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Conjunto de bases Gaussianas aumentado de qualidade qua´drupla zeta de valeˆncia
mais func¸o˜es de polarizac¸a˜o para os a´tomos de K e de Sc ate´ Kr e´ apresentado. Ele
foi constru´ıdo a partir do conjunto na˜o aumentado para todos os ele´trons pela adic¸a˜o de
func¸o˜es difusas (simetrias s, p, d, f , g e h), que foram otimizadas para o estado fundamen-
tal dos aˆnions. A partir desse conjunto, momento de dipolo ele´trico e polarizabilidades
Hartree-Fock, teorias de perturbac¸a˜o de Møller-Plesset de segunda ordem e do funcional
da densidade para uma amostra de mole´culas bem como para os aglomerados de Cun




Augmented Gaussian basis set of quadruple zeta valence quality plus polarization
functions for the atoms K and from Sc to Kr is presented. It was constructed from the all-
electron unaugmented set by addition of diffuse functions (s, p, d, f , g, and h symmetries)
that were optimized for the anion ground states. From this set, Hartree-Fock, second-
order Møller-Plesset perturbation theory, and density functional theory electric dipole
moment and polarizabilities for a sample of molecules as well as for Cun (n 6 4) clusters





O presente trabalho esta´ inserido no campo da Qu´ımica Quaˆntica, ramo do conheci-
mento cient´ıfico que integra as disciplinas de Mecaˆnica Quaˆntica, Matema´tica Aplicada,
Cieˆncia da Computac¸a˜o e Qu´ımica.
O problema fundamental a ser resolvido em Qu´ımica Quaˆntica e´ o ca´lculo de propri-
edades moleculares que sa˜o de interesse pra´tico em campos que va˜o desde a Cieˆncia de
Materiais ate´ a Bioqu´ımica. A energia total de uma mole´cula bem como a maioria das
outras propriedades podem ser calculadas resolvendo a equac¸a˜o de Schro¨dinger molecular
independente do tempo. Entretanto, o grau de complexidade envolvido nesta equac¸a˜o e´
bastante grande.
Dentre os recursos que a Qu´ımica Quaˆntica dispo˜e atualmente para resolver este pro-
blema, encontram-se os me´todos ab initio, que partem de primeiros princ´ıpios da Mecaˆnica
Quaˆntica.
Historicamente, o primeiro me´todo ab initio para ca´lculo de estrutura eletroˆnica foi
proposto por D. R. Hartree em 1928 [1]. O me´todo de Hartree considera cada ele´tron como
sendo probabilisticamente independente dos demais, movendo-se em um campo me´dio
gerado pelos outros ele´trons. Para isso, a func¸a˜o de onda do sistema e´ escolhida como um
produto de orbitais espaciais de um ele´tron, o que acaba por reduzir o tamanho do espac¸o
funcional subjacente a`s custas de um drama´tico crescimento da complexidade matema´tica
das equac¸o˜es [2]. Por esse motivo, as equac¸o˜es de Hartree sa˜o resolvidas iterativamente,
atrave´s de um me´todo denominado campo autoconsistente (Self-Consistent Field, SCF).
Apesar de introduzir o importante conceito da autoconsisteˆncia, o me´todo de Hartree
1
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na˜o incorpora a indistinguibilidade dos ele´trons, nem inclui o spin de maneira expl´ıcita.
Essas deficieˆncias foram notadas independentemente por Fock [3] e Slater [4] em 1930 e
foram corrigidas por meio da proposic¸a˜o de um ansatz para a func¸a˜o de onda total que
toma a forma de um produto antissimetrizado de spin-orbitais. A correc¸a˜o resultou na
aproximac¸a˜o Hartree-Fock (HF), que utiliza o princ´ıpio variacional para buscar a func¸a˜o
de onda monodeterminantal o´tima, isto e´, que minimiza a energia variacional.
Existe, pore´m, uma limitac¸a˜o que jaz nos pro´prios fundamentos desta aproximac¸a˜o; o
me´todo HF na˜o contabiliza os efeitos de correlac¸a˜o eletroˆnica. Para suprir essa deficieˆncia
me´todos correlacionados bastante precisos foram desenvolvidos, alguns dos quais foram
utilizados neste trabalho e sera˜o descritos sucintamente no Cap´ıtulo 2; referimo-nos as
teorias de perturbac¸a˜o de Møller-Plesset de segunda ordem (Second-Order Møller-Plesset
Pertubation Theory, MP2) e do funcional da densidade (Density Functional Theory, DFT).
Ale´m dessa limitac¸a˜o de natureza intr´ınseca, em seus primeiros dias, o me´todo HF
tambe´m era limitado em termos de aplicac¸a˜o pra´tica: Ele foi projetado originalmente
apenas para sistemas atoˆmicos. Para esses sistemas, uma integrac¸a˜o anal´ıtica sobre as
varia´veis angulares leva a` equac¸o˜es integro-diferenciais onde a u´nica varia´vel e´ a coorde-
nada radial, possibilitando sua resoluc¸a˜o nume´rica. Entretanto, o mesmo na˜o pode ser
feito para sistemas moleculares [5].
Em 1951, Roothaan [6] e Hall [7] propuseram, de forma independente, um forma-
lismo matema´tico rigoroso para resolver as equac¸o˜es HF em termos de um conjunto finito
de func¸o˜es anal´ıticas conhecidas. Esse procedimento transforma as equac¸o˜es integro-
diferenciais acopladas HF em um conjunto de equac¸o˜es alge´bricas.
Foi, entretanto, a ideia inovadora introduzida por Boys [8] e McWeeny [9] em 1950, de
utilizar func¸o˜es Gaussianas para representar orbitais moleculares, que revolucionou todo
o campo da Qu´ımica Quaˆntica [2,10]. A utilizac¸a˜o de func¸o˜es Gaussianas no contexto do
formalismo Roothaan-Hall permitiu que o me´todo HF fosse estendido para ca´lculos de sis-
temas moleculares de muitos centros. Em particular, Boys [8] mostrou que todas integrais
que aparecem na teoria SCF podem ser calculadas analiticamente se func¸o˜es tipo Gaus-
sianas sa˜o usadas. A enorme vantagem que isso acarretou em termos de eficieˆncia com-
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putacional fez com que func¸o˜es Gaussianas fossem extensivamente utilizadas em ca´lculos
ab initio de estruturas moleculares [11].
Na selec¸a˜o de um conjunto de bases para ser usado na resoluc¸a˜o da equac¸a˜o de
Schro¨dinger para a´tomos e mole´culas, os dois crite´rios principais a serem considerados
sa˜o tamanho e precisa˜o. Enta˜o, e´ importante manter o conjunto ta˜o compacto quanto
poss´ıvel para um dado n´ıvel de precisa˜o e, ale´m dessa qualidade, tambe´m e´ deseja´vel que
o conjunto de bases seja um membro de uma sequeˆncia hiera´rquica de conjuntos que se
aproximam sistematicamente do limite do conjunto de bases completo (Complete Basis
Set, CBS).
Scha¨fer e colaboradores [12] constru´ıram va´rios conjuntos de bases Gaussianas (Gaus-
sian Basis Sets, GBSs) contra´ıdos na˜o relativ´ısticos para a´tomos ate´ Kr. Almlo¨f e Taylor
[13] descobriram que conjuntos de bases de orbitais naturais derivados a partir de ca´lculos
atoˆmicos correlacionados fornecem uma excelente descric¸a˜o de propriedades moleculares e
Dunning e colaboradores geraram conjuntos de bases de valeˆncia polarizada de correlac¸a˜o
consistente (cc-pVXZ, X = D, T e Q) para os elementos H e B–Ne [14]. Esses conjuntos
foram aumentados com func¸o˜es difusas e, enta˜o, designados como aug-cc-pVXZ (X = D,
T e Q) [15]. Para os a´tomos da primeira e segunda linhas, Jensen [16,17] desenvolveu uma
hierarquia de conjuntos de bases para ca´lculos DFT. Aqui, deve-se mencionar que os con-
juntos de Dunning e Jensen foram constru´ıdos a partir de um esquema de contrac¸a˜o geral.
Thakkar e colaboradores geraram GBSs contra´ıdos para os a´tomos de H ate´ Ar [18,19].
Conjuntos de bases de correlac¸a˜o consistente para todos os ele´trons para os elementos
3d (Sc–Zn) foram relatados por Balabanov e Peterson [20]. Ale´m disso, para os metais
de transic¸a˜o da primeira linha, conjuntos de bases pequeno e grande [21,22] podem ser
encontrados na literatura. Por outro lado, GBSs para todos os ele´trons para os elementos
da quarta linha na˜o sa˜o ta˜o comuns (veja, por ex., Refs. [23–26]). Recentemente, Noro
e colaboradores [27] constru´ıram GBSs segmentados compactos, pore´m ainda precisos,
para ca´lculos de todos os ele´trons. Conjuntos na˜o relativ´ısticos nZP (Sapporo-nZP) para
Li–Xe (n = D, T, Q), que incorporam eficientemente correlac¸o˜es eletroˆnicas do caroc¸o e
da valeˆncia foram desenvolvidos. Esses conjuntos foram aumentados com func¸o˜es difusas.
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Jorge e colaboradores [28–34] apresentaram GBSs de contrac¸a˜o segmentada para to-
dos os ele´trons de qualidades dupla, tripa e qua´drupla zeta de valeˆncia mais func¸o˜es de
polarizac¸a˜o (Basis Set of X-Zeta Valence Quality Plus Polarization Functions, XZP, X =
S, D, T, and Q) para os a´tomos de H ate´ Xe. Para descrever precisamente o compor-
tamento a longa distaˆncia da func¸a˜o de onda, os conjuntos de bases DZP (para H–Xe)
[28,30,32], TZP (para H–Kr) [29,31] e QZP (para H–Ar) [29] foram aumentados com
func¸o˜es difusas; as func¸o˜es adicionais sa˜o fundamentais para uma descric¸a˜o acurada de
afinidade eletroˆnica, propriedades ele´tricas, rotac¸a˜o o´tica e ligac¸a˜o de hidrogeˆnio. Esses
conjuntos foram designados como XZP aumentados (Augmented XZP, AXZP, X=D, T,
and Q) [28,35–37].
Propriedades ele´tricas sa˜o importantes em muitos sentidos. Elas explicam a interac¸a˜o
a longa distaˆncia entre mole´culas, a atrac¸a˜o ou repulsa˜o eletrosta´tica da distribuic¸a˜o de
carga molecular. A universalidade das aplicac¸o˜es tem motivado esforc¸os experimental e
teo´rico sistema´ticos no sentido de obter valores confia´veis de polarizabilidade de dipolo,
desde que esta e´ uma quantidade importante nos campos da qu´ımica e f´ısica [38,39].
Em geral, ja´ e´ um fato bem estabelecido que um conjunto de bases grande e´ requerido
para um ca´lculo preciso da polarizabilidade e que o efeito da adic¸a˜o de func¸o˜es difusa e de
polarizac¸a˜o ao conjunto de bases e´ considera´vel [40]. A maioria dos ca´lculos envolvendo
metais de transic¸a˜o ate´ agora reportados na literatura tem usado o conjunto de bases de
Sadlej, que e´ conhecido ser um conjunto de bases razoa´vel, particularmente para ca´lculos
de propriedade resposta molecular, ou conjuntos de bases de potencial de caroc¸o efetivo
(Effective Core Potential, ECP). No entanto, para compostos contendo elementos da
terceira e quarta linhas, na˜o existem estudos sistema´ticos a respeito da dependeˆncia da
polarizabilidade com o uso de me´todos diferentes (e.g., HF, MP2 e DFT) em conjunc¸a˜o
com uma sequeˆncia hiera´rquica de conjuntos de bases.
O objetivo do trabalho presente e´ estender a sequeˆncia hiera´rquica de conjuntos de
bases na˜o relativ´ısticos AXZP [28,35–37] para os elementos da terceira linha, i.e., gerar o
conjunto de bases AQZP para K e Sc–Kr. A fim de avaliar a qualidade desse conjunto [41],
ca´lculos de propriedades ele´tricas HF, MP2 e DFT para uma amostra de mole´culas bem
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como para os aglomerados de Cun (n 6 4) foram realizados. A convergeˆncia do momento
de dipolo ele´trico (µ), polarizabilidade de dipolo me´dia (α¯) e anisotropia da polariza-
bilidade (∆α) esta´ticos com respeito ao aumento da qualidade do conjunto de bases e
correc¸o˜es de correlac¸a˜o eletroˆnica foram examinadas [41]. Comparac¸a˜o com dados teo´rico
e experimental reportados previamente na literatura foi realizada. Deste estudo espera-se
aprofundar o entendimento de propriedades ele´tricas de aglomerados meta´licos e poder
tambe´m enunciar o melhor procedimento de ca´lculo a estes n´ıveis de teoria bem como
prover resultados teo´ricos de refereˆncia para calibrar ca´lculos futuros de polarizabilidades
de dipolo.
No Cap´ıtulo 2 apresentamos os me´todos teo´ricos utilizados neste trabalho, tanto para
a gerac¸a˜o do conjunto de bases, como para a avaliac¸a˜o de sua qualidade. Os principais
conceitos envolvendo conjuntos de bases bem como a terminologia a estes relacionada sa˜o
introduzidos no Cap´ıtulo 3. No Cap´ıtulo 4, apresentam-se os resultados e uma discussa˜o
sucinta a respeito da qualidade do conjunto de bases gerado neste trabalho. Finalmente,




Neste Cap´ıtulo apresentamos uma visa˜o geral dos me´todos teo´ricos para ca´lculo de
estrutura eletroˆnica que foram usados neste trabalho, em uma abordagem que privilegia
os aspectos conceituais sobre os de derivac¸a˜o matema´tica das equac¸o˜es. Partindo de um
breve vislumbre do principal problema enfrentado pela Qu´ımica Quaˆntica ab initio, apre-
sentamos as aproximac¸o˜es propostas para enfrenta´-lo. O aporte conceitual trazido pelo
me´todo de Hartree e´ tomado como ponto de partida para abordagem do me´todo Hartree-
Fock e suas variantes. Primeiramente, tal como foi derivado originalmente por Fock [3] e
Slater [4], nenhuma restric¸a˜o e´ feita sobre os orbitais de um ele´tron nas equac¸o˜es HF. Res-
tric¸o˜es adicionais sa˜o impostas gradativamente sobre a parte de spin desses orbitais para
derivar as verso˜es UHF, RHF e ROHF; nesse sentido, nossa abordagem na˜o necessaria-
mente acompanha a sequeˆncia histo´rica na qual se deu o desenvolvimento teo´rico. Como
um adendo ao me´todo HF, apresentamos a teoria de perturbac¸a˜o de Møller-Plesset de se-
gunda ordem, que acrescenta o efeito de correlac¸a˜o dinaˆmica na˜o inclu´ıdo na aproximac¸a˜o
de part´ıculas independentes. Uma alternativa aos me´todos baseados na func¸a˜o de onda
tambe´m e´ apresentada; trata-se da teoria do funcional da densidade, que possui como
varia´vel ba´sica a func¸a˜o densidade de probabilidade eletroˆnica. O papel determinante que
a introduc¸a˜o de um conjunto de bases desempenha em todo este cena´rio, servindo como
subs´ıdio para os me´todos apresentados, pode ser notado no contexto do formalismo de
Hartree-Fock-Roothaan [6,7], que prepara o caminho para uma descric¸a˜o dos principais
6
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conceitos envolvendo conjuntos de bases, tema do Cap´ıtulo seguinte.
2.2 Definic¸a˜o do Problema
No campo da Qu´ımica Quaˆntica e´ usual se adotar unidades atoˆmicas (a.u.) para
expressar grandezas f´ısicas. Esse sistema, que foi originalmente proposto por Hartree em
1928 [1] e nomeado posteriormente na Ref. [42], sera´ adotado neste trabalho.
O operador hamiltoniano quaˆntico na˜o relativ´ıstico de uma mole´cula consistindo de


































|rj − ri| , (2.1)
onde ri denota a posic¸a˜o do i-e´simo ele´tron, Rα a posic¸a˜o do α-e´simo nu´cleo e ∇2i o
operador laplaciano com respeito a coordenada da i-e´sima part´ıcula.
E´ conveniente introduzir algumas notac¸o˜es autoexplicativas a fim de nos reportarmos
mais facilmente aos termos que compo˜em o hamiltoniano molecular da Eq.(2.1):






































|rj − ri| (2.2e)
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Com o hamiltoniano molecular Hˆ definido como na Eq.(2.1), pretende-se resolver a
equac¸a˜o de Schro¨dinger independente do tempo
HˆΨ(X,x) = EΨ(X,x) , (2.3)
onde Ψ(X,x) e´ a func¸a˜o de onda total do sistema e E e´ a energia total correspondente.
Tambe´m definimos x := (x1, . . . ,xN) e X := (X1, . . . ,XNN ), que sa˜o, respectivamente, o
conjunto de todas as coordenadas espaciais e de spin eletroˆnicas, xi := (ri, σi), e nucleares,
Xi := (Ri,Σi).
Nota-se, entretanto, que e´ invia´vel tratar o problema com o grau de generalidade
expresso na Eq.(2.3) sendo Hˆ definido como na Eq.(2.1), a comec¸ar porque o termo de in-
terac¸a˜o ele´tron-nu´cleo VˆeN impede a separabilidade da equac¸a˜o em termos de coordenadas
eletroˆnicas e nucleares.
A soluc¸a˜o pensada para contornar esse problema ficou conhecida como aproximac¸a˜o de
Born-Oppenheimer [43,44]. O tratamento consiste em supor que a raza˜o entre as massas
do ele´tron e do nu´cleo e´ suficientemente pequena, de modo que os nu´cleos se movem lenta-
mente no campo gerado pelos ele´trons, e estes u´ltimos, para cada configurac¸a˜o assumida
pelos primeiros, imediatamente ajustam seus estados quaˆnticos. Segue, portanto, dessa
aproximac¸a˜o que tanto energia eletroˆnica total, Ee, quanto a func¸a˜o de onda eletroˆnica,
Ψe, sa˜o parametrizadas pelas coordenadas de posic¸a˜o nucleares R e obedecem a` equac¸a˜o
de Schro¨dinger de nu´cleos fixos independente do tempo:[
Tˆe + VˆeN(r; R) + Vˆee(r)
]
Ψe(x; R) = Ee(R)Ψe(x; R) . (2.4)
Nessa equac¸a˜o o termo entre colchetes e´ o operador hamiltoniano eletroˆnico Hˆe, com-
posto pelo termo Tˆe, referente a energia cine´tica dos ele´trons, e os termos Vˆee e VˆeN
que contabilizam, respectivamente, a energias potenciais de interac¸a˜o ele´tron-ele´tron e
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|ri −Rα| . (2.6)
A Eq.(2.4) e´ simplesmente a equac¸a˜o de Schro¨dinger para N ele´trons de massa me e
carga −e sob a ac¸a˜o de um campo ele´trico externo gerado por NN cargas pontuais (os
nu´cleos) de magnitude eZα nas posic¸o˜es Rα.
Uma vez assumida a aproximac¸a˜o de Born-Oppenheimer, o problema central a ser re-
solvido em Qu´ımica Quaˆntica e´ encontrar o estado fundamental do hamiltoniano eletroˆnico
para uma posic¸a˜o fixa R dos nu´cleos.
Ate´ aqui utilizamos o subscrito “e” para rotular o hamiltoniano, a func¸a˜o de onda e
a energia eletroˆnicos nas Eqs.(2.4) e (2.5), pore´m, desde que na descric¸a˜o dos me´todos a
seguir nos ocuparemos apenas da soluc¸a˜o do problema eletroˆnico, optamos por omitir tal
subscrito.
Observa-se das Eqs.(2.4) e (2.5) que o termo de interac¸a˜o ele´tron-ele´tron Vˆee impede
a separabilidade da equac¸a˜o de Schro¨dinger independente do tempo associada a Hˆ nas
varia´veis de um u´nico ele´tron. Esse fato impossibilita escrever uma soluc¸a˜o geral Ψ(x; R)
como um produto de orbitais de um ele´tron e a busca deve ser realizada a priori no espac¸o
de Hilbert inteiro.
Uma primeira aproximac¸a˜o que se faz, entretanto, consiste justamente em restringir o
espac¸o de procura da func¸a˜o de onda eletroˆnica ao considera´-la com uma forma funcional
particular que virtualmente desconsidera o termo de repulsa˜o eletroˆnica do hamiltoniano.
Por esse motivo, tal aproximac¸a˜o e´ comumente denominada modelo de part´ıculas inde-
pendentes. Hartree introduziu essa ideia em 1928 [1] quando escreveu a func¸a˜o de onda
total como um produto de N orbitais espaciais φi de um ele´tron,




Como se pode ver, a aproximac¸a˜o de Hartree na˜o contempla o princ´ıpio de antis-
simetria da func¸a˜o de onda total. Ale´m disso, os spins dos ele´trons na˜o sa˜o inclu´ıdos
explicitamente, embora sejam de maneira impl´ıcita, ja´ que na˜o mais que dois ele´trons sa˜o
considerados em cada orbital.
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Na abordagem de Hartree cada ele´tron e´ concebido como sendo independente dos
demais, movendo-se sob a ac¸a˜o de um potencial de interac¸a˜o me´dio devido aos outros
ele´trons. A densidade de probabilidade conjunta para os ele´trons em uma dada confi-
gurac¸a˜o r e´ o produto das densidades de probabilidade eletroˆnicas individuais. Assim, em
termos probabil´ısticos, os ele´trons sa˜o independentes, embora na˜o sejam independentes
em um sentido f´ısico estrito, afinal, cada ele´tron “enxerga” os demais de maneira me´dia.
2.3 A Aproximac¸a˜o Hartree-Fock
Ainda dentro de um modelo de part´ıculas independentes, a aproximac¸a˜o Hartree-Fock
(HF) [3,4] propo˜e-se corrigir o ansatz de Hartree para a func¸a˜o de onda total de modo
a incluir a indistinguibilidade dos ele´trons. Por se tratar de um sistema fermioˆnico, tal
inclusa˜o implica na antissimetria da func¸a˜o de onda do sistema com respeito a troca
das coordenadas, xi e xj, de qualquer par de ele´trons e, portanto, traz em seu bojo o
princ´ıpio de exclusa˜o de Pauli. Assim, a func¸a˜o de onda total HF assume a forma um
produto antissimetrizado de N orbitais de um ele´tron





(−1)T (Pi)Pi[ψ1(x1)ψ2(x2) . . . ψN(xN)] . (2.8)
Na Eq.(2.8), Pi e´ o operador que realiza a i-e´sima permutac¸a˜o dos ı´ndices que rotu-
lam os ele´trons, T (Pi) e´ o nu´mero mı´nimo de transposic¸o˜es necessa´rias para ir da ordem
natural 1, 2, . . . , N para a ordem da i-e´sima permutac¸a˜o, e o fator 1/
√
N ! impo˜e a nor-
malizac¸a˜o da func¸a˜o de onda, sendo que a soma corre sobre todas as N ! permutac¸o˜es
poss´ıveis de N ele´trons. Essa expressa˜o e´, na verdade, uma forma matematicamente mais
trata´vel de se escrever o chamado determinante de Slater.
Note que o novo formalismo inclui explicitamente o spin do ele´tron, pois, diferente-
mente da aproximac¸a˜o de Hartree, a func¸a˜o de onda total na˜o mais e´ escrita em termos
de orbitais espaciais, φi(r), mas de spin-orbitais, ψi(x). Um spin-orbital geral pode ser
escrito como
ψ(x) = φα(r)α(σ) + φβ(r)β(σ) , (2.9)
Cap´ıtulo 2. Me´todos Teo´ricos 11
onde as func¸o˜es α e β correspondem aos autoestados spin-up e spin-down do operador
associado a` componente z do spin de um ele´tron.
O formalismo obtido quando e´ usada a forma geral para os spin-orbitais encontrada
na Eq.(2.9) e´ chamado Hartree-Fock Geral (General Hartree-Fock, GHF). Num primeiro
momento assumiremos essa situac¸a˜o. Quando restric¸o˜es adicionais sa˜o impostas para a
parte de spin dos spin-orbitais, da´-se origem a outras nuances da teoria HF, a saber, as
verso˜es UHF, RHF e ROHF, que sera˜o tratadas brevemente na Sec¸a˜o 2.4.
Uma exigeˆncia adicional que e´ feita, ale´m da restric¸a˜o imposta sobre a forma da func¸a˜o
de onda total [Eq.(2.8)], e´ que os spin-orbitais sejam ortonormalizados, ou seja,∫
d4x ψi(x)ψj(x) = δij , (2.10)
onde utilizamos a notac¸a˜o compacta
∫





As equac¸o˜es HF podem ser obtidas servindo-se de um procedimento que tem suas
bases no Teorema Variacional. Um primeiro passo nessa direc¸a˜o consiste em escrever o
funcional correspondente ao valor esperado da energia utilizando como ansatz variacional
uma func¸a˜o de onda da forma expressa na Eq.(2.8). Para isso e´ conveniente denotar a























Computando cada um dos termos da soma acima obtemos para o valor esperado da
energia no estado variacional GHF, Ψ:
















Nessa expressa˜o identificamos a integral de um ele´tron,
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3r d3r′ , (2.14)
que pode ser interpretada classicamente como a repulsa˜o coulombiana entre as nuvens












3r d3r′ , (2.15)
que na˜o tem ana´logo cla´ssico e resulta do cara´ter antissime´trico da func¸a˜o de onda total,
refletindo, portanto, a correlac¸a˜o existente entre ele´trons de spins paralelos.
Para derivar as equac¸o˜es HF, deve-se minimizar o funcional energia expresso na Eq.(2.13)
sob a restric¸a˜o de que os spin-orbitais sejam ortonormalizados como na Eq.(2.10). A re-
soluc¸a˜o deste problema de extremos restritos e´ realizada mediante a introduc¸a˜o de N2
multiplicadores de Lagrange λij na construc¸a˜o de um funcional associado sobre o qual





λijψi(x) , j = 1, . . . , N . (2.16)
A Eq.(2.16) e´ uma primeira versa˜o das equac¸o˜es HF, que na˜o encontra-se em sua forma
canoˆnica (padra˜o). A entidade matema´tica FˆGHF e´ o operador de Fock, que explicitamente








onde hˆ, Jˆj[ψ] e Kˆj[ψ] sa˜o, respectivamente, o operador de um ele´tron, o operador de
Coulomb e o operador de troca, que podem ser definidos pela atuac¸a˜o sobre uma func¸a˜o
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Adicionalmente pode-se mostrar que, se o funcional o qual foi minimizado para resultar
na Eq.(2.16) e´ real, a matriz Λ := (λij)N×N cujas entradas sa˜o os multiplicadores de
Lagrange e´ hermitiana, isto e´
λij = λ
∗
ji , i, j = 1, . . . , N. (2.19)
Este fato garante que existe uma matriz unita´ria U que diagonaliza Λ, ou seja, (ε)ij :=
(U−1ΛU)ij ≡ (U†ΛU)ij = δijεi.
Por outro lado, se os N spin-orbitais soluc¸o˜es da Eq.(2.16), sa˜o arranjados em uma
matriz linha ψ, pode-se reescrever Eq.(2.16) em forma matricial como
FGHFψ = ψΛ . (2.20)
Multiplicando a Eq.(2.20) a` direita por U e inserindo a matriz unidade entre os dois
fatores do lado direito da igualdade, obte´m-se
FGHFψU = ψUU†ΛU (2.21)
que torna-se
FGHFψ′ = ψ′ε , (2.22)
se definirmos ψ′ = ψU, a transformac¸a˜o que leva o conjunto original de spin-orbitais
{ψi} a um novo conjunto de spin-orbitais {ψ′i} denominados orbitais canoˆnicos.
E´ poss´ıvel mostrar facilmente que tal transformac¸a˜o preserva a ortonormalidade dos
spin-orbitais e que a func¸a˜o de onda total constru´ıda a partir dos orbitais canoˆnicos
Ψ({ψ′i}) difere da original Ψ({ψi}) por um fator de fase global; o que obviamente as tornam
equivalentes para todos os propo´sitos f´ısicos. Ale´m disso, mostra-se que o operador de
Fock e´ invariante com respeito a uma transformac¸a˜o unita´ria, de tal maneira que qualquer
transformac¸a˜o unita´ria sobre os spin-orbitais que constituem soluc¸a˜o das equac¸o˜es HF
[Eq.(2.16)] resulta em um conjunto diferente que tambe´m e´ soluc¸a˜o das mesmas equac¸o˜es.
Em termos dos orbitais canoˆnicos as Eqs.(2.16) podem ser reescritas como
FˆGHF[ψ]ψi(x) = εiψi(x) , i = 1, . . . , N . (2.23)
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Na expressa˜o acima designamos os orbitais canoˆnicos simplesmente por ψi, omitindo
o sobrescrito “linha”, ja´ que vamos nos limitar a eles nas discusso˜es subsequentes.
Observe que, como o operador de Fock FˆGHF depende de todo o conjunto de spin-
orbitais {ψi}, as Eqs.(2.23) na˜o sa˜o equac¸o˜es de autovalor usuais, mas tratam-se de um
problema de pseudo-autovalor [45], sendo bastante complicadas do ponto de vista ma-
tema´tico. Ocorre que, enquanto a equac¸a˜o de Schro¨dinger eletroˆnica original [Eq.(2.4)]
dependia de 3N varia´veis espaciais, as expresso˜es acima dependem apenas de 3. Isto e´ o
que ganha-se com a dra´stica reduc¸a˜o do espac¸o variacional quando da restric¸a˜o a func¸o˜es
de onda na forma de um u´nico determinante de Slater [Eq.(2.8)]. Por outro lado, ao
tornar o problema trata´vel, paga-se o prec¸o com aumento da complexidade matema´tica
das expresso˜es, de modo que, enquanto a equac¸a˜o de Schro¨dinger eletroˆnica era uma
equac¸a˜o diferencial linear, as equac¸o˜es HF [Eq.(2.23)] sa˜o N equac¸o˜es integro-diferenciais
na˜o-lineares acopladas [2].
Essa complexidade impossibilita qualquer abordagem anal´ıtica do problema e exige
que a busca por sua soluc¸a˜o seja feita atrave´s de um procedimento iterativo denominado
me´todo de campo autoconsistente (Self-Consistent Field, SCF), que sera´ descrito em linhas
gerais na Sec¸a˜o 2.5, no contexto das equac¸o˜es de Roothaan-Hall.
Ainda quanto a` Eq.(2.23), e´ instrutivo avaliar o significado f´ısico dos elementos εi
que aparecem na forma diagonal da matriz dos multiplicadores de Lagrange ε. Para esse
fim, multiplicamos a Eq.(2.23) por ψ∗i (x), integramos em x, e utilizamos a definic¸a˜o do
operador de Fock na Eq.(2.17) em conjunc¸a˜o com a Eq.(2.18) para obtermos:
〈ψi|FˆGHF|ψi〉 = hi +
N∑
j
(Jij −Kij) = εi, i = 1, . . . , N , (2.24)
onde tambe´m usamos o fato de que os spin-orbitais sa˜o normalizados.
Somando a Eq.(2.24) sobre todos os i’s e comparando o resultado com a expressa˜o da









Agora, se um ele´tron for removido do k-e´simo spin-orbital ψk e se for desconsiderado o
efeito de relaxac¸a˜o, ou seja, se assumirmos que os demais spin-orbitais permanecem inal-
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terados, podemos facilmente calcular a energia de ionizac¸a˜o correspondente com aux´ılio
da Eq.(2.13):



















(Jkj −Kkj) = −εk . (2.26)
Conclu´ımos, pois, que as energias orbitais – como sa˜o chamados os εk’s – correspondem
a`s energias de ionizac¸a˜o dentro de uma aproximac¸a˜o de orbitais congelados. Esse resultado
e´ conhecido como Teorema de Koopmans [46].
2.4 Variantes da Teoria Hartree-Fock
Em aplicac¸o˜es pra´ticas da teoria HF, restric¸o˜es adicionais sa˜o impostas sobre o ansatz
variacional GHF. Em geral, o efeito colateral de tal procedimento e´ perda de precisa˜o na
descric¸a˜o do sistema em relac¸a˜o ao esquema GHF. Para minimizar esse efeito indeseja´vel
e aumentar e eficieˆncia da teoria e´ usual se adotar restric¸o˜es baseadas em propriedades
que a soluc¸a˜o exata do problema possui.
A func¸a˜o de onda de N ele´trons GHF, Ψ, na˜o e´ um autoestado do operador de spin
total, Sˆ2, nem da componente z deste, Sˆz [47]. No entanto, desde que ambos os operadores
comutam com o hamiltoniano eletroˆnico da Eq.(2.5), o verdadeiro estado fundamental
do problema pode ser escolhido um autoestado de ambos, simultaneamente. Assim, sa˜o
impostas restric¸o˜es sobre a parte de spin da func¸a˜o de onda GHF de modo que ela satisfac¸a
a essas propriedades, o que da´ origem a outras variantes do formalismo HF.
2.4.1 Hartree-Fock Na˜o Restrito
Uma nova modalidade da teoria HF conhecida como Hartree-Fock Na˜o Restrito (Un-
restricted Hartree-Fock, UHF) e´ obtida quando se permite que cada ele´tron do sistema
ocupe um orbital espacial φi(r) distinto, com estado de spin, α ou β, bem definido. Essa
maneira de proceder implica em se escrever cada spin-orbital que compo˜e o determinante
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de Slater na Eq.(2.8) como
ψi(x) := φi(r)γi(σ) , onde γi(σ)= α(σ) ou β(σ) , i = 1, . . . , N . (2.27)
A justificativa para a ideia de se permitir “diferentes orbitais para diferentes spins”
(DODS) pode ser ilustrada tomando-se como exemplo o a´tomo de l´ıtio no estado fun-
damental. Sabe-se que o l´ıtio tem configurac¸a˜o eletroˆnica 1s22s1; enta˜o, os ele´trons do
orbital 1s esta˜o sujeitos a diferentes potenciais efetivos, pois apenas um deles sofre a in-
flueˆncia da interac¸a˜o de troca com o ele´tron do orbital 2s. Poder-se-ia esperar, portanto,
que esse efeito levasse a diferentes orbitais 1s para ele´trons com estados de spin distintos,
como ja´ era apontado por Slater em 1951 [48]. Esse fenoˆmeno e´ frequentemente referido
como polarizac¸a˜o de spin [49].
Observamos que em relac¸a˜o a` formulac¸a˜o GHF, a versa˜o UHF das equac¸o˜es HF reduz
o espac¸o de procura de func¸a˜o da onda total a` metade, pois ao passo que na primeira
tinha-se 2N func¸o˜es de R3 a serem determinadas [as φαi e φ
β
i ; ver Eq.(2.9)], agora tem-
se apenas N delas [as φi]. Isso obviamente tambe´m implica em uma reduc¸a˜o do custo
computacional.
Se denotarmos por Nα e Nβ, respectivamente, o nu´mero de spin-orbitais com spins α
e β, temos que – diferentemente da func¸a˜o de onda GHF – a func¸a˜o de onda total UHF
ΨUHF e´ um autoestado do operador Sˆz com autovalor (1/2)(Nα − Nβ). No entanto, na˜o
e´ um autoestado de Sˆ2, pois apresenta componentes de multiplicidade de spin mais alta,
fato que e´ comumente referido como contaminac¸a˜o de spin [50]. Embora a func¸a˜o de onda
UHF possa ser projetada nos estados Sˆ2 puros, o resultado e´ multideterminantal [47] o
que acaba elevando custo computacional da aproximac¸a˜o.
Primeiramente observe que, se introduzirmos as restric¸o˜es expressas nas Eqs.(2.27) em
cada um dos termos que compo˜em a expressa˜o para o funcional energia GHF na Eq.(2.13),
as seguintes relac¸o˜es valem para o caso UHF:












Cap´ıtulo 2. Me´todos Teo´ricos 17
Agora, realizando procedimento ana´logo a`quele feito para derivar as equac¸o˜es GHF,
mutatis mutandis, obte´m-se uma primeira versa˜o das equac¸o˜es UHF












para i = 1, . . . , N ; onde os operadores de Coulomb e de troca sa˜o definidos de modo
ana´logo aos da versa˜o GHF na Eq.(2.18), desta vez dependentes dos orbitais espaciais φi,
na˜o mais dos spin-orbitais ψi.
Note das Eqs.(2.29) que agora, devido ao fato de que a interac¸a˜o de troca aparece
somente entre orbitais “de mesmo spin”, o operador de Fock UHF, Fˆ UHFi [φ], e´ dependente
do ı´ndice i. Na verdade, tem-se somente dois operadores de Fock diferentes: Um para os
‘orbitais α’ e um para os ‘orbitais β’. Assumindo que os spin-orbitais sa˜o rotulados de tal
maneira que aqueles cuja parte de spin e´ α ocorra primeiro e definindo os conjuntos de
ı´ndices A := {i | 1 ≤ i ≤ Nα} e B := {i |Nα + 1 ≤ i ≤ Nα + Nβ = N}, podemos escrever
estes dois operadores como:














Finalmente, depois da diagonalizac¸a˜o da matriz dos multiplicadores de Lagrange,
chega-se a`s equac¸o˜es de Pople-Nesbet [51] para a versa˜o na˜o restrita do formalismo HF:
Fˆ UHFα [φ]φi(r) = ε
α
i φi(r) , se i ∈ A , (2.31a)
Fˆ UHFβ [φ]φi(r) = ε
β
i φi(r) , se i ∈ B. (2.31b)
Apesar dessas equac¸o˜es estarem acopladas atrave´s do termo de Coulomb nos operado-
res de Fock, elas formam dois conjuntos disjuntos de expresso˜es que podem ser resolvidas
como dois problemas de autovalores independentes em cada passo do procedimento itera-
tivo SCF.
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2.4.2 Hartree-Fock Restrito
Para lidar com sistemas contendo um nu´mero par de ele´trons, os assim chamados
sistemas de camada fechada, temos o me´todo Hartree-Fock Restrito (Restricted Hartree-
Fock, RHF). Como sua designac¸a˜o sugere, trata-se de um esquema mais restritivo que o
me´todo UHF. A cada um dos N/2 pares de ele´trons, encontra-se associado apenas um
orbital espacial φi(r), sendo que os ele´trons pertencentes a cada um dos pares encontram-
se em estados de spin distintos, um com spin-up e o outro spin-down. Assim, dentro dessa
aproximac¸a˜o, os spin-orbitais sa˜o arranjados da seguinte maneira:
ψI(x) :=

φI(r)α(σ), se I = 1, 2, . . . , N/2;
φI−N
2
(r)β(σ), se I = N/2 + 1, . . . , N .
(2.32)
Devido a` essas restric¸o˜es, temos que, diferentemente das verso˜es GHF e UHF, a func¸a˜o
de onda de N part´ıculas RHF, ΨRHF, e´ autoestado de ambos os operadores Sˆ2 e Sˆz, com
autovalor zero em ambos os casos [47,49], assim como o estado fundamental do problema
exato. Portanto, na˜o ha´ nenhuma contaminac¸a˜o de spin na variante RHF.
No tocante ao custo computacional RHF, ele e´ ainda menor que UHF, ja´ que o tamanho
do espac¸o de busca foi reduzido a um quarto do caso GHF. Ocorre que, novamente, ao
inve´s de procurar-se por 2N func¸o˜es de R3 [as φαi e as φ
β
i ] que minimizem a energia
variacional, na variante RHF e´ necessa´rio determinar apenas N/2 delas [as φi].
Agora, usando novamente as relac¸o˜es da Eq.(2.28), podemos derivar o funcional res-










para i = 1, . . . , N/2. Aqui fazemos constar que o operador RHF Fˆ RHF[φ], diferentemente
do caso UHF, na˜o depende do ı´ndice i do orbital sobre o qual ele opera.
Finalmente, por uma escolha adequada da transformac¸a˜o unita´ria capaz de diagonali-
1Um fator 1/2 multiplicativo foi absorvido pela matriz dos multiplicadores de Lagrange para resultar
na versa˜o cla´ssica das equac¸o˜es RHF.
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zar a matriz dos multiplicadores de Lagrange, chega-se a` forma diagonal final das equac¸o˜es






)φi(r) = εiφi(r), (2.34)
Como podemos ver, esta versa˜o da teoria HF pode ser numericamente resolvida como
um u´nico problema de pseudo-autovalor. Esse fato, junto com o ja´ mencionado pequeno
tamanho do espac¸o RHF, fez da aproximac¸a˜o RHF (e sua versa˜o no espac¸o real) o primeiro
lanc¸amento em uma forma computacionalmente trata´vel [6,7].
2.4.3 Hartree-Fock Restrito de Camada Aberta
Ainda dentro do rol das variantes da teoria HF encontra-se o formalismo Hartree-
Fock Restrito de Camada Aberta (Restricted Open-shell Hartree-Fock, ROHF), que foi
desenvolvido originalmente por Roothaan [52] em 1960. O ansatz variacional ROHF e´
um h´ıbrido das verso˜es RHF e UHF, sendo que as func¸o˜es de onda destes u´ltimos podem
ser obtidas como casos particulares do primeiro (no caso RHF desde que o sistema seja
formado por um nu´mero par de ele´trons).
No caso ROHF (monodeterminantal) os spin-orbitais sa˜o restritos a serem de dois
tipos diferentes: (1) 2ND deles, como no caso RHF, sa˜o duplamente ocupados e sa˜o ditos
pertencer a` parte de camada fechada da func¸a˜o de onda. Acham-se associados a estes,
portanto, ND orbitais espaciais φi(r), cada um deles aparecendo uma vez multiplicado
por α(σ) e uma vez por β(σ). (2) Os NS := N − 2ND restantes sa˜o simplesmente
ocupados, como no caso UHF, e sa˜o ditos pertencerem a` camada aberta. Dentre eles, Nα
sa˜o multiplicados por uma parte de spin α(σ) e Nβ por β(σ).
A func¸a˜o de onda ROHF monodeterminantal constru´ıda sob a imposic¸a˜o dessas res-
tric¸o˜es apresenta, em geral, as mesmas propriedades de spin que as do caso UHF, ou seja,
ela e´ uma autofunc¸a˜o do operador Sˆz com autovalor (1/2)(Nα −Nβ), mas na˜o e´, em ge-
ral, uma autofunc¸a˜o do operador Sˆ2. No entanto, no caso particular, mas na˜o incomum,
em que todos os NS spin-orbitais de camada aberta possuem o mesmo estado de spin, a
func¸a˜o de onda ROHF tambe´m torna-se um autoestado do operador Sˆ2 com autovalor





+ 1) [45]. Com respeito ao tamanho do espac¸o variacional, na versa˜o ROHF ele e´
algo entre o das variantes UHF e RHF, dependendo da raza˜o 2ND/(Nα +Nβ) [45].
Podemos numerar o conjunto dos orbitais espaciais ROHF, φi, i = 1, . . . , ND+Nα+Nβ,
de tal maneira que os duplamente ocupados ocorram primeiro, com i ∈ D := {i |1 ≤ a ≤
ND}, seguidos pelos ‘orbitais α’, com i ∈ A := {i |ND + 1 ≤ i ≤ ND +Nα} e, finalmente,
os ‘orbitais β’, com i ∈ B := {i |ND +Nα + 1 ≤ i ≤ ND +Nα +Nβ}.
Como nos casos anteriores, um funcional energia ROHF e´ constru´ıdo a partir do fun-
cional GHF da Eq.(2.13) pela imposic¸a˜o das restric¸o˜es referentes a` ocupac¸a˜o dos orbitais,
conforme especificado acima. A esse funcional sa˜o agregados os multiplicadores de La-
grange, com objetivo de forc¸ar as restric¸o˜es de ortonormalidade. Finalmente, a condic¸a˜o
de que o funcional ROHF resultante seja estaciona´rio com respeito a variac¸a˜o dos orbitais
resulta
Fˆ ROHFi [φ]φi(r) =
∑
j
λijφj(r) , i = 1, . . . , ND +Nα +Nβ , (2.35)
onde o operador de Fock Fˆ ROHFi [φ], novamente dependente do ı´ndice do orbital sobre o
qual atua, como no caso UHF, mas desta vez pode ser de treˆs tipos diferentes,






, i ∈ D, (2.36a)






, i ∈ A, (2.36b)






, i ∈ B, (2.36c)
onde os fi’s sa˜o uma espe´cie de “nu´mero de ocupac¸a˜o” que tomam o valor fi = 2 quando
i ∈ D (i.e., quando ele corresponde a` um orbital de camada fechada) e fi = 1 caso
contra´rio.
Poder-se-ia pensar em procurar por uma transformac¸a˜o unita´ria capaz de diagonalizar
a matriz dos multiplicadores de Lagrange, como no caso UHF e RHF, pore´m, pode ser
mostrado que, para sistemas de camada aberta arbitra´rios, na˜o e´ poss´ıvel, em geral,
diagonalizar a matriz dos multiplicadores de Lagrange por uma transformac¸a˜o unita´ria
apropriada dos orbitais [53].
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2.5 O Formalismo de Hartree-Fock-Roothaan
Conforme ja´ mencionado, as equac¸o˜es HF formam um conjunto de equac¸o˜es integro-
diferenciais acopladas. Como tais, elas podem ser abordadas por me´todos de diferenc¸as
finitas e resolvidas em uma rede discreta. Essa forma de proceder e´ conhecida como
me´todo Hartree-Fock nume´rico [54], e, dada a presente capacidade dos computadores, ela
e´ aplica´vel somente para sistemas pequenos e altamente sime´tricos, tais como a´tomos e
mole´culas diatoˆmicas [11,55].
Para se lidar com sistemas maiores, na˜o contemplados pela abordagem nume´rica, foi
independentemente proposto por Roothaan [6] e Hall [7] em 1951 um tratamento diferente
para o problema. Consiste em se realizar a discretizac¸a˜o na˜o em R3, mas no espac¸o de
func¸o˜es gerado pelos orbitais espaciais soluc¸o˜es das equac¸o˜es HF: Cada func¸a˜o desse espac¸o
e´ aproximada por uma combinac¸a˜o linear finita de M func¸o˜es conhecidas χµ, chamadas
func¸o˜es de base, que sa˜o ditas comporem um conjunto de func¸o˜es de bases.
Tipicamente, as func¸o˜es de base sa˜o a´tomo-centradas, raza˜o pela qual sa˜o por vezes
aludidas como orbitais atoˆmicos (Atomic Orbitals, AOs) e os orbitais φi a que da˜o origem,
orbitais moleculares (Molecular Orbitals, MOs). Nestes termos, a referida aproximac¸a˜o e´
designada como combinac¸a˜o linear de orbitais atoˆmicos (Linear Combination of Atomic
Orbitals, LCAO).
Tanto no caso Hartree-Fock nume´rico, quanto na aproximac¸a˜o LCAO, o resultado
exato no aˆmbito do formalismo HF – conhecido como limite Hartree-Fock [56] – so´ pode
ser atingido assintoticamente: Para o me´todo nume´rico, quando a malha e´ muito fina, e
no caso da discretizac¸a˜o em um espac¸o de func¸o˜es, quando M →∞2.





cµi χµ(r), i = 1, 2, . . . , N/2; M ≥ N/2. (2.37)
Observe que, para evitar confusa˜o, empregamos letras latinas para indexar os orbitais
2Desde que, na pra´tica, e´ imposs´ıvel se empregar um nu´mero infinito de func¸o˜es de base, o resultado
geralmente e´ estimado atrave´s de um procedimento conhecido como extrapolac¸a˜o do conjunto de bases[56].
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e letras gregas para indexar as func¸o˜es de base.
Se introduzirmos a expressa˜o da Eq.(2.37) nas equac¸o˜es RHF [Eqs.(2.34)], multipli-
carmos a igualdade resultante por χ∗µ(r) e integrarmos em r, obtemos∑
ν
Fµν [φ] cνi = εi
∑
ν
Sµν cνi, i = 1, . . . , N/2, µ = 1, . . . ,M , (2.38)
onde denotamos por Fµν e Sµν , respectivamente, os elementos (µ, ν) da matriz de Fock e
da matriz de sobreposic¸a˜o (overlap matrix, em ingleˆs), definidos como
Fµν := 〈χµ|Fˆ [φ]|χν〉 e Sµν := 〈χµ|χν〉. (2.39)
Adicionalmente, designamos por F[c] := (Fµν) e S := (Sµν) as matrizes M × M
correspondentes, e, podemos definir N/2 matrizes-coluna, ci := (cνi), cujas entradas
correspondem aos coeficientes da expansa˜o de cada um dos orbitais φi(r) na Eq.(2.37).
Assim, as Eqs.(2.38) podem ser reescritas como3
F[c]ci = εiSci, i = 1, . . . , N/2. (2.40)
As equac¸o˜es acima formam um sistema de N/2 equac¸o˜es alge´bricas conhecidas como
equac¸o˜es de Roothaan-Hall [6,7]. Tratam-se, na verdade, de uma espe´cie de problema de
autovalor generalizado, exceto pelo fato de existir uma dependeˆncia funcional da matriz
de Fock com os coeficientes cνi, o que exige que as equac¸o˜es sejam resolvidas mediante
procedimento iterativo SCF: Faz-se uma suposic¸a˜o inicial para os coeficientes cµi (o qual
denotaremos por c0µi) com a qual constro´i-se a matriz de Fock correspondente F[c
0] e
resolve-se o problema de autovalor generalizado da Eq.(2.40). Dos M autovetores ci,
guarda-se apenas aqueles N/2 vetores c1i que correspondem aos N/2 autovalores mais
baixos ε1i , constro´i-se a nova matriz de Fock F[c
1] e itera-se (por convenc¸a˜o, os autovalores
εni para todo n sa˜o ordenados dos mais baixos para os mais altos quando i vai de 1 a M).
Esse procedimento e´ iterado ate´ que a n-e´sima soluc¸a˜o cni difira da anterior c
n−1
i em
menos que uma quantidade razoavelmente pequena (definida a distaˆncia entre as soluc¸o˜es
de maneira apropriada, tipicamente um crite´rio de convergeˆncia relacionado a` variac¸a˜o na
3Alternativamente, se notarmos que cνiεi =
∑
j cνj(εjδji), podemos definir C := (cνi), a matriz
M × N/2 cujas colunas correspondem aos vetores ci, e ε := (εiδij), a matriz diagonal N/2 × N/2 das
energias orbitais, para reescrever a Eq.(2.38) de forma ainda mais compacta, como: F[c]C = SCε.
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energia associada). Quando isto ocorre, o procedimento e´ dito ter convergido e os orbitais
constru´ıdos com os vetores soluc¸a˜o sa˜o chamados autoconsistentes.
Note que apo´s a convergeˆncia ter sido atingida sa˜o obtidos M vetores ortogonais
ci. Desses, somente os N/2 correspondentes aos autovalores mais baixos representam as
soluc¸o˜es de um ele´tron reais e, portanto, sa˜o chamados orbitais ocupados ; os M − N/2
restantes na˜o entram na func¸a˜o de onda total (embora sejam relevantes para ca´lculos de
correc¸a˜o dos resultados HF; ver Sec¸a˜o 2.6) e sa˜o chamados orbitais virtuais.
Finalmente, se expandirmos o termo Fµν da Eq.(2.39) obtemos:
Fµν : = 〈χµ|Fˆ [φ]|χν〉 =
=
∫







































Fµν : = 〈χµ|Fˆ [φ]|χν〉 =
=
∫



























De forma compacta, podemos escrever























onde adotamos uma notac¸a˜o abreviada que usa r para |r−r′| e |µ〉 para |χµ〉. Introduzimos
tambe´m a chamada matriz densidade Pλσ[c], a matriz hamiltoniano de caroc¸o h
core
µν , e a
matriz Gσνµλ, constitu´ıda pelas integrais de quatro centros de dois ele´trons 〈µσ| 1/r |λν〉 –
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em termos das quais o operador de Fock na Eq.(2.43) pode ser expresso como:
Fµν = h
core
µν + 2Jµν [c]−Kµν [c]. (2.46)
Note que a matriz hamiltoniano de caroc¸o hcoreµν , conforme enfatizado pela notac¸a˜o
empregada, na˜o depende dos coeficientes cµi, sendo assim necessita ser calculada apenas
uma vez e a partir da´ı permanece constante durante todo o processo iterativo.
2.6 Teoria de Perturbac¸a˜o de Møller-Plesset
O me´todo HF e suas variantes tratam a interac¸a˜o ele´tron-ele´tron de forma me´dia, sem
levar em conta os efeitos da correlac¸a˜o instantaˆnea. Devido ao princ´ıpio variacional, a
energia HF do estado fundamental (limite HF), EHF0 , e´ necessariamente sempre maior que
a energia na˜o relativ´ıstica exata correspondente, E0. A diferenc¸a entre elas e´ justamente
a definic¸a˜o da energia de correlac¸a˜o, introduzida por Lo¨wdin em 1959 [57]:
Ecorr = E0 − EHF0 . (2.47)
Para dar conta desses efeitos de correlac¸a˜o na˜o inclu´ıdos na func¸a˜o de onda HF, di-
versos me´todos foram desenvolvidos, os quais sa˜o genericamente denominados correlacio-
nados ou po´s-HF. Dentro da abrangeˆncia dessa designac¸a˜o encontram-se os me´todos ab
initio perturbativos, tais como a teoria de Møller-Plesset [58].
A famı´lia de me´todos conhecidos como Møller-Plesset e´ abreviada como MPn (n =
2, 3, 4, ...), indicando que foram incluidas correc¸o˜es de ordem ate´ n. Aqui, nos limitaremos
a apresentar expresso˜es expl´ıcitas para MP2, pois foi o me´todo efetivamente usado neste
trabalho.
A teoria de Møller-Plesset consiste em uma particularizac¸a˜o da teoria de perturbac¸a˜o
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de Rayleigh-Scho¨dinger 4 [62,63] caracterizada por uma escolha conveniente da partic¸a˜o
do hamiltoniano eletroˆnico. O hamiltoniano na˜o perturbado, Hˆ (0), e´ escolhido como a
soma dos N operadores de Fock de um ele´tron da Eq.(2.17) e a func¸a˜o de onda de ordem
zero, Ψ(0)0 , e´ a func¸a˜o de onda HF.
Assim, a expansa˜o formal da partic¸a˜o de Møller-Plesset para o hamiltoniano eletroˆnico
Hˆ [Eq.(2.5)] pode ser escrita como

















A perturbac¸a˜o Hˆ ′, por sua vez, e´ obtida como















e e´ geralmente referida como potencial de flutuac¸a˜o [11].
E´ bem conhecido da teoria de Rayleigh-Scho¨dinger que a correc¸a˜o de primeira ordem
na energia e´ dada por
∆E(1)0 = 〈Ψ(0)0 |Hˆ ′|Ψ(0)0 〉 . (2.51)






〈Ψ(0)0 |Hˆ (0)|Ψ(0)0 〉+ 〈Ψ(0)0 |Hˆ ′|Ψ(0)0 〉 = 〈Ψ(0)0 |Hˆ|Ψ(0)0 〉 = EHF0 ; (2.52)
ou seja, ela apenas recupera a energia HF. Portanto, a contribuic¸a˜o efetiva que a teoria
de Møller-Plesset vem trazer para o aprimoramento da energia HF so´ pode ser obtida a
partir da correc¸a˜o de segunda ordem, ao n´ıvel de teoria MP2.
De acordo com a formulac¸a˜o de Rayleigh-Scho¨dinger, as correc¸o˜es de ordem n > 2
devem ser escritas em termos dos demais autoestados Ψ(0)a do hamiltoniano na˜o pertur-
bado Hˆ (0) [Eq.(2.49)], que na˜o apenas o estado de refereˆncia Ψ(0)0 . Esses autoestados
4A teoria de perturbac¸a˜o de Rayleigh-Scho¨dinger e´ a forma convencional da teoria perturbacional,
encontrada amplamente em livros-texto de Mecaˆnica Quaˆntica[59–61].
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sa˜o os chamados determinantes substitu´ıdos (ou determinantes excitados). Tratam-se da
func¸a˜o de onda determinantal HF onde um ou mais spin-orbitais ocupados, que aqui sera˜o
indicados pelas letras i, j, k, . . . , foram substitu´ıdos por spin-orbitais virtuais, que espe-
cificaremos por r, s, t, . . . . Neste contexto, a notac¸a˜o Ψri indica um determinante onde
o spin-orbital ocupado ψi foi substitu´ıdo pelo spin-orbital virtual ψr. Um determinante
desse tipo denota que um ele´tron ocupando o spin-orbital ψi no estado fundamental e´
promovido para um spin-orbital ψr, enta˜o desocupado, e portanto e´ dito mono-exitado.
De igual modo, Ψrsij indica um determinante duplamente excitado, onde os ele´trons ocu-
pando os spin-orbitais ψi e ψj foram promovidos para os spin-orbitais virtuais ψr e ψs.
Determinantes de excitac¸o˜es mais altas sa˜o notados de maneira ana´loga.
Para exemplificar, escrevemos a equac¸a˜o de autovalor associada a um estado represen-
tado por um determinante duplamente exitado Ψrsjk:








εk − (εi + εj) + (εr + εs)
]
Ψrsij . (2.53)
Nos moldes da teoria de perturbac¸a˜o convencional, a correc¸a˜o de segunda ordem na




|〈Ψ(0)0 |Hˆ ′|Ψ(0)a 〉|2
E(0)0 − E(0)a
. (2.54)
As regras de Condon-Slater [49] estabelecem que os u´nicos elementos de matriz 〈Ψ(0)0 |Hˆ ′|Ψ(0)a 〉
na˜o nulos no somato´rio acima sa˜o aqueles onde Ψ(0)a corresponde a um determinante du-













|〈ψiψj|1r |ψrψs〉 − 〈ψiψj|1r |ψsψr〉|2
εi + εj − εr − εs , (2.55)













Um ca´lculo MP2 usual inicia-se com a discretizac¸a˜o do problema em um conjunto
de bases, seguida de um procedimento SCF padra˜o [ver Sec¸a˜o 2.5] do qual se obte´m os
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orbitais ocupados e virtuais e as energias orbitais correspondentes. Devido a incompletude
do conjunto de bases utilizado, o nu´mero de orbitais virtuais obtidos no ca´lculo SCF e´
finito, o que conduz a um truncamento na soma infinita da Eq.(2.55).
Com relac¸a˜o ao custo computacional, em sua formulac¸a˜o canoˆnica, um ca´lculo MP2
possui fator de custo da ordem de M5 e uma grande quantidade de memo´ria e´ necessa´ria
para armazenar os ca´lculos intermedia´rios [64].
Em concordaˆncia com a intuic¸a˜o qu´ımica de que os ele´trons de caroc¸o sa˜o menos
afetados pelo ambiente molecular e pela formac¸a˜o de ligac¸o˜es qu´ımicas, por vezes esses
ele´trons na˜o sa˜o inclu´ıdos no ca´lculo da correc¸a˜o de segunda ordem na energia. Tal
aproximac¸a˜o e´ denominada de caroc¸o congelado (frozen-core) e faz contraposic¸a˜o a um
ca´lculo completo (full). Ao passo que neste u´ltimo todos os ele´trons sa˜o promovidos para
orbitais virtuais, no primeiro os ele´trons fora da camada de valeˆncia sa˜o “congelados”,
isto e´, na˜o sa˜o promovidos para orbitais virtuais e portanto na˜o contribuem para a energia
de correlac¸a˜o [65].
Resta ser mencionado que o me´todo de Møller-Plesset e´ extensivo (size extensive),
isto e´, a correc¸a˜o na energia em cada uma das ordens de perturbac¸a˜o pode ser mostrada
proporcional ao nu´mero de ele´trons do sistema [66,67]. Ale´m disso, por tratar-se de um
me´todo que na˜o e´ variacional, a energia Møller-Plesset pode ser encontrada abaixo da
verdadeira energia do estado fundamental.
2.7 Teoria do Funcional da Densidade
Todos os me´todos descritos ate´ agora buscam encontrar os orbitais moleculares o´timos
que participam da construc¸a˜o da func¸a˜o de onda eletroˆnica Ψ(x; R) que, por sua vez, car-
rega todas as informac¸o˜es com respeito a`s propriedades do sistema em estudo. Apesar de
serem amplamente usados em Qu´ımica Quaˆntica, eles teˆm suas limitac¸o˜es; em particular
a dificuldade computacional de realizar ca´lculos precisos com conjuntos de bases grandes
para mole´culas contendo muitos a´tomos.
Uma alternativa aos me´todos baseados na func¸a˜o de onda e´ a teoria do funcional da
densidade (Density Functional Theory, DFT), que possui como entidade ba´sica a densi-








|Ψ(x,x2, . . . ,xN)|2 d3r2 . . . d3rN . (2.57)
Para se ter uma noc¸a˜o da vantagem que isso representa, basta mencionar que enquanto a
func¸a˜o de onda de N ele´trons depende de 3N varia´veis espaciais, a densidade eletroˆnica
dependente apenas de 3. Assim, enquanto a complexidade da func¸a˜o de onda cresce com o
nu´mero de ele´trons, a densidade eletroˆnica mante´m-se com o mesmo nu´mero de varia´veis,
independente do tamanho do sistema. Mais concretamente, apontamos que, ao passo que
em um ca´lculo HF que utiliza M func¸o˜es de base o esforc¸o computacional aumenta na
ordem de M4, ou no caso do me´todo MP2 com M5, no caso da DFT este fator e´ de apenas
M3 [68].
Afora essas vantagens, DFT incorpora em sua formulac¸a˜o a correlac¸a˜o eletroˆnica, per-
mitindo que sistemas de tamanho moderado a grande (com nu´mero de a´tomos ≥ 20) sejam
estudados com precisa˜o qu´ımica aceita´vel a custos computacionais significativamente me-
nores, se comparados a`queles obtidos com me´todos correlacionados convencionais, tais
como MPn, Coupled Cluster (CC) e interac¸a˜o de configurac¸o˜es (CI).
O conceito de um funcional da densidade para a energia surgiu ao final da de´cada
de 1920 com me´todo Thomas-Fermi [69,70] e tambe´m serviu de base para modelos pos-
teriores, como o me´todo Xα [48], introduzido por Slater em 1951. Contudo, apenas
em 1964, com o trabalho de Hohenberg e Kohn [71], deu-se uma prova formal de que
a energia e todas as outras propriedades eletroˆnicas do estado fundamental sa˜o unica-
mente determinadas pela densidade eletroˆnica ρ(r). O inconveniente e´ que, embora o
teorema de Hohenberg-Kohn confirme a existeˆncia de um funcional que relacione a den-
sidade eletroˆnica com a energia do sistema, ele na˜o informa a forma de tal funcional. Um
importante avanc¸o em termos da aplicabilidade da DFT foi feito em 1965, com o traba-
lho de Kohn e Sham [72], mas a busca de funcionais precisos que conectam estas duas
quantidades ainda e´ um dos objetivos da DFT.
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2.7.1 Princ´ıpios Ba´sicos da Teoria
Para um sistema de N ele´trons, o potencial externo v(r) [ver Eq.(2.6)] fixa comple-
tamente o hamiltoniano eletroˆnico da Eq.(2.5); enta˜o N e v(r) determinam todas as
propriedades do estado fundamental.
O primeiro teorema introduzido por Hohenberg e Kohn [71] estabelece que o potencial
externo v(r) e´ determinado, a menos de uma constante aditiva, pela densidade eletroˆnica
ρ(r) e, desde que essa tambe´m determina o nu´mero de ele´trons, segue que ρ(r) determina
a func¸a˜o de onda do estado fundamental Ψ0 e todas as outras propriedades do sistema.
Assim, pode-se escrever o funcional energia explicitando a dependeˆncia funcional dos seus
termos com a densidade ρ
Ev[ρ] = Te[ρ] + VeN [ρ] + Vee[ρ]
=
∫
ρ(r)v(r)d3r + FHK[ρ] , (2.58)
onde
FHK[ρ] = Te[ρ] + Vee[ρ] (2.59)
e´ um funcional universal, va´lido para qualquer sistema eletroˆnico.
O segundo teorema de Hohenberg-Kohn [71] exprime o princ´ıpio variacional da energia,
sendo esta um funcional da densidade eletroˆnica. Ele declara que para um a densidade
teste ρ˜(r), tal que ρ˜(r) ≥ 0 e ∫ ρ˜(r)d3r = N ,
E0 ≤ Ev[ρ˜] , (2.60)
onde Ev[ρ˜] e´ o funcional energia da Eq.(2.58). Assim, esse teorema e´ ana´logo ao Teorema
Variacional para a func¸a˜o de onda.
Visto que a forma funcional exata de FHK[ρ] na Eq.(2.59) na˜o e´ conhecida – e, em
particular, o termo correspondente a` energia cine´tica, Te[ρ] – Kohn e Sham [72] sugeriram
cobrir a maior parte da energia compreendida por esse termo introduzindo o funcional
energia cine´tica Ts para um sistema de refereˆncia de N ele´trons na˜o interagentes sujeitos
a um potencial efetivo vef(r). Em termos pra´ticos, isso significou a introduc¸a˜o de orbitais
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ψ∗i (x)∇2ψi(x)d4x , (2.61)
onde os orbitais ψi sa˜o os chamados orbitais de Kohn-Sham.
A conexa˜o deste sistema de refereˆncia artificial com o que realmente estamos interes-
sados e´ estabelecida escolhendo-se o potencial efetivo vef(r) de modo que os orbitais de
Kohn-Sham ψi estejam relacionados com a densidade eletroˆnica do estado fundamental






|ψi(r, σ)|2 . (2.62)
Kohn e Sham [72] tambe´m propuseram separar do funcional universal FHK[ρ] a repulsa˜o












3rd3r′ + Exc[ρ(r)] , (2.63)
onde o termo Exc[ρ(r)], chamado funcional de troca-correlac¸a˜o, contabiliza na˜o apenas o
termo de interac¸a˜o ele´tron-ele´tron de origem na˜o cla´ssica, mas tambe´m a parte residual
da energia cine´tica, ou seja, Te[ρ] − Ts[ρ]. Obviamente este e´ o u´nico termo para o qual
na˜o se possui uma forma expl´ıcita.
Os orbitais de Kohn-Sham sa˜o obtidos atrave´s da minimizac¸a˜o do funcional energia
da Eq.(2.58), sujeito a` restric¸a˜o de que os orbitais sejam ortonormalizados, e com FHK[ρ] e
ρ(r) dados, respectivamente, pelas Eqs.(2.63) e (2.62). Apo´s uma transformac¸a˜o unita´ria
adequada tal como a que foi realizada no caso HF [ver Eq.(2.21)], obte´m-se as equac¸o˜es













ψi(x) = εiψi(x) , (2.64)
onde εi sa˜o as energias orbitais Kohn-Sham e vxc(r) e´ o chamado potencial de troca-





Observe que, ate´ o presente momento, nenhuma menc¸a˜o foi feita a` artif´ıcios aproxi-
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mativos. De fato a aproximac¸a˜o somente tem lugar quando se tem de decidir sobre a
forma expl´ıcita do funcional de troca-correlac¸a˜o desconhecido Exc[ρ] e o potencial vxc(r)
correspondente. Supondo que a forma funcional de Exc[ρ] e´ conhecida, pode-se obter vxc
da Eq.(2.65), leva´-lo a` Eq.(2.64) e obter os orbitais e as energias correspondentes. Na
pra´tica o problema e´ resolvido de modo autoconsistente, partindo-se de uma densidade
ρ(0) aproximada. Quando a autoconsisteˆncia e´ atingida, atrave´s de um crite´rio de con-
vergeˆncia adequado, as energias orbitais Kohn-Sham e a densidade do estado fundamental














2.7.2 Aproximac¸o˜es para o Funcional de Troca-Correlac¸a˜o
O modelo mais simples para o funcional de troca-correlac¸a˜o Exc[ρ] prove´m da apro-
ximac¸a˜o de densidade local (Local Density Approximation, LDA). A ideia ba´sica dessa
aproximac¸a˜o consiste em considerar um sistema inomogeˆneo real e dividi-lo em volumes
infinitesimais, tomando a densidade eletroˆnica constante em cada um desses volumes. A
energia de troca-correlac¸a˜o em cada um deles e´, enta˜o, assumida ser aquela obtida de um
ga´s uniforme de ele´trons para aquela densidade. Assim, a energia de troca-correlac¸a˜o do





onde εxc[ρ(r)] e´ a energia de correlac¸a˜o de troca por ele´tron num ga´s eletroˆnico homogeˆneo
de densidade constante. Na pra´tica, as energias de troca e correlac¸a˜o costumam ser
calculadas separadamente.
A expressa˜o anal´ıtica para a energia de troca e´ conhecida exatamente [74]








A energia de correlac¸a˜o e´ mais complicada e geralmente e´ obtida por meio de ajustes
para os estudos de muitos corpos de Gell-Man e Brueckner [75] e Ceperly e Alder [76].
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Funcionais LDA modernos tendem a ser bastante similares, diferindo somente na forma
como suas contribuic¸o˜es de correlac¸a˜o sa˜o ajustadas aos dados de um ga´s de ele´trons livres.
Os funcionais LDA mais comuns sa˜o os de Perdew-Zunger (PZ) [77], Perdew-Wang (PW)
[78] e Vosko-Wilk-Nusair (VWN)[79].
Foi percebido desde muito cedo que a LDA na˜o era uma aproximac¸a˜o razoa´vel para
densidades eletroˆnicas que variam rapidamente e que uma correc¸a˜o na˜o local envolvendo
o gradiente de ρ(r) necessitaria ser inclu´ıda. Uma primeira tentativa foi a aproximac¸a˜o da
expansa˜o do gradiente (Gradient-Expansion Approximation, GEA), onde eram inclu´ıdas
sistematicamente correc¸o˜es da forma |∇ρ(r)|, |∇ρ(r)2|, |∇2ρ(r)|, etc. Na pra´tica, a in-
clusa˜o de correc¸o˜es de gradientes de baixa ordem quase nunca melhora os resultados com
LDA e muita das vezes ate´ piora [80]. Ale´m disso, correc¸o˜es de ordens mais altas sa˜o
dif´ıceis de serem calculadas.
Finalmente, verificou-se que em vez de uma expansa˜o do gradiente, poder-se-ia aplicar
func¸o˜es mais gerais de ρ(r) e∇ρ(r). A aproximac¸a˜o de gradiente generalizado (Generalized
Gradient Approximation, GGA), como e´ designada, emprega funcionais da forma geral
EGGAxc [ρ] =
∫
F [ρ(r),∇ρ(r)]d3r . (2.69)
Funcionais do tipo GGA sa˜o geralmente chamados semi-locais, devido a sua de-
pendeˆncia com ∇ρ(r). Para muitas propriedades, por exemplo, geometrias e energias
do estado fundamental de mole´culas e so´lidos, funcionais GGA podem garantir melho-
res resultados do que funcionais LDA. Especialmente para ligac¸o˜es covalentes e sistemas
fracamente ligados, funcionais GGA sa˜o muito superiores aos LDA.
Dentro da GGA a energia de troca assume a forma









onde Fx e´ o fator de intensidade de troca, que informa o quanto de energia de troca e´
elevado em relac¸a˜o ao seu valor LDA para um dado ρ(r) e s e´ o gradiente de densidade
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Para ilustrar a forma da func¸a˜o Fx(s), apresentamos este fator para dois funcionais de
troca bastante populares que sa˜o usados neste trabalho; sa˜o eles o funcional de Perdew,
Burke e Ernzerhof (PBE) [81,82] e o de Becke (B88) [83]




FB88x (s) = 1 +
βx2(s)
C[6βx(s) senh−1(x(s))
, x(s) = 2(6pi2)1/3s (2.73)
Nessas equac¸o˜es, o paraˆmetro κ e µ do funcional de troca PBE sa˜o paraˆmetros obtidos
a partir de restric¸o˜es f´ısicas (na˜o-emp´ıricas), ja´ os paraˆmetros C e β do funcional B88 sa˜o
obtidos a partir de ajuste (emp´ırico). Quando o gradiente de densidade e´ nulo Fx(s) = 1
e recupera-se a energia de troca LDA.
A forma funcional para a energia de correlac¸a˜o GGA, EGGAc [ρ], tambe´m e´ expressa
como func¸a˜o de s. Alguns dos funcionais de correlac¸a˜o mais populares sa˜o PBE [81,82],
PW91 [84], o de Lee, Yang e Parr (LYP) [85] e o de Perdew (P86) [86]. Os funcionais
GGA de troca B88 [83] e de correlac¸a˜o P86 [86] sa˜o combinados para formar o funcional
BP86 [83,86], que foi utilizado neste trabalho.
Uma outra gerac¸a˜o de funcionais, chamados h´ıbridos, adiciona uma frac¸a˜o da “troca
exata” calculada a partir do funcional HF ao funcional de troca DFT. Esse procedimento
e´ feito partindo de dados experimentais em sistemas moleculares bem conhecidos e por-
tanto conte´m paraˆmetros ajusta´veis, constituindo uma forma semi-emp´ırica de tratar o
problema. O funcional h´ıbrido mais amplamente usado e´ o B3LYP [85,87] que emprega
treˆs paraˆmetros (a0, ax e ac), determinados por meio de um ajuste experimental, para





x − ELDAx ) + ax(EGGAx − ELDAx ) + ac(EGGAc − ELDAc ) , (2.74)




c sa˜o, respectivamente, o funci-
onal de troca B88 [83] e o funcional de correlac¸a˜o LYP [85], e ELDAc e´ o funcional de
correlac¸a˜o VWN [79]. Uma modificac¸a˜o na Eq.(2.74) para incluir a correc¸a˜o de longo
alcance apresentada por Tawada e colaboradores [88] resulta no funcional CAM-B3LYP
[89].
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x − EGGAx ) (2.75)
Se na equac¸a˜o acima o funcional GGA escolhido e´ o de Perdew, Burke e Ernzerhof
(PBE) [81,82] e a = 0, 25, a Eq.(2.75) representa o funcional de troca-correlac¸a˜o PBE1PBE,
conhecido na literatura como PBE0 [91]. E´ importante destacar que este modelo na˜o
conte´m nenhum paraˆmetro emp´ırico.
Cap´ıtulo 3
Conjuntos de Func¸o˜es de Base
3.1 Introduc¸a˜o
A princ´ıpio, conjuntos de bases arbitra´rios poderiam ser escolhidos para se resolver
as equac¸o˜es de Roothaan-Hall [Eq.(2.40)], entretanto, observa-se que um dos principais
entraves nume´ricos em ca´lculos SCF surge da necessidade de se calcular as integrais de
repulsa˜o eletroˆnica 〈µσ| 1/r |λν〉 que aparecem na Eq.(2.43), que sa˜o em nu´mero da ordem
de M4, caso na˜o seja levada em conta a simetria do conjunto de bases [92]. Essa e´ a fase
do ca´lculo SCF determinante em termos de tempo computacional, ja´ que todos os demais
passos requerem menos computac¸a˜o; por exemplo, o custo computacional requerido para
a diagonalizac¸a˜o da matriz de Fock e´ proporcional a M3 [93]. E´ evidente, pois, que
uma escolha apropriada do conjunto de bases e´ essencial para se garantir a eficieˆncia dos
ca´lculos. Essa eficieˆncia esta´ relacionada a` compacidade do conjunto de bases e a forma
funcional das func¸o˜es que o compo˜e, que na˜o apenas devem permitir que as integrais SCF
sejam avaliadas rapidamente, mas que tambe´m sejam u´teis do ponto de vista qu´ımico.
A primeira forma funcional para AOs testada [10] foi a dos Orbitais Tipo Slater (Slater-
type Orbitals, STOs), proposta por Slater [94] e Zener [95] em 1930 e implementada em
um co´digo SCF para a´tomos por Roothaan e Bagus [96] em 1963:
χSTOµ (r; Rαµ) := N
STO
µ Ylµmµ(θαµ , ϕαµ)|r−Rαµ |nµ−1 e−ζµ|r−Rαµ | , (3.1)
onde N STOµ e´ a constante de normalizac¸a˜o e ζµ e´ o expoente orbital, paraˆmetro a ser oti-
mizado variacionalmente. A func¸a˜o Ylµmµ(θαµ , ϕαµ) e´ um harmoˆnico esfe´rico e αµ rotula
35
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o nu´cleo sobre o qual a func¸a˜o esta´ centrada, e, em geral, havera´ va´rias χSTOµ , corres-
pondentes a va´rios valores de µ centradas no mesmo nu´cleo α. Os inteiros lµ e mµ sa˜o
os nu´meros quaˆnticos de momento angular e o paraˆmetro nµ e´, por abuso de lingua-
gem, chamado nu´mero quaˆntico principal, em analogia com as autofunc¸o˜es dos a´tomos
hidrogeno´ides.
Do ponto de vista f´ısico, STOs teˆm um excelente comportamento em regio˜es muito
pro´ximas e bastante afastadas do nu´cleo: Quando |r − Rαµ| → 0, eles apresentam um
“bico” (uma descontinuidade na derivada radial) conforme requerido pelo teorema de Kato
[97] e decaem exponencialmente quando |r−Rαµ| → ∞, reproduzindo o comportamento
dos orbitais hidrogeno´ides. A presenc¸a da dependeˆncia radial exponencial garante uma
convergeˆncia razoa´vel, permitindo que STOs sejam usados principalmente em ca´lculos
semiemp´ıricos atoˆmicos e de mole´culas diatoˆmicas, onde uma alta precisa˜o pode ser obtida
a custos razoa´veis [11].
E´ sabido, entretanto, que, apesar destas boas qualidades, o uso de STOs impede que as
integrais de repulsa˜o eletroˆnica de treˆs ou quatro centros sejam calculadas analiticamente
[11]. Esse fato, que ficou conhecido como “o pesadelo das integrais” nos primeiros dias da
qu´ımica quaˆntica [10], torna o uso de STOs em ca´lculos ab initio de mole´culas grandes
computacionalmente proibitivo.
3.2 Orbitais Tipo Gaussianas
Para vencer as dificuldades computacionais encontradas na avaliac¸a˜o de integrais mul-
ticeˆntricas com STOs, Boys [8] e McWeeny [9] indicaram em 1950 o uso de Orbitais Tipo
Gaussianas (Gaussian-type Orbitals, GTOs) cartesianas :











onde (x, y, z) e (Xαµ , Yαµ , Zαµ) sa˜o as coordenadas cartesianas de posic¸a˜o do ele´tron e as




µ, que assumem valores que va˜o
desde 0 a ∞, sa˜o os chamados nu´meros quaˆnticos orbitais. O conjunto desses inteiros
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comumente referida como o momento angular da func¸a˜o. Aquelas func¸o˜es correspondentes
a lµ = 0, 1, 2, 3, 4, 5, . . . sa˜o, nessa ordem, ditas de simetria s, p, d, f , g, h, . . . , seguindo
a notac¸a˜o espectrosco´pica.
A grande vantagem que GTOs apresentam na avaliac¸a˜o de integrais multiceˆntricas
deve-se ao fato de que o produto de quaisquer dois GTOs centrados em pontos diferentes
resulta em um GTO localizado em um ponto intermedia´rio [98]. Por outro lado, diferen-
temente de STOs, GTOs possuem derivada nula sobre o nu´cleo e, portanto, apresentam
problema em representar o comportamento adequado em regio˜es muito pro´ximas a ele.
Ale´m disso, eles decaem muito rapidamente a grandes distaˆncias do nu´cleo, o que faz com
que a “cauda” da func¸a˜o de onda seja muito mal representada.
E´ importante ressaltar que o mau comportamento de GTOs pro´ximo ao nu´cleo e´
relevante para ca´lculos na˜o relativ´ısticos baseados no formalismo Hartree-Fock-Roothaan
sob a aproximac¸a˜o de nu´cleos pontuais. Em se tratando de ca´lculos relativ´ısticos, Ishikawa
e colaboradores [99,100] mostraram que a imposic¸a˜o de condic¸o˜es de contorno de nu´cleo
finito para as soluc¸o˜es das equac¸o˜es de Dirac-Fock resulta em uma soluc¸a˜o que apresenta
comportamento gaussiano na origem e, portanto, GTOs sa˜o as func¸o˜es de base apropriadas
nesse contexto para o modelo de nu´cleos finitos.
Muito embora GTOs na˜o tenham as boas propriedades f´ısicas apresentadas por STOs,
Boys mostrou que todas as integrais que aparecem na teoria SCF podem ser computadas
analiticamente se GTOs cartesianas sa˜o usados [8]. A enorme vantagem que isso repre-
senta torna poss´ıvel o uso de um nu´mero muito maior de GTOs para compensar o seu
mal comportamento a curtas e longas distaˆncias do nu´cleo.
A dependeˆncia angular expl´ıcita em GTOs pode ser conseguida tomando-se com-
binac¸o˜es lineares apropriadas de GTOs cartesianas. Este procedimento da´ origem aos
Orbitais Tipo Gaussianas esfe´ricas :
χsGTOµ (r; Rαµ) := N
sGTO
µ Ylµmµ(θαµ , ϕαµ)|r−Rαµ|lµ e−ζµ|r−Rαµ |
2
. (3.3)
Para um dado momento angular lµ > 1 o nu´mero de GTOs cartesianas (2lµ + 1)
e´ maior que nu´mero de GTOs esfe´ricas ((lµ + 1)(lµ + 2)/2) [101]. Ou seja, de todas
as (lµ + 1)(lµ + 2)/2 combinac¸o˜es lineares funcionalmente independentes que podem ser
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formadas usando GTOs cartesianas de momento angular lµ, a parte angular de somente
2lµ + 1 delas torna-se proporcional ao harmoˆnico esfe´rico Ylµmµ(θαµ , ϕαµ); as demais sa˜o
proporcionais a harmoˆnicos esfe´ricos com diferentes momentos angulares. Por exemplo,
existem cinco GTOs esfe´ricas tipo d (lµ = 2) (proporcionais aos harmoˆnicos esfe´ricos Y2,2,
Y2,1, Y2,0, Y2,−1, Y2,−2), enquanto que suas correspondentes cartesianas sa˜o em nu´mero
de seis (proporcionais a x2, y2, z2, xy, xz e yz). No entanto, com estes GTOs cartesianas,
podem ser constru´ıdos cinco GTOs esfe´ricas tipo d diferentes (com partes polinomiais
proporcionais a 2z2−x2−y2, xz, yz, x2−y2 e xy) juntamente com um GTO tipo s adicional
(∼ x2 + y2 + z2). Embora as integrais SCF possam ser calculadas para GTOs esfe´ricas,
a maioria dos co´digos atuais dependem de eficientes algoritmos para calcular integrais
com GTOs cartesianas [11,101], transformando as seis componentes cartesianas em cinco
GTOs esfe´ricas tipo d puras . Quando somente uma func¸a˜o d e´ apresentada por a´tomo, a
economia pela remoc¸a˜o da func¸a˜o s extra e´ pequena, mas se muitas func¸o˜es d e/ou func¸o˜es
de momento angular mais alto sa˜o apresentadas, a economia pode ser substancial. Ale´m
do mais, a eliminac¸a˜o de GTOs cartesianas de menor momento angular do conjunto reduz
problemas de dependeˆncia linear para conjuntos de bases grandes [11,102].
3.3 Contrac¸a˜o de Conjunto de Bases
Uma vez que na formac¸a˜o de ligac¸o˜es qu´ımicas as camadas atoˆmicas mais internas na˜o
experimentam grandes distorc¸o˜es, assume-se que em ambiente molecular sua descric¸a˜o e´
muito similar a`quela encontrada em um a´tomo isolado. Essa ideia baseada na intuic¸a˜o
qu´ımica e´ a que principalmente fundamenta um procedimento conhecido com contrac¸a˜o
do conjunto de bases.
O procedimento de contrac¸a˜o consiste em se escrever cada uma das func¸o˜es χµ mais
internas do GBS como uma combinac¸a˜o linear fixa de Mµ GTOs cartesianas tendo o
mesmo centro atoˆmico Rαµ e mesmo conjunto de nu´meros quaˆnticos {lxµ, lyµ, lzµ}, mas
diferentes expoentes ζcµ. Nesse contexto, as Gaussianas que integram a combinac¸a˜o linear,
que agora passaremos a denotar ξcµ (c = 1, . . . ,Mµ), sa˜o denominadas Orbitais Tipo
Gaussianas primitivos e as func¸o˜es resultantes da combinac¸a˜o linear sa˜o denominadas
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gcµN cµexp(−ζcµ|r−Rαµ |2), (3.4)
onde as constantes de normalizac¸a˜o N cµ foram mantidas dentro do somato´rio porque elas
geralmente dependem dos paraˆmetros ζcµ. Ale´m disso, os coeficientes g
c
µ sa˜o geralmente
fixados em um procedimento de ajuste em a´tomos isolados, fazendo valer a ja´ mencio-
nada intuic¸a˜o qu´ımica de que a´tomos isolados na˜o sa˜o muito diferentes de a´tomos em um
ambiente molecular. O grau da contrac¸a˜o refere-se ao nu´mero total de primitivas (Mp)
usadas para construir todas as Mc func¸o˜es contra´ıdas, e a especificac¸a˜o de um conjunto de
bases em termos das func¸o˜es primitivas e contra´ıdas e´ feito atrave´s da notac¸a˜o: (func¸o˜es
primitivas)/[func¸o˜es contra´ıdas ]. Por exemplo, (10s4p1d)/[3s2p1d] nota uma base for-
mada por dez func¸o˜es s e quatro func¸o˜es p contra´ıdas respectivamente em treˆs func¸o˜es s
e duas func¸o˜es p. Embora a especificac¸a˜o na˜o indique como a contrac¸a˜o e´ feita, ela indica
o tamanho final da base.
Obviamente, devido a` restric¸a˜o no nu´mero de paraˆmetros variacionais, perde-se um
pouco da flexibilidade do conjunto de bases ao contra´ı-lo. Essa reduc¸a˜o no nu´mero de
graus de liberdade na representac¸a˜o dos MOs geralmente tem o efeito de elevar a energia.
Por outro lado, a contrac¸a˜o reduz significativamente o custo computacional, tanto em
termos de economia de tempo de CPU, quanto de armazenamento em disco. E´ sabido
que, muito embora o nu´mero de integrais de quatro centros a serem avaliadas dependa
do nu´mero de GTOs primitivos (∼ M4p ), todos os passos subsequentes do procedimento
iterativo SCF dependem de poteˆncias do nu´mero de CGTOs, Mc [103]. Entretanto, em
um esquema SCF direto, onde as integrais sa˜o calculadas a cada passo da iterac¸a˜o e
tomadas diretamente da memo´ria RAM, o ganho em eficieˆncia com a contrac¸a˜o e´ menos
significativo, visto que o maior vantagem da contrac¸a˜o esta´ associada a` reduc¸a˜o do espac¸o
de armazenamento das integrais em disco [104]. Vale ressaltar que, frequentemente, e´ o
armazenamento em disco e na˜o o tempo de CPU o fator limitante de um ca´lculo [45].
Ademais, sabe-se que o fato de se ter os AOs mais pro´ximos do nu´cleo na˜o contra´ıdos
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geralmente leva a` problemas de convergeˆncia no procedimento SCF [105], sendo assim, o
uso de um conjunto contra´ıdo tem o efeito de evitar essas ocorreˆncias indeseja´veis.
Existem basicamente duas maneiras de se realizar a contrac¸a˜o de um conjunto de bases;
a contrac¸a˜o geral [106] e a contrac¸a˜o segmentada [107,108]. Em uma contrac¸a˜o geral, todas
as func¸o˜es primitivas sa˜o permitidas contribuir para cada uma das func¸o˜es contra´ıdas,
enquanto que em uma contrac¸a˜o segmentada o conjunto de primitivas e´ particionado em
conjuntos disjuntos, isto e´, cada func¸a˜o primitiva e´ permitida contribuir para somente
uma func¸a˜o contra´ıda. Por vezes, esta u´ltima condic¸a˜o e´ relaxada e algumas func¸o˜es
primitivas podem ocorrer em mais de uma func¸a˜o contra´ıda.
Uma vantagem do esquema de contrac¸a˜o geral e´ que nele os CGTOs reproduzem
exatamente as combinac¸o˜es desejadas de func¸o˜es primitivas. Por exemplo, se um ca´lculo
atoˆmico SCF e´ usado para definir os coeficientes da contrac¸a˜o em uma contrac¸a˜o geral,
a base mı´nima resultante ira´ reproduzir a energia SCF obtida com o conjunto primitivo
[106].
A despeito de suas vantagens, a contrac¸a˜o geral e´ computacionalmente mais custosa do
que a contrac¸a˜o segmentada. A “transformac¸a˜o” de um conjunto de integrais de repulsa˜o
eletroˆnica de uma base de GTOs primitivos para as de uma base de GTOs contra´ıdos e´
um procedimento que depende de M4p para uma contrac¸a˜o segmentada, mas que depende
(em geral) de McM
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p para uma contrac¸a˜o geral [104]. Essa diferenc¸a, no entanto, na˜o deve
ser superestimada ja´ que, conforme indicado na Ref. [104], a obtenc¸a˜o das integrais dos
GTOs contra´ıdos a partir das integrais dos primitivos pode ser realizada de modo mais
eficiente do que os fatores acima possam sugerir, mas sa˜o necessa´rios co´digos espec´ıficos
para tal.
Os pacotes ab intio mais populares na˜o implementam ca´lculos de integrais com con-
trac¸o˜es gerais de modo eficiente. O coˆmputo de integrais de repulsa˜o eletroˆnica com
func¸o˜es de base de contrac¸a˜o geral e´ bastante caro se sa˜o usadas as rotinas convencionais
projetadas para um esquema de contrac¸a˜o segmentada [109].
Conjuntos de bases de contrac¸a˜o segmentada teˆm sido tradicionalmente preferidos aos
de contrac¸a˜o geral, sendo as principais excec¸o˜es os orbitais atoˆmicos naturais (ANOs) e os
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conjuntos de bases de correlac¸a˜o consistente [110]. A ampla utilizac¸a˜o da contrac¸a˜o seg-
mentada tem ocorrido principalmente por causa da compacidade e eficieˆncia dos conjuntos
de bases assim constru´ıdos [111].
3.4 Classificac¸a˜o de Conjuntos de Bases
Ale´m da forma funcional, um conjunto de bases pode ser projetado com diversas carac-
ter´ısticas, algumas gerais outras relativas a sua aplicac¸a˜o espec´ıfica. A seguir, discutiremos
brevemente as mais importantes para o nosso trabalho.
3.4.1 Qualidade X-Zeta de Valeˆncia
Conjuntos de bases podem ser classificados com respeito ao nu´mero de func¸o˜es que pos-
suem para descrever cada uma das subcamadas atoˆmicas ocupadas ou, mais geralmente,
as subcamadas de valeˆncia.
Um conjunto de bases mı´nimo ou zeta simples (Single Zeta, SZ) e´ formado por 2l+ 1
CGTOs para cada subcamada atoˆmica ocupada, todos possuindo os mesmos expoentes
e coeficientes de contrac¸a˜o, diferindo somente no polinoˆmio que multiplica a exponencial
Gaussiana. Assim, conjuntos de bases SZ possuem apenas uma func¸a˜o s para os elemen-
tos H e He, duas func¸o˜es s (1s, 2s) para Li e Be e duas func¸o˜es s (1s, 2s) e um conjunto
de func¸o˜es p (2px, 2py, 2pz) para os demais elementos do segundo per´ıodo. Como exem-
plo desse tipo de conjunto de bases temos a famı´lia STO-nG de Pople e colaboradores
[108], onde sa˜o empregados n GTOs primitivos para cada func¸a˜o contra´ıda, na tentativa
de aproximar o comportamento radial de STOs. O conjunto de bases STO-3 G para o
carbono, por exemplo, e´ denotado por (6s, 3p)/[2s, 1p].
O pro´ximo melhoramento que pode ser conseguido em relac¸a˜o ao conjunto de bases
mı´nimo e´ obtido dobrando-se o nu´mero de func¸o˜es usadas para descrever cada subcamada
atoˆmica ocupada, produzindo uma base tipo dupla zeta (Double Zeta, DZ). Uma base DZ
emprega, enta˜o, duas func¸o˜es s (1s, 1s′) para H e He e quatro func¸o˜es s (1s, 1s′, 2s, 2s′)
(para Li e Be) e mais dois conjuntos de func¸o˜es p (2p, 2p′) para os elementos do segundo
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per´ıodo.
O aumento no nu´mero de func¸o˜es para descrever cada subcamada ocupada permite
uma melhor descric¸a˜o de distribuc¸o˜es eletroˆnicas diferentes em direc¸o˜es diferentes, no
caso de ligac¸o˜es qu´ımicas. Todavia, considerando que em uma ligac¸a˜o qu´ımica as mai-
ores modificac¸o˜es ocorrem nos orbitais mais externos, e´ comum economizar no nu´mero
de func¸o˜es que descrevem os orbitais internos enquanto aumenta-se o nu´mero de func¸o˜es
descrevendo os orbitais de valeˆncia, quimicamente mais importantes. Um conjunto cons-
tru´ıdo dessa forma e´ dito ser de valeˆncia separada (split-valence). Um conjunto de bases
DZ de valeˆncia separada usa dois GTOs na descric¸a˜o dos orbitais de valeˆncia e apenas
um GTO para os orbitais internos.
Dando prosseguimento ao aumento no nu´mero de func¸o˜es das subcamadas de valeˆncia,
pode-se construir conjuntos de bases de valeˆncia separada de qualidades tripla zeta (TZ),
qua´drupla zeta (QZ), qu´ıntupla zeta (5Z) e assim por diante. Conjuntos de bases assim
constru´ıdos sa˜o algumas vezes identificados pelo acre´scimo da letra “V”, de “valeˆncia”,
no in´ıcio ou no fim dos acroˆnimos SZ, DZ, TZ, etc.
Os conjuntos 3-21G [112], 4-31G [113], 6-31G [114] e 6-311G [115] de Pople sa˜o exem-
plos bem conhecidos de conjuntos de bases de valeˆncia separada que sa˜o comumente
utilizados em ca´lculos SCF de mole´culas orgaˆnicas. Seus nomes indicam o esquema de
contrac¸a˜o, de tal forma que o nu´mero antes do trac¸o representa quantos GTOs primitivos
formam um u´nico CGTO para camadas de caroc¸o, e os nu´meros apo´s o trac¸o indicam como
os CGTOs de valeˆncia foram contra´ıdos. Por exemplo, o conjunto de bases 6-31G, conte´m
seis func¸o˜es primitivas contra´ıdas em uma para a subcamada de caroc¸o 1s de a´tomos pe-
sados (o 6 antes do trac¸o) e duas func¸o˜es contra´ıdas formadas, respectivamente, por treˆs
e uma primitivas nas subcamadas de valeˆncia 2s e 2p de a´tomos pesados e na subcamada
1s do hidrogeˆnio (o 31 apo´s o trac¸o). Assim, a designac¸a˜o da base 6-31G do carbono
e´ (10s4p)/[3s2p] e para o hidrogeˆnio e´ (4s)/[2s]. O conjunto de bases 6-311G, por sua
vez, denota o mesmo esquema de contrac¸a˜o, mas com uma func¸a˜o primitiva adicional na
regia˜o de valeˆncia, isto e´, (11s5p)/[4s3p] para o carbono e (5s)/[3s] para o hidrogeˆnio.
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3.4.2 Func¸o˜es de Polarizac¸a˜o
Visto que o ambiente molecular e´ altamente anisotro´pico, um conjunto de bases pre-
ciso deve conter func¸o˜es de base capazes de representar corretamente as distorc¸o˜es dos
orbitais mais externos em uma ligac¸a˜o. Um modo de proporcionar maior flexibilidade
a um conjunto para a representac¸a˜o dos MOs e´ atrave´s da adic¸a˜o de func¸o˜es de pola-
rizac¸a˜o, cujo momento angular e´ maior que o do u´ltimo dos AOs ocupados. Por exemplo,
um conjunto na˜o polarizado, com func¸o˜es de maior momento angular do tipo p, pode
ser polarizado com func¸o˜es do tipo d, f, g, etc. Como esses orbitais na˜o sa˜o ocupados,
ca´lculos atoˆmicos HF na˜o podem ser usados para determinac¸a˜o dos expoentes de func¸o˜es
de polarizac¸a˜o, entretanto, eles podem ser adequadamente escolhidos atrave´s de ca´lculos
atoˆmicos correlacionados.
Tipicamente, as func¸o˜es de polarizac¸a˜o sa˜o constitu´ıdas por apenas um GTO primitivo
e os conjuntos que as conte´m sa˜o designados pela acre´scimo da letra “P” ao final do nome
do conjunto de bases. No caso dos conjuntos de base de Pople [116,117] este melhoramento
e´ indicado pela especificac¸a˜o – entre pareˆntesis e apo´s a letra “G” – do nu´mero e tipo
de func¸o˜es polarizac¸a˜o, separando a´tomos pesados do hidrogeˆnio por uma v´ırgula. Por
exemplo, o conjunto de bases 6-31G(2df, p) trata-se do conjunto de bases original 6-31G
com adic¸a˜o de duas func¸o˜es de polarizac¸a˜o do tipo d e uma do tipo f para a´tomos pesados,
e uma func¸a˜o de polarizac¸a˜o p para o hidrogeˆnio.
3.4.3 Func¸o˜es Difusas
Tem-se percebido de longa data [103,118] que, em ca´lculos de propriedades molecula-
res que dependam da distribuic¸a˜o de carga em regio˜es afastadas dos nu´cleos, tais como
polarizabilidade, e´ necessa´rio o acre´scimo de func¸o˜es apropriadas para descrever com pre-
cisa˜o a “cauda” da func¸a˜o de onda. Essas func¸o˜es, chamadas difusas, caracterizam-se
por terem expoentes pequenos e sa˜o, normalmente, acrescentadas tambe´m a`s func¸o˜es de
polarizac¸a˜o. Elas sa˜o exigidas na descric¸a˜o da distribuic¸a˜o eletroˆnica de aˆnions, e sa˜o
igualmente importantes na descric¸a˜o de interac¸o˜es fracas, tais como ponte de hidrogeˆnio.
Um conjunto de bases acrescido de func¸o˜es difusas e´ chamado aumentado. Estes
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melhoramento e´ comumente denotado pela adic¸a˜o de um prefixo “aug-” ao nome do
conjunto de bases. No caso dos conjuntos de bases de Pople, a inserc¸a˜o de um sinal “+”
entre o esquema de contrac¸a˜o e a letra “G” denota que o conjunto conte´m uma func¸a˜o
difusa na subcamadas de valeˆncia 2s e 2p de elementos pesados e um segundo “+” indica
o acre´scimo de uma func¸a˜o na subcamada 1s do hidrogeˆnio. Neste trabalho, conjuntos
de bases XZP aumentados com func¸o˜es difusas sa˜o denotados por AXZP.
3.5 Bases Igualmente e Bem Temperadas
A determinac¸a˜o variacional dos expoentes orbitais para GTOs envolve uma otimizac¸a˜o
na˜o linear demorada. Em 1967, Cade e Huo [119] mostraram que, em um primeiro esta´gio,
e´ usualmente muito mais vantajoso melhorar um conjunto de bases pela adic¸a˜o de func¸o˜es
extras do que se empenhar em uma meticulosa otimizac¸a˜o de expoentes. Uma inspec¸a˜o
nos expoentes o´timos revela que a raza˜o entre expoentes sucessivos na regia˜o de valeˆncia
e´ aproximadamente constante, sugerindo o conceito de base igualmente temperada, nome
prove´m que da fo´rmula utilizada na determinac¸a˜o dos expoentes
ζµ = αβ
µ−1 , µ = 1, 2, 3, . . . , K , (3.5)
onde α e β sa˜o paraˆmetros variacionais (diferentes paraˆmetros para diferentes simetrias) e
K e´ o nu´mero de func¸o˜es de base para cada simetria atoˆmica. Os expoentes ζµ escolhidos
formam uma progressa˜o geome´trica α, αβ, αβ2, . . ..
A Eq.(3.5) foi originalmente proposta por Reeves e Harrison [120] e extensivamente
utilizada por Ruedenberg e colaboradores [121] e Raffenetti e Ruedenberg [122] em ca´lculos
atoˆmicos e moleculares. O uso deste artif´ıcio reduz o custo da otimizac¸a˜o individual dos
expoentes para somente dois paraˆmetros para cada simetria atoˆmica, independente do
tamanho do conjunto de bases. Ale´m disso, os α e β otimizados podem ser parametrizados
como func¸o˜es de Mp, o nu´mero de primitivas, permitindo a extrapolac¸a˜o para um conjunto
de bases bastante grande sem a necessidade de reotimizac¸a˜o [103]. Sabe-se tambe´m que
para β > 1 as func¸o˜es de base sa˜o, em geral, linearmente independentes [123].
Conjuntos de bases igualmente temperados teˆm a mesma raza˜o entre os expoentes
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em todo o intervalo, pore´m considerac¸o˜es qu´ımicas indicam que e´ usualmente prefer´ıvel
cobrir a regia˜o de valeˆncia melhor do que a regia˜o de caroc¸o. Assim, com o propo´sito de
obter uma melhor precisa˜o com um conjunto de bases menor, Huzinaga e colaboradores









, µ = 1, 2, 3, . . . , K , (3.6)
onde δ > 0 e β 6= 1. Os paraˆmetros γ e δ controlam os desvios dos ζµ da se´rie geome´trica,
principalmente para os u´ltimos termos da se´rie. Na fo´rmula acima α, β, γ e δ sa˜o quatro
paraˆmetros a serem otimizados atrave´s de um ca´lculo SCF para cada a´tomo individu-
almente, sendo os mesmos para uma mesma simetria atoˆmica. As bases geradas com a
fo´rmula Eq.(3.6) passaram a se chamar bases bem temperadas.
Huzinaga e colaboradores [128] utilizaram a Eq.(3.6) em va´rios sistemas atoˆmicos e
esses ca´lculos indicaram que bases bem temperadas evitam problemas de dependeˆncia
linear e rapidamente convergem para o mı´nimo de energia.
3.6 O Me´todo Coordenada Geradora Hartree-Fock
Melhorado
Em 1986, Mohallem e colaboradores [129] desenvolveram o me´todo Coordenada Gera-
dora Hartree-Fock (Generator Coordinate Hartree-Fock, GCHF), uma te´cnica interessante
e poderosa que tem sido usada com sucesso para gerar conjuntos de bases de func¸o˜es tipo
GTFs e STFs para va´rios sistemas atoˆmicos e moleculares [130–137].
O me´todo e´ o resultado de se empregar no modelo de part´ıculas independentes o ansatz
variacional introduzido por Hill, Griffin e Wheeler [138,139] em 1953-1957 no contexto do
me´todo Coordenada Geradora (Generator Coordenate Method, GCM) da F´ısica Nuclear.
Cada um dos N/2 MOs e´ escrito como uma transformada integral, ao inve´s da combinac¸a˜o
linear que aparece na aproximac¸a˜o LCAO [Eq.(2.37)]:
φi(r) =
∫
dα fi(α)χi(r, α) i = 1, . . . , N/2 , (3.7)
onde χi sa˜o as chamadas func¸o˜es geradoras (que podem ser STOs ou GTOs), fi sa˜o as
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func¸o˜es peso, que precisam ser determinadas, e α e´ a coordenada geradora. Os orbitais φi
acima sa˜o usados para construir a func¸a˜o de onda determinantal HF, em termos da qual
o funcional energia a ser minimizado e´ expresso [ver Eq.(2.12)].
A aplicac¸a˜o do princ´ıpio variacional sobre o funcional energia resultante leva a`s equac¸o˜es
de Griffin-Hill-Wheeler-Hartree-Fock (GHWHF):∫
[F (α, β)− εiS(α, β)]fi(β)dβ = 0, i = 1, . . . , N/2 , (3.8)
onde εi sa˜o as energias orbitais e F (α, β) e S(α, β), respectivamente, os nu´cleos de Fock
e de sobreposic¸a˜o definidos como
F (α, β) = h(α, β) +
N/2∑
j




d3r χ∗k(r, α)χk(r, β) . (3.10)
Na Eq.(3.9) ocorrem o nu´cleo de um ele´tron
h(α, β) =
∫
d3r χ∗k(r, α)hˆ(r)χk(r, β) , (3.11)
e os nu´cleos de dois ele´trons, que podem ser de dois tipos: o nu´cleo de Coulomb,
Jj(α, β) =
∫∫
dα′dβ′ f ∗j (α
′)fj(β′)V (α, α′; β′, β) , (3.12)
e o nu´cleo troca,
Kj(α, β) =
∫∫
dα′dβ′ f ∗j (α
′)fj(β′)V (α, α′; β, β′) , (3.13)
onde






′, α′)χj(r′, β′)χk(r, β)
|r− r′| (3.14)
e






′, α′)χk(r′, β)χj(r, β′)
|r− r′| . (3.15)
As Eqs.(3.8) sa˜o integradas numericamente atrave´s de discretizac¸a˜o, com uma te´cnica
que preserva a representac¸a˜o cont´ınua (o cara´ter integral) do me´todo GCHF. Esta te´cnica
e´ a discretizac¸a˜o integral, que foi originalmente implementada no me´todo GCHF atrave´s
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, A > 1 , (3.16)
onde A e´ um paraˆmetro de escala determinado numericamente e o novo espac¸o Ω e´ discre-
tizado para cada simetria atoˆmica s, p, d, f, etc., levando em conta uma malha nume´rica




= Ωmin + (k − 1)∆Ω, k = 1, 2, . . . , K . (3.17)
Na Eq.(3.17) K e´ o nu´mero de pontos da discretizac¸a˜o e Ωmin e ∆Ω sa˜o, respecti-
vamente, o ponto inicial da malha e o incremento utilizado para obter os pontos subse-
quentes. Os pontos mı´nimo (Ωmin) e ma´ximo (Ωmax) sa˜o escolhidos de modo a abarcar o
intervalo de integrac¸a˜o adequado da func¸a˜o peso fk.
A escolha da coordenada geradora α depende do sistema f´ısico sob estudo. Para
sistemas atoˆmicos, α representa os expoentes gaussianos atoˆmicos e, de acordo com a
Eq.(3.17), a escolha dos pontos de discretizac¸a˜o Ωk determina o nu´mero de expoentes
αk do conjunto de bases gaussiano para cada simetria atoˆmica. O nu´mero de pontos da
discretizac¸a˜o, K, define o tamanho do conjunto de bases.
Uma modificac¸a˜o no me´todo GCHF, introduzida por Jorge e de Castro [140], resultou
em melhoramento da energia HF atoˆmica sem adic¸a˜o de novas func¸o˜es de base. Nessa
aproximac¸a˜o, o novo espac¸o da coordenadora geradora Ω e´ discretizado para cada simetria
s, p, d, f, etc., em treˆs sequeˆncias aritme´ticas independentes,
Ωk =

Ωmin + (k − 1)∆Ω , k = 1, 2, . . . , I
Ω′min + (k − 1)∆Ω′ , k = I + 1, I + 2, . . . , L
Ω′′min + (k − 1)∆Ω′′ , k = L+ 1, L+ 2, . . . , K
(3.18)
Tal procedimento foi denominado me´todo Coordenada Geradora Hartree-Fock Melho-
rado (Improved Generator Coordinate Hartree-Fock, IGCHF). Agora, para um dado valor
de K, o nu´mero de paraˆmetros a serem otimizados para cada simetria com o uso da
Eq.(3.18) e´ treˆs vezes maior que do me´todo GCHF original. Jorge e de Castro [140] deno-
minaram os conjuntos de bases gerados pelo me´todo IGCHF de triplamente otimizados.
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Devemos observar que o uso da Eq.(3.18) faz com que uma malha de pontos de discre-
tizac¸a˜o {Ωk} na˜o seja mais igualmente espac¸ada, visto que agora usam-se treˆs sequeˆncias
aritme´ticas independentes para gerar os expoentes das func¸o˜es de base de cada simetria.
O me´todo IGCHF foi tomado como ponto de partida para a gerac¸a˜o do conjunto de
bases QZP [35] de Jorge e colaboradores, que foi aumentado com func¸o˜es difusas neste
trabalho, bem como para todos os demais conjuntos de bases da sequeˆncia hiera´rquica
XZP (X=D, T, 5, 6) [28–30,32,33,141–144].
Cap´ıtulo 4
Gerac¸a˜o do Conjunto de Bases
Aumentado Qua´drupla Zeta para os
Elementos K e Sc–Kr
4.1 Introduc¸a˜o
Conjunto de bases para todos os ele´trons AQZP para os elementos K e Sc–Kr foi
gerado [41]. Ca´lculos HF, MP2 e DFT de propriedades ele´tricas de va´rios compostos bem
como de aglomerados de Cun (n ≤ 4) foram realizados e comparados com dados teo´rico e
experimental relatados na literatura.
4.2 Func¸o˜es Difusas para K e Sc-Kr
Neste trabalho, uma metodologia similar a`quela apresentada nas Refs. [36,37] foi
empregada, a saber: func¸o˜es de simetrias s e p (para K) e s, p e d (para Sc–Kr) foram
adicionadas ao conjunto de bases QZP [34] gerado para os a´tomos neutros e, enta˜o, foram
otimizadas para a energia HF do estado fundamental do aˆnion. Em seguida, uma func¸a˜o de
polarizac¸a˜o foi adicionada a cada conjunto de polarizac¸a˜o d, f , g e h presente no conjunto
de bases dos a´tomos neutros, e esses expoentes foram otimizados para a energia MP2
de camada aberta restrita do aˆnion no estado fundamental. Um tratamento especial foi
necessa´rio para alguns a´tomos cujos aˆnions na˜o existem. Para Zn e Kr, todos exponentes
difusos foram obtidos por interpolac¸a˜o e extrapolac¸a˜o polinomial a partir dos expoentes
correspondentes de Sc− ate´ Cu− e Ga− ate´ Br−, respectivamente. Por outro lado, para
49
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Ca, na˜o foi poss´ıvel construir uma base AQZP por extrapolac¸a˜o, pois sua configurac¸a˜o
eletroˆnica (Ar 4s2) e´ completamente diferente daquelas dos demais elementos da terceira
linha.
Os ca´lculos acima foram realizados usando a aproximac¸a˜o de correlac¸a˜o eletroˆnica de
caroc¸o congelado e o programa Gaussian 09 [145]. Em todos os ca´lculos empregamos
func¸o˜es tipo Gaussianas harmoˆnicas esfe´ricas.
Este procedimento conduz ao conjunto de bases referido como AQZP [41]: (18s14p4d
3f2g)/[11s7p4d3f2g] para K; (18s15p8d4f3g2h)/[11s8p5d4f3g2h] para Sc, Mn, Fe, Ni e
Zn–Kr; (18s14p8d4f3g2h)/[11s7p5d4f3g2h] para Ti–Cr, Co e Cu.
4.3 Detalhes Computacionais
Os me´todos HF, MP2 e DFT conforme implementados no co´digo Gaussian 09 [145]
foram empregados nos ca´lculos. Nos ca´lculos DFT, os funcionais BP86 [83,86], B3LYP
[85,87], PBE1PBE [81] e CAM-B3LYP [89] foram usados. Aos n´ıveis de teoria HF, MP2 e
DFT, polarizabilidades de dipolo esta´ticas foram computadas analiticamente. Aqui, deve-
se mencionar que os me´todos acima foram usados juntamente com a sequeˆncia hiera´rquica
de conjuntos de bases AXZP (X = D, T e Q) e que efeitos relativ´ısticos na˜o foram inclu´ıdos
nos ca´lculos de propriedades ele´tricas, pois esta´ ale´m do escopo da presente investigac¸a˜o.
Para facilitar a comparac¸a˜o com outros resultados reportados na literatura, os ca´lculos
foram realizados nas seguintes geometrias de equil´ıbrio: K2 (RK-K=3,924 A˚), ScF (RSc-F=
1,787 A˚), TiCl4 (RTi-Cl=2,170 A˚, simetria Td), Cu2 (RCu-Cu=2,2197 A˚), Cu3 (RCu-Cu=
2,26 A˚, θCuCuCu=67,16
◦, simetria C2v), Cu4 (RCu-Cu=2,4406 A˚, diagonal maior=4,3043 A˚,
diagonal menor=2,3022 A˚, simetria D2h), As2 (RAs-As=2,1026 A˚), As4 (RAs-As=2,435 A˚,
mole´cula tetraedral), BrCl (RBr-Cl=2,136065 A˚) e BrCN (RBr-C=1,789 A˚ e RC-N=1,158
A˚).
As orientac¸o˜es moleculares foram escolhidas de modo que os eixos cartesianos fossem
os eixos principais de
↔
α. Mais especificamente, todas as mole´culas foram orientadas com
seus momentos de dipolo permanente sobre o eixo z e apontando na direc¸a˜o z positivo.
O valor me´dio e a anisotropia para a polarizabilidade de dipolo (ααβ) sa˜o, respectiva-










(αxx − αyy)2 + (αyy − αzz)2 + (αzz − αxx)2
]1/2
. (4.1)
4.4 Resultados e Discussa˜o
Uma selec¸a˜o de valores teo´rico (esta´tico) na˜o relativ´ıstico e experimental de µ, α¯ e ∆α
para algumas mole´culas contendo pelo menos um elemento da terceira linha bem como
para os aglomerados de Cun e´ apresentada nas Tabelas 4.1 e 4.2 [41].
Um breve olhar sobre as Tabelas 4.1 e 4.2 oferece algumas tendeˆncias gerais. O estudo
presente indica claramente que os valores calculados de µ, α¯ e ∆α podem exibir uma
dependeˆncia do conjunto de bases significativa. Por exemplo, para ScF, a diferenc¸a entre
os momentos de dipolo ele´trico B3LYP/ADZP e AQZP chega a 9,4%. Ale´m disso, pode-
se verificar que os resultados decrescem ou crescem monotonicamente com o aumento do
tamanho do conjunto de bases. Isso e´ um indicativo que os resultados esta˜o convergindo
para um valor limite de uma dada propriedade e, consequentemente, que os resultados
mais precisos reportados neste trabalho sa˜o aqueles obtidos com AQZP. Entretanto, como
a diferenc¸a entre resultados de propriedades ele´tricas ATZP e AQZP correspondentes
na˜o e´ ta˜o pequena ainda, consideramos que a convergeˆncia na˜o foi atingida (TiCl4 e´ a
u´nica excec¸a˜o) mesmo ao n´ıvel de teoria AQZP e que e´ necessa´rio usar conjuntos de
bases maiores (A5ZP, A6ZP, etc.) para isso. Mesmo assim, consideramos os resultados
AQZP confia´veis, enta˜o, eles sera˜o usados daqui em diante. Da Tabela 4.1, e´ claro que,
considerando o efeito de correlac¸a˜o eletroˆnica, os maiores valores do momento de dipolo
ele´trico ao n´ıvel AQZP foram obtidos com o funcional CAM-B3LYP.
Uma ana´lise de efeitos de correlac¸a˜o eletroˆnica pode ser feita comparando os resultados
HF com os resultados DFT e MP2 exibidos nas Tabelas 4.1 e 4.2 [41]. Pode-se ver que
a correlac¸a˜o eletroˆnica tem um efeito na˜o uniforme sobre os valores das propriedades
ele´tricas, isto e´, esta pode aumentar ou diminuir o valor HF correspondente. Ale´m disso,
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como os valores obtidos por me´todos correlacionados podem diferir significativamente
entre eles mesmos, na˜o e´ poss´ıvel extrair qualquer conclusa˜o geral dos resultados sobre
a inclusa˜o sistema´tica dos efeitos de correlac¸a˜o eletroˆnica e apontar o melhor me´todo
correlacionado para realizar tais ca´lculos. Para isso, comparac¸a˜o com dados teo´rico e
experimental reportados previamente na literatura e´ feita a seguir.
Na Tabela 4.1, apresentamos os resultados para polarizabilidades de K2 obtidas com
seis me´todos diferentes juntamente com outros resultados teo´rico [146] e experimental [147]
dispon´ıveis na literatura. Da Tabela 4.1, notamos que os resultados de α¯ para o d´ımero
obtidos atrave´s dos procedimentos MP2, BP86 e PBE1PBE/AQZP sa˜o, respectivamente,
470,76, 473,71, e 487,45 a.u. e esses resultados esta˜o justamente dentro dos erros experi-
mentais. A variac¸a˜o nos resultados α¯ B3LYP diferentes e´ atribu´ıda ao uso de conjuntos
de bases diferentes e tambe´m ao n´ıvel de ca´lculo [para todos os ele´trons (este trabalho)
ou pseudopotencial [146]]. Diferentemente dos resultados de α¯, os valores ∆α B3LYP sa˜o
muito pro´ximos. Mu¨ller e Meyer [148] notaram que a correlac¸a˜o eletroˆnica na componente
paralela da polarizabilidade de dipolo tem sinais diferentes para as contribuic¸o˜es caroc¸o-
valeˆncia e valeˆncia somente, isto e´, correlac¸a˜o de valeˆncia tem uma contribuic¸a˜o positiva
enquanto que a contribuic¸a˜o da correlac¸a˜o caroc¸o-valeˆncia e´ negativa. Por exemplo, a
polarizabilidade de dipolo de K2 aumenta do valor HF/AQZP de 553,63 a.u. para 557,09
a.u. apo´s a correlac¸a˜o de valeˆncia (2 ele´trons) ao n´ıvel de teoria MP2/AQZP e, enta˜o,
decresce ate´ 470,76 a.u. devido a correlac¸a˜o caroc¸o-valeˆncia (18 ele´trons).
Para ScF, a correlac¸a˜o eletroˆnica reduz as magnitudes de α¯ e ∆α, enquanto o oposto
ocorre com o momento de dipolo ele´trico. A concordaˆncia entre os resultados HF obtidos
por no´s e por Chrissanthopoulos e Maroulis [149] e´ boa. O mesmo na˜o pode ser dito
a respeito dos valores µ e ∆α MP2. Certamente, a origem das discrepaˆncias esta´ nos
conjuntos de bases ([11s8p5d4f3g2h]/[7s5p4d3f2g] neste trabalho e [7s5p5d3f/6s4p4d2f ]
na Ref. [149]). A melhor e a pior concordaˆncia com o valor de µ experimental [150] sa˜o
dados por BP86/ e CAM-B3LYP/AQZP, respectivamente. Este resultado e´ surpreendente
para no´s, ja´ que o u´ltimo funcional foi desenvolvido para remover algumas deficieˆncias
DFT, como, por exemplo, determinac¸a˜o do momento de dipolo. Isso mostra claramente
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que a determinac¸a˜o do momento de dipolo de ScF na˜o e´ um problema trivial e merece
atenc¸a˜o adicional. ScF e´ caracterizado por uma anisotropia negativa grande (cf. Tabela
4.1). Exceto para µ, os valores Coupled-Cluster com excitac¸o˜es simples, dupla e tripla
perturbativa [CCSD(T)] [149] esta˜o em concordaˆncia boa com os DFT. Deve-se notar que
o momento de dipolo CCSD(T) e´ subestimado.
Para TiCl4, a concordaˆncia entre os dois valores HF e´ excelente. Para qualquer con-
junto de bases, o efeito da correlac¸a˜o eletroˆnica aumenta a magnitude da polarizabilidade
de dipolo me´dia. Considerando as barras de incerteza do valor α¯ MP2 reportado na Ref.
[151], o resultado MP2/ATZP de α¯= 99,17 a.u. esta´ em concordaˆncia excelente com ele.
Aqui, deve-se mencionar que o nu´mero de ele´trons correlacionados em ambos os ca´lculos
MP2 e´ igual a 32. O u´nico valor experimental dispon´ıvel reportado ate´ o presente mo-
mento e´ aquele da polarizabilidade de dipolo, a partir do qual um valor esta´tico α¯= 101,4
a.u. para TiCl4 foi deduzido (ver Ref. [151]). Nossos valores BP86/AQZP e MP2/ATZP
esta˜o muito pro´ximos dele.
O vapor arseˆnico e´ um material importante em tecnologia de semicondutores. A maior
diferenc¸a entre os valores α¯ e ∆α HF e MP2 esta´ticos reportados neste trabalho e por
Maroulis e Karamanis [152] para As2 e´ menor que 2%. 30 ele´trons foram correlacionados
em ambos os ca´lculos po´s-HF. Nossos resultados MP2 e DFT mostram concordaˆncia boa
com os MP4 correspondentes[152].
Para As4, o procedimento HF/AQZP da´ o valor de 119,55 a.u. para α¯, que e´ igual
ao limite HF (119,51±1,2 a.u.) estimado por Hohm e colaboradores [153]. Isso mostra
que nosso conjunto esta´ pro´ximo ao limite CBS. A diferenc¸a entre os resultados DFT
na˜o excedem 1% e esta˜o mais pro´ximos do valor experimental [153] que o correspondente
MP2 [153]. Ana´lises de medidas de refratividade em vapor arseˆnico realizadas por Hohm e
colaboradores [153] forneceram as polarizabilidades de dipolo <α>632,99nm= 122,72±0,37
a.u. e <α>543,516nm= 125,00±0,39 a.u., que sa˜o 0,7% menores que os resultados dinaˆmicos
CAM-B3LYP (123,55 e 125,82 a.u.) e PBE1PBE (123,40 e 125,64 a.u.)/AQZP corres-
pondentes. Ca´lculos dinaˆmicos BP86 e B3LYP/AQZP da˜o 125,07 e 127,46 a.u. e 124,82
e 127,19 a.u., respectivamente.
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Tabela 4.1: Comparac¸a˜o de valores teo´rico (esta´tico) e experimetal para µ, α¯ e ∆α (em a.u.) de
K2, ScF, TiCl4, As2, As4, BrCl e BrCN.
Mole´cula Me´todo
µ α¯ ∆α
ADZPa ATZPb AQZPc ADZPa ATZPb AQZPc ADZPa ATZPb AQZPc
K2 HF 0,0 0,0 0,0 460,82 556,08 553,62 484,05 271,55 269,16
MP2d 0,0 0,0 0,0 464,21 489,38 470,76 513,63 346,42 339,99
BP86 0,0 0,0 0,0 415,81 468,81 473,71 413,85 321,36 317,89
B3LYP 0,0 0,0 0,0 391,76 447,46 448,41 389,67 296,94 290,25
CAM-B3LYP 0,0 0,0 0,0 396,11 454,18 454,09 391,69 280,35 274,00
PBE1PBE 0,0 0,0 0,0 429,61 486,94 487,45 403,49 281,30 275,65
HFe 0,0 553,84 271,59
MP2d,e 0,0 469,03 349,01
BP86e 0,0 471,60 319,04
B3LYPe 0,0 448,16 291,80
CAM-B3LYPe 0,0 453,64 276,26
PBE1PBEe 0,0 487,73 277,85
B3LYP [146] - 438,0 291,3
Expt. [147] - 500±40 -
ScF HF 0,7669 0,7048 0,6435 87,99 94,77 108,54 -14,31 -16,27 -25,44
MP2d 0,8104 0,8027 0,7869 78,93 84,98 94,95 -5,49 -7,20 -13,33
BP86 0,7639 0,7284 0,6985 87,54 93,66 106,24 -9,21 -11,23 -20,48
B3LYP 0,8963 0,8587 0,8194 84,02 89,95 101,98 -9,52 -11,55 -19,91
CAM-B3LYP 0,9388 0,9031 0,8621 83,77 89,55 100,82 -10,63 -12,51 -20,04
PBE1PBE 0,8173 0,7817 0,7510 89,67 95,29 106,55 -9,91 -11,90 -20,27
HFe 0,6417 108,29 -25,25
MP2d,e 0,8089 94,29 -12,52
BP86e 0,6979 105,92 -20,28
B3LYPe 0,8191 101,76 -19,66
CAM-B3LYPe 0,8614 100,60 -19,79
PBE1PBEe 0,7485 106,30 -20,00
HF [149] 0,683 106,46 -25,50
MP2 [149] 0,682 95,02 -15,22
CCSD(T) [149] 0,590 102,02 -21,47
Expt. [150] 0,677±0,008 - -
TiCl4 HF 0,0 0,0 0,0 83,40 84,50 84,60 0,0 0,0 0,0
MP2d 0,0 0,0 f 98,39 99,17 f 0,0 0,0 f
BP86 0,0 0,0 0,0 97,73 99,18 99,46 0,0 0,0 0,0
B3LYP 0,0 0,0 0,0 94,73 96,09 96,41 0,0 0,0 0,0
CAM-B3LYP 0,0 0,0 0,0 92,97 94,29 94,59 0,0 0,0 0,0
PBE1PBE 0,0 0,0 0,0 93,28 94,41 94,73 0,0 0,0 0,0
HF [151] 0,0 84,73 0,0
MP2 [151] 0,0 100,8±2,0 0,0
Expt. [151] 0,0 101,4 0,0
As2 HF 0,0 0,0 0,0 56,39 59,73 64,99 50,72 47,40 40,38
MP2d 0,0 0,0 0,0 52,32 55,55 60,21 46,09 44,01 38,66
BP86 0,0 0,0 0,0 54,91 58,44 63,69 49,39 47,08 40,50
B3LYP 0,0 0,0 0,0 55,21 58,43 63,60 49,51 46,75 40,55
CAM-B3LYP 0,0 0,0 0,0 54,96 58,05 63,03 49,31 46,37 40,14
PBE1PBE 0,0 0,0 0,0 55,03 58,15 62,99 48,89 45,82 40,08
HF [152] 0,0 64,87 40,38
MP2 [152] 0,0 61,15 37,92
MP4 [152] 0,0 61,87 39,86




ADZPa ATZPb AQZPc ADZPa ATZPb AQZPc ADZPa ATZPb AQZPc
As4 HF 0,0 0,0 0,0 111,44 115,20 119,55 0,0 0,0 0,0
MP2d 0,0 0,0 f 109,30 113,12 f 0,0 0,0 f
BP86 0,0 0,0 0,0 110,10 114,28 119,04 0,0 0,0 0,0
B3LYP 0,0 0,0 0,0 110,59 114,18 118,82 0,0 0,0 0,0
CAM-B3LYP 0,0 0,0 0,0 109,98 113,41 117,77 0,0 0,0 0,0
PBE1PBE 0,0 0,0 0,0 109,86 113,28 117,79 0,0 0,0 0,0
HF [153] 0,0 119,51 0,0
MP2 [153] 0,0 120,35 0,0
Expt. [153] 0,0 116,7±1,1 0,0
BrCl HF 0,1926 0,2126 0,2055 32,41 34,63 36,82 23,99 23,72 22,34
MP2d 0,1717 0,1823 0,1798 32,08 34,59 37,03 21,91 21,77 20,34
BP86 0,1620 0,1810 0,1719 33,20 35,93 38,76 21,22 21,29 19,65
B3LYP 0,1794 0,1953 0,1860 32,94 35,49 38,15 21,78 21,78 20,30
CAM-B3LYP 0,1917 0,2064 0,1976 32,74 35,21 37,73 22,05 22,00 20,56
PBE1PBE 0,1709 0,1937 0,1837 32,68 35,08 37,53 21,62 21,65 20,27
HF [154] 0,2151 36,58 22,64
MP2 [154] 0,1852 37,58 20,32
CCSD(T) [154] 0,1778 37,86 20,44
Expt. [155] 0,204 - -
BrCN HF 1,3146 1,3344 1,3322 32,60 34,24 35,68 26,58 25,53 24,25
MP2d 1,2278 1,2559 1,2520 32,91 34,55 36,08 27,01 25,93 24,62
BP86 1,2530 1,2836 1,2813 35,16 37,03 38,64 30,54 29,43 27,84
B3LYP 1,2875 1,3084 1,3068 34,38 36,12 37,70 29,20 28,07 26,60
CAM-B3LYP 1,2923 1,3124 1,3107 33,86 35,56 37,09 28,23 27,13 25,72
PBE1PBE 1,2693 1,2932 1,2913 34,06 35,73 37,18 28,82 27,74 26,40
HF [156] 1,3366 35,53 24,13
MP2 [156] 1,2341 36,26 24,42
Expt. 1,157 [157] 39,15 [158] -
aResultados da Ref.[36].
bInvestigac¸a˜o presente, conjunto de bases na˜o relativ´ıstico gerado nas Refs.[35,36].
cInvestigac¸a˜o presente, conjunto de bases na˜o relativ´ıstico gerado neste trabalho (para K, Sc-Kr) [41] e na Ref.[35].
dPara K2, ScF, TiCl4, As2, As4, BrCl e BrCN, 18, 20, 32, 30, 60, 24 e 26 ele´trons foram correlacionados nos ca´lculos MP2, respectivamente.
eInvestigac¸a˜o presente, conjunto de bases Sapporo-QZP+todas as func¸o˜es difusas gerado na Ref. [27].
fDisco r´ıgido cheio.
Para BrCl, a correlac¸a˜o eletroˆnica reduz a magnitude de µ e ∆α, enquanto que o
contra´rio ocorre com α¯. Os resultados HF e MP2 calculados por Xenides e Maroulis
[154] comparam bem com os nossos. Este resultado e´ interessante, uma vez que 52 e
24 ele´trons foram correlacionados na Ref. [154] e neste trabalho, respectivamente. O
procedimento CAM-B3LYP/AQZP da´ a melhor concordaˆncia com o momento de dipolo
ele´trico experimental [155], sendo a diferenc¸a cerca de 3,2%. Por outro lado, os maiores
erros de µ foram encontrados com CCSD(T) (14,7%) e BP86 (18,7%). As diferenc¸as
entre as polarizabilidades de dipolo e anisotropias DFT na˜o excedem 4,6%, entretanto,
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os resultados CAM-B3LYP esta˜o mais pro´ximos dos CCSD(T)/[6s5p5d2f1g/5s4p4d2f1g]
[154] que os demais.
Os resultados para BrCN sa˜o exibidos na Tabela 4.1. A correlac¸a˜o eletroˆnica reduz o
momento de dipolo e aumenta a polarizabilidade de dipolo e anisotropia. Mais uma vez,
os valores HF e MP2/AQZP esta˜o em concordaˆncia excelente com aqueles reportados por
Maroulis e Pouchan [156]. Ambos os ca´lculos MP2 usaram o mesmo nu´mero de ele´trons
correlacionados (26). Os resultados de propriedades ele´tricas DFT crescem quando compa-
rados com aqueles avaliados com o me´todo correlacionado ab initio. A concordaˆncia com
o experimento [157] melhora na seguinte ordem: HF, CAM-B3LYP, B3LYP, PBE1PBE,
BP86 e MP2, sendo 0,095 a.u. o erro no momento de dipolo MP2/AQZP. Exceto para
BP86, os resultados de α¯ e ∆α para os demais funcionais esta˜o em concordaˆncia boa um
com o outro. O valor experimental de α¯ para BrCN, 39,15 a.u., reportado por Olney et
al. [158] esta´ pro´ximo ao resultado BP86/AQZP de 38,64 a.u.
Para K2 e ScF, resultados de propriedades ele´tricas calculados por no´s usando as
aproximac¸o˜es HF, MP2, BP86, B3LYP, CAM-B3LYP, PBE1PBE em conjunc¸a˜o com o
conjunto de bases Sapporo-QZP+todas as func¸o˜es difusas foram tambe´m inclu´ıdos na
Tabela 4.1. Ao n´ıvel de teoria MP2, os nu´meros de ele´trons correlacionados sa˜o iguais
a`queles descritos previamente. Da Tabela 4.1, pode-se verificar que a qualquer n´ıvel de
teoria os resultados AQZP e conjunto de bases Sapporo sa˜o muito semelhantes. Exceto
para as anisotropias MP2 de ScF (6,4%), diferenc¸a entre valores AQZP e conjunto de
bases Sapporo na˜o excede 2,8%. Por outro lado, se os tamanhos dos conjuntos de bases
sa˜o considerados, o custo computacional de ca´lculos moleculares aumenta indo de AQZP
para Sapporo-QZP+todas as func¸o˜es difusas, desde que os nu´meros de func¸o˜es primitivas
e contra´ıdas deste u´ltimo conjunto sa˜o maiores: (20s14p6d4f2g)/[10s8p5d3f2g] para K,
(19s14p12d4f3g2h)/[10s8p6d4f3g2h] para Sc–Zn e (21s16p12d6f5g2h)/[10s9p8d6f4g2h]
para Ga–Kr.
Da Tabela 4.1, e´ evidente que exceto para ScF, os resultados HF e MP2 reportados
neste trabalho sa˜o muito similares aos correspondentes obtidos por Maroulis e colaborado-
res, mas os procedimento usados para gerar os conjuntos de bases para todos os ele´trons
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sa˜o diferentes, particularmente para as func¸o˜es difusas, que, para os conjuntos de Ma-
roulis, foram escolhidas para maximizar a polarizabilidade de dipolo me´dia, α¯. Assim,
esses conjuntos sa˜o espec´ıficos para ca´lculos de propriedades ele´tricas, enquanto que o
conjunto de bases AQZP pode ser usado para computar qualquer propriedade que de-
penda de uma descric¸a˜o boa da func¸a˜o de onda em regio˜es distantes dos nu´cleos, a saber:
afinidade eletroˆnica, afinidade protoˆnica, propriedades ele´tricas, rotac¸a˜o o´tica e ponte de
hidrogeˆnio.
Aglomerados sa˜o extensivamente estudados por suas caracter´ısticas incomuns, propri-
edades e aplicac¸o˜es promissoras em tecnologias avanc¸adas. Nos u´ltimos anos, as polari-
zabilidades esta´ticas de a´tomos e aglomerados livres teˆm sido extensivamente estudadas
tanto teoricamente quanto experimentalmente (ver, e.g., Refs. [38,39]). A polarizabilidade
esta´tica representa um dos observa´veis mais importantes para o entendimento de propri-
edades ele´tricas de aglomerados, uma vez que esta e´ muito sens´ıvel a` deslocalizac¸a˜o de
ele´trons de valeˆncia, bem como a` estrutura e forma. Apesar de numerosas investigac¸o˜es
sobre aglomerados meta´licos, medidas de polarizabilidades esta´ticas esta˜o somente dis-
pon´ıveis para aglomerados de metais alcalinos tais como l´ıtio, so´dio e pota´ssio.
As polarizabilidades de dipolo esta´ticas me´dias e as anisotropias das polarizabilidades
de aglomerados de cobre ate´ o tetraˆmero foram calculadas nas geometrias informadas
na Sec¸a˜o 4.2. Os resultados obtidos de α¯ e ∆α foram reunidos na Tabela 4.2 [41]. As
multiplicidades de spin sa˜o singletos para os aglomerados de nu´mero par e dubletos para os
ı´mpares. Para os sistemas de camada aberta, encontramos alguns problemas ao realizar
ca´lculos HF e MP2 na˜o restritos com o co´digo Gaussian 09. Esta e´ a raza˜o de tais
resultados na˜o serem exibidos na Tabela 4.2.
Como a Tabela 4.2 mostra, indo do a´tomo para o tetraˆmero, a polarizabilidade esta´tica
me´dia dos aglomerados de cobre aumenta monotonicamente apresentando a proporciona-
lidade esperada com n. Pode-se verificar que α¯/n oscila indo de Cu para Cu4. As aniso-
tropias calculadas para Cun (n 6 4) aumentam do d´ımero para o tetraˆmero. De modo
semelhante a` polarizabilidade de dipolo me´dia calculada, um valor ma´ximo para a aniso-
tropia foi encontrado para o tetraˆmero. Destes dados e das topologias dos aglomerados
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Tabela 4.2: Comparac¸a˜o de valores teo´ricos (esta´ticos) para µ, α¯ e ∆α (em a.u.) de aglomerados
de Cun (n ≤ 4).
Mole´cula Me´todo
µ α¯ ∆α
ADZPa ATZPb AQZPc ADZPa ATZPb AQZPc ADZPa ATZPb AQZPc
Cu BP86 0,0 0,0 0,0 40,71 41,16 42,01 0,0 0,0 0,0
B3LYP 0,0 0,0 0,0 41,73 43,27 43,87 0,0 0,0 0,0
CAM-B3LYP 0,0 0,0 0,0 43,59 45,06 45,52 0,0 0,0 0,0
PBE1PBE 0,0 0,0 0,0 45,58 47,84 48,68 0,0 0,0 0,0
BP86 [159] - 47,02 0,0
Cu2 BP86 0,0 0,0 0,0 74,61 74,86 75,98 46,03 44,43 43,66
B3LYP 0,0 0,0 0,0 74,26 75,74 76,57 47,07 45,27 44,53
CAM-B3LYP 0,0 0,0 0,0 74,98 76,46 77,16 44,85 43,07 42,53
PBE1PBE 0,0 0,0 0,0 76,20 77,97 79,00 44,46 43,56 42,78
BP86d 0,0 76,58 44,01
B3LYPd 0,0 76,56 44,88
CAM-B3LYPd 0,0 77,16 42,78
PBE1PBEd 0,0 78,76 42,95
BP86 [159] - 78,50 39,62
Cu3 BP86 0,2382 0,2502 0,2536 124,14 126,89 128,13 94,47 97,51 97,13
B3LYP 0,2346 0,2432 0,2480 126,51 131,17 132,40 104,26 106,67 106,64
CAM-B3LYP 0,2043 0,2102 0,2160 132,23 137,02 138,02 118,22 121,14 120,93
PBE1PBE 0,2000 0,2103 0,2128 135,02 139,95 141,62 118,97 122,15 122,35
BP86 [159] - 130,06 89,96
Cu4 BP86 0,0 0,0 0,0 152,44 154,12 155,44 134,97 136,95 136,78
B3LYP 0,0 0,0 0,0 151,42 154,69 155,86 138,64 139,22 139,30
CAM-B3LYP 0,0 0,0 0,0 150,51 153,68 154,69 134,55 134,86 135,14
PBE1PBE 0,0 0,0 0,0 154,97 157,96 159,44 139,00 140,19 140,41
BP86 [159] - 151,49 126,24
aInvestigac¸a˜o presente, conjunto de bases gerado na Ref.[36].
bInvestigac¸a˜o presente, conjunto de bases gerado na Ref.[36].
cInvestigac¸a˜o presente, conjunto de bases gerado neste trabalho [41].
dInvestigac¸a˜o presente, conjunto de bases Sapporo-QZP+todas as func¸o˜es difusas gerado na Ref. [27].
de cobre, e´ o´bvio que a anisotropia esta´ diretamente relacionada a` estrutura particular do
aglomerado. De fato, nos aglomerados planares ela aumenta com o aumento do nu´mero
de a´tomos de cobre.
E´ importante notar que a menor e maior polarizabilidades foram sempre obtidas com
BP86 e PBE1PBE, respectivamente, e que a diferenc¸a entre valores extremos pode atingir
14% para os aglomerados ı´mpares. Por outro lado, a dependeˆncia com o conjunto de bases
e´ reduzida para menos da metade deste valor. Isso mostra que existe uma dependeˆncia
forte entre funcional usado e polarizabilidade. Considerando a anisotropia, a situac¸a˜o na˜o
e´ muito diferente. Enta˜o, e´ necessa´ria uma ana´lise mais aprofundada para decidir qual
funcional e´ mais apropriado em tais casos.
Neogrady e colaboradores [160] calcularam as polarizabilidades de um pequeno nu´mero
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de metais usando ca´lculos relativ´ısticos correlacionados de alto n´ıvel. O valor reportado
para o a´tomo de cobre foi 46,50 a.u., que esta´ em concordaˆncia muito boa com o resultado
CAM-B3LYP/AQZP e mais pro´ximo ao valor extremo superior (PBE1PBE) que ao infe-
rior obtido por no´s. Mais recentemente, Calaminici e colaboradores [159] apresentaram
um estudo para todos os ele´trons BP86 de ca´lculos de polarizabilidade esta´tica e aniso-
tropia de aglomerados de cobre com um conjunto de bases de qualidade tripla zeta de
valeˆncia aumentado com sete func¸o˜es de polarizac¸a˜o de campo-induzido. Para Cu, eles
obtiveram α¯= 47,02 a.u., que esta´ muito pro´ximo do valor obtido por Neogrady e entre
nossos resultados CAM-B3LYP e PBE1PBE. Este valor e´ 11,9% maior que o BP86/AQZP.
Certamente, essa diferenc¸a deve ser atribu´ıda aos conjuntos de bases usados por no´s e por
Calaminici. Por outro lado, aumento do tamanho do aglomerado reduz a discrepaˆncia en-
tre resultados BP86 para menos de 3,4%, mostrando uma dependeˆncia menor do conjunto
de bases usado.
Os valores α¯ e ∆α B3LYP de 77,62 e 44,73 a.u. para Cu2 e 151,66 e 133,85 a.u. para
Cu4 reportados previamente [161,162] concordam muito bem com B3LYP/AQZP. Mais
uma vez, a qualquer n´ıvel de teoria, os resultados Cu2 computados com o conjunto de
bases Sapporo-QZP+todas as func¸o˜es difusas sa˜o muito similares a`queles obtidos por no´s.
Para Cu3, um valor de α¯ 137,15 a.u. [163] foi encontrado ao n´ıvel B3PW91, que esta´ entre
nossos resultados B3LYP e CAM-B3LYP.
Cap´ıtulo 5
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Neste trabalho, o GBS de contrac¸a˜o segmentada para todos os ele´trons AQZP (para
K e Sc–Kr) foi gerado [41] com o propo´sito de reduzir o erro de truncamento de conjuntos
de bases. Esse conjunto oferece a vantagem de precisa˜o boa e flexibilidade com poucas
primitivas.
A partir dos nossos resultados, as seguintes concluso˜es podem ser extra´ıdas:
• Para todos os compostos estudados, os resultados de propriedades ele´tricas esta´ticas
mostraram dependeˆncia moderada do conjunto de bases e forte da correlac¸a˜o eletroˆnica.
• Convergeˆncias de resultados de propriedades ele´tricas como uma func¸a˜o do tamanho
do conjunto de bases foram estudadas. Verifica-se que os valores HF, MP2, BP86,
B3LYP, CAM-B3LYP e PBE1PBE decrescem ou crescem monotonicamente com o
aumento da qualidade do conjunto de bases. Isso significa que os resultados esta˜o
convergindo para um valor limite de uma dada propriedade e que os resultados mais
precisos reportados neste trabalho foram obtidos com AQZP.
• Apo´s extensiva comparac¸a˜o com resultados HF e MP2 publicados previamente na
literatura, estamos certos que o conjunto de bases AQZP pode atingir precisa˜o
compara´vel a conjuntos de bases para todos os ele´trons [149,151–154,156] espec´ıficos
para realizarem ca´lculos de propriedades ele´tricas.
• Para K2 e ScF, verificamos que o nu´mero de ele´trons correlacionados desempenha
um papel importante em resultados MP2 e que e´ necessa´rio considerar o efeito
da correlac¸a˜o eletroˆnica caroc¸o-valeˆncia para produzir valores confia´veis. Como o
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custo computacional torna-se proibitivo em estudos, por exemplo, de propriedades
ele´tricas de aglomerados de metais alcalinos de tamanho moderado, acreditamos
que a melhor alternativa e´ DFT.
• Finalmente, verificamos que o funcional CAM-B3LYP mostrou ser uma boa opc¸a˜o
para calcular momento de dipolo ele´trico, mas, para polarizabilidades, PBE1PBE
parece ter um melhor desempenho.
Os conjuntos de bases AXZP (X=D, T e Q) para todos os elementos de H ate´ Xe
esta˜o dispon´ıveis no enderec¸o: http://www.cce.ufes.br/qcgv/pub/
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