The full version of this paper offers two elementary yet precise derivations of an exact formula
Introduction
MergeSort is one of the fundamental sorting algorithms that is being taught in undergraduate Computer Science curricula across the U.S. and elsewhere. Its worst-case performance, measured by the number of comparisons of keys performed while sorting them, is optimal for the class of algorithms that sort inductively 1 by comparisons of keys. 2 Historically, it 3 was the first sorting algorithm to run in O(n lg n) time 4 .
So it seems only fitting to provide an exact formula for MergeSort's worstcase performance and derive it precisely. Unfortunately, many otherwise decent texts offer unnecessarily imprecise 5 variants of it, and some with quite convoluted, incomplete, or incorrect proofs. Due to these imperfections, the fact that the worst-case performance of MergeSort is the same as that of another benchmark sorting algorithm, the binary insertion sort of [5] , has remained unnoticed 6 .
In this paper, I present two outlines 7 of elementary yet precise and complete derivations of an exact formula
lg i = n lg n − 2 lg n + 1
for the maximum number W (n) 8 of comparisons of keys performed by MergeSort on an n-element array. The first of the two, due to its structural regularity, is well worth carefully studying in its own right. 1 Inductive sorting of n keys sorts a set of n − 1 of those keys first, and then "sorts-in" the remaining n-th key. 2 In its standard form analyzed in this paper, MergeSort is not an inductive sorting algorithm. However, its worst-case performance, measured by the number of comparisons of keys performed while sorting them, is equal to the worst-case performance of the binary insertion sort first described by Steinhaus in [5] that is worst-case optimal in the class of inductive sorting algorithms that sort by comparisons of keys; see [3] page 186.
3 A bottom-up version of it, invented by John Neumann. 4 In the worst case. 5 Notable exceptions in this category are [2] and [4] that derive almost exact formulas, but see Section 8 page 16 for a brief critique of the results and their proofs offered there. 6 Even in [3] . 7 The detailed derivations can be found in [9] . 8 Elementary derivation of an exact formula for the best-case performance B(n) of MergeSort, measured by the number of comparisons of keys performed while sorting them, has been done in [8] ; see Section 9 page 19 of this paper.
Unlike some other basic sorting algorithms 9 that run in O(n lg n) time, MergeSort exhibits a remarkably regular 10 worst-case behavior, the elegant simplicity of which has been mostly lost on its rough analyses. In particular, W (n) is linear 11 between the points n = 2 lg n and it linearly interpolates its own lower bound n lg n − n + 1 12 between these points.
What follows is a short version (SV) of a manuscript dated January 20, 2017, of the full version version [9] of this paper that has been posted at:
http://csc.csudh.edu/suchenek/Papers/Analysis_of_MergeSort.pdf
The derivation of the worst case of MergeSort presented here is roughly the same 13 as the one I have been doing in my undergraduate Analysis of Algorithms class. Appendix C shows sample class notes from one of my lectures.
Some Math prerequisites
A manuscript of the full version [9] of this paper contains a clever derivation of a well-known 14 closed-form formula for n i=1 lg i . It proves insightful in my worst-case analysis of MergeSort as its right-hand side will occur on page 8 in the fundamental equality (5) and serve as an instrument to derive the respective exact formula for MergeSort's worst-case behavior.
Lemma 2.1. For every integer n ≥ 1,
Proof in [9] .
From this one can easily conclude that:
9 For instance, Heapsort; see [7] for a complete analysis of its worst-case behavior. 10 As revealed by Theorem 5.2, page 10. 11 See Figure 4 page 11. 12 Given by the left-hand side of the inequality (12) page 11. 13 Except for the present proof of Lemma 2.1 which I haven't been using in my class.
14 See [3] .
Corollary 2.2. For every integer n ≥ 1,
3. MergeSort and its worst-case behavior W (n)
A call to MergeSort inherits an n-element array A of integers and sorts it non-decreasingly, following the steps described below.
Algorithm MergeSort 3.1. To sort an n-element array A do:
elements of A to a recursive call to MergeSort, (b) pass the last n 2 elements of A to another recursive call to MergeSort, (c) linearly merge, by means of a call to Merge, the non-decreasingly sorted arrays that were returned from those calls onto one nondecreasingly sorted array A , of MergeSort is defined as the maximum number of comps it performs while sorting an array of n distinct 16 elements. Clearly, if n = 0 then W (n) = 0. From this point on, I am going to assume that n ≥ 1.
17
Since no comps are performed outside Merge, W (n) can be computed as the sum of numbers of comps performed by all calls to Merge during the execution of MergeSort. The following classic results will be useful in my analysis.
Theorem 3.3. The maximum number of comps performed by Merge on two sorted list of total number n of elements is n − 1.
Proof (constructive, with Java code that generates worst cases shown in the Appendix B) in [9] .
Moreover, if the difference between the lengths of merged list is not larger than 1 then no algorithm that merges sorted lists by means of comps beats Merge in the worst case, that is, has a lower than n − 1 maximum number of comps.
18 This fact makes MergeSort optimal in the intersection of the class of sorting algorithms that sort by merging two sorted lists of lengths' difference not larger than 1
19 with the class of sorting algorithms that sort by comps.
4.
An easy yet precise derivation of W (n)
MergeSort is a recursive algorithm. If n ≥ 2 then it spurs a cascade of two or more recursive calls to itself. A rudimentary analysis of the respective recursion tree T n , shown on Figure 2 , yields a neat derivation of the exact formula for the maximum number W (n) of comps that MergeSort performs on an n-element array. A sketch of the recursion 2-tree T n for MergeSort for a sufficiently large n, with level numbers shown on the left and the numbers of nodes in the respective level shown on the right. The nodes correspond to calls to MergeSort and show sizes of (sub)arrays passed to those calls. The last non-empty level is h. The empty levels (all those numbered > h) are not shown. The root corresponds to the original call to MergeSort. If a call that is represented by a node p executes further recursive calls to MergeSort then these calls are represented by the children of p; otherwise p is a leaf. The wavy line ¬¬¬¬ represents a path in T n .
The idea behind the derivation is strikingly simple. It is based on the observation 20 that for every k ∈ N, the maximum number C k of comps performed at each level 21 k of T n is given by this neat formula:
Since
the Corollary 2.2 will allow me to conclude from (3) and (4) the main result of this paper 23 :
The missing details 24 in the above sketch are in [9] . Naturally, their only purpose is to prove the equality (3) for all k ∈ N, as the rest, shown in (5), easily follows from it. In particular, we get:
The Main Theorem 4.1. The number W (n) of comparisons of keys that MergeSort performs in the worst case while sorting an n-element array is
From that we can conclude a usual rough characterization of W (n):
20 Which I prove in [9] as Theorem 4.6, page 14. 21 Empty or not. 22 It is a simplification of formulas used in derivation presented in [2] and discussed in Section 8 page 16; in particular, it does not refer to the depth h of the decision tree T n .
23 This is how I have been deriving it in my undergraduate Analysis of Algorithms class for some 15 years or so, now.
24 Which I did not show in my Analysis of Algorithms class.
Therefore, W (n) ∈ Θ(n log n).
The occurrence of n i=1 lg i in (6) allows to conclude that W (n) is exactly equal 25 to the number of comparisons of keys that the binary insertion sort, considered by H. Steinhaus in [5] and analyzed in [3] , performs in the worst case. Since the binary insertion sort is known to be worst-case optimal 26 in the class of algorithms that perform incremental sorting, MergeSort is worst-case optimal in that class 27 , too. From this and from the observation at the end of Section 3, page 6, I conclude that no algorithm that sorts by merging two sorted lists and only by means of comps is worst-case optimal in the class of algorithms that sort by means of comps as it must perform 8 comps in the worst case while sorting 5 elements 28 , while one can sort 5 elements by means of comps with no more than 7 comps.
Close smooth bounds on W (n)
Our formula for W (n) contains a function ceiling that is harder to analyze than arithmetic functions and their inverses. In this Section, I outline a derivation of close lower and upper bounds on W (n) that are expressible by simple arithmetic formulas. I show that these bounds are the closest to W (n) in the class of functions of the form n lg n + cn + 1, where c is a real constant. The detailed derivation and missing proofs can be found in [9] .
Using the function ε (analyzed briefly in [3] and [7] ), a form of which is shown on Figure 3 , given by:
one can conclude 29 that, for every n > 0,
25 [3] contains no mention of that fact. 26 With respect to the number of comparisons of keys performed. 27 Although it is not a member of that class. 28 They can be split in two: 1 plus 4, and follow the binary insertion sort, or 2 plus 3, and follow MergeSort.
29 See [7] , Thm. 12.2 p. 94 for a proof.
which yields W (n) = n(lg n + ε − 1) + 1 = n lg n + (ε − 1)n + 1. Property 5.1. Function ε given by (7) is a continuous function of n on the set of reals > 0. It assumes the minimum 0 for every n = 2 lg n and the maximum δ = 1 − lg e + lg lg e ≈ 0.0860713320559342,
30
(10)
and only such n. The function ε restricted to integers never reaches the value δ. However, δ is the supremum of ε restricted to integers.
Proof in [9] . Characterization (9) and Property 5.1 yield close smooth bounds of W (n). They are both of the form n lg n + cn + 1 and they sandwich tightly W (n) between each other. If one sees W (n) as an infinite polygon 31 , its lower bound circumscribes it and its upper bound inscribes it. 30 The constant 1 − lg e + lg lg e has been known as the Erdös constant δ. Erdös used it around 1955 in order to establish an asymptotic upper bound for the number M (k) of different numbers in a multiplication table of size k × k by means of the following limit:
Theorem 5.2. W (n) is a continuous concave function, linear between the points n = 2 lg n , that for every n > 0 satisfies this inequality:
with the left ≤ becoming = for every n = 2 lg n and the right ≤ becoming = for every n = 2 lg n+lg lg e ln 2, and only for such n. Moreover, the graph of W (n) is tangent to the graph of n lg n−(1−δ)n+1 at the points n = 2 lg n+lg lg e ln 2, and only at such points.
Proof in [9] . : W (n) = n lg n − 2 lg n + 1 (the middle line) and its bounds n lg n − n + 1 and n lg n − (1 − δ)n + 1 ≈ n lg n − 0.913n + 1, all three treated as functions of a positive real variable n, plotted for n ∈ [1, 6] . W (n) is linear between the points n = 2 lg n and it linearly interpolates its lower bound n lg n − n + 1 between these points. Its upper bound n lg n − (1 − δ)n + 1 inscribes it and is tangent to it at the points n = 2 lg n+lg lg e ln 2.
The bounds given by (12) are really close 32 to the exact value of W (n), as it is shown on Figure 4 page 11. The exact value n lg n − 2 lg n + 1 is a continuous function (if n is interpreted as a real variable) despite that it incorporates discontinuous function ceiling. Note 5.3. It seems interesting that W (n) = n lg n − 2 lg n + 1 (whether n is interpreted as a real variable or an integer variable) is linear between points n = 2 lg n and linearly interpolates its own lower bound n lg n − n + 1 between these points.
For n restricted to positive integers, the inequality (12) can be slightly enhanced by replacing the ≤ symbol with <, with the following result.
Theorem
Theorem 5.4 can be reformulated as follows.
Corollary 5.5.
Proof in [9] . No upper bound of W (n) that has a form n lg n − cn + 1 can coincide with W (n) at any integer n, as the following fact ascertains.
Corollary 5.6. There is no constant c such that for every integer n ≥ 1,
and for some integer n ≥ 1,
In particular 33 ,
Moreover, we can conclude from Theorem 5.4 the following fact.
Corollary 5.7. 1 − δ is the greatest constant c such that for every integer n ≥ 1,
Since for any integer n ≥ 1, W (n) is integer, the lower bound given by (12) yields
By virtue of Corollary 5.7, for some integers n ≥ 1,
Although the bounds given by (19) 35 are tighter than those given by (12), they nevertheless involve the discontinuous ceiling function, so that they may not be as easy to visualize or analyze as some differentiable functions, thus losing their advantage over the precise formula W (n) = n lg n − 2 lg n + 1. Therefore, the bounds given by (12) appear to have an analytic advantage over those given by (19).
Other properties of the recursion tree T n
This sections contains some well-known auxiliary facts that I didn't need for the derivation of the exact formula for W (n) but am going to derive from the Main Lemma 4.1 of [9] for the sake of a thoroughness of my analysis of the decision tree T n . Theorem 6.1. The depth h of the recursion tree T n is h = lg n .
(21)
Note 6.2. Theorem 6.1 allows for quick derivation of fairly close upper bound on the number of comps performed by MergeSort on an n-element array.
Since at each level of T n less than n comparisons are performed by Merge and at level h no comps are performed, and there are h = lg n levels below level h, the total number of comps is not larger than (n − 1)h = (n − 1)( lg n ) < (n − 1)(lg n + 1) ∈ O(n log n).
34 For instance, for n = 11. 35 Almost the same bounds were given in [2] ; see Section 8 for more details on this.
A cut of a tree T n is a set Γ of nodes of T such that every branch 36 in T n has exactly one element in Γ.
Theorem 6.3. The sum of values shown at the elements of any cut of T n is n.
Proof in [9] . Theorem 6.4. The number of leaves in the recursion tree T n is n.
The following corollary provides some statistics about recursive calls to MergeSort. S n = n lg n − 2 lg n + 2n = n(lg n + ε + 1).
(iv) The average size A n of array passed to any recursive call to MergeSort while sorting an n-element array is:
Here is a very insightful property. It states that MergeSort is splitting its input array fairly evenly 37 so that at any level of the recursive tree, the difference between the lengths of the longest sub-array and the shortest subarray is ≤ 1. This fact is the root cause of good worst-case performance of MergeSort.
36 A maximal path. 37 The sizes of the sub-arrays passed to recursive calls at any non-empty level k of the decision tree T n above the last non-empty level h are the same as the sizes of the elements of the maximally even partition of an n-element set onto 2 k subsets.
Property 6.6. The difference between values shown by any two nodes in the same level of of the recursion tree T n is ≤ 1.
Proof in [9] . Property 6.6 has this important consequence that Merge is, by virtue of the observation on page 6 after the Theorem 3.3 page 6, worst-case comparisonoptimal while merging any two sub-arrays of the same level of the recursion tree. Thus the worst-case of MergeSort cannot be improved just by replacing Merge with some tricky merging X as long as X merges by means of comparisons of keys. Proof. Proof follows from the above observation.
Since a parent must show a larger value than any of its children, the Property 6.6 has also the following consequence.
Corollary 6.8. The leaves in the recursion tree T n can only reside at the last two non-empty levels of T n .
Proof. Proof follows from the Property 6.6 as the above observation indicates.
As a result, one can conclude
38 that the recursion tree T n has the miminum internal and external path lengths among all binary trees on 2n − 1 nodes. Since all nodes at the level h of the recursion tree T n are leaves and show value 1, no node at level h − 1 can show a value > 2. Indeed, level h − 1 may only contain leaves, that show value 1, and parents of nodes of level h that show value 1 + 1 = 2. This observation and the previous result allow for easy characterization of contents of the last two non-empty levels of tree T n .
Corollary 6.9. For every n ≥ 2:
(i) there are 2 h − n leaves, all showing value 1, at the level h − 1,
(ii) there are n − 2 h−1 non-leaves, all showing value 2, at the level h − 1, and (iii) there are 2n − 2 h 39 nodes, all leaves showing value 1, at the level h of the recursion tree T n , where h is the depth 40 of T n .
A derivation of W (n) without references to the recursion tree
In order to formally prove Theorem 4.1 without any reference to the recursion tree, I use here the well-known 41 recurrence relation
that easily follows from the description (Algorithm 3.1 page 5) of MergeSort, steps 2a, 2c and Theorem 3.3. I am going to prove, by direct inspection, that the function W (n) defined by (6) satisfies equations (25) and (26).
The details of the proof are in [9] .
Other work
Although some variants of parts of the formula (6) appear to have been known for quite some time now, even otherwise precise texts offer derivations that leave room for improvement. For instance, the recurrence relation for MergeSort analyzed in [4] asserts that the least number of comparisons of keys performed outside the recursive calls, if any, that suffice to sort an array of size n is n rather than n − 1. This seemingly inconsequential variation results in a solution
42 on page 2, Exercise 1.4, rather than the correct formula (5) W (n) = n i=1 lg i derived in this paper. (Also, 39 This value shows in the lower right corner of Figure 2 page 7 of a sketch of the recursion tree T n ; it was not need needed for the derivation of the main result (6) page 8, included for the sake of completeness only. 40 The level number of the last non-empty level of T n . 41 For instance, derived in [1] and [2] . 42 I saw W (n) = n−1 i=1 lg i on slides that accompany [4] .
the relevant derivations presented in [4] , although quite clever, are not nearly as precise and elementary as those presented in this paper.) As a result, the fact that MergeSort performs exactly the same number of comparisons of keys as does another classic, binary insertion sort, considered by H. Steinhaus and analyzed in [3] , remains unnoticed.
Pages 176 -177 of [2] contain an early sketch of proof of
where h is the depth of the recursion tree T n , with remarkably close 43 bounds given by (28) page 18. It is similar 44 to a simpler derivation based on the equality (3), presented in this paper in Section 4 and outlined in (5) page 8 (except for the n i=1 lg i part), which it predates by several years. The [2] 's version of the decision tree T n (Figure 4 .14 page 177 of [2] , shown here on Figure 5 ) was a re-use of a decision tree for the special case of n = 2 lg n , with an ambiguous, if at all correct 45 , comment in the caption that "[w]henever a node size parameter is odd, the left child size parameter is rounded up 46 and the right child size is rounded down 47 ." The proof of the fact, needed for the derivation in [2] , that T n had no leaves outside its last two levels (Corollary 6.8 page 15, not needed for the derivation presented in Section 4) was waved with a claim "[w]e can 48 determine that [...]"
43 Although not 100 percent correct. 44 The idea behind the sketch of the derivation in [2] was based on an observation that
where B was the number of leaves at the level h − 1 of the decision tree T n ; it was sketchily derived from the recursion tree shown on Figure 5 and properties stated in the Corollary 6.9 page 15 (with only a sketch of proof in [2] ) not needed for the derivation presented in Section 4. 45 It may be interpreted as to imply that for any level k, all the left-child sizes at level k are the same and all the right-child sizes at level k are the same, neither of which is a valid statement. Although h was claimed in [2] to be equal to lg(n+1) 49 (and not to the correct lg n given by the equality (21) page 13, a fact not needed for the derivation presented in Section 4), somehow the mostly correct conclusion 50 was inferred from it, however, with no details offered -except for a mention that a function α that satisfies h = lg n + lg α, similar to function ε shown on Figure 3 page 10, was used. It stated that (Theorem 4.6, page 177, in [2] ):
It follows from (20) page 13 that the constant 0.914 that appears in (28) is incorrect. It was a rounding error 51 , I suppose, that produced a false upper bound 52 .
49 Which claim must have produced an incorrect formula n lg(n + 1) − 2 lg(n+1) + 1 for W (n) and precluded concluding the neat characterization W (n) = n i=1 lg i . For instance, it produced this array of integers between 1 and 500: 189, 190, 193, 191, 192, 194, 201, 195, 196, 197, 200, 198, 199, 202, 216, 203, 204, 205, 208, 206, 207, 209 . I used it transformatively in my class for nonprofit education, criticism, and comment purposes only, and not for any other purpose, as prescribed by U.S. Code Tittle 17 Chapter 1 para 107 that established the "fair use" exception of copyrighted material.
