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Abstract
Counting is a fundamental operation. For exam-
ple, counting the αth frequency moment, F(α) =∑D
i=1At[i]
α
, of a streaming signalAt (where t de-
notes time), has been an active area of research, in
theoretical computer science, databases, and data
mining. When α = 1, the task (i.e., counting the
sum) can be accomplished using a counter. When
α 6= 1, however, it becomes non-trivial to design a
small space (i.e., low memory) counting system.
Compressed Counting (CC) is proposed for effi-
ciently computing the αth frequency moment of a
data stream At, where 0 < α ≤ 2. CC is ap-
plicable if the streaming data follow the Turnstile
model, with the restriction that at the time t for the
evaluation, At[i] ≥ 0, ∀i ∈ [1, D], which includes
the strict Turnstile model as a special case. For
data streams in practice, this restriction is minor.
The underlying technique is skewed stable random
projections, which captures the intuition that, when
α = 1 a simple counter suffices, and when α =
1±∆ with small ∆, the sample complexity should
be low (continuously as a function of ∆). We show








, where G = O (ǫ) as ∆ → 0. In other





The case ∆→ 0 is practically very important. It is
now well-understood that one can obtain good ap-
proximations to the entropies of data streams using
the αth moments with α = 1 ±∆ and very small
∆. For statistical inference using the method of
moments, it is sometimes reasonable use the αth
moments with α very close to 1. As another exam-
ple, ∆ might be the “decay rate” or “interest rate,”
which is usually small. Thus, Compressed Count-
ing will be an ideal tool, for estimating the total
value in the future, taking in account the effect of
decaying or interest accruement.
Finally, our another contribution is an algorithm
for approximating the logarithmic norm,PDi=1 logAt[i],
and the logarithmic distance,PDi=1 log |At[i]−Bt[i]|.
The logarithmic norm arises in statistical estima-
tions. The logarithmic distance is useful in ma-
chine learning practice with heavy-tailed data.
1 Introduction
This paper focuses on counting, which is among the most
fundamental operations in almost every field of science and
engineering. Computing the sum PDi=1 At[i] is the simplest
counting (t denotes time). Counting the αth momentPDi=1At[i]α
is more general. When α→ 0+,PDi=1Ai[i]α counts the total




the “energy” or “power” of the signal At. If At actually out-
puts the power of an underlying signal Bt, counting the sumPD





Here,At denotes a time-varying signal, for example, data
streams[8, 5, 10, 2, 4, 17]. In the literature, the αth frequency





CountingF(α) for massive data streams is practically im-
portant, among many challenging issues in data stream com-
putations. In fact, the general theme of “scaling up for high
dimensional data and high speed data streams” is among the
“ten challenging problems in data mining research.”
Because the elements, At[i], are time-varying, a naı´ve
counting mechanism requires a system ofD counters to com-
pute F(α) exactly. This is not always realistic when D is
large and we only need an approximate answer. For exam-
ple, D may be 264 if At records the arrivals of IP addresses.
Or, D can be the total number of checking/savings accounts.
Compressed Counting (CC) is a new scheme for approx-
imating the αth frequency moments of data streams (where
0 < α ≤ 2) using low memory. The underlying technique is
based on what we call skewed stable random projections.
1.1 The Data Models
We consider the popular Turnstile data stream model [17].
The input stream at = (it, It), it ∈ [1, D] arriving sequen-
tially describes the underlying signal A, meaning At[it] =
At−1[it]+ It. The increment It can be either positive (inser-
tion) or negative (deletion). Restricting It ≥ 0 results in the
cash register model. Restricting At[i] ≥ 0 at all t (but It can
still be either positive or negative) results in the strict Turn-
stile model, which suffices for describing most (although not
all) natural phenomena. For example[17], in a database, a
record can only be deleted if it was previously inserted. An-
other example is the checking/savings account, which allows
deposits/withdrawals but generally does not allow overdraft.
Compressed Counting (CC) is applicable when, at the
time t for the evaluation, At[i] ≥ 0 for all i. This is more
flexible than the strict Turnstile model, which requiresAt[i] ≥
0 at all t. In other words, CC is applicable when data streams
are (a) insertion only (i.e., the cash register model), or (b)
always non-negative (i.e., the strict Turnstile model), or (c)
non-negative at check points. We believe our model suffices
for describing most natural data streams in practice.
With the realistic restriction that At[i] ≥ 0 at t, the defi-














In other words, for F(1), we need only a simple counter to
accumulate all values of increment/decrement It.
For α 6= 1, however, counting (2) is still a non-trivial
problem. Intuitively, there should exist an intelligent count-
ing system that performs almost like a simple counter when
α = 1±∆ with small ∆. The parameter ∆ may bear a clear
physical meaning. For example, ∆ may be the “decay rate”
or “interest rate,” which is usually small.
The proposed Compressed Counting (CC) provides such
an intelligent counting systems. Because its underlying tech-
nique is based on skewed stable random projections, we pro-
vide a brief introduction to skewed stable distributions.
1.2 Skewed Stable Distributions
A random variable Z follows a β-skewed α-stable distribu-
tion if the Fourier transform of its density is[21]
FZ(t) = E exp










where −1 ≤ β ≤ 1 and F > 0 is the scale parameter. We
denote Z ∼ S(α, β, F ). Here 0 < α ≤ 2. When α < 0,
the inverse Fourier transform is unbounded; and when α >
2, the inverse Fourier transform is not a probability density.
This is why Compressed Counting is limited to 0 < α ≤ 2.
Consider two independent variables,Z1, Z2 ∼ S(α, β, 1).
For any non-negative constants C1 and C2, the “α-stability”
follows from properties of Fourier transforms:
Z = C1Z1 + C2Z2 ∼ S (α, β,Cα1 + Cα2 ) .
However, if C1 andC2 do not have the same signs, the above
“stability” does not hold (unless β = 0 or α = 2, 0+). To
see this, we consider Z = C1Z1 − C2Z2, with C1 ≥ 0 and



















which does not represent a stable law, unless β = 0 or α = 2,
0+. This is the fundamental reason why Compressed Count-
ing needs the restriction that at the time of evaluation, ele-
ments in the data streams should have the same signs.
1.3 Skewed Stable Random Projections













meaning RTAt represents one sample of the stable distribu-
tion whose scale parameter F(α) is what we are after.
Of course, we need more than one sample to estimate
F(α). We can generate a matrix R ∈ RD×k with each entry
rij ∼ S(α, β, 1). The resultant vector X = RTAt ∈ Rk




, j = 1 to k.
Note that this is a linear projection; and recall that the
Turnstile model is also linear. Thus, skewed stable random
projections can be applicable to dynamic data streams. For
every incoming at = (it, It), we update xj ← xj + ritjIt
for j = 1 to k. This way, at any time t, we maintain k i.i.d.
stable samples. The remaining task is to recover F(α), which
is a statistical estimation problem.
1.4 Counting in Statistical/Learning Applications
The method of moments is often convenient and popular in
statistical parameter estimation. Consider, for example, the
three-parameter generalized gamma distributionGG(θ, γ, η),
which is highly flexible for modeling positive data, e.g., [15].
IfX ∼ GG(θ, γ, η), then the first three moments are E(X) =
θγ, Var(X2) = θγ2, E (X − E(X))3 = (η + 1)θγ3. Thus,
one can estimate θ, γ and η from D i.i.d. samples xi ∼
GG(θ, γ, η) by counting the first three empirical moments
from the data. However, some moments may be (much) eas-
ier to compute than others if the data xi’s are collected from
data streams. Instead of using integer moments, the param-





i , for three different values ofα. Because
D is very large, any consistent estimator is likely to provide
a good estimate. Thus, it might be reasonable to choose α
mainly based on the computational cost. See Appendix A
for comments on the situation in which one may also care
about the relative accuracy caused by different choices of α.
The logarithmic norm
∑D
i=1 log xi arises in statistical es-
timation, for example, the maximum likelihood estimators
for the Pareto and gamma distributions. Since it is closely
connected to the moment problem, Section 4 provides an al-
gorithm for approximating the logarithmic norm, as well as
for the logarithmic distance; the latter can be quite useful
in machine learning practice with massive heavy-tailed data
(either dynamic or static) in lieu of the usual l2 distance.
Entropy is also an important summary statistic. Recently
[20] proposed to approximate the entropy moment∑Di=1 xi log xi
using the αth moments with α = 1±∆ and very small ∆.
1.5 Comparisons with Previous Studies
Pioneered by[1], there have been many studies on approxi-
mating the αth frequency moment F(α). [1] considered in-
teger moments, α = 0, 1, 2, as well as α > 2. Soon after,
[5, 9] provided improved algorithms for 0 < α ≤ 2. [18, 3]
proved the sample complexity lower bounds for α > 2. [19]
proved the optimal lower bounds for all frequency moments,
except for α = 1, because for non-negative data, F(1) can
be computed essentially error-free with a counter[16, 6, 1].
[11] provided algorithms for α > 2 to (essentially) achieve
the lower bounds proved in [18, 3].
Note that an algorithm, which “achieves the optimal bound,”
is not necessarily practical because the constant may be very
large. In a sense, the method based on symmetric stable ran-
dom projections[10] is one of the few successful algorithms
that are simple and free of large constants. [10] described the
procedure for approximatingF(1) in data streams and proved
the bound for α = 1 (although not explicitly). For α 6= 1,
[10] provided a conceptual algorithm. [14] proposed vari-
ous estimators for symmetric stable random projections and
provided the constants explicitly for all 0 < α ≤ 2.
None of the previous studies, however, captures of the
intuition that, when α = 1, a simple counter suffices for
computingF(1) (essentially) error-free, and when α = 1±∆
with small ∆, the sample complexity (number of projections,
k) should be low and vary continuously as a function of ∆.
Compressed Counting (CC) is proposed for 0 < α ≤ 2
and it works particularly well when α = 1±∆ with small ∆.
This can be practically very useful. For example, ∆ may be
the “decay rate” or the “interest rate,” which is usually small;
thus CC can count the total value in the future taking into
account the effect of decaying or interest accruement. In pa-
rameter estimations using the method of moments, one may
choose the αth moments with α close 1. Also, one can ap-
proximate the entropy moment using the αth moments with
α = 1±∆ and very small ∆[20].
Our study has connections to the Johnson-Lindenstrauss
Lemma[12], which proved k = O (1/ǫ2) at α = 2. An anal-
ogous bound holds for 0 < α ≤ 2[10, 14]. The dependency
on 1/ǫ2 may raise concerns if, say, ǫ ≤ 0.1. We will show
that CC achieves k = O(1/ǫ) in the neighborhood of α = 1.
1.6 Two Statistical Estimators
Recall that Compressed Counting (CC) boils down to a sta-
tistical estimation problem. That is, given k i.i.d. samples
xj ∼ S
(
α, β = 1, F(α)
)
, estimate the scale parameter F(α).
Section 2 will explain why we fix β = 1.
Part of this paper is to provide estimators which are con-
venient for theoretical analysis, e.g., tail bounds. We pro-
vide the geometric mean and the harmonic mean estimators,
whose asymptotic variances are illustrated in Figure 1.




































. We plot the V values for the
geometric mean and the harmonic mean estimators, along
with the V values for the geometric mean estimator in [14]
(symmetric GM). When α→ 1, our method achieves an “in-
finite improvement” in terms of the asymptotic variances.




















κ(α) = α, if α < 1, κ(α) = 2− α, if α > 1.
Fˆ(α),gm is unbiased. We prove the sample complexity
explicitly and show k = O (1/ǫ) suffices for α around 1.

































It is considerably more accurate than Fˆ(α),gm and its
sample complexity bound is also provided in an explicit
form. Here Γ(.) is the usual gamma function.
1.7 Paper Organization
Section 2 begins with analyzing the moments of skewed sta-
ble distributions, from which the geometric mean and har-
monic mean estimators are derived. Section 2 is then devoted
to the detailed analysis of the geometric mean estimator.
Section 3 analyzes the harmonic mean estimator. Section
4 addresses the application of CC in statistical parameter es-
timation and an algorithm for approximating the logarithmic
norm and distance. The proofs are presented as appendices.
2 The Geometric Mean Estimator
We first prove a fundamental result about the moments of
skewed stable distributions.











































































κ(α) = α if α < 1, and κ(α) = 2− α if α > 1.






















Γ (1− λ) .
Proof: See Appendix B. 
Recall that Compressed Counting boils down to estimat-
ing F(α) from these k i.i.d. samples xj ∼ S(α, β, F(α)).









































The following Lemma shows that the variance of Fˆ(α),gm,β
decreases with increasing β ∈ [0, 1].
































































is a decreasing function of β ∈ [0, 1].


































is a deceasing function of β ∈ [0, 1]. 
Therefore, for attaining the smallest variance, we take
β = 1. For brevity, we simply use Fˆ(α),gm instead of Fˆ(α),gm,1.
In fact, the rest of the paper will always consider β = 1 only.




































Here, κ(α) = α, if α < 1, and κ(α) = 2− α if α > 1.
Lemma 3 concerns the asymptotic moments of Fˆ(α),gm.























→ exp (−γe (α− 1)) , (5)
monotonically with increasing k (k ≥ 2), where γe =














































































Proof: See Appendix C. 
In (4), the denominator Dgm depends on k for small k.
For convenience in analyzing tail bounds, we consider an
asymptotically equivalent geometric mean estimator:







Lemma 4 provides the tail bounds for Fˆ(α),gm,b and Fig-
ure 2 plots the tail bound constants. One can infer the tail
bounds for Fˆ(α),gm from the monotonicity result (5).
Lemma 4 The right tail bound:
Pr
“








, ǫ > 0,
and the left tail bound:
Pr
“








, 0 < ǫ < 1,
ǫ2
GR,gm





































CR and CL are solutions to














´ − ψ (αCR)α+ ψ (1− CR) = 0,
















− ψ (αCL)α+ ψ (CL) = 0.
Here ψ(z) = Γ
′(z)
Γ(z) is the “Psi” function.
Proof: See Appendix D. 

























(a) Right bound, α < 1





















(b) Right bound, α > 1





















(c) Left bound, α < 1

























(d) Left bound, α > 1
Figure 2: The tail bound constants of Fˆ(α),gm,b in Lemma 4.
It is important to understand the behavior of the tail bounds
as α = 1 ±∆ → 1. (α = 1 −∆ if α < 1; and α = 1 + ∆
if α > 1.) See more comments in Appendix A. Lemma 5
describes the precise rates of convergence.
Lemma 5 For fixed ǫ, as α→ 1 (i.e., ∆→ 0),
GR,gm =
ǫ2
log(1 + ǫ)− 2
p




If α > 1, then
GL,gm =
ǫ2
− log(1− ǫ)− 2
p



































































































(d) Left bound, α > 1
Figure 3: The tail bound constants proved in Lemma 4 and
the approximations in Lemma 5, for small ∆.
Figure 3 plots the constants for small values of ∆, along
with the approximations suggested in Lemma 5. Since we
usually consider ǫ should not be too large, we can write, as
α → 1, GR,gm = O (ǫ) and GL,gm = O (ǫ) if α > 1;











, which is extremely fast.
The sample complexity bound is then straightforward.
Lemma 6 Using the geometric mean estimator, it suffices to





so that the error will be within a 1 ± ǫ
factor with probability 1−δ, whereG = max(GR,gm, GL,gm).
In the neighborhood of α = 1, k = O ( 1ǫ log 2δ
)
only.
3 The Harmonic Mean Estimator
For α < 1, the harmonic mean estimator can considerably
improve Fˆ(α),gm. Unlike the harmonic mean estimator in
[14], which is useful only for small α and has no exponential
tail bounds except for α = 0+, the harmonic mean estimator
in this study has very nice tail properties for all 0 < α < 1.
The harmonic mean estimator takes advantage of the fact
that if Z ∼ S(α < 1, β = 1, F(α)), then E
(|Z|λ) = E (Zλ)
exists for all −∞ < λ < α.
Lemma 7 Assume k i.i.d. samples xj ∼ S(α < 1, β =



















































The right tail bound of Fˆ(α),hm is, for ǫ > 0,
Pr
“






































The left tail bound of Fˆ(α),hm is, for 0 < ǫ < 1,
Pr
“











































1− ǫ = 0
Proof: See Appendix F. .





















(a) Right tail bound constant

















(b) Left tail bound constant
Figure 4: The tail bound constants of Fˆ(α),hm in Lemma 7,
which are considerably smaller, compared to Figure 2(a)(c).
4 The Logarithmic Norm and Distance
The logarithmic norm and distance can be important in prac-
tice. Consider estimating the parameters from D i.i.d. sam-
ples xi ∼ Gamma(θ, γ). The density function is fX(x) =
xθ−1 exp(−x/γ)
γθΓ(θ)







xi/γ −Dθ log(γ)−D log Γ(θ).




, x ≥ 1, and the likelihood equation is




Therefore, the logarithmic norm occurs at least in the
content of maximum likelihood estimations of common dis-
tributions. Now, consider the data xi’s are actually the el-
ements of data streams At[i]’s. Estimating
∑D
i=1 logAt[i]
becomes an interesting and practically meaningful problem.


















































which can be shown by Taylor expansions.
Therefore, we obtain one solution to approximating the
logarithmic norm using very small α. Of course, we have
assumed that At[i] > 0 strictly. In fact, this also suggests
an approach for approximating the logarithmic distance be-
tween two streams
∑D
i=1 log |At[i]−Bt[i]|, provided we use
symmetric stable random projections.
The logarithmic distance can be useful in machine learn-
ing practice with massive heavy-tailed data (either static or
dynamic) such as image and text data. For those data, the
usual l2 distance would not be useful without “term-weighting”
the data; and taking logarithm is one simple weighting scheme.
Thus, our method provides a direct way to compute pairwise
distances, taking into account data weighting automatically.
One may be also interested in the tail bounds, which,
however, can not be expressed in terms of the logarithmic

























































, 0 < ǫ < 1
If Fˆ(α),gm is used, we just replace the corresponding con-
stants in the above expressions. If we are interested in the
logarithmic distance, we simply apply symmetric stable ran-
dom projections and use an appropriate estimator of the dis-
tance; the corresponding tail bounds will have same format.
5 Conclusion
Counting is a fundamental operation. In data streams At[i],
i ∈ [1, D], counting the αth frequency moments F(α) =∑D
i=1At[i]
α has been extensively studied. Our proposed
Compressed Counting (CC) takes advantage of the fact that
most data streams encountered in practice are non-negative,
although they are subject to deletion and insertion. In fact,
CC only requires that at the time t for the evaluation,At[i] ≥
0; at other times, the data streams can actually go below zero.
Compressed Counting successfully captures the intuition
that, when α = 1, a simple counter suffices, and when α =
1 ± ∆ with small ∆, an intelligent counting system should
require low space (continuously as a function of ∆). The
case with small ∆ can be practically important. For exam-
ple, ∆ may be the “decay rate” or “interest rate,” which is
usually small. CC can also be very useful for statistical pa-
rameter estimation based on the method of moments. Also,
one can approximate the entropy moment using the αth mo-
ments with α = 1±∆ and very small ∆.
Compared with previous studies, e.g., [10, 14], Com-
pressed Counting achieves, in a sense, an “infinite improve-
ment” in terms of the asymptotic variances when ∆ → 0.
Two estimators based on the geometric mean and the har-
monic mean are provided in this study, including their vari-
ances, tail bounds, and sample complexity bounds.
We analyze our sample complexity bound k = G 1ǫ2 log
2
δ
at the neighborhood of α = 1 and show G = O (ǫ) at
small ∆. This implies that our bound at small ∆ is actu-




, which is required in
the Johnson-Lindenstrauss Lemma and its various analogs.
Finally, we propose a scheme for approximating the log-
arithmic norm and the logarithmic distance, useful in statis-
tical parameter estimation and machine learning practice.
We expect that new algorithms will soon be developed
to take advantage of Compressed Counting. For example,
via private communications, we have learned that a group is
vigorously developing algorithms using projections with α =
1±∆ very close to 1, where ∆ is their important parameter.
A An Example of Method of Moments
We provide a (somewhat contrived) example of the method
of moments. Suppose the observed data xi’s are from data
streams and suppose the data follows a gamma distribution
xi ∼ Gamma(θ, 1), i.i.d. Here, we only consider one pa-
rameter θ so that we can analyze the variance easily.
Suppose we estimate θ using the αth moment. Because























By the ”delta method” (i.e., Var(h(x)) ≈ Var(x)(h′(E(x)))2)













(ψ(α+ θ)− ψ(θ))2 .
One can verify Var(θˆ) increases monotonically with in-
creasing α ∈ [0,∞). Because xi’s are from data streams,
we apply Compressed Counting for the αth moment. Sup-
pose we consider the difference in the estimation accuracy at
different α is not important (because D is large). Then we
simply let α = 1. In case we need to estimate two parame-
ters, we might choose α = 1 and another α close to 1.
Now suppose we actually care about both the estimation
accuracy (which favors smaller α) and the computational ef-
ficiency (which favors α = 1), we then need to balance this
trade-off by choosing α. To do so, we need to know the pre-
cise behavior of Compressed Counting in the neighborhood
of α = 1, as well as the precise behavior of θˆ, i.e., its tail
bounds (not just variance). Thus, our analysis on the conver-
gence rates in Lemma 5 will be very useful.
B Proof of Lemma 1
Assume Z ∼ S(α, β, F(α)). To prove E
(|Z|λ) for −1 <














Γ (1− λ) cos
−λ/α (πβBκ(α)/2)
where we denote
κ(α) = α if α < 1, and κ(α) = 2− α if α > 1,


































































(|Z|λ), we take advantage of a useful prop-
erty of the stable density function[21, page 65]:





























































































































































































The final task is to show that when α < 1 and β = 1,
E
(|Z|λ) exists for all −∞ < λ < α, not just −1 < λ < α.
This is an extremely useful property.
Note that when α < 1 and β = 1, Z is always non-

















































`−zu√−1 − uα exp(−√−1πα/2)´√−1dudz.
The only thing we need to check is that in the proof of [21,
Theorem 2.6.3], the condition for Fubini’s theorem (to ex-
change order of integration) still holds when −∞ < α < 1,

































`−uα cos(πα/2)´ dudz <∞,
provided λ < −1 (λ 6= −1,−2,−3, ....) and cos(πα/2) >
0, i.e., α < 1. Note that | exp(√−1x)| = 1 always and
Euler’s formula: exp(
√−1x) = cos(x) + √−1 sin(x) is
frequently used to simplify the algebra.
Once we show that Fubini’s condition is satisfied, we can
exchange the order of integration and the rest follows from
the proof of [21, Theorem 2.6.3]. Because of continuity, the
“singularity points” λ = −1,−2,−3, ... do not matter.
C Proof of Lemma 3













































































































































































































































which, combined with the result in [14], yields the desired
expression.

























→ exp (−γe (α− 1)) ,
monotonically as k → ∞, where γe = 0.577215665..., is





















→ exp (−γe (α− 1)) ,

























































































→ exp (−γe (α− 1)) .
To show the monotonicity, however, we have to use some








increases (instead of decreas-
ing) monotonically with increasing k.
First, we consider α > 1, i.e., κ(α) = 2 − α < 1. For
simplicity, we take logarithm of (6) and replace 1/k by t,
where 0 ≤ t ≤ 1/2 (recall k ≥ 2). It suffices to show that





















− log (Γ (t))− log (sin (πt)) + log(2).
Because g′(t) = 1tW
′(t) − 1t2W (t), to show g′(t) ≥ 0 in
t ∈ [0, 1/2], it suffices to show
tW ′(t)−W (t) ≥ 0.
One can check that tW ′(t)→ 0 and W (t)→ 0, as t→ 0+.





















Here ψ(x) = ∂ log(Γ(x))∂x is the “Psi” function. Therefore, to
show tW ′(t)−W (t) ≥ 0, it suffices to show that tW ′(t)−
W (t) is an increasing function of t ∈ [0, 1/2], i.e.,
`
tW ′(t)−W (t)´′ = W ′′(t) ≥ 0, i.e.,



















− ψ′(t) + csc2(πt)π2 ≥ 0.
Using series representation ofψ(x) [7, 8.363.8], we show




















because we consider α > 1. Thus, it suffices to show that


















+ csc2(πt)π2 ≥ 0.
To show Q(t;α) ≥ 0, we can treat Q(t;α) as a function of
α (for fixed t). Because both 1sin(x) and 1cos(x) are convex
functions of x ∈ [0, π/2], we know Q(t;α) is a concave
function of α (for fixed t). It is easy to check that
lim
α→1+
Q(t;α) = 0, lim
α→2−
Q(t;α) = 0.
Because Q(t;α) is concave in α ∈ [1, 2], we must have
Q(t;α) ≥ 0; and consequently, W ′′(t) ≥ 0 and g′(t) ≥ 0.
Therefore, we have proved that (6) decreases monotonically
with increasing k, when 1 < α ≤ 2.
For α < 1 (i.e., κ(α) = α < 1), we prove the mono-








































































































decreases monotonically, which is equivalent to show the
monotonicity of g(t) with increasing t, for t ≥ 2, where
































cally decreasing with increasing t (t ≥ 2), for α < 1.


























→ exp (−γe (α− 1)) ,
monotonically with increasing k (k ≥ 2).
D Proof of Lemma 4
We first find the constant GR,gm in the right tail bound
Pr
“








, ǫ > 0.
For 0 < t < k, the Markov moment bound yields
Pr
“































(1 + ǫ)t exp (−tγe(α− 1))
.
We need to find the t that minimizes the upper bound. For
convenience, we consider its logarithm, i.e.,



























whose first and second derivatives (with respect to t) are



























































We need to show that g(t) is a convex function. By the













(2j − 1− x)2 +
1

























(2j − 1 − κt/k)2 +
1



























(2j − 1− κt/k)2 +
1




















(j − t/k)2 .




























(j − t/k)2 ≥ 0,
because α < 1 and 0 < t < k.






(2j − 1 − κt/k)2 +
1







































































A ≥ 0, (because α > κ).
Since we have proved that g′′(t), i.e., g(t) is a convex
function, one can find the optimal t by solving g′(t) = 0:



























We let the solution be t = CRk, where CR is the solution to
















+ ψ (αCR)α− ψ (1− CR) = 0.
Alternatively, we can seek a “sub-optimal” (but asymp-






















whose minimum is attained at
t = k
log(1 + ǫ)




This approximation can be useful (e.g.,) for serving the ini-
tial guess for CR in a numerical procedure.
Assume we know CR (e.g., by a numerical procedure),
we can then express the right tail bound as
Pr
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Next, we find the constant GL,gm in the left tail bound
Pr
“








, 0 < ǫ < 1.
From Lemma 3, we know that, for any t, where 0 < t <
k/α if α > 1 and t > 0 if α < 1,
Pr
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`−αtk ´Γ `1 + tk ´ sin `παt2k ´ik
exp (tγe(α − 1))












































whose minimum is attained at t = CLk (we skip the proof
of convexity) such that


















− ψ (αCL)α + ψ (CL) = 0.
Thus, we show the left tail bound
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E Proof of Lemma 5
First, we consider the right bound. From Lemma 4,
ǫ2
GR,gm
















and CR is the solution to g1(CR, α, ǫ) = 0,














´ − ψ (αCR)α+ ψ (1− CR) = 0.
























x2 − j2 ,









we rewrite g1 as










































j(1 − CR + j)
1
A























j(1 − CR + j)
− 1
1− CR





2j + 1− κCR
− 1










































2j + 1− κCR
− 1































































































1 − CR + j
«
= 0.
From Lemma 4, we know g1 = 0 has a unique well-defined












which, when α → 1 (i.e., κ → 1), must approach a finite














By Euler’r reflection formula and series representations,
ǫ2
GR,gm










































































































= γe(α− 1)CR + log
































































































CR∆(2− αCR − CR) + ...
















CR∆(2− αCR − CR) + ...
= log(1 + ǫ)− 2
q









































































































A = O (∆) .
Therefore, for α > 1, we also have
ǫ2
GR,gm
= log(1 + ǫ)− 2
q





In other words, as α→ 1, the constant GR,gm converges to
ǫ2





Next, we consider the left bound. From Lemma 4,
Pr
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and CL is the solution to g2(CL, α, ǫ) = 0,


















− ψ (αCL)α+ ψ (CL) = 0.
Using series representations, we rewrite g2 as


































































2j − 1− κCL
− 1







2j − 1− αCL
− 1




αCL + j(1 + α)
j(αCL + j)(CL + j)
.
We first consider α = 1 +∆ > 1. In order for g2 = 0 to











1− 2CL + C2L −∆2C2L
converges to a finite value as α→ 1, i.e., CL → 1 also. This
provides an approximate solution for CL when α > 1:
CL = 1 −
s
2∆





Using series representations, we obtain


































































−2∆ log(1− ǫ) +O (∆) .
Therefore, for α > 1
GL,gm =
ǫ2
− log(1− ǫ)− 2
p




Finally, we need to consider α < 1. In this case,
g2 = log(1 − ǫ) + ∆CL
∞X
j=1
αCL + j(1 + α)
j(αCL + j)(CL + j)












A + o (∆) .






































Using the integral relation[7, 0.244.1] and treating CL as a



































Thus, the solution to g2 = 0 can be approximated by
log(1− ǫ) + ∆(1 + γe + logCL) + o(∆) = 0.
Again, using series representations, we obtain




























= −∆CL (γe + logCL) + ...

















F Proof of Lemma 7
Assume k i.i.d. samples xj ∼ S(α < 1, β = 1, F(α)). Using





















































term of the bias, we recommend a bias-corrected version ob-
































































We now study the tail bounds. For convenience, we pro-
vide tail bounds for Fˆ(α),hm instead of Fˆ(α),hm,c. We first




































For the right tail bound,
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For the left tail bound,
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