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Abstract
Optimum curve segmentation problems typically arise when analyzing data represented by curves or graphs of real-valued
functions in one real variable. Examples of applications are many, including:
• time series analysis and forecasting;
• analysis and identiﬁcation of dynamical systems;
• process-monitoring (analysis and modelling of input-output relationships for physical systems such as chemical reactors,
engines, electrical systems, biological systems, etc.).
We propose here a general framework for stating and solving such problems, either exactly or approximately, using polynomial
approximation schemes. Both the discrete version of the problem (Discrete Segmentation Problem, DSP) and the continuous
version of the problem (Continuous Segmentation Problem, CSP) are addressed.We investigate various sets of conditions under
which DSP or CSP can be solved either exactly in polynomial time or approximately by means of a fully polynomial-time
approximation scheme (FPTAS). Finally, we formulate the discrete segmentation problem with variable number of segments
(DSPV) and show that it can be formulated as an integer linear program reducible to minimum cost network ﬂow and shortest
path computations.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
Suppose we are given a bounded real interval [a, b] and a real-valued function f : [a, b] → R. We address here the
following optimum segmentation problem: decompose [a, b] into a prescribed number k of consecutive segments [u0, u1],
[u1, u2], . . . , [uk−1, uk] (with u0=a and uk=b) in order to best approximate f on each segment [ui−1, ui ] of the decomposition
by a particular function i chosen in a given class F of functions. To that aim we will consider an objective function (to be
minimized) of the form:
z= ⊕
i=1,...,k
(f,i , ui−1, ui), (1)
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where, for each i = 1, 2, . . . , k, (f,i , ui−1, ui) is a measure of how closely f is approximated by i ∈ F on the segment
[ui−1, ui ].
We assume that the smaller the values of (f,, , ), the closer f is approximated by  on the segment [, ].
In (1) ⊕ denotes either the usual addition for real numbers, or the Maximum operator (x ⊕ y =Max{x, y}).
In the former case:
z=
k∑
i=1
(f,i , ui−1, ui)
and in the latter case:
z= Max
i=1,...,k {(f,i , ui−1, ui)}.
Obviously many variants of the above problem may be deﬁned, depending on:
• how f is given an what properties may be assumed for f ;
• how F (the class of functions used to approximate f ) is deﬁned;
• how the proximity measure (f,i , ui−1, ui) is chosen.
Optimum curve segmentation problems have been investigated in various settings by a number of authors including Fisher
[4] who ﬁrst proposed a dynamic programming approach for a simple version of the problem; [11] in connection with process
monitoring applications [9] as a key step in the computation of distances between time series. More recent work on the subject;
has been carried out in connection with knowledge extraction and data mining applications, see e.g. [7,8,10]. As far as we know,
exact solution algorithms have only been proposed for the simplest variants of the problem, namely considering approximations
of the given function on each segment either by constant functions [4] or by afﬁne functions [9].
On the other hand, various approximate algorithms have been proposed, mainly based on data analysis and hierarchical
clustering approaches, for which no a priori guarantee can be obtained on the quality of the solutions produced.
The purpose of the present paper is to investigate more general versions of the optimum curve segmentation problem. In
particular:
• we consider larger classes of functions to approximate f on each segment (not only constant and afﬁne functions);
• several types of optimization criteria involving the L1, the L2 or the L∞ norms are considered in our analysis;
• when exact computation of the criterion is not possible, we provide Fully Polynomial TimeApproximation Schemes (cf. e.g.
[13]) providing guarantees on the quality of the solutions obtained.
2. The discrete optimum segmentation problem (DSP)
In this section, we address what we will refer to as DSP and we investigate conditions under which this problem can be solved
either exactly in polynomial-time (cf. Section 2.3),or approximately by means of a fully polynomial-time approximation scheme
(FPTAS) (cf. Section 2.5). Here, discreteness refers to the fact that the endpoints of the segments corresponding to a solution
are restricted to be chosen in a given ﬁnite set of points V = {a0, a1, . . . , aN }. A continuous version of the problem will be
addressed in Section 3.
2.1. Problem statement and basic assumptions
In order to provide a fairly general statement of DSP, a number of assumptions on f , F and  are necessary.
A ﬁrst requirement, in view of designing ﬁnite time (possibly polynomial) exact solution algorithms, is that an exact description
of f by means of a ﬁnite number of real parameters be available.
To achieve this, we will assume that f is given as follows. The interval [a, b] being divided into N consecutive subintervals
[a0, a1], [a1, a2], . . . , [aN−1, aN ]with a0=a and aN =b, on each subinterval [ai−1, ai ] f is a polynomial of maximum degree
r deﬁned by r + 1 real coefﬁcients (i)0 , (i)1 , . . . , (i)r such that:
∀x ∈ [ai−1, ai ], f (x)=
r∑
j=0
(i)
j
xj .
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In view of this, the length of the input is proportional to N(r + 1). Note that the intervals [ai−1, ai ] are not assumed to have
equal width. A special case of the above is of course when [a, b] is divided into N subintervals of equal width (b − a)/N .
Also we will assume that each function  in F can be deﬁned by specifying the values of a ﬁnite number s of real parameters
1, 2, . . . , s . This amounts to assuming that there exists a 1–1 correspondence between the elements of F and Rs or a subset
of Rs .
A ﬁrst example of the above corresponds to the case where F =Rs−1[X], the set of all real polynomials in one variable with
maximum degree s − 1.
Another more general example (which includes the above one) is when any  ∈ F can be expressed as
=
s∑
i=1
ii , (2)
where, ∀i = 1, . . . , s, i : R→ R are given real functions in one variable.
In that case, F may be viewed as a ﬁnite dimensional subspace of the vector space of all real functions R→ R and will be
denoted: Sp{1,2, . . . ,s} (the subspace spanned by 1,2, . . . ,s ).
Throughout the paper we will assume that ∀i= 1, 2, . . . , s, and ∀ x ∈ [a, b], i (x) can be computed exactly in constant time
O (1).
In some cases we will have to restrict to linear combinations of 1, . . . ,s with bounded coefﬁcients−B i +B, where
B is a given positive constant. In that case, we will use the notation SpB {i} for the set of functions  of form (2) with all
coefﬁcients i satisfying −B iB.
Assuming k is chosen <N (note that, in applications k will often be chosen N ), the discrete segmentation problem may
now be formulated as ﬁnding u0, u1, . . . , uk in V = {a0, a1, . . . , aN } such that:
DSP


z= ⊕
i=1,...,k
(f,i , ui−1, ui),
is minimized under the constraints :
ui ∈ V, ∀i = 0, . . . , k,
u0 = a0 = a, uk = aN = b,
ui >ui−1 for i = 1, . . . , k,
i ∈ F.
For any i, j 0 i < jN , if we denote
(ai , aj )= Min
∈F {(f,, ai , aj )}
the problem may be reformulated as
DSP


Min z= ⊕
i=1,...,k
(ui−1, ui),
s.t. :
ui ∈ V, ∀i = 0, . . . , k,
u0 = a, uN = b,
ui >ui−1 ∀i = 1, . . . , k.
Wenote here that a variant ofDSPabove is obtained by replacing the constraintui >ui−1 (i=1 . . . k)byui ui−1 (i=1 . . . k).
In the latter case, it is seen that segments with zero width are allowed in a solution and the problem becomes to ﬁnd an
optimum partition of [a, b] into at most k segments.
2.2. Assumptions for exact polynomial computability of the  values
Since we have in mind to solve DSP exactly in polynomial time, we make the following assumption (A1) on f , F and :
(A1)
∣∣∣∣∣∣∣∣∣∣
For any i, j such that 0 i < jN the quantity :
(ai , aj )= Min
∈F {(f,, ai , aj )}
can be computed exactly in time polynomial in N, r and s (where r is the
maximum degree of the polynomials representing f on the subintervals
[ai−1, ai ]; and s is the dimension of the subspace deﬁning F).
The following result exhibits a few interesting special cases where assumption (A1) is satisﬁed.
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Proposition 1. LetRr [X] (resp:Rs [X]) denote the set of all real polynomials of bounded degree r 0 (resp: s 0). Assumption
(A1) is satisﬁed in each of the following cases:
(i) f ∈ Rr [X] on each segment [ai−1, ai ], i = 1, . . . , N . F = Rs [X] and  is the L2 norm:
(f,, , )=
∫ 

(f (x)− (x))2 dx
(ii) f is piecewise afﬁne (r = 1) and F = R1[X] and  is the L∞ norm:
(f,, , )= Max
x∈[,]
{|f (x)− (x)|}.
Proof.
(i) Given ai and aj (0 i < jN ) the problem of computing (ai , aj ) reduces to determining the s+ 1 values 0, 1, . . . , s
such that:
j∑
p=i+1
∫ ap
ap−1
[(p)0 + (p)1 x + · · · (p)r xr − 0 − 1x − · · · − sxs ]2 dx
is minimized. It is easily realized that the above is a convex quadratic function in the s + 1 variables 0, 1, . . . , s . The
constant term:
j∑
p=i+1
∫ ap
ap−1
((p)0 + (p)1 x + · · · + (p)r xr )2 dx
can be computed in time O (Nr2). There are (r + 1)(s + 1) product terms of the form:
−2
j∑
p=i+1
∫ ap
ap−1
(p)

mx
+m dx
each contributing to a linear term. Thus the total time for computing the linear terms is O (Nrs). Finally there are (s + 1)2
quadratic terms of the form:
j∑
p=i+1
∫ ap
ap−1
mx
+m dx
each of which is computed in time O (N). The total time to compute the coefﬁcients of the quadratic function is thus:
O (N [(r + 1)2 + (r + 1)(s + 1)+ (s + 1)2])= O (N(r + s)2).
The determination of the optimal coefﬁcients ∗0, ∗1, . . . , ∗s then reduces to solving a(s+ 1)× (s+ 1) linear system which
can be done in time O (s3).
(ii) Given ai and aj (0 i < jN) we have to determine 0 and 1 such that
Max
p=i+1,...,j Max[ap−1,ap]
{|(p)0 + (p)1 x − 0 − 1x|}
is minimized. Using the fact that the maximum of the convex function |(p)0 + (p)1 x − 0 − 1x| on a real interval is
attained at an endpoint of the interval, the above problem may be reformulated as the following continuous linear program
in 3 variables (0, 1 and z) and O (N) constraints:
(I)


Minimize z
subject to
−z (p)0 + (p)1 ap−1 − 0 − 1ap−1 + z
−z (p)0 + (p)1 ap − 0 − 1ap + z
for all p = i + 1, . . . , j
which is solvable in polynomial time. 
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2.3. An exact polynomial-time solution algorithm for DSP
In this section, we are concerned with the cases where assumption (A1) is satisﬁed i.e., for all i, j (0 i < jN ) the quantity
(ai , aj ) can be computed exactly in polynomial time.
A natural way to solve DSP in that case is to use a Dynamic Programming approach [2]. For any p ∈ N, 1p k and for
any x ∈ V = {a0, a1, . . . , aN }, denote 	p(x) the optimal solution value to problem DSP with p segments on [0, x]. Of course,
whenever the above problem has no solution, we set: 	p(x)←+∞.
In the statement of the algorithm below, we use the symbol ⊕ to denote either addition or maximum of two real numbers,
depending on the objective function chosen.
We note that Algorithm 1 extends the dynamic programming approach to more general segmentation problems than those
addressed in [4].
Algorithm 1.
(a) Initialization:
For all x ∈ V
For all x′ ∈ V, x <x′
compute (x, x′)= Min
∈F {(f,, x, x
′)}
endfor
endfor
For all x ∈ V do:
	1(x)← (a, x)
D1(x)← a;
endfor
(b) For p = 2, 3, . . . , k do:
For all x ∈ V do:
	p(x)←+∞;
endfor
For all x ∈ V do
For all y ∈ V such that y <x do:
If (	p−1(y) ⊕ (y, x)<	p(x)) then
set: 	p(x)← 	p−1(y) ⊕ (y, x);
Dp(x)← y;
endif
endfor
endfor
endfor
In the above algorithm, at the end of the pth iteration (p = 2, 3, . . . , k) and ∀x ∈ V , Dp(x) provides the abscissa of the
left endpoint of the pth segment in the optimal segmentation of [a, x] in p segments. This information can therefore be used to
readily retrieve the optimal solution u∗ to the original problem as follows:
u∗k = b,
u∗k−1 =Dk (u∗k),
u∗k−2 =Dk−1 (u∗k−1)
:
u∗0 =D1 (u∗1)= a.
Proposition 2. When assumption (A1) is satisﬁed,Algorithm 1 solveDSP exactly in polynomial time O (N2T ()+kN2) where
T () is the time taken to compute exactly any value (ai , aj ).
Proof. At step (a) O (N2)  values need be computed. Next, at step (b), for each p = 2, . . . , k, O (N2) elementary operations
are required. 
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The memory requirements necessary for running algorithm (A1) are, in principle, dependent on the volume of data necessary
to represent the f and  functions, and to state and solve the auxiliary optimization problem, the solution of which yields the
(ai , aj ) values. In many situations, however, it will be reasonable to assume that this is negligible as compared with the volume
of data corresponding to the storage of the O (N2)(ai , j ) values and of the k × N values 	p(x) and Dp(x) (∀p = 1 . . . k,
and x ∈ V ). If this is indeed the case, then the memory space required by Algorithm 1 is O (N2).
2.4. Assumptions for FPTAS-computability of the  values
We address now the (frequent) situation where exact polynomial-time computation of (ai , aj ) does not appear to be possible.
In this case, we propose to replace assumption (A1) by the following:
(A2)
∣∣∣∣∣∣∣∣∣
For any i, j such that 0 i < jN there exists a fully polynomial− time approximation scheme
(FPTAS) for computing 
-approximations to
(ai , aj )= Min
∈F {(f,, ai , aj )}
in time polynomial in 1
 .
The following result states conditions under which (A2) is satisﬁed.
Proposition 3. Assume that we are given s functions 1(x), 2(x), . . . ,s (x) such that:
• ∀i and ∀x ∈ [a, b]i (x) is computable exactly in constant time O (1);
• ∀i, i is Lipschitz-continuous on [a, b] with Lipschitz constant ∧i .
We denote F =SpB {1, . . . ,s}, the set of all functions =11+22+· · ·+ss with−B iB for all i=1, . . . , s.
Assume that the given function f is Lipschitz-continuous on [a, b] with Lipschitz constant L> 0 (∀x, x′ ∈ [a, b] : |f (x) −
f (x′)|L|x − x′|).
Assumption (A2) is satisﬁed in each of the following cases:
(i) F = SpB {1, . . . ,s} and  is the L1 norm:
(f,, , )=
∫ 

|f (x)− (x)| dx.
(ii) F = SpB {1, . . . ,s} and  is the L∞ norm:
(f,, , )= Max
x∈[,]
{|f (x)− (x)|}.
Note that a frequently encountered special case of the above is the case where F is the set of all real polynomials of degree
 s − 1 with all coefﬁcients in [−B,+B].
Proof. Let us decompose the segment [a, b] intoM consecutive subsegments of sufﬁciently small width = (b− a)/M and let
∧
f (resp: ∧) denote the piecewise-constant approximation of f (resp: ) obtained by sampling f (resp: ) at theM points:
xq = a + 2 + (q − 1) for q = 1, 2, . . . ,M.
Since f is Lipschitz with Lipschitz constant L on [a, b] we have that
| ∧f (x)− f (x)|L 
2
∀x ∈ [a, b]
∀ ∈ F =SpB {1, . . . ,s}, since each i is Lipschitz with constant∧i on [a, b],  is Lipschitz with constantL′ =B
∑s
i=1 ∧i
Now, we prove (i).
In view of the above, for any ,  (< ) we have
∫ 

|f (x)− ∧f (x)| dx (− ) L
2
 (b − a)L 
2
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and similarly
∫ 

|(x)− ∧(x)| dx (− )L′ 
2
 (b − a)L′ 
2
.
From this it is easy to see that, ∀f,  meeting the conditions of Proposition 3, and ∀,  ∈ [a, b](< ) we have
|(f,, , )− (∧f , ∧, , )| (b − a)(L+ L′) 
2
. (3)
Now we replace the problem
Min
∈F {(f,, , )} (4)
by the problem
Min
∈F (
∧
f ,
∧
, , ). (5)
Let ∗ = ∗11 + · · · + ∗ss denote an exact optimal solution to (5). Then it is easy to prove that ∗ is an 
-optimal solution to
(4) with 
= (b − a)(L+ L′).
In order to prove (i) it now remains to show that an exact optimal solution to (5) can be determined in time polynomial in s
and 1/
.
Suppose that t and t ′ are the two integers such that:
a + t <a + (t + 1)
and
a + (t ′ − 1)<  a + t ′
and that  is chosen sufﬁciently small for having t ′ − t 2.
Then we can write
(
∧
f ,
∧
, , )=(a + (t + 1)− )|f (xt )− (xt )| + 
t ′−1∑
j=t+1
|f (xj )− (xj )|
+ (− a − (t ′ − 1))|f (xt ′)− (xt ′)|
(remember that xj = a + /2+ (j − 1)).
Since, ∀j , (xj ) is linear in 1, . . . , s :
(xj )= 11(xj )+ 22(xj )+ · · · + ss (xj )
the problem of minimizing (
∧
f ,
∧
, , ) can be stated as solving the linear program:
(II)


Min z= (a + (t + 1)− )yt +
t ′−1∑
j=t+1
yj + (− a − (t ′ − 1))yt ′
s.t. :
∀ j = t, . . . , t ′ :
−yj1(xj )1 + · · · + s (xj )s − f (xj ) yj ,
−B iB, ∀i = 1, . . . , s.
This linear program has at most (b− a)/+ s =M + s variables and 2(b− a)/+ 2s constraints. Thus it can be solved in time
polynomial in s and 1/= (b − a)(L+ L′)/
.
The above therefore provides a FPTAS for computing Min∈F
∫ 
 |f (x)− (x)| dx.
We now turn to prove (ii).
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On each interval [u, v] ⊂ [a, b] such that v − u  we have
|f (x)− ∧f (x)|L 
2
,
|(x)− ∧(x)|L′ 
2
.
Thus
Max
x∈[u,v] |f (x)− (x)| Maxx∈[u,v] {|f (x)−
∧
f (x)| + |(∧f (x)− ∧(x)| + | ∧(x)− (x)|}
 Max
x∈[u,v] |
∧
f (x)− ∧(x)| + (L+ L′) 
2
and therefore
(f,, u, v) (
∧
f ,
∧
, u, v)+ (L+ L′) 
2
.
Similarly
Max
x∈[u,v] |
∧
f (x)− ∧(x)| Max
x∈[u,v] |f (x)− (x)| + (L+ L
′) 
2
hence
(
∧
f ,
∧
, u, v) (f,, u, v)+ (L+ L′) 
2
.
Let T (, ) denote the set of integers t such that:
<a + t< + 
and, for each t ∈ T (, ), we denote:
ut =Max{; a + (t − 1)},
vt =Min{; a + t}.
Since
(f,, , )= Max
t∈T (,)
{(f,, ut , vt )}
we have
(f,, , ) (
∧
f ,
∧
, , )+
(
L+ L′
2
)

and similarly
(
∧
f ,
∧
, , ) (f,, , )+
(
L+ L′
2
)
.
Therefore
|(f,, , )− (∧f , ∧, , )|
(
L+ L′
2
)
.
In view of this, we know that, if we replace the problem
Min
∈F {(f,, , )} (6)
by
Min
∈F {(
∧
f ,
∧
, , )} (7)
we get an 
-optimal solution to (6) with 
= (L+ L′).
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In order to prove (ii) it just remains to show that an exact optimal solution to (7) can be determined in time polynomial in s
and 1/
.
We have
(
∧
f ,
∧
, , )= Max
j∈T (,)
{|f (xj )− (xj )|}
and since, ∀j,(xj ) is a linear function of 1, . . . , s :
(xj )= 11(xj )+ 22(xj )+ · · · + ss (xj ),
the problem of minimizing (
∧
f ,
∧
, , ) can be stated as solving the linear program:
(III)


Min z
s.t. :
∀ j ∈ T (, )
−z1(xj )1 + · · · + s (xj )s − f (xj ) z,
−B i + B, ∀i = 1, 2, . . . , s.
This linear program has s + 1 variables and at most 2(b− a)/+ 2s constraints and can be solved in time polynomial in s and
1/= (L+ L′)/
. This completes the proof. 
2.5. A fully polynomial-time approximation scheme for DSP
In this section we show that, when assumption (A2) is satisﬁed, DSP can be solved approximately by means of a FPTAS. In
view of (A2) and of the proof of Proposition 3, for all i, j 0 i < jN an 
-approximate value of (ai , aj ) is obtained in time
polynomial in s and 1/
. We are going to show that, using the 
-approximate values ˜(y, x) instead of the exact values (y, x)
in Algorithm 1, leads to a FPTAS for DSP.
We denote 	˜p(x) the values computed by Algorithm 1 when replacing (y, x) by ˜(y, x).
First we consider the case where ⊕=+.
Proposition 4. Suppose ⊕ = + in Algorithm 1. Then, for each p = 1, . . . , k, and ∀x ∈ V, 	˜p(x) is a p 
-approximation of
	p(x).
Proof. The proof is by induction. The result is true for p= 1. So we assume that it is true for p 1 and show that 	˜p+1 (x) is a
(p + 1) 
-approximation of 	p+1(x).
We have, ∀x:
|	˜p(x)− 	p(x)|p

and, ∀x, y, y <x:
|˜(y, x)− (y, x)| 
.
Therefore, ∀y:
	˜
p
(y)+ ˜(y, x)	p(y)+ (y, x)+ (p + 1)
 and,
	p(y)+ (y, x) 	˜p(y)+ ˜(y, x)+ (p + 1)
.
Let y˜ be an optimal solution to
Min
y<x
{	˜p(y)+ ˜(y, x)}
and y¯ be an optimal solution to Miny<x {	p(y)+ (y, x)}.
We have ∀y <x:
	˜
P
(y˜)+ ˜(y˜, x) 	˜p(y)+ ˜(y, x)	p(y)+ (y, x)+ (p + 1)
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thus
	˜
p
(y˜)+ ˜(y˜, x)	p(y¯)+ (y¯, x)+ (p + 1)

which may be rewritten as
	˜
p+1
(x)	p+1(x)+ (p + 1)
.
Also we have, ∀y <x:
	p(y¯)+ (y¯, x)	p(y)+ (y, x)
 	˜p(y)+ ˜(y, x)+ (p + 1)
.
So
	p(y¯)+ (y¯, x) 	˜p(y˜)+ ˜(y˜, x)+ (p + 1)

which may be rewritten as
	p+1(x) 	˜p+1(x)+ (p + 1)
.
From the above we can deduce
∀x : |	˜p+1(x)− 	p+1(x)| (p + 1)

and the result is proved. 
Let us now consider the case where ⊕=Max.
Proposition 5. Suppose ⊕=Max in Algorithm 1.
Then, for each p = 1, 2, . . . , k, and ∀x ∈ V , 	˜p(x) is an 
-approximation of 	p(x).
Proof. Again the proof is by induction. Suppose the result is true for p.
Let y˜ be an optimal solution to:
Min
y<x
{Max{	˜p(y); ˜(y, x)}}
and y¯ an optimal solution to:
Min
y<x
{Max{	p(y); (y, x)}}.
We have, ∀y <x:
	˜
p+1
(x)=Max{	˜p(y˜; ˜(y˜, x)}Max {	˜p(y); ˜(y, x)}.
But since, ∀y : 	˜p(y)	p(y)+ 

and ˜(y, x) (y, x)+ 

we can deduce that
∀y <x : 	˜p+1(x)Max{	p(y)+ 
, (y, x)+ 
}.
Thus, taking the minimum of the right-hand side value w.r.t. y:
	˜
p+1
(x)	p+1(x)+ 
.
Similarly we have, ∀y <x:
	p+1(x)=Max{	p(y¯; (y¯, x)}Max{	p(y); (y, x)}.
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But since, ∀y:
	p(y) 	˜p(y)+ 

and
(y, x) ˜(y, x)+ 

we deduce:
∀y x : 	p+1(x)Max {	˜p(y)+ 
; ˜(y, x)+ 
}
and, taking the minimum of the right-hand side value w.r.t. y:
	p+1(x) 	˜p+1(x)+ 
.
Thus the result is true for p + 1. 
From the above we can deduce:
Proposition 6. When Assumption (A2) is satisﬁed, Algorithm 1 provides a FPTAS for DSP.
Proof. In that case, for any value of 
> 0, T () is polynomial in s and 1/
. When ⊕ = +, it follows for Proposition 4 that
Algorithm 1 provides a k 
-optimal solution to DSP in time polynomial in N , s and 1/
. When ⊕ = Max, it follows from
Proposition 5 that Algorithm 1 provides a 
-optimal solution to DSP, again in time polynomial in N , s and 1/
. 
3. FPTAS for the continuous optimum segmentation problem CSP
In the previous section, we have investigated the discrete version of the segmentation problem. We now turn to consider the
continuous version of the segmentation problem in which the endpoints of the segments building a solution are not restricted to
be chosen in a ﬁnite set of points V = {a0, a1, . . . , aN }.
For any given k ∈ N(k > 1), the continuous optimum segmentation problem addressed here can be stated as follows:
CSP


Min z(u)= ⊕
i=1,...,k
(f,i , ui−1, ui)
s.t. :
u0 = a, uk = b,
ui − ui−1 0 (i = 1, . . . , k),
i ∈ F.
Note that in CSP above, due to the continuous nature of the ui variables, we do not impose ui − ui−1> 0 (∀i), but we allow
zero width segments in a solution.
The following result states conditions under which CSP can be solved approximately by means of a FPTAS.
Proposition 7. Let ⊕=+ or ⊕=Max.
Suppose that all assumptions of Proposition 3 hold, namely:
• f is Lipschitz-continuous on [a, b] with Lipschitz constant L> 0.
• F = SpB {1, . . . ,s} with every i Lipschitz-continuous on [a, b] with Lipschitz constant i > 0; ∀x ∈ [a, b], i (x) is
computable in constant time O (1).
Then, in each if the following cases, for any given 
> 0, an 
-optimal solution to CSP can be computed in time polynomial in
1/
:
(i)  is the L∞ norm;
(ii)  is the L1 norm and there exist two constants fmax and max such that, ∀x ∈ [a, b]|f (x)| fmax and, ∀ ∈ F, |(x)|
max.
Proof. In view of the assumptions above, Proposition 3 applies and (A2) holds. Therefore, from Proposition 6, for any decom-
position of the interval [a, b] into N(N >k) subintervals [a + (i − 1), a + i] of equal width  = (b − a)/N , we can use
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Algorithm 1 to obtain an 
/2-optimal solution to the discrete segmentation problem:
DSP


Min z= ⊕
i=1,...,k
(f,i , ui−1, ui)
s.t. :
u0 = a, uk = b,
ui ∈ V = {a, a + , . . . , a +N},
ui ui−1 (i = 1, . . . , k),
i ∈ F.
The computational complexity is polynomial in N , k and 1/
.
In the following, we will take N integer such that
N =
⌈
H(b − a)


⌉
for some constant H > 0 to be determined.
With any feasible solution to CSP u= (u0, u1, . . . , uk) such that
a = u0 u1 · · · uk = b
we can associate
(u)= u˜= (u˜0, u˜1, . . . , u˜k),
where, ∀i, u˜i is deﬁned as u˜i = a + t where t is the unique integer such that
a + t− 
2
 ui < a + t+ 2 .
Clearly, ∀i, u˜i ∈ V = {a, a + , . . . , a +N} and it is easy to check that   implies u˜i u˜i−1 (∀i).
Therefore u˜= (u) is a feasible solution to DSP.
We now show that, ∀i = 1, . . . , k and ∀ ∈ F
|(f,, ui−1, ui)− (f,, u˜i−1, u˜i )|C (8)
for some constant C.
Let t and t ′ be the two integers such that u˜i−1 = a + t, u˜i = a + t ′. Note that, by construction, we have : t ′ − t 0.
First, let us consider case (i) where  is the L∞ norm, and therefore
(f,, ui−1, ui)= Max
x∈[ui−1,ui ]
{|f (x)− (x)|}
and
(f,, u˜i−1, u˜i )= Max
x˜∈[u˜i−1,u˜i ]
{|f (x˜)− (x˜)|}.
By construction |ui−1 − u˜i−1| /2 and |ui − u˜i | /2. Thus, for all x˜ ∈ [u˜i−1, u˜i ] there exists x ∈ [ui−1, ui ] such that
|x − x˜| /2.
Using the fact that f (resp: ) is Lipschitz with constant L (resp: L′ = B∑si=1i ) we can write:
|f (x˜)− (x˜) |f (x)− (x)| + (L+ L
′)
2

from which we can deduce
(f,, u˜i−1, u˜i ) (f,, ui−1, ui)+ (L+ L
′)
2
.
In a similar way, we can show that
(f,, ui−1, ui) (f,, u˜i−1, u˜i )+ (L+ L
′)
2
.
Therefore in case (i), (8) holds for any  ∈ F with C = (L+ L′)/2.
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Now, let us consider case (ii) where  is the L1 norm, and therefore, for any  ∈ F we have
(f,, ui−1, ui)=
∫ u˜i−1
ui−1
|f (x)− (x)| dx + (f,, u˜i−1, u˜i )+
∫ ui
u˜i
|f (x)− (x)| dx.
Since, by construction, |ui−1 − u˜i−1| /2 and |ui − u˜i | /2, we can deduce:
|(f,, ui−1, ui)− (f,, u˜i−1, u˜i )| (fmax + max).
Therefore, in case (ii), (8) holds with C = fmax + max.
Since ∀u solution to DSP, u is a solution to CSP, CSP is a relaxation to DSP. Thus, if we denote u∗ an optimum solution to
CSP and u˜∗ = (u∗), we have
z(u∗) z(u˜∗).
Now, v∗ denoting an optimum solution to DSP, since u˜∗ is a solution to DSP and v∗ is a solution to CSP we have
z(u∗) z(v∗) z(u˜∗).
Thus, in case ⊕=Max, we have, using (8):
z(v∗)− z(u∗)C
and, in case ⊕=+, we have using (8):
z(v∗)− z(u∗) kC.
Now, let ∧v denote the 
/2-approximate optimal solution to DSP produced by Algorithm 1. We have
z(v∗) z(∧v) z(v∗)+ 

2
.
From this it follows that, in case ⊕=Max : z(u∗) z(v∗)− C z(∧v)− C− 
/2 and in case ⊕=+:
z(u∗) z(v∗)− kC z(∧v)− kC− 

2
.
In the former case, we get: C 
/2 by choosing
N =
⌈
2C(b − a)


⌉
=
⌈
(L+ L′)(b − a)


⌉
.
In the latter case, we get kC 
/2 by choosing
N =
⌈
2kC(b − a)


⌉
=
⌈
2k(fmax + max)(b − a)


⌉
.
In both cases
z(u∗) z(∧v)− 

which shows that ∧v is an 
-optimal solution to CSP. 
4. The discrete segmentation problem with variable number of segments: reduction to network ﬂows and shortest
paths
In the previous sectionswe have considered the casewhere the number k of segments in the optimal segmentation is ﬁxed.Here,
we now consider the case where we have to simultaneously ﬁnd the optimal number of segments together with the corresponding
optimal segmentation. In order to do this, we will consider a slightly different objective function deduced from (1) by including
an additional term k proportional to the number k of segments in the solution (> 0 is supposed to be given). We consider here
the discrete case where Assumption (A1) holds, i.e. where the (ai , aj ) values can be computed exactly.
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We will denote DSPV this version of the discrete segmentation problem with variable number of segments.
In order to solve DSPV one could use Algorithm 1 repeatedly for k = 1, 2, . . . , N to determine:
Min
k=1,...,N {z
∗(k)+ k},
where, ∀k 1, z∗(k) denotes the exact optimal solution value corresponding to an optimum segmentation in k segments.
We propose in this section an alternative formulation of DSPV which can be solved exactly via network-ﬂow and shortest
path techniques, thus avoiding explicit enumeration of all possible values for k.
With every pair i, j such that 0 i < jN let us associate the 0–1 vectorWij ∈ RN deﬁned as
W
ij
r =1 if i + 1 r j,
= 0 otherwise.
With each such pair we also associate a binary variable ij ∈ {0, 1}with the following meaning: ij =1 if the segment [ai, aj ]
belongs to the optimal solution to the segmentation problem, ij = 0 otherwise.
Suppose ﬁrst that ⊕=+.
Then DSPV can be reformulated as the following 0–1 integer program:
ILP1


Min
N−1∑
i=0
N∑
j=i+1
(ai , aj )ij + 
N−1∑
i=0
N∑
j=i+1
ij
s.t. :
N−1∑
i=0
N∑
j=i+1
Wijij = 1,
ij ∈ {0, 1} for all i, j (0 i < jN)
(9)
(in the above, 1 denotes the vector of all ones in RN ).
Constraints (9) express the fact that each segment [ai−1, ai ] for i = 1, . . . , N has to be covered once and exactly once in the
solution looked for.
It is easily seen that the constraint matrix in ILP1 has the special structure of a 0–1 matrix with the so-called consecutive ones
property, (see e.g. [3,5]) which is therefore totally unimodular. It is well-known (cf. e.g. [12, Chapter III.1]) that an integer linear
program having such a constraint matrix and integral right-hand side values can be readily reduced to a minimum cost network
ﬂow problem, for which many polynomial algorithms are available (see e.g. [1,6]).
Now we note that ILP1 can, in turn, be reduced to a shortest path problem in a circuitless digraph G(N,U) with node set
N= {s) ∪ {t} ∪ {ij /0 i < jN} and arc set U containing:
• all arcs of the form (s, 0j ) for all j = 1, . . . , N ;
• all arcs of the form (iN , t) for all i = 1, . . . , N − 1;
• all arcs of the form (ij , jk) for all 0 i < j < kN .
Finally, costs are assigned to arcs in G as follows: each arc entering node ij has cost  + (ai , aj ); arcs entering node t have
zero cost.
It is then easy to check that a minimum cost path between s and t in G corresponds to an optimal solution to ILP1.
From this, we deduce that, using a labelling procedure, examining nodes according to topological order, this computation can
be carried out in O (|U|)= O (N2). Since, in the worst case, the number k of segments may be as large as N , this is clearly an
improvement in computational complexity over the Dynamic Programming approach of Section 2.3.
We now discuss the case where ⊕=Max.
Then DSPV can be formulated as the following 0–1 integer program
ILP2


Min + 
N−1∑
i=0
N∑
i+1
ij
s.t. :
(ai , aj ).ij , ∀i, j (0 i < jN),
N−1∑
i=0
N∑
j=i+1
Wijij = 1,
ij ∈ {0, 1} for all i, j (0 i < jN).
Contrary to the case of ILP1, the constraint matrix in the above is clearly not totally unimodular. However, we observe that ILP2
can be reduced to a sequence of network ﬂow problems by using a threshold approach as follows.
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For any given value ¯ of , let us denote P(¯) the set of pairs (i, j) such that (ai , aj ) ¯.
Then the problem reduces to ﬁnding ∗ such that:
∗ + g(∗)=Min
 0
{+ g()}, (10)
where, ∀, g() is the optimal solution value to:
ILP3()


g()=Min  ∑
(i,j)∈P()
ij
s.t. :∑
(i,j)∈P()
Wijij = 1,
ij ∈ {0, 1} for all (i, j) ∈ P().
We note that in (10) only a ﬁnite number of values for  (at most N(N − 1)/2) need to be considered.
Now it is seen that the constraint matrix of ILP3() has the “consecutive ones” property and thus, for each value of , the
computation of g() can be reduced to the search for a s–t path having minimum number of arcs on the graph G() deduced
from G as follows: all nodes ij such that (ai , aj )>  are deleted together with all arcs originating or terminating at such
nodes. Thus for any ﬁxed , the computation of g() takes O (N2) time. Therefore, for the case where ⊕ =Max, the overall
computational complexity for solving DSPV is O (N4). This is comparable to what would be obtained using the dynamic
programming algorithm of Section 2.3.
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