Fractional B-splines are a natural extension of classical B-splines. In this short paper, we show their relations to fractional divided differences and fractional difference operators, and present a generalized Hermite-Genochi formula. This formula then allows the definition of a larger class of fractional B-splines.
Introduction
Let ∇g(t) = g(t) − g(t − 1) denote the backward difference operator for functions g : R → R. The nth backward difference operator is iteratively defined via ∇ n+1 g(t) = ∇(∇ n g(t)), n ∈ N. Then
vanishes for any function g which is a polynomial of degree ≤ n − 1, n ∈ N. These difference operators are uniquely related to a certain class of B-splines. For is the B-spline of order n with respect to the sequence of knots 0, 1, . . . , n, n ∈ N.
It is well known that these spline functions are non-negative piecewise polynomials with compact support, and that R B n (x) dx = 1.
Thus the B-splines are the density function of a probability measure. The B-spline B n ∈ L 1 (R) ∩ L 2 (R) and for its Fourier transform one obtains Several authors have published approaches to extend difference operators to a fractional setting 4, 6, 7, 8 . In this paper, we consider the fractional difference operator that naturally appears in the generalization from classical to fractional B-splines 16 .
For bounded functions g the right hand side is finite
. Related to this difference operator there are fractional B-splines
For α > 1, these functions are in L 1 (R) ∩ L 2 (R) and for their Fourier transform
In this short paper, we relate the fractional B-splines to fractional divided differences and the Hermite-Genocchi formula.
Relations to divided differences
The nth divided difference for knots t 0 < t 1 < . . . < t n on the real line and for functions g : R → R is recursively defined as
The formulas have a nonrecursive equivalent, namely,
The classical B-spline has a representation with respect to the nth divided difference with uniform knots {0, 1, . . . , n}. In fact,
For the fractional B-splines B α , we have the representation
In consideration of the fractional B-splines, this motivates the definition of a fractional divided difference operator [α; N 0 ]g of order α > 0 for uniform knots
For α = n ∈ N 0 , Equations (2.3), (2.4), and (up to a factor (−1) n ) (2.5) reduce to the standard forms (1.1), (2.1), and (2.2) for nth order finite differences on uniform knots and classical B-splines. In this case, we write [0, 1, . . . , n] instead of [n; N 
For fractional B-splines, we can derive an extended version using the Weyl fractional calculus. We denote by W −α g(t) the Weyl fractional integral of g for α > 0, t > 0:
The left hand side is well defined 13 for functions in the Schwartz space g ∈ S(R). In this case, W −α g ∈ S(R). For α = 0, W 0 is defined as the identity operator: W 0 ≡ I. In accordance with these definitions, the Weyl fractional derivative W α g(t) can be defined for g ∈ S(R). Let n := α , and ν := n − α such that ν > 0. Then
Here,
n denotes the classical derivative. It follows that W α g ∈ S(R). Moreover, it can be shown that {W a | a ∈ R} forms a multiplicative semi-group. The following extension of (2.6) holds.
Proposition 2.1. Let α > 0 and g ∈ S(R). Then the fractional B-splines B α and fractional divided differences (2.6) satisfy
where g (α) (t) := (W α g)(t) is the Weyl fractional derivative.
Proof. The left hand side of the equation is defined by (2.4) as
.
For the right hand side we have by (2.3)
Since g (α) ∈ S(R) and fractional B-splines decay 16 as B α (t) = O(t −m ) for t → ∞ and m < α + 1, we can apply Lebesgue's Dominated Convergence Theorem. Thus, it is enough to show that for all k ≥ 0
or, equivalently,
We can write the right hand side as 1
This concludes the proof.
The relationship (2.7) allows an interesting interpretation of a fractional Bspline. For this purpose, we introduce the fractional forward difference operator ∆ α acting on functions g :
Then, if we interpret the integral R B α (t)g(t)dt as a weak integral in the sense that
we can write
where δ denotes the Delta distribution. Hence, R B α dt, · can be thought of as a fractional intergration operator of order α.
A generalization of the Hermite-Genocchi formula
The classical Hermite-Genocchi formula relates the divided differences of a function g ∈ C n (R) to the Dirichlet average of g over the standard n-simplex ∆ n . In this section, we generalize this formula to the fractional setting discussed in the previous section. To this end, we first recall a few definitions.
For n ∈ N, we denote by
the standard n-simplex in R n+1 . Let R 
The measure µ n b is actually taken over the set ∆ n 0 := {u ∈ R n | u j ≥ 0; j = 1, . . . , n; n j=1 u j ≤ 1}, which we identify via the bijection
with ∆ n . The symbol B(b) denotes the (n + 1)-dimensional Beta function defined by
Note that if b = e := (1, . . . , 1) then µ n e = Γ(n + 1) λ n , where λ n (du) =: dλ n (u) := du 1 · · · du n denotes n-dimensional Lebesgue measure on ∆ n . Now let t 0 < t 1 < . . . t n be an arbitrary sequence of real-valued knots and g ∈ C n (R). Then the Hermite-Genocchi formula states that
Here and in the following, a · b := n j=0 a j b j , denotes the canonical Euclidean inner product in R n+1 . At this point, we remind of the definition of the Dirichlet average 3 of a measurable function f . For this purpose, let Ω be a convex open subset of C, let ζ ∈ X n i=0 Ω, and let b ∈ R n+1 + . Then the Dirichlet average of a measurable function f : Ω → C is defined as the integral
We note that it is customary to denote the Dirichlet average of a function f by the corresponding upper-case letter, F . It can be shown that the Dirichlet average of a derivative equals the derivative of the Dirichlet average. (For more details regarding the properties of Dirichlet averages and their connection to the theory of special functions, we refer the interested reader to the monography by Carlson 3 .) Hence, the Hermite-Genocchi formula for a function g ∈ C n (R) can the restated in terms of the Dirichlet average as
where τ n := (t 0 , . . . , t n ). Equation (3.3) or its equivalent form (3.5) have also a probabilistic interpretation. We later use this probabilistic interpretation to generalize the HermiteGenocchi formula to fractional B-splines.
Suppose that U := (U 0 , . . . , U n ) is a random vector uniformly distributed over the standard n-simplex ∆ n in R n+1 . It is well-known 9,10,17 that a general random distribution of points on ∆ n is described by a probability measure µ n b with density
for some weight parameters b j > 0, j = 0, 1, . . . , n. For the random vector U , which is assumed to be uniformly distributed over ∆ n , the weights are equal to one and the probability density reduces to Γ(n + 1). Therefore, if we consider the random variable
defined on the Borel σ-algebra of ∆ n , and any function g ∈ C(R), then we have for the expectation E (with respect to the probability measure µ n e = Γ(n + 1)
This yields yet another representation of the Hermite-Genocchi formula, namely,
The generalization of the Hermite-Genocchi formula requires the extension of the n-dimensional standard simplex ∆ n to infinite dimensions. To this end, define
both endowed with the weak*-topology, i.e., the topology of point-wise convergence. For all n ∈ N, we embed ∆ n into ∆ ∞ thus identifying
Defining P n u := u n , the simplices ∆ n become the projections of ∆ ∞ under P n . The inverse of P n , (P n ) −1 is called an n-cylindrical set or n-cylinder. Letting m ∈ N with n ≥ m and setting P 
In other words, the family of measures {µ n b | n ∈ N} is projective 2,11 , and by the Kolmogorov Extension Theorem 2,11,15 there exists a probability measure µ b on ∆ ∞ , the projective limit lim ← − µ given by 10) with the property that
As usual, we define
Moreover, the mapping T is n-cylindrical, i.e., T maps n-cylinders to n-cylinders, and possesses a continuous inverse
The following result, in slightly different form though, can also be found in the work by Vershik and Shmidt 17 .
Lemma 3.1. Given an increasing infinite sequence of real-valued knots (t k ) with the property that lim sup 11) then the series
Proof. We show that lim sup k→∞ k √ u k < ∞, which in conjunction with the assumption on the knots (t k ) implies the validity of the statement. To this end, let u = T v and consider lim sup
where we applied the Law of Large Numbers to the sequence of independent random variables {log(1 − v i ) | i ∈ N 0 }.
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Setting X := ∞ j=0 t j U j , where now U := (U j ) is an infinite random vector uniformly distributed over the simplex ∆ ∞ and τ := {t j | j ∈ N 0 } an infinite increasing sequence of real-valued knots such that lim sup j→∞ j √ t j < ∞, we have by the above arguments
where g ∈ C(R). Here τ · u is the bilinear functional R
Equation (3.12) clearly holds for g ∈ S(R) and, using the fact that the Weyl fractional derivative g (α) = W α (g) , α > 0, is an endomorphism on S(R), also for g (α) :
Now, let us consider the setting for a fractional B-spline B α , α > 0. Here, b = e = (1, . . . , 1) ∈ R ∞ + and the inverse limit measure µ e is uniquely determined by its finite-dimensional projections µ n e = Γ(n + 1)λ n . Since the set of knots τ depends on α, we write τ (α) and note that τ (α) = N 0 for α ∈ R + \ N, and τ (α = n) = N n 0 , for all n ∈ N. Equation (3.13) then gives Let C ω (R) denote the class of real-analytic functions on R and let S ω (R) := S(R) ∩ C ω (R).
Theorem 3.1. Let α ∈ R + := {x ∈ R | x > 0} and suppose B α is a fractional B-spline. Then for all g ∈ S ω (R).
Proof.
We show that ∆ ∞ g (α) (N 0 · u)dµ e = Γ(α + 1) [α; N 0 ]g, g ∈ S ω (R), which together with the aformentioned arguments then gives the result.
Summary and Outlook
Fractional B-splines are a natural extension of the classical B-splines and they exhibit similar relationships to difference operators and divided differences as their classical analogues. An extension of the Hermite-Genocchi formula to fractional B-splines allows the definition of a more general class of fractional B-splines. The results presented in this paper can be extended to complex B-splines B z , where the order z is know a complex number z ∈ C + := {ζ ∈ C | Re ζ > 0}. There exist several interesting interpretations of such complex B-splines as densities of stochastic processes, in particular so-called Dirichlet-Poisson processes. These issues will be adressed in a forthcoming paper.
