Herein, an innovative operational matrix of fractional-order derivatives (sensu Caputo) of Fermat polynomials is presented. This matrix is used for solving the fractional Bagley-Torvik equation with the aid of tau spectral method. The basic approach of this algorithm depends on converting the fractional differential equation with its initial (boundary) conditions into a system of algebraic equations in the unknown expansion coefficients. The convergence and error analysis of the suggested expansion are carefully discussed in detail based on introducing some new inequalities, including the modified Bessel function of the first kind. The developed algorithm is tested via exhibiting some numerical examples with comparisons. The obtained numerical results ensure that the proposed approximate solutions are accurate and comparable to the analytical ones.
Introduction
Fractional-order calculus is a vital branch of mathematical analysis. Many practical problems in various fields such as mechanics, engineering and medicine are modeled by fractional differential equations. For example, Torvik and Bagley [] formulated a fractional differential equation that simulates the motion of a rigid plate immersed in a Newtonian fluid as follows:
t) + Cf (t) = g(t). (.)
A, B and C in (.) are constants depending on mass and area of the plate, stiffness of spring, fluid density and viscosity. Moreover, the function g(t) in (.) is a known function denoting the external force and f (t) stands for the displacement of the plate, and it should be solved. Spectral methods have prominent roles in treating various types of differential equations. Over the past four decades, the appeal of spectral methods for applications such as computational fluid dynamics has expanded. In fact, spectral methods are widely used in diverse applications such as wave propagation (for acoustic, elastic, seismic and electromagnetic waves), solid and structural analysis, marine engineering, biomechanics, astrophysics and even financial engineering. The main difference between these techniques is the specific choice of the trial and test functions. The main idea behind spectral methods is to assume spectral solutions of the form a k φ k (x). The expansion coefficients a k can be determined if a suitable spectral method is applied. The collocation method requires enforcing the differential equation to be satisfied exactly at some nodes (collocation points). The tau method is a synonym for expanding the residual function as a series of orthogonal polynomials and then applying the boundary conditions as constraints. The Galerkin method principally depends on selecting some suitable combinations of orthogonal polynomials which satisfy the underlying boundary (initial) conditions which are called 'basis functions' , and after that the residual is enforced to be orthogonal with the suggested basis functions. For an intensive study on spectral methods and their applications, Many number and polynomial sequences can be generated by difference equations of order two. Fermat polynomials are among these polynomials. This class of polynomials is considered as a special case of the general class of (p, q)-Fibonacci polynomial sequence (see [] ). This class of polynomials is of fundamental interest in mathematics since it includes some polynomials which have numerous important applications in several fields such as combinatorics and number theory. There are many papers dealing with these kinds of polynomials from a theoretical point of view (see, for example, [-]); however, the numerical investigations concerning these polynomials are very rare. In this respect, recently, a collocation algorithm based on employing Fibonacci polynomials has been analyzed for solving Volterra-Fredholm integral equations in [] . Moreover, a numerical approach with error estimation to solve general integro-differential-difference equations using Dickson polynomials has been developed in [] . This gives us a motivation for utilizing these polynomials in several numerical applications.
Recently, operational matrices have been employed for solving several kinds of differential problems, namely ordinary differential equations, fractional differential equations and integro-differential equations. The use of operational matrices of different orthogonal polynomials jointly with spectral methods produces efficient, accurate solutions for such equations (see, for example, [-]). The main aim of this paper can be summarized in the following two points:
• To establish a new operational matrix of fractional derivatives of Fermat polynomials.
• To analyze and present an algorithm for solving the Bagley-Torvik equation based on applying the spectral tau method. The outline of this paper is as follows. In Section , we introduce some necessary definitions of the fractional calculus. Moreover, in this section, an overview on Fermat polynomials is given including some properties and also some new formulae which are useful in the sequel. Section  is concerned with the construction of an operational matrix of fractional derivatives (OMFD) in the Caputo sense of Fermat polynomials. In Section , we analyze and present a spectral tau algorithm for solving the Bagley-Torvik equation. We give a global error bound for the suggested Fermat expansion in Section . Some test problems with comparisons are displayed in Section . Finally, some concluding remarks are displayed in Section .
Preliminaries and useful formulae
This section is dedicated to presenting some fundamentals of the fractional calculus theory which will be useful throughout this article. Moreover, an overview on Fermat polynomials and some new formulae concerning these polynomials are presented. 
Some fundamentals of fractional calculus
The following properties are satisfied by this operator:
where α, β ≥  and ν > -.
Definition  ([])
The Riemann-Liouville fractional derivative of order α >  is defined by
Definition  The fractional differential operator in the Caputo sense is defined as
The operator D α satisfies the following basic properties for m - ≤ α < m:
where the ceiling notation α denotes the smallest integer greater than or equal to α. For survey on the fractional derivatives and integrals, one can be referred to [, ].
An overview on Fermat polynomials
Fermat polynomials can be generated by the difference equation
In fact, Fermat polynomials are particular polynomials of the so-called (p, q)-Fibonacci polynomials which were introduced in [] . These polynomials can be generated with the aid of the recurrence relation
with the initial conditions
Fermat polynomials can be obtained from these polynomials for the case corresponding to p(t) = t and q(t) = -.
In the present work we will use Fermat polynomials over the domain t ∈ [, ]. Fermat polynomials can be written explicitly as
Note  It is worth mentioning here that F k (t) is a polynomial of degree (k -) with integer coefficients.
The polynomials F i+ (t), i ≥  have the following analytic form:
where z denotes the largest integer less than or equal to z. In the following, we are going to state and prove two basic theorems. The first is concerned with the inversion formula to formula (.); while in the second, a new expression for the first derivative of Fermat polynomials is given in terms of their original polynomials.
Theorem  For every nonnegative integer m, the following inversion formula is valid:
Proof We proceed by induction on m. Formula (.) holds trivially for m = . Now, assume that formula (.) is valid, and we have to prove that the following formula is valid:
If we multiply both sides of formula (.) by t, then, making use of the recurrence relation for Fermat polynomial (.), we get
in the latter formula, in the second summation, letting i → i - and collecting similar terms, we turn it into the form
If we note that
then it is not difficult to see that (.) can be written in the alternative form
Theorem  is now proved.
Theorem  The first derivative of Fermat polynomials is linked with their original polynomials by the following formula:
Proof The differentiation of the analytic form of the Fermat polynomials in (.) with respect to t yields
If we make use of the inversion formula (.), then relation (.) can be written as
In the latter relation, by letting k + r = m and arranging the terms, we get
where A i,m is given by
A i,m can be written in terms of the hypergeometric form  F  () as
The Chu-Vandermonde identity implies that the hypergeometric  F  () in (.) can be summed to give (see Koepf 
and, accordingly, A i,m takes the following reduced form:
Theorem  is now proved. Now, it is useful to rewrite an analytic form of the Fermat polynomials in (.) and its inversion formula (.) in the following two equivalent formulae: 
Fermat operational matrix of the Caputo fractional derivative
Let f (t) be a square Lebesgue integrable function on (, ). Let f (t) be a function which can be expressed in terms of the linearly independent Fermat polynomials as
If the series is truncated, then we have
where
We can assume that
can be written as
ij ) is the (M + ) × (M + ) operational matrix of derivatives whose nonzero elements can be obtained directly from relation (.). They can be written explicitly as
For example, for M = , the operational matrix G () is given by
Construction of Fermat OMFD
The section aims to construct the OMFD which generalizes the operational matrix of derivatives for the integer case. From relation (.), it is easy to observe that for every positive integer r, we have
Theorem  Let (t) be the Fermat polynomial vector defined in Eq. (.). For any α >  and for t ∈ (, ), one has
order α in the Caputo sense and it is given explicitly as
The entries (g α i,j ) can be written in the form
Proof The application of the operator D α to Eq. (.) along with relation (.) yields
If we make use of formula (.) and perform some algebraic calculations, we can write
and ξ α (i, j) is given in (.). In a vector form, Eq. (.) can be alternatively written as follows:
Moreover, we can write
Equation (.) along with Eq. (.) lead to the desired result.
Numerical treatment of the Bagley-Torvik equation
In this section, we present a numerical spectral tau algorithm for solving the fractionalorder linear Bagley-Torvik equation based on using the constructed Fermat operational matrix of derivatives.
Consider the linear Bagley-Torvik differential equation []
subject to the initial conditions
or the boundary conditions
Now, assume that f (t) can be approximated as
In virtue of Theorem , the following approximations can be obtained:
Making use of the approximations in (.) and (.), the residual of (.) is given by the formula
and hence the application of tau method (see, for example, []) leads to
Moreover, the initial conditions (.) yield
while the boundary conditions (.) yield
Equations (.) with (.) or (.) constitute a system of algebraic equations in the unknown expansion coefficients c i of dimension (M + ). This system can be solved via the Gaussian elimination procedure or any other suitable procedure. Therefore, the approximate solution (.) can be found.
Convergence and error analysis
This section gives a detailed study for the convergence and error analysis of the proposed Fermat expansion.
To proceed in such a study, the following lemmas are useful in the sequel.
Lemma  Let f (t) be an infinitely differentiable function at the origin. f (t) has the following
Fermat expansion:
Proof Following procedures similar to those given in [], the lemma can be obtained.
Lemma  ([], p.) Let I ν (t) denote the modified Bessel function of order ν of the first kind. The following identity holds:
The modified Bessel function of the first kind I ν (t) satisfies the following inequality:
Lemma  The following inequality is valid:
Now, we are in a position to state and prove the following two theorems.
The following estimate holds for the expansion coefficients:
Moreover, the series
Proof Lemma  enables one to write
In virtue of Lemma , the following estimate can be obtained:
The inequality in part (i) can be obtained if Lemma  is applied to the inequality in (.).
To show that the series
converges absolutely, the comparison test is applied. Indeed, if we make use of part (i), then the application of Lemma  yields
and this proves that the series is absolutely convergent.
Theorem  If f (t) satisfies the hypothesis of Theorem , and E M
, then we have the following error estimate:
Proof By Theorem , we can write
The summation in (.) can be turned into
where the two notations (·) and (·, ·) denote, respectively, gamma and the incomplete gamma functions. Now, we can write (.) in the alternative integration formula
but since e -t < , we get
which completes the proof of the theorem.
Test problems and comparisons
In this section, we use the Fermat tau operational matrix (FTM) method to solve numerically Bagley-Torvik equations. Moreover, we compare our results with some techniques existing in the literature.
Example  ([]) Consider the following Bagley-Torvik equation:
subject to the boundary conditions
The exact solution of Eq. (.) is f (t) = +t. We apply FTM for the case M = . The residual of Eq. (.) is given by the formula
where the operational matrices G () and G (   ) are given explicitly as follows:
After some manipulations, we get
and, consequently, f  (t) =  + t, which is the exact solution.
where g(t) is chosen such that the exact solution of Eq. (.) is f (t) = t( -t)e -t . We apply FTM. In Table  
The exact solution of Eq. (.) is given by
where E k λ,μ (z) is the Mittag-Leffler function of the two parameters λ, μ > , defined by
We apply FTM for the case corresponding to M = . In Table  
where g(t) is chosen such that the exact solution of Eq. (.) is f (t) = t   . We apply FTM for the case corresponding to M = . In Table  , we compare the pointwise error E and the pointwise error obtained in [] . The results in this table show that with few numbers of retained modes we obtained a maximum pointwise error of order  - . 
Conclusions
In this paper, we have developed a new operational matrix of fractional derivatives of Fermat polynomials. This matrix is established with the aid of introducing some new identities concerning Fermat polynomials. As far as we know, the introduced operational matrix is novel, and its application in handling fractional differential equations is also new.
As an application, the Bagley-Torvik equation is solved via a certain Fermat operational tau method. Some tested numerical examples including some comparisons are exhibited to demonstrate the features of the proposed method.
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