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Abstract
In tabular case, when the reward and environment dynamics are known, policy
evaluation can be written as Vpi = (I−γPpi)−1rpi, where Ppi is the state transition
matrix given policy pi and rpi is the reward signal given pi. What annoys us is
that Ppi and rpi are both mixed with pi, which means every time when we update
pi, they will change together. In this paper, we leverage the notation from [4] to
disentangle pi and environment dynamics which makes optimization over policy
more straightforward. We show that policy gradient theorem [3] and TRPO [2]
can be put into a more general framework and such notation has good potential to
be extended to model-based reinforcement learning.
1 Introduction
1.1 Bellman Equation in Matrix Form
Markov decision process (MDP) is a framework to model the learning process that the agent learns
from the interaction with the environment [3]. The interaction happens in discrete time steps, t =
0, 1, 2, 3, · · · . At step t, given a state St = st ∈ S, the agent picks an action at ∈ A(st) according to a
policypi(·|st), which is a rule of choosing actions given a state. Then, at time t+1, the environmental
dynamics p : S × R ×A × S → [0, 1] takes the agent to a new state St+1 = st+1 ∈ S and provide a
numerical reward Rt+1 = rt+1(st, at, st+1) ∈ R. Such a sequence of interactions gives us a trajectory
τ = {S0,A0,R1, S1,A1,R2, S2,A2,R3, · · · }. Our objective is to find an optimal policy to maximize
the expected long-term discounted cumulative rewards Vpi(s) = Epi[
∑∞
k=0 γ
kRt+k+1|St = s] for each
state s orQpi(s, a) = Epi[
∑∞
k=0 γ
kRt+k+1|St = s, at = a] for each state-action pair (s, a), where γ is the
discount factor. The Bellman equation for Vpi(s) can be written as follows:
Vpi(s) =
∑
a
pi(a|s)
∑
s′,r
p(s′, r|s, a)[r + γVpi(s
′)]
=
∑
a
pi(a|s)
∑
s′,r
r · p(s′, r|s, a) +
∑
a
pi(a|s)
∑
s′,r
p(s′, r|s, a)γVpi(s
′)
=
∑
a
pi(a|s)r(s, a) + γ
∑
s′
{
∑
a
pi(a|s) · p(s′|s, a)}Vpi(s
′)
= rpi(s) + γ
∑
s′
Ppi(s
′|s)Vpi(s
′) for all s ∈ S
(1)
Where rpi(s) is the expected immediate reward at state s under pi and Ppi(s
′|s) is the transition
probability of moving from s to s′ under pi. Notice that the transition probability is a combination
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of policy and the environment dynamics. We can write Vpi , rpi,Ppi in matrix form
Vpi=

Vpi(s1)
Vpi(s2)
...
Vpi(sn)
 , rpi=

rpi(s1)
rpi(s2)
...
rpi(sn)
=

∑
a
pi(a|s1)r(s1, a)∑
a
pi(a|s2)r(s2, a)
...∑
a
pi(a|sn)r(sn, a)

, Ppi=

Ppi(s1|s1) Ppi(s2|s1) · · · Ppi(sn|s1)
Ppi(s1|s2) Ppi(s2|s2) · · · Ppi(sn|s2)
...
...
. . .
...
Ppi(s1|sn) Ppi(s2|sn) · · · Ppi(sn|sn)

(2)
Then the Bellman equation can be rewritten in matrix form
Vpi = rpi + γPpiVpi
Assume that Ppi and rpi are given and I − γPpi is nonsingular, then
Vpi = (I − γPpi)
−1rpi (3)
For later uses, we define the vectorQπ = [Q(s1, ·)T,Q(s2, ·)T, . . . ,Q(sn, ·)T]T.
1.2 Problem
One problem with (3) is that Ppi and rpi are both dependent on pi, which means every time when pi
changes, we need to reconstruct them. In addition, although Vpi is a function of pi, we cannot write
the function in terms of pi explicitly. What we desire is to have
Vpi = f (pi|P, r) or Vpiθ = f (piθ|P, r) (4)
where piθ is a parameterized policy, instead of Vpi = f (pi|Ppi, rpi) or Vpiθ = f (piθ|Ppiθ , rpiθ ). Then,
we can directly write our objective as a function of pi, which can make optimization more straight-
forward and efficient, just as follows,
argmax
pi
Vpi = f (pi|P, r) or argmax
θ
Vpiθ = f (piθ|P, r) (5)
and solve it via gradient descent or other techniques. The notations from [4] is helpful to construct
(4)(5). We introduce the formulation in the following sections and try to rewrite TRPO [2] with it.
2 Notation and Preliminary
2.1 Notation and Properties
For simplicity, we assume both the number of states in S and the number of actions inA are finite.
We define the notations as follows [4]:
• |S| and |A| denote the number of states in S and the number of actions inA, respectively.
• P ∈ R|S||A|×|S| is a transition matrix whose entries are P(sa,s′) = p (s
′|s, a), where p (s′|s, a) ≥
0,
∑
s′ p (s
′|s, a) = 1, for all s and a, i.e.,
P1|S| = 1|S||A|, 1|S| = [1, 1, . . . , 1]
T ∈ R|S|×1 (6)
• pi ∈ R|S||A|×1 is a stationary policy, whose entries are pi(sa) = pi(a|s), where
∑
a pi(sa) = 1. It
is convenient to rewrite the policy as a matrixΠ ∈ R|S|×|S||A|, whereΠ(s,s′a) = pi(sa) if s
′
= s,
otherwise 0, i.e.
Π = diag(pi(·|s1)
T, · · · ,pi(·|s|S|)
T), pi(·|si)
T ∈ R1×|A|. (7)
Ξ ∈ R|S|×|S||A| is an auxiliary (marginalization) matrix defined by
Ξ = diag(1T
|A|, · · · ,1
T
|A|) (8)
It is easy to verify that
Π1|S||A| = |A|1|S|, ΠΞ
T
= I|S| (9)
We can easily reconstruct the state-to-state transition matrix by Ppi = ΠP ∈ R
|S|×|S|, and
state-action-to-state-action transition matrix by P′
pi
= PΠ ∈ R|S||A|×|S||A| . From (6) and (9),
Ppi1|S| = ΠP1|S| = Π1|S||A| = 1|S|
P′
pi
1|S||A| = PΠ1|S||A| = P1|S| = 1|S||A|
2
• ρ0 ∈ R
|S|×1 is the initial state distribution. µpi ∈ R
|S|×1 is the steady-state distribution of π
given environmentP which satisfies µTpiΠP = µ
T
pi. ρ
T
pi
= ρT
0
∑∞
i=0 γ
i(ΠP)i = ρT
0
(I−γΠP)−1
is the discounted visitation frequency vector under pi and
ρT
pi
1 = ρT
0
∑∞
i=0 γ
i(ΠP)i1 = ρT
0
(
∑∞
i=0 γ
i)1 = 1/(1− γ)
• r ∈ R|S||A|×1 is the average reward vector whose entries are r(sa) = r(s, a) = E[r|s, a] =∑
s′,r r · p(s
′, r|s, a), which specify the average reward obtained when taking action a in state
s. From the definition of rpi in (2) andΠ in (7), it is easy to see that
rpi = Πr (10)
Now we can rewrite the Bellman equation. From (2), we have
Vpi = (I − γPpi)−1rpi = (I − γΠP)−1Πr =
∑∞
i=0 γ
i(ΠP)iΠr = Πr + γΠPVpi (11)
Similarly, we have Qpi =
∞∑
i=0
γi(PΠ)ir = r + γPΠQpi . One can easily check that the relations
between Vpi andQpi are as follows,
Vpi = ΠQpi , Qpi =
∑∞
i=0 γ
i(PΠ)ir = r + γP[
∑∞
i=0 γ
i(PΠ)iΠr] = r + γPVpi (12)
2.2 A Recap of TRPO
We do a simple recap of TRPO [2] in this subsection. We will show how these results can easily be
obtained when written in matrix form and how to extend them.
For policy-based reinforcement learning algorithms, if we use policy gradient with a fixed learning
rate to update the policy, it always happens that the learning rate is sometimes too large that we
will get a worse policy. This oscillation makes the training unstable and the convergence slow. So
we want to find a way that our policy is guaranteed to improve after each policy update even the
improvement might be quite small at some time. The objective η(pi) is defined as follows,
η(pi) = Es0,a0,...
[∑∞
t=0γ
tr (st)
]
, where s0 ∼ ρ0 (s0) , at ∼ pi (at|st) , st+1 ∼ p (st+1|st, at) (13)
With the definition of the advantage functionApi(s, a):
Api(s, a) = Qpi(s, a) − Vpi(s) (14)
η(p˜i) can be split into two parts,
η(p˜i) = η(pi) + Es0,a0,···∼p˜i
[∑∞
t=0γ
tApi (st, at)
]
= η(pi) +
∑
s ρp˜i(s)
∑
ap˜i(a|s)Api(s, a) (15)
where ρp˜i(s) =
∑∞
i=0 γ
ip (si = s| p˜i,P,ρT0 ) is the discounted visitation frequency of s under p˜i. A local
approximation to η(p˜i) is constructed as follows:
Lpi(p˜i) = η(pi) +
∑
s ρpi(s)
∑
ap˜i(a|s)Api(s, a) (16)
It satisfies two important properties when piθ is parameterized by θ:
Lpiθ0
(
piθ0
)
= η
(
piθ0
)
, ∇θLpiθ0 (piθ)
∣∣∣
θ=θ0
= ∇θη (piθ)
∣∣∣
θ=θ0
(17)
Given the total variation divergence for two discrete distributions DTV(p‖q) =
1
2
∑
i
∣∣∣pi − qi∣∣∣, we
define Dmax
TV
(pi, p˜i) = maxs DTV (pi(·|s)‖p˜i(·|s)). It can be proved that
η (p˜i) ≥ Lpi (p˜i) −
4ǫγ
(1 − γ)2
α2, where α = DmaxTV (pi, p˜i) , ǫ = maxs,a
|Api(s, a)| (18)
With DTV(p‖q)
2 ≤ DKL(p‖q), we define DmaxKL (pi, p˜i) = maxs DKL(pi(·|s)‖p˜i(·|s)). Then we have
η(p˜i) ≥ Lpi(p˜i) − CD
max
KL (pi, p˜i), where C =
4ǫγ
(1 − γ)2
(19)
Let Mi(pi) = Lpii (pi) − CD
max
KL
(pii,pi), we have
η (pii+1) ≥ Mi (pii+1) , η (pii) = Mi (pii) ⇒ η (pii+1) − η (pii) ≥ Mi (pii+1) − Mi (pii)
So if we define pii+1 as pii+1 = argmax
pi
Mi (pi), then
η (pi0) ≤ η (pi1) ≤ η (pi2) ≤ · · · (20)
Therefore, Mi(pi) becomes a surrogate function that we want to maximize.
3
2.3 Relations Between Several Distance Measures
The total variation distance between two probability measures µ and ν on a sigma-algebra F of
subsets of the sample space Ω is defined as δ(µ, ν) = supA∈F
∣∣∣µ(A) − ν(A)∣∣∣ . The total variation
distance is related to the Kullback–Leibler divergence by Pinsker’s inequality:
δ(µ, ν) ≤
√
1
2
DKL(µ, ν)
And from [1], we have
δ(µ, ν) =
1
2
‖µ − ν‖1 =
1
2
∑
ω∈Ω
|µ(ω) − ν(ω)|
Thus,
‖µ − ν‖21 ≤ 2DKL(µ, ν)
3 TRPO in Matrix Form
In this section, we first write TRPO in matrix form and we will see there are more ways to find the
local approximation as (16). We derive several interesting properties of these approximations. The
norm ‖·‖ we use in this section is 1-norm. Note that Π (matrix) is just a rewriting of pi (vector).
They represent the same policy. This is the same for parametrizedΠθ and piθ.
With notations introduced in Section 2.1, η can be written as
η(pi) = ρ⊤0 Vpi = ρ
⊤
0
∞∑
i=0
γi(ΠP)iΠr
From (14), we see that the advantage functionApi , the vector form ofApi(s, a), can be written as
Api = Qpi − Ξ
TVpi
From (9),(11) and (12), it is easy to verify thatΠApi = 0. Then
(I − γPΠ)−1Api =
∞∑
i=0
γi(PΠ)iApi = Api +
∞∑
i=1
γi(PΠ)iApi = Api (21)
Since η(p˜i) = ρT
0
Vp˜i amd η(pi) = ρT0Vpi , (15) can easily be shown as follows,
Es0,a0,···∼p˜i
[∑∞
t=0 γ
tApi (st, at)
]
= ρT0 Π˜(I − γPΠ˜)
−1Api = ρ
T
0 Π˜(I − γPΠ˜)
−1[Qpi − Ξ
TVpi]
= ρT0 Π˜(I − γPΠ˜)
−1[r + γPVpi − Ξ
TVpi]
= ρT
0
Π˜
∞∑
i=0
γi(PΠ˜)ir + ρT
0
Π˜
∑∞
i=0 γ
i(PΠ˜)iγPVpi − ρT0 Π˜
∑∞
i=0 γ
i(PΠ)iΞTVpi
= ρT
0
∑∞
i=0 γ
i(Π˜P)iΠ˜r + ρT
0
∑∞
i=0 γ
i+1(Π˜P)i+1Vpi − ρ
T
0
∑∞
i=0 γ
i(ΠP)iVpi
= ρT0Vp˜i − ρ
T
0Vpi = η(p˜i) − η(pi)
Thus (4) can be written in the following form
η(p˜i) = η(pi) + ρT0 Π˜(I − γPΠ˜)
−1Api = η(pi) + ρ
T
0 (I − γΠ˜P)
−1
Π˜Api ≡ η(pi) + fpi(p˜i)
It is easy to see that fpi(pi) = 0. Suppose Π˜ = Π+ dΠ (dΠ→ 0 and dΠ1|S||A|×1 = 0) and if we want
η(p˜i) ≥ η(pi), we should have fpi(p˜i) = fpi(pi + dpi) ≥ 0. Note that
fpi(p˜i) = fpi(p˜i) − fpi(pi) = d fpi(p˜i)
∣∣∣
p˜i=pi
= trace
(
ρT0 (I − γΠ˜P)
−1γ(dΠ)P(I − γΠ˜P)−1Π˜Api + ρ
T
0 (I − γΠ˜P)
−1(dΠ)Api
)∣∣∣∣
p˜i=pi
= trace
(
ρT0 (I − γΠP)
−1(dΠ)Api
)
= trace
(
Apiρ
T
0 (I − γΠP)
−1dΠ
) (22)
4
Therefore, (
∇
Π˜
fpi(p˜i)
∣∣∣
p˜i=pi
)T
= Apiρ
T
0 (I − γΠP)
−1 (23)
There are 6 ways to set the approximation function as (16):
L1
pi
(p˜i) = η(pi) + ρT0 Π˜(I − γPΠ˜)
−1Api = η(pi) + ρ
T
0 (I − γΠ˜P)
−1
Π˜Api (policy gradient)
L2
pi
(p˜i) = η(pi) + ρT0Π(I − γPΠ˜)
−1Api
L3
pi
(p˜i) = η(pi) + ρT0 Π˜(I − γPΠ)
−1Api
L4
pi
(p˜i) = η(pi) + ρT0 (I − γΠP)
−1
Π˜Api (TRPO)
L5
pi
(p˜i) = η(pi) + ρT0 (I − γΠ˜P)
−1
ΠApi = η(pi) (trivial)
L6
pi
(p˜i) = η(pi) + ρT0Π(I − γPΠ)
−1Api = η(pi) + ρ
T
0 (I − γΠP)
−1
ΠApi = η(pi) (trivial)
We will discuss L2
pi
(p˜i), L3
pi
(p˜i) and L4
pi
(p˜i) in the following subsections.
3.1 Approximation Function L2
pi
(p˜i)
For L2
pi
(p˜i) = η(pi) + ρT
0
Π(I − γPΠ˜)−1Api, it is easy to see that L2pi(pi) = 0. For parametrized piθ, to
test (16), we have
dL2
piθ0
(piθ)
∣∣∣∣
θ=θ0
= dρT0Πθ0 (I − γPΠθ)
−1Apiθ0
∣∣∣
θ=θ0
= trace
(
ρT0Πθ0 (I − γPΠθ)
−1γP(dΠθ)(I − γPΠθ)
−1Apiθ0
)∣∣∣∣
θ=θ0
= trace
(
Apiθ0ρ
T
0γΠθ0 P(I − γΠθ0 P)
−1 (dΠθ)
)∣∣∣∣
θ=θ0
(24)
It is easy to see
(
∇θL
2
piθ0
(piθ)
∣∣∣∣
θ=θ0
)T
= Apiθ0ρ
T
0γΠθ0 P(I − γΠθ0 P)
−1∂Πθ
∂θ
∣∣∣∣∣
θ=θ0
,
(
∇θη (piθ)
∣∣∣
θ=θ0
)T
(25)
which means L2
pi
(p˜i) does not match η(pi) to the first order. To calculate the difference between
L2
pi
(p˜i) and η(pi), we have
η(p˜i) − L2
pi
(p˜i) = ρT0 (Π˜ −Π)(I − γPΠ˜)
−1Api
= ρT0 (dΠ)(I − γPΠ˜)
−1Api
Then we have ∥∥∥η(p˜i) − L2
pi
(p˜i)
∥∥∥ = ∥∥∥ρT0 (dΠ)(I − γPΠ˜)−1Api∥∥∥
≤
∥∥∥ρT0
∥∥∥‖dΠ‖∥∥∥∑∞i=0γi(PΠ˜)i∥∥∥‖Api‖
≤
√
2Dmax
KL
(pi, p˜i)
1 − γ
‖Api‖
3.2 Approximation Function L3
pi
(p˜i)
For L3
pi
(p˜i) = η(pi) + ρT
0
Π˜(I − γPΠ)−1Api , it is easy to see that L3pi(pi) = 0. Moreover, to test (16),
we have
dL3
piθ0
(piθ)
∣∣∣∣
θ=θ0
= dρT0Πθ(I − γPΠθ0 )
−1Apiθ0
∣∣∣
θ=θ0
= trace
(
ρT0 dΠθApiθ0
)∣∣∣∣
θ=θ0
= trace
(
Apiθ0ρ
T
0 dΠθ
)∣∣∣∣
θ=θ0
(26)
And (
∇θL
3
piθ0
(piθ)
∣∣∣∣
θ=θ0
)T
= Apiθ0ρ
T
0
∂Πθ
∂θ
∣∣∣∣∣
θ=θ0
, ∇θη (piθ)
∣∣∣
θ=θ0
(27)
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which means L3
pi
(p˜i) does not match η(pi) to the first order. But it is easy to check,
∇θL
2
piθ0
(piθ)
∣∣∣∣
θ=θ0
+ ∇θL
3
piθ0
(piθ)
∣∣∣∣
θ=θ0
= ∇θη (piθ)
∣∣∣
θ=θ0
= ∇θL
4
piθ0
(piθ)
∣∣∣∣
θ=θ0
(28)
which means the gradient of L2
piθ0
(piθ) and L
3
piθ0
(piθ) is a gradient decomposition of η(piθ) at piθ0 .
To calculate the difference between L3
pi
(p˜i) and η(pi), we have
η(p˜i) − L3
pi
(p˜i) = ρT0 Π˜
(
(I − γPΠ˜)−1 − (I − γPΠ)−1
)
Api
= ρT0 Π˜
(
(I − γPΠ)−1(γPdΠ)(I − γPΠ)−1
)
Api
= ρT0 Π˜
(
(I − γPΠ)−1(γPdΠ)
)
Api
Then we have ∥∥∥η(p˜i) − L3
pi
(p˜i)
∥∥∥ = ∥∥∥∥ρT0 Π˜
(
(I − γPΠ)−1(γPdΠ)
)
Api
∥∥∥∥
≤
∥∥∥ρT0
∥∥∥‖dΠ‖∥∥∥∑∞i=0γi+1(PΠ)iP∥∥∥∥∥∥Π˜∥∥∥‖Api‖
=
γ‖dΠ‖‖Api‖
1 − γ
≤
γ
√
2DKL(pi, p˜i)‖Api‖
1 − γ
3.3 Approximation Function L4
pi
(p˜i)
If we set
Lpi(p˜i) = η(pi) + ρ
T
0 (I − γPΠ)
−1
Π˜Api = η(pi) + fpi(p˜i)
Then,
η(p˜i) − L4
pi
(p˜i) = ρT0 ((I − γPΠ˜)
−1 − (I − γPΠ)−1)Π˜Api
= ρT0 ((I − γP(Π + dΠ))
−1 − (I − γPΠ)−1)(Π + dΠ)Api
= ρT0 (I − γPΠ)
−1(γPdΠ)(I − γPΠ)−1dΠApi
Then we have∥∥∥η(p˜i) − L4
pi
(p˜i)
∥∥∥ = ∥∥∥ρT0 (I − γPΠ)−1(γPdΠ)(I − γPΠ)−1dΠApi
∥∥∥
≤
∥∥∥ρT0
∥∥∥∥∥∥(I − γPΠ)−1∥∥∥∥∥∥γP∥∥∥‖dΠ‖∥∥∥(I − γPΠ)−1∥∥∥‖dΠ‖‖Api‖
=
γ‖dΠ‖2‖Api‖
(1 − γ)2
≤
2γDKL(pi, p˜i)‖Api‖
(1 − γ)2
which is the same as (19).
4 Other Potential Applications
There are some other applications of this set of notations, e.g.
• If we know∇piθη(piθ) and want to get the∇θη(piθ), i.e. when we know the optimal direction
to update policy but we do not know how to control the parameters to make the policy turn
to this direction, we can do
min
θ
d(Πopt,Πθ),
where d(·, ·) is a distance measure.
• Instead of estimating value function Vpi , we can estimate the environment dynamics P,
which is independent of pi. Each transition information in the trajectory is valuable no
matter the reward signal is detected or not. Then, we can use the estimated Pˆ to update π
directly.
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