Abstract The multivariate extension of the logistic model with generalized extreme value (GEV) marginals is applied to provide a regional at-site flood estimate. The maximum likelihood estimators of the parameters were obtained numerically by using a multivariable constrained optimization algorithm. The asymptotic results were checked by distribution sampling techniques in order to establish whether or not those results can be utilized for small samples. A region in northern Mexico with 21 gauging stations was selected to apply the model. Results were compared with those obtained by the most popular univariate distributions, the bivariate approach of the logistic model and three regional methods: station-year, index flood and L-moments. These show that there is a reduction in the standard error of fit when estimating the parameters of the marginal distribution with the trivariate distribution instead of its univariate and bivariate counterpart, and differences between at-site and regional at-site design events can be significant as return period increases.
INTRODUCTION
Every year, floods take lives and damage property in many parts of the world. Authorities must protect people and their goods. The impacts caused by floods can be reduced if, for instance, the extent of flood plains is adequately identified. Delimitation of flood plains is based on the probabilities of these events.
Most flood studies have made use of univariate distributions and several efforts have been made to provide a statistical basis for selecting the type of probability distribution function that best fits the frequency distribution of the actual data, but they have caused more controversy than agreement among hydrologists. An additional problem in flood frequency analysis is the length of available record. Sometimes flood data exist, but not of the required length to provide accurate parameter estimates, and there is an increased risk that the flood estimate will not provide adequate protection of designated uses. One way to reduce the bias or uncertainty in the flood estimate is to combine observations from several sites with the record of inadequate length to increase information and to provide a regional at-site design event.
There are various methods available for estimating the magnitude of a flood peak through regional procedures (Cunnane, 1988) . Some methods depend on the existence of between-site correlation, e.g. record extension techniques (Matalas & Jacobs, 1964) , while others, such as regional pooling of standardized moments or probability weighted moments (Hosking & Wallis, 1997) , do not, and indeed are more effective if the records used are independent. Common approaches for transfer of information require normalizing the data in order to apply methodologies developed under the normal assumption (Yue, 1999) . However, some improvements have been obtained by using multivariate procedures applicable for non-normal variables (Gumbel, 1959 (Gumbel, , 1960a Clarke, 1980; Rueda, 1981; Raynal, 1985 , Raynal & Salas, 1987 Escalante & Domínguez, 1997; Escalante & Raynal, 1998; Escalante, 1998a,b; Yue, 2000 Yue, , 2001 Yue & Rasmussen, 2002; De Michele et al., 2005) .
In this paper, the trivariate approach of multivariate extreme value distribution with generalized extreme value (GEV) marginals is applied to flood frequency analysis.
TRIVARIATE EXTREME VALUE DISTRIBUTION
The general form of the logistic model for bivariate extreme value distribution is (Gumbel, 1960b) : 
where x and y represent the magnitudes of annual maximum flow at two neighbouring stations; m b is a bivariate association parameter (m b > 1); F(x) and F(y) are the marginal distributions; and ln is the natural logarithm. Marginals in equation (1) can be GEV distributions (Jenkinson, 1955) :
where υ, α and β are the location, scale and shape parameters, respectively; the case β = 0 corresponds to the Gumbel distribution.
For m b = 1, the bivariate distribution function reduces into the product of the marginals as:
which is the case of independence. When m b = ∞, the bivariate distribution function is: Gumbel & Mustafi (1967) obtained the analytical relationship between the product-moment correlation coefficient ρ and the association parameter m b for the bivariate distribution when both marginals are Gumbel distributions as:
from this expression, a value of m b = 2 corresponds to a correlation coefficient equal to 0.750. No analytical expression exists for the case when marginals are GEV distributions with β ≠ 0. However, Raynal (1985) obtained the relationship between the population product-moment correlation coefficient and the association parameter m b for the bivariate distribution by a numerical procedure for selected values of the shape parameters β 1 and β 2 . For example, the results for the case when m b = 2 are shown in Table 1 . As can be seen, values of correlation coefficient vary from 0.420 to 0.856 depending on the combination of shape parameters. From the multivariate extension of the logistic model for bivariate extreme value distribution, the trivariate formulation is (Gumbel, 1960b) :
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The corresponding density function is:
1 (12) Table 1 Population product-moment correlation coefficients for the association parameter m b = 2 when both marginals are GEV distribution in the logistic model (Raynal, 1985) . 
ESTIMATION OF PARAMETERS
The method of maximum likelihood has been chosen for parameter estimation. For the case of trivariate distribution function, the sample arrangements could have either an equal ( Fig. 1) or different lengths of record in any of the samples to be analysed (Fig. 2) . So, the following general form of the likelihood function will be used based on the generalization obtained by Anderson (1957) : 
where θ is the set of parameters to be estimated; n 1 and n 2 are the univariate and bivariate lengths of record before the common period n 3 , respectively (Fig. 2) ; n 4 and n 5 are the bivariate and univariate lengths of record after the common period n 3 , respectively; p is the variable x, y or z with univariate record before the common period n 3 or n 2 ; p and q are the variables x, y; x, z or y, z with bivariate record before the common period n 3 ; x, y and z are the variables with trivariate record during the common period n 3 ; r and s are the variables x, y; x, z or y, z with bivariate record after the common period n 3 ; r is the variable x, y or z with univariate record after the common period n 3 or n 4 , and I i is an indicator number such that I i = 1 if n i > 0 or I i = 0 if n i = 0. When a bivariate period exists, either before or after the common period n 3, additional bivariate association parameters m b1 and m b2 must be computed. So, m b1 = 0 and m b2 = 0 for the case of Fig. 1 . Because the expressions provided by the natural logarithm of equation (13) are much easier to handle, the log-likelihood function will be used: 
The maximum likelihood estimators of parameters of trivariate extreme value distributions (   2  1  3  3  3  2  2  2  1  1  1   and  ,  ,  ,  ,  ,  , (14) is maximized. Given the complexity of the corresponding partial derivatives with respect to the parameters, the multivariable constrained Rosenbrock optimization algorithm (Kuester & Mize, 1973) was applied to obtain the maximum likelihood estimators by the direct maximization of such an equation. In order to avoid a local optimum, it is suggested to start always with values of the location, scale and shape parameters computed through the univariate maximum likelihood approach of equation (2). The initial values of the association parameters m b1 , m t and m b2 can be considered equal to 2. As already mentioned, such a value corresponds to a correlation coefficient that can vary from 0.40 to 0.85.
RELIABILITY OF ESTIMATED PARAMETERS AND QUANTILES
From equation (14), the jkth element of the variance covariance matrix of the maximum likelihood estimates of the parameters for the trivariate extreme value distribution is:
The elements of the main diagonal of the variance-covariance matrix correspond to the values of the asymptotic trivariate variances of the parameters: In the above equations the subscripts asym and T stand for asymptotic and trivariate, respectively. These asymptotic variances were computed using trivariate, bivariate and univariate integration schemes (Stroud, 1968 (Stroud, , 1971 O'Hara & Smith, 1980) . In order to establish whether or not trivariate distributions can be utilized for small samples, the trivariate variances of the parameters were computed through distribution sampling techniques. The trivariate sample (x i , y i , z i ) was obtained according to the following methodology: (a) Transform the random number R 1 with uniform distribution over the interval (0,1) to z i , which has the marginal distribution F(z). (b) Substitute z i and a new random number R 2 , which has the same distribution as R 1 , in the following conditional distribution function, which must be solved for y i :
where p is a dummy variable of differentiation. (c) Substitute z i and y i along with a new random number R 3 in the following conditional function and solving for x i :
where q is a dummy variable of differentiation.
Equations (18) and (19) 
where S 2 is the sample variance, n the sample size, and λ the sample mean of each estimated parameter λ . Assuming the variances are chi-square distributed, a ) 1 ( α − confidence limit has been used according to the criterion described in Hann (1977) :
where n is the sample size, S 2 is the sample variance, 2 σ is the population variance and 2 ,ν β χ is the percentile value of the chi-square distribution with probability γ = 1 -φ/2 or γ = φ/2, respectively, and φ is the probability level. The preceding scheme has been applied with the following population parameter set: υ 1 = 15.0, α 1 = 2.0, β 1 = -0.2, υ 2 = 12.0, α 2 = 1.2, β 2 = -0.15, υ 3 = 10.0, α 3 = 1.0, β 3 = -0.10, m t = 2.0 and m b2 = 2.0. The following sample arrangement is used assuming the cases of Table 2:   5  4  3  4  3  4  3  3  3   4  3  3  3   3   ,  ,  ,  ,  ,  ,  ,  ,   ,  ,  ,  ,  , , , For this case, equations (18) and (19) take the following form: 
The inverse of the distribution function of z, required to transform the uniformly distributed random numbers, has the form:
The comparison of asymptotic and simulated variances of the parameters is shown in Table 3 . In general, a very good agreement between these variances is obtained for all the parameters. Results suggest that, for samples greater than or equal to 40, the asymptotic variance gives a very good estimate of the variances of the parameters of the trivariate distribution, and the agreement between the asymptotic and simulated variances is better as the sample size of the series increases.
An additional comparison was made between the asymptotic and simulated variances for quantiles. The asymptotic trivariate variances of the quantiles are estimated according to the procedure proposed by Boes (1983) , which requires solving the matrix ( ) where
and T is the return period in years.
The asymptotic results only apply for the case of large samples, and, in order to establish whether or not those results can be utilized for small samples, the variances of the quantiles were estimated by the distribution sampling technique. For this procedure, the same parameter set and cases already mentioned were considered. The comparison of asymptotic and simulated variances for the quantiles are shown in Table 4 . Results newly suggest that, for samples greater than or equal to 40, the asymptotic variance gives a very good estimate of the variances of the quantiles of the trivariate distribution. 
CASE STUDY
A region located in northern Mexico with 21 gauging stations (Fig. 3 ) was selected to apply the trivariate distribution to flood frequency analysis. Table 5 shows the period, length of record and some statistics for each station in the region.
The at-site information is correlated with that from streamflow records of neighbouring gauging stations, which can be considered to behave in a hydrologically similar fashion. The delineation of homogeneous regions was obtained following the proposed methodology of Nathan & McMahon (1990) , where multiple regression equations are used to select the most appropriate variables, then a cluster analysis is applied to derive preliminary groupings, and, finally, the heterogeneity of the preliminary groupings is investigated and minimized using a multi- 
where x 1 , x 2 , … represent each of the variables used to characterize the catchment, and the function is plotted over the range -π to π. A cluster of similar catchments will appear as a band of closely spaced curves. Several stepwise regressions were undertaken to identify the most important variables for use in defining homogeneous regions. This procedure was developed using all the stations within the study area. The dependent variables for development of the regression equations were the estimates of T Q (T = 2, 5, 10, 20, 50 and 100 years), using at-site flood frequency analysis. Fifteen physical catchment variables were considered to be potentially useful in the prediction of flood characteristics, but only five of them were selected by the stepwise regression procedure: catchment area, mean annual rainfall, mainstream length, mainstream slope and stream frequency (total number of junctions divided by area). These variables were substituted in equation (34) and the Andrews function was plotted for each station in the region. Close inspection of the curves indicated that there are two homogeneous regions, which are represented by the stations listed in Table 6 , and whose average curves are shown in Fig. 4 . In order to improve the precision of the extreme flow estimates at the gauged site, at-site information is correlated with one or two neighbouring gauging stations in the same homogeneous region. So, records are fitted by using the bivariate and trivariate extreme value distributions with GEV marginals. The best combination for each station analysed was selected according to the minimum value of the standard error of fit (SEF), as defined by Kite (1988) :
where g i (i = 1, ..., n) are the recorded events, h i (i = 1, ..., n) are the event magnitudes computed from the jth probability distribution at probabilities calculated from the sorted ranks of g i (i = 1, ..., n), and q j is the number of parameters estimated for the jth distribution. For the case of the GEV distribution, q = 3. For each station analysed, all possible combinations by pairs or triplets must be explored; for instance, the information of Choix station can be combined with that of the eight stations located in the same homogeneous region. Possible bivariate and trivariate combinations for this station are shown in Table 7 . The required initial values of the parameters to start the optimization procedure are those obtained by the univariate approach (UGEV). . The SEF at Choix station reduced from 60.4 to 40.0 m 3 /s. The general characteristics and final parameters for the bivariate combinations of Choix station are shown in Table 8 . The best bivariate combination for each station analysed is presented in Table 9 . . For this case (Table 7) , the equation to be maximized takes the following form: Table 10 . The estimated design events for different return periods by fitting the UGEV, BGEV and TGEV distributions at Choix station are shown in Table 11 . Differences in flow estimates can be significant among the models for longer return periods. In order to compare the goodness of fit among the univariate, bivariate and trivariate estimates of quantiles, the corresponding SEF values were computed. For the univariate case, the normal (N), two-parameter lognormal (LN2), three-parameter lognormal (LN3), gamma-2 (GM2), gamma-3 (GM3), log-Pearson type 3 (LP3), Gumbel (G) and mixed Gumbel (MXG) distributions were fitted to the data. The parameter estimation methods were moments (M), maximum likelihood (ML), L-moments (LM), maximum entropy (ME) and probability-weighted moments (PWM). The at-site extreme flow quantiles and SEF values estimated with the best univariate Data-based results indicate that there is a reduction in the standard error of fit when estimating the parameters of the marginal distribution, taking into account the hydrological information from two additional gauging stations.
Differences between at-site and regional at-site design events can be significant as return period increases. This justifies the needed to use a regional technique to reduce the uncertainty in the estimating processes.
In most cases the trivariate procedure was able to reduce the value of the square mean error with reference to the station year, index flood and L-moments methods, which indicates that the proposed model is a suitable option to be considered when performing regional flood frequency analysis.
