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Abstract 
Existing expansions for the near- and far-field flow of linear waves in a viscous liquid on a plane beach are 
supplemented by an approximation in the intermediate region which enables the flow to be matched from the shore 
line to infinity. Methods of computation are discussed and incorporated are recent improvements on the perfor- 
mance of numerical computation of oscillatory integrals. Sidi’s user-friendly W-transform (1988) and Kiihler’s 
parameter optimisation (this journal, 1993) for generalised Newton-Cotes quadrature are found to be significant 
elements particularly with regard to the inversion of the Kontorovich-Lebedev transform. Comprehensive computa- 
tions are undertaken and diagrams shown to display the behaviour of the stream function for all depths. An attempt 
is also made to construct a composite expansion of the vorticity and this is computed on a ray bisecting the wedge. 
Key words: Oscillatory integrals; W-transformation; Generalised Newton-Cotes quadrature; Kontorovich-Lebedev 
and Mellin transforms; Kelvin function; Asymptotic expansions; Fredholm equation; Stream function; Vorticity; 
Stokes flow 
1. Introduction 
This work describes the application of recent developments in the area of numerical 
integration of oscillatory integrals to the problem of quantification of the stream function for a 
case of linearised wave motion in a viscous liquid on a plane beach. A thorough survey of 
earlier work is given in [4,5]. 
Approximations for small viscosity have been obtained for respectively large [4] and small [5] 
distances from the shore line. In the present work these are computed throughout the depth of 
flow and are supplemented by a new expansion for the more difficult intermediate region 
where the distance is of the order of the Stokes layer thickness and the beach angle is assumed 
asymptotically small. The reason for the last assumption is that a derived Fredholm equation of 
the first kind can then be dealt with analytically in an iterative fashion. This is stated without 
proof in the present work and computations are restricted to dominant terms in all the regions 
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of interest. They are also confined to the case of the wave motion which behaves, at large 
distances from the shore line, like the so-called regular standing wave [2] which is that inviscid 
standing wave solution that remains bounded near the shore line. This is done in the interests 
of brevity. There is no essential practical difficulty in dealing with the singular component and 
therefore, by implication, also the construction of waves of a progressing nature in the far-field. 
Computations given include the near-field expansion together with the inner and outer 
(distancej limits of it and the far-field expansion showing both the classical inviscid stream 
function together with the viscous modification of it. A construction is finally given for a 
“mid-depth” vorticity distribution as a function of distance from the shore line. Uniformity is 
formally noted between the inner and intermediate expansions. 
The equations and boundary conditions are written in Section 2 and the solution computa- 
tions are described in some detail (although all proofs are deferred to other works) in Section 3 
where in particular it is established that numerical quadrature is essential for a full quantifica- 
tion, the series expansions becoming less and less valid as the angle of the beach is decreased. 
In Section 4 we discuss the numerical interpretation of an inverse Kontorovich-Lebedev (KL) 
transform which is essentially divergent in the physical variables and in Section 5 we consider 
the ranges and parameters chosen for the computations. Finally, Section 6 contains a discussion 
of some of the difficulties that can arise with inverting KL transforms and shows how some 
recent developments on oscillatory integration can improve substantially the performance of 
the inversion. Some thoughts for further work are summarised in Section 7. 
2. Formulation of the linear hydrodynamic beach problem 
The equations and boundary conditions governing the propagation of small amplitude 2-D 
gravity waves of a single frequency (T in a viscous fluid over a plane beach are 
Vz(V2-iF)$=O, in D={(r,B)IO<R<w,-a<8<0}, (2.1) 
q!t=&,=O, on aD,: O= -a, (2.2) 
21CrRR = V2$, on do,: 0=0, (2.3) 
and 
2 iuv 
g*,, +:*,+- 
3*0, 90 9eee 
R 3$,,, - R + ~2 + ~2 (2.4) 
Here I, is the kinematic viscosity, g is the acceleration due to gravity, R, 8 are the usual polar 
coordinates and the stream function Q!I is defined such that the seaward radial velocity 
component u is given by 
u = i &{Real[@(R, 0)]exp[iat]}. 
In this work, our concern is with the computation of certain approximations to the solution 
derived for small and for large R in the respective works [4] and [5]. These solutions will only 
be written here. They will be supplemented by a new approximation in the intermediate region 
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valid for small beach angle (Y. This intermediate region is defined by R = O(E) where 
E = Re-‘l2 and (the Reynolds number) Re is defined by Re = g2/a3v. Accordingly, the inner 
and outer regions are indicated by R = O(E) and E/R = o(l), respectively, and we look for 
asymptotic expansions of the stream function valid in each of the three domains, so as to obtain 
some measure of overlap of validity. 
3. The solutions to be computed 
3.1. The inner region R = O(E) 
An inner limit defined by Lim E + 0, l 2/R fixed, results in a Stokes flow approximation near 
R = 0 described by the system 
V4$ = 0, in D, (3.1) 
I+!J=I+!I~=~, on aD,, (3.2) 
2$,, = V2$, on aD,, (3.3) 
i5&, =L&}, on aD,, (3 4 
where now .$ = E -2R and L, is the operator between the braces in (2.4). The solution is 
discussed in detail in [5]. It can be expressed as 
$(t, 0) =A, sin 4 / 
- 1/2+im 
(f$“r(s - l)F(s + l)P(s)R-‘(s) ds, 
-1/2-b 
(3.5) 
where A, is an arbitrary constant, C$ = 0 + (Y, R(s) = 2(cos2as - s2sin2a), 
P(s) = s2 sin se - sin s4 cos s(~ (1 + cot C$ cot CX) 
+ s sin s& sin SLY (cot C$ + cot (Y cot SC#J cot S(Y) 
and F(s) is a suitable solution of the functional equation 
iF(s + 1) cos sp + s2 cos p + 1 - s2 
F(s) = sin sp -s sin p 
A ip(s), p = 2a. P-6) 
For the particular slope angle cr = n/(2N), NE l$ we can express such a suitable solution in 
“semi-closed” form if m = 2N: 
N-1 exp{$ri - TT/(~N)} 
F(s)=G(s)k~~ 2cos{k+1+iT}~/(2N)’ On s=~‘iT’ 
2 
where G(s) is a certain contour integral: 
in which c is a curve passing between t, = 2ris and t _ 1 = 2ni(s - 1) asymptotic to the real 
axis. F(s) is analytic in - 1 < Re(s) < 1. 
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Computation possibilities 
The integral in (3.5) is absolutely convergent with a “weak” factor exp( -as) for small slope 
angles. It has competing oscillatory components from the terms T(s - 1) and [-“. The formula 
(3.6) may be used to investigate fully the poles of the integrand in the complex s-plane. 
Possibilities therefore include 
(a) series expansion from poles in Re(s) < - i; 
(b) series expansion from poles in Re(s) > - 3; 
(c) direct generalised Newton-Cotes quadrature of (3.5); 
(d) extrapolative, e.g., W-transformation type quadrature of (3.5). 
It turns out that none of these approaches will do the job fully. The use of the W-transforma- 
tion really requires all the oscillation housed under one single-phase function, and whilst this 
can be achieved by use of Stirling’s formula, the task of extracting real and imaginary parts 
prior to W-transformation and correcting for the neglected tail of the formula appears to make 
this proposition impractical. However, later in this work the W-transformation is required to 
complete the inversion of a Kontorovich-Lebedev (KL) transform. 
The series expansion (a) turns out to be of the type 
m 50 
(3.7) 
j=O k=O 
where the eigenvalues A; satisfy cos(A - 1)~ = +(A - 1) sin (Y. The applicability has been 
discussed in [5] where, for the 6” beach, it is shown that A, = 8.07 and at least sixteen terms are 
required to guarantee 80% accuracy as far as 5 = 10. Beyond that, computation gets increas- 
ingly difficult as further “families” of terms have to be included (j = 1, 2,. . . and so on). The 
series will not converge in the Cauchy sense. Fig. 3.1 shows the “very near”-field behaviour of 
the stream function respectively in the first two terms of the asymptotic expansion (3.7). If the 
first term is purely real, the second is purely imaginary, so that one represents a “snapshot” of 
the stream lines at, say, time t = 0 and the other at t = I/ for this near-standing wave 
motion. Clearly, any identified stream line oscillates normal to the shore line whilst suffering 
only slight distortion. Since 5 = 0 is a stagnation point, the flow is reduced on the phase of 
seaward migration of a stream line and vice versa. The particles near the surface “bob up and 
down” but not perpendicularly to the mean free surface as they would in a standing wave over 
a horizontal bed. 
The series expansion (b) is also asymptotic (for 5 Z+ 1) but it plays a different role: it will be 
used to determine the matching requirements from the intermediate region. We require no 
more than the first two terms. Observing that P(s) has a simple zero at s = 1, we note that the 
Fig. 3.1. “Very near”-field behaviour of the stream function computed from Eq. (3.7) at two principal phases of a 
wave cycle; two-term stream lines; (left) at (T = 0 ((Y = ha); (right) at (T = $r (a = &r). 
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integrand in (3.5) has a simple pole at s = 0 and a double pole at s = 1. When these two 
contributions have been estimated, the remainder is O([-’ In 5). We require P’(1) and P”(1). 
After some tedious algebra, we have 
2 sin (Y sin 4 P’(1) = sin 20 + sin 2a - 24 cos 2a Ap,q,, 
2 sin (Y sin 4 P”(1) = 28(1+ cos 20 - cos 2c~) - 24 cos 2a 
+ 2cr(cos 24 + 24 sin 2~) + 4 sin (Y sin 4 sin 0 2 p2ql, 
and therefore, 
$I- 
rrrAF(O) 
sin (Y (/3 - sin p) 
[(cos (Y sin 4 - 4 cos 0) 
i [ 
F’ (0) 
+i p2+2 F(O) +I.‘(l)-ln+[-$ p1 , 
1  11 
where q1 = p cos p - sin p and q2 = -p2 sin p. It may be noted that F'(O)/F(O) = 5.072 36 
[5]. The stream function approximation $/A obtained is shown in Fig. 3.2. Note in particular 
that for small values of Q, successive terms of the asymptotic expansion are amplified by factors 
0(ae2), and that consequently the approximation may only be useful for inordinately large 
values of 5: possibly 5 _ 5000 or so for the 6” beach. This is confirmed in Figs. 3.3 and 3.4. 
In the direct numerical quadrature carried out here and for the far field, it was decided to 
use the quadrature formula derived in [3] with the parameter control governed by automatic 
monitoring of the oscillations of the integrand during integration. This procedure had proved 
successful in earlier work [2] on the difficult integrals arising in the inviscid theory (also 
encountered below); recent improvements on global error performance using a universal 
parameter, e.g., [6] are considered later in this work in conjunction with the inversion of the KL 
transform. Figs. 3.5 and 3.6 show the real and imaginary parts of the near-field stream function 
computed as discussed. The method requires the tabulation of F(s) on s = 4 + [ - 20, lO]i to 
avoid too many repetitive calls to the SUBROUTINE computing G(s). Convergence is 
absolute, like exp{ - i I s I T}. Adequate results (three significant figures) were obtained with 
2400 subdivisions. The integrand in (3.5) is not real on the real axis, so the conjugacy used in 
the far-field integrals considered below does not apply. In fact, 1 F(s) I= O(1) when Im(s) + - ~c1 
but O(exp{ - $r I s I}> when Im(s> + +m. That is why we have had to use the asymmetric 
interval s - + = [ - 20, + lO]i. 
One interesting phenomenon arose out of this application which could have ramifications. It 
was observed that the relative accuracy of the quadrature (measured against the asymptotic 
expansion (3.7)) diminished very rapidly as 5 -+ 0. A close inspection of the results as a function 
of 5 revealed approach to zero like t2 instead of t8.“, as was required. The concern was that 
the values of llog 5 I were not so large as to disturb the integrand behaviour and it was 
concluded in [5] that the effect was due to the removable singularity of the integrand at 
s = - 1. Any deficiency in the tabulation of F(s) on s = 3 + it will result in a parasitic 
contribution from this singularity. 
Let us imagine that our (deficient) tabulation F,(s) (wrongly) indicates that $ N l at2 as 
268 U. Ehrenmark /Journal of Computational and Applied Mathematics 50 (1994) 263-281 
300 1000 2000 3000 4000 
1111111) ‘125 
Fig. 3.2. Outer limit of near-field stream function from Eq. (3.8); (top) real part; (bottom) imaginary part on $6: 
[300,40001. 
5 + 0 through the removable singularity at s = - 1 in (3.5). The numerical output will 
determine a value for co. If we now replace the tabulation by 
*EO 
F, = F, - - 
s+’ ’ I 
on s = i + it, we can so choose h as to remove at least the dominant part of the parasitic 
contribution from the removable singularity. It is easy to see that this choice is given by 
+rriA, sin C/J A lim 
P(s) 
- =R(-1). 
s-+-1s+l 
On the basis that F, represents an improved tabulation of F, it should now be possible to 
re-examine the behaviour of $ as 5 + 0 (as determined by F,) and then iteratively obtain a 
refinement scheme. Time has not permitted a fuller exploration of this idea, but it does seem 
worthy of some further investigation. 
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Fig, 3.3. Real part of near-field “mid-depth” vorticity on 5 = [loo, lOOOO]; full curve is from numerical quadrature; 
dashed curve is a two-term asymptotic expansion. 
3.2. The outer region ER-’ = o(l) 
It has been shown [4] that a two-term solution in this region may be expressed in the form 
+(O) =fo + c[ fI + e-CR/t’)sin(@+a)ho], 
1 
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Fig. 3.4. Imaginary part of near-field “mid-depth” vorticity on 5 = [loo, lOOOO]; full curve is from numerical 
quadrature; dashed curve is a two-term asymptotic expansion. 
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Fig. 3.5. Near-field stream function computed by quadrature from Eq. (3.5); (top) real part; (bottom) imaginary part 
on +.$ [30,4001. 
where the inverse Mellin transforms for fO, fl and h, may be vectorised as 
+“B(s)r(s + 1) ds 
cos SCY 
tsin ~(0 +(Y) COS(ST + E) 
x cos[(s+l)(T-e--(Y)+z] 
’ 
(3.9) 
-cot (Y sin(s + l)(O + a) sec(s + l)(.y cos[(S + ~)(TT -a) + C] 
sec”+‘(O + ~2) cos(s7~ + Z) 
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Fig. 3.6. Near-field stream function computed by quadrature from Eq. (3.5); (top) real part; (bottom) imaginary part 
on it: [300,40001. 
B(s) = T(s) expka 
sinh(s - i)e-* 
(e”’ + l)sinh(it) - 
-m < Re(s) <m + 1, 
A* and E are arbitrary constants. In this work we shall make all computations with E = $T 
corresponding to the so-called regular standing wave at infinity [4]. In the above, E’ = E/ill2 so 
that we can observe the usual Stokes oscillatory boundary layer effect through the ho term. 
Although we deduced a two-term limit of the one-term near-field expansion, we are going to 
restrict our matching attempts to the most fundamental level. The inner limit of $(‘) can be 
achieved in a similar manner by applying the residue theorem in Re(s) < i (details in [4]). We 
note the result 
where 
f” il fl = 27TA*B(l) h” (Y sin (Y 
-Rn sin(B + a) 
r-6-a 
-7T 
(3.10) 
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III)R 
Fig. 3.7. Far-field stream function computed by quadrature from Eq. (3.9); (top) real part; (bottom) imaginary part 
on R: [0.2, 301. (Values shown on upper axes are extreme values of 4.) 
where r = Ri’12/E 
appear at this level 
present. 
is the “intermediate” radial coordinate. Logarithmic terms would only 
if E # $r, i.e., if there is an element of the far-field singular standing wave 
Computation of (3.9) has been carried out on the interval R =: 0.2(0.2)30.0 for 8 =: o( - &(Y> 
- (Y and from the data have been constructed the “far field” stream lines (instantaneous 
“snap-shots” of stream lines). For comparison, Fig. 3.7 shows the real and imaginary parts of 
the full two-term viscous solution I)(‘), whilst Fig. 3.8 displays the features of f. only. Quite 
clearly the inner and outer solutions obtained so far do not have a genuine region of overlap. It 
turns out that we can relate the arbitrary constants A and A* for this simpler case .Z = $r by 
examining matching on the surface. However, in the fluid interior, the two solutions still drift 
apart as 8 decreases from 6’ = 0 at surface. The reason is the transition of vorticity from an 
algebraically decaying (with R) harmonic function in the near field to a distribution in the far 
field which is confined to small regions near the solid bottom. 
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-0.64 0.72 -0.77 0.84 -0.88 0.93 -0.95 0.97 -0.98 
Fig. 3.8. Classical inviscid stream function for “regular” standing wave on R: [0.2,30]. (Values shown on the upper 
axis are extreme values of 4.) 
3.3. The intermediate region R/E = O(l) 
This is the “natural region” for the equation, where the radial variable is of the order of the 
Stokes boundary layer thickness. The field equation does not simplify under the scaling but the 
surface conditions do. We get the conditions $,, = V2$ = 0 on 8 = 0 from (2.3) and (2.4). 
The aim of the present paper is to discuss methods of approximations and computations 
rather than detailed analysis. A separate work is being prepared which discusses the derivation 
of the following solution for $J in this region in terms of inverse Mellin and KL transforms. 
Moreover, the reader should have little difficulty in verifying the expressions as formal 
solutions. 
We write 
+!I =BremE2/’ cos 8 + 
/ 
c+im 
r-Y(s) sin se ds 
c-im 
2 
/ 
m Ki,( ~)r sinh nr7 sinh 70 G(r) dr 
7-r2 0 sinh r(~ 
7 (3.11) 
where Y = Ri’j2/E and G(r) is given by the KL transform of the unknown “vorticity” on 
8 = --cr: W(Y, - a) = - v211, ‘f(Y), 
G(T) = Lm$bCii(l) dr. (3.12) 
In the above K,(r) is Macdonald’s function (see [8]) (more correctly a Kelvin function), i? is 
arbitrary, A(s) is to be determined along with G and the variation e-EZ/r has been chosen to 
ensure a Mellin transformable function Cc, without interfering with its behaviour in R = O(E) to 
the leading order. 
Although it is possible to deduce a Fredholm equation of the second kind for the function 
G(T), we choose here an alternative approach which yields a Fredholm equation of the first 
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kind. A method of solving this equation iteratively for asymptotically small values of (Y is 
discussed in detail in another work and only the results will be quoted here. The Fredholm 
equation for the Mellin transform f(s) is 
&~~im~(s)2~2~{~(-s - ir))r{+( -s + ir)} 
; 1m 
x {T coth rcy --s cot scr} ds up, Re(s) < 0, 
where 
m = m~{~exp(-~)~sincr+Qcos~~ dr 
and Q is defined by 
Q(r; E) = 2rri/,~-h2ss cot scr r(-1 -s) ds, c < -1. 
It turns out that f -fO as (Y + 0, where 
rfo(r) = ; B exp ‘{- (-c)sincz+Fcosa!l. 
Observe that Q/r 2 N O( r T/a-2) in the limit r/e2 + 0, so that the existence of G&r) is 
protected in (3.12) provided Q < &r. (Here G, corresponds to f,.) Use of the convolution 
theorem for Mellin transforms [l] leads to the alternative form 
Go@) = 2 -2+-/c+im(~~2)“l.(l - s)r(i( -s - ir)}r{+( -s + ir)} 
c-im 
~{sin a! + (s - 2) cos (Y cot(s - 2)aj ds. 
The residue theorem yields the result 
(3.13) 
_ 
G, = sReal( ($2)-i’r(ir)r(l + ’ ){ 17 sin (Y + (ir + 2) cos (Y cot(i7 + 2)a)) 
3B7T 
+ 
sech( $rr) 
2ff sin (Y (1 + r”) 
+ 0(E2), (3.14) 
without any difficulty. Observing that the choice 2riA, sin S(Y = Be2(’ +S)r( - 1 - s) cos LX + 
f&s) will ensure the bottom boundary conditions are satisfied to the leading order in E, we find 
after some manipulation 
&=Br si;:,‘“’ 
where 
=_ 
that (3.11) is approximated by 
2 mKi,(r)T sinh rr7 sinh r8 G,(T) dr 
-- 
2 / +~I~ 
(3.15) 
n 0 sinh T(Y 
i 
e2 cos Ly 
X - sin (Y + (s - 2) cos (Y cot(s - 2)(y) + 3 (’ (YE2 s(s + 1) 
ds. (3.16) 
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Fig. 3.9. (a) Real and (b) imaginary parts of mid-depth vorticity w,id_depth computed from composite expansion 
formed by intermediate and near-field contributions. 
Our computation of this intermediate field by means of its mid-depth vorticity is displayed in 
Fig. 3.9. We have used a value of E = 0.2 with the objective of displaying the effects described 
more clearly. The matching at this one-term level is simply achieved by the equations 
?TAF(O) Efi -2n2iA*B(1) 
- =-= 
•~2 sin LY E CY 
(3.17) 
The choice 2riA” = 1/(2rr>‘/* gives a wave of unit amplitude at R = ~0. It is also stated 
without proof that the matching between inner and intermediate solutions is uniformly valid 
through the depth under the assumption of small cx We note in passing that F(O) = 0.01085 - 
0.001939 i and that B(1) = 0.405 577. 
Details of the above are given in another work but the reader 
conveniently compare limits of the expressions for vorticity. From 
ate limit of inner vorticity is 
int _ 
2rE3Afi sin 8 F(0) 
00 - 
Y sin cy (sin /3 -p) ’ 
wishing to verify (3.17) might 
(3.5) the one-term intermedi- 
and this can be recovered as the inner limit of - V* (3.151, provided it is observed that the full 
integral expression for Go is used (3.13) and that the order of integration is reversed. This 
procedure needs careful justification but is necessary because the E-asymptotic development of 
Go in (3.14) is not uniformly valid in the inner limit E + 0 holding Y/E fixed. 
4. Numerical interpretation 
Whilst Y is regarded as a real variable, the inversion of (3.15) is reasonably straightforward 
- apart from the fundamental difficulties of inverting any Kontorovich-Lebedev transform 
numerically. Some of these are discussed below. The more substantial problem is that the 
physical radial variable being R, where r = Ri’/2/E, we have 
I Ki7( Y) I - T-l’* exp( - fTa)(&r)“‘, as 7 + +m, and I G,(T) I = 0(TP2exp( - $‘rr)), 
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which formally means that if we use the Kelvin function in (3.151, the integral will only converge 
when (Y + 0 > &. This then requires cr > &r and is clearly inconsistent with the earlier 
assumption of small (Y. 
A remedy appears to be to subtract out the terms involving the slow decay inverting exactly 
those that would not converge as Kelvin terms so that the remainder becomes absolutely 
convergent when arg r = $r. If we work with the approximation (3.14), it is the second term 
which requires special treatment. Its contribution to the integral in (3.15) is given by 
(4-l) 
where X0 = - 68/( TFT(Y sin a). To illustrate the technique, we can look for a computation on 
0 = - &. This will reduce the algebra considerably without obscuring the fundamentals. 
Values computed for this choice of 8 are thus termed “mid-depth” values. 
Let us write 
+(hj) = /am:if)..‘sinh(fhjra) dr, 
so that 
N-l 
J= -xO C (-)i4(hj)P 
j=O 
where Aj = 2N - (2j + 1) and we 
+ 4 where vi = iAja and using 
integral for 4 in the form 
4j = C sin vi - $r 
/ 
Tj 
Y sin t 
0 
(4.2) 
(4.3) 
have retained (Y = 7r/(2N), N E RJ. By considering d2&/dq2 
the method of variation of parameters, we can rewrite the 
e -rcoS’ sin(t -qj) dt, (4.4) 
having noted the KL inverse of T sinh r/7 [l]. The value of C is given by 
mKi7(r)T2 
C=/, 1+72 dr (4.5) 
and is computable with arg r = +-IT. Note also that since 0 < qj < $r, each $j is also com- 
putable and will remain a bounded function of r as r + a. 
5. Numerical procedure 
Our aim is to compute a vorticity expansion uniformly valid in the inner and intermediate 
domain. For the 6” beach, N = 15. We have chosen a value E = 0.2 so that the inner variable 
5 = 25 corresponds to the outer variable R = 1 and the intermediate variable r = 5i’12. To gain 
sufficient overlap, let us then run the present computation with r/ill2 E [l, 311. The upper 
value is chosen so that R,, sin ~Y/E > 3, ensuring that the outer boundary layer type solution 
is valid around R = R,,. 
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Fig. 5.1. Near-field “mid-depth” vorticity on 5 = [O, 1001; full curve is real part; dashed curve is imaginary part. 
We compute (4.5) as a function of Y using the expression 
Ki,(Z) = ~me-icoshr cos st dt, 
0 
(5.1) 
which can also be used on the integral arising from putting the first term of (3.14) into (3.15). 
Meanwhile, (4.4) is readily computed for j = 0,. . . , N - 1 and the result of the whole computa- 
tion is displayed in Fig. 3.9. We have also shown separately, in Figs. 5.1-5.4, the computation of 
-.. , \ 
I \ 
1 / 
I’ 
\ \ 
I \ 
Fig. 5.2. Near-field “mid-depth” vorticity on ._$ = [lo, 10001; full curve is real part; dashed curve is imaginary part. 
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Fig. 5.3. Near-field “mid-depth” vorticity on 5 = [loo, 100001; full curve is real part; dashed curve is imaginary part. 
the innermost vorticity integral, again on 0 = - ia. Also, in Figs. 3.3 and 3.4 are shown the 
approach of the “exact” inner solution to its asymptotic form taken here to be a two-term 
representation. The results confirm earlier observations [S] that this approach is inordinately 
slow and renders the asymptotic forms almost useless for actual computation for other than the 
Fig. 5.4. Near-field “mid-depth” vorticity on 5 = [lOOO, lOOOOO]; full curve is real part; dashed curve is imaginary 
part. 
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most extreme values of the independent variable or for the steepest of beaches. The need for 
numerical quadrature is demonstrated beyond doubt. 
6. Inversion of the Kontorovich-Lebedev transform 
It should be stressed that the task of inverting general Kontorovich-Lebedev transforms 
numerically is not entirely straightforward. Even when the argument of the Macdonald function 
is real. Moreover, the author is unaware of any existing exposition on this topic. Let us 
summarise some of the difficulties without developing too many details. 
(i) The basic inversion integral converges perhaps only conditionally. 
(ii) The integrand is oscillatory. 
(iii) As a result of which K,,(z) will be required for very large G-. 
(iv) In all probability very large values of I z I may be required also. 
(v) The information on K,,( *) for T x== 1 is scant and difficult to assemble. 
(vi> More usually, very small values of Ki, are cancelled by very large values of a multiplier 
sinh($rT) (or cosh($rT)), making the use of an alternative to (5.11, e.g., 
cosh($a{)Kig(x) = /amcos(~ sinh t) cos it dt 
seem more appropriate. 
In the present computation we have invoked Sidi’s W-transformation [7] which in its simplest 
possible form requires the determination of points of fixed phases for only the dominant part 
of the oscillation. Sidi states that the method should work for a wider class of functions than 
considered in that paper and both the innermost and outermost integrands involved in the KL 
inversion here belong to such a wider class. For double-precision convergence we have had to 
use between ten and fifteen points for every single integral computed. 
The numerical quadrature of these “element” integrals was carried out using the formula 
devised in [3] but the opportunity was taken to examine the effect of using Kohler’s prescription 
[6] for the choice of the free parameter k in each element. For the present case that choice is 
k = kept, where 
f"'(7) h 
-k2 = fyq) a’ opt 
[ I (64 
where a, b are the integration limits for the element. Kijhler discusses the possibility of 
evaluating k using analytic expressions where available but also devises an elegant construction 
using the secant method and functional values required for the quadrature. He does not, 
however, test experimentally the process of using finite-difference expressions, so it was 
decided to examine this possibility here. The results were very encouraging indeed. Table 1 
provides a short extract of output in a computation of K,,,(l) using (i) k = kept and (ii) 
k = 1.2 k,,,. The values shown are the relative errors in each element when the number of 
subdivisions M are doubled until a reasonable tolerance is achieved. The formulae used for f”’ 
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Table 1 
Computation of IY,,,~(~); sample values of absolute error as M increases 
M Relative error Limits of integration 
Using optimum value k = k,,,, as determined by (6.1) 
a b 
40 0.~47716~10Py 
80 0.230596.10-11 
160 0.363384. lo- l3 
40 0.880729.10-’ 
80 0.137297.10-9 
160 0.214229.1OV” 
320 0.545 574.10 - l3 
40 0.666427.10P” 
80 0.103846~10~” 
160 0.162146.10-” 
40 0.354429.10F8 
80 0.551371~10-“’ 
160 0.859200.10P ‘* 
Using k = 1.2 k,,, 
40 
80 
160 
320 
640 
0.874469.10-’ 
0.547053~10-s 
0.341988.10-9 
0.213 695. lo- lo 
o.133337.10-‘1 
40 0.140429.10-’ 
80 0.880531~10~’ 
160 0.550776~10~’ 
320 0.344282.10-9 
640 0.215 114. lo- lo 
1280 o.134508~10~11 
40 0.142643.10-5 
80 0.893028.10-’ 
160 0.558376.10-’ 
320 0.348 972.10 - 9 
640 0.218097.10-“’ 
0.00 
0.00 
0.00 
0.14 
0.14 
0.14 
0.14 
0.44 
0.44 
0.44 
0.77 
0.77 
0.77 
0.00 
0.00 
0.00 
0.00 
0.00 
0.14 
0.14 
0.14 
0.14 
0.14 
0.14 
0.44 
0.44 
0.44 
0.44 
0.44 
0.14 
0.14 
0.14 
0.44 
0.44 
0.44 
0.44 
0.77 
0.77 
0.77 
1.15 
1.15 
1.15 
0.14 
0.14 
0.14 
0.14 
0.14 
0.44 
0.44 
0.44 
0.44 
0.44 
0.44 
0.77 
0.77 
0.77 
0.77 
0.77 
and f’ were the usual five- and three-point central formulae, thus requiring only four 
functional evaluations which were not used for the quadrature itself. Using a forward formula 
at a and a backward formula at b would reduce this to zero (total economy), but to preserve 
accuracy these would need to be of higher order. Comparison of parts (i) and (ii) of Table 1 
indicate firstly that the strategy for choosing kept appears to work well and in particular (ii) 
indicates the sensitivity of the results to a small perturbation of k,,,. More experiments are 
needed in this area. 
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7. Concluding remarks 
Methods of computation have been described which give approximations to solutions of the 
problem of small-amplitude viscous oscillations over a plane beach. These have yielded near- 
and far-field approximations valid for arbitrary slope angles together with the first known 
attempt at matching these through an intermediate expansion. The example considered in the 
present work has been restricted to the case of a standing wave but has nevertheless exposed a 
number of areas that need further investigation in addition to the more obvious interest in 
providing an intermediate expansion valid for all (Y < $r together with a description of the full 
effect on a progressing wave. Some interesting results in the outer region were described in an 
earlier work for this wave [4]. 
Thus some areas highlighted here for further investigation on the computational side include 
(i) the provision of improved generalised Newton-Cotes quadrature to take account of the 
multi-oscillatory facets of some of the integrands occurring; (ii) more extensive use of W-trans- 
formation type application in complex-valued integrals; (iii) better documentation on the 
numerical inversion of the Kontorovich-Lebedev transform with both Macdonald and Kelvin 
functions as kernels. 
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