Statistical mechanics for non-reciprocal forces by Ivlev, A. V. et al.
ar
X
iv
:1
40
3.
24
17
v1
  [
co
nd
-m
at.
sta
t-m
ec
h]
  5
 M
ar 
20
14
Statistical mechanics for non-reciprocal forces
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A basic statistical mechanics analysis of many-body systems with non-reciprocal pair interactions
is presented. Different non-reciprocity classes in two- and three-dimensional binary systems (relevant
to real experimental situations) are investigated, where the action-reaction symmetry is broken for
the interaction between different species. The asymmetry is characterized by a non-reciprocity
parameter ∆, which is the ratio of the non-reciprocal to reciprocal pair forces. It is shown that
for the “constant” non-reciprocity (when ∆ is independent of the interparticle distance r) one
can construct a pseudo-Hamiltonian and such systems, being intrinsically non-equilibrium, can
nevertheless be described in terms of equilibrium statistical mechanics and exhibit detailed balance
with distinct temperatures for the different species. For a general case (when ∆ is a function of
r) the temperatures grow with time, approaching a universal power-law scaling, while their ratio is
determined by an effective constant non-reciprocity which is uniquely defined for a given interaction.
PACS numbers: 05.20.-y, 52.27.Lw, 65.20.De, 05.20.Dd
One of the fundamental postulates of classical me-
chanics is Newton’s third law actio=reactio, which states
that the pair interactions between particles are recipro-
cal. Newton’s third law holds both for the fundamental
microscopic forces, but also for equilibrium effective forces
on classical particles, obtained by integrating out micro-
scopic degrees of freedom [1–5]. However, the action-
reaction symmetry for particles can be broken when their
interaction is mediated by some non-equilibrium environ-
ment: This occurs, for instance, when the environment
moves with respect to the particles, or when a system of
particles includes different species and their interaction
with the environment is out of equilibrium (of course,
Newton’s third law holds for the complete “particles plus
environment” system). Examples of non-reciprocal in-
teractions on the mesoscopic length-scale include forces
induced by non-equilibrium fluctuations [6, 7], optical [8]
and diffusiophoretic [9, 10] forces, effective interactions
between colloidal particles under solvent or depletant
flow [11–14], shadow [15–17] and wake-mediated [18–20]
interactions between microparticles in a flowing plasma,
etc. A very different case of non-reciprocal interactions
are “social forces” [21, 22] governing, e.g., pedestrian dy-
namics.
Non-reciprocal forces are in principle non-Hamiltonian,
so the standard Boltzmann description of classical equi-
librium statistical mechanics breaks down. Hence, it is
a priori unclear whether concepts like temperature and
thermodynamic phases can be used to describe them.
To the best of our knowledge, the classical statistical
mechanics of systems with non-reciprocal interactions –
despite their fundamental importance – has been unex-
plored so far.
In this Letter we present the statistical foundations
∗e-mail: ivlev@mpe.mpg.de
of systems with non-reciprocal interparticle interactions.
We consider a binary system of particles, where the
action-reaction symmetry is broken for the pair interac-
tion between different species. The asymmetry is charac-
terized by the non-reciprocity parameter ∆, which is the
ratio of the non-reciprocal to reciprocal forces. We show
that for the “constant” non-reciprocity, when ∆ is inde-
pendent of the interparticle distance r, one can construct
a (pseudo) Hamiltonian with renormalized masses and
interactions. Hence, being intrinsically non-equilibrium,
such systems can nevertheless be described in terms of
equilibrium statistical mechanics and exhibit detailed
balance with distinct temperatures for different species
(the temperature ratio is determined by ∆). For a general
case, when ∆ is a function for r, the system is no longer
conservative – it follows a universal asymptotic behav-
ior with the temperatures growing with time as ∝ t2/3.
The temperature ratio in this case is determined by an
effective constant non-reciprocity which is uniquely de-
fined for a given interaction. In the presence of frictional
dissipation the temperatures reach a steady state, while
their ratio remains practically unchanged.
Let us consider a binary mixture of particles of the
sort A and B. The spatial dependence of the pair inter-
action is described by the function ϕ(r). The interaction
is reciprocal for the AA and BB pairs, while between the
species A and B the action-reaction symmetry is broken.
The measure of the asymmetry is the non-reciprocity pa-
rameter ∆(≥ 0) which we first assume to be independent
of the interparticle distance (“constant”). We present
the force Fij exerted by the particle i on the particle j
as follows:
Fij = −∂ϕ(rij)
∂rj
×


1−∆ for ij ∈ AB;
1 + ∆ for ij ∈ BA;
1 for ij ∈ AA or BB,
(1)
where rij = |ri − rj | and each particle can be of the sort
A or B; note that ϕ(r) may be different for different pairs
2[23]. By writing the Newtonian equations of motion of in-
dividual particles interacting via the force (1), we notice
that the interaction symmetry is restored if the particle
masses and interactions are renormalized as follows:
m˜i = mi ×
{
(1 + ∆)−1 for i ∈ A;
(1−∆)−1 for i ∈ B, (2)
ϕ˜(rij) = ϕ(rij)×


(1 + ∆)−1 for ij ∈ AA;
(1 −∆)−1 for ij ∈ BB;
1 for ij ∈ AB or BA.
(3)
Hence, a binary system ofN particles with non-reciprocal
interactions of the form of Eq. (1) is described by a
pseudo-Hamiltonian with the masses (2) and interactions
(3). In particular, this implies the pseudo-momentum
and energy conservation,
N∑
i
m˜ivi = const,
N∑
i
1
2
m˜iv
2
i +
N∑
i<j
ϕ˜(rij) = const,
and allows us to employ the methods of equilibriums sta-
tistical mechanics to describe such systems. For instance,
from equipartition, 1
2
m˜A〈v2A〉 = 12m˜B〈v2B〉 ≡ 12DkBT˜
(where T˜ is the pseudo-temperature and D is the dimen-
sionality), it immediately follows that in detailed balance
TA = (1 +∆)T˜ and TB = (1−∆)T˜ , i.e.,
TA
TB
=
1 +∆
1−∆ . (4)
We conclude that a mixture of particles with non-
reciprocal interactions can be in a remarkable state of
equilibrium, where the species have different tempera-
tures TA and TB. Such equilibrium is only possible for
∆ < 1, otherwise the forces FAB and FBA are pointed in
the same direction [see Eq. (1)] and the system cannot
be stable.
Now we shall study a general case, when the interac-
tion between the species A and B is determined by the
force whose reciprocal, Fr(r), and non-reciprocal, Fn(r),
parts are arbitrary functions of the interparticle distance
r. Both forces can be presented as Fr,n(r) = (r/r)Fr,n(r),
where Fr,n = −dϕr,n/dr. It is instructive to write the
equations of motion for a pair of interacting particles A
and B in terms of the relative coordinate r = rA−rB and
the center-of-mass coordinate R = (mArA +mBrB)/M ,
MR¨ = 2Fn(r), (5)
µr¨ = Fr(r) +
mB −mA
mA +mB
Fn(r), (6)
where µ = mAmB/(mA +mB) and M = mA +mB are
the reduced and total masses, respectively. We define
the relative velocity, v = r˙, the center-of-mass velocity,
V = R˙, and their values after a collision, v′ = v + δv
and V′ = V + δV. From Eq. (6) we conclude that the
relative motion is conservative, i.e., the absolute value of
the relative velocity remains unchanged after a collision,
|v + δv| = |v|. Equation (5) governs the variation of
the center-of-mass velocity, δV, which is determined by
the relative motion via Fn(r). By employing the relation
vA,B = V ± (µ/mA,B)v, we obtain the variation of the
kinetic energy EA,B after a collision:
δEA,B = mA,B
[
V · δV + 1
2
(δV)2
]
±µ (V · δv + v · δV + δV · δv) . (7)
Let us introduce the angle θ between V and v, and the
scattering angle χ between v′ and v. Since the relative
motion is conservative, from Eq. (5) we conclude that δV
is parallel to δv. Hence, δV · δv = δV δv, and for two-
dimensional (2D) systems we have V · δV = V δV sin(θ−
1
2
χ), V ·δv = V δv sin(θ− 1
2
χ), and v ·δV = −vδV sin 1
2
χ
[24–26].
In order to calculate the magnitudes of the veloc-
ity variations and the scattering angle, we consider the
small-angle scattering, χ ≪ 1 [25]: Such approxima-
tion significantly simplifies the general analysis and is
valid for sufficiently high temperatures (provided the
pair interaction is not of the hard-sphere-like type). Us-
ing Eqs. (5) and (6), for a given impact parameter ρ
we get δV (ρ) = (4/Mv)fn(ρ) and χ(ρ) = δv/v =
(2/µv2)[fr(ρ) +
mB−mA
mA+mB
fn(ρ)], expressed via the scatter-
ing functions (α =r,n):
fα(ρ) = ρ
∫
∞
ρ
dr
Fα(r)√
r2 − ρ2 .
The equations describing evolution of the mean kinetic
energy of the species A and B can be obtained by mul-
tiplying δEA,B with the collision frequency between the
species and averaging it over the velocity distributions
[26]. The collision cross section is represented by the inte-
gral over the impact parameter [25],
∫
dρ for 2D systems
or
∫
dρ2πρ for 3D systems. To obtain a closed-form solu-
tion, we shall assume that the elastic momentum/energy
exchange in collisions provides efficient Maxwellization
of the distribution functions (which can be verified by
molecular dynamics simulations, see below). Then, one
can perform the velocity averaging over the Maxwellian
distributions with the temperatures TA,B (note that after
the integration over θ all terms in Eq. (7) yield contribu-
tions ∼ χ2). After some algebra we derive the following
equations for 2D systems:
3T˙A,B = ±1±∆eff
1 + ǫ
√
2πnB,AIrr
mAmB
(
TA
mA
+ TBmB
)3/2
[
(1 + ∆eff)TB − (1−∆eff)TA + ǫ
1±∆eff (TB − TA)
]
, (8)
where nα is the areal number density (for simplicity, be-
low we assume nA = nB = n). The equations depend
on the effective non-reciprocity ∆eff and the interaction
disparity ǫ,
∆eff = Inn/Irn,
ǫ = IrrInn/I
2
rn − 1,
(9)
expressed via the integrals Iαβ =
∫
∞
0
dρ fαfβ (naturally,
it is assumed that the integrals converge). We point out
that ∆eff and ǫ are numbers uniquely defined for given
functions ϕr,n(r); from the Cauchy inequality it follows
that ǫ ≥ 0.
Note that for 3D systems the r.h.s. of Eq. (8) should be
multiplied by the additional factor 8/3, and the integrals
become Iαβ =
∫
∞
0
dρ ρfαfβ . For a reciprocal Coulomb
interaction, Irr is proportional to the so-called Coulomb
logarithm (see e.g., [26, 27]) and ∆eff = 0. In this case
Eq. (8) is reduced to the classical equation for the tem-
perature relaxation in a plasma [26].
For the “constant” non-reciprocity, Fn(r)/Fr(r) = ∆,
we get ∆eff = ∆ and ǫ = 0. In this case Eq. (8) yields the
equilibrium T˙A,B = 0 for the temperature ratio given by
Eq. (4). Otherwise we have ǫ > 0 and the temperatures
grow with time, approaching the asymptotic solution,
t→∞ : TA(t) = τTB(t) = ct2/3, (10)
where c ∝ (nIrr)2/3 and
τ =
√
(1 + ∆eff)2 + ǫ
(1−∆eff)2 + ǫ . (11)
Thus, the asymptotic temperature ratio is a constant
which tends to the equilibrium value [Eq. (4)] for ǫ→ 0.
To verify the analytical results, we carried out a molec-
ular dynamics simulation of a 2D binary, equimolar mix-
ture of soft spheres. We implemented the velocity Verlet
algorithm [28] with an adaptive time step. The simu-
lation box with periodic boundary conditions contained
2×20, 000 particles with equal masses. We used a model
Hertzian potential [29–31] whose reciprocal and non-
reciprocal parts are given by ϕr(r) =
1
2
ϕ0(max{0, 1 −
r/r0})2 and ϕn(r) = 13ϕ0(max{0, 1 − r/r0})3, respec-
tively, where ϕ0 is the interaction energy scale and r0
is the interaction range. At t = 0 the particles were ar-
ranged into two interpenetrating square lattices with the
initial temperature TA = TB = T0 (therefore, at early
simulation time a certain fraction of T0 was converted
into the interaction energy).
The numerical results are illustrated in Fig. 1, where
we plot the dependencies TA,B(t) for different T0. For the
Hertzian interactions, from Eq. (9) we obtain ∆eff = 0.57
and ǫ = 0.082, and Eq. (11) yields the asymptotic tem-
perature ratio τ = 3.1. One can see that for all T0 the
numerical curves approach the expected universal asymp-
totes described by Eqs. (10) and (11). Note that the early
development at sufficiently low temperatures exhibits a
remarkably sharp dependence on T0 – we observe the
formation of a plateau which broadens dramatically with
decreasing T0. On the other hand, for T0 & 1 the nu-
merical results are very well reproduced by the solution
of Eq. (8), as expected. A small (< 10%) deviation ob-
served in this case is due to the fact that weak collisions
are no longer providing efficient Maxwellization of the
velocity distribution for the “hotter” species A (see the
lower panel of Fig. 1).
In Fig. 2 we show how the temperature evolution de-
pends on the density n. Here, the total kinetic energy
TA(t) + TB(t) calculated for different values of the areal
fraction φ = πr20n is plotted. In contrast to the sharp
dependence on T0 seen in Fig. 1, the increase of n is ac-
companied by an approximately proportional shortening
of the plateau [32]. The inset demonstrates the predicted
∝ n2/3 scaling for the asymptotic temperature growth.
In order to explain the observed behavior at low tem-
peratures, we point out that the approximation of small-
angle scattering is not applicable in this regime and,
hence, Eq. (8) is no longer valid. Strong correlations
make the analysis rather complicated in this case, but
one can implement a simple phenomenological model to
understand the essential features. We postulate that at
sufficiently low temperatures the energy growth caused
by non-reciprocal interactions can be balanced by non-
linearity, forming a “dynamical potential well” where the
system can reside for a long time. Qualitatively, one can
then expect the development around the initial temper-
ature to be governed by the activation processes, and
introduce the effective “Arrhenius rate” characterizing
these processes. Assuming the dimensionless tempera-
ture T (normalized by the effective depth of the well) to
be small, we employ the following model equation:
T˙ = C exp(T−γ), (12)
where C is a constant (possible power-law factors can be
neglected for T ≪ 1) and γ is an exponent determined
by the particular form the potential well. Substituting
T−γ ≃ T−γ0 − γT−γ−10 (T − T0) in Eq. (12) yields the
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FIG. 1: Growth of the mean kinetic energy in a 2D binary
system of particles interacting via the non-reciprocal Hertzian
forces (see text for details). The upper panel displays the time
dependence of the temperatures TA and TB . The solid lines
show the development obtained from the simulations for the
areal fraction φ = pir20n = 0.3 and different initial tempera-
tures T0. All curves approach the universal asymptotes ∝ t
2/3
described by Eqs. (10) and (11). The doted lines represent
the solution of Eq. (8) for T0 & 1. The early development at
T0 ≪ 1 is fitted by the explosive solution, Eq. (13), shown
by the dashed lines. The temperatures are normalized by ϕ0,
time is in units of
√
mr2
0
/ϕ0. The lower panel illustrates the
velocity distributions fA,B(v) at t ≃ 700 for T0 = 1 and 10.
explosive solution,
T (t) = T0 − T
γ+1
0
γ
ln
[
1− Cγ
T γ+10
exp(−T−γ0 )t
]
, (13)
with the explosion time tex = (T
γ+1
0 /Cγ) exp(T
−γ
0 ). In
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FIG. 2: Time dependence of the total kinetic energy, TA+TB,
obtained from the simulations. The development for T0 = 1
and different φ (0.1, 0.3, 0.5, 0.7, 0.9, increasing along the
arrow) is shown. The inset demonstrates the ∝ n2/3 density
scaling of the asymptotic temperature growth. The tempera-
ture and time units are the same as in Fig. 1.
Fig. 1 we show that the explosive solution provides quite
a reasonable fit to the numerical results at low tempera-
tures for C = 4× 10−5 and γ = 0.305.
Let us briefly discuss the effect of dissipation due
to friction against the surrounding medium. To take
this into account, one has to add the dissipation term
−2νA,B(TA,B−Tb) to the r.h.s. of Eq. (8), where να is the
respective damping rate in the friction force −mαναvα
and Tb is the background temperature (determined by
the interaction of individual particles with the medium)
[19, 33]. In this case the temperatures TA,B always reach
a steady state, since the growth term in Eq. (8) decreases
with temperature. The resulting steady-state tempera-
ture ratio, τν , can be easily derived from Eq. (8), assum-
ing that the steady-state temperatures are much larger
than Tb. For similar particles, this requires the condition
ν ≪ nIrr/
√
mT 3b to be satisfied [34]. Then we obtain the
following equation for τν :
ν˜[(1−∆eff)2+ǫ]τ2ν−(ν˜−1)(1−∆2eff+ǫ)τν = (1+∆eff)2+ǫ,
where ν˜ = νA/νB. For ν˜ = 1 we get τν = τ , i.e., the
steady-state temperature ratio is not affected by fric-
tion. Generally, τν exhibits a very weak dependence on ν˜:
e.g., for the Hertzian interactions the deviation between
τν and τ is within ≃ 1% in the range 0.8 ≤ ν˜ ≤ 1.3
(expected for experiments with binary complex plasmas
[19, 35]).
Note that at low temperatures the system can be dy-
namically “arrested” due to friction and never reach the
asymptotic stage described by Eqs. (10) and (11). A sim-
ple analysis of Eq. (12) with the dissipation term shows
that the arrest occurs when νtex & 1.
In conclusion, the presented results provide a basic
classification of many-body systems with non-reciprocal
interactions. We investigated different non-reciprocity
classes in 2D and 3D systems which are relevant to a
plethora of real situations: For instance, the shadow in-
5teractions [15, 17] in binary complex plasmas have a con-
stant non-reciprocity and can dominate the kinetics of 3D
systems, while the wake-mediated interactions [19, 20]
governing the action-reaction symmetry breaking in bi-
layer complex plasmas are generally characterized by a
variable non-reciprocity. We expect that our predictions
can be verified in complex plasma experiments, e.g., by
measuring the kinetic temperatures in 2D binary mix-
tures or in 3D clouds under microgravity conditions. Fur-
thermore, the analysis of dynamical correlations in the
strong-damping regime should help to understand the ef-
fect of non-reciprocal effective interactions operating in
colloidal suspensions.
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