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Let A and C be compact symmetric operators on a Hilbert space H, and let 
B= If C be 1-I. Then the eigenvectors for the generalised eigenvalue problem 
(A - AB)x = 0 # .Y E H, and the associated root vectors, coincide with those of the 
operator Q = B-‘A which is self-adjoint in the Pontryagin space H, under the 
inner product given by (r, J)~ = (x, B.v). The main result is equivalence of (i) com- 
pleteness of these root vectors in H; (ii) nondegeneracy of a particular root sub- 
space L of Q in H,; (iii) decomposability of H, into a Q-invariant orthogonal 
direct sum F@,G@,L, where dim F is finite and G, is a Hilbert space. This 
includes Iohvidov’s theorem, a complete proof of which we could not find in print. 
In addition to precise bounds on dim F, we also give various special cases and 
related results, e.g., for the case where A is self-adjoint and bounded below with 
compact resolvent, and B is bounded and symmetric. ‘( IY87 Academic Press. Inc 
1. INTRODUCTION 
In the monograph of Gohberg and Krein 16, Chap. 51 one finds many 
tests for the completeness of root vectors of compact operators on Hilbert 
spaces. One of the simplest and most elegant is a fundamental theorem of 
Iohvidov [9], a special case of which asserts such completeness for a l&l 
compact self-adjoint operator on a Pontryagin space. Gohberg and Krein 
use this to prove a similar result for a l-l product AB [6, p. 263]--here 
and below A and B-Z are compact symmetric operators on a Hilbert 
space H, and B is l-l. Then they state a development of this [6, p. 2641, in 
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which H is decomposed into a direct sum L i M of A&invariant sub- 
spaces such that 
dim L 6 2v, (1.1) 
v being the number of negative eigenvalues of B, and such that M is a 
Hilbert space under the inner product defined by 
(x3 Y)B = (x7 BY). (1.2) 
Various more complicated completeness results can be reduced to such 
questions. For example, one may cite reductions of polynomial eigenvalue 
problems (cf. [6, 7, lo] and references therein) to the generalized eigen- 
value problem 
(A-AB)x,=O#X,EH. (1.3) 
Obviously root vectors of the pencil A - LB, defined recursively by 
(A - AB)x,+ 1 = Bxi, (1.4) 
coincide with root vectors of Q = BP ‘A. Under the inner product ( , )B of 
(1.2), H is a Pontryagin space in which Q is compact and self-adjoint, so 
Iohvidov’s theorem applies to this situation. Quadratic pencils have 
received much attention via reduction to (1.3), and, for example, Greenlee’s 
treatment [S] uses explicitly much of the material in the first paragraph. 
Multiparameter eigenvalue problems can also be reduced to simultaneous 
equations of the form (1.3) (cf. [ 1, 31) and indeed we apply our results here 
to multiparameter problems in [4]. 
Unfortunately, Iohvidov’s announcement [9, Theorem 31 contains no 
proofs, and it does not seem that subsequent works in the area (cf. the 
references in [S]) really fill the gap. In particular, it is our opinion that the 
arguments of Azizov and Iohvidov [Z] on this matter are incomplete. This, 
together with the difficulty we has obtaining Ref. [2], let alone a trans- 
lation, has prompted us to write the present version. We should also men- 
tion that the development [6, p. 2641 outlined above is without proof, and 
in fact (1.1) is incorrect in general (see Example 2 below). 
Let us now state the main result. Recall that Q = B-IA, where B is l-l 
with v negative eigenvalues, and where A and B - I are compact symmetric 
on H. We use @Se to denote a ( , ),-orthogonal direct sum. We write L,(Q) 
for the root subspace UT!, N( Q’)-it can be shown [S, p. 1911 that 
L,(Q)=N(Q*“+’ ). Finally we write v0 for the dimension of a maximal sub- 
space of L,(Q) on which ( , )B is negative definite-an alternative definition 
is given in Section 2. 
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THEOREM 1. The following are equivalent. 
(i) The root vectors of Q are complete in H. 
(ii) rfx~L,(Q) and (x, y)B=Ofor all yeLo then x=0. 
(iii) H decomposes into a Q-invariant direct sum Fee GOB L,(Q), 
where G is a Hilbert space under ( , )B and Y - vg 6 dim F 6 3(v - vg). 
We give a proof of Theorem 1 in Section 2, but the following points may 
be noted now. The implication (ii) * (i) includes Iohvidov’s theorem [9], 
and the subsequent version [2] concerns the equivalence of (i) and (ii). As 
Azizov and Iohvidov point out, these conditions are also equivalent to the 
existence of a Riesz basis [6, p. 3093 of root vectors. Also, Examples 1 and 
2 show that the bounds on dim F are best possible. 
In Section 3 we give various related results. In Corollary 1 we show that 
B -nondegeneracy of N(Q) implies (i), and that Iohvidov’s theorem is 
equivalent to this. In Corollary 2 we improve the upper bound on dim F 
under certain conditions, e.g., to v - v0 under nonnegative definiteness of A 
(A > 0), i.e., Q as 0. Corollary 3 gives the corresponding results for M-in 
particular, L and M are B- orthogonal, and (1.1) is valid when A 3 0. 
Finally we consider the case when A is self-adjoint and bounded below 
with compact inverse, and B is bounded symmetric. In particular, various 
elliptic boundary value problems (e.g., of Sturm-Liouville type) are 
included. We show how to reduce this case to one already considered, but 
with H replaced by the form domain of A, and, for example, the root vec- 
tors of (1.2) are complete in H provided B is 1 1. 
2. PROOF OF THEOREM 1 
We first summarise some definitions and notation. The ,-ortho- 
complement of a closed subspace K of H is Ki = {x E H: (x, k)B = 0 
Vk E K}. With P as the orthoprojector of H onto K, we say that K is 
.-positive definite (etc.) if the Gram operator PBI, is positive definite 
(etc.). In particular K is .-invertible if PBI, is l-1, i.e., if Kn Ki = {O), 
but in deference to common usage we then say that K is .-nondegenerate. 
It is known [S, Corollary 1.9.5, Theorem 1X.2.23 that H,= KOe K,I if and 
only if K is B- nondegenerate. We write neg,(K) [resp. sig,(K)] for the 
number of negative eigenvalues [resp. signature] of PB ( K. In particular 
neg,(H) = v and neg,(L,(Q)) = vO. It is well known [12, p. 1831 that if 
0 #i~o(Q) then A is a normal eigenvalue of QQin consequence the root 
subspace L,(Q) = LJQ - AZ) is finite dimensional. If H is finite dimensional 
then any eigenvalue is normal. If 1 E Iw then we write Ml(Q) = Lj,(Q), and if 
II 4 Iw then MA(Q) := LA(Q) + L;(Q). 
Our proof is based on two lemmas, the first of which is known. 
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LEMMA 1. rf A is a normal eigenvalue of Q then M,(Q) is *-non- 
degenerate. 
This is proved in [2] via .-self-adjointness of the Riesz projector onto 
MA(Q). A proof which avoids complex integration follows from [5, 
Corollary VI.6.61 for A E [w and from [S, Lemma 1.10.1, Corollary 11.3.4 and 
Theorem VI.651 for ,? 4 [w. 
The second lemma also concerns known ideas, although they are usually 
stated differently (cf. [S, Theorem 1X.4.31. We need the line structure of 
root subspaces provided by Jordan chains of Q, i.e., maximal sequences xi 
satisfying (1.3), and, if necessary, (1.4). If 0 # 2 E [w and n is the span of 
such a chain and neg,(n) > 0 then we call n a A- subspace for Q. For any 
1, the span of the eigenvectors xi satisfying (1.3) and (x,, xi),>0 will be 
called the i+ subspace for Q. 
Although a direct proof of Lemma 2 is straightforward, we shall shortern 
the argument by using known material from the finite dimensional case. By 
Lemma 1, Mj,(Q)B is a finite dimensional Pontryagin space. Applying [7, 
Theorem 1.3.31 or [ 11, Sect. 1081 we see that if A E Iw then Mj,(Q)B decom- 
poses into a ,-orthogonal direct sum of the A+ subspace and the I- sub- 
spaces, and if /i is a II- subspace then a simple calculation gives 
sig,(n) = 0 so neg,(n) = 4 dim /1 if dim A is even (2.1) 
-sig,(n)= &l soO<neg,(/i)=t(dim/1fl) if dim n is odd. (2.2) 
If 14 [w then the argument is similar, M,( Q)B being a .-orthogonal direct 
sum of I- subspaces. Now, however, a 1- subspace /1 is the span of two 
Jordan chains, one corresponding to 1 and the other to I-again see [7, 
Theorem 1.3.31 or [ 11, Sect. 1081. Necessarily dim A is even, and again 
(2.1) is satisfied. Equations (2.1), (2.2) and elementary inequalities then 
yield the following. 
LEMMA 2. If A is a A- subspace then 
neg,(/i) <dim n d 3 negB(/i). 
We are now in a position to complete the proof of Theorem 1. 
(i)= (ii) [a]. Since Q is .-self-adjoint, the root vectors of Q 
corresponding to nonzero eigenvalues are all .-orthogonal to L,(Q). Thus 
H= h,(Q) Oe J%(Q),’ 
whence L,(Q) is .-nondegenerate. 
(ii) * (iii). Let F be the span of all A-- subspaces for Q. Since M,(Q) 
is a B- orthogonal direct sum of A+ and A- subspaces, the latter are 
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-nondegenerate. Thus H, admits the decomposition L,(Q) Oe FOB K, 
:ay, where K is Q-invariant by ,-self-adjointness of Q. Writing G for the 
closed linear span of all A+ subspaces for Q, we obtain a similar decom- 
position K = G Oe N, say. Obviously G, is a Q-invariant separable Hilbert 
space. Thus N is Q-invariant and Q 1 N has no eigenvalues. If neg,(N) > 0 
then we contradict [S, Theorem 1X.7.21. It follows that Q I,.,, is compact 
and self-adjoint on the Hilbert space N,, so N,= fO}. Finally Lemma 2 
gives the bounds on dim F. 
(iii) * (i). F, being finite dimensional, is spanned by root vectors of 
Q IF. Moreover the eigenvectors of the compact self-adjoint operator Q I(; 
are complete in G,. Since B and B-’ are bounded, ( , ) and ( , )B are 
equivalent inner products on G, so the eigenvectors of Q ((; are also com- 
plete in G in the H topology. Q.E.D. 
To see that the bounds on dim F are best possible, one may take direct 
sums of the following two examples: in both, v = 1, 11” = 0 and F = H. 
EXAMPLE 1. H = C, A = I, B= Q = -1, dim F= 1. 
EXAMPLE 2. 
H=@‘. A=[; ; ;], B=[; 8 ;], Q=[fi ; ;]. 
dim F= 3. 
In Example 2, we note that AB= BP ‘QB is similar to Q, so the only AB- 
invariant subspace decomposition L i M with ,-positive A4 is the trivial 
one with L = F= H. Thus dim F= 3v, contradicting (1 .l ). 
3. RELATED RESULTS 
We first deduce a simpler sufficient test for completeness of the root 
vectors of Q = B ‘A. The assumptions on A and B are as before. 
COROLLARY 1. [f’ N(Q) is .-nondegenerate, then the conditions of 
Theorem 1 hold. 
Proef: It suffices to prove N(Q)= N(Q’), since then N(Q)= L,,(Q) is 
B -nondegenerate. Now 
o=Qx~o=(Q~, Y)B=(x, Qv)B for all ~1 E H 
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and therefore 
N(Q) = (R(Q)),‘. (3.1) 
Next let K be the H,-closure, i.e., the H-closure, of R(Q). From (3.1) and 
[S, Theorem V-3.61 (where “closed” is omitted), K= (N(Q)),“. Since N(Q) 
is .-nondegenerate, we may write 
H=N(Q)OB K. (3.2) 
Now suppose Q2z = 0. Then 
(Qz, x)ii = (z, QX)B = 0 for all x E N(Q) 
and 
(Qz> Qv)B = (Q’z, Y)B = 0 for all y E H 
so Qz = 0 by (3.2). Thus N(Q’) = N(Q). Q.E.D. 
Remark 1. Let A4 be a maximal .-negative definite subspace in N(Q). 
Then 
N(Q) = MOe N (3.3) 
say, where N is the “parabolic” part of N(Q) [9]. Iohvidov’s theorem 
asserts that if N contains no .-null element, then “the finite dimensional 
invariant subspaces of Q are complete.” Iohvidov’s condition is obviously 
the same as .-positivity of N, and hence the same as .-invertibility of N(Q) 
by (3.3), i.e., the same as B- nondegeneracy of N(Q). In this sense, 
Iohvidov’s theorem is equivalent to Corollary 1. 
We turn now to an improvement of the upper bound on dim F in 
Theorem 1. Let A be a L- subspace for Q. Then (2.1) and (2.2) show that 
the only case in which dim A < (resp. > ) 2 neg,(A) is that of the positive 
(resp. negative) sign option in (2.2), i.e. that of a A- subspace A with 
sig,(A) < 0 (resp. >O)-here ,? E R and dim A is odd. 
In the following, we use the same choice for F as in Section 2, viz., the 
span of the I- subspaces for Q. 
COROLLARY 2. (i) Suppose there are v + (resp. v _ ) ,I - subspaces A with 
sig,(A ) > 0 (resp. < 0). Then dim F = 2( v - vO) + v + - v _ . 
(ii) If all i- subspaces of Q are even dimensional for 0 # A E o(Q) 
then dim F = 2( v - vO). 
(iii) If A 2 0, i.e., Q as 0, then dim F = v - v0 equals the number of 
negative eigenvalues of Q. 
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Proof Part (i) follows directly from (2.1) and (2.2), while v + = v = 0 
in (ii); (iii) follows from the fact that if 1 is a real nonzero eigenvalue of Q 
then any corresponding root vector x is an eigenvector satisfying 
A(x, x)~ > 0. Indeed (1.3) forces 1(x,, Bx,) > 0, since A 2 0 and B is l-l. If 
(1.4) also holds with j= 1, then we obtain the contradiction (x,, Bx,) =O. 
Thus dim ,4 = 1 for each A- subspace A, so v + = 0 and v = dim F. 
Next we consider the situation of [6, Chap. 5, Sect. S] involving a 
product AB instead of Q. It is easily seen that D = B ’ is of the form iden- 
tity plus compact with neg,(H) = v, so we may combine Theorem 1 and 
Corollaries 1 and 2 to give the following. 
COROLLARY 3. The preceding results also hold with AB substituted 
for Q. 
Proof: If x is a root vector for D-‘A then Dx is a root vector for AB, 
and conversely. The result now follows from the preceding results (with B 
and Q replaced by D and D- ‘A, respectively) and the identity (x, ,v)~ = 
(D.x, 0~1,. Q.E.D. 
Finally we consider a problem involving unbounded operators-again 
we can apply our previous results via a similarity transformation. Let A’ be 
self-adjoint, bounded below with compact inverse, and let B’ be bounded 
and symmetric, on H. We suppose that A’ has v negative eigenvalues. 
Evidently T= 1 A’1 is self-adjoint with positive definite square root S, say. 
We write H’ for D(S) under the inner product given by (x, y)’ = 
(SX, Sy)--it is easily shown that H’ is a Hilbert space. Then A’ = T - E, 
where E is an operator of finite rank, defined on H. If x, y E H’ then we 
write (x, J))~, = (x, y)’ -(x, Ey), so if x E D(A’) then (x, Y)~. = (A’x, y). In 
particular, ,.-nondegeneracy and A,-orthogonal direct sums are defined on 
H’. 
COROLLARY 4. Theorem 1 and Corollaries 1 and 2 also hold with 
A, B, Q, H, L,(Q) and N(Q) replaced by B’, A’, Q’ = (A’) ‘B’, H’, 
L,( Q’) n H’ and N( Q’) n H’, respectively. 
Proof Writing C = S ~ ‘, we see that A = CB’C is compact and sym- 
metricon H, and A>OoB’>O. Since D(A’)=D(T)=R(C’), B=A’C* is 
a bounded operator on H. Since E commutes with C, B - I= 
-EC* = -CEC is compact and symmetric on H. Moreover if Bx = Ax with 
i<O then (1 -A)x= EC2x, so XER(E). Since A/R(E)= R(E) and 
(T+A’)I.,,,= 0, we have Ax = A’T- lx = -x for all XE R(E) and we 
deduce neg,( H) = dim R(E) = v. We may therefore apply Theorem 1, and it 
remains to relate (i)-(iii) to the equivalents for A’, B’ and H’. 
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Suppose A# 0. Then (1.3) is equivalent to 
xl = CECx, + I~‘CB’Cx,. 
In particular x1 E H, so y, = Cx, E D(A’), and therefore (1.3) is also 
equivalent to 
A’y, = A- ‘B’y, 
since A’ commutes with C on D(A’). Similarly the root vectors x, of Q 
satisfying (1.4) generate root vectors Cx, of Q’, and conversely. 
Trivially CN( Q) = N( Q’) n H’, and an argument similar to that of the 
previous paragraph then gives CL,(Q) = L,(Q’) n H’. Moreover if x, y E H 
then 
(CT GJ)/c = (x> Y) - (Cx, ECy) = (x, y)B 
so, by the previous paragraph, if n is a if subspace for Q then CA is a 
L-J subspace for Q’, and conversely. Since x,, + x in Ho Cx, -+ Cx in H’, 
we see that the statements of Theorem 1, etc., translate to the equivalent 
statements in Corollary 4. Q.E.D. 
In general, H’, ( , )a., etc., are impractical to calculate. Accordingly we 
shall give a weaker version of Corollary 4 involving the original operators 
A’ and B’. We call LS HA,-regular if Ln (A’(Ln D(A’)))’ = (O}, and we 
continue to write Q’= (,4’)-‘B’. 
COROLLARY 5. Zf L,( Q’) (resp. N( Q’)) is .,-regular then the root vectors 
of Q’ are complete in H. 
Proof We claim that if L is .,-regular than L n H’ is ,.-nondegenerate. 
Clearly L n H’ G L, while 
(LnH’)jG {xEH’: (x, y),s=OV’yELnD(A’)} 
= (A’(L n D(A’)))l n H’ G (A’(L n D(A’)))‘. 
Thus .,-regularity of L yields (L n H’) n (L n H’),I. = { 0}, as required. 
The result now follows from Corollary 1, Theorem l(ii) + (i) and density 
of H’ in H. Q.E.D. 
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