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Markovianity and ergodicity for a surface growth
PDE
D. Blo¨mker∗, F. Flandoli†, M. Romito‡
Abstract
The paper analyses a model in surface growth, where uniqueness of
weak solutions seems to be out of reach. We provide the existence of
a weak martingale solution satisfying energy inequalities and having the
Markov property. Furthermore, under non-degeneracy conditions on the
noise, we establish that any such solution is strong Feller and has a unique
invariant measure.
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1 Introduction
The paper deals with a model arising in the theory of growth of surfaces, where
an amorphous material is deposited in high vacuum on an initially flat surface.
Details on this model can be found in Raible et al. [28], [27] or Siegert & Plischke
[30]. After rescaling the equation reads
h˙ = −hxxxx − hxx + (hx
2)xx + η (1.1)
with periodic boundary conditions on the interval [0, L] (i.e., h and all its deriva-
tives are L-periodic), where the noise η is white in space and time. One could
also think of h being defined on a circle of circumference L.
Periodic boundary conditions are the standard condition in these models.
The boundary is not considered to be important and L is very large. Sometimes
the model is considered also on the whole real line, even though we do not
examine this case. We remark that from a mathematical point of view Neumann
or Dirichlet boundary conditions are quite similar for the problem studied here.
The key point ensured by any of these boundary conditions is that there is a
suitable cancellation in the non-linearity, namely∫ L
0
h (hx
2)xx dx = 0,
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which is the main (and only) ingredient to derive useful a-priori estimates.
The main terms are the dominant linear operator and the quadratic non-
linearity. The linear instability −hxx, which leads to the formation of hills, is
sometimes neglected (as we shall do in the analysis of the long time behaviour
in Section 5).
For general surveys on surface growth processes and molecular beam epitaxy
see Baraba´si & Stanley [1] or Halpin-Healy & Zhang [21]. Recently the equation
has also become a model for ion-sputtering, too, where a surface is eroded by a
ion-beam, see Cuerno & Baraba´si [9], Castro et al. [7].
Sometimes one adds to the model an additional non-linear term −hx
2 of
Kuramoto-Sivashinsky type, but in the present form the equation is mass con-
serving (i.e.
∫ L
0
h(t, x) dx = 0). This comes from the fact that (1.1) is considered
subject to a moving frame, which is a time dependent coordinate system, that
takes into account the average growth of the surface due to the deposition pro-
cess.
Known results on the model
Before stating the main results of the paper, we give a short account of the
previously known results concerning both the deterministic and the stochastic
version of the model.
⊲ If η = 0 then the equation has an absorbing set in L2, although the solution
may not be unique. (Stein & Winkler [31]).
⊲ There exists a unique local solution in Lp([0, τ), H1) ∩ C0((0, τ), H1) for
initial conditions in Hγ with γ > 1 − 1p and p > 8 (see Blo¨mker & Gugg
[3]).
⊲ There are stationary solutions, which can be constructed as limit points
of stationary solutions of Galerkin approximations (see Blo¨mker & Hairer
[6]).
⊲ There are weak martingale solutions by means of Galerkin approximation
(see Blo¨mker, Gugg, Raible [4, 5]).
The main problem of the model, which is shared by both the deterministic and
the stochastic approach, is the lack of uniqueness for weak solutions. This is very
similar to the celebrated Navier-Stokes equation. With this problem in mind,
a possible approach to analyse the model is to look for solutions with special
properties, possibly with a physical meaning, such as the balance of energy –
we shall often refer to it as energy inequality – or the Markov property.
Main results
Here we use the method developed by Flandoli & Romito [18], [19] and [20] in
order to establish the existence of weak solutions having the Markov property.
For the precise formulation of the concept of solution see Definitions 2.2 and
2.5.
The method is essentially based on showing a multi-valued version of the
Markov property for sets of solutions and then applying a clever selection prin-
ciple (Theorem 3.1). The original idea is due to Krylov [24] (see also Stroock &
Varadhan [32, Chapter 12]).
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A key point in this analysis is the definition of weak martingale solutions.
The above described procedure needs to handle solutions which incorporate
all the necessary bounds on the size of the process (solution to the SPDE) in
different norms. These bounds must be compatible with the underlying Markov
structure. This justifies the extensive study of the energy inequality in Section
2.
Once the existence of at least one Markov family of solutions is ensured, the
analysis of such solutions goes further. Indeed, the selection principle provides a
family of solutions whose dependence with respect to the initial conditions is just
measurability. By slightly restricting the set of initial condition, this dependence
can be improved to continuity in the total variation norm (or strong Feller in
terms of the corresponding transition semigroup). In few words, we show that
the smaller space H1 (see next section for its precise definition) is the natural
framework for the stochastic model.
Our last main result concerns the long time behaviour of the model. We are
able to show that any Markov solution has a unique invariant measure whose
support covers the whole state space. In principle the existence of stationary
states has been already proved by Blo¨mker & Hairer [6]. Their result are not
useful in this framework, as we have a transition semigroup that depends on the
generic selection under analysis, which is in general not obtained by a suitable
limit of Galerkin approximations. In this way, our results are more powerful,
as they apply to every Markov solution. The price to pay is that the proof of
existence of an invariant measure is painfully long and technical (see Section 5).
We finally remark that, even though our results show that every Markov so-
lution is strong Feller and converges to its own invariant measure, well posedness
is still an open problem for this model and these result essentially do not im-
prove our knowledge on the problem. Even the invariant measures are different,
as they depend from different Markov semigroups.
A comparison with previous results on the Markov property
There are several mathematical interests in this model, in comparison with the
theory developed in Flandoli & Romito [18], [19] and [20] for the Navier-Stokes
equations. Essentially, in this model we have been able to find the natural space
for the Markov dynamics, thus showing the existence of the (unique) invariant
measure. It is still an open problem for the Navier-Stokes equations, in the
framework of Markov selections, to find a space that allows for both strong
Feller and the existence of an invariant measure.
Another challenge of this model has concerned the analysis of the energy
inequality. Here the physics of the model requires a noise white in time and
space, while the analysis developed in the above cited papers has been based on
a trace-class noise with quite regular trajectories.
Finally, we remark that there is a different approach to handle the existence
of solutions with the Markov property, based on spectral Galerkin methods,
which has been developed by Da Prato & Debussche [10] (see also Debussche
& Odasso [14]) for the Navier-Stokes equations (no result with these techniques
is known for the model analysed in this paper). Their methods are similar to
[5, 4, 6].
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Layout of the paper
The paper is organised as follows. In Section 2 we state the martingale problem
and define weak and energy solutions. We also give a few restatements of the
energy balance. We next show in Section 3 that there is at least one family of
energy solutions with the Markov property. In Section 4 we show that the tran-
sition semigroup associated to any such solution has the strong Feller property.
Existence and uniqueness of the invariant measure is then shown in Section 5.
Finally, Sections 6 and 7 contain a few technical results that are used along
the paper. They have been confined in the last part of the paper to ease the
reader from such details and focus on the main topics.
2 The martingale problem
2.1 Notations and assumptions
Let D∞ be the space of infinitely differentiable L-periodic functions on R with
zero mean in [0, L]. We work with periodic boundary conditions on [0, L] and
mean zero and we define for p ∈ [1,∞]
Lp = {h ∈ Lp(0, L) :
∫ L
0
h(x) dx = 0}.
with the standard Lp-norms. For instance, |f |2L2 =
∫ L
0
f2(x) dx and 〈f, g〉L2 =∫ L
0
f(x)g(x) dx.
Let ∆ be the operator ∂2x on L
2 subject to periodic boundary conditions. The
leading linear operator in (1.1) is A = −∆2. Let (ek)k∈N be the orthonormal
basis of L2 given by the trigonometric functions sin(2mπx/L) and cos(2mπx/L)
with m ∈ N, and let λk be the eigenvalues of A such that
Aek = λkek.
Notice that λk ∼ −k
4.
Let Q : L2 → L2 be a bounded linear operator such that
Qek = α
2
kek, k ∈ N,
so that Q is non-negative self-adjoint operator. This is sufficient to model all
kinds of spatially homogeneous Gaussian noise η such that
Eη(t, x) = 0 and Eη(t, x)η(s, y) = δ(t− s)q(x− y) ,
where q is the the spatial correlation function (or distribution). Now Q = q⋆,
which is the convolution operator with q. For details see Blo¨mker [2] and the
references therein.
In a formal way we can rewrite (1.1) as an abstract stochastic evolution
equation
dh = (Ah−∆h+B(h, h)) dt + dW,
where W is a suitable Q-Wiener process (for details see (2.2)), and B(u, v) =
−∆(∂xu · ∂xv).
4
Let us finally comment on the spaces we are using. The Sobolev spaces Hγ
for γ ∈ R are defined as the domains of fractional powers of 1− A, which are
equivalent to standard Sobolev spaces. See for example Henry [22], Pazy [26],
or Lunardi [25]. Here we use the explicit expansions of norms in term of Fourier
series
Hγ = {u =
∑
k∈N
αkek : |u|
2
Hγ =
∑
k∈N
α2k(1 − λk)
γ/2 <∞} .
This is equivalent to saying that Hγ consist of all functions h in Hγloc(R)
which are L-periodic and satisfy
∫ L
0
h(x) dx = 0. Furthermore, the standard
Hγ([0, L])-norm, which is defined by fractional powers of the Laplacian, is an
equivalent norm on Hγ . We also use the space
W1,4 := {u ∈ H1 : |u|W1,4 = |u|L4 + |∂xu|L4 <∞}.
Note that all usual Sobolev embeddings, such as for example H1 ⊂ C0([0, L])
or H2 ⊂ W1,4 still hold. For a more detailed presentation we refer to Blo¨mker
et al. [5, Section 2].
2.1.1 The underlying probability structure
Let Ω = C([0,∞);H−4) and let B be the σ-algebra of Borel subsets of Ω. Let
ξ : [0,∞)× Ω→ H−4 be the canonical process on Ω, defined as ξ(t, ω) = ω(t).
For each t ≥ 0, let Bt = σ[ξ(s) : 0 ≤ s ≤ t] be the σ-field of events up
to time t and Bt = σ[ξ(s) : s ≥ t] be the σ-field of events after time t. The
σ-field Bt can be seen as the Borel σ-field of Ωt = C([0, t];H
−4) and, similarly,
Bt as the Borel σ-field of Ωt = C([t,∞];H−4). Notice that both Ωt and Ω
t can
be seen as Borel subsets of Ω (by restriction to corresponding sub-intervals).
Define finally the forward shift Φt : Ω→ Ω
t, defined as
Φt(ω)(s) = ω(s− t), s ≥ t. (2.1)
Given a probability measure P on (Ω,B) and t > 0, we shall denote by
ω 7→ P |ωBt : Ω → Ω
t a regular conditional probability distribution of P given
Bt. Notice that Ω is a Polish space and Bt is countably generated, so a regular
conditional probability distribution does exist and is unique, up to P -null sets.
In particular, P |ωBt [ω
′ : ξ(t, ω′) = ω(t)] = 1 and, if A ∈ Bt and B ∈ B
t, then
P [A ∩B] =
∫
A
P |ωBt [B]P (dω).
One can see the probability measures (P |ωBt)ω∈Ω as measures on Ω such that
P |ωBt [ω
′ ∈ Ω : ω′(s) = ω(s), for all s ∈ [0, t]] = 1 for all ω in a Bt-measurable
P -full set. We finally define the reconstruction of probability measures (details
on this can be found in Stroock & Varadhan [32, Chapter 6]).
Definition 2.1. Given a probability measure P on (Ω,B), t > 0 and a Bt-
measurable map Q : Ω → Pr(Ωt) such that Qω[ξt = ω(t)] = 1 for all ω ∈ Ω,
P ⊗t Q is the unique probability measure on (Ω,B) such that
1. P ⊗t Q agrees with P on Bt,
2. (Qω)ω∈Ω is a regular conditional probability distribution of P ⊗tQ, given
Bt.
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2.2 Solutions to the martingale problem
Definition 2.2 (weak martingale solution). Given µ0 ∈ Pr(L
2), a probability
measure P on (Ω,B) is a solution, starting at µ0, to the martingale problem
associated to equation (1.1) if
[W1] P [L2loc([0,∞);H
1)] = 1,
[W2] for every ϕ ∈ D∞, the process (Mϕt ,Bt, P )t≥0, defined P -a. s. on (Ω,B)
as
Mϕt = 〈ξ(t)−ξ(0), ϕ〉L2+
∫ t
0
〈ξ(s), ϕxxxx+ϕxx〉L2 ds−
∫ t
0
〈(ξx(s))
2, ϕxx〉L2 ds
is a Brownian motion with variance t|Q
1
2ϕ|2L2 ,
[W3] the marginal at time 0 of P is µ0
Remark 2.3. It is not difficult to prove that the definition of weak martingale
solution given above coincides with the usual definition given in terms of exis-
tence of an underlying probability space and a Wiener process. This equivalence
is proved in Flandoli [16] for the Navier-Stokes equations and one can proceed
similarly in this case.
Define, for every k ∈ N, the process βk(t) =
1
αk
M ekt (and βk = 0 if αk =
0). Under any weak martingale solution P , the (βk)k∈N are a sequence of
independent one-dimensional standard Brownian motions.
Similarly, the process
W (t) =
∑
αkβk(t)ek (2.2)
is, under any weak martingale solution P , a Q-Wiener process and the process1
Z(t) =
∑
k∈N
αk
∫ t
0
e(t−s)λk dβk(s)ek (2.3)
is the associated Ornstein-Uhlenbeck process starting at 0. As the βk are i.i.d.
Brownian motions and the ek are an orthonormal system in L
2, the sum above
is convergent in L2(Ω,L2) (see for example Da Prato & Zabczyk [12]).
Notice that, obviously, Z andW are random variables on Ω. In the following
lemma we summarise all the regularity result for Z that we shall use throughout
the paper.
Lemma 2.4. given a weak martingale solution P , let Z be the process defined
in (2.3).
1The process Z can be equivalently defined as
Z(t, ω) = W (t, ω) +
Z
t
0
AeA(t−s)W (s,ω) ds.
The process Z is thus defined, in some sense, path-wise. Note that stochastic integrals usually
only have versions (or modification) that are continuous in time. But we sometimes need an
explicitly definition of Z as a map from Ω → Ω. Thus a version of the process cannot be used.
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1. For every p ≥ 1 and T > 0, Z ∈ Lp(Ω× (0, T );W1,4). Moreover for some
λ > 0,
sup
T>0
1
T
E
P
[∫ T
0
exp{λ|Z(t)|2W1,4} dt
]
<∞.
2. For every p ≥ 1 and γ ∈ [0, 32 ), Z ∈ L
p(Ω;L∞loc([0,∞),H
γ)).
3. Z is P–a. s. weakly continuous with values in Hγ , for every γ ∈ [0, 32 ).
Proof. Statements (1) and (2) are proved respectively in Lemma 6.2 and Lemma
6.3 of Section 6. The last statement follows from (2) and the continuity in time
of Z in H−4, due to the fact that Z is defined on Ω.
Definition 2.5 (energy martingale solution). Given µ0 ∈ Pr(L
2), a probability
measure P on (Ω,B) is an energy martingale solution to equation (1.1) starting
at µ0 if
[E1] P is a weak martingale solution starting at µ0,
[E2] P [V ∈ L∞loc([0,∞);L
2) ∩ L2loc([0,∞);H
2)] = 1,
[E3] there is a set TP ⊂ (0,∞) of null Lebesgue measure such that for all
s 6∈ TP and all t ≥ s,
P [Et(V, Z) ≤ Es(V, Z)] = 1,
where V (t, ω) = ξ(t, ω) − Z(t, ω), for t ≥ 0, and the energy functional E is
defined as
Et(v, z) =
1
2
|v(t)|2L2+
∫ t
0
(|vxx|
2
L2−|vx|
2
L2−〈vx, zx〉L2−〈2vxzx+(zx)
2, vxx〉L2) ds.
for v ∈ L∞([0, t];L2) ∩ L2([0, t];H2) and z ∈ L4([0, t];W1,4) ∩ L∞([0, t];H1).
Remark 2.6 (The equation for V ). Let P be an energy martingale solution,
then it is easy to see that, by definition, Mϕt = 〈W (t), ϕ〉L2 for all ϕ ∈ D
∞.
Moreover,
〈Z(t), ϕ〉L2 +
∫ t
0
〈Z(s), ϕxxxx〉L2 ds = 〈W (t), ϕ〉L2 ,
and thus
〈V (t)− ξ(0), ϕ〉L2 +
∫ t
0
(〈V, ϕxxxx + ϕxx〉L2 + 〈Z − (Vx + Zx)
2, ϕxx〉L2) ds = 0,
or, in other words, V is a weak solution (i.e. in the sense of distributions) to the
equation,
V˙ + Vxxxx + Vxx + Zxx = [(Vx + Zx)
2]xx,
with initial condition V (0) = ξ(0).
Remark 2.7 (Finiteness of the energy). Given an energy martingale solution P ,
we aim to show that, under P , the energy Et is almost surely finite. Indeed,
by [E2], it follows that V (t) is P -a. s. weakly continuous in L2 (see for example
Lemma 3.1.4 of Temam [33]), and so the function |V (t)|2L2 is defined point-wise
in the energy estimate. Similarly, the other terms are also P -a. s. finite by [E2]
and the regularity properties of Z under P (see Lemma 2.4).
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Remark 2.8 (Measurability of the energy and equivalent formulations). This
last remark is concerned with the measurability issues related to the energy
inequality and with some equivalent formulations of property [E3] of the above
definition. We first prove in the next lemma that property [E3] is quite strong
and that, in a sense that will be clarified below, the energy inequality is an
intrinsic property of the solution to the original problem (1.1), and does not
depend on the splitting V + Z. A similar result was proved in Romito [29] for
the Navier-Stokes equations. We then show measurability of the energy balance
functional and give some equivalent formulations of the energy inequality.
Before stating the lemma, we introduce some notations. Let z0 ∈ H
1 and
α ≥ 0, and let Z˜ = Z˜α,z0 be the solution to
˙˜
Z = −Z˜xxxx − αZ˜ + η, Z˜(0) = z0. (2.4)
The process Z˜ is given by Z˜ = Z+w, where w solves the (deterministic) problem
w˙ = −wxxxx − αw − αZ, w(0) = z0, (2.5)
and so it is well defined P -a. s., for every martingale solution P . Define suitably
V˜ = V˜α,z0 as V˜ = ξ − Z˜, it follows that V − V˜ = w and V˜ solves
˙˜
V + V˜xxxx + V˜xx = αZ˜ − Z˜xx + [(V˜x + Z˜x)
2]xx. (2.6)
The corresponding energy functional is given by
Eαt (v, z) =
1
2
|v(t)|2L2+
+
∫ t
0
(|vxx|
2
L2 − |vx|
2
L2 − α〈v, z〉L2 − 〈vx, zx〉L2 − 〈2vxzx + (zx)
2, vxx〉L2) ds,
and in particular E0t = Et.
Lemma 2.9. Let P be an energy martingale solution, then for every z0 ∈ H
1
and α ≥ 0,
P [Eαt (V˜ , Z˜) ≤ E
α
s (V˜ , Z˜)] = 1, (2.7)
for almost every s ≥ 0 (including s = 0) and every t ≥ s, where V˜ , Z˜ have been
defined above.
Proof. The proof works as in [29, Theorem 2.8] and we give just a sketch. Since
V˜ = V − w, it follows that
|V˜ (t)|2L2 = |V (t)|
2
L2 + |w(t)|
2
L2 − 2〈V (t), w(t)〉L2 ,
and, since by assumptions the energy inequality holds for V , it is sufficient to
prove a balance equality for w and 〈V (t), w(t)〉L2 . Indeed, it is easy to show by
regularisation that
1
2
|w(t)|2L2 +
∫ t
s
(|wxx|
2
L2 + α〈Z˜, w〉L2) dr =
1
2
|w(s)|2L2 (2.8)
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P -a. s. for all s ≥ 0 and t ≥ s. We only need to show that for almost all s ≥ 0
and t ≥ s,
〈V (t), w(t)〉L2 − 〈V (s), w(s)〉L2 ≤
= −2
∫ t
s
〈Vxx, wxx〉L2 dr +
∫ t
s
〈wx, Vx + Z˜x, 〉L2 dr (2.9)
− α
∫ t
s
〈V, Z˜〉L2 dr +
∫ t
s
〈wxx, (Vx + Z˜x)
2〉L2) dr.
We sketch the proof of the above formula. Since we know that almost surely V ∈
L∞loc([0,∞);L
2)∩L2loc([0,∞);H
2), it follows by Lemma 6.5 of Section 6 that V˙ ∈
L2loc([0,∞);H
−3). Moreover, we know that z0 ∈ H
1 and Zx ∈ L
4
loc([0,∞);L
4)
and so it is easy to see (by writing the energy balance for |wx|
2
L2) that w ∈
L2loc([0,∞);H
3), hence w˙ ∈ L2loc([0,∞);H
−2). By slightly adapting Lemma 1.2
of Temam [33, §III], this implies that 〈V,w〉L2 is differentiable in time with
derivative 〈V˙ , w〉H−3,H3 + 〈w˙, V 〉H−2,H2 . Integration by parts then gives (2.9).
Finally, [E3], (2.8) and (2.9) together provide (2.7).
Proposition 2.10. Given z0 ∈ H
1 and α ≥ 0, denote by V˜ and Z˜ the processes
defined above corresponding to z0 and α. Then the map (t, ω) ∈ [0,∞)× Ω 7→
Eαt (V˜ (ω), Z˜(ω)) is progressively measurable and
(i) for all 0 ≤ s ≤ t, the sets Es,t(z0, α) = {E
α
t (V˜ , Z˜) ≤ E
α
s (V˜ , Z˜)} are
Bt-measurable;
(ii) for all t > 0, the sets
Et(z0, α) = {E
α
t (V˜ , Z˜) ≤ E
α
s (V˜ , Z˜) for a. e. s ≤ t (including 0)}
are Bt-measurable;
(iii) the set
E(z0, α) = R ∩ {E
α
t (V˜ , Z˜) ≤ E
α
s (V˜ , Z˜) for a.e. s ≥ 0 (incl. 0), all t ≥ s}
is B-measurable, where
R = {Z ∈ L4loc([0,∞);W
1,4), V ∈ L∞loc([0,∞);L
2) ∩ L2loc([0,∞);H
2)}.
Moreover, given an energy martingale solution P , property [E3] is equivalent to
each of the following:
[E3a] There are z0 ∈ H
1 and α ≥ 0 such that for each t > 0 there is a set
T ⊂ (0, t] of null Lebesgue measure and P [Es,t(z0, α)] = 1 for all s 6∈ T .
[E3b] There are z0 ∈ H
1 and α ≥ 0 such that for each t > 0, P [Et(z0, α)] = 1.
[E3c] There are z0 ∈ H
1 and α ≥ 0 such that P [E(z0, α)] = 1.
Proof. Measurability of the map Eα follows from the semi-continuity properties
of the various term of Eα with respect to the topology of Ω (see also Lemma 2.1
of Flandoli & Romito [19]).
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The measurability of each Es,t(z0, α) now follows easily from measurability
of the map Eα. As it regards (ii), fix t > 0 and notice that the Borel σ-algebra
of the interval (0, t) is countably generated, so that if Tt is a countable basis,
Et(z0, α) = E0,t(z0, α) ∩
⋂
T∈Tt
{
∫ t
0
1T (s)(E
α
t (V˜ , Z˜)− E
α
s (V˜ , Z˜)) ds ≤ 0}
and all sets {
∫ t
0
1T (s)(E
α
t (V˜ , Z˜) − E
α
s (V˜ , Z˜)) ds ≤ 0} are Bt-measurable by the
measurability of Eα.
We next show (iii). Let J ⊂ [0,∞) be a countable dense subset and define
Rt = {Z ∈ L
4
loc([0, t);W
1,4), V ∈ L∞(0, t;L2) ∩ L2(0, t;H2)}
(notice that the regularity of Z and V implies that of V˜ and Z˜), then Rt ∈ Bt
and, by the lower semi-continuity of the various terms of Eαt (V˜ , Z˜) − E
α
s (V˜ , Z˜)
with respect to t, it follows that
E(z0, α) =
⋂
t∈J
(Rt ∩ Et(z0, α))
is B-measurable. The last statement of the lemma is now obvious from the
above equalities, property [E2] and Lemma 2.4.
3 Existence of Markov solutions
This section is devoted to the existence of Markov solutions for equation (1.1).
To such aim, define for each x ∈ L2,
C(x) = {P : P is an energy martingale solution starting at δx }.
We state the main theorem of this part.
Theorem 3.1. There exists a family (Px)x∈L2 of probability measures on (Ω,B)
such that for each x ∈ L2, Px is an energy martingale solution with initial
distribution δx, and the a. s. Markov property holds: there is a set TP ⊂ (0,∞)
with null Lebesgue measure such that for all s 6∈ TP , all t ≥ s and all bounded
measurable φ : L2 → R,
E
P [φ(ξt)|Bt] = E
Pξs [φ(ξt−s)].
Proof. We use the method developed in Flandoli & Romito [19] (cf. Theorem
2.8). If is sufficient to show that the family (C(x))x∈L2 defined above is an a. s.
pre-Markov family. We recall now the various properties of an a. s. pre-Markov
family, which we need to verify in order to prove the theorem (see also Definition
2.5 of Flandoli & Romito [19]).
1. Each C(x) is non-empty, compact and convex, and the map x → C(x)
is measurable with respect to the Borel σ-fields of the space of compact
subsets of Pr(Ω) (endowed with the Hausdorff measure).
2. For each x ∈ L2 and all P ∈ C(x), P [C([0,∞);L2
weak
)] = 1, where L2
weak
is
the space L2 with the weak topology.
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3. For each x ∈ L2 and P ∈ C(x) there is a set T ⊂ (0,∞) with null Lebesgue
measure, such that for all t 6∈ T the following properties hold:
(a) (disintegration) there exists N ∈ Bt with P (N) = 0 such that for all
ω 6∈ N
ω(t) ∈ L2 and P |ωBt ∈ ΦtC(ω(t));
(b) (reconstruction) for each Bt-measurable map ω 7→ Qω : Ω → Pr(Ω
t)
such that there is N ∈ Bt with P (N) = 0 and for all ω 6∈ N
ω(t) ∈ L2 and Qω ∈ ΦtC(ω(t)),
we have that P ⊗t Q ∈ C(x).
The validity of these properties is verified in the following lemmas. Properties
(1) and (2) are proved in Lemma 3.3 and Lemma 3.4, while Lemma 3.5 and
Lemma 3.6 show disintegration and reconstruction, respectively.
3.1 The core lemmas for the proof of Theorem 3.1
This section contains the key results used in the proof of Theorem 3.1. To this
aim, we first state a tightness result for sequences of energy martingale solutions
that we shall use in the proof of the core lemmas. The proof of this theorem
(restated as Theorem 6.7) is given in Section 6.
Theorem 3.2. Let (Pn)n∈N be a family of energy martingale solutions with
each Pn starting in µn and∫
L2
[log(|x|L2 + 1)]
κ µn(dx) ≤ K, for all n ∈ N,
for some κ > 0 and K > 0. Then (Pn)n∈N is tight on Ω ∩ L
2([0,∞),H1).
Furthermore, there is a constant depending only on T > 0, z0 ∈ H
1, K > 0,
and κ > 0, such that
E
Pn
[
log
(
1 +
∫ T
0
|ξx(s)|
2
L2 ds
)]κ
≤ C, (3.1)
E
Pn
[
log
(
1 +
∫ T
0
|Vxx(s)|
2
L2 ds
)]κ
+ EPn
[
sup
t∈[0,T ]
log(1 + |V (t)|2L2)
]κ
≤ C. (3.2)
Lemma 3.3 (Continuity lemma). For each x ∈ L2, the set C(x) is non-empty,
convex and for all P ∈ C(x),
P [C([0,∞);L2
weak
] = 1.
Proof. Existence of weak martingale mild solutions is proved in Blo¨mker & Gugg
[3], using standard spectral Galerkin methods. This is similar to Lemma 3.4.
By Remark 2.3, this implies existence of weak martingale solutions according
to Definition 2.2. In order to prove the energy inequality of Definition 2.5, one
can proceed as in the next lemma (where it is proved in a slightly more general
situation).
Next, it is easy to show that C(x) is convex, since all requirements of both
Definitions 2.2 and 2.5 are linear with respect to measures P ∈ C(x). Finally, if
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P ∈ C(x), we know by statement (3) of Lemma 2.4 that, under P , the process
Z is weakly continuous. Moreover, by property [E2] of Definition 2.5, V is also
weakly continuous and in conclusion C([0,∞);L2
weak
) is a full set.
Lemma 3.4 (Compactness lemma). For each x ∈ L2, the set C(x) is compact
and the map x 7→ C(x) is Borel measurable.
Proof. Following Lemma 12.1.8 of Stroock & Varadhan [32], it is sufficient
to prove that for each sequence (xn)n∈N converging to x in L
2 and for each
Pn ∈ C(xn), the sequence (Pn)n∈N has a limit point P , with respect to weak
convergence of measures, in C(x).
Let xn → x in L
2 and let Pn ∈ C(xn). By Theorem 3.2, (Pn)n∈N is tight
on Ω∩ L2loc([0,∞);H
1). Hence, up to a sub-sequence that we keep denoting by
(Pn)n∈N, it follows that Pn ⇀ P , for some P . To complete the proof it remains
to show that P ∈ C(x). Therefore, we need to verify that the limit point P
satisfies properties [W1], [W2] and [W3] of Definition 2.2 and properties [E2] and
[E3] of Definition 2.5.
We start by proving [W2] for P . Given ϕ ∈ D∞, we know that for each
n ∈ N the process (|Q1/2ϕ|−1L2M
ϕ
t ,Bt, Pn)t≥0 is a one-dimensional standard
Brownian motion. Now, since Pn ⇀ P andM
ϕ, as a function from Ω with values
in C([0,∞);R), is continuous, it follows that Mϕ has the law of a standard
Brownian motion under P . Indeed, continuity of Mϕ allows to pass to the
limit in the characteristic functions. Since moreover Mϕ is adapted and has
continuous paths, we can conclude that (|Q1/2ϕ|−1L2M
ϕ
t ,Bt, P )t≥0 is a standard
Brownian motion.
Property [W3] is obvious, since the marginals of Pn at time 0 converge, by
assumption, to both δx and the marginal of P at time 0, hence they coincide
and P is started at δx.
Before proving the other properties (namely, [W1], [E2] and [E3]) for P , we
need to remark the following statement, which will be crucial for the conclusion
of the proof. By using the tightness from Theorem 3.2 with K = log(1 +
|x|2L2)
κ, the boundedness of the stochastic convolution in L
16/3
loc ([0,∞);W
1,4)
from statement (1) of Lemma 2.4, and the classical Skorokhod theorem (see for
example Ikeda & Watanabe [23]), we know that there exist a probability space
(Σ,F ,P) and random variables (h(n), z(n))n∈N and (h
(∞), z(∞))n∈N such that
1. each (h(n), z(n)) has the same law of (ξ, Z) under Pn,
2. (h(∞), z(∞)) has the same law of (ξ, Z) under P ,
3. h(n) → h(∞) in Ω ∩ L2loc([0,∞);H
1), P-a. s.,
4. z(n) → z(∞) in L
16
3 (0, T ;W1,4), P-a. s..
In particular, v(n) = h(n) − z(n) has the same law of V under Pn (and so is for
v(∞) = h(∞) − z(∞) and V under P ).
In the rest of the proof we shall verify properties [W1], [E2] and [E3]) on the
processes (h(∞), z(∞)). Since they have the same law as (ξ, Z) under P (as
stated above), we shall conclude that these properties hold for P .
In order to prove [W1], it is sufficient to show that
P[‖h(n)‖L2(0,T ;H1) > K]→ 0 as K ↑ ∞ for all T > 0.
12
By (3.1), we know that EP[log
(
1+
∫ T
0
|h(n)|2H1 ds
)
] ≤ CT , so that Fatou’s lemma
implies a similar estimate for h(∞) and Chebychev inequality gives the result.
One can proceed similarly to prove [E2], using (3.2) and the fact that norms
in L∞(0, T ;L2) and in L2(0, T ;H2) are lower semi-continuous with respect to
the topology where v(n) → v(∞).
In order to prove [E3], we show that property [E3a] (with z0 = 0 and α = 0)
of Proposition 2.10 holds true. Fix t > 0. Before proving [E3a], we state two
useful remarks.
A first useful fact is that v(n) converges weakly in L2(0, t;H2) to v(∞). In-
deed, we can use [E3], applied to each v(n), and the bounds of z(n) in the
space L
16/3
loc ([0,∞);W
1,4), ensured by statement (1) of Lemma 2.4, and in
L∞loc([0,∞);H
1), ensured by statement (2) of Lemma 2.4, to show that (v(n))n∈N
is bounded in L2(0, t;H2), P-a. s.. The bound follows from an inequality for each
v(n) which can be obtained from the energy inequality in the same way as (6.1)
in Lemma 6.6). It follows then that v(n) ⇀ v(∞), in L2(0, t;H2), since we
already know that v(n) converges to v(∞) in L2(0, t;H1).
A second useful fact is that there is a null Lebesgue set S ⊂ (0, t] such that
for all s 6∈ S,
P
[
|v(n
′)(s)|L2 → |v
(∞)(s)|L2 for a subsequence v
(n′)
]
= 1. (3.3)
Note that this does not imply a.s. convergence for a subsequence, as the subse-
quence may depend on σ ∈ Σ.
To prove (3.3) note that v(n) → v(∞), P-a. s. in L2(0, t;L2), and so
E
P[log(1 +
1
t
∫ t
0
|v(n) − v(∞)|2L2 ds)]→ 0.
This follows from uniform bounds on higher moments from (3.2) with κ > 1.
By Jensen inequality,
E
P[
1
t
∫ t
0
log(1 + |v(n) − v(∞)|2L2) ds] ≤ E
P[log(1 +
1
t
∫ t
0
|v(n) − v(∞)|2L2 ds)],
and so there are a set S ⊂ (0, t] (notice that 0 6∈ S since we already know that
v(n)(0)→ v(∞)(0)) and a subsequence v(n
′) such that
E
P[log(1 + |v(n
′)(s)− v(∞)(s)|2L2)]→ 0 for all s 6∈ S.
From this claim (3.3) now easily follows, possibly by taking a further sub-
sequence depending on σ ∈ Σ.
We are now able to prove [E3a] for P (with z0 = 0 and α = 0). We know that
for each n ∈ N there is a null Lebesgue set Tn ⊂ (0, t] such that P[Et(v
(n), z(n)) ≤
Es(v
(n), z(n))] = 1, for all s 6∈ Tn. Let T = S ∪
⋃
Tn and consider s 6∈ T , so that
Et(v
(n), z(n)) ≤ Es(v
(n), z(n)) holds P-a. s. for all n ∈ N.
We can use now all the convergence information we have collected. Re-
call that for v(n) we have (3.3), strong convergence in L2loc(0, T ;H
1) and weak
convergence in L2loc([0,∞);H
2). Furthermore, for z(n) we can rely on strong con-
vergence in L
16/3
loc ([0,∞);W
1,4 and boundedness in L∞loc([0,∞);H
1). Actually,
strong convergence of z(n) in any Lploc([0,∞);W
1,4 is true, but in the analysis
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p = 16/3 is sufficient to control cubic terms like for instance
∫ t
0
〈v
(n)
xx , (z
(n)
x )2〉L2 .
See also the proof of Lemma 6.6, where these terms are bounded. For simplicity
of presentation, we omit technical detail of this analysis, which is similar to [5],
where convergence of statistical quantities similar to the energy for the spectral
Galerkin approximation were studied, we are able to pass to the limit n → ∞
in the energy.
In conclusion P[Et(v
(∞), z(∞)) ≤ Es(v
(∞), z(∞))] = 1.
Before stating the next two lemmas (which contain the multi-valued form of
the Markov property), we need to analyse what happens to processesW , Z and
V under the action of the forward shift Φt0 , for a given t0 ≥ 0. First, given s ≥ 0
and z0 ∈ H
1, denote by Z(t, ·|s, z0) the Ornstein-Uhlenbeck process starting in
z0 at time s, namely
Z(t, ·|s, z0) = e
A(t−s)z0 +
∑
αk
∫ t
s
e(t−r)λkdβk(r)ek.
In particular, we have that Z(t, ·|0, 0) = Z(t, ·). Set moreover V (t, ·|s, z0) =
ξ − Z(t, ·|s, z0). Now, from [W2] and (2.2) it is easy to verify that, for all
ω ∈ Ωt0 ,
W (t,Φ−1t0 (ω)) =W (t+ t0, ω)−W (t0, ω),
and it depends only on the values of ω in [t0, t0 + t]. Similarly,
Z(Φ−1t0 (ω), t|s, z0) = Z(ω, t+ t0|s+ t0, z0),
V (Φ−1t0 (ω), t|s, z0) = V (ω, t+ t0|s+ t0, z0). (3.4)
Lemma 3.5 (Disintegration lemma). For every x ∈ L2 and P ∈ C(x), there is
a set T ⊂ (0,∞), with null Lebesgue measure, such that for all t 6∈ T there is
N ∈ Bt, with P [N ] = 0, such that for all ω 6∈ N ,
ω(t) ∈ L2 and P |ωBt ∈ ΦtC(ω(t)).
Proof. Fix x ∈ L2 and P ∈ C(x), let TP be the set of exceptional times of P ,
as given by [E3] of Definition 2.5, and fix t0 6∈ TP . Let (P |
ω
Bt0
)ω∈Ω be a regular
conditional probability distribution of P given Bt0 . We aim to show that there
is a P -null set N ∈ Bt0 such that ω(t0) ∈ L
2 and P |ωBt0
∈ Φt0C(ω(t0)) for all
ω 6∈ N . In order to prove that P |ωBt0
∈ Φt0C(ω(t0)), we need to find the P -null
set N and to verify that P |ωBt0
satisfies properties [E1] (hence [W1], [W2] and [W3]
of Definition 2.2), [E2] and [E3] of Definition 2.5. We shall find the null set N
as N = N[E1] ∪N[E2] ∪N[E3], where N[E1] is the P -null set such that [E1] holds for
P |ωBt0
for all ω 6∈ N[E1], and similarly for N[E2], N[E3].
The proof of property [E1] for the conditional distributions P |ωBt0
is entirely
similar to Lemma 4.4 of Flandoli & Romito [19], so we shall focus on the proof
of properties [E2] and [E3].
We start by [E2]. We need to show that P |ωBt0
[V (·,Φ−1t0 (·)) ∈ S[0,∞)] = 1 or,
equivalently, by (3.4), that P |ωBt0
[V (·, ·|t0, 0) ∈ S[t0,∞)] = 1, where we have set,
for brevity, SJ = L
∞
loc(J ;L
2) ∩ L2loc(J ;H
2), for any interval J ⊂ [0,∞). Set
Regt0 = {V ∈ S[0,t0] and e
AtZ(t0, ·) ∈ S[0,∞)},
Regt0 = {V (·, ·|t0, 0) ∈ S[t0,∞)}, (3.5)
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then Regt0 ∈ Bt0 and Reg
t0 ∈ Bt0, since by definition V and Z are adapted.
Moreover, since V (t + t0, ω) = V (t + t0, ω|t0, 0) − e
AtZ(t0, ω), it follows from
[E2] for P , statement (2) of Lemma 2.4 and the regularity properties of the
semigroup eAt, that Regt0 ∩ Reg
t0 is a P -full set and so, by disintegration,
1 = P [Regt0 ∩ Reg
t0 ] =
∫
Regt0
P |ωBt0 [Reg
t0 ]P (dω).
Thus, there is a P -null set N[E2] ∈ Bt0 such that P |
ω
Bt0
[Regt0 ] = 1 for all ω 6∈ N[E2]
and [E2] for the conditional probabilities is true.
Next, we prove [E3] for the conditional probabilities. Indeed, it is sufficient
to verify condition [E3c] of Proposition 2.10. Set
A = {Et(V, Z) ≤ Es(V, Z) for a.e. s ≥ 0 (including 0, t0), all t ≥ s}
At0 = {Et(V, Z) ≤ Es(V, Z) for a.e. s ∈ [0, t0] (including 0, t0), all t ∈ [s, t0]},
where, for the sake of simplicity, in the definitions of the above sets we have
omitted the information on regularity for V and Z, which are essential to ensure
measurability (compare with Proposition 2.10). They can be treated as in the
proof of [E2] above. We have At0 ∈ Bt0 and P [A] = P [At0 ] = 1, since t0 6∈ TP .
Now, if ω ∈ At0 ∩ {Z ∈ H
1} (which is again a P–full set by statement (2) of
Lemma 2.4), set
B(ω) = A ∩ {ω : ω = ω on [0, t0]}
and notice that, for such ω, B(ω) is equal to
{Et(Vω, Zω) ≤ Es(Vω, Zω) for a. e. s ≥ t0 (incl. t0), all t ≥ s},
since V (t + t0, ω) = V (t + t0, ω|t0, Z(t0, ω)) (a similar relation holds for Z as
well), and we have set Vω(·) = V (·|t0, Z(t0, ω)) and Zω(·) = Z(·|t0, Z(t0, ω)).
Moreover, the map
ω → 1At0∩{Z∈H1}(ω)P |
ω
Bt0
[B(ω)]
is Bt0-measurable, since P |
ω
Bt0
[B(ω)] = P |ωBt0
[A] for all ω ∈ At0 ∩ {Z ∈ H
1}.
Now, by [E3c] for P (with z0 = 0 and α = 0) and disintegration,
1 = P [A] = EP [1At0∩{Z∈H1}(·)P |
·
Bt0
[B(·)]],
and so there is N[E3] ∈ Bt0 such that P |
ω
Bt0
[B(ω)] = 1 for all ω 6∈ N[E3] or, in
different words, such that [E3c] holds (with z0 = Z(t0, ω) and α = 0) for P |
ω
Bt0
for all ω 6∈ N[E3].
Lemma 3.6 (Reconstruction lemma). For every x ∈ L2 and P ∈ C(x), there
is a set T ⊂ (0,∞), with null Lebesgue measure, such that for each t 6∈ T , for
each Bt-measurable map ω 7→ Qω : Ω → Pr(Ω
t) such that there is N ∈ Bt with
P [N ] = 0, and for all ω 6∈ N with
ω(t) ∈ L2 and Qω ∈ ΦtC(ω(t)),
we have P ⊗t Q ∈ C(x).
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Proof. Let x ∈ L2, P ∈ C(x), TP be the set of exceptional times of P and fix
t0 6∈ TP . Let (Qω)ω∈Ω be a Bt0-measurable map and NQ a P -null set such
that ω(t0) ∈ L
2 and Qω ∈ Φt0C(ω(t0)) for all ω 6∈ NQ. In order to verify that
P ⊗t0 Q ∈ C(x), we only check properties [E2] and [E3], since the proof of [E1]
can be carried on as in Flandoli & Romito [19, Lemma 4.5].
We start by [E2]. Consider again sets Regt0 ∈ Bt0 and Reg
t0 ∈ Bt0 defined in
(3.5) and notice that, by [E2] for Qω, for each ω 6∈ NQ we have that Qω[Reg
t0 ] =
1. Moreover, by [E2] for P , statement (2) of Lemma 2.4 and the regularity
properties of the semigroup eAt, it follows that P [Regt0 ] = 1. Finally, since we
know that V (t + t0, ω) = V (t + t0, ω|t0, 0) − e
AtZ(t0, ω), it follows easily that
Regt0 ∩ Reg
t0 = {V ∈ S[0,∞)} and so
(P ⊗t0 Q)[V ∈ S[0,∞)] = (P ⊗t0 Q)[Regt0 ∩Reg
t0 ] =
∫
Regt0
Qω[Reg
t0 ]P (dω) = 1.
We next prove [E3]. Again, we prove it by means of [E3c], thanks to Proposi-
tion 2.10. Define A and At0 as in the proof of the previous lemma (the regularity
conditions on Z and V are again omitted). Since t0 6∈ TP and At0 ∈ Bt0 , we
know that (P ⊗t0 Q)[At0 ] = P [At0 ] = 1. Moreover, by statement (2) of Lemma
2.4, there is a P -null set N ∈ Bt0 such that Z(t0, ω) ∈ H
1 for all ω 6∈ N .
For each ω 6∈ N , define B(ω) = A ∩ {ω : ω = ω on [0, t0]} and notice that, if
ω ∈ At0 ∩ (N ∩NQ)
c (which is again a Bt0-measurable (P ⊗t0 Q)-full set), then
by [E3c] (with z0 = Z(t0, ω) and α = 0) for Qω it follows that Qω[B(ω)] = 1.
The map ω 7→ 1At0∩(N∩NQ)c(ω)Qω[B(ω)] is then trivially Bt0-measurable and
equal to 1, P -a. s.. Moreover, we have that Qω[A] = Qω[B(ω)] = 1 for all
ω ∈ At0 ∩ (N ∩NQ)
c and so
(P ⊗t0 Q)[A] = E
P
[
1At0∩(N∩NQ)cQ·[B(·)]
]
= P [At0 ∩ (N ∩NQ)
c] = 1.
In conclusion, [E3c] (with z0 = 0 and α = 0) holds true for P ⊗t0 Q.
4 The strong Feller property
Throughout this section we shall assume that the noise is non-degenerate. This
is summarised by the following assumption.
Assumption 4.1. The operator Q−
1
2 is bounded, where Q is the covariance of
the noise. In different words,
αk ≥ δ > 0,
for some constant δ, where α2k are the eigenvalues of Q.
Theorem 4.2. Under the above assumption, any a. s. Markov family (Px)x∈L2
of energy martingale solutions defines a Markov semigroup that has the H1-
strong Feller property.
Proof of Theorem 4.2. We mainly rely on [19] and [20]. Let (Px)x∈L2 be an
a. s. Markov family of energy martingale solution and denote by (Pt)t≥0 the
corresponding (a. s.) semigroup generated by Px. Then the claim follows from
the following lemma.
16
Lemma 4.3. There is an ǫ = ǫ(|g|H1 , R)→ 0 for g → 0 such that
|Pǫϕ(x+ g)− Pǫϕ(x)| ≤ C|g|H1 log(1/|g|H1) (4.1)
for all |g|H1 ≤ 1, all ϕ ∈ L
∞(H1) with |ϕ|L∞ ≤ 1, and all |x|H1 ≤ R/4 for
some sufficiently large R.
With this lemma at hand, we define for ϕ ∈ L∞(H1) with |ϕ|L∞ = 1 and g
(i.e., ǫ) sufficiently small ϕ∗ = Pt−ǫϕ ∈ L
∞(H1) with |ϕ∗|L∞ ≤ 1. Thus
|Ptϕ(x+ h)−Ptϕ(x)| ≤ |Pǫϕ∗(x+ g)−Pǫϕ∗(x)| ≤ C|g|H1 log(1/|g|H1) . (4.2)
This implies strong Feller for Pt.
Following the arguments of [19] and [20] it is enough to prove strong Feller
for the following regularised problem
∂th˜ = −h˜xxxx + (−h˜+ (h˜x)
2)xxχρ(|h˜|
2
H1) + ∂tW, (4.3)
where χρ ∈ C
∞ is a cut-off function such that χρ ≡ 1 on [0, ρ
2] and χρ ≡ 0 on
[2ρ2,∞). For all ζ ≥ 0 we have
|χρ(ζ)| ≤ 1, |χ
′
ρ(ζ)| ≤ Cρ
−2, |χρ(ζ
2)ζp| ≤ Cρp, |χ′ρ(ζ
2)ζp| ≤ Cρp−2.
Let P
(ρ)
x be the (unique) Markov energy martingale solution solution of the
regularised problem (4.3). This is well defined, as we can solve (4.3) path-wise.
The mild solution of (4.3) is given by
h˜(t) = etAh˜(0)−
∫ t
0
∂2xe
(t−s)AF (h˜(s)) ds+ Z(t), (4.4)
where Z has been defined in (2.3) and
F (h˜) = (−h˜+ (h˜x)
2)χρ(|h˜|
2
H1).
Using the embedding of L1 into H−1+4γ for γ ∈ (0, 18 ), we can easily check that
|F (h1)−F (h2)|H−1+4γ ≤ Cρ|h1−h2|H1 and |F (h)|H−1+4γ ≤ C(ρ+ρ
2). (4.5)
Now uniqueness for (4.3) in C0([0,∞),H1) follows from standard path-wise fixed
point arguments. The proof is straightforward as we can rely on one hand on F
being Lipschitz and bounded, and on the other hand etA generates an analytic
semigroup such that
|etAw|H1 ≤ |w|H1 and |∂
2
xe
tAw|H1 ≤M(1 + t
γ−1)|w|H−1+4γ
(see for example Henry [22] or Pazy [26], Lunardi [25]).
Next, define
τρ = inf{t > 0 : the solution of (4.3) is bounded in H
1 on [0, t] by ρ} . (4.6)
Thus the solution of the regularised problem coincides with the energy solution
up to τρ and in view of (4.1) we have
|Pǫϕ(x+g)−Pǫϕ(x)| ≤ 2
(
Px[τρ < ǫ]+Px+g[τρ < ǫ]
)
+ |P(ρ)ǫ ϕ(x+g)−P
(ρ)
ǫ ϕ(x)|,
(4.7)
where P(ρ) is the semigroup generated by (4.3) or (4.4), respectively.
In order to prove Lemma 4.3 we need the following two lemmas.
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Lemma 4.4. There is a p > 1 sufficiently large, such that for ρ ≥ 1 and t ≤ 1
|P
(ρ)
t ϕ(x + g)− P
(ρ)
t ϕ(x)| ≤
C
t
|h|H−1e
ctρp
for all x, g ∈ H1.
Lemma 4.5. There is a small constant cτ depending on γ, and M such that
for all ρ ≥ 1, ǫ ∈ (0, 1], h˜0 such that |h˜0|H1 ≤ ρ/4 + 1, we have
Peh0 [τρ ≥ ǫ] ≥ Peh0
[
sup
t∈[0,ǫ]
|Z(t)|H1 ≤ ρ/4
]
for all ǫ ≤ Cτρ
−2/γ.
Using arguments analogous to [20, Proposition 15] we immediately obtain
Corollary 4.6. There are two constant c, C > 0 depending on γ and M such
that for all ρ ≥ 1, ǫ ∈ (0, 1], h˜0 such that |h˜0|H1 ≤ ρ/4 + 1, we have
Peh0 [τρ ≥ ǫ] ≤ Ce
−cρ2/ǫ
for all ǫ ≤ cτρ
−2/γ .
Proof of Lemma 4.3. For g, x ∈ H1 such that |x|H1 ≤ ρ/4 and |g|H1 ≤ 1, we
can apply Corollary 4.6 for h˜0 = x and h˜0 = x + g. From (4.7) together
with Lemma 4.4 and the embedding of H1 into H−1 for ǫ ≤ min{1, cτρ
−2/γ},
ρ ≥ max{4|x|H1 , 1}, t ≤ 1,
|Pǫϕ(x + g)− Pǫϕ(x)| ≤ Ce
−cρ2/ǫ + C|g|H1
1
t
ectρ
p
. (4.8)
Thus, if we fix for a suitable constant C > 0
ǫ = min
{
1;
C
ρq ln(1/|g|H1)
}
for some q > max{p, 2/γ},
then we obtain
|Pǫϕ(x + g)− Pǫϕ(x)| ≤ C|g|H1 ln(1/|g|H1).
The remainder of the section is devoted to the proof of the two remaining
lemmas.
Proof of Lemma 4.5. First from (4.4) for t ≤ 1
|h˜(t)|H1 ≤ |h˜(0)|H1 + C
∫ t
0
(t− s)γ−1|F (h˜)|H−1+4γ ds+ |Z(t)|H1 .
Thus from (4.5) for t ≤ min{1, τρ} and ρ ≥ 1
|h˜(t)|H1 ≤ ρ/4 + Cτ
γ
ρ ρ
2 + |Z(t)|H1 ,
which easily implies the claim.
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Proof of Lemma 4.4. We proceed analogous to the proof of [19, Proposition
5.13]. For every x ∈ H1, let h˜(t, x) be the solution to equations (4.3) with
h˜(0, x) = x. By the Bismut, Elworthy & Li formula,
Dy(P
(ρ)
t ϕ)(x) =
1
t
E[ϕ(h˜(t, x))
∫ t
0
〈Q−1Dyh˜(s, x), dW (s)〉L2 ].
Now Burkholder, Davis & Gundy inequality states
E sup
t∈[0,T ]
∣∣∣ ∫ t
0
〈f(s), dW (s)〉L2
∣∣∣p ≤ CE( ∫ T
0
|Q1/2f(t)|2L2dt
)p/2
and thus, for |ϕ|∞ ≤ 1,
|(P
(ρ)
t ϕ)(x + g)− (P
(ρ)
t ϕ)(x)| ≤
C
t
sup
η∈[0,1]
E
[(∫ t
0
|Q−
1
2Dgh˜(s, x+ ηg)|
2
L2 ds
) 1
2
]
.
(4.9)
Now ψ(t) = Dgh˜(t, x+ ηg) with ψ(0) = ηg solves
∂tψ = −ψxxxx + ∂
2
xDF (h˜)[ψ] (4.10)
with
DF (h˜)[ψ] = −(ψ + 2h˜xψx)χρ(|h˜|
2
H1)− 2(h˜+ (h˜x)
2)χ′ρ(|h˜|
2
H1)〈h˜, ψ〉H1 .
The following arguments are only formal, but as we are working with unique so-
lutions they can all be made rigorous by Galerkin approximations. Multiplying
(4.10) with 〈·, ψ〉H−1 yields for ρ ≥ 1
1
2
∂t|ψ|
2
H−1 + |ψ|
2
H1 ≤ |DF (h˜)[ψ]|L1 |ψ|L∞
≤ C|ψ|L∞
(
|ψ|L1 + |h˜|H1 |ψ|H1
)
χρ(|h˜|
2
H1)
+ C|ψ|L∞
(
|h˜|L1 + |h˜|
2
H1
)
χ′ρ(|h˜|
2
H1)|h˜|H1 |ψ|H1
≤ Cρ|ψ|H1 |ψ|L∞ .
where we used Ho¨lder, Sobolev embedding and the definition of the cut-off χ.
Using Sobolev embedding of L∞ into Hδ for some δ > 12 together with
interpolation and Young inequality yields for some sufficiently large p > 1 and
some constant c > 0
∂t|ψ|
2
H−1 + |ψ|
2
H1 ≤
1
2
|ψ|2H1 + cρ
p|ψ|2H−1 .
First, by Gronwall Lemma
|ψ(t)|2H−1 ≤ |ψ(0)|
2
H−1e
ctρp ,
and then∫ t
0
|ψ|2H1dt ≤ |ψ(0)|
2
H−1 + cρ
p
∫ t
0
|ψ(s)|2H−1 ds ≤ |ψ(0)|
2
H−1e
ctρp .
This together with (4.9) and the assumption on Q finishes the proof.
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4.1 Some consequences
It is well known that the strong Feller property implies that the laws P (t, x, ·)
are mutually equivalent, for all x and t. A less obvious fact, which follows from
Theorem 13 of Flandoli & Romito [20], is that the same property holds between
different selection. In details, if P (1)(t, x, ·) and P (2)(t, x, ·) are the Markov
kernels associated to two different selections, then P (1)(t, x, ·) and P (2)(t, x, ·)
are mutually equivalent for all x and t.
Before enumerating all other properties following from strong Feller, we need
to show a technical result on the support of the measures P (t, x, ·). Following
Flandoli & Romito [19], we say that a Borel probability measure µ is fully
supported on H1 if µ[A] > 0 for every open set A in H1.
Proposition 4.7 (Support theorem). Under Assumption 4.1, let (Px)x∈L2 be
an a. s. Markov family. For every x ∈ H1 and T > 0 the image measure of Px
at time T is fully supported on H1.
Proof. The proof is rather technical but straightforward, we only give a sketch
of it. To this purpose, we follow the same steps of Flandoli [15] (see also Propo-
sition 6.1 of [19]). By Assumption 4.1 the Wiener measure driving the equation
is fully supported on Ω, or any smaller space, where W is still defined. Thus it
turns out that we only have to analyse the following control problem
h˙+ hxxxx = [−hxx + (hx
2)xx]χρ + w˙, h(0) = x, (4.11)
where w is the control. More precisely, we need to prove the following two
statements.
1. Given T > 0, there is λ ∈ (0, 1) such that for ρ > 0, x ∈ H1, y ∈ H4
with |x|H1 ≤ λρ and |y|H1 ≤ λρ, there are w ∈ Lip([0, T ];H
1) and h ∈
C([0, T ];H1) that solve (4.11) with h(T ) = y and τρ(w) > T , where τρ is
defined as in (4.6).
2. Let wn → w inW
γ,p([0, T ];D(Aβ)), with γ ∈ (38 ,
1
2 ), p > 1 such that γp >
1 and β ∈ (14 − γ,−
1
8 ). Let hn, h be the solutions to (4.11) corresponding
to wn, w and let τn = τρ(wn) and τ = τρ(w). If τ > T , then τn > T for
sufficiently large n and hn → h in C([0, T ];H
1).
For the first claim, one uses (4.4) with w = 0 to get a time T∗ < T such that
h(T∗) ∈ H
4 and |h(T∗)|H1 ≤ ρ (here we choose λ, using the estimates on the
semigroup etA). Then h is given in [T∗, T ] by linear interpolation from h(T∗) to
y and w in such a way that (4.11) is satisfied.
For the second claim, γ, p and β are chosen so that the Wiener measure corre-
sponding to the random perturbation gives probability 1 toW γ,p([0, T ];D(Aβ))
and the convergence of wn implies that zn → z in C([0, T ];H
1), where zn, z are
the solutions to z˙ = −zxxxx + w˙ corresponding to wn and w (this also gives a
common bound to τn and τ , as in Lemma 4.5). From this, it is easy to see, by
the mild formulation (4.4), that hn → h.
Proposition 4.8 (Local regularity). Let (Px)x∈L2 be an a. s. Markov family
and assume Assumption 4.1. Then for each x ∈ H1 and all times t > 0,
Px[there is ε > 0 such that ξ ∈ C((t− ε, t+ ε);H
1)] = 1.
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Moreover, for each x ∈ H1, the set TPx of property [E3] is empty, that is the
energy inequality holds for all times.
Proof. Let (Pt)t≥0 be the transition semigroup defined by the given Markov
family and set ν˜ =
∫ 1
0
(P∗s δ0) ds. Set moreover Ω˜a,b = {ξ ∈ C((a, b);H
1)} and
Ω˜t =
⋃
Ω˜t−ε,t+ε. We first observe that by (3.1),
P˜ [ |ξt|
2
H1 ≥ ρ] =
∫ t+1
t
P0[ |ξs|
2
H1 ≥ ρ] ds ≤
C
log(1 + ρ)
,
where in particular the constant C depends on t (but it is increasing in t). Now,
by the Markov property, for all ρ > 0,
P˜ [Ω˜t−ε,t+ε] =
∫
Py[Ω˜ε,3ε]πt−2εP˜ (dy) ≥ ( inf
|y|
H1
≤ρ
Py[Ω˜ε,3ε])(1−
C
log(1 + ρ)
),
where πsP˜ is the marginal of P˜ at time s. By Lemma 4.5 we know that
inf |y|
H1
≤ρ Py[Ω˜ε,3ε] ↑ 1 as ε→ 0 and in conclusion P˜ [Ω˜t] = 1.
By disintegration, Px[Ω˜t] = 1 for ν˜-a. e. x, hence for a dense set of H
1 by
Proposition 4.7 and in conclusion for all x ∈ H1 by the strong Feller property.
The previous proposition and Theorem 6.7 of [19] (suitably adapted to this
framework) improve our knowledge on the Markov property as follows.
Corollary 4.9. Under Assumption 4.1, if (Px)x∈L2 is an a. s. Markov family
of solutions to (1.1), then (Px)x∈H1 is a Markov process. Namely
E
Px [ϕ(ξt)|Bs] = E
Pξs [ϕ(ξt−s)], Px − a.s.,
for all x ∈ H1, ϕ ∈ Cb(L
2) and 0 ≤ s ≤ t.
5 Existence and uniqueness of invariant mea-
sures
Existence of an invariant measure for (1.1) is straightforward for trace-class
noise, as one can rely on Itoˆ formula applied to the energy balance given
by |h(t)|2L2 . The standard approximation is then tight, since we can control
E
[∫ T
0
|hxx|
2
L2 dt
]
.
In this section we prove existence of an invariant measure for more general
noise (such as space time white noise) under the assumption (which will be valid
for the whole section) that the equation has no linear instability, namely
h˙ = −hxxxx + (hx)
2
xx + η . (5.1)
In order to take the linear instability into account, gauge functions have to be
used, as in Blo¨mker & Hairer [6] or Collet et al. [8], Temam [34], but up to now
this is quite technical and only applicable to Dirichlet or Neumann boundary
conditions. For periodic boundary conditions this question is still open.
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Theorem 5.1. Let (Px)x∈L2 be any a. s. Markov family of energy martingale
solutions to (5.1). Then there exists an invariant measure for the transition
semigroup associated to (Px)x∈L2 with support contained in H
γ, for some γ ∈
(54 ,
3
2 ).
Remark 5.2. Note that the upper bound γ < 32 is stated only for convenience.
The crucial restriction is γ > 54 , as in the proof of this theorem we shall need
that Z˜α,· ∈ W
1,4, which is implied by Z˜α,· ∈ H
γ , where Z˜α,· is the process
defined in (2.4).
By the results of the previous section we can immediately conclude that the
invariant measure is unique (via the strong Feller property and Doob’s theorem)
and that it is fully supported on H1 (by means of Proposition 4.7).
Corollary 5.3. Under Assumption 4.1, the invariant measure provided by The-
orem 5.1 above is unique and fully supported on H1.
So far we know that each Markov solution has its own unique invariant
measure. In principle, these invariant measures come from different transition
semigroups and do not need to be equal, even though they have something in
common. For example, we know from [20, Theorem 13] that they are mutually
equivalent. At this stage, the problem of uniqueness of the invariant measure
over all selection is open, as well as the well posedness of the martingale problem.
5.1 The proof of Theorem 5.1
Existence of an invariant measure will be proved by means of the Krylov-
Bogoliubov method. Let (Px)x∈L2 be a Markov solution and consider the fol-
lowing family of measures on L2,
µT =
1
T
∫ T
0
P0[ ξ(s) ∈ ·] ds, T ≥ 1,
where P0 is the energy martingale solution starting at x = 0.
It is sufficient to show that the family (µT )T≥1 is compact in H
γ , for some
γ (see for example Da Prato & Zabczyk [13, Theorem 3.1.1]). Thus we need to
show that for all ε > 0 there is R > 0 such that
µT [x : |x|Hγ > 2R ] < ε, for all T ≥ 1. (5.2)
The proof of this statement is divided into several steps. In the first step we
divide the estimate of (5.2) into two pieces, corresponding to terms V and Z.
In the second step we estimate the term in V by means of a disintegration in
smaller intervals. In the third step we show that the quantities obtained in the
previous step can be bounded by solutions to some simpler ODE. The fourth
step contains the analysis of these one-dimensional ODE, while the fifth step
gives a bound on stochastic convolutions for large α. Finally, in the sixth step
we pack all the estimates together and we average with respect to the initial
condition of the linear process Z, thus obtaining a uniform estimate that finally
provides (5.2).
Step 1: Splitting in V and Z.
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Fix a value α > 0 (it will be be chosen later in the proof in Step 5 and
consider for every z0 ∈ H
γ processes Z˜ = Z˜α,z0 (defined in (2.4)) and V˜ =
ξ − Z˜α,z0. As in Remark 2.6, V˜ satisfies
˙˜
V + V˜xxxx =
[
(V˜x + Z˜x)
2
]
xx
+ αZ˜, V˜ (0) = −z0.
Now we can bound
µT [x : |x|Hγ > 2R] =
1
T
∫ T
0
P0[ |ξ(s)|Hγ > 2R ] ds
≤
1
T
∫ T
0
P0[ |V˜ (s)|Hγ + |Z˜(s)|Hγ > 2R] ds
≤
1
T
∫ T
0
P0[ |V˜ (s)|Hγ > R ] ds+
1
T
∫ T
0
P0[ |Z˜(s)|Hγ > R ] ds
≤
1
T
∫ T
0
P0[ |V˜xx(s)| > R ] ds+
1
T
∫ T
0
P0[ |Z˜(s)|Hγ > R ] ds,
and we can estimate the two terms separately. The term in Z˜ converges to
0 as R ↑ ∞ from Chebychev’s inequality and statement (2) of Lemma 2.4, so
everything boils down to an estimate of the term 1T
∫ T
0
P0[ |V˜xx(s)| > R ] ds.
Step 2: The ϕ–moment.
A standard way to estimate terms like 1T
∫ T
0
P0[ |V˜xx(s)| > R ] ds is to use
Chebychev inequality and the information that some moment of |V˜xx(s)| is finite.
We are not able to bound any moments (or log-moments2) uniformly in time.
All we can show is that there is a suitable function ϕ such that the ϕ-moment
of |V˜xx(s)| is bounded uniformly in time.
Let ϕ : [0,∞)→ R be a function, which we will determine at the end of the
proof (see Step 5), such that ϕ is increasing, concave, with ϕ(r) ↑ ∞ as r ↑ ∞,
and for every x, y ≥ 0,
ϕ(x+ y) ≤ C + ϕ(x) + log(y + 1) ≤ C + ϕ(x) + y. (5.3)
By using Chebychev’s inequality and concavity of ϕ we get
1
T
∫ T
0
P0[ |V˜xx(s)|L2 > R] ds =
1
T
∫ T
0
P0[ϕ(|V˜xx(s)|
2
L2) > ϕ(R
2)] ds
≤
1
ϕ(R2)
E
P0
[ 1
T
∫ T
0
ϕ(|V˜xx(s)|
2
L2) ds
]
≤
1
ϕ(R2)T
[T ]∑
k=0
E
P0
[∫ k+1
k
ϕ(|V˜xx(s)|
2
L2) ds
]
≤
1
ϕ(R2)T
[T ]∑
k=0
E
P0
[
ϕ
(∫ k+1
k
|V˜xx(s)|
2
L2) ds
)]
,
2Blo¨mker & Hairer [6] give a different proof of existence of an invariant measure, which
relies on Galerkin approximations and the estimate of a log-moment of |eVxx(s)|2. Here we
consider any arbitrary solution to the equation, which in principle is not a limit of Galerkin
approximations, since it is not known if the solution is unique.
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and so it is sufficient to bound
E
P0
[
ϕ
(∫ k+1
k
|V˜xx(s)|
2
L2) ds
)]
, (5.4)
independently of k.
Step 3: Gronwall’s estimates.
In this step we use the energy inequality for V˜ (cf. (2.7)), the Gronwall’s
estimate given by Proposition 7.3 and comparison theorems for ODE to simplify
the estimate of (5.4). From the energy inequality we know that for all t and
almost every s ∈ [0, t],
|V˜ (t)|2L2 +
∫ t
s
|V˜xx(r)|
2
L2 dr ≤ |V˜ (s)|
2
L2 + C
∫ t
s
|Z˜x(r)|
16
3
L4 |V˜ (r)|
2
L2 dr
+ C
∫ t
s
(|Z˜x(r)|
4
L4 + α
2|Z˜(r)|2L2 ) dr (5.5)
≤ |V˜ (s)|2L2 +
∫ t
s
(a1(r)|V˜ (r)|
2
L2 + b1(r)) dr.
where we have set
a1(t) = C|Z˜x(t)|
16
3
L4 and b1(t) = C(1 + α
2)(|Z˜x(t)|
4
L4 + |Z˜(t)|
2
L2). (5.6)
By using Poincare´ inequality λ‖ · ‖L2 ≤ ‖ · ‖H2 , it follows that
|V˜ (t)|2L2 +
∫ t
s
(λ− a1(r))|V˜ (r)|
2
L2 dr ≤ |V˜ (s)|
2
L2 +
∫ t
s
b1(r) dr.
By the modified Gronwall’s lemma (Proposition 7.3), we know that |V˜ (t)|2L2 ≤
u1(t), where u1 solves the following one-dimensional problem,
u˙1 + (λ− a1)u1 = b1, u1(0) = |z0|
2
L2 .
Moreover, by a standard comparison principle for ODE, u21(t) ≤ u2(t), where
u2 solves
u˙2 + (λ− a2)u2 = b2, u2(0) = u1(0)
2 = |z0|
4
L2 , (5.7)
with a2(t) = 2a1(t) and b2(t) = λ
−1b21(t), since
d
dt
(u21) + 2(λ− a1)u
2
1 = 2u1b1 ≤ λu
2
1 + λ
−1b21.
In conclusion, |V˜ (t)|4L2 ≤ u2(t) and so, using (5.5), we get∫ k+1
k
|V˜ (s)|2L2 ds ≤ |V˜ (k)|
2
L2 +
∫ k+1
k
(a1(r)|V˜ (r)|
2
L2 + b1(r)) dr
≤ 1 + sup
r∈[k,k+1]
|V˜ (r)|4L2 +
∫ k+1
k
(a1(r)
2 + b1(r)) dr
≤ 1 + sup
r∈[k,k+1]
u2(r) +
∫ k+1
k
(a1(r)
2 + b1(r)) dr.
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By applying ϕ to the previous inequality and using (5.3), we finally get
E
P0
[
ϕ
(∫ k+1
k
|V˜xx(s)|
2
L2) ds
)]
≤ C + EP0
[∫ k+1
k
(a1(r)
2 + b1(r)) dr
]
+ EP0 [ϕ
(
sup
r∈[k,k+1]
u2(r)
)
] (5.8)
≤ C(1 + |z0|
32
3
W1,4) + E
P0 [ϕ
(
sup
r∈[k,k+1]
u2(r)
)
],
since we know by Lemma 2.4 that all moments of a1 and b1 are bounded by
some constant and the initial condition z0.
Step 4: Estimate of the auxiliary function u2.
In this step we analyse the term EP0 [ϕ(supr∈[k,k+1] u2(r))], in order to get
an estimate independent of k. By its definition (5.7),
u2(t) = |z0|
4
L2e
R t
0
(−λ+a2(r)) dr +
∫ t
0
e
R t
s
(−λ+a2(r)) drb2(s) ds
≤ |z0|
4
L2e
R t
0
(−λ+θ(r))dr + (1 + α2)2
∫ t
0
d
ds
[
−e
R t
s
(−λ+θ(r)) dr
]
ds
+ λ(1 + α2)2
∫ t
0
e
R t
s
(−λ+θ(r))dr ds (5.9)
≤
(
(1 + α2)2 + |z0|
4
L2
)
e
R t
0
(−λ+θ(r))dr + λ(1 + α2)2u3(t),
where θ(t) = a2(t)+
b2(t)
(1+α2)2 (so that θ depends on α only through Z˜, see (5.6))
and
u3(t) =
∫ t
0
e
R
t
s
(−λ+θ(r))dr ds,
which is a solution of u˙3+(λ− θ)u3 = 1, with initial condition u3(0) = 0. Since
u3(t) ≤ sup
s∈[0,t]
exp
(∫ t
s
(−
λ
2
+ θ(r)) dr)
) ∫ t
0
exp(−
λ
2
(t− s)) ds
≤
2
λ
sup
s∈[0,t]
exp
(∫ t
s
(−
λ
2
+ θ(r)) dr)
)
, (5.10)
by using inequalities (5.9) and (5.10) and property (5.3) of ϕ, we finally get
ϕ( sup
r∈[k,k+1]
u2(r)) ≤ C + sup
[k,k+1]
∫ t
0
(−λ+ θ(r)) dr + log
(
1 + (1 + α2)2 + |z0|
4
L2
)
+ ϕ
(
(1 + α2)2 exp
[
sup
t∈[k,k+1]
sup
s∈[0,t]
∫ t
s
(−
λ
2
+ θ(r)) dr
])
≤ C + λ+
∫ k+1
0
(−λ+ θ(r)) dr + (1 + α2)2 + |z0|
4
L2 (5.11)
+ ϕ
(
(1 + α2)2 exp
[λ
2
+ sup
s∈[0,k+1]
∫ k+1
s
(−
λ
2
+ θ(r)) dr
])
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Step 5: A bound for θ for large α.
The choice of α becomes now crucial. We will first bound the terms in
(5.11) that are outside of ϕ uniformly in time. We first use Young and Ho¨lder
inequality to derive
θ(t) ≤ Cλ‖Z˜(t)‖
16/3
W1,4 +
λ
8
,
where the constant Cλ > 0 depends on λ, but not on t or α. Recall that
Z˜(t) = et(A−α)z0+WA−α(t), withWA−α(t) =
∫ t
0 e
(t−s)(A−α)dW (s). Thus using
that etA is a bounded semigroup on W1,4, we obtain
E
P0 [‖Z˜(t)‖
16/3
W1,4 ] ≤ Ce
−16tα/3‖z0(t)‖
16/3
W1,4 + CE
P0 [‖WA−α(t)‖
16/3
W1,4 ] .
As A− α is a strictly negative operator, we can always bound moments of the
stochastic convolution uniformly in time. Using Sobolev embedding for some
sufficiently large γ < 3/2 yields for all t > 0
E
P0 [‖WA−α(t)‖
16/3
W1,4 ] ≤
(
E
P0 [‖(1−∆)γ/2WA−α(t)‖
2
L2 ]
)8/3
≤
(
trace{(1−∆)γQ(α−A)−1}
)8/3
→ 0 for α→∞ .
In the following, we choose α sufficiently large such that
E
P0 [θ(t)] ≤
λ
4
+ Ce−16tα/3‖z0(t)‖
16/3
W1,4 , for all t > 0.
Step 6: Average over all z0 and conclusion of the proof.
In Step 2 we have shown that Theorem 5.1 is proved if we can bound (5.4)
independently of k. Putting together the conclusion of Step 3 (5.8) and the
conclusion of Step 4 (5.11) together with the bound from the previous step, we
get
µT [x : |x|Hγ > 2R] ≤ C(1 + |z0|
4
L2 + |z0|
32
3
W1,4 + |z0|
2
Hγ )+
+
1
ϕ(R2)T
[T ]∑
k=0
E
P0ϕ
(
Cα,λ exp
[
sup
s∈[0,k+1]
∫ k+1
s
(−
λ
2
+ θ(r)) dr
])
.
Now we integrate the inequality above over z0, with respect to the invariant
measure of Z˜ and, by virtue of Lemma 5.5 below, we obtain
µT [x : |x|Hγ > 2R] ≤
≤ CIM +
1
ϕ(R2)T
[T ]∑
k=0
E
P0ϕ
(
Cα,λ exp
[
sup
s∈[0,k+1]
∫ k+1
s
(−
λ
2
+ Θ(r)) dr
])
.
where (Θ(t))t∈R is the process defined as in Step 4 with Z˜ replaced by the
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stationary solution Z˜st of problem (2.4). Due to stationarity we have
sup
s∈[0,k+1]
∫ k+1
s
(−
λ
2
+ Θ(r)) dr
(L)
= sup
s∈[−(k+1),0]
∫ 0
s
(−
λ
2
+ Θ(r)) dr
≤ sup
s∈(−∞,0]
∫ 0
s
(−
λ
2
+ Θ(r)) dr
(L)
= sup
t∈[0,∞)
∫ t
0
(−
λ
2
+ Θ(r)) dr.
Therefore, if we define the random variable
X˜ = sup
t∈[0,∞)
∫ t
0
(−
λ
2
+ Θ(r)) dr,
we only have to prove that there exists a function ϕ as above such that
E
P0 [ϕ(Cα,λe
eX)] <∞.
Since X˜ is finite with probability one by the ergodic theorem, such a ϕ exists
by Lemma 7.1. The proof of Theorem 5.1 is complete.
Remark 5.4. In the previous proof, we were only able to bound some moment
of Vxx, but using the trick of Debussche & Da Prato [11], where α is allowed to
be random, it is possible to bound arbitrary polynomial moments on bounded
time intervals.
Lemma 5.5. Let δ > 0 and let φ be a positive map defined on the probability
space Ω. If for all z0
δ ≤ EPx [φ(Z˜α,z0)] for Px-almost every ξ ∈ Ω,
where Z˜α,z0 is the Ornstein-Uhlenbeck process starting in z0, as defined in (2.4),
then
δ ≤
∫
H1
φ(z)µ∗OU (dz),
where µ∗OU is the law of the stationary Ornstein-Uhlenbeck process.
The lemma is easily proved by averaging both sides with respect to z0 with
the stationary Ornstein-Uhlenbeck process and using Tonelli theorem.
6 A priori estimates
In this section we state all regularity results on processes Z and V . The first
part contains the results on Z under an arbitrary weak martingale solution (from
Definition 2.2). Similarly, the second part contains the results on V under an
arbitrary energy martingale solution (from Definition 2.5).
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6.1 Weak martingale solution
Here we will present some lemmas on the regularity of Z without using equiva-
lent versions, since our approach forces us to keep the canonical process.
Lemma 6.1. Given a weak martingale solution P , then for every T > 0,
E
P
∫ T
0
|Z(t)|4W1,4 dt <∞.
Proof. It is enough to verify that (Zx)
2 ∈ L2(Ω×(0, T ),L2). From the definition,
we can write Z(t) as a complex Fourier series, such that
Zx =
∑
k 6=0
Ike
ikx,
where Ik is a time dependent Gaussian real valued random variable with E
P I2k ≤
C|k|−2. Thus, EP I4k ≤ C|k|
−4, too. Now,
(Zx)
2 =
∑
n∈Z
∑
k 6=0,n
IkIn−ke
inx,
We derive
E
P |(Zx)
2|2L2 =
∑
n∈Z
E
P
( ∑
k 6=0,n
IkIn−k
)2
≤
∑
n∈Z
∑
k 6=0,n
∑
l 6=0,n
E
P [|Ik||In−k||Il||In−l|]
≤
∑
n∈Z
( ∑
k 6=0,n
1
|k||n− k|
)2
,
where we used Ho¨lder’s inequality in the last step. It is an elementary exercise
to check that the series in the last equation converges. Thus integration in time
yields the result.
Lemma 6.2. Let P be a weak martingale solution. Then for some λ > 0 there
is a constant C such that∫ T
0
E
P exp{λ‖Zx(t)‖
2
L4} dt ≤ CT for all T > 0.
Thus, for some constant C depending only on q, p and T ,
sup
T≥0
1
T
E
P ‖Z‖pLp([0,T ],W1,4) <∞ and sup
T≥0
1
T
E
P ‖Z‖qLp([0,T ],W1,4) ≤ C.
Proof. Using Lemma 6.1 we know that EP ‖Zx(t)‖
4
L4 ≤ C for all t ≥ 0. As
Zx(t) is a Gaussian random variable in L
4, Fernique’s theorem (see Da Prato
& Zabczyk [12]) implies that
sup
t≥0
E
P exp{λ‖Zx(t)‖
2
L4} <∞,
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for some λ > 0. Thus
E
P ‖Z‖pLp([0,T ],W1,4) ≤ C
∫ T
0
E
P exp{λ‖Zx(t)‖
2
L4} dt ≤ CT,
where the constant does not depend on T . The last claim follows from Ho¨lder
inequality.
The following lemma on the L∞([0,∞),L2)-regularity is necessary to trans-
fer weak continuity in L2 from V to Z. Note, again, that we cannot prove
continuity of Z, as we are not using continuous versions of the canonical process
Z.
Lemma 6.3. Let P be a weak martingale solution. Then for 0 ≤ γ < 32 , p > 1
and T > 0
Z ∈ Lp(Ω, L∞([0, T ],Hγ)) ,
and thus
P [Z ∈ L∞([0,∞),Hγ)] = 1.
Due to Z ∈ Ω, we thus have Z is P -a.s. weakly continuous with values in Hγ.
Proof. Using the factorisation method (see Da Prato & Zabczyk [12, Chapter
5]),
Z(t) = Cα
∫ t
0
e(t−τ)A(t− τ)α−1Y (τ) dτ,
where
Y (τ) =
∫ τ
0
e(τ−s)A(τ − s)−α dW (s).
We fix T > 0, α ∈ (0, 3−2γ8 ) and m >
1
α >
8
3 , and let the constants depend on
them. Now using Ho¨lder’s inequality,
sup
t∈[0,T ]
|Z(t)|Hγ ≤ C sup
t∈[0,T ]
∫ t
0
(t− τ)α−1|Y (τ)|Hγ dτ ≤ C
( ∫ T
0
|Y (τ)|mHγ dτ
) 1
m
.
Thus using that Y is Gaussian,
E
P sup
t∈[0,T ]
|Z(t)|mHγ ≤ C
∫ T
0
(EP |Y (τ)|2Hγ )
m/2 dτ ≤ C
( ∞∑
k=1
k2γα2k|λk|
2α−1
)m/2
.
The last series converges, as α2k ≤ C and λk ∼ −k
4. Taking T ∈ N concludes
the proof.
6.2 Energy martingale solution
This part is devoted to the proof of the tightness property for sequences of
energy martingale solutions, essentially by means of bounds on the process V .
Lemma 6.4. Let (Pn)n∈N be a family of energy Markov solutions. Then the
sequence of laws of V under Pn is tight in L
2(0, T,H1), if and only if (Pn)n∈N
is tight in L2(0, T,H1).
The same result is true for any space in which Z is defined, for example
C(0, T,H−4).
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Proof. We prove only one direction, the other one is the same. As LawZ,n =
Pn[Z ∈ ·] is by Definition 2.2 and Lemma 6.3 the law of the stochastic con-
volution in L2([0, T ],H1) and thus independent of n. Hence, the family of
measures (LawZ,n)n∈N is tight in L
2([0, T ],H1). Thus there is a compact sub-
set Kε,1 ⊂ L
2([0, T ],H1) with Pn[Z ∈ Kε,1] > 1 − ε. Furthermore, by the
tightness of Pn[V ∈ ·], there is a compact set Kε,2 ⊂ L
2([0, T ],H1) such that
Pn[V ∈ Kε,2] > 1− ε.
Define now the compact subset
Kε,3 = Kε,1 +Kε,2 = {u = u1 + u2| ui ∈ Kε,i},
then by ξ = V + Z we have
Pn [Kε,3] ≥ Pn [Z ∈ Kε,1, V ∈ Kε,2] ≥ 1− 2ε,
which concludes the proof.
Lemma 6.5. Let P be an energy martingale solution. Then for all T > 0
‖∂tV ‖L2([0,T ],H−3) ≤ C‖V ‖L2([0,T ],H2)(1 + ‖V ‖L∞([0,T ],L2)) + C‖Z‖L4([0,T ],H1),
P -almost surely, with constants independent of P .
Proof. From Remark 2.6, we know that for ϕ ∈ H3 with |ϕ|H3 = 1 we have
∂t〈V, ϕ〉L2 = −〈Vxx + V, ϕxx〉L2 − 〈(Vx + Zx)
2, ϕxx〉L2 .
Thus using the embedding of L1 into H−1 and an interpolation inequality,
|∂tV |H−3 ≤ |Vxx|L2 + |V |L2 + |(Vx + Zx)
2|L1 ,
≤ |V |H2 + C|V |L2 |V |H2 + 2|Z|
2
H1 .
Integrating the square in time yields the result.
Lemma 6.6. Let (Pn)n∈N be a family of energy martingale solutions. Define
G(R) = {u : ‖u‖L∞([0,T ],L2) < R and ‖u‖L2([0,T ],H2) < R}.
Suppose that Pn is started at a probability measure µn such that∫
L2
(
log(|x|L2 + 1)
)κ
µn(dx) ≤ K,
for all n ∈ N and for some κ > 0, then
sup
n∈N
Pn[V ∈ G(R)] ≥ 1−
C
log(1 +R)κ
.
Proof. By property [E3], we have that, Pn-almost surely,
|V (t)|2L2 +
∫ t
0
|Vxx|
2
L2 ds ≤
≤ |V (0)|2L2 +
∫ t
0
(|Vx|
2
L2 + 2|Vx|L4 |Zx|L4 |Vxx|L2 + |Zx|
2
L4 |Vxx|L2) ds
≤ |V (0)|2L2 +
∫ t
0
1
2
|Vx|
2
L2 + C(1 + |Zx|
16/3
L4 )|V |
2
L2 + C|Zx|
4
L4 ds,
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where we have used the Sobolev embedding of H1 into L4, interpolation, Young,
and Poincare´ inequalities. Now from Gronwall’s inequality it follows that, for
all t ∈ [0, T ],
|V (t)|2L2 +
∫ t
0
|Vxx|
2
L2 ds ≤
≤ C
(
|V (0)|2L2 + ‖Z‖
4
L4([0,T ],W1,4)
)
exp
(
C‖Z‖
16/3
L16/3([0,T ],W1,4)
)
, (6.1)
where the constants might depend on T . Applying (log(x+ 1))κ and using the
inequality
log(x+ y + 1)κ ≤ C(log(x+ 1)κ + log(y + 1)κ) for x, y ≥ 0,
leads to
E
Pn
[
sup
t∈[0,T ]
log(1 + |V (t)|2L2)
]κ
≤ C
and
E
Pn
[
log(1 +
∫ t
0
|Vxx(s)|
2
L2 ds)
]κ
≤ C,
where the constant is independent of n. Now Chebychev inequality yields the
result.
We are now able to prove Theorem 3.2. We rewrite the statement for con-
venience of readers.
Theorem 6.7 (Restatement of Theorem 3.2). Let (Pn)n∈N be a family of energy
martingale solutions with each Pn starting in µn and∫
L2
[log(|x|L2 + 1)]
κ µn(dx) ≤ K, for all n ∈ N,
for some κ > 0 and K > 0. Then (Pn)n∈N is tight on Ω ∩ L
2([0,∞),H1).
Furthermore, there is a constant depending only on T > 0, z0 ∈ H
1, K > 0,
and κ > 0, such that
E
Pn
[
log
(
1 +
∫ T
0
|ξx(s)|
2
L2 ds
)]κ
≤ C,
E
Pn
[
log
(
1 +
∫ T
0
|Vxx(s)|
2
L2 ds
)]κ
+ EPn
[
sup
t∈[0,T ]
log(1 + |V (t)|2L2)
]κ
≤ C.
Proof. For the bounds on logarithmic moments of V we use the bounds obtained
at the end of the proof of the previous Lemma 6.6. Using the bounds on Z from
Lemma 6.3 yields the bound on logarithmic moments of ξ.
For the tightness of the law of V under Pn we use Lemmas 6.6 and 6.5 for the
bound for ∂tV , together with the compact embeddings of H
1([0, T ],H−3) into
C([0, T ],H−4) and of L2([0, T ],H2)∩H1([0, T ],H−3) into L2([0, T ],H1) (see for
example Temam [33]).
For the tightness of Pn we use Lemma 6.4 on transfer of tightness in the
spaces L2([0,∞),H1) and C([0, T ],H−4).
31
7 Some useful technical tools
7.1 A suitable concave moment
We aim to prove the following proposition.
Proposition 7.1. Let X be a random variable with values in [0,∞). Then there
is a concave and non-decreasing map φ : [0,∞) → [0,∞) such that φ(x) ↑ ∞
and
E[φ(X)] <∞.
Moreover, φ can be chosen in such a way that for some constant C,
φ(x+ y) ≤ φ(x) + Cy, for all x, y ∈ [0,∞).
Remark 7.2. Notice that the last condition on φ given in the proposition above
can be replaced by
φ(x + y) ≤ φ(x) + C log(1 + y)
for some constant C > 0 and for all x, y ∈ [0,∞). Indeed, let ϕ be the
map given by the proposition, then φ(x) = ϕ(log(1 + x)) has exactly the same
properties of ϕ and φ(x + y) = ϕ(log(1 + x + y)) ≤ φ(x) + C log(1 + y), since
log(1 + x+ y) ≤ log(1 + x) + log(1 + y).
Proof. We first show that there is a non-decreasing continuous map u : [0,∞)→
[0,∞) such that u(0) = 0, u(x) ↑ ∞ as x → ∞ and E[u(X)] < ∞. Choose a
sequence (xn)n∈N such that x0 = 0, xn ↑ ∞ and 4
n
P[xn ≤ X < xn+1] −→ 1.
This can always been done, since X is a. s. finite. Now, let u˜ be the piece-wise
constant function that on each interval [xn, xn+1) takes the value 2
n. We finally
set u(t) = 1t
∫ t
0 [u˜(t)− infs≥0 u˜(s)] ds.
Next, we show how to construct a map φ as in the statement of the propo-
sition such that φ ≤ 1 + u. Define the sequence (yn)n∈N as y0 = 0 and
yn = max{x ∈ [0,∞) : u(x) = n}, for n ≥ 1. The sequence (yn)n∈N is in-
creasing and yn ↑ ∞. Define φ as φ(y0) = 0, φ(y1) = 1,
φ(yn) = min
{
n, φ(yn−2) +
φ(yn−1)− φ(yn−2)
yn−1 − yn−2
(yn − yn−2)
}
,
and by linear interpolation for all other values of x ∈ [0,∞). In other words, at
each point yn the map is defined either as the continuation of the line yn−2 −→
yn−1 or as u(yn), depending on which is the smallest value. The construction
is shown in the picture. All properties of φ are apparent from the picture, we
only show that φ(yn) ↑ ∞. Let A = {n : φ(yn) = n}. If A is infinite, we are
done, otherwise, let N be the largest value in A, then for x ≥ yN ,
φ(x) = φ(yN−1) +
N − φ(yN−1)
yN − yN−1
(x− yN−1)
and φ(x) ↑ ∞, since φ(xN−1) ≤ N − 1 < N .
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1 + u
Figure 1: An example of the construction
7.2 A slight variation of Gronwall’s lemma
Here we give a detailed proof of the variation of Gronwall’s lemma used in
Section 5.1. The result is elementary and probably well known, it is given here
only for the sake of completeness. The main differences are the following: we
do not assume that the term a(·) is positive and the inequality holds only for a.
e. time, but then it holds starting from arbitrary initial times.
Proposition 7.3. Let a, b ∈ L1(0, T ), with b ≥ 0 and let u : [0, T ] → R be
a lower semi-continuous and positive function. Assume that there exists a set
S ⊂ (0, T ] (thus, not containing 0) with null Lebesgue measure, such that for all
s 6∈ S and all t ∈ [s, T ],
u(t) ≤ u(s) +
∫ t
s
a(r)u(r) dr +
∫ t
s
b(r) dr.
Then
u(T ) ≤ u(0) e
R T
0
a(s) ds +
∫ T
0
b(s) e
R T
s
a(r) dr ds.
Proof. We only need to prove the proposition if a(·) is piecewise constant. In-
deed, if this claim is true and a ∈ L1(0, T ), there are piecewise constant func-
tions an such that an −→ a and without loss of generality we can assume
that each an is constant on a finite number of intervals whose extreme points
do not belong to S (but possibly for the last one). By the usual Gronwall’s
lemma we can deduce that u is bounded by some constant M . We then set
bn(s) = b(s) +M |a(s) − an(s)|, and we apply the claim with an and bn. As
n→∞, we recover the original statement.
Assume then that a =
∑n−1
k=0 αk1Jk , where the intervals Jk = [tk, tk+1),
0 = t0 < t1 < · · · < tn = T and t0, t1, . . . tn−1 6∈ S. If αk ≥ 0, since tk ∈ S, we
know by the usual Gronwall’s lemma and semi-continuity of u that
u(tk+1) ≤ u(tk) e
αk(tk+1−tk) +
∫ tk+1
tk
b(s) eαk(tk+1−s) ds.
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If αk < 0, we reverse time as it is done in the proof of Theorem 5 of Flandoli &
Romito [17] and we apply again Gronwall’s lemma to get
u(tk+1) ≤ u(tk) e
αk(tk+1−tk) +
∫ tk+1
tk
b(s) eαk(tk+1−s) ds.
It is then easy to prove by induction on k ≤ n that
u(tk) ≤ u(0) e
R tk
0
a(s) ds +
∫ tk
0
b(s) e
R tk
s
a(r) dr ds.
and in particular k = n is exactly what we aimed to prove.
References
[1] A. L. Baraba´si, H. E. Stanley, Fractal concepts in surface growth,
Cambridge University Press, 1995.
[2] D. Blo¨mker, Nonhomogeneous noise and Q-Wiener processes on bounded
domains, Stochastic Anal. Appl. 23 (2005), no. 2, 255–273.
[3] D. Blo¨mker, C. Gugg, Thin film growth models: On local solutions,
Recent developments in stochastic analysis and related topics, World Sci-
entific, Singapore. Proceedings of the first Sino-German conference on
stochastic analysis, S. Albeverio, Z. M. Ma, M. Ro¨ckner (2004), 66–77.
[4] D. Blo¨mker, C. Gugg, On the existence of solutions for amorphous
molecular beam epitaxy, Nonlinear Anal. Real World Appl. 3 (2002), no. 1,
61–73.
[5] D. Blo¨mker, C. Gugg, M. Raible, Thin-film-growthmodels: roughness
and correlation functions, European J. Appl. Math. 13 (2002), no. 4, 385–
402.
[6] D. Blo¨mker, M. Hairer, Stationary solutions for a model of amorphous
thin-film growth, Stochastic Anal. Appl. 22 (2004), no. 4, 903–922.
[7] M. Castro, R. Cuerno, L. Va´zquez, R. Gago, Self-Organized Order-
ing of Nanostructures Produced by Ion-Beam Sputtering, Phys. Rev. Lett.
94 (2005), 016102.
[8] P. Collet, J.-P. Eckmann, H. Epstein, J. Stubbe A global attracting
set for the Kuramoto-Sivashinsky equation, Commun. Math. Phys. 152
(1993), no. 1, 203–214.
[9] R. Cuerno, A.-L. Baraba´si Dynamic Scaling of Ion-Sputtered Surfaces,
Phys. Rev. Lett. 74 (1995), 4746-474.
[10] G. Da Prato, A. Debussche, Ergodicity for the 3D stochastic Navier-
Stokes equations, J. Math. Pures Appl. (9) 82 (2003), no. 8, 877–947.
[11] G. Da Prato, A. Debussche, m-dissipativity of Kolmogorov operators
corresponding to Burgers equations with space-time white noise Potential
Anal. 26 (2007), no.1, 31–55.
34
[12] G. Da Prato, J. Zabczyk, Stochastic equations in infinite dimensions,
Encyclopedia of Mathematics and its Applications, 44. Cambridge Univer-
sity Press, Cambridge, 1992.
[13] G. Da Prato, J. Zabczyk, Ergodicity for infinite-dimensional systems,
London Mathematical Society Lecture Note Series, 229. Cambridge Uni-
versity Press, Cambridge, 1996.
[14] A. Debussche, C. Odasso, Markov solutions for the 3d stochastic Navier-
Stokes equations with state dependent noise, J. Evol. Equ. 6 (2006), no. 2,
305–324.
[15] F. Flandoli, Irreducibility of the 3-D stochastic Navier-Stokes equation,
J. Funct. Anal. 149 (1997), no. 1, 160–177.
[16] F. Flandoli, An introduction to 3D stochastic fluid dynamics, to appear
on the proceedings of the CIME course on SPDE in hydrodynamics: recent
progress and prospects, Lecture Notes in Mathematics, Springer. Available
on the web page of CIME at http://www.cime.unifi.it.
[17] F. Flandoli, M. Romito, Statistically stationary solutions to the 3-D
Navier-Stokes equations do not show singularities, Electron. J. Probab. 6
(2001), no. 5, 15 pp. (electronic).
[18] F. Flandoli, M. Romito, Markov selections and their regularity for the
three-dimensional stochastic Navier-Stokes equations, C. R. Math. Acad.
Sci. Paris, Ser. I 343 (2006), 47–50.
[19] F. Flandoli, M. Romito, Markov selections for the three-dimensional
stochastic Navier-Stokes equations, to appear on Probab. Theory Related
Fields (2007).
[20] F. Flandoli, M. Romito, Regularity of transition semigroups associated
to a 3D stochastic Navier-Stokes equation, arXiv:math/0609317 [math.PR].
[21] T. Halpin-Healy, Y. C. Zhang, Kinetic roughening phenomena,
stochastic growth, directed polymers and all that, Physics Reports, 254
(1995), 215–414.
[22] D. Henry, Geometric theory of semilinear parabolic equations, Lecture
Notes in Mathematics 840, Springer Verlag, 1981.
[23] N. Ikeda, S. Watanabe, Stochastic differential equations and diffu-
sion processes, North Holland Mathematical Library 24, North Hol-
land/Kodansha 1989.
[24] N. V. Krylov, The selection of a Markov process from a Markov system
of processes, and the construction of quasi-diffusion processes (Russian),
Izv. Akad. Nauk SSSR Ser. Mat. 37 (1973), 691–708.
[25] A. Lunardi, Analytic semigroups and optimal regularity in parabolic
problems, Birkha¨user Verlag, Basel, 1995.
[26] A. Pazy Semigroups of linear operators and applications to partial differ-
ential equations, Springer, New York, 1983.
35
[27] M. Raible, S. J. Linz, P. Ha¨nggi, Amorphous thin film growth: Mini-
mal deposition equation, Physical Review E, 62 (2000), 1691–1705.
[28] M. Raible, S. G. Mayr, S. J. Linz, M. Moske, P. Ha¨nggi,
K. Samwer, Amorphous thin film growth: Theory compared with ex-
periment, Europhysics Letters, 50 (2000), 61–67.
[29] M. Romito Existence of martingale and stationary suitable weak solutions
for a stochastic Navier-Stokes system, arXiv:math/0609318 [math.PR]
[30] M. Siegert, M. Plischke, Solid-on-solid models of molecular-beam epi-
taxy, Physical Review E, 50 (1994), 917–931.
[31] O. Stein, M. Winkler, Amorphous molecular beam epitaxy: global
solutions and absorbing sets, to appear on European J. Appl. Math.
[32] D. W. Stroock, S. R. S. Varadhan, Multidimensional diffusion pro-
cesses, Springer, Berlin, 1979.
[33] R. Temam, Navier-Stokes equations. Theory and numerical analysis, Stud-
ies in Mathematics and its Applications, 2. North-Holland Publishing Co.,
Amsterdam, 1984.
[34] R. Temam, Infinite-dimensional dynamical systems in mechanics and
physics, Applied Mathematical Sciences, 68. Springer-Verlag, New York,
1988.
36
