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Ultracold atoms in optical lattices have proven to provide an extremely clean and controlled setting
to explore quantum many-body phases of matter. Now, imaging of atoms in such lattice structures
has reached the level of single-atom sensitive detection combined with the highest resolution down
to the level of individual lattice sites. This has opened up fundamentally new opportunities for the
characterization and the control of quantum many-body systems. Here we give a brief overview of
this field and explore the opportunities offered for future research.
INTRODUCTION
Over the past years, ultracold atoms in optical lat-
tices have emerged as versatile new system to explore
the physics of quantum many-body systems. On the one
hand they can be helpful in gaining a better understand-
ing of known phases of matter and their dynamical be-
havior, on the other hand they allow one to realize com-
pletely novel quantum systems that have not been stud-
ied before in nature [1–3]. Commonly, the approach of
exploring quantum many-body systems in such a way is
referred to as “quantum simulations”. Examples of some
of the first strongly-interacting many-body phases that
have been realized both in lattices and in the continuum
include the quantum phase transition from a Superfluid
to a Mott insulator [4–6], the achievement of a Tonks-
Girardeau gas [7, 8] and the realization of the BEC-BCS
crossover in Fermi gas mixture [9] using Feshbach reso-
nances [10].
In almost all of these experiments, detection was lim-
ited to time-of-flight imaging or more refined derived
techniques that mainly characterized the momentum dis-
tribution of the quantum gas [2]. However, quantum
optics experiments on single or few atoms or ions had
shown how powerful the detection and control of indi-
vidual quantum particles can be. For several years, re-
searchers in the field have therefore aspired to employ
such single particle detection methods for the analysis of
ultracold quantum gases. Only recently it has become
possible to realize such imaging techniques, marking a
milestone for the characterization and manipulation of ul-
tracold quantum gases [11–15]. In our discussion, we will
focus on one the most successful of these techniques based
on high-resolution fluorescence imaging. Despite being a
rather new technique, such quantum gas microscopy has
already proven to be an enabling technology for prob-
ing and manipulating quantum many-body systems. For
the first time controllable and strongly interacting many-
body systems, as realized with ultracold atoms, could
be observed on a local scale [14, 15]. The power of the
technique became even more apparent with the advent
of local hyperfine state specific addressing in optical lat-
tices [16]. Together with the local detection this provides
a complete toolbox for the manipulation of one- and two-
dimensional lattice gases on the scale of a few hundred
Nanometers. Our review will concentrate on the experi-
ments employing ultracold bosonic atoms in optical lat-
tices, showing applications in correlation measurements
[17–19], quantum magnetism [20–22] and quantum criti-
cial behaviour close to a quantum phase transition [23].
x
y
z
optical lattice 
laser beams
Mirror 1064 nm
Window 780nm
16 µm
High-Resolution
Objective 
(NA=0.68)
x
y
FIG. 1. Schematic setup for high resolution fluores-
cence imaging of a 2D quantum gas. Two-dimensional
bosonic quantum gases are prepared in a single 2D plane of an
optical standing wave along the z−direction, which is created
by retro-reflecting a laser beam (λ = 1064 nm) on the coated
vacuum window. Additional lattice beams along the x- and
y-directions are used to bring the system into the strongly cor-
related regime of a Mott insulator. The atoms are detected
using fluorescence imaging via a high resolution microscope
objective. Fluorescence of the atoms was induced by illumi-
nating the quantum gas with an optical molasses that simul-
taneously laser cools the atoms. The inset shows a section
from a fluorescence picture of a dilute thermal cloud (points
mark the lattice sites). Adapted from Sherson et al. [15].
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2SITE RESOLVED IMAGING
One of the standard imaging techniques in ultracold
quantum gases – absorption imaging – cannot be easily
extended to the regime of single atom sensitivity. This
is mainly due to the limited absorption a laser beam ex-
periences when interacting with a single atom. For typ-
ical experimental conditions, the absorption signal is al-
ways smaller than the accompanying photon shot noise.
While high resolution images of down to 1µm resolu-
tion have been successfully used to record in-situ absorp-
tion images of trapped quantum gases [24], they have
not reached the single-atom sensitive detection regime.
Fluorescence imaging can however overcome this limited
signal-to-noise and therefore provides a viable route for
combining high-resolution imaging with single-atom sen-
sitivity. By using laser induced fluorescence in an op-
tical molasses configuration and by trapping the atoms
in a very deep potential, several hundred thousand pho-
tons can be scattered from a single atom, of which a few
thousand are ultimately detected. An excellent signal-
to-noise in the detection of a single atom can therefore
be achieved.
This idea was first pioneered for the case of optical lat-
tices by the group of D. Weiss, who loaded atoms from
a magneto-optical trap into a three-dimensional lattice
with a lattice constant of 6µm [11]. However, for typ-
ical condensed matter oriented experiments, such large
spaced lattices are of limited use, due to their almost
vanishing tunnel coupling between neighboring poten-
tial wells. Extending fluorescence imaging to a regime
where the resolution can be comparable to typical sub-
micron lattice spacings, thus requires large numerical
apertures (NA) microscope objectives, as the smallest
resolvable distances in classical optics are determined by
σ = λ/(2NA).
In recent works, Bakr et al. [13, 14] and Sherson et al.
[15] have demonstrated such high-resolution imaging and
applied it to image the transition of a superfluid to a Mott
insulator in 2D. In the experiments, 2D Bose-Einstein
condensates were first created in tightly confining poten-
tial planes. Subsequently, the depth of a two-dimensional
simple-cubic type lattice was increased, leaving the sys-
tem either in a superfluid or Mott insulating regime. The
lattice depths were then suddenly increased to very deep
values of approximately 300µK, essentially freezing out
the density distribution of the atoms in the lattice. A
near-resonant optical molasses was then used to induce
fluorescence of the atoms in the deep lattice and also pro-
vide laser cooling, such that atoms remained on lattice
sites while fluorescing. High resolution microscope ob-
jectives with numerical apertures of NA ≈ 0.7− 0.8 were
used to record the fluorescence and image the atomic den-
sity distribution on CCD cameras (see Fig. 1). A limi-
tation of the detection method is that so called inelastic
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FIG. 2. High resolution fluorescence images of
a weakly interacting Bose-Einstein condensate and
Mott insulators. (a) Bose-Einstein condensate exhibiting
large particle number fluctuations and (b,c) wedding cake
structure of n = 1 and n = 2 Mott insulators. Using a nu-
merical algorithm, the corresponding atom distribution on the
lattice can be reconstructed. The reconstructed images can
be seen in the row below (small points mark lattice sites, large
points mark position of a single atom). Figure adapted from
Sherson et al. [15].
light-induced collisions occurring during the illumination
period only allow one to record the parity of the on-site
atom number. Whenever pairs of atoms are present on
a single lattice site, both atoms are rapidly lost within
the first few hundred microseconds of illumination, due
to a large energy release caused by radiative escape and
fine-structure changing collisions [25].
In both experiments, high resolution imaging has al-
lowed one to reconstruct the atom distribution (modulo
2) on the lattice down to a single-site level. Results for
the case of a Bose-Einstein condensate and Mott insu-
lators of such a particle number reconstruction are dis-
played in Fig. 2. The fidelity of the imaging process is
currently limited to approximately 99% by atom loss dur-
ing the illumination due to background gas collisions.
THERMOMETRY AT THE LIMIT OF
INDIVIDUAL THERMAL EXCITATIONS
Within a tight-binding approximation and for inter-
action energies that do not exceed the vibrational level
splitting on a single lattice site, the behaviour of inter-
acting bosons on a lattice can be described by the Bose-
Hubbard Hamiltonian [4–6]:
Hˆ = −J
∑
〈R,R′〉
aˆ†R′ aˆR +
1
2
U
∑
R
nˆR(nˆR − 1), (1)
3where aˆ†R(aˆR) denote the bosonic creation (annihila-
tion) operators on site R, nˆR = aˆ
†
RaˆR, J characterizes
the tunnel coupling between neighbouring lattice sites
and U is the on-site interaction energy of two atoms on
a given lattice site. For the following discussion, we will
assume repulsive interactions U > 0.
Deep in the Mott-insulating regime the strongly inter-
acting bosonic quantum gas becomes essentially classical.
In this so called atomic-limit of the Bose-Hubbard model
the individual wells are disconnected, that is, the tun-
neling is J = 0 and the ratio of interaction to tunneling
U/J diverges. Hence, the grand canonical partition func-
tion of the trapped quantum gas Z(0) can be written as
a product of on-site partition functions Z(0) =
∏
R Z
(0)
R ,
where the on-site partition function is given by
Z(0) =
∑
n
e−β(En−µ(R)n) . (2)
The local chemical potential at lattice site R is denoted
by µ(R) and the eigenenergy of n atoms on this lattice
site is given by the standard single-band Bose-Hubbard
interaction term En = 1/2Un(n − 1). In particular we
can use the above to calculate the on-site probability of
finding n atoms per lattice site as
PR(n) =
e−β(En−µ(R)n)
Z(0)
. (3)
Thus, the thermodynamics is determined only by the
ratio of U/(kBT ) and the local chemical potential. In
this limit the problem becomes analytically tractable and
simple to analyze.
As a simple application of our result, let us calcu-
late the density profile and its fluctuations for a two-
dimensional radially symmetric trapping potential. All
sites with the same distance r from the trapping cen-
ter exhibit the same chemical potential µ(r). The av-
erage density at this radial distance is thus given by
n¯ = 1Z(r)
∑
n ne
−β(En−µ(r)). In order to evaluate this,
we would need to sum over all possible occupation states
in our on-site partition function. In practice, we may
truncate our sum around occupation numbers nmax =
ceil(µ/U)+1 for temperatures kBT  U , as thermal fluc-
tuations become exponentially suppressed in this regime.
This corresponds to the so called particle-hole approxi-
mation. In this regime individual thermal excitations,
corresponding either to a missing or and extra atom on
a single site are directly detected by the local parity sen-
sitive imaging.
Taking into the light assisted collisions into account we
find for the detected average density:
n¯det =
1
Z(r)
∑
n
mod2(n)e
−β(En−µ(r)). (4)
The parity projection during the imaging process as-
sures that the experimentally detected atoms number
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FIG. 3. Radial atom density and variance profiles. Ra-
dial profiles were obtained from the reconstructed images by
azimuthal averaging. a, b, grey and black points correspond
to the n = 1 and n = 2 MI images of Fig. 2d,e. For the two
curves, the fits yielded temperatures T = 0.090(5)U/kB and
T = 0.074(5)U/kB , chemical potentials µ = 0.73(3)U and
µ = 1.17(1)U , and radii r0 = 5.7(1)µm and r0 = 5.95(4)µm
respectively. From the fitted values of T , µ and r0, we deter-
mined the atom numbers of the system to N = 300(20) and
N = 610(20). c, d, The same data plotted versus the local
chemical potential using local-density approximation. The in-
set of c is a Bose-Hubbard phase diagram (T = 0) showing
the transition between the characteristic MI lobes and the su-
perfluid region. The line starting at the maximum chemical
potential µ shows the part of the phase diagram existing si-
multaneously at different radii in the trap due to the external
harmonic confinement. The inset of d is the entropy density
calculated for the displayed n = 2 MI. From Sherson et al. [15]
per site is either 0 or 1. Thus, the second moment of
the measured onsite atom number distribution is equal
to its mean n2det = n¯det. Within the particle-hole ap-
proximation the physical atom number per site can only
fluctuate by ±1 around its average value, such that its
variance σ2 can be measured despite parity projection
σ2 = n¯det − n¯2det. Both, the average density profile and
its fluctuations are functions of three parameters µ/U ,
4kBT/U and the trapping frequency ω of the overall har-
monic confinement. While the trap frequency can be in-
dependently measured, the chemical potential and tem-
perature of the quantum gas can be extracted via a fit
to azimuthally averaged radial density profiles of single
images of the quantum gas. This is shown in Fig. 3 for
the two images of an n = 1 and n = 2 Mott insulator in
the core of the gas.
In the atomic limit, these fit-functions thus allow an
efficient determination of temperature and chemical po-
tential of the quantum gas. The radial density and fluc-
tuation profiles can be converted to density and fluctua-
tion profiles vs chemical potential by using again the lo-
cal density approximation µloc(r) = µ − 1/2mω2r2. We
see that the data for the two distinct measurements of
the n = 1 and n = 2 Mott insulators fall on top of each
other when plotting in this way, underlining the fact that
radial profiles correspond to cuts through the phase dia-
gram (see inset in Fig. 3c) of the Bose-Hubbard model.
Residual small differences between the two curves can be
attributed to the slightly different temperatures of the
atom clouds. Interestingly, as in the case of fermionic
atoms, one notes that fluctuations are concentrated to
the border of the Mott insulating regions, where the sys-
tem is superfluid for T = 0. In the local density ap-
proximation picture, the energy gap is minimal here and,
thus, it is thermodynamically easiest to introduce fluctu-
ations in this spatial region. Note that this thermometry
method can be extended to work also in the vicinity of
the superfluid to Mott insulator transition. In this case
the local quantum fluctuations can be suppressed prior to
the imaging by a properly timed lattice ramp that ends
deep in the Mott insulator regime [23].
SINGLE-SITE RESOLVED ADDRESSING OF
INDIVIDUAL ATOMS
Being able to spatially resolve single lattice sites also
allows to manipulate atoms with single-site resolution.
A laser beam can be sent in reverse through the high-
resolution objective and, hence, is focused onto the
atoms. Thereby the high-resolution objective is used
twice – for imaging and for local addressing. In typi-
cal cases, the resulting spot size of the laser beam will
still be on the order of a lattice spacing and for most
applications too large in order to reliably address atoms
on single lattice sites. One possibility to increase the
spatial resolution is to make use of a resonance imaging
technique: the focused laser is tuned to such a wave-
length that it creates a differential energy shift between
two internal hyperfine ground states of an atom. Then
global microwave radiation will be resonant only at the
position of the focused beam and thus, can be used to
control the spin state of the atom [16, 26]. The spatial
resolution for the addressing of single atoms can thereby
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FIG. 4. High-resolution addressing of single atoms.
(a), Atoms in a Mott insulator with unity filling arranged
on a square lattice with period alat = 532 nm were addressed
using an off-resonant laser beam. The beam was focused onto
individual lattice sites by a high-aperture microscope objec-
tive (not shown) and could be moved in the xy plane with an
accuracy of better than 0.1 a lat. (b,c) Fluorescence images of
spin-flipped atoms following the addressing procedure. From
Weitenberg et al. [16].
be increased up to a limit given by (often magnetic field
driven) fluctuations of the energy splitting between the
two hyperfine states. For typical parameters this corre-
sponds to an increase by almost an order of magnitude
down to ' 50 nm, well below the optical diffraction limit.
In the experiment, such addressing was demonstrated
in a 2D Mott insulator with unity occupation per lat-
tice site [16]. In order to prepare an arbitrary pattern of
spins in the array, the laser beam was moved to a specific
site and a Landau-Zener microwave sweep was applied in
order to flip the spin of the atom located at the lattice
site. The laser beam was then moved to the next lattice
site and the procedure was repeated. In order to detect
the resulting spin pattern, unflipped atoms were removed
by applying a resonant laser beam that rapidly expelled
these atoms from the trap [16]. The remaining spin-
flipped atoms were then detected using standard high-
resolution fluorescence imaging, as described above. The
resulting atomic patterns can be seen in Fig. 4, showing
that almost arbitrary atomic orderings can be produced
in this way. The described scheme can be enhanced to
allow for simultaneous addressing of multiple lattice sites
using an intensity shaped laser beam instead of a focused
Gaussian beam. Such a beam can be prepared in the lab
using spatial light modulators [20].
In order to demonstrate that the addressing does not
affect the motional state of the atoms on the lattice site,
the tunneling of particles was investigated after an ad-
dressing sequence. Using the addressing sequence de-
scribed above, a line of atoms in y direction was prepared
from a Mott insulator in a deep lattice. Thereafter, the
lattice depth along the x-direction was lowered in order
to initiate tunneling of the particles along this direction.
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FIG. 5. Tunneling of single particles on a lattice. (a), Atoms were prepared in a single line along the y direction before
the lattice along the x axis was lowered, allowing the atoms to tunnel in this direction (b-d). The top row shows snapshots
of the atomic distribution after different hold times. White circles indicate the lattice sites at which the atoms were prepared
(not all sites initially contained an atom). The bottom row shows the respective position distribution obtained from an average
over 10− 20 of such pictures, the error bars give the 1σ statistical uncertainty. The red curce corresponds to the prediction by
theory. From Weitenberg et al. [16].
After a variable evolution time, the position of the atoms
was measured (see Fig. 5). By repeating the experiment
several times, the probability of finding the atom at a
certain lattice site for a specific evolution time could be
determined and compared to the probability distribution
predicted by the Schro¨dinger equation for the quantum
evolution of a single particle tunneling on a lattice. Ex-
cellent agreement was found between the experimental
data and the theoretical prediction, indicating that most
atoms indeed were still in the lower energy band of the
lattice despite the addressing. Atoms in higher energy
bands typically exhibit an order of magnitude larger tun-
nel coupling, allowing them to travel much further given
the same evolution time. However, in the experiment a
negligible fraction of atoms was detected at such posi-
tions in the experiment.
High resolution imaging and addressing can be very
useful for preparing almost arbitrary initial configura-
tions of the many-body system that can e.g. be used to
investigate a specific non-equilibrium evolution. It can
also be highly beneficial for quantum information appli-
cations, where e.g. in the case of a one-way quantum
computer [27], it is essential to measure the spin state of
an atom at a specified lattice site.
QUANTUM GAS MICROSCOPY – AN
ENABLING TECHNOLOGY
Combining the techniques described above, quantum
gas microscopy has proven to be an enabling technology
for probing and controlling quantum many-body systems.
The imaging method allows for the measurement of local
counting statistics of the atomic parity for strongly cor-
related many-body states. For example, correlation func-
tions – not necessary restricted to two-point correlators –
can be extracted from the data [19, 28]. Based on those,
the quantum melting of one- and two-dimensional Mott
insulators through a proliferation of correlated particle-
hole pairs has been directly observed. Furthermore, non-
local multi-point correlators have been extracted to ana-
lyze the emerging string order, a hidden order parameter
for Mott-insulating states at zero temperature [17]. In
the context of topologically ordered phases of matter,
non-local order parameters play a crucial role to charac-
terize the complex entanglement order present in these
states [29–31]. So far, it was believed that non-local order
is merely a theoretical concept, not accessible to exper-
iments. Quantum gases microscopy now makes probing
such highly non-trivial order a reality for experiments.
The local parity sensitive detection is also ideally suited
to study low lying excitations of the strongly correlated
system close to the Mott-insulating phase. Here, the ex-
citations in the system can be converted into particle-
hole excitations by a sweep of the lattice depth such that
the final state is deep in the Mott-insulating regime. In
this regime, the detection scheme is sensitive to single
quasiparticles (i.e. these particle-hole excitations) such
that bolometric measurements with highest sensitivity
are possible. Such measurements enabled the detection
of a mode softening around the particle-hole symmet-
ric critical point in two-dimensions, which could be at-
tributed to a Higgs-like excitation on the superfluid side
of the transition [23].
Next to equilibrium physics, also dynamical proper-
ties of strongly correlated systems in optical lattices can
be studied. This is especially remarkable, since it al-
lows for real-time tracking of the dynamics in the sys-
tem. A controlled quench of the lattice height of a one-
dimensional lattice gas into the Mott-insulating state ex-
cites the energetically low-lying particle-hole excitations
homogeneously within the system. These excitations
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FIG. 6. Magnon dynamics. (a), Initially two adjacent spins are flipped in an otherwise fully polarized Heisenberg chain.
This state has roughly equal overlap with free magnon and bound magnon states. During the subsequent evolution the free and
bound magnon contributions develop distinct features that are revealed in correlation measurements shown in (b). The plots
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for all times. On the contrary, the free magnons show anti-bunching behavior, maximizing their distance. This shows up as a
signal in the “upper left to lower right” diagonal. Adapted from Fukuhara et al. [21].
manifest themselves in characteristic correlations based
on entangled quasiparticles that spread out across the
system with a fixed velocity. The light-cone like spread-
ing of correlations, first predicted by Lieb-Robinson [32],
could thereby be revealed for the first time experimen-
tally [18].
The hyperfine state selective microscopic detection and
manipulation technique is ideally suited to study bosonic
quantum magnetism in optical lattices. Heisenberg type
magnetic couplings can be implemented by using two in-
ternal hyperfine degrees of freedom, on which a pseudo-
spin 1/2 is defined. For such systems, the anisotropy in
the spin couplings can in principle be controlled either by
Feshbach resonances or by state dependent hoppings [33–
35]. In the case of Rubidium and spin independent lat-
tices the resulting Heisenberg Hamiltonian is – up to a
few percent – symmetric in the spin coupling. It takes
the simple form
Hˆ = −Jex
∑
i
Sˆi · Sˆi , (5)
where Jex is the superexchange coupling Jex = 4J
2/U .
This superexchange coupling describes spin exchange
processes obtained from second order perturbation terms
in the Mott insulating phase at unity filling. This is com-
monly referred to as the strong-coupling limit [33, 34].
In first experiments, direct observation of superexchange
couplings [36] and detection of singlet-triplet spin corre-
lations in double wells [37, 38] as well as more complex
plaquette resonating valence bond states [39, 40] were
observed. Now, using quantum gas microscopes, the de-
tection and control possibilities for quantum magnetism
have also been dramatically enhanced.
When characterizing the spin-spin exchange couplings,
one finds that already in one-dimensional systems the
corresponding energy scale is small Jex = h ×O(10 Hz).
In higher dimensions an even smaller ratio J/U is re-
quired to reach the Mott insulating phase resulting in
an even more reduced exchange coupling [41–44]. These
tiny energy scales pose a major open challenge to observe
characteristic magnetic quantum correlations in thermal
equilibrium, as temperature is typically larger than such
exchange couplings. However, in a spin-polarized Mott
insulator, entropy is not distributed uniformly through-
out the system, but is rather confined to narrow regions
at the boundary of the system (see section ). The core of
such a fully polarized Mott insulator can therefore be re-
garded to be at almost zero temperature, forming an ideal
initial state for the observation of coherent quantum mag-
netic phenomena. Especially, in combination with high
fidelity local addressing, this allows for the deterministic
preparation of precisely controlled initial spin distribu-
tions, whose ensuing quantum evolution can be readily
tracked. Using such a technique, the coherent dynamics
of a single magnetic quasiparticle, a magnon, could be
observed in Heisenberg spin chains [20]. These measure-
ments were carried out in the subspace of a single spin
impurity, such that the next neighbor spin-interaction
term ∝ Szi Szj does not play any role for the dynamical
evolution.
Given this ultimate control over the initial local mag-
netization, complexity can be added step wise to the
problem. The simplest setting in which the magnetic
interaction, i.e. the Sˆzi Sˆ
z
i+1 coupling, becomes impor-
tant is the case of two spin impurities on the Heisenberg
chain. This scenario can be readily studied by flipping
two adjacent spins in the initially fully polarized chain.
Such a state has overlap both with free magnon as well
as bound magnon states and one therefore expects to
observe both propagation phenomena in the subsequent
7dynamical evolution of the initial state. The emergence
of the low energy bound states in the excitation spectrum
is probably the most striking microscopic effect of ferro-
magnetism [45, 46] and in fact can be seen as the most
elementary magnetic soliton. These bound states have
recently been directly observed and characterized by site
resolved correlation measurements [21]. Their signature,
a high probability of finding the two impurity spins on
adjacent sites even after a long time, can be seen in fig-
ure 6.
Studies of quantum magnetism is not limited to the
symmetric Heisenberg scenario described above. Quan-
tum Ising models, that is, models with classical Ising
coupling in addition to transverse single spin couplings
by external fields, can be achieved by a different, spa-
tial encoding of the pseudo spin that is defined on the
bonds of a tilted lattice, i.e. in between two sites [47].
The latter technique maps an empty site next to a dou-
bly occupied site to one of the two spin states and two
singly occupied states next to each other to the other
one. Thus, parity resolved local detection is an ideal tool
to study Ising spin chains using this mapping as realized
in M. Greiner’s group [22].
OUTLOOK
The novel techniques to image and control individual
atoms that we have outlined above mark a milestone in
the experimental control over quantum many-body sys-
tems. In fact we believe that we have only scratched
the surface of the wide range of applications that will
emerge in the future. The possibility to reveal hidden or-
der parameters of topological phases of matter in higher
dimensions [28, 29], the ability to measure the full count-
ing statistics in a many-body setting or the possibility
to directly measure entanglement entropies [48, 49] will
open new avenues for our understanding of correlated
quantum phases of matter. Currently, work is progress-
ing in several groups to realize such imaging and control
also for fermionic quantum gases. There, it could be
directly used to characterize long-ranged magnetic cor-
relations [50] in the fermionic Hubbard model and to
excite individual magnetic quasiparticles in the system
and observe their propagation. Single atom imaging has
now also found useful applications in the field of Ryd-
berg gases, where the imaging of crystalline structures
of an ensemble of Rydberg atoms has only been possible
due to these new detection capabilities [51, 52]. Extend-
ing the control towards individual Rydberg atoms might
enable one to realize novel multi-particle interactions in
a Rydberg quantum simulator that could be e.g. used
to implement exotic spin models such as those underly-
ing Kitaev’s toric code [53], spin-ice models [54] or even
non-Abelian lattice gauge theories [55]. High-resolution
imaging will certainly also find other applications, e.g.
in realizing the confinement and providing the resolution
needed to probe edge state physics in the recently real-
ized topologically band structures in optical lattices [56–
61]. Next to imaging the local occupation in such states,
it could also be employed to directly probe the particle
currents along individual bonds in the lattice [59, 62, 63]
thereby providing fundamentally complementary infor-
mation to measurements in the occupation basis. While
technically challenging to implement, we believe that the
imaging and control techniques outlined here offer so
many advantages and potential that they will in fact be-
come standard techniques on any cold atom or molecule
experiment in the future.
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