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Abstract
Existing studies indicate that momentum ideas in conventional optimization can be used to improve
the performance of Q-learning algorithms. However, the finite-sample analysis for momentum-
based Q-learning algorithms is only available for the tabular case without function approxima-
tions. This paper analyzes a class of momentum-based Q-learning algorithms with finite-sample
guarantee. Specifically, we propose the MomentumQ algorithm, which integrates the Nesterov’s
and Polyak’s momentum schemes, and generalizes the existing momentum-based Q-learning algo-
rithms. For the infinite state-action space case, we establish the convergence guarantee for Momen-
tumQ with linear function approximations and Markovian sampling. In particular, we characterize
the finite-sample convergence rate which is provably faster than the vanilla Q-learning. This is the
first finite-sample analysis for momentum-based Q-learning algorithms with function approxima-
tions. For the tabular case under synchronous sampling, we also obtain a finite-sample convergence
rate that is slightly better than the SpeedyQ (Azar et al., 2011) when choosing a special family of
step sizes. Finally, we demonstrate through various experiments that the proposed MomentumQ
outperforms other momentum-based Q-learning algorithms.
Keywords: Q-learning, momentum scheme, linear function approximation, tabular Q-learning,
finite-sample analysis, convergence rate.
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1. Introduction
Reinforcement learning (RL) aims to design strategies for an agent to find a desirable policy through
interacting with an environment in order to maximize an accumulative reward for a task. RL
has received drastically growing attention in recent years and accomplished tremendous success
in various application domains such as playing video games (Mnih et al., 2013), bipedal walking
robot (Castillo et al., 2019), board game (Silver et al., 2017), to name a few. This paper focuses on
Q-learning, which is a widely used model-free RL algorithm for finding the action-value function
(known as the Q-function) of the optimal policy.
Q-learning was first proposed in Watkins and Dayan (1992) and has been studied extensively
since then. For scenarios with a finite state-action space, the Q-function can be conveniently rep-
resented as a tabular function. The convergence of Q-learning in the tabular case was proved
in Jaakkola et al. (1994). In the case with a continuous state-action space, one typically approxi-
mates the Q-function with a parameterized function class of a relatively small parameter dimension.
Among the rich approximation classes, linear function approximation (Bertsekas and Tsitsiklis,
1996; Sutton and Barto, 2018) and neural network function approximation (Mnih et al., 2013) are
often adopted in the literature. We will review these studies in more details in Section 1.2.
The central idea of Q-learning algorithms is to solve an optimal Bellman equation (Bertsekas
and Tsitsiklis, 1996) iteratively as a fixed point problem. Since the Bellman operator is expressed
as the expected value over the underlying Markov decision processes (MDP) which is unknown,
Q-learning (as a model-free algorithm) approximates it via its sampled version, and such an update
can be viewed analogously to the first-order (stochastic) gradient descent algorithm (Baird, 1995).
This connection thus motivated several studies on accelerating Q-learning by incorporating various
momentum schemes, such as Heavy-ball (HB) (Polyak, 1964) and Nesterov’s accelerated gradient
(NAG) (Nesterov, 2013) which were shown to accelerate gradient descent in conventional optimiza-
tion algorithms. For example, speedy Q-learning (SpeedyQ) proposed in (Azar et al., 2011) can be
viewed as incorporating the NAG to Q-learning with particularly designed learning rate. Devraj
et al. (2019) applied both HB and NAG to Q-learning with a matrix learning rate. Vieillard et al.
(2019) incorporated the momentum idea to value iteration by viewing the greedy policy as an analog
of gradient ascent. However, theoretical justification of these momentum-based Q-learning are very
limited. Only Azar et al. (2011) provided a finite-sample analysis in the tabular case under par-
ticularly chosen learning rate, whereas Devraj et al. (2019) provided only the asymptotic property
without provable finite-sample convergence. To the best of our knowledge, the finite-sample con-
vergence rate has not been established for momentum-based Q-learning algorithms with function
approximation yet. The focus of the study here is to address the above important question.
1.1 Main Contributions
This paper investigates a general momentum-based Q-learning scheme (referred to as MomentumQ
hereafter), which involves both NAG-type and HB-type of history information for accelerating Q-
learning. The main contribution of this paper is three-fold.
First, we establish the finite-sample convergence rate for MomentumQ with linear function
approximation, and we show that this algorithm provably accelerates vanilla Q-learning. To the
best of our knowledge, this is the first finite-sample convergence guarantee for momentum-based
Q-learning with linear function approximation.
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Second, the only existing finite-sample baseline bound for momentum-based Q-learning is given
by SpeedyQ (Azar et al., 2011) for the tabular case. Hence, to be able to compare with such a
baseline, we also provide a finite-sample analysis of MomentumQ in the tabular case. We show that
it achieves a better (but order-wisely the same) convergence rate than SpeedyQ. Technically, due
to the additional momentum terms in MomemtumQ, its analysis is more challenging than SpeedyQ
and requires substantial new technical developments.
Finally, our numerical results show that the proposed MomentumQ outperforms the vanilla Q-
learning as well as the other existing momentum-based Q-learning algorithms for both tabular and
function approximation cases.
1.2 Related work
We review the most relevant studies on Q-learning here with a focus on the theoretical convergence
analysis.
Q-learning with function approximation: When the state-action space is considerably large or
even continuous, it is practical to properly discretize the space (Shah and Xie, 2018), or parameter-
ize the Q-function with a certain function class. For function approximation with neural networks,
Fan et al. (2019) provided statistical results for a Deep-Q-Network (DQN)-type algorithm. Lee and
He (2020) further analyzed a similar variant with periodic target function update and established an
improved sample complexity bound. For linear MDP, Melo and Ribeiro (2007); Yang and Wang
(2019) proposed provably sample-efficient Q-learning algorithms with linear function approxima-
tion. For more general MDPs with linear function approximation of the Q-function, finite-sample
convergence analysis was established in Zou et al. (2019); Chen et al. (2019) under Markovian
sampling, in Du et al. (2019) on exploration samples and in Weng et al. (2020) by incorporating
Adam-type updates. Recently, Cai et al. (2019); Xu and Gu (2019) established the convergence rate
of Q-learning with neural network approximation in the overparameterized regime under i.i.d. and
non-i.i.d sampling, respectively.
Tabular Q-learning: Q-learning was first proposed in Watkins and Dayan (1992) under finite
state-action space. Regarding the theoretical studies, research of tabular Q-learning has focused
on the asymptotic convergence which was usually studied via its connection to the correspond-
ing stochastic approximation algorithm (see, for example, Tsitsiklis (1994); Jaakkola et al. (1994);
Borkar and Meyn (2000); Melo (2001)). More recently, Lee and He (2019) provided asymptotic
results for asynchronous Q-learning by formulating it as a switching affine system. Another re-
search line has focused on the finite-sample (i.e., non-asymptotic) analysis. Finite-sample perfor-
mance for Q-learning was first established in Szepesva´ri (1998). Considering both synchronous and
asynchronous Q-learning, Even-Dar and Mansour (2003) investigated the convergence rates under
different choices of the learning rates. Sharper bounds on the finite-sample convergence rate have
been established in more recent work (Wainwright, 2019; Qu and Wierman, 2020; Li et al., 2020).
Momentum-based Q-learning: For tabular Q-learning, several studies incorporated the mo-
mentum idea in conventional optimization to accelerate the convergence. Azar et al. (2011) pro-
posed the SpeedyQ algorithm and characterized the finite-sample performance. Devraj et al. (2019)
extended HB with a matrix learning rate on the momentum, which is similar to a special formulation
of NAG. The asymptotic performance was analyzed under simplified assumptions. Vieillard et al.
(2019) proposed a momentum-based value iteration and generalized the scheme to DQN. While
some theoretical properties of the algorithms were explored in the tabular case, the convergence of
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the algorithm was not established. Among these studies, only Azar et al. (2011) characterized the
finite-sample rate for SpeedyQ in the tabular case, and such finite-sample analysis for momentum-
based Q-learning algorithms has not been provided for the function approximation case, which is
the focus of this paper.
Other variants of Q-learning: Other than the above momentum-based Q-learning algorithms,
which mainly exploit the acceleration ideas in conventional optimization, Q-learning also inspires
a number of other variants, including residual Q-learning (Baird, 1995), phased Q-learning (Kearns
and Singh, 1999), Zap Q-learning (Devraj and Meyn, 2017), and periodic Q-learning (Lee and He,
2020), to name a few. These algorithms are proposed to speed up convergence rates or improve the
performance by mitigating various issues in the implementation of Q-learning. In this paper, we
mainly focus on the momentum-based Q-learning algorithm motivated by the optimization idea.
1.3 Organization
The rest of the paper is organized as follows. Section 2 reviews the background of Q-learning.
In section 3, we propose the MomentumQ algorithm, described in both tabular case and under
linear function approximation. Section 4 establishes the finite-sample convergence guarantee for the
proposed MomentumQ under linear function approximation, followed by the finite-sample analysis
for the tabular case. Section 5 numerically evaluates the proposed algorithm and compares it with
several other algorithms via experiments of a series of FrozenLake grid world games.
2. Preliminaries
In this section, we provide the background of the Markov decision process, followed by the prelim-
inaries of tabular Q-learning and then Q-learning with linear function approximation.
2.1 Markov Decision Process
We consider the standard reinforcement learning setting, where a learning agent interacts with a
(possibly stochastic) environment modeled as a discrete-time discounted Markov decision process
(MDP). Such an MDP is characterized by a quintuple pX ,U , P,R, γq, where X is the state space, U
is the action space, P : X ˆ U ˆ X ÞÑ r0, 1s is the probability transition kernel, namely, P p¨|x, uq
denotes the probability that the system takes the next state given the current state x and action u.
In addition, R : X ˆ U ÞÑ r0, Rmaxs denotes the reward function (or negative of the cost function)
mapping the state-action pairs to a bounded subset of R, and γ P p0, 1q is the discount factor. A
policy pi : X ÞÑ U represents a strategy to take actions, i.e., it captures the probability of taking
each action at any given state. By following a policy pi, we perform an action uk with probability
pipuk|xkq at time k, observe a reward rk “ Rpxk, ukq, and evolve to the next state xk`1 with the
probability P pxk`1|xk, ukq. Under the policy pi, the return is the sum of the observed rewards over
the entire time horizon. We define the value function as the expected return of following policy pi
and starting from state x, given by V pipxq “ EP ř8k“0 γkrk, where EP denotes the expectation with
respect to the transition probability P . The Q-function is defined as the state-action value function
Qpipx, uq “ Rpx, uq ` γřyPX P py|x, uqV pipyq, which is the return of performing action u at state
s at the first step and following policy pi thereafter.
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2.2 Tabular Q-learning
Q-learning seeks to maximize the expected discounted return over policy pi as formulated below.
maximize
pi
V pipx0q “ EP
« 8ÿ
k“0
γkRpxk, pipxkqq
ff
,
subject to xk`1 „ P p¨|xk, pipxkqq, (1)
We let pi‹ denote the optimal stationary policy pi‹ : X ÞÑ U of MDP which is the solution of the
above optimization problem.
Define the Bellman operator T pointwisely as
T Qpx, uq “ Rpx, uq ` γEP max
u1PUpx1q
Qpx1, u1q, (2)
where x1 „ P p¨|x, uq and Upxq denotes the admissible set of actions at state x. It can be shown
that the Bellman operator T is γ-contractive in the supremum norm ‖Q‖ :“ supx,u |Qpx, uq|, i.e.,
it satisfies ∥∥T Qpx, uq ´ T Q1px, uq∥∥ ď γ ∥∥Qpx, uq ´Q1px, uq∥∥ . (3)
Thus, T has a unique fixed point Q‹, which satisfies the optimal Bellman equation (Bertsekas and
Tsitsiklis, 1996) given by
Q‹px, uq “ Rpx, uq ` γEP max
u1PUpx1q
Q‹px1, u1q, (4)
and the associated policy pi‹ is the optimal solution of (1). The above property suggests that starting
with an arbitrary initial Q-function, we can apply the Bellman operator T iteratively to learn Q‹.
Let V ‹pxq :“ V pi‹pxq be the optimal value function corresponding to the optimal policy pi‹. It
relates to Q‹ as follows
V ‹pxq “ max
uPUpxq
Q‹px, uq,@x P X . (5)
Hence, the optimal policy can be obtained from the optimal Q-function as:
pi‹pxq “ argmax
uPUpxq
Q‹px, uq,@x P X . (6)
Note that the knowledge of the transition probability P is not needed in (6), which is one advantage
of Q-learning.
In practice, exact evaluation of the Bellman operator (2) is usually not feasible due to the lack of
the knowledge of the system dynamics (i.e. the transition probability kernel). Instead, the empirical
Bellman operator is used as an estimator based on samples (Jaakkola et al., 1994). Specifically, for
the kth round of iteration at the state-action pair px, uq, we sample the next state yk „ P p¨|x, uq,
and then evaluate the empirical Bellman operator Tˆk as
TˆkQkpx, uq “ Rpx, uq ` γ max
u1PUpykq
Qkpyk, u1q, (7)
where the subscript k in Tˆk is to track the time index of samples yk that are used. Then the iteration
of tabular Q-learning is implemented as
Qk`1 “ Qk ´ αkpQk ´ TˆkQkq, (8)
where αk is the stepsize and we omit the dependence on px, uq for simplicity when there is no
confusion.
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2.3 Q-learning with Linear Function Approximation
For relatively large or even infinite state-action space X ˆ U , it is impractical to express the Q-
function in an explicit tabular form with respect to each state-action pair. In such a case, the update
rule of (8) is no longer directly applicable.
To handle such cases, a parametric function Qˆpx, u; θq is adopted as an approximation of the Q-
function, where the parameter vector θ is of small dimension. Our focus here is the linear function
class, which is often considered in the literature for establishing the finite-sample analysis (Zou
et al., 2019; Chen et al., 2019; Du et al., 2019). Then the Q-function Qˆpx, u; θq can be written as
Qˆpx, u; θq “ Φpx, uqT θ, (9)
where θ P Rd, and Φ : SˆAÑ Rd is a vector function of size d, and the elements of Φ represent the
nonlinear kernel (feature) functions. Correspondingly, the updating rule of Q-learning with linear
function approximation is given by
θk`1“θk ´ αkΦpxk, ukq
„
Φpxk, ukqT θk ´Rpxk, ukq ´ γ max
u1PUpxk`1q
Φpxk`1, u1qT θk

, (10)
where αk is the stepsize.
3. MomentumQ Algorithm
In this section, we introduce the MomentumQ algorithm that we study.
3.1 Tabular MomentumQ
Overall, MomentumQ integrates the Nesterov’s momentum (Nesterov, 2013) and Polyak’s Mo-
mentum (Polyak, 1964) together, with the learning rates flexibly interpolating between the two to
optimize the momentum performance. Specifically, MomentumQ takes the form given by
Sk “ p1´ akqQk´1 ` akTˆkQk´1,
Pk “ p1´ akqQk ` akTˆkQk,
Qk`1 “ Pk ` bkpPk ´ Skqloooooomoooooon
Nesterov’s momentum
` ckpQk ´Qk´1qloooooooomoooooooon
Polyak’s momentum
.
(11)
where ak, bk, ck determine the learning rates. Algorithm 1 implements MomentumQ with a par-
ticular family of learning rates under synchronous sampling (Even-Dar and Mansour, 2003). One
special feature of the algorithm is the additional freedom introduced by the hyperparameter m. We
will see later in the simulation that the proposed algorithm accelerates the convergence for arbitrarily
chosen m that satisfies m ě 1{γ.
Note that the proposed MomentumQ algorithm in (11) contains not only the momentum term
TˆkQk´1 in the update, but also the historical information Qk´1 explicitly. This additional historical
information can smooth out large overshoots during the iteration and subsequently accelerate the
convergence. This can be observed clearly in the experiment when compared to SpeedyQ, which is
given by
Qk`1 “ Qk ` akpTˆkQk ´Qkq ` p1´ akqpTˆkQk ´ TˆkQk´1q. (12)
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Algorithm 1 Synchronous Tabular MomentumQ
Input: Initial action-value function Q0 and Q´1 “ Q0, discount factor γ, hyperparameter m ě 1γ ,
and maximum iteration number T
for k “ 0, 1, 2, ¨ ¨ ¨ , T ´ 1 do
ak “ 1k`1 , bk “ k ´m´ 1, ck “ ´k
2`pm`1qk`1
k`1 ;
for each px, uq P X ˆ Upxq do
Generate the next state sample yk „ P p¨|x, uq;
TˆkQk´1px, uq “ Rpx, uq ` γmaxuPUpykqQk´1pyk, uq;
TˆkQkpx, uq “ Rpx, uq ` γmaxuPUpykqQkpyk, uq;
Skpx, uq “ p1´ akqQk´1px, uq ` akTˆkQk´1px, uq;
Pkpx, uq “ p1´ akqQkpx, uq ` akTˆkQkpx, uq;
Qk`1px, uq “ Pkpx, uq ` bk pPkpx, uq ´ Skpx, uqq `ckpQkpx, uq ´Qk´1px, uqq;
end for
end for
Output: QT
We see from (12) that SpeedyQ contains only the momentum term TˆkQk´1 in the update. In con-
trast, MomentumQ additionally incorporates the historical information Qk´1 explicitly. Indeed,
the simulation in Section 5 shows that MomentumQ effectively smoothes out the large overshoots
that are present in SpeedyQ and converges faster. The finite-sample anlysis of MomentumQ is
more challenging than SpeedyQ due to this difference, since the additional Qk´1 term increases
the order of the recursion. We will discuss in more details later. Furthermore, (12) simply involves
TˆkQk ´ TˆkQk´1 as the only momentum term, while our algorithm designs this part more system-
atically. We directly use two consecutive outputs of the empirical Bellman operators to update the
Q-function and obtain Sk and Pk. Intuitively, since Sk and Pk are derived by the update of the
vanilla Q-learning, selecting Sk ´ Pk as the additional momentum term may contribute to a bet-
ter estimation of the optimal Q-function while preserving the acceleration. This intuition is also
verified in our numerical results, which will be shown in Section 5.
3.2 MomentumQ with Linear Function Approximation
For the case where the state-action space is considerably large, suppose the linear function approx-
imation is used for estimating the Q-function to overcome the curse of dimensionality.
Consider the case where the Q-function is approximated by a linear parameterized function. We
propose MomentumQ for this case as
θk`1 “ θk ` pbk ` ckqpθk ´ θk´1q ´ akp1` bkqgk ` akbkgk´1, (13)
where
gk :“gpθk;xk, uk, xk`1q
“
ˆ
Φpxk, ukqT θk ´Rpxk, ukq ´ γ max
u1PUpxk`1q
Φpxk`1, u1qT θk
˙
Φpxk, ukq. (14)
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Algorithm 2 MomentumQ with linear function approximation
Input: Initial parameters θ0 and θ´1 “ θ0; discount factor γ; iteration number T .
for k “ 0, 1, 2, ¨ ¨ ¨ , T ´ 1 do
Assign ak, bk, ck;
Sample uk „ pi, xk`1 „ P p¨|xk, ukq;
Compute gk “
ˆ
Φpxk, ukqT θk ´Rpxk, ukq ´ γ max
u1PUpxk`1q
Φpxk`1, u1qT θk
˙
Φpxk, ukq;
Update θk`1 “ θk ` pbk ` ckqpθk ´ θk´1q ´ akp1` bkqgk ` akbkgk´1;
end for
Output: θout.
We focus on the more practical Markovian sampling model, in which the data tuples are sequen-
tially drawn from a single trajectory under an unknown stationary distribution. More implementa-
tion details can be referred to Algorithm 2.
4. Finite-sample Analysis under Markovian Sampling
In this section, we present our main results on the finite-sample convergence rate guarantee for
MomentumQ. We focus on linear function class and provide the first finite-sample analysis for
momentum-based Q-learning with function approximation. We also present our study of tabular
MomentumQ in order to make a comparison with the only existing theory baseline for momentum-
based Q-learning, which was established for tabular SpeedyQ.
4.1 MomentumQ with Linear Function Approximation
In this section, we characterize the finite-sample convergence guarantee for the proposed Momen-
tumQ algorithm with linear function approximation under Markovian sampling. To proceed the
convergence analysis, we first define
g¯pθq :“E
µ
rgpθ;x, u, x1qs
“E
µ
„
pΦpx, uqT θ ´Rpx, uq ´ γ max
u1PUpx1q
Φpx1, u1qT θq

Φpx, uq, (15)
where the expectation is taken over the stationary distribution of the sampling tuple px, u, x1q.
We take the following standard assumptions in our analysis.
Assumption 1. The columns of Φ are linearly independent and }Φ}2 ď 1.
Assumption 2. The term g¯p¨q has a unique root denoted as θ‹, i.e., g¯pθ‹q “ 0. There exists a
constant δ ą 0, such that for any θ P Rd we have
pθ ´ θ‹qT g¯pθq ě δ ‖θ ´ θ‹‖22 . (16)
Assumption 3. The domain of the approximation parameters θ is contained in a ball B that includes
θ‹ and is centered around θ “ 0 with a bounded diameter. That is, there exists Dmax, such that
‖θ ´ θ1‖2 ď Dmax,@θ, θ1 P B, and θ‹ P B.
8
Assumption 4. There exist constants σ ą 0 and ρ P p0, 1q such that
sup
xPX
dTV pPpxk P ¨|x0 “ xq, µq ď σρk @k,
where dTV pµ, νq denotes the total-variation distance between the probability measures µ and ν.
Assumptions 1 and 2 are standard in the literature on theoretical analysis of Q-learning algo-
rithms with linear function approximation (Bhandari et al., 2018; Chen et al., 2019; Zou et al., 2019).
The boundedness condition in Assumption 1 can be justified by normalization and hence does not
lose generalization. Assumption 4 can easily hold for irreducible and aperiodic Markov chains,
and is widely adopted in the literature on theoretical analysis of RL algorithms under Markovian
sampling (Bhandari et al., 2018; Chen et al., 2019; Zou et al., 2019; Xu and Gu, 2019; Xiong et al.,
2020). For Assumption 4, we further define the quantity of the mixing time τmixp¨q as follows,
which denotes the duration of the time for the Markov chain to approach sufficiently close to its
steady-state
τ˚ :“ τmixpκq :“ min
!
k “ 1, 2, . . . |σρk ď κ
)
. (17)
To understand the challenges of analyzing Markovian sampling in MomemtumQ, we first illus-
trate how a non-zero bias is introduced if the Markovian sampling is considered. For simplicity,
we denote Ok :“ pxk, uk, xk`1q as the data at time step k sampled from a Markov chain. Recall
gkpθ;Okq in (14), and g¯pθq “ Ergpθ;Okqs in (15) where the expectation is taken over the marginal
distribution of Ok since θ is fixed. However, if θ is random and dependent on Ok, the equality no
longer holds. In particular, since θk is dependent on the historical tuples tO1, O2, . . . , Oku, we have
g¯pθkq ‰ Ergpθk;Okq|θks.
Thus, we have a non-zero bias due to Markovian sampling to approximate the expectation of
gTk pθk ´ θ‹q. Namely,
ErgTk pθk ´ θ‹qs “ Erg¯pθkqT pθk ´ θ‹qs ` Erpgk ´ g¯pθkqqT pθk ´ θ‹qs,
where the second term on the right hand side captures the bias, which is the key challenge of the
analysis under this setting. The following lemma develops an important upper bound on the bias
term, which is a key step in the convergence analysis.
Lemma 1. Suppose that Assumptions 1-4 hold and fix κ ą 0 in (17). Let MomentumQ update as
(13) by choosing non-increasing ak, bk, ck and denote βk “ bk ` ck with βk P p0, 1q. Then we have
Erpgk ´ g¯pθkqqT pθk ´ θ‹qs ď
#
η1
řk´1
i“1 βi ` η2
řk´1
i“1 ai, k ď τ˚;
4DmaxGmaxκ` η1τ˚βk´τ˚ ` η2τ˚ak´τ˚ , k ą τ˚,
where η1 “ 2Dmaxpp1 ` γqDmax ` Gmaxq, η2 “ 6Gmaxpp1 ` γqDmax ` Gmaxq with Gmax “
2Dmax `Rmax.
With the bias term bounded, we are ready to provide the convergence result for MomentumQ
with linear function approximation under Markovian sampling.
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Theorem 1. (MomentumQ with constant learning rate) Suppose that Assumptions 1-4 hold and fix
κ ą 0 in (17). Let ak “ α, bk ` ck “ βλk where β, λ P p0, 1q and α P p0, 1´λ2δ q. After running T
steps of Algorithm 2 under Markovian sampling, we take the output θout “ θT and have
E ‖θout ´ θ‹‖22 ď
T´1ź
i“0
p1´ 2αδp1` biqq ‖θ0 ´ θ‹‖22
` β
ˆ
2η1τ
˚
δ
` 5D
2
max ` 2αDmaxGmax ` 4αη1τ˚λ
1´ 2αδ ´ λ
˙
p1´ 2αδqT´1´τ˚
` 15G
2
maxα
2δ
` 2η2τ
˚α
δ
` 8DmaxGmaxκ
δ
, (18)
where η1, η2 are defined in Lemma 1.
Theorem 1 indicates that the convergence behavior is determined by five terms. The first two
terms capture the convergence rate as T changes, indicating that with a constant learning rate,
MomentumQ enjoys an exponential convergence rate to a neighborhood of the global optimum.
Since
śT´1
i“0 p1´2αδp1`biqq ă p1´2αδqT , the dominant term of the convergence rate is the second
term. The last three terms capture the convergence error. Since one usually chooses κ “ αk “ α,
the convergence error can be made as small as possible by choosing a sufficiently small learning
rate.
As a comparison, the convergence of the vanilla Q-learning under similar assumptions and
Markovian sampling is obtained in Chen et al. (2019) as E ‖θout ´ θ‹‖22 ď p1´2δαqT ‖θ0 ´ θ‹‖22`
αC1 ` κC2 for some constants C1, C2. Clearly, the dominant order in (18) can have a smaller co-
efficient than that of the vanilla Q-learning by setting a small β, so that MomentumQ can enjoy a
better convergence rate.
In addition, one can also observe that α, β control a set of tradeoffs. First, while smaller α
yields a smaller convergence error, it also slows down the convergence rate. As for β, although
smaller β yields a smaller coefficient in the dominant term, it can also slow down the convergence
rate because bi in the first term needs to be small.
Next, we seek to remove the convergence error and balance the tradeoff caused by the choice of
ak. To this end, we can choose a diminishing learning rate and obtain the following theorem.
Theorem 2. (MomentumQ with diminishing learning rate) Suppose that Assumptions 1-4 hold and
fix κ ą 0. Let ak “ α?k , bk ` ck “ βλk with α ą 0, β, λ P p0, 1q. After running T steps of
Algorithm 2 under Markovian sampling, we take the output θout “ 1T
řT
k“1 θk and have
E ‖θout ´ θ‹‖22 ď
D2max{α` 30αG2max ` 16τ˚αη2
2δ
?
T
` 8DmaxGmaxκ
δ
` 1
T
„
5βD2max
2αδp1´ λq2 `
DmaxGmaxβλ` 4τ˚η1βλ
δp1´ λq

,
where η1, η2 are defined in Lemma 1.
In Theorem 2, if we choose κ “ αk “ α{
?
T , then the mixing time τ˚ “ Oplog T q. Thus, Mo-
mentumQ converges to the global optimum at a rate of Oplog T {?T q under a diminishing learning
rate.
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4.2 Tabular MomentumQ
In this subsection, we provide the finite-sample analysis for tabular MomentumQ as listed in Algo-
rithm 1. As we mention in Section 3, MomentumQ combines different types of momentum terms
dynamically. This requires substantial new technical developments here in the convergence analysis.
We assume that the state space X and the action space U are finite with cardinalities |X | and
|U |, respectively. We denote n “ |X | ¨ |U |. We also need the following assumption in our analysis.
Assumption 5. The Q-function is uniformly bounded throughout the learning process. That is,
DVmax, such that ‖Qk‖ ď Vmax,@k ě 0.
Note that it is nontrivial to show the boundedness of the proposed iteration scheme. In fact,
it is usually assumed for proving convergence of many such complicated stochastic approximation
algorithms (Kushner and Yin, 2003). Alternatively, one can extend the ODE method (Borkar and
Meyn, 2000) considerably to show the boundedness, which we left for our future work.
To facilitate the analysis, we rewrite (11) in a more compact form as
Qk`1 “ p1´akqQk`rbkp1´ akq`cks pQk ´Qk´1q ` ak
”
p1` bkqTˆkQk ´ bkTˆkQk´1
ı
. (19)
Our analysis first bounds the errors of approximating the exact Bellman operator T with empirical
Bellman operators Tˆk. For convenience, we denote the Tˆk terms in (19) by
Dk rQk, Qk´1s :“ p1` bkqTˆkQk ´ bkTˆkQk´1, (20)
for all k ě 0. Note that Dk is a function of all samples ty1, y2, ¨ ¨ ¨ , yku for all state-action pairs
px, uq up to round k. Let Fk denote the filtration generated by the sequence of these random
variables ty1, y2, ¨ ¨ ¨ , yku. We see that Dk P Fk and Qk`1 P Fk. Then if we define D rQk, Qk´1s
as the conditional expectation of Dk rQk, Qk´1s given Fk´1, we obtain by the definition of T that
D rQk, Qk´1s :“ EP pDk rQk, Qk´1s |Fk´1q “ p1` bkqT Qk ´ bkT Qk´1.
Now define the error between Dk and D as follows:
k :“ D rQk, Qk´1s ´Dk rQk, Qk´1s . (21)
Clearly EP pk|Fk´1q “ 0. This shows that @px, uq P X ˆ Upxq, the sequence of the estimation
errors tkpx, uquTk“0 is a martingale difference sequence with respect to the filtration Fk. In other
words, if we denote
Ekpx, uq :“
kÿ
j“0
jpx, uq, (22)
then Ek is a martingale sequence with respect to Fk, @px, uq P X ˆ Upxq and @k ě 0.
The following proposition provides the uniform bounds of Dk and k.
Proposition 1. Suppose Assumption 5 holds. Consider MomentumQ as in Algorithm 1. Then
the terms Dk rQk, Qk´1s defined in (20) and k in (21) are uniformly bounded for all k ě 0.
Specifically, DD¯ ą 0, s.t. ‖DkrQk, Qk´1s‖ ď D¯,‖k‖ ď 2D¯,@k ě 0.
The uniform bounds proved in Proposition 1 are critical in the derivation of the main theorem
below.
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Theorem 3. Suppose Assumption 5 holds. Consider Algorithm 1 where m ě 1{γ. Then, with
probability at least 1´ δ, the output of MomentumQ satisfies for T ą m:
}Q‹´QT }ď
h˜Vmax`D¯
b
8pT ´ tmu´ 1q log 2nδ
T p1´γq ,
(23)
where h˜ “ 2γpm ` tmu ` 2q ` 2, D¯ is specified in Proposition 1, and tmu denotes the largest
integer that does not exceed m.
Proof Sketch for Theorem 3. The proof of Theorem 3 is facilitated by several lemmas proved in the
appendix. The sketch of the proof is as follows. We first derive the formula of Qk`1 in terms
of the exact Bellman operator T and the accumulated approximation error Ek (Lemma 7). Then
we bound the learning error ‖Qk ´Q‹‖ by some constants and the sum of discounted errors ‖Ek‖,
where we used the contraction of T , the boundedness ofQk, and the assumptionm ě 1γ (Lemma 8).
Finally, we bound the martingale error terms probabilistically using the maximal Hoeffding-Azuma
inequality (Lemma 9) and obtain the finite time convergence error in (23).
Since yk, k “ 0, 1, 2, ... are independently sampled, using the second BorelCantelli lemma, we
immediately have the following corollary.
Corollary 1. Qk converges to Q‹ almost surely at a rate of at least Op
b
pT´tmu´1q log 2n
δ
p1´γq2T q.
This rate is slightly better than Op
b
log 2n
δ
p1´γq2?T q of SpeedyQ due to the presence of m ą 1.
5. Experiments
We evaluate the performance of the proposed MomentumQ and compare it with other related Q-
learning algorithms over a series of FrozenLake games (see Appendix A for further specifications
of the FrozonLake problem). We present the empirical results for tabular MomentumQ and Mo-
mentumQ with linear function approximation in Sections 5.1 and 5.2, respectively.
5.1 Experiments on Tabular MomentumQ
We compare our MomentumQ with two other existing momentum-based Q-learning algorithms:
SpeedyQ proposed in (Azar et al., 2011, Algorithm 1) and the Nesterov stochastic approximation
(NeSA) algorithm proposed in (Devraj et al., 2019, eq. (5) with ζ “ 0.1). We also include the
vanilla Q-learning algorithm in our comparison.
The experimental settings in this section are consistent with those of MomentumQ in Algo-
rithm 1 and SpeedyQ in (Azar et al., 2011, Algorithm 1). Thus the numerical results should be
able to give a convincing comparison between two algorithms. It is worth mentioning that the tab-
ular MomentumQ has an additional hyperparameter m that can take a wide range of values (recall
m ě 1γ ). We experiment with several different m’s. For relatively large m values (e.g., when
m ą 10), the learning rates are shifted to step from 1{pm ` 1q, that is, αk “ 1{pm ` k ` 1q, for
k “ 0, 1, 2, .... This is to avoid the large errors accumulated from initial iterations when bk ă 0,
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which are reflected in the constants in (23). Note that this shift does not change the obtained the-
oretical order of the convergence rate. We observe stable and often times better performance in
convergence across different tests, which also aligns with the theoretical analysis.
Considering the randomness embedded in MDP of both FrozenLake games, we evaluate the
performance of each algorithm with 20 different random seeds and then illustrate the average loss
and standard deviation in Fig. 1a and Fig. 1b. For evaluation purpose, we have access to the true
transition probability, and can find the ground truth optimal Q-functionQ‹ using dynamic program-
ming. In both games, the loss at step k is then defined as ‖Qk ´Q‹‖. It can be seen from the
results that MomentumQ with various choices of m all can converge faster than the vanilla tabu-
lar Q-learning and Speedy Q-learning. It is showing competitive performance against NeSA with
smaller variance presented. Note that the high variance observed in the NeSA training aligns with
the previous reported results from Devraj et al. (2019) under different tasks.
(a) FrozenLake-4ˆ 4
(b) FrozenLake-8ˆ 8
Figure 1: Comparing MomentumQ with NeSA, SpeedQ, and VanillaQ.
5.2 Experiments on MomentumQ with Function Approximation
We adopt the FrozenLake-128ˆ128 as the benchmark task to evaluate the performance of Momen-
tumQ with linear function approximation and compare it with the vanilla Q-learning (referred to as
VanillaQ). Both algorithms are evaluated with different learning rate schemes (constant & diminish-
ing stepsize), as well as different sampling strategies (i.i.d. and Markovian). We note that SpeedyQ
and NeSA have been proposed in the literature only for the tabular setting and are thus not included
here for comparison.
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Note that the i.i.d. sampling is an ideal assumption and cannot be satisfied perfectly in practice.
For our implementation, we perform i.i.d. sampling strategy in a similar fashion to the experience
replay (Mnih et al., 2013) typically used for DQN training. A data buffer, referred to as the expe-
rience, is accumulated with data points collected across multiple training steps in the past. At each
training step, the training data is then randomly uniformly sampled from the data buffer. In contrast,
the Markovian sampling takes the training samples in an “on-policy” manner where the collected
data points are fed in to the Q-learning process right after.
At step k, the performance of the algorithm is evaluated through the total return of 150 rounds
of trials. Similarly to the tabular setup, we execute each algorithm 20 times with different random
seeds and illustrate the average return and standard deviation in Fig 2a with i.i.d. sampling and
Fig 2b with Markovian sampling.
Overall, the MomentumQ algorithm has exhibited superior performance than the vanilla Q-
learning. In particular, training with i.i.d. sampling is significantly faster than the Markovian sam-
pling, which can be also expected from our theoretical results. Within the same sampling strategy,
MomentumQ is also faster in convergence than the vanilla Q-learning with the same learning rate
scheme.
(a) i.i.d sampling (b) Markovian sampling
Figure 2: Comparison of MomentumQ with VanillaQ in the FrozenLake-128ˆ128 task with various
learning rate schemes and sampling strategies.
6. Conclusion
We proposed new momentum-based Q-learning algorithms for both the tabular and linear function
approximation cases, which are respectively applicable to finite and continuous state-action spaces.
We further characterized the convergence rate for these algorithms, and showed that they converge
faster than the SpeedQ and vanilla Q-learning algorithms. We empirically evaluated the algorithms
and verified that the proposed algorithms can accelerate the convergence in comparison to vanilla
Q-learning on various challenging tasks under both tabular and parametric Q-learning settings.
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Figure 3: The FrozenLake-8ˆ 8 task environment.
Appendices
Appendix A. Specifications of FrozonLake Problem
FrozenLake is a classic benchmark problem for Q-learning, in which an agent controls the move-
ment of a character in an n ˆ n grid world. Some tiles of the grid are walkable, and others lead to
the agent falling into the water. Additionally, the movement direction of the agent is uncertain and
only partially depends on the chosen direction. The agent is rewarded for finding a feasible path to
a goal tile. As shown in Figure 3 with a Frozenlake-8 ˆ 8 task, “S” is the safe starting point, “F”
is the safe frozen surface, “H” stands for the hole that terminates the game, and “G” is the target
state that comes with an immediate reward of 1. This forms a problem with the state-space size n2,
the action-space size 4 and the reward space R “ t0, 1u. For tabular Q-learning algorithms with
finite state-action problems of relatively small dimensions, FrozenLake-4ˆ4 and FrozenLake-8ˆ8
are two typical benchmark tasks. As the grid world becomes large, e.g., FrozenLake-128 ˆ 128,
Q-learning with linear function approximation is then adopted to solve the problem.
Appendix B. Proof of Lemma 1
We bound the expectation of bias via constructing a new Markov chain and applying some tech-
niques from information theory. Before deriving the bound, we first introduce some technical lem-
mas.
Lemma 2. Suppose Assumptions 1 and 3 hold. Then for gk defined in (13), we have ‖gk‖2 ď Gmax
for all k, where Gmax “ 2Dmax `Rmax.
Proof. Following from the definition of gk and the assumptions that ‖Φpx, uq‖2 ď 1, ‖θ‖2 ď Dmax,
and ‖Rpx, uq‖2 ď Rmax, we have
‖gk‖2 “
∥∥∥∥pΦpxk, ukqT θk ´Rpxk, ukq ´ γ max
u1PUpxk`1q
Φpxk`1, u1qT θkqΦpxk, ukq
∥∥∥∥
2
ď∥∥Φpxk, ukqT θk∥∥2 ` ‖Rpxk, ukq‖2 ` maxu1PUpxk`1q∥∥Φpxk`1, u1qT θk∥∥2
ď2Dmax `Rmax,
15
where we use Cauchy-Schwartz inequality and the triangle inequality.
For notational simplicity, throughout this section we use O “ px, u, x1q to denote the sample
tuple and Ok “ pxk, uk, xk`1q to denote the sample tuple at time k.
Lemma 3. Let ξpθ;Oq :“ pgpθ;Oq ´ g¯pθqqT pθ ´ θ‹q. Then ξpθ;Oq is uniformly bounded by
|ξpθ;Oq| ď 2DmaxGmax, @θ P B,
and it is Lipschitz continuous with
|ξpθ;Oq ´ ξpθ1;Oq| ď 2pp1` γqDmax `Gmaxq
∥∥θ ´ θ1∥∥
2
, @θ, θ1 P B.
Proof. The first statement is straightforward based on Assumption 3 and Lemma 2. That is,
|ξpθ;Oq| ď ‖gpθ;Oq ´ g¯pθq‖2 ‖θ ´ θ‹‖2 ď 2DmaxGmax.
Next to prove the Lipschitz condition, we first prove the Lipschitz condition of gpθ;Okq with
respect to θ.∥∥gpθ;Oq ´ gpθ1;Oq∥∥
2
(i)ď|Φpx, uqT pθ ´ θ1q ` γ max
u1PUpx1q
Φpx1, u1qT θ1 ´ γ max
u1PUpx1q
Φpx1, u1qT θ|
(ii)ď|Φpx, uqT pθ ´ θ1q|` |γ max
u1PUpx1q
Φpx1, u1qT θ1 ´ γ max
u1PUpx1q
Φpx1, u1qT θ|,
where (i) follows from Cauchy-Schwartz inequality and the assumption ‖Φ‖2 ď 1, and (ii) follows
from the triangle inequality.
Now we consider two cases. If the item in the second norm of (ii) is non-negative, we let
u‹ “ arg max
u1PUpx1q
Φpx1, u1qT θ1. Then max
u1PUpx1q
Φpx1, u1qT θ ě Φpx1, u‹qT θ. Thus, we continue to bound
the above inequality as∥∥gpθ;Oq ´ gpθ1;Oq∥∥
2
ď|Φpx, uqT pθ ´ θ1q|` γΦpx1, u‹qT pθ1 ´ θq
|Φpx, uqT pθ ´ θ1q|` γ|Φpx1, u‹qT pθ ´ θ1q| (24)
Similarly, if this item is negative, we let u‹ “ arg max
u1PUpx1q
Φpx1, u1qT θ. Then max
u1PUpx1q
Φpx1, u1qT θ1 ě
Φpx1, u‹qT θ1. Thus, we have∥∥gpθ;Oq ´ gpθ1;Oq∥∥
2
ď|Φpx, uqT pθ ´ θ1q|` γΦpx1, u‹qT pθ ´ θ1q
|Φpx, uqT pθ ´ θ1q|` γ|Φpx1, u‹qT pθ ´ θ1q| (25)
Then it follows from (24) and (25) that∥∥gpθ;Oq ´ gpθ1;Oq∥∥
2
ď p1` γq ∥∥θ ´ θ1∥∥ .
Similarly, we obtain the same result for g¯pθq as follows.∥∥g¯pθq ´ g¯pθ1q∥∥
2
ď E
µ
∥∥gkpθq ´ gkpθ1q∥∥2 ď p1` γq∥∥θ ´ θ1∥∥2 .
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Then we focus on obtaining the second statement,
|ξpθ;Oq ´ ξpθ1;Oq|
“ |pgpθ;Oq ´ g¯pθqqT pθ ´ θ‹q ´ pgpθ1;Oq ´ g¯pθ1qqT pθ1 ´ θ‹q|
ď ‖gpθ;Oq ´ g¯pθq‖2
∥∥θ ´ θ1∥∥
2
` ∥∥θ1 ´ θ‹∥∥
2
∥∥pgpθ;Oq ´ g¯pθqq ´ pgpθ1;Oq ´ g¯pθ1qq∥∥
2
(i)ď 2Gmax
∥∥θ ´ θ1∥∥
2
`Dmax
∥∥pgpθ;Oq ´ gpθ1;Oqq ´ pg¯pθq ´ g¯pθ1qq∥∥
2
(ii)ď 2Gmax
∥∥θ ´ θ1∥∥
2
` 2Dmaxp1` γq
∥∥θ ´ θ1∥∥
2
“ 2pp1` γqDmax `Gmaxq
∥∥θ ´ θ1∥∥
2
,
where (i) follows from Assumption 3 and Lemma 2, and (ii) follows from triangle inequality and
(24).
We useX Ñ Z Ñ Y to indicate that the random variableX and Y are independent conditioned
on Z.
Lemma 4. (Bhandari et al., 2018, Lemma 9) Consider two random variables X and Y such that
X Ñ xk Ñ xk`τ Ñ Y, (26)
for fixed k and τ ą 0. Suppose Assumption 4 holds. Let X 1, Y 1 are independent copies drawn from
the marginal distributions of X and Y , that is PpX 1 “ ¨, Y 1 “ ¨q “ PpX “ ¨qPpY “ ¨q. Then, for
any bounded v, we have
|ErvpX,Y qs ´ ErvpX 1, Y 1qs| ď 2 ‖v‖8 pσρτ q.
We continue the proof of Lemma 1. We first develop the connection between ξpθk;Okq and
ξpθk´τ ;Okq via Lemma 3. To do so, we first observe that
‖θi`1 ´ θi‖2 “ ‖βipθi ´ θi´1q ` aip1` biqgi ` aibigi´1‖2
(i)ď ‖βipθi ´ θi´1q‖2 ` ‖aip1` biqgi‖2 ` ‖aibigi´1‖2
(ii)ďDmaxβi ` 3Gmaxai,
where (i) follows from the triangle inequality and (ii) from the Assumptions 3 and 2 and the fact
bi ă 1. Then we have
‖θk ´ θk´τ‖2 ď
k´1ÿ
i“k´τ
‖θi`1 ´ θi‖2 ď Dmax
k´1ÿ
i“k´τ
βi ` 3Gmax
k´1ÿ
i“k´τ
ai.
Thus, we can relate ξpθk;Okq and ξpθk´τ ;Okq by using the Lipschitz property established in
Lemma 3 as follows:
ξpθk;Okq ´ ξpθk´τ ;Okq ď|ξpθk;Okq ´ ξpθk´τ ;Okq|
ď2pp1` γqDmax `Gmaxq ‖θk ´ θk´τ‖2
ď2pp1` γqDmax `Gmaxq
˜
Dmax
k´1ÿ
i“k´τ
βi ` 3Gmax
k´1ÿ
i“k´τ
ai
¸
. (27)
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Next, we bound Erξpθk´τ ;Okqs using Lemma 4. Observe that given any deterministic θ P B,
we have
Erξpθ;Okqs “ pErgpθ;Okqs ´ g¯pθqqT pθ ´ θ‹q “ 0.
Since θ0 is a fixed constant, we have Erξpθ0, Okqs “ 0. Now we are ready to bound Erξpθk´τ , Okqs
via Lemma 4 by constructing a random process satisfying (26). To do so, consider random variables
θ1k´τ andO1k drawn independently from the marginal distribution of θk´τ andOk, so that Ppθ1k´τ “¨, O1k “ ¨q “ Ppθk´τ “ ¨qPpOk “ ¨q. We further obtainErξpθ1k´τ , O1kqs “ ErErξpθ1k´τ , O1kq|θ1k´τ ss “
0 since θ1k´τ and O1k are independent. Combining Lemmas 3 and 4, we have
Erξpθk´τ , Okqs ď 2p2DmaxGmaxqpσρτ q. (28)
Finally, we are ready to bound the bias. We first take expectation for both sides of (27) and
obtain
Erξpθk;Okqs ď Erξpθk´τ ;Okqs ` 2pp1` γqDmax `Gmaxq
˜
Dmax
k´1ÿ
i“k´τ
βi ` 3Gmax
k´1ÿ
i“k´τ
ai
¸
.
When k ď τmixpκq, we choose τ “ k and have
Erξpθk;Okqs ďErξpθ0;Okqs ` 2pp1` γqDmax `Gmaxq
˜
Dmax
k´1ÿ
i“0
βi ` 3Gmax
k´1ÿ
i“0
ai
¸
“2pp1` γqDmax `Gmaxq
˜
Dmax
k´1ÿ
i“0
βi ` 3Gmax
k´1ÿ
i“0
ai
¸
.
When k ą τmixpκq, we choose τ “ τ˚ :“ τmixpκq and have
Erξpθk;Okqs
ď Erξpθk´τ˚ ;Okqs ` 2pp1` γqDmax `Gmaxq
˜
Dmax
k´1ÿ
i“k´τ˚
βi ` 3Gmax
k´1ÿ
i“k´τ˚
ai
¸
(i)ď 4DmaxGmaxpσρτ˚q ` 2pp1` γqDmax `Gmaxq
˜
Dmax
k´1ÿ
i“k´τ˚
βi ` 3Gmax
k´1ÿ
i“k´τ˚
ai
¸
(ii)ď 4DmaxGmaxκ` 2pp1` γqDmax `Gmaxq
˜
Dmax
k´1ÿ
i“k´τ˚
βi ` 3Gmax
k´1ÿ
i“k´τ˚
ai
¸
(iii)ď 4DmaxGmaxκ` 2pp1` γqDmax `Gmaxq pDmaxτ˚βk´τ˚ ` 3Gmaxτ˚ak´τ˚q ,
where (i) follows from (28), (ii) follows due to the definition of the mixing time, and (iii) follows
because ak, βk are non-increasing.
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Appendix C. Proof of Theorem 1
Recall that MomentumQ with linear function approximation updates as (13). Given the unique fixed
point θ‹ and denoting bk ` ck “ βk, we have
‖θk`1 ´ θ‹‖22 “ ‖θk ´ θ‹ ` βkpθk ´ θk´1q ´ akp1` bkqgk ` akbkgk´1‖22
“ ‖θk ´ θ‹‖22 ` ‖βkpθk ´ θk´1q ´ akp1` bkqgk ` akbkgk´1‖22
` 2xθk ´ θ‹, βkpθk ´ θk´1q ´ akp1` bkqgk ` akbkgk´1y
“ ‖θk ´ θ‹‖22 ` ‖βkpθk ´ θk´1q ´ akp1` bkqgk ` akbkgk´1‖22
` 2xθk ´ θ‹, βkpθk ´ θk´1q ` akbkgk´1y ´ 2akp1` bkqxθk ´ θ‹, gky.
Next, taking the expectation over all the randomness up to time step k on both sides, we have
E ‖θk`1 ´ θ‹‖22
“E ‖θk ´ θ‹‖22 ` E ‖βkpθk ´ θk´1q ´ akp1` bkqgk ` akbkgk´1‖22
` 2Exθk ´ θ‹, βkpθk ´ θk´1q ` akbkgk´1y ´ 2akp1` bkqExθk ´ θ‹, gky
` 2Exθk ´ θ‹, βkpθk ´ θk´1q ` akbkgk´1y ´ 2akp1` bkqExθk ´ θ‹, gky
(i)ďE ‖θk ´ θ‹‖22 ` E ‖βkpθk ´ θk´1q ´ akp1` bkqgk ` akbkgk´1‖22
` 2βkE ‖θk ´ θ‹‖2 ‖θk ´ θk´1‖2 ` 2akbkE ‖θk ´ θ‹‖2 ‖gk´1‖2 ´ 2akp1` bkqExθk ´ θ‹, gky
(ii)ďE ‖θk ´ θ‹‖22 ` 3β2kE ‖θk ´ θk´1‖22 ` 3a2kp1` bkq2E ‖gk‖22 ` 3a2kb2kE ‖gk´1‖22
` 2βkE ‖θk ´ θ‹‖2 ‖θk ´ θk´1‖2 ` 2akbkE ‖θk ´ θ‹‖2 ‖gk´1‖2 ´ 2akp1` bkqExθk ´ θ‹, gky
(iii)ďE ‖θk ´ θ‹‖22 ` 3β2kD2max ` 3a2kp1` bkq2G2max ` 3a2kb2kG2max
` 2βkD2max ` 2akbkDmaxGmax ´ 2akp1` bkqExθk ´ θ‹, gky
(iv)ďE ‖θk ´ θ‹‖22 ` 5βkD2max ` 15a2kG2max ` 2akbkDmaxGmax ´ 2akp1` bkqExθk ´ θ‹, gky,
(29)
where (i) follows from Cauchy-Schwartz inequality, (ii) holds due to the fact px ` y ` zq2 ď
3x2 ` 3y2 ` 3z2, (iii) holds because of the boundedness of the parameter domain in Assumption 3
and because of Lemma 2, and (iv) follows since bk ď βk ă 1.
Since the samples are generated in a non-i.i.d. manner, we have
E
“pθk ´ θ‹qT gk‰ “ E “pθk ´ θ‹qT g¯pθkq‰` E “pθk ´ θ‹qT pgk ´ g¯pθkqq‰
“ E “pθk ´ θ‹qT g¯pθkq‰` Erξpθk;Okqs. (30)
Then, we continue to bound (29) and obtain
E ‖θk`1 ´ θ‹‖22
ď E ‖θk ´ θ‹‖22 ` 5βkD2max ` 15a2kG2max ` 2akbkDmaxGmax ´ 2akp1` bkqExθk ´ θ‹, gky
“ E ‖θk ´ θ‹‖22 ` 5βkD2max ` 15a2kG2max ` 2akbkDmaxGmax
´ 2akp1` bkqExθk ´ θ‹, g¯pθkqy ´ 2akp1` bkqErξpθk;Okqs
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ď E ‖θk ´ θ‹‖22 ` 5βkD2max ` 15a2kG2max ` 2akbkDmaxGmax ´ 2akp1` bkqδE ‖θk ´ θ‹‖22
´ 2akp1` bkqErξpθk;Okqs
“ p1´ 2akδp1` bkqqE ‖θk ´ θ‹‖22 ` 5βkD2max ` 15a2kG2max ` 2akbkDmaxGmax
´ 2akp1` bkqErξpθk;Okqs, (31)
where the last inequality follows from Assumption 2.
We consider a constant stepsize αk “ α. For notational simplicity, we denote fk “ 5βkD2max`
15a2kG
2
max ` 2akbkDmaxGmax, and ζk “ ´2akp1` bkqErξpθk;Okqs. Then for k ą τ˚ we have
E ‖θk`1 ´ θ‹‖22
ď p1´ 2αδp1` bkqqE ‖θk ´ θ‹‖22 ` fk ` ζk
ď . . .
ď
kź
i“0
p1´ 2αδp1` biqq ‖θ0 ´ θ‹‖22 `
kÿ
i“0
fi
kź
j“i`1
p1´ 2αδp1` bjqq
`
kÿ
i“τ˚`1
ζi
kź
j“i`1
p1´ 2αδp1` bjqq `
τÿ˚
i“0
ζi
kź
j“i`1
p1´ 2αδp1` bjqq
ď
kź
i“0
p1´ 2αδp1` biqq ‖θ0 ´ θ‹‖22 `
kÿ
i“0
fip1´ 2αδqk´i
`
kÿ
i“τ˚`1
ζip1´ 2αδqk´i `
τÿ˚
i“0
ζip1´ 2αδqk´i,
where the last inequality follows because bk ą 0, @k. Further, we bound the term řki“0p1 ´
2αδqk´ifi as
kÿ
i“0
p1´ 2δαqk´ifi
“ 5D2max
kÿ
i“0
p1´ 2δαqk´iβi ` 15α2G2max
kÿ
i“0
p1´ 2δαqk´i ` 2αDmaxGmax
kÿ
i“0
p1´ 2δαqk´ibi
ď 15α2G2max
kÿ
i“0
p1´ 2δαqk´i ` p5D2max ` 2αDmaxGmaxq
kÿ
i“0
p1´ 2δαqk´iβi
ď 15αG
2
max
2δ
` p5D2max ` 2αDmaxGmaxqβp1´ 2δαqk
kÿ
i“0
ˆ
λ
1´ 2δα
˙i
(i)ď 15αG
2
max
2δ
` p5D2max ` 2αDmaxGmaxqβp1´ 2δαqk 11´ 2δα´ λ, (32)
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where (i) follows from α ă 1´λ2δ . It remains to bound the last two tail terms. From Lemma 1, we
obtain
ζi “
$’’&’’%
2αp1` biq
˜
η1
k´1ÿ
i“1
βi ` η2
k´1ÿ
i“1
ai
¸
ď 4α pη1τ˚β ` η2τ˚αq , i ď τ˚;
4α p4DmaxGmaxκ` η1τ˚βi´τ˚ ` η2τ˚αq , i ą τ˚,
where η1 “ 2Dmaxpp1` γqDmax `Gmaxq, η2 “ 6Gmaxpp1` γqDmax `Gmaxq. Then we obtain
kÿ
i“τ˚`1
ζip1´ 2αδqk´i `
τÿ˚
i“0
ζip1´ 2αδqk´i
ď 4η2τ˚α2
kÿ
i“0
p1´ 2αδqk´i ` 4αη1τ˚β
τÿ˚
i“0
p1´ 2αδqk´i
` 16DmaxGmaxκα
kÿ
i“τ˚`1
p1´ 2αδqk´i ` 4αη1τ˚
kÿ
i“τ˚`1
βi´τ˚p1´ 2αδqk´i
ď 2η2τ
˚α
δ
` 2η1τ
˚β
δ
p1´ 2αδqk´τ˚ ` 8DmaxGmaxκ
δ
` 4αβη1τ˚
kÿ
i“τ˚`1
λi´τ˚p1´ 2αδqk´i
“ 2η2τ
˚α
δ
` 2η1τ
˚β
δ
p1´ 2αδqk´τ˚ ` 8DmaxGmaxκ
δ
` 4αβη1τ˚p1´ 2αδqk´τ˚
kÿ
i“τ˚`1
ˆ
λ
1´ 2αδ
˙i´τ˚
ď 2η2τ
˚α
δ
` 2η1τ
˚β
δ
p1´ 2αδqk´τ˚ ` 8DmaxGmaxκ
δ
` 4αβη1τ
˚λ
1´ 2αδ ´ λp1´ 2αδq
k´τ˚ ,
where the last inequality follows due to the fact that α ă 1´λ2δ . Thus, we can conclude that
E ‖θk`1 ´ θ‹‖22
ď
kź
i“0
p1´ 2αδp1` biqq ‖θ0 ´ θ‹‖22 `
kÿ
i“0
fip1´ 2αδqk´i
`
kÿ
i“τ˚`1
ζip1´ 2αδqk´i `
τÿ˚
i“0
ζip1´ 2αδqk´i
ď
kź
i“0
p1´ 2αδp1` biqq ‖θ0 ´ θ‹‖22 `
15αG2max
2δ
` βp5D
2
max ` 2αDmaxGmaxqp1´ 2δαqk
1´ 2δα´ λ
` 2η2τ
˚α
δ
` 2η1τ
˚β
δ
p1´ 2αδqk´τ˚ ` 8DmaxGmaxκ
δ
` 4αβη1τ
˚λ
1´ 2αδ ´ λp1´ 2αδq
k´τ˚
ď
kź
i“0
p1´ 2αδp1` biqq ‖θ0 ´ θ‹‖22 `
15αG2max
2δ
` 2η2τ
˚α
δ
` 8DmaxGmaxκ
δ
` β
ˆ
2η1τ
˚
δ
` 5D
2
max ` 2αDmaxGmax ` 4αη1τ˚λ
1´ 2δα´ λ
˙
p1´ 2δαqk´τ˚ .
21
Appendix D. Proof of Theorem 2
Before proving this theorem, we introduce two lemmas of series sum that will help to streamline
the presentation.
Lemma 5. Let ak “ α?k and βk “ βλk with α ą 0, β, λ P p0, 1q for k “ 1, 2, . . . . Then
Tÿ
k“1
βk
ak
ď β
αp1´ λq2 . (33)
Proof. The proof is based on taking the standard sum of geometric sequences as follows:
Tÿ
k“1
βk
ak
“
Tÿ
k“1
βλk
?
k
α
ď
Tÿ
k“1
βλkk
α
“ β
αp1´ λq
˜
Tÿ
k“1
λk ´ TλT
¸
ď β
αp1´ λq2 .
Lemma 6. Let ak “ α?k . Then
Tÿ
k“1
ak ď 2α
?
T . (34)
Proof. We use the comparison principle to bound the series sum as follows:
Tÿ
k“1
ak “
Tÿ
k“1
α?
k
ď
ż T`1
1
α?
t´ 1dt “ 2α
?
t´ 1|T`11 “ 2α
?
T .
The proof of Theorem 2 is partially similar to that of Theorem 1. The steps are the same until
(31), where we have
E ‖θk`1 ´ θ‹‖22
ď E ‖θk ´ θ‹‖22 ` 5βkD2max ` 15a2kG2max ` 2akbkDmaxGmax ´ 2akp1` bkqδE ‖θk ´ θ‹‖22
´ 2akp1` bkqErξpθk;Okqs.
Then we continue the proof with rearranging the previous inequality:
2δE ‖θk ´ θ‹‖22
ď 2p1` bkqδE ‖θk ´ θ‹‖22
ď E ‖θk ´ θ
‹‖22 ´ E ‖θk`1 ´ θ‹‖22
ak
` 5βk
ak
D2max`15akG2max`2bkDmaxGmax`4|Erξpθk;Okqs|.
22
Then we sum over time step k from 1 to T pT ą τ˚q and obtain
2δ
Tÿ
k“1
E ‖θk ´ θ‹‖22
ď
Tÿ
k“1
E ‖θk ´ θ‹‖22 ´ E ‖θk`1 ´ θ‹‖22
ak
` 4
τÿ˚
k“1
|Erξpθk;Okqs| ` 4
Tÿ
k“τ˚`1
|Erξpθk;Okqs|
` 5D2max
Tÿ
k“1
βk
ak
` 15G2max
Tÿ
k“1
ak ` 2DmaxGmax
Tÿ
k“1
bk
“‖θ1 ´ θ
‹‖22
a1
`
Tÿ
k“2
E ‖θk ´ θ‹‖22
ˆ
1
ak
´ 1
ak´1
˙
´ E ‖θT`1 ´ θ
‹‖22
aT`1
` 5D2max
Tÿ
k“1
βk
ak
` 15G2max
Tÿ
k“1
ak ` 2DmaxGmax
Tÿ
k“1
bk
` 4
τÿ˚
k“1
|Erξpθk;Okqs| ` 4
Tÿ
k“τ˚`1
|Erξpθk;Okqs|
(i)ď‖θ1 ´ θ
‹‖22
a1
`D2max
Tÿ
k“2
ˆ
1
ak
´ 1
ak´1
˙
` 5D2max
Tÿ
k“1
βk
ak
` 15G2max
Tÿ
k“1
ak ` 2DmaxGmax
Tÿ
k“1
bk
` 4
τÿ˚
k“1
|Erξpθk;Okqs| ` 4
Tÿ
k“τ˚`1
|Erξpθk;Okqs|
(ii)ďD
2
max
αT
` 5D2max
Tÿ
k“1
βk
ak
` 15G2max
Tÿ
k“1
ak ` 2DmaxGmax
Tÿ
k“1
βk
` 4
τÿ˚
k“1
|Erξpθk;Okqs| ` 4
Tÿ
k“τ˚`1
|Erξpθk;Okqs|
(iii)ď D
2
max
?
T
α
` 5βD
2
max
αp1´ λq2 ` 30αG
2
max
?
T ` 2DmaxGmaxβλ
1´ λ
` 4
τÿ˚
k“1
|Erξpθk;Okqs| ` 4
Tÿ
k“τ˚`1
|Erξpθk;Okqs|,
where (i) follows from Assumption 3 and the fact that αk ă αk´1, and E ‖θT`1 ´ θ‹‖2 {aT`1 ą 0,
(ii) holds due to Assumption 3, and (iii) follows from Lemmas 2, 5, and 6.
It remains to bound 4
řτ˚
k“1 |Erξpθk;Okqs|`4
řT
k“τ˚`1 |Erξpθk;Okqs|. We bound the tail term
by using Lemma 1.
For simplicity, in the following we denote
η1 “ 2Dmaxpp1` γqDmax `Gmaxq, η2 “ 6Gmaxpp1` γqDmax `Gmaxq.
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Following from Lemma 1, we have
τÿ˚
k“1
|Erξpθk;Okqs| ď
τÿ˚
k“1
η1
k´1ÿ
i“1
βi `
τÿ˚
k“1
η2
k´1ÿ
i“1
ai
ďτ˚η1
Tÿ
k“1
βk ` τ˚η2
Tÿ
k“1
ak
ďτ
˚η1βλ
1´ λ ` 2τ
˚η2α
?
T .
Similarly, we obtain
Tÿ
k“τ˚`1
|Erξpθk;Okqs| ď
Tÿ
k“τ˚`1
p4DmaxGmaxκ` η1τ˚βk´τ˚ ` η2τ˚ak´τ˚q
ď4DmaxGmaxκT ` τ˚η1
T´τ˚ÿ
k“1
βk ` τ˚η2
T´τ˚ÿ
k“1
ak
ď4DmaxGmaxκT ` τ
˚η1βλ
1´ λ ` 2τ
˚η2α
?
T .
Thus, we have
2δ
Tÿ
k“1
E ‖θk ´ θ‹‖22
ďD
2
max
?
T
α
` 5βD
2
max
αp1´ λq2 ` 30αG
2
max
?
T ` 2DmaxGmaxβλ
1´ λ
` 4
τÿ˚
k“1
|Erξpθk;Okqs| ` 4
Tÿ
k“τ˚`1
|Erξpθk;Okqs|
ďD
2
max
?
T
α
` 5βD
2
max
αp1´ λq2 ` 30αG
2
max
?
T ` 2DmaxGmaxβλ
1´ λ
` 16DmaxGmaxκT ` 8τ
˚η1βλ
1´ λ ` 16τ
˚η2α
?
T .
Finally, we apply Jensen’s inequality and complete the proof as
E ‖θout ´ θ‹‖22 “E
∥∥∥∥∥ 1T
Tÿ
k“1
θk ´ θ‹
∥∥∥∥∥
2
2
ď 1
T
Tÿ
k“1
E ‖θk ´ θ‹‖22
ďD
2
max{α` 30αG2max ` 16τ˚αη2
2δ
?
T
` 8DmaxGmaxκ
δ
` 1
T
„
5βD2max
2αδp1´ λq2 `
DmaxGmaxβλ` 4τ˚η1βλ
δp1´ λq

.
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Appendix E. Proof of Proposition 1
Proof. For convenience, we denote MQkpykq :“ maxuPUpykqQkpyk, uq, then TˆkQk “ R `
MQkpykq and TˆkQk´1 “ R`MQk´1pykq. If k “ 0, we have from (20) that
}D0 rQ0, Q´1s} “
›››Tˆ0Q0››› ď }R} ` γ }MQ0py0q}
ďRmax ` γVmax.
Now, considering k ě 1 we have
}Dk rQk, Qk´1s}
(i)ď }R} ` γ}p1` bkqMQk ´ bkMQk´1}
ď Rmax ` γ}p1` bkqM
`
Qk´1 ´ αk´1Qk´2 ` αk´1Dk´1 rQk´1, Qk´2s
˘´ bkMQk´1}
(ii)ď Rmax ` γ ‖Qk´1‖` γ|1` bk|ak´1 ‖Qk´2‖` γ|1` bk|αk´1 ‖Dk´1 rQk´1, Qk´2s‖ ,
(35)
where (i) follows from the triangle inequality and (ii) follows from the definition of the infinity
norm.
To proceed to bound (35), we consider two cases. If k ă m2 , there are at most a finite number
of Dk’s, which are obviously bounded. If k ě m2 , we have |1 ` bk|ak´1 “ |k´m|k ď 1. It follows
from (35) that
}Dk rQk, Qk´1s}
ď Rmax ` γ ‖Qk´1‖` γ ‖Qk´2‖` γ ‖Dk´1 rQk´1, Qk´2s‖
(i)ď Rmax ` 2γVmax ` γ }Dk´1 rQk´1, Qk´2s}
(ii)ď Rmax
k´tm{2uÿ
i“0
γi ` 2Vmax
k´tm{2uÿ
i“1
γi ` γk´tm{2u ››Dtm{2u “Qtm{2u, Qtm{2u´1‰›› (36)
where txu denotes the largest integer that is no larger than x. Note that (i) follows from the bounded-
ness ofQk (Assumption 5), and (ii) follows from applying (i) toDt for t “ k´1, k´2, . . . , tm{2u`1
iteratively. Since γ ă 1, the first two items in (ii) are bounded. Obviously, the third item is also
bounded. Therefore, there exists some constant D¯, such that }Dk} ď D¯, @k ě 0.
The bound on k follows directly from its definition as
}k} “ }EP pDk rQk, Qk´1s px, uq|Fk´1q ´Dk rQk, Qk´1s}
ď 2 }Dk rQk, Qk´1s} ď 2D¯.
Thus we conclude our proof.
Appendix F. Proof of Theorem 3
We first prove two lemmas that will be useful for establishing the main results. The first lemma
derives the dynamics of Qk in terms of Ek..
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Lemma 7. Consider MomentumQ as in Algorithm 1. For any k ě 1, we have
Qk “ 1
k
pQk´1 ´Q0 ` pk ´m´ 1qT Qk´1q ` 1
k
ppm` 1qT Q0 ´ Ek´1q. (37)
Proof. We prove the lemma by substituting the learning rates ak, bk, ck in Algorithm 1 and using
induction. From (19), we see that Q1 “ Tˆ1Q0 “ T Q0 ´ E0, Thus (37) holds when k “ 1. Now
assume (37) holds for a certain integer k ą 1 we prove it also holds for k ` 1. To see this, we
rewrite (19) as
Qk`1 “ 1
k ` 1Qk ´
1
k ` 1Qk´1 `
k
k ` 1Qk `
1
k ` 1
”
pk ´mqTˆkQk ´ pk ´m´ 1qTˆkQk´1
ı
“ 1
k ` 1Qk ´
1
k ` 1Qk´1 `
1
k ` 1pQk´1 ´Q0 ` pk ´m´ 1qT Qk´1
` pm` 1qT Q0 ´ Ek´1q ` 1
k ` 1
”
pk ´mqTˆkQk ´ pk ´m´ 1qTˆkQk´1
ı
“ 1
k ` 1Qk ´
1
k ` 1Qk´1 `
1
k ` 1pQk´1 ´Q0 ` pk ´m´ 1qT Qk´1
` pm` 1qT Q0 ´ Ek´1q ` 1
k ` 1 rpk ´mqT Qk ´ pk ´m´ 1qT Qk´1 ´ ks
“ 1
k ` 1pQk ´Q0 ` pk ´mqT Qk ` pm` 1qT Q0 ´ Ekq,
which shows that (37) holds for k ` 1. Therefore, by induction (37) holds for all k ě 1.
The second lemma derives the propagation of the approximation errors k in the process of
Q-function iteration, which can be proved conveniently using Lemma 7.
Lemma 8. Suppose Assumption 5 holds and m ě 1γ as in Algorithm 1. Then for all k ě m` 1, we
have
}Q‹´Qk} ď h˜Vmax
kp1´ γq`
1
k
k´tmu´2ÿ
i“0
γi}Ek´i}, (38)
where h˜ “ 2γpm` tmu` 2q ` 2.
Proof. For k ě m` 1, expand Qk using (37) in Lemma 7 iteratively, yielding
}Q‹ ´Qk} “1
k
}Q0 ´Qk´1 ` pk ´m´ 1qpT Q‹ ´ T Qk´1q ` pm` 1qpT Q‹ ´ T Q0q ` Ek}
(i)ďγpk ´m´ 1q ` 1
k
}Q‹ ´Qk´1} ` γpm` 1q ` 1
k
}Q‹ ´Q0} ` }Ek}
k
(ii)ď γpk ´ 1q
k
}Q‹ ´Qk´1} ` 2h
k
Vmax ` }Ek}
k
(iii)ď γ
k´tmu´1
k
ptmu` 1q}Q‹ ´Qtmu`1} ` 2hVmaxk
k´tmu´2ÿ
i“0
γi `
k´tmu´2ÿ
i“0
γi
k
}Ek´i}
ď2γptmu` 1q ` h
kp1´ γq Vmax `
1
k
k´tmu´2ÿ
i“0
γi}Ek´i},
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where (i) follows from the triangle inequality and the contraction property (3), (ii) follows from
Assumption 5 and because m ě 1γ , h “ γpm ` 1q ` 1, and (iii) follows from applying (ii) to
‖Q‹ ´Qt‖ for t “ k ´ 1, k ´ 2, . . . , tmu ` 2 iteratively. Then (38) follows from the definition of
h˜.
Lemma 9. (Maximal Hoeffding-Azuma Inequality) (Alon and Spencer, 2008, Chapter 7)
Let tM1,M2, . . . ,MT u be a martingale difference sequence with respect to a sequence of random
variables tX1, X2, . . . , XT u (i.e. EpMk`1|X1, X2, . . . , Xkq “ 0,@1 ď k ď T ) and uniformly
bounded by M¯ ą 0 almost surely. If we define Sk “ řki“1Mi, then for any ε ą 0, we have
P
ˆ
max
1ďkďTSk ą ε
˙
ď exp
ˆ ´ε2
2TM¯2
˙
.
Now we are ready to prove the main results of Theorem 3.
Proof of Theorem 3. The proof applies Lemma 8 and the Maximal Hoeffding-Azuma Inequality
(Lemma 9).
Applying Lemma 8 with k “ T , we obtain
}Q‹ ´QT } ď h˜Vmax
T p1´ γq `
1
T
T´tmu´2ÿ
i“0
γi}ET´i}.
It suffices to bound the second term. For convenience, we denote K “ T ´ tmu´ 2. Observe that
1
T
Kÿ
i“0
γi}ET´i} ď 1
T
Kÿ
i“0
γi max
0ďiďK ‖ET´i‖ ď
max0ďiďK ‖ET´i‖
p1´ γqT . (39)
In remains to bound max
0ďiďK ‖ET´i‖. Notice that max0ďiďK ‖ET´i‖ “ maxpx,uq max0ďiďK|ET´ipx, uq|. For
a given px, uq and ε ą 0, we have
P
ˆ
max
0ďiďK|ET´ipx, uq| ą ε
˙
“ P
ˆ"
max
0ďiďKpET´ipx, uqq ą ε
*ď"
max
0ďiďKp´ET´ipx, uqq ą ε
*˙
“ P
ˆ
max
0ďiďKpET´ipx, uqq ą ε
˙
` P
ˆ
max
0ďiďKp´ET´ipx, uqq ą ε
˙
, (40)
where D¯ is specified in Proposition 1. Since tkpx, uqukě0 is a martingale difference sequence
with respect to the filtration Fk as defined previously, we apply the Maximal Hoeffding-Azuma
inequality (see Lemma 9) and obtain
P
ˆ
max
0ďiďKpET´ipx, uqq ą ε
˙
ď exp
ˆ ´ε2
8pK ` 1qD¯2
˙
,
and
P
ˆ
max
0ďiďKp´ET´ipx, uqq ą ε
˙
ď exp
ˆ ´ε2
8pK ` 1qD¯2
˙
.
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Then we further bound (40) as
P
ˆ
max
0ďiďK|ET´ipx, uq| ą ε
˙
ď 2 exp
ˆ ´ε2
8pK ` 1qD¯2
˙
.
Since we consider a finite state-action space where the number of state-action pairs is defined by n,
we use the union bound to obtain
P
ˆ
max
0ďiďK‖ET´i‖ ą ε
˙
ď 2n exp
ˆ ´ε2
8pK ` 1qD¯2
˙
.
Letting δ “ 2n exp
´
´ε2
8pK`1qD¯2
¯
, and we have
P
˜
max
0ďiďK‖ET´i‖ ď D¯
c
8pK ` 1q log 2n
δ
¸
ě 1´ δ,
where K “ T ´ tmu´ 2. By substituting the above bound into (39) yields the desired result.
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