Inelastic accretion of inertial particles by a towed sphere by Vallée, Robin et al.
Inelastic accretion of inertial particles by a towed sphere
Robin Valle´e,1, 2 Christophe Henry,2 Elie Hachem,1 and Je´re´mie Bec2
1MINES ParisTech, Center for Materials Forming (CEMEF), CNRS UMR 7635, Sophia Antipolis, France
2Laboratoire Lagrange, Universite´ Coˆte d’Azur, CNRS, OCA, Bd. de l’Observatoire, Nice, France
The problem of accretion of small particles by a sphere embedded in a mean flow is studied in the
case where the particles undergo inelastic collisions with the solid object. The collision efficiency,
which gives the flux of particles experiencing at least one bounce on the sphere, is found to depend
upon the sphere Reynolds number only through the value of the critical Stokes number below
which no collision occurs. In the absence of molecular diffusion, it is demonstrated that multiple
bounces do not provide enough energy dissipation for the particles to stick to the surface within
a finite time. This excludes the possibility of any kind of inelastic collapse, so that determining
an accretion efficiency requires modelling more precisely particle-surface microphysical interactions.
A straightforward choice is to assume that the particles stick when their kinetic energy at impact
is below a threshold. In this view, numerical simulations are performed in order to describe the
statistics of impact velocities at various values of the Reynolds number. Successive bounces are
shown to enhance accretion. These results are put together in order to provide a general qualitative
picture on how the accretion efficiency depends upon the non dimensional parameters of the problem.
I. INTRODUCTION
A number of situations involve interactions between
small particles suspended in a fluid and a boundary.
These include industrial applications, such as sediment
deposition in ducts and fouling [1], but also natural phe-
nomena such as aerosol scavenging by raindrops [2] or
accretion of dust onto planetary embryos [3]. Recent
studies have shown that the combined effects of parti-
cles inertia and of inelastic shocks among them or with
a surface leads to intricate outcomes. For instance, par-
ticles can undergo sticky elastic collisions and form clus-
ters under the sole influence of their dissipative viscous
drag [4]. Moreover, it was shown that there exists a
localization/delocalization transition depending on their
Stokes number and their restitution coefficient that rules
the long-time inhomogeneities in the particles spatial dis-
tribution [5]. This approach, which was initially focusing
on random fluid flows vanishing linearly at the boundary,
has recently been extended to nonlinear flows mimick-
ing the behavior in viscous boundary layers [6, 7]. The
mechanisms at play are very similar to those ruling the
inelastic collapse of randomly forced particles [8], but are
in that case extended to space-dependent diffusion coef-
ficients. Such a similarity raises two questions. First,
one can wonder whether or not a noisy behavior in the
particles dynamics is absolutely necessary for observing
a collapse to the surface. Thermal-like agitation could
indeed be key in activating such a transition, as observed
in granular dynamics [9]. Conversely a deterministic be-
havior of the fluid flow close to the boundary, inducing
for instance a constant drift that pushes the particles to-
ward the surface, could be an effective way to trigger col-
lapse. A second observation is that inelastic collapse typ-
ically occurs in a finite time, so one can conjecture that
particles-wall interactions affect not only the stationary
long-time distribution but also transient dynamics. This
could have noticeable consequences on the question of
particle accretion and deposition on a spherical obstacle.
Rain is known to give an important contribution to
the transfer of aerosol particles onto the ground. This
“wet deposition” originates from the scavenging of par-
ticles by drops during their precipitation and is a key in-
gredient entering cloud-resolving meteorological and cli-
matic models [10, 11]. Aerosols play a central role in
atmospheric physics, not only as cloud condensation nu-
clei but also as hazardous particulate pollutants. Accu-
rate predictions on their lifecycle are thus needed to effi-
ciently estimate both long-term global warming [12] and
pollution washout depending on meteorological condi-
tions [13]. The modeling and parametrization of scaveng-
ing is essentially built on the seminal work by Beard [14]
and on the numerical investigation of the collection effi-
ciency of small inertial particles by a sphere in axisym-
metric flows [15]. Such models are still subject to ex-
perimental validations [16, 17]. Accuracy is difficultly
achievable because of the variety of physical effects at
play including diffusion, electro-scavenging due to parti-
cle charges, thermophoresis stemming from the local air
cooling by the raindrop, and inertial impaction where suf-
ficiently large aerosols detach from the fluid streamlines
to collide with the drop. All these effects fail at pro-
viding a satisfactory mechanism for scavenging aerosols
with sizes ' 0.1 to 1µm. Such ultrafine particles are the
most dangerous to health since they are likely to pene-
trate the respiratory system up to the alveolar region to
provoke pulmonary, cardiovascular or brain diseases [18].
Under typical atmospheric conditions, the collection ef-
ficiency is dominated by thermal diffusion at small sizes
and inertial impaction at larger and attains a minimum
well below 1% at intermediate values corresponding to a
particle Stokes number (non-dimensional response time)
of the order of 0.01 to 1.
The presence of a minimum of collection efficiency is
above all due to the ineffectiveness of inertial impaction
at small particle sizes. Particles with a too weak iner-
tia tend to closely follow the fluid velocity streamlines
and are thus swept around the obstacle without impact-
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2ing it. This effect acts drastically at small values of the
Stokes number: There actually exists a critical value be-
low which no particles collide with the sphere [19]. Be-
sides leading to inefficiency in the accretion process, the
existence of this cutoff implies that the asymptotics of
small Stokes numbers becomes irrelevant, so that analyt-
ical results on inertial impaction are particularly arduous.
This leaves the sole possibility of employing empirical fit-
ting formula, as for instance proposed by Slinn [20], in
the models used to address questions where inertial im-
paction is critical. This is for instance the case in as-
trophysical situations related to planetesimal growth by
dust accretion [21]. There, inertial impaction is very im-
portant for the early stages of planetesimal growth and
might be triggered by the outer gas turbulence of the
protoplanetary disk [22]. Most work has nevertheless fo-
cused on the collision efficiency of dust with large spher-
ical bodies. It is however known that in the context of
dust accretion, the outcome of a collision (coagulation,
gravitational capture, bounce, disruption, etc) depends
on the details of the impact, such as the kinetic energy,
the collision angle and on the material properties of the
two bodies [23]. Such microphysical features need to be
considered in population dynamics models in order to
properly predict the timescales of planet growth [24, 25].
Previous work has focused on the probability density of
the normal component of impact velocity at the first col-
lision and obtained evidence of a Gaussian distribution
whose variance increases as a function of the Stokes num-
ber [26]. However, possible particle bouncing and suc-
cessive impacts have not yet been considered and could
actually lead to a significant depletion of collisional ve-
locities and enhance accretion.
Most previous work has focused on first-impact statis-
tics. Here we consider small inertial particles without
molecular diffusion that experience inelastic collisions
with a large solid sphere maintained fixed in a mean flow.
For that purpose, numerical simulations are performed to
investigate several issues related to the particle accretion
problem:
i. How does the collision efficiency depend on well-
chosen dimensionless numbers (Stokes, Reynolds)?
ii. Can particle bouncing and successive inelastic re-
bounds enhance accretion (inelastic collapse)?
We will see whether or not the actual effect of a determin-
istic flow at the boundary is different from naive expecta-
tions that can be drawn from existing works on inelastic
collisions in simple idealized flows.
The paper is organized as follows: the accretion prob-
lem (collision efficiency and outcome) is first discussed in
Section II together with a succint overview of the model
and simulation settings; we evaluate theoretically in Sec-
tion III whether successive bounces can lead to inelastic
collapse within a finite time; the statistics of impact are
analyzed numerically in Section IV to characterize the
role of successive impacts on accretion while accounting
for more realistic particle-sphere interactions.
II. THE ACCRETION PROBLEM AND MODEL
We consider the fluid flow past a fixed large sphere.
This is a representative case of all the axisymmetric bod-
ies that are likely to accrete small particles in the various
situations described in the previous section. The large
sphere of diameter d is centered at the origin, and em-
bedded in a flow prescribed to be u = Uez at infinity
and solving the incompressible Navier–Stokes equation
with no-slip boundary conditions at the sphere surface.
The flow is characterized by the Reynolds number as-
sociated with the sphere diameter Re = U d/ν, where
ν denotes the kinematic viscosity of the fluid. Numeri-
cal simulations are performed using a second-order adap-
tive finite-element code [27]. Even if this code gives the
possibility to model turbulent flow using a variational
multi-scale method, we actually perform direct numeri-
cal simulations by prescribing a sufficient resolution to
accurately determine all relevant scales.
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FIG. 1. Sketch of the various regimes occurring in the flow
past an immobile sphere as a function of the Reynolds num-
ber Re = U d/ν. The red arrows correspond to the values
considered in the numerical simulations of this work.
We have considered different values of the Reynolds
number Re which are representative of the various
regimes of the flow past a sphere. It is indeed known
(see, e.g., [28]) that for Re <∼ 10, the fluid velocity is
given by Oseen’s flow and thus resembles Stokes’ solution
with a tiny fore-and-aft asymmetry. At larger Reynolds
a recirculation zone develops downstream. The velocity
remains axisymmetric up to Re ≈ 210 and develops a
stationary double-threaded wake above this value. For
Re >∼ 270, vortex shedding starts to occur, the flow be-
comes time dependent and is characterized by hairpin
structures. It then encounters a number of bifurcations
and symmetry losses when increasing the Reynolds num-
ber [29] before becoming chaotic for Re >∼ 300. All these
regimes are sketched in Fig. 1. To span them, we have
considered Re = 50, 100, 250 and 400, and compared
them to the ideal cases of a creeping flow (Re = 0 ob-
tained from the Stokes equation) and an inviscid poten-
3tial flow (of possible relevance upstream the sphere in the
limit Re→∞). In these two last flows, explicit formulas
are used for the fluid velocity field (see, e.g., [30]). De-
tails on the numerical simulation parameters are given in
Tab. I.
TABLE I. Parameters of the numerical simulations. All sim-
ulations were performed with a sphere of diameter d = 1, in a
domain of size 50× 50× 90 and a fluid velocity maintained at
U = 1 on the upstream and lateral boundaries. The Reynolds
number is varied by changing the viscosity ν. The total num-
ber of elements Nelem, the minimum element size δxmin, and
the time step, δt are varied accordingly.
Re ν Nelem δxmin δt
1 1.0 3.106 0.005 0.002
50 0.02 3.106 0.005 0.002
100 0.01 3.106 0.005 0.002
250 0.004 3.106 0.005 0.002
400 0.0025 6.106 0.002 0.001
These flows past the sphere are seeded with heavy, in-
ertial, point-like particles, whose trajectories Xp follow
d2Xp
dt2
= − 1
τp
[
dXp
dt
− u(Xp, t)
]
. (1)
The particles are assumed to be much smaller than the
smallest active scale of the flow and at the same time suf-
ficiently massive so that added-mass, Magnus, and his-
tory effects can be neglected. They only interact with
the flow through a viscous drag whose intensity is given
by the response time τp = ρpd
2
p/(18 ν ρf), where ρp and
ρf are the particle and fluid mass densities, respectively
and dp denotes the diameter of the small particles. In the
numerics, the particles are simulated using a Lagrangian
approach: their trajectories are tracked by integrating (1)
with the fluid velocity at the particle location obtained
by linear interpolation from the finite-element field. The
particles are uniformly injected far upstream the sphere
(at z = −10 d with a velocity equal to that of the fluid).
In the steady axisymmetric settings (Stokes and Euler
flows, Re = 1, 50 and 100), the particle dynamics is di-
rectly integrated in the plane (ρ, z) where ρ2 = x2 + y2,
instead of the full three-dimensional space (x, y, z).
A. Collision efficiency
The particles that we consider have some inertia whose
intensity is measured by the non-dimensional Stokes
number St = τp U/d. When St → 0, they are simple
tracers and follow the flow streamlines. Because of the
no-penetration condition at the sphere surface, pointwise
tracers never collide with it. The particles however devi-
ate from the fluid as soon as St > 0. For St → ∞, they
do not respond anymore to the fluid motion and sim-
ply fly ballistically toward the sphere. These opposite
behaviors exist independently of the specific boundary
conditions, being no-slip as in the case of viscous Stokes
flow or free-slip in the case of inviscid Euler (see Fig. 2).
The transition from one behavior at St 1 to the other
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FIG. 2. Streamlines corresponding to the two limiting axisym-
metric cases of a creeping (Stokes) flow (Left) and a potential
inviscid (Euler) flow (Right). Two particle trajectories have
been represented in both cases as bold curves. One which
collides with the sphere (right-most, in red), and one which
does not (left-most, magenta).
at St  1 is not progressive but there exists a critical
Stokes number Stc below which no particles collide with
the sphere. Stc is a decreasing function of the Reynolds
number. It is approximately 0.605 for Re = 0 (creep-
ing flow) and approaches asymptotically as Re→∞ the
value 1/24 obtained in the potential inviscid case [19].
The trajectories represented in Fig. 2 were chosen with
Stokes numbers below and above the critical values of
these two limiting cases. Note that the reasons why there
exists a critical value of the Stokes number differ whether
we consider the inviscid potential (Euler) flow or viscous
settings. In the former case, the dynamics is linear in
the vicinity of the stagnation point on the symmetry axis
and Stc corresponds to a phase transition where purely
real eigenvalues become complex conjugate. For viscous
flows, the velocity normal to the sphere surface vanishes
quadratically and the problem becomes nonlinear. There
always exist colliding trajectories but the Stokes num-
ber needs to be large enough for these trajectories to be
physically admissible (i.e. recover the fluid velocity at
z = −∞). More details can be found in [19].
For Stokes numbers above the critical value Stc, there
is a beam of particles impacting the sphere around the
symmetry axis. In the limit St → ∞, all particles lo-
cated upstream in the cross section of the sphere will
collide with it. For finite values of the Stokes number,
some of the particles are deviated by the fluid flow and
escape without impacting. The ratio between the fluxes
4of particles that actually collide and of those contained
in the swept volume of the sphere defines Ecoll, the colli-
sion efficiency. Ecoll = 1 for St→∞, and Ecoll = 0 when
St < Stc.
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FIG. 3. Collision efficiency Ecoll as a function of St for the
various Reynolds numbers considered here, including Re = 0
(Stokes creeping flow) and Re =∞ (Euler inviscid flow).
The collision efficiencies measured in our simulations
are shown in Fig. 3 as a function of the particles Stokes
number. Data corresponding to finite values of the
Reynolds number are embraced by those corresponding
to the two limiting ideal cases: the Stokes creeping flow
(Re = 0) and the Euler inviscid potential flow (Re =∞).
One also observes that for a fixed value of the Stokes
number, the efficiency increases as a function of Re. This
could be only a consequence of the decrease of Stc as a
function of Re. Anyhow, the measured efficiencies re-
markably approach the limiting Euler case. When the
Reynolds number is large, deviations to the potential
flow are restricted to the turbulence that develops in the
sphere wake. The probability that a particle collides is
essentially determined by the upstream fluid flow which is
well described by the potential case with a small viscous
boundary layer of thickness δν ∝ d/
√
Re.
Actual values of the collision efficiency are required in
the models used for applications. Effective and accurate
predictions critically depend upon the values of Ecoll that
are prescribed. A frequently used fit is that proposed by
Slinn in [20], namely
Ecoll ≈
(
St− Stc
St− Stc + 2/3
)3/2
Stc ≈ 0.6 + (1/24) log(1 +Re/2)
1 + log(1 +Re/2)
.
(2)
As already stressed in [22], such a formula predicts Ecoll ∝
(St−Stc)3/2 when St→ Stc, which is incompatible with
the linear behavior observed in numerics. We provide
here an explanation why one expects Ecoll ∝ (St − Stc)
near the critical Stokes number.
Evaluating the collision efficiency near Stc consists in
finding whether or not particles initially located at a dis-
tance ρ0  d from the symmetry axis collide with the
sphere. For that, one expands the fluid velocity near the
upstream pole of the sphere as
uz ≈ a z2 + b ρ2, uρ ≈ −a z ρ, (3)
where a and b are positive constants. We have here as-
sumed that the flow is viscous and axi-symmetric around
the ρ = 0 axis. For particles with Stokes number
St = Stc(1 + ε) where 0 < ε  1, the particle trajec-
tory Xp = (Z, ρ, θ) in cylindrical coordinates reads to
leading order for axisymmetric settings
Z¨ ≈ −(1/τ cp)
[
Z˙ − aZ2 − b ρ2 − ε Z¨
]
, (4)
ρ¨ ≈ −(1/τ cp) [ρ˙+ aZ ρ] , (5)
where dots denote time derivatives and τ cp is the response
time corresponding to Stc. Such a trajectory corresponds
to the critical case of a particle touching the sphere at
infinite time if the two last terms in the right-hand side
of (4) sum to zero. Indeed, in that case Z exactly follows
the same dynamics as the critical trajectory located on
the symmetry axis for St = Stc. These two terms cancel
out if ρ2 is of the order of ε. In addition, as the evolution
(5) of ρ is to leading order linear, one obtains that ρ20 ∼
ρ2 ∼ ε, so that Ecoll = (2ρ0/d)2 ∝ (St/Stc − 1).
The above considerations are limited to the case of
viscous flows where, as mentioned earlier, the local dy-
namics does not change qualitatively at St = Stc. The
situation is different for inviscid potential flows where a
transition occurs at Stc and some timescales diverge. In
that case, the dynamics on the symmetry axis close to
the stagnation point reads
Z¨ = −(1/τp)
[
Z˙ + cZ
]
(6)
with c a positive constant (c = 6U/d for the Euler flow
past a sphere). This linear system has two eigenval-
ues. They are real for c τp ≤ 1/4 and complex conjugate
above. They are then equal to
λ = −(1/τp)
[−1± i√4 c τp − 1 ] . (7)
For particle response times right above the critical value,
i.e. τp = (1+ε)/4c, the frequency associated to the imag-
inary part of the eigenvalues behave as
√
ε. Hence parti-
cles released at an order unity distance from the sphere
need a time of the order of 1/
√
ε before impacting it. If
these particles are at a distance ρ0 from the symmetry
axis, the transverse distance at impact will be of the or-
der of ρ = ρ0 exp(C/
√
ε), where C is a positive constant.
This exponential growth is due to the fact that the up-
stream flow is divergent in the ρ direction. The impact
occurs only if the particles have not been pushed aside
the sphere, that is when ρ <∼ d/2. This implies that the
colliding particles must satisfy ρ0 <∼ (d/2) exp(−C/
√
ε).
Hence, in the case of inviscid flows, the collision efficiency
behaves as Ecoll ∝ exp(−C ′/
√
St− Stc) above the crit-
ical Stokes number and is thus increasing much slower
than for viscous flows.
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FIG. 4. Collision efficiency Ecoll as a function of St/Stc − 1
where Stc is the critical Stokes number below which no colli-
sions happen. The data of the various simulations are repre-
sented as filled symbols, as labeled. The results of Homann et
al. [22] at comparable Reynolds numbers are shown as empty
symbols. The solid curve corresponds to the fitting master
curve (8). Inset: Critical Stokes number as a function of
the Reynolds number for the various runs. The formula (2)
proposed by Slinn [20] is shown as a solid curve. The two hor-
izontal lines are the two asymptotes (Stokes flow Stc = 0.605
and Euler flow Stc = 1/24).
These phenomenological arguments show that the be-
havior of the collision efficiency is qualitatively different
for viscous and inviscid flows. Thus, for any finite value
of the Reynolds number, the dependence of Ecoll on the
Stokes number will be given by the viscous boundary
layer dynamics when St is close to Stc. The singular
behavior of Ecoll in inviscid flows can nevertheless have a
signature at very large values of Re and lead to a deficit of
accretion of particles, even if their Stokes number is well
above Stc. Such an effect could be responsible for overes-
timating the actual value of Stc in experiments. This is
not the case in our simulations where we consider moder-
ate values of the Reynolds number. As seen from Fig. 4,
a linear boundary-layer behavior of Ecoll can clearly be
observed for St−Stc  1. The boundary-layer consider-
ations detailed above also suggests that the collision effi-
ciency depends upon St/Stc only. Surprisingly, all data
of Fig. 3, including those associated to the Stokes flow,
almost collapse on the top of each other once represented
as a function of St/Stc − 1 in Fig. 4. An approximation
of the master curve is shown as a solid curve. The fitting
was obtained from the data corresponding to the Stokes
flow and reads
Ecoll ≈ St− Stc
St+ 2Stc
. (8)
Figure 4 also contains data from Homann et al. [22] which
display the same behavior, except at values of the Stokes
number which are maybe too close to Stc. Of course,
we have not represented the case of Euler potential flow
which displays a very different behavior. We have never-
theless observed that numerical values of Ecoll are in that
case compatible with exp(−C ′/√St− Stc). The inset of
Fig. 4 represents the measured critical Stokes number as
a function of Re. Again, our data are in good agreement
with those of Homann et al. [22] and seem well fitted by
Slinn’s formula (2) for Stc.
B. Particles-boundary interactions
We have discussed in the previous subsection which
particles can collide or not with the sphere as a func-
tion of their Stokes number and of the flow Reynolds
number. This has of course important consequences on
accretion. However, the full problem requires qualifying
the outcome of collisions, once they occur. Depending
whether the particles bounce, break-up, or are absorbed,
particle fluxes at the large object boundary surface can
be strongly altered. This is illustrated in Fig. 5, which
represents the particle concentration for the same flow
and particles with the same Stokes number but which
are absorbed (Left-hand panel) or inelastically bounce at
the surface (Right-hand panel).
U
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FIG. 5. Average concentration in the y = 0 plane of particles
with Stokes number St = τpU/d = 1 in a Re = 0 flow with
an absorbing boundary condition at the surface of the sphere
(Left) and when they bounce (Right) with a coefficient of
restitution e = 0.5.
We introduce in the following the various possible out-
comes of an impact of a small particle with a larger body
and how they depend on the particle-boundary interac-
tions. The outcome of a collision depends on a range of
parameters and varies with the system considered:
• In the context of meteorology (raindrop forma-
tion), binary droplet-droplet interactions in the at-
mosphere lead to three different collision regimes
[31–33]: coalescence, off-center separation and near
head-on separation. These various regimes depend
6mainly on various parameters: the Weber num-
ber We (which measures the relative importance
of fluid inertia to surface tension), the drop size ra-
tio and the impact parameter (which measures the
difference between head-on and grazing collision).
It has been observed that coalescence occurs mostly
at small We (i.e. when the velocity is small enough
not to break droplets) while breakup is significant
at higher We especially when the collision is close
to the head-on or grazing configurations and often
lead to the apparition of satellite droplets.
• In the case of spraying processes in combustion, ex-
tra collision regimes have been identified due to the
nature of the droplets (chemical composition) [34]:
bouncing can take place at very small We while
breakup happens also through stretching or reflex-
ive separation [35]. These different regimes are sim-
ilar to those observed in the case of jet breakups [36]
as well as bubble breakup [37].
• In the context of wet deposition [2, 10, 11], the scav-
enging of aerosol particles by falling droplets results
in the ’wet deposition’ phenomenon. Studies on the
impact between droplets and particles have shown
that the capture of aerosol by falling raindrop takes
place under various regimes: Brownian and tur-
bulent shear diffusion, inertial impaction, diffusio-
phoresis, thermophoresis and electrical charge ef-
fects. Particle washout thus depends on a number
of parameters related to the fluid flow (including
the relative humidity) as well as on the nature of
the aerosols (chemical composition, size, electro-
magnetic properties) [38].
• For collisions between rigid bodies, three regimes
have been identified [39, 40]: aggregation (where
particles stick to each other to form a larger ag-
gregate), bouncing or fragmentation (where aggre-
gates breakup in several sub-aggregates). The vari-
ous outcomes depend on several parameters, among
which: the impact velocity, the impact angle, the
fluid chemical properties (electrolyte concentration,
presence of polymers), the particle/aggregate size
and geometry.
From this brief overview of the possible outcomes of
collisions, three main features can be identified: ag-
gregation (also called capture or coalescence), bouncing
and fragmentation (also referred to as breakup). In the
present case of small inertial particles impacting a large
sphere, we focus mostly on the first two regimes, i.e. cap-
ture and bouncing, while the case of fragmentation is left
out for future studies. The distinction between capture
and bouncing is described by rigid body impact theories
[41]. A collision between two rigid bodies occurs in a very
brief period of time during which contact forces prevent
particles from overlapping. Such contact forces (or in-
terface pressure) arise in a small area of contact between
the two bodies and can result in local deformations. In
an elastic collision (typically for hard spheres at small
impact velocities), the contact forces at play are conser-
vative (i.e. reversible) such that the energy of the system
is conserved. In an inelastic collision, the contact forces
dissipate energy (through, e.g., irreversible elasto-plastic
deformations). In addition to these forces, a further fric-
tion force can arise in the tangential direction if the bod-
ies are rough, leading to sliding motion in the contact
area which add further complexity to the system.
To distinguish between elastic and inelastic collisions,
we use the notion of the restitution coefficient e which
is a macroscopic parameter to characterize the effect of
dissipative forces on the energy before and after collisions
(a general definition is available in [41]). In the follow-
ing, we assume that surfaces are perfectly smooth (such
that friction forces can be neglected) allowing to con-
sider a simplified 1D model for collisions where only the
wall-normal component of the particle velocity is modi-
fied (there is no energy loss in the tangential direction).
More precisely, we define a restitution coefficient as the
ratio between the particle wall-normal velocity after col-
lision v+⊥ to the wall-normal velocity before collision v
−
⊥ :
e = v+⊥/v
−
⊥ (9)
The restitution coefficient e ranges between 0 (inelastic
collision) and 1 (purely elastic collision). It should be
noted that the case e = 0 is actually different from sticky
particles since the normal velocity vanishes while the tan-
gential velocity remains unaffected (even for a flat bound-
ary). Considerations of refined restitution coefficients for
the outcome of the collision that take into account fric-
tion forces (and thus correlations between wall-normal
and tangential velocities) are left out of the present pa-
per and will be investigated in future studies.
Following the analysis of collisions between small par-
ticles and a sphere made in Section II A, we consider
inelastic collisions where the wall-normal velocity after
impact is modified using a single restitution parameter e.
With these settings one could expect a kind of ’inelastic
collapse’ due to a relaxation through multiple rebounds,
which could lead to the particle sticking to the surface in
a finite time. Upstream of the sphere, the flow is push-
ing the particle back to the surface after an impact and
it bounces again but with a lower energy. Typical trajec-
tories obtained in such a case are illustrated in Fig. 6 for
St = 8 where we can see up to 4 or 5 bounces depending
on e.
As we will see in the next section such a collapse cannot
happen in a finite time in the case of a flow around a
sphere, even if e < 1. Such a collapse can only happen if
the particle is trapped due to attractive forces with the
large sphere at small scales (such as van der Waals forces,
gravitation or electric forces). Considering the simplest
case of a Lennard-Jones potential (which is often used
to approximate the interaction between a pair of neutral
atoms or molecules [42]), the interaction energy of two
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FIG. 6. Examples of particle trajectories for St = 10 and
three different restitution coefficients (e = 0.5, 0.75 and 1,
dark to light red) in the Stokes flow. The particles are injected
at the same initial value of ρ close to the symmetry axis and
experience multiple collisions with the sphere. The left panel
shows their location in the (ρ, z) plane and the right panel is
the distance to the boundary surface as a function of time.
molecules separated by a distance r is given by:
ELJ(h) = Ewell
[
(rm/r)
12 − 2 (rm/r)6
]
(10)
where Ewell is the depth of the potential well and rm
is the distance at which the potential reaches its min-
imum. The first term on the right hand side is repul-
sive and corresponds to Pauli repulsion at short ranges
(preventing overlap of electron orbitals) while the sec-
ond term is attractive and describes long-range van der
Waals force. The resulting interaction between particles
(obtained by integration over the volume of the bodies) is
also characterized by a potential well Estick whose value
is proportional to the particle radius. After bouncing,
a particle can thus escape from the potential well if its
kinetic energy after impact is high enough (otherwise, it
will remain trapped in the potential well). To evaluate
whether such a capture happens, the kinetic energy of
the particle after impact is monitored and compared to
the potential well Estick.
With respect to this analysis, we have chosen to moni-
tor the velocity at impact vcoll in order to investigate the
range of possible collision outcomes.
III. RELAXATION THROUGH SUCCESSIVE
COLLISIONS
As we have seen in the previous section, particles with
a given elasticity can possibly perform multiple succes-
sive bounces on the solid boundary. Here, we investi-
gate whether or not the sequence of such collisions can
lead to an accretion within a finite time. To simplify the
discussion, we suppose that the fluid flow is purely one-
dimensional, normal to the solid surface. In the case of
the flow around the sphere, this is equivalent to focus on
particles located on the symmetry axis. We assume that
u = −c zα ez with c > 0 and α ≥ 0. An attractive force
toward the surface corresponds to the case α = 0, while
for Euler flow α = 1 and for Stokes flow α = 2.
Let us consider the dynamics between two successive
rebounds. We thus suppose that a particle with re-
sponse time τp is initially at the surface Zp(0) = 0 with
a positive velocity Z˙p(0) = v. For α > 0, rescaling
time by s = t/T with T = (v/c)1/α/v and introducing
zp(s) = Zp(t)/(v/c)
1/α leads to
z¨p = − 1
S0
(
z˙p + z
α
p
)
, zp(0) = 0 and z˙p(0) = 1. (11)
The dynamics depends only on α and the Stokes num-
ber S0 = τp/T = τp c
1/α v1−1/α. The problem is then
to understand under which conditions on α and St the
particle touches again the surface z = 0, and if it does
so, at what time and with which velocity.
Let us first consider the case α = 1. Equation (11) is
then linear. One can check that if S0 < 1/4, the particle
does not go back to the surface but tends exponentially to
it as t→∞ with a rate −(1+√1− 4S0)/(2S0). There is
another rebound if S0 > 1/4. The solution indeed reads
in that case
zp(s) =
1
ω
e−s/(2S0) sin(ω s), with ω =
√
4S0 − 1
2S0
. (12)
The rebound is at time ∆s = pi/ω and the impact velocity
is z˙p(∆s) = − exp(−pi/
√
4S0 − 1).
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FIG. 7. Two trajectories of the system (11) with α = 2 asso-
ciated to values of the Stokes number S0 below (in blue) and
above (in red) the critical Stokes number S?(α= 2) ≈ 1.18.
Inset: critical Stokes number S? as a function of the fluid
velocity exponent α.
For α 6= 1 the system is nonlinear and cannot be easily
integrated analytically. Nevertheless, when α > 1, there
still exists a critical Stokes number S?(α) such that the
particles touches again the surface only if S0 > S?. This
is illustrated in Fig. 7 in the case α = 2. When S0 < S?,
the trajectory approaches zero only asymptotically as a
power law zp ∝ s−1/(α−1). The critical Stokes number is
represented as a function of α in the inset of Fig. 7. As
8can be seen from the left-hand side of Fig. 8, S0 = S?
corresponds to the case when the critical trajectory (red
bold curve) starts from the initial value zp = 0 and z˙p =
1. When α < 1, all trajectories hit the surface in a finite
time with a finite velocity, as can be seen from the phase
portrait on the right-hand side of Fig. 8.
FIG. 8. Phase portraits of the (zp, z˙p) dynamics for α = 2
(left) and α = 1/2 (right). When α > 1 and for any value
of the Stokes number S0, there exists a critical trajectory
(represented as a bold red line) such that all trajectories above
touch zp = 0 in a finite time with a finite velocity and all those
below are tending asymptotically to the origin. When α < 1,
there is no such critical trajectory and all initial conditions
lead to touch zp = 0 in a finite time.
Hence, all configurations lead to bounce again on the
surface if S0 is sufficiently large. The dynamics can be
further reduced when S0  1. To leading order the linear
damping term in (11) can indeed be disregarded and z¨p ≈
−zαp /S0 with zp(0) = 0 and z˙p(0) = 1. Then, rescaling
both time and space by S
1/(α+1)
0 , one gets rid of the
dependence on S0. This implies that when S0  1, the
time to next collision scales as ∆s ∝ S1/(α+1)0 . In this
approach, we have neglected the time-irreversibility of
the particle dynamics. Consequently, the impact velocity
is to first order z˙p(∆s) ≈ −1. Next order corrections are
obtained by looking at the kinetic energy budget
1
2
z˙2p(∆s)−
1
2
z˙2p(0) = −
1
S0
∫ ∆s
0
[
z˙2p + z˙p z
α
p
]
ds. (13)
The second term in the integral, which corresponds to the
work done by the fluid velocity, is to leading order time
symmetric and thus integrates to zero. The main con-
tribution to the energy dissipation is thus coming from
the first term and corresponds to the viscous damping
along the time-reversible trajectory. As z˙p = O(1), the
energy loss between two rebounds is then of the order of
∆s/S0 ∼ S−α/(α+1)0 .
We now turn to reinterpreting these results in terms
of successive rebounds experienced by a given particle.
Let us assume that the particle undergoes a sequence of
bounces on the solid surface at times tn where n indexes
the n-th collision. At t = t+n , the particle leaves the
surface with a velocity denoted vn. As seen above, the
dynamics up to time tn+1 = tn + ∆tn depends solely on
α and on the Stokes number Sn = τp c
1/α v
1−1/α
n . As
the particle looses kinetic energy at each bounce, we ex-
pect vn to be decreasing sequentially. This implies that
Sn increases as a function of n if α < 1 and decreases if
α > 1. In this latter case, we have also seen above that
there exists a critical Stokes number below which the
particle does not touch again the surface within a finite
time. Consequently any collision sequence is finite when
α > 1. Any particle that is thrown toward the surface
is experiencing a finite number of collisions until it has
dissipated enough energy. It then converges only asymp-
totically (as a power law with exponent −1/(α− 1)) to-
wards z = 0 and there is no accretion within a finite time.
The dynamics between two bounces roughly consists of
two stages: The first one is characterized by a dissipa-
tion of the particle kinetic energy when it goes away from
the solid boundary; The second step consists then in an
entrainment of the particle by the fluid flow toward the
surface. When α > 1, the fluid velocity decreases too
fast when z → 0 and the first step prevails. Notice that
the effect of non-elastic collisions (i.e. a restitution coef-
ficient e < 1) increases dissipation and thus accentuates
this phenomenon.
The situation is different when 0 < α < 1. The Stokes
number Sn increases as a function of n, so that dissipa-
tion becomes less and less important. Any particle that
is thrown toward the surface bounces and experiences
an infinite sequence of collisions. After sufficiently many
rebounds, Sn is large enough to apply the asymptotic re-
sults discussed above. The time between the n-th and
(n + 1)-th collisions reads ∆tn ∼ T ∆s ∼ v(1−α)/(1+α)n .
The sequence of impact velocities satisfies
vn+1 = −e vn z˙p(∆s) ' e vn
(
1− C S−
α
1+α
n
)
' e vn
(
1− C τ−
α
1+α
p c
− 11+α v
1−α
1+α
n
)
,
where e is the restitution coefficient of the particles on
the surface and C is a positive constant. This recurrence
relation gives for n large
vn ∼
{
n−
1+α
1−α for e = 1,
en for e < 1.
(14)
For e = 1, this behavior implies that ∆tn ∼ 1/n and thus
tn diverges. The collision sequence lasts forever and an
infinite time is required for the particle to stick to the
surface. Conversely, if e < 1, the inter-collision time ∆tn
tends exponentially to zero and its series converges to
a finite time t? at which the particle is accreted at the
surface. This closes the case 0 < α < 1, the two extreme
values needing to be treated separately.
For α = 0, which corresponds to a constant attrac-
tive force between the particle and the solid surface, one
cannot proceed in terms of Sn as above but the sys-
tem can be explicitly integrated, leading for n large to
∆tn ' 2τpvn/c and vn+1 ' e vn(1 − 4vn/(3c)). One
thus obtains exactly the same long-term behavior as for
0 < α < 1.
9The case α = 1 corresponds to a free slip bound-
ary condition for the fluid velocity at the solid surface.
As we have seen previously, the Stokes number reads
Sn = c τp = S0 and is then independent of vn. If
S0 > 1/4, the time between successive collisions is con-
stant ∆tn = pi/(c ω), where ω(S0) is given in (12). We
thus have tn ∝ n. The kinetic energy is linearly damped
between successive collisions and thus converges expo-
nentially to 0 as
vn ∝ exp
[
n
(
log e− pi/
√
4S0 − 1
)]
. (15)
The effect of inelasticity is just to accelerate the exponen-
tial decrease. The particle converges exponentially fast
to the boundary and there is no accretion within a finite
time.
To end this section, let us shortly summarize our find-
ings. A surprising result is that the only instance when
there is accretion in a finite time by successive bounces re-
quires two conditions to be satisfied: the collisions should
be inelastic (e < 1) and the fluid velocity should scales
as u(z) ∝ −zα with α < 1. In the cases of physical rel-
evance to the accretion by a sphere, we have α ≥ 1 and
the particles are only approaching asymptotically the sur-
face, exponentially fast for α = 1 and as a power law for
α > 1. Hence, the mechanism leading to particle accre-
tion cannot be related to any kind of inelastic collapse. It
is thus needed to introduce other criterions to determine
whether or not particles are sticking to the solid surface.
As motivated in Sec. II B, a relevant quantity is the ki-
netic energy upon impact (or equivalently the modulus
of the impact velocity) whose statistics are clearly given
by the sequence vn and discussed in next section for the
problem of the flow past a sphere.
IV. IMPACT STATISTICS
We now turn to describing impact velocities statistics
obtained from the numerical simulations of the flow past
a sphere at the various values of the Reynolds number
mentioned in Sec. II. We have seen in the previous sec-
tion that particles cannot approach the sphere with a
vanishing velocity within a finite time through an inelas-
tic collapse. Thus, the possibility that some particles
stick to the sphere is necessarily related to the introduc-
tion of a finite critical impact velocity below which accre-
tion occurs (see Sec. II B). This motivates studying the
statistics of the modulus vcoll = |dXp/dt| of the particles
velocity at impact as well as its average value v = 〈vcoll〉.
The idea is to understand how inelastic rebounds influ-
ence the distribution of v. As we have seen in previous
section, particles can indeed undergo successive collisions
and the impact velocity vn at the n-th bounce can be pos-
sibly related to that at the previous collision. For that
reason, we start with the statistics of the velocity vcoll1 at
the first collision.
Figure 9 shows the average v1 = 〈vcoll1 〉 vcoll1 of the
velocity modulus at first impact over all particles that
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FIG. 9. Average of the modulus of the impact velocity v1 =
〈vcoll1 〉 at the first collision, as a function of the Stokes number
for the various Reynolds numbers, including the limiting cases
of the Stokes creeping flow and the inviscid potential flow.
collide at least once with the sphere. Again, as for the
collision efficiencies, all data are contained in between
the two limiting cases of the Stokes and Euler flows. De-
spite the fact that the Reynolds numbers span different
regimes of the flow past a sphere, there is no evidence of
any abrupt change in the average impact velocity. Collid-
ing particles are indeed only influenced by the upstream
flow, which actually does not undergo any discontinuous
changes when Re increases. In addition, the curves are
ordered: For a fixed Stokes number, the average impact
velocity grows as a function of the Reynolds number and
becomes closer to the potential flow. This can be ex-
plained by the fact that the viscous boundary layer be-
comes thinner when Re increases, and this is the place
where particles are the most efficiently slowed down. The
convergence to the inviscid case is faster at larger Stokes
numbers. In that limit, the effect of the boundary layer is
indeed becoming weaker because the time during which
it affects particles dynamics becomes less than their re-
sponse time. Note that there is a wide gap in impact
velocity amplitude when moving from Stokes to Euler
flow. This important increase is due to the fact that the
tangential component of the velocity does not vanish in
the inviscid case.
Figure 10 represents the deviation from the Euler in-
viscid case of the average impact velocity as a function
of the Stokes number. We indeed observe that the de-
viations vanish when the Stokes number increases. This
can be understood with the following argument. Let us
suppose that a particle is entering the viscous boundary
layer, i.e. is at a distance δν ∝ d/
√
Re from the sur-
face, with a radial velocity vEul1 that is resulting from
the action of the inviscid Euler flow. For a sufficiently
large Reynolds number, we assume that the fluid velocity
seen by the particle is indeed that of the Euler potential
flow until it reaches a distance δν from the sphere. For
large Stokes numbers, the fluid velocity in the bound-
ary layer is always much smaller that the particle ve-
locity. The particle is thus decelerated as if it was in
10
10-1 100 101 102
(St− Stc)
√
Re
10-2
10-1
100
(v
E
u
l
1
−
v 1
)/
U
Re = 50
Re = 100
Re = 250
Re = 400
FIG. 10. Deviations from the inviscid potential case of the
average impact velocity at the first collision. They collapse
on the top of each other when represented as a function of
(St− Stc)
√
Re. The black line shows a slope −3/4.
a fluid at rest and impacts the surface with a velocity
v1 ' vEul1 − δν/τp. The deviation to the Euler flow is
thus indeed decreasing with the Stokes number. This
phenomenology also suggests that the deviations are just
a function of St
√
Re = Uτp/δν . Such a scaling is indeed
confirmed in Fig. 9 where representing the average im-
pact velocity as a function of (St − Stc)
√
Re allows one
to collapse the results associated to the various Reynolds
numbers. Surprisingly, such a scaling seems to reason-
ably extend to the moderate values of the Stokes and/or
Reynolds numbers (Re = 1 has a similar trend as the one
for Stokes flow and is thus not shown). At large values,
the deviations to the Euler case decreases approxima-
tively as vEul1 − v1 ∼ (St
√
Re)−3/4. Such a behavior,
which is different from that obtained above with one-
dimensional phenomenological arguments, is certainly
due to the spherical geometry of the boundary layer.
The behavior of the average impact velocity seems
rather simple, at least for the first collision, and displays
qualitative features that resemble much those of the col-
lision efficiency. This could lead to postulate that the
more likely the collisions are, the more energetic they
are. However, the actual outcomes of collisions can-
not be inferred from such an average: They depend on
whether or not the individual collision energies of each
particle are above or below a critical value. This leads
to studying how the impact velocity varies among the
colliding particles. Figure 11 shows the average value of
v1(ρ0) = 〈vcoll1 | ρ0〉 conditioned on the initial distance
ρ0 of the particle from the symmetry axis. It is here
represented for St = 2 and the various values of the
Reynolds number that we have considered. One observes
that the two limiting cases of Stokes creeping flow and
Euler potential flow display very different qualitative be-
haviors. In Stokes flow v1(ρ0) attains its maximum on
the symmetry axis and decreases with ρ0 while in Eu-
ler flow the potential flow attains a minimum at ρ0 = 0
and then increases. These two different behaviors are
related to the very different nature of the near-surface
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FIG. 11. vcoll1 at the first collision as a function of the injection
location ρ0 for St = 2 and the various Reynolds number that
we have considered. Inset: Probability density function of the
first impact velocity vcoll1 for St = 2 and various flows (Stokes
flow, Re = 100, and Euler flow).
dynamics. In particular, the impact velocity vanishes at
ρ0 = (d/2)
√Ecoll in the Stokes case. This value cor-
responds to the colliding particles that are the furthest
from the axis of symmetry. As we have seen in Sec. II A,
this corresponds to the initial conditions of the critical
trajectory that delimits colliding from non-colliding par-
ticles in a quadratic viscous boundary layer (see, e.g., the
red bold trajectory on Fig. 8). Such a trajectory is actu-
ally touching the sphere surface but only after an infinite
time and with a vanishing velocity. Such a trajectory
does not exist in the potential flow which vanishes lin-
early at the sphere surface, as long as St > Stc = 1/24.
In this case the impact kinetic energy is essentially given
by the amount of deceleration experienced by the parti-
cles before touching. The structure of Euler’s potential
flow is such that the z component of the fluid velocity at
a distance of the order of d/2 from the symmetric axis
is higher than U . Thus the most eccentric particles are
those which are the less slowed down, explaining the in-
crease of v1(ρ0) as a function of ρ0. Finite values of the
Reynolds number yield an intermediate behavior: The
impact velocity first increases when moving away from
the symmetry axis, as in the potential case, and van-
ishes for ρ0 = (d/2)
√Ecoll, under the effect of the viscous
boundary layer. It attains a maximum in between these
two extremes.
The conditional average v1(ρ0) leads to an expression
for the distribution of the impact velocities if we assume
that the particles are homogeneously distributed far up-
stream. We can indeed write
p(v1) = p(ρ0)
∣∣∣∣dρ0dv1
∣∣∣∣ = 1Ecoll (d/2)2
∣∣∣∣dρ20dv1
∣∣∣∣ . (16)
The corresponding distributions are shown in the inset
of Fig. 11. One recovers the two qualitatively different
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cases of the creeping and potential flows. The distribu-
tion in Euler flow is rather flat and bends down at the
largest values of v1. Conversely the Stokes flow leads to
a peaked distribution associated to the flat behavior of
v1 close to ρ0 = 0. For intermediate Reynolds numbers,
the distribution is obtained as a superposition of these
two behaviors. The peak persists at the maximal value
of v1, which is now attained at a finite ρ0 rather than on
the symmetry axis. Also, the distribution contains two
steps associated to the two branches of v1 7→ ρ0.
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FIG. 12. Probability density function of the impact velocity
vcoll for Re = 100, St = 2 and e = 1. The distribution is
multimodal, with the various modes associated to successive
bounces of the particles. The vertical dashed lines show the
averages impact velocities 〈vcolln 〉 at the n-th collision.
Now that we have described impact velocity statistics
at the first collision, we extend here this approach to the
case of bouncing particles. Figure 12 shows the probabil-
ity density function of the impact velocity vcoll for parti-
cles with St = 2, a coefficient of restitution e = 1 in the
Re = 100 flow. One clearly observes a multimodal distri-
bution. The right-most bump corresponds to the first im-
pact and has a shape as given above when considering the
conditional average of vcoll1 . The other modes to the left
are associated to the successive rebounds of the particles.
Their shapes are similar to each other but do not exactly
reproduce the first-collision distribution. All modes are
characterized by a flat region at small values associated to
a quadratic minimum on the symmetry axis, and a peak
at large values due to the maximum of impact velocity.
When successive bounces occur, two phenomena are at
play in order to predict the shape of the next mode in the
distribution of vcoll. The first is a decrease of the typical
value of vcoll, which might be described by the results
of previous section. The second relates to the fact that
only a fraction of bouncing particles will touch again the
sphere at a later time. This diminishes the probability
weight of each mode when vcoll decreases. The combi-
nation of these two effects results in an enlargement of
each mode when the number of bounces increases. In
some cases other than the one shown in Fig. 12, differ-
ent modes can even superpose. Except that, all results
associated to other values of St, e and Re display similar
behaviors. To complete the picture, we have represented
in Fig. 13 the average impact velocity 〈vcolln 〉 at the n-th
impact. When the Reynolds number is large enough, two
behaviors are visible as a function of n: 〈vcolln 〉 starts with
decreasing exponentially during the first collisions. This
corresponds to bounces with a large enough energy such
that the particles exit again the viscous boundary layer
and the dynamics is close to that given in Eq. (15). Once
the collisions are not sufficiently energetic, the particles
are trapped in the viscous boundary layer and the impact
velocity decreases faster than an exponential.
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FIG. 13. Average of the impact velocity 〈vcolln 〉 at the n-th
bounce as a function of n for St = 2, e = 1 and the various
Reynolds number that we have considered.
To complete the picture, we finally propose a way to in-
terpret previous results in terms of an accretion efficiency.
For that purpose, we focus on the case of the Stokes
creeping flow which, as long as near-boundary dynam-
ics are concerned, is qualitatively representative of flows
developing a viscous layer and is easily amenable for a
detailed systematic study. As explained in Sec. II B, we
consider here the simplest model for accretion: A particle
sticks to the sphere as soon as its impact kinetic energy
is less than a threshold which behaves linearly as a func-
tion of the small particle size. The relevant parameter
is thus γ = minn v
coll
n /(U St
1/4), where the minimum is
over all experienced collisions. For given settings (type
of particles and of fluid, nature of the sphere surface)
accretion occurs when γ is less than a fixed dimension-
less critical value γ?. Figure 14 shows in the case of
purely elastic particles (e = 1) how the impact param-
eter γ depends upon both the particles Stokes number
and their initial distance ρ0 from the symmetry axis. We
have represented here the minimal value of γ that a par-
ticle experiences when it has multiple bounces, such as
a part of the graph that is below a fixed value γ? de-
fines particles which are actually sticking to the sphere.
The white area in the left/top of the figure corresponds
to values of ρ0 and St for which no collision occur and
γ is not defined. This area is delimited by the collision
efficiency, that is by the curve ρ20/(d/2)
2 = Ecoll(St). Be-
low it, in the colored area, at least one collision occurs.
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FIG. 14. Minimal value of the impact parameter γ =
minn v
coll
n /(U St
1/4) (colored background and level lines) as a
function of the particles Stokes number St and of the square
ρ20 of their initial distance to the symmetry axis in the Stokes
creeping flow and for a restitution coefficient e = 1. The two
vertical lines correspond to the cut shown in Fig. 15.
This area is itself divided into several islands (here four)
associated to successive rebounds of the particles. Each
of these islands is bounded from above and the left by
a critical curve which defines the set of parameters for
which particles are indeed experiencing at least n colli-
sions. The behavior of these curves as ρ0 → 0 defines a
critical value of the Stokes number St
(n)
c below which no
particle experiences n collision. Of course, St
(1)
c is given
by the critical Stokes number Stc discussed in Sec. II A.
The typical values of γ are decreasing from one island to
that below, because of the dissipation occuring between
successive bounces. In each island, γ is minimal close to
the upper/left boundary curve. This is because particles
with such settings are exactly falling on a critical tra-
jectory: They approach asymptotically the sphere and
thus touch at an infinite time with a vanishing velocity.
For the data shown in Fig. 14, the impact parameter γ
decreases when St increases. We however expect that at
much larger values of St, the impact velocity stabilizes to
vcoll ' U , so that the impact parameter should decrease
as γ ' St−1/4.
To get a better grasp on the interpretation of Fig. 14
in terms of accretion efficiency, we have represented in
Fig. 15 two cuts for St = 2.5 and St = 4 of the impact
parameter γ as a function of ρ20. The rebounds islands
now appear as steps. Assume that we fix the value γ?
of the critical impact parameter. The accreting parti-
cles are those which were located at an initial distance
ρ0 from the symmetric axis satisfying γ(ρ) < γ?. The
accretion efficiency is then obtained by integrating the
infinitesimal flux ∝ ρ0 dρ0 ∝ dρ20 associated to these val-
ues. As an illustration, we consider γ? = 0.1 (horizontal
dashed line in Fig. 15). For St = 4, all particles collid-
ing three times or more stick to the sphere. In addition,
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FIG. 15. Impact parameter γ for the Stokes flow and elastic
particles (e = 1) for two values of the Stokes number (St = 1.5
and St = 4). The horizontal dashed line correspond to a spe-
cific choice γ? = 0.1 of the accretion critical parameter. All
particles such that γ < γ? stick to the sphere. The inset
represents for the same settings the accretion efficiency asso-
ciated to this specific value of γ?, as a function of the Stokes
number.
a small fraction of the particles colliding once or twice
will stick when they are close to the critical trajectories.
This contribution corresponds to the steep dips separat-
ing successive plateaux. In the case St = 2.5, again all
particles colliding at least three times will accrete, to-
gether with those corresponding to the neighborhood of
critical trajectories. However an additional fraction of
the particles colliding only twice will stick to the sphere.
Putting together all these contribution leads to an eval-
uation of the accretion rate, that is of the ratio between
the particles actually sticking to the sphere and those
included upstream in the sphere cross-section. This effi-
ciency is shown as an inset in Fig. 15, again for Stokes’
flow, e = 1, and the specific choice γ? = 0.1. The result-
ing curve has a non-trivial dependence upon St resulting
from the various possible behaviors described above.
Notice that we have here chosen to represent data for
the elastic case e = 1. Lesser values of the restitution
leads to qualitatively equivalent results with of course a
stronger depletion of impact velocities from one bounce
to the next but simultaneously, lesser particles experi-
encing such a rebound. Because of this competition, in-
elasticity can either enhance or reduce adhesion and its
effect is non monotonic. The dependence upon e of the
number of collisions that can be experienced by given
particles is illustrated in Fig. 16 for Stokes’ creeping flow.
The black lines separating the various colored areas are
given by the value of the n-collisions critical Stokes num-
bers St
(n)
c . One indeed observes that for a given value
of the Stokes number, the maximal number of successive
rebounds decreases as a function of e.
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FIG. 16. Maximum number of collisions experienced by par-
ticles in the Stokes flow, as a function of the Stokes number
St and of the restitution coefficient e. The black lines show
the dependence upon e of the critical Stokes number St
(n)
c
above which particles experience at least n bounces.
V. CONCLUDING REMARKS
We have here focused on the accretion of small par-
ticles by a large fixed sphere embedded in a mean flow
and we have investigated the effect of inelastic collisions
with the sphere. We have characterized the collision effi-
ciency as a function of the two dimensionless parameters
(Reynolds and Stokes numbers). In particular, there is
a critical Stokes number below which no collision occurs
and we have observed that the collision efficiency depends
on the Reynolds number based on the sphere diameter
only through the value of this critical Stokes number.
Besides, our theoretical analysis has demonstrated that
successive inelastic collisions do not lead to any kind of
inelastic collapse since multiple bounces do not provide
enough energy dissipation for the particles to stick to
the surface within a finite time. Yet, adding a refined
criteria which accounts for particle-surface microphysical
interactions can change significantly these results. Here,
we have chosen to assume that the particles can stick if
their kinetic energy at impact is below a certain thresh-
old. Numerical simulations have shown that successive
bounces can possibly enhance accretion regardless of the
Reynolds number.
The present numerical simulations also provide inter-
esting qualitative results. It has indeed been shown that,
in the case of a Stokes flow, the accretion efficiency has
a non-trivial behavior as a function of the Stokes num-
ber for a given value of the critical impact parameter (γ?
below which particles stick to the surface). In fact, it ap-
pears that there is a ’selective’ (or preferential) accretion
of specific particle sizes: The accretion efficiency is rela-
tively high at low Stokes number but drops significantly
for a narrow range of particle Stokes numbers (around
St = 1). In the context of wet deposition, such a selec-
tive accretion can prove to be dramatic in the scavenging
of ultrafine particles (within the micrometer range) which
are the most dangerous to health. For that reason, it will
be also interesting to investigate how the accretion effi-
ciency evolves as a function of the particle Stokes num-
ber for other flows (Euler flow, turbulent flows at various
Reynolds number) and to verify whether such a selective
accretion remains valid in such cases.
These results raise additional questions on the accre-
tion of small particles by a large sphere, among which:
i. What is the effect of diffusion? It has indeed been
shown that multiple bounces cannot provide any
kind of inelastic collapse in the absence of molecu-
lar diffusion. In principle, adding diffusion will give
two effects: On the one hand it will alter the results
at small values of the Stokes number since the ex-
istence of a critical Stokes number disappears. On
the other hand, diffusion will grant inelastic col-
lapse for sufficiently small values of the restitution
coefficient.
ii. What is the effect of more realistic particle-sphere
interactions? The present simulations have been
performed in the simple case of a flow past a sphere
without accounting for specific particle-surface in-
teractions such as: electro-magnetic forces or grav-
itation (in the context of astrophysical flows), sur-
face tension or capillary forces (in the context of
bubble/droplet growth). Besides, more realistic
outcomes of collisions can also be investigated by
taking into account friction forces and their effect
on particle rotation.
iii. What is the effect of geometry? A large part of
the present results, even at a qualitative level, have
been obtained in the case of a flow past a sphere. In
that case, it has been seen that bouncing particles
can escape downstream if their tangential velocity
after impact is high enough to prevent them from
coming back to the sphere surface. This situation
is specific to the case of a flow past a sphere but can
be significantly different in the case of a different
geometry such as a flat infinite boundary. This will
be the topic of future studies. In particular, we aim
at analyzing the effect of successive bounces on the
inelastic collapse in the case of particles impacting
a flat boundary, such as a channel flow.
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