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Abstract
We construct small global classical solutions to boundary value problems for general
nonautonomous first order quasilinear hyperbolic systems in a strip, assuming that the
right hand side is small. In particular, we provide stable dissipativity conditions en-
suring that the nonhomogeneous version of a linearized problem has a unique bounded
continuous solution for any smooth right-hand side. Under additional dissipativity
conditions, we show that this solution is two times continuously differentiable and that
these dissipativity conditions are essential for this. A crucial ingredient of our ap-
proach is a perturbation theorem for general linear hyperbolic systems. In the case
that all data of the quasilinear problem are almost periodic, we prove that the bounded
solution is also almost periodic.
Key words: first order quasilinear hyperbolic systems, boundary value problems, bounded
classical solutions, almost periodic solutions, bounded solvability of linearized problems,
perturbation theorem
1
1 Introduction
1.1 Problem setting and the main results
We consider first order quasilinear hyperbolic systems
∂tV + A(x, t, V )∂xV +B(x, t, V )V = f(x, t), x ∈ (0, 1), t ∈ R, (1.1)
where V = (V1, . . . , Vn) and f = (f1, . . . , fn) are vectors of real-valued functions, and A =
(Ajk) and B = (Bjk) are n× n-matrices of real-valued functions. The matrix A is supposed
to have n real eigenvalues Aj(x, t, V ) in a neighbourhood of V = 0 in R
n, where
A1(x, t, V ) > . . . > Am(x, t, V ) > 0 > Am+1(x, t, V ) > . . . > An(x, t, V )
and 0 ≤ m ≤ n are fixed integers. These assumptions imply that there exists a smooth and
nondegenerate n× n-matrix Q(x, t, V ) = (Qjk(x, t, V )) such that
Q−1(x, t, V )A(x, t, V )Q(x, t, V ) = diag(A1(x, t, V ), . . . , An(x, t, V )).
We supplement the system (1.1) with the boundary conditions
Uj(0, t) = (RZ)j(t) + hj(t), 1 ≤ j ≤ m, t ∈ R,
Uj(1, t) = (RZ)j(t) + hj(t), m < j ≤ n, t ∈ R,
(1.2)
where R = (R1, . . . , Rn) is a time-dependent bounded linear operator,
Z(t) = (U1(1, t), . . . , Um(1, t), Um+1(0, t), . . . , Un(0, t)) ,
and
U(x, t) = Q−1(x, t, V )V (x, t). (1.3)
The purpose of the paper is to establish conditions on the coefficients in (1.1) and the
boundary operator in (1.2) ensuring that the problem (1.1)–(1.3) has a unique small global
classical, two times continuously differentiable, solution. If the data in (1.1) and (1.2) are
almost periodic (respectively, periodic) in t, we prove that the bounded solution is almost
periodic (respectively, periodic) in t also.
Let
Π = {(x, t) ∈ R2 : 0 ≤ x ≤ 1}
and BC(Π;Rn) be the Banach space of all bounded and continuous maps u : Π→ Rn with
the usual sup-norm
‖u‖BC = sup {|uj(x, t)| : (x, t) ∈ Π, j ≤ n} .
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Moreover, BC1(Π;Rn) is the space of functions u ∈ BC(Π;Rn) such that ∂xu, ∂tu ∈
BC(Π;Rn), with norm
‖u‖BC1 = ‖u‖BC + ‖∂xu‖BC + ‖∂tu‖BC .
We also use the spaces BCkt (Π;R
n) of functions u ∈ BC(Π;Rn) such that ∂tu, . . . , ∂
k
t u ∈
BC(Π;Rn), with norm
‖u‖BCkt =
k∑
j=0
‖∂jt u‖BC .
Similarly, BCk(R;Rn) denotes the spaces of k-times continuously differentiable and bounded
maps u : R → Rn. If n = 1, we will simply write BCk(R) for BCk(R;R), and likewise for
all the spaces introduced above.
Given two Banach spaces X and Y , the space of all linear bounded operators A : X → Y
is denoted by L(X, Y ), with the operator norm
‖A‖L(X,Y ) = sup{‖Au‖Y : u ∈ X, ‖u‖X ≤ 1}.
We will use also the usual notation L(X) for L(X,X).
Let ‖ · ‖ denote the norm in Rn defined by ‖y‖ = max
j≤n
|yj|. Suppose that the data of the
problem (1.1)–(1.3) satisfy the following conditions.
(H1) There exists δ0 > 0 such that
– the entries of the matrices A(x, t, V ) and B(x, t, V ) have bounded and continuous
partial derivatives up to the second order in (x, t) ∈ Π and in V ∈ Rn with
‖V ‖ ≤ δ0,
– there exists Λ0 > 0 such that
inf {Aj(x, t, V ) : (x, t) ∈ Π, ‖V ‖ ≤ δ0, 1 ≤ j ≤ m} ≥ Λ0,
sup {Aj(x, t, V ) : (x, t) ∈ Π, ‖V ‖ ≤ δ0, m+ 1 ≤ j ≤ n} ≤ −Λ0,
inf {|Aj(x, t, V )− Ak(x, t, V )| : (x, t) ∈ Π, ‖V ‖ ≤ δ0, 1 ≤ j 6= k ≤ n} ≥ Λ0.
(H2) f ∈ BC2t (Π;R
n), ∂xf ∈ BC
1
t (Π;R
n), and h ∈ BC2(R;Rn).
(H3) The operator R is a bounded linear operator on BC(R;Rn). The restriction of R to
BC1(R;Rn) (resp., to BC2(R;Rn)) is a bounded linear operator on BC1(R;Rn) (resp.,
on BC2(R;Rn)). Moreover, for v ∈ BC1(R;Rn) it holds
d
dt
(Rv)j(t) = (R
′v)j (t) + (R˜v
′)j(t),
d
dt
(R˜v)j(t) = (R˜
′v)j(t) + (Rˆv
′)j(t),
(1.4)
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where v′(t) = d
dt
v(t), while R′, R˜, R˜′, Rˆ : BC(R;Rn)→ BC(R;Rn) are certain bounded
linear operators.
As we will see, the main reason behind global classical solvability of the quasilinear
problem (1.1)–(1.3) lies in the fact that the corresponding nonhomogeneous linear problem
has a unique smooth bounded solution for any smooth right-hand side. We therefore first
establish stable sufficient conditions ensuring the last property. To this end, consider the
following general non-homogeneous linear system
∂tv + a
∗(x, t)∂xv + b
∗(x, t)v = g(x, t), x ∈ (0, 1), t ∈ R, (1.5)
where g = (g1, . . . , gn) is a vector of real-valued functions, a
∗ = (a∗jk) and b
∗ = (b∗jk) are n×n-
matrices of real-valued functions. Note that, if a∗(x, t) = A(x, t, 0) and b∗(x, t) = B(x, t, 0),
then (1.5) is a non-homogeneous version of the linearized system (1.1) at V = 0.
Suppose that
a∗jk ∈ BC
1(Π) and b∗jk ∈ BC(Π) for all j, k ≤ n (1.6)
and the matrix a∗ has n real eigenvalues a1(x, t), . . . , an(x, t) satisfying the following condi-
tions:
inf {aj(x, t) : (x, t) ∈ Π, 1 ≤ j ≤ m} ≥ λ0,
sup {aj(x, t) : (x, t) ∈ Π, m+ 1 ≤ j ≤ n} ≤ −λ0,
inf {|aj(x, t)− ak(x, t)| : (x, t) ∈ Π, 1 ≤ j 6= k ≤ n} ≥ λ0
(1.7)
for some λ0 > 0. As a consequence, there exists a BC
1-smooth nondegenerate n× n-matrix
q = (qjk) such that
a(x, t) = q−1(x, t)a∗(x, t)q(x, t) = diag(a1(x, t), . . . , an(x, t))
for all (x, t) ∈ Π.
Let the system (1.5) be subjected to the boundary conditions
uj(0, t) = (Rz)j(t) + hj(t), 1 ≤ j ≤ m, t ∈ R,
uj(1, t) = (Rz)j(t) + hj(t), m < j ≤ n, t ∈ R,
(1.8)
where
z(t) = (u1(1, t), . . . , um(1, t), um+1(0, t), . . . , un(0, t)) (1.9)
and
u = q−1(x, t)v. (1.10)
The boundary value problem (1.5), (1.8), (1.10) is equivalent to the boundary value problem
for the system
∂tu+ a(x, t)∂xu+ b(x, t)u = g(x, t), x ∈ (0, 1), t ∈ R, (1.11)
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with the boundary conditions (1.8), where b(x, t) = q−1 (b∗q + ∂tq + a
∗∂xq) .
Now we give a weak formulation of the problem (1.11), (1.8) obtained by means of
integration along characteristic curves. For given j ≤ n, x ∈ [0, 1], and t ∈ R, the j-
th characteristic of (1.11) passing through the point (x, t) ∈ Π is defined as the solution
ξ ∈ [0, 1] 7→ ωj(ξ) = ωj(ξ, x, t) ∈ R of the initial value problem
∂ξωj(ξ, x, t) =
1
aj(ξ, ωj(ξ, x, t))
, ωj(x, x, t) = t. (1.12)
Due to the assumption (1.7), the characteristic curve τ = ωj(ξ) reaches the boundary of Π in
two points with distinct ordinates. Let xj denote the abscissa of that point whose ordinate
is smaller. Specifically,
xj =
{
0 if 1 ≤ j ≤ m,
1 if m < j ≤ n.
(1.13)
Write
cj(ξ, x, t) = exp
∫ ξ
x
[
bjj
aj
]
(η, ωj(η)) dη, dj(ξ, x, t) =
cj(ξ, x, t)
aj(ξ, ωj(ξ))
, (1.14)
clj(ξ, x, t) = exp
∫ ξ
x
[
bjj
aj
− l
∂taj
a2j
]
(η, ωj(η)) dη, d
l
j(ξ, x, t) =
clj(ξ, x, t)
aj(ξ, ωj(ξ))
. (1.15)
Let g and h be sufficiently smooth and bounded functions. A function u ∈ BC1(Π;Rn)
(resp., v = qu ∈ BC1(Π;Rn)) is called a bounded classical solution to (1.11), (1.8) (resp.,
to (1.5), (1.8), (1.10)) if it satisfies (1.11), (1.8) (resp., (1.5), (1.8), (1.10)) pointwise. It is
straightforward to show that a function u ∈ BC1(Π;Rn) (resp., v = qu ∈ BC1(Π;Rn)) is
the bounded classical solution to (1.11), (1.8) (resp., to (1.5), (1.8), (1.10)) if and only if u
satisfies the system of integral equations
uj(x, t) = cj(xj, x, t)(Rz)j(ωj(xj)) + cj(xj , x, t)hj(ωj(xj))
−
∫ x
xj
dj(ξ, x, t)
(∑
k 6=j
bjk(ξ, ωj(ξ))uk(ξ, ωj(ξ))− gj(ξ, ωj(ξ))
)
dξ, j ≤ n,
(1.16)
pointwise. This motivates the next definition. A function u ∈ BC(Π;Rn) (resp., v = qu ∈
BC(Π;Rn)) is called a bounded continuous solution to (1.11), (1.8) (resp., to (1.5), (1.8),
(1.10)) if u satisfies (1.16) pointwise.
Let us introduce operators C,D ∈ L(BC(Π;Rn)) and F ∈ L (BC(Π;R2n);BC(Π;Rn))
by
(Cu)j(x, t) = cj(xj , x, t)(Rz)j(ωj(xj , x, t)),
(Du)j(x, t) = −
∫ x
xj
dj(ξ, x, t)
∑
k 6=j
bjk(ξ, ωj(ξ, x, t))uk(ξ, ωj(ξ, x, t))dξ, (1.17)
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(F (g, h))j (x, t) =
∫ x
xj
dj(ξ, x, t)gj(ξ, ωj(ξ, x, t))dξ + cj(xj, x, t)hj(ωj(xj , x, t)).
Then the system (1.16) can be written in the operator form
u = Cu+Du+ F (g, h). (1.18)
Theorems 1.1, 1.2, and 1.3 below give a number of sufficient conditions for BC-solvability
of (1.18). In particular, if
‖C‖L(BC(Π,Rn)) + ‖D‖L(BC(Π,Rn)) < 1, (1.19)
then the equation (1.18) has a unique bounded continuous solution
u∗ = (I − C −D)−1 F (g, h) (1.20)
(see Theorem 1.1). Furthermore, provided the operator I − C is an isomorphism from
BC(Π,Rn) to itself and
‖(I − C)−1D‖L(BC(Π,Rn)) < 1, (1.21)
the equation (1.18) has a unique bounded continuous solution
u∗ =
[
I − (I − C)−1D
]−1
(I − C)−1F (g, h) (1.22)
(see Theorems 1.2 and 1.3).
Moreover, under additional conditions, the bounded continuous solutions given by The-
orems 1.1–1.3 are two times continuously differentiable (see Theorem 1.4).
To formulate our results precisely, denote
γj = inf
{
bjj(x, t)
|aj(x, t)|
: (x, t) ∈ Π
}
, γ˜j = inf
{∣∣∣∣bjj(x, t)aj(x, t)
∣∣∣∣ : (x, t) ∈ Π
}
,
βj = sup
{∑
k 6=j
∣∣∣∣bjk(x, t)aj(x, t)
∣∣∣∣ : (x, t) ∈ Π
}
and introduce operators G1, G2, H1, H2 ∈ L(BC(R,R
n)) by
(G1ψ)j (t) = c
1
j (xj , 1− xj , t)(R˜ψ)j(ωj(xj , 1− xj , t)),
(G2ψ)j (t) = c
2
j (xj , 1− xj , t)(Rˆψ)j(ωj(xj , 1− xj , t)),
(Hlψ)j(t) = c
l
j(xj , 1− xj , t)ψj(ωj(xj , 1− xj , t)) if bjj > 0,
(Hlψ)j(t) = c
l
j(1− xj , xj , t)ψj(ωj(1− xj, xj , t)) if bjj < 0.
(1.23)
In what follows, we will use the notation
‖Rj‖ = ‖Rj‖L(BC(R;Rn),BC(R)).
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Theorem 1.1 Let R ∈ L(BC(R;Rn)) and the conditions (1.6)–(1.7) be fulfilled. Moreover,
assume that the following inequalities are true for all j ≤ n :
‖Rj‖+
βj
γj
(1− e−γj ) < 1 if inf
x,t
bjj > 0,
e−γj‖Rj‖+
βj
γj
(1− e−γj ) < 1 if inf
x,t
bjj < 0,
‖Rj‖+ βj < 1 if inf
x,t
bjj = 0.
(1.24)
Then, for any g ∈ BC(Π;Rn) and h ∈ BC(R;Rn), the problem (1.5), (1.8), (1.10) has a
unique bounded continuous solution v such that
‖v‖BC ≤ K1(‖g‖BC + ‖h‖BC) (1.25)
for a positive constant K1 independent of g and h.
If inf
x,t
bjj > 0 for all j ≤ n, then the assumptions on R can be weakened as follows.
Theorem 1.2 Let R ∈ L(BC(R;Rn)) and the conditions (1.6)–(1.7) be fulfilled. Moreover,
suppose that the following inequalities are true for all j ≤ n :
e−γj‖Rj‖ < 1 (1.26)
and (
1 + ‖Rj‖
[
1−max
i≤n
{
e−γi‖Ri‖
}]−1) βj
γj
(
1− e−γj
)
< 1. (1.27)
Then, for any g ∈ BC(Π;Rn) and h ∈ BC(R;Rn), the problem (1.5), (1.8), (1.10) has a
unique bounded continuous solution v, satisfying the bound (1.25) for a constant K1 > 0
independent of g and h.
Remark 1.1 If inf
x,t
bjj > 0, then the solvability assumptions (1.24) and (1.26)–(1.27) im-
posed in Theorems 1.1 and 1.2, respectively, differ at least in the restrictions imposed on
the boundary operator R. More precisely, since the constants γj are positive for all j ≤ n,
Theorem 1.2 allows for ‖Rj‖ ≥ 1, what is not allowed in Theorem 1.1.
Next, let us consider the particular periodic case of the boundary conditions (1.8), namely
the case (Rz)j = zj or, the same,
uj(0, t) = uj(1, t) for all j ≤ n. (1.28)
Note that Theorems 1.1 and 1.2 cover this case only partially and can be extended as follows.
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Theorem 1.3 Suppose that the conditions (1.6)–(1.7) are fulfilled. Moreover, suppose that
inf {|bjj(x, t)| : (x, t) ∈ Π, j ≤ n} 6= 0 (1.29)
and
βj
γ˜j
(
2− e−γ˜j
)
< 1 for all j ≤ n. (1.30)
Then, for any g ∈ BC(Π;Rn), the problem (1.5), (1.28), (1.10) has a unique bounded con-
tinuous solution v, satisfying the bound (1.25) for h = 0 and a constant K1 > 0 independent
of g.
Theorem 1.4 Assume that the assumptions of one of Theorems 1.1 and 1.2 (resp., Theo-
rem 1.3) are fulfilled. Then the following is true:
(ι) If a∗jk ∈ BC
2
t (Π), ∂xa
∗
jk, b
∗
jk, gj ∈ BC
1
t (Π), and hj ∈ BC
1(R) for all j, k ≤ n, the
restriction of R to BC1(R;Rn) is a bounded linear operator on BC1(R;Rn) satisfying (1.4),
and
‖G1‖L(BC(R,Rn)) < 1
(
resp., ‖H1‖L(BC(R,Rn)) < 1
)
, (1.31)
then the bounded continuous solution v to the problem (1.5), (1.28), (1.10) belongs to
BC1(Π,Rn). Moreover, the following apriori estimate is fulfilled:
‖v‖BC1 ≤ K2
(
‖g‖BC1t + ‖h‖BC1
) (
resp., ‖v‖BC1 ≤ K2‖g‖BC1t
)
, (1.32)
where the constant K2 > 0 does not depend on g and h.
(ιι) If, additionally, b∗jk, gj ∈ BC
2
t (Π) and hj ∈ BC
2(R) for all j, k ≤ n, the restriction
of R to BC2(R;Rn) is a bounded linear operator on BC2(R;Rn), and
‖G2‖L(BC(R,Rn)) < 1 (resp., ‖H2‖L(BC(R,Rn)) < 1), (1.33)
then v ∈ BC2t (Π,R
n) and ∂xv ∈ BC
1
t (Π,R
n). Moreover, the following apriori estimate is
fulfilled:
‖v‖BC2t + ‖∂xv‖BC1t ≤ K3
(
‖g‖BC2t + ‖h‖BC2
) (
resp., ‖v‖BC2t + ‖∂xv‖BC1t ≤ K3‖g‖BC2t
)
(1.34)
where the constant K3 > 0 does not depend on g and h.
Along with the system (1.5) we consider its perturbed version
∂tv + a˜
∗(x, t)∂xv + b˜
∗(x, t)v = g(x, t), (1.35)
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where a˜∗ =
(
a˜∗jk
)
and b˜∗ =
(
b˜∗jk
)
are n × n-matrices of real-valued functions with a˜∗jk ∈
BC1(Π) and b˜∗jk ∈ BC(Π). Fix ε0 > 0 such that, whenever ‖a˜
∗ − a∗‖BC ≤ ε0, the condition
(1.7) is fulfilled with a˜∗j in place of a
∗
j . Hence, there exists a non-degenerate n × n-matrix
q˜(x, t) = (q˜jk(x, t)) with q˜jk ∈ BC
1(Π) such that
a˜(x, t) = q˜−1(x, t)a˜∗(x, t)q˜(x, t) = diag(a˜1(x, t), ..., a˜n(x, t)).
Theorem 1.5 (ι) If the assumptions of Theorem 1.4 (ι) are fulfilled, then there exists ε1 ≤ ε0
such that, for all a˜∗jk and b˜
∗
jk satisfying the conditions
a˜∗jk ∈ BC
2
t (Π), ∂xa˜
∗
jk ∈ BC
1
t (Π), b˜
∗
jk ∈ BC
1
t (Π),
‖a˜∗ − a∗‖BC2t ≤ ε1, ‖∂xa˜
∗ − ∂xa
∗‖BC1t ≤ ε1, ‖b˜
∗ − b∗‖BC1t ≤ ε1,
the system (1.35), (1.8), (1.10) with q˜ in place of q has a unique bounded classical solution
v˜ ∈ BC1(Π;Rn). Moreover, v˜ satisfies the apriori estimate (1.32) with v˜ in place of v for a
constant K2 not depending on a˜
∗, b˜∗, g, and h.
(ιι) If the assumptions of Theorem 1.4 (ιι) are fulfilled, then there exists ε1 ≤ ε0 such
that, for all a˜∗jk and b˜
∗
jk satisfying the conditions
a˜∗jk, b˜
∗
jk ∈ BC
2
t (Π), ∂xa˜
∗
jk ∈ BC
1
t (Π),
‖a˜∗ − a∗‖BC2t ≤ ε1, ‖b˜
∗ − b∗‖BC2t ≤ ε1, ‖∂xa˜
∗ − ∂xa
∗‖BC1t ≤ ε1,
the system (1.35), (1.8), (1.10) with q˜ in place of q has a unique bounded classical solution
v˜ ∈ BC2t (Π;R
n) with ∂xv˜ ∈ BC
1
t (Π;R
n). Moreover, v˜ satisfies the apriori estimate (1.34)
with v˜ in place of v for a constant K3 not depending on a˜
∗, b˜∗, g, and h.
A continuous function w(x, t, v) defined on [0, 1]×R× [−δ0, δ0]
n is a Bohr almost periodic
in t uniformly in x and v (see [6]) if for every µ > 0 there exists a relatively dense set of
µ-almost periods of w, i.e., for every µ > 0 there exists a positive number l such that every
interval of length l on R contains a number h such that
|w(x, t+ h, v)− w(x, t, v)| < µ for all (x, t) ∈ Π and ‖v‖ ≤ δ0.
Let AP (R,Rn) be the space of Bohr almost periodic functions. Analogously, AP (Π,Rn)
is the space of functions from BC(Π,Rn) that are Bohr almost periodic in t uniformly in
x ∈ [0, 1]. Let BCT (Π,R
n) (and similarly, BCT (R,R
n)) be the space of continuous and
T -periodic in t functions.
The main result of the paper is given by the next theorem.
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Theorem 1.6 Suppose that the quasilinear problem (1.1)–(1.3) fulfills the assumptions (H1)–
(H3). Moreover, suppose that its linearized version (1.5), (1.8), (1.10), where a∗(x, t) =
A(x, t, 0) and b∗(x, t) = B(x, t, 0), fulfills the assumptions of Theorem 1.4. Then the follow-
ing is true:
(ι) There exist ε > 0 and δ > 0 such that, if ‖f‖BC2t +‖h‖BC2 ≤ ε, then the problem (1.1)–
(1.3) has a unique classical solution V ∗ ∈ BC2(Π,Rn) such that ‖V ∗‖BC2t +‖∂xV
∗‖BC1t ≤ δ.
Furthermore, there exist ε > 0 and δ > 0 such that, if ‖f‖BC2t + ‖∂xf‖BC1t + ‖h‖BC2 ≤ ε,
then ‖V ∗‖BC2 ≤ δ.
(ιι) Suppose that the coefficients A(x, t, V ), B(x, t, V ), f(x, t), and h(t) are Bohr almost
periodic in t uniformly in x ∈ [0, 1] and V with ‖V ‖ ≤ δ0 (resp., T -periodic in t). Moreover,
suppose that the restriction of the boundary operator R to AP (R;Rn) (resp., to BCT (R,R
n))
is a bounded linear operator on AP (R;Rn) (resp., on BCT (R,R
n)). Then the bounded clas-
sical solution V ∗ to the problem (1.1)–(1.3) is Bohr almost periodic in t (resp., T -periodic
in t).
The paper is organized as follows. In Section 1.2 we discuss our approach, with empha-
sis on robustness of our main assumptions. Moreover, we give an example showing that
the conditions (1.31) and (1.33) are essential for C2-regularity of the bounded continuous
solutions. In Section 2 we investigate questions of independent interest for general linear
first-order nonhomogeneous nonautonomous boundary value problems related to solving the
original quasilinear problem. Section 2.1 is devoted to bounded continuous solvability of the
linear boundary value problems (including the linearized version of the original problem).
In Section 2.2 we prove C2-regularity of the bounded continuous solutions. A crucial point
in our approach is a perturbation theorem for the general linear problem (1.5), (1.8), (1.10)
on the coefficients in (1.5). This result, Theorem 1.5, is proved in Section 2.3. Our main
result, Theorem 1.6, is proved in Section 3.
1.2 Comments on the problem and the assumptions
1.2.1 About the quasilinear system (1.1)
It is well known that quasilinear hyperbolic PDEs are accompanied by various singularities
as shocks and blow-ups. Since the characteristic curves are controlled by unknown functions,
the characteristics of the same family intersect each other in general and, therefore, bring
different values of the corresponding unknown functions into the intersection points (appear-
ance of shocks). The nonlinearities in B(x, t, u) often lead to infinite increase of solutions in
a finite time (appearance of blow-ups). When speaking about global classical solutions, one
needs to provide conditions preventing the singular behavior.
Certain classes of nonlinearities ensuring a non-singular behavior for autonomous quasi-
linear systems are described in [14, 26]. Some monotonicity and sign preserving conditions on
the coefficients of the nonautonomous quasilinear hyperbolic systems are imposed in [1, 29].
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In the present paper, we study nonautonomous quasilinear hyperbolic systems with lower or-
der terms and use a different approach focusing on small solutions only. We do not need any
of the above constraints. Instead, we assume a regular behavior of the linearized system and
smallness of the right hand sides. Small periodic classical solutions for autonomous quasi-
linear hyperbolic systems without lower order terms and with small nondiagonal elements
of the matrix A = A(V ) for V ≈ 0 were investigated in [31], using the iteration procedure
suggested in [25]. In our setting, the nondiagonal entries of the matrix A = A(x, t, V ) are
not necessarily small. A dissipativity condition imposed in [31] is expressed in terms of the
boundary operator. Due to the presence of lower order terms, our dissipativity conditions
depend both on the boundary operator and the coefficients of the hyperbolic system.
In Section 1.2.6 we show that the additional dissipativity conditions (1.31) and (1.33)
are in general necessary for C2-regularity of continuous solutions, which is a new interesting
phenomenon for nonautonomous problems.
1.2.2 About the boundary conditions (1.8)
The boundary operator R covers different kinds of reflections and delays, in particular,
(Rz)j(t) =
n∑
k=1
[
rjk(t)zk(t− θjk(t)) +
∫ ϑjk(t)
0
pjk(t, τ)zk(t− τ) dτ
]
, j ≤ n,
where rjk, pjk, θjk, and ϑjk are known BC
1-functions. Boundary conditions of the reflec-
tion type appear, among others, in semiconductor laser modeling [24, 33] and in boundary
feedback control problems [2, 7, 11, 30], while integral boundary conditions (with delays
[27]) appear, for instance, in hyperbolic age-structured models [4, 15]. We remark that the
boundary operators R′ and R˜ introduced in (1.4) are here computed by the formulas
(R′z)j(t) =
n∑
k=1
[
r′jk(t)zk(t− θjk(t)) + pjk(t, ϑjk(t))zk(t− ϑjk(t))ϑ
′
jk(t)
+
∫ ϑjk(t)
0
∂tpjk(t, τ)zk(t− τ) dτ
]
,
(R˜z)j(t) =
n∑
k=1
[
rjk(t)zk(t− θjk(t))(1− θ
′
jk(t)) +
∫ ϑjk(t)
0
pjk(t, τ)zk(t− τ) dτ
]
.
1.2.3 Weaker assumptions on the operator C
The results of Theorems 1.1 and 1.2 can be extended in the following two cases: first, if
there is l ≥ 2 such that ‖C‖L(BC(Π,Rn)) ≥ 1 but ‖C
l‖L(BC(Π,Rn)) < 1 and, second, if there is
l ∈ N such that ‖C l‖L(BC(Π,Rn)) = 0. In both cases the inverse (I − C)
−1 exists and is given
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by the formula
(I − C)−1 =
(
I − C l
)−1 l−1∑
i=0
C i
and, therefore, the sufficient solvability condition (1.21) reads
(
I − ‖C l‖L(BC(Π,Rn))
)−1
‖D‖L(BC(Π,Rn))
l−1∑
i=0
‖C i‖L(BC(Π,Rn)) < 1.
This inequality is satisfied whenever ‖D‖L(BC(Π,Rn)) is sufficiently small.
Let us look in more detail at the second case, when the operator C is nilpotent. This
is the case of the so-called smoothing boundary conditions, see e.g. [17]. The smoothing
property allowed us in [22] to solve the problem (1.1)–(1.3) where the boundary conditions
(1.2) are specified to be of the reflection type, without the requirement of the smallness of
‖D‖L(BC(Π,Rn)). In [22] we used the assumption that the evolution family generated by a
linearized problem has exponential dichotomy on R and proved that the dichotomy survives
under small perturbations in the coefficients of the hyperbolic system, see also [23]. For
more general boundary conditions (in particular, for (1.2)) when the operator C is not
nilpotent, the issue of the robustness of exponential dichotomy for hyperbolic PDEs remains
a challenging open problem.
1.2.4 Space-periodic problems and exponential dichotomy
In the case of periodic boundary conditions (1.28), our main assumptions (1.29) and (1.30)
mean that the evolution family generated by the linearized problem has the exponential
dichotomy on R, which readily follows from [16]. For more general boundary conditions
(1.8) one can expect the same dichotomy behavior of the evolution family whenever one of
the following two assumptions (1.24) and (1.26)–(1.27) is fulfilled, but this still remains a
subject of future work.
1.2.5 Time-periodic problems and small divisors
Analysis of time-periodic solutions to hyperbolic PDEs usually meets a complication known
as the problem of small divisors. However this obstacle does not appear in our setting due to
our non-resonance assumptions (1.24) or (1.26)–(1.27), or (1.29)–(1.30). Similar conditions
were discussed in [18, 19].
The completely resonant case (closely related to small divisors) is qualitatively different.
This case is discussed in series of papers by Temple and Young (see, e.g., [34, 35]) about
time-periodic solutions to a one-dimensional linear Euler equations with periodic boundary
conditions. In this case one cannot expect any stable non-resonant conditions of our type.
More precisely, in the setting of [34, 35] our condition (1.29) is not satisfied and, hence, the
12
operator I − C is not an isomorphism, while the isomorphism property is a crucial point in
our Theorems 1.1–1.3.
1.2.6 Conditions (1.31) and (1.33) are essential for higher regularity of bounded
continuous solutions, in general
In the autonomous case, when the operator R and the coefficients in the hyperbolic system
(1.11) do not depend on t, we have R′ = 0, R˜ = R, and clj ≡ cj for all j ≤ n and l = 1, 2.
Then the bounds (1.31) and (1.33) straightforwardly follow from the assumptions of any of
Theorems 1.1, 1.2, and 1.3. The higher regularity of the solutions follows automatically.
This means that we have to explicitly impose the conditions (1.31) and (1.33) only in the
nonautonomous case.
We now show that in the nonautonomous case, if the estimate (1.31) is not fulfilled, then
the assertion (ι) of Theorem 1.4 is not true in general (and similarly for the estimate (1.33)).
Consider the following example, satisfying all assumptions of Theorem 1.4 except (1.31):
∂tu1 +
2
4π − 1
∂xu1 = 1, ∂tu2 − (2 + sin t)∂xu2 = 0,
uj(x, t+ 2π) = uj(x, t), j = 1, 2,
u1(0, t) = r1(t)u2(0, t), u2(1, t) = r2u1(1, t),
where a continuously differentiable and positive function r1(t) and a constant r2 are such
that
0 < sup
t∈R
r1(t) < 1, 0 < r2 < 1. (1.36)
In this case, all assumptions of both Theorems 1.1 and 1.2 are true, since ‖R1‖ = supt∈R r1(t) <
1, ‖R2‖ = r2 < 1, and ‖Dj‖L(BC(Π;R2),BC(Π)) = 0 for j = 1, 2. We have
ω1(ξ, x, t) =
4π − 1
2
(ξ − x) + t,
ω2(ξ, x, t) = p
−1(p(t) + ξ − x) with p(t) = −2t+ cos t,
and
∂tω2(ξ, x, t) = exp
∫ x
ξ
(
a′
a2
)
(ω2(η, x, t)) dη
= exp
∫ x
ξ
d
dη
ln a(ω2(η, x, t)) dη =
a(t)
a(ω2(ξ, x, t))
,
(1.37)
where a(t) = −2 − sin t. Then the system (1.16) reads
u1(x, t) = r1
(
t−
4π − 1
2
x
)
u2
(
0, t−
4π − 1
2
x
)
+
4π − 1
2
x, (1.38)
u2(x, t) = r2u1(1, p
−1(p(t) + 1− x)). (1.39)
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Inserting (1.39) into (1.38), we get
u2(0, t) = r2r1
(
p−1(p(t) + 1)−
4π − 1
2
)
u2
(
0, p−1(p(t) + 1)−
4π − 1
2
)
. (1.40)
Using the 2π-periodicity of u2 in t, let us find values of t at which u2 have the same arguments
in both sides of (1.40) . This is the case if, for instance, t− 2π = p−1(p(t) + 1)− (4π− 1)/2.
This equality is true if and only if p(t) + 1 = p(t− 1
2
) or, the same,
cos t− cos
(
t−
1
2
)
= −2 sin
(
t−
1
4
)
sin
(
1
4
)
= 0.
The last equation has the solutions 1/4 + πk, k ∈ Z. Set t0 = 1/4 − π. Then (1.40) yields
u2(0, t0) = r2r1(t0)u2 (0, t0) and, if the derivative ∂tu2(0, t0) exists, then it is given by the
formula
∂tu2(0, t0) = r2r1(t0)∂tω2(1, 0, t0)∂tu2(0, t0) + r2r
′
1(t0)∂tω2(1, 0, t0)u2(0, t0). (1.41)
By (1.37), we have
∂tω2(1, 0, t0) =
a(t0)
a(ω2(1, 0, t0))
=
−2− sin(1/4− π)
−2 − sin(−1/4− π)
> 1.
We can choose a constant r2 and a smooth 2π-periodic function r1(t) such that, additionally
to the condition (1.36), it holds
r2r1(t0)∂tω2(1, 0, t0) = 1 and r
′
1(t0) 6= 0, (1.42)
contradicting (1.41). This means that the continuous solution to (1.40) and, hence, also to
(1.38)–(1.39) is not differentiable at t = t0. Moreover, by (1.42), for ψ ∈ BC(R,R
2) such
that ‖ψ‖BC = 1 and ψ1(ω2(1, 0, t0)) = 1, we have
‖G1‖L(BC(R,R2)) ≥ |(G1ψ)2(t0)| = c
1
2(1, 0, t0)|(R˜ψ)2(ω2(1, 0, t0))|
= c12(1, 0, t0)r2|ψ1(ω2(1, 0, t0))| = r2 exp
∫ 1
0
(
−
a′(ω2(η, 0, t0))
a(ω2(η, 0, t0))2
)
dη
= r2 exp
∫ 0
1
d
dη
ln a(ω2(η, 0, t0)) dη = r2
a(t0)
a(ω2(1, 0, t0))
= r2∂tω2(1, 0, t0) > 1,
which means that the condition (1.31) is not satisfied.
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1.2.7 Quasilinear hyperbolic systems in applications
The quasilinear systems of the type (1.1) cover, in particular, the one-dimensional version
of the classical Saint Venant system for shallow water [32] and its generalizations (see, e.g.
[3]), the water flow in open-channels [13], and one-dimensional Euler equations [12, 34, 35,
36]. They are also used to describe rate-type materials in viscoelasticity [8, 9, 28] and the
interactions between heterogeneous cancer cell [5].
The nonautonomous first order quasilinear system
∂tu− ∂xv = 0
∂tv − φ(t, v)∂xu = ψ(t, v),
is used to model the stress-strain law for metals [8, 9, 28]. Here v and u denote the stress
and the Lagrangian velocity, while the functions φ and ψ measure, respectively, the non-
instantaneous and the instantaneous response of the metal to an increment of the stress.
2 Linear system
2.1 Existence of bounded continuous solutions
2.1.1 Proof of Theorem 1.1
We have to prove that I −C −D is a bijective operator from BC(Π;Rn) to itself. It suffices
to prove the estimate (1.19). Using (1.14), we have
cj(xj , x, t) = exp
{∫ 0
x
[
bjj
aj
]
(η, ωj(η)) dη
}
≤ e−γjx, j ≤ m,
cj(xj , x, t) = exp
{∫ 1
x
[
bjj
aj
]
(η, ωj(η)) dη
}
≤ e−γj(1−x), j > m.
(2.1)
If inf
x,t
bjj ≥ 0, then γj ≥ 0 and, if inf
x,t
bjj < 0, then γj < 0. Combining this with (2.1), we
derive that
sup
x,t
cj(xj , x, t) = 1 if inf
x,t
bjj ≥ 0,
sup
x,t
cj(xj , x, t) ≤ e
−γj if inf
x,t
bjj < 0.
By the definition (1.17) of the operator D, for all u ∈ BC(Π;Rn) with ‖u‖BC = 1 and
for all (x, t) ∈ Π we have
|(Du)j(x, t)| ≤ βj
∫ x
0
exp
{∫ ξ
x
[
bjj
aj
]
(η, ωj(η)) dη
}
dξ ≤ βj
∫ x
0
e−γj(x−ξ) dξ
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=
βj
γj
(
1− e−γjx
)
≤
βj
γj
(
1− e−γj
)
if j ≤ m, γj 6= 0,
|(Du)j(x, t)| ≤ βj
∫ 1
x
exp
{∫ ξ
x
[
bjj
aj
]
(η, ωj(η)) dη
}
dξ
≤
βj
γj
(
1− e−γj
)
if j > m, γj 6= 0,
|(Du)j(x, t)| ≤ βj if j ≤ n, γj = 0.
Note that γj = 0 iff inf
x,t
bjj = 0. Using the assumption (1.24), we come to the desired
inequality (1.19). This implies that (1.20) gives a solution of (1.18). Hence, v = qu∗
is continuous solution of (1.5), (1.8), (1.10), satisfying the estimate (1.25). The proof of
Theorem 1.1 is complete.
2.1.2 Proof of Theorem 1.2
Let us show that I − C ∈ L (BC(Π;Rn)) is a bijective operator from BC(Π;Rn) to itself.
With this aim consider the equation
uj(x, t) = cj(xj , x, t)(Rz)j(ωj(xj , x, t)) + rj(x, t), j ≤ n, (2.2)
with respect to u ∈ BC(Π;Rn), where r ∈ BC(Π;Rn) and z is given by (1.9). Obviously,
I − C ∈ L (BC(Π;Rn)) is bijective iff the equation (2.2) is uniquely solvable for any r ∈
BC(Π;Rn). Putting x = 0 for m < j ≤ n and x = 1 for 1 ≤ j ≤ m in (2.2), in the notation
(1.9) we get the following system of n equations with respect to z(t):
zj(t) = cj(xj , 1− xj , t)(Rz)j(ωj(xj , 1− xj , t)) + rj(1− xj , t), j ≤ n, (2.3)
Introduce an operator G0 = (G01, ..., G0n) ∈ L(BC(R,R
n)) by
(G0jψ) (t) = cj(xj , 1− xj , t)(Rψ)j(ωj(xj, 1− xj , t)), j ≤ n. (2.4)
Note that (G0jz) (t) = (Cu)j(1− xj , t), j ≤ n. This implies that
‖G0j‖L(BC(R;Rn),BC(R)) ≤ ‖Rj‖ exp
∫ 1
0
[
−
bjj
aj
]
(η, ωj(η, 1, t)) dη ≤ ‖Rj‖e
−γj , j ≤ m,
‖G0j‖L(BC(R;Rn),BC(R)) ≤ ‖Rj‖ exp
∫ 1
0
[
bjj
aj
]
(η, ωj(η, 0, t)) dη ≤ ‖Rj‖e
−γj , j > m.
(2.5)
The operator I −G0 is bijective due to the assumption (1.26). We therefore can rewrite the
system (2.3) in the form
z = (I −G0)
−1r˜, (2.6)
16
where r˜(t) = (r1(1, t), . . . , rm(1, t), rm+1(0, t), . . . , rn(0, t)). Substituting (2.6) into (2.2), we
obtain
uj(x, t) =
[
(I − C)−1r
]
j
(x, t) = cj(xj, x, t)
[
R(I −G0)
−1r˜
]
j
(ωj(xj , x, t)) + rj(x, t), j ≤ n.
(2.7)
The assumption that inf
x,t
bjj > 0 entails that cj(xj , x, t) ≤ 1 for all (x, t) ∈ Π and all j ≤ n.
Therefore,
‖(I − C)−1‖L(BC(Π;Rn)) ≤ ‖R‖‖(I −G0)
−1‖L(BC(R;Rn)) + 1.
Combining this with the assumption (1.27), we arrive at (1.21) and conclude that the formula
(1.22) gives the solution u∗ to (1.18). Hence, v = qu∗ is the continuous solution to (1.5),
(1.8), (1.10), and this solution satisfies the estimate (1.25). The proof of Theorem 1.2 is
complete.
2.1.3 Proof of Theorem 1.3
We follow the proof of Theorem 1.2 with the following changes. Since in the periodic case one
can integrate in both forward and backward time directions, we use an appropriate integral
analog of the problem (1.11), (1.28), namely
uj(x, t) = cj(xj, x, t)uj(xj , ωj(xj)) + cj(xj , x, t)hj(ωj(xj))
−
∫ x
xj
dj(ξ, x, t)
(∑
k 6=j
bjk(ξ, ωj(ξ))uk(ξ, ωj(ξ))− gj(ξ, ωj(ξ))
)
dξ if bjj > 0,
uj(x, t) = cj(1− xj , x, t)uj(1− xj , ωj(1− xj)) + cj(1− xj , x, t)hj(ωj(1− xj))
−
∫ x
1−xj
dj(ξ, x, t)
(∑
k 6=j
bjk(ξ, ωj(ξ))uk(ξ, ωj(ξ))− gj(ξ, ωj(ξ))
)
dξ if bjj < 0.
Note that in the case of general boundary conditions (1.8) we could integrate only in the
backward time direction where the boundary conditions are given. Now, instead of the
system (2.3), we have the following decoupled system:
uj(1− xj , t) = cj(xj , 1− xj , t)uj(xj , ωj(xj , 1− xj , t)) + rj(1− xj , t) if bjj > 0,
uj(xj , t) = cj(1− xj , xj, t)uj(1− xj , ωj(1− xj , xj , t)) + rj(xj , t) if bjj < 0.
The analog of the operator G0 introduced in (2.4), which we denote by H0, reads
(H0jψ)(t) = cj(xj , 1− xj , t)ψj(ωj(xj , 1− xj , t)) if bjj > 0,
(H0jψ)(t) = cj(1− xj , xj , t)ψj(ωj(1− xj , xj , t)) if bjj < 0.
(2.8)
We immediately see that ‖Cj‖L(BC(Π)) = 1, while ‖H0j‖L(BC(R)) < 1. It follows that the
operators I −H0j for all j ≤ n and, therefore, the operator I − C are bijective, as desired.
The rest of the proof goes similarly to Theorem 1.2.
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2.2 Higher regularity of the bounded continuous solutions: Proof
of Theorem 1.4
Here we assume higher regularity of the coefficients and prove that, under the additional
assumption (1.31), any bounded continuous solution to (1.18) has BC1-regularity (Theorem
1.4 (ι)) and, under the assumptions (1.31) and (1.33), it has BC2t -regularity (Theorem 1.4
(ιι)). We will use the ideas of [21].
We divide the proof into a number of claims. Theorem 1.4 (ι) follows from Claims 1–4
and (1.10), while Theorem 1.4 (ιι) follows from Claims 5–6.
Suppose that the assumptions of Theorem 1.4 (ι) are fulfilled. Let u ∈ BC(Π,Rn) be
the bounded continuous solution to the problem (1.11), (1.8).
By ∂t and ∂x we denote the generalized derivatives.
Claim 1. The generalized directional derivatives (∂t + aj∂x)uj are continuous functions.
Proof of Claim. Take an arbitrary sequence of smooth functions ul : Π→ Rn approaching
u in BC(Π,Rn) and an arbitrary smooth function ϕ : (0, 1)×R→ R with compact support.
Let 〈·, ·〉 denote the scalar product in L2((0, 1)× R). Using (1.16), for each j ≤ n we have
〈(∂t + aj∂x)uj, ϕ〉 = 〈uj,−∂tϕ− ∂x(ajϕ)〉 = lim
l→∞
〈
ulj,−∂tϕ− ∂x(ajϕ)
〉
= lim
l→∞
〈
cj(xj , x, t)
[
(Rzl)j(ωj(xj , x, t)) + hj(ωj(xj , x, t))
]
−
∫ x
xj
dj(ξ, x, t)
[∑
k 6=j
bjk(ξ, ωj(ξ))u
l
k(ξ, ωj(ξ))− gj(ξ, ωj(ξ))
]
dξ,−∂tϕ− ∂x(ajϕ)
〉
= lim
l→∞
〈
−
n∑
k=1
bjk(x, t)u
l
k + gj(x, t), ϕ
〉
=
〈
−
n∑
k=1
bjk(x, t)uk + gj(x, t), ϕ
〉
,
as desired. Here we used the equality
(∂t + aj∂x)ψ(ωj(ξ, x, t)) = 0, (2.9)
being true for any ψ ∈ C1(R). 
We substitute (1.18) into itself and get
u = Cu+ (DC +D2)u+ (I +D)F (g, h). (2.10)
Claim 2. The operators DC and D2 map continuously BC(Π,Rn) into BC1t (Π,R
n).
Proof of Claim. It suffices to show that there exists a positive constant K21 such that for
all u ∈ BC1t (Π,R
n) we have∥∥∂t [(DC +D2)u]∥∥BC ≤ K21‖u‖BC . (2.11)
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To this end, note that
∂t [(DCu)j(x, t)] = −∂t
(∫ x
xj
dj(ξ, x, t)
∑
k 6=j
bjk(ξ, ωj(ξ, x, t))
×ck(xk, ξ, ωj(ξ))(Rz)k(ωk(xk, ξ, ωj(ξ))) dξ
)
= −
∑
k 6=j
∫ x
xj
∂tdjk(ξ, x, t)(Rz)k(ωk(xk, ξ, ωj(ξ))) dξ
−
∑
k 6=j
∫ x
xj
djk(ξ, x, t)
d
dt
(Rz)k(ωk(xk, ξ, ωj(ξ))) dξ,
(2.12)
where the functions
djk(ξ, x, t) = dj(ξ, x, t)bjk(ξ, ωj(ξ))ck(xk, ξ, ωj(ξ))
are uniformly bounded and have uniformly bounded and continuous first order derivatives
in t. To obtain an upper bound as in (2.11), we estimate the right hand side of (2.12)
from above. A desired bound for the first sum follows directly from the regularity and the
boundedness assumptions on the coefficients of the original problem.
On the account of the strict hyperbolicity assumption (1.7), we have
d
dt
(Rz)k(ωk(xk, ξ, ωj(ξ, x, t)))
=
d
dξ
(Rz)k(ωk(xk, ξ, ωj(ξ)))
∂3ωk(xk, ξ, ωj(ξ))∂tωj(ξ)
∂2ωk(xk, ξ, ωj(ξ)) + ∂3ωk(xk, ξ, ωj(ξ))∂ξωj(ξ)
=
d
dξ
(Rz)k(ωk(xk, ξ, ωj(ξ)))
∂tωj(ξ)aj(ξ, ωj(ξ))ak(ξ, ωj(ξ))
ak(ξ, ωj(ξ))− aj(ξ, ωj(ξ))
.
Here and in what follows ∂j denotes the partial derivative with respect to the j-th argument.
Hence, ∫ x
xj
d1jk(ξ, x, t)
d
dξ
(Rz)k(ωk(xk, ξ, ωj(ξ))) dξ
= d1jk(ξ, x, t)(Rz)k(ωk(xk, ξ, ωj(ξ)))
∣∣∣x
ξ=xj
−
∫ x
xj
(Rz)k(ωk(xk, ξ, ωj(ξ)))∂ξd
1
jk(ξ, x, t) dξ,
(2.13)
where
d1jk(ξ, x, t) = djk(ξ, x, t)
∂tωj(ξ)aj(ξ, ωj(ξ))ak(ξ, ωj(ξ))
ak(ξ, ωj(ξ))− aj(ξ, ωj(ξ))
.
Combining (2.12) with (2.13), we conclude that ∂t(DC) is bounded as stated in (2.11).
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Similarly,
∂t
[
(D2u)j(x, t)
]
=
∑
k 6=j
∑
l 6=k
∫ x
xj
∫ ξ
xk
∂tdjkl(ξ, ξ1, x, t)ul(ξ1, ωk(ξ1, ξ, ωj(ξ, x, t))) dξ1dξ
+
∑
k 6=j
∑
l 6=k
∫ x
xj
∫ ξ
xk
djkl(ξ, ξ1, x, t)∂tul(ξ1, ωk(ξ1, ξ, ωj(ξ, x, t))) dξ1dξ,
where
djkl(ξ, ξ1, x, t) = dj(ξ, x, t)bjk(ξ, ωj(ξ))dk(ξ1, ξ, ωj(ξ))bkl(ξ1, ωk(ξ1, ξ, ωj(ξ))).
A desired estimate for the first sum is obvious and for the second sum follows from the
following transformations. For definiteness, assume that j, k ≤ m (the cases j > m or k > m
are similar). Taking into account the identity
∂tul(ξ1, ωk(ξ1, ξ, ωj(ξ))) =
d
dξ
ul(ξ1, ωk(ξ1, ξ, ωj(ξ)))
∂tωj(ξ)aj(ξ, ωj(ξ))ak(ξ, ωj(ξ))
ak(ξ, ωj(ξ))− aj(ξ, ωj(ξ))
,
we get ∫ x
xj
∫ ξ
xk
djkl(ξ, ξ1, x, t)∂tul(ξ1, ωk(ξ1, ξ, ωj(ξ))) dξ1dξ
=
∫ x
xj
∫ ξ
xk
d1jkl(ξ, ξ1, x, t)
d
dξ
ul(ξ1, ωk(ξ1, ξ, ωj(ξ))) dξ1dξ,
(2.14)
where
d1jkl(ξ, ξ1, x, t) = djkl(ξ, ξ1, x, t)
∂tωj(ξ)aj(ξ, ωj(ξ))ak(ξ, ωj(ξ))
ak(ξ, ωj(ξ))− aj(ξ, ωj(ξ))
.
The right hand side of (2.14) can be written as∫ x
0
∫ x
ξ1
d1jkl(ξ, ξ1, x, t)
d
dξ
ul(ξ1, ωk(ξ1, ξ, ωj(ξ))) dξdξ1
=
∫ x
0
d1jkl(ξ, ξ1, x, t)ul(ξ1, ωk(ξ1, ξ, ωj(ξ)))
∣∣∣x
ξ=ξ1
dξ1
+
∫ x
0
∫ x
ξ1
ul(ξ1, ωk(ξ1, ξ, ωj(ξ)))
d
dξ
d1jkl(ξ, ξ1, x, t) dξdξ1,
(2.15)
which readily implies the estimate (2.11). 
Claim 3. I − C is a bijective operator from BC1t (Π,R
n) to itself.
Proof of Claim. We first give a proof under the assumptions of one of Theorems 1.1
and 1.2.
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We are done if we show that the system (2.2) is uniquely solvable in BC1t (Π,R
n) for any
r ∈ BC1t (Π,R
n). Obviously, this is true if and only if
I −G0 is bijective from BC
1(R,Rn) to BC1(R,Rn), (2.16)
where the operator G0 ∈ L(BC(R,R
n)) is given by (2.4). To prove (2.16), let us norm the
space BC1(R,Rn) with
‖y‖σ = ‖y‖BC + σ‖∂ty‖BC, (2.17)
where a positive constant σ will be defined later. Note that the norms (2.17) are equivalent
for all σ > 0. We therefore have to prove that there exist constants σ < 1 and γ < 1 such
that
‖G0y‖BC + σ
∥∥∥∥ ddtG0y
∥∥∥∥
BC
≤ γ (‖y‖BC + σ‖y
′‖BC) for all y ∈ BC
1(R,Rn).
Note that
d
dt
(G0y)j(t) = ∂tcj(xj , 1− xj , t)(Ry)j(ωj(xj , 1− xj , t))
+c1j(xj , 1− xj , t)
[
(R′y)j + (R˜y
′)j
]
(ωj(xj , 1− xj , t)), j ≤ n.
for y ∈ BC1(R,Rn). Here we used (1.15) and the equality
∂tωj(ξ, x, t) = exp
∫ x
ξ
[
∂taj
a2j
]
(η, ωj(η, x, t)) dη.
Define an operator W ∈ L(BC(R,Rn)) by
(Wy)j(t) = ∂tcj(xj , 1−xj, t)(Ry)j(ωj(xj , 1−xj, t))+ c
1
j(xj , 1−xj, t) (R
′y)j (ωj(xj , 1−xj , t)).
(2.18)
Notice that each of the assumptions (1.24) of Theorem 1.1 and (1.26) of Theorem 1.2
entails that ‖G0‖L(BC(R,Rn)) < 1. Moreover, the assumption (1.31) of Theorem 1.4 entails
that ‖G1‖L(BC(R,Rn)) < 1. Fix σ < 1 such that ‖G0‖L(BC(R,Rn)) + σ ‖W‖L(BC(R,Rn)) < 1. Set
γ = max
{
‖G0‖L(BC(R,Rn)) + σ ‖W‖L(BC(R,Rn)) , ‖G1‖L(BC(R,Rn))
}
.
Then,
‖G0y‖σ ≤ ‖G0y‖BC + σ‖Wy‖BC + σ ‖G1y
′‖BC ≤ γ (‖y‖BC + σ ‖y
′‖BC) .
Furthermore,
‖(I −G0)
−1y‖σ ≤
1
1− γ
‖y‖σ
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and, hence
‖(I −G0)
−1y‖BC1t ≤
1
σ
‖(I −G0)
−1y‖σ ≤
1
σ(1− γ)
‖y‖σ ≤
1
σ(1− γ)
‖y‖BC1t . (2.19)
Finally, from (2.7) and (2.19) we have
‖(I − C)−1‖L(BC1t (Π;Rn)) ≤ 1 +
1
σ(1− γ)
‖C‖L(BC1t (Π;Rn)). (2.20)
The proof of the claim under the assumptions of Theorems 1.1 or 1.2 is complete.
The proof under the assumptions of Theorem 1.3 (space-periodic case) follows the same
line with the following changes: We specify (Rz)j ≡ zj for all j ≤ n and replace the operator
G0 by the operator H0 (see the formula (2.8)). Hence, (R
′z)j ≡ 0 and (R˜z)j ≡ zj for all
j ≤ n and all z ∈ BC1(R,Rn). 
From the equation (2.10) and Claims 2, 3 it follows that the function u is a bounded
classical solution to the problem (1.11), (1.8). Hence, the function v is a bounded classical
solution to the problem (1.5), (1.8), (1.10).
Claim 4. The estimate (1.32) is fulfilled.
Proof of Claim. Combining the bounds (1.25), (2.11), and (2.20) with the equations (2.10)
and (1.10), we obtain
‖v‖BC1t ≤ ‖q‖BC1t ‖u‖BC1t ≤ ‖q‖BC1t
(
1 +
1
σ(1− γ)
‖C‖L(BC1t (Π;Rn))
)
× ‖(DC +D2)u+ (I +D)F (g, h)‖BC1t ≤ K22
(
‖g‖BC1t + ‖h‖BC1
)
,
with a positive constant K22 not depending on g and h. Now, from (1.5) we get
‖∂xv‖BC ≤
∥∥(a∗)−1∥∥
BC(Π;Mn)
(‖g‖BC + ‖b
∗v‖BC + ‖∂tv‖BC) ≤ K23
(
‖g‖BC1t + ‖h‖BC1
)
for some K23 > 0 not depending on g and h. The estimate (1.32) follows. 
The proof of Part (ι) of Theorem 1.4 is therefore complete.
Suppose now that the assumptions of Theorem 1.4 (ιι) are fulfilled. Differentiating the
system (1.5) in a distributional sense in t and the boundary conditions (1.8) pointwise, we
get, respectively,
(∂t+a
∗∂x)∂tv+
(
b∗ − ∂ta
∗ (a∗)−1
)
∂tv+
(
∂tb
∗ − ∂ta
∗ (a∗)−1 b∗
)
v = ∂tg−∂ta
∗ (a∗)−1 g (2.21)
and
∂tuj(xj , t) =
d
dt
(Rz)j (t) + h
′
j(t) = (R
′z)j (t) + (R˜z
′)j(t) + h
′
j(t), j ≤ n. (2.22)
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Hence, the function w = q−1∂tv = ∂tu+ q
−1∂tqu satisfies the following system
∂tw + a(x, t)∂xw + b
1(x, t)w = g1(x, t, v) (2.23)
in a distributional sense and the boundary conditions
wj(xj , t) =
d
dt
(Rz)j (t) + h
′
j(t) +
[
q−1∂tqu
]
j
(xj , t) = (R˜y)j(t) + h
1
j(t), j ≤ n. (2.24)
pointwise. Here
b1(x, t) = q−1
(
b∗q − ∂ta
∗ (a∗)−1 q + ∂tq + a
∗∂xq
)
= b− q−1∂ta
∗ (a∗)−1 q,
g1(x, t, v) = −q−1
(
∂tb
∗ − ∂ta
∗ (a∗)−1 b∗
)
v + q−1
(
∂tg − ∂ta
∗ (a∗)−1 g
)
,
h1j (t) = (R
′z)j (t) + (R˜ρ)j(t) + h
′
j(t) +
[
q−1∂tqu
]
j
(xj , t), j ≤ n,
y(t) = (w1(1, t), . . . , wm(1, t), wm+1(0, t), . . . , wn(0, t)) ,
ρ(t) =
([
∂tq
−1v
]
1
(1, t), . . . ,
[
∂tq
−1v
]
m
(1, t),
[
∂tq
−1v
]
m+1
(0, t), . . . ,
[
∂tq
−1v
]
n
(0, t)
)
.
Claim 5. A function v ∈ BC1(Π,Rn) satisfies both (2.21) in distributional sense and (2.22),
(1.10) pointwise if and only if w = q−1∂tv satisfies the following system pointwise:
wj(x, t) = c
1
j(xj , x, t)
(
(R˜y)j(ωj(xj)) + h
1
j (ωj(xj))
)
−
∫ x
xj
d1j(ξ, x, t)
(∑
k 6=j
b1jk(ξ, ωj(ξ))wk(ξ, ωj(ξ))− g
1
j (ξ, ωj(ξ), v(ξ, ωj(ξ)))
)
dξ, j ≤ n.
(2.25)
Proof of Claim. To prove the sufficiency, take an arbitrary sequence wl ∈ BC1(Π;Rn)
approaching w in BC(Π;Rn). For any function ϕ : (0, 1) × R → R with compact support
we have
〈(∂t + aj∂x)wj, ϕ〉 = −〈wj, (∂tϕ+ ∂x(ajϕ)〉 = lim
l→∞
〈
wlj,−∂tϕ− ∂x(ajϕ)
〉
= lim
l→∞
〈
−c1j (xj , x, t)
(
(R˜y)j(ωj(xj)) + h
1
j (ωj(xj))
)
+
∫ x
xj
d1j(ξ, x, t)
(∑
k 6=j
b1jk(ξ, ωj(ξ))w
l
k(ξ, ωj(ξ))
−g1j (ξ, ωj(ξ), v(ξ, ωj(ξ)))
)
dξ, ∂tϕ+ ∂x(ajϕ)
〉
= − lim
l→∞
〈(
bjj(x, t)−
∂taj(x, t)
aj(x, t)
)
wlj +
∑
k 6=j
b1jk(x, t)w
l
k − g
1
j (x, t, v), ϕ
〉
= −
〈(
bjj(x, t)−
∂taj(x, t)
aj(x, t)
)
wj +
∑
k 6=j
b1jk(x, t)wk − g
1
j (x, t, v), ϕ
〉
.
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To finish with (2.21), it remains to note that for all j ≤ n
bjj − a
−1
j ∂taj ≡ b
1
jj, (2.26)
what easily follows from the identity
q−1∂ta
∗ (a∗)−1 q =
(
∂ta + q
−1∂tqa− aq
−1∂tq
)
a−1.
Since the system (2.25) is obtained from (2.21), (2.22), (1.10) by integration along the
characteristics of the system (2.21) (in the smooth setting), the equations (2.22) and (1.10)
are satisfied automatically. The proof of the sufficiency is complete.
To prove the necessity, assume that v ∈ BC1(Π,Rn) satisfies (2.21) in a distributional
sense and (2.22), (1.10) pointwise. Hence, the function w = q−1∂tv satisfies (2.23) in a
distributional sense and (2.24) pointwise. On the account of (2.9), we rewrite the system
(2.23) in the form
(∂t + aj(x, t)∂x)
(
c1j(xj , x, t)
−1wj
)
= c1j (xj, x, t)
−1
(
−
∑
k 6=j
b1jk(x, t)wk + g
1
j (x, t, v)
)
,
(2.27)
without destroying the equalities in the sense of distributions. To prove that w satisfies
(2.25) pointwise, we use the constancy theorem of distribution theory claiming that any
distribution on an open set with zero generalized derivatives is a constant on any connected
component of the set. By (2.27), this theorem implies that for each j ≤ n the expression
c1j(xj , x, t)
−1
[
wj(x, t) +
∫ x
xj
d1j (ξ, x, t)
(∑
k 6=j
[
b1jkwk
]
(ξ, ωj(ξ))− g
1
j (ξ, ωj(ξ), v(ξ, ωj(ξ)))
)
dξ
]
(2.28)
is constant along the characteristic curve ωj(ξ, x, t). In other words, the distributional di-
rectional derivative (∂t + aj(x, t)∂x) of the function (2.28) is equal to zero. Since (2.28) is
a continuous function, c1j (xj , xj, t) = 1, and the trace wj(xj , t) is given by (2.24), it follows
that w satisfies the system (2.25) pointwise, as desired. 
Claim 6. The estimate (1.34) is fulfilled.
Proof of Claim. Similarly to the proof of Claim 3, we suppose that the assumptions of
one of Theorems 1.1 and 1.2 are fulfilled. The proof under the assumptions of Theorem 1.3
will use a similar argument.
The system (2.25) reads
w = C1w +D1w + F1(g
1, h1), (2.29)
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where the operators C1, D1 ∈ L(BC(Π;R
n)) and F1 ∈ L(BC(Π;R
2n), BC(Π;Rn)) are de-
fined, respectively, by
(C1w)j(x, t) = c
1
j(xj , x, t)(R˜y)j(ωj(xj)),
(D1w)j(x, t) = −
∫ x
xj
d1j(ξ, x, t)
∑
k 6=j
b1jk(ξ, ωj(ξ))wk(ξ, ωj(ξ))dξ,
[
F1(g
1, h1)
]
j
(x, t) =
∫ x
xj
d1j(ξ, x, t)g
1
j (ξ, ωj(ξ), v(ξ, ωj(ξ))) dξ + c
1
j(xj , x, t)h
1
j (ωj(xj)).
Iterating (2.29), we obtain
w = C1w + (D1C1 +D
2
1)w + (I +D1)F1(g
1, h1). (2.30)
Using an argument as in Claim 2, we conclude that the operators D1C1 and D
2
1 map con-
tinuously BC(Π,Rn) into BC1t (Π,R
n). Moreover, the following smoothing estimate is true:∥∥(D1C1 +D21)w∥∥BC1t ≤ K31‖w‖BC (2.31)
for some K31 > 0 not depending on w ∈ BC(Π,R
n).
Next, we prove that I − C1 is a bijective operator from BC
1
t (Π,R
n) to itself. In other
words, we have to show that the system
wj(x, t) = c
1
j(xj , x, t)(R˜y)j(ωj(xj , x, t)) + αj(x, t), j ≤ n,
is uniquely solvable in BC1t (Π,R
n) for each α ∈ BC1t (Π,R
n). Obviously, this is true if and
only if
I −G1 is a bijective operator from BC
1(R,Rn) to itself, (2.32)
where the operator G1 ∈ L(BC(R,R
n)) is given by (1.23). To prove (2.32), we again work
in the space BC1(R,Rn) normed by (2.17) with a constant σ1 in place of σ, where σ1 > 0
will be defined below. We are done if we prove that there exist constants σ1 < 1 and γ1 < 1
such that
‖G1ψ‖BC + σ1
∥∥∥∥ ddtG1ψ
∥∥∥∥
BC
≤ γ1 (‖ψ‖BC + σ1‖ψ
′‖BC)
for all ψ ∈ BC1(R,Rn). Taking into account (1.4), we derive the following equalities for
ψ ∈ BC1(R,Rn):
d
dt
[(G1ψ)j(t)] = ∂tc
1
j (xj , 1− xj , t)(R˜ψ)j(ωj(xj , 1− xj , t))
+c2j(xj , 1− xj , t)
[
(R˜′ψ)j + (Rˆψ
′)j
]
(ωj(xj , 1− xj , t)), j ≤ n.
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Note that c2j(ξ, x, t) = c
1
j(ξ, x, t)∂tωj(ξ, x, t).
Define an operator W1 ∈ L(BC(R,R
n)) by
(W1ψ)j(t) = ∂tc
1
j(xj , 1− xj , t)(R˜ψ)j(ωj(xj , 1− xj , t))
+c2j(xj , 1− xj , t)(R˜
′ψ)j(ωj(xj , 1− xj , t)), j ≤ n.
By the assumptions (1.31) and (1.33), we have ‖G1‖L(BC(R,Rn)) < 1 and ‖G2‖L(BC(R,Rn)) < 1.
Fix σ1 < 1 such that ‖G1‖L(BC(R,Rn)) + σ1 ‖W1‖L(BC(R,Rn)) < 1. Set
γ1 = max
{
‖G1‖L(BC(R,Rn)) + σ1 ‖W1‖L(BC(R,Rn)) , ‖G2‖L(BC(R,Rn))
}
.
We now have
‖G1ψ‖σ1 = ‖G1ψ‖BC + σ1
∥∥∥∥ ddtG1ψ
∥∥∥∥
BC
≤ ‖G1ψ‖BC
+σ1‖W1ψ‖BC + σ1 ‖G2ψ
′‖BC ≤ γ1 (‖ψ‖BC + σ1 ‖ψ
′‖BC) ,
what gives us the desired property (2.32).
Similarly to (2.20), the inverse to I − C1 fulfills the bound
‖(I − C1)
−1‖L(BC1t (Π;Rn)) ≤ 1 +
1
σ1(1− γ1)
‖C1‖L(BC1t (Π;Rn)).
Combining it with (1.32), (2.30), and (2.31), we conclude that
‖∂tv‖BC1t ≤ ‖q‖BC1t ‖w‖BC1t
≤ ‖q‖BC1t
(
‖C1‖L(BC1t (Π;Rn))
σ1(1− γ1)
+ 1
)∥∥(D1C1 +D21)w + (I +D1)F1(g1, h1)∥∥BC1t
≤ K32
(
‖g1‖BC1t + ‖h
1‖BC1
)
≤ K33
(
‖g‖BC2t + ‖h‖BC2
)
.
By (2.21), we get
‖∂xv‖BC1t ≤ K34
(
‖g‖BC2t + ‖h‖BC2
)
,
which finally implies the estimate (1.34). 
2.3 A perturbation result: Proof of Theorem 1.5
Changing the variables
u = q˜−1v, (2.33)
we rewrite the problem (1.35), (1.8), (2.33) as
∂tu+ a˜(x, t)∂xu+ b˜(x, t)u = g(x, t), (2.34)
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with the boundary conditions (1.8), where b˜(x, t) = q˜−1
(
b˜∗q˜ + ∂tq˜ + a˜
∗∂xq˜
)
.
We use the following notation. The j-th characteristic of (2.34) passing through the point
(x, t) ∈ Π is defined as the solution ξ ∈ [0, 1] 7→ ω˜j(ξ) = ω˜j(ξ, x, t) ∈ R of the initial value
problem
∂ξω˜j(ξ, x, t) =
1
a˜j(ξ, ω˜j(ξ, x, t))
, ω˜j(x, x, t) = t.
Denote
c˜j(ξ, x, t) = exp
∫ ξ
x
[
b˜jj
a˜j
]
(η, ω˜j(η)) dη, d˜j(ξ, x, t) =
c˜j(ξ, x, t)
a˜j(ξ, ω˜j(ξ))
,
c˜lj(ξ, x, t) = exp
∫ ξ
x
[
b˜jj
a˜j
− l
∂ta˜j
a˜2j
]
(η, ω˜j(η, x, t)) dη, d˜
l
j(ξ, x, t) =
c˜lj(ξ, x, t)
a˜j(ξ, ω˜j(ξ))
and introduce operators C˜, D˜ ∈ L(BC(Π;Rn)) and F˜ ∈ L (BC(Π;R2n);BC(Π;Rn)) by
(C˜u)j(x, t) = c˜j(xj, x, t)(Ru)j(ω˜j(xj)),
(D˜u)j(x, t) = −
∫ x
xj
d˜j(ξ, x, t)
∑
k 6=j
b˜jk(ξ, ω˜j(ξ))uk(ξ, ω˜j(ξ))dξ,
(F˜ (g, h))j(x, t) =
∫ x
xj
d˜j(ξ, x, t)gj(ξ, ω˜j(ξ))dξ + c˜j(xj , x, t)hj(ω˜j(xj)).
Similarly to the nonperturbed problem, the corresponding integral analog of the perturbed
problem (2.34), (1.8), (2.33) obtained by the method of characteristics, can be written in
the operator form as
u = C˜u+ D˜u+ F˜ (g, h). (2.35)
It follows that
u = C˜u+
(
D˜C˜ + D˜2
)
u+
(
I + D˜
)
F˜ (g, h). (2.36)
Let us give a proof under the assumptions of Theorem 1.1 (under the assumptions of Theo-
rems 1.2 or 1.3 works a similar argument).
Proof of Part (ι). Note that the main assumptions (1.24) and (1.31) (and similarly for
(1.33)) of Theorems 1.1 and 1.4 are stable with respect to small perturbations of a and b.
Since small perturbations of a∗ and b∗ entail small perturbations of a and b, there exists
ε11 ≤ ε0 such that, for all a˜
∗ and b˜∗ such that ‖a˜∗ − a∗‖BC2t ≤ ε11, ‖∂xa˜
∗ − ∂xa
∗‖BC1t ≤ ε11,
and ‖b˜∗ − b∗‖BC1t ≤ ε11, the inequalities (1.24) and (1.31) with a˜ and b˜ in place of a and b,
respectively, remain to be true. This implies, by Theorem 1.1 and Theorem 1.4 (ι), that the
system (2.34), (1.8), (2.33) with the perturbed coefficients a˜ and b˜ has a unique bounded
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classical solution u˜ ∈ BC1(Π;Rn). Furthermore, whenever ε11 is sufficiently small, there is
a positive real ν1 < 1 such that the left hand sides of (1.24), which are now calculated for
the perturbed problem (2.34), (1.8), (2.33) are not greater than 1− ν1. It follows that
‖C˜‖L(BC(Π;Rn)) + ‖D˜‖L(BC(Π;Rn)) ≤ 1− ν1,
the estimate being uniform in a˜ and b˜. Combining this estimate with the operator represen-
tation (2.35) of the perturbed problem, we conclude that there exists a constant K1 > 0 not
depending on a˜, b˜, g, and h such that
‖u˜‖BC ≤ K1 (‖g‖BC + ‖h‖BC) . (2.37)
Let G˜0, G˜1, W˜ ∈ L(BC(R,R
n)) denote operators given by the right hand sides of the for-
mulas (2.5), (1.23), and (2.18), respectively, but with a˜ and b˜ in place of a and b, respectively.
We immediately see that the inequalities
‖G˜0‖L(BC(R,Rn)) ≤ 1− ν2, ‖G˜1‖L(BC(R,Rn)) ≤ 1− ν2, ‖W˜‖L(BC(R,Rn)) ≤ K24
are satisfied for some constants K24 > 0 and ν2 < 1, uniformly in a˜, b˜ varying in an ε12-
neighbourhood of a and b for some ε12 ≤ ε11. Put γ = 1− ν2+σK24 and fix σ < 1 such that
γ < 1. Following the proof of the bound (2.20), we get
‖(I − C˜)−1‖L(BC1t (Π;Rn)) ≤ 1 +
1
σ(1− γ)
‖C˜‖L(BC1t (Π;Rn)). (2.38)
The same argument as in Claim 2 in Section 2.2 shows that, if we replace C and D with
C˜ and D˜, respectively, then the constant K21 can be taken independently of a˜
∗ and b˜∗ such
that ‖a˜∗ − a∗‖BC2t ≤ ε12, ‖∂xa˜
∗ − ∂xa
∗‖BC1t ≤ ε12, and ‖b˜
∗ − b∗‖BC1t ≤ ε12 and such that∥∥∥∂t [(D˜C˜ + D˜2)u]∥∥∥
BC
≤ K21‖u‖BC . (2.39)
Finally, combining the bounds (2.37), (2.38), (2.39) with the equation (2.36), we derive
the desired estimate (1.32) with v replaced by v˜ = q˜u˜, being uniform in a˜∗ and b˜∗ such that
‖a˜∗ − a∗‖BC2t ≤ ε1, ‖∂xa˜
∗ − ∂xa
∗‖BC1t ≤ ε1, and ‖b˜
∗ − b∗‖BC1t ≤ ε1 for some ε1 ≤ ε12.
Proof of Part (ιι). Proceeding similarly to Part (ι) and using Claims 5 and 6 in Sec-
tion 2.2, we come to the conclusion that the constant ε1 can be chosen so small that there
exists a positive constant ν3 < 1 fulfilling the bound
‖G˜2‖L(BC(R,Rn)) < 1− ν3, (2.40)
uniformly in a˜∗ and b˜∗ such that ‖a˜∗−a∗‖BC2t ≤ ε1, ‖b˜
∗−b∗‖BC2t ≤ ε1, and ‖∂xa˜
∗−∂xa
∗‖BC1t ≤
ε1. This entails the desired apriori estimate (1.34) for the ε1-perturbed problems.
The proof of Theorem 1.5 is complete.
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3 Quasilinear system: Proof of main result
3.1 Proof of Theorem 1.6 (ι): Bounded solutions
Let δ0 be a constant satisfying Assumption (H1). Let ε1 be a constant as in the proof of
Theorem 1.5 (ιι), hence ε1 satisfies the assumptions of Theorem 1.5. Since the functions A
and B are C2-smooth, there exists a positive δ1 ≤ δ0 such that for all ϕ ∈ BC
2(Π,Rn) with
‖ϕ‖BC2t + ‖∂xϕ‖BC1t ≤ δ1 we have
‖aϕ‖BC2t + ‖∂xa
ϕ‖BC1t ≤ ε1, ‖b
ϕ‖BC2t ≤ ε1, (3.1)
where aϕ(x, t) = A(x, t, ϕ(x, t))−A(x, t, 0) and bϕ(x, t) = B(x, t, ϕ(x, t))−B(x, t, 0). There-
fore, given ϕ ∈ BC2(Π;Rn), by Theorem 1.5, the system
∂tV + A(x, t, ϕ)∂xV +B(x, t, ϕ)V = f(x, t) (3.2)
with the boundary conditions (1.2) and with V (x, t) = Q(x, t, ϕ)U(x, t) has a unique solution
V ϕ ∈ BC2t (Π,R
n) such that ∂xV
ϕ ∈ BC1t (Π,R
n). Moreover, this solution V ϕ(x, t) fulfills
the bound (1.34) with the same constant K3 and, due to (3.2), belongs to BC
2(Π,Rn).
Put V 0(x, t) = 0. Construct the iteration V k+1(x, t) as the unique bounded classical
solution to the linear system
∂tV
k+1 + A(x, t, V k)∂xV
k+1 +B(x, t, V k)V k+1 = f(x, t), k = 0, 1, 2, . . . , (3.3)
subjected to the boundary conditions
Uk+1j (xj, t) = (RZ
k+1)j(t) + hj(t), j ≤ n, (3.4)
where
Zk+1(t) =
(
Uk+11 (1, t), . . . , U
k+1
m (1, t), U
k+1
m+1(0, t), . . . , U
k+1
n (0, t)
)
and
V k+1(x, t) = Q(x, t, V k)Uk+1(x, t). (3.5)
Consequently, Uk+1 satisfies the system
∂tU
k+1 + aˆ(x, t, V k)∂xU
k+1 + bˆ(x, t, V k)Uk+1 = (Q(x, t, V k))−1f(x, t), k = 0, 1, 2, . . .
where
aˆ(x, t, V k) = diag
(
A1(x, t, V
k), . . . , An(x, t, V
k)
)
,
bˆ(x, t, V k) = (Qk)−1
(
BkQk + ∂tQ
k + Ak∂xQ
k
)
.
(3.6)
Here and below in this proof we use also the short notation Ak, Bk, Qk, ak, and bk for the
functions A(x, t, V k), B(x, t, V k), Q(x, t, V k), aˆ(x, t, V k), and bˆ(x, t, V k) respectively.
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We divide the proof into a number of claims.
Claim 1. Suppose that
‖f‖BC2t + ‖h‖BC2 ≤ δ1/K3, (3.7)
where K3 is a constant as in Theorem 1.5 (ιι). Then there exists a sequence of V
k of bounded
classical solutions to (3.3)–(3.5) belonging to BC2(Π;Rn) such that
‖V k‖BC2t + ‖∂xV
k‖BC1t ≤ δ1 for all k. (3.8)
Proof of Claim. Note that the first iteration V 1 satisfies the system (1.5) with g = f and
the boundary conditions (1.8), (1.10). Due to Theorem 1.4, there exists a unique bounded
classical solution V 1 such that V 1 ∈ BC2t (Π,R
n) and ∂xV
1 ∈ BC1t (Π,R
n). Moreover, since
A0 and B0 are continuously differentiable in x, from (3.3) we conclude that V 1 ∈ BC2(Π,Rn).
Moreover, V 1 satisfies the bound (1.34) with g replaced by f . Therefore, if f and h fulfill
(3.7), then V 1 fulfills the bound (3.8) with k = 1. Hence, on the account of (3.1), we see
that
‖A1 − A0‖BC2t ≤ ε1, ‖∂xA
1 − ∂xA
0‖BC1t ≤ ε1, ‖B
1 −B0‖BC2t ≤ ε1.
Theorem 1.5 now implies that there exists a unique bounded classical solution V 2 such that
V 2 ∈ BC2t (Π,R
n) and ∂xV
2 ∈ BC1t (Π,R
n). Moreover, this solution V 2(x, t) fulfills the
bound (3.8) with k = 2 and, due to (3.3), belongs to BC2(Π,Rn).
Proceeding by induction, assume that the problem (3.3)–(3.5) has a unique bounded
classical solution V k belonging to BC2(Π,Rn) and satisfying the bound (3.8). It follows
that
‖Ak −A0‖BC2t ≤ ε1, ‖∂xA
k − ∂xA
0‖BC1t ≤ ε1, ‖B
k −B0‖BC2t ≤ ε1.
By Theorem 1.5, the problem (3.3)–(3.5) has a unique bounded classical solution V k+1 ∈
BC2(Π,Rn) fulfilling the bound (3.8) with k + 1 in place of k. 
Claim 2. There exists ε2 ≤ δ1/K3 such that if ‖f‖BC2t + ‖h‖BC2 < ε2, then the sequence
V k of solutions to the problem (3.3)–(3.5) converges in BC1(Π;Rn) to a classical solution to
(1.1)–(1.3).
Proof of Claim. Set
wk+1 = V k+1 − V k = QkUk+1 −Qk−1Uk,
Y k+1 =
(
Qk
)−1
wk+1. (3.9)
Hence
Y k+1 = Uk+1 − Uk + χk, (3.10)
where χk = (Qk)−1
(
Qk −Qk−1
)
Uk.
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Let us write down the boundary value problem with respect to wk+1. To this end,
introduce the following notation:
Y¯ k(t) =
(
Y k1 (1, t), . . . , Y
k
m(1, t), Y
k
m+1(0, t), . . . , Y
k
n (0, t)
)
,
χ¯k(t) =
(
χk1(1, t), . . . , χ
k
m(1, t), χ
k
m+1(0, t), . . . , χ
k
n(0, t)
)
,
Y¯ k+1 = Zk+1 − Zk + χ¯k,
ζk(t) = −
[
R
(
χ¯k
)]
j
(t) + χkj (xj , t), j ≤ n,
Then the boundary conditions (3.4), on the account of (3.9) and (3.10), with respect to Y k+1
read as follows:
Y k+1j (xj , t) =
[
RZk+1
]
j
(t)−
[
RZk
]
j
(t) + χkj (xj , t), j ≤ n,
which finally implies
Y k+1j (xj , t) =
[
R
(
Y¯ k+1
)]
j
(t) + ζk(t), j ≤ n. (3.11)
It follows that the function wk+1 belongs to BC2 and satisfies the system
∂tw
k+1 + A(x, t, V k)∂xw
k+1 +B(x, t, V k)wk+1 = fk(x, t) (3.12)
and the boundary conditions (3.11), (3.9), where
fk(x, t) = −
(
Bk − Bk−1
)
V k −
(
Ak − Ak−1
)
∂xV
k
= −
∫ 1
0
∂3B
(
x, t, σV k(x, t) + (1− σ)V k−1(x, t)
)
dσwk(x, t)V k(x, t)
−
∫ 1
0
∂3A
(
x, t, σk(x, t) + (1− σ)V k−1(x, t)
)
dσwk(x, t)∂xV
k(x, t).
The functions V k and V k−1 are the solutions to the corresponding problems (3.3)–(3.5).
By Theorem 1.5 (ιι), V k and V k−1 satisfy the apriori estimate (1.34). Therefore,
‖fk‖BC1t ≤ N1
(
‖V k‖BC1 + ‖∂xV
k‖BC1t
)
‖wk‖BC1t ≤ N1K3
(
‖f‖BC2t + ‖h‖BC2
)
‖wk‖BC1t ,
(3.13)
where the constantN1 is independent of w
k; it depends only onA(x, t, ϕ(x, t)), B(x, t, ϕ(x, t)),
and Q(x, t, ϕ(x, t)) whenever ϕ ∈ BC2(Π,Rn) and ‖ϕ‖BC2t + ‖∂xϕ‖BC1t ≤ δ1. Similarly,
‖ζk‖BC1 ≤ N1K3
(
‖f‖BC2t + ‖h‖BC2
)
‖wk‖BC1t . (3.14)
Applying now the bound (1.32) to wk+1 and using (3.13) and (3.14), we derive the inequality
‖wk+1‖BC1t ≤ K2
(
‖fk‖BC1t + ‖ζ
k‖BC1
)
≤ K2K3N1
(
‖f‖BC2t + ‖h‖BC2
)
‖wk‖BC1t . (3.15)
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Set
ε2 = min
{
δ1/K3, (K2K3N1)
−1
}
. (3.16)
If ‖f‖BC2t + ‖h‖BC2 < ε2, then, by the inequality (3.15), the sequence w
k is contracting and,
hence tends to zero in BC1t (Π;R
n). Using (3.12), we easily obtain the estimate
‖∂xw
k+1‖BC ≤ ‖(A
k)−1‖BC
(
‖fk‖BC + ‖∂tw
k+1‖BC + ‖B
k‖BC‖w
k+1‖BC
)
≤ K3N1‖(A
k)−1‖BC
(
1 +K2 +K2‖B
k‖BC
) (
‖f‖BC2t + ‖h‖BC2
)
‖wk‖BC1t ,
(3.17)
which together with (3.15) shows that ‖∂xw
k+1‖BC → 0 as k →∞.
Consequently, the sequence V k converges to some function V ∗ in BC1(Π;Rn). It is a
simple matter to show that V ∗ is a classical solution to the problem (1.1)–(1.3). The proof
of the claim is complete. 
Claim 3. There exist positive ε and δ such that, if ‖f‖BC2t + ‖h‖BC2 ≤ ε, then the classical
solution V ∗ belongs to BC2(Π;Rn) and satisfies estimate
‖V ∗‖BC2t + ‖∂xV
∗‖BC1t ≤ δ. (3.18)
Proof of Claim. We intend to show that the sequence V k converges in BC2(Π;Rn). First
show that the sequenceW k+1 = (Qk)−1∂tV
k+1 = ∂tU
k+1+(Qk)−1
(
∂tQ
k + ∂3Q
kQk−1W k
)
Uk+1
converges in BC1t (Π;R
n). With this aim, we differentiate the system (3.3)–(3.5) with respect
to t and write down the resulting one in the diagonal form with respect to W k+1. Similarly
to (2.23) and (2.24), we get
∂tW
k+1+ aˆ(x, t, V k)∂xW
k+1+ b1(x, t, V k)W k+1 = g1k(x, t,W k)W k+1+ g2k(x, t,W k) (3.19)
and
W k+1j (xj, t) = (R˜y
k+1)j(t) + h
k
j (t,W
k), j ≤ n, (3.20)
where
b1(x, t, V k) = bk − (Qk)−1∂tA
k(Ak)−1Qk,
g1k(x, t,W k) = (Qk)−1∂3A
kQk−1W k(Ak)−1Qk − (Qk)−1∂3Q
kQk−1W k
−(Qk)−1Ak∂3Q
k(Ak−1)−1
(
f −Qk−1W k −Bk−1V k
)
,
g2k(x, t,W k) = (Qk)−1
(
−∂tB
kV k+1 + ∂tA
k (Ak)−1BkV k+1 + ∂tf − ∂tA
k (Ak)−1f
−∂3B
kQk−1W kV k+1 + ∂3A
kQk−1W k(Ak)−1(BkV k+1 − f)
)
,
hkj (t,W
k) =
(
R′Zk+1
)
j
(t)− (R˜ρk)j(t) + h
′
j(t) + ̺
k
j (xj , t), j ≤ n,
yk+1(t) =
(
W k+11 (1, t), . . . ,W
k+1
m (1, t),W
k+1
m+1(0, t), . . . ,W
k+1
n (0, t)
)
,
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ρk(t) =
(
̺k1(1, t), . . . , ̺
k
m(1, t), ̺
k
m+1(0, t), . . . , ̺
k
n(0, t)
)
,
̺kj (x, t) =
[
(Qk)−1(∂tQ
k + ∂3Q
kQk−1W k)Uk+1
]
j
(x, t).
It is evident that the sequence W k+1 of solutions to the problem (3.19)–(3.20) converges
in BC1t (Π;R
n) if and only if the sequence W k+1t = ∂tW
k+1 converges in BC(Π;Rn). To
prove the last statement, we differentiate the system (3.19) in a distributional sense and
the boundary conditions (3.20) pointwise in t and, therefore, get the following problem with
respect to W k+1t :
∂tW
k+1
t + a
k∂xW
k+1
t + b
2kW k+1t = G1(k)W
k+1
t + G2(k)W
k
t + g
3k, (3.21)
(Wt)
k+1
j (xj , t) = (Rˆ(y
k+1)′)j(t) +
[
H(k)W kt
]
j
(t) + h˜kj (t), j ≤ n. (3.22)
where
b2k = b1k − ∂ta
k (ak)−1,
g3k =
(
∂tg
1k − ∂3b
1kQk−1W k +
(
∂3a
kQk−1W k(ak)−1 + ∂ta
k(ak)−1
)
(b1k − g1k)
−∂tb
1k
)
W k+1 + ∂tg
2k − ∂3a
kQk−1W k(ak)−1g2k − ∂ta
k(ak)−1g2k,
h˜kj (t) = (R˜
′yk+1)j(t) + ∂th
k
j (t,W
k),
b1k is used to denote the function b1(x, t, V k), and, for each k, the operators G1(k),G2(k) ∈
L(BC(Π;Rn)), Hj(k) ∈ L(BC(Π;R
n);BC(R;Rn)) are defined by[
G1(k)W
k+1
t
]
(x, t) =
(
g1k + ∂3a
kQk−1W k(ak)−1
)
W k+1t ,[
G2(k)W
k
t
]
(x, t) = ∂3g
1kW kt W
k+1 + ∂3g
2kW kt ,[
H(k)W kt
]
j
(t) = ∂2h
k
j (t,W
k)W kt (xj, t), j ≤ n.
Similarly to Claim 5 in the proof of Theorem 1.4, the function W k+1t satisfies (3.21) in
a distributional sense and (3.22) pointwise if and only if it satisfies the following operator
equation:
W k+1t = C2(k)W
k+1
t +D2(k)W
k+1
t + F2(k)
(
G1(k)W
k+1
t + G2(k)W
k
t + g
3k,H(k)W kt + h˜
k
)
,
(3.23)
where the operators C2(k), D2(k), and F2(k) are defined by the right hand side of (1.17)
with u, z, a, b, h, g, and R replaced by, respectively, W k+1t , (y
k+1)′, ak, b2k,H(k)W kt + h˜
k,
G1(k)W
k+1
t + G2(k)W
k
t + g
3k, and Rˆ. Moreover, the functions ωj, cj, and dj are replaced
appropriately, say by ωkj , c
k
j , and d
k
j .
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Iterating (3.23), we obtain
W k+1t = C2(k)W
k+1
t + (D2(k)C2(k) +D
2
2(k))W
k+1
t
+(I +D2(k))F2(k)
(
G1(k)W
k+1
t + G2(k)W
k
t + g
3k,H(k)W kt + h˜
k
)
.
(3.24)
Now we intend to show that for all sufficiently small δ (and, hence for all sufficiently small
V k, see (3.8)) this formula is equivalent to
W k+1t = A(k)W
k
t +X
k, (3.25)
where, for each k, it holds A(k) ∈ L(BC(Π;Rn)), Xk ∈ BC(Π;Rn), and
A(k)W = [I − C2(k)− (I +D2(k))F2(k) (G1(k), 0)]
−1 (I +D2(k))F2(k) (G2(k)W,H(k)W ) ,
Xk = [I − C2(k)− (I +D2(k))F2(k) (G1(k), 0)]
−1 (D2(k)C2(k) +D
2
2(k))W
k+1
t
+ [I − C2(k)− (I +D2(k))F2(k) (G1(k), 0)]
−1 (I +D2(k))F2(k)
(
g3k, h˜k
)
.
(3.26)
To show the equivalence of (3.24) and (3.25), it suffices to show that, given k ∈ N, the
operator I−C2(k)− (I +D2(k))F2(k) (G1(k), 0) is invertible and has a bounded inverse. Let
G2(k) be the operator defined by the right hand side of the second formula in (1.23), where
aj , bjj, and ωj are replaced by, respectively, a
k
j , b
k
jj, and ω
k
j . Using the estimates (2.40) and
(3.8), we immediately get the bound ‖G2(k)‖L(BC(R,Rn)) < 1 − ν3, being uniform in k ∈ N.
Recall that the operator C2(k) is defined by the right hand side of the first equation in (1.17),
where aj , bjj , and ωj are replaced by, respectively, a
k
j , b
2k
jj , and ω
k
j . Similarly to (2.26), on
the account of the formulas for b1k and b2k, we get b2kjj = b
k
jj−2(a
k
j )
−1∂ta
k
j . Now, applying the
argument concerning the invertibility of the operator I −C, as in the proof of Theorem 1.2,
we conclude that the operator I − C2(k) is invertible and, moreover, fulfills the estimate
‖(I − C2(k))
−1‖L(BC(Π;Rn)) ≤ 1 + ν
−1
3 ‖C2(k)‖L(BC(Π;Rn)).
Since the set of all invertible operators having bounded inverse is open, it suffices to show
that the operator (I +D2(k))F2(k) (G1(k), 0) is sufficiently small whenever δ1 is sufficiently
small. Note that Claim 1 is true with δ2 in place of δ1 for any δ2 ≤ δ1. This implies that
for any σ > 0 there is δ2 such that for all V
k fulfilling (3.8) with δ2 in place of δ1, we have
‖G1(k)‖L(BC(Π;Rn)) = ‖g
1(x, t,W k(x, t))‖BC ≤ σ for all k. Moreover, the operators D2(k)
and F2(k) are bounded, uniformly in k. Consequently, if δ2 is sufficiently small, then for any
f and h satisfying (3.7), the operator I − C2(k) − (I + D2(k))F2(k) (G1(k), 0) is invertible
and the inverse is bounded uniformly in k. The desired conclusion about the equivalence of
(3.24) and (3.25) follows.
Finally, to prove that the sequence W k+1t converges in BC(Π;R
n) as k → ∞, we use a
linear version of the fiber contraction principle given by [20, Lemma A.1]. We apply it to
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the equation (3.25). Accordingly to [20, Lemma A.1], we have to show that
Xk converges in BC(Π;Rn) as k →∞ (3.27)
and there exists c < 1 such that for all W ∈ BC(Π;Rn) it holds
‖A(k)W‖BC ≤ c‖W‖BC (3.28)
and
A(k)W converges in BC(Π;Rn) as k →∞. (3.29)
To show (3.27), note that the operators D2(k) and C2(k) depend neither on W
k
t nor on
W k for all k. Using the analogs of the equalities (2.13) and (2.15) from the proof of Claim 2
in Section 2.2, we conclude that D2(k)C2(k)W
k+1
t and D2(k)
2W k+1t , in fact, do not depend
on W k+1t . Moreover, using the bound (3.8), we get the following estimate:∥∥(D2(k)C2(k) +D2(k)2)W k+1t ∥∥BC ≤ Kˆ21‖W k+1‖BC
for some Kˆ21 not depending on k. It follows that the right hand side of the second formula
in (3.26) does not depend onW kt for all k and, therefore, the convergence (3.27) immediately
follows from Claim 2.
The convergence (3.29) follows from Claim 2 and the fact that all the operators in the
right hand side of the first formula in (3.26) do not depend on W kt for all k.
By Claim 1, for any σ > 0 there exists δ ≤ δ2 such that for all f and h satisfying the
bound (3.7) with δ in place of δ1 (and, hence for V
k satisfying the bound (3.8) with δ in place
of δ1) it holds ‖G2(k)‖L(BC(Π;Rn)) + ‖H(k)‖L(BC(Π;Rn)) ≤ σ. Hence, taking into the account
that all other operators in the right hand side of the first equality in (3.26) are bounded
uniformly in k (for sufficiently small δ), we come to the conclusion that the value of δ can
be chosen so small that (3.28) is fulfilled. Set
ε = min
{
δ/K3, (K2K3N1)
−1
}
(see also (3.16)). Therefore, by Lemma [20, Lemma A.1], if ‖f‖BC2t + ‖h‖BC2 < ε, the
corresponding sequence W k+1t converges in BC(Π;R
n) as k →∞.
Now, by Claim 2 and the equality W k+1 = (Qk)−1∂tV
k+1, we conclude that the second
derivative in t of V ∗ exists and that the sequence ∂2t V
k converges to ∂2t V
∗ in BC(Π;Rn) as
k → ∞. Differentiating (3.3) first in t and then in x, we conclude that V k converges to V ∗
in BC2(Π;Rn) as k →∞. It follows also that the estimate (3.18) is fulfilled. 
Claim 4. Let ε be as in Claim 3. Then there exists δ such that, if ‖f‖BC2t + ‖∂xf‖BC1t +
‖h‖BC2 ≤ ε, then ‖V
∗‖BC2 ≤ δ.
Proof of Claim. Differentiating the system (1.1) in x with V replaced by V ∗ and using
the estimate (3.18), we conclude that there exists δ such that ‖V ∗‖BC2 ≤ δ, as desired. 
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Claim 5. Let ε and δ satisfy Claim 3. Then for any f and h such that ‖f‖BC2t +‖h‖BC2 ≤ ε
the problem (1.1)–(1.3) has a unique classical solution satisfying the bound (3.18).
Proof of Claim. On the contrary, suppose that V˜ is a classical solution to the prob-
lem (1.1)–(1.3) different form V ∗, such that ‖V˜ ‖BC2t + ‖∂xV˜ ‖BC1t ≤ δ. Then A˜(x, t) =
A(x, t, V˜ (x, t)) and B˜(x, t) = B(x, t, V˜ (x, t)) fulfill the inequalities
‖A˜− A0‖BC2t ≤ ε1, ‖∂xA˜− ∂xA
0‖BC1t ≤ ε1, ‖B˜ −B
0‖BC1t ≤ ε1.
The difference w˜k+1 = V k+1 − V˜ satisfies the system
∂tw˜
k+1 + A˜(x, t)∂xw˜
k+1 + B˜(x, t)w˜k+1 = f˜k(x, t)
and the boundary conditions (3.11), (3.9) with wk+1 replaced by w˜k+1 and with
Y k+1 = Q˜−1w˜k+1, χk = Q˜−1(Qk − Q˜)Uk+1.
Here Q˜(x, t) = Q(x, t, V˜ (x, t)) and
f˜k(x, t) =
(
B˜(x, t)−Bk(x, t)
)
V k+1(x, t) +
(
A˜(x, t)− Ak(x, t)
)
∂xV
k+1(x, t).
Using the same argument as above, we conclude that the functions f˜k(x, t) and ζk(x, t) are
C1-smooth in t and satisfy the same upper bounds as in (3.13) and (3.14).
Similarly to (3.15) and (3.17), we derive the bounds
‖w˜k+1‖BC1t ≤ K2K3N1
(
‖f‖BC2t + ‖h‖BC2
)
‖w˜k‖BC1t ,
‖∂xw˜
k+1‖BC ≤
1
Λ0
K3N1
(
1 +K2 +K3‖B
k‖BC
) (
‖f‖BC2t + ‖h‖BC2
)
‖w˜k‖BC1t .
Therefore, the convergence ‖w˜k(t)‖BC1 → 0 as k → ∞ follows. This means that V˜ (x, t) =
V ∗(x, t), contradicting to our assumption. 
3.2 Proof of Theorem 1.6 (ιι): Almost periodic solutions
On the account of Theorem 1.6 (ι), it remains to prove that, under the assumption that the
coefficients A(x, t, V ), B(x, t, V ), and f(x, t) are Bohr almost periodic in t, the constructed
solution V ∗(x, t) is almost periodic in t also. The proof is based on the fact that the limit
of a uniformly convergent sequence of almost periodic functions is almost periodic [6]. This
means that it suffices to show that the approximating sequence V k constructed in Section 3.1
is a sequence of almost periodic functions.
We will also use the fact that if a function w(x, t) has bounded and continuous partial
derivatives up to the second order in x ∈ [0, 1] and in t ∈ R and is Bohr almost periodic in t
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uniformly with respect to x, then the partial derivatives ∂xw(x, t) and ∂tw(x, t) are also Bohr
almost periodic in t uniformly in x. The almost periodicity of ∂tw(x, t) follows from [10,
Theorem 1.16] and its proof. The almost periodicity of ∂xw(x, t) follows a similar argument
as in [22].
We use induction on k. Recall that V 0 ≡ 0. Assuming that the iteration V k(x, t) for
a fixed k ∈ N is almost periodic in t uniformly in x, let us prove that V k+1(x, t) is almost
periodic also. Now, due to the assumption of the theorem, the matrices A(x, t, V k(x, t)),
B(x, t, V k(x, t)), Q(x, t, V k(x, t)) as well as ∂xQ(x, t, V
k(x, t)) and ∂tQ(x, t, V
k(x, t)) are al-
most periodic in t as compositions of almost periodic functions. Below we will use a slightly
modified notation for aˆ(x, t, V k) and bˆ(x, t, V k) given by (3.6): Set ak(x, t) = aˆ(x, t, V k(x, t))
and bk(x, t) = bˆ(x, t, V k(x, t)). It follows that ak and bk are almost periodic in t. Fix
µ > 0 and let h be a µ-almost period of the matrices ak and bk. Then the differences
a˜k(x, t) = ak(x, t + h)− ak(x, t) and b˜k(x, t) = bk(x, t+ h)− bk(x, t) satisfy the inequalities
‖a˜k‖BC ≤ µ, ‖b˜
k‖BC ≤ µ. (3.30)
We first derive a few simple estimates. Let ωkj (ξ, x, t) be the solution to the equation
(1.12) where aj is replaced by a
k
j . Then we have the identity
d
dη
(
ωkj (η, x, t) + h− ω
k
j (η, x, t+ h)
)
=
1
akj (η, ω
k
j (η, x, t))
−
1
akj (η, ω
k
j (η, x, t+ h))
.
Since ωkj (x, x, t) = t and ω
k
j (x, x, t+ h) = t+ h, we have
ωkj (η, x, t) + h− ω
k
j (η, x, t+ h) =
∫ η
x
(
1
akj (ξ, ω
k
j (ξ, x, t))
−
1
akj (ξ, ω
k
j (ξ, x, t+ h))
)
dξ
=
∫ η
x
akj (ξ, ω
k
j (ξ, x, t+ h))− a
k
j (ξ, ω
k
j (ξ, x, t) + h)
akj (ξ, ω
k
j (ξ, x, t))a
k
j (ξ, ω
k
j (ξ, x, t+ h))
dξ
+
∫ η
x
akj (ξ, ω
k
j (ξ, x, t) + h)− a
k
j (ξ, ω
k
j (ξ, x, t))
akj (ξ, ω
k
j (ξ, x, t))a
k
j (ξ, ω
k
j (ξ, x, t+ h))
dξ.
(3.31)
Rewrite the difference akj (ξ, ω
k
j (ξ, x, t + h)) − a
k
j (ξ, ω
k
j (ξ, x, t) + h) accordingly to the mean
value theorem. Then, by (3.30), we get
|akj (ξ, ω
k
j (ξ, x, t) + h)− a
k
j (ξ, ω
k
j (ξ, x, t))| ≤ µ,
the estimate being uniform in ξ, x, t, and j. Applying the Gronwall’s inequality to the
identity (3.31), we derive the estimate
∣∣ωkj (η, x, t) + h− ωkj (η, x, t+ h)∣∣ ≤ εΛ20 exp
{
‖akj‖BC1t
Λ20
}
= L1µ, (3.32)
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the constant L1 being independent of µ, η, x, t, and j.
Now we show that akj (η, ω
k
j (η, x, t)) and b
k
ji(η, ω
k
j (η, x, t)) are almost periodic in t. For
that we use (3.32) and the fact that h is a µ-almost period in t of akj and b
k
ji. Consequently,∣∣akj (η, ωkj (η, x, t))− akj (η, ωkj (η, x, t+ h))∣∣ ≤ ∣∣akj (η, ωkj (η, x, t))− akj (η, ωkj (η, x, t) + h)∣∣
+
∣∣akj (η, ωkj (η, x, t) + h)− akj (η, ωkj (η, x, t+ h))∣∣ ≤ (1 + L1‖∂takj‖BC)µ ≤ L2µ, (3.33)
where L2 do not depend on µ, η, x, t, and j. Similarly we obtain the desired estimate for b
k
ji,
namely
|bkji(η, ω
k
j (η, x, t))− b
k
ji(η, ω
k
j (η, x, t+ h))| ≤ L2µ, (3.34)
the common constant L2 being independent of µ, η, x, t, j, and i.
Next, we claim that
(Rv)j(ω
k
j (xj , x, t)) ∈ AP (Π) (3.35)
whenever v ∈ AP (R,Rn)∩BC1t (Π,R
n). Indeed, by the assumption of the theorem, (Rv)(t) ∈
AP (R,Rn) for every v ∈ AP (R,Rn). Fix an arbitrary continuously differentiable function
v ∈ AP (R,Rn) and let h be a common µ-almost period in t of the functions (Rv)(t) and
ak(x, t). Applying the mean value theorem and using the assumption (H3) and the estimate
(3.32), we derive the bound∣∣(Rv)j(ωkj (xj , x, t))− (Rv)j(ωkj (xj, x, t + h))∣∣ ≤ ∣∣(Rv)j(ωkj (xj , x, t))− (Rv)j(ωkj (xj , x, t) + h)∣∣
+
∣∣(Rv)j(ωkj (xj , x, t) + h)− (Rv)j(ωkj (xj , x, t + h))∣∣ ≤ µ
(
1 + L1 sup
t∈R
∣∣∣∣ ddt(Rv)j(t)
∣∣∣∣
)
,
which proves (3.35).
The estimates (3.33) and (3.34) imply that the functions defined by the right hand side
of the formula (1.14) with akj , b
k
jj , and ω
k
j in place of aj , bjj , and ωj respectively, are almost
periodic in t uniformly in j ≤ n and ξ, x ∈ [0, 1]. Let C(k), D(k), and F (k) be defined by
the right hand side of (1.17) with aj, bjj, and ωj replaced by a
k
j , b
k
jj, and ω
k
j , respectively.
Taking into account (3.35), we conclude that the operators C(k), D(k), and F (k) map the
space AP (Π,Rn) ∩ BC1t (Π,R
n) into itself.
Assume now that the assumptions of Theorem 1.1 are fulfilled. Then
‖C(k)‖L(BC(Π;Rn)) + ‖D(k)‖L(BC(Π;Rn)) < 1,
and I−C(k)−D(k) is an invertible operator from BC(Π;Rn)) into itself. As a consequence,
the solution Uk+1 ∈ BC(Π;Rn) to the equation
U = (C(k) +D(k))U + F (k)(f, h)
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is given by the Neumann series
Uk+1 = (I − C(k)−D(k))−1 F (k)(f, h) =
∞∑
j=0
(C(k) +D(k))j F (k)(f, h). (3.36)
Since the functions f and h are continuously differentiable in t, the function F (k)(f, h)
belongs to BC1t (Π,R
n). Moreover,
(C(k) +D(k))j maps AP (Π,Rn) ∩ BC1t (Π,R
n) to AP (Π,Rn).
Therefore, the series of almost periodic functions in the right hand side of (3.36) uniformly
converges to Uk+1 ∈ AP (Π,Rn). It is straightforward to conclude that the function V k+1 =
QkUk+1 belongs to AP (Π,Rn), as desired.
If the assumptions of Theorem 1.2 (resp., Theorem 1.3) are fulfilled, then we use a similar
argument. More precisely, we apply the formula (2.7) with C and G0 (resp., with C and H0)
replaced by the operators C(k) and G0(k) (resp., by the operators C(k) and H0(k)). Taking
into account the inequalities
‖G0(k)‖L(BC(Π;Rn)) < 1 (resp., ‖H0(k)‖L(BC(Π;Rn)) < 1),
we use the Neumann series representation for the operator (I−G0(k))
−1 (resp., (I−H0(k))
−1)
to conclude that the iterated solution Uk+1 and, hence the iteration V k+1 = QkUk+1 belong
to AP (Π,Rn) also. The proof is therefore complete.
3.3 Proof of Theorem 1.6 (ιι): Periodic solutions
If the coefficients A(x, t, v), B(x, t, v), and f(x, t) are T -periodic in t, we follow the proof
of the almost periodic case. Given k ∈ N and a periodic solution Uk, we use a Neumann
series representation (3.36) for the next iteration Uk+1. It is a simple matter to show that
the operators C(k), D(k), and F (k) contributing into (3.36) map BCT (Π;R
n) into itself.
This yields the T -periodicity of Uk+1 and, hence, the T -periodicity of V k+1 and the limit
function V ∗.
The proof of Part (ιι) of Theorem 1.6 is therewith complete.
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