Abstract: Although unproven, many researchers have assumed that firm strategies remain constant over time, but such conclusions have resulted in conflicting generalizations. This study further extends the use of interpoint distance methodology to compare factor structures of marketing strategies of entrepreneurial technology firms at two points-in-time -1989 and 1998.
INTRODUCTION
Over the past twenty years an increasing number of researchers have studied entrepreneurship, its strategies, financing and environments. Traditional multivariate regression, and factor, discriminant and cluster analyses have been used to elucidate a diversity of entrepreneurial strategies. The vast majority of these studies use one point-in-time data, from anonymous firms, from diverse industries, resulting in generalized conclusions. Although unproven, many researchers have assumed that firm strategies remain relatively constant over time.
Such conclusions have resulted in generalizations that conflict from study to study.
The authors' recent studies have demonstrated that opportunity recognition and product development management processes have remained invariant at two points-in-time, ten-years apart. (Schwartz and Teach, 1999; Teach and Schwartz, a & b 2000) . This study further analyzes and extends the use of interpoint distance methods to compare similar factor structures of Temporal Issues: The High Technology Case: 82 -96 management and marketing strategies of sets of entrepreneurial technology firms.
BACKGROUND Strategy
Early in the modern study of management and marketing processes, Ansoff (1967) recognized that firms' strategies changed over time. Based on the opportunistic model of organizational adaptation, researchers should expect to find that firms particularly those in turbulent industries would seek new opportunities and thus not remain stable in their strategic focus. Further, these firms should be expected to evidence complex (and different) behaviors (Miller et al., 1996) . "Observed" and defined typologies perhaps may not then be considered to be acting for more than a period of time proximate to the analysis. Mintzberg (1987) suggested that strategy is a pattern of activities evolving over long periods of time (the adaptive view). However "every match at a given point-in-time between the environment and organizational form can be considered on average, as random" (Boone and van Witteloostuijn, 1995) . Thus, temporal and longitudinal studies are indicated as being efficacious in the study of entrepreneurial firms and firms in turbulent industries (Teach et al, 1998) . Further, studies in single industries or industry segments are also indicated.
A recent longitudinal study (Tesar and Moinia, 1998) discussed and demonstrated the efficacy of the use of step-wise discriminant analysis to determine differences in the planning strategies in a panel of small manufacturing SMEs at three points-in-time over the last twenty years. The results did indicate time-related differences in strategies among planning and non-planning firms. The purpose of the study was to be able to distinguish between such firms. However, the firm data were agglomerated, and consequently the SIC codes of the SME's were not identified. Therefore, conclusions about changes in strategy for the panel of firms can be drawn, but not for specific industries or sectors. Differences may be general, but not specific, and may not relate to all firm types. The paper does not analyze the quality of the data for such an analysis, although the discriminant functions are significant and do an effective job in categorizing the different firms. However, specific strategies by firm types were not analyzed.
Temporal Issues: The High Technology Case: 82 -96
The Use of Factor Analysis in Market Research
An older, prior study suggested that factor analysis had utility for data reduction in order to better understand underlying processes, but could be a questionable technique in naming factor representations (Rothman, 1968) . Over two hundred papers were published from 1968 to 1996 covering factor analysis of marketing data (Rothman, 1996) . Given that data is a linear combination of a number of factors, i.e., factorable (note the tests below), then how sensitive are the results to deviations in the data? In other words, how impactful are outliers in terms of the factor results? Given that the data are either inappropriate to factor or that minor changes in the data set create major differences in the factor structure, factor analysis should not be performed. It should simply be used for data reduction, and not representation analyses, unless appropriate tests have been performed, the two hundred plus papers not withstanding (Rothman, 1996) 
The psychology literature suggests a robust methodology to compare strategies (Poor and Wherry, 1976) . The methodology is appropriate to use in cases where two or more multidimensional subsamples can be compared. Examples of such subsamples would be fast-versus slow growing firms, or new, versus established firms. The "interpoint distance methodology" has utility (Maa et al., 1996; Poor and Wherry, 1976) to directly compare factor structures and the invariance of the underlying strategies (Schwartz and Teach, 1999; Teach and Schwartz, a & b, 2000) 
Testing the Factor Matrix
The literature suggests several methods to determine the appropriateness of the use of factor analysis for data sets (Stewart, 1981) . These include the inspection of the off diagonal elements of the anti-image covariance or the correlation matrix. If there are too many non-zero elements, the data is inappropriate for factoring. Bartlett's test of sphericity should also be calculated and checked. Third, the Kaiser-Meyer-Olkin (KMO) measure of sampling may be the best methodology. Values of 0.60 are suggested minimum values and those over 0.90 are best (Stewart, 1981) . Thus, if one wishes to utilize the interpoint distance methodology to test the similarity of factor structures and the underlying strategies between different data sets, these tests ought to be utilized. Low values of the KMO test would be indicative that the results are not robust and that while similarities and dissimilarities may be evidenced in univariate analyses, factor analysis is inappropriate.
Temporal Issues: The High Technology Case: 82 -96 It has also been suggested that there must be an analysis for the residuals to test the adequacy of factor models (Bentler, 1982) . Guidelines are not suggested as to the nature of the residuals, thus the authors of this study will rely on the described tests to demonstrate the adequacy of the factor solutions.
Comparing Two Factor Solutions and Interpoint Distance Calculations
As noted, prior literature extending out over almost forty-plus years in the psychology field has demonstrated the utility that interpoint distances in Euclidean space can be used to determine group differences (Nunnally, 1962) to compare factor structures (Poor and Wherry, 1976; Selvin et al., 1993; Maa et al., 1996) . This methodology has not been applied until recently (Schwartz and Teach, 1999; Teach and Schwartz, a & b, 2000) in marketing and management research.
"Invariance of Multidimensional Configurations"
The method for "assessing the invariance, or similarity, between two multidimensional configuration matrices...was suggested by Poor and Wherry, (1976) . The methodology allowed for determining the similarities of the calculated interpoint distances resulting from factor analyses, between two sets of data, with the same variables. A Monte-Carlo simulation was performed to determine at the 95% and 99% confidence levels the "index of invariance."
The authors suggested that ..."two orthogonal multidimensional configurations can be called 'invariant'...if the presence of error in the solution matrices ....do not make such a mapping impossible."...Thus the correlation between the interpoint distances of two related factor structures can be used in conjunction with the Poor and Wherry data to demonstrate the invariance of factor structures and thus the underlying relationships.
The present study extends the above methodology in the following manner. The null hypothesis would be that the correlation between two factor structures would be zero (not invariant) or the "index of invariance" is 1. The two sets of interpoint distances calculated from two factor structures representing the same variables would not be correlated. However, depending on the number of factors and observations the index varies and thus researchers would be concerned about the significance of the index to demonstrate a null relationship.
Temporal Issues: The High Technology Case: 82 -96 Poor and Wherry (1976) presented a table to determine the significance of the interpoint distance calculations. Thus, for 99% confidence that the correlation between two factor structures is not zero and the factor structures are invariant, a value for 200 observations and 3 factors would be 0.122 for the invariance. Then (1-correlation coefficient) of the interpoint distances would have to be greater than 0.878 for one to conclude that the factor structures are invariant. Or, the index of invariance would have to be greater than 0.122 to demonstrate the null hypothesis is true and the factor structures are not invariant. The relationship to propositions based upon the similarity or dissimilarity of the factor structures, and underlying relationships, is discussed below.
Entrepreneurship (and All Other Research)
To test propositions based upon the similarity of data and their factor structures, a hypothesis test is performed. The null hypothesis and its alternative are:
Ho: The two sets of factor structures are not the same Ha: The two sets of factor structures are the same.
The null hypothesis, Ho, is false if the correlation coefficient and the related "index of invariance" between the two sets of interpoint distances is significant and below a certain value. Thus a proposition based upon the similarity of factor structures could be demonstrated to be false, i.e., the factor structures were not invariant, and the null hypothesis would be proven false. For example, with 200 observations and 3 factors, a correlation coefficient between the interpoint distances of two factor structures greater than 0.865 (sig. <0.01) would be needed to reject the null hypothesis and the related proposition would thus not be true, i.e., a set of strategies are not the same. The literature also suggests another and potentially more robust approach to the study of the underlying factor relationships.
Higher Order Factor Analyses
Refactoring of factor scores has been suggested as a higher order analyses that could lead further clarity in the understanding of the underlying relationships in data. The relationships of the factors to themselves, something quite possibly highly useful in data analysis, particularly when the data relates to strategies (Wind et al., 1973) . However, there is a dispute in the literature as to whether or not such methodology has value, with the Temporal Issues: The High Technology Case: 82 -96 suggestion that if a relationship is not observed at the lower level, then what is found at the higher level is not meaningful (McCormick et al., 1991) . Thus, this research will focus on one factor analysis, only.
A Note of Caution
When developing new methodology, or for that matter, utilizing the old, does the data fit the theory or the theory fit the data, and which is right (Roberts and Pashler, 2000) ? If factor structures are shown to be similar or dissimilar, are the strategies similar or dissimilar, respectively? The answer to that depends on the nature of the data set, the questions asked, and the quality of the data set for factor analyses.
THIS STUDY
The similarities of product development management and related marketing strategies of two sets of entrepreneurial technology firms were analyzed. The data were from sets of technology firms: a 1989 survey of US technology-based entrepreneurial firms and a 1998 survey of technologybased firms located in U.S. incubators. Survey questions used in this study were identical for both sets of respondents. The total database has 148 respondent firms, with firms' sales ranging up to $5,000,000.
METHODOLOGY Questionnaires and the Firms
The 1989 and 1998 questionnaires utilized six point balanced Likert-like questions (Teach et al., 1989) . The sets of firms are shown in Exhibit One. The age and revenue of the two firm types is shown in Exhibit Two.
Product Development Management Strategies
The questions used from both the 1989 and 1998 surveys are shown in Exhibit Three. The authors have defined these variables as describing a product development management strategy . If one were interested in an opportunity recognition strategy, a different set of variables could be selected (Schwartz and Teach, 1999) . Any strategy or process for any study can be so defined and so compared, as long as the variables are the same.
Marketing Strategies
The authors identified the strategies shown in Exhibit Four as marketing strategies. Note that there is one strategy that is included in both, number thirteen, the product improvement strategy. 
EXHIBIT ONE: RESPONDENT FIRMS

EXHIBIT THREE: PRODUCT DEVELOPMENT MANAGEMENT STRATEGY VARIABLES
Likert-like questions Strongly Agree 1 Highly Disagree 6 1 In testing new products, the firm makes extensive use of beta testing. 2 The firm utilizes test marketing before a product is released. 3 The firm utilizes formal marketing research before product introduction. 5 There is significant concept testing before undertaking the development of a new product. 13 The firm's development process concentrates on improving existing products. 14 The firm produces new products only when customer needs are well identified. 15 To better understand the customers' viewpoints, the firm employs forms of roleplaying. 17 In order for the firm to develop a new product, it must "fit in" with its other products. 6 The firm's advertising is designed to position it's products differently than its competitors. 7 The firm relies heavily on advertising. 8 For competitive products, the firm has the lowest priced products. 9 The firm promotes heavily to the distribution channel. 10 The firm develops new markets for new products (diversification). 11 The firm relies on its current customers and sells them new products. 12 The firm concentrates on developing new customers for its existing products. 13 The firm's development process concentrates on improving products.
PROPOSITIONS
Proposition One: The product development management strategies in entrepreneurial technology based firms are not the same at two points-in-time.
To compare the 1989 data analysis, to the 1998 analysis, the identical factor procedures were used, i.e., a maximum likelihood extraction with a varimax rotation to calculate factor structures. To demonstrate the falseness of the proposition, a correlation coefficient between the two sets of interpoint distances is calculated. Given the number of observations, 117, and the number of factors, 3, a correlation coefficient between the interpoint distances of the 1989 and 1998 data, using the 1989 data points, of greater than 0.865 would be needed to demonstrate that the factor structures were not invariant at a 99% confidence level (Poor and Wherry, 1976 ) and the proposition would thus then be false.
Proposition Two: The marketing strategies in entrepreneurial technology based firms are not the same at two points-in-time.
As in "proposition one," a correlation coefficient greater than 0.865 would be needed to demonstrate the proposition as false.
COMMENTS ON METHODOLOGY
The limited numbers of respondents for the 1998 survey is problematic for the factor analysis. Generally a 5:1 ratio of observations to variables is appropriate. However, the use of the Bartlett test of sphericity and the KMO value should indicate the efficacy of factor analyses for the data sets. The 1989 firms were primarily hardware and software firms and thus are similar, but not identical to the 1998 firms. A negative result for the similarity of the strategies could be reflective of the differences in the firm types. A positive result could mean that the strategies were the same for the two respondent sets at the two points-in-time. The results are only representative of entrepreneurial firms housed in incubators and the 1989 data set and should not be extended to the universe of similar firms inside or outside of incubators nor should they be extended to include the entire 10-year time difference in sampling.
RESULTS
Respondents
The univariate differences between the two data sets are shown in Exhibit Five. As strategies are multivariate in their relationships to each other, comparisons of univariate statistics and conclusions about strategies and their similarities is not appropriate. In the case of these data sets can factor analyses be performed and their similarities compared in order to learn about the similarities of strategies at two points-in-time? The answer to this is yes, based upon the Bartlett test of sphericity and the KMO tests (Exhibits Six and Seven).
Factor Analyses
Exhibits Six and Seven display the differences between the 1989 and 1998 factor loadings for the product development management and marketing strategies.
PROPOSITION ONE
The product development management strategies in entrepreneurial technology based firms are not the same at two points-in-time.
A correlation coefficient of 0.8702 was calculated and was significant at <0.01. Thus the proposition was rejected.
PROPOSITION TWO
The marketing strategies in entrepreneurial technology based firms are not the same at two points-in-time.
The correlation coefficient was significant at < 0.01 and was 0.6734. Thus the proposition could not be rejected. 
EXHIBIT FIVE: MEAN RESPONSES FOR ALL STRATEGY QUESTIONS BY FIRM TYPE
Graphical Representations
"A picture is worth a thousand words." Figures can graphically demonstrate the pairs of interpoint distances and the relationships between the data, factor structures, and similarities or differences. If the data were identical the results would be equally dispersed around the 45-degree line from the origin. . In fact as suggested in the recent medical paper (Selvin et al, 1993 ) the plots of the interpoint distances can be useful in identifying the correlation of data. (Exhibits Eight and Nine)
Rotated Factor Matrix
Combining both data sets for the product development management strategy variables, the following factor matrix resulted (Exhibit Ten). While it is similar to the 1989 factor structure, the literature suggests that due to the similarity of the two structures, they can be combined to result in a structure that is better representative of the underlying strategies (Poor and Wherry, 1977) .
Factor one represents the underlying market research strategy, i.e., test marketing, formal market research, concept testing and role-playing to understand consumer needs or the market research factor. Factor two represents the underlying strategies for product development, i.e., improvement of existing products and those products fitting to the firms other offerings or the product development factor. 
DISCUSSION
The interpoint distance methodology has been demonstrated for almost forty years in medical and psychology studies and appears appropriate for use in marketing and management studies as well. For the data sets studied, the use of the methodology has demonstrated that opportunity recognition and product development management studies are invariant as determined by the factor relationships, but marketing strategies may be dissimilar. While discriminant analyses can be used to demonstrate the differences among firm types and their strategies, those differences are based on only one linear function and the factor methodology is more robust. Cluster analyses study firm types and while different strategies may result in the different clusters, the interpoint distance methodology studies all firm strategies and their differences.
Whether or not factor structures pass certain statistical tests indicating they are valid for analysis purposes, univariate statistics do not represent underlying management strategies. Combinations of strategies do. Thus, if data sets allow for factor analysis, then meaningful comparisons of factor structures (and their underlying processes) can be made. If the structures prove to be similar, then one can conclude that, with high correlation coefficients, the underlying strategies are similar as well. Thus, for the product development management strategies studied between the 1989 and 1998 data, it appears that those strategies were similar for the two sets of entrepreneurial technology firms surveyed, as was the case of opportunity recognition processes (Schwartz and Teach, 1999) .
For the marketing strategies, the correlation coefficient indicated that the factor structures were not the same and the marketing strategies, in the multivariate sense, were not the same. Because of the 0.008 significance level of the Bartlett test, the 1998 data set is not an ideal data set to analyze. However, the overall results suggest that the market strategies are dissimilar at the two points in time for the two sets of firms (Table VI) . To some it would seem that univariate statistics are appropriate to compare data and the underlying strategies. This analysis indicates otherwise.
Finally, the combined set of 1989 and 1998 data of the product development management processes resulted in three factors: market research, customer relationships, and the classical Ansoff (Ansoff, 1967) product development strategy.
SUMMARY, CONCLUSIONS and FUTURE WORK
The implication for researcher, student and entrepreneur alike is that univariate strategy generalizations are not valid prescriptions for competition.
Further, factor solutions ought to be compared and contrasted to elucidate the similarity or lack thereof of the underlying strategy processes.
A methodology utilizing interpoint distance calculations is suggested and rationalized for such comparisons.
The results suggest that that "marketing at the entrepreneurship interface" is not steady state, but situational, and that researchers must take the nonequilibrium state into account when analyzing firm strategies and processes.
However, in this analysis, the two sets of the entrepreneurial firms utilized the same multivariate strategies of market research, customer relations and the classical product development strategies in their product development management process at the two points in time.
Other firm types have to be studied to elucidate the process and strategy phenomena in their industries, at points-in-time, not statically.
In the future a simulation will be performed that allows for the elucidation of the relationships among the factor structures, correlations, the "index of invariance," and the Bartlett's and KMO values.
