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Resumo
O presente trabalho tem como objetivo propor um me´todo alternativo de
pontuac¸a˜o para as questo˜es do tipo A das provas do vestibular da UnB elaboradas
pelo CEBRASPE. Esse novo me´todo de pontuac¸a˜o consiste em aplicar o Modelo de
Resposta Gradual (MRG), da Teoria da Resposta ao Item, ao considerar como uma
alternativa de resposta a “na˜o resposta” do aluno a`s questo˜es do tipo A das provas do
vestibular da UnB, nas quais os indiv´ıduos ganham um ponto ao acertarem a questa˜o,
perdem um ponto ao errarem a questa˜o e ganham zero pontos por na˜o responderem a
questa˜o. Este me´todo de pontuac¸a˜o foi proposto com o intuito de melhorar a avaliac¸a˜o
dos indiv´ıduos, visto que a teoria da resposta ao item apresenta inu´meras vantagens
em relac¸a˜o ao me´todo convencionalmente utilizado pelo CEBRASPE. Os resultados
mostraram uma alta proximidade das notas estimadas pelo modelo de resposta gra-
dual e das notas obtidas pelo me´todo convencional. Dessa forma, poˆde-se concluir
que o me´todo proposto e´ eficiente em avaliar os indiv´ıduos com o aditivo das van-
tagens que a Teoria da Resposta ao Item oferece. Pore´m, tanto os resultados como
algumas limitac¸o˜es evidenciaram oportunidades futuras de pesquisas sob a proposta
apresentada, ainda na˜o exaustivamente exploradas.
Palavras Chave: : Teoria da Resposta ao Item, Modelo de Resposta Gradual,
Dados Faltantes, Vestibular, CEBRASPE, Avaliac¸a˜o.
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Abstract
This paper aims to propose an alternative scoring method for questions of type
A of the UnB vestibular entrance exam prepared by CEBRASPE. This new correction
method applies the Graded Response Model (GRM) from Item Response Theory. We
consider “no answer” as an additional response class to the regular possibilities “right”
or“wrong”. in the UnB vestibular entrance exam, individuals score 1 for each question
with right answer, -1 for each question with wrong answer, and 0 for no answer. This
scoring method has been proposed in order to improve the evaluation of individuals’
proficiencies, as the item response theory has many advantages compared to the
conventional method used by CEBRASPE. The results showed a high correlation
between the scores obtained with the use of the graded response model and the
scores given by the conventional method. We concluded that the proposed method
is effective in evaluating individuals’ proficiencies with the advantages of the Item
Response Theory. However, the results show opportunities for future research in the
studied problem.
Key words: Item Response Theory, Graded Response model, Missing data, En-




Na maioria das pesquisas em que se trabalha com banco de dados e´ comum
se deparar com dados faltantes. Esse tipo de problema tem se tornado cada vez mais
frequente em diferentes a´reas de pesquisas cient´ıficas como cieˆncias sociais, educac¸a˜o,
sau´de, entre outras. A ocorreˆncia de dados faltantes e´ uma limitac¸a˜o bastante deli-
cada, tornando um desafio o uso do bancos de dados incompletos. Isso se da´, entre
outros motivos, pelo fato de que a maioria das te´cnicas estat´ısticas sa˜o desenvolvidas
para serem utilizadas em matrizes de dados completas. Assim, diferentes te´cnicas de
tratamentos de dados faltantes veˆm sendo desenvolvidas ao longo das u´ltimas de´cadas.
Nesta dissertac¸a˜o, estudaremos o problema de dados faltantes em exames em
que ha´ penalizac¸a˜o por resposta incorreta, como por exemplo, questo˜es do tipo A
das provas do vestibular da UnB realizado pelo CEBRASPE (Centro Brasileiro de
Pesquisa em Avaliac¸a˜o e Selec¸a˜o e de Promoc¸a˜o de Eventos). Nas questo˜es do tipo A
deste tipo de exame, o respondente ganha 1 ponto quando acerta uma questa˜o, perde
1 ponto quando erra e ganha zero pontos quando na˜o responde, gerando assim um
dado faltante. Neste trabalho propomos o ca´lculo da nota do respondente utilizando
o modelo de resposta gradual da Teoria de Resposta ao Item (TRI), considerando
treˆs categorias: “Errar”, “Na˜o responder” e “Acertar”. Este modelo considera que as
categorias de resposta de uma questa˜o podem ser ordenadas entre si, de tal forma que
a categoria mais baixa contribua menos para o escore do respondente e a categoria
mais alta contribua mais.
Sendo assim, iremos elaborar um sistema de pontuac¸a˜o, com pontuac¸a˜o di-
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ferente para cada questa˜o, mas considerando a categoria adicional de “na˜o resposta”
como uma categoria intermedia´ria, visto que ela na˜o e´ ta˜o desvantajosa para o indi-
v´ıduo como a categoria “Errar”, mas tambe´m na˜o e´ ta˜o vantajosa para o indiv´ıduo
como a categoria “Acertar”.
Neste sentido, o presente trabalho propo˜e comparar a nota obtida pelo modelo
de resposta gradual com a nota calculada convencionalmente, de forma padronizada,
o qual consiste em somar as pontuac¸o˜es dos respondentes para todas as questo˜es
do teste, subtraindo pela me´dia de todas as notas e dividindo pelo desvio padra˜o,
resultando assim, numa nota final, analisando, por exemplo, se ha´ correlac¸a˜o entre as
notas e quais as vantagens e desvantagens de se modelar as respostas destes tipos de
testes atrave´s do modelo de resposta gradual da TRI.
Para implementarmos a ana´lise proposta, iremos simular um banco de dados
de respostas de indiv´ıduos com dados faltantes a partir da definic¸a˜o de algumas regras.
Ale´m disso, iremos tambe´m, aplicar a metodologia sugerida nesta dissertac¸a˜o a um
banco de dados real do vestibular da UnB.
Este trabalho esta´ organizado da seguinte forma: Nos cap´ıtulos 2 e 3 esta˜o
apresentados a parte teo´rica utilizada neste trabalho, em que o cap´ıtulo 2 corresponde
a` abordagem da Teoria de Resposta ao Item e o cap´ıtulo 3 corresponde ao tema Dados
Faltantes. No cap´ıtulo 4, e´ apresentada a metodologia deste trabalho, em que detalha
como a ana´lise foi realizada, tanto para os dados simulados, como para os dados
reais. Em seguida, nos cap´ıtulos 5 e 6, esta˜o expostos as ana´lises e os resultados com
relac¸a˜o aos dados simulados e aos dados reais, respectivamente. Por fim, no cap´ıtulo




Teoria da Resposta ao Item:
alguns conceitos ba´sicos
2.1 Contextualizac¸a˜o
Em muitos estudos sociolo´gicos, psicolo´gicos ou educacionais a varia´vel de
interesse e´ de compreensa˜o intuitiva para todos. Entretanto, na maioria dos casos,
essa varia´vel na˜o e´ observa´vel diretamente. Na a´rea de psicometria, esses tipos de
varia´veis sa˜o chamadas de varia´veis na˜o observa´veis, habilidades ou trac¸os latentes.
Embora esse tipo de varia´vel possa ser facilmente descrita atrave´s de suas
caracter´ısticas e conceitos, como inteligeˆncia, ansiedade, inseguranc¸a, entre outras,
elas na˜o podem ser medidas de forma direta, ao contra´rio de varia´veis como peso ou
altura de um indiv´ıduo, mesmo que todas elas sejam caracter´ısticas impl´ıcitas de cada
ser humano.
A partir disso, quando se tem o interesse em medir um trac¸o latente, torna-se
necessa´rio criar uma escala de medida, tal que essa varia´vel assumira´ valores contidos
nessa escala. Entretanto, definir essa escala de medida, o intervalo desta escala e sua
interpretac¸a˜o, em relac¸a˜o ao trac¸o latente medido, sa˜o tarefas bastante dif´ıceis por
va´rios motivos te´cnicos.
A preocupac¸a˜o em medir trac¸os sociolo´gicos, educacionais e principalmente
psicolo´gicos e´ bastante antiga. Sendo assim, muitos estudos e propostas de me´todos
foram desenvolvidos no sentido de alcanc¸ar este objetivo. Uma das primeiras te´cnicas
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utilizadas nessa a´rea foi a Teoria Cla´ssica dos Testes (TCT), tambe´m chamada de
Teoria Cla´ssica das Medidas (TCM), sendo esta, bastante desenvolvida ja´ na de´cada
de 1950, principalmente com os trabalhos de Guilford (1954) e Gulliksen (1950).
Utilizando essa te´cnica, em um processo de avaliac¸a˜o e selec¸a˜o de indiv´ıduos,
na a´rea educacional, por exemplo, os respondentes sa˜o analisados tradicionalmente a
partir dos resultados obtidos da aplicac¸a˜o de provas ou testes, expressos apenas por
seus escores brutos ou padronizados. Dessa forma, a classificac¸a˜o de um indiv´ıduo
sera´ melhor tanto quanto maior for sua nota na prova ou no teste. Esse procedimento
caracteriza-se pelo fato de que as ana´lises e interpretac¸o˜es esta˜o sempre associadas
ao escore total e na˜o a um item ou questa˜o em particular, sendo esta a principal
caracter´ıstica da Teoria Cla´ssica das Medidas.
No entanto, a TCM apresenta va´rias limitac¸o˜es. O fato de os resultados
encontrados dependerem do particular conjunto de itens (questo˜es) que compo˜em
o instrumento de medida faz com que as ana´lises e interpretac¸o˜es estejam sempre
associadas a` prova como um todo, tornando-se invia´vel a comparac¸a˜o entre indiv´ıduos
que na˜o foram submetidos a`s mesmas provas.
Com o intuito de corrigir essas limitac¸o˜es da TCM, surgiu a te´cnica Teoria
da Resposta ao Item (TRI), que propo˜e modelos de medic¸a˜o para trac¸os latentes
com algumas vantagens em relac¸a˜o a` te´cnica tradicionalmente utilizada. A TRI e´
uma teoria desenvolvida na˜o com o intuito de substituir a TCM, mas sim preencher
lacunas, e assim adicionar a essa importante te´cnica novas possibilidades e a´reas de
aplicac¸o˜es.
De acordo com Arau´jo et al. (2009), existem va´rias vantagens da TRI em
relac¸a˜o a` Teoria Cla´ssica. Uma das grandes vantagens e´ que ela possibilita fazer
comparac¸o˜es entre trac¸o latente de indiv´ıduos de populac¸o˜es diferentes quando sa˜o
submetidos a testes ou questiona´rios que tenham alguns itens comuns e permite,
ainda, a comparac¸a˜o de indiv´ıduos da mesma populac¸a˜o submetidos a testes total-
mente diferentes. Isto e´ poss´ıvel porque a TRI tem como elementos centrais os itens
e na˜o o teste ou questiona´rio como um todo.
Outra vantagem da TRI e´ o fato de ela possibilitar uma melhor ana´lise de
cada item que forma o instrumento de medida, pois leva em considerac¸a˜o suas carac-
ter´ısticas espec´ıficas de construc¸a˜o de escalas. Ale´m disso, os itens e os indiv´ıduos
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esta˜o na mesma escala, com isso o n´ıvel de uma caracter´ıstica que um indiv´ıduo possui
pode ser comparado ao n´ıvel da caracter´ıstica exigida pelo item, facilitando assim a
interpretac¸a˜o da escala gerada e permitindo tambe´m conhecer quais itens esta˜o pro-
duzindo informac¸a˜o ao longo da escala. Outra vantagem apresentada pelos autores e´
que a TRI permite um tratamento para um conjunto de dados faltantes, utilizando
para isso somente os dados respondidos, o que na˜o pode acontecer na Teoria Cla´ssica
de Medidas. Pode-se citar tambe´m que outro benef´ıcio da TRI e´ o princ´ıpio da invari-
aˆncia, isto e´, os paraˆmetros dos itens na˜o dependem do trac¸o latente do respondente,
assim como os paraˆmetros dos indiv´ıduos na˜o dependem dos itens apresentados.
2.2 Breve Histo´rico
Segundo Andrade et al. (2000), os primeiros modelos da resposta ao item
surgiram na de´cada de 1950, e eram modelos em que se considerava que uma u´nica
habilidade, de um u´nico grupo, estava sendo medida por um teste em que os itens
eram medidos de maneira dicotoˆmica.
Os primeiros modelos que surgiram consideravam apenas um trac¸o latente a
ser medido, denominados modelos unidimensionais. Inicialmente, surgiu o modelo
unidimensional de dois paraˆmetros (dificuldade e discriminac¸a˜o) baseado na distri-
buic¸a˜o ogiva normal (normal acumulada), desenvolvido por Frederic Lord, principal
estat´ıstico do Educational Testing Service-ETS, nos Estados Unidos. Apo´s algumas
aplicac¸o˜es deste modelo, Lord (1952) incorporou ao modelo mais um paraˆmetro com o
intuito de tratar o problema do acerto casual, surgindo assim o modelo unidimensional
de treˆs paraˆmetros.
Em 1968, Birnbaum desenvolveu uma proposta de substituic¸a˜o da func¸a˜o
ogiva normal pela func¸a˜o log´ıstica, sendo esta utilizada ate´ os dias de hoje. A func¸a˜o
log´ıstica tem a vantagem de na˜o envolver integrac¸a˜o, ale´m de ser uma func¸a˜o expl´ıcita
dos paraˆmetros dos itens e do trac¸o latente medido, sendo assim, matematicamente
mais conveniente.
Paralelamente ao trabalho de Lord, Georg Rasch comec¸ou a desenvolver mo-
delos de medida de trac¸os latentes desde a de´cada de 1940 e criou o modelo unidi-
mensional de 1 paraˆmetro, conhecido tambe´m como Modelo de Rasch. Esse modelo
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inicialmente foi expresso pela func¸a˜o ogiva normal e tambe´m mais tarde descrito
atrave´s de uma func¸a˜o log´ıstica por Wright (1968).
No ano seguinte, Samejima (1969) apresentou o modelo de resposta gradual, a
partir da necessidade de se introduzir nos testes respostas que na˜o fossem classificadas
exclusivamente como dicotoˆmicas. Ale´m disso, o autor teve como objetivo obter mais
informac¸o˜es das respostas dos indiv´ıduos do que simplesmente se eles deram respostas
certas ou erradas a`s questo˜es. Outros modelos para respostas politoˆmicas, nominais
ou graduais, foram propostos nos anos posteriores, tais como: o Modelo de Resposta
Nominal de Bock (1972), o Modelo de Cre´dito Parcial proposto por Masters (1982),
entre outros.
Mais tarde, modelos que permitem a ana´lise e comparac¸a˜o de rendimentos de
duas ou mais populac¸o˜es submetidas a testes diferentes, mas com itens em comum,
comec¸aram a ser desenvolvidos. Bock e Zimowski (1997) introduziram os modelos
log´ısticos de 1, 2 e 3 paraˆmetros com mais de duas populac¸o˜es.
A TRI foi utilizada inicialmente no Brasil em 1995, na ana´lise dos resultados
do Sistema Nacional de Ensino Ba´sico (SAEB) e posteriormente foi utilizada tambe´m
pelo Sistema de Avaliac¸a˜o de Rendimento Escolar do Estado de Sa˜o Paulo (SARESP).
Com a complexidade matema´tica dos ca´lculos que sa˜o necessa´rios para a aplicac¸a˜o
dessa teoria, o desenvolvimento de pacotes computacionais veio viabilizar a utilizac¸a˜o
da TRI em grande escala, comec¸ando sua aplicac¸a˜o sistema´tica por volta de 1980,
nos Estados Unidos, em estudos de avaliac¸a˜o educacional.
Por consequeˆncia, essa te´cnica tem despertado interesse de aplicac¸a˜o em dife-
rentes a´reas, tais como: na medicina, quando Das e Hammer (2005, apud BOSI, 2010)
desenvolveram um estudo na I´ndia, com o intuito de avaliar a diferenc¸a entre os cui-
dados de sau´de oferecidos nas regio˜es pobres e ricas; na psicologia, quando Andriola
(1998, apud BOSI, 2010) criou um banco de itens com o objetivo de avaliar a capa-
cidade cognitiva em alunos do ensino me´dio; no campo do marketing, na avaliac¸a˜o
de usabilidade em sites de e-commerce, desenvolvido por Tezzaet et al. (2009, apud
BOSI, 2010); na a´rea social, quando Costa et al. (2009, apud BOSI, 2010) analisaram
os efeitos do Programa Jovens Baianos de Formac¸a˜o de Agentes e Desenvolvimento
Comunita´rio (ADCs), que teve como objetivo proporcionar ao jovem oportunidades
de acesso e permaneˆncia na escola, inclusa˜o produtiva e de empreendimentos de ac¸o˜es
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comunita´rias; na a´rea de produc¸a˜o e ı´ndices so´cio-econoˆmicos por Soares (2005); na
gesta˜o pela qualidade total por Alexandre et al. (2002), entre outros.
2.3 Modelos da Teoria da Resposta ao Item
Segundo Demars (2010), modelos da Teoria da Resposta ao Item mostram
a relac¸a˜o entre a habilidade ou caracter´ıstica medida pelo instrumento e uma res-
posta a um determinado item. As respostas dos itens podem ser classificadas como
dicotoˆmicas (duas categorias), tais como certo ou errado, sim ou na˜o, concordar ou
discordar; ou podem ser classificadas como politoˆmicas (acima de duas categorias),
tais como a classificac¸a˜o de um servic¸o ou opc¸o˜es de respostas na escala de Likert de
uma determinada pesquisa.
Andrade et al. (2000) definem a TRI como o conjunto de modelos matema´ti-
cos que procuram representar a probabilidade de um indiv´ıduo dar uma certa resposta
a um item como func¸a˜o dos paraˆmetros dos itens e da habilidade ou habilidades do
respondente, dependendo do modelo em questa˜o. O conjunto de modelos foi desen-
volvido de forma que, quanto maior a habilidade do indiv´ıduo, maior a probabilidade
de ele dar uma resposta correta ao item em questa˜o.
Tais modelos dependem essencialmente de treˆs atributos: natureza do item,
sendo esta classificada como dicotoˆmica ou na˜o dicotoˆmica, como apresentado anteri-
ormente; nu´mero de populac¸o˜es envolvidas no modelo, discriminado em apenas uma
ou mais de uma populac¸a˜o; e, a quantidade de trac¸os latentes que esta˜o sendo medidos
pelo modelo, classificados como unidimensional (apenas um trac¸o latente medido) ou
multidimensional (mais de um trac¸o latente). Neste trabalho, sera˜o abordados mo-
delos unidimensionais, dicotoˆmicos e na˜o dicotoˆmicos, com somente uma populac¸a˜o
envolvida.
2.3.1 Modelos para Itens Dicotoˆmicos
Normalmente, os modelos mais utilizados da TRI sa˜o os modelos log´ısticos
para itens dicotoˆmicos. Basicamente, ha´ treˆs tipos de modelos nesse contexto, os
quais se diferenciam pela quantidade de paraˆmetros que e´ utilizada para descrever o
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item.
O modelo log´ıstico unidimensional de 1 paraˆmetro (ML1), tambe´m conhecido
como modelo de Rasch, e´ dado pela Equac¸a˜o 2.1 e possui apenas 1 paraˆmetro, como
o pro´prio nome indica, o qual e´ chamado de paraˆmetro de dificuldade do item (bi).
O modelo log´ıstico unidimensional de 2 paraˆmetros (ML2) e´ representado atrave´s da
Equac¸a˜o 2.2. Ale´m do paraˆmetro de dificuldade do item (bi), o modelo e´ composto
tambe´m pelo paraˆmetro de discriminac¸a˜o do item (ai). Por u´ltimo, o modelo log´ıstico
unidimensional de 3 paraˆmetros (ML3) e´ dado pela Equac¸a˜o 2.3, o qual e´ constitu´ıdo
tambe´m, ale´m dos dois paraˆmetros do modelo anterior, pelo paraˆmetro de acerto
casual (ci).
P (Uij = 1|θj) = 1
1 + e−D(θj−bi)
, com i = 1, 2, · · · , I, e j = 1, 2, · · · , n; (2.1)
P (Uij = 1|θj) = 1
1 + e−Dai(θj−bi)
, com i = 1, 2, · · · , I, e j = 1, 2, · · · , n;
(2.2)
P (Uij = 1|θj) = ci + (1− ci) 1
1 + e−Dai(θj−bi)
, com i = 1, 2, · · · , I, e j = 1, 2, · · · , n;
(2.3)
onde:
• Uij, e´ uma varia´vel dicotoˆmica, que assume o valor 1(um) quando o j-e´simo
indiv´ıduo responde corretamente o i-e´simo item, ou assume 0 (zero) quando o
j-e´simo indiv´ıduo na˜o responde corretamente o i-e´simo item;
• θj, representa a habilidade do j-e´simo indiv´ıduo;
• P (Uij = 1|θj), e´ a probabilidade de um indiv´ıduo j com habilidade θj responder
corretamente o item i. Essa probabilidade tambe´m e´ chamada de Func¸a˜o de
Resposta do Item (FRI);
• bi e´ o paraˆmetro de dificuldade, ou de posic¸a˜o, do item i, medido na mesma
escala que a habilidade;
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• ai e´ o paraˆmetro de discriminac¸a˜o, ou de inclinac¸a˜o, do item i, com valor pro-
porcional a` inclinac¸a˜o da Curva Caracter´ıstica do Item (CCI) no ponto bi;
• ci e´ o paraˆmetro do item que representa a probabilidade de indiv´ıduos com baixa
habilidade responderem corretamente o item i (muitas vezes referido como a
probabilidade de acerto casual);
• D e´ um fator de escala, constante igual a 1. Quando se deseja assemelhar os
resultados desse modelo com os resultados obtidos por interme´dio da func¸a˜o
ogiva normal, e´ utilizado D=1,7.
Observa-se que os primeiros dois modelos podem ser obtidos facilmente a par-
tir do modelo log´ıstico de treˆs paraˆmetros. Se, por acaso, na˜o houver possibilidade de
acerto ao acaso, considera-se o valor do paraˆmetro c igual a zero, e obte´m-se assim
o ML2. E se tivermos ainda, ale´m da na˜o possibilidade de resposta ao acaso, que os
itens tenham o mesmo poder de discriminac¸a˜o, obte´m-se o ML1.
2.3.1.1 Representac¸a˜o Gra´fica: Curva Caracter´ıstica do Item
Como ja´ citado anteriormente, a TRI e´ utilizada para analisar um conjunto de
dados oriundo de respostas a itens de ferramentas avaliativas de desempenho ou ques-
tiona´rios, propondo formas de representar a probabilidade de um indiv´ıduo dar uma
determinada resposta a um item, levando em conta suas proficieˆncias ou habilidades e
algumas caracter´ısticas do item. Assim, a probabilidade P (Uij = 1|θj) pode ser vista
como a proporc¸a˜o de respostas corretas a um determinado item i dentre todos os
indiv´ıduos com proficieˆncia θj. Graficamente, a relac¸a˜o existente entre P (Uij = 1|θj)
e os paraˆmetros do modelo e´ representada pela Curva Caracter´ıstica do Item (CCI),
ilustrada na Figura 2.1.
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Figura 2.1: Exemplo de uma Curva Caracter´ıstica do Item (CCI) com ai = 1.3,
bi = 1.2 e ci = 0.2.
Fonte: Andrade et al. (2000).
Atrave´s da figura anterior, e´ poss´ıvel observar que a curva CCI tem uma forma
de “S”, representando assim a relac¸a˜o na˜o linear a qual o modelo se baseia, sendo
esta definida como: indiv´ıduos com maior habilidade possuem maior probabilidade de
acertar o item. Em outras palavras, quanto mais alta for a habilidade ou proficieˆncia
do respondente em relac¸a˜o ao que esta´ sendo medido no instrumento, maior sera´ a
probabilidade de resposta correta ao item. Assim, cada item possui uma CCI pro´pria,
com suas referidas caracter´ısticas de dificuldade, discriminac¸a˜o e probabilidade de
acerto casual, representadas pelos valores de seus respectivos paraˆmetros (bi, ai e ci).
Paraˆmetros dos Itens
No que diz respeito a` interpretac¸a˜o de cada um dos paraˆmetros dos itens, esta
pode ser feita com o aux´ılio de figuras, como sera´ mostrado a seguir.
O paraˆmetro de dificuldade b, como o pro´prio nome sugere, expressa o qua˜o
dif´ıcil e´ o item. Assim, quanto maior o valor de b, mais dif´ıcil o item sera´. Este
paraˆmetro e´ medido na mesma escala da habilidade e pode ser visto como a habilidade
necessa´ria para que a probabilidade de acerto casual seja igual a (1 + c)/2. Segundo
Baker (2001), um item fa´cil funciona bem entre examinados de baixa habilidade e um
item dif´ıcil funciona bem entre examinados de alta habilidade. Assim, o paraˆmetro
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de dificuldade e´ um ı´ndice de localizac¸a˜o ou de posic¸a˜o.
De acordo com Demars (2010), o valor de b e´ igual ao valor da habilidade θ
no ponto em que a inclinac¸a˜o da func¸a˜o e´ ma´xima. A Figura 2.2 apresenta dois itens
com diferentes valores deste paraˆmetro. Ao se compararem os itens, a habilidade
requerida para uma probabilidade de resposta correta de 0, 60, por exemplo, e´ igual
a −1 para o item 2 e igual a 1 para o item 1. Isto e´, o item 1 e´ mais dif´ıcil que o item
2. Assim, pode-se perceber que itens mais dif´ıceis, ou seja, com maiores valores de b,
exigem uma habilidade maior dos respondentes em relac¸a˜o ao que esta´ sendo medido.
Figura 2.2: Curva Caracter´ıstica de dois itens com diferentes valores de b.
Fonte: Demars (2010).
O paraˆmetro de discriminac¸a˜o a descreve o qua˜o bem um item pode diferenciar
os examinados de acordo com suas respectivas habilidades em relac¸a˜o a` proficieˆncia
medida. Este paraˆmetro e´ proporcional a` derivada da tangente da curva no ponto
de inflexa˜o. Dessa forma, itens com a negativo na˜o sa˜o esperados nesses modelos,
visto que esses valores indicariam que a probabilidade de um indiv´ıduo responder o
item corretamente diminuiria com o aumento da habilidade. Segundo Baker (2001),
quanto mais ı´ngreme for a curva, melhor o item discrimina. Por outro lado, quanto
mais plana a curva, menos o item e´ capaz de discriminar, uma vez que a probabilidade
de resposta correta em baixos de n´ıveis de habilidade e´ quase a mesma para altos n´ıveis
de habilidade.
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Quanto maior a discriminac¸a˜o, ou seja, quanto maior o valor deste paraˆmetro,
melhor o item discrimina os indiv´ıduos avaliados com diferentes n´ıveis de habilidades.
Assim, se e´ desejada uma elevada discriminac¸a˜o. Andrade et al. (2000, p.11) afirmam
que
Baixos valores de a indicam que o item tem pouco poder de discrimina-
c¸a˜o (alunos com habilidades bastante diferentes teˆm aproximadamente
a mesma probabilidade de responder corretamente ao item) e valores
muito altos indicam itens com curvas caracter´ısticas muito “´ıngremes”,
que discriminam os alunos basicamente em dois grupos: os que
possuem habilidades abaixo do valor do paraˆmetro b e os que possuem
habilidades acima do valor do paraˆmetro b.
A Figura 2.3 mostra dois itens com diferentes valores do paraˆmetro a. Observa-
se que o item 1 tem uma discriminac¸a˜o maior do que o item 2 por ter uma inclinac¸a˜o
mais acentuada, ou seja, por ter uma CCI mais ı´ngreme. Por este motivo, esse pa-
raˆmetro tambe´m e´ chamado de paraˆmetro de inclinac¸a˜o do item. Numericamente,
esta afirmac¸a˜o se comprova ao se observar que a diferenc¸a entre as probabilidades de
resposta correta com habilidade 0 e 1, por exemplo, e´ maior no item 1 (aproximada-
mente 0, 95− 0, 55 = 0, 4) do que no item 2 (aproximadamente 0, 75− 0, 55 = 0, 2).
Figura 2.3: Curva Caracter´ıstica de dois itens com diferentes valores de a.
Fonte: Demars (2010).
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O paraˆmetro c, conhecido como paraˆmetro de acerto casual, representa a pro-
babilidade de um aluno com baixa habilidade responder corretamente o item. Por
conta disso, este paraˆmetro e´ chamado tambe´m muitas vezes de paraˆmetro de “adivi-
nhac¸a˜o”. Este paraˆmetro na˜o depende de escala, pois trata-se de uma probabilidade,
assumindo, assim, sempre valores entre 0 e 1. De acordo com Baker (2001), e´ impor-
tante notar que o paraˆmetro c na˜o varia como uma func¸a˜o do n´ıvel da habilidade.
Assim, tanto examinados de alta como de baixa habilidade teˆm a mesma probabili-
dade de adivinhar a resposta correta do item.
De acordo com Santos (2009, p. 4),
Se um item de mu´ltipla escolha e´ constru´ıdo de tal forma que as
alternativas incorretas (distratores) funcionem muito bem, ou seja, se
os distratores cumprem o seu papel de trazer informac¸a˜o ao avaliador a
respeito da manifestac¸a˜o do racioc´ınio do aluno quando busca a soluc¸a˜o
para a tarefa imposta pelo item, mas sem chamar mais atenc¸a˜o do que
a resposta correta, provavelmente o paraˆmetro c estara´ em torno do
inverso do nu´mero de alternativas. Todavia, na pra´tica, observam-se
valores desde pro´ximos de zero ate´ pro´ximos a 0,5, raramente ultrapas-
sando esse valor.
Quando na˜o e´ permitido “chutar”, o paraˆmetro c assume valor 0 e o paraˆmetro
b representa o ponto na escala da habilidade onde a probabilidade de acertar o item
e´ 0,5. Segundo Demars (2010), a ass´ıntota a esquerda ou ass´ıntota inferior e´ utilizada
para descrever o valor que a func¸a˜o assume quando o valor de θ se aproxima de menos
infinito. Assim, o paraˆmetro c pode ser visto tambe´m como a ass´ıntota inferior da
curva caracter´ıstica do item. A Figura 2.4 mostra a curva caracter´ıstica de dois
itens com diferentes valores do paraˆmetro c. Quanto menor e´ a ass´ıntota, menor o
valor de c, sendo assim, no item 1, um individuo com baixa habilidade tem menor
probabilidade de acertar o item do que no item 2.
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Figura 2.4: Curva Caracter´ıstica de dois itens com diferentes valores de c.
Fonte: Demars (2010).
Escala da Habilidade
O paraˆmetro de habilidade θ pode assumir qualquer valor entre −∞ a +∞.
Logo, e´ necessa´rio estabelecer uma origem, de modo a representar o valor me´dio (µ)
das habilidades, e uma unidade de medida, representando o desvio-padra˜o (σ) das
habilidades dos indiv´ıduos da populac¸a˜o em estudo. Normalmente, segundo Andrade
et al. (2000), utiliza-se a escala com me´dia igual a 0 e desvio padra˜o igual a 1, sendo
esta representada por escala (0, 1). Nessa escala, portanto, os valores do paraˆmetro b
variam, tipicamente, entre -2 e +2 e os valores do paraˆmetro a variam entre 0 e +2,
em que vale ressaltar que os valores mais adequados de a seriam valores maiores que
1.
Apesar de ser comum a utilizac¸a˜o da escala (0,1), na pra´tica, na˜o ha´ diferenc¸a
entre escolher estes valores ou quaisquer outros para a escala da habilidade. O que
realmente importa sa˜o as relac¸o˜es de ordem existentes entre seus pontos. Isso sig-
nifica dizer que, independentemente da escala utilizada para medir a habilidade do
indiv´ıduo, a probabilidade de ele responder corretamente a um certo item e´ sempre a
mesma, ou seja, a habilidade de um respondente e´ invariante a` escala de medida.
Na pra´tica, as habilidades e os paraˆmetros dos itens sa˜o estimados a partir
das respostas de um grupo de indiv´ıduos submetidos a esses itens. Entretanto, uma
vez estabelecida a escala de medida do trac¸o latente, os valores dos paraˆmetros dos
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itens na˜o mudam. Em outras palavras, os valores de a e b sa˜o invariantes a diferentes
grupos de respondentes, desde que os indiv´ıduos destes grupos tenham suas habilida-
des medidas na mesma escala definida. Sendo assim, na˜o ha´ sentido algum em tentar
analisar os itens a partir dos valores de seus paraˆmetros a e b, sem antes conhecer a
escala na qual eles foram definidos.
2.3.1.2 Func¸a˜o de Informac¸a˜o do Item e Func¸a˜o de Informac¸a˜o do Teste
Segundo van der Linden e Hambleton (1997), uma das outras contribuic¸o˜es de
Birnbaum a` teoria psicome´trica foi a introduc¸a˜o da medida de Fisher para descrever
a estrutura de informac¸a˜o de um teste. Mais conhecida como Func¸a˜o de Informac¸a˜o
do Item (FII), essa medida e´ bastante utilizada em conjunto com a CCI. Ela permite
verificar o quanto um item, ou um teste, conte´m de informac¸a˜o para a medida de









Ii(θ) e´ a “informac¸a˜o” fornecida pelo item i no n´ıvel de habilidade θ;
Pi(θ)= P (Xij = 1|θ) e´ a probabilidade de acerto ao item dado θ;
Qi(θ) = 1− Pi(θ);
∂Pi(θ)
∂θ
e´ a derivada de Pi(θ)











Esta equac¸a˜o mostra a importaˆncia que teˆm os treˆs paraˆmetros dos itens
sobre o montante de informac¸a˜o do item. Na figura a seguir (Figura 2.5), esta˜o
representadas a Curva Caracter´ıstica do Item e a Curva de Informac¸a˜o do Item de
um item hipote´tico.
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Figura 2.5: Curva Caracter´ıstica do item e sua respectiva Curva de Informac¸a˜o do
item.
Fonte: Andriola(2009).
Pode-se observar que o item proporciona maior quantidade de informac¸a˜o nos
valores de θ dentro do intervalo de -1,5 a 0,5. De acordo com Andrade et al. (2000),
a informac¸a˜o e´ maior segundo treˆs condic¸o˜es:
a ) Quando bi se aproxima de θ;
b ) Quanto maior for o valor de ai;
c ) Quanto mais ci se aproxima de 0;
Segundo ainda os mesmo autores, percebe-se que cada item esta´ associado a
um intervalo na escala de habilidade no qual o item tem maior poder de discriminac¸a˜o.
Este intervalo e´ definido em torno do valor do paraˆmetro b e esta´ mostrado pela curva
de informac¸a˜o do item. Logo, a discriminac¸a˜o entre bons respondentes e´ feita a partir
de itens considerados dif´ıceis e na˜o itens considerados fa´ceis.
A Func¸a˜o de Informac¸a˜o do Teste (FIT) e´ fornecida simplesmente pela soma







Outra forma de representar esta func¸a˜o de informac¸a˜o do teste e´ atrave´s do
erro-padra˜o de medida, que em TRI e´ chamado de erro-padra˜o de estimac¸a˜o. Esta





E´ poss´ıvel observar que, quanto maior for a informac¸a˜o do item, consequente-
mente a informac¸a˜o do teste, menor sera´ o erro padra˜o de medida e, por conseguinte,
maior a informac¸a˜o acerca de θ. Portanto, e´ importante ressaltar que essas medidas
de informac¸a˜o dependem do valor de θ.
2.3.1.3 Suposic¸o˜es dos Modelos Dicotoˆmicos
Entre va´rias caracter´ısticas e pre´-requisitos da TRI, ha´ duas suposic¸o˜es ba´sicas
dos modelos propostos por essa te´cnica: unidimensionalidade e independeˆncia local.
A unidimensionalidade e´ a homogeneidade do conjunto de itens que teorica-
mente devem estar medindo um u´nico trac¸o latente, ou seja,
um teste que e´ unidimensional consiste de itens que abrangem uma
u´nica dimensa˜o. Sempre que apenas uma pontuac¸a˜o e´ descrita em um
teste, na˜o esta´ impl´ıcito que os itens partilham de construto prima´rio
comum [...]. Unidimensionalidade, enta˜o, significa que um modelo
possui um teta u´nico para cada examinado e quaisquer outros fatores
que afetam a resposta do item sa˜o considerados aleato´rios ou erros de
um u´nico item, na˜o afetando assim os demais itens (DEMARS, 2010,
p.38).
Entretanto, e´ fa´cil supor que qualquer desempenho humano e´ sempre multi-
motivado ou multideterminado, visto que sempre mais do que um trac¸o latente ira´
entrar na execuc¸a˜o de qualquer que seja a tarefa. No entanto, segundo os autores
Andrade et al. (2000), para satisfazer o postulado da unidimensionalidade, e´ sufici-
ente admitir que haja uma habilidade dominante (um fator dominante) responsa´vel
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pelo conjunto de itens, sendo este o trac¸o latente que se supo˜e estar sendo medido ou
analisado pelo questiona´rio.
Essa suposic¸a˜o pode ser verificada a partir da matriz de correlac¸o˜es tetraco´ricas
atrave´s da ana´lise fatorial. Outro procedimento sugerido na literatura e´ baseado no
me´todo de ma´xima verossimilhanc¸a.
Uma outra suposic¸a˜o do modelo em questa˜o e´ conhecida como independeˆncia
local ou independeˆncia condicional. Esse pressuposto afirma que dada uma habilidade
medida pelo teste, as respostas aos diferentes itens do construto sa˜o independentes.
Esta afirmac¸a˜o e´ fundamental para o processo de estimac¸a˜o dos paraˆmetros.
Conforme Demars (2010), se as respostas aos itens na˜o sa˜o localmente inde-
pendentes sob um modelo unidimensional, uma outra dimensa˜o deve estar causando
a dependeˆncia. Assim, de acordo com Andrade et al. (2000), a unidimensionalidade
implica independeˆncia local. Consequentemente, o modelo tem enta˜o somente uma e
na˜o duas suposic¸o˜es a serem verificadas, de modo que os itens devem ser elaborados
de modo a satisfazer somente a suposic¸a˜o de unidimensionalidade.
Ale´m dessas duas principais suposic¸o˜es, e´ importante verificar tambe´m se o
modelo esta´ especificado corretamente, podendo assim o pesquisador usufruir das
vantagens que a TRI oferece. Uma das vantagens adquiridas a partir de um bom
ajuste, por exemplo, e´ a garantia de itens e habilidades invariantes.
2.3.2 Modelos para Itens Na˜o Dicotoˆmicos
Nesta sec¸a˜o, sera˜o apresentados os modelos para itens na˜o dicotoˆmicos ou
tambe´m chamados de modelos de respostas politoˆmicas. Os modelos politoˆmicos
dependem da natureza das categorias de respostas. Nesses tipos de modelos, esta˜o
inclusos modelos tanto para ana´lises de itens abertos, ou seja, de respostas livres,
quanto para ana´lise de itens de mu´ltipla escolha, os quais sa˜o avaliados de forma
graduada, compostos por itens que sa˜o elaborados ou corrigidos de modo a ter-se
uma ou mais categorias intermedia´rias ordenadas entre as categorias certo ou errado.
Como neste tipo de item na˜o se considera somente se o indiv´ıduo respondeu
corretamente ou na˜o, mas tambe´m qual foi a alternativa escolhida por ele, utilizando
assim mais intensamente a informac¸a˜o contida no teste, esses modelos necessitam de
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um nu´mero maior de paraˆmetros a serem estimados. Sera˜o apresentados a seguir
alguns destes modelos.
2.3.2.1 Modelo de Resposta Nominal
O modelo de resposta nominal foi desenvolvido por Bock (1972), baseado
no modelo log´ıstico de dois paraˆmetros, com a caracter´ıstica adicional de poder ser
aplicado a todas as categorias de respostas escolhidas em um teste com itens de
mu´ltipla escolha. Segundo Ferreira (2014), o objetivo do autor foi obter estimativas
mais precisas dos trac¸os latentes de indiv´ıduos submetidos a testes de mu´ltipla escolha,
acrescentando, assim, a informac¸a˜o de um conhecimento parcial que o respondente
apresenta relacionada a` alternativa escolhida, sendo este negligenciado quando ha´ a
dicotomizac¸a˜o das respostas.
Portanto, Bock (1972) definiu que a probabilidade de um indiv´ıduo j selecionar








Com i = 1, 2, ..., I; j = 1, 2, ..., n e k = 1, 2, ...,mi. Em cada θj, a soma das
probabilidades sobre as mi opc¸o˜es, dada por
∑mi
k=1 Pi,k(θj), e´ igual a 1. As quantida-
des b+i,k e a
+
i,k representam, respectivamente, os paraˆmetros relacionados a` dificuldade
e discriminac¸a˜o da k-e´sima categoria do item i. Teoricamente, para esses valores sa˜o
admiss´ıveis quaisquer valores reais, e em particular para o paraˆmetro de discrimina-
c¸a˜o, valores negativos sa˜o esperados para alternativas incorretas e positivos para as
corretas. Ja´ com relac¸a˜o ao paraˆmetro de dificuldade, espera-se que a opc¸a˜o correta
apresente sempre o maior valor, pois essa opc¸a˜o exigira´ um maior trac¸o latente para
ser escolhida. Este modelo assume que na˜o ha´ nenhuma ordenac¸a˜o a priori das opc¸o˜es
de resposta. A Figura 2.6 conte´m uma representac¸a˜o gra´fica deste modelo.
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Figura 2.6: Representac¸a˜o Gra´fica do Modelo de Resposta Nominal.
Fonte: Andrade (2005).
2.3.2.2 Modelo de Resposta Gradual
O modelo de resposta gradual de Samejima (1969) e´ uma generalizac¸a˜o do
modelo log´ıstico de 2 paraˆmetros, assumindo que as categorias de resposta de um
item podem ser ordenadas entre si, de tal forma que a categoria mais baixa contribua
menos para o escore do indiv´ıduo e a categoria mais alta contribua mais. A escala de
Likert e´ um exemplo cla´ssico desse tipo de modelo, em que as categorias poderiam
ser definidas como: concordo completamente, concordo parcialmente, indiferente, dis-
cordo parcialmente e discordo completamente.
Assim como o modelo de Resposta Nominal, este modelo tenta obter mais
informac¸o˜es das respostas fornecidas pelos respondentes, do que simplesmente se eles
responderam corretamente ou na˜o. Supondo que os escores das categorias de um item
i dispostos em ordem do menor para o maior e denotados por k = 1, 2, ...,mi em que
(mi + 1) e´ o nu´mero de categorias do i-e´simo item, de acordo com Andrade et al.
(2000), a probabilidade de um indiv´ıduo j escolher uma particular categoria ou outra





Com i = 1, 2, ..., I; j = 1, 2, ..., n e k = 0, 1, 2, ...,mi. O paraˆmetro bi,k
representa o paraˆmetro de dificuldade da k-e´sima categoria do item i e os demais
31
paraˆmetros sa˜o ana´logos aos ja´ definidos na Sec¸a˜o 2.3.1. Diferentemente dos modelos
dicotoˆmicos, neste tipo de modelo o paraˆmetro de discriminac¸a˜o na˜o pode ser cha-
mado de paraˆmetro de inclinac¸a˜o, pois a discriminac¸a˜o de uma categoria espec´ıfica
de resposta na˜o so´ depende do paraˆmetro de inclinac¸a˜o comum a todas as categorias
do item, como tambe´m das distaˆncias das categorias de dificuldades adjacentes.
De acordo com a literatura, deve-se ter necessariamente uma ordenac¸a˜o entre o
n´ıvel de dificuldade das categorias de determinado item i de acordo com a classificac¸a˜o
de seus escores. Ou seja bi,1 ≤ bi,2 ≤...≤ bi,mi .

























Percebe-se que, em um item com (mi + 1) opc¸o˜es de respostas, mi valores de
paraˆmetros de dificuldade necessitam ser estimados, ale´m do paraˆmetro de inclinac¸a˜o
do item. Dessa maneira, para cada item, o nu´mero de paraˆmetros a ser estimado sera´
dado pelo seu nu´mero de categoria de respostas. Segue abaixo uma representac¸a˜o
gra´fica desse modelo (Figura 2.7).
Figura 2.7: Representac¸a˜o Gra´fica do Modelo de Resposta Gradual.
Fonte: Andrade, Tavares e Valle (2000).
2.3.2.3 Modelo de Escala Gradual
O modelo de escala gradual, proposto por Andrich(1978), e´ um caso particular
do modelo de resposta gradual de Samejima (1969), sendo este tambe´m utilizado para
itens com categorias de respostas ordenadas, pore´m com um pressuposto a mais: os
escores das categorias devem ser igualmente espac¸ados. Este modelo possui (m+1)
categorias representadas por k=1,2,...,m, ou seja, todos os itens teˆm as mesmas ca-







Com i = 1, 2, ..., I; j = 1, 2, ..., n e k = 0, 1, 2, ...,mi.
Em que, bi e´ agora o paraˆmetro de locac¸a˜o do item i e dk e´ o paraˆmetro
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de categoria. P+i,k(θj) − P+i,k+1(θj) ≥ 0, enta˜o dk − dk+1 ≥ 0. Logo, devemos ter
d1 ≥ d2 ≥...≥ dm.
Segundo Alexandre et al (2003), bik e´ o paraˆmetro que representa a habilidade
necessa´ria para o j-e´simo indiv´ıduo marcar a k-e´sima categoria do i-e´simo item com
uma certa probabilidade. Sendo assim, este paraˆmetro e´ medido na mesma escala da
habilidade. Partindo do pressuposto de que no modelo de escala gradual os escores
das categorias devem ser equidistantes, o paraˆmetro bik pode ser decomposto em um
paraˆmetro bi de locac¸a˜o do item e em um paraˆmetro dk de categoria do item, ou seja,
bik = bi − dk.
Ressalte-se que os paraˆmetros de categoria dk na˜o dependem do item, isto
e´, sa˜o comuns a todos os itens do instrumento de medic¸a˜o. Assim, se os itens que
compo˜em o teste tiverem suas pro´prias categorias de respostas, podendo assim diferir
no nu´mero, este modelo na˜o sera´ adequado.
Se um teste e´ composto por itens com (m+1) categorias de resposta cada um,
sera´ necessa´rio estimar m paraˆmetros de categoria, ale´m dos paraˆmetros de inclinac¸a˜o
e de locac¸a˜o de cada item. Logo, um modelo que tem I itens tera´ 2I +m paraˆmetros
de itens a serem estimados. Na Figura 2.8, ha´ uma representac¸a˜o gra´fica do modelo
de Escala Gradual.
Figura 2.8: Representac¸a˜o Gra´fica do Modelo de Escala Gradual.
Fonte: Andrade, Tavares e Valle (2000).
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2.3.2.4 Modelo de Cre´dito Parcial
Outro modelo da TRI para respostas politoˆmicas e´ o modelo de Cre´dito Par-
cial, desenvolvido por Masters (1982). Trata-se de uma extensa˜o do modelo de Rasch
para itens dicotoˆmicos, o modelo log´ıstico unidimensional de 1 paraˆmetro. Esse mo-
delo e´ tambe´m utilizado na ana´lise de respostas obtidas de duas ou mais categorias
ordenadas, assim como gradual, e o que difere esses dois tipos de modelos e´ que o de
cre´dito pertence a` famı´lia de modelos de Rasch. Sendo assim, todos os paraˆmetros
dos itens contidos no modelo sa˜o de locac¸a˜o, com paraˆmetro de discriminac¸a˜o comum
a todos os itens.
Supondo que o item i tem (mi + 1) categorias de respostas ordena´veis (k =
1, 2, ...,mi), a probabilidade de um indiv´ıduo com habilidade θ escolher a categoria k,









com i = 1, 2, ..., I; j = 1, 2, ..., n, k = 0, 1, 2, ...,mi e bi,0 ≡ 0,
em que bi,k e´ o paraˆmetro do item i que regula a probabilidade de escolher
a categoria k em vez da categoria adjacente (k − 1). De acordo com Andrade et al.
(2000), cada paraˆmetro bi,k corresponde ao valor de habilidade em que o individuo
tem a mesma probabilidade de responder a` categoria k e a` categoria (k − 1), isto e´,
onde Pi,k(θj) = Pi,k−1(θj).
Portanto, sera´ necessa´rio estimar mi paraˆmetros de item para questo˜es com
(mi + 1) categorias de respostas. Percebe-se que modelos com itens de apenas duas
opc¸o˜es de respostas se assemelhara˜o com o modelo de Rasch para itens dicotoˆmicos.
2.3.2.5 Modelo de Cre´dito Parcial Generalizado
O modelo de Cre´dito Parcial Generalizado, formulado por Muraki (1992), e´
baseado no modelo de cre´dito parcial de Masters, sendo que neste, a hipo´tese de poder
de discriminac¸a˜o uniforme para todos os itens foi desconsiderada. A probabilidade de










com i = 1, 2, ..., I; j = 1, 2, ..., n e k = 0, 1, 2, ...,mi. O nu´mero de categorias
de respostas do item i e´ dado por (mi + 1), podendo este nu´mero variar de item para
item. Portanto, somente mi paraˆmetros de categoria do item podem ser identificados.
Os paraˆmetros de categoria do item, bi,k, sa˜o os pontos na escala de j em que as curvas
Pi,k(θj) e Pi,k−1(θj) se interceptam, fato que acontece somente uma vez e em qualquer
ponto da escala θj. Enta˜o, a partir da suposic¸a˜o de que ai assume valores acima de
0, tem-se que:
• Se θj = bi,k, enta˜o Pi,k(θj) = Pi,k−1(θj),
• Se θj > bi,k, enta˜o Pi,k(θj) > Pi,k−1(θj),
• Se θj < bi,k, enta˜o Pi,k(θj) < Pi,k−1(θj).
Da mesma forma como no modelo de escala gradual, no modelo de cre´dito
parcial generalizado, o paraˆmetro bi,k pode ser decomposto atrave´s da diferenc¸a entre
bi e dk.
O paraˆmetro dk e´ interpretado como a dificuldade relativa da categoria k
em comparac¸a˜o com as outras categorias do item, ou interpretado tambe´m como o
desvio da dificuldade de cada categoria em relac¸a˜o a` locac¸a˜o do item bi. Assim,
diferentemente do modelo de escala gradual, no modelo em questa˜o os valores de dk
na˜o sa˜o necessariamente ordenados sequencialmente dentro de uma questa˜o. A Figura
2.9 ilustra graficamente o modelo de Cre´dito Parcial Generalizado.
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Figura 2.9: Representac¸a˜o Gra´fica do Modelo de Cre´dito Parcial Generalizado.
Fonte: Demars (2010).
2.4 Estimac¸a˜o dos Paraˆmetros da Teoria da Res-
posta ao Item
Um dos pontos cr´ıticos da TRI e´ a estimac¸a˜o dos paraˆmetros que caracterizam
o modelo da resposta ao item: paraˆmetros dos itens e as habilidades dos respondentes.
Nos modelos da TRI, como ja´ mencionado anteriormente, a probabilidade de resposta
correta a um determinado item depende exclusivamente da habilidade do examinado
e dos paraˆmetros dos itens. Entretanto, na maioria das vezes, essas medidas sa˜o
desconhecidas, sendo conhecidas somente as respostas aos itens dos testes. Assim,
nos modelos da TRI tem-se um problema de estimac¸a˜o que envolve esses dois tipos
de paraˆmetros.
Portanto, pode-se dividir o problema basicamente em treˆs situac¸o˜es diferentes:
Estimac¸a˜o das habilidades, quando ja´ se conhecem os paraˆmetros dos itens; estimac¸a˜o
dos paraˆmetros dos itens (processo conhecido como calibrac¸a˜o) quando ja´ se conhecem
as habilidades e, por fim, a estimac¸a˜o conjunta das habilidades e dos paraˆmetros dos
itens com, portanto, esses dois tipos de medidas desconhecidas.
Inicialmente, a estimac¸a˜o dos paraˆmetros em questa˜o era feita atrave´s do
me´todo de ma´xima verossimilhanc¸a (MV) conjunta, o qual envolvia um grande nu´-
mero de paraˆmetros a serem estimados simultaneamente e gerava, consequentemente,
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inu´meros problemas computacionais e teo´ricos, como a poss´ıvel inconsisteˆncia dos
estimadores obtidos por essa te´cnica. De acordo com Andrade et al. (2000), Bock
e Lieberman, em 1970, desenvolveram um procedimento de estimac¸a˜o em duas eta-
pas, denominado Me´todo de Ma´xima Verossimilhanc¸a Marginal. Na primeira etapa,
estimam-se os paraˆmetros dos itens, assumindo uma certa distribuic¸a˜o associada a`
habilidade dos indiv´ıduos da populac¸a˜o em estudo. Na segunda etapa, assumindo os
paraˆmetros dos itens conhecidos, estimam-se assim as habilidades.
Apesar do avanc¸o que esse me´todo trouxe para a estimac¸a˜o dos paraˆmetros,
ele continha algumas desvantagens matema´ticas para as ana´lises. Assim, em 1981,
Bock e Aitkin propuseram que a obtenc¸a˜o das estimativas de ma´xima verossimilhanc¸a
fossem feitas atrave´s da aplicac¸a˜o do algoritmo EM introduzido por Dempster, Laird
e Rubin (1977). Mais recentemente, me´todos bayesianos foram propostos tambe´m
como uma opc¸a˜o de te´cnica para a estimac¸a˜o dos paraˆmetros.
Estimac¸a˜o das Habilidades
Na situac¸a˜o em que se deseja estimar somente as habilidades dos indiv´ıduos,
tem-se que os paraˆmetros dos itens sa˜o conhecidos. Utiliza-se esse tipo de estimac¸a˜o
quando se deseja submeter indiv´ıduos a itens ja´ calibrados, visando a` estimac¸a˜o de
suas habilidades com o intuito de classificac¸a˜o ou selec¸a˜o dos indiv´ıduos. De acordo
com Guewehr (2007), as habilidades dos respondentes podem ser estimadas a partir
do me´todo de ma´xima verossimilhanc¸a ou por me´todos bayesianos, como o estimador
bayesiano pela me´dia da posteriori (EAP) ou o estimador pela moda da posteriori
(MAP).
O me´todo de ma´xima verossimilhanc¸a, ainda segundo a mesma autora, e´
um dos me´todos mais populares de estimac¸a˜o por conter algumas boas propriedades
como consisteˆncia das estimativas, conter erros padro˜es relativamente menores e com
distribuic¸a˜o normal, produzir estimadores na˜o viciados em testes “longos” (muitos
itens), entre outras. Entretanto, o me´todo de MV na˜o e´ sustentado para alguns
modelos por na˜o conter determinados padro˜es de respostas.
O estimador bayesiano pela me´dia da posteriori (EAP) e´ a me´dia da distri-
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buic¸a˜o a posteriori de θ e resolve alguns problemas do me´todo anterior, pois consiste
em incorporar qualquer informac¸a˜o a priori de modo a modificar a func¸a˜o de veros-
similhanc¸a. Este estimador tem como vantagens o fato de poder ser definido para
qualquer padra˜o de resposta e possuir menor erro me´dio do que qualquer outro es-
timador. No entanto, ele e´ um estimador viciado, exige ca´lculos mais complexos do
que o me´todo MV e necessita de uma distribuic¸a˜o a priori de θ.
O estimador pela moda a posteriori (MAP) consiste em obter o valor de
θ que maximize a distribuic¸a˜o a posteriori. Este estimador apresenta caracter´ısticas
semelhantes ao EAP, pois e´ definido para qualquer padra˜o de resposta, pore´m tambe´m
e´ viciado, exige ca´lculos mais complexos do que a MV e necessita de uma distribuic¸a˜o
a priori de θ.
Estimac¸a˜o dos paraˆmetros dos itens
Quando se deseja estimar somente os paraˆmetros dos itens, necessita-se que as
habilidades sejam conhecidas, o que na maioria das vezes na pra´tica na˜o ocorre. Um
me´todo comumente usado nessa situac¸a˜o e´ o de ma´xima verossimilhanc¸a marginal
(MVM), o qual apresenta algumas vantagens em relac¸a˜o aos outros me´todos. Dentre
elas, pode-se citar o fato de possuir propriedades assinto´ticas, fazendo com que as
estimativas dos paraˆmetros a, b e c sejam consistentes. Segundo Guewehr (2007),
a ideia ba´sica desse procedimento e´ a integrac¸a˜o em θ, de modo que a func¸a˜o de
verossimilhanc¸a na˜o dependa dos paraˆmetros de habilidade. Nesse procedimento e´
necessa´rio utilizar me´todos iterativos e pode-se citar o comumente mais utilizado: o
me´todo de Newton-Raphson em sua forma multivariada.
Estimac¸a˜o dos paraˆmetros dos itens e das habilidades
A estimac¸a˜o dos paraˆmetros dos itens e das habilidades se trata do caso mais
comum, em que nem os paraˆmetros dos itens sa˜o conhecidos e nem as habilidades.
Enta˜o, estimam-se nessa situac¸a˜o os paraˆmetros dos itens e as habilidades ao mesmo
tempo. Entretanto, devido a` dificuldade de se estimar conjuntamente esse dois tipos
de paraˆmetros, essa estimac¸a˜o e´ realizada em duas fases. Na primeira fase, e´ reali-
zada a estimac¸a˜o dos paraˆmetros dos itens e esta pode ser feita tanto pelo me´todo de
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ma´xima verossimilhanc¸a conjunta (MVC), como por ma´xima verossimilhanc¸a margi-
nal ou por me´todos bayesianos. Em seguida, sa˜o estimadas as habilidades na mesma
escala dos paraˆmetros dos itens, uma vez que eles foram estimados na fase anterior.
Esta fase pode ser realizada por me´todos de ma´xima verossimilhanc¸a ou por me´todos
bayesianos.
O me´todo MVC, de acordo com Guewehr (2007), foi o primeiro me´todo a
ser utilizado nesse tipo de situac¸a˜o para a estimac¸a˜o dos paraˆmetros dos itens e
serve como base para outros procedimentos. Por realizar uma soluc¸a˜o simultaˆnea das
estimativas para todos os paraˆmetros, este me´todo se torna bastante complexo. Esse
procedimento de estimac¸a˜o apresenta algumas desvantagens, em que podemos citar
a presenc¸a de problemas de indeterminac¸a˜o; na˜o possuir propriedades assinto´ticas,
pois quando o nu´mero de respondentes aumenta, o nu´mero de paraˆmetros a serem
estimados tambe´m aumenta; ser bastante trabalhoso computacionalmente; na˜o estar
definido para alguns padro˜es de respostas; entre outras.
2.4.1 Me´todos de Estimac¸a˜o
Nesta sec¸a˜o, trataremos de dois me´todos de estimac¸a˜o comumente utilizados
nas treˆs diferentes situac¸o˜es definidas anteriormente: Quando se deseja estimar so-
mente paraˆmetros dos itens, somente as habilidades ou estimar os paraˆmetros dos
itens e as habilidades simultaneamente. Estes me´todos sera˜o abordados a seguir de
forma resumida e para mais detalhes, consultar Andrade et al. (2000), Azevedo
(2003), Baker (1992), Lord (1980) e Baker (2001).
Para auxiliar na apresentac¸a˜o destes me´todos, ale´m das definic¸o˜es apresenta-
das na sec¸a˜o 2.3.1, consideremos tambe´m as seguintes notac¸o˜es:
• U .j = (U1j, ..., UIj)′ , e´ o vetor de respostas do j-e´simo indiv´ıduo aos I itens;




, e´ o conjunto integral de respostas;
• ζi = (ai, bi, ci)′ , e´ o vetor dos paraˆmetros do i-e´simo item;




, e´ o vetor dos paraˆmetros de todos os itens;
• θ = (θ1, ..., θn)′ , e´ o vetor de habilidades de todos os indiv´ıduos.
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De acordo com Azevedo (2003), duas principais suposic¸o˜es sa˜o necessa´rias
para o desenvolvimento dos processos de estimac¸a˜o:
(S1) as respostas oriundas de indiv´ıduos diferentes sa˜o independetes.
(S2) os itens sa˜o respondidos de forma independente por cada indiv´ıduo
(independeˆncia local) dada a sua habilidade.
2.4.1.1 Estimac¸a˜o por Ma´xima Verossimilhanc¸a
A seguir, sera´ descrito o me´todo de ma´xima verossimilhanc¸a para a estimac¸a˜o
dos paraˆmetros dos itens, considerando as habilidades conhecidas e desconhecidas, e
tambe´m a utilizac¸a˜o do me´todo para a estimac¸a˜o das habilidades.
Estimac¸a˜o dos Paraˆmetros dos Itens
Quando se deseja estimar os paraˆmetros dos itens na situac¸a˜o em que as habi-
lidades sa˜o conhecidas, apesar desse cena´rio ser incomum, considerando as suposic¸o˜es










P (Uij = uij|θj, ζi) (2.15)
onde na u´ltima igualdade temos que a distribuic¸a˜o de Uij so´ depende de ζ atrave´s de
ζi (pelo modelo). Usando a notac¸a˜o Pij = P (Uij = 1|θj, ζi) e Qij = 1−Pij, temos que

















A log-verossimilhanc¸a, representada por l(ζ) = lnL(ζ), em que ln denota o







{uijlnPij + (1− uij)lnQij} (2.19)
De acordo com Andrade et al. (2000), os Estimadores de Ma´xima Verossimi-
lhanc¸a (EMV) de ζi, i = 1, 2, ..., I, sa˜o os valores que maximizam a verossimilhanc¸a,
ou, equivalentemente, sa˜o as soluc¸o˜es da seguinte equac¸a˜o:
∂l(ζ)
∂ζi
= 0, i = 1, 2, ..., I.
Dessa forma, o vetor escore (equac¸o˜es de estimac¸a˜o) resultante, segundo Aze-

























, P ∗ij = {1 + e−Dai(θj−bi)}−1 e Q∗ij = 1− P ∗ij.
Como o sistema de equac¸o˜es descrito por S(ζi) na˜o possui soluc¸a˜o expl´ıcita,
deve-se utilizar algum me´todo iterativo para concluir a estimac¸a˜o. Os dois me´todos
mais usados neste tipo de situac¸a˜o sa˜o o Me´todo de Newton-Raphson e Escore de
Fisher. Para a aplicac¸a˜o destes me´todos e´ necessa´rio calcular a matriz Hessiana e a




















(uij − Pij)Wij{H ij −Wij(uij − Pij)hijh′ij} (2.20)
e
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D2(1− ci)(θj − bi)2(1− 2P ∗ij) . .
−D(1− ci){1 +Dai(θj − bi)(1− 2P ∗ij)} D2a2i (1− ci)(1− 2P ∗ij) .




uma estimativa de ζi na iterac¸a˜o t, em que t =





















A literatura sugere alguns valores iniciais dos processos iterativos. Um proce-
dimento alternativo para a estimac¸a˜o dos paraˆmetros dos itens quando as habilidades
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sa˜o conhecidas e´ considerar um agrupamento dessas em classes. Para mais detalhes
ver Andrade et al. (2000) e Azevedo (2003).
Por outro lado, quando se deseja estimar os paraˆmetros dos itens na situac¸a˜o
em que as habilidades na˜o sa˜o conhecidas, o me´todo de estimac¸a˜o mais utilizado e´
o de Ma´xima Verossimilhanc¸a Marginal. A proposta desse me´todo, de acordo com
Andrade et al. (2000), e´ fazer a estimac¸a˜o em duas etapas: primeiro os paraˆmetros
e em seguida, as habilidades. Como estas sa˜o desconhecidas, e´ necessa´rio usar algum
artif´ıcio de forma que a verossimilhanc¸a na˜o seja func¸a˜o das habilidades. Assim, um
artif´ıcio para eliminar as habilidades na verossimilhanc¸a consiste em marginalizar a
verossimilhanc¸a, integrando-a com relac¸a˜o a` distribuic¸a˜o da habilidade. De forma
resumida, consideremos que as habilidades θj, j = 1, ..., n, sa˜o realizac¸o˜es de uma
varia´vel aleato´ria θ com distribuic¸a˜o cont´ınua e func¸a˜o densidade de probabilidade
g(θ|η) duplamente diferencia´vel, com componentes de η conhecidas e finitas. Para
a situac¸a˜o em que θ tem distribuic¸a˜o Normal, temos que η = (µ, σ2), onde µ e´ a
me´dia e σ2 e´ a variaˆncia das habilidades. Assim, pela suposic¸a˜o (S1), de acordo com
Azevedo (2003), temos que a verossimilhanc¸a e´ dada por:
L(ζ,η) = P (U ..|ζ,η) =
n∏
j=1
P (U .j|ζ,η), (2.27)




lnP (U .j|ζ,η). (2.28)
Com os procedimentos descritos em Andrade et al. (2000), temos as seguintes
equac¸o˜es de estimac¸a˜o:





[(uij − Pi)(θ − bi)Wi]g∗j (θ) = 0 (2.29)














]g∗j (θ) = 0, (2.31)





, Pi = ci + (1 − ci){1 + e−Dai(θ−bi)}−1, P ∗i = {1 + e−Dai(θ−bi)}−1,
Qi = 1− Pi, Q∗i = 1− P ∗i e g∗j (θ) = P (U .j |ζ ,θ)g(θ|η)∫ P (U .j |ζ ,θ)g(θ|η)dθ .
Uma vez que essas equac¸o˜es na˜o possuem soluc¸a˜o expl´ıcita, e´ necessa´rio aplicar
me´todos com o intuito de resolveˆ-las. Para mais informac¸o˜es destes me´todos, ver
Andrade et al. (2000) e Azevedo (2003).
Estimac¸a˜o das Habilidade
No que diz respeito a` estimac¸a˜o das habilidades (trac¸os latentes) dos indiv´ı-
duos, esta e´ feita de tal forma a considerar os paraˆmetros dos itens como conhecidos,
estimados, por exemplo, pelos me´todos citados anteriormente. Assim, neste caso, se
e´ introduzido as estimativas dos paraˆmetros dos itens ζ̂ na verossimilhanc¸a original
L(ζ,θ), obtendo L(θ, ζ̂). A partir disso, para o desenvolvimento desta sec¸a˜o, sera´
considerado L(θ, ζ̂) ≡ L(θ). Enta˜o, baseado nas suposic¸o˜es (S1) e (S2), podemos






{uijlnPij + (1− uij)lnQij} (2.32)
De forma resumida, as expresso˜es relativas aos processos de estimac¸a˜o, de








































) = a2i (1− ci)(1− 2P ∗ij) (2.37)
Enta˜o, considerando θ̂j
(t)
uma estimativa de θj na iterac¸a˜o t, em que t=0,1,2,...,






















De acordo com Andrade et al. (2000), a estimac¸a˜o bayesiana consiste, basica-
mente, em estabelecer distribuic¸o˜es a priori para os paraˆmetros de interesse, construir
uma nova func¸a˜o chamada de distribuic¸a˜o a posteriori e estimar os paraˆmetros de in-
teresse baseado em alguma caracter´ıstica dessa distribuic¸a˜o.
A seguir, sera´ descrito esse me´todo de estimac¸a˜o bayesiana para a estimac¸a˜o
dos paraˆmetros dos itens, considerando as habilidades conhecidas e desconhecidas, e
sera´ descrito tambe´m a utilizac¸a˜o do me´todo para a estimac¸a˜o das habilidades.
46
Estimac¸a˜o dos Paraˆmetros dos Itens
O processo de estimac¸a˜o bayesiana e´ baseado na construc¸a˜o da distribuic¸a˜o
a posteriori, que une a informac¸a˜o contida na verossimilhanc¸a com a distribuic¸a˜o a
priori. Dessa forma, a partir do Teorema de Bayes, de acordo com Azevedo (2003),
na estimac¸a˜o dos paraˆmetros dos itens quando as habilidades sa˜o conhecidas a distri-
buic¸a˜o a posteriori e´ dada por:
f(ζ|u..,θ, τ ) = f(ζ,U ..,θ, τ )∫
Rq f(ζ,U ..,θ, τ )dζ
∝ f(U ..|θ, ζ, τ )f(ζ, τ ) (2.40)










ij }f(ζ|τ )f(τ ) (2.42)

























representando os hiperparaˆmetros relacionados a ζi e q o nu´mero de paraˆmetros dos
itens. Considerando que os paraˆmetros de diferentes itens sa˜o estocasticamente in-
dependentes, ou seja, os paraˆmetros de determinado item na˜o tem informac¸o˜es a
respeito de outros, podemos reescrever a equac¸a˜o anterior, como:
















E o logaritmo natural da equac¸a˜o (2.43) e´ dado por:












{uijlnPij +(1−uij)lnQij}. Apesar de muitas opc¸o˜es de quanti-
dades da distribuic¸a˜o a priori possam ser escolhidas como estimadores dos paraˆmetros,
como me´dia, moda, mediana, entre outras, sera´ desenvolvido aqui, de forma resumida,
o processo baseado na moda a posteriori (MAP). Enta˜o, como a distribuic¸a˜o a pos-
teriori e´ cont´ınua e dessa forma, a moda e´ o conjunto de valores que maximizam












Nota-se que a primeira parcela do lado direito da equac¸a˜o anterior gera as
equac¸o˜es de ma´xima verossimilhanc¸a S(ζi). Sendo assim, sera´ desenvolvido aqui
apenas a segunda parcela da equac¸a˜o (2.45), sendo esta referente a`s prioris dos paraˆ-
metros. Considerando que cada paraˆmetro ai segue uma distribuic¸a˜o Log-normal com











que cada paraˆmetro ci segue uma distribuic¸a˜o Beta(αi − 1, βi − 1), temos enta˜o, de
forma direta, que a segunda parcela do lado direito da equac¸a˜o (2.45) em relac¸a˜o a






















− βi − 2
1− ci . (2.48)
Enta˜o, a partir das equac¸o˜es apresentadas anteriormente, temos que o vetor





















De acordo com Azevedo (2003), o sistema de equac¸o˜es dado por S(ζi)B e´ na˜o
linear, sendo necessa´rio portanto, a utilizac¸a˜o de algum me´todo iterativo, como o de
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Newton-Raphson ou Escore de Fisher. Para mais detalhes, ver Azevedo (2003), e
Andrade (2000).
Na situac¸a˜o em que se deseja estimar os paraˆmetros dos itens em que as habili-
dades sa˜o desconhecidas, o me´todo mais utilizado e´ chamado de Estimac¸a˜o Bayesiana
Marginal (EBM). Dessa forma, de acordo com Azevedo (2003), a distribuic¸a˜o a pos-
teriori e´ dada por:
f(ψ|u..) = C
∫∫





f(ζ|τ )f(τ )dτ} (2.52)
∝ L(ζ,η)f(ζ)g(η), (2.53)






, L(ζ,η) ≡ P (U ..=u.. |ζ,η), f(ζ) ≡
∫
f(ζ|τ )f(τ )dτ , C e´
uma constante de normalizac¸a˜o, L(u..;θ, ζ) e´ a verossimilhanc¸a genu´ına, f(ζ|τ ) e
g(θ|η) sa˜o as prioris associadas a ζ e θ, respectivamente, f(τ ) e f(η) sa˜o as hiper-
prioris associadas a τ e η, respectivamente, em que τ e η, sa˜o os hiperparaˆmetros
relativos a ζ e θ, respectivamente.
O logaritmo natural dessa expressa˜o e´ dado por:
lnf(ψ|u..) ≡ l(ψ|u..) ∝ lnL(ζ,η) + lnf(ζ) + lng(η) (2.54)
≡ l(ζ,η) + lnf(ζ) + lng(η) (2.55)
Como o interesse e´ obter o ma´ximo da posteriori (moda), deve-se derivar a func¸a˜o








Novamente, se e´ necessa´rio utilizar me´todos interativos, como por exemplo o al-
goritmo EM, o qual e´ um processo interativo para a determinac¸a˜o de estimativas de
ma´xima verossimilhanc¸a de paraˆmetros de modelos de probabilidade na presenc¸a de
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varia´veis aleato´rias na˜o observadas, podendo ser estendido ao caso em questa˜o, de
estimac¸a˜o bayesiana (moda a posteriori), ao substituir a esperanc¸a da log-posteriori
(2.55) ao inve´s da esperanc¸a da verossimilhanc¸a.
Estimac¸a˜o das Habilidades
Equivalente ao que ocorre na estimac¸a˜o por ma´xima verossimilhanc¸a, a estimac¸a˜o
bayesiana das habilidades e´ feita em uma segunda etapa considerando os paraˆmetros
dos itens como fixos. A partir da suposic¸a˜o de independeˆncia entre as habilidades
de diferentes indiv´ıduos, ou seja, supondo que os trac¸os latentes sa˜o estocasticamente
independentes, a estimac¸a˜o para cada indiv´ıduo pode ser feita separadamente. Assim,
de acordo com Azevedo (2003), a distribuic¸a˜o a posteriori do trac¸o latente de um
determinado indiv´ıduo e´ dada por:
g∗j (θj) ≡ Cg(θj|u.j, ζ,η) = CP (U .j|θj, ζ)g(θj|η) (2.57)
∝ P (U .j|θj, ζ)g(θj|η). (2.58)
Segundo Andrade et al. (2000), podemos adotar alguma caracter´ıstica de g∗j (θj)
como estimador da habilidade θj, em que as mais adotadas sa˜o a me´dia [conhecida
por estimac¸a˜o pela me´dia da posteriori (EAP - Expectation a posteriori)] e a moda
[conhecida por estimac¸a˜o pela moda da posteriori (MAP - Maximum a posteriori)].
Na estimac¸a˜o pela moda da posteriori ou MAP, devemos encontrar o ma´ximo da
distribuic¸a˜o a posteriori (2.58) e por convenieˆncia, devemos tomar o logaritmo natural
desta equac¸a˜o. Assim, de acordo com Azevedo(2003), este e´ dado por:








ij . Dessa forma, a func¸a˜o de estimac¸a˜o bayesiana, para




















ai(1− ci)(uij − Pij)− θj − µθ
σ2θ
). (2.61)
Novamente, pela na˜o linearidade da equac¸a˜o de estimac¸a˜o, devemos usar algum
me´todo iterativo para resolveˆ-la, como o me´todo “Scoring” de Fisher. Para mais
detalhes, consultar Andrade et al. (2000).
Na estimac¸a˜o pela me´dia da posteriori ou EAP, de acordo com Andrade et al.
(2000), a posteriori e´ dada por:
g(θ|u.j, ζ,η) = P (u.j|θ, ζ)g(θ|η)
P (u.j|ζ,η) . (2.62)
Baseado no objetivo da EAP, o qual e´ obter a esperanc¸a da posteriori, esta e´ dada
por:
θ̂j ≡ E[θ|u.j, ζ,η] =
∫
R θg(θ|η)P (u.j|θ, ζ)dθ∫
R g(θ|η)P (u.j|θ, ζ)dθ
(2.63)
Dessa forma, esta estimac¸a˜o tem a vantagem de ser calculada diretamente, na˜o
necessitando de processos iterativos e, ale´m disso, as quantidades necessa´rias para o
seu ca´lculo sa˜o um produto final da fase da estimac¸a˜o, afirmam Andrade et al. (2000).
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2.5 Contextualizac¸a˜o da Teoria da Resposta ao Item
neste estudo
Neste trabalho, sera´ simulado um banco de dados em que iremos supor sua
origem a partir da aplicac¸a˜o de uma prova de conhecimentos na qual foi medida
alguma habilidade. Este banco de dados sera´ considerado incompleto, visto que sera´
caracterizado por questo˜es respondidas e questo˜es na˜o respondidas. Logo, sera´ um
banco de dados com informac¸o˜es faltantes, as quais sera˜o descritas e discutidas no
pro´ximo cap´ıtulo.
Iremos supor diferentes motivos para a presenc¸a de informac¸o˜es faltantes,
tais como: falta de tempo para resolver a prova, falta de conhecimento do aluno
sobre o conhecimento medido, prova cansativa, entre outros. Ale´m destes motivos,
iremos considerar ainda, a na˜o resposta como uma escolha consciente do aluno em
deixar a questa˜o em branco, caso ele na˜o tenha certeza da resposta correta. Essa
suposic¸a˜o sera´ baseada nas regras de correc¸a˜o das provas objetivas do vestibular da
UnB (Universidade de Bras´ılia), elaboradas pelo CEBRASPE (Centro Brasileiro de
Pesquisa em Avaliac¸a˜o e Selec¸a˜o e de Promoc¸a˜o de Eventos).
As provas objetivas deste teste sa˜o caracterizadas por quatro tipos de questo˜es,
denominados tipo A, tipo B, tipo C e tipo D. De forma resumida, as questo˜es sa˜o
definidas da seguinte forma: As questo˜es do tipo A teˆm como opc¸o˜es de respostas
“Certo” ou “Errado”. Nas questo˜es do tipo B, e´ proposto um problema ao candidato e
ele deve marcar um u´nico resultado nume´rico como resposta da questa˜o, representado
por um nu´mero inteiro de 000 a 999. As questo˜es do tipo C teˆm quatro opc¸o˜es de
respostas, designadas pelas letras A, B, C e D, das quais apenas uma constitui a
resposta correta. Por fim, as questo˜es do tipo D sa˜o itens de respostas constru´ıdas,
ou seja, questo˜es abertas, com respostas elaboradas pelo candidato.
Neste estudo, consideraremos que o banco de dados sera´ constitu´ıdo com
questo˜es do tipo A as quais, ale´m de apresentarem as opc¸o˜es“certo”ou“errado”, como
citado anteriormente, sa˜o corrigidas a partir do seguinte ca´lculo: caso a resposta do
candidato esteja em concordaˆncia com o gabarito oficial definido na prova, ou seja,
caso ele acerte a questa˜o, ele tem uma pontuac¸a˜o +1 (um ponto positivo). Caso a
52
resposta do candidato esteja em discordaˆncia com o gabarito oficial definido na prova,
ou seja, caso ele erre a questa˜o, ele tem uma pontuac¸a˜o -1 (um ponto negativo). E,
por fim, caso na˜o haja marcac¸a˜o por parte do candidato, ele tem pontuac¸a˜o 0 (zero
pontos). Estas informac¸o˜es foram extra´ıdas do Edital No1, do 1o vestibular da UnB
de 2014, lanc¸ado no dia 22 de abril de 2014.
Considerando o ca´lculo, e´ constatado que cada resposta errada marcada pelo
candidato anulara´ uma resposta certa que ele ja´ tenha adquirido ou venha a adquirir.
Percebe-se que em casos de incertezas do candidato quanto a` resposta correta da
questa˜o, a na˜o resposta costuma ser vantajosa. Sendo assim, no banco de dados
utilizado nesta pesquisa, as respostas faltantes sera˜o consideradas tambe´m como uma
opc¸a˜o de resposta, ou seja, teremos treˆs opc¸o˜es de respostas: “Errar”,“Na˜o Responder”
e “Acertar”.
A partir da suposic¸a˜o considerada acima, o modelo utilizado neste trabalho
sera´ o modelo da teoria da resposta ao item, com somente uma populac¸a˜o envolvida
no estudo; unidimensional, ou seja, com apenas um trac¸o latente medido e de natu-
reza dos itens na˜o dicotoˆmica ou tambe´m chamada de “politoˆmica”. O modelo para
itens na˜o dicotoˆmicos considerado sera´ o modelo de Resposta Gradual, em que as ca-
tegorias de resposta de uma questa˜o podem ser ordenadas entre si, de tal forma que a
categoria mais baixa contribua menos para o escore do respondente e a categoria mais
alta contribua mais. A principal raza˜o para a escolha desse modelo para ser utilizado
neste trabalho e´ exatamente a caracter´ıstica de se ter uma ordenac¸a˜o entre as cate-
gorias, visto que isso garantira´ que a categoria de “na˜o resposta” sera´ uma categoria
intermedia´ria entre as outras categorias de resposta: “acertar” e “errar”. Dessa forma,
verificamos que os outros modelos para itens na˜o dicotoˆmicos da TRI na˜o sa˜o ade-
quados a nossa proposta, como por exemplo, o Modelo de Resposta Nominal, o qual
assume que na˜o ha´ nenhuma ordenac¸a˜o entre as categorias. Com relac¸a˜o ao Modelo
de Escala Gradual, que, apesar de ser um caso particular do modelo de resposta gra-
dual, tem uma caracter´ıstica adicional que na˜o necessariamente seria uma exigeˆncia
da nossa proposta: os escores das categorias sa˜o igualmente espac¸ados. Por fim, os
modelos de cre´dito parcial e cre´dito parcial generalizado tambe´m na˜o foram escolhi-
dos por se basearem no modelo log´ıstico de 1 paraˆmetro, tendo somente o paraˆmetro
de dificuldade, sendo o paraˆmetro de discriminac¸a˜o comum a todos os itens. Dessa
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forma, como tambe´m temos o intuito de avaliar o qua˜o bem os itens discriminam os
indiv´ıduos, esses dois u´ltimos modelos na˜o estavam tambe´m de acordo com a nossa
proposta. Vale ressaltar novamente, que as categorias consideradas sera˜o: “Errar”,





Na maioria das pesquisas em que se trabalha com banco de dados, e´ comum
deparar-se com dados faltantes ou tambe´m chamados dados perdidos ou missings,
gerando-se assim, banco de dados incompletos. Segundo Mcknight et al. (2007),
a expressa˜o dados faltantes significa, em termos gerais, a perda de algum tipo de
informac¸a˜o sobre o fenoˆmeno em que estamos interessados.
Esse tipo de problema tem se tornado cada vez mais frequente em diferentes
a´reas de pesquisas cient´ıficas como cieˆncias sociais, educac¸a˜o, sau´de, entre outras.
Pesquisadores podem deparar com dados faltantes em seus bancos de dados por di-
ferentes motivos, os quais podem surgir tanto na etapa da realizac¸a˜o da pesquisa,
como na etapa da coleta de dados. Alguns desses motivos sa˜o: na˜o preenchimento
cadastral; falta de cooperac¸a˜o do entrevistado, pois alguns se recusam a responder ou
sa˜o incapazes de dar a resposta correta a um ou mais itens por falta de conhecimento
no assunto; pesquisas com questiona´rios ou testes muito longos e cansativos, cuja
extensa˜o faz o respondente na˜o realizar o teste ate´ o fim; curto espac¸o de tempo para
responder os quesitos; questo˜es ou itens mal formulados; falha do entrevistador ao
perguntar ou registrar a resposta; erro de digitac¸a˜o ao se fazer o registro dos dados;
poss´ıveis problemas no armazenamento dos dados, entre outros.
A ocorreˆncia de dados faltantes e´ uma limitac¸a˜o bastante delicada, tornando
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um desafio o uso do banco de dados incompletos. Isso se da´, entre outros motivos, pelo
fato de que a maioria das te´cnicas estat´ısticas sa˜o desenvolvidas para serem utilizadas
em matrizes de dados completas. Portanto, ao se utilizarem te´cnicas estat´ısticas na˜o
adequadas para banco de dados incompletos, geram-se concluso˜es erroˆneas sobre as
informac¸o˜es estudadas e, por consequeˆncia, a perda da eficieˆncia das estimativas e o
surgimento de vieses pelo fato de, por exemplo, frequentemente existir diferenc¸as de
respostas entre respondentes e na˜o respondentes.
Segundo Farhangfar et al. (2007, apud PEREIRA, 2014), treˆs principais ti-
pos de problemas esta˜o associados a` presenc¸a de dados faltantes: perda de eficieˆncia;
complicac¸o˜es na manipulac¸a˜o e na ana´lise de dados; e vie´s, resultantes das discrepaˆn-
cias entre os valores atribu´ıdos aos dados faltantes e os valores reais desconhecidos.
Portanto, a perda de dados pode comprometer a qualidade dos resultados produzidos,
neles interferindo e conduzindo a interpretac¸o˜es indevidas.
Estrate´gias para evitar e lidar com dados faltantes em varia´veis importantes da
pesquisa devem ser definidas no decorrer da fase de planejamento do estudo, na coleta
de dados ou no tratamento dos dados faltantes com me´todos estat´ısticos apropriados
e elaborados para resolver esse tipo de problema. Alguns autores sugerem diferentes
formas de prevenc¸a˜o de perdas de informac¸a˜o, sendo estas medidas necessariamente
realizadas antes e durante a aplicac¸a˜o do teste ou questiona´rios. Podemos citar como
estrate´gias, por exemplo, o uso de incentivos para estimular o indiv´ıduo a responder
todo o teste, analisar o melhor modo de aplicar o questiona´rio de acordo com o pu´blico
alvo, igualar a etnia e idade do entrevistador e o entrevistado, entre outras. De acordo
com Mcknight et al. (2007), diminuir a responsabilidade do entrevistado de responder
o teste e aumentar os benef´ıcios que ele possa vir a adquirir por participar da pesquisa
faz com que haja uma diminuic¸a˜o na incideˆncia de dados faltantes.
No entanto, a prevenc¸a˜o nem sempre e´ poss´ıvel e, pelos motivos citados ante-
riormente, ha´ uma real necessidade de tratar os dados faltantes ao deparar com eles
no banco de dados em estudo, ao inve´s de simplesmente exclu´ı-los ou ignora´-los. Ba-
seado nisso, o desenvolvimento de te´cnicas estat´ısticas direcionadas para a resoluc¸a˜o
dos problemas gerados por dados faltantes tem sido uma a´rea de pesquisa bastante
ativa nas u´ltimas de´cadas.
Essas te´cnicas sa˜o denominadas “Imputac¸a˜o de Dados Faltantes” e teˆm por
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objetivo completar os bancos de dados envolvendo a substituic¸a˜o dos dados faltantes
por estimativas de valores plaus´ıveis a serem imputados no lugar dos respectivos dados
faltantes. Dessa forma, essas te´cnicas completam as bases de dados, possibilitando
assim a ana´lise com todas as informac¸o˜es em estudo.
De acordo com Assunc¸a˜o (2012), o me´todo mais simples, e que tambe´m esta´
dispon´ıvel na maioria dos softwares estat´ısticos, e´ a substituic¸a˜o dos dados faltantes
por alguma medida resumo, em que os dados faltantes sa˜o substitu´ıdos pela me´dia
ou mediana dos dados va´lidos, sendo estes considerados “ dados na˜o faltantes”. Ape-
sar deste me´todo ser de implantac¸a˜o fa´cil e imediata, e por consequeˆncia, bastante
utilizado, ele resulta em algumas desvantagens, como a introduc¸a˜o artificial de uma
baixa estimativa da variabilidade da varia´vel, provocando, por exemplo, a obtenc¸a˜o
de intervalos de confianc¸a inadequados ou viciados. Outra desvantagem, comumente
citada na literatura, e´ a diminuic¸a˜o da relac¸a˜o com as demais varia´veis, o que impos-
sibilita, por exemplo, a utilizac¸a˜o de outras varia´veis do pro´prio conjunto de dados
para aprimorar o processo de imputac¸a˜o.
A imputac¸a˜o u´nica, por sua vez, consiste em outra te´cnica tambe´m frequen-
temente utilizada, em que o dado faltante e´ substitu´ıdo por valores previstos gerados
a partir dos “ dados na˜o faltantes” das demais varia´veis contidas no banco de dados,
gerando assim estimativas mais consistentes dos dados faltantes. Para produzir tais
estimativas sa˜o utilizadas te´cnicas estat´ısticas, tais como: regressa˜o linear, regressa˜o
multinomial, algoritmos EM, entre outras.
Por outro lado, Nunes (2007) afirma que, apesar de essa te´cnica preencher os
dados faltantes, obtendo-se assim um banco de dados completos para ser utilizado
na ana´lise, a incerteza associada a` imputac¸a˜o deve ser levada em conta para que os
resultados obtidos com os dados completos sejam va´lidos, pois os valores imputados
na˜o sa˜o valores reais. Em outras palavras, de qualquer forma, sempre havera´ um
erro gerado por este processo de estimac¸a˜o e essa incerteza precisa ser levada em
considerac¸a˜o durante a ana´lise dos resultados gerados atrave´s da base completada
pela imputac¸a˜o.
Com a intenc¸a˜o de resolver essa questa˜o, Rubin (1987) desenvolveu a te´c-
nica de Imputac¸a˜o Mu´ltipla, que, de forma simplificada, consiste em executar alguns
dos processos de imputac¸a˜o citados anteriormente repetidas vezes, gerando-se, assim,
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mu´ltiplos bancos de dados imputados. A ana´lise estat´ıstica escolhida para a ana´lise
dos dados e´ enta˜o realizada em cada um destes “novos” bancos de dados, produzindo-
se diferentes resultados, sendo estes combinados de forma tal que se gere assim, um
resultado final. A quantidade de combinac¸o˜es a serem realizadas e´ definida de acordo
com o estudo em questa˜o.
A imputac¸a˜o de dados faltantes e´ a pra´tica mais comum encontrada na litera-
tura em trabalhos em que os pesquisadores se deparam com dados faltantes em seus
bancos de dados. Pore´m, ale´m desta pra´tica, existem outras formas de tratamento
de dados faltantes que tambe´m teˆm apresentado um desempenho superior em rela-
c¸a˜o aos me´todos mais “tradicionais”, de acordo com Assunc¸a˜o (2012). Assim como
os me´todos mais avanc¸ados de imputac¸a˜o, estes outros me´todos alternativos na˜o se
concentram somente em identificar um substituto para o valor faltante, mas tambe´m
em levar em considerac¸a˜o todas as caracter´ısticas do banco de dados, com o intuito
de aproveitar a maioria de informac¸o˜es dispon´ıveis, preservando assim as relac¸o˜es
existentes no conjunto do banco de dados.
3.2 Tipos de Dados Faltantes
Como a perda de informac¸o˜es e´ praticamente inevita´vel, um aspecto impor-
tante durante a ana´lise de dados, antes mesmo que seja aplicado qualquer me´todo de
tratamento para a resoluc¸a˜o desse problema, e´ a identificac¸a˜o dos mecanismos que
causaram os dados faltantes, ou seja, o motivo pelo qual surgiram os dados faltan-
tes na base de dados. Nunes (2007) afirma que e´ importante que os dados faltantes
na˜o sejam considerados apenas como um problema de ana´lise de dados, mas tambe´m
como uma questa˜o de planejamento da pesquisa e de interpretac¸a˜o dos dados, sendo
necessa´ria tambe´m, a identificac¸a˜o dos mecanismos que geram os dados faltantes.
Baseado nesta questa˜o, surgiram diferentes mecanismos de na˜o respostas. De
acordo com Mcknight et al. (2007), o sistema de classificac¸a˜o mais amplamente uti-
lizado foi introduzido por Donald Rubin (1976), o qual especificou treˆs categorias
distintas de dados faltantes: a) Dados faltantes completamente aleato´rios (MCAR),
b) Dados faltantes aleato´rios (MAR) e c) Dados faltantes na˜o aleato´rios (MNAR).
Os autores afirmam ainda que os termos citados anteriormente referem-se a` proba-
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bilidade de dados faltantes, levando em considerac¸a˜o as informac¸o˜es de basicamente
treˆs aspectos: varia´veis que contenham dados faltantes, varia´veis associadas aos da-
dos faltantes (covaria´veis) e um mecanismo hipote´tico subjacente aos dados faltantes.
A seguir sera˜o apresentadas as caracter´ısticas da classificac¸a˜o de Donald Rubin para
este tipo de dado.
3.2.1 Dados Faltantes Completamente Aleato´rios
Os dados faltantes sa˜o considerados MCAR (Missing Completely at Random)
quando as razo˜es para as perdas das informac¸o˜es na˜o esta˜o relacionadas a quaisquer
respostas dos indiv´ıduos, incluindo o dado em falta. Em outras palavras, podem-se
classificar os dados faltantes como MCAR quando a probabilidade de uma questa˜o
ter respostas ausentes na˜o depende nem dos valores observados e nem dos valores na˜o
observados.
Isso significa que, de acordo com Veroneze (2011), a causa que levou aos dados
faltantes e´ um evento aleato´rio e esta causa na˜o esta´ relacionada com os dados. Assim,
os valores faltantes para uma varia´vel aleato´ria sa˜o uma simples amostra aleato´ria dos
dados dessa varia´vel, significando que a distribuic¸a˜o dos valores faltantes e´ de mesma
natureza da dos valores observados.
Segundo Acock (2005), o termo MCAR tem um significado preciso: ao pen-
sarmos no conjunto de dados como uma grande matriz, pode-se afirmar que os dados
faltantes estara˜o distribu´ıdos aleatoriamente por toda a matriz. O autor afirma ainda
que a u´nica limitac¸a˜o desta classe de dados faltantes e´ que a incerteza e´ introduzida
pelo processo de imputac¸a˜o, e essa incerteza reduz o poder estat´ıstico ao se comparar
com os dados completos.
Uma das grandes vantagens do dado faltante ser MCAR e´ que a causa que
gerou os dados faltantes na˜o precisa ser levada em considerac¸a˜o na ana´lise para con-
trolar a influeˆncia destes nos resultados da pesquisa, de acordo com Veroneze (2011).
Entretanto, afirmar que os dados sa˜o MCAR pode ser uma hipo´tese forte e pouco
realista na pra´tica, uma vez que na maioria dos experimentos, geralmente existe um
grau de relac¸a˜o entre os dados faltantes e as informac¸o˜es das covaria´veis.
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3.2.2 Dados Faltantes Aleato´rios
Os dados ausentes sa˜o classificados como MAR (Missing at Random) quando
as respostas faltantes dependem somente das varia´veis observadas e na˜o mais dos
dados ausentes, podendo assim, ser explicadas pelas demais varia´veis presentes no
banco de dados. Dito de outra forma, dados faltantes MAR ocorrem quando o padra˜o
de perda em uma varia´vel pode ser predito a partir de outras varia´veis do banco de
dados, na˜o sendo, portanto, devido a` varia´vel espec´ıfica na qual os dados sa˜o ausentes.
De acordo com Acock (2005), a suposic¸a˜o de que os dados faltantes sa˜o MAR
so´ e´ va´lida se pudermos assumir que o padra˜o dos dados faltantes e´ condicionalmente
aleato´rio, dados os valores observados das outras varia´veis. Veroneze (2011) afirma
que, neste caso, os dados faltantes de uma varia´vel sa˜o como uma amostra aleato´ria
simples das informac¸o˜es para essa varia´vel dentro de subgrupos definidos pelos valores
observados, e, desta maneira, os valores em falta possuem a mesma distribuic¸a˜o dos
valores observados dentro de cada subgrupo.
Uma das vantagens de haver dados faltantes dependentes das varia´veis pre-
enchidas e´ que estes podem ser explicados pelas demais varia´veis presentes no banco
de dados e ao realizar-se o tratamento desses elementos, e´ poss´ıvel obter uma ana´lise
na˜o viesada, considerando as informac¸o˜es que “causam” os dados faltantes.
3.2.3 Dados Faltantes Na˜o Aleato´rios
De acordo com Acock (2005), os dados faltantes podem na˜o ser classificados
nem como MCAR nem como MAR, mas, no entanto, serem sistema´ticos. Estes sa˜o
classificados enta˜o como MNAR (Missing Not at Random) e ocorrem quando sa˜o
gerados de forma na˜o mensura´vel, isto e´, eles dependem de eventos que o pesquisador
na˜o consegue observar e controlar. Sendo assim, pode-se afirmar que os itens faltantes
dependem dos dados na˜o observados e, em algumas vezes, de acordo com Veroneze
(2011), podem depender tambe´m dos dados observados.
Nunes (2007) afirma que dados que sa˜o mais prova´veis de serem faltantes,
geralmente sa˜o aqueles situados nas posic¸o˜es extremas da distribuic¸a˜o. Esses valores,
por sua vez, sa˜o mais altos ou mais baixos do que o padra˜o da amostra estudada.
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Resumindo as principais diferenc¸as entre as classes dos mecanismos dos dados
faltantes, temos: o mecanismo e´ dito MCAR se os dados faltantes sa˜o originados
por processos aleato´rios. Ja´ o mecanismo e´ declarado MAR se os dados faltantes
sa˜o causados por uma ou mais varia´veis observadas. Por u´ltimo, o mecanismo e´
dito MNAR quando os dados faltantes sa˜o causados por uma ou mais varia´veis na˜o-
observadas, podendo existir tambe´m, uma relac¸a˜o entre os dados observados e na˜o
observados, neste u´ltimo mecanismo (VERONEZE, 2011).
De acordo com McKnight et al.(2007), ha´ outra distinc¸a˜o pertinente no sis-
tema de classificac¸a˜o de dados faltantes de Rubin. Os mecanismos podem ainda ser
divididos em ignora´veis ou na˜o ignora´veis, em que os dados MCAR e MAR se encai-
xam na primeira categoria e os dados NMAR na segunda, respectivamente. O autor
afirma ainda que o termo “ignora´vel”, no contexto de mecanismos de dados faltantes,
na˜o significa que os pesquisadores devam simplesmente ignorar este tipo de dado,
mas sim considerar este tipo de mecanismo como parte do processo de estimac¸a˜o dos
paraˆmetros.
Segundo ainda o mesmo autor, os mecanismos classificados como ignora´veis sa˜o
considerados mais fa´ceis de tratar, uma vez que seus efeitos nos modelos estat´ısticos
esta˜o dispon´ıveis para o pesquisador. Assim, o mecanismo MCAR na˜o deve gerar
grandes impactos na estimac¸a˜o dos paraˆmetros, visto que as informac¸o˜es faltantes
deste tipo sa˜o geradas de forma completamente aleato´ria. Da mesma forma, para o
mecanismo MAR, ha´ um processo sistema´tico subjacente a` falta de dados aleato´ria,
o qual pode ser modelado a partir dos dados observados da matriz.
Por outro lado, quando o mecanismo e´“na˜o ignora´vel”, e portanto na˜o ha´ infor-
mac¸o˜es dentro do conjunto de dados que possibilite a modelagem e a compreensa˜o da
maneira como os dados faltantes aconteceram, o efeito do mecanismo e´ desconhecido
e potencialmente perigoso.
Ale´m dos autores McKnight et al.(2007), Graham (2009) tambe´m discute a
classificac¸a˜o de Rubin e comenta ainda, suas principais consequeˆncias. Segundo o
autor, o principal efeito dos dados MCAR e´ a perda do poder estat´ıstico, produzindo
paraˆmetros imparciais, assim como os dados MAR. Ja´ os dados MNAR sa˜o considera-
dos um problema, visto que eles produzem estimativas dos paraˆmetros tendenciosas.
De maneira geral, e´ poss´ıvel dividir os motivos de produc¸a˜o de dados faltantes
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em aqueles que podem ser explicados (MCAR e MAR) e os que na˜o podem (MNAR).
De forma pra´tica, a maioria dos dados faltantes teˆm os motivos de sua criac¸a˜o ca-
racterizados por fatores que podem e que na˜o podem ser explicados. Entretanto, a
escolha de me´todos apropriados para o tratamento desses dados faz com que esses
dados possam expressar bons resultados, mesmo em circunstaˆncias em que o analista
na˜o tenha certeza se os dados foram causados por motivos somente mensura´veis.
3.3 Me´todos de Exclusa˜o
Como foi ja´ foi citado anteriormente, na˜o dar a devida atenc¸a˜o aos dados
faltantes de um banco de dados em estudo pode gerar se´rios problemas nos resultados
das ana´lises. Por esse motivo, ale´m dos me´todos de imputac¸a˜o apresentados anterior-
mente, existem outros me´todos de tratamento dos dados faltantes, que sa˜o, inclusive,
mais frequentemente utilizados na pra´tica. Estes me´todos sa˜o chamados de Me´todos
de Exclusa˜o, os quais podem ser divididos em dois principais tipos: Me´todo de Ex-
clusa˜o Listwise e Me´todo de Exclusa˜o Pairwise. Esses me´todos sera˜o apresentados a
seguir.
3.3.1 Me´todo de Exclusa˜o Listwise
O me´todo listwise, ou tambe´m conhecido pelo me´todo de Ana´lises de Casos
Completos, consiste em excluir todos os casos que contenham uma ou mais informa-
c¸o˜es faltantes em qualquer varia´vel, ou seja, qualquer indiv´ıduo ou participante que
tenha valores ausentes e´ simplesmente descartado do banco de dados, deixando-se
apenas os casos com informac¸o˜es completas para todas as varia´veis. Va´rios autores,
como Acock (2005), Little (1992), Mcknight at al. (2007), Pigott (2001) e Van Buuren
(2012), afirmam em seus estudos que o listwise e´ o me´todo de exclusa˜o mais comum
utilizado nas ana´lises, sendo este o procedimento padra˜o ou o “default” da maioria
dos softwares estat´ısticos, tais como os softwares R, SPSS, SAS e Stata.
Existem va´rias vantagens oriundas da aplicac¸a˜o deste me´todo. Dentre elas,
podemos citar a convenieˆncia e a simplicidade de como a te´cnica e´ executada. De
acordo com Pigott (2001), a principal vantagem deste me´todo e´ a facilidade de imple-
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mentac¸a˜o, uma vez que o pesquisador pode utilizar me´todos padro˜es para calcular as
estimativas para o modelo proposto. Na mesma linha de racioc´ınio, Schafer e Graham
(2002) afirmam que a principal virtude do me´todo e´ a simplicidade, pois o problema
da falta de dados pode ser resolvido excluindo-se apenas uma pequena parte da amos-
tra. Dessa forma, pode-se afirmar que o me´todo e´ completamente eficaz. Entretanto,
os autores ressaltam que, mesmo nesta situac¸a˜o, devem-se explorar os dados para se
certificar de que os casos descartados na˜o sa˜o excessivamente influentes.
Para dados classificados como MCAR, este me´todo e´ dito como adequado,
pois se houver um nu´mero de amostras suficiente e o padra˜o dos valores faltantes
for completamente aleato´rio, enta˜o a soluc¸a˜o listwise pode ser considerada adequada.
Da mesma forma, segundo Pigott (2001), se os dados sa˜o MCAR e ha´ poucas in-
formac¸o˜es faltantes, ha´ uma maior chance de que os dados completos representem a
populac¸a˜o, produzindo assim resultados coerentes. Para Van Buuren (2012), se os
dados sa˜o MCAR, a exclusa˜o listwise produz estimativas na˜o tendenciosas para as
me´dias, variaˆncias e pesos da regressa˜o.
No entanto, a rejeic¸a˜o de casos incompletos pode ser um desperd´ıcio desne-
cessa´rio. Na pra´tica, na˜o e´ incomum que boa parte da amostra real seja perdida,
principalmente se ha´ um grande nu´mero de varia´veis no estudo. Ou tambe´m, de
acordo com Mcknight at al. (2007), e´ bem poss´ıvel que grande parte da amostra em
estudo esteja com muitos dados faltantes em uma mesma varia´vel, e com a eliminac¸a˜o
dos casos incompletos, perde-se toda ou grande parte das informac¸o˜es sobre a varia´vel
em questa˜o.
Ainda sobre a perda de amostra, King et al. (2001) afirmam que, apesar de, em
me´dia, um pouco menos de um terc¸o das observac¸o˜es serem perdidas quando o me´todo
listwise e´ aplicado, a proporc¸a˜o de observac¸o˜es perdidas pode ser muito maior. Em
seus estudos apresentados na reunia˜o anual da Sociedade para Metodologia Pol´ıtica,
em 1997, por exemplo, o nu´mero de casos perdidos ultrapassou cerca de 50% em
me´dia, e, em alguns casos, mais de 90%.
Ale´m disso, se os dados na˜o sa˜o MCAR, os resultados podem ser ainda mais
distorcidos ao se aplicar esse me´todo de exclusa˜o. Conforme Acock (2005), se os dados
na˜o atendem a suposic¸a˜o de serem MCAR, a exclusa˜o listwise pode gerar estimativas
tendenciosas, pois geralmente os casos completos podem na˜o ser representativos para
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a populac¸a˜o. Litlle e Rubin (2002, apud VAN BUUREN,2012) argumentaram que e´
dif´ıcil formular“regras de ouro”para o uso ou na˜o deste me´todo, pois as consequeˆncias
de seu uso na˜o dependem somente da proporc¸a˜o de dados faltantes.
3.3.2 Me´todo de Exclusa˜o Pairwise
O me´todo de exclusa˜o pairwise, tambe´m conhecido como Ana´lise dos Casos
Dispon´ıveis, ao contra´rio do me´todo listwise, utiliza todos os casos dispon´ıveis nas
bases de dados para estimar os paraˆmetros do modelo. Assim, o me´todo em questa˜o
tenta corrigir o problema de perda de informac¸o˜es da te´cnica listwise, ao eliminar
todos os casos com informac¸a˜o faltante. Van Buuren (2012), descreve como o me´todo
pairwise funciona da seguinte forma:
O me´todo calcula as me´dias e as (co) variaˆncias em todos os dados
observados. Assim, a me´dia da varia´vel X e´ baseada em todos os casos
com os dados observados em X, a me´dia da varia´vel Y utiliza todos
os casos com os valores de Y observados, e assim por diante. Para
as correlac¸o˜es e covariaˆncias, todos os dados sa˜o tomados em que X e
Y teˆm valores na˜o faltantes. Posteriormente, a matriz de estat´ısticas
suma´rias e´ alimentada em um programa de ana´lise de regressa˜o, ana´lise
fatorial ou outros procedimentos de modelagem. (VAN BUUREN,
2012, p. 9).
De acordo com Acock (2005), neste me´todo utilizam-se todas as informac¸o˜es
poss´ıveis no sentido de que todos os participantes que responderam a um par de varia´-
veis sa˜o usados para estimar a covariaˆncia entre essas varia´veis, independente de eles
responderem outras varia´veis ou na˜o. Sendo assim, o me´todo e´ considerado simples e
alguns softwares, tais como SPSS, SAS e Stata, conteˆm diversos procedimentos com
opc¸a˜o de se usar o me´todo pairwise.
Se os dados sa˜o MCAR, o me´todo produz estimativas consistentes das me´dias,
variaˆncias e covariaˆncias. O desempenho deste me´todo na ana´lise de casos comple-
tos em relac¸a˜o a` ana´lise de casos dispon´ıveis, com dados MCAR, ira´ depender da
relac¸a˜o existente entre as varia´veis. No me´todo de casos dispon´ıveis, por exemplo,
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so´ sera˜o produzidas estimativas consistentes quando as varia´veis forem fracamente
correlacionas.
Um dos motivos que faz com que essa te´cnica na˜o seja muito utilizada na
pra´tica e´ a possibilidade de ela produzir matrizes de covariaˆncias na˜o plaus´ıveis. Isso
se da´, especificamente, pelo fato de que cada covariaˆncia pode se basear em subamos-
tras de diferentes participantes. Assim, os erros nas estimativas podem ser causados
por causa da diferenc¸a entre os nu´meros de informac¸o˜es utilizados para calcular os
componentes das matrizes de covariaˆncias. De acordo Schafer e Graham (2002), uma
outra limitac¸a˜o do me´todo pairwise e´ que, pelo fato de os paraˆmetros serem estimados
a partir de diferentes conjuntos de observac¸o˜es, e´ dif´ıcil calcular os erros padra˜o ou
outras medidas de incertezas.
Ale´m disso, para dados na˜o MCAR, as estimativas podem ser tendenciosas e
nesta situac¸a˜o podem existir ainda problemas computacionais. Van Buuren (2012)
afirma ainda que a matriz de correlac¸a˜o pode na˜o ser positiva definida, sendo este um
requisito da maioria dos procedimentos multivariados. Assim, a grande dificuldade
em usar a ana´lise de casos dispon´ıveis esta´ no fato de que na˜o se pode prever quando
este me´todo de exclusa˜o fornecera´ resultados adequados ou na˜o, tornando-o assim,
na˜o muito u´til como um me´todo geral.
3.4 Contextualizac¸a˜o dos Dados Faltantes neste es-
tudo
Neste estudo, sera´ feita uma ana´lise de um banco de dados incompleto, o
qual iremos supor ter sido gerado a partir de uma aplicac¸a˜o de uma prova para a
avaliac¸a˜o de determinada(s) habilidade(s), por exemplo, uma prova de vestibular do
CEBRASPE (Centro Brasileiro de Pesquisa em Avaliac¸a˜o e Selec¸a˜o e de Promoc¸a˜o
de Eventos). Considera-se que, por tratar-se de uma prova, o banco de dados oriundo
deste tipo de situac¸a˜o, na maioria das vezes, e´ composto por dados faltantes. Esses
dados faltantes, por sua vez, podem ser causados por va´rios motivos: falta de tempo
para terminar a prova, falta de conhecimento da questa˜o, falta de interesse do aluno
em terminar a prova toda, prova cansativa, entre outros.
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Tendo em vista os motivos que possam gerar os dados faltantes, neste estudo
trabalharemos com a suposic¸a˜o de dados faltantes classificados como MNAR (vide se-
c¸a˜o 3.2.3), visto que estes dados faltantes dependem de eventos que o pesquisador na˜o
consegue observar e controlar. Ale´m desses motivos que possam ter gerado o banco
de dados incompleto, consideraremos, ainda, uma outra possibilidade de justificativa
da na˜o resposta, ja´ explicada no cap´ıtulo anterior e que sera´ retomada a seguir.
Neste trabalho na˜o sera´ realizada a imputac¸a˜o de dados faltantes, visto que,
como ja´ foi dito, a informac¸a˜o faltante sera´ tratada de forma diferente: suporemos que
a falta de resposta a` questa˜o pelos alunos como uma opc¸a˜o de resposta, visto que nas
provas realizadas pelo CEBRASPE, quando o aluno na˜o sabe a questa˜o, ha´ vantagens
em deixa´-la em branco, ao inve´s de “chutar” uma resposta qualquer e correr o risco de
errar. Essa vantagem surge conforme a regra de correc¸a˜o das provas do CEBRASPE,
em que cada questa˜o incorreta anula uma questa˜o correta. Assim, a na˜o resposta
neste banco de dados na˜o sera´ considerada, “necessariamente”, um dado faltante, mas




4.1 Cena´rio de Estudo
Em banco de dados relacionados a` a´rea educacional, mais especificamente, em
banco de dados em que sa˜o armazenados respostas de provas ou testes que mec¸am
algum tipo de habilidade, a`s quais tenham a caracter´ıstica de na˜o haver penalidade
extra a`s questo˜es incorretas, como por exemplo, a pra´tica de anular-se uma questa˜o
correta para cada questa˜o incorreta, a tendeˆncia e´ que se tenha um banco de dados
completo. Em outras palavras, pode-se afirmar que, neste caso, e´ incomum a presenc¸a
de dados faltantes. Mesmo na situac¸a˜o em que, por exemplo, falte tempo para o
respondente resolver todas as questo˜es, ha´ a possibilidade de “chutar” essas questo˜es,
obtendo assim, respostas para todas as questo˜es dos indiv´ıduos.
Entretanto, quando na prova ha´ o referido sistema de penalizac¸a˜o caso o in-
div´ıduo erre a questa˜o, como a perda de pontos na nota final, ha´ uma tendeˆncia a`
ocorreˆncia de dados faltantes. Tal premissa e´ baseada na suposic¸a˜o de que o respon-
dente saiba que ha´ vantagem em na˜o responder a questa˜o, caso ele na˜o tenha certeza
da resposta.
Um exemplo de prova com esta caracter´ıstica de penalidade para respostas in-
corretas e´ a prova do vestibular da Universidade de Bras´ılia (UnB), a qual e´ elaborada
pelo Centro Brasileiro de Pesuisa e Selec¸a˜o e de Promoc¸a˜o de Eventos (CESBRASPE).
As provas objetivas deste teste, como mencionado no cap´ıtulo 1, sa˜o carac-
terizadas por quatro tipos de questo˜es, denominados tipo A, tipo B, tipo C e tipo
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D. De forma resumida, as questo˜es sa˜o definidas da seguinte forma: as questo˜es do
tipo A tem como opc¸o˜es de respostas “Certo” ou “Errado”; nas questo˜es do tipo B,
e´ proposto um problema ao candidato e o mesmo deve marcar um u´nico resultado
nume´rico como resposta da questa˜o, representado por um nu´mero inteiro de 000 a
999; as questo˜es do tipo C teˆm quatro opc¸o˜es de respostas, designadas pelas letras A,
B, C e D, das quais apenas uma constitui a resposta correta; e por fim, as questo˜es
do tipo D sa˜o itens de respostas constru´ıdas, ou seja, questo˜es abertas, com respostas
elaboradas pelo candidato.
Neste estudo, como tambe´m ja´ citado anteriormente, iremos considerar que
o banco de dados sera´ constitu´ıdo com questo˜es do tipo A em que, ale´m destas
caracter´ısticas citadas anteriormente, elas sa˜o corrigidas a partir do seguinte ca´lculo:
Caso a resposta do candidato esteja em concordaˆncia com o gabarito oficial definido na
prova, ou seja, ele acerte a questa˜o, ele tem uma pontuac¸a˜o +1 (um ponto positivo).
Caso a resposta do candidato esteja em discordaˆncia com o gabarito oficial definido
na prova, ou seja, ele erre a questa˜o, ele tem uma pontuac¸a˜o -1 (um ponto negativo).
E, por fim, caso na˜o haja marcac¸a˜o por parte do candidato, ele tem pontuac¸a˜o 0 (zero
pontos).
Assim, e´ constatado que, a cada resposta errada que o candidato marcar,
ele ira´ anular uma resposta certa que ele ja´ tenha respondido ou venha a responder.
Percebe-se que, em casos de incertezas do candidato quanto a` resposta correta da
questa˜o, a na˜o resposta costuma ser vantajosa. Sendo assim, no banco de dados
utilizado nesta pesquisa, havera´ treˆs opc¸o˜es de respostas: “Errar”, “Na˜o Responder”
e “Acertar”.
Para a obtermos um banco de dados com as caracter´ısticas citadas anterior-
mente, foi simulado um conjunto de informac¸o˜es atrave´s de alguns passos, os quais
sera˜o descritos na pro´xima sec¸a˜o. Ale´m de analisarmos o banco de dados simulados,
iremos tambe´m analisar um banco de dados real do vestibular da UnB, o qual sera´
descrito na sec¸a˜o 4.3 deste cap´ıtulo.
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4.2 Simulac¸a˜o do Banco de Dados
Para que o banco de dados utilizado neste estudo tenha as caracter´ısticas
descritas anteriormente, foram realizados os seguintes passos em sua construc¸a˜o:
1o Passo:
Foram gerados 50 valores aleatoriamente a partir da distribuic¸a˜o Uniforme no
intervalo [0.5,3], referente aos valores dos paraˆmetros de discriminac¸a˜o dos itens (ai).
Em seguida, foram gerados tambe´m, 50 valores distribu´ıdos de forma equidistantes no
intervalo [-1,5,1,5], referente aos valores dos paraˆmetros de dificuldade dos itens (bi).
Apo´s isto, foram gerados n=1000 valores referentes a`s proficieˆncias de 1000 indiv´ıduos
θj atrave´s de uma distribuic¸a˜o Normal (0,1).
2o Passo:
Foram gerados n=1000 valores de uma varia´vel M a partir de uma distribuic¸a˜o
Beta (1,2;0,8), gerada a partir de uma me´dia 0,8 e de um desvio padra˜o igual a 0,20,
a qual representa um ponto de corte em que determina se o indiv´ıduo vai ou na˜o,
primeiramente, responder a questa˜o. Assim, sera´ determinado um valor Mj, para
cada respondente j, em que j varia de 1 a 1000. O valor de Mj indica qua˜o propenso
ao “chute” e´ o candidato. Quanto maior o valor de Mj, menos propenso ao “chute” o
candidato e´.
Os paraˆmetros a e b da distribuic¸a˜o Beta sa˜o determinados de tal forma que,




= 0, 8 e V ar(Y ) =
ab
(a+ b)2(a+ b+ 1)
= 0, 04
3o Passo:
A partir dos valores dos paraˆmetros dos itens gerados no primeiro passo e da
varia´vel M gerada no segundo passo, foi utilizado o modelo da TRI de dois paraˆmetros
para gerar respostas bina´rias (0,1) para uma varia´vel aleato´ria Vij, com i = 1, ...50
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e j = 1, ..., 1000, que indica se o j-e´simo indiv´ıduo vai responder a i-e´sima questa˜o.
Sendo assim, P (Vij = 1|θj) e´ a probabilidade do j-e´simo indiv´ıduo responder a i-e´sima
questa˜o e esta probabilidade sera´ dada pelo modelo da TRI de dois paraˆmetros, com
θj descrevendo a proficieˆncia do indiv´ıduo j.
Seja Uij uma varia´vel aleato´ria que assume o valor 1 se o j-e´simo indiv´ıduo
acerta a i-e´sima questa˜o, 0 se o j-e´simo indiv´ıduo na˜o responde a i-e´sima questa˜o e
-1 se o j-e´simo indiv´ıduo erra a i-e´sima questa˜o.
Portanto, se P (Vij = 1|θj) ≥Mj, foi gerada uma varia´vel aleato´ria X seguindo
uma distribuic¸a˜o Uniforme (0,1) e foi definido Uij= 1 se X ≤ P (Vij = 1|θj) ou Uij=
-1 se X > P (Vij = 1|θj). Caso contra´rio, se P (Vij = 1|θj) < Mj, foi definido enta˜o
que Uij=0.
Ou seja, dado que foi definido no passo 3 se ele iria responder a questa˜o ou
na˜o, caso ele respondesse, ele iria ter ainda a possibilidade de errar ou acertar. Por
outro lado, caso ele na˜o respondesse, por na˜o ter certeza da resposta da questa˜o, ou
seja, por na˜o ter “habilidade” suficiente sobre o trac¸o latente medido, ele iria gerar
uma “na˜o resposta” ou seja, um dado faltante.
Apo´s estes passos, de forma resumida, obtemos um banco de dados com valores
-1, indicando que o individuo errou a questa˜o; 0, indicando que o individuo na˜o
respondeu a questa˜o e; 1, indicando que o individuo acertou a questa˜o. A Figura 4.1
ilustra atrave´s de uma “A´rvore de probabilidade” os passos descritos acima para a
simulac¸a˜o do banco de dados.
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Figura 4.1: Simulac¸a˜o dos Dados. Fonte: Elaborado pela autora.
A t´ıtulo de exemplificac¸a˜o, na Figura 4.2 esta˜o ilustradas as curvas caracter´ıs-
ticas de dois itens hipote´ticos (Item 1 e Item 2) e a proficieˆncia θj de um indiv´ıduo j.
Supondo que o valor da varia´vel M gerada para este indiv´ıduo tenha sido 0,8, temos
que:
• Para o item 1, a probabilidade de o indiv´ıduo responder a questa˜o foi igual a
0,88, ou seja, P (V1j = 1|θj)=0,88. Como o valor da probabilidade de o indiv´ıduo
responder o item 1 e´ maior que Mj = 0, 8, enta˜o o indiv´ıduo vai responder a
questa˜o, podendo acertar ou errar. Neste caso, gera-se a varia´vel X seguindo
uma uniforme (0,1) e se X for maior que 0,88, sera´ gerado no banco de dados
o valor -1, indicando que o indiv´ıduo errou a questa˜o. Caso contra´rio, se X
for menor que 0,88, sera´ gerado no banco de dados o valor 1, indicando que o
indiv´ıduo acertou a questa˜o.
• Para o item 2, o valor da probabilidade de o indiv´ıduo responder a questa˜o
resultou em 0,27, ou seja, P (V2j = 1|θj)=0,27. Como o valor da probabilidade
de responder dele e´ menor que Mj = 0, 8, constata-se que o indiv´ıduo na˜o vai
responder a questa˜o, gerando assim, o valor 0 no banco de dados.
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Figura 4.2: Gra´fico de um exemplo hipote´tico da CCI de dois itens distintos.
Fonte: Elaborado pela autora.
Ale´m desse banco de dados, foram simuladas tambe´m outras situac¸o˜es, va-
riando o nu´mero de indiv´ıduos em 5.000, 10.000 e 20.000 candidatos, e o nu´mero
de itens, em 50, 100, 150 e 200 itens. Estes casos foram gerados com o intuito de
avaliarmos diferentes situac¸o˜es para a comparac¸a˜o dos ranks dos candidatos obtidos
atrave´s do me´todo convencional e dos ranks obtidos pelo modelo de resposta gradual.
Esse assunto sera´ melhor detalhado na Sec¸a˜o 5.4 do cap´ıtulo a seguir.
4.3 Dados Reais
Com o intuito de aplicarmos tambe´m a metodologia proposta considerando
uma situac¸a˜o real, ale´m do estudo de simulac¸a˜o, analisamos um banco de dados real
disponibilizado pelo CESBRASPE.
Esse banco de dados continha provas dos vestibulares da UnB referente aos
anos/semestre de 2013/2, 2014/2, 2015/2. No banco de dados de 2013/2, havia
21.311 indiv´ıduos, no de 2014/2 havia 21.968 indiv´ıduos e no de 2015/2 havia 17.242
indiv´ıduos. Em cada um dos treˆs anos, os participantes responderam 300 questo˜es ao
todo. Neste trabalho foram analisadas somente as informac¸o˜es referentes ao vestibular
de 2014/2. A seguir, apresentamos um quadro descritivo do vestibular de 2014/2.
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Figura 4.3: Caracter´ısticas da prova do vestibular 2014/2.
Fonte: Edital No 1 do Vestibular da UnB de 2014 (CEBRASPE)
Conforme mostrado na Figura 4.3, o vestibular de 2014/2 foi realizado em
dois dias (7 e 8 de junho) e a prova aplicada foi dividida em treˆs partes. No primeiro
dia, foi aplicada a 1a parte da prova, correspondente a`s questo˜es referentes a` L´ıngua
Estrangeira (Ingleˆs, Espanhol e Franceˆs), totalizando 30 itens, e a` 2a parte, a qual se
caracterizou por conter as questo˜es de Portugueˆs e Literaturas (50 questo˜es), Geogra-
fia (24 questo˜es), Histo´ria (30 questo˜es), Artes (8 questo˜es), Filosofia (3 questo˜es) e
Sociologia (5 questo˜es). Sendo assim, no primeiro dia, os participantes responderam
150 questo˜es em 5 horas, ale´m de elaborarem uma redac¸a˜o.
No segundo dia, foi aplicada a 3a parte da prova, a qual corresponde a apli-
cac¸a˜o das questo˜es referentes a`s a´reas de Biologia (38 questo˜es), F´ısica (36 questo˜es),
Qu´ımica (39 questo˜es) e de Matema´tica (37 questo˜es), totalizando tambe´m 150 ques-
to˜es aplicadas.
Analisando os dados disponibilizados pelo CEBRASPE, percebemos que havia
treˆs tipos de provas diferentes. Cada tipo continha as mesmas questo˜es e quantida-
des, entretanto se diferenciava pela ordem em que as questo˜es foram dispostas, na˜o
havendo nenhum padra˜o de ordenac¸a˜o, nem de forma geral e nem dentro de cada
assunto/a´rea abordada. Em outras palavras, a primeira questa˜o da prova do tipo I,
na˜o correspondia a` primeira questa˜o da prova do tipo II e/ou III, nem mesmo com
relac¸a˜o a` a´rea cobrada, caso a ordem mudasse somente dentro de cada assunto dis-
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cutido. Assim, dentro das informac¸o˜es do vestibular de 2014/2, foi identificado que
7.347 indiv´ıduos responderam a prova do tipo I, 7.307 responderam a prova do tipo
II e 7.312 responderam a prova do tipo III.
Ale´m disso, em cada tipo de prova (tipo I, tipo II, tipo III), por sua vez,
na parte 1, parte em que foi abordada a l´ıngua estrangeira, havia mais treˆs opc¸o˜es
de provas referentes a`s provas de Ingleˆs, Franceˆs e Espanhol. Dessa forma, dentro
de cada tipo de prova, havia indiv´ıduos que tinham respondido a prova de ingleˆs,
outros de espanhol e outros de franceˆs. Sendo assim, ao inve´s de treˆs tipos de provas
diferentes, havia, na verdade, 9 tipos de provas distintas.
Depois dessa constatac¸a˜o, para que fosse poss´ıvel realizar a ana´lise de forma
correta, as questo˜es referentes a`s provas de l´ıngua estrangeira foram desconsideradas
(30 questo˜es). Foram dispensadas tambe´m as provas de tipo II e III. Assim, foram
analisados somente os indiv´ıduos que fizeram a prova do tipo I e somente as questo˜es
da 2a e 3a partes da prova. Dessa forma, conseguimos obter um exemplar de prova
homogeˆneo em que todos os indiv´ıduos responderam exatamente as mesmas questo˜es.
Dentre os indiv´ıduos que responderam a prova do tipo I, no entanto, foi
observado que houve 115 indiv´ıduos que fizeram a prova somente no primeiro dia, o
que fez com que o banco de dados ficasse incompleto com relac¸a˜o a`s respostas das
questo˜es do segundo dia. Foi observado tambe´m que para dois indiv´ıduos o gabarito
da prova do primeiro dia era referente a` prova do tipo I e do segundo dia era da prova
do tipo II. Dessa forma, na˜o foi poss´ıvel identificar qual tipo de prova estes indiv´ıduos
responderam. Assim, os indiv´ıduos presente nesses casos foram desconsiderados da
ana´lise.
Como apresentado na sec¸a˜o 4.1 deste trabalho, as provas do vestibular do
CEBRASPE conteˆm 4 tipos de questo˜es: A, B, C e D. No vestibular de 2014/2,
para o primeiro dia de prova, havia 113 questo˜es do tipo A, 0 questo˜es do tipo B, 6
questo˜es do tipo C e 1 questa˜o do tipo D, ja´ desconsiderando as questo˜es referentes a`
l´ıngua estrangeira. Ja´ para o segundo dia de prova, haviam 132 questo˜es do tipo A, 4
questo˜es do tipo B, 13 questo˜es do tipo C e 1 questa˜o do tipo D. Assim, somando as
questo˜es do tipo A, a qual e´ o tipo de questa˜o proposta a ser analisada neste trabalho,
do primeiro e segundo dia, estas totalizaram 245 questo˜es. Entretanto, 3 questo˜es do
primeiro dia de prova e 5 questo˜es do segundo dia foram anuladas. Dessa forma,
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foram utilizadas na ana´lise um total de 237 questo˜es.
Em s´ıntese, foram analisadas as 1.713.984 respostas de 7.232 indiv´ıduos a`s 237
questo˜es do vestibular da UnB de 2014/2 elaborado pelo Centro Brasileiro de Pesquisa
em Avaliac¸a˜o e Selec¸a˜o e de Promoc¸a˜o de Eventos (CEBRASPE). Os resultados da
ana´lise desse banco de dados real sera˜o apresentados posteriormente no cap´ıtulo 6.
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Cap´ıtulo 5
Resultados - Dados Simulados
Neste cap´ıtulo, iremos analisar os resultados gerados a partir da simulac¸a˜o
dos dados descrita na sec¸a˜o 4.2. O programa utilizado para gerar os resultados foi o
Software R e a func¸a˜o utilizada para aplicar o modelo de resposta gradual (MRG) nos
dados foi a func¸a˜o mirt do pacote mirt. Para o ca´lculo dos escores dos indiv´ıduos,
sendo estes as notas dos indiv´ıduos estimadas pelo MRG, foi utilizada a func¸a˜o fscores
e para a estimac¸a˜o dos paraˆmetros dos itens foi utilizado a func¸a˜o coef.
5.1 Ana´lise Descritiva
Conforme apresentado nos passos 1, 2 e 3 da sec¸a˜o 4.2, foram gerados valores
dos paraˆmetros de dificuldade e discriminac¸a˜o com o intuito de aplicar o modelo
da TRI de dois paraˆmetros, gerando assim respostas bina´rias (0,1) para a varia´vel
aleato´ria Vij, a qual indica se o j-e´simo indiv´ıduo ira´, primeiramente, responder a i-
e´sima questa˜o ou na˜o. Em seguida, a probabilidade de o indiv´ıduo responder a i-e´sima
questa˜o dado a sua habilidade, P (Vij = 1|θj), foi comparada com os valores gerados
para a varia´vel Mj, gerando assim, o banco de dados final, com Uij = 1, indicando que
o indiv´ıduo acertou a questa˜o, com Uij = 0, se o indiv´ıduo na˜o respondeu a questa˜o
e, por fim, com Uij = −1, se o indiv´ıduo errou a questa˜o.
Atrave´s da Tabela 5.1, e´ poss´ıvel observar que, para os valores referentes
ao paraˆmetro de discriminac¸a˜o, o valor mı´nimo resultou em 0,5861, indicando que
houve itens com baixa discriminac¸a˜o, baseando-se no ponto de corte que a literatura
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indica, sendo este maior que 1. Por outro lado, podemos observar tambe´m que houve
itens que descriminaram bem os indiv´ıduos, visto que o valor ma´ximo resultou em
2,96. Apesar de termos itens com baixa discriminac¸a˜o, em me´dia obtivemos itens com
ı´ndices de discriminac¸a˜o em torno de 1,73, indicando que, em me´dia, o teste como um
todo fara´ uma boa diferenciac¸a˜o entre os indiv´ıduos baseado na escolha de responder
ou na˜o a questa˜o.
Tabela 5.1: Ana´lise Descritiva para os paraˆmetros dos itens simulados, Proficieˆncias
e Mj (Dados Simulados)
Mı´nimo 1o Quartil Mediana Me´dia 3o Quartil Ma´ximo
Paraˆmetros de Discriminac¸a˜o 0,5861 1,2340 1,7960 1,7380 2,2780 2,9600
Paraˆmetros de Dificuldade -1,5000 -0,7500 0,0000 0,0000 0,7500 1,5000
Proficieˆncias -3,7800 -0,6882 -0,0681 -0,0393 0,5969 2,9510
Mj , j=1,2,...,1000 0,0034 0,3697 0,6200 0,5893 0,8312 0,9998
Em relac¸a˜o aos paraˆmetros de dificuldade dos itens, observou-se um mı´nimo
de -1,5 e um ma´ximo de 1,5, o que era de se esperar pelo me´todo de gerac¸a˜o desses
valores (valores equidistantes no intervalo de -1,5 a 1,5). Isso indica tambe´m que tera˜o
itens mais dif´ıceis ou menos dif´ıceis, indicando uma boa avaliac¸a˜o dos indiv´ıduos que
escolhera˜o responder ou na˜o.
Quanto aos valores gerados para as proficieˆncias dos indiv´ıduos, observou-se
um mı´nimo de -3,78, indicando que ha´ indiv´ıduos com habilidades baixas, o que de fato
acontece na maioria das provas que objetivam medir algum tipo de conhecimento, pois
muitos indiv´ıduos na˜o respondem a questa˜o em raza˜o de na˜o terem alto conhecimento
do assunto abordado. De outro modo, observaram-se tambe´m indiv´ıduos com alta
habilidade (ma´ximo igual a 2,95), indicando, da mesma forma, casos que ocorrem
com frequeˆncia nesse tipo de teste, pois sempre ha´, tambe´m, indiv´ıduos que ira˜o,
com certeza, responder a determinada questa˜o por terem um alto conhecimento no
assunto.
Para os valores da varia´vel M, a qual se refere ao ponto de corte em que
determina se o indiv´ıduo vai ou na˜o responder a questa˜o, obtivemos um mı´nimo de
0,0089 e um ma´ximo de 0,9999. Esses valores foram gerados, como ja´ mencionado, de
tal forma que a distribuic¸a˜o de seus valores seguissem uma Beta (1,2; 0,8), baseado
numa me´dia igual a 0,8 e um desvio padra˜o igual a 0,20. Esses valores foram escolhidos
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com o objetivo de se ter tantos valores muito baixos de M, como valores muito altos
de M.
Baseado nesses valores, conseguimos colocar diferentes situac¸o˜es que imagine-
mos que acontec¸am em uma situac¸a˜o real. Por exemplo, obtendo valores da varia´vel
M muito altos, tanto para indiv´ıduos com alta habilidade quanto para indiv´ıduos com
baixa habilidade, estaremos cobrindo tanto indiv´ıduos que ira˜o responder a questa˜o
por realmente saberem do assunto e serem cautelosos, representando os indiv´ıduos
que na˜o “chutam” nada, como tambe´m indiv´ıduos que na˜o ira˜o responder a questa˜o
por na˜o saberem a resposta correta e tambe´m por serem muito cautelosos. Por outro
lado, obtendo valores de M muito baixos, tanto para indiv´ıduos de alta habilidade
como para indiv´ıduos de baixa habilidade, estaremos cobrindo tanto indiv´ıduos que
ira˜o responder a questa˜o por realmente saberem do assunto, pore´m que na˜o sa˜o caute-
losos, correndo o risco de errar por responderem uma questa˜o sem ter tanta certeza da
resposta correta, quanto indiv´ıduos que ira˜o responder a questa˜o por na˜o saberem do
assunto e tambe´m na˜o serem cautelosos, retratando, por exemplo, aqueles indiv´ıduos
que “chutam” tudo.
A t´ıtulo de exemplificac¸a˜o, na Tabela 5.2 esta˜o apresentadas as frequeˆncias
das respostas de alguns indiv´ıduos. Podemos observar, por exemplo, que o indiv´ıduo
6 pode representar um respondente regular, com um conhecimento me´dio sobre o
assunto e que tambe´m deva possuir um valor de M me´dio, nem alto, nem baixo. Ja´ o
individuo 7 pode representar aquele aluno que na˜o sabe muito do assunto abordado
e e´ um pouco cauteloso, pois das 27 questo˜es que respondeu, ele errou 22, mas ainda
assim, deixou de responder 23 questo˜es.
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Tabela 5.2: Frequeˆncias de Respostas por Indiv´ıduo (Dados Simulados).
Respostas
Indiv´ıduos -1 0 1
1 15 23 12
2 1 34 15
6 13 23 14
7 22 23 5
8 9 28 13
9 3 32 15
11 - 41 9
13 4 27 19
15 5 31 14
16 15 23 12
18 - 50 -
19 2 45 3
56 7 - 43
677 36 1 13
711 - 15 35
Os indiv´ıduos 19 e 11 representam alunos que na˜o teˆm muito conhecimento
sobre o assunto, pore´m sa˜o muito cautelosos, na˜o “chutam” muitas questo˜es e so´
respondem quando teˆm muita certeza. Podemos concluir isso pelo fato de na˜o terem
acertado quase nada. Entretanto, na˜o erram praticamente nada (Individuo 19) ou
realmente nenhuma questa˜o (Indiv´ıduo 11). Para o indiv´ıduo 15, as quantidades
esta˜o de acordo com um aluno que sabe um pouco do assunto e e´ cauteloso, pois este
errou somente 5 questo˜es, deixando 31 em branco, e acertou 14 questo˜es.
Para o indiv´ıduo 18, podemos perceber que ele pode ser um aluno que na˜o
sabe nada, mas tambe´m na˜o “chuta” nada, na˜o fazendo nenhum item da prova. Ja´ o
indiv´ıduo 56, representa um aluno que tem um alto conhecimento do assunto, acer-
tando muitas questo˜es (43 itens), pore´m na˜o e´ cauteloso, pois na˜o deixou de responder
questa˜o alguma e errou 7 questo˜es, que talvez na˜o tivesse tanta certeza da resposta e
quis “chutar”, independente disso.
O indiv´ıduo 677, aparentemente, e´ um aluno que na˜o tem muito domı´nio do
conteu´do avaliado e, ale´m disso, na˜o e´ muito cauteloso, pois respondeu praticamente
todas (49 questo˜es) e errou mais da metade das questo˜es (36). Ja´ o indiv´ıduo 711
representa um aluno com um alto conhecimento do assunto medido na prova, acer-
tando um nu´mero de questo˜es razoa´vel (35) e e´ extremamente cuidadoso, pois na˜o
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errou nenhuma questa˜o, deixando 15 questo˜es em branco.
Na Tabela 5.3, esta´ apresentada a frequeˆncia de respostas global do banco de
dados simulado apo´s a comparac¸a˜o da varia´vel Mj de cada indiv´ıduo com sua res-
pectiva probabilidade de acertar determinada questa˜o, oriunda do modelo da TRI de
dois paraˆmetros, conforme ja´ descrito. Num total de 50.000 respostas, correspondente
a`s respostas de 1000 indiv´ıduos a 50 questo˜es de uma prova, observamos que apro-
ximadamente 10% das questo˜es foram marcadas de forma errada, aproximadamente
60% das questo˜es na˜o foram respondidas e aproximadamente 30% das questo˜es foram
respondidas corretamente.
Tabela 5.3: Frequeˆncias de Respostas (Dados Simulados).
Respostas
-1 0 1
Frequeˆncia 5260 29892 14848
Percentual 10,52% 59,78% 29,69%
Consideramos esses valores razoa´veis, visto que a aplicac¸a˜o de uma penalizac¸a˜o
caso o indiv´ıduo erre a questa˜o, faz com que grande parte dos indiv´ıduos na˜o responda
questo˜es para as quais na˜o tenham tanta certeza da resposta correta ou que realmente
na˜o saibam. Dessa forma, um nu´mero elevado de valores de zeros no banco de dados
era esperado. Da mesma forma, valores baixos de respostas corretas (1) no banco
de dados eram esperados, mas na˜o tanto quanto os valores de respostas erradas (-1),
pois, como ja´ citado, os indiv´ıduos tinham conscieˆncia de que na˜o responder poderia
ser mais vantajoso, evitando a soma de um valor negativo em sua nota final. Essas
frequeˆncias esta˜o representadas graficamente na Figura 5.1.
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Figura 5.1: Histograma das frequeˆncias de respostas (Dados Simulados).
5.2 Ana´lise dos Paraˆmetros dos Itens e Curva Ca-
racter´ıstica dos Itens
Na Tabela 5.4, esta˜o apresentados os valores dos paraˆmetros dos itens estima-
dos e a frequeˆncia de respostas dos indiv´ıduos por item. A partir desses resultados,
podemos observar que, por exemplo, a quantidade de acertos do item 1 resultou em
51%, 35,3% dos indiv´ıduos na˜o responderam essa questa˜o e apenas 13,7% erraram.
Analisando o ı´ndice de discriminac¸a˜o deste item, pode-se concluir que ele discrimina
de forma razoa´vel os indiv´ıduos e, ao se observar os valores dos paraˆmetros de difi-
culdade, observamos valores negativos de suas categorias, resultando ainda um valor
negativo da me´dia entre elas. Podemos concluir enta˜o que este seria um item relati-
vamente fa´cil.
Observando agora o item 3, observamos que foi o item que os indiv´ıduos mais
acertaram. Apesar de haver ind´ıcios de boa discriminac¸a˜o dos indiv´ıduos (a3=6,526),
percebe-se que ele e´ um item muito fa´cil, pois tem baixos valores dos paraˆmetros de
dificuldade, fazendo com que muitos indiv´ıduos acertem a questa˜o (72,9% de acerto).
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Tabela 5.4: Frequeˆncia das respostas por Item e Paraˆmetros dos itens (Dados Simu-
lados).
Itens Categoria -1 (%) Categoria 0 (%) Categoria 1 (%) ai bi1 bi2 bi,me´dio
Item 1 13,700 35,300 51,000 1,168 -1,941 -0,232 -1,2025
Item 2 14,300 32,600 53,100 1,971 -1,349 -0,324 -0,9985
Item 3 7,300 19,800 72,900 6,523 -1,043 -0,689 -1,2105
Item 4 17,300 43,800 38,900 1,076 -1,793 0,314 -0,5825
Item 5 7,900 25,600 66,500 3,954 -1,193 -0,608 -1,2045
Item 6 12,900 33,600 53,500 2,239 -1,323 -0,341 -1,0025
Item 7 10,500 25,500 64,000 4,038 -1,108 -0,571 -1,1250
Item 8 9,500 25,000 65,500 5,157 -1,053 -0,592 -1,1185
Item 9 11,800 34,000 54,200 2,743 -1,239 -0,370 -0,9895
Item 10 10,700 27,900 61,400 4,294 -1,078 -0,528 -1,0670
Item 11 15,300 43,600 41,100 1,556 -1,499 0,085 -0,6645
Item 12 12,200 39,600 48,200 1,862 -1,507 -0,188 -0,9415
Item 13 17,700 49,200 33,100 0,855 -2,108 0,753 -0,3010
Item 14 17,400 47,400 35,200 1,033 -1,847 0,499 -0,4245
Item 15 12,600 42,400 45,000 2,399 -1,292 -0,139 -0,7850
Item 16 13,800 45,700 40,500 1,625 -1,546 0,084 -0,6890
Item 17 11,900 43,700 44,400 2,529 -1,293 -0,136 -0,7825
Item 18 14,000 46,900 39,100 1,904 -1,401 0,079 -0,6215
Item 19 10,700 47,100 42,200 2,736 -1,290 -0,090 -0,7350
Item 20 15,500 53,500 31,000 1,219 -1,751 0,615 -0,2605
Item 21 9,200 48,700 42,100 3,003 -1,303 -0,104 -0,7555
Item 22 12,000 54,100 33,900 2,107 -1,413 0,222 -0,4845
Item 23 11,100 54,100 34,800 2,450 -1,350 0,143 -0,5320
Item 24 13,100 57,400 29,500 1,851 -1,465 0,434 -0,2985
Item 25 13,800 59,600 26,600 1,489 -1,633 0,686 -0,1305
Item 26 17,300 60,400 22,300 0,719 -2,465 1,740 0,5075
Item 27 9,400 62,200 28,400 1,978 -1,610 0,456 -0,3490
Item 28 10,100 64,300 25,600 1,685 -1,733 0,658 -0,2085
Item 29 10,100 66,000 23,900 1,512 -1,861 0,814 -0,1165
Item 30 7,900 67,700 24,400 2,073 -1,657 0,619 -0,2095
Item 31 15,600 66,700 17,700 0,669 -2,803 2,334 0,9325
Item 32 10,700 70,100 19,200 1,251 -2,081 1,255 0,2145
Item 33 7,500 73,300 19,200 1,681 -1,931 1,014 0,0485
Item 34 10,200 73,100 16,700 1,192 -2,203 1,487 0,3855
Item 35 16,900 69,200 13,900 0,329 -5,050 5,525 3,0000
Item 36 6,400 77,900 15,700 1,444 -2,269 1,382 0,2475
Item 37 8,900 78,800 12,300 1,106 -2,464 2,012 0,7800
Item 38 6,500 81,600 11,900 1,319 -2,411 1,826 0,6205
Item 39 14,900 74,000 11,100 0,359 -5,062 5,811 3,2800
Item 40 6,900 83,600 9,500 0,929 -3,136 2,668 1,1000
Item 41 4,500 85,700 9,800 1,414 -2,561 2,003 0,7225
Item 42 6,200 85,900 7,900 0,926 -3,264 2,940 1,3080
Item 43 5,700 86,300 8,000 1,034 -3,059 2,701 1,1715
Item 44 4,100 88,400 7,500 1,126 -3,162 2,627 1,0460
Item 45 6,700 86,400 6,900 0,772 -3,709 3,620 1,7655
Item 46 2,500 91,100 6,400 1,420 -2,980 2,492 1,0020
Item 47 3,300 91,800 4,900 1,075 -3,492 3,243 1,4970
Item 48 3,900 91,300 4,800 0,953 -3,693 3,546 1,6995
Item 49 6,400 89,100 4,500 0,497 -5,639 6,280 3,4605
Item 50 7,200 88,200 4,600 0,175 -14,779 17,318 9,9285
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O item 26 pode ser considerado um item relativamente dif´ıcil, por ter o seu
ı´ndice de dificuldade da maior categoria positivo, sendo alto o suficiente para ter
tambe´m b intermedia´rio entre categorias tambe´m maior que zero (b26,me´dio=0,5075),
havendo grande quantidade de na˜o respostas e valores de acertos e erros pro´ximos,
pore´m baixos. Apesar de este item ter sido considerado relativamente dif´ıcil, o mesmo
na˜o discrimina ta˜o bem os indiv´ıduos (a26=0,719). O item 27 e´ parecido com o
item 26, pore´m ele discrimina melhor os indiv´ıduos, com paraˆmetro ai pro´ximo de 2
(a27=1,978). Apesar de o paraˆmetro de dificuldade intermedia´rio ser negativo, o valor
de b da categoria mais alta e´ positivo. Dessa forma, temos um item relativamente
dif´ıcil e com boa discriminac¸a˜o dos indiv´ıduos, resultando em 62,2% de na˜o resposta
e 28,4% de acertos.
Os itens 46 e 47 obtiveram pouqu´ıssimas respostas, tanto erradas (2,5% e 3,3%)
quanto corretas (6,4% e 4,9%), respectivamente. Provavelmente, estes itens retratem
itens contidos em provas, considerados extremamente dif´ıceis ou que abordem um
assunto pouco debatido ou usualmente na˜o estudado pelos alunos. Um percentual
de na˜o respostas de 91% indica que os indiv´ıduos na˜o quiseram arriscar de forma
alguma esse item, pois, baseado no pressuposto ja´ citado, tiveram conscieˆncia que
teriam poucas chances de acertar o item e na˜o responderam. De fato, os ı´ndices de
dificuldade intermedia´rios e de discriminac¸a˜o se mostraram realmente de acordo com
o resultado da na˜o resposta, sendo estes itens considerados dif´ıceis.
Apo´s analisarmos cada valor da estimac¸a˜o dos paraˆmetros dos itens, foram
gerados seus respectivos gra´ficos, a Curva Caracter´ıstica do Item (CCI). Conforme ja´
mencionado, a CCI mostra a relac¸a˜o existente entre a probabilidade de o individuo
acertar o item dado a sua habilidade, P (Uij = 1|θj), e os paraˆmetros do modelo.
Para a compreensa˜o dos gra´ficos, e´ preciso lembrar que o eixo horizontal re-
presenta o valor do trac¸o latente medido (conhecimento sobre determinado assunto)
e no eixo vertical corresponde a probabilidade do indiv´ıduo ter sua resposta classifi-
cada numa categoria ou superior (para as categorias 0 e 1). Da mesma forma como a
Tabela 5.4, e´ poss´ıvel ver, agora graficamente, que possuem itens mais discriminantes
e/ou mais dif´ıceis que outros.
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A Figura 5.2 apresenta a CCI do item 27. Neste gra´fico e´ poss´ıvel observar
que indiv´ıduos com habilidade ate´ aproximadamente -1,6 tem maior probabilidade de
errar a questa˜o. Ja´ indiv´ıduos com habilidade entre -1,8 ate´, aproximadamente, 0,4,
tem maior probabilidade de na˜o responder a questa˜o. E por fim, indiv´ıduos com habi-
lidade acima de 1,3, aproximadamente, tem maior probabilidade de acertar a questa˜o.
Comparando essas ana´lises com os valores dos paraˆmetros estimados mostrados na
Tabela 5.4, percebe-se que o item de fato tem boa discriminac¸a˜o, possuindo as curvas
bem espac¸adas entre si, fazendo com que seja poss´ıvel visualizar a diferenc¸a entre
respostas dos indiv´ıduos de acordo com a sua respectiva proficieˆncia.
Figura 5.2: Curva Caracter´ıstica do item 27.
Analisando a Figura 5.3, podemos observar que o item 20 e´ mais dif´ıcil que
o item 16. Isso ocorre pelo fato de que a habilidade necessa´ria para um indiv´ıduo
acertar a questa˜o 20 (aproximadamente 0,6) e´ maior do que a habilidade necessa´ria
para um indiv´ıduo acertar a questa˜o 16 (aproximadamente 0).
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Figura 5.3: Curva Caracter´ıstica dos Itens 20 e 16.
Percebeu-se, tambe´m, tanto atrave´s das CCIs como atrave´s dos valores da
Tabela 5.4, que alguns itens na˜o se sobressa´ıram em nenhuma regia˜o do gra´fico,
indicando que esses itens podem na˜o ter boa qualidade para avaliar o trac¸o latente.
Houve tambe´m ı´ndices dos paraˆmetros, tanto de discriminac¸a˜o como de dificuldade,
com valores muito extremos, se distanciando dos valores ideais. Esses itens poderiam
ser representados, por exemplo, pelas questo˜es 3, 39, 49, 50, entre outros. Quando
se tem o intuito de elaborar um questiona´rio ou uma prova para depois aplica´-los,
a literatura indica que retiremos esses itens na˜o informativos, os quais na˜o avaliam
o indiv´ıduo de forma eficiente, e fac¸amos a ana´lise novamente. Entretanto, como
este na˜o e´ o objetivo principal desde trabalho, essa reavaliac¸a˜o na˜o foi realizada. Na
Figura 5.4 esta˜o apresentadas as CCIs de todos os itens.
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Figura 5.4: Curvas Caracter´ısticas dos Itens 1 a 50.
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A Figura 5.5 apresenta a Curva de Informac¸a˜o do Teste. Observou-se que
o instrumento de medida tem maior informac¸a˜o para os valores da habilidade no
intervalo aproximado de -2 a` 1. Isso significa, de acordo com Junior et al. (2015), com
as devidas adaptac¸o˜es a este trabalho, que o teste como um todo e´ mais adequado para
medir as habilidades de indiv´ıduos que tenham valores das proficieˆncias no intervalo
entre -2 a` 1.
Figura 5.5: Curva de Informac¸a˜o do Teste.
5.3 Comparac¸a˜o entre as notas corrigidas pelo me´-
todo Convencional e pelo Modelo de Resposta
Gradual
A correc¸a˜o convencional padronizada das provas do vestibular da UnB elabo-
radas pelo CEBRASPE, como ja´ citado anteriormente, e´ feita atrave´s da soma das
pontuac¸o˜es adquiridas pelos alunos ao responderem as questo˜es, subtraindo a me´dia
e dividindo pelo desvio padra˜o de todas as notas. E´ importante lembrar que o tipo
de banco de dados abordado aqui se baseia na pontuac¸a˜o dos alunos adquirida atra-
ve´s das respostas a`s questo˜es do tipo A, a qual tem as seguintes caracter´ısticas: se
o aluno acertar a questa˜o, ele ganha 1 ponto; se o aluno na˜o responder a questa˜o,
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ele na˜o recebe pontuac¸a˜o nenhuma; e por fim, se ele errar a questa˜o, ele recebe a
pontuac¸a˜o -1.
A diferenc¸a entre o ca´lculo das proficieˆncias dos indiv´ıduos pelo modelo da
TRI e o ca´lculo da nota final pelo me´todo convencional esta´ no fato de que neste
u´ltimo a pontuac¸a˜o adquirida pelas respostas das questo˜es e´ sempre a mesma, inde-
pendentemente de se o respondente acertou uma questa˜o fa´cil ou dif´ıcil, ou tambe´m,
se errou uma questa˜o fa´cil ou dif´ıcil. Isso ocorre pelo fato de que, apesar de essas
questo˜es terem graus de dificuldades diferentes, isso na˜o e´ levado em considerac¸a˜o
na nota final. Isto e´, se um indiv´ıduo acertar uma questa˜o muito dif´ıcil, provando
que ele tem um alto conhecimento sobre o trac¸o latente medido, ele ganhara´ 1 ponto.
Pore´m se outro indiv´ıduo acertar uma questa˜o muito mais fa´cil sobre esse mesmo
trac¸o latente, ele tambe´m recebera´ a mesma pontuac¸a˜o, 1. Ja´ o modelo da teoria de
resposta ao item funciona de forma distinta, pois ha´ diferenc¸a na pontuac¸a˜o final do
individuo caso ele acerte uma questa˜o fa´cil ou uma questa˜o dif´ıcil, ganhando menos
pontos ou mais pontos, respectivamente.
Em espec´ıfico, no modelo de resposta gradual, pode-se ter, ainda, uma dife-
renc¸a de pontuac¸a˜o da questa˜o entre as treˆs categorias de respostas, por exemplo: Em
determinada questa˜o, dependendo dos paraˆmetros de dificuldade de suas respectivas
categorias, o indiv´ıduo pode ganhar uma alta pontuac¸a˜o em acertar a questa˜o e, caso
ele erre ou na˜o responda, pode na˜o haver uma diferenc¸a ta˜o grande entre a pontuac¸a˜o
obtida ao se marcar uma dessas u´ltimas categorias. Ou, tambe´m, pode-se ter uma
questa˜o em que se o indiv´ıduo acertar ou na˜o responder a questa˜o, ele obtenha uma
alta pontuac¸a˜o, e caso ele erre, obtenha uma pontuac¸a˜o bastante baixa e distante
do valor das outras categorias. Assim, a distaˆncia entre as pontuac¸o˜es adquiridas a
partir da escolha da categoria de cada questa˜o vai variar, ou seja, na˜o sera´ padra˜o,
pois no modelo de resposta gradual na˜o e´ feita a soma das pontuac¸o˜es, mas sim a
estimac¸a˜o das probabilidades baseado no modelo ja´ mostrado no cap´ıtulo 2.
A partir do banco de dados simulado, foram feitas as correc¸o˜es convencional,
que se da´ atrave´s da soma das pontuac¸o˜es adiquiridas pelos alunos, e a convencional
padronizada, que a partir das notas convencionais, subtraiu-se a me´dia e dividiu-se
pelo desvio padra˜o, dos 1000 indiv´ıduos para as 50 questo˜es. A ana´lise descritiva
das notas convencionais esta´ apresentada na Tabela 5.5. Observa-se que, baseado
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no nu´mero de questo˜es, poder´ıamos esperar que tive´ssemos um mı´nimo de -50, em
que poderia haver algum aluno que iria errar todas as questo˜es, e um ma´ximo de 50,
havendo algum aluno que acertasse todas as questo˜es. Entretanto, podemos observar
que obtivemos um mı´nimo de -25,00. Podemos atribuir este fato a` conscieˆncia do aluno
sobre a“vantagem”de deixar a questa˜o em branco, fazendo com que, por exemplo, um
indiv´ıduo que na˜o tenha estudado nada sobre o assunto, na˜o chute todas as questo˜es,
mas sim, somente algumas, podendo ter errado todas, ou praticamente todas que
respondeu, ja´ que na˜o tem domı´nio do assunto abordado.
Tabela 5.5: Ana´lise Descritiva das Notas Convencionais e das Notas pelo MRG (Da-
dos Simulados).
Mı´nimo 1o Quartil Mediana Me´dia 3o Quartil Ma´ximo
Notas Convencionais -25,0000 0,0000 5,0000 9,5880 16,0000 50,0000
Notas Convencionais Padronizadas -2,8070 -0,7781 -0,3723 0,0000 0,5204 3,2800
Notas Modelo de Resposta Gradual -1,8510 -0,7604 -0,3868 -0,0271 0,2995 3,6520
Na Figura 5.6 esta˜o apresentadas as notas convencionais atrave´s de um his-
tograma. Percebe-se uma alta frequeˆncia das notas em torno de zero e o restante da
maioria dos valores das notas distribu´ıdas acima de zero.
Figura 5.6: Histograma das Notas Convencionais.
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Na Tabela 5.5, podemos observar tambe´m a ana´lise descritiva das notas dos
indiv´ıduos corrigidas atrave´s do Modelo de Resposta Gradual. Observou-se um mı´-
nimo de -1,85 e um ma´ximo de 3,65. Conforme apresentado no cap´ıtulo 2, no modelo
de resposta gradual na˜o se considera somente se o indiv´ıduo respondeu a questa˜o
corretamente ou na˜o, mas tambe´m qual foi a alternativa escolhida por ele, utilizando
assim mais intensamente a informac¸a˜o contida no teste.
Dessa forma, na˜o temos um paraˆmetro de mı´nimo e ma´ximo das notas obtidas,
pois cada categoria de cada item pode ter uma pontuac¸a˜o diferente, baseado na
dificuldade de cada categoria do item e de sua respectiva discriminac¸a˜o.
Analisando ainda a Tabela 5.5, podemos observar que todas as medidas de
posic¸a˜o das notas convencionais padronizadas esta˜o com valores pro´ximos dos valores
obtidos atrave´s do MRG. Isso indica que os dois me´todos geraram notas dos indiv´ıduos
similares. Na Figura 5.7, esta˜o apresentadas graficamente as distribuic¸o˜es das notas
convencionais padronizadas e das notas obtidas pelo MRG. Podemos observar que
a maior concentrac¸a˜o de notas ficou em torno de -1 ate´ 0, com maior frequeˆncia de
notas corrigidas pelo MRG, e o restante das notas se distribuem acima de 0.
Figura 5.7: Histograma das Notas Convencionais Padronizadas e das Notas pelo
MRG.
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Para uma ana´lise mais embasada, elaboramos um gra´fico de correlac¸a˜o cru-
zando os valores das duas notas, em que as notas convencionais padronizadas esta˜o
apresentadas no eixo X e as notas pelo MRG no eixo Y, para analisarmos se ha´ uma
tendeˆncia linear entre as notas, indicando uma alta correlac¸a˜o entre seus respectivos
valores.
Analisando esse gra´fico (Figura 5.8), podemos perceber ind´ıcios de uma ten-
deˆncia linear comprovada pelo alto valor da correlac¸a˜o entre as notas, a qual resultou
em 0,97562, indicando ainda que sa˜o diretamente proporcionais (Correlac¸a˜o Positiva).
Sendo assim, ha´ uma proximidade entre as notas. Entretanto, podemos observar que,
para valores maiores (calda superior) ou menores das notas (calda inferior), ha´ uma
diferenc¸a entre os indiv´ıduos, fazendo que com os dados percam um pouco a lineari-
dade.
Essas diferenc¸as na calda superior, por exemplo, indicam, talvez, que os indiv´ı-
duos acertaram questo˜es mais dif´ıceis, na˜o fazendo diferenc¸a no me´todo convencional,
pore´m, o modelo de resposta gradual levou em conta a dificuldade desses itens, fazendo
com que eles passem a ter uma nota maior, o que na˜o ocorre no me´todo convencional.
Ja´ na calda superior, os indiv´ıduos passam a ter tambe´m uma nota um pouco maior,
pelo fato de que, talvez, eles possam na˜o ter respondido questo˜es fa´ceis/dif´ıceis, por
exemplo, ganhando uma pontuac¸a˜o mı´nima no modelo de resposta gradual, ao na˜o
responderem a questa˜o, aumentando sua nota, ao inve´s de simplesmente na˜o ganha-
rem nada, como no modelo convencional.
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Figura 5.8: Diagrama de Dispersa˜o entre as Notas Convencionais Padronizadas e as
Notas pelo MRG.
Avaliando alguns casos em que a diferenc¸a de notas entre os dois me´todos foi
significativa (foi definida uma diferenc¸a de 0,20 ou mais como significativa, apenas a
t´ıtulo de comparac¸a˜o descritiva), observamos que para o indiv´ıduo 16, por exemplo,
houve uma mudanc¸a de nota de 0,8012 para 0,5720, obtida pelo me´todo convencional
e pelo MRG, respectivamente. Analisando as respostas deste individuo (Tabela 5.6)
para cada questa˜o do teste e associando aos valores dos paraˆmetros de dificuldade de
cada item, observamos, que de fato, em geral, o aluno so´ acertou questo˜es consideradas
fa´ceis, e mesmo assim, errou algumas, e na˜o respondeu questo˜es consideradas mais
dif´ıceis, fazendo sentido sua nota diminuir, ja´ que o conhecimento dele na˜o seria ta˜o
grande sobre o assunto abordado.
Por outro lado, analisando o indiv´ıduo 13, por exemplo, observou-se que este
aumentou de nota de 2,8741 para 3,2512, obtida pelo me´todo convencional e pelo
MRG, respectivamente. Atrave´s da ana´lise das respostas deste individuo e dos valo-
res dos paraˆmetros dos itens, podemos perceber ind´ıcios de que tambe´m a nota do
MRG poderia ser considerada mais “justa”, pois observa-se que o indiv´ıduo deixou
somente duas questo˜es em branco, sendo estas questo˜es consideradas as mais dif´ıceis,
e respondeu todas as outras questo˜es, acertando a maioria delas, principalmente as
com dificuldades relevantes. Dessa forma, podemos concluir que o aluno e´ avaliado
de forma mais criteriosa e “justa” atrave´s da correc¸a˜o pelo MRG. Esses valores esta˜o
demonstrados na Tabela 5.6.
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Tabela 5.6: Respostas dos Indiv´ıduos 16 e 13. (Dados Simulados).
Questa˜o ai bi1 bi2 Respostas Indiv´ıduo 16 Respostas Indiv´ıduo 13
1 1,615 -1,479 -0,207 1 1
2 1,620 -1,555 -0,333 1 1
3 5,145 -1,143 -0,731 1 1
4 0,907 -1,858 0,501 1 1
5 3,861 -1,146 -0,558 1 1
6 2,481 -1,226 -0,344 1 1
7 4,581 -1,101 -0,570 1 1
8 4,388 -1,169 -0,617 1 1
9 2,474 -1,282 -0,361 1 1
10 3,083 -1,276 -0,521 1 1
11 1,330 -1,609 0,177 -1 1
12 1,898 -1,472 -0,178 1 1
13 1,057 -1,748 0,623 1 1
14 1,076 -1,825 0,471 1 -1
15 2,354 -1,317 -0,124 1 1
16 1,795 -1,409 0,104 1 1
17 2,573 -1,234 -0,117 1 1
18 1,793 -1,447 0,117 1 1
19 2,988 -1,269 -0,116 1 1
20 1,041 -1,812 0,840 -1 1
21 2,777 -1,384 -0,093 1 1
22 1,910 -1,512 0,251 1 1
23 2,249 -1,437 0,148 1 1
24 1,604 -1,608 0,514 1 1
25 1,361 -1,654 0,798 1 1
26 0,779 -2,294 1,693 0 1
27 2,033 -1,565 0,460 1 1
28 1,770 -1,607 0,711 -1 1
29 1,404 -1,826 0,981 -1 1
30 1,960 -1,692 0,717 -1 1
31 0,684 -2,678 2,359 0 1
32 1,110 -2,132 1,538 0 1
33 1,726 -1,985 1,023 0 1
34 1,208 -2,115 1,627 0 1
35 0,489 -3,411 3,836 0 1
36 1,175 -2,471 1,794 0 1
37 1,143 -2,467 1,918 0 1
38 1,134 -2,683 2,037 0 1
39 0,143 -12,215 14,579 0 1
40 0,921 -3,115 2,608 0 1
41 0,981 -3,198 2,535 0 1
42 0,663 -4,020 4,115 0 1
43 0,795 -3,510 3,549 0 -1
44 0,637 -4,586 4,509 0 1
45 0,360 -6,749 7,854 0 1
46 0,897 -3,886 3,518 0 1
47 0,778 -4,338 4,166 0 1
48 0,207 -14,141 15,081 0 1
49 0,024 -104,808 129,833 0 0
50 -0,054 44,041 -57,349 0 0
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Com o intuito de confirmar a relac¸a˜o entre as notas convencionais padroni-
zadas e as notas obtidas pelo modelo de reposta gradual, desconsiderando qualquer
suposic¸a˜o sobre esta relac¸a˜o, realizamos um ajuste dos dados utilizando uma te´cnica
estat´ıstica na˜o parame´trica, chamada Regressa˜o de Nadaraya-Watson. Essa teoria
sera´ abordada, de forma breve, a seguir.
5.3.1 Regressa˜o de Nadaraya-Watson
De forma geral, os principais objetivos da modelagem estat´ıstica Regressa˜o e´
descrever o relacionamento entre uma ou mais varia´veis explicativas, independentes,
e uma determinada varia´vel de interesse, dependente. Para isso, diferentes tipos de
regresso˜es parame´tricas e na˜o parame´tricas foram desenvolvidas. A principal diferenc¸a
entre essas ana´lises e´ que a regressa˜o parame´trica assume que a relac¸a˜o funcional
entre a varia´vel resposta e as preditoras e´ conhecida, ou seja, se e´ estabelecida uma
suposic¸a˜o a priori de como e´ essa relac¸a˜o. Ja´ na regressa˜o na˜o parame´trica, sua
caracter´ıstica principal e´ a auseˆncia (completa ou quase completa) de conhecimento
a priori a respeito da forma funcional que esta´ sendo estimada.
Dentre os me´todos na˜o parame´tricos de estimac¸a˜o de curvas de regressa˜o,
podemos citar a Regressa˜o de Nadaraya-Watson, a qual e´ comumente utilizada para
estimar uma func¸a˜o de regressa˜o quando na˜o se faz nenhuma suposic¸a˜o a priori sobre
a mesma. Quando se deseja ajustar uma func¸a˜o que represente a relac¸a˜o entre Y,
varia´vel dependente, e X, uma varia´vel independente, de forma que
Y i = m(xi) + εi, i = 1, 2, ...n (5.1)
deve-se estimar m(xi), desconhecida, sem restringi-la a modelos estabelecidos a priori,
como ocorre no caso parame´trico.
Nadaraya (1964) e Watson (1964) desenvolveram uma forma de estimar esta













em que hn e´ o paraˆmetro de suavizac¸a˜o, que e´ uma espe´cie de controlador entre o v´ıcio
e a variaˆncia da estimativa, eKx e´ uma func¸a˜o densidade de probabilidade, consistindo
o me´todo em estabelecer uma me´dia localmente ponderada. Como detalhar essa
teoria na˜o e´ o foco principal deste trabalho, para um estudo mais detalhado sobre
esta te´cnica, consultar Silverman(1996), Cacoullos (1996), Simonoff(1996), Hastie e
Tibshirani(1990), Cortes(2010), Silva(2010), Simonassi e Ju´nior (2005), Hunter(2001),
Cai(2011).
A t´ıtulo de exemplificac¸a˜o, a Figura 5.9 apresenta um exemplo da compa-
rac¸a˜o de uma curva m (curva representando a disposic¸a˜o dos pontos no gra´fico), a
qual pretende-se estimar, e a curva aproximada, utilizando o estimador de Nadaraya-
Watson.
Figura 5.9: Exemplo da curva m (vermelho) e da curva estimada por Nadaraya-
Watson. Fonte: Silva (2010).
Conforme apresentado na Figura 5.8, observamos ind´ıcios de que as notas
obtidas pelo modelo de resposta gradual e pelo me´todo convencional tenham uma
relac¸a˜o de linearidade, diretamente proporcional, mostrando assim uma proximidade
entre as notas dos indiv´ıduos ao compararmos os dois me´todos.
Analisando agora a ordem de classificac¸a˜o destes indiv´ıduos, ajustamos o
modelo de Nadaraya-Watson entre o rank obtido pelo me´todo convencional e o rank
obtido pelo MRG. Na Figura 5.10, em que o eixo horizontal corresponde ao rank Con-
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vencional e o eixo vertical corresponde ao rank do MRG, esta´ apresentado o resultado
do ajuste da curva atrave´s da Regressa˜o de Nadaraya-Watson, e podemos observar
que ha´ tambe´m uma tendeˆncia linear entre os ranks, com um alto grau de conformi-
dade entre os indiv´ıduos que tiraram notas maiores, obtendo uma boa classificac¸a˜o
no rank (canto inferior esquerdo do gra´fico), e um grau de conformidade menor entre
os indiv´ıduos que obtiveram notas menores, ocupando as u´ltimas colocac¸o˜es (canto
superior direito do gra´fico).
Figura 5.10: Curva estimada pelo me´todo de Nadaraya-Watson entre os Ranks obtidos
pelo me´todo MRG e pelo me´todo Convencional (Dados Simulados).
E´ poss´ıvel perceber de forma mais clara essa diferenc¸a entre os ranks dos
indiv´ıduos com maior ou menor classificac¸a˜o na Figura 5.11, em que no eixo horizontal
esta´ plotado o rank convencional e no eixo vertical esta´ plotado o mo´dulo da diferenc¸a
entre os ranks convencional e MRG, tambe´m obtido pelo ajuste de Nadaraya-Watson.
Podemos observar que, de fato, a diferenc¸a e´ bem menor entre os indiv´ıduos que
ocupam as primeiras colocac¸o˜es, ao compararmos os ranks obtidos pelos indiv´ıduos
com menor classificac¸a˜o.
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Figura 5.11: Curva estimada pelo me´todo de Nadaraya-Watson entre o mo´dulo da
diferenc¸a entre os Ranks obtidos pelo me´todo MRG e pelo me´todo Convencional e
Rank Convencional (Dados Simulados).
Dessa forma, podemos concluir que a correc¸a˜o das questo˜es de uma prova
pelo modelo de resposta gradual tem a mesma eficieˆncia em estimar as notas dos
indiv´ıduos que o me´todo convencionalmente utilizado, gerando notas aproximadas
para os indiv´ıduos em colocac¸o˜es mais altas, sendo estes os que sera˜o relevantes em
uma avaliac¸a˜o, pois o nu´mero de vagas e´ limitado. Entretanto, apesar de haver ind´ıcios
de calcular notas semelhantes para os indiv´ıduos, o modelo de resposta gradual da TRI
tem algumas vantagens sob o me´todo convencional, tais como: poss´ıvel comparac¸a˜o
entre populac¸o˜es diferentes, submetidos a provas diferentes com algumas questo˜es em
comum, avaliac¸a˜o mais “justa” do trac¸o latente medido, levando em considerac¸a˜o a
dificuldade e discriminac¸a˜o do item, entre outras vantagens.
5.4 Outros Contextos
Com o intuito de compararmos na˜o somente as notas propriamente ditas dos
indiv´ıduos, mas tambe´m a diferenc¸a entre as classificac¸o˜es dos candidatos obtidas
pelos dois me´todos de correc¸a˜o, o convencional e o MRG, foram constru´ıdos gra´ficos
em que foram plotados os n´ıveis de discordaˆncia entre ranks obtidos pelos dois me´todos
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versus o nu´mero de candidatos selecionados, para cada combinac¸a˜o de casos variando
o nu´mero de itens (50,100, 150 e 200 itens) e indiv´ıduos (1000, 5000, 10000 e 20000).
O n´ıvel de discordaˆncia foi calculado para cada nu´mero de vagas. Na abscissa
(eixo horizontal), esta´ o nu´mero de vagas. Dentro deste nu´mero de vagas, o n´ıvel
de discordaˆncia sera´ a proporc¸a˜o de selecionados pelo modelo de resposta gradual
que na˜o foram selecionados pelo me´todo convencional. Por exemplo, para o caso de
20000 candidatos, o valor da ordenada (eixo vertical) para o valor 1000 na abscissa
corresponde a` proporc¸a˜o de discordaˆncia entre os 1000 primeiros candidatos pelas
duas notas, isto e´, para um n´ıvel de discordaˆncia de 0.04, significa que 4% dos 1000
primeiros colocados pela nota convencional padronizada na˜o esta˜o entre os 1000 pri-
meiros colocados pela nota obtida via MRG. Isto e´ recalculado para cada nu´mero de
vagas, de 2 ate´ 20000. Claramente, podemos constatar que para 20000 vagas, o n´ıvel
de discordaˆncia tem que ser zero.
Com o objetivo de retratar essa relac¸a˜o dos n´ıveis de discordaˆncia entre os
ranks e o nu´mero de candidatos, para cada combinac¸a˜o de variac¸a˜o de indiv´ıduos
e itens, foram geradas 100 amostras diferentes, gerando assim bancos de dados de
respostas e ranks das notas dos indiv´ıduos obtidos pelos dois me´todos diferentes.
Apo´s isso, foi estimada uma curva me´dia das amostras dos dados simulados para
cada caso de nu´mero de indiv´ıduos e nu´mero de itens, representando assim a relac¸a˜o
me´dia entre o n´ıvel de discordaˆncia entre os ranks em func¸a˜o do nu´mero de candidatos.
Ale´m disso, foi estimada tambe´m essa curva me´dia atrave´s da regressa˜o de Nadaraya-
Watson, confirmando assim, o comportamento da curva apresentada.
Para o primeiro caso, em que corresponde ao banco de dados gerado com 1000
indiv´ıduos e 50 itens (Figura 5.12), podemos perceber atrave´s da curva me´dia (linha
mais clara) que, em me´dia, o grau de discordaˆncia e´ abaixo de 5% em torno 150
candidatos, aproximadamente. Isso indica que se, por exemplo, a prova do vestibular
da UnB fosse composta somente por esse tipo de questa˜o considerada (questo˜es do
tipo A) e os candidatos tivessem concorrendo a 150 vagas, aproximadamente somente
7 indiv´ıduos, dos 150 primeiros colocados, que estariam dentro do nu´mero de vagas
quando avaliados pelo me´todo convencional, na˜o estariam dentro do nu´mero de vagas
quando avaliados pelo me´todo MRG.
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Podemos observar ainda, que esse baixo grau de discrepaˆncia se mate´m ate´
aproximadamente 600 vagas. A partir de 600 vagas ate´ em torno de 800 vagas,
podemos verificar um alto grau de discrepaˆncia para os indiv´ıduos que ficaram nesta
colocac¸a˜o do rank, em decorreˆncia de um alto grau de empate nas notas mais baixas.
Para os indiv´ıduos que ficaram nas u´ltimas classificac¸o˜es, como esperado, obtemos
um grau de discordaˆncia tendendo a zero.
Figura 5.12: Gra´fico de discordaˆncia entre o me´todo convencional e MRG. (1.000
indiv´ıduos e 50 itens - Dados Simulados)
A partir dos gra´ficos que representam os pro´ximos treˆs casos (Figuras 5.13,
5.14 e 5.15), os quais foram gerados tambe´m com 1000 indiv´ıduos, alterando somente
a quantidade de itens de 50 para 100, 150 e 200 itens, podemos observar que o grau
de discrepaˆncia resulta em menos de 5% para uma quantidade menor de vagas, ao se
comparar com o gra´fico anteriormente analisado.
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Figura 5.13: Gra´fico de discordaˆncia entre o me´todo convencional e MRG. (1.000
indiv´ıduos e 100 itens - Dados Simulados)
Por exemplo, para o gra´fico que corresponde a 100 itens respondidos (Figura
5.13), em aproximadamente 100 vagas, o grau de discrepaˆncia ja´ resulta abaixo de
5%, e para os gra´ficos seguintes (Figuras 5.14 e 5.15), com 150 e 200 itens, esse
grau de discordaˆncia e´ ainda menor para a mesma quantidade de vagas. Em relac¸a˜o
a`s curvas me´dias estimadas atrave´s da regressa˜o de Nadaraya-Watson (linha mais
escura), podemos perceber que ha´ uma concordaˆncia entre as curvas, indicando uma
boa estimac¸a˜o do comportamento dos dados de forma suavizada.
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Figura 5.14: Gra´fico de discordaˆncia entre o me´todo convencional e MRG. (1.000
indiv´ıduos e 150 itens - Dados Simulados)
Figura 5.15: Gra´fico de discordaˆncia entre o me´todo convencional e MRG. (1.000
indiv´ıduos e 200 itens - Dados Simulados)
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Analisando agora o caso gerado com 5000 indiv´ıduos e 100 itens (Figura 5.16),
podemos perceber que no ponto que representa 1000 indiv´ıduos aproximadamente, o
grau de discordaˆncia e´ em torno de 4%, indicando que, por exemplo, para um nu´mero
limite de vagas para 1000 candidatos, 40 indiv´ıduos que seriam classificados pelo
me´todo de correc¸a˜o convencional, na˜o seriam classificados pelo me´todo de correc¸a˜o
do modelo de resposta gradual. Podemos observar, tambe´m, o mesmo comportamento
da curva dos casos discutidos anteriormente para indiv´ıduos que tiveram notas baixas,
classificados no ponto em torno de 3000 a 4000 na abscissa. E tambe´m, da mesma
forma, podemos perceber que para os u´ltimos candidatos o grau de concordaˆncia
tende a zero. A curva suavizada pela regressa˜o de Nadaraya-Watson resultou em
uma alta concordaˆncia com a curva me´dia estimada.
Figura 5.16: Gra´fico de discordaˆncia entre o me´todo convencional e MRG. (5.000
indiv´ıduos e 100 itens - Dados Simulados)
Para os casos com 5000 indiv´ıduos e 150 e 200 itens (Figuras 5.17 e 5.18),
podemos perceber tambe´m um comportamento similar, em que o nu´mero de discre-
paˆncia entre os ranks obtidos pelos dois me´todos e´ considerado baixo a partir de 1000
candidatos ate´ em torno de 3000 candidatos.
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Figura 5.17: Gra´fico de discordaˆncia entre o me´todo convencional e MRG. (5.000
indiv´ıduos e 150 itens - Dados Simulados)
Figura 5.18: Gra´fico de discordaˆncia entre o me´todo convencional e MRG. (5.000
indiv´ıduos e 200 itens - Dados Simulados)
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Ja´ para o gra´fico em sa˜o considerados 5000 indiv´ıduos e 50 itens (Figura
5.19), podemos perceber que o grau de discordaˆncia oscila muito quando o nu´mero de
selecionados esta´ entre 1000 e 3000 candidatos. Podemos atribuir esse comportamento
ao fato de serem poucos itens para avaliar muitos indiv´ıduos.
Figura 5.19: Gra´fico de discordaˆncia entre o me´todo convencional e MRG. (5.000
indiv´ıduos e 50 itens - Dados Simulados)
Analisando agora os casos com 10.000 indiv´ıduos, percebemos que o grau de
discrepaˆncia entre as classificac¸o˜es oriundas dos dois me´todos de correc¸a˜o, no gra´fico
gerado com 150 questo˜es (Figura 5.20), e´ alto para poucas vagas, proporcionalmente,
e comec¸a a se estabilizar em torno de 1000 a 2000 mil vagas. Esse comportamento
se mante´m ate´ aproximadamente 6000 mil vagas e em seguida ha´ o pico de alto grau
de discordaˆncia, tambe´m ja´ detectado nos outros gra´ficos, para os participantes que
obtiveram notas mais baixas. Podemos perceber um comportamento similar para o
gra´fico gerado com 200 itens (Figura 5.21).
104
Figura 5.20: Gra´fico de discordaˆncia entre o me´todo convencional e MRG. (10.000
indiv´ıduos e 150 itens - Dados Simulados)
Figura 5.21: Gra´fico de discordaˆncia entre o me´todo convencional e MRG. (10.000
indiv´ıduos e 200 itens - Dados Simulados)
105
Ainda sobre os casos com 10.000 indiv´ıduos, no gra´fico correspondente a` ana´-
lise de 50 itens (Figura 5.22), observamos um mau comportamento da curva a partir
de 2000 candidatos, ate´ aproximadamente 6000. No gra´fico correspondente a 100 itens
(Figura 5.23) isso tambe´m ocorre, entretanto, somente a partir de aproximadamente
4000 candidatos, resultando em um intervalo de oscilac¸a˜o menor.
Figura 5.22: Gra´fico de discordaˆncia entre o me´todo convencional e MRG. (10.000
indiv´ıduos e 50 itens - Dados Simulados)
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Figura 5.23: Gra´fico de discordaˆncia entre o me´todo convencional e MRG. (10.000
indiv´ıduos e 100 itens - Dados Simulados)
Analisando agora os casos em que temos 20.000 indiv´ıduos e as suas respectivas
variac¸o˜es de nu´mero de itens (50, 100,150 e 200), temos na Figura 5.24 o gra´fico em
que foram considerados 200 itens. Podemos perceber um comportamento semelhante
aos casos citados anteriormente, nas combinac¸o˜es proporcionais de crescimento entre
o nu´mero de indiv´ıduos e o nu´mero de itens considerados. Esse comportamento e´
caracterizado pela situac¸a˜o em que, quando ha´ um nu´mero muito baixo de indiv´ıduos
selecionados, temos um alto grau de discrepaˆncia, mas a` medida que o nu´mero de
candidatos selecionados aumenta, esse grau de disparidade entre os ranks obtidos pelos
dois me´todos de correc¸o˜es tende a diminuir e se manter baixo ate´, aproximadamente,
13.000 candidatos, havendo um pico de alta discordaˆncia, se mantendo ate´ pro´ximo
de 16.000 candidatos, e depois esse grau tendendo a zero.
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Figura 5.24: Gra´fico de discordaˆncia entre o me´todo convencional e MRG. (20.000
indiv´ıduos e 200 itens - Dados Simulados)
Em espec´ıfico, podemos perceber que num total de aproximadamente 1000
vagas, entre esses 20.000 participantes, o grau de discordaˆncia resultou em torno de
0,04, indicando que 4% dos 1000 primeiros indiv´ıduos, ou seja, 40 candidatos, se-
riam selecionados pelo me´todo convencional, mas na˜o seriam selecionados pelo MRG.
Dessa forma, os 960 primeiros indiv´ıduos selecionados pelo me´todo convencional se-
riam tambe´m selecionados pelo me´todo MRG, e os outros 40 candidatos selecionados
pelo MRG estariam ale´m dos 1000 primeiros indiv´ıduos selecionados pelo me´todo
convencional.
Consideramos essa situac¸a˜o a que mais se aproxima de uma situac¸a˜o real do
vestibular da UnB, em que participam da selec¸a˜o do vestibular em torno de 20.000
indiv´ıduos que sa˜o submetidos a aproximadamente 200 questo˜es do tipo A. Se, por
acaso, as provas do vestibular fossem compostas somente por este tipo de questa˜o,
e se, por exemplo, fossem selecionados 4.000 candidatos, poder´ıamos concluir que
somente, aproximadamente 3% dos candidatos, ou seja, 120 candidatos estariam clas-
sificados de forma diferente entre os me´todos em questa˜o. Podemos atribuir esse
fato, em que estes 120 indiv´ıduos seriam classificados somente pelo me´todo MRG e
na˜o pelo me´todo convencional, ao pressuposto de que estes tenham acertado questo˜es
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consideradas dif´ıceis pelo me´todo MRG, efeito esse que o me´todo convencional na˜o
consegue capturar. Ale´m disso, podemos perceber ainda uma boa estimac¸a˜o pela
Regressa˜o de Nadaraya-Watson. Analisando a Figura 5.25, em que sa˜o considerados
20.000 indiv´ıduos e 150 itens, percebemos tambe´m um comportamento parecido com
o gra´fico analisado anteriormente.
Figura 5.25: Gra´fico de discordaˆncia entre o me´todo convencional e MRG. (20.000
indiv´ıduos e 150 itens - Dados Simulados)
Analisando agora as Figuras 5.26 e 5.27, em que sa˜o considerados 100 itens e
50 itens respectivamente, e com 20.000 indiv´ıduos, observamos a oscilac¸a˜o ja´ detec-
tada anteriormente, quando o nu´mero de indiv´ıduos avaliados e´ muito maior do que o
nu´mero de itens, nas combinac¸o˜es de indiv´ıduos e itens consideradas neste trabalho.
Observamos esse comportamento na˜o constante da curva comec¸ando a partir de apro-
ximadamente 5000 indiv´ıduos ate´ em torno de 13.000, sendo que, no u´ltimo gra´fico,
esse intervalo e´ um pouco maior, comec¸ando em aproximadamente 4000 candidatos.
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Figura 5.26: Gra´fico de discordaˆncia entre o me´todo convencional e MRG. (20.000
indiv´ıduos e 100 itens - Dados Simulados)
Figura 5.27: Gra´fico de discordaˆncia entre o me´todo convencional e MRG. (20.000




Neste cap´ıtulo, sera˜o apresentados os resultados obtidos a partir das ana´lises
do banco de dados fornecido pelo CESBRASPE, conforme descrito na sec¸a˜o 4.3. Para
a manipulac¸a˜o da base de dados cedida pelo CEBRASPE, foi utilizado o Software
SAS. Da mesma forma que nos dados simulados, descritos no cap´ıtulo anterior, o
programa utilizado para gerar os resultados foi o Software R e as func¸o˜es utilizadas
para gerar o modelo de resposta gradual, calcular os escores dos indiv´ıduos e estimar
os paraˆmetros dos itens foram as func¸o˜es mirt, fscores e coef, respectivamente.
6.1 Ana´lise Descritiva
De acordo com o que foi apresentado na sec¸a˜o 4.3, foi disponibilizado pelo CE-
BRASPE um banco de dados contendo as respostas de 21.969 alunos a`s 300 questo˜es
aplicadas no vestibular da UnB de 2014/2. Pelos motivos ja´ descritos na sec¸a˜o citada,
nesta ana´lise foram usadas somente as respostas de 7232 indiv´ıduos de 237 questo˜es.
Essas questo˜es referiam-se as seguintes a´reas: L´ıngua Portuguesa, Histo´ria, Geogra-
fia, Artes Visuais, Mu´sica, Filosofia, Antropologia, Biologia, F´ısica, Matema´tica e
Qu´ımica.
Apo´s a manipulac¸a˜o da base de dados do vestibular da UnB para que a base
ficasse em um formato prop´ıcio para ana´lise, foi avaliada a frequeˆncia de respostas
por indiv´ıduo de forma geral, entre as opc¸o˜es de categorias: Errar (-1), Na˜o responder
(0) e Acertar (1).
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Nas Tabelas 6.1 a 6.4, podemos observar diferentes perfis de alunos, agora
baseados na realidade de fato, ao contra´rio da situac¸a˜o descrita no cap´ıtulo anterior,
o qual mostra as ana´lises dos dados simulados. Na Tabela 6.1, que apresenta a
distribuic¸a˜o de frequeˆncias da categoria de respostas erradas (-1), podemos observar
que a maioria dos indiv´ıduos (34,21%) erraram somente em torno de 20% a 30% da
prova. Como esse nu´mero pode ser considerado relativamente baixo, indica que os
alunos estavam bem preparados para a prova. Observou-se, tambe´m, que na˜o houve
nenhum aluno que errou todas as questo˜es da prova. O ma´ximo de erro identificado
no indiv´ıduo 6443 que errou 78,9% da prova (Tabela 6.4).
Tabela 6.1: Distribuic¸a˜o de Frequeˆncias Da Categoria De Resposta -1 (Dados Reais).
Intervalo Frequeˆncia Absoluta Frequeˆncia Relativa (%) Frequeˆncia Acumulada Frequeˆncia Acumulada (%)
0-10% 363 5,02% 363 5,02%
10%-20% 2372 32,80% 2735 37,82%
20%-30% 2474 34,21% 5209 72,03%
30%-40% 1244 17,20% 6453 89,23%
40%-50% 666 9,21% 7119 98,44%
50%-60% 111 1,53% 7230 99,97%
60%-70% 1 0,01% 7231 99,99%
70%-80% 1 0,01% 7232 100,00%
80%-90% 0 0,00% 7232 100,00%
100% 0 0,00% 7232 100,00%
Total 7232 100% - -
Ja´ na Tabela 6.2, a qual apresenta a distribuic¸a˜o de frequeˆncias da categoria
de na˜o respostas (0), podemos observar que a maioria dos alunos (19,29%) na˜o res-
pondem em torno de 30% a 40% da prova. Entretanto, em geral, 64,05% dos alunos
na˜o respondem ate´ 40% da prova. Podemos considerar este nu´mero razoavelmente
baixo, o que indica que, apesar de ser vantajoso na˜o responder caso o aluno na˜o tenha
certeza, a maioria dos alunos deixa de responder no ma´ximo 40% da prova, ou seja,
em geral, eles respondem, ainda assim, mais da metade da prova.
A partir de uma ana´lise mais detalhada, observou-se que 429 (5,93%) alunos
respondem tudo, ou seja, na˜o deixam nenhuma questa˜o em branco. Dentre esses
alunos ha´ tanto alunos que acertam muito, como o indiv´ıduo 5419, o qual acertou
78,9% da prova (Tabela 6.4), como tambe´m indiv´ıduos que erram muito, como o
indiv´ıduo 5110, o qual acertou somente 38,4% da prova (Tabela 6.4). Dentre esses
indiv´ıduos que na˜o deixaram nenhuma questa˜o em branco, a maioria, 343 alunos
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(79,95%), acertaram entre 50% a 70% da prova. Esse nu´mero pode ser considerado
razoa´vel, visto que o aluno que responde tudo, teoricamente, tem que ter muita certeza
das respostas das questo˜es. Considerando-se esse resultado, conclu´ımos que estes
alunos estavam respondendo as questo˜es de forma consciente e na˜o atrave´s do“chute”.
Tabela 6.2: Distribuic¸a˜o de Frequeˆncias Da Categoria De Resposta 0 (Dados Reais).
Intervalo Frequeˆncia Absoluta Frequeˆncia Relativa (%) Frequeˆncia Acumulada Frequeˆncia Acumulada (%)
0-10% 966 13,36% 966 13,36%
10%-20% 935 12,93% 1901 26,29%
20%-30% 1336 18,47% 3237 44,76%
30%-40% 1395 19,29% 4632 64,05%
40%-50% 1188 16,43% 5820 80,48%
50%-60% 807 11,16% 6627 91,63%
60%-70% 407 5,63% 7034 97,26%
70%-80% 164 2,27% 7198 99,53%
80%-90% 31 0,43% 7229 99,96%
100% 3 0,04% 7232 100,00%
Total 7232 100% - -
Na Tabela 6.3, a qual apresenta a distribuic¸a˜o de frequeˆncias da categoria
de respostas certas (1), podemos observar que poucos alunos (1,38%) acertam de
70% a 80% da prova e que somente 0,11% dos alunos acertam acima de 80% da
prova. Observa-se, tambe´m, que grande parte dos alunos acerta entre 30% a 40%
da prova (25,57% dos alunos) e entre 40% a 50% da prova (29,7% dos alunos). Da
mesma forma, podemos verificar que um nu´mero razoa´vel de alunos, 42,84%, acertam
somente ate´ 40% da prova. Atrave´s de uma ana´lise mais detalhada, verificamos que
na˜o houve nenhum aluno que acertou todas as questo˜es da prova. A maior quantidade
de questo˜es corretas foi obtida pelo indiv´ıduo 4711, que acertou 86,5% das questo˜es
da prova (Tabela 6.4).
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Tabela 6.3: Distribuic¸a˜o de Frequeˆncias Da Categoria De Resposta 1 (Dados Reais).
Intervalo Frequeˆncia Absoluta Frequeˆncia Relativa (%) Frequeˆncia Acumulada Frequeˆncia Acumulada (%)
0-10% 16 0,22% 16 0,22%
10%-20% 238 3,29% 254 3,51%
20%-30% 995 13,76% 1249 17,27%
30%-40% 1849 25,57% 3098 42,84%
40%-50% 2148 29,70% 5246 72,54%
50%-60% 1447 20,01% 6693 92,55%
60%-70% 431 5,96% 7124 98,51%
70%-80% 100 1,38% 7224 99,89%
80%-90% 8 0,11% 7232 100,00%
100% 0 0,00% 7232 100,00%
Total 7232 100% - -
Na Tabela 6.4 sa˜o apresentadas as frequeˆncias das categorias de respostas de
alguns indiv´ıduos. Da mesma forma como analisado nos dados simulados apresentados
no cap´ıtulo anterior, podemos observar diferentes perfis de respondentes. O indiv´ıduo
3 representa um indiv´ıduo regular, que tem um conhecimento mediano do assunto e
responde as questo˜es com um pouco de cautela. Esse perfil pode ser identificado pelo
fato deste indiv´ıduo ter acertado, errado e na˜o respondido aproximadamente a mesma
quantidade de questo˜es.
O indiv´ıduo 4 pode representar um indiv´ıduo que tem um razoa´vel conheci-
mento do assunto abordado e e´ muito cauteloso, pois ele deixou de responder muitas
questo˜es, acertou poucas e na˜o errou quase nada. Da mesma forma, o indiv´ıduo 5311
pode ter as mesmas caracter´ısticas que o indiv´ıduo anterior, pore´m tem um domı´nio
do assunto abordado ainda mais baixo, acertando menos questo˜es e deixando mais
questo˜es em branco que o indiv´ıduo 4. Ainda no perfil de indiv´ıduos cautelosos ou que
na˜o respondem muitas questo˜es da prova, podemos citar o indiv´ıduo 6825, o qual foi
o respondente com maior ı´ndice de questo˜es em branco, deixando de responder 94%
da prova, acertando pouqu´ıssimas questo˜es, mas ainda assim errou (3,8%), e acertou
somente (2,11%).
Em relac¸a˜o ao indiv´ıduo 4035, podemos concluir que ele e´ um respondente
extremamente cauteloso, pore´m com alto domı´nio do assunto, pois das 115 questo˜es
que respondeu, acertou 108, errando somente 7 questo˜es. Apesar de ter acertado
muitas questo˜es, ele ainda deixou 122 questo˜es em branco. Dessa forma, este indiv´ıduo
representa um indiv´ıduo que faz a prova de forma consciente, de acordo com o que
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sabe.
Conforme ja´ falado anteriormente, o indiv´ıduo 5110 representa um indiv´ıduo
que na˜o teve cautela alguma ao responder a prova, respondendo todas as questo˜es, e
mesmo sem ter um bom domı´nio do assunto da prova, pois errou 61,6% do exame. Esse
indiv´ıduo representa o respondente que mesmo na˜o tendo certeza da resposta correta
da questa˜o, “chuta”. Por outro lado, como tambe´m ja´ citado na ana´lise anterior, o
indiv´ıduo 5419 tambe´m e´ pouco cauteloso, podendo ser tambe´m um indiv´ıduo que
“chuta”, pois respondeu todas as questo˜es, entretanto, obteve um alto ı´ndice de acerto
(187 questo˜es), representando assim um indiv´ıduo que tem alto conhecimento do
assunto medido.
Ainda na mesma linha de racioc´ınio, podemos citar tambe´m o indiv´ıduo 4711,
o qual foi aquele que obteve o maior percentual de acerto da prova, sendo este um res-
pondente com alto domı´nio do conteu´do, mas que tambe´m podendo ser caracterizado
como um indiv´ıduo na˜o cauteloso, pois deixou somente 2 questo˜es em branco e errou
30 questo˜es. E por u´ltimo, neste sentido, podemos citar o indiv´ıduo 37, que respon-
deu todas as questo˜es, mas acertou praticamente a mesma quantidade de questo˜es
que errou, obtendo, por exemplo, pontuac¸a˜o praticamente 0 no me´todo de correc¸a˜o
convencional, o qual sera´ abordado com mais detalhes posteriormente.
Para o perfil de um respondente pouco cauteloso e que tambe´m na˜o sabe muito
do assunto, podemos citar o indiv´ıduo 6443, o qual tambe´m foi o candidato que obteve
o maior percentual de erros da prova (78,9% das questo˜es). Este indiv´ıduo respondeu
praticamente todas as questo˜es da prova e acertou somente 20,25% da prova. Dessa
forma, podemos concluir que ha´ diferentes perfis de indiv´ıduos que responderam a
prova e, portanto, os dados simulados, nesse ponto, representaram bem a situac¸a˜o
real.
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Tabela 6.4: Frequeˆncias de respostas por indiv´ıduo (Dados Reais).
Respostas Percentual de Respostas
Indiv´ıduos -1 0 1 -1 0 1
3 62 87 88 26,16% 36,71% 37,13%
4 7 175 55 2,95% 73,84% 23,21%
6 66 81 90 27,85% 34,18% 37,97%
7 48 74 115 20,25% 31,22% 48,52%
8 70 38 129 29,54% 16,03% 54,43%
9 24 161 52 10,13% 67,93% 21,94%
19 32 56 149 13,50% 23,63% 62,87%
37 116 0 121 48,95% 0,00% 51,05%
4035 7 122 108 2,95% 51,48% 45,57%
4711 30 2 205 12,66% 0,84% 86,50%
5110 146 0 91 61,60% 0,00% 38,40%
5311 3 199 35 1,27% 83,97% 14,77%
5419 50 0 187 21,10% 0,00% 78,90%
6443 187 2 48 78,90% 0,84% 20,25%
6825 9 223 5 3,80% 94,09% 2,11%
Na tabela 6.5, sa˜o apresentadas as frequeˆncias de respostas de cada categoria
de forma global. Num total de 1.713.984 respostas - correspondente a`s respostas de
7232 indiv´ıduos a`s 237 questo˜es da prova -, foi observado que 24,81% das questo˜es
foram marcadas de forma incorreta, 32,88% das questo˜es foram deixadas em branco
e 42,23% das questo˜es foram marcadas corretamente.
Tabela 6.5: Frequeˆncias Globais de Respostas (Dados Reais).
Respostas
-1 0 1
Frequeˆncia 425241 563620 725123
Percentual 24,81% 32,88% 42,23%
Podemos observar que as quantidades de respostas corretas (1), incorretas (-1)
e ausentes (0) ficaram relativamente pro´ximas, indicando um equil´ıbrio, de forma ge-
ral, entre a distribuic¸a˜o das categorias. Comparando com esta mesma ana´lise referente
aos dados simulados, podemos observar uma diferenc¸a na distribuic¸a˜o de quantidade
de categorias, em que nos dados simulados obtivemos um percentual de na˜o respostas
um pouco maior. Assim, pode-se concluir que a caracter´ıstica de penalizac¸a˜o ao se
errar uma questa˜o da prova de fato faz com que os indiv´ıduos na˜o respondam muitas
questo˜es, entretanto, na˜o tanto quanto foi representando pelos dados simulados.
Por outro lado, ao analisarmos o percentual das quantidades de respostas
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corretas e incorretas nos dados reais, podemos observar praticamente a mesma di-
ferenc¸a que obtivemos entre essas mesmas quantidades nos dados simulados, sendo
estas 17,42% e 19,17% para os dados reais e para os dados simulados, respectiva-
mente. Essa distribuic¸a˜o de frequeˆncia global entre as categorias esta´ representada
graficamente na Figura 6.1.
Figura 6.1: Histograma das frequeˆncias de respostas (Dados Reais).
6.2 Ana´lise dos Paraˆmetros dos Itens e Curva Ca-
racter´ıstica dos Itens
Apo´s a construc¸a˜o do banco de dados, como ja´ dito anteriormente, foi apli-
cado o modelo politoˆmico da Teoria de Resposta ao Item, cujo nome e´ Modelo de
Resposta Gradual (MRG), com intuito de se estimar as proficieˆncias dos indiv´ıduos
considerando-se o me´todo proposto. A partir da aplicac¸a˜o do modelo, foram estima-
dos os paraˆmetros dos itens e geradas as respectivas curvas caracter´ıstica dos itens.
Na Tabela 6.6, sa˜o apresentadas algumas medidas descritivas dos paraˆmetros
dos itens estimados a partir do MRG. A partir disso, podemos observar que o valor
mı´nimo para o paraˆmetro de discriminac¸a˜o foi -0,639, o que na˜o e´ esperado, ja´ que
a probabilidade de acerto deve crescer a medida que a profieˆncia aumenta, ou seja,
o valor do parametro de discriminac¸a˜o deve ser sempre maior que 0. Entretanto,
podemos afirmar tambe´m que houve itens que discriminaram bem os indiv´ıduos, pois
o valor ma´ximo para o paraˆmetro de discriminac¸a˜o resultou em 1,595, sendo este
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maior do que o ponto de corte indicado pela literatura, valor 1.
Valores negativos de ai na˜o sa˜o esperados, pois a presenc¸a destes valores
faz com que a probabilidade de acerto do item diminua com o aumento da habilidade
sobre o assunto avaliado. De acordo com Back (2001), valores negativos do paraˆmetro
de discriminac¸a˜o indicam que ha´ algo errado com o item, podendo estar mal escrito
ou havendo alguma desinformac¸a˜o prevalente entre os alunos de alta capacidade.
Com relac¸a˜o aos paraˆmetros de dificuldade dos itens (bi1 e bi2), podemos
observar que ha´ itens com categorias com baixa dificuldade, com o mı´nimo de -3000,
e com alta dificuldade, com ma´ximo de 637. Esses valores resultaram completamente
fora do intervalo em que a literatura indica (-2 a +2). Entretanto, em me´dia, os
valores desses paraˆmetros esta˜o mais pro´ximos do intervalo recomendado.
Baseado na idenficac¸a˜o de valores na˜o ideais tanto para os paraˆmetros de
discriminac¸a˜o, como para os de dificuldade, podemos supor que ha´ itens na ana´lise
que na˜o sa˜o informativos, ou seja, que na˜o avaliam bem os indiv´ıduos. Talvez esses
valores levantem ind´ıcios de que alguns itens devessem ser retirados da prova antes de
ser aplicada. Entretanto, como este tipo de ana´lise na˜o e´ o foco deste estudo, nenhum
item foi exclu´ıdo da ana´lise, pois a prova ja´ foi aplicada.
Tabela 6.6: Ana´lise Descritiva dos paraˆmetros dos itens (Modelo de Resposta Gradual-
Dados Reais).
Mı´nimo 1o Quartil Mediana Me´dia 3o Quartil Ma´ximo
Paraˆmetros de Discriminac¸a˜o -0,639 0,120 0,378 0,396 0,646 1,595
Paraˆmetros de Dificuldade (bi1) -3.000,000 -5,034 -2,508 -13,770 -1,179 375,200
Paraˆmetros de Dificuldade (bi2) -45,280 -1,447 0,207 4,105 2,038 637,400
Nas Tabelas 6.7, 6.8 e 6.9, sa˜o apresentados os valores dos paraˆmetros dos itens
estimados e os respectivos percentuais de respostas de cada categoria. Analisando o
item 1, podemos observar que esse item pode ser considerado um item dif´ıcil, pois
conte´m os dois paraˆmetros de dificuldade (b1,1 e b1,2) positivos e relativamente altos.
Observa-se tambe´m que o nu´mero de respostas erradas condiz com os altos valores
dos paraˆmetros de dificuldade, pois 56,24% dos indiv´ıduos erraram a questa˜o. Ale´m
disso, podemos perceber que o nu´mero de na˜o respostas e´ maior que o nu´mero de
acertos, confirmando a dificuldade do item. Em relac¸a˜o ao ı´ndice de discriminac¸a˜o,
podemos afirmar que este item na˜o discrimina ta˜o bem os indiv´ıduos.
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Tabela 6.7: Frequeˆncia das respostas por Item e Paraˆmetros dos itens 1 a 80 (Dados
Reais).
Categoria Paraˆmetros Categoria Paraˆmetros
Itens -1 (%) 0 (%) 1 (%) ai bi1 bi2 bi,me´dio Itens -1 (%) 0 (%) 1 (%) ai bi1 bi2 bi,me´dio
Item 1 56,24 15,89 27,88 0,407 0,595 2,380 1,488 Item 41 13,88 18,35 67,77 0,680 -2,895 -1,214 -2,055
Item 2 60,98 17,55 21,47 -0,097 -4,643 -13,436 -9,040 Item 42 16,40 16,87 66,73 0,363 -4,629 -2,010 -3,320
Item 3 27,02 18,24 54,74 0,156 -6,417 -1,251 -3,834 Item 43 10,16 32,15 57,69 0,809 -2,954 -0,474 -1,714
Item 4 45,28 30,13 24,59 0,205 -0,974 5,484 2,255 Item 44 31,04 43,07 25,88 0,150 -5,413 7,012 0,800
Item 5 23,20 17,60 59,20 0,806 -1,709 -0,584 -1,147 Item 45 15,67 29,08 55,25 0,176 -9,625 -1,233 -5,429
Item 6 54,60 16,51 28,89 -0,127 -1,458 -7,126 -4,292 Item 46 11,50 46,36 42,13 0,534 -3,995 0,612 -1,692
Item 7 47,32 32,08 20,60 0,100 -1,088 13,523 6,218 Item 47 9,98 29,07 60,95 0,090 -24,547 -4,976 -14,762
Item 8 58,05 17,87 24,09 -0,235 -1,426 -4,971 -3,199 Item 48 19,94 45,98 34,08 0,356 -3,990 1,911 -1,040
Item 9 10,34 9,75 79,91 0,515 -4,383 -2,834 -3,609 Item 49 43,79 11,26 44,95 0,847 -0,404 0,207 -0,099
Item 10 14,80 24,99 60,22 0,674 -2,825 -0,724 -1,775 Item 50 30,86 42,64 26,49 0,075 -10,769 13,554 1,393
Item 11 7,98 12,62 79,40 0,701 -3,745 -2,122 -2,934 Item 51 13,08 23,89 63,03 1,374 -1,743 -0,568 -1,156
Item 12 40,83 20,69 38,48 0,293 -1,301 1,623 0,161 Item 52 14,75 68,07 17,17 -0,192 9,199 -8,220 0,490
Item 13 19,88 29,19 50,93 0,477 -3,087 -0,138 -1,613 Item 53 19,34 35,69 44,97 0,497 -3,020 0,403 -1,309
Item 14 25,08 24,47 50,44 0,599 -1,987 -0,076 -1,032 Item 54 36,60 30,39 33,01 0,567 -1,053 1,315 0,131
Item 15 25,07 22,98 51,95 0,646 -1,849 -0,162 -1,006 Item 55 38,91 25,57 35,52 0,335 -1,393 1,810 0,209
Item 16 65,45 14,02 20,53 0,142 4,498 9,564 7,031 Item 56 35,62 34,91 29,47 0,538 -1,242 1,647 0,203
Item 17 41,62 32,70 25,68 -0,138 2,411 -7,798 -2,694 Item 57 13,81 59,08 27,10 -0,130 14,192 -7,650 3,271
Item 18 26,19 29,98 43,83 0,464 -2,384 0,498 -0,943 Item 58 20,59 26,95 52,46 -0,006 222,627 16,219 119,423
Item 19 67,81 14,45 17,74 0,334 2,276 4,692 3,484 Item 59 11,50 28,68 59,82 0,633 -3,445 -0,721 -2,083
Item 20 15,40 46,92 37,68 0,156 -10,963 3,247 -3,858 Item 60 13,88 20,81 65,31 0,460 -4,128 -1,463 -2,796
Item 21 21,20 22,76 56,04 0,718 -2,014 -0,402 -1,208 Item 61 10,99 27,17 61,84 0,899 -2,612 -0,663 -1,638
Item 22 39,68 25,18 35,14 0,687 -0,722 0,927 0,103 Item 62 17,23 16,34 66,43 -0,004 375,234 163,139 269,187
Item 23 11,06 13,32 75,62 1,093 -2,228 -1,268 -1,748 Item 63 8,25 24,06 67,69 0,472 -5,269 -1,650 -3,460
Item 24 20,74 29,01 50,25 0,030 -45,263 -0,370 -22,817 Item 64 11,92 24,92 63,16 0,781 -2,807 -0,807 -1,807
Item 25 44,98 14,26 40,76 0,455 -0,477 0,847 0,185 Item 65 15,29 13,11 71,60 0,696 -2,682 -1,488 -2,085
Item 26 11,26 37,62 51,12 0,381 -5,540 -0,120 -2,830 Item 66 29,12 35,77 35,11 0,309 -2,953 2,016 -0,469
Item 27 9,29 32,22 58,49 0,602 -3,988 -0,633 -2,311 Item 67 6,42 17,44 76,15 0,793 -3,657 -1,651 -2,654
Item 28 7,76 14,55 77,70 0,539 -4,803 -2,461 -3,632 Item 68 30,66 40,64 28,71 0,327 -2,592 2,814 0,111
Item 29 18,13 19,80 62,07 1,023 -1,742 -0,618 -1,180 Item 69 14,49 14,28 71,23 0,360 -5,077 -2,624 -3,851
Item 30 36,57 15,50 47,93 0,346 -1,647 0,235 -0,706 Item 70 49,57 23,71 26,71 0,325 -0,129 3,107 1,489
Item 31 20,78 16,27 62,94 0,871 -1,744 -0,717 -1,231 Item 71 6,66 15,11 78,22 1,036 -2,889 -1,485 -2,187
Item 32 79,83 8,46 11,71 -0,639 -2,334 -3,381 -2,858 Item 72 8,96 24,63 66,41 0,753 -3,331 -1,036 -2,184
Item 33 8,10 9,03 82,87 1,595 -1,967 -1,354 -1,661 Item 73 23,84 25,72 50,44 0,713 -1,825 -0,087 -0,956
Item 34 22,70 25,79 51,51 0,715 -1,918 -0,151 -1,035 Item 74 22,50 38,86 38,65 0,353 -3,618 1,310 -1,154
Item 35 37,22 18,63 44,15 0,214 -2,508 1,075 -0,717 Item 75 7,52 16,41 76,06 0,307 -8,309 -3,859 -6,084
Item 36 16,32 14,49 69,19 0,452 -3,764 -1,885 -2,825 Item 76 17,06 28,25 54,69 0,718 -2,425 -0,344 -1,385
Item 37 27,97 8,74 63,29 0,966 -1,179 -0,707 -0,943 Item 77 37,82 17,48 44,70 0,706 -0,830 0,276 -0,277
Item 38 13,86 39,30 46,85 0,701 -2,824 0,162 -1,331 Item 78 29,30 18,85 51,85 1,214 -0,978 -0,167 -0,573
Item 39 40,27 28,03 31,71 0,447 -0,961 1,751 0,395 Item 79 21,23 13,87 64,91 0,151 -8,757 -4,126 -6,442
Item 40 4,23 10,26 85,51 0,885 -3,831 -2,255 -3,043 Item 80 15,63 14,13 70,24 0,949 -2,065 -1,110 -1,588
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Tabela 6.8: Frequeˆncia das respostas por Item e Paraˆmetros dos itens 81 a 160 (Dados
Reais).
Categoria Paraˆmetros Categoria Paraˆmetros
Itens -1 (%) 0 (%) 1 (%) ai bi1 bi2 bi,me´dio Itens -1 (%) 0 (%) 1 (%) ai bi1 bi2 bi,me´dio
Item 81 10,81 21,27 67,92 0,613 -3,648 -1,337 -2,493 Item 121 27,86 22,93 49,21 0,268 -3,620 0,098 -1,761
Item 82 5,42 8,52 86,06 0,583 -5,117 -3,302 -4,210 Item 122 29,94 16,04 54,02 0,095 -8,968 -1,696 -5,332
Item 83 22,62 22,22 55,16 0,764 -1,794 -0,330 -1,062 Item 123 9,82 38,80 51,38 0,296 -7,569 -0,166 -3,868
Item 84 4,76 15,64 79,60 0,541 -5,734 -2,651 -4,193 Item 124 32,29 35,44 32,27 0,333 -2,275 2,280 0,002
Item 85 15,97 42,04 41,99 0,524 -3,337 0,622 -1,358 Item 125 33,02 46,31 20,67 0,140 -5,056 9,634 2,289
Item 86 25,51 23,48 51,01 1,089 -1,217 -0,098 -0,658 Item 126 15,60 35,97 48,44 0,385 -4,497 0,166 -2,166
Item 87 46,46 27,74 25,80 0,375 -0,396 2,901 1,253 Item 127 17,95 19,62 62,43 0,142 -10,755 -3,595 -7,175
Item 88 10,02 20,99 68,99 0,603 -3,849 -1,447 -2,648 Item 128 55,57 34,00 10,43 -0,168 -1,336 -12,832 -7,084
Item 89 13,58 18,27 68,16 0,153 -12,196 -5,034 -8,615 Item 129 37,57 46,71 15,72 -0,118 4,295 -14,222 -4,964
Item 90 28,08 28,72 43,20 0,649 -1,609 0,410 -0,600 Item 130 8,28 40,98 50,73 0,342 -7,141 -0,079 -3,610
Item 91 6,73 15,83 77,43 0,496 -5,478 -2,610 -4,044 Item 131 22,23 30,19 47,58 -0,033 37,455 -2,926 17,265
Item 92 46,09 37,80 16,11 -0,175 0,862 -9,500 -4,319 Item 132 37,89 27,43 34,68 -0,468 1,061 -1,461 -0,200
Item 93 16,81 25,79 57,40 0,998 -1,882 -0,412 -1,147 Item 133 31,29 27,27 41,44 0,323 -2,519 1,068 -0,726
Item 94 31,08 35,15 33,77 0,793 -1,153 0,927 -0,113 Item 134 17,27 14,96 67,77 0,630 -2,661 -1,289 -1,975
Item 95 32,95 46,10 20,95 -0,211 3,374 -6,370 -1,498 Item 135 45,91 28,18 25,91 0,030 -5,530 35,107 14,789
Item 96 15,92 39,28 44,80 0,239 -7,054 0,856 -3,099 Item 136 34,39 31,37 34,24 0,582 -1,224 1,166 -0,029
Item 97 15,20 56,21 28,60 0,268 -6,483 3,463 -1,510 Item 137 25,90 39,81 34,29 0,555 -2,037 1,205 -0,416
Item 98 47,39 20,95 31,66 0,341 -0,343 2,287 0,972 Item 138 11,85 42,91 45,24 0,396 -5,191 0,494 -2,349
Item 99 31,31 26,84 41,86 0,032 -24,463 10,198 -7,133 Item 139 16,33 43,69 39,98 0,095 -17,137 4,284 -6,427
Item 100 41,51 25,47 33,02 0,598 -0,671 1,219 0,274 Item 140 25,58 27,65 46,76 -0,324 3,343 -0,443 1,450
Item 101 31,44 13,33 55,23 0,768 -1,161 -0,342 -0,752 Item 141 17,53 53,39 29,08 -0,038 40,323 -23,142 8,591
Item 102 9,07 37,43 53,50 0,047 -49,516 -2,971 -26,244 Item 142 27,61 52,42 19,97 -0,083 11,677 -16,838 -2,581
Item 103 8,52 57,11 34,38 0,461 -5,287 1,492 -1,898 Item 143 30,17 49,45 20,38 0,320 -2,669 4,364 0,848
Item 104 3,77 11,12 85,11 0,841 -4,150 -2,314 -3,232 Item 144 24,96 46,92 28,13 0,500 -2,263 2,023 -0,120
Item 105 5,56 10,65 83,79 0,308 -9,305 -5,422 -7,364 Item 145 46,67 17,80 35,54 0,661 -0,271 0,938 0,334
Item 106 21,28 45,45 33,27 0,597 -2,316 1,271 -0,523 Item 146 11,45 65,60 22,95 0,506 -4,198 2,531 -0,834
Item 107 3,80 6,11 90,09 0,172 -18,817 -12,868 -15,843 Item 147 19,93 57,29 22,79 -0,110 12,713 -11,114 0,799
Item 108 12,13 18,81 69,07 0,318 -6,337 -2,581 -4,459 Item 148 24,61 40,64 34,75 0,311 -3,700 2,038 -0,831
Item 109 3,18 8,88 87,94 0,925 -4,021 -2,426 -3,224 Item 149 20,34 43,58 36,08 0,686 -2,196 0,849 -0,674
Item 110 35,37 14,91 49,72 0,804 -0,895 -0,040 -0,468 Item 150 45,98 15,85 38,18 0,605 -0,327 0,822 0,248
Item 111 45,95 31,97 22,08 -0,263 0,598 -4,882 -2,142 Item 151 17,44 52,79 29,77 0,910 -1,961 1,039 -0,461
Item 112 17,37 51,31 31,32 0,886 -2,023 0,945 -0,539 Item 152 41,19 33,95 24,86 0,345 -1,054 3,293 1,120
Item 113 17,24 12,03 70,73 0,939 -1,922 -1,117 -1,520 Item 153 47,82 16,14 36,05 0,075 -1,175 7,651 3,238
Item 114 18,21 36,39 45,40 0,082 -18,320 2,248 -8,036 Item 154 23,42 46,36 30,21 0,092 -12,889 9,095 -1,897
Item 115 62,51 18,68 18,81 -0,318 -1,656 -4,695 -3,176 Item 155 10,38 73,31 16,30 -0,132 16,487 -12,427 2,030
Item 116 52,93 21,86 25,21 0,176 0,652 6,216 3,434 Item 156 21,54 47,48 30,97 0,474 -2,849 1,760 -0,545
Item 117 31,44 26,81 41,75 0,122 -6,450 2,713 -1,869 Item 157 26,83 48,56 24,61 0,084 -12,016 13,360 0,672
Item 118 30,67 30,01 39,33 0,179 -4,564 2,456 -1,054 Item 158 17,98 56,58 25,44 0,418 -3,733 2,677 -0,528
Item 119 37,43 29,94 32,63 0,037 -14,059 19,841 2,891 Item 159 11,23 49,59 39,19 0,350 -6,023 1,275 -2,374
Item 120 37,51 17,51 44,98 1,015 -0,651 0,182 -0,235 Item 160 14,96
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Tabela 6.9: Frequeˆncia das respostas por Item e Paraˆmetros dos itens 161 a 237
(Dados Reais).
Categoria Paraˆmetros Categoria Paraˆmetros
Itens -1 (%) 0 (%) 1 (%) ai bi1 bi2 bi,me´dio Itens -1 (%) 0 (%) 1 (%) ai bi1 bi2 bi,me´dio
Item 161 24,74 33,90 41,36 0,223 -5,034 1,575 -1,730 Item 200 15,29 47,90 36,81 0,936 -2,094 0,622 -0,736
Item 162 27,81 36,08 36,12 0,096 -9,894 5,952 -1,971 Item 201 15,65 70,55 13,80 -0,275 6,193 -6,757 -0,282
Item 163 49,06 21,61 29,33 0,187 -0,224 4,721 2,249 Item 202 31,10 42,45 26,45 0,559 -1,548 1,908 0,180
Item 164 14,98 32,45 52,57 0,069 -25,215 -1,521 -13,368 Item 203 14,01 31,97 54,02 0,531 -3,575 -0,331 -1,953
Item 165 19,21 31,37 49,42 0,545 -2,792 0,017 -1,388 Item 204 20,49 41,30 38,21 0,982 -1,651 0,500 -0,576
Item 166 10,79 77,18 12,03 0,020 -105,846 99,746 -3,050 Item 205 66,76 19,88 13,36 -0,041 -16,921 -45,281 -31,101
Item 167 11,09 74,96 13,95 0,082 -25,505 22,385 -1,560 Item 206 23,53 25,58 50,88 0,511 -2,437 -0,101 -1,269
Item 168 32,25 43,85 23,91 0,179 -4,179 6,484 1,153 Item 207 44,10 32,63 23,27 0,148 -1,675 8,028 3,177
Item 169 22,80 34,32 42,88 0,574 -2,279 0,499 -0,890 Item 208 23,24 35,55 41,21 0,533 -2,397 0,665 -0,866
Item 170 16,98 51,62 31,40 0,286 -5,629 2,796 -1,417 Item 209 34,18 33,06 32,76 0,463 -1,530 1,569 0,020
Item 171 31,75 45,58 22,68 0,073 -10,521 16,812 3,146 Item 210 11,02 53,89 35,09 0,837 -2,756 0,804 -0,976
Item 172 12,26 68,75 18,99 -0,215 9,242 -6,793 1,225 Item 211 12,47 65,69 21,83 0,378 -5,269 3,468 -0,901
Item 173 20,93 63,51 15,56 0,051 -26,145 33,287 3,571 Item 212 15,92 54,30 29,78 0,313 -5,412 2,784 -1,314
Item 174 15,04 36,23 48,73 0,637 -2,901 0,070 -1,416 Item 213 39,33 19,14 41,54 0,585 -0,816 0,607 -0,105
Item 175 16,94 45,17 37,89 0,385 -4,260 1,296 -1,482 Item 214 23,37 38,52 38,11 0,819 -1,650 0,622 -0,514
Item 176 20,93 39,64 39,42 0,120 -11,178 3,549 -3,815 Item 215 34,71 20,75 44,54 0,812 -0,922 0,257 -0,333
Item 177 46,53 14,64 38,83 1,069 -0,254 0,422 0,084 Item 216 26,09 50,36 23,55 -0,128 8,119 -9,304 -0,593
Item 178 23,42 17,34 59,24 -0,147 8,076 2,535 5,306 Item 217 12,38 56,17 31,46 0,410 -4,903 1,961 -1,471
Item 179 20,78 58,86 20,35 -0,042 32,250 -32,875 -0,313 Item 218 27,65 42,16 30,19 0,376 -2,674 2,241 -0,217
Item 180 35,25 17,57 47,18 0,637 -1,092 0,129 -0,482 Item 219 30,06 43,45 26,49 0,243 -3,524 4,235 0,356
Item 181 11,41 34,40 54,19 1,019 -2,320 -0,259 -1,290 Item 220 15,09 69,30 15,61 0,029 -59,052 57,684 -0,684
Item 182 20,92 68,57 10,51 -0,065 20,589 -33,141 -6,276 Item 221 27,46 45,20 27,34 0,658 -1,618 1,601 -0,009
Item 183 19,70 45,67 34,62 0,111 -12,791 5,707 -3,542 Item 222 23,71 37,74 38,55 0,612 -2,079 0,773 -0,653
Item 184 23,91 48,35 27,74 0,371 -3,279 2,576 -0,352 Item 223 25,65 44,32 30,03 0,736 -1,617 1,238 -0,190
Item 185 23,59 39,48 36,93 0,295 -4,098 1,797 -1,151 Item 224 20,11 59,96 19,94 -0,066 21,053 -21,223 -0,085
Item 186 19,77 8,10 72,12 0,538 -2,761 -1,892 -2,327 Item 225 19,28 56,89 23,84 -0,198 7,284 -5,937 0,674
Item 187 25,82 48,81 25,37 0,158 -6,755 6,840 0,043 Item 226 25,33 39,89 34,78 0,462 -2,421 1,438 -0,492
Item 188 23,17 29,58 47,25 0,692 -1,952 0,087 -0,933 Item 227 34,15 38,66 27,18 0,064 -10,148 15,357 2,605
Item 189 26,20 27,21 46,58 0,917 -1,330 0,123 -0,604 Item 228 21,49 45,52 32,99 0,232 -5,611 3,146 -1,233
Item 190 24,56 34,64 40,80 0,537 -2,219 0,713 -0,753 Item 229 25,71 46,94 27,35 0,025 -42,404 39,110 -1,647
Item 191 51,24 18,81 29,95 0,580 0,010 1,493 0,752 Item 230 22,59 49,71 27,70 -0,155 8,021 -6,168 0,927
Item 192 30,72 47,72 21,56 0,245 -3,355 5,352 0,999 Item 231 25,62 23,11 51,27 0,760 -1,581 -0,119 -0,850
Item 193 17,49 26,27 56,24 1,026 -1,781 -0,342 -1,062 Item 232 18,54 30,85 50,61 0,826 -2,021 -0,080 -1,051
Item 194 18,99 33,09 47,93 0,609 -2,553 0,116 -1,219 Item 233 15,47 27,21 57,31 0,580 -3,104 -0,569 -1,837
Item 195 38,03 16,68 45,30 1,036 -0,655 0,121 -0,267 Item 234 14,42 44,93 40,65 0,001 -2999,520 637,359 -1181,081
Item 196 19,61 21,10 59,29 1,054 -1,629 -0,508 -1,069 Item 235 34,67 42,33 23,01 0,416 -1,583 3,010 0,714
Item 197 17,10 72,41 10,48 -0,063 24,949 -33,883 -4,467 Item 236 23,51 48,31 28,18 0,211 -5,616 4,487 -0,565
Item 198 18,06 39,64 42,30 0,167 -9,171 1,830 -3,671 Item 237 17,35 51,62 31,03 -0,150 10,517 -5,310 2,604
Item 199 21,58 41,30 37,11 0,534 -2,552 1,026 -0,763
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Analisando o item 215, podemos concluir que este pode representar um item
na˜o muito fa´cil e na˜o muito dif´ıcil, pois o valor do paraˆmetro b215,2 e´ positivo, pore´m
baixo. As quantidades de respostas entre as categorias ficaram parcialmente distri-
bu´ıdas entre as treˆs opc¸o˜es, sendo que a categoria de resposta 0, obteve o maior valor
(44,53% das respostas).
Ja´ para o item 210, podemos perceber ind´ıcios de que seja um item fa´cil
por conter um elevado percentual de respostas corretas e possuir baixos valores dos
paraˆmetros de dificuldade. Em relac¸a˜o ao paraˆmetro de discriminac¸a˜o, podemos
perceber uma discriminac¸a˜o relativa entre os indiv´ıduos, pois o valor de a210 esta´ bem
pro´ximo de 1.
Analisando o item 113, podemos perceber um alto percentual de na˜o respostas,
pore´m os paraˆmetros de dificuldade resultaram em baixos valores. Podemos supor,
por exemplo, que este item possa ter abordado um assunto na˜o muito esperado pelos
alunos ou tambe´m um assunto na˜o muito discutido para o vestibular. O ı´ndice de
discriminac¸a˜o resultou um valor muito pro´ximo do ideal.
Apo´s a ana´lise do valor de cada paraˆmetro dos itens, foram constru´ıdas as
as respectivas Curvas Caracter´ıstica dos Itens (CCI), as quais representam a relac¸a˜o
existente entre a probabilidade de o indiv´ıduo acertar o item dado a sua habilidade,
P (Uij = 1|θj), e os paraˆmetros do modelo, como ja´ mencionado. Da mesma forma
que as ana´lises do cap´ıtulo anterior, nos gra´ficos de CCI o eixo horizontal representa
o valor do trac¸o latente medido e o eixo vertical corresponde a` probabilidade de o
indiv´ıduo ter sua resposta classificada em uma das treˆs categorias (-1, 0, 1).
A t´ıtulo de exemplificac¸a˜o, a Figura 6.2 ilustra a CCI do item 112. Neste
gra´fico, podemos observar que indiv´ıduos com habilidade ate´ aproximadamente -2
teˆm mais probabilidade de errar a questa˜o, “escolhendo”, portanto, a categoria -1.
Ja´ indiv´ıduos com habilidade aproximadamente de -2 a 0,9 teˆm maior probabilidade
de na˜o responder a questa˜o. E, por fim, indiv´ıduos com habilidade acima de 0,9,
aproximadamente, teˆm maior chance de acertar a questa˜o. Relacionando este gra´fico
com os valores da Tabela 6.8, podemos perceber que este item tem um bom ı´ndice de
discriminac¸a˜o, com a112=0,886, o que condiz com o bom espac¸amento entre as curvas,
confirmando uma boa discriminac¸a˜o.
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Figura 6.2: Curva Caracter´ıstica do Item 112 (Dados Reais).
Na Figura 6.3, esta˜o apresentadas as CCIs dos itens 38, 151 e 94. Comparando
os itens 38 e 151, podemos perceber que o item 151 e´ mais dif´ıcil que o item 38. Isso se
da´ pelo fato de que um indiv´ıduo para acertar o item 151 precisa de uma habilidade
acima de 1, aproximadamente, e ja´ no item 38, para obter este mesmo resultado,
o indiv´ıduo precisa ter uma habilidade acima de somente -0,9, aproximadamente.
Comparando agora os itens 151 e 94, e´ poss´ıvel perceber que o item 151 discrimina
melhor os indiv´ıduos que o item 94, pois, neste u´ltimo, ale´m do valor do paraˆmetro
de discriminac¸a˜o ser menor (Tabelas 6.7 e 6.8), podemos observar uma proximidade
das curvas das categorias do item.
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Figura 6.3: Curvas Caracter´ıstica dos Itens 38, 151 e 94. (Dados Reais).
Da mesma forma como verificado nas ana´lises dos dados simulados, perce-
bemos itens tanto com valores extremos e fora do intervalo esperado em relac¸a˜o aos
paraˆmetros dos itens, discriminac¸a˜o e dificuldade, como tambe´m com curvas das ca-
tegorias que na˜o se sobressa´ıram em nenhuma regia˜o, o que indica falta de qualidade
para avaliar o trac¸o latente. Podemos citar, por exemplo, os itens 234, 62, 166, 220,
entre outros.
Do mesmo modo como ja´ citado no in´ıcio desta sec¸a˜o e tambe´m no cap´ıtulo
anterior, itens com este tipo de comportamento representam itens na˜o informativos e
que na˜o avaliam bem os indiv´ıduos. Entretanto, a ana´lise na˜o foi refeita retirando-se
esses itens pelo fato de essa ana´lise na˜o ser o objetivo principal deste trabalho, visto
que, como tambe´m ja´ mencionado, a prova ja´ foi aplicada. Nas Figuras 6.4 a 6.8, sa˜o
apresentadas as CCI de todos os itens analisados.
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Figura 6.4: Curvas Caracter´ısticas dos Itens 1 a 50 (Dados Reais).
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Figura 6.5: Curvas Caracter´ısticas dos Itens 51 a 100 (Dados reais).
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Figura 6.6: Curvas Caracter´ısticas dos Itens 101 a 150 (Dados reais).
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Figura 6.7: Curvas Caracter´ısticas dos Itens 151 a 200. (Dados reais).
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Figura 6.8: Curvas Caracter´ısticas dos Itens 200 a 237 (Dados reais).
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Na Figura 6.9, e´ apresentada a Curva de Informac¸a˜o do Teste (CIT). Atrave´s
deste gra´fico podemos observar que o instrumento de medida tem maior informac¸a˜o
para os valores da habilidade compreendidos entre aproximadamente -4,8 a 2,5. Dessa
forma, este resultado indica que a prova e´ mais prop´ıcia para avaliar habilidades com
valores contidos nesse intervalo.
Figura 6.9: Curva Caracter´ıstica do Teste (Dados Reais).
6.3 Comparac¸a˜o entre as notas das provas corri-
gidas pelo Me´todo Convencional e as notas
das provas corrigidas pelo Modelo de Resposta
Gradual
Conforme ja´ apresentado anteriormente, o principal objetivo deste trabalho e´
comparar as notas dos indiv´ıduos que prestam vestibular para a UnB, cujas provas sa˜o
elaboradas pelo CEBRASPE, as quais sa˜o corrigidas pelo me´todo convencional, com
as notas obtidas atrave´s da correc¸a˜o pelo Modelo de Resposta Gradual (MRG). As
questo˜es analisadas neste estudo foram as questo˜es do Tipo A, as quais sa˜o corrigidas
atrave´s do me´todo convencional, o qual se caracteriza pelo fato de o aluno ganhar a
pontuac¸a˜o -1, 0 ou 1 caso ele erre, na˜o responda ou acerte a questa˜o, respectivamente.
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De acordo com o mencionado na sec¸a˜o 5.3, ha´ diferenc¸as significativas entre os me´-
todos de correc¸a˜o, visto que o me´todo que segue o modelo de reposta gradual leva
em considerac¸a˜o alguns pontos importantes que o me´todo convencional na˜o consegue
captar.
Na Tabela 6.10, e´ apresentada uma ana´lise descritiva das notas convencionais,
das notas convencionais padronizadas e das notas estimadas atrave´s do MRG do
banco de dados reais, que possui 237 questo˜es e 7232 indiv´ıduos. Da mesma forma
como nos dados simulados, poder´ıamos supor que a menor nota convencional seria
-237, caso houvesse algum aluno que errasse todas as questo˜es. Entretanto, conforme
vimos na sec¸a˜o 6.1, na˜o houve nenhum respondente que errasse todas as questo˜es,
houve somente, um indiv´ıduo que errou 78,9% da prova, o qual e´ o mesmo indiv´ıduo
que tirou a nota mı´nima, resultando em -139. Nota-se tambe´m que o ma´ximo da
nota convencional na˜o resultou em 237, pois, como tambe´m mencionado na sec¸a˜o 6.1,
na˜o houve nenhum candidato que acertou todas as questo˜es da prova. Dessa forma,
o ma´ximo da nota convencional, 178, foi atingido pelo indiv´ıduo que acertou 83,12%
da prova.
Tabela 6.10: Ana´lise Descritiva das Notas Convencionais, Notas Convencionais Pa-
dronizadas e Notas pelo MRG (Dados Reais).
Mı´nimo 1o Quartil Mediana Me´dia 3o Quartil Ma´ximo
Notas Convencionais -139,000 19,000 37,000 41,470 60,000 178,000
Notas Convencionais Padronizadas -5,741 -0,715 -0,142 0,000 0,590 4,344
Notas Modelo de Resposta Gradual -2,981 -0,705 -0,198 0,000 0,511 3,872
Na Figura 6.10, as notas convencionais sa˜o apresentadas graficamente e e´
poss´ıvel perceber que uma concentrac¸a˜o das notas acima de zero, em torno de 40.
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Figura 6.10: Histograma das Notas Convencionais (Dados Reais).
Ainda na Tabela 6.10, podemos observar a ana´lise descritiva para as notas
obtidas pelo modelo de resposta gradual. Comparando com os dados simulados,
verificam-se valores aproximados em relac¸a˜o ao valor ma´ximo das notas, e pouca di-
ferenc¸a com relac¸a˜o a` nota mı´nima. Como o MRG considera muito mais do que se o
indiv´ıduo respondeu de forma correta ou na˜o a questa˜o, na˜o ha´ valores padra˜o espe-
rados das notas do MRG como, por exemplo, as quantidades de questo˜es analisadas,
conforme acontece nas notas corrigidas pelo me´todo convencional.
Ainda na mesma tabela, podemos observar que os valores de ma´ximo e mı´nimo
das notas convencionais padronizadas na˜o esta˜o ta˜o pro´ximos das mesmas medidas
das notas do MRG. Entretanto, o restante das medidas da ana´lise descritiva esta´
muito pro´ximo.
Na Figura 6.11, sa˜o apresentados os histogramas das notas convencionais
padronizadas e das notas do MRG. Podemos observar que as notas obtidas pelo MRG
ficaram mais distribu´ıdas em torno de -1 a 1 e que as notas convencionais padronizadas
ficaram concentradas entre -1 e 0,5, com uma alta frequeˆncias nesse intervalo.
Com o intuito de realizar uma ana´lise mais aprofundada, plotamos um gra´fico
de dispersa˜o entre as notas convencionais padronizadas e as notas oriundas do modelo
de resposta gradual, apresentadas no eixo X e no eixo Y, respectivamente, na Figura
6.12. Analisando este gra´fico, podemos perceber uma tendeˆncia linear, como tambe´m
foi visto nos dados simulados. Podemos confirmar tambe´m essa alta correlac¸a˜o mos-
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Figura 6.11: Histograma das Notas Convencionais Padronizadas e das Notas pelo
MRG (Dados Reais).
trada pela linearidade dos dados no gra´fico, atrave´s do valor da correlac¸a˜o entre as
notas, o qual resultou em 0,9604.
Entretanto, comparando ainda com os dados simulados, podemos perceber
uma tendeˆncia linear em praticamente toda a reta, ao contra´rio do que aconteceu
com os dados simulados, os quais apresentaram uma alterac¸a˜o na linearidade na
calda superior e inferior dos dados. Podemos supor, portanto, que a diferenc¸a nas
notas mais elevadas e mais inferiores na˜o tem tanta relevaˆncia ao se comparar as
notas convencionais padronizadas e as notas vindas do MRG.
Analisando alguns indiv´ıduos que obtiveram uma diferenc¸a significativa (como
nos dados simulados, a diferenc¸a foi considerada significativa quando resultasse acima
de 0,20) entre as notas obtidas pelos dois me´todos, podemos observar nas Tabelas 6.11
e 6.12 as respostas de dois indiv´ıduos a`s questo˜es da prova e seus respectivos valores
dos paraˆmetros dos itens. Ao analisarmos o indiv´ıduo 6443, podemos notar que o fato
de ele realmente na˜o ter tido cautela ao responder praticamente todas as questo˜es,
errando assim muitas questo˜es consideradas dif´ıceis pelo modelo estimado, fez com
que ele tivesse desvantagem na nota final do MRG, pois obteve um valor muito menor
na nota pelo MRG em comparac¸a˜o com a nota convencional padronizada, sendo estas,
-5,74 e -2,98, respectivamente.
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Figura 6.12: Diagrama de Dispersa˜o entre as Notas Convencionais Padronizadas e as
Notas pelo MRG (Dados Reais).
Da mesma forma, entretanto, com o efeito contra´rio, podemos observar que
o indiv´ıduo 4035, por ser muito cauteloso e parecer ter domı´nio do assunto medido,
obteve um aumento considera´vel ao se comparar a nota convencional padronizada e a
nota pelo MRG, sendo estas, 0,99 e 1,89, respectivamente. Podemos atribuir isso ao
fato de que este indiv´ıduo, ao na˜o responder muitas questo˜es por na˜o ter certeza da
resposta correta, deixou de errar talvez questo˜es dif´ıceis que iriam baixar sua nota no
modelo de resposta Gradual. Do mesmo modo, por ter respondido poucas questo˜es,
mas de forma consciente, acertou tanto questo˜es consideradas fa´ceis como dif´ıceis pelo
MRG, o que fez com que ele que ganhasse uma maior pontuac¸a˜o.
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Tabela 6.11: Respostas dos Indiv´ıduos 6443 e 4035 (Itens 1 a 120-Dados Reais).
Paraˆmetros Indiv´ıduos Paraˆmetros Indiv´ıduos Paraˆmetros Indiv´ıduos
Itens ai bi1 bi2 6443 4035 Itens ai bi1 bi2 6443 4035 Itens ai bi1 bi2 6443 4035
1 0,407 0,595 2,38 -1 0 41 0,68 -2,895 -1,214 1 1 81 0,613 -3,648 -1,337 -1 1
2 -0,097 -4,643 -13,436 -1 1 42 0,363 -4,629 -2,01 1 1 82 0,583 -5,117 -3,302 -1 1
3 0,156 -6,417 -1,251 1 0 43 0,809 -2,954 -0,474 -1 0 83 0,764 -1,794 -0,33 1 0
4 0,205 -0,974 5,484 -1 0 44 0,15 -5,413 7,012 -1 0 84 0,541 -5,734 -2,651 0 1
5 0,806 -1,709 -0,584 -1 1 45 0,176 -9,625 -1,233 1 0 85 0,524 -3,337 0,622 -1 0
6 -0,127 -1,458 -7,126 -1 0 46 0,534 -3,995 0,612 -1 0 86 1,089 -1,217 -0,098 -1 1
7 0,1 -1,088 13,523 -1 0 47 0,09 -24,547 -4,976 -1 1 87 0,375 -0,396 2,901 -1 -1
8 -0,235 -1,426 -4,971 -1 0 48 0,356 -3,99 1,911 1 0 88 0,603 -3,849 -1,447 1 1
9 0,515 -4,383 -2,834 -1 1 49 0,847 -0,404 0,207 -1 1 89 0,153 -12,196 -5,034 1 1
10 0,674 -2,825 -0,724 1 0 50 0,075 -10,769 13,554 -1 1 90 0,649 -1,609 0,41 -1 0
11 0,701 -3,745 -2,122 1 1 51 1,374 -1,743 -0,568 -1 1 91 0,496 -5,478 -2,61 -1 1
12 0,293 -1,301 1,623 -1 0 52 -0,192 9,199 -8,22 -1 0 92 -0,175 0,862 -9,5 -1 0
13 0,477 -3,087 -0,138 -1 0 53 0,497 -3,02 0,403 -1 1 93 0,998 -1,882 -0,412 1 1
14 0,599 -1,987 -0,076 1 0 54 0,567 -1,053 1,315 -1 0 94 0,793 -1,153 0,927 1 0
15 0,646 -1,849 -0,162 -1 0 55 0,335 -1,393 1,81 -1 0 95 -0,211 3,374 -6,37 1 0
16 0,142 4,498 9,564 -1 0 56 0,538 -1,242 1,647 -1 1 96 0,239 -7,054 0,856 -1 0
17 -0,138 2,411 -7,798 -1 0 57 -0,13 14,192 -7,65 -1 0 97 0,268 -6,483 3,463 -1 0
18 0,464 -2,384 0,498 -1 0 58 -0,006 222,627 16,219 1 1 98 0,341 -0,343 2,287 -1 1
19 0,334 2,276 4,692 -1 0 59 0,633 -3,445 -0,721 1 1 99 0,032 -24,463 10,198 -1 0
20 0,156 -10,963 3,247 -1 0 60 0,46 -4,128 -1,463 -1 1 100 0,598 -0,671 1,219 1 0
21 0,718 -2,014 -0,402 1 0 61 0,899 -2,612 -0,663 -1 1 101 0,768 -1,161 -0,342 1 1
22 0,687 -0,722 0,927 -1 0 62 -0,004 375,234 163,139 1 1 102 0,047 -49,516 -2,971 1 0
23 1,093 -2,228 -1,268 1 0 63 0,472 -5,269 -1,65 -1 1 103 0,461 -5,287 1,492 -1 0
24 0,03 -45,263 -0,37 -1 0 64 0,781 -2,807 -0,807 -1 1 104 0,841 -4,15 -2,314 1 1
25 0,455 -0,477 0,847 1 0 65 0,696 -2,682 -1,488 1 1 105 0,308 -9,305 -5,422 1 1
26 0,381 -5,54 -0,12 1 0 66 0,309 -2,953 2,016 -1 1 106 0,597 -2,316 1,271 -1 0
27 0,602 -3,988 -0,633 1 0 67 0,793 -3,657 -1,651 -1 1 107 0,172 -18,817 -12,868 1 1
28 0,539 -4,803 -2,461 1 0 68 0,327 -2,592 2,814 -1 1 108 0,318 -6,337 -2,581 0 1
29 1,023 -1,742 -0,618 -1 0 69 0,36 -5,077 -2,624 1 1 109 0,925 -4,021 -2,426 1 1
30 0,346 -1,647 0,235 1 -1 70 0,325 -0,129 3,107 -1 1 110 0,804 -0,895 -0,04 1 1
31 0,871 -1,744 -0,717 1 0 71 1,036 -2,889 -1,485 1 1 111 -0,263 0,598 -4,882 -1 0
32 -0,639 -2,334 -3,381 -1 -1 72 0,753 -3,331 -1,036 1 1 112 0,886 -2,023 0,945 -1 1
33 1,595 -1,967 -1,354 1 1 73 0,713 -1,825 -0,087 -1 1 113 0,939 -1,922 -1,117 -1 1
34 0,715 -1,918 -0,151 1 1 74 0,353 -3,618 1,31 1 1 114 0,082 -18,32 2,248 -1 1
35 0,214 -2,508 1,075 -1 1 75 0,307 -8,309 -3,859 1 1 115 -0,318 -1,656 -4,695 -1 1
36 0,452 -3,764 -1,885 1 0 76 0,718 -2,425 -0,344 -1 1 116 0,176 0,652 6,216 -1 -1
37 0,966 -1,179 -0,707 -1 1 77 0,706 -0,83 0,276 -1 1 117 0,122 -6,45 2,713 -1 0
38 0,701 -2,824 0,162 -1 0 78 1,214 -0,978 -0,167 -1 1 118 0,179 -4,564 2,456 -1 0
39 0,447 -0,961 1,751 -1 0 79 0,151 -8,757 -4,126 1 1 119 0,037 -14,059 19,841 -1 0
40 0,885 -3,831 -2,255 1 0 80 0,949 -2,065 -1,11 1 1 120 1,015 -0,651 0,182 -1 1
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Tabela 6.12: Respostas dos Indiv´ıduos 6443 e 4035 (Itens 120 a 237-Dados Reais).
Paraˆmetros Indiv´ıduos Paraˆmetros Indiv´ıduos Paraˆmetros Indiv´ıduos
Itens ai bi1 bi2 6443 4035 Itens ai bi1 bi2 6443 4035 Itens ai bi1 bi2 6443 4035
121 0,268 -3,62 0,098 -1 0 161 0,223 -5,034 1,575 -1 0 201 -0,275 6,193 -6,757 -1 0
122 0,095 -8,968 -1,696 -1 0 162 0,096 -9,894 5,952 -1 0 202 0,559 -1,548 1,908 -1 0
123 0,296 -7,569 -0,166 -1 0 163 0,187 -0,224 4,721 -1 1 203 0,531 -3,575 -0,331 -1 1
124 0,333 -2,275 2,28 -1 0 164 0,069 -25,215 -1,521 -1 1 204 0,982 -1,651 0,5 -1 1
125 0,14 -5,056 9,634 -1 0 165 0,545 -2,792 0,017 -1 0 205 -0,041 -16,921 -45,281 -1 1
126 0,385 -4,497 0,166 -1 0 166 0,02 -105,846 99,746 -1 0 206 0,511 -2,437 -0,101 -1 0
127 0,142 -10,755 -3,595 -1 0 167 0,082 -25,505 22,385 -1 0 207 0,148 -1,675 8,028 -1 1
128 -0,168 -1,336 -12,832 -1 0 168 0,179 -4,179 6,484 -1 0 208 0,533 -2,397 0,665 -1 1
129 -0,118 4,295 -14,222 -1 0 169 0,574 -2,279 0,499 -1 1 209 0,463 -1,53 1,569 -1 1
130 0,342 -7,141 -0,079 -1 0 170 0,286 -5,629 2,796 -1 0 210 0,837 -2,756 0,804 -1 1
131 -0,033 37,455 -2,926 -1 0 171 0,073 -10,521 16,812 -1 0 211 0,378 -5,269 3,468 -1 0
132 -0,468 1,061 -1,461 -1 0 172 -0,215 9,242 -6,793 -1 0 212 0,313 -5,412 2,784 -1 1
133 0,323 -2,519 1,068 -1 0 173 0,051 -26,145 33,287 -1 0 213 0,585 -0,816 0,607 -1 1
134 0,63 -2,661 -1,289 -1 0 174 0,637 -2,901 0,07 -1 1 214 0,819 -1,65 0,622 -1 1
135 0,03 -5,53 35,107 -1 0 175 0,385 -4,26 1,296 -1 1 215 0,812 -0,922 0,257 -1 1
136 0,582 -1,224 1,166 -1 0 176 0,12 -11,178 3,549 -1 1 216 -0,128 8,119 -9,304 -1 1
137 0,555 -2,037 1,205 -1 0 177 1,069 -0,254 0,422 -1 1 217 0,41 -4,903 1,961 -1 1
138 0,396 -5,191 0,494 -1 0 178 -0,147 8,076 2,535 -1 -1 218 0,376 -2,674 2,241 -1 1
139 0,095 -17,137 4,284 -1 0 179 -0,042 32,25 -32,875 -1 0 219 0,243 -3,524 4,235 -1 0
140 -0,324 3,343 -0,443 -1 0 180 0,637 -1,092 0,129 -1 -1 220 0,029 -59,052 57,684 -1 0
141 -0,038 40,323 -23,142 -1 1 181 1,019 -2,32 -0,259 -1 1 221 0,658 -1,618 1,601 -1 0
142 -0,083 11,677 -16,838 -1 1 182 -0,065 20,589 -33,141 -1 0 222 0,612 -2,079 0,773 -1 1
143 0,32 -2,669 4,364 -1 1 183 0,111 -12,791 5,707 -1 0 223 0,736 -1,617 1,238 -1 0
144 0,5 -2,263 2,023 -1 1 184 0,371 -3,279 2,576 -1 1 224 -0,066 21,053 -21,223 -1 0
145 0,661 -0,271 0,938 -1 1 185 0,295 -4,098 1,797 -1 0 225 -0,198 7,284 -5,937 -1 0
146 0,506 -4,198 2,531 -1 1 186 0,538 -2,761 -1,892 -1 1 226 0,462 -2,421 1,438 -1 0
147 -0,11 12,713 -11,114 -1 0 187 0,158 -6,755 6,84 -1 1 227 0,064 -10,148 15,357 -1 0
148 0,311 -3,7 2,038 -1 1 188 0,692 -1,952 0,087 -1 1 228 0,232 -5,611 3,146 -1 0
149 0,686 -2,196 0,849 -1 1 189 0,917 -1,33 0,123 -1 0 229 0,025 -42,404 39,11 -1 0
150 0,605 -0,327 0,822 -1 -1 190 0,537 -2,219 0,713 -1 1 230 -0,155 8,021 -6,168 -1 0
151 0,91 -1,961 1,039 -1 1 191 0,58 0,01 1,493 -1 1 231 0,76 -1,581 -0,119 -1 1
152 0,345 -1,054 3,293 -1 0 192 0,245 -3,355 5,352 -1 0 232 0,826 -2,021 -0,08 1 0
153 0,075 -1,175 7,651 -1 0 193 1,026 -1,781 -0,342 -1 1 233 0,58 -3,104 -0,569 -1 0
154 0,092 -12,889 9,095 -1 0 194 0,609 -2,553 0,116 -1 1 234 0,001 -2999,52 637,359 1 0
155 -0,132 16,487 -12,427 -1 0 195 1,036 -0,655 0,121 -1 1 235 0,416 -1,583 3,01 -1 1
156 0,474 -2,849 1,76 -1 1 196 1,054 -1,629 -0,508 -1 1 236 0,211 -5,616 4,487 1 1
157 0,084 -12,016 13,36 -1 0 197 -0,063 24,949 -33,883 -1 0 237 -0,15 10,517 -5,31 -1 0
158 0,418 -3,733 2,677 -1 0 198 0,167 -9,171 1,83 -1 0
159 0,35 -6,023 1,275 -1 0 199 0,534 -2,552 1,026 -1 1
160 0,203 -8,594 9,114 -1 0 200 0,936 -2,094 0,622 -1 1
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Conforme apresentado no cap´ıtulo anterior, foi realizado tambe´m uma ana´lise
dos ranks a partir da ana´lise de Regressa˜o de Nadaraya-Watson, com o intuito de
“deixar os dados mostrarem por si so´ qual a curva que melhor se ajusta”, a qual
representara´ a relac¸a˜o entre eles. Ou seja, atrave´s dessa te´cnica, assume-se que a
relac¸a˜o funcional entre as varia´veis e´ completamente desconhecida e usam-se os dados
para inferir sobre a sua forma.
Analisando a Figura 6.13, similar a` Figura 5.10 do cap´ıtulo anterior, podemos
notar ind´ıcios, agora a partir de dados reais, tambe´m de uma aproximac¸a˜o entre os
ranks obtidos pelo me´todo convencional e pelo me´todo MRG para indiv´ıduos que
obtiveram notas maiores, ocupando as primeiras classificac¸o˜es. E ainda, diferente do
que ocorreu nos dados simulados, ha´ ind´ıcios tambe´m de um alto grau de semelhanc¸a
entre os ranks dos indiv´ıduos que obtiveram uma colocac¸a˜o mais baixa, correspon-
dendo aos respondentes que obtiveram notas menores. Por fim, podemos observar
tambe´m que ha´ ind´ıcios de diferenc¸as entre os ranks para os indiv´ıduos que ficaram
com classificac¸a˜o entre os primeiros colocados e os u´ltimos, diferente tambe´m do que
ocorreu com os dados simulados.
Figura 6.13: Curva estimada pelo me´todo de Nadaraya-Watson entre os Ranks obtidos
pelo me´todo MRG e pelo me´todo Convencional (Dados Reais).
Na Figura 6.14, ha´ um gra´fico em que esta˜o plotados o mo´dulo das diferenc¸as
entre os ranks das notas obtidas pelo me´todo convencional e pelo me´todo MRG no
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eixo Y e o rank da notas obtidas pelo me´todo convencional no eixo X. A partir deste
gra´fico, e´ poss´ıvel perceber de forma mais evidente a grande diferenc¸a entre os ranks
obtidos pelo me´todo convencional e MRG situados na parte central da classificac¸a˜o
dos indiv´ıduos e uma conformidade entre os ranks dos indiv´ıduos com alta e baixa
classificac¸a˜o no teste.
Figura 6.14: Curva estimada pelo me´todo de Nadaraya-Watson entre o mo´dulo da
diferenc¸a entre os Ranks obtidos pelo me´todo MRG e pelo me´todo Convencional e
Rank Convencional (Dados Simulados).
Na Figura 6.15 esta´ apresentado o gra´fico em que mostra a relac¸a˜o entre o
grau de discordaˆncia dos ranks obtidos pelo me´todo de correc¸a˜o convencional e pelo
me´todo de correc¸a˜o proposto, modelo de resposta gradual, em func¸a˜o do nu´mero
de candidatos selecionados, utilizando os 7232 indiv´ıduos e os 237 itens analisados.
Podemos perceber um alto grau de discordaˆncia para um nu´mero baixo de nu´mero de
indiv´ıduos selecionados e, a partir de aproximadamente 1000 indiv´ıduos, esse grau de
discordaˆncia comec¸a a se estabilizar ate´ em torno de 3000 indiv´ıduos e, em seguida, ha´
um alto grau de discordaˆncia para os indiv´ıduos que ficaram nas u´ltimas colocac¸o˜es.
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Figura 6.15: Gra´fico de discordaˆncia entre o me´todo convencional e MRG (Dados
Reais).
Em espec´ıfico, se por acaso fossem selecionados 1000 indiv´ıduos, dentre esses
7232 candidatos analisados, aproximadamente 15% dos indiv´ıduos que ficaram entre
os 1000 primeiros candidatos selecionados pelo me´todo convencional, na˜o estariam
entre os 1000 primeiros candidatos selecionados pelo MRG. Em outras palavras, em
torno de 150 candidatos, dentre os 1000 selecionados pelo me´todo convencional, na˜o
seriam selecionados pelo me´todo MRG. E os outros 150 candidatos selecionados pelo
me´todo MRG estariam ale´m dos 1000 primeiros candidatos selecionados pelo me´todo
convencional, classificados fora das vagas. Podemos atribuir esse fato a diferenc¸a de
avaliac¸a˜o entre os me´todos, em que o MRG considera se os indiv´ıduos acertaram
questo˜es fa´ceis ou dif´ıceis. Baseado nisso, podemos supor que estes indiv´ıduos que fo-
ram selecionados pelo me´todo MRG tenham acertado questo˜es mais dif´ıceis na prova,
fazendo com que ficassem dentro da classificac¸a˜o do MRG e fora da classificac¸a˜o do
me´todo convencional. Podemos considerar um grau de discordaˆncia entre os me´todos
de 15% baixo, concluindo, assim, que o modelo de resposta gradual se aproxima com
qualidade em relac¸a˜o a estimac¸a˜o das notas, com vantagens adicionais.
Dessa forma, do mesmo modo que observamos na situac¸a˜o em que os dados
foram simulados, podemos concluir que o modelo de resposta gradual da TRI tambe´m
estima notas dos indiv´ıduos submetidos ao vestibular da UnB de forma aproximada
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ao me´todo convencional de correc¸a˜o utilizado pelo CEBRASPE, para os indiv´ıduos
com maior classificac¸a˜o. Assim, podemos concluir que o modelo de resposta gradual
funciona de forma eficiente para diferentes situac¸o˜es, com diferente nu´mero de res-
pondente de uma prova, diferente nu´mero de questo˜es, tanto numa situac¸a˜o simulada
como numa situac¸a˜o real.
Desta maneira, podemos ressaltar as vantagens em se realizar a correc¸a˜o das
provas do vestibular da UnB atrave´s do MRG, por pertencer a` famı´lia de modelos
da te´cnica de Teoria de Resposta ao Item, a qual avalia de forma mais adequada os
indiv´ıduos, considerando a dificuldade do item do teste e, tambe´m, discriminando de
forma diferente indiv´ıduos que tenham um maior grau de conhecimento no assunto
medido, fazendo com que indiv´ıduos como este tenham benef´ıcios por pelo alto conhe-
cimento. Outra vantagem que podemos citar tambe´m do me´todo proposto de correc¸a˜o
e´ a comparac¸a˜o entre indiv´ıduos submetidos a provas completamente diferentes com
algumas questo˜es similares, fazendo com que, por exemplo, seja poss´ıvel a avaliac¸a˜o
de melhora de rendimento ou conhecimento entre um ano em questa˜o e seu posterior,
de alunos que tenham determinado perfil e conhecimento sobre algum trac¸o latente.
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Cap´ıtulo 7
Concluso˜es e Trabalhos Futuros
7.1 Concluso˜es
Neste trabalho, foi realizada uma ana´lise das notas de alunos submetidos a` uma
prova do vestibular da UnB, elaborada pelo CEBRASPE. Essa ana´lise constituiu-se,
principalmente, de uma comparac¸a˜o entre as notas destes participantes e, consequen-
temente, uma comparac¸a˜o tambe´m da ordem de classificac¸a˜o entre os mesmos, obtidas
pelo me´todo de avaliac¸a˜o proposto, correc¸a˜o pelo modelo de resposta gradual da TRI,
e obtidas pelo me´todo convencionalmente realizado pelo CEBRASPE. Para isso, fo-
ram analisadas duas situac¸o˜es: Uma simulada, gerada atrave´s de regras definidas, e
uma situac¸a˜o real, gerada a partir de um banco de dados real disponibilizado pelo
CEBRASPE.
Ao analisarmos os perfis dos respondentes das provas e compararmos o com-
portamento dos dados simulados e dos dados reais, foi poss´ıvel perceber que obtivemos
uma situac¸a˜o bastante pro´xima da realidade nos dados simulados, em que conseguimos
adicionar em nossa base simulada diferentes perfis de respondentes, com diferentes
comportamentos, se aproximando assim da realidade. Entretanto, quando se analisou
a distribuic¸a˜o de respostas global entre as categorias, obtivemos nos dados simulados
um nu´mero maior de na˜o respostas do que nos dados reais. Para este u´ltimo, foi
poss´ıvel perceber, ainda, um parcial equil´ıbrio de distribuic¸a˜o de escolhas entre as
categorias de respostas.
Com relac¸a˜o a` ana´lise dos paraˆmetros dos itens estimados pelo Modelo de
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Resposta Gradual (MRG), nos dados simulados, observamos que, em geral, os paraˆ-
metros dos itens estavam dentro do intervalo adequado e de acordo com a distribuic¸a˜o
de respostas de cada categoria e com suas respectivas CCIs. Entretanto, foi obervado
tambe´m, valores dos paraˆmetros de alguns itens na˜o esperados, fora do intervalo ideal,
gerando assim estimativas ruins. Para os dados reais, com um nu´mero bem maior
de indiv´ıduos e questo˜es avaliadas, foram observados tambe´m itens com paraˆmetros
bem estimados, assim como tambe´m suas respectivas CCIs, mas, tambe´m, entretanto,
alguns itens com paraˆmetros mal estimados, representando itens ruins no teste.
Com relac¸a˜o a comparac¸a˜o entre as notas, nos dados simulados, foi observada
uma proximidade entre as notas obtidas pelo me´todo convencional e pelo MRG e
tambe´m uma alta correlac¸a˜o entre as mesmas, de forma positiva. Atrave´s da utilizac¸a˜o
da Regressa˜o de Nadaraya-Watson, essa relac¸a˜o de linearidade entre as notas foi
evidenciada, indicando assim uma real proximidade e concordaˆncia, de forma geral,
entre as notas obtidas pelo me´todo convencional e pelo modelo de resposta gradual.
Para alguns casos de na˜o concordaˆncia, foi observado que estes so´ ocorreram em notas
mais baixas, ou seja, na classificac¸a˜o de indiv´ıduos fora da regia˜o de interesse, pois
a quantidade de vagas e´ limitada no vestibular. Ainda no sentido de comparac¸a˜o
das notas, os dados reais se comportaram de forma semelhante, resultando em uma
alta correlac¸a˜o entre as notas convencionais padronizadas e as notas obtidas pelo
MRG, com algumas pequenas diferenc¸as irrelevantes dos dados simulados. A relac¸a˜o
de linearidade tambe´m foi evidenciada atrave´s da Regressa˜o de Nadaraya-Watson,
juntamente com o alto valor de correlac¸a˜o entre as notas.
Dessa forma, podemos concluir que os resultados finais demonstraram a po-
tencialidade do me´todo de correc¸a˜o proposto em estimar as notas dos indiv´ıduos que
sa˜o submetidos a`s questo˜es do tipo A das provas do vestibular da UnB, mostrando
resultados eficientes. Ale´m disso, foi poss´ıvel perceber a competeˆncia do modelo em
estimar as notas em situac¸o˜es diferentes com, por exemplo, nu´mero de indiv´ıduos e
itens distintos. Assim, podemos constatar que o me´todo proposto pode representar
uma nova forma de correc¸a˜o das provas por conter vantagens sobre o me´todo comu-
mente utilizado, tais como: comparar indiv´ıduos de populac¸o˜es diferentes, quando
submetidos a testes ou provas que tenham somente alguns itens em comum; analisar
indiv´ıduos de forma mais adequada, considerando, por exemplo, a dificuldade dos
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itens e tambe´m o quanto ele pode discriminar indiv´ıduos que possuam ou na˜o um
alto conhecimento do trac¸o latente medido.
7.2 Trabalhos Futuros
Apesar de o modelo de resposta gradual da Teoria da resposta ao item ter se
mostrado eficiente em estimar as notas dos indiv´ıduos analisados, diversas sugesto˜es
surgem a partir das ana´lises feitas, gerando va´rias outras oportunidades de trabalhos
dentro do cena´rio abordado. Dentre elas, podemos citar:
• Fazer ana´lises de outros anos do vestibular da UnB, e comparar com os re-
sultados obtidos neste trabalho, observando se ha´ ou na˜o um comportamento
semelhante.
• Elaborar uma forma de realizar a proposta deste trabalho levando em conside-
rac¸a˜o as disciplinas/a´reas abordadas no teste e tambe´m levar em considerac¸a˜o
o curso para o qual o indiv´ıduo se inscreveu.
• Realizar o mesmo procedimento excluindo os itens que se mostraram na˜o infor-
mativos atrave´s dos valores estimados dos paraˆmetros dos itens, para analisar
mudanc¸as ou na˜o nas notas estimadas.
• Propor um me´todo de avaliac¸a˜o tambe´m para as questo˜es de tipo C, a qual
constitui um item de mu´ltipla escolha.
• Elaborar um me´todo alternativo de imputac¸a˜o dos dados via Regressa˜o Log´ıs-
tica para as questo˜es deixadas em branco, com o objetivo de se estimar qual a
probabilidade de o indiv´ıduo responder corretamente a questa˜o, baseado no per-
fil de acertos e erros das outras questo˜es respondidas pelos indiv´ıduos, obtendo
assim, um banco de dados completos.
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