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Abstract
In networked control systems, often the sensory signals are quantized before being transmitted to the controller.
Consequently, performance is affected by the coarseness of this quantization process. Modern communication tech-
nologies allow users to obtain resolution-varying quantized measurements based on the prices paid. In this paper,
we consider optimal controller synthesis of a partially observed Quantized-Feedback Linear-Quadratic-Gaussian (QF-
LQG) system, where the measurements are to be quantized before being sent to the controller. The system is presented
with several choices of quantizers, along with the cost of using each quantizer. The objective is to jointly select the
quantizers and the controller that would maintain an optimal balance between control performance and quantization
cost. Under the assumption of quantizing the innovation signal, this problem can be decoupled into two optimization
problems: one for optimal controller synthesis, and the other for optimal quantizer selection. We show that, similarly
to the classical LQG problem, the optimal controller synthesis subproblem is characterized by Riccati equations. On
the other hand, the optimal quantizer selection policy is found offline by solving a linear program (LP).
I. INTRODUCTION
Increasingly, many control systems nowadays consist of multiple sensors, actuators and plants that are spatially
distributed. Control of such systems requires uninhibited and reliable exchange of signals among these components
over a shared communication network. Often, the underlying communication network suffers from several limitations
such as insufficient bandwidth, noisy transmissions, or delays. Although many of these abovementioned limitations
can be alleviated with current advancements in communication technologies [1], [2], at the same time it may be
expensive to deploy such a communication infrastructure. Therefore, the performance of such systems no longer
depends solely on the controller structure but also on the underlying communication infrastructure and the associated
communication cost.
In a typical communication framework, signals are quantized (encoded) before being transmitted through a
communication channel. Upon receiving the transmitted signal, a reconstruction (decoding) is performed to estimate
the original signal. Thus, the level of quantization dictates the distortion in the reconstructed signal. Higher resolution
quantization, resulting in lower distortion, typically entails a higher number of bits to represent the quantized
signal, and hence a higher channel bandwidth is needed for transmission. Depending on the severity of the task, at
certain times high-resolution may be required, while at other times, coarser resolution is sufficient. Therefore, the
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quantization selection must be adapted optimally over the time horizon to meet the expected quantization-resolution
of the transmitted signal with minimal communication cost.
In this work we consider the classical partially observed LQG control problem under quantization constraints.
We assume that a linear system can choose from a set of quantizers to quantize its measurements and transmit
the resulting quantized signal to the controller. The set of available quantizers is given a priori along with the
quantization scheme and the cost of using each quantizer. While the controller aims to minimize the expected
quadratic cost, the measurements available to the controller are only the quantized output information. The classical
LQG problem under this framework is a bi-variable decision-making problem where one variable is the control
strategy and the other is the selection of the quantizer. It is worth mentioning here that the observation equations
are no longer linear due to the quantization process and hence the classical treatments from LQG optimal control
are no longer applicable.
Some of the earlier works on quantization and control can be traced backed to [3], [4], [5], [6]. Studies of LQG
control under communication constraints with a focus on quantization have been performed in several works such
as [7], [8], [9], [10], [11], [12], [13]. For example, [12] considered LQG problems with explicit consideration of the
quantization error associated with analog-to-digital implementation. The studies in [11] and [12] showed that the
optimal controller does not exhibit the separation principle. In [13] an LQG problem was considered, where only
the input was quantized before applying it to the plant. It was shown that the optimal controller exhibits a separation
principle and that the optimal input-quantizer has to be time-varying with specific quantization levels. In [10] the
authors provided necessary conditions for the controller to exhibit a separation principle. In [7], the authors provided
a quantization scheme that ensures the existence of a separation principle in the optimal controller. Under the perfect
state measurement scenario [7], it was proposed to quantize a signal which the authors refer to as “innovations,”
rather than quantizing the state. In this work, we will also adhere to the idea of quantizing the “innovations” for
a partially observable system. Some results on estimation and control under quantized measurements are found in
[4], [14], [15].
Studies on quantization-based control have also dealt with the stability aspects of the system [16], [17], [18], [19],
[20]. In [17] and [18], the authors explicitly considered the issues of quantization, coding and delay. The concept
of containability was used to study the stability of linear systems. In [21], three quantization schemes (deadbeat,
logarithmic, and chaotic) were proposed to ensure practical stability of a linear system. Optimality of these three
quantization schemes was addressed using the notion of symbolic dynamics. Symbolic dynamics based analysis
was also used in [6] to extract state information from quantized measurements. In [22] it was shown that the least
dense quantizer that quadratically stabilizes a single input linear system is logarithmic. A logarithmic quantizer with
finite quantization level can only achieve practical stabilizability (a relaxed notion of stabilizability). A quantization
scheme with time-varying quantization sensitivity was studied in [23] proving asymptotic stability of the system.
In [24] the author derived a relationship between the norm of the transition matrix and the number of values taken
by the encoder to ensure global asymptotic stability. Reference [25] addressed the problem of finding the smallest
data rate above which exponential stability can be ensured. In a more recent work [26], an event-based encoding
scheme has been considered.
In the abovementioned works, the role of quantization has been proven to be crucial. However, for a given control
objective, how to select among available quantizers, which have a cost associated with them, has not been addressed.
The problem addressed in this paper is similar in spirit to the problem of optimal scheduling of costly sensors for
control [27] and [28], in the sense that measurements are costly and optimal measurements are chosen to maintain
an optimal balance between the control performance and observation cost. It is however different from [27], [28]
in the sense that here we study the effects of quantization in producing the measurements sent to the controller.
The contributions of this work are:
• We formulate a partially observable LQG optimal control problem with a set of costly quantizers that quantize
the measurements. We seek an optimal controller that minimizes the expected quadratic cost and an optimal
selection of the quantizers that determine the quality of the measurements arriving at the controller.
• We explicitly consider the delays in transmission. Delays are determined by the bit-rate of the channel and
the number of bits required to represent the quantized output. Thus, different quantizers may have different
delays. This may lead to out-of-order measurements arrival at the controller.
• We show that quantizing the innovations separates the controller synthesis problem from the quantizer
selection problem. The idea of innovation–quantization is presented in [7] for a fully observed system with
a deterministic initial state. In this work, we extend the innovation-quantization idea for partially observed
systems with uncertain initial states.
• We study the optimal controller structure and show that the controller is of a certainty-equivalence type. The
controller gains can be computed offline and the gains do not depend on the parameters of the quantizers.
• The analysis of the quantizer-selection reveals that the optimal strategy for the selection of the quantizers can
be computed offline.
The rest of the paper is organized as follows: in Section II we discuss some background on random variables;
in Section III we formally define the problem addressed in this paper; Section IV provides the structure for the
optimal controller and the quantizer selection scheme. Finally, we conclude the paper with a summary in Section
VII.
II. PRELIMINARIES
In this section we provide some background on random variables, the Hilbert space of random variables, condition
expectation, and orthogonal projection of random variables defined on a Hilbert space.
To start with, let us define the probability space (Ω,F,P) where Ω is the sample space, F is the set of events, and
the measure P : F→ [0, 1] defines the probability of occurring an event. In this probability space, X is a random
variable X : Ω → X defined as a measurable function from the sample space Ω to a measurable space X , such
that for any measurable set S ⊆ X , X−1(S) = {ω ∈ Ω : X(ω) ∈ S} ∈ F. E[X] denotes the expected value of X ,
with respect to P, defined as E[X] =
∫
Ω
X(ω)dP(ω).
Let us define the space H of real-valued (X = R) random variables X : Ω→ R such that
H = {X| E[X2] <∞}.
For X,Y ∈ H, αX + βY ∈ H for all α, β ∈ R. The inner product in H is defined by
〈X,Y 〉 = E[XY ].
Fact 1 [29, Section 4.2]: H is a Hilbert space.
Let X1, . . . , X` be a collection of ` random variables belonging to H. The σ-field generated by these random vari-
ables is denoted as σ(X1, . . . , X`), and the linear span of these random variables is denoted by σL(X1, . . . , X`) =
{Y |Y = ∑`i=1 ciXi, ci ∈ R}. The function g(X1, . . . , X`) : R` → R is a measurable function of the random
variables X1, . . . , X` if g−1(S) ∈ σ(X1, . . . , X`) for all S ⊆ R. Let G denote the set of all measurable functions
g(X1, . . . , X`) of ` random variables X1, . . . , X`. The conditional expectation of a random variable Y conditioned
on the random variables X1, . . . , X`, denoted as E[Y |X1, . . . , X`] ∈ G, is defined to be [30, Section 34]∫
S
E[Y |X1, . . . , X`] dP =
∫
S
Y dP, ∀S ∈ σ(X1, . . . , X`).
The following Lemma is adapted from [31, Theorem 3.6].
Lemma 2.1: For any random variable Y , the solution to the optimization problem
inf
g∈G
E[(Y − g)2]
is g∗(X1, . . . , X`) = E[Y |X1, . . . , X`].
That is, E[Y |X1, . . . , X`] is the projection of the random variable Y onto the σ-field generated by X1, . . . , X`.
The projection error Y − E[Y |X1, . . . , X`] is orthogonal to any measurable function g(X1, . . . , X`) ∈ G (i.e., the
error is orthogonal to the σ-field σ(X1, . . . , X`)),
〈Y − E[Y |X1, . . . , X`], g〉 = 0, ∀g ∈ G.
The following Lemma, presented without proof, states that in the case of Gaussian random variables the conditional
expectation can be represented as an affine combination of X1, . . . , X`.
Lemma 2.2: [32, Chapter 11] Let Y,X1, . . . , X` be jointly Gaussian random variables. Then there exists c0, . . . , c` ∈
R such that
E[Y |X1, . . . , X`] = c0 +
∑`
i=1
ciXi ∈ σL(1, X1, . . . , X`).
The study in [33] provides necessary and sufficient conditions for the conditional expectation E[Y |X1, . . . , X`] to
be a linear function of X1, . . . , X` when the variables are not jointly Gaussian.
The previous definitions and lemmas can be extended to multi-dimensional random variables [29], [30], [31],
[32].
III. PROBLEM FORMULATION
Let us consider an linear discrete-time stochastic system
Xt+1 = AtXt +BtUt +Wt, (1)
Yt = CtXt + νt, (2)
where, for all t ∈ N0 (= N ∪ {0}), Xt ∈ Rn, Ut ∈ Rm and Yt ∈ Rp, At, Bt and Ct are matrices of compatible
dimensions, {Wt}t∈N0 and {νt}t∈N0 are two i.i.d noise sequences in Rn and Rp with statistics W0 ∼ N (0,W) and
ν0 ∼ N (0,V), respectively, and Wk, νj are independent for all j, k ∈ N0. The initial state, X0, is also a Gaussian
random variable distributed according to N (µ0,Σx), and independent of the noises Wt and νt for all t ∈ N0. For
notational convenience, we will write X0 = µ0 + W−1 where W−1 ∼ N (0,Σx). Thus, X0, Wk, W`, νi and νj
are independent random variables for all k, `, i, j = 0, 1, . . ., such that k 6= `, and i 6= j. In what follows, we will
consider At, Bt and Ct to be time invariant in order to maintain notational brevity. However, the extension of the
results presented in the subsequent sections to time varying At, Bt and Ct is trivial and does not require any further
assumptions.
In this work, we address the quantized output feedback LQG (QO-LQG) optimal control problem defined as
follows. Referring to Figure 1, we assume that M quantizers are provided to quantize the measurement value Yt and
transmit the quantized output to the controller. The range of the i-th quantizer is denoted by Qi = {qi1, qi2, · · · , qi`i}.
Associated with the i-th quantizer, let Pi = {Pi1,Pi2, · · · ,Pi`i} denote a partition in Rp such that Pij gets mapped
to qij for each j ∈ {1, 2, · · · , `i}. Specifically, one may think of the i-th quantizer as a mapping gi : Rp → Qi such
that gi(y) = qij if and only if y ∈ Pij . Thus, the i-th quantizer has `i quantization levels.
The communication channel through which the quantized measurements are transmitted has a finite bit rate rb.
Consequently, some quantized measurements may need more than one transmission to be completely transmitted
through the communication channel. The output of the i-th quantizer will have dlog2 `ie bits which will require
dlog2 `i/rbe number of transmissions in order to transmit the quantized measurement. Therefore, delay and out-
of-order measurement arrival are inevitable. The delay di associated with the i-th quantizer is di = dlog2 `i/rbe.
Without loss of generality, we will assume that the delay increases from the 1st quantizer to the M -th quantizer,
i.e., d1 ≤ d2 ≤ . . . ≤ dM , in other words, `1 ≤ . . . ≤ `M . The number of quantization levels `i generally captures
the resolution of the quantization, i.e., a higher `i typically means better resolution and lesser quantization error,
but, at the same time, it induces longer delay.
Associated with each quantizer, there is an operating cost that must be paid in order to use this quantizer. Let
λ(Qi) = λi ∈ R+ denote the cost associated with the i-th quantizer. For example, λi = log2 `i represents the case
when the cost is proportional to the code-length used to encode the output of the quantizer. This cost is also related
to the delay associated with the controller. In this work, we do not adhere to any specific structure for λ. We just
assume that the values of λi’s are given to us a priori. If there is a cost for operating the communication channel,
that cost can be also incorporated into λi.
At this point, we should emphasize that the number of quantization levels, `i, determines both the delay and the
quantization error1. As a special case, if we further assume that the quantization error covariance decreases as i
ranges from 1 to M , i.e. as the number of quantization levels `i increases the error covariance is reduced, we are
able to quantify whether it is preferable to have fast but coarser information or delayed but finer information.
Note that, in contrast to previous works [13], [17], [22], we do not aim at designing a quantization scheme, rather
a set of quantizers is already given by some service provider. Our objective is to optimally decide which quantizer
is to be requested for use at what time instances. Also, we will assume that the costs λi are determined by the
service provider and presented to us a priori. Designing such costs in order to regulate the use of the quantizers is
an equally interesting problem for the service provider that will be addressed elsewhere. We will further assume that
1 Quantization error is also affected by the partition Pi.
Fig. 1. Schematic diagram of the system. The top-right gray block contains the quantizer selector that selects the optimal quantizer at each
time, and the innovation block that produces the innovation signals from the measurements. The down-right gray block contains the set of M
quantizers whose outputs are sent through the communication channel to the controller.
the communication channel between each quantizer and the controller always transmits the quantized information
without any distortion.
The objective is to minimize a performance index that takes into account the quantization cost. Contrary to
the existing literature on quantization-based LQG [7]-[13], in our case there are two decision makers instead of a
single one: one decision-maker (the controller) decides the input ({Ut}t∈N0 ) to apply to the system, and the other
decision-maker (the quantizer-selector) decides the quality and delay of the measurements (quantized state values)
which are transmitted to the controller.
We introduce a new decision variable θit for the quantizer-selector in the following way:
θit =
1, i-th quantizer is used at time t,0, otherwise.
Let us denote the vector θt , [θ1t , θ2t , . . . , θMt ]T ∈ {0, 1}M , that characterizes the decision of the quantizer-selector
at time t. We enforce the quantizer-selector to select only one quantizer at any time instance, and hence for all
t ∈ N0, we have
M∑
i=1
θit = 1. (3)
The measurement(s) arriving to the controller at time t is represented as Oˆt. Note that Oˆt may contain delayed
quantized measurements; also, several measurements may arrive simultaneously at the controller. For example, as
shown in Figure 2, if there are two quantizers with d1 = 1, d2 = 3, and if the second quantizer is selected at
time 0 followed by the selection of first quantizer at times t = 1, 2, then no quantized information arrives at times
t = 0, 1, i.e., Oˆ0 = Oˆ1 = ∅, quantized information about Y1 arrives at time t = 2, i.e., Oˆ2 = {Yˆ1}, and quantized
information about Y0 and Y2 simultaneously arrive at time t = 3, i.e., Oˆ3 = {Yˆ0, Yˆ2}. Thus, Oˆt is a function of
{θ0, . . . , θt} (to be precise, Oˆt is only a function of {θt−di : i = 1, . . . ,M, t− di ≥ 0}). A detailed description
0 1 2 3 4 5 6 7
Oˆ0 = ∅
Oˆ1 = ∅
Oˆ2 = {Yˆ1}
Oˆ3 = {Yˆ0, Yˆ2}
Oˆ4 = ∅
Yˆ0Yˆ1 Yˆ2
Fig. 2. Out-of-order delivery when second quantizer (with delay 3) is selected at times t = 0, 3, 4 and the first quantizer (with delay 1) is
selected for other time instances. The measurements arriving at time t at the controller is Oˆt, i.e., Oˆ0 = Oˆ1 = ∅, Oˆ2 = {Yˆ1}, Oˆ2 = {Yˆ0, Yˆ2},
and so on. In this example, Yˆ1 arrives before Yˆ0 and Yˆ5 arrives before Yˆ4.
of Oˆt will be provided later on. Let us also introduce the sets Yt , {Y0, Y1, · · · , Yt}, Oˆt , {Oˆ0, Oˆ1, · · · , Oˆt}
Ut , {U0, U1, · · · , Ut} and Θt , {θ0, θ1, · · · , θt} to be the measurement history, quantized measurement history
at the controller, control history, and quantization-selection history, respectively. For convenience, we will use the
notation U for UT−1, and likewise, we will use Θ for ΘT−1.
The information available to the controller at time t is Ict = {Oˆt,Ut−1} = Ict−1 ∪{Oˆt, Ut−1} where Ic0 = {Oˆ0}.
It should be noted that Ict depends on Θt through Oˆt. In classical optimal LQG control, the information available to
the controller is not decided by any active decision maker, unlike the situation here. An admissible control strategy
at time t is a measurable function from the Borel σ-field generated by Ict to Rm. Let us denote such strategies by
γut (·) and the space they belong to by Γut . On the other hand, the information available to the quantizer-selector at
time t is Iqt = {Yt, Oˆt−1,Ut−1,Θt−1} = Iqt−1∪{Yt, Oˆt−1, Ut−1, θt−1} where Iq0 = {Y0}. The information Iqt will
be used to generate a signal ξt = f(I
q
t ) that will further be quantized before being transmitted to the controller. If
f(Iqt ) = Yt, then the output itself is quantized. The information I¯
q
t = {Oˆt−1,Θt−1} ⊂ Iqt will be used to decide the
optimal quantizer to quantize ξt. Thus, the admissible strategies for the selection of the quantizers are measurable
functions from the Borel σ-field generated by I¯qt to {0, 1}M . Let us denote such strategies by γθt (·), and the space
they belong to by Γθt . Thus, the entire quantization process is characterized by the following two equations:
ξt =f(I
q
t ), (4a)
θt =γ
θ
t (I¯
q
t ). (4b)
For brevity, we will often use γut instead of γ
u
t (·) or γut (Ict), and γθt in place of γθt (·) or γθt (I¯qt ). Let γΘ denote
the entire sequence {γθ0 , γθ1 , · · · , γθT−1} and let ΓΘ denote the space where γΘ belongs to. Likewise, γU and ΓU
are defined similarly. Let us also define Ic = {Ict}T−1t=0 and Iq = {Iqt}T−1t=0 . The sequence of decision making within
one time instance is then as follows:
Iqt
f,γθt→ {ξt, θt} → Oˆt → Ict
γut→ Ut → Xt+1 → Yt+1 → Iqt+1.
The cost function to be minimized cooperatively by the controller and the quantizer-selector is a finite horizon
quadratic criterion, given as
J(U ,Θ) = E
[
T−1∑
t=0
(XTtQ1Xt + U
T
tRUt + θ
T
tΛ) +X
T
TQ2XT
]
, (5)
where Λ = [λ1, λ2, · · · , λM ]T is the cost for quantization, Q1, Q2  0, R  0, U = γU (Ic) = {γu0 (Ic0), γu1 (Ic1),
· · · , γuT−1(IcT−1)} and Θ = γΘ(I¯q) = {γθ0(I¯q0), γθ1(I¯q1), · · · , γθT−1(I¯qT−1)}. We seek to find the optimal strategies
γU∗ = {γu∗0 , γu∗1 , · · · , γu∗T−1} and γΘ∗ = {γθ∗0 , γθ∗1 , · · · , γθ∗T−1} that minimize (5). We will also rewrite (5) in terms
of γU and γΘ as
J(γU , γΘ) = E
[ T−1∑
t=0
(XTtQ1Xt + U
T
tRUt + θ
T
tΛ) +X
T
TQ2XT
| Ut = γut (Ict), θt = γθt (I¯qt )
]
. (6)
The cost function (6) is affected by the choice of the function f(Iqt ). Solving an estimation problem is intractable
even when ξt = f(I
q
t ) = Yt and there is only one quantizer, let alone the control problem with multiple quantizers;
for example, confer [34], [35], [36], [37] and the references therein. Although a linear quadratic Gaussian system
is considered here, the nonlinearities associated with the quantization process make the problem challenging, since
quantization results in a nonlinear stochastic optimal control problem. To keep our analysis tractable, in this paper,
we will consider
ξt = f(I
q
t ) = Yt − E[Yt|Y0, . . . , Yt−1]
that is, the innovation signal. Quantizing the innovation signal not only makes the problem tractable, but also allows
us to show that a separation principle between control and quantizer-selection is retained. It is well known [38]
that the information contained in the innovation signals {ξ0, . . . , ξt} is the same as the information contained in
the observations {Y0, . . . , Yt}. Therefore, designing an output-feedback controller is equivalent to designing an
innovation-feedback controller. However, after quantization, the information contained in the quantized innovations
is not necessarily the same as the information contained in the quantized outputs. Therefore, in general, it cannot
be claimed that the performance of the optimal output-quantized feedback controller will be the same as that of
the optimal innovation-quantized feedback controller.
In the following, the information Iqt = {Yt, Oˆt−1,Ut−1,Θt−1} will be divided into two parts, namely, {Yt,Ut−1},
which will be used for generating the innovation signals ξt, and I¯
q
t = {Oˆt−1,Θt−1}, which will be used for selecting
the quantizers. Therefore, (4) takes the form
ξt =Yt − E[Yt|Yt−1,Ut−1], (7a)
θt =γ
θ
t (I¯
q
t ) = γ
θ
t ({Oˆt−1,Θt−1}). (7b)
At this point, one may notice that the presence of Ut−1 is redundant in (7a) since Ut is a function of Ict which can
be written as some function (that depends on γut , γ
θ
t , and f ) of Yt.
IV. OPTIMAL CONTROL AND QUANTIZATION SELECTION
In this section we find the optimal γU∗ and γΘ∗ that minimize the cost function (6) amongst all admissible
strategies, that is,
(γU∗, γΘ∗) = arg min
γU∈ΓU ,γΘ∈ΓΘ
J(γU , γΘ). (8)
Before proceeding further to solve (8), let us discuss, in some detail, the input for the quantization process since
it will play a crucial role in the following analysis. Unlike other quantized feedback-based control approaches [11],
[12], we will quantize an innovation signal ξt instead of Yt at time t. The innovation signal ξt can be readily
computed from the measurement history Yt as follows. Let H be a Hilbert space of random variables in Rp having
finite covariances. The observations Y0, Y1, . . . , Yt belong to H, and the σ-field generated by these random variables
is denoted by σ(Yt) = σ(Y0, . . . , Yt). With a slight abuse of notation we will use Yt to denote both the σ-field
σ(Yt) and the set of random variables {Y0, Y1, . . . , Yt}, whenever the context is not ambiguous. These random
variables may not necessarily be orthogonal, i.e., E[YiY Tj ] 6= 0. However, one can construct random variables
ξ0, ξ1, . . . , ξt which are orthogonal and σ(ξ0, . . . , ξt) = σ(Yt). It can be shown that the random variable ξi is of
the form ξi = Yi − E[Yi |Yi−1]; see [38]. In order to prove the orthogonality of ξi, ξj , let us consider i > j (hence
Yi−1 ⊇ Yj), and observe that
E[ξiξ
T
j ] = E
[
E[ξiξ
T
j |Yj ]
]
= E
[
(E[ξi |Yj ]) ξTj
]
= E
[
(E[Yi − E[Yi |Yi−1] |Yj ]) ξTj
]
= E[0ξTj ] = 0.
A. The Innovation Process
The control Ut is a function of the quantized innovations which are not Gaussian random variables. Therefore, the
state Xt and the measurement Yt are no-longer Gaussian random variables under quantized innovation feedback.
Although the innovation signal is a Gaussian random variable for partially observed classical linear-quadratic-
Gaussian systems without quantization, in our case, this may no longer be true since the control is a function of
quantized signals (which are not Gaussian random variable). We therefore need to independently verify whether
the distribution of the innovation signals is Gaussian or not.
It can be verified that the innovation ξt is not affected by the control history Ut−1 although Yt is affected.
Furthermore, the innovation ξt retains its Gaussian distribution where the parameters of this distribution can be
computed offline. This observation is presented in the following proposition.
Proposition 4.1: For all t, ξt is a Gaussian random variable with zero mean and covariance Mt such that
Mt+1 = CΣt+1|tCT + V
Σt+1|t = AΣtAT +W
Σt+1 = Σt+1|t − Σt+1|tCTM−1t+1CΣt+1|t.
Moreover, the sequence of random variables {ξ0, . . . , ξt} is uncorrelated for all t.
Proof: The proof of this proposition is presented in the Appendix.
Proposition 4.1 is equivalent of the following facts:
1) The innovation sequence {ξt}t∈N0 does not depend on the control history Ut−1.
2) The innovation sequence is a Gaussian uncorrelated noise sequence with zero mean and covariance Mt.
3) Since the sequence of random variables {ξt}t∈N0 is uncorrelated and Gaussian, each ξt and ξk are independent
for all k 6= t.
B. Effect of Delay
Let gi(ξt) ∈ Qi denote the quantized version of ξt if the i-th quantizer is selected. Therefore, the quantized
information sent to the controller is
ξˆt =
M∑
i=1
gi(ξt)θ
i
t, (9)
and this information will arrive at the controller at time t+
∑M
i=1 θ
i
tdi. Notice that gi(ξt) ∈ Qi is a random variable,
and hence ξˆt is a random variable taking values in the discrete set ∪Mi=1Qi with P(ξˆt = qij) = P(ξt ∈ Pij).
Since the delays may result in out-of-order delivery of the quantized signal to the controller, it is important that
every quantized signal is time-stamped, i.e., when the controller receives a quantized measurement qˆ at time t, it
should be able to uniquely determine which of the signals {ξ0, . . . , ξt} was quantized to produce this measurement
along with the quantizer that was used. In order to uniquely decode which of the signals {ξ0, . . . , ξt} produced
the data qˆ, the pair (ξˆt, i) will be sent at each time t, where i is the index of the quantizer that was used to
quantize ξt. Consequently, if (qˆ, i) is received at the controller at time t, then it can be immediately inferred that
the i-th quantizer was used and that this signal is delayed by di units, and hence qˆ corresponds to ξt−di . Thus,
(qˆ, i) reveals that θit−di = 1, and qˆ = gi(ξt−di). At any time t, there can be at most M (delayed) measurements
arriving simultaneously. Let us define the set of indexes that are present in Oˆt by
idxt = {i : ∃q ∈ Rp s.t. (q, i) ∈ Oˆt} ⊆ {1, . . . ,M}.
Therefore, θit−di = 1 if i ∈ idxt, otherwise θit−di = 0. It follows that the information arriving at the controller at
time t can be expressed as:
{θ1t−d1 , . . . , θMt−dM } ∪ {ξˆt−di : i ∈ idxt}.
With a slight abuse of notation, the above set is equivalent to:
{θ1t−d1 , . . . , θMt−dM , θ1t−d1 ξˆt−d1 , · · · , θMt−dM ξˆt−dM }.
C. Optimal Control Policy
Let us define the innovation history by Ξt , {ξ0, . . . , ξt} =2 σ(ξ0, . . . , ξt), and the state estimate by
X¯t , E[Xt|Ict ]. (10)
2With slight abuse of notation.
The quantized information available at the controller at time t is Oˆt = {ϑ0,tξˆ0, ϑ1,tξˆ1, · · · , ϑt,tξˆt} ∪tk=0 {θik−di :
i = 1, . . . ,M, k − di ≥ 0}, where ϑk,t is an indicator of whether ξˆk has arrived at the controller by time t or not.
Note that ϑk,t can be represented as
ϑk,t =
M∑
i=0
θik1di≤t−k. (11)
Clearly, if t − k ≥ dM for some k, then the above expression for ϑk,t becomes ϑk,t =
∑M
i=0 θ
i
k = 1 ensuring
that the quantized version of ξk is present at the controller.
Similarly to Oˆt, let us define the set Ot = {ϑ0,tξ0, ϑ1,tξ1, · · · , ϑt,tξt}∪tk=0{θik−di : i = 1, . . . ,M, k ≥ di}, which
contains the innovation signals that were quantized to produce Oˆt and the corresponding indexes of the quantizers
that were used. Due to the construction ofOt, Oˆt does not contain any new information whenOt is given3. Therefore,
we have X¯t = E[Xt|Ict ] = E[Xt|Oˆt,Ut−1] = E[E[Xt|Ot, Oˆt,Ut−1]|Oˆt,Ut−1] = E[E[Xt|Ot,Ut−1]|Oˆt,Ut−1]. In
order to compute X¯t, let us first compute E[Xt|Ot,Ut−1].
Lemma 4.2: For any t,
E[Xt|Ot,Ut−1] = µt +
t∑
k=0
Ψ(t, k)ϑk,tξk +
t−1∑
k=0
At−1−kBUk, (12)
where, for all t ≥ k, the matrices Ψ(t, k) are given by
Ψ(t, k) = At−kΣk|k−1CTM
−1
k , (13)
and µt = Atµ0.
Proof: The proof of this theorem is given in the Appendix.
Let us define ξ¯it , E[ξt|ξˆt, θit = 1]. Based on (3) and (9), we can write
ξ¯it = E[ξt|gi(ξt), θit = 1]
=
`i∑
j=1
1gi(ξt)=qijE[ξt|gi(ξt) = q
i
j , θ
i
t = 1]
=
`i∑
j=1
1gi(ξt)=qijE[ξt|ξt ∈ P
i
j ]
=
`i∑
j=1
1gi(ξt)=qij
∫
Pij
ξPt(dξ|Pij) (14)
where 1a=b is an indicator function that is equal to 1 if and only if a = b, otherwise it equals 0. From Proposition
3Given Ot, one knows the innovation signals whose quantized versions are available at the controller. Moreover, associated with each ξˆk
present at Oˆt, Ot also contains the index (i ∈ {1, . . . ,M}) of the quantizer that was used to quantize ξk .
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Fig. 3. (a): The blue curve denotes the prior distribution Pt(dξ). The partitions Pij for the i-th quantizer is shown as well where Pi2 is
highlighted with the orange block. (b) The posterior distribution (Pt(dξ|Pi2)) of ξt is shown here for the case when the received quantized
measurement ξˆt is qi2 (or equivalently, ξt ∈ Pi2).
4.1, the measure Pt(dξ|Pij) is given by:
Pt(dξ|Pij) =
αte−ξ
TM−1t ξ/2dξ, ξ ∈ Pij ,
0, otherwise,
(15)
(αt)
−1 =
√
(2pi)p det(Mt)P(ξt ∈ Pij),
=
∫
Pij
e−ξ
TM−1t ξ/2dξ. (16)
Therefore, ξ¯it is a random variable taking values in the set {
∫
Pij ξPt(dξ|P
i
j) : j = 1, . . . , `i} and it depends on
the realization of ξt through 1gi(ξt)=qij . The expected value of ξ¯
i
t can be computed as
E[ξ¯it] =
`i∑
j=1
E[1gi(ξt)=qij ]
∫
Pij
ξPt(dξ|Pij)
=
`i∑
j=1
P(ξt ∈ Pij)
∫
Pij
ξPt(dξ|Pij)
=
`i∑
j=1
P(ξt ∈ Pij)E[ξt|ξij ∈ Pij ]
= E[ξt] = 0. (17)
From Proposition 4.1 we have that ξt ∼ N (0,Mt). Since Mt can be computed offline, the prior distribution of
ξt is known to the controller. After receiving the quantized value ξˆt, the controller needs to update the distribution
of ξt. If the quantized value of ξt, after being quantized by the i-th quantizer, is ξˆt = qij , then the controller can
infer ξt ∈ Pij almost surely. This is illustrated in Figure 3.
The entity ξ¯it computes the expected value of ξt given that the i-th quantizer was used in the process of
quantization, and the quantized value is ξˆt ∈ Qi. Now, let us denote
ξ¯t , E[ξt|ξˆt, θt] =
M∑
i=1
θitξ¯
i
t. (18)
From this definition of ξ¯t, along with the constraint
∑M
i=1 θ
i
t = 1, we have that ξ¯t = ξ¯
i
t if and only if the i-th
quantizer was selected at time t. The covariance Ft , E[ξ¯tξ¯Tt ] is computed to be
Ft = E[ξ¯tξ¯
T
t ] =
M∑
i=1
θitE[ξ¯
i
t ξ¯
iT
t ] =
M∑
i=1
θitF
i
t , (19)
and
F it = E[ξ¯
i
t ξ¯
iT
t ] =
`i∑
j=1
P(ξt ∈ Pij)E[ξt|ξt ∈ Pij ]E[ξt|ξt ∈ Pij ]T. (20)
Therefore, the covariance Ft depends on the choice of the quantizer selected (θt) at time t, and it will explicitly
be represented as Ft(θt).
Let us also define the error
ξ˜t , ξt − ξ¯t, (21)
and the covariance of this error to be
Mt , E[ξ˜tξ˜Tt ]. (22)
Therefore, by (18) and using the law of total expectation, it follows that E[ξtξ¯Tt ] = E[E[ξtξ¯
T
t |ξˆt, θt]] = E[E[ξt|ξˆt, θt]ξ¯Tt ] =
E[ξ¯tξ¯
T
t ], and hence
Mt =E
[
ξtξ
T
t − ξtξ¯Tt − ξ¯tξTt + ξ¯tξ¯Tt
]
=E[ξtξ
T
t ]− E[ξ¯tξ¯Tt ]
=Mt − Ft(θt). (23)
Therefore, Mt is a function of θt, and it will be denoted as Mt(θt).
At this point, recall from Proposition 4.1 and the discussion thereafter that {ξt}t∈N0 is a sequence of uncorrelated
zero-mean Gaussian noises (hence ξk, ξ` independent for k 6= `), and {ξˆt}t∈N0 is the corresponding sequence of
the quantized version of {ξt}t∈N0 . Therefore, ξk and ξˆ` are independent for all k 6= `. Therefore,
E[ξk|Oˆt] =
E[ξk|ξˆk, θk], if ξˆk ∈ Oˆt,E[ξk], otherwise.
Thus, we can write compactly, E[ξk|Oˆt] = ϑk,tE[ξk|ξˆk, θk] = ϑk,tξ¯k. From this observation, and using Lemma 4.2,
we are ready to compute X¯t.
Lemma 4.3: For any t, X¯t = E[Xt|Ict ] is given by,
X¯t = µt +
t∑
k=0
Ψ(t, k)ϑk,tξ¯k +
t−1∑
k=0
At−1−kBUk. (24)
Proof: Notice that, given {Ot,Ut−1}, there is no extra information in {Oˆt,Ut−1}. Therefore,
E[Xt|Ict ] =E[E[Xt|Oˆt,Ut−1,Ot]|Ict ]
=E[E[Xt|Ot,Ut−1]|Ict ].
Using Lemma 4.2 to substitute the expression for E[Xt|Ot,Ut−1], we obtain
E[Xt|Ict ] =µt +
t∑
k=0
Ψ(t, k)ϑk,tE[ξk|Oˆt] +
t−1∑
k=0
At−1−kBUk.
Since {ξt}t∈N0 is a sequence of independent random variables, ξˆt does not contain information about ξk for all
k 6= t. Therefore, if ξˆk is present in Oˆt (i.e., ϑk,t = 1) then E[ξk|Oˆt] = E[ξk|ξˆk, θk] = ξ¯k, otherwise E[ξk|Oˆt] = 0.
Thus,
E[Xt|Ict ] =µt +
t∑
k=0
Ψ(t, k)ϑk,tξ¯k +
t−1∑
k=0
At−1−kBUk.
This completes the proof.
Let us define the errors ∆t , Xt − E[Xt|Ot,Ut−1] and et , Xt − X¯t. It follows that
et = ∆t +
t∑
k=0
Ψ(t, k)ϑk,tξ˜k, (25)
where ξ˜t = ξt − ξ¯t is defined in (21). Using the expression of E[Xt|Ot,Ut−1] from Lemma 4.2, the error ∆t can
also be expressed as
∆t =Xt − E[Xt|Ot,Ut−1]
=AtX0 +
t−1∑
k=0
At−1−k(BUk +Wk)
− µt −
t∑
k=0
Ψ(t, k)ϑk,tξk −
t−1∑
k=0
At−1−kBUk
=AtW−1 +
t−1∑
k=0
At−1−kWk −
t∑
k=0
Ψ(t, k)ϑk,tξk, (26)
where we have used X0 = µ0 + W−1 and µt = Atµ0. The covariance of ∆t has the form given in Lemma 4.4
below.
Lemma 4.4: For all t ∈ N0,
E[∆t∆
T
t] =Σt +
t∑
k=0
(1− ϑk,t)Ψ(t, k)MkΨ(t, k)T.
Proof: The proof is given in the Appendix.
At this point we are ready to return to the cost function (6) and find the optimal controller and the optimal
quantizer selection policies.
Associated with the cost function (6), let us define the value function as follows:
Vk = min
{γut }T−1t=k ,{γθt }T−1t=k
E
[ T−1∑
t=k
(XTtQ1Xt + U
T
tRUt + θ
T
tΛ)
+XTTQ2XT
∣∣ Ut = γut (Ict), θt = γθt (I¯qt ),
t = k, · · · , T − 1
]
, (27a)
VT =E[X
T
TQ2XT ]. (27b)
By the optimality principle,
Vk = min
γuk∈Γuk ,γθk∈Γθk
E
[
(XTkQ1Xk + U
T
kRUk + θ
T
kΛ)
+ Vk+1
∣∣ Uk = γuk (Ick), θk = γθk(I¯qk)]. (28)
If γu∗k and γ
θ∗
k minimize the right-hand-side of (28), then the optimal strategies are U
∗
k = γ
u∗
k (I
c
k) and θ
∗
k =
γθ∗k (I¯
q
k). From (27), we also have that
min
γU∈ΓU ,γΘ∈ΓΘ
J(γU , γΘ) = E[V0]. (29)
In order to maintain notational brevity in the subsequent analysis, we will write Vk as follows:
Vk = min
γuk ,γ
θ
k
E
[
(XTkQ1Xk + U
T
kRUk + θ
T
kΛ) + Vk+1
]
,
where Uk and θk are implicitly assumed to be of the form Uk = γuk (I
c
k), θk = γ
θ
k(I¯
q
k) for some γ
u
k ∈ Γuk and
γθk ∈ Γθk. The following Theorem characterizes the optimal policy γu∗k (·) for all k = 0, 1, . . . , T − 1.
Theorem 4.5 (Optimal Control Policy): Given the information Ick to the controller at time k, the optimal control
policy γu∗k : I
c
k → Rm that minimizes the right-hand-side of (28) has the following structure
U∗k = γ
u∗
k (I
c
k) = −LkE[Xk|Ick], (30)
where for all k = 0, 1, . . . , T − 1, Lk and Pk are obtained by
Lk = (R+B
TPk+1B)
−1BTPk+1A, (31a)
Pk = Q1 +A
TPk+1A− LTk(R+BTPk+1B)Lk, (31b)
PT = Q2. (31c)
Proof: The proof of this theorem is based on the dynamic programming principle. Specifically, if there exist
value functions Vk for all k = 0, 1, . . . , T that satisfy (28), then the optimal control U∗k and the optimal quantizer
selection θ∗k are obtained by the policies γ
u∗
k and γ
θ∗
k that minimize (28).
Let us assume that the value function at time k = 0, 1, . . . , T − 1 is of the form:
Vk = E[X
T
kPkXk] + Ck + rk, (32)
where Pk is as in (31b), and, for all k = 0, 1, . . . , T − 1,
Ck = min
{γθt }T−1t=k
E
[
T−1∑
t=k
eTtNtet + θ
T
tΛ
]
, (33)
where Nk ∈ Rn×n and rk ∈ R are given by
Nk =L
T
k(R+B
TPk+1B)Lk, (34a)
rk =rk+1 + tr(Pk+1W), (34b)
rT =0. (34c)
Equation (33) can be re-written as
Ck = min
γθk
E [eTkNkek + θ
T
kΛ + Ck+1] .
Next, we verify that VT−1 is of the form (32). Note that
VT−1 = min
γuT−1,γ
θ
T−1
E
[
XTT−1Q1XT−1 + U
T
T−1RUT−1 + θ
T
T−1Λ +X
T
TPTXT
]
. (35)
Substituting the equation XT = AXT−1 +BUT−1 +WT−1, and after some simplifications, yields
VT−1 = min
γuT−1,γ
θ
T−1
E
[
‖UT−1 + LT−1XT−1‖2(R+BTPTB) +XTT−1PT−1XT−1 + θTT−1Λ + tr(PTW)
]
,
where ‖ · ‖2K denotes a weighted norm with K being the weight matrix. In the previous expression, ‖UT−1 +
LT−1XT−1‖2(R+BTPTB) is the only term that depends on UT−1. Therefore, we seek γuT−1 : IcT−1 → Rm that
minimizes the mean-square error E
[
‖UT−1 + LT−1XT−1‖2(R+BTPTB)
]
. Thus, UT−1 is a minimum mean squared
estimate of −LT−1XT−1 based on the σ-field generated by IcT−1. Hence from Lemma 2.1,
U∗T−1 = γ
u∗
T−1(I
c
T−1) = −LT−1E[XT−1|IcT−1] (36)
= −LT−1X¯T−1.
After substituting the optimal U∗T−1 in (35), we obtain
VT−1 = min
γθT−1
Ex
[
‖XT−1 − X¯T−1‖2NT−1 + θTT−1Λ + tr(PTW) +XTT−1PT−1XT−1
]
.
The above expression of VT−1 can be rewritten as follows
VT−1 = min
γθT−1
[
eTT−1NT−1eT−1 + θ
T
T−1Λ
]
+ E[XTT−1PT−1XT−1] + tr(PTW).
Therefore, using the definitions of CT−1 and rT−1 from (33) and (34b), we obtain
VT−1 = E[XTT−1PT−1XT−1] + CT−1 + rT−1.
Thus, VT−1 is of the form (32). Let us now assume that (32) is true for some k + 1. Then
Vk = min
γuk ,γ
θ
k
E
[
(XTkQ1Xk + U
T
kRUk + θ
T
kΛ) + Vk+1
]
= min
γuk ,γ
θ
k
E
[
(XTkQ1Xk + U
T
kRUk + θ
T
kΛ) +X
T
k+1Pk+1Xk+1 + rk+1 + Ck+1
]
.
Using (1), and after some simplifications, it follows that
Vk = min
γuk ,γ
θ
k
E
[
‖Uk + LkXk‖2(R+BTPk+1B) +XTkPkXk + θTkΛ + tr(Pk+1W) + rk+1 + Ck+1
]
. (37)
One may notice from (25) and (26) that ek does not depend on the past control history Uk and it is solely
characterized by Θk. Thus, Ck does not depend on the control history Uk. Furthermore, from (34a),(34b) and (31b),
one can notice that Nk, rk and Nk do not depend on the past (or future) decisions on the control or quantizer-
selection. Therefore, ‖Uk +LkXk‖2(R+BTPk+1B) is the only term in Vk that depends on Uk. Using Lemma 2.1, the
optimal Ick-measurable control U
∗
k that minimizes E
[
‖Uk + LkXk‖2(R+BTPk+1B)
]
is given by
U∗k = γ
u∗
k (I
c
k) = −LkE [Xk|Ick] = −LkX¯k. (38)
After substituting the optimal control in (37), we obtain
Vk =E[X
T
kPkXk] + min
γθk
Ex
[
eTk(L
T
k(R+B
TPk+1B)Lk)ek + θ
T
kΛ + Ck+1
]
+ tr(Pk+1W) + rk+1
=E[XTkPkXk] + min
γθk
E
[
eTkNkek + θ
T
kΛ + Ck+1
]
+ rk
=E[XTkPkXk] + Ck + rk.
Thus, the value function is indeed of the form (32), and hence, the optimal control at time k = 0, 1, · · · , T − 1 is
given by (38).
Remark 4.6: From Theorem 4.5, the optimal control is linear in X¯k. The optimal gain −Lk can be computed
offline without the knowledge of γΘ∗. The effect of γΘ∗ on γU∗ is through the term X¯k, which can be computed
online using (24).
From (32), we have
V0 = E[X
T
0P0X0] + C0 + r0.
Thus,
min
γU∈ΓU ,γΘ∈ΓΘ
J(γU , γΘ) =E[V0] = tr(P0(Σx + µ0µT0)) + r0 + C0,
where, from (33), C0 can be written as
C0 = min
{γθt }T−1t=0
E
[
T−1∑
t=0
eTtNtet + θ
T
tΛ
]
. (39)
Notice that the effect of the quantizer-selection policy γΘ is reflected through the term C0. The optimal quantizer
selection policy can thus be found by performing the minimization associated with C0 as represented in (39).
D. Optimal Quantizer Selection Policy
In this section, we study the optimal quantizer-selection policy γΘ∗ which can be found by solving (39). From
the definition of ∆t in (26), E[∆t|Ot] = E[X|Ot] − E[E[Xt|Ot,Ut−1]|Ot] = E[X|Ot] − E[X|Ot] = 0. Therefore,
from (25) and using the fact that E[∆TtΨ(t, k)ϑk,tξ˜k|Ot] = E[∆t|Ot]TΨ(t, k)ϑk,tξ˜k = 0, we can write
E[eTtNtet] =E[‖∆t +
t∑
k=0
Ψ(t, k)ϑk,tξ˜k‖2Nt ]
=E
[
E
[
‖∆t +
t∑
k=0
Ψ(t, k)ϑk,tξ˜k‖2Nt |Ot
]]
=E[∆TtNt∆t] +
t∑
k=0
ϑk,tE[ξ˜
T
kΨ(t, k)
TNtΨ(t, k)ξ˜k]
=E[∆TtNt∆t] +
t∑
k=0
ϑk,ttr(N˜k,tMk(θk))
where
N˜k,t = Ψ(t, k)
TNtΨ(t, k). (40)
Using Lemma 4.4 we have
E[eTtNtet] =tr(ΣtNt) +
t∑
k=0
ϑk,ttr(N˜k,tMk(θk)) +
t∑
k=0
(1− ϑk,t)tr(NtΨ(t, k)MkΨ(t, k)T)
=tr(ΣtNt) +
t∑
k=0
ϑk,ttr(N˜k,tMk(θk)) +
t∑
k=0
(1− ϑk,t)tr(N˜k,tMk)
=tr(ΣtNt) +
t∑
k=0
tr(N˜k,tMk)−
t∑
k=0
ϑk,ttr(N˜k,tFk(θk)).
Therefore, the cost C0 can be expressed as
C0 =
T−1∑
t=0
(
tr(ΣtNt) +
t∑
k=0
tr(N˜k,tMk)
)
+ min
{γθt }T−1t=0
[
T−1∑
t=0
tr (Πt(Θ)Ft(θt)) + θ
T
tλ
]
, (41)
where
Πt(Θ) =−
T−1∑
`=t
ϑt,`N˜t,`. (42)
The optimal quantizer selection policy can be found by solving the Mixed-Integer-Nonlinear-Program (MINP)
in (41) with respect to the (boolean) variables {θik}i=M,k=T−1i=1,k=0 .
At this point it may appear that the expression
∑T−1
t=0 tr(Πt(Θ)Ft(θt)) in (41) is a nonlinear function of Θ.
However, we shall show that after some simplifications, it can be written as a linear function of Θ. By expressing
(41) as a linear function of Θ, we can recast (41) as a Mixed-Integer-Linear-Programming (MILP), which further
can be solved efficiently using existing off-the-shelf solvers [39].
Let us construct a matrix Φ ∈ RT×M as follows: for all i = 0, . . . , T − 1 and j = 1, . . . ,M , let
[Φ]ij =
1, if i ≥ dj ,0, otherwise, (43)
where [Φ]ij is the ij-th component of Φ matrix. It directly follows from the definition of Φ that 1dj≤t−k = [Φ]t−k,j .
Consequently, we can express (11) as
ϑk,t =
M∑
i=1
θik[Φ]t−k,i.
Therefore, Πt(Θ) in (42) can be rewritten as Πt(Θ) = −
∑T−1
`=t
∑M
i=1 θ
i
t[Φ]`−t,iN˜t,`. Also, from (19), we have
that Ft(θt) =
∑M
i=1 θ
i
tF
i
t . Thus,
tr(Πt(Θ)Ft(θt)) = −tr
(
M∑
i=1
(θit
T−1∑
`=t
[Φ]`−t,iN˜t,`)Ft(θt)
)
=− tr
( M∑
i=1
(
θit
T−1∑
`=t
[Φ]`−t,iN˜t,`
)) M∑
j=1
θjtF
i
t

(a)
= − tr
(
M∑
i=1
(
θit
(
T−1∑
`=t
[Φ]`−t,iN˜t,`
)
F it
))
= −
M∑
i=1
θikβ
i
k,
where βit = tr
((∑T−1
`=t [Φ]`−t,iN˜t,`
)
F it
)
and (a) follows from the fact θitθ
j
t = 0 if i 6= j. Note that the coefficients
βit can be computed offline.
From the previous derivation, we arrive at the following MILP whose solution provides the optimal quantizer
selection strategy for all time t = 0, . . . , T − 1.
Proposition 4.7: The optimal quantizer selection strategy is found by solving the following Mixed-Integer-Linear-
Program
min
Θ
T−1∑
t=0
cTtθt, (44a)
s.t. θit ∈ {0, 1}, t = 0, . . . , T − 1, i = 1, . . . ,M, (44b)
M∑
i=1
θit = 1, t = 0, . . . , T − 1, (44c)
where ct = [c1t , . . . , c
M
t ]
T and cit = λi − βit .
Notice that in (44) there is no constraint coupling θk and θ`, and the cost function in (44) is also decoupled
in θk and θ` for all k 6= ` ∈ 0, . . . , T − 1. Therefore, the optimal θt at time t can be found by minimizing cTtθt
subject to the constraint
∑M
i=1 θ
i
t = 1. Thus, the optimal quantizer selection strategy for this problem turns out to
be remarkably simple: if i∗ =arg min
i=1,...,M
{c1t , . . . , cMt }, then the optimal strategy is to use the i∗-th quantizer4 such
that
γθ∗t = θ
∗
t = [1i∗=1, . . . , 1i∗=M ]
T.
This result is summarized in the following theorem.
Theorem 4.8 (Optimal Quantizer Selection): At time t, the j-th quantizer is optimal if and only if
cjt = min{c1t , . . . , cMt },
where, for all i = 1, . . . ,M ,
cit = λi − tr
((
T−1∑
`=t
[Φ]`−t,iN˜t,`
)
F it
)
.
and N˜t,`, [Φ]`−t,i and F it are defined in equation (40), (43) and (20) respectively.
The following remark is immediate from Theorem 4.8.
Remark 4.9: The optimal strategy for selecting the quantizers can be computed offline. This requires an offline
computation of N˜t,` and F it , but it does not require knowledge of the optimal control strategy.
E. Discussion and Remarks
Let us now delve into the cost function cTtθt to discuss how the three factors, namely, the cost of quantization,
the quantization resolution, and the delay, affect the cost function. The coefficients cit which determine the optimal
quantizer selection strategy at time t have two components, namely, λi, and βit , where λi is the cost for using the i-th
quantizer, and βit captures the trade-off between quantization quality and the associated delays. Let us discuss each
4In case there exists multiple minimizers for argmin
i=1,...,M
{c1t , . . . , cMt }, one of these minimizers can be chosen randomly without affecting the
optimality.
of these two terms in greater detail. First, cit being proportional to the cost λi, reflects that lower quantization cost
is desirable. The quantity βit is arguably more interesting. Note that β
i
t is of the form tr(G
i
tF
i
t ), where for all i, G
i
t
is a positive (semi)-definite matrix whose expression can be easily identified from the expression of βit . Moreover,
since 1 ≥ [Φ]i,1 ≥ [Φ]i,2 ≥ . . . ≥ [Φ]i,M ≥ 0 for all i = 0, . . . , T −1, we have G1t  G2t  . . .  GMt . On the other
hand, by using the i-th quantizer, the reduction in uncertainty covariance is F it . By uncertainty convariance we
mean the following: Before the arrival of any measurement (ξˆt), ξt is a Gaussian distributed random variable with
covariance Mt. Once a quantized version (ξˆt) of ξt arrives at the controller, the controller receives information on
the realization of the random variable ξt. Specifically, at this point, the controller knows in which of the Pij ⊂ Rp
the random variable ξt belongs to. Therefore, the posterior distribution of ξt changes after receiving ξˆt, and the
difference between the covariance of this posterior distribution and the prior distribution is F it if the i-th quantizer
is used. Needless to say, had there been a quantizer which could ensure ξˆt = ξt, i.e., no loss during quantization
for every realization of ξt, then the reduction in convariance is exactly Mt and the posterior distribution of ξt at
the controller is a Dirac measure around ξˆt. Use of quantized measurements is similar as operating somewhere
inbetween open-loop and closed-loop control. In open-loop, no measurement is sent, and in closed-loop, the exact
measurement is sent without any distortion. By means of quantization, the controller receives something but not
everything. Furthermore, since βit ≥ 0 and since it appears with a negative sign in the cost function, it is clearly
desirable to choose a quantizer that would maximize βit . The matrix F
i
t directly reflects how much reduction
in covariance will occur if the i-th quantizer is used. The matrix Git, on the other hand, incorporates the delay
associated with the i-th quantizer. As i is increased from 1 to M , Git tries to decrease tr(G
i
tF
i
t ), reflecting the
fact that smaller delay is preferable. However, as i is varied, F it shows the variation in covariance reduction. For
example, if reduction in covariance increases with the increase in `i, then F it is attempting to increase tr(G
i
tF
i
t )
as i is varied from 1 to M . Thus, there is a dual behavior between F it and G
i
t as i changes, and this duality is
captured by the parameters of the channel and quantizers, namely, Pi, `i, and the delay di (or equivalently channel
bit-rate rb).
We conclude this section with a few more remarks.
Remark 4.10: The cost function in (44) resembles the component
∑T−1
t=0 Λ
Tθt in (6) except that all the state and
control costs are absorbed in the coefficients cit. Here c
i
t can be viewed as the adjusted cost for operating the i-th
quantizer at time t, and the adjustment factor is βit which can be computed offline.
Remark 4.11: This approach allows for the case when the set of available quantizers contains a quantizer Q0
with only one quantization level, i.e., `0 = 1, P0 = {P01 = Rp}, and quantization cost λ0 = 0. This quantizer
produces the same quantized output for every input signal, hence, providing the option to remain open-loop. For
such a quantizer, it can be verified from (20) that F 0t = 0 for all t. Therefore, c
0
t = λ0 − β0t = 0 for all t, and
selection of this quantizer at any time t reflects the fact that it is optimal not to send any information to the controller
at that time. If the quantization costs are very high λi  1 5, the optimal choice of the quantizers would be Q0, and
hence, the controller will not be receiving any information, which in principle, is equivalent to open-loop control.
5Or, the quantization cost if higher than the reward of using quantization, i.e. λi > βit for all t.
V. SPECIAL CASES
In this section we consider two special cases, namely: (i) constant-delay case, and (ii) full observation case.
A. Constant-Delay
In this section we consider the case where d1 = d2 = . . . = dM = d, i.e., the delay induced by each quantizer is
same. Intuitively, since the delay is not affected by the choice of the quantizer, then the quantizer selection problem
should reduce to a trade-off between the quantization cost and the quality of quantization. To see this, let us first
note that [Φ]i,1 = . . . = [Φ]i,M = 1i≥d for all i = 0, . . . , T − 1. Therefore,
βit =tr
((
T−1∑
`=t
[Φ]`−t,iN˜t,`
)
F it
)
=tr
((
T−1∑
`=t
1`−t≥dN˜t,`
)
F it
)
= tr
((
T−1∑
`=t+d
N˜t,`
)
F it
)
=tr
(
H(t, d)F it
)
,
where H(t, d) =
∑T−1
`=t+d N˜t,`  0. Thus, for fixed t and d, whether the i-th quantizer is optimal at time t is
determined by F it as the effect of delay is same for all the quantizers.
Also notice that H(t, d) = 0 for all t ≥ T − d, and hence βit = 0. Therefore, the optimal selection for the
quantizers for t ≥ T −d would be the one with the lowest λi. This is due to the fact that the quantized information
ξT−d, ξT−d+1, . . . will not arrive at the controller before time T − 1, and hence these quantized measurements
would be of no use to the controller. Therefore, the quality of the quantization for time T −d onwards is immaterial
to the controller, and hence the lowest cost quantizer would be the optimal.
B. Full Observation
For the full observation case we substitute V = 0 and C = I in the analysis presented above. As a direct
consequence, one can verify that, for all t,
ξt = Wt−1.
Therefore {ξt ∼ N (0,W)}t∈N0 are i.i.d signals, and consequently the matrices F it given in (19) will be time
invariant, i.e., F i1 = . . . = F
i
T , F i.
For all t ∈ N0, Σt = 0, Σt+1|t = Mt+1 =W . This also implies that, for all t ≥ k,
Ψ(t, k) = At−k, and N˜k,t = At−k
T
NtA
t−k.
Therefore, the state estimate can be written as
X˜t =µt +
t∑
k=0
Ψ(t, k)ϑk,tξ¯k +
t−1∑
k=0
At−1−kBUk
=Atµ0 +
t∑
k=0
At−kϑk,tξ¯k +
t−1∑
k=0
At−1−kBUk
=AX˜t−1 +BUt−1 + ϑt,tξ¯t +
t−1∑
k=0
At−k(ϑk,t − ϑk,t−1)ξ¯k. (45)
The expression for βit is now given by:
βit =tr
((
T−1∑
`=t
[Φ]`−t,iN˜t,`
)
F it
)
=tr
((
T−1∑
`=t+di
A`−t
T
N`A
`−t
)
F i
)
.
Let us define a symmetric matrix Υt as follows
Υt =A
TΥt+1A+Nt,
ΥT =0,
which allows us to rewrite βit = tr(Υmin{t+di,T}F
i), and βit = 0 for all t ≥ T − di.
Under the assumption of constant delay, i.e., d1 = . . . = dM = d, we obtain βit = tr(Υmin{t+d,T}F
i).
Furthermore, ϑk,t = 1 if and only if t− k ≥ d, otherwise ϑk,t = 0. This implies from (45) that, for all t ∈ N0,
X¯t =
AX¯t−1 +BUt−1 +Adξ¯t−d, if t ≥ d,AX¯t−1 +BUt−1, otherwise. (46)
VI. NUMERICAL EXAMPLES
In this section, we illustrate our theory on the following system.
Xt+1 =
[
1.01 0.5
0 1.1
]
Xt +
[
0.1 0
0 0.15
]
Ut +Wt, (47a)
Yt =
[
1 0
1 1
]
Xt + νt, (47b)
where X0 ∼ N (0, I), Wt ∼ N (0, 12I), and νt ∼ N (0, 14I). The control cost has parameters Q = Qf = R = 12I ,
and the time horizon was set to T = 50.
The simulation was performed with a scenario of three quantizers (Q1,Q2,Q3) where Qi has 2i number of
quantization levels. The partitions associated with the quantizers are P1 = {R+ × R,R<0 × R}, P2 = {R+ ×
R+, R+×R<0, R<0×R+,R<0×R<0} and P3 = {[0, 1)×R+, [1,∞)×R+, [0, 1)×R<0, [1,∞)×R<0, [−1, 0)×
R+, (−∞,−1) × R+, [−1, 0) × R<0, (−∞,−1) × R<0}. The costs associated with the quantizers are Λ =
[100, 200, 300]T. We consider two scenarios where the channel bit rates are rb = 1 and rb = 3. The scenario rb = 1
implies that the delays associated with the quantizers are 1, 2, and 3 respectively. Under these conditions the optimal
selections for the quantizers are plotted in Figures 4 and 5 respectively. Although Figures 4 and 5 portray similar
behavior, there are minor differences in the optimal selection of the quantizers due to the delays. For example, from
Figures 4 and 5, one notices that at t = 37, Q3 is optimal when rb = 3, whereas Q2 is optimal when rb = 1. The
reason behind this is the fact that the quantized output of both Q3 and Q2 will arrive with same delay when rb = 3,
whereas the quantized output of Q3 will reach later than that of Q2 when rb = 1, although Q3 will produce a better
quantized output than Q2. At this particular instance, it turned out to have coarser measurement faster than finer
measurement with more delayed. Thus, this example also reflects the combined (dual) effect of the quantization
resolution and the associated delays in the optimal choice of the quantizers.
Fig. 4. Optimal selection of the quantizers over time for rb = 1.
Fig. 5. Optimal selection of the quantizers over time for rb = 3.
The same example is considered when νt = 0 for all t, i.e., a perfect state feedback scenario. The optimal
selections for the quantizers are plotted in Figures 6 and 7 respectively. In the perfect observation case, the system
Fig. 6. Optimal selection of the quantizers under perfect observation for rb = 1.
is not as keen in using the finest resolution quantization as it was for noisy observation case.
VII. CONCLUSIONS
In this work, we have considered a quantization-based partially-observed LQG problem with a positive quanti-
zation cost. The problem is to choose an optimal quantizer among a set of available quantizers that minimizes the
Fig. 7. Optimal selection of the quantizers under perfect observation for rb = 3.
combined cost of quantization and control performance. The number of bits required to represent the quantized
value increases as the quantization resolution gets better, and hence the delay transmitting the measurement also
increases. We illustrate how the quality of quantization and delay together emerge in the cost function and we
demonstrate their dual role in the optimal solution.
We have shown that the optimal controller exhibits a separation principle and it has a linear relationship with
the estimate of the state. The optimal gains for the controller are found by solving the classical Riccati equation
associated with the LQG problem. We have also shown that the optimal selection of the quantizers can be found by
solving a linear program that can be solved offline independently. Furthermore, the special cases of full observation
and constant delay are also discussed. The possibility of the system to remain open-loop at time t by not sending
any quantized information, is discussed as well in Remark 4.11.
The analysis of this paper relies on the idea of quantization of the innovation signal. As a future work it would
be interesting to extend the similar idea beyond LQG systems.
APPENDIX
A. Proof of Proposition 4.1
Let us consider a state-process Xnewt and an observation-process Y
new
t as follows
Xnewt = Xt −
t−1∑
k=0
At−1−kBUk −Atµ0, (48a)
Y newt = CX
new
t + Vt. (48b)
It follows that
Xnewt+1 = AX
new
t +Wt, (49a)
Y newt = CX
new
t + Vt, (49b)
Xnew0 = X0 − µ0 = W−1 ∼ N (0,Σx). (49c)
Here Xnewt is the process associated with Xt, which is independent of the control strategy. Using this definition
of Xnewt and Y
new
t , we have Xt = X
new
t + ϕ(t,Ut−1) and Yt = Y newt + Cϕ(t,Ut−1) where ϕ(t,Ut−1) =
∑t−1
k=0A
t−1−kBUk +Atµ0. Therefore, the information sets (Yt−1,Ut−1) and (Y new0 , . . . , Y newt−1 ,Ut−1) are equiva-
lent, i.e., one can be constructed from the other.
The innovation process associated with system (49) is given by
ξnewt = Y
new
t − E[Y newt |Y new0 , . . . , Y newt−1 ].
Since ξt is the innovation process associated with the system (1), it can be shown that ξnewt = ξt for all t. In order
to prove this statement, notice that
ξt =Yt − E[Yt|Yt−1,Ut−1]
=Y newt + Cϕ(t,Ut−1)− E[Y newt |Yt−1,Ut−1]− E[Cϕ(t,Ut−1)|Yt−1,Ut−1]
=Y newt − E[Y newt |Y new0 , . . . , Y newt−1 ,Ut−1]
=Y newt − E[Y newt |Y new0 , . . . , Y newt−1 ] = ξnewt .
Thus, ξt does not depend on the control history Ut−1.
The standard results of Kalman filtering hold for the process Xnewt with observation Y
new
t . It follows that
{ξnewt }t∈N0 is a sequence of uncorrelated Gaussian noises. Thus, using standard Kalman filtering theory, we define
enewt =X
new
t − E[Xnewt |Y new0 , . . . , Y newt−1 ], (50a)
∆newt =X
new
t − E[Xnewt |Y new0 , . . . , Y newt ], (50b)
Σt|t−1 =E[enewt e
new
t
T], (50c)
Σt =E[∆
new
t ∆
new
t
T]. (50d)
Moreover,
E[Xnewt |Y new0 , . . . , Y newt ] = E[Xnewt |Y new0 , . . . , Y newt−1 ] +Ktξnewt ,
where Kt is the Kalman gain at time t. Thus, ∆newt = e
new
t − Ktξnewt = (I − KtC)enewt − KtVt. The initial
conditions are enew0 = X
new
0 ∼ N (0,Σx) and Σ0|−1 = Σx. Therefore, E[ξnewt ] = 0 and Mt,Σt|t−1 and Σt satisfy
Mt =E[(Ce
new
t + Vt)(Ce
new
t + Vt)
T]
=CΣt|t−1CT + V,
Σt|t−1 =E[enewt e
new
t
T]
=E[(A∆newt−1 +Wt−1)(A∆
new
t−1 +Wt−1)
T]
=AΣt−1AT +W,
Σt =E[(I −KtC)enewt enewt T(I −KtC)T] +KtCVCTKTt
=(I −KtC)Σt|t−1(I −KtC)T +KtVKTt
=Σt|t−1 − Σt|t−1CTM−1t CΣt|t−1,
where Kt = Σt|t−1CTM
−1
t is the Kalman gain. This concludes the proof. 
B. Proof of Lemma 4.2
Note that the information contained in (Yt,Ut−1) is the same as the information contained in (Ξt,Ut−1), where
Ξt = {ξ0, . . . , ξt}. Therefore,
E[Xt|Yt,Ut−1] =E[Xt|Ξt,Ut−1]
=E[Xnewt |Ξt,Ut−1] +
t−1∑
k=0
At−1−kBUk +Atµ0
=E[Xnewt |Ξnewt ] +
t−1∑
k=0
At−1−kBUk +Atµ0,
where Ξnewt = {ξnewt }t∈N0 = {ξt}t∈N0 = Ξt. From the theory of Kalman filtering, it follows that
E[Xnewt |Ξnewt ] =E[Xnewt |Ξnewt−1 ] +Ktξnewt
=AE[Xnewt−1 |Ξnewt−1 ] +Ktξnewt ,
since Wt−1 is independent of Ξnewt−1 . We need to show that
E[Xnewt |Ξnewt ] =
t∑
k=0
Ψ(t, k)ξnewk . (51)
for some Ψ(t, k). We show this by induction. To this end, notice that (51) is true for t = 0 with Ψ(0, 0) =
(CΣ0C
T + V)−1CΣ0. Next, if (51) is true for t = τ , then we have that, for t = τ + 1,
E[Xnewτ+1|Ξnewτ+1] =AE[Xnewτ |Ξnewτ ] +Kτ+1ξnewτ+1
=A
τ∑
k=0
Ψ(τ, k)ξnewk +Kτ+1ξ
new
τ+1
=
τ+1∑
k=0
Ψ(τ + 1, k)ξnewk ,
where Kτ+1 is the Kalman gain at time τ + 1, Ψ(τ + 1, k) = AΨ(τ, k) for all k = 0, . . . , τ , and Ψ(τ + 1, τ + 1) =
Kτ+1. Therefore, for all t ≥ k, Ψ(t, k) = At−kKk = At−kΣk|k−1CTM−1k , and
E[Xt|Yt,Ut−1] =E[Xnewt |Ξnewt ] +
t−1∑
k=0
At−1−kBUk +Atµ0
=
t∑
k=0
Ψ(t, k)ξnewk +
t−1∑
k=0
At−1−kBUk +Atµ0
=
t∑
k=0
Ψ(t, k)ξk +
t−1∑
k=0
At−1−kBUk + µt,
where µt = Atµ0. The set Ot may not contain all the elements of Ξt due to delays. In fact, for k ≤ t, we have
that ξk ∈ Ot if and only if ϑk,t = 1. Since ξk and ξt are independent for t 6= k, we have
E[ξk|Ot] =
ξk, if ξk ∈ Ot,0, otherwise.
Therefore, we can write E[ξk|Ot] = ϑk,tξk. Thus,
E[Xt|Ot,Ut−1] =E[E[Xt|Ξt,Ut−1]|Ot,Ut−1]
=E
[
t∑
k=0
Ψ(t, k)ξk|Ot,Ut−1
]
+
t−1∑
k=0
At−1−kBUk + µt
=
t∑
k=0
Ψ(t, k)ϑk,tξk +
t−1∑
k=0
At−1−kBUk + µt.

C. Proof of Lemma 4.4
Notice that ∆t = Xnewt −
∑t
k=0 Ψ(t, k)ϑk,tξk. Therefore,
E[∆t∆
T
t] =E[X
new
t X
new
t
T] +
t∑
k=0
ϑk,tΨ(t, k)E[ξkξ
T
k]Ψ(t, k)
T
−
t∑
k=0
ϑk,tΨ(t, k)E[ξkX
new
t
T]−
t∑
k=0
ϑk,tE[X
new
t ξ
T
k]Ψ(t, k)
T. (52)
From the dynamics of Xnewt in (48), we have that
E[Xnewt X
new
t
T] =AE[Xnewt−1X
new
t−1
T]AT +W
=AtΣxA
tT +
t−1∑
k=0
At−1−kWAt−1−kT,
where Σx = E[Xnew0 X
new
0
T]. From Proposition 4.1 we have that E[ξkξTk] = Mk. Next, we compute the quantity
E[Xnewt ξ
T
k] for all k = 0, . . . , t. For k ≤ t, we can write
Xnewt = A
t−kXnewk +
t−1∑
`=k
At−1−`W`.
Recall that ξk is a function of the random variable {Wt}k−1t=−1 and {Vt}kt=0. Thus, ξk is independent of the random
variable {W`}t−1`=k. Therefore,
E[Xnewt ξ
T
k] = A
t−kE[Xnewk ξ
T
k].
Using the set of equations presented in (50), we obtain
ξk =Y
new
k − E[Y newk |Y new0 , . . . , Y newk−1 ]
=Cenewk + Vk.
The innovation ξk is orthogonal to the σ-field generated by the observations {Y new0 , . . . , Y newk−1 }.
Therefore, E[Xnewk |Y new0 , . . . , Y newk−1 ] and ξk are uncorrelated, and hence,
E[E[Xnewk |Y new0 , . . . , Y newk−1 ]ξTk] = E[E[Xnewk |Y new0 , . . . , Y newk−1 ]]E[ξk]T = 0.
Consequently we can write,
E[Xnewk ξ
T
k] =E
[
(Xnewk − E[Xnewk |Y newo , . . . , Y newk−1 ])ξTk
]
=E[enewk ξ
T
k] = E[e
new
k (Ce
new
k + Vk)
T]
=E[enewk e
new
k
T]CT = Σk|k−1CT
=(AΣk−1AT +W)CT.
Substituting the expressions for E[Xnewt X
new
t
T], E[ξkξTk] and E[X
new
k ξ
T
k] in (52), we obtain
E[∆t∆
T
t] =A
tΣxA
tT +
t−1∑
k=0
At−1−kWAt−1−kT +
t∑
k=0
ϑk,tΨ(t, k)MkΨ(t, k)
T
−
t∑
k=0
ϑk,tΨ(t, k)C(AΣk−1AT +W)At−kT −
t∑
k=0
ϑk,tA
t−k(AΣk−1AT +W)CTΨ(t, k)T. (53)
From the definition of Ψ(t, k) in (13), we have
Ψ(t, k) = At−kΣk|k−1CTM
−1
k .
Substituting the expression for Ψ(t, k) in (53), and after some simplifications, E[∆t∆Tt] can be written as
E[∆t∆
T
t] =A
tΣxA
tT +
t−1∑
k=0
At−1−kWAt−1−kT −
t∑
k=0
ϑk,tA
t−kΣk|k−1CTM
−1
k CΣk|k−1A
t−kT.
Using the dynamics of Σt and Σt|t−1 from Proposition 4.1, one can verify that
AtΣxA
tT +
t−1∑
k=0
At−1−kWAt−1−kT = Σt +
t∑
k=0
At−kΣk|k−1CTM
−1
k CΣk|k−1A
t−kT,
and therefore,
E[∆t∆
T
t] =
t∑
k=0
(1− ϑk,t)At−kΣk|k−1CTM−1k CΣk|k−1At−k
T
+ Σt
=Σt +
t∑
k=0
(1− ϑk,t)Ψ(t, k)MkΨ(t, k)T. 
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