Abstract. We develop an a priori error analysis of a nite element approximation to the elliptic advection-di usion equation ?" u + a ru = f subject to a homogeneous Dirichlet boundary condition, based on the use of residual-free bubble functions. An optimal order error bound is derived in the so-called stability-norm
condition, based on the use of residual-free bubble functions. An optimal order error bound is derived in the so-called stability-norm ; where h T denotes the diameter of element T in the subdivision of the computational domain.
Introduction. Suppose that is a bounded polygonal domain in the plane
and assume, for simplicity, that a = (a 1 ; a 2 ) is a two-component vector function whose entries are constant on . Assume further that f is a piecewise constant function de ned on . We note that our results are valid under more general hypotheses on the data (which will be discussed in the nal section) and in any number of space dimensions. Given that " is a positive constant, we consider the elliptic boundaryvalue problem ?" u + a ru = f in , u = 0 on @ .
This is a fundamental model problem in computational uid dynamics and one that exposes the weaknesses of classical numerical approaches, such as central and upwind nite di erence methods, as well as Galerkin nite element methods (see 6] for examples and elaboration). To simultaneously achieve stability and accuracy, uniformly in advection-and di usion-dominated limits, a new nite element method was introduced by Hughes and colleagues in a series of papers (see 6] and references therein for earlier works). This method was referred to as SUPG and is now viewed as falling within the general class of techniques referred to as stabilised methods, which have been further developed and studied by a number of authors (see, e.g., 8], 9], 17], 18], 20]). The basic idea is this: starting with the Galerkin nite element method, add terms depending on the residual which enhance stability. This can be done in such a way that accuracy is retained simultaneously with achieving better stability behaviour, and thus the method represents a solution to a long-standing and fundamental problem of computational uid dynamics. The original instantiation of the method was developed intuitively and corroborated with Fourier analysis of simple This work was completed while Franco Brezzi, Donatella Marini and Endre S li were participating in the Computational Methods of Di erential Equations program at the Mittag-Le er Institute in Stockholm in March and April, 1998. The three of us would like to express our gratitude to the Institute for its nancial support, and to its members of sta for their kind hospitality. We also wish to thank the scienti c coordinators, Vidar Thom e, Olof Widlund and Claes Johnson for providing this opportunity. 19] ). Both methods view the numerical solution to be composed of a standard nite element approximation and additional functions which are constructed to improve resolution of scales which are unresolvable by conventional nite element approximations. This can take a variety of forms, and only the simplest incarnations of the idea have been extensively studied so far, namely, the case in which the additional functions are the so called residual-free bubbles which vanish on element boundaries and are chosen to satisfy the advection-di usion equation strongly on each element. Remarkably, this idea provides a complete framework for deriving classical stabilised methods.
It needs to be mentioned that many stabilised methods, such as SUPG, GLS (Galerkin/Least-Squares), GGLS (Galerkin/Gradient Least-Squares), etc., usually do not t exactly within the framework of residual-free bubbles. Nevertheless, these methods are closely related to the one derived from residual-free bubbles. Likewise, the variational multiscale method suggests a more general structure for stabilised methods (see 15] , 16], 19]), but these newer ideas still remain in an initiatory and untested state.
Our current understanding of the mathematical behaviour of methods derived from residual-free bubbles and variational multiscale concepts emanates from their identi cation with stabilised methods, which, as mentioned previously, is mathematically well-developed. It has occurred to us that it should be possible, and may be enlightening, to directly perform a mathematical analysis of these newer methods. We embark upon this path in the current work in which we investigate the residualfree bubbles method assuming underlying piecewise linear, C 0 -continuous triangular nite elements. In this case, the classical SUPG and GLS methods coincide with what Johnson refers to as the streamline di usion method. We caution the reader that in more general situations there is a lot more to stabilised methods than a simple addition of a streamline di usion operator. Even in the present case there is an absolutely crucial alteration to the source term f, which cannot be omitted without serious degeneration of accuracy (see 6]).
Several noteworthy aspects of the present study emerge:
We are able to recapture the standard error estimates for the streamline di usion method with piecewise linear nite element approximation. We are also able to estimate the error in the entire solution consisting of the nite element approximation supplemented with residual-free bubbles. The mesh-dependent norm employed in the analysis of stabilised methods, referred to herein as the stability norm, emerges naturally from the present analysis as well as a precise formula for the so-called stabilisation parameter. In addition, we view the present analysis as more fundamental and revealing than the usual analysis of the related stabilised methods. However, the downside is that it is considerably more involved. Hopefully, it will represent the rst step towards a complete analysis of a broader class of residual-free bubbles/variational multiscale methods which we believe will be useful for the development of improved methodology for computational uid dynamics and other important physical problems.
The paper is structured as follows. In Section 2, we study the properties of the bubble function, and derive an upper bound on its maximum norm and a lower bound on its L 1 norm. These preliminary results will play a crucial role in the error analysis.
In Section 3, we formulate the discrete problem and show that the use of the bubble function induces a natural norm, the so called stability-norm, on H 1 0 ( ). In particular, we show that the stability norm is similar to the norm that arises in the analysis of the streamline di usion method. In Section 4, we embark on the error analysis of the method and derive optimal bounds on the error in the stability norm. We conclude, in Section 5, by commenting on various extensions of our theoretical results. an equality that will be used frequently throughout the paper. N.B.: In several applications (e.g. in uid dynamics), u represents a velocity, and the right-hand side f is a force per unit mass (i.e., it has dimension of an acceleration). In that case, the quantities b T 1 , e h T , h T and h a T have dimensions of time, whereas h T has dimension of length. Hughes and collaborators refer to e h T as the intrinsic time scale and denote it by (see, e.g., 15]). It plays a fundamental role in the de nition of the stability norm and in the error analysis.
The following formulae will be used in the sequel: from (2. (2.14)
In our analysis we shall also need a lower bound on e h T ; this is provided by the following Lemma. which is equivalent to (2.15).
3. The discrete problem and the stability norm . Let 
2)
The discrete problem now reads We remark now that u B j T 2 B T and therefore it must be a constant multiple of b T 1 . Using again the de nition (2.1) of b T 1 we obtain from (3. 7) u B j T = (f ? a ru L )b We now choose The norm which appears on the right-hand side of (3.21) also arises in the analysis of the streamline di usion nite element method for advection-dominated problems, and will be referred to in the remainder of the paper as the stability-norm. In fact, it is in this norm that we shall derive our error bounds. We proceed by assuming that u 2 H s ( ) \ H 1 0 ( ), 1 < s 2, to further bound the terms A 2 , B 2 , C 2 which appear on the right-hand side of (4.18) . In what follows k will denote a generic positive constant which only depends on the minimum angle in the triangulation T , and we de ne T = jaj max 1; " h T jaj : Further, by the identity (4.6), and performing an argument analogous to that which led to (4.16), starting in (4.14) with e B replaced by e u B , we nd that "kre u B k 2 0; = a(u ? e u L ; e u B )
" 1=2 kre u B k 0; The next theorem summarises the nal error bounds. ; where k is a positive constant which only depends on the minimum angle in the triangulation T , and e h T and T are de ned by (2.11) and (4.19), respectively.
The results of the last two theorems are essentially known in the context of the streamline di usion method, in particular regarding the estimates on u?u L (see, e.g., 21], 22].) A good feature of the streamline derivative in the norm appearing on the left-hand side in the last bound is that it provides a natural measure (based on the residual) of the approximation error to the reduced problem which arises by taking the limit " ! 0. Another good feature is that error control in that norm guarantees that the method will not develop excessive oscillations in the streamline direction, such as those that typically arise in standard Galerkin methods. It is also noteworthy that for the complete approximation which includes the bubble part of the solution the estimate in the norm " 1=2 j j 1; , alone, contains so much information. Still, one might argue that such a norm is too strong to be included in the left-hand side. Indeed, for the exact solution u of a generic problem with smooth data, " 1=2 juj 1; remains bounded independent of ", but it is, in some sense, the strongest norm with this property, leaving no margin for extracting positive powers of h in the error analysis, given that " 1=2 juj s; blows up as " ! 0 when s > 1. An estimate of the ideal type would instead involve, say, the L 1 -norm of the discretization error in the left-hand side, and the W 1 1 -norm of the solution in the right-hand side, with a multiplicative constant independent of ". Unfortunately, estimates of this type do not look very easy to derive in the multi-dimensional case.
5. Extensions, conclusions and implementational aspects. In this nal section, we comment on certain extensions of our results. Denoting by n the number of space dimensions, we observe that our results trivially extend to the case of n = 1. Concerning the extension to n = 3, Our second comment concerns the smoothness hypotheses on a and f. Recall that in our analysis the components of a were taken to be constant and f was assumed to be a piecewise constant function on . We now indicate a simple, although nonoptimal, way of dealing with more general cases within the framework of the present paper.
Suppose that f 2 L 2 ( ). Assume further that a is a divergence-free vector function de ned on whose entries are in C 1 ( ), jaj > 0 on , and for every element T in the partition T there exists an upwind-most point x a 2 T such that a(x a ) (x?x a ) 0.
Under these hypotheses, all of our proofs can be completed in the same manner as before, only with some small changes. For example, instead of (3.8) and (3. and its square-root, respectively, with 1 < s 2; nevertheless, as long as
where K 0 is a xed positive constant, the extra term displayed in (5.1) can be absorbed into the bound on 4(A 2 + B 2 + C 2 ), leading to the same error estimate as in the constant-coe cient case. When the problem is convection-dominated, (5.2) demands that
Whether this restriction on the mesh-size is acceptable from the practical point of view depends on the nature of the problem. On the other hand, a di erent and more general analysis 3] shows that optimal estimates can indeed be obtained for the residual-free-bubble approach, in the variable coe cient case, without the assumption (5.2).
We conclude this section with some remarks on computational aspects. It is known that the introduction and the elimination of one bubble function (of any shape) per element leads to a streamline di usion method where the stabilising term Second, in order to deal with problems where there is a substantial variation of the P clet number over the computational domain, one can consider choosing as bubble an approximation b T to b T 1 from within H 1 0 (T ) (see 4]), always scaled in such a way that (2.2) holds. Once this is done, we keep the formulae which de ne h T and e h T as in (2.11), with b T 1 replaced by b T . We also have to assume that, in doing so, uniform bounds for h T and e h T similar to (2.12) and (2.15) hold true. Then, the error analysis presented here immediately extends to this new case. We can then say that any bubble b T , scaled via (2.2), will work in our analysis, provided that the corresponding h T and e h T are suitably bounded. This should not be surprising, as it matches perfectly the situation encountered in SUPG, where one can change the stabilization parameter T by a multiplicative constant without a ecting the proof of the asymptotic error bounds. However, the choice (2.1) of b T 1 has the merit of supplying a precise value for T . See the discussion in 2] for further details on this point.
