In this work, an extension to the standard iterative Boltzmann inversion (IBI) method to derive coarse-grained potentials is proposed. It is shown that the inclusion of target data from multiple states yields a less state-dependent potential, and is thus better suited to simulate systems over a range of thermodynamic states than the standard IBI method. The inclusion of target data from multiple states forces the algorithm to sample regions of potential phase space that match the radial distribution function at multiple state points, thus producing a derived potential that is more representative of the underlying potential interactions. It is shown that the algorithm is able to converge to the true potential for a system where the underlying potential is known. It is also shown that potentials derived via the proposed method better predict the behavior of nalkane chains than those derived via the standard method. Additionally, through the examination of alkane monolayers, it is shown that the relative weight given to each state in the fitting procedure can impact bulk system properties, allowing the potentials to be further tuned in order to match the properties of reference atomistic and/or experimental systems.
I. INTRODUCTION
The utility of coarse-grained (CG) forcefields for soft matter and biological simulations has been well established in the literature, enabling simulation to explore greater length-and time-scales than is feasible with fully atomistic models. This is of particular importance when studying the self-assembly of soft matter systems, where the assembly is typically driven by weak forces, (e.g., hydrophobicity and entropy) [1] [2] [3] [4] [5] [6] and structures often demonstrate hierarchical ordering (e.g., molecules organized into micelles, micelles organized into local/global patterns). [5, [7] [8] [9] [10] [11] While generic, non-specific CG models have been widely applied, [12] [13] [14] [15] [16] providing important information regarding trends and design rules, it is often necessary to use CG models specifically mapped to the system of interest to provide a direct one-to-one correspondence with experiment. While several transferable CG forcefields, such as TraPPE-CG [17] and MARTINI, [18] have been developed, akin to forcefield development at the atomistic level, [19] [20] [21] [22] [23] the development of new CG forcefields is still often necessary. This is often required since the available forcefields may be lacking the necessary molecular species/groupings or may not have been optimized for the properties of interest. This second point is of particular consequence, since, for example, a * c.mccabe@vanderbilt.edu forcefield optimized to match phase behavior may not appropriately capture subtle structural features. [17] Generally speaking, direct structural correspondence is needed to accurately transition between different simulation levels (e.g., atomistic to CG), in order to perform multiscale [24] [25] [26] and hybrid-multiscale simulations, [27] [28] [29] [30] [31] [32] [33] as well as to recover atomistic details from CG simulations. [34] [35] [36] [37] Several approaches have been developed to derive and optimize CG forcefields. [38] [39] [40] [41] [42] [43] [44] Among these, the iterative Boltzmann inversion (IBI) method [38] has become a popular choice due to its straightforward nature, general applicability to a wide range of systems, and basis in structural properties. The IBI method relies on selfconsistently adjusting a given potential to achieve convergence with target structural data; for nonbonded interactions this target data takes the form of the radial distribution function (RDF) between interaction sites and the potential is iteratively updated according to:
where V i (r) is a numerical pair potential; i represents the current iteration; α is a damping factor to suppress larges changes to the potential update, often varying from 0.2 to unity, where smaller values tend to be necessary to capture dense and/or crystalline states; [45] k B is the Boltzmann constant; T the absolute temperature; r the separation between particles; g i (r) the pair RDF from the simulation of V i (r), and g * (r) the RDF of the target system mapped to the CG level. Although the CG potentials derived from IBI are typically able to accurately reproduce the target RDFs, they are, in general, only applicable at the state point for which they were derived, due to the structural nature of their derivation (e.g., note the explicit temperature dependence of Equation 1, as well as the implicit temperature and density dependence through the g(r) terms). [46, 47] For example, separate potentials were required to capture both the solid and fluid structures of a pure simple lipid; [45] Qian, et al. [48] found that the potential derived using IBI for ethylbenzene scales in a non-linear fashion with temperature (i.e., a square root dependence); and several works have shown that CG polymer potentials derived via the IBI method can depend on the chemical environment for which they were derived. [38, 49, 50] Recent work has shown that some of the CG potentials in a benzene-ureawater system derived via IBI have some degree of state point transferability, [51] but it is unclear why IBI provides transferability for some but not all. Furthermore, for complex systems, it may not be possible to optimize the potentials at the state points of interest, due to timeor length-scale limitations of the atomistic simulations and/or system complexity (i.e., systems many unique interactions that need to be derived simultaneously); thus making it difficult to apply the IBI method appropriately, given that potentials are not necessarily transferable. Perhaps of most concern is the fact that the IBI method does not guarantee a unique solution, as a multitude of vastly differing potentials may give rise to otherwise matching RDFs. The form of the final derived potential may also vary based on runtime parameters, such as the inital potential guess, potential cutoff, magnitude of the damping factor, etc. Additionally, the derived potential may include artifacts associated with intermediate and long-range structural correlations in the system, e.g., oscillatory behavior in the potential that follows the peaks and valleys in the RDF, which may alter other properties of the system, even if RDFs match.
In this work, the IBI method is extended to perform multi-state optimization, i.e., the potential is selfconsistently adjusted to achieve simultaneous convergence of target data from multiple states. The general idea, illustrated in Figure 1 , is that the inclusion of target data from multiple states adds constraints to the optimization problem, such that the derived forcefield tends toward a single potential that can adequately represent all states. For example, potentials in region 'i' of the upper portion of Figure 1 are able to match the target structure at a single state 'i', potentials in region 'ii' are able to reproduce target data at state 'ii', etc., with a single representative potential lying at the overlap of these regions, shown as region 'iv'. To test the efficacy of the proposed multi-state iterative Boltzmann inversion (MS IBI) method, in Section III A, we first perform potential optimizations for the idealized system of a LennardJones (LJ) fluid for which the potential is known, in order to determine if the method resolves the correct potential. In Section III B, to test the method in a system where only nonbonded interactions are present in the CG model, a 3-to-1 mapped CG forcefield is optimizted for propane using target data generated from united-atom (UA) propane simulations, and compared with a singlesite LJ model mapped to the experimental critical point of propane. In Section III C, we apply this approach to n-dodecane, a system more representative of the typical application of a CG forcefield. In Section III D, we examine a monolayer system composed of n-docecane, where it is demonstrated that adjustment of the relative weights given to each target in the MS IBI method can be used to tune the potentials to match other measurable system properties beyond the RDF. 
II. METHODS AND SIMULATION DETAILS
A. Single-state iterative Boltzmann inversion
In the IBI method (which for clarity we shall refer to as single state, SS IBI), a numerical pair potential, V (r) is iteratively updated according to Equation 1 . In this manner, V (r) is updated at each separation, r, based on whether the RDF overpredicts or underpredicts the target RDF at the given r, and is repeated until the trial RDF matches the target RDF within some tolerance. [38] The initial guess of the numerical potential is often taken to be the Boltzmann inversion of the RDF of the target system:
While not exact for site-site interactions in molecules, [52] this methodology is motivated by the statistical mechanics relationship between the potential of mean force (PMF) and the RDF, and provides a reasonable starting potential over which to iterate. Typically, potentials derived with this method are capable of reproducing the target RDFs with high accuracy, with slight deviations resulting from information lost during coarse-graining. The ease of use of the IBI method and its general applicability make it a powerful tool; given a CG mapping and a target RDF, site-site pair potentials can be readily derived with little user input.
B. Multistate extension of IBI
Although potentials derived with SS IBI will typically reproduce their target RDFs with high accuracy, caution must be taken when using the potentials. Upon successful convergence of the potential, it is only guaranteed that the derived and target RDFs match, not that the potential is necessarily representative of the "true" underlying potential (i.e, not necessarily state independent). It is important to note, especially since information is lost due to coarse-graining, that a multitude of potentials may give rise to similar RDFs. Only a small portion of the potentials that produce matching RDFs may actually fall within the region of potentials that match the true potential and, since the true potential is typically unknown, it is difficult to assess the accuracy of the derived potentials. If the derived potential falls far outside the true potential region, this may give rise to potentials that, despite providing a good match for the target RDF, lack transferability and may contain artifacts making them incapable of resolving system properties other than the RDF.
The proposed MS IBI method aims to minimize the state dependence of the derived potentials by adding additional constraints to the optimization process such that the derived potentials fall within the region of phase space where potentials are representative of the "true" potential. This approach relies on two key assumptions: (1) different thermodynamic states have different regions of the potential phase space that adequately reproduce their respective target RDFs, and (2) that the true, underlying potential lies within the common overlap between these regions of phase space. As the name suggests, this is accomplished by updating the derived potential to simultaneously match target RDFs at different thermodynamic states, producing a single potential that provides sufficient matching for all target RDFs considered. As shown graphically in the upper portion of Figure 1 , the converged potential lies at the intersection of each of the regions representing the target RDFs, as this is the only region where a sufficient match will be found for all states.
The implementation of MS IBI is similar to that of SS IBI, the only additional requirement is more target data. As in SS IBI, the initial potential is assumed to be the Boltzmann inversions of the target RDFs, averaged over the N states used,
where the subscript s represents the property at state s. After a trial CG simulation is run at each state using the potential from Equation 3, the potential is updated according to:
While in SS IBI, α represents a damping factor useful for suppressing fluctuations in the potential update, here α s (r) also serves as a weighting factor, allowing more or less emphasis to be put on each state. For example, if fitting a potential with three states, where state 1 will ultimately be of most interest, it may make sense to give state 1 a higher α value; this will be discussed later in Section III D. Additionally, here α s (r) is defined as a linear function of the separation r, with the points α(0) = α max , and α(r cutof f ) = 0, such that we ensure the derived potential has a value of zero at the interaction cutoff, r cutof f (i.e., the point at which we assume that pair interactions are zero). Since α decreases as r increases, increased emphasis is placed on shorter-range interactions compared to long-range interactions, similar to the radial dependence of the pressure correction formula often used with IBI. [38] This helps to suppress the influence of long-range structural correlations on the derived potential, as short-range interactions may certainly give rise to long-range correlations (e.g., the formation of bulk crystals from particles interacting through a shortranged, truncated potential). For direct comparability in this work, both SS and MS IBI treat the damping factor as a linear function of separation, with a fixed value of 0 at the potential cutoff. Note that, although bonded interactions may be optimized in a similar manner (i.e., adjusting the potential to match a target distribution), in this work, we make the assumption that bonded and nonbonded interactions are sufficiently independent such that we use analytical bonded potentials, as has been done in previous work. [45, 53, 54] The choice of states used in the fitting procedure is naturally important to deriving an accurate potential. To derive the potential most representative of the underlying one, it would not be beneficial to choose states with RDFs that are too similar, as the overlap region would be large, essentially providing minimal additional constraints; this situation is shown in the lower portion of Figure 1 . In such a case, there would be no advantage to the multistate fitting. At the other end of the spectrum, there may in fact be no overlap between states, or more specifically, no overlap for a given level of matching (i.e., no overlap without relaxing the tolerance of an RDF similarity test). For some systems, it may not be possible to define a single pair potential that accurately reproduces the target structure at all states. This is not a problem unique to CG potentials, as it applies at all levels of modeling, e.g., classical atomistic potentials may also lack full state-independence given that they do not allow variation in electron density.
C. Simulation Model
In this work, simulations were performed using 3 distinct models: generic LJ fluid, TraPPE-UA, and CG models derived via IBI. First, simulations of monatomic LJ spheres were performed in the canonical ensemble (i.e., fixed number of particles N , volume V , and temperature T ), with temperature controlled via the Nosé-Hoover thermostat. These monatomic LJ systems contained 1468 particles initially randomly distributed throughout the box, and were run for 1 × 10 6 timesteps, during which the reduced temperature was decreased from 2.0 to the final target temperature. The systems were further equilibrated for 1×10
6 timesteps before target data was collected over 1 × 10 5 steps. A timestep of 1 × 10 −3 reduced time units was used. The interaction parameters used in all LJ simulations were σ = 1.0 and ε = 1.0, with a potential cutoff r cutof f = 3σ. Here, no coarse-graining was applied to the target systems, as these simulations were used simply to test the efficacy of the potential derivation under the ideal circumstances where the true potential is known.
The second model used relies on the TraPPE-UA forcefield for simulation. [19] Here, alkanes were simulated in the canonical ensemble, with temperature controlled via the Nosé-Hoover thermostat. Bulk fluid systems for both propane (1024 molecules) and n-dodecane (400 molecules) were simulated at 3 different states, as listed in Section III, and used to generate target RDF data.
Although not an all-atom model (as hydrogens are not explicitly modeled), the TraPPE forcefield was chosen for computational convenience, since, in principle, the target data can come from any source. In all cases, a timestep of 1 fs was used. After an initial equilibration period of 5 ns, data was collected over a 10 ns production run. In addition to the bulk fluid n-dodecane simulations, UA simulations were performed of n-dodecane gel and fluid monolayers, composed of 100 n-dodecane chains each. These were performed in the same manner as the bulk simulations at 298 K, but with the first bead of each chain held stationary such that a 2D hexagonally arranged periodic array with density 4.10 chains per ns 2 (gel) and 3.79 chains per nm 2 (fluid) was achieved; these were chosen to match state points commonly used in alkylsilane monolayer simuations and experiments. [55] The third model used is a CG representation of alkanes. In all cases a 3-to-1 CG model (i.e., each CG bead represents 3 UA carbon groups) was used to simulate bulk fluid and monolayer systems of alkanes. Pair potentials were derived using the SS and MS IBI methods, using the results of the UA simulations as target data, as discussed in detail in Section III. The bond stretching and angle bending potentials used in the study of dodecane were derived by a Boltzmann inversion of the bonded distributions sampled in the atomistic trajectory mapped to the CG level. [53] Specifically, from a normalized bond length distribution p(r), the bond stretching potential is written as
which, assuming a Gaussian bond length distribution, results in a harmonic potential about the most probable bond length, r eq ; note an identical formalism was used for angles, where θ is substituted for r, and the normalization includes a factor of sin −1 θ. Since minimal state dependence was found between systems, a single set of bonded parameters was used in all simulations, with k/k B = 15.60 K/Å and r eq = 3.56Å for bonds and k/k B = 0.17 K/deg 2 and θ eq = 174.53Å for angles. Bond histograms and additional details are included in the Supplemental Material. [56] In all cases, the GPU-enabled HOOMD-Blue [57] , [58] simulation engine was used to perform the simulations. The high performance of the GPU allows for rapid derivation of potentials. A standard potential optimization using MS IBI required approximately 50 iterations to be well-converged. For the pure LJ systems with 1468 particles, this convergence took less than one hour using three NVidia GTX580 GPUs concurrently. The following convergence criteria was used to measure how well a trial RDF matched with its target, where dr is the size of an RDF bin:
An f f it value of unity represents a perfect match between the trial and target RDFs. Additionally, in all figures, the following two-point central moving average smoothing function was applied to the derived potential to reduce the noise:
where V n (r) is the n th element of the numerical potential, and the prime denotes the smoothed value. The applicaiton of the smoothing function was not found to significantly influence the behavior or degree of matching.
III. RESULTS

A. Monatomic Lennard-Jones fluid
To test the efficacy of the MS IBI method, potentials were derived using RDFs from monatomic LJ spheres as target data, and the results compared to single state potential derivation (i.e., SS IBI). Target data was acquired from the following states: stata A, reduced density ρ * = N σ 3 /V = 0.85, reduced temperature T * = k B T /ε = 0.5; state B, ρ * = 0.67, T * = 1.5; and state C, ρ * = 0.18, T * = 2.0. No coarse-graining was performed since the goal was to test whether the MS IBI method could recover a known potential. In contrast to mapping an atomistic system to the CG level, no information about the system is lost ensuring that a single potential is applicable to all states and that this potential is known.
While the RDFs match well, as illustrated in Figure 2 , the potentials derived via SS IBI demonstrate significant state dependence, as shown in Figure 2d . For the more dense states A and B (Figures 2a,b) , the SS IBI method was not able to converge to the true potential to the extent that in the most dense system (state A), the converged potential is almost purely repulsive. This result is due to the elevated density of this state, where the structure can be reproduced with a purely repulsive potential. [59] In this case, even though the RDF matches the target well, the overall behavior of the system would be dramatically altered as compared to the target. A similar situation arises in state B where only a weak attractive potential is required to match the target structure. In state C, however, the low density causes attractive forces to become important, and as such, the attractive portion of the LJ potential is needed to fully reproduce the target data. Thus, the true LJ potential is recovered only for state C. The application of SS IBI to the monatomic LJ system illustrates two points: (1) that potentials derived via SS IBI are state-dependent, and (2) these potentials are not unique, in that both the LJ potential and the vastly differing derived potential produce matching RDFs.
MS IBI aims to address the aforementioned issues by forcing the potential to sample portions of potential phase space that satisfy all of the constraints, i.e., find a single potential that matches the target structure at multiple states. The results of applying MS IBI to the monatomic LJ fluid are shown in Figure 2e -h. The inclusion of target data from multiple states results in closely matching RDFs and a derived potential that accurately reproduces the true LJ potential, as shown in Figure 2h . Although this example is simple, as no coarse-graining was performed, it illustrates the ability of MS IBI to recover a known potential and reduce the state-dependence of the derived potential. 
B. Propane
To further test the MS IBI algorithm, potential optimizations were performed on propane. The chosen 3-to-1 mapping results in a single-site model that can be directly compared to known single site 12-6 LJ models from the literature. [60] Note, the 12-6 LJ potential should not be considered to the the "true" potential, but rather a good approximation. Target data was acquired from UA simulations at the following states: state A, 298 K, 0.818 g/mL, α A (0) = 0.5; state B, 298 K, 0.439 g/mL, α B (0) = 0.7, and state C, 298 K, 0.014 g/mL, α C (0) = 0.5. The resulting RDFs and (single) pair potential are presented in Figure 3 . At each state, f f it indicates excellent agreement between the target RDFs and those calculated from simulations using the derived potential. Moreover, we find that the derived potential agrees well with a single-site 12-6 LJ model using parameters mapped to the critical point of propane, [60] providing confidence in the MS IBI method. While the match between the two potentials is good, the derived potential does show two small bumps at ∼7Å and another at ∼9.5 A, which are likely related to orientational effects; that is, likely related to treating the three UA carbon groups as a single, spherically symmetric interaction site. To illustrate the consistency of the potentials derived via MS IBI (i.e., that the final potential is insensitive to the initial guess), optimizations were performed using a number of different initial potentials. In addition to the PMF-like quantity of Equation 3, three additional initial guesses were used, each a 12-6 LJ potential with vastly differing parameters: (1) ε 1 = 0.46 kcal/mol, σ 1 = 4.51 A; (2) ε 2 = 0.001 kcal/mol, σ 2 = σ 1 ; (3) ε 3 = 2ε 1 , σ 3 = σ 1 ; The final derived potentials are, in each case, very similar to each other and to the derived potential in Figre 3d, as shown in Figure 4 . Particularly, the f f it values between each potential and the derived potential shown in Figure 3 are 0.986, 0.980, and 0.986, respectively.
C. n-dodecane
To look at a more complex system and test the stateindependence, we look at n-dodecane in the bulk and use it to examine systems containing monolayers. Inter- Figure 3) ; green 'x': LJ with ε = ε1 and σ = σ1; solid black line: 1-site propane model [60] (not used as initial guess, shown for reference); magenta '+': LJ with ε = ε3 and σ = σ3. Symbols in top plot correspond to the same symbols in the bottom plot. Note that all potentials converge to very similar values. molecular pair potentials were derived for the beads of a CG model of n-dodecane, again using a 3-to-1 mapping. The resulting 4-site model contains two middle beads and two terminal beads, where middle and terminal beads were treated as unique entities, resulting in the need to derive three pair potentials; harmonic bonds and angles were used, as detailed in the methods section. The target data was collected from UA simulations of n-dodecane at the following states: state A, 298 K, 1.04 g/mL; state B, 298 K, 0.74 g/mL; and state C, 370 K, 0.55 g/mL; the damping values used were α A (0) = 0.5, α B (0) = 0.7, and α C (0) = 0.5. Note that state B corresponds to the experimental density at standard ambient temperature and pressure, and, as such, is given higher weight than the other states in this example. Close agreement with the target RDFs is found, with an f f it value greater than 0.98 for each of the nine RDFs calculated (not shown, see Supplemental Material). To further assess the quality of the potentials derived via MS IBI, the average squared radius of gyration normalized by the average end-to-end distance, denoted by R chain , was calculated, providing a measure of the chain conformations at different thermodynamic states. Using potentials derived with MS IBI, good agreement is seen between the UA target data and the CG model of the ratio R chain , as shown in Figure 5 ; in this plotting scheme an ideal match corresponds to a data point situated on the line y = x. While deviations become more apparent as R chain increases, the potentials derived from only state B (i.e., standard temperature and pressure) via SS IBI show larger, systematic deviations of R chain over the entire range of state points considered. As such, it appears the potential from MS IBI more accurately models the conformations of dodecane over a range of state points. Note, in both cases, additional simulations were performed at state points not used in the fitting (state points used in the fitting are highlighted with open squares in Figure 5 ), to also test the transferability of the derived potential. The improved match of chain conformations was further tested by examining systems containing n-dodecane monolayers. 
Comparison of a structural metric between the CG and UA models of n-dodecane. The CG potentials were derived from MS IBI (top) and SS IBI (bottom). A value lying on the solid line represents a perfect match between the CG and UA models. Squares represent data points from simulations at state points where the potential was derived; circles are data points from other states used for testing the state dependence. The states used in the multi-state fitting are states A, B, and C as described above with αA0 = 0.5, αB(0) = 0.7, and αC (0) = 0.5. State B was used for the single state fitting with α = 0.7.
D. n-dodecane Monolayer
As mentioned in Section II B, here the damping coefficient, α s (r), is a function of both separation, r, and state, s. Recall that the dependence on separation is chosen such that the derived potential has a value of zero at the potential cutoff as well as to reduce the influence of intermediate and long-range structural correlations on the derived potentials. Adjusting the α s (0) value given to each state effectively alters the weight given to each state in the fitting, i.e., more or less emphasis can be placed on a given state. While adjusting the relative weight given to each state may have only a small effect on the derived RDFs, it may alter the potential, which ultimately may vary other system properties, allowing potentials to be tuned to capture specific behaviors. To demonstrate this, as well as to further test the transferability of the derived potentials, alkane monolayers were simulated with the 3-to-1 CG model, with potentials optimized in the bulk states discussed above, using various values of α s (0) for each of the three states. The average tilt angle, θ, with respect to the surface and the nematic order parameter, S 2 , of the chains were calculated [61] and compared with those values calculated from the corresponding UA simulations. Note that the UA monolayer simulations were not used as target data in the potential derivation, used only to validate the properties predicted by the derived CG potential.
Unique sets of CG potentials were derived over a range of α s (0) values, as summarized in Table I . Here, the states A, B, and C are the same states previously used as target data to derive a CG potential for bulk systems of n-dodecane above. The results indicate that both the average chain tilt angle and the nematic order parameter are functions of the relative α s (0) weights for the fluid state monolayer. For the gel phase monolayer, the nematic order parameter is less dependent on the α s (0) values, while the chain tilt angle is significantly dependent.
Initially, potentials were optimized with equal weights assigned to each state. As shown in Table I , this α set yields a potential that significantly overpredicts the fluid phase order parameter, while it underpredicts the gel phase chain tilt. Since the monolayers are inherently somewhat ordered, it would be expected that increasing the relative weight given to the most dense state, state A, would yield a potential that better captures the sytem behavior. By systematically reducing the weight given to the less dense states, first state C, then state B, a potential that very closely reproduces the monolayer behavior is obtained for α values of 0.7, 0.1, and 0.1 for state A, B, and C, respectively. Given the small weights assigned to states B and C in this case, it may be expected that this potential would give results similar to the potential derived via SS IBI at state A. However, it can be seen in Table I that this clearly is not the case; potentials derived from SS IBI at state A show large deviations, underpredicting both the average tilt angle and nematic order parameter in the gel phase monolayer, in stark contrast to the near perfect behavior predicted by MS IBI. This result is a direct consequence of using the MS IBI method; even though low weights are given to the other states, the derived potentials will only be consid-ered converged if all states demonstrate good agreement. Again, we note that when deriving the potentials, the UA monolayer was not used as target data (i.e., the structure matching was performed in the same manner as described in Section III C, except with varying values of α s (0) for each state). The close match that is observed is a result of the success of the MS IBI method in deriving a more generally applicable, transferable, set of potentials.
IV. CONCLUSION
A multistate extension of the popular IBI method has been proposed. In the proposed MS IBI method, multiple thermodynamic states are used in the derivation of a single, generally applicable potential. For systems with a known potential, it was shown that the MS IBI method was capable of accurately recovering the true, underlying potential, while the SS IBI method was unable to consistently derive a gnerally applicable potential. Through the coarse-graining of propane, it was shown that MS IBI was able to recover a potential very similar to a previously published single-site model with good reproducibility. Furthermore, potentials derived via MS IBI were shown to better reproduce structural conformations of ndodecane than potentials derived via SS IBI. It was also demonstrated that adjusting the relative weights given to each target in the optimizations can be used to tune system properties beyond the RDF; in this case, tuning the weights enabled potentials to be derived that provided near perfect agreement between CG and atomistic models when considering the nematic order parameter and tilt angle of an n-dodecane monolayer. While pressure, and thermodynamics in general, were not investigated in this work, the standard pressure correction scheme of SS IBI [38] could be trivially applied to MS IBI by calculating the average pressure deviations between all states, and using this quantity in the pressure correction term.
As such, the MS IBI stands as an improvement of the typical IBI method, producing more generally applicable potentials that can be tuned to match target properties from experiment or finer-grained simulations.
This improved methodology should be very useful for a host of molecular systems, including, for example, lipid systems, where not only do systems demonstrate structural heterogeneity within a given state point (i.e., different molecular structures in a single system), but properties such as tilt angle, nematic order, area per lipid, etc., need to be tuned in order to match atomistic simulations and experiment. [62] [63] [64] [65] [66] Given that the MS IBI approach is also capable of deriving potentials which demonstrate increased levels of transferability than SS IBI, potentials can be derived for complex systems with many unique interactions by examining the individual components separately, reducing the number of simultaneous optimizations that need to be performed. Furthermore, this work presents a method to develop potentials that enable the examination of phase transitions; in many prior works utilizing SS IBI, different potentials are needed to appropriately model different states, making it difficult to accurately examine the transition between those states. [18, 45, 67, 68] Additionally, given that multi-GPU machines and GPU enabled simulation packages [57, [69] [70] [71] [72] are becoming more common, the potential derivation process can be carried out with relatively little computational effort, even if a large number of targets are needed, or a large number of iterations must be undertaken to find appropriate weighting functions. TABLE I. Average chain tilt with respect to surface normal, θ, and nematic order parameter, S2, for the monolayers in the fluid state (subscript F) and in the gel state (subscript G). The states A, B, and C are the same ones used in Section III C. Values are given as ensemble averages ± standard deviation.
αA / αB / αC θF S2,F θG S2,G 0.7/0.7/0.7 19 ± 6.3 • 0.97 ± 0.013 18 ± 6.5
•
