This paper presents a comparison of surface-based and image-based quality metrics for dimensional X-ray computed tomography (CT) data. The chosen metrics are used to characterize two key aspects in acquiring signals with CT systems: the loss of information (blurring) and the adding of unwanted information (noise). A set of structured experiments was designed to test the response of the metrics to different influencing factors. It is demonstrated that, under certain circumstances, the results of both types of metrics become conflicting, emphasizing the importance of using surface information for evaluating the quality dimensional CT data. Specific findings using both types of metrics are also discussed.
Introduction
The X-ray computed tomography (CT) technology has been used successfully for decades in the fields of medical diagnosis and non-destructive testing. In the past decade, the CT systems evolved from imaging systems to fully featured coordinate measuring systems (CMS), extending their application to the field of dimensional metrology [1] . As CT measuring systems gain acceptance in production metrology, it becomes necessary defining standardized performance metrics to support CT users in selecting and configuring their equipment for specific measuring tasks.
The guideline VDI/VDE 2630 Part 1.3 [2] is currently the most comprehensive published document regarding the definition of metrics and tests for acceptance and reverification of CT measuring systems. Despite the metrics presented on that guideline are based on surface data (or, according to the ISO GPS feature terminology, on the sampled surface model [3] ), it is still usual evaluating the quality of dimensional CT data by means of image quality metrics [4] [5] [6] [7] . The main concern in using image-based metrics for dimensional CT is that the physical extraction operation (according to the ISO GPS general concepts [3, 8] ) is not completely covered (see Fig. 1 ), and relevant effects associated with the surface determination operation are thus not considered by the analysis. This paper presents a comparative investigation on the use of image-based and surface-based metrics to assess the quality of dimensional CT data. The studied metrics are used to quantify the effects (blurring and noise) of two key quality aspects (loss of information and adding of unwanted information) in acquiring signals with CT systems. Other relevant effects (e.g. scale and offset errors) are not on the scope of this paper. Despite image-based metrics can also be obtained from the X-ray projections, this paper only deals with metrics obtained from the volumetric image.
Quality aspects in acquiring signals with CT systems
The ability of a CT system to reproduce an object can be characterized by two key quality aspects: the loss of information (blurring) and the adding of unwanted information (noise) caused during the signal acquisition. This section presents a model-based description of these aspects providing a common basis for the definition of the investigated metrics.
Image formation process with CT systems
A volumetric image is a digital signal comprised of information quantized (in greyscale values) and evenly discretized in a 3D rectangular (x, y, z) coordinate system. The volumetric image formation process with a CT imaging system modelled as a linear and space invariant system can be described according to (1): g(x, y, z) = h(x, y, z) * µ(x, y, z) + ε(x, y, z) (1) where g(x, y, z) describes the volumetric image (output signal), µ(x, y, z) describes the spatial distribution of the linear attenuation coefficient of the object (input signal), the convolution between h(x, y, z) and µ(x, y, z) describes the blurring caused by the imaging process and ε(x, y, z) describes the noise added by the imaging process. The function h(x, y, z) is termed point spread function (PSF), and is defined as the response of the CT imaging system to an ideal point object (the Dirac delta function δ(x, y, z)). In practice, CT imaging systems are seldom linear and space invariant [9] [10] [11] . Still, metrics based on this model have been long and successfully used for verifying, comparing and designing CT systems [11] .
Physical extraction operation with CT systems
Differently from a volumetric image, a sampled surface model consists of a set of data points defined in some 3D coordinate system, often unevenly distributed along the surface model. Therefore, a model in the same form as (1) cannot always be defined to describe the physical extraction operation of a CT measuring system. However, if the surface model is comprised of simple geometrical features (e.g. planes, cylinders, etc.) a feature-based approach [12] can be employed. This approach is based on the use of the partition operation to obtain extracted integral features (according to the ISO GPS general concepts [8] ), allowing each feature to be described on its own coordinate system. For instance, an extracted integral cylinder can be described in cylindrical coordinates as one off the surface (radial, r) and two on the surface (angular, θ and axial, y) coordinates. Based on this coordinate system, the physical extraction operation of a cylindrical surface with a CT measuring system modelled as a linear and space invariant system can be described according to (2) :
where r CT (θ, y) describes the extracted integral cylinder (output signal), r S (θ, y) describes the real surface of the cylinder (input signal), the convolution between h(θ, y) and r S (θ, y) describes the blurring caused by the extraction operation and ε(θ, y) describes the noise added by the extraction operation. This approach makes possible evaluating the ability of a CT measuring system in reproducing the real surface of a workpiece using a similar approach of the image formation process, as done, for instance, in the field of surface topography [13] [14] [15] [16] . This also allows defining surface-based metrics in a similar fashion to image-based metrics, as it will be shown in the next section. 2 . The CT-MWS used for the studies (left) and the amplitude spectrum from the calibration (right). The modulus of the multi-wave content (signal) is represented in blue, the modulus of the extracted feature error content (noise) is represented in grey. 
Materials and methods

Material measure
The material measure used for the studies is a multi-wave standard (MWS) specifically designed for CT systems [17] . The MWS is made of aluminium and contains a multi-wave feature and two reference (plane and cylinder) features. The multi-wave content was designed to perform evaluations with voxel sizes in the range of 50-150 µm. The MWS and the calibrated amplitude spectrum of the multi-wave feature are shown in Fig. 2. 
CT hardware and software
The CT measuring system used for the data acquisition is a Carl Zeiss Metrotom 1500 installed in the laboratories of the CERTI Foundation. The room temperature is (20 ± 1) • C. The hardware characteristics of the CT system are presented in Table 1 .
The CT system operating software [18] was used to perform some image processing operations (reconstruction, beam hardening correction). Other image processing and the surface processing operations (image filtering, surface determination, partition) were performed with a CT data processing software [19] .
Metrics to characterize the loss of information (blurring)
The metric used to quantify the blurring that causes loss of information is the structural (spatial) resolution (SR). A very general definition for structural resolution is given in [20] : a measure of the ability of the system to resolve spatial details in a signal. Both the image-based and the surface-based approaches herein described comply with this definition.
The image-based structural resolution was quantified with basis on the modulation transfer function (MTF). The MTF was calculated by means of the edge response function (ERF) and using the open field normalization, as described in [11] . The open field approach consists in normalizing the 2D image from which the ERF is obtained using the foreground (material) and background average grey scale values. This approach is preferred because the normalization by the zero-frequency value artificially inflates the MTF at all frequencies except those close to zero when there is a low-frequency drop. Therefore, the open field approach gives accurate MTF values everywhere except near the zero frequency [21] . The steps to calculate the MTF are summarized in the following lines. Details can be found in [11, 21] . a) Scan a reference cylinder with the CT system and obtain a set of slices from the volumetric image; b) Obtain a 2D image by averaging the slices to improve the signal-to-noise ratio; c) Normalize the averaged 2D image using the open field approach; d) Determine the centre of the cylindrical surface by thresholding and calculating the centroid of the circular region; e) Obtain the ERF by mapping all points in polar coordinates and rebinning with basis on the radius; f) Calculate the line spread function (LSF) by differentiating the ERF and apply a Hann window to avoid spectral leakage; g) Calculate the MTF by taking the modulus of the discrete Fourier transform (DFT) of the LSF.
The surface-based structural resolution was quantified with basis on the amplitude transfer function (ATF). The ATF was calculated by means of a frequency response analysis on calibrated sinusoidal surfaces, as described in [22, 23] . From the viewpoint of the analysis, this approach is similar to MTF based on use of line pair gauges (e.g. acquisition of discrete spatial frequencies). However, because the input signal consists of surface content, the ATF allows evaluating the complete CT physical extraction operation, including all data processing operations. In this sense, the ATF is analogous to the instrument transfer function (ITF) as defined for surface topography measuring systems in [15, 16] . The steps to calculate the ATF are summarized in the following lines. Details can be found in [22, 23] . a) Scan a calibrated MWS with the CT system and extract a set of circumferential lines from the multi-wave feature; b) Obtain the amplitude spectra by taking the modulus of the DFT of the extracted circumferential lines; c) Calculate the averaged CT transmitted amplitude values for the spatial frequencies (sf , in mm −1 ) of the multi-wave content to improve the signal-to-noise ratio; d) Calculate the relative transmission values (Tr(sf )) of the multi-wave content by taking the ratio between the averaged CT transmitted amplitude values (Ap CT (sf )) and the calibrated amplitude values (Ap cal (sf )).
In order to obtain the structural resolution metric from both the MTF and the ATF, the frequency domain generalized Gaussian model was fitted to the transmission data. This model was previously used to characterize the MTF of electrooptical devices [24] . The generalized Gaussian model is described in (3):
where T r(sf ) are the transmission model values, n is the order of the transmission model, sfc is the cut-off spatial frequency of the model (in mm −1 ) and k is the constant that determines the T r(sfc) value. The order (n) defines the shape (steepness) of the amplitude transmission model. For high values it approaches the transmission characteristic of an ideal (sharp cut) low-pass filter. Particular cases include n = 1, for which the function becomes a pure exponential decay; and n = 2, for which the function becomes a pure Gaussian model.
The structural resolution was defined as the cut-off spatial wavelength (λc, in mm), calculated as the inverse of the cut-off spatial frequency according to (4) , for a transmission model value of 50%. The transmission model constant for this criterion is k =− ln(0.5). This is the same definition adopted in [16] for surface topography systems.
Metrics to characterize the adding of unwanted information (noise)
The image-based noise level was quantified using the contrast-to-noise ratio (CNR). The CNR quality metric was chosen because the contrast, the foreground (material) noise and background noise should influence altogether the surface determination operation, thus the quality of CT data used for dimensional measurements [25] . The CNR is defined according to (5) :
where µ f and σ f are respectively the mean and standard deviation of the foreground and µ b and σ b are respectively the mean and standard deviation of the grey values of the background. The contrast (C ) is the difference between the foreground and the background mean values and the combined standard deviation (σ RSS ) is root sum of squares of the foreground and the background standard deviation values. The surface-based noise level was quantified using the extracted feature RMS deviation (Eq). This parameter is calculated by taking the root-mean-square value of the task-specific error feature [12] . For real features with non-significant form and roughness deviations (e.g. standard spheres), the extracted integral features obtained with the CT measuring system directly correspond to the error feature. For real features containing significant deviations, the later must be characterized and subtracted from the extracted integral feature for the error feature to be obtained [12] .
Measuring procedure
The data acquisition was performed with the axis of the MWS inclined 45 • to the axis of the rotary table. The middle of the cylindrical features of the MWS was roughly centred to the detector. After the reconstruction and surface determination, a mathematical alignment of the MWS was performed with basis on the reference plane and on the reference cylinder (see Fig. 3, middle) . For the image-based metrics, the aligned volume was used for further processing. For the surface-based metrics, the aligned circumferential lines extracted from the multi-wave feature were used for further processing.
The MTF was calculated using slices corresponding to the reference cylinder. The 2D image used for the calculating the ERF was obtained by averaging 13 slices. For normalizing images containing beam hardening cupping artefacts, the maximum grey value of the foreground was used. The evaluation region for the ERF was defined by two circles with radii of 16 and 24 mm (see Fig. 3 , left, dashed blue lines). The size of the bins used for resampling was one fifth of the voxel size. The CNR was calculated using the same slices used for the MTF calculations. The CNR statistics for the foreground were obtained from 20 cubes of 1 mm 3 equally spaced over a 16.5 mm radius (see Fig. 3 , left, red squares). The statistics for the background were obtained from 20 cubes of 1m m 3 equally spaced over a 23.5 mm radius (see Fig. 3 , left, red squares).
The position and size of the cubes were determined to minimize the influence of structured noise (cupping and scattering artefacts) on the statistics (especially on the standard deviations). The value of each statistic was calculated for each cube, and the mean values obtained from the 20 cubes corresponding to the foreground and to the background were used for the analyses. The ATF was calculated from nine circumferential lines extracted from the multi-wave feature after the mathematical alignment of the MWS (see Fig. 3, middle) . The lines were extracted with 3600 points, and the spacing between the lines was 0.25 mm. The CT data processing software [19] already provides the extracted circumferential lines with a regular angular spacing, thus no frequency leakage occurs when using the DFT algorithm [26] .
The Eqm e t r i c was calculated using the same circumferential lines extracted for the ATF. The task-specific error profiles (from which the RMS value is calculated) were obtained by suppressing the multi-wave content from the extracted feature content on the spatial frequency domain then calculating the inverse DFT (as already performed in [23] ). An example of the CT amplitude spectrum obtained from a CT extracted circumferential line (Fig. 3, right) shows the modulus of the multi-wave content (in blue) and the modulus of the extracted feature error content (in grey).
Experimental plan
To compare the response of the metrics to different influencing factors, a set of three experiments was designed. The experiments were referenced on a base setup, around which the levels of the respective factors were varied. The data acquisition parameters of the base setup are presented in Table 2 . The data processing parameters of the base setup are presented in Table 3 . Three measuring cycles were performed for each setup.
The Experiment #1 was designed to compare the response of the metrics to beam hardening effects and techniques for their reduction. The experiment was structured as a 2-factor (technique type) 3,2-level full factorial design. The investigated techniques were (i) the use of copper radiation pre-filters (none, 0.5 and 1.0 mm) and (ii) the use (or not) of beam hardening correction (BHC) implemented on the CT system operating software [18] . To compensate for the higher effective energy levels when using thinner pre-filters without changing other radiation-related parameters (e.g. tube voltage and focal spot size), the detector integration time was set to 666, 1000 and 2000 ms, respectively. The Experiment #2 was designed to compare the response of the metrics to different voxel sizes. The experiment was structured as a single-factor (voxel size, Vx) 5-level design. The investigated voxel sizes were 78, 93, 111, 132 and 157 µm (obtained using magnifications of 5.1, 4.3, 3.6, 3.0 and 2.5, respectively). The focal spot size was increased to 96 µm (by changing the current to 430 µA) for this experiment.
The Experiment #3 was designed to compare the response of the metrics to volumetric image filtering. The filter type used was the adaptive Gaussian filter implemented on the CT data processing software [19] . The experiment was structured as a single-factor (smoothing value, Sm) 4-level design. The investigated smoothing factors were 0 (none), 0.5, 0.75 and 1.0. The edge threshold (factor that specifies to which amount edges are protected from the smoothing process) was set to 0.2.
Results
Response of the metrics to beam hardening effects (and techniques for their reduction)
The ERF and MTF plots for Experiment #1 are shown in Fig. 4 . The analysis of the ERF and MTF curves indicates a slightly better transmission characteristic for setups without BHC. This behaviour was previously observed by other authors using the MTF calculated with the ERF approach [27, 28] . Regarding the use of pre-filters, better transmission characteristics are observed for smaller thicknesses. The MTF-based SR plot (Fig. 6 , top-left) confirms this analysis. Moreover, a pronounced low frequency drop caused by the cupping artefact can be noted for the setup without pre-filter/without BHC produces. If the zero-frequency normalization was used, the higher frequencies would be artificially inflated, suggesting an even better (though unrealistic) transmission characteristic for this particular setup. It is also possible to note the scattering-related long-tail (wing) artefacts [29] on the background side of the ERF curves, causing slight low frequency drops. This effect is less noticeable for the setup without pre-filter/with BHC, for which almost no X-ray artefacts caused by beam hardening or scattering can be seen on the ERF curve. Consequently, no low frequency drop is noticeable for this setup.
An analysis of the ATF curves (Fig. 5) , on the other hand, indicates a different response: the use of both pre-filter and BHC improves the surface content transmission of the CT system. The same conclusion can be drawn from the ATF-based SR plot (Fig. 6, top-right) . These results are in conflict with results found with the MTF, calling attention to the importance of considering the surface determination operation when defining structural resolution metrics for evaluating dimensional CT data.
In this regard, one remarkable observation concerns the drop of ATF steepness for setups more prone to the formation of beam hardening artefacts. This behaviour can be better understood by observing the n plot (Fig. 7, right) , which shows ATF order values decreasing for the setups with smaller pre-filter thicknesses and no BHC. More striking is the increase in ATF order values by the same amount for all the pre-filter thicknesses when using BHC, which further associates the ATF order values to the presence of beam hardening effects. A final observation on the ATF plots concerns the greater departure of the relative transmission values from the amplitude transmission model for the setup performed without pre-filter/without BHC. This behaviour is likely to be related with non-linearities in acquiring the surface content, and will be discussed later.
Regarding the noise level metrics, the analysis of the CNR plot (Fig. 6 , bottom-left) shows a better image quality for setups without BHC and with smaller pre-filter thicknesses. An increase in noise levels on the volumetric image with the use of BHC was already reported in [27] . The analysis of the Eqp l o t (Fig. 6 , bottom-right) shows the same behaviour for the use of both pre-filter and BHC, revealing a good correlation between the image-based and the surface-based noise levels metrics. Moreover, a correlation can be observed between the curvature of the outer regions of the ERF curves and the Eq values (e.g. the higher the curvature, the higher the Eqv a l u e s ) .
Response of the metrics to different voxel sizes
The MTF and ATF plots for Experiment #2 are shown in Fig. 8 . It can be observed that both MTF and ATF indicate better transmission characteristics for higher magnifications (smaller voxel sizes). The regression analysis presented on both SR plots (Fig. 10, top-left and top-right) shows a linear increase of the structural resolution values with increasing voxel sizes. However, it can be noted that the ATF-based SR values increase quicker than the image-based ones. This difference is most likely related with the beam hardening effects that causes the steepness of the ATF curves to drop. An analysis of the MTF curves also shows a small low frequency drop to all curves, which can be attributed to the scattering-related wing artefacts present on the background side of the ERF curves (Fig. 9) . The ATF curves, by their turn, show a higher departure of the relative amplitude values from the transmission model for the lower spatial frequencies (especially for the 0.4 mm −1 ). This behaviour becomes more pronounced for bigger voxel sizes. The causes for this behaviour are still unclear.
Regarding the noise level metrics, the analysis of the CNR plot (Fig. 10 , bottom-left) shows an increased image quality with increasing source-to-object distances (bigger voxel sizes). Similar results were found in [7] for CNR measurements performed on the projections. However, the results observed on the Eqp l o t (Fig. 10, bottom-right) shows the exact opposite, revealing contradictory results also between noise levels metrics. In this case, the voxel size stands out as a more relevant influencing factor for the surface quality than the quality of the volumetric image itself, evidencing the importance of considering the surface determination operation in defining noise level metrics as well. 
Response of the metrics to volumetric image filtering
The MTF and ATF plots for Experiment #3 are shown in Fig. 11 . The analysis of the MTF curves indicates that the response of the CT system on higher spatial frequencies improves with the use of higher filter smoothing factors. This response, however, is related with the non-linear characteristic of the filter and how it modifies the edge (as can be seen on the ERF curves, Fig. 12 ). In spite of the observed response, it is unlikely that the capacity of the CT system in acquiring high frequency content increases with a filtering operation. The ATF, on the other hand, shows a reduction on the transmission characteristic of the CT system by increasing the smoothing factor, which is more consistent with what is expected after a filtering operation. The image-based SR plots (Fig. 13 , top-right) reflect this behaviour, calling attention to the possibility of ambiguity in using one-parameter specifications for structural resolution with basis on transmission characteristic curves. The ATF curves, on the other hand, show a reduction on the transmission ability of the CT system by increasing the smoothing factor, which is more consistent with what is expected from a filtering operation. The same consistency can be observed in the ATF-based SR plots (Fig. 13, top-left) .
Regarding the noise level metrics, an analysis of the CNR plots (Fig. 13, bottom-left) shows a noteworthy improvement on the image quality for increasing smoothing factors. The Eqp l o t (Fig. 13, bottom-right) , on the other hand, shows a different behaviour: the extracted feature deviations increase with the smoothing factor. Again, the results obtained with image-based and surface-based metrics are uneven. Finally, an analysis of the ERF curves and the Eqp l o t s also shows a correlation between the curvature of the outer regions of the ERF curves and the Eqv a l u e s . Because the outer regions of edge are less protected by the threshold value of the filter than the central region of the edge, the outer region is modified while the central region remain unaltered. This non-linear filtering causes a shortening of the central region of the edge, which may influence the definition of the locally adapted surface determination threshold values, consequently increasing the variations observed on the surface data.
Discussion and concluding remarks
This paper presented a comparative study on surface-based and image-based metrics used for evaluating the quality of dimensional CT data. Structural resolution (SR) metrics and noise level metrics were used to characterize the loss of information and the adding of unwanted information in acquiring data with CT systems. Despite the sampled surface model and the volumetric image are signals with different characteristics, the model adopted for describing the physical extraction operation allowed defining surface-based metrics in a similar fashion to image-based metrics. The studied image-based metrics were the MTF-based structural resolution and the contrast-to-noise ratio (CNR) while the surface-based metrics were the ATF-based structural resolution and the extracted feature RMS deviation (Eq). Structured experiments were designed to test the response of the metrics to different influencing factors.
The results of the experiments demonstrated that while image-based and surface-based metrics may present good agreement in response to some influencing factors, significant divergences may arise in response to others. For instance, the MTF-based and ATF-based structural resolution showed good agreement in response to different voxel sizes (Experiment #2). On the other hand, results from Experiments #1 and #3 showed the same metrics responding very differently for varying non-linear effects (e.g. beam hardening artefacts and non-linear filtering). In the case of using techniques for reducing beam hardening artefacts (Experiment #1), the metrics presented an inverse correlation. Moreover, it was shown that the noise level observed on the surface data is not uniquely associated with the noise level from the volumetric image, but also with the interaction between the surface determination algorithm and other characteristics of the volumetric image. For instance, in Experiment #2 the voxel size appears as a much more influent factor than the volumetric image noise, and Experiment #3 showed that the shape of the ERF also influences the noise on the sampled surface model.
Since image-based metrics cannot assess the influence the surface determination operation, for the cases where the response of image-based and surface-based metrics results in conflict, image-based metrics may be providing misleading information (e.g. for optimizing the measuring process). Even if surface-based metrics are more complex to obtain (e.g. they need geometrically calibrated and/or accurate material measures), dimensional measurements are based on the sampled surface model, and the results presented on this paper emphasizes the importance of considering the surface determination operation when evaluating the quality of dimensional CT data.
The results obtained from the experiments also allowed making interesting specific observations for both types of metrics. These are summarized on the following lines.
• The MTF based on the ERF relies on local information to represent the transmission characteristics of the CT system. When non-linear effects caused by X-ray phenomena (as observed in Experiment #1) or edge-preserving filtering (as observed in Experiment #3) locally affect the volumetric image (e.g. modifies the edge information), the MTF no longer becomes representative of the transmission characteristic of the system. This was also observed in [28] , where the MTF calculated using lines pair gauges resulted in better transmission characteristics after the use of BHC (conflicting with results obtained via ERF).
• When scattering and beam hardening artefacts are present, a low frequency drop occurs on the MTF. Although not demonstrated, it is easy to realize that if the zero-frequency normalization was used (e.g. for the setup without prefilter/without BHC from Experiment #1), an artificial inflation of the higher frequencies would occur (for the mentioned setup, transmission values above unity would result). For this reason, the open field normalization was chosen instead. On the other hand, when the volumetric image is free of non-linear artefacts (e.g. for the setup without pre-filter/with BHC from Experiment #1), no low frequency drop is observed.
• The use of the frequency domain generalized Gaussian model provided a good means of describing the transmission characteristics of CT system. The main advantage in using this model is that it allows unambiguously describing a wide range of effective transmission characteristics by means of two parameters (n and sfc) [24] . In the case of the ATF, the steepness parameter (n) showed to be useful in evidencing beam hardening effects present on the volumetric image, making the method suitable for evaluating the effectiveness of artefact reduction techniques (pre-filters, BHC).
• A better adherence of the transmission data to the model was observed for setups with less X-ray artefacts (for both MTF and ATF) and for setups with higher magnifications (for the ATF). Conversely, a significant departure of the relative transmission values from the transmission model was observed for the ATF curve obtained with the setup without pre-filter/without BHC. This behaviour is likely to be related with non-linearities caused by the beam hardening, possibly producing inter-modulation of the multi-wave content, and must be further investigated.
• Regarding the comparability of the MTF and the ATF, it is important to bear in mind that the MTF is calculated normal to the surface, while the ATF is calculated along the surface (besides considering the surface determination operation). For this reason, it is not expected that the two metrics will provide the same transmission characteristic, even in the absence of non-linear artefacts. This subject must be further investigated.
• Finally, a correlation between the characteristics of the ERF and the Eqm e t r i c values was observed in Experiments #1 and #3. Studying this correlation may help understanding the noise propagation to surfaces extracted with CT measuring systems. Similar investigations were performed in [30] to define the local quality value (LQV) of surface points.
The surface-based methods used in this work were developed by the authors [12, 17, 22, 23] . Despite their definition differ from the current definitions provided by the guideline VDI/VDE 2630 Part 1.3 [2] , the presented results demonstrated their applicability to evaluate the quality of dimensional CT data. Further developments include defining an uncertainty model for the ATF parameters, investigating the linearity of CT measuring systems in acquiring surface content and improving the design of the CT-MWS.
