Abstract. This paper is based on an hour address given at the Sixth Conference on Formal Power Series and Algebraic Combinatorics, held at DIMACS in 1994. It is written primarily for an audience of combinatorialists. Our hope is to publicise some intriguing enumerative conjectures which arise in the study of the homology representations of the poset of (set) partitions with an even number of blocks.
Introduction
In this paper we survey some intriguing enumerative conjectures arising in the study of the homology representations of a subposet of the partition lattice. We begin by stating the conjectures in Section 1. The material in the first two sections of this paper is described in detail in [Su2] , with the exception of Corollary 2.6 on the multiplicity of the trivial representation.
Wreath products come up naturally in the study of homology representations of posets of partitions, and the representation-theoretic results are described most conveniently using symmetric functions and the plethysm operation. In the following sections we develop the relevant facts about wreath product modules, and the connection with plethysm, from the basic definitions. Section 3 contains a complete proof that the Frobenius characteristic of the wreath product module of S mn induced from the normaliser of the m-fold product of S n with itself, is given by the plethysm of the corresponding characteristics. One reference for this result is the argument, using polynomial functors and Schur-Weyl duality, in [M, Chapter 1, Appendix] ; our treatment is elementary.
Section 4 collects the properties of the plethysm operation that are useful in computing such representations. In these sections we assume a basic knowledge of the representation theory of finite groups, and the theory of symmetric functions, in particular the correspondence between the representation ring of the symmetric group S n and homogeneous symmetric functions of degree n.
The poset of partitions with an even number of blocks
We begin by reviewing the basic definitions concerning poset homology (see [St2] for more information). To any poset P with maximum element1 and minimum element0 one can associate a sequence of abelian groups called the reduced homology groups of P. (These are precisely the reduced simplicial homology groups of algebraic topology; see [Mu] .) By taking coefficients in a field k, these homology groups can be viewed as vector spaces.
Let P be a finite poset with maximum element1 and minimum element0, and let r be the length of the longest chain (0 = x 0 < x 1 < . . . < x r−1 < x r =1) from0 to1. For each i = −1, . . . , r − 2, let C i (P ) denote the vector space over the field k whose basis is the set of i-chains (x 0 < x 1 < . . . < x i ) in P \{0,1}, i.e., chains in P of the form (0 < x 0 < x 1 < . . . < x i <1). In particular, C −1 (P ) is the one-dimensional vector space spanned by the empty chain in P \{0,1}, (corresponding to the chain (0 <1) in P ). For each j = 0, . . . , r − 2, define a linear transformation ∂ j : C j (P ) → C j−1 (P ) by
where the hat over the element x i indicates that x i is to be omitted. Then the reduced homology space H j (P ) is defined to be the quotient space ker ∂ j /im ∂ j+1 of the kernel of ∂ j by the image of ∂ j+1 . (One checks easily that this is welldefined, because the composite map ∂ j • ∂ j+1 vanishes identically.) In particular, when the poset P is finite, and r is the length of the longest chain (0 < x 0 < x 1 < . . . < x r−2 <1) from0 to1, the top reduced homology, which we denote simply by H (P ) , is precisely the kernel of the linear transformation ∂ r−2 : C r−2 (P ) → C r−3 (P ) . All the posets discussed in this paper have the Cohen-Macaulay property, (see [BGS] , [St2] ) which, among other things, implies that the only nonzero reduced homology is the top homology.
Denote by Π n the lattice of set partitions of an n-element set ordered by refinement; the partition with n nonempty blocks each of size 1 is the minimum element, and the partition with exactly one nonempty block is the maximum element. By definition of the order relation, a partition π is less than a partition τ if τ can be obtained from π by merging together some blocks of π.
There is a large literature on the partition lattice Π n and its unique nonvanishing (top) homology (see, e.g., [B] , [Ha] , [St1] and [W2] ).
In this paper we shall be concerned with the subposet Π e 2n of the partition lattice Π 2n consisting of partitions with an even number of blocks, together with an artificially attached maximal element1. Observing that the partition lattice is in fact ranked, the rank of a partition being n minus the number of blocks, we see that Π e 2n is the rank-selected subposet (see [St1] ) obtained by choosing all partitions of even rank in Π 2n . This makes Π e 2n a ranked poset of rank (n + 1). Also note that the symmetric group S 2n acts as a group of automorphisms of Π e 2n which commutes with the boundary operator ∂ * , and hence induces an action on the reduced top homology H(Π e 2n ). The idea of studying the homology of rank-selected subposets of a (Cohen-Macaulay) poset is due to Stanley, who in particular pointed out the existence of interesting combinatorial invariants associated with rank-selection, and, using the Hopf trace formula, derived formulas for the trace of an automorphism on the rank-selected homology ( see [St1] ). (Note that the rank-selected subposet Π e 2n considered in this paper is different from the "2-divisible "sublattice of Π 2n studied in [CHR] and [W2] .)
It is well-known that for Cohen-Macaulay posets, or more generally for posets with a unique nonvanishing homology space, the dimension of the homology space is the absolute value of the Möbius number of the poset (see [St2] 
It turns out that as a representation of S 2n , the homology of Π e 2n has other nice properties, with interesting enumerative implications. For instance, the main conjecture in [Su2] states that the homology module decomposes into a direct sum of transitive permutation modules of a particularly simple form. By equating dimensions and using the above formula, one therefore obtains a conjectured refinement of the tangent number E 2n−1 into nonnegative integers. We refer the reader to [Su2] for the analysis of the homology representation which led to the following definition. Definition 1.2. Define integers {b i (n), 2 ≤ i ≤ n} by means of the recurrence
Note that in view of the initial conditions, the sum runs over integers k ≤ i−2 and r such that k ≤ 2r ≤ i. For i = 3 this gives the linear recurrence b 3 (n) = 3b 3 (n − 1) + 2(2n − 5).
One now has the formula
The main enumerative conjecture of [Su2] states that Conjecture 1.4. The integers b i (n) are all nonnegative, and hence describe a refinement of the tangent number E 2n−1 into sums of powers of 2.
The first few values of these integers are given in the table below. The entry in the nth row and ith column is the value of b i+1 (n+1), for i ≥ 1 and 1 ≤ n ≤ 6. 
The tangent number is also an Euler number, the latter being defined by the generating function
(E 2n is the nth secant number, E 0 = 0). We now wish to consider a class of numbers which refine the Euler numbers. One way to obtain these numbers is by examining the permutation representation of S n on the maximal chains of the full partition lattice Π n . In [St1, Theorem 7.7] , Stanley showed that the total number of S n -orbits of this action is the Euler number E n−1 . Subsequently this author obtained a further refinement of the number of orbits into nonnegative integers a i (n), by counting the orbits of maximal chains according to their stabiliser subgroups. More precisely, let a i (n) be the number of distinct S n -orbits such that the stabiliser of a maximal chain in the orbit is conjugate to the Young subgroup
. (For example, it is easy to see that a 1 (n) = 1.) Then the result of [Su1, Theorem 3.2] states that the a i (n) satisfy the recurrence
with a 0 (1) = 1 = a 1 (2), a 0 (n) = 0, n > 1, and a i (n) = 0 if 2i > n, and moreover one has the equation
In an effort to explain combinatorially the recurrence (1.1), the following class of permutations was introduced by Rodica Simion and this author (see [Su2] ). Define a simsun permutation in S n to be a permutation σ with no consecutive descents, (or no double descents), (a descent being defined as a position i, 1 ≤ i ≤ n − 1, such that σ(i) > σ(i + 1)), and with the hereditary property that when the letters n, n − 1, . . . , 3, 2, 1, are erased in succession, the property of not having any consecutive descents is preserved after each erasure. It follows from the recurrence (1.1) that a i (n) is the number of simsun permutations in S n−2 with exactly i − 1 descents. For example, in S 4 , the five alternating ("down-up") permutations are 2143, 3142, 4132, 4231 and 3241. Of these only the first four are simsun permutations, and hence the number a 3 (6) of simsun permutations in S 4 with two descents is 4.
The equinumerous set of André permutations appears in work of Foata and Schützenberger (see [FSch1] , [FSch2] , [FS1] , [FS2] and [V] ). These sets reappear in recent work of Purtill ([P] ) and Stanley ([St4] ) on the cd-index. With the Foata-Schützenberger interpretation, a i (n) is the number of André permutations in S n−1 with exactly i peaks, where j is a peak if either j = 1 and σ(1) > σ(2), or if 2 ≤ j ≤ n − 2 and σ(j) > max(σ(j − 1), σ(j + 1)).
As pointed out by Hetyei [He] , from [FS2] it can be seen that the simsun permutations in S n−2 are equinumerous with the André permutations of the second kind in S n−1 . The recurrence (1.1), suitably transformed, and the identity (1.2) are well-known in the theory of André permutations ([FSch2] , [FS2] ).
Below are a few values of the a i (n) : 
From the definition we see that a n (2n), being the number of simsun permutations in S 2n−2 with (n−1) descents, counts the number of alternating (necessarily down-up) permutations in S 2n−2 with the hereditary property of no consecutive descents described above.
One notes from the above table that the tangent numbers E 2n−1 are divisible by powers of 2. It is well-known from the theory of André permutations (see, e.g., [FS2] ) that
This result can also be obtained by examining the orbits of maximal chains in Π 2n counted by a n (2n); see [Su2] . Hence the integers b i (n) of Definition 1.2 also give a refinement of these André or simsun numbers: 
Wachs (personal communication) has found a refinement of a set of permutations counted by a n (2n) (essentially the André permutations of the second kind as described in [FS2, p. 128, Proposition 12] ; see also [He] ) into powers of 2, but her refinement gives numbers different from the numbers b i (n).
Finally we consider one more family of numbers, the Genocchi numbers G 2n . These positive integers can be defined by means of the exponential generating function [St3, Chapter 5, Exercise 5] 
For more information concerning these numbers, see the survey article of Viennot [V] . We record one of the many combinatorial interpretations for these numbers (again see [St3, loc. cit.] ); this one is due to Viennot [V, Proposition 5.5 
]:
The Genocchi number G 2n is the number of permutations σ in S 2n−1 with the property that σ(i) < σ(i + 1) if and only if σ(i) is even, for 1 ≤ i ≤ 2n − 2.
It follows by comparing generating functions that the tangent number E 2n−1 and the Genocchi number G 2n are related by the equation G 2n = 2n 2 n−1 E 2n−1 , and hence, from Theorem 1.1, the dimension of the top homology of Π e 2n is (2n − 1)!G 2n .
Substitution into the formula of Theorem 1.3 yields the equation Table 1 it is clear that these summands are not necessarily integers. It is therefore somewhat remarkable that a further scrutiny of the homology representation of Π e 2n does in fact yield a refinement of the Genocchi number into integers; it is obtained by considering the action of the subgroup S 2n−1 of S 2n on the homology. From [Su2, Corollary 2.13], the following identity can be extracted.
Then one has
Note that the nonnegativity of the b i (n) implies nonnegativity of the d i (n). The data below shows that even more might be true. 
refine the Genocchi number G 2n into a sum of (n − 1) positive integers, for all n ≥ 2.
Note that d 1 (n) = 2 for all n ≥ 2, and d 2 (n) = 3d 2 (n − 1) + 8(n − 2).
The homology representation
In this section we discuss briefly the Frobenius characteristic of the homology representation of Π e 2n , that is, the associated homogeneous symmetric function of degree 2n.
Note that Π e 2 is the trivial poset consisting of only0 and1, and its reduced homology is a one-dimensional vector space coinciding with C −1 (Π e 2 ). The representation of S 2 on this space is clearly trivial. We begin therefore with the first nontrivial example, Π Let V denote the vector subspace of C 0 spanned by the chains c i , and let V denote the subspace spanned by the c i . Then C 0 is the direct sum of the S 4 -invariant subspaces V and V , and the quotient space C 0 / ker ∂ 0 is (S 4 -)isomorphic to C −1 , on which S 4 acts trivially. Hence the S 4 -module structure of the homology ker ∂ 0 is given by (2.1) V ⊕ V − one copy of the trivial representation.
As in [M] denote the Frobenius characteristic of an S n -module W by ch(W ). We wish to compute the Frobenius characteristic R 4 of the homology of Π Recall that the characteristic of the trivial S n -module is the homogeneous symmetric function h n . Also recall ( [M, Chapter 1, Section 7] ) that, in the representation ring, induction from a Young subgroup corresponds to multiplying the corresponding characteristics.
Now it is clear that each of the S 4 -modules V, V is a permutation module, and in particular V is simply the induction of the trivial representation from the subgroup fixing the chain c 1 , namely, the Young subgroup S 1 × S 3 . Hence ch(V ) = h 1 h 3 . Similarly V is obtained by inducing the trivial representation from the subgroup of S 4 fixing the chain c 1 ; this is the wreath product group
The operation in the ring of symmetric functions which describes representations induced from wreath product subgroups of the symmetric group is plethysm; the characteristic ch(V ) is given by the plethysm h 2 [h 2 ] of h 2 with itself. We defer the definition of plethysm until Section 4, after wreath products have been discussed in more detail.
By (2.1), the characteristic of the homology of Π e 4 is thus given by
Since the homogeneous symmetric functions form a multiplicative basis for the ring of symmetric functions, this can be rewritten as a polynomial in the h i . It turns out that the preceding expression reduces to give simply
. (Readers unfamiliar with such manipulations can compute this using, for example, Stembridge's Maple package SF for symmetric functions.)
Let R 2n denote the characteristic of the representation on the top homology of Π e 2n . We have just seen that R 2 = h 2 and R 4 = h 2 2 ; in each case we obtain a polynomial in h 2 . The general situation follows this pattern, and one has the following theorem. 
Thus the conjectured nonnegativity of the b i (n) is equivalent to the following representation-theoretic conjecture: An interesting combinatorial invariant of these homology representations is the multiplicity of the trivial representation (see [St1, Section 7] and [Su1, Sections 3 and 4]). If the preceding conjectures were true, the multiplicity β 2n,k of the trivial S 2n -module in the homology of Π e 2n (k) would simply be the number of S 2n -orbits. Note that from Theorem 2.1 we have
In particular the sum n i=2 b i (n) is known to be nonnegative. The algorithm given in [Su2] to generate the symmetric functions R 2n (k) can be used to compute generating functions for the β 2n,k . We have
) and then extracting those terms which are homogeneous polynomials of degree 2n in the
In particular, Conjecture 2.3 is equivalent to the following: Conjecture 2.5. As a polynomial in t, x and y, q 2k has nonnegative (integer) coefficients for all k.
For 1 ≤ k ≤ 5, one now has the generating functions
These in turn give the formulas
β 2n,4 = 272 n + 2 7 − 64 n + 1 6 + 4 n 5 + n − 1 4 and β 2n,5 = 7, 936 n + 3 9 − 4, 656 n + 2 8 + 432
Note that one cannot always express the nonnegative integer β 2n,k as a positive integer combination of binomial coefficients. However the reader will recognise the tangent numbers of Table 2 in the leading coefficients in the above formulas. By analysing the algorithm of Theorem 2.4, we can conclude the following: Corollary 2.6. Let β 2n,k denote the multiplicity of the trivial representation in the homology of the rank-selected subposet 
The constant term in the polynomials P k (u) above is clearly the multiplicity of the trivial representation in the homology of Π e 2n . We do not know how to interpret the other coefficients. The following table gives the first few values of the positive integers β 2n,k : 
Wreath product representations
The aim of this section and the next is to give a complete description of the role played by the plethysm operation in the representation theory of the symmetric group. For a broader discussion of wreath products (involving more general groups) and their representations, see [JK] .
Let m and n be positive integers, and let π be the partition in Π mn consisting of m blocks each of size n; assume the kth block consists of the integers {(k − 1)n + 1, . . . , kn}. The subgroup of S mn which fixes π is the wreath product of the group S m with S n ; it consists of those permutations in S mn which permute elements within each block, or permute the blocks, or both.
This wreath product subgroup can be defined more precisely as follows. Proof. Uniqueness follows from the fact that for σ, τ ∈ S m , the element στ −1 is in S m n if and only if it maps every interval I k into itself. To show that elements of the stated form are in the normaliser, it is enough to show that σ k is in the normaliser for all k, since the latter elements generate the image of S m in S mn . But for any x i ∈ S n , noting that σ k affects only elements in the intervals I 1 and I k , we have
Conversely let y be any element of the normaliser. It is enough to show that for each k there is a j such that y maps the interval I k onto the interval I j . Let r ∈ I k , and assume y(r) ∈ I j . For any s ∈ I k , choose x ∈ S n such that s = z(r) for z = σ k x σ k . But then y(s) and y(r) are in the same orbit of yzy −1 , which is an element of S m n . In particular y(r) and y(s) both belong to the same interval I j . This shows that y maps I k into I j , and hence onto.
The next corollary is now immediate.
Corollary 3.2. The order of the wreath product group
For convenience we shall write (x 1 , . . . , x m ; σ) for the element m i=1 ( σ i x i σ i ) σ of the wreath product (so x i ∈ S n , σ ∈ S m .) For example, in the wreath product group S 4 [S 3 ], the element ( (12), (123), (1), (1); (1234)) represents the permutation 1 2 3 4 5 6 7 8 9 10 11 12 5 6 4 7 8 9 10 11 12 2 1 3 .
As in the case of the hyperoctahedral group, the wreath product group S m [S n ] can be represented faithfully as a group of m by m monomial matrices A = (a ij ), with the property that there is a unique permutation σ A ∈ S m such that a ij = 0 ⇐⇒ i = σ A (j) and a σ A (j),j ∈ S n .
Next we record how multiplication works in this realisation of the wreath product:
In particular, (1, . . . , 1; τ ) = (x 1 , . . . , x m ; στ ), and
Proof. It is enough to check the formula forσ =σ k andτ =σ j , for 1 ≤ j, k ≤ m.
Note as before thatσ k commutes with permutations which fix elements in I l for l = 1, k. We leave it to the reader to check that
Finally observe that for j = k, (k1j) is a cycle of σ k σ j . We are now ready to define the wreath product module.
Definition 3.4. Let k be any field, let W be a representation of S n , V a representation of S m (over k). Define the wreath product module V [W ] to be the following representation of the wreath product group S m [S n ]. As a vector space, V [W ] is simply the tensor product (over
It is a routine computation to check, using Lemma 3.3, that this does indeed define a representation of S m [S n 
Note that this is how S m [S n ] acts on itself by left multiplication (the regular representation). One more observation, which we shall use later on, is that V [W ] is itself the tensor product of two representations of S m [S n ] :
Consequently the trace of an element (
may be computed by means of the formula
It is also clear from the definition that if
Recall from Section 2 that we needed to compute the permutation representation of S 4 acting on partitions consisting of two blocks each of size 2. This turned out to be the induction of the trivial representation from the wreath product group S 2 [S 2 ]. In order to describe the Frobenius characteristic of such representations, we begin with the following theorem. We assume that the reader is familiar with the following definition of an induced representation; if H is a subgroup of G and U is a representation of H, then the representation of G induced by U is
where X is a set of distinct left coset representations of H in G, and G acts by permuting the subspaces g · U. An element x ∈ G acts on g · u by the rule x · (g · u) = g · (h · u), where g ∈ X and h ∈ H are the uniquely determined elements such that xg = g h. 
Then the induced representations
and
Proof. First, it is easy to check that the dimensions of both representations coincide. Now let X be a set of distinct coset representatives for the Young subgroup S m 1 × S m 2 in S m 1 +m 2 . We leave it to the reader to check that the setX = φ(X) = {τ : τ ∈ X} is then a set of distinct coset representatives for the subgroup S m1 [S n 
(Here φ is the isomorphism of S m into S mn defined before Lemma 3.1.)
Hence as a direct sum of vector subspaces we have
We wish to exhibit a map from U 2 to U 1 which is an isomorphism of S m1+m2 [S n 
i=m1+1 w i ⊗ v 2 , as τ runs over elements of X, the w i run over all elements of B W , and the v j run over all elements of B j , j = 1, 2.
Consider the map Ψ from U 2 to U 1 which takes the above basis element z to
Then it is clear that Ψ maps a basis of U 2 onto a basis of U 1 , (note that the subscripts τ −1 (i) simply permute tensor positions), and hence (by dimension) Ψ extends to a vector space isomorphism from U 2 onto U 1 . Now we claim that Ψ commutes with the action of the wreath product group
First we compute the action of (x; σ) on the basis element z of U 2 . There are uniquely determined elements ρ ∈ X, and g ∈ S m 1 , h ∈ S m 2 such that στ = ρgh, and henceστ =ρĝĥ. Hence (x; σ) · z equals
By Lemma 3.3, we have
where the last line shows that we can view the product as an element of S m1 [S n 
Hence (3.2) gives
where we have set u i = x i w τ −1 σ −1 (i) (recall that ρgh = στ, and that g and h act on disjoint subsets).
Note thatρ is a coset representative inX. From the definition of Ψ, (3.3) implies that
(Note that the first equality is justified because in the definition of Ψ, it is the (m 1 + m 2 ) tensor positions which are permuted according to τ.) We have shown that wreath product modules satisfy the following two properties: For the rest of this section we assume that the ground field k is the field of complex numbers. Let V and W be representations for S m and S n respectively. Our goal is to describe the Frobenius characteristic of the representation of S mn obtained by inducing V [W ] from the wreath product subgroup S m [S n ], in terms of the characteristics ch(V ) and ch(W ). We shall show that this is accomplished by the plethysm operation in the ring of symmetric functions. In order to motivate the definition of plethysm from our representation-theoretic viewpoint, suppose ψ is a function, defined on ordered pairs (f, g) of symmetric functions, such that ch
In particular ψ must be a map which takes ordered pairs of symmetric functions homogeneous in degrees m and n respectively, to a symmetric function which is homogeneous of degree mn. Also it is easy to see that the preceding two properties of wreath product modules impose the following properties on the map ψ :
Property (2) follows by transitivity of induction and the fact that the product of two characteristics is the characteristic of the appropriate induced representation.
Consequently the function ψ(f, g) must be linear and multiplicative in the first variable.
Our next step is to prove one more property of the function ψ, which will determine it completely. Recall ( [M] ) that the mth power sum symmetric function is defined to be
and, for any integer partition λ = (
In particular it is a symmetric function of homogeneous degree m. In fact it is well-known ( [M, Chapter 1, Section 7] ) that p m can be written as a Z-linear combination of Schur functions, and hence p m is the characteristic of a virtual representation of S m in the Grothendieck ring of S m .
We recall two more facts. (For details see [M] .) Let V be an S m -module, and let Υ V denote its character. The Frobenius characteristic ch(V ) of V (which may also be viewed as a function of its character Υ V ) is the symmetric function
where type(σ) is the integer partition of m encoding the cycle-type of σ. The second fact that we shall need is the formula for an induced character (see, e.g., [S] ). If G is a finite group and H is a subgroup of G, W a representation of H with character Υ W , then the character of the induced representation W  G H is given by the formula
Finally we record a consequence of these two facts: Proof. From the formula for the character of an induced representation, we have
which gives the stated formula. 
is given by
where Υ V [W ] denotes the character of the virtual representation V [W ], and (x; σ) denotes the element (x 1 , . . . , x n ; σ), for x i ∈ S n and σ ∈ S m .
From (3.1) we have
is nonzero only when σ is an m−cycle, in which case it equals m.
Hence ψ(ch V, ch W ) equals
Let σ be an m-cycle in S m . We wish to compute the trace in the last term in (3.4). Recall that (x; σ) acts on W ⊗m by sending the basis element (w i1 ⊗ . . . ⊗ w im ) to
Let d denote the dimension of W, and suppose the matrix of x r acting on W is
using the fact that σ is an m−cycle, we can rewrite this as
Hence the trace of (x; σ) acting on W ⊗m equals
which in turn is simply the trace of the product
Substituting in (3.4), we have (1) ).
Let λ be the cycle-type of the product X σ = x 1 x σ −1 (1) . . . x σ −m+1 (1) in S n . We claim that if σ is an m-cycle, the cycle-type of (x; σ) in S mn is (mλ 1 , mλ 2 , . . . ) = m·λ. Assume without loss of generality that σ is the m-cycle (12 . . . m). We leave it to the reader to check the following fact:
We need one final counting formula, which is easily checked: For each fixed y ∈ S n ,
Putting all this together in (3.5), we obtain the formula
Together with the observation that for any k,
. . ), this completes the proof.
The results of this section may be summarised as follows. If ψ(f, g) is a map defined on ordered pairs of homogeneous symmetric functions, such that for all S m -modules V and S n -modules W,
, then we have shown 
Plethysm
We are now ready to discuss plethysm. Our intention is to give a brief introduction to the elementary properties of plethysm, and to indicate how these properties may be used to obtain representation-theoretic results. The interested reader is referred to the bibliography for more details.
In this section we work with symmetric functions with coefficients over the rationals. The plethysm operation was first defined by Littlewood [L, p.206] , in the context of representations of the general linear group. The basic properties of plethysm discussed here are due to him. (The plethysm discussed in this section is not to be confused with inner plethysm, another operation defined by Littlewood.) The reader is referred to [M, Chapter 1, Section 8 ] for a concise modern treatment based on Littlewood's definition, and also for further information and historical remarks. We shall recover essentially Littlewood's definition in Corollary 4.5. 
Because the power sum symmetric functions form an algebraically independent set of generators for the ring of symmetric functions, (over the rationals), these conditions define the plethysm g[f ] of any symmetric function g with f. Clearly these conditions make the map g → g[f ] a ring homomorphism; equivalently, plethysm is a binary operation on the ring of symmetric functions which is linear and multiplicative in the first variable.
From Corollary 3.9, the following theorem is now clear. For another proof the reader is referred to [M, Chapter 1, Appendix] .
Theorem 4.2. Let V and W be (possibly virtual) representations of S m and S n respectively. The Frobenius characteristic of the induced S mn -module
is given by the plethysm
In particular, it follows from this that if λ and µ are integer partitions of m and n respectively, then the plethysm of the Schur function s λ with the Schur function s µ is a nonnegative integer combination of Schur functions (indexed by partitions of mn). The problem of computing these coefficients is a difficult one; no combinatorial rule is known for the coefficients in general. There is a large literature on solutions for special cases (see the references in [L] , and also [CT] ). In addition to the references in [JK] , more recent work includes papers by Christophe Carré [C] , whose thesis is devoted to plethysm, and Carré and Jean-Yves Thibon ( [CT] ).
We record some facts about plethysm which follow easily from the definition. 
Proof. The first two statements are immediate from the definitions, while (4) follows from (3). (3) Let f = λ c λ p λ be the expansion of f in the basis of power sum symmetric functions indexed by integer partitions λ. Because of the additive property (3) in Definition 4.1, it is enough to prove the result for the power sums p λ .
and hence
First let f = p k for some integer k ≥ 1. (The statement is clear by definition if f is a constant.) Write g = µ c µ p µ where the sum runs over integer partitions µ. Then
Since plethysm is multiplicative and linear in the first variable, this finishes the proof.
Note that plethysm is not in general commutative. As an amusing example, we compute the plethysms ( Proof. Again, it is enough to assume that f = p k for some integer k ≥ 1. But then
. . . , and the result follows. Recall ( [M] ) that the generating function for the homogeneous symmetric functions h n is given by
It follows from the preceding result that if the symmetric function g is a nonnegative integer combination of monomials, say g = α= (α1,α2,... ) n α x α as in Proposition 4.4, then the generating function for the plethysms h n [g] is given by
A similar generating function identity holds for the elementary symmetric functions e n . More generally, we have essentially the equivalent of Littlewood's original definition of plethysm (see [L, p. 206 
which gives the required formula. The identity for the plethysms e n [g] is established similarly.
As an example, we can now compute the plethysm h n [h 2 ]. Since h 2 is a multiplicity-free sum of monomials of the form x i x j , i ≤ j, we have
By an identity of Littlewood [M, Chapter 1, p.45 For instance, this formula says that R 2 is given by the degree 2 term in j≥1 h j , that is, R 2 = h 2 , a fact that was confirmed by direct calculation in Section 2.
Likewise, R 4 is the degree 4 term in
(From the definition of plethysm, which multiplies degrees, it is clear that terms of degree 2n come only from the plethysm with the truncated sum In order to compute R 2n in the more explicit form given by Theorem 2.1 of Section 2, one can show by means of an inductive argument that it suffices to compute h 2 [f + g], where f and g are symmetric functions. For the details of this reduction the reader is referred to [Su2, Theorem 2.5] . One of the key steps in carrying out the computation in (4.2) is the following lemma. The degree n term is obtained by taking the sum over all partitions µ such that a|µ| + b(|λ| − |µ|) = n, that is, first over all partitions of n into part sizes a and b.
In particular, we have the formula The interested reader can now recover (2.2) from the computation of (4.2). We record one more example of a plethystic computation which is frequently useful. (See [Su1] for applications to computing the multiplicity of the trivial representation in homology modules.) These results are easily derived from the properties developed in this section. (ii)
Although the nonnegativity of the coefficients b i (n) is still open, Theorem 2.1 is a rare example of an explicit solution to a plethystic equation of the form given by Theorem 4.8. Indeed, the latter equation is a special case of the following plethystic identity, for which we know of no explicit solution in general. For other examples of plethystic identities arising from homology representations of posets of partitions, see [Su3] .
