We compute the Hochschild cohomology groups HH * (A) in case A is a triangular string algebra, and show that its ring structure is trivial.
Introduction
Let A be an associative, finite dimensional algebra over an algebraically closed field k. It is well known that there exists a finite quiver Q such that A is Morita equivalent to kQ/I, where kQ is the path algebra of Q and I is an admissible two-sided ideal of kQ.
A finite dimensional algebra is called biserial if the radical of every projective indecomposable module is the sum of two uniserial modules whose intersection is simple or zero, see [10] . These algebras have been studied by several authors and from different points of view since there are a lot of natural examples of algebras which turn out to be of this kind.
The representation theory of these algebras was first studied by Gelfand and Ponomarev in [11] : they have provided the methods in order to classify all their indecomposable representations. This classification shows that biserial algebras are always tame, see also [20] . They are an important class of algebras whose representation theory has been very well described, see [2, 6] .
The subclass of special biserial algebras was first studied by Skowroński and Waschbüch in [18] where they characterize the biserial algebras of finite representation type. A classification of the special biserial algebras which are minimal representation-infinite has been given by Ringel in [16] .
An algebra is called a string algebra if it is Morita equivalent to a monomial special biserial algebra.
The purpose of this paper is to study the Hochschild cohomology groups of a string algebra A and describe its ring structure.
Since A is an algebra over a field k, the Hochschild cohomology goups HH i (A, M ) with coefficients in an A-bimodule M can be identified with the groups Ext i A−A (A, M ). In particular, if M is the A-bimodule A, we simple write HH i (A). Even though the computation of the Hochschild cohomology groups HH i (A) is rather complicated, some approaches have been successful when the algebra A is given by a quiver with relations. For instance, explicit formula for the dimensions of HH i (A) in terms of those combinatorial data have been found in [4, 7, 8, 9, 14, 15] . In particular, Hochschild cohomology of special biserial algebras has been considered in [5, 19] .
In the particular case of monomial algebras, that is, algebras A = KQ/I where I can be choosen as generated by paths, one has a detalied description of a minimal resolution of the A-bimodule A, see [3] . In general, the computation of the Hochschild cohomology groups using this resolution may lead to hard combinatoric computations. However, for string algebras the resolution, and the complex associated, are easier to handle.
The paper is organized as follows. In Section 2 we introduce all the necessary terminology. In Section 3 we recall the resolution given by Bardzell for monomial algebras in [3] . In Section 4 we present all the computations that lead us to Theorem 4.3 where we present the dimension of all the Hochschild cohomology groups of triangular string algebras. In Section 5 we describe the ring structure of the Hochschild cohomology of triangular string algebras.
Preliminaries

Quivers and relations
Let Q be a finite quiver with a set of vertices Q 0 , a set of arrows Q 1 and s, t : Q 1 → Q 0 be the maps associating to each arrow α its source s(α) and its target t(α). A path w of length l is a sequence of l arrows α 1 . . . α l such that t(α i ) = s(α i+1 ). We denote by |w| the length of the path w. We put s(w) = s(α 1 ) and t(w) = t(α l ). For any vertex x we consider e x the trivial path of length zero and we put s(e x ) = t(e x ) = x. An oriented cycle is a non trivial path w such that s(w) = t(w). If Q has no oriented cycles, then A is said a triangular algebra.
We say that a path w divides a path u if u = L(w)wR(w), where L(w) and R(w) are not simultaneously paths of length zero.
The path algebra kQ is the k-vector space with basis the set of paths in Q; the product on the basis elements is given by the concatenation of the sequences of arrows of the paths w and w ′ if they form a path (namely, if t(w) = s(w ′ )) and zero otherwise. Vertices form a complete set of orthogonal idempotents. Let F be the two-sided ideal of kQ generated by the arrows of Q. A two-sided ideal I is said to be admissible if there exists an integer m ≥ 2 such that F m ⊆ I ⊆ F 2 . The pair (Q, I) is called a bound quiver.
It is well known that if A is a basic, connected, finite dimensional algebra over an algebraically closed field k, then there exists a unique finite quiver Q and a surjective morphism of k-algebras ν : kQ → A, which is not unique in general, with I ν = Ker ν admissible. The pair (Q, I ν ) is called a presentation of A. The elements in I are called relations, kQ/I is said a monomial algebra if the ideal I is generated by paths, and a relation is called quadratic if it is a path of length two.
String algebras
Recall from [18] that a bound quiver (Q, I) is special biserial if it satisfies the following conditions: S1) Each vertex in Q is the source of at most two arrows and the target of at most two arrows; S2) For an arrow α in Q there is at most one arrow β and at most one arrow γ such that αβ ∈ I and γα ∈ I.
If the ideal I is generated by paths, the bound quiver (Q, I) is string.
An algebra is called special biserial (or string) if it is Morita equivalent to a path algebra kQ/I with (Q, I) a special biserial bound quiver (or a string bound quiver, respectively).
Since Hochschild cohomology is invariant under Morita equivalence, whenever we deal with a string algebra A we will assume that it is given by a string presentation A = kQ/I with I satisfying the previous conditions. We also assume that the ideal I is generated by paths of minimal length, and we fix a minimal set R of paths, of minimal length, that generate the ideal I. Moreover, we fix a set P of paths in Q such that the set {γ + I, γ ∈ P} is a basis of A = kQ/I.
Bardzell's resolution
We recall that the Hochschild cohomology groups HH i (A) of an algebra A are the groups Ext i A−A (A, A). Since string algebras are monomial algebras, their Hochschild cohomology groups can be computed using a convenient minimal projective resolution of A as A-bimodule given in [3] .
In order to describe this minimal resolution, we need some definitions and notations. Recall that we have fix a minimal set R of paths, of minimal length, that generate the ideal I. It is clear that no divisor of an element in R can belong to R.
The n-concatenations are elements defined inductively as follows: given any directed path T in Q, consider the set of vertices that are starting and ending points of arrows belonging to T , and consider the natural order < in this set. Let R(T ) be the set of paths in R that are contained in the directed path T . Take p 1 ∈ R(T ) and consider the set
If L 1 = ∅, let p 2 be such that s(p 2 ) is minimal with respect to all p ∈ L 1 . Now assume that p 1 , p 2 , . . . , p j have been constructed. Let
If L j+1 = ∅, let p j+1 be such that s(p j+1 ) is minimal with respect to all p ∈ L j+1 . Thus (p 1 , . . . , p n−1 ) is an n-concatenation and we denote by w(p 1 , . . . , p n−1 ) the path from s(p 1 ) to t(p n−1 ) along the directed path T , and we call it the support of the concatenation.
These concatenations can be pictured as follows:
...
and AP n the set of supports of n-concatenations.
The construction of the sets AP n can also be done dually. Given any directed path T in Q take q 1 ∈ R(T ) and consider the set
. Thus (q n−1 , . . . , q 1 ) is an n-op-concatenation, we denote by w op (q n−1 , . . . , q 1 ) the path from s(q n−1 ) to t(q 1 ) along the directed path T , we call it the support of the concatenation and we denote by AP op n the set of supports of n-op-concatenations constructed in this dual way. Moreover, we denote w op (q n−1 , . . . , q 1 ) = w op (q 1 , . . . , q n−1 ).
For any w ∈ AP n define Sub(w) = {w ′ ∈ AP n−1 : w ′ divides w}.
Example 1 Consider the following relations contained in a directed path T :
Proof. We will prove that for any n-concatenation (p 1 , . . . , p n−1 ) there exists a unique nop-concatenation (q 1 , . . . , q n−1 ) such that w(p 1 , . . . , p n−1 ) = w op (q 1 , . . . , q n−1 ). The converse statement can be proved similarly. First observe that w(p 1 ) = w op (p 1 ) and w(p 1 , p 2 ) = w op (p 1 , p 2 ). Assume that n > 3. It is clear that q n−1 = p n−1 since they are relations in R contained in the same path and sharing target. When we look for q n−2 we can observe that the maximality of its target implies that t(p n−2 ) ≤ t(q n−2 ). Since elements in R are paths of minimal length, s(p n−2 ) ≤ s(q n−2 ). Now t(q n−2 ) < t(q n−1 ) = t(p n−1 ) says that q n−2 = p n−1 and the minimality of the starting point of p n−1 says that s(q n−2 ) < t(p n−3 ). Then
Now we describe q n−3 : since s(q n−2 ) < t(p n−3 ) ≤ s(p n−1 ) = s(q n−1 ) the maximality of the target of q n−3 implies that t(p n−3 ) ≤ t(q n−3 ). Since elements in R are paths of minimal length,
says that q n−3 = p n−2 and the minimality of the starting point of p n−2 says that s(q n−3 ) < t(p n−4 ). Then
we can continue this procedure in order to prove that, for j = 2, 3, . . . , n − 2, the element q n−j is such that
Finally the minimality of the source of p 2 and the inequality t(
. . , p n+m−1 ) ∈ AP n+m can be written in a unique way as
and u a path in Q. Moreover, p n = a u b and q n = a ′ u b ′ with a, a ′ , b, b ′ non trivial paths, and hence u ∈ P.
Proof. From Lemma 3.1 we know that w(p 1 , . . . , p n+m−1 ) = w op (q 1 , . . . , q n+m−1 ). It is clear that w(p 1 , . . . , p n−1 ) ∈ AP n and w op (q n+1 , . . . , q n+m−1 ) ∈ AP op m . In order to prove the existence of a path u we just have to observe that the proof of the previous lemma and the definition of concatenations imply that
Finally, the relation of u with p n and q n follows from the inequalities
Now we want to study the sets Sub(w) in some particular cases. Observe that for any
. . , p n−1 ) ∈ AP n is such that p i has length two for some i with
Proof.
Assume that p i = αβ. If i = 1, then any n − 1-concatenation different from (p 1 , . . . , p n−2 ) and corresponding to an element in Sub(w) must correspond to a divisor of w(p 2 , . . . , p n−1 ), hence it is equal to (p 2 , . . . , p n−1 ). The proof for i = n − 1 is similar. If 1 < i < n − 1 andŵ ∈ Sub(w) thenŵ also contains the quadratic relation p i and by the previous lemma we have that
with t( (i) w) = t( (j)ŵ ) and s(w (n−i) ) = s(ŵ (n−1−j) ). Thenŵ is (i)ŵŵ 1 orŵ 2ŵ (n−i) , wherê w 1 is the unique element in Sub(w (n−i) ) sharing source with w (n−i) andŵ 2 is the unique element in Sub( (i) w) sharing target with (i) w.
and q m has length two for some m such that 1 < m < n then q m = p m and q m−1 = p m−1 .
Proof. Let q m = αβ. In the proof of Lemma 3.1 we have seen that
s(q m+1 ) = s(β) and t(q m ) = t(β), so t(p m ) = t(q m ) and hence p m = q m .
In some results that will be shown in the following sections, we will need a description of right divisors of paths of the form wu, for w the support of a concatenation and u ∈ P. Their existence depends on each particular case as we show in the following example.
Example 2 Let w = w(p 1 , p 2 , p 3 , p 4 ) ∈ AP 5 , u ∈ P with t(w) = s(u). Observe that the existence of a divisor ψ ∈ AP n , for n = 4, 5 such that wu = L(ψ)ψ depends on the existence of appropiate relations. For instance, if wu is the following path
the existence of ψ = ψ op (q 1 , q 2 , q 3 , q 4 ) depends on the existence of a relation whose ending point is between s(q 3 ) and s(q 4 ).
Part of the following lemma has also been proved in [3, Lemma 3.2] .
, and
with a, b paths in P then there exists z ∈ AP n+1 such that z divides the path T that contains w and v and t(z) = t(u).
Proof.
(i) The assumption a ∈ P implies that
and moreover
since otherwise w a ∈ AP n+1 because q n−1 would belong to the set considered in order to choose p n . Now
).
An inductive procedure shows that
for any j such that 1 ≤ 2j − 1, 2j ≤ n − 1. In particular, since n is even we have that
and hence t(p 1 ) ≤ s(q 2 ).
(ii) In order to prove the existence of z we have to show that there exists q 0 ∈ R(T ) such that z = z op (q 0 , q 1 , · · · , q n−1 ) belongs to AP n+1 , that is, we have to see that the set {q ∈ R(T ) : s(q 1 ) < t(q) ≤ s(q 2 )} is not empty. Suppose it is empty. The assumption b ∈ P implies that s(q 2 ) < t(p 1 ), a contradiction from (i). 
where kAP 0 = kQ 0 , kAP 1 = kQ 1 and kAP n is the vector space generated by the set of supports of n-concatenations and all tensor products are taken over E = kQ 0 , the subalgebra of A generated by the vertices. In order to define the A-A-maps
we need the following notations: if m ≥ 1, for any w ∈ AP 2m+1 we have that Sub(w) = {ψ 1 , ψ 2 } where w = L(ψ 1 )ψ 1 = ψ 2 R(ψ 2 ); and for any w ∈ AP 2m and ψ ∈ Sub(w) we denote w = L(ψ)ψR(ψ). Then
The E − A bilinear map c :
is a contracting homotopy, see [17, Theorem 1] for more details.
Computations
The Hochschild complex, obtained by applying Hom A−A (−, A) to the Hochschild resolution we described in the previous section and using the isomorphisms
where
In order to compute its cohomology, we need a handle description of this complex: we will describe explicite basis of these k-vector spaces and study the behaviour of the maps between them in order to get information about kernels and images.
Recall that we have fixed a set P of paths in Q such that the set {γ + I : γ ∈ P} is a basis of A = kQ/I. For any subset X of paths in Q, we denote (X//P) the set of pairs (ρ, γ) ∈ X × P such that ρ, γ are parallel paths in Q, that is (X//P) = {(ρ, γ) ∈ X × P : s(ρ) = s(γ), t(ρ) = t(γ)}.
Observe that the k-vector spaces Hom E−E (kAP n , A) and k(AP n //P) are isomorphic, and from now on we will identify elements (ρ, γ) ∈ (AP n //P) with basis elements f (ρ,γ) in Hom E−E (kAP n , A) defined by
Now we will introduce several subsets of (AP n //P) in order to get a nice description of the kernel and the image of F n . For n = 0 we have that (AP 0 //P) = (Q 0 , Q 0 ). For n = 1, (AP 1 //P) = (Q 1 //P), and we consider the following partition
1) These subsets are a partition of (AP n //P).
2) Any (ρ, γ) ∈ (AP n //P) verifies that ρ and γ have at most one common first arrow and at most one common last arrow: if ρ = α 1 . . . α s βρ and γ = α 1 . . . α s δγ, with β, δ different arrows, then α s β ∈ I. Since α 1 . . . α s is a factor of γ, and γ belongs to P, then α 1 . . . α s ∈ I. But the n-concatenation associated to ρ must start with a relation in R(T ), so s = 1, this concatenation starts with the relation α s β and the second relation of this concatenation starts in s(β).
3) If (ρ, γ) ∈ (1, 0) n , ρ = α 1 ρ, γ = α 1 γ then ρ ∈ AP n−1 and (ρ, γ) ∈ (0, 0) n−1 . The same construction holds in (0, 1) n . Finally, if (ρ, γ) ∈ (1, 1) n , ρ = α 1ρ α 2 , γ = α 1γ α 2 then ρ ∈ AP n−2 and (ρ,γ) ∈ (0, 0) n−2 .
4) If (ρ, γ) ∈ (AP 2 //P) = (R//P), we have already seen that ρ and γ have at most one common first arrow and at most one common last arrow. Assume that ρ = α 1 α 2 ρ, γ = α 1 βγ. Since A is a string algebra and γ ∈ I we have that α 1 α 2 ∈ I and hence ρ = α 1 α 2 . Since we are dealing with triangular algebras, we also have that ρ and γ can not have simultaneously one common first arrow and one common last arrow. Then
We also have to distinguish elements inside each of the previous sets taking into account the following definitions:
In an analogous way we define (X//P) + , (X//P) − , + (X//P) + = + (X//P) ∩ (X//P) + and so on. Finally we define
Now we will describe the morphisms F n restricted to the subsets we have just defined. 
(a) In order to check that (ρ, γ) belongs to Ker F n we have to prove that for any w ∈ AP n such that ρ divides w, that is, w = L(ρ)ρR(ρ) and
On the other hand, if w = L(ρ)ρ we can deduce that L(ρ)γ ∈ I using Remark 1 (2): if L(ρ) ∈ I then the first relation in the n-concatenation corresponding to w has α 1 as it last arrow and γ = α 1γ . The proof for − (0, 1) n−1 is analogous. Finally, if (ρ, γ) ∈ (1, 1) n−1 , the statement is clear for n = 2, 3. If n > 3 and ρ = α 1ρ α 2 , from Remark 1 (2) we get that if |L(ρ)| > 0 then the first relation in the nconcatenation corresponding to w has α 1 as it last arrow, and if |R(ρ)| > 0 then the last relation has α 2 as it first arrow. The assertion is clear since γ = α 1γ α 2 and hence
there exists a unique arrow β such that γβ ∈ P. It is clear that ρβ ∈ AP n , (ρβ, γβ) ∈ −− (0, 1) n and F n (f (ρ,γ) ) = (−1) n f (ρβ,γβ) .
(c) Analogous to the previous one. 
In a similar way we can see that if (αρ, αγ) ∈ (1, 0) −+ m then there exists a unique arrow β suchγβ ∈ P. Now we have thatρ ∈ AP m−1 , (ρ,γ) ∈ + (0, 0) + m−1 and (ρβ,γβ) ∈ +− (0, 1) m , so it is enough to define ψ m (αρ, αγ) = (ρβ,γβ). Now if (ρ,γ) ∈ + (0, 0) + m−1 there exist unique arrows α, β such that αγ ∈ P andγβ ∈ P. If αγβ ∈ P then (αρ, αγ) ∈ (1, 0) + m and φ m (αρ, αγ) = (ρβ,γβ) ∈ + (0, 1) m . If αγβ ∈ I then (αρ, αγ) ∈ (1, 0) −+ m and ψ m (αρ, αγ) = (ρβ,γβ) ∈ +− (0, 1) m . In both cases
Lemma 4.2 For any n ≥ 2 we have that
Proof. From the previous lemma we have that
Theorem 4.3 If
A is a triangular string algebra, then
Proof. It is clear that HH 0 (A) = Ker F 1 is the center of A, and has dimension 1 since A is triangular. This implies that
The following corollary includes the subclass of gente algebras, that is, string algebras A = kQ/I such that I is generated by quadratic relations and for any arrow α ∈ Q there is at most one arrow β and at most one arrow γ such that αβ ∈ I and γα ∈ I.
Corollary 4.4 If
A is a triangular quadratic algebra, then 
otherwise.
Ring structure
It is well known that the Hochschild cohomology goups HH i (A) can be identified with the groups Ext i A−A (A, A), so the Yoneda product defines a product in the Hochschild cohomology i≥0 HH i (A) that coincides with the cup product as defined in [12, 13] .
∈ HH n+m (A) can be defined as follows: g ∪ f = gf n where f n is a morphism making the following diagram
In particular we are interested in maps f ∈ Hom A−A (A ⊗ kAP m ⊗ A, A) such that the associated morphismf ∈ Hom E−E (kAP m , A) defined byf (w) = f (1 ⊗ w ⊗ 1) is in the kernel of the morphism F m+1 : Hom E−E (kAP m , A) → Hom E−E (kAP m+1 , A) appearing in the Hochschild complex.
For any m > 0 we will use Lemma 3.2 in order to the define maps f n that complete the previous diagram in a commutative way. Recall that if n > 0 any w = w(p 1 , . . . , p m+n−1 ) ∈ AP m+n can be written in a unique way as
with (n) w = w(p 1 , . . . , p n−1 ) ∈ AP n and w (m) = w op (q n+1 , . . . , q n+m−1 ) ∈ AP m . Let
Remark 2 From Lemma 3.2 and Lemma 3.6 we can deduce that if n is even then
But b is a non trivial path, then L(ψ)ψR(ψ) = (n) w u implies that ψ = ψ 2 = (n) w.
Proposition 5.1 Let m > 0 and let f ∈ Hom A−A (A ⊗ kAP m ⊗ A, A) be such thatf ∈ Ker F m+1 . Then f = µf 0 and f n−1 d m+n = d n f n for any n ≥ 1.
Proof. It is clear that f = µf 0 since for any w ∈ AP m we have that
Let n ≥ 1 and let w ∈ AP n+m . By Lemma 4.1 we have thatf is a linear combination of basis elements in
The proof will be done in several steps consideringf = f (ρ,γ) with (ρ, γ) belonging to each one of the previous sets.
if there exists ψ ∈ AP n such that L(ψ)ψ = (n) wu and zero otherwise. In the first case
On the other hand, if n + m is even,
In case n+m is odd we get the same final result. Now
wu and zero otherwise.
The desired equality holds because: if ψ and φ ′ do not exist, both terms vanish. If ψ exists, then it is clear that φ ′ also exists, in fact
Finally assume that there is no ψ ∈ AP n such that L(ψ)ψ = (n) wu and that φ ′ exists with L(ψ ′ )L(φ ′ ) ∈ P. If n is even, Lemma 3.5(i) applied on (n) w and φ ′ says that t(p 1 ) ≤ s(φ ′ ) and hence L(ψ ′ )L(φ ′ ) = 0. If n is odd, Lemma 3.5(ii) applied on (n−1) w and φ ′ implies the existence of ψ, a contradiction.
(ii) Assume (ρ, γ) ∈ (1, 0) − m . Then ρ = αρ = αρ 1 · · · ρ s , γ = αγ and αρ 1 ∈ R. Then f n (1 ⊗ w ⊗ 1) = 0 if w (m) = ρ. In this case f n−1 d n+m (1 ⊗ w ⊗ 1) also vanishes: the assertion is clear if ρ does not divide w and, if it does, w = L(ρ)ρR(ρ) with |R(ρ)| > 0 andf (ρ)R(ρ) vanishes. Assume now that w (m) = ρ. This means that w contains the relation q n+1 = αρ 1 , by Lemma 3.4 we have that q n+1 = p n+1 and q n = p n , and by Lemma 3.3 we have that | Sub(w)| = 2. Then
2 ) = 0, and
If n is odd, by Remark 2 we have that
and if n is even
On the other hand, w = (n) w u w (m) = (n) w u ρ and
By definition we have that s(p n+1 ) < t(p n ) < t(p n+1 ), and p n+1 = αρ 1 so t(p n ) = t(α).
and hence
If n is odd
Finally, if n is even
and the desired equality holds since
the assertion is clear if ρ does not divide w and, if it does, Lemma 3.3 says that | Sub(w)| = 2 and then
The first summand vanishes since ψ 2 )R(ψ 2 ) = αγβR(ψ 2 ) = 0. Assume now that w (m) = ρ. This means that w contains the relation q n+1 = αρ 1 and the proof follows exactly as in (ii).
(iv) If (ρ, γ) ∈ − (0, 1) m then ρ =ρβ = ρ 1 · · · ρ s β, γ =γβ and ρ s β ∈ R. Now f n (1⊗w⊗1) = 0 if w (m) = ρ. In this case f n−1 d n+m (1 ⊗ w ⊗ 1) also vanishes: the assertion is clear if ρ does not divide w and, if it does, letψ ∈ Sub(w) be such thatψ (m) = ρ. Then
if there exists φ ∈ AP n−1 such that L(φ)φ = (n−1)ψû . Since w (m) = ρ, we have that |R(ψ)| > 0 and t(β) = s(R(ψ)). Now, the relation ρ s β implies that w contains a relation starting in β, and hence γR(ψ) =γβR(ψ) = 0.
Assume now that w (m) = ρ. Then
On the other hand,
If ψ and φ do not exist, the desired equality is clear. If ψ exists, then it is clear that φ also exists,
Finally assume that there is no ψ ∈ AP n such that L(ψ)ψ = (n) wu and that φ exists with L(ψ 1 )L(φ) ∈ P. If n is even, Lemma 3.5(i) applied on (n) w and φ says that t(p 1 ) ≤ s(φ) and hence L(ψ 1 )L(φ) = 0. If n is odd, Lemma 3.5(ii) applied on (n−1) w and φ implies the existence of ψ, a contradiction. Since f ∈ Ker F m and g ∈ Ker F n , we know that f and g are linear combination of basis elements as described in Lemma 4.1. Moreover, f ≥ is a linear combination of basis elements in − (0, 0) − ∪ (1, 0) and g ≤ is a linear combination of basis elements in − (0, 0) − ∪ (0, 1). The vanishing of the previous computation is clear if f ≥ or g ≤ are basis elements associated to pairs in − (0, 0) − because for n, m > 0 we have that |ĝ ≤ (ψ)| > 0 and |f ≥ (w (m) )| > 0. Finally, if f ≥ is a basis element associated to a pair (αρ, αγ) ∈ (1, 0) and g ≤ is a basis element associated to a pair (ρ ′ β, γ ′ β) ∈ (0, 1) then we only have to consider the summand with ψ = ρ ′ β and w (m) = αρ. In this case w verifies the following conditions: p n+1 = q n+1 = αρ 1 , (n) w u, and hence also (n+1) w, contains the quadratic relation ρ ′ s β, by Lemma 3.3 the element (n+1) w has exactly two divisors, one of them sharing the ending point with (n+1) w, so ψ = (n) w and p n = βuα. Now the summand we are considering is
