 Abstract-Electromagnetic inverse scattering problems (ISPs) aim to retrieve permittivities of dielectric scatterers from the scattering measurement. It is often highly nonlinear, causing the problem to be very difficult to solve. To alleviate the issue, this letter exploits a linear model-based network (LMN) learning strategy, which benefits from both model complexity and data learning. By introducing a linear model for ISPs, a new model with network-driven regularizer is proposed. For attaining efficient end-to-end learning, the network architecture and hyper-parameter estimation are presented. Experimental results validate its superiority to some state-of-the-arts.
INTRODUCTION
LECTROMAGNETIC inverse scattering problems (ISPs) are devoted to reconstructing the location, shape, and some electrical properties of unknown objects from the measured scattered fields. The desired objects are located inside a bounded domain of interest (DoI) immersed in a known background medium. ISPs have been attracting attentions for many years and have various applications [1] [2] [3] [4] [5] [6] , such as nondestructive testing, through-wall imaging, geophysics, and remote sensing. They can be roughly described by Lippmann-Schwinger equation for the field inside and outside the scattering object. It is challenging to address due to the intrinsically ill-posed and non-linear property.
Related solutions for ISPs have been vigorously presented, which can be divided into linear and non-linear methods. In the category of linear method, it is assumed that the difference between the incident field and the total field is less than 30%, and thus the first-order Born approximation (BA) is used to describe the total field [7] . In this circumstance, the total field inside the medium with the incident field can be replaced by ignoring the multiple scattering effect between the target and the medium, thereby linearizing the target contrast and receiving that related to the scattering field [8] . Additionally, many regularization methods were proposed to alleviate the ill-posed deficiency, including the truncated singular value decomposition (TSVD) [9] and low rank constraint [10] . In summary, these methods have higher parameter inversion H. Zhou speed and accuracy in the case of the medium target to be a weak scatter, i.e., the difference between the dielectric constant of the target and the background is small or the target size is not much lager than the wavelength of the incident electromagnetic wave. Nonetheless, they are not suitable for strong scatterers.
The category of nonlinear method assumes that the multiple scattering effects are caused by the interaction of the incident wave with medium target. The total field in the imaging region is the superposition of the incident field and the scattering field. Due to the inherent non-linearity and ill-posedness of ISPs, regularization-induced iterative optimization methods are put forward, like contrast source-type inversion (CSI) [13] [14] , Born iterative method and its variants [11] [12] , and subspace optimization method (SOM) [15] [16] . The benefit of iterative strategy is that the formula is rigorous and can reconstruct the spatial distribution of strong scatterers. Nevertheless, it is often sensitive to initial values and converges in relatively slow speed. It also needs to manually set the iteration number and regularization parameters.
Recently, deep learning has gained promising performance in various engineering applications. Although employing deep learning scheme directly may attain outstanding results, it fails to integrate with the physical knowledge that is related to electromagnetic inverse scattering [17] [18] [19] [20] [21] . Very recently, there is a work that tries to incorporate the physic scheme into the network design, while it is designed to nonlinear model [22] . In this letter, we propose a scheme based on convolutional neural networks (CNN) to tackle ISPs with linear constraint [23] . The learnable network consists of a set of alternative CNN denoiser sub-network and data-fidelity sub-network.
LMN: LINEAR MODEL-BASED NETWORK

Linear Model for ISPs
A two-dimensional (2D) transverse magnetic (TM, i.e. Ez polarization) ISPs is shown in Fig. 1 (1) where E inc and E tot denote the incident and total electric fields, respectively. The diagonal matrix denotes the contrast of reconstructed object scatterer whose diagonal element is The discretized formulation of the second equation in ISPs is
Green's function in domain S . The pursuit of inverse scattering problem is to determine the relative permittivities of the scatterer from the observed scattered field E sca via Eqs. (1) (2) . At a first glance, it is a nonlinear equation. However, as discussed in Introduction section, in some special case, ISPs can be solved by BA [7] . i.e., 
By introducing auxiliary intermediate variable Z , we obtain an alternating iterative formulation that approximates to Eq. (7):
ZV   (8b) By calculating the gradient of sub-problem Eq. (8a) and letting it to be zero, it attains:
tot sca (9) The schematic diagram of the iterative framework is shown in Fig. 2 By regarding one iteration as one layer, the above update rule can be viewed as an unrolled deep CNN, whose weights at different iterations are shared. An end-to-end training scheme is employed to optimize it. The proposed unrolled architecture uses the same denoising operator () w V at each layer, hence significant reduction in model complexity is allowed. Besides,  is a trainable regularization parameter. High  -value in the training procedure indicates that the constrained setting can achieve improvement.
In summary, the flowchart of network LMN is depicted in Fig. 3 , which consists of a series of learnable CNN denoiser sub-network and data-consistency (DC) sub-network. Specifically, the widely used residual network is adopted in the CNN denoiser sub-network. At the meantime, conjugate gradient is done in the DC sub-network.
(a) (b) Fig. 3 . The flowchart of the LMN network (a) and the CNN denoiser sub-network (b). Here the Conv, BN and ReLU layers are denoted as "C", "B" and "R", respectively.
Parameter Solver of LMN
As seen in the previous subsection, decoupling the training process from the specifics of the acquisition procedure simplifies the approach. Besides of the network architecture, we leverage the performance of the network via directly minimizing the loss function by means of end-to-end fashion. i.e., assuming the number of layer to be K , the loss function between K and the desired image ˆ is defined as follows:
where ˆ( ) i is the i-th label image. By means of minimizing Eq. (10), the parameters in CNN sub-network and DC sub-network will be updated via training on data pairs. At first, the gradient of the cost function Eq. (10) with respect to the shared weights w is given by the chain rule
where the element of the Jacobian matrix w ()
k is the output of CNN at k-th layer. In order to apply the backpropagation scheme to Eq. (11), the next step is how to evaluate the terms , 0, , 1
According to the formulation of Eq. (9), we backpropagate them via designing numerical optimization blocks, i.e., conjugate gradient (CG) blocks [24] . Concretely, according to the chain rule, it has
where the Jacobian matrix ()
By calculating the gradient from Eq. (9), the value of Jacobian matrix is given by
Finally, after Eq. (12) is determined, the network parameter of the network w V and the regularization parameter  can also be updated by Adam optimization scheme [25] .
EXPERIMENTAL RESULTS
The performance of proposed network LMN is evaluated in reconstructing relative permittivities from scattered field. We implemented its architecture in MATLAB on a PC equipped with Inter(R) Core (TM) i7-7800X CPU and GeForce Titan 1080Ti. Results under synthetic data including circular-cylinder and MNIST datasets [26] are presented.
Experiment Configuration
In the experiment, a domain of interest(DOI) with size of 2×2 m 2 is divided into 128×128 pixels. In the inversion process, in order to avoid the inverse crisis, the DoI is divided into 30×30 and 64×64 pixels, respectively. Among yhem, 16 line sources and 32 line receivers are equally placed on a circle centered at (0, 0) m and with diameter 12 m and 6 m. The scattered fields are generated numerically using the method of moment (MOM) and recorded into E sca , which is a matrix with The operating frequency is 400 MHz, and a priori information is that the scatterers are lossless as well as fall into the range of nonnegative contrast [13] . In order to evaluate the reconstruction performance of these algorithms, a relative error of the reconstructed permittivity e R is defined as 
Algorithm Robustness
In order to investigate the generalization feasibility of the introduced LMN, we thoroughly evaluate the network trained under MNIST dataset [26] , which consists of various handwriting Latin letters that used in machine learning community. The number of handwritten digits is 70 000, and each one has a size of 28×28 pixels. Rather than recognizing and classifying the Latin letters, we quantitatively reconstruct the profile where the scatterers are represented by the Latin letters. To this end, the relative permittivity in the training data is a special value. At the meantie, the relative permittivity of the testing letters belongs to the interval of 1.5-2.4. In the example, the 100 images and 25 images are ultilized to presented in training and testing procedure, respectively.
In the experiment, we use a relative dielectric constant to train the network LMN without noise, and then uses the trained network to predict the test sample at different noise levels, i.e., 0%, 10%, 15%, 20%. Fig. 4 visualizes the reconstructed relative permittivity distributions of some representative examples. It can be observed that LMN is able to reconstruct the profile with promising results. Relative errors of all the reconstructed permittivity are listed in Table I . It validates the anti-interference ability of LMN in the environment where the scatterer is in strong noise. 
Comparison under MNIST Database
The effectiveness and superiority of the algorithm is further reflected by comparing the reconstruction results of the two repesentative methods. i.e., the non-iterative algorithm BA and iterative algorithm SOM. LMN is inspired from the first-order Born approximation, and the regularization part is replaced by network learning. In Fig. 5 , we reconstruct the scatterers from four different SNR scattering fields. From the pattern reconstructed by the same method BA, as the signal-to-noise ratio decreases, the information loss of the reconstructed object gradually increases. However, the pattern change in the reconstruction of SOM and LMN is obviously small. Additionally, both SOM and LMN reconstruct the scatterers better than BA. The above analysis is also reflected in Table II . It shows that BA has certain defects. The proposed scheme can minimize the influence of noise on the reconstructed object due to the CNN denoiser, and has good anti-noise performance. Additionally, by observing and analyzing the reconstructed maps of LMN and SOM, it is found that the image quality of SOM is quite near to that of LMN. Although both reconstruction effects are satisfactory, the iterative time required in SOM is larger. By comparing LMN with SOM, the superiority of the linear algorithm conbined with data learning over the non-linear algorithm is demonstrated. 
Comparison under "Austria profile"
A more classic scatterer is used to test the performance of the proposed solution. The scatterer consists of a ring and two small circles with the same properties. As shown in Fig. 6 , the outer circle radius of the ring is 2 m, and the inner circle radius is 1.5 m. The radius of the small circle is 1 m. The relative dielectric constant of the scatterer is 2. The range of relative permittivity is between 1.1 and 2.0 in the noise-free scattered field. Fig. 6 . visualizes the reconstructed relative permittivity profiles for three methods, where 0% ,10% , 20% and 30% Gaussian noises are considered in the scattered fields. Since the additive white Gaussian noise in the test procedure may be much higher than that in the training procedure, the case with 30% noise aomount is investigated in our experiment.
In the case of 30% noise for the first-order Born approximation, due to the large error, the corresponding inverse scattering reconstruction map is not shown here. Specifically, the trained network with only 0% additive white Gaussian noise is ultilized to presented in the training procedure. By observing the reconstruction map, we find that LMN improves the traditional linear method to a certain extent. Although the reconstruction result is only comparable to the non-linear method SOM, LMN uses the same trained network to reconstruct the four different input scattering fields. In Table III , it is found that the relative errors in the reconstruction of the scattered field remain almost unchanged under different noise levels, Therefore, it can be concluded that LMN has a certain anti-interference ability in high noise environment, maintaining good reconstruction effect. 
CONCLUSIONS
This work paved a new way to tackle with ISPs via exploiting model-based network learning strategy. By introducing a simple linear model for ISPs, a new model with network-driven regularizer was proposed. For attaining an efficient end-to-end learning, a network architecture and the estimation of hyper-parameters of the network were presented. Experimental results validated its anti-interference ability, i.e., the robustness of the training procedure. Moreover, reconstruction improvement over the traditional linear algorithm to some extent was demonstrated, i.e., it is superior to the classical linear methods and is comparable to the state-of-the-art nonlinear methods.
