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ABSTRACT 
We present atechnique that relates the existence of a cluster of singular values to 
the existence of a cluster of eigenvalues. We also analyze some geometrical properties 
of eigenvalue clusters and their clusterization speed. © 1997 Elsevier Science Inc. 
1. INTRODUCTION 
All modem theories investigating the convergence properties of polyno- 
mial iterative methods uch as GMRES, CG, and QMR are essentially based 
on eigenspectral considerations. Despite having obvious advantages, this 
approach faces many difficulties, especially when analyzing the convergence 
properties of preconditioned methods. In most practical cases theoretical 
analysis of the eigenvalue distribution of preconditioned matrices eems to be 
infeasible. 
However, clusterization of singular values can be easily detected by a 
simple relation in the Frobenius norm. In this paper we present a technique 
that relates the existence of an easily detectable cluster of singular values of a 
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sequence of matrices to the existence of a cluster of eigenvalues. Moreover, 
this technique allows one to analyze geometrical properties of eigenvalue 
clusters and their clusterization speed. 
The paper is organized as follows. Section 2.1 presents basic definitions 
and main properties of clusters. In Section 3 we use the established proper- 
ties of clusters to derive convergence-rate estimates for the deflated GMRES 
method. Section 4 considers an application of the clusterization technique to 
construction of circulant preconditioners for Toeplitz matrices generated by 
-~2 integrable functions. 
2, CLUSTERS AND THEIR PROPERTIES 
2.1. Definitions and General Properties 
By the Hoffman-Wielandt theorem, clusters of singular values can be 
easily detected by a simple matrix relation in the Frobenius norm (cf. [9]). In 
this section, for a sequence of matrices we present a set of statements which 
relate the existence of a cluster of singular values to the existence of a cluster 
of eigenvalues. It means that clusters of eigenvalues can also be easily 
detected by the same relation under only one additional constraint which 
bounds the growth of norms of matrices from the sequence involved. 
Let us introduce some definitions [9, 10]. For any set • c C of the 
complex plane and an arbitrary real 8 > 0, by ~, we denote an e-extension 
of the set ~, 
U{zEC:lz-yt¢8)- 
y ~  
For an arbitrary sequence of matrices {A,}~= 1, A n ~ C nxn, the function 
3,n(tr, 8) [3',(A, 8)] gives the number of singular values [eigenvalues] of the 
matrix A n which lie outside ~,. 
DEFINITION 2.1. For a sequence of matrices {An}~= 1, A, ~ C nxn, a 
subset • of the complex plane is said to be a cluster of singular values 
(eigenvalues) if for any 8 > 0 
7,(or, 8) (7 , (h ,  8) ) 
~0 - -  0~0 . 
n n "~ °° n n -~ 
The following statement is useful in practice for detecting one-point 
clusters of singular values. It is an immediate corollary of the Hoffman- 
Wielandt heorem. Some more general statements can be found in [9]. 
CLUSTERS, PRECONDITIONERS, CONVERGENCE 
THEOr~EM 2.1. I f  {An~= 1 is a sequence of matrices, 
that for some A n 
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A, ~ C n×", such 
IIA n - Anll~ =o(n)  and rankA n =o(n) ,  
then the singular values of { A,}~= 1are clustered at the origin. 
When deriving most of the results of this section we essentially exploit he 
following technical lemma. 
LEMMA 2.1. Suppose {A,}~= 1 is a sequence of matrices, A n ~ C n×n, 
such that 
(1) the singular values are clustered at the origin, and 
(2) II A.II2 <, M, where M is independent of n. 
Then the origin is a cluster of the eigenvalues of { A,} n= 1. 
Proof. We use the Weyl inequalities between the products of singular 
values and the absolute values of eigenvalues of any matrix A: 
k k 
l--I o's(A) >/ l-I IA,(A)I, k = 1 . . . . .  n (1) 
i=1  i=1 
(unless otherwise stated, we assume that the singular values and eigenvalues 
are indexed in order of nonincreasing modulus). Take any e > 0. Then for 
any sufficiently large k the following inequality is valid: 
k y,(cr, e) k 
17 or,(An) = 1-I °'i(An) l-I 
i= I  i=1  i=yn(~,e)+l 
O'i( An) <~ M~'.¢ ", ~)ek-~,.O~, ). 
We prove the statement of the lemma by contradiction. Assume that the 
eigenvalues of{ An~:= 1have no cluster at the origin. Hence, there exist 6 > 0 
and a subsequence of indices 1 ~< n I < n 2 < "" < n k < "'" such that 
nk 
"Ynk(A'2e) >~ C'--o forsome C O > 1. 
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Using the inequality (1), we obtain 
mk mk 
l - [~,(A j  >1 I - I l x , (A . ) l ,  
i=1 i= i  
and consequently, 
Thus, we have 
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m k = [n JCo] ,  
M~'"k(~r's)~ mk-'Y"k(a'~) >/ (2~:) 'nk. 
Since the origin is the cluster of singular values, we have 
~/.~(~, e) 
> O. 
nk k~ 
It follows that 
mk k_~oo ) O, 
and hence, for sufficiently large k, we arrive at the evident contradiction 
2e~<e(1  + 8), 
when ~ is sufficiently small. This completes the proof. 
COROLLARY 2.1. I f  { A,}:= 1 is a sequence of matrices, A,  ~ C "×", such 
that 
(1) IIAn -- a.II 2 = o(n), 
(2) rank A, = o(n), 
(3) IIA.Ih ~< M, where M is independent of n, 
then the origin is a cluster of the eigenvalues of { A,}:= 1. 
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It can be seen from the above proof that the restriction to uniform 
boundedness of norms of matrices can be greatly relaxed. We do this in the 
following 
LEMMA 2.2. Suppose {An}~= 1 is a sequence of matrices, A, ~ C "xn, 
and M(n) is a function of n such that 
(1) the singular values of { A n} are clustered at the origin, 
(2) IIAnlI2 ~ M(n), and 
(3) Vc > 0 3K = K(c) > 0 such that [M(n)] c~"(~'c)/" <~ K(c) for all 
sufficiently large n, uniformly in e > O. 
Then the origin is a cluster of the eigenvalues of { A,}~= ~. 
Proof. By contradiction, assume that the eigenvalues of the sequence 
are not clustered at the origin. This means that there exist e > 0 and a 
subsequence of increasing indices {nk}~= 1 such that T~(A, 8) >/n JC  o for 
some C O > 1. Using the inequality (1) with k = m k ~- [n jC0] ,  we have 
m k mk 
l - Icr i (A. )  I> 1--[ I A,( An) I, 
i=1  i=1 
and, as in Lemma 2.1, choosing any ~ > 0, we get the inequality 
In the limit with k ~ w we obtain 
S:(c0)~ >1 6, 
which is a contradiction, for ~ can be chosen arbitrarily small. 
COROLLARY 2.2. Suppose { A,}~= 1 is a sequence of the matrices, A n 
C n×n, and M(n) is a function ofn such that 
(1 )  I IA n - Anl I~ = o(n), 
(2) rank A = o(n), 
(3) IIAnll2 ~< M(n), and 
(4) Vc > 0 3K = K(c) > 0 such that [M(n)] c~.(~'~)/n ~< K(c) for all 
sufficiently large n, uniformly in ~ > O. 
Then the origin is a cluster of the eigenvalues of { A n}~ = 1 • 
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For practical reasons, the last statement can be formulated as well in a 
more convenient form. 
COROLLARY 2.3. Let a sequence of matrices {A,},= 1, A n E C nxn, sat- 
isfy all the hypotheses of Corollary 2.2 with the exception of the first. I f  
additionally 
IIA n - A n - -  In l l  2 -~- o (n) ,  
where I, ~ C" x, denotes the identity matrix, then the eigenvalues of { A,~= 1 
have a cluster at unity. 
Now we consider clusters of more complicated geometries. Denote by 
B(a, r) a closed disk with center a and radius r, and denote by R(a, s, r) a 
closed ring with center a, internal radius s, and external radius r: 
R(a ,s , r )  = {z :s  <~lz -a l  <<, r}. 
THEOREM 2.2. Suppose {A,}~= 1 is a sequence of matrices, A, ~ C "x", 
such that 
(1) the singular values are clustered on an interval [0, r], r >~ O, and 
(2) IIA.II2 -<< M, where M is independent of n. 
Then the disk B(0, r) is a cluster of the eigenvalues of { A,}n= 1" 
Proof. The proof is similar to those of Lemmas 2.1 and 2.2. 
THEOREM 2.3. Suppose { A,,}~= 1 is a sequence of nonsingular matrices, 
A, ~ C "×", such that 
(1) the singular values of {A,}~= 1 are clustered on an interval [s, r], 
O<~s<~r, 
(2) II A,II2 ~ M 0, 
(3) IlAnlll2 ~< M 1, 
where M o and M 1 do not depend on n. Then the ring R(O, s, r) is a cluster of 
the eigenvalues of { A,}~= 1. 
Proof. Let Tl(n) be the number of the eigenvalues of A, which lie 
outside the disk B(0, r). By Theorem 2.2, Tl(n) = o(n). Now let y~(n) be 
the number of the eigenvalues of An 1 which lie outside the disk B(0, s-l).  
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A, }~= l, we obtain 72(n) = o(n). It is Using Theorem 2.2 for the sequence { -1 = 
easy to see that if 7(n) is the number of the eigenvalues of the sequence 
{ A,ff,= t which lie outside the ring R(0, s, r) then 
7(n) ~ ~/1(n) + 7~(n) = o(n), 
which leads to the proof. 
The functions %(A, s) and %(or, s) describe in a sense the "clusteriza- 
tion speed" of eigenvalues and of singular values, respectively. The latter was 
studied in particular in [8-10]. However, the former has been considered so 
far only for Hermitian matrices. Now we have got a ground for deriving some 
relations between the two functions in the case of non-Hermitian matrices. 
LEMMA 2.3. Under the hypotheses ofLemma 2.1 the following inequality 
holds: 
log(M/s)  } 
7,(A, gs)  ~< 3,(o', e) max 1, log g ' 
M 
g> 1, - -  > 1, (2) 
S 
for all n suf~ciently arge. 
Proof. Assuming that %(A, g6)/> %(o', ~) and using the inequality (1) 
with k = 7,(A, gs), we have 
M~.( `~, ~)E~.(x. a~)- ~.(~. ,) i> ( g~)~.(A, g.), 
which gives immediately what we are after. 
When investigating convergence properties of iterative methods we can 
benefit more from the following (more restrictive) definitions of cluster. 
DEFINITION 2.2. A cluster of singular values [eigenvalues] of a sequence 
of matrices {A,~= 1 is said to be proper if re  > 0 
.) < c( . ) ] .  
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COItOLLnlW 2.4. Under the hypotheses of Lemma 2.1, if a sequence of 
matrices possesses a proper cluster of singular values, then it possesses also a 
proper cluster of eigenvalues. 
Proof. Since the cluster is proper, then by the definition 
~.(~, e) < c(e) .  
Substituting this into (2), we arrive at the inequality 
log(M/e)  } 
7.(h, ge)  ~< C(e)  max 1, log g ' 
which proves the corollary. 
LEMMA 2.4. If a sequence of matrices {A,}~= 1satisfies the hypotheses 
(1) IIA. - I. + Anll~ = 0(1), 
(2) rank A, = O(1), 
(3) IIA.Ih < M, where M is independent of n, 
then the cluster of eigenvalues of { A,}~= 1 is located at unity and is proper. 
= AnOn= 1 Proof. Set Z~in A n + A,, and prove that the sequence { " ~ has a 
proper cluster at unity. By the Hoffman-Wielandt theorem, 
~,(&) -  1 ~ = o(1) <~:, 
i=1 
and thus the number of singular values of ,4, which lie outside an e-vicinity 
of unity enjoys the inequality 
K 
~.(~, e) .< 7"  
Next, using the classical Weyl theorem about alternating roots and the second 
hypothesis of the lemma, we can prove that the cluster of singular values is 
proper. To complete the proof we use the previous corollary. • 
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2.2. Another Definition of Clusters 
The definition of clusters from the previous section makes sense for 
sequences of matrices {Ak}~=l, A k ~ C n~x~k, only if n k ~ ~ as k ~ oo. In 
this section we present a more general definition of clusters which covers the 
case of an arbitrary sequence n k (it seems to be useful, for instance, in 
analysis of convergence properties in the case of "small perturbations" of a 
coefficient matrix and multiple right-hand sides; cf. [6]). Most of the state- 
ments from the previous ection can be easily generalized to the case of this 
general definition. 
As above, ~ stands for the e-extension of a set • c C. Let a sequence of 
complex numbers {Aj}~ l be given, and let the function Tn(A, e) denote the 
number of those Aj, 1 <<, j ~ n, which lie outside ~,.  
DEFINITION 2.3. A set • is termed a cluster for a sequence {Aj}~= l if 
"-} 0~ n ----~ ~ . 
Now for any matrix A k with the eigenvalues {A)k~}f=k 1, we introduce the 
infinite sequence 
DEFINITION 2.4. For a sequence of matrices {Ak};=], A k ~ C~ nkXn~, a 
subset • of the complex plane is said to be a cluster of eigenvalues if for any 
~>0 
rn( 
n 
~' 0, n ---}°°. 
THEOREM 2.4. Suppose {Ak};= 1 is a sequence of matrices, A k ~ C "kx"k, 
such that the following hypotheses are satisfied: 
(1) the singular values are clustered at the origin, and 
(2) IIAkll <~ M, where M is independent ofk.  
Then the origin is a cluster of the eigenvalues of { Ak}~= 1. 
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Proof. We define the two sequences 
{ [£~r} i=1 = {0-1 (1) . . . . .  o-J1) O.1(2) . . . . .  0.J2) . . . .  } 
and 
{~,~),\~ = {A~I, . . . . .  ~? ,  A'x 2, . . . . .  ~ '  . . . .  }, 
and consider the finite sets {/Z~}im__ 1 and {/z~}im= 1- Let us reorder the elements 
of these finite sets as follows: 
I~1 >/I~1 >/ "'" >/ I~1,  ~ >/~ ~ "" >/~.  
Then it is easy to check that the following Weyl-like inequalities are fulfilled: 
k k 
I - - I~  >~ l-- I I~l,  k = 1 . . . .  ,m. 
i=1 i=1 
Indeed, we have 
k fi (j~_l) fi [ mj~=l I k ]-Iltz~l = IA~,)I ~< 0-.<o ~< I - ] /~ ,  
,=1 ,~1 ,=11 ~ / ,=~ 
where s is the number of the last subset of eigenvalues or singular values in 
the corresponding sets. Keeping in mind the proof of Lemma 2.1, we arrive 
readily at the statement of the theorem. • 
2.3. "'Clusters'" of Eigenvectors 
It seems natural to suggest hat there should exist (under some assump- 
tions) similar notions and relations for eigenvectors or eigenspaces of a 
sequence of matrices. It is not evident how to provide convenient definitions 
of such notions as "'equally distributed eigenvectors" or a "cluster" of 
eigenvectors. In this section we consider only sequences of normal matrices, 
but it is easy to see how to modify the arguments o the case of diagonalizable 
matrices with uniformly bounded spectral condition numbers of their eigen- 
vector matrices. Below we dwell on the following definition. 
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Let {A.}~= 1and {B.}~= 1 be sequences of normal matrices. Hence, there 
exists the spectral decomposition for each of the matrices, 
A n = U.AnU*, A = diag(A~ n) . . . . .  A(nn)), 
B. = V.M.V*, M = diag(/Z(l"), ...,/~(")), 
where U. and V. are unitary matrices. For simplicity we will assume that the 
matrices A. and B. have no multiple eigenvalues. 
DEFINITION 2.5. The eigenvectors of the two sequences {A.}~= 1 and 
{Sn~:= 1 are said to be equally distributed if there exist permutation matrices 
{P.}~= 1 and unitary diagonal matrices {W.~= 1such that 
I IU .  - v.e.W.ll~ = o(n).  
THEOREM 2.5. Let for a, [3 >i 0 the sequences of normal matrices 
{ An}:=1 and { B.}:=I satisfy the following hypotheses: 
(1) IIA. - n.ll~ = o(nl-#), 
(2) minl. , . j . . lA~'° - A~'°I >/c/n" ,  c > O, 
(3) 2a - /3~<0.  
Then the eigenvectors of the two sequences are equally distributed. 
Proof. From the Hoffman-Wielandt theorem, the eigenvalues can be 
ordered so that 
IA~ ") - /z~-) l  2 = o(nl-a). 
i=1 
Denote by/3. the matrix 
/~n = V.AnV*. 
Using the triangle inequality, we have 
- 2 
IIA. -/~.11~ < (IIA. - B.IIF ÷ liB. - B.IIF) = o(n l -B ) .  
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On the other hand, 
IIA. -/~.11~ = IIUoA.U~* - VoA.WII~ = IlZoA. - A.Zoll~, Zo - WU. .  
If we set ~,  = ZnA n - -  AnZn, then II~nll~ = o(n l -~) .  It can be readily seen 
that an arbitrary off-diagonal element q~ij satisfies the inequality 
C 
I~,jl = 1~, - ~1 IZul >i -~lzul. 
Hence, 
Iz,jl < O(n~)lq~ul, i 4=i, i , j  = 1 . . . . .  n. 
Without loss of generality we assume that 0 ~< Z, ~< 1, and it follows that 
(below, 6ty = 1 if i = j, and 0 otherwise) 
/= l j= l  i=1 
<~ O(n 2~) ~ Y'~ 1~i12(1 - 8iy) + ~ (1 - Z,i) 2 
i= l j= l  i= l  
~< O(n2~)ll~.ll~ + ~ (1 - Z~) 
i=1 
<~ O(n2~)o(n '-~) + ~ ~ ( i  - 6,j)IZ,j[ 2
i= l j= l  
<<, O(n2~)o(n  1-~) = o(na+2~-~).  
It remains to note that I IU,- V.II~ = I I I -  Z~ll~ and take into account 
hypothesis (3). • 
2.4. Sequences of Nondiagonalizable Matrices 
We have already proved that clusters of eigenvalues can be easily detected 
by a simple relation in the Frobenius norm. Sometimes, however, we are 
interested in comparing eigenvalue distributions of different sequences of 
matrices. So far we have considered only simple clustering sets such as points, 
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intervals, disks, and rings, and so we had no restrictions on the Jordan 
structures of matrices involved. Now we consider a more complicated struc- 
ture. We will use the following definition proposed in [9]. 
DEFINITION 2.6. Eigenvalues of sequences of matrices {A,}~= 1 and 
{ Bn}~ = 1 are called equally distributed if for any continuous function F with a 
compact support he following asymptotic relation is valid: 
1 
lim - ~ [F(A,(An) ) - F(Xi(Bn))] = 0. 
n--*~ n i=1 
DEFINITION 2.7. A sequence of matrices {A,}:= 1, A, ~ C "×", is said to 
be uniformly Jordanian if the Jordan canonical forms J, = S~-IA, S, can be 
provided by the Jordan basis matrices S n with the spectral condition numbers 
upper-bounded uniformly in n. 
We use the following auxiliary result (see [7]). 
THEOREM 2.6. Assume that A ~ C "×" and B ~ C n×n are diagonaliz- 
able matrices 
A = XA X- 1, A = diag( )tl, . . . ,  )t,), 
B = YMY -1, M = diag(/z l . . . . .  /zn). 
Then there exists such a permutation • that the following inequality holds 
IA, - /~,)12 ~ I IX I I z I IX -q l211Y I I2 I tY -111z l IA  - nll~. 
i= i  
THEOREM 2.7. Assume that two sequences of diagonalizable matrices 
{An~= 1 and {B,}n= 1 are such that 
d~( n)qJ( n) ~- o( n),  
where 
dp(r~) = I IA n - B.[I~, ~0(n) = [IXnIIZlIxz'IIzltY~II2IIY~IIIz. 
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Then the eigenvalues of the two sequences { A,~= 1 and {B,}~ 1 are equally 
distributed. 
Proof. From Theorem 2.6, for some permutation 7 we have 
L lit, - /~,(01 ~ ~< dj(n)dp(n) = o(n). 
i=1  
To complete the proof we need just recollect the arguments developed in [9]. 
THEOREM 2.8. Suppose two sequences {A,}~ 1 and {B,}n= 1 satisfy the 
following hypotheses: 
(1) both sequences are uniformly Jordanian, 
(2) the sizes of all the Jordan boxes are uniformly bounded in n, 
(3) IIA. - n.l l~ = o(n). 
Then the eigenvalues of the two sequences {A,}~ 1 and {Bn}~ ~ are equally 
distributed. 
Proof. For any Jordan box Jk we consider a perturbed box 
h( , )  = 
Ii I ] 
1 " 
it 
It is not difficult to verify that Jk(6) is diagonalizable whenever e # 0, and it 
is possible to choose the corresponding eigenvector matrix S k in the form 
where 
S k = diag(1, ~l/k . . . . .  6(k-1)/k) Fk ' 
1 
is the Fourier matrix. Since F k is unitary, we have 
1 
I Is~(~)l l~l l  s~-~(~)l l~ ~ ~1-1/----~ 
for any 0 < e~< 1. 
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Define a function ~b(n) as follows: 
n ) i/(2 + 8) 
~b(n) = IlAn Bnll ~ , 8>0,  
and choose a sequence of perturbations {e.}~= 1 providing us with the 
equality 
II s~(.z~(~.)) I1~11 s~ ,(j~( 6.))11~ = ~(~), 
where k = k(n) is the maximal size of Jordan boxes for A. and B.. As is 
easily seen, e. --* 0 as n -o o0. 
Consider the Jordan decompositions of the matrices A. and B., 
X,,A.X~ 1 = (~) Jk a, (3 )  
k 
YnBnYn 1 = ~ jB, (4) 
k 
and define the perturbed diagonalizable matrices A.(8.)  and B,,(e,,) as 
follows: 
Anion,= X:I( + X. 
k 
Due to the choice of 6. and since the sequences are uniformly Jordanian, we 
have 
II A.  - A . (~. )  I1~ ~< ~n~. ~= o( . ) ,  
II B. - B . (~. )  I1~ ~ cn~. ~ = o(~) .  
By the triangle rule we estimate the Frobenius norm of the difference 
between the perturbed matrices as follows: 
n 
II A.(OVn) -- Bn(oen) II2 <~- 6cne~ + 6 
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By Theorem 2.1, for some permutation r we obtain 
[Ai( An(8n)) - -  ~/~r(i)( Bn( en) )l 2 
i=1 
( n ) 
<<. cckZ(n) 6Ce2n + 6 62~-g(n ) 
Here, we have used the fact that (k(n) ---) ~ and as well 
o° n 
_ l lm ..._) O,  e.q~(n) <~ _1-11"--------~ = ~'. 
i:," n 
where m is an upper bound for all the Jordan boxes involved. It follows [9] 
that the eigenvalues of the sequences of matrices A.(e  n) and Bn(e n) are 
equally distributed. Using the hypotheses of the theorem, we can state that 
the eigenvalues of the sequences {A . (en)~ 1 and {An}~= 1 are equally 
distributed, and the same applies to the sequences {B.(e.)}~= 1 and {B.}~= 1. 
Since the property of being equally distributed is transitive, this completes 
the proof. III 
COROLLARY 2.5. Under the hypotheses of Theorem 2.2, if the eigenvalues 
of {B.~ffi 1 have a cluster, then the eigenvalues of {An}~= 1 have the same 
cluster. 
3. CLUSTERS AND CONVERGENCE 
Frequently a theoretical investigation of convergence properties of pre- 
conditioned iterative methods faces some difficulties due to the lack of a 
convenient and constructive mathematical definition of the preconditioning 
quality. In this section we introduce a notion of regular preconditioners and 
prove that such preconditioners are generally of good quality. To this end, we 
apply the above developed clusterizatiofi technique to analysis of the conver- 
gence properties of thepreconditioned GMRES method. 
" DEFINITION 3.1. A sequence of matrices {M.~ffil, M n ~ C n×n, will be 
referred to as a sequence of regular preconditioners for a sequence {An~= 1, 
A n ~ C "×", if there exist matrices A n ~ C "×n such that 
(1) I IA.M. - I n - Anll~ = o(n); 
(2) rank A n = o(n). 
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The regular preconditioners arise naturally when sought as a solution to 
optimization problems of the form tl AM - 111 --" min (see, for example, [5]). 
The following technical emma establishes the convergence rate of the 
GMRES method applied to a linear system An x n = b, in terms of the 
clusterization properties of the sequence {A.}~= 1" 
LEMMA 3.1. Let {An}n= 1be a sequence of matrices uch that 
(1) the eigenvalues are clustered at unity, 
(2) the eigenvalues are separated from zero in modulus, uniformly in n, 
by some a > O, 
(3) each matrix is diagonalizable: 
X~IAnX.  = A n = diag(a(1 ") . . . . .  A(nn)), 
the eigenvector matrices X, having their spectral condition numbers upper- 
bounded by some K > 0 uniformly in n. 
Assume that the GMRES is applied to a system of linear equations A n x n = b,. 
Take any ~ > O. Then for sufficiently large s = s n = s,(e) >i Tn(A, e) the 
following estimate holds: 
rn ) rn tl ~ l l~  gll 0112 min max [p(x)[, (5) 
Ol p~II~_y.(,,~) x~B(1, 6) 
p(O) = 1 
where r~ is the sth residual of the GMRES method, and II s is the subspace 
of polynomials of degree not greater than s. 
Proof. Using the standard estimate of the convergence rate of the 
GMRES method, we have 
IIr~"l12 ~< KIIr~[12 min max I P(a n')l •
p~rl, l<<.i~n 
p(O) = 1 
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r rt Any choice of some polynomial p(x)  ~ II, results in some estimate of II ~ Ih. 
As in [1], we select 
:,,(x, s) hi _ x 
Pn(x) =P'n(x)  H 
i=1  h i  
where h, are the eigenvalues which lie outside the disk B(1, e), and 
p*(x) ~ Hs_~ (x.,), p*(O) = 1. Obviously, the so defined pn(x) ~ H~ satis- 
fies pn(O) = 1 "and pn(hi) = 0 for all the eigenvalues which lie outside the 
disk B(1, e). Thus we obtain 
IIr~lh ~< gl lrglh max I p(h,(~))l 
l~<i~n 
~< Kllr~[[2 1-I min max [pn*(h~n))l 
i=1 IA~")I p*.~n._~.¢~,, y.(h, e )+ l~ i~<n 
p*(0)= 1 
r n KII o 112 I-I 
i=1  Ih, I 
min max [P*(X)l" 
v*(o)  = 1 
The statement of the theorem follows straightforwardly from the last estimate 
and from the following observation: if a > 0 and 0 < a ~</3 then (a + 
a) /~ >1 (a +/3)//3. • 
In the case of an arbitrary cluster • (instead of unity as above) we obtain 
a similar estimate with B(1, 6) replaced by ~ (the e-extension of ~). 
COROLLARY 3.1. Let {An}~= 1 be a sequence of matrices such that the 
following hypotheses are valid: 
(1) IIA n - I n - A.II~ = o(n); 
(2) rank A, = o(n); 
(3) all the eigenvalues are separated in modulus from zero, uniformly in 
n, by some a > 0; 
(4) each matrix is diagonalizable: 
XnlAnXn = A n = diag(A(1 n) . . . . .  A(nn)), 
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the eigenvector matrices X n having their spectral condition numbers upper- 
bounded by some K > 0 uniformly in n. 
Assume that the GMRES is applied to solving A n x n = b,. Take any e > O. 
Then for sufficiently large s = s, = sn(e) >t o(n) the following estimate 
holds: 
(l+~+ot) 
°(") 
Ilr ns 112 -<< gllrgll2 min max Ip(x)l. 
O/ p~II~_o(, 0 x~B(1, ~) 
p(0) = 1 
REMARK 3.1. It is clear that the estimate (5) can be applied to linear 
systems with regular preconditioners. 
When dealing with large linear systems, it is desirable to get a conver- 
gence rate which is independent of the problem size. Frequently it is not so 
easy to ensure that much using commonly adopted preconditioning strategies 
with no imposing some severe algebraic onstraints. Below we show how the 
above-developed clusterization technique can be exploited when constructing 
iterative methods to solve linear systems in such cases. We propose and 
analyze a deflation-type t chnique. 
DEFINITION 3.2. Matrices {M,~= l, M n ~ C nxn, are said to be strongly 
regular preconditioners for matrices {An}~= l, A n ~ C n×n, if there exist two 
sequences of orthonormal projectors ~,  ~n possessing the following proper- 
ties: 
(1) rank ~n = rank~ = n - o(n); 
(2) ~AnMn( I  -~n)  = O, ( I  -~nn)AnM,~,  = 0; 
(3) IKAnM,~ n - 1.)~11~ = O(1). 
THEOREM 3.1. Given strongly regular preconditioners {M,}~= 1 for ma- 
trices { An} , aasume that 
(1) the matrices n*~ a. M.:~.a., where the columns of  a n fo~FtZ a basis of 
~,, are diagonalizable with the spectral condition numbers of the correspond- 
ing eigenvector matrices upper-bounded by some K > O, and the singular 
values separated from zero by some ~ > O, 
(2) IIA, M, Ila -<< M, 
where a, K, and M are independent of n. Then the linear systems A,  x, = b, 
can be solved by O(1) iterations of the deflated GMRES method. 
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Proof. Consider equivalent linear systems AaM n y, = b n. Every such 
system can be written in the equivalent block form as follows: 
[ ~( An M,,),~,, 0 ] 0 ( I - .~ . ) (A .M. ) ( I - . _~. )  z "=bn '  
Gb. ] 
b. = ( I -..~.)b,, " 
After algebraic manipulations we obtain the equalities 
I1[ ( A"Mn)'~n --  =ILK( AnM,,) '~n"~ - -~11~ 
=11 ( AnMn~n - = o(x).  
Hence, using Lemma 3.1, one can derive the following estimate of the 
convergence rate of the preconditioned GMRES method on the subspace 
hn(~n): 
1 + e+ a)°(~) 
[[r~'112 ~< Kllr~[[2 min max [p(x)[ .  
O~ p~H~_oo) x~B(1, e) 
p(O)= 1 
In deriving the above estimate we have used the inequality 
which follows from II A n Mnll2 <~ M. We have used as well that for any matrix, 
the eigenvalues are greater than or equal to its minimal singular value in 
modulus. • 
4. CLUSTERS OF EIGENVALUES AND OF SINGULAR VALUES 
AND CIRCULANT PRECONDITIONERS 
In this section we consider the application of the above-developed cluster- 
ization technique to the construction of circulant preconditioners for Toeplitz 
matrices generated with S~'2 integrable functions. Let A n = [ai_j]i;j= o be a 
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Toeplitz coefficient matrix of a linear algebraic system A,, x,  = b n. Two types 
of preconditioning strategies are commonly exploited for such linear systems. 
One of them [3] is based on the so-called optimal (Ces~ro) circulant matrices 
of the form 
C n = [Ci_j(modn+l)]i J ,  j=O , 
where 
1 
c o =a 0, c k = ~[ (n  + 1-k )a  k +ka_(,,+l_k)] k =- 1, .. n. 
n+l  ' " ' 
Another one [2] is based on the so-called simple (Strang) circulant matrices of 
the form 
n 
S.  = [S i _ j (modn+l ) ] i . j=O,  
where 
S k = 
a k, 0 < k < n /2 ,  
a_(,+l_k), n /2  <k  ~<n, 
0, k = n/2.  
Suppose that the matrices A n originate from the Fourier expansion 
q-co 
f (x )  = ~] akexp( ikx  ), x~R,  
k= -oc  
of a 27r-periodic Lesbegue-integrable complex-valued function f such that 
+7r  
lim f_ 4~( I f (x ) l )dx  = o, 
~-a0 7r 
where ~b~ is the characteristic function of the interval [0, e]. Such functions 
were called in [10] sparsely vanishing. 
If a sparsely vanishing function f belongs to L 2, then the singular values 
of C~lAn (or S~IA, )  are clustered at 1 provided that the corresponding 
inverses exist [10]. To resolve the existence problem, it was proposed in [10] 
to use the so-called improved circulants C, and S,. If F,,+ 1 is the Fourier 
46 E.E.  TYRTYSHNIKOV ET AL. 
matrix of order n + 1, then 
C. = F*+I diag( A o . . . . .  A.)/7. +,, 
and we set 
C. = F*+, diag( Ao . . . . .  X.) F.+ 1 , 
where 
A k if A k 4= 0, 
Ak= ~ if A k=0,  (6) 
where 8 is a positive threshold. Then the result of [10] can be formulated as 
follows. 
THEOREM 4.1, Let f ~.~^ be sparsely vanishing. Then the improved 
optimal and simple circulants C. and S. are nonsingular, and the singular 
^ ^ ]. 
values of C~lA. and S~ A. are clustered at 1. 
Here we propose a new type of improved circulants which excel in that 
both singular and eigenvalues of the preconditioned matrices C~IA n and 
SnlAn are guaranteed to be clustered at 1. Instead of (6), we define the 
eigenvalues of the new improved circulant C.; .  as follows: 
A k if I xkl >/e ,  
xk, ,  = (7) 
e if  IAkl < e .  
THEOaEM 4.2. If f ~ L~ is a sparsely vanishing functions and C. are 
nonsingular for all n, then there exist matrices A such that 
IIA.C~ 1 - I. - a.ll~ --- o(n) and rankA. = o(n). 
Proof. As in [10], it can be proved that 
[number of eigenvalues of the matrix C.:  I Ak(C.) I < 6] 
= a(e)(n  + 1) 
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with a (e )  --* O as 6 ~ 0. Using the improved circulants Cn; 
we obtain 
(A  n - Cn)C~l  = (A  n - Cn) fn  I - ( A n - Cn)(Cnle - Cn 1) 
where 
Further, if we set 
= AnC~ 1 - I n - An;~, 
rank An; ~ = a(e) (n  + 1). 
IIA n _ Cnll ~ )1/~2+8), 
~n ~ "n 
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defined by (7), 
8 > 0, (8) 
then Sn ~ 0 as n ---} ~ (thanks to the equality IIA n - Cnlt~ = o(n) [9]). 
Therefore, 
,,2 .1 -2 / (2+8)  
A 2 2 1 (llAn--~'nllF) 
IIAnC~ 1 - In -  n;,°llF -<< IIAn - CnllF~-~2 = n 
=o(n) 
and, at the same time, rank An; E. = a (e , ) (n  + 1) = o(n). • 
Now we can prove the main result of this section. 
THEOREM 4.3. Suppose f ~ L 2 is sparsely vanishing, and let e, be 
defined by (8). I f  Cn; ~ are the improved circulants defined by (7), then both 
the singular values and the eigenvalues of  C~ ~ A n are clustered at 1. 
Proof. Using the triangle inequality we obtain 
] [A n - -  Cn;c 112 ~ 2([IAn - Cnll~ + liEn - Cn;, I1~) 
2[ l lAn  - CnH  + = 
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Using the same arguments as in Theorem 4.2, we get 
II A~C~:~, ,  - I.I1~ = o(n) .  
Now there exists a nice way to prove that the sequence of matrices 
{ A,C~IJn= ~ has a cluster at unity (this proof can be found, for example, in 
the book [4]). Let U, be the matrix made up from the Schur vectors of the 
matrix A,C~I, .  Then 
; n 
I IA .C : ; ' .  n - Inli  = AoC, ; ;1 . , ,  - I . )Un* = liT° -- Intl , 
where T, is a triangular matrix which is unitarily similar to AnC~I~ . It is 
; n 
evident that the eigenvalues of the triangular matrix T, have a cluster at 
unity. Since they coincide with those of A,C,~ 1,, this completes the proof. • 
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