In this paper we introduce, for the first time, the Weibull-Geometric distribution which generalizes the exponential-geometric distribution proposed by Adamidis and Loukas (1998) . The hazard function of the last distribution is monotone decreasing but the hazard function of the new distribution can take more general forms. Unlike the Weibull distribution, the proposed distribution is useful for modeling unimodal failure rates. We derive the cumulative distribution and hazard functions, the density of the order statistics and calculate expressions for its moments and for the moments of the order statistics. We give expressions for the Rényi and Shannon entropies. The maximum likelihood estimation procedure is discussed and an algorithm EM (Dempster et al., 1977; McLachlan and Krishnan, 1997) is provided for estimating the parameters. We obtain the information matrix and discuss inference. Applications to real data sets are given to show the flexibility and potentiality of the proposed distribution.
Introduction
Several distributions have been proposed in the literature to model lifetime data. Adamidis and Loukas (1998) introduced the two-parameter exponential-geometric (EG) distribution with decreasing failure rate. Kus (2007) introduced the exponential-Poisson distribution (following the same idea of the EG distribution) with decreasing failure rate and
The WG distribution
The EG distribution (Adamidis and Loukas, 1998) can be obtained by compounding an exponential with a geometric distribution. In fact, if X follows an exponential distribution with parameter βZ, where Z is a geometric variable with parameter p, then X has the EG distribution with parameters (β, p). Since the Weibull distribution generalizes the exponential distribution, it is natural to extend the EG distribution by replacing in the above compounding mechanism the exponential by the Weibull distribution.
Suppose that {Y i } Z i=1 are independent and identically distributed (iid) random variables following the Weibull distribution W (β, α) with scale parameter β > 0, shape parameter α > 0 and pdf g(x; β, α) = αβ α x α−1 e −(βx) α , x > 0, and N a discrete random variable having a geometric distribution with probability function P (n; p) = (1 − p)p n−1 for n ∈ N and p ∈ (0, 1). Let X = min
. The marginal pdf of X is f (x; p, β, α) = αβ α (1 − p)x α−1 e −(βx) α {1 − p e −(βx) α } −2 , x > 0,
which defines the WG distribution. It is evident that (1) is much more flexible than the Weibull distribution. The EG distribution is a special case of the WG distribution for α = 1. When p approaches zero, the WG distribution leads to the Weibull W (β, α) distribution. Figure 1 plots the WG density for some values of the vector φ = (β, α) when p = 0.01, 0.2, 0.5, 0.9. For all values of parameters, the density tends to zero as x → ∞. For α > 1, the WG density is unimodal (see appendix A) and the mode
is obtained by solving the nonlinear equation
The pdf of the WG distribution can be expressed as an infinite mixture of Weibull distributions with the same shape parameter α. If |z| < 1 and k > 0, we have the series representation
Expanding {1 − p e −(βx) α } −2 as in (3), we can write (1) as
From the Weibull pdf given before, we have
Hence, some mathematical properties (cdf, moments, percentiles, moment generating function, factorial moments, etc.) of the WG distribution can be obtained using (4) from the corresponding properties of the Weibull distribution.
3 Properties of the WG distribution
The distribution and hazard functions and order statistics
Let X be a random variable such that X follows the WG distribution with parameters p, β and α. In the sequel, the distribution of X will be referred to W G(p, β, α). The cdf is given by
The survivor and hazard functions are
and
respectively.
The hazard function (7) is decreasing for 0 < α ≤ 1. However, for α > 1 it can take different forms. As the WG distribution converges to the Weibull distribution when p → 0 + , the hazard function for very small values of p can be decreasing, increasing and almost constant. When p → 1 − , the WG distribution converges to a distribution degenerate in zero. Hence, the parameter p can be interpreted as a concentration parameter. We now calculate the pdf of the order statistics. Let X 1 , . . . , X n be random variables iid such that X i ∼ W G(p, β, α) for i = 1, . . . , n. The pdf of the ith order statistic, X i:n say, is given by (for x > 0)
where
dω denotes the beta function. Let g i:n (x) be the pdf of the ith Weibull order statistic with parameters β and α given by
Equation (8) can be rewritten in terms of g i:n (x) as
Further, we can express the pdf of X i:n as a mixture of Weibull order statistic densities.
Using (3) in (8), we obtain
Hence, using (9), some mathematical properties for the order statistics of the WG distribution can be immediately obtained from the corresponding properties of the Weibull order statistics.
Quantiles and moments
The quantile γ (x γ ) of the WG distribution follows from (5) as
In particular, the median is simply x 0.
Expanding the term {1 − p e −(βx) α } −2 as in (3) yields − , the coefficients of skewness and kurtosis tend to zero as expected, since the WG distribution converges to a degenerate distribution (in zero) when p → 1 − . The rth moment of the ith order statistic X i:n is given by
Expanding the term {1 − pe −(βx) α } −(n+1) as in (3) and using the binomial expansion for {1 − e −(βx) α } i−1 , the rth moment of X i:n becomes We now give an alternative expression to (10) by using a result due to Barakat and Abdelkader (2004) . We have
where S(x) is the survivor function (6).
Using the expansion (3) and changing variables u = (k + j)(βx) α , we have
Hence,
Expressions (10) and (11) give the moments of the order statistics and can be compared numerically. Table 1 gives numerical values for the first four moments of the order (10) and (11) and by numerical integration.
Rényi and Shannon entropies
Entropy has been used in various situations in science and engineering. The entropy of a random variable X is a measure of variation of the uncertainty. Rényi entropy is defined by I R (γ) =
, where γ > 0 and γ = 1. By using (3), we have
where Y j follows a gamma distribution with scale parameter (γ + j) 1/α and shape parameter α. Hence, we obtain
Shannon entropy is defined as E{− log[f (X)]}. This is a special case obtained from lim γ→1 I R (γ). Then,
We can show that
Hence, the Shannon entropy reduces to
Estimation
Let x = (x 1 , . . . , x n ) be a random sample of the WG distribution with unknown parameter vector θ = (p, β, α). The log likelihood ℓ = ℓ(θ; x) for θ is
The score function U(θ) = (∂ℓ/∂p, ∂ℓ/∂β, ∂ℓ/∂α) T has components
The maximum likelihood estimate (MLE) θ of θ is calculated numerically from the nonlinear equations U(θ) = 0. We use the EM algorithm (Dempster et al., 1977 ; McLachlan and Krishnan, 1997) to obtain θ. For doing this, we define an hypothetical completedata distribution with density function
for x, β, α > 0, p ∈ (0, 1) and z ∈ N. Under this formulation, the E-step of an EM cycle requires the conditional expectation of (Z|X; θ (r) ), where θ (r) = (p (r) , β (r) , α (r) ) is the current estimate of θ. Using that P (z|x; θ) = zp z−1 e
The EM cycle is completed with the M-step by using the maximum likelihood estimation over θ, with the missing Z's replaced by their conditional expectations given above. Hence, an EM iteration reduces to
, where α (r+1) is the solution of the nonlinear equation
An implementation of this algorithm using the software R is given in Appendix B.
Inference
For interval estimation and hypothesis tests on the model parameters, we require the information matrix. The 3 × 3 observed information matrix J n = J n (θ) is given by
Here,
for (j, k, l, m) ∈ {0, 1, 2} and i = 1, . . . , n. Under conditions that are fulfilled for the parameter θ in the interior of the parameter space but not on the boundary, the asymptotic distribution of
is the unit information matrix. This asymptotic behavior remains valid if K(θ) is replaced by the average sample information matrix evaluated at θ, i.e., n −1 J n ( θ). We can use the asymptotic multivariate normal N 3 (0, J n ( θ) −1 ) distribution of θ to construct approximate confidence regions for some parameters and for the hazard and survival functions. In fact, an 100(1 − γ)% asymptotic confidence interval for each parameter θ i is given by
where J θ i θ i represents the (i, i) diagonal element of J n ( θ) −1 for i = 1, 2, 3, 4 and z γ/2 is the quantile 1 − γ/2 of the standard normal distribution.
The asymptotic normality is also useful for testing goodness of fit of the three parameter WG distribution and for comparing this distribution with some of its special submodels via the likelihood ratio (LR) statistic. We consider the partition θ = (θ
T , where θ 1 is a subset of parameters of interest of the WG distribution and θ 2 is a subset of the remaining parameters. The LR statistic for testing the null hypothesis H 0 : θ 1 = θ 
Applications
In this section, we fit the WG models to two real data sets. The first data set consist of the number of successive failures for the air conditioning system of each member in a fleet of 13 Boeing 720 jet airplanes. The pooled data with 214 observations were first analyzed by Proschan (1963) and discussed further by Dahiya and Gurland (1972) , Gleser (1989) , Adamidis and Loukas (1998) and Kus (2007) . The second data set is an uncensored data set from Nichols and Padgett (2006) consisting of 100 observations on breaking stress of carbon fibres (in Gba).
For the first data set, the estimated parameters using an EM algorithm werep = 0.7841,β = 0.0048 andα = 1.2246. The fitted pdf and the estimated quantiles versus observed quantiles are given in For the second data set, the estimates obtained using an EM algorithm arep = 0.3073, β = 0.3148 andα = 3.0093. The plot of the fitted pdf and the estimated quantiles versus observed quantiles in Figure 5 shows a good fit of the WG model. 
