Standard methods in non-linear analysis are used to show that there exists a parabolic branching of solutions of the LichnerowiczYork equation with an unscaled source. We also apply these methods to the extended conformal thin sandwich formulation and show that if the linearised system develops a kernel solution for sufficiently large initial data then we obtain parabolic solution curves for the conformal factor, lapse and shift identical to those found numerically by Pfeiffer and York. The implications of these results for constrained evolutions are discussed.
Introduction
With the onset of gravitational wave astronomy approaching, it is of crucial importance to have constructed suitably realistic theoretical and numerical models of the space-time structure of gravitational wave sources. This demands that we study the initial value problem for Einstein's gravitational field equations. These form a complicated quasi-linear system of partial differential equations. They naturally split into six evolution equations and four constraint equations on the initial data. It is the constraint equations that this work will focus on.
This work was initiated to try to explain the intriguing non-uniqueness results found numerically by Pfeiffer and York in [1] . They found a parabolic curve of regular solutions for each of the five unknowns in the extended conformal thin sandwich formulation of the Einstein constraints. This system has enjoyed much support amongst numerical relativists but their results show the existence of two regular solutions for the entire range of wave amplitude considered. In [1] Pfeiffer and York note that there has been no rigorous mathematical studies of the existence and uniqueness of solutions to this extended system. We present a simple local derivation of these nonuniqueness results.
We first review the important features of the conformal method for solving the constraints. The four constraint equations of general relativity are
(1)
where K ij is the extrinsic curvature of the space-like initial data slice. In the various conformal formulations an initial 3-metric γ ij is chosen which is conformally related to the physical solution of the constraints g ij g ij = φ 4 γ ij .
We decompose K ij as K ij = A ij + 1 3 g ij K and define the trace-free conformal extrinsic curvature tensorÂ ij according to
which leads to A.A g = φ −12Â
.Â γ ,
where hatted objects are defined with respect to the conformal metric. This property is used in the transformation of the Hamiltonian constraint (1) . Together with the transformation for the scalar curvature given by
it yields the Lichnerowicz-York (LY) equation for φ:
Under the conformal transformations (3)-(4) a symmetric trace-free tensor satisfies
which simplifies the momentum constraint (2),
We see immediately that the vacuum constraint equations decouple if we have constant mean curvature (CMC) K=const. The original conformal transverse traceless (CTT) formulation by York and his later conformal thin sandwich (CTS) formulation have identical existence and uniqueness properties (see [2] ). They differ in their construction of the tensorÂ ij . The CTT method relies upon tensor splittings to construct a TT tensor. The CTS formulation is much simpler and bypasses these complications. ThereÂ ij takes the form
where U ij is the trace-free part of the time derivative of the conformal metric, N is the conformal lapse related to the physical lapse N by N =N φ 6 , β i has a natural interpretation as the shift vector for the spatial slice, and L is the conformal killing operator defined asLX ij =∇ i X j +∇ j X i − 2 3 γ ij∇ k X k . The initial data for the four equation system (7) , (9) is (γ ij ,Û ij , K,N).
The system (7), (9) is conformally covariant since the initial data sets (γ ij ,Û ij , K,N)
and (Θ 4 γ ij , Θ
−2Û
ij , K,NΘ 6 ).
give rise to the same physical solution of the constraints (see [3] ). The extended conformal thin sandwich (XCTS) system [1] , [3] extends the CTS system by allowing the slicing condition to be propagated (K is now initial data so that the evolution equation for K becomes a constraint equation). This is highly desirable since it is natural to chooseK = 0 at quasi-equilibrium (i.e. whenÛ ij = 0), for example, while it is unclear what choice for the conformal lapse in the standard CTS formulation should be chosen for this situation. However, this condition couples the lapse fixing equationK to the four constraint equations and yields a far more complex system with no CMC decoupling. The initial data is now in the Lagrangian form (γ ij ,Û ij ; K,K). The five vacuum XCTS equations arê
where a(β) = |Lβ −Û | 2 and χ = Nφ 7 . This extended system shares the conformal covariance properties of the original system by construction since the new equation it couples to is the physical lapse fixing equation. In the analysis that follows we restrict our attention to asymptotically flat initial data and drop the hats denoting conformal quantities.
The non-uniqueness results in [1] should not be confused with the nonuniqueness that results from choosing trivial initial data in the standard CTT/CTT formulations. In this case we need only solve (7) which is simply ∇ 2 φ = 0. We get a unique regular solution (flat space φ = 1) or any number of singular moment of time symmetry Schwarzschild solutions by linearity. However, Pfeiffer and York found two regular solutions for each non-zero wave amplitude considered and their results suggest that the limiting case of trivial initial data is identical to the CTT/CTS scenario (as it should be given that the two systems are essentially equivalent for trivial initial data). We only consider regular solutions in this work.
In the next section we review the basic uniqueness properties of the CMC CTT/CTS formulation of the constraints. In section three we focus on the LY equation with unscaled sources and show using Lyapunov-Schmidt theory that a parabolic branching of solutions occurs at the critical kernel solution. In section four we consider the non-uniqueness results for the XCTS system. We motivate our assumption that the linearised system develops a kernel by showing that the system that results from setting φ = 1 or χ = 1 at a solution yields a parabolic branching of the lapse and conformal factor respectively. We then show that with the assumption of a 1D kernel, the full XCTS system exhibits a parabolic branching in all five variables, exactly as was found numerically in [1] . We conclude with a discussion of the implications of these results for evolutions.
The Linear System and Bifurcations
It is important to understand why the branching features described in [1] and outlined below do not occur in the maximal CTT/CTS formulation. It is known that the LY equation admits unique solutions [4] away from trivial initial data. For the maximal (i.e. decoupled) CTT/CTS systems the existence and uniqueness of solutions of the LY equation is determined by a variational inequality for the initial data. The positive Yamabe theorem (see [5] ) states that on an asymptotically Euclidean manifold there exists a positive solution of the LY equation if and only if ∀ f ∈ C ∞ 0 the following inequality holds
where R is the scalar curvature of the conformal metric and the volume element and inner product are with respect to this metric.
In the next section we apply bifurcation techniques to an elliptic equation whose linearisation has the "wrong sign". For now we note that a requirement of the sub/super-solution method of solution of semilinear elliptic equations of the form △u = f (x, u) is that f ,u ≥ 0 where subscripts denote partial derivatives, see [6] . Its importance is revealed when such an equation is linearised since violating this inequality may signal the existence of a nontrivial kernel. In the scalar case if we define F = u f , the condition that f ,u ≥ 0 is the condition that F be a convex function of u. (This criterion for solvability may be weakened on a compact domain to f ,u ≥ −λ 1 where λ 1 is the first eigenvalue of the laplacian, [6] or by noting that the positive Yamabe theorem sets a bound on the negative part of the scalar curvature in the asymptotically flat case, see [5] ).
On a suitably smooth asymptotically flat background (e.g. γ − δ ∈ H 4, ρ , ρ < 0, these Sobolev function spaces are defined in appendix A) it is shown in [7] that the operator
where f ≥ 0 and f ∈ H 2,δ 0 with δ o < −2 (so that f is continuous and falls off faster than r −2 ) is an isomorphism if −1 < δ < 0 and 2 ≤ k ≤ 4. If we linearise the maximal CTT/CTS vacuum Hamiltonian constraint about a solution it reduces to this form, so that the implicit function theorem (IFT) gives us complete neighbourhoods of nearby solutions ("linearisation stability"). If the linearised LY equation has f ≥ 0 for all initial data then solutions to the non-linear problem will be unique (this is the case for initial data in the positive Yamabe class with no unscaled sources).
In non-linear systems the existence of a bifurcating branch of solutions is indicated by the non-invertibility of the linearized system. Thus in order to explain the non-uniqueness of solutions in [1] we need to find a background solution whose linearisation is not invertible.
In the next section we consider the unscaled source model studied by York in [8] whose linearisation clearly develops a kernel for sufficiently large initial data (the function f in (17) is negative) and demonstrate the existence of a parabolic solution curve in the neighbourhood of the critical solution.
Non-Uniqueness for Unscaled Sources
In [8] York considered the case of moment of time symmetry (MTS) conformally flat initial data with positive energy density ρ (a more general analysis of unscaled sources may be found in [9] ). Then the LY equation reads
where φ → 1 at spatial infinity. He noted that this equation is not linearisation stable because the linearisation has the "wrong sign" for use of the maximum principle and a kernel solution appears for a specific choice of ρ so that solutions may not be unique. (The requirement f ,φ > 0 for application of the sub/super-solution fails in this case). This instability may be viewed from a variational perspective. The LY equation (18) arises from variation of the indefinite action
The second variation of this action is not of definite sign so that we conclude that critical points of this action are saddle points rather than maxima or minima and unique solutions are not expected.
We now study the form of this non-uniqueness using Lyapunov-Schmidt (LS) theory. When a linear operator B develops a kernel we are no longer able to invert the equation Bx=h unless V * h = 0 where V * is the kernel of the adjoint problem i.e. V * ∈ KerB * = coker B. The LS theory may be regarded as a generalisation of these ideas to non-linear problems.
We briefly review the LS theory here following closely [10] . We introduce the relevant weighted Sobolev spaces in appendix A which are crucial in obtaining finite integrals below. We write the nonlinear equation in functional form F (V, ǫ) = 0 where F is a smooth function of the unknown V and a parameter ǫ. F defines a map between Hilbert spaces (defined in the appendix) F : X × R → Y and we assume that B := D V F (0, 0) is Fredholm with an index of zero (i.e. Dim Ker B=Dim coker B) with one-dimensional kernel, spanned by V c . Clearly F = 0 is equivalent to
where R(V, ǫ) = F (V, ǫ) − BV . In this example B is self-adjoint and (for functions with falloff satisfying δ ∈ (−1, 0), see appendix A) we have
where V * c spans the kernel of B * . We split the domain and range as follows (all integrals below are with respect to the asymptotically flat conformal metric specified in the applications that follow):
where ξ = V zdv, z is an element of the dual space to V c (so that if V c ≈ r
then z ≈ r −2 so that the volume integrals are finite, see appendix A) and we normalise z so that V c zdv = 1, V c spans Ker(B) and uzdv = 0.
where d = RV c dv, and wV c dv = 0. This splitting allows us to define the following projection operators
We now apply separately the projections Q and 1 − Q to (20) to obtain
where the operatorB : (1 − P )X → (1 − Q)Y is now bijective. This means thatBu = 0 only has the zero solution so that the implicit function theorem implies that there exists a unique small solution u = u(ξ, ǫ) to (25) with u(0, 0) = 0. We now substitute this result into (26) which yields the LS equation (see [10] )
With u(ξV c , ǫ) a known function, this equation gives a relation between the parameters ξ, ǫ.
Since Q is a projection operator we may write the LS equation as
i.e. d=0 in (22) . Expressing V as a power series in the dependent parameter ξ and the independent parameter ǫ
the LS equation can be written in the form [10] 
where L mn = V c R mn dv. We obtain these coefficients by substituting the expansion (29) into (28) and equating powers of ξ and ǫ with those in (30).
In our applications we only require that V be a C 2 function of the parameters in (29) as the remainder doesn't contribute to the lowest order behaviour.
In [10] Vainberg and Trenogin prove that the small solutions (i.e. where ξ(ǫ) → 0 as ǫ → 0) of the LS equation are in 1-1 correspondence with the small solutions of F (V, ǫ) = 0.
We now show that branching of the type found for the XCTS system in [1] is actually a generic property of solutions of the standard LY equation with an unscaled source. We examine the local behavior of the solutions to this equation at a critical point of the linearisation as the unscaled source term is varied. We multiply ρ in (18) by a positive parameter λ and seek a continuous family of solutions to the LY equation
on a fixed background. If ρ ∈ L 1 (R 3 ) and we seek solutions φ such that φ − 1 ∈ H k,δ where δ ∈ (−1, 0) then the integral relations above will be finite.
For λ = 0 the only regular solution satisfying the boundary conditions is φ ≡ 1. As we increase λ we find that the linearised homogenous equation
has only the trivial solution V c ≡ 0. The IFT then tells us that (31) has a smooth sequence of solutions, φ(λ), and the maximum principle tells us that φ(λ) ≥ 1. However, as we increase λ further, eventually a kernel solution V c = 0 of (32) will appear. We label this critical value as λ = λ c . Since V c is the lowest eigenstate of the Schrodinger-type equation (32) we know that it is unique up to scaling and has no nodes, so we may take V c > 0. We now expand (31) about this critical value where the linearisation, (32), has a kernel. Taking φ := φ c + V with φ c > 0 and λ := λ c − ǫ we find
which gives 
If we expand V according to (29) and substitute this expansion into (36) we obtain the coefficients L mn :
and so on. In order to determine the V ij terms a more useful operator thanB is defined asB
where ξ = V zdv as before. This operator agrees withB between the restricted domain and range but is now an isomorphism from the entire domain, X, to the whole range, Y.B has the important property that
We use this extended operator to show that locally the nonlinear problem reduces to a series of essentially decoupled linear equations. We now substitute the same expansion for V, (29), into equation (34) (and add on ξz to each side to form the operatorB). By equating powers of ξ and ǫ we find thatB
and so on. This shows that the expansions make sense for small ξ and ǫ.
By choosing ξ and ǫ small enough we may truncate the LS branching equation (30) at any order. In particular we can write
Solving the quadratic equation for ξ we find,
where
This tells us that to lowest order and provided L 01 = 0 that we may ignore the contribution of L 11 .
Therefore, in a small neighbourhood of the critical solution φ c we find that as the parameter ǫ is varied that the conformal factor traces a parabola in the solution space
If L 01 = 0 then 2πρφ 5 c ∈ Image(B) and a qualitatively different situation arises. This is equivalent to knowing that there exists an interval of λ that corresponds to solutions of the non-linear problem but that at one particular value of λ = λ c in this interval, corresponding to the kernel of the linearisation, that another branch of solutions emerges. Note that this is not the behaviour observed in [1] where only a single smooth (parabolic) curve of solutions is found. This phenomenon was observed recently in a numerical study of non-unique solutions to (18) corresponding to a constant density star, [12] . Further details can be found in [11] .
In [8] York notes that by specifying a conformal energy densityρ related to the physical energy density by ρ =ρφ −s where s > 5, we transform the linearisation of (31) into an isomorphic form yielding unique solutions. Therefore non-uniqueness results from a poor choice of conformal scaling.
We argue in the next section that the coupling of theK evolution equation to the four constraint equations in the XCTS system similarly introduces an undesirable scaling of the variables leading to non-uniqueness as above.
The XCTS System
As in the case of unscaled sources above, to apply the LS method we must first show that the linearisation of this system develops a (vector) kernel for sufficiently large initial data. This is non-trivial to show. However, we pursue the analogy with the "wrong sign" of the linearisation of the unscaled source equation (18) and the non-convex nature of the indefinite action (19) by noting that the five equation XCTS system also arises from the variation of an action. This is given by
(45) We may also include scaled versions of the energy density and the current density. This allows us to examine the existence and uniqueness properties of the XCTS system from a variational perspective.
First we investigate the necessary conditions for the functional (45) to have a minimum. We must have that the functional is bounded below on an appropriately defined domain of admissible functions Π which will be some Sobolev space H k,δ subject to the constraint N > 0.
Provided such a domain has been defined, we proceed to the calculation of the first and second variations of I. For all v ∈ Π, a stationary value of I is given by d ds I(u + sv)| s =0 = 0. A simple calculation reveals that the XCTS system corresponds to a stationary point of this functional.
It is straightforward to show that the second variation of (45) is not of definite sign. The following inequality is used in [13] as the basic assumption on the integrand F to apply direct methods in the calculus of variations;
for all rank one matrices ξ i α where i=1-5, α=1-3 and P i α denote the usual derivatives in the Euler-Lagrange equations . This condition, called "strong ellipticity" in [13] , is the requirement that F (x, u, p) be convex with respect to p (p = ∇u ∈ R 5×3 ). The XCTS Lagrangian (45) fails this criterion; it is convex in Lβ but, due to the mixed term ∇χ∇φ, F is not convex in ∇φ or in ∇χ.
This lack of convexity means we cannot expect stationary points, if they exist, to be unique. An analogous situation occurs frequently in non-linear elasticity where non-convex functionals are necessary in order to model buckling equilibrium configurations of materials which are known physically to be non-unique, i.e. an input stress can lead to numerous buckled states. This argument and the analogy to the unscaled source equation (18) lends support to our assumption below that the linearised XCTS system develops a kernel for sufficiently large initial data.
A Model problem
The usual approach to perturbations in a conformal (CTT, CTS) formulation is to use the conformal covariance of the equations to set φ 0 = 1, β i 0 = 0 so that we are perturbing a known solution of the constraints and use the implicit function theorem to check for linearisation stability [14] . Proceeding in this way does not yield a transparent form for the linearised XCTS system (we consider this case in the next section). We pursue a different approach motivated by the conformal covariance of the XCTS system. We are free to perform a conformal transformation of the initial data so as to effectively set φ = 1 at a solution. Therefore at every point on the smooth solution curve (fig 3 in [1] ) we may perform a conformal transformation so that the maximal XCTS system reduces to
These equations are not well posed in general and reveal the crux of the "wrong sign" problem outlined above. Combining these equations we get
Notice that the momentum constraint now only involves the shift vector (we are assuming that R is a known function in this calculation).
In this section we specialise our analysis to this coupled system (50)-(51) with U ij = 0 (the full XCTS system is considered in the next section). In appendix B we show that applying the implicit function theorem to (51) allows us to treat the shift term in (50) as a known source function so that, in a small neighbourhood of the critical point, the system reduces to a scalar equation for the lapse, similar to (18) above.
We now apply the LS method to equation (50) at a critical value of its linearisation. The quantity |Lβ −U| 2 will play the role of the specified source function ρ in (18) . As before we introduce a non-negative parameter λ into the problem:
where N → 1 at ∞. We assume that we have a critical solution N c , analogous to φ c previously, at λ = λ c . Restricting ourselves to perturbations of this equation, we examine whether there are small solutions arising from the perturbation λ = λ c − ǫ. Setting N = N c + V and linearising we find
(for ease of notation we have used (47) to gather background terms). The linear operator above is self-adjoint and, if we construct the sequence of solutions from λ = 0 to the first appearance of a kernel solution of its linearisation we know that the kernel solution V c has no nodes and so we take V c > 0. The Linear operator B is Fredholm with an index of zero as before, (the domain and range are defined as in the previous problem (21)- (22) and the asymptotically flat background metric satisfies the decay conditions outlined in appendix A). Applying the LS method to our problem we find that the fundamental equation takes the form (see (34))
Substituting the right hand side into (28) we find the solvability condition
We now substitute the LS expansion, (29), for V into (56) and equate powers of ξ and ǫ in this equation with those in (30) to obtain the following L mn coefficients:
To lowest order the LS equation (30) becomes
We find,
→ 0 as ǫ → 0. Hence for small positive ǫ we have two solutions to F (V, ǫ) = 0 given by
and there are no small solutions of F=0 for ǫ < 0. This replicates the form of the branching for the lapse in the full XCTS system in [1] . Motivated by the conformal covariance of the XCTS system we may construct another model problem where this time the conformal factor branches in a neighbourhood of the critical point of the LY equation. Given that g ij = φ 4 γ ij is a solution of the constraints (with corresponding solutions N, β i ), we perform another conformal transformation on the initial data, µ ij = ν 4 γ ij . Under this transformation the variables (φ, N, χ, β i ) transform as (
, β i ). If we choose ν = Nφ 7 then under this transformation we find that χ = 1.
Therefore, at a solution of the XCTS equations we must be able to perform a conformal transformation such that the following equations are satisfied
Proceeding as above for the lapse fixing equation, and using the IFT, we fix χ ≡ 1 and linearise the remaining equations to find
as before. This also is of the form found in [1] .
The Full XCTS system
The examples above support the assumption in this section that the linearised XCTS system develops a kernel solution for sufficiently large initial data. To apply the LS method we must also check that the formally adjoint system has a kernel of equal dimension. We know from [7] that for sufficiently smooth initial data with very general falloff conditions at spatial infinity that the kernel of this linearised system is finite dimensional and that it has a closed range. We show in appendix A that the linear system is actually Fredholm with an index of zero (so that dim Ker=Dim coKer) between suitably defined Sobolev spaces. Assuming now that the kernel is one dimensional, we have satisfied the requirements to implement the LS theory outlined above. The XCTS system (13)- (15) will be referred to here as F ( − → V , λ) = 0. As before, F describes a mapping between Hilbert spaces F : X × R → Y . The domain X corresponds to five copies of the one defined in the scalar case (21) and similarly the range corresponds to five copies of (22) . The initial data is specified in appendix A, chosen so that hypothesis 1 of [7] is satisfied (so that the linear system defines a bounded and suitably regular map).
We introduce a parameter λ to allow us to continuously vary γ ij and U ij (in [1] the parameter "A" was used which corresponded to the amplitude of the Teukolsky wave in the conformal background). The 1-parameter family of initial data considered in [1] is
where h ij is the tracefree part of the metric perturbation. In (13)- (15) we denote the dependence of the initial data on λ by
When λ = 0 the XCTS equations (13)- (15) decouple due to the nonexistence of conformal killing vectors that vanish at infinity (where we have the constraint on the conformal lapse that N > 0), and we obtain flat space as the unique regular solution (see the comments made in the introduction). Applying the implicit function theorem then gives a local curve of solutions parameterised by λ. Increasing λ a little more we can continue to construct a curve of solutions away from flat space until we reach a value of λ, λ c say, where the linearised homogenous system has a non-zero kernel solution. At this point we must apply the LS method to continue the curve through λ c .
We call the (5 component) kernel solution
At this value we have a critical solution to the nonlinear problem − → X c = (φ c , χ c , β i c ). Below we will, as in the previous example, perturb the system about this critical solution. It is convenient to perform a conformal transformation so as to effectively set φ c = 1 and also to absorb the critical shift vector into U ij by a gauge transformation. We perturb the XCTS system (13)- (15) at the critical solution
We expand the background scalar curvature in a Taylor series about λ c so
The linear terms in the expansion give the following inhomogenous system
where terms arising from variation of the connection are given the generic symbol Γ. The LS machinery developed for the scalar equation (18) naturally generalises to systems of elliptic equations. For example, our definition for ξ in the scalar case, namely ξ = V zdv, becomes
where the inner product denotes multiplication of a five component row vector with a 5 component column vector, the volume element is taken with respect to the conformal metric γ ij , and where
Note that ξ now depends on all five unknowns. Since we are considering a one parameter family of initial data it is natural that we should expand all five variables in a Taylor series in powers of ξ and ǫ as in (29). Following the same procedure as (25)-(26) where now − → V = ξ − → V c + − → u , restricting the domain and range of B gives usB
where Q denotes the projection onto − → Z as before and − → u is orthogonal to − → Z . The implicit function theorem is also valid for nonlinear systems (it was used in [9] to study non-CMC solutions to the constraints with unscaled sources under the assumption that f ≥ 0 as in (17)). WithB now an isomorphism, we obtain a unique small solution − → u (ξ, ǫ) to (74). We substitute this into (75) to obtain the orthogonality relation that defines the curve ξ = ξ(ǫ).
To determine the terms of the expansion V ij at each order we defined B in (40). This naturally generalises to
If we now expand each component of − → V according to (29) we find that
as before. Equation (75) reads
).
where R φ corresponds to the first order in ǫ background term and nonlinear terms arising on the RHS of the Hamiltonian constraint. (Note that by appendix A (V * φ c , V * χ c ,
. Likewise, we define the LS coefficients as
where − → R ij denotes the ith order term in ξ and the jth order term in ǫ resulting from substitution of the LS expansion (29) into − → R . The source terms on the RHS of (74) are of the form
where T i represents the quadratic combinations of all variables arising from the perturbation. When each variable is then expanded in a power series as in (29) we see that the T i terms yield terms quadratic in ξ and ǫ and mixed terms proportional to ξ ǫ.
Clearly
In the scalar model (18) we worked on a fixed flat background so that the connection wasn't varied. We also knew that the first eigenfunction of the linearised equation had no nodes. When dealing with a coupled system of equations we lose this property. To obtain the results of [1] we must assume that L 01 = 0. This is a necessary condition for the existence of a single solution curve passing through the critical point λ = λ c (see the comments made after (44)).
The next possibly non-zero terms are L 11 and L 20 . If L 01 = 0 and L 20 = 0 then we may truncate our series at quadratic order and ignore the contribution of L 11 . The complexity of the combinations of the quadratic terms in (80) do not yield easily to analysis. We prefer to emphasise that it is extremely unlikely that our choice of initial data could lead to the cancellation of all terms at this order. Furthermore, since the kernel solution is removed by the LS method we know that the operatorB is an isomorphism which implies that all the L ij 's are finite for small ξ and ǫ. We conclude that
In principle the numbers L 01 , L 20 can be determined for the choice of initial data that yields the kernel solution − → V c (c.f. (37)). However, by choosing the sign of ǫ so that
< 0 we know that there is a parabolic branching of all five variables
(c.f. equation (7) in [1] ). The parabola in [1] corresponds to the case where
< 0 so that ǫ must be positive (i.e. there are no solutions with λ > λ c ).
To recap, we list the assumptions that were made to derive (83). The first assumption was that for sufficiently large λ the XCTS system (13)- (15) develops a one dimensional kernel − → V c and that none of the components of − → V c vanishes identically. This is completely reasonable given that the curve of solutions prior to this critical point is generated by the implicit function theorem which breaks down when the linearisation develops a kernel. We also assume that none of the five components of 
Implications for evolutions
We now consider the likely implications of these results for evolutions of the constraints. Recall that the Bianchi identities imply that the constraints propagate in principle. However constraint violation off the initial data hypersurface remains a serious problem in numerical evolutions. To control constraint errors one may choose to solve the constraints on each slice of the foliation.
The Bianchi identities also make some of the Einstein equations redundant. Given a solution of the constraints (g = φ 4 γ, K), we may choose to evolve the conformal factor according to the evolution equation for the metric. For example, evolving initial data from the XCTS formulation naturally gives
where N is the conformal lapse and derivatives are with respect to the conformal metric. Whereas (84) selects just one solution of the constraints to evolve, the constrained evolution scheme could lead to a solution jumping between branches during an evolution. From equation (84) we see that if we choose maximal slicing with zero shift thenφ = 0 and so a constrained evolution of this data should yield the initial conformal factor throughout the evolution. This provides a possible test of whether a constrained evolution has caused φ to stray from the correct branch.
The example (18) serves to illustrate the need to choose an appropriate scaling of the extrinsic curvature. The standard scaling of the LY formulation in (4) not only simplifies the momentum constraint but also removes the linearisation instability. Many axisymmetric evolution schemes (see [15] , [16] , [17] ) do not scale the momentum. This need not cause problems on the initial slice if moment of time symmetry data is chosen. However, constrained evolution of this initial data could prove problematic as later time slices are susceptible to linearisation instability and non-uniqueness. Evolving φ in [16] and [17] was more successful for strong initial data while in [15] runs were terminated when a discrepancy between the evolved φ and that obtained from the Hamiltonian constraint was found. Interestingly, it was noted in [17] that the conformal scaling in the Hamiltonian constraint in the BSSN formulation is analogous to (18) . This is not necessarily a problem if an initial data set is transformed into this formalism and then evolved using a free evolution such as (84).
Conclusion
In [1] the solution curves for initial data in CTS and XCTS were compared. As expected the CTS system had unique solutions for λ < λ crit and no solutions for λ > λ crit . With identical initial data (g ij , U ij ), but withK = 0 replacing N=1 the solution curve for the XCTS system is parabolic and turns back upon itself at the (much smaller) critical wave amplitude. We have shown that this is consistent with the system developing a kernel solution of its linearisation and being dominated by a quadratic non-linearity there.
In [18] , Wheeler clearly demonstrated the physical effects of the LY equation developing a kernel for moment of time symmetry initial data. In this case the LY equation is linear and the energy diverged as the initial data was varied toward the critical solution (this work was generalised by O Murchadha in [19] ). However, if a nonlinear equation develops a kernel the LS method allows us to split the domain and use the IFT on the part orthogonal to the kernel. We may then treat the nonlinear terms as parameter dependent sources and the Fredholm orthogonality condition gives the relation between these parameters. This describes a curve of solutions passing through the critical solution. The critical solution is no longer a barrier to solvability and the energy remains finite there.
It is worth emphasising that all the non-uniqueness results in this work are local in nature, i.e. the multiplicity of solutions is confined to a small neighbourhood of the critical solution. We have argued that the parabolic branching behaviour in [1] is the simplest example of branching phenomena that can arise in non-linear elliptic PDEs. However, the global nature of the parabolic branches in [1] is surprising. This suggests that a constrained evolution of this initial data could lead to a solution jumping between branches even for weak data far from the critical solution.
The non-uniqueness properties described above are generic in the sense that they do not depend on the form of the (Fredholm) linearised operator B nor on the form of the forcing terms. If B has a 1D kernel and there are quadratic nonlinearities then a parabolic solution curve is to be expected (provided L 01 , L 20 = 0). With higher order non-linearities or with multiple parameters λ i more complicated solution curves arise.
In this work we considered only Dirichlet boundary conditions on an asymptotically flat manifolds. However, when modelling black holes it is natural to excise a region corresponding to an apparent horizon. Much analytical work has been done to guarantee unique solutions satisfying apparent horizon boundary conditions in the standard CTT formalism. A recent numerical study of the generalisation of these methods to the XCTS system revealed many difficulties with well-posedness (see [23] and references therein) as should be expected from the results outlined here. These results add weight to our reservations regarding the possible dangers of constrained evolution using non-convex formulations of the constraints.
given by
Using the a priori estimate in [7] it follows that KerB * ⊂ H k,−1−δ . We now outline the Fredholm properties of B. Linear elliptic systems on asymptotically Euclidean manifolds of the form Bu = m k=0 a k D k u were studied in [7] . Clearly the linearised XCTS system is elliptic. Our initial data satisfies hypothesis one of that work regarding regularity and falloff.
The following results were proven in [7] for suitably regular elliptic systems Bu:
1. an a priori estimate of solutions 2. a finite dimensional kernel and closed range 3. an isomorphism theorem for a continuous family of injective operators.
The second result says that B is semi-Fredholm so that the domain of B splits as H k,δ = kerB W where W is closed and B is injective on W. However, this is not good enough for the application we have in mind. We need B to be Fredholm with an index of zero (so that the dimension of the cokernel is equal to that of the kernel of B).
The domain of B is H k,δ such that δ ∈ (−1, 0). This implies that −1 − δ ∈ (−1, 0) so that the domain of B * is the same as that of B. From the theorems in [7] we know that each system has a finite dimensional kernel and a closed range. At first sight it is not clear that the kernels of B and B * are related. However, inspection of the systems reveals that if V c = (φ 1 , χ 1 , β * and vice versa so that the homogenous systems are identical under this relabelling of variables. Therefore the systems have equal finite dimension so that B is Fredholm with an idex of zero. This is the basic requirement for the use of the LS methods outlined above.
Appendix B: The implicit function theorem argument
Without loss of generality we assume that the background solution has zero shift (which just means that the shift has been absorbed into the metric velocity U ij ). The linearisation of the operator on the left hand side of the momentum constraint (51) becomes
A similar equation, but with different initial data and unknowns was studied in [21] . To apply the IFT to our equation we require, as in [21] , that the linearised operator is self-adjoint, elliptic and surjective. Given its divergence form it is simple to show that this operator is self-adjoint. To show that it is strongly elliptic we note that the principal part of (94) is a trace-free version of the minimal strain equation considered in [22] . The algorithm in that work guarantees that our operator is strongly elliptic (since trU ij = 0 and U.U = 0 by construction). To see that this system is surjective we move to an orthonormal frame γ ij = δ ij and then rotate the basis so that U ij = diag(a, b, c). Since U is tracefree we have b=-(a+c). We now multiply (94) by δβ i and examine the kernel of the integral (defining M ij = Lδβ ij ) R 3 δβ i ∇ j J ij dv = where the integration by parts in the first line is obtained by passing to a subsequence (δβ i ) n in C ∞ 0 converging to an element in the Sobolev space H k,δ .
We see that M ij is diagonal in this basis and
This is the equation for the spatial projection of a conformal killing vector.
Since there are no conformal killing vectors that vanish at spatial infinity we have that this system is surjective and the IFT guaranties an open neighbourhood of solutions β i λ as the initial data (g λ , U λ ) is perturbed. This solution is then substituted into (50) so that, in a sufficiently small neighbourhood of the background solution, we may regard δ(|Lβ − U| 2 ) as a known source term in the linearisation of (50). Provided we remain in this functional neighbourhood, the kernel of the four equations (50), (51) will be identical to the kernel of the linearisation of (50).
