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Abstrakt 
Diplomová práca sa zaoberá možnosťou využitia virtuálnej reality v konštrukčnom 
procese a poukazuje na nové netradičné možnosti ovládania zariadení. Cieľom tejto 
práce je oboznámiť sa so zariadením skonštruovaným na ÚVSSR a technológiou 
využivajúcou motion capturing (snímanie pohybu). Následne s využitím získaných 
znalostí navrhnúť software využivajúci virtuálnu realitu pri konštrukčnom procese 
paralelnej kinematickej štruktúry typu delta, ktorý bude využívať možnosť 
bezdotykoveho riadenia a analyzovať priebeh energetických tokov zariadenia. 
 
Kľúčové slová 
delta robot, motion capturing, kinect, gesto, virtuálna realita, ecodesign 
 
Abstract 
Master thesis deals with the possibility of using virtual reality in the construction 
process and points to new possibilities for non-traditional controlling of devices. The 
aim of this thesis is to become familiar with equipment designed in ÚVSSR and 
technology using motion capturing. Subsequently, there is also aim to use the gained 
knowledge to design a software which uses virtual reality in the construction process of 
parallel kinematic structure delta type, which will have the option of touchless control 
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Robotika sa vďaka stále  vyvíjajúcim technológiám a procesom radí medzi najrozvíjajúcejšie 
sa odvetvia. Roboty sú neodmysliteľnou súčasťou v priemyselnej oblasti. Rýchly vývoj je 
spôsobený zvyšujúcimi sa požiadavkami na množstvo a kvalitu vo výrobnej sfére. Požiadavky  
kladené na manipulátory sú dnes často krát rozmanité a vysoko náročné. Preto sú čoraz 
častejšie vyvíjané nové netradičné štruktúry zariadení, ktoré musia spĺňať špecifické 
požiadavky trhu na zefektívnenie a urýchlenie výroby v určitých oblastiach. Ide najmä 
o zariadenia, ktoré využívajú paralelnú kinematickú štruktúru. Tieto štruktúry boli známe už 
v sedemdesiatych rokoch, avšak ich vývoj bol brzdený hlavne kvôli technickým problémom 
v oblasti softwaru a hardwaru. Riešením problémov bol rýchly vývoj výkonných riadiacich 
systémov.  
 
Mechanizmy s paralelnou štruktúrou sa rýchlo rozvíjajú ako v konštrukčnej oblasti, tak aj 
v oblasti riadenia a neustále sa zavádzajú nové možnosti a trendy do týchto oblastí. Ovládanie 
zariadení prechádza veľkými zmenami. Vývojom nových technológií sa v poslednej dobe 
čoraz častejšie v určitých oblastiach vyskytujú riadiace prvky na základe bezdotykového 
riadenia. Tieto prvky postupne vytláčajú a nahrádzajú konvenčné ovládacie prvky ako 
joysticky, či dotykové displeje z oblastí, kde je potreba napríklad sterilné prostredie, alebo 
kde konvenčné prvky ovládania odvádzajú pozornosť. Zaujímavou možnosťou je využitie 
bezdotykového ovládania robota. Táto možnosť odstraňuje problém, kedy operátor môže byť 
vystavený určitým rizikám. 
 
V diplomovej práci  bude popísaná možnosť bezdotykového riadenia robota s paralelnou 
kinematikou s riadiacim systémom od spoločnosti BECKHOFF a to za pomoci technológie 
snímania pohybu. V práci využijem Delta robota, ktorý bol skonštruovaný na Ústave 
výrobných strojov, systémov a robotiky na Fakulte strojného inžinierstva VUT v Brně.  
 
Cieľom práce je vytvoriť aplikáciu pre bezdotykové riadenie daného robota pomocou 
technológie snímania pohybov, ktoré bude aplikované taktiež na model robota v prostredí 
programu Autodesk Inventor. V práci bude ďalej využitá aplikácia pre analýzu energetických 
tokov a aplikovaná do konštrukčného návrhu paralelnej kinematickej štruktúry typu delta.   
 
Práca je štruktúrovaná do viacerých kapitol. Najskôr sa zameriava na kinematiku 
priemyselných robotov. Táto časť bude venovaná hlavne robotom s paralelnou kinematikou. 
V ďalšej časti práce bude popísaná využiteľnosť a technické detaily senzora Kinect, ďalej sa 
v tejto časti bude nachádzať analýza ovládania aplikácií gestami a základy počítačového 
videnia. V druhej polovici práce bude popísaná implementácia a prevedená celková bilancia 
práce. 
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1 Priemyselné roboty s paralelnou kinematikou 
 
Paralelná kinematická štruktúra je štruktúra, ktorej časti (spojnice – vzpery) sú vzájomne 
radené paralelne. Môžeme povedať, že každá spojnica paralelného mechanizmu je upevnená 
na spoločnej hladine respektíve báze a v inej spoločnej hladine je upevnený jej koniec. 
Paralelná štruktúra je charakteristická hlavne vysokou tuhosťou. Používa sa taktiež z dôvodu 
pomerne malej náchylnosti k nepresnostiam a vzniku chýb. [18] 
 
Prvé zmienky o paralelných mechanizmoch boli už v roku 1645, no až v roku 1928 je 
zmieňované prvé praktické využitie strojov s paralelnou kinematikou, kedy bola na 
patentovom úrade prihlásená pohyblivá plošina, ktorá mala slúžiť zábavnému priemyslu. Prvý 
patent robota s touto kinematikou sa objavuje v roku 1942. Robot mal slúžiť na striekanie 
náterových hmôt. Tento patent však nebol nikdy zrealizovaný. Rozvoj mechanizmov 
s paralelnou kinematikou sa preto pripisuje britskému inžinierovi Ericovi Ghoghemu, ktorý 
v roku 1954 uviedol do prevádzky prístroj na testovanie náprav nazývaný aj univerzálny 
výstroj. Dnes je tento mechanizmus známy ako Stewartova plošina. [19] 
 
V poslednej dobe sa čoraz viac ukazuje, že paralelná štruktúra v oblasti robotiky je prospešná 
a prináša nové riešenia. Roboty s paralelnou kinematikou sa nasadzujú hlavne do oblastí, kde 
iné štruktúry nevyhovujú podmienkam alebo ich vlastnosti nesplňujú dané požiadavky.  [21] 
 
 
Obrázok 1 Stewartova plošina [19] 
 
 
1.1 Paralelná kinematická štruktúra  
 
Hlavnou črtou robota s paralelnou kinematikou je jeho konštrukcia. Od klasických 
priemyselných robotov so sériovou kinematikou sa líši hlavne uzavretým kinematickým 
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reťazcom, ktorý spôsobuje vzájomné ovplyvňovanie pohybu jednotlivých časti zariadenia. 
Z toho vyplýva, že výsledný pohyb koncového člena zariadenia s paralelnou kinematikou je 
spôsobený súbežným usporiadaním ramien. K tomu, aby sa mohla štruktúra zariadenia 
nazývať paralelnou, musia byť ramená pevné alebo teleskopické. V inom prípade je 
mechanizmus zaradený ako hybridný. [18][22] 
 
 
Obrázok 2 Delta robot [22] 
 
Zariadenia s paralelnou kinematikou sú oproti systémom so sériovou štruktúrou vyznačované 
svojou rýchlosťou a o niečo presnejším polohovaním. Používajú sa hlavne kvôli ich vysokej 
tuhosti, nosnosti a malým zotrvačným momentom. V porovnaní so sériovou kinematickou 
štruktúrou sú znevýhodnené hlavne vyššími nárokmi na riadiace systémy a taktiež menšími 
pracovnými priestormi. Roboty s paralelnou kinematickou štruktúrou sú používané pri 
vysokorýchlostných aplikáciách, balení, či manipulácií s materiálom alebo montáži. 
Najčastejšie používaným typom robota s touto kinematikou v priemysle je Delta robot. [22]  
 
Podľa počtu ramien môžeme roboty s paralelnou štruktúrou rozdeliť na: 
 
• Bipody, Biglidy  (dve ramená) 
• Tripody, Triglidy  (tri ramená) 
• Hexapody, Hexaglidy (šesť ramien) 
• Oktahedrálne hexapody (osemramenné manipulátory) 
 
Okrem týchto možnosti rozdelenia existujú ďalšie skupiny, ktoré sú však menej často 
používane, a preto nie sú uvedené v tejto práci. [19] 
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1.2 Popis základných časti 
 
Voľbou stavebných prvkov reťazca ovplyvníme celú výslednú funkciu, vlastnosti a možnosti 
daného manipulátora. V súčasnosti existuje množstvo rôznych materiálov a prvkov, s ktorých 
môžeme zostaviť potrebnú konštrukciu. Pri voľbe jednotlivých časti mechanizmu je za 
potreby pozerať na účel a požiadavky na konštrukciu. [18] 
 
Za základné prvky každej konštrukcie s paralelnou kinematikou sú považované: 
 
o  Báza 
o  Ramená 
o  Kĺby 
o  Platforma 
o  Efektor 




Obrázok 3 Základné časti paralelnej kinematiky [18]
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Tabuľka 1 Požiadavky na základné stavebné prvky [18] 
Prvok Hlavné požiadavky 
BÁZA - statická tuhosť 
- dynamická tuhosť 
- snaha o odľahčenie, ak je báza uložená v hornej časti 
- teplotná stabilita 
RAMENÁ 
(aktívne) 
- vysoká stabilita 
- odolnosť voči deformácií od zotrvačných síl 
- odolnosť voči kombinovanému namáhaniu 
- redukcia hmotnosti 
- teplotná stabilita 
VZPERY 
(pasívne) 
- vysoké požiadavky na odolnosť voči kombinovanému 
namáhaniu 
- čo najväčšiu odolnosť proti kmitaniu 
- redukcia hmotnosti 
- teplotná stabilita 
- vysoké požiadavky na dĺžkovú presnosť vzpier 
KĹBY - vysoká statická tuhosť 
- vysoká dynamická tuhosť 
- vysoká odolnosť voči opotrebeniu 
- vysoká geometrická presnosť vykonávaného pohybu 
- redukcia hmotnosti 
- nízke požiadavky na údržbu 
- bezvôľový chod 
PLATFORMA - redukcia hmotnosti (vznik nepriaznivých zotrvačných síl a 
momentov) 
- vysoká statická tuhosť 
- vysoká dynamická tuhosť 
- vysoká geometrická presnosť spojovacích plôch 
- návrh vhodnej geometrie pre zamedzenie vzniku miest 
koncentrácie napätí  
- miniaturizácia 
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1.3 Prehľad kinematických štruktúr 
 
Každá robotická konštrukcia sa skladá z pevných telies, ktoré sú spájané kĺbmi. Týmto 
spojením tak vznikajú kinematické väzby a tie vytvárajú kinematické reťazce. 
 
Roboty môžeme rozdeľovať z rozličných hľadísk. Jedným z druhov rozdelenia je práve 
rozdelenie podľa kinematických štruktúr. [18] 
 
• Roboty so sériovou kinematickou štruktúrou 
• Roboty s paralelnou kinematickou štruktúrou 
• Roboty s hybridnou kinematickou štruktúrou 
 
Obrázok 4 Rozdelenie PR podľa kinematických štruktúr 
 
1.4 Porovnanie vlastností kinematických štruktúr 
 
Každá z menovaných štruktúr má svoje klady aj zápory. Vývoj paralelnej kinematiky 
priniesol nové možnosti do sveta robotiky a to najmä vďaka relatívne vysokému zrýchleniu 
koncového efektora. Následkom vývoja bolo aj postupné zdokonaľovanie sériovej 
kinematiky. Porovnávanie týchto štruktúr je veľmi zložité a to hlavne kvôli rozličným 
konštrukciám jednotlivých štruktúr. Tabuľka (Tab.2) porovnáva jednotlivé typy 
kinematických štruktúr a poukazuje na ich súhrne vlastnosti. V tabuľke sú farebne odlíšené 
kladné a záporne vlastnosti paralelnej kinematickej štruktúry.  [18][20] 
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Tabuľka 2 Porovnanie sériovej a paralelnej kinematiky [18][20] 
Vlastnosť Sériová kinematika Paralelná kinematika 
Tuhosť Nízka  
(osi namáhané na ohyb) 
Vysoká  




(Prvá os nesie ostatné) 
Nízka  
(Pohyb všetkých ramien) 
 









Chyby sa hromadia 
v jednotlivých osách 
 
Chyba je priemernou hodnotou 























(mechanizmus riadený ako celok) 
 













(veľa zameniteľných dielov) 
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1.5 Koncepcia DELTA 
 
V tejto časti práce budú popísané základné prvky robota s paralelnou kinematikou 
s koncepciou delta. Na jednotlivých obrázkoch bude predstavený robot s kinematikou delta, 
ktorý bol skonštruovaný na ÚVSSR FSI VUT v Brne. Tento robot bude v práci použitý 
k vzájomnej komunikácií zariadení, respektíve bude použitý ako základný model pre ukážku 
spolupráce medzi človekom a robotom. 
 
 
Obrázok 5 Model delta robota (ÚVSSR FSI VUT) 
 
Konštrukcia delta robota nemá klasickú štruktúru a to z toho dôvodu, že ich ramená majú 
konštantnú dĺžku a sú zložené z 2 častí (rameno a tiahlo). Obe časti sú vzájomne spojené do 
série guľovými kĺbmi, čím vytvárajú kľukový mechanizmus. Pohyb platformy je vyvolaný 
pomocou natáčania motorov, pričom je menený uhol medzi ramenom a tiahlom, ktoré 
uchycujú platformu. Ramená sú poháňané tromi motormi, ktoré sú umiestnené na báze robota 
a medzi sebou sú navzájom natočené o 120°. Robot s konštrukciou delta má bežne 3 stupne 
voľnosti, ale častokrát je doplnený 4. stupňom voľnosti v podobe stredovej rotácie koncového 
člena (efektor). Rotácia a pohyb sú prevedené najčastejšie pomocou pohonu, ktorý je 
umiestnený na báze teleskopického hriadeľa a kardanového kĺbu.  [18][19] 
 
Delta roboty sú použité pri manipulovaní s ľahkými predmetmi. Výhodou týchto zariadení je 
ich vysoká rýchlosť a zrýchlenie, majú nízku hmotnosť a ľahko prístupné súčasti, čo 
umožňuje jednoduchú údržbu. K nevýhodám zariadení patrí hlavne malý pracovný dosah 
a nízka nosnosť. [19] 
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Báza je nehybná súčasť robota. Konštrukcia základne môže mať rôzne tvary, ktoré sa 
nepriamo podieľajú na veľkosti pracovného priestoru. Môže byť umiestnená v hornej alebo 
spodnej polohe. Báza v spodnej polohe je väčšinou umiestňovaná v zariadeniach, ktoré slúžia 
na simuláciu pohybu. Umiestnenie je vhodné hlavne pre manipuláciu s väčšou a ťažšiu váhou. 
Umiestnenie v hornej polohe môžeme vidieť hlavne u robotov, ktoré sú konštruované 
za účelom manipulácie s objektom. Zväčša sú na báze pripevnené pohony a ďalšie riadiace 
prvky. Konštrukcia musí byť tuhá, čo zabráni jej rozkmitaniu a zároveň rozkmitaniu celého 
mechanizmu, čo by znamenalo zníženie presnosti v pracovnom procese. [18][24] 
 
 




Postupný vývoj a stále sa zdokonaľujúce elektrické zariadenia v súčasnosti spôsobujú 
u robotov s paralelnou kinematickou štruktúrou prevahu využívania elektrických pohonov 
oproti hydraulickým. Najviac využívané sú hlavne servomotory so spätnou väzbou. Tieto 
pohony nám umožňujú nastavovať presný uhol natočenia rotoru hriadeľa, čo je považované 
za jednu z výhod týchto pohonov. Signál snímača polohy je privádzaný na regulátor a to za 
pomoci spätnej väzby. Regulátorom sa sníma rozdiel žiadanej a skutočnej polohy a riadi sa 
ním menič, ktorý nastavuje motor na žiadanú polohu.  
 
Ďalšou možnosťou pohonu je využitie hydraulických pohonov. Tie sú používané hlavne, ak 
ide o manipuláciu s vysokou záťažou. Výhodou týchto motorov je možnosť ich využitia vo 
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výbušnom prostredí. Nevýhodou hydraulických pohonov je hlavne pomalšia možnosť 
ovládania robota. [18] 
 
V zariadení skonštruovanom na ÚVSSR sú využité servomotory firmy Backhoff. Ide 
o synchrónne  trojfázové servomotory, ktoré slúžia hlavne pre náročné aplikácie, ako sú úlohy 
pre polohovanie priemyselných robotov či obrábacích strojov. 
 
 




Ramená prenášajú pohyb zo základne k platforme. Spojením ramien s kĺbmi získava  
manipulátor vysokú tuhosť, ktorá sa zásadne podieľa na splnení požiadaviek na presnosť 
a rýchlosť daného zariadenia. Konštrukčné prevedenie ramien je buď s premenlivou dĺžkou 
alebo pevné bez zmeny dĺžky ramena. Najčastejšie sú namáhané tlakom, ťahom a ohybom. 
 
U delta manipulátoru sú najčastejšie využívané ramená s pevnou dĺžkou. S pravidla sa tieto 
ramená nevyužívajú k priamemu prenosu pohybu. Musia byť zložené z viacerých sériovo 
zapojených prvkov, ktoré sú spojené vhodne navrhnutým kĺbom. 
 
Ramená s premenlivou dĺžkou na rozdiel od ramien s pevnou dĺžkou zaisťujú samostatné 
dĺžkové zmeny. Pohony sú teda umiestnené priamo na ramenách, čo znižuje rýchlosť 
a presnosť manipulácie vďaka zvýšenej hmotnosti ramena. Dĺžková zmena vzdialeností môže 
byť riadená tlakom buď pneumaticky, hydraulicky, alebo mechanicky, najčastejšie využitím 
prevodu s guličkovou skrutkou a maticou.   [18][24] 
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Pri konštrukcii delta sú využívané hlavne guľové kĺby, ktoré umožňujú až 3 stupne voľnosti. 
Základnou funkciou kĺbov je prenos síl a pohybu, ktoré pôsobia medzi bázou a platformou. 
Nevýhodou tohto prevedenia je trenie a opotrebenie kĺbov, vznik hysterezného efektu. Kvalita 
kĺbov zabezpečuje presnosť a udržiavanie geometrickej pozície stredu otáčania. Pre správne 
natáčanie guľových kĺbov sa v konštrukcií využívajú dve pružiny, ktoré sú paralelne 
pripevnené k ramenám robota. [18][24] 
 
 
Obrázok 9 Guľový kĺb 
Ústav výrobních strojů, systémů a robotiky 
 
DIPLOMOVÁ PRÁCA 




Platforma ukončuje pohyblivú časť daného kinematického reťazca. Konštrukcia platformy je 
vyrábaná z pevných, ale ľahkých materiálov. Presnosť a rýchlosť sú považované za 
najdôležitejšie požiadavky na túto časť reťazca, preto sú platformy vyrábané z ľahkých 
materiálov, ktoré zabezpečujú dostatočnú pevnosť. Pri konštrukcii je treba dbať tiež na 
veľkosť a tvar platformy. Jej hlavnou úlohou je upevnenie efektora. [18][24] 
 
 




Pomocou efektora je robot alebo manipulátor schopný prenášať predmety, pridržiavať či 
obrábať predmety. V najbežnejších prípadoch, kde je efektor používaný pri robote 
s paralelnou kinematickou štruktúrou, ide o prenos predmetov na správne miesto. Väčšinou je 
navrhovaný podľa potreby a situácie, v akej sa bude vyskytovať. Konštrukcia úchopu môže 
byť založená na mechanickom, magnetickom alebo podtlakovom úchope. [18][24] 
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2 Motion capturing 
 
V kapitole bude čitateľ oboznámený so základným prehľadom zariadení a metód, ktoré budú 
v práci využívané a taktiež tu budú uvedené možné alternatívy využitia.  
 
K práci budem ako hlavné a vstupné zariadenie využívať senzor Microsoft Kinect. Popisu 
a funkcii senzoru bude venovaná samostatná podkapitola. Zariadenie bolo využité hlavne 
z dôvodu ľahkej dostupnosti a nízkej obstarávacej ceny. Ďalším kritériom pre využitie 
Kinectu je pomerne jednoduchá manipulácia a práca v programovacom rozhraní (SDK). Preto 
je v poslednej dobe často využívané k experimentálnym účelom a to v rôznych sférach 
a oboroch. Jednotlivé príklady využitia budú ukázané v závere kapitoly.  
 
Exituje viacero zariadení, ktoré pracujú na rovnakom princípe a mohli by byť v práci použité. 
Príkladom môžu byť kamery, ktoré sa využívajú v systémoch virtuálnej reality, napríklad 
v prostredí CAVE (cave automatic virtual enviroment). Tieto zariadenia sa však na trhu 
pohybujú vo vyšších cenových kategóriách a to hlavne z dôvodu ďalších možných využití, 
ktoré by v práci nebolo možné využiť. 
 
2.1 Microsoft Kinect 
 
Microsoft Kinect bol vo svojich prvopočiatkoch nazývaný len kódovým pomenovaním ako 
Projekt Natal. Jeho vývoj a výrobu sprostredkováva spoločnosť Microsoft. Zariadenie Kinect 
využíva hĺbkový senzor na snímanie 3D scény a je používané ako doplnok k hernej konzole 
Xbox 360. Toto zariadenie bolo vyvinuté za účelom ovládania hier pomocou pohybov tela 
a zvukových pokynov. [35] 
 
 
Obrázok 11 Microsoft Kinect [35] 
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2.2 Technologické parametre 
 
Ako bolo spomenuté v úvode práce, diaľkové riadenie pomocou skenovania pohybov, 
využíva možnosť kamerových systémov a spracovania obrazu. Obe tieto zariadenia sú 
zahrnuté v technológii kinect. Zariadenie pozostáva z: 
 
- 3D senzor 
- RGB kamera  
- pole mikrofónov 
 
Pre lepšiu manipuláciu a prispôsobenie snímanej scény, zariadenie poskytuje menenie 
snímacieho uhlu a to vďaka motorizovanému podstavcu, na ktorom sa nachádza. Na obrázku 
vidíme rozloženie jednotlivých zariadení. [1][2]  
 
 
Obrázok 12 Detail zariadenia Kinect [2] 
 
3D snímanie scény je prevádzané pomocou CMOS senzoru a infračerveného žiariča, ktorý 
nám poskytuje infračervený obrazec. Ako môžeme vidieť na obrázku, obrazec pozostáva zo 
svetlých a tmavých bodov. 
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Obrázok 13 Infračervený obrazec [2] 
 
Hĺbka bodu v snímanom priestore sa vypočíta pomocou triangulácie, a to na základe 
porovnania nasnímaného obrazca so známym obrazcom. Na základe porovnania obrazcov 






=  (1) 
z – hĺbka [m] 
b – horizontálna vzdialenosť medzi žiaričom a senzorom [m] 
d – disparita (v pixeloch) 
f- ohnisková vzdialenosť kamery (v pixeloch) 
 
Obrázok 14 Význam hĺbky v hĺbkovej mape [2] 
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2.3 Získavanie dát kostry užívateľa 
 
Pre získavanie dát skeletonu (kostry) je využívaný systém skeletonizácie. Skeletonizácia 
ľudskej postavy je možnosť, ktorou môžeme detekovať hlavné kĺbové body ľudskej kostry. 
Možnosť skeletonizácie, ako pokročilú funkciu, nám poskytujú vývojové knižnice, ktoré sú 
vyvíjané k získavaniu základných dát zo zariadenia. Táto možnosť detekcie nám umožňuje 
zaznamenávať aktuálne pozície a smery základných kĺbových častí užívateľovej kostry. Pre 
skeletonizáciu  je využívaný systém, ktorý nám umožňuje porovnať obraz nahraný hĺbkovým 
senzorom s obrazom ľudského tela a tým rýchlo vygenerovať a zdetekovať kĺby užívateľa. 
Podrobnejší popis vývoja zisťovania skeletonu sa nachádza v literatúre [1]. Pomocou 
skeletonizácie sme schopní naimplementovať aplikáciu, ktorá bude ovládaná gestami. Na 




Obrázok 15 Prehľad detekovaných časti ľudskej kostry [10] 
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V ďalšej časti podkapitoly sa budem venovať opisu dostupných knižníc, ktoré sú využívane 
na získavanie dát so senzora Microsoft Kinect. Dvoma najčastejšie využívanými sú knižnice: 
Kinect for Windows SDK a knižnica OpenNI + NITE. 
 
2.3.1 Kinect for Windows SDK 
 
Tento vývojový kit obsahuje : 
 
- Ovládače, ktoré sú kompatibilné s prostredím Windows 
- Technickú dokumentáciu na implementáciu aplikácií použitím senzoru Kinect 
- Aplikačné rozhrania pre programovanie 
- Názorné príklady použitia 
 
Knižnica ďalej umožňuje prácu s dátami pre vývoj softwaru v programovacích jazykoch  
C++, C# a Visual Basic. Podporuje skeletonizáciu jedného až dvoch ľudí naraz. [36] 
 
 
Obrázok 16 Ukážka skeletonizácie v Kinect for Windows SDK [14] 
 
2.3.2 OpenNI 2.0 a NITE 
 
Táto knižnica vznikla v roku 2010, využíva 3D prirodzenú interakciu na tvorbu programov. 
Obsahuje aplikačné užívateľské rozhranie, ktoré má na starosti komunikáciu so senzormi. 
Taktiež má na starosti komunikáciu s „middlewarom“ NITE a vďaka tomu môže knižnica 
pracovať so základnými dátami pochádzajúcimi zo senzorov. Nová verzia knižnice OpenNI 
SDK prináša zjednodušené rozhranie, kde mnoho zložitých funkcií bolo presunutých do 
„midlewaru“. SDK preto samo o sebe neumožňuje pracovať s dátami na vyššej úrovni, ako 
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detekcia gest alebo skeletonizácia. S touto verziou kompatibilnou so systémom Windows 32 
a 64 bit, Linuxom môžeme vytvárať programy v C++, Visual studio a GCC. [3][4] 
 
 




OpenKinect je spolok ľudí, ktorí sa zameriavajú na využívanie senzoru Kinect na PC a iných 
zariadeniach. Využívajú knižnice, ktoré umožňujú používať senzor Kinect v systémoch 
Windows, Linux a Mac. Spolok vyvíja knižnicu libreenect v jazyku C. Možnosť 
programovania v jazykoch C, Java, C++, C#. [5] 
 
2.4 Komunikácia zariadení 
 
Komunikácia je založená na spolupráci medzi človekom a robotom. Interakcia medzi 
človekom a robotom je medziodborové štúdium, ktoré sa zaoberá štúdiou pohybov, ktoré 
pôsobia medzi človekom a robotom. Sú tu riešené 2 základné otázky: akými spôsobmi môžu 
ľudia spolupracovať s robotmi a ako by bolo najvhodnejšie navrhnúť systém, ktorý by 
v danom prostredí pri vzájomnej komunikácií vykonával svoje úlohy čo najlepšie. Interakciou 
človeka a robota sa zaoberá množstvo oborov. Ani robotika nezaostáva v tomto smere vývoja. 
Jej hlavným cieľom v dnešnej dobe je navrhnúť taký robotický systém, ktorý by dokázal 
asistovať v domácnosti, komunikovať a robiť spoločníka ľudom. V dnešnej dobe sa čím ďalej 
tým viac výskum tejto interakcie zavádza aj pri priemyselných robotoch. Hlavnú úlohu v tejto 
oblasti hrá rozpoznávanie gest v počítačovom videní, pomocou ktorého prebieha spolupráca. 
[29] 
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V najnovších výskumoch rozpoznávania gest je rozoberané najmä využitie viacerých gest pre 
jeden systém. Avšak pri tejto komunikácií vzniká viacero problémov. 
 
Technológie na základe motion capturing (sledovanie ľudských pohybov) je dnes síce už na 
veľmi vysokej úrovni, avšak problém vzniká pri rozpoznávaní gest, kedy celý proces 
rozpoznania je časovo náročný a nestabilný. Ďalším problémom, ktorý je treba zabezpečiť, je 
miera rozpoznania gesta. Svoju úlohu hrajú v tomto probléme hlavne nežiaduce pohyby, ktoré 
sprevádzajú rozpoznávanie od začiatku vykonávania gesta až po jeho ukončenie a uznanie. 
Tieto problémy je často krát náročné ošetriť. [23] 
 
Ako bolo už spomenuté  v práci sa budem venovať riadeniu robota s paralelnou kinematikou. 
Ide o  typ delta robota, ktorý bol skonštruovaný na ÚVSSR FSI VUT v Brne. 
 
 
Obrázok 18 Robot s delta koncepciou skonštruovaný na ÚVSSR FSI VUT 
 
Robot je ovládaný CNC riadiacim systémom pomocou programovateľného logického 
automatu od spoločnosti Beckhoff. Úlohou PLC je zabezpečiť riadenie robota v reálnom čase. 
Ďalej nám umožňuje prepočet natočenia všetkých asynchrónnych motorov a to pomocou 
inverznej kinematiky. [23] 
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2.4.1 Inverzná úloha kinematiky 
 
Úloha kinematiky rieši popis pohybu a správanie pohybujúcej sa časti robota. Natočenia 
ramien (θx, θy, θz) asynchrónnymi motormi získame pomocou známej koncovej polohy (x, y, 
z) efektora. Pre paralelnú kinematiku sa odvodenie rovníc potrebných pre výpočet 
uskutočňuje buď pomocou metódy transformačných matíc, alebo použitím geometrických 
metód. [24] 
 
Prepojenie zariadení prebieha pomocou programovacieho jazyka C#, ktorý spojuje obe 
zariadenia. V ňom sú zahrnuté knižnice tak pre prácu s PLC TwinCAT.Ads.dll. NET, ako aj 
knižnica Microsoft.Kinect.dll pre prácu s videom, výstupmi z kamier a so spracovaním 
obrazu. [23] 
 
2.4.2 TwinCAT Ads 
 
Komunikačná knižnica, ktorá má na starosti komunikáciu medzi programom TwinCAT 
a Windows, zahŕňa vyhľadávanie premenných, prístup k názvu premennej, časovú 
synchronizáciu s operačným systémom, prispôsobenie rôznych typov dát, respektíve zahŕňa 
v sebe všetky možné procedúry a funkcie, ktoré sa podieľajú na riadení robota. [25] 
 
 
Obrázok 19 Komunikačná knižnica TwinCAT.Ads vložená v referenciách C#[25] 
 
Ako bolo spomenuté v úvode kapitoly technológia Microsoft Kinect sníma naše pohyby 
a zvuky, ktoré zaznamenáva a ďalej spracováva. Pri ovládaní robota využijem v tejto práci 
v prvom rade detekciu pohybov. To znamená, na základe detekovania gesta robot vykonáva 
požadovanú operáciu. 
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2.5 Analýza gest 
 
Na základe gest ľudia najčastejšie vyjadrujú aktuálnu emóciu. Gestá môžu byť prejavované 
rôznymi pohybmi, pre ktoré najčastejšie slúžia tvár alebo ruky. Detekciu gest môžeme 
chápať, ako snahu pomocou počítača pochopiť reč tela. Gestá spracované počítačom môžeme 
chápať buď ako gestá, ktoré sa nasnímajú a následne sa vykoná daná operácia, v tomto 
prípade ide o takzvané offline gestá, alebo druhý spôsob vnímania gesta nám slúži 
k priamemu ovládaniu objektu – online gestá.  
 
Príklady využitia gest: 
• Preloženie znakovej reči do podoby textu 
• Asistovanie pri rehabilitáciách využitím asistenčnej robotiky 
• Ovládanie sekundárnych zariadení gestami rúk a tváre 
• Ovládanie počítačových hier 
• Ovládanie multimediálnych zariadení (televízia, audio prehrávanie ...) 
• Identifikácia pocitov a emócií 
Zdroje: [1][30] 
 
2.5.1 Detekcia rúk  
 
Gestikulácia rukami je najčastejší spôsob vyjadrovania sa telom. Tento fakt dokazuje aj 
dorozumievanie sa nepočujúcich znakovou rečou, ktorá využíva pohyby rúk na vzájomnú 
komunikáciu. Pri interakcii medzi človekom a počítačom je rozhodujúce pochopenie 
vykonaného gesta v počítačovom videní. Základným krokom pochopenia gesta je hlavne 
samotná detekcia rúk a segmentácia zodpovedajúcich oblastí. Segmentácia nám slúži na 
odfiltrovanie nežiaduceho obrazu, respektíve nám izoluje relevantné dáta z obrazu ešte 
predtým, než sú ďalej spracované. [8][12] 
 
Existuje viacero metód, ktorými sa detekcia a následná segmentácia obrazu dá previesť. 
Metódy využívajú rôzne vizuálne prvky a ich kombinácie:  
 
o Farba kože 
o Tvar 
o Pohyb 
o Anatomické modely rúk 
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o Hĺbková mapa 
 
 




Pri technike, v ktorej hrá hlavnú úlohu segmentácia farby kože pre zdetekovanie rúk alebo 
tváre je cieľom zisťovanie farby kože a to pri dynamickom rozhraní. Ide o proces rozlišovania 
farebnej schémy medzi kožnými a nekožnými pixelmi. Detekcia pomocou farby kože je 
veľmi jednoduchá a minimalizuje čas spracovania na rozdiel od iných metód rozpoznávania 
rúk. Farba pokožky je špecifická, a preto ju môžeme odlíšiť od mnohých predmetov.  Hlavnú 
úlohu pri tomto rozpoznávaní hrá zvolenie farebného priestoru. Najbežnejšie používaným 
priestorom je RGB priestor. Ten má však vysokú koreláciu, nerovnomernosť a miešanie jasu 
dát, a preto RGB nie je vhodný pre analýzu farby. Ďalšími farebnými priestormi, ktoré 
obsahujú informácie o jase a chromatičnosti  sú priestory HSV a YCrCb. Tie znižujú vplyv 
nerovnomernosti osvetlenia v obraze. YCrCb na rozdiel od HSV umožňuje dekódovať 
nelineárny RGB signál, jednoducho transformovať a rozlíšiť tak jas od farebnosti, a preto je 




Obrázok 21 Segmentácia na základe sfarbenia pokožky [28]  
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Na detekciu rúk je v tejto metóde využívaný charakteristický tvar ruky. Informácie o tvare 
získavame z obrysov objektov, ktoré sú použité na tvarovanie vizuálneho vzhľadu a následne 
je tento vzhľad porovnávaný s obrysmi vstupného obrazu. Ak detekcia prebehne správne, tak 
táto metóda nie je závislá na farbe ani osvetlení ako to bolo v predchádzajúcom prípade. 
Avšak v istých situáciách ako natočenie ruky je práca v 2-D pohľade nevyspytateľná a taktiež 
časovo náročná. Preto sa táto metóda kombinuje s metódou založenou na farbe kože. [26]  
 
 
Obrázok 22 Detekcia ruky založená na tvare ruky [26] 
 
Detekcia 3D modelu ruky 
 
Základom tejto techniky je 3-D model ruky, ktorý je vstupným obrazom tejto techniky. 
Proces detekcie prebieha podobne ako pri predchádzajúcej metóde. Ide o snímanie ruky 
pomocou rôznych 2-D projekcií a následné porovnávanie týchto snímkou so vstupnými 
snímkami 3-D modelu ruky.  
 
Najväčšou výhodou tejto techniky je model ruky, ktorý nám poskytuje možnosť využitia 
všetkých stupňov voľnosti ruky a tým nám umožňuje zachytávať širokú škálu gest. 
Nevýhodami tejto techniky sú hlavne prípady, kedy dochádza k nejednoznačným pohľadom 
a technika 3-D model sa s nimi ťažšie vysporiadava. [7][17] 
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Ďalšou z možností detekcie gesta je využitie pohybu. Existuje viacero možnosti využitia tejto 
metódy. V skorších prácach, kde bola detekcia založená na pohybe, sa predpokladá, že 
jediným pohybom v snímanom obraze, je pohyb rúk. Od toho sa odvíjala následná detekcia. 
V najnovších výskumoch sa už do úvahy berú aj ďalšie vizuálne podnety, ktoré by sa mohli 
vyskytovať v obraze. Pozadie obrazu je upravované spôsobom odlišovania farieb. Odčítanie 
pozadia obrazu je dosiahnuté porovnávaním po sebe idúcich obrazov. Miesta, kde sa rozdiel 
v jase pixlov blíži k nule, sú odčítané. [26] 
 
Detekcia rúk z hĺbkovej mapy 
 
Jednou z možností ako implementovať detekciu rúk je pomocou hĺbkovej mapy. V ďalších 
odsekoch bude na príklade popísaná aplikácia, ktorá slúži k detekcii rúk. V programe budú 
využívané už spomínané knižnice z predchádzajúcich kapitol a to knižnice OpenNI 
a OpenCV. Táto aplikácia bola vytvorená na Fakulte Informačných Technológií VUT v Brně 
a využitá v projekte TA2 – Together Anywhere, Together Anytime. [30][32] 
 
Použitím knižnice OpenNI, ktorá je v tomto príklade použitá ako komunikačný prostriedok 
medzi zariadeniami, sa načíta hĺbková mapa a segmentovaný obrázok, zložený z bodov scény. 
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Obrázok 24 Hĺbková mapa [30] 
 
Body, ktoré patria užívateľovi, sú zapísané a je im pridelené užívateľské ID. Ostatné body 
scény sú odstránené, čím je vytvorená relatívna hĺbková mapa. Následne je použitý filter na 
body, ktoré sa nachádzajú príliš blízko tela. Tie sú náslene z obrázka taktiež odstránené. 
 
Obrázok 25 Relatívna hĺbková mapa po prahovaní [30] 
 
V nasledujúcom kroku program hľadá bod, ktorý je vzdialený od tela čo najďalej. Tento bod 
je predpokladaný bod ruky. Následne pomocou spriemerovania súradníc okolia bodu je 
zdetekovaný stred ruky. Následne je detekovaná ruka mazaná z relatívnej hĺbkovej mapy 
a prevádza sa postup na opačnú ruku. [30] 
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Obrázok 26 Silueta s označenými detekovanými rukami [30] 
 
2.6 Využitie rozpoznávania gest 
 
V tejto kapitole popíšem rôzne dostupné aplikácie a využitia rozpoznávania gest rúk.  
 
Prvým príkladom použitia zariadenia pre detekciu pohybov rúk je aplikácia využívaná 
v medicíne. Keďže štandardné vstupné zariadenia ako klávesnica či myš slúžiace pre operáciu 
s lekárskymi snímkami sú potencionálnym prenášačom infekčných ochorení, ktoré 
predstavujú riziko pre pacientov aj zamestnancov. Zavedenie bezdotykového ovládania  
umožňuje chirurgovi prezeranie snímkou z magnetickej rezonancie v lekárskom 
zobrazovacom softwari bez akéhokoľvek  kontaktu len za pomoci pohybov rúk. Je využívaný 
v operačných sálach, kde hlavnú úlohu zohráva zdravie človeka, a preto je potrebná dôkladná 
sterilita. Využitím bezdotykového ovládania požiadavku na sterilitu dokonale spĺňa, a preto 
vytláča bežné už zaužívané ovládania s dotykovými obrazovkami alebo iné dotykové 
rozhrania. [5][6] 
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Obrázok 27 Využitie technológie motion capturing v medicíne [6]  
 
Ďalším zaujímavým príkladom využitia gest rúk je aplikácia na ovládanie WorldWide 
teleskopu. Táto aplikácia umožňuje pomocou pohybov rúk  prechádzať vesmírom, galaxiami, 
prehliadať si planéty a pohybovať sa v medzihviezdnom systéme. [11] 
 
 
Obrázok 28 Využitie technológie motion capturing [11] 
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K perspektívnemu využitiu gest rúk by sme mohli ďalej priradiť ovládanie sekundárnych 
systémov nachádzajúcich sa v automobiloch. Tento systém prispieva k bezpečnosti jazdy 
automobilom, kde človek môže vďaka ovládaniu týchto systémov rýchlo stratiť pozornosť 
a prispieť tým k dopravnej nehode. Systém ovládaný gestami umožní vodičovi vo väčšej 
miere sledovať a sústrediť sa na cestu. [15] 
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3 Návrh implementácie 
 
V kapitole 2. sme sa oboznámili s prostriedkami a metódami ktoré budú alebo by mohli byť  
v práci aplikované. Táto kapitola bude obsahovať popis aplikácie na snímanie pohybov, ktorá 
bola vytvorená k účelu diplomovej práce. 
 
Z predchádzajúcej kapitoly vyplýva, že vstupným zariadením pre vytvorenie aplikácie bude 
senzor Microsoft Kinect. Pre získavanie dát z tohto zariadenia bola zvolená knižnica Kinect 
for Windows SDK. Dôvodom využitia knižnice je hlavne vyššia miera pokroku vo vývoji 
knižnice. Knižnica je vyvíjaná spoločnosťou Microsoft, čo znamená, že ovládače k zariadeniu 
sú vyvíjané hlavne k prostrediu Windows. K jednoduchosti práce s touto knižnicou prispieva 
aj fakt, že knižnica je viac propagovaná a existuje k nej množstvo podporných projektov, 
ktoré zjednodušujú prácu na vývoji nových aplikácií. V neposlednom rade je jednou 
z najväčších výhod a teda aj dôvodom pre využitie tejto knižnice, dobre prepracovaný systém 
skeletonizácie. Ten na rozdiel od knižnice OpenNI +NITE nepotrebuje žiadnu kalibračnú 
pózu. 
 
3.1 Prvý variant implementácie 
 
Prvopočiatočnou myšlienkou pre inicializáciu a nahranie gest, ktoré nám poslúžia pri ovládaní 
robota, bolo využitie už implementovaného programu PoseAndGestureGenerator. Tento 
nástrojový kit bol vyvinutý Nicolasom Hadjiminom na City University London. Nástroj je 
implementovaný z dôvodu pomoci programátorom k zjednodušeniu a urýchleniu  rozpoznania 
pózy či gesta, ktoré následné môžu byť využité pri vlastnom projekte využívajúcom 
rozpoznávanie gest pomocou technológie kinect. Vývojový kit sa člení do dvoch častí. Prvá 
časť zahŕňa okná, ktoré sú po pripojení kinectu aktívne. Prvé okno zahŕňa obraz z RGB 
kamery, čo umožňuje užívateľovi postavenie sa do pozície pre zdetekovanie človeka. Druhé 
okno sa aktivuje po zdetekovaní užívateľa a vykresľuje kostru užívateľa. Rozhranie  
umožňuje vytvorenie a nahranie vlastnej pózy, alebo gesta, ktoré bude následne využité vo 
vlastnej aplikácií. [34] 
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Obrázok 29 Detekovanie póz [34] 
 
Druhá časť obsahuje knižnicu Bethecontroller.dll, ktorá je implementovaná pre vývojárov 
a obsahuje možnosť práce s nahranými pózami (gestami) vo vlastnej aplikácií. 
 
Využitie kitu v nami vytvorenom rozhraní v programovacom jazyku C# znamená pridanie 
knižnice Betthecontroller.dll do referencií aplikácie a v programe PoseAndGestureRecognizer 
vytvorenie póz a následné vygenerovanie gest, ktoré budú využité pre aktiváciu a deaktiváciu 
robota a zmenu smeru ovládania robota. Okno aplikácie pozostáva z okna výstupu RGB 
kamery na pravej stane okna môžeme vidieť posuvník pre zmenu uhlového natočenia senzoru 
Kinect spolu s tlačidlom nastavenia tohto uhlu. Pod obrazom sa nachádzajú tlačidlá pre 
zmenu smeru robota. 
 
3.1.1 Testovanie aplikácie 
 
Pri testovaní počiatočného variantu sa vyskytlo viacero ťažko riešiteľných problémov, ktoré 
sa vyskytovali v nástrojovom kite. Možnosť zaznamenať a uchovať nami určenú pózu 
prebehla bez menších problémov. Takmer pri každom nahraní a následnom zopakovaní danej 
pózy sme boli zdetekovaní. Jeden z desiatich nami zopakovaných pokusov vykazoval určité 
odchýlky hlavne v polohe ruky oproti  polohe nahranej pózy. Taktiež uloženie nahraných póz 
do formátu .pbtc, ktorý sa ďalej využije pri pracovaní s programom, bolo bezproblémové. 
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Obrázok 30 Príklad užitia nahraných póz a gest v prostredí C# [34] 
 
Pri detekcií gest sme narazili už na najväčší odpor aplikácie. Detekcia gest v tomto kite 
pozostáva z nahraných póz. Pózy sa priradzujú ako počiatočný a koncový stav gesta. Tento 
proces prebehol vždy bez väčších problémov tie nastali až vo chvíli uloženia gesta, kedy sa 
program ukončil z neznámych dôvodov a museli sme ho naštartovať od znova.  
 
 
Obrázok 31 Vytváranie gest [34] 
 
Tu sa ukázala ďalšia chyba, ktorá ma prinútila k prehodnoteniu variantu. Chybu vykazoval 
práve uložený záznam nahraných póz vo formáte .pbtc, ktorý sa síce načítal do aplikácie, ale 
neobsahoval všetky nahrané pózy. Vo väčšine prípadov sa tam nachádzala len počiatočná 
póza, čo sťažilo ďalšie testovanie, ktoré sa mohlo začať úplne od začiatku. 
 
3.1.2 Záver a zhodnotenie variantu 
 
Variant sa na počiatku javil ako výborné riešenie pre zjednodušenie programu a tiež ako 
pomoc pri vyvíjaní aplikácie. Avšak chyby v programe, ktoré boli odhalené a vyhodnotené 
ako nami neriešiteľné, poprípade riešené zdĺhavým procesom ma priviedli k návrhu druhého 
variantu. 
 
3.2 Druhý variant implementácie 
 
Po prehodnotení prvého variantu bola implementovaná aplikácia Robot Controller, ktorou 
môžeme ovládať robota za pomoci gest, v prostredí programovacieho jazyka C#. Hlavnou 
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súčasťou aplikácie sú knižnice Kinect for Windows SDK verzia 1.6 a TwinCAT.Ads. Triedy 
týchto knižníc sú pridané do referencií programu C#.  
 
Pri vytváraní projektu v programovacom prostredí C# bolo použité rozšírenie vývojového kitu 
Microsoft Kinect for Windows SDK s názvom KinectContrib. Táto sada rozšírenia je 
komunitný projekt, ktorého cieľom je rozšíriť a zlepšiť integráciu a rozvoj schopnosti 
verejného SDK. KinectContrib vygeneruje zdrojový kód, ktorý obsahuje spustiteľné súbory 
ako KinectDepthApplication, KinectSkeletonAplication, alebo KinectVideoApplication. 
V práci bol využitý projekt KinectSkeletonApplication, ktorý obsahuje funkčné aplikačné 
okno, ktoré sa spustí pri pripojení Kinectu k PC a je schopné zdetekovať užívateľa, nasnímať 
kostru užívateľa a pozície jeho rúk a hlavy. 
 
 
Obrázok 32 Tvorba aplikácie 
 
Vytvorenie tejto aplikácie bolo odrazovým mostíkom k počiatkom vytvorenia nového 
rozhrania.  
 
Aplikácia bola rozčlenená do viacerých hlavných a vedľajších tried. Hlavné triedy sú 
vytvorené pre prácu s jednotlivými zariadeniami a vedľajšie slúžia k prenosu dát jednotlivými 
triedami, ktoré vzájomne spolupracujú. V aplikácií boli vytvorené triedy Kinect, Viewer, 
Controller, Robot, Robod3DModel a PositionViewer, ktoré budú v ďalšej časti práce 
podrobne popísané. 
 
K prepojeniu jednotlivých tried dochádza v hlavnom formulári (MainForm) aplikácie 
RobotController, kde pri spustení aplikácie prebehne inicializácia všetkých zariadení. Vo 
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formulári je ďalej k oknu s videovýstupom implementovaný posuvník pre natáčanie 
zariadenia Kinect, ktorý nám posúži k prispôsobeniu snímanej scény Kinectom. Ďalej 
navrhované rozhranie obsahuje tlačidlá manuálneho riadenia smeru robota a statusBox 
s ovládacími výpiskami. V tejto časti je taktiež vyriešená maximalizácia okna snímanej scény, 
ktorú môžeme vyvolať dvojklikom na okno s videovýstupom, alebo využitím klávesy F. 
Minimalizácia okna prebieha na rovnakom princípe dvojkliku, alebo využitím klávesy Esc.  
 
 
Obrázok 33 1. verzia implementovaného rozhrania 
 
3.2.1 Trieda Kinect 
 
Trieda obsahuje kód vygenerovaný komunitným projektom KinectContrib, ktorý bol ďalej 
upravený podľa našich potrieb. Hlavnou úlohou triedy Kinect je získavanie a spracovanie dát  
zo zariadenia Microsoft Kinect. V aplikácií bolo potrebné pracovať tak, ako s farebnou mapou 
scény, tak aj s hĺbkovou mapou. Základom práce bolo využitie možnosti detekcie 
a skeletonizácie užívateľa. 
 
Trieda obsahuje funkcie k inicializácií zariadenia a na prípravu potrebných dát, ktoré sú 
volané v hlavnom formulári. Pri zinicializovaní senzoru je volaná a spracovávaná udalosť 
inicializácie, kde je kontrolovaný stav zariadenia. Následne sú spracovávané už pripravené 
dáta: hĺbkový rám, farebný rám a rám kostry užívateľa. Pomocou týchto dát sú vytvorené 
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prázdna maska a vektor pre kostru. Ďalej už prechádzame k detekcii a skeletonizácií 
užívateľa, kde zisťujeme a detekujeme užívateľa, ktorý sa nachádza najbližšie k senzoru. Pre 
prípad zmeny zdetekovaného užívateľa spôsobom detekcie náhodnej bližšej kostry alebo 
prípad opustenia scény užívateľom, je taktiež kontrolované ovládanie robota, kde pri jednom 
z týchto prípadov je volaná udalosť na zastavenie kontroly robota. Ak žiadna z týchto zmien 
neprebehne a užívateľ je detekovaný, tak užívateľovi je pridelené špecifické ID. Pri tomto 
užívateľovi je spustená kontrola sledovania pozícií rúk, kde je volaná funkcia na prepočet 
relatívnych pozícií rúk voči telu (tento prepočet bude rozobraný v ďalšej podkapitole: 
Transformácia súradníc) a následne vyvolaná udalosť novej pozície ruky. Ďalej prebehne 
uloženie hĺbkovej mapy, vloženie mapy hĺbkových súradníc do farebného priestoru 
a namapovanie hĺbkových súradníc do súradníc farebnej scény, kde prebehne kontrola 
správnosti mapovania a následné nastavenie masky užívateľa v súradniciach farebnej scény. 





Aplikácia využíva možnosť skeletonizácie užívateľa, ktorá nám umožňuje využiť priestorové 
súradnice zdetekovaných kĺbov. Avšak počiatkom týchto súradníc je hĺbkový senzor, čo je 
pre detekciu gest nevhodný spôsob, pretože by v tomto prípade musel byť daný užívateľ 
priamo závislý na polohe voči zariadeniu Microsoft Kinect. Inak by súradnice rúk a taktiež 
orientácia súradnicovej sústavy boli v každej polohe rôzne, čo je z pohľadu práce nežiaduca 
vec. Pre tento fakt je prvým krokom práce vysporiadať sa s týmto problémom. V tomto kroku 
sú súradnice rúk, ramien, stredu medzi ramenami a dolnej časti chrbtice, ktoré sme dostali 
vďaka systému skeletonizácie a pomocou štruktúry Joint, ktorá popisuje kĺby detekovanej 
kostry, boli zapísane v programe. Aktuálne súradnice sú následné implementované ako body 
v trojdimenzionálnom priestore a to pomocou štruktúry Point3D, ktorá reprezentuje súradnice 
x,y a z bodu v 3D priestore. Tieto súradnice sú využité pre vytvorenie nového lokálneho 
počiatku súradnicovej sústavy. Pomocou triedy Vector3D, ktorá reprezentuje premiestnenie 
bodu v 3D priestore, vypočítame vektor medzi ramenami a vektor medzi stredom ramien 
a dolným zakončením chrbtice a to vzájomným odčítaním súradníc.  
 
ftshoulderLeghtshoulderRicshoulderVe −=  (2) 
shoulderVec    – Vektor medzi oboma ramenami 
shoulderRight   – Pozícia pravého ramenného kĺbu v priestore 
shoulderLeft  – Pozícia ľavého ramenného kĺbu v priestore 
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spinentershoulderCebaseY −=  (3) 
baseY    – Y báza novej súradnicovej sústavy 
shoulderCenter  – Pozícia stredu ramien v priestore 
spine   – Pozícia bodu spodnej časti chrbtice v priestore 
 
Následne sú tieto dva vektory pomocou vektorového súčinu, čo v C# má na starosti funkcia 
CrossProduct, vynásobené a tým získame vektor baseZ, ktorý je kolmý na oba tieto vektory. 
BaseZ je pre nás žiadaná orientácia súradnice z. 
 
( )baseYcshoulderVeoductCrossDVectorbaseZ ,Pr.3=  (4) 
baseZ     – Z báza novej súradnicovej sústavy 
shoulderVec    – Vektor medzi oboma ramenami 
baseY     – Y báza novej súradnicovej sústavy 
 
Vynásobením vektora baseY a vektora baseZ dostaneme vektor osi súradnice x, ktorý 
nazveme baseX.  
 
( )baseZbaseYoductCrossDVectorbaseX ,Pr.3=  (5) 
baseX    – X báza novej súradnicovej sústavy 
baseY    – Y báza novej súradnicovej sústavy 
baseZ    – Z báza novej súradnicovej sústavy 
 
Takto dostaneme stred novej súradnicovej sústavy v bode medzi oboma ramenami.  
 
 
Obrázok 34 Transformované súradnice 
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Následne je v tejto časti riešené natočenie tela voči senzoru Microsoft Kinect. Pri doterajších 
výpočtoch by naša poloha tela bola stále závislá na polohe voči kinectu, kde by sme museli 
stáť kolmo k senzoru, aby výsledok detekcie bol správny. Pre natočenie a posunutie bodu, 
alebo vektoru v priestore sú využité matica projekcie (projectionMat), ktorá je vytvorená 
pomocou vypočítaných báz novej súradnicovej sústavy a matica posuvu (translationMat). Na 
vytvorenie matíc v programovacom jazyku C slúži štruktúra Matrix3D, ktorá reprezentuje 















































nMattranslatio  (7) 
 
Vynásobením týchto dvoch matíc získame transformačnú maticu, ktorou následne násobíme 
súradnice detekovaných rúk. 
 
( )MatprojectionnMattranslatioMultiplyDMatrixtionMattransforma ,.3=  (8) 
transformationMat  – Transformačná matica 
translationMat  – Matica posuvu 
projectionMat  – Projekčná matica 
 
Násobením tejto matice s pozíciami rúk dostávame relatívne súradnice pozícií rúk vzhľadom 
k novému stredu súradnicového systému. 
 
),(.3intRe tionMattransformaleftHandMultiplyDPolleftHand =  (9) 
leftHandRel   – Relatívna pozícia ľavej ruky voči telu 
leftHand   – Pozícia ľavej ruky v priestore 
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),(.3intRe tionMattransformarightHandMultiplyDPolrightHand =  (10) 
rightHandRel   – Relatívna pozícia pravej ruky voči telu 
rightHand   – Pozícia pravej ruky v priestore 
transformationMat  – Transformačná matica 
 
3.2.2 Zobrazovanie scény 
 
K účelu zobrazovania scény bola vytvorená trieda Viewer, v ktorej je implementované okno 
pre zobrazovanie snímanej scény. V triede je využité OpenGL, ktoré je v programovacom 
jazyku C# sprostredkované pomocou knižnice OpenTK, ktorá musí byť súčasťou referencií 
daného jazyka. Trieda bola implementovaná z dôvodu maximálneho vyťaženia procesora, 
ktorý nestíhal prepočítavať potrebné dáta k maskovaniu detekovaného užívateľa, pričom tam 
dochádza k zmene farebnej zložky pozadia snímanej scény a k pridávaniu dynamického šumu 
pre lepšie rozlíšenie užívateľa v snímanej scéne. Využitie OpenGL umožnilo prepočítavať, 
všetky zložité operácie na grafickej karte počítačovej jednotky. 
OpenGL 
 
OpenGL (Open Graphics Library) je jazyk, ktorý špecifikuje viacplatformové programovacie 
rozhranie pre vykresľovanie 2D a 3D počítačovej grafiky v reálnom čase. Toto 
programovacie rozhranie sa najčastejšie využíva pri komunikácií s grafickým subsystémom, 
aby sa dosiahlo, čo najlepšie hardwarovo akcelerované vykresľovanie. OpenGL bol vyvinutý 
spoločnosťou Silicon Graphics Inc. (SGI) v roku 1992 a slúži predovšetkým k tvorbe 
aplikácií, ktoré pracujú s trojrozmernou počítačovou grafikou. Má široké využitie hlavne 
k tvorbe CAD programov, aplikácií využívaných virtuálnu realitu, vedeckých vizualizácií, 
letových simulácií a počítačových video hier. [31] 
 
Prvá časť triedy sa zaoberá zmenou farebnosti pozadia snímanej scény, ak sa v nej nachádza 
detekovaný užívateľ a pridaním premenlivého šumu. Na generovanie dynamického šumu je 
využitá pseudonáhodná funkcia rand(). Následne je kontrolovaná farebná scéna, kde pri 
žiadnom detekovanom užívateľovi, je ku každej výstupnej hodnote pixelu priradená farebná 
textúra a obraz je farebný a nemenený.  
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Obrázok 35 2. verzia implementovaného rozhrania 
 
V prípade detekcie užívateľa je k maskovacej textúre priradená maska užívateľa, čo nám 
umožní k hodnotám výstupných pixelov masky užívateľa priradiť farebnú textúru a zvyšným 
hodnotám pixelov prepočítavať v aktuálnom čase farbu jednotlivých výstupných pixelov 
nepatriacich užívateľovi a pridávať premenlivý šum. Prepočet v aktuálnom čase nám 
zabezpečuje vstupná premenná clock, ktorá je premenlivá v čase. 
 
 
Obrázok 36 Detekcia užívateľa 
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V ďalšej časti triedy sa nachádza inicializácia okna, kde je vytváraná farebná textúra 
a maskovacia textúra a je tu vytvorený fragmentový shader a taktiež programový shader. Po 
vytvorení týchto časti programu sú spustené hodiny clock, je načítaný obraz a volaná funkcia 
resize() pre prispôsobenie obrazu pri prípadnej zmene veľkosti okna, ktorej sa budem venovať 
v ďalšej časti práce.  
 
Na vykresľovanie aktuálnej snímky bola vytvorená funkcia showFrame(), kde sa aktualizujú 
jednotlivé vytvorené textúry, aktualizuje sa špecifické číslo detekovaného užívateľa a taktiež 
vytvára premenlivý šum, pre ktorý sú využívané najmenej významné bity v aktuálnom čase. 
Následne je volaná funkcia Render() na vykresľovanie scény, ktorej sa budem venovať 
v ďalších odstavcoch. 
 
Ako bolo spomenuté funkcia resize() je vytvorená kvôli spracovávaniu zmien veľkosti okna. 
Úlohou funkcie je nastavenie potrebných odsadení (offsetov) obrazu v závislosti na 
obrazovke. Porovnávaním pomerov strán obrazovky s obrazom je buď pomer rovnaký, 
v tomto prípade nie je potrebné žiadne odsadenie obrazu. V prípade väčšieho alebo menšieho 
pomeru je odsadenie prepočítavane týmto spôsobom: 
 
 
Obrázok 37 Prepočet odsadenia obrazu pri zmene veľkosti okna 
 
ratioImg  –  pomer strán obrazu  = šírka obrazu / výška obrazu 
ratioScreen – pomer strán obrazovky  = šírka obrazovky / výška obrazovky 
 
Funkcia Render() má na starosti vykreslenie scény.  V tejto funkcii je vytvorený vykresľovací 
štvoruholník a následne namapovaná textúra na objekt. Pretože nie je možné namapovať 
všetký body hĺbkovej mapy do súradníc farebnej scény, je namapované len 9 desatín výšky 
a 9 desatín šírky obrazu.   
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3.2.3 Návrh a implementácia gest 
 
Pre prácu s údajmi získanými v triede Kinect bola vytvorená trieda Controller. Trieda pracuje 
so zdetekovanými súradnicami rúk. Prvým krokom bola implementácia registračných údajov. 
Pri vytváraní gest sa rátalo s možnosťou riadenia tak pravou ako aj ľavou rukou. Pre 
registráciu užívateľa k robotovi muselo byt zvolené gesto dostatočne opatrené, aby bola čo 
najmenšia pravdepodobnosť náhodnej registrácie. V nasledujúcich odstavcoch sú popísané  
jednotlivé časti triedy Controller. 
 
Užívateľ sa musí dostať rukami do dostatočnej vzdialenosti od počiatku súradnicovej sústavy. 
Pre detekciu prihlasovacieho gesta musí užívateľ pravou alebo ľavou rukou uchopiť 
pomyselný joystick a to vo vzdialenosť minimálne 30 cm od počiatku súradnicovej sústavy 
v smere osi Z. Následne druhá ruka sa musí dostať do polohy nad určený nulový bod 30 cm 
v smere osi Y a aktivovanie robota prebehne pri spätnom pohybe tejto ruky hneď ako 
dosiahne ruka minimálnu vzdialenosť pod nulovým bodom. 
 
 
Obrázok 38 Počiatok aktivácie 
 
Ruka na pomyselnom joysticku je automaticky považovaná za aktívnu a okolo ruky je 
vytvorená ochranná zóna v tvare gule s polomerom 10 cm. V tejto zóne je robot neaktívny, 
čiže nevykazuje žiaden pohyb.  
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Obrázok 39 Aktívna pravá ruka 
 
Bežné odhlásenie užívateľa prebehne na rovnakom princípe. V triede je ďalej kontrolované 
odhlásenie v situácii náhodnej detekcie, čo by bolo možné, ak by do aktívnej scény vbehol 
náhodný užívateľ a stál by najbližšie k senzoru. To by spôsobilo náhle odhlásenie 
predchádzajúceho užívateľa a tým zabránenie možnej kolízie robota v nekontrolovanom 
stave. Pre opätovné riadenie robota musí prebehnúť nová aktivácia užívateľa. 
 
 
Obrázok 40 Nežiadaná detekcia 
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V druhej časti triedy Controller sú sledované polohy aktívnej ruky, čo nám umožní detekciu 
gesta. Gesto je zdetekované, ak ruka presiahne hranicu ochrannej zóny a to v takej osi, 
v ktorej je ruka najviac vychýlená. Takto sú zapisované jednotlivé smery a stavy, ktoré sú 
následne posielané a spracovávane vedľajšou triedou MoveData, ktorá slúži na prenos dát 
medzi triedami Controller, Robot a Robot3DModel. Údaje medzi triedami sú prenášané 
formou posielania udalostí (eventov). Sledovanie polohy ruky bolo taktiež využité pre 
vytvorenie triedy PositionViewer, ktorej sú taktiež zasielané informácie o polohe ruky formou 
posielania zmeny súradnice. Odosielané su zmeny vždy len súradnice v jednom smere a to 
v tom, v ktorom je ruka aktuálne najviac posunutá, čo slúži k hlavne k zlepšeniu vizuálnej 
predstavy užívateľa v akej osi sa nachádza. Poslednou súčasťou triedy Controller je 
implementovaná aktualizácia údajov v statusBoxe hlavného formulára, ktorý podáva 
informácie užívateľovi o aktuálnom stave robota. 
 
 
Obrázok 41 Navigácia robota 
 
3.2.4 Aplikovanie gest  
 
Vytvorené gestá v triede Controller sú následne aplikované na už spomínané zariadenie delta 
robot a tiež na jeho model vytvorený v programe Autodesk Inventor 2013. K tomuto účelu 
boli v práci vytvorené triedy Robot a Robot3DModel. Tieto triedy budú v nasledujúcich 
odstavcoch detailnejšie popísané. 
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Pre prácu s údajmi z PLC systému slúži vytvorená trieda Robot, kde sú spracovávané  triedy 
z komunikačnej knižnice TwinCAT.Ads. Pri spustení aplikácie sa vo formulári MainWindow 
volá funkcia na inicializáciu robota. V tejto funkcii sú použité triedy AdsStream, 
BineryReader a TcAdsClient, knižnice TwinCAT.Ads na vytvorenie komunikačného 
rozhrania a práce s binárnymi hodnotami k nadviazaniu pripojenia k Ads zariadeniu. 
Pripojenie k zariadeniu prebieha pomocou sieťového spojenia, kde sú hodnoty nastavené 
konštantne na určitú IP a je presne stanovený port pre spojenie so zariadením. Tieto triedy 
slúžia k správnemu spusteniu zariadenia. Následne sú k vytvoreným premenným pre pohyb 
v smere jednotlivých ôs priradené hodnoty premenných, ktorými PLC zariadenie prepína 
zmenu smeru pohybu robota. Ďalej sú z PLC zariadenia čítané aktuálne hodnoty natočení 
jednotlivých motorov. 
 
Zmeny natočení sú spracovávané funkciou OnNotification(), ktorá je volaná pri zmene stavu 
natočenia a hodnoty uhlu sú zapísané a následne posielané triede Robot3DModel vo forme 
udalosti. 
 
Pre spracovanie pohybových príkazov bola v tejto triede vytvorená funkcia moveRequest(), 
ktorá prijíma a spracováva udalosti posielané z triedy Controller a následne podľa prijatých 
hodnôt zmeny stavu smeru volá jednotlivé pohybové príkazy, v ktorých je pomocou tcClienta 
do vytvorených varHandlov zapísaná hodnota true pre spustenie pohybu v danom smere alebo 
v opačnom prípade hodnota false. Ďalšou súčasťou triedy Robot je deštruktor, ktorý pri 





Trieda Robot3DModel je vytvorená k spojeniu programov Autodesk Inventor 2013 a PLC 
zariadenia s rozpoznanými gestami. Slúži k spracovaniu hodnôt uhlov natočenia jednotlivých 
pohonov. K práci v tejto triede je požadovaná knižnica Autodesk.Inventor.Interop.dll. V tejto 
časti práce popíšem spojenie zariadení z pohľadu prostredia jazyka C#. Príprava virtuálneho 
zariadenia bude popísaná v kapitole 4.1 Autodesk Inventor. 
 
K práci s prostredím Autodesk Inventor v programovacích jazykoch slúži aplikácia pre 
programové rozhrania Inventor API (Application Programing Interface). Tá nám umožní 
využívať Inventor produktívnejšie. Pre komunikáciu softwarových komponentov slúži 
technológia Microsoft COM (Component Object Model). 
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Visual Studio C++ Other... .Net
Other...C# VB.Net
 
Obrázok 42 COM API Model [38] 
 
Knižnica Autodesk.Inventor.Interop.dll, ktorá sprostredkúva túto aplikáciu do programových 
prostredí nám umožní pracovať s aktívnym dokumentom. K zmene funkcií modelu nám slúži 
práca s objektmi, kde každý objekt zodpovedá niečomu v rámci aplikácie. Každý objekt 
podporuje rôzne metódy, vlastnosti a možné udalosti. Základom je objekt aplikácie, ktorý sa 
ďalej rozčleňuje na jednotlivé objekty. [38] 
 
 
Obrázok 43 Schéma delenia objektov [38] 
 
Pri inicializácií triedy je kontrolované spustenie programu Autodesk Inventor. Pri nenačítaní 
je vyvolané okno s upozornením  pre spustenie programu. Ak priebeh kontroly prebehne 
správne a v programe je otvorený dokument, tak aktívny dokument je braný ako pracovný. 
 
K pohybu zostavy aktívneho dokumentu je potrebné riadiť parametre dokumentu. Tie sú 
vytvárané automaticky pri uväzbovaní zostavy.  
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Obrázok 44 Získavanie parametra z objektu [38] 
 
Každá väzba podľa toho, akého je druhu, má k sebe priradený parameter, ktorým sa dá riadiť 
pohyb požadovanej väzby. V práci je využitá a riadená väzba Angle. Táto väzba je vytvorená 
ku každému pohonu, kde je sledované natočenie o určitý uhol. Názvy parametrov, ktoré 
chceme ovládať, sú v triede označené ako premenné parametre. K ním sa budú pridávať 
hodnoty, ktoré sú v každom okamžiku pootočenia prijímané z triedy Robot. Tieto hodnoty 
najskôr prechádzajú prepočtom na základné jednotky, s ktorými program Autodesk Inventor 
pracuje: Dĺžka (cm); Uhol (rad); Čas (s); Váha (kg) 
 
 
Obrázok 45 Objekt pre prácu s rôznymi jednotkami[38] 
 
 
Obrázok 46 Ukážka práce s parametrami v C# 
 
3.2.6 Grafické vyobrazenie polohy ruky 
 
K zobrazovaniu aktuálnej pozície ruky bola v aplikácií implementovaná trieda 
PositionViewer. Trieda bola vytvorená na základe priebežného testovania aplikácie, kde 
detekovaný užívateľ po dlhšom riadení strácal prehľad o počiatočnej pozícii aktívnej ruky. 
 
V triede bolo implementované okno vytvorené v OpenGL, pomocou knižnice OpenTK, ktorá 
OpenGL v programovacom jazyku C sprostredkováva. Okno je inicializované pri spustení 
aplikácie. Po inicializácií sú v okne vykreslené osi smerov pohybu a taktiež oblasť 
minimálnej kontrolnej vzdialenosti, kde sa nevykonáva žiadny pohybový príkaz. 
Vykresľovanie je zabezpečené funkciou Render(). Pri prihlásení užívateľa sa pozícia aktívnej 
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ruky zobrazí vo forme bodu v strede okna. Pre vykresľovanie aktuálnej pozície ruky sú 
spracovávané dáta posielané z triedy Controller formou udalosti o aktuálnych súradniciach 
a smere pohybu aktívnej ruky. 
 
 
Obrázok 47 Okno aplikácie s pridaným oknom vizualizácie polohy  
 
3.2.7 Komunikačná schéma implementácie 
 
Schéma poukazuje na priebeh dát a poskytuje základný prehľad tried, ktoré sa priamo 
podieľajú na vytvorení pohybových gest pre riadenie delta robota a jeho modelu. Pre 
zjednodušenie schémy boli triedy vytvorené pomocou OpenGL zanedbané. Tieto triedy sú 
síce hlavnou súčasťou aplikácie, ale ich prispenie na fungovaní je skôr vizuálne, čo umožňuje 
užívateľovi väčší prehľad pri riadení.  Znázornená schéma na obrázku, by sa dala slovne 
popísať ako: 
 
- Trieda Kinect spracováva dáta zo senzoru Microsoft Kinect a to prostredníctvom 
knižnice Kinect for Windows SDK, kde pracuje s výstupmi zo skeletonizácie 
užívateľa. 
- Spracované dáta súradníc rúk sú ďalej v triede prepočítavane na relatívne pozície rúk 
voči telu a tieto súradnice typu Point3D sú následne posielané v triede Controller. 
- Trieda Controller identifikuje z prijatých dát registračné a pohybové gestá, ktoré sú 
ďalej odosielané formou udalostí triedam Robot a Robot3DModel. 
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- V triedach Robot a Robot3DModel sú vytvárane pohybové príkazy pre delta robot, 
ktorý s aplikáciou komunikuje prostredníctvom knižnice TwinCAT.Ads a jeho model, 




Obrázok 48 Komunikačná schéma implementácie 
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4 Virtuálne prostredie 
 
Kapitola bude venovaná popisu virtuálneho prostredia Autodesk Inventor, do ktorého bol už 
spomínaný Robot s paralelnou kinematikou so štruktúrou Delta prevedený. V ďalšej časti 
kapitoly popíšem systém pre analýzu energetických tokov – Ecodesign. 
 
Robot bol skonštruovaný na ústave výrobných strojov, systémov a robotiky. Tento fakt mi 
umožnil v práci využiť dostupnú modelovú dokumentáciu jednotlivých častí zariadenia 
a pomocou knižnice STEP previesť jednotlivé časti do prostredia Autodesk Inventor 2013. 
Mojou úlohou bolo jednotlivé časti uväzbiť a vytvoriť tak ucelený pohybový model, ktorý je 
možné využiť v práci vo virtuálnom prostredí a možným aplikovaním softwaru pre analýzu 
energetických tokov tak zefektívniť konštrukčný proces vývoja zariadení.  
 
4.1 Autodesk Inventor 
 
V kapitole bude popísané spojenie virtuálneho zariadenia s rozpoznanými gestami z pohľadu 
práce v prostredí programu Autodesk Inventor. 
 
K pohybu virtuálneho modelu je potrebné si v prvom rade pripraviť prostredie tak, aby bolo 
zariadenie v optimálnej polohe a aby boli hodnoty, ktoré budú využívané riadne označené, čo 
nám výrazne zjednoduší prácu pri spájaní zariadenia v prostredí programovacieho jazyka C#. 
V tomto prípade bude spojenie prevádzané pomocou riadenia parametrov daného vizuálneho 
zariadenia. Ako parameter sú v prostredí brané jednotlivé pohybové väzby medzi 
jednotlivými časťami zostavy modelu. Keďže pohyb navádzaného zariadenia závisí na 
natáčaní jednotlivých pohonov, tak v tomto prípade bude braný uhol natočenia ako parameter, 
ktorý bude riadený. V prostredí Inventor si preto vytvoríme k namodelovaným pohonom 
väzby typu Angle. 
 
 
Obrázok 49 Tvorba väzby 
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Obrázok 50 Uhlová väzba 
 
Podstatne si zjednodušíme prácu tým, keď k vytvorenej väzbe priradíme názov, pre lepšie 
zorientovanie sa v množstve vytvorených parametrov. Po vytvorení väzby má každý 
parameter pridelenú hodnotu nula. Zmenou tejto hodnoty dosiahneme pohyb danej väzby. 
 
 
Obrázok 51 Práca s parametrom 
 
 
Takto vytvorené väzby máme možnosť externe riadiť za pomoci rôznych objektovo 
orientovaných programovacích jazykov. Postup implementácie riadenia je popísaný v kapitole 
3.2.4 Aplikovanie gest. Ako bolo v tejto kapitole písané, hodnoty uhlov natočenia 
jednotlivých motorov sú vyčítané z programu riadiaceho PLC zariadenia. Hodnoty sú preto 
podložené na reálnym základom. Tak môžeme sledovať správanie sa daného zariadenia aj bez 
jeho fyzického modelu a analyzovať chovanie PLC. 
 
Ústav výrobních strojů, systémů a robotiky 
 
DIPLOMOVÁ PRÁCA 
Str.  52  
 
4.2 Analýza energetických tokov 
 
Aplikácia pre simuláciu energetických tokov, nazývaná tiež Ecodesign, bola vytvorená 
s cieľom štúdia dopadu konštrukčných a koncepčných zmien na zariadeniach. Je to nástroj, 
ktorý pomocou 3D vizualizácie je schopný posudzovať záťaž elektrických zariadení 
nachádzajúcich sa v mechanizmoch. Nahrádza tak bežne používané grafy, tabuľky či 2D 
vizualizácie v podobe diagramu volaného „Sankey diagram“ na interpretáciu výsledkov a tým 
umožňuje jednoduchšie zorientovanie sa vo virtuálnej fáze návrhu zariadenia. Aplikácia 
umožňuje plnú podporu vývoja produktov s ohľadom na energetickú účinnosť. Existuje 
viacero prístupov pre vytváranie 3D vizualizácie. Jedným zo spôsobov môže byť využitie 
CAD aplikácií. Hlavným dôvodom tohto využitia je, že väčšina zariadení je dnes navrhovaná 
v rôznych CAD software. Preto má veľký zmysel vykonávať analýzu energetických tokov 
priamo v nich. [33] 
 
 
Obrázok 52 Grafické znázornenie energetických tokov [33] 
 
V práci bude využitá realizácia pre analýzu energetických tokov v prostredí Autodesk 
Inventor 2013, kde bude analýza aplikovaná na model daného Delta robota. Toto prostredie 
bolo využité z dôvodu veľkého množstva a výborne popísaných údajov o rozhraní pre 
programovanie externých modulov.  
 
Software Ecodesign bol implementovaný na ÚVSSR VUT v Brně v programovacom jazyku 
Visual Basic. V práci je táto aplikácia prevedená do prostredia jazyka C#, v ktorom je 
realizovaná celá diplomová práca. Software je následne aplikovaný pre analýzu daného robota 
s paralelnou kinematikou. K 3D vizualizácií bude ďalej v práci implementovaná 2D 
vizualizácia v podobe „Sankey diagram“, čo umožní sledovanie konkrétnych aktuálnych 
hodnôt, kedykoľvek to bude potrebné. 
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4.2.1 Sankey diagram 
 
Diagram slúži pre základnú 2D vizualizáciu priebehu energetických tokov. Táto vizualizácia 
nie je zahrnutá pri simulácií a preto je dnes postupne doplňovaná 3D vizualizáciou. Spojením 
oboch metód dostávame väčší prehľad pri analýze tak ako po stránke vizuálnej, kde je analýza 
simulovaná priamo vo vhodnom CAD programe, tak aj po stránke práce s konkrétnymi 
hodnotami, ktoré môžu byť kedykoľvek behom simulácie vyčítané. [33]  
 
Rozhranie diagramu bolo implementované v programovacom jazyku C# a využíva prostredie 
OpenGL, ktoré je v programe sprostredkované knižnicou OpenTK. V aplikácií bolo ďalej za 
potreby využitie vykresľovania znakov, k tomuto účelu bola využitá knižnica QuickFont. 
Vizuálna stránka rozhrania je vytvorená podľa vzoru Sankey diagramu spracovaného 
v literatúre [13]. Popis implementácie bude rozobraný v nasledujúcom odseku. 
 
Do triedy s diagramom sa v prvom kroku musia vygenerovať názvy požadovaných zariadení 
stroja, ktoré majú byť analyzované. Preto je v triede vytvorená funkcia updateFlowNames(), 
ktorá pracuje s poľom názvov, ktoré môžu byť generované z tabuľky. Za premennú v čase je 
v aplikácii považovaná hodnota výkonu zariadenia, ktorá sa mení v závislosti na aktuálnej 
záťaži zariadenia. Tieto hodnoty môžu byť taktiež načítavané z rôznych tabuliek. Diagram je 
prekreslený zakaždým, keď sa zmení hodnota výkonu jednotlivých zložiek. Vtedy je zavolaná 
funkcia Render() pre vykreslenie diagramu.  
 
 
Obrázok 53 Sankey diagram 
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Vykresľovanie prebieha v troch fázach. V prvej fáze je vykresľovaná ľavá strana grafu. Tu sa 
vykreslia najprv toky energie prvej polovice reťazca s názvami. V cykle je jednotlivo 
vytvorený jeden tok po druhom a to za pomoci vykresľovania obdĺžnikov, ktoré menia svoju 
šírku v závislosti na pomere výkonu daného elektrického zariadenia stroja a celkového súčtu 
výkonov. Na základe toho je taktiež vykreslená druhá polovica grafu. Treťou súčasťou 
funkcie je vykreslenie samotných názvov a hodnôt. K tomu je za potreby už spomínaná 
knižnica QuickFont.dll. Text je braný z načítaného poľa mien a poľa hodnôt výkonu doplnený 
percentuálnym podielom daného zariadenia na celom výkone. Priebeh je podobný ako 
u vykreslenia tokov. V prvom kroku sú vyčítane ľavé popisy, ktoré sú brané z prvej polovice 
polí a zarovnávané k tokom diagramu. Pravé popisy sa vykresľujú na  tom istom princípe. 
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5 Testovanie aplikácie 
 
5.1 Ucelenie práce 
 
Virtuálne prostredie má širokú škálu využitia a tým uľahčenia práce na vývoji nových 
zariadení. V práci je využitá kombinácia dvoch aplikácií, ktoré sa môžu podieľať na vývoji 
a zefektívnení konštrukčného procesu a to v dvoch rozličných oblastiach.  
 
Prvá časť práce je zameraná na vývoj a nové možnosti riadenia zariadení. Vytvorená aplikácia 
nám umožňuje snímanie ľudských pohybov pomocou dvoch kamier zavedených v jednom 
zariadení a aplikovanie nasnímaných pohybov. Druhá časť práce je zameraná na konštrukčný 
vývoj zariadení a podieľa sa na fáze analýzy jednotlivých časti konštruovaného zariadenia. 
Vplyv zmien konštrukcie na celkovú spotrebu vyvíjaných zariadení je a vždy bude podstatný 
pri konštrukčnom procese. Cieľom vývojárov je tento proces urýchliť. 
 
Využitím spojenia oboch časti práce dosiahneme ukážku možného zefektívnenia návrhu 
nových zariadení. Obe sú aplikované do prostredia programu Autodesk Inventor 2013 na 
model konštruovaného zariadenia. Aplikácia RobotController nám umožňuje nielen snímať 
a zaznamenávať pohyby tela, ale taktiež pracovať s údajmi z PLC zariadenia a tým získavať 
reálne hodnoty možných posuvov alebo natočení konštruovaného zariadenia. Následne nám 
umožňuje hodnoty prevádzať do prostredia CAD aplikácie a použiť ich k 3D vizuálnej ukážke 
pohybu daného zariadenia založenej na reálnych dátach. Tak môže užívateľ sledovať možné 
správanie sa konštrukcie pri rôznych situáciách.  
 
5.2 Testovanie práce 
 
Počas priebehu návrhu aplikácie RobotController bolo zhotovených niekoľko testovacích 
sedení, ktoré vykazovali na jednu stranu: 
 
o Priebeh rozpoznania gest pre registráciu a zmenu pohybu nevykazoval žiadne 
problémy pre užívateľa oboznámeného s aplikáciou. 
o Vyhovujúce výsledky reakcií zariadenia na zmenu vykonaného gesta. 
o Zmena užívateľa nemá žiaden vplyv na funkčnosť systému. 
o Navrhnutý systém pracuje spoľahlivo pri rôznych rýchlostiach vykonávaného gesta.  
o Zmena vzdialenosti či polohy aktívneho užívateľa nemá vplyv na funkčnosť systému. 
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Avšak vyskytli sa aj nedostatky spojené so zložitejším rozhraním, kedy by bežný užívateľ 
mohol mať problém s počiatočnou fázou a zabehnutím do navádzania a strácať prehľad 
v priestore. V ďalšom odsekoch budú popísané dosiahnuté poznatky, realizované a možné 
nápravy nedostatkov. 
 
Zložitosť rozhrania by sa dala riešiť zaškoľovaním pracovníkov, avšak problém by bol skôr 
pri prezentovaní aplikácie na rôznych workshopoch, kde zdĺhavé zaškoľovanie, alebo čítanie 
manuálu by odrádzalo ľudí od možných skúšaní a testovaní, čo by sa odrazilo na malom počte 
hodnotení aplikácie. Tento nedostatok by sa dal vyriešiť zavedením tutoriálu do aplikácie, kde 
by pri prvom prihlásení bol užívateľ krok po kroku priamo v aplikácií navádzaný 
k úspešnému zvládnutiu riadenia. Tento problém nebol v práci riešený, keďže ide o problém, 
ktorý nemá žiaden vplyv na chod aplikácie. 
 
Problém s orientáciou užívateľa vážnejšie zasahuje do chodu aplikácie, a preto bol v práci 
čiastočne riešený. V prvom rade išlo o vizualizáciu užívateľa, ktorý je detekovaný senzorom 
Microsoft Kinect. Na základe toho bola v práci vytvorená trieda Viewer, ktorá zviditeľní 
detekovaného užívateľa a vtiahne ho do prostredia virtuálnej reality svojou vizuálnou 
stránkou.  
 
Ďalší zistený nedostatok v orientácií bol zistený pri samotnom navádzaní, kedy užívateľ 
strácal prehľad v priestore a keďže aplikácia vyžadovala dodržiavať stanovené zóny, kde sa 
mala ruka nachádzať pri samotnom riadení zariadenia, tak užívateľ bez označenia počiatku 
nebol schopný po určitom čase sa vrátiť do bezpečných pozíc. Tento nedostatok sa 
jednoznačne prejavuje v grafe 1., kde prebehlo testovanie aplikácie a z tridsiatich päť 






Graf 1 Úspešnosť riadenia pred úpravou 
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Tento problém bol už čiastočne vyriešený v práci zavedením triedy PositionViewer. 
V aplikácií bolo vytvorené okno vizualizácie pohybu riadiacej ruky. Okno umožnilo sledovať 
pohyb ruky v priestore pomocou zobrazeného bodu predstavujúceho ruku prihláseného 
užívateľa. Zavedením tejto triedy sa výrazne zlepšila orientácia a znížil sa tým počet 
zlyhaných respektíve nepodarených pokusov navádzania, kedy po určitej dobe užívateľ stratil 
prehľad a zariadenie sa stávalo neriaditeľným a bolo potrebné odhlásenie a opätovné 
prihlásenie k zariadeniu. Graf 2. znázorňuje pokrok v orientácií, kedy 93% pokusov bolo 







Graf 2 Úspešnosť riadenia po úprave 
 
Tento problém však stále vykazuje menšie nedostatky. Okno vytvorenej triedy je 
prispôsobené tak, aby orientácia bola pre užívateľa čo najjednoduchšia. Užívateľ môže teda 
sledovať len pohyb ruky v najpravdepodobnejšom aktuálnom smere pohybu. To znemožní 
sledovanie ruky v ďalších dvoch osách a po spätnom prechode ruky do neaktívnej zóny musí 
užívateľ skorigovať polohu ruky. Tento problém by mohol byť riešený zmenou variantu 
zobrazovania, kedy by vizualizácia mohla byť znázornená súradnicovým systémom 
vykresleným vo všetkých troch osách a pohyb ruky sledovaný vektorovo. To by síce 
znázornilo orientáciu precíznejšie, avšak prehľadnosť okna by bola sťažená pre užívateľa. 
 
Druha fáza testovania bola zameraná na spojenie detekcie gest a daného zariadenia. Ako bolo 
spomenuté v úvode kapitoly spojenie prebehlo bez akýchkoľvek problémov. Reakcia 
zariadenia na vykonané gesto bola vyhovujúca.  
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Výsledkom práce je zhrnutie poznatkov o kinematických štruktúrach priemyselných robotov, 
porovnanie kinematických štruktúr a detailnejší popis robota s paralelnou kinematikou 
skonštruovaného na ÚVSSR VUT v Brně. 
 
Splneným cieľom je taktiež oboznámenie sa so senzorom Kinect a o jeho technických 
detailoch. V práci popisujem princípy, ktoré využíva technológia Kinect a taktiež jej využitie 
pomocou dostupných knižníc. Ďalej sú v práci uvedené možnosti detekcie gest, kde je 
pozornosť venovaná hlavne detekcií gest rukami. 
 
Na základe rešeršnej časti práce bola implementovaná aplikácia pre bezdotykové riadenie 
robota za pomoci gest rúk. Aplikácia bola aplikovaná na robota s paralelnou kinematickou 
štruktúrou. 
 
Výsledkom diplomovej práce je implementácia spätnej väzby, kde pohyb reálneho robota 
môžeme sledovať vo virtuálnom prostredí programu Autodesk Inventor a pomocou aplikácie 
„Ecodesign“ analyzovať priebeh energetických tokov elektrických zariadení stroja. Na 
základe získaných údajov môže byť táto aplikácia nápomocná v konštrukčnom procese. 
 
Faktom je, že vizualizácia v CAD systéme je už niekoľko rokov nahradzovaná v omnoho 
realistickejšom prostredí imerznej (pohlcujúcej) virtuálnej reality, kde užívateľ má možnosť 
sledovať správanie zariadenia z rôznych uhlov pohľadu a omnoho realistickejšie. Avšak 
z prác autorov [38][39][41][42][43][44][45][46][47] jasne vyplýva, že grafická vizualizácia 
energetických tokov priamo na stroji dodnes nie je realizovaná a jej potreba je viac než 
žiaduca. Spojenie aplikácií je preto posun vpred vo výskume a možný prvý krok k realizácii 
myšlienok o prepojení konštrukčného procesu vo virtuálnej realite a analýzy energetických 
tokov. Práca by mohla byť v budúcnosti rozšírená a aplikovaná do virtuálneho prostredia 
CAVE, kde by sme mohli vizualizáciu analýzy prevádzať ešte v reálnejšom prostredí. Tento 
fakt by viedol k ďalšiemu pokroku v konštrukčnom navrhovaní strojov. Zavedením takejto 
vizualizácie by sa zvýšila a sprehľadnila možnosť sledovania analyzovaných dát 
navrhovaných zariadení a taktiež by sa zefektívnil a urýchlil konštrukčný proces. Spojením 
vizualizácie priebehu energetických tokov a ostatných metód, ktoré sú prítomné v návrhovej 
fáze konštrukcie vo virtuálnej realite tak môžeme sledovať, aký dopad má zmena konštrukcie 
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