We prove the sub-Riemannian analog of the area formula for Lipschitz (in sub-Riemannian sense) mappings of equiregular CarnotCarathéodory spaces.
Introduction
In Euclidean analysis, the well-known area formula [1] U J (ϕ, x) dH n (x) =
is proved for large classes of mappings ϕ : U → R k , U ⊂ R n , n ≥ k, possessing some regularity properties. Such classes include continuously differentiable mappings, Lipschitz mappings; Sobolev mappings and approximately differentiable mappings with Luzin property N (see e. g. [2] ), etc. This formula is generalized to wide classes of mappings of Riemannian manifolds and metric spaces [1, 3, 4, 5, 6, 7] . In many proofs of the area formula, the approximation of the initial mapping ϕ by the tangent one w → Dϕ(x) [w] is essentially used. In particular, the bi-Lipschitz equivalence of the metrics in the manifold and in the tangent space is applicable in such proofs.
On equiregular Carnot-Carathéodory spaces (or simply Carnot manifolds) (see Definition 2.1 below), there are two structures, namely, Riemannian and sub-Riemannian. Moreover, metrics corresponding to these two structures, are not bi-Lipschitz equivalent. Thus, mappings Lipschitz with respect to sub-Riemannian metrics may not be Lipschitz with respect to Riemannian metrics, consequently they may not be differentiable in the classical sense on a set of non-zero exterior measure. For the mappings of Carnot manifolds, there exists the specific notion of the sub-Riemannian differentiability, or hc-differentiability [8] of mappings of Carnot manifolds. Definition 1.1. A mapping ϕ : U → M, U ⊂ M, where M and M are Carnot manifolds, is hc-differentiable at a point u ∈ U if there exists a horizontal homomorphism
cc ) of local Carnot groups, such that
Hereinafter, we denote L u by Dϕ(u).
In particular cases when both Carnot manifolds are just Carnot groups, the notion of the hc-differential coincides with the one of the P-differential introduced by P. Pansu [9] . This definition generalizes the classical definition of differentiability since a local Carnot group approximates the initial Carnot manifold with respect to a sub-Riemannian metric (just like a tangent space approximates a Riemannian manifold with respect to Riemannian metric). One of results of the paper [8] is the following: Theorem 1.2. Lipschitz (in the sub-Riemannian sense) mappings of Carnot manifolds are hc-differentiable almost everywhere.
1 -mapping of Carnot manifolds (in the Riemannian sense). Then, it is continuously hc-differentiable everywhere on M (i. e., its hc-differential Dϕ(u) is continuous on u ∈ M).
Nevertheless, up to now, the problem on the area formula for Lipschitz mappings of Carnot manifolds has been solved only for some particular cases, i. e., for mappings of Carnot groups (a particular case of a Carnot manifold) [10, 11] and for classes of C 1 -smooth (in the classical sense) contact mappings of Carnot manifolds [12] . In [10] , the author uses the approximation (with respect to sub-Riemannian metric) of the initial mapping by the "tangent" one defined via P-differential. The main result of [10] is the following Theorem 1.4 (see [10, Definition 2.20 and Theorem 3.3] .). Suppose that ϕ : G → G is a Lipschitz (with respect to sub-Riemannian metrics) mapwhere f : M → E (here E is an arbitrary Banach space) is such that the function f (x)J SR (ϕ, x) is integrable, and
is the sub-Riemannian Jacobian of ϕ at x, is valid. Here the Hausdorff measures are constructed with respect to metrics d 2 and d 2 with the multiple ω ν .
Note that the definition (1.3) of the sub-Riemannian Jacobian (that is, its analytic expression via the values of the hc-differential) is new even for mappings of Carnot groups.
On the one hand, in view of non-differentiability of Lipschitz in the subRiemannian sense mappings, it is impossible to derive the sub-Riemannian area formula for arbitrary Lipschitz mappings of Carnot manifolds via the Riemannian one. On the other hand, the hc-differential Dϕ of a mapping ϕ : M → M at arbitrary point u acts on local Carnot groups G u M and G ϕ(u) M, in which the sub-Riemannian metrics are not equivalent to the ones in a Carnot manifold [15] , thus the relation
, where o(1) → 0 as v, w → u, near the point u cannot be obtained.
In this paper, we give a new approach to investigation of Lipschitz mappings of Carnot manifolds based on its hc-differentiability only, and its "partial" approximation by a "tangent" mapping. Such approach is new even for mappings of Euclidean spaces. We prove the area formula for Lipschitz mappings of Carnot manifolds (see also Theorem 3.12 below): Theorem 1.7. Suppose that D ⊂ M is a measurable set, and the mapping ϕ : D → M is Lipschitz with respect to sub-Riemannian quasimetrics d 2 and d 2 . Then the area formula
where f : D → E (here E is an arbitrary Banach space) is such that the function f (x)J SR (ϕ, x) is integrable, and the sub-Riemannian Jacobian is the same as in (1.3) , is valid. Here the Hausdorff measures are constructed with respect to metrics d 2 and d 2 with the multiple ω ν . Remark 1.8. Note that (see, e. g., [10] ) that the definitions (1.1) and (1.2) are equivalent. Next, it is easy to see that Theorems 1.4 and 1.5 are particular cases of Theorem 1.7. Indeed, in view of Ball-Box Theorem [13] , [14] , Hausdorff measures constructed with respect to Carnot-Caratheéodory metric d cc (see Definition 2.6) and with respect to the quasimetric d 2 (see Definition 2.7), are absolutely continuous one with respect to another. Since on a Carnot group these measures are left-invariant, then the derivative of one with respect to another is constant. Denote it by D 2,cc in the preimage and by D 2,cc in the image. In view of the validity of (1.4) for the mapping
where Hausdorff measures are constructed with respect to d 2 . Thus, on the one hand,
where Hausdorff measures H ν cc are constructed with respect to d cc 's. On the other hand,
Since the value D 2,cc is strictly positive, Theorems 1.5 and 1.4 follow from Theorem 1.7.
Emphasize here that although its proof uses in one of its steps the subRiemannian area formula for C 1 -smooth (in the classical sense) mappings, this area formula is not its direct consequence, and its proof requires approaches and methods that are essentially new in comparison with the classical situation of obtaining a result for Lipschitz mappings via the same results for C 1 -mappings. Theorem 1.6 and the classical area formula for mappings of Riemannian manifolds are particular cases of Theorem 1.7. Moreover, Theorems 1.4 and 1.5 can also be considered as consequences of Theorem 1.7. The difference is in definition of Jacobians: in [10] , [11] , the definition of Jacobian uses measure of balls in Carnot-Carathyéodory metrics and of their images under ϕ and Dϕ. The problem is that the measures of these images cannot be calculated since the structure of Carnot-Carathéodory balls is unknown in general case. In Theorems 1.6 and 1.7, a sub-Riemannian quasimetric is used. Its advantage is that the structure of balls in this quasimetric is wellunderstandable, and they are easy to work with during the investigation on Jacobian and image properties. Moreover, it allows to write the exact analytic expression of the Jacobian. It is very important for application such as studying extremal surfaces on non-holonomic structures and many others.
Preliminaries
In this section, we introduce necessary definitions and mention important facts that we will need to prove the main result.
Definition 2.1 (compare with [16, 17]). Fix a connected Riemannian
of subbundles of the tangent bundle T M such that, for each point p ∈ M, there exists a neighborhood U ⊂ M with a collection of C 1 -smooth vector fields X 1 , . . . , X N on it enjoying the following two properties. For each v ∈ U we have (1)
where the degree deg
If, additionally, the third condition holds then the Carnot-Carathéodory space will be called the Carnot manifold:
The subbundle HM is called horizontal. The number M is called the depth of the manifold M.
where the vector fields X 1 , . . . , X N are C 1 -smooth. Then, for the point y = γ(1) we write y = exp
where
is called the normal coordinates or the coordinates of the
Assumption 2.4. Hereinafter, we consider points from a compactly embed-
Definition 2.5. An absolutely continuous curve γ :
where γ is a horizontal curve with endpoints x and y. Now, we introduce the sub-Riemannian quasimetric locally equivalent to d cc [18] which simplifies computations in the main theorems.
Definition 2.7. Let M be a Carnot manifold of the topological dimension N and of the depth M, and suppose that x = exp
) is defined as follows:
Such quasimetric is much more easier to deal with than the well known
The point is that in the case of d ∞ , the asymptotical shape of the section of a ball in d ∞ by a plane cannot be defined easily since any cube has several sections of different shapes. Since any section of a (Euclidean) ball is just a ball of lower dimension, it is convenient to consider sections of their Cartesian product, i. e., a ball in d 2 .
Property 2.9. It is easy to see that [19, 20, 18] the Hausdorff dimension of M with respect to d 2 is equal to
define a graded nilpotent Lie algebra.
We construct the Lie algebra g u from Theorem 2.10 as a graded nilpotent Lie algebra of vector fields {(
on R N such that the exponential map-
0) equals identity [21, 22] . In view of results of [23] , the value of ( X u j ) ′ (0) is equal to a standard vector e i j , where i j = i k if j = k, j = 1, . . . , N. We associate to each vector field from the obtained collection such a number i that (θ u ) * ( X u i ) ′ (u) = X i (u). By the construction, the relation
holds for the vector fields {(
Notation 2.11. We use the following standard notations: for each N-dimensional multi-index µ = (µ 1 , . . . , µ N ), its homogeneous norm
Definition 2.12. The graded nilpotent Carnot group G u M corresponding to the Lie algebra g u , is called the nilpotent tangent cone of M at u ∈ M. We construct G u M in R N as a groupalgebra [21] , that is, the exponential map is identical:
By Campbell-Hausdorff formula, the group operation is defined for the basis vector fields (
. . , N, to be left-invariant [21] : if
Property 2.13. It is easy to see that
Definition 2.14. For u, g ∈ M, define the exponential mapping
, which is a C 1 -diffeomorphism for all 0 < r ≤ r u,g for some r u,g > 0.
Assumption 2.15. We suppose that the neighborhood under consideration U is such that U ⊂ θ 
at points v ∈ M and u ∈ M, where H 1 ⊂ T M and H 1 ⊂ T M are corresponding horizontal subbundles, have structures of nilpotent graded Lie algebras [20] . Denote the dimensions of 
The Main Result Theorem 3.1 ([8])
. Suppose that D ⊂ M is a measurable set, and let ϕ : M → M be a Lipschitz with respect to sub-Riemannian metrics mapping. Then, it is hc-differentiable almost everywhere. Namely, there exists a horizontal homomorphism
) of local Carnot groups, such that
) is called the hc-differential of ϕ at u.
Corollary 3.3 ([8])
. Let ϕ : M → M be a contact (i. e., Dϕ H ⊂ H) C 1 -mapping of Carnot manifolds (in the Riemannian sense). Then, it is continuously hc-differentiable everywhere on M.
Remark 3.4. Using the exponential mapping θ u , we can consider L u both as a homomorphism of local Carnot groups, and as a homomorphism of Lie algebras of these local Carnot groups.
Theorem 3.5 (Local Approximation Theorem [18, 13, 14] ). Suppose that u, w, v ∈ U, and d 2 (u, w) = O(ε) and d 2 (u, v) = O(ε). Then we have
where O(1) is uniform on U.
Remark that although the quasimetric in Theorem 3.5 is different from the one in [18] , [13] and [14] the statement is the same since the scheme of the proof is the same. Notation 3.6. Denote the hc-differential of ϕ at u by the symbol Dϕ(u). Put Z = {u ∈ M : rank( Dϕ(u)) < N}.
Remark 3.7. Given at least one point u ∈ M possessing the property rank Dϕ(u) = N, the item 2 of Assumption 2.19 implies
where dim H 0 = 0 and dim H 0 = 0. Indeed, it is enough to take into account the property
where X, Y are vector fields corresponding to the local Carnot group G u M, the properties of the local Carnot group [20] , and property 4 from Definition 2.1.
Definition 3.9 ([12]
). The sub-Riemannian Jacobian equals
Theorem 3.10. We have H ν (ϕ(Z)) = 0, where
Proof. The proof is based on a sharp modification of the arguments given in [24] . y, z) ). By another words, if y ∈ Z, then the image of Box 2 (y, t) = Box 
where Z ∈ H j−1 . By the second property,
. By the property of vector fields of the local Carnot group, where X, Y are vector fields corresponding to the local Carnot group G y M, we infer that the sum of degrees of the images under Dϕ(y) of the basis vector fields cannot be bigger than ν; moreover, it equals ν only if rank Dϕ(y) = N. In all the other cases, this sum does not exceed ν − 1.
For 0 < σ < ∞, take ε > 0, and suppose without loss of generality that Z is compact, and that both values o(1) in the definition of hc-differentiability and in Local Approximation Theorem 3.5 do not exceed ε. Fix δ > 0 and construct the covering of Z by balls {Box 2 (y i , t i )} i∈N,
Fix i ∈ N and estimate H ν (ϕ(Box 2 (y i , t i ))). The image ϕ(Box 2 (y i , t i )) is a subset of a εt i -neighborhood of Dϕ(y i )[Box y i 2 (y i , t i )] which has subRiemannian Hausdorff dimension ν i not exceeding ν −1. Consider the family of balls {Box
2 (y i , t i )] and of radii 2εt i , which covers the set ϕ (Box 2 (y i , t i ) ). In view of the degeneracy of Dϕ(y i ), we have that the volume of the intersection
is not less than O((εt i ) ν i ), where O(1) is strictly greater than zero uniformly on some compact neighborhood (here we also take into account the leftinvariance on G ϕ(y i ) M, and we suppose without loss of generality that Z is a subset of such compact neighborhood). By Lipschitzity of ϕ and degeneracy of Dϕ(y i ), we have that the volume of Dϕ(y i )[Box (1) is also uniform on the compact neighborhood under consideration). Here ν i ≤ ν − 1 depends on the degeneracy of Dϕ at y i , namely, it equals sum of degrees of all the basis vector fields in G u M on which Dϕ(y i ) is non-degenerate, and images of which are independent.
Since in the local Carnot group
is locally equivalent to Carnot-Carathéodory metric d
, then we obtain applying 5r-Covering Lemma that there exist not more than
(s j , r j )} j∈N covering ϕ(Box 2 (y i , t i )), the radii of which vary from 2εt i to l·2εt i , and such that the corresponding balls {Box (we may assume without loss of generality that on the set ϕ(Box 2 (y i , t i )) we have
| ≤ εt i ), the collection of the balls {Box 2 (s j , 2r j )} j∈N covers the set ϕ(Box 2 (y i , t i )). Consequently,
where O(·) is uniform on ϕ(Z). Thus,
Here O(1) is uniform in all δ > 0 small enough. If δ → 0 then we have ε → 0, and the theorem follows.
for any set E) and additive. Consequently [1] ,
Our goal is to show that
Step. For each ε > 0, there exists a set Σ ε of the H ν -measure not exceeding ε, such that on A \ Σ ε the mapping ϕ is continuously hcdifferentiable, i. e., the hc-differential Dϕ(z), z ∈ A \ Σ ε , is continuous [8, Lemma 4.6] . The definition of the hc-differentiability implies for w, u ∈ A (here by our assumption u is a point of hc-differentiability of ϕ):
where o(1) → 0 as w → u. We also may assume without loss of generality that o(·) is uniform in u ∈ A \ Σ ε . Since we have the assumption that
Step. Fix ε > 0 and prove the area formula for A ε = A \ Σ ε . Hereinafter in this proof, for the set E ⊂ M, E A ε , the symbol ϕ(E) denotes ϕ(E ∩ A ε ). Fix σ > 0 and r > 0, and consider the set ∆ σr ν , H ν (∆ σr ν ) < σr ν , such that on A ε \ ∆ σr ν , measurable functions
m ∈ N, converge uniformly to the unity [1] . We may assume without loss of generality that ∆ σr ν ⊂ ∆ σt ν for r < t. Indeed, it is sufficient to construct for each l ∈ N a set ∆ l , H ν -measure of which does not exceed σ 1 (l) ν − 1 (l+1) ν , and such that functions Ψ m converge uniformly to the unity on A ε \ ∆ l . Next, for r ∈ (1/l, 1/(l − 1)], put ∆ σr ν = ∞ k=l ∆ k ; it is easy to see that its H ν -measure is not more than σ/l ν < σr ν .
Moreover, for r < t we have ∆ σr ν ⊂ ∆ σt ν . We will need this property at the end of the proof when r, σ → 0 not to "loose" points we have considered. Take r > 0 small enough, a density point g ∈ A ε \ ∆ σr ν of the set A ε , and an open ball Box 2 (g, r) . Since H ν (∆ σr ν ) ≤ σr ν , it follows that H ν (ϕ(∆ σr ν )) ≤ Qσr ν , and
Fix τ > 0 and (for fixed σ and r) choose such δ ≤ δ 0 (τ, σ, r), δ 0 ∈ (0, σr), that for 1/m ≤ min{δ, δC 1 }, where C 1 is taken from (3.1), we have Ψ m (y) ≥ 1 − τ for y ∈ Box 2 (g, r) ∩ A ε \ ∆ σr ν (it is possible in view of the uniform convergence of Ψ m (y) to the unity on A ε \ ∆ σr ν ).
For the chosen δ > 0, construct the covering {Box 2 (x i , r i )} i∈N of the image
The definition of the set ∆ σr ν implies that for any covering by balls {Box 2 (x i , r i )} i∈N of the image ϕ(Box 2 (g, r) \ ∆ σr ν ) from the definition of H ν -measure, the centers x i are images of the points y i ∈ Box 2 (g, r) ∩ A ε \ ∆ σr ν that are density points of the set Box 2 (g, r) ∩ A ε . 4 th
Step. To each point y i = ϕ −1 (x i ), assign the P-differentiable mapping η i of local Carnot groups defined as follows:
Each such mapping belongs to the class C 1 (in the classical sense), and it is contact (as a mapping of local Carnot groups) since
Here the linear mapping L is defined by the matrix of the hc-differential Dϕ(y i ) in the following sense: first, the mapping θ i (Box 2 (x i , r i ))), (3.5) where o(1) → 0 as r → 0. Thus, the sum i∈N
