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LARGE TENSOR PRODUCTS AND
LITTLEWOOD-RICHARDSON COEFFICIENTS
EVGENY FEIGIN
Abstract. The Littlewood-Richardson coefficients describe the decom-
position of tensor products of irreducible representations of a simple Lie
algebra into irreducibles. Assuming the number of factors is large, one
gets a measure on the space of weights. This limiting measure was ex-
tensively studied by many authors. In particular, Kerov computed the
corresponding density in a special case in type A and Kuperberg gave a
formula for the general case. The goal of this paper is to give a short,
self-contained and pure Lie theoretic proof of the formula for the density
of the limiting measure. Our approach is based on the link between the
limiting measure induced by the Littlewood-Richardson coefficients and
the measure defined by the weight multiplicities of the tensor products.
Introduction
In this paper we consider a problem from the asymptotic representa-
tion theory, which attracts a lot of attention during the last decades (see
e.g. [BOO, VK1, VK2, LS, GP, K2, Kup1, Kup2]). Namely, let g be a
simple complex finite-dimensional Lie algebra, h ⊂ g a Cartan subalgebra,
V1, . . . , Vk – irreducible finite-dimensional g-modules. We are interested in
the multiplicities of irreducible g-modules in the tensor product
⊗k
i=1 V
⊗Ni
i
for large N1, . . . , Nk. The problem in various regimes was considered in
several papers (see e.g. [B1, B2, B3, OC, CS]). The square root regime
(see below for the precise formulation) we are interested in is addressed in
[CS, K1, Kup1, NP, TZ, PR]. In particular, Kerov obtained an explicit
formula in a very special case [K1] and Kuperberg [Kup1] gave a general
formula (see also [B3, TZ, PR]). Our goal is to give a short proof of the lim-
iting density formula in pure representation theoretic terms. Our approach
can be used to attack the case of representations of infinite-dimensional Lie
algebras, such as current algebras and affine Kac-Moody Lie algebras.
For simplicity in the introduction we consider a special case of the prob-
lem: we assume that g is simply-laced (of type ADE) and k = 1 (the notation
in the general case are more heavy, but conceptually the special case is of
the same level of difficulty). So let Vλ be an irreducible highest weight rep-
resentation of g and let V ⊗Nλ =
⊕
µ[V
⊗N
λ : Vµ]Vµ be the decomposition
into irreducible summands Vµ, where µ belongs to the set P+ of integral
Key words and phrases. Lie algebras, tensor products, asymptotic representation
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dominant weights. We consider the sequence of random variables η(N) with
values of the form µ
σ
√
N
distributed with the following law (σ is certain
constant explicitly computed in representation-theoretic terms):
(0.1) P
(
η(N) =
µ
σ
√
N
)
=
[V ⊗Nλ : Vµ] dimVµ
(dimVλ)N
(for the similar constructions see [BG, H, LLP1, LLP2, OO]). Our goal is to
find the N →∞ limit of the random variables η(N). To formulate the result
we prepare some notation. Let ωi, i = 1, . . . , r be the set of fundamental
weights, let h≥0 be the R≥0 span of the set {ωi}ri=1. Also let R+ be the set
of positive roots of g summing up to 2ρ. Finally, let C be the Cartan matrix
of g and (·, ·) be the standard nondegenerate invariant symmetric bilinear
form. We prove the following theorem (see [B3, CS, Kup1, PR, TZ]).
Theorem A. The random variables η(N) converge in distribution to the
random variable η taking values in h≥0 with the distribution defined by the
density
pη(x) =
√
detC−1
(2pi)r/2
∏
α∈R+(x, α)
2∏
α∈R+(ρ, α)
exp(−(x, x)/2),
where x =
∑r
i=1 xiωi, xi ≥ 0 and the integration (defining the limiting
distribution) is performed against the standard form dx1 . . . dxr.
We note that the limiting density does not depend on the represen-
tation Vλ. Recall that in the introduction we assume g is simply-laced
(in particular, C is symmetric), so (x, x) =
∑r
i,j=1(C
−1)i,jxixj . Also, if
α =
∑r
i=1 liαi is the decomposition of a positive roots into the sum of sim-
ples, then (x, α) =
∑r
i=1 xili.
In order to prove Theorem A we consider a simpler sequence of distribu-
tions. Namely, we consider another sequence of random variables ξ(N) with
values in P/(σ
√
N) (P is the weight lattice) with the following distribution:
P
(
ξ(N) =
ν
σ
√
N
)
=
dimV ⊗Nλ (ν)
(dimVλ)N
,
where for a g-moduleW and a weight ν we denote byW (ν) the h-eigenspace
in W of weight ν. We prove that the random variables ξ(N) converge in dis-
tribution to the random variable ξ taking values in hR with the distribution
defined by the density
(0.2) pξ(x) =
√
detC−1
(2pi)r/2
exp(−(x, x)/2),
where x =
∑r
i=1 xiωi, xi ∈ R and the integration is performed against the
standard form dx1 . . . dxr.
Recall that Kerov [K1] considered the case g = gln and λ = ω1. He showed
that the limiting density is given by the density of the GUE eigenvalues.
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One easily shows that the restriction of the GUE eigenvalues density to the
traceless matrices produces exactly the density from Theorem A.
Finally, let us briefly comment on the related papers. For the best of
our knowledge, Theorem A in the full generality first appeared in [Kup1]
(the paper mainly treats the type A case in a combinatorial manner). In
[B3, TZ] the authors give asymptotic formulas for the Littlewood-Richardson
coefficients (as well as for the weights multiplicities in the tensor powers of
irreducible representations and for certain lattice paths). The paper [CS]
describes the link between the random matrix theory and the tensor prod-
ucts decomposition problem. In the recent paper [PR] Theorem A is derived
from the asymptotic formula for the Littlewood-Richardson coefficients ex-
pressed via certain function called the large deviation rate function. We note
that our proof utilizes only the Lie theoretic tools. This allows to obtain
the limiting density without using asymptotic formulas for the Littlewood-
Richardson coefficients.
Our paper is organized as follows. In Section 1 we collect main notation
and definitions from the Lie theory and probability theory to be used in
the main body of the paper. In Section 2 we prove (0.2), which is used in
Section 3 to prove Theorem A. In Section 4 we work out the type A case
explicitly; in particular we show the connection with the GUE case.
We close with several examples for low rank algebras.
Type A1. The densities of the random variables ξ and η are given by
pξ(x) =
√
1/2√
2pi
exp(−x2/4), x ∈ R,
pη(x) =
√
1/2√
2pi
x2 exp(−x2/4), x ∈ R≥0.
Type A2. The densities of the random variables ξ and η are given by
pξ(x) =
√
1/3
2pi
exp
(
−x
2 + xy + y2
3
)
, x, y ∈ R,
pη(x) =
√
1/3
2pi
x2y2(x+ y)2
2
exp
(
−x
2 + xy + y2
3
)
, x, y ∈ R≥0.
Type B2. The densities of the random variables ξ and η are given by
pξ(x) =
√
1/4
2pi
exp
(
−x
2 + xy + y2/2
2
)
, x, y ∈ R,
pη(x) =
√
1/4
2pi
x2(y/2)2(x+ y)2(x+ y/2)2
3/2
exp
(
−x
2 + xy + y2/2
2
)
, x, y ∈ R≥0.
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1. Notation
1.1. Lie algebras. All the material below can be found in the standard
textbooks, see e.g. [C, Kir].
Let g be a simple Lie algebra and let h ⊂ g be a Cartan subalgebra. Let
R = R+ ⊔ R− be the set of roots written as a disjoint union of positive
and negative roots and let α1, . . . , αr ∈ R+ be the set of simple roots, where
r = dim h is the rank of g. In particular, each root from R+ can be expressed
as a linear combination of simple roots with nonnegative integer coefficients.
We denote by ρ the half sum of all the positive roots, ρ = 12
∑
α>0 α, where
here and below we write α > 0 for α ∈ R+.
A symmetric bilinear form (·, ·) on g is called invariant if ([x, y], z) =
(x, [y, z]). It is known that any two nondegenerate invariant symmetric
bilinear forms of g are proportional. The restriction of such a form on the
Cartan subalgebra is nondegenerate and hence induces bilinear form on h∗.
The Cartan matrix C = (ci,j)
r
i,j=1 is defined by ci,j = 2(αi, αj)/(αi, αi),
where (·, ·) is an invariant from. In the simply-laced ADE case (the lengths
of all simple roots squares are equal) the Cartan matrix is symmetric. In
general, let di = (αi, αi)/2. Then the matrix C¯ = diag(d1, . . . , dr)C is
the symmetrized Cartan matrix. There are two natural forms: one is the
Killing form ((x, y)K = trgadxady) and the standard form defined by the
(symmetrized) Cartan matrix, i.e. (αi, αj) = C¯i,j. The two forms differ by
the known factor bg, bg(·, ·) = (·, ·)K . For example, bg = 2(r + 1) in type Ar
and bg = 4r − 2 in type Br (see [C], Appendix).
The Weyl group W of g is a subgroup of the automorphisms of h∗R (the
real span of the simple roots) generated by the simple reflections si = sαi .
Explicitly, siβ = β − 2αi(αi, β)/(αi, αi). For w ∈ W we denote by l(w)
the length of the element and by (−1)w the sign (−1)l(w). In particular,
l(si) = 1 and (−1)si = −1 for all i. For an element w ∈ W and β ∈ h∗R the
shifted action w ∗ β is defined by w ∗ β = w(β + ρ) − ρ. The fundamental
Weyl alcove in h∗R consists of β such that (β, αi) > 0 for all i = 1, . . . , r.
The Weyl group acts freely and transitively on the set of all alcoves – the
connected components of h∗R with all the reflection hyperplanes α
⊥, α ∈ R+
removed. In particular, the number of alcoves coincides with the cardinality
of W .
The fundamental weights ω1, . . . , ωr ∈ h∗ form a basis of h∗ defined by the
formula (ωi, αj) = diδi,j . Let P ⊂ h∗ be the weight lattice, P =
⊕r
i=1 Zωi.
We define P++ ⊂ P+ ⊂ P as follows:
P+ =
r⊕
i=1
Z≥0ωi, P++ =
r⊕
i=1
Z>0ωi.
Irreducible finite-dimensional highest weight g-modules are classified by
the dominant integral weights, i.e. by λ ∈ P+. Given such a λ, we denote by
Vλ the corresponding irreducible representation of g. Vλ can be decomposed
into the direct sum of h eigenspaces, Vλ =
∑
µ∈h∗ Vλ(µ). In particular, Vλ(λ)
LARGE TENSOR PRODUCTS AND LITTLEWOOD-RICHARDSON COEFFICIENTS 5
is one-dimensional (spanned by the highest weight vector). For a g-module
V with the h-eigenspaces decomposition V =
∑
µ∈h∗ V (µ) the character chV
is defined as the formal sum
chV =
∑
µ∈h∗
zµ dimV (µ).
In particular, chV |z=1 = dimVλ. An important feature of the characters is
that ch(V ⊗W ) = chV chW .
Remark 1.1. One usually uses the notation eµ instead of zµ. However,
we will use the symbol e to denote the Euler number, so we use z in the
characters instead to avoid confusions.
The Weyl character formula says that
chVλ =
∑
w∈W (−1)wzw∗λ∏
α>0(z
α/2 − z−α/2) =
∑
w∈W (−1)wzw(λ+ρ)∏
α>0(1− zα)
.
The formula implies two formulas: the product form for the denominator∑
w∈W
(−1)wzwρ =
∏
α>0
(zα/2 − z−α/2)
and the Weyl dimension formula
dimVλ =
∏
α>0(λ+ ρ, α)∏
α>0(ρ, α)
.
Finally, we recall the Casimir element. Let x1, . . . , xdim g and x
1, . . . , xdim g
be dual bases of g with respect to the Killing form, i.e. (xi, x
j) = δi,j. The
Casimir element C2 belongs to the universal enveloping algebra of g and is
given by the formula
∑dim g
i=1 xix
i (the result does not depend on the choice
of the bases). The Casimir element belongs to the center of the universal
enveloping algebra and hence acts as a scalar operator in any irreducible
g-module. The constant is equal to (λ, λ+2ρ) for irreducible representation
Vλ.
1.2. Probability. In the main body of the paper we consider several mea-
sures on the real weight space h∗R (the R span of the simple roots). Let S
be a finite set in h∗R and let (as)s∈S be a set of nonnegative real numbers
summing up to one. We denote by µS the discrete measure being the sum
of delta measures
∑
s∈S asδs. In particular, if f is a function on h
∗
R, then∫
h∗
R
fdµS =
∑
s∈S asf(s).
Let µ be an absolutely continuous measure with density p(x). Let S(N),
N ≥ 1 be a sequence of finite sets of h∗R and assume that we have attached
the weights (as)s∈S(N) to each S(N) . Then the measures µS(N) converge
to µ in distribution if for any bounded continuous function f : h∗R → R one
has
lim
N→∞
∫
h∗
R
f(x)dµS(N) =
∫
h∗
R
f(x)dµ.
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Let ξ(N) be a sequence of random variables. We say that ξ(N) converges
in distribution to a random variable ξ, if the measures induced by ξ(N)
converge in distribution to the measure induced by ξ. We write ξ(N)→ ξ.
Let ξ be a random variable taking values in h∗R. The characteristic func-
tion ϕξ(t), t ∈ h∗R is defined as the expectation of ei(t,ξ) (for the fixed
scalar product). Recall that if ξ(i), i = 1, . . . , k are independent ran-
dom variables, then ϕξ(1)+···+ξ(k)(t) =
∏k
i=1 ϕξ(i)(t). The importance of
the characteristic functions comes from the fact that ξ(N) → ξ if and only
if limN→∞ ϕξ(N)(t) = ϕξ(t) for any t.
Let A be an r × r nondegenerate matrix. Recall the normal distribution
N(0, A−1) on the space Rr with the density
√
detA
(2pi)r/2
exp(−1
2
(Ax)∗x)
with respect to the standard measure dx on Rr (note that we only consider
normal distributions with zero mean). Here and below for two vectors y =
(y1, . . . , yr) and x = (x1, . . . , xr) we write y
∗x =
∑r
i=1 yixi. Recall that the
characteristic function of N(0, A−1) is given by exp(−12(A−1t)∗t).
2. Weight multiplicities
Let λ1, . . . , λk ∈ P+ be a finite set of dominant integral weights and
let τ1, . . . , τk be a set of rational numbers. Given a number N such that
Ni = τiN ∈ Z≥0 for all i we consider the tensor product
VN =
k⊗
i=1
V ⊗Niλi .
Remark 2.1. The condition τi ∈ Q is not really important. One can take
arbitrary real parameters τi and let the numbers Ni grow according to the
law Ni/N → τi.
The g-module VN enjoys the weight decomposition VN =
∑
µ∈h∗ VN (µ).
The induced discrete measure is defined as
dimV−1N
∑
µ∈h∗
δµ dimVN (µ)
(note that VN (µ) is non trivial only for finite numbers of weights µ).
Our goal is to study the random variable ξ(N) with the following distri-
bution law:
(2.1) P
(
ξ(N) =
µ
σN1/2
)
=
dimVN (µ)
dimVN
,
where σ is certain number depending on g, τl, λl to be specified below. We
first prepare a lemma.
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Lemma 2.2. Let (·, ·) be the standard invariant bilinear nondegenerate form
on h∗ and let t be an element of h∗. Then
(2.2)
∑
µ∈h∗
dimVλ(µ)(t, µ)
2 = bg
(λ, λ+ 2ρ) dimVλ
dim g
(t, t)
Proof. One has the decomposition t =
∑r
m=1 tmαm. Let hm ∈ h, m =
1, . . . , r be defined by µ(hm) = (µ, αm) for any µ ∈ h∗. Then
(2.3)
∑
µ∈h∗
dimVλ(µ)(t, µ)
2 = trVλ(
r∑
m=1
tmhm)
2.
For any two elements x, y ∈ g one has
trVλxy =
(λ, λ+ 2ρ) dim Vλ
dim g
bg(x, y).
In fact, the form trVλ(xy) defines an invariant nondegenerate form on h.
Therefore, there exists a constant u such that trVλxy = u(x, y)K = ubg(x, y).
Now for the Casimir operator C2 defined via the Killing form one has
trVλC2 = (λ, λ+2ρ)K dimVλ (recall that (λ, λ+2ρ)K is the eigenvalue of C2
on Vλ), and trgC2 = dim g, since C2 acts by 1 in the adjoint representation
(see [Kir], Exercise 8.7). Hence
u =
(λ, λ+ 2ρ)K dimVλ
dim g
= bg
(λ, λ+ 2ρ) dimVλ
dim g
and
trVλhihj =
(λ, λ+ 2ρ) dim Vλ
dim g
(hi, hj) = bg
(λ, λ+ 2ρ) dim Vλ
dim g
(αi, αj).
We conclude that (2.2) holds true. 
Remark 2.3. Explicitly, (t, t) equals (C¯t)∗t, where C¯ is the (symmetrized)
Cartan matrix and t is represented as a vector via the decomposition into
the linear combination of simple roots.
In what follows we use the notation (see (2.1))
(2.4) σ2 = bg
∑k
l=1 τl(λl, λl + 2ρ)
dim g
.
2.1. Simply-laced case. We first work out the simply-laced case (g of type
ADE). The general case does not differ much and will be considered in the
subsection below.
Theorem 2.4. The sequence of random variables ξ(N) converges in distri-
bution to the random variable ξ with values x ∈ h∗R with the density
pξ(x) =
√
detC−1
(2pi)r/2
exp(−1
2
(x, x)),
where x =
∑r
i=1 xiωi and the integration is performed against the standard
form dx Explicitly, ξ has normal distribution N(0, C).
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Proof. It suffices to show that limN→∞ ϕξ(N)(t) = exp(−12(Ct)∗t) for any t.
In fact, let z = eit/
√
N and for µ ∈ h∗ let
zµ = exp(
i(t, µ)
σ
√
N
).
Then by definition
ϕξ(N)(t) = (dimVN )
−1chVN =
k∏
l=1
(
chVλl
dimVλl
)Nl
.
Expanding each exponent exp( i(t,µ)
σ
√
N
) in N−1/2 we obtain
chVλl
dimVλl
= 1 +
iN−1/2
σ dimVλl
(t,
∑
µ∈h∗
µ dimVλl(µ))−
N−1
2 dimVλlσ
2
∑
µ∈h∗
dimVλl(µ)(µ, t)
2 + · · · .
The coefficient of N−1/2 vanishes, since for any finite-dimensional g-module
V one has ∑
µ∈h∗
µ dimV(µ) = 0
(the left hand side is fixed by W ). Lemma 2.2 implies that the coefficient
in front of 1/N is equal to
bg(λl, λl + 2ρ)
σ2 dim g
(t, t).
Using definition (2.4) and the formula
lim
N→∞
(1− 1
2N
bg(λl, λl + 2ρ)
σ2 dim g
(t, t)+. . . )τlN = exp(−1
2
(t, t)bg
τl(λl, λl + 2ρ)
σ2 dim g
(t, t))
we conclude that
lim
N→∞
ϕξ(N)(t) = exp(−
1
2
(t, t)).
Finally, we note that in the simply laced case the matrix C−1 is the Gram
matrix of the scalar products ωi, ωj . We conclude that the density of the
limiting random variable ξ is equal to
√
detC−1
(2pi)r/2
exp(−1
2
(x, x)),
where x is written as a linear combination of fundamental weights x =∑r
i=1 xiωi. 
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2.2. The non simply-laced case. Let C¯ = DC be the symmetrized Car-
tan matrix, D = diag(d1, . . . , dr). Then the standard invariant form is
defined by (αi, αj) = (C¯)i,j . In particular, di = (αi, αi)/2. The fundamen-
tal weights are expressed via the simple roots by the matrix (Ct)−1, i.e.
ωi =
∑r
j=1(C
t)−1i,j αj . We conclude that the Gram matrix for the fundamen-
tal weights is given by the matrix (Ct)−1D. The inverse to this matrix is
D−1Ct. One easily sees that this is the Gram matrix of the system of vectors
αid
−1
i . We arrive at the following proposition (analogue of Theorem 2.4).
Proposition 2.5. Theorem 2.4 holds true in general if one replaces C with
C¯ and assume that the standard invariant form is defined by the symmetrized
Cartan matrix.
Proof. One has to write vector t ∈ h∗R from the proof of Theorem 2.4 in basis
αid
−1
i . Then the matrix responsible for (t, t) isD
−1Ct and the inverse matrix
is exactly the Gram matrix for the system of fundamental weights. 
3. Decomposition into irreducibles
We now consider another measure on h∗ coming form the decomposition
of the tensor product representation into irreducible components. Recall
V =
⊗k
l=1 V
Nl
λl
, where Nl = τlN . One has
VN =
⊕
µ∈P+
Vµ ⊗Mµ,
where Mµ is the space of multiplicities, spanned by the highest weight vec-
tors of all the submodules Vµ inside VN . In particular, dimMµ = [VN : Vµ]
(the number of times Vµ show up inVN ) and dimVN =
∑
µ∈P+ dimMµ dimVµ.
We consider a random variable η(N) distributed according to the following
formula
(3.1) P
(
η(N) =
µ
σ
√
N
)
=
[VN : Vµ] dimVµ
dimVN
.
We note that η(N) takes values only in h∗+ =
∑r
j=1R≥0ωj , i.e. in the
closure of the fundamental alcove. Our goal in this section is to study the
behaviour of the random variables η(N) when N tends to infinity. To this
end we extend η(N) to another random variable ηe(N) taking values in the
whole h∗R by the following rule. Recall the shifted action of the Weyl group
W on h∗: w ∗ β = w(β + ρ)− ρ. The group acts transitively on the shifted
alcoves and the shifted walls Lα − ρ, where Lα = {β ∈ h∗R : (β, α) = 0}
labeled by positive roots α ∈ R+ form the complement of the union of the
alcoves. We define ηe(N) by the following formula:
(3.2)
P
(
ηe(N) =
µ
σ
√
N
)
=
{
0, µ ∈ ⋃α∈R+(Lα − ρ),
|W |−1P
(
η(N) = w∗µ
σ
√
N
)
, w ∗ µ ∈ h∗+.
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Example 3.1. Let g = sl2. Then r = 1, W = {e, s} = S2, Lα = 0, P = Z
and µ ∈ P can be identified with an integer number (the ration of µ and ω1).
Then s ∗ µ = −µ− 2 and −1 is fixed by s. So definition (3.2) says that
P
(
ηe(N) =
µ
σ
√
N
)
=


1
2P
(
η(N) = µ
σ
√
N
)
, µ ≥ 0,
0, µ = −1,
1
2P
(
η(N) = −µ−2
σ
√
N
)
, µ ≤ −2.
We note that the W orbit (with respect to the shifted action) of any
element of P+ consists of W elements. Hence the definition (3.2) does make
sense (all the probabilities over all µ sum up to one).
Remark 3.2. We will compute the density pηe(x), x ∈ h∗R of the limit of
the random variables ηe(N). Then clearly restricting to h∗+ one obtains the
density of the limit of the initial random variables η(N).
Let D be an operator on the linear span of the expressions zµ, µ ∈ h∗
defined by
(3.3) Dzµ = zµ−ρ
∏
α>0(µ, α)∏
α>0(ρ, α)
.
Lemma 3.3. Let µ ∈ P+, w ∈W . Then Dzw(µ+ρ) = (−1)wzw∗µ dimVµ.
Proof. We first note that by the Weyl dimension formulaDzµ+ρ = zµ dimVµ
for µ ∈ P+.
By definition, Dzw(µ+ρ) is equal to
zw∗µ
∏
α>0
(w(µ + ρ), α) = zw∗µ
∏
α>0
(µ + ρ,wα) = (−1)wzw∗µ dimVµ,
where the first equality holds since W preserves the scalar product and the
second equality holds, since w sends exactly l(w) positive roots to negative.

Proposition 3.4. Let V be a finite-dimensional (not necessarily irreducible)
representation of g. Then
D
(
chV
∑
w∈W
(−1)wzwρ
)
=
∑
µ∈P+
∑
w∈W
zw∗µ[V : Vµ] dimVµ.
Proof. We start with the case of irreducible V . Then V = Vλ for some
λ ∈ P+ and from the Weyl character formula we obtain that
chVλ
∑
w∈W
(−1)wzwρ =
∑
w∈W
(−1)wzw(λ+ρ).
Applying D and using Lemma 3.3 we obtain the desired result. Now for
arbitrary g-module one has the decomposition V =
⊕
λ∈P+ [V : Vλ]Vλ. Since
D is C-linear, we obtain the desired formula. 
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Theorem 3.5. The random variables ηe(N) converge in distribution to a
random variable ηe with values in h∗ distributed with the density
pηe(x) = |W |−1
√
detC−1
(2pi)r/2
∏
α>0(x, α)
2∏
α>0(ρ, α)
exp(−1
2
(x, x)),
where x ∈ h∗R, the integration is performed with respect to the standard form
dx and x is identified with a vector in Rr by writing it as a linear combination
of fundamental weights.
Proof. Proposition 3.4 applied to V = VN implies
(3.4)
1
dimVN
D
(
chVN
∑
w∈W
(−1)wzwρ
)
=
∑
µ∈P+
w∈W
zw∗µ
[V : Vµ] dimVµ
dimVN
.
From definitions (3.1) and (3.2) we see that in order to study the limit of
the random variables ηe(N) one needs to understand the behaviour of the
left hand side of (3.4) in the limit N →∞.
Let us define numbers cµ, µ ∈ P by the formula
chVN
dimVN
=
∑
µ∈P
cµz
µ.
Applying the operator D to chVN (dimVN )
−1∑
w∈W (−1)wzwρ, one gets∑
µ∈P
w∈W
(−1)wcµDzµ+wρ =
∑
µ∈P
w∈W
(−1)wcµzµ+wρ−ρ
∏
α>0
(µ+ wρ, α) =
∑
ν∈P
zν−ρ
∏
α>0
(ν, α)
∑
w∈W
(−1)wcν−wρ.
Let x = N−1/2ν/σ. Recall that the random variables ξ(N) (see Theorem
2.4) such that
P
(
ξ(N) =
µ
σ
√
N
)
= cµ
converge in distribution to the random variable ξ with the density
pξ(x) =
√
detC−1
(2pi)r/2
exp(−(x, x)/2).
Hence if we are able to find the limit
lim
N→∞
∏
α>0
(xN1/2σ, α)
∑
w∈W
(−1)w exp
(
−(xN
1/2σ − wρ, xN1/2σ − wρ)
2Nσ2
)
is equal to some p(x), then we will show that the sequence ηe(N) converges
in distribution and the density of the limit is given by
√
detC−1
|W |(2pi)r/2p(x).
We rewrite
(3.5)
∏
α>0
(ν, α) = (N1/2σ)|R+|
∏
α>0
(x, α).
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Now we analyze the factor
∑
w∈W cν−wρ. Replacing cν−wρ with exp(− 12Nσ2 (ν−
wρ, ν − wρ)) (see Theorem 2.4) we obtain
∑
w∈W
(−1)w exp
(
−(ν − wρ, ν − wρ)
2Nσ2
)
=
exp
(
− (ν, ν)
2Nσ2
)
exp
(
− (ρ, ρ)
2Nσ2
) ∑
w∈W
(−1)w exp
(
−(2ν,wρ)
2Nσ2
)
.
The factor exp
(
− (ν,ν)2Nσ2
)
after the substitution x = N−1/2ν/σ turns into
exp(−12 (x, x)). The factor exp
(
− (ρ,ρ)
2Nσ2
)
tends to 1 when N → ∞. The
most complicated is the last factor∑
w∈W
(−1)w exp
(
−(2ν,wρ)
2Nσ2
)
.
For a weight ν we define a linear functional piν on the C[P ] (the group
algebra of the weight lattice P ) by the formula piν(z
β) = exp
(
− (2ν,β)
2Nσ2
)
.
Then∑
w∈W
(−1)w exp
(
−(2ν,wρ)
2Nσ2
)
= piν
∑
w∈W
(−1)wzwρ =
piν
∏
α>0
(zα/2 − zα/2) =
∏
α>0
(
exp
(
(ν, α)
2Nσ2
)
− exp
(
− (ν, α)
2Nσ2
))
.
Expanding in 1/N we obtain the leading term
(σN1/2)−|R+|
∏
α>0
( ν
N1/2σ
, α
)
= (σN1/2)−|R+|
∏
α>0
(x, α).
Multiplying by (3.5), we arrive at the desired formula. 
Corollary 3.6. The random variables η(N) converge in distribution to the
random variable η taking values in h∗+ with the density given by
pη(x) =
√
detC−1
(2pi)r/2
∏
α>0(x, α)
2∏
α>0(ρ, α)
exp(−1
2
(x, x)).
Proof. It suffices to note that pηe(x) is W invariant. 
Remark 3.7. In the non simply-laced case one has to replace C with the
symmetrized Cartan matrix C¯.
4. Type A
In this section we consider the Lie algebra sln of rank r = n− 1 (of type
An−1). Let αi, ωi, i = 1, . . . , n−1 be simple roots and fundamental weights.
The positive roots of sln are of the form αi,j = αi + αi+1 + · · · + αj−1,
1 ≤ i < j ≤ n. The nonzero entries of the Cartan matrix C are given by
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ci,i = 2, ci,i+1 = ci+1,i = −1. The inverse matrix is the symmetric matrix
defined by the formula (C−1)i,j =
i(n−j)
n for 1 ≤ i ≤ j ≤ n− 1.
The limiting density for the random variables ξ(N) (see Theorem 2.4) is
given by the following function on Rn−1:√
1/n
(2pi)
n−1
2
exp

−1
2
∑
1≤i,j≤n−1
(C−1)i,jxixj


and the limiting density for the random variables η(N) (see Theorem 3.5)
is given by the following function on Rn−1≥0 :√
1/n
(2pi)
n−1
2
∏
1≤i≤j≤n−1(xi + · · ·+ xj)2∏
1≤i≤j≤n−1(j − i+ 1)
exp

−1
2
∑
1≤i,j≤n−1
(C−1)i,jxixj

 .
In the simplest case of sl2 the densities reduce to√
1/2√
2pi
exp
(
−1
4
x2
)
, x ∈ R and
√
1/2√
2pi
x2 exp
(
−1
4
x2
)
, x ≥ 0.
Recall that the density for the joint GUE eigenvalues distribution equals
(up to a scalar factor) exp(−12
∑n
k=1 a
2
k)
∏
1≤i<j≤n(ai − aj)2, where a1 ≥
· · · ≥ an are eigenvalues. In [K1] Kerov showed that this density pops up
in the limit of the distributions coming from the decomposition of the large
tensor powers of vector representation of gln into irreducible components.
Let us rewrite this density in Lie theoretic terms.
Proposition 4.1. Assume that
∑n
k=1 ak = 0. Let xj = aj − aj+1, j =
1, . . . , n− 1. Then
exp
(
−1
2
n∑
k=1
a2k
) ∏
1≤i<j≤n
(ai − aj)2 = exp(−(x, x)/2)
∏
α>0
(x, α)2,
where x =
∑n−1
j=1 xjωj.
Proof. Since the positive roots of sln are of the form αi,j = αi+αi+1+ · · ·+
αj−1, 1 ≤ i < j ≤ n, one has (x, αi,j) = xi + xi+1 + · · · + xj−1 = ai − aj.
Now it’s suffices to show that
n∑
k=1
a2k −
1
n
(a1 + · · ·+ an)2 =
∑
1≤i,j≤n−1
(C−1)i,jxixj,
which is the direct computation. 
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