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En el present document es tracta el disseny i la implementació d’un 
servidor web en una FPGA usant el microprocessador encastat Microblaze 
de Xilinx. Aquest servidor web, conté una pàgina web la qual mostra les 
dades que proporciona una IMU, fent una representació gràfica d’elles. 
 
Per tal de dur a terme aquest objectiu, s’utilitza una FPGA Spartan -6 que 
es configura fent ús d’IPCORES i el software SDK del fabricant. El sensor 
utilitzat és el MPU6050 que està compost per un acceleròmetre i un 
giroscopi i es comunica mitjançant el bus I2C. El sistema en conjunt 
proveeix un servei de transport de dades basat en el protocol TCP/IP de 
baix pes LwIP, transport HTTP i WebSockets. 
Tot el sistema es monitoritza usant una interfície d’usuari web programada 
en HTML, CSS i JS. 
 
El sistema en conjunt s’ha desenvolupat i provat amb resultats satisfactoris 
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The project presented in this document covers the design and 
implementation of a web server based on a FPGA development board 
using the Microblaze microprocessor core designed for Xilinx. A web page 
is hosted in the mentioned web server, which shows a graphical 
representation of the data provided by an IMU.  
 
In order to meet the proposed objective, a FPGA Spartan -6 is used and 
configured using IPCORES and the Software Development Kit (SDK) 
provided by the manufacturer. The chosen sensor is the MPU6050, which 
is composed by an accelerometer and a gyroscope that use the I2C bus to 
communicate. Overall, it provides a data transport service based on the 
simplified TCP/IP protocol LwIP, the HTTP transport protocol and 
WebSockets. The system is monitored within a web user interface 
programmed using HTML, CSS and JS.  
 
The whole system has been developed and tested and the results have 
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El present document proposa una solució per a la implementació d’un servidor web en 
una FPGA (Field Programmable Gate Array). 
L’objectiu perseguit és incorporar en un sistema basat en un microprocessador 
encastat, un servidor web capaç de mostrar a traves d’un navegador, una pàgina web 
que conté informació sobre les lectures d’un sensor. 
La comunicació entre el client i el servidor és realitza mitjançant HTTP (Hypertext 
Transfer Protocol) i mostra, en un document HTML (HyperText Markup Language), un 
gràfic que indica els valors d’inclinació capturats per una IMU (Inertial Measurement 
Unit). 
Per tal de dur a terme aquest treball es genera un hardware mitjançant IPCORES 
(Intellectual Property CORES) que proporciona el fabricant de la FPGA i s’implementa 
un software que s’encarrega, de llegir i tractar les dades del sensor, generar el servidor 
i establir una comunicació entre client i servidor. 
El sensor es comunica amb la FPGA a traves d’un bus I2C i envia les dades 
capturades de l’acceleròmetre i el giroscopi que disposa. Amb aquestes, es calcula 
l’angle d’inclinació del dispositiu. 
El Hardware utilitzat és una placa de desenvolupament del fabricant Avnet basada en 
la FPGA Spartan 6 de Xilinx, el software es desenvolupa sobre un processador RISC 
(Reduced Instruction Set Computer) de 32 bits Microblaze desenvolupat per Xilinx.  
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1. ESTAT DE L’ART 
Els servidors Web, són dispositius construïts per a proveir un servei de transport 
d’hipertext permetent a un client visualitzar pàgines HTML mitjançant un navegador 
Web. El dispositiu utilitza un model clàssic de client-servidor que posa en mans dels 
consumidors una gran eina de control i supervisió de processos tant en la indústria 
com en un àmbit domèstic. 
El mercat de dispositius electrònics està creixent a un ritme accelerat, principalment 
causat per al baix cost dels dispositius i els múltiples camps d’aplicació. Els sistemes 
electrònics es troben en casi tots els aspectes de la nostra vida, des d’un rellotge fins 
al més modern sistema de computació. Molts dels sistemes encastats es solen 
construir amb el mètode de disseny denominat SoC (System on Chip), que consisteix 
en incloure nuclis de propietat intel·lectual (IPCORES) dins del propi xip, el fet de 
treballar amb IPCORES redueix el temps de disseny dels sistemes i els torna flexibles 
gràcies al mètode modular d’inclusió de funcionalitats i protocols. Els diferents tipus de 
IPCORES que s’acostumen a incloure en un xip són: processadors, memòries, 
protocols, perifèrics entre altres. 
Els sistemes encastats són desenvolupats sobre dispositius electrònics coneguts com: 
microprocessadors, microcontroladors, ASICs, DSPs o FPGAs, l’ús de cadascun 
d’aquests dispositius depèn en gran mesura de les necessitats de l’aplicació per a la 
que es destinarà. 
 
 Microprocessador: és sovint utilitzat en sistemes de computació de propòsit 
general, conté: registres, unitat de control, unitat aritmètica i lògica (ALU), unitat 
d’interfície de bus. El microprocessador és un sistema encastat que 
obligatòriament ha d’anar acompanyat d’unitats d’emmagatzemament, busos 
i/o perifèrics, ja que és únicament una unitat de processament. Acostuma a ser 
més ràpid que un microcontrolador. 
 
 Microcontrolador: s’han popularitzat en aplicacions de sistemes de propòsit 
general, ja que integren en un sol xip unitats de memòria, unitats de 
processament i perifèrics. En l’actualitat els dispositius d’aquest tipus és usual 
que siguin utilitzats en sistemes encastats. 
 
 ASICs: són circuits integrats personalitzats per a una aplicació en particular, 
com per exemple un servidor web d’altes prestacions. Els ASICs utilitzen una 
descripció de hardware per al seu desenvolupament. Al estar creats a mesura, 
són més òptims però això implica un cost més elevat. 
 
 DSPs: el mercat de les DSPs es concentra en el processament digital de 
senyals en temps real, tal com filtres digitals, oscil·loscopis, analitzadors de 
freqüència, etc. Els dispositius DSPs són apreciats per el paral·lelisme que 
aporten en sistemes encastats dedicats al càlcul matemàtic complex. 
 
 FPGAs: és un dispositiu semiconductor que conté blocs de lògica la 
interconnexió i funcionalitat dels quals pot ser configurada mitjançant un 
llenguatge de programació especialitzat. La lògica programable pot reproduir 
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des de funcions tan senzilles com una porta lògica, fins a sistemes més 
complexos com un microprocessador. Tenen l’avantatge de ser 
reprogramables i tenen un cost i temps de desenvolupament menors. 
 
 
1.1 APLICACIONS DELS SERVIDORS WEB 
En l’actualitat el desenvolupament de xarxes d’internet permet implementar aplicacions 
de control i supervisió remot. La possibilitat de tenir un dispositiu de baix cost amb 
capacitats de supervisar i controlar a distancia dispositius electrònics, que a més a 
més sigui capaç d’adaptar-se a una xarxa global, és un dels factors que fa que els 
puguem trobar realitzant funcions com: 
 
 Domòtica 
 Punts d’informació electrònica 
 Sistemes de posicionament global 
 Laboratoris remots 
 Sistemes de vídeo vigilància 
 
 
1.2 SISTEMES ENCASTATS SYSTEM ON CHIP (SOC) 
Es denominen sistemes encastats SoC als sistemes que estan construïts mitjançant el 
mètode de disseny modular, aquesta tècnica permet incloure mòduls de propietat 
intel·lectual (IPCORES) dins d’una FPGA, amb l’objectiu de reduir temps en el disseny 
i la implementació. Els IPCORES que s’implementen en una FPGA, ocupen recursos i 
poden ser: protocols de comunicació, processadors, memòries o perifèrics. El fet de 
poder implementar els IPCORES que siguin necessaris per a la seva aplicació, fa que 
tinguin una alta capacitat de re-configuració. 
 
Els IPCORES utilitzats com a processadors poden ser: Hard Cores, Firm Cores o Soft 
Cores. Els Firm Cores estan definits com una mescla de codi font i netlist dependents 
de la tecnologia emprada. En aquest tipus de processadors, el codi font és visible per 
al dissenyador i algunes parts poden ser modificades per ell. El netlist està determinat 
per la tecnologia, i per tant, l’usuari es veu obligat a utilitzar aquests processadors 
sobre els xips del mateix fabricant. El tipus de Firm Core utilitzat per a la creació del 
servidor web és Microblaze de Xilinx. 
 
 
1.3 CO-DISSENY DE SISTEMES ENCASTATS 
El terme co-diseny hardware/software és utilitzat per indicar la interacció entre el fluxos 
de disseny en hardware i software, es dona la possibilitat real al dissenyador de decidir 
quines funcions s’executen en hardware i quines en software. El flux tradicional de co-
disseny hardware/software, es descriu en la figura 1. 
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Figura 1. Flux de co-disseny 
 
 En el nivell de sistema es defineixen les especificacions funcionals del sistema i 
els paràmetres amb que treballarà. 
 
 En la partició de disseny s’ha de definir quina part s’implementarà mitjançant 
hardware i quina en software.  
 
 El desenvolupament del software i hardware són activitats paral·leles i 
complementàries referents al disseny global del sistema.  
 
 La integració, és una activitat amb un alt nivell de re-configuració del software i 
del hardware, que garanteix una completa integració.  
 




1.4 SERVIDOR WEB 
L’administració i gestió de dispositius electrònics per ara és una feina fàcil gracies a la 
implementació d’interfícies gràfiques WEB sobre un servidor web, el mateix proveeix 
una interfície gràfica enriquida amb HTML amb varietat d’imatges, fonts de text, 
documents, etc., que posen a disposició de l’usuari una eina flexible per a 
l’administració d’un dispositiu. L’usuari té la capacitat d’enviar instruccions o 
monitoritzar l’estat d’algun dispositiu, des d’una estació de treball local o remota. Un 
escenari típic d’aplicació d’un Servidor Web es pot observar en la figura 2. 
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Figura 2. Esquema aplicació servidor web 
 
Per a la implementació de qualsevol Servidor Web és necessari una interfície Ethernet 
i un conjunt de protocols que garanteixin una comunicació estable. La plataforma de 
comunicacions sol estar basada en protocols TCP/IP de versions de baix pes (Light-
weight) com per exemple LwIP. 
 
 
1.5 PROTOCOLS DE COMUNICACIÓ D’INTERNET 
A internet la informació es transmesa en paquets de codis binaris. Els codis són 
agrupats en grups de 8 bits que s’anomenen bytes i aquests són agrupats dins de 
paquets de dades. Alguns dels protocols necessiten que la informació enviada sigui 
interpretada i validada per el receptor, es a dir, alguns protocols són orientats a la 
connexió. Els protocols són agrupats en capes que en el seu conjunt formen una pila 
de protocols denominada pila TCP/IP, aquesta garanteix la comunicació a través d’una 
xarxa Ethernet. A la taula 1, es pot apreciar el resum de les capes de comunicació 
amb les seves característiques i la funció que compleixen en la implementació d’un 
servidor web. 
 
Taula 1. Model de la pila TCP/IP 
Capa Protocols Característics Funció dins del sistema 
Aplicació HTTP, Telnet, TFTP, e-mail 
Plataforma per a les 
aplicacions: Servidor Web 
HTTP 
Transport 
Poden ser orientats a la 
connexió TCP (RFC 793) o no 
orientats UDP (RFC 768) 
Proveeix un servei fiable 
de transport TCP a la capa 
d’aplicació. Permet 
configurar connexions i 
ports per al transport segur 
de dades. Correcció 
d’errors a nivell de paquet 
Xarxa IP i ICMP 
Proporciona els serveis a 
la capa de transport. Es pot 
establir la direcció IP i 
màscares de xarxa. Control 
d’errors a nivell de trames. 
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Accés al medi mitjançant 
algoritmes de negociació 
CSMA/CD 
Permet establir i manejar 
una direcció MAC a la 
interfície física, i evita 




1.6 APLICACIONS  WEB  HTML 
Es denominen aplicacions WEB aquelles les quals la seva interfície es construeix a 
partir de pàgines WEB. Les pàgines WEB no són més que fitxers de text en un format 
estàndard anomenat HyperText Markup Language (HTML). Aquest fitxers 
s’emmagatzemen en un servidor WEB, al qual s’hi accedeix usant el protocols HTTP. 
Per a fer servir una aplicació WEB des de qualsevol màquina, només és necessari 
tenir instal·lat una navegador WEB. Des de la màquina client, on s’executa el 
navegador, s’accedeix a traves de la xarxa al servidor WEB, on està allotjada 
l’aplicació i, d’aquesta forma, es pot usar l’aplicació sense la necessitat de que sigui 
instal·lada prèviament en la màquina del client. 
El llenguatge HTML és un estàndard comú i constitueix els blocs bàsics per a la 
construcció d’una interfície gràfica. Les seves normes estan definides per el World 
Wide Web Consortium (W3C). 
Les pàgines WEB HTML estàtiques poden ser la solució més adequada quan una 
pàgina WEB es limita a oferir sempre el mateix contingut, però la naturalesa dinàmica 
de la web fa que sigui necessària la implementació d’aplicacions WEB que generen 
dinàmicament el contingut que finalment s’ofereix als usuaris. De tal manera que es 
pugui seleccionar, filtrar, ordenar la informació de la forma més adequada en funció de 
les necessitats de cada moment. 
 
 
1.6.1 HTML DINÀMIC I JAVASCRIPT 
Les limitacions del format HTML per a construir interfícies d’usuari, ha donat lloc a 
l’aparició de nombroses tecnologies que permeten executar codi en la màquina del 
client, generalment dins del propi navegador WEB. 
L’HTML dinàmic, crea un model basat en objectes d’un document HTML, de manera 
que, es pugui accedir fàcilment als diferents elements que el componen. La 
modificació dinàmica de la pàgina HTML, es realitza a traves de macros o Scripts, que 
es solen incloure en el mateix fitxer de la pàgina. 
En HTML dinàmic, cada etiqueta HTML es converteix en un objecte amb les seves 
propietats i esdeveniments associats. Els Scripts ha de proporcionar-li al navegador el 
codi corresponent a la proposta prevista per el programador per als diferents 
esdeveniments que es puguin produir, usualment, els Scripts s’escriuen utilitzant 
llenguatge JavaScript per temes de portabilitat. 
JavaScript és un llenguatge Script (que controla aplicacions) basat en el concepte de 
prototipus (herència per delegació), implementat originàriament per Netscape 
Communications Corporation, és conegut sobretot pel seu ús en pàgines web, però 
també s’utilitza en altres aplicacions. 
 
 
1.6.2 HTML I LES FULLES D’ESTILS 
El principal inconvenient que té el format HTML a l’hora de crear pàgines web és que 
s’ha d’indicar l’aspecte i el format dels objectes junt al codi HTML del contingut del 
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document, el qual augmenta la grandària de la pàgina considerablement. Les fulles 
d’estil en cascada, CSS (Cascading Style Sheets), és un llenguatge utilitzat per 
descriure la semàntica de presentació d’un document escrit en llenguatge de marques 
(combina dades i etiquetes que les marquen i que contenen informació addicional 
sobre l’estructura del text o la seva presentació). La seva aplicació més comuna és 
dissenyar pàgines web escrites en HTML. Permet la separació de contingut del 
document de la presentació del document, incloent-hi elements com la disposició, 
colors i fonts. Aquesta separació pot millorar l’accessibilitat al contingut, proporcionar 
més flexibilitat i control en l’especificació de característiques de presentació, permetre 
que múltiples pàgines comparteixin un format comú, i redueix complexitat i repetició en 
el contingut estructural. 
El codi CSS, té la seva pròpia sintaxi diferent a HTML, el document d’estils aplicat a un 
document HTML ha de ser cridada des de la capçalera del document. 
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2 HARDWARE DEL SISTEMA 
En aquest capítol es detalla el hardware del sistema per als requeriments del servidor 
web i la lectura dels angles d’inclinació. Inicialment es presenten les característiques 
de la placa de desenvolupament i del sensor extern, seguidament es fa una breu 
descripció de l’eina d’integració de Xilinx per a la construcció de sistemes encastats. 
També es presenten les característiques i configuració dels IPCORES que manegen 
les interfícies físiques. 
 
 
2.1 SPARTAN -6  FPGA  LX9  MICROBOARD 
En la figura 3 i 4 és mostra la targeta de desenvolupament utilitzada per al 
processament de les dades del sensor com per a la creació del servidor web. És una 
placa del fabricant Avnet basada en la FPGA Spartan-6 de Xilinx. Entre les seves 
principals característiques es poden trobar[1]: 
 
 FPGA 
o Xilinx Spartan-6 XC6SLX9-2CSG324C FPGA 
 
 Rellotge 
o Tres sortides programables per l’usuari, Texas Instruments CDCE913  




o 32 Mb x 16 (512 Mb) Micron LPDDR Mobile SDRAM 
o 128 Mb Micron Multi-I/O SPI Flash 
 
 Comunicació 
o USB 2.0, Full Speed USB-to- JTAG bridge via Atmel AT90USB162 / 
ATMEGA162U2, Digilent JTAG firmware, i connector Tyco USB-A  
o USB 2.0, Full Speed USB-to-UART bridge via Silicon Labs CP2102 i 
connector Tyco Micro-B  
o 10/100 Ethernet port via National Semiconductor DP83848J PHY i 
connector Tyco RJ45  
 
 Connectors I/O 
o 2 Digilent 12-pin, 0.245mm, Peripheral Module (PMOD) headers  
 
 Interfícies d’usuari 
o 4 LEDs 
o 4 DIP switches configurables 
o Dos polsadors, un vinculat a les E/S de l’usuari i usat per al restabliment 
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o Texas Instruments TPS65708 PMU regulador multicanal, amb entrada de 
5V proporcionats per la connexió USB 
 
 Configuració 
o 128Mb SPI Configuration Flash 
o On-board USB Programming/Configuration basat en Digilent USB Full 
Speed JTAG design utilitzant Atmel AT90USB162 / ATMEGA162U2 












La unitat de mesura inercial o IMU (de l’anglès Inertial Measurement Unit) és un 
dispositiu electrònic que mesura la informació obtinguda de la velocitat de rotació, 
l’orientació i els efectes de la força de la gravetat utilitzant una combinació de 
acceleròmetres i giroscopis. Funciona detectant la taxa d’acceleració utilitzant un o 
més acceleròmetres, i detecta els canvis rotacionals usant un o més giroscopis. 
En aquest treball s’utilitza el sensor MPU6050 (veure figura 5), és una IMU de 6 graus 
de llibertat que inclou 3 acceleròmetres disposats de forma ortogonal i de 3 giroscopis 




 Sortida digital I2C 
 Voltatge d’entrada: 2.3V – 3.4V 
 Sensor de tres eixos de velocitat angular (giroscopi) amb una sensibilitat de fins 
a 131 LSBs/dps i un rang de fons d’escala de ±250, ±500, ±1000 i ±2000 dps 
 Acceleròmetre de tres eixos amb un rang de fons d’escala programable de ±2g, 
±4g, ±8g i ±16g 
 Sortida digital de sensor de temperatura 
 Sortida de dades en format 16 bits 
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 Mode comunicació: protocol estàndard I2C 









Els acceleròmetres MEMS (de l’anglès Microelectromechanical Systems) són d’unes 
dimensions reduïdes i poden estar inclosos en les IMUs anteriorment descrites. La 
principal avantatge d’aquests dispositius MEMS és que poden ser creats mitjançant 
tècniques de fabricació microelectrònica en un xip de silici, a la par que tota 
l’electrònica necessària per al sistema de condicionament, adquisició i comunicació a 
un preu i dimensions reduïdes.  
L’estructura interna d’aquests dispositius es pot apreciar en la figura 6, contenen en el 





Figura 6. Interior d’un acceleròmetre i giroscopi MEMS 
 
 
Les forces d’acceleració que actuen sobre el sensor varien la posició d’unes respecte 
les altres modificant així la capacitat existent entre elles, veure figura 7. Aquest canvis 
de capacitat es tradueixen en senyals que es poden usar per a calcular l’acceleració 
del dispositiu. 
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El giroscopi és un sistema capaç de mesurar la velocitat angular, per tant poden 
mesurar a quina velocitat gira un eix. Els giroscopis no es veuen afectats per la força 
de la gravetat, així que són un bon complement per als acceleròmetres. La velocitat 
angular és mesura en radiants per segon (rad/s) i es referencien en els eixos x, y i z de 
l’acceleròmetre.  
Igual que l’acceleròmetre anteriorment descrit, el giroscopi és un sistema MEMS i està 
inclòs en el mateix encapsulat, permetent tenir conjuntament els dos dispositius i reduir 
l’espai utilitzat. 
El seu principi de funcionament es basa en convertir una rotació en una força de 
Coriolis, això ho fa amb l’ús de dos masses que oscil·len i es mouen constantment en 
direccions oposades. Quan s’aplica una velocitat angular, la força de Coriolis en cada 
massa també actua en direccions oposades, generant un desplaçament físic que es 
pot mesurar amb una estructura capacitiva. Aquest valor diferencial de capacitats, és 






Figura 8. Interior sensor MPU6050 
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2.3 XILINX  EMBEDDED  DEVELOPMENT  KIT  (EDK) 
Les eines del sistema EDK permeten dissenyar un sistema de processador integrat per 
a la seva implementació en un dispositiu FPGA de Xilinx[2]. 
L’EDK inclou: 
 
 El conjunt d’eines del sistema Xilinx Platform Studio (XPS) amb el que es pot 
desenvolupar el hardware de procés integrat. 
 
 El kit de desenvolupament de software (SDK), basat en el marc de codi obert 
de Eclipse que s’utilitzar per a desenvolupar una aplicació de software. 
 
 
 Tractament integrat dels nuclis de propietat intel·lectual (IPCORES), inclosos 
processadors i perifèrics. 
 
EDK és un component de l’entorn de software integrat (ISE) que permet d’una manera 
ordenada, realitzar el disseny i implementació d’un o varis sistemes encastats sobre un 





Figura 9. Eines per al disseny d’un sistema Xilinx[1] 
 
 
Una plataforma de hardware encastat consisteix en un o més processadors, perifèrics i 
blocs de memòria, connectats a través de busos de dades. Cada un del nuclis de 
propietat intel·lectual (IPCORES) tenen una sèrie de paràmetres que poden ajustar-se 
per a personalitzar el seu comportament.  
 
 
2.4 PROCESSADOR MICROBLAZE 
Microblaze és el processador en el qual s’implementa el software. És un firm core de 
Xilinx d’arquitecta RISC de 32 bits, totalment compatible i optimitzat per a la FPGA 
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Spartan – 6. 
Microblaze es construeix mitjançant la combinació de blocs de codi que permeten una 
optimització, ja que només s’han inclòs els necessaris segons el requeriment del 
sistema. 
Com es pot veure en la figura 10, l’arquitectura de Microblaze és altament 
reconfigurable, posseeix 32 registres de propòsit general de 32 bits visibles a l’usuari. 
També incorpora registres especials com un comptador de programa, estat de 
màquina, excepció de direcció, estat d’excepció i estat de punt flotant, que són visibles 
a l’usuari però no poden ser modificats. 
 
 
Figura 10. Arquitectura Microblaze [3] 
 
 
El tipus de dades suportades per Microblaze són: paraula (32 bits), mitja paraula (16 
bits), byte (8 bits) i bit. 
El nombre total d’instruccions que suporta són 87, si es consideren diferents les 
instruccions que operen amb valors immediats d’aquelles que realitzen la mateixa 
operació amb registres. A més a més, cada instrucció s’ha escollit per a que les 
dimensions de la ALU sigui reduït. La dimensió d’una instrucció en el Microblaze és de 
32 bits, i poden ser de tipus A i tipus B: 
 
 Tipus A, tenen un màxim de dos operadors registre font i un operador registre 
destí. 
 
 Tipus B, tenen un registre font i un operador immediat de 16 bits. A més a més 
d’un operador registre destí. 
 
Les instruccions són previstes en les següents categories funcionals: aritmètiques, 




Implementació d’un servidor Web en una FPGA 




Per a la realització del treball s’ha generat el hardware mitjançant l’ús de diferents 
IPCORES responsables de la comunicació amb el sensor, temporitzadors, busos de 
connexió interna del dispositiu i memòries entre altres. Són un concepte fonamental 
del disseny de sistemes SoC amb arquitectures reconfigurables. Seguidament es 
realitza una explicació de cadascun d’ells i la seva configuració per a poder dur a 
terme la implementació del servidor web i la lectura de dades del sensor. En la 
següent imatge (veure figura 11), es pot observar tots els IPCORES que s’han fet 




Figura 11. IPCORES utilitzats 
 
 
2.5.1 BUS LOCAL DE MEMÒRIA (LMB) 
Connecta Microblaze amb els dispositius i la memòria d’alta velocitat, s’ha utilitzat el 
LMB V1.0a, aquest suporta una velocitat de fins a 125 MHz i un ample de banda de 
500MB/s. Només es permet un bus mestre per sistema. El LMB tracta separadament 
dades i instruccions. Es creen dos instancies que formen part del LMB, una és un bus 
de memòria local d’instruccions (ILMB) i l’altra és un bus de memòria local de dades 
(DLMB). Aquestes són generades automàticament per el EDK[5]. 
 
 
2.5.2 BUS LOCAL DEL PROCESSADOR (PLB) 
És un bus síncron d’alta velocitat, usat per a connectar perifèrics i blocs de memòria 
interna de la FPGA, té una capacitat de 128 bits, l’ample de banda depèn del nombre 
d’IPCORES connectats al bus. El PLB és un bus indispensable i es crea 
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2.5.3 BUS LOCAL DE MEMÒRIA DEL BLOC DE RAM (LMB BRAM) 
El controlador d’interfície LMB BRAM (lmb_bram_if_cntlr) es connecta al bus lmb_v10 
per a poder manejar la memòria. S’utilitza generalment amb un bram_clock per a 
proveir una solució d’alta velocitat BRAM per a ports ILMB i DLMB de Microblaze[7].  
 
 
2.5.4 RECEPTOR/ TRANSMISSOR ASÍNCRON UNIVERSAL (UART LITE) 
La interfície UART Lite es connecta al PLB i subministra un mètode de control per a la 
transmissió de dades. Suporta 8 bits, 2 canals, un per recepció i un altre per a 
transmissió full-duplex amb FIFO de 16 caràcters en ambdós canals. També compta 
amb la facilitat de configurar la dimensió de bits de cada caràcter entre 5 i 8, també en 
la paritat i la velocitat de transmissió[8]. 
El sistema utilitza la comunicació per el port sèrie per a la supervisió del funcionament 
mitjançant la consola o terminal del PC. En la taula 2, es pot observar el valors que 
s’han fet servir per a la configuració. 
 
Taula 2. Paràmetres de configuració UART Lite 
Baud rate 115200 
Bits de dades 8 
Paritat Fals 
Bits parada 1 




2.5.5 BUS I2C (IIC) 
Aquest IPCORE no proporciona connectivitat elèctrica explicita al bus I2C. El disseny 
inclou buffers bidireccionals d’entrada/sortida que implementen controladors de 
col·lector obert per a les senyals SDA i SCL. També s’ha de proporcionar dispositius 
externs pull-up per mantenir correctament el bus en estat lògic 1 quan s’allibera el 
conductor.[9] 
Té diferents característiques que és poden configurar segons desitja el dissenyador, 
treballar com a mestre o esclau, opció de multi-mestre, detecció de bit de 
reconeixement, adreçament a 7 o 10 bits, diferents velocitats de transmissió entre 
altres. En la taula 3, és pot observar els valors de la seva configuració. 
 
Taula 3. Paràmetres configuració I2C 
Freqüència 100000 Hz 






2.5.6 CONTROL D’ACCÉS AL MEDI ETHERNET LITE (MAC) 
L’IPCORE Ethernet Lite MAC, permet controlar la capa d’accés al medi segons el 
model TCP/IP, està dissenyat per incorporar les característiques especificades en 
l’estàndard IEEE Std 802.3 per la capa física (PHY). Es connecta a la FPGA mitjançant 
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l’estàndard Media Independent Interface (MII), es vincula al sistema mitjançant una 
interfície PLB, el disseny HDL de l’IPCORE permet velocitats entre 10Mbps i 100Mbps, 
en aquest disseny s’ha escollit la velocitat de 100 Mbps. 
Algunes característiques es detallen a continuació tal com es detallen a la 
referència[10]. 
 
 Mapeig de memòria directa en les interfícies d’entrada/sortida i un port doble de 
memòria per a la transmissió i recepció. 
 
 MII per a la connexió externa a transceptors PHY en velocitats de 10 o 100 
Mbps 
 
 Doble port de memòria intern de 4 KB, repartits simètricament per a recepció i 
transmissió, totalment independent per al tractament de dades d’un paquet. 
 
 Doble buffer de memòria opcional, 4KB ping-pong per a transmissió i recepció. 
 
 Suport per a interrupcions de recepció i transmissió. 
 
Ethernet MAC proveeix l’accés al medi de transmissió, en aquest cas l’accés al 
dispositiu PHY mitjançant un connector RJ-45. Disposa de dos mètodes de 
transmissió: half-duplex i full-duplex, en aquest cas, per a la realització del servidor 
web, s’utilitza el mode full-duplex, que necessita el protocol CSMA/CD degut a que la 
comunicació és en doble sentit. 
 
 
2.5.7 ARXIUS GENERATS 
Un cop generats i configurats tots els IPCORES necessaris per al funcionament del 
sistema, el EDK genera diferents arxius dels quals se’n poden destacar 3 que són de 
vital importància: 
 
 System.mhs: conté la descripció del hardware; ports, senyals d’entrada i 
sortida, opcions de configuració del Microblaze, busos, recursos d’utilització del 
hardware i opcions de solució d’errors (debug). 
 
 System.mss: conté les opcions de compilació del software del sistema, tals 
com; mode de compilació de codi, assignació de llibreries a perifèrics, mètode 
de solució d’errors. 
 
 System.ucf; conté la relació del ports amb els pins físics de la placa de 













Implementació d’un servidor Web en una FPGA 
Cadens Roca, Pau 
24 
 
3 DESENVOLUPAMENT DEL SOFTWARE 
En aquest capítol és detalla el software generat per al funcionament del sistema, es 
divideix en, el funcionament del bus I2C, l’obtenció i tractament de les dades 
obtingudes del sensor, i la implementació del servidor web que mostra una pagina web 




3.1 BUS I2C 
El sistema llegeix les dades del sensor prèviament descrit, MPU6050. Per tal de poder 
fer-ho, s’estableix una comunicació entre la FPGA i el sensor mitjançant el bus 
I2C(Inter Itegrated Circuit). 
El protocol I2C és un protocol destinat a la comunicació entre un o varis circuits 
integrats digitals esclaus i un o més processadors o microcontroladors actuant com a 
mestre. A l’igual que el protocol SPI (Serial Peripheal Interface), està pensat per a 
comunicacions de curta distancia dins d'un sol dispositiu. Per a realitzar la 
comunicació, tal i com fan altres comunicacions sèrie asíncrones (RS-232 i UART), 
només necessita dos línies per intercanviar informació. Veure figura 12. Les dades són 
un resum de les que ofereix el document [4]. 
 
 
Figura 12. Esquema connexions I2C 
 
 
3.1.1 SENYALS SDA I SCL 
Tant SDA com SCL són línies bidireccionals connectades a una font positiva de tensió 
mitjançant una resistència pull-up, veure figura 13. Quan es bus està lliure, les dos 
línies estan en estat alt. Les etapes de sortida connectades al bus han de tenir el 
col·lector obert per a realitzar la funció AND.  
Les dades en el bus I2C es poden transmetre a velocitats que van dels 100 Kbit/s en el 
Standard-Mode, 400 Kbit/s en el Fast-Mode, 1Mbit/s en el Fast-Mode Plus, o fins a 
3,4Mbit/s en el High-Speed Mode. La capacitat paràsita del bus limita el nombre de 
components connectats en ell. 
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Figura 13. Esquema elèctric senyals I2C 
 
 
3.1.2 NIVELLS LÒGICS DE SDA I SCL 
Donat a la varietat de dispositius amb tecnologia diferent que es poden connectar al 
bus (CMOS, NMOS, bipolar), els nivells ‘0’ lògic (LOW) i ‘1’ lògic (HIGH) no són fixes i 
depenen del nivell associat a VDD. Els nivells de referencia d’entrada s’estableixen com 
30% i 70% de VDD. 
 
 
3.1.3 VALIDESA DE LES DADES 
Les dades sobre la línia SDA han de ser estables durant el període alt del rellotge. 
L’estat ALT o BAIX de la línia de dades només pot canviar quan la senyal de rellotge 
en la línia SCL és BAIXA, veure figura 14. Un impuls de rellotge es genera per a cada 




Figura 14. Transferència de bits en el bus I2C 
 
 
3.1.4 CONDICIONS DE START  I STOP 
Totes les transaccions comencen amb un START (S) i finalitzen amb un STOP (P), 
veure figura 15. Un pas de HIGH a LOW en la línia SDA mentre la línia SCL està en 
estat HIGH defineix una condició de START. 
Un pas de LOW a HIGH en la línia SDA mentre la línia SCL està en estat HIGH 
defineix una condició de STOP. 
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Figura 15. Condicions de START i STOP 
 
 
Les condicions de START i STOP són sempre generades per el mestre. El bus es 
considera ocupat un cop s’ha creat la condició de START. El bus es considera lliure un 
cert temps després de la senyal de STOP. 
 
 
3.1.5 FORMAT DEL BYTE 
Cada byte posat en la línia SDA ha de ser de 8 bits de longitud. El nombre de bytes 
que poden ser transmesos en una transferència és il·limitat. Cada byte ha d’anar 
seguit d’un bit de reconeixement (ACK bit). Les dades es transfereixen amb el bit més 
significatiu (MSB) primer, veure figura 16. Si un esclau no pot rebre o transmetre un 
altre byte complet de dades fins que no s’hagi realitzat una altra funció, per exemple el 
servei d’una interrupció interna, es pot mantenir la línia de rellotge SCL en estat LOW 
per tal de forçar el mestre en un estat d’espera. La transferència de dades continua 






Figura 16. Transferència de dades en el bus I2C 
 
 
3.1.6 ACKNOWLEDGE (ACK) I NOT ACKNOWLEDGE (NACK) 
El reconeixement o Acknowledge es dona a cada final de byte. El bit de reconeixement 
permet al receptor saber que tota la trama s’ha enviat i rebut correctament i un altre 
byte pot ser enviat.  
La senyal de Acknowledge es defineix com: el transmissor allibera la línia SDA durant 
la senyal ACK del rellotge amb la finalitat de posar la línia SDA en estat LOW i es 
manté en aquest estat mentre dura la senyal ACK del rellotge. 
Quan SDA es manté en estat HIGH durant el novè pols de rellotge, es diu que la 
senyal és de Not Acknowledge. En aquesta situació, el mestre pot generar ja sigui una 
condició de STOP per tal d’avortar la transferència, o una condició repetida de START 
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(Repeated Start) per iniciar una nova transferència. Hi ha cinc condicions: 
 
 No hi ha cap receptor en el bus amb l’adreça indicada, per tant no es pot 
respondre amb una senyal de Acknowlegde. 
 
 El receptor no és capaç de rebre o transmetre, ja que està realitzant alguna 
funció en temps real i no  està llest per iniciar la comunicació amb el mestre. 
 
 
 Durant la transferència, el receptor rep dades o ordres que no és capaç de 
reconèixer. 
 
 Durant la transferència, el receptor no pot rebre mes bytes de dades. 
 
 




3.1.7 ADREÇA DE L’ESCLAU I EL BIT R/W 
La transferència de dades segueix el format que es pot observar en la figura 17. 
Desprès de la condició de START, l’adreça de l’esclau és enviada. Aquesta adreça és 
de set bits de llargada seguits d’un bit que indica el sentit de les dades (R/W). Un zero, 
indica transmissió (WRITE) i un u, indica recepció (READ), veure la figura 18. La 
transmissió de dades sempre es finalitza amb la condició de STOP generada per el 
mestre. No obstant, si un mestre vol continuar comunicant-se en el bus, genera una 
condició de START repetida (Sr) i s’adreça a un altre esclau sense generar primer una 









Figura 18. El primer byte despès de la condició de START 
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3.2 LECTURA DEL SENSOR MPU6050 
En el següent apartat es detalla el procés realitzat per a l’obtenció de les dades dels 
acceleròmetres i giroscopis que disposa el sensor mitjançant el bus I2C i un cop s’han 
obtingut, els càlculs realitzats per obtenir els angles d’inclinació del dispositiu. 
En la figura 19, es pot observar el diagrama de flux en que es basa l’adquisició i 




































Figura 19. Diagrama de flux adquisició i tractament de dades del sensor 
 
 
El procediment seguit s’inicia amb la inicialització del sensor i del bus I2C, a 
continuació es comprova que la direcció de l’esclau, en aquest cas el sensor 
MPU6050, sigui la correcta ja que si no és així, no es podrà realitzar la comunicació 
entre sensor i FPGA. Un cop s’ha comprovat que la direcció és la correcta, es passa a 
comprovar si el bus I2C està lliure, si és així, es pot iniciar la transferència de dades. 
Sí tot el procediment anterior és correcte, es passa a la configuració del sensor, que es 
basa en escriure en els seus registres el valors que el fabricant proporciona per a 
obtenir les dades. Aquests registres, les seves direccions i els valors que han de tenir 
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s’ha fet la configuració del sensor, es continua amb el calibratge, per a fer-ho, es 
realitzen 1000 lectures de les quals se’n fa la mitja i aquest és el valor que s’obté 
d’offset. Aquest valor desprès es resta del valor obtingut. 
A continuació s’entra en el bucle que ens proporcionarà, tant les dades de 
l’acceleròmetre com del giroscopi, els angles obtinguts desprès de fer els 
corresponents càlculs i l’aplicació d’un filtre complementari per a la correcció d’errors. 
 
 
3.2.1 SETUP DEL SENSOR 
El sensor disposa de una gran quantitat de registres modificables segons la decisió del 
dissenyador, en aquest treball només es modifiquen els indispensables per al 
funcionament d’aquest. Seguidament es fa una explicació dels registres modificats i els 
valors que s’hi han posat. 
 











Especifica el divisor de la velocitat de 
sortida del giroscopi utilitzada per a 







Configura el mostreig del pin extern de 
sincronització de trama i l’ajust del filtre 













Determina quines mesures es carreguen 
al buffer FIFO 
00 
I2C_MST_CTRL 24 
Configura el bus I2C auxiliar per el 
control d’un sol mestre o de varis 
mestres. També configura la transició 
del mestre auxiliar I2C des de una 
lectura de l’esclau a la següent 
00 
INT_ENABLE 38 




S’utilitza per restablir els camins de 
senyal analògica i digital del giroscopi, 
acceleròmetre i sensor de temperatura  
00 
USER_CTRL 6A 
Permet activar i desactivar el buffer 
FIFO, el mètode mestre i la interfície I2C 
primària. També pot restablir els valors 
del buffer FIFO i del mestre I2C 
00 
PWR_MGMT_1 6B 
Permet a l’usuari configurar el mode 
d’energia i el rellotge. També disposa 
d’un bit per a restablir tot el dispositiu, i 




S’utilitza per a configurar la freqüència 
d’activació dels acceleròmetres quan 
estan en mode baixa potència. També 
00 
Implementació d’un servidor Web en una FPGA 
Cadens Roca, Pau 
30 
 
permet posar eixos individuals de 
l’acceleròmetre i del giroscopi en mode 
d’espera 
FIFO_R_W 74 
Aquest registre s’utilitza per llegir i 
escriure dades des de en buffer FIFO 
00 
   
 
3.2.2 CÀLCUL DELS ANGLES 
Per a realitzar el càlcul dels angles, primer s’han d’obtenir els valors que proporcionen 
l’acceleròmetre i el giroscopi del sensor. Per a fer-ho s’accedeix als registres de 
cadascun dels eixos, tant de l’acceleròmetre com del giroscopi. 
 






El registre emmagatzema  la part alta de les mesures 
més recents de l’eix X de l’acceleròmetre 
ACCEL_XOUT_L 3C 
El registre emmagatzema  la part baixa de les 
mesures més recents de l’eix X de l’acceleròmetre 
ACCEL_YOUT_H 3D 
El registre emmagatzema  la part alta de les mesures 
més recents de l’eix Y de l’acceleròmetre 
ACCEL_YOUT_L 3E 
El registre emmagatzema  la part baixa de les 
mesures més recents de l’eix Y de l’acceleròmetre 
ACCEL_ZOUT_H 3F 
El registre emmagatzema  la part alta de les mesures 
més recents de l’eix Z de l’acceleròmetre 
ACCEL_ZOUT_L 40 
El registre emmagatzema  la part baixa de les 
mesures més recents de l’eix Z de l’acceleròmetre 
GYRO_XOUT_H 43 
El registre emmagatzema  la part alta de les mesures 
més recents de l’eix X del giroscopi 
GYRO_XOUT_L 44 
El registre emmagatzema  la part baixa de les 
mesures més recents de l’eix X del giroscopi 
GYRO_YOUT_H 45 
El registre emmagatzema  la part alta de les mesures 
més recents de l’eix Y del giroscopi 
GYRO_YOUT_L 46 
El registre emmagatzema  la part baixa de les 
mesures més recents de l’eix Y del giroscopi 
GYRO_ZOUT_H 47 
El registre emmagatzema  la part alta de les mesures 
més recents de l’eix Z del giroscopi 
GYRO_ZOUT_L 48 
El registre emmagatzema  la part baixa de les 




Si es té amb compte que l’única força que actua sobre el sensor és la força de 
gravetat. Llavors els valors que s’obtenen en les components de l’acceleròmetre 
corresponen a la gravetat i als angles de la resultant seran la inclinació del pla del 
sensor, suposant que la gravetat és sempre vertical. 
Per trigonometria és possible calcular l’angle d’inclinació fent ús de les equacions 1 i 2. 
  
 
𝐴𝑛𝑔𝑙𝑒 𝑋 = atan (
𝑦
√𝑥2 + 𝑧2
)      (𝑒𝑞. 1) 
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𝐴𝑛𝑔𝑙𝑒 𝑌 = atan (−
𝑥
√𝑦2 + 𝑧2
)      (𝑒𝑞. 2) 
 
 
Com que els angles són calculats a partir de la força de la gravetat, no és possible 
calcular l’angle de l’eix Z sense l’ajuda d’un magnetòmetre.  
Si es sap l’angle inicial de la IMU, es pot sumar el valor que marca el giroscopi per 
saber el nou angle en cada moment, tal i com es pot observar en l’equació 3. 
 
 
𝐴𝑛𝑔𝑙𝑒 𝑋𝑛 = 𝐴𝑛𝑙𝑔𝑒 𝑋𝑛−1  + 𝐺𝑖𝑟𝑜𝑠𝑐𝑜𝑝𝑖 𝑋𝑛  ∗  ∆𝑡      (𝑒𝑞. 3)  
 
 




3.2.3 FILTRE COMPLEMENTARI 
Per a convertir la velocitat angular mesurada en angle d’inclinació, s’integra la sortida 
del giroscopi. Aquesta estimació no està afectada per acceleracions lineals, com 
l’acceleròmetre, però si per una deriva temporal de l’angle. Aquesta deriva és 
provocada per l’error que es comet en realitzar la integració numèrica i perquè en 
integrar la velocitat angular, també s’integra el soroll intern del giroscopi. 
Degut a que el càlcul de l’angle utilitza l’acceleròmetre i el giroscopi, i aquests dos 
tenen limitacions, existeixen diversos algoritmes de fusió de sensors que es poden 
aplicar en el sistema, com el filtre Kalman o el filtre complementari. Es decideix a 
utilitzar el filtre complementari per la seva facilitat d’implementació i el seu baix cost 
computacional. 
El filtre complementari s’utilitza per a obtenir l’estimació d’un senyal a partir de dos 
senyals d’informació redundant. El giroscopi és precís en el càlcul de l’angle i no 
l’afecten les forces externes però té una deriva lenta en el temps, per això s’escull per 
a estimar l’angle a curt termini. En canvi, l’acceleròmetre s’utilitza per a estimar l’angle 
a llarg termini, ja que no té derives però l’afecten les forces lineals en què està sotmès 
el sistema a curt termini. D’aquesta manera la senyal del giroscopi passa per un filtre 
passa alts i la senyal de l’acceleròmetre passa per un filtre passa baixos, tal i com es 





Figura 20. Diagrama de blocs del filtre complementari 
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Per a implementar aquest filtre en la FPGA, s’utilitza l’equació 4. 
 
𝐴𝑛𝑔𝑙𝑒 = 𝛼 ∗ (𝐴𝑛𝑙𝑔𝑒 + 𝐺𝑖𝑟𝑜𝑠𝑐𝑜𝑝𝑖 ∗ 𝑑𝑡) + (1 − 𝛼) ∗ 𝐴𝑐𝑐𝑒𝑙𝑒𝑟ò𝑚𝑒𝑡𝑟𝑒      (𝑒𝑞. 4) 
On α es pot determinar a partir de la constant de temps per al filtre passa baixos i 





      (𝑒𝑞. 5) 
 
 
3.3 SERVIDOR WEB 
Per a la realització del servidor web, s’utilitza Lightweight IP (LwIP). És una 
implementació de la pila de protocols TCP/IP de codi obert per a sistemes encastats, 
es basa en reduir l’ús de memòria i les dimensions de codi per a permetre el seu ús en 
servidors de recursos limitats. Aquesta llibreria s’encarrega de gestionar les 
connexions TCP i de comunicar-se amb el node que intenta establir una comunicació 
amb el servidor. 
Part del codi utilitzat es reaprofita d’un exemple que proporciona el fabricant Avnet[12], 
tot i que s’han realitzat modificacions per adaptar-lo a les necessitats de l’aplicació. 
 
 
3.3.1 CONFIGURACIÓ DELS PARÀMETRES LWIP  
Per a optimitzar el rendiment de la llibreria s’han realitzat diferents modificacions en 
ella. Primerament es modifica el nombre de descriptors Tx i Rx que s’utilitzen. El valor 
òptim per a n_tx_descriptors i n_rx_descriptors per a aquest disseny és de 256. També 
és necessari establir phy_link_speed a CONFIG_LINKSPEED100. El rendiment màxim 
del perifèric ETHERNET_MAC és 100Mbps, per tant s’estableix la velocitat d’enllaç a 
100Mbps. Aquest valor ha de coincidir amb les capacitats d’ETHERNET_MAC i PHY 





Figura 21. Configuració temac_adapter_options 
 
 
El sistema d’arxius del servidor web és una ROM, ja que resideix en la memòria DDR3 
del sistema i proporciona la possibilitat de monitoritzar les dades obtingudes del 
sensor. Per a maximitzar aquest rendiment de servei de dades, s’estableix el nombre 
de memp_n_pbuf i memp_n_tcp_seg a 1024, veure figura 22. 
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Figura 22. Configuració lwip_memory_options 
 
 
Els buffers de paquets (Pbufs) transporten paquets a traves de vàries capes de la pila 
TCP/IP. Per augmentar el rendiment d’Ethernet, es modifica el valor de pbuf_pool_size 





Figura 23. Configuració pbif_options 
 
Per maximitzar l’ús dels buffers Rx, és necessari incrementar les dimensions de la 
finestra TCP. Una trama Ethernet estàndard té una longitud de 1518 bytes, amb 
conseqüència que cada buffer pot contenir una sola trama. De forma predeterminada, 
la finestra de recepció s’estableix en 2048 bytes, cosa que significa que només pot 
transcórrer una trama abans d’enviar el reconeixement de recepció al host. Es duplica 
la dimensió de tcp_wnd a 4096 bytes per mantenir una segona trama en trànsit 
optimitzant l’ús de l’ample de banda, veure figura 24. La variació d’aquest valor afecta 





Figura 24. Configuració tcp_options 
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Per maximitzar el rendiment Tx és necessari que les dimensions de cada segment 
siguin lleugerament menors que les definides per defecte. Les dimensions de cada 
segment controla la quantitat de bytes de càrrega útil per a cada paquet IP. Idealment, 
aquest valor ha de ser el més gran possible per incrementar l’eficiència de transmissió. 
Per al sistema dissenyat, un processador Microblaze connectat a traves d’Ethernet a 
un ordinador amb sistema operatiu Windows, el fabricant recomana un valor de 
tcp_mss de 1450 bytes, veure figura 24. 
 
 
3.3.2 CONFIGURACIÓ DELS PARÀMETRES XILMFS 
El sistema d’arxius de memòria Xilinx (xilmfs) s’utilitza per emmagatzemar una 
col·lecció d’arxius en la memòria de la placa de desenvolupament, que són utilitzats 
per el servidor web i accessibles per el client. Aquests arxius poden ser accedits 
apuntant un navegador web a la direcció IP de la placa de desenvolupament i fent la 
sol·licitud corresponent. 






Figura 25. Configuració xilmfs 
 
 
S’augmenta la dimensió de la memòria fins a 2048000 bytes, es modifica la direcció de 
memòria on s’emmagatzema la imatge creada que conté la pàgina web i és modifica el 
nom de la imatge que carrega.  
 
 
3.3.3 COMPONENTS DEL SISTEMA 
El disseny d’aplicacions s’ha realitzat de forma modular per tal de facilitar la depuració 
del programa, amb una correcta estructuració modular s’aconsegueix obtenir un 
programa compacte, flexible i funcional. 
L’estructura de la plataforma es menciona a continuació i es fa una descripció de les 
funcionalitats de cadascuna. 
 
 Base64.c: codifica les dades binàries i les transforma en format ASCII per 
facilitar la transmissió de dades en format HTML. 
 
 Http_response.c: permet generar una resposta coherent amb el format 
HTTPv1.1. Pot reconèixer i generar respostes i és capaç de generar missatges 
de recursos no trobats en cas de no trobar els recursos en la imatge MFS. 
 
 Main.c: realitza la crida per a la inicialització de Microblaze, inicialització de la 
plataforma hardware, inicialització de la pila TCP/IP, inicialització de serveis del 
sistema i transmet les dades del sensor a la web. 
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 Mpu6050.c: conte les funcions necessàries per a la comunicació i lectura de 
dades amb el sensor. També inclou els càlculs necessaris per a l’obtenció de 
l’angle d’inclinació. 
 
 Platform_fs.c: destinat a la inicialització del sistema d’arxius MFS, conté totes 
les funcionalitats per verificar l’existència i integritat d’una imatge MFS i que en 
el seu directori arrel si trobi l’arxiu index.html. 
 
 Platform.c: conté totes les funcions per a la inicialització de la plataforma com 
per exemple la cache d’instruccions i dades, temporitzadors, registres, 
interrupcions necessaris per al funcionament de la llibreria LWIP.  
 
 
 Prot_malloc.c: aquest mòdul permet reservar espai en la memòria DDR 
SDRAM per a les estructures de dades destinades a l’emmagatzemament dels 
paquets, a més a més, té la funcionalitat de protegir d’accessos no autoritzats a 
la memòria que contingui dades. 
 
 Sha1.c: verifica que les dades no han estat modificades. 
 
 Web_utils.c: genera la capçalera per a la resposta del servidor en format 
HTTPv1.1. També reserva i allibera espai en la memòria DDR per al 
processament HTTP. 
 
 Webserver.c: aquest mòdul està destina a oferir el servei web. Conté funcions 
d’inicialització del servei web, impressió de capçaleres per consola, funció de 





WebSocket és una tecnologia que proporciona un canal de comunicació bidireccional i 
full-duplex sobre un únic socket TCP. Està dissenyada per a ser implementada en 
navegadors i servidors web, però pot ser utilitzada per a qualsevol aplicació 
client/servidor. Degut a que les connexions TCP sobre ports diferents al 80 són 
habitualment bloquejades per els administradors de xarxes, l’ús d’aquesta tecnologia 
proporciona una solució a aquest tipus de limitacions proveint una funcionalitat similar 
a l’obertura de vàries connexions en diferents ports, però multiplexant diferents serveis 
Websocket sobre un únic port TCP. Es pot trobar més informació sobre el protocol 
WebSocket en [13]. 
 
Per aconseguir una baixa latència en la visualització de les dades del sensor en la 
pàgina web, es necessita una comunicació bidireccional diferent a la que proporciona 
el protocol HTTP. Aquest fa peticions GET i POST per a que el servidor li respongui 
amb dades, cosa que augmenta el temps de resposta ja que cada cop que finalitza 
una resposta o petició de dades tanca la connexió. La solució a aquest problema és 
utilitzar WebSockets. Aquest eleva la comunicació HTTP i permet la comunicació 
bidireccional en qualsevol moment sense la necessitat de que el servidor o el client 
hagin de fer una nova petició. Això permet que un cop s’ha establer la comunicació 
amb el servidor, aquest pot enviar informació al client contínuament. En la figura 26, es 
mostra esquemàticament com funciona el protocol  WebSocket. 
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Figura 26. Funcionament protocol WebSocket 
 
 
3.5 PÀGINA WEB 
El disseny de la pàgina web és una tasca que involucra diferents llenguatges de 
programació com per exemple HTML, CSS i JavaScript. Degut al recurs de memòria 
limitat per a la imatge MFS, les fulles d’estils CSS permeten reduir el codi HTML. 
El servidor web fa ús de Scripts de Java pre-construïts per Plot.ly[14]. Aquests Scripts 
faciliten la representació gràfica de les dades obtingudes del sensor. 
La pàgina està segmentada en classes i divisions per a facilitar l’agrupació dels 
objectes en categories. Aquestes permetran assignar o extreure atributs d’un o varis 
objectes. Aquesta particularitat resulta important quan es treballa amb Scrips de Java, 
ja que a cada objecte o grup d’objectes se’ls hi ha assignat una identitat o classe que 
permet reconèixer l’objecte, accedir a ell i establir els atributs CSS. En la figura 27, es 
pot observar la pàgina web visualitzada en el navegador Google Chrome. 
La pàgina mostra el títol del treball, informació sobre el centre d’estudis i universitat de 
l’autor en la part superior. A la part esquerra del cos de la pàgina, hi ha el resum del 
treball i a la dreta es mostra un gràfic que representa la inclinació del dispositiu 
mitjançant un gràfic. 
 
 
Figura 27. Pàgina web que mostra el servidor 
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4 RESULTATS EXPERIMENTALS 
En el següent apartat es detallen les probes aplicades al servidor web i els resultats 
obtinguts. 
Primerament es crea la imatge MFS per a poder executar l’aplicació en la FPGA. Per a 
fer-ho s’ha creat un arxiu .bat que genera la imatge automàticament. En la figura 28, 





Figura 28. Resultat generació arxiu MFS 
 
 
Com es pot observar, l’arxiu MFS conté el document HTML, la fulla d’estils CSS i la 
llibreria plotly.js que és la que permet crear el gràfic amb el qual es mostren els 
resultats del sensor. 
La imatge MFS  ocupa 2009364 bytes i es divideix en 3777 blocs de 532 bytes 
cadascun. Com que en la configuració dels paràmetres XILMFS s’ha destinat un espai 
de memòria de 2048000 bytes, l’arxiu es podrà emmagatzemar en la FPGA. El fet que 
s’incorpori la llibreria plotly en l’arxiu MFS ocasiona que el temps de càrrega de la 
imatge sigui considerablement més llarg, i en conseqüència s’allarga el temps de 
desenvolupament de l’aplicació. 
 
En la figura 29, es pot observar la informació que dona la FPGA per el port sèrie un 
cop es carrega l’aplicació. És pot notar que el procediment de configuració del sensor, 
i el funcionament del bus I2C és correcte i no hi ha cap error en la comunicació entre 
sensor i FPGA. També mostra la velocitat de transmissió que proporciona el servidor 
web, 100 Mbps, i la direcció IP en la qual es troba la pàgina web, 192.168.1.130. 
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Figura 29. Missatge del port sèrie  
 
 
Es realitza un anàlisi de protocols mitjançant el software Wireshark, en ell es pot veure 
com funcionen els diferents protocols HTTP, TCP i WebSocket. En la figura 30, es 
mostra el protocol HTML i s’observa com es carreguen els diferents arxius que formen 
la pàgina web (document HTML, full d’estils CSS i llibreria plotly) i com s’eleva el 





Figura 30. Anàlisi protocol HTTP 
 
 
Pel que fa al protocol Websocket, es nota que la longitud de cada paquet que s’envia 
és de 64 bytes i el temps entre mostres que representa el gràfic és de 51,966 ms, 





Figura 31. Anàlisi protocol WebSocket 
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Pel que fa el protocol TCP, es veu com envia una senyal de reconeixement (ACK) 
indicant que les dades són entregades al seu destí sense errors i en el mateix ordre en 
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Un cop realitzat el treball i observant els objectius marcats en el principi del document 
es conclou el següent.  
El disseny i la implementació d’un servidor web pot ser una tasca tediosa si no es 
disposa dels IPCORES necessaris per a tal funció, ja que crear un software des de 
zero comportaria un temps de desenvolupament i correcció d’errors molt mes llargs. 
El fet d’utilitzar aquests mòduls (IPCORES), faciliten la feina del dissenyador ja que 
només s’ha de centrar en fer un ús correcte de les funcions que ens dona el fabricant. 
La utilització d’una IMU per obtenir els angles d’inclinació del sistema, fa que el treball 
no només es basi en la implementació d’un servidor web en una FPGA, sinó que 
demostra que és un sistema que pot ser utilitzat per a monitoritzar una industria, un 
vehicle o una casa entre altres. 
Fent ús dels diferents protocols necessaris per a la comunicació entre servidor web i 
navegador web, s’aconsegueix mostrar una pàgina web creada per el dissenyador que 
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FUTURES LÍNIES DE TREBALL 
El treball realitzat amb títol Implementació d’un servidor Web en una FPGA, obre un 
ventall de línies futures d’investigació de temes relacionats en ell. Algunes d’aquestes 
podrien ser: 
 
 Utilitzar una FPGA d’una categoria superior a la utilitzada en la qual s’hi pugui 
allotjar una pàgina web que contingui una quantitat d’arxius major (imatges, 
documents, documents audiovisuals, etc). 
 
 Augmentar el nombre de esclaus en el bus I2C i controlar la comunicació d’ells 
amb el mestre, per tal d’obtenir un sistema que pugui monitoritzar tot un procés 
industrial. 
 
 Dissenyar una aplicació que no només monitoritzi, sinó que controli un 
dispositiu, fent ús de les sortides que disposa la placa de desenvolupament. 
 
 Fer un estudi de els protocols que s’utilitzen per a la comunicació client-
servidor, i variar la configuració de la FPGA per tal d’optimitzar-la segons 
l’aplicació a la que es destina. 
 
 Creació d’una pàgina web accessible des de un dispositiu mòbil. 
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/* ack but it's fast and const should make it shared text page. */ 
static const unsigned char pr2six[256] = 
{ 
    /* ASCII table */ 
    64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 
    64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 
    64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 62, 64, 64, 64, 63, 
    52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 64, 64, 64, 64, 64, 64, 
    64,  0,  1,  2,  3,  4,  5,  6,  7,  8,  9, 10, 11, 12, 13, 14, 
    15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 64, 64, 64, 64, 64, 
    64, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 
    41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 64, 64, 64, 64, 64, 
    64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 
    64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 
    64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 
    64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 
    64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 
    64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 
    64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 
    64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64, 64 
}; 
int Base64decode_len(const char *bufcoded) 
{ 
    int nbytesdecoded; 
    register const unsigned char *bufin; 
    register int nprbytes; 
    bufin = (const unsigned char *) bufcoded; 
    while (pr2six[*(bufin++)] <= 63); 
    nprbytes = (bufin - (const unsigned char *) bufcoded) - 1; 
    nbytesdecoded = ((nprbytes + 3) / 4) * 3; 
    return nbytesdecoded + 1; 
} 
int Base64decode(char *bufplain, const char *bufcoded) 
{ 
    int nbytesdecoded; 
    register const unsigned char *bufin; 
    register unsigned char *bufout; 
    register int nprbytes; 
    bufin = (const unsigned char *) bufcoded; 
    while (pr2six[*(bufin++)] <= 63); 
    nprbytes = (bufin - (const unsigned char *) bufcoded) - 1; 
    nbytesdecoded = ((nprbytes + 3) / 4) * 3; 
    bufout = (unsigned char *) bufplain; 
    bufin = (const unsigned char *) bufcoded; 
    while (nprbytes > 4) { 
    *(bufout++) = 
        (unsigned char) (pr2six[*bufin] << 2 | pr2six[bufin[1]] >> 4); 
    *(bufout++) = 
        (unsigned char) (pr2six[bufin[1]] << 4 | pr2six[bufin[2]] >> 2); 
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    *(bufout++) = 
        (unsigned char) (pr2six[bufin[2]] << 6 | pr2six[bufin[3]]); 
    bufin += 4; 
    nprbytes -= 4; 
    } 
    /* Note: (nprbytes == 1) would be an error, so just ingore that case */ 
    if (nprbytes > 1) { 
    *(bufout++) = 
        (unsigned char) (pr2six[*bufin] << 2 | pr2six[bufin[1]] >> 4); 
    } 
    if (nprbytes > 2) { 
    *(bufout++) = 
        (unsigned char) (pr2six[bufin[1]] << 4 | pr2six[bufin[2]] >> 2); 
    } 
    if (nprbytes > 3) { 
    *(bufout++) = 
        (unsigned char) (pr2six[bufin[2]] << 6 | pr2six[bufin[3]]); 
    } 
    *(bufout++) = '\0'; 
    nbytesdecoded -= (4 - nprbytes) & 3; 
    return nbytesdecoded; 
} 
static const char basis_64[] = 
    "ABCDEFGHIJKLMNOPQRSTUVWXYZabcdefghijklmnopqrstuvwxyz0123456789+/"; 
int Base64encode_len(int len) 
{ 
    return ((len + 2) / 3 * 4) + 1; 
} 
int Base64encode(char *encoded, const char *string, int len) 
{ 
    int i; 
    char *p; 
    p = encoded; 
    for (i = 0; i < len - 2; i += 3) { 
    *p++ = basis_64[(string[i] >> 2) & 0x3F]; 
    *p++ = basis_64[((string[i] & 0x3) << 4) | 
                    ((int) (string[i + 1] & 0xF0) >> 4)]; 
    *p++ = basis_64[((string[i + 1] & 0xF) << 2) | 
                    ((int) (string[i + 2] & 0xC0) >> 6)]; 
    *p++ = basis_64[string[i + 2] & 0x3F]; 
    } 
    if (i < len) { 
    *p++ = basis_64[(string[i] >> 2) & 0x3F]; 
    if (i == (len - 1)) { 
        *p++ = basis_64[((string[i] & 0x3) << 4)]; 
        *p++ = '='; 
    } 
    else { 
        *p++ = basis_64[((string[i] & 0x3) << 4) | 
                        ((int) (string[i + 1] & 0xF0) >> 4)]; 
        *p++ = basis_64[((string[i + 1] & 0xF) << 2)]; 
    } 
    *p++ = '='; 
    } 
    *p++ = '\0'; 
    return p - encoded; 
} 
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struct tcp_pcb * WSpcb; 
u8 WS_ok = 0; 
extern u32 spi_ADC_reading; 
char *notfound_header = 
 "<html> \ 
 <head> \ 
  <title>404</title> \ 
  <style type=\"text/css\"> \ 
  div#request {background: #eeeeee} \ 
  </style> \ 
 </head> \ 
 <body> \ 
 <h1>404 Page Not Found</h1> \ 
 <div id=\"request\">"; 
char *notfound_footer = 
 "</div> \ 
 </body> \ 
 </html>"; 
/* dynamically generate 404 response: 
 * this inserts the original request string in betwween the notfound_header & footer strings 
 */ 
int do_404(struct tcp_pcb *pcb, char *req, int rlen) 
{ 
 int len, hlen; 
 int BUFSIZE = 1024; 
 char buf[BUFSIZE]; 
 err_t err; 
 len = strlen(notfound_header) + strlen(notfound_footer) + rlen; 
 hlen = generate_http_header((char *)buf, "html", len); 
 if (tcp_sndbuf(pcb) < hlen) 
 { 
  xil_printf("cannot send 404 message, tcp_sndbuf = %d bytes, message length = %d 
bytes\r\n", tcp_sndbuf(pcb), hlen); 
  return -1; 
 } 
 
 if ((err = tcp_write(pcb, buf, hlen, 1)) != ERR_OK) 
 { 
  xil_printf("%s: error (%d) writing 404 http header\r\n", __FUNCTION__, err); 
  return -1; 
 } 
 
 tcp_write(pcb, notfound_header, strlen(notfound_header), 1); 
 tcp_write(pcb, req, rlen, 1); 
 tcp_write(pcb, notfound_footer, strlen(notfound_footer), 1); 
 return 0; 
} 
int do_http_post(struct tcp_pcb *pcb, char *req, int rlen) 
{ 
 int BUFSIZE = 1024; 
 unsigned char buf[BUFSIZE]; 
 if (tcp_write(pcb, buf, rlen, 1) != ERR_OK) 
 { 
  xil_printf("error writing http POST response to socket\n\r"); 
  xil_printf("http header = %s\r\n", buf); 
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  return -1; 
 } 
 return 0; 
} 
/* respond for a file GET request */ 
int do_http_get(struct tcp_pcb *pcb, char *req, int rlen) 
{ 
 int BUFSIZE = 1400; 
 char filename[MAX_FILENAME]; 
 unsigned char buf[BUFSIZE]; 
 signed int fsize, hlen, n; 
 int fd; 
 char *fext; 
 err_t err; 
 /* determine file name */ 
 extract_file_name(filename, req, rlen, MAX_FILENAME); 
 if(!strncmp(filename, "new_ws", strlen("new_ws"))) 
 { 
  xil_printf("Upgrading socket!\r\n"); 
  hlen = generate_ws_upgrade_header((char *)buf, req, rlen); 
  /* Turn on TCP Keepalive for the given pcb */ 
  pcb->so_options |= SOF_KEEPALIVE|SOF_REUSEADDR|SOF_ACCEPTCONN; 
  pcb->keep_idle = 10000; 
  pcb->keep_cnt_sent = 255; 
  if ((err = tcp_write(pcb, buf, hlen, 3)) != ERR_OK) 
  { 
   xil_printf("Error creating WS handshake\r\n"); 
   xil_printf("error (%d) writing http header to socket\r\n", err); 
   xil_printf("attempted to write #bytes = %d, tcp_sndbuf = %d\r\n", hlen, 
tcp_sndbuf(pcb)); 
   xil_printf("http header = %s\r\n", buf); 
   return -1; 
  } 
  if ((err = tcp_output(pcb)) != ERR_OK) 
  { 
   xil_printf("Error creating WS handshake\r\n"); 
   xil_printf("error (%d) sending http header to socket\r\n", err); 
   xil_printf("attempted to write #bytes = %d, tcp_sndbuf = %d\r\n", hlen, 
tcp_sndbuf(pcb)); 
   xil_printf("http header = %s\r\n", buf); 
   return -1; 
  } 
  WSpcb = pcb; 
  WS_ok = 1; 
  return 0; 
 } 
 /* respond with 404 if not present */ 
 if (mfs_exists_file(filename) != 1) 
 { 
  xil_printf("requested file %s not found, returning 404\r\n", filename); 
  do_404(pcb, req, rlen); 
  return -1; 
 } 
 /* respond with correct file */ 
 /* debug statement on UART */ 
 xil_printf("http GET: %s\r\n", filename); 
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 /* get a pointer to file extension */ 
 fext = get_file_extension(filename); 
 fd = mfs_file_open(filename, MFS_MODE_READ); 
 if (fd == -1) 
 { 
  platform_init_fs(); 
  extract_file_name(filename, req, rlen, MAX_FILENAME); 
  if (mfs_exists_file(filename) != 1) 
  { 
   xil_printf("requested file %s not found, returning 404\r\n", filename); 
   do_404(pcb, req, rlen); 
   return -1; 
  } 
  fext = get_file_extension(filename); 
  fd = mfs_file_open(filename, MFS_MODE_READ); 
  return -1; 
 } 
 /* obtain file size, 
  * note that lseek with offset 0, MFS_SEEK_END does not move file pointer */ 
 fsize = mfs_file_lseek(fd, 0, MFS_SEEK_END); 
 if (fsize == -1) 
 { 
  xil_printf("\r\nFile Read Error\r\n"); 
  return -1; 
 } 
 /* write the http headers */ 
 hlen = generate_http_header((char *)buf, fext, fsize); 
 if ((err = tcp_write(pcb, buf, hlen, 3)) != ERR_OK) 
 { 
  xil_printf("Error generating http header\r\n"); 
  xil_printf("error (%d) writing http header to socket\r\n", err); 
  xil_printf("attempted to write #bytes = %d, tcp_sndbuf = %d\r\n", hlen, 
tcp_sndbuf(pcb)); 
  xil_printf("http header = %s\r\n", buf); 
  return -1; 
 } 
 /* now write the file */ 
 while (fsize > 0) 
 { 
  int sndbuf; 
  sndbuf = tcp_sndbuf(pcb); 
  if (sndbuf < BUFSIZE) 
  { 
   http_arg *a = (http_arg *)pcb->callback_arg; 
   a->fd = fd; 
   a->fsize = fsize; 
   return -1; 
  } 
  n = mfs_file_read(fd, (char *)buf, BUFSIZE); 
  if ((err = tcp_write(pcb, buf, n, 3)) != ERR_OK) 
  { 
   xil_printf("error writing file (%s) to socket, remaining unwritten bytes = 
%d\r\n", filename, fsize - n); 
   xil_printf("attempted to lwip_write %d bytes, tcp write error = %d\r\n", n, 
err); 
   break; 
  } 
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  if (fsize >= n) 
  { 
   fsize -= n; 
  } 
  else 
  { 
   fsize = 0; 
  } 
 } 
 mfs_file_close(fd); 
 return 0; 
} 
enum http_req_type decode_http_request(char *req, int l) 
{ 
 char *new_ws_str = "GET /new_ws"; 
 char *get_str = "GET"; 
 char *post_str = "POST"; 
 if(!strncmp(req, new_ws_str, strlen(new_ws_str))) 
 { 
  return HTTP_NEW_WS; 
 } 
 else if (!strncmp(req, get_str, strlen(get_str))) 
 { 
  return HTTP_GET; 
 } 
 else if (!strncmp(req, post_str, strlen(post_str))) 
 { 
  return HTTP_POST; 
 } 
 
 return HTTP_UNKNOWN; 
} 
void dump_payload(char *p, int len) 
{ 
 int i, j; 
 for (i = 0; i < len; i+=16) 
 { 
  for (j = 0; j < 16; j++) 
  { 
   xil_printf("%c ", p[i+j]); 
  } 
  xil_printf("\r\n"); 
 } 
 xil_printf("total len = %d\r\n", len); 
} 
/* generate and write out an appropriate response for the http request 
 * this assumes that tcp_sndbuf is high enough to send atleast 1 packet */ 
int generate_response(struct tcp_pcb *pcb, char *http_req, int http_req_len) 
{ 
 enum http_req_type request_type = decode_http_request(http_req, http_req_len); 
 switch(request_type) 
 { 
  case HTTP_NEW_WS: 
  case HTTP_GET: 
   return do_http_get(pcb, http_req, http_req_len); 
  case HTTP_POST: 
   return do_http_post(pcb, http_req, http_req_len); 
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  default: 
   return -1; 
 } 
} 
void WSMaskUnmaskData(u8 * originalData, u8 len, u8 * maskingKey, u8 * transformedData) 
{ 
 int i = 0; 
 for (i = 0; i < len; i++) 
 { 
  transformedData[i] = originalData[i] ^ maskingKey[i % 4]; 
 } 
} 
int updateWSWithWaterLevel(struct tcp_pcb * pcb, int angle_x, int angle_y) 
{ 
 u8 txBuff[128] = {'\0'}; 
 u8 angleX[5] = {'\0'}; 
 u8 angleY[5] = {'\0'}; 
 err_t err; 
 myItoA(angle_x, &angleX[0]); 
 myItoA(angle_y, &angleY[0]); 
 txBuff[0] = 0x81; 
 txBuff[1] = 8; /* bytes de longitud de les dades enviades */ 
 txBuff[2] = 'X'; 
 txBuff[6] = 'Y'; 
 memcpy(&txBuff[3], &angleX[0], strlen((char *) angleX)); 
 memcpy(&txBuff[7], &angleY[0], strlen((char *) angleY)); 
 if ((err = tcp_write(pcb, txBuff, strlen((char *) txBuff), 3)) != ERR_OK) 
 { 
  xil_printf("Error sending WS timed data\r\n"); 
  return -1; 
 } 
 if ((err = tcp_output(pcb)) != ERR_OK) 
 { 
  xil_printf("Error sending WS timed data\r\n"); 
  return -1; 
 } 
 return strlen((char *) txBuff); 
} 
void myItoA(int value, u8 * buffer) 
{ 
 if (value < 0) 
 { 
  buffer[0] = '-'; 




  buffer[0] = '+'; 
 } 
 buffer[2] = (value % 10) + '0'; 
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#if LWIP_TCP_KEEPALIVE == 0 
 //#define LWIP_TCP_KEEPALIVE 1 
#endif 
#define ETHERNET_MAC_ADDRESS {0x00, 0x0a, 0x35, 0x00, 0x01, 0x02} 
 
#if LWIP_DHCP==1 
 extern volatile int dhcp_timoutcntr; 
#endif 
extern volatile int TcpFastTmrFlag; 
extern volatile int TcpSlowTmrFlag; 
extern volatile int fastestTmrFlag; 
extern u8 WS_ok; 
extern struct tcp_pcb * WSpcb; 
extern u32 start; 
extern float XANGLE; 
extern float YANGLE; 
extern XTmrCtr FilterTimer; 
/* the mac address of the board. this should be unique per board */ 
unsigned char mac_ethernet_address[] = ETHERNET_MAC_ADDRESS; 
struct netif *netif, server_netif; 
struct ip_addr ipaddr, netmask, gw; // gw = gateway 
float angle_x = 0; 
float angle_y = 0; 
u8 mpu_ok = 0; 
int main(void) 
{ 
 /* clears output */ 
 xil_printf("%c[2J",27); 
 netif = &server_netif; 
 if (init_platform() < 0) 
 { 
  xil_printf("ERROR initializing platform.\r\n"); 
  return -1; 
 } 
 if (MpuSensorInit() != XST_SUCCESS) 
 { 
  xil_printf("ERROR initializing MPU6050.\r\n"); 
  return -1; 
 } 
 else 
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  mpu_ok = 1; 
 } 
 
 // Initialize the Timer for filter 
 if (XTmrCtr_Initialize(&FilterTimer, XPAR_AXI_TIMER_1_DEVICE_ID) != XST_SUCCESS){ 
  printf("Timer failed to initialize\r\n"); 
  return XST_FAILURE; 
 } 
 XTmrCtr_SetResetValue(&FilterTimer, 1, 0); 
 XTmrCtr_Start(&FilterTimer, 1); 
 xil_printf("\r\n"); 
 xil_printf("----- Treball Final de Màster -----\r\n"); 
 xil_printf("----- Pau Cadens Roca-----\r\n"); 
 lwip_init(); 
 /* initliaze IP addresses to be used */ 
 #if (LWIP_DHCP==0) 
  IP4_ADDR(&ipaddr,  192, 168,   1, 10); 
  IP4_ADDR(&netmask, 255, 255, 255,  0); 
  IP4_ADDR(&gw,      192, 168,   1,  1); 
  print_ip_settings(&ipaddr, &netmask, &gw); 
 #elif (LWIP_DHCP==1) 
  ipaddr.addr = 0; 
  gw.addr = 0; 
  netmask.addr = 0; 
 #endif 
 /* Add network interface to the netif_list, and set it as default */ 
 if (!xemac_add(netif,&ipaddr, &netmask, &gw, mac_ethernet_address, 
PLATFORM_EMAC_BASEADDR)) 
 { 
  xil_printf("Error adding N/W interface\r\n"); 
  return -1; 
 } 
 /* set the default network interface (ethernet) */ 
 netif_set_default(netif); 
 /* specify that the network if is up */ 
 netif_set_up(netif); 
 /* now enable interrupts */ 
 platform_enable_interrupts(); 
 #if (LWIP_DHCP==1) 
  /* Create a new DHCP client for this interface. 
   * Note: you must call dhcp_fine_tmr() and dhcp_coarse_tmr() at 
   * the predefined regular intervals after starting the client. 
   */ 
  dhcp_start(netif); 
  dhcp_timoutcntr = 24; 
  xil_printf("Poking router for DHCP... "); 
  while(((netif->ip_addr.addr) == 0) && (dhcp_timoutcntr > 0)) 
  { 
   xemacif_input(netif); 
   if (TcpFastTmrFlag) 
   { 
    tcp_fasttmr(); 
    TcpFastTmrFlag = 0; 
   } 
   if (TcpSlowTmrFlag) 
   { 
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    tcp_slowtmr(); 
    TcpSlowTmrFlag = 0; 
   } 
  } 
 
  if (dhcp_timoutcntr <= 0) 
  { 
   if ((netif->ip_addr.addr) == 0) 
   { 
    xil_printf("Timeout\r\n"); 
    xil_printf("Trying to configure default IP of 192.168.1.10\r\n"); 
    IP4_ADDR(&(netif->ip_addr),192,168,1,10); 
    IP4_ADDR(&(netif->netmask),255, 255,255,0); 
    IP4_ADDR(&(netif->gw),192,168, 1, 1); 
   } 
  } 
  else 
  { 
   /* receive and process packets */ 
   xil_printf("OK\r\n"); 
   xil_printf("DHCP gave following configuration\r\n"); 
  } 
  print_ip_settings(&(netif->ip_addr), &(netif->netmask), &(netif->gw)); 
 #endif 
 /* start the application (web server) */ 
 xil_printf("Starting web app... "); 
 if(start_web_application() != 0) 
 { 




  xil_printf("Web app started\r\n"); 
  print_headers(&(netif->ip_addr)); 
 } 
 while (1) 
 { 
  if (TcpFastTmrFlag) 
  { 
   tcp_fasttmr(); 
   TcpFastTmrFlag = 0; 
  } 
  if (TcpSlowTmrFlag) 
  { 
   tcp_slowtmr(); 
   TcpSlowTmrFlag = 0; 
  } 
  if(fastestTmrFlag) 
  { 
   if(WS_ok > 0) 
   { 
    filterTimerStart(); 
    Get_Raw_Gyro(); 
    Get_Raw_Accel(); 
    Get_Angles(); 
    filtre(start); 
    updateWSAngle(WSpcb, (int)XANGLE, (int)YANGLE); 
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   } 
   fastestTmrFlag = 0; 
  } 
  xemacif_input(netif); 
  transfer_web_data(); 
 } 
 /* never reached */ 
 cleanup_platform(); 
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#include "stdio.h"   
#include "xstatus.h" 
/***** Definició variables *****/ 
XIic Iic; 
XIic_Config * ConfigPtr; 
XTmrCtr FilterTimer; 
Xint16 ACCEL_XOUT = 0; 
Xint16 ACCEL_YOUT = 0; 
Xint16 ACCEL_ZOUT = 0; 
float XANGLE = 0; 
float YANGLE = 0; 
Xint16 GYRO_XOUT = 0; 
Xint16 GYRO_YOUT = 0; 
Xint16 GYRO_ZOUT = 0; 
float GYRO_XRATE = 0; 
float GYRO_YRATE = 0; 
float GYRO_ZRATE = 0; 
float GYRO_XOUT_OFFSET = 0; 
float GYRO_YOUT_OFFSET = 0; 
float GYRO_ZOUT_OFFSET = 0; 
int G_R = 131.0; 
float RAD2DEG = 57.259; 
int A_R = 16384.0; 
u32 start = 0; 
/***** Inicialització Sensor *****/ 
int MpuSensorInit(void){ 
 int Status; 
 static int Initialized = FALSE; 
 u8 registre [2] = {0}; 
 
 if (!Initialized){ 
  Initialized = TRUE; 
  printf("Lookup Configuration\r\n"); 
  ConfigPtr =XIic_LookupConfig(IIC_DEVICE_ID); 
  if (ConfigPtr == NULL){ 
   return XST_FAILURE; 
   printf("Error: Lookup Configuration Failure!\r\n"); 
  } 
  printf("Lookup Configuration OK\r\n"); 
  printf("Configuration Initialize \r\n"); 
  Status = XIic_CfgInitialize(&Iic, ConfigPtr, ConfigPtr->BaseAddress); 
  if (Status != XST_SUCCESS){ 
   return XST_FAILURE; 
   printf("Error: Configuration Initialize Failure!\r\n"); 
  } 
  printf("Configuration Initialize OK\r\n"); 
  printf("I2C Start \r\n"); 
  Status = XIic_Start(&Iic); 
  if (Status != XST_SUCCESS){ 
   return XST_FAILURE; 
   printf("Error: I2C Start Failure!\r\n"); 
  } 
  printf("I2C Start OK\r\n"); 
  printf("Setting Address I2C\r\n"); 
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  Status = XIic_SetAddress(&Iic, XII_ADDR_TO_SEND_TYPE, MPU6050_ADDRESS); 
  if (Status != XST_SUCCESS){ 
   return XST_FAILURE; 
   printf("Error: Setting I2C Address Failure!\r\n"); 
  } 
  printf("I2C Address OK\r\n"); 
 } 
 if (XIic_IsIicBusy(&Iic)){ 
  printf("The Bus I2C is Busy\r\n"); 
 } 
 else{ 
  printf("The Bus I2C is Free\r\n"); 
 } 
 MPU6050_Test_I2C(); 
 registre[0] = MPU6050_PWR_MGMT_1; 
 registre[1] = 0; 
 XIic_Send(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &registre[0], 2, XIIC_STOP); 
 Calibrate_Gyros(); 
 return Status; 
} 
/***** Test  bus I2C *****/ 
void MPU6050_Test_I2C(){ 
u8 registre_que_volem_llegir = MPU6050_WHO_AM_I; 
     u8 dades_rebudes_del_mpu = 0; 
    printf("Starting MPU6050 I2C Test\r\n"); 
    XIic_Send(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &registre_que_volem_llegir, 1, XIIC_STOP); 
//XIIC_REPEATED_START 
    XIic_Recv(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &dades_rebudes_del_mpu, 1, XIIC_STOP); 
    if (dades_rebudes_del_mpu == MPU6050_ADDRESS){ 
     printf("I2C Read Test OK\r\n"); 
     printf("MPU6050 Address: 0x%x\r\n",dades_rebudes_del_mpu); 
    } 
    else{ 
     printf("I2C Read Test Failure\r\n"); 
     printf("MPU6050 Address: 0x%x\r\n",dades_rebudes_del_mpu); 
     //STOP!! 
        while(1){} 
    } 
} 
/***** Setup sensor MPU6050 *****/ 
void Setup_MPU6050(){ 
 u8 registre[2] = {0,0}; 
    //Sets sample rate to 8000/1+7 = 1000Hz 
 registre[0] = MPU6050_SMPLRT_DIV; 
 registre[1] = 0x07; 
    XIic_Send(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &registre[0], 2, XIIC_STOP); 
    //Disable FSync, 256Hz DLPF 
    registre[0] = MPU6050_CONFIG; 
 registre[1] = 0x00; 
    XIic_Send(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &registre[0], 2, XIIC_STOP); 
    //Disable gyro self tests, scale of 250 degrees/s  gyro_sensivity = 131 
    registre[0] = MPU6050_GYRO_CONFIG; 
 registre[1] = 0x00; 
 XIic_Send(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &registre[0], 2, XIIC_STOP); 
    //Disable accel self tests, scale of +-2g, no DHPF 
 registre[0] = MPU6050_ACCEL_CONFIG; 
 registre[1] = 0x00; 
Implementació d’un servidor Web en una FPGA 
Cadens Roca, Pau 
56 
 
 XIic_Send(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &registre[0], 2, XIIC_STOP); 
    //Freefall threshold of |0mg| 
 registre[0] = MPU6050_FF_THR; 
 registre[1] = 0x00; 
 XIic_Send(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &registre[0], 2, XIIC_STOP); 
    //Freefall duration limit of 0 
 registre[0] = MPU6050_FF_DUR; 
 registre[1] = 0x00; 
 XIic_Send(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &registre[0], 2, XIIC_STOP); 
    //Motion threshold of 0mg 
 registre[0] = MPU6050_MOT_THR; 
 registre[1] = 0x00; 
 XIic_Send(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &registre[0], 2, XIIC_STOP); 
    //Motion duration of 0s 
 registre[0] = MPU6050_MOT_DUR; 
 registre[1] = 0x00; 
 XIic_Send(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &registre[0], 2, XIIC_STOP); 
    //Zero motion threshold 
 registre[0] = MPU6050_ZRMOT_THR; 
 registre[1] = 0x00; 
 XIic_Send(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &registre[0], 2, XIIC_STOP); 
    //Zero motion duration threshold 
 registre[0] = MPU6050_ZRMOT_DUR; 
 registre[1] = 0x00; 
 XIic_Send(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &registre[0], 2, XIIC_STOP); 
    //Disable sensor output to FIFO buffer 
 registre[0] = MPU6050_FIFO_EN; 
 registre[1] = 0x00; 
 XIic_Send(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &registre[0], 2, XIIC_STOP); 
    //AUX I2C setup 
    //Sets AUX I2C to single master control, plus other config 
 registre[0] = MPU6050_I2C_MST_CTRL; 
 registre[1] = 0x00; 
 XIic_Send(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &registre[0], 2, XIIC_STOP); 
    //Enable data ready interrupt 
 registre[0] = MPU6050_INT_ENABLE; 
 registre[1] = 0x00; 
 XIic_Send(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &registre[0], 2, XIIC_STOP); 
    //Reset sensor signal paths 
 registre[0] = MPU6050_SIGNAL_PATH_RESET; 
 registre[1] = 0x00; 
 XIic_Send(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &registre[0], 2, XIIC_STOP); 
    //Motion detection control 
 registre[0] = MPU6050_MOT_DETECT_CTRL; 
 registre[1] = 0x00; 
 XIic_Send(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &registre[0], 2, XIIC_STOP); 
    //Disables FIFO, AUX I2C, FIFO and I2C reset bits to 0 
 registre[0] = MPU6050_USER_CTRL; 
 registre[1] = 0x00; 
 XIic_Send(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &registre[0], 2, XIIC_STOP); 
    //Sets clock source to gyro reference w/ PLL 
 registre[0] = MPU6050_PWR_MGMT_1; 
 registre[1] = 0b00000010; 
 XIic_Send(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &registre[0], 2, XIIC_STOP); 
    //Controls frequency of wakeups in accel low power mode plus the sensor standby modes 
 registre[0] = MPU6050_PWR_MGMT_2; 
 registre[1] = 0x00; 
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 XIic_Send(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &registre[0], 2, XIIC_STOP); 
    //Data transfer to and from the FIFO buffer 
 registre[0] = MPU6050_FIFO_R_W; 
 registre[1] = 0x00; 
 XIic_Send(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &registre[0], 2, XIIC_STOP); 
    xil_printf("MPU6050 Setup Complete\r\n"); 
} 
/***** Calibrate Gyros *****/ 
void Calibrate_Gyros(){ 
 xil_printf("Calibrating Gyros...\r\n"); 
 u8 registre_que_volem_llegir = 0; 
 u8 GYRO_XOUT_H, GYRO_XOUT_L, GYRO_YOUT_H, GYRO_YOUT_L, GYRO_ZOUT_H, 
GYRO_ZOUT_L; 
 Xint32 GYRO_XOUT_OFFSET_1000SUM = 0, GYRO_YOUT_OFFSET_1000SUM = 0, 
GYRO_ZOUT_OFFSET_1000SUM = 0; 
 int x = 0; 
 for(x = 0; x<1000; x++) 
 { 
  registre_que_volem_llegir = MPU6050_GYRO_XOUT_H; 
     XIic_Send(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &registre_que_volem_llegir, 1, 
XIIC_STOP); 
     XIic_Recv(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &GYRO_XOUT_H, 1, XIIC_STOP); 
  registre_que_volem_llegir = MPU6050_GYRO_XOUT_L; 
     XIic_Send(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &registre_que_volem_llegir, 1, 
XIIC_STOP); 
     XIic_Recv(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &GYRO_XOUT_L, 1, XIIC_STOP); 
 
  registre_que_volem_llegir = MPU6050_GYRO_YOUT_H; 
     XIic_Send(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &registre_que_volem_llegir, 1, 
XIIC_STOP); 
     XIic_Recv(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &GYRO_YOUT_H, 1, XIIC_STOP); 
  registre_que_volem_llegir = MPU6050_GYRO_YOUT_L; 
     XIic_Send(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &registre_que_volem_llegir, 1, 
XIIC_STOP); 
     XIic_Recv(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &GYRO_YOUT_L, 1, XIIC_STOP); 
 
  registre_que_volem_llegir = MPU6050_GYRO_ZOUT_H; 
     XIic_Send(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &registre_que_volem_llegir, 1, 
XIIC_STOP); 
     XIic_Recv(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &GYRO_ZOUT_H, 1, XIIC_STOP); 
  registre_que_volem_llegir = MPU6050_GYRO_ZOUT_L; 
     XIic_Send(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &registre_que_volem_llegir, 1, 
XIIC_STOP); 
     XIic_Recv(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &GYRO_ZOUT_L, 1, XIIC_STOP); 
  
  GYRO_XOUT_OFFSET_1000SUM += ((GYRO_XOUT_H<<8)|GYRO_XOUT_L); 
  GYRO_YOUT_OFFSET_1000SUM += ((GYRO_YOUT_H<<8)|GYRO_YOUT_L); 
  GYRO_ZOUT_OFFSET_1000SUM += ((GYRO_ZOUT_H<<8)|GYRO_ZOUT_L); 
  delay_ms(1); 
 }  
 GYRO_XOUT_OFFSET = GYRO_XOUT_OFFSET_1000SUM/1000; 
 GYRO_YOUT_OFFSET = GYRO_YOUT_OFFSET_1000SUM/1000; 
 GYRO_ZOUT_OFFSET = GYRO_ZOUT_OFFSET_1000SUM/1000; 
 printf("\r\nGyro X offset sum: %ld Gyro X offset: %f", GYRO_XOUT_OFFSET_1000SUM, 
GYRO_XOUT_OFFSET); 
 printf("\r\nGyro Y offset sum: %ld Gyro Y offset: %f", GYRO_YOUT_OFFSET_1000SUM, 
GYRO_YOUT_OFFSET); 
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/*****Acc RAW *****/ 
void Get_Raw_Accel(void){ 
 Xuint8 ACCEL_XOUT_H = 0; 
 Xuint8 ACCEL_XOUT_L = 0; 
 Xuint8 ACCEL_YOUT_H = 0; 
 Xuint8 ACCEL_YOUT_L = 0; 
 Xuint8 ACCEL_ZOUT_H = 0; 
 Xuint8 ACCEL_ZOUT_L = 0; 
 u8 registre_que_volem_llegir = 0; 
 registre_que_volem_llegir = MPU6050_ACCEL_XOUT_H; 
    XIic_Send(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &registre_que_volem_llegir, 1, XIIC_STOP); 
    XIic_Recv(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &ACCEL_XOUT_H, 1, XIIC_STOP); 
 registre_que_volem_llegir = MPU6050_ACCEL_XOUT_L; 
    XIic_Send(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &registre_que_volem_llegir, 1, XIIC_STOP); 
    XIic_Recv(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &ACCEL_XOUT_L, 1, XIIC_STOP); 
 registre_que_volem_llegir = MPU6050_ACCEL_YOUT_H; 
    XIic_Send(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &registre_que_volem_llegir, 1, XIIC_STOP); 
    XIic_Recv(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &ACCEL_YOUT_H, 1, XIIC_STOP); 
 registre_que_volem_llegir = MPU6050_ACCEL_YOUT_L; 
    XIic_Send(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &registre_que_volem_llegir, 1, XIIC_STOP); 
    XIic_Recv(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &ACCEL_YOUT_L, 1, XIIC_STOP); 
 registre_que_volem_llegir = MPU6050_ACCEL_ZOUT_H; 
    XIic_Send(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &registre_que_volem_llegir, 1, XIIC_STOP); 
    XIic_Recv(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &ACCEL_ZOUT_H, 1, XIIC_STOP); 
 registre_que_volem_llegir = MPU6050_ACCEL_ZOUT_L; 
    XIic_Send(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &registre_que_volem_llegir, 1, XIIC_STOP); 
    XIic_Recv(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &ACCEL_ZOUT_L, 1, XIIC_STOP); 
 ACCEL_XOUT = (((ACCEL_XOUT_H<<8)|ACCEL_XOUT_L); 
 ACCEL_YOUT = (((ACCEL_YOUT_H<<8)|ACCEL_YOUT_L); 
 ACCEL_ZOUT = (((ACCEL_ZOUT_H<<8)|ACCEL_ZOUT_L); 
} 
/***** gyro RAW *****/ 
void Get_Raw_Gyro(void){ 
 Xuint8 GYRO_XOUT_H = 0; 
 Xuint8 GYRO_XOUT_L = 0; 
 Xuint8 GYRO_YOUT_H = 0; 
 Xuint8 GYRO_YOUT_L = 0; 
 Xuint8 GYRO_ZOUT_H = 0; 
 Xuint8 GYRO_ZOUT_L = 0; 
 u8 registre_que_volem_llegir = 0; 
 registre_que_volem_llegir = MPU6050_GYRO_XOUT_H; 
    XIic_Send(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &registre_que_volem_llegir, 1, XIIC_STOP); 
    XIic_Recv(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &GYRO_XOUT_H, 1, XIIC_STOP); 
 registre_que_volem_llegir = MPU6050_GYRO_XOUT_L; 
    XIic_Send(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &registre_que_volem_llegir, 1, XIIC_STOP); 
    XIic_Recv(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &GYRO_XOUT_L, 1, XIIC_STOP); 
 registre_que_volem_llegir = MPU6050_GYRO_YOUT_H; 
    XIic_Send(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &registre_que_volem_llegir, 1, XIIC_STOP); 
    XIic_Recv(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &GYRO_YOUT_H, 1, XIIC_STOP); 
 registre_que_volem_llegir = MPU6050_GYRO_YOUT_L; 
    XIic_Send(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &registre_que_volem_llegir, 1, XIIC_STOP); 
    XIic_Recv(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &GYRO_YOUT_L, 1, XIIC_STOP); 
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 registre_que_volem_llegir = MPU6050_GYRO_ZOUT_H; 
    XIic_Send(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &registre_que_volem_llegir, 1, XIIC_STOP); 
    XIic_Recv(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &GYRO_ZOUT_H, 1, XIIC_STOP); 
 registre_que_volem_llegir = MPU6050_GYRO_ZOUT_L; 
    XIic_Send(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &registre_que_volem_llegir, 1, XIIC_STOP); 
    XIic_Recv(ConfigPtr->BaseAddress, MPU6050_ADDRESS, &GYRO_ZOUT_L, 1, XIIC_STOP); 
 GYRO_XOUT = (((GYRO_XOUT_H<<8)|GYRO_XOUT_L) - GYRO_XOUT_OFFSET); 
 GYRO_YOUT = (((GYRO_YOUT_H<<8)|GYRO_YOUT_L) - GYRO_YOUT_OFFSET); 
 GYRO_ZOUT = (((GYRO_ZOUT_H<<8)|GYRO_ZOUT_L) - GYRO_ZOUT_OFFSET);  
} 
/***** Angles *****/ 
void Get_Angles(){ 
 XANGLE = atan(((float) 
((ACCEL_YOUT*1.0f)/(A_R*1.0f)))/sqrt(pow((float)((ACCEL_XOUT*1.0f)/(A_R*1.0f)),2) + pow((float) 
((ACCEL_ZOUT*1.0f)/(A_R*1.0f)),2)))*RAD2DEG; 
 YANGLE = atan(-1.0f*((float) ((ACCEL_XOUT*1.0f)/(A_R*1.0f)))/sqrt(pow((float) 
((ACCEL_YOUT*1.0f)/(A_R*1.0f)),2) + pow((float) ((ACCEL_ZOUT*1.0f)/(A_R*1.0f)),2)))*RAD2DEG; 
} 
/*****Complementari filter *****/ 
void filtre (u32 start){ 
 u32 end = filterTimerEnd(); 
 double dT = (double) (((double)(end-start))/((double) XPAR_AXI_TIMER_1_CLOCK_FREQ_HZ)); 
  
 XANGLE = 0.98 * (XANGLE + GYRO_XRATE * dT) + 0.02 * (ACCEL_XOUT/A_R); 
 YANGLE = 0.98 * (YANGLE + GYRO_YRATE * dT) + 0.02 * (ACCEL_YOUT/A_R); 
} 
u32 filterTimerStart(void){ 
 XTmrCtr_Reset(&FilterTimer, 1); 
 return XTmrCtr_GetValue(&FilterTimer, 1); 
} 
u32 filterTimerEnd(void){ 
 return XTmrCtr_GetValue(&FilterTimer, 1); 
} 
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volatile int TcpFastTmrFlag = 0; 
volatile int TcpSlowTmrFlag = 0; 
volatile int fastestTmrFlag = 0; 
volatile int fastestTmrCount = 0; 
#if LWIP_DHCP==1 




 static int odd = 1; 
 #if LWIP_DHCP==1 
  static int dhcp_timer = 0; 
 #endif //LWIP_DHCP 
 fastestTmrFlag = 1; 
 if(fastestTmrCount >= 5) 
 { 
  fastestTmrCount = 0; 
  TcpFastTmrFlag = 1; 
  odd = !odd; 
  if (odd) 
  { 
   #if LWIP_DHCP==1 
    dhcp_timer++; 
    dhcp_timoutcntr--; 
   #endif //LWIP_DHCP 
 
   TcpSlowTmrFlag = 1; 
 
   #if LWIP_DHCP==1 
    dhcp_fine_tmr(); 
    if (dhcp_timer >= 120) 
    { 
     dhcp_coarse_tmr(); 
     dhcp_timer = 0; 
    } 
   #endif //LWIP_DHCP 




void xadapter_timer_handler(void *p) 
{ 
 timer_callback(); 
 /* Load timer, clear interrupt bit */ 
 XTmrCtr_SetControlStatusReg(PLATFORM_TIMER_BASEADDR, 0, 
XTC_CSR_INT_OCCURED_MASK | XTC_CSR_LOAD_MASK); 
 XTmrCtr_SetControlStatusReg(PLATFORM_TIMER_BASEADDR, 0, 
XTC_CSR_ENABLE_TMR_MASK | XTC_CSR_ENABLE_INT_MASK | XTC_CSR_AUTO_RELOAD_MASK | 
XTC_CSR_DOWN_COUNT_MASK); 
 /* Clear interrupt bit */ 
 XIntc_AckIntr(XPAR_INTC_0_BASEADDR, PLATFORM_TIMER_INTERRUPT_MASK); 
} 
//#define TIMER_TLR (XPAR_TMRCTR_0_CLOCK_FREQ_HZ / 4) 
//#define TIMER_TLR (XPAR_TMRCTR_0_CLOCK_FREQ_HZ / 12) 
#define TIMER_TLR (XPAR_TMRCTR_0_CLOCK_FREQ_HZ / 20) 
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 /* set the number of cycles the timer counts before interrupting */ 
 /* 100 Mhz clock => .01us for 1 clk tick. For 100ms, 10000000 clk ticks need to elapse  */ 
 XTmrCtr_SetLoadReg(PLATFORM_TIMER_BASEADDR, 0, TIMER_TLR); 
 /* reset the timers, and clear interrupts */ 
 XTmrCtr_SetControlStatusReg(PLATFORM_TIMER_BASEADDR, 0, 
XTC_CSR_INT_OCCURED_MASK | XTC_CSR_LOAD_MASK ); 
 /* start the timers */ 
 XTmrCtr_SetControlStatusReg(PLATFORM_TIMER_BASEADDR, 0, 
XTC_CSR_ENABLE_TMR_MASK | XTC_CSR_ENABLE_INT_MASK | XTC_CSR_AUTO_RELOAD_MASK | 
XTC_CSR_DOWN_COUNT_MASK); 
 /* Register Timer handler */ 
 XIntc_RegisterHandler(XPAR_INTC_0_BASEADDR, PLATFORM_TIMER_INTERRUPT_INTR, 
(XInterruptHandler)xadapter_timer_handler, 0); 






static XIntc intc; 
void platform_setup_interrupts() 
{ 
 XIntc *intcp; 
 intcp = &intc; 
 XIntc_Initialize(intcp, XPAR_INTC_0_DEVICE_ID); 
 XIntc_Start(intcp, XIN_REAL_MODE); 
 platform_setup_timer(); 
 Xil_ExceptionInit(); 
 Xil_ExceptionRegisterHandler(XIL_EXCEPTION_ID_INT, (Xil_ExceptionHandler) 
XIntc_InterruptHandler, intcp); 
 XIntc_EnableIntr(XPAR_MICROBLAZE_0_INTC_BASEADDR, 
PLATFORM_TIMER_INTERRUPT_MASK | XPAR_ETHERNET_MAC_IP2INTC_IRPT_MASK); 
 XIntc_Enable(intcp, PLATFORM_TIMER_INTERRUPT_INTR); 




















 /* initialize file system layer */ 
 if (platform_init_fs() < 0) 
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  return -1; 
 } 







Implementació d’un servidor Web en una FPGA 









 /* initialize the memory file system (MFS) image pre-loaded into memory */ 
 mfs_init_fs(MFS_NUMBYTES, (char *)(MFS_BASE_ADDRESS+4), MFS_INIT_TYPE); 
 /* check if we can access index.html */ 
 if (mfs_exists_file("index.html") == 0) 
 { 
  xil_printf("%s: ERROR: unable to locate index.html in MFS\r\n", __FUNCTION__); 
  xil_printf("One of your applications requires a Memory File System to be loaded.\r\n"); 
        xil_printf("Please check if MFS has been loaded, and it has index.html file in root directory\r\n"); 
  return -1; 
 } 
 return 0; 
} 
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void *prot_mem_malloc(mem_size_t n) 
{ 
 void *p; 
 SYS_ARCH_DECL_PROTECT(lev); 
 SYS_ARCH_PROTECT(lev); 
 p = mem_malloc(n); 
 SYS_ARCH_UNPROTECT(lev); 
 return p; 
} 
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/* Implementation that should never be optimized out by the compiler */ 
static void mbedtls_zeroize( void *v, size_t n ) { 
    volatile unsigned char *p = (unsigned char*)v; while( n-- ) *p++ = 0; 
} 
/* 
 * 32-bit integer manipulation macros (big endian) 
 */ 
#ifndef GET_UINT32_BE 
#define GET_UINT32_BE(n,b,i)                            \ 
{                                                       \ 
    (n) = ( (uint32_t) (b)[(i)    ] << 24 )             \ 
        | ( (uint32_t) (b)[(i) + 1] << 16 )             \ 
        | ( (uint32_t) (b)[(i) + 2] <<  8 )             \ 




#define PUT_UINT32_BE(n,b,i)                            \ 
{                                                       \ 
    (b)[(i)    ] = (unsigned char) ( (n) >> 24 );       \ 
    (b)[(i) + 1] = (unsigned char) ( (n) >> 16 );       \ 
    (b)[(i) + 2] = (unsigned char) ( (n) >>  8 );       \ 
    (b)[(i) + 3] = (unsigned char) ( (n)       );       \ 
} 
#endif 
void mbedtls_sha1_init( mbedtls_sha1_context *ctx ) 
{ 
    memset( ctx, 0, sizeof( mbedtls_sha1_context ) ); 
} 
void mbedtls_sha1_free( mbedtls_sha1_context *ctx ) 
{ 
    if( ctx == NULL ) 
        return; 
    mbedtls_zeroize( ctx, sizeof( mbedtls_sha1_context ) ); 
} 
void mbedtls_sha1_clone( mbedtls_sha1_context *dst, 
                         const mbedtls_sha1_context *src ) 
{ 
    *dst = *src; 
} 
/* 
 * SHA-1 context setup 
 */ 
void mbedtls_sha1_starts( mbedtls_sha1_context *ctx ) 
{ 
    ctx->total[0] = 0; 
    ctx->total[1] = 0; 
    ctx->state[0] = 0x67452301; 
    ctx->state[1] = 0xEFCDAB89; 
    ctx->state[2] = 0x98BADCFE; 
    ctx->state[3] = 0x10325476; 
    ctx->state[4] = 0xC3D2E1F0; 
} 
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void mbedtls_sha1_process( mbedtls_sha1_context *ctx, const unsigned char data[64] ) 
{ 
    uint32_t temp, W[16], A, B, C, D, E; 
    GET_UINT32_BE( W[ 0], data,  0 ); 
    GET_UINT32_BE( W[ 1], data,  4 ); 
    GET_UINT32_BE( W[ 2], data,  8 ); 
    GET_UINT32_BE( W[ 3], data, 12 ); 
    GET_UINT32_BE( W[ 4], data, 16 ); 
    GET_UINT32_BE( W[ 5], data, 20 ); 
    GET_UINT32_BE( W[ 6], data, 24 ); 
    GET_UINT32_BE( W[ 7], data, 28 ); 
    GET_UINT32_BE( W[ 8], data, 32 ); 
    GET_UINT32_BE( W[ 9], data, 36 ); 
    GET_UINT32_BE( W[10], data, 40 ); 
    GET_UINT32_BE( W[11], data, 44 ); 
    GET_UINT32_BE( W[12], data, 48 ); 
    GET_UINT32_BE( W[13], data, 52 ); 
    GET_UINT32_BE( W[14], data, 56 ); 
    GET_UINT32_BE( W[15], data, 60 ); 
#define S(x,n) ((x << n) | ((x & 0xFFFFFFFF) >> (32 - n))) 
#define R(t)                                            \ 
(                                                       \ 
    temp = W[( t -  3 ) & 0x0F] ^ W[( t - 8 ) & 0x0F] ^ \ 
           W[( t - 14 ) & 0x0F] ^ W[  t       & 0x0F],  \ 
    ( W[t & 0x0F] = S(temp,1) )                         \ 
) 
#define P(a,b,c,d,e,x)                                  \ 
{                                                       \ 
    e += S(a,5) + F(b,c,d) + K + x; b = S(b,30);        \ 
} 
    A = ctx->state[0]; 
    B = ctx->state[1]; 
    C = ctx->state[2]; 
    D = ctx->state[3]; 
    E = ctx->state[4]; 
#define F(x,y,z) (z ^ (x & (y ^ z))) 
#define K 0x5A827999 
    P( A, B, C, D, E, W[0]  ); 
    P( E, A, B, C, D, W[1]  ); 
    P( D, E, A, B, C, W[2]  ); 
    P( C, D, E, A, B, W[3]  ); 
    P( B, C, D, E, A, W[4]  ); 
    P( A, B, C, D, E, W[5]  ); 
    P( E, A, B, C, D, W[6]  ); 
    P( D, E, A, B, C, W[7]  ); 
    P( C, D, E, A, B, W[8]  ); 
    P( B, C, D, E, A, W[9]  ); 
    P( A, B, C, D, E, W[10] ); 
    P( E, A, B, C, D, W[11] ); 
    P( D, E, A, B, C, W[12] ); 
    P( C, D, E, A, B, W[13] ); 
    P( B, C, D, E, A, W[14] ); 
    P( A, B, C, D, E, W[15] ); 
    P( E, A, B, C, D, R(16) ); 
    P( D, E, A, B, C, R(17) ); 
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    P( C, D, E, A, B, R(18) ); 
    P( B, C, D, E, A, R(19) ); 
#undef K 
#undef F 
#define F(x,y,z) (x ^ y ^ z) 
#define K 0x6ED9EBA1 
    P( A, B, C, D, E, R(20) ); 
    P( E, A, B, C, D, R(21) ); 
    P( D, E, A, B, C, R(22) ); 
    P( C, D, E, A, B, R(23) ); 
    P( B, C, D, E, A, R(24) ); 
    P( A, B, C, D, E, R(25) ); 
    P( E, A, B, C, D, R(26) ); 
    P( D, E, A, B, C, R(27) ); 
    P( C, D, E, A, B, R(28) ); 
    P( B, C, D, E, A, R(29) ); 
    P( A, B, C, D, E, R(30) ); 
    P( E, A, B, C, D, R(31) ); 
    P( D, E, A, B, C, R(32) ); 
    P( C, D, E, A, B, R(33) ); 
    P( B, C, D, E, A, R(34) ); 
    P( A, B, C, D, E, R(35) ); 
    P( E, A, B, C, D, R(36) ); 
    P( D, E, A, B, C, R(37) ); 
    P( C, D, E, A, B, R(38) ); 
    P( B, C, D, E, A, R(39) ); 
#undef K 
#undef F 
#define F(x,y,z) ((x & y) | (z & (x | y))) 
#define K 0x8F1BBCDC 
    P( A, B, C, D, E, R(40) ); 
    P( E, A, B, C, D, R(41) ); 
    P( D, E, A, B, C, R(42) ); 
    P( C, D, E, A, B, R(43) ); 
    P( B, C, D, E, A, R(44) ); 
    P( A, B, C, D, E, R(45) ); 
    P( E, A, B, C, D, R(46) ); 
    P( D, E, A, B, C, R(47) ); 
    P( C, D, E, A, B, R(48) ); 
    P( B, C, D, E, A, R(49) ); 
    P( A, B, C, D, E, R(50) ); 
    P( E, A, B, C, D, R(51) ); 
    P( D, E, A, B, C, R(52) ); 
    P( C, D, E, A, B, R(53) ); 
    P( B, C, D, E, A, R(54) ); 
    P( A, B, C, D, E, R(55) ); 
    P( E, A, B, C, D, R(56) ); 
    P( D, E, A, B, C, R(57) ); 
    P( C, D, E, A, B, R(58) ); 
    P( B, C, D, E, A, R(59) ); 
#undef K 
#undef F 
#define F(x,y,z) (x ^ y ^ z) 
#define K 0xCA62C1D6 
    P( A, B, C, D, E, R(60) ); 
    P( E, A, B, C, D, R(61) ); 
    P( D, E, A, B, C, R(62) ); 
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    P( C, D, E, A, B, R(63) ); 
    P( B, C, D, E, A, R(64) ); 
    P( A, B, C, D, E, R(65) ); 
    P( E, A, B, C, D, R(66) ); 
    P( D, E, A, B, C, R(67) ); 
    P( C, D, E, A, B, R(68) ); 
    P( B, C, D, E, A, R(69) ); 
    P( A, B, C, D, E, R(70) ); 
    P( E, A, B, C, D, R(71) ); 
    P( D, E, A, B, C, R(72) ); 
    P( C, D, E, A, B, R(73) ); 
    P( B, C, D, E, A, R(74) ); 
    P( A, B, C, D, E, R(75) ); 
    P( E, A, B, C, D, R(76) ); 
    P( D, E, A, B, C, R(77) ); 
    P( C, D, E, A, B, R(78) ); 
    P( B, C, D, E, A, R(79) ); 
#undef K 
#undef F 
    ctx->state[0] += A; 
    ctx->state[1] += B; 
    ctx->state[2] += C; 
    ctx->state[3] += D; 
    ctx->state[4] += E; 
} 
#endif /* !MBEDTLS_SHA1_PROCESS_ALT */ 
void mbedtls_sha1_update( mbedtls_sha1_context *ctx, const unsigned char *input, size_t ilen ) 
{ 
    size_t fill; 
    uint32_t left; 
    if( ilen == 0 ) 
        return; 
    left = ctx->total[0] & 0x3F; 
    fill = 64 - left; 
    ctx->total[0] += (uint32_t) ilen; 
    ctx->total[0] &= 0xFFFFFFFF; 
    if( ctx->total[0] < (uint32_t) ilen ) 
        ctx->total[1]++; 
    if( left && ilen >= fill ) 
    { 
        memcpy( (void *) (ctx->buffer + left), input, fill ); 
        mbedtls_sha1_process( ctx, ctx->buffer ); 
        input += fill; 
        ilen  -= fill; 
        left = 0; 
    } 
    while( ilen >= 64 ) 
    { 
        mbedtls_sha1_process( ctx, input ); 
        input += 64; 
        ilen  -= 64; 
    } 
    if( ilen > 0 ) 
        memcpy( (void *) (ctx->buffer + left), input, ilen ); 
} 
static const unsigned char sha1_padding[64] = 
{ 
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 0x80, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 
    0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 
    0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 
    0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0 
}; 
void mbedtls_sha1_finish( mbedtls_sha1_context *ctx, unsigned char output[20] ) 
{ 
    uint32_t last, padn; 
    uint32_t high, low; 
    unsigned char msglen[8]; 
    high = ( ctx->total[0] >> 29 ) 
         | ( ctx->total[1] <<  3 ); 
    low  = ( ctx->total[0] <<  3 ); 
    PUT_UINT32_BE( high, msglen, 0 ); 
    PUT_UINT32_BE( low,  msglen, 4 ); 
    last = ctx->total[0] & 0x3F; 
    padn = ( last < 56 ) ? ( 56 - last ) : ( 120 - last ); 
    mbedtls_sha1_update( ctx, sha1_padding, padn ); 
    mbedtls_sha1_update( ctx, msglen, 8 ); 
    PUT_UINT32_BE( ctx->state[0], output,  0 ); 
    PUT_UINT32_BE( ctx->state[1], output,  4 ); 
    PUT_UINT32_BE( ctx->state[2], output,  8 ); 
    PUT_UINT32_BE( ctx->state[3], output, 12 ); 
    PUT_UINT32_BE( ctx->state[4], output, 16 ); 
} 
void mbedtls_sha1( const unsigned char *input, size_t ilen, unsigned char output[20] ) 
{ 
    mbedtls_sha1_context ctx; 
    mbedtls_sha1_init( &ctx ); 
    mbedtls_sha1_starts( &ctx ); 
    mbedtls_sha1_update( &ctx, input, ilen ); 
    mbedtls_sha1_finish( &ctx, output ); 
    mbedtls_sha1_free( &ctx ); 
} 
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void print_ip(char *msg, struct ip_addr *ip) 
{ 
 print(msg); 
 xil_printf("%d.%d.%d.%d\r\n", ip4_addr1(ip), ip4_addr2(ip), ip4_addr3(ip), ip4_addr4(ip)); 
} 
void print_ip_settings(struct ip_addr *ip, struct ip_addr *mask, struct ip_addr *gw) 
{ 
 print_ip("Board IP: ", ip); 
 print_ip("Netmask : ", mask); 
 print_ip("Gateway : ", gw); 
} 
void print_http_request(char *buf, int n) 
{ 
 printf("%s\r\n", buf); 
} 
int is_cmd_led(char *buf) 
{ 
 /* skip past 'POST /' */ 
 buf += 6; 
 /* then check for cmd/ledxhr */ 
 return (!strncmp(buf, "cmd", 3) && !strncmp(buf + 4, "ledxhr", 6)); 
} 
int is_cmd_switch(char *buf) 
{ 
 /* skip past 'POST /' */ 
 buf += 6; 
 /* then check for cmd/ledxhr */ 
 return (!strncmp(buf, "cmd", 3) && !strncmp(buf + 4, "switchxhr", 9)); 
} 
void extract_file_name(char *filename, char *req, int rlen, int maxlen) 
{ 
 char *fstart, *fend; 
 /* first locate the file name in the request */ 
 /* requests are of the form GET /path/to/filename HTTP... */ 
 req += strlen("GET "); 
 if (*req == '/') 
 { 
  req++; 
 } 
 /* start marker */ 
 fstart = req; 
 /* file name finally ends in a space */ 
 while (*req != ' ') 
  req++; 
 /* end marker */ 
 fend = req-1; 
 
 if (fend < fstart) 
 { 
  strcpy(filename, "index.html"); 
  return; 
 } 
 /* make sure filename is of reasonable size */ 
 if (fend - fstart > maxlen) 
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  *fend = 0; 
  strcpy(filename, "404.html"); 
  printf("Request filename is too long\r\n"); 
  return; 
 } 
 /* copy over the filename */ 
 strncpy(filename, fstart, fend-fstart+1); 
 filename[fend-fstart+1] = 0; 
 
 /* if last character is a '/', append index.html */ 
 if (*fend == '/') 
 { 
  strcat(filename, "index.html"); 
 } 
} 
char *get_file_extension(char *fname) 
{ 
 char *fext = fname + strlen(fname) - 1; 
 
 while (fext > fname) 
 { 
  if (*fext == '.') 
  { 
   return fext + 1; 
  } 
  fext--; 
 } 
 
 return NULL; 
} 
int generate_http_header(char *buf, char *fext, int fsize) 
{ 
 char lbuf[40]; 
 
 strcpy(buf, "HTTP/1.1 200 OK\r\nContent-Type: "); 
 
 if (fext == NULL) /* for unknown types */ 
 { 
  strcat(buf, "text/html"); 
 } 
 else if (!strncmp(fext, "htm", 3)) /* html */ 
 { 
  strcat(buf, "text/html"); 
 } 
 else if (!strncmp(fext, "jpg", 3)) 
 { 
  strcat(buf, "image/jpeg"); 
 } 
 else if (!strncmp(fext, "gif", 3)) 
 { 
  strcat(buf, "image/gif"); 
 } 
 else if (!strncmp(fext, "json", 4)) 
 { 
  strcat(buf, "application/json"); 
 } 
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 else if (!strncmp(fext, "js", 2)) 
 { 
  strcat(buf, "application/javascript"); 
 } 
 else if (!strncmp(fext, "pdf", 2)) 
 { 
  strcat(buf, "application/pdf"); 
 } 
 else if (!strncmp(fext, "css", 2)) 
 { 
  strcat(buf, "text/css"); 
 } 
 else /* for unknown types */ 
 { 
  strcat(buf, "text/plain"); 
 } 
 strcat(buf, "\r\n"); 
 sprintf(lbuf, "Content-length: %d", fsize); 
 strcat(buf, lbuf); 
 strcat(buf, "\r\n"); 
 strcat(buf, "Connection: close\r\n"); 
 strcat(buf, "\r\n"); 
 return strlen(buf); 
} 
int generate_ws_upgrade_header(char * buf, char * req, int reqlen) 
{ 
 unsigned char key[128] = {'\0'}; 
 unsigned char key_sha1[128] = {'\0'}; 
 char key_sha1_base64[128] = {'\0'}; 
 u16 i = 0; 
 u16 j = 0; 
 for(i = 0; i < reqlen-19; i++) 
 { 
  if(!strncmp(&req[i], "Sec-WebSocket-Key: ", 19)) 
  { 
   break; 
  } 
 } 
 i = i + 19; 
 for(j = i; j < reqlen; j++) 
 { 
  if(req[j] == '\r' || req[j] == '\n') 
  { 
   break; 
  } 
 } 
 memcpy(key, &req[i], j-i); 
 memcpy(&key[j-i], "258EAFA5-E914-47DA-95CA-C5AB0DC85B11", 36); 
 mbedtls_sha1(&key[0], (j-i)+36, &key_sha1[0]); 
 Base64encode((char *)&key_sha1_base64[0], (char *)&key_sha1[0], strlen((char *)key_sha1)); 
 strcpy(buf, "HTTP/1.1 101 Switching Protocols\r\n"); 
 strcat(buf, "Connection: Upgrade\r\n"); 
 strcat(buf, "Upgrade: WebSocket\r\n"); 
 strcat(buf, "Sec-WebSocket-Accept: "); 
 strcat(buf, key_sha1_base64); 
 strcat(buf, "\r\n"); 
 strcat(buf, "\r\n"); 
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 return strlen(buf); 
} 
static int p_arg_count = 0; 
static http_arg httpArgArray[1000]; 
static int httpArgArrayIndex = 0; 
http_arg *palloc_arg() 
{ 
 http_arg *a; 
 a = &(httpArgArray[httpArgArrayIndex]); 
 httpArgArrayIndex++; 
 if (httpArgArrayIndex == 1000) 
 { 
  httpArgArrayIndex = 0; 
 } 
 a->count = p_arg_count++; 
 a->fd = -1; 
 a->fsize = 0; 
 return a; 
} 
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/* Comment the following line, if you want a smaller and faster webserver */ 
/* which will be silent */ 
#define VERBOSE 
/* static variables controlling debug printf's in this file */ 
static int g_webserver_debug = 0; 
static unsigned http_port = 80; 
static unsigned http_server_running = 0; 
extern u8 WS_ok; 
extern struct tcp_pcb * WSpcb; 
int transfer_web_data() 
{ 
 return 0; 
} 
err_t http_sent_callback(void *arg, struct tcp_pcb *tpcb, u16_t len) 
{ 
 int BUFSIZE = 1400, sndbuf, n; 
 char buf[BUFSIZE]; 
 http_arg *a = (http_arg*)arg; 
 if (g_webserver_debug) 
 { 
  xil_printf("TX\targs: %d\tstate: %d\tlen: %d\r\n", a?a->count:0, tpcb->state, len); 
 } 
 if(WS_ok && tpcb == WSpcb) 
 { 
  return ERR_OK; 
 } 
 if (tpcb->state > ESTABLISHED) 
 { 
  if (a) 
  { 
   pfree_arg(a); 
   a = NULL; 
  } 
  tcp_close(tpcb); 
  return ERR_OK; 
 } 
 /* no more data to be sent */ 
 if (a->fd == -1 || a->fsize <= 0) 
 { 
  return ERR_OK; 
 } 
 /* read more data out of the file and send it */ 
 while (1) 
 { 
  sndbuf = tcp_sndbuf(tpcb); 
  if (sndbuf < BUFSIZE) 
  { 
   return ERR_OK; 
  } 
  #ifdef VERBOSE 
   xil_printf("attempting to read %d bytes, left = %d bytes\r\n", BUFSIZE, a-
>fsize); 
  #endif //VERBOSE 
  n = mfs_file_read(a->fd, buf, BUFSIZE); 
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  tcp_write(tpcb, buf, n, 1); 
  a->fsize -= n; 
 
  if (a->fsize <= 0) 
  { 
   mfs_file_close(a->fd); 
   a->fd = 0; 
   break; 
  } 
 } 
 return ERR_OK; 
} 
err_t http_recv_callback(void *arg, struct tcp_pcb *tpcb, struct pbuf *p, err_t err) 
{ 
 http_arg *a = (http_arg*)arg; 
 if (g_webserver_debug) 
 { 
  xil_printf("RX\targs: %d\tstate: %d\tpay-len: %d\ttot-len: %d\r\n", a?a->count:0, tpcb-
>state, p->len, p->tot_len); 
 } 
 /* do not read the packet if we are not in ESTABLISHED state */ 
 if (tpcb->state >= 5 && tpcb->state <= 8) 
 { 
  pbuf_free(p); 
  return -1; 
 } 
 else if (tpcb->state > 8) 
 { 
  pbuf_free(p); 
  return -1; 
 } 
 /* acknowledge that we've read the payload */ 
 tcp_recved(tpcb, p->len); 
 /* read and decipher the request 
  * this function takes care of generating a request, sending it, 
  * and closing the connection if all data can been sent. If 
  * not, then it sets up the appropriate arguments to the sent 
  * callback handler. 
  */ 
 generate_response(tpcb, p->payload, p->len); 
 /* free received packet */ 
 pbuf_free(p); 
 return ERR_OK; 
} 
err_t http_accept_callback(void *arg, struct tcp_pcb *newpcb, err_t err) 
{ 
 /* keep a count of connection # */ 
 tcp_arg(newpcb, (void*)palloc_arg()); 
 tcp_recv(newpcb, http_recv_callback); 
 tcp_sent(newpcb, http_sent_callback); 




 struct tcp_pcb *pcb; 
 err_t err; 
 /* initialize file system layer */ 
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 /* create new TCP PCB structure */ 
 pcb = tcp_new(); 
 if (!pcb) 
 { 
  xil_printf("Error creating PCB. Out of Memory\r\n"); 
  return -1; 
 } 
 /* bind to http port 80 */ 
 err = tcp_bind(pcb, IP_ADDR_ANY, http_port); 
 if (err != ERR_OK) 
 { 
  xil_printf("Unable to bind to port 80: err = %d\r\n", err); 
  return -2; 
 } 
 /* we do not need any arguments to the first callback */ 
 tcp_arg(pcb, NULL); 
 /* listen for connections */ 
 pcb = tcp_listen(pcb); 
 if (!pcb) 
 { 
  xil_printf("Out of memory while tcp_listen\r\n"); 
  return -3; 
 } 
 /* specify callback to use for incoming connections */ 
 tcp_accept(pcb, http_accept_callback); 
 http_server_running = 1; 
 return 0; 
} 
void print_headers(struct ip_addr *ip) 
{ 
    xil_printf("\r\n"); 
    xil_printf("%20s %6s %s\r\n", "Server", "Port", "Connect With.."); 
    xil_printf("%20s %6s %s\r\n", "--------------------", "------", "--------------------"); 
 xil_printf("%20s %6d %s", "http server", http_port, "Point your web browser to http://"); 
 xil_printf("%d.%d.%d.%d:80\r\n", ip4_addr1(ip), ip4_addr2(ip), ip4_addr3(ip), ip4_addr4(ip)); 
    xil_printf("\r\n"); 
    xil_printf("Now accepting HTTP connections...\r\n"); 
} 
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  <title> Implementació d'un servidor web en una FPGA</title> 
  <link href="css/styles.css" type="text/css" rel="stylesheet" /> 
  <meta http-equiv="Content-Type" content="text/html; charset=UTF-8" /> 
  <link rel="shortcut icon" type="image/x-icon" href="images/favicon.ico"/> 
  <script src="http://192.168.1.130/plotly.js"></script> 
 </head> 
 <body> 
  <h1>Implementació d'un servidor Web en una FPGA</h1> 
  <div id="header"> 
   Màster Universitari en Enginyeria de Sistemes Automàtics i Electrònica 
Industrial 
   <br>Escola Politècnica Superior d'Enginyeria de Vilanova i la Geltrú 
   <br>Universitat Politècnica de Catalunya 
   <div id="autor">Vilanova i la Geltrú 9 de Febrer de 2017. Pau Cadens 
Roca</div> 
  </div> 
  <div id="contingut"> 
   <div id="text"> 
     Aquí hi va el resúm del treball: orem ipsum dolor sit amet, 
consectetuer adipiscing elit. Aenean commodo ligula eget dolor. Aenean massa. Cum sociis natoque 
penatibus et magnis dis parturient montes, nascetur ridiculus mus. Donec quam felis, ultricies nec, 
pellentesque eu, pretium quis, sem. Nulla consequat massa quis enim. Donec pede justo, fringilla vel, 
aliquet nec, vulputate eget, arcu. In enim justo, rhoncus ut, imperdiet a, venenatis vitae, justo. Nullam 
dictum felis eu pede mollis pretium. Integer tincidunt. Cras dapibus. Vivamus elementum semper nisi. 
Aenean vulputate eleifend tellus. Aenean leo ligula, porttitor eu, consequat vitae, eleifend ac, enim. 
Aliquam lorem ante, dapibus in, viverra quis, feugiat a, tellus. Phasellus viverra nulla ut metus varius 
laoreet. Quisque rutrum. Aenean imperdiet. Etiam ultricies nisi vel augue. Curabitur ullamcorper 
ultricies nisi. Nam eget dui. Etiam rhoncus. Maecenas tempus, tellus eget condimentum rhoncus, sem 
quam  
   </div> 
   <div id="grafic"> 
    <div id="boto"> 
    <button type="button" onclick="openSocket();">Iniciar</button>  
    </div> 
   </div> 
  </div> 
  <script type="text/javascript"> 
   var webSocket; 
   var graficDiv = document.getElementById("grafic"); 
   var xactual = 0; 
   var yactual = 0; 
   var layout = { 
     title:'Angles', 
     height: 600, 
     width: 600, 
     xaxis:{ 
      dtick: 30, 
      showgrid: false, 
      title: 'Angle X', 
      range:[-90,90] 
     }, 
     yaxis:{ 
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      dtick: 30, 
      showgrid: false, 
      title: 'Angle Y', 
      range:[-90,90] 
     } 
     }; 
   function openSocket(){ 
    if(webSocket !== undefined && webSocket.readyState !== 
WebSocket.CLOSED){ 
     writeResponse("WebSocket ja està obert!"); 
     return; 
    } 
    webSocket = new WebSocket("ws://"+ new 
URL(document.URL).hostname +":80/new_ws"); 
 
    webSocket.onopen = function(event){ 
     if(event.data == undefined){ 
      return; 
     } 
     writeResponse("WebSocket obert"); 
     writeResponse(event.data); 
    }; 
    webSocket.onmessage = function(event){ 
 
      
     if(event.data[0] == 'X') 
     { 
      xactual = parseInt(event.data.substring(2,4));  
      if(event.data[1] == '-') 
      { 
       xactual = -1*xactual; 
      } 
     } 
     if(event.data[4] == 'Y') 
     { 
      yactual = parseInt(event.data.substring(6,8));  
      if(event.data[5] == '-') 
      { 
       yactual = -1*yactual; 
      } 
     } 
     var trace1 = { 
     x: [xactual], 
     y: [yactual], 
     mode: 'markers', 
     marker: { 
      color: 'rgb(191,1,0)', 
      size: 10, 
      opacity: 1 
     },  
     }; 
     var data = [trace1]; 
     Plotly.newPlot("grafic", data, layout, {displayModeBar: 
false}); 
    }; 
    webSocket.onclose = function(event){ 
     writeResponse("Connexió tancada"); 
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    }; 
    function send(){ 
     var text = document.getElementById("messageinput").value; 
     webSocket.send(text); 
    }; 
    function closeScoket(){ 
     webSocket.close(); 
    }; 
    function writeResponse(text){ 
     missatges.innerHTML += "<br/>" + text; 
     missatges.innerHTML = text; 
    }; 
   }  
  </script> 
 </body> 
</html> 
