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Abstract 
Vermiglio, R., Multistep high-order interpolants of Runge-Kutta methods, Journal of Computational and 
Applied Mathematics 45 (1993) 75-88. 
We consider a p-order Runge-Kutta method Ki @)= f(x, +cJz, yn+hE,Y=la,jK,‘“)), i=l,..., v, yn+r= yn + 
hC;==,bjK,‘“), for solving an initial-value problem for ordinary differential equations. The aim of this paper is 
to construct p-order interpolants by using the values furnished by the method on N successive intervals of 
integration. By using Lagrange interpolation one can obtain a p-order interpolant over p intervals, but we are 
interested in finding the minimum number of intervals needed to obtain this. We provide the conditions to be 
satisfied and we obtain an estimation of the number N. Some examples are given. 
Keywords: RK-formulas; interpolants. 
1. Introduction 
Consider the initial value problem (IVP) for ordinary differential equations (ODES) 
Y’(X) =f(x, Y(-q>Y Y(X0) =yo, (14 
where yo, y are m-vectors and f : [x0, xf] x [w” + [w” is sufficiently smooth. 
The need of a continuous approximation of (1.1) in [x0, xf] arises in all the problems 
requiring a dense output, a globally continuous solution or where discontinuities are present. 
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Several authors (see, for instance, [1,4-6,8,11-141) have recently investigated the possibility to 
give a continuous extension of the Runge-Kutta (RK) process 
i 
” 
KS”) = f x, + cih,, y, + h, c aijKj”) , L 
j=l i 
i=l , . . . , v, (1.2a) 
Y ?I+1 = y, + h, k biKi’“‘, (1.2b) 
i=l 
where y, is an approximation of the solution y(x,) on a mesh {x0 <x, < * - * <x,=x,] and 
h, :=xn+1 -x,. In general they supply an interpolant of an existing RK-method (1.2) possibly 
by adding some stages. In [lo] the Hermite interpolation over two integration intervals is used. 
There is another approach suggested in [9]: there a continuous explicit RK-method is con- 
structed without regard to any already existing discrete method. 
In this paper we consider a v-stage RK-method (1.2) of order p, which can be also 
represented by Butcher’s notation 
c A 
-I-- bt 
where A = (aij), bt = (b,, . . . , b,,) and ct = (cl,. . . , cJ. 
For simplicity we consider a uniform mesh, i.e., h, = h for every h, and we construct a 
continuous approximation u of the solution y of (1.1) in the interval [x,, x0 + Nhl of the form 
N-l Y 
~(~0 + eh) =yo + h C C bi+,,(B)K,‘k’, 0 i 8 ~ N, (1.3) 
k=O i=l 
where bi+,JtI) are polynomials of degree p such that bi+ky(0) = 0 and Kfk), i = 1,. . . , v, 
k=O,.. . , N - 1, are given by (1.2a) on N intervals. 
The multistep continuous approximation (1.3) has uniform orderp if 
max 
OCB=sN 
]I y(x, + oh) - u(xo + oh) 11 = O(hp+‘). 
Here I] - II represents any norm in [w”. 
(1.4) 
Remark 1.1. Usually we are interested in obtaining an interpolant in a given subinterval 
kV x,+1 I. We construct it by using the Kik)-values furnished by (1.2) over N intervals 
centered around the given one, as interpolation theory suggests, and by interpolating at the two 
nodal points. But without losing generality we can restrict ourselves to consider (1.3) and to 
provide a continuous extension for [x0, x1]. 
It is always possible to give an interpolant satisfying (1.4) with N =p by taking the Lagrange 
interpolation of y,, k = 0; . . . , p. The aim of this paper is to estimate the minimum number N 
of intervals to consider in order to have an interpolant u of the form (1.3) of uniform order p. 
Reducing N is important in order to treat in a more efficient way problem (1.1) whose solution 
varies very rapidly. 
In Section 2 we derive a general approach to obtain (1.3) satisfying (1.4) and then we give 
also an estimation of N. In the last section we consider some frequently used methods and we 
construct for them interpolants of the form (1.3) by using the theory presented in Section 2. 
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This paper is an initial study. Interesting applications concerning stability of interpolants of 
ODES and for delay differential equations and further developments for variable stepsize will 
be investigated in the future. 
2. A procedure to construct a multistep p-order interpolant 
Assume that the RK-method (1.2) is nonconfluent and that 0 G ci < 1. It generates over N 
successive integration steps a p-stage RK-method, called a composition method (see [2]), which 
can be represented by the Butcher-array 
c” A* 
+ b*t 
In general p = NV and the p X p matrix 
A 0 0 .a. 0 
A*=; B A 0 ... 0 I i B B ..a A 
where e’ := [l, 1,. . . , l] and B := ebt. 
Remark 2.1. Observe that if the relation 
(24 
A* and the p-vectors b* and c * are given by 
a,,j=bj and aIj=O, forj=l,...,Y, 
, b*=; > 
(2.2) 
(2.3) 
holds, the composition method (2.1) can be easily represented by a reduced method with 
p =Nv--N+ 1 stages. 
Definition 2.2. We define stage order r for an RK-method (1.2) the highest integer Y such that 
iaijcTP’=lcf, i=l,...,v, and i~~&‘=1 
j=l S i=l s’ 
for every s = 1,. . . , r. 
For the next considerations, it is important to recall the following result (see [2]). 
Proposition 2.3. Assume that the RK-method (1.2) has order p and stage order r; then the 
composition method (2.1) over N successive integration intervals has the same order and stage 
order. 
In order to construct a p-order multistep continuous approximation (1.3) for (1.21, we can 
restrict ourselves to consider a continuous approximation u on the interval [x0, x,, + HI, 
H := Nh, for the p-stage RK-method (2.1) of the form 
z& + 6H) =yO + H g bT@)Ki”, 0<6<1, (24 
j=l 
78 R. Vermiglio / Multistep interpolants of Runge-Kutta type 
where KF := K!k) j = i + kv i = 1,. . . , v and k = 0 
degree p ‘are such’that b;(O) I 0, j = 1 
, . . . , N - 1; the polynomials b:(6) of 
, . . . , p, and the condition of uniform order p, 
max II y(x, + 6H) - u(xO + 6H) II = O(Hp+‘), 
o<f3g1 
(2.5) 
holds. The relation among the polynomials in (1.3) and in (2.4) is the following: 
k=O,..., N- 1, i= l,..., v. (2.6) 
Remark 2.4. If the method (1.2) verifies the condition (2.31, we get the further relation 
b “+,,@) + bI+Ck+lIv@) = Nb;+,,,@/N), k = 0,. . . , N - 2. 
To fulfil (2.51, we follow the same approach of [9], which is based on the theory of trees, 
order conditions and related topics developed by Butcher (the reader is referred to [2,5] for 
details). 
The continuous order conditions are 
2 bT@+Dj(t) = s, for all trees t such that p(t) <p, (2.7) 
j=l 
where Qj(t) is the jth elementary weight of the tree t, p(t) is the order of t and y(t) is a 
coefficient depending on t (see, for instance, [2]). Define 
U,(S):=Abj*(S), j=l,...,p, P) 
and number the NP trees t with p(t) <p in such a way that i > j if p(ti> > p(tj>. Then (2.7) can 
be rewritten: 
~~ij~j(s)=p(f’)BP”i’-l, i=l,...,N,, (2.9) 
j=l YCti> 
where 4ij := Qj(ti). Now by writing vi(S) as C,P:AU~~~~ and the right-hand side of (2.9) as 
CiZipik6k, and by introducing the matrices @ = (($ij)>, i = 1,. . . , N,, j = 1,. . . , p, I/= ((vi,))’ 
j=l ,..., N,, k=O ,..., p - 1, and P = ((pi,>), i = 1,. . . , N,, k = 0,. . . , p - 1, the order condi- 
tions (2.9) lead to the matrix equation 
@V=P. (2.10) 
Theorem 2.5. A v-stage RK-method (1.2) of order p admits a continuous approximation (1.3) over 
N intervals of uniform order p if and only if rank(@) = rank(@ ) P). 
Proof. Any continuous approximation u (1.3) of uniform order p can be rewritten as in (2.4) by 
means of the relation (2.6). From (2.10) it is obvious that u verifies rank(@) = rank(@ I PI. Vice 
versa, if rank(@) = rank(@ I P), the system (2.10) has at least one solution V. By (2.8), the 
matrix V defines uniquely the polynomials b*, i = 1,. . . , p, such that b*(O) = 0 and hence, by 
(2.6), we have a p-order continuous approximation of the form (1.3). 0 
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Remark 2.6. Suppose that rank( @) = rank( @ 1 I’). It is important to point out that if the matrix 
equation (2.10) has a unique solution, then we get a unique continuous approximation (1.31, 
which interpolates at all the nodal values. On the other hand, if (2.10) has infinitely many 
solutions, we obtain a family of continuous approximations of the form (1.3) and thus, by 
imposing the interpolation conditions at two or even more nodal points, we can construct a 
multistep interpolant of uniform order p. 
In view of Theorem 2.5, we are interested in obtaining a bound for the number of linearly 
independent continuous conditions of order p. Concerning this, it is important to point out the 
role of the stage order r: the higher the stage order, the smaller the number of order conditions 
to be satisfied. 
Recently in [9] the formula to obtain the numbers of conditions for various order p given in 
[2] was generalized, taking into account the stage order of the method. The following theorem 
was proved. 
Theorem 2.7. For a given RK-method (1.2) of stage order r, the number of linearly independent 
conditions for order s is always bounded by n(s, r), where the numbers n(s, r> satisfy the relation 
m 
n(1, r) +n(2, r)x +n(3, r)x2 + . . . = (1 -x)-’ n (1 -x~))““. 
k=r+l 
(2.11) 
By (2.11) we can compute recursively the values n(s, r) by comparing the formal expansion 
of the infinite product on the right-hand side with the left-hand side. By (2.11) we can easily 
prove that 
n(s, r) = 1, for s= l,...,r+ 1, 
n(r+i, r)=2’-‘, for i=2 ,..., r+2. 
(2.12) 
Continuing in this way we can find the values n(s, r) for any s and r. In Table 1 the values 
n(s, r> for 1 G s, r G 8 are listed. 
Table 1 
The bound n(s, r) on the number of linearly independent conditions for order s for a method of stage order I 
S r=l r=2 r=3 r=4 r=5 r=6 r=7 r=8 
1 1 1 1 1 1 1 1 
1 1 1 1 1 1 1 1 
2 1 1 1 1 1 1 1 
4 2 1 1 1 1 1 1 
9 4 2 1 1 1 1 1 
20 8 4 2 1 1 1 1 
48 17 8 4 2 1 1 1 
115 36 16 8 4 2 1 1 
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Table 2 
The bound N(p, r> on the number of linearly independent conditions for order p and stage order r 
P r=l r=2 r=3 r=4 r=S r=6 r=7 r=8 
1 1 1 1 1 1 1 1 1 
2 2 2 2 2 2 2 2 2 
3 4 3 3 3 3 3 3 3 
4 8 5 4 4 4 4 4 4 
5 17 9 6 5 5 5 5 5 
6 37 17 10 7 6 6 6 6 
7 85 34 18 11 8 7 7 7 
8 200 70 34 19 12 9 8 8 
The bound N(p, r) on the number of linearly independent conditions in (2.9) to satisfy up to 
order p for a method of stage order Y is given by 
N(P, r) = 5 n(s, r), 
s=l 
(2.13) 
and in Table 2 we show these values for 1 up, r G 8. 
If rank(@) = rank(@ I P) = R, we necessarily get that p 2 R, which implies by (2.1) and by 
Remark 2.1, 
1 
R - 
7 
if KY’ # K,‘” + ‘I, 
N> i-1 
Y-l’ 
if KCn) = K,‘” + 0 Y 
By using (2.13) we get the following estimation of the number N of intervals needed to 
construct a multistep continuous approximation (1.3) of an RK-method (1.2) of order p and 
stage order r: 
(2.14) 
where int[a] = integer[a] + b with b = 0 if real[a] = 0 and b = 1 if real[a] # 0. 
As an application, we consider the class of Gauss methods for which p = 2~ and I = V. By 
using the values in Table 2 and by (2.14), we can conclude that two intervals are not sufficient 
to construct a continuous approximation of uniform order four for the two-stage method, while 
(2.14) suggests that for the three-stage method we need N = 4 intervals. The estimation (2.14) 
has been confirmed by the results in the next section. 
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3. Examples 
In this section we consider some well-known classes of RK-formulas and we study the 
solvability of the matrix equation (2.10), according to Theorem 2.5, in order to construct for 
them a multistep interpolant of the form (1.3). We see that the closer the stage order r is to the 
order p, the fewer the intervals necessary to obtain a p-order multistep interpolant (1.3), since 
N(p, r) decreases. For instance, we shall see that the Radau Ia method of order five requires 
three intervals to construct (1.31, while for the Radau IIa method of the same order two 
intervals are sufficient. 
Let us introduce now some definitions and notations. 
We shall call the following p relations of (2.9) primary conditions: 
5 (c*)“-‘oj(6) = 6”, s = 1,. . .,p, 
j=l 
and the remaining N, -p ones secondary conditions. 
Let 4(i) and +@) be respectively the ith row of the matrix @ and of the matrix !P = (@ 1 P) 
defined in Theorem 2.5. We shall denote by R, the set of the rows of the matrix @ 
corresponding to the conditions of order s. 
We have that if @) E R S+l, then either 
4(i) = +U)C * 7 where 4(j) E R, and C* = diag(c,*, , . . , cz), (3.la) 
or 
+(O = 4Ci)A * f 
, where @) E R,, (3.lb) 
or 
k=l ,...,p, where 4 w E R,,, with s, < r - 2, (3.lc) 
(see [9] for details). We shall say that +@) and the corresponding condition in (2.10) is a 
C*-transformation in the case (3.la) and an A*-transformation in the case (3.lb). Observe that 
the primary condition of order s + 1 is the C*-transformation of the primary condition of order 
S. 
Moreover, the conditions of order s will be numbered as follows: first the C*-transforma- 
tions, then the A*-transformations and finally the remaining conditions, if any. 
Also the rows of the matrix P, denoted by p@), can be recursively obtained by the following 
rule: 
Pi,, =Pj,s-13 pi,k = 0 for k ZS, if (3.la) holds, 
Pj,s-1 
Pip = 7 > pi,k = 0 for k ZS, if (3.lb) holds, 
Pi,s = IfI Pins,_,, pi,k = 0 for k fs, if (3.1~) holds. 
n=l 
(3.2a) 
(3.2b) 
(3.2~) 
Observe that each-row (Ir Q) defined by (3.1) and (3.2) corresponds to an order condition in (2.9). 
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3.1. v-stage Gauss-Legendre methods (p = 2v, r = v) 
v = 1. To construct a second-order interpolant over N = 2 intervals, we have to satisfy 
N(2, 1) = 2 primary conditions. The resulting 2 X 2 matrix @ in (2.10) is nonsingular: it is the 
Vandermonde matrix 
1 1 
@= 1 
[ I 
3. 
4 4 
Then there exists a unique interpolant of the form (1.31, which coincides with the Lagrange 
interpolation of the nodal values. In fact, since the matrix P is the 2 X 2 unit matrix, we have 
that the solution of (2.10) is given by 
3 
J/7&J-1=2 4 -l . 
[ 1 1 -- 4 1 
By definition of V and by (2.61, (2.7) we obtain b,(8) = k(38 - f32>, b,(B) = +<0” - 0). 
v = 2. According to the results of the previous section, we have N(4, 2) = 5 and there is only 
one secondary condition, which corresponds to @(‘) = ($‘5), 0, 0, 0, i), where @) = +‘3)A *t. 
By considering only two intervals, we obtain p = 4. The system (2.10) can be split into two 
subsystems 
@‘V= P’, (3.3a) 
$G5)1/= (0, 0, 0, +>, (3.3b) 
where @‘, P’ are the 4 x 4 matrices consisting of the first four rows of @ and P respectively. 
Since @’ is a Vandermonde matrix and P’ is the identity, by (3.3a) we have that the solution v 
is @I-l. By substituting in (3.3b) we obtain #5) = i#4’, which is the condition for stage order 
r = 3 and this is not possible. This confirms the estimation (2.141, which suggests N = 3. In fact 
by taking three intervals, we have p = 6, which implies that @ E R5x6, P E R5x4, VE R6x4. 
Since rank(@) = rank(@ I P) = 5, by Theorem 2.5 we can conclude that (2.10) has infinitely 
many solutions. The family of multistep continuous approximations (1.3) is given by the 
polynomials 
bl(e) = (+(3 + 2fi) - (-Y)e - (&(3 + iiJ5) + p)e2 + ($6 - y)e3 - ($6 + w)e4, 
b2(e) = -$(6 - 7G)e + $(3 + 9G)e2 - :(3 + 4fi)e3 + $(i + fi>e4 
+ (2 + a)( ae + pe2 + ye3 + we4), 
b3(e) = - &fie + &( -9 + i7fi)e2 + +(3 - 2&)e3 + $( -3 + &)e4 
-(i+fi)(ae+pe2+ye3+0e4), 
b4(e) = &fie - i(3 + 9fi)e2 + ;(3 + 4fi)e3 - +(i + &>e4 
- (1 + fi)(ae + e2 + ye3 + 0e4), 
b5(e) = - A(3 + fi)e + &(15 + 5fi)e2 - $(3 + fi)e3 + &(3 + fi)e4 
+ (2 + a)( ae + pe2 + ye3 + 0e4), 
b6(e) = (aYe + Be2 + ye3 + 0e4), 
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where (Y, p, y and w are free parameters. By choosing the parameters uch that (Y + p + y + w 
= 0, we get a family of interpolants for the interval [x0, x1]. 
1/ = 3. According to the results of the previous section, we have N(6, 3) = 10 and there are 
four secondary conditions corresponding to 
$(@ = (#P), 0, 0, 0, 0, +, 0) where C$ (6) = 4’4’~ * t , 
tp = (cp, 0, 0, 0, 0, 0, a)) where 4 (8) = #WC * , 
t/P = (c#P, 0, 0, 0, 0, 0, S)) where C#J (9) = pQ*t, 
t,b(*‘) = (c#bl’), 0, 0, 0, 0, 0, &), where @lo) = c$@)A*~. 
By using N = 3 intervals, we have that CD E lR10x9, VE R9x6, P E Iw10x6 and rank(@) = 9 while 
rank(@ I P) = 10. By Theorem 2.5, the system (2.10) has no solutions. For N = 4 we have 
@ E ~10x12, vE (~12x6, p E ~10x6 and rank(@) = rank(@ (P) = 10. The matrix equation (2.10) 
has infinitely many solutions. 
Observe that in all these cases the estimation (2.14) is confirmed. 
3.2. v-stage Radau IIa method (p = 2v - 1, r = v) 
v = 2. By Table 2 we obtain N(3, 2) = 3. By using the estimation (2.14) we choose N = 2 and 
thus the resulting method (2.1) is given by 
1 I 1 
6 24 -zi 0 0 
1 3 1 
T s 8 0 0 
2 3 1 
5 s s 
L 1 -- 
24 24 
1; $ f $ 
3 1 2 1 
s ii 8 s 
and the 3 X 4 matrix @ in (2.10) is of Vandermonde type: 
1 1 1 1 
@,= + + ; 1, 
i- I 
1 1 4 
36 4 ;r 1 
and P is the 3 X 3 identity matrix. Since rank(@) = rank(@ ( P) = 3, the matrix equation (2.10) 
has infinitely many solutions. A family of multistep continuous approximations of uniform 
order three on N = 2 of the form (1.3) is defined by means of the following polynomials: 
I!@) = $(S - +J - (1+ ip)e’ + $(l - y)@, 
b,(8) = (me + pe2 + ye3, 
b3(e)= -(i+~>e+(;-p)e2-(;+y)e3, 
b4(e) = +(2 + a>e + $(4p - i5)e2 + &(3 - 2y)e3, 
where CX, p, y are free parameters. If the parameters satisfy the relation CY + p + y = i, we get 
a family of interpolants at two nodal values and if they verify also the condition 2a + 4p + 8y = 
’ it interpolates at all the nodal values. ;iY 
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v = 3. Since N(5, 3) = 6, we have only one secondary condition corresponding to 
(lr@) = (#“), 0, 0, 0, 0, i), where 4@) = +(4)A*t. 
By using (2.14) we consider N= 2 and thus we get @ E Wjx6, V/E lR6x5 and P E [w6x5. Since @ 
is nonsingular, (2.10) has a unique solution and we can construct the multistep interpolant of 
uniform order five. 
3.3. v-stage Radau Ia method (p = 2v - 1, r = v - 1) 
v = 2. By Table 2 we obtain N(3, 1) = 4. There is only one secondary condition, correspond- 
ing to 
$c1(4)= (&4), 0, 0, 0, i), where &4)=#2ti*t. 
The estimation (2.14) suggests to consider N = 2 and thus the resulting method (2.1) is given by 
and the 4 X 4 matrix @ in (2.10) is 
1 111 
Since @ is nonsingular, we have a unique multistep interpolant of uniform order three on 
N = 2 of the form (1.3). The polynomials bi(O>, i = 1,. . . ,4, in (1.3) are given by 
I?@) = se - ;e2 + be”, b2(e) = $e + ;e2 - fe3, 
b3(e) = - $e + ;e2 - $e3, b4(e) = +e - ;e2 + $e3. 
v = 3. In this case N(5, 2) = 9 and there are four secondary conditions: one for order s = 4, 
corresponding to 
I/J(~)= (@5), 0, 0, 0, i, 0), where #5)= #3?q*t, 
and three for order s = 5, corresponding to 
I,!J(~) = ( +(7), 0, 0, 0, 0, i), where @7) = $(5)C *, 
$@)= (c#&‘), 0, 0, 0, 0, i), where +(8)= (b(4)A*t, 
$c9)= (4c9), 0, 0, 0, 0, &), where 4(9) = #5)A*t. 
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The estimation (2.14) suggests N = 3. In fact by considering only two intervals, we obtain 
rank(@) = 6 and rank(@ I P) = 9 and thus, by Theorem 2.5, we have no solutions. Now consider 
N = 3; then @E R9x9 and it is nonsingular. Equation (2.10) has a unique solution and we can 
construct the interpolant of uniform order five over three intervals. 
3.4. v-stage Lobatto IIIa method (p = 2v - 2, r = v) 
v = 2. This is the well-known trapezoidal method. By (2.14) and by solving (2.111, we get that 
there exists a unique interpolant (1.3) of uniform order two on one interval defined by means of 
the polynomials b,(e) = e - ie2, b,(e) = 38”. 
v = 3. By the results of the previous section, we have that N(4, 3) = 4. The estimation (2.14) 
suggests to consider N = 2 intervals. By using the compact form, we obtain for the resulting 
method (2.1) the following representation: 
000 0 0 0 
1 L 1 1 
4 48 6 
-- 
48 0 0 
1 1 1 1 
2 12 3 12 0 0 
3 1 1 3 1 1 
4 12 5 16 6 48 
1 1 1 + + 1 
iz 5 iz 
1 1 1 1 1 
12 5 6 5 12 
The 4 X 5 matrix @J is of Vandermonde type and it consists only of the rows corresponding to 
the primary conditions and P is the 4 x 4 identity matrix. Thus the matrix equation (2.10) has 
infinitely many solutions. By (2.61, (2.81, we obtain that the following polynomials: 
bl(e) = tie + pe2 + ye3 -t- we4, 
b2(e) = 4(1 - a>e - (4~ + F)e2 + (2 - 4y)e3 - (40 + i)e4, 
b3(e) = -6(1 - CX)~ + (6p + !$” + (67 - $)0” + (1 + 6w)e4, 
b4(e) = 4(1 - a)e - (4p + 7)e2 + (-4~ + +$)e3 - (1 + 4w)e4, 
b5(e) = -(l - a>e + (p + $)e2 + (y - +)e3 + (w + f)e4, 
where (Y, p, y and w are free parameters, define a family of continuous approximations (1.3) of 
uniform order four. Thus we can get a family of multistep interpolants of uniform order four by 
choosing suitable parameters. In fact the condition 
(Y+p+y+w=; 
gives the family of interpolants at two nodal values (x0, yO), (x1, yl>, and by adding the further 
condition 
a+2P+4y+8w=+, 
we interpolate all of them. 
v = 4. We have that N(6, 4) = 7 and there is only one secondary condition corresponding to 
(1/(‘) = ( c$(~), 0 0, 0, 0, 0, i), where c$‘) = $c5)A* t. 
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By choosing N = 2 as the estimation (2.14) suggests, we obtain that the 7 x 7 matrix @ is 
nonsingular and thus the matrix equation (2.10) has a unique solution. We can construct a 
unique multistep interpolant (1.3) of uniform order six. 
3.5. v-stage Lobatto IIIc method (p = 2v - 2, Y = v - 1) 
In this case the resulting RK-method (2.11, (2.2) is confluent. 
v = 2. We have N(2, 1) = 2 and there exists a unique interpolant (1.3) of uniform order two 
on one interval defined by the polynomials b,(B) = 0 - +O”, b,(B) = i02. 
v = 3. We have N(4, 2) = 5 and the only secondary condition is 
$c1(5) = (4c5), 0, 0, 0, i), where #(5) = &(3ti*t. 
On N = 2 intervals, as (2.14) suggests, we obtain @ E F@jx6, I/E [w’jx4 and P E R5x4. Since 
rank(@) = rank(@ ( P) = 5, the matrix equation (2.10) has infinitely many solutions. The polyno- 
mials 
b,(O) = (a + 1)s + (p - +?‘+ (4 + y)B3 + (o - +)O”, 
b2(0) = -4~~0 + (3 - 4p)e2 - (47 + +)e3 + (1 - 4w)04, 
b3(0) = (1 + 9a)8 + (9p - %)e2 + (9~ + 5)e3 + (90 - ;)e4, 
b4(0) = - (1 + 3a)B + ( -3p + ;)e2 - (37 + ;)e” + ( -3w + +)84, 
b5(0) = -4a0 + (-4p + +)e2 - (47 + ;)e3 + (-4~ + +)e”, 
b6( e) = eye + PO2 + ye3 + o04, 
where a, p, y and w are free parameters, define a family of continuous approximations (1.3) of 
uniform order four. Thus we can get a family of multistep interpolants at two nodal values of 
uniform order four by choosing the parameters in order to satisfy the condition 
a+P+y+o=O. 
v = 4. In this case N(6, 3) = 10 and there are four secondary conditions: one for order s = 5, 
corresponding to 
$c6) = (4@), 0, 0, 0, 0, i, O), where @) = #4)A*t, 
and three for order s = 6, corresponding to 
I,!J(‘) = (+(‘), 0, 0, 0, 0, 0, i), where +(‘) = 4% *, 
lp9) = (p, 0, 0, 0, 0, +>, where 4 (9) = @‘A * t 
CCI (lo) = (#lo), 0, 0, 0, 0, &), where @lo) = @‘)A*‘. 
Since N(6, 3) = 10, by (2.14) we have to consider N = 3 intervals and then Cp E R10x12, 
I/E R’Ox6 and P E R10x6. It follows that rank( @) = rank(@ 1 P) = 9 and by Theorem 2.5 we 
have that (2.10) has infinitely many solutions. 
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v = 5. We have N(8, 4) = 19 and there are eleven secondary conditions: one for order s = 6 
corresponding to 
+!J(~)= (#“), 0, 0, 0, 0, 0, f, 0, 0), where 4(7)=@5)A*t, 
three for order s = 7 corresponding to 
l+G9) = (@), 0, 0, 0, 0, 0, 0, f ) 0)) where 4 (9) = ($(7)c * ) 
tb (lo) = (#lo), 0, 0, 0, 0, 0, 0, i, 0)) where 4(l”) = 4% *t, 
ICI U1)= (@‘), 0, 0, 0, 0, 0, 0, &, O), where &11)=@7)A*t, 
and seven for order s = 8 corresponding to 
CCI (13) = (@l3), 0, 0, 0, 0, 0, 0, 0, +>, where 4 (13) = +‘9’c * , 
rcI (14) = (+(14), 0, 0, 0, 0, 0, 0, 0, +>, where $ (14) - WC * - 4 
$ (15) = (@15), 0, 0, 0, 0, 0, 0, 0, $), where @15) = @‘)C*: 
$ (W = ( +(16), 0, 0, 0, 0, 0, 0, 0, +), where #16) = @‘ti* t, 
ti (17) = ( 4(17), 0, 0, 0, 0, 0, 0, 0, &), where +(17) =@9)A* t, 
rcI (18) = ( @18), 0, 0, 0, 0, 0, 0, 0, &), where +(18) = +(‘“)A*t, 
+ (19) = ( +(19), 0, 0, 0, 0, 0, 0, 0, &), where &19) = @l)A*t. 
The estimation (2.14) suggests N = 4 and we obtain that @ E R19x20, IKE R20x8 and P E R19x8. 
Since rank(@) = rank(@ I P> = 14, we can construct multistep interpolants (1.3) of uniform 
order eight. 
3.6. Singly implicit collocation methods (p = v, v + 1, r = v) 
Singly implicit methods are characterized by a coefficient matrix A with a single eigenvalue 
A (see [2]). Moreover, by the additional property of being collocation methods, we obtain the 
class of singly implicit collocation formulas. It is well known that they have at least order p = v, 
with c,/A, i = 1,. . . , v, roots of the Laguerre polynomial of degree v. There exist v values of A 
for which these methods have order p = v + 1. 
In both cases to attain order p for (2.4), we have to satisfy p primary conditions. The 
resulting matrix @ E lRpxc” is of Vandermonde type and then equation (2.10) has at least a 
solution if ,X = NV ap. For p = v and N = 1 we obtain the collocation polynomial. For 
p = v + 1 it is sufficient to consider N = 2 intervals to obtain a (v + l&order multistep 
interpolant (1.3). 
Summing up, we have shown that, by using a continuous approximation of the form (1.3), it is 
possible to reduce the number N of intervals necessary to construct a p-order interpolant with 
respect to the Lagrange interpolation for which N =p. Moreover, the estimation (2.14) of the 
minimum number to fulfil the condition (2.10) is efficient as the given examples suggest. 
Some computations were made by using PC-MATHLAB version 3.2-PC on an IBM PS/2 
with eps = 2.2 * 10-16. 
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