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iはじめに
この冊子は 2008 年 9 月 15 日から 19 日まで, 中央大学理工学大学院で行なつたAbel
函数論についての講義を元に, この方面のことがらをまとめたものです.
貴重な講義の機会を与へて下さつた諏訪紀幸先生には感謝に堪へません. 有難うご
ざいました.
執筆にあたつては, この集中講義の前年夏に花巻市内で行なつた, 第 15 回 整数論
summer school (種数の高い代数曲線と Abel 多様体) で様々, 学んだことが大変有益で
した. 関係の諸氏に深く御礼を申し上げます. また, 実際の講義に参加された学生諸君,
お忙しい中を最後まで注意深く聴講して下さつた西来路文朗さん, 岡野恵司さん, 酒井
祐貴子さんに篤く御礼申し上げます.
発刊がこの様に遅れてしまつたのは, すべて著者の私に原因があります. 集中講義
の当時は証明をあまり整理できてゐないままで説明した部分があり, その整理をできる
だけしておきたかつたためです. この講義録をもう少し補充したいとも思ひましたが,
講義からすでに 4 年以上が経ちましたので, この辺りで一応の区切りを付けました. こ
の間の関係のみなさまのご協力に深く感謝申し上げます.
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楕円函数の生誕日1を記念して
大西 良博
1西暦 1751 年 12 月 23 日
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この講義録の内容について
三角函数はとても魅力的な函数であつて, 古くから様々な一般化が試みられてきた.
例へば, 寺澤寛一氏の名著 『自然科学者のための数学概論』を眺めると一般論をいく
つかの章で解説した後, 球函数, 円柱函数, 楕円函数についての 3 つの章が続いてゐる
が, これらはどれも三角函数の拡張であるといへる. 現在でも, 三角函数の様々な拡張
が試みられてゐる. 楕円函数はその中でも一際美しく, 多くの者を魅了してやまない.
本講義録で扱ふ Abel 函数とは, 三角函数から楕円函数といふ方向での, さらなる一般
化を経たものである. それの具体的な扱ひについて, 最新の理論を踏まへて解説を試み
たつもりである.
三角函数の周期の全体はいつも 階数 1 の Z 加群であるが, 楕円函数の周期の全体
は階数 2 の Z 加群である. ここまでは複素 1 変数函数であるが, 一般の Abel 函数は,
さらに多重の周期を持つ複素多変数函数になる. そのため, 理論はとても複雑になる.
しかし, 近年, これのかなり具体的な定式化ができてきたため, 相当に整理した形で学
ぶことができる様になつてきた. それを紹介するのが, この講義の目的である.
特に, Jacobi 多様体の構成や定義方程式, 代数的加法公式, Weierstra の sigma 函
数の自然な拡張なども述べる.
本冊子は 2 つの部分に分かれてゐる. 第 1 部では一般の compact な Riemann 面
についての基本事項を説明した. 第 2 部では, 最近盛んに研究されてゐる, 比較的扱ひ
易いある種の代数曲線2を中心に解説した. 数論にとつて楕円函数が非常に強力な道具
になつたのは, 種々の具体的な函数が定式化されてゐたがために, 様々な実験ができて,
そこから新たな見地が見出されたからだと思ふ. この講義録の目標は, 本質的には, 高
い種数の場合にも Abel 函数を (三角函数の様に) 使ひ易い形に定式化することである.
それにより, 種数の高い Abel 函数も楕円函数と同様に深い level で具体的な応用がな
されると信じて疑はない. とはいへ, まだ一般の場合を書き切れるほどに著者の理解が
進んでゐない部分も多くあり, 超楕円曲線などいくつかの例に取つて述べた部分があ
る. また, できるだけ self contained なものにしたかつたのであるが, 著者の力が及ば
ず, 結局, 例へば Mumford の本 [34] にある様な Abel 多様体の高度な一般論を援用せ
ざるを得ない箇所がある. もつと親しみ易い著述に更めることは将来の課題としたい.
数学の研究では, 既成の理論の類似を追求するとき, 時に, 求むる性質を断固として
保たせることに腐心する余り, 他の性質を犠牲に (あるいは無視) してしまふのである
が, 筆者は, この「他の性質を犠牲」にするといふことにいつも躊躇してきた. 現在, 完
成できてゐることは, 楕円函数の理論に比べたら, 微々たるものであるが, F. Klein, H.
F. Baker, D. Leykin, V.Z. Enolskii 等による理論は「他の性質を犠牲」にしてゐないも
のになつてゐると思ふ. これらの成果を更めて眺めるとき, 18 世紀に発見され, 19 世
紀に目覚しい進展を遂げたとはいへ, まだまだ汲み尽くせない深さを秘めてゐる Abel
函数を実感する. もしも読者が, この講義録で, そんな感覚を味はつていただけたら望
外の幸せである.
2文献 [55] にちなんで, 平面三浦曲線 (第 5.1 節) と呼ぶのが適切だと思ふ.
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第 1 部
一 般 理 論

31 Riemann 面の一般論から
この講義録の内容を理解するための予備知識として, Ahlfors の著書 [1] に書かれてゐ
る内容程度を前提としたつもりであるが, 読者が [59], 第 3, 第 4 章を読まれてゐれば,
なほ, 理解は容易になると思はれる. 但し厳密な理論を追ふためには [60] や [56] の最
初の部分に頼る必要がある.
本講義では, 代数曲線とその Jacobi 多様体を述べて, Abel 函数についても解説を
するのが目的なので, 閉 Riemann 面が代数曲線をなるといふ事実 (Riemann の存在定
理) は論理的には必要がない. しかし Riemann 面の一般論を代数曲線に対して使へれ
ば, とても強力な道具になるので, このことをきちんと述べておくことは, 理解を深め
るためには重要だと信じる. また, そのことで説明し易くなる部分もある.
ちなみに, Riemann自身の Riemann面の記述から現在の定式化に至るまでには, 興
味深い歴史がある. それについては, [25] の 第 IV 章, [22], [59] の緒言, 等を読まれる
ことをお勧めする.
1.1 Riemann 面
始めに Riemann 面を定義する3.
定義 1.1 連結位相空間 S の各点 P に対し, 次の条件を満足する函数 'P が与へられ
た時, f'P ; P 2 Sg を S の構造函数系と呼ぶ :
(1) 'P は点 P の近傍 UP で定義され, かつ UP を複素平面上の単位円の内部 jzj < 1
に位相的に写像する函数であつて, 特に 'P(P) = 0,
(2) P, Q を S の任意の 2 点とする時 V = UP \ UQ が空集合でなければ 'Q  'P 1
は 'P(V ) を 'Q(V ) の上に 1 対 1 等角に写像する正則な複素函数である.
この様な構造函数系を単に X = f'P; UPg などと記す.
定義 1.2 X = f'P; UPg, X0 = f'0P; U 0Pg を S における 2 組の構造函数系, P を S の
任意の点とする時, 'P(UP \ U 0P) で定義された函数 '0P  'P 1 が常に原点において正
則ならば, X と X0 とは同値な構造函数系であるといふ. これが実際, 同値律を満すこ
とは容易にわかる.
定義 1.3 連結位相空間 S とその構造函数系の 1 つの同値類 fXg の組み合せを
X = fS; fXgg
を Riemann 面と呼び, S をX の基底空間, fXg に属する任意の構造函数系 fXg を,
X を定義する構造函数系, あるいは X 上の構造函数系と呼ぶ. Riemann 面は基底空
間と構造函数系の代表を 1 つ与へれば決まるから, 以後は
X = fS; f'P; UPgg
3岩澤 [59], 第 3 章から引用. 但し用語を少し変更してゐる.
4の様に記すことが多い. 各 P 2 X に対して UP 上の函数 Q 7! 'P(Q) を P における
局所径数 (local parameter) と呼ぶ. これは単に 'P(UP) 上の座標を用いて z や t など
の文字で示すことが多い. 基底空間 S の点, S の開集合, 閉集合等を Riemann 面 X
の点, 開集合, 閉集合等と呼ぶ. その他の S に関する位相的用語についても同様である.
定義より, Riemann 面の基底空間 S は 2 次元の向き付け可能な多様体である4.
定義 1.4 Riemann 面 X = fS; f'P; UPgg 上の R [ f1g または P1 = C [ f1g へ
の函数, 即ち, 実または複素数値函数  がC1 級, 調和, 正則, あるいは有理型函数で
あるとは,  が S 上の函数であつて, 各点 P の近傍 UP 上の函数
z 7!   'P 1(z)
が C1 級, 調和, 正則, あるいは有理型函数であることとする. 以後, 有理型函数を単に
函数と呼ぶ.
1.2 Dirichlet 問題, Dirichlet の原理
この節は全面的に楠の著書 [60] から引用してゐる5. Riemann 面 X 内の 1 つの領域
(= 連結開集合) U が @U 6= ; であるとする. @U 上に R 値函数 f を与へて, それを境
界値に持つ U 上の調和函数を求める問題をDirichlet 問題と呼ぶ.
例 1.5 U = fz ; jzj < 1g で f が @U = fz ; jzj = 1g 上の Lebesgue 可積分な函数と
する. いま z = rei と書くと6, U 上で調和な @U 上で f に一致する函数は
u(z) =
1
2i
Z
jj=1

1
   z  
1
   z 1

f()d
=
1
2
Z 2
0
f(ei')
1  r2
1  2r cos(   ') + r2d'
で与へられる. (最大値の原理より解は一意的である. )
定理 1.6 Riemann 面 X 上の有限個の, 互ひに共通点を持たない, 局所円板D1, D2,
  , Dm について Y =
Sm
j=1Dj とおく. 但し は集合の閉包を示す. このとき, 領域
Y 上の @Y に関する連続函数についての Dirichlet 問題は一意的な解を有する.
証明 証明は略す. [1], Chapter 6, Theorem 9 を見られたい. そこでの主張は C 内の領
域について述べられてゐるが, 証明はそのまま Riemann 面上の領域に通用する. また,
[60], p.79 の 定理 3.17 と 定理 3.18 を合せて用いても良い. 
4[60], pp.85-88 または [56], p.14 または [59], p.229 を参照されたい.
5[60] が絶版で入手困難だと思ひ, それに書かれてゐる方法をここに詳しく引用したが, 同書はつい最
近, 再版された.
6この講義録では虚数単位を一貫して bold face で i と記す.
5さて, f(x; y), g(x; y) が z = x+ iy の複素数値函数であるとき, 微分形式
! = f(x; y)dx+ g(x; y)dy
の共役微分 ! とは
! =  g(x; y)dx+ f(x; y)dy
のことである. Riemann 面上においても, 局所径数 z = x + iy について, 同様に定
義する. この定義は局所径数の取り方に依らない. 実際 2 種類の座標 z = x + iy と
z0 = x0 + iy0 で
! = f(x; y)dx+ g(x; y)dy = f 0(x0; y0)dx0 + g0(x0; y0)dy0
と書けるとき, この式から
f = f 0 @x
0
@x
+ g0 @y
0
@x
; g = f 0 @x
0
@y
+ g0 @y
0
@y
であるからCauchy-Riemann の関係式 @x
0
@x
= @y
0
@y
, @y
0
@x
=  @x0
@y
を用いれば
! =  gdx+ fdy =  f 0 @x0
@x
+ g0 @y
0
@x

dx+
 
f 0 @x
0
@y
+ g0 @y
0
@y

dy = f 0dx0 + g0dy0
を得る. この定義から
(df) =  fydx+ fxdy
である.
いま, Riemann 面 X 上の 1 つの Jordan 閉曲線で囲まれた領域 D を考へ, f は D
の閉包を含むある領域で C2 級であるとする. 境界 @D に沿つての正方向に進む線素
を ds 外側の法線方向をへの方向微分を @
@n
で表すとき,
(1.7) df =
@f
@n
ds (@D 上)
となる7. 実際, 局所座標 z = x + yi において単位接線 vector は (dx
ds
; dy
ds
) であるので,
単位外法線 vector は (dy
ds
; dx
ds
). よつて, @f
@n
= fx
dy
ds
  fy dxds = df となる.
微分形式 ! が実調和微分なら局所的には ! = du (u は調和函数) と書ける8. この
とき, u の共役調和函数を u = v とすると ! = (uxdx + uydy) =  uydx + uxdy =
vxdx+ vydy = dv なので
(du) = dv = d(u)
である.
定義 1.8 D1,   , Dm は Riemann 面 X 上の, 互ひに共通部分を持たない有限個の局
所円板とし, P1,   , Pk 2
Sm
j=1Dj とする. 各閉包 Dj の近傍上の P1,   , Pk を除い
た所で, 次の様な (多価性も許した) 実数値函数 sj が定義されてゐるとする:
(i) sj は Dj の有限個の点 P1,   , Pk を除いてDj の近傍で (多価性も許す) 調和で
あり,
7[1], p.163, x6.1 または [56], p.46
8後の (2.20) と関連する.
6(ii) sj は境界 @Dj の近傍で一価である.
このとき X 上の実数値函数 U で
(a) U は X  Smj=1Dj で一価調和であり,
(b) U sj は各 Dj で一価調和
である様なものが存在するとき, U を,与へられた特異性 f(Dj; sj)gmj=1 を持つ調和函数
(あるいは potential) といふ. ([60], pp.116{117)
次の補題が基本的である.
補題 1.9 (存在定理) X 上に与へられた特異性 f(Dj; sj)gmj=1 を持つ調和函数が存在
するための必要十分条件は
(1.10)
mX
j=0
Z
@Dj
(dsj) = 0
が成立することである. そして, もし存在すれば, 定数の差を除いて一意的である. こ
こに  は共役微分を取ることを示す.
証明 [必要性] U を特異性 f(Dj; sj)gmj=1 を持つ函数とするとU は X  
Sm
j=1Dj で一
価調和ゆゑ, Stokes の公式により
mX
j=1
Z
@Dj
(dU) =  
Z
X  Smj=1Djd
 (dU) =  Z
X  Smj=1DjUdxdy = 0:
但し, z = x+ iy を Dj 上の局所変数として
 =
@2
@x2
+
@2
@y2
である. さらに Dj 上で U = sj + vj (vj は調和) と書けるので
R
@Dj
(dvj) = 0 となり
(1.10) が成り立つ. 一意性 : もし U1, U2 が特異性 f(Dj; sj)gmj=1 を持てば U1   U2 は
X 全体の上で一価調和なので, U1   U2 は定数函数でなければならない.
[十分性] A. Schwarz-C.Neumann による交代法 (alternating method) によつて示す.
まづ
Dj
0  Dj 0  Dj
なる局所円板 Dj 0 を取り, sj は Dj  Dj 0 の近傍で一価調和とする. また s は各 Dj の
近傍で s = sj (j = 1,   , m) を表す函数とする. さて,
D =
m[
j=1
Dj; @D =
m[
j=1
@Dj;
Y =X  
m[
j=1
Dj
0; @D0 =  @Y =
m[
j=1
@Dj
0
を考へて, D および Y で Dirichlet 問題を解く. (D での解とは各 Dj での解のことで
ある.) それは 1.6 により可能である. まづ, @D 上で境界値は連続ゆゑ, その解 u1 が
存在し (補題 1.6), u1 は D で調和で
u1 =  s (@D 上)
7である. 次に @D0 上で u1 + s を境界値とする Y 上のDirichlet 問題の解を v1 とする
と v1 は Y 上で調和で
v1 = u1 + s (@D
0 上)
となる. 以上順次この様にして D, Y 上でそれぞれ調和な函数 un, vn (n = 1, 2,   )
で境界値が
(1.11)
8>><>>:
un = vn 1   s (n = 1; 2;    ); (@D 上)
vn = un + s (n = 1; 2;    ); (@D0 上)
v0 = 0 (@D 上)
を満たすものを取ることができる. この fung, fvng がそれぞれ D, Y 上で一様収束
することを示さう. まづ, vn   vn 1 が @D 上で定符号でないことに注意する. 実際
Dj
0 = fzj ; jzjj < g (0 <  < 1), Dj = fzj ; jzjj < 1g となる様に局所径数 zj を選べ
ば,  < r < 1 なる r に対して
0 =
mX
j=1
Z
jzj j=r
(dsj)
=
mX
j=1
Z 2
0
@sj
@r
rd' (* (1.7))
= r
d
dr
mX
j=1
Z 2
0
sjd'
なので
mX
j=1
Z 2
0
sj(re
i')d'

=
Z
jzj=r
sd' と書く

は r に無関係である. 従つて
(1.12)
Z
@D
sd' =
Z
@D0
sd'
である. また調和函数の平均値の定理 ([1], p.165, Theorem 20) によりZ
@D
und' =
Z
@D0
und'
である. vn 一価調和ゆゑ Z
@D0
(dvn) = 0
(* 必要性の所と同様に示される.) よつて (1.12) の様にして
(1.13)
Z
@D
vnd' =
Z
@D0
vnd'
8を得る. (1.11) から (1.13) によりZ
@D
(vn   vn 1)d' =
Z
@D0
vnd' 
Z
@D
(un + s)d'
=
Z
@D0
(un + s)d' 
Z
@D
(un + s)d' = 0
従つて vn   vn 1 は @D 上で恒等的に 0 ではない限り, 定符号ではない. @D 上で
vn vn 1 = 0ならば最大値の原理でD 上で恒等的に vn = vn 1 となる. さて vn vn 1
が @D 上で定符号でなければ, 以下の補題 1.16 によつて n に無関係な正数 q(< 1) が
存在して
(1.14) max
@D
jvn   vn 1j 5 qmax
@D0
jvn   vn 1j
となる. この式は vn = vn 1 のときも明らかに成り立つ. ところで (1.11) と最大値の
原理から
max
@D0
jvn+1   vnj = max
@D0
jun+1   unj (* (1.11) の下)
5 max
@D
jun+1   unj (* 最大値の原理)
= max
@D
jvn   vn 1j (* (1.11) の上)
ゆゑに On = max@D0 jvn   vn 1j とおくと (1.14) により
On+1 5 qOn 5 qnO1:
さらに, 最大値の原理により Y 上で jvn   vn 1j 5 On. 従つてX
n
jvn   vn 1j 5 O1 
X
n
qn <1:
即ち
v = lim
n!1
vn =
1X
n=1
(vn   vn 1)
は Y 上で一様収束し, 従つて v は Y で調和である. fung については (1.11) と (1.14)
により, D 上で
jun+1   unj 5 max
@D
jun+1   unj = max
@D
jvn   vn 1j
5 qOn 5 qnO1
であるから u = lim
n!1
un も D で一様収束し, そこで調和である. 最後に D \ Y では
(1.11) において n ! 1 とすると @D および @D0 上で u = v   s. ゆゑに最大値の原
理により D \ Y 上で u+ s = v. そこで
(1.15) U =
(
s+ u (D 上で)
v (Y 上で)
とおけば U が求める函数である. 
9補題 1.16 Y を Riemann 面 S に含まれる compact 部分集合とする. 定数 0 < q < 1
が存在して, Y 上で定符号ではない任意の調和函数 u に対して,
max
Y
juj 5 q sup
S
juj
となる. 特に S 全体で調和な函数は定符号でなければならない.
証明 M = sup
S
juj とおく. M = 1 ならば q は正数ならなんでもよく, 成り立つ.
M <1 ならば 1
M
u を考へることで, 最初から S 上で juj < 1 としてよい. もし, 結論
が正しくないとすれば junj < 1 で
max
Y
junj ! 1 (n!1)
となる Y 上で定符号でない S 上の調和函数 un が存在する. fung は一様有界ゆゑ, 正
規族9をなす. よつて S 上で広義一様収束する部分列 fung が取れる. その極限函数を
v とすれば, v は S で調和で jvj 5 1 かつ
max
Y
jvj = 1:
従つて, 最大値の原理により, 恒等的に v = c (c = 1). 一方 fung は Y で一様に v
に収束するから  が十分大ならば
jun (P)  cj < " < 1; (P 2 Y )
となり, fung は Y で定符号を持つ. これは矛盾である10. 
注意 1.17 定理 1.9 により, X 全体で調和な実函数は定数に限ることがわかる. この
ことから, X 全体で正則な函数も定数に限る.
例 1.18 Riemann 面 X 上の局所円板 D = ft ; jtj < 1g を考へて, P, Q を D 内の 2
点とする. D から P, Q を除いた部分で定義された函数
s(t) =
1
2
arg
t  t(P)
t  t(Q)
について, 特異性 f(D; s)g を持つ X 上の調和函数 UP;Q が存在定理 1.9 より存在す
る. 実際11 Z
@D
(ds) =   1
2
Z
jzj=1
d log
 t  t(P)t  t(Q)
 = 0:
このとき, D 内で P と Q を単純に結ぶ曲線を  とするとき, X 上の任意の閉曲線 
に対して
(1.19)
1
2
Z

dUP;Q =   
となる. (練習 : UP;Q を X = P1 の場合に具体的に書け. )
9正規族とは, 一様収束の位相で相対 compact な函数族のこと.
10[60], p.121 の注意には別証も述べてある.
11 * 一般に log f(z) = log jf(z)j + i arg f(z) より  i log f(z) = arg f(z)   i log jf(z)j. よつて
s = arg f(z) の共役は s =   log jf(z)j. これと (ds) = d(s) による.
10
例 1.20 k = 1 を与へられた自然数とする. P 2X の周りの局所変数 t を取り, P を
含む局所円板 D = ft ; jtj < 1g 上, P を除いた点で定義される函数
s(t) = Re
1
tk
を考へると, 存在定理 1.9 より, 特異性 f(D; s)g を持つX 上の調和函数 U (k)P が存在
する. 実際 Z
@D
(ds) = Im
Z
jtj=1

  k
tk+1

dt
であるからである.
例 1.21 2 点 P1, P2 2 X についてそれぞれの周りの局所変数 t1, t2 が与へられ, 局
所円板 Di = fti ; jtij < 1g 上の Pi を除いた所で函数
si(ti) = ( 1)i log jtij (ti 6= 0)
を考へる. このときZ
@D1
(ds1) +
Z
@D2
(ds2) =  
Z
@D1
d arg t1 +
Z
@D2
d arg t2 =  2 + 2 = 0
なので存在定理 1.9より,特異性 f(Di; si)g2i=1 をもつX 上の調和函数 VP1;P2 が存在す
る. また, P1 と P2 が 1 つの局所円板 D = ft ; jtj < 1g に含まれてゐて, t1 = t  t(P1),
t2 = t  t(P2) であれば VP1;P2 =  UP1;P2 である. ここに UP1;P2 は例 1.18 で定義した
函数である.
詳細は略すが, Riemann面X について,その基底空間は三角形分割可能であること
が証明され12 (Rado [48]),第 2可算公理を満す. そのことから,基本群およびH1(X ;Z)
が有限生成であることが従ふ. さらに H1(X ;Z) は階数が偶数の自由 Z 加群であるこ
ともわかり13
rankZH1(X ;Z) = 2g
と書いて, g を X の種数と呼ぶ, Riemann 面 X の基底空間の三角形分割により, そ
の Euler 指標14 (X ) が定まる. これも偶数であつて
(X ) = 2  2g
となる15. 直観的には Riemann 面 X が \g 人乗りの浮輪" に位相同型であることに
対応してゐる.
この講義録では触れないが, 一方が他方を被覆する 2 つの Riemann 面の Euler 指
標に関して成り立つRiemann-Hurwitz の公式についても知つておく必要があるが割愛
する16.
12先にも述べたが, Weyl の著書 [53] では, 三角形分割可能性を Riemann 面の定義自体に含めてゐた.
[60], pp.85{88 または [56], p.62.
13[60], p.95.
14三角形分割における三角形の個数,辺の本数,頂点の個数をそれぞれ n2, n1, n0としたとき n0 n1+n2
をその Riemann 面の Euler 指標といふ.
15[60], p.110 または [56], p.108.
16[60], p.46 を参照されたい.
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1.3 Abel 微分
種数 g の compact な Riemann 面 X を考へる. 1 点 I (基点, base point) を固定し, I
を始点にして, 再び I に戻る 2g 本の向きのある閉曲線
1;    ; g; 1;    ; g
でその交点数が
(1.22) ij = ij = 0; ij = ij
となるもの (標準 homology 基底, canonical homology basis) を取り (図 1.23), これら
に沿つて X を \切り開いてできる多角形" (正規多角形17, regular polygon) をX と
する (図 1.23).
図 1.23
図 1.23
いま少し詳しく説明する. 一般に X 上の向きのある曲線  の向きを逆にしたもの
を  1 と記す. X 上の任意の閉曲線はいくつかの i, j, i 1, j 1 を繋いだものと
homotope であり, X の基本群 1(X ) は 1,   , g, 1,   , g から生成される自由
群の
111
 11
 1   ggg 1g 1
を含む最小の正規部分群による剰余群である. つまり, 演算  を持ち, fjg, fjg で生
成されて,
1  1  1 1  1 1      g  g  g 1  g 1 = 1
なる関係式のみを持つ群である. ここで  は曲線を繋ぐことによる演算を意味し, 右
辺の 1 は自明な (1 点に潰せる) 閉曲線を意味する. 正規多角形 X は, その \辺" が,
順に
1; 1; 1
 1; 1
 1;    ; g; g; g 1; g 1
となつてゐる訳である.
17[56](p.115) では位相標準形と呼んでゐる.
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定義 1.24 Riemann 面上の有理型微分形式のことを Abel 微分, または単に微分,
微分形式などと呼ぶ. Abel 微分の X 上での線積分を Abel 積分と呼ぶ. Riemann 面
X 上の Abel 微分は, それが, 至る所で正則であるとき, 第 1 種微分形式であるといは
れ至るところで 1位の極を持たないとき,第 2 種微分形式といはれる. これ以外,即ち,
1 位の極を持つことを許す場合を第 3 種微分形式と呼ぶ. 第 1 種積分, 第 1 種積分,
第 3 種積分 はそれらの積分として定義される.
命題 1.25 Riemann 面上の微分の留数の和は 0 である.
証明 任意の微分 ! について
\留数の和" =
1
2i
Z
@X
!
=
1
2i
gX
j=1
Z
j
! +
Z
j
! +
Z
j 1
! +
Z
j
 1
!

=
1
2i
gX
j=1
Z
j
! +
Z
j
!  
Z
j
!  
Z
j
!

= 0
となるからである. 
例 1.26 (1) いま例 1.18 の記号を用いて
(1.27) !P;Q = dUP;Q + i
(dUP;Q)
とおくと !P;Q は P, Q の近傍 ( D) でそれぞれ
(1.28)
 i
z   z(P)dz;
i
z   z(Q)dz
なる主要部を持ち, それ以外の点で正則な Abel 微分である.
(2) 今度は 1.20 の記号を用いて
(k + 1)P = dU
(k)
P + i
(dU (k)P )
と書くことにすると (k + 1)P は P において主要部
  k
tk+1
dt
を有する展開を持ちそれ以外の点では正則な, X 上の, Abel 微分である. もちろん, 微
分 (k + 1)P の実部は, X 上の任意の閉曲線  について
Re
Z

(k + 1)P =
Z

dU (k)P
である. (k + 1)P は後の 1.69 で使ふ.
(3) (第 3 種微分) 最後に 1.21 の記号を用いて
(1.29) P1;P2 = dVP1;P2 + i
(dVP1;P2)
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とおくと, これは Pi において ( 1)i log tidti なる主要部を持つた Abel 微分である. 定
義から単純な弧
_
P1P2 を通らない任意の閉曲線  について
Re
Z

P1;P2 =
Z

dVP1;P2 = 0
となる.
練習 1.30 方程式
(1.31) y2 = x5 + 2x
4 + 4x
3 + 6x
2 + 8x+ 10
で定義される代数曲線を考へる. ここで, (1.31) の j は複素数であつて, 右辺は重根
を持たない多項式とし, これは, 無限遠点に 1 点 1 を添加することで非特異完備な C
上の代数曲線となる. それを Riemann 面とみることができる18. 実際にこれの 1.1 の
意味の構造函数系を 1 つ記述せよ.
命題 1.32 Riemann 面 X 上の正則な微分形式 (第 1 種微分形式と呼ばれる) の空間
は C 上 g 次元である.
証明 その様な空間の基底は次の様に作ればよい. X 上の閉曲線  に対して P1, P2,
  , Pn をその上のに順に十分近接して取つた点列とし
(1.33) U =
1
2
(UP1;P2 + UP2;P3 +   + UPn;P1)
とおく. ここに UP1;P2 等は例 1.18 のものである. また, 十分近接してゐるといふのは,
すべての隣り合つた 2 組がそれぞれ適当な局所円板に含まれることをいふ. このとき
U は X 上の至るところ特異点を持たない (多価な19) 調和函数である. (U は  を越
えるときに別の分枝に移る. ) しかも (1.19) より  が X 上の任意の閉曲線であれば
(1.34)
1
2
Z

dU =   
が成り立つ. ここで, 各閉曲線  に対して
! = dU + i
(dU)
を考へる. (例 1.18 参照. ) いま, 標準切断を与へる様な閉曲線の組を
(1.35) 1; 2;    ; g; 1; 2;    ; g
として, これらに応じて !i , !j を作る. (これらは P1,   , Pn の取り方に依存するだ
らうが) それらを単に
(1.36) !1; !2;    ; !2g
18詳しくは, 例へば, [56], pp.27{28.
19ここでは log z の様な函数のみを想定してゐる. 厳密には Weierstra の解析函数と呼ばれるもの
([56], pp.21-23) である.
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と書けば, これらが X 上の第 1 種微分形式の空間を R 上張ることがわかる. 実際 !
を X 上の任意の正則な微分形式として
cj =
Z
j
!; cg+j =
Z
j
!
とすれば, (1.34) により, 任意の閉曲線  について
Re
Z

(!   c1!1   c2!2        c2g!2g) = 0
となるから, 始点 I を固定した X 上の 1 価函数として
'(P) = Re
Z P
I
(!   c1!1   c2!2        c2g!2g)
が定義できる. しかし '(P) は極を持たず調和函数なので定数 (従つて 0) である20. よ
つて '(P) の共役も恒等的に 0 である. ゆゑに
! = c1!1 + c2!2 +   + c2g!2g
である. さらに (1.34) から !1, !2,   , !2g は R 上 1 次独立であることがわかる21. 次
に, いま正則な微分形式の空間の C 上の次元が q であつたとして, その基底を (上の記
号を忘れて) !1, !2,   , !q とすれば
!1; !2;    ; !q; i!1; i!2; i    ; i!q
は R 上 1 次独立なので 2q 5 2g. しかるに, 任意の正則微分形式は !1, !2,   , !q の
C 上の 1 次結合なので 2q = 2g. 
例 1.37 X を 例 1.30 と同じく
y2 = x5 + 2x
4 + 4x
3 + 6x
2 + 8x+ 10
で定義される種数 2 の超楕円曲線に対応する Riemann 面とせよ. X 上の正則な微分
形式は
dx
2y
;
xdx
2y
の 1 次結合である.
次の補題22から Riemann-Roch の定理をはじめ, 以下のほとんどの定理が導かれる.
20[60], p.70, 定理 3.10 参照.
21 として 1, 2,   , g, 1, 2,   , g を取つて
R

!j =   j ,
R

!g+j =   j を見ればよい.
22[59], pp.252{256
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補題 1.38 X において P1,   , Pm およびQ1,   , Qn を @X にない点とせよ.  を
高々 P1,   , Pm に極を持つ微分,  を高々 Q1,   , Qn に極を持つ微分とし, 各点 Pi
における局所径数 ti に関する展開を8>>><>>>:
 =
X
 1
a
(i)ti
dti ;
 =
1X
=0
a0
(i)
ti
dti
(i = 1;    ; m)
とせよ. 同様に Qj における局所径数 sj に関する展開を8>>><>>>:
 =
1X
=0
b
(i)si
dsi ;
 =
X
 1
b0
(i)
si
dsi
(j = 1;    ; n)
とせよ. このとき
(1.39)
Z
@X
Z P
I1


(P) =
1
2i
gX
k=1
Z
k

Z
k
  
Z
k

Z
k


;
および
(1.40)
1
2i
gX
k=1
Z
k

Z
k
  
Z
k

Z
k


+
mX
i=1

a 1(i)
Z Pi
I1
 +
1X
=0
a  2(i)a0
(i)
 + 1

+
nX
j=1

b0 1
(j)
Z Qj
I1
 +
1X
=0
b0  2
(i)b
(i)
 + 1

= 0
が成り立つ.
定義 1.41 上の等式 (1.39) を一般 Riemann 関係式と呼ぶ.
証明 (補題 1.38 の) X の中で Pi, Qj を中心とした十分小さい円 "i, "0j を描く. こ
れら各小円上の 1 点へ, I1 から向ふ曲線 i, 0j をこれら (m+ n) 本のどの 2 本も互ひ
に交はらない様に選ぶ. 証明は積分路
i  "i  j 1; 0i  "0i  0j 1
と @X を結んだものに沿つて (ここで  は曲線を繋ぐことを意味する)
P 7!
Z P
I1


d
Z P
I1


を積分することで得られる. 実際, 命題 1.25 より上の微分形式の積分はZ
@X
+
mX
i=1
lim
"i!Pi
Z
i
+
Z
i 1
+
Z
"i

+
nX
j=1
lim
"0j!Qi
Z
0j
+
Z
0j 1
+
Z
"0j

16
であるが, 左辺のそれぞれの項が 1:40 の 1
2i
倍のそれらに等しい. 実際, X から
i  "i  j 1 や 0i  "0i  0j 1 の囲む小部分を除いて得られる単連結領域での積分として
h(P) =
Z P
I1

とおくとき, まづ
(1.42)
Z
@X
h(P)(P) =
gX
k=1
Z
k
h +
Z
k
h +
Z
k 1
h +
Z
k
 1
h

=
gX
k=1
Z
k
(h  h 1) +
Z
k
(h  h 1)

を計算する. 但し, P 2 k (resp. k) に対応する k 1 (resp. k 1) 上の点を P  と
表し,
h (P) = h(P )
で h  を定義してゐる. 上で P 2 k, 2 k に応じて
(1.43)
h(P)  h 1(P) =  
Z
k
;
h(P)  h 1(P) =  
Z
k 1
 =
Z
k

なので
(1.44)
=
gX
k=1
Z
k

 
Z
k


 +
Z
k
Z
k




=
gX
k=1

 
Z
k

Z
k
 +
Z
k

Z
k


となる. 次に 1, 2 1 の "1 ! P の極限の積分Z P1
I1
+
Z I1
P1

h(P)(P)
を計算する. h(P) は P1 の周りを時計周りに一周するとき,  2ia 1(1) だけ値が増す
から
=
Z I1
P1
( 2ia 1(1))(P)
= ( 2ia 1(1))
Z P1
I1
(P):
これが (1.40) の第 2 の和の前半の i = 1 の項である. 他の番号 i についてや第 3 の和
の前半についても同様である. 最後に
g(P) =
Z P
I1

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と書くとZ
"1
h(P)(P) =
Z
"1
h(P)
(P)
dt1
dt1
=
Z
"1
d(h(P)g(P))
dt1
 
Z
"1
dh(P)
dt1
g(P)dt1 (* 部分積分)
ここで, 第 1 項において, P が "j を回つたとき, g(P) は, (P) が P で正則なので不変
であり, h(P) は,  sia 1(1) だけ増す. 従つて "1 ! P1 のとき
 2ia 1(1) g(P)
に収束する. また, 第 2 項は t1 の函数
dh(P)
dt1
g(P) の t1 = 0 における留数の  2i 倍で
ある.  は P1 で正則なので P1 の近傍では
g(P) = g(P1) +
Z P
P1
(P)
= g(P1) +
1X
=0
a0
(1)
 + 1
t1
+1
となる. 但し t1 は P1 の周りの局所変数 (それも t1 と書く) の P における値である.
これと
dh(P)
dt1
= (P) =
X

a
(1) t1

とから
Rest1=0
dh(P)
dt1
g(P) = a 1(1)g(P1) +
1X
=0
a(1)  2 a
0

(1)
 + 1
であるから
lim
"1!P1
Z
"1
h(P)(P) =  2ia 1(1) g(P) 

  2i g(P) +
1X
=0
a(1)  2 a
0

(1)
 + 1

=
1X
=0
a(1)  2 a
0

(1)
 + 1
となる. その他の i や (1.40) の第 3 項の後半も同様である. 
注意 1.45 (1.39) の左辺は Stokes の定理より
(1.46)
Z
@X
nZ P
I



o
=
Z
X
 ^ 
と書かれる.
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補題 1.47 !0, ! を第 1 種微分として
(1.48) w(P) =
Z P
I1
!
とおくと,
(1.49)
gX
j=1
Z
j
!
Z
j
!0  
Z
j
!0
Z
j
!

=
Z
@X
w!0 = 0
i
gX
j=1
Z
j
!
Z
j
!  
Z
j
!
Z

!

= 0
であり, 不等式の等号は ! = 0 のときのみ成り立つ.
証明 (1.40) で  = !,  = !0 とおけば (1.48) を得る. 次に (1.42), (1.43), (1.44) の計
算より Z
@X
w! =
gX
j=1
Z
j
!
Z
j
!  
Z
j
!
Z
j
!

である. 一方 Stokes の定理 ([60], p.60 と p.56) よりZ
@X
w! =
Z
X
d(w!) =
Z
X
! ^ !:
ここで, X を C に埋め込んで, そこの座標 z = x+ iy について実変数の微分とみて
! = fdz = f(dx+ idy) = fdx+ ifdy
とおけば
! ^ ! = (fdx+ ifdy) ^ (fdx  ifdy) =  2ijf j2dx ^ dy(:= dxdy):
よつて
(1.49) の左辺 = 2
Z
X
jf j2dxdy = 0:
しかるに ! = 0 () f = 0 より, 最後の主張もわかる. 
X 上の正則な微分形式の空間の基底を !1,   , !g として, これらについて
(1.50) 
0 =
h Z
j
!i
i
; 
0 =
h Z
j
!i
i
; 
 = [
0 
00]
とおき, これらを j, j に関する !1,   , !g の 周期行列 と呼ぶ. また X 上の閉曲線
に関する, 微分 ! の積分を ! の 周期 と呼ぶ. 補題 1.47 から次の補題が導かれる.
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補題 1.51 第 1 種微分 ! について
(i) すべての j = 1,   , g について
Z
j
! = 0,
(ii) すべての j = 1,   , g について
Z
j
! = 0,
(iii) すべての j = 1,   , g について
Z
j
! 2 R かつ
Z
j
! 2 R,
のいづれか 1 つでも成り立てば ! = 0 である.
証明 一般に路  と微分  について Z

 =
Z


であるから, これらは (1.49) からの直接の帰結である. 
系 1.52 
0, 
00 は正則行列である.
証明 いま [c1    cg]
0 = [0    0] とする. これは ! =
P
i ci!i のすべての j に関す
る周期が 0 であることを意味するが, このとき 1.51(i) により ! = 0. ゆゑに
[c1    cg] = [0    0]

00 についても 1.51(ii) により同様に示せる. 
補題 1.53 任意に g 個の複素数 z1,   , zg が与へられたとき
(1.54)
Z
j
! = zj (for all j = 1,   , g)
となる第 1 種微分形式 ! が存在する.
証明 系 1.52 より, 写像 ! 7! R
j
! は 2 つのC 上の g 次元線形空間の同型であるか
らである. 
定理 1.55 (Riemann の関係式)
(1) 

h 1g
 1g
i
t
 = O.
(2) i

h 1g
 1g
i
t
 は正定値 Hermite 行列である.
証明 補題 1.47 の前半で !, !0 を !j, !k にとれば
(1.56) 
0t
00   
00t
0 = O
がわかる. つまり (1) を得る. 同様に
! = c1!1 +   + cg!g
20
とすると
i [c1    cg][
0 
00]
h 1g
 1g
i" c1
...
cg
#
が 1.47の後半の左辺に他ならない. しかも, これが 0となるのは [c1    cg] = [0    0]
の時に限るのであるから i

h 1g
 1g
i
t
 は正定値である. また. これは
= i(
00t
0   
0t
00) =  i(
00t
0   
0t
00)
なので Hermite 行列である. ここまでの記号で
(1.57) T = 
0 1
00
とおくと, 1.55 の主張は
(1.58) tT = T であり, ImT は正定値な Hermite 行列である,
と言ひ換へられる. 実際 (1.56) より
t
00t
0 1   
0 1
00 = O
) t(
0 1
00) = 
0 1
00
) tT = T
であるし, 
0 は正則なので 1.55(2) より

0 1

i

h 1g
 1g
i
t


t

0 1
= 
0 1

i
 t
0t
00   t
00t
0t
0 1
= i
 t
00t
0 1   
0 1t
00
= i (tT   T )
= i (T   T )
= 2 ImT
も正定値 Hermite 行列である. 
いま, すぐ上で取つた第 1 種微分形式の基底を取り換へて
(1.59) t[!^1    !^g] = 
0 1t[!1    !g]
とおけば
(1.60)
h Z
j
!^i
i
= 1g;
h Z
j
!^i
i
= T
となる. この様な微分形式のなす基底は正規化されてゐるといはれる. これらのなす
vector を
(1.61) !^ = t[!^1    !^g]
と書く.
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補題 1.62 周期行列 
 を

 = [
1    
2g]
と書くとき, 
1,   , 
2g は R 上 1 次独立である.
証明 c = t[c1    c2g] 2 R2g について
c = 0 とすると,
(1.63) [1 T ] c = 0
であり, よつて
[1 T ] c = 0
である. ゆゑに
i (ImT )
"
cg+1
...
c2g
#
= 0:
しかるに Im (T ) は正定値なので, 特に正則であつて
cg+1 =    = c2g = 0:
これを (1.63) に代入すれば
c1 = c2 =    = cg = 0
がわかる. 
練習 1.64 方程式 y2 = x5 + 1 で定義される代数曲線 C を考へる. C は無限遠点に 1
点が添加されたものとする. これにより C は完備非特異代数曲線23でなる. 従つて C
は Riemann 面を定義する (1.30 を参照). これの上の正則な微分形式の基底として,
!1 =
dx
2y
; !2 =
xdx
2y
を取ることができることを示せ. さらに路 1, 2, 1, 2 を適当に選び, modulus T の
代表として
T =
"
1  4  2   4
 2   4 
#
が取れることを示せ. 但し,  = e2i=5 である.
1.4 正規化された Abel 微分とそれらの間の関係
ここでは, 正規化された微分形式なるものの定義をまとめておく.
23非特異とは f(x; y) = y2   (x5 +1) とおくとき, 偏微分係数が fx(a; b) = fy(a; b) = 0 となる点は存
在しないこと. またこの曲線は射影曲線であることがわかるので, 完備である ([36]. pp.3.12-3.16).
22
補題{定義 1.65 先の Riemann 面 X 上の 2 点 Q1, Q2 に対して ^Q1;Q2 を Q1, Q2 以
外のすべての点において正則な微分形式で
(1.66) ordQ1 ^Q1;Q2 = ordQ2 ^Q1;Q2 =  1
かつ
(1.67) ResQ1 ^Q1;Q2 = 1; ResQ2 ^Q1;Q2 =  1
であり, すべての j について
(1.68)
Z
j
^Q1;Q2 = 0
となるものとする24. ここで ord, Res はそれぞれ (零点の) 位数, 留数を表す. この様
な微分形式を正規化された第 3 種微分形式と呼ぶ. 上の条件を満たす微分形式が唯一
つ存在する.
証明 実際, (1.66) と (1.67) を満たす第 3 種微分形式は, いつも適当な cj によつて
^P;Q = dUP;Q + i
dUP;Q +
gX
j=1
cj!^j
と書ける. ここに UP;Q は 1.18 で定義したものである. (1.59) の !^j により, cj を条件
(1.68) が満たされる様に定めることができる. また, もしこの様な微分形式が 2 つ存
在すれば, その差は第 1 種微分形式であるが, (1.68) の条件と 1.51(i) により, それは 0
である. 
定義 1.69 k = 2 を与へられた自然数とする. 局所径数 t の与へられた点 P 2 X に
対して, 微分形式を P 以外のすべての点において正則で
ordP^P;t;k =  k
かつ P における Laurent 展開が
(1.70) ^P;t;k =

  k   1
tk
+O(1)

dt
であり, j = 1,   , g について
(1.71)
Z
j
^P;t;k = 0
となるものとする. 但し O(1) は t について 0 次以上の項からなる羃級数を表す. これ
は例 1.20 の ^(k)P (k = 2) から
^P;t;k = 
(k)
P +
X
j
cj!j
の形で作る. この様な ^P;t;k を正規化された第 2 種微分形式と呼ぶ. この様な微分形
式も存在するとすれば, 唯 1 つであることが 1.51(i) よりわかる.
24これは j をこれと homotope な路に置き換へると 2i の整数倍が加はる.
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今後は函数, 微分形式などは X 上のものとも X 上のものとも考へる. それをい
ちいち断らないが, 混乱はないものと思ふ.
定理 1.72 X 上の局所径数 t の与へられた点 P, および 2 点 Q1, Q2 とに対して, 先
に取つてあつた路 i, j をこれらの 3 点を通過しない様に少しずらす. いま, P の近
傍の動点 Pt (値 t の定める点) とする. (P0 = P である). このとき X の上の積分に
ついて
(1.73)
d
dt
Z Pt
P
^Q1;Q2

t=0
=
Z Q2
Q1
^P;t;2;
 2i 1
(k   1)!
dk 1
dtk 1
Z Pt
P
!^j =
Z
j
^P;t;k
が成り立つ.
証明 補題 1.38 において
m = 1; P1 = P; t1 = t;  = ^P;t;2
n = 2; Q1; Q2;  = ^Q1;Q2
とすれば, まづ , xi は正規化されてゐるので, (1.40) の最初の和は消える. また  の
P での展開について a(1) 1 = 0 なので, 第 2 項 (の和) の中の最初の項は消える. また
a(1) 1 = 0 (nu 5  3) なので, 第 2 項の後部の和は  = 0 の所
a(1) 2 a
0
0
(1)
を除いて消える.  は Q1, Q2 で正則なので, 第 3 項の和は前部
 

b0 1
(1)
Z Q1
I1
 + b0 1
(2)
Z Q2
I1


=  
Z Q1
I1
  
Z Q2
I2


=
Z Q2
Q1
^P;t;2
を除いて消える. 一方
a0 2
(1)
a00
(1)
=   d
dt
Z Pt
P
^Q1;Q2 dt

t=0
より, 与式の前者を得る. 次に (1.40) において
m = 1; P1 = P; t1 = t;  = ^P;t;k+1
n = 2; Q1; Q2;  = !^j
とおくと, (1.40) は
1
2i

0 
Z
j
^P;t;k+1
Z
j
!^j

+
 
0 +
a k (1) a0k 2
(1)
k   1
  2X
j=2
 
0 + 0

= 0
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となるので, Z
j
^P;t;k+1 = 2i a
(1)
 k a
0
k 2
(1)
= 2i
 (k   1)
k   1
1
(k   1)!
dk 1
dtk 1
Z Pt
P
!^j

t=0
=  2i 1
(k   1)!
dk 1
dtk 1
Z Pt
P
!^j

t=0
を得て, (1.73) の後半を得る. 
定理 1.74 X 上の 4 点 P1, P2, Q1, Q2 について, すべての j をこれらの点を通らな
い様にずらしておく. このとき X 上の積分に関して次が成り立つ.Z P2
P1
^Q1;Q2 =
Z Q2
Q1
^P1;P2 ;(1.75)
2i
Z P2
P1
!^j =
Z
j
^P1;P2 :(1.76)
注意 1.77 (1.75) は変数と径数の交換法則(exchange of variables and parameters) と
呼ばれてゐる. これらは本講義録で頻繁に使はれる. 特に 1.75 により,
(1.78) lim
Q1!Q2
^Q1;Q2 = 0
がわかる.
証明 (1.75) は (1.40) で
m = n = 2;  = ^Q1;Q2 ;  = ^P1;P2
とすれば,
0 +
2X
i=1

a(i) 1
Z Pi
I1
 + 0

 
2X
i=1

b0(j) 1
Z Qj
I1
 + 0

= 0:
)
Z P1
I1
 
Z P2
I1

^Q1;Q2  
Z Q1
I1
 
Z Q2
I1

^P1;P2 = 0:
よつて (1.75) を得る. 次に (1.40) で
m = 2; P1; P2; n = 0;  = ^P1;P2 ;  = !^j
とすれば
1
2i

0 
Z
j
^P1;P2
Z
j
!^j

+
2X
i=1

a(i) 1
Z Pi
I1
!^j + 0

+
2X
i=1
 
0 + 0

= 0
となるので
1
2i
Z
j
^P1;P2 =
Z P1
I1
 
Z P2
I1

!^j =
Z P2
P1
!^j
を得る. 
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2 Riemann-Roch の定理と Weierstra の空隙値
2.1 Riemann-Roch の定理
Riemann 面 X 上の点の形式的な有限和
D =
X
P2X
nPP (nP 2 Z, 有限個の P 以外では nP = 0)
を X の因子といひ, これらのなす Abel 群を因子群と呼ぶ. 上の因子 D について
degD =
X
P2X
nP
と書き, これを D の次数と呼ぶ. すべての nP が正または 0 なる因子 D を整因子
(integral divisor) といひ, D = 0 で表す. いま X 上の函数 f と各点 P について f が
P での零点と極の位数 (極については負の整数) を ordP f と書くとき
(f) =
X
P2X
(ordP f)P
と書いて, これを f の因子と呼ぶ. さらに ! が X 上の微分形式であるとき, 各点
P 2 X における局所径数 tP を取つて, P の近傍で ! = gP(tP) dtP (gP は函数) と書
くとき微分形式の因子を
(!) =
X
P2X
(ordP gP)P
で定義する. これは tP の取り方に依らない. 2 つの因子 D1 と D2 に対して, その差
D1 D2 がある函数の因子に一致するとき, D1 と D2 は線形同値 (linearly equivalent)
といひ, D1  D2 で表す. どんな 2 つの微分形式の因子も有理同値であるから, 微分形
式の因子の全体がなす同値類を標準類 (canonical class) と呼び, 標準類あるいはその
代表を
KX
で表すことにする. 函数の因子に線形同値な因子の全体は Abel 群をなすので, 線形同
値に関する因子群の剰余類群を考へることができる. それを因子類群またはPicard 群
と呼び
Pic(X )
と記す. この中で, 次数 0 の因子のなす部分群を Pic(X ) と書く.
定義 2.1 因子 D に対して (f) +D が整因子となる様な函数 f の全体と因子 0 のな
す C 上の線形空間を L(D) と記す. Cohomology の記号では
L(D) = H0(X ;O(D)):
また, () +D が整因子となる様な微分形式  全体と因子 0 のなすC 上の線形空間を

(D) と記す. 特に X 上で至るところ正則な微分形式の空間を単に 
 と書く. また,
正則な微分形式を断面とする層を roman 体で 
 と表すことにする. 従つて

(D) = H0(X ;
(D)):
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このとき, 定数でない函数 f を固定した上で, 写像
L(KX +D) 3 g 7! gdf 2 
(D)
は同型を与へるので
(2.2) dim L(KX +D) = dim 
(D)
がわかる.
命題 2.3 因子 D1 と D2 が線形同値ならば
dim L(D1) = dim L(D2)
である.
証明 D2 = D1 + (f) のとき (g) +D1 が整因子ならば
(gf 1) +D2 = (g)  (f) +D2 = (g) +D1
は整なので
L(D1) 3 g 7! gf 1 2 L(D2)
は vector 空間の準同型である. これの逆写像は h 7! hf で与へられるから, 同型写像
である. 
定理 2.4 (Riemann-Roch の定理) 任意の因子 D について
dim L(D) = degD   g + 1 + dim L(KX  D)
が成り立つ. (dim L(KX  D) = dim 
( D) に注意)
証明 5 つの step に分けて証明する.
Step 1. D が整因子のときに示す. いま
D = r1 P1 +   + rn Pn (rj = 0; 2 Z)
とする. ここで P1,   , Pn は相異なる点である. このとき 
( D) を記述する. ! を
第 1 種微分形式として t を P における局所径数とするとき (t(Pt) = t, t(P ) = 0)
k !(P) =
1
(k + 1)!
dk+1
dtk+1
Z Pt
P
!

t=0
とおく. 正規化された第 1 種微分形式の基底
!^1; !^2;    ; !^g
と因子 D に対して g  deg(D) 型行列 M(D) をその (j; r1 +   + rk 1 + `) 成分が
(2.5) ` !^j(Pk) (0 5 ` 5 rk   1; 1 5 k 5 n)
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となるものとして定義する:
(2.6) M(D) =
266664
!^1(P1)    r1 1!^1(P1) !^1(P1)    r2 1!^1(P1)    !^1(P1)    rn 1!^1(P1)
!^2(P1)    r1 1!^2(P1) !^2(P1)    r2 1!^2(P1)    !^2(P1)    rn 1!^2(P1)
..
.
. . .
..
.
..
.
. . .
..
.
. . .
..
.
. . .
..
.
!^g(P1)    r1 1!^g(P1) !^g(P1)    r2 1!^g(P1)    !^g(P1)    rn 1!^g(P1)
377775 :
このとき
! = c1 !^1 +   + cg !^g
が 
( D) の元であることは c = [c1    cg] が連立方程式
cM(D) = 0
の解であることと同値である. したがつて dim 
( D) はその解空間の次元に等しく,
(2.7) dim 
( D) = g   rankM(D):
次に f 2 L(D) とすると df は完全微分形式なので, 特に j 周期はどれも 0 であつて
df =
nX
k=1
rkX
`=1
ak` ^Pk;tk;`+1
と一意的に表される. これの j 周期も 0 なので
nX
k=1
rkX
`=1
ak`
Z
j
^Pk;tk;`+1 = 0:
ここで (1.73) の第 2 式から
nX
k=1
rkX
`=1
ak`
`!^j = 0:
つまり
(2.8) M()
26666666666666666664
a11
...
a1r
a21
...
a2r2
...
an1
...
anrn
37777777777777777775
=
2640...
0
375
を得る. 逆に (2.8) を満たす任意の複素数 ak` をとれば 2:16 の右辺は第 2 種微分形式
であつて, すべての周期が 0, 従つて, ある函数 f により df と書かれる. しかも, 明ら
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かに f2L(D) である. いま, f 2 L(D) に vector [ak`]degD1 2 CdegD を対応させる写
像を ' とすると '(L(D)) は (2.8) の解空間と一致するのであるから
dim'(L(D)) = degD   rankM(D):
Ker' は定数より成るから,
(2.9) dimL(D) = dim'(L(D)) + 1 = degD   rankM(D) + 1:
(2.7) と (2.9) を合せると
dimL(D) = degD   g + 1 + dim
( D)
を得る. 以上が Step 1.
Step 2 degKX = 2g   2 を示す. g = 0 なら (dz) =  21 より正しい. そこで g > 0
とする. このとき dim
(0) = g > 0 なので ! 2 
(0) をとると (!) は整因子なので
Step 1 より
dimL((!)) = deg(!)  g + 1 + dim
( (!))
であるが (2.2), (1.17) を使つて
dimL((!)) = dimL(KX ) = dim
(0) = g;

( (!)) = dim
( KX ) = dimL(0) = 1
なので
g = deg(!)  g + 1 + 1
つまり
(2.10) deg(!) = 2g   2
Step 3 もし D がある整因子 D1 に線形同値であれば
dimL(D) = dimL(D1);
degD = degD1;
dimL(KX  D) = dimL(KX  D1)
ゆゑ, Step 1 より正しい. もし KX  D がある整因子 D2 に線形同値であれば
dimL(D) = dimL(KX  D2);
degD = degKX   degD2 = 2g   2  degD2 (* Step 2)
dimL(KX  D) = dimL(D2)
なので示すべきは
dimL(KX  D2) = (2g   2)  degD2   g + 1dimL(KX  D2)
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であるが, これは Step 1 により正しい.
Step 4 dimL(D) > 0 ならば 0 6= f 2 L(D) について (f) +D は整因子なので因子 D
は整因子と線形同値となり, 与式は成り立つ. 次に dimL(KX  D) > 0 ならば同様に
して, KX  D は整因子と線形同値なので良い.
Step 5 以上により D も KX  D も整因子と線形同値でないとすれば, dimL(D) =
dimL(KX  D) = 0 となることがわかつたから, 示すべきは, その様な D について
(2.11) degD = g   1
となることである. いま D D1 D2 (D1 と D2 は \互ひに素" な整因子) と書いてお
き, (2.11) を示す. まづ
dimL(D1) = degD2 + degD   g + 1 (* Step 1)
= degD2 + degD   g + 1
ここで, もし
degD = g
だとすると
(2.12) dimL(D1) = degD2 + 1
となるので 0 6= f 2 L(D1) で丁度 D2 に零点を持つものがとれる. なぜなら (Step 1
の様にして)
kf(P) =
1
k!
dk
dtk
f(Pk)

t=0
とおいて
D2 = r1P1 +   + rnPn
のとき
(2.13) M(D) =
26664
1f1(P1)    r1f1(P1) 1f1(P2)    r2f1(P2)   
1f2(P1)    r1f2(P1) 1f2(P2)    r2f2(P2)   
...
. . .
...
...
. . .
...
. . .
1fm(P1)    r1fm(P1) 1fm(P2)    r2fm(P2)   
37775
とおく. 但し L(D1) の基底を f1, f2,   , fm としてゐる. いま
f = c1f1 + c2f2 +   + cmfm
の係数 c = [c1 c2    cm] は
cM(D) = 0
の解であるが M(D) は m degD2 型で
m = degD2
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なので, 非自明な解を持つからである. かくして f 2 L(D1  D2) = L(D) となり,
dimL(D) > 0
であるが, これは仮定に矛盾する. よつて
(2.14) degD 5 g   1:
D を KX  D に取り替へて議論すると
deg(KX  D) 5 g   1
がわかる. degD = 2g   2 なので
degD = g   1
よつて
degD = g   1
が示された. 
練習 2.15 自然数 m = 1 について, 各 P 2X に対し
dim
(mP)  dim
((m  1)P) = 1
を示せ.
再び次が示される.
系 2.16 L(KX ) の次元は
dimL(KX ) = g
である.
証明 D = 0 とすれば
1 = 0  g + 1 + dimL(KX )
である. 
系 2.17 (1) もし degD < 0 であれば, dimL(D) = 0.
(2) もし degD > 2g   2 であれば, dim L(KX  D) = 0.
証明 (1) 0 6= f 2 L(D) とすると 0 = deg f    degD > 0 となり矛盾である.
(2) 定理の証明の Step 2 で示した通り degKX = 2g  2 なので, deg(KX  D) < 0 と
なるから, (1) より結論を得る. 
系 2.18 もし degD > 0 であれば,
dim 
( D) = dim L(KX +D) = degD   1 + g:
証明 系 2.17 と Riemann-Roch の定理そのものから直ちにわかる. 
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2.2 交叉形式と一般 Riemann 関係式
等式 (1.39) の左辺は H1(X ;Z) の交叉形式をH1(X ;Z)
Z C = H1(X ;C) に拡張し,
それを, 以下の方法で自然に H1(X ;C) に移したものに他ならない25. この小節では,
このことを説明する. 但し, 層や homology 代数の初歩的な知識を仮定する. 基点 I を
持つ Riemann 面 X 上について, O(kI) で I に高々 k 位の極を持ち, その他の点では
正則な函数を断面とする層を表し, O(1I) で I に任意の位数の極を持ち, その他の点
では正則な函数を断面とする層を表す. 完全列
(2.19) 0! C! O(1 I) d ! dO(1 I)! 0
から完全列
H0(X ;C)! H0(X ;O(1I))!H0(X ;O(1I)) d ! H0(X ; dO(1 I))
! H1(X ;C)! H1(X ;O(1I))!   
を得るが, Kodaira-Serre duality より
H1(X ;O(kI)) = H0(X ;
( kI))
であることと,
H1(X ;O(1I)) = H0(X ; lim !
k
O(kI)) = lim !
k
H1(X ;O(kI))
および, k > 2g   2 なら
H0(X ;
( kI)) = 0
であることにより, C 上の vector 空間の同型
(2.20) H1(X ;C) ' H
0(X ; dO(1 I))
dH0(X ;O(1 I))
を得る. つまり H1(X ;C) は, 完全微分形式の空間を法とした局所的に閉な微分形式,
即ち, 第 2 種微分形式の空間に同型なのである. 別の述べ方をすれば, 右辺分子の高々
I にのみ極を持つ第 2 種微分の空間 H0(X ; dO(1 I)) を, 分母の X 上の有理型函数
の微分の空間で modulo したものである. ここで, 2 つ程補題を述べる.
補題 2.21 上の空間は有限次元で
(2.22) dimC
H0(X ; dO(1 I))
dH0(X ;O(1 I)) = 2g
である.
25この節の多くは中屋敷氏のご教示による.
32
証明 少し一般化した形で証明する. ここの証明は [27], pp.29-31 Theorem 8.1 と
Theorem 8.2 によつてゐる. 以下 dim は C 上の次元を表す.
いま P1, P2,   , Pr を X 上の r 個の相異なる点とし, N を (N   1)r > 2g   2 と
なる整数とする. ここで, 任意の完全微分 df について
df 2 H0

X ; dO

(N   1)
rX
i=1
Pi

() f 2 H0

X ;O

(N   1)
rX
i=1
Pi

であることに注意すると,
(2.23)
H0

X ; dO

1
X
i
Pi
.
dH0

X ;O

1
X
i
Pi

=
[
N
H0

X ; dO

(N 1)
rX
i=1
Pi
.
dH0

X ;O

(N 1)
rX
i=1
Pi

:
ここで N は (N   1)r > 2g   2 なるすべての整数を走る. さて, この補題の証明のた
めには, (2.23) の右辺に現れる各商空間の次元が 2g であることを示せばよい. まづ,
df = 0 ならば f は定数函数なので,
dim dH0

X ;O

(N 1)
rX
i=1
Pi

= dim L

(N 1)
rX
i=1
Pi

  1:
一方,
H0(X ;
) \ dH0

X ;O

(N 1)
rX
i=1
Pi

= f0g:
なぜなら, f がどこかに極を持てば, df もそこに極を持つからである. また, 系 2.18
から
dim 

X
i
Pi

= dim L

KX +
X
i
Pi

= r   1 + g
である. ここで 


N
X
i
Pi

は第 3 種微分の空間 

X
i
Pi

(従つて第 1 種微分の
空間 
 を) も含んでゐることに注意しながら, 以上をまとめ, Riemann-Roch の定理
(2.4) を使へば,
dim H0

X ; dO

(N 1)
rX
i=1
Pi
.
dH0

X ;O

(N 1)
rX
i=1
Pi

=

dim H0

X ;


N
rX
i=1
Pi

  dim H0

X ;

 rX
i=1
Pi

+ dim


 

dim H0

X ;O

(N 1)
rX
i=1
Pi

  1

=

dim 


N
rX
i=1
Pi

  dim 

X
i
Pi

+ g

  dim L

(N 1)
rX
i=1
Pi

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=

dim L

KC +N
rX
i=1
Pi

  dim 

X
i
Pi

+ g

  dim L

(N 1)
rX
i=1
Pi

+ 1
= f(2g   2 +Nr + 1  g)  (r   1 + g) + gg    (N   1)r   1 + g+ 1
= 2g:
となるので, (2.23) の右辺の各商空間が 2g 次元であることがわかり, 左辺も 2g 次元
であることがわかつて証明が終る. 
上で得られた副産物を補題として, まとめておく
補題 2.24 いま P1, P2,   , Pr をX 上の r個の相異なる点とし, N を (N 1)r > 2g 2
となる整数とする. このとき
dim H0

X ; dO

(N 1)
rX
i=1
Pi
.
dH0

X ;O

(N 1)
rX
i=1
Pi

= 2g:
次に, 証明した (2.23) を用いて次を示す.
補題 2.25 Riemann 面 X 上の (1.22) を満たす閉路 fj; jg についての線形写像
(2.26)
H0(X ; dO(1 I))
dH0(X ;O(1 I))  ! C
2g
 7!  R
1
;    ; R
g
;
R
1
;    ; R
g


は全単射である.
証明 補題 2.21 により, この写像の核が f0g である事を示せばよい. いま  2
H0(X ; dO(1 I)) に対し,
(2.27)
Z
j
 =
Z
j
 = 0 for all j = 1,   , g
であるとすると, 各点 P 2 X に対し R P
I
 は積分路の取り方に依らずに定まる. これ
により函数
H(P) =
Z P
I

が定まるが, これはもちろん X 上の有理型函数である. つまり
(P) = dH(P)
は完全微分である. 
H1(X ;C) = H1(X ;Z)
 C とおくと, 非退化 pairing
(2.28)
H1(X ;C)H1(X ;C)! C
(; ) 7!
Z


34
により
(2.29) H1(X ;C) ' H1(X ;C)_
と思ふ事ができる. この右辺の _ は Pontryagin 双対を取ることを意味する. 次に !,
 2 H0(X ; dO(1 I)) に対して
(2.30) ! ?  =
Z
@X 
Z Q
I
!

(Q) = 2i
X
Q2X
Res
Z Q
I
!

(Q)

と定めると, これは (1.39) の左辺そのものなので, ! か  のどちらかが完全微分形式
であれば消え, H1(X ;C)H1(X ;C) 上の双線型形式と思ふことができる. また反対
称で非退化であることもわかる. 実際, 反対称である事は明らかである. 非退化である
ことを示さう. まづ 2:25 により, 各 1 5 j 5 g について,Z
i
j = ij;
Z
i
j = 0
あるいは Z
i
0j = 0;
Z
i
0j = ij
となる j と 0j が存在する. これと (1.39) とから, もし, 全ての  2 H0(X ; dO(1 I))
について    = 0 ならばZ
i
 =
Z
i
 = 0 for any 1 5 i 5 g
であることがわかる. ゆゑに 2.25 により  は完全微分である. 以上を再記すると
(2.31)
H1(X ;C)H1(X ;C)! C
(!; ) 7! ! ? 
は非退化, 反対称な双線型形式である. これにより H1(X ;C) ' H1(X ;C)_ を得る.
上の 2つを合せてH1(X ;C)とH1(X ;Z)
Cを同一視する. この状況で, H1(X ;Z)
の通常の交叉形式は H1(X ;C) の交叉形式に係数拡大で拡張するとき, この同一視に
より, その交叉形式が上の双線形形式 (2.31) に一致することが次の様にしてわかる. い
ま, ,  2 H1(X ;C) を取り, この同一視で
! = ;  = 
とする. 即ち
! ? 0 =
Z

0 for 8 0;
 ? !0 =
Z

!0 for 8!0
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であるとする. ここで, 標準 homology 基底 fj; jg (参照 (1.22)) を取つて
 =
gX
j=1
(mjj + njj);  =
gX
j=1
(m0jj + n0jj)
とすると  と  の交叉数    は (1.35) より
(2.32)    =
gX
i=1
(mjn
0
j  m0jnj)
で与へられる. ここで fj; jg の双対基を fj; jg とする. 即ち,
j; j 2 H0(X ; dO(1I))
で, Z
j
i = ij;
Z
j
i = 0;
Z
j
i = 0;
Z
j
i = ij
を満たすものである. Riemann の関係式 (1.39) の ,  を i, i と取れば
mi =  
Z
i
!; ni =
Z
i
!
を得る. 同様にして
m0i =  
Z
i
; n0i =
Z
i

もわかる. よつて (2.32) から
   =
gX
i=1

 
Z
i
!
Z
i
 +
Z
i
!
Z
i


= ! ? :
ここで, 自然な同型26
H1(X ;Z) = Hom(H1(X ;Z);Z)
(あるいは H1(X ; 2iZ) = Hom(H1(X ;Z); 2iZ) )
と, 交叉形式の定める非退化で反対称な paring
H1(X ;Z)H1(X ;Z)! Z
(; ) 7!   
から得られる同型
Hom(H1(X ;Z);Z) = H1(X ;Z)
を繋いでみると,上の同一視では H1(X ;Z)の像がH1(X ;Z) (あるいは H1(X ; 2iZ))
となつてゐる27.
26[57], p.33 の系.
27ある代数曲線の属 (5.1 節の平面三浦曲線) については, それの Riemann 面について H1(X ;C) の
symplectic 基底 !j , j を第 1 種微分の空間の基底を含む様に元の代数曲線の定義体 (環) 上の代数的な
表示で具体的に与へることができる. 超楕円曲線の場合には (5.20) の !j と (5.61) の j がそれに他な
らない. 但し !j , j は j , j の像ではなく, これらは, 一般には H1(X ;Z) (あるいは H1(X ; 2iZ))
に属してゐない (
R
i
!j ,
R
i
!j ,
R
i
j ,
R
i
j 62 Z ゆゑ).
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2.3 Weierstra 点
ここでは Riemann 面上の各点において函数が持ち得る極の位数について述べる.
定理 2.33 P を Riemann 面 X の点とするとき, X 上に P においてのみ極を有する
様な函数が存在する. しかも X の種数を g とすれば, g 個の正の整数 n1, n2,   , ng
を除けば他の任意の正の整数 n については, P において丁度 n 位の極を有する函数が
存在する.
証明 28 Riemann-Roch の定理 2.4 により任意の整数 n > 0 に対し
dimL(nP) = deg(nP)  g + 1 + dimL(KX   nP)
= n  g + 1 + dimL(KX   nP):
よつて,  
dimL(nP)  dimL((n  1)P)
    dimL(KX   (n  1)P)  dimL(KX   nP) = 1:
ここで L(nP)  L((n   1)P), L(KX   (n   1)P)  L(KX   nP) ゆゑ, dimL(nP)  
dimL((n  1)P) も dimL(KX   (n  1)P)  dimL(KX   nP) も負でない整数である.
(1.17) または (2.16) と (2.4) から, dimL(nP)  dimL((n  1)P) は 0 か 1 である. こ
れが 1 であれば L(nP) に属し L((n  1)P) に属さない函数が存在するから, それを '
とすれば ' は P にのみ n 位の極を有する函数である. さて, 上のことから
1 = dimL(0) 5 dimL(P) 5 dimL(2P) 5   
   5 dimL((n  1)P) 5 dimL(nP) 5   
において, 隣合ふ 2 つ次元の差は 0または 1であるが, n > 2g 2とすれば deg(KX  
nP) < 0で,  2 L(KX  nP)なる元は  以外には存在しないから dimL(KX nP) = 0.
よつて
dimL(nP) = n  g + 1:
ゆゑに n > 2g  2 の時には差は常に 1 となる. 一方 dimL((2g  1)P) = g であるから
dimL(0) = 1から始まつて dimL((2g 1)P) = g に達する迄の間に dimL((n 1)P) =
dimL(nP) となる n が丁度 g 回なければならない. これを n1, n2,   , ng とすればよ
い. 
定義 2.34 上の定理 2.33 の数列 n1, n2,   , ng を点 P における Weierstra 列とい
ひ, 各 nj を P における空隙値といふ. Riemann 面 X の種数が g のとき, Weierstra
列が 1, 2,   , g でない点 P をWeierstra 点と呼ぶ.
Weierstrass 点の例については 例 5.7 を見よ. また, 以下の様に Weierstra 点の数
は有限であることが Hurwitz により示されてゐる. 証明は [60], p.147, 定理 5.21 を参
照されたい.
28[59], p.108 による.
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定理 2.35 (Hurwitz) 種数 g の Riemann 面の Weierstra 点の個数を N とすれば
2(g + 1) 5 N 5 (g   1)g(g + 1)
である.
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3 Abel-Jacobi の定理
3.1 Jacobi 多様体
いま 
 = [
0 
00] = [
1    
2g] について
 = Z
1 + Z
2 +   + Z
2g ( Cg)
とおくと 1.62 により  は Cg の格子である. つまり  は Z 上の階数 2g の加群で

Z R = Cg
となる. 同様に [1g T ] = [e1    eg T1    Tg] と書くとき
^ = Z e1 + Z e2 +   + Z eg + ZT1 + ZT2 +   + ZTg ( cCg)
は cCg の格子である.
定義 3.1 Cg= を X の Jacobi 多様体と呼び,
J = JacX = Cg=
と書く. また
J^ = cCg=^
も必要に応じて使ふ.
3.2 Abel の定理
定義 3.2 整因子 D に対して dimL(D) = 1 が成り立つとき, 即ち, X 上の高々 D な
る極を持つ様な有理型函数が定数以外に存在しないとき, D を一般因子と呼ぶ.
因子 D が一般因子であることと,
(3.3) dim
( D) = g   degD
であることは同値である (R-R theorem). 特に一般因子の次数は g を越えない. また
次数 g の因子が一般であるための必要十分条件は
(3.4) dimL(KX  D)(= dim
( D)) = 0
となることである. 次数が g 以下で一般因子でないものを特殊因子と呼ぶ. 一般因子
と特殊因子は theta 函数の振舞ひで判定できることを後の (4.38) で述べる. X 上に
は必ず一般因子が存在する. 即ち
命題 3.5 g > 0 とすると, 任意の P について
dim
( P) = g   1:
即ち, すべての第 1 種微分形式の共通零点は存在しない.
39
証明 Riemann-Roch の定理より
dim
( P) = dimL(P)  1 + g   1 = g   1:
もし dim
( P) = g であれば (dim
(0) = g より dim
( P) 5 g)
dimL(P) = 1  g + 1 + g = 2
なので, ある f 2 L(P) について f(P) =1. この f は P 以外では正則なので
f : X 7! P1
は 1 対 1 (どの値も 1 回づつ取る ([1], p.131, Theorem 11 の直前) のでX の種数は 0
になる. 
この命題から g = 1ならば, 1点からなるすべての因子が一般因子であることがわかる.
系 3.6 g = 1 ならば L(P) = C.
証明 これは
dimL(P) = deg P  g + 1 + dim
( P) = 1  g + 1 + (g   1) = 1
からわかる. 
定理 3.7 Riemann 面 X 上に相異なる点 P1,   , Pg を, 因子 P1 +   +Pg が一般で
ある様に取れる.
証明 任意の整因子 D = P1 +   +Pg (1 5 n 5 g) についてRiemann-Roch の定理を
適用すると
dim
( (P1 +   + Pg)) = dimL(P1 +   + Pn)  n+ g   1 = g   n
がわかる. g = 1 のときに定理が正しいことはすでにわかつてゐるから g > 1 とする.
P1 は任意の点とする. 3.5 から 0 6= ! 2 
( P1) なる ! が取れる. P2 を ! の零点で
ない点とすると dim
( P1   P2) 5 g   2. 従つて dim
( P1   P2) = g   2. これを
n  1 回繰り返せば
dim
( (P1 +   + Pn)) = g   n
となる. n = g のときは主張の式である. 
例 3.8 超楕円曲線
C : y2 = x2g+1 + 2x
2g +   + 4g+2
を考へる. 右辺= 0 は重根を持たないとし, これは無限遠点 1 を添加してあるものと
する. 無限遠点での局所径数 t は, たとへば
x =
1
t2
; y =   1
t2g+1
+ \higher terms"
40
または
t =  x
g
y
などと与へられる. 右辺 = 0 の根を a1,   , a2g+1 とするとき, 分岐点 (a1; 0),   ,
(a2g+1; 0) での局所変数 t は t = y でよい. またそれ以外の点 (x0; y0) では t = x   x0
とすればよい. これで C は種数 g の Riemann 面となる. C 上の因子
D = P1 +   + Pg (相異る点の和)
が一般的であるためには x(Pj) が相異なることが必要十分である. なぜなら, すべての
Pj 6=1 ならば, これは, 先の記号で
M(D) 6= 0 () det(x(Pk)j 1) 6= 0
であることと同値. しかるに, これは
det(x(Pk)
j 1) =
Y
i<j
(x(Pi)  x(Pj)) 6= 0
であるから, 主張が示された.
定義 3.9 基点 I を固定する. 次数 0 の因子 D = c1 P1+   + cn Pn (ci 2 Z) と第 1 種
微分形式の基底のなす vector
! = t[!1    !g]
について, 適当な積分路を用意して対応
(3.10) D 7!
X
i
ci
Z Pi
I
! 2 Cg
を考へる. これは mod  で積分路の選び方に依らずに定まる. これを
(3.11)
a( ; !) : Pic(X ) ! Cg= = J
D 7! a(D;!)
と記して Abel 写像と呼ぶ. 以下では, 積分路を適当に選んで (3.10) の積分自体 (mod
 しないもの) を使ふことも多い. それを を外して
(3.12) a(D;!)
と書くことにする.
定義 3.13 Riemann 面 X の n 個の, 順序を無視した直積
(3.14) Symn(X ) = f(P1;    ;Pn) ; 順序を無視; Pj 2X g
を考へる (n 次対称積). その元を
P1 +   + Pn
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と書いて Pic(X ) の元の代表とみることにする. それゆゑ
a(  ; !) : Symg(X )  ! J
P1 +   + Pn 7! a(P1 +   + Pn; !)
とも書くことにする. これの像を
(3.15) W [n] = a(Symn(X ); !)
と記す. さらに ! を正規化された第 1 種微分 !^ に取つた場合は
(3.16) W^ [n] = a(Symn(X ); !^)
と書く. もちろん
f0g =W [0]  W [1]      W [g] = J
である.
定理 3.17 (Abel の定理) ! = t[!1;    ; !g] とそれの周期格子  は先の通りとする.
因子 D が主因子, つまりある函数の因子になつてゐるためには
(3.18) degD = 0 かつ a(D; !) = 0
となることが必要十分である. それゆゑ
Pic(X ) ! J
D 7! a(D; !)
は群の単射準同形である.
証明 いま, ある函数 f により
D = r1P1 +   + rnPn = (f)
となつてゐたとする. 微分
d log f =
df
f
は点 Pj に留数 rj の 1 位の極を持つ第 3 種微分である. 従つて
(3.19) d log f =
nX
i=1
ri^Pi;I +
gX
j=1
!^j
の形に表される. 3:19 を k に沿つて積分すると
2ink = ck (nk 2 Z):
次に k に沿つて積分すると
2imk =
nX
i=1
ri
Z
k
^Pj ;I +
gX
j=1
cjTjk
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となる. 但し, [Tjk] = T = 
0
 1
00 は (1.57) で定めた周期行列である. 変数と径数との
交換法則 (1.76) により
mk = ri
Z Pi
I
!^k +
gX
j=1
njTjk
を得る. よつて
nX
i=1
ri
Z Pj
I
!^k = mk  
gX
j=1
njTjk
) a(D; !) =
nX
i=1
rj
Z Pj
I
!k =
gX
j=1
mj

0
jk  
gX
j=1
nj

00
jk 2 
) a(D; !) 2 :
逆を示すために点 Q を固定し, (3.19) から予想される式
f(P) = exp
 nX
i=1
rj
Z P
Q
^Pj ;I +
PX
j=1
cj!^j

にて函数 f を定義する. ここで定数 cj を適当に定めて f が積分路の取り方に依らぬ
様にできれば, f は X 上の函数であることになり, (f) = D は明らかである. 積分路
 を  + j に変へたとき f は
f  exp(cj)
に変はる. 従つて cj = 2inj (nj 2 Z) と書ける. さらに, 積分路  を  + j に変へる
と, 再び (1.76) より
exp
h
2i
n nX
i=1
ri
Z Pi
I
!^j +
X
k=1
nkTkj
oi
の乗法子が掛かる. しかるに仮定より
a(D; !^) =
nX
k=1
rk
Z Pk
I
!^j 2 ^
であるから, 整数 n1,   , ng を f g 内が整数になる様に取れる. 
命題 3.20  で Abel 写像 a(  ; !) を W [1] = C 上に制限したものを表す. この写像
 : C ! J; P 7!
Z P
I
! (mod)
は単射, 従つて埋め込みである.
証明 上の記号でもし (P) = (Q), P 6= Q なる 2 点があつたとする. これは a(P  
Q; !) = 0を意味し, Abelの定理により P Qは函数の因子となる. ゆゑに dimL(Q) =
2. これは系 3.6 に反する. 
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3.3 Jacobi の定理
ここでは Abel 写像 a(  ; !) が上への写像であることを証明する. まづ準備として
補題 3.21 D0 を g 次の任意の因子とし, D を 0 次の任意の因子とせよ. このとき, あ
る g 次の因子 D1 が存在して
(3.22) a(D1  D0; !) = a(D;!)
となる.
証明 Riemann-Roch の定理を D +D0 に用いると
dimL(D +D0) = g   g + 1 + dim
( D  D0) = 1:
従つて, 函数 f が存在して
(f) + (D +D0) =: D1
は整因子となる. つまり
D1  D0 = D + (f):
Abel の定理より, この D1 が求めるものである. 
定理 3.23 (Jacobi の定理) 種数 g の Riemann 面 X を考へる. 基点は I とする. D0
を g 次の任意の因子とし, u 2 Cg= を任意の元とせよ. このとき g 次の整因子 D が
存在して,
(3.24) a(D  D0; !) = u
となる. u0 を標準類 KX 2 Pic(X ) から定まる29 vector, つまり u0 = a(KX ; !) とお
くとき, D が一意的に定まるための必要十分条件は
(3.25) u 2 u0   a(D0; !) W [g 2]
となることである. 特に
(3.26) a(  ; !) : Symg(X )! J
は双有理写像である.
証明 まづ D0 が一般因子でないとき, それを一般因子 D00 と取り換へて, さらに u を
u+ a(D0  D00; !)
に取り換へて, 定理の最初の主張を示せたならば
a(D  D00; !) = u+ a(D0  D00; !)
a(D  D0; !) = u
29標準類 KX は線形同値に関して 1 つの類をなす.
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となる. そこで D0 を一般因子として示す.
D0 = Q1 +   +Qg
として, 上と同様の考へから Q1,   , Qg がすべて異なる場合に示せばよい. 各 Pj は
Qj の近傍の動点であるとして
(P1;    ;Pg) 7! a(P1 +   + Pg  D0; !)
の Jacobi 行列式の (P1;    ;P2) = (Q1;    ;Qg) における値は先の (2.13) の記号で
行列
M(D0)
の行列式 detM(D0) に等しいが, D0 が一般因子なので, それは 0 でない. 従つて, 逆
函数定理により (3.24) は 0 2 Cg のある近傍 U において解を持つ.
次に u を任意の vector として, n を十分大きな自然数で n 1u 2 U とする. このとき
上のことから整因子D0 = P01 +   + P0g が存在して
a(D0  D0; !) = n 1u
となる. 即ち
a(nD0   nD0; !) = u
である. 3.21 により g 次の整因子 D が存在して
a(D  D0; !) = a(nD0   nD0; !)(= u)
となる.
次に一意性を示す. 次数が g の相異なる因子 D = P1 +    + Pg と D0 と D0 =
Q1 +   +Qg について
a(D  D0; !) = a(D0  D0; !) = u
と仮定すると Abel の定理により
(f) = D0  D
となる定数でない函数 f が存在する. 従つて dimL(D) = 2. これは Riemann-Roch の
定理により,
dim
( D) = 1
と同値である. そこで 0 6=  2 
( D) なる  を取る. 微分因子の次数はいつも 2g  2
であつたから deg() = 2g   2. よつて,
() = P1 +   + Pg + eP1 +   + ePg 2
なる点 eP1,   , ePg が存在する. このとき
u0   a(D0; !) = a(() D0; !) =
gX
i=1
Z Pi
Qi
! +
g 2X
j=1
Z ePj
I
! mod :
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一方 a(D  D0; !) = u から
gX
i=1
Z Pi
Qi
mod = u
ゆゑ,
(3.27) u = u0   a(D0; !) 
g 2X
i=1
Z ePi
I
!:
つまり (3.24) の解 u が一意でないならば
(3.28) u 2 u0   a(D0; !) W [g 2]:
逆に, もし (3.28) が成り立つてゐるとすると, ある eP1,   , ePg 2 で (3.27) が成り立ち,
上の議論が逆転できて 2 つの解 D, D0 が存在することがわかる. a(; !) は, 上の条件
で定まる閉集合を除いた所で双正則な写像なので, それは双有理写像である. 
注意 3.29 (構成的な Jacobi の逆問題) Riemann 面 X が代数曲線として実現されて
ゐて, その代数曲線の ane 部分の方程式が f(x; y) = 0 と書かれてゐるとする. この
とき, 双有理写像 (3.26) に鑑み, Jacobi 多様体 J = Cg= 上の, Cg から来る自然な座
標 u = (u1;    ; ug) を変数とする函数を方程式 f(x; y) = 0 から来る座標 (x1; y1),   ,
(xg; yg) を変数とする Symg(X ) 上の函数としての表示せよ, といふ問題を (構成的な)
Jacobi の逆問題と呼ぶ. これの答にあたるものを後で (定理 8.13) で述べる.
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4 Theta 函数
4.1 Theta 函数の定義と平行移動公式
ここでも引き続き第 1 節の記号を使ふ. a, b 2 Rg について, 指標 (characteristic) 付き
の Riemann の theta 函数(theta 級数) を
(4.1)
#

b
a

(z; T ) =
X
n2Zg
exp

2i

1
2
t(n+ b)T (n+ b) + t(n+ b)(z + a)
	
= exp

2i

1
2
tbTb+ tb(z + a)
	
#(z + a+ bT; T )
で定める. ここで
#(z; T ) = #

0
0

(z; T )
である. また T は tT = T かつ ImT が正定値なるものとする. この級数は全空間
Cg (3 z) 上絶対かつ一様収束する (証明は [60], p.170 など). 一般に, (4.1) に現れるhb
a
i
を theta 函数 (4.1) の theta characteristic と呼ぶ.
補題 4.2 (平行移動公式, translational relation) a, b 2 Rg に対して
(4.3) #

b
a

(z + p+ qT; T ) = exp

2i
  1
2
tqTq   tq(z + a) + tbp#b
a

(z; T )
証明 これは定義から容易に示されるので省略する. 
4.2 Riemann の定理 (1)
\天下り" であるが, 下の定理 4.7 に現れる重要な数について, 定義を述べておく.
定義 4.4 (Riemann 定数) 今までの記号で fj; jg と周期行列 T = [Tij] に対して,
(4.5) Kj =  12 Tjj  
Z Ij
I1
!^j +
gX
i=1
Z
i
Z P
I1
!^j

!^i(P)
とおき, K = t[K1    Kg] 2 Cg を X の Riemann 定数と呼ぶ. ただし, 積分路は X
上のもので, Ij は j と j に共通な X の頂点である. 従つて K 自体は X に対応す
る i, j 達に依存する.
いま c 2 Cg を固定する. K を Riemann 定数とする. ここで X の函数
(4.6) P 7! G(P) = #
Z P
I
!^   c+K

を考へる. これを適当な積分路を取つて X 上の多価函数と思ふと, 前補題 4.2 より, 0
か否かは積分路に依らないので G(P) の零点や極については X の各点にその位数が
自然に定義される.
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定理 4.7 (Riemann の定理) いま c 2 Cg を固定する. 上で述べた Riemann 面 X 上
の多価函数
(4.8) P 7! G(P) = #
Z P
I
!^   c+K

が恒等的には 0 でないとする. このとき G(P) は丁度 g 個の点で 1 位の零点を持つ.
もちろん, その内のいくつかが一致すれば重根となる. さらに, それらの点を P1,   ,
Pg とすれば
(4.9) a(P1 +   + Pg   gI; !^)  c mod b
となる.
証明 まづ c0 2 Cg を固定し, X 上の函数
(4.10) P 7! F (P) = #
Z P
I1
!^   c0

を考へる. 始めに F (P) は恒等的には 0 でないとして, j, j が F (P) の零点を通らな
い様に少し変形しておく. さて F (P) の X 上での零点の個数は重複度を込めて丁度
g であることを示さう. その個数 n は留数定理により
(4.11)
n =
1
2i
Z
@X
f logF =
gX
j=1
Hj; ただし
Hj =
1
2i
Z
j
+
Z
j 1
+
Z
j
+
Z
j
 1

d logF:
P 2 j, j のとき P- にて j 1, j 1 上の対応する点を表す. つまり P と P- は X
上では同じ点である. P 2 j のとき基点 I1 から P- への道をX の縁に沿つて (左
周りに) P を経由し, 残りの j とさらに j を通り, j 1 の一部を通つて P
- に至る.
図 4.12
このとき縁 PI0j と縁 I0j
-
P
- に対応する積分の和は
(4.13)
Z Ij
P
!^ +
Z P-
I0j
-
!^ = 0
であるから
(4.14)
Z P-
I1
!^k =
Z P
I1
!^k + Tjk;
即ち
(4.15)
Z P-
I1
!^ =
Z P
I1
!^ + Tj (P 2 j)
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を得る. 同様にして P 2 j のときは
(4.16)
Z P-
I1
!^ =
Z P
I1
!^   ej (P 2 j)
である. 従つて P 2 j のときは 4.2 により
(4.17)
F (P
-
) = #
Z P-
I1
!^   c0

= #
Z P
I1
!^ + Tj   c0

= exp
h
2i
Z P
I1
!^   cj

  iTjj
i
F (P):
同様に P 2 j のときは
(4.18) F (P
-
) = F (P)
である. これらより F -(P) = F (P-) と書くと
Hj =
1
2i
Z
j
(d logF   d logF -) =
Z
j
d
Z P
I1
!^

=
Z
j
!^j = 1:
ゆゑに n = g で, F (P) は X 上に g 個の零点を持つ. ここまでは K の値は何でもよ
い. 引き続き F (P) の零点を P1,   , Pg とするとき, 像 a(P1 +   +Pg   gI; !^) を求
める. いま
(4.19) v =
1
2i
Z
@X
Z P
I1
!^

d logF
とおくと, 留数定理より
(4.20) v  a(P1 +   + Pg   gI; !^) mod ^
である. 以下
(4.21) w^(P) =
264w^1(P)...
w^g(P)
375 = a(P  I1; !^) = Z P
I1
!^
と書く.
(4.22) w^-(P) = w^(P
-
)
とおくと
(4.23) v =
1
2i
gX
j=1
nZ
j
(w^ d logF   w^- d logF -) +
Z
j
(w^ d logF   w^- d logF -)
o
:
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この式に現れる積分の計算を行ふ. 先と同様に
(4.24)
Lj : =
1
2i
Z
j
(w^ d logF   w^- d logF -)
=
1
2i
Z
j
(w^   w^-) d logF - + 1
2i
Z
j
w^ (d logF   d logF -)
=   1
2i

Tj
Z
j
d logF +
Z
j
w^-dw^-j

を得る. 道 j の始点と終点での F の値は同じであるから
(4.25)
Z
j
d logF = 2inj nj 2 Z
と書ける. 一方 P 2 j のとき X の辺 PP- は j を挟むので
(4.26)
Z
j
w^- !^j =
Z
j
w^ !^j + Tj
であるから
(4.27) Lj 
Z
j
w^(P)!^j(P) mod ^
となる. 次に
(4.28)
Mj : =
1
2i
Z
j
(w^ d logF   w^- d logF -)
=
1
2i
Z
j
(w^   w^-)d logF + 1
2i
Z
j
w^-(d logF   d logF -)
=
 1
2i
Z
j
d logF

ej (* (4.16))
である. いま j の始点 Ij と終点 I
-
j について
(4.29)
Z
j
d logF = logF (I
-
j )  logF (Ij)
= exp f 2i(w^j(Ij)  c0j)  iTjjgF (Ij)
であるから
(4.30)
Z
j
d logF =  2i (w^j(Ij)  c0j)  iTjj + 2imj (mj 2 Z)
となる. ゆゑに
(4.31) Mj  ( w^j(Ij) + c0j   12 Tjj) ej
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となり
(4.32)
v =
gX
j=1
(Lj +Mj)

gX
j=1
n   1
2
Tjj   w^j(Ij)

ej +
Z
j
w^ !^j
o
+ c0jej:
ここで c0 = c K とすると
(4.33) G(P) = F (P)
で, これの零点 P1,   , Pg について
(4.34) a(P1 +   + Pg; !^)  K + (c K) = c mod ^
となる. 但し, K はその第 j 成分が
(4.35) Kj =  12 Tjj  
Z Ij
I1
!^j +
gX
k=1
Z
k

!^k(P)
Z P
I1
!^j

により与へられる vector である. 
4.3 Riemann の定理 (2) | Theta 函数の零因子
次に定理 4.7 の仮定がどの様な定数 c 2 Cg について成立するかが問題となる. そこ
で theta 函数の零点の特徴付けとともにこれを論じる. 以下では theta 函数 #(z; T ) を
単に #(z) と略記する. ここで T はもちろん今論じてゐる Riemann 面の modulus で
ある.
定理 4.36 函数
z 7! #(z  K) (Cg ! C)
の零点集合は W [g 1] ((3.15) 参照) に一致する.
証明 Step 1. まづ, z 2 W [g 1] のとき #(z  K) = 0 を示す. しばらく a(  ) = a(  ; !)
と略記する. g 次の一般因子は存在する (* 3.7) から, その 1 つ
D = P1 +   + Pg
を取り,
c = a(D) = a(P1 +   + Pg)
とおく. ここで
(4.37) #(a(P1 +   + Pg 1) K) = 0
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を示す. (i) G(P) = #(a(P)  c+K) が恒等的に 0 の場合は明らかに
#(a(P1 +   + Pg 1) K) = #(a(D) K   a(Pg))
= #(a(Pg)  a(D) +K) (* # は偶函数))
である. G(P) = #(a(P)  c+K) が恒等的に 0 でない場合, その零点は g 個の点から
なり, その因子を D0 とすると 4.7 より
a(D0)  c  a(D) mod ^
しかるに D は一般因子なので D0 = D, つまり
#(a(P1 +   + Pg 1) K) = #(a(D)  a(Pg) K) = #(a(Pg)  c+K) = 0:
以上より (4.37) が示された. 次に Q1,   , Qg 1 を任意の点として
G(Q1;    ;Qg 1) = #(a(Q1 +   +Qg 1) K)
とおく. G は Symg 1X 上の多価函数である. Qj が Pj の近傍にあれば, 因子
Q1 +   +Qg 1 +Qg
は一般因子である. なぜなら (2.6) の行列について条件 jM(Q1+   +Qg 1+Pg)j 6= 0
は開集合を定義するからである. よつて
G(Q1;    ;Qg 1) = 0:
G は有理型函数なので, 各変数ごとに一致の定理を使へば, これが恒等的に 0 であるこ
とがわかる. 以上より (4.37) が任意の P1,   , Pg 1 2 X について成り立つことがわ
かつた. 結局
z 2 W^ [g 1] =) #(z  K) = 0:
Step 2. 逆に #(z  K) = 0 であるとする. #(z) はもちろん恒等的に 0 ではないから
#(c  c0   z  K) = 0 (8c; 8c0 2 W^ [r] )
となる r は g   1 以下である. r0 をその様な r の最大とせよ. 次数 r0 + 1 の整因子
D1, D2 が存在して
#(a(D1)  a(D2)  z +K) 6= 0
D2 を定める点を少し動かしてもよいから, D2 は相異なる点からなるとしてよい. P1
を D1 に含まれる 1 点として
D1 = D
0
1   P1
とする. このとき
G1(P) = #(a(P) + a(D
0
1)  a(D2)  z +K)
52
は P = P1 で 0 でないのだから, その零点は次数 g の整因子をなす. それを D3 と記
す. このとき, 定理 4.7 より
a(D3) = z   a(D01) + a(D2):
一方 P2 を D2 の点として
D2 = D
0
2 + P2
とすれば r0 の定義により
G1(P2) = #(a(D
0
1)  a(D02)  z +K) = 0
であるから P2 は D3 に含まれる. D2 は相異なる点から成るので, g  r0   1 次の整因
子 D03 が存在して
D3 = D2 +D
0
3
となる. つまり
z  a(D01) + a(D02) = a(D01 +D03);
deg(D01 +D
0
3) = s+ (g   s  1) = g   1
となる. 
定理 4.38 函数
(4.39) G(P) = #(a(P)  c+K) ( c 2 Cg )
が恒等的に 0 でないための必要十分条件は c が一般因子の像であることである.
証明 (4.39) が恒等的に 0 であると仮定すると, 定理 4.36 より, 各 P に対して g   1
次の整因子 DP が存在して
a(P)  c  a(DP) mod ;
) c  a(P +DP) mod :
よつて c は特殊因子 (* 上を満たす P が無限個あるのだから). 逆に c が特殊因子で
あるとして, Jacobi の定理を適用し,
c  a(D); degD = g
なる D を取つておく. 仮定より
n := dimL(D) = 2
である. L(D) の基底を 1, f1,   , fn 1 とする. (4.39) が恒等的に 0 でないとする. Q
を (4.39) の零点でない点とせよ. ここで
f(P) = c0 + c1f(P) +   + cn 1fn 1(P)
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とおいて係数 cj を f(Q) = 0 となる様に取る. さらに
(f) = D0  D
と書くと (この差には \無駄" はあり得る), Abel の定理より
a(D) = a(D0) mod ^:
ところが D0 は Q を含むのだから
#(a(Q)  a(D0) +K) = #(a(D0  Q) K)
は定理 4.36 により 0 となり, Q の取り方に矛盾する. 
定理 4.38 は Riemann の特異点定理 (Riemann's singularity theorem) へと精密化
される ([2], pp.226{227, [21], p.348 等を参照) が, 平面三浦曲線と呼ばれるものの場合
には, さらに精密な事実が知られてをり, それは命題 7.17 で述べられる.
4.4 第 3 種微分形式と theta 函数との関係
ここでは, sigma 函数の理論を展開するのに要となる重要な次の関係式を証明する.
定理 4.40 点 Pj, Qj (j = 1,   , g) を
(4.41) a(P1 +   + Pg; !^) 62 W^ [g 1]; a(Q1 +   +Qg; !^) 62 W^ [g 1]
なる X の点とする. P, Q 2X について次が成り立つ:
(4.42)
exp
 gX
j=1
Z P
Q
^ Pj ;Qj

=
#
 
a(P  P1        Pg) +K

#
 
a(Q Q1       Qg) +K

#
 
a(P Q1       Qg) +K

#
 
a(Q  P1        Pg) +K
 :
(4.41) の条件は (4.42) の極を考へるなら不要である. ここで, 左辺の積分路は Q! P
が右辺の a を定義する積分路 I ! P と I ! Q の差に homotope になるものとし, 分
母子で 2 回現れる各積分路 I! Pj や I! Qj はそれぞれ同一のものとする.
証明 両辺を P の函数とみて, それぞれの因子を調べる. 右辺の因子は
(P1 +   + Pg)  (Q1 +   +Qg)
であり, 左辺の因子も Pj ;Qj の定義により, これと一致する. いま j を点 P を通る様
に取つておき, j に沿つて P を 1 周させても両辺は変らない. また, 道 j を P を通
る様に取つておき, P を j に沿つて 1 周させてみると
exp 2i
fa(P)  a(P1 +   + Pg) +K + 12 Tiig
 fa(P)  a(Q1 +   +Qg) +K + 12 Tiig

= exp 2i [ (a(P1 +   + Pg)  a(Q1 +   +Qg)]
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が乗される. 一方 (1.76) より, 左辺も同じ結果になる. 従つて X 上の函数と考へてゐ
た両辺の商は X 上の函数になり, それらは極を持たないので, 定数である, しかるに
P = Q としてみると, ともに 1 となるので, 実際に両辺は一致する. 
第 2 部
特 別 な 代 数 曲 線 の 場 合
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5 平面三浦曲線
5.1 平面三浦曲線の定義
無限遠点が 1 点のみの代数曲線を定義する30. いま d < q を互ひに素な 2 つの自然数
とし,
(5.1) f(x; y) = yd + p1(x)y
d 1 +   + pd 1(x)y   pd(x)
とおく. 但し, pj(x) は x の d jqd e 次以下の多項式で, その係数を
(5.2)
pj(x) =
X
k:jq dk>0
jq dk xk (1 5 j 5 d  1)
pd(x) = x
q + d(q 1)xq 1 +   + dq
と書くことにする. いま
(5.3) f(x; y) = 0
で定義される代数曲線 C を考へる. 但し, これは無限遠点に唯一の点を持つ完備代数
曲線を意味する. この様な曲線を一般に平面三浦曲線と呼ぶこととし, 特に上の形の
曲線を (d; q) 平面三浦曲線 (略して (d; q) 曲線) と呼ぶことにする. 一般の楕円曲線は
(5.4) y2 + (1x+ 3)y = x
3 + 2x
2 + 4x+ 6
と書かれるから, これは (2; 3) 平面三浦曲線であり, 平面三浦曲線は一般の楕円曲線の
自然な一般化であると見ることができる.
定理 5.5 非特異完備代数曲線は compact な Riemann 面の構造を持ち, 逆に任意の
compact な Riemann 面はある非特異代数曲線として実現される.
これの証明は長いので, [59] の第 4 章の第 3 節と第 4 節を読まれたい. 但し, 以降
では具体的な非特異代数曲線を具体的な局所径数を使つて調べるので, この定理の証明
を辿らなくてもその内容を実感できると思はれる.
この講義録では主に (2; 2g + 1) 平面三浦曲線 (それは超楕円曲線と呼ばれるもの
の一部である) を中心に述べるが, そのほとんどの内容は一般の平面三浦曲線に対して
も定式化されつつある. 以後, (5.1) の係数 fjg の Z 上の多項式の全体を簡単に Z[]
で表す :
Z[] = Z[fjg]:
30この種の代数曲線は V.M.Buchstaber, V.Z. Enolskii, D.V. Leykin が研究を始めたもので, 彼らは
\(n; s)-curve" と呼んでゐる. しかし, n と s を別の文字に置き換へるときに, この名称は不便であるか
ら, 適切な名称を付けたい. 筆者にはまだ確定できる良い名称が浮ばないので, この講義録では文献 [55]
にちなんで \平面三浦曲線" と呼ぶことにした.
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5.2 Schur-Weierstra の空隙値
互ひに素な 2 つの正の整数の組 (d; q) に対して
(5.6) fad+ bq j a; b 2 Z; a = 0; b = 0g
に属さない正の整数を小さい順に並べたものを
w1; w2;    ; wg
と書いて Schur-Weierstra の空隙値列と呼ぶ. これは有限数列であつて g = (d 1)(q 1)
2
となる. この記号も以後, 何度も使はれる.
例 5.7 例へば (d; q) = (3; 4) であれば
w1 = 1; w2 = 2; w3 = 5
である. 非特異 (3; 4) 曲線 C : f(x; y) = 0 について, 函数 x は 1 で 3 位の極を持ち,
それ以外の点では正則であり, 函数 y は 1 で 4 位の極を持つて, それ以外の点では正
則である. 1 のみに極を持つ函数で, その極の位数が 1 位, 2 位, 5 位である様な函数
は存在しない (読者はこれを確かめよ). 従つて, 1 は C の Weierstra点である (定義
2.34 を見よ).
5.3 判別式
次に C の判別式を定義する.
定義 5.8 上の (5.1) の f について, すべての j を不定元に置き替へて
(5.9)
R1 = rsltx

rslty
 
f(x; y); @
@x
f(x; y)

; rslty
 
f(x; y); @
@y
f(x; y)

;
R2 = rslty

rsltx
 
f(x; y); @
@x
f(x; y)

; rsltx
 
f(x; y); @
@y
f(x; y)

;
R = gcd(R1; R2) in Z[]
とする. 但し rsltz は変数 z に関する Sylvester の意味の終結式を示す. このとき R は
Z[] の中で完全平方元になる31. これの平方根の 1 つを D とする. どちらの平方根を
取るかについては, 後の定義 6.56 で述べる. さうして, j を元の値に戻す (元の値を代
入する)32. 得られた D を C の判別式と呼ぶ.
補題 5.10 (5.1)で y を含む項が yd のみの場合 (purely d-gonal curve), D は pd(x) = 0
の q 個の根の差積の平方に一致する. 特に, 超楕円曲線 (5.15) y2 = f(x) については,
定義した判別式 D は f(x) = 0 の 2g + 1 個の根の差積の平方に一致する.
証明 省略する. 
31これらの事は相当に確からしいと思はれるが, 実は, 筆者は証明を持つてゐない. (d; q) = (2; 3),
(2; 5) など, 種数が小さい曲線の場合は, computer で確認することができる.
32一旦, j を不定元にするのは gcd を取る操作と j に値を入れる操作が可換でないからである.
59
5.4 Weight
ここで次の様な重さを導入する.
定義 5.11 (5.1) の f(x; y) に現れる諸量に対し, Sato weight と呼ばれる重さを x, y,
j のそれがそれぞれ  d,  q,  j となるものとして定める. 記号で
wt(x) =  d; wt(y) =  q; wt(j) =  j
などと記すことにする.
注意 5.12 この重さにより, 平面三浦曲線に関して本講義録に登場するすべての等式
は斉重 (of homogeneous weight) となる.
5.5 Hurwitz 整な級数
いま z1,   , zm が不定元で, A が可換整域のとき, 次の様な形式的羃級数からなる環を
考へる :
(5.13) Ahhz1; z2;    ; zgii =
X
n1; ;ng=0
A
z1
n1
n1!
z2
n2
n2!
   zm
nm
nm!
:
これの元を A 上の z1,   , zm に関する Hurwitz 整級数と呼ぶ. この記号は以後, 頻繁
に登場する.
5.6 超楕円曲線
これから述べていく理論の相当な部分は, 一般の (d; q) 平面三浦曲線に拡張されつつあ
るが, 入門書であるとの立場から以下では d = 2, s = 2g + 1, p1(x) = 0 の場合, 即ち
(5.14) y2 = x2g+1 + 2x
2g +   + 4g+2
により得られる完備代数曲線 (非特異ならば超楕円曲線) C を中心に述べていくこと
とする. 簡単のために上の右辺を
(5.15) f(x) = x2g+1 + 2x
2g +   + 4g+2
と書く. f(x) = 0 が重根を持たないと仮定することが多いが, 重根を持つ場合も自然
な極限操作でうまくいくので一々断らない. 重さについては, この場合は
(5.16) wt(x) =  2; wt(y) =  2g   1; wt(j) =  j
である. さて f(x) = 0 の根に順序を付けて c1, a1,   , cg, ag, c とし,
Cj(cj; 0); Aj(aj; 0); C(c; 0)
と名付ける. この場合は
wt(D) =  4g(2g + 1):
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図 5.17
ここで図 5.17 の様に fj; jg を定める. これら 2g 個の道の交叉積は
(5.18) i  j = i  j = 0; i  j = ij
となつてゐて, これらが C の基本群 1(C ) の基底をなすのである.
5.7 第 1 種微分形式, 周期行列
x1 から x3 で述べた Riemann 面 X として (5.14) で定義される超楕円曲線 C を考
へる. 各点 P における局所変数は, 例へば
t =
8>><>>:
y f(x(P)) = 0 のとき
 xg
y
P =1 のとき
x  x(P) それ以外の P
とする.
注意 5.19 以後, 函数や微分形式の変数として
・点の名前 P, Q 等;
・定義方程式の座標 (x; y), (z; w) 等;
・局所径数 t 等
の 3 種類を自由に用いるので注意して欲しい. 混乱はないものと信じる.
曲線 C の第 1 種微分形式の基底は
(5.20) !j = !j(x; y) =
xj 1dx
@
@y
f(x; y)
=
xj 1dx
2y
(j = 1;    ; g)
と取る.
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注意 5.21 一般の (d; q) 曲線では, (5.6) の要素の中, 小さい方から g = (d 1)(q 1)
2
個を
a1d+ b1q (= 0); a2d+ b2q (= d); a3d+ b3q;    ; agd+ bgq (= 2g   1)
と記しておき (読者は g 番目の値が (2g   1) となる理由を考へよ), それに応じて
(5.22) !j = !j(x; y) =
xajybjdx
@
@y
f(x; y)
とすれば第 1 種微分の基底が得られる.
以下, 簡単のために
! = t[!1    !g]
と書く. 上の !j に対する i, j の周期は
(5.23) 
0 =
 Z
j
!i

; 
00 =
 Z
j
!i

; 
 = [
0 
00]
と記す. 系 1.52 で述べた様に 
0 は正則行列であるが, いま
t[!^1    !^g] = 
0 1t[!1    !g]; T = 
0 1
00
とおけば
(5.24)
 Z
j
!^i

= 1g;
 Z
j
!^i

= T
である. 以下でも
!^ = t[!^1    !^g]
と書く. !^ の成分は正規化された第 1 種微分形式と呼ばれるのであつた.
5.8 数論的局所径数による展開
ここでは, 以後の便宜のために, 前小節で定義した対象を無限遠点1 において, そこで
の局所径数で展開しておく.
便宜の為に (5.66)で定義された曲線 C について,以下の様に特別な局所径数を取る
こととする. まづ, di+ qj =  1 で jij < q かつ jjj < d なる組 (i; j) を取り, t = xjyi
とおく (符号  はその時の便宜によつて決めるが, あまり重要ではない). このとき
wt(t) = 1 である. これを C の無限遠点における数論的局所径数と呼ぶ. 実際, この
局所径数で展開を行ふと係数が整になるからこの呼び名を使ふ.
超楕円曲線の場合に具体的に述べる :
(5.25)
f(x; y) = y2 + (1x
g + 3x
g 1 +   + 2g+1)y
  (x2g+1 + 2x2g +   + 4gx+ 4g+2);
fx(x; y) =
@
@x
f(x; y); fy(x; y) =
@
@y
f(x; y)
62
とする. このとき t =  xg=y が数論的局所径数である. これの値によつて定まる各種
の変数の値を hti つけて示す. 例へば C の座標 x は xhti などと記す. 補助的に
s = 1=x
を導入すると f(x; y) = 0 は
s = (1 + 2s+   + 4gs2 + 4g+2s3)t2 + (1s+ 3s2 +   + 2g+1sg+1)t
と書かれる. これを recursive に使つて
s = t2 + 1t
3 +    2 Z[][[ t ]]
なる展開を得る. 従つて
(5.26)
xhti = t 2   1t 1 +    2 t 2Z[][[ t ]];
yhti =  t 2g 1 + 1t 2g +    2 t 2g 1Z[][[ t ]]
なる展開を得る. ここで,
!j(x; y) =
xj 1dx
2y + 1xg + 3xg 1 +   + 2g+1
=
xj 1dx
dt
 dt
2y + 1xg + 3xg 1 +   + 2g+1 2 (1 + tZ[
1
2
;][[ t ]])dt;
!j(x; y) =   x
j 1dy
f1(x; y)
2 (1 + tZ[1
3
;][[ t ]])dt
ゆゑ
!1(x; y) = (t
2g 2 +    ) dt 2 Z[][[ t ]]dt;
!2(x; y) = (t
2g 4 +    ) dt 2 Z[][[ t ]]dt;
         ;
!g(x; y) = (1 + 1t+    ) dt 2 Z[][[ t ]]dt
がわかる. さらに (3.20) の写像は
(5.27)
u1 =
Z (x;y)
1
!1(x; y) =
1
2g 1t
2g 2 +    2 Z[]hh t ii;
u2 =
Z (x;y)
1
!2(x; y) =
1
2g 3t
2g 4 +    2 Z[]hh t ii;
         ;
ug =
Z (x;y)
1
!g(x; y) = t+
1
2
t2 +    2 Z[]hh t ii
で記述され, これより Abel-Jacobi 写像 a(; !) の C = Sym1(C ) の像における関係と
して
ui =
1
2(g i) 1ug
2(g i) 1 +    2 Z[]hhugii (i = 1;    ; g   1)
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がわかる. 一般の Symk(C ) の像については
u(j)i =
kX
j=1
Z (xj ;yj)
1
!i
として
(5.28)
ui =
1
2i 1
 
(u(1)g )
2(g i) 1 +   + (u(k)g )2(g i) 1

+    2 Z[]hhu(1)g ;    ; u(k)g ii
(i = 1;    ; g   1)
となつてゐる.
5.9 標準的な第 1, 第 2, 第 3 種微分形式
定義 5.29 (1) 2 点 Q1, Q2 2 C に対して微分形式 ^Q1;Q2 を次の条件をみたす微分形
式とする (唯一つ存在).
Q1, Q2 以外のすべての点で正則で
(5.30)
ordQ1 ^Q1;Q2 = ordQ2 ^Q1;Q2 = 1
ResQ1 ^Q1;Q2 = 1; ResQ2 ^Q1;Q2 =  1
であり, すべての j = 1,   , g について
(5.31)
Z
j
^Q1;Q2 = 0:
(2) 点 P 2 C , P の局所経数 t, 整数 k = 2 を与へたとき, 微分形式 ^P;t;k を次の条件を
満たすものとして定める: P の近傍で
(5.32) ^P;t;k =
   k 1
tk
+ a0 +   

dt
と展開され, P 以外の点では極を持たず,
(5.33)
Z
j
^P;t;k = 0:
(5.32) を満たす P のみに極を持つ様な微分形式は第 1 種微分形式の差を除いて一意
的であるが, (5.33) の条件と 1.51 から, その曖昧さは除かれ, 一意に存在することがわ
かる.
補題 5.34 一般の代数曲線 (Riemann面)X の無限遠点の近傍に 2つの動点 Q1, Q2 を
考へ,基点 Iでの局所変数 tのそれぞれの点における値を t1, t2 とする. このとき (1.65)
の ^Q1;Q2 に対してX X 上の 2 次微分形式 ^(Q1;Q2) ((Q1;Q2) 2X X ) を
(5.35) ^(P;Q2) = lim
t1!t2
^Q1;Q2(P)
t1   t2 dt2
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で定義する. このとき
(5.36) ^(P;Q2) =
d
dt2
^Q1;Q2(P) dt2

t1!t2
とも書けて, 局所径数の P での値を t 書くとき, ^(P;Q2) = ^(t; t2) などとも記す. こ
れは, 対角部分 X = f(P;P) jP 2X g 以外では正則で, かつ,
(5.37)
8><>:
^(t1; t2) =
 
1
(t1 t2)2 + C[[t1; t2]]

dt1dt2;
任意に固定された t1 について
Z
j
^(t1; t2) = 0 (j = 1,   , g)
を満たす.
証明 ^Q1;Q2(P) 定義と (1.78) から展開が
^Q1;Q2(P) 2
 1
t  t1  
1
t  t2 + (t1   t2)C[[t; t1; t2]]

dt
となること, および (1.68) よりわかる. 
ここで, (5.1) の一般の f(x; y) に戻り, 不定元を表す文字 Z を使ひ, 代数曲線 C 上
の 2 点 P(x; y), Q(z; w) について
(5.38)
[P;Q] = [(x; y); (z; w)]
= !1(x; y)
1
x  z
f(Z; y)  f(Z;w)
y   w

Z=z
=
dx
(z   x) @
@y
f(x; y)
qX
k=1
yq k
hf(Z;w)
wq+1 k
i+
w

Z=z
とおく. これは weight  d で斉重である. ただし [ ]+w は w についての負羃の項をす
べて取り除くことを意味する.
定義 5.39 一般に代数曲線 (Riemann 面) X の基点 I の近傍に 2 つの動点 P, Q を
考へ, I での局所変数 t のそれぞれの点における値を t1, t2 とする. X X 上の 2 次
微分形式
(5.40) X X 3 (P;Q) 7! (P;Q)
で, 対角部分 X 以外では正則, かつ, 次の条件を満たすものをKlein の基本 2 形式と
呼ぶ :
動点 P 2X に対応する局所経数を取り t と書く. P の近傍の動点 Q1, Q2 の t の値を
それぞれ t1, t2 とするとき, (Q1;Q2) = (t1; t2) と記す. このとき,
(5.41)
(t1; t2) =
 1
(t1   t2)2 + \a series in C[[t1; t2]]"

dt1dt2;
(t1; t2) = (t2; t1):
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注意 5.42 上の様な (P;Q) は一意的には定まらないが, その様な性質を持つ別の 2
形式を取れば, その差はX
i;j
aij !i(P)!j(Q) (aij = aji は定数)
の形になる.
平面三浦曲線の場合. (d; q) 平面三浦曲線の場合は, 上の  は以下に述べる様な数論的
な性質を持つので, その場合については, 単に解析的な視点からだけではなく, 形式的
羃級数を用いた代数的な視点からも微分形式を考察していく.
補題 5.43 平面三浦曲線 C については, 種数 g 個の第 2 種微分形式 j (j = 1,   , g)
が存在して (必然的にこれら j は t = 0 でのみで極を持つ)
(5.44) 
 
(x; y); (z; w)

=
d
dz
[(x; y); (z; w)] dz +
gX
j=1
!j(x; y) j(z; w)
で定められる 2-形式 
 
(x; y); (z; w)

が次の性質を持つ : いま t1 と t2 をそれぞれ数
論的局所径数 t の (x; y) と (z; w) における値とし, 
 
(x; y); (z; w)

= (t1; t2) と書く
とき, (どの j も j 2 C であるとして)
(1) (t1; t2)  dt1dt2
(t1   t2)2 2 C[[t1; t2]]dt1dt2,
(2) (t1; t2) = (t2; t1).
また, より強く, その j (j = 1,   , g) を
(t1; t2)  dt1dt2
(t1   t2)2 2 Z[][[t1; t2]]
となる様に選ぶことができる. また, j は
j(t) =
 wg j+1
twg j+1+1
dt+ \higher terms in t with coecients in Z[]"dt
と展開される. 但し, wj は組 (d; q) に関する j 番目の Schur-Weierstra 空隙値である.
注意 5.45 (1) この様に展開係数の整数性に拘るのは, 後で sigma 函数の展開の
Hurwitz 整性を証明するのに必要だからである.
(2) 式 (5.44) を最も一般的な (2; 3) 曲線
y2 + (1x+ 3)y = x
3 + 2x
2 + 4x+ 6
について書くと
!1(x; y) =
dx
2y + 1x+ 3
; 1(x; y) =
 xdx
2y + 1x+ 3
;

 
(x; y); (z; w)

=

xz(x+ z) + (1
2 + 22)xz + 1(zy + xw)
+ (31 + 4)(x+ z) + 2yw + 3(y + w) + 3
2 + 26
	
 dxdz
(z   x)2 (2y + 1x+ 3)(2w + 1z + 3)
である.
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証明 (5.43 の) (2; 3) 曲線の場合は [43] に証明がある. 以下の証明を読まれれて (2; 5)
曲線の場合などに同様も方法を試みられたい. また, (3; 5) 曲線の場合, [44] に, それぞ
れの (t1; t2) の具体的な形が記してある. ここでは (3; 4) 曲線の場合に証明を書く. つ
まり, 次の曲線ついて述べる33 :
(5.46)
f(x; y) = y3 + (1x+ 4)y
2 + (2x
2 + 5x+ 8)y
  (x4 + 3x3 + 6x2 + 9x+ 12) (j は定数):
計算のための記号を用意する. まづ t = x=y, s = y=x2 とすると,
f(1=t=s; 1=t2=s)s4t6 = 0;
)   12s4t6   9s3t5 + (8s3   6s2)t4
+ (5s
2   3s)t3 + (4s2 + 2s  1)t2 + 1st+ s = 0
を使つて, 通常の方法で再帰的に s を t の羃級数に展開し, その結果, 次を得る :
x(t) = t 3 + 1t 2 + 2t 1   3 + 4t+ ( 41 + 5)t2
+ (41
2   51   24   6)t3 +    2 1t3Z[][[t]];
y(t) = x(t)=t 2 1
t4
+ 1
t3
Z[][[t]]:
これから,
dx
dt
=  3t 4   21t 3   2t 2 + 4 + ( 241 + 25)t
+ (341
2   351   324   36)t2 +    2 1t4Z[][[t]]:
を得, さらに
(5.47)
dx
dt
(t)
fy(t)
=  t4 + 21t5 + ( 312 + 22)t6 + (413   621   23)t7
+ ( 514 + 12212 + 631 + (34   322))t8
+ (61
5   20213   12312   12(4   22)1 + (632 + 35))t9
+ ( 716 + 30214 + 20313 + (304   3022)12
+ ( 2432   125)1   1224 + 423   332   36)t10
+    2 t4Z[][[t]]:
も得られる. これから (3; 4) 曲線の場合の第 1 種微分形式の t による展開は
!1(x; y) =
dx
fy(x; y)
= ( t4 +    )dt;
!2(x; y) =
xdx
fy(x; y)
= ( t+    )dt;
!3(x; y) =
ydx
fy(x; y)
= ( 1 +    )dt
33超楕円曲線の場合だけでは, 証明の道筋がわかりにくいと思はれるのと, 筆者が洗練された一般的証
明を持つてゐないからである.
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である. 与へられた一般な t に対して, t(1) と t(2) を xhti = xht(1)i = xht(2)i となる値で t,
t
(1)
, t
(2) の 3 つは (generic には) 異なる値とする. いま, この記法で 6 点 (xhtii; yhtii),
(xht(1)i i; yht(1)i i), (xht(2)i i; yht(2)i i), (i = 1, 2) を考へる. さて, Weierstra の準備定理により
xht1i 1   xht2i 1 = (t1   t2)(t1   t(1)2 )(t1   t(2)2 ) p(t1; t2)
となる p(t1; t2) 2 1 + (t1; t2)Z[][[t1; t2]] が存在する.
(5.48)
!1(x; y)
dt1
1
x  z
f(Z; y)  f(Z;w)
y   w

Z=z
=
!1(x; y)
dt1
 (xz) 1
x 1   z 1
f(Z; y)  f(Z;w)
y   w

Z=z
=
dx
dt
ht1i
@
@y
f(x; y)
1
t1   t2 
yht1i   yht(1)2 i
t1   t(1)2 
yht1i   yht(2)2 i
t1   t(2)2 ( xht1ixht2i)
 1 p(t1; p2) 1
において中央の 2 つの因子は, Weierstra の準備定理により約分される. つまり j = 1,
2 について
yht1i   yht(j)2 i
t1   t(j)2 2 (t1t
(j)
2 )
 4 Z[][[t1; t
(j)
2 ]]:
さて
yht1i   yht(1)2 i =

xht2i
t1
  xht2i
t(1)2

 

xht1i
t1
  xht2i
t1

=
xht2i
t1t
(1)
2
(t
(1)
2   t1) + 1
t1
(xht1i   xht2i)
なので
yht1i   yht(1)2 i
t(1)2   t1 =
xht2i
t1t
(1)
2
+
1
t1
(t1   t2)(t1   t(2)2 )xht1ixht2i
これは t(1)2 を t
(2)
2 に替へても同様である. それら 2 式を掛ければ
yht1i   yht(1)2 i
t(1)2   t1 
yht1i   yht(1)2 i
t(1)2   t1
=
xht2i2
t1
2t(1)2 t
(2)
2
+
xht1ixht2i2
t1
2
(t1   t2)

t1   t(2)2
t(1)2
+
t1   t(1)2
t(2)2

+
xht1i2xht2i2
t1
2
(t1   t2)2(t1   t(1)2 )(t1   t(2)2 )
一方, すべての j が 0 の場合には t
(1)
2 = t2, t
(2)
2 = 
2t2 ( = e
2i=3) であり, この場合
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に上記を計算すると
yht1i   yht(1)2 i
t(1)2   t1 
yht1i   yht(1)2 i
t(1)2   t1 xyht1i
 1yht2i 1
=
1
t1t2
5
(t1
6   t1t25 + t13t23   t16t2 + t26)
= 1 +
1
t1t2
5
(t1
6   2t1t25 + t13t23   t16t2 + t26)
= 1 +
1
t1t2
5
(t2   t1)( t15   t23t12   t24t1 + t25)
= 1 + (t2   t1)

  t1
4
t2
5
  t1
t2
2
  1
t2
+
1
t1

:
従つて, fjg が一般の場合に戻つて, d=dt2 したもの
(5.49)
d
dt2
[ (x; y)ht1i; (x; y)ht2i ] dt2 =

(t2   t1) 2
+ t1
4  5t2 6 + t1  2t2 3 + t2 2 + \higher terms in js"

dt1dt2
の後の級数の部分は Z[] 係数であることがわかつた. さて (5.49) の t1 に関しての定
数項にあたる部分のうち, t2 の負羃の部分 (つまり t2 2) と同じ主要項を持つ第 2 種微
分 3ht2i で, その t2 に関する展開が Z[] に係数を持つものが取れる. 実際, それは
3ht2i =  x
2dx
fy(x; y)
ht2i = (t2 2 +    )dt2
である. そこで (5.49) から !3ht1i3ht2i を差し引いたもの
(5.50)
d
dt2
[ (x; y)ht1i; (x; y)ht2i ] dt2 + !3ht1i 3ht2i
=

(t2   t1) 2 + t14  5t2 6 + t1  2t2 3 + \higher terms in js"

dt1dt2
について, t1 に関しての 1 次の項の係数にあたる部分全体のうち, t2 の負羃の部分 (そ
れは 2t2 3+    の形) と同じ主要項を持つ第 2 種微分 2ht2i で, その t2 に関する展開
が Z[] に係数を持つものが取れる. 実際, それは
2ht2i = ( xy + a1x
2 + b3y +    )dx
fy(x; y)
ht2i =
 
t2
 2 +     dt2 (a, b,    2 Z)
の形で取れる. 最後に (5.50) から !2ht1i2ht2i を差し引いたもの
(5.51)
d
dt2
[ (x; y)ht1i; (x; y)ht2i ] dt2 + !3ht1i 3ht2i+ !2ht1i 2ht2i
=

(t2   t1) 2 + t14  5t2 6 + \higher terms in js"

dt1dt2
を考へると, これらは Z[] 係数の級数あることと, Q[] 上では補題は成り立つ ([39],
Lemma 5) ことから, この式を Q[] で考へて存在するべき第 2 種微分 1ht2i は
1ht2i = ( x
2y +    )dx
fy(x; y)
ht2i (分子の    のところは Z[][x; y] に属する)
=
 
t2
 2 +     dt2
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の形でなければならず, これの t2 による羃級数展開は Z[] 上に係数を持つ. これで
(5.52)
d
dt2
[ (x; y)ht1i; (x; y)ht2i ] dt2 + !3ht1i 3 ht2i+ !2ht1i 2ht2i+ !1ht1i 1ht2i
=

(t2   t1) 2 + \a series in Z[][[t1; t2]]"

dt1dt2
となることがわかつた. 次にこれを t1, t2 に関して対称な形式に変形する. まづ, そも
そものこの 2 形式の性質から, (5.52) は
(t1   t2) 2 dt1dt2 +
3X
i;j=1
aij !iht1i!jht2i (aij 2 Z)
と書かれなければならない. このとき,
d
dt2
[ (x; y)ht1i; (x; y)ht2i ] dt2 + !3ht1i(3   a31 !1   a32 !2)ht2i
+ !2ht1i(2   a21 !1   a23 !3)ht2i+ !1ht1i(1   a12 !2   a13 !3)ht2i
= (t1   t2) 2 dt1dt2 +
3X
i=1
aii !iht1i!iht2i
となるので, 3, 2, 1 をそれぞれ
3   a31 !1   a32 !2; 2   a21 !1   a23 !3; 1   a12 !2   a13 !3
に取り替へれば, それらが所望の第 2 種微分形式となり, 証明が完結する. 
注意 5.53 参考のために, 上記の証明の結果得られる (3; 4) 曲線の第 2 種微分形式
1, 2, 3, 及び 2 形式 ((x; y); (z; w)) を (x; y) と (z; w) で書いたものを記しておく.
1(x; y) =  
 
5x2y + (12 + 33)xy + (24 + 6)y + 2y
2 + 31x
3
+ (2
2 + 231 + 24)x
2 + (52 + 61 + 34)x
 dx
fy(x; y)
;
2(x; y) =  (2xy + 1x2) dx
fy(x; y)
;
3(x; y) =   x
2
fy(x; y)
:
また,
((x; y); (z; w)) =
F (x; y; z; w)dxdz
(x  z)2fy(x; y)fy(z; w)
であつて, ここに
F (x; y; z; w) = 3y2w2   2(xyz3 + x3zw) + (x2z2w + x2yz2) + (84 + 312)(y + w)
+ 8(y
2 + w2) + (121 + 94 + 85)(x+ z) + (81 + 9)(xy + zw)
+ (24
2   28)yw + (54 + 29)(yz + wx) + (241   5)(yxw + yzw)
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+ (42 + 6)(yz
2 + wx2) + 24(y
2w + yw2) + 5(y
2z + xw2)
+ 21(xyw
2 + y2zw) + 2(y
2z2 + x2w2) + (291 + 282 + 246 + 5
2)xz
+ (51 + 26)(xzw + xyz) + (61 + 52 + 43)(xz
2 + x2z)
+ (21
2   22)xyzw + (231 + 22 + 24)x2z2 + (21 + 33)(xyz2 + x2zw)
+ 1(x
2z3 + x3z2) + (8
2 + 2124):
5.10 超楕円曲線の場合
前節の内容を超楕円曲線の場合について [4]に沿つた方法で以下に述べる. まづは (5.38)
に従ひ,
C : y2 = x2g+1 + 2x
2g +   + 4gx+ 4g+2
の上の動点 (x; y), (w; z) について
(5.54) [(x; y); (z; w)] =
y + w
x  z 
dx
2y
である. 実は  は
(5.55) ((x; y); (w; z)) =
F (x; z) + 2yw
(x  z)2
dx
2y
dz
2w
で与へられる. ここに
(5.56)
F (x; z) =
gX
j=0
xjzj(4(g j)(x+ z) + 24g 4j+2)
= (x+ z)xgzg
+ 22x
gzg
+ 4(x+ z)x
g 1zg 1
+ 26x
g 1zg 1
+ 8(x+ z)x
g 2zg 2
+   
+ 4g(x+ z)
+ 24g+2
である. これは
(5.57) F (x; x) = 2f(x);
@
@x
F (x; z)

x=z
=
d
dx
f(x)
を満たす. さて C 上の動点
P(x; y); Q(z; w)
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と定点
A(a; b); B(c; d)
について
(5.58) R
P;A
Q;B
=
Z P
A
Z Q
B
 =
Z P
A
Z Q
B
F (x; z) + 2yw
(x  z)2
dx
2y
dz
2w
(weight 0)
とおき, さらに
(5.59) 
P;A
Q;B
=
Z P
A
([P;Q]  [P;B]) (変数 P について積分)
とおく34. このどちらも P 2 C (C は C に対応する Riemann 面の正規多角形) の函
数とみるときは P = Q, B でそれぞれ留数 1,  1 なる 1 位の極を持ち, その他の点で
は正則な微分形式の積分になつてゐる. いま
(5.60) j =   1
2y
2g jX
k=j
(k + 1  j)4g 2j 2kxkdx
なる微分形式を考へる. つまり
(5.61)
g =  0 xg dx2y ;
g 1 =  (4 xg 1 + 22 xg + 30 xg+1) dx2y ;
g 2 =  (8 xg 2 + 26 xg 1 + 34 xg + 42 xg+1 + 50 xg+2) dx2y ;
  
1 =  (4g 4 x+ 24g 6 x2 + 34g 6 x3 +   
+ (2g)2 x
2g 2 + (2g   1)0 x2g 1) dx2y
とおく. このとき,
補題 5.62
(5.63) 
 
(x; y); (z; w)

= d
dz
[(z; w); (x; y)] dz +
gX
j=1
!j(x; y) j(z; w)
が成り立つ. 積分で書けば
(5.64) R
P;A
Q;B
=
P;A
Q;B
+
gX
j=1
Z P
A
!j
Z Q
B
j:
証明  や j は (5.44) から定めれれるものであり, 補題 5.43 の証明の方法で実際に
計算されて, その結果が (5.55) と (5.61) なのである. しかし, ここでは, 逆に (5.55) と
(5.61) から両辺を直接計算して一致することを確かめて証明とする. やや大変ではあ
るが読者には試られたい. 
34行き掛かり上, この辺りでは文献 [4] と類似の記号を別の意味に使つてゐる. 申し訳ないが, どうか
混同しないでいただきたい.
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命題 5.65 ある定数成分の行列   = [cij]gg が存在して, 任意の P, Q, A, B 2 C に対
して
(P;Q) = ^(P;Q) + 2
gX
j=1
cij !j(P)!j(Q); または
Z P
A
Z Q
B
 =
Z P
A
Z Q
B
^(P;Q) + 2
gX
j=1
cij
Z P
A
!j
Z Q
B
!j:
が成り立つ. 但し, ^Q;B は正規化された第 3種微分形式である. つまり (5.35)の ^(P;Q)
について,
(5.66) R
P;A
Q;B
=
Z P
A
^Q;B(P) + 2
gX
j=1
cij
Z P
A
!j(P)
Z Q
B
!j(Q):
証明 微分形式
(5.67) (P;Q)  ^(P;Q)
は P についても Q についても至る所で正則であるから, 第 1 種微分形式の 2 重 1 次
結合で表せなければならない. 後半は (5.35) からわかる. 
先の (5.60) の, あるいはより一般に 補題 5.43 で述べた, 第 2 種微分形式 j の周
期からなる行列を
(5.68) H 0 =
 Z
j
i

15i5g
15j5g
; H 00 =
 Z
j
i

15i5g
15j5g
と記す. これと (5.23) の行列を結合して
(5.69) M =


0 
00
H 0 H 00

と書く.
補題 5.70 (一般 Legendre 関係式, Weierstra 関係式)
上の行列 M は
(5.71)
M
  1g
1g

tM = 2i
  1g
1g

 
=
  
0t
00 + 
00t
0  
0tH 00 + 
00tH 0
 H 0t
00 +H 00t
0  H 0tH 00 +H 00tH 0
!
を満たす. また (5.65) の   は
(5.72)   = 1
2
H 0
0 1
と書けて   は対称行列である35.
35この行列   は sigma 函数を定義する際に theta 函数の違ひの調整をする.
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注意 5.73 
0 1
00 = T も対称行列であり, ImT > 0 であることは既に述べた.
証明 等式 (5.64) と (5.66) より P = (x; y) についてZ P
A
([P;Q]  [P;B]) dx+
gX
j=1
Z P
A
!j
Z P
B
j =
Z P
A
^Q;B + 2
gX
i=1
gX
j=1
cij
Z P
A
!i
Z Q
B
!j
である. これを P における局所変数 t で微分すると
([P;Q]  [P;B]) dx
dt

t=0
+
gX
j=1
xj 1
2y
dx
dt

t=0
Z Q
B
j
=
Z Q
B
^P;t;2 + 2
X
i
X
j
cij
xi 1
2y
dx
dt

t=0
Z Q
B
!j:
ここで (1.73) の関係式
d
dt
Z Pt
P
^Q1;Q2

t=0
=
Z Q2
Q1
^P;t;2
を使つた. 次に各 1 5 k 5 g について k に 1 点 B を取り, Q を B から k に沿つて
1 周させると
0 +
h 1
2y
dx
dt

t=0
   x
g 1
2y
dx
dt

t=0
i
H 0 = 0 + 2
h 1
2y
dx
dt

t=0
   x
g 1
2y
dx
dt

t=0
i
 
0
を得る. ここで P は任意であつて
1
2y
;
x
2y
;    ; x
g 1
2y
は 1 次独立なので
(5.74) H 0 = 2 
0
となり (5.72) が示せた.   の対称性は
R
P;A
Q;B
= R
Q;B
P;A
であることと変数と径数の交換法則 (1.75) により (5.66) からわかる. さて, (5.64) と
(5.66) から
(5.75) 
P;A
Q;B
+
gX
j=1
Z P
A
!j
Z Q
B
j =
Z Q
B
^P;A + 2
gX
i=1
gX
j=1
cij
Z P
A
!i
Z Q
B
!j:
ここで B から Q への積分路を k へと変形すれば
(5.76)
Z P
A
0 dx+
gX
j=1
Z P
A
!j
Z
k
j =
Z
k
^P;A + 2
gX
i=1
gX
j=1
cij
Z P
A
!i
Z
k
!j:
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従つて, (1.76), つまり
2i
Z P2
P1
!^k =
Z
k
^P1;P2
より
= 2i
Z P
A
!^j + 2
gX
i=1
gX
j=1
cij
Z P
A
!i
Z
k
!j:
さらに (5.76) の A から P へ至る積分路を ` に変形することで
gX
i=1
gX
j=1
Z
`
!j
Z
k
j;= 2i
Z
`
!^j + 2
gX
i=1
gX
j=1
cij
Z
`
!i
Z
k
!j:
つまり
t
0H 00 = 2i1g + 2
t
0 
00
= 2i1g + 2
t
0(1
2
t
0 1tH 0)
00
= 2i1g +
tH 0
00
よつて
(5.77) t
0H 00   tH 0
00 = 2i1g:
これの転置を取れば
tH 00
0   t
00H 0 = 2i1g:
一方, (5.77) に左から t
0 1 を掛けて t
0 1tH 0 = 2  の対称性を使へば
(5.78) H 00  H 0
0 1
00 = 2i t
0 1:
さらにこれの転置を取つて
(5.79) tH 00   t
00 t
0 1 tH 0 = 2i
0 1:

0 1
00 は対称行列だから (5.78) に右から t
0 を掛けることで
(5.80) H 00 t
0  H 0 t
00 = 2i1g
も得られる. 次に

0 1
00 = t(
0 1
00) = t
00t
0 1;
) 
00t
0 = 
0t
00;
) 
00t
0   
0t
00 = O:
さらに
H 00 tH 0 = H 00 t
0 t
 1 tH 0
= (2i 1g +H
0 t
00)t
0 1 tH 0 (* (5.80))
= 2i t
0 1 tH 0 +H 0 t
00 t
0 1 tH 0
= 2i t
0 1 tH 0 +H 0 (tH 00   2i
0 1) (* (5.79))
= H 0 tH 00 (*   の対称性):
これで与式 (5.71) が示せた. 
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注意 5.81 (5.71) より M も正則であることがわかり,
tM 1
  1g
1g

M 1 =
1
2i
  1g
1g

であるが, 左から tM , 右から M を掛けると
2i
  1g
1g

= tM
  1g
1g

M
となる. つまり
(5.82)
 tH 0
0   t
0H 0 tH 0
00   t
0H 00
tH 00
0   t
00H 0 tH 00
00   t
00H 00

= 2i
  1g
1g

なる関係式を得る.
補題 5.83 (2.30) で定めた積について
!i ? !j = i ? j = 0; !i ? j = ij
が成り立つ. つまり !j, j (j = 1,   , g)は H1(C ;C)の symplectic基底になつてゐる.
証明 これらは (1.39) と (5.71), および ? の定義 (2.30) から直ちに導かれる. 
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6 Sigma 函数
一般の (d; q) 曲線 C : f(x; y) = 0 について, sigma 函数の定義を述べる. 曲線 C に付
随する sigma 函数は種数 g = 1
2
(d  1)(q   1) 個の変数の整型函数であり, ここから多
くの重要な函数が構成される.
6.1 周期格子と Riemann 定数
(d; q) 曲線 C (g = (d   1)(q   1)=2) について, 5.21 (例へば超楕円曲線の場合には
(5.20)) で定めた第 1 種微分形式による vector

!1;    ; !g

の周期, つまりあらゆる閉
曲線に関しての積分の全体を
(6.1)  =
I 
!1;    ; !g

( Cg)
と書く. これは 1.62 により Cg 内の格子になる. いま, C の基点を 1 とし, H1(C ;Z)
の symplectic 基底 fj; jg を 1 組選ぶとき, (4.5) の Riemann 定数 K を 
0 1 とも
記すことにして 0, 00 2 Rg=Zg を

0K =   
00 + 
0000 mod 
で定める. ちなみに, 標準類を KC = 2(g   1)1 と取れるので (* !1=dxfy を考へれば
良い), 予め, [35], p.166, Corollary 3.11 によつて,

0K 2 1
2
  (g   1)a(1; !) = 1
2

がわかるが, 我々の場合は以下の計算の結果でもこれは確認される.
6.2 Riemann 定数の計算 (超楕円曲線の場合)
補題 6.2 断らない限りは x5.6 の記号を使ふ.
(6.3) y2 = f(x); f(x) = x2g+1 + 2x
2g +   + 4g+2
で定義される超楕円曲線 C について, fj; jg を図 (5.17) の様に取るとき, (4.35) の
Riemann 定数 K は
(6.4)
K = 
0 1 = t0 + T t00
= t

g
2
g 1
2
   1
2

+ T t

1
2
1
2
   1
2

mod ^

gX
j=1
Z Aj
1
!^
で与へられる.
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注意 6.5 もし fj; jg を図 (5.7) と別のものにするならば  も変はる. これについ
ては 補題 6.47 の証明で触れる.
証明 2 つの方法を紹介する.
[第 1 の方法]36 j, j を 1 を通る様に取り直す. 以下,
aj(P) = \j-th component of a(P 1; !^)" =
Z P
1
!^j(P)
と書く. (4.35) から
Ki =  12 Tii   ai(1i) +
gX
j=1
Z
j
ai(P)!^j(P):
但し, 1i は i の終点を表す. まづ, j = i に対してはZ
j
ai(P)!^j(P) =
Z
j
aj(P)dai(P) =
1
2
Z
i
d(ai(P))
2
= 1
2
fai(i の終点)2   ai(i の始点)2g
= 1
2
fai(i の終点)2   (ai(i の終点)  1)2g
= ai(1i)  12 :
ゆゑに
(6.6) Ki =  12 Tii   12 +
X
j 6=i
Z
j
ai(P)!^j(P):
次に j 6= i の場合は P = (x; y) = (x; y) としてZ
j
ai(P)!^j(P)) =
h 
!^i(P) + !^i(P)

!^j(P)
ij の終点
j の始点.
ここで
d(ai(P) + ai(P)) = !^i(P) + !^i(P) = 0
なので ai(P) + ai(P) は定数, それゆゑ
ai(P) + ai(P) = 2ai(Aj)
である. よつてZ
j
ai(P)!^j(P) = 2ai(Aj)
Z Aj
Cj
!^j = 2ai(Aj) 12 = ai(Aj) =
Z Aj
1
!^i:
ここで 図 (5.17) からわかる様にZ Ai
C
!^ = 1
2
Z
i
!^   1
2
gX
k=i+1
Z
k
!^
= T t

0    0
i
1
2
0    0 + t 0    0 i+1 1
2
     1
2

36C.Neumann による ([26], pp.450{451 参照).
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であり Z C
1
!^ = 1
2
gX
j=1
Z
j
!^ = t

1
2
   1
2

なので, 結局 Z Ai
1
!^ = t

1
2
  
i
1
2
0    0 + T t 0    0 i1
2
0    0 
となるので, 結局 (6.6) から
(6.7) Ki 
gX
j=1
Z Ai
1
!^ mod ^:
以上をまとめて与式を得る.
[第 2 の方法]37 今まで通りに T = [Tjk]gg は C の modulus とする. C の座標 (x; y)
を用いて !^j(x; y) =
'j(x)dx
2y
を正規化された正則 1 形式とする. ここに 'j(x) は x の
(g   1) 次以下の多項式である. 第 3 種微分
(z; w) 7! y + w
x  z 
dz
2w
を考へる. これは P = (x; y) と無限遠点 1 で, それぞれ留数  1, 1 の 1 位の極を持
ち, その他の点では正則である. (1.73) の第 2 式より容易に
(6.8) ak(P) :=
Z P
1
!^k(P) =
1
2i
Z
k
y + w
x  z
dz
2w
+
1
2i
gX
i=1
Tik
Z
i
y + w
x  z
dz
2w
:
但し P = (x; y) で, どの i, k も点 (z; w) を通らないものとする. ここでは (6.6) が
得られた所から別の路に進む. Riemann 定数
Kk =  1
2
Tkk   1
2
+
gX
j=1
j 6=k
Z
j

!^j(P)
Z P
1
!^k

(k = 1;    ; g)
の積分路 j を, 上の下線部に鑑み, 全体に少し大きく広げたものを 0j と書くことに
すると, (6.8) を代入にして
Kk =
1
2
Tkk   1
2
+
gX
j=1
j 6=k
Z
0j
 
!^j(P) ak(P)

=
1
2
Tkk   1
2
+
1
2i
gX
j=1
j 6=k
Z
0j

!^j(x; y)
Z
k
dz
2(x  z) +
'j(x)dx
2y
Z
k
ydz
(x  z)  2w
+
gX
i=1
Tik !^j(x; y)
Z
i
dz
2(x  z) +
gX
i=1
Tik
'j(x)dx
2y
Z
i
ydz
(x  z)  2w

37Christoel による ([26], pp.452{453 参照).
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(6.9)
=
1
2
Tkk   1
2
+
1
2i
gX
j=1
j 6=k
Z
0j

!^j(x; y)
Z
k
dz
2(x  z)

+
1
2i
gX
j=1
j 6=k
Z
k
 dz
2w
Z
0j
'j(x)dx
2(x  z)

+
1
2i
gX
j=1
j 6=k
gX
i=1
Tik
Z
0j

!^j(x; y)
Z
i
dz
2(x  z)

+
1
2i
gX
i=1
gX
j=1
j 6=k
Tik
Z
i
 dz
2w
Z
0j
'j(x)dx
2(x  z)

ここで j と k の位置関係から, (x; y) 2 0j についてZ
k
dz
z   x =
(
2i (j < k);
0 (j > k):
さらに, (x; y) 2 0j について Z
i
dz
z   x = 0:
一方, Cauchy の積分定理から (z; w) 2 i と各 j(6= k) についてZ
0j
'j(x)dx
x  z =
(
 2i'i(z) (j = i);
0 (j 6= i):
以上を使へば (6.9) は
Kk =
1
2
(Tkk   1)  1
2
k 1X
j=1
Z
0j
!^j +
1
2
gX
i=1
i6=k
Tik
Z
i
'i(z)dz
2w
となる. さらに Z
0j
!^j(x; y) = 1;
Z
i
'i(z)dz
2w
=
Z
i
!^i(z; w) = 1
により
Kk =
1
2
(Tkk   1)  1
2
(k   1) + 1
2
gX
i=1
i6=k
Tik =
1
2
gX
i=1
Tik   1
2
k
を得る. 
注意 6.10 超楕円曲線以外の (d; q) 曲線についての Riemann 定数が計算されてゐる
例については, 筆者は, (3; 4) 曲線についての志賀による計算 [49], p.326, Proposition
I-2 以外には知らない.
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注意 6.11 一般に fjg, fjg を Sp(2g;Z) で変換するとき, theta characterinstic は
(6.45) の様に変換される. これは Igusa [23] や [3], Chapter XVIII に詳しく述べられ
てゐる. Mumford [35], pp.162-170 に Riemann 定数の幾何学的な特徴付けが述べられ
てゐる. この変換の曲線上での積分による定義 (4.35) により即した形での説明がなさ
れると良いと思ふ.
6.3 標準 theta 輪体
ここでは後で構成する sigma 函数とその導函数の零点を詳しく述べるために必要な定
義をする.
定義 6.12 (標準 theta 輪体) ! を (5.20) の様に取る. (3.15) の W [n] (0 5 n 5 g) に
対し,
[ 1]W [n] = f u ; u 2 W [n] g
とおき,
[n] =W [g 1] [ [ 1]W [g 1]
と書いて, これを n 次元の標準 theta 輪体と呼ぶ.
注意 6.13 一般には W [n] と [ 1]W [n] は一致しないことに注意せよ. ただし, 一般の
平面三浦曲線で n = g   2 のとき, または C が超楕円曲線などの特殊な曲線38の場合
にはこの両者は一致する.
命題 6.14 整数 k > 0 に対し, W [k] は J の部分多様体である.
証明 Jacobi の定理の (3.25) からW [k] は SymkC と双有理同型である. 一方 C が
Riemann面 (完備な非特異代数曲線)のときSymkC も射影的 (解析)多様体 (projective
manifold) である ([35], p.152 および [36], pp.3.26{3.27). 従つて, これと Abel 写像
a(; !) によつて双有理同型である W [k] は J の部分多様体である. 
定義 6.15 Modulo  で与へられる写像を
 : Cg ! Cg=
と記す.
6.4 Sigma 函数の積分による構成
ここでは, g = 1 で [54], pp.447-449 などに述べられてゐる (u) の構成法を g = 2 で
実行してみたい.
(5.61) で定義した第 2 種微分形式 j と (5.20) の第 1 種微分形式 !j は, 補題 5.43
で説明した方法で, 一般には, f!jg から fjg を計算することができる. また, 具体的
な計算で (2.30) の積に関して symplectic basis をなすことを容易に確かめられる.
38y2m = f(x) と書かれる 平面三浦曲線などでもさうである.
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種数 g = 1 の場合, 変数 u 2 C と任意に固定された u(0) 2 C   についてZ (x;y)
(x(0);y(0))
1 = (u)  (u(0))
が成り立つ. ここに (u) は Weierstra の zeta 函数である. 左辺の積分路を ` 2 
に相当する分だけ増やすとき, 変へるとき 1 の周期 H 0`0 +H 00`00 だけ増加する. 一方
(u+ `) = (u) +H 0`0 +H 00`00 なので辻褄が合ふ. さらに (u) を積分して exp を取れ
ば Weierstra の (u) が得られる.
このとき c(`) が存在して
(6.16) (u+ `) = c(`)(1
2
`) exp(1
2
tu(H 0`0 +H 00`00))
となることが容易にわかる. (1
2
`) 6= 0 なる ` はn2 に属するものであり, その様な
` について u =  1
2
` とおくと,
(1
2
`) =  c(`)(1
2
`) exp(1
2
t`(H 0`0 +H 00`00))
となる. ゆゑに (6.23) の記号で
c(`) =   exp(1
2
t`(H 0`0 +H 00`00)) =   expL(1
2
`; `)
となる. つまり
(u+ `) =  (u) expL(u+ 1
2
`; `) (` 2  n 2)
となる. ` 2 2 のときは, (6.16) の両辺を u で微分した後, 同様の計算を行へば
(u+ `) = (u) expL(u+ 1
2
`; `) (` 2 2)
を得る. つまり
(`) = exp

2i
 
1
2
`0 + 1
2
`00 + 1
2
`0`00

とおくと
(u+ `) = (`)(u) expL(u+ 1
2
`; `) (` 2 )
を得る.
以上の方法を g = 2 に自然に拡張すれば以下に述べる様になるが, 多変数ゆゑの困
難があり, (6.24) 以下は厳密な議論ではない. しかし, これで sigma 函数が凡そ何如な
る函数かが理解できる.
まづ, Z (x1;y1)
(x
(0)
1 ;y
(0)
1 )
j +
Z (x2;y2)
(x
(0)
2 ;y
(0)
2 )
j = j(u)  j(u(0)) + gj(x1; y1; x2; y2)
なる (j(u; u(0)) に関する) 方程式を考へる. gj(x1; y1;x2; y2) は C 上の適当な函数であ
る. ここに u は変数で u(0) は任意に固定された点 62  で,
u =
Z (x1;y1)
1
! +
Z (x2;y2)
1
! (2 C2);
u(0) =
Z (x(0)1 ;y(0)1 )
1
! +
Z (x(0)2 ;y(0)2 )
1
! (2 C2)
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となつてゐるものであり, j(u) は  1(C ) 上の函数で,
(6.17)
@
@ui
j(u) =
@
@uj
i(u);
j(u+ `) = j(u) + (H
0`0 +H 00`00)j (for ` 2 )
を満たすものである. ただし, 最後の ( )j は j 番目の成分を取り出すことを意味する.
まづ, 次の偏微分を以下で何度も使ふので, ここで計算しておく:"
@u1
@x1
@u1
@x2
@u2
@x1
@u2
@x2
#"
@x1
@u1
@x1
@u2
@x2
@u1
@x2
@u2
#
=

1
1

ゆゑ
(6.18)
"
@x1
@u1
@x1
@u2
@x2
@u1
@x2
@u2
#
=
"
1
2y1
1
2y2
x1
2y1
x2
2y2
# 1
=
4y1y2
x2   x1
"
x2
2y2
  1
2y2
  x1
2y1
1
2y1
#
=
1
x2   x1

2x2y1  2y1
 2x1y2 2y2

:
g = 1 では g1(x1; y1;x2; y2)  0 として (u) を定義できたが, g = 2 ではそん
なに簡単ではなく, 以下に述べる様に, g2(x1; y1;x2; y2)  0 とするのは良いものの,
g1(x1; y1; x2; y2) は非自明な函数を取らなくてはならない. まづ
(6.19)
Z (x1;y1)
(x
(0)
1 ;y
(0)
1 )
2 +
Z (x2;y2)
(x
(0)
2 ;y
(0)
2 )
2 = 2(u)  2(u(0))
を解く. 両辺を u2 で微分すれば
x1
2
2y1
@x1
@u2
+
x2
2
2y2
@x2
@u2
=
@
@u2
2(u):
しかるに (6.18) より左辺を計算すれば
@
@u2
2(u) =  x1   x2
を得る. これは後に }22(u) と書かれる函数である. さて 1(u) を決めるために, 今度は
(6.19) を u1 で微分して, 同様な計算をすれば
@
@u1
2(u) = x1x2
を得る. これは後に }12(u) = }21(u) と書かれる函数である. 以上から 2(u) は積分定
数を除いて定まる.
これらの導函数 }ji2(u) = @@uj}i2(u), }kj22(u) =
@2
@uj@uk
}22(u) のうちいくつかを計
算しておく:
(6.20)
}122(u) =
@
@u2
(x1x2) = x2  2y1
x2   x1 + x1
2y1
x2   x1 =
2(x2y1   x1y2)
x2   x1 ;
}222(u) =
@
@u2
( x1   x2) = ( 1)  2y1
x2   x1 + ( 1)
2y2
x2   x1 =
2(y1   y2)
x2   x1
=
@
@u2
2(y1   y2)
x2   x1 = 2
 
3(x1
2 + x2
2) + 4x2x1 + 22(x2 + x1) + 4

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を得る. 最後の計算はやや面倒であるが, 困難はない.
今度は 1(u) と g1(x1; y1; x2; y2) についてZ (x1;y1)
(x
(0)
1 ;y
(0)
1 )
1 +
Z (x2;y2)
(x
(0)
2 ;y
(0)
2 )
1 = 1(u)  1(u(0)) + g1(x1; y1;x2; y2)
を考へる. この式を u2 で微分すると
3x1
2 + 22x1 + 4
2y1
 @x1
@u2
+
3x2
2 + 22x2 + 4
2y2
 @x1
@u2
=
@
@u2
1(u) +
@
@u2
g1(u)
= }12(u) +
@
@u2
g1(u)
= x1x2 +
@
@u2
g1(u)
となるべきである. これを計算すると
@
@u2
g1(u) = 3(x1
2 + x2
2) + 4x1x2 + 22(x1 + x2) + 4
となる. これは (6.20) で見た通り  1
2
}2222(u) に他ならない. つまり g1(x1; y1;x2; y2)
は定数の差を除いて  1
2
}222(u) と一致することがわかる. 以上から
@
@u1
2(u) =
@
@u2
1(u);Z (x1;y1)
(x
(0)
1 ;y
(0)
1 )
1 +
Z (x2;y2)
(x
(0)
2 ;y
(0)
2 )
1 = 1(u)  1(u(0)) + y2   y1
x2   x1 ;Z (x1;y1)
(x
(0)
1 ;y
(0)
1 )
2 +
Z (x2;y2)
(x
(0)
2 ;y
(0)
2 )
2 = 2(u)  2(u(0))
なる方程式が解 1(u)と 2(u)を持つことがわかつた. さらに g = 1のときの sigma函
数の構成法を辿ることができる. つまり @
@u2
1(u) =
@
@u1
2(u) となる様にしてあるから,
@
@u1
log (u) = 1(u);
@
@u2
log (u) = 2(u)
を満たす函数 (u) が存在する. ここで (6.17) から
(6.21) log (u+ `) = log (u) + tu(H 0`0 +H 00`00) + c1(`)
が成り立たねばならない. 但し c(`) は ` 2  に依存し u に依存しない定数. これより
(6.22) (u+ `) = c(`)(u) exp(tu(H 0`0 +H 00`00)); c(`) = exp(c1(`)):
ここで, 得られた式を整理するために記号を導入する. 各 u 2 Cg に対して, u0, u00 2 Rg
を
u = 
0u0 + 
00u00
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で一意的に定まる元とする (1.62 も参照). このとき, u, v 2 Cg と
` = 
0`0 + 
00`00 2 ; `0; `00 2 Zg
について
(6.23)
L(u; v) = tu(H 0v0 +H 00v00);
(`) = expf2i(t`000   t`000 + 1
2
t`0`00)g 2 f 1; 1g
とおく. この記号で
(6.24) (u+ `) = c(`)(u) expL(u; `); c(`) = exp(c1(`)):
g = 1 のときは (u) の零点の全体  は  1(Sym0(C )) なのであると解するならば,
g = 2の場合は  1(C ) =  1(W [1]) =  1(Sym1(C ))であるべきだと考へられる. だ
とすれば, (u)の原点における展開の leading termsは, Abel積分の局所係数 t = x2=y
による展開
(6.25)
Z (x(t);y(t))
1
!
 t 2 C = (13t3 +    ; t+    )  t 2 C	
において全ての j = 0 のとしたもの, つまり
f(u1; u2) = (13t3; t) j t 2 Cg
で消えるものであると考へられる. その様な多項式で最も簡単なのは
(6.26) u1   13u23
である. そこで (u)は (u) = u1  13u23+O()なる leding termsを持ち,  1(W [1])を
その零点集合とした函数で,さらにW [1] の原点に関する対称性と (6.26)に鑑み,奇函数
であることも要請しやう. このとき, (1
2
`) 6= 0 なる 1
2
` は 1
2
 \  1([1]) に属するも
のであり, その様な ` について u =  1
2
` とおくと ( 1
2
`) =  (1
2
`) が成り立つ筈な
ので, (6.22) により
(1
2
`) =  c(`)(1
2
`) exp(1
2
t`(H 0`0 +H 00`00)):
ゆゑに (6.23) の記号で
(6.27) c(`) =   exp(1
2
t`(H 0`0 +H 00`00)) =   expL(1
2
`; `)
となる. つまり
(u+ `) =  (u) expL(u+ 1
2
`; `) (` 2  n 2)
となる. さて 1
2
` は modulo  で 16 個あるが, その内, 丁度, 1 から分岐点 Aj, Cj, C
までの積分および の点で代表される 6 個が [1] に含まれるものに対応してゐる. 残
りの 10 個が [1] に属さないこともわかる. 実際, C 上の点 (x; y) が 2 分点であれば,
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対応する座標 u 2 C2 について u =  u なので, (x; y) = (x; y). つまり y = 0 なる 5
つの点か1 に限るからである. また, [1] のどの点も Jacobi 多様体の中で非特異であ
ることが次の様にしてわかる. 各点の局所係数 t を (5.7) の様に取れば  1() その点
の近傍は
u1 =
Z t
1
!1; u2 =
Z t
1
!2;
で記述される. これを級数に展開した最初の項を見れば, 上のことがわかる. また
 1([1]) の各点で, 函数 1(u) または 2(u) = @@u2(u) は消えない. 実際, (6.26) で
規定した最初の数項から, 原点, 従つてその近傍で  1([1]) 上に 1 位の零点を持つ.
しかるに全空間 C2 上の整型函数 (u) で,  1([1]) で消えるものを求めてゐるので,
 1([1]) の開集合上に 1 位の零点を持つ筈である. ここで, (6.25) の様に調べてみる
とわかる様に, (2; 5) 平面三浦曲線については [1] は非特異であることに注意する.
そこで, u1で (6.22)の両辺を微分してから, [1]に属する 6つの `について u =  12`
を代入する. そのとき 1(u) = @@u1(u) は偶函数なので,
1(
1
2
`) = c(`)1(
1
2
`) exp( 1
2
t`(H 0`0 +H 00`00));
c(`) = exp(1
2
t`(H 0`0 +H 00`00)):
それゆゑ
(u+ `) = (u) expL(u+ 1
2
`; `) (1
2
` 2  1() \ )
を得る. 以上のことから各 ` 2  について
(6.28) 0(`) =
(
 1 if 1
2
` 2  1([1]);
1 if 1
2
` 62  1([1])
とおくと
(u+ `) = 0(`)(u) expL(u+ 1
2
`; `) (` 2 )
がわかつた. ここで 0() は (6.23) の () と一致する:
0(`) = (`):
これは 16 個の場合を逐一確認すれば良い39. また, 上の条件 (6.28) から逆に,
0(`) = exp
 
2i(t0`00   t00`0 + 1
2
t`0`00)

となる 0, 00 が mod
 
1
2
Z
2 で一意的に定まる40.
ここまでをまとめておく :
39このことは, 一般の完備非特異代数曲線についても成り立つだらうか.
40この方法で,一般の場合にも Riemann定数 0, 00 を求めることができないだらうか. できないにして
も,多くの場合, ( )がわかるだけで十分. なぜなら(u) = Ca
P
`2 (`) expL(u+`; a) expL(u+
1
2`; `)
(a 62  は任意に固定, Ca は定数) と定義できるので,  を知る必要がないから. この方法での (多くの
場合の) (u) の構成については [46] を参照されたい.
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作業仮説 6.29 いま, 平面三浦曲線 C について 5.21 や (5.20) で定めた第 1 種微分形
式 f!jg について
(6.30) uj =
gX
k=1
Z (xk;yk)
1
!j
とおけば, 5.43 や (5.61) で定義した第 2 種微分形式 j から (5.68) で定めた周期行列
H 0, H 00 について, Cg 上の函数を成分とする有理型函数 vector
(6.31) (u) = t

1(u) 2(u)    g(u)

で
(6.32) (u+ `) = (u) +H 0`0 +H 00`00 ( ` 2  )
となるものが存在するであらう. 但し  は (6.1) で定めた Cg 内の格子である. さらに
Cg 上の整型函数 (u) で,
(6.33) d log (u) = 1(u)du1 + 2(u)du2 +   + g(u)dug (= (u)du )
となり,  1([g 1]) (記号は 6.12 および 6.15 を参照) にのみ 1 位の零点を持つものが
定数倍を除いて唯一つ存在するであらう. その様な函数 (u) は (6.23) の記号で
(6.34) (u+ `) = (`)(u) expL(u+ 1
2
`; `) (` 2 )
を満たすであらう.
6.5 Riemann 形式
ここで sigma 函数に対応する Riemann 形式の性質をまとめておく.
定義 6.35 平面三浦曲線 C に付随して (6.23) と全く同様に定義したR 上で双線形,
第 1 変数について C 上線形な 2 次形式 L( ; ) について
(6.36) E(u; v) = L(u; v)  L(v; u)
と定義し, これを C の Riemann 形式と呼ぶ.
補題 6.37 次が成り立つ.
(i) E(iu; v) = E(iv; u),
(ii) E(u; v) = 2i(tu0v00   tu00v0),
(iii) `, k 2  のとき (`+ k) = (`)(k)  exp 1
2
E(`; k).
特に, E( ; ) は iR に値を取り, しかも   上では 2iZ に値を取る.
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証明 先に (ii) を示す. (5.71) および (5.82) を使へば
L(u; v)  L(v; u)
= (t
0u0 + 
00u00)(H 0v0 +H 00v00)  (t
0v0 + 
00v00)(H 0u0 +H 00u00)
= tu0(t
0H 00   tH 0
00)v00 + tu00(t
00H 0   tH 00
0)v0
= 2i (tu0v00   tu00v0)
となり成り立つ. ここで, 定理 5.70 と注意 5.81 により, 特に E(;) = 2iZ である
ことがわかる.
(i) を示す. まづ
E(iu; v)  E(iv; u) = L(iu; v)  L(v; iu)  L(iv; u) + L(u; iv)
= iL(u; v)  iL(iv; iu)  iL(v; u) + iL(iu; iv)
= i fE(u; v)  E(iu; iv)g:
ここで, 最初の式は R に値を持ち, 最後の式は iR に値を持つ. よつて, これらは 0 で
ある.
(iii) は
(6.38)
L(u+k + 1
2
`; `)
= L(u+ 1
2
(`+ k) + 1
2
k; `)
= L(u+ 1
2
(`+ k); `  k) + L(u+ 1
2
(`+ k); k) + L(1
2
k; `)
= L(u+ 1
2
(`+ k); `  k) + L(u+ 1
2
k; k) + L(1
2
`; k)  L(1
2
k; `)
= L(u+ 1
2
(`+ k); `  k) + L(u+ 1
2
k; k) + 1
2

L(`; k)  L(k; `):
であることと, (`+ k)=(2i) が
(6.39)
(`00 + k00)0 + (`0 + k0)00 + 1
2
(`0 + k0)(`00 + k00)
= (`000 + `000) + (k00`0 + k000) + 1
2
`0`00 + 1
2
(`0k00 + k0`00) + 1
2
k0k00
 (`000 + `000 + 1
2
`0`00) + (k00`0 + k000 + 1
2
k0k00) + 1
2
(`0k00   k0`00) mod 2:
で与へられることからわかる. 
6.6 Sigma 函数の解析的構成
次に sigma 函数 (u) を theta 級数を使つて構成する方法を述べる.
定義 6.40 種数 g の超楕円曲線 C : y2 = f(x) について, M を (5.69) で定めるとき
(6.41) (u) = c exp
   1
2
tuH 0
0 1u

#
h00
0
i
(
0 1u; 
0 1
00)
で定義される函数を C の sigma 函数といふ. 但し
(6.42) c =
1
D1=8
 j
0j
(2)g
1=2
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である. ここで  は円周率, j
0j は 
0 の行列式を意味し, 根号の選び方は (6.56) で指
示する. (5.18) を満す様な基本群の基 j, j の選び方を替へると
0, 
00, H 0, H 00, つま
り (5.69) の M , および 0, 00 は変はるが, (u) 自体は不変であることが theta 級数の
modular 変換性からわかる.
以下では (6.23) の記号を使ふ. まづ t
h 1g
 1g
i
 =
h 1g
 1g
i
, jj = 1 なる 2g
次正方行列  で, その成分がすべて Z に属するもの全体のなす群を Sp(2g;Z) と書く
(symplectic 群). Sp(2g;Z) は
(6.43)
H =
n
M =
h
0 
00
H 0 H 00
i
; C 上の 2g 次正方行列で
M
h 1g
 1g
i
tM = 2i
h 1g
 1g
i
を満たし, Im
0 1
00 は正定値
o
の各元 M =
h
0 
00
H 0 H 00
i
に次の様に作用する:  =
htA tB
tC tD
i
2 Sp(2g;Z) を取るとき,
(6.44) M =M
h 1g
1g
i
t
h 1g
1g
i
=M

D B
C A

=


0D + 
00C 
0B + 
00A
H 0D +H 00C H 0B +H 00A

:
これは我々の周期行列 M についての積分路 fjg, fjg の取り換へに対応してゐる.
Theta characteristicへの Sp(2g;Z)の作用は [3], Chapter XVIIIや [23], p.84によれば
(6.45)

b00
b0

7!

D  C
 B A

b00
b0

+

1
2
diag(CtD)
1
2
diag(AtB)

である41. ここで, 正方行列 M に対して diag(M) は M の対角成分を並べてできる列
vector を表す. 各 ` 2  が
` = 
0`0 + 
00`00 = (
0D + 
00C)`01 + (

0B + 
00A)`001;
但し `01, `001 2 Zg, と書かれるとすれは,
(H 0D +H 00C)`01 + (H
0B +H 00A)`001 = H
0(D`01 +B`
00
1) +H
00(C`01 + A`
00
1)
= H 0`01 ++H
00`001
から
LM(u+
1
2
`; `) = LM(u+
1
2
`; `)
がわかる.
補題 6.46 (Sp(2g;Z) の生成系) Sp(2g;Z) は次の 3 種類の元で生成される :h 0 1g
 1g 0
i
;
hA 0
0 tA 1
i
(A 2 GL(g;Z));
h1g B
0 1g
i
(B は対称行列):
41これを Riemann 定数の定義 (4.5) に即して理解したい.
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証明 [50] または [35], p.210 を見られたい. 
函数 u 7! (u) に Sp(2g;Z) の元を作用させても不変であるが, u 7! (u + `) に
Sp(2g;Z) の元を作用させると, 1 倍の違ひのみ生じる場合がある. 実際, 上の第 3 の
元による作用については, 必ずしも, ` 7! (`) が不変ではないからである.
補題 6.47 () と L( ; ) は (6.23) で定義したそれとする. 任意の u 2 Cg と任意の
` 2  について
(i) (u+ `) = (`)(u) exp L(u+ 1
2
`; `),
(ii) (u) は H1(C ;Z) の symplectic 基底 fjg, fjg の取り方に依らない.
(iii) u 7! (u) は  1([g 1]) に 1 位の極を持つ42.
(iv) (u) = 0 () u 2  1([g 1]),
(v) ( u) = ( 1)g(g+1)=2(u), つまり (u) は奇函数または偶函数である.
証明 (i) これは函数 # の平行移動公式 (4.3) から次の様に示される:
目標の (i) の指数函数の因子は
exp

 1
2
 t(u+ `)H 0
0 1(u+ `)
= exp

 1
2
 tuH 0
0 1u+ tuH 0
0 1`+ t`H 0
0 1u+ t`H 0
0 1`
= exp
  1
2
tuH 0
0 1u  tuH 0
0 1`  `H 0
0 1` (* H 0
0 1 is symmetric)
= exp
  1
2
tuH 0
0 1u

exp
  t(u+ 1
2
`)H 0
0 1`

= exp
  1
2
tuH 0
0 1u

exp
  t(u+ 1
2
`)H 0
0 1(
0`0 + 
00`00)

= exp
  1
2
tuH 0
0 1u

exp
  t(u+ 1
2
`)(H 0`0 +H 0
0 1
00`00)

= exp
  1
2
tuH 0
0 1u

exp
  t(u+ 1
2
`)(H 0`0 +H 0t
00t
00 1`00)

= exp
  1
2
tuH 0
0 1u

exp
  t(u+1
2
`)(H 0`0 + (H 00t
0+2i)t
0 1`00)

(* (5.80))
= exp
  1
2
tuH 0
0 1u

exp
  t(u+ 1
2
`)(H 0`0 +H 00`00 + 2i
0 1`00)

= exp
  1
2
tuH 0
0 1u

 exp   (u+ 1
2
`)(H 0`0 +H 00`00)  2i`00t
0 1u  i(t`0t
0 + t`00t
00)t
0 1`00
= exp
  1
2
tuH 0
0 1u

 exp   L(u+ 1
2
`; `)  2it`00t
0 1u  i(t`0`00 + t`00
0 1
00`00)
であり, また theta 級数の部分は
#

00
0

(
0 1(u+ `)

0 1
00)
= #

00
0

(
0 1u+ `0 + 
0 1
00`00
!0 1!00)
= exp

2i
 
1
2
t`00
0 1
00`00   `00(
0 1u+ 0) + 00`0#00
0

(
0 1uj
0 1
00)
421 位であるとは, 荒く言へば, Cg= 内の \超平面" との generic な section (それは C 上 1 次元) の
上で (u) が通常の意味で 1 位の極を持つ, といふ意味.
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となるからである.
(ii) いま,  = t[1;    ; g] と  = t[1;    ; g] が
hA B
C D
i
2 Sp(2g;Z) によつて
H1(E ;Z) の中で
  ! C+D;   ! A+B
なる変更を受けたとせよ. このとき 
00 と 
0 は
C 
00 +D
0; A
00 +B 
0
に変はり43, 
 1u は (D
0 + C
00) 1u に変はる. よつて, この変換により (6.41) の指
数函数の因子は
exp
  12 tut(C
00 +D
0) 1(DH 0 + CH 00)(C
00 +D
0)(C
00 +D
0) 1u
= exp

  12 tut(C
00 +D
0) 1(DH 0 + CH 00)u

= exp

  12 tut(C
00 +D
0)
 1
(DH 0
0 + CH 00
0)
0 1u

= exp

  12 tu(C
00 +D
0)
 1 
DH 0
0 + C(H 0
00   2i)
0 1u (* (5.82))
= exp

  12 tu(C
00 +D
0) 1
 
(D
0 + C
00)H 0   2i
0 1u
= exp

  12 tu
 

0 1H 0 + i(C
00 +D
0) 1


0 1u

= exp
   12 tu
0 1H 0u exp  i tut
0 1(C
0 1
00 +D) 1
0 1u
となる. 種数 g = 1 の場合, このことと, [47], p.180 にある Dedekind eta 函数と theta
級数の modular 変換則と同様な性質により, 各因子から現れる因子は, すべて相殺さ
れることがわかる. 種数が 1 より大きい場合, 補題 6.46 の 3 種の元について, その
変換を調べれば良いが, 煩雑なのでここには述べない. [3], Sections 333{335 (pp.552{
557) を参照されたい. Igusa の本 [23] の (Chapter 2, pp.84{85 および) Chapter V, x2,
pp.177{183 にも Sp(2g;Z) による指標付き theta 級数の変換公式が詳しく述べられて
ゐる. 種数 g = 1 の場合は [47] の x80, p.180, Theorem を参照されたい.
(iii) と (vi) は 4.36 で示した.
(v) [g 1] の定義から [ 1][g 1] = [g 1] であり, それゆゑ ( u) と (u) は同じ位置
に零点を持つので, 商 ( u)=(u) は全空間 Cg 上で零点や極を持たない. [ 1] = 
なので ` 2  のとき
( (u+ `)) = M( `)( u) expL( u  12`; `)
= M(`)( u) expL(u+ 12`; `):
よつて
(6.48)
( (u+ `))
(u+ `)
=
( u)
(u)
for all ` 2 :
Liouville の定理から ( u)=(u) は全空間で定数である. ( u) と (u) の適当な高
次偏導函数の u = (0; 0;    ; 0) における値は1 倍を除いて一致しなければならない
から, 主張が示された. 
43T = 
0 1
00 は AT+BCT+D に変はる.
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もとの曲線の対称性が sigma 函数にきちんと反映することもわかる. 例へば
y2 = x2g+1 + 4g+2
なる特殊な曲線を考へると, これは  = exp(2i=(2g + 1)) に関して
(x; y) 7! (x; y)
なる自己同型を持つ. これにより (xj; yj) 7! (x; yj) と変換すれば, Cg の変数は
u =
gX
j=1
Z (xj ;yj)
1
! = (u1; u2;    ; ug) 7! ( 2u1;  4u2;    ;  3ug 1;  ug)
となる. これを u 7! [ ]u と書くことにする. このとき
(6.49) ([ ]u) =  g(g+1)=2 (u)
が成り立つことが以下の様に示される. 定義から [ ][g 1] = [g 1] であつて([ ]u)
と (u) は位数も込めて同一の零点を持つ. また, [41] にある様に H 0 1H 00 = 
0 1
00
(複素共役) で
L([ ]u+ 1
2
[ ]`; [ ]`) = L(u+ 1
2
`; `)
が成り立つ. これと [ ] =  とから
([ ](u+ `)) = ([ ]u+ [ ]`)
= M([ ]`)([ ]u) expL([ ] + 12 [ ]`; [ ]`):
よつて
([ ](u+ `))
(u+ `)
= ([ ]u)
(u)
(` 2 )
を得るが, これは全空間で有界ゆゑ, 先と同様の議論と後の (6.54) により, (6.49) が成
り立つ.
この節の最後に (u) の特徴付けを述べておく.
命題 6.50 上の M と LM について,
'(u+ `) = M(`)'(u) exp LM(u+
1
2
`; `)
なる整型函数44 u 7! '(u) の全体のなす空間は 1 次元である.
証明 Idea は次の通り : ある C 双線型形式 B( ; ) を見つけて,  の階数 g ( の階数
の半分) の部分 Z 加群  について,
'(u+ `) expB(u+ `; u+ `) = '(u) expB(u; u) (` 2 )
が成り立つ様にできる. このとき, '(u) expB(u; u) は  に関して Fourier 級数に展開
できる. ` 2  n  について '(u+ `) expB(u+ `; u+ `) と '(u) expB(u; u) の関係を
その Fourier 展開の (未定の) 係数の関係に翻訳し, その係数たちの方程式の解を数え
ることで, 目的の次元が 1 次元であることがわかる. 詳しくは, [3] の p.448{452, また
は [34] の p.26, Proposition, または [27] の p.31, Theorem 3.1 を参照されたい. 原典
は [18] である. また, 種数 1 の場合には [46] に詳細を書き下してある. 
44全空間 Cg で正則な函数.
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6.7 Sigma 函数の展開の最初の部分
まだ sigma 函数は定数倍を除いてしか定義されてゐない. そこで, ここでは sigma 函
数の leading terms ((7.8 の j 達に依存しない部分) を調べる. Sigma 函数 (u) が原
点で羃級数に展開される様子は (7.7) で述べた. いま, u が g   1 個の点の像として
(6.51) u =
g 1X
j=1
Z (xj ;yj)
1
!
となつてゐるとき, 6.47 の (iv) により (u) = 0 である. この事実は, (6.51) を g   1
個の変数
u(j)g =
Z (xj ;yj)
1
!g
で羃級数に展開したもの
(6.52)
u = (u1;    ; ug);
ui =
1
2(g i)+1
 
(u(1)g )
2(g i)+1 +   + (u(g   1)g )2(g i)+1

+ \higher weight terms with respect to u(1)g s with coecients in Q[]"
(この形については (5.28) 参照) を展開 (7.7) に代入すれば, 結果が消えることを意味
する. 従つて (6.51) の制限をしない元の (u) の原点での展開の leading terms (j を
全く含まない項の部分) を
S(u)
と書くとき, S(u) は u1, u2,   , ug の weight g(g+1)=2 の斉重多項式であつて, (6.52)
で全ての j を 0 として得られる多項式
u = (u1;    ; ug);
ui =
1
2(g i)+1
 
(u(1)g )
2(g i)+1 +   + (u(g   1)g )2(g i)+1

を代入したときに消えるものでなければならない. 以上の性質で S(u) が決定される.
それは以下に説明する Schur 多項式に他ならない.
6.8 Schur-Weierstra 多項式
ここでは Schur-Weierstra多項式についての基本事項をまとめておく. 主な文献は [28]
と [10] である. しばらくは g は単なる正整数であるとし,
u(1)g ;    u(g)g
は不定元とする. 整数 n (0 5 n 5 g) を固定する. 以下では単に ug と書いて, 変数 u(1)g ,
  , u(n)g の集合, あるいは, これらを成分とする vector を表すことにする. 各 k = 0 に
対して
( 1)kU [n]k (ug)
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は k 次の完全対称式 (complete symmetric polynomial) を表すものとする. 即ち, それ
は,変数 u(1)g ,   , u(g)g の全次数が k なる全ての単項式の単純和である. 例へば U [2]2 (ug) =
u(1)g
2+ u(2)g
2+ u(1)g u
(2)
g . 我々は, それが n 変数であることを [n] を付けて表すのである. も
し k < 0 であれば U [n]k (ug) は 0 であると見做すことにする. さて, 行列式
jU [n]g 2i+j+1(ug)ji;j=1; ;g
を考へる. いま簡単に Uk = U
[n]
k (ug) 書けば, k < 0 なら Uk = 0 なので, この行列式は
具体的には 
Ug Ug+1 Ug+2    U2g 2 U2g 1
Ug 2 Ug 1 Ug    U2g 4 U2g 3
...
...
...
. . .
...
...
U1 U2 U3    Ug 1 Ug
U0 U1    Ug 3 Ug 2
. . .
...
...
U0 U1

if g is odd;

Ug Ug+1 Ug+2 Ug+3    U2g 2 U2g 1
Ug 2 Ug 1 Ug Ug+1    U2g 4 U2g 3
...
...
...
...
. . .
...
...
U0 U1 U2 U3    Ug 2 Ug 1
U0 U1    Ug 4 Ug 3
. . .
...
...
U0 U1

if g is even
と書かれる. 以下においては
pj = (u
(1)
g )
j +   + (u(g)g )j
u(i)j =
1
2(g j)+1 (u
(1)
g )
2(g j)+1
u(i) = (u(i)1 ;    ; u(i)g )
uj = u
(1)
j +   + u(g)j = 12(g j)+1 p2(g j)+1
u = u(1) +   + u(g) = (u1;    ; ug)
と記す. ここで
(6.53) S(u) = S(u1;    ; ug) = jU [g]g 2i+j+1(ug)j15i;j5g
と記し, これを ((d; q) =)(2; 2g+1) 曲線に付随する Scur-Weierstra 多項式と呼ぶ. 次
は基本的な事実である.
命題 6.54 u1,   , ug に依らない或る定数 c0 が存在して
(u) = c0S(u) +O():
ここに, O() は, fjg についての 1 次以上の項からなる級数を表す.
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補題 6.55 次が成り立つ :
U
[g]
k (ug) = ( 1)k

 p1 1
 p2  p1 2
...
...
...
. . .
 pk  pk 1  pk 2     p1
 :
証明 [28], p.29, `:   4, p.28, `:   13. 
定義 6.56 (Sigma 函数の最終的定義) Sigma 函数 (u) をここで更めて, 6.54 の c0
が 1 となる様に (6.42) の c の定義における根号を定める.
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7 Sigma 函数の性質
7.1 Schur-Weierstra 多項式の導函数の零点
Schur-Weierstra 多項式 (6.53) は (u) の展開から, すべての j = 0 として得られる
ものであるから, 明らかに次が成り立つ.
整数 n で 1 5 n 5 g   1 なるものを取り, vg を変数とせよ. いま
v =

1
2g 1vg
2g 1;    ; 1
3
vg
3; vg

;
u(j) =

1
2g 1(u
(j)
g )
2g 1;    ; 1
3
(u(j)g )
3; u(j)g

:
と書き,
S\n(u) =
Y
i2\n
@
@ui

S(u)
などと記す. また
定義 7.1 次の部分集合を用意する :
[n] =

u(1) + u(2) +   + u(n)  u(j) =   1
2g 1(u
(j)
g )
2g 1;    ; 1
3
(u(j)g )
3; u(j)g

; u(j)g 2 C
	
:
これは, [n] が退化したものと見做すべきものである.
命題 7.2 (1) (7.14) で定めた multi-indices に関する導函数について次のそれぞれが
成り立つ:
S](v) =  ( 1)(g 1)(g 2)(g 3)=2vgg;
S\n+1(u
(1) +   + u(n) + v)
= ( 1)(g n)(g n 1)=2S\n(u(1) +   + u(n))vgg n + (d(vg) = g   n+ 2);
S[(2v) =  ( 1)g(g 1)(g 2)=22vg2g 1:
(2) Multi-index I についてwt(I) = wt(\n)ならば,ある整数 cが存在してu 2  1([n])
について, I(u) = c \n(u) となる.
(3) Multi-index I についてwt(I) < wt(\n) ならば u 2  1([n]) のとき, I(u) = 0 と
なる.
証明 これは, やや手間がかかるので, 論文 [42] を参照されたい. 
[42] では, 先にこの 7.2 を示した後, 多変数の Liouville の定理等を使つて, これの
sigma 函数への拡張版 7.17 を証明する, といふ手順を踏んでゐる.
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7.2 補足
超楕円曲線 (6.3) y2 = f(x) (種数 g) について 1 での局所変数を 5.8 節の様に
t =  x
g
y
と取るとき 1 の近傍にある点 (x; y) について, (5.26) 等からZ (x;y)
1
!j =
Z (x;y)
1
xj 1dx
2y
=
1
2g   2j + 1 t
2g 2j 1 +    (j = 1;    ; g)
となる. これより, 今 Pi(xi; yi) (i = 1,   , g) を1 の近傍に取り, そこでの t の値を
t(i) と書くことにすると (u) の変数である所の
(7.3) u =
gX
i=1
Z Pi
1
! =
gX
i=1
Z (xi;yi)
1
!
は
u =
gX
j=1
26666664
1
2g 1(t
(j))2g 1 +   
1
2g 3(t
(j))2g 3 +   
...
1
3
(t(j))3 +   
t(j) +   
37777775 =
26666664
1
2g 1
 
(t(1))2g 1 +   + (t(j))2g 1+   
1
2g 3
 
(t(1))2g 3 +   + (t(j))2g 3+   
...
1
3
 
(t(1))3 +   + (t(j))3+   
(t(1) + t(g)) +   
37777775
で, 各成分は weight
2g   1; 2g   3;    ; 3; 1
で斉重となつてゐる. そこで
(7.4) lim
すべてのj!0
(u)
を知りたければ, (u) の零点が Symg 1(C ) の像と一致するのであるから, (g   1) 個
の点 P1,   , Pg 1 について, それらの数論的局所径数の値を t(1),   , t(g   1) とするとき,
(7.5)
1
2g   1

(t(1))2g 1 +   + (t(g   1))2g 1	  u1 = 0;
1
2g   3

(t(1))2g 3 +   + (t(g   1))2g 3	  u2 = 0;
      ;
1
3

(t(1))3 +   + (t(g   1))3	  ug 1 = 0;
(t(1)) +   + (t(g   1))	  ug = 0
の u(1),   , u(g   1) に関する集結式 (の 1 つの因子) が求めるものであると考へられる.
これを systematic にできたなら, それで (u) の最初の項が求められる. 例へば
(7.6)
g = 1 のとき (u) 2 u1 + (Q[][[u1]])wt=2;
g = 2 のとき (u) 2 u1   1
3
u2
3 + (Q[][[u1; u2]])wt=4;
g = 3 のとき (u) 2 u1u3   u22 + 1
3
u2u3
3   1
45
u3
6 + (Q[][[u1; u2]])wt=7:
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これらの weight は順に 1, 3, 6 となつてゐて g(g + 1)=2 に一致することに注意された
い. 但し (Q[][[u1;    ; ug]])wt=w は, 2,   , 4g+2 の Q 上の多項式を係数とする u1,
  , ug の羃級数で fujg に関する重さが w 以上のものを表す.
これと同様なことをより高い種数の場合にも systematic にやれば前の 6.8 節の様
になるのである.
7.3 Sigma 函数の羃級数展開
まづ 1つ記号を導入する. (d; q)曲線に付随する変数 uj の重さは, (d; q)に関する Schur-
Weierstra 空隙値列の (g  j +1) 番目の値 wg j+1 であるが, そのとき, uj = uhwg j+1i
と書くことにする. 例へば g = 3 である (3; 4) 曲線の場合, 変数 u1, u2, u3 の重さは 5,
2, 1 である. これらの変数を
uh1i = u3; uh2i = u2; uh5i = u1
などと書くこととする.
定理 7.7 函数 (u) を原点の周りで羃級数に展開するとき, (5.16) で定めた weight に
関して 1
2
g(g + 1) 次の斉重となる. しかも, 平方 (u)2 の展開は
(7.8) (u)2 2 Z[1; 3;    ; 2g+1; 2; 4;    ; 4g+2]hhuhwgi; uhwg 1i;    ; uhw1iii
となる. いくつかの場合に (u) 自身の展開を述べる :
|. (2; 3) 曲線のとき,
(u) 2 Z[1
2
1; 3; 2; 4;    ; 6]hhuh3i; uh1iii:
|. (2; 5) 曲線のとき,
(u) 2 Z[1; 123; 5; 2; 4; 6; 8; 10]hhuh5i; uh3i; uh1iii:
|. (2; 7) 曲線のとき,
(u) 2 Z[1
2
1; 3;
1
2
5; 7; 2; 4; 8; 6; 12; 14]hhuh7i; uh5i; uh3i; uh1iii:
|. (3; 4) 曲線のとき,
(u) 2 Z[1; 4; 2; 125; 8; 3; 6; 9; 12]hhuh5i; uh2i; uh1iii:
この定理の g = 2 の場合の証明をきちんと書いたものは見当たらない様に思はれる
が,密接に関係する事柄 (この定理が成り立つ内的な構造の研究)は,古くから algebraic
theta 等と呼ばれて Barsotti ([7] など) やそれに続く研究者により, 調べられてきた様
である. g = 1 の場合は [52] にある sigma 函数の原点での展開係数に関する漸化式か
ら, ほぼ示せる. g = 2 の場合に Z を Q に弱めたものは, 本質的には F.Klein に依ると
思はれるが, (d; q) 曲線の sigma 函数について, 中屋敷 [39] にきちんと書かれてゐる.
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証明 ここでは, (3; 4) 曲線を例に上げて以下に述べる. 中屋敷 [38] を応用して証明す
る. この論文は無限次元 Grassmann 多様体の理論に基づいてゐる. これを非常に荒く
述べると, 無限次元 Grassmann 多様体といふものに, 自然に無限次元の行列の行列式
を bre に持つ line bundle が存在し, それの変換規則が, theta 函数の平行移動公式と
一致するため, 平行移動公式の解の 1 次元性から, それの section である tau 函数が
theta 函数と一致するのである. この理論を正確に述べるだけで, 多くの紙数を必要と
するので, 読者にはたいへん申し訳ないが, [38] で使はれる種々の概念や記号等を説明
する余裕がない. 必要に応じて原論文 [38] を参照していただくこととしたい. ただし,
[38] の結果を使ふと, 我々の定式化で sigma 函数がどの様になるかは, 以下できちんと
述べる. 説明を具体的にするために, ここでも (3; 4) 曲線で説明する. [38] に現れる無
限個の変数 ftjg (可積分系の理論で使はれる  函数の無限個の変数) をここでは fUjg
と記す. これらの取り方にはかなり自由度があるが, ここではまづ, U1, U2, U5 以外の
Uj は 0 となる様に取る. さうすると, (u) = (uh5i; uh2i; uh1i) の変数との関係は必然
的に
U1 = uh1i + 1uh2i + (212 + 31 + 24   22)uh5i
U2 = uh2i + (13   221   3)uh5i
U5 = uh5i
となる. また
(log t (3 1))
r
duh5i
dt
=
X
j
cj
j
tj (log の中の t の羃の  (3  1) の 3 は (3; 4) 曲線の種数.)
=  1t+ (1212   2)t2 + ( 1313 + 21 + 3)t3
+ (1
4
1
4   212   31   324 + 1222)t4
+ ( 1
5
1
5 + 21
3 + 31
2 + (34   22)1   32   325)t5
+   
で係数 cj を定める :
(7.9)
8>><>>:
c1 =  1;
c2 = 1
2   22;
c5 =  15 + 5213 + 5312 + 5(34   22)1   532   152 5 :
ここで, 最後の項を囲んだ理由は後でわかる. また
(t1; t2)  dt1dt2
(t1   t2)2
= 4t1
2 + 24t2t1 + 4t2
2
+ (5   241)t13 + (25   441)t2t12 + (25   441)t22t1 + (5   241)t23
+ (341
2   251   224   6)t14 + (6412   451   424   26)t23t1
+ (741
2   551   424   36)t22t12 + (6412   451   424   26)t2t13
+   
=
X
i;j
qijt1
i 1t2j 1
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とおく. このとき8>>>>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>>>>:
q11 = 0;
q21 = 0;
q12 = 0;
q22 =  24;
q51 =  3412 + 251 + (224 + 6);
q15 =  3412 + 251 + (224 + 6);
q52 = 841
3   6512 + ( 1224   46)1 + ( 434 + 452);
q25 = 841
3   6512 + ( 1224   46)1 + ( 434 + 452);
q55 =  23416 + 21515 + (9624 + 196)14
+ (6034   6852)13 + (5642   94224   4462   3835   348)12
+ (( 7232   445)4 + 40522   2063   179)1
  24242 + (1223   932   126)4 + (11622 + 1935 + 188)2 + 552:
であつて, これ以外の qij は使用しない. これらの qij を使ひ
q(u) = q(uh5i; uh2i; uh1i)
= c1uh1i + c2uh2i + c5uh5i
  1
2
(q11uh1i2 + (q12 + q21)uh2iuh1i + (q15 + q51)uh1iuh5i
+ q22uh2i2 + (q52 + q25)uh5iuh2i + q55uh5i2)
とおく. 次に xhti, yhti からなる単項式 'hti について, それの t に関する展開係数を
'hti =
X
j
(')(j) t
j
と書くことにし, xhti, yhti の単項式を t = 0 での極の位数の高い順に並べる. つまり
   ; x3; y2; xy; x2; y; x; 1:
と並べておき, これの係数を取つて, 行列
  =
26666666666666664
. . .
...
...
...
...
...
...
...
   (x3)( 4) (y2)( 4) (xy)( 4) (x2)( 4) (y)( 4) (x)( 4) (1)( 4)
   (x3)( 3) (y2)( 3) (xy)( 3) (x2)( 3) (y)( 3) (x)( 3) (1)( 3)
   (x3)( 2) (y2)( 2) (xy)( 2) (x2)( 2) (y)( 2) (x)( 2) (1)( 2)
   (x3)( 1) (y2)( 1) (xy)( 1) (x2)( 1) (y)( 1) (x)( 1) (1)( 1)
   (x3)(0) (y2)(0) (xy)(0) (x2)(0) (y)(0) (x)(0) (1)(0)
   (x3)(1) (y2)(1) (xy)(1) (x2)(1) (y)(1) (x)(1) (1)(1)
   (x3)(2) (y2)(2) (xy)(2) (x2)(2) (y)(2) (x)(2) (1)(2)
. . .
...
...
...
...
...
...
...
37777777777777775
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を用意する. また, 不定元 T を用意して
T = U1T + U2T
2 + U2T
3 + U4T
4 + U5T
5 +   
= U1T + U2T
2 + U2T
3 + U5T
5
に対して
p = 1 +
1
1!
T +
1
2!
T 2 +
1
3!
T 3 +
1
4!
T 4 +
1
5!
T 5 +   
= p0 + p1T + p2T
2 + p3T
3 + p4T
4 + p5T
5 +   
とおいて pj を定める. このとき
p1 = uh1i + 1uh2i + (212 + 31 + 24   22)uh5i;
p2 = uh2i + 12uh1i
2 + 1
2
1
2uh2i2 + (13   221   3)uh5i
+ 1uh2iuh1i + (212 + 31 + 24   22)uh5iuh1i
+ (21
3 + 31
2 + 241   221)uh5iuh2i
+
 
1
2
2
21
4 + 321
3 + (224   23 + 1232)12
+ (234   322)1 + 242   2224 + 1224

uh5i2;
           
等々となる. もちろん, これらはすべて Z[] 上 Hurwitz 整である. これらを用いて,
行列
S(u) = S(uh5i; uh2i; uh1i) =
266666666664
. . .
...
...
...
...
...
...
...
...
...
...
...
. . .
   1 p1 p2 p3 p4 p5 p6 p7 p8 p9 p10   
   0 1 p1 p2 p3 p4 p5 p6 p7 p8 p9   
   0 0 1 p1 p2 p3 p4 p5 p6 p7 p8   
   0 0 0 1 p1 p2 p3 p4 p5 p6 p7   
   0 0 0 0 1 p1 p2 p3 p4 p5 p6   
   0 0 0 0 0 1 p1 p2 p3 p4 p5   
377777777775
を用意する. ここで, [38] による次の結果を定理として掲げておく (ほかの平面三浦曲
線の場合も同様である).
定理 7.10 Sigma 函数は以上で定義したものを使つて,
(7.11) (u) = det
 
S(u) 
  exp q(u)
と与へられる.
この表示から (uh5i; uh2i; uh1i) の uh5i, uh2i, uh1i に関する展開は
Z[1; 4; 2; 125; 8; 3; 6; 9; 12]
上の Hurwitz 整な級数であることがわかる ((7.9) を見よ). また (u)2 の展開は Z[]
上 Hurwitz 整であることもわかる. 
注意 7.12 定理 7.7 の結果は最良であつて, いくつかの j についてゐる 12 を外すこ
とはできない.
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7.4 Sigma 函数の導函数の零点の位置
一般の平面三浦曲線に付随する (u) に関して, その導函数を精密に調べておくことは
応用上, 非常に重要である. ここでも 7.3 節の記号を使ふ. ここでは超楕円曲線の場合
に絞つてその概要を述べる. まづ, 次の定義をする.
定義 7.13 各整数 n (1 5 n 5 g) に対して, Weierstra 空隙値列 fw1;    ; wgg =
f1; 3;    ; 2g   1g の索引集合 \n を
(7.14) \n =
(
h3; 7;    ; 2(g   n)  1i (n  g mod 2 のとき);
h1; 5;    ; 2(g   n)  1i (n  g + 1 mod 2 のとき)
で定める. 特に \1 および \2 は良く使ふので,
] = \1; [ = \2
なる記号を用意しておく.
定義 7.15 Weierstra 空隙値列 fw1;    ; wgg に関する multi-index 集合 I について
Sigma 函数 (u) の導函数 I(u) を
I(u) =
 Y
hii2I
@
@uhii

(u)
で定め, 特に
\n(u) =
 Y
hii2\n
@
@uhii

(u)
と定める. これを表で示せば以下の様になる.
種数 n 函数 ] [ \3 \4 \5 \6 \7 \8 \9   
1            
2 h1i           
3 h3i h1i          
4 h15i h3i h1i         
5 h37i h15i h3i h1i        
6 h159i h37i h15i h3i h1i       
7 h3;7;11i h159i h37i h15i h3i h1i      
8 h1;5;9;13i h3;7;11i h159i h37i h15i h3i h1i     
9 h3;7;11;15i h1;5;9;13i h3;7;11i h159i h37i h15i h3i h1i    
...
...
...
...
...
...
...
...
...
...
. . .
\n(u) の表
定義 7.16 Multi-index I について, その weight wt(I) を I に含まれる wj の和と定
める.
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このとき次が成り立つ. これは Schur 多項式の (7.2) に対応する結果である.
命題 7.17 函数 (u) について, 次が成り立つ. その原点での展開が uj 達の Q[] 係
数の羃級数であつた (定理 7.7 参照). v は  1([1]) 上の動くとする. このとき次が成
り立つ.
(1) u 7! (u) は因子 [g 1] の引き戻し  1([g 1]) で (代数幾何学の意味での) 1 位の
零点を持ち, それ以外の点では 0 にならない.
(2) 函数 v 7! ](v) の零点はmodulo  で, v = (0; 0;    ; 0) に持ち, その位数はいづ
れも g である. また, これ以外には零点を持たない. この函数は
(7.18) ](v) = ( 1)(g 2)(g 3)=2vh1ig + (d(vh1i) = g + 2)
なる展開を持つ.
(3) nを 1 5 n 5 g 1なる整数とせよ. いま v, u(1), u(2),   , u(n) は  1([1])を動くと
する. もし u(1) +   + u(n) 62  1([n 1]) ならば, 函数 v 7! \n+1(u(1) +   + u(n) + v) は
modulo  で, v =  u(1),   ,  u(n) に 1 位の零点を持ち, v = (0; 0;    ; 0) に位数 g   n
の零点を持つ. また, これ以外の零点を持たない. この函数は
(7.19)
\n+1(u
(1) +   + u(n) + v)
= ( 1)(g n)(g n 1)=2\n(u(1) +   + u(n))vh1ig n + (d(vh1i) = g   n+ 1)
と展開される.
(4) Multi-index I についてwt(I) = wt(\n)ならば,ある整数 cが存在してu 2  1([n])
について, I(u) = c \n(u) となる.
(5) Multi-index I についてwt(I) < wt(\n) ならば u 2  1([n]) のとき, I(u) = 0 と
なる.
(6) wt(I) 5 wt(\n) ならば, u 2  1([n]) と ` 2  について
(7.20) I(u+ `) = (`)I(u) expL(u+
1
2
`; `)
が成り立つ.
注意 7.21 (1) この定理は, 楕円曲線の場合の sigma 函数を種数 g の代数曲線に拡張
したものは, 各階層と, それに対応する sigma 函数の導函数の組の全体であることを示
唆してゐる. つまり, 階層 [n] 上の \sigma 函数" としては \n(u) を考へるべきで, こ
れらの組  
[n]; \n(u)
	
n=1; ;g
が, 楕円曲線の sigma 函数の役割りを果たす.
(2) この様に見ると, 種数の高い曲線に対応する sigma 函数に対して, 楕円曲線の場合
の (u) の無限積展開 (Jacobi の公式) を一般化するには, C 上 1 次元の多様体である
第 1 階層  1((C )) 上での ](u) の無限積展開を考案すべきなのではないかと思へて
くる.
(3) 命題 6.50 で述べた事は, 各階層での類似の性質に拡張されると思はれる. 即ち, 第
n 階層  1([n]) で (7.19) の形の等式を満たす様なこの階層上に定義された正則函数
は, (7.19) の I(u) と定数倍を除いて一致すると予想される.
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証明 ここでは theta 級数による sigma 函数の定義 6.40 に基づいて考へる. 命題の主
張 (1) のうち sigma 函数が  1([g 1]) 上で消えるといふ部分は, 定理 4.36 と sigma
函数の定義 6.40 からわかる. それが 1 位の零点であるといふのは 4.7 から直ちにわか
ることである.
(2) について, [44] や [29] の代数的な証明を紹介する. しかし, 細部を詳述すると長く
なるので, ここでは g = 5 で方針を説明する. まづ, 各階層で対応する重さの導函数が
高々 1 次元しかないことは, 各階層での平行移動公式 (6) を使つて導けるが, ここで
はそれをも以下の地道な計算で確かめることにする. g = 5 の超楕円曲線の場合は u1,
u2, u3, u4, u5 の重さは 9, 7, 5, 3, 1 である. 前にも説明した通り, これらの変数を
uh1i = u5; uh3i = u4; uh5i = u3; uh7i = u2; uh9i = u1
などと書くこととし, これらについて微分して得られる導函数を, 重さを添字にして
h1i(u) = 5(u); h59i(u) = 31(u); h135i(u) = 543(u)
などと表す. さらに以下の表では hij    i は hij i(u) を示してゐる. また u[j] は変
数 u が第 4 階層  1([j]) を動くことを意味する. この証明中は v は常に第 1 階層
 1([1]) を動くものとする. 以下の方法を剥離法と呼ぶ.
まづ, 平行移動公式 6.47 (1) を uh1i で微分した後, (u[4]) = 0 を使へば
h1i(u[4] + `) = (`)h1i(u[4]) expL(u[4] + 12`; `)
を得る. これが第 4 階層における (7.20) である. 次に 0 = (u[3] + v) を vh1i で展開す
れば
0 = (u[3] + v) = h1i(u[3])vh1i + h11i(u[3]) 12!vh1i
2
+ fh111i(u[3]) 13! + h3i(u[3])gvh1i3 +   
である. ここで vh3i = 13vh1i
3 +    を使つた. これより, 恒等的に
(7.22) h1i(u[3]) = h11i(u[3]) = h111i(u[3]) 13! + h3i(u
[3]) = 0
である. これと, 平行移動公式 6.47 (1) を @3=@uh1i3 して (あるいは, @=@uh3i して)
u = u[3] としたものから,
h111i(u[3] + `) = (`)h111i(u[3]) expL(u[3] + 12`; `);
h3i(u[3] + `) = (`)h3i(u[3]) expL(u[3] + 12`; `)
がわかる. これが第 3 階層の (7.20) である. また (7.22) により
0 = h1i(u[2] + v) = h111i(u[2]) 12!vh1i
2 + fh1111i(u[2]) 13! + h13i(u[2])13gvh1i3   
であるから, 上の (7.22) と合せて
(7.23) h111i(u[2]) = h3i(u[2]) = 0; h1111i(u[2]) 13! + h13i(u
[2])1
3
= 0
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を得る. しかるに
0 = h11i(u[2] + v) = h1111i(u[2]) 12!vh1i
2 +   
と上の式から
h1111i(u[2]) = h13i(u[2]) = 0
を得る. 次に (u[3]), h1i(u[3]), h11i(u[3]) の重さ 5 の微分の項を同様にして調べれば,
h11111i(u[2]) = h113i(u[2]) = h5i(u[2]) = 0
を得る. これと平行移動公式の適当な偏微分から, 先にやつたのと同様にして,
h111111i(u[2] + `) = (`)h111111i(u[2]) expL(u[2] + 12`; `);
h1113i(u[2] + `) = (`)h1113i(u[2]) expL(u[2] + 12`; `);
h33i(u[2] + `) = (`)h33i(u[2]) expL(u[2] + 12`; `);
h15i(u[2] + `) = (`)h15i(u[2]) expL(u[2] + 12`; `)
がわかる. 次に (u[3]), h1i(u[3]), h11i(u[3])の重さ 6の微分の項を同様にして調べれば,
h111111i(u[2]) = 16h15i(u[2]); h1113i(u[2]) =  2h15i(u[2]);
h33i(u[2]) =  2h15i(u[2])
を得る. 同様にして
h111111i(u[1]) = h1113i(u[1]) = h33i(u[1]) = 0
も示せる. さらに (u[2]), h1i(u[2]), h11i(u[2]), h111i(u[2]), h3i(u[2]) の重さ 7 の微分の
項を同様にして調べれば,
h1111111i(u[1]) = h11113i(u[1]) = h115i(u[1]) = h133i(u[1]) = h7i(u[1]) = 0
を得る. 以下同様に調べて行く. 説明を省略するが, 重さ 8 または 9 だけ微分した導函
数は全て第 1 階層で消えることも同様にして示される. その結果, やはり平行移動公式
の偏微分から, I が重さ 9 のとき
I(u
[1] + `) = (`)I(u
[1]) expL(u[1] + 1
2
`; `)
がわかる. 最後に重さ 15   10 = 5 の函数の第 1 階層について下表に示す様な計算が
なされる.
函数 h110i h317i h3214i h331i h515i h5312i h52i h713i h73i h91i
h i 1=10! 8=8!=3 15=6!=32 4=4!=33 6=6!=5 12=4!=5=3 1=2!=52 4=4!=7 2=2!=7=3 2=2!=9
h1i 1=9! 7=7!=3 10=5!=32 1=3!=33 5=5!=5 6=3!=5=3 0 3=3!=7 0 1=9
h11i 1=8! 6=6!=3 6=4!=32 0 4=4!=5 2=2!=5=3 0 2=2!=7 0 0
h111i 1=7! 5=5!=3 3=3!=32 0 3=3!=5 0 0 1=7 0 0
h3i 0 1=7! 5=5!=3 3=3!=32 0 3=3!=5 0 0 1=7 0
h1111i 1=6! 4=4!=3 1=2!=32 0 2=2!=5 0 0 0 0 0
h13i 0 1=6! 4=4!=4=3 1=2!=32 0 2=2!=5 0 0 0 0
h11111i 1=5! 3=3!=3 0 0 1=5 0 0 0 0 0
h5i 0 0 0 0 1=5! 3=3!=3 1=5 0 0 0
第 1 階層上 768  48 0  6 8 2  2  2 1 0
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この結果
h110i(u[1]) = 768h73i(u[1]); h317i(u[1]) =  48h73i(u[1]); h3214i(u[1]) = 0;
h331i(u[1]) =  6h73i(u[1]); h515i(u[1]) = 8h73i(u[1]); h5312i(u[1]) = 2h73i(u[1]);
h52i(u[1]) =  2h73i(u[1]); h713i(u[1]) =  2h73i(u[1]); h91i(u[1]) = 0
を得る. つまり h73i(u) = ](u[1]) である. さらに同様な計算を続けることで, h73i(u)
および (u) を重さ 14 以下だけ微分して得られる導函数はどれも第 0 階層, つまり
 の点で消えることがわかる. よつて, h73i(u[1]) は原点で 5 位の零である. しかる
に, ここまでの結果から, 各階層において translational relation が成り立つので, それ
の対数を C の正規多角形 C の周囲に沿つて積分することにより, 偏角の原理から函
数 v 7! \n(u[n 1] + v) は  の点で重複度込みで丁度 g = 5 個の零点を持つ事がわ
かる. それゆゑ, v 7! \n(u[n 1] + v) は主張にある通りの箇所でその位数の零点を持
ち, それ以外では消えない. 特に (v) の vh1i に関する展開の最低次の項は g = 5 次で
ある. (u) の原点における羃級数展開において, 全ての j を 0 としたものが, (6.53)
の Schur-Weierstra 多項式であることを認めるならば, ](v) の展開の初項の係数は
( 1)(g 1)(g 3)=2vh1ig(g+1)=2 となる筈である :
](v) = ( 1)(g 1)(g 3)=2 vh1ig(g+1)=2 +    :
このことと以上の結果から, 残りの主張もすべて容易に得られる. 
注意 7.24 (1) 上に述べた証明はもつと整理されるべきであるが, まだ, 解明できて
ゐない事も多いので, 止むを得ず地道に計算過程を述べた. 事実,  函数の行列式表示
(7.11) を利用すれば証明ができる筈で, それが, 最も自然な証明であらう ([40] 参照).
[42] では, まづ S(u) についての上の結果を証明し, それを sigma 函数の場合に解析的
に lift する方法を用いてゐる.
(2) 上の証明から次の事がわかる. もし [g 1] で 1 位の零点を持つ函数 (u) で, その
原点での展開が斉重かつ uj 達の Q[] 係数の羃級数になるものがあつたとせよ. その
とき, 全ての j を 0 として得られる uj 達の多項式 S(u) は同様の性質を持つ (7.2 参
照). よつて 0 でない定数倍を除いて, この S(u) は 6.53 の S(u) と一致しなければな
らない. そのことから, もし 6.29 の様に定められる函数 ( 函数) を具体的に構成でき
れば, そこから, Riemann の singularity theorem やそのいかなる拡張もなしで, 命題
7.21 を証明できる. それの応用は相当に広いと思はれる. 特に, 次の小節で述べる様な
美しい公式が得られる.
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7.5 Hermite-Frobenius-Stickelberger 型の公式
Frobenius と Stickelberger は [19] で, Weierstrass の sigma 函数 (u) と }(u), つまり
(2; 3) 曲線の場合に, n 個 (n = 2) の変数 u(1),   , u(n) 2 C についての等式
(7.25)
( 1)(n 1)(n 2)=2 1! 2!    (n  1)!  (u
(1) +   + u(n)) Qi<j (u(i)   u(j))
](u(1))n   ](u(n))n
=

1 }(u(1)) }0(u(1))    }(n  2)(u(1))
1 }(u(2)) }0(u(2))    }(n  2)(u(2))
...
...
...
. . .
...
1 }(u(n)) }0(u(n))    }(n  2)(u(n))

を与へた. これは Hermite による先行論文の結果を explicit に書いたものなので,
Hermite-Frobenius-Stickelberger の公式と呼ぶことにする.
この節では,この等式を種数の高い代数曲線の場合に一般化することを考へる. まづ,
函数  1(C ) 3 u 7! (x(u); y(u)) 2 C を, (5.20) の第 1 種微分の基底 ! = (!1;    ; !g)
を用いて,
u =
Z (x(u);y(u))
1
!; f(x(u); y(u)) = 0
となるものと定める. このとき (5.26) と (5.27) とから, Q[] を係数とする uh1i の羃
級数として
(7.26)
x(u) =
1
uh1i2
+    ;
y(u) =   1
uh1i2g+1
+   
と展開される. この記法を使ふとき, (2; 3) 曲線 (g = 1) についての (7.25) が
(u(1) +   + u(n)) Qi<j (u(i)   u(j))
(u(1))n   (u(n))n =

1 x(u(1)) y(u(1)) x2(u(1)) xy(u(1)) x3(u(1))   
1 x(u(2)) y(u(2)) x2(u(2)) xy(u(2)) x3(u(2))   
...
...
...
...
...
...
. . .
1 x(u(n)) y(u(n)) x2(u(n)) xy(u(n)) x3(u(n))   

(n n 型の行列式, (2; 3) 曲線)
と書き直せることは容易にわかる. この式の類似は, 一般の (2; 2g+1) 曲線では次の様
になる :
定理 7.27 (Hermite-Frobenius-Stickelberger型の公式 [42]) u(1),   , u(n) 2  1(C )に
対して, 次の式が成り立つ.
(1) 2 5 n 5 g のとき,
( 1)n(n 1)(n+g+1)=2  \
n(u(1) +   + u(n)) Qi<j [(u(i)   u(j))
](u(1))n   ](u(n))n =

1 x(u(1))    xn 1(u(1))
1 x(u(2))    xn 1(u(2))
...
...
. . .
...
1 x(u(n))    xn 1(u(n))
 :
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(2) 一般に n = g のとき,
( 1)(n g 1)(n+g2+2g)=2  \n(u
(1) +   + u(n)) Qi<j [(u(i)   u(j))
](u(1))n   ](u(n))n
=

1 x(u(1))    xg(u(1))    y(u(1)) xg+1(u(1)) xy(u(1)) xg+2(u(1)) x2y(u(1))   
1 x(u(2))    xg(u(2))    y(u(2)) xg+1(u(2)) xy(u(2)) xg+2(u(2)) x2y(u(2))   
...
...
. . .
...
. . .
...
...
...
...
...
. . .
1 x(u(n))    xg(u(n))    y(u(n)) xg+1(u(n)) xy(u(n)) xg+2(u(n)) x2y(u(n))   
 :
ここで, 右辺の行列式の中は n n 型の行列である.
証明 まづは, 命題 7.17 (6) を使つて, 上の (1) と (2) の両辺はどの変数 u, v, u(j) につ
いても周期格子  に関して全く周期的であることが容易にわかる. 以下では, n に関
する帰納法を使ふ. n = 2 のとき, 7.17 (2), (3) の零点に関する主張から, u あるいは
v の (C ) 上の函数としての因子 (極と零点) が一致することがわかる. また (7.18) と
x(u) と y(u) の展開 (7.26) を使つて, 両辺の初項が一致することがわかるから, 両辺が
一致する. 次に, 両辺を C 上の u(n) の函数とみて因子を比較し, それらの一致を確認
する. その上で, (7.19), (7.26), および帰納法の仮定を使つて, u(n) に関する両辺の羃級
数展開の初項が一致することがわかる. 先頭の符号は, これらの過程を踏んで得られる
([42] と下記の注意を参照). 
注意 7.28 上記公式の先頭の符号が [42] では誤つてをり, それの修正が [51] にある.
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7.6 第 3 種微分と sigma 函数の関係 (Riemann の基本関係式)
定理 4.40 を sigma 函数の言葉に訳すと次の様になる.
定理 7.29 Pj, Qj 2 C (j = 1,   , g) に対して
(7.30) exp
 gX
j=1
R
P;Q
Pj ;Qj

=

Z P
1
!  
gX
j=1
Z Pj
1
!


Z Q
1
!  
gX
j=1
Z Qj
1
!


Z P
1
!  
gX
j=1
Z Qj
1
!


Z Q
1
!  
gX
j=1
Z Pj
1
!

が成り立つ.
証明 命題 5.65 の   = [cij]gg に対して
t
Z P
1
!  
gX
j=1
Z Pj
1
!

 
Z P
1
  
gX
j=1
Z Pj
1


  t
Z Q
1
!  
gX
j=1
Z Pj
1
!

 
Z Q
1
  
gX
j=1
Z Pj
1


  t
Z P
1
!  
gX
j=1
Z Qj
1
!

 
Z P
1
  
gX
j=1
Z Qj
1


+ t
Z Q
1
!  
gX
j=1
Z Qj
1
!

 
Z Q
1
  
gX
j=1
Z Qj
1


=
X
r
X
s
crs
Z P
1
!r  
gX
j=1
Z Pj
1
!r
Z P
1
s  
gX
j=1
Z Pj
1
s

 
X
r
X
s
crs
Z Q
1
!r  
gX
j=1
Z Pj
1
!r
Z Q
1
s  
gX
j=1
Z Pj
1
s

 
X
r
X
s
crs
Z P
1
!r  
gX
j=1
Z Qj
1
!r
Z P
1
s  
gX
j=1
Z Qj
1
s

+
X
r
X
s
crs
Z Q
1
!r  
gX
j=1
Z Qj
1
!r
Z Q
1
s  
gX
j=1
Z Qj
1
s

= 2
gX
j=1
X
r
X
s
crs
Z P
Q
!r
Z Pj
Qj
s

=
gX
j=1

R
P;Q
Pj ;Qj
 
Z P
Q
Pj ;Qj

となるが, 補題 6.2 と (5.72) に注意し, 上の式の exp を (4.42) において I =1 とした
ものに掛ければ所望の等式が得られる. 
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8 } 函数
8.1 } 函数の定義と基本性質
定義 8.1 我々は i = 1,   , g について
(8.2)
}ij(u) =   @
2
@ui@j
log (u)
=
i(u)j(u)  ij(u)(u)
(u)2
と定め, これを } 函数と呼ぶ. ここで
(8.3) i(u) =
@
@ui
(u); ij(u) =
@2
@ui@uj
(u)
である.
平行移動公式 (6.47)(i) から u を u+ ` (` 2  に変へても ui の 1 次式の指数函数
が掛かるだけであるから } 函数はその定義により  を周期 (の一部) とする周期函数
であることがわかる. これゆゑ }ij(u) は Jacobi 多様体 J 上の函数と見做すことにす
る. さうすれば }ij(u) は (6.47)(iii) から, [g 1] に高々 2 位の極を持ち, それ以外の点
では正則である. いま Jacobi 多様体 J 上の [g] に高々 n 位の極を持ち, それ以外で
正則な函数のなす空間を代数幾何学の記号を使つて
(8.4)  (J;O(n[g 1]))
と書くことにする. 上のことは
(8.5) }ij(u) 2  (J;O(2[g 1]))
と書ける.
命題 8.6 }ij(u) は偶函数である.
証明 (u) は偶または奇函数なので, 定義より明らか. 
注意 8.7 上の 8.2 は Kummer 多様体の方程式を書き下すのに重要である (第 11 節
参照).
補題 8.8 Pj = (xj; yj) (j = 1,   , g) と P = (x; y) に対して
v = t[v1    vg] =
Z P
1
!  
gX
j=1
Z Pj
1
!
とおくとき
(8.9) 4yry
@2
@xr@x
=  
gX
i=1
gX
j=1
xr
i 1xj 1
@2
@vi@vj
となる.
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証明 Jacobi の定理 3.23 より P, P1,   , Pg が C 上を動くとき v1,   , vg の全体は
Cg 全体を動くことに注意する. このとき
@2
@xr@x
=
@
@x
 gX
i=1
@vi
@xr
@
@vi

=
gX
i=1
h @2vi
@xr@x
@
@vi
+
@vi
@xr
 gX
j=1
@vi
@xr
@2
@vi@vj

ここで vi の定義より
@2vi
@xr@x
= 0:
よつて
=
gX
i=1
@vi
@xr
gX
j=1
@vi
@xr
@2
@vi@vj
=
gX
i=1
gX
j=1
xi 1r
 2yr 
xj 1
2y
 @
2
@vi@vj
:
この両辺に 4yry を掛けて主張を得る. 
定理 8.10 F (x; z) は (5.56) で定義したものとする. P = (x; y), Pr = (xr; yr) (r = 1,
  , g) について
u =
gX
r=1
Z Pr
1
!
とするとき
(8.11)
F (xr; x) + 2yry
(xr   x)2 =
gX
i=1
gX
j=1
}ij
Z P
1
!   u

xr
i 1xj 1
が成り立つ.
証明 まづ, P, Pr, Qr (r = 1,   , g) を取れば
(8.12)
2yr
@
@xr
R
P;Q
Pr;Qr
=
Z P
Q
F (x; xr)  2yry
4(x  xr)2
dx
2y
) 4yyr
@2
@xr@x
R
P;Q
Pr;Qr
=
F (x; xr)  2yry
4(x  xr)2
になつてゐることに注意する. 但し P = (x; y) に対して P = (x; y) などと書いてゐ
る. それゆゑ, 右辺の分子が差になつてゐる事に注意せよ. ここで (8.9) を (5.31) の
log に対して施せば上の (8.8) より所望の式を得る. 
定理 8.13 いま C 上の g 個の点 (xr; yy) (r = 1,   , g) に対して
(8.14) u =
gX
r=1
Z (xr;yr)
1
!
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とおくと
gX
i=1
gX
j=1
}ij(u)xr
i 1xsj 1 =
F (xr; xs)  2yrys
(xr   xs)2 ; (g = 2)(8.15)
xr
g  
gX
j=1
}jg(u)xr
j 1 = 0(8.16)
が任意の r = 1,   , g; s = 1,   , g について成り立つ. 特に第 2 式より
(8.17) ( 1)g j}jg(u) = \x1,   , xg の (g   j + 1) 次の基本対称式"
である.
証明 等式 (8.11) で g = 2 のときは s 6= r なる s について Ps !1 とした後で P を
Ps と名付ければ (8.15) が得られる. また (8.11) の両辺を xg 1 で割つたあと P ! 1
とするとき, F (xr; x) の x に関する最高次の項は
xr
gxg
であり,
y=xg 1+2 ! 0
なので (8.16) が得られる. 
例 8.18 g = 2 だと
}12
Z (x1;y1)
1
! +
Z (x2;y2)
1
!

=  x1x2;
}22
Z (x1;y1)
1
! +
Z (x2;y2)
1
!

= x1 + x2:
これは,様々な書物に大要のみ書かれてゐるJacobi の逆問題の最も美しい記述であると
思はれる. さらに, もし曲線 y2 = x5+1 を考へるならば (x; y) 7! ( x; y) ( = e2i=5)
なる自己同型に関して
}ij(  u1; u2) =  i j}ij(u1; u2) (i; j = 1; 2)
である.
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9 Jacobi 多様体の定義方程式系
9.1 } 函数を成分に持つ行列
いま u は C 上の g 個の点 (x1; y1),   , (xg; yg) と
u =
Z (x1;y1)
1
+
Z (x2;y2)
1
+   +
Z (xg ;yg)
1

!
なる関係があるとせよ. このとき fundamental relation (8.11)
(9.1)
gX
i=1
gX
j=1
}ij

u 
Z (x;y)
1

xr
i 1xj 1 =
F (xr; x) + 2yry
(xr   x)2
が成り立つ. これから Jacobi 多様体の自然な方程式系を導くのが本節の目標である.
まづ (9.1) から, いくつかの必要な式を導いておく. (9.1) の分母を払つて,
(9.2) (xr   x)2
gX
i=1
gX
j=1
}ij

u 
Z (x;y)
1

xr
i 1xj 1    F (xr; x) + 2yry = 0
を得る. ここで x = 1=t2, y = 1=t2g+1 +    として, (9.2) の左辺を t で展開すれば, そ
の t に関する各係数が消える. 特に最低次とその次の項が消えることから, 各 r につ
いて
yr = }gggxr
g 1 + }gg;g 1xrg 2 +   + }gg2xr + }gg1;
xgr = }ggxr
g 1 + }g;g 1xrg 2 +   + }g2xr + }g1
が成り立つ. さらに (8.15) を思ひ出す : すべての r, s について
(9.3) (xr   xs)2
gX
i=1
gX
j=1
}ij(u)xr
i 1xsj 1  
 
F (xr; xs)  2yrys

= 0:
いま
W (x) = t[1 x x2    xg 1 xg xg+1]
とおいて, (9.3) を
yrys =
tW (xr)HW (xs)
の形に変形するならば H = [hij] の成分は
hij = 2}i 1;j 1   }i 2;j   }i;j 2 + ij(4g+6 4i + 4g+6 4j)
+ (i;j+14g+8 4i + i+1;j4g+8 4j)
となる. 但し ij は Kronecker の delta である. 例へば g = 4, つまり
y2 = x9 + 2x
8 + u4x
7 +   
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のときは
H =
266666664
218 16  }11  }12  }13  }14
16 2}11 + 214 }12 + 12 2}13   }22 2}14   }23  }24
 }11 }12 + 12 2}22   2}13 + 210 }23   }14 + 8 2}24   }33  }34
 }12 2}13   }22 }23   }14 + 8 2}33   2}24 + 26 2}34   }34 + 4  }44
 }13 2}14   }23 2}24   }33 2}34   }34 + 4 2}44 + 22 1
 }14  }24  }34  }44 1 0
377777775
:
このとき, もちろん
 2f(xr) = tW (xr)HW (xr):
次に,
U(x) = t[1 x x2    xg 1]
とおき,
(9.4) xr
g = }ggxr
g 1 + }g2xrg 2 +   + }g;g 1xr + }gg
を利用して yrys =
tU(xr)KU(xs) の形の式を作れば, この K は
K =
h
detH

i g + 1 g + 2
j g + 1 g + 2
i
15i5g;15j5g
となる. 実際
H =

H11 H12
tH21 x
g+1

とするとき
tW (xr)HW (xr)
= [tW 0(xr) xrg+1]

H11 H12
tH21 x
g+1
 
tW 0(xs)
xs
g+1

= [tW 0(xr)H11 + xrg+1tH12 0]

tW 0(xs)
xs
g+1

= tW 0(xr)H11W 0(xs) + xrg+1tH12xsg+1
= tW 0(xr)H11W 0(xs) + xrg+1  0
= tU(xr)H
0
11U(xs) + xr
gtH 012 +
tU(xr)H
0
12xs
g + xr
ghg+1;g+1xs
g
= tU(xr)H
0
11U(xs)
+ tU(xr)
264}1g...
}gg
375 tH 012
+ tU(xr)H
0
12[}1g    }gg]U(xs)
+ tU(xr)
264}1g...
}gg
375hg+1;g+1[}1g    }gg]U(xs)
= tU(xr)
h
H

i g + 1 g + 2
j g + 1 g + 2
i
U(xs):
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(ここの計算は全く形式的なもの). また,
yr = }gggxr
g 1 + }gg;g 1xrg 2 +   + }gg2xr + }gg1
なので,
yrys =
gX
i=1
gX
j=1
}ggi}ggj xr
i 1xsj 1
= tU(xr)
26664
}gg1}gg1 }gg1}gg2    }gg1}ggg
}gg2}gg1 }gg2}gg2    }gg2}ggg
...
...
. . .
...
}ggg}gg1 }ggg}gg2    }ggg}ggg
37775U(xs)
である. ここで [tU(x1) tU(x2)    tU(xg)] は generic には正則行列なので,
1
2
}ggi}ggj + detH

i g + 1 g + 2
j g + 1 g + 2

= 0 (i, j = 1,   , g)
である. これが Jacobi 多様体を定義する十分な量の方程式を含んでゐることを示さう.
いま
fP11;    ; Pggg; fPgg1;    ; Pgggg
をその 1 つの解とせよ (どれがどの変数に対応してゐるかは言ふまでもないと思ふ).
このとき
y = Pgggx
g 1 + Pgg;g 1xg 2 +   + Pgg2x+ Pgg1;
xg = Pggx
g 1 + Pg;g 1xg 2 +   + Pg2x+ Pg1
が与へる g 個の根を
(x1; y1);    ; (xg; yg)
とし, これから
u =
 Z (x1;y1)
1
+
Z (x2;y2)
1
+   +
Z (xg ;yg)
1
!
!
を定めると, 先の等式 yr = }gg1xrg 1 +   , xg = }g1xrg 1 +    により,
Pg1 = }g1(u);    ; Pgg = }gg(u); Pgg1 = }gg1(u);    ; Pggg = }ggg(u)
となる. 後は方程式を i, j の大きい方から順に辿つて, 順に, その他の組 (i; j) につい
て Pij = }ij(u) が了解される. 実際, 例へば g = 4 なら, まづ
}444
2 =  

2}33   2}24 + 26 }34 + 4  }44
}34 + 4 2}44 + 22 1
 }44 1 0

と
P444
2 =  

2P33   2P24 + 26 P34 + 4  P44
P34 + 4 2P44 + 22 1
 P44 1 0
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より P33 = }33(u) でなければならない. さらに
}442}444 =  

}23   }14 + 26 2}24   }33  }34
}34 + 4 2}44 + 22 1
 }44 1 0

と
P443P444 =  

P23   P14 + 26 2P24   P33  P34
P34 + 4 2P44 + 22 1
 P44 1 0

により, P23 = }23(u) でなければならない. 以下順に進めると Pgg;i+1Pgg;j+1 につい
ての方程式から Pij = }ij(u) が得られて, 結局, すべての i, j について Pij = }ij(u),
Pggj = }ggj(u) となるで, 上の解 fPij; Pggjg は Jacobi 多様体の上の座標を与へる.
従つてこれらの解は, 確かに Jacobi 多様体の 1 つの点の座標を与へる. 以上から
上の方程式系は Jacobi 多様体の定義方程式系である. ちなみに Jacobi 多様体の次元
g は変数
f}11;    ; }ggg; f}gg1;    ; }gggg
の個数 1
2
g(g + 1) + g から, 方程式の個数 1
2
g(g + 1) を差し引いたものと一致してゐて,
辻褄が合つてゐる.
以上を定理としてまとめておく.
定理 9.5 超楕円曲線 C の Jacobi 多様体の 1 つの model の定義方程式は
1
2
}ggi}ggj + detH

i g + 1 g + 2
j g + 1 g + 2

= 0 (i, j = 1,   , g)
で与へられる. これは特異点を含み得る.
注意 9.6 これは特異点を含み得るが, それはこの方程式系を偏微分して得られる方
程式により（座標を }ijk`, }ijk`m,    等を導入して増やせば）解消されていくと考へ
られる. この事は中屋敷氏の一連の研究 [12], [37] 等と深い関係がある様に思はれる.
9.2 } 函数のみたすその他の微分方程式
Weierstra の } 函数は }0(u)2 = 4}(u)3   g2}(u)  g3 なる微分方程式を満たす. 超楕
円函数の場合も }ij(u) はいくつかの微分方程式を満たす. 本節では, 前節の結果を種
数が 2 または 3 の場合に適用して, この場合について具体的に述べる. 途中で引用す
る文献の他に [5] も参考にされたい.
9.2.1 種数 3 以下の場合の準備
任意の j, k,   , r 2 f1;    ; gg に対して
(9.7) }jkr(u) =
@
@uj
}kr(u)
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と定めると }jkr(u)はすべて を周期とする周期函数つまり Jacobi多様体 J = Cg=
上の有理型函数になつてゐる. 種数 g = 1 のときは }11(u) は (定数の差を除いて) 所
謂 Weierstra の } 函数である.
Sigma 函数は  1([g 1]) を 1 位の零の因子としてゐるので, (8.5) にも述べたよ
うに,
}ij(u) 2  (J;O(2)); }ijk(u) 2  (J;O(3))
となることがわかる. ここで  (J;O(n)) は  に n 位の極をもち, 他の点では正則で
あるような J 上の函数全体のなす空間をあらわす.
9.2.2 種数 2 の場合
一連の方程式を導くには幾通りも方法があるが, ここでは, Eilbeck の計算による } 函
数の関係式の最小生成系について述べつつ, (2; 5) 曲線の場合に記述する45.
(2; 5) 曲線 C : f(x; y) = 0, 但し
f(x; y) = y2   (x5 + 2x4 + 4x3 + 6x2 + 8x+ 10);
について, 前節の結果から 3 つの方程式
(9.8)
}222
2 = 4}11 + 46 + 4}12}22 + 4}224 + 4}22
3 + 4}22
22;
}122
2 = 410   4}11}12 + 4}122}22 + 4}1222;
}122}222 = 28 + 2}12
2 + 2}124   2}22}11 + 4}12}222 + 4}22}122
が C の Jacobi 多様体を定義する. ここではこれらの等式から種々の等式を導いてみ
る. しかし, 実際はこの手順は複雑すぎて理論的な興味しかない様に思はれる. さて,
Kummer 関係式と呼ばれる関係式が
(9.9) K := }222
2}122
2   (}122}222)2 = 0;
に上の関係式 (9.8) を代入して得られる :
4}12}2210 + 2}11}12
2}22 + 2}22}118 + 46}12
22   2}1248
  4}12}2228   2}224}11}12   4}22}1228   }124 + 4}1110   4}112}12
+ 4610 + 4}22
310   82   2}1228   2}1234   }12242  }222}112
+ 4}11}12
22 + 4}22
2210 + 46}12
2}22 + 4}22410   46}11}12 = 0:
これは偶函数 }ij の基本関係式を与へてゐて, これは C の Jacobi 多様体 J の解析的
座標 u1; u2 を ( u1; u2) とを同一視した多様体 (Kummer 多様体) の定義方程式に外
ならない. さて, 上の K の u2 に関する微分を }112 に関して解けば
(9.10) }112 =
N
D
45論文は未発表.
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なる形の式を得る. 但し N は
N1}122 +N2}222
の形をしてゐて, N1, N2 は }ij 達の 3 次式であり, D は }ij 達の 3 次式であつて
D =  4}22}12   }222}11 + }228   4}11}12 + }122}22   26}12 + 2}1222 + 210
で与へられる. (9.10) の両辺に }222 を掛けて (9.8) を使つて }ijk の平方の項に代入し
て, 整理すれば
}112}222 =
N222
D
なる式を得る. ここに N222 は }ij の重さ 20 の 6 次式である. この右辺の除算は割り
切れて, }ij の多項式になるのであるが, 実際の計算では, まづ Grobner 基底の理論を
使つて N222 が ideal hK;Di に属することがわかり,
N222 = A222K +B222D
となる A222 と B222 を求めることができる :
A222 = }12 +
3
2
}22
2 + 2}22 +
1
2
4;
B222 = 2}22}124 + 2}12
2}22 + 2}22
2}11   2}228 + 4}126 + 4}11}12
を得る. K = 0 であるので, 結局
}112}222 = 2}22}124 + 2}12
2}22 + 2}22
2}11   28}22
+ 46}12 + 4}11}12 (= B222)
これが }112}222 に対する所望の等式である. (9.10) に }122 あるいは }112 を掛けて, 同
様の計算をすれば対応する右辺の N122 と N112 (これらの定義は書くまでもないだら
う) が得られて, 結局
A122 =  12}11 + 32}12}22 + }122;
}112}122 = B122 = 2}22}11}12 + 2}12
3 + 2}12
24 + 28}12   4}2210;
A112 =
1
2
}22}11 + }12
2 + 1
2
}124;
}112
2 = B112 =  4}12}228 + 4}1226 + 4}122}11 + 4}22210
を得る. ここで (9.8) の 最初の式の  }12 倍, 第 2 の式の  }12 倍, および第 3 式を加
へて }ijk 達の得られてゐる 2 次関係式を代入すれば
 }112( }112 + }12}222   }122}22) = 0
を得る. }112 は函数としては 0 ではないから, 括弧内が消えなければならず,
(9.11) L7   }112 + }12}222   }122}22 = 0
となる. L7 を使つて }112 に (9.8) の第 1 式の u2 を関して微分したものを代入すれば,
(9.12)  2}222( }2222 + 4}12 + 24 + 6}22 + 42}22) = 0
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を得る. ここで }222 は恒等的には 0 ではないから,
(9.13) }2222 = 6}22
2 + 4}12 + 24 + 42}22:
この関係式と (9.11) から得られる }112 の表示を (9.8) の第 2 式を u2 に関して微分し
て得られる式に代入すれば, 同様の変形で
(9.14) }1222 = 6}12}22   2}11 + 4}122
を得る. さらに得られた等式たちを L7 = 0 を u2 で微分した式に代入して
(9.15) }1122 = 4}12
2 + 2}124 + 2}22}11
を得る. ここまでの方法を L7 を u1 で微分した式にも適用することにより
(9.16) }1112 =  2}228 + 4}126 + 6}11}12   410
が導かれる. この段階で (9.13) を u1 で微分した式と (9.14) を u2 で微分した式を等置
すれば
L9 :=  }111 + 2}112}22   }12}122 + 2}1122   }1224   }222}11 = 0
となる. L9 に }222 を掛けて上で得られた式を代入すれば
}222}111 =  48}222 + 86}122 + 82}11}12   48}222 + 86}12}22
+ 6}22}11}12   28}12   2}123   4}1224   24}22}11
  284   2}1242   4}112   46}11
となり, また L9 を u1 に関して微分したものに (9.15) と (9.16) を代入すれば
}1111 =  12}2210   8210 + 48}12 + 284 + 6}112 + 46}11:
最後に L9 に }122, }122, または }111 を掛けて上で得られた等式を代入することで
}122}111 = 2}12
2}11 + 48}12}22   810}222 + 428}12   8210}22
  4}1210 + 24}11}12 + 2}22}112   28}11   4410;
}112}111 = 4}11
2}12   810}11   4410}22 + 248}12   28}22}11
+ 46}11}12   4}22}1210 + 28}122   8610 + 282;
}111
2 = 4}11
3 + 48}12}11 + 410}12
2 + 46}11
2
  16210}11   1610}22}11 + 8410}12   16610}22 + 482}22
+ 484}11 + 48
22 + 44
210   166210:
がわかる. 但し, ここでは (9.9) も使つてゐる.
上で得られた等式をまとめておく :
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命題 9.17 C は y2 = x5 + 2x4 +   + 8x+ 10 で定義された超楕円曲線 ((2; 5) 平
面三浦曲線) とする. 簡単のために }ijk` = }ijk`(u), }ij = }ij(u) と書くとき次が成り
立つ :
}222
2 = 4}11 + 46 + 4}12}22 + 4}224 + 4}22
3 + 4}22
22; [ 6]
}122}222 = 28 + 2}12
2 + 2}124   2}22}11 + 4}12}222 + 4}22}122; [ 8]
}122
2 = 410   4}11}12 + 4}122}22 + 4}1222; [ 10]
}122}111 = 2}12
2}11 + 48}12}22   810}222 + 428}12   8210}22
  4}1210 + 24}11}12 + 2}22}112   28}11   4410; [ 14]
}112}111 = 4}11
2}12   810}11   4410}22 + 248}12   28}22}11
+ 46}11}12   4}22}1210 + 28}122   8610 + 282; [ 16]
}111
2 = 4}11
3 + 48}12}11 + 410}12
2 + 46}11
2
  16210}11   1610}22}11 + 8410}12   16610}22
+ 48
2}22 + 484}11 + 48
22 + 44
210   166210; [ 18]
}2222 = 6}22
2 + 24 + 46}22 + 4}21; [ 4]
}2221 = 6}22}21 + 42}21   2}11; [ 6]
}2211 = 4}21
2 + 2}22}11 + 24}21; [ 8]
}2111 = 6}21}11   10   28}22 + 46}21; [ 10]
}1111 = 6}11
2   4102 + 284   1210}22 + 48}21 + 46}11: [ 12]
ここに [ ] は weight を表す.
9.2.3 種数 3 の場合
(2; 7) 曲線 (g = 3) の場合を述べる. 第 9.1 節の方法により, 下記の一連の等式を得る :
}2333 = 4}
3
33 + 4}33}23   4}13 + 4}22 + 44}233 + 45}33 + 46 [ 6](9.18)
}233}333 = 4}23}
2
33 + 2}
2
23   2}33}22 + 4}33}13 + 2}12 + 44}33}23(9.19)
+ 25}23 + 28 [ 8]
}2233 = 4}
2
23}33 + 8}23}13   4}23}22 + 4}11 + 44}223 + 410 [ 10](9.20)
}223}333 = 2}
2
23}33 + 2}22}
2
33   4}33}12   2}23}13 + 4}23}22   2}11(9.21)
+ 44}33}13 + 25}33}23 + 25}13 + 46}23   28}33 [ 10]
}133}333 = 4}13}
2
33   2}33}12 + 2}23}13   2}11 + 44}33}13 + 25}13 [ 10](9.22)
命題 9.23 いま, C は方程式 y2 = x7 + 2x6 +   + 12x+ 14 で定義されている超
楕円曲線 ((2; 5) 平面三浦曲線) とする. 簡単のために }ijk` = }ijk`(u), }ij = }ij(u) と
書くと以下の方程式が成り立つ:
}3333   6}332 = 24 + 42}33 + 4}32; [ 4](9.24)
}3332   6}33}32 = 42}32 + 2(3}31   }22); [ 6](9.25)
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}3331   6}31}33 = 42}31   2}21; [ 6](9.26)
}3322   4}322   2}33}22 = 24}32 + 42}31   2}21; [ 8](9.27)
}3321   2}33}21   4}32}31 = 24}31; [ 10](9.28)
}3311   4}312   2}33}11 = 2; [ 12](9.29)
}3222   6}32}22 =  410   28}33 + 46}32 + 44}31   6}11; [ 10](9.30)
}3221   4}32}21   2}31}22 =  212 + 46}31   2; [ 12](9.31)
}3211   4}31}21   2}32}11 =  414 + 28}31; [ 14](9.32)
}3111   6}31}11 = 414}33   212}32 + 410}31; [ 16](9.33)
}2222   6}222 =  8102 + 284   612   1210}33(9.34)
+ 48}32 + 46}22 + 44}21   122}11 + 12; [ 12]
}2221   6}22}21 =  4122 814 612}33+48}31+46}21 24}11; [ 14](9.35)
}2211   4}212   2}22}11 =  8142 814}33 212}32+410}31+28}21; [ 16](9.36)
}2111   6}21}11 =  2144   814}32 + 212(3}31   }22) + 410}21; [ 18](9.37)
}1111   6}112 =  4146+2128+414(4}31 3}22) + 412}21+410}11: [ 20](9.38)
ここに [ ] は weight を表し,
(9.39)  = }32}21   }31}22 + }312   }33}11:
証明 (10.8) と合せて, g = 2 なら後に述べる (10.10) を, g = 3 なら (10.17) を使ふこ
とで, 上の形の等式が存在することはわかる. さらに weight を考慮して以下の様に求
めることができる. 例へば (1) について }3333  6}332 は weight 4 であるが, (10.17) と
sigma 函数の原点での展開の形 (7.7) から
(9.40) a1 }23 + a21
2}33 + a22}33 + b1 1
4 + b2 1
22 + b3 2
2 + b4 13 + b5 4
の形に書けなければならない. ここで aj, bj はすべて有理数である. この等式に (u)2
を掛けてから, 計算機を利用して, 知られてゐる (u) の展開の最初の数項を代入して,
未定係数法で aj, bj を決定すれば良い. (2) 以降も同様にできる. また [5] も参照され
たい. そこでは, 一般の種数に対して一般的な見地から議論がなされている. 
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10 標準 Abel 函数の空間
10.1 一般論
この章では 次の方針で }k`(u + v) を }ij(u), }ij(v), }hij(u) および }hij(v) 等の有理
函数として表すことを目標とする.
定理 10.1 (次元の公式) これまでの記号で, 種数 g の平面三浦曲線の Jacobi 多様体
J と標準 theta 因子 [g 1] について, n = 2 のとき,
(10.2) dim (J;O(n[g 1])) = ng:
証明 [34] の言葉と記号を使ふ. [34], p.154 において, L = L(H;) とある直線束は,
我々の場合の に対応する. 実際 H0(J;O()) は C (u) と見做せる (同, p.26, Prop.).
またこのとき, det(E( ; )) は 6.37 (ii) から 1 である. よつて, 同, p.154 の記号で
deg L = deg O([g 1]) = 1 となる. 一方, 同, p.60 (a) により O(n[g 1]) = nO([g 1])
なので, 同, p.150 の (Abel 多様体に関する) \Riemann-Roch theorem" を使へば, 結局
(O(n[g 1]))2 = (O([g 1])
n)2
= deg nO([g 1])
= deg nJ  deg O([g 1])
= n2g  1 = n2g:
但し, nJ は Jacobi 多様体 J の n 倍写像である. さらに, O([g 1]) は ample なので,
同, p.155 の Theorem の記号で P (t) = (t + 1)2g であり, これの正の根は 0 個なので,
O([g 1]) の \index" は i(O([g 1])) = 0 とわかる. よつて, \Vanishing theorem" (同,
p.150) より,
H0(J;O(n[g 1])) 6= (0) (実際, (u) を含む);
Hk(J;O(n[g 1])) = (0) for k = 0,   , g
である. 従つて, Euler 標数は (O(n[g 1])) = dimH0(J;O(n[g 1])) となる. 以上
より,
dim (J;O(n[g 1])) = dimH0(J;O(n[g 1])) = (O(n[g 1]))
=
p
n2g = ng
が得られる. 
これまでのことから
(10.3)
(u+ v)(u  v)
(u)2(v)2
は }ij(u) と }ij(v) 達の Q 係数の多項式で書かれる筈である. それができれば, 両辺に
(10.4)
@
@ui
 @
@uj
+
@
@vj

log
を作用させることで所望の式を得ることができる.
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10.2 基底
まづ, 新しい函数を定義する. 2 つの変数 u = (u1; u2; u3), v = (v1; v2; v3) に対して
(10.5) i =
@
@ui
  @
@vi
なる作用素を考へる. この作用素は現在では Hirota's bilinear operator として知られ
てゐるが, 既に Baker により導入されてゐて ([3], p.151; [6], p.49). これを使つて
(10.6)
Qijk`(u) =   12(u)2ijk` (u)(v)jv=u
= }ijk`(u)  2(}ij}k` + }ik}j` + }i`}jk)(u);
なる函数を得る. 具体的には
(10.7)
Qijkk = }ijkk   2}ij}kk   4}ik}jk; Qiikk = }iikk   2}ii}kk   4}ik2;
Qikkk = }ikkk   6}ik}kk; Qkkkk = }kkkk   6}kk2:
ここで, (10.6) に従つて Qijk` を (u), (u)i, (u)ij 等で書いてみれば, 一般の (d; q) 曲
線について
(10.8) Qijk` 2  (J;O(2[g 1]))
であることがわかる. つまり, theta 因子 [g 1] で高々 2 位の極を持つ函数である.
始めに, (2; 5) 曲線について述べる.
命題 10.9 (2; 5) 曲線 (g = 2) について以下が成り立つ.
(1) dim (J;O(2[1])) = 22 = 4 であり,
(10.10)  (J;O(2[1])) = C1 C}11  C}12  C}22:
(2) dim (J;O(3[1])) = 32 = 9 であり,
(10.11)
 (J;O(3[1])) =  (J;O(2[1])) C}111  C}112  C}122
 C}222  C(}122   }11}22):
証明 (1) 6.47 (iii) から }ij 2  (J;O(2[1]))である. ところが, (7.6) から容易に }11,
}12, }22が 1 次独立であることは確認できるので, 主張が示された.
(2) }ijk 2  (J;O(3[1])) は容易にわかる. }122   }11}22 2  (J;O(3[1])) もこの函数
を i と ij 達とで書いてみればわかる. 1 次独立性も (1) と同様に確かめられるので,
(10.2) から主張が示される. 
これにより,
(u+ v)(u  v)
(u)2(v)2
= a[}11(u)  }11(v)] + b[}12(u)}22(v)  }12(v)}22(u)]
であるが, (7.6) で述べた様に
(u) = u1   13u23 +   
なので, これを代入することで, 容易に a, bを求めることができる. 結果は a = b = 1
であり, 次の定理を得る.
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定理 10.12 (2; 5) 曲線 (g = 2) について
(10.13)
(u+ v)(u  v)
(u)2(v)2
= }11(u)  }11(v) + }12(u)}22(v)  }12(v)}22(u)
が成り立つ.
次に (2; 7) 曲線について述べる. まづ
(10.14) (u) = (}23}12   }13}22 + }132   }11}33)(u):
と置く46.
補題 10.15 函数  は  (J;O(2[2])) に属する:
 2  (J;O(2[2])):
証明 (u) を (u), j(u), ij(u) 等で書いてみれば  (J;O(3[2])) に属することはわ
かるが,  (J;O(3[2])) に属することは全く自明でない. (9.29) からわかる. 別の方向
からの証明は [5] を参照されたい. 
命題 10.16 (2; 7) 曲線は g = 3 で, dim (J;O(2[2])) = 8, dim (J;O(3[2])) = 27
であり,
 (J;O(2[2])) = C1 C}11  C}12  C}13  C}22  C}23  C}33  C:(10.17)
 (J;O(3[2])) =  (J;O(2[2])) C}111  C}112  C}113
 C}122  C}123  C}133  C}222  C}223  C}233  C}333
 C}[11]  C}[12]  C}[13]  C}[23]  C}[33]
 C@1 C@2 C@3 CT;
(10.18)
ここに
T = T (u) = (2}22
3 + }222
2   }2222}22)(u):
証明 [14] を参照されたい. 
次に (3; 4) 曲線について述べる. 先に定義した函数 Qijk` を使へば (3; 4) 曲線の場
合が次の様に述べられる:
命題 10.19 (3; 4) 平面三浦曲線については g = 3, dim (J;O(2[2])) = 23 = 8 で,
  (J;O(2[2])) = C1 C}11  C}12  C}13  C}22  C}23  C}33  CQ1333;
  (J;O(3[2])) =   (J;O(2[2])) C}111  C}112  C}113  C}122  C}123
 C}133  C}222  C}223  C}233  C}333
 C}[11]  C}[12]  C}[13]  C}[22]  C}[23]  C}[33]
 C@1Q1333  C@2Q1333  C@3Q1333:
46[5] で定義された函数である.
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} 函数による基底の優れた点の一つは, もとの曲線が自己同型を持つとき, それか
ら引き起こされる J や  の自己準同型について } が固有函数になることが　
たやす
容易　く見
えるからである. これは (u) がその様な自己同型について固有函数になるからである
が, そもそも [g 1] が曲線の自己同型で不変なので, そこにのみ零点を持つ (u) は固
有函数になるのである.
125
10.3 } 函数に関する代数的加法公式
繰り返しになるが, 前節の結果を含めて, やや一般的に結果を述べる.
命題 10.20 (2; 2g+1)曲線については,
(u+ v)(u  v)
(u)2(v)2
は g(g+1)個の函数}ij(u),
}ij(v)の Q上の多項式として表される. たとえば
(1) g = 1のときは
(u+ v)(u  v)
(u)2(v)2
= }11(u)  }11(v);
(2) g = 2のときは
(u+ v)(u  v)
(u)2(v)2
= }11(u)  }11(v) + }12(u)}22(v)  }12(v)}22(u);
(3) g = 3のときは
(u+ v)(u  v)
(u)2(v)2
= (}31(u)  }31(v))2   (}33(u)  }33(v)) (}11(u)  }11(v))
+ (}21(u)  }21(v)) (}23(u)  }23(v))  (}22(u)  }22(v)) (}31(u)  }31(v)) :
(4) g = 4のときは
(u+ v)(u  v)
(u)2(v)2
= (}14(u)}24(v)  }14(v)}24(u) + }11(u)  }11(v))
 (}34(u)}44(v)  }34(v)}44(u)  }24(u) + }24(v) + }33(u)  }33(v))
  (}14(u)}34(v)  }14(v)}34(u) + }12(u)  }12(v))
 (}24(u)}44(v)  }24(v)}44(u)  }14(u) + }14(v) + }23(u)  }23(v))
+ (}14(u)}44(v)  }14(v)}44(u) + }13(u)  }13(v))
 (}24(u)}34(v)  }24(v)}34(u) + }22(u)  }22(v)  }13(u) + }13(v)) :
証明 (1) については [61], p.141 を, (2) と (3) [4] を参照されたい. (4) を含む一般論
は [9], pp.111-113. 
系 10.21 各 }ijr(u + v) は f}ij(u); }ij(v); }hij(u); }hij(v)g 達の Q(2;    ; 4g+2)
上の有理式として表される.
証明 10.13 の式を uと vのそれぞれに関して対数微分したあと, その両者を辺々加え
ると 2(log (u + v)   2 log (u)   2 log (v)) の }ij(u), }ij(v), }hij(u). および }hij(v)
達による式が得られる. それに
@2
@ui@uj
を施せば }ij(u + v) が }ij(u), }ij(v), }hij(u),
}hij(v), }ijk`(u), }ijk`(v), }ijk`m(u) および }ijk`m(v)達の有理式として表される. あと
は後述の 9.23 の等式達を用いて結論を得る. これらについて g = 2の時の詳しい議論
が [20] にある. 
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注意 10.22 最も一般的な (3; 4) 曲線
y3 + (1x+ 4)y
2 + (2x
2 + 5x+ 7)y = x
4 + 3x
3 + 6x
2 + 9x+ 12
について, 以上の様な前加法公式や後の x9.2 に述べる方程式系の詳しい結果が [15] に
ある.
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11 触れられなかつた話題や残されてゐる問題等について
ここでは, これまで述べてきたこととに関連したいくつかの問題を述べる. 現在, 研究
がかなり進行してゐるものもあればほぼ夢想を述べたに過ぎないものもある.
1. Kummer 曲面, Kummer 多様体について
種数 2 の平面三浦曲線の Jacobi 多様体 J = C2= において u 2 C2 mod  と  u を
同一視することで得られる代数曲面を Kummer 曲面と呼ぶ. (2; 5) 曲線の場合は, これ
の座標として偶函数 }ij を取れば良く, その定義方程式は行列式で書くことができる.
このことは, [6], p.40 辺りで述べられてゐるが, それをもつと systematic に展開したの
が [11] や [8] である. この 2 つは荒削りの部分が多いが, ここから大いに発展が望まれ
る論文である. 種数 3 の場合 ((2; 7) 曲線と (3; 4) 曲線) の場合に Kummer 多様体の }
函数のみを用いた定義方程式系は, 種数 2 のときの様には決定できてゐない. しかし,
Coble の仕事 [13] を, (2; 5) 曲線や (3; 4) 曲線の場合に実行すると非常に美しい結果が
得られる. これについては準備中の論文 [16] を参照されたい. Coble の仕事は現代的に
は, compact な Riemann 面 上の 安定 vector 束の moduli の研究に翻訳されるが, 今
後, この方面の具体的な記述に資するものと思はれる.
2. Sigma 函数の theta 函数による定義
題 6.6 節で述べた sigma 函数の theta 級数による記述は計算実験をする際には便利で
ある. 一般の三浦曲線について, Riemann 定数をもつと容易に計算する方法が見つか
ると良いと思ふ.
3. Sigma 函数の展開の Hurwitz 整性について
第 7.3 節で述べた sigma 函数の原点での羃級数展開の Hurwitz 整性に関して, 古くは
g = 1 の場合に, 部分的な結果として [52] がある. 未発表であるが, 非常に詳しい結果
が安田正大によつて得られてゐる. 一般の (2; 3) 曲線についても, 別の角度からの解説
が [43] にある. 高い種数の場合の定理 7.7 はその拡張である. また g = 1 の場合に
canonical p-adic height との関連等について MazurTate や Stein による [32], [33] な
どの論文をを参照されたい.
4. Hermite-Frobenius-Stickelberger 型の定理の周辺
Hermite-Frobenius-Stickelberger 型の定理について, さらに詳しく知りたい場合は, ま
づ [17] の p.33 にある公式を参照されたい. この講義録に述べたものや, [42], [29], [44]
等に述べた結果は, これの具体例 (基点 1 において標準 theta 輪体が特異性を持つの
で少し計算を要するが) と見做される. これに関して, 松谷  Previato の論文 [30] も参
照されたい. Hermite-Frobenius-Stickelberger 型の定理ですべての変数を同一の 1 点
に近づけた極限は, Kiepert が楕円函数について与へた公式 [24] の種数の高い場合への
拡張となる. これについても上記の文献に述べてある.
5. 一般 Bernoulli-Hurwitz 数
三角函数の羃級数展開から Bernoulli 数が得られ, 楕円函数の羃級数展開から Hurwitz
数が得られるが, 類似の数がこれを高い種数の代数函数でも得られる. これについては
多くの研究があるが, その一部分は例へば [58], [45] から辿ることができる.
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6. 超楕円曲線以外での Riemann 定数の計算
(2; 2g + 1) 劣型曲線以外の場合に, Riemann 定数の計算をきちんと書き切れることが
望まれる. (3; 4) 曲線の場合は志賀 [49], それと密接に関連する結果が松本 寺杣 [31]
にある.
7. 空間  (J;O(n[g 1])) の自然な基底
この空間だけでなく, 環
1[
n=0
 (J;O(n[g 1]))
の C[ @
@u1
;    ; @
@ug
] 加群としての構造については中屋敷氏, 趙氏らによる [12], [37] を
見られたい. [14] には種数が 3 の場合に, 具体的な函数で n が小さい場合を記述して
ある.
8. 高次元 Theta 函数の無限積表示の可能性について
楕円曲線の場合の  函数は有名な無限積表示を持つ :
(u) = u
Y
`2
u6=0

1  u
`

exp
u
`
+
u2
2`2

:
これの naive な一般化は困難であらうが, ](u) の  1([1]) 上での無限積分解なら, 定
義領域が 1 次元なので可能ではないかと思はれる.
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