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QUANTUM (sln,∧Vn) LINK INVARIANT AND MATRIX FACTORIZATIONS
YASUYOSHI YONEZAWA
Abstract. M. Khovanov and L. Rozansky gave a categorification of the HOMFLY-PT polynomial. This study
is a generalization of the Khovanov-Rozansky homology. We define a homology associated to the quantum
(sln,∧Vn) link invariant, where ∧Vn is the set of the fundamental representations of the quantum group of sln.
In the case of an oriented link diagram with [1, k]-colorings and [k,1]-colorings, we prove that its homology has
invariance under colored Reidemeister moves composed of [1, k]-crossings and [k, 1]-crossings. In the case of an
[i, j]-colored oriented link diagram, we define a normalized Poincare´ polynomial of its homology and prove the
polynomial is a link invariant.
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1. Introduction
M. Khovanov constructed a homological link invariant whose Euler characteristic is the Jones polynomial via
a category of complexes of Z-graded modules [7]. In general, constructing a homological link invariant whose
Euler characteristic is a link invariant by using objects of a category is called a categorification of the link
invariant.
We understand the Jones polynomial to be the simplest quantum link invariant, which is obtained from the
quantum group Uq(sl2) at a generic q and its vector representation V2. N. Reshetikhin and V. Turaev generally
constructed a link invariant associated with the quantum group Uq(g), where g is a simple Lie algebra, and its
representations, called the quantum g link invariant or the Reshetikhin-Turaev g link invariant [17].
For a given oriented link diagram D, we obtain the quantum g link invariant by the following procedures. We
fix a simple Lie algebra g and assign one of the irreducible representations Vλ of the quantum group Uq(g) to
each component of the link diagram D, where Vλ is the highest weight representation corresponding to a highest
weight λ. It does not matter that each assigned representation of components is different. On a component
of an oriented link diagram the marking λ often represents assigning Vλ to the component. The marking λ is
called a coloring. The horizontal line sweeps across the link diagram from the bottom to the top. Then, we slice
the link diagram every time a state of intersections of the horizontal line and the diagram changes, see Figure
1. A partial sliced diagram in an interval between horizontal lines is called a tangle diagram. A tangle diagram
in an interval between neighboring horizontal lines can be considered as an intertwiner of two representations of
Uq(g) since a representation associated to the link diagram exists on each intersection of the link diagram and
a horizontal line. Taking the composition of the intertwiners in all intervals, we obtain a Laurent polynomial of
the variable q. If we choose a suitable intertwiner for each tangle diagram, then the Laurent polynomial has the
same evaluation for oriented diagrams transforming to each other under the Reidemeister moves. The quantum
g link invariant is such an obtained Laurent polynomial. When we consider particular representations V1,...,Vk
of Uq(g) only, the quantum g link invariant is called the quantum (g,V) link invariant, where V = {V1, ..., Vk}.
Vtrivial
Vλ2 ⊗ V
∗
λ2
V ∗λ1 ⊗ Vλ1 ⊗ Vλ2 ⊗ V
∗
λ2
V ∗λ1 ⊗ Vλ2 ⊗ Vλ1 ⊗ V
∗
λ2
V ∗λ1 ⊗ Vλ1 ⊗ Vλ2 ⊗ V
∗
λ2
V ∗λ1 ⊗ Vλ1
Vtrivial
λ1
λ2
Figure 1. Sliced link diagram
We consider the following natural question.
Problem 1.1.
Can we construct a homological link invariant whose Euler characteristic is a given quantum link invariant?
1.1. Khovanov-Rozansky homology. The HOMFLY-PT polynomial is the quantum (sln,Vn) link invariant,
where Vn is the vector representation of Uq(sln). In fact, M. Khovanov and L. Rozansky constructed a homo-
logical link invariant whose Euler characteristic is the HOMFLY-PT polynomial via a category of complexes of
QUANTUM (sln, ∧Vn) LINK INVARIANT AND MATRIX FACTORIZATIONS 3
Z-graded matrix factorizations, denoted by Kb(HMFgr); see Section 2.11.
H. Murakami, T. Ohtsuki and S. Yamada gave the state model of the HOMFLY-PT polynomial by using
trivalent planar diagrams, see Appendix B in the case that coloring has 1 and 2 only and see [14]. For a given
oriented link diagram D, the HOMFLY-PT polynomial of the diagram D can be calculated combinatorially
only by the state model. It is calculated by transforming to each single crossing into planar diagrams Γ0 and
Γ1 in Figure 2 (in the case of Hopf link, see Figure 5), then evaluating the obtained closed planar diagrams as
a Laurent polynomial using relations in Figure 4 and summing the Laurent polynomials by the reduction in
Figure 3.
Γ0 Γ1
Figure 2. Planar diagrams
〈 〉
n
= q−1+n
〈 〉
n
− qn
〈 〉
n〈 〉
n
= q1−n
〈 〉
n
− q−n
〈 〉
n
Figure 3. Reductions for single crossings
= [n]q = [2]q
= [n− 1]q = + [n− 2]q
+ = +
Figure 4. Relation of planar diagrams
For a Z-graded polynomial ring R with finite variables and a homogeneous Z-graded polynomial ω called a
potential, we obtain Z-graded matrix factorizations with the potential ω. The matrix factorization (factoriza-
tion for short ) M is a two-periodic chain composed of Z-graded R-modules M0, M1 and R-module morphisms
d0, d1 satisfying that d1d0 = ωIdM0 and d0d1 = ωIdM1 ,
M0
d0 // M1
d1 // M0 .
For two factorizations M with a potential ω and N a potential ω′, a tensor product M ⊠ N is defined; see
Section 2.8. Its potential is ω + ω′.
Khovanov and Rozansky defined a complex of matrix factorization for an oriented link diagram as follows.
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Γ00 Γ10
DHopf
??
?
??
??
??
__???????
 



Γ01 Γ11
Figure 5. Planar diagrams derived from Hopf link diagram
First, we define a polynomial called a potential for a planar diagram. We assign a different index i to each
end of the diagram, moreover, place the polynomial xn+1i on the i-assigned end if the orientation of the edge
is the direction from the diagram to the end, place −xn+1i if the orientation is the opposite direction and sum
these polynomials. Remark that n is associated to the quantum (sln, Vn) link invariant. For example, we assign
indexes 1, 2, 3, 4 to Γ0 and Γ1 as Figure 6. Then, the potential for Γ0 and Γ1 is x
n+1
1 + x
n+1
2 − x
n+1
3 − x
n+1
4 .
❥1
❥3 ❥4
❥2 ❥1
❥3 ❥4
❥2
Figure 6. Γ0 and Γ1 assigned indexes
For the diagrams Γ0 and Γ1, we define matrix factorizations C(Γ0)n and C(Γ1)n with the potential of the
planar diagrams xn+11 + x
n+1
2 − x
n+1
3 − x
n+1
4 .
We consider a general planar diagram formed by gluing some planar diagrams Γ0 and Γ1 at ends of edges with
preserving an orientation. A matrix factorization for such a planar diagram is defined by taking a tensor product
of factorizations for the diagrams Γ0, Γ1 and making two indexes on the glued ends the same. In particular, for a
closed planar diagrams Γ, the potential of its matrix factorization C(Γ)n is 0. Therefore, C(Γ)n is a two-periodic
complex of Q-vector spaces. For example, Γ10 in Figure 5 has a decomposition shown as Figure 7. Then, we
have a matrix factorization C(Γ10)n as follows,
C(Γ01)n = C(Γ01a)n ⊠ C(Γ01b)n ⊠ C(Γ01c)n.
// Γ01a
Γ01b
Γ01c
Figure 7. Decomposition of planar diagram Γ10
In the homotopy category of matrix factorizations HMFgr, we show that there exist isomorphisms between
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matrix factorizations corresponding to relations of planar diagrams in Figure 4.
Using the matrix factorizations, the state model of single crossing in Figure 3 is represented as an object of
Kb(HMFgr):
C
( )
n
:=
( // 0 // C−1( )
n
χ+ // C0
( )
n
// 0 //
)
,
C
( )
n
:=
( // 0 // C0( )
n
χ− // C1
( )
n
// 0 //
)
.
For an oriented link diagram D, we define a complex C(D)n by exchanging every single crossing into the above
complexes of matrix factorizations and taking a tensor product of the complexes for all single crossings. The
complex C(D)n is a complex of two-periodic complexes of Q-vector spaces since the matrix factorization for a
closed planar diagram is a two-periodic complex of Q-vector spaces.
For the Hopf link in Figure 5, we obtain the complex
0 1 2
// 0 // C(Γ00)n
0
@ χ−⊠Id
Id⊠χ−
1
A
//
C(Γ10)n
⊕
C(Γ01)n
(Id⊠χ−,−χ−⊠Id)// C(Γ11)n // 0 //
.
M. Khovanov and L. Rozansky introduced such a Z⊕Z⊕Z2-graded complex C(D) for an oriented link diagram
D, where these gradings consist of the complex grading, the Z-grading induced by a Z-graded factorization,
and the two-periodic grading of a factorization. Then, they proved that the Z⊕Z⊕Z2-graded homology of the
complex C(D) is a link invariant. That is, they showed that if link diagrams D and D′ transform to each other
under the Reidemeister moves, then these Z⊕Z⊕Z2-graded homologies are isomorphic. This homology for D
is called the Khovanov-Rozansky homology.
1.2. Result of the present paper I: Matrix factorizations and colored planar diagrams. Khovanov
and Rozansky gave the homological link invariant whose Euler characteristic is the HOMFLY-PT polynomial by
using a matrix factorization. However, there still exist a lot of quantum link invariants which are not yet categori-
fied. Let ∧Vn be the set of the fundamental representations of Uq(sln), that is, ∧Vn = {Vn,∧
2Vn, ...,∧
n−1Vn}.
This paper concerns the quantum (sln, ∧Vn) link invariant which has not previously been categorified. In the
paper [14], H. Murakami, T. Ohtsuki and S. Yamada gave the state model of the quantum (sln, ∧Vn) link
invariant by using planar diagrams with colorings from 1 to n, see Appendix B. A coloring m (1 ≤ m ≤ n) on
an edge represents assigning ∧mVn to the edge. ∧
nVn is the trivial representation of Uq(sln). This state model
is often called the MOY bracket. This is a generalization of the state model of the HOMFLY-PT polynomial.
If we consider a single crossing with coloring 1 and a planar diagram with colorings 1 and 2 only, the MOY
bracket is equal to the state model of the HOMFLY-PT polynomial; see Figures 3 and 4. An edge with coloring
1 corresponds to a single edge in the state model of the HOMFLY-PT polynomial and an edge with coloring 2
corresponds to a double edge.
It is a natural problem to construct a homological link invariant whose Euler characteristic is the quantum
(sln, ∧Vn) link invariant generalizing the Khovanov-Rozansky homology. The purpose of this study is to con-
struct such a homological link invariant by using matrix factorizations. Unfortunately, we do not define the
homological link invariant whose Euler characteristic is the quantum (sln, ∧Vn) link invariant in the present
paper. However, we define a new polynomial link invariant which is the same with Poincare´ polynomial of the
homological link invariant, see Section 1.3, Section 5 and Section 6.
The calculation of the MOY bracket is similar to the calculation of the state model of the HOMFLY-PT
polynomial. For a colored oriented link diagram D, the quantum (sln, ∧Vn) link invariant of D is obtained by
transforming each [i, j]-colored single crossing, called [i, j]-crossing for short, into a linear combination of colored
planar diagrams in Figure 8, and evaluating these closed colored planar diagrams as a Laurent polynomial by
using relations in Figure 9 and then summing these Laurent polynomials. See Appendix B.
An [i, j]-crossing is expanded into complicated planar diagrams as shown in Figure 8. However, these colored
planar diagrams locally consist of the colored oriented lines and the colored oriented trivalent diagrams ΓL, ΓΛ
and ΓV shown in Figure 10, which we call essential. We consider a colored closed planar diagram Γ obtained
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〈
i j
〉
n
=
j∑
k=0
(−1)−k+j−iqk+in−i
2+(i−j)2+2(i−j)
〈 ji
j i
i−j+k
i+k
k
j−k
〉
n
for i ≥ j
〈
i j
〉
n
=
i∑
k=0
(−1)k+j−iq−k−jn+j
2−(j−i)2−2(j−i)
〈
j i
ji
k
j+k
−i+j+k
i−k
〉
n
for i ≤ j
Figure 8. Reduction for [i, j]-crossing of MOY bracket
i=
[n
i
]
q
i3
i3
i1 i2 =
[
i3
i1
]
q
i3
i1
i1
i3 i2 =
[
n− i1
i2
]
q
i1
i4
i5
i3i1 i2
=
i4
i6
i3i1 i2 i4
i5
i3i1 i2
=
i4
i6
i3i1 i2
i11
i11
i2
i2
i1−i2i2+1 =
[
i1 − 1
i2
]
q
i11 +
[
i1 − 1
i2 − 1
]
q
i11
i11
i1+1
j1
j1
j+1
j+1
1j = j1 + [n− j − 1]q
j1
j1
j−1
Figure 9. Relations of colored planar diagrams
by expanding a colored oriented link diagram D with the reductions in Figure 8. Therefore, we find that the
diagram Γ also consists of some essential planar diagrams.
m
ΓL
m3
m2m1
ΓΛ
m3
m1 m2
ΓV
(1 ≤ m ≤ n, 1 ≤ m1,m2 ≤ n− 1,m3 = m1 +m2 ≤ n)
Figure 10. Essential planar diagrams
A matrix factorization for a colored closed planar diagram Γ is defined by gluing factorizations for essen-
tial diagrams. First, we define matrix factorizations for essential planar diagrams. The polynomial Fm is the
expression of the power sum
∑m
k=1 t
n+1
k , where n is derived from sln, in the elementary symmetric functions
xl =
∑
1≤k1<...<kl≤m
tk1 . . . tkl (1 ≤ l ≤ m):
Fm(x1, x2, . . . , xm) = t
n+1
1 + t
n+1
2 + . . .+ t
n+1
m .
We assign different formal indexes to ends of the colored planar diagram. We consider an i-assigned end
of an m-colored edge with the orientation from the inside diagram to the outside end. On the end we place
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the function Fm(x1,i, ..., xm,i) with i-assigned variables xj,i (j = 1, ...,m). We consider an i-assigned end of an
m-colored edge with the opposite orientation. On the end we place the function −Fm(x1,i, ..., xm,i). We denote
the sequence (xi,1, ..., xi,m) by X
(m)
(i) and the function Fm(xi,1, ..., xi,m) by Fm(X
(m)
(i) ) for short. The potential
for a colored planar diagram is the sum of assigned polynomials of all ends.
For instance, to an essential planar diagram we assign polynomials as shown in Figure 11. Therefore, poten-
tials for the essential planar diagrams ΓL, ΓΛ and ΓV are Fm(X
(m)
(1) )−Fm(X
(m)
(2) ), −Fm1(X
(m1)
(1) )−Fm2(X
(m2)
(2) )+
Fm3(X
(m3)
(3) ) and Fm1(X
(m1)
(1) ) + Fm2(X
(m2)
(2) )− Fm3(X
(m3)
(3) ), respectively.
m
❥1
❥2
m3
m2m1
❥1 ❥2
❥3
m3
m1 m2
❥1 ❥2
❥3
=⇒ m
Fm(X
(m)
(1) )
−Fm(X
(m)
(2) )
m3
m2m1
Fm3(X
(m3)
(3) )
−Fm2(X
(m2)
(2) )−Fm1(X
(m1)
(1) )
m3
m1 m2
−Fm3(X
(m3)
(3) )
Fm1(X
(m1)
(1) ) Fm2(X
(m2)
(2) )
Figure 11. Assigned polynomials for essential planar diagrams
For diagrams ΓL, ΓΛ and ΓV , we define matrix factorizations C(ΓL)n, C(ΓΛ)n and C(ΓV )n with potentials
of the essential diagrams in Section 4.2. For a general colored planar diagrams Γ, we consider a decomposition
of Γ in essential planar diagrams. A matrix factorization for the diagram Γ is defined by the tensor product
of factorizations for the essential diagrams of the decomposition. In the homotopy category of factorizations
HMFgr, we find that there exist isomorphisms corresponding to relations of colored planar diagrams in Figure
9; see Section 4.3 and 4.4.
For the diagram ΓLk in Figure 12, we can define a matrix factorization C(Γ
L
k ) using factorizations for essential
diagrams. We decompose ΓLk into essential planar diagrams using markings, assign different indexes to the
markings and end points; see middle in Figure 13, and then place the polynomial ±Fm(X
(m)
(i) ) on the marking
and end points; see the right-hand side of Figure 13. The factorization C(ΓLk ) is defined to be the tensor product
of factorizations for all essential diagrams in the decomposition of ΓLk . For the diagram Γ
R
k , the factorization
C(ΓRk ) can be also defined by decomposing Γ
R
k into essential diagrams and taking the tensor product of factor-
izations for all essential diagrams in the decomposition.
ΓRk :
ji
j i
i−j+k
i+k
k
j−k ΓLk :
j i
ji
k
j+k
−i+j+k
i−k
,
Figure 12. Resolved planar diagrams for [i, j]-crossing
j i
ji
k
j+k
−i+j+k
i−k
=⇒
j i
ji
❥3 ❥4
❥2❥1
k
j+k
−i+j+k
i−k
❥5
❥6
❥7
❥8 =⇒
j i
ji
Fj Fi
FjFi
Fk−Fk
−Fj+k
Fj+k
−Fj−i+k
Fj−i+k Fi−k
−Fi−k
Figure 13. Decomposition of ΓLk and assignment of polynomial
1.3. Result of the present paper II: Complex of matrix factorizations and [i, j]-crossing. First, we
consider a complex of factorizations for an oriented link diagram with only [1, k]-crossings and [k, 1]-crossings,
8 YASUYOSHI YONEZAWA
In the case of a [k, 1]-crossing, the state model of the quantum (sln,∧Vn) link invariant takes the following forms
〈
k 1
〉
n
= (−1)1−kqkn−1
〈
k1
1k k−1
〉
n
+ (−1)−kqkn
〈
1k
k1
k+1
〉
n
,〈
k 1
〉
n
= (−1)k−1q−kn+1
〈
k1
1k k−1
〉
n
+ (−1)kq−kn
〈
1k
k1
k+1
〉
n
.
Γ
[k,1]
1 :
k1
1k
k−1
Γ
[k,1]
2 :
1k
k1
k+1
Figure 14. Colored planar diagrams in reduction of [k, 1]-crossing
For [1, k]-crossings
1 k
and
1 k
, these brackets have a similar form, see Appendix B. In Section 5,
we define Z-grading-preserving morphisms between the factorizations C(Γ[k,1]1 )n and C(Γ
[k,1]
2 )n for diagrams in
Figure 14:
χ
[k,1]
+ : C
(
1k
k1
k+1
)
n
−→ C
(
k1
1k k−1
)
n
,
χ
[k,1]
− : C
(
k1
1k k−1
)
n
−→ C
(
1k
k1
k+1
)
n
.
Using these morphisms, a complex for a single [k, 1]-crossing is defined as an object of Kb(HMFgr),
C
(
k 1
)
n
= . . . // 0 // C−k
(
1k
k1
k+1
)
n
χ
[k,1]
+ // C1−k
(
k1
1k k−1
)
n
// 0 // . . . ,(1)
C
(
k 1
)
n
= . . . // 0 // Ck−1
(
k1
1k k−1
)
n
χ
[k,1]
− // Ck
(
1k
k1
k+1
)
n
// 0 // . . . .(2)
We remark that this construction is a generalization of a complex for a [1, 2]-crossing given by Rozansky [16].
To an oriented link diagram D with [1, k]-crossings and [k, 1]-crossings, we define a complex of matrix fac-
torizations to be decomposing D into single [1, k]-crossings and [k, 1]-crossings and taking the tensor product
of complexes for all single [1, k]-crossings and [k, 1]-crossings in the decomposition. The obtained complex is
a complex of matrix factorizations with potential zero. Then, the complex for the diagram D gives rise to a
Z⊕ Z⊕ Z2-graded homology.
If two oriented link diagrams with [1, k]-crossings and [k, 1]-crossings transform to each other under col-
ored Reidemeister moves which are composed of [1, k]-crossings and [k, 1]-crossings only, then the associated
Z ⊕ Z ⊕ Z2-graded homologies are isomorphic. More precisely, for tangle diagrams with [1, k]-crossings and
[k, 1]-crossings transforming to each other under colored Reidemeister moves composed of [1, k]-crossings and
[k, 1]-crossings, those complexes of matrix factorizations are isomorphic in Kb(HMFgr).
Theorem 1.2 (Theorem 5.6 in Section 5.3 (In the case k = 1, Khovanov-Rozansky[8])). We consider tangle
diagrams with [1, k]-crossings and [k, 1]-crossings transforming to each other under colored Reidemeister moves
composed of [1, k]-crossings and [k, 1]-crossings. Complexes of factorizations for these tangle diagrams are
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isomorphic in Kb(HMFgr):
C

 1


n
≃ C

 1


n
≃ C

 1


n
,
C

1 k


n
≃ C

1 k


n
≃ C

1 k


n
, C

k 1


n
≃ C

k 1


n
≃ C

k 1


n
,
C

1 k


n
≃ C

1 k


n
≃ C

1 k


n
, C

1 k


n
≃ C

1 k


n
≃ C

1 k


n
,
C


k 1 1


n
≃ C


k 1 1


n
, C


1 k 1


n
≃ C


1 k 1


n
, C


1 1 k


n
≃ C


1 1 k


n
.
For a colored oriented link diagram D with [1, k]-crossings and [k, 1]-crossings, we can explicitly calculate the
complex C (D)n and the Z ⊕ Z ⊕ Z2-graded link homology H
i,j,k(D). We evaluate the Poincare´ polynomial of
the homology Hi,j,k(DHopf ) for an oriented Hopf link diagram DHopf with a [1, k]-crossing and a [k, 1]-crossing
in Section 5.6.
In the case of general [i, j]-crossings, it is difficult both to define boundary maps of a complex of matrix
factorization for the [i, j]-crossing explicitly and to show that there are isomorphisms between complexes for the
colored tangle diagrams that transform to each other under colored Reidemeister moves in Kb(HMFgr). Instead
of this construction of the homological link invariant, we introduce an approximate [i, j]-crossing and define a
complex for the approximate crossing in Figure 15. The wide edge of the approximate [i, j]-crossing represents
a bundle of one-colored edges, see Figure 16. We arrange an [i, j]-crossing in the orientation from bottom to up
and change a colored edge from the left-bottom to the right-top into a wide edge at an over crossing or an under
crossing. Therefore, we can define a complex for the approximate crossing using the definition of the complex
for an [i, 1]-crossing since every crossing of the approximate crossing is an [i, 1]-crossing.
We consider the homology of this complex. The homology is not a link invariant. However, we can obtain
a link invariant as a normalized Poincare´ polynomial of the homology. The polynomial link invariant is a
polynomial in Q[ t±1, q±1, s]/〈s2 − 1〉 and the quantum (sln,∧Vn) link invariant by specializing t to −1 and s
to 1.
i j
///o/o/o
i j i j
///o/o/o
i j
Figure 15. Approximate diagram of [i, j]-crossing
k
←→
1111 1
k
k
←→
1111 1
k
Figure 16. Wide edge and bundle of one-colored edges
We consider approximate tangle diagrams transforming to each other under the Reidemeister moves composed
of the approximate crossings. We find the following isomorphisms in Kb(HMFgr) as follows:
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Theorem 1.3 (Theorem 6.6 in Section 6.2). For approximate tangle diagrams transforming to each other
under the Reidemeister moves composed of the approximate crossings, complexes of matrix factorizations for
these approximate tangle diagrams are isomorphic in Kb(HMFgr):
C

 i


n
≃ C

 i


n
≃ C

 i


n
, C

i j


n
≃ C

i j


n
≃ C

i j


n
,
C

i j


n
≃ C

i j


n
, C

i j


n
≃ C

i j


n
, C


i j k


n
≃ C


i j k


n
.
We have not got produced isomorphisms between complexes for colored tangle diagrams transforming to each
other under colored Reidemeister moves, but we hope to return to this question in a future paper. However, for
a colored oriented link diagram D, we consider a Z⊕ Z⊕ Z2-graded homology Hi,j,k(D) through the complex
for the approximate diagram of D. Then, we define a polynomial P (D) to be the Poincare´ polynomial of the
homology Hi,j,k(D)
P (D) :=
∑
i,j,k
tiqjskdimQH
i,j,k(D) ∈ Q[t±1, q±1, s]/〈s2 − 1〉.
A polynomial link invariant can be obtained by normalizing the Poincare´ polynomial P (D) as follows. For a
colored oriented link diagram D, we define a function Crk (k = 1, ..., n− 1) to be
Crk(D) := the number of [∗, k]-crossing of D.
We then define the normalized Poincare´ polynomial P (D) to be
P (D) := P (D)
n−1∏
k=1
1
([k]q!)
Crk(D)
.
By the construction and Theorem 1.3, we find that P (D) is a link invariant.
Theorem 1.4 (Corollary 6.8 in Section 6.2). Two colored oriented link diagrams D and D′ that transform to
each other under colored Reidemeister moves have the same normalized Poincare´ polynomial,
P (D) = P (D′).
That is, we have the following equations for evaluations of colored oriented link diagrams:
P

 i

 = P

 i

 = P

 i

 , P

i j

 = P

i j

 = P

i j

 ,
P

i j

 = P

i j

 , P

i j

 = P

i j

 , P


i j k

 = P


i j k

 .
The outsides of colored tangle diagrams in each equation have the same picture.
The polynomial P (D) is a refined link invariant of the quantum (sln,∧Vn) link invariant since P (D) is the
quantum (sln,∧Vn) link invariant by specializing t to −1 and s to 1.
1.4. Organization of paper. The present paper consists of seven sections and two appendixes. In Section
2, we recall definition of a matrix factorization, basic properties and theorems in a category of factorizations
MFgr and its homotopy category HMFgr . For propositions given by the author, proofs are described and, for
other important propositions, reference are given. Then, we define the complex category Kom(HMFgr) and its
homotopy category Kb(HMFgr) in Section 2.11 and 2.12. The homology for a colored oriented link diagram
is evaluated as an object of Kb(HMFgr). In Section 3, symmetric functions and its generating function are
introduced. The symmetric functions are used for defining a matrix factorization for a colored planar diagram.
Section 4, 5 and 6 are the main part of this paper and include the author’s original results. In Section 4, we
define factorizations for essential planar diagrams using the symmetric functions. Then, we show that there exist
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isomorphisms in HMFgr corresponding to most MOY relations. In Section 5, we define complexes of factoriza-
tions for [1, k]-crossing and [k, 1]-crossing in Ob(Kb(HMFgr)) and, for tangle diagrams with [k, 1]-crossings and
[k, 1]-crossings transforming to each other under colored Reidemeister moves composed of [k, 1]-crossings and
[k, 1]-crossings, we show isomorphisms in Kb(HMFgr) between matrix factorizations of these tangle diagrams.
For the Hopf link with [1, k]-crossing and [k, 1]-crossing, the Poincare´ polynomial of the homological invariant
is shown in Section 5.6. In Section 6, we introduce a wide edge and an approximate [i, j]-crossing with the wide
edges. Then, we define a matrix factorization for the approximate [i, j]-crossing with the wide edges using a
complex for [1, k]-crossing and show isomorphisms between complexes for approximate tangle diagrams trans-
forming to each other under Reidemeister moves of approximate crossings. For a colored oriented link diagram
D, we construct a polynomial link invariant P (D) as a normalized Poincare´ polynomial of the homology of a
complex for an approximate link diagram associated to the diagram D. In Section 7, we give proofs of some
properties and theorems which are skipped in order to understand this study. In Appendix A, we remark that
a generalization of this study to virtual link theory introduced by Kauffman. In Appendix B, we recall the
quantum (sln,∧Vn) link invariant by a normalizing MOY bracket
1 given by H. Murakami, T. Ohtsuki and S.
Yamada. Then, we show that the normalized MOY bracket satisfies invariance under colored Reidemeister move
I.
Acknowledgement. The author is heartfelt thanks to Osamu Iyama, Hiroyuki Ochiai and Akihiro Tsuchiya
for their appropriate advice and helpful comment of this study and deeply grateful thanks to Lev Rozansky for
showing him how to construct a complex for [1, 2]-crossing by using matrix factorizations explicitly. He want to
thank Lars Hesselholt for correcting the wording of Section 1 of the second version. The author is also thanks to
K. Aragane, T. Araya, H. Awata, T. Ikeda, H. Kanno, T. Kawamura, K. Iijima, H. Miyachi, H. Murakami, Y.
Nohara, N. Sato, R. Takahashi, K. Wada, H. Wu, K. Yoshida and Y. Yoshino for their helpful and interesting
comment. This work is partly supported by the Grant-in-Aid for JSPS Fellows (20-2330) from Japan Society
for the Promotion of Science.
2. Z-graded matrix factorization
In this section, we recall definitions, properties and theorems given by [8][9][10][15][18][19][20]. Many essential
facts are given by Mikhail Khovanov and Lev Rozansky[8].
2.1. Z-graded module. Let R = Q[x1, ..., xr ] be a polynomial ring such that the degree deg(xi) ∈ Z is a
positive integer given for each i = 1, ..., r. Then, R has a Z-grading decomposition ⊕iRi such that RiRj ⊂ Ri+j
and R0 = Q. A maximal ideal generated by homogeneous polynomials is unique, denoted the maximal ideal by
m. We consider a free Z-graded R-module M with a Z-grading decomposition ⊕iM i such that RjM i ⊂ M i+j
for any i ∈ Z. Remark we allow a Z-graded R-module to be infinite-rank.
A Z-grading shift {m} (m ∈ Z) is an operator up Z-grading m on an R-module. That is, for a Z-graded
R-module M with a Z-grading decomposition
⊕
iM
i, we have an equality as a Q-vector space
(M{m})
i
=M i−m.
For a Laurent polynomial f(q) =
∑
aiq
i ∈ N≥0[q, q−1], we define M{f(q)}q to be
M{f(q)}q :=
⊕
i
(M{i})
⊕ai .
ForR-modulesM andN , the set of Z-grading preserving morphisms fromM toN is denoted by HomR(M,N).
When N =M we denote it by EndR(M). We find that a Z-grading preserving morphism of HomR(M{m}, N)
is an R-module morphism with Z-grading m from M to N . We often regard HomR(M{m}, N) as the set of
R-module morphisms with Z-grading m from M to N . We consider the set of all of R-module morphisms from
M to N denoted by HOMR(M,N), that is
HOMR(M,N) :=
⊕
m∈Z
HomR(M{m}, N).
1MOY bracket is a regular link invariant. That is, it satisfies invariance under colored Reidemeister moves II and III only.
However, we can generally obtain the link invariant by normalizing the regular invariant.
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When N =M it is denoted by ENDR(M). These sets HOMR(M,N) and ENDR(M) naturally have a Z-graded
R-module structure by
rk : HomR(M{m}, N)
∈
// HomR(M{m+ k}, N)
∈
fm
 // rk fm,
where rk ∈ R has a Z-grading k.
Proposition 2.1. If M and N are free R-modules of finite rank, then HOMR(M,N) is a free R-module of
finite rank.
For a Z-graded R-module M , we define M∗ to be HOMR(M,R),
M∗ := HOMR(M,R).
The R-module M∗ is called dual of M .
Corollary 2.2. If M is a free R-module of finite rank, M∗ is a free R-module of finite rank.
Proposition 2.3. If M is a free R-module of finite rank, M∗∗ ≃M .
Proposition 2.4. If M is a free R-module of finite rank, we have a Z-graded R-module isomorphism
HOMR(M,N) ≃ N ⊗RM
∗.
2.2. Potential and Jacobian ring. For a homogeneous Z-graded polynomial ω ∈ R, we define a quotient
ring Rω to be R /Iω , where Iω is the ideal generated by partial derivatives
∂ω
∂xk
(1 ≤ k ≤ r). The quotient ring
Rω is called Jacobian ring of ω. A homogeneous element ω ∈ m is a potential of R if the Jacobian ring Rω
is finitely dimensional as a Q vector space. That is, the partial derivatives ∂ω∂xk (1 ≤ k ≤ r) form a regular
sequence in R.
2.3. Z-graded matrix factorization. For a polynomial ω with an even homogeneous Z-grading, we consider
the polynomial ring R generated by variables included in ω. Assume that a given polynomial ω is a potential
of R. We allow ω to be zero and, in such a case, we consider Q as a polynomial ring. In this setting, we define
a Z-graded matrix factorization as follows [20].
We suppose a 4-tuple M = (M0,M1, dM0 , dM1) is a two-periodic chain
M0
dM0 // M1
dM1 // M0 ,
where M0 and M1 are Z-graded free R-modules permitted to be infinite-rank and dM0 : M0 → M1 and
dM1 :M1 →M0 are homogeneous Z-graded morphisms of R-modules. When we fix R-module bases of M0 and
M1, dM0 and dM1 can be represented as a matrix form. The matrix forms of dM0 and dM1 are denoted by the
capital letter DM0 and DM1 .
We say that a 4-tuple M is a matrix factorization with a potential ω ∈ m (factorization for short ), if
the composition of dM0 and dM1 satisfies that dM1dM0 = ω IdM0 , dM0dM1 = ω IdM1 and dM1 , dM2 have the
Z-grading 12degω.
Definition 2.5. We define a category MFgr,allR,ω of Z-graded matrix factorizations as follows.
• An object in MFgr,allR,ω is a matrix factorization M = (M0,M1, dM0 , dM1) with the potential ω, where M0,
M1 are R-modules and dM0 , dM1 are R-module morphisms with the Z-grading
1
2degω.
• A morphism in MFgr,allR,ω from M = (M0,M1, dM0 , dM1) to N = (N0, N1, dN0 , dN1) is a pair f = (f0, f1)
of Z-grading preserving morphisms of R-modules f0 :M0 → N0 and f1 :M1 → N1 to give a commutative
diagram, that is, the morphism f = (f0, f1) satisfies dN0f0 = f1dM0 and dN1f1 = f0dM1 ,
M0
dM0 //
f0

M1
dM1 //
f1

M0
f0

N0
dN0 // N1
dN1 // N0.
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For any matrix factorizations M and N , we denote the set of Z-grading preserving morphisms from M
to N by HomMF(M,N). When N =M we denote it by EndMF(M).
• The composition fg of morphisms f = (f0, f1) and g = (g0, g1) is defined by (f0g0, f1g1).
A matrix factorization (M0,M1, d0, d1) ∈MF
gr,all
R,ω is finite if M0 and M1 are free R-modules of finite rank.
Let MFgr,finR,ω be the full subcategory in MF
gr,all
R,ω whose object is a finite factorizations.
A morphism f = (f1, f2) : M → N in MF
gr,all
R,ω is null-homotopic if morphisms h0 : M0 → N1 and
h1 :M1 → N0 exist such that f0 = h1dM0 + dN1h0 and f1 = h0dM1 + dN0h1,
M0
dM0 //
f0

M1
dM1 //
f1

h1
}}
M0
f0

h0
}}
N0
dN0
// N1
dN1
// N0.
Two morphisms f, g :M → N in MFgr,allR,ω are homotopic : if f − g is null-homotopic. We often denote f
mf
∼ g
for short if f and g are homotopic. Two matrix factorizationsM and N in MFgr,allR,ω are homotopy equivalent
if there exist morphisms f :M → N and g : N →M such that fg
mf
∼ IdN and gf
mf
∼ IdM .
Definition 2.6. We define the homotopy category HMFgr,allR,ω of MF
gr,all
R,ω as follows;
• HMFgr,allR,ω has the same objects of MF
gr,all
R,ω
• A morphism in HMFgr,allR,ω is a morphism inMF
gr,all
R,ω modulo null-homotopic. Denote the set of Z-grading
preserving morphisms from M to N in HMFgr,allR,ω by HomHMF(M,N), that is,
HomHMF(M,N) = HomMF(M,N) /{null− homotopic} .
When N =M we denote it by EndHMF(M).
• The composition of morphisms is defined by the same way to MFgr,allR,ω
It is obvious that homotopy equivalent is isomorphic in HMFgr,allR,ω . Let HMF
gr,fin
R,ω be the full subcategory in
HMFgr,allR,ω whose object is a finite factorizations in HMF
gr,all
R,ω .
A matrix factorization is contractible (or called trivial in [20]) if it is isomorphic in the homotopy category
to the zero matrix factorization (
0 //0 //0
)
.
Especially, (R,R{ 12degω}, 1, ω) and (R,R{−
1
2degω}, ω, 1) are contractible. In general, a contractible matrix
factorization is a direct sum of the factorizations (R,R{ 12degω}, 1, ω) and (R,R{−
1
2degω}, ω, 1). A matrix
factorization is essential (or called reduced in [20]) if it does not include any contractible matrix factorizations.
For a matrix factorization M , we denote its essential summand by Mes and its contractible summand by Mc.
We define a Z-grading shift {m} (m ∈ Z) on M = (M0,M1, dM0 , dM1) to be
M{m} = (M0{m},M1{m}, dM0 , dM1).
For a Laurent polynomial f(q) =
∑
aiq
i ∈ N≥0[q, q−1], we define M{f(q)}q to be
M{f(q)}q =
⊕
i
(
M{i}
)⊕ai
.
The translation functor 〈1〉 changes a matrix factorization M = (M0,M1, dM0 , dM1) ∈ Ob(MF
gr,all
R,ω ) into
M 〈1〉 = (M1,M0,−dM1 ,−dM0) ∈ Ob(MF
gr,all
R,ω ).
The functor 〈2〉 (= 〈1〉2) is the identity functor. In general, we denote 〈1〉k by 〈k〉.
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2.4. Cohomology of matrix factorization. Let m be a unique maximal ideal generated by homogeneous Z-
graded polynomials ofR. For a matrix factorizationM = (M0,M1, d0, d1) ∈ Ob(MF
gr,all
R,ω ) (resp. Ob(HMF
gr,all
R,ω )),
we define a quotient M
/
mM to be a two-periodic complex of vector spaces over R /m ≃ Q,
M0 /mM0
d0 // M1 /mM1
d1 // M0 /mM0 .
The compositions of d0 and d1 satisfy that d1d0 = 0 and d0d1 = 0 since ω ∈ m. We denote the cohomology of the
quotient complexM
/
mM by H(M) and call it the cohomology of matrix factorization. The cohomology of
M is a Z⊕Z2-graded Q-vector space, denoted by H(M) = H0(M)⊕H1(M). A morphism f = (f0, f1) :M → N
naturally induces a morphism from the cohomology H(M) to H(N ), denoted by H(f) or (H(f0),H(f1)).
Proposition 2.7. A null-homotopic morphism f = (f0, f1) : M → N induces the morphism 0 from the
cohomology H(M) to H(N).
Proposition 2.8. The cohomology of a contractible matrix factorization is the zero.
Definition 2.9.
(1) We define a Z-graded dimension of a Z-graded Q-vector space V to be
gdim(V ) :=
∑
i∈Z
qidimQV
i,
where V i is the i-graded subspace of V .
(2) We define a Z2 ⊕ Z-graded dimension of a matrix factorization M to be
gdim
(
M
)
:= gdimH0(M) + s gdimH1(M),
where the variable s satisfies s2 = 1.
Proposition 2.10 (Proposition 7 [8]). The following conditions on M = (M0,M1, d0, d1) ∈ MF
gr,all
R,ω are
equivalent.
(1) M is isomorphic in MFgr,allR,ω to a direct sum of (R{m1}, R{m1 +
1
2degω}, 1, ω) and (R{m2}, R{m2 −
1
2degω}, ω, 1), where m1,m2 ∈ Z.
(2) M is isomorphic in HMFgr,allR,ω to the zero factorization ( 0
// 0 // 0 ).
(3) H(M ) = 0.
Proposition 2.11 (Proposition 8 [8]). The following conditions of a morphism (f0, f1) : M // N are
equivalent.
(1) (f0, f1) is an isomorphism in HMF
gr,all
R,ω .
(2) (f0, f1) induces an isomorphism (H(f0),H(f1)) between the cohomologies H(M) and H(N).
Corollary 2.12 (Corollary 3[8]). For a matrix factorization M ∈ Ob(MFgr,allR,ω ), a decomposition of M into
into an essential factorization and a contractible factorization M es ⊕M c is unique up to isomorphism.
Corollary 2.13 (Corollary 4[8]). A matrix factorization M ∈ Ob(MFgr,allR,ω ) with finite-dimensional cohomology
is a direct sum of an essential finite factorization and a contractible factorization.
Let MFgrR,ω be the full subcategory in MF
gr,all
R,ω whose objects are matrix factorizations with finite-dimensional
cohomology. Let HMFgrR,ω be the full subcategory of HMF
gr,all
R,ω whose object is a matrix factorizations with
finite-dimensional cohomology. Since a contractible matrix factorization is homotopic to the zero factorization
in the homotopy category, Corollary 2.13 implies the following corollary.
Corollary 2.14 (Corollary 5[8]). The homotopy categories HMFgr,finR,ω and HMF
gr
R,ω are categorical equivalent.
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2.5. Morphism of matrix factorization. Let M and N be matrix factorizations with ω ∈ R. The set of
Z-grading preserving morphisms from M to N in MFgr,−R,ω (− is filled with ”all”, ”fin” or the empty) is denoted
by HomMF(M,N) and the set of Z-grading preserving morphisms in HMF
gr,−
R,ω is denoted by HomHMF(M,N).
The set of all morphisms between the factorizations in MFgr,−R,ω is denoted by
HOMMF(M,N) :=
⊕
m∈Z
HomMF(M{m}, N)
and the set of all morphisms in HMFgr,−R,ω is denoted by
HOMHMF(M,N) :=
⊕
m∈Z
HomHMF(M{m}, N).
When N =M we denote these sets by EndMF(M), EndHMF(M), ENDMF(M) and ENDHMF(M).
By definition, we have the following properties.
Proposition 2.15.
HOMMF(M{k}, N) = HOMMF(M,N){−k}, HOMHMF(M{k}, N) = HOMHMF(M,N){−k},
HOMMF(M,N{k}) = HOMMF(M,N){k}, HOMHMF(M,N{k}) = HOMHMF(M,N){k}.
The set HOMMF(M,N) (resp. ENDMF(M)) has an R-module structure. The action of R is defined by
r(f0, f1) := (rf0, rf1) (r ∈ R). We immediately find the following properties by propositions of R-modules in
Section 2.1.
Proposition 2.16. If M and N are finite factorizations, HOMMF(M,N) is a free R-module of finite rank.
Proposition 2.17 (Proposition 5 [8]). For matrix factorizations M and N in HMFgr,allR,ω , the action of R on
HOMHMF(M,N) factors through the action of the Jacobi ring Rω.
Since the action ∂xiω (i = 1, ..., r) is null-homotopic, we have the following proposition.
Proposition 2.18 (Proposition 5 [8]). The set HOMHMF(M,N) (resp. ENDHMF(M) ) has an Rω-module
structure.
2.6. Duality of matrix factorization. For a matrix factorization M = (M0,M1, d0, d1) ∈ Ob(MF
gr,all
R,ω ), we
define a matrix factorization M
∗
∈ Ob(MFgr,allR,−ω) to be (M
∗
0 ,M
∗
1 ,−d
∗
1, d
∗
0),
M
∗
= ( M∗0
−d∗1 // M∗1
d∗0 // M∗0 ),
where d∗0f1 := f1d0 and d
∗
1f0 := f0d1 (f0 ∈ M
∗
0 , f1 ∈ M
∗
1 ). The factorization M
∗
is called dual of M . The
following propositions is obvious by Proposition 2.16 and Proposition 2.3.
Proposition 2.19. If M is finite, M
∗
is also finite.
Proposition 2.20. If M is finite, M
∗∗
≃M .
We find that the dual of factorization preserves contractible.
Proposition 2.21. If M is contractible, M
∗
is also contractible.
Thus, we have a proposition for a matrix factorization with finite-dimensional cohomology.
Proposition 2.22. If M is a factorization of HMFgrR,ω, M
∗∗
≃M .
The map from a factorization to the dual of the factorization can be viewed as a contravariant functor
between categories of factorizations by the above propositions,
?∗ : MFgr,−R,ω −→ MF
gr,−
R,−ω,
?∗ : HMFgr,−R,ω −→ HMF
gr,−
R,−ω,
where − is filled with ”all”, ”fin” or the empty. Especially, this functor is a categorical equivalence for MFgr,finR,ω ,
HMFgr,finR,ω and HMF
gr
R,ω.
These category MFgr,−R,ω and HMF
gr,−
R,ω are Krull-Schmidt categories, that is, any matrix factorization has the
unique decomposition property.
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2.7. Two-periodic complex of R-module morphisms and extension. For matrix factorizations M =
(M0,M1, dM0 , dM1) in Ob(MF
gr,all
R,ω ) and N = (N0, N1, dN0 , dN1) in Ob(MF
gr,all
R,ω′ ), we define a factorization
HOMR
(
M,N
)
of MFgr,allR,ω′−ω to be((
HOMR(M0, N0)
HOMR(M1, N1)
)
,
(
HOMR(M0, N1)
HOMR(M1, N0)
)
,
(
dN0 −d
∗
M0
−d∗M1 dN1
)
,
(
dN1 d
∗
M0
d∗M1 dN0
))
,
where dNi (i ∈ Z2) is defined by, for
∑
m fm (fm ∈ HomR(Mi{m}, Nj){m}),
dNi(
∑
m
fm) :=
∑
m
dNifm
and d∗Mi (i ∈ Z2) is defined by, for
∑
m gm (gm ∈ HomR(Mi−1{m}, Nj){m}),
d∗Mi(
∑
m
gm) :=
∑
m
gm dMi .
Proposition 2.23. : If M is a contractible matrix factorization, HOMR(N,M) and HOMR(M,N) are also
contractible for any factorization N .
Then, the HOMR( , ) is a bifunctor:
HOMR( , ) : MF
gr,all
R,ω ×MF
gr,all
R,ω′ → MF
gr,all
R,ω′−ω ,
HOMR( , ) : HMF
gr,all
R,ω ×HMF
gr,all
R,ω′ → HMF
gr,all
R,ω′−ω .
Remark 2.24. Denote the unit object by R = ( R // 0 // R ). For a matrix factorization M of MF
gr,all
R,ω ,
we have
HOMR(M,R) =M
∗
.
For matrix factorizations M and N with the same potential, the HOMR(M,N) is a two periodic complex.
Moreover, HOMR(M,N) is useful for calculus of dimQHOMMF(M,N) and dimQHOMHMF(M,N).
IfM and N are objects of MFgr,allR,ω , HOMR(M,N) is a two-periodic complex of Z-graded R-modules. There-
fore, we can take the bigraded cohomology of HOMR(M,N) denoted by EXTR(M,N) = EXT
0
R(M,N) ⊕
EXT1R(M,N), where
EXT0R(M,N) = H
0(HOMR(M,N) ),
EXT1R(M,N) = H
1(HOMR(M,N) ).
We have the following isomorphisms as a Z-graded Q-vector space.
HOMMF(M,N) ≃ Z
0(HOMR(M,N) ), HOMMF(M,N 〈1〉) ≃ Z
1(HOMR(M,N) ),
HOMHMF(M,N) ≃ EXT
0
R(M,N), HOMHMF(M,N 〈1〉) ≃ EXT
1
R(M,N),
where Zi(HOMR(M,N) ) (i = 0, 1) is the cycle of the two-periodic complex HOMR(M,N).
Definition 2.25. For M and N in MFgrR,ω, we define
d(q, s) := gdimEXTR(M,N).
We have
1
k!
(
d
dq
)k∣∣∣∣∣
q=0
d(q, s) = dimQHomHMF(M{k}, N) + s dimQHomHMF(M{k}〈1〉, N).
2.8. Tensor product of matrix factorization. X = {x1, . . . , xr} and Y = {y1, . . . , ys} are two sets of
variables. W = {w1, . . . , wt} is the common variables included in X and Y. We consider Z-graded rings
generated by X = {x1, . . . , xr}, Y = {y1, . . . , ys} and W = {w1, . . . , wt}, denoted by R = Q[X], R′ = Q[Y] and
S = Q[W]. We always take a tensor product of R and R′ over the ring S generated by the common variables
of R and R′,
R⊗
S
R′ = R⊗
Q
R′/{rs⊗
Q
r′ − r⊗
Q
sr′ | r ∈ R, r′ ∈ R′, s ∈ S}.
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Even if the common variables of R and R′ is non-empty, we simply denote R⊗
S
R′ by the description R ⊗ R′
without notice. For an R-module M and an R′-module N , we also take these tensor products over the ring S
generated by the set of the common variables of R and R′,
M ⊗N =M ⊗
Q
N/{ms⊗
Q
n−m⊗
Q
sn |m ∈M,n ∈ N, s ∈ S}.
ForM = (M0,M1, dM0 , dM1) in MF
gr,all
R,ω andN = (N0, N1, dN0 , dN1) in MF
gr,all
R′,ω′ , we define a tensor product
of matrix factorizations M ⊠N in MFgr,allR⊗R′,ω+ω′ by
M ⊠N :=
((
M0 ⊗N0
M1 ⊗N1
)
,
(
M1 ⊗N0
M0 ⊗N1
)
,
(
dM0 −dN1
dN0 dM1
)
,
(
dM1 dN1
−dN0 dM0
))
.
As a bifunctor, the tensor product can be viewed
⊠ : MFgr,allR,ω ×MF
gr,all
R′,ω′ −→ MF
gr,all
R⊗R′,ω+ω′ .
This tensor product ⊠ has commutativity, additivity and associativity. Moreover, there exists the unit object
for the tensor product.
Proposition 2.26. (Commutativity)For M in MFgr,allR,ω and N in MF
gr,all
R′,ω′ , there exists an isomorphism in
MFgr,allR⊗R′,ω+ω′
M ⊠N ≃ N ⊠M.
(Additivity)For M1, M2 in MF
gr,all
R,ω and N in MF
gr,all
R′,ω′ , there exists an isomorphism in MF
gr,all
R⊗R′,ω+ω′
(M1 ⊕M2)⊠N ≃M1 ⊠N ⊕M2 ⊠N.
(Associativity)For L in MFgr,allR,ω , M in MF
gr,all
R′,ω′ and N in MF
gr,all
R′′,ω′′ , there exists an isomorphism between the
factorizations in MFgr,allR⊗R′⊗R′′,ω+ω′+ω′′
(L ⊠M)⊠N ≃ L⊠ (M ⊠N).
Proof. See Lemma 2.1, 2.2, 2.7[21].

Remark 2.27. As from here, M1 ⊠M2 ⊠M3 ⊠ . . .⊠Mk is defined by (. . . ((M1 ⊠M2)⊠M3)⊠ . . .)⊠Mk:
M1 ⊠M2 ⊠M3 ⊠ . . .⊠Mk = (. . . ((M1 ⊠M2)⊠M3)⊠ . . .)⊠Mk.
Proposition 2.28. The matrix factorization ( R
0 // 0
0 // R ), denoted by R, is the unit object for the
tensor product to any factorization in MFgr,−R,ω , where − is filled with ”all”, ”fin” or the empty. In brief, for a
matrix factorization M ∈ Ob(MFgr,−R,ω ) we have
M ⊠R ≃M.
Proof. We have this isomorphism by direct calculation. 
We directly find the following isomorphism and identity.
Proposition 2.29. For M ∈ Ob(MFgr,−R,ω ) and N ∈ Ob(MF
gr,−
R′,ω′), there exists an isomorphism in MF
gr,−
R⊗R′,ω+ω′
(M ⊠N) 〈1〉 = (M 〈1〉)⊠N
≃ M ⊠ (N 〈1〉).
Proposition 2.30. For M ∈ Ob(MFgr,−R,ω ) and N ∈ Ob(MF
gr,−
R′,ω′), there exists an equality in MF
gr,−
R⊗R′,ω+ω′
(M ⊠N){m} = (M{m})⊠N
= M ⊠ (N{m})
By Proposition 2.4, we have the following proposition.
Proposition 2.31. If M is a finite factorization of MFgr,finR,ω and N is a factorization of MF
gr,all
R,ω , then there
exists an isomorphism as a two-periodic complex
HOMR(M,N) ≃ N ⊠M
∗
.
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Corollary 2.32. If M is a finite factorization of MFgrR,ω and N is a factorization of MF
gr
R,ω, then there exists
an isomorphism as a Z⊕ Z2-graded vector space over Q
EXTR(M,N) ≃ H(N ⊠M
∗
).
It is obvious by definition of a contractible matrix factorization that we have the following proposition.
Proposition 2.33. Let N be a contractible matrix factorization. For any matrix factorization M , the tensor
product N ⊠M is also contractible.
This proposition means that the tensor product of matrix factorizations can be also defined in the homotopy
category HMFgr,all.
Corollary 2.34. ⊠ : HMFgr,allR,ω ×HMF
gr,all
R′,ω′ → HMF
gr,all
R⊗R′,ω+ω′ is well-defined.
We consider the special case of the tensor product of two matrix factorizations. Let ω(x1, . . . , xi), ω
′(y1, . . . , yj)
and ω′′(z1, . . . , zk) be potentials of polynomial rings R = Q[x1, . . . , xi], R′ = Q[y1, . . . , yj] and R′′ = Q[z1, . . . , zk]
respectively. One of matrix factorizations is an object of MFgr,allR⊗R′,ω−ω′ denoted by M . The other is an object
of MFgr,allR′⊗R′′,ω′−ω′′ denoted by N . Their tensor product M ⊠N is an object of MF
gr,all
R⊗R′⊗R′′,ω−ω′′ by definition.
The matrix factorization M ⊠N is also an object of MFgr,allR⊗R′′,ω−ω′′ since the polynomial ω − ω
′′ is a potential
of R⊗R′. Then, we can regard the tensor product as a bifunctor to MFgr,allR⊗R′′,ω−ω′′ through MF
gr,all
R⊗R′⊗R′′,ω−ω′′
⊠ : MFgr,allR⊗R′,ω−ω′ ×MF
gr,all
R′⊗R′′,ω′−ω′′ → MF
gr,all
R⊗R′′,ω−ω′′ .
Moreover, a contractible factorization of MFgr,allR⊗R′⊗R′′,ω−ω′′ is also contractible in MF
gr,all
R′⊗R′′,ω−ω′′ . Therefore,
we have
⊠ : HMFgr,allR⊗R′,ω−ω′ ×HMF
gr,all
R′⊗R′′,ω′−ω′′ → HMF
gr,all
R⊗R′′,ω−ω′′ .
The tensor product does not preserve finiteness of a matrix factorization. However, we have the proposition
Proposition 2.35 (Proposition 13 [8]). If M is a factorization of MFgrR⊗R′,ω−ω′ and N is a factorization of
MFgrR′⊗R′′,ω′−ω′′ (that is, the cohomologies of these factorizations have finitely dimensional), then the tensor
product M ⊠N is also a factorization with finite-dimensional cohomology of MFgrR⊗R′′,ω−ω′′ .
Therefore, the tensor product preserves finite-dimensional cohomology of a matrix factorization by this
proposition. Thus, we can regard the tensor product as a bifunctor from categories of factorizations with
finite-dimensional cohomology to a category of factorization with finite-dimensional cohomology:
⊠ : MFgrR⊗R′,ω−ω′ ×MF
gr
R′⊗R′′,ω′−ω′′ → MF
gr
R⊗R′′,ω−ω′′ ,
⊠ : HMFgrR⊗R′,ω−ω′ ×HMF
gr
R′⊗R′′,ω′−ω′′ → HMF
gr
R⊗R′′,ω−ω′′ .
2.9. Koszul matrix factorization. Let R be a Z-graded polynomial ring over Q. For homogeneous Z-graded
polynomials a, b ∈ R and a Z-graded R-moduleM , we define a matrix factorizationK(a; b)M with the potential
ab by
K(a; b)M := (M,M{
1
2
( deg(b)− deg(a) )}, a, b)
=
(
M
a //M{ 12 ( deg(b)− deg(a) )}
b //M
)
,
where deg(a) and deg(b) are Z-gradings of the homogeneous Z-graded polynomials a, b ∈ R.
In general, for sequences a = t(a1, a2, . . . , ak), b =
t(b1, b2, . . . , bk) of homogeneous Z-graded polynomials in
R and an R-module M , a matrix factorization K (a;b)M with the potential
∑k
i=1 aibi is defined by
K (a;b)M =
k
⊠
i=1
K(ai; bi)R ⊠ (M, 0, 0, 0).
This matrix factorization is called aKoszul matrix factorization [8]. We easily find the following propositions
by a change of bases of R-modules.
Proposition 2.36. Let c be a non-zero element in Q. There is an isomorphism in MFgr,allR,ab
K(a; b)M ≃ K(ca; c
−1b)M .
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Proposition 2.37.
K(a; b)M 〈1〉 = K(−b;−a)M {
1
2
( deg(b)− deg(a) )}
≃ K(b; a)M {
1
2
( deg(b)− deg(a) )}
The dual of Koszul matrix factorization can be explicitly represented as follows.
Proposition 2.38. Let M be an R-module and let a and b be homogeneous Z-graded polynomials of R. We
have
(K(a; b)M )
∗ ≃ K(−b; a)M∗ .
When M = R we have
(K(a; b)R)
∗ ≃ K(−b; a)R.
Proposition 2.39 (Rasmussen, Section 3.3 in [15]). Let ai and bi be homogeneous Z-graded polynomials such
that deg(a1) + deg(b1) = deg(a2) + deg(b2) and let λi (i = 1, 2) be homogeneous Z-graded polynomials such that
deg(λ1) = deg(a2)− deg(a1) and deg(λ2) = −deg(b1) + deg(a2).
(1) There is an isomorphism in MFgr,allR,a1b1+a2b2
K
((
a1
a2
)
;
(
b1
b2
))
M
≃ K
((
a1
a2 + λ1a1
)
;
(
b1 − λ1b2
b2
))
M
.
(2) There is an isomorphism in MFgr,allR,a1b1+a2b2
K
((
a1
a2
)
;
(
b1
b2
))
M
≃ K
((
a1 + λ2b2
a2 − λ2b1
)
;
(
b1
b2
))
M
.
We immediately find properties for the bifunctor HOMR( , ) of Koszul matrix factorization by this propo-
sition.
Proposition 2.40. Let a, b and c be non-zero homogeneous Z-graded polynomials of R. We have isomorphisms
as a two-periodic complex.
(1)
HOMR(K(a; b)R,K(a; b)R) ≃ K
((
0
0
)
;
(
a
b
))
R
.
(2)
HOMR(K(a; bc)R,K(ab; c)R) ≃ K
((
0
0
)
;
(
a
c
))
R
.
(3)
HOMR(K(ab; c)R,K(a; bc)R{−deg (b)}) ≃ K
((
0
0
)
;
(
a
c
))
R
.
By this proposition, we find the following isomorphisms.
Corollary 2.41. We have isomorphisms as a Z-graded Q-vector space.
(1)
HOMMF(K(a; b)R,K(a; b)R) ≃ R, HOMMF(K(a; b)R,K(a; b)R〈1〉) ≃ 0,
HOMHMF(K(a; b)R,K(a; b)R) ≃ R /〈a, b〉 , HOMHMF(K(a; b)R,K(a; b)R〈1〉) ≃ 0.
(2)
HOMMF(K(a; bc)R,K(ab; c)R) ≃ R, HOMMF(K(a; bc)R,K(ab; c)R〈1〉) ≃ 0,
HOMHMF(K(a; bc)R,K(ab; c)R) ≃ R /〈a, c〉 , HOMHMF(K(a; bc)R,K(ab; c)R〈1〉) ≃ 0.
(3)
HOMMF(K(ab; c)R,K(a; bc)R{−deg (b)}) ≃ R, HOMMF(K(ab; c)R,K(a; bc)R{−deg (b)}〈1〉) ≃ 0,
HOMHMF(K(ab; c)R,K(a; bc)R{−deg (b)}) ≃ R /〈a, c〉 , HOMHMF(K(ab; c)R,K(a; bc)R{−deg (b)}〈1〉) ≃ 0.
We find a dimension of HomMF and HomHMF as a Q-vector space by this corollary and Proposition 2.25.
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Corollary 2.42. We find dimension of a Q-vector space of Z-grading preserving morphisms between factoriza-
tions.
(1)
dimQHomMF(K(a; b)R,K(a; b)R) = 1, dimQ HomHMF(K(a; b)R,K(a; b)R) = 1.
(2)
dimQHomMF(K(a; bc)R,K(ab; c)R) = 1, dimQ HomHMF(K(a; bc)R,K(ab; c)R) = 1.
(3)
dimQ HomMF(K(ab; c)R,K(a; bc)R{−deg (b)}) = 1, dimQ HomHMF(K(ab; c)R,K(a; bc)R{−deg (b)}) = 1.
Theorem 2.43 (Khovanov-Rozansky, Theorem 2.1 [10]). Let ai, bi and b
′
i (i = 1, . . . ,m) be homogeneous
Z-graded polynomials in R and let M be an R-module. If a1, . . . , am ∈ R form a regular sequence and
m∑
i=1
aibi =
m∑
i=1
aib
′
i (=: ω),
there exists an isomorphism in MFgr,allR,ω
K




a1
...
am

 ;


b1
...
bm




M
≃ K




a1
...
am

 ;


b′1
...
b′m




M
.
Corollary 2.44. Put R = Q[x1, x2, . . . , xk] and Ry = R[y]
/〈
yl + α1y
l−1 + α2y
l−2 + . . .+ αl
〉
, where αi ∈ R
such that deg(αi) = i deg(y).
(1)Let ai be a homogeneous Z-graded polynomial ∈ Ry (i = 1, . . . ,m), bi be a homogeneous Z-graded polynomial
∈ R (i = 2, . . . ,m) and let b1, β be homogeneous Z-graded polynomials ∈ Ry with the property (y + β)b1 ∈ R.
If these polynomials hold the following conditions:
(i) (y + β)b1, b2, . . ., bm form a regular sequence in R,
(ii) a1b1(y + β) +
m∑
i=2
aibi (=: ω) ∈ R,
then there exist homogeneous Z-graded polynomials a′i ∈ R (i = 1, . . . ,m) and we have an isomorphism in
MFgr,allR,ω
K




(y + β)a1
a2
...
am

 ;


b1
b2
...
bm




Ry
≃ K




(y + β)a′1
a′2
...
a′m

 ;


b1
b2
...
bm




Ry
.
(2)Let ai be a homogeneous Z-graded polynomial ∈ Ry (i = 1, . . . ,m), bi be a homogeneous Z-graded polynomial
∈ R (i = 1, . . . ,m) and β be a homogeneous Z-graded polynomial ∈ R. If these polynomials hold the following
conditions:
(i) b1, b2, . . ., bm form a regular sequence in R,
(ii) a1b1(y + β) +
m∑
i=2
aibi (=: ω
′) ∈ R,
then there exist homogeneous Z-graded polynomials a′1 ∈ Ry and a
′
i ∈ R (i = 2, . . . ,m) and we have an
isomorphism in MFgr,allR,ω′
K




a1
a2
...
am

 ;


b1(y + β)
b2
...
bm




Ry
≃ K




a′1
a′2
...
a′m

 ;


b1(y + β)
b2
...
bm




Ry
.
Proof. This corollary can be proved by using Theorem 2.43 and the relation of the quotient Ry. 
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Remark 2.45. Put Ry = R[y]
/〈
yl + α1y
l−1 + α2y
l−2 + . . .+ αl
〉
(αi ∈ R). If the variable y remains in a
homogeneous Z-graded polynomial p then a matrix form of p to Ry is complicated as an R-module morphism.
However, if the variable y dose not exist in a polynomial p then a matrix form of p is simply a diagonal map as
an R-module morphism,
( Ry
p // Ry ) = (


β0R
β1R
...
βl−1R

 
p 0 · · · 0
0 p 0
...
. . .
...
0 0 · · · p


//


β0R
β1R
...
βl−1R

 ).
where β0, β1, . . ., βl−1 form a basis of Ry as an R-module.
In the next section, Corollary 2.44 is useful for decomposing a matrix factorization into a direct sum of matrix
factorizations.
Theorem 2.46 is a generalization to multivariable of Theorem 2.2 given by Khovanov and Rozansky [10].
Theorem 2.46 (Generalization of Khovanov-Rozansky’s Theorem 2.2 [10]). We put R = Q[x], where x =
(x1, x2, . . . , xl). Let ai and bi (1 ≤ i ≤ k) be homogeneous Z-graded polynomials in R[y], where y = (y1, y2, . . . , ym)
and let M be an R[y]-module. We suppose that sequences a = t(a1, a2, . . . , ak) and b =
t(b1, b2, . . . , bk) satisfy
the conditions
(i)
∑k
i=1 aibi (=: ω) ∈ R,
(ii) There exists j such that bj = cy
m1
1 y
m2
2 . . . y
ml
l + p, where c is a non-zero constant and p ∈ R[y] does not
include the monomial ym11 y
m2
2 . . . y
ml
l .
Then, there exists an isomorphism in HMFgr,allR,ω ,
K(a;b)M ≃ K(
j
aˇ;
j
bˇ)M/bjM ,
where
j
aˇ and
j
bˇ are the sequences omitted the j-th entry of a and b.
Proof. This theorem is proved by a similar way to the proof of Khovanov-Rozansky’s Theorem 2.2 [10]. 
Corollary 2.47. We put R = Q[x], where x = (x1, x2, . . . , xl). Let ai and bi (1 ≤ i ≤ k) be homogeneous Z-
graded polynomials in R[y], where y = (y1, y2, . . . , ym) and let M be an R[y]-module. We suppose that sequences
a = t(a1, a2, . . . , ak) and b =
t(b1, b2, . . . , bk) satisfy the conditions
(i)
∑k
i=1 aibi (=: ω) ∈ R,
(∗) There exists j such that a homogeneous Z-graded polynomial bj(x, y) ∈ R[y] satisfies bj(0, y) 6= 0.
Then, there exists an isomorphism in HMFgr,allR,ω ,
K(a;b)M ≃ K(
j
aˇ;
j
bˇ)M/bjM .
Proof. Each monomial of bj(0, y) forms y
i1
1 y
i2
2 . . . y
im
m . Then, bj(x, y) satisfies the condition (ii) of Theorem 2.46.
Thus, we obtain this corollary. 
Corollary 2.48. We put R = Q[x], where x = (x1, x2, . . . , xl). Let ai and bi (1 ≤ i ≤ k) be homogeneous Z-
graded polynomials in R[y], where y = (y1, y2, . . . , ym) and let M be an R[y]-module. We suppose that sequences
a = t(a1, a2, . . . , ak) and b =
t(b1, b2, . . . , bk) satisfy the conditions
(i)
∑k
i=1 aibi (=: ω) ∈ R,
(ii) There are homogeneous Z-graded polynomials bj1(x, y), bj2(x, y), . . . , bjr (x, y) ∈ R[y] such that the se-
quence (bj1(0, y), bj2(0, y), . . . , bjr (0, y)) is regular in Q[y],
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then there exists an isomorphism in HMFgr,allR,ω ,
K(a;b)M ≃ K(
j1,j2,...,jr
aˇ ;
j1,j2,...,jr
bˇ )M/〈bj1 ,bj2 ,...,bjr 〉M
.
Proof. The sequence (bj1(0, y), bj2(0, y), . . . , bjr(0, y)) is regular by the assumption. Then, by applying Corollary
2.47 to the polynomial bjr (x, y), the sequences
jr
aˇ and
jr
bˇ still satisfy the conditions (i) and (ii). Thus, we can
prove this corollary repeating this operation. 
2.10. Complex category over a graded additive category. In general, for a graded additive category A,
we can define the complex category over A and its homotopy category. Moreover, when A has tensor product
structure we can define tensor product in the complex category.
Definition 2.49. Let A be a graded additive category. The category of complexes bounded below and above over
A, denoted by Komb(A), is defined as follow.
• An object of Komb(A) forms
X• : . . .
dcXi−2// X i−1
dcXi−1 // X i
dcXi // X i+1
dcXi+1 // . . . ,
where X i is an object of A for any i, X i = 0 for i≪ 0, i≫ 0 and the boundary map dcXi is a Z-grading
preserving morphism such that dcXi+1dcXi = 0 in Mor(A) for any i.
• For objects X• and Y •, a morphism from X• to Y • is a collection (. . . , f i−1, f i, f i+1, . . .), denoted by
f•, of a Z-grading preserving morphism f i of HomA(X i, Y i) such that dcY if
i = f i+1dcXi for every i:
. . .
dcXi−2// X i−1
fi−1

dcXi−1 // X i
fi

dcXi // X i+1
fi+1

dcXi+1 // . . .
. . .
dcY i−2
// Y i−1
dcY i−1
// Y i
dcY i
// Y i+1
dcY i+1
// . . . .
The set of morphisms from X• to Y • is denoted by HomA(X
•, Y •) and HomA(X
•, X•) is denoted by
EndA(X
•) for short.
• The composition of morphisms f•g• is defined by (. . . , f i−1gi−1, f igi, f i+1gi+1, . . .).
We define complex null-homotopic in Komb(A). A morphism f• : X• → Y • is complex null-homotopic
if a collection hc
• = (. . . , hc
i−1, hc
i, hc
i+1, . . .) of Z-grading preserving morphisms hc
i : X i → Y i−1 exists such
that f i = hc
i+1dcXi + dcY i−1hc
i in Mor(A) for every i:
. . .
dcXi−2// X i−1
hc
i−1
yy
yy
||yyy
y
fi−1

dcXi−1 // X i
hc
i
yy
y
||yy
y f
i

dcXi // X i+1
hc
i+1
yy
y
||yy
y f
i+1

dcXi+1 // . . .
. . .
dcY i−2
// Y i−1
dcY i−1
// Y i
dcY i
// Y i+1
dcY i+1
// . . . .
Morphisms f•, g• : X• → Y • is complex homotopic, denoted by f•
cpx
∼ g•, if f• − g• is complex null-
homotopic.
Definition 2.50. The homotopy category of Komb(A), denoted by Kb(A), is defined as follow.
• Ob(Kb(A)) = Ob(Komb(A)),
• Mor(Kb(A)) = Mor(Komb(A)/{complex null-homotopic}.
• The composition of morphisms is defined as the same in Komb(A).
The complex translation functor2 [k] (k ∈ Z) changes a complex X• into
(X•[k])i = X i−k.
2This definition of complex translation functor is different from the ordinary definition (X•[k])i = Xi+k. This definition matches
with Poincare´ polynomial P (D) of Z⊕ Z⊕ Z2-graded homology, see Remark 2.61.
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Definition 2.51. We assume that a category A has tensor product structure,
⊗ : A×A → A.
For complexes X• and Y •, we define X• ⊗ Y • to be
(X• ⊗ Y •)k :=
⊕
i+j=k
X i ⊗ Y j , dc(X•⊗Y •)k =
∑
i+j=k
(dcXi ⊗ IdY j + (−1)
iIdXi ⊗ dcY j ).
2.11. Complex category of a Z-graded matrix factorizations. HMFgr,−R,ω (− is filled with ”all”, ”fin” or the
empty) is a graded additive category with tensor product ⊠. We consider the complex category Komb(HMFgr,−R,ω )
and the homotopy category Kb(HMFgr,−R,ω ). Moreover, we consider a full subcategory of HMF
gr,−
R,ω whose objects
are essential factorizations, denoted by HMFgr,−,esR,ω . We also consider the complex category Kom
b(HMFgr,−,esR,ω )
and the homotopy category Kb(HMFgr,−,esR,ω ).
We find the following proposition by Corollary 2.12.
Corollary 2.52. HMFgr,−R,ω and HMF
gr,−,es
R,ω are categorical equivalent.
By Corollary 2.12, we know that a matrix factorization M ∈ Ob(MFgr,−R,ω ) is a direct sum of an essential
factorization and a contractible factorization Mes ⊕M c. Then, we also find that M
•
in Ob(Komb(HMFgr,−R,ω ))
is describe by the following complex
. . .0
@ dM i−2es ∗
∗ ∗
1
A
//
M
i−1
es
⊕
M
i−1
c
0
@ dMi−1es ∗
∗ ∗
1
A
//
M
i
es
⊕
M
i
c
0
@ dMies ∗
∗ ∗
1
A
//
M
i+1
es
⊕
M
i+1
c
0
@ dM i+1es ∗
∗ ∗
1
A
// . . . .
Entries denoted by ∗ of boundary morphisms are null-homotopic since any morphism from a contractible factor-
ization or to a contractible factorization is null-homotopic. Then, this complex is isomorphic in Komb(HMFgr,−R,ω )
to
M
•
es = . . .
d
Mi−2es //M
i−1
es
d
Mi−1es // M
i
es
d
Mies // M
i+1
es
d
Mi+1es // . . . .
For a morphism f• :M
•
→ N
•
, we have
M
•
es
f•es

. . .
d
Mi−2es // M
i−1
es
fi−1es

d
Mi−1es // M
i
es
fies

d
Mies // M
i+1
es
fi+1es

d
Mi+1es // . . .
N
•
es
. . .
d
Ni−2es // N
i−1
es
d
Ni−1es // N
i
es
d
Nies // N
i+1
es
d
Ni+1es // . . .
.
The map fromM
•
to M
•
es and from f
•
to f
•
es is functorial from Kom
b(HMFgr,−R,ω ) to Kom
b
es(HMF
gr,−
R,ω ), denoted
by ES.
Proposition 2.53. The functor ES is a categorical equivalence.
Proof. We need to show that (a) any object N of Kombes(HMF
gr,−
R,ω ) is isomorphic to ES(M) for some objectsM
of Komb(HMFgr,−R,ω ) and (b) the functor ES is fully faithful. The fact (a) is satisfied by definition of ES. (b) The
functor ES is a full functor since Kombes(HMF
gr,−
R,ω ) is the full subcategory of Kom
b(HMFgr,−R,ω ). ES is a faithful
since any morphism from a contractible factorization or to a contractible factorization is null homotopic. 
The definition of the tensor product naturally adjusts to the category Komb(HMFgr,all) and Komb(HMFgr).
We also denote the tensor product in Komb(HMFgr,−) by ⊠;
⊠ : Komb(HMFgr,allR,ω )×Kom
b(HMFgr,allR′,ω′ ) −→ Kom
b(HMFgr,allR⊗R′,ω+ω′).
By Proposition 2.35, we also obtain bifunctors
⊠ : Komb(HMFgr,allR⊗R′,ω−ω′)×Kom
b(HMFgr,allR′⊗R′′,ω′−ω′′)→ Kom
b(HMFgr,allR⊗R′′,ω−ω′′),
⊠ : Komb(HMFgrR⊗R′,ω−ω′)×Kom
b(HMFgrR′⊗R′′,ω′−ω′′)→ Kom
b(HMFgrR⊗R′′,ω−ω′′).
Finally, we show a proposition for Koszul factorization.
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Proposition 2.54. Let ai, a
′
i and bi (i = 1, . . . , k) be sequences of homogeneous Z-graded polynomials in R
such that
(1) ca1b1 +
k∑
i=2
aibi = ca
′
1b1 +
k∑
i=2
a′ibi, where c is a homogeneous Z-graded polynomial of R,
(2) b is a regular sequence.
Put S = K((a2, . . . , ak); (b2, . . . , bk))R and S
′
= K((a′2, . . . , a
′
k); (b2, . . . , bk))R. By Corollary 2.44, we have
isomorphisms
K(ca1; b1)R ⊠ S
ϕ // K(ca′1; b1)R ⊠ S
′ ,
K(a1; cb1)R ⊠ S
ψ // K(a′1; cb1)R ⊠ S
′ .
(1) We have the Z-grading preserving morphisms between matrix factorizations
K(ca1; b1)R ⊠ S
(c,1)⊠Id
S // K(a1; cb1)R ⊠ S{−degc} ,
K(ca1; b1)R ⊠ S
′ (c,1)⊠IdS′ // K(a1; cb1)R ⊠ S
′
{−degc} .
Then, this morphism satisfies the condition
((c, 1)⊠ IdS) · ψ = ϕ ·
(
(c, 1)⊠ IdS′
)
.
That is, these natural morphisms between matrix factorization give the commute diagram
K(ca1; b1)R ⊠ S
ϕ

(c,1)⊠IdS // K(a1; cb1)R ⊠ S{−degc}
ψ

K(ca′1; b1)R ⊠ S
′ (c,1)⊠IdS′ // K(a′1; cb1)R ⊠ S
′
{−degc}.
(2) We have the Z-grading preserving morphisms between matrix factorizations
K(a1; cb1)R ⊠ S
(1,c)⊠IdS // K(ca1; b1)R ⊠ S ,
K(a1; cb1)R ⊠ S
′ (1,c)⊠IdS′ // K(ca1; b1)R ⊠ S
′ .
Then, this morphism satisfies the condition
((1, c)⊠ IdS) · ϕ = ψ ·
(
(1, c)⊠ IdS′
)
.
That is, these natural morphisms between matrix factorization give the commute diagram
K(a1; cb1)R ⊠ S
ψ

(1,c)⊠IdS // K(ca1; b1)R ⊠ S
ϕ

K(a′1; cb1)R ⊠ S
′ (1,c)⊠IdS′ // K(ca′1; b1)R ⊠ S
′
.
Proof. It suffices to show influence of isomorphisms of Proposition 2.39 on the following morphism
K
((
a1
a2
)
;
(
cb1
b2
))
R
(c,1)⊠Id // K
((
ca1
a2
)
;
(
b1
b2
))
R
We obtain the following morphism by direct calculation of morphism composition
K
((
a′1
a′2
)
;
(
cb1
b2
))
R
(c,1)⊠Id // K
((
ca′1
a′2
)
;
(
b1
b2
))
R

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2.12. Cohomology of complex of Z-graded matrix factorizations. We define a cohomology of a complex
of factorizations.
Proposition 2.55. A complex of factorizations M
•
of Ob(Komb(HMFgr,−R,ω )) induces the following complex of
Z⊕ Z2-graded Q-vector spaces, denoted by Hmf (M
•
):
Hmf (M
•
) = . . . // H(M
i−1
)
H(dcMi−1 ) // H(M
i
)
H(dcMi ) // H(M
i+1
) // . . . .
Proof. By Proposition 2.7, a null-homotopic morphism between factorizations induces 0 between cohomologies of
these factorizations. Therefore, the condition dcM i+1dcM i = 0 in Mor(HMF
gr,−
R,ω ) induces H(dcM i+1)H(dcMi) = 0
for every i. 
Proposition 2.56. A Z-grading preserving morphism f
•
from M
•
to N
•
of Mor(Komb(HMFgr,−R,ω )) induces a
Z-grading preserving morphism Hmf (f
•
) from Hmf (M
•
) to Hmf (N
•
);
Hmf (M
•
)
Hmf (f
•
)

=
. . . // H(M
i−1
)
H(dcMi−1) //
H(f
i−1
)

H(M
i
)
H(dcMi ) //
H(f
i
)

H(M
i+1
)) //
H(f
i+1

. . .
Hmf (N
•
) . . . // H(N
i−1
)
H(dcNi−1 ) // H(N
i
)
H(dcNi ) // H(N
i+1
) // . . .
.
Proof. The condition f
i+1
dcMi = dcNif
i
in Mor(HMFgr,−R,ω ) induces the condition H(f
i+1
)H(dcM i) = H(dcNi)H(f
i
)
for every i by Proposition 2.7. 
Corollary 2.57. Hmf is a functor from Kom
b(HMFgr,−R,ω ) to the category of complexes of Z⊕Z2-graded Q-vector
spaces and Z-grading preserving morphisms, denoted by Komb(Q-Vect).
Proposition 2.58. A complex null-homotopic morphism f
•
from M
•
to N
•
of Mor(Komb(HMFgr,−R,ω )) induces
a complex null-hotopic morphism Hmf (f
•
) from Hmf (M
•
) to Hmf (N
•
) of Mor(Komb(Q-Vect)).
Proof. There exists a collection hc
•
= (hic :M
i
→ N
i−1
) such that f
i
= hi+1c dcMi +dcNi−1h
i
c in Mor(HMF
gr,−
R,ω )
for any i. The collection hc
•
= (h
i
c : M
i
→ N
i−1
) induces the collection Hmf (hc
•
) = (H(h
i
c) : H(M
i
) →
H(N
i−1
)) satisfying that the condition H(f
i
) = H(h
i+1
c )H(dcMi) + H(dcNi−1)H(h
i
c) for every i by Proposition
2.7. 
Corollary 2.59. Hmf is a functor from K
b(HMFgr,−R,ω ) to the homotopy category K
b(Q-Vect).
We denote the cohomology of Hmf (M
•
) by H(M
•
) and call it a cohomology of a complex of factor-
izations. This is a Z ⊕ Z ⊕ Z2-graded Q-vector space H(M
•
) =
⊕
k∈Z H
k,0(M
•
) ⊕ Hk,1(M
•
), where k is
corresponding to the complex grading.
Definition 2.60. Poincare´ polynomial P (M
•
) of a complex of matrix factorizations M
•
is defined to be
P (M
•
) :=
∑
k∈Z
tk
{
gdim(Hk,0(M
•
)) + s gdim(Hk,1(M
•
))
}
.
Remark 2.61. We find the following equations
P (M
•
{m}) = qmP (M
•
),
P (M
•
{f(q)}q) = f(q)P (M
•
),
P (M
•
[m]) = tmP (M
•
).
3. Symmetric function and its generating function
In this section, we give a few special symmetric functions and their generating functions. Using these func-
tions, we define matrix factorizations for colored planar diagrams and show isomorphisms corresponding to
some relations of the MOY bracket in next Section 4.
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3.1. Homogeneous Z-graded polynomial. Let xk,i be a variable with Z-grading 2k(k ∈ N, i: a formal
index) and we define x0,i = 1 for any i. Let X
(m)
(i) be a sequence of m variables xl,i (1 ≤ l ≤ m);
X(m)(i) = (x1,i, x2,i, . . . , xm,i).
Let (i1, i2, . . . , ik) be a sequence of indexes. For a sequence of positive integers (m1,m2, . . . ,mk), we define
R
(m1,m2,...,mk)
(i1,i2,...,ik)
to be a Z-graded polynomial ring over Q generated by variables of sequences X(m1)(i1) , X
(m2)
(i2)
, . . .,
X(mk)(ik) ;
R
(m1,m2,...,mk)
(i1,i2,...,ik)
= Q[x1,i1 , x2,i1 , . . . , xm1,i1 , x1,i2 , x2,i2 , . . . , xm2,i2 , . . . , x1,ik , x2,ik , . . . , xmk,ik ]
whose Z-grading is induced by the Z-gradings deg(xl,ij ) = 2l (1 ≤ l ≤ mj, 1 ≤ j ≤ k). Let s(m) be a function
which is 1 if m ≥ 0 and −1 if m < 0. For a sequence of integers (m1,m2, . . . ,mk), we define X
(m1,m2,...,ml)
(i1,i2,...,il)
to
be a generating function composed of symmetric polynomials X(mk)(ik) (k = 1, ..., l)
l∏
k=1
(1 + x1,ik + . . .+ x|mk|,ik)
s(mk)
and define X
(m1,m2,...,ml)
m,(i1,i2,...,il)
to be the homogeneous term with Z-grading 2m of X(m1,m2,...,ml)(i1,i2,...,il) . For example,
X
(1,−2,3)
(i1,i2,i3)
=
(1 + x1,i1)(1 + x1,i3 + x2,i3 + x3,i3 )
(1 + x1,i2 + x2,i2)
,
X
(1,−2,3)
3,(i1,i2,i3)
= polynomial with Z−grading 6 of
(1 + x1,i1)(1 + x1,i3 + x2,i3 + x3,i3)
(1 + x1,i2 + x2,i2)
= 2x1,i2x2,i2 − x
3
1,i2 + (−x2,i2 + x
2
1,i2)(x1,i1 + x1,i3 )− x1,i2 (x2,i3 + x1,i1x1,i3) + x3,i3 + x1,i1x2,i3 .
In general, we denote the sequence of homogeneous Z-graded X(m1,m2,...,ml)m,(i1,i2,...,il) (m ∈ N≥1) by X
(m1,m2,...,ml)
(i1,i2,...,il)
;
X(m1,m2,...,ml)(i1,i2,...,il) = (X
(m1,m2,...,ml)
m,(i1,i2,...,il)
)m∈N≥1 .
These polynomials have the following properties.
Proposition 3.1. (1) For any σ ∈ Sk, where Sk is symmetric group,
X
(m1,m2,...,mk)
m,(i1,i2,...,ik)
= X
(mσ(1),mσ(2),...,mσ(k))
m,(iσ(1),iσ(2),...,iσ(k))
.
(2) For any l ∈ {1, 2, . . . , k − 1},
X
(m1,m2,...,mk)
m,(i1,i2,...,ik)
=
m∑
j=0
X
(m1,...,ml)
m−j,(i1,...,il)
X
(ml+1,...,mk)
j,(il+1,...,ik)
.
(3) For any positive integer m1,
X
(−m1,m2,...,mk)
m,(i1,i2,...,ik)
= X
(m2,...,mk)
m,(i2,...,ik)
− x1,i1X
(−m1,m2,...,mk)
m−1,(i1,i2,...,ik)
− . . .− xm1,i1X
(−m1,m2,...,mk)
m−m1,(i1,i2,...,ik)
.
(4) For any positive integer m, we have
m∑
l=0
X
(m1,...,mk)
m−l,(i1,...,ik)
X
(−m1,...,−mk)
l,(i1,...,ik)
= 0.
(5) For any number l ∈ {0, 1, . . . , k − 1}, we find that (X
(m1,...,mk)
1,(i1,...,ik)
, . . . , X
(m1,...,mk)
m,(i1,...,ik)
) and (X
(m1,...,ml)
1,(i1,...,il)
−
X
(−ml+1,...,−mk)
1,(il+1,...,ik)
, . . . , X
(m1,...,ml)
m,(i1,...,il)
−X
(−ml+1,...,−mk)
m,(il+1,...,ik)
) transform to each other by linear translations over
R
(m1,m2,...,mk)
(i1,i2,...,ik)
.
Proof. (1): X
(m1,m2,...,mk)
m,(i1,i2,...,ik)
and X
(mσ(1),mσ(2),...,mσ(k))
m,(iσ(1),iσ(2),...,iσ(k))
have the same generating function. Then, we obtain (1)
(2): The generating function of X
(m1,m2,...,mk)
m,(i1,i2,...,ik)
equals
(
∞∏
s=0
X
(m1,...,ml)
s,(i1,...,il)
)(
∞∏
t=0
X
(ml+1,...,mk)
t,(il+1,...,ik)
).
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(3) is obtained by the equality
1
1 + x1,i1 + . . .+ xm1,i1
= 1− x1,i1
1
1 + x1,i1 + . . .+ xm1,i1
− . . .− xm1,i1
1
1 + x1,i1 + . . .+ xm1,i1
.
(4): By Proposition 3.1 (2), the left-hand side is anm-graded polynomial ofX
(m1,...,mk)
(i1,...,ik)
X
(−m1,...,−mk)
(i1,...,ik)
. However,
we have X
(m1,...,mk)
(i1,...,ik)
X
(−m1,...,−mk)
(i1,...,ik)
= 1. Then, we obtain the equation of (4).
(5): We use the induction to m. We have
X
(m1,...,mk)
1,(i1,...,ik)
= X
(m1,...,ml)
1,(i1,...,il)
−X
(−ml+1,...,−mk)
1,(il+1,...,ik)
.
By assumption of the induction and Proposition 3.1 (2), we have
X
(m1,...,mk)
s,(i1,...,ik)
=
s∑
t=0
X
(m1,...,ml)
s−t,(i1,...,il)
X
(ml+1,...,mk)
t,(il+1,...,ik)
.
Moreover, by the assumption and Proposition 3.1 (4), we have
s∑
t=0
X
(m1,...,ml)
s−t,(i1,...,il)
X
(ml+1,...,mk)
t,(il+1,...,ik)
= X
(m1,...,ml)
s,(i1,...,il)
+
s∑
t=1
X
(−ml+1,...,−mk)
s−t,(il+1,...,ik)
X
(ml+1,...,mk)
t,(il+1,...,ik)
= X
(m1,...,ml)
s,(i1,...,il)
−X
(−ml+1,...,−mk)
s,(il+1,...,ik)
.
Therefore, (X
(ml+1,...,mk)
1,(il+1,...,ik)
, . . . , X
(ml+1,...,mk)
s,(il+1,...,ik)
) and (X
(m1,...,ml)
1,(i1,...,il)
−X
(−ml+1,...,−mk)
1,(il+1,...,ik)
, . . . , X
(m1,...,ml)
s,(i1,...,il)
−X
(−ml+1,...,−mk)
s,(il+1,...,ik)
)
transform to each. Thus, we obtain the claim (5). 
Remark 3.2. Proposition 3.1 (5) is obtained by the following equivalent in the words of a generating function:
X
(m1,...,mk)
m,(i1,...,ik)
= 0 for any m ∈ N≥1
⇔
k∏
j=1
(1 + x1,ij + . . .+ x|mj|,ij )
s(mj) = 1
⇔
l∏
j=1
(1 + x1,ij + . . .+ x|mj|,ij )
s(mj) −
k∏
j=l+1
(1 + x1,ij + . . .+ x|mj |,ij )
−s(mj) = 0
⇔ X
(m1,...,ml)
m,(i1,...,il)
−X
(−ml+1,...,−mk)
m,(il+1,...,ik)
= 0 for any m ∈ N≥1.
3.2. Power sum, elementary and complete symmetric function. Hereinafter, we fix an integer n. The
integer n means that we consider a homology theory corresponding to the quantum sln link invariant. We
suppose that variables t1,i, t2,i, . . ., tm,i, where i is a formal index, have Z-grading 2. We consider the power
sum tn+11,i + t
n+1
2,i + . . . + t
n+1
m,i in the polynomial ring Q[t1,i, . . . , tm,i]. The elementary symmetric functions
xj,i =
∑
1≤k1<...<kj≤m
tk1,i . . . tkj ,i (1 ≤ j ≤ m) form a basis of symmetric functions (Its Z-grading is naturally
2j). Then, the power sum is represented as a polynomial of the subring Q[x1,i, . . . , xm,i] generated by the
elementary symmetric functions, denoted by Fm(x1,i, x2,i, . . . , xm,i) or Fm(X
(m)
(i) ) for short;
Fm(X
(m)
(i) ) = Fm(x1,i, x2,i, . . . , xm,i) = t
n+1
1,i + t
n+1
2,i + . . .+ t
n+1
m,i .
We find that the elementary symmetric function xk,i naturally has Z-grading 2k.
Proposition 3.3. Put xj,i =
∑
1≤k1<...<kj≤m
tk1,i . . . tkj ,i (1 ≤ j ≤ m), which is the elementary symmetric
functions of variables t1,i, t2,i, . . ., tm,i, and yj,i =
∑
1≤k1≤...≤kj≤m
tk1,i . . . tkj ,i (1 ≤ j ≤ m), which is the
complete symmetric functions of variables t1,i, t2,i, . . ., tm,i.
(1) X
(m)
(i) is a generating function of elementary symmetric functions xj,i.
(2) X
(−m)
(i) is a generating function of complete symmetric functions up to ±1.
(3) For m ≤ n, we have
Fm(x1,i, x2,i, . . . , xm,i) =
m∑
k=1
(−1)n+1−kk xk,iX
(−m)
n+1−k,(i).
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Proof. (1): It is obvious by definition.
(2): We find that
(−1)k
1
k!
(
d
dT
)k (
1
1 + x1,iT + x2,iT 2 + . . .+ xm,iTm
)∣∣∣∣
T=0
=
∣∣∣∣∣∣∣∣∣∣∣∣∣
x1,i 1 0 · · · 0
x2,i x1,i 1
. . .
...
x3,i x2,i x1,i
. . . 0
...
...
. . . 1
xk,i xk−1,i · · · x2,i x1,i
∣∣∣∣∣∣∣∣∣∣∣∣∣
.
We pick out a homogeneous polynomial with Z-grading 2k from the rational function X(−m)(i) on the left hand
side of the equation, that is, X
(−m)
k,(i) . On the other hand side, the determinant is the complete symmetric
function with Z-grading 2k described by elementary symmetric functions.
(3):We have
Fm(x1,i, x2,i, . . . , xm,i) =
∣∣∣∣∣∣∣∣∣∣∣∣∣
x1,i 1 0 · · · 0
2x2,i x1,i 1
. . .
...
3x3,i x2,i x1,i
. . . 0
...
...
. . . 1
(n+ 1)xn+1,i xn,i · · · x2,i x1,i
∣∣∣∣∣∣∣∣∣∣∣∣∣
,
where some variables in the right-hand determinant satisfy xm+1,i = xm+2,i = . . . = xn+1,i = 0. We apply
Laplace expansion to the first column of the determinant. Then, we obtain this proposition (3) by (2). 
Proposition 3.4. (1)The sum of the polynomials Fm1(X
(m1)
(i1)
) and Fm2(X
(m2)
(i2)
) equals to Fm1+m2(X
(m1,m2)
(i1,i2)
);
Fm1(X
(m1)
(i1)
) + Fm2(X
(m2)
(i2)
) = Fm1+m2(X
(m1,m2)
(i1,i2)
).
(2)The polynomial Fm(X
(m)
(i) ) is a potential of R
(m)
(i) .
Proof. (1)It is obvious by redescribing xj,i as
∑
1≤k1<...<kj≤m
tk1,i . . . tkj ,i.
(2)When m ≥ n + 1, ∂Fm∂xn+1,i = 1. Then, the Jacobi ring JFm ≃ Q. Therefore, for m ≤ n, we show that
the Jacobi ring JFm = R
(m)
(i)
/〈
∂Fm
∂x1,i
, . . . , ∂Fm∂xm,i
〉
is finite dimension over Q. In other words, we show that the
sequence ( ∂Fm∂x1,i , . . .,
∂Fm
∂xm,i
) forms regular in R
(m)
(i) . We find
∂Fm(X
(m)
(i) )
∂xj,i
= (−1)j−1j X
(−m)
n+1−j,(i) + (−1)
j−1
n+1−j∑
k=1
Fk(X
(m)
(i) )X
(−m)
n−k,(i) (j = 1, . . . ,m)
= (−1)j−1j X
(−m)
n+1−j,(i) + (−1)
j−1(n+ 1− j)X
(−m)
n+1−j,(i) = (−1)
j−1(n+ 1)X
(−m)
n+1−j,(i).
The radical ideal of 〈X
(−m)
n,(i) , . . . , X
(−m)
n+1−m,(i)〉 is equal to the maximal ideal 〈x1,i, . . . , xm,i〉. Thus, the sequence
( ∂Fm∂x1,i , . . .,
∂Fm
∂xm,i
) is regular. 
Corollary 3.5. (1)The sum of the polynomials Fmk(X
(mk)
(ik)
) (k = 1, . . . , j) equals to FPj
k=1mk
(X
(m1,m2,...,mj)
(i1,i2,...,ij)
);
j∑
k=1
Fmk(X
(mk)
(ik)
) = FPj
k=1
mk
(X
(m1,m2,...,mj)
(i1,i2,...,ij)
).
(2)The polynomial
j∑
k=1
Fmk(X
(mk)
(ik)
) is a potential of R
(m1,m2,...,mj)
(i1,i2,...,ij)
.
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4. Colored planar diagrams and matrix factorizations
In paper [8], Khovanov and Rozansky gave a potential for the vector representation Vn of Uq(sln) and
defined matrix factorizations for intertwiners between tensor products of Vn. Then, they showed that there
exist isomorphisms of matrix factorizations corresponding to relations of intertwiners, see the MOY relations
between planar diagrams with coloring 1 and 2 in Appendix B, and defined a complex for an oriented link
diagram using these matrix factorizations. Moreover, they discussed a potential for anti-symmetric tensor
product of Vn, called the fundamental representation, in Section 11 of [8]. H. Wu and the author independently
defined matrix factorizations for intertwiners of the fundamental representations ∧iVn (i = 1, . . . , n−1) [18][19].
They independently showed that there exist isomorphisms of factorizations corresponding to most relations of
the MOY bracket.
In this section, we give definition of the factorization for colored planar diagrams and isomorphisms between
factorizations corresponding to most MOY relations.
Before defining factorizations for colored planar diagrams, we show the structure of the colored planar
diagrams derived from a colored oriented link diagram by using the MOY bracket. The MOY bracket expands
a single [i, j]-crossing into a linear combination of colored planar diagrams in Figure 12. The colored planar
diagram is locally composed of three types of oriented diagrams called essential, see diagrams in Figure 10.
Therefore, colored planar diagrams obtained by applying the MOY bracket to a colored oriented link diagram
also locally consist of the essential planar diagrams.
For a colored planar diagram Γ, we consider a decomposition of Γ into some essential diagrams using markings,
see Figure 17.
Definition 4.1. A decomposition into essential diagrams is effective if there exists no marking such that
the decomposition cleared the marking off still consists of essential diagrams. A decomposition into essential
diagrams is non-effective if there exists such a marking.
m1
m2
m3
m4
m5
m6
m7
m1
m2
m3
m4
m5
m6
m7
Figure 17. Effective decomposition and non-effective decomposition
For a given colored planar diagram, its effective decomposition is uniquely determined up to isotopy.
Definition 4.2. A colored planar diagram is a cycle if the diagram has a region encircled by edges of the
diagram and is a tree otherwise.
The colored planar diagram produced from relations of the MOY bracket can be roughly divided into two
types of cycle and tree.
m1 m2
m6
m3
m4
m7
m5
m1
m2
m3 m4
m5
m6 m7
m8
m9
m10
m11
m12
Figure 18. Tree diagram and cycle diagram
Matrix factorizations for the colored planar diagrams are defined using the expression of the power sum in
the elementary symmetric functions and homogeneous Z-graded polynomials in Section 3.2.
30 YASUYOSHI YONEZAWA
4.1. Potential of colored planar diagram. We define a potential for a colored planar diagram. It is a power
sum determined by coloring, orientation of the diagram and an additional data which is a formal index.
For a given colored planar diagram, we assign a distinct formal index i to each end of the diagram and, then,
assign a power sum to each end as follows. When an edge including an i-assigned end has a coloring m and an
orientation from inside diagram to outside end, we assign the polynomial +Fm(x1,i, x2,i, . . . , xm,i) to the end, and
when an edge has an opposite orientation from outside to inside, assign the polynomial −Fm(x1,i, x2,i, . . . , xm,i).
A potential of a colored planar diagram is defined to be the sum of these assigned polynomials over every ends
of the diagram.
To each end of the edge with coloring m we simply assign only a formal index i or a sequence of variables
X(m)(i) for convenience, see Figure 19. These datum are enough to seek a potential of a diagram.
❥1
❥2
❥3
❥4
❥5
m1 m2
m6
m3
m4
m7
m5
X(m1)(1)
X(m2)(2)
X(m3)(3)
X(m4)(4)
X(m5)(5)
m1 m2
m6
m3
m4
m7
m5
Figure 19. Planar diagram assigned formal indexes and diagram assigned sequences
For instance, the potential of the diagram in Figure 19 is
Fm1(X
(m1)
(1) ) + Fm2(X
(m2)
(2) )− Fm3(X
(m3)
(3) ) + Fm4(X
(m4)
(4) ) + Fm5(X
(m5)
(5) ).
4.2. Essential planar diagrams and matrix factorizations. For an essential planar diagram, we define a
matrix factorizations with the potential of the diagram.
Definition 4.3. A matrix factorization for a colored planar line,
m
❥1
❥2
(1 ≤ m ≤ n),
is defined to be
(3) C
(
m
❥1
❥2
)
n
:=
m
⊠
j=1
K
(
L
[m]
j,(1;2);X
(m)
j,(1) −X
(m)
j,(2)
)
R
(m,m)
(1,2)
,
where
L
[m]
j,(1;2) =
Fm(X
(m)
1,(2), ..., X
(m)
j−1,(2), X
(m)
j,(1), ..., X
(m)
m,(1))− Fm(X
(m)
1,(2), ..., X
(m)
j,(2), X
(m)
j+1,(1), ..., X
(m)
m,(1))
X
(m)
j,(1) −X
(m)
j,(2)
.
It is obvious that this matrix factorization is a finite factorization of MFgr,fin
R
(m,m)
(1,2)
,Fm(X
(m)
(1)
)−Fm(X
(m)
(2)
)
. We denote
this matrix factorization L
[m]
(1;2) for short.
Remark 4.4. For m ≥ n+1, we can consider the matrix factorization for a line colored m, m , as the above
definition. However, we find that such matrix factorizations are contractible, that is, isomorphic to the zero
matrix factorization in HMFgr. Because, in the case that m ≥ n + 1, the matrix factorization L
[m]
(1;2) includes
the contractible matrix factorization
(4) K(L
[m]
n+1,(1;2);x
(m)
n+1,(1) − x
(m)
n+1,(2))R(m,m)
(1,2)
.
The polynomial withm variables Fm is the expression of the power sum t
n+1
1 +t
n+1
2 +. . .+t
n+1
m with the elementary
symmetric functions xj =
∑
1≤i1<...<ij≤m
ti1 . . . tij (1 ≤ j ≤ m). However, in the case of m ≥ n+ 1, the power
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sum tn+11 + t
n+1
2 + . . . + t
n+1
m is described as a polynomial of n + 1 variables x1, x2, . . . , xn+1. Thus, we find
L
[m]
n+1,(1;2) = (−1)
n(n+ 1). Then, the matrix factorization (4) is contractible.
Definition 4.5. We define matrix factorizations for the following trivalent diagrams:
m3
m2m1
❥3
❥2❥1
m3
m1 m2
❥3
❥1 ❥2
(2 ≤ m3 = m1 +m2 ≤ n).
The first one is defined to be
(5) C


m3
m2m1
❥3
❥2❥1


n
:=
m3
⊠
j=1
K
(
Λ
[m1,m2]
j,(3;1,2) ;X
(m3)
j,(3) −X
(m1,m2)
j,(1,2)
)
R
(m1,m2,m3)
(1,2,3)
,
where
Λ
[m1,m2]
j,(3;1,2) =
Fm3(X
(m1,m2)
1,(1,2) , ..., X
(m1,m2)
j−1,(1,2), X
(m3)
j,(3) , ..., X
(m3)
m3,(3)
)− Fm3(X
(m1,m2)
1,(1,2) , ..., X
(m1,m2)
j,(1,2) , X
(m3)
j+1,(3), ..., X
(m3)
m3,(3)
)
X
(m3)
j,(3) −X
(m1,m2)
j,(1,2)
,
denoted this matrix factorization by Λ
[m1,m2]
(3;1,2) for short. The second one is defined to be
(6) C

 m3
m1 m2
❥3
❥1 ❥2


n
:=
m3
⊠
j=1
K
(
V
[m1,m2]
j,(1,2;3) ;X
(m1,m2)
j,(1,2) − x
(m3)
j,(3)
)
R
(m1,m2,m3)
(1,2,3)
{−m1m2},
where
V
[m1,m2]
j,(1,2;3) =
Fm3(X
(m3)
1,(3) , ..., X
(m3)
j−1,(3), X
(m1,m2)
j,(1,2) , ..., X
(m1,m2)
m3,(1,2)
)− Fm3(X
(m3)
1,(3) , ..., X
(m3)
j,(3) , X
(m1,m2)
j+1,(1,2), ..., X
(m1,m2)
m3,(1,2)
)
X
(m1,m2)
j,(1,2) −X
(m3)
j,(3)
,
denoted this matrix factorization by V
[m1,m2]
(1,2;3) for short.
Put ω = Fm1(X
(m1)
(1) ) +Fm2(X
(m2)
(2) )−Fm3(X
(m3)
(3) ). Two matrix factorizations (5) and (6) are finite factoriza-
tions of MFgr,fin
R
(m1,m2,m3)
(1,2,3)
,−ω
and MFgr,fin
R
(m1,m2,m3)
(1,2,3)
,ω
respectively.
Remark 4.6. (1) For m3 ≥ n + 1, we can consider the matrix factorization for colored planar diagrams
m3
m1 m2
,
m3
m1 m2as the above definition. However, we find that such matrix factorizations are contractible,
that is, isomorphic to the zero matrix factorization.
(2) By definition, we can describe matrix factorizations for essential trivalent diagrams as a matrix factor-
ization for a colored line;
C


m3
m2m1
X(m3)(3)
X(m2)(2)X
(m1)
(1)


n
= C


m3
X(m1,m2)(1,2)
X(m3)(3)


n
,
C

 m3
m1 m2
X(m3)(3)
X(m1)(1) X
(m2)
(2)


n
= C


m3
X(m3)(3)
X(m1,m2)(1,2)


n
.
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4.3. Glued diagram and matrix factorization.
Definition 4.7. For a colored planar diagram Γ composed of the disjoint union of diagrams Γ1 and Γ2, we
define a matrix factorization for Γ to be tensor product of the matrix factorizations for Γ1 and Γ2;
C( Γ )n := C( Γ1 )n ⊠ C( Γ2 )n.
We consider only a colored planar diagram locally composed of essential planar diagrams. We inductively
define a matrix factorization for the colored planar diagram obtained by gluing essential diagrams.
We consider two tree diagrams which have an m-colored edge and can be match with keeping the orientation
on the edge, see the left and the middle diagrams in Figure 20. These diagrams ΓL and ΓR can be glued at the
markings ❥1 and ❥2 and, then, we obtain a tree diagram. See the right diagram in Figure 20.
❥1
❥ik
❥i2
❥i1
mm1
mk
··
·
ΓL
❥2
❥i′l
❥i′2
❥i′1
m
m′1
m′
l
··
·
ΓR
❥1
m ··
·
··
·
❥ik
❥i2
❥i1
m1
mk
❥i′l
❥i′2
❥i′1
m′1
m′
l
ΓG
Figure 20. Gluing planar diagrams
Definition 4.8. Let ω+Fm(X
(m)
(1) ) be a potential of ΓL and ω
′−Fm(X
(m)
(2) ) be a potential of ΓR. We denote the
factorization for ΓL in Ob(MF
gr
R
(m1,...,mk,m)
(i1,...,ik,1)
,ω+Fm(X
(m)
(1)
)
) by C(ΓL)n and ΓR in Ob(MF
gr
R
(m′
1
,...,m′
l
,m)
(i′
1
,...,i′
l
,2)
,ω′−Fm(X
(m)
(2)
)
)
by C(ΓR)n. A matrix factorization for the glued diagram ΓG is defined to be
C(ΓG)n := C(ΓL)n ⊠ C(ΓR)n
∣∣∣
X(m)
(2)
=X(m)
(1)
.
The definition means that we identify the sequence X(m)(1) and the sequence X
(m)
(2) after taking the tensor
product of these matrix factorizations. Remark that the definition is essentially the same with the definition of
gluing factorizations using a quotient factorization by Khovanov and Rozansky. The glued factorization is an
infinite-rank factorization but has finite-dimensional cohomology. Therefore, the factorization is an object of
MFgr
R
(m1,...,mk,m
′
1,...,m
′
l
)
(i1,...,ik,i
′
1,...,i
′
l
)
,ω+ω′
.
Proposition 4.9. The glued matrix factorization C(ΓG)n has finite-dimensional cohomology.
Proof. We can prove this proposition by Proposition 2.35 since an essential factorization is finite and a glued
diagram is decomposed into essential diagrams. 
❥1
❥2
❥ik
❥i2
❥i1 m
m
m1
mk
··
·
ΓT
❥1
❥ik
❥i2
❥i1 m
m1
mk
··
·
ΓC
Figure 21. Diagram ΓT and cycle diagram ΓC
We consider a colored tree diagram ΓT and a cycle diagram ΓC obtained by joining ends of edges with the
same coloring, see Figure 21.
Definition 4.10. Let ω+Fm(X
(m)
(1) )−Fm(X
(m)
(2) ) be a potential of the tree diagram ΓT . For factorization C(ΓT )n
in Ob(MFgr
R
(m1,...,mk,m,m)
(i1,...,ik,1,2)
,ω+Fm(X
(m)
(1)
)−Fm(X
(m)
(2)
)
), a matrix factorization for the cycle diagram ΓC is defined to be
C(ΓC)n := C(ΓT )n|X(m)
(2)
=X(m)
(1)
.
The factorization is an object of MFgr
R
(m1 ,...,mk)
(i1 ,...,ik)
,ω
.
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Proposition 4.11. The glued matrix factorization C(ΓC)n has finite-dimensional cohomology.
Proof. The complex C(ΓC)n/mC(ΓC)n contains the tensor product of a finite factorization with the potential
Fm(X
(m)
(1) ) and a finite factorization with the potential −Fm(X
(m)
(1) ). Then, the cohomology H(C(ΓC)n) is finitely
dimensional by Proposition 2.35. 
We find that a glued matrix factorization loses potentials at glued ends. Therefore, the potential as a colored
planar diagram is compatible with the potential as a matrix factorization for a colored planar diagram.
For a given colored planar diagram, the matrix factorization for the diagram does not depend on a decom-
position of the diagram in HMFgr.
Proposition 4.12. A matrix factorization for a colored planar diagram is independent of a decomposition of
the diagram in the homotopy category HMFgr.
Proof. For a colored planar diagram, an effective decomposition of the diagram is uniquely determined. There-
fore, we show a factorization for any non-effective decomposition of the diagram is isomorphic to the factorization
for the effective decomposition. It suffices to show the following lemma.
Lemma 4.13. (1)We consider the following planar diagrams
❥2
m
Γa
··
· ❥1
❥2
m
Γb
··
· ❥1m
Γc .
There is the following canonical isomorphism in HMFgr
R
(m)
(1)
⊗R,ω+Fm(X
(m)
(1)
)
, where the polynomial ring R and the
potential ω are determined by sequences of ends of the diagram except the sequence X(m)(1) :
C
(
··
· ❥1
❥2
m
)
n
≃ C
(
··
· ❥1m
)
n
(2)We consider the following planar diagrams
❥2
m
Γe
···
❥1
❥2
m
Γf
···
❥1 m
Γg
.
There is the following canonical isomorphism in HMFgr
R
(m)
(1)
⊗R,ω−Fm(X
(m)
(1)
)
, where the polynomial ring R and the
potential ω are determined by sequences of ends of the diagram except the sequence X(m)(1) :
C
( ···❥1
❥2
m )
n
≃ C
( ···❥1 m )
n
Proof of Lemma 4.13
We prove Lemma 4.13 (1). By construction, a matrix factorization of the planar diagram Γa forms as follows.
C
( ❥2
m
)
n
=Ma ⊠
m
⊠
k=1
K(qk;xk,2 − pk)R(m)
(2)
⊗R
∈ Ob(MFgr
R
(m)
(2)
⊗R,ω+Fm(X
(m)
(2)
)
),
where the factorization Ma and the polynomial pk are independent of variables X
(m)
(2) . Then, we have the
following matrix factorization of the planar diagram Γb
Ma ⊠
m
⊠
k=1
K(qk;xk,2 − pk)R(m)
(2)
⊗R
⊠
m
⊠
k=1
K(L
[m]
k,(1;2);xk,1 − xk,2)R(m,m)
(1,2)
.(7)
The potential of this factorization is ω+Fm(X
(m)
(1) ). We choose xk,1− xk,2 (k = 1, ...,m) as bj(x, y) of Corollary
2.48. Then, the factorization (7) is isomorphic in HMFgr
R
(m)
(1)
⊗R,ω+Fm(X
(m)
(1)
)
to
Ma ⊠
m
⊠
k=1
K(rk;xk,1 − pk)R(m)
(1)
⊗R
,
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where rk is the polynomial qk
∣∣∣∣X(k)
(2)
=X(k)
(1)
. By Proposition 2.43, this is isomorphic to a factorization of the planar
diagram Γc.
We similarly prove Lemma 4.13 (2). 
By Proposition 4.12, it suffices to obtain a factorization for a planar diagram that we consider the effective
decomposition of the planar diagram. The factorization is obtained by gluing factorizations for essential planar
diagrams of the decomposition. A matrix factorization obtained by gluing essential factorizations generally
becomes an infinite factorization. However, the glued factorization is isomorphic to a finite factorization in the
homotopy category HMFgr since it has finite-dimensional cohomology by Proposition 4.9 and Proposition 4.11.
4.4. MOY relations and isomorphisms between matrix factorizations. We show isomorphisms between
factorizations for colored planar diagrams corresponding to the MOY relations in Appendix B.
Proposition 4.14. Let ω1 be a polynomial Fm4(X
(m4)
(4) )− Fm1(X
(m1)
(1) )− Fm2(X
(m2)
(2) )− Fm3(X
(m3)
(3) ).
(1) There is an isomorphism in HMFgr
R
(m1 ,m2,m3,m4)
(1,2,3,4)
,ω1
C


m4
m3m1 m2
X(m4)(4)
X(m5)(5)
X(m3)(3)X
(m1)
(1) X
(m2)
(2)


n
≃ C


m4
X(m1,m2,m3)(1,2,3)
X(m4)(4)


n
≃ C


m4
m3m1 m2
X(m4)(4)
X(m6)(6)
X(m3)(3)X
(m1)
(1) X
(m2)
(2)


n
.
(2) There is an isomorphism in HMFgr
R
(m1 ,m2,m3,m4)
(1,2,3,4)
,−ω1
C

 m4
m3m1 m2
X(m4)(4)
X(m5)(5)
X(m3)(3)X
(m1)
(1) X
(m2)
(2)


n
≃ C


m4
X(m4)(4)
X(m1,m2,m3)(1,2,3)


n
≃ C

 m4
m3m1 m2
X(m4)(4)
X(m6)(6)
X(m3)(3)X
(m1)
(1) X
(m2)
(2)


n
,
where 1 ≤ m1,m2,m3 ≤ n− 2, m5 = m1 +m2 ≤ n− 1, m6 = m2 +m3 ≤ n− 1 and m4 = m1 +m2 +m3 ≤ n.
Proposition 4.15. (1)There is an isomorphism in HMFgrQ,0
C
(
❥1m
)
n
=
m
⊠
j=1
K
(
L
[m]
j,(1;2);xj,1 − xj,2
)
R
(m,m)
(1,2)
∣∣∣
X(m)
(2)
=X(m)
(1)
≃ (J
Fm(X
(m)
(1)
)
→ 0→ J
Fm(X
(m)
(1)
)
)
{
−mn+m2
}
〈m〉 ,
where J
Fm(X
(m)
(1)
)
is Jacobi algebra for the polynomial Fm(X
(m)
(1) ),
J
Fm(X
(m)
(1)
)
= R
(m)
(1)
/〈
∂Fm
∂x1,1
, . . . ,
∂Fm
∂xm,1
〉
.
(2)There is an isomorphism in HMFgr
R
(m3,m3)
(1,2)
,Fm3(X
(m3)
(1)
)−Fm3(X
(m3)
(2)
)
C


m3
m3
❥1
❥2
m1 m2


n
≃ C


m3
❥2
❥1


n
{[
m3
m1
]
q
}
q
,
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(3)There is an isomorphism in HMFgr
R
(m1,m1)
(1,2)
,Fm1(X
(m1)
(1)
)−Fm1(X
(m1)
(2)
)
C


m1
m1
❥1
❥2
m3 m2


n
≃ C


m1
❥2
❥1


n
{[
n−m1
m2
]
q
}
q
〈m2〉 ,
where 1 ≤ m1,m2 ≤ n− 1 and m3 = m1 +m2 ≤ n.
Proposition 4.16. There are isomorphisms in HMFgr
R
(1,j,1,j)
(1,2,3,4)
,F1(X
(1)
(1)
)+Fj(X
(j)
(2)
)−F1(X
(1)
(3)
)−Fj(X
(j)
(4)
)
(1)C


❥2❥1
❥4❥3
m1
m1
1
1
m−12


n
≃ C


❥2❥1
❥4❥3
m1
m1
m+1


n
⊕
C


❥2❥1
❥4❥3
m1


n
{[m− 1]q}q
(2)C

 m1
m1
m+1
m+1
1m
❥2❥1
❥4❥3


n
≃ C


❥2❥1
❥4❥3
m1


n
⊕
C


❥2❥1
❥4❥3
m1
m1
m−1


n
{[n−m− 1]q}q 〈1〉 .
Proof of Proposition 4.14. We prove this proposition (1). The left-hand side factorization forms
Λ
[m1+m2,m3]
(4;5,3) ⊠ Λ
[m1,m2]
(5;1,2)
=
m1+m2+m3
⊠
j=1
K
(
Λ
[m1+m2,m3]
j,(4;5,3) ;xj,4 −X
(m1+m2,m3)
j,(5,3)
)
R
(m3,m1+m2+m3,m1+m2)
(3,4,5)
⊠
m1+m2
⊠
j=1
K
(
Λ
[m1,m2]
j,(5;1,2) ;xj,5 −X
(m1,m2)
j,(1,2)
)
R
(m1 ,m2,m1+m2)
(1,2,5)
.
Since the potential of this factorization does not include the variables of X(m1+m2)(5) and
(x1,5 −X
(m1,m2)
1,(1,2) , · · · , xm1+m2,5 −X
(m1,m2)
m1+m2,(1,2)
)|
(X
(m1)
(1)
,X
(m2)
(2)
,X
(m3)
(3)
,X
(m1+m2+m3)
(4)
)=(0)
= (X(m1+m2)(5) )
is a regular sequence, we can apply Corollary 2.48 to the variables of X(m1+m2)(5) . Then, the matrix factorization
is isomorphic to
m1+m2+m3
⊠
j=1
K
(
Λ
[m1+m2,m3]
j,(4;5,3) ;xj,4−X
(m1+m2,m3)
j,(5,3)
)
R
(m1,m2,m3,m1+m2+m3,m1+m2)
(1,2,3,4,5)
/
D
x1,5−X
(m1,m2)
1,(1,2)
,··· ,xm1+m2,5−X
(m1,m2)
m1+m2,(1,2)
E.
In the quotient R
(m1,m2,m3,m1+m2+m3,m1+m2)
(1,2,3,4,5) /
〈
x1,5 −X
(m1,m2)
1,(1,2) , · · · , xm1+m2,5 −X
(m1,m2)
m1+m2,(1,2)
〉
, the polyno-
mial X
(m1+m2,m3)
j,(5,3) equals X
(m1,m2,m3)
j,(1,2,3) . Then, the polynomial Λ
[m1+m2,m3]
j,(4;5,3) equals to
Fm1+m2+m3(· · · , X
(m1,m2,m3)
j−1,(1,2,3) , xj,4, xj+1,4, · · · )− Fm1+m2+m3(· · · , X
(m1,m2,m3)
j−1,(1,2,3) , X
(m1,m2,m3)
j,(1,2,3) , xj+1,4, · · · )
xj,4 −X
(m1,m2,m3)
j,(1,2,3)
.
We denote this polynomial by Λ
[m1,m2,m3]
j,(4;1,2,3) . Since we find that
R
(m1,m2,m3,m1+m2+m3,m1+m2)
(1,2,3,4,5) /
〈
x1,5 −X
(m1,m2)
1,(1,2) , · · · , xm1+m2,5 −X
(m1,m2)
m1+m2,(1,2)
〉
≃ R
(m1,m2,m3,m1+m2+m3)
(1,2,3,4)
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as a Z-graded R(m1,m2,m3,m1+m2+m3)(1,2,3,4) -module, the matrix factorization is isomorphic to
m1+m2+m3
⊠
j=1
K
(
Λ
[m1,m2,m3]
j,(4;1,2,3) ;xj,4 −X
(m1,m2,m3)
j,(1,2,3)
)
R
(m1,m2,m3,m1+m2+m3)
(1,2,3,4)
.
The right-hand side factorization forms
Λ
[m1,m2+m3]
(4;1,6) ⊠ Λ
[m2,m3]
(6;2,3)
=
m1+m2+m3
⊠
j=1
K
(
Λ
[m1,m2+m3]
j,(4;1,6) ;xj,4 −X
(m1,m2+m3)
j,(1,6)
)
R
(m1,m1+m2+m3,m2+m3)
(1,4,6)
⊠
m2+m3
⊠
j=1
K
(
Λ
[m2,m3]
j,(6;2,3) ;xj,6 −X
(m2,m3)
j,(2,3)
)
R
(m2 ,m3,m2+m3)
(2,3,6)
Since the potential of this matrix factorization does not include the variables of Xm2+m3,6 and
(x1,6 −X
(m2,m3)
1,(2,3) , · · · , xm2+m3,6 −X
(m2,m3)
m2+m3,(2,3)
)|(Xm1,1,Xi2,2,Xi3,3,Xm1+m2+m3,4)=(0) = (Xm2+m3,6)
is a regular sequence in R
(m1,m2,m3,m1+m2+m3,m2+m3)
(1,2,3,4,6) , we can apply Corollary 2.48 to these variables. We
similarly obtain the result that the matrix factorization is isomorphic to
m1+m2+m3
⊠
j=1
K
(
Λ
[m1,m2,m3]
j,(4;1,2,3) ;xj,4 −X
(m1,m2,m3)
j,(1,2,3)
)
R
(m1,m2,m3,m1+m2+m3)
(1,2,3,4)
.
We similarly prove this proposition (2). 
Proof of Proposition 4.15. (1) We have
m
⊠
j=1
K
(
L
[m]
j,(1;2);xj,1 − xj,2
)
R
(m,m)
(1,2)
∣∣∣
Xm,2=Xm,1
=
m
⊠
j=1
(
R
(m)
(1) , R
(m)
(1) {2j − 1− n}, L
[m]
j,(1;2)|Xm,2=Xm,1 , 0
)
.
The polynomial L
[m]
j,(1;2)|Xm,2=Xm,1 is
Fm(· · · , xj−1,2, xj,1, xj+1,1, · · · )− Fm(· · · , xj−1,2, xj,2, xj+1,1, · · · )
xj,1 − xj,2
∣∣∣
Xm,2=Xm,1
=
∂Fm(Xm,1)
∂xj,1
.
Hence, we apply Theorem 2.46 to these polynomials of the matrix factorization after using Proposition 2.30 and
2.37;
m
⊠
j=1
K
(
L
[m]
j,(1;2);xj,1 − xj,2
)
R
(m,m)
(1,2)
∣∣∣
Xm,2=Xm,1
≃
m
⊠
j=1
(
R
(m)
(1) , R
(m)
(1) {n+ 1− 2j}, 0,
∂Fm(Xm,1)
∂xj,1
)
{−mn+m2} 〈m〉
≃
(
JFm(Xm,1), 0, 0, 0
){
−mn+m2
}
〈m〉 .
(2) We have
C


m3
m3
❥1
❥2
m1 m2
❥3 ❥4


n
=
m3
⊠
j=1
K
(
Λ
[m1,m2]
j,(1;3,4) ;xj,1 −X
(m1,m2)
j,(3,4)
)
R
(m3 ,m1,m2)
(1,3,4)
⊠
m3
⊠
j=1
K
(
V
[m1,m2]
j,(3,4;2) ;X
(m1,m2)
j,(3,4) − xj,2
)
R
(m3,m1,m2)
(2,3,4)
{−m1m2} .
The potential of this matrix factorization does not include the variables of X(m1)(3) , X
(m2)
(4) and we find that the
following sequence is regular:
(X
(m1,m2)
1,(3,4) − x1,2, ..., X
(m1,m2)
m3,(3,4)
− xm3,2)
∣∣∣(Xm3,1,Xm3,2)=(0) = (X(m1,m2)1,(3,4) , ..., X(m1,m2)m3,(3,4) ).
Therefore, we can apply Corollary 2.48 to the matrix factorization. Then, we have
m3
⊠
j=1
K
(
Λ
[m1,m2]
j,(1;3,4) ;xj,1 − xj,2
)
R
(m3,m3,m1,m2)
(1,2,3,4)
/
D
X
(m1,m2)
1,(3,4)
−x1,2,...,X
(m1,m2)
m3,(3,4)
−xm3,2
E {−m1m2} .
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In the quotient R
(m3,m3,m1,m2)
(1,2,3,4) /
〈
X
(m1,m2)
1,(3,4) − x1,2, ..., X
(m1,m2)
m3,(3,4)
− xm3,2
〉
, the polynomial Λ
[m1,m2]
j,(1;3,4) is equal to
L
[m3]
j,(1;2). We find that the quotient R
(m3,m3,m1,m2)
(1,2,3,4) /
〈
X
(m1,m2)
1,(3,4) − x1,2, ..., X
(m1,m2)
m3,(3,4)
− xm3,2
〉
{−m1m2} is iso-
morphic to R
(m3,m3)
(1,2)
{[
m3
m1
]
q
}
q
as a Z-graded R(m3,m3)(1,2) -module. Thus, we obtain the isomorphism of (2).
(3) We have
C


m1
m1
❥1
❥2
m3 m2
❥3 ❥4


n
=
m3
⊠
j=1
K(Λ
[m1,m2]
j,(3;2,4);xj,3 −X
(m1,m2)
j,(2,4) )R(m1 ,m3,m2)
(2,3,4)
⊠
m3
⊠
j=1
K(V
[m1,m2]
j,(1,4;3) ;X
(m1,m2)
j,(1,4) − xj,3)R(m1,m3,m2)
(1,3,4)
{−m1m2} .
The potential of this matrix factorization does not include the variables of X(m3)(3) , X
(m2)
(4) and we find that the
following sequence is regular:
(X
(m1,m2)
1,(1,4) − x1,3, ..., X
(m1,m2)
m3,(1,4)
− xm3,3)
∣∣∣∣(X(m1)
(1)
,X
(m1)
(2)
)=(0)
= (x1,4 − x1,3, ..., xm2,4 − xm2,3,−xm2+1,3, ...,−xm3,3).
is regular. Therefore, we can apply Corollary 2.48 to the matrix factorization. Then we have
m3
⊠
j=1
K(Λ
[m1,m2]
j,(3;2,4);X
(m1,m2)
j,(1,4) −X
(m1,m2)
j,(2,4) )R(m1 ,m1,m3,m2)
(1,2,3,4)
/
D
X
(m1,m2)
1,(1,4)
−x1,3,...,X
(m1,m2)
m3,(1,4)
−xm3,3
E {−m1m2}
≃
m3
⊠
j=1
K(
˜
Λ
[m1,m2]
j,(3;2,4) ;X
(m1,m2)
j,(1,4) −X
(m1,m2)
j,(2,4) )R(m1,m1,m2)
(1,2,4)
{−m1m2} ,
where
˜
Λ
[m1,m2]
j,(3;2,4)
=
Fm3(X
(m1,m2)
1,(2,4) , ..., X
(m1,m2)
j−1,(2,4), X
(m1,m2)
j,(1,4) , ..., X
(m1,m2)
m3,(1,4)
)− Fm3(X
(m1,m2)
1,(2,4) , ..., X
(m1,m2)
j,(2,4) , X
(m1,m2)
j+1,(1,4), ..., X
(m1,m2)
m3,(1,4)
)
X
(m1,m2)
j,(1,4) −X
(m1,m2)
j,(2,4)
.
X
(m1,m2)
j,(1,4) −X
(m1,m2)
j,(2,4) is a polynomial with Z-grading 2j of
((x1,1 − x1,2) + (x2,1 − x2,2) + ...+ (xm1,1 − xm1,2))(1 + x1,4 + x2,4 + ...+ xm2,4).
Then, the polynomials (X
(m1,m2)
m1+1,(1,4)
−X
(m1,m2)
m1+1,(2,4)
, ..., X
(m1,m2)
m3,(1,4)
−X
(m1,m2)
m3,(2,4)
) can be described as the linear sum
of the polynomials (X
(m1,m2)
1,(1,4) −X
(m1,m2)
1,(2,4) , ..., X
(m1,m2)
m1,(1,4)
−X
(m1,m2)
m1,(2,4)
). Applying Proposition 2.39 to the matrix
factorization (21), it is isomorphic to
m1
⊠
j=1
K(∗;xj,1 − xj,2)R(m1 ,m1,m2)
(1,2,4)
(8)
⊠
m3
⊠
k=m1+1
(R
(m1,m1,m2)
(1,2,4) , R
(m1,m1,m2)
(1,2,4) {2k − n− 1},
˜
Λ
[m1,m2]
k,(3;2,4), 0) {−m1m2} .
We find that the following sequence is regular:
(
˜
Λ
[m1,m2]
m1+1,(3;2,4)
, ...,
˜
Λ
[m1,m2]
m3,(3;2,4)
)
∣∣∣∣(X(m1)
(1)
,X
(m1)
(2)
)=(0)
= ((−1)m1(n+ 1)X
(−m3)
n−m1,(4)
, ..., (−1)m3−1(n+ 1)X
(−m3)
n+1−m3,(4)
).
The potential of the factorization (8) does not include the variables of X(m2)(4) . Then, the partial factorization of
(8), ⊠m3k=m1+1(R
(m1,m1,m2)
(1,2,4) , R
(m1,m1,m2)
(1,2,4) {2k − n− 1},
˜
Λ
[m1,m2]
k,(3;2,4), 0) {−m1m2}, is isomorphic to
(
R
(m1,m1,m2)
(1,2,4) /〈X
(−m3)
n−m1,(4)
, ..., X
(−m3)
n+1−m3,(4)
〉, 0, 0, 0
){ m3∑
m1+1
2k − n− 1
}
{−m1m2} 〈m2〉.
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As a factorization of Z-graded R(m1,m1)(1,2) -modules, this is isomorphic to
R(m1,m1)(1,2)
{[
n−m1
m2
]
q
}
q
, 0, 0, 0

 〈m2〉.
By Theorem 2.43, the other partial matrix factorization of (8),
m1
⊠
j=1
K(∗;xj,1− xj,2)R(m1,m1,m2)
(1,2,4)
, is isomorphic to
C


m1
❥2
❥1


n
⊠ (R
(m2)
(4) , 0, 0, 0).
Hence, we obtain the isomorphism of (3). 
Proof of Proposition 4.16. (1)We have
C


❥7❥5
❥2❥1
❥4❥3
❥8
❥6
m1
m1
1
1
m−12


n
= K



V [1,1]1,(1,6;5)
V
[1,1]
2,(1,6;5)

 ;

X(1,1)1,(1,6) − x1,5
X
(1,1)
2,(1,6) − x2,5




R
(1,2,1)
(1,5,6)
{−1}⊠K



Λ[1,1]1,(5;3,8)
Λ
[1,1]
2,(5;3,8)

;

x1,5 −X(1,1)1,(3,8)
x2,5 −X
(1,1)
2,(3,8)




R
(1,2,1)
(3,5,8)
⊠K




Λ
[1,m−1]
1,(2;6,7)
...
Λ
[1,m−1]
m,(2;6,7)

;


x1,2 −X
(1,m−1)
1,(6,7)
...
xm,2 −X
(1,m−1)
m,(6,7)




R
(m,1,m−1)
(2,6,7)
⊠ K




V
[1,m−1]
1,(8,7;4)
...
V
[1,m−1]
m,(8,7;4)

;


X
(m−1,1)
1,(7,8) − x1,4
...
X
(m−1,1)
m,(7,8) − xm,4




R
(m,m−1,1)
(2,7,8)
{−m+ 1}.
We apply Corollary 2.48 to the matrix factorization. Then we obtain
(9) K




Λ
[1,1]
2,(5;3,8)
Λ
[1,m−1]
m,(2;6,7)
V
[1,m−1]
1,(8,7;4)
...
V
[1,m−1]
m,(8,7;4)


;


x2,5 −X
(1,1)
2,(3,8)
xm,2 −X
(1,m−1)
m,(6,7)
X
(m−1,1)
1,(7,8) − x1,4
...
X
(m−1,1)
m,(7,8) − xm,4




Q1
{−m},
where Q1 = R
(1,m,1,m,2,1,m−1,1)
(1,2,3,4,5,6,7,8)
/〈
X
(1,1)
1,(1,6) − x1,5, X
(1,1)
2,(1,6) − x2,5, x1,5 −X
(1,1)
1,(3,8),
x1,2 −X
(1,m−1)
1,(6,7) , · · · , xm,2 −X
(1,m−1)
m,(6,7)
〉
.
In the quotient, there are the following equations
x1,5 = X
(1,1)
1,(1,6), x2,5 = X
(1,1)
2,(1,6), x1,8 = X
(1,−1,1)
1,(1,3,6) ,
xk,7 = X
(m,−1)
k,(2,6) (k = 1, 2, · · · ,m− 1).
Therefore, Q1 is isomorphic to R
(1,m,1,m,1)
(1,2,3,4,6) as a Z-graded R
(1,m,1,m)
(1,2,3,4) -module. That is, the variables x1,5, x2,5,
x1,8 and xk,7 can be removed from the quotient Q1 using the above equations. Then, the matrix factorization
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(9) is isomorphic to
K




˜
Λ
[1,1]
2,(5;3,8)
˜
Λ
[1,m−1]
m,(2;6,7)
˜
V
[1,m−1]
1,(8,7;4)
˜
V
[1,m−1]
2,(8,7;4)
...
˜
V
[1,m−1]
m−1,(8,7;4)
˜
V
[1,m−1]
m,(8,7;4)


;


X
(1,−1)
1,(1,3)(x1,6 − x1,3)
X
(m,−1)
m,(2,6)
x1,1 + x1,2 − x1,3 − x1,4
X
(1,−1)
1,(1,3)X
(m,−1)
1,(2,6) + x2,2 − x2,4
...
X
(1,−1)
1,(1,3)X
(m,−1)
m−2,(2,6) + xm−1,2 − xm−1,4
X
(1,−1)
1,(1,3)X
(m,−1)
m−1,(2,6) −X
(m,−1)
m,(2,6) + xm,2 − xm,4




R
(1,m,1,m,1)
(1,2,3,4,6)
.
{−m}
Moreover, by Theorem 2.46, we obtain
K




̂
Λ
[1,1]
2,(5;3,8)
̂
V
[1,m−1]
1,(8,7;4)
̂
V
[1,m−1]
2,(8,7;4)
...
̂
V
[1,m−1]
m,(8,7;4)


;


X
(1,−1)
1,(1,3)(x1,6 − x1,3)
x1,1 + x1,2 − x1,3 − x1,4
X
(1,−1)
1,(1,3)X
(m,−1)
1,(2,6) + x2,2 − x2,4
...
X
(1,−1)
1,(1,3)X
(m,−1)
m−1,(2,6) + xm,2 − xm,4




R
(1,m,1,m,1)
(1,2,3,4,6)
.D
X
(m,−1)
m,(2,6)
E
{−m},
where
̂
Λ
[1,1]
2,(5;3,8) =
˜
Λ
[1,1]
2,(5;3,8) and
̂
V
[1,m−1]
i,(8,7;4) =
˜
V
[1,m−1]
i,(8,7;4) in the quotient R
(1,m,1,m,1)
(1,2,3,4,6)
/〈
X
(m,−1)
m,(2,6)
〉
. Since the poly-
nomials X
(m,−1)
k,(2,6) are described as
X
(m,−1)
k,(2,6) = −X
(m,−1,−1)
k−1,(2,3,6)(x1,6 − x1,3) +X
(m,−1)
k,(2,3) (k = 1, ...,m− 1),
the above matrix factorization is isomorphic to
K




̂
Λ
[1,1]
2,(5;3,8) −
∑m
k=2X
(m,−1,−1)
k−1,(2,3,6)
̂
V
[1,m−1]
k,(8,7;4)
̂
V
[1,m−1]
1,(8,7;4)
̂
V
[1,m−1]
2,(8,7;4)
...
̂
V
[1,m−1]
m,(8,7;4)


;


X
(1,−1)
1,(1,3)(x1,6 − x1,3)
x1,1 + x1,2 − x1,3 − x1,4
X
(1,−1)
1,(1,3)X
(m,−1)
1,(2,3) + x2,2 − x2,4
...
X
(1,−1)
1,(1,3)X
(m,−1)
m−1,(2,3) + xm,2 − xm,4




R
(1,m,1,m,1)
(1,2,3,4,6)
.D
X
(m,−1)
m,(2,6)
E
{−m}.
Applying Corollary 2.44 (2) to this matrix factorization, we find that there are polynomials ak ∈ R
(1,m,1,m)
(1,2,3,4) (k =
1, · · ·m) and a0 ∈R
(1,m,1,m,1)
(1,2,3,4,6)
/〈
X
(m,−1)
m,(2,6)
〉
such that a0(x1,6−x1,3) ≡ a ∈ R
(1,m,1,m)
(1,2,3,4) (mod R
(1,m,1,m,1)
(1,2,3,4,6)
/〈
X
(m,−1)
m,(2,6)
〉
)
and we have an isomorphism between the above matrix factorization and the following matrix factorization
(10) K




a0
a1
a2
...
am


;


X
(1,−1)
1,(1,3)(x1,6 − x1,3)
x1,1 + x1,2 − x1,3 − x1,4
X
(1,−1)
1,(1,3)X
(m,−1)
1,(2,3) + x2,2 − x2,4
...
X
(1,−1)
1,(1,3)X
(m,−1)
m−1,(2,3) + xm,2 − xm,4




R
(1,m,1,m,1)
(1,2,3,4,6)
.D
X
(m,−1)
m,(2,6)
E
{−m}.
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We choose a decompositions of R
(1,m,1,m,1)
(1,2,3,4,6)
/〈
X
(m,−1)
m,(2,6)
〉
to be
R1 ≃ R
(1,m,1,m)
(1,2,3,4) ⊕ (x1,6 − x1,3)R
(1,m,1,m)
(1,2,3,4) ⊕ x1,6(x1,6 − x1,3)R
(1,m,1,m)
(1,2,3,4) ⊕ · · · ⊕ x
m−2
1,6 (x1,6 − x1,3)R
(1,m,1,m)
(1,2,3,4) ,
R2 ≃ R
(1,m,1,m)
(1,2,3,4) ⊕ x1,6R
(1,m,1,m)
(1,2,3,4) ⊕ x
2
1,6R
(1,m,1,m)
(1,2,3,4) ⊕ · · · ⊕ x
m−1
1,6 R
(1,m,1,m)
(1,2,3,4) .
Then, the partial factorization K(a0;X
(1,−1)
1,(1,3)(x1,6 − x1,3))R(1,m,1,m,1)
(1,2,3,4,6)
.D
X
(m,−1)
m,(2,6)
E of (10) is isomorphic to
(R1, R2{3− n}, f0, f1) .
where
f0 =

 t0m−1 Em−1(a)a0
X
(m−1,−1,−1)
m−1,(2,3,6)
0m−1

 ,
f1 =
(
0m−1 X
(m−1,−1)
m,(2,3) (x1,1 − x1,3)
Em−1(x1,1 − x1,3)
t0m−1
)
.
Ek(f) is the k×k diagonal matrix of f and 0k is the zero low vector with length m. Remark that
a0
X
(m−1,−1,−1)
m−1,(2,3,6)
naturally become a polynomial of R
(1,m,1,m)
(1,2,3,4) in the quotient R
(1,m,1,m,1)
(1,2,3,4,6)
/〈
X
(m,−1)
m,(2,6)
〉
by the structure of matrix
factorization. This polynomial
a0
X
(m−1,−1,−1)
m−1,(2,3,6)
in R
(1,m,1,m)
(1,2,3,4) is denoted by b.
Hence, the partial matrix factorization splits into the following direct sum
m−1⊕
i=1
K(a;X
(1,1)
1,(1,3))R(1,m,1,m)
(1,2,3,4)
{2i} ⊕K(b;X
(1,1)
1,(1,3)X
(m−1,−1)
m,(2,3) )R(1,m,1,m)
(1,2,3,4)
.
QUANTUM (sln, ∧Vn) LINK INVARIANT AND MATRIX FACTORIZATIONS 41
The other partial factorization of (10) consists of polynomials which do not include variable x1,6. Thus, using
Theorem 2.43, the factorization (10) is isomorphic to
m−1⊕
i=1
K




a
a1
a2
...
am

 ;


X
(1,1)
1,(1,3)
x1,1 + x1,2 − x1,3 − x1,4
X
(1,1)
1,(1,3)X
(m−1,−1)
1,(2,3) + x2,2 − x2,4
...
X
(1,1)
1,(1,3)X
(m−1,−1)
m−1,(2,3) + xm,2 − xm,4




R
(1,m,1,m)
(1,2,3,4)
{2i−m}
⊕
K




a1
a2
...
am
b

 ;


x1,1 + x1,2 − x1,3 − x1,4
X
(1,1)
1,(1,3)X
(m−1,−1)
1,(2,3) + x2,2 − x2,4
...
X
(1,1)
1,(1,3)X
(m−1,−1)
m−1,(2,3) + xm,2 − xm,4
X
(1,1)
1,(1,3)X
(m−1,−1)
m,(2,3)




R
(1,m,1,m)
(1,2,3,4)
{−m}
≃
m−1⊕
i=1
K




a+
∑m
l=1X
(m−1,−1)
l−1,(2,3) al
a1
...
am

 ;


x1,1 − x1,3
x1,2 − x1,4
...
xm,2 − xm,4




R
(1,m,1,m)
(1,2,3,4)
{2i−m}
⊕
K




∑m+1
k=1 ak(−x1,3)
k−1∑m+1
k=2 ak(−x1,3)
k−2
...
am − x1,3am+1
b


;


X
(1,m)
1,(1,2) −X
(1,m)
1,(3,4)
X
(1,m)
2,(1,2) −X
(1,m)
2,(3,4)
...
X
(1,m)
m,(1,2) −X
(1,m)
m,(3,4)
X
(1,m)
m+1,(1,2) −X
(1,m)
m+1,(3,4)




R
(1,m,1,m)
(1,2,3,4)
{−m}.
Using Theorem 2.43, we find the above matrix factorization is isomorphic to
C


❥2❥1
❥4❥3
m1
m1
m+1


⊕ C


❥2❥1
❥4❥3
m1


n
{[m− 1]q}q
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(2) We have
C

 m1
m1
m+1
m+1
1m
❥7❥5
❥2❥1
❥4❥3
❥8
❥6


n
=
K




Λ
[1,m]
1,(6;1,5)
...
Λ
[1,m]
m+1,(6;1,5)

;


x1,6 −X
(1,m)
1,(1,5)
...
xm+1,6 −X
(1,m)
m+1,(1,5)




R
(1,m,m+1)
(1,5,6)
⊠K




V
[1,m]
1,(3,5;8)
...
V
[1,m]
m+1,(3,5;8)

;


X
(1,m)
1,(3,5) − x1,8
...
X
(1,m)
m+1,(3,5) − xm+1,8




R
(1,m,m+1)
(3,5,8)
{−m}
⊠K




V
[1;m]
1,(7,2;6)
...
V
[1;m]
m+1,(7,2;6)

;


X
(m,1)
1,(2,7) − x1,6
...
X
(m,1)
m+1,(2,7) − xm+1,6




R
(m,m+1,1)
(2,6,7)
{−m}⊠K




Λ
[1,m]
1,(8;7,4)
...
Λ
[1,m]
m+1,(8;7,4)

;


x1,8 −X
(m,1)
1,(4,7)
...
xm+1,8 −X
(m,1)
m+1,(4,7)




R
(m,1,m+1)
(4,7,8)
.
We apply Corollary 2.48 to this matrix factorization. Then we obtain
(11) K




Λ
[1,m]
1,(6;1,5)
...
Λ
[1,m]
m+1,(6;1,5)
V
[1,m]
m+1,(3,5;8)


;


x1,6 −X
(1,m)
1,(1,5)
...
xm+1,6 −X
(1,m)
m+1,(1,5)
X
(1,m)
m+1,(3,5) − xm+1,8




Q2
{−2m},
where Q2 = R
(1,m,1,m,m,m+1,1,m+1)
(1,2,3,4,5,6,7,8)
/〈 X(1,m)1,(3,5) − x1,8, · · · , X(1,m)m,(1,5) − xm,8,
X
(m,1)
1,(2,7) − x1,6, · · · , X
(m,1)
m+1,(2,7) − xm+1,6,
x1,8 −X
(m,1)
1,(4,7), · · · , xm+1,8 −X
(m,1)
m+1,(4,7)
〉
.
In the quotient, we have equations


xk,5 = X
(−1,m,1)
k,(3,4,7) (k = 1, · · · ,m),
xk,6 = X
(m,1)
k,(2,7) (k = 1, · · · ,m+ 1),
xk,8 = X
(m,1)
k,(4,7) (k = 1, · · · ,m+ 1).
(12)
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Using the equations, we find the factorization (11) is isomorphic to
K




Λ
[1,m]
1,(6;1,5)
...
Λ
[1,m]
m,(6;1,5)
Λ
[1,m]
m+1,(6;1,5)
V
[1,m]
m+1,(3,5;8)


;


X
(m,1)
1,(2,7) −X
(1,−1,m,1)
1,(1,3,4,7)
...
X
(m,1)
m,(2,7) −X
(−1,m,1)
m,(1,3,4,7)
X
(m,1)
m+1,(2,7) − x1,1X
(−1,m,1)
m,(3,4,7)
x1,3X
(−1,m,1)
m,(3,4,7) −X
(m,1)
m+1,(4,7)




Q2
{−2m},
≃ K




Λ
[1,m]
1,(6;1,5) + x1,7Λ
[1,m]
2,(6;1,5)
...
Λ
[1,m]
m,(6;1,5) + x1,7Λ
[1,m]
m+1,(6;1,5)
Λ
[1,m]
m+1,(6;1,5)
V
[1,m]
m+1,(3,5;8)


;


x1,2 −X
(1,−1,m)
1,(1,3,4)
...
xm,2 −X
(1,−1,m)
m,(1,3,4)
(x1,7 − x1,1)X
(−1,m)
m,(3,4)
(x1,3 − x1,7)X
(−1,m)
m,(3,4)




Q2
{−2m}.
By Eq. (12) in the quotient Q2, the polynomial Λ
[1,m]
m+1,(6;1,5) can be described by
Λ
[1,m]
m+1,(6;1,5) =
Fm+1(X
(1,m)
1,(1,5), · · · , X
(1,m)
m,(1,5), xm+1,6)− Fm+1(X
(1,m)
1,(1,5), · · · , X
(1,m)
m,(1,5), X
(1,m)
m+1,(1,5))
xm+1,6 −X
(1,m)
m+1,(1,5)
(13)
= c0
(
X
(1,m)
1,(1,5)
)n−m
+ · · ·
≡ c0(x1,7 + x1,1 − x1,3 + x1,4)
n−m + · · · (mod Q2)
= c0x
n−m
1,7 + r1x
n−m−1
1,7 + · · ·+ rn−m,
where c0 ∈ Q and rk ∈ R
(1,m,1,m)
(1,2,3,4) (k = 1, · · · , n−m). Using Theorem 2.46, we have
K




Λ
[1,m]
1,(6;1,5) + x1,7Λ
[1,m]
2,(6;1,5)
...
Λ
[1,m]
m,(6;1,5) + x1,7Λ
[1,m]
m+1,(6;1,5)
(x1,7 − x1,1)X
(−1,m)
m,(3,4)
V
[1,m]
m+1,(3,5;8)


;


x1,2 −X
(1,−1,m)
1,(1,3,4)
...
xm,2 −X
(1,−1,m)
m,(1,3,4)
Λ
[1,m]
m+1,(6;1,5)
(x1,3 − x1,7)X
(−1,m)
m,(3,4)




Q2
{−2m}{2m+ 1− n} 〈1〉 ,
≃ K




Λ
[1,m]
1,(6;1,5) + x1,7Λ
[1,m]
2,(6;1,5)
...
Λ
[1,m]
m,(6;1,5) + x1,7Λ
[1,m]
m+1,(6;1,5)
V
[1,m]
m+1,(3,5;8)


;


x1,2 −X
(1,−1,m)
1,(1,3,4)
...
xm,2 −X
(1,−1,m)
m,(1,3,4)
(x1,3 − x1,7)X
(−1,m)
m,(3,4)




Q2/Λ
[1,m]
m+1,(6;1,5)
{1− n} 〈1〉 .
Applying Corollary 2.44 to this factorization, there are polynomials bk ∈ R
(1,m,1,m)
(1,2,3,4) (k = 1, · · · ,m) and b0 ∈
Q2/Λ
[1,m]
m+1,(6;1,5) such that b0(x1,3 − x1,7) ≡ B1 ∈ R
(1,m,1,m)
(1,2,3,4) (mod Q2/Λ
[1,m]
m+1,(6;1,5)) and we have an isomorphism
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between the above factorization and the following factorization
(14) K




b1
...
bm
b0

 ;


x1,2 −X
(1,−1,m)
1,(1,3,4)
...
xm,2 −X
(1,−1,m)
m,(1,3,4)
(x1,3 − x1,7)X
(−1,m)
m,(3,4)




Q2/Λ
[1,m]
m+1,(6;1,5)
{1− n} 〈1〉 .
We choose decompositions of Q2/Λ
[1,m]
m+1,(6;1,5) to be
R3 := R
(1,m,1,m)
(1,2,3,4) ⊕ (x1,3 − x1,7)R
(1,m,1,m)
(1,2,3,4) ⊕ · · · ⊕ x
n−m−2
1,7 (x1,3 − x1,7)R
(1,m,1,m)
(1,2,3,4) ,
R4 := R
(1,m,1,m)
(1,2,3,4) ⊕ x1,7R
(1,m,1,m)
(1,2,3,4) ⊕ · · · ⊕ x
n−m−2
1,7 R
(1,m,1,m)
(1,2,3,4) ⊕ βR
(1,m,1,m)
(1,2,3,4) ,
where β =
∑n−m−1
k=0 x
n−m−1−k
1,7
(
c0x
k
1,3 +
∑k
l=1 x
k−l
1,3 rl
)
. Then, we consider the partial matrix factorization of
(14) K(b0; (x1,3 − x1,7)X
(−1,m)
m,(3,4))Q2/Λ[1,m]m+1,(6;1,5)
. This is isomorphic to
(R3, R4{3− n}, g0, g1) ,
where
g0 =
( t0n−m−1 En−m−1(B1)
b0
β 0n−m−1
)
,
g1 =
(
0n−m−1 β(x1,3 − x1,7)X
(−1,m)
m,(3,4)
En−m−1(X
(−1,m)
m,(3,4))
t0n−m−1
)
.
Remark that
b0
β
is a polynomial, denoted by B2, in R
(1,m,1,m)
(1,2,3,4) and we have
β(x1,3 − x1,7) ≡ c0x
n−m
1,3 + r1x
n−m−1
1,3 + · · ·+ rn−m (mod Q2/Λ
[1,m]
m+1,(6;1,5))
=: B3.
Therefore, the partial factorization has a direct decomposition
K
(
B1;X
(−1,m)
m,(3,4)
)
R
(1,m,1,m)
(1,2,3,4)
{[n−m− 1]q}q{n−m}⊕
K
(
B2;B3X
(−1,m)
m,(3,4)
)
R
(1,m,1,m)
(1,2,3,4)
.
Then, the factorization (14) is isomorphic to
K




b1
...
bm
B1


;


x1,2 −X
(1,−1,m)
1,(1,3,4)
...
xm,2 −X
(1,−1,m)
m,(1,3,4)
X
(−1,m)
m,(3,4)




R
(1,m,1,m)
(1,2,3,4)
{[n−m− 1]q}q{1−m} 〈1〉(15)
⊕
K




b1
...
bm
B2


;


x1,2 −X
(1,−1,m)
1,(1,3,4)
...
xm,2 −X
(1,−1,m)
m,(1,3,4)
B3X
(−1,m)
m,(3,4)




R
(1,m,1,m)
(1,2,3,4)
{1− n} 〈1〉 .(16)
QUANTUM (sln, ∧Vn) LINK INVARIANT AND MATRIX FACTORIZATIONS 45
Applying Theorem 2.43 to the partial factorization (15), we have a factorization
C


❥2❥1
❥4❥3
m1
m1
m−1


n
{[m− n− 1]q}q 〈1〉 .
To show an isomorphism between the partial factorization (16) and
C


❥2❥1
❥4❥3
m1


n
,
we calculate a specific form of B3 and B3X
(−1,m)
m,(3,4) . First, we have
B3 = c0x
n−m
1,3 + r1x
n−m−1
1,3 + · · ·+ rn−m
= (c0x
n−m
1,7 + r1x
n−m−1
1,7 + · · ·+ rn−m)|x1,7=x1,3
Eqs.(13)
≡ Λ
[1,m]
m+1,(6;1,5)
∣∣
x1,7=x1,3 (mod Q2).
In the quotient Q2, we have X
(1,m)
k,(1,5)
∣∣∣
x1,7=x1,3
≡ X
(1,m)
k,(1,4) (k = 1, ...,m+ 1) and xm+1,6 ≡ X
(m,1)
m+1,(2,3). Then, we
have
B3 ≡ Λ
[1,m]
m+1,(6;1,5)
∣∣
x1,7=x1,3
≡
Fm+1(X
(1,m)
1,(1,4), · · · , X
(1,m)
m,(1,4), X
(m,1)
m+1,(2,3))− Fm+1(X
(1,m)
1,(1,4), · · · , X
(1,m)
m,(1,4), X
(1,m)
m+1,(1,4))
X
(m,1)
m+1,(2,3) −X
(1,m)
m+1,(1,4)
≡
Fm+1(X
(1,m)
1,(1,4), · · · , X
(1,m)
m,(1,4), x1,3X
(1,−1,m)
m,(1,3,4))− Fm+1(X
(1,m)
1,(1,4), · · · , X
(1,m)
m,(1,4), X
(1,m)
m+1,(1,4))
x1,3X
(1,−1,m)
m,(1,3,4) −X
(1,m)
m+1,(1,4)
(mod
〈
xm,2 −X
1,−1,m
m,(1,3,4)
〉
R
(1,m,1,m)
(1,2,3,4)
)
=
Fm+1(X
(1,m)
1,(1,4), · · · , X
(1,m)
m,(1,4), x1,3X
(1,−1,m)
m,(1,3,4))− Fm+1(X
(1,m)
1,(1,4), · · · , X
(1,m)
m,(1,4), X
(1,m)
m+1,(1,4))
(x1,3 − x1,1)X
(−1,m)
m,(3,4)
=
F1(x1,3)− F1(x1,1)
(x1,3 − x1,1)X
(−1,m)
m,(3,4)
+
Fm(X
(1,−1,m)
1,(1,3,4) , · · · , X
(1,−1,m)
m,(1,3,4))− Fm(x1,4, · · · , xm,4)
(x1,3 − x1,1)X
(−1,m)
m,(3,4)
=
F1(x1,3)− F1(x1,1)
(x1,3 − x1,1)X
(−1,m)
m,(3,4)
+
Fm(X
(1,−1,m)
1,(1,3,4) , X
(1,−1,m)
2,(1,3,4) , · · · , X
(1,−1,m)
m,(1,3,4))− Fm(x1,4, X
(1,−1,m)
2,(1,3,4) , · · · , X
(1,−1,m)
m,(1,3,4))
(x1,3 − x1,1)X
(−1,m)
m,(3,4)
+
Fm(x1,4, X
(1,−1,m)
2,(1,3,4) , X
(1,−1,m)
3,(1,3,4) , · · · , X
(1,−1,m)
m,(1,3,4))− Fm(x1,4, x2,4, X
(1,−1,m)
3,(1,3,4) , · · · , X
(1,−1,m)
m,(1,3,4))
(x1,3 − x1,1)X
(−1,m)
m,(3,4)
+ · · ·+
Fm(x1,4, · · · , xm−1,4, X
(1,−1,m)
m,(1,3,4))− Fm(x1,4, · · · , xm−1,4, xm,4)
(x1,3 − x1,1)X
(−1,m)
m,(3,4)
.
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Using the equation X
(1,−1,m)
k,(1,3,4) − xk,4 = (x1,1 − x1,3)X
(−1,m)
k−1,(3,4) (k = 1, ...,m), we find
B3X
(−1,m)
m,(3,4) ≡
F1(x1,1)− F1(x1,3)
x1,1 − x1,3
−
Fm(X
(1,−1,m)
1,(1,3,4) , X
(1,−1,m)
2,(1,3,4) , · · · , X
(1,−1,m)
m,(1,3,4))− Fm(x1,4, X
(1,−1,m)
2,(1,3,4) , · · · , X
(1,−1,m)
m,(1,3,4))
X
(1,−1,m)
1,(1,3,4) − x1,4
−
Fm(x1,4, X
(1,−1,m)
2,(1,3,4) , X
(1,−1,m)
3,(1,3,4) , · · · , X
(1,−1,m)
m,(1,3,4))− Fm(x1,4, x2,4, X
(1,−1,m)
3,(1,3,4) , · · · , X
(1,−1,m)
m,(1,3,4))
X
(1,−1,m)
2,(1,3,4) − x2,4
X
(−1,m)
1,(3,4)
− · · · −
Fm(x1,4, · · · , xm−1,4, X
(1,−1,m)
m,(1,3,4))− Fm(x1,4, · · · , xm−1,4, xm,4)
X
(1,−1,m)
m,(1,3,4) − xm,4
X
(−1,m)
m−1,(3,4)
≡
F1(x1,1)− F1(x1,3)
x1,1 − x1,3
−
Fm(x1,2, x2,2, · · · , xm,2)− Fm(x1,4, x2,2, · · · , xm,2)
x1,2 − x1,4
−
Fm(x1,4, x2,2, x3,2, · · · , xm,2)− Fm(x1,4, x2,4, x3,2, · · · , xm,2)
x2,2 − x2,4
X
(−1,m)
1,(3,4)
− · · · −
Fm(x1,4, · · · , xm−1,4, xm,2)− Fm(x1,4, · · · , xm−1,4, xm,4)
xm,2 − xm,4
X
(−1,m)
m−1,(3,4)
(mod
〈
x1,2 −X
1,−1,m
1,(1,3,4), ..., xm,2 −X
1,−1,m
m,(1,3,4)
〉
R
(1,m,1,m)
(1,2,3,4)
)
= L
[1]
1,(1;3) − L
[m]
1,(2;4) − L
[m]
2,(2;4)X
(−1,m)
1,(3,4) − · · · − L
[m]
m,(2;4)X
(−1,m)
m−1,(3,4).
Hence using Theorem 2.43 and Proposition 2.39, the matrix factorization (16) is isomorphic to
K




∗
...
∗
B2


;


x1,2 −X
(1,−1,m)
1,(1,3,4)
...
xm,2 −X
(1,−1,m)
m,(1,3,4)
L
[1]
1,(1;3) −
∑m
k=1 L
[m]
k,(2;4)X
(−1,m)
k−1,(3,4)




R
(1,m,1,m)
(1,2,3,4)
{1− n} 〈1〉
≃ K




L
[m]
1,(2;4)
L
[m]
2,(2;4)
...
L
[m]
m,(2;4)
x1,3 − x1,1


;


x1,2 − x1,4 + x1,3 − x1,1
x2,2 − x2,4 + (x1,3 − x1,1)X
(−1,m)
1,(3,4)
...
xm,2 − xm,4 + (x1,3 − x1,1)X
(−1,m)
m−1,(3,4)
L
[1]
1,(1;3) −
∑m
k=1 L
[m]
k,(2;4)X
(−1,m)
k−1,(3,4)




R
(1,m,1,m)
(1,2,3,4)
{1− n} 〈1〉
≃ K




L
[m]
1,(2;4)
...
L
[m]
m,(2;4)
L
[1]
1,(3;1)


;


x1,2 − x1,4
...
xm,2 − xm,4
x1,3 − x1,1




R
(1,m,1,m)
(1,2,3,4)
≃ C


❥2❥1
❥4❥3
m1


n
.

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We can obtain isomorphisms corresponding to the other MOY relations in [14] by properties in the category
HMFgrR,ω as a Krull-Schmidt category.
Corollary 4.17.
C


❥2❥1
❥4❥3
m11
m11
m2
m2
m1−m2m2+1


n
≃ C


❥2❥1
❥4❥3
m11
m11
m1+1


n
{[
m1 − 1
m2 − 1
]
q
}
q
⊕
C


❥2❥1
❥4❥3
m11


n
{[
m1 − 1
m2
]
q
}
q
.
Proof of Corollary 4.17. We consider the following matrix factorization
(17) C


❥2❥1
❥4❥3
1
2
1
m1
m1−m2
m1
1
m2−1
1
m2
m2


n
.
Using Proposition 4.16 (2) and Proposition 4.15 (1), the matrix factorization is isomorphic to
C


❥2❥1
❥4❥3
m11
m11
m2
m2
m1−m2m2+1


n
⊕ C


❥2❥1
❥4❥3
m1
m1
m2 m1−m21


n
{[m2 − 1]q}q
≃ C


❥2❥1
❥4❥3
m11
m11
m2
m2
m1−m2m2+1


n
⊕ C


❥2❥1
❥4❥3
m11


n
{
[m2]q
[
m1
m2
]
q
}
q
.(18)
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On the other hand, using Proposition 4.14, Proposition 4.15 (1) and Proposition 4.16 (2), the matrix factorization
(17) is isomorphic to
C


❥2❥1
❥4❥3
m1
m1−1
m1−1
1
2 m2−1 m1−m2
m11
1
1


n
≃ C


❥2❥1
❥4❥3
m1
m1−1
1
2
m11
1
1


n
{[
m1 − 1
m2 − 1
]
q
}
q
≃ C


❥2❥1
❥4❥3
m11
m11
m1+1


n
{[
m1 − 1
m2 − 1
]
q
}
q
⊕ C


❥2❥1
❥4❥3
m11


n
{[
m1 − 1
m2 − 1
]
q
[m1 − 1]q
}
q
.(19)
We have the equation
[m1 − 1]q
[
m1 − 1
m2 − 1
]
q
− [m2 − 1]q
[
m1
m2
]
q
=
[
m1 − 1
m2
]
q
.
Therefore, Krull-Schmidt property turns the isomorphism between the factorization (18) and the factorization
(19) into the isomorphism of the corollary. 
5. Complexes of matrix factorizations for [1, k]-crossing and [k, 1]-crossing
This section includes the author’s new result that we define complexes of matrix factorizations for [1, k]-
crossing and [k, 1]-crossing (k = 1, . . . , n − 1) and, for tangle diagrams with [1, k]-crossing and [k, 1]-crossing
only, we show that there exists an isomorphism in Kb(HMFgrR,ω) between complexes of matrix factorizations
for these tangle diagrams in Section 5.1, 5.3, 5.4 and 5.5. Remark that this construction is a generalization
of a complex of matrix factorizations for [1, 2]-crossing given by Rozansky [16]. Although we can calculate
the homological invariant for a given link diagram, it is not easy the calculation of a link diagram with many
crossings. We calculate the homological invariant for Hopf link with [1, k]-crossing and [k, 1]-crossing in Section
5.6.
1 k 1 k k 1 k 1
Figure 22. [1, k]-plus crossing, [1, k]-minus crossing, [k, 1]-plus crossing and [k, 1]-minus crossing
The [1, k]-crossing and [k, 1]-crossing are locally expanded into a linear sum by the normalized MOY calculus
of the quantum (sln,∧Vn) link invariant as follows,〈
1 k
〉
n
= (−1)1−kqkn−1
〈
1k
k1 k−1
〉
n
+ (−1)−kqkn
〈
k1
1k
k+1
〉
n
,〈
k 1
〉
n
= (−1)1−kqkn−1
〈
k1
1k k−1
〉
n
+ (−1)−kqkn
〈
1k
k1
k+1
〉
n
,〈
1 k
〉
n
= (−1)k−1q−kn+1
〈
1k
k1 k−1
〉
n
+ (−1)kq−kn
〈
k1
1k
k+1
〉
n
,〈
k 1
〉
n
= (−1)k−1q−kn+1
〈
k1
1k k−1
〉
n
+ (−1)kq−kn
〈
1k
k1
k+1
〉
n
.
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5.1. Definition of complexes for [1, k]-crossing and [k, 1]-crossing. First, we consider matrix factoriza-
tions for colored planar diagrams appearing in the MOY bracket for [k, 1]-crossing and [k, 1]-crossing, see Figure
23.
❥i2❥i1
❥i4❥i3
k1
1k
k+1
❥i2❥i1
❥i4❥i3
1k
k1 k−1
Figure 23. Colored planar diagrams assigned indexes
Proposition 5.1. The matrix factorization C


❥i2❥i1
❥i4❥i3
k1
1k
k+1


n
(1 ≤ k ≤ n− 1) is isomorphic to the following
finite matrix factorization
M
[1,k]
(i1,i2,i3,i4) := S
[1,k]
(i1,i2,i3,i4) ⊠K(u
[1,k]
k+1,(i1,i2,i3,i4)
; (x1,i1 − x1,i4)X
(k,−1)
k,(i2,i4)
)
R
(1,k,k,1)
(i1 ,i2,i3,i4)
{−k}
and the matrix factorization C


❥i2❥i1
❥i4❥i3
1k
k1 k−1


n
(1 ≤ k ≤ n − 1) is isomorphic to the following finite matrix
factorization
N
[1,k]
(i1,i2,i3,i4) := S
[1,k]
(i1,i2,i3,i4) ⊠K(u
[1,k]
k+1,(i1,i2,i3,i4)
(x1,i1 − x1,i4);X
(k,−1)
k,(i2,i4)
)
R
(1,k,k,1)
(i1 ,i2,i3,i4)
{−k + 1},
where S
[1,k]
(i1,i2,i3,i4) is the matrix factorization
K




A
[1,k]
1,(i1,i2,i3,i4)
...
A
[1,k]
k,(i1,i2,i3,i4)

 ;


X
(1,k)
1,(i1,i2)
−X
(k,1)
1,(i3,i4)
...
X
(1,k)
k,(i1,i2)
−X
(k,1)
k,(i3,i4)




R
(1,k,k,1)
(i1 ,i2,i3,i4)
,(20)
A
[1,k]
j,(i1,i2,i3,i4)
= u
[1,k]
j,(i1,i2,i3,i4)
− (−x1,i4)
k+1−ju
[1,k]
k+1,(i1,i2,i3,i4)
(1 ≤ j ≤ k),
u
[1,k]
j,(i1,i2,i3,i4)
(1 ≤ j ≤ k + 1) is the polynomial
Fk+1(X
(k,1)
1,(i3,i4)
, . . . , X
(k,1)
j−1,(i3,i4)
, X
(1,k)
j,(i1,i2)
, . . . , X
(1,k)
k+1,(i1,i2)
)− Fk+1(X
(k,1)
1,(i3,i4)
, . . . , X
(k,1)
j,(i3,i4)
, X
(1,k)
j+1,(i1,i2)
, . . . , X
(1,k)
k+1,(i1,i2)
)
X
(1,k)
j,(i1,i2)
−X
(k,1)
j,(i3,i4)
.
Proof. By definition and Corollary 2.48, we have
C


❥i2❥i1
❥i4❥i3
k1
1k
k+1


n
= V
[1,k]
(i1,i2;i5) ⊠ Λ
[k,1]
(i5;i3,i4)
≃ K




u
[1,k]
1,(i1,i2,i3,i4)
...
u
[1,k]
k+1,(i1,i2,i3,i4)

 ;


X
(1,k)
1,(i1,i2)
−X
(k,1)
1,(i3,i4)
...
X
(1,k)
k+1,(i1,i2)
−X
(k,1)
k+1,(i3,i4)




R
(1,k,k,1)
(i1,i2,i3,i4)
{−k}(21)
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and
C


❥i2❥i1
❥i4❥i3
1k
k1 k−1


n
= V
[1,k−1]
(i1,i5;i3) ⊠ Λ
[k−1,1]
(i2;i5,i4)
≃ K




v
[1,k]
1,(i1,i2,i3,i4)
...
v
[1,k]
k,(i1,i2,i3,i4)
v
[1,k]
k+1,(i1,i2,i3,i4)

 ;


x1,i2 − a1
...
xk,i2 − ak
bk − xk,i3




R
(1,k,k,1)
(i1,i2,i3,i4)
{−k + 1},(22)
where aj = X
(−1,k)
j,(i1,i3)
+ x1,i4X
(−1,k)
j−1,(i1,i3)
(1 ≤ j ≤ k − 1), ak = x1,i4X
(−1,k)
k−1,(i1,i3)
, bk = x1,i1X
(−1,k)
k−1,(i1,i3)
,
v
[1,k]
j,(i1,i2,i3,i4)
=
Fk(a1, . . . , aj−1, xj,i2 , . . . , xk,i2 )− Fk(a1, . . . , aj , xj+1,i2 , . . . , xk,i2)
xj,i2 − aj
(1 ≤ j ≤ k),
v
[1,k]
k+1,(i1,i2,i3,i4)
=
Fk(x1,i3 , . . . , xk−1,i3 , bk)− Fk(x1,i3 , . . . , xk,i3 )
bk − xk,i3
.
By Proposition 3.1 (5), xj,i3 −X
(1,k,−1)
j,(i1,i2,i4)
(j = 1, ..., k) is in the ideal I = 〈X
(1,k)
j,(i1,i2)
−X
(k,1)
j,(i3,i4)
〉j=1,...,k. By
the polynomial xk,i3 −X
(1,k,−1)
k,(i1,i2,i4)
in the ideal I and the equation X
(1,k,−1)
k,(i1,i2,i4)
= x1,i1X
(k,−1)
k,(i2,i4)
+X
(k,−1)
k,(i1,i2,i4)
of
Proposition 3.1 (2), we have
X
(1,k)
k+1,(i1,i2)
−X
(k,1)
k+1,(i3,i4)
= x1,i1xk,i2 − xk,i3x1,i4
≡ x1,i1xk,i2 −X
(1,k,−1)
k,(i1,i2,i4)
x1,i4 (mod I)
= (x1,i1 − x1,i4 )X
(k,−1)
k,(i2,i4)
.
By Theorem 2.39, there exist an isomorphism ϕ1(i1,i2,i3,i4) from the matrix factorization (21) to
S
[1,k]
(i1,i2,i3,i4) ⊠K(u
[1,k]
k+1,(i1,i2,i3,i4)
; (x1,i1 − x1,i4 )X
(k,−1)
k,(i2,i4)
)
R
(1,k,k,1)
(i1,i2,i3,i4)
{−k}.(23)
By Proposition 3.1 (2), we have
xj,i2 − aj = xj,i2 −X
(−1,k,1)
j,(i1,i3,i4)
(1 ≤ j ≤ k − 1),
xk,i2 − ak = xk,i2 −X
(−1,k,1)
k,(i1,i3,i4)
.
By Proposition 3.1 (5), we find 〈xj,i2 − X
(−1,k,1)
j,(i1,i3,i4)
〉j=1,...,k = I. By these polynomials xj,i3 − X
(1,k,−1)
j,(i1,i2,i4)
(j = 1, ..., k) in the ideal I and the equation X
(1,k,−1)
k,(i1,i2,i4)
= x1,i1X
(k,−1)
k−1,(i2,i4)
+ X
(k,−1)
k,(i2,i4)
of Proposition 3.1
(2), we have
bk − xk,i3 = x1,i1X
(−1,k)
k−1,(i1,i3)
− xk,i3
≡ x1,i1X
(k,−1)
k−1,(i2,i4)
−X
(1,k,−1)
k,(i1,i2,i4)
(mod I)
= X
(k,−1)
k,(i2,i4)
.
By Proposition 2.39 and Theorem 2.43, there exists an isomorphism ϕ2(i1,i2,i3,i4) from the matrix factorization
(22) to
S
[1,k]
(i1,i2,i3,i4) ⊠K(u
[1,k]
k+1,(i1,i2,i3,i4)
(x1,i1 − x1,i4);X
(k,−1)
k,(i2,i4)
)
R
(1,k,k,1)
(i1 ,i2,i3,i4)
{−k + 1}.(24)

We find that there are two Z-grading preserving morphisms between the matrix factorizations M
[1,k]
(i1,i2,i3,i4)
and N
[1,k]
(i1,i2,i3,i4).
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Corollary 5.2. There exist the following natural Z-grading preserving morphisms
(25) Id
S
[1,k]
(i1 ,i2,i3,i4)
⊠ (1, x1,i1 − x1,i4) :M
[1,k]
(i1,i2,i3,i4) −→ N
[1,k]
(i1,i2,i3,i4){−1}
and
(26) Id
S
[1,k]
(i1,i2,i3,i4)
⊠ (x1,i1 − x1,i4 , 1) : N
[1,k]
(i1,i2,i3,i4) −→M
[1,k]
(i1,i2,i3,i4){−1}.
We define complexes of matrix factorizations corresponding to ±-crossings with coloring [1, k] and [k, 1].
Definition 5.3. We define complexes of matrix factorization for ±-crossings with coloring [1, k] and [k, 1] as
follows,
−k 1− k
C

 1 k
❥i2❥i1
❥i4❥i3


n
:= 0 // M
[1,k]
(i1,i2,i3,i4){kn} 〈k〉
χ
[1,k]
+,(i1 ,i2,i3,i4)// N
[1,k]
(i1,i2,i3,i4){kn− 1} 〈k〉
// 0,
−k 1− k
C

 k 1 ❥i2❥i1
❥i4❥i3


n
:= 0 // M
[1,k]
(i2,i1,i4,i3){kn} 〈k〉
χ
[1,k]
+,(i2 ,i1,i4,i3)// N
[1,k]
(i2,i1,i4,i3){kn− 1} 〈k〉
// 0,
k − 1 k
C

 1 k
❥i2❥i1
❥i4❥i3


n
:= 0 // N
[1,k]
(i1,i2,i3,i4){1− kn} 〈k〉
χ
[1,k]
−,(i1 ,i2,i3,i4) // M
[1,k]
(i1,i2,i3,i4){−kn} 〈k〉
// 0,
k − 1 k
C

 k 1 ❥i2❥i1
❥i4❥i3


n
:= 0 // N
[1,k]
(i2,i1,i4,i3){1− kn} 〈k〉
χ
[1,k]
−,(i2 ,i1,i4,i3) // M
[1,k]
(i2,i1,i4,i3){−kn} 〈k〉
// 0,
where
χ
[1,k]
+,(i1,i2,i3,i4)
:= Id
S
[1,k]
(i1,i2,i3,i4)
⊠ (1, x1,i1 − x1,i4),
χ
[1,k]
−,(i1,i2,i3,i4)
:= Id
S
[1,k]
(i1,i2,i3,i4)
⊠ (x1,i1 − x1,i4 , 1).
5.2. Decomposition of a tangle diagram and a complex for a tangle diagram. We consider a decom-
position of a colored tangle diagram T into colored crossings and colored planar lines using markings.
Definition 5.4. A decomposition of a colored tangle diagram T is effective if the decomposition consists of
colored single crossings only. A decomposition of a colored tangle diagram T is non-effective if the decompo-
sition consists of colored crossings and not less than one colored line.
For a tangle diagram with [1, k]-crossings and [1, k]-crossings, we define a complex of matrix factorizations as
follows: We decompose the tangle diagram into [1, k]-crossings, [1, k]-crossings and colored lines using markings
and assign different indexes to the markings and end points. Then, we take tensor product of these complexes of
matrix factorizations for [1, k]-crossings, [1, k]-crossings and colored lines in the decomposition. In the categories
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i j k i j k
Figure 24. Effective decomposition and non-effective decomposition of a tangle diagram
Komb(MFgr) and Kb(MFgr) (resp. Komb(HMFgr) and Kb(HMFgr)), an object M in MFgr (resp. HMFgr) is
defined by the following complex
−1 0 1
· · · // 0 // M // 0 // · · · .
By Lemma 4.13, it suffices to obtain a complex for a tangle diagram with [1, k]-crossings and [1, k]-crossings
that we consider the effective decomposition of the tangle diagram.
Definition 5.5. For a colored tangle diagram with [1, k]-crossings and [1, k]-crossings T , we define a complex
of matrix factorizations to be tensor product of complexes for [1, k]-crossings and [1, k]-crossings of the effective
decomposition of T .
5.3. Invariance under Reidemeister moves.
Theorem 5.6 (In the case k = 1, Khovanov-Rozansky[8]). We consider tangle diagrams with [1, k]-crossings
and [k, 1]-crossings transforming to each other under colored Reidemeister moves composed of [1, k]-crossings
and [k, 1]-crossings. Complexes of factorizations for these tangle diagrams are isomorphic in Kb(HMFgrR,ω):
(I1) C

 1


n
≃ C

 1


n
≃ C

 1


n
,
(IIa1k) C

1 k


n
≃ C

1 k


n
≃ C

1 k


n
, C

k 1


n
≃ C

k 1


n
≃ C

k 1


n
,
(IIb1k) C

1 k


n
≃ C

1 k


n
≃ C

1 k


n
, C

1 k


n
≃ C

1 k


n
≃ C

1 k


n
,
(III11k) C


k 1 1


n
≃ C


k 1 1


n
, C


1 k 1


n
≃ C


1 k 1


n
, C


1 1 k


n
≃ C


1 1 k


n
.
Proof. The invariance of (I1) is proved by M. Khovanov and L. Rozansky in [8]. The other invariance is proved
in the following section. 
5.4. Proof of invariance under Reidemeister moves IIa and IIb. By definition of a complex of tangle dia-
gram in Section 5.2, the complex C


1 k
❥1 ❥2
❥5 ❥6
❥3 ❥4


n
is the tensor product of these complexes C

 k 1
❥5 ❥6
❥3 ❥4


n
and C

 1 k
❥1 ❥2
❥5 ❥6


n
. The complex is an object of Kb(HMFgr
R
(1,k,1,k)
(1,2,3,4)
,ω1
), where ω1 = F1(X
(1)
(1)) + Fk(X
(k)
(2))−
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F1(X
(1)
(3))− Fk(X
(k)
(4)). Then, we have
(27) −1 0 1
C


1 k
❥1 ❥2
❥5 ❥6
❥3 ❥4


n
= M00{1}
0
@ µ1
µ2
1
A
//
M10
⊕
M01
(µ3, µ4) // M11{−1},
where
M00 = N
[1,k]
(1,2,5,6) ⊠M
[1,k]
(6,5,4,3), M10 =M
[1,k]
(1,2,5,6) ⊠M
[1,k]
(6,5,4,3),
M01 = N
[1,k]
(1,2,5,6) ⊠N
[1,k]
(6,5,4,3), M11 =M
[1,k]
(1,2,5,6) ⊠N
[1,k]
(6,5,4,3),
µ1 =
(
Id
S
[1,k]
(1,2,5,6)
⊠ (x1,1 − x1,6, 1)
)
⊠ Id
M
[1,k]
(6,5,4,3)
, µ2 = IdN [1,k](1,2,5,6)
⊠
(
Id
S
[1,k]
(6,5,4,3)
⊠ (1, x1,6 − x1,3)
)
,
µ3 = IdM [1,k](1,2,5,6)
⊠
(
Id
S
[1,k]
(6,5,4,3)
⊠ (1, x1,6 − x1,3)
)
, µ4 = −
(
Id
S
[1,k]
(1,2,5,6)
⊠ (x1,1 − x1,6, 1)
)
⊠ Id
N
[1,k]
(6,5,4,3)
.
Lemma 5.7. There exist isomorphisms in HMFgr
R
(1,k,1,k)
(1,2,3,4)
,ω1
M00{1} ≃ M
[1,k]
(1,2,4,3){[k]q}q{1},
M10 ≃ M
[1,k]
(1,2,4,3){[k + 1]q}q,
M01 ≃ M
[1,k]
(1,2,4,3){[k − 1]q}q ⊕ L
[1,k]
(1,2,4,3),
M11{−1} ≃ M
[1,k]
(1,2,4,3){[k]q}q{−1},
,where
L
[1,k]
(1,2,4,3) = S
[1,k]
(1,2,4,3) ⊠K(u
[1,k]
k+1,(1,2,4,3)X
(k,−1)
k,(2,3) ;x1,1 − x1,3)R(1,k,1,k)
(1,2,3,4)
,
such that the matrix forms of µ1, µ2, µ3 and µ4 in the complex (27) are a (k + 1)× k matrix, a k × k matrix,
a k × (k + 1) matrix and a k × k matrix as follows
µ1 =


0k−1 −X
(k,−1)
k,(2,3) IdM [1,k](1,2,4,3)
Ek−1(IdM [1,k](1,2,4,3)
) t0k−1
0k−1 IdM [1,k](1,2,4,3)

 ,
µ2 =

 Ek−1(IdM [1,k](1,2,4,3)) t0k−1
0k−1 IdS[1,k](1,2,4,3)
⊠ (1, X
(k,−1)
k,(2,3))

 ,
µ3 =
(
Ek(IdM [1,k](1,2,4,3)
) t0k
)
,
µ4 = −

 0k−1 IdS[1,k](1,2,4,3) ⊠ (−X(k,−1)k,(2,3) ,−1)
Ek−1(IdM [1,k](1,2,4,3)
) t0k−1

 ,
where Em(f) is the diagonal matrix of f with the order m and 0m is the zero low vector with length m.
Remark 5.8. We have
L
[1,k]
(1,2,4,3) ≃ C

 1 k
❥1 ❥2
❥3 ❥4


n
.
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Thus, by this Lemma 5.7, we obtain the following isomorphism in Kb(HMFgr
R
(1,k,1,k)
(1,2,3,4)
,ω1
)
C


1 k
❥1 ❥2
❥5 ❥6
❥3 ❥4


n
≃ C

 1 k
❥1 ❥2
❥3 ❥4


n
.
Proof of Lemma 5.7. By Corollary 2.48, we have the following direct sum decompositions of M00{1}, M10,
M01 and M11{−1}. Firstly, we have
M00{1} = S
[1,k]
(1,2,5,6) ⊠K(u
[1,k]
k+1,(1,2,5,6)(x1,1 − x1,6);X
(k,−1)
k,(2,6) )R(1,k,k,1)
(1,2,5,6)
{−k + 1}
⊠S
[1,k]
(6,5,4,3) ⊠K(u
[1,k]
k+1,(6,5,4,3); (x1,6 − x1,3)X
(k,−1)
k,(5,3) )R(1,k,k,1)
(3,4,5,6)
{−k}{1}
≃ S
[1,k]
(1,2,4,3) ⊠K
(
(x1,1 − x1,6)u
[1,k]
k+1,(1,2,5,6);X
(k,−1)
k,(2,6)
)
Q1
⊠K
(
u
[1,k]
k+1,(6,5,4,3); (x1,6 − x1,3)X
(k,−1)
k,(5,3)
)
Q1
{−2k + 2},
where
Q1 = R
(1,k,1,k,k,1)
(1,2,3,4,5,6)
/〈
X
(1,k)
1,(1,2) −X
(k,1)
1,(5,6), . . . , X
(1,k)
k,(1,2) −X
(k,1)
k,(5,6)
〉
.
Moreover, using Corollary 2.47, we have
≃ S
[1,k]
(1,2,4,3) ⊠K
(
u
[1,k]
k+1,(6,5,4,3); (x1,6 − x1,3)X
(k,−1)
k,(5,3)
)
Q1
.
〈X
(k,−1)
k,(2,6)
〉
{−2k + 2}.(28)
In the quotient Q1
/
〈X
(k,−1)
k,(2,6) 〉 , we have the following equalities
(x1,6 − x1,3)X
(k,−1)
k,(5,3) = (x1,1 − x1,3)X
(k,−1)
k,(2,3) ,
u
[1,k]
k+1,(6,5,4,3) = u
[1,k]
k+1,(1,2,4,3).
Then, the matrix factorization (28) equals to
(29) S
[1,k]
(1,2,4,3) ⊠K
(
u
[1,k]
k+1,(1,2,4,3); (x1,1 − x1,3)X
(k,−1)
k,(2,3)
)
Q1
.
〈X
(k,−1)
k,(2,6)
〉
{−2k + 2}.
The quotient Q1
/
〈X
(k,−1)
k,(2,6) 〉 is isomorphic as a Z-graded R
(1,k,1,k)
(1,2,3,4) -module to
R1 := R
(1,k,1,k)
(1,2,3,4) ⊕ x1,6R
(1,k,1,k)
(1,2,3,4) ⊕ . . .⊕ x
k−2
1,6 R
(1,k,1,k)
(1,2,3,4) ⊕X
(k,−1,−1)
k−1,(2,3,6)R
(1,k,1,k)
(1,2,3,4) .
Since the polynomials u
[1,k]
k+1,(1,2,4,3) and (x1,1 − x1,3)X
(k,−1)
k,(2,3) do not include the variables of X
(k)
(5) and X
(1)
(6), then
the partial matrix factorization K
(
u
[1,k]
k+1,(1,2,4,3); (x1,1 − x1,3)X
(k,−1)
k,(2,3)
)
Q1
.
〈X
(k,−1)
k,(2,6)
〉
{−2k + 2} is isomorphic to
R1{−2k + 2}
Ek(u
[1,k]
k+1,(1,2,4,3)
)
// R1{3− n}
Ek((x1,1−x1,3)X
(k,−1)
k,(2,3)
)
// R1{−2k + 2}
k−1⊕
i=0
≃ K
(
u
[1,k]
k+1,(1,2,4,3); (x1,1 − x1,3)X
(k,−1)
k,(2,3)
)
R
(1,k,1,k)
(1,2,3,4)
{2i− 2k + 2}.(30)
Thus, the matrix factorization (29) is isomorphic to
(31) M
[1,k]
(1,2,4,3){[k]q}q{1}.
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Secondly, we have
M10 = S
[1,k]
(1,2,5,6) ⊠K(u
[1,k]
k+1,(1,2,5,6); (x1,1 − x1,6)X
(k,−1)
k,(2,6) )R(1,k,k,1)
(1,2,5,6)
{−k}
⊠S
[1,k]
(5,6,4,3) ⊠K(u
[1,k]
k+1,(6,5,4,3); (x1,6 − x1,3)X
(k,−1)
k,(5,3) )R(k,1,1,k)
(6,5,4,3)
{−k}
≃ S
[1,k]
(1,2,4,3) ⊠K
(
u
[1,k]
k+1,(6,5,4,3); (x1,6 − x1,3)X
(k,−1)
k,(5,3)
)
Q1
.
〈(x1,1−x1,6)X
(k,−1)
k,(2,6)
〉
{−2k}.(32)
In the quotient Q1
/
〈(x1,1 − x1,6)X
(k,−1)
k,(2,6) 〉 , we have the following equalities
(x1,6 − x1,3)X
(k,−1)
k,(5,3) = (x1,1 − x1,3)X
(k,−1)
k,(2,3) ,
u
[1,k]
k+1,(6,5,4,3) = u
[1,k]
k+1,(1,2,4,3).
Then, the matrix factorization (32) equals to
(33) S
[1,k]
(1,2,4,3) ⊠K
(
u
[1,k]
k+1,(1,2,4,3); (x1,1 − x1,3)X
(k,−1)
k,(2,3)
)
Q1
.
〈(x1,1−x1,6)X
(k,−1)
k,(2,6)
〉
{−2k}.
The quotient Q1
/
〈(x1,1 − x1,6)X
(k,−1)
k,(2,6) 〉 is isomorphic as a Z-graded R
(1,k,1,k)
(1,2,3,4) -module to
R2 := R
(1,k,1,k)
(1,2,3,4) ⊕ (x1,1 − x1,6)R
(1,k,1,k)
(1,2,3,4) ⊕ . . .⊕ x
k−2
1,6 (x1,1 − x1,6)R
(1,k,1,k)
(1,2,3,4) ⊕X
(−1,k)
k,(3,5)R
(1,k,1,k)
(1,2,3,4) .
Then, the factorization K
(
u
[1,k]
k+1,(1,2,4,3); (x1,1 − x1,3)X
(k,−1)
k,(2,3)
)
Q1
.
〈(x1,1−x1,6)X
(k,−1)
k,(2,6)
〉
{−2k} equals to
R2{−2k}
Ek+1(u
[1,k]
k+1,(1,2,4,3)
)
// R2{1− n}
Ek+1((x1,1−x1,3)X
(k,−1)
k,(2,3)
)
// R2{−2k}
≃
k⊕
i=0
K
(
u
[1,k]
k+1,(1,2,4,3); (x1,1 − x1,3)X
(k,−1)
k,(2,3)
)
R
(1,k,1,k)
(1,2,3,4)
{2i− 2k}.(34)
Thus, the matrix factorization (33) is isomorphic to
(35) M
[1,k]
(1,2,4,3){[k + 1]q}q.
Thirdly, we have
M01 = S
[1,k]
(1,2,5,6) ⊠K(u
[1,k]
k+1,(1,2,5,6)(x1,1 − x1,6);X
(k,−1)
k,(2,6) )R(1,k,k,1)
(1,2,5,6)
{−k + 1}
⊠S
[1,k]
(5,6,4,3) ⊠K(u
[1,k]
k+1,(6,5,4,3)(x1,6 − x1,3);X
(k,−1)
k,(5,3) )R(k,1,1,k)
(6,5,4,3)
{−k + 1}
≃ S
[1,k]
(1,2,4,3) ⊠K
(
u
[1,k]
k+1,(6,5,4,3)(x1,6 − x1,3);X
(k,−1)
k,(5,3)
)
Q1
.
〈X
(k,−1)
k,(2,6)
〉
{−2k + 2}.(36)
In the quotient Q1
/
〈X
(k,−1)
k,(2,6) 〉 , we have equalities
X
(k,−1)
k,(5,3) = (x1,1 − x1,3)X
(k,−1,−1)
k−1,(2,3,6),
u
[1,k]
k+1,(6,5,4,3)(x1,6 − x1,3) = u
[1,k]
k+1,(1,2,4,3)(x1,6 − x1,3).
Then, the matrix factorization (36) equals to
(37) S
[1,k]
(1,2,4,3) ⊠K
(
u
[1,k]
k+1,(1,2,4,3)(x1,6 − x1,3); (x1,1 − x1,3)X
(k,−1,−1)
k−1,(2,3,6)
)
Q1
.
〈X
(k,−1)
k,(2,6)
〉
{−2k + 2}.
The quotient Q1
/
〈X
(k,−1)
k,(2,6) 〉 is isomorphic as an R
(1,k,1,k)
(1,2,3,4) -module to R1 and
R3 := R
(1,k,1,k)
(1,2,3,4) ⊕ (x1,6 − x1,3)R
(1,k,1,k)
(1,2,3,4) ⊕ . . .⊕ x
k−2
1,6 (x1,6 − x1,3)R
(1,k,1,k)
(1,2,3,4) .
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Then, the partial factorization K
(
u
[1,k]
k+1,(1,2,4,3)(x1,6 − x1,3); (x1,1 − x1,3)X
(k,−1,−1)
k−1,(2,3,6)
)
Q1
.
〈X
(k,−1)
k,(2,6)
〉
{−2k + 2} is
isomorphic to
R1{−2k + 2}0
B@
0k−1 X
k,−1
k,(2,3)u
[1,k]
k+1,(1,2,4,3)
Ek−1(u
[1,k]
k+1,(1,2,4,3))
t0k−1
1
CA
// R3{1− n}0
@
t0k−1 Ek−1((x1,1 − x1,3)X
(k,−1)
k,(2,3) )
x1,1 − x1,3 0k−1
1
A
// R1{−2k + 2}
≃
k−2⊕
i=0
K
(
u
[1,k]
k+1,(1,2,4,3); (x1,1 − x1,3)X
(k,−1)
k,(2,3)
)
R
(1,k,1,k)
(1,2,3,4)
{2i− 2k + 2}(38)
⊕K
(
u
[1,k]
k+1,(1,2,4,3)X
(k,−1)
k,(2,3) ;x1,1 − x1,3
)
R
(1,k,1,k)
(1,2,3,4)
.
Thus, the matrix factorization (37) is isomorphic to
(39) M
[1,k]
(1,2,4,3){[k − 1]q}q ⊕ L
[1,k]
(1,2,4,3).
Finally, we have
M11{−1} = S
[1,k]
(1,2,5,6) ⊠K(u
[1,k]
k+1,(1,2,5,6); (x1,1 − x1,6)X
(k,−1)
k,(2,6) )R(1,k,k,1)
(1,2,5,6)
{−k}
⊠S
[1,k]
(5,6,4,3) ⊠K(u
[1,k]
k+1,(6,5,4,3)(x1,6 − x1,3);X
(k,−1)
k,(5,3) )R(k,1,1,k)
(6,5,4,3)
{−k + 1}{−1}
≃ S
[1,k]
(1,2,4,3) ⊠K
(
u
[1,k]
k+1,(6,5,4,3)(x1,6 − x1,3);X
(k,−1)
k,(5,3)
)
Q1
.
〈(x1,1−x1,6)X
(k,−1)
k,(2,6)
〉
{−2k}.(40)
Then, by Corollary 2.44 (1), the matrix factorization (40) is isomorphic to
(41) S
[1,k]
(1,2,4,3) ⊠K
(
u
[1,k]
k+1,(1,2,4,3)(x1,6 − x1,3);X
(k,−1)
k,(5,3)
)
Q1
.
〈(x1,1−x1,6)X
(k,−1)
k,(2,6)
〉
{−2k}.
The quotient Q1
/
〈(x1,1 − x1,6)X
(k,−1)
k,(2,6) 〉 is isomorphic as an R
(1,k,1,k)
(1,2,3,4) -module to R2 and
R4 := R
(1,k,1,k)
(1,2,3,4)⊕(x1,6−x1,3)R
(1,k,1,k)
(1,2,3,4)⊕(x1,1−x1,6)(x1,6−x1,3)R
(1,k,1,k)
(1,2,3,4)⊕. . .⊕x
k−2
1,6 (x1,1−x1,6)(x1,6−x1,3)R
(1,k,1,k)
(1,2,3,4) .
Then, the partial matrix factorization K
(
u
[1,k]
k+1,(1,2,4,3)(x1,6 − x1,3);X
(k,−1)
k,(5,3)
)
Q1
.
〈(x1,1−x1,6)X
(k,−1)
k,(2,6)
〉
{−2k} is iso-
morphic to
R2{−2k}0
B@
0k−1 X
k,−1
k,(2,3)u
[1,k]
k+1,(1,2,4,3)(x1,1 − x1,3)
Ek−1(u
[1,k]
k+1,(1,2,4,3))
t0k−1
1
CA
// R4{−1− n}0
@
t0k−1 Ek−1((x1,1 − x1,3)X
(k,−1)
k,(2,3) )
1 0k−1
1
A
// R2{−2k}
≃
k−1⊕
i=0
K
(
u
[1,k]
k+1,(1,2,4,3); (x1,1 − x1,3)X
(k,−1)
k,(2,3)
)
R
(1,k,1,k)
(1,2,3,4)
{2i− 2k}
⊕K
(
u
[1,k]
k+1,(1,2,4,3)X
(k,−1)
k,(2,3) (x1,1 − x1,3); 1
)
R
(1,k,1,k)
(1,2,3,4)
≃
k−1⊕
i=0
K
(
u
[1,k]
k+1,(1,2,4,3); (x1,1 − x1,3)X
(k,−1)
k,(2,3)
)
R
(1,k,1,k)
(1,2,3,4)
{2i− 2k}.(42)
Thus, the matrix factorization (41) is isomorphic to
(43) M
[1,k]
(1,2,4,3){[k]q}q.
We show how the morphisms µ1, µ2, µ3 and µ4 of the complex (27) transform by the above isomorphisms.
Since a matrix representation of R1{2}
x1,1−x1,6 // R2 as an R
(1,k,1,k)
(1,2,3,4) -module morphism is a (k + 1) × k
matrix 
 0k−1 −X(k,−1)k,(2,3)Ek−1(1) t0k−1
0k−1 1

 ,
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then the morphism (x1,1−x1,6, x1,1−x1,6) from K
(
u
[1,k]
k+1,(1,2,4,3); (x1,1 − x1,3)X
(k,−1)
k,(2,3)
)
Q1
.
〈X
(k,−1)
k,(2,6)
〉
{−2k+2} to
K
(
u
[1,k]
k+1,(1,2,4,3); (x1,1 − x1,3)X
(k,−1)
k,(2,3)
)
Q1
.
〈(x1,1−x1,6)X
(k,−1)
k,(2,6)
〉
{−2k} transforms, for the decomposition (30) and
(34), into a (k + 1)× k matrix 
 0k−1 (−X(k,−1)k,(2,3) ,−X(k,−1)k,(2,3))Ek−1((1, 1)) t0k−1
0k−1 (1, 1)

 .
Since the tensor product of Id
S
[1,k]
(1,2,4,3)
and the above morphism is η1 , thus the morphism µ1 transforms into η1.
We show how the morphism µ2 transforms for decompositions (31) and (39). Since a matrix representation
of R1
1 // R1 is a matrix Ek(1) and R1
x1,6−x1,3 // R3 is a k × k matrix
(44)
(
0k−1 X
(k,−1)
k,(2,3)
Ek−1(1)
t0k−1
)
,
then the morphism ( 1 , x1,6 − x1,3 ) from K
(
u
[1,k]
k+1,(1,2,4,3) ; (x1,1 − x1,3)X
(k,−1)
k,(2,3)
)
Q1
.
〈X
(k,−1)
k,(2,6)
〉
{−2k + 2 } to
K
(
u
[1,k]
k+1,(1,2,4,3)(x1,6 − x1,3);X
(k,−1)
k,(2,3)
)
Q1
.
〈(x1,1−x1,6)X
(k,−1)
k,(2,6)
〉
{−2k + 2} transforms, for the decomposition (30)
and (38), into a k × k matrix (
Ek−1((1, 1))
t0k−1
0k−1 (1, X
(k,−1)
k,(2,3))
)
.
Thus, the morphism µ2 transforms into η2.
We show how the morphism µ3 transforms for decompositions (35) and (43). Since a matrix representation
of R2
1 // R2 is a matrix Ek+1(1) and R2
x1,6−x1,3 // R4 is a (k + 1)× (k + 1) matrix
(45)
(
0k (x1,1 − x1,3)X
(k,−1)
k,(2,3)
Ek(1)
t0k
)
,
then the morphism (1, x1,6 − x1,3) from K
(
u
[1,k]
k+1,(1,2,4,3); (x1,1 − x1,3)X
(k,−1)
k,(2,3)
)
Q1
.
〈(x1,1−x1,6)X
(k,−1)
k,(2,6)
〉
{−2k} to
K
(
u
[1,k]
k+1,(1,2,4,3)(x1,6 − x1,3);X
(k,−1)
k,(2,3)
)
Q1
.
〈(x1,1−x1,6)X
(k,−1)
k,(2,6)
〉
{−2k} transforms, for the decomposition (34) and
(42), into a k × (k + 1) matrix (
Ek((1, 1))
t0k
)
.
Thus, the morphism µ3 transforms into η3.
We show how the morphism µ4 transforms for decompositions (39) and (43). Since a matrix representation
of R1{2}
−x1,1+x1,6 // R2 is a (k + 1)× k matrix(
0k−1 X
(k,−1)
k,(2,3)
−Ek−1(1)
t0k−1
)
and R3{2}
−x1,1+x1,6 // R4 is a (k + 1)× k matrix
 −x1,1 + x1,3 0k−11 0k−1
t0k−1 −Ek−1(1)

 ,
then the morphism (1, x1,6−x1,3) fromK
(
u
[1,k]
k+1,(1,2,4,3)(x1,6 − x1,3); (x1,1 − x1,3)X
(k,−1,−1)
k−1,(2,3,6)
)
Q1
.
〈X
(k,−1)
k,(2,6)
〉
{−2k+
2} to K
(
u
[1,k]
k+1,(1,2,4,3)(x1,6 − x1,3);X
(k,−1)
k,(2,3)
)
Q1
.
〈(x1,1−x1,6)X
(k,−1)
k,(2,6)
〉
{−2k} transforms, for the decomposition (34)
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and (42), into a k × (k + 1) matrix(
(1, 1) 0k−1 (−X
(k,−1)
k,(2,3) ,−1)
t0k−1 Ek−1((1, 1))
t0k−1
)
.
Thus, we find that the morphism µ4 transforms into η4. 
We obtain the following isomorphism in Kb(HMFgr
R1,k,1,k
(1,2,3,4)
,ω1
) by this lemma as we have already indicated the
isomorphism in Remark 5.8
C


1 k
❥1 ❥2
❥5 ❥6
❥3 ❥4


n
≃ C

 1 k
❥1 ❥2
❥3 ❥4


n
.
The unproved isomorphism of corresponding to invariance under the Reidemeister moves (IIa1k) and the iso-
morphisms corresponding to the Reidemeister moves (IIb1k) are proved in Section 7.1 and Section 7.2.
5.5. Proof of invariance under Reidemeister move III.
Proposition 5.9. The following isomorphisms exist in Kb(HMFgrR,ω):
(1) C


1k+1
k1


n
≃ C


1k+1
k1


n
, (2) C


1k+1
k1


n
≃ C


1k+1
k1


n
,
(3) C


1k+1
1k


n
≃ C


1k+1
1k


n
, (4) C


1k+1
1k


n
≃ C


1k+1
1k


n
,
(5) C


1k
k+11


n
≃ C

 1k
k+11


n
, (6) C


1k
k+11


n
≃ C

 1k
k+11


n
,
(7) C


k1
k+11


n
≃ C

 k1
k+11


n
, (8) C


k1
k+11


n
≃ C

 k1
k+11


n
.
Proof. We prove this proposition in Section 7.3. 
We immediately find the following corollary by this proposition.
Corollary 5.10. The following isomorphisms exist in Kb(HMFgrR,ω)
C


k1
1k+1
1k


n
≃ C


1k
k1
k+11


n
, C


1k
1k+1
k1


n
≃ C


k1
1k
k+11


n
,
C


k1
1k−1
1k


n
≃ C


1k
k1
k−11


n
, C


1k
1k−1
k1


n
≃ C


k1
1k
k−11


n
.
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Proof of invariance under Reidemeister move III11k (Theorem 5.6 (III11k)). The diagram
k 1 1
is
represented as an object of Kb(HMFgr
R
(1,1,k,k,1,1)
(1,2,3,4,5,6)
,ωIII
) (ωIII = F1(X
(1)
(1)) + F1(X
(1)
(2)) + Fk(X
(k)
(3)) − Fk(X
(k)
(4)) −
F1(X
(1)
(5))− F1(X
(1)
(6))). By Corollary 5.10, we have an isomorphism, in K
b(HMFgr
R
(1,1,k,k,1,1)
(1,2,3,4,5,6)
,ωIII
),
C


1k
1k+1
k1


n
χ
[k,1]
+ ⊠Id // C


1k
1k−1
k1


n
≃ C


k1
1k
k+11


n
˜
χ
[k,1]
+ ⊠Id // C


k1
1k
k−11


n
.
In general, the morphism
˜
χ
[k,1]
+ ⊠ Id is different from the morphism χ
[k,1]
+ ⊠ Id. However, we find that the
morphism
˜
χ
[k,1]
+ ⊠ Id is the same with the morphism χ
[k,1]
+ ⊠ Id as follows.
We put
C


k 1 1
❥1 ❥2 ❥3
❥4
❥7 ❥8
❥9


n
= 0 // C−k−10
B@
IdM ⊠ χ
[1,1]
+,(2,3,9,8)
χ
[1,k]
+,(9,1,7,4) ⊠ IdM
1
CA
//
C−k1
⊕
C−k2
“
χ
[1,k]
+,(9,1,7,4)
⊠IdN , −IdN⊠χ
[1,1]
+,(2,3,9,8)
” // C−k+1 // 0 ,(46)
where
C−k−1 = M
[1,k]
(9,1,7,4) ⊠M
[1,1]
(2,3,9,8){(k + 1)(n− 1)}〈k + 1〉,
C−k1 = M
[1,k]
(9,1,7,4) ⊠N
[1,1]
(2,3,9,8){(k + 1)(n− 1)}〈k + 1〉,
C−k2 = N
[1,k]
(9,1,7,4) ⊠M
[1,1]
(2,3,9,8){(k + 1)(n− 1)}〈k + 1〉,
C−k+1 = N
[1,k]
(9,1,7,4) ⊠N
[1,1]
(2,3,9,8){(k + 1)(n− 1)}〈k + 1〉.
The morphism
˜
χ
[k,1]
+ ⊠ Id consists of a tensor product of an endomorphism Φ of the complex (46) and a morphism
of HomHMF
(
C
(
1k
k1
k+1
)
n
, C
(
k1
1k k−1
)
n
{−1}
)
, where the endomorphism Φ denotes
Φ:
0 // C−k−1
f

//
C−k1
⊕
C−k20
@ g00 g01
g10 g11
1
A

// C−k+1
h

// 0
0 // C−k−1 //
C−k1
⊕
C−k2
// C−k+1 // 0.
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Since the isomorphisms of Corollary 5.10 transform χ
[k,1]
+ ⊠ Id into a morphism
˜
χ
[k,1]
+ ⊠ Id, we have
f 6= 0, g00 6= 0, g11 6= 0, h 6= 0.
Moreover, by Corollary 2.42, we have
dimQHomHMF(C
−k−1, C−k−1) = dimQHomHMF(C
−k
1 , C
−k
1 ) = 1,
dimQHomHMF(C
−k
2 , C
−k
2 ) = dimQHomHMF(C
−k+1, C−k+1) = 1,
dimQHomHMF(C
−k
1 , C
−k
2 ) = dimQHomHMF(C
−k
1 , C
−k
2 ) = 0.
Therefore, the morphism Φ is the following morphism up to homotopy equivalence(
..., 0, IdC−k−1 ,
(
IdC−k1
0
0 IdC−k2
)
, IdC−k+1 , 0, ...
)
.
We find dimQHomHMF
(
C
(
1k
k1
k+1
)
n
, C
(
k1
1k k−1
)
n
{−1}
)
= 1. Thus, we obtain the isomorphism
C


k 1 1


n
≃ C


k 1 1


n
.
We similarly obtain the isomorphisms,
C


1 k 1


n
≃ C


1 k 1


n
, C


1 1 k


n
≃ C


1 1 k


n
.

5.6. Example: Homology of Hopf link with [1, k]-coloring. We show Poincare´ polynomial of the link
homology of [1, k]-colored Hopf link by Definition 5.3.
P


1 k


n
= t−2ksk+1q2kn+k
[n
k
]
q
[n− k]q + t
−2k+2sk+1q2kn−n+k−2
[n
k
]
q
[k]q
= t−2ksk+1
[n
k
]
q
q2kn([k]qq
−n+k−2t2 + [n− k]qq
k),
P


1 k


n
= t2k−2sk+1q−2kn+n−k+2
[n
k
]
q
[k]q + t
2ksk+1q−2kn−k
[n
k
]
q
[n− k]q
= t2ksk+1
[n
k
]
q
q−2kn([k]qq
n−k+2t−2 + [n− k]qq
−k).
H. Awata and H. Kanno calculated a homological Hopf link invariant by refined topological vertex[1]. The
evaluation for a [1, k]-colored Hopf link is
(47) P(k,1)(q
′, t′) = q′−2n+k
2−k(−t′)k
[n
k
]
q′
([k]q′q
′n+k−2t′−2 + [n− k]q′q
′2n+k).
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Therefore, we find a relation between the evaluations as follows.
P


1 k


n
= P(k,1)(q
−1,−t)sk+1tkq−2kn+k
2−k,(48)
P


1 k


n
= P(k,1)(q,−t
−1)sk+1t−kq2kn−k
2+k.(49)
6. Complexes of matrix factorizations for [i, j]-crossing
There are properties between the factorizations for colored planar diagrams and complexes for [1, k]-crossing
and [k, 1]-crossing in Kb(HMFgrR,ω) as follows:
Proposition 6.1. The following isomorphisms exist in Kb(HMFgrR,ω)
(1) C

 k+1
k1


n
≃ C

 k+1k1


n
{kn+ k} 〈k〉 [−k] , C

 k+1
1k


n
≃ C

 k+11k


n
{kn+ k} 〈k〉 [−k] ,
(2) C

 k+1
k1


n
≃ C

 k+1k1


n
{−kn− k} 〈k〉 [k] , C

 k+1
1k


n
≃ C

 k+11k


n
{−kn− k} 〈k〉 [k] ,
(3) C


k+1
k1


n
≃ C


k+1
k1


n
{kn+ k} 〈k〉 [−k] , C


k+1
1k


n
≃ C


k+1
1k


n
{kn+ k} 〈k〉 [−k] ,
(4) C


k+1
k1


n
≃ C


k+1
k1


n
{−kn− k} 〈k〉 [k] , C


k+1
1k


n
≃ C


k+1
1k


n
{−kn− k} 〈k〉 [k] .
Proof. We prove this proposition in Section 7.4. 
Using this proposition, we construct a polynomial link invariant associated to a homological link invariant
whose Euler characteristic is the quantum (sln,∧Vn) link invariant.
6.1. Wide edge and propositions. We introduce a wide edge to define a complex of matrix factorizations
for [i, j]-crossing. The wide edge represents a bunch of 1-colored lines with the same orientation. We suppose
that a k-colored edge branches into a bunch of k 1-colored lines and a bunch of k 1-colored lines joins into a
k-colored edge, see Figure 25. We naturally consider a crossing of a wide edge and colored edge and a crossing
k
←→
1111 1
k
,
k
←→
1111 1
k
.
Figure 25. Wide edge and a bunch of k 1-colored lines
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of wide edges. For example,
k
k
l ←→
1111 1
k
11111
k
l , ←→
1111 1
11111
1
11111
1
1111 1
11111
1
.
Proposition 6.2. We have isomorphisms in Kb(HMFgrR,ω)
C


k
1


n
≃ C


k
1


n
, C


k
1


n
≃ C


k
1


n
.
For diagrams with the other crossing, their complexes are isomorphic in Kb(HMFgrR,ω).
Proof. We find this property by Proposition 5.9. 
Corollary 6.3. We have isomorphisms in Kb(HMFgrR,ω)
C


k


n
≃ C


k


n
, C


k


n
≃ C


k


n
.
For diagrams with the other crossing, their complexes are isomorphic in Kb(HMFgrR,ω).
Proof. We immediately find this corollary by Proposition 6.2. 
Proposition 5.9 and Proposition 6.1 give the following properties of colored planar diagrams with a wide
edge.
Corollary 6.4. The following isomorphisms exist in Kb(HMFgrR,ω):
(1) C

 k+1k
1


n
≃ C

 k+1k1


n
{kn+ k} 〈k〉 [−k] , C

 k+1
1
k


n
≃ C

 k+11k


n
{kn+ k} 〈k〉 [−k] ,
(2) C

 k+1k
1


n
≃ C

 k+1k1


n
{−kn− k} 〈k〉 [k] , C

 k+1
1
k


n
≃ C

 k+11k


n
{−kn− k} 〈k〉 [k] ,
(3) C


k+1
k
1


n
≃ C


k+1
k1


n
{kn+ k} 〈k〉 [−k] , C


k+1
1
k


n
≃ C


k+1
1k


n
{kn+ k} 〈k〉 [−k] ,
(4) C


k+1
k
1


n
≃ C


k+1
k1


n
{−kn− k} 〈k〉 [k] , C


k+1
1
k


n
≃ C


k+1
1k


n
{−kn− k} 〈k〉 [−k] .
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6.2. Approximate complex for [i, j]-crossing. We consider an approximate crossing of an [i, j]-crossing
in Figure 15. This approximate crossing has only [i, 1]-crossings. Thus, we can define a complex for matrix
factorization for the approximate crossing using definition of [i, 1]-crossing in Section 5.1.
Definition 6.5. We define a complex of matrix factorization for an [i, j]-crossing as an object of Kb(HMFgrR,ω)
for its approximate crossing:
C


i j


n
:= C


i j


n
{−i(i− 1)(n+ 1)} [i(i− 1)] (i ≥ j),
C


i j


n
:= C


i j


n
{−j(j − 1)(n+ 1)} [j(j − 1)] (i < j),
C


i j


n
:= C


i j


n
{j(j − 1)(n+ 1)} [−j(j − 1)] (i ≤ j),
C


i j


n
:= C


i j


n
{i(i− 1)(n+ 1)} [−i(i− 1)] (i > j).
Theorem 6.6. We have the following isomorphisms in Kb(HMFgrR,ω)
(I) C

 i


n
≃ C

 i


n
{[i]q!}q ≃ C

 i


n
,
(IIa) C

i j


n
≃ C

i j


n
{[i]q![j]q!}q ≃ C

i j


n
,
(IIb) C

i j


n
≃ C

i j


n
{[i]q![j]q!}q, C

i j


n
≃ C

i j


n
{[i]q![j]q!}q,
(III) C


i j k


n
≃ C


i j k


n
.
For a colored oriented link diagram D, we obtain the homology associated to the complex C(D). We consider
the Poincare´ polynomial P (D) in Q[t±1, q±1, s]/〈s2 − 1〉 of the homology associated to the complex C(D). We
have the following properties.
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Corollary 6.7. For colored oriented link diagrams transforming to each other under colored Reidemeister
moves, we have the following equations of the evaluation of Poincare´ polynomial P for diagrams:
(I) P

 i


n
= P

 i


n
[i]q! = P

 i


n
,
(IIa) P

i j


n
= P

i j


n
[i]q![j]q! = P

i j


n
,
(IIb) P

i j


n
= P

i j


n
[i]q![j]q!, P

i j


n
= P

i j


n
[i]q![j]q!,
(III) P


i j k


n
= P


i j k


n
.
We normalize the Poincare´ polynomial P associated to C(D). We define the function Crk (k = 1, ..., n− 1)
on a colored oriented link diagram D as follows,
Crk(D) := the number of [∗, k]-crossings in D.
We define a normalized Poincare´ polynomial P (D) to be
P (D) := P (D)
n−1∏
k=1
1
([k]q!)
Crk(D)
.
By Corollary 6.7 the following corollary is obtained.
Corollary 6.8. For two colored oriented link diagrams D and D′ transforming to each other under colored
Reidemeister moves, these evaluations of P are the same,
P (D) = P (D′).
That is, we have equations for evaluations of colored oriented link diagrams,
P

 i

 = P

 i

 = P

 i

 , P

i j

 = P

i j

 = P

i j

 ,
P

i j

 = P

i j

 , P

i j

 = P

i j

 , P


i j k

 = P


i j k

 .
where outsides of colored tangle diagrams in each equation have the same picture.
The polynomial P (D) is a refined link invariant of the quantum (sln,∧Vn) link invariant since P (D) is the
quantum (sln,∧Vn) link invariant by specializing t to −1 and s to 1.
Proof. Proof of Theorem 6.6 (I) By Corollary 6.3, We have
C

 i


n
= C

 i


n
{−i(i− 1)(n+ 1)} [i(i− 1)]
≃ C

 i


n
{−i(i− 1)(n+ 1)} [i(i− 1)]
We show the following lemma.
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Lemma 6.9. We have the following isomorphism in Kb(HMFgr)
(50) C

 i


n
{−i(i− 1)(n+ 1)} [i(i− 1)] ≃ C

 i


n
.
Proof. We prove the lemma by induction over i. If i = 2, then we have the following isomorphism by Theorem
5.6 and Proposition 6.1:
C

 2


n
{−2(n+ 1)} [2] = C


1 1
2


n
{−2(n+ 1)} [2]
≃ C


i−1 1
i


n
{−2(n+ 1)} [2]
≃ C

 1 12


n
= C

 2


n
.
We assume that the lemma holds for i = k− 1 and consider the case i = k. We have the following isomorphism
by Theorem 5.6 and Proposition 6.1:
C

 k


n
{−k(k − 1)(n+ 1)} [k(k − 1)] = C


1 k−1
k


n
{−k(k − 1)(n+ 1)} [k(k − 1)]
≃ C


1 k−1
k 

n
{−k(k − 1)(n+ 1)} [k(k − 1)]
≃ C


1 k−1
k 

n
{−(k − 1)(k − 2)(n+ 1)} [(k − 1)(k − 2)] .(51)
By the assumption of induction, the complex (51) is isomorphic to
C

 1 k−1k


n
= C

 k


n
.
We can similarly prove the other isomorphism for a minus [i]-curl.

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Proof of Theorem 6.6 (II)
C

i j


n
= C

i j


n
≃ C

i j


n
≃ C

i j


n
≃ C

i j


n
{[i]q!}q
≃ C

i j


n
{[i]q!}q ≃ C

i j


n
{[i]q![j]q!}q.
We can similarly prove the other isomorphism of (IIa) and isomorphisms of (IIb).
Proof of Theorem 6.6 (III) It is sufficient that we consider the case i < j < k. We can similarly prove
invariance of the Reidemeister moves (III) for the other coloring case.
C


i j k


n
= C


i j k


n
{α} [β] (α = (−2k(k − 1)− j(j − 1))(n+ 1), β = 2k(k − 1) + j(j − 1))
≃ C


i j k


n
{α} [β] ≃ C


i j k


n
{α} [β] ≃ C


i j k


n
{α} [β] {[k]q!}q
≃ C


i j k


n
{α} [β] {[k]q!}q ≃ C


i j k


n
{α} [β] {[k]q!}q.
On the other side, we have
C


i j k


n
= C


i j k


n
{α} [β] ≃ C


i j k


n
{α} [β]
≃ C


i j k


n
{α} [β] ≃ C


i j k


n
{α} [β] {[k]q!}q
≃ C


i j k


n
{α} [β] {[k]q!}q.
Thus, we have
C


i j k


n
≃ C


i j k


n
.

7. Proof of Theorem and Proposition
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7.1. Invariance under Reidemeister move IIa. We can similarly prove the remains of invariance under the
Reidemeister moves (IIa1k). The complex of matrix factorization C


1 k
❥1 ❥2
❥5 ❥6
❥3 ❥4


n
is described as follows,
(52) −1 0 1
M11{1}
0
@ µ5
µ6
1
A
//
M10
⊕
M01
(µ7, µ8) // M00{−1},
where
µ5 = IdM [1,k](1,2,5,6)
⊠
(
Id
S
[1,k]
(6,5,4,3)
⊠ (x1,6 − x1,3, 1)
)
, µ6 =
(
Id
S
[1,k]
(1,2,5,6)
⊠ (1, x1,1 − x1,6)
)
⊠ Id
N
[1,k]
(6,5,4,3)
,
µ7 =
(
Id
S
[1,k]
(1,2,5,6)
⊠ (1, x1,1 − x1,6)
)
⊠ Id
M
[1,k]
(6,5,4,3)
, µ8 = −IdN [1,k](1,2,5,6)
⊠
(
Id
S
[1,k]
(6,5,4,3)
⊠ (x1,6 − x1,3, 1)
)
.
As we discussed the homotopy equivalence of the complex C


1 k
❥1 ❥2
❥5 ❥6
❥3 ❥4


n
, we similarly have the following
isomorphisms (see isomorphisms (29), (33), (37) and (41)):
M00{−1} ≃ S
[1,k]
(1,2,4,3) ⊠K
(
u
[1,k]
k+1,(1,2,4,3); (x1,1 − x1,3)X
(k,−1)
k,(2,3)
)
Q1
.
〈X
(k,−1)
k,(2,6)
〉
{−2k},
M10 ≃ S
[1,k]
(1,2,4,3) ⊠K
(
u
[1,k]
k+1,(1,2,4,3); (x1,1 − x1,3)X
(k,−1)
k,(2,3)
)
Q1
.
〈(x1,1−x1,6)X
(k,−1)
k,(2,6)
〉
{−2k},
M01 ≃ S
[1,k]
(1,2,4,3) ⊠K
(
u
[1,k]
k+1,(1,2,4,3)(x1,6 − x1,3); (x1,1 − x1,3)X
(k,−1,−1)
k−1,(2,3,6)
)
Q1
.
〈X
(k,−1)
k,(2,6)
〉
{−2k + 2},
M11{1} ≃ S
[1,k]
(1,2,4,3) ⊠K
(
u
[1,k]
k+1,(1,2,4,3)(x1,6 − x1,3);X
(k,−1)
k,(5,3)
)
Q1
.
〈(x1,1−x1,6)X
(k,−1)
k,(2,6)
〉
{−2k + 2},
where
Q1 = R
(1,k,1,k,k,1)
(1,2,3,4,5,6)
/〈
X
(1,k)
1,(1,2) −X
(k,1)
1,(5,6), . . . , X
(1,k)
k,(1,2) −X
(k,1)
k,(5,6)
〉
.
For these isomorphisms, the morphisms µ5, µ6, µ7 and µ8 transform into
µ5 ≃ IdS[1,k](1,2,4,3)
⊠ (x1,6 − x1,3, 1), µ7 ≃ IdS[1,k](1,2,4,3)
⊠ (1, 1),
µ6 ≃ IdS[1,k](1,2,4,3)
⊠ (1, 1), µ8 ≃ −IdS[1,k](1,2,4,3)
⊠ (x1,6 − x1,3, 1).
We also consider the isomorphisms R1 and R3 of Q1
/
〈X
(k,−1)
k,(2,6) 〉 and R2 of Q1
/
〈(x1,1 − x1,6)X
(k,−1)
k,(2,6) 〉 . More-
over, we consider an isomorphism R5 of Q1
/
〈(x1,1 − x1,6)X
(k,−1)
k,(2,6) 〉 ,
R5 = R
(1,k,1,k)
(1,2,3,4) ⊕ (x1,6 − x1,3)R
(1,k,1,k)
(1,2,3,4) ⊕ . . .⊕ x
k−1
1,6 (x1,6 − x1,3)R
(1,k,1,k)
(1,2,3,4) .
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By these isomorphism, we obtain
M00{−1} ≃ S
[1,k]
(1,2,4,3) ⊠K
(
u
[1,k]
k+1,(1,2,4,3); (x1,1 − x1,3)X
(k,−1)
k,(2,3)
)
Q1
.
〈X
(k,−1)
k,(2,6)
〉
{−2k}
≃ S
[1,k]
(1,2,4,3) ⊠

 R3{−2k}
Ek
“
u
[1,k]
k+1,(1,2,4,3)
” // R3{1− n}
Ek
“
(x1,1−x1,3)X
(k,−1)
k,(2,3)
”// R3{−2k}

 {−2k}
≃
k−1⊕
i=0
M
[1,k]
(1,2,4,3){2i− k},
M10 ≃ S
[1,k]
(1,2,4,3) ⊠K
(
u
[1,k]
k+1,(1,2,4,3); (x1,1 − x1,3)X
(k,−1)
k,(2,3)
)
Q1
.
〈(x1,1−x1,6)X
(k,−1)
k,(2,6)
〉
{−2k}
≃ S
[1,k]
(1,2,4,3) ⊠

 R5{−2k}
Ek+1
“
u
[1,k]
k+1,(1,2,4,3)
” // R5{1− n}
Ek+1
“
(x1,1−x1,3)X
(k,−1)
k,(2,3)
” // R5{−2k}

 {−2k}
≃
k⊕
i=0
M
[1,k]
(1,2,4,3){2i− k},
M01 ≃ S
[1,k]
(1,2,4,3) ⊠K
(
u
[1,k]
k+1,(1,2,4,3)(x1,6 − x1,3); (x1,1 − x1,3)X
(k,−1,−1)
k−1,(2,3,6)
)
Q1
.
〈X
(k,−1)
k,(2,6)
〉
{−2k + 2}
≃ S
[1,k]
(1,2,4,3) ⊠
(
R1{−2k + 2}
f1
// R3{1− n}
f2
// R1{−2k + 2}
)
{−2k + 2}
≃
k−2⊕
i=0
M
[1,k]
(1,2,4,3){2i− k + 2} ⊕ L
[1,k]
(1,2,4,3),
M11{1} ≃ S
[1,k]
(1,2,4,3) ⊠K
(
u
[1,k]
k+1,(1,2,4,3)(x1,6 − x1,3);X
(k,−1)
k,(5,3)
)
Q1
.
〈(x1,1−x1,6)X
(k,−1)
k,(2,6)
〉
{−2k + 2}
≃ S
[1,k]
(1,2,4,3) ⊠
(
R2{−2k + 2}
f3
// R5{1− n}
f4
// R2{−2k + 2}
)
{−2k + 2}
≃
k−1⊕
i=0
M
[1,k]
(1,2,4,3){2i− k + 2},
f1 =

 0k−1 u[1,k]k+1,(1,2,4,3)X(k,−1)k,(2,3)
Ek−1
(
u
[1,k]
k+1,(1,2,4,3)
)
t0k−1

 ,
f2 =
(
t0k−1 Ek−1
(
(x1,1 − x1,3)X
(k,−1)
k,(2,3)
)
x1,1 − x1,3 0k−1
)
,
f3 =

 0k−1 u[1,k]k+1,(1,2,4,3)(x1,1 − x1,3)X(k,−1)k,(2,3)
Ek−1
(
u
[1,k]
k+1,(1,2,4,3)
)
t0k−1

 ,
f4 =
(
t0k−1 Ek−1
(
(x1,1 − x1,3)X
(k,−1)
k,(2,3)
)
1 0k−1
)
.
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Then, for these decompositions of matrix factorizations, the morphisms µ5, µ6, µ7 and µ8 transform into
µ5 ≃

 0k
Ek
(
Id
M
[1,k]
(1,2,4,3)
)  ,
µ6 ≃


−(−1)k−1X
(k,−1)
k−1,(2,3)IdM [1,k](1,2,4,3)
Ek
(
Id
M
[1,k]
(1,2,4,3)
)
...
−(−1)1X
(k,−1)
1,(2,3) IdM [1,k](1,2,4,3)
0k IdS[1,k](1,2,4,3)
⊠
(
(−1)k,−(−1)kX
(k,−1)
k,(2,3)
)


,
µ7 ≃ −


−(−1)kX
(k,−1)
k,(2,3) IdM [1,k](1,2,4,3)
Ek
(
Id
M
[1,k]
(1,2,4,3)
)
...
−(−1)1X
(k,−1)
1,(2,3) IdM [1,k](1,2,4,3)

 ,
µ8 ≃

 0k−1 IdS[1,k](1,2,4,3) ⊠
(
X
(k,−1)
k,(2,3) , 1
)
Ek−1
(
Id
M
[1,k]
(1,2,4,3)
)
t0k−1

 .
Thus, the complex (52) is isomorphic, in Kb(HMFgr
R
(1,k,1,k)
(1,2,3,4)
,ω1
), to L
[1,k]
(1,2,4,3):
C


1 k
❥1 ❥2
❥5 ❥6
❥3 ❥4


n
≃ C

 1 k
❥1 ❥2
❥3 ❥4


n
.
We can similarly prove the following isomorphisms for the Reidemeister moves (IIa1k) with another coloring:
C


k 1
❥1 ❥2
❥5 ❥6
❥3 ❥4


n
≃ C

 k 1
❥1 ❥2
❥3 ❥4


n
≃ C


k 1
❥1 ❥2
❥5 ❥6
❥3 ❥4


n
.
7.2. Invariance under Reidemeister move IIb. We show the following isomorphisms
C


1 k
❥1 ❥2
❥5 ❥6
❥3 ❥4


n
≃ C

 1 k
❥1 ❥2
❥3 ❥4


n
≃ C


1 k
❥1 ❥2
❥5 ❥6
❥3 ❥4


n
.
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The complex C


1 k
❥1 ❥2
❥5 ❥6
❥3 ❥4


n
is an object of Kb(HMFgr
R
(1,k,1,k)
(1,2,3,4)
,ω2
), ω2 = F1(X
(1)
(1)) − Fk(X
(k)
(2)) − F1(X
(1)
(3)) +
Fk(X
(k)
(4)), and this object is isomorphic to
(53) −1 0 1
N00{1}
0
@ ν1
ν2
1
A
//
N10
⊕
N01
(ν3, ν4) // N11{−1},
where
N00 =M
[1,k]
(1,5,2,6) ⊠N
[1,k]
(6,4,5,3), N10 =M
[1,k]
(1,5,2,6) ⊠M
[1,k]
(6,4,5,3),
N01 = N
[1,k]
(1,5,2,6) ⊠N
[1,k]
(6,4,5,3), N11 = N
[1,k]
(1,5,2,6) ⊠M
[1,k]
(6,4,5,3),
ν1 = IdM [1,k](1,5,2,6)
⊠ Id
S
[1,k]
(6,4,5,3)
⊠ (x1,6 − x1,3, 1), ν2 = IdS[1,k](1,5,2,6)
⊠ (1, x1,1 − x1,6)⊠ IdN [1,k](6,4,5,3)
,
ν3 = IdS[1,k](1,5,2,6)
⊠ (1, x1,1 − x1,6)⊠ IdM [1,k](6,4,5,3)
, ν4 = −IdN [1,k](1,5,2,6)
⊠ Id
S
[1,k]
(6,4,5,3)
⊠ (x1,6 − x1,3, 1).
By Corollary 2.48, we have
N00{1} = K




A
[1,k]
1,(1,5,2,6)
...
A
[1,k]
k,(1,5,2,6)
u
[1,k]
k+1,(1,5,2,6)


;


X
(1,k)
1,(1,5) −X
(k,1)
1,(2,6)
...
X
(1,k)
k,(1,5) −X
(k,1)
k,(2,6)
(x1,1 − x1,6)X
(k,−1)
k,(5,6)




R
(1,k,k,1)
(1,5,2,6)
⊠K




A
[1,k]
1,(6,4,5,3)
...
A
[1,k]
k,(6,4,5,3)
u
[1,k]
k+1,(6,4,5,3)(x1,6 − x1,3)


;


X
(1,k)
1,(6,4) −X
(k,1)
1,(5,3)
...
X
(1,k)
k,(6,4) −X
(k,1)
k,(5,3)
X
(−1,k)
k,(3,4)




R
(1,k,k,1)
(6,4,5,3)
{−2k + 1}{1}
≃ K




A
[1,k]
1,(6,4,5,3)
...
A
[1,k]
k,(6,4,5,3)
u
[1,k]
k+1,(6,4,5,3)(x1,6 − x1,3)


;


X
(1,k)
1,(6,4) −X
(−1,k,1,1)
1,(1,2,3,6)
...
X
(1,k)
k,(6,4) −X
(−1,k,1,1)
k,(1,2,3,6)
X
(−1,k)
k,(3,4)




Q2
.
〈u
[1,k]
k+1,(1,5,2,6)
〉
{3− n} 〈1〉 ,
QUANTUM (sln, ∧Vn) LINK INVARIANT AND MATRIX FACTORIZATIONS 71
where Q2 = R
(1,k,1,k,k,1)
(1,2,3,4,5,6)
/〈
X
(1,k)
1,(1,5) −X
(k,1)
1,(2,6), . . . , X
(1,k)
k,(1,5) −X
(k,1)
k,(2,6)
〉
. Moreover, by Theorem 2.39, the matrix
factorization is isomorphic to
N00{1} ≃ K




A
[1,k]
1,(6,4,5,3) + (x1,6 − x1,1)A
[1,k]
2,(6,4,5,3)
...
A
[1,k]
k−1,(6,4,5,3) + (x1,6 − x1,1)A
[1,k]
k,(6,4,5,3)
A
[1,k]
k,(6,4,5,3)
u
[1,k]
k+1,(6,4,5,3)(x1,6 − x1,3)


;


X
(1,k)
1,(1,4) −X
(k,1)
1,(2,3)
...
X
(1,k)
k−1,(1,4) −X
(k,1)
k−1,(2,3)
X
(1,k)
k,(1,4) −X
(k,1)
k,(2,3)
X
(−1,k)
k,(3,4)




Q2
.
〈u
[1,k]
k+1,(1,5,2,6)
〉
{3− n} 〈1〉
≃ S
[1,k]
(1,4,2,3) ⊠K
(
u
[1,k]
k+1,(1,4,2,3)(x1,1 − x1,3);X
(−1,k)
k,(3,4)
)
Q2
.
〈u
[1,k]
k+1,(1,5,2,6)
〉
{3− n} 〈1〉 .(54)
By Theorem 2.39 and Corollary 2.44 (2), we also have
N10 ≃ S
[1,k]
(1,4,2,3) ⊠K
(
u
[1,k]
k+1,(6,4,5,3) + α; (x1,6 − x1,3)X
(−1,k)
k,(3,4)
)
Q2
.
〈u
[1,k]
k+1,(1,5,2,6)
〉
{1− n} 〈1〉 ,(55)
where α is a linear combination of X
(1,k)
i,(1,4) −X
(k,1)
i,(2,3) (1 ≤ i ≤ k) with Z-grading 2n− 2k satisfying that
(56) (u
[1,k]
k+1,(6,4,5,3) + α)(x1,6 − x1,3) ≡ u
[1,k]
k+1,(1,4,2,3)(x1,1 − x1,3) mod Q2
/
〈u
[1,k]
k+1,(1,5,2,6)〉 .
Since, in the quotient Q2
/
〈u
[1,k]
k+1,(1,5,2,6)〉 , we have equations
X
(k)
i,(5) = X
(−1,k,1)
i(1,2,6) (1 ≤ i ≤ k),
then the polynomial u
[1,k]
k+1,(1,5,2,6) is described as
Fk+1(X
(k,1)
1,(2,6), . . . , X
(k,1)
k,(2,6), X
(1,k)
k+1,(1,5))− Fk+1(X
(k,1)
1,(2,6), . . . , X
(k,1)
k,(2,6), X
(k,1)
k+1,(2,6))
X
(1,k)
k+1,(1,5) −X
(k,1)
k+1,(2,6)
= c1(X
(k,1)
1,(2,6))
n−k + c2(X
(k,1)
1,(2,6))
n−k−2X
(k,1)
2,(2,6) + . . .
= c1x
n−k
1,6 + c3x1,2x
n−k−1
1,6 + . . . ,
where c1 and c2 are the coefficients of Fk+1(x1, x2, ..., xk+1) = c1x
n−k
1 xk+1 + c2x
m−k−2
1 e2xk+1 + ... and c3 =
c1(n− k) + c2. Then, in the quotient Q2
/
〈u
[1,k]
k+1,(1,5,2,6)〉 , the polynomial u
[1,k]
k+1,(6,4,5,3) is described as
Fk+1(X
(−1,k,1,1)
1,(1,2,3,6) , . . . , X
(−1,k,1,1)
k,(1,2,3,6) , X
(k,1)
k+1,(4,6))− Fk+1(X
(−1,k,1,1)
1,(1,2,3,6) , . . . , X
(−1,k,1,1)
k,(1,2,3,6) , X
(−1,k,1,1)
k+1,(1,2,3,6))
X
(k,1)
k+1,(4,6) −X
(−1,k,1,1)
k+1,(1,2,3,6)
= c1(X
(−1,k,1,1)
1,(1,2,3,6) )
n−k + c2(X
(−1,k,1,1)
1,(1,2,3,6) )
n−k−2X
(−1,k,1,1)
2,(1,2,3,6) + . . .
= c1x
n−k
1,6 + c3(−x1,1 + x1,2 + x1,3)x
n−k−1
1,6 + . . .
≡ −c3(x1,1 − x1,3)x
n−k−1
1,6 + . . . mod Q2
/
〈u
[1,k]
k+1,(1,5,2,6)〉 .
By the condition (56), we find
(57) u
[1,k]
k+1,(6,4,5,3) + α ≡ −c3(x1,1 − x1,3)(x
n−k−1
1,6 + β) mod Q2
/
〈u
[1,k]
k+1,(1,5,2,6)〉 ,
where β is a polynomial with Z-grading 2n− 2k− 2 such that the degree as a polynomial of variable x1,6 is less
than n − k − 1 and −(x1,6 − x1,3)c3(x
n−k−1
1,6 + β) ≡ u
[1,k]
k+1,(1,4,2,3) (mod Q2
/
〈u
[1,k]
k+1,(1,5,2,6)〉 ). Thus, the matrix
factorization (55) forms into
N10 ≃ S
[1,k]
(1,4,2,3) ⊠K
(
−c3(x1,1 − x1,3)(x
n−k−1
1,6 + β); (x1,6 − x1,3)X
(−1,k)
k,(3,4)
)
Q2
.
〈u
[1,k]
k+1,(1,5,2,6)
〉
{1− n} 〈1〉 .(58)
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By Theorem 2.39, the matrix factorizations N01 and N11{−1} are isomorphic to the following matrix factor-
izations
N01 ≃ S
[1,k]
(1,4,2,3) ⊠K
(
u
[1,k]
k+1,(1,4,2,3)(x1,1 − x1,3);X
(−1,k)
k,(3,4)
)
Q2
.
〈u
[1,k]
k+1,(1,5,2,6)
(x1,1−x1,6)〉
{1− n} 〈1〉 ,(59)
N11{−1} ≃ S
[1,k]
(1,4,2,3) ⊠K
(
u
[1,k]
k+1,(6,4,5,3) + α; (x1,6 − x1,3)X
(−1,k)
k,(3,4)
)
Q2
.
〈u
[1,k]
k+1,(1,5,2,6)
(x1,1−x1,6)〉
{−1− n} 〈1〉(60)
We consider the following isomorphisms of Q2
/
〈u
[1,k]
k+1,(1,5,2,6)〉 :
R6 := R
(1,k,1,k)
(1,2,3,4) ⊕ x1,6R
(1,k,1,k)
(1,2,3,4) ⊕ . . .⊕ x
n−k−2
1,6 R
(1,k,1,k)
(1,2,3,4) ⊕−c3(x
n−k−1
1,6 + β)R
(1,k,1,k)
(1,2,3,4) ,
R7 := R
(1,k,1,k)
(1,2,3,4) ⊕ (x1,6 − x1,3)R
(1,k,1,k)
(1,2,3,4) ⊕ x1,6(x1,6 − x1,3)R
(1,k,1,k)
(1,2,3,4) ⊕ . . .⊕ x
n−k−2
1,6 (x1,6 − x1,3)R
(1,k,1,k)
(1,2,3,4) ,
and the following isomorphisms of Q2
/
〈u
[1,k]
k+1,(1,5,2,6)(x1,1 − x1,6)〉 :
R8 := R
(1,k,1,k)
(1,2,3,4) ⊕ (x1,1 − x1,6)R
(1,k,1,k)
(1,2,3,4) ⊕ . . .⊕ x
n−k−2
1,6 (x1,1 − x1,6)R
(1,k,1,k)
(1,2,3,4) ⊕ (u
[1,k]
k+1,(1,4,2,3) + α)R
(1,k,1,k)
(1,2,3,4) ,
R9 := R
(1,k,1,k)
(1,2,3,4) ⊕ (x1,6 − x1,3)R
(1,k,1,k)
(1,2,3,4) ⊕ (x1,1 − x1,6)(x1,6 − x1,3)R
(1,k,1,k)
(1,2,3,4) ⊕
x1,6(x1,1 − x1,6)(x1,6 − x1,3)R
(1,k,1,k)
(1,2,3,4) ⊕ . . .⊕ x
n−k−2
1,6 (x1,1 − x1,6)(x1,6 − x1,3)R
(1,k,1,k)
(1,2,3,4) .
Then, the partial matrix factorization K
(
u
[1,k]
k+1,(1,4,2,3)(x1,1 − x1,3);X
(−1,k)
k,(3,4)
)
Q2
.
〈u
[1,k]
k+1,(1,5,2,6)
〉
{3−n} 〈1〉 of (54)
forms into

 R6
En−k
“
u
[1,k]
k+1,(1,4,2,3)
(x1,1−x1,3)
” // R6{2k − n− 1}
En−k
“
X
(−1,k)
k,(3,4)
” // R6

 {3− n} 〈1〉 ,
the partial matrix factorizationK
(
−c3(x1,1 − x1,3)(x
n−k−1
1,6 + β); (x1,6 − x1,3)X
(−1,k)
k,(3,4)
)
Q2
.
〈u
[1,k]
k+1,(1,5,2,6)
〉
{1−n} 〈1〉
of (58) forms into
(
R7 g1
// R6{2k − n+ 1} g2
// R6
)
{1− n} 〈1〉 ,
g1 =
(
t0n−k−2 En−k−2
(
u
[1,k]
k+1,(1,4,2,3)(x1,1 − x1,3)
)
x1,1 − x1,3 0n−k−2
)
,
g2 =

 0n−k−2 X(−1,k)k,(3,4)u[1,k]k+1,(1,4,2,3)
En−k−2
(
X
(−1,k)
k,(3,4)
)
t0n−k−2

 ,
the partial matrix factorization K
(
u
[1,k]
k+1,(1,4,2,3)(x1,1 − x1,3);X
(−1,k)
k,(3,4)
)
Q2
.
〈u
[1,k]
k+1,(1,5,2,6)
(x1,1−x1,6)〉
{1 − n} 〈1〉 of
(59) forms into

 R8
En−k+1
“
u
[1,k]
k+1,(1,4,2,3)
(x1,1−x1,3)
” // R8{2k − n− 1}
En−k+1
“
X
(−1,k)
k,(3,4)
” // R8

 {1− n} 〈1〉
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and the partial matrix factorization K
(
u
[1,k]
k+1,(6,4,5,3); (x1,6 − x1,3)X
(−1,k)
k,(3,4)
)
Q2
.
〈u
[1,k]
k+1,(1,5,2,6)
(x1,1−x1,6)〉
{3−n} 〈1〉
of (60) forms into (
R9 g3
// R8{2k − n+ 1} g4
// R9
)
{−1− n} 〈1〉 ,
g3 =
(
t0n−k En−k
(
u
[1,k]
k+1,(1,4,2,3)(x1,1 − x1,3)
)
1 0n−k
)
,
g4 =

 0n−k X(−1,k)k,(3,4)u[1,k]k+1,(1,4,2,3)(x1,1 − x1,3)
En−k
(
X
(−1,k)
k,(3,4)
)
t0n−k

 .
By these decompositions, we obtain the following isomorphisms
N00 ≃
n−k−1⊕
i=0
N
[1,k]
(1,4,2,3){2i− n+ k + 2} 〈1〉 ,
N10 ≃
n−k−2⊕
i=0
N
[1,k]
(1,4,2,3){2i− n+ k + 2} 〈1〉 ⊕ L
[1,k]
(1,4,2,3),
N01 ≃
n−k⊕
i=0
N
[1,k]
(1,4,2,3){2i− n+ k} 〈1〉 ,
N11 ≃
n−k−1⊕
i=0
N
[1,k]
(1,4,2,3){2i− n+ k} 〈1〉 .
For these decompositions, the morphisms ν1, ν2, ν3 and ν4 transform as follows,
ν1 ≃

 En−k−1
(
Id
N
[1,k]
(1,4,2,3)
)
t0n−k−1
0n−k−1 (1, u
[1,k]
k+1,(1,4,2,3))

 ,
ν2 ≃


0n−k−1 −u
[1,k]
k+1,(1,4,2,3)IdN [1,k](1,4,2,3)
En−k−1
(
Id
N
[1,k]
(1,4,2,3)
)
t0n−k−1
0n−k−1 IdN [1,k](1,4,2,3)

 ,
ν3 ≃ −

 0n−k−1 (−u
[1,k]
k+1,(1,4,2,3),−1)
En−k−1
(
Id
N
[1,k]
(1,4,2,3)
)
t0n−k−1

 ,
ν4 ≃
(
En−k−1
(
Id
N
[1,k]
(1,4,2,3)
)
t0n−k−1
)
.
Thus, the complex (53) is isomorphic, in Kb(HMFgr
R
(1,k,1,k)
(1,2,3,4)
,ω2
), to L
[1,k]
(1,4,2,3):
C


1 k
❥1 ❥2
❥5 ❥6
❥3 ❥4


n
≃ C

 1 k
❥1 ❥2
❥3 ❥4


n
.
Remark 7.1. The above isomorphism
N10 ≃ L
[1,k]
(1,4,2,3) ⊕
n−k−2⊕
i=0
N
[1,k]
(1,4,2,3){2i− n+ k + 2} 〈1〉
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is corresponding to the MOY relation
〈 k+1
k+1
k
1
k
1
k
1
〉
n
=
〈
k1
〉
n
+ [n− k − 1]q
〈
k−1
k
k
1
1
〉
n
.
We show the remains of invariance under the Reidemeister moves (IIb1k). The complex of matrix factorization
C


1 k
❥1 ❥2
❥5 ❥6
❥3 ❥4


n
is described as follows,
(61) −1 0 1
N11{1}
0
@ ν5
ν6
1
A
//
N10
⊕
N01
(ν7, ν8) // N00{−1},
where
ν5 = IdS[1,k](1,5,2,6)
⊠ (x1,1 − x1,6, 1)⊠ IdM [1,k](6,4,5,3)
, ν6 = IdN [1,k](1,5,2,6)
⊠ Id
S
[1,k]
(6,4,5,3)
⊠ (1, x1,6 − x1,3),
ν7 = IdM [1,k](1,5,2,6)
⊠ Id
S
[1,k]
(6,4,5,3)
⊠ (1, x1,6 − x1,3), ν8 = −IdS[1,k](1,5,2,6)
⊠ (x1,1 − x1,6, 1)⊠ IdN [1,k](6,4,5,3)
.
We have isomorphisms (54), (58), (59) and (60),
N00{−1} ≃ S
[1,k]
(1,4,2,3) ⊠K
(
u
[1,k]
k+1,(1,4,2,3)(x1,1 − x1,3);X
(−1,k)
k,(3,4)
)
Q2
.
〈u
[1,k]
k+1,(1,5,2,6)
〉
{1− n} 〈1〉 ,
N10 ≃ S
[1,k]
(1,4,2,3) ⊠K
(
−c3(x1,1 − x1,3)(x
n−k−1
1,6 + β); (x1,6 − x1,3)X
(−1,k)
k,(3,4)
)
Q2
.
〈u
[1,k]
k+1,(1,5,2,6)
〉
{1− n} 〈1〉 ,
N01 ≃ S
[1,k]
(1,4,2,3) ⊠K
(
u
[1,k]
k+1,(1,4,2,3)(x1,1 − x1,3);X
(−1,k)
k,(3,4)
)
Q2
.
〈u
[1,k]
k+1,(1,5,2,6)
(x1,1−x1,6)〉
{1− n} 〈1〉 ,
N11{1} ≃ S
[1,k]
(1,4,2,3) ⊠K
(
u
[1,k]
k+1,(6,4,5,3) + α; (x1,6 − x1,3)X
(−1,k)
k,(3,4)
)
Q2
.
〈u
[1,k]
k+1,(1,5,2,6)
(x1,1−x1,6)〉
{1− n} 〈1〉 ,
where Q2 = R
(1,k,1,k,k,1)
(1,2,3,4,5,6)
/〈
X
(1,k)
1,(1,5) −X
(k,1)
1,(2,6), . . . , X
(1,k)
k,(1,5) −X
(k,1)
k,(2,6)
〉
.
We consider R6 and R7, which are isomorphisms of Q2
/
〈u
[1,k]
k+1,(1,5,2,6)〉 , and R8, which is an isomorphism of
Q2
/
〈u
[1,k]
k+1,(1,5,2,6)(x1,1 − x1,6)〉 . Moreover, we consider the following isomorphism ofQ2
/
〈u
[1,k]
k+1,(1,5,2,6)(x1,1 − x1,6)〉 :
R10 = R
(1,k,1,k)
(1,2,3,4) ⊕ (x1,6 − x1,3)R
(1,k,1,k)
(1,2,3,4) ⊕ x1,6(x1,6 − x1,3)R
(1,k,1,k)
(1,2,3,4) ⊕ . . .⊕ x
n−k−1
1,6 (x1,6 − x1,3)R
(1,k,1,k)
(1,2,3,4) .
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Then, we have isomorphisms
N00{−1} ≃ S
[1,k]
(1,4,2,3) ⊠K
(
u
[1,k]
k+1,(1,4,2,3)(x1,1 − x1,3);X
(−1,k)
k,(3,4)
)
Q2
.
〈u
[1,k]
k+1,(1,5,2,6)
〉
{1− n} 〈1〉
≃ S
[1,k]
(1,4,2,3) ⊠

 R7
En−k
“
u
[1,k]
k+1,(1,4,2,3)
(x1,1−x1,3)
” // R7
En−k
“
X
(−1,k)
k,(3,4)
” // R7

 {1− n} 〈1〉
≃
n−k−1⊕
i=0
N
[1,k]
(1,4,2,3){2i− n+ k},
N10 ≃ S
[1,k]
(1,4,2,3) ⊠K
(
−c3(x1,1 − x1,3)(x
n−k−1
1,6 + β); (x1,6 − x1,3)X
(−1,k)
k,(3,4)
)
Q2
.
〈u
[1,k]
k+1,(1,5,2,6)
〉
{1− n} 〈1〉
≃ S
[1,k]
(1,4,2,3) ⊠
(
R7
h1
// R6
h2
// R7
)
{1− n} 〈1〉 ,
h1 =
(
t0n−k−1 En−k−1
(
u
[1,k]
k+1,(1,4,2,3)(x1,1 − x1,3)
)
x1,1 − x1,3 0n−k−1
)
,
h2 =

 0n−k−1 u[1,k]k+1,(1,4,2,3)X(−1,k)k,(3,4)
En−k−1
(
X
(−1,k)
k,(3,4)
)
t0n−k−1

 ,
≃
n−k−2⊕
i=0
N
[1,k]
(1,4,2,3){2i− n+ k + 2} ⊕ L
[1,k]
(1,4,2,3),
N01 ≃ S
[1,k]
(1,4,2,3) ⊠K
(
u
[1,k]
k+1,(1,4,2,3)(x1,1 − x1,3);X
(−1,k)
k,(3,4)
)
Q2
.
〈u
[1,k]
k+1,(1,5,2,6)
(x1,1−x1,6)〉
{1− n} 〈1〉
≃ S
[1,k]
(1,4,2,3) ⊠

 R10
En−k+1
“
u
[1,k]
k+1,(1,4,2,3)
(x1,1−x1,3)
” // R10
En−k+1
“
X
(−1,k)
k,(3,4)
” // R10

 {1− n} 〈1〉
≃
n−k⊕
i=0
N
[1,k]
(1,4,2,3){2i− n+ k},
N11{1} ≃ S
[1,k]
(1,4,2,3) ⊠K
(
u
[1,k]
k+1,(6,4,5,3); (x1,6 − x1,3)X
(−1,k)
k,(3,4)
)
Q2
.
〈u
[1,k]
k+1,(1,5,2,6)
(x1,1−x1,6)〉
{1− n} 〈1〉
≃ S
[1,k]
(1,4,2,3) ⊠
(
R10
h3
// R8
h4
// R10
)
{1− n} 〈1〉 ,
h3 =
(
t0n−k En−k
(
u
[1,k]
k+1,(1,4,2,3)(x1,1 − x1,3)
)
1 0n−k
)
,
h4 =

 0n−k u[1,k]k+1,(1,4,2,3)(x1,1 − x1,3)X(−1,k)k,(3,4)
En−k
(
X
(−1,k)
k,(3,4)
)
t0n−k

 ,
≃
n−k−1⊕
i=0
N
[1,k]
(1,4,2,3){2i− n+ k + 2}.
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For these decompositions, the morphisms ν5, ν6, ν7 and ν8 form into
ν5 ≃


a1IdN [1,k](1,4,2,3)
En−k−1
(
Id
N
[1,k]
(1,4,2,3)
)
...
an−k−1IdN [1,k](1,4,2,3)
0n−k−1 (a0u
[1,k]
k+1,(1,4,2,3), a0)


,
ν6 ≃

 0n−k
En−k
(
Id
N
[1,k]
(1,4,2,3)
)  ,
ν7 ≃

 0n−k−1 (1, u[1,k]k+1,(1,4,2,3))
En−k−1
(
Id
N
[1,k]
(1,4,2,3)
)
t0n−k−1

 ,
ν8 ≃ −


a0u
[1,k]
k+1,(1,4,2,3)IdN [1,k](1,4,2,3)
En−k
(
Id
N
[1,k]
(1,4,2,3)
)
...
an−k−1IdN [1,k](1,4,2,3)

 ,
where a0, a1, . . ., an−k−1 are polynomials derived from x
n−k−1
1,6 expanded by the basis for the isomorphism R3
of Q2
/
〈u
[1,k]
k+1,(1,5,2,6)〉 ,
〈
1, x1,6, . . . , x
n−k−2
1,6 ,−c3(x
n−k−1
1,6 + β)
〉
,
xn−k−11,6 = a0
(
−c3(x
n−k−1
1,6 + β)
)
+ a1x
n−k−2
1,6 + . . .+ an−k−1.
Thus, the complex (61) is isomorphic, in Kb(HMFgr
R
(1,k,1,k)
(1,2,3,4)
,ω2
), to L
[1,k]
(1,4,2,3):
C


1 k
❥1 ❥2
❥5 ❥6
❥3 ❥4


n
≃ C

 1 k
❥1 ❥2
❥3 ❥4


n
.
It is obvious that we can similarly prove the following isomorphisms for the Reidemeister moves (IIb1k):
C


1 k
❥1 ❥2
❥5 ❥6
❥3 ❥4


n
≃ C

 1 k
❥1 ❥2
❥3 ❥4


n
≃ C


1 k
❥1 ❥2
❥5 ❥6
❥3 ❥4


n
.
7.3. Proof of Proposition 5.9.
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Proof of Proposition 5.9 (1). The complex for the diagram
1k+1
k1 is described as a complex of factor-
izations of Kb(HMFgr
R
(k+1,1,1,1,k)
(1,2,3,4,5)
,ω3
) (ω3 = Fk+1(X
(k+1)
(1) ) + F1(X
(1)
(2))− F1(X
(1)
(3))− F1(X
(1)
(4))− Fk(X
(k)
(5))),
C


1k+1
k
1
❥1 ❥2
❥3 ❥4 ❥5
❥6
❥7
❥8


n
=(62)
−k − 1 −k −k + 1
C


1k+1
k
1
❥1 ❥2
❥3 ❥4 ❥5
❥6
❥7
❥8


n
{(k+1)n}
〈k + 1〉
0
@ζ+,1
ζ+,2
1
A
//
C


1k+1
k
1
❥1 ❥2
❥3 ❥4 ❥5
❥6
❥7
❥8


n
{(k+1)n−1}
〈k + 1〉
⊕
C


1k+1
k
1
❥1 ❥2
❥3 ❥4 ❥5
❥6
❥7
❥8


n
{(k+1)n−1}
〈k + 1〉
(ζ+,3, ζ+,4)// C


1k+1
k
1
❥1 ❥2
❥3 ❥4 ❥5
❥6
❥7
❥8


n
{(k+1)n−2}
〈k + 1〉
,
where
ζ+,1 = IdΛ[1,k](1;6,7)
⊠ Id
S
[1,1]
(8,6,4,3)
⊠ (1, x1,8 − x1,3)⊠ IdM [1,k](2,7,5,8)
,
ζ+,2 = IdΛ[1,k](1;6,7)
⊠ Id
M
[1,1]
(8,6,4,3)
⊠ Id
S
[1,k]
(2,7,5,8)
⊠ (1, x1,2 − x1,8),
ζ+,3 = IdΛ[1,k](1;6,7)
⊠ Id
N
[1,1]
(8,6,4,3)
⊠ Id
S
[1,k]
(2,7,5,8)
⊠ (1, x1,2 − x1,8),
ζ+,4 = −IdΛ[1,k](1;6,7)
⊠ Id
S
[1,1]
(8,6,4,3)
⊠ (1, x1,8 − x1,3)⊠ IdN [1,k](2,7,5,8)
.
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First, we have
C


1k+1
k
1
❥1 ❥2
❥3 ❥4 ❥5
❥6
❥7
❥8


n
= Λ
[1,k]
(1;6,7) ⊠M
[1,1]
(8,6,4,3) ⊠M
[1,k]
(2,7,5,8)
≃ K




Λ
[1,k]
1,(1;6,7)
...
Λ
[1,k]
k+1,(1;6,7)

 ;


x1,1 −X
(1,k)
1,(6,7)
...
xk+1,1 −X
(1,k)
k+1,(6,7)




R
(1,1,k)
(1,6,7)
⊠K
((
A
[1,1]
1,(8,6,4,3)
u
[1,1]
2,(8,6,4,3)
)
;
(
X
(1,1)
1,(8,6) −X
(1,1)
1,(4,3)
(x1,8 − x1,3)X
(1,−1)
1,(6,3)
))
R
(1,1,1,1)
(8,6,4,3)
{−1}
⊠K




A
[1,k]
1,(2,7,5,8)
...
A
[1,k]
k,(2,7,5,8)
u
[1,k]
k+1,(2,7,5,8)


;


X
(1,k)
1,(2,7) −X
(k,1)
1,(5,8)
...
X
(1,k)
k,(2,7) −X
(k,1)
k,(5,8)
(x1,2 − x1,8)X
(k,−1)
k,(7,8)




R
(1,k,k,1)
(2,7,5,8)
{−k}
≃ K




Λ
[1,k]
1,(1;6,7)
...
Λ
[1,k]
k+1,(1;6,7)
u
[1,k]
k+1,(2,7,5,8)


;


x1,1 −X
(1,k)
1,(6,7)
...
xk+1,1 −X
(1,k)
k+1,(6,7)
(x1,2 − x1,8)X
(k,−1)
k,(7,8)




Q3
.
〈(x1,8−x1,3)X
(1,−1)
1,(6,3)
〉
{−k − 1},(63)
where
Q3 := R
(k+1,1,1,1,k,1,k,1)
(1,2,3,4,5,6,7,8)
/〈
X
(1,1)
1,(8,6) −X
(1,1)
1,(4,3), X
(1,k)
1,(2,7) −X
(k,1)
1,(5,8), . . . , X
(1,k)
k,(2,7) −X
(k,1)
k,(5,8)
〉
.
The quotient Q3
/
〈(x1,8 − x1,3)X
(1,−1)
1,(6,3)〉 has equations
x1,6 = X
(1,1,−1)
1,(3,4,8) ,
(x1,8 − x1,3)(x1,8 − x1,4) = 0,
xj,7 = X
(−1,k,1)
j,(2,5,8) (1 ≤ j ≤ k).
In the quotient Q3
/
〈(x1,8 − x1,3)X
(1,−1)
1,(6,3)〉 , X
(1,k)
j,(6,7) (1 ≤ j ≤ k) equals to
xj,7 + x1,6xj−1,7 ≡ X
(−1,k,1)
j,(2,5,8) +X
(1,1,−1)
1,(3,4,8)X
(−1,k,1)
j−1,(2,5,8)
≡ X
(−1,k)
j,(2,5) +X
(1,1)
1,(3,4)X
(−1,k)
j−1,(2,5) +X
(1,1)
2,(3,4)X
(−1,k)
j−2,(2,5) = X
(−1,1,1,k)
j,(2,3,4,5) ,
and X
(1,k)
k+1,(6,7) equals to
x1,6xk,7 ≡ X
(1,1,−1)
1,(3,4,8)X
(−1,k,1)
k,(2,5,8)
≡ X
(−1,1,1,k)
k+1,(2,3,4,5) + (x1,2 − x1,8)X
(−1,k)
k,(2,5) .
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Then, the matrix factorization (63) is isomorphic to
K




Λ
[1,k]
1,(1;6,7)
...
Λ
[1,k]
k+1,(1;6,7)
u
[1,k]
k+1,(2,7,5,8) − Λ
[1,k]
k+1,(1;6,7)


;


x1,1 −X
(−1,1,1,k)
1,(2,3,4,5)
...
xk+1,1 −X
(−1,1,1,k)
k+1,(2,3,4,5)
(x1,2 − x1,8)X
(−1,k)
k,(2,5)




Q3
.
〈(x1,8−x1,3)X
(1,−1)
1,(6,3)
〉
{−k − 1}.(64)
By Corollary 2.44, there exist polynomialsB1, B2, . . ., Bk+1 ∈ R
(k+1,1,1,1,k)
(1,2,3,4,5) and B0 ∈ Q3
/
〈(x1,8 − x1,3)X
(1,−1)
1,(6,3) 〉
satisfying (x1,2 − x1,8)B0 ≡ B ∈ R
(k+1,1,1,1,k)
(1,2,3,4,5) (mod Q3
/
〈(x1,8 − x1,3)X
(1,−1)
1,(6,3)〉 ) and we have an isomorphism
between the factorization (64) and the following factorization
S
[k+1,1;1,1,k]
(1,2;3,4,5) ⊠K
(
B0; (x1,2 − x1,8)X
(−1,k)
k,(2,5)
)
Q3
.
〈(x1,8−x1,3)X
(1,−1)
1,(6,3)
〉
{−k − 1},(65)
where
(66) S
[k+1,1;1,1,k]
(1,2;3,4,5) := K




B1
...
Bk+1

 ;


x1,1 −X
(−1,1,1,k)
1,(2,3,4,5)
...
xk+1,1 −X
(−1,1,1,k)
k+1,(2,3,4,5)




R
(k+1,1,1,1,k)
(1,2,3,4,5)
.
We consider isomorphisms of Q3
/
〈(x1,8 − x1,3)X
(1,−1)
1,(6,3)〉 to be
R11 ≃ R
(k+1,1,1,1,k)
(1,2,3,4,5) ⊕ (x1,2 − x1,8)R
(k+1,1,1,1,k)
(1,2,3,4,5) ,
R12 ≃ R
(k+1,1,1,1,k)
(1,2,3,4,5) ⊕ (x1,8 + x1,2 − x1,3 − x1,4)R
(k+1,1,1,1,k)
(1,2,3,4,5) .
Then, the partial matrix factorization K(B0; (x1,2 − x1,8)X
(−1,k)
k,(2,5) )Q3
.
〈(x1,8−x1,3)X
(1,−1)
1,(6,3)
〉
is isomorphic to
R11 0
@ 0 BB
(x1,2−x1,3)(x1,2−x1,4)
0
1
A
// R12{2k − n+ 1}0
B@
0 (x1,2 − x1,3)(x1,2 − x1,4)X
(−1,k)
k,(2,5)
X
(−1,k)
k,(2,5) 0
1
CA
// R11
≃ K
(
B
(x1,2 − x1,3)(x1,2 − x1,4)
; (x1,2 − x1,3)(x1,2 − x1,4)X
(−1,k)
k,(2,5)
)
R
(k+1,1,1,1,k)
(1,2,3,4,5)
⊕K
(
B;X
(−1,k)
k,(2,5)
)
R
(k+1,1,1,1,k)
(1,2,3,4,5)
{2}.
Thus, the matrix factorization (65) is decomposed into
S
[k+1,1;1,1,k]
(1,2;3,4,5) ⊠K
(
B
(x1,2 − x1,3)(x1,2 − x1,4)
; (x1,2 − x1,3)(x1,2 − x1,4)X
(−1,k)
k,(2,5)
)
R
(k+1,1,1,1,k)
(1,2,3,4,5)
{−k − 1}(67)
⊕S
[k+1,1;1,1,k]
(1,2;3,4,5) ⊠K
(
B;X
(−1,k)
k,(2,5)
)
R
(k+1,1,1,1,k)
(1,2,3,4,5)
{−k + 1}.
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Secondly, we have
C


1k+1
k
1
❥1 ❥2
❥3 ❥4 ❥5
❥6
❥7
❥8


n
= Λ
[1,k]
(1;6,7) ⊠N
[1,1]
(8,6,4,3) ⊠M
[1,k]
(2,7,5,8)
≃ K




Λ
[1,k]
1,(1;6,7)
...
Λ
[1,k]
k+1,(1;6,7)

 ;


x1,1 −X
(1,k)
1,(6,7)
...
xk+1,1 −X
(1,k)
k+1,(6,7)




R
(1,1,k)
(1,6,7)
⊠K
((
A
[1,1]
1,(8,6,4,3)
u
[1,1]
2,(8,6,4,3)(x1,8 − x1,3)
)
;
(
X
(1,1)
1,(8,6) −X
(1,1)
1,(4,3)
X
(1,−1)
1,(6,3)
))
R
(1,1,1,1)
(8,6,4,3)
⊠K




A
[1,k]
1,(2,7,5,8)
...
A
[1,k]
k,(2,7,5,8)
u
[1,k]
k+1,(2,7,5,8)


;


X
(1,k)
1,(2,7) −X
(k,1)
1,(5,8)
...
X
(1,k)
k,(2,7) −X
(k,1)
k,(5,8)
(x1,2 − x1,8)X
(k,−1)
k,(7,8)




R
(1,k,k,1)
(2,7,5,8)
{−k}
≃ K




Λ
[1,k]
1,(1;6,7)
...
Λ
[1,k]
k+1,(1;6,7)
u
[1,k]
k+1,(2,7,5,8)


;


x1,1 −X
(1,k)
1,(6,7)
...
xk+1,1 −X
(1,k)
k+1,(6,7)
(x1,2 − x1,8)X
(k,−1)
k,(7,8)




Q3
.
〈X
(1,−1)
1,(6,3)
〉
{−k}.(68)
The quotient Q3
/
〈X
(1,−1)
1,(6,3)〉 has equations
x1,6 = x1,3,
x1,8 = x1,4,
xj,7 = X
(−1,1,k)
j,(2,4,5) (1 ≤ j ≤ k).
In the quotient Q3
/
〈X
(1,−1)
1,(6,3)〉 , X
(1,k)
j,(6,7) (1 ≤ j ≤ k) equals to
xj,7 + x1,6xj−1,7 ≡ X
(−1,1,k)
j,(2,4,5) + x1,3X
(−1,1,k)
j−1,(2,4,5)
= X
(−1,1,1,k)
j,(2,3,4,5)(69)
and X
(1,k)
k+1,(6,7) equals to
xk,6x1,7 ≡ x1,3X
(−1,1,k)
k,(2,4,5)
= X
(−1,1,1,k)
k+1,(2,3,4,5) − (x1,2 − x1,4)X
(−1,k)
k,(2,5) .
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Thus, we find Q3
/
〈X
(1,−1)
1,(6,3) 〉 ≃ R
(k+1,1,1,1,k)
(1,2,3,4,5) . Then, the matrix factorization (68) is isomorphic to
K




Λ
[1,k]
1,(1;6,7)
...
Λ
[1,k]
k+1,(1;6,7)
u
[1,k]
k+1,(2,7,5,8) − Λ
[1,k]
k+1,(1;6,7)


;


x1,1 −X
(−1,1,1,k)
1,(2,3,4,5)
...
xk+1,1 −X
(−1,1,1,k)
k+1,(2,3,4,5)
(x1,2 − x1,4)X
(−1,k)
k,(2,5)




Q3
.
〈X
(1,−1)
1,(6,3)
〉
{−k}
≃ S
[k+1,1;1,1,k]
(1,2;3,4,5) ⊠K
(
B
(x1,2 − x1,4)
; (x1,2 − x1,4)X
(−1,k)
k,(2,5)
)
R
(k+1,1,1,1,k)
(1,2,3,4,5)
{−k}.(70)
Thirdly, we have
C


1k+1
k
1
❥1 ❥2
❥3 ❥4 ❥5
❥6
❥7
❥8


n
= Λ
[1,k]
(1;6,7) ⊠M
[1,1]
(8,6,4,3) ⊠N
[1,k]
(2,7,5,8)
≃ K




Λ
[1,k]
1,(1;6,7)
...
Λ
[1,k]
k+1,(1;6,7)

 ;


x1,1 −X
(1,k)
1,(6,7)
...
xk+1,1 −X
(1,k)
k+1,(6,7)




R
(1,1,k)
(1,6,7)
⊠K
((
A
[1,1]
1,(8,6,4,3)
u
[1,1]
2,(8,6,4,3)
)
;
(
X
(1,1)
1,(8,6) −X
(1,1)
1,(4,3)
(x1,8 − x1,3)X
(1,−1)
1,(6,3)
))
R
(1,1,1,1)
(8,6,4,3)
{−1}
⊠K




A
[1,k]
1,(2,7,5,8)
...
A
[1,k]
k,(2,7,5,8)
u
[1,k]
k+1,(2,7,5,8)(x1,2 − x1,8)


;


X
(1,k)
1,(2,7) −X
(k,1)
1,(5,8)
...
X
(1,k)
k,(2,7) −X
(k,1)
k,(5,8)
X
(k,−1)
k,(7,8)




R
(1,k,k,1)
(2,7,5,8)
{−k + 1}
≃ K




Λ
[1,k]
1,(1;6,7)
...
Λ
[1,k]
k+1,(1;6,7)
u
[1,k]
k+1,(2,7,5,8)(x1,2 − x1,8)


;


x1,1 −X
(1,k)
1,(6,7)
...
xk+1,1 −X
(1,k)
k+1,(6,7)
X
(k,−1)
k,(7,8)




Q3
.
〈(x1,8−x1,3)X
(1,−1)
1,(6,3)
〉
{−k}
≃ S
[k+1,1;1,1,k]
(1,2;3,4,5) ⊠K
(
B;X
(−1,k)
k,(2,5)
)
Q3
.
〈(x1,8−x1,3)X
(1,−1)
1,(6,3)
〉
{−k}.(71)
Since the partial matrix factorization K
(
B;X
(−1,k)
k,(2,5)
)
Q3
.
〈(x1,8−x1,3)X
(1,−1)
1,(6,3)
〉
is decomposed into
R11 0
@B 0
0 B
1
A
// R11{2k − n− 1} 0
B@
X
(−1,k)
k,(2,5) 0
0 X
(−1,k)
k,(2,5)
1
CA
// R11
≃ K
(
B;X
(−1,k)
k,(2,5)
)
R
(k+1,1,1,1,k)
(1,2,3,4,5)
⊕K
(
B;X
(−1,k)
k,(2,5)
)
R
(k+1,1,1,1,k)
(1,2,3,4,5)
{2},
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then the matrix factorization (71) is isomorphic to
S
[k+1,1;1,1,k]
(1,2;3,4,5) ⊠K
(
B;X
(−1,k)
k,(2,5)
)
R
(k+1,1,1,1,k)
(1,2,3,4,5)
{−k}(72)
⊕S
[k+1,1;1,1,k]
(1,2;3,4,5) ⊠K
(
B;X
(−1,k)
k,(2,5)
)
R
(k+1,1,1,1,k)
(1,2,3,4,5)
{−k + 2}.
Finally, we have
C


1k+1
k
1
❥1 ❥2
❥3 ❥4 ❥5
❥6
❥7
❥8


n
= Λ
[1,k]
(1;6,7) ⊠N
[1,1]
(8,6,4,3) ⊠N
[1,k]
(2,7,5,8)
≃ K




Λ
[1,k]
1,(1;6,7)
...
Λ
[1,k]
k+1,(1;6,7)

 ;


x1,1 −X
(1,k)
1,(6,7)
...
xk+1,1 −X
(1,k)
k+1,(6,7)




R
(1,1,k)
(1,6,7)
⊠K
((
A
[1,1]
1,(8,6,4,3)
u
[1,1]
2,(8,6,4,3)(x1,8 − x1,3)
)
;
(
X
(1,1)
1,(8,6) −X
(1,1)
1,(4,3)
X
(1,−1)
1,(6,3)
))
R
(1,1,1,1)
(8,6,4,3)
⊠K




A
[1,k]
1,(2,7,5,8)
...
A
[1,k]
k,(2,7,5,8)
u
[1,k]
k+1,(2,7,5,8)(x1,2 − x1,8)


;


X
(1,k)
1,(2,7) −X
(k,1)
1,(5,8)
...
X
(1,k)
k,(2,7) −X
(k,1)
k,(5,8)
X
(k,−1)
k,(7,8)




R
(1,k,k,1)
(2,7,5,8)
{−k + 1}
≃ K




Λ
[1,k]
1,(1;6,7)
...
Λ
[1,k]
k+1,(1;6,7)
u
[1,k]
k+1,(2,7,5,8)(x1,2 − x1,8)


;


x1,1 −X
(1,k)
1,(6,7)
...
xk+1,1 −X
(1,k)
k+1,(6,7)
X
(k,−1)
k,(7,8)




Q3
.
〈X
(1,−1)
1,(6,3)
〉
{−k + 1}
≃ S
[k+1,1;1,1,k]
(1,2;3,4,5) ⊠K
(
B;X
(−1,k)
k,(2,5)
)
R
(k+1,1,1,1,k)
(1,2,3,4,5)
{−k + 1}.(73)
For these decompositions (67), (70), (72) and (73), the morphisms ζ+,1, ζ+,2, ζ+,3 and ζ+,4 of the complex (62)
transform into
ζ+,1 ≃
(
Id
S
[k+1,1;1,1,k]
(1,2;3,4,5)
⊠ (1, x1,2 − x1,3), IdS[k+1,1;1,1,k](1,2;3,4,5)
⊠ (x1,2 − x1,4, 1)
)
,
ζ+,2 ≃
(
Id
S
[k+1,1;1,1,k]
(1,2;3,4,5)
⊠ (1, (x1,2 − x1,3)(x1,2 − x1,4)) 0
0 Id
S
[k+1,1;1,1,k]
(1,2;3,4,5)
⊠ (1, 1)
)
,
ζ+,3 ≃ IdS[k+1,1;1,1,k](1,2;3,4,5)
⊠ (1, x1,2 − x1,4) ,
ζ+,4 ≃ −
(
Id
S
[k+1,1;1,1,k]
(1,2;3,4,5)
⊠ (1, 1), Id
S
[k+1,1;1,1,k]
(1,2;3,4,5)
⊠ (x1,2 − x1,4, x1,2 − x1,4)
)
.
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Then, the complex (62) is isomorphic, in Kb(HMFgr
R
(k+1,1,1,1,k)
(1,2,3,4,5)
,ω3
), to
−k − 1 −k
M1{(k + 1)n} 〈k + 1〉
IdS⊠(1,x1,2−x1,3) // M2{(k + 1)n− 1} 〈k + 1〉,
where
M1 = K




B1
...
Bk+1
B
(x1,2−x1,3)(x1,2−x1,4)

 ;


x1,1 −X
(−1,1,1,k)
1,(2,3,4,5)
...
xk+1,1 −X
(−1,1,1,k)
k+1,(2,3,4,5)
(x1,2 − x1,3)(x1,2 − x1,4)X
(−1,k)
k,(2,5)




R
(k+1,1,1,1,k)
(1,2,3,4,5)
{−k − 1},(74)
M2 = K




B1
...
Bk+1
B
(x1,2−x1,4)

 ;


x1,1 −X
(−1,1,1,k)
1,(2,3,4,5)
...
xk+1,1 −X
(−1,1,1,k)
k+1,(2,3,4,5)
(x1,2 − x1,4)X
(−1,k)
k,(2,5)




R
(k+1,1,1,1,k)
(1,2,3,4,5)
{−k}.(75)
By the way, we have
C


1k+1
k1
❥1 ❥2
❥3 ❥4 ❥5


n
=
−k − 1 −k
C


1k+1
k11
k+1
k+2
❥1 ❥2
❥3 ❥4 ❥5


n
{(k + 1)n}
〈k + 1〉
χ
[1,k+1]
+,(2,1,6,3)
⊠Id
Λ
[1,k]
(6;4,5)// C


1k+1
k11
k+1
k
❥1 ❥2
❥3 ❥4 ❥5


n
{(k + 1)n− 1}
〈k + 1〉
,
(76)
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C


1k+1
k11
k+1
k+2
❥1 ❥2
❥3 ❥4 ❥5


n
≃ K




A
[1,k+1]
1,(2,1,6,3)
...
A
[1,k+1]
k+1,(2,1,6,3)
u
[1,k+1]
k+2,(2,1,6,3)


;


X
(k+1,1)
1,(1,2) −X
(1,1,k)
1,(3,4,5)
...
X
(k+1,1)
k+1,(1,2) −X
(1,1,k)
k+1,(3,4,5)
(x1,2 − x1,3)X
(k+1,−1)
k+1,(1,3)




Q4
{−k − 1},(77)
C


1k+1
k11
k+1
k
❥1 ❥2
❥3 ❥4 ❥5


n
≃ K




A
[1,k+1]
1,(2,1,6,3)
...
A
[1,k+1]
k+1,(2,1,6,3)
u
[1,k+1]
k+2,(2,1,6,3)(x1,2 − x1,3)

 ;


X
(k+1,1)
1,(1,2) −X
(1,1,k)
1,(3,4,5)
...
X
(k+1,1)
k+1,(1,2) −X
(1,1,k)
k+1,(3,4,5)
X
(k+1,−1)
k+1,(1,3)




Q4
{−k},(78)
where
Q4 := R
(k+1,1,1,1,k,k+1)
(1,2,3,4,5,6)
/〈
x1,6 −X
(1,k)
1,(4,5), . . . , xk+1,6 −X
(1,k)
k+1,(4,5)
〉
≃ R
(k+1,1,1,1,k)
(1,2,3,4,5) .
The right-hand side sequences
(
x1,1 −X
(−1,1,1,k)
1,(2,3,4,5) , . . . , x1,k+1 −X
(−1,1,1,k)
k+1,(2,3,4,5), (x1,2 − x1,4)X
(−1,k)
k,(2,5)
)
of the matrix
factorizationM2 and
(
X
(k+1,1)
1,(1,2) −X
(1,1,k)
1,(3,4,5), . . . , X
(k+1,1)
k+1,(1,2) −X
(1,1,k)
k+1,(3,4,5), X
(k+1,−1)
k+1,(1,3)
)
of the matrix factorization
(78) transform to each other by a linear transformation over R
(k+1,1,1,1,k)
(1,2,3,4,5) . Then, by Proposition 2.39 and
Theorem 2.43, we have
(79) M2 ≃ C


1k+1
k11
k+1
k
❥1 ❥2
❥3 ❥4 ❥5


n
.
The sequences
(
x1,1 −X
(−1,1,1,k)
1,(2,3,4,5) , . . . , x1,k+1 −X
(−1,1,1,k)
k+1,(2,3,4,5), (x1,2 − x1,3)(x1,2 − x1,4)X
(−1,k)
k,(2,5)
)
of the matrix
factorization M1 and
(
X
(k+1,1)
1,(1,2) −X
(1,1,k)
1,(3,4,5), . . . , X
(k+1,1)
k+1,(1,2) −X
(1,1,k)
k+1,(3,4,5), (x1,2 − x1,3)X
(k+1,−1)
k+1,(1,3)
)
of the matrix
factorization (77) also transform to each other. We have
(80) M1 ≃ C


1k+1
k11
k+1
k+2
❥1 ❥2
❥3 ❥4 ❥5


n
.
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Thus, in Kb(HMFgr
R
(k+1,1,1,1,k)
(1,2,3,4,5)
,ω3
), we obtain
C


1k+1
k1


n
≃ C


1k+1
k1


n
.

Proof of Proposition 5.9 (2). The complex for the diagram
1k+1
k1 is described as a complex of factor-
izations of Kb(HMFgr
R
(k+1,1,1,1,k)
(1,2,3,4,5)
,ω3
),
C


1k+1
k1
❥1 ❥2
❥3 ❥4 ❥5
❥6
❥7
❥8


n
=(81)
k − 1 k k + 1
C


1k+1
k
1
❥1 ❥2
❥3 ❥4 ❥5
❥6
❥7
❥8


n
{−(k+1)n+2}
〈k + 1〉
0
@ζ−,1
ζ−,2
1
A
//
C


1k+1
k
1
❥1 ❥2
❥3 ❥4 ❥5
❥6
❥7
❥8


n
{−(k+1)n+1}
〈k + 1〉
⊕
C


1k+1
k
1
❥1 ❥2
❥3 ❥4 ❥5
❥6
❥7
❥8


n
{−(k+1)n+1}
〈k + 1〉
(ζ−,3, ζ−,4)// C


1k+1
k
1
❥1 ❥2
❥3 ❥4 ❥5
❥6
❥7
❥8


n
{−(k+1)n}
〈k + 1〉
.
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By the discussion of Proof of lemma 5.9 (1), we also have
C


1k+1
k
1
❥1 ❥2
❥3 ❥4 ❥5
❥6
❥7
❥8


n
≃ S
[k+1,1;1,1,k]
(1,2;3,4,5) ⊠K
(
B;X
(−1,k)
k,(2,5)
)
R
(k+1,1,1,1,k)
(1,2,3,4,5)
{−k + 1},(82)
C


1k+1
k
1
❥1 ❥2
❥3 ❥4 ❥5
❥6
❥7
❥8


n
≃ S
[k+1,1;1,1,k]
(1,2;3,4,5) ⊠K
(
B
(x1,2 − x1,4)
; (x1,2 − x1,4)X
(−1,k)
k,(2,5)
)
R
(k+1,1,1,1,k)
(1,2,3,4,5)
{−k},(83)
C


1k+1
k
1
❥1 ❥2
❥3 ❥4 ❥5
❥6
❥7
❥8


n
≃ S
[k+1,1;1,1,k]
(1,2;3,4,5) ⊠K
(
B;X
(−1,k)
k,(2,5)
)
Q3
.
〈(x1,8−x1,3)X
(1,−1)
1,(6,3)
〉
{−k},(84)
C


1k+1
k
1
❥1 ❥2
❥3 ❥4 ❥5
❥6
❥7
❥8


n
≃ S
[k+1,1;1,1,k]
(1,2;3,4,5) ⊠K
(
B0; (x1,2 − x1,8)X
(−1,k)
k,(2,5)
)
Q3
.
〈(x1,8−x1,3)X
(1,−1)
1,(6,3)
〉
{−k − 1},(85)
where
Q3 := R
(k+1,1,1,1,k,1,k,1)
(1,2,3,4,5,6,7,8)
/〈
X
(1,1)
1,(8,6) −X
(1,1)
1,(4,3), X
(1,k)
1,(2,7) −X
(k,1)
1,(5,8), . . . , X
(1,k)
k,(2,7) −X
(k,1)
k,(5,8)
〉
.
We consider the decomposition of the partial matrix factorization K
(
B;X
(−1,k)
k,(2,5)
)
Q3
.
〈(x1,8−x1,3)X
(1,−1)
1,(6,3)
〉
of (84)
R12 0
@B 0
0 B
1
A
// R12{2k − n− 1} 0
B@
X
(−1,k)
k,(2,5) 0
0 X
(−1,k)
k,(2,5)
1
CA
// R12
≃ K
(
B;X
(−1,k)
k,(2,5)
)
R
(k+1,1,1,1,k)
(1,2,3,4,5)
⊕K
(
B;X
(−1,k)
k,(2,5)
)
R
(k+1,1,1,1,k)
(1,2,3,4,5)
{2}.
and the decomposition of the partial matrix factorization K
(
B0; (x1,2 − x1,8)X
(−1,k)
k,(2,5)
)
Q3
.
〈(x1,8−x1,3)X
(1,−1)
1,(6,3)
〉
of
(85)
R11 0
@ 0 BB
(x1,2−x1,3)(x1,2−x1,4)
0
1
A
// R12{2k − n+ 1}0
B@
0 (x1,2 − x1,3)(x1,2 − x1,4)X
(−1,k)
k,(2,5)
X
(−1,k)
k,(2,5) 0
1
CA
// R11
≃ K
(
B
(x1,2 − x1,3)(x1,2 − x1,4)
; (x1,2 − x1,3)(x1,2 − x1,4)X
(−1,k)
k,(2,5)
)
R
(k+1,1,1,1,k)
(1,2,3,4,5)
⊕K
(
B;X
(−1,k)
k,(2,5)
)
R
(k+1,1,1,1,k)
(1,2,3,4,5)
{2}
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Then, we obtain isomorphisms of the matrix factorizations (84) and (85)
C


1k+1
k
1
❥1 ❥2
❥3 ❥4 ❥5
❥6
❥7
❥8


n
≃ S
[k+1,1;1,1,k]
(1,2;3,4,5) ⊠K
(
B;X
(−1,k)
k,(2,5)
)
R
(k+1,1,1,1,k)
(1,2,3,4,5)
{−k} ⊕ S
[k+1,1;1,1,k]
(1,2;3,4,5) ⊠K
(
B;X
(−1,k)
k,(2,5)
)
R
(k+1,1,1,1,k)
(1,2,3,4,5)
{−k + 2},(86)
C


1k+1
k
1
❥1 ❥2
❥3 ❥4 ❥5
❥6
❥7
❥8


n
≃ S
[k+1,1;1,1,k]
(1,2;3,4,5) ⊠K
(
B
(x1,2 − x1,3)(x1,2 − x1,4)
; (x1,2 − x1,3)(x1,2 − x1,4)X
(−1,k)
k,(2,5)
)
R
(k+1,1,1,1,k)
(1,2,3,4,5)
{−k − 1}(87)
⊕S
[k+1,1;1,1,k]
(1,2;3,4,5) ⊠K
(
B;X
(−1,k)
k,(2,5)
)
R
(k+1,1,1,1,k)
(1,2,3,4,5)
{−k + 1}.
For these decompositions (82), (83), (87) and (86), the morphisms ζ−,1, ζ−,2, ζ−,3 and ζ−,4 of the complex (81)
transform into
ζ−,1 ≃ IdS[k+1,1;1,1,k](1,2;3,4,5)
⊠ (x1,2 − x1,4, 1),
ζ−,2 ≃
(
Id
S
[k+1,1;1,1,k]
(1,2;3,4,5)
⊠ (−x1,2 + x1,4,−x1,2 + x1,4)
Id
S
[k+1,1;1,1,k]
(1,2;3,4,5)
⊠ (1, 1)
)
,
ζ−,3 ≃
(
Id
S
[k+1,1;1,1,k]
(1,2;3,4,5)
⊠ (x1,2 − x1,3, 1)
Id
S
[k+1,1;1,1,k]
(1,2;3,4,5)
⊠ (−1,−x1,2 + x1,4)
)
,
ζ−,4 ≃ −
(
0 Id
S
[k+1,1;1,1,k]
(1,2;3,4,5)
⊠ ((x1,2 − x1,3)(x1,2 − x1,4), 1)
Id
S
[k+1,1;1,1,k]
(1,2;3,4,5)
⊠ (1, 1) 0
)
.
Then, the complex (81) is isomorphic, in Kb(HMFgr
R
[k+1,1,1,1,k]
(1,2,3,4,5)
,ω3
), to
k k + 1
M2{1− (k + 1)n} 〈k + 1〉
Id
S
⊠(x1,2−x1,3,1) // M1{−(k + 1)n} 〈k + 1〉.
Since we have (the isomorphisms (79) and (80))
M1 ≃ C


1k+1
k11
k+1
k+2
❥1 ❥2
❥3 ❥4 ❥5


n
,M2 ≃ C


1k+1
k11
k+1
k
❥1 ❥2
❥3 ❥4 ❥5


n
,
thus we obtain
C


1k+1
k1


n
≃ C


1k+1
k1


n
.

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Proof of Proposition 5.9 (3). The complex for the diagram
1k+1
1k is described as a complex of factor-
izations of Kb(HMFgr
R
(k+1,1,1,k,1)
(1,2,3,4,5)
,ω4
) (ω4 = Fk+1(X
(k+1)
(1) ) + F1(X
(1)
(2))− F1(X
(1)
(3))− Fk(X
(k)
(4))− F1(X
(1)
(5))),
C


1k+1
1
k
❥1 ❥2
❥3 ❥4 ❥5
❥6
❥7
❥8


n
=(88)
−k − 1 −k −k + 1
C


1k+1
1
k
❥1 ❥2
❥3 ❥4 ❥5
❥6
❥7
❥8


n
{(k+1)n}
〈k + 1〉
0
@ξ+,1
ξ+,2
1
A
//
C


1k+1
1
k
❥1 ❥2
❥3 ❥4 ❥5
❥6
❥7
❥8


n
{(k+1)n−1}
〈k + 1〉
⊕
C


1k+1
1
k
❥1 ❥2
❥3 ❥4 ❥5
❥6
❥7
❥8


n
{(k+1)n−1}
〈k + 1〉
(ξ+,3, ξ+,4)// C


1k+1
1
k
❥1 ❥2
❥3 ❥4 ❥5
❥6
❥7
❥8


n
{(k+1)n−2}
〈k + 1〉
,
where
ξ+,1 = IdΛ[k,1](1;6,7)
⊠ Id
S
[1,k]
(8,6,4,3)
⊠ (1, x1,8 − x1,3)⊠ IdM [1,1](2,7,5,8)
,
ξ+,2 = IdΛ[k,1](1;6,7)
⊠ Id
M
[1,k]
(8,6,4,3)
⊠ Id
S
[1,1]
(2,7,5,8)
⊠ (1, x1,2 − x1,8),
ξ+,3 = IdΛ[k,1](1;6,7)
⊠ Id
N
[1,k]
(8,6,4,3)
⊠ Id
S
[1,1]
(2,7,5,8)
⊠ (1, x1,2 − x1,8),
ξ+,4 = −IdΛ[k,1](1;6,7)
⊠ Id
S
[1,k]
(8,6,4,3)
⊠ (1, x1,8 − x1,3)⊠ IdN [1,1](2,7,5,8)
.
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First, we have
C


1k+1
1
k
❥1 ❥2
❥3 ❥4 ❥5
❥6
❥7
❥8


n
= Λ
[k,1]
(1;6,7) ⊠M
[1,k]
(8,6,4,3) ⊠M
[1,1]
(2,7,5,8)
≃ K




Λ
[k,1]
1,(1;6,7)
...
Λ
[k,1]
k+1,(1;6,7)

 ;


x1,1 −X
(k,1)
1,(6,7)
...
xk+1,1 −X
(k,1)
k+1,(6,7)




R
(1,k,1)
(1,6,7)
⊠K




A
[1,k]
1,(8,6,4,3)
...
A
[1,k]
k,(8,6,4,3)
u
[1,k]
k+1,(8,6,4,3)

 ;


X
(1,k)
1,(8,6) −X
(k,1)
1,(4,3)
...
X
(1,k)
k,(8,6) −X
(k,1)
k,(4,3)
(x1,8 − x1,3)X
(k,−1)
k,(6,3)




R
(1,k,k,1)
(8,6,4,3)
{−k}
⊠K
((
A
[1,1]
1,(2,7,5,8)
u
[1,1]
2,(2,7,5,8)
)
;
(
X
(1,1)
1,(2,7) −X
(1,1)
1,(5,8)
(x1,2 − x1,8)X
(1,−1)
1,(7,8)
))
R
(1,1,1,1)
(2,7,5,8)
{−1}
≃ K




Λ
[k,1]
1,(1;6,7)
...
Λ
[k,1]
k+1,(1;6,7)
u
[1,1]
2,(2,7,5,8)


;


x1,1 −X
(k,1)
1,(6,7)
...
xk+1,1 −X
(k,1)
k+1,(6,7)
(x1,2 − x1,8)X
(1,−1)
1,(7,8)




Q5
.
〈(x1,8−x1,3)X
(k,−1)
k,(6,3)
〉
{−k − 1},(89)
where
Q5 := R
(k+1,1,1,k,1,k,1,1)
(1,2,3,4,5,6,7,8)
/〈
X
(1,k)
1,(8,6) −X
(k,1)
1,(4,3), . . . , X
(1,k)
k,(8,6) −X
(k,1)
k,(4,3), X
(1,1)
1,(2,7) −X
(1,1)
1,(5,8)
〉
.
The quotient Q5
/
〈(x1,8 − x1,3)X
(k,−1)
k,(6,3) 〉 has equations
xj,6 = X
(1,k,−1)
j,(3,4,8) (1 ≤ j ≤ k),
(x1,8 − x1,3)X
(k,−1)
k,(4,8) = 0,
x1,7 = X
(−1,1,1)
1,(2,5,8) .
In the quotient Q5
/
〈(x1,8 − x1,3)X
(k,−1)
k,(6,3) 〉 , X
(k,1)
j,(6,7) (1 ≤ j ≤ k) equals to
xj,6 + xj−1,6x1,7 ≡ X
(1,k,−1)
j,(3,4,8) +X
(1,k,−1)
j−1,(3,4,8)X
(−1,1,1)
1,(2,5,8)
= X
(1,k)
j,(3,4) +X
(−1,1)
1,(2,5)X
(−1,1,k)
j−1,(2,3,4) + (x1,2 − x1,8)X
(−1,1)
1,(2,5)X
(−1,1,k,−1)
j−1,(2,3,4,8)
and X
(k,1)
k,(6,7) equals to
xk,6x1,7 ≡ X
(1,k,−1)
k,(3,4,8)X
(−1,1,1)
1,(2,5,8)
≡ X
(1,k)
k+1,(3,4) +X
(−1,1)
1,(2,5)X
(−1,1,k)
k,(2,3,4) + (x1,2 − x1,8)X
(−1,1)
1,(2,5)X
(−1,1,k,−1)
k−1,(2,3,4,8).
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Then, the matrix factorization (89) is isomorphic to
K




Λ
[k,1]
1,(1;6,7)
...
Λ
[k,1]
k+1,(1;6,7)
u
[1,1]
2,(2,7,5,8) −
∑k+1
j=2 X
(−1,1,k,−1)
j−2,(2,3,4,8)Λ
[k,1]
j,(1;6,7)


;


x1,1 −X
(−1,1,k,1)
1,(2,3,4,5)
...
xk+1,1 −X
(−1,1,k,1)
k+1,(2,3,4,5)
(x1,2 − x1,8)X
(−1,1)
1,(2,5)




Q5
.
〈(x1,8−x1,3)X
(k,−1)
k,(6,3)
〉
{−k − 1}.(90)
By Corollary 2.44, there exist polynomials C1, C2, . . ., Ck+1 ∈ R
(k+1,1,1,k,1)
(1,2,3,4,5) and C0 ∈ Q5
/
〈(x1,8 − x1,3)X
(k,−1)
k,(6,3) 〉
satisfying (x1,2 − x1,8)C0 ≡ C ∈ R
(k+1,1,1,k,1)
(1,2,3,4,5) (mod Q5
/
〈(x1,8 − x1,3)X
(k,−1)
k,(6,3) 〉 ) and we have an isomorphism
to the factorization (90)
S
[k+1,1;1,k,1]
(1,2;3,4,5) ⊠K
(
C0; (x1,2 − x1,8)X
(−1,1)
1,(2,5)
)
Q5
.
〈(x1,8−x1,3)X
(k,−1)
k,(6,3)
〉
{−k − 1},(91)
where
(92) S
[k+1,1;1,k,1]
(1,2;3,4,5) := K




C1
...
Ck+1

 ;


x1,1 −X
(−1,1,k,1)
1,(2,3,4,5)
...
xk+1,1 −X
(−1,1,k,1)
k+1,(2,3,4,5)




R
(k+1,1,1,k,1)
(1,2,3,4,5)
.
We choose isomorphisms of Q5
/
〈(x1,8 − x1,3)X
(k,−1)
k,(6,3) 〉 to be
R13 ≃ R
(k+1,1,1,k,1)
(1,2,3,4,5) ⊕ (x1,2 − x1,8)R
(k+1,1,1,k,1)
(1,2,3,4,5) ⊕ . . .⊕ x
k−1
1,8 (x1,2 − x1,8)R
(k+1,1,1,k,1)
(1,2,3,4,5) ,
R14 ≃ R
(k+1,1,1,k,1)
(1,2,3,4,5) ⊕ x1,8R
(k+1,1,1,k,1)
(1,2,3,4,5) ⊕ . . .⊕ x
k−1
1,8 R
(k+1,1,1,k,1)
(1,2,3,4,5) ⊕X
(−1,1,k,−1)
k,(2,3,4,8) R
(k+1,1,1,k,1)
(1,2,3,4,5) .
Then, the partial matrix factorization K(C0; (x1,2 − x1,8)X
(−1,1)
1,(2,5) )Q5
.
〈(x1,8−x1,3)X
(k,−1)
k,(6,3)
〉
is isomorphic to
R13 0
B@
t0k Ek(C)
C
(x1,2−x1,3)X
(−1,k)
k,(2,4)
0k
1
CA
// R14{3− n} 0
B@
0k (x1,2 − x1,3)X
(−1,k)
k,(2,4)X
(−1,k)
1,(2,5)
Ek(X
(−1,k)
1,(2,5) )
t0k
1
CA
// R13
≃ K

 C
(x1,2 − x1,3)X
(−1,k)
k,(2,4)
; (x1,2 − x1,3)X
(−1,k)
k,(2,4)X
(−1,k)
1,(2,5)


R
(k+1,1,1,k,1)
(1,2,3,4,5)
⊕
n⊕
j=1
K
(
C;X
(−1,k)
k,(1,5)
)
R
(k+1,1,1,k,1)
(1,2,3,4,5)
{2j}.
Thus, the matrix factorization (91) is decomposed into
S
[k+1,1;1,k,1]
(1,2;3,4,5) ⊠K

 C
(x1,2 − x1,3)X
(−1,k)
k,(2,4)
; (x1,2 − x1,3)X
(−1,k)
k,(2,4)X
(−1,k)
1,(2,5)


R
(k+1,1,1,k,1)
(1,2,3,4,5)
{−k − 1}(93)
⊕
k⊕
j=1
S
[k+1,1;1,k,1]
(1,2;3,4,5) ⊠K
(
C;X
(−1,k)
1,(2,5)
)
R
(k+1,1,1,k,1)
(1,2,3,4,5)
{−k − 1 + 2j}.
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Secondly, we have
C


1k+1
1
k
❥1 ❥2
❥3 ❥4 ❥5
❥6
❥7
❥8


n
= Λ
[k,1]
(1;6,7) ⊠N
[1,k]
(8,6,4,3) ⊠M
[1,1]
(2,7,5,8)
≃ K




Λ
[k,1]
1,(1;6,7)
...
Λ
[k,1]
k+1,(1;6,7)

 ;


x1,1 −X
(k,1)
1,(6,7)
...
xk+1,1 −X
(k,1)
k+1,(6,7)




R
(1,k,1)
(1,6,7)
⊠K




A
[1,k]
1,(8,6,4,3)
...
A
[1,k]
k,(8,6,4,3)
u
[1,k]
k+1,(8,6,4,3)(x1,8 − x1,3)

 ;


X
(1,k)
1,(8,6) −X
(k,1)
1,(4,3)
...
X
(1,k)
k,(8,6) −X
(k,1)
k,(4,3)
X
(k,−1)
k,(6,3)




R
(1,k,k,1)
(8,6,4,3)
{−k + 1}
⊠K
((
A
[1,1]
1,(2,7,5,8)
u
[1,1]
2,(2,7,5,8)
)
;
(
X
(1,1)
1,(2,7) −X
(1,1)
1,(5,8)
(x1,2 − x1,8)X
(1,−1)
1,(7,8)
))
R
(1,1,1,1)
(2,7,5,8)
{−1}
≃ K




Λ
[k,1]
1,(1;6,7)
...
Λ
[k,1]
k+1,(1;6,7)
u
[1,1]
2,(2,7,5,8)


;


x1,1 −X
(k,1)
1,(6,7)
...
xk+1,1 −X
(k,1)
k+1,(6,7)
(x1,2 − x1,8)X
(1,−1)
1,(7,8)




Q5
.
〈X
(k,−1)
k,(6,3)
〉
{−k}.(94)
The quotient Q5
/
〈X
(k,−1)
k,(6,3) 〉 has equations
xj,6 = X
(1,k,−1)
j,(3,4,8) (1 ≤ j ≤ k − 1),
xk,6 = x1,3X
(k,−1)
k−1,(4,8),
X
(k,−1)
k,(4,8) = 0,
x1,7 = X
(−1,1,1)
1,(2,5,8) .
In the quotient Q5
/
〈X
(k,−1)
k,(6,3) 〉 , X
(k,1)
j,(6,7) (1 ≤ j ≤ k) equals to
xj,6 + xj−1,6x1,7 ≡ X
(1,k,−1)
j,(3,4,8) +X
(1,k,−1)
j−1,(3,4,8)X
(−1,1,1)
1,(2,5,8)
= X
(1,k)
j,(3,4) +X
(−1,1)
1,(2,5)X
(−1,1,k)
j−1,(2,3,4) + (x1,2 − x1,8)X
(−1,1)
1,(2,5)X
(−1,1,k,−1)
j−1,(2,3,4,8),
and X
(k,1)
k+1,(6,7) equals to
xk,6x1,7 ≡ x1,3X
(k,−1)
k−1,(4,8)X
(−1,1,1)
1,(2,5,8)
≡ X
(1,k)
k+1,(3,4) +X
(−1,1)
1,(2,5)X
(−1,1,k)
k,(2,3,4) + (x1,2 − x1,8)X
(−1,1)
1,(2,5)X
(−1,1,k,−1)
k−1,(2,3,4,8).
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Then, the matrix factorization (94) is isomorphic to
K




Λ
[k,1]
1,(1;6,7)
...
Λ
[k,1]
k+1,(1;6,7)
u
[1,1]
2,(2,7,5,8) −
∑k+1
j=2 X
(−1,1,k,−1)
j−2,(2,3,4,8)Λ
[k,1]
j,(1;6,7)


;


x1,1 −X
(−1,1,k,1)
1,(2,3,4,5)
...
xk+1,1 −X
(−1,1,k,1)
k+1,(2,3,4,5)
(x1,2 − x1,8)X
(−1,1)
1,(2,5)




Q5
.
〈X
(k,−1)
k,(6,3)
〉
{−k}
≃ S
[k+1,1;1,k,1]
(1,2;3,4,5) ⊠K
(
C0; (x1,2 − x1,8)X
(−1,k)
1,(2,5)
)
Q5
.
〈X
(k,−1)
k,(6,3)
〉
{−k}.(95)
We choose isomorphisms of Q5
/
〈X
(k,−1)
k,(6,3) 〉 to be
R14 ≃ R
(k+1,1,1,k,1)
(1,2,3,4,5) ⊕ (x1,2 − x1,8)R
(k+1,1,1,k,1)
(1,2,3,4,5) ⊕ . . .⊕ x
k−2
1,8 (x1,2 − x1,8)R
(k+1,1,1,k,1)
(1,2,3,4,5) ,
R15 ≃ R
(k+1,1,1,k,1)
(1,2,3,4,5) ⊕ x1,8R
(k+1,1,1,k,1)
(1,2,3,4,5) ⊕ . . .⊕ x
k−2
1,8 R
(k+1,1,1,k,1)
(1,2,3,4,5) ⊕ (−X
(−1,k,−1)
k,(2,4,8) )R
(k+1,1,1,k,1)
(1,2,3,4,5) .
Then, the partial matrix factorization K(C0; (x1,2 − x1,8)X
(−1,1)
1,(2,5) )Q5
.
〈X
(k,−1)
k,(6,3)
〉
is isomorphic to
R14 0
B@
t0k−1 Ek−1(C)
C
X
(−1,k)
k,(2,4)
0k
1
CA
// R15{3− n} 0
B@
0k−1 X
(−1,k)
k,(2,4)X
(−1,k)
1,(2,5)
Ek−1(X
(−1,k)
1,(2,5) )
t0k−1
1
CA
// R14
≃ K

 C
X
(−1,k)
k,(2,4)
;X
(−1,k)
k,(2,4)X
(−1,k)
1,(2,5)


R
(k+1,1,1,k,1)
(1,2,3,4,5)
⊕
k−1⊕
j=1
K
(
C;X
(−1,k)
k,(1,5)
)
R
(k+1,1,1,k,1)
(1,2,3,4,5)
{2j}.
Thus, the matrix factorization (95) is decomposed into
S
[k+1,1;1,k,1]
(1,2;3,4,5) ⊠K

 C
X
(−1,k)
k,(2,4)
;X
(−1,k)
k,(2,4)X
(−1,k)
1,(2,5)


R
(k+1,1,1,k,1)
(1,2,3,4,5)
{−k}(96)
⊕
k−1⊕
j=1
S
[k+1,1;1,k,1]
(1,2;3,4,5) ⊠K
(
C;X
(−1,k)
1,(2,5)
)
R
(k+1,1,1,k,1)
(1,2,3,4,5)
{−k + 2j}
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Thirdly, we have
C


1k+1
1
k
❥1 ❥2
❥3 ❥4 ❥5
❥6
❥7
❥8


n
= Λ
[k,1]
(1;6,7) ⊠M
[1,k]
(8,6,4,3) ⊠N
[1,1]
(2,7,5,8)
≃ K




Λ
[k,1]
1,(1;6,7)
...
Λ
[k,1]
k+1,(1;6,7)

 ;


x1,1 −X
(k,1)
1,(6,7)
...
xk+1,1 −X
(k,1)
k+1,(6,7)




R
(1,k,1)
(1,6,7)
⊠K




A
[1,k]
1,(8,6,4,3)
...
A
[1,k]
k,(8,6,4,3)
u
[1,k]
k+1,(8,6,4,3)

 ;


X
(1,k)
1,(8,6) −X
(k,1)
1,(4,3)
...
X
(1,k)
k,(8,6) −X
(k,1)
k,(4,3)
(x1,8 − x1,3)X
(k,−1)
k,(6,3)




R
(1,k,k,1)
(8,6,4,3)
{−k}
⊠K



 A[1,1]1,(2,7,5,8)
u
[1,1]
2,(2,7,5,8)(x1,2 − x1,8)

 ;

 X(1,1)1,(2,7) −X(1,1)1,(5,8)
X
(1,−1)
1,(7,8)




R
(1,1,1,1)
(2,7,5,8)
≃ K




Λ
[k,1]
1,(1;6,7)
...
Λ
[k,1]
k+1,(1;6,7)
u
[1,1]
2,(2,7,5,8)(x1,2 − x1,8)


;


x1,1 −X
(k,1)
1,(6,7)
...
xk+1,1 −X
(k,1)
k+1,(6,7)
X
(1,−1)
1,(7,8)




Q5
.
〈(x1,8−x1,3)X
(k,−1)
k,(6,3)
〉
{−k}
≃ S
[k+1,1;1,k,1]
(1,2;3,4,5) ⊠K
(
C;X
(−1,1)
k,(2,5)
)
Q5
.
〈(x1,8−x1,3)X
(k,−1)
k,(6,3)
〉
{−k}.(97)
Since the partial matrix factorization K
(
C;X
(−1,k)
1,(2,5)
)
Q5
.
〈(x1,8−x1,3)X
(k,−1)
k,(6,3)
〉
is decomposed into
R13
Ek+1(C)
// R13{1− n}
Ek+1(X
(−1,1)
1,(2,5)
)
// R13
≃
k⊕
j=0
K
(
C;X
(−1,1)
1,(2,5)
)
R
(k+1,1,1,k,1)
(1,2,3,4,5)
{2j},
then the matrix factorization (97) is isomorphic to
k⊕
j=0
S
[k+1,1;1,k,1]
(1,2;3,4,5) ⊠K
(
C;X
(−1,1)
1,(2,5)
)
R
(k+1,1,1,k,1)
(1,2,3,4,5)
{−k + 2j}.(98)
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Finally, we have
C


1k+1
1
k
❥1 ❥2
❥3 ❥4 ❥5
❥6
❥7
❥8


n
= Λ
[k,1]
(1;6,7) ⊠N
[1,k]
(8,6,4,3) ⊠N
[1,1]
(2,7,5,8)
≃ K




Λ
[k,1]
1,(1;6,7)
...
Λ
[k,1]
k+1,(1;6,7)

 ;


x1,1 −X
(k,1)
1,(6,7)
...
xk+1,1 −X
(k,1)
k+1,(6,7)




R
(1,k,1)
(1,6,7)
⊠K




A
[1,k]
1,(8,6,4,3)
...
A
[1,k]
k,(8,6,4,3)
u
[1,k]
k+1,(8,6,4,3)(x1,8 − x1,3)

 ;


X
(1,k)
1,(8,6) −X
(k,1)
1,(4,3)
...
X
(1,k)
k,(8,6) −X
(k,1)
k,(4,3)
X
(k,−1)
k,(6,3)




R
(1,k,k,1)
(8,6,4,3)
⊠K



 A[1,1]1,(2,7,5,8)
u
[1,1]
2,(2,7,5,8)(x1,2 − x1,8)

 ;

 X(1,1)1,(2,7) −X(1,1)1,(5,8)
X
(1,−1)
1,(7,8)




R
(1,k,k,1)
(2,7,5,8)
{−k + 1}
≃ K




Λ
[k,1]
1,(1;6,7)
...
Λ
[k,1]
k+1,(1;6,7)
u
[1,1]
2,(2,7,5,8)(x1,2 − x1,8)


;


x1,1 −X
(k,1)
1,(6,7)
...
xk+1,1 −X
(k,1)
k+1,(6,7)
X
(1,−1)
1,(7,8)




Q5
.
〈X
(k,−1)
k,(6,3)
〉
{−k + 1}
≃ S
[k+1,1;1,k,1]
(1,2;3,4,5) ⊠K
(
C;X
(−1,1)
1,(2,5)
)
Q5
.
〈X
(k,−1)
k,(6,3)
〉
{−k + 1}.(99)
Since the partial matrix factorization K
(
C;X
(−1,1)
1,(2,5)
)
Q5
.
〈X
(k,−1)
k,(6,3)
〉
is decomposed into
R15
Ek(C)
// R15{1− n}
Ek(X
(−1,1)
1,(2,5)
)
// R15
≃
k−1⊕
j=0
K
(
C;X
(−1,1)
1,(2,5)
)
R
(k+1,1,1,k,1)
(1,2,3,4,5)
{2j},
then the matrix factorization (99) is isomorphic to
k−1⊕
j=0
S
[k+1,1;1,k,1]
(1,2;3,4,5) ⊠K
(
C;X
(−1,1)
1,(2,5)
)
R
(k+1,1,1,k,1)
(1,2,3,4,5)
{−k + 1 + 2j}.(100)
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For these decompositions (93), (96), (98) and (100), the morphisms ξ+,1, ξ+,2, ξ+,3 and ξ+,4 of the complex
(88) transform into
ξ+,1 ≃


Id
S
[k+1,1;1,k,1]
(1,2;3,4,5)
⊠ (1, x1,2 − x1,3) 0k−1 (−1)
k−1Id
S
[k+1,1;1,k,1]
(1,2;3,4,5)
⊠ (X
(−1,k)
k,(2,4) , 1)
(−1)k−2X
(−1,k)
k−1,(2,4)Id
t0k−1 Ek−1 (Id)
...
X
(−1,k)
1,(2,4) Id

 ,
ξ+,2 ≃
(
Id
S
[k+1,1;1,k,1]
(1,2;3,4,5)
⊠ (1, (x1,2 − x1,3)X
(−1,k)
k+1,(2,4)) 0k
t0k Ek (Id)
)
,
ξ+,3 ≃
(
Id
S
[k+1,1;1,k,1]
(1,2;3,4,5)
⊠ (1,−X
(−1,k)
k,(2,4)) 0k−1
t0k−1 Ek−1 (Id)
)
,
ξ+,4 ≃ −


(−1)k−1X
(−1,k)
k,(2,4) Id
Ek (Id)
...
X
(−1,k)
1,(2,4) Id

 .
Then, the complex (88) is isomorphic, in Kb(HMFgr
R
(k+1,1,1,k,1)
(1,2,3,4,5)
,ω4
) (ω3 = Fk+1(X
(k+1)
(1) ) + F1(X
(1)
(2)) − F1(X
(1)
(3)) −
Fk(X
(k)
(4))− F1(X
(1)
(5))), to
−k − 1 −k
M3{(k + 1)n} 〈k + 1〉
IdS⊠(1,x1,2−x1,3) // M4{(k + 1)n− 1} 〈k + 1〉,
where
M3 = K




C1
...
Ck+1
C
(x1,2−x1,3)X
(−1,k)
k,(2,4)

 ;


x1,1 −X
(−1,1,k,1)
1,(2,3,4,5)
...
xk+1,1 −X
(−1,1,k,1)
k+1,(2,3,4,5)
(x1,2 − x1,3)X
(−1,k)
k,(2,4)X
(−1,k)
1,(2,5)




R
(k+1,1,1,k,1)
(1,2,3,4,5)
{−k − 1},(101)
M4 = K




C1
...
Ck+1
C
X
(−1,k)
k,(2,4)

 ;


x1,1 −X
(−1,1,k,1)
1,(2,3,4,5)
...
xk+1,1 −X
(−1,1,k,1)
k+1,(2,3,4,5)
X
(−1,k)
k,(2,4)X
(−1,k)
1,(2,5)




R
(k+1,1,1,k,1)
(1,2,3,4,5)
{−k}.(102)
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By the way, we have
C


1k+1
1k
❥1 ❥2
❥3 ❥4 ❥5


n
=
−k − 1 −k
C


1k+1
1k1
k+1
k+2
❥1 ❥2
❥3 ❥4 ❥5


n
{(k + 1)n}
〈k + 1〉
χ
[1,k+1]
+,(2,1,6,3)
⊠Id
Λ
[k,1]
(6;4,5)// C


1k+1
1k1
k+1
k
❥1 ❥2
❥3 ❥4 ❥5


n
{(k + 1)n− 1}
〈k + 1〉
,(103)
C


1k+1
1k1
k+1
k+2
❥1 ❥2
❥3 ❥4 ❥5


n
≃ K




A
[1,k+1]
1,(2,1,6,3)
...
A
[1,k+1]
k+1,(2,1,6,3)
u
[1,k+1]
k+2,(2,1,6,3)


;


X
(k+1,1)
1,(1,2) −X
(1,k,1)
1,(3,4,5)
...
X
(k+1,1)
k+1,(1,2) −X
(1,k,1)
k+1,(3,4,5)
(x1,2 − x1,3)X
(k+1,−1)
k+1,(1,3)




Q10
{−k − 1},(104)
C


1k+1
1k1
k+1
k
❥1 ❥2
❥3 ❥4 ❥5


n
≃ K




A
[1,k+1]
1,(2,1,6,3)
...
A
[1,k+1]
k+1,(2,1,6,3)
u
[1,k+1]
k+2,(2,1,6,3)(x1,2 − x1,3)

 ;


X
(k+1,1)
1,(1,2) −X
(1,k,1)
1,(3,4,5)
...
X
(k+1,1)
k+1,(1,2) −X
(1,k,1)
k+1,(3,4,5)
X
(k+1,−1)
k+1,(1,3)




Q10
{−k},(105)
where
Q10 := R
(k+1,1,1,k,1,k+1)
(1,2,3,4,5,6)
/〈
x1,6 −X
(k,1)
1,(4,5), . . . , xk+1,6 −X
(k,1)
k+1,(4,5)
〉
( ≃ R
(k+1,1,1,k,1)
(1,2,3,4,5) ).
The right-hand side sequences
(
x1,1 −X
(−1,1,k,1)
1,(2,3,4,5) , . . . , x1,k+1 −X
(−1,1,k,1)
k+1,(2,3,4,5), X
(−1,k)
k,(2,4)X
(−1,k)
1,(2,5)
)
of the matrix fac-
torization M4 and
(
X
(k+1,1)
1,(1,2) −X
(1,k,1)
1,(3,4,5), . . . , X
(k+1,1)
k+1,(1,2) −X
(1,k,1)
k+1,(3,4,5), X
(k+1,−1)
k+1,(1,3)
)
of the matrix factorization
(105) transform to each other by a linear transformation over R
(k+1,1,1,k,1)
(1,2,3,4,5) . Then, by Proposition 2.39 and
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Theorem 2.43, we have
(106) M4 ≃ C


1k+1
1k1
k+1
k
❥1 ❥2
❥3 ❥4 ❥5


n
.
The sequences
(
x1,1 −X
(−1,1,k,1)
1,(2,3,4,5) , . . . , x1,k+1 −X
(−1,1,k,1)
k+1,(2,3,4,5),−X
(−1,1,k)
k+1,(2,3,4)X
(−1,k)
1,(2,5)
)
of the matrix factorization
M3 and
(
X
(k+1,1)
1,(1,2) −X
(1,k,1)
1,(3,4,5), . . . , X
(k+1,1)
k+1,(1,2) −X
(1,k,1)
k+1,(3,4,5), (x1,2 − x1,3)X
(k+1,−1)
k+1,(1,3)
)
of the matrix factorization
(104) also transform to each other. We have
(107) M3 ≃ C


1k+1
1k1
k+1
k+2
❥1 ❥2
❥3 ❥4 ❥5


n
.
Thus, in Kb(HMFgr
R
(k+1,1,1,k,1)
(1,2,3,4,5)
,ω4
), we obtain
C


1k+1
1k


n
≃ C


1k+1
1k


n
.

Proof of Proposition 5.9 (4). The complex for the diagram
1k+1
1k is described as a complex of factor-
izations of Kb(HMFgr
R
(k+1,1,1,k,1)
(1,2,3,4,5)
,ω4
),
C


1k+1
1k
❥1 ❥2
❥3 ❥4 ❥5
❥6
❥7
❥8


n
=(108)
k − 1 k k + 1
C


1k+1
1
k
❥1 ❥2
❥3 ❥4 ❥5
❥6
❥7
❥8


n
{−(k+1)n+2}
〈k + 1〉
0
@ξ−,1
ξ−,2
1
A
//
C


1k+1
1
k
❥1 ❥2
❥3 ❥4 ❥5
❥6
❥7
❥8


n
{−(k+1)n+1}
〈k + 1〉
⊕
C


1k+1
1
k
❥1 ❥2
❥3 ❥4 ❥5
❥6
❥7
❥8


n
{−(k+1)n+1}
〈k + 1〉
(ξ−,3, ξ−,4)// C


1k+1
1
k
❥1 ❥2
❥3 ❥4 ❥5
❥6
❥7
❥8


n
{−(k+1)n}
〈k + 1〉
.
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By the discussion of Proof of lemma 5.9 (3), we also have
C


1k+1
1
k
❥1 ❥2
❥3 ❥4 ❥5
❥6
❥7
❥8


n
≃ S
[k+1,1;1,k,1]
(1,2;3,4,5) ⊠K
(
C;X
(−1,1)
1,(2,5)
)
Q5
.
〈X
(k,−1)
k,(6,3)
〉
{−k + 1},(109)
C


1k+1
1
k
❥1 ❥2
❥3 ❥4 ❥5
❥6
❥7
❥8


n
≃ S
[k+1,1;1,k,1]
(1,2;3,4,5) ⊠K
(
C0; (x1,2 − x1,8)X
(−1,k)
1,(2,5)
)
Q5
.
〈X
(k,−1)
k,(6,3)
〉
{−k},(110)
C


1k+1
1
k
❥1 ❥2
❥3 ❥4 ❥5
❥6
❥7
❥8


n
≃ S
[k+1,1;1,k,1]
(1,2;3,4,5) ⊠K
(
C;X
(−1,1)
k,(2,5)
)
Q5
.
〈(x1,8−x1,3)X
(k,−1)
k,(6,3)
〉
{−k},(111)
C


1k+1
1
k
❥1 ❥2
❥3 ❥4 ❥5
❥6
❥7
❥8


n
≃ S
[k+1,1;1,k,1]
(1,2;3,4,5) ⊠K
(
C0; (x1,2 − x1,8)X
(−1,1)
1,(2,5)
)
Q5
.
〈(x1,8−x1,3)X
(k,−1)
k,(6,3)
〉
{−k − 1},(112)
The partial matrix factorization K
(
C;X
(−1,1)
1,(2,5)
)
Q5
.
〈X
(k,−1)
k,(6,3)
〉
of (109) is isomorphic to
R15
Ek(C)
// R15{1− n}
Ek(X
(−1,1)
(2,5)
)
// R15
≃
k−1⊕
j=0
K
(
C;X
(−1,1)
1,(2,5)
)
R
(k+1,1,1,k,1)
(1,2,3,4,5)
{2j}.
The partial matrix factorization K
(
C0; (x1,2 − x1,8)X
(−1,k)
1,(2,5)
)
Q5
.
〈X
(k,−1)
k,(6,3)
〉
of (110) is isomorphic to
R14 0
B@
0 Ek−1(C)
C
X
(−1,k)
k,(2,4)
0
1
CA
// R15{3− n} 0
B@
0 X
(−1,k)
k,(2,4)X
(−1,1)
1,(2,5)
Ek−1(X
(−1,1)
1,(2,5) ) 0
1
CA
// R14
≃ K

 C
X
(−1,k)
k,(2,4)
;X
(−1,k)
k,(2,4)X
(−1,1)
1,(2,5)


R
(k+1,1,1,k,1)
(1,2,3,4,5)
⊕
k−1⊕
j=1
K
(
C;X
(−1,1)
1,(2,5)
)
R
(k+1,1,1,k,1)
(1,2,3,4,5)
{2j}.
We consider an isomorphism of Q5
/
〈(x1,8 − x1,3)X
(k,−1)
k,(6,3) 〉 to be
R16 := R
(k+1,1,1,k,1)
(1,2,3,4,5) ⊕ (x1,8 − x1,3)R
(k+1,1,1,k,1)
(1,2,3,4,5) ⊕ . . .⊕ x
k−2
1,8 (x1,8 − x1,3)R
(k+1,1,1,k,1)
(1,2,3,4,5) ⊕X
(−1,1,k,−1)
k,(2,3,4,8) R
(k+1,1,1,k,1)
(1,2,3,4,5) ,
R17 := R
(k+1,1,1,k,1)
(1,2,3,4,5) ⊕ (x1,2 − x1,8)R
(k+1,1,1,k,1)
(1,2,3,4,5)
⊕(x1,8 − x1,3)(x1,2 − x1,8)R
(k+1,1,1,k,1)
(1,2,3,4,5) ⊕ . . .⊕ x
k−2
1,8 (x1,8 − x1,3)(x1,2 − x1,8)R
(k+1,1,1,k,1)
(1,2,3,4,5) .
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Then, the partial matrix factorization K
(
C;X
(−1,1)
k,(2,5)
)
Q5
.
〈(x1,8−x1,3)X
(k,−1)
k,(6,3)
〉
of (111) is isomorphic to
R16
Ek+1(C)
// R16{1− n}
Ek+1(X
(−1,1)
(2,5)
)
// R16
≃
k⊕
j=0
K
(
C;X
(−1,1)
1,(2,5)
)
R
(k+1,1,1,k,1)
(1,2,3,4,5)
{2j}.
The partial matrix factorization K
(
C0; (x1,2 − x1,8)X
(−1,1)
1,(2,5)
)
Q5
.
〈(x1,8−x1,3)X
(k,−1)
k,(6,3)
〉
of (112) is isomorphic to
R170
B@
0 Ek(C)
C
(x1,2−x1,3)X
(−1,k)
k,(2,4)
0
1
CA
// R16{3− n}0
B@
0 (x1,2 − x1,3)X
(−1,k)
k,(2,4)X
(−1,1)
1,(2,5)
Ek(X
(−1,1)
1,(2,5)) 0
1
CA
// R 7
≃ K

 C
(x1,2 − x1,3)X
(−1,k)
k,(2,4)
; (x1,2 − x1,3)X
(−1,k)
k,(2,4)X
(−1,1)
1,(2,5)


R
(k+1,1,1,k,1)
(1,2,3,4,5)
⊕
k⊕
j=1
K
(
C;X
(−1,1)
1,(2,5)
)
R
(k+1,1,1,k,1)
(1,2,3,4,5)
{2j}.
Then, the matrix factorizations (109), (110), (111) and (112) are decomposed as follows,
C


1k+1
1
k
❥1 ❥2
❥3 ❥4 ❥5
❥6
❥7
❥8


n
≃
k−1⊕
j=0
S
[k+1,1;1,k,1]
(1,2;3,4,5) ⊠K
(
C;X
(−1,1)
1,(2,5)
)
R
(k+1,1,1,k,1)
(1,2,3,4,5)
{−k + 1 + 2j},
C


1k+1
1
k
❥1 ❥2
❥3 ❥4 ❥5
❥6
❥7
❥8


n
≃ S
[k+1,1;1,k,1]
(1,2;3,4,5) ⊠K

 C
X
(−1,k)
k,(2,4)
;X
(−1,k)
k,(2,4)X
(−1,1)
1,(2,5)


R
(k+1,1,1,k,1)
(1,2,3,4,5)
{−k}
⊕
k−1⊕
j=1
S
[k+1,1;1,k,1]
(1,2;3,4,5) ⊠K
(
C;X
(−1,1)
1,(2,5)
)
R
(k+1,1,1,k,1)
(1,2,3,4,5)
{−k + 2j},
C


1k+1
1
k
❥1 ❥2
❥3 ❥4 ❥5
❥6
❥7
❥8


n
≃
k⊕
j=0
S
[k+1,1;1,k,1]
(1,2;3,4,5) ⊠K
(
C;X
(−1,1)
1,(2,5)
)
R
(k+1,1,1,k,1)
(1,2,3,4,5)
{−k + 2j},
C


1k+1
1
k
❥1 ❥2
❥3 ❥4 ❥5
❥6
❥7
❥8


n
≃ S
[k+1,1;1,k,1]
(1,2;3,4,5) ⊠K

 C
(x1,2 − x1,3)X
(−1,k)
k,(2,4)
; (x1,2 − x1,3)X
(−1,k)
k,(2,4)X
(−1,1)
1,(2,5)


R
(k+1,1,1,k,1)
(1,2,3,4,5)
{−k − 1}
⊕
k⊕
j=1
S
[k+1,1;1,k,1]
(1,2;3,4,5) ⊠K
(
C;X
(−1,1)
1,(2,5)
)
R
(k+1,1,1,k,1)
(1,2,3,4,5)
{−k − 1 + 2j}.
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For these decompositions, the morphisms ξ−,1, ξ−,2, ξ−,3 and ξ−,4 of the complex (108) transform into
ξ−,1 ≃
(
0k−1 IdS[k+1,1;1,k,1](1,2;3,4,5)
⊠ (X
(−1,k)
k,(2,4) , 1)
Ek−1(Id)
t0k−1
)
,
ξ−,2 ≃

 0k−1 −X(−1,k)k,(2,4) IdEk−1(Id) t0k−1
0k−1 Id

 ,
ξ−,3 ≃


Id
S
[k+1,1;1,k,1]
(1,2;3,4,5)
⊠ (x1,2 − x1,3, 1) 0k
Id
S
[k+1,1;1,k,1]
(1,2;3,4,5)
⊠ (−1,−X
(−1,k)
k,(2,4)) 0k
t0k−1 Ek−1(Id)

 ,
ξ−,4 ≃ −
(
0k IdS[k+1,1;1,k,1](1,2;3,4,5)
⊠ ((x1,2 − x1,3)X
(−1,k)
k,(2,4) , 1)
Ek(Id)
t0k
)
.
Then, the complex (108) is isomorphic, in Kb(HMFgr
R
(k+1,1,1,k,1)
(1,2,3,4,5)
,ω4
), to
k k + 1
M4{1− (k + 1)n} 〈k + 1〉
IdS⊠(x1,2−x1,3,1) // M3{−(k + 1)n} 〈k + 1〉.
Since we have
M3 ≃ C


1k+1
1k1
k+1
k+2
❥1 ❥2
❥3 ❥4 ❥5


n
,M4 ≃ C


1k+1
1k1
k+1
k
❥1 ❥2
❥3 ❥4 ❥5


n
,
thus we obtain
C


1k+1
1k


n
≃ C


1k+1
1k


n
.

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Proof of Proposition 5.9 (5). The complex for the diagram
1k
k+11 is described as a complex of factor-
izations of Kb(HMFgr
R
(k,1,1,1,k+1)
(1,2,3,4,5)
,ω5
),
C


1
k
k+11
❥1 ❥2 ❥3
❥4 ❥5
❥8
❥7
❥6


n
=(113)
−k − 1 −k −k + 1
C


1 1
k+1
2
1
k
k+1 1
❥1 ❥2 ❥3
❥4 ❥5
❥8
❥7
❥6


n
{(k+1)n}
〈k + 1〉
0
@σ+,1
σ+,2
1
A
//
C


1 1
k+1
2
1
k
k−1
❥1 ❥2 ❥3
❥4 ❥5
❥8
❥7
❥6


n
{(k+1)n−1}
〈k + 1〉
⊕
C


1 1
k+11
k
k+1
❥1 ❥2 ❥3
❥4 ❥5
❥8
❥7
❥6


n
{(k+1)n−1}
〈k + 1〉
(σ+,3, σ+,4)// C


1 1
k+11
k
k−1
❥1 ❥2 ❥3
❥4 ❥5
❥8
❥7
❥6


n
{(k+1)n−2}
〈k + 1〉
.
By Corollary 2.48, we have
C


1 1
k+1
2
1
k
k+1 1
❥1 ❥2 ❥3
❥4 ❥5
❥8
❥7
❥6


n
≃ K




V
[k,1]
1,(7,8;5)
...
V
[k,1]
k+1,(7,8;5)
u
[1,k]
k+1,(6,1,7,4)

 ;


X
(k,1)
1,(7,8) − x1,5
...
X
(k,1)
k+1,(7,8) − xk+1,5
(x1,6 − x1,4)X
(k,−1)
k,(1,4)




Q6
.
〈(x1,3−x1,6)X
(1,−1)
1,(2,6)
〉
{−2k − 1},(114)
where Q6 = R
(k,1,1,1,k+1,1,k,1)
(1,2,3,4,5,6,7,8)
/〈
X
(1,k)
1,(6,1) −X
(k,1)
1,(7,4), . . . , X
(1,k)
k,(6,1) −X
(k,1)
k,(7,4), X
(1,1)
1,(3,2) −X
(1,1)
1,(8,6)
〉
. The quotient
Q6
/
〈(x1,3 − x1,6)X
(1,−1)
1,(2,6)〉 has equations
xj,7 = X
(k,−1,1)
j,(1,4,6) (1 ≤ j ≤ k),
x1,8 = X
(1,1,−1)
1,(2,3,6) ,
(x1,3 − x1,6)X
(1,−1)
1,(2,6) = 0.
Then, the matrix factorization (114) is isomorphic to
K




V
[k,1]
1,(7,8;5)
...
V
[k,1]
k+1,(7,8;5)
u
[1,k]
k+1,(6,1,7,4) − V
[k,1]
k+1,(7,8;5)

 ;


X
(k,1,1,−1)
1,(1,2,3,4) − x1,5
...
X
(k,1,1,−1)
k+1,(1,2,3,4) − xk+1,5
(x1,6 − x1,4)X
(k,−1)
k,(1,4)




Q6
.
〈(x1,3−x1,6)X
(1,−1)
1,(2,6)
〉
{−2k − 1}.
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By Corollary 2.44, there exist polynomials D1, . . . , Dk+1 ∈ R
(k,1,1,1,k+1)
(1,2,3,4,5) and D0 ∈ Q6
/
〈(x1,3 − x1,6)X
(1,−1)
1,(2,6)〉
such that D0(x1,6 − x1,4) ≡ D ∈ R
(k,1,1,1,k+1)
(1,2,3,4,5) and we have an isomorphism to the above factorization
(115) S
[k,1,1;1,k+1]
(1,2,3;4,5) ⊠K
(
D0; (x1,6 − x1,4)X
(k,−1)
k,(1,4)
)
Q6
.
〈(x1,3−x1,6)X
(1,−1)
1,(2,6)
〉
{−2k − 1},
where
S
[k,1,1;1,k+1]
(1,2,3;4,5) := K




D1
...
Dk+1
D0

 ;


X
(k,1,1,−1)
1,(1,2,3,4) − x1,5
...
X
(k,1,1,−1)
k+1,(1,2,3,4) − xk+1,5
(x1,6 − x1,4)X
(k,−1)
k,(1,4)




R
(k,1,1,1,k+1)
(1,2,3,4,5)
We consider isomorphisms of Q6
/
〈(x1,3 − x1,6)X
(1,−1)
1,(2,6)〉 as R
(k,1,1,1,k+1)
(1,2,3,4,5) -module
R18 := R
(k,1,1,1,k+1)
(1,2,3,4,5) ⊕ (x1,6 − x1,4)R
(k,1,1,1,k+1)
(1,2,3,4,5) ,
R19 := R
(k,1,1,1,k+1)
(1,2,3,4,5) ⊕ (x1,2 + x1,3 − x1,4 − x1,6)R
(k,1,1,1,k+1)
(1,2,3,4,5) .
The partial factorization K
(
D0; (x1,6 − x1,4)X
(k,−1)
k,(1,4)
)
Q6
.
〈(x1,3−x1,6)X
(1,−1)
1,(2,6)
〉
is isomorphic to
R18 0
@ 0 DD
(x1,4−x1,3)(x1,4−x1,3)
0
1
A
// R19{2k + 1− n}0
B@
0 (x1,4 − x1,3)X
(k,1,−1)
k,(1,2,4)
X
(k,−1)
k,(1,4) 0
1
CA
// R18.
Then, the matrix factorization (115) is isomorphic to
S
[k,1,1;1,k+1]
(1,2,3;4,5) ⊠K
(
D
(x1,4 − x1,3)(x1,4 − x1,3)
; (x1,4 − x1,3)X
(k,1,−1)
k,(1,2,4)
)
R
(k,1,1,1,k+1)
(1,2,3,4,5)
{−2k − 1}(116)
⊕S
[k,1,1;1,k+1]
(1,2,3;4,5) ⊠K
(
D;X
(k,−1)
k,(1,4)
)
R
(k,1,1,1,k+1)
(1,2,3,4,5)
{−2k + 1}.
By a similar discussion, we obtain
C


1 1
k+1
2
1
k
k−1
❥1 ❥2 ❥3
❥4 ❥5
❥8
❥7
❥6


n
≃ S
[k,1,1;1,k+1]
(1,2,3;4,5) ⊠K
(
D;X
(k,−1)
k,(1,4)
)
Q6
.
〈(x1,3−x1,6)X
(1,−1)
1,(2,6)
〉
{−2k},(117)
C


1 1
k+11
k
k+1
❥1 ❥2 ❥3
❥4 ❥5
❥8
❥7
❥6


n
≃ S
[k,1,1;1,k+1]
(1,2,3;4,5) ⊠K
(
D0; (x1,6 − x1,4)X
(k,−1)
k,(1,4)
)
Q6
.
〈X
(1,−1)
1,(2,6)
〉
{−2k},(118)
C


1 1
k+11
k
k−1
❥1 ❥2 ❥3
❥4 ❥5
❥8
❥7
❥6


n
≃ S
[k,1,1;1,k+1]
(1,2,3;4,5) ⊠K
(
D;X
(k,−1)
k,(1,4)
)
Q6
.
〈X
(1,−1)
1,(2,6)
〉
{−2k + 1}.(119)
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The partial factorization K
(
D;X
(k,−1)
k,(1,4)
)
Q6
.
〈(x1,3−x1,6)X
(1,−1)
1,(2,6)
〉
of (117) is isomorphic to
R18 0
@ D 0
0 D
1
A
// R18{2k − 1− n} 0
B@
X
(k,−1)
k,(1,4) 0
0 X
(k,−1)
k,(1,4)
1
CA
// R18.
Then, the matrix factorization (117) is decomposed into
(120) S
[k,1,1;1,k+1]
(1,2,3;4,5) ⊠K
(
D;X
(k,−1)
k,(1,4)
)
R
(k,1,1,1,k+1)
(1,2,3,4,5)
{−2k}⊕ S
[k,1,1;1,k+1]
(1,2,3;4,5) ⊠K
(
D;X
(k,−1)
k,(1,4)
)
R
(k,1,1,1,k+1)
(1,2,3,4,5)
{−2k+2}.
Since the quotient Q6
/
〈X
(1,−1)
1,(2,6)〉 has equations
xj,7 = X
(k,1,−1)
j,(1,2,4) (1 ≤ j ≤ k),
x1,8 = x1,3,
x1,6 = x1,2,
we have Q6
/
〈X
(1,−1)
1,(2,6) 〉 ≃ R
(k,1,1,1,k+1)
(1,2,3,4,5) . Then, the matrix factorization (118) is isomorphic to
(121) S
[k,1,1;1,k+1]
(1,2,3;4,5) ⊠K
(
D;X
(k,−1)
k,(1,4)
)
R
(k,1,1,1,k+1)
(1,2,3,4,5)
{−2k}
and the matrix factorization (119) is isomorphic to
(122) S
[k,1,1;1,k+1]
(1,2,3;4,5) ⊠K
(
D
x1,2 − x1,4
; (x1,2 − x1,4)X
(k,−1)
k,(1,4)
)
R
(k,1,1,1,k+1)
(1,2,3,4,5)
{−2k + 1}.
For these decompositions, the morphisms σ+,1, σ+,2, σ+,3 and σ+,4 of the complex (113) transform into
σ+,1 ≃
(
Id
S
[k,1,1;1,k+1]
(1,2,3;4,5)
⊠ (1, (x1,2 − x1,4)(x1,3 − x1,4)) 0
0 Id
)
,
σ+,2 ≃
(
Id
S
[k,1,1;1,k+1]
(1,2,3;4,5)
⊠ (1, x1,3 − x1,4), IdS[k,1,1;1,k+1](1,2,3;4,5)
⊠ (x1,2 − x1,4, 1)
)
,
σ+,3 ≃
(
Id, Id
S
[k,1,1;1,k+1]
(1,2,3;4,5)
⊠ (x1,2 − x1,4, x1,2 − x1,4)
)
,
σ+,4 ≃ −IdS[k,1,1;1,k+1](1,2,3;4,5)
⊠ (1, x1,2 − x1,4).
Then, the complex (113) is isomorphic, in Kb(HMFgr
R
(k,1,1,1,k+1)
(1,2,3,4,5)
,ω5
), to
−k − 1 −k
M5{(k + 1)n}
IdS⊠(1,x1,3−x1,4) // M6{(k + 1)n− 1}
where
M5 ≃ S
[k,1,1;1,k+1]
(1,2,3;4,5) ⊠K
(
D
(x1,4 − x1,3)(x1,4 − x1,3)
; (x1,4 − x1,3)X
(k,1,−1)
k,(1,2,4)
)
R
(k,1,1,1,k+1)
(1,2,3,4,5)
{−2k − 1},
M6 ≃ S
[k,1,1;1,k+1]
(1,2,3;4,5) ⊠K
(
D;X
(k,−1)
k,(1,4)
)
R
(k,1,1,1,k+1)
(1,2,3,4,5)
{−2k}.
We find
M5 ≃


1 1k
k+1
k+2
1
❥4 ❥5
❥1 ❥2 ❥3

 , M6 ≃


1 1k
k+1
k
1
❥4 ❥5
❥1 ❥2 ❥3

 .
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Thus, we obtain
C


1k
k+11


n
≃ C

 1k
k+11


n
.

Proof of Proposition 5.9 (6). The complex for the diagram
1k
k+11 is described as a complex of factor-
izations of Kb(HMFgr
R
(k,1,1,1,k+1)
(1,2,3,4,5)
,ω5
),
C


1
k
k+11
❥1 ❥2 ❥3
❥4 ❥5
❥8
❥7
❥6


n
=(123)
k − 1 k k + 1
C


1 1
k+11
k
k−1
❥1 ❥2 ❥3
❥4 ❥5
❥8
❥7
❥6


n
{−(k+1)n+2}
〈k + 1〉
0
@σ−,1
σ−,2
1
A
//
C


1 1
k+1
2
1
k
k−1
❥1 ❥2 ❥3
❥4 ❥5
❥8
❥7
❥6


n
{−(k+1)n+1}
〈k + 1〉
⊕
C


1 1
k+11
k
k+1
❥1 ❥2 ❥3
❥4 ❥5
❥8
❥7
❥6


n
{−(k+1)n+1}
〈k + 1〉
(σ−,3, σ−,4)// C


1 1
k+1
2
1
k
k+1 1
❥1 ❥2 ❥3
❥4 ❥5
❥8
❥7
❥6


n
{−(k+1)n}
〈k + 1〉
.
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By the discussion of Proof of Proposition 5.9 (5), we have
C


1 1
k+11
k
k−1
❥1 ❥2 ❥3
❥4 ❥5
❥8
❥7
❥6


n
≃ S
[k,1,1;1,k+1]
(1,2,3;4,5) ⊠K
(
D
x1,2 − x1,4
; (x1,2 − x1,4)X
(k,−1)
k,(1,4)
)
R
(k,1,1,1,k+1)
(1,2,3,4,5)
{−2k + 1},(124)
C


1 1
k+1
2
1
k
k−1
❥1 ❥2 ❥3
❥4 ❥5
❥8
❥7
❥6


n
≃ S
[k,1,1;1,k+1]
(1,2,3;4,5) ⊠K
(
D;X
(k,−1)
k,(1,4)
)
Q6
.
〈(x1,3−x1,6)X
(1,−1)
1,(2,6)
〉
{−2k},(125)
C


1 1
k+11
k
k+1
❥1 ❥2 ❥3
❥4 ❥5
❥8
❥7
❥6


n
≃ S
[k,1,1;1,k+1]
(1,2,3;4,5) ⊠K
(
D;X
(k,−1)
k,(1,4)
)
R
(k,1,1,1,k+1)
(1,2,3,4,5)
{−2k},(126)
C


1 1
k+1
2
1
k
k+1 1
❥1 ❥2 ❥3
❥4 ❥5
❥8
❥7
❥6


n
≃ S
[k,1,1;1,k+1]
(1,2,3;4,5) ⊠K
(
D0; (x1,6 − x1,4)X
(k,−1)
k,(1,4)
)
Q6
.
〈(x1,3−x1,6)X
(1,−1)
1,(2,6)
〉
{−2k − 1},(127)
where Q6 = R
(k,1,1,1,k+1,1,k,1)
(1,2,3,4,5,6,7,8)
/〈
X
(1,k)
1,(6,1) −X
(k,1)
1,(7,4), . . . , X
(1,k)
k,(6,1) −X
(k,1)
k,(7,4), X
(1,1)
1,(3,2) −X
(1,1)
1,(8,6)
〉
. The partial fac-
torization K
(
D0; (x1,6 − x1,4)X
(k,−1)
k,(1,4)
)
Q6
.
〈(x1,3−x1,6)X
(1,−1)
1,(2,6)
〉
of (127) is isomorphic to
R18 0
@ 0 DD
(x1,4−x1,3)(x1,4−x1,3)
0
1
A
// R19{2k + 1− n}0
B@
0 (x1,4 − x1,3)X
(k,1,−1)
k,(1,2,4)
X
(k,−1)
k,(1,4) 0
1
CA
// R18.
Then, the matrix factorization (127) is isomorphic to
S
[k,1,1;1,k+1]
(1,2,3;4,5) ⊠K
(
D
(x1,4 − x1,3)(x1,4 − x1,3)
; (x1,4 − x1,3)X
(k,1,−1)
k,(1,2,4)
)
R
(k,1,1,1,k+1)
(1,2,3,4,5)
{−2k − 1}(128)
⊕S
[k,1,1;1,k+1]
(1,2,3;4,5) ⊠K
(
D;X
(k,−1)
k,(1,4)
)
R
(k,1,1,1,k+1)
(1,2,3,4,5)
{−2k + 1}.
The partial factorization K
(
D;X
(k,−1)
k,(1,4)
)
Q6
.
〈(x1,3−x1,6)X
(1,−1)
1,(2,6)
〉
of (125) is isomorphic to
R19 0
@ D 0
0 D
1
A
// R19{2k − 1− n} 0
B@
X
(k,−1)
k,(1,4) 0
0 X
(k,−1)
k,(1,4)
1
CA
// R19.
Then, the matrix factorization (125) is decomposed into
(129) S
[k,1,1;1,k+1]
(1,2,3;4,5) ⊠K
(
D;X
(k,−1)
k,(1,4)
)
R
(k,1,1,1,k+1)
(1,2,3,4,5)
{−2k}⊕ S
[k,1,1;1,k+1]
(1,2,3;4,5) ⊠K
(
D;X
(k,−1)
k,(1,4)
)
R
(k,1,1,1,k+1)
(1,2,3,4,5)
{−2k+2}.
106 YASUYOSHI YONEZAWA
For these decompositions, the morphisms σ−,1, σ−,2, σ−,3 and σ−,4 of the complex (123) transform into
σ−,1 ≃
(
Id
S
[k,1,1;1,k+1]
(1,2,3;4,5)
⊠ (−x1,2 + x1,4,−x1,2 + x1,4)
Id
)
,
σ−,2 ≃ IdS[k,1,1;1,k+1](1,2,3;4,5)
⊠ (x1,2 − x1,4, 1),
σ−,3 ≃
(
0 Id
S
[k,1,1;1,k+1]
(1,2,3;4,5)
⊠ ((x1,2 − x1,4)(x1,3 − x1,4), 1)
Id 0
)
,
σ−,4 ≃ −
(
Id
S
[k,1,1;1,k+1]
(1,2,3;4,5)
⊠ (x1,3 − x1,4, 1)
Id
S
[k,1,1;1,k+1]
(1,2,3;4,5)
⊠ (−1,−x1,2 + x1,4)
)
.
Then, the complex (123) is isomorphic, in Kb(HMFgr
R
(k,1,1,1,k+1)
(1,2,3,4,5)
,ω5
), to
k k + 1
M6{−(k + 1)n+ 1}
Id
S
⊠(1,x1,3−x1,4) // M5{−(k + 1)n}
where
M5 ≃ S
[k,1,1;1,k+1]
(1,2,3;4,5) ⊠K
(
D
(x1,4 − x1,3)(x1,4 − x1,3)
; (x1,4 − x1,3)X
(k,1,−1)
k,(1,2,4)
)
R
(k,1,1,1,k+1)
(1,2,3,4,5)
{−2k − 1},
M6 ≃ S
[k,1,1;1,k+1]
(1,2,3;4,5) ⊠K
(
D;X
(k,−1)
k,(1,4)
)
R
(k,1,1,1,k+1)
(1,2,3,4,5)
{−2k}.
Thus, we obtain
C


1k
k+11


n
≃ C

 1k
k+11


n
.

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Proof of Proposition 5.9 (7). The complex for the diagram
k1
k+11 is described as a complex of factor-
izations of Kb(HMFgr
R
(k,1,1,1,k+1)
(1,2,3,4,5)
,ω6
),
C


k
1
k+11
❥1 ❥2 ❥3
❥4 ❥5
❥8
❥7
❥6


n
=(130)
−k − 1 −k −k + 1
C


k 1
k+1
k+1
1
1
2 k
❥1 ❥2 ❥3
❥4 ❥5
❥8
❥7
❥6


n
{(k+1)n}
〈k + 1〉
0
@τ+,1
τ+,2
1
A
//
C


k 1
k+1
k+1
1 1 k
❥1 ❥2 ❥3
❥4 ❥5
❥8
❥7
❥6


n
{(k+1)n−1}
〈k + 1〉
⊕
C


k 1
k+1
k−1
1
1
2 k
❥1 ❥2 ❥3
❥4 ❥5
❥8
❥7
❥6


n
{(k+1)n−1}
〈k + 1〉
(τ+,3, τ+,4)// C


k 1
k+1
k−1
1 1 k
❥1 ❥2 ❥3
❥4 ❥5
❥8
❥7
❥6


n
{(k+1)n−2}
〈k + 1〉
.
By Corollary 2.48, we have
C


k 1
k+1
k+1
1
1
2 k
❥1 ❥2 ❥3
❥4 ❥5
❥8
❥7
❥6


n
≃ K




V
[1,k]
1,(7,8;5)
...
V
[1,k]
k+1,(7,8;5)
u
[1,1]
k+1,(6,1,7,4)

 ;


X
(1,k)
1,(7,8) − x1,5
...
X
(1,k)
k+1,(7,8) − xk+1,5
(x1,6 − x1,4)X
(1,−1)
1,(1,4)




Q7
.
〈(x1,3−x1,6)X
(k,−1)
k,(2,6)
〉
{−2k − 1},(131)
where Q7 = R
(1,k,1,1,k+1,1,1,k)
(1,2,3,4,5,6,7,8)
/〈
X
(1,1)
1,(6,1) −X
(1,1)
1,(7,4), X
(1,k)
1,(3,2) −X
(k,1)
1,(8,6), . . . , X
(1,k)
k,(3,2) −X
(k,1)
k,(8,6)
〉
. This quotient
Q7
/
〈(x1,3 − x1,6)X
(k,−1)
k,(2,6) 〉 has equations
x1,7 = X
(1,−1,1)
1,(1,4,6) ,
xj,8 = X
(k,1,−1)
j,(2,3,6) (1 ≤ j ≤ k),
(x1,3 − x1,6)X
(k,−1)
k,(2,6) = 0.
Then, the matrix factorization (131) is isomorphic to
K




V
[1,k]
1,(7,8;5)
...
V
[1,k]
k+1,(7,8;5)
u
[1,1]
k+1,(6,1,7,4) − V
[1,k]
k+1,(7,8;5)

 ;


X
(1,k,1,−1)
1,(1,2,3,4) − x1,5
...
X
(1,k,1,−1)
k+1,(1,2,3,4) − xk+1,5
(x1,6 − x1,4)X
(1,−1)
1,(1,4)




Q7
.
〈(x1,3−x1,6)X
(k,−1)
k,(2,6)
〉
{−2k − 1}.
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By Corollary 2.44, there exist polynomials G1, . . . , Gk+1 ∈ R
(1,k,1,1,k+1)
(1,2,3,4,5) and G0 ∈ Q7
/
〈(x1,3 − x1,6)X
(k,−1)
k,(2,6) 〉
such that G0(x1,6 − x1,4) ≡ G ∈ R
(1,k,1,1,k+1)
(1,2,3,4,5) and we have an isomorphism to the above factorization
(132) S
[1,k,1;1,k+1]
(1,2,3;4,5) ⊠K
(
G0; (x1,6 − x1,4)X
(1,−1)
1,(1,4)
)
Q7
.
〈(x1,3−x1,6)X
(k,−1)
k,(2,6)
〉
{−2k − 1},
where
S
[1,k,1;1,k+1]
(1,2,3;4,5) := K




G1
...
Gk+1
G0

 ;


X
(1,k,1,−1)
1,(1,2,3,4) − x1,5
...
X
(1,k,1,−1)
k+1,(1,2,3,4) − xk+1,5
(x1,6 − x1,4)X
(1,−1)
1,(1,4)




R
(1,k,1,1,k+1)
(1,2,3,4,5)
We consider isomorphisms of Q7
/
〈(x1,3 − x1,6)X
(k,−1)
k,(2,6) 〉 as R
(1,k,1,1,k+1)
(1,2,3,4,5) -module
R20 := R
(1,k,1,1,k+1)
(1,2,3,4,5) ⊕ (x1,6 − x1,4)R
(1,k,1,1,k+1)
(1,2,3,4,5) ⊕ . . .⊕ x
k−1
1,6 (x1,6 − x1,4)R
(1,k,1,1,k+1)
(1,2,3,4,5) ,
R21 := R
(1,k,1,1,k+1)
(1,2,3,4,5) ⊕ x1,6R
(1,k,1,1,k+1)
(1,2,3,4,5) ⊕ . . .⊕ x
k−1
1,6 R
(1,k,1,1,k+1)
(1,2,3,4,5) ⊕X
(k,1,−1,−1)
k,(2,3,4,6) R
(1,k,1,1,k+1)
(1,2,3,4,5) .
The partial factorization K
(
G0; (x1,6 − x1,4)X
(1,−1)
1,(1,4)
)
Q7
.
〈(x1,3−x1,6)X
(k,−1)
k,(2,6)
〉
is isomorphic to
R20 0
B@
t0k Ek(G)
G
X
(k,1,−1)
k+1,(2,3,4)
0k
1
CA
// R21{3− n}0
B@
0k (x1,3 − x1,4)X
(1,k,−1)
k+1,(1,2,4)
Ek(X
(1,−1)
1,(1,4))
t0k
1
CA
// R20.
Then, the matrix factorization (132) is isomorphic to
S
[1,k,1;1,k+1]
(1,2,3;4,5) ⊠K

 G
X
(k,1,−1)
k+1,(2,3,4)
; (x1,3 − x1,4)X
(1,k,−1)
k+1,(1,2,4)


R
(1,k,1,1,k+1)
(1,2,3,4,5)
{−2k − 1}(133)
⊕
k⊕
j=1
S
[1,k,1;1,k+1]
(1,2,3;4,5) ⊠K
(
G;X
(1,−1)
1,(1,4)
)
R
(1,k,1,1,k+1)
(1,2,3,4,5)
{−2k + 1 + 2j}.
By a similar discussion, we obtain
C


k 1
k+1
k+1
1 1 k
❥1 ❥2 ❥3
❥4 ❥5
❥8
❥7
❥6


n
≃ S
[1,k,1;1,k+1]
(1,2,3;4,5) ⊠K
(
G;X
(1,−1)
k,(1,4)
)
Q7
.
〈(x1,3−x1,6)X
(k,−1)
k,(2,6)
〉
{−2k},(134)
C


k 1
k+1
k−1
1
1
2 k
❥1 ❥2 ❥3
❥4 ❥5
❥8
❥7
❥6


n
≃ S
[1,k,1;1,k+1]
(1,2,3;4,5) ⊠K
(
G0; (x1,6 − x1,4)X
(1,−1)
1,(1,4)
)
Q7
.
〈X
(k,−1)
k,(2,6)
〉
{−2k},(135)
C


k 1
k+1
k−1
1 1 k
❥1 ❥2 ❥3
❥4 ❥5
❥8
❥7
❥6


n
≃ S
[1,k,1;1,k+1]
(1,2,3;4,5) ⊠K
(
G;X
(1,−1)
1,(1,4)
)
Q7
.
〈X
(k,−1)
k,(2,6)
〉
{−2k + 1}.(136)
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The partial factorization K
(
G;X
(1,−1)
1,(1,4)
)
Q7
.
〈(x1,3−x1,6)X
(k,−1)
k,(2,6)
〉
of (134) is isomorphic to
R20
Ek+1(G)
// R20{1− n}
Ek+1(X
(1,−1)
1,(1,4)
)
// R20.
Then, the matrix factorization (134) is decomposed into
(137)
k+1⊕
j=0
S
[1,k,1;1,k+1]
(1,2,3;4,5) ⊠K
(
G;X
(1,−1)
1,(1,4)
)
R
(1,k,1,1,k+1)
(1,2,3,4,5)
{−2k + 2j}.
The quotient Q7
/
〈X
(k,−1)
k,(2,6) 〉 has equations
x1,7 = X
(1,1,−1)
1,(1,2,4) ,
xj,8 = X
(k,1,−1)
j,(2,3,6) (1 ≤ j ≤ k),
X
(k,−1)
k,(2,6) = 0.
We consider isomorphisms of Q7
/
〈X
(k,−1)
k,(2,6) 〉 as an R
(1,k,1,1,k+1)
(1,2,3,4,5) -module
R22 := R
(1,k,1,1,k+1)
(1,2,3,4,5) ⊕ (x1,6 − x1,4)R
(1,k,1,1,k+1)
(1,2,3,4,5) ⊕ . . .⊕ x
k−2
1,6 (x1,6 − x1,4)R
(1,k,1,1,k+1)
(1,2,3,4,5) ,
R23 := R
(1,k,1,1,k+1)
(1,2,3,4,5) ⊕ x1,6R
(1,k,1,1,k+1)
(1,2,3,4,5) ⊕ . . .⊕ x
k−2
1,6 R
(1,k,1,1,k+1)
(1,2,3,4,5) ⊕X
(k,−1,−1)
k−1,(2,4,6)R
(1,k,1,1,k+1)
(1,2,3,4,5) .
The partial matrix factorization K
(
G0; (x1,6 − x1,4)X
(1,−1)
1,(1,4)
)
Q7
.
〈X
(k,−1)
k,(2,6)
〉
of (135) is isomorphic to
R22 0
B@
t0k−1 Ek−1(G)
G
X
(k,−1)
k,(2,4)
0k−1
1
CA
// R23{3− n} 0
B@
0k−1 X
(1,k,−1)
k+1,(1,2,4)
Ek−1(X
(1,−1)
1,(1,4) )
t0k−1
1
CA
// R22
≃ K

 G
X
(k,−1)
k,(2,4)
;X
(1,k,−1)
k+1,(1,2,4)


R
(1,k,1,1,k+1)
(1,2,3,4,5)
{−2k} ⊕
k−1⊕
j=1
K
(
G;X
(1,−1)
1,(1,4)
)
R
(1,k,1,1,k+1)
(1,2,3,4,5)
{−2k + 2j}
and the partial matrix factorization K
(
G;X
(1,−1)
1,(1,4)
)
Q7
.
〈X
(k,−1)
k,(2,6)
〉
of (136) is isomorphic to
R22
Ek(G)
// R22{1− n}
Ek(X
(1,−1)
1,(1,4)
)
// R22
≃
k−1⊕
j=0
K
(
G;X
(1,−1)
1,(1,4)
)
R
(1,k,1,1,k+1)
(1,2,3,4,5)
{−2k + 2j}
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For these decompositions, the morphisms τ+,1, τ+,2, τ+,3 and τ+,4 of the complex (130) transform into
τ+,1 ≃
(
Id
S
[1,k,1;1,k+1]
(1,2,3;4,5)
⊠ (1, X
(k,1,−1)
k+1,(2,3,4)) 0k
t0k Ek(Id)
)
,
τ+,2 ≃


Id
S
[1,k,1;1,k+1]
(1,2,3;4,5)
⊠ (1, x1,3 − x1,4) 0k−1 (−1)
k−1Id
S
[1,k,1;1,k+1]
(1,2,3;4,5)
⊠ (X
(k,−1)
k,(2,4) , 1)
(−1)k−2Id
S
[1,k,1;1,k+1]
(1,2,3;4,5)
⊠ (X
(k,−1)
k−1,(2,4), X
(k,−1)
k−1,(2,4))
t0k−1 Ek−1 (Id)
...
Id
S
[1,k,1;1,k+1]
(1,2,3;4,5)
⊠ (X
(k,−1)
1,(2,4) , X
(k,−1)
1,(2,4) )


,
τ+,3 ≃


(−1)k−1Id
S
[1,k,1;1,k+1]
(1,2,3;4,5)
⊠ (X
(k,−1)
k,(2,4) , X
(k,−1)
k,(2,4) )
Ek(Id)
...
Id
S
[1,k,1;1,k+1]
(1,2,3;4,5)
⊠ (X
(k,−1)
1,(2,4) , X
(k,−1)
1,(2,4) )

 ,
τ+,4 ≃ −
(
Id
S
[1,k,1;1,k+1]
(1,2,3;4,5)
⊠ (1, X
(k,−1)
k,(2,4) ) 0k−1
t0k−1 Ek−1(Id)
)
.
Then, the complex (130) is isomorphic, in Kb(HMFgr
R
(1,k,1,1,k+1)
(1,2,3,4,5)
,ω6
), to
−k − 1 −k
M7{(k + 1)n}
IdS⊠(1,x1,3−x1,4) // M8{(k + 1)n− 1}
where
M7 ≃ S
[1,k,1;1,k+1]
(1,2,3;4,5) ⊠K

 G
X
(k,1,−1)
k+1,(2,3,4)
; (x1,3 − x1,4)X
(1,k,−1)
k+1,(1,2,4)


R
(1,k,1,1,k+1)
(1,2,3,4,5)
{−2k − 1},
M8 ≃ S
[1,k,1;1,k+1]
(1,2,3;4,5) ⊠K

 G
X
(k,−1)
k,(2,4)
;X
(1,k,−1)
k+1,(1,2,4)


R
(1,k,1,1,k+1)
(1,2,3,4,5)
{−2k}.
We have
M7 ≃


k1 1
k+1
k+2
1
❥4 ❥5
❥1 ❥2 ❥3

 , M8 ≃


k 11
k+1
k
1
❥4 ❥5
❥1 ❥2 ❥3

 .
Thus, we obtain
C


k1
k+11


n
≃ C

 k1
k+11


n
.

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Proof of Proposition 5.9 (8). The complex for the diagram
k1
k+11 is described as a complex of factor-
izations of Kb(HMFgr
R
(1,k,1,1,k+1)
(1,2,3,4,5)
,ω6
),
C


k
1
k+11
❥4 ❥5
❥1 ❥2 ❥3
❥8
❥7
❥6


n
=(138)
k − 1 k k + 1
C


k 1
k+1
k−1
1 1 k
❥1 ❥2 ❥3
❥4 ❥5
❥8
❥7
❥6


n
{−(k+1)n+2}
〈k + 1〉
0
@τ−,1
τ−,2
1
A
//
C


k 1
k+1
k−1
1
1
2 k
❥1 ❥2 ❥3
❥4 ❥5
❥8
❥7
❥6


n
{−(k+1)n+1}
〈k + 1〉
⊕
C


k 1
k+1
k+1
1 1 k
❥1 ❥2 ❥3
❥4 ❥5
❥8
❥7
❥6


n
{−(k+1)n+1}
〈k + 1〉
(τ−,3, τ−,4)// C


k 1
k+1
k+1
1
1
2 k
❥1 ❥2 ❥3
❥4 ❥5
❥8
❥7
❥6


n
{−(k+1)n}
〈k + 1〉
.
By the discussion of Proof of Proposition 5.9 (7), we have
C


k 1
k+1
k−1
1 1 k
❥1 ❥2 ❥3
❥4 ❥5
❥8
❥7
❥6


n
≃ S
[1,k,1;1,k+1]
(1,2,3;4,5) ⊠K
(
G;X
(1,−1)
1,(1,4)
)
Q7
.
〈X
(k,−1)
k,(2,6)
〉
{−2k + 1},(139)
C


k 1
k+1
k−1
1
1
2 k
❥1 ❥2 ❥3
❥4 ❥5
❥8
❥7
❥6


n
≃ S
[1,k,1;1,k+1]
(1,2,3;4,5) ⊠K
(
G;X
(1,−1)
1,(1,4)
)
Q7
.
〈(x1,3−x1,6)X
(k,−1)
k,(2,6)
〉
{−2k},(140)
C


k 1
k+1
k+1
1 1 k
❥1 ❥2 ❥3
❥4 ❥5
❥8
❥7
❥6


n
≃ S
[1,k,1;1,k+1]
(1,2,3;4,5) ⊠K
(
G0; (x1,6 − x1,4)X
(1,−1)
1,(1,4)
)
Q7
.
〈X
(k,−1)
k,(2,6)
〉
{−2k},(141)
C


k 1
k+1
k+1
1
1
2 k
❥1 ❥2 ❥3
❥4 ❥5
❥8
❥7
❥6


n
≃ S
[1,k,1;1,k+1]
(1,2,3;4,5) ⊠K
(
G0; (x1,6 − x1,4)X
(1,−1)
1,(1,4)
)
Q7
.
〈(x1,3−x1,6)X
(k,−1)
k,(2,6)
〉
{−2k − 1},(142)
112 YASUYOSHI YONEZAWA
where Q7 = R
(1,k,1,1,k+1,1,1,k)
(1,2,3,4,5,6,7,8)
/〈
X
(1,1)
1,(6,1) −X
(1,1)
1,(7,4), X
(1,k)
1,(3,2) −X
(k,1)
1,(8,6), . . . , X
(1,k)
k,(3,2) −X
(k,1)
k,(8,6)
〉
.
The partial factorization K
(
G;X
(1,−1)
1,(1,4)
)
Q7
.
〈X
(k,−1)
k,(2,6)
〉
of (139) is isomorphic to
R23
Ek(G)
// R23{1− n}
Ek(X
(1,−1)
1,(1,4)
)
// R23
≃
k−1⊕
j=0
K
(
G;X
(1,−1)
1,(1,4)
)
R
(1,k,1,1,k+1)
(1,2,3,4,5)
{2j}.
Then, the matrix factorization (139) is isomorphic to
k−1⊕
j=0
S
[1,k,1;1,k+1]
(1,2,3;4,5) ⊠K
(
G;X
(1,−1)
1,(1,4)
)
R
(1,k,1,1,k+1)
(1,2,3,4,5)
{−2k+ 1 + 2j}.(143)
The partial matrix factorization K
(
G0; (x1,6 − x1,4)X
(1,−1)
1,(1,4)
)
Q7
.
〈X
(k,−1)
k,(2,6)
〉
of (140) is isomorphic to
R22 0
B@
t0k−1 Ek−1(G)
G
X
(k,−1)
k,(2,4)
0k−1
1
CA
// R23{3− n} 0
B@
0k−1 X
(1,k,−1)
k+1,(1,2,4)
Ek−1(X
(1,−1)
1,(1,4) )
t0k−1
1
CA
// R22
≃ K

 G
X
(k,−1)
k,(2,4)
;X
(1,k,−1)
k+1,(1,2,4)


R
(1,k,1,1,k+1)
(1,2,3,4,5)
⊕
k−1⊕
j=1
K
(
G;X
(1,−1)
1,(1,4)
)
R
(1,k,1,1,k+1)
(1,2,3,4,5)
{2j}
Then, the matrix factorization (140) is isomorphic to
S
[1,k,1;1,k+1]
(1,2,3;4,5) ⊠K

 G
X
(k,−1)
k,(2,4)
;X
(1,k,−1)
k+1,(1,2,4)


R
(1,k,1,1,k+1)
(1,2,3,4,5)
{−2k}(144)
⊕
k−1⊕
j=1
S
[1,k,1;1,k+1]
(1,2,3;4,5) ⊠K
(
G;X
(1,−1)
1,(1,4)
)
R
(1,k,1,1,k+1)
(1,2,3,4,5)
{−2k + 2j}.
We consider isomorphisms of Q7
/
〈(x1,3 − x1,6)X
(k,−1)
k,(2,6) 〉 as an R
(1,k,1,1,k+1)
(1,2,3,4,5) -module
R24 := R
(1,k,1,1,k+1)
(1,2,3,4,5) ⊕ (x1,6 − x1,4)R
(1,k,1,1,k+1)
(1,2,3,4,5)
⊕(x1,3 − x1,6)(x1,6 − x1,4)R
(1,k,1,1,k+1)
(1,2,3,4,5) ⊕ . . .⊕ x
k−2
1,6 (x1,3 − x1,6)(x1,6 − x1,4)R
(1,k,1,1,k+1)
(1,2,3,4,5) ,
R25 := R
(1,k,1,1,k+1)
(1,2,3,4,5) ⊕ (x1,3 − x1,6)R
(1,k,1,1,k+1)
(1,2,3,4,5) ⊕ . . .⊕ x
k−2
1,6 (x1,3 − x1,6)R
(1,k,1,1,k+1)
(1,2,3,4,5) ⊕X
(k,1,−1,−1)
k,(2,3,4,6) R
(1,k,1,1,k+1)
(1,2,3,4,5) .
The partial factorization K
(
G;X
(k,−1)
k,(1,4)
)
Q7
.
〈(x1,3−x1,6)X
(k,−1)
k,(2,6)
〉
of (141) is isomorphic to
R25
Ek+1(G)
// R25{1− n}
Ek+1(X
(1,−1)
1,(1,4)
)
// R25
≃
k⊕
j=0
K
(
G;X
(1,−1)
1,(1,4)
)
R
(1,k,1,1,k+1)
(1,2,3,4,5)
{2j}
Then, the matrix factorization (141) is decomposed into
(145)
k⊕
j=0
S
[1,k,1;1,k+1]
(1,2,3;4,5) ⊠K
(
G;X
(1,−1)
1,(1,4)
)
R
(1,k,1,1,k+1)
(1,2,3,4,5)
{−2k + 2j}.
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The partial matrix factorization K
(
G0; (x1,6 − x1,4)X
(1,−1)
1,(1,4)
)
Q7
.
〈(x1,3−x1,6)X
(k,−1)
k,(2,6)
〉
of (142) is isomorphic to
R24 0
B@
t0k Ek(G)
G
X
(k,1,−1)
k+1,(2,3,4)
0k
1
CA
// R25{3− n}0
B@
0k (x1,3 − x1,4)X
(1,k,−1)
k+1,(1,2,4)
Ek(X
(1,−1)
1,(1,4))
t0k
1
CA
// R24
≃ K

 G
X
(k,1,−1)
k+1,(2,3,4)
; (x1,3 − x1,4)X
(1,k,−1)
k+1,(1,2,4)


R
(1,k,1,1,k+1)
(1,2,3,4,5)
⊕
k⊕
j=1
K
(
G;X
(1,−1)
1,(1,4)
)
R
(1,k,1,1,k+1)
(1,2,3,4,5)
{2j}.
Then, the matrix factorization (142) is isomorphic to
S
[1,k,1;1,k+1]
(1,2,3;4,5) ⊠K

 G
X
(k,1,−1)
k+1,(2,3,4)
; (x1,3 − x1,4)X
(1,k,−1)
k+1,(1,2,4)


R
(1,k,1,1,k+1)
(1,2,3,4,5)
{−2k − 1}(146)
k⊕
j=1
S
[1,k,1;1,k+1]
(1,2,3;4,5) ⊠K
(
G;X
(1,−1)
1,(1,4)
)
R
(1,k,1,1,k+1)
(1,2,3,4,5)
{−2k− 1 + 2j}.
For decompositions (143), (144), (145) and (146), the morphisms τ−,1, τ−,2, τ−,3 and τ−,4 of the complex (138)
transform into
τ−,1 ≃
(
0k−1 IdS[1,k,1;1,k+1](1,2,3;4,5)
⊠ (X
(k,−1)
k,(2,4) , 1)
Ek−1(Id)
t0k−1
)
,
τ−,2 ≃

 0k−1 −IdS[1,k,1;1,k+1](1,2,3;4,5) ⊠ (X
(k,−1)
k,(2,4) , X
(k,−1)
k,(2,4) )
Ek−1(Id)
t0k−1
0k−1 Id

 ,
τ−,3 ≃


Id
S
[1,k,1;1,k+1]
(1,2,3;4,5)
⊠ (x1,3 − x1,4, 1) 0k−1
−Id
S
[1,k,1;1,k+1]
(1,2,3;4,5)
⊠ (1, X
(k,−1)
k,(2,4) ) 0k−1
t0k−1 Ek−1(Id)

 ,
τ−,4 ≃ −
(
0k IdS[1,k,1;1,k+1](1,2,3;4,5)
⊠ (X
(k,1,−1)
k+1,(2,3,4), 1)
Ek(Id)
t0k
)
.
Then, the complex (138) is isomorphic, in Kb(HMFgr
R
(1,k,1,1,k+1)
(1,2,3,4,5)
,ω6
), to
k k + 1
M8{−(k + 1)n+ 1}
Id
S
⊠(x1,3−x1,4,1) // M7{−(k + 1)n}.
Thus, we obtain
C


k1
k+11


n
≃ C

 k1
k+11


n
.

7.4. Proof of Proposition 6.1.
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Proof of Proposition 6.1 (1). The complex of matrix factorization for the diagram
k+1
k1 is the following
object of Kb(HMFgr
R
(k+1,1,k)
(1,2,3)
,ω7
), ω7 = Fk+1(X
(k+1)
(1) )− F1(X
(1)
(2))− Fk(X
(k)
(3)),
(147)
−k −k + 1
C


k+1
k1
❥1
❥4 ❥5
❥2 ❥3


n
= C


k+1
k1
❥1
❥4 ❥5
❥2 ❥3


n
{kn} 〈k〉
Id
Λ
[k,1]
(1;4,5)
⊠χ
[1,k]
+,(5,4,3,2)
// C


k+1
k1
❥1
❥4 ❥5
❥2 ❥3


n
{kn− 1} 〈k〉
= Λ
[k,1]
(1;4,5) ⊠M
[1,k]
(5,4,3,2){kn} 〈k〉
Id
Λ
[k,1]
(1;4,5)
⊠(IdS⊠(1,x1,5−x1,2))
// Λ
[k,1]
(1;4,5) ⊠N
[1,k]
(5,4,3,2){kn− 1} 〈k〉 .
We have
Λ
[k,1]
(1;4,5) ⊠M
[1,k]
(5,4,3,2) = K




Λ
[k,1]
1,(1;4,5)
...
Λ
[k,1]
k+1,(1;4,5)

 ;


x1,1 −X
(k,1)
1,(4,5)
...
xk+1,1 −X
(k,1)
k+1,(4,5)




R
(k+1,k,1)
(1,4,5)
⊠K




A
[1,k]
1,(5,4,3,2)
...
A
[1,k]
k,(5,4,3,2)
v
[1,k]
k+1,(5,4,3,2)

 ;


X
(k,1)
1,(4,5) −X
(1,k)
1,(2,3)
...
X
(k,1)
k,(4,5) −X
(1,k)
k,(2,3)
(x1,5 − x1,2)X
(−1,k)
k,(2,4)




R
(1,k,k,1)
(2,3,4,5)
{−k}
≃ K




Λ
[1,k]
1,(1;2,3)
...
Λ
[1,k]
k+1,(1;2,3)

 ;


x1,1 −X
(1,k)
1,(2,3)
...
xk+1,1 −X
(1,k)
k+1,(2,3)




R
(k+1,1,k,1)
(1,2,3,5)
.D
X
(1,k,−1)
k+1,(2,3,5)
E
{−k}
≃ Λ
[1,k]
(1;2,3) ⊠
(
R
(k+1,1,k,1)
(1,2,3,5)
/〈
X
(1,k,−1)
k+1,(2,3,5)
〉
// 0 // R
(k+1,1,k,1)
(1,2,3,5)
/〈
X
(1,k,−1)
k+1,(2,3,5)
〉 )
{−k},(148)
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Λ
[k,1]
(1;4,5) ⊠N
[1,k]
(5,4,3,2) = K




Λ
[k,1]
1,(1;4,5)
...
Λ
[k,1]
k+1,(1;4,5)

 ;


x1,1 −X
(k,1)
1,(4,5)
...
xk+1,1 −X
(k,1)
k+1,(4,5)




R
(k+1,k,1)
(1,4,5)
⊠K




A
[1,k]
1,(5,4,3,2)
...
A
[1,k]
k,(5,4,3,2)
v
[1,k]
k+1,(5,4,3,2)(x1,5 − x1,2)

 ;


X
(k,1)
1,(4,5) −X
(1,k)
1,(2,3)
...
X
(k,1)
k,(4,5) −X
(1,k)
k,(2,3)
X
(−1,k)
k,(2,4)




R
(1,k,k,1)
(2,3,4,5)
{−k + 1}
≃ K




Λ
[1,k]
1,(1;2,3)
...
Λ
[1,k]
k+1,(1;2,3)

 ;


x1,1 −X
(1,k)
1,(2,3)
...
xk+1,1 −X
(1,k)
k+1,(2,3)




R
(k+1,1,k,1)
(1,2,3,5)
.D
X
(k,−1)
k,(3,5)
E
{−k + 1}
≃ Λ
[1,k]
(1;2,3) ⊠
(
R
(k+1,1,k,1)
(1,2,3,5)
/〈
X
(k,−1)
k,(3,5)
〉
// 0 // R
(k+1,1,k,1)
(1,2,3,5)
/〈
X
(k,−1)
k,(3,5)
〉 )
{−k + 1}.(149)
We consider isomorphisms as an R
(k+1,1,k)
(1,2,3) -module
R
(k+1,1,k,1)
(1,2,3,5)
/〈
X
(1,k,−1)
k+1,(2,3,5)
〉
≃ R
(k+1,1,k)
(1,2,3) ⊕ x1,5R
(k+1,1,k)
(1,2,3) ⊕ . . .⊕ x
k−1
1,5 R
(k+1,1,k)
(1,2,3) ⊕X
(k,−1)
k,(3,5)R
(k+1,1,k)
(1,2,3) ,
R
(k+1,1,k,1)
(1,2,3,5)
/〈
X
(k,−1)
k,(3,5)
〉
≃ R
(k+1,1,k)
(1,2,3) ⊕ x1,5R
(k+1,1,k)
(1,2,3) ⊕ . . .⊕ x
k−1
1,5 R
(k+1,1,k)
(1,2,3) .
The matrix factorization (148) is decomposed into
k⊕
j=0
Λ
[1,k]
(1;2,3){−k + 2j}.
The matrix factorization (149) is decomposed into
k−1⊕
j=0
Λ
[1,k]
(1;2,3){−k + 1+ 2j}.
These decompositions change the morphism Id
Λ
[k,1]
(1;4,5)
⊠ (IdS ⊠ (1, x1,5 − x1,2)) into(
Ek(IdΛ[1,k](1;2,3)
) t0k
)
.
Thus, the complex (147) is homotopic to
−k −k + 1
C


k+1
k1
❥1
❥2 ❥3


n
{kn+ k} 〈k〉 // 0
≃ C


k+1
k1
❥1
❥2 ❥3


n
{kn+ k} 〈k〉 [−k] .
It is obvious that we have the other isomorphism of Proposition 6.1 (1) by the symmetry. 
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Proof of Proposition 6.1 (2). The complex of matrix factorization for the diagram
k+1
k1 is the following
object of Kb(HMFgr
R
(k+1,1,k)
(1,2,3)
,ω7
)
(150)
k − 1 k
C


k+1
k1
❥1
❥4 ❥5
❥2 ❥3


n
= C


k+1
k1
❥1
❥4 ❥5
❥2 ❥3


n
{−kn+ 1} 〈k〉
Id
Λ
[k,1]
(1;4,5)
⊠χ
[1,k]
−,(5,4,3,2)
// C


k+1
k1
❥1
❥4 ❥5
❥2 ❥3


n
{−kn} 〈k〉
= Λ
[k,1]
(1;4,5) ⊠N
[1,k]
(5,4,3,2){−kn+ 1} 〈k〉
Id
Λ
[k,1]
(1;4,5)
⊠(IdS⊠(x1,5−x1,2,1))
// Λ
[k,1]
(1;4,5) ⊠M
[1,k]
(5,4,3,2){−kn} 〈k〉 .
By the discussion of Proof of Proposition 6.1 (1), we have
Λ
[k,1]
(1;4,5) ⊠N
[1,k]
(5,4,3,2) ≃ Λ
[1,k]
(1;2,3) ⊠
(
R
(k+1,1,k,1)
(1,2,3,5)
/〈
X
(k,−1)
k,(3,5)
〉
// 0 // R
(k+1,1,k,1)
(1,2,3,5)
/〈
X
(k,−1)
k,(3,5)
〉 )
{−k + 1},
Λ
[k,1]
(1;4,5) ⊠M
[1,k]
(5,4,3,2) ≃ Λ
[1,k]
(1;2,3) ⊠
(
R
(k+1,1,k,1)
(1,2,3,5)
/〈
X
(1,k,−1)
k+1,(2,3,5)
〉
// 0 // R
(k+1,1,k,1)
(1,2,3,5)
/〈
X
(1,k,−1)
k+1,(2,3,5)
〉 )
{−k}.
We consider isomorphisms as an R
(k+1,1,k)
(1,2,3) -module
R
(k+1,1,k,1)
(1,2,3,5)
/〈
X
(k,−1)
k,(3,5)
〉
≃ R
(k+1,1,k)
(1,2,3) ⊕ x1,5R
(k+1,1,k)
(1,2,3) ⊕ . . .⊕ x
k−1
1,5 R
(k+1,1,k)
(1,2,3) ,
R
(k+1,1,k,1)
(1,2,3,5)
/〈
X
(1,k,−1)
k+1,(2,3,5)
〉
≃ R
(k+1,1,k)
(1,2,3) ⊕ (x1,5 − x1,2)R
(k+1,1,k)
(1,2,3) ⊕ . . .⊕ x
k−1
1,5 (x1,5 − x1,2)R
(k+1,1,k)
(1,2,3) .
Then, Λ
[k,1]
(1;4,5) ⊠N
[1,k]
(5,4,3,2) is decomposed into
k−1⊕
j=0
Λ
[1,k]
(1;2,3){−k + 1+ 2j}.
Λ
[k,1]
(1;4,5) ⊠N
[1,k]
(5,4,3,2) is decomposed into
k⊕
j=0
Λ
[1,k]
(1;2,3){−k + 2j}.
These decompositions change the morphism Id
Λ
[k,1]
(1;4,5)
⊠ (IdS ⊠ (x1,5 − x1,2, 1)) into
(
0k
Ek(Id)
)
.
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Thus, the complex (150) is homotopic to
k − 1 k
0 // C


k+1
k1
❥1
❥2 ❥3


n
{−kn− k} 〈k〉
≃ C


k+1
k1
❥1
❥2 ❥3


n
{−kn− k} 〈k〉 [k] .
It is obvious that we have the other isomorphism of Proposition 6.1 (2) by the symmetry. 
Proof of Proposition 6.1 (3). The complex of matrix factorization for the diagram k+1
k1
is the following
object of Kb(HMFgr
R
(k+1,1,k)
(1,2,3)
,−ω7
)
(151)
−k −k + 1
C

 k+1
k1
❥1
❥4 ❥5
❥2 ❥3


n
= C

 k+1
k1
❥1
❥4 ❥5
❥2 ❥3


n
{kn} 〈k〉
χ
[1,k]
+,(2,3,4,5)
⊠Id
V
[k,1]
(4,5;1) // C

 k+1
k1
❥1
❥4 ❥5
❥2 ❥3


n
{kn− 1} 〈k〉
= M
[1,k]
(2,3,4,5) ⊠ V
[k,1]
(4,5;1){kn} 〈k〉
(IdS⊠(1,x1,2−x1,5))⊠IdV [k,1]
(4,5;1)// N
[1,k]
(2,3,4,5) ⊠ V
[k,1]
(4,5;1){kn− 1} 〈k〉 .
We have
M
[1,k]
(2,3,4,5) ⊠ V
[k,1]
(4,5;1) = K




A
[1,k]
1,(2,3,4,5)
...
A
[1,k]
k,(2,3,4,5)
v
[1,k]
k+1,(2,3,4,5)

 ;


X
(1,k)
1,(2,3) −X
(k,1)
1,(4,5)
...
X
(1,k)
k,(2,3) −X
(k,1)
k,(4,5)
(x1,2 − x1,5)X
(k,−1)
k,(3,5)




R
(1,k,k,1)
(2,3,4,5)
{−k}
⊠K




V
[k,1]
1,(4,5;1)
...
V
[k,1]
k+1(4,5;1)

 ;


X
(k,1)
1,(4,5) − x1,1
...
X
(k,1)
k+1,(4,5) − xk+1,1




R
(k+1,k,1)
(1,4,5)
{−k}
≃ K




V
[1,k]
1,(2,3;1)
...
V
[1,k]
k+1(2,3;1)

 ;


X
(1,k)
1,(2,3) − x1,1
...
X
(1,k)
k+1,(2,3) − xk+1,1




R
(k+1,1,k,1)
(1,2,3,5)
.D
X
(1,k,−1)
k+1,(2,3,5)
E
{−2k}
≃ V
[1,k]
(2,3;1) ⊠
(
R
(k+1,1,k,1)
(1,2,3,5)
/〈
X
(1,k,−1)
k+1,(2,3,5)
〉
// 0 // R
(k+1,1,k,1)
(1,2,3,5)
/〈
X
(1,k,−1)
k+1,(2,3,5)
〉 )
{−k},(152)
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N
[1,k]
(2,3,4,5) ⊠ V
[k,1]
(4,5;1) = K




A
[1,k]
1,(2,3,4,5)
...
A
[1,k]
k,(2,3,4,5)
v
[1,k]
k+1,(2,3,4,5)(x1,2 − x1,5)

 ;


X
(1,k)
1,(2,3) −X
(k,1)
1,(4,5)
...
X
(1,k)
k,(2,3) −X
(k,1)
k,(4,5)
X
(k,−1)
k,(3,5)




R
(1,k,k,1)
(2,3,4,5)
{−k + 1}
⊠K




V
[k,1]
1,(4,5;1)
...
V
[k,1]
k+1(4,5;1)

 ;


X
(k,1)
1,(4,5) − x1,1
...
X
(k,1)
k+1,(4,5) − xk+1,1




R
(k+1,k,1)
(1,4,5)
{−k}
≃ K




V
[1,k]
1,(2,3;1)
...
V
[1,k]
k+1(2,3;1)

 ;


X
(1,k)
1,(2,3) − x1,1
...
X
(1,k)
k+1,(2,3) − xk+1,1




R
(k+1,1,k,1)
(1,2,3,5)
.D
X
(k,−1)
k,(3,5)
E
{−2k+ 1}
≃ V
[1,k]
(2,3;1) ⊠
(
R
(k+1,1,k,1)
(1,2,3,5)
/〈
X
(k,−1)
k,(3,5)
〉
// 0 // R
(k+1,1,k,1)
(1,2,3,5)
/〈
X
(k,−1)
k,(3,5)
〉 )
{−k + 1}.(153)
We consider isomorphisms as an R
(k+1,1,k)
(1,2,3) -module
R
(k+1,1,k,1)
(1,2,3,5)
/〈
X
(1,k,−1)
k+1,(2,3,5)
〉
≃ R
(k+1,1,k)
(1,2,3) ⊕ x1,5R
(k+1,1,k)
(1,2,3) ⊕ . . .⊕ x
k−1
1,5 R
(k+1,1,k)
(1,2,3) ⊕X
(k,−1)
k,(3,5)R
(k+1,1,k)
(1,2,3) ,
R
(k+1,1,k,1)
(1,2,3,5)
/〈
X
(k,−1)
k,(3,5)
〉
≃ R
(k+1,1,k)
(1,2,3) ⊕ x1,5R
(k+1,1,k)
(1,2,3) ⊕ . . .⊕ x
k−1
1,5 R
(k+1,1,k)
(1,2,3) .
The matrix factorization (152) is decomposed into
k⊕
j=0
V
[1,k]
(2,3;1){−k + 2j}.
The matrix factorization (153) is decomposed into
k−1⊕
j=0
V
[1,k]
(2,3;1){−k + 1 + 2j}.
These decompositions change the morphism (IdS ⊠ (1, x1,2 − x1,5))⊠ IdV [k,1](4,5;1)
into
(
Ek(IdV [1,k](2,3;1)
) t0k
)
.
Thus, the complex (151) is homotopic to
−k −k + 1
C

 k+1k1
❥1
❥2 ❥3


n
{kn+ k} 〈k〉 // 0
≃ C

 k+1k1
❥1
❥2 ❥3


n
{kn+ k} 〈k〉 [−k] .
It is obvious that we have the other isomorphism of Proposition 6.1 (3) by the symmetry. 
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Proof of Proposition 6.1 (4). The complex of matrix factorization for the diagram k+1
k1
is the following
object of Kb(HMFgr
R
(k+1,1,k)
(1,2,3)
,−ω7
)
(154)
k − 1 k
C

 k+1
k1
❥1
❥4 ❥5
❥2 ❥3


n
= C

 k+1
k1
❥1
❥4 ❥5
❥2 ❥3


n
{−kn+ 1} 〈k〉
χ
[1,k]
−,(2,3,4,5)
⊠Id
V
[k,1]
(4,5;1) // C

 k+1
k1
❥1
❥4 ❥5
❥2 ❥3


n
{−kn} 〈k〉
= N
[1,k]
(2,3,4,5) ⊠ V
[k,1]
(4,5;1){−kn+ 1} 〈k〉
(IdS⊠(x1,2−x1,5,1))⊠IdV [k,1]
(4,5;1) // M
[1,k]
(2,3,4,5) ⊠ V
[k,1]
(4,5;1){−kn} 〈k〉 .
By the discussion of Proof of Proposition 6.1 (3), we have
N
[1,k]
(2,3,4,5) ⊠ V
[k,1]
(4,5;1) ≃ V
[1,k]
(2,3;1) ⊠
(
R
(k+1,1,k,1)
(1,2,3,5)
/〈
X
(k,−1)
k,(3,5)
〉
// 0 // R
(k+1,1,k,1)
(1,2,3,5)
/〈
X
(k,−1)
k,(3,5)
〉 )
{−k + 1},
M
[1,k]
(2,3,4,5) ⊠ V
[k,1]
(4,5;1) ≃ V
[1,k]
(2,3;1) ⊠
(
R
(k+1,1,k,1)
(1,2,3,5)
/〈
X
(1,k,−1)
k+1,(2,3,5)
〉
// 0 // R
(k+1,1,k,1)
(1,2,3,5)
/〈
X
(1,k,−1)
k+1,(2,3,5)
〉 )
{−k}.
We consider isomorphisms as an R
(k+1,1,k)
(1,2,3) -module
R
(k+1,1,k,1)
(1,2,3,5)
/〈
X
(k,−1)
k,(3,5)
〉
≃ R
(k+1,1,k)
(1,2,3) ⊕ x1,5R
(k+1,1,k)
(1,2,3) ⊕ . . .⊕ x
k−1
1,5 R
(k+1,1,k)
(1,2,3) ,
R
(k+1,1,k,1)
(1,2,3,5)
/〈
X
(1,k,−1)
k+1,(2,3,5)
〉
≃ R
(k+1,1,k)
(1,2,3) ⊕ (x1,2 − x1,5)R
(k+1,1,k)
(1,2,3) ⊕ . . .⊕ x
k−1
1,5 (x1,2 − x1,5)R
(k+1,1,k)
(1,2,3) .
These isomorphisms change the morphism (IdS ⊠ (x1,2 − x1,5, 1))⊠ IdV [k,1](4,5;1)
into(
0k
Ek(Id)
)
.
Thus, the complex (154) is homotopic to
k − 1 k
0 // C

 k+1k1
❥1
❥2 ❥3


n
{−kn− k} 〈k〉
≃ C

 k+1k1
❥1
❥2 ❥3


n
{−kn− k} 〈k〉 [k] .
It is obvious that we have another isomorphism of Proposition 6.1 (4) by the symmetry. 
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Appendix A. Virtual link case
The virtual link theory is given by Kauffman [6]. For a given link diagram, it is represented in Gauss word (see
definition [6]) and the Gauss word recovers the given link diagram by an operation. However, there is a Gauss
word which has no link diagram obtained by the operation. Kauffman introduced a virtual crossing, then defined
a new topological class called a virtual link diagram. An object of this class has invariance under isotopy and
local moves called the virtual Reidemeister moves. Roughly speaking, they consist of the Reidemeister moves
for crossings and virtual crossings. Moreover, we can naturally generalize the virtual link diagram into the
colored a virtual link diagram.
i j
Figure 26. [i, j]-colored virtual crossing
We consider the following virtual [i, j]-colored crossing assigned formal indexes.
i j
❥1 ❥2
❥3 ❥4
We define a matrix factorization for a virtual [i, j]-colored crossing to be
C


i j
❥1 ❥2
❥3 ❥4


n
:= L
[i]
(1,4) ⊠ L
[j]
(2,3).
Theorem A.1. By this definition of a matrix factorization for colored virtual crossing, we obtain isomorphisms
in Kb(HMFgrR,ω) corresponding to the colored virtual Reidemeister moves.
Proof. We naturally obtain this claim by the structure of matrix factorizations. 
Khovanov homology for a virtual link is introduced by V. O. Manturov[13].
Problem A.2. How does a relationship between virtual Khovanov homology and virtual Khovanov-Rozansky
homology in the case n = 2 exist?
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Appendix B. Normalized MOY bracket
Hitoshi Murakami, Tomotada Ohtsuki and Shuji Yamada gave a polynomial-valued regular link invariant3
with a bracket form associated with Uq(sln) and i anti-symmetric tensor product of the vector representation
, called the MOY bracket. It is defined on the set of a colored oriented link diagrams whose component has
a coloring from 1 to n − 1 [14]. Slightly speaking, this regular link invariant is associated with the quantum
group Uq(sln) and its fundamental representations ∧
iVn (i = 1, . . . , n − 1), where Vn is the n dimensional
vector representation of Uq(sln). It is well-known that we obtain a link invariant by normalizing a regular link
invariant.
The normalized MOY bracket 〈·〉n is defined as follows. It locally expands ±-crossings with coloring from 1
to n− 1 into a linear combination of planar diagrams with coloring from 1 to n as follows,
〈
i j
〉
n
=
j∑
k=0
(−1)−k+j−iqk+in−i
2+(i−j)2+2(i−j)
〈 ji
j i
i−j+k
i+k
k
j−k
〉
n
for i ≥ j,(155)
〈
i j
〉
n
=
i∑
k=0
(−1)−k+i−jqk+jn−j
2+(j−i)2+2(j−i)
〈
j i
ji
k
j+k
−i+j+k
i−k
〉
n
for i < j,(156)
〈
i j
〉
n
=
i∑
k=0
(−1)k+j−iq−k−jn+j
2−(j−i)2−2(j−i)
〈
j i
ji
k
j+k
−i+j+k
i−k
〉
n
for i ≤ j,(157)
〈
i j
〉
n
=
j∑
k=0
(−1)k+i−jq−k−in+i
2−(i−j)2−2(i−j)
〈 ji
j i
i−j+k
i+k
k
j−k
〉
n
for i > j,(158)
where the edge colored 0 vanishes and the bracket 〈·〉n assigns 0 to a diagram having an edge with the coloring
number which is greater than n.
Remark B.1. (1) These expansions do not change the outside diagram of the local crossing.
(2) We consider that the trivial representation of Uq(sln) is running on the edge with n-coloring as the
quantum link invariant.
(3) For example, in the case j > n− i, the diagram of the (n− i)-term in Equation (155) has the edge with
coloring i+ j. Then, this term equals 0, because i+ j is greater than n.
(4) A colored planar diagram is built on some trivalent diagrams combinatorially glued by the above
expansion.
i
i3
i2i1 i3
i1 i2
(i3 = i1 + i2 ≤ n)
Figure 27. i-colored line & (i1,i2,i3)-colored trivalent diagrams
(5) The HOMFLY-PT polynomial is the same with MOY bracket in the case i = j = 1.
The following relations is the same as ones defined by Murakami, Ohtsuki and Yamada in [14].
For a colored planar diagram D which consists of the disjoint union of colored planar diagrams D1 and D2,
the bracket 〈D〉n is defined by the product of 〈D1〉n and 〈D2〉n,
〈D〉n = 〈D1〉n 〈D2〉n .(159)
3The regular link invariant is invariant under the Reidemeister moves II and III. It is well-known that we obtain the link invariant
from a regular link invariant by taking multiplication of a suitable power of q.
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A closed loop with coloring i (1 ≤ i ≤ n) evaluates
[n
i
]
q
,
〈
i
〉
n
=
[n
i
]
q
(i = 1, . . . , n),(160)
where [n]q =
qn−q−n
q−q−1 , [n]q! = [n]q[n− 1]q . . . [2]q[1]q and
[
n
m
]
q
=
[n]q!
[m]q ![n−m]q!
.
Normalized MOY bracket has the following relations between values of the bracket for some planar diagrams:
〈 i4
i5
i3i1 i2
〉
n
=
〈 i4
i6
i3i1 i2
〉
n
,(161)
〈
i4
i5
i3i1 i2 〉
n
=
〈
i4
i6
i3i1 i2 〉
n
,(162)
where 1 ≤ i1, i2, i3 ≤ n− 2, i5 = i1 + i2 ≤ n− 1, i6 = i2 + i3 ≤ n− 1 and i4 = i1 + i2 + i3 ≤ n. And
〈 i3
i3
i1 i2
〉
n
=
[
i3
i1
]
q
〈
i3
〉
n
,(163)
〈 i1
i1
i3 i2
〉
n
=
[
n− i1
i2
]
q
〈
i1
〉
n
,(164)
where 1 ≤ i1, i2 ≤ n− 1 and 2 ≤ i3 = i1 + i2 ≤ n.
Moreover, we have
〈
i11
i11
i2
i2
i1−i2i2+1
〉
n
=
[
i1 − 1
i2
]
q
〈
i11
〉
n
+
[
i1 − 1
i2 − 1
]
q
〈 i11
i11
i1+1
〉
n
,
〈
j1
j1
j+1
j+1
1j
〉
n
=
〈
j1
〉
n
+ [n− j − 1]q
〈 j1
j1
j−1
〉
n
.
Some more relations exist between the values of the bracket for other colored planar diagrams. But we leave
out the relations because we will not discuss them in following section. See [14] about other relations.
Theorem B.2. The bracket 〈·〉n is invariant under the Reidemeister moves I, II and III.
Proof. The proof of invariance under the Reidemeister moves II and III is the same with the proof in [14].
Therefore, it suffices to show invariance under the Reidemeister move I. When ±-crossings have the colorings i
and j such that i = j, ±-curls appear. We consider +-curl.
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First, we consider the case i < n− i. By the equations (155), (164) and (163), we have
〈
i
〉
n
=
i∑
k=0
(−1)−kqk+in−i
2
〈
i
i
i
k
i−k
k
i+k
〉
n
=
i∑
k=0
(−1)−kqk+in−i
2
[
n− k
i
]
q
〈
i
i
i−k k
〉
n
=
i∑
k=0
(−1)−kqk+in−i
2
[
n− k
i
]
q
[
i
k
]
q
〈
i
〉
n
.
We have the following lemma.
Lemma B.3.
An,i :=
i∑
k=0
(−1)−kqk+in−i
2
[
n− k
i
]
q
[
i
k
]
q
= 1
Proof of Lemma B.3. We prove the lemma by induction to i. If i = 1, then we have
An,1 = q
1−n[n]q − q
−n[n− 1]q = q
1−n(qn−1 + . . .+ q1−n)− q−n(qn−2 + . . .+ q2−n) = 1.
We show that An,i = An−1,i−1. Let A
(k)
n,i be the k-th term of An,i,
A
(k)
n,i =

 (−1)
−kqk+in−i
2
[
n− k
i
]
q
[
i
k
]
q
if 0 ≤ k ≤ i
0 otherwise,
and we set
Tk =

 (−1)
−kq−i
2+in+i
[
n− 1− k
i
]
q
[
i− 1
k
]
q
if 0 ≤ k ≤ i− 1
0 otherwise.
Then, we have
An,i =
i∑
k=0
A
(k)
n,i
=
i∑
k=0
−Tk−1 +A
(k)
n−1,i−1 + Tk
=
i−1∑
k=0
A
(k)
n−1,i−1 = An−1,i−1.
Hence, we obtain An,i = An−i+1,1 = 1 by induction of i. 
Next, we consider the case of i > n− i. By Remark B.1 (2), we have
〈
i
〉
n
=
n−i∑
k=0
(−1)−kqk+in−i
2
[
n− k
i
]
q
[
i
k
]
q
〈
i
〉
n
=
n−i∑
k=0
(−1)−kqk+(n−i)n−(n−i)
2
[
n− k
n− i
]
q
[
n− i
k
]
q
〈
i
〉
n
= An,n−i
〈
i
〉
n
.
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By Lemma B.3, we have An,n−i = Ai+1,1 = 1. Hence, we have
〈
i
〉
n
=
〈
i
〉
n
.
We similarly have that 〈
i
〉
n
=
〈
i
〉
n
.

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