Abstract: In order to transfer large files and provide high-quality services in the IoV (Internet of Vehicles), intelligent routing and scheduling are indispensable for fast transfers and efficient network utilization, particularly when multi-path routing is allowed in the wired-transfer. Thus, a network administrator must select a set of feasible paths over which the transfer can be conducted. We consider a TBTS (Time-constrained Big-file Transfer Scheduling) problem in this paper. We prove that TBTS problem is NP-hard and that the TBTS problem can be solved by addressing a corresponding maximum flow over time problem with multi-path routing technique. We then propose both a heuristic algorithm (TBTS-H) and an exact algorithm (TBTS-A) to solve the TBTS problem. Although both of the proposed approaches can solve the TBTS problem, the heuristic runs more efficiently by trading accuracy for delay, while the exact algorithm can achieve high accuracy for delay, at the cost of increased running-time. The corresponding simulation results illustrate this trade-off. Additionally, we conduct some comparisons between our proposed approaches and a traditional single-path routing scheme.
Introduction
People are spending more time in vehicles than ever before. There is also a rapidly increasing number of users in vehicles accessing the Internet through IP-enabled smart devices. They are eager to enjoy high quality services through the IoV [1, 2] , such as high-definition video streaming, data uploading and downloading, and driving data recording. Extremely large data files, frequently called "big-file", are generated by applications in IoV. Reliable and flexible file transfer is critical for supporting these applications. Additionally, some applications may require files to be delivered within a short time constraint. For example, timely delivery of highdefinition video streams to users is critical for achieving high QoS (Quality of Service) [3, 4] . As shown in Fig. 1 , file transfer in IoV includes vehicle-toinfrastructure transfer, vehicle-to-vehicle transfer, i.e., wireless-transfer and wired-transfer over the Internet. Wired-transfer in IoV is more important than wireless-transfer because bandwidth is more easily exhausted as users continue to frequently request data from remote servers over the Internet. In order to maintain high QoS during wired-transfer, a network administrator is required to compute feasible potential paths based on network topology, allocate link bandwidth for each application, and sched-ule transfers efficiently in order to satisfy time constraints. However, real-time file transfer is impossible in traditional IP networks because centralized administration is not available for existing IP networks. In recent years, many types of HPNs (HighPerformance Networks) have emerged, which make efficient big-file transfer possible and allow intelligent TE (Traffic Engineering) services, such as SURFnet 1) , USN (UltraScience Net) [5] , the OS-CARS (On-demand Secure Circuits and Advance Reservation System) of ESnet 2) , and the ION of Internet2 3) . Additionally, emergent SDN (SoftwareDefined Networking) technologies can coordinate the facilities in HPNs through a control plane, thus enabling intelligent scheduling and high QoS data transfer. In order to achieve efficient big-file transfer through wired-transfer in IoV, the concept of using multi-path routing between a source node and destination node has attracted significant attention in recent years. Compared to single-path routing, multi-path routing is more efficient in terms of network utilization, congestion reduction and robustness control. However, multi-path routing introduces extra overhead to both the control plane and data plane in a network. The complexity of multipath routing depends on the type and the number of QoS constraints, and many multi-path routing problems have been proven to be NP-complete. Furthermore, multi-path routing with a single constraint is an NP-hard problem even when only two-path routing is considered [6, 7] . In order to achieve higher network utilization, big-file transfer based on multi-path routing has attracted significant attention, particularly for resource-limited networks [8, 9] . Multi-path file transfer problems encompass both the single-file multi-path transfer problem [10] [11] [12] and the multi-file multi-path transfer problem [13] [14] [15] [16] . However, most of previous works do not consider the size of files and how to search for a path set in a given network.
In this paper, we address the wired-transfer problem in IoV and propose a TBTS problem for considering transfer over multiple end-to-end paths. We also prove that the TBTS problem is NP-hard. For addressing the TBTS problem, we relate the TBTS problem to a corresponding maximum flow over time problem, and propose two approaches to solve it: a heuristic algorithm and an exact algorithm.
The remainder of this paper is organized as follows. Our network model and definitions are presented in section 2. In section 3, we introduce the TBTS problem. Section 4 presents our heuristic approach for solving the TBTS problem. The exact algorithm is presented in section 5. The corresponding simulations are shown in section 6. Section 7 concludes the paper and discusses possible future research.
Network model and definitions
A network can be modeled as a weighted directed graph G(V, E), where V is the set of network nodes and E is the set of network links. A link e ∈ E has bandwidth b(e) > 0 and delay d(e) 0. Let s be a source node, t be a destination node, and 
Normally, the delay in a computer network depends on Eq. (1) "path-delay", which consists of propagation, queuing and processing delays accumulated along the path, and Eq. (2) the delay inherent in the available bandwidth (lower bandwidth results in longer transfer delay). The path-delay of a path p is
Given a set P of k s − t paths, we wish to distribute a file of size σ units over (some of) the paths in P. If p i ∈ P is chosen, it will utilize a portion of its bandwidth f (p i ) b(p i ) to transfer a sub-file σ i , where i∈ [1,k] σ i = σ. The total bandwidth used for the file transfer, f (P), is represented as
and the time needed by p i to transfer a sub-file of size σ i across the allocated bandwidth f (p i ) is
Thus, the total time needed to transfer the entire file of size σ by using all paths p i ∈ P is
3 Problem definition TBTS (Time-constrained Big-file Transfer Scheduling) problem: Let σ be the size of the file that needs to be transferred from node s to node t within time τ , find a set of feasible paths P, a feasible s − t flow f , and a file distribution among the paths p i ∈ P, such that T (P, f (P), σ) τ . It is difficult to derive a generalized exact solution for the multi-path routing problem because the multi-path routing problem is always NP-hard [17] .
Additionally, the fastest flow over time problem, which requires the fastest data transfer solution, has also been proven to be NP-hard, such as the research in Ref. [12] . The TBTS problem not only needs to find a feasible path set, but must also facilitate the file transfer within a time constraint. Therefore, the TBTS problem is NP-hard. Unlike the maximum-flow problem [12, 18] , which only finds the maximum available aggregatedbandwidth between s and t, the TBTS problem considers a file of fixed size and finds a set of paths that can be used to transfer the file within a certain time.
For example, consider the transfer of a file of size 13 units from node s to node t in the network shown in Fig. 2 within a time constraint of τ = 4 units. The maximum flow in this network is confined by link (2, t) and is equal to 8. However, because there are two paths from s to t and the two sub-paths between s and node 2 have a total bandwidth of 10, there is a decision to make on how to distribute the maximum flow of 8 units over the two possible paths.
If we reserve 3 units of bandwidth on the top path (p 1 = s − 1 − 2 − t) and the remaining 5 units on the bottom path (p 2 = s − 2 − t), the time constraint of the transfer can be satisfied with σ 1 = 3 units of the file allocated to p 1 and σ 2 = 10 units of the file allocated to p 2 . If we reserve 5 units of bandwidth on p 1 and 3 units on p 2 , then it is possible that no solutions will satisfy the delay constraint, regardless of how we distribute the file over the paths. Because both solutions are maximum-flow solutions, the TBTS problem cannot be solved by solving the maximum-flow problem.
TBTS heuristic

Maximum flow over time
In Ref. [10] , Ford and Fulkerson studied the MFT (Maximum Flow over Time) problem. The MFT problem is defined as follows:
Given a weighted directed graph G(V, E), a source node s, a destination node t, a set P of k s − t paths, and a time period τ , a link e ∈ E has bandwidth b(e) > 0 and delay d(e) 0. The MFT problem amounts to finding the maximum amount of flow that can be transferred from s to t in time τ .
Ford and Fulkerson proved that the MFT problem has a LP (Linear Programming) formulation and can be solved in polynomial time by solving a corresponding minimum-cost flow problem [10] as follows:
where f (u, v) is the allocated flow for each link e = (u, v), e ∈ p i and f (P) is the aggregated bandwidth over all p i ∈ P. The maximum amount of data that can be transferred from node s to node t within time τ is
For an s − t path set P to be a solution to the TBTS problem, it must hold that MFT(τ, P) returns N (τ, P)
σ. Otherwise, transfer cannot be completed within time τ . Similarly, there exists a minimum time τ required to transfer a file of a certain size. The minimum time period is related to how the file is distributed over the set of paths. Assuming the minimum time period τ is given, the file distribution problem asks for a positive decomposition such that σ i = σ and 0
Because the MFT problem assumes that a feasible path set P is given, we will present a heuristic algorithm for finding such a path set in the following section.
Algorithm
We propose Algorithm 1, a heuristic algorithm called TBTS-H for solving the TBTS problem. TBTS-H uses MFT to determine if a given path set can be used to transfer a file within the specified time. It does this iteratively by starting with a path set consisting of one path and using MFT to determine if it is feasible. If not, another path is added to the set, until MFT indicates that a feasible path set has been found or that no more paths can be added. The paths to be added are computed by using a k-shortest paths algorithm [19] and it is possible to limit the size of the path set to at most k max paths.
Algorithm 1 T BT S-H(G, s, t, kmax)
1: Let k ← 1. 2: P ← Compute the kth-shortest path p.
Compute the LP of MFT(τ ,P).
5:
if N (τ, P) < σ and k < kmax then 6:
Goto Line 2. 8: end if
for each p i ∈ P do 11:
for each link (u, v) ∈ p i do 13:
Compute the file distribution such that: In the TBTS-H algorithm, line 2 computes the kth shortest path and adds it to the path set P. The length measure used is d(p i ), because Eq. (4) ). Line 3 determines if a feasible path exists that can be added to the path set. The new path set is subsequently verified by the MFT linear program. Lines 4-7 determine if another new path is needed for solving the TBTS problem. Line 9 computes the minimum time period τ needed to transfer a file of size σ over the path set by using Eq. (11). 
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The file distribution problem boils down to solving a set of linear equations and can be solved through linear programming.
The MFT problem can be solved in pseudopolynomial time bounded by S(ε) where ε is an instance of the TBTS problem with input size S(ε). Assuming k paths are required to satisfy the time-constrained transfer, the time complexity of computing a feasible path set (lines 2-7) is O(k|V |( |E|+|V | log |V | )). Additionally, lines 10-15 require O(n 2 ) time for allocating bandwidth to each path. Therefore, the time complexity of the TBTS-H algorithm is bounded by the number of shortest paths k.
Illustrative example for TBTS-H
In this section, we use a simple network to illustrate the steps performed by the TBTS-H algorithm. Consider the network with fixed (bandwidth, delay) link weights in Fig. 3(a) . We wish to transfer a file of size 21 units from node s to node t with delay constraint of τ = 6. TBTS-H starts by computing the shortest path (k = 1) such that P contains p 1 = s, 2, t, as shown in Fig. 3(b) . Because d(p 1 ) = 2, P is verified by solving a corresponding MFT(τ , P) problem. The flows are shown next to the link weights in Fig. 3(b) . The maximum amount of data that can be transferred in time τ is N (τ, P) = 20 units.
Therefore, TBTS-H continues by searching for another path to add to the existing path set, namely p 2 = s, 1, 2, t with d(p 2 ) = 3. The iteration stops because N (τ, P) = 29. The flows are shown next to the link weights in Fig. 3(c) . With this path set, the file transfer can be completed in at least τ = (3 + 3 + 5 + 8 + 21)/8 = 5 units of time. p 1 = s, 2, t is allocated 5 units of bandwidth, and p 2 = s, 1, 2, t is allocated 3 units of bandwidth. Now, we need to choose σ 1 and σ 2 such that σ 1 + σ 2 = 21, 0 < σ 1 15 and 0 < σ 2 6. One possible solution is to choose σ 1 = 15 and σ 2 = 6.
Exact TBTS algorithm
We have proposed a polynomial-time heuristic algorithm for solving the TBTS problem in the previous section. In this section, we propose an exact pseudopolynomial time algorithm to solve the TBTS problem by using an auxiliary graph technique.
Auxiliary graph
An auxiliary graph, also known as a time-expanded graph, has already been used in the context of routing. For instance, the authors in Ref. [20] solved a constrained maximum-flow problem by transforming the input graph into an auxiliary graph, computing a solution for that auxiliary graph, and then transforming it back into a solution for the original input graph.
In the following, we will demonstrate that the auxiliary graph technique can also be used for solving the TBTS problem. We assume that the link delay values are represented as integral positive weights. We create the auxiliary graph G A (V A , E A , τ ) in the following manner:
And
E. E A also contains links in the form: (t i , t i+1 ),
2. Add node t τ to N A and link (t τ −1 , t τ ) to E A .
Remove any nodes u = s, t from V A whose outdegree or in-degree is 0 and remove their attached links. Figure 4 G A (V A , E A , τ ) corresponding to the instance shown in Fig. 2 The auxiliary graph G A (V A , E A , τ ) corresponding to the instance shown in Fig. 2 is shown in Fig. 4 and we can observe the following: 1. Any s − t path in G A is also an s − t path in G whose delay is smaller than τ . For example, p = s 0 , 2 1 , t 2 in G A corresponds to path p * = s, 2, t in G, which has a delay of 2 units.
The aggregated-flow over links (u
may not exceed b(u, v), which is the capacity of link (u, v). For instance, the maximum aggregated-flow on (2 1 , t 2 ) and (2 2 , t 3 ) may not exceed the capacity of (2, t) ∈ E, which is 8. Using these two observations, the maximum flow over time problem based on auxiliary graph can be expressed as follows:
such that the maximum amount of data that can be transferred within time τ in G A from node s 0 to node
where f (G A ) is the corresponding aggregated-flow.
We refer to this LP formulation as the MAF (Maximum Auxiliary Flow) formulation. A solution to the TBTS problem only exists when the corresponding MAF formulation returns a solution for which M (τ, G A ) σ.
Algorithm
Algorithm 2 T BT S-A(G, s, t)
1: Construct the auxiliary graph G A (V A , E A , τ ). 2: Solve the MAF formulation.
Compute the shortest s − t path p * . 5:
x ← d(p * ) + 1; y ← τ .
6:
while y = x + 1 do 7:
τ ← (x + y)/2 . 8:
Construct the auxiliary graph G A (V A , E A , τ ). 9:
Solve the MAF formulation. 10:
y ← τ . 12: else 13:
x ← τ . 14:
end if 15:
end while 16:
τ ← y.
17:
Output the s − t path set P obtained from the MAF solution with the corresponding flow allocation f (p i ) for each p i ∈ P.
18:
Compute the file distribution such that: 
Illustrative example for TBTS-A
In this section, we use the TBTS-A algorithm to solve the TBTS instance shown in Fig. 3 . After executing line 1 of TBTS-A, we obtain graph G A , shown in Fig. 5(a) . Because M (6, G A ) = 29 > 21, the problem can be solved. TBTS-A then uses its binary search within scope [3, 6] (p * = s, 2, t with d(p * ) = 2 is the shortest path in G). After con-
( Fig. 5(c) ), and solving the MAF, we find that the minimum time to complete the transfer is τ = 5.
The aggregated-flow in G A runs over two paths: 
Simulations
In order to evaluate the performance of our algorithms, we conduct simulations on ER (Erdős-Rényi) [21] topologies ranging in size from 10 to 100 nodes. For each generated network, the probability of link existence is (lg |V |)/|V |, the link delay d(e) is uniformly distributed between 5 and 15 units, and the link bandwidth b(e) is uniformly distributed between 10 and 20 units. We randomly select 2 · |V | s−t pairs for each topology and transfer files ranging in size from 10 to 100 units, within time constraint 40 units. Our algorithms are implemented in Python on an Intel(R) Core i7-4710MQ 2.5 GHz machine of 16 GM memory. In particular, we use Networkx 4) library to generate ER topologies and Pulp 5) to solve the LP problems We first compare the performance of TBTS-H with that of the SP (Shortest Path) routing algorithm in terms of total-delay and the probability of finding a path or path set fulfilling the delayconstrained routing (i.e., success-rate). We set k max = 10 for TBTS-H and compare the TBTS-H and TBTS-A algorithms in terms of total-delay, the number of s − t paths in P, aggregated-bandwidth, and running-time. Fig. 6 (a) presents a comparison of median successrate between TBTS-H and SP. For each algorithm, the success-rate decreases as network size and file size increases. Compared to the success-rate for SP (ranging from 16.67% to 85%), TBTS-H achieves a higher success-rate (ranging from 31.2% to 91%) because TBTS-H attempts to take full advantage of each s − t path in order to satisfy the delay constraint. Additionally, the median delay achieved by each algorithm increases as network size and file size increases. As shown in Fig. 6(b) , SP can achieve smaller delays than TBTS-H when file size ranges from 10 to 60 units. However, TBTS-H can achieve smaller delays than SP when large files are transferred, implying that TBTS-H is more efficient at transferring larger files across a network.
Compared to TBTS-H, TBTS-A uses a larger number of s − t paths (Fig. 7(a) ) with a larger aggregated-bandwidth (Fig. 7(b) ) to achieve a smaller delay than TBTS-H (Fig. 7(c) ). Although both TBTS-H and TBTS-A can obtain a feasible path set for solving the TBTS problem, the complexity of TBTS-A is significantly higher than TBTS-H, particularly when the network is large, as shown in Fig. 8 . With TBTS-H, we can control running-time by setting k max . With TBTS-A, we do not have such a control, although we could scale the link weights to obtain a polynomial-time approximation algorithm, similar to the solution in Ref. [22] . 
Conclusion
We have addressed the wired-transfer problem in IoV and studied the problem of routing and scheduling big-file transfer within a time constraint. For the TBTS problem, we proposed a heuristic algorithm based on the maximum flow over time problem and an exact algorithm based on an auxiliary graph technique. Our simulation results indicate that, both of the proposed algorithms perform well at solving the TBTS problem. The proposed heuristic algorithm in particular can address the TBTS problem within a short time frame, while the exact algorithm requires a longer running-time to address the TBTS problem in an optimal way.
Possible future work comprises designing traffic engineering strategies for files with different priorities in IoV.
