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Photon antibunching is a quantum phenomenon typically observed in strongly nonlinear systems
where photon blockade suppresses the probability for detecting two photons at the same time. Anti-
bunching has also been reported with Gaussian states, where optimized amplitude squeezing yields
classically forbidden values of the intensity correlation, g(2)(0) < 1. As a consequence, observing
antibunching is not necessarily a signature of photon-photon interactions. To clarify the significance
of the intensity correlations, we derive a sufficient condition for deducing if a field is non-Gaussian
based on a g(2)(0) measurement. We then show that the Gaussian antibunching obtained with a
degenerate parametric amplifier is close to the ideal case reached using dissipative squeezing pro-
tocols. We finally shed light on the so-called unconventional photon blockade effect predicted in a
driven two-cavity setup with surprisingly weak Kerr nonlinearities, stressing that it is a particular
realization of optimized Gaussian amplitude squeezing.
PACS numbers: 42.50.Dv, 42.50.Ex, 42.50.Ar
I. INTRODUCTION
Understanding, generating, and ultimately manipulat-
ing nonclassical states of light are fundamental goals of
the field of quantum optics [1]. They have been pur-
sued in a wide variety of physical systems ranging from
atomic cavity QED systems and nonlinear optical me-
dia, to recent experiments with superconducting circuits;
such states are also essential to many approaches to quan-
tum information processing [2]. A common way to iden-
tify the quantumness of these states is to quantify their
intensity fluctuations via the g(2)(0) correlation function,
defined as g(2)(0) = 〈 : Iˆ2 : 〉/〈Iˆ〉2 where Iˆ is the field in-
tensity and colons indicate normal ordering. While clas-
sical intensity fluctuations always obey g(2)(0) ≥ 1, quan-
tum states can violate this bound; g(2)(0) < 1 is hence
often used as a criteria to identify nonclassical states.
The standard mechanism for achieving g(2)(0) < 1 is
known as photon blockade [3–5]. A laser drives a nonlin-
ear cavity in resonance with the 0→ 1 photon transition;
however, because of the cavity’s nonlinear spectrum, the
laser cannot add another photon as the 1 → 2 photon
transition is off resonant. One thus obtains a strongly
non-Gaussian state close to a single-photon Fock state,
and strongly reduced intensity fluctuations. Observing
photon blockade relies on the challenging task of hav-
ing systems with nonlinear interactions that exceed the
characteristic dissipation rate. Similarly, phonon block-
ade arises in nonlinear mechanical resonators [6, 7].
Spurred both by recent studies in optomechanics and
circuit QED [5, 8–10], as well as by recent studies dis-
cussing a method for achieving g(2)(0) < 1 with ex-
tremely weak nonlinearities [11–18], we revisit in this
work a somewhat under-appreciated fact: the g(2)(0) < 1
condition for nonclassicality can be achieved without
photon blockade, by simply using optimized amplitude-
squeezed Gaussian states. The basic mechanism is de-
FIG. 1. (a) Ideally amplitude-squeezed Gaussian states for
a squeeze parameter r = ropt = 0.13 (blue), r = 0.3 (green)
and r = 0 (yellow). (b) Realizations of a degenerate para-
metric amplifier with a pumped Kerr nonlinearity (top) and
cavity frequency modulation (middle). Alternatively, highly
pure intracavity squeezing can be generated using quantum
bath engineering (QBE), where a cavity interacts with a struc-
tured reservoir (bottom). (c) Two cavity setup where un-
conventional photon blockade is predicted. As pictured, the
photon-photon interaction generates squeezing of the intra-
cavity modes.
picted in Fig 1(a), and was discussed in several previous
works [19–23]. The upshot is that states with nonclassical
intensity fluctuations can be generated using purely lin-
ear bosonic systems (i.e. described by a quadratic Hamil-
tonian), without the need of any spectral nonlinearity,
and without any negativity in the Wigner function of the
state. It also leads to the conclusion that some Gaussian
states are more quantum than others (in that not all vi-
olate the classical bound on g(2)(0)).
In this work, we start by characterizing the equal-time
intensity correlation function of the most general single-
mode Gaussian state (i.e. a displaced, squeezed ther-
mal state), identifying the full parameter regime where
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2g(2)(0) < 1 (see also Ref. [23]). We show that for a
given average field amplitude, there is a minimum pos-
sible value of g(2)(0) consistent with a Gaussian state.
Often, a finding of g(2)(0) < 1 is used implicitly (and
incorrectly) as evidence of a non-Gaussian state. The re-
sults presented here allow one to simply identify when a
measurement of g(2)(0) < 1 necessarily signals the exis-
tence of a non-Gaussian state (see dark shaded region in
Fig. 2).
We also discuss how this Gaussian-state g(2)(0) sup-
pression can be realized using one of two simple and
generic cavity-based setups: either via a degenerate
parametric amplifier (DPA), as has been studied ear-
lier [21–23], or via dissipative squeezing interactions [24–
30]. While dissipative squeezing has the virtue of be-
ing able to produce pure squeezed intracavity states, we
find that in terms of g(2)(0) suppression, it only gives
a marginal improvement over a DPA. Further, we show
that the DPA exhibits a kind of optimality: for a given
level of state impurity, the amount of squeezing produced
is exactly what is needed to allow a maximal g(2)(0)
suppression. We also show how these two generic ap-
proaches lead to photon antibunching and non-monotonic
behavior of the two-time intensity correlation function
g(2)(τ). These are additional nonclassical features char-
acterized respectively by the conditions g(2)(τ) > g(2)(0)
and |g(2)(τ)− 1| > |g(2)(0)− 1| [31].
Finally, we use this Gaussian-state g(2)(0) suppression
mechanism to help clarify a series of recent studies [11–
18] of a novel driven nonlinear two-cavity setup where
g(2)(0) < 1 is predicted despite having nonlinearities
much weaker than all dissipative rates. Nonlinearity was
suggested to be the key ingredient [13] behind this so-
called unconventional photon blockade (UPB) [17]. Here
we show that the UPB is more simply understood as yet
another realization of the optimally-squeezed Gaussian
state mechanism for g(2)(0) suppression.
II. INTENSITY FLUCTUATIONS OF GENERAL
GAUSSIAN STATES
The simplest measure of the intensity fluctuations of
a light field (as measured by a photomultiplier) is the
g(2)(τ) correlation function,
g(2)(τ) ≡
〈
aˆ†(0)aˆ†(τ)aˆ(τ)aˆ(0)
〉
〈aˆ†(0)aˆ(0)〉 〈aˆ†(τ)aˆ(τ)〉 , (1)
where aˆ is the photon annihilation operator. g(2)(τ) is
proportional to the conditional probability for detecting
a second photon at time t = τ , given that a photon was
also detected earlier at t = 0; it can be measured using
a Hanbury Brown and Twiss type experiment [32, 33].
For classical (commuting) fields, it directly follows from
the Cauchy-Schwarz inequality that g(2)(0) > 1, as well
as g(2)(τ) 6 g(2)(0) [34]. In contrast, a quantum field
prepared in an appropriate state can violate one or both
of these classical bounds; such states are generally termed
“nonclassical”. Our first goal here will be to remind the
reader that a properly optimized Gaussian state can lead
to such nonclassical signatures [19–23].
The most general single-mode Gaussian state, i.e. a dis-
placed squeezed thermal state, is described by the density
matrix
ρˆα,ξ,n¯eff ≡ Dˆ(α)ρˆn¯eff ,ξDˆ†(α) = Dˆ(α)Sˆ(ξ)ρˆn¯eff Sˆ†(ξ)Dˆ†(α).
(2)
Here, Dˆ(α) = exp[αaˆ† − α∗aˆ] and Sˆ(ξ) = exp[ 12 (ξ∗aˆ2 −
ξaˆ†2)] are respectively the displacement and squeezing
operators [34], with α = α¯eiϕ and ξ = reiθ (α¯ > 0, r >
0). ρˆn¯eff is the density matrix of a thermal state with
population n¯eff ; Tr
[
ρˆn¯eff aˆ
†aˆ
]
= n¯eff . The purity P of the
density matrix in Eq. (2) is set by n¯eff according to the
relation
P ≡ Tr[ρˆ2α,ξ,n¯eff ] =
1
1 + 2n¯eff
. (3)
As one might expect, to minimize intensity fluctuations
it is always optimal to squeeze the amplitude quadrature,
i.e. choose θ = 2ϕ. In this case, we find
g(2)(0) = 1 +
2α¯2(n− s) + s2 + n2
(α¯2 + n)
2 , (4a)
n¯tot ≡ 〈aˆ†aˆ〉 = α¯2 + n, (4b)
with
n ≡ Tr [ρˆn¯eff ,ξaˆ†aˆ] = (n¯eff + 12 ) cosh 2r − 12 , (5a)
s ≡ |Tr [ρˆn¯eff ,ξaˆaˆ] | = (n¯eff + 12 ) sinh 2r. (5b)
Using Eq. (4a), it is now straightforward to find condi-
tions on the displacement, squeezing and effective tem-
perature of our Gaussian state that reduce g(2)(0) below
1. Note that for arbitrary angles, (n− s)→ n− s cos(θ−
2ϕ) in Eq. (4a).
We first investigate the ideal (and optimal) case where
we have a pure state, i.e. n¯eff = 0. Eq. (4a) then simplifies
to:
g(2)(0) = 1 +
cosh 2r
α¯2 + sinh2 r
− α¯
2(1 + sinh 2r)
(α¯2 + sinh2 r)2
. (6)
This simple expression already reveals some surprises.
For no squeezing (i.e. r = 0), we recover a coherent state
and g(2)(0) = 1. One might have expected that g(2)(0)
would decrease monotonically if we now start to increase
r (i.e. the greater the squeezing, the smaller the inten-
sity fluctuations). This is clearly incorrect: Eq. (6) yields
g(2)(0) → 3 as r → ∞, as was experimentally observed
in Ref. [23]. Eq. (6) instead reveals that for a fixed dis-
placement α¯, g(2)(0) has a minimum as a function of r; we
denote this optimal value ropt[α¯, n¯eff = 0]. If r is tuned
to ropt[α¯, n¯eff = 0], we find that the resulting g
(2)(0) is
always less than one (and hence nonclassical), no mater
how large the displacement α¯. However, as α¯ → ∞, the
3FIG. 2. (a) Equal-time intensity correlation function g(2)(0) for a Gaussian state as a function of the displacement α¯ for
different values of the state purity (as quantified by n¯eff). For all curves the squeeze parameter has been set to its optimal
value, r = ropt[α¯, n¯eff ]; ropt is plotted in panel (c) as a function of α¯. The dotted black line corresponds to the degenerate
parametric amplifier (DPA) (see following section) where n¯eff = sinh
2 rDPA. The curve corresponding to n¯eff = 0 (solid blue)
sets the minimum value of g(2)(0) possible for a Gaussian state with |〈aˆ〉| = α¯; any values lying in the darkest shaded region
necessarily corresponds to non-Gaussian states. For finite n¯eff , g
(2)(0) = 2 for α = 0 (r = 0 also), as it should for a thermal
state. Panel (b) presents the minimal g(2)(0)|min (black full line) that can be achieved with a Gaussian state having a fixed
value of n¯eff . For these curves, α = α¯opt (red dot-dashed line) and r = ropt (black dashed line) [cf. Eq. (8)].
optimized g(2)(0) approaches the classical value of 1 from
below as g(2)(0)→ 1− 1/α¯2. The full behavior of g(2)(0)
versus α¯ for this optimally-squeezed Gaussian state (for
n¯eff = 0) is shown in Fig. 2.
For further insight, it is useful to consider the limit of
small displacements, α¯ 1. The optimal squeezing and
the corresponding g(2)(0) are given by
ropt [α¯, n¯eff = 0] ≈ α¯2 +O[α¯4]⇒ g(2)(0) ≈ 4α¯2 +O[α¯4].
(7)
Thus, one can make g(2)(0) as small as one likes by simply
taking a small enough displacement α¯ and always picking
the optimal (small) amount of squeezing.
The optimal parameter values in the small α¯ limit are
easily understood. To leading non-vanishing order in α¯
and r, the probability for having two photons in our state
is |〈2|D(α)S(ξ)|0〉|2 ≈ (α¯2 − r)2 /2. The two terms here
indicate the two ways of getting two photons: either via
the squeeze operator, or via the displacement operator.
The optimal squeezing condition thus simply corresponds
to these two mechanisms interfering destructively [22].
Note that unlike photon blockade, we are not using the
nonlinearity of the spectrum to suppress the two-photon
population, but rather the interference between a coher-
ent displacement and a squeeze operation.
Returning to the case of a general α¯, we see that for
a given average amplitude |〈aˆ〉| = α¯, there is a mini-
mum possible g(2)(0) achievable with a Gaussian state; if
one obtains a lower g(2)(0), this then necessarily implies
that the state is non-Gaussian. For example, for α¯ = 1
the smallest g(2)(0) achievable with a Gaussian state is
g(2)(0) ≈ 0.71, which is achieved when the squeeze pa-
rameter r ≈ 0.28. This general bound on the minimal
g(2)(0) for a Gaussian state is shown in Fig. 2: the dark
shaded region indicates regimes where the intensity fluc-
tuations are both too small to be explained classically,
or be explained by a Gaussian state. We stress that for
states with α¯→ 0, an arbitrarily small value of g(2)(0) is
possible with a Gaussian state, and hence in this case a
g(2)(0) measurement cannot be used to conclusively prove
the existence of a non-Gaussian state.
We also show in Fig. 2 that g(2)(0) < 1 is possible with
a Gaussian state even if it fails to be pure, i.e. if n¯eff is
non-zero in Eq. (4a). Suppose we only consider Gaussian
states which have a fixed effective thermal number n¯eff :
if we optimize both the state displacement α¯ and the
squeezing magnitude r for such states, how small can we
make g(2)(0)? The optimal amount of squeezing ropt is,
in this case, determined by
sinh2 ropt = n¯eff . (8)
From Eq. (5a), one sees that sinh2 r is the mean number
of excitations in a vacuum squeezed state having squeeze
parameter r; for ropt, the contributions to the mean num-
ber of excitations due to squeezing and due to thermal
fluctuations are equal.
The corresponding full expression for the optimal dis-
placement α¯ = α¯opt is given in Appendix A (Eq. (A1));
for the most interesting case of a small thermal popula-
tion n¯eff  1, it is approximately given by α¯opt ∼ n¯1/4eff .
These choices lead to a minimal g(2)(0)|min ≈ 8√n¯eff (see
4inset of Fig. 2 and Appendix A for general n¯eff). Thus,
for an impure state, one cannot suppress g(2)(0) arbitrar-
ily, even if one takes an arbitrarily small displacement α¯.
It is also interesting to note that the optimal relation be-
tween n¯eff and r given in Eq. (8) is exactly satisfied by a
DPA; we will see this explicitly below.
III. ANTIBUNCHING USING COHERENT AND
DISSIPATIVE SQUEEZING INTERACTIONS
Having described the suppression of g(2)(0) below 1 for
optimized amplitude-squeezed Gaussian states, we now
discuss a simple system which can realize this physics
via coherent squeezing interactions, namely a cavity-
based DPA [21–23]. We also compare it to schemes
that achieve squeezing via dissipative interactions [24–
30]. Such schemes have recently garnered interest in
both the circuit QED [29] and optomechanics commu-
nities [30], and have the virtue that they can in princi-
ple generate pure intracavity squeezing. We focus here
on the intracavity g(2)(τ); this is of direct relevance in
experiments in optomechanics [10], and as we show at
the end of this section, it is simply related to the cor-
relations of the output field. We then recover the fact
that the DPA exhibits true photon antibunching [21–23]
and nonclassical non-monotonic behaviors characterized
by |g(2)(τ) − 1| > |g(2)(0) − 1| [22, 31]. We stress that
in our case, the temporal evolution of the output correla-
tions is only due to the intracavity dynamics; in contrast,
the time-dependence of g(2)(τ) calculated in Ref. [23] only
reflected the bandwidth of the chosen filter.
The general Hamiltonian of the DPA reads, in the in-
teraction picture (~ = 1),
Hˆ = − i2λ[aˆ†2eiθ − aˆ2e−iθ] + [aˆ† + ∗aˆ] + Hˆκ, (9)
where the strength of the squeezing interaction λ and
angle θ are controlled by the setup characteristics. The
Hamiltonian Hˆκ describes the coupling to a single in-
put/output waveguide; this coupling is characterized by
the damping rate κ and is treated with a standard input-
output approach [35, 36] (see also Appendix B). We as-
sume that the phase of the parametric coupling is always
tuned to satisfy θ = 2 arg 〈aˆ〉, i.e. to get an amplitude-
squeezed intracavity state. The system is stable for
λ ≤ κ/2, and the steady state inside the cavity is a
displaced squeezed thermal state with the parameters
tanh 2r = 2λ/κ and n¯eff = sinh
2 r. Remarkably, the latter
relation is identical to Eq. (8), (i.e. the optimal amount
of squeezing given a fixed effective thermal number).
For a fixed value of parametric coupling λ in the DPA,
the optimal displacement needed to minimize the intra-
cavity g(2)(0) is given by α¯2opt = κλ/(κ − 2λ)2; this can
be obtained by tuning the drive strength . Alterna-
tively, one could imagine minimizing g(2)(0) for a fixed
value of α¯ (by tuning both λ and  simultaneously). The
resulting minimal g(2)(0) versus α¯ is plotted in Fig. 2
and is extremely close to the minimal value allowed for
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FIG. 3. Antibunching in the DPA versus QBE. (a) Two-time
intensity correlation g(2)(τ) versus τ . Solid curves are for the
DPA system, with different curves corresponding to different
values of the strength of the squeezing interaction λ; for each
curve, the coherent displacement α¯ = α¯opt. The dashed lines
are for the QBE system. The intracavity squeeze parameter r
is the same in the two cases and set by the value of λ/κ. For
QBE ΓQBE = 0.9κ. The optimal displacement α¯opt and the
purity P of the intracavity state (cf. Eq. (3)) is plotted in the
inset as a function of λ/κ. For ΓQBE  κext, QBE generates
a much better purity than the DPA. (b) Nonclassical non-
monotonic behavior of g(2)(τ) for a DPA; parameters for both
curves are indicated in the plot. Inset: α¯min (green line) is the
minimum value of α¯ for the given λ/κ for which g(2)(0) < 1,
while α¯+ (red line) represents the minimum value of α¯ for
which we have true antibunching (i.e. the slope of g(2)(τ) at
τ = 0 is positive). Values of α¯ between these curves (shaded
region) will yield g(2)(τ) functions which are non-monotonic.
an arbitrary Gaussian state with the same α¯. While
g(2)(0) is minimal for infinitesimally small displacement
and squeezing, g(2)(0) < 1 can be obtained even for dis-
placements at the single to few photon level.
To show furthermore that the field is antibunched, we
calculate the intracavity two-time intensity correlation
g(2)(τ),
g(2)(τ) = 1 +
2α¯2[n(τ)− s(τ)] + n2(τ) + s2(τ)
[α¯2 + n(0)]2
, (10)
with τ ≥ 0 and the two-time correlations n(τ) ≡
〈dˆ†(τ)dˆ†(0)〉 and s(τ) ≡ |〈dˆ(τ)dˆ†(0)〉| (with dˆ ≡ aˆ − 〈aˆ〉)
5given by
n(τ) =
λ e−κτ/2
κ2 − 4λ2 [2λ cosh(λτ) + κ sinh(λτ)] , (11a)
s(τ) =
λ e−κτ/2
κ2 − 4λ2 [2λ sinh(λτ) + κ cosh(λτ)] . (11b)
The time-dependent intensity correlations g(2)(τ) are
plotted in Fig. 3 for different values of λ/κ. The cor-
relations start well below unity and increase to reach 1
at long times. This behavior is the signature of pho-
ton antibunching, which has been measured experimen-
tally in Refs. [21–23]. More precisely, the condition to
have a positive slope at τ = 0, g˙(2)(0) > 0, corre-
sponds to α¯2 > κλ/(κ2 − 4λ2) ≡ α¯2+. This condi-
tion for antibunching is always satisfied for α¯ = α¯opt.
Moreover, in Fig. 3(b), we show an additional nonclas-
sical behavior that can be exhibited by g(2)(τ), where
|g(2)(τ) − 1| > |g(2)(0) − 1|. In order to observe this be-
havior, one has either to tune α¯ such that g(2)(0) < 1
and g˙(2)(0) < 0 or such that g(2)(0) > 1 and g˙(2)(0) > 0.
These two conditions are represented by the shaded re-
gion in Fig. 3(b). The former case has been observed
in [22].
The generation of intracavity vacuum squeezed states
is also possible using QBE approaches; unlike the DPA
where one is using a coherent (Hamiltonian) squeezing in-
teraction, one is now making use of dissipative squeezing
interactions. There are a variety of methods for achiev-
ing this kind of interaction, e.g. by modulating the cav-
ity damping rate as a function of time [29] or via two-
tone driving [30]. The ideal versions of such scheme are
equivalent to having effectively coupled the cavity to a
squeezed reservoir (as could be realized directly by driv-
ing the cavity with vacuum squeezed light [37]).
We wish to compare the ability of such dissipative-
squeezing approaches to generate states with g(2)(0) < 1
against the coherent-squeezing approach (i.e. using a
DPA). We model the dissipative squeezing interaction by
taking the cavity to be coupled to a Markovian squeezed
reservoir (in addition to the main port used to drive the
cavity and extract an output field). This additional reser-
voir is characterized by a squeeze parameter rQBE and an
additional cavity damping rate ΓQBE. The damping rate
ΓQBE adds with the external damping rate κext due to
the coupling to the input/output waveguide to give the
total cavity damping κQBE. The quantum master equa-
tion ˙ˆρ = Lˆρˆ of the density matrix ρˆ of the system induced
by the two reservoirs is governed by the following Lind-
bladian,
Lˆρˆ = ΓQBE[bˆρˆbˆ
† − 12{bˆ†bˆ, ρˆ}] + κext[aˆρˆaˆ† − 12{aˆ†aˆ, ρˆ}].
(12)
The Lindbladian has two contributions. The first term
describes dissipative squeezing [29] and cools the Bo-
goliubov mode bˆ = cosh rQBE aˆ + e
iθ/2 sinh rQBE aˆ
† to
its vacuum; this corresponds to the vacuum squeezed
state |rQBEeiθ〉 for the intracavity field aˆ. The second
term cools the intracavity field to vacuum, thereby alter-
ing the squeezing purity. The purity tends to unity for
ΓQBE  κext, as can be seen in Fig. 3. Further details
are given in Appendix C.
The comparison of the dissipative squeezing setup
against the DPA is shown in Fig. 3, where we plot
the two-time intensity correlation g(2)(τ) for both ap-
proaches. To facilitate comparison, we use parameters
that ensure that the schemes produce equivalent amounts
of intracavity squeezing (see Appendix C 2). We also pick
ΓQBE = 9κext = 0.9κQBE to ensure that the QBE scheme
generates a highly pure squeezed state, and that the to-
tal cavity damping rate is the same in both approaches,
κQBE = κ. Finally, in both schemes the coherent drive is
chosen so as to yield an optimal α¯, i.e. a value which min-
imizes g(2)(0). Fig. 3 shows that despite the additional
purity achieved using the dissipative scheme, it does not
perform significantly better except at the largest values
of λ/κ (which corresponds to the largest values of r and
of α¯). The purity and the optimal g(2)(0) of the two
setups are equal when the two damping rates coincide,
ΓQBE = κext.
Finally, while we have discussed intracavity fields here,
our results are easily extended to the g(2)(τ) function of
the output light field leaving the coupled waveguide. For
a single sided cavity case we focus on, the expressions
for the output field g
(2)
out(τ) are identical to those for the
intracavity g(2)(τ), except that one needs to replace α
with α+ αin/
√
κ (see Appendix B 3).
IV. TWO-CAVITY UNCONVENTIONAL
PHOTON BLOCKADE
Having discussed in detail the fact that optimally-
squeezed Gaussian states can lead to the nonclassical
regime g(2)(0) < 1, we revisit the system introduced by
Liew and Savona [11] (subsequently studied in Refs. [12–
17]). This work predicts g(2)(0) < 1 in a two-cavity sys-
tem having extremely weak Kerr nonlinearities (i.e. on-
site photon-photon interactions). We show here that the
main effect in the Liew and Savona system can be ex-
plained entirely using Gaussian states. The only role
of the Kerr interaction in the two-cavity system is thus
to provide an effective (quadratic) squeezing term in the
Hamiltonian; the extremely weak nonlinearity of system’s
spectrum plays no role. Moreover, the interpretation
of the UPB as a result of interference between differ-
ent paths leading to the two-photons state, as proposed
in [13], is exactly the same interference condition that
leads to maximal suppression of g(2)(0) as discussed be-
low Eq. (7) in Sec. II and in Ref. [22]. The Liew-Savona
system is thus a particular realization of the general
Gaussian-state mechanism for the suppression of g(2)(0)
discussed above, albeit a more complicated one than the
single-cavity DPA.
The Liew-Savona system is composed of two bosonic
modes, e.g. optical modes in two separated cavities (as
6pictured in Fig. 1). In each cavity, Kerr-type photon-
photon interaction takes place with interaction strength
Uk (k = 1, 2). The two cavities are linearly coupled to-
gether by a hopping term (rate J) and a weak drive F
(at frequency ωd) is applied to the first cavity only. The
corresponding Hamiltonian, in the frame rotating at the
drive frequency, is given by
Hˆ =
2∑
k=1
[−∆kaˆ†kaˆk + Ukaˆ†kaˆ†kaˆkaˆk]
+ J [aˆ†1aˆ2 + aˆ
†
2aˆ1] + F [aˆ
†
1 + aˆ1]. (13)
Here, aˆk is the annihilation operator of mode k with de-
tuning ∆k and Hˆκ describes the coupling to the envi-
ronment characterized by the damping rates κk of each
cavities. We consider J and F to be real and positive
without loss of generality. From Eq. (13), we derive the
Heisenberg-Langevin equations of motion for both cavi-
ties using input-output formalism [35, 36]. One can solve
these equations approximately by linearizing them about
the classical steady-state solution (see Appendix D). This
approximation is equivalent to treating the interactions
in Eq. (13) at a mean-field level: we are thus approximat-
ing the system with a quadratic Hamiltonian, and pre-
cluding any effects associated with non-Gaussian states
and spectral nonlinearity. In this approximation, the re-
sulting steady-state intracavity field of cavity 1 (where
the interesting physics is predicted) is Gaussian, and thus
has the form ρˆα1,ξ1,n¯eff,1 given in Eqs. (2), where we pa-
rameterize ξ1 = r1e
iθ1 and α1 = α¯1e
iϕ1 .
In Fig. 4, we show how the cavity-1 squeeze parame-
ter r1 and g
(2)
1 (0) behave as a function of the interaction
strength U = U1 = U2 for the same choice of parameters
J , κk and ∆k as in Ref. [13]. Results from the approx-
imate linearized dynamics are shown, compared against
results of a numerical solution of the full quantum master
equation (see Appendix D 2). The two approaches are in
excellent agreement for the range of U yielding a minimal
g(2)(0); in particular, the linearized dynamics accurately
describe the results obtained in Ref. [13]. This implies
that the maximal g(2)(0) suppression seen here is com-
pletely due to an optimally-squeezed Gaussian state in
cavity 1.
The connection to optimized Gaussian squeezing can
be made even more precise. From the solutions of the
linear equations of motion, one can show that both the
cavity-1 squeeze angle θ1 and cavity-1 average amplitude
α¯1e
iϕ1 are (to an excellent approximation) constant over
the range of U considered in Fig. 4. For the set of param-
eters used, they correspond almost precisely to amplitude
squeezing (θ1 − 2ϕ1 ≈ 0.065). Also, for the whole range
of U in Fig. 4, the relation between r1 and n¯eff,1 is the
same as a DPA (i.e. n¯eff,1 = sinh
2 r1). Thus, the only
parameter determining the cavity-1 Gaussian state that
varies with U in Fig. 4 is r1, the magnitude of the cavity-1
squeezing. As shown in the inset of Fig. 4, maximal sup-
pression of g
(2)
1 (0) exactly corresponds to the case where
FIG. 4. g(2)(0) of the field inside cavity-1 of the two-cavity
setup described in the main text as a function of the Kerr
interaction strength U . The full line is the solution of the
linearized Langevin equations and the dashed line is the solu-
tion of the quantum master equation (see Appendix D 2). In
the inset, we compare the corresponding squeeze parameter
r1 (blue dashed line) to the optimal value ropt[α¯1, n¯eff,1 = 0]
(green dot-dashed line) and we see that full suppression of
g
(2)
1 (0) corresponds to the case r1 = ropt[α¯1, n¯eff,1 = sinh
2 r1].
For these curves, we use the same parameters as in [13],
namely κ1 = κ2 = κ, U1 = U2 = U , ∆1 = ∆2 = −0.275κ,
F = 0.01κ and J = 3κ. For such values n¯eff,1 ∼ 10−13 and
the total photon number inside the cavity is n¯tot,1 ∼ 10−7
[cf. Eq.(4b)].
r1 = ropt[α¯1, n¯eff,1 = sinh
2 r1] [cf. Eq. (7)].
For further insight about the dynamics, one can elim-
inate the cavity-2 from the linearized equation of mo-
tion of cavity-1 (see Appendix D). Doing so, one can
define a total squeezing interaction λ1,tot (analoguous
to the DPA, see Eq. (9)) which is composed of two
contributions: a direct interaction λ1 coming from the
Kerr interaction inside cavity-1, and an induced one
λ1,ind[ω] coming from the interaction with cavity-2; this
induced interaction is frequency dependent. In the limit
U1,2  κ (κ1 = κ2 = κ), these two contributions are
(∆1 = ∆2 = ∆)
λ1 = 2U1α
2
1, λ1,ind[ω = 0] ≈ 2U2α22
J2
∆2 + κ2/4
. (14)
Still in the limit U1,2  κ, we also have
α21 ≈
F 2(∆ + iκ/2)2
((∆ + iκ/2)2 − J2)2 , α
2
2 ≈
F 2J2
((∆ + iκ/2)2 − J2)2 .
(15)
In the case where J is the largest scale in the system and
where ∆ ∼ κ (as in Fig. 4 and Refs [11, 13]), the induced
squeezing interaction is enhanced compared to the direct
contribution as λ1,ind/λ1 ∼ J4/κ4. This enhancement
results both from the explicit factor of J2 in λ1,ind, and
from the fact that α2/α1 ∼ J/κ. Setting U1 = 0 would
actually lead to almost the same results, as pointed out
in [13]. In short, the second cavity in this system acts
7to produce an effective squeezing interaction in cavity-1;
by tuning U2, the amount of squeezing can be tuned to
give an optimal g(2)(0) suppression. We stress that in
general, all that one needs is sufficiently tuned squeezing
interaction; having two cavity modes is not necessary.
The almost-complete suppression of g
(2)
1 (0) found in
Ref. [13] and shown in Fig. 4 thus corresponds to having
a displaced squeezed state which is infinitesimally close
to the vacuum, and where the squeezing is nearly opti-
mally matched to the displacement. While the large sup-
pression of g
(2)
1 (0) is interesting, the fact that the state
corresponds to almost no photon in cavity-1 (i.e. n¯tot,1
[cf. Eq. (4b)], is of the order of 10−7) makes the state in-
convenient for applications. While the general optimal-
squeezing mechanism allows for g(2)(0) suppression at
much larger average photon numbers, the required tun-
ing of parameters is hard to achieve in the two cavity
setup. If one simply increases the drive strength in the
two-cavity system to increase photon number, g(2)(0)
is far from optimal (e.g. for F = 10κ, n¯tot = 0.5 and
g(2)(0) = 0.9 at U/κ = 0.006). To that extent, the DPA
constitutes a simpler and more efficient system to exploit
the nonclassical features of amplitude-squeezed Gaussian
states [21–23].
V. CONCLUSION
In this work, we have discussed how one can achieve
classically forbidden values of the normalized intensity
fluctuations of a light field (g(2)(0) < 1), antibunching
(g(2)(0) < g(2)(τ)) and nonclassical non-monotonic be-
haviors of g(2)(τ) (|g(2)(τ)−1| > |g(2)(0)−1|) with Gaus-
sian states. The key ingredient is a well-tuned amount of
amplitude squeezing. We found that for a fixed average
cavity amplitude, there is a minimum possible value of
g(2)(0) achievable with a Gaussian state; this minimum
is attained using a pure state with an optimal amount
of amplitude squeezing. This result thus allows one to
safely identify non-Gaussian states from a measurement
of g(2)(0). We then reviewed how a generic DPA ap-
pears to be one of the simplest and most efficient plat-
forms to exploit these nonclassical signatures. We also
demonstrated that it compares favourably to the g(2)(0)
suppression possible using dissipative squeezing interac-
tions generated via reservoir engineering. Finally, we
have helped clarify the origin of the so-called unconven-
tional photon blockade predicted in a driven two-cavities
setup with weak Kerr nonlinearity, showing that it is a
particular realization of this general Gaussian squeezed-
state physics.
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Appendix A: Optimization of g(2)(0) for non-ideal
squeezing
In the case of a finite effective temperature n¯eff , g
(2)(0)
is minimized as follows. First, we choose the right angles
such that squeezing is along the displacement (amplitude
squeezing) and afterward, we minimize in function of α¯
keeping r and n¯eff constant. It then gives
α¯opt[r, n¯eff ] =
√
(2n¯eff + 1)(ern¯eff + sinh r) sinh 2r
e−3r(e2r − (2n¯eff + 1)) .
(A1)
Note that α¯opt[r, n¯eff ] is real and positive only if r ≥
ln
(√
2n¯eff + 1
)
. For squeezing below this minimal value,
it is possible to show that g(2)(0) > 1.
We then minimize g(2)(0) (with α¯ = α¯opt) in function
of r keeping n¯eff constant, which leads to sinh
2 ropt = n¯eff
(Eq. (8)) and
g(2)(0)|opt = 1− 1
1 + 24n¯eff + 2n¯2eff(11 + 8n¯eff(2 + n¯eff)) + 8(1 + 6n¯eff + 12n¯
2
eff + 8n¯
3
eff)
√
n¯eff(n¯eff + 1)
. (A2)
Appendix B: Degenerate parametric amplifiers
1. Calculation of g(2)(t)
The Langevin equation induced by the general Hamil-
tonian Eq. (9) of the DPA reads
∂tdˆ(t) = −λeiθdˆ†(t)− 12κ dˆ(t)−
√
κ dˆin(t), (B1)
where we define dˆ = aˆ − α, α = 〈aˆ〉 and we note
κ the damping rate of the resonator. The operator
dˆin is the input noise corresponding to vacuum, that is
〈dˆin(t)〉 = 0 and the only non-vanishing correlation func-
tion is 〈dˆin(t)dˆ†in(0)〉 = δ(t). The Langevin equation is
8integrated into
dˆ(t) = −√κ
t∫
−∞
dt′e−κ(t−t
′)/2
{
cosh[λ(t− t′)]dˆin(t′)
−eiθ sinh[λ(t− t′)]dˆ†in(t′)
}
. (B2)
The two-time correlations are then equal to
〈dˆ†(t)dˆ(0)〉 = λ e
−κt/2
κ2 − 4λ2 [2λ coshλt+ κ sinhλt] , (B3)
〈dˆ(t)dˆ(0)〉 = −λ e
−κt/2 eiθ
κ2 − 4λ2 [2λ sinhλt+ κ coshλt] .
(B4)
Noting n(t) = 〈dˆ†(t)dˆ(0)〉, s(t) = |〈dˆ(t)dˆ(0)〉|, α¯ = |α|,
ϕ = argα, g(2)(t) is found from
g(2)(t) = 1 +
2α¯2[n(t)− cos(θ − 2ϕ)s(t)] + n2(t) + s2(t)
(α¯2 + n(0))2
.
(B5)
2. Thermal squeezed state parameters
At coinciding times, the two-time correlations give
〈dˆ†dˆ〉 = 2λ
2
κ2 − 4λ2 , 〈dˆ
2〉 = − κλ e
iθ
κ2 − 4λ2 . (B6)
Comparing these results to the case of a squeezed ther-
mal state, Tr[dˆ†dˆ ρˆn¯eff ,ξ] = n¯eff cosh 2r + sinh
2 r and
Tr[dˆ2 ρˆn¯eff ,ξ] = −(n¯eff + 12 ) sinh 2r eiθ, we get
tanh 2r =
2λ
κ
, n¯eff = sinh
2 r. (B7)
3. Output field
From input-output formalism [35, 36], the output field
aˆout = dˆout + αout is given by
dˆout(t) =
√
κdˆ(t) + dˆin(t), (B8)
giving rise, for t ≥ 0, to the output correlations
〈dˆ†out(t)dˆout(0)〉 =κ〈dˆ†(t)dˆ(0)〉+
√
κ〈dˆ†in(t)dˆ(0)〉 (B9a)
+
√
κ〈dˆ†(t)dˆin(0)〉+ 〈dˆ†in(t)dˆin(0)〉
=κ〈dˆ†(t)dˆ(0)〉, (B9b)
〈dˆout(t)dˆout(0)〉 =κ〈dˆ(t)dˆ(0)〉+
√
κ〈dˆin(t)dˆ(0)〉 (B9c)
+
√
κ〈dˆ(t)dˆin(0)〉+ 〈dˆin(t)dˆin(0)〉
=κ〈dˆ(t)dˆ(0)〉. (B9d)
In Eqs. (B9a) and (B9c), the second term is eliminated
due to causality: the input fluctuations at time t > 0
cannot affect the intracavity field at time t = 0. The
third and fourth terms also vanish since the incoming
noise is vacuum noise. Consequently, nout(t) = κn(t) and
sout(t) = κs(t); note also that [dˆout(t), dˆ
†
out(0)] = δ(t) and
[dˆout(t), dˆout(0)] = 0, as it should.
Concerning the average value of the output field,
αout = 〈aˆout〉, we have
αout =
√
κα+ αin. (B10)
From the general expression Eq. (B5) of g(2)(t), we see
that g
(2)
out(t) is equal to g
(2)(t) with a renormalized dis-
placement: α→ α+ αin/
√
κ.
Appendix C: Squeezed environment
1. Calculation of g(2)(τ)
As discussed in the main text, we model QBE by con-
sidering a two-sided linear cavity coupled on one side to
an environment in a vacuum squeezed state and driven
on the other side, both on resonance with the cavity fre-
quency. The damping rate of the former side is ΓQBE and
the one of the latter is κext, we note κQBE = ΓQBE +κext.
The operator of the squeezed vacuum is bˆin and the op-
erator of the drive is cˆin. In an interaction picture at the
cavity resonance frequency, the Langevin equation of the
intracavity field is
∂taˆ(t) = − 12κQBE aˆ(t)−
√
ΓQBE bˆin(t)−√κext cˆin(t),
(C1)
where the input noise corresponds to a displaced vacuum
squeezed state,
〈bˆ†in(t)bˆin(0)〉 = sinh2 rQBE δ(t), (C2)
〈bˆin(t)bˆin(0)〉 = − 12 sinh 2rQBE eiθ δ(t), (C3)
〈cˆin(t)〉 = αin = − κQBE
2
√
κext
α, (C4)
where cˆin = αin+dˆin. The operator dˆin describes the same
vacuum noise as in Section B. The intracavity quantum
fluctuations dˆ = aˆ− α are then equal to
dˆ(t) =−√ΓQBE ∫ t
−∞
dt′ e−
1
2κQBE(t−t′)bˆin(t′)
−√κext
∫ t
−∞
dt′ e−
1
2κQBE(t−t′)dˆin(t′). (C5)
The correlations of the fluctuations are
〈dˆ†(t)dˆ(0)〉 = η sinh2 rQBE e− 12κQBEt, (C6)
〈dˆ(t)dˆ(0)〉 = − 12η sinh 2rQBEeiθ e−
1
2κQBEt, (C7)
where we note η = ΓQBE/κQBE. The two-time second-
order correlations read
9g(2)(t) = 1−
1
η |α|2(1− e−2rQBE) e−
1
2κQBEt − sinh2 rQBE cosh 2rQBE e−κQBEt
( 1η |α|2 + sinh2 rQBE)2
. (C8)
Note that the output field on the driven side is obtained
from
dˆout =
√
κextdˆ+ dˆin, αout =
√
κextα+ αin, (C9)
with the output correlations
〈dˆ†out(t)dˆout(0)〉 = κext〈dˆ†(t)dˆ(0)〉, (C10)
〈dˆout(t)dˆout(0)〉 = κext〈dˆ(t)dˆ(0)〉, (C11)
for t ≥ 0. The output intensity correlations are then
given by Eq. (C8) by replacing α→ αout/√κext.
2. Comparison with the DPA
The intensity correlations obtained with QBE are com-
pared to the case of the DPA by setting the same total
damping rate κ and the same intracavity squeeze param-
eter r (amplitude squeezing), which is achieved by setting
e2rQBE =
2λ(1− η) +√4λ2(1− 2η) + η2κ2
η(κ− 2λ) . (C12)
The purity P = 1/(1 + 2n¯eff) of the two systems is then
PDPA =
√
1− 4λ2/κ2, (C13)
and
PQBE =
[
1 +
2(1− η)
κ2 − 4λ2
(
4λ2 − η2κ2
+
√
4λ2(1− 2η) + η2κ2
)]−1/2
. (C14)
The purity from QBE is higher than the state of the DPA
for η > 1/2 and always tends to unity as η → 1 for any
value of λ/κ.
For a given intracavity squeezing, the optimal equal-
time intensity correlation is equal to
g
(2)
opt
QBE
= 1− 2
e4rQBE + 2e2rQBE − 1 , (C15)
obtained at the optimal displacement
α¯2opt
QBE
= 14η(e
4rQBE − 1). (C16)
The optimal g(2)(0) is lower with QBE for η > 1/2. The
purity and optimal g(2)(0) coincide at η = 1/2, i.e. for
ΓQBE = κext.
Appendix D: Solution of the quantum dynamics of
the two coupled cavities
1. Linearized equations of motion
In this section, we give details about the linearization
of the equations of motion of the two coupled cavities
(see Eq. (13)) and the technique used to solve them.
As is standard for optical cavities, we treat the environ-
ment as Markovian dissipative baths with zero effective
temperature. Using input-output formalism [35, 36], we
write the full nonlinear equations of motion as:
∂taˆk = −i
[
aˆk, Hˆ
]
− κk
2
aˆ−√κk ξˆk,
=
[
i∆k − κk
2
]
aˆk − 2iUkaˆ†kaˆkaˆk − iJaˆl −
√
κk ξˆk − iFδk,1.
(D1)
Here, κk is the damping rate of cavity k, ξˆk is the anni-
hilation operator of the corresponding incoming vacuum
noise, l = 1 (l = 2) if k = 2 (k = 1) and δk,1 is the
Kronecker function. The only non-vanishing correlation
function of the vacuum noise is:
〈ξˆk(t)ξˆ†k(t′)〉 = δ(t− t′). (D2)
As presented in the main text, we want to show that
the corresponding linearized theory is enough to recover
the results predicted in [13]. To do this, we first dis-
place the field operators by their steady-state mean val-
ues, i.e. aˆk → αk + dˆk with 〈dˆk〉 = 0. Doing so, one gets
∂tdˆk =
[
i(∆k − 4Uk|αk|2)− κk
2
]
dˆk − 2iUkα2kdˆ†k
− 2iUk(dˆ†kdˆk + α∗kdˆk + 2αkdˆ†k)dˆk − iJdˆl −
√
κk ξˆk,
(D3a)
∂tαk =
[
i∆k − κk
2
]
αk − 2iUk|αk|2αk − iJαl − iFδk,1.
(D3b)
From there, we drop the nonlinear terms in the quantum
equations of motion Eq. (D3a). It then leads to
∂tdˆk =
[
i(∆k − 4Uk|αk|2)− κk
2
]
dˆk
− 2iUkα2kdˆ†k − iJdˆl −
√
κk ξˆk, (D4a)
0 =
[
i∆k − κk
2
]
αk − 2iUk|αk|2αk − iJαl − iFδk,1.
(D4b)
The coupled nonlinear classical equations are straightfor-
ward to solve, but the solutions are too cumbersome to
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be shown here. In order to solve the quantum counter-
part of the Heisenberg-Langevin equations, one can go in
the frequency domain, defining (same for ξˆk[ω])
dˆk[ω] ≡
∫ ∞
−∞
dˆk(t)e
iωt, dˆ†k[ω] ≡
∫ ∞
−∞
dˆ†k(t)e
iωt.
(D5)
In the frequency domain, Eqs. (D4a) becomes
~ˆ
d[ω] = −√κχ[ω]~ˆξ[ω], (D6)
with
~ˆ
d[ω] =
[
dˆ1[ω], dˆ2[ω], dˆ
†
1[ω], dˆ
†
2[ω]
]ᵀ
,
~ˆ
ξ[ω] =[
ξˆ1[ω], ξˆ2[ω], ξˆ
†
1[ω], ξˆ
†
2[ω]
]ᵀ
and the susceptibility
χ[ω] ≡
κ1/2− i(∆1 + ω) iJ 2iU1α
2
1 0
iJ κ2/2− i(∆2 + ω) 0 2iU2α22
−2iU1(α∗1)2 0 κ1/2− i(−∆1 + ω) −iJ
0 −2iU2(α∗2)2 −iJ κ2/2− i(−∆2 + ω)

−1
. (D7)
In terms of the χ[ω] matrix, one has (see Eqs. (5))
nk ≡ 〈dˆ†k(t = 0)dˆk(t = 0)〉
=
∫ ∞
−∞
dω
2pi
(|χk,3[ω]|2 + |χk,4[ω]|2) , (D8)
and
sk ≡ |〈dˆk(t = 0)dˆk(t = 0)〉|
=
∣∣∣∣∫ ∞−∞ dω2pi (χk+2,3[ω]∗χk,3[ω] + χk+2,4[ω]∗χk,4[ω])
∣∣∣∣ .
(D9)
Finally, using Eq. (D4a), one can express dˆ†2[ω] only
in terms of dˆ1[ω], dˆ
†
1[ω] and noise operators and then
formally eliminate cavity-2 of the equation of motion for
cavity-1. It leads to (the frequency dependence of the
operators is implicit for clarity)
dˆ1 =
(
i(ω + ∆1)− κ1/2− iJ2GR2 [ω]
)
dˆ1
− i
(
2U1α
2
1 −
2J2U2α
2
2
ω −∆2 + iκ2/2G
R
2 [ω]
)
dˆ†1 (D10)
−√κ2JGR2 [ω]
(
ξˆ2 +
2U2α
2
2
ω −∆2 + iκ2/2 ξˆ
†
2
)
−√κ1ξˆ1,
with
GR2 [ω] ≡
1
ω + ∆2 + iκ2/2 +
4U22 |α2|4
ω−∆2+iκ2/2
. (D11)
From Eq. (D10), one sees that one of the net effects of
cavity-2 is to generate an additional parametric inter-
action into cavity-1. If we compare with the DPA (see
Eq. (B1)), one can define a total parametric interaction
strength λ1tot as
λ1tot ≡ 2U1α21
− 2J
2U2α
2
2
(ω −∆2 + iκ2/2)(ω + ∆2 + iκ2/2)− 4U22 |α2|4
.
(D12)
As discussed in the main text, for the parameters used in
Fig. 4, the main source of squeezing comes from cavity-2.
2. Quantum master equation
The quantum dynamics of the two coupled cavities can
be solved numerically by finding the steady state of the
density matrix ρˆ of the system. The time evolution of
the density matrix is governed by the Hamiltonian Hˆ of
Eq. (13) and the Lindbladian Lˆ of the Markovian envi-
ronments at zero temperature,
∂tρˆ = −i[Hˆ, ρˆ] + Lˆρˆ. (D13)
The Lindbladian
Lˆ = κ1Dˆ[aˆ1] + κ2Dˆ[aˆ2], (D14)
is expressed in terms of the damping rates κ1,2 and the
dissipator superoperator [36],
Dˆ[aˆ]· = aˆ · aˆ† − 12{aˆ†aˆ, ·}. (D15)
The steady-state field 〈aˆ1〉, photon number 〈aˆ†1aˆ1〉,
squeezing 〈aˆ21〉, equal-time intensity correlation g(2)1 (0),
as well as the parameters of the corresponding displaced
squeezed thermal state for the cavity-1 are plotted in
Fig. 5 as a function of the interaction strength U . The
results are in very good agreement with the linearized
theory, especially around the minimum of the intensity
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FIG. 5. Steady-state solution of the quantum master equation
Eq. (D13) for cavity-1: (a) Squeeze parameter r1 and optimal
value ropt1; (b) Squeezing angle θ1 compared to twice the
displacement argument ϕ1; (c) Displacement α¯1 and optimal
value α¯opt1; (d) Intensity correlation at equal times g
(2)
1 (0); (e)
Effective photon number n¯eff1 and sinh
2 r1. The parameters
are plotted against U ≡ U1 = U2 for κ1 = κ2 ≡ κ and the
same parameters as in Fig. 4. The vertical line is placed at
the minimal value of the intensity correlation, and coincides
with r = ropt, θ = 2ϕ and α¯ = α¯opt.
correlation. As predicted from the linearized theory, this
minimum coincides with the optimal condition for the
squeeze parameter, r = ropt ≈ α¯2/(1 + 2α¯2) (for r  1)
and the displacement, α¯ = α¯opt. Moreover, considering
the full nonlinear dynamics, we see that θ depends on U
and that the minimum of g(2)(0) coincides with ampli-
tude squeezing, i.e. θ = 2ϕ.
For large tunnel coupling and drive, it is more con-
venient to work with the normal modes bˆ1 and bˆ2 that
diagonalize the Hamiltonian without nonlinearity. These
normal modes are defined so as to eliminate the linear
and tunneling terms(
aˆ1
aˆ2
)
=
(
cosφ sinφ
− sinφ cosφ
)(
bˆ1
bˆ2
)
+
(
α1
α2
)
, (D16)
with
tan 2φ =
2J
∆1 −∆2 , (D17)
α1 =
(∆2 +
1
2 iκ2)F
(∆1 +
1
2 iκ1)(∆2 +
1
2 iκ2)− J2
, (D18)
α2 =
JF
(∆1 +
1
2 iκ1)(∆2 +
1
2 iκ2)− J2
. (D19)
The Hamiltonian then reads
Hˆ =− (∆1 cos2 φ+ ∆2 sin2 φ+ 12J sin 2φ)bˆ†1bˆ1
− (∆1 sin2 φ+ ∆2 cos2 φ− 12J sin 2φ)bˆ†2bˆ2
+
2∑
k=1
Ukaˆ
†
kaˆ
†
kaˆkaˆk. (D20)
One has finally to express the Kerr nonlinearities as well
as the Lindbladian in terms of the bˆk.
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