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We introduce a novel approach to model heat transport in solids, based on the Green-Kubo the-
ory of linear response. It naturally bridges the Boltzmann kinetic approach in crystals and the
Allen-Feldman model in glasses, leveraging interatomic force constants and normal-mode linewidths
computed at mechanical equilibrium. At variance with molecular dynamics, our approach natu-
rally and easily accounts for quantum mechanical effects in energy transport. Our methodology is
carefully validated against results for crystalline and amorphous silicon from equilibrium molecular
dynamics and, in the former case, from the Boltzmann transport equation.
Heat transport in solid insulators, either crys-
talline or disordered, is dominated by the dynamics
of lattice vibrations. Far from melting, atomic dis-
placements from equilibrium are much smaller than
interatomic distances and they can thus be treated
in the (quasi-) harmonic approximation. In crys-
tals this observation enables a kinetic description
of heat transport in terms of phonons that can be
embodied in the Peierls–Boltzmann transport equa-
tion (BTE) [1, 2]. In disordered systems the typical
phonon mean free paths may be so short that the
quasi-particle picture of heat carriers breaks down
and BTE is no longer applicable, making it necessary
to resort to molecular dynamics (MD), in either its
nonequilibrium or equilibrium (EMD) flavors [2, 3].
MD is of general applicability to solids, either peri-
odic or disordered, and liquids. Yet, it may require
long simulation times and it is subject to statistical
errors, which are at times cumbersome to evaluate
especially for systems at low temperatures, where
lack of ergodicity may be an issue. Most impor-
tantly, MD cannot account for quantum-mechanical
effects [4], which are instead easily treated in BTE,
thus making the treatment of heat transport for
glasses in the quantum regime, i.e. below the Debye
temperature, a methodological challenge.
In this paper we present a novel approach to heat
transport in insulating solids, which combines the
Green-Kubo (GK) theory of linear response [3, 5]
and a quasi-harmonic description of lattice vibra-
tions, thus resulting in a compact expression for
the thermal conductivity that unifies the BTE ap-
proach in the single-mode relaxation-time approxi-
mation (RTA) for crystals [2] and a generalization of
the Allen-Feldman (AF) model for disordered sys-
tem [6] that explicitly and naturally accounts for
normal-mode lifetimes. The main ingredients of our
approach are the matrix of the inter-atomic force
constants (IFC) computed at mechanical equilib-
rium and the anharmonic lifetimes of the vibrational
modes, as computed from the cubic corrections to
the harmonic IFCs using the Fermi’s golden rule [7].
Our theory is thoroughly validated in crystalline and
amorphous silicon by comparing its predictions with
those of EMD simulations and BTE computations.
The basis of our work is the GK theory of linear
response [3, 5], which relates the heat conductiv-
ity to the ensemble average of the heat-flux auto-
correlation function:
καβ =
1
V kBT 2
+∞∫
0
〈Jα(t)Jβ(0)〉dt, (1)
where V and T are the system volume and temper-
ature, kB is the Boltzmann constant, Jα(t) the α-th
Cartesian component of the macroscopic heat flux,
which in solids coincides with the energy flux, and
〈·〉 indicates a canonical average over initial condi-
tions [3]. Far from melting, the energy flux and the
lattice Hamiltonian of a solid, both crystalline and
amorphous, can be expressed as power series in the
atomic displacements, and Eq. (1) can be evaluated
in terms of Gaussian integrals using standard field-
theoretical techniques.
The energy flux can be expressed in terms of
atomic positions, Ri, and local energies, i, as J =∑
i(R˙ii +Ri˙i) [3], where in the harmonic approx-
imation i can be defined as: i =
Mi
2
∑
α (u˙iα)
2
+
1
2
∑
jαβ uiαΦ
jβ
iαujβ , Mi being the mass of i-th atom,
ui = Ri −R◦i its displacement from its equilibrium
position, R◦i , α and β label Cartesian components,
and Φjβiα =
∂2E
∂uiα∂ujβ
∣∣∣
u=0
is the IFC matrix. By ex-
pressing the energy flux in terms of the u’s, one ob-
tains: J = J◦ + ddt
∑
i uii, where J
◦ =
∑
iR
◦
i ˙i.
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2The second term on the right-hand side of this ex-
pression is the total time derivative of a process that,
in the absence of atomic diffusion, is stationary and
of finite variance. A recently established gauge in-
variance principle for heat transport [8] states that
such a total time derivative does not contribute to
the thermal conductivity. We will therefore dispose
of it and express the energy flux as: J ← J◦. Note
that it is essential to use equilibrium atomic posi-
tions in the definition of J◦, i.e. the positions de-
scribing the (metastable) mechanical equilibrium of
any given model of an ordered or disordered system,
rather than instantaneous ones. Otherwise, the dif-
ference J − J◦ would not be a total time derivative
and the value of the transport coefficient resulting
from J◦ would be biased. By making use of New-
ton’s equation of motion, the final expression for the
harmonic heat flux reads [6]:
Jα =
1
2
∑
ijβγ
(R◦iα −R◦jα)Φjγiβuiβ u˙jγ , (2)
where the minimum-image convention is adopted for
computing inter-atomic distances in periodic bound-
ary conditions.
By inserting Eq. (2) into Eq. (1), the integrand
is cast into the canonical average of a quartic poly-
nomial in the atomic positions and velocities. In
the harmonic approximation, this average reduces
to a Gaussian integral, which can be evaluated by
way of the Wick’s theorem [9]. By doing so, the
resulting time integral would diverge, thus yielding
an infinite conductivity, as expected for a harmonic
crystal [10]. In order to regularize this integral, we
introduce anharmonic effects by renormalizing the
single-mode correlation functions using the normal-
mode lifetimes, as explained below. Our final result
for the heat conductivity tensor reads:
καβ =
kB
V
∑
nm
vαnmv
β
nmτ
◦
nm, (3)
vαnm =
1
2
√
ωnωm
∑
ijβγ
R◦iα −R◦jα√
MiMj
Φjγiβ e
iβ
n e
jγ
m , (4)
τ◦nm =
γn + γm
(γn + γm)2 + (ωn − ωm)2 +O(
2), (5)
where ωn and γn are the harmonic frequency and
decay rate of the n-th normal mode, and eαni is the
corresponding eigenvector of the dynamical matrix,∑
jβ
1√
MiMj
Φiαjβe
β
nj = ω
2
ne
α
ni, and  indicates the ra-
tio γ/ω, which vanishes in the harmonic limit. Eqs.
(3-5) will be dubbed as the quasi-harmonic Green-
Kubo (QHGK) approximation for the heat conduc-
tivity.
In order to establish Eq. (3), we first express
the energy flux in Eq. (2) in terms of normal-
mode coordinates and momenta, defined as: ξn =∑
iα
√
Miu
i
αe
α
ni and pin =
∑
iα u˙
α
i e
α
ni/
√
Mi, reading:
Jα =
∑
nm v
α
nm
√
ωnωmξnpim. It is then convenient
to express these normal-mode coordinates and mo-
menta in terms of classical complex amplitudes, rem-
iniscent of the quantum boson ladder operators and
defined as: αn =
√
ωn
2 ξn+
i√
2ωn
pin, whose time evo-
lution is αn(t) = αn(0)e
−iωnt. By doing so, the en-
ergy flux can be expressed in terms of the α ampli-
tudes as
Jβ =
i
2
∑
nm
vβnmωm(α
∗
n + αn)(α
∗
m − αm). (6)
By using this expression, the integrand in Eq. (1)
becomes a Gaussian integral of a fourth-order poly-
nomial in the α’s and α∗’s that, by means of the
Wick’s theorem [9], can be cast into a sum of prod-
ucts of pairs of single-mode (classical) Green’s func-
tions, 〈α∗n(t)αm(0)〉 = δnmgn(t) and 〈αn(t)αm(0)〉 =
0. In the purely harmonic approximation, one would
have g◦n(t) =
kBT
ωn
eiωnt. Anharmonic effects broaden
the vibrational lines by a finite line-width, γn, which
results in a finite imaginary part of the frequency
and in a decay of the single-mode Green’s func-
tion, reading: gn(t) =
kBT
ωn
ei(ωn+iγn)t. By plugging
this expressions into the lengthy formula that results
from applying Wick’s theorem to the integrand of
Eq. (1) and performing the time integral, after some
cumbersome but straightforward algebra we get Eq.
(3). A full derivation of Eqs. (3-5) is presented in
the Supplemental Material (SM), Sec. S1.
To lowest order in the anharmonic interactions,
vibrational linewidths can be computed from the
classical limit of the Fermi golden rule, γn =
pi~2
8ωn
∑
ml
|V ′′′nml|2
ωmωl
[
1
2 (1 + nm + nl)δ(ωn − ωm − ωl) +
(nm − nl)δ(ωn + ωm − ωl)
]
, where nl is the Bose-
Einstein occupation number of the l-th normal mode
and V ′′′nlm =
∂3V
∂ξn∂ξl∂ξm
is the third derivative of the
potential energy with respect to the amplitude of the
lattice distortion along the lattice normal modes [7].
In order to show that our QHGK expression for
the thermal conductivity, Eq. (3), reduces to the
predictions of the BTE-RTA in crystals, we first
notice that the vα matrices of Eq. (4) can be ex-
pressed in terms of the matrix elements of the ma-
trices
(
V α
)jδ
iγ
=
R◦iα−R◦jα
2
√
MiMj
Φjδiγ between normal-mode
eigenvectors: vαnm =
(
en, V
α · em
)
/
√
ωnωm, where
the notations “(e, e′)” and “V · e” indicate scalar
3and matrix-vector products in the space of atomic
displacements. In crystals equilibrium atomic po-
sitions are characterised by a discrete lattice posi-
tion, ai, and by an integer label, si, indicating dif-
ferent atomic sites within a unit cell, ds: R
◦
i =
ai + dsi . Likewise, in the Bloch representation,
normal modes can be labelled by a quasi-discrete
wavevector, q, belonging to the first Brillouin zone
(BZ), and by a band index, ν: n→ (qn, νn). In par-
ticular, the IFC matrix and its eigenvectors can be
expressed as 1√
MiMj
Φiαjβ =
∑
q e
iq·(R◦i−R◦j )Dsαtβ (q),
where Dsαtβ (q) is the dynamical matrix of the sys-
tem and ηsανq its eigenvectors: e
α
nu = e
iqn·R◦i ηsiανnqn
and
∑
tβ D
sα
tβ (q)η
tβ
νq = ω
2
νqη
sα
νq. When normal-mode
eigenvectors are chosen to be real, the vα matrices of
Eq. (4) are real and anti-symmetric. In particular,
vαnn = 0 and a non-vanishing thermal conductivity
results from the matrix elements of vα connecting
(quasi-) degenerate normal modes, i.e. modes with
frequencies that coincide within the sum of their
line widths. In the Bloch representation, vα is anti-
Hermitian and block-diagonal with respect to the
wave-vector, q. Its diagonal elements are imaginary,
though not necessarily vanishing. In this representa-
tion one has: vανq,µp = i
δqp√
ωνqωµp
(
ηνq, D
α(q) · ηµq
)
,
where Dα(q) = ∂D(q)∂qα . At fixed q, the vibrational
spectrum is strictly discrete i.e. it remains so even in
the thermodynamic limit. The number of q points
for which there exists a pair of distinct modes, (q, ν)
and (q, µ) with ν 6= µ, that are degenerate within
the sum of their line-widths (|ωqν−ωqµ| . γqν+γqµ)
is vanishingly small, because, in practice, this quasi-
degeneracy can only occur close to high-symmetry
lines. Furthemore, for such few pairs, one can prove
that vνq,µq ∝ ωνq−ωµq. Hence in the periodic case
the τ◦ matrix in Eq. 5 is strictly diagonal, τ◦qν,pµ =
δqpδνµτ
◦
qν , where τ
◦
qν =
1
2γqν
is the anharmonic life-
time of the (q, ν) normal mode. We conclude that,
for periodic systems in the Bloch representation, the
double sum in Eq. (3) can be cast into a single sum
over diagonal terms, reading: καβ =
∑
qν v
α
νqv
β
νqτνq,
where vανq =
1
2ωνq
(
ηνq, D
α(q) · ηνq
)
=
∂ωνq
∂qα is the
group velocity of the ν-th phonon branch. This is
the final expression for the thermal conductivity of a
crystal in QHGK, which remarkably coincides with
the solution of BTE-RTA.[1] We tested the QHGK
approach against BTE-RTA for a crystalline silicon
supercell of 1728 atoms, with a lattice parameter of
5.431 A˚. The two calculations, performed with dif-
ferent codes, give the same results, as expected by
the proven equivalence of the two methods for crys-
talline systems (see Figure S1 in SM).
Moving to the quantum regime is straightforward
in our approach. To this end, we start from the
quantum GK formula [3, 5], reading:
καβ =
1
V T
1/kBT∫
0
dλ
+∞∫
0
dt〈Jˆα(t+ i~λ)Jˆβ(0)〉, (7)
where Jˆα are quantum heat-flux operators and 〈·〉
indicates quantum canonical averages. A quantum
expression for the heat flux is obtained from its
classical counterpart, Eq. (6), by making the sub-
stitutions: α → √~aˆ and α∗ → √~aˆ†, aˆ† and aˆ
being normal-mode creation/annihilation operators,
satisfying the standard commutation relations for
bosons:
[
aˆ, aˆ†
]
= 1. Note that no ordering ambi-
guities arise when quantizing Eq. (6) because the
vαnm matrices are antisymmetric, and they therefore
vanish for n = m. The resulting expression for the
quantum heat flux is:
Jˆβ =
i~
2
∑
nm
vβnmωm(aˆ
†
n + aˆn)(aˆ
†
m − aˆm). (8)
The computation of the heat conductivity pro-
ceeds exactly as in the classical case, except
for the expressions for the single-mode Green’s
functions. In the quantum case they read:
〈aˆ†n(t)aˆn(0)〉 = nnei(ωn+iγn)t and 〈aˆn(t)aˆ†n(0)〉 =
(nn + 1)e
−i(ωn−iγn)t, nn = 1
/(
e
~ωn
kBT − 1
)
being
the Bose-Einstein distribution function. The final
quantum-mechanical expression for the heat conduc-
tivity in the QHGK is:
καβ =
1
V
∑
nm
cnmv
α
nmv
β
nmτ
◦
nm, (9)
with cnm =
~ωnωm
T
nm−nn
ωm−ωn . For n = m this
term reduces to the modal heat capacity cn =
kB
(
~ωn
kBT
)2
e~ωn/kBT
(e~ωn/kBT−1)2 . The other symbols are
the same as in Eqs. (4-5) for the classical case.
τ◦nm, in particular, is only different from zero for
|ωn−ωm| . γn+γm. Following the same derivation
as for the classical case, one can prove that for peri-
odic crystals Eq. (9) reduces to BTE-RTA. Further-
more, in the classical limit, one has limT→∞ cnn =
kB and the quantum formula, Eq. (9), reduces to
Eq. (3). Further details are given in Sec. S2 of SM.
We validate our QHGK approach by testing the
results of Eqs. (3) and (9) against MD simulations
for amorphous silicon. Interatomic interactions are
modeled using the empirical bond-order Tersoff po-
tential [11], which describes well the thermal con-
4FIG. 1. Comparison between the thermal conductivity of
a-Si computed for a 1728-atom supercell by the classical
Green-Kubo theory of linear response using either our
QHGK approach (Eq. 3, green) or equilibrium molecular
dynamics (purple). The kxx, kyy and kzz components of
thermal conductivity tensor κ are averaged to obtain a
value corresponding to an isotropic amorphous media.
ductivity of bulk and nanostructured silicon, includ-
ing a-Si [6, 12–14]. We consider a 1728-atom model
of a-Si, generated by MD by quenching from the
melt. Several EMD simulations where then run at
different temperatures, as described in SM [15, 16].
The integral of the heat flux autocorrelation func-
tion in Eq. (1) can then be efficiently evaluated via
cepstral analysis, as described in Refs. 3 and 17,
which can be enhanced by averaging over multiple
trajectories at low temperature (T ≤ 300 K). De-
tails on the data analysis procedure followed here
and on the estimate of the statistical errors is given
in the S3 section of the SM. The results of these
calculations are reported in Figure 1 and exhibit a
weak non-monotonic dependence on T . Performing
similar MD simulations on models of increasing size
(4,096 and 13,824 atoms) generated with the same
protocol, we have verified that size effects on κ at 300
K amount to less than 15%, which is of the same or-
der as the variation κ among different models with
the same size. The computation of the IFC matrix,
normal-mode frequencies and lifetimes is described
in detail in SM, where we also display the resulting
dependence of lifetimes on temperature (Figure S2
of SM). The resulting strongly diagonally dominant
form of the τ◦ matrices in Eq. (5) is also displayed
in Figure S2 of SM.
The thermal conductivity obtained by QHGK is
in excellent agreement with that computed by EMD
for T ≤ 600 K (Figure 1). At higher temperatures
QHGK overestimates κ, as it neglects higher-order
anharmonic effects. We point out that, in spite of
FIG. 2. Thermal conductivity computed for a 13824-
atom supercell of a-Si using the quantum QHGK ap-
proach in the quantum regime (Eq. 9), compared with
the Allen-Feldman approach [6, 18] and experimental
data ( , Ref.[23]), ( Ref.[24]). The broadening η used
in Allen-Feldman calculations is set equal for every nor-
mal mode.
the formal analogies with the AF model [6, 18] and
recent refinements thereof [19, 20], Eq. (3) entails no
empirical parameters. It thus allows one to predict
temperature trends dictated by anharmonic effects
in good agreement with MD [21] , without making
any a priori distinction among propagating, diffu-
sive, or localized vibrational modes. Similarly to
the GK modal analysis approach [22], based on clas-
sical MD, the transport character of the modes is
dictated by the relative contribution from the diag-
onal and slightly off-diagonal terms of the vαnm ma-
trix, weighted by τ◦nm (Figure S2). The generality of
QHGK is expected to have a major impact for the
study of weakly disordered systems, which are be-
yond the scope of applicability of approaches based
on the BTE and the AF model.
QHGK is a general theory that allows one to ac-
curately calculate thermal transport in both crys-
tals and glasses at a full quantum mechanical level.
In Figure 2 we report our results from quantum
QHGK calculation for an amorphous Si model of
13824 atoms along with three sets of experimental
data [23, 24]. QHGK results are in excellent agree-
ment with the measurements in [23] above 100 K.
At lower temperature the estimate of κ is affected
by finite size effects, related to insufficient sampling
of low-frequency acoustic modes: at 25 K these ef-
fects are so important, as to make the estimated
conductivity almost vanish (see below) [25]. In fact,
in order to eliminate finite-size effects, in our ap-
proach it would be necessary that in any relevant
frequency range the density of vibrational states is
5larger than the normal-mode lifetimes, so that as
many quasi-discrete normal modes as possible fall
withing a line-width. In the low-frequency region,
which is the most populated one in the quantum
regime, this condition is hindered by the vanishing
of both the density of states per unit volume and
normal-mode line-widths. This effect is showcased
in Figure 3, where we compare for different temper-
atures and model sizes the frequency-resolved differ-
ential conductivity,
κ′(ω) =
1
3V
∑
α
∑
nm
∆(ω − ωn)cnm(vαnm)2τ◦nm, (10)
where ∆(ω) is a broadened approximation of the δ
function and the other symbols have the same mean-
ing as in Eq. (9), and the conductivity accumulation
function defined as:
κ(ω) =
∫ ω
0
κ′(ω′)dω′. (11)
The AF model can also reproduce κ for a-Si, but it
is extremely sensitive to the empirical choice of the
line broadening parameter (η). The impact of η on
the resulting κ(T ) is also shown in Figure 2, which
shows that the value of κAF varies by a factor two by
varying η between 0.01 and 0.5 meV in the temper-
ature range considered. Whatever value is chosen
for η, the AF model cannot reproduce the correct
κQM (T ) of a-Si over the whole temperature range,
in which we deem QHGK accurate (T ≤ 600K),
and it cannot give the correct decreasing trend at
high temperature by construction. The predictions
of the QHGK for the thermal conductivity of a-Si in
the classical and fully quantum-mechanical regimes
are compared in Figure S3 of SM.
In conclusion, we have introduced a unified ap-
proach to compute the lattice thermal con ductivity
of both amorphous and crystalline systems. This
quasi harmonic approach connects in a seamless
fashion the AF model for disordered systems and
the BTE-RTA for crystals. QHGK provides a sig-
nificant improvement in generality over the Allen-
Feldman model for disordered systems and is an-
alytically proven to be equivalent to BTE for pe-
riodic systems. Classical QHGK calculations were
validated against MD simulations for a-Si, and
yield satisfactory agreement over a wide tempera-
ture range. Quantum QHGK can be deemed predic-
tive at low temperature, not only for glasses and
crystals but also for partially disordered systems,
for which parameter-free models were up to now un-
available. The technique proposed in this work paves
the way to robust calculations of heat transport in
FIG. 3. Conductivity accumulation function, κ(ω), and
frequency-resolved differential conductivity, κ′(ω) (Eqs.
10 and 11), computed for two different model sizes
(N=1,728 andN=13,824 atoms) at temperatures T=100
K and T=600 K. Horizontal arrows in the upper pan-
els indicate cumulative values of κ. κ′ is in units of
WK−1m−1ps.
systems with any kind of structural order, includ-
ing materials with point defects, extended defects
and nanostructuring, without relying on any implicit
knowledge of either their underlying symmetry, or
the character of the vibrational modes, and without
empirical parameters.
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sions similar to ours were reached by Simoncelli et
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alization of the BTE [26].
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S1 – THERMAL CONDUCTIVITY IN THE CLASSICAL QHGK
In order to establish Eqs. (3-5), we start from the expression for the harmonic heat flux, Jα, Eq. (6), and
Hamiltonian, H, in terms of the normal-mode complex amplitudes defined in the text:
ξn =
∑
iα
√
Miuiαe
α
ni; pin =
∑
iα
1√
Mi
u˙iαe
α
ni; αn =
√
ωn
2
ξn +
i√
2ωn
pin;
H =
1
2
∑
n
(
pi2n + ω
2
nξ
2
n
)
=
∑
n
ωn|αn|2; J = i
2
∑
nm
vnmωm(α
∗
n + αn)(α
∗
m − αm),
(S1)
where the Cartesian index of the flux in the second line of Eq. (S1) has been overlooked not to mess with
the notation of the complex amplitudes. The time evolution of the α amplitudes is:
αn(t) = αne
iωnt, (S2)
where αn = αn(0) is the initial condition. The product of the two fluxes appearing in Eq. (1) is a fourth-order
polynomial in the α’s and α∗’s with time-dependent coefficients:
J(t)J(0) = P4(α, α
∗; t) = −1
4
∑
mnpq
vnmωmvpqωq(α
∗
n(t) + αn(t))(α
∗
m(t)− αm(t))(α∗p + αp)(α∗q − αq). (S3)
The canonical average of the above polynomial with respect to the harmonic Hamiltonian in Eqs. (S1) is a
Gaussian integral that can be evaluated using the Wick’s theorem [1], stating that the canonical average of
a fourth-order monomial is equal to the sum of all the possible contractions:
〈ABCD〉 = 〈AB〉〈CD〉+ 〈AC〉〈BD〉+ 〈AD〉〈BC〉, (S4)
where any of the capital letters above indicate any complex amplitude, αn or α
∗
n. The relevant contractions
are:
〈αnαm〉 = 0; 〈α∗n(t)αm〉 = δmngn(t), (S5)
where we define a single-mode classical Green’s function gn(t) =
kBT
ωn
eiωnt. Hence, out of 16 terms in Eq. (S3)
only 6 are non vanishing. One such non-vanishing term is 〈αn(t)αm(t)α∗pα∗q〉, and the others are obtained
by keeping two of the complex amplitudes conjugated. Making use of Wick’s theorem this fourth-order
correlator is reduced to the sum of the two terms:
〈αn(t)αm(t)α∗pα∗q〉 = 〈αn(t)α∗p〉〈αm(t)α∗q〉+ 〈αn(t)α∗q〉〈αm(t)α∗p〉 = (δnpδmq + δnqδmp)gn(t)gm(t). (S6)
Working out the rest of the canonical averages in Eq. (S3), we may obtain the following relation for the
left-hand side of the Eq. (S3) in terms of single-mode classical Green’s functions gn(t) and gm(t):
〈J(t)J(0)〉 = −1
4
∑
nm
(
ωn − ωm
ωn
(gn(t)gm(t) + g
∗
n(t)g
∗
m(t))−
ωn + ωm
ωn
(gn(t)g
∗
m(t) + g
∗
n(t)gm(t))
)
. (S7)
2Introducing anharmonicity into our quasi-harmonic treatment through the linewidths, γn, of the vibrational
normal modes results in the decay of the single-mode Green’s functions gn(t) as:
gn(t) =
kBT
ωn
ei(ωn+iγn)t. (S8)
By performing the time integrations and symmetrizing the final results, one obtains the heat conductivity
tensor, represented in term of matrices vnm as
καβ =
kB
V
∑
nm
vαnmv
β
nmτnm, v
α
nm =
1
2
√
ωnωm
∑
ijβγ
R◦iα −R◦jα√
MiMj
Φjγiβ e
iβ
n e
jγ
m , (S9)
and matrix τnm given by the sum of two Lorentzian functions:
τnm =
(ωn + ωm)
2
4ωnωm
γn + γm
(γn + γm)2 + (ωn − ωm)2 +
(ωn − ωm)2
4ωnωm
γn + γm
(γn + γm)2 + (ωn + ωm)2
. (S10)
In the quasi-harmonic regime, linewidths are much smaller than normal-mode frequencies:  = γω  1. In
this regime, the second “antiresonant”term in Eq. (S10) can be neglected with respect to the first. To the
same order in , one has: (ωn+ωm)
2
4ωnωm
≈ 1 +
(
ωn−ωm
ωn+ωm
)2
. By substituting this expression into Eq. (S10), one
gets: τnm = τ
◦
nm +O
(
2
)
, cfr. Eq. (5).
S2 – THERMAL CONDUCTIVITY IN THE QUANTUM QHGK
The derivation of the quantum QHGK expression for the heat conductivity follows the same path as in
the classical case. To complete this derivation, we first introduce the quantum propagators Gn(t) and G˜n(t)
by promoting the classical complex amplitudes αn, α
∗
m to the quantum ladder operators αn →
√
~an, α∗m →√
~a†m satisfying the Bose-Einstein commutation rule [an, a†m] = δnm:
Gn(t) = ~〈a†n(t)an(0)〉 = ~nkeiωnt, G˜n(t) = ~〈an(t)a†n(0)〉 = ~(nk + 1)e−iωnt. (S11)
We note that in the high-temperature limit the quantum single-mode Green’s functions reduce to the classical
one lim~→0Gn(t) = lim~→0 G˜∗n(t) = gn(t). Next, in analogy with the classical case, we write the quantum
canonical average 〈Jˆ(t)Jˆ(0)〉:
〈Jˆ(τ)Jˆ(0)〉 = −1
4
∑
nm
(
ωn − ωm
ωn
(
Gn(τ)Gm(τ) + G˜n(τ)G˜m(τ)
)
− ωn + ωm
ωn
(
Gn(τ)G˜m(τ) + G˜n(τ)Gm(τ)
))
,
(S12)
where τ = t + i~λ is the complex argument of the quantum GK formula, Eq. (7). By introducing finite
mode linewidths and performing the double time integration in Eq. (7), we arrive at the following lengthy
relation for the thermal conductivity tensor:
καβ =
~2
4V T
∑
nm
vαnmv
β
nm
(
nn − nm
~(ωn − ωm)
γn + γm
(ωn − ωm)2 + (γn + γm)2 (ωn + ωn)
2
+
eβ~(ωn+ωm) − 1
~(ωn + ωm)
2(ωm − ωm)2
(eβ~ωn − 1)(eβ~ωm − 1)
γn + γm
(ωn + ωm)2 + (γn + γm)2
)
(S13)
The second, antiresonant, term in Eq. (S13) can be neglected in the quasi-harmonic regime
(
γ
ω → 0
)
, while
the first one can be cast into a BTE-like form by introducing the matrix cnm =
~ωnωm
T
nn−nm
ωn−ωm :
καβ =
1
V
∑
nm
cnmv
α
nmv
β
nmτ
◦
nm. (S14)
3FIG. S1. Thermal conductivity of fcc Si computed for a 1728-atom supercell using our QHGK approach (blue) in
comparison with the standard BTE calculations (yellow).
FIG. S2. Left: Normal-mode linewidths of 1728-atomic model of a-Si computed for various temperatures using Fermi
golden rule and the classical limit of the Bose-Einstein occupation function, which corresponds to equipartition. Right:
Partial heatmap of matrix τnm computed for T=300 K. The structure of the matrix, i.e. non-vanishing diagonal and
close-to-diagonal elements, is dictated by its analytical form given by the Lorentzian function.
FIG. S3. Thermal conductivity computed for 1728-atomic model of a-Si in classical and quantum regimes.
4FIG. S4. (a) Radial distribution function (RDF) and (b) bond angle distribution (BAD) of the 1728 atoms model of
a-Si used for the calculations of thermal conductivity.
S3 – COMPUTATIONAL DETAILS
A liquid model prepared at 3000 K is quenched and then equilibrated to 2000 K for 10 ns at constant
pressure. It is then further quenched to 300 K at constant volume in 10 ns, and equilibrated at the same
temperature for 1 ns. This procedure produces a-Si models of good quality with a very low concentration
of coordination defects [2]. The model is a cubic simulation box with a density of 2.3 g/cm3. The resulting
radial and bond-angle distribution functions are reported in Figure S4. The average coordination is 4.06
neighbours per atom, indicating that the system can be considered as a random tetrahedral network.
For this model we calculate κ at several temperatures between 100 K and 1200 K by equilibrium MD
simulations implementing Eq.(1) according to GK theory. Starting from the model at 300 K, the system
is equilibrated at the target temperatures for 1 ns at fixed volume before each production run. The latter
is carried out integrating the equations of motion in the microcanonical ensemble (NVE) with a timestep
of 0.5 fs for a total of 25 ns. All MD simulations are performed using the GPUMD open-source code [3],
calculating the heat flux J every 4 fs [4].
The thermal conductivity was extracted from the energy flux thus generated, using the recently introduced
cepstral analysis method [5, 6]. Cepstral analysis [7] is a technique, commonly used in signal analysis
and speech recognition, to process the power spectrum of a time series, leveraging its smoothness and the
statistical properties of its samples. According to Eq. (1) of the main text, the thermal conductivity is
proportional to the zero-frequency value of the power spectrum of the energy flux: κ ∝ S(ω = 0), where
S(ω) =
∫∞
−∞ e
iωtC(t)dt, and C(t) = 〈J(t)J(0)〉 is the flux time auto-correlation function. The Wiener-
Kintchnine theorem [8] states that S(ω) is asymptotically proportional to the expectation of the squared
modulus of the truncated Fourier transform of the flux sample: S(ω) = limτ→∞〈 1τ |J˜τ (ω)|2〉, where J˜τ (ω) =∫ τ
0
J(t)eiωtdt. In the long-time limit, the squared modulus to be averaged is a stochastic process whose
values are independent for ω 6= ω′ and individually distributed as 1τ |J˜τ (ω)|2 = S(ω)ξ(ω), where ξ(ω) ∼ 12χ22,
χ22 being a chi-square variate with two degrees of freedom. The multiplicative nature of the noise affecting
the sample spectrum suggests that the power of the noise can be reduced by applying a low-pass filter to its
logarithm. This is the main idea underlying cepstral analysis, which can be leveraged to devise a consistent
and asymptotically unbiased estimator for the the zero-frequency value of the flux power spectrum, which
is proportional to the transport coefficient we are after. For more details, see Refs. 5, 9, and 6. Given
the strongly harmonic nature of the system at low and intermediate temperatures, in order to improve the
sampling of the phase space at 300 K and below, we average the results obtained by cepstral analysis over
two independent simulations 25 ns long.
In order to implement the classical QHGK approach as in Eq.(4), we optimize the a-Si model structure
by steepest descent and calculate the second- and third-order force constant matrices by finite differences
(frozen phonon method) with atoms displacements of 10−4 A˚. Normal modes line widths γn, necessary
to evaluate Equation 6 for τnm, are computed using the Fermi golden rule [10] (See Figure S2). In the
5disordered case, this is done explicitly only for the smaller (1728-atom) sample. For larger samples, we
interpolate the inverse linewidth, i.e. lifetimes, as a function of frequency from the explicit results for the
1728 atoms system. Lifetimes vs. frequencies are averaged over frequency bins and then interpolated with
third-order splines, with the constraint that at low frequency τ ∝ 1/ω2 [11]. When comparing with classical
MD simulations, QHGK results were obtained using the classical limit of the normal-mode lifetimes; the full
quantum expression was used otherwise.
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