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Abstract: In this paper, we extend previous work on distributed reasoning using Contextual Defeasible Logic (CDL),
which enables decentralised distributed reasoning based on a distributed knowledge base, such that the knowl-
edge from different knowledge bases may conflict with each other. However, there are many use case scenarios
that are not possible to represent in this model. One kind of such scenarios are the ones that require that agents
share and reason with relevant knowledge when issuing a query to others. Another kind of scenarios are
those in which the bindings among the agents (defined by means of mapping rules) are not static, such as in
knowledge-intensive and dynamic environments. This work presents a multi-agent model based on CDL that
not only allows agents to reason with their local knowledge bases and mapping rules, but also allows agents
to reason about relevant knowledge (focus) – which are not known by the agents a priori – in the context of
a specific query. We present a use case scenario, some formalisations of the model proposed, and an initial
implementation based on the BDI (Belief-Desire-Intention) agent model.
1 INTRODUCTION
Contextual Defeasible Logic (CDL), introduced
by (Bikakis and Antoniou, 2010), was proposed as
a contextual reasoning model that addresses the re-
quirements of intelligent environments, such as Am-
bient Intelligence systems, in which various agents
process, change and share available context informa-
tion. Such information is often imperfect and may
pose conflicts among agents when reasoning about
them. CDL bases its notions on the Multi-Context
Systems (MCS) paradigm, according to which lo-
cal knowledge of agents is encoded in rule theories
(which we will call belief bases in this work1), and
information flow between agents is achieved through
mapping rules that associate concepts used in differ-
ent belief bases. To resolve potential conflicts that
may arise from the interaction of agents through their
mappings (global conflicts), a preference order on the
known agents is used, in order to express the confi-
1In the original work on CDL, and also in other works
on MCS, such rule theories are called contexts. However, in
order to avoid confusion about what is context and context
information, which is a relevant conceptualisation in this
work, we will use the term belief base to mean the local
knowledge held by an agent
dence that an agent has in the knowledge imported by
other agents. Conflicts are resolved by means of de-
feasible argumentation semantics.
The main aim of CDL (and of works on MCS
in general) is to accomplish contextual reasoning in
a distributed setting. (Benerecetti et al., 2000) de-
fines that contextual reasoning corresponds to oper-
ating on three fundamental dimensions along which a
context dependent representation may vary: partial-
ity, namely with the portion of the world which is
taken into account; approximation, namely with the
level of detail at which a portion of the world is rep-
resented; and perspective, namely with the point of
view from which the world is observed. CDL imple-
ments mainly the partiality dimension, i.e. it enables
reasoning with incomplete and imperfect information
spread among different agents. However, the approx-
imation dimension is not well studied by (Bikakis and
Antoniou, 2010). The idea of approximation is related
to the idea of focus: the closer one is to an object of
interest, the more it is aware of what is relevant about
that object.
Therefore, although the CDL model is able to
perform decentralised distributed reasoning and han-
dle the conflicts between knowledge from different
agents, there is a lack of capabilities to allow agents to
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reason about a topic or object that may not be known
a priori by all agents. For example, when an agent
(which we will call starter agent) wants to reason
about a recent perception about some object found in
the environment, and therefore needs help from other
agents to achieve some conclusion (e.g. a property of
the object perceived), it would be necessary to share
relevant information about such object to enable other
agents to be aware of the object’s properties, and then
effectively reason about it. Intuitively, the agent has
to ask something like: “Do someone knows if this is
true given these properties that I have just found?”.
On the other hand, the original CDL approach is able
to answer only the question: “Do someone knows if
this is true?”.
The relevant context information about the object
that the starter agent wants to reason about is called,
in this work, focus, in the sense that it concerns a set
of rules and/or facts that is relevant at a given moment
for a particular reasoning context. All the agents in-
volved in the reasoning must be aware of this focus
in order to reach the most reasonable conclusion in a
fully decentralised manner. The scenario presented in
Section 2 illustrates such problem and how it could
be potentially solved. We are also concerned with the
way that agents can reason in a scenario where mul-
tiple foci from different interactions between agents
should be considered. Agents should be able to reason
correctly considering multiple contexts at the same
time.
Furthermore, this work extends CDL by allowing
mapping rules that reference knowledge held by any
known agent, instead of only enabling references to
a specific agent. Therefore, mapping rules can also
have literals in their bodies that are called schematic,
such that the actual agents that must be considered
to import knowledge from must be determined in ex-
ecution time. This enables the use of the model in
dynamic environments, where agents come in and out
of the system at any time, and on knowledge-intensive
environments where agents have their belief bases up-
dated and revised constantly. This contribution will
not be covered in detail in this paper, but will be used
and explained briefly in the scenario presented in Sec-
tion 2 due to the difficulty of representing it without
schematic terms.
This paper is divided in four more sections. Sec-
tion 2 presents a scenario which illustrates the prob-
lem, as well as high-level description of the desir-
able behaviour for the agents in the scenario. Sec-
tion 3 presents the formalisation, which includes: the
definition of the elements in the agents’ architecture,
the definition of the types of rules used to represent
knowledge; and the description of the arguments con-
struction. Section 4 presents an initial implementation
using the multi-agent paradigm. Finally, Section 5
presents related works, conclusions and future works.
2 SCENARIO
This scenario, first introduced by (Bikakis, 2009)
in his thesis, takes place in an Ambient Intelli-
gence environment of mushroom hunters, who collect
mushrooms in a natural park in North America. The
hunters carry mobile devices, which they use to com-
municate with each other through a wireless network
in order to share their knowledge on edible and non-
edible mushrooms.
The goal of mushroom hunting for every agent
is to collect edible mushrooms, but typically peo-
ple do not know every species and family of mush-
rooms in detail. Let’s suppose an agent Alice that has
some knowledge on some specific species, such as the
Death Cap and the Caesar’s Mushroom. She knows
that the former is poisonous and the latter is not. She
is also willing to believe that a mushroom is edible
or not if any other known agent believes the same.
This knowledge is represented by mapping rules with
schematic terms, meaning, for example, that she is
willing to accept that the mushroom is edible if some
other agent affirms it. Of course, it is possible that
different agents state contradictory information (e.g.
edible(m) and ¬edible(m)), which will be resolved
by means of an argumentation based conflict resolu-
tion. Thus, her rules can be denoted as:
r@A1 : ¬edible(M)A⇐ mushroom(M)A,
death cap(M)@
r@A2 : edible(M)A⇐ mushroom(M)A,
caesar mushroom(M)@
r@A3 : edible(M)⇐ edible(M)@
r@A4 : ¬edible(M)⇐¬edible(M)@
At some moment, she finds a mushroom with the
following characteristics: It has a stem base featur-
ing a fairly prominent sack that encloses the bottom
of the stem (volva), a pale brownish cap with patches,
the margin of the cup is prominently lined, and the
mushroom does not have a ring (annulus). When per-
forming her local reasoning process, using the just
perceived facts together with her current belief base,
Alice is not able to reach a conclusion about the ed-
ibleness of the mushroom. Thus, she has to query
other agents known by her, which are Bob, Catherine,
Dennis and Eric. Alice has different levels of confi-
dence in them: she trusts more in Eric, followed by
Catherine, and then Bob and Dennis. Thus, the pref-
erence order of Alice is denoted as TA = [E,C,B,D].
In order to enable them to reason effectively about
the mushroom perceived, Alice has to share some in-
formation about it to them, otherwise they would not
be able to reach any reasonable conclusion. Thus, she
sends a query (denoted here by edible(m1)?, where
m1 represents the mushroom found), and together
with the query she sends the facts (in the form of
rules without bodies) that describe the properties of
the mushroom. Besides that, an identification for the
context of the query is sent (CQ = α), in order to
enable a traceability of the rules exchanged between
agents during the reasoning process for the query, and
to avoid confusion among reasoning processes that
may be executing simultaneously by the same agents.
Note that the names of the rules are tagged with the
same query context identification. The complete con-
tent of the query is formalised as follows:
CQ : α
p : edible(m1)?
rFα11 : mushroom(m1)⇐
rFα12 : has volva(m1)⇐
rFα13 : pale brownish cap(m1)⇐
rFα14 : patches(m1)⇐
rFα15 : cup margin lined(m1)⇐
rFα16 : ¬has annulus(m1)⇐
The agents Bob, Catherine, Dennis and Eric re-
ceive this query, then each one performs their reason-
ing process using the union of their local belief bases
with the focus rules received from Alice. Bob has the
following rules in his belief base:
rdB1 :¬edible(M)B⇐mushroom(M)B,has volva(M)B
r@B1 : death cap(M)B⇐ death cap(M)A
which means that he concludes that an object is
not edible if it is a mushroom and it has volva. He
also knows that Alice knows something about death
caps which is represented by the mapping rule rmB1.
Catherine has the following rule in her belief base:
r@C1 : edible(M)C⇐ mushroom(M)C,
springtime amanita(M)@
which means that she believes that an object is edible
if it is a mushroom and it is of the species springtime
amanita. However, Catherine is unable to describe
a mushroom of this species, thus the rule is a map-
ping rule with a schematic term, meaning that she is
willing to accept that the mushroom is a springtime
amanita if someone affirms it.
Dennis has the following rule:
r@D1 : ¬edible(M)D⇐ mushroom(M)D,amanita(M)@
which means that he believes that an object is not
edible if it is an amanita. However, Dennis does not
know anything about amanita, thus a schematic term
is used in the body of the rule.
Finally, Eric’s rules can be described as follows:
rdE1 : springtime amanita(M)E
⇐ mushroom(M)E ,has volva(M)E ,
pale brownish cap(M)E , patches(M)E ,
cup margin lined(M)E ,¬has annulus(M)E
rck1 : amanita(M)← springtime amanita(M)
which means that he concludes that a mushroom is
a springtime amanita if it has some properties, which
are the same properties perceived by Alice. He also
holds a common knowledge believed by all agents
that springtime amanitas are a kind of amanita, which
is represented by the rule rck1 .
Given this state of things and the query sent by
Alice to each one of the other agents described, the
following distributed reasoning process, described in
a high-level language, occurs. A sequence diagram,
already considering some implementation nomencla-
ture, is also presented in Figure 3 at the end of the
paper. Note that the order of the messages exchanged
between the agents not necessarily must be the same
as described, since the messages are exchanged in an
asynchronous manner.
1. Bob receives the query, and by considering his
knowledge (rules) together with the focus rules,
concludes ¬edible(m1)B, answering it to Alice;
2. Alice receives Bob’s answer, which activates her
rule r@A4. Internally, Alice keeps this result and
waits for the answers from the other agents;
3. Catherine receives the query and is not
able to reach any conclusions locally using
her rules. Thus, the mapping rule r@C1 is
used, resulting in Catherine sending a query
“springtime amanita(m1)?” to every known
agent (except Alice, who is the originator of the
context of the query), sending also the focus rules
originated from Alice’s query;
4. Bob and Dennis receive the query from Catherine,
but they do not have any rule whose term in the
body matches springtime amanita(m1), thus they
answer unde f ined to Catherine. However, Eric,
using the focus rules together with his rule rdE1,
concludes that springtime amanita(m1) is true,
then answering Catherine with this truth value;
5. Catherine receives the answer from Eric. As
there is no other rule to consider that op-
poses to springtime amanita(m1), she answers
edible(m1) to Alice;
6. Alice receives the answer from Catherine and
keeps it until the other agents queried for
edible(m1)? return their answers;
7. Dennis receives the query and, by means of
his rule r@D1 and the focus rules, concludes¬edible(m1), returning this answer to Alice;
8. Alice receives the answer from Dennis. Alice
also receives the answer from Eric, who answers
unde f ined given that he does not have a rule with
head edible(M) or ¬edible(M). As there is al-
ready a ¬edible answer (given by Bob), Alice has
to decide which one to consider. Using the pref-
erence order, she chooses the answer from Bob,
in who she trusts more than in Dennis. Finally,
given that she received two conflicting answers
(edible(m1) and ¬edible(m1)), she again applies
her preference order. Since she trusts more in
Catherine than in Bob, she chooses the answer
edible(m1), concluding the reasoning process.
Given this high-level description of the scenario
and the desirable behaviour and outcome, the next
section formalises the framework.
3 FORMALISATION
3.1 Multi-Agent and Agents’ Internal
Architecture
A Contextual Defeasible Multi-Agent System (CD-
MAS) is defined as M = {A,RCK ,CQ}, such that A =
{A1,A2, ...An} is the set of agents currently situated in
the environment, RCK is a set of common knowledge
rules, and CQ is a set of query contexts.
RCK represents knowledge that must be consid-
ered by every agent. Such kind of knowledge can also
be called domain or background knowledge (Homola
et al., 2015), which differs from contextual knowl-
edge, which can be thought as knowledge held by one
or more specific agents and which depends on the cur-
rent situation of the system.
CQ is a set of symbols {α,β, ...,ω} used to iden-
tify uniquely different query contexts that may be
in progress simultaneously. Such identifications are
used to tag knowledge exchanged between agents dur-
ing the distributed reasoning process in order to allow
agents to remind what rules can be used for specific
queries.
An agent Ai is defined as a tuple of the form
(Bi,AKi ,Ti), such that: Bi is the belief base of the
agent; AKi is a set of agents known by Ai; and Ti is
a preference relation as a total order relation over AKi ;
Bi is defined as a tuple of the form (Vi,Ri,RFi),
where Vi is the vocabulary of the agent, i.e. the literals
used in its rules, Ri is a finite set of rules representing
the consolidated beliefs of the agent and RFi is a set
of rules representing the current focus originated from
the agent, such that these rules may or not be in Ri.
In expressing the proof theory (which is based on
defeasible argumentation, as explained in Section 3.2)
we consider only propositional-like rules. Rules con-
taining free variables are interpreted as the set of their
variable-free instances, thus assuming that a unifica-
tion algorithm is used during the reasoning process,
resulting in propositional rules. Therefore, the terms
in the definition of the rules can be represented as
predicates, but at execution time such rules will be
instantiated with propositional literals.
Ri consists of three subsets of rules, described as
follows:
Local strict rules (Rli ), of the form
rli : a
n
i ← a1i ,a2i , ...an−1i
Note that the literals are tagged with the identifi-
cation of the agent (i) in order to indicate that such
literals are defined locally (i.e. aki ∈Vi for 1≤ k ≤ n).
Local static rules are interpreted by classical logic:
whenever the literals in the body are logical conse-
quences of the local theory, then the literal in the head
(ani ) is also a logical consequence. A strict rule with
empty body denotes factual knowledge without un-
certainty.
Local defeasible rules (Rdi ), of the form
rdi : b
n
i ⇐ b1i ,b2i , ...bn−1i
Such rules are used to express uncertainty, in the
sense that a defeasible rule (rdi ) cannot be applied to
support a conclusion (bni ) if there is adequate (not in-
ferior) contrary evidence. A local defeasible rule with
empty body denotes factual knowledge that may be
defeated.
Mapping defeasible rules, of the form
r@i : c
n
i ⇐ c1i ,c2j , ...,ck@, ...cn−1k
A defeasible mapping rule has at least one term in
the body that is defined by another agent. This means
that, in order to state that the head (cni ) is a logical con-
sequence of the system, it is necessary that the mem-
bers of the body defined externally (e.g. c2j , which is
defined by A j) must be a logical consequence of the
system, as well as the members of the body defined
locally.
There is also the case when the agent that de-
fines a literal is undefined, which is represented by
a schematic term (e.g. ak@). In this case, every known
agent Ay ∈ Aki must be queried in order to find out if
the literal is a logical consequence of the system or
not.
The intuition of a defeasible mapping rule denoted
by r@i : bi⇐ a j is the following: “If the agent A j as-
serts a, then Ai considers it a valid premise to con-
clude b if there is not any adequate contrary evi-
dence”. The intuition of a defeasible mapping rule
whose body consists of a single schematic term, de-
noted by r@i : bi⇐ a@ is the following: “If any agent
asserts a, then Ai considers it a valid premise to con-
clude b if there is not any adequate contrary evi-
dence”.
The focus rules (RFi ) is also a set of rules (mainly
factual ones, having an empty body) that denotes the
current focus on the context. Focus rules can be used
to represent the agent’s current perceptions, or simply
some set of facts and/or rules that compose the topic
of discussion or current concern of the agent at a given
moment. Additionally, focus rules are tagged with a
query context ci ∈CQ in order to indicate which query
context they belong to.
Common knowledge rules (RCK) can be either lo-
cal strict rules or local defeasible rules. It makes no
sense for them to be mapping rules because this kind
of knowledge is independent of the agents existing in
the environment.
Finally, each agent Ai defines a total preference
order Ti over its known agents Aki in order to ex-
press its confidence in the knowledge imported from
an agent comparing to other agents. Therefore, this
preference order has the form:
Ti = [Ak,Al ,Am, ...,Az]
such that, for Ai, Ak is preferable to Al , Al to Am,
and so on. The preference order enables resolution
of conflicts that may arise from the interaction among
agents through their mapping rules.
3.2 Arguments Construction and
Semantics
This section presents how arguments are constructed
in a declarative and formal manner. Each agent builds
its arguments to support literals considering its own
rules together with focus rules received from other
agents. However, some knowledge present in map-
ping rules must be imported from other agents. There-
fore, arguments from different agents involved in a
given query context α must be interrelated by means
of a Support Relation (SRα).
Support Relations are based on the set of all the
rules considered and relevant to a given query context.
Thus, for each query context α and for each agent Ai,
we define RQiα as the set of rules in Ai tagged with α
– which means that such rules are those coming from
focus rules exchanged during the reasoning process
for a specific query. We also define the extended rule
set considered for α in agent Ai as R+iα = Ri∪RQiα.
Another issue that must be considered be-
fore defining SRα regards the mapping rules with
schematic terms, because an SR defines proof trees
whose leafs make reference to specific literals defined
by other agents. In fact, a proof tree only exists if, for
all literals in its leafs, there is another proof tree which
has this literal as a conclusion of the tree. There-
fore, we will assume the existence of a rule instan-
tiation function Λ : 2R→ 2R (i.e., a function that takes
a set of rules and gives a new set of rules), which cre-
ates a new mapping rule for every mapping rule with
schematic terms, and for every possible substitution
of a schematic term for a concrete term which refers to
an actual literal supported by some other agent2. The
schematic rules are then excluded, remaining only lo-
cal rules and mapping rules without schematic terms.
We will call the set of rules (without schematic terms)
that must be considered for the query context α in
agent Ai as R∗iα, such that R∗iα = Λ(R
+
iα).
Definition 1. The Support Relation SRα for a query
context α is defined as the set of triples of the form
(Ai,PTpi , pi), where PTpi is a proof tree for pi based
on the extended set of rules (after instantiation of the
rules with schematic terms) R∗iα of Ai. PTpi is a tree
with nodes labeled by literals such that the root is la-
beled by pi, and for every node with label q:
1. If q ∈Vi and a1, ...,an label the children of q then:
• if ∀ai ∈ {a1, ...,an} : ai ∈Vi or ai => then there
is a local rule ri ∈ R∗iα with body a1, ...,an and
head q
• if ∃a j ∈ {a1, ...,an} such that a j 6∈Vi then there
is a mapping rule ri ∈ R∗iα with body a1, ...,an
and head q
2. if q ∈ Vj 6= Vi, then this is a leaf node of the tree
and there is a triple of the form (A j,PTq,q) in SRα
3. If q =>, then this is a leaf node of the tree.
2In fact, such instantiation mechanism has some simi-
larities to unification from first-order logic, but instead of
instantiating literals we instantiate rules. If the rules are
written as predicates and the literals supported by the other
contexts as variables, this could be a way to define it. How-
ever, the full definition of this instantiation mechanism will
be further detailed in future papers.
Arguments are defined as triples in the Support
Relation.
Definition 2. An argument A for a literal pi in the
query context α is a triple (Ai,PTpi , pi) in SRα.
Any literal labelling a node of PTpi is called a con-
clusion of A . However, when we refer to the conclu-
sion of A , we refer to the literal labelling the root of
PTpi (pi). We write r ∈ A to denote that the rule r is
used in the proof tree of A . The definition of subar-
guments (Definition 3) is based on the notion of sub-
trees.
Definition 3. A (proper) subargument of A is every
argument with a proof tree that is a (proper) subtree
of the proof tree of A.
Once the arguments are constructed, we need a
way to determine which arguments (and consequently
literals) will be accepted as logical consequences or
not. An argumentation semantics aims to define
which arguments are considered accepted and which
arguments are considered rejected. As we will see,
this framework also allows the idea of an argument
that is neither accepted nor rejected. In fact, the argu-
mentation semantics of CD-MAS is identical to the
argumentation semantics of CDL , thus we recom-
mend the readers to (Bikakis, 2009) and (Bikakis and
Antoniou, 2010) for a complete description of the se-
mantics, due to the paper’s space limits. We will just
present, in the example that follows, which arguments
will be accepted and which will be rejected, briefly
explaining the intuition for the decision.
3.2.1 Argument Construction and Semantics
Example
The Support Relation (SRα) for the query described
in Section 2 (Alice’s query about the springtime
amanita) is presented in Figure 1. Note that the lit-
erals’ names were abbreviated to optimise space (e.g.
mushroom(m1) is represented as mus(m1)). The leaf
nodes that have the value > (truth/tautology) are also
hidden.
Note that from the schematic mapping rule rmA3 the
argument A11 is formed, given that there is an argu-
ment with ed(m1) as a conclusion (C11). Similarly,
A12 and A13 are formed by rule rmA4, given that there
are two different arguments in different agents that
have ¬ed(m1) as a conclusion (B11 and D11). Argu-
ment B11 and E11 are simply originated from their lo-
cal rules. Note that the literals originated from the
focus rules received in the query are considered as
literals defined by each agent (e.g. mus(m1)B and
hv(m1)B in B11; and mus(m1)E , hv(m1)E , etc in E11).
C11 and D11, similarly to A11 to A13, are based on
schematic mapping rules, having their leafs associ-
ated with conclusions of argument E11 (spa(m1)E and
am(m1)E ).
From this Support Relation, the following steps
create the set of justified arguments: (1) the subar-
guments of B11 with heads mus(m1)B and hv(m1)B
are justified, since their respective rules have empty
bodies and there is no argument that defeats them;
the same occurs with the subargument with head
mus(m1)C in C11 (C′11), mus(m1)D in D11 (D
′
11) and
mus(m1)E to ¬ha(m1)E in E11; (2) argument B11 is
justified, since their subarguments are justified and
there is no argument in agent B that defeats B11; sim-
ilarly, argument E ′11 (with head spa(m1)E ) is justi-
fied; (3) C11 is justified, since one of its two subar-
guments are justified (C′11) and there is an argument
(E ′11) that supports C
′′
11; also, E11 is justified, given
that its only subargument (E ′11) is justified; A12 is
not justified because, although it is supported by B11
(which is justified), it is defeated by A11, since A11 is
stronger than A12 considering the preference order TA
(which states that Catherine’s knowledge is preferred
to Bob’s knowledge);(4) D11 is justified; A11 is also
justified, because there is a justified argument that
supports it (C11) and, although A11 is attacked by both
A12 and A13, it defeats both of them, since Cather-
ine’s knowledge is preferred over both Bob and Den-
nis; (5) similarly to A12, A13 is not justified (though
supported by D11) because A11 defeats it. A12 and
A13 are rejected because they are defeated by justified
arguments. Therefore, ed(m1)E is taken as a logical
consequence of the system.
Let’s also suppose that, at the same time, Bob
finds a mushroom that he knows it is a Death Cap, but
he can’t remember whether this type of mushroom is
edible or not. He then sends the following query to
Alice:
CQ : β
p : edible(m2)?
rFβ11 : mushroom(m2)⇐
rFβ12 : death cap(m2)⇐
In this case, we have a new query context origi-
nated from Bob, with different focus rules. From this
query context a different Support Relation is created,
which will be called SRβ, and the proof trees for it are
very different from SRα, as shown in Figure 2. Note
that, again, the literal names were abbreviated (e.g.
death cap(m2) is written as dc(m2)).
It is interesting to note that both Support Relations
are very different from each other, considering that
most of the rules used are the same for both queries,
ed(m1)A
ed(m1)C
A11
¬ed(m1)A
¬ed(m1)B
A12
¬ed(m1)A
¬ed(m1)D
A13
¬ed(m1)B
mus(m1)B hv(m1)B
B11
ed(m1)C
mus(m1)C spa(m1)E
C11
¬ed(m1)D
mus(m1)D am(m1)E
D11
am(m1)E
spa(m1)E
mus(m1)E hv(m1)E pt(m1)E pbc(m1)E cml(m1)E ¬ha(m1)E
E11
Figure 1: Support Relation for query context α.
¬ed(m2)A
mus(m1)A dc(m1)A
A1
dc(m2)B
dc(m2)A
B1
Figure 2: Support Relation for query context β.
and also that they not interfere in each other. This ex-
emplifies how different foci or contexts lead to differ-
ent argumentation frameworks in the reasoning pro-
cess.
4 IMPLEMENTATION
An initial multi-agent implementation was made
using the framework Jason (Bordini et al., 2007),
which uses the language AgentSpeak for program-
ming agents based on the BDI (Belief-Desire-
Intention) model.
To optimise space and simplify the understanding
of the algorithm, we present in this paper a simplified
version of the program in AgentSpeak, highlighting its
main points.
Agent’s rules are encoded using the following
predicate style:
Listing 1: Example of rule encoded in AgentSpeak.
1 m a p p i n g r u l e ( l12 , hunterA , ˜ e d i b l e (M) [ s o u r c e (
hun te rA ) ] , [ d e a t h c a p (M) [ s o u r c e ( any ) ] ] ) .
2 . . .
The example above shows how rule rmA1 is en-
coded. Note that the literals in the head and body
are annotated with a source predicate, which indi-
cates the agent that defines the literal. In the case of
death cap(M), the source is marked as any, indicat-
ing that it is a schematic literal that may be defined by
any agent.
When Alice queries about edible(m1), she
first tries to answer it by herself by adding
the goal !query(q1, edible(m1), hist(q1,
edible(m1), [edible(m1)]), Rf) to the agent’s
mental state, where q1 is the query context identifica-
tion (which is generated automatically), edible(m1)
is the literal that we want to find the truth value for,
and hist(q1, edible(m1), [edible(m1)]) the
initial history for the query, which is used to detect
cycles in the global knowledge base (the union of all
the belief bases), and Rf refers to the set of current
focus rules of Alice. When this goal is added to
Alice, one of the following plans is activated:
Listing 2: Action plans that represent the options when a
query is received.
1 +! que ry ( CId , P , Hi s t , Rf ) [ s o u r c e ( A0 ) ] : l o c a l l y ( P ) <−
2 + q u e r y c o n t e x t ( CId , A0 ) ;
3 ! r e t u r n t o c a l l e r ( CId , P ) .
4
5 +! que ry ( CId , P , Hi s t , Rf ) [ s o u r c e ( A0 ) ] : l o c a l l y ( ˜ P ) <−
6 + q u e r y c o n t e x t ( CId , A0 ) ;
7 ! r e t u r n t o c a l l e r ( CId , P ) .
8
9 +! que ry ( Cid , P , Hi s t , Rf ) [ s o u r c e ( A0 ) ] : n o t ( l o c a l l y ( P )
) & n o t ( l o c a l l y ( ˜ P ) )
10 & n o t ( s u p p o r t f i n i s h e d ( P ) ) <−
11 + q u e r y c o n t e x t ( CId , A0 ) ;
12 ! a d d f o c u s r u l e s ( CId , Rf ) ;
13 ! s e e k s u p p o r t ( CId , P ) ;
14 ! s e e k s u p p o r t ( CId , ˜ P ) .
The first plan is executed when a local conclusion
is found (locally(P)). The details of the rules in-
volved in the calculation of the locally(P) predicate
will not be covered, since they are simply a repro-
duction of the well known logic programming rea-
soning. If a local conclusion for the complement of
P is found (∼P), then the second action is executed.
In both cases, the goal return to caller(CId,P)
is added in order to return an answer. A belief
query context(Cid, A0) is also added to record
which agent issued the query (A0). This is very im-
portant later when returning an answer for the query.
When neither P nor ∼P are found to be locally
provable, the third action plan is executed. In this
case, a new goal !add focus rules(CId,Rf) is
added in order to add the focus rules (Rf) tagged with
the query context identification CId to the agent.
Listing 3: Action plan to add received focus rules as local
rules.
1 +! a d d f o c u s r u l e s ( CId , Rf ) : t r u e <−
2 f o r ( . member ( L , Rf ) ) {
3 i f ( n o t ( r u l e ( , L , ) [ c o n t e x t ( CId ) ] ) ) {
4 ? r u l e i d ( IDN ) ;
5 . c o n c a t ( ” t r ” , IDN , ID ) ;
6 −+ r u l e i d ( IDN+1) ;
7 + r u l e ( ID , L , [ ] ) [ c o n t e x t ( CId ) ] ;
8 }
9 } .
Note that each rule created from the focus rules
are annotated with a context(CId) clause, which in-
dicates that the rule is bound to this particular query
context.
Other two goals !seek support(CId,P) and
!seek support(CId,∼P) are added to try to find a
support for the literals P and ∼P in question. Basi-
cally, the support is found by iterating over all rules
whose head is P (or∼P), then performing a new query
for each member of the body of these rules:
Listing 4: Action plans responsible for finding support for
a rule
1 +! s e e k s u p p o r t ( CId , P , H i s t ) : r u l e ( , , P , ) [ c o n t e x t (
C) ] & (C == CId | C == any ) <−
2 f o r ( r u l e (R , , P , Body ) [ c o n t e x t (C) ] ) {
3 + w a i t i n g f o r s u p p o r t r e t u r n ( CId , R , P , Body
, [ ] , [ ] , 1 )
4 f o r ( . member (B[ s o u r c e ( Ag ) ] , Body ) ) {
5 ! e v a l u a t e b o d y m e m b e r ( CId , R , B , Ag , H i s t )
} } .
6 ( . . . )
7
8 +! e v a l u a t e b o d y m e m b e r ( CId , R , B , Ag , H i s t ) :
9 H i s t = h i s t ( CId , P , L ) & n o t ( . member (B , L ) )
10 & Ag == any <−
11 ! a s k a l l k n o w n a g e n t s ( CId , R , B , h i s t ( CId , B , [ B |L ] ) )
.
12
13 +! e v a l u a t e b o d y m e m b e r ( CId , R , B , Ag , H i s t ) :
14 H i s t = h i s t ( CId , P , L ) & n o t ( . member (B , L ) )
15 & Ag \== any<−
16 . send ( Ag , a c h i e v e , que ry ( CId , B , h i s t ( CId , B , [ B |L ] )
) ) .
17
18 +! e v a l u a t e b o d y m e m b e r ( CId , R , B , Ag , H i s t ) :
19 H i s t = h i s t ( CId , P , L ) & . member (B , L )
20 & . my name (Me) & Ag \== Me <−
21 + c y c l e ( CId , R , B) ;
22 ( . . . ) .
Note that, for each body member of each
rule with head P, the agent checks whether its
source is “any” or refers to a specific agent.
If it is the former, then a goal ask all known
agents(CId,R,B,hist(CId,B,[B|L]))
is added, which simply sends the goal
query(CId,B,hist(CId,B,[B|L])) (where
B|L is the addition of B to the history of the new
query) to every known agent. Otherwise, it sends
the query only to the agent that it knows that defines
B. Note that both the second and the third plans are
triggered only if B is not in Hist. If B is in Hist,
then we have a cycle in the global knowledge base,
which then activates the fourth plan. This plan do not
issue any new query for B and a cycle(CId,R,B)
belief is added to indicate that the rule R cannot be
used to support P, although it will be considered an
unblocked rule if none of the other body members is
considered false, as shown in Listing 4.
When an agent receives an answer for
a query to a literal B, it receives a belief
answer(B,TV,BS,SS,Ag), where TV can be
one of the three possible truth values: true, false or
undefined. The code for the action plans that are
activated when these answers are received will be
omitted because of the space constraint. BS and SS
are respectively the Blocking Set and the Supportive
Set for the literal. The BS is the set of literals
in the body of an unblocked rule that supports P,
whereas the SS is the set of literals in the body of
an applicable rule for P. An unblocked rule is a rule
with head P such that all literals in its body have
true or undefined as truth value. An undefined truth
value indicates that a cycle was found during the
processing of the query. An applicable rule is a rule
with head P such that all literals in its body have true
as truth value. All applicable rules are also unblocked
rules, but the opposite is not true. According to
the semantics presented by (Bikakis and Antoniou,
2010), argumentation lines where cycles occur cannot
be used to support a literal (to be true), but it also
may not imply that the literal is rejected (false).
When all literals in the body of a rule that supports
P have an answer, then the following action plan is
triggered. Note that this action plan is triggered only
if no other rule was found to be unblocked yet, or if
the BS of the new rule (BSr) evaluated is stronger than
the BS of the previous unblocked rule found (BSp).
The BS of a rule is composed of the members of the
rule’s body if they are foreign literals. If a body mem-
ber B is a local literal, then the elements of its BS is
included in the BS of the rule (BSr). The function
stronger performs the role of the Str function de-
fined in Section 3.2, comparing the strength based on
the literals pertaining to each BS.
Listing 5: Action plan triggered after every body member
of a rule is evaluated.
1 + w a i t i n g f o r s u p p o r t r e t u r n ( CId , R , P , [ ] , BSr , SSr , 1 ) :
2 r u l e (R , , P , Body ) [ c o n t e x t (C) ] & (C == CId | C
== any )
3 & ( n o t ( unb locked ( CId , P , BSp ) ) | s t r o n g e r ( BSr ,
BSp , T , BSr ) ) <−
4 −+unb locked ( CId , P , BSr ) ;
5 i f ( n o t ( c y c l e ( CId , R , ) ) ) {
6 i f ( n o t ( s u p p o r t e d ( CId , P , SSp ) ) | s t r o n g e r ( SSr ,
SSp , T , SSr ) ) {
7 −+s u p p o r t e d ( CId , P , SSr ) ; } }
8 −+ w a i t i n g f o r s u p p o r t r e t u r n ( CId , R , P , [ ] , BSr , SSr
, 2 ) .
Note that the literal is considered supported iff a
cycle was not found for the rule (R), because a cycle
indicates that P is only unblocked, and not supported,
by R.
There are other action plans to synchronise the re-
sults of each seek support goal added to the agent,
but they will be omitted because of space constraints.
The following action plans are called at the end of the
processing of a query, when both the support for P
and∼P are finished or if the answer was found locally.
Listing 6: Action plans responsible for returning a response
for the query
1 +! r e t u r n t o c a l l e r ( CId , A0 , P ) :
2 ( l o c a l l y ( CId , P ) |
3 ( s u p p o r t e d ( CId , P , SSp )
4 & ( n o t ( unb locked ( CId , ˜ P , BSq ) ) | s t r o n g e r (
SSp , BSq , T , SSp ) ) ) ) <−
5 . send ( A0 , t e l l , answer ( P , t r u e , BS , SS , Me) [ c o n t e x t (
CId ) ] ) ;
6 ! c l e a r ( CId , A0 , P ) .
7
8 +! r e t u r n t o c a l l e r ( CId , A0 , P ) :
9 ( l o c a l l y ( CId , ˜ P ) |
10 n o t ( unb locked ( CId , P , SSp ) ) |
11 ( ( n o t ( s u p p o r t e d ( CId , P , SSp ) )
12 | ( unb locked ( CId , ˜ P , BSq ) & s t r o n g e r ( BSq
, SSp , T , BSq ) ) )
13 & s u p p o r t e d ( CId , ˜ P , SSq )
14 & s t r o n g e r ( SSq , BSp , T , SSq ) ) )
15 <−
16 . send ( A0 , t e l l , answer ( P , f a l s e , BS , SS , Me) [
c o n t e x t ( CId ) ] ) ;
17 ! c l e a r ( CId , A0 , P ) .
18
19 −! r e t u r n t o c a l l e r ( CId , A0 , P ) :
20 s u p p o r t f i n i s h e d ( CId , P , BSp , SSp ) <−
21 . send ( A0 , t e l l , answer ( P , u n d e f i n e d , BS , SS , Me) [
c o n t e x t ( CId ) ] ) ;
22 ! c l e a r ( CId , A0 , P ) .
In summary, a true answer for P is returned if it is
proved locally, or if P is supported (an applicable rule
was found) and ∼P is either not even unblocked or it
is unblocked but the SS of P is stronger than the BS of
∼P. The answer will be false if ∼P is proved locally,
or if the conditions for answering true do not hold
and, additionally, if∼P is supported and the SS of∼P
(SSq) is stronger than the BS of P (BSp). Otherwise,
its answer is undefined.
Figure 3 shows a sequence diagram which illus-
trates the execution of the scenario presented in Sec-
tion 2.
5 RELATED WORKS AND
CONCLUSION
The main related work is the one by (Bikakis and
Antoniou, 2010), which the model presented in this
works extends. It enables decentralised distributed
reasoning based on a distributed knowledge base,
such that the knowledge from different knowledge
bases (called contexts) may conflict with each others.
Such conflicts are solved by means of defeasible logic
considering the existence of mapping rules, i.e. rules
that have premises defined by other knowledge bases.
They also present an algorithm for distributed query
evaluation based on the defined semantics. However,
their work still lacks some generality, in the sense that
there exists many use case scenarios that are not pos-
sible to represent in their system. One kind of such
scenarios are the ones that require that agents share
relevant knowledge when issuing a query to others.
Another kind of scenarios are those in which the bind-
ings among the agents (defined by means of mapping
rules) are not static, such as in knowledge-intensive
and dynamic environments.
Other works with similar goals and approach are
the peer-to-peer inference systems, such as the pro-
posed by (Adjiman et al., 2006), which also pro-
vides decentralised distributed reasoning based on
distributed knowledge, but do not provide ways to re-
solve conflicts. Such systems also do not deal with the
idea of sharing relevant context knowledge when issu-
ing a query. Another relevant work is the distributed
argumentation with defeasible logic programming by
(Thimm and Kern-Isberner, 2008). However, its rea-
soning is not fully decentralised, depending on a mod-
erator agent that has part of the responsibility of con-
structing arguments.
Therefore, our framework extends the contextual
defeasible logic of (Bikakis and Antoniou, 2010) as
a multi-agent model including the idea of focus and
its effects in distributed reasoning, as well as giv-
ing a glimpse of how CDL can be adapted to en-
able its use in dynamic and knowledge-intensive en-
vironments where agents come in and out of the envi-
ronment at random times and have their beliefs con-
stantly updated and revised. Furthermore, we present
a multi-agent implementation based on the BDI agent
architecture.
Our future work includes exploring the possibil-
ity of using partial order instead of total order in sce-
narios where there may be incomparable agents, as
suggested in (Gottifredi et al., 2018). Another rel-
evant future improvement for this work is creating
mechanisms to allow agents to internalize conclusions
or arguments from previous queries when they are
reliable enough, and to not do it if the information
used was not so reliable. This would avoid repeating
the distruted query processing for the same literal if
the arguments used to support it are reliable enough.
Other ideas include developing new conflict resolu-
tion strategies and optimizations for cases where the
focus rule set is too big to share among agents.
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Figure 3: Sequence diagram for the reasoning process of the mushroon hunters scenario.
