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SUMMARY 
The effect of gravity on the evolution of microstructure during liquid phase sintering 
was studied using Ni-Fe tungsten heavy alloy, for varying sintering times, compositions, and 
gravity conditions (microgravity and normal gravity). A serial sectioning of the samples was 
carried out and the three dimensional microstructure was reconstructed. The microstructure 
was quantified using volume-probe techniques developed in the course of this research. 
Computer codes were written to extract descriptors of spatial arrangement of grains from the 
image data. 
It was seen that the microstructure in gravity evolves as just a scale factor change 
with sintering time whereas it is not so in microgravity. The scale factor change in gravity 
was seen in the evolution of grain size distribution function, radial distribution function and 
1st, 2nd and 3rd nearest neighbor distribution functions. In specimens processed in both gravity 
and microgravity environment there are practically no isolated grains suspended in the 
matrix. This was expected in gravity where the grains have to contact each other to provide 
normal force to balance gravity, but it wassurprising to see this in microgravity. At a given 
sintering time, the coordination number in microgravity was significantly lower than that in 
gravity. In microgravity, the coordination number remains constant whereas in gravity, it 
increases with time. This increase is attributed to grain shape accommodation. A strong 
correlation was found between the coordination number and the mean surface area of grains 
forming that coordination which was expressed by a linear equation. Inspite of significant 
differences between the volume fractions of gravity and microgravity samples, the 1st and 2nd 
3D nearest neighbor distances are only a scale change, with the scale factor being the mean 
grain size. 
In the initial stages of sintering, the kinetics of grain growth is slower in microgravity 
than in gravity environment resulting in a significant difference in the grain sizes. However, 
the difference in grain size after 120 minutes of sintering becomes insignificant. The 
observed difference in rates of grain growth at lower times (upto 1 minute) is attributed to 
the effect of coalescence. It was observed that there is no densification with time in 




Sintering is a phenomenon by virtue of which packed powders bond together 
when heated to temperatures in excess of approximately half the absolute melting 
temperature. Liquid phase sintering (LPS) is a subclass of the sintering processes involving 
particulate solid along with a coexisting liquid during some part of the thermal cycle. 
Presence of liquid during sintering gives this process an advantage over other sintering 
processes. The presence of liquid phase leads to rapid consolidation and sintering[l-3]. The 
capillary attraction due to wetting liquid gives rapid compact densification without the need 
of an external force. As the starting material is in a powder form, a near net shape fabrication 
is possible, and complete melting is not necessary. All these features make LPS a very 
attractive fabrication process for commercial production. Liquid phase sintering is a widely 
used fabrication process for high performance metallic and ceramic (glass-ceramic) 
materials. It is particularly useful for high melting point materials for which fabrication by 
melting is not feasible. 
During liquid phase sintering there are at least three phases coexisting; vapor, liquid 
and solid; and these are associated with their specific interfaces and energies. Presence of 
three phases coupled with solubility, viscosity and diffusivity factors make the analytical 
treatment of the process very difficult. An important parameter in the LPS process is gravity. 
Gravity induces separation of the solid and liquid phases due to the density differences 
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between the two[4-7]. Consequently, the microstructure evolves differently in gravity than 
the way it would in its absence. This difference in microstructure affects the sintering 
kinetics. Therefore, to better understand the process of LPS it is of interest to quantify and 
understand the effect of gravity on microstructural evolution during LPS. For this purpose, 
it is necessary to perform LPS experiments in absence of gravity (i.e. micro-gravity 
environment as of a space station) and compare the results to those of experiments done 
under normal gravity. Such experiments were recently conducted by Professor R.M. 
German's group at Pennsylvania State University[8], under a NASA supported research 
program (some micro-gravity experiments were also done by other researchers in the past[9-
13]). The focus of the present research is to uncouple the effect of gravity during LPS so as 
to better understand the process of LPS. 
The main objective of this research is to understand the effect of gravity on the 
fundamental process of LPS. This is of both fundamental and practical interest in Materials 
Engineering. The biggest hurdle in these type of studies is the inability to quantify the true 
3D microstructure. The reason for this is the fact that the observations under a microscope 
are 2D sections of the real 3D microstructure. Thus to achieve our main objective it is 
necessary to quantify the true 3D microstructure (this can be done using stereology and 3D 
microstructure reconstruction through serial sectioning). Hence true 3D microstructure 
quantification becomes another objective of this research. 
The next chapter outlines the fundamentals of LPS and microstructural evolution 
during the process. This is followed by a description of the Digital Image Analysis 
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procedures and computer calculations to extract quantitative information about the 
microstructure. The experimental work is then presented in the subsequent chapter, followed 
by the chapter on results and discussions. Finally the conclusions drawn from this research 
are presented in chapter five. 
CHAPTER II 
BACKGROUND 
The objective of the research was to study the effect of gravity on fundamental 
processes of LPS. In order to accomplish this, knowledge of the principles of LPS, 
microstructure and stereology and digital image analysis is required. A brief background on 
these topics is presented in this chapter. 
2.1 Background on LPS 
Sintering is a phenomenon in which powder, when subjected to high temperatures 
(of approx. half the absolute melting point), agglomerates . The phenomenon of sintering 
occurs due to formation of inter-particle bonds by atomic diffusion at the sintering 
temperature. If there is a coexisting liquid present along with solid particles during some 
part of the sintering, then the phenomenon is known as liquid phase sintering (LPS). 
Presence of liquid during sintering usually enhances the sintering kinetics which is 
advantageous. Liquid aids rearrangement of grains by reducing inter-particle friction, helps 
compact densification by capillary attraction, and increases mass transport due to faster 
diffusion through liquid. 
A typical powder compact for an LPS system has two constituents. The major 
constituent is a powder of a high melting point material which remains solid throughout the 
sintering, while the minor constituent is a powder of a low melting point material which 
forms liquid during sintering. The steps involved in the process of LPS are as follows: 
1. Mixing of elemental (or pre-alloyed) powders in appropriate amounts. 
2. Blending of the powder mixture. 
3. Tapping of the powder in a mold. 
4. Cold compaction of the mold. 
5. Pre-sintering of the green compact. 
6. Machining of the pre-sintered compact to proper specifications. 
7. Liquid phase sintering of the final compact at desired temperature for a specified amount 
of time. 
The resulting microstructure is described in detail in the following sub-section. 
2.2 Characteristics of LPS Microstructure 
A typical LPS microstructure consists of matrix, grains and porosity as in Figure 2.1 
(some times the amount of porosity is negligible). Grains are of the high melting point 
material and they are in solid state during sintering, whereas the matrix is of the low melting 
point material which is present in the form of liquid during LPS. The main features seen in 
LPS microstructure are grains, their inter-particle contacts and liquid rich regions known as 
liquid pockets (Figure 2.5). A brief description of the geometry of inter-particle contacts and 
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liquid pockets is given below. 
2.2.1 Inter-particle contacts 
At high volume fraction of solid, most of the grains are connected to one another by 
inter-particle contacts (see Figure 2.1). Each inter-particle contact contains a triple line of 
contact between the two associated grains and liquid. Three characteristic dihedral angles 
exist at this triple line, which are governed by the interfacial energies. The triple line (or 
neck) is seen as a triple point in a 2D metallographic section. Dihedral is the angle between 
outward normals of any two surfaces where they meet to form an edge. Therefore, three 
dihedral angles exist at a triple line representing junction of three interfaces. The values of 
equilibrium dihedral angles are related to the interfacial energies of the three associated 
interfaces as follows. 
_ J J ^ _ = J ^ = _ZLL_ 2 1 
sin (f>3 sin <p} sin 0 2 
where, y s a r e interfacial energies and (j)s are angles as shown in the Figure 2.3a. If the solid 
liquid interfacial energy is not a function of crystallographic orientation (resulting in two of 
the interfacial energies used in equation 2.1 being the same), then dihedral angle between 
two abutting grains can be expressed as follows (see Figure 2.3b), 
<j>- 2 a r ccos ( ss ) 2.2 
27SL 
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If the equilibrium dihedral angles are maintained at the neck, then the geometry of the neck 
is locally constrained, resulting in a curved intergranular grain boundary, if the two abutting 
grains have different sizes (see Figure 2.4). The radius of curvature of the neck can be 
expressed as follows: 
0 / # j RlR2 
r = 2 cos ( —) 2 Rj- R 
2.3 
The dihedral angle controls the shape of the liquid at the triple line, and the shape 
of the grains. It also affects the coordination number (number of contacts formed by a grain 
with its neighbors), size of stable pores and the rate and mechanism of LPS (as will be 
discussed later in this chapter). 
2.2.2 Liquid pockets and porosity 
It is common to see large regions of liquid with no grains (Figure 2.5) known as 
liquid pockets. These are initially voids formed at the regions where low melting constituent 
powder particles are present in the initial powder mass. These voids get filled with liquid 
during the pore-filling stage of the LPS process. The mechanism of liquid pocket formation 
is discussed later in this chapter. If these voids do not get filled with liquid during LPS, it 
results in porosity. The process of pore formation is described in greater detail in a later 
section. 
2.3 Different Stages of LPS 
The main event, prior to liquid formation, is solid state sintering[3]. The processes 
after liquid formation can be broken into three overlapping stages. The first stage is 
characterized by melt formation and rearrangement of solid particles due to the capillary 
force of the liquid. In the intermediate stage solution-reprecipitation and shape 
accommodation takes place. The final stage is characterized by grain growth and coarsening. 
A brief account of processes taking place in each stage is given below. 
2.3.1 Initial Stage Processes 
The initial stage corresponds to processes which take place right after heating and 
upto several minutes (depending on the system) after liquid formation. This stage involves 
three processes, namely: melt formation, particle rearrangement, and pore and contact 
formation. 
Melt formation 
On melt formation, liquid flows between the particles, penetrates the grain 
boundaries, dissolves particle irregularities, and eventually helps form new grain contacts. 
It takes some time for the liquid to attain chemical equilibrium with the solid particles. The 
dimensional changes during this time are affected by the diffusivity ratio of the high melting 
point constituent (in low melting point constituent) and the low melting point constituent (in 
high melting point constituent). An unequal diffusivity ratio leads to swelling[14]. After 
sufficient time, equilibrium effects dominate and the effect of ratio of diffusivity is taken 
over by the ratio of solubility of the high melting point constituent (in low melting point 
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constituent) and low melting point constituent (in high melting point constituent). A high 
solubility of high melting point constituent in the low melting point constituent provides 
better densification due to surface smoothing, sliding and better lubrication[ 15], whereas low 
melting point constituents with high solubility in the high melting point constituent will 
dissolve during heating, leaving a pore at the prior low melting point constituent site[16]. 
This is shown schematically in Figure 2.6 and some examples are presented in Table 2.1. 
The wetting characteristic of the solid by the liquid is the most important property 
which affects the initial stage after melt formation. The capillary forces exerted by the 
wetting liquid cause particle rearrangement, to which the compact responds as a viscous 
solid. The melt flows in the pores due to capillary force, this is known as penetration. In 
cases where the solid particles are polycrystalline this penetration continues at the grain 
boundaries and causes fragmentation of the grains[17]. The driving force responsible for 
liquid penetration at the grain boundaries (fragmentation) originate from the unbalanced 
surface forces at the solid-solid-liquid interface. For dihedral angles over 60 deg, 
fragmentation is extremely unlikely[18], whereas penetration can fully disintegrate the solid 
grains if the dihedral angle is 0 deg. 
Rearrangement 
Rearrangement of particles is a two stage process, primary and secondary. During the 
primary rearrangement, the solid particles around the melting low melting point constituent 
get rearranged. This can some times result in clustering of these particles around low melting 
point constituent rich regions. Secondary rearrangement is the term given to the processes 
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which deal with the rearrangement of clusters formed in the primary rearrangement or of 
fragmented grains. 
The rearrangement occurs due to the contact force caused by the wetting liquid. The 
contact force depends on the contact angle (which is equal to (it - dihedral angle)), particle 
size, and amount of liquid, and it can produce a pressure as high as 100 atmospheres. For 
spherical particles, the contact force decreases with increasing amount of liquid. On the 
contrary, an inverse relation holds for irregularly shaped particles[19]. In general for any 
particle shape intermediate amount of liquid is good for rearrangement, and small particle 
size and low contact angle are always beneficial. 
Another factor which influences rearrangement is green density. As the green density 
increases, there is greater mechanical locking, higher interparticle friction and less vapor 
phase. All of these result in reduced rearrangement of the particles. In general, increase in 
green density reduces rearrangement rates[3]. However, there are some cases in which 
increased green density has resulted in higher final density due to low initial porosity[3]. 
Pore and contact formation 
If the liquid wets the solid then on melt formation it flows and forms a liquid film 
around the neighboring solid particles, leaving behind a pore at the prior additive site[16] 
(Figure 2.6). These pores can be distinctly seen if the particle size of additive was large. At 
times pore formation is also seen as a result of rearrangement. This happens due to 
unbalanced torque produced during rearrangement between neighboring particles [19]. 
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Another consequence of rearrangement is contact formation. As the compact shrinks 
due to rearrangement, new contacts are formed between particles. These contacts bond the 
particles together to give rigidity to the compact. Once a rigid skeleton is formed, the process 
of rearrangement ceases for all practical purposes. This marks the end of initial stage 
processes and the beginning of intermediate stage liquid phase sintering. 
2.3.2 Intermediate stage processes 
During this second stage of LPS, movement and rearrangement of particles stops and 
solution-reprecipitation starts. One of the basic requirements for solution-reprecipitation is 
solid solubility in liquid. Solution-reprecipitation results in densification and coarsening of 
the microstructure. This process is driven by reduction of interfacial area which results in 
deviation of particles from a spherical shape (grain shape accommodation), contact 
flattening, dissolution of fine grains, inter-particle neck growth, coalescence and pore filling. 
These effects are discussed in detail below. 
Grain shape accommodation 
The driving force for densification comes from surface energy associated with pores. 
If there is not sufficient amount of liquid to fill the pores, the grains deviate from a spherical 
shape to provide more efficient packing to release liquid to fill the pores. In spite of their 
deviation from spherical shape there is a net decrease in the energy of the system due to 
elimination of pores[20]. This phenomenon of shape change of the grains is known as Grain 
Shape Accommodation. Neck growth takes place along with grain shape accommodation. 
There are three transport mechanisms responsible for grain shape accommodation. 
The first one is known as contact flattening. In this the stress due to wetting liquid causes 
preferential dissolution of solid at grain contacts with reprecipitation at regions away from 
the contact [21] (Figure 2.7 a). The second mechanism involves growth of large grains by 
dissolution of small surrounding grains[22] (Figure 2.7b). The large grain so grows that it 
undergoes shape accommodation. In the third mechanism the interparticle neck grows by 
solid diffusion along the solid-solid grain-boundary (Figure 2.7c). This third mechanism is 
very slow except for systems with no solid solubility in liquid (e.g. W-Cu). The major 
differences between the three mechanisms are shown in Table 2.2. 
Contact Flattening 
The rate of contact flattening can depend on either of two steps; dissolution or 
diffusion. A measure for contact flattening is the center-to center approach distance, which 
can be related to the shrinkage AL/L0. The diffusion controlled shrinkage for two equal sized 
spheres, in presence of a thin layer of intergranular liquid[21 ], can be expressed as follows: 
/kTI „ 12SQyDCt 
where, 6 is the thickness of intergranular liquid, Q is the atomic volume, y is the liquid-vapor 
surface energy, D is the diffusivity of the solid in the liquid, C is the solid concentration in 
the liquid, t is the isothermal time, k is Boltzmann's constant, T is the absolute temperature 
and n is an exponent equal to 3. The assumption of presence of intergranular liquid basically 
assumes zero dihedral angle, which is not always true. Thus the above solution was corrected 
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for the dihedral contribution[23,24]. The corrected equation was numerically solved and was 
found to be of the same type as the above equation except for the value of exponent n, which 
in this case varied from 3.00 to 3.15. 
For reaction controlled contact flattening the rate of shrinkage can be predicted as 
follows: 
,*uf^g2 
where k, is reaction constant. 
Dissolution of fine grains 
The mechanism of dissolution of fine grains does not necessarily involve center-to-
center approach. The rate of shrinkage in this case can be defined as a ratio r/(R+r) for a three 
grain model as shown in Figure 2.7b. An approximate equation for shrinkage[25] for the 
three grain geometry can be expressed as follows 
The third mechanism of shape accommodation is neck growth by solid-state 
diffusion. The process is similar to contact flattening for non zero dihedral angle[21] except 
for diffusion in solid. The equation 2.4 also gives the shrinkage for this case where exponent 
n is from 3.00 to 3.15 and D represents the diffusivity of the solid in solid. 
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Interparticle neck growth 
In the intermediate stage the neck formed in the initial stage grows to reach a final 
stable neck size dictated by the dihedral angle and grain size. If there is no grain shape 
accommodation, the final neck size can be related to grain radius and dihedral angle as 
follows: 
X = R sin (<$> I 2) 2.7 
where X is the equilibrium neck size, R is the grain radius and 4> is the dihedral angle. 
Once this stable neck size ratio is reached the further neck growth is dependent on 
grain growth[26]. The independent neck growth, to attain this stable neck size, takes place 
by several mechanisms involving solution reprecipitation, solid-state diffusion and 
coalescence. A general solution to the problem of neck growth [23,24] yield the following 
type of relation: 
(X/R)n = k t 2.8 
where, t is time and k is a term of the type D/(K T Rm). The value of n is from 5 to 7 and that 
of m is 3 or 4. These analyses show that the volume fraction of liquid and contact angle have 
very little effect on the neck growth kinetics. 
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Coalescence 
Coalescence is a process in which two contacting grains of dissimilar size merge into 
one by directional grain growth of one. The process results in increase in grain size and 
decrease in number density. The driving force for the process is a finite radius of curvature 
of the solid-solid grain boundary as given by equation 2.3 and shown in Figure 2.4. The 
curved grain boundary is unstable and diffusion across it results in a more stable structure. 
Thus coalescence is favored by high dihedral angle and large grain size difference. In general 
coalescence is always favored by higher solid volume fraction. 
The process of coalescence can take place by the following three possible 
mechanisms: Grain boundary migration, liquid film migration or solution reprecipitation. 
The mechanism of grain boundary migration requires that the contacting grains have a low 
angle grain boundary. The probability of having a low angle grain boundary is less than 
0.01 [26], thus grain boundary migration does not contribute much to the process of 
coalescence. The mechanism of liquid film migration refers to the grain boundary migration 
by diffusion through a thin liquid film. This mechanism has been only seen in WHAs. 
Pore Filling 
In general the pores can be classified into three types based on their origin. The first 
one is due to initial porosity in the green compact, the second type of pores are formed due 
to particle rearrangement in the initial stage and the last one are formed at prior additive sites 
on melt formation. The first two type of pores are small and get filled by grain shape 
accommodation, whereas the third type of pores are often big and thus remain for a 
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considerable amount of time. They eventually get filled by liquid penetration. This happens 
when the radius of liquid meniscus increases to a value that the capillary force causes the 
liquid to penetrate the pore[27]. The radius of liquid meniscus is given by the following 
equation: 
rm = R (1-cos a) / cos a 2.9 
where R is the grain radius. Thus the size of stable pore radius is inversely proportional to 
the grain radius. 
2.3.3 Third Stage 
The main event in the last stage of sintering is coarsening. By then all the solid 
particles are a part of one solid rigid skeleton. The process of densification is still on and 
takes place by grain shape accommodation (which also contributes to coarsening). It is 
common to see 99% dense compacts in systems with insoluble gases (although density 
usually decreases with time after reaching a maximum). The driving force for events in this 
stage is reduction of liquid-solid interfacial energy. 
In systems sintered under vacuum the porosity becomes almost zero,and thus the only 
change seen is in the grain size. Thus processes in this stage are often referred to as scale 
change although there may be more than just scale change. 
Grain growth 
The thermodynamic driving force for coarsening is reduction of interfacial energy by 
decrease in both the amount and curvature of solid-liquid interface. This leads to Ostwald 
ripening, in which bigger grains grow at the expense of smaller grains. There is another 
mechanism by which grain size increases and that is by coalescence. The driving force for 
this is the curvature of the interparticle neck. 
The kinetics of grain growth leads to a functionality of (time)1/n for the mean grain 
size. The value of n in the exponent varies from 2 to 4 for most of the materials[28]. The two 
main ways in which grain growth is possible is via transport through liquid or by 
coalescence. For the case of transport through liquid, analytical grain growth models are 
available only for very low volume fraction of solid. A classical solution to diffusion 
controlled grain growth in an infinitely dilute solid fraction is as, 
tf=Ro+4kt/9 2 1 0 
where R0 is the initial grain size, k is rate constant and t is time. To account for finite volume 
fraction of solids, computer simulations have been performed for multiparticle systems with 
varying volume fraction and size distribution[29,30,31], and surprisingly the grain growth 
exponent has been found to be very close to 3 in all cases(although it has been shown that 
some of the data fit equally well with exponents of 2 and 4 [50]). The only effect of volume 
fraction is seen in the rate constant k, which increases with volume fraction because the 
diffusional distances decreases. 
In some multicomponent LPS systems it is possible that the interfacial reaction is the 
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slowest and thus the rate controlling step in the process of grain growth. For coarsening in 
such systems the predicted grain size versus time relation is as follows: 
R2 = R2o + 64yCQkr t/(81KT) 2.11 
where k,. is reaction rate constant and the rest of the symbols have their usual meaning. Rate 
controlling step for coarsening for some common systems is given in Table 2.3. 
If coalescence is an active mechanism in grain growth then it will increase the rate 
constant and will broaden the grain size distribution. But the overall effect of coalescence 
is not enough to change the grain growth exponent from 3. The contribution of coalescence 
is expected to increase with increasing volume fraction of solid. 
Based on the three mechanisms for grain growth namely, diffusion controlled, reaction 
controlled and coalescence; it is possible to predict the grain size distribution at steady state 
as shown in Figure 2.8. 
2.4 Theories of Liquid Phase Sintering 
The process of LPS is a three stage process with rapid rearrangement in the first stage 
followed by solution re-precipitation in the second stage and coarsening in the third. The first 
stage is completed rapidly; the observed evolution of microstructure reflects the second and 
third stages. Both of these steps involve diffusion, caused by the well known curvature 
dependence of the chemical potential given by [32]: 
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H = ^ + V m 7 H 2.12 
where u, is the chemical potential of an atom at solid-liquid interface, H is the local mean 
curvature of the interface, Vm is the molar volume, y is the surface energy, and \i0 is the 
chemical potential of an atom with flat interface. It is evident from this equation that there 
will be a flow of atoms from regions of high curvature (i.e. higher chemical potential) to the 
regions of low curvature, resulting in an increase of the scale of the structure. This transport 
process is known as Ostwald ripening and was originally discovered in 1901 by W. Ostwald 
[33]. In spite of this qualitative explanation of the phenomenon, it was only in 1956 that 
Greenwood[34] attempted to construct a qualitative theory for the process. This was followed 
by an analysis by Kingery[21,351 of densification during liquid phase sintering. Since these 
theories had unrealistic solutions to the diffusion field, they did not meet with success, but 
still time dependence of a linear microstructure scale was predicted as a power of 1/3 (which 
happens to be true in the theories to follow). 
The biggest milestone in the theory of Ostwald ripening was made by a paper in 
1959 by Lifshitz and Slyozov (LS) [36] and another independent paper by Wagner 
[37](LSW) in 1961. The main advancement made in the theory by LSW was that they were 
able to treat an ensemble of coarsening particles ( with a size distribution) and were able to 
predict long-time behaviour with analytical solutions of the relevant equations. Since then 
the theory of coarsening has advanced a lot with introduction of numerical solutions and 
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simulations, but still the paper of LSW is the seminal paper to which all subsequent work has 
been compared. 
2.4.1 LSW theory for Ostwald ripening 
Before we compare and analyze the different modern theories of ripening, a brief 
review of the LSW theory[36,37] is presented. The system analyzed by LSW was a two 
phase system, with the coarsening phase consisting of spherical particles fixed in space and 
the second phase being a continuous matrix. The basic equations of LSW theory are as 
follows. 
Let the dimensionless length be / = l*llc where lc is characteristic length give by lc 
= (Rg T)/(2yVm), and /* is dimensional length Rg is gas constant and T is temperature. 
Dimensionless concentration 9 in the matrix is defined by, 0 = (c-coo)/c0O, where c is the 
solute concentrate in the matrix and cM is the solute concentrate in the matrix at a flat 
interface. Dimensionless time is defined as t = r* (D c„ Vm /lc
2) where t* is dimensional time 
and D is diffusion coefficient of solute in the matrix. 
Continuity equation 
The coarsening particles are described by particle radius distribution function,/(7?,r), 
where f(R,t) dR are the number of particles in the size range R to R+dR at time t. The radius 
of particles is changing thus the flux of particles passing through a size value i s / . 7?, where 
R =dR/dt. Therefor the accumulation of particles in a size range R to R+dR is given by: 
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dfl dt = J- dif.R )ldR 2.13 
where J is the production in the size range. This production term can be due to nucleation or 
coalescence and was considered zero in the LSW theory, thus this theory does not account 
for coalescence. 
Diffusion equation 
The rate of change of radius of a size class of particles depends on the 
thermodynamics and kinetics of the system. LSW assumed that the spherical particles are 
growing or dissolving in a supersaturated matrix (with super-saturation equal to 6m). In this 
case the thermodynamics is dictated by the curvature dependence of chemical potential and 
kinetics is dictated by the mechanism of diffusion transport. A small degree of 
supersaturation of the matrix was assumed and the dimensions of the particles were assumed 
to be small compared to the inter-particle distances. This leads to the justification of quasi-
stationary approximation for the diffusion field, hence the governing equation is Laplace's 
equation , i.e. 
V29 = 0 2.14 
The boundary conditions of the Laplace's equation are 
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Q(R) = 1 /R, and 
lim^efrj-ft. 
On applying these boundary conditions to the Laplace's equation and conserving the flux at 
the interface one can show that: 
R=(Qm-l/R)/(R) 2.17 
It can be seen from the above equation that the growth or dissolution of a particle in this 
analysis would depend on the mean field concentration set at infinity. Note that for R = l/6m, 
7c* = 0, i.e those particles show zero growth, particles above this size grow and particles 
below this size dissolve. This radius is known as critical radius and is denoted by Rc. 
Mass conservation equation 
The third and the final equation in the LSW theory comes from the conservation of 
solute. The total solute in the system is divided between the matrix with concentration 0^and 
particles of pure solute, this is expressed by 






Asymptotic solution as time goes to infinity 
Equations 2.13, 2.14 and 2.18 can be rewritten in the form of nonlinear integro-
differential equations. LSW found that these equations have an analytical asymptotic solution 
as t-*°°, although transient solutions are analytically intractable. They showed that as t -«o, 
the following is true: K(t) = 3R2C Rc - constant, Rc - R, and 4 nf3 -*Q0 3Vm cj (4n), where R 
= fj lf0. Thus the solution to the continuity equation is of the type g(RIR). h(t) which can be 
solved to get the particle size distribution g(R/R). The mean particle radius follows the t1/3 
power law, i.e. R(t) = (R(0f + 4t /9)1/3. The particle size distribution from LSW is given in 
Figure 2.8. 
2.4.2 Modern theories 
Two major limitations of the LSW theory are, (i) it is a mean field approach, and 
(ii). it is applicable only as the volume fractions tends to zero. Numerous subsequent 
coarsening have attempted to remove these limitations. Ardell[39,40] was the first to 
propose a modified coarsening theory applicable at non-zero particle volume fractions. This 
was followed by more recent models proposed by Brailsford and Wynblatt (BW)[41]; 
Davies, Nash and Stevens (DNS)[42]; Jayant and Nash (JN) [43,44]; Voorhees and 
Glicksman (VG)[30,31], Marqusee and Ross (MR)[45], and Tokuyama and Kawasaki 
(TK)[46]. All of these approaches tried to incorporate statistically averaged diffusional 
interactions of a particle of a given size class by its surrounding, by incorporating a volume 
fraction term. Figure 2.9 shows some of the size distributions predicted by these models. All 
of these theories, in general, agree on the following: 
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1 Volume fraction does not change the t power law, though it affects the amplitude. 
2 The normalized size distribution reaches an asymptotic distribution as t -°°. 
3 The time invariant size distribution broadens as the volume fraction increases and 
becomes more symmetric than the original prediction of LSW. 
4 The variation in the rate constant is more at low volume fractions of solute and slows 
down as volume fraction increases. 
The general disagreements in the predictions come in the functionality of rate 
constant on volume fraction and the range of applicability of different assumptions. Another 
difference comes in the assumptions which formulate the problems (e.g. at what volume 
fraction spatial correlations are significant). These theories, although being by far the most 
realistic models, are only able to qualitatively predict the process of coarsening: experimental 
data do not completely agree with any one theory. 
Recently, a different approach has been taken by DeHoff[47] to the problem of 
coarsening. He has introduced a new concept known as communicating neighbors which 
accounts for the neighboring grain interaction. By introduction of the concept of 
communicating neighbors he formulated a geometrically general model for liquid phase 
sintering. Using the principle of self-similarity of particle size distribution[48], DeHoff 
derived an expression for normalized particle size distribution. The scale of the 
microstructure still follows the t1/3 power law, but the predictions of size distribution by his 
theory come out to be exactly the same as of the reaction controlled model by Wagner. 
Dehoff[49] has suggested that all the theories of coarsening can be put to a stringent test if 
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individual particle growth/shrinkage rates are calculated via growth path analysis. 
2.5 LPS Research in Microgravity 
The effect of microgravity on the process of LPS has been a point of curiosity 
for researchers for a very long time. LPS experiments in microgravity date back to the late 
1980s (Ekbom[9-12] ). These experiments were done on W-Ni-Fe system with very low 
volume fraction of tungsten(0.1 and 0.2). These experiments showed a reduction in grain 
agglomeration in microgravity. It also showed a larger mean grain size in microgravity than 
in gravity for small duration of sintering time; and a smaller mean grain size in microgravity 
at larger sintering times. These experiments did give some insight into the LPS process in 
microgravity, but raised many more questions than answers. The microgravity environment 
was produced on parabolic trajectory rockets thus the time for sintering was limited to 1 to 
5 minutes. 
An intensive study of LPS in microgravity was performed for the first time by 
German in association with NASA. This study was performed on WHA with variation in 
sintering times (uptol20 minutes), weight content of tungsten and pre-sintering conditions. 
Preliminary results of these studies[8,50-53] suggested a small grain size difference in 
gravity and microgravity samples, processed for 120 minute. According to classical LSW 
theory the sintering rate should be decrease in microgravity due to lower solid volume 
fraction, which will increase diffusional distances. On the other hand it also predicts that the 
grain growth kinetics will be slower in gravity because of increase in solid grain contact 
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resulting in decrease of solid-liquid interface over which diffusion occurs. These are only 
qualitative descriptions and there are no comprehensive theories for LPS in microgravity. To 
explain the differences in the grain size seen in microgravity and gravity German et 
al.[50]proposed a model for LPS in microgravity. This model assumes that the differences 
in gravity and microgravity are due to combined affect of volume fraction difference and 
gravitational stresses. The driving force for coarsening is the differences in curvatures of 
solid particles which results in differences in solubility causing diffusional mass transport. 
The differences in solubility can also be caused by the stress state of the particles. This 
increase in solubility is very small but it was predicted that this will result in large grain size 
difference at long sintering times. The effect of stress can be expressed as a multiplicative 
factor to the rate constant K of equation 2.10 as follows: 
4DpgHD 
where K0 is the rate constant in absence of stress, Ap is the density difference in the solid and 
liquid during LPS, g is the gravitational acceleration, H is the height of solid above the 
location under consideration, D is the size of the particles, y is the solid-liquid interface 
energy and Vv is the volume fraction of the solid. It was assumed that the increased volume 
fraction in gravity affects the rate constant KQ in equation 2.19 but does not affect the value 
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of the exponent n in equation 2.10. The empirical relation between the volume fraction and 
the rate constant was expressed as follows: 
K0 = K1+KL/(1-Vv)
2/3 2.20 
where Kj and KL are constants determined by fitting the experimental data, and Vv is the 
solid volume fraction. Based on this model, one can predict the mean size as a function of 
time ,for both normal gravity and microgravity enviornments. 
Microgravity experiments on Fe-Cu and Co-Cu have been investigated by Smith et 
al.[54-57]. During sintering, gas was intentionally introduced as a third phase. This resulted 
in extensive pore formation and metamorphosis. They have studied the densification 
behavior and have explained the observations based on minimum energy configurations, and 
metamorphosis. 
2.6 Quantitative Analysis of Microstructure and Stereology 
Microstructure can in general be defined as a collection of linear (e.g. dislocations), 
planar (e.g interfaces), and volumetric (e.g. particles) features present in 3-D in a background 
phase (matrix). These features are grouped by their properties and a microstructure may have 
many groups of features present simultaneously(e.g. particles, fibers, voids, etc.). The 
presence of background phase is not necessary as is in the case of space filling features (e.g. 
single phase space filling grains). 
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The microstructural quantities of a material can be roughly divided into three types. 
The first type axe, field specific quantities. These quantities describe the collective properties 
of all features belonging to a specific group present in a field of the microstructure. Volume 
fraction, surface area per unit volume, length per unit area, etc. of a specific group of features 
are field specific quantities. The second type disfeature specific quantities. These represent 
average or distributive properties of features of a group. Examples of feature specific 
quantities are average size, average shape, size distribution, etc. of the group. These do not 
give the relative amounts of the features w.r.t. the field, as given by field specific quantities. 
The third and the last type of quantities known as space descriptive have the property of both 
the field specific and the feature specific quantities. They are field specific because they 
describe the proportion of a group of features w.r.t. the field. And they are feature specific 
because in order to measure them, each feature needs to be measured separately. Space 
descriptive type of quantities range from single valued to very complex functions. The single 
valued quantities of this type are number density (number of features per unit area), mean 
nearest neighbor distance, etc. All the spatial decriptor functions belong to this group (See 
Table 2.4). 
The amount of information contained in each quantity varies depending on its type, 
and so does the amount of effort needed to measure it. For example, to accurately measure 
volume fraction, point counting on parallel metallographic planes can be performed, but for 
surface area per unit volume, measurements on planes of different orientations need to be 
taken. The space descriptive type of parameters contain the maximum amount of information 
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and thus the maximum effort is required to estimate them. The rest of the chapter deals with 
some basic microstructural quantities of interest and some frequently used spatial descriptors. 
2.6.1 Basic microstructural attributes 
One of the simplest property which describes a microstructure is volume fraction 
(Vv) of individual phases. This can be estimated by point counting, i.e. the fraction of points 
which fall on the phase of interest w.r.t. to the total number of randomly placed test points 
on the microstructure. Central limit theorem can be used to calculate the 98% confidence 
interval on this estimate to judge the accuracy of the measurements. 
Another useful microstructural property which is relatively easy to estimate is the 
interfacial surface area of grains w.r.t. the total volume of the sample (Sv). These interfacial 
surfaces present in 3-D are seen as lines on 2-D metallographic planes. The number of 
intersections of these surface lines with the test lines per unit test line length gives an 
estimate of Sv by the following equation: 
Sv=2pL 2 2 1 
where 
*L is the mean number of intersections of the interface with the test lines per unit test line 
length. 
Both Vv (volume fraction) and Sv (surface area per unit volume) are field specific 
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properties. 
2.6.2 Grain size shape orientation 
There are many ways of defining size of discrete 3-D features (eg. grains, particles, 
pores,etc) present in the microstructure. Some of the most common ones are[58] ASTM 
grain size descriptor, mean grain intercept length, Jeffrie's grain size descriptor, etc. None 
of these descriptors report the true average grain size (i.e. average mean calliper diameter). 
Knowledge of distribution of mean calliper diameter is a very useful property because it can 
be used to estimate mean surface area per feature, mean volume per feature and a number of 
other mean properties along with number of features per unit volume. In this research the 
grain size was calculated by transforming 2D grain size into 3D using Schwartz-Saltykov[59] 
method. This method to transform the sizes from 2D to 3D is only applicable to spheres. The 
use of this method for our case is thus an approximation. (The 2D grain size was taken as 
diameter of equivalent circle with same area as the grain, as illustrated in Figure 2.10) 
A more detailed description of transforming 2D grain size into 3D is given in section 
2.10. 
2.6.3 Neck size, shape and orientation 
The interparticle necks are like circular disks with a slight curvature as shown in the 
Figure 2.4. If we approximate them with flat circular disks then they can be fully described 
by specifying the size and orientation of these disks. These necks will appear like lines of 
different sizes and orientation on the metallographic section. Two angles are required to 
describe an orientation, but in cases where microstructure has rotational symmetry about an 
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axis (eg., gravitational axis), one only needs one angle a (Figure 2.11) to describe the 
orientations[60]. This results in a bivariate size and orientation distribution. This bivariate 
size-orientation distribution is transformed from 2D to 3D to get the neck size and 
orientation distribution[60,61]. 
2.6.4 Derived properties 
From the knowledge of some of the above properties it is possible to derive some 
other useful microstructural properties, one of which is mean grain separation X. This is the 
mean value of the distance travelled in the matrix before any grain is reached. This gives a 
rough idea of the diffusional length scale, and is expressed as [3]: 
^ = (VV)L/NL 2.22 
Another such property is contiguity[3]. It is defined as the ratio of solid-solid surface area 
to the total surface area. 
^ss = ^ss '( ^ss "*" ^SL) 2.23 
This gives a measure of the solid solid contact and the rigidity of the skeleton. Another 
measure for the solid-solid contact is connectivity, defined as the number of contacts per 
solid grain. This can be estimated by taking the ratio of number of grains per unit volume to 
number of necks per unit volume. A connectivity value of more than 2 means a connected 
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structure. 
2.6.5 Volume weighted mean volume 
Particle size distribution can be represented in many different ways apart from the 
usual number distribution. The number distribution of particle sizes represents the fraction 
of the total number of particles which have a size within a certain size range. Another 
possible distribution is volume-weighted distribution of particle sizes. This distribution of 
particle size represents the fraction of the total volume of the particles which is contributed 
by particles within a certain size range. A typical number-distribution and volume-weighted 
distribution is given in Figure 2.12. Mean particle volume calculated from number-
distribution of particle sizes gives the arithmetic mean particle volume (vN) of the particles, 
whereas mean particle volume calculated from volume-weighted distribution of particle sizes 
gives the volume-weighted mean particle volume(vv) of the particles. The volume-weighted 
mean particle volume( vv) can be comprehended as the arithmetic mean of particle volume 
weighted by their own volumes. Thus, mean volume of particles sampled with a probability 
proportional to their volume will give volume-weighted mean particle volume(vv). An 
estimation for vv can be obtained if particles are sampled with a probability proportional to 
their volume and mean volume of all these particles can be estimated by point intercept 
method [62,63]. The probability of a uniform random point to hit a particle in 3D is 
proportional to the volume of the particle, therefore can be used to sample particles with 
proper weight. In practice a uniform array of 2D points can be laid over the metallographic 
section and only the particles in which the points fall be sampled. The volume of the sampled 
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points can be estimated by point sampled intercept with a multiplicity equal to the number 
of uniform random test points in the particle. Suppose n test points hit the particles resulting 
in n point sampled intercepts, then 
v. 
_ j r J _ Y / 3 
— 3 n 21* Oi 2.24 
i=l 
where /30i is the i
th, (i=l ,2,..n), point sampled intercept. From the definition of vN and vv (see 
the equations below) one can calculate the standard deviation and thus coefficient of 

















and so the coefficient of variation is given as 
J/2 CVN(v) = ( v v / V i r 2.27 
The value of vN can be estimated by disector or its derivatives (see section 2.11) 
2.7 Spatial Descriptors 
Spatial descriptors are functions derived from the relative locations of features 
(particles in our case), which describe spatial patterns like randomness, clustering, repulsion, 
correlations and short and long range interactions. It is assumed that a map of spatial patterns 
is known1 and we wish to extract information from this in the form of spatial descriptors. For 
simplicity each feature on the map is treated as a set of attributes which defines the feature 
and its relation to the whole field(map). Some of the common attributes used to define a 
feature are its position (centroid coordinates), size, shape, perimeters, orientation, minimum 
and maximum diameters, etc. Although this does not fully define the feature, it is good 
enough for practical purposes. If the features are equiaxed then the knowledge of orientation, 
and minimum and maximum diameters is unnecessary. For such features the spatial 
description reduces to description of point (with an added attribute of size) in 2 or 3-D. The 
science of spatial point processes broadly classify the point patterns in the following six 
classes[64]: Regular, Regular cluster, Random cluster, Regular-random, Hard-core and, 
Poisson pattern. These point patterns are shown in the Figure 2.13. The Hard-core and the 
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Poisson pattern are random point patterns with some constraints. One of the objectives of the 
spatial descriptors is to be able to distinguish between these point patterns and to be able to 
classify the given map into one of these. 
In this section all the spatial descriptors are for a system Q. of spheres C0j (j=l, 2,..) 
in a R3 space (i.e. in 3-D), unless specified. In the R3 space a Cartesian coordinate system 
(Xl5 X2, X3) is defined, relative to which centroids of the sphere are given as xlj? x2j, x3j. The 
sphere diameters D = D( cOj) are distributed (but not necessarily independent) random 
variables with the distribution function F(D). In general the position and the diameters of the 
spheres are not independent; rather they are correlated. These correlations come from some 
nonrandom constraints imposed on the system, for example non-overlapping condition is one 
such constraint. If the position of spheres and their diameters are mutually independent then 
overlapping of spheres is possible. 
2.7.1 K&GFunction: 
K-Function[65-69], K(r) is defined as the average number of particle (in our case 
spheres) centroids in a test sphere of radius r drawn around an arbitrary particle center and 
averaged over all centers. For a random distribution of particle centroids, or for random 
arrangement of point spheres (i.e. particles of zero size) the K-Function is equal to 4/3 n 
l̂ -Ny (Nv denotes the average number of spheres per unit volume in the given collection Q 
of spheres). A value higher than this implies clustering and a value lower than this indicates 
repulsion of the particles. 
The Radial Distribution Function (RDF)[65-67], G(r) is derived from the K-function, 
and is defined as follows: 
G(r) = 2.28 
2nr N A dr 
G(r) is a normalized number distribution function. G(r).27r.r.NA.dr ( = dK(r) ) gives the 
number of particle centers within this circular ring about an arbitrary particle (G(r)dr gives 
the ratio of number of particles with in a circular ring of radii r and r+dr about an arbitrary 
particle w.r.t. that in a randomly distributed particle system). Thus G(r) is so normalized that 
for a random point particle microstructure, its value becomes unity (independent of r). For 
a non-random point particle microstructure a value of G(r) greater than unity signifies 
clustering and a value less than unity signifies repulsion. Note that the case of non-point 
particle will be slightly different. In a typical K-Function and RDF for randomly distributed 
non-point particles, it can be seen (Figure 2.14) that the value of K-Function is zero to some 
distance r and that the RDF starts from zero (which in case of randomly distributed point 
particle is always unity from the start). 
This is because the particles are of finite size (non point particles) and so there can 
be no particle centroid till the boundary of the particle. Both these distributions are useful 
mainly for short distance spatial distribution descriptions because as r^°°, K(r)- iz r2 NA and 
G ( r ) - 1 . 
If the spatial arrangement of particles is correlated w.r.t. sizes of the particles or if the 
evolution of the microstructure depends upon the spatial arrangement of the particles of some 
specific size w.r.t. particles of another size then the K-Function and RDF are not of any use 
because they do not contain any information about the sizes of the particles. Hence another 
descriptor known as pair correlation function (PCRF) is defined as[67-69] 
crr,.r,.rj- ' / f ' f ^ 
2mnv{Y2) dT2dr 
C(rivT2,r) is a normalized number distribution function such that 2TT r nv C(r,,r2,r) dT2 dr 
gives the number of particle centers of sizes between T2 and r2+dr2 in a circular ring of radii 
r and r+dr about a particle of size T,. This PCF is analogous to RDF. Here nv (T2) is particle 
size distribution function and QfTjJ^r) (analogous to K-Function) gives the average number 
of particle centroids belonging only to the particles of size smaller than T2 in a circle of 
radius r centered on a particle of size r\ . 
2.7.2 Nearest Neighbor Distribution Function 
Another way of describing spatial arrangements is through the nearest neighbor 
distribution function (NNDF)[70-72]. It is a probability distribution function P(r) which 
gives the probability of finding a nearest neighbor at a distance r per unit increase in r. More 
precisely P(r) is the probability such that P(r) dr is equal to the probability that there is no 
other particle centroid in a circle of radius r around another particle and there is at least one 
particle centroid in the circular ring of radius r and r+dr. This NNDF has a drawback w.r.t. 
K-Function and RDF because it only gives information of nearest neighbor and no 
information of particles after that. Due to this shortcoming the concept of nearest neighbor 
has been extended to define 2nd, 3rd, etc. NNDF but it is not so convenient to use so many 
distribution functions. One major advantage of NNDF is that we can come up with one single 
valued parameter to roughly describe the microstructure i.e. average nearest neighbor 
distance which is the expectation value of the NNDF i.e. 
r=%rP(r)dr 2.30 
But still the NNDF do not give any information about the size correlated spatial 
arrangements. This can be included by defining the PNNDF. Pp(r,,r2,r) such that Pp(r\,r2,r) 
dr\ dr2 dr gives the probability of finding a nearest neighbor of size between T2 and r2+dr2 
in a circular ring of radii r and r+dr about a particle of size between T, and I^+dlY It should 
be noted that the extension of NNDF to PNNDF is different from the extension of RDF to 
PCRF because in the latter case it is possible to reconstruct RDF from PCRF but it is not 
possible to construct NNDF from PNNDF. 
For ease of analysis the PCRF and PNNDF have been calculated by assuming only 
three discrete particle sizes. Let there be a particle size distribution with average particle size 
as d and standard deviation as o(d) then particles of sizes below d - o(d)/2 are regarded as 
small (s or size = 1), particles of sizes above d + o(d)/2 are regarded as large (1 or size = 3) 
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and particles of sizes in between the two as medium (m or size = 2). The PCRF and PNNDF 
are then written in shorthand notation with reference to these size numbers. Cy (r) is the 
PCRF for size i to j such that [Cy (r)] 27rr NAj dr gives the number of particles of size j in a 
circular ring of radii r and r+dr about particles of size i (i,j = 1,2,3). NAj is the number of 
particles of size j per unit area in the plane of observation. Similarly Ppij (r) is PNNDF for 
size i to j such that Ppij (r) dr gives the probability of finding a nearest neighbor of size j in 
a circular ring of radii r and r+dr about a particle of size i. (i,j = 1,2,3). 
By this definition of PCRF it can be seen that C^ -Cj, ,but same is not true for 
PNNDF i.e. Ppij*Ppji. 
2.7.3 Frequency function of inter-particle contacts 
In microstructures having high solid volume fraction, another important descriptor 
of short range spatial arrangement of grains is the frequency distribution of number of 
inter-particle contacts per grain. Average number of inter-particle contacts per grain (known 
as coordination number) appear as an important input parameter in the theories and models 
for sintering, particle packing, percolation, etc. However, to the best of our knowledge, there 
have been no direct experimental measurements of the frequency distribution of inter-
particle contacts in three-dimensional material microstructures due to lack of suitable 
experimental techniques. There have been attempts of correlating measurements of inter-
particle contacts in 2D to that in 3D by simulating 3D microstructure[73] but there is no 
general relation relating the two. A relationship for the above has been derived in Chapter 
IV under the restricted assumption of monosized spherical particles. The number of inter-
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particle contacts observed in 2D are always expected to be less than that present in 3D, thus 
as expected a large variation in mean number of inter-particle contacts in 3D results in a 
small variation of mean number of inter-particle contacts in 2D (Table 2.5), thus prediction 
of 3D mean number of inter-particle contacts from 2D measurements is poor. Moreover 
these correlations are very subjective and depend on the parameters of simulation. 
2.7.4 Relative Variance 
In a microstructure features may seem to have a homogeneous arrangement, but on 
decreasing the sampling volume, the inhomogeneity in the arrangements becomes apparent. 
Relative variance is a single valued parameter[74] which describes the extent of 
inhomogeneity in the system. 
Each sphere in the system has a value x of a parameter X. In three dimensions it may 
be the volume of the sphere. For the spheres , X is a random variable with the distribution 
F(x), the expected value E[X] and the variance o2[X]. A test volume (a test field T) of size 
M is considered in the 3-dimensional space of the system (this may be a test cube in the 
microstructure). Particle density NM is defined as the number of sphere centers present inside 
the test field per unit volume. If the test field is placed randomly, the number of spheres with 
centroids within the test field N = NUT and the parameters XIIT of the particles within the test 
field are random variables (the notation II means within, e.g. NUT means N within the test 
field T). The probability distribution for N=NIIT is 
Pr(N=n) = p(n) n=0,l,2,.. 2.31 
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It has an expected value E[N] and the variance o2[N]. A value Y is defined based on the 
parameter X of the particle i (Xi = XillT) as 
N 
Y = ^Xt 2.32 
;=/ 
The values Xi (i=l,2,..N) within one test field are in general not independent 
variables (they are correlated with a correlation coefficient p(Xi,Xj), i*j), but all have the 
same distribution function F(x). Y is the sum of N random variables Xi (i=l,2,..N), thus Y 
is also a random variable with distribution function F(y), an expected value E[Y], and 
variance o2 [Y]. Then the relative variance is defined as: 
<^y/ 
E?[Y] 





C=^p(n) X PfXt'Xj) 2.35 
rt=2 i,j=lj*i 
NM is the particle density, and M is the test field size. It can be seen that the greater the size 
of the test field the smaller the value of H. That means, as the size of the field increases, the 
value of H is less influenced by the correlations between the values Xi. This is as what one 
would expect on increasing the size of the test field. 
2.7.5 Covariance 
Covariance C(r) is defined as the probability that two random test points, with 
distance r apart,lie within the particles (spheres)[75]. In the sphere system Q in R3, let there 
be two test points a distance r apart. Then [x e Q, x+r e Q] denotes the random event that 
both the points x and x+r lie in Q. By definition covariance C(x, x+r) is the probability of 
the event [x e Q, x+r e Q]. For homogeneous and isotropic system Q, the covariance depends 
only on the distance r and is independent of the position of the test point in R3. Thus 
C(r) = P [oeQ and r e Q] 2.36 
where o is the origin of the coordinate system and r a point at a distance r from the origin. 
C(r) is a continuous function of r with the following general properties. 
C(0) = Vv 2.37 
C(oo) = Vv
2 , and 2.38 
C'(0) = S /̂4 2.39 
where Vv is volume fraction of the spheres and Sv is surface area of spheres per unit volume. 
The analytical expression for the covariance is known for a system Q in which the position 
and the diameters of the spheres are mutually independent (i.e. overlapping is allowed). It 
is given by: 
C(r) = 2VV -1 +(1-VV)
2 exp[y(r)], 2.40 
where 




and Nv is the number density of the spheres. 
For a random system of non-overlapping spheres, the event [o e Q and r e Q] can be broken 
into a union of two events [o e Q and r e Q], which denote that both the test points o and r 
lie in the same sphere, and [ o e Q and r e Q]2 the complementary one that the points lie in 
different spheres. The probability of the two sub events is denoted by p,(r) and p2(r). Then 
the covariance can be written as 
C(r) = P l(r)+p2(r) 2.43 
The probability p^r) is given by y(r). From the functionality of y(r) it can be seen that the 
value of pt(r) = 0 for r >Dm, where Dm is the maximum diameter of the sphere in the system. 
This implies that for small values of r (i.e. r < Dm) the value of C(r) are determined by the 
properties of a single sphere, while at large values of r the properties describe the spatial 
arrangements of the spheres. 
2.7.6 Dirichlet Tessellations 
Dirichlet Tessellation[64] is a construction in which a zone of influence is defined 
around each center (of sphere) consisting of that part of space which is closest to the selected 
sphere-center than to any other center. This uniquely defines neighbors of each center and 
divides the space into contiguous convex polyhedrons. These polyhedrons can be visualized 
by assuming a uniform growth about the sphere-centers in the space. These centers grow 
until mutual contacts prevent further growth (which appear as plane surfaces between the 
polyhedrons). This results in space filling non-overlapping polyhedrons. The surfaces of the 
polyhedrons can by obtained by connecting the perpendicular bisectors of the line segments 
joining the enclosed center with the neighboring center. This construction can very easily 
detect the type of spatial patterns, but is not good for quantitatively describing the spatial 
patterns. 
2.7.7 Image analysis versus manual measurements 
As seen in this section, the measurement of the spatial descriptors requires centroid 
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coordinates of all the particles which cannot be done on individual discrete fields. This is due 
to two problems inherently associated with discrete random individual fields. The first is the 
classical edge effect problem. This is the problem in accounting for the particles which are 
not totally in the field but cut the edge of the field (see Figure 2.15). 
The second problem, which is more specific to the measurement of spatial 
descriptors. This is in trying to measure the position of particles present in one field w.r.t. 
particles in some other far away field (Figure 2.16). Thus long range spatial information 
cannot be extracted from observations on individual fields of view (FOV). Also to estimate 
any attribute of a microstructure from a 2-D metallographic section in a statistically 
significant manner, it is necessary to measure the attribute at various sampling locations. 
This work is much more efficient when it is automated using digital image analysis. 
Furthermore, the section should be of a sufficiently high resolution so that the scale of each 
feature is much larger than the scale of the least count (and error involved) of the image 
analyzer. Since the least count of the image analyzer is 1 pixel, each feature should be at least 
of the order of 20 pixels, so that the measurement error is less than 5%. At magnifications 
to provide a resolution as outlined above, a typical microstructure shows only 30-40 features 
in an image. To resolve the dual problem of acquiring enough features to provide a 
statistically significant sampling and having a good resolution, it is required that a tiling or 
montage of images with contiguous borders and high (equal) resolution be created. This 
results in an image of high resolution large area (HRLA) of the microstructure. 
The creation of HRLA also reduces the problem of edge effect by reducing the edge 
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length with respect to the area of the field (i.e. by reducing length to area ratio). That is by 
reducing the number of particles contained on the edge of the field with respect to the total 
number of particles present in the field. Because a montage is a big image covering a large 
microstructural area, it also contains large range spatial information. In the continuous 
montage {composite field) all the particles present in different fields can be referred w.r.t. the 
same origin, and distance between any two particles present in different fields can be 
measured. 
2.8 Image Analysis 
A problem very common to image analysis is of feature separation. The image 
analysis system identifies features on a binary image which are made by thresholding grey 
image. The system identifies two features as separate if the features are not connected on the 
binary image. Due to finite size of pixel, limited grey levels and microstructural 
characteristics, many times different adjacent features get connected by some pixels on the 
binary image. Thus the image analysis system perceives them as one particle. Thus it is 
required that the image analysis system should be able to separate them. This can be 
achieved by different image processing algorithms. One algorithm to separate adjoining 
features is known as Grain Algorithm (the name grain comes from the fact that it grows each 
particle from their center as grain grows from its nucleus, and lets them impinge each other). 
In this algorithm the binary image is eroded pixel by pixel. By doing so the particles grow 
small in size, and so do the connecting bridges between the touching particles. Because the 
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connecting bridges are very small as compared to the particles and hence after a few erosions 
all the particles get separated on the binary image. This separates adjoining particles but 
results in particles of size smaller than original. Thus they are dilated (regrown) by equal 
number of steps to achieve the original size, keeping their separate identifications. 
This process does achieve separation but it produces two errors. Particles which are 
very small (smaller than the size of joining bridges) get removed during erosion. Once a 
particle is totally lost during erosion it cannot be generated during dilation. Secondly the 
process of regeneration (dilation) cannot achieve the exact shape for the features (particles) 
as initial. Due to these limitations the grain process is used with a modification. 
In this modification the initial binary image is stored in a buffer. The grain process 
is then applied to the image (without changing the buffer). The dilation is carried out beyond 
the point where the same size is achieved. This results in particles of size bigger than their 
original size, but the identity of separate particles is still kept. This separate identity is used 
to draw one pixel thick lines between different particles. The resulting image contains 
particles of a bit bigger size than the original, separated with one pixel thick lines. This 
image is then combined with the initial image stored in the buffer using Boolean AND to get 
the final image. This final image thus has particles of the same size and shape as original 
along with one pixel thick line of separation between them. This is shown in Figure 2.17. 
The Figure 2.17a is the initial grey image which when converted to binary image is shown 
in Figure 2.17b. The adjacent particles with the same color are perceived as one particle by 
the image analysis system. Some of the particles which are shown with the same color may 
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seem to be separated but are not and are connected by some pixels (which is less readily 
distinguishable on the photograph). Figure 2.17c shows the same image after carrying out 
the process of separation. 
Once a continuous montage of FOV is stored and the particles are separated the final 
step is to extract data out of it. The main problem is posed by the image analysis systems 
which can measure only one screen at a time. Thus to get away with the edge effect problem 
the first field of view is initially displayed on the screen {analysis screen). The measurements 
are done on a frame of size one fourth of the analysis screen (known as measurement frame) 
(see Figure 2.18). 
The particles which have their centroids inside this measurement frame are measured 
and the rest are not (they will be measured in subsequent measurement frames). The next 
analysis screen is displayed by taking half of the first FOV and half of the second FOV. 
The measurement is again done on a measurement frame (centered on the screen) of 
size one fourth of that of the analysis screen (see Figure 2.19). Similarly all other FOV are 
analyzed using this procedure. By doing this all the particles present in the montage are 
measured and the same particle is never measured twice. 
The output of the image analysis program gives the coordinates of the centroids of 
every particle w.r.t. a common origin. It also gives other attributes like size, shape, aspect 
ratio, etc. of each particle. This data contains all the information present on the montage 
(composite field). Thus once this data is extracted from the montage all the measurements 
and calculations can be done through this data without going back to the montage. This data 
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is used to get the required spatial distribution functions. 
2.9 Three Dimensional Volume Reconstruction 
Volume image data has been extensively used for the purpose of understanding and 
visualization of structures and processes. Sources of volume data differ in modalities and are 
found in different fields of science. In biology X-ray computer tomography (X-ray CT), 
single photon emission computer tomography (SPECT), positron emission tomography 
(PET), magnetic resonance imaging (MIR) and ultrasound imaging are some of the most 
common modalities. In civil engineering ocean bed sonography and atmospheric imaging 
is common; in materials science optical microscopy, scanning electron microscopy, 
transmission electron microscopy and X-ray CT are common modalities. 
The volume data generated in this research is by stacking slices of serial sections of 
a tungsten heavy alloy by optical microscope, the details of which are given in the chapter 
on experimental work. The steps required to visualize this data are: Data generation (which 
we already have in the form of serial sections), Pre-processing (image alignment and 
correction, grid regularization, image enhancement and interpolation), Data classification, 
and finally Rendering. The volume visualization can be done by either surface rendering or 
volume rendering (explained below). 
The smallest element of a volume data are voxels (3D analog of pixels) or cells. Each 
voxel contains one data sample whereas each cell contains 8 data samples (see Figure 2.20a), 
the only difference in the two is in the way of representation. The same volume data can be 
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represented by voxels or cells, depending upon whether surface rendering or volume 
rendering is required. The volume data can be organized in cartesian, regular, rectilinear, 
structured, block structured or unstructured grids (see Figure 2.20b). The type of data 
organization depends on the type of imaging modality. If it is different from cartesian or 
regular then data organization needs to be regularized into a cartesian or regular grid by 
linear (or higher order) interpolation. The 2D images of the serial sections used in this 
research were acquired by CCD and were organized in cartesian grid, but the spacing 
between the sections was not equal, thus the volume data was organized in rectilinear grid. 
The variation in the section spacing was measured and was found to be insignificant, thus 
the grid was considered as regular without the need of grid regularization. 
2.9.1 Surface and Volume Rendering of Three-Dimensional Images 
Surface rendering is defined as rendering of iso-surface of the region of interest (ROI) 
from the volume data, on the other hand volume rendering is defined as the rendering of all 
the volume data by defining color and opacity of each voxel. The advantage of surface 
rendering is that it results in reduction of data (only surface data is retained) and is easy to 
understand, but has disadvantages in that a lot of volume data is discarded and thus one 
needs to extract iso-surface data every time one changes ROI. Volume rendering on the other 
hand has the advantage of retaining all the volume information, but is disadvantageous also 
because it has to handle all the volume data set which results in slow processing. 
In the process of volume rendering all voxels are visualized by specifying a mapping 
between rendered image intensity and voxel intensity. The volume rendering done in this 
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research is by Ray-Casting algorithm [76]. The basic idea of this algorithm is to cast a ray 
from the eye through the image plane and collect color and opacity at intersected voxels (see 
Figure 2.21a). Because the data traversal in this is from the image plane to the volume, it is 
known as image order algorithm.. Along each ray cast from the eye, the field is expressed as 
a function of the ray parameter. The algorithm computes properties of the field along the ray 
such as the attenuated intensity, the peak density, and the center of gravity, etc.(these are 
affected by the type of connectivity of the voxels as shown in Figure 2.21b) These are 
mapped into HSV color space to produce an image for visualization. Images produced in 
this manner are perceived as a varying density 'cloud' where intensity highlights the 
computed attributes. 
The data classification step for surface rendering requires fitting of a surface in the 
volume data. The basic idea in data classification is to look for one surface to visualize, 
identify the intensity corresponding to that surface and threshold the selection. One of the 
oldest surface rendering algorithm is contour connecting algorithm [77]. In this algorithm 
iso-contours are thresholded and extracted in each slice (serial section), then contours 
between adjacent slices are connected and then rendered. The main deficiency of this 
algorithm is the problem in connecting contours between adjacent sections as shown in 
Figure 2.22a. The algorithms used in this research to extract iso-surfaces is known as 
marching cubes[78]. In this algorithm cell representation of the volume data is taken. Each 
data sample in the cell (i.e. each vertices of the cell) is considered either inside the surface 
of interest or outside depending on whether it is above or below the threshold value. For a 
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cubic cell there are 256 (because there are 8 cube vertices => 2 =256)possible above/below 
threshold combinations, but only 15 unique (canonical) cases are possible. For each of these 
case one can interpolate the surface intersection along the edge as shown in Figure 2.22b, 
and generate surfaces and surface normals. These iso-surfaces can then be used for surface 
rendering. 
2.10 Measurement of Number Density 
Number density (i.e. number of particles or features per unit volume) is a property 
which often interests scientists. One reason for this is that it leads to calculation of average 
aggregate properties per particle (e.g. mean volume of a particle, mean surface area of a 
particle, etc.). At times number density is an important property by itself. For example in 
creep cavitation the change in number density of cavities, or in sintering the number density 
of voids and of powder particles, in nucleation studies the number density of grains, etc. are 
places where number density is an important variable. Apart from Materials Science, number 
density is an important parameter in many other natural sciences like Biology (cells, 
organelles), Petrography (mineral particles, or voids), Geography, Ecology, etc. 
2.10.1 Estimation of number density (Nv) from observations on 2D metallographic section 
There is a class of techniques for estimation of number density (Nv) from 
observations on 2D metallographic section. All these techniques can be viewed as a special 
case of a more general problem of unfolding of three dimensional particle size distribution 
from 2D observations. In an aggregate of particles; size, shape and orientation are the three 
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basic variables which dictate the structure seen on a metallographic plane. If we are able to 
unfold this multivariate distribution from observations made on plane section then it is trivial 





The general steps in the methodology to calculate number density from measurements 
done on 2D plane sections are as follows: 
i Assumptions: Assume a shape of the particles. The only shapes for which solutions 
exist are simple shapes of revolution. Variation in shape about a single type of shape 
(e.g. ellipsoid) has also been attempted. Next step is to sample the microstructure by 
planes of random angular orientation to get a bivariate shape-size probability 
distribution (pdf) in 2D. 
ii Relation between 2D and 3D: Derive a equation relating the pdf of section sizes and 
shapes to the pdf of 3D sizes and shapes. This is done using conditional probability 
calculus and the geometry of particles. This usually results in an Abelian type of 
integral equation (or double Abelian integral equation). 
iii Inversion of the integral equation: This requires complex numerical calculations to 
invert the Abel integral equation. This results in a 3D size distribution (or size-shape 
distribution) of the particles. 
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iv Calculation of Nv: Nv can be calculated by either using the above equation or by 
summing up all the number densities of all the 3D size classes. This is in general 
related to the harmonic mean of section sizes. 
It is far too complex to study every variation of shape, thus studies have been 
centered about ellipsoidal shaped particles. EUipsodal shape can be used to model a variety 
of shapes just by changing the eccentricity of the ellipsoid. Unfortunately the general 
problem of triaxial ellipsoid (with one size and two eccentricity) is indetermined (merely not 
solvable) [79]. Thus the attempts have been to solve biaxial-ellipsoidal problem. Wicksell 
(1926)[80] was the first to consider this problem. Since then many researchers (DeHoff[81 ], 
Tallis,82], Moran,[83], Luis[84,85]) have solved some special cases of either the general 
problem of triaxial ellipsoid or biaxial ellipsoid. A complete solution of the biaxial-ellipsoid 
problem (with all the particles being either prolate or oblate) has been solved by L.M. Cruz 
Orive(1976)[79]. 
Advantages of section measurements 
i The biggest advantage of these methods is that measurements are only required to be 
made on 2D sections, which is relatively easy and less time consuming. 
ii Another big advantage is that the Nv value for each size class is known. Thus the 
whole size distribution is known, which can be used to calculate distribution of any 
property of the particles (provided the shape assumption of the particle holds true). 
iii Better sampling can be done and error bars can be estimated because the 
measurements are done on plane sections. 
vi The smallest particle which can be measured is equal to the size of the image pixel 
which can be changed by changing magnification ( this is a serious limitation of 
techniques which use 3D probes as will be discussed later). 
Limitations and problems associated with these estimates of Nv: 
i The very first limitation is the assumption of a constant shape. No material 
microstructure has all the particles of a same shape or of a type of shape. Moreover 
the real shapes of particles are much more complex than simple ellipsoids. 
ii The second limitation is more of a practical limitation in the estimation of Nv. This 
is because sampling is required on planes with random angular orientation unless the 
microstructure is itself random (which is very unlikely if the particles are 
anisotropic). It is very tough to produce randomly oriented metallographic planes and 
is also very inefficient to do sampling on these planes. This need for sampling on 
randomly oriented planes can be removed by sampling on vertical sections and 
incorporating orientations of each particle in the size-shape distribution. This was 
first done by Gokhale[60,61 ] in which he took size and orientation into account, thus 
eliminating the need for randomly oriented planes. This was further improved by 
Benes et al.[86] to account for shape, thus making it a trivariate distribution of shape, 
size and orientation. 
iii There is a lot of error propagation in the inversion of the Abel integral equation. 
There is maximum error in the smallest size class, which contributes the maximum 
to the Nv (Nv is related to the harmonic mean of the size classes), thus contributing 
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to the maximum error. 
In principle the solution of the problem of estimation of Nv from sample space of 
lower dimension is not possible. This is because to estimate Nv it is required that sampling 
procedure should give equal weight to all the particles (irrespective of their size, surface area, 
shape or orientation), whereas particles will appear with a chance proportional to their 
calliper diameter, or projected area or individual volume on test planes or test lines or test 
points respectively( i.e., on sampling space of lower dimensions). In general a probe of 
dimension k is a direct estimator of a ̂ -dimensional characteristic only if d = n - k, where n 
is the dimension of the space embedding the object[87,88]. In our case we want to measure 
the number of particles (cardinality), which is a zero dimensional geometric characteristic 
(i.e. d = 0) in a 3-dimensional space (i.e. n = 3), thus we need a k = 3 (= n - d) dimensional 
probe to measure it. Hence to sample the particles without any bias of size, area, etc. we need 
a volume probe (i.e., 3D sampling space). Such 3D probes are possible through serial 
sectioning. 
One of the first three dimensional probes was used by Dehoff[89] in 1968, by using 
sweeping plane technique through the 3D. Miles and Davy (1978)[90] also used a technique 
to probe 3D by using the information provided by a wedge section of a structure near the 
edge. The main difficulties associated with these were of a practical nature. Cruz Orive[91] 
proposed a method by examination of parallel serial sections without the need of 
reconstruction. This method requires exhaustive serial sectioning of the specimen and thus 
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is not very useful. For only measuring Nv one need not take many serial sections and one 
need not do volume reconstruction. In fact only two serial sections are needed to measure Nv, 
this technique is called disector. 
2.11 Integral Test System, the Disector 
In order to make the use of three dimensional probe more practical, a three 
dimensional integral test system, known as disector was described by D.C. Sterio[92] in 
1984. Since then the idea of disector has given birth to many other estimators of size, like 
the selector, the nucleator, the rotator, etc. 
2.11.1 Principle of Disector 
Aggregate of particles in an opaque media can be regarded as grains with a fixed 
point associated with each grain (i.e. particle) according to a fixed but arbitrary rule (e.g. the 
grain centroid, or the grain top point', etc.)[93]. Now the estimation of Nv boils down to the 
task of being able to identify these fixed points in an unbiased manner in a sample volume. 
This is done by disector using two parallel, 2-dimensional planes which have been cut from 
the 3 dimensional specimen. This is known as integral test system (ITS). These planes are 
so cut that the known spacing between these planes, h, is less than the smallest possible 
particle size in the direction perpendicular to the planes. This is to ensure that no particle is 
left undetected in between these two planes. On one of the planes of this ITS the traces of the 
particles are counted within a known area a using an unbiased counting rule[94]. All the 
particles sampled in this way are looked for in the second section of ITS ( also known as 
57 
lookup plane), and those not sectioned by this second plane are counted as Q~. This is the 
number of particles (particle ends) in the volume of disector (vdis = ah), and thus Nv = Q" 
/ vdis. 
2.11.2 Application of disector for other measurements 
The greatest advantage of the advent of disector was not as a means for measuring 
number density but as a tool to sample features with equal probability, not biased by their 
size, surface area or volume. This property of disector lead to invention of a number of other 
estimators like selector[93], fractionator[95], and nucleator[96]. Apart from this disector 
sampling was used in this research for the first time to measure distribution of true 3D 
calliper diameters of the particles and frequency function of number of interparticle contacts 
in 3D (see section 2.7.3). The details of the measurements are given in section 3.2.7. 
CHAPTER III 
EXPERIMENTAL WORK 
The central objective of this research is to quantitatively characterize the effect of gravity 
on evolution of three-dimensional microstructure during liquid phase sintering of 
tungsten heavy alloys. The investigation has been carried out on a set of liquid phase 
sintered specimens processed in normal gravity, and the corresponding set processed in 
the microgravity environment of NASA's space shuttle Columbia (MSL-1 flight, 1994, 
and IML-2 flight, 1997). The liquid phase sintering experiments were designed and 
conducted by Prof. R.M. German and his research group at Pennsylvania State 
University[8], in association with NASA-Lewis Research Center. A brief description of 
these liquid phase sintering experiments is given in the first section of this chapter. The 
focus of the present work is on the development and applications of serial sectioning, 
two-dimensional and three-dimensional digital image processing, three-dimensional 
microstructural reconstruction, and unbiased stereological sampling techniques for 
quantitative characterization of the liquid phase sintered microstructures. These 
experimental procedures are described in the subsequent sections of this chapter. The 
three-dimensional microstructural data obtained from this study are analyzed in the next 
chapter to quantify the gravitational effects on the microstructural evolution. 
3.1 Liquid Phase Sintering Experiments 
As mentioned earlier, microgravity and normal gravity liquid phase sintering 
experiments were performed by Professor R.M. German and his group at Pennsylvania State 
University, in collaboration with NASA scientists. The basic steps involved in these 
experiments are mixing of constituent powders, cold isostatic pressing to produce a green 
compact, pre-sintering in solid state, and liquid phase sintering in either normal gravity or 
microgravity. The experimental procedures associated with these steps are briefly described 
below. 
Tungsten heavy alloys (WHA) can be classified into two groups, the one in which 
tungsten is insoluble in matrix in both solid and liquid state (e.g. W-Cu), and the other in 
which tungsten is partially soluble (e.g. W-Ni, W-Fe). The alloy with matrix of the latter 
type was chosen (7Ni:3Fe) for liquid phase sintering experiments. This was done because 
the solubility of tungsten increases the densification process by solution-
reprecipitation[3,6,16], and lot of auxiliary data are available on this system. The phase 
diagram of the three binary systems and the ternary system are given in Figure 3.1. Weight 
fractions of W chosen were 78% (60% volume fraction) and 83% (67% volume fraction), 
and 93wt% (85% volume fraction). These compositions yielded sufficiently large volume 
fractions of liquid to investigate the gravitational effects on microstructural evolution, and 
at the same time, large enough fraction of tungsten grains to form a stable rigid skeleton that 
resists further settling in normal gravity. The serial sectioning, three-dimensional 
microstructural reconstruction, and direct three-dimensional microstructural measurements 
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were performed only on the specimens of 83wt%W composition, and the two-dimensional 
metallographic observations and measurement were performed on the specimens of all three 
compositions. 
Elemental powders of W (Vendor: GTE, Purity: 99.95%, Mean particle size: 8.0 pm), 
Ni (Vendor: Inco, Purity: 99.99%, Mean particle size: 10.4 \xm) and Fe (Vendor: GAF, 
Purity: 99.5%, Mean particle size: 6.3 p,m) were blended in appropriate amounts, and then 
cold isostatically pressed into cylinders. The green compacts were pre-sintered at 1400 deg 
C in hydrogen atmosphere for three hours, to provide strength to the samples. The pre-
sintering temperature was well below the liquid formation temperature of the Fe-Ni alloy. 
The pre-sintered specimens were machined to obtain cylinders of 10 |iim diameter and 10 
jxm height. These specimens were then packed in alumina crucibles and vacuum sealed in 
tantalum containers with boron nitride lining. The vacuum sealed samples were liquid phase 
sintered at 1507 deg C for hold times of 1 and 120 minutes under both normal gravity on 
earth and in the microgravity environment of space shuttle Columbia (MSL-1 flight, 1994, 
and IML-2 flight, 1997). The experimental setup for the furnace is given in Figure 3.2. The 
final hold temperature of 1507 deg C showed a drift of approximately ±3 deg C. The average 
acceleration in microgravity was measured to be 4.4 x 10"5 m/s2 with a maximum value of 
9.1 x 10"5 m/s2. The thermal cycles for the LPS of the samples are given in Figure 3.3. Details 
on liquid phase sintering experiments are given elsewhere[8]. 
3.2 Metallography 
In the present liquid phase sintered microstructures, the axis of the cylindrical 
specimens (which is the direction of gravity during pre-sintering) is expected to be a 
symmetry axis, in the sense that, all metallographic planes containing this axis are expected 
to reveal statistically similar two-dimensional microstructural sections. Further, 
microstructural gradients in radial and longitudinal directions can be detected and studied via 
observations on any one such plane. Therefore, in the present investigation, all two-
dimensional metallographic observations were performed on a central metallographic 
vertical plane containing the gravity direction during pre-sintering. The liquid phase sintered 
specimens (particularly those processed in normal gravity) contain microstructural gradient 
along the length direction (gravity direction). Therefore, to compare microstructural 
attributes of different specimens, it is absolutely essential to perform microstructural 
measurements at the same relative location in all specimens. In the present study, serial 
sectioning and three-dimensional microstructural reconstruction, and direct three-
dimensional microstructural measurements were carried out in the region 1 mm from the 
"bottom" in all specimens of 83 wt%W composition. Further, in these specimens and in the 
specimens of 78wt%W and 93wt%W compositions, the two-dimensional metallographic 
observations and measurements were performed on the region 1 mm from the "bottom", 
as well on the region 1 mm from the liquid dome at the "top" of the specimens1. The 
JNote that these is no "top" and "bottom" in the microgravity. In the present context, the "top" and the 
"bottom" refers to the corresponding locations during pre-sintering and other pre-liquid phase sintering steps carried 
out in normal gravity environment 
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specimens were mounted and polished with diamond polishing medium using standard 
techniques. For digital image analysis, it was necessary to develop a microstructure with 
good contrast between W grains and the matrix. This was achieved by using interface 
layering technique developed by Mr. T. Leonhardt at NASA Lewis Research Center. In this 
technique, the sample is coated with a thin film of platinum oxide (PtO) by sputtering 
platinum on the sample kept in oxygen atmosphere. For the present specimens, the following 
combination of sputtering process parameters resulted in optimum contrast between tungsten 
grains and matrix. 
i. Distance between specimen and the platinum target: 1.8 cm 
ii. Current: 40 milliamperes 
iii. Sputtering time: 120 seconds 
iv. Total pressure in the sputtering chamber: 0.1 mbar 
v. Input (in to the sputtering chamber) pressure of oxygen : 10 psi 
This technique should not be confused with phase contrast illumination or Nomarski 
interference technique, both of which require specialized light microscopes. Figure 3.4a and 
Figure 3.4b illustrate a typical microstructure revealed in this manner. Observe that the 
interface layering procedure leads to development of nice contrast between the tungsten 
grains and matrix, that is essential for digital image processing. However, the boundaries 
between the touching/contacting tungsten grains are NOT revealed. Therefore, to measure 
the sizes and some other attributes of the tungsten grain sections, it is necessary to develop 
an image analysis algorithm to segment these images and to "cut" the tungsten grains, so that 
feature specific measurements can be performed on the tungsten grains. The image 
segmentation procedure developed in the course of this research is described in the next 
section. 
3.3 Digital Image Segmentation 
An important segmentation algorithm available in KS-400 image analysis system 
(and also in numerous other image analysis systems) to separate touching adjoining features 
is known as Grain Algorithm. As mentioned in Chapter II, in this algorithm, the binary 
image is eroded pixel by pixel. By doing so, the particles/grains shrink to smaller sizes, and 
so do the connecting bridges between the touching particles/grains. Because the connecting 
bridges are small as compared to the particles/grains, after a few erosions all the 
particles/grains get separated in the binary image. This procedure separates the 
adjoining/contacting particles, but results in particles/grains of sizes smaller than those in 
the original image. Therefore, to being the grains back to their original size, they are dilated 
(regrown) by exactly the number of steps to restore them to their original sizes, keeping 
their separate identifications. This process does achieve separation but it leads to two errors: 
(i) particles that are very small (smaller than the size of joining bridges) get removed during 
erosion, and such particles cannot be regenerated during dilation, and (ii) the process of 
dilation cannot achieve the exact shape for the features (particles) as in the initial image. In 
this study, the grain process algorithm has been improved to remove these two limitations. 
In the modified grain process, the initial binary image is stored in a buffer. The grain 
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process is then applied to the image (without changing the buffer). The dilation is carried out 
beyond the point where the same size is achieved. This results in particles of size bigger than 
their original size, but the identity of separate particles is still kept. This separate identity is 
used to draw one pixel thick lines between different particles. The resulting image contains 
particles of a bit bigger size than the original, separated with one pixel thick lines. This 
image is then combined with the initial image stored in the buffer using Boolean AND to get 
the final image. This final image thus has particles of the same size and shape as original 
along with one pixel thick line of separation between them. This procedure is illustrated in 
Figure 2.17. The Figure 2.17a is the initial grey image which when converted to binary 
image is shown in Figure 2.17b. The adjacent particles with the same color are perceived as 
one particle by the image analysis system. Some of the particles which are shown with the 
same color may seem to be separated but are not and are connected by some pixels (which 
is less readily distinguishable on the photograph). Figure 2.17c shows the same image after 
carrying out the process of separation. 
3.4 Quantitative Microstructure Characterization 
Figure-3.4 shows a typical microstructure of a liquid phase sinterd tungsten alloy, 
observed in a metallographic plane. Note that, in this two-dimensional microstructural view, 
the majority of tungsten grains sections are connected to one another, but some isolated 
grain sections are also observed. Further, the apparent coordination number seems to be 
quite low (~1). It will be shown in the subsequent sections that such two-dimensional 
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microstructural observations are very deceptive. In the three-dimensional microstructure, the 
tungsten grains are almost completely inter-connected, and the three-dimensional 
coordination number is expected to be significantly higher than one. Therefore, quantitative 
characterization of three-dimensional microstructures (either via stereological relationships, 
or through direct three-dimensional measurements) is essential to understand the effect of 
gravity on microstructural evolution in the liquid phase sintered specimens. The three-
dimensional liquid phase sintered microstructures contain geometric features such as three-
dimensional volumes (tungsten grains), two-dimensional interfaces (interfaces between 
tungsten grains and matrix), and one-dimensional lines (necks). Important microstructural 
attributes associated with these features are as follows. 
1. Metric properties of grains, interfaces, and necks 
2. Number density of grains 
3. Descriptos of spatial arrangements of grains 
4. Grain size distribution 
5. Bivariate neck size and orientation distribution 
In the present investigation, microstructural attributes belonging to all the above groups have 
been experimentally measured. The estimation procedures for estimation of some of the 
attributes are well known, whereas others have been developed during the course of this 
work. The experimental methodology for quantitative characterization of microstructures 
and the resulting data are presented in the following sub-sections. 
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3.4.1. Estimation of Metric Properties 
The following three-dimensional metric properties can be estimated from the 
measurements performed on representative two-dimensional metallographic sections through 
general unbiased stereological relationships. 
i. Volume fraction of tungsten grains and matrix phases 
ii. Total surface area of tungsten grains per unit volume 
iii. Total surface area of tungsten-matrix interfaces per unit volume 
iv. Total length of necks between tungsten grains and matrix per unit volume 
v. Volume weighted average volume of grains 
Volume fraction (of any phase) can be estimated from areal analysis[59], total surface area 
per unit volume can be estimated from line intersection counting[ 59], and total length per 
unit volume can be estimated from triple point counts in a metallographic plane[59]. In the 
present case, volume fraction was estimated using automatic digital image analysis, whereas 
the surface area and length density were estimated by using straight forward manual 
measurements. For estimation of volume fraction, the measurements were performed on 
about five hundred microstructural fields in each specimen; manual surface area and length 
density measurements involved observations on about fifty microstructural fields in each 
specimen. These stereological procedures are well known for long time, and therefore, not 
discussed here in detail. Table-4.5 gives the measured average values of volume fraction 
of tungsten grains, surface area per unit volume, and length density of necks for the 
microstructures under investigation. 
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Volume weighted average volume, vv is an important three-dimensional attribute of 
population of grains that can be estimated from measurements performed on metallographic 
planes by using general and unbiased stereological realtioship given by Gundersen and 
Jensen[62], as discussed in Chapter II, section 2.6.5. Estimation of volume fraction of 
tungsten grains, their number density, and volume weighted average volume can be utilized 
to calculate the average grain volume, and the variance and covariance of the distribution of 
grain volumes in three-dimensions, without measuring volume of a single grain ! 
Traditionally, volume weighted average volume measurements have been performed 
manually. This involves measurements of large number of point sampled intercept lengths, 
which is time consuming and tedious. In this research, an image analysis procedure is 
developed to automatically measure point sampled intercepts for estimation of volume 
weighted average volume. This new procedure is described below. 
Development of Digital Image Analysis Procedure for Estimation of Volume Weighted 
Average Volume 
Segmented binary image having "cut" tungsten grains is the input for volume 
weighted average volume estimation. This image is stored in the memory of the image 
analyzer. Let us call this image-1 (see Figure 3.5a). Another synthetic image is created 
consisting of twenty-five equi-spaced horizontal lines and thirty equi-spaced vertical lines 
forming a grid that covers the whole field of view. The 750 points of intersections of 
horizontal and vertical lines are the test points needed for point sampled intercepts. In this 
synthetic image, the lines are "white" in the black background. Let us call this image-2 (see 
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Figure 3.5b). In the next step, a boolean 'AND' operation is performed on the images 1 and 
2. The resulting image(image-3) is a collection of horizontal and vertical line segments 
resulting where both Image 1 and Image 2 had a gray scale value = 'white'. (See Figure 
3.5c). Some of the line segments in the image-3 contain the grid points (i.e. test points) of 
Image 2, and therefore, these are the point sampled intercepts. All the other line segments 
(the ones that do not contain test point) are deleted from the image to form a new image, 
called image-4 (Figure 3.5d). The criterion used to differentiate (and thereby delete) these 
line segments is the aspect ratio of the features formed by these line segments. One of the 
ferret x or ferret y diameter of the features in this case is equal to one pixel. The ferret x and 
ferret y diameters of the features in image- 4 are then measured automatically; these are the 
point sampled intercept lengths required for estimation of the volume weighted mean 
volume (see equation 2.24) The volume weighted average volume data obtained in this 
manner are reported in Table 4.4. 
3.4.2 Estimation of Number Density of Grains 
It is well known that, in general, number of grains (or any type of features) per unit 
volume in three-dimensional microstructure can not be estimated from any measurements 
performed on two-dimensional metallographic sections. Direct sampling of three-
dimensional microstructure is necessary for this purpose. In 1984, Sterio[92] presented an 
efficient three-dimensional stereological sampling probe, disector, for unbiased estimation 
of number density of arbitrary features in three-dimensional microstructure. Disector 
consists of two parallel sectioning planes separated by a known distance. The stereological 
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procedure involves use of an unbiased counting frame to count the number of features that 
are present in the second disector plane, but not present in the first plane (Q), and/or to count 
number of features that are not present in the first plane, but they are present in the second 
plane (Q+). The quantity [Q+or~]/[A.t] is an unbiased estimator of number density of features 
Nv in three-dimensional microstructure, where A is the area of the unbiased counting frame 
and t is the distance between the two disector planes. Although this technique was developed 
more than fifteen years back, it has not been frequently used for estimation of number 
density of features in opaque material microstructures of metals or ceramics. In opaque 
material microstructures, application of disector requires storing of an image (or a 
micrograph) of an arbitrary field of view (FOV) in the first disector plane, physical removal 
of small known thickness of material by polishing followed by suitable etching to reveal 
microstructure, and grabbing of microstructural image (or micrograph) of a microstructural 
field of view (FOV) in the second disector plane that is exactly below the one observed in 
the first plane. The appearance and disappearance of microstructural features of interest are 
then counted on these two images by using an unbiased counting frame to estimate the 
number density Nv. In this process, the least amount of effort (at the most few minutes) goes 
into actual stereological counting, and large amount of effort (more than few hours in some 
cases) goes for physical sectioning, polishing, etching of disector planes, identification of the 
same microstructural region in the two sectioning planes, and alignment of the images in the 
two planes, and measurement of thickness (i.e., distance between disector planes) of the 
material removed. After all the tedious metallographic work, the microstructural volume on 
70 
which the measurements are performed consists of at the most one field of view (FOV) in 
cross-section (whose area is, typically, on the order of 250 pm X 250 um) and few microns 
in depth. A typical disector counting on such a sample yields Q+ (or Q") in the range of zero 
to two, i.e., statistical sample is equivalent to counting zero to two particle centers! 
Therefore, to obtain a reasonably precise estimate of number density and to decrease the 
sampling error, it may be necessary to repeat the procedure on (typically) fifty different 
disectors, which requires physical sectioning and generation of large number of 
metallographic planes, and therefore, it may involve months of metallographic work. It 
follows that, although conventional disector is an efficient stereological sampling probe, 
the efforts involved in other steps of the process (i.e., physical sectioning, metallography, 
etching, alignment, etc.) make this powerful technique extremely inefficient and impractical 
for precise estimation of number density in opaque material microstructures. The root cause 
of this inefficiency is the large effort required to collect a small number of disector counts 
due to small volume of the disector. In this research, a digital image analysis based solution 
has been developed to solve this problem through creation of a "mega-disector", where the 
disector planes have a very large area and high resolution, and the disector thickness is 
on the order of a micron or so. The disector planes of the mega-disector consist of a 
"montage" of very large number of contiguous microstructural fields of view (say twenty-
five to hundred) grabbed at high magnification (and high resolution), precisely "pasted" 
together through an interactive image analysis procedure. Therefore, for about the same 
metallographic effort, mega-disector yields twenty-five to hundred times larger disector 
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volume (and therefore, counts) as compared to conventional single field of view disector, 
which makes it very efficient for estimation of number density in opaque material 
microstructures. The following sub-section describes this new technique for estimation of 
number density of grains in three-dimensions. 
Development of Mega-Disector For Efficient Estimation of Number Density in Opaque 
Microstructures 
Development of mega-disector involves creation of large-area high-resolution 
seamless montage of a large number of microstructural fields which forms first plane of the 
mega-disector, physical removal of small (known) thickness of material to generate second 
mega-disector plane, creation of large-area high-resolution montage on the second plane in 
the region exactly below the first one, measurement of distance between two mega-disector 
planes, alignment of the mega-disector planes, and unbiased counting of "top" and "bottoms" 
of grains in the two mega-disector planes. These steps are described below. 
Creation of large-area high-resolution montage 
In the present work, image analysis was done on KS-400 image analysis system from 
Kontron, Inc. However, several other commercial image analysis systems also have the 
required capabilities. The computer codes for creating the montage were written in a 
language similar to C in a platform provided by the image analysis software (KS-400). To 
create the montage, a first field of view (FOV) was arbitrarily chosen in the region of 
interest in the metallographic plane, and the image of this field of view was then stored in 
the memory of image analysis computer as an image file. The right border (of about 60 pixel 
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width) of this image was recalled on the left edge of a blank image. This semi blank image 
was then displayed along with the live image. This resulted in a superimposed image on the 
left border of the screen (of the previous right border and live image) with rest of the screen 
having the live image (see Figure 3.6). The computer controlled microscope stage was then 
automatically moved so that the right border of the live image moved to the left border and 
gives a reasonable match with the superimposed image. The physical movement of the 
automatic-stage has a large least count and thus cannot achieve perfect match with the 
previous image, thus small movements (to a least count of one pixel) of the live image were 
made manually using image analyzer to achieve a perfect match. This resulted in a match 
of the first and the second image with an accuracy of one pixel. The second image was then 
stored in the computer memory as another image file. All successive images are grabbed by 
using the same procedure and finally a continuous montage of fields was made. The details 
of montage creation are described elsewhere [97]. Figure 3.7a shows a montage of twenty-
five fields of view, which has been compressed for display. Each region of this montage has 
a high resolution of the image shown in Figure 3.7b. Therefore, montage is a microstructural 
image of a large area (twenty-five fields of view at 500X) having high resolution. The 
present montages contain about 1200 to 1500 W grain sections. 
Montage serials sectioning 
Four diamond micro-hardness indents were made on the selected region (one at each 
corner) of the first mega-disector plane and a montage of twenty-five fields of view was 
created as described in the last previous sub-section. The micro-hardness indents were made 
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to measure the thickness of material removed (explained later) and to provide reference 
points to get back to the same location on the microstructure. A fixture was molded on the 
microscope stage which had a hole at the center to hold the sample. The fixture was so 
molded that it could hold the sample in only one orientation, keeping it aligned within an 
angle of ± 5 degrees. After making the indents a montage of the region was digitally grabbed 
(as described in the previous section) and labeled as section 1 and saved in the hard drive of 
a computer. The sample was then automatically polished with 3 Jim alumina powder at 50 
Newton force for 8 minutes. This results in removal of a thin layer (about 1 to 2 \xm) of the 
sample. The sample was then cleaned, dried and coated with PtO (using sputter coater in 0 2 
atmosphere with Pt target) to develop contrast between the tungsten grains and Ni-Fe-W 
matrix by interface layering. The sample was then again taken to micro-hardness tester and 
new indents were made beside the old indents (which had grown small in size because of 
sectioning). After making the new indents the sample was placed in the fixture on the 
microscope stage and the stage was moved till the first corner of the rectangular region was 
seen in the microscope. The image of this FOV was superimposed on the image of the same 
region taken before sectioning (from image of section 1 stored in the hard drive). The micro-
hardness indents were seen on the superimposed images and the microscope stage was 
moved till the indents on the two image were matched. This ensured that the location being 
viewed in the microscope was the same as in the previous serial section. After alignment, 
second montage of 5 x 5 FOV was grabbed, and stored in the hard-drive as an image labeled 
section 2. In this manner, a mega-disector was created. 
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Measurement of Distance Between Mega-Disector Planes 
To be able to perform any quantitative measurements on the volume of mega-
disector, one needs to know the exact amount of material removed by each sectioning so that 
the depth dimension of the volume generated is known. This thickness was calculated by 
measuring the decrease in the size of the micro-hardness indents. The indents were made by 
a square pyramidal shaped diamond with opposite faces at an angle of 136 degrees. This 
means that the ratio of the diagonal of the square formed on the section to the depth of the 
indent is 2v/2tan(l 36°) which is equal to 7.00. Thus for a unit change in diagonal length there 
was 1/7 change in the depth. The change in the diagonal was measured using digital image 
analysis for each section at each corner and mean value was taken and was used to calculate 
the change in indent depth and thus the thickness of each serial section. Figure 3.8 shows two 
images with micro-hardness indents. It can be seen that as the material is removed the 
indents become smaller in size 
Alignment of Disector Planes 
A typical problem in serial sectioning is that the consecutive sections are usually 
not perfectly aligned, they have some transnational and rotational displacement with respect 
to each other. In spite of adjusting the microscope stage, the serial sections grabbed were not 
perfectly aligned but were displaced by ±10 pixels and ±5 degrees, and thus needed to be 
perfectly aligned. Alignment can in principle be done by locating two common points in two 
consecutive serial sections and translating one image till the first common point is aligned 
in the two images. Then the image is rotated about this point till the second common point 
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is also aligned. This was done by using three-dimensional image analysis software Voxblast 
3.10 in which the images of the disector planes were digitally translated and rotated till they 
were exactly aligned to the previous section. A stack of five aligned montage serial sections 
is shown in Figure 3.9. 
Efficient Estimation of Number Density From Mega-Disector 
Mega-disector was used to measure the number density of the tungsten grains in the 
83 wt%W alloy. The disector was applied by superimposing montages of the two mega-
disector planes in false color in the KS-400 image analyzer as shown in Figure 3.10. The 
first mega-disector plane was put as the red plane of the image and the second was put as 
green and blue plane. This results in a false colored image with particle tops (i.e. new particle 
sections which appear in the second slice but are not present in the first) appearing as red 
particles as shown in the Figure 3.10. The number of these tops were counted in the mega-
disector (made by montage serial sections). This counting was performed on thirty such 
disectors at different depths for all the four 83 wt%W samples. This resulted counting of 
about 4000 W grains in 1 minute samples and 2000 grains in 120 minute samples. The 
number of grains per unit volume value were calculated for each disector (by dividing the 
number of tops by the area of the montage and the thickness of the disector) and mean values 
were calculated. These data are reported in Table 3.2 
3.4.3 Descriptors of Spatial Arrangement of Grains in Three-Dimensional Structure 
Important aspects of spatial arrangement of features/grains in three dimensional 
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microstructure can be quantified by using numerous different statistical functions, some of 
which are as follows. 
1. Average coordination number 
2. Bivariate frequency distribution of coordination number of grains 
3. First nearest neighbor distribution of grain centers 
4. Second, third, and higher order nearest neighbor distributions of grain centers 
5. Radial distribution function of the grain centers 
None of the descriptors of spatial arrangement of features/grains in three-dimensional 
microstructure can be estimated from any measurements performed on two-dimensional 
metallographic planes. Further, disector by itself (i.e., a pair of planes) is also not useful for 
estimation of spatial arrangement descriptors. To quantify spatial arrangement of features 
in opaque three-dimensional microstructures, it is necessary to recreate a sufficiently large 
segment of high resolution three-dimensional microstructural volume from a stack of large 
number of serial sections, and this is not practically feasible to do via conventional serial 
sectioning. To the best of author's knowledge, there are no experimental data on 
descriptors of spatial arrangement of grains/features in opaque material 
microstructures reported in the literature. This is due to lack of suitable experimental 
techniques for performing microstructural measurements in the three-dimensional space. 
Therefore, there is a need to develop efficient and unbiased practical techniques for 
quantitative characterization of spatial arrangement of microstructural features in three-
dimensional space. A major part of this research effort has gone into development and 
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applications of such techniques for quantitative characterization of spatial arrangement of 
tungsten grains in liquid phase sintered microstructures. The present data on bivariate 
distributions of coordination numbers and first, second, and third nearest neighbor 
distributions are the first set of experimental data on these microstructural attributes. 
Consider characterization of spatial arrangement of features in three-dimensional 
microstructure, which obviously involves measurement of inter-feature distances in three-
dimensional space. For opaque materials, a segment of three-dimensional microstructural 
volume can be reconstructed from a stack of conventional serial sections. In the 
conventional serial sectioning [24, 25], one microstructural field of view on a 
metallographic plane is recorded (digitally or in a photo micrograph), the specimen is 
polished to remove a small thickness of material, and then microstructural field in the second 
metallographic plane in exactly the same region is recorded again. This polish-record image 
of field of view-polish procedure is repeated to generate a large number of serial sections 
(typically 50 to 100). The three-dimensional microstructural volume segment can be then 
reconstructed from such a stack of well aligned serial sections. The conventional serial 
sectioning technique is very inefficient, because it involves a lot of effort to generate only 
a small high resolution segment of three-dimensional microstructure. Such a schematic 
volume element is shown in Figure-3.11. The cross-sectional area of this microstructural 
volume segment is equal to the area of one microstructural field observed in a 
metallographic plane. Such small microstructural volume segment leads to serious errors due 
to "edge effects" in the estimation of spatial arrangement descriptors. For example, 
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measuring distance between two features present in Figure 3.11 as a nearest neighbor 
distance would be completely wrong, because nearest neighbors of these features are in the 
adjoining volume segments (Figure 3.12) which have not been reconstructed. This edge 
effect is far more serious in three-dimensions (as compared to that in two-dimensions) 
because there is one more degree of freedom. Note that, this bias is higher and higher for 
second, third, and higher order nearest neighbor distances. Further, from such small volume 
segment, it is obviously not possible to get any information about spatial arrangement of 
features at distances larger than about one third of the size of the volume element. Therefore, 
it may be concluded that the conventional serial sectioning is time consuming and 
inefficient, and it generates a small segment of three-dimensional microstructure which is not 
useful for quantitative characterization of spatial arrangement of features in three-
dimensions. 
To generate a large volume of three-dimensional microstructure at high resolution, 
one may first reconstruct many contiguous small volumes surrounding the one shown in 
Figure-3.11, and then perfectly match their boundaries and paste them together to generate 
a large volume of three-dimensional microstructure, as shown in Figure 3.12. If the volume 
of the recreated microstructure is sufficiently large then it can eliminate the "edge effects" 
for all practical purposes. Using such a high-resolution large microstructural volume, one 
can then precisely measure distances between two features located any where in such a three-
dimensional "montage". In this research, a technique equivalent to such a reconstruction is 
developed and applied to liquid phase sintered microstructures of interest. First a "montage" 
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of twenty-five contiguous microstructural fields observed at 500X (high resolution) is created 
by using the large area high resolution montage procedure described in the section 3.4.2.1.1. 
This is followed by removal of small thickness of material (about 1 pm) by polishing and 
then a second montage is created at the region exactly below that in the first metallographic 
plane. In the present study, this polish-montage-polish procedure was repeated to obtain 
stacks of ninety montage serial sections for each specimen of 83wt%W composition. Micro-
hardness indents were used to locate the exact region of interest in successive serial sections, 
and to measure the distance between consecutive serial sections (see chapter section 3.4.2.3). 
The ninety montage serial sections were then precisely aligned in the Z-direction by using 
the procedure described in the chapter section 3.4.2.4. Each montage serial section was 
stored in the computer memory as a separate image file. The effort involved in this process 
of creating a stack of montage serial sections is comparable that for the conventional serial 
sectioning, but the montage microstructural volume is twenty-five times larger than that 
generated by conventional serial sectioning. Therefore, such a high resolution large volume 
segment can be used to quantitatively characterize spatial arrangement of features in three-
dimensions with high precision. Further, the use of montage leads to a very efficient serial 
sectioning technique as it can yields twenty-five times larger sample of three-dimensional 
microstructure then that obtained by conventional serial sectioning with the same effort. 
Estimation of various descriptos of spatial arrangement of grains in three-dimensional 
structure from the stack of ninety aligned serial sections is described in the next few sub-
sections. 
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Estimation of Distribution of Coordination Number of Grains in Three-Dimensional 
Microstructure 
Two approaches can be taken for the estimation of frequency function of number of 
inter-particle contacts. First approach is to carefully observe the inter-particle contacts of 
each grain through observations on successive serial sections, which is extremely laborious. 
The second more efficient approach is to sample the W grains from the population of grains 
contained in the stack of montage serial sections, and to estimate the distribution function 
from the observations on the statistical sample. The second approach was used in the present 
study. It involves (i) unbiased statistical sampling of tungsten grains from the stack of 
montage serial sections, (ii) counting of number of inter-particle contacts of each sampled 
W grain in three-dimensional structure by systematically observing all serial sections in 
which the grain of interest is present, (iii) repeating steps (i) and (ii) for a sufficiently large 
number of grains, and (iv) computing the frequency distribution of inter-particle contacts 
from the data obtained in steps (i) to (iv). It is important to point out that there is a strong 
correlation between size of W grains and number of inter-particle contacts. Therefore, for 
a reliable estimation of the frequency distribution of the number of inter-particle contacts, 
the sampling must be completely unbiased, i.e., all W grains must have the same chance of 
being included in the sample irrespective of their size. The only unbiased procedure for 
sampling particles/grains in three-dimensions, irrespective of their size or shapes, is through 
the use of disector [34]. The disector sampling consists of selecting only those W grains 
that are not present in the first serial section, but they are present in the second serial section 
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of the di sector probe (grains tagged by arrows in the Figure 3 .10). Therefore, di sector dete
cts 
the "tops" of the grains, and as each grain has exactly one "top", all grains have exactly 
the 
same probability of being sampled irrespective of their sizes and shapes, when disec
tor 
location is chosen at random. In the present study, the area of the disector planes is equa
l to 
the area of the montage serial section, and di sector thickness is equal to the distance betw
een 
the serial sections. The number of inter-particle contacts of each W grain sampled.by disec
tor 
(i.e., whose top was detected) was measured by carefully observing all serial sections
 in 
which that particular grain was present, and then the caliper diameter (size) of that gr
ain 
was measured from the (X,Y,Z) coordinates of the ''top'' and the ''bottom'' of the grain (t
his 
will be explained in detail in the chapter section 3.4.4). The process was repeated for
 all 
other grains sampled by disector. This procedure was repeated on numerous other pairs
 of 
montage serial sections (i.e., disectors) in the serial section stack, chosen at random. In t
his 
manner, the number of inter-particle contacts and sizes of about three hundred grains w
ere 
measured in each specimen of 83wt% W composition. 
Estimation of the First, Second, and Third Nearest Neighbor Distance Distribution of
 
Tungsten Grains in Three-Dimensional Microstructure 
First, second, third and higher order three-dimensional nearest neighbor distances 
can be calculated in a straightforward manner from the coordinates of the centroids of
 the 
grains contained in the stack of montage serial sections. The centroid coordinates of a gr
ain 
are given by the mean of the coordinates of its top and bottom in the three-dimensio
nal 





observing the disector consisting of consecutive montage serial sections. This is done by 
superimposing montages of two consecutive serial sections, and marking new sections which 
appear in the second montage but are not present in the first montage. These new sections 
represent the top of the grains. Once all the tops in a montage were identified, each top 
coordinate was measured and then the grain belonging to that top was followed in the third 
dimension by looking at successive serial sections till the bottom of the grain was observed. 
The coordinates of the bottom were then measured. In this manner, the top and the bottom 
coordinates were recorded for each grain. The x and y coordinates were directly obtained 
from the corresponding pixel coordinates in the montage serial section, whereas the z 
coordinated was measured from the known distances between montage serial sections. The 
mean of the coordinates of the top and bottom points of a grain gave the coordinates of its 
centroid. 
The objective was to measure all the particle centroids which were present in a 
volume formed by central 30 sections in a stack of 90 serial sections. There can be four types 
of particles which have their centroids in the central 30 sections, these are i) which are fully 
inside the 30 sections ii) which have their tops inside these 30 sections but bottom outside 
iii) which have their bottoms inside these 30 sections but tops outside, and iv) which have 
their both tops and bottom outside the 30 sections (see Figure 3.13). 
On measuring particle centroids using disector for tops (looking for appearance of 
new sections) we were able to account for all the particles of type i and ii, which have their 





all the particles which appear in the first section of those 30 central sections. By doing this 
we were able to measure all the particles of type iii and iv (i.e. those which have their tops 
outside the 30 sections). 
In this manner, the centroid coordinates of about four thousand W grains in the stack 
of montage serial sections were estimated, and the first, second, and higher order nearest 
neighbor distances were computed from these data by using a simple computer code. 1:'he 
three-dimensional first, second, and third nearest neighbor distance distributions were 
estimated from these data. 
3.4.4 Measurement of Three-Dimensional Grain Size Distribution 
Disector was also used to measure the calliper diameter of the particles. From the 
stack of ninety serial sections, the grains were sampled by disector so that they are sampled 
without any bias of size, etc. The calliper diameters of sampled grains were measured by 
displaying a false colored image of a disector (as described above) and measuring the X, Y 
and Z coordinates of the top of all the particles which appeared on the disector. Then each 
of these particles were followed in the third dimension by displaying the consecutive serial 
sections till the bottom of the particle was encountered. The X, Y, Z coordinates of the 
bottom of the particle were also measured and recorded along with the top coordinates. The 
calliper diameter was the difference in the Z coordinates of the top and bottom. As the 
tungsten grain orientations are not anisotropic, the measured caliper diameter distribution in 
one orientation is statistically representative of the overall caliper diameter distribution in 
three-dimensional microstructure. The three-dimensional grain size distributions were 
84 
measured for all sp
ecimens of 83wt%
 W composition. 
3.4.5 Measuremen
t of Bivariate Size-
Orientation Distrib
ution of Necks 
In the present cont
ext, a neck is a trip
le line of contact b
etween two abuttin
g grains 
and the matrix. Or
ientation of a neck
 can be convenien
tly defined as the 
acute angle (8) 
between the norma
l to the plane of the
 neck and the gravi
tational direction. I
t is not possible 
to accurately mea
sure the orientati
on of necks by 
observing serial s
ections. In a 
metallographic pla
ne, intersection b
etween the neck 
and the sectionin
g plane can be 
identified by obser
ving the two point
s (triple points) of 
intersection. The d
istance between 
a pair of triple poin
ts is the length of t
he chord (say r) ge
nerated by intersec
tion of the neck 
with the metallogr
aphic plane. The o
rientation of this c
hord is the acute a
ngle (a) that it 
forms with the gra





d lengths (r) and th
eir orientation (a) i
n a vertical metallo
graphic plane, 




d in the present 
study. The apparen
t bivariate distribu
tion nA(r,a) is rela
ted to true bivariat
e size(X) and 
orientation (8) dis
tribution nv (X, 8
) by the following
 double Abelian in
tegral equation 
derived by Gokhal
e[60], under an ass
umption that necks
 can be modeled as
 circles. 
rm rr,/2 
nA(r,a) = 4r 
J J cos28.sin8.ny(R,8)d8dR 




Benes et al. [61] ha
ve developed a num
erical procedure to
 solve this integral
 equation, 
which was used in
 the present study 
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distribution of the necks from the experimental m
easurements performed on 
metallographic planes. From these distributions, 
the average size and number density of 
necks were calculated in straight forward manner
. 
3.5. Visualization of Three-dimensional Microstr
uctural Volume 
The volume image data presented in this rese
arch are stack of montage serial 
sections. The steps required to visualize these 
data are: data generation (stack of serial 
sections), pre-processing (image alignment and
 correction, grid regularization, image 
enhancement and interpolation), data classificatio
n, and finally rendering. Volume image 
data have been used for visualization of numerou
s structures and visualization can be done 
by either surface rendering or volume rendering. 
Surface rendering is defined as rendering 
of iso-surface of the region of interest (ROI) f
rom the volume data, whereas volume 
rendering is the rendering of all the volume data
 by specifying color and opacity of each 
voxel (which is analogous to pixel in two dime
nsional digital image). The advantage of 
surface rendering is that it results in reduction of
 data (only surface data is retained) and is 
easy the understand, but has a disadvantage that 
lot of volume data are discarded and thus 
one needs to extract iso-surface data every time o
ne changes ROI. 
The data classification step for surface rendering
 requires fitting of a surface in the 
volume data. The basic idea in data classificatio
n is to look for one surface to visualize, 
identify the intensity corresponding to that surfac
e and threshold the selection. One of the 
oldest surface rendering algorithm is contour con








Pages missing from original report. 
coordination number are the fundamental data required to understand the process such as 
powder compaction and liquid phase sintering. 
In liquid phase sintered microstructures, a correlation between size of a grain and its 
coordination number is likely to exist. Therefore, a bivariate frequency distribution of 
coordination numbers, that expresses fraction of grains having a given coordination number 
and having size in a certain range is of interest. To the best of author's knowledge,- there have 
been no earlier experimental measurements (or computer simulations) of such a bivariate 
coordination number distribution in any microstructure. In the present work, from a stack of 
serial sections, grains were sampled in an unbiased manner using disector technique, and size 
(caliper diameter) and coordination number of each sampled tungsten grain were measured, 
as explained in the previous chapter. The bivariate frequency-coordination number-size 
frequency functions calculated from these data are shown in Figures 4.13 to 4.16 for 83 wt% 
W-Ni-Fe specimens liquid phase sintered for 1 min and 120 min in normal gravity and 
microgravity. Interestingly, there is a significant difference in the bivariate frequency 
functions of the specimens processed in microgravity and those processed in normal gravity 
for the same time. Further, in all the plots, for a given coordination number there is always 
one size class with highest probability of forming those many grain contacts. As the 
coordination number increases, the size class with highest probability also increases. 
Therefore, there is a strong correlation between the grain size and coordination number. To 
quantify this correlation, from the bivariate frequency functions, one can compute average 






under present investigation, Figure 4.17 shows plots of DNc Vs. Ne for the four data sets. 
Observe that, (ii) the average size DNc having Ne number of contacts increases 
monotonically with the number of contacts, and (ii) there are significant differences in the 
plots for 1 minute and 120 minute specimens, but for a given LPS time, the plots for normal 
gravity and micro-gravity specimens are close to one another. To extract simple expression 
for the quantitative correlation between DNc and Ne, both the variables are normalize: DNc 
is divided by the experimentally measured three-dimensional global average grain size f:>, 
and Ne is divided by the mean coordination number Nc . The normalized plot of [ D~" 1 n 2 ] 
vs. [ Nc I Nc] for all the four data sets is shown in Figure 4.18. It is observed that, (i) the plot 
--
is linear, indicating that [ D,~c 1 D 2 ] varies linearly with [ Nc I Ne] , and (ii) the data points for 
all the specimens fall on a single straight line, whose slope is one and intercept is zero. Note 
that these four data sets represent specimens whose global average grain size differs by a 
more than a factor of two (1 min. and 120 min specimens), volume fraction of tungsten 
grains varies from 0.59 to 0.74, mean coordination number varies from 2.9 to 4.3, and they 
represent specimens processed in normal gravity and microgravity. Despite of these 
differences in the processing parameters, average size, amount of W grains, and mean 
coordination number, a single relationship describes the correlation between grain size and 
coordination number. This correlation can be expressed as follows. 
D~c _Ne 
D 2 Ne 
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4.1 
The surface area of the grains is directly proportional to the square of their size. Therefore, 
equation 4.1 implies that in a microstructure, although individual grains of different sizes 
may have the same coordination number, on the average, grains with larger surface area are 
likely to have a higher coordination number, and average surface area of the grains having 
a given coordination number increases linearly with the coordination number. At present 
there are no theories or computer simulations whose predictions can be compared with 
equations extracted from the experimental data. 
The experimental bivariate frequency functions of coordination number and size can 
be converted to corresponding univariate frequency functions of coordination numbers alone, 
simply by integrating the bivariate functions over grain size for each coordination number. 
The corresponding cumulative frequency distributions of coordination numbers are reported 
in Figure 4.19. Observe that, (i) in the normal gravity, this distribution function varies with 
sintering time, and (ii) there are significant differences between the coordination number 
distributions in normal gravity and microgravity for a given sintering time. To determine if 
these differences in the cumulative frequency distribution of coordination numbers arise due 
to differences in the mean coordination number Ne , a normalized plot of cumulative 
frequency of the coordination number versus the ratio [ Nc I Nc] is shown in Figure 4.20. 
Interestingly enough, the cumulative frequency distributions of all the four specimens can 
be reasonably well represented by a single curve in this normalized plot. Therefore, it can be 
said that the effect of gravity on the univariate cumulative distribution of coordination 
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numbers of tungsten grains in this alloy mainly resides in its effect on the mean coordination 
number. The distribution itself becomes independent of sintering time and gravitational 
environment, once it is normalized by the mean coordination number. Thus, the gravitational 
effect on the cumulative frequency can be predicted simply by knowing the mean 
coordination number in normal gravity and microgravity. 
Monte-Carlo type computer simulations have been performed[99] to compute the 
univariate frequency distribution of coordination numbers for an ensemble of spherical 
particles packed in normal gravity, under the assumptions that, (i) all the particles/grains are 
of the same size, (ii) the inter-particle contacts are strictly point contacts, and (iii) 
particles/grains have a hard-core random distribution. Figure 4.21 compares the cumulative 
coordination number distribution obtained from the computer simulations[99] with the 
present experimental data for the specimens processed in the normal gravity. There are 
significant differences in the computer simulated and experimental distributions. The 
minimum number of contacts in the simulation is three, where as the minimum number of 
contacts in gravity distribution is one, whereas the mean of the simulation is 5.8, where as 
the means of the experimental distribution are 3.7 and 4.3. Therefore, it can be concluded 
that these computer simulations do not represent the process of inter-particle contact 
formation and evolution of the contacts in the actual microstructures of tungsten grains in W-
Ni-Fe alloys. The differences may be due to finite size of grain contacts (i.e., necks), and the 
presence of size distribution of grains in the actual microstructure. 





The mean coordination number of grains can be computed from the experimentally 
measured coordination number distributions in a straightforward manner. Table 4.1 gives the 
mean coordination numbers of tungsten grains in the specimens of liquid phase sintered 
83wt%W-Ni-Fe alloy under investigation. Note that, (i) the mean coordination number in the 
microgravity environment is significantly lower than that for the specimens preceded in 
normal gravity, at both low and high sintering times, (ii) the mean coordination of the 
tungsten grains for the specimens processed in microgravity appears to be insensitive to the 
sintering time. The higher mean coordination number for gravity specimens may be partly 
due to gravitational settling leading to more dense packing of the grains. There have been 
many observations which show that if the density difference between the solid grains and the 
liquid is high, the resulting coordination number is also high[98].This difference in the 
coordination number can be attributed to the pressure exerted by the solid grains on each 
other. For the specimens processed in normal gravity, this phenomena also results in a 
systematic increase in the coordination number along the gravity direction (because the 
grains at the bottom of the specimen experience higher pressure then those at the top). The 
variation in coordination number with the distance from the top of the specimen has been 
modeled by Liu et al. [98] assuming that the three dimensional packing coordination number 




where Nc(H) is the 3D coordination number at non-dimensional distance H from the top (H 
is non -dimensionalized by the total height of the specimen L), g is the gravitational 
acceleration Ps and p1 are the density of solid and liquid, Lis the total height of the specimen 
and A(H) is the ratio of the solid volume which is above this location to the total volume of 
the specimen. The Nc0 is the lower limit of packing coordination at the top of the solid 
settled region, and C0 is the constant of proportionality. In the present study, the mean 
coordination number was not measured at different depths for the specimens processed in 
••• ~, 1 
normal gravity, and therefore, it is not possible to verify equation 4.2 derived by Liu et al 
[98]. However, the present data are sufficient to calculate the two parameters Nco and C0• For 
microgravity environment, g is zero (for all practical purposes). Substituting g=O in equation 
4.2 yields that Nco is also equal to the coordination number of grains in the microgravity. 
Therefore, Nco is equal to 2.9. In the normal gravity, the coordination number was measured 
in the region almost at the bottom of the specimens, for which in equation 4.2 , H= 1. At this 
ll\ 
location, A(H) is exactly equal to overall solid volume fraction in the specimen. Therefore, 
using the experimental mean coordination number data for normal gravity specimens, one 
can compute the constant C0 in equation 4. The calculated values of C0 for the two gravity 
specimens ( 83 wt% 1 minute and 83 wt% 120 minute) along with the value computed by 
Liu et al. is given in Table 4.2. The value computed by Liu et al. is for W-Ni system (and not 
for W-Ni-Fe) system, and it differs from the C0 values computed from the present 
experimental data. Therefore, it may be said that the parameter C0 is sensitive to the alloy 
composition. 
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A number of theories and simulations reported in the literature[99, 100] attempt to 
predict the mean coordination number of grains in sintered microstructures. In the past, these 
predictions could not be validated due to lack of experimental data on mean coordination 
number of grains in three-dimensional sintered microstructures. Therefore, it is of interest 
to compare the present experimental data with the theoretical predictions. 
4.3.3 Estimation of Three-Dimensional Mean Coordination Number From Measurements 
Performed on Two-Dimensional Metallographic Planes 
The size of a stable neck is governed by the size of the contacting grains and the 
dihedral angle<)> for that interface. Assuming spherical grains, a derivation for relating mean 
2D coordination number to mean 3D coordination number can be made as follows. Spherical 
grains will result in formation of circular necks. The number density of the grains per unit 
volume is related to number density in a cross-sectional area according to the following 
stereological relationship[59]: 
4.3 
where f) is the mean calliper diameter of the grains. The number density of necks in a cross-
sectional area is equal to one-fourth the length of the neck perimeter per unit volume Lv exp 
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and L exp = 7t X (N v) v N ' 4.5 
where Xis the mean diameter of the necks. Substituting the value of Lvexp from equation 4.5 
in equation 4.4 and taking the ratio of equation 4.3 and equation 4.4 we get: 






For a mono-sized distribution of grains the ratio of mean neck size to mean grain size (X/D) 
is equal to sin(<j>/2) (see section 2.3.2). This leads to the following relation: 
Cg= 0.785 Ne sin(<j>/2) 4.8a 
This relation is an exact relation for an ensemble of mono-sized spherical grains. However, 




computer simulations to relate mean 2D coordination number to mean 3D coordination 
number and fitted the following empirical relation: 
Cg = 0.8 Ne sin( cp/2) 4.8b 
Therefore, there is an excellent agreement between the results of computer simulations and 
the analytical equation, as both are based on the same model assumptions. 1u11~ 
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4.9 
Let the ratio D/D1 be f, then a value off= 1 would correspond to the assumption of mono-
sized spheres, resulting in X/D = sin( cp/2). For any other value off the value of X/D will be 
different than sin( cp/2). Therefore to express X/D for a poly dispersed system considerable 
additional information is needed. It is necessary to know the three-dimensional size 
distribution of grains, the correlation between the sizes of the grains and the coordination 
number, and the pair correlation of the sizes of the two contacting grains. It is very possible 
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that the pair correlation of the sizes of the two contacting grains is such that large grains are 
always surrounded by small grains. Therefore, for a poly-dispersed ensemble of spherical 
grains it is not possible to derive a general relationship between two-dimensional and three-
dimensional mean coordination numbers. 
The mean coordination number of grains is equal to two times the ratio of the number 
density of necks in three-dimensions to the number density of grains. If it is assumed that the 
grains have a spherical shape, then the three-dimensional distribution of the grain sizes can 
be estimated from the corresponding two-dimensional distribution measured in a ,,, I 
1
11: I 
metallographic plane by using the well-known Saltykov's unfolding procedure[59], and then 
the number of grains per unit volume, (Nv)o can be calculated in a straightforward manner. 
Similarly, if it assumed that the necks have a circular shape, then the three-dimensional 
bivariate distribution of neck size and orientation can be estimated from experimentally 
measured apparent bivariate distribution of neck trace size and orientations in the vertical 
11 I 
metallographic plane by using the stereological unfolding procedure developed by Gokhale 
[60,61]. The number density of necks (Nv)N can be then computed from the three-
dimensional size and orientation distribution of necks. The coordination number Ne can then 
be calculated from the ratio of the number density of necks to the number density of grains 
using equation. The problem with this technique is that it requires two shape assumptions 
and involves complex numerical solutions. This leads to error propagation in the calculated 
values of the number densities. Thus the ratio of number densities (and hence, the mean 
coordination number) obtained in this manner is expected to have a significant random error 
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and bias, which is not acceptable for detecting small variations in 
the mean coordination 
number. It must be concluded that sampling of three-dimensional micro
structure is essential 
to reliably estimate the mean coordination number. If the mean coord
ination number is the 
only parameter of interest (rather than distribution of coordination n
umber), then it can be 
efficiently estimated by measuring number density of grains and num
ber density of necks in 
three-dimensional microstructure by using montage disector samplin
g; are large number of 
serial sections or reconstruction of large volume of three-dimensiona
l microstructure is not 
necessary for this purpose. 
4.3.3 Evolution of First, Second. and Third Nearest Neighbor Distri
bution of Grains 
Another way, apart from coordination umber, of describing shor
t range spatial 
arrangement is through nearest neighbor distribution functions. Th
e nth nearest-neighbor 
distribution function P n(r) is such that Pn(r).dr is the probability of fin
ding the centroid of nth 
nearest neighbor in a spherical shell of radius r to r+dr from another pa
rticle centroid. Unlike 
coordination number (cardinality) which 
is a zero dimensional geometric characteristic, the nearest-neighbor d
istribution function are 
one dimensional geometric characteristic which also gives the scale
 of the microstructure. 
The information on grain centroids of about 3000 particles was extra
cted in 3D and used to 
calculate the 1st 2nd and 3rd nearest-neighbor distribution functions in
 3D. The 1st ,2nd and 3rd 
nearest neighbor distribution function in 3D for all the four specimen
s of 83 wt% are plotted 
in Figures 4.22 to 4.25. The higher order nearest neighbor distribution
 function (2nd, Td and 
higher) are expected to be less accurate because of limited sampling
 and the edge effect of 
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The 1st nearest neighbor distribution of all the specimens was normalized by their 
corresponding mean 3D grain size and are plotted in Figure 4.26. It can be seen that all the 
1st nearest neighbor distance distributions superimpose each other on the normalized plot. 
This should not be a surprise, because it was observed in the previous section on 
coordination number, that all the particles both in gravity and microgravity are touching at 
least one other particle. Hence, the first nearest-neighbor functions are only a mean diameter 
,, 
away. Similar normalized curves were plotted for the 2nd and 3rd nearest neighbor distribution it 
' 
functions. The normalized 2nd nearest neighbor distribution functions also superimpose 
suggesting that even the second nearest neighbor functions are just a scale factor change. 
This is expected because the data on coordination number show that about 90% of the 
particles have two or more grain contacts. The normalized 3rd nearest neighbor distribution 
function shows a good match between the 1 minute microgravity and gravity cases and the 
120 minute gravity case. However, the 120 minute microgravity case plot does not match the 
other three curves. This may be attributed to the value of mean number of contacts per grain 
in this case (2.9), which is slightly lesser than 3, however it may be due to inadequate 
sampling. 
4.3.4 Evolution of Radial Distribution Function of Tungsten Grains 
Radial distribution function describes the short range, intermediate range, and long 
range spatial arrangement of grain centers in three-dimensional space. Therefore, it gives an 
overall view of the spatial arrangement of grains in one distribution function. In general, the 
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radial distribution function cannot be estimated from any measurements performed on the 
two-dimensional metallographic planes. In the present investigation, to quantify the spatial 
arrangement of grains in the three-dimensional microstructure, the grain centroids for about 
3000 grains have been measured in three-dimensions from volume of the microstructure 
reconstructed from ninety montage serial sections. These data on the grain centroids are 
sufficient for the estimation of the three-dimensional nearest neighbor distributions. 
However, these data are not sufficient for reliable estimation of the radial distribution 
function in three-dimensional microstructure. To estimate the radial distribution function, 
at each value of the radial distance r, it is necessary to count (and average over) the number 
of grain centroids and average it over about one thousand reference grains. For reliable 
estimation of the radial distribution function for the radial distances up to eight grain 
diameters, to minimize the edge effects, a twenty diameter thick stack of serial sections is 
necessary, which translates to about six-hundred montage serial sections for the specimens 
liquid phase sintered for 120 minutes. Therefore, it is not practically feasible to estimate the 
three-dimensional radial distribution function of tungsten grains in the present alloy system 
from serial sections. However, the radial distribution function of the grain sections observed 
in two-dimensional metallographic planes can be reliably estimated, and these data are 
discussed below. 
Metallographic sections of the 83wt%W-Ni-Fe alloy specimens were analyzed and 
radial distribution functions were generated. Figure 4.27 represents the radial distribution 












this plot, the radial distance has been normalized by the
 corresponding two-dimensional 
mean grain section sizes. These two normalized radi
al distribution functions almost 
superimpose on each other. This indicates that the normali
zed radial distribution function is 
time invariant. Therefore, the spatial arrangement of grains
 at higher sintering time is similar 
to that at the lower time, except for the scale change. A sim
ilar normalized radial distribution 
plot for the corresponding specimens liquid phase sintered 
in microgravity is shown in Figure 
4.28. Note that, in this plot, the curves for one minute a
nd 120 minute specimens do not 
superimpose. Therefore, the normalized spatial arrangem
ent of the tungsten grain sections 
in a metallographic plane does not appear to have reached
 a time invariant form. The radial 
distribution function observed in a metallographic pla
ne depends on both the radial 
distribution function of grains in three-dimensional spac
e and the grain size distribution. 
Therefore, it is likely that in these specimens, the norm
alized three-dimensional radial 
distribution function and/or normalized three-dimensiona
l grain size distributions have not 
reached time invariant forms. It will be shown in the next secti
on that in the specimens liquid 
phase sintered in microgravity, the normalized three-dim
ensional grain size distribution is 
not time invariant. 
4.4 Evolution of Three-dimensional Grain Size Distribut
ion 
During liquid phase sintering, the grain size distribution ev
olves with time. Theories 
ofLPS predict the temporal evolution of the grain size dist
ribution function. All the theories 
predict that the grains size distribution reaches a specifi







when normalized with an appropriate measure of the length scale of the microstructure (for 
example, average grain size). However, different theories predict different functional forms 
for the normalized time invariant grain size frequency function. Therefore, liquid phase 
sintering theories can be verified by comparing the experimental three-dimensional grain size 
distributions with the corresponding theoretical predictions. In most of the earlier 
investigations, such comparisons have been made by using experimentally measured two-
dimensional grain size distributions, or three-dimensional grain size distributions estimated 
from corresponding two-dimensional grain size distributions by using stereo logical unfolding 
procedures that are based on specific shape assumptions. The stereological unfolding 
procedures for estimation of size distributions involve complex numerical calculations. 
These calculations invariably result in the significant amplification of the errors present in 
the raw data, i.e., the errors in the computed three-dimensional distribution are significantly 
higher than those in the raw data, and in most of the cases, they are unknown. In addition, 
the unfolding procedures may also introduce bias (of unknown extent) in the estimated three-
dimensional distributions, if the shape assumptions are not valid. In the earlier studies, the 
comparison between experimental and theoretically predicted size distributions were not 
based on any rigorous statistical tests of hypothesis: in almost all the cases, the conclusions 
were drawn by "just looking at the two size distributions". In the present study, three-
dimensional grain size distributions have been directly measured from the stacks of montage 
serial sections, without involving restrictive shape assumptions or any complex data 




experimentally measured three-dimensional grain size distributions with the theore
tical 
predictions by using rigorous statistical tests. Figures 4.29 and 4.30 show the experimen
tally 
measured three-dimensional grain size distributions of the 83wt% W-Ni-Fe alloy liquid p
hase 
sintered in normal gravity and microgravity. The three-dimensional sizes of about 15
00 to 
2000 grains were measured in the montage serial section stacks of each specimen to o
btain 
these size distributions. Figures 4.31 and 4.32 show the corresponding normalized frequ
ency 
distributions, obtained by dividing each grain size by the global average grain size. Statis
tical 
x2 test was performed on the normalized grain size distributions to answer the following 
questions: 
1. Do the normalized grain size distributions match with those predicted by any o
f the 
theoretical models? 
2. Are normalized grain size distributions of specimens processed in normal gravity 
for 1 
minute and 120 minutes statistically similar?, i.e., has the size distribution achieved pse
udo-
static state? 
3. Are the normalized grain size distributions of the specimens processed in microgravit
y for 
1 minute and 120 minutes statistically similar? 
4. For 83wt% W-Ni-Fe alloy specimens liquid phase sintered in normal gravity
 and 
microgravity for the same time, are there any systematic differences in the normalized g
rain 
size distributions? 
The x2 test was used to compare normalized experimental grain size distributions with 









[ 43,44] model, and communicating neighbors model b
y DeHoff[ 47]. The experimental size 
distributions were first cast into a histogram format
 representing normalized grain size 
distribution function. The predicted number of grains
 in each size class was computed for 
each model. Those size classes which had less than 5 gr
ains were combined with the adjacent 
class. The chi-squared value was computed for each co
mparison. The x2 test clearly showed 
that size distributions predicted by ALL the models 
are statistically different from the 
experimental size distributions. This may be due to t
he fact that models assume discrete 
individual particles, whereas sintered microstructure c
ontains connected network of grains, 
or because of very high volume fraction of grains in l
iquid phase sintered microstructures 
under present investigation. 
The x2 test performed on the grain size distributions of the specimens p
rocessed in 
normal gravity for 1 minute and 120 minutes reve
aled that the normalized grain size 
distribution of these specimens are statistically similar
. It may be concluded that these grain 
size distributions have reached a time invariant asymp
totic state, but its functional form is 
different from those predicted by the theoretical mode
ls. However, the x2 test performed on 
the specimens processed in microgravity for 1 minut
e and 120 minutes revealed that the 
normalized grain size distribution of these specimens
 are statistically different. It may be 
concluded that, in these specimens processed in mic
rogravity, the normalized grain size 
distribution has not achieved a time invariant pseudo-s
tatic state. Therefore, in microgravity, 
the path of evolution of the grains size distribution 
is different from that in the normal 
gravity. 
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The X2 test performed on the grain size distributions of the specimens liquid
 phase 
sintered normal gravity and microgravity for one minute revealed that t
he grain size 
distribution of these specimens are statistically different. The x
2 test on the corresponding 
pair of specimens liquid phase sintered for 120 minutes also revealed the
 same thing. 
Therefore, the reduced gravity (or microgravity) does affect the grain size di
stribution, as 
well as the path of evolution of the grain size distribution in the liquid p
hase sintered 
microstructures of W-Ni-Fe alloy under investigation. 
The evolution of grain size distribution function, radial distribution functio
n and 
NND function in the samples sintered in gravity environment show only 
a scale factor 
change. This is not seen in the evolution of these functions in the sample
s sintered in 
microgravity environment. This is one major difference in the evolution of mic
rostructure 
during LPS in gravity and microgravity. 
4.5 Effect of Gravity on the Kinetics of Liquid Phase Sintering 
The kinetics of LPS are usually described in terms of changes in the average
 grain 
size. However, other measures of the scale of the structure can be also used t
o monitor the 
kinetics. In this research, three-dimensional average grain size, arithmetic 
average grain 
volume, and volume weighted average grain volume, and number density of gra
ins have been 
experimentally measured in the liquid phase sintered 83wt%W-Ni-Fe specim
ens by using 
unbiased and assumption-free procedures involving combinations of 
stereological 
techniques, montage serial sectioning, three-dimensional microstructural recon
struction, and 
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large area high resolution disector. Note that all the specimens have e
xactly the same shape 
and size, and all measurements were performed in the region at a dis
tance of 1.5 mm from 
the bottom of the specimen. Table 4.3 lists the measured microstructu
ral parameters. For the 
two specimens liquid phase sintered for one minute in gravity and m
icrogravity, ALL the 
process parameters were identical, except the gravitational environmen
t. Inspection of Table-
I shows that for the specimen liquid phase sintered in the normal grav
ity for one minute, the 
arithmetic average grain volume is 100% larger, volume weighted ave
rage grain volume is 
92 % larger, and average three-dimensional grain size is 30 % large
r than the identical 
specimen processed in the microgravity environment for exactly the
 same time. The only 
difference in these two specimens is their gravitational environment. C
omparison of the same 
microstructural parameters for the specimens liquid phase sintered f
or 120 minutes shows 
that arithmetic average grain volume, volume weighted average gra
in volume, and three-
dimensional average grain size for the specimen processed in normal 
gravity are marginally 
higher than that for the specimen processed in normal gravity. Therefo
re, it can be concluded 
that the absence of gravity (strictly speaking, microgravity) slows the
 kinetics of the liquid 
phase sintering process. These gravitational effects on the kinetics are p
articularly significant 
at small sintering times. 
On the basis of two-dimensional microstructural measurements, Germ
an and co-workers[SO] 
concluded that kinetics of the liquid phase sintering process are sl
ower in microgravity 
environment. The present unbiased three-dimensional microstructura
l data lead to the same 
conclusion. 
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As mentioned in Chapter II, data on volume weighted average volume can be used 
to estimate the variance and coefficient of variation (CV) of the distribution of grain volume 
without involving any assumption concerning microstructural geometry. Table 4.4 reports 
the calculated variance and CV
2 of the tungsten grain volume distributions in microstructures 
83wt%-Ni-Fe alloy specimens liquid phase sintered in normal gravity and microgravity. Note 
that the variance and CV2 values for the specimen processed in microgravity are lower than 
the values for the corresponding specimens processed in normal gravity. Therefore, 
reduced gravity leads to narrower grain volume distributions. 
During liquid phase sintering, grain coalescence and grain coarsening are the two 
processes that lead to increase in the average grain size. The process of grain coalescence 
involves two contacting grains of dissimilar size merging into one by directional grain 
growth of one, whereas the grain coarsening process is essentially similar to particle 
coarsening. The grain coalescence process is expected to contribute significantly to the 
increase in the grain size at small sintering times, where as grain coarsening dominates at the 
large sintering times. The measured average grain size (average grain volume) reflect overall 
increase in the scale of the structure due to contributions from both of these phenomena. 
Gravity is expected to affect both grain coalescence and grain coarsening: reduced gravity 
is expected to slow down both of these processes. 
The experimental data show that at small sintering times (one minute), the average 
grain volume, average size of tungsten grains etc. in the specimen processed in the normal 
gravity are significantly larger than those in the corresponding specimen processed in the 
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microgravity environment for one minute. These differences are due to the effect of gravity 
on the grain coalescence process that dominates at short times. There is no quantitative 
theory of grain coalescence that predicts the increase in the grain size with time due to grain 
coalescence alone. Coalescence requires contacts between large grains and very small grains. 
Larger the coordination number, larger is the number of larger grains in contact with very 
small grains, and consequently higher is the extent of grain coalescence. Recall that the mean 
coordination number of the specimens processed in normal gravity is significantly larger than 
the corresponding specimens processed in microgravity. Therefore, the specimen processed 
in normal gravity is expected to experience more grain coalescence (and therefore, larger 
grain size) than the one processed in microgravity, simply due to these gravity induced 
differences in the spatial arrangement of grains. This explains the observed larger grain size 
of specimen processed in normal gravity for one minute as compared to the corresponding 
specimen processed in microgravity. 
As mentioned earlier, at large sintering times, classical grain/particle coarsening 
essentially governs the kinetics of liquid phase sintering. Theories of kinetics of grain 
coarsening are reasonably well developed[36-47]. Although the theoretically predicted grain 
size distributions differ from those measured experimentally (see Section 4.4), there is a 
general agreement that during the grain coarsening, the time (t) dependence of the average 
grain size D can be expressed in terms of a simple power law: 
4.10 
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where K is the grain growth c
onstant, the exponent n is a co
nstant depending upon the 
growth mechanism, D0 is the in
itial particle size (usually taken
 as zero because at the start 
of liquid formation all the powd
er particles are fragmented to sin
gle crystal grains which are 
of the order of lmm), and Dis
 the grain size at time t. The va
lue of exponent n has been 
found to be about three for mo
st of the studies on the tungste
n heavy alloys [100-103]. 
Almost all the theories (in spite
 of other differences) predict the
 value of exponent n = 3 for 
diffusion controlled growth. In e
quation 4.10, the rate constant K
 may be affected by gravity 1·':u1 
due to two different reasons
. Gravity causes solid-liquid 
separation, and results in 
microstructural gradients in the
 specimens liquid phase sintere
d in the normal gravity (see 
Table 4.3 for variation in vol
ume fraction with location). A
s a result of solid liquid 
separation the volume fraction
 of solid in the specimens pr
ocessed in normal gravity 
specimens is higher than that in 
the same location of correspond
ing specimen microgravity. 
The higher volume fraction of 
grains in tum decreases the diff
usional distances, and leads 
to an increase in the rate of grain
 coarsening. Recently German [
50] has pointed out another 
effect of gravity that leads to 
increase in the rate of coarsen
ing. The driving force for 
coarsening is the differences in
 curvatures of solid particles w
hich results in differences in 
solubility causing diffusional ma
ss transport. The differences in s
olubility can also be caused 
by the differences in the stress s
tate of the particles. German et a
l. showed that the solubility 
increase due to stress exerted b
y particles on top of each other
 at the bottom of a 10 mm 
specimen will be 4% over that d
ue to curvature (for particles of
 10 µm size). This increase 
in solubility is very small but
 it was predicted that this wil
l result in large grain size 
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difference at long times. Based on these concepts, 
German et al[50] have derived an equation 
for the kinetic rate constant K, that accounts fo
r both volume fraction and gravitational 
pressure effects. Based on this model one can pred
ict the mean size as a function of time for 
both gravity and microgravity, when grain coale
scence is negligible (i.e. at high sintering 
times). For the alloy under present investigation, 
this model predictions average grain sizes 
of 26.2 µm and 29.5 µm after 120 minutes of LPS
 for samples sintered in microgravity and 
gravity, which amounts to a difference of 35% in m
ean grain volume and 12% in mean grain 
size. However, the observed differences in the
 mean grain volume of the specimens 
processed in normal gravity and microgravity fo
r 120 minutes are much lower than this 
"· i':I 
1·11 
estimate and the mean grain size are almost sim
ilar. This discrepancy may be due to the 
errors in the auxiliary data (surface energy, diffus
ion coefficient, etc.) used for calculation 
of grain siz.e differences using German et al. model
. Experiments in microgravity and normal 
gravity environments for much longer sintering 
times may confirm the differences in the 
grain sizes due to gravitational effects predicted b
y German et al. model. 
4.6 Effect of Gravity on Densification During Liq
uid Phase Sintering 
Densification is well-established phenomena
 in the liquid phase sintered 
microstructures, when the specimens are processe
d in normal gravity. It is well documented 
that the volume fraction of the grains at a given loc
ation in the specimen increases with time 
during the liquid phase sintering process [7,100]
. It must be pointed out that densification 
is different from the initial gravitational settling. 
The densification continues after a stable 
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and rigid interconnected grain structure is formed, at which point the gravitational settling 
ceases. Densification involves pulling together of the skeleton of the network of 
interconnected grains, leading to an increase in solid volume fraction with time at any 
location in the specimen. Densification is attributed to a combined effect of settling of 
extricated particles from a skeleton [ 106] and grain shape accommodation [ 105] resulting 
from an increase in solubility due to gravitational stresses [50]. This suggests that 
densification should occur only in gravity and not in microgravity. Table 4.3 shows the 
volume fraction of tungsten grains at two locations at two different sintering times for the 
specimens of 78wt% and 83wt% W-Ni-Fe alloys liquid phase sintered in normal gravity and 
microgravity. Observe that for the specimens processed in the normal gravity, at a given 
location, the volume fraction of W grains is somewhat higher at 120minutes than that at one 
minute. These differences are observed at both top and bottom locations of the specimens 
of both the compositions processed in the normal gravity, indicating the densification of 
grains, which is quite expected. However, there is no increase in the volume fraction of W 
grains with time at a given location in the specimens processed in microgravity for specimens 
of all the three compositions: there is no densification in microgravity. This observation 
agrees with the expected trends as suggested by previously described theories on 
densification [105,106]. However this is for the first time that it has been experimentally 
shown that no densification occurs micro-gravity. 
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CHAPTERV 
CONCLUSIONS AND SCOPE FOR FUTURE WORK 
The purpose of this research to quantitatively characterize the effect of gravity on the 
microstructural evolution during liquid phase sintering process was successfully completed. 
Some of the important techniques developed in the course of this research were, image 
analysis procedure to automatically measure volume-weighted average volume, montage 
based efficient serial sectioning technique, large volume high resolution three-dimensional 
microstructural reconstruction, and unbiased estimation of three-dimensional coordination 
number and grain size distribution from a stack of serial sections. In addition, numerous 
computer codes were written to extract descriptors of spatial arrangement of grains from the 
raw image analysis data. There are consistent differences in the microstructural attributes of 
the specimens sintered in microgravity from the corresponding gravity specimens. This is 
seen in the spatial arrangements of tungsten grains, mean number of inter-particle contacts, 
mean grain sizes and its distribution, and number density. The following are the main 
conclusions of this research: 
5.1 Effect of Gravity on the Evolution of Spatial Arrangement 
3D coordination numbers 
a) In specimens processed in both gravity and microgravity environment there are 
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practically no isolated grains "floating around" in the matrix. This is expected in 
gravity where the grains have to contact each other to provide normal force to 
balance gravity, but it is quite surprising to see this in microgravity. 
At a given sintering time, the coordination number in microgravity is significantly 
lower than that in gravity. 
In microgravity, the coordination number remains constant whereas in gravity, it 
increases with time. This increase is attributed to grain shape accommodation. 
There exists a strong correlation between the coordination number and the mean 
surface area of grains forming that coordination. This can be expressed as follows: 
D~c _Ne 
D 2 Ne 
where D.2 is the mean of square of the sizes of the grains which form i contacts, Ne 
l 
is the mean coordination number, and D 2 is the mean of the square of the whole size 
distribution. 
Nearest neighbor distribution function 
In spite of significant differences between the volume fractions of gravity and 
microgravity samples (and even larger differences in the values of mean free path), 
the 1st and 2nd 3D nearest neighbor distances are only a scale change, with the scale 






5.2 Effect of gravity on kinetics 
a) In the initial stages (until approximately 1 minute), the kinetics of grain growth is 
slower in microgravity than in gravity environment resulting in a significant 
difference in the grain sizes. However, the difference in grain size after 120 minutes 
of sintering becomes insignificant. 
b) The observed difference in rates of grain growth at lower times (upto 1 minute) is 
attributed to the effect of coalescence. 
5.3 Effect of gravity on densification 
a) There is no densification with time in microgravity though this effect is seen in 
gravity. 
b) The densification in gravity is attributed to settling of extricated particles, and grain 
shape accommodation, which is also responsible for increase in coordination 
numbers with time. 
5.4 Effect of gravity on the evolution of grain size distribution 
a) The observed grain size distributions do not match most theoretical models, 
including classical LSW model, BW model, BWEM model and DeHoff's 
Communicating Neighbor model. 
b) The size distributions for gravity samples show only a scale change, whereas those 
for microgravity do not. 




volume 3D reconstruction can be utilized to directly perform numerical simulations on the 
true microstructure. Future LPS experiments can be designed with single crystal particles 
with bivariate size distributions to study the kinetics of late stage grain growth. Since the 
major differences found in this research were in the one minute case, it would be helpful to 
perform some experiments in microgravity on samples which have been first sintered for one 
minute on earth. Finally, experiments with different pre-sintering conditions can be 
performed to study the effect of microgravity on pre-sintering. 
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Table 2.1 Effect of solubility ratio on different alloy systems in liquid phase sintering. 
Base Additive Solubility ratio SR/SA Behavior 
Al Zn 0.004 Swell 
Cu Al 0.1 Swell 
Cu Sn 0.001 Swell 
Cu Ti 4 Shrink 
Fe Al 0.02 Swell 
Fe B 7 Shrink 
Fe Cu 0.07 Swell 
Fe Sn 0.01 Swell 
Fe Ti 3 Shrink 
Mo Ni 20 Shrink 
Ti Al 0.0003 Swell 
w Fe 5 Shrink 
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Different mechanisms of neck growth and coarsening. 
Contact Dissolution of Solid neck Coalescen
ce 
Flattenin fine rains rowth 
contact zone small rains rain boundar connecte
d rain 
li uid li uid solid solid 
solid-liquid solid-liquid solid-liquid curved s
olid-
interfacial interfacial interfacial solid inte
rface 
No Yes No Yes 
coarsenin 
Yes Yes Yes Yes 
accommodation 





Solubility in Required Required N








Table 2.3 Rate controlling step for grain growth in different alloy systems. 
Diffusion Controlled Reaction controlled 












Table 2.4 List of field specific, region specific and spatial att
ributes of the microstructure. 
Field Specific attribute Re~ion Specific attribute Spatial a
ttribute 
Volume fraction Grain size and distribution Radia
l Distribution 
function 




Length per unit volume 




Table 3.1 Relation between the mean number of particle contacts in 3D (Ne) to the mean value 
observed in 2D [73]. 
Dihedral angle <j>, Mean value observed Mean value observed Mean value observed 
Deg in 2D for Ne = 4 in 2D for Ne = 6 in 2D for Ne = 8 
15 0.42±0.59 0.42±0.59 0.42±0.59 
30 0.80±0.75 1.22±0.89 1.63±1.03 
45 1.21±0.83 1.81±0.95 2.38±1.12 
60 1.56±0.85 2.34±1.00 3.10±1.25 




Table 4.1 Mean number of inter-particle contacts per particle in 3D and that in 2D measured in 
83 wt% WHA(using three dimensional probe disector). 
Sample Normal gravity Microgravity 
Microstuctural description and 
property location of 1 min 120 min 1 min 120 min 
measurements 
Mean number of inter- 83 wt% WHA, 
particle contacts per BOTTOM 1.03 1.10 0.84 0.74 
particle in 2D. 
Mean number of inter- 83 wt% WHA, 





Table 4.2 Experimentally computed value of proportionality constant C0, in the equation 4.10 
representing the variation of coordination number with height. 
83 wt% WHA, 1 83 wt% WHA, 120 Calculated by Lui et 
min, gravity min, gravity al. 






Table 4.3 Global microstructural properties of 78 wt% W-Ni-Fe and 83 wt% W-Ni-Fe liquid 
phase sintered alloys. 




location of 1 minute 120 minute 1 minute 120 minute 
measurements 
78wt%WHA, 0.63 0.67 0.58 0.56 
TOP 
Volume fraction of 83 wt% WHA 0.61 0.67 0.58 0.58 
W grains Vv TOP 
83 wt% WHA 0.69 0.74 0.59 0.59 
BOTTOM 
Surface area of W 78wt%WHA, 0.132 0.089 0.155 0.083 
grain-matrix TOP 
interface Sv (µmr 1 83 wt% WHA 0.135 0.092 0.152 0.082 
BOTTOM 
Mean free path A 78 wt% WHA, 2.8 3.7 2.7 5.2 
(µm) TOP 
83 wt%WHA 2.3 2.8 2.7 5.0 
BOTTOM 
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True mean 3D calliper diameter (i.e. 3D
 size), volume number density Nv (mea
sured 
by disector), mean grain volume (ratio 
of volume fraction and Nv), volume we
ighted 
mean volume, and CV of the volume d
istribution (calculated from volume we
ighted 
mean volume and mean volume) are li
sted for the 83 wt% WHA. 
Sample Normal gravity 
Microgravity 
Microstuctural description and 
property location of 
1 min 120 min 1 min 12
0 min 
measurements 
Mean 3D calliper 83wt%W




Number density of 83 wt% WH
A, 
tungsten grains in 3 D BOTTOM 
12.3 E-05 2.6 E-05 20.9 E-05 
2.4 E-05 
measured by di sector. 
(µmr 3 
Mean volume (µm) 83 wt%
 WHA, 
BOTTOM 5.6 E+03 28 E+0
3 2.8 E+03 25 E+03 
Volume weighted 83 wt% W
HA, 
mean volume (µm)
3 BOTTOM 9.8 E+03 55 E+0
3 5.1 E+03 38 E+03 
Coefficient of 83 wt% W
HA, 
variation (CV) of grain BOTTOM 









Figure 2.1 A typical micrograph of liqiud phase sintered tungsten heavy alloy. 
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Smface energy equilibrium at interfaces. (a) Equilibrium at three phase intersection, 
(b) Special case of three phase equilibrium, in which two phases are same (i.e., solid) 
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SB= Solubility of base in ad dative 
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Different mechanisms of grain shape accomodation. (a) Contact flattening, (b) 
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Representation of orientation of objects in 3D requires the knowledge of angles e and 
angle cp. For systems with rotational symmetry about z-axis (reffered as vertical axis 
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Figure 2.12 A typical number weighted and volume weighted particle size distribution. 
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Figure 2.13 Classification of point patterns [ref. 36] (from top left to bottom right): regular, 


















---Randon non-point particles 
- - - - - - - Random point particles ... 
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- - - - - - - Random point particles 
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K(r) and G(r) functions for random point pa1ticles and random non-point pa1ticles 
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Figure 2.15 Particles cutting the edges cannot be properly accounted, this leads to edge effect 
problem. 
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Figure 2.16 One cannot measure the distance between two pa1ticles which are present in two far 
away field, unless they are in a montage. 
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-i--- Measurement frame 
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0 : _____ ~'L---o 80 0 Only the particle centroids inside the measuren:1ent frame are c ount.ed 
Figure 2.18 Measurement in a montage using measurement frame. 
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Figure 2.20 Two ways of representation of volume data by voxels and cells. 
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6 connect 18 connect 26 connect 
Figure 2.21 a) Data traversal in Ray-casting surface rendering algorithm is from the image plane 





Figure 2.22 a) Problems associated with contour connecting algorithm when contours breakup 
into smaller contours in adjacent sections. b) Extraction of iso-smfaces using 
marching-cube algorithm. 
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Figure 3.1 Binary and ternary phase diagram for W-Ni-Fe system. 
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Time-temperature profile of the specimen during LPS. 
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Figure 3.4 a) A typical micrograph of 83 wt% W 11.9% Ni and 5.1 % Fe alloy liquid phase 
sintered in micro-gravity at 1780 K for a duration of 1 minute. b) A low resolution 





Digital image processing steps to measure volume weighted mean volume of the 
tungsten grains. 
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Figure 3.6 A display frame in the process of montage creation. The frame shows a live image 
with a superimposed image on the left border (the superimposed image is made up 
of the live image and the right border of the previous image). 
169 
Figure 3.7 a) A montage of exactly contiguous 25 fields of view. This is a very high resolution 
image and covers a very large area of the microstrncture. The resolution of this image 
not apparent because it has been compressed for the display purpose. b) This is one 
field of view of the 25 FOV of the montage at its full resolution. The whole montage 
of 25 FOY shown in Figure-7a is at this high resolution. 
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Figure 3.8 Two micrographs showing the fading micro-hardness indents on the metallographic 
sections on serial sectioning. These indents were used for measuring the amount of 
material removed during each sectioning and for aligning the serial sections. 
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Figure 3.9 Stack of five montage serial sections. There are 90 such serial sections used in this 
research to do 3-D reconstruction. 
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Figure 3.10 Sampling tungsten grains using disector. Figure is a false colored image with red 
image plane being represented by the first section and blue and green image plane 
being represented by the next section. The appearance of new particle in the image 
can be seen by red colored pa1ticles (which are not present in the red image plane i.e. 
the first section, but are present in the green and blue image plane, i.e. the next 





A 3-D cubic element of the microstmcture showing two pores. On observing just this 
element one way reach to a wrong conclusion that these two pores are the nearest 
neighbor of each other 
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Figure 3.12 A 3-D analog of montage is shown with three cubic elements of the microstrncture 
with the center element being the same as in Figure-3.11. It is now clear that the 
nearest neighbors of the two pores in the center element are present in the adjoining 
cubes. Thus the conclusions about nearest neighbor cannot be drawn from 







Figure 3.13 This shows all possible ways in which particles can be an-anged which have their 
centroids in the volume of consideration. 
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Figure 4.1 Low magnification micrograph of 78wt % W-N-Fe specimen, liquid phase 
sintered for 120 minute in normal gravity. 
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Figure 4.2 A typical micrograph of 78wt % W-N-Fe specimen, liquid phase sintered for 120 
minute in microgravity. 
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Figure 4.3 Elongated tungsten grains below the liquid dome in specimen liquid phase 




Liquid pockets in 78wt % W-N-Fe specimen, liquid phase sintered fo
r 120 minute 





Typical grain shape in 83wt % W-N-Fe specimen, liquid 
phase sintered for 120 
minute in (a) normal gravity and (b) microgravity. 
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Figure 4.6 Grain shape accommodation through contact flattening in
 liquid phase sintered 
W-N-Fe specimen 
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Two orientations of surface rendered three dimensional microstrncture 
(reconstrncted from serial sections) of 83 wt% THA liquid phase sintered in 
microgravity for 1 minute. The microstrncture shows high topological 
connectivity. 
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Figure 4.10 Visualization of coarsening of the microstructure with time for 83 wt% THA 
liquid phase sintered im microgravity. (a) Smface rendered microstructure for 
83wt% THA sintered for 1 minute in microgravity (b) Surface rendered 





Figure 4.11 Visualization of coarsening of the microstmcture with time for 83 wt% THA 
liquid phase sintered im microgravity. (a) Smface rendered microstmcture for 
83wt% THA sintered for 1 minute in microgravity (b) Smface rendered 
microstmcture for 83wt% THA sintered for 120 minute in microgravity 
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Figure 4.13 Bivariate distribution of number of inter-particle contacts in 3D and 3D size of 
contacting particles for 83 wt% W-Ni-Fe specimen liquid phase sintered for 1 







Grain size (µm) g1 
Coordination 
number 
Figure 4.14 Bivariate distribution of number of inter-particle contacts in 3D and 3D size of 
contacting particles for 83 wt% W-Ni-Fe specimen liquid phase sintered for 1 
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Figure 4.15 Bivariate distribution of number of inter-particle contacts in 3D and 3D size of 
contacting particles for 83 wt% W-Ni-Fe specimen liquid phase sintered for 120 
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Figure 4.16 Bivariate distribution of number of inter-paiticle contacts in 3D and 3
D size of 
contacting particles for 83 wt% W-Ni-Fe specimen liquid phase sintered for 120 
minute in micro-gravity. 
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Figure 4.17 Plot of number of inter-particle contacts in 3D along the x-axis versus mean of the 
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Figure 4.18 Plot of number of normalized inter-particle contacts in 3D (normalized by the 
mean coordination number) along the x-axis versus normalized mean of the 
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Figure 4.19 Cumulative plot of coordination number distribution in 3D for all the four 83 
wt% W-Ni-Fe specimens (liquid phase sintered for 1 and 120 minutes in both 
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Figure 4.20 Normalized cumulative plot of coordination number distribution (normalized with 
corresponding mean coordination number) in 3D for all the four 83 wt% W-Ni-
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Figure 4.21 Comparison of normalized cumulative plot of Figure 4.20 with the computer 
simulated coordination number distribution (for a hard-core monosized spheres 
randomly packed in gravity). The experimental data is significantly different from 
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Figure 4.22 First, second and third nearest neighbor distribution function of tungsten grains in 
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Figure 4.23 First, second and third nearest neighbor distribution function of tungsten grains in 
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Figure 4.24 First, second and third nearest neighbor distribution function of tungsten 
grains in 
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Figure 4.25 First, second and third nearest neighbor distribution function of tungsten grains in 
3D for 83 wt% W-Ni-Fe specimen liquid phase sintered for 120 minute in micro-
gravity. 
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Figure 4.26 Normalized (a) first and (b) second nearest neighbor distribution function of 
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Figure 4.29 Three dimensional calliper diameter distribution measured in the recons
tructed 
volume of 83 wt% THA.(a) specimen liquid phase sintered for 1 minute in normal 
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Figure 4.30 Three dimensional calliper diameter distribution measured in the reconstructed 
volume of 83 wt% THA.(a) specimen liquid phase sintered for 1 minute in micro-
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Figure 4.31 The normalized three dimensional calliper diameter distribution of 83 wt% THA. 
specimens liquid phase sintered for 1 minute and 120 minute under normal gravity 
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Figure 4.32 The normalized three dimensional calliper diameter distribution of 83
 wt% THA. 
specimens liquid phase sintered for 1 minute and 120 minute in microgravity are 




Computer codes for Digital Image analysis 
The following codes are in an interpreter language provided by the Digital Image 
Analysis Software KS-400 by KONTRON ELEKTRONIK. The codes need KS-400 
software to run and written for PC platform. 
A.1 Code for grabbing montage from the microscope 
macro montage(Your_name="Asim",FOV _in_X=2, FOV _in_ Y =2,Magnification=2.5,Image_Name= 
"test") 
-$listbox(Asim,Gautam,Manish,Tom,Yang) 
-$scrollbar( 1, 100, 1) 
-$scrollbar( 1, 100, 1) 




write Y our_name 
if (Your_name=="Asim") : imgsetpath "D:\images" 
if (Your_name=="Gautam"): imgsetpath "E:\Gautam\images" 
if (Your_name=="Manish") : imgsetpath "E:\images" 
if (Your_name=="Tom"): imgsetpath "F:\images" 













if mag ==50.0 
x_inc= -212.0 
endif 
if mag ==20.0 
x_inc= -529.0 
endif 









x_ l =(x_inc/536.0)*info_x 
#Note the value of overlap is added because the x_I value is negative 
x_2=(0/ 480.0)*info_y 












if (Set_Focus== l) 
caption = "Set Focus" 
textl = "Move to focus plane" 
text2 = 1111 
text3 = "Hit OK to continue" 
STmoveint 2,4, l ,caption,textl ,text2,text3 
endif 




caption= "Set Home position i.e. image l_l" 
textl = "Move to the first frame, i.e. home position" 
text2 = "" 
text3 = "Hit OK to continue" 




STsetprop ''Velocity X", 1 OO*int(50/mag) 
STsetprop ''Velocity Y' ',300*int(50/mag) 




yi=FOV _in_ Y 
STclearposlist 
write xi,yi 
x_move = 0 
z_at_yl=O 
previous_z=O 
for x=l; x <=xi; x = x+l 



















if (man_focus ==l) 
STmoveint 2,2, 1 
else 





imgclear "buffer" ,0 
if ( not((x==l) &&(y==l))) 
if x_move == 1 
x_prev= x-1 
y_prev= y 
name_prev=string(x_prev)+"_"+string(y _prev)+"[ 1, 1 ]" 
write "Previous Image ",name_prev 
Prev_img = name_img+name_prev+".img" 






name_prev=string(x_prev)+"_"+string(y _prev)+"[ 1, 1 ]" 
write "Previous Image ",name_prev 
Prev _img =name_img+name_prev+''.img'' 




write "Calling Manual Match Macro" 
Manual_match "buffer[ 1, 1]" 
endif 
name=string(x)+"_"+string(y)+"[ 1, I]" 
tvinput name 
imgdisplay name 





















STgetpos x_pos,y _pos,z_pos,0,0 
#write "x = 11,x_pos," y = ", y_pos," z = ", z_pos 
z_change=O 
read move 
if move== 9 
z_pos = z_pos +5 
endif 
if move== 99 
z_pos = z_pos +25 
endif 
if move == 999 
z_pos = z_pos +50 
endif 
if move == 9999 
z_pos = z_pos + 75 
endif 
if move== 3 
z_pos = z_pos +5 
end if 
if move== 33 
215 
z_pos = z_pos -25 
endif 
if move == 333 
z_pos = z_pos -50 
endif 
if move == 3333 
z_pos = z_pos -75 
endif 
if move== 6 
x_pos = x_pos + 1 
endif 
if move== 66 
x_pos = x_pos +5 
endif 
if move == 666 
x_pos = x_pos +25 
endif 
if move == 6666 
x_pos = x_pos +45 
endif 
if move== 4 
x_pos = x_pos -1 
endif 
if move== 44 
x_pos = x_pos -5 
endif 
if move == 444 
x_pos = x_pos -25 
endif 
if move == 4444 
216 
x_pos = x_pos -45 
end if 
if move== 8 
y_pos = y_pos +1 
endif 
if move== 88 
y_pos = y_pos + 5 
endif 
if move == 888 
y_pos = y_pos + 25 
endif 
if move == 8888 
y_pos = y_pos + 45 
endif 
if move== 2 
y_pos = y_pos - 1 
endif 
if move== 22 
y_pos = y_pos - 5 
endif 
if move == 222 
y_pos = y_pos -25 
endif 
if move == 2222 
y _pos = y _pos -45 
endif 




if move== 55 
STautofocus 
STwaitpos 
STgetpos x_pos,y _pos,z_pos,0,0 
z_change=l 
end if 
if move == 555 
STmoveint 2,4, 1 
STwaitpos 




write "x = 11,x_pos, 11 y = ", y_pos," z = ", z_pos 
STwritepos "XYZ",x_pos,y _pos,z_pos,0,0, 1 
# STwritepos "XYZ",-211,-1,-149,0,0,0 
STmovepos 3, 1 
STwait "XYZA" 
STselmove 3, 1,-1,0,"XYZ" 
STwaitpos 






STgetpos x_pos,y _pos,z_pos,0,0 
#write "x = ",x_pos," y = ", y_pos," z = ", z_pos 
end while 
imgcopy "AS_ref[ l, I]" ,Image_name 
endmacro 
######################################################################## 
A.2 Code for creating montage from grabbed images 
macro View_all(lmage_name=''char'',xfov=2,yfov=2) 
imgnew "Composite",536*xfov ,400*yfov, I ,"Grey" 
imgdisplay "Composite" 
for x=l, x<=xfov, x= x+l 
for y= I, y<=yfov ,y= y+ I 
present_image = Image_name+string(x)+"_"+string(y) 
write present_image 
imgload present_image+".img","PI" 





macro View_partial(lmage_name="nnd",x_start= l ,x_end=3,y_start= l ,y_end=3) 




for x=x_start, x<=x_end, x= x+ 1 
y_pos=l 
for y=y_start, y<=y_end,y= y+l 
present_image = lmage_name+string(x)+"_"+string(y) 
write present_image 
imgload present_image+".img","PI" 







A.3 Code for performing generic 2D measurements 
macro measure_montage (name_img=''char'',path=''c:/asim'',xi=2,yi=2,mag=2.5) 
showwindow "Display",0 




DB2 = name_img+"_F" 
writeDBl," ",DB2 
220 
DBdelete DB 1 
DBnewDBl,7 
DBsetcolumn DB 1, 1,"CGRA VX","Float","micron" 
DBsetcolumn DB 1,2,"CGRA VY","Float","micron" 
DBsetcolumn DB 1,3,"PERIM","Float","micron" 
DBsetcolumn DB 1,4,"DCIRCLE","Float","micron" 
DBsetcolumn DB 1,5,"FERETMAX","Float","micron" 
DBsetcolumn DB 1,6,"FERETMIN","Float","micron" 
DBsetcolumn DB 1,7,"ANGLEFMAX","Float","deg" 
DBnewDB2,2 
DBsetcolumn DB2, 1,"FLDCOUNT","Float","none" 
DBsetcolumn DB2,2,''FLDAREAP'',''Float'',''%'' 




MSload "c:/library/micros- l/axiove-1/asim_5" 
endif 
if (mag==l0.0) 
MSload "c:/library/micros- l/axiove-1/asim_l O" 
endif 
if (mag==20.0) 
MSload "c:/library/micros- l/axiove- l/asim_20" 
endif 
if (mag==50.0) 




MSload "c:/library/micros-1/axiove-l/asim_l 00" 
endif 
if (mag==4.0) 
MSload "c:/library/micros- l/oldinv-1/asim_ 4" 
endif 
if (mag==8.0) 
MSload "c:/library/micros- l/oldinv- l/asim_8" 
endif 
if (mag==16.0) 
MS load "c:/library/micros-1/ oldinv-1/ asim_ 16" 
endif 
if (mag==40.0) 
MSload "c:/library/micros- l/oldinv-1/asim_ 40" 
endif 
if (mag==80.0) 
















Grectg 186, 140,268,200,6,2 
Grectg 52,40,536,400,6,0 
Grectg 52,40,536,400,6,0 

























stat= _ST A TUS 
while stat== 1 
MSmeasregion 1 
RGnextregion 
stat= _ST A TUS 
MSgetvalue "CGRA VX",tl 









DBaddline DB 1 
DBsetvalue DBl,l,newtl 
DBsetvalue DB l ,2,newt2 
DBsetvalue DB l ,3,t3 
DBsetvalue DB l ,4,t4 
224 
DBsetvalue DB 1,5,t5 
DBsetvalue DB 1,6,t6 










if (mag== 10.0) 
MS load ''c:/library/micros-1 I axiove-1Ia_f_1 O'' 
endif 
if (mag==20.0) 





if (mag== 100.0) 




MSload "c:/library/micros-1/oldinv- l/a_f_ 4" 
endif 
if (mag==8.0) 
MSload "c:/library/micros-l/oldinv- l/a_f_8" 
endif 
if (mag==l6.0) 
MSload "c:/library/micros- l/oldinv- l/a_f_l6" 
endif 
if (mag==40.0) 
MSload "c:/library/micros- l/oldinv-1/a_f_ 40" 
endif 
if (mag==80.0) 
MSload "c:/library/micros-1/oldinv- l/a_f_80" 
endif 
######## Field Specific Measurement 
for x=l;x<=xi;x=x+l 
for y= I ;y<=yi;y=y+ I 
name=string( x )+' '_' '+string(y) 





# imgdisplay 6 
dislev 6,5 ,low ,high, 1 
binscrap 5,5,min_scrap,max_scrap,O 
binnot 5,5 
binscrap 5 ,5 ,min_fill,max_filJ,O 
binnot 5,5 
RGnew 5,6 
MSmeasmask 5,6,DB2, 1,2, 10 




A.4 Code for performing serial section 
section_no=2 
read section_no 
pre = section_no 
if (section_no != 1) 
pre = section_no -1 
endif 
STopen "ASIM 1" 
STmoveint 1,4, 1 
227 
###########BASE 1 ############### 
pause "CHANGE THE MAGNIFICATION TO 20X" 
if (section_no != 1) 
imgload "d:\\images\\base l_"+string(pre )+" .img", "bl" 
Manual_ match "bl" 
else 




imgcopy "l [1, 1]","bl" 




STwritepos "XYZ" ,5602, 12748,-1861,0,0,1 
STmovepos 3,1 
STwaitpos 
####### S A M P L E 38_ 78 ########## 
sample_id="38_ 78" 
if (section_no != 1) 
imgload ''d:\\images\\''+sample_id+''b l_''+string(pre )+ 11.img'',''b 1 '' 
Manual_match "b 1" 
else 





imgcopy 11 l[l,l] 11 , 11bl 11 
imgsave "bl 11, 11d:\\images\\' 1+sample_id+"b l_"+string(section_no )+11 .img" 
imgdelete "bl" 
imgdelete 1 
montage "Asim", 1,2,20.0,sample_id+"b2"+string(section_no) 
montage 11 Asim" ,3 ,3 ,20.0,sample_id+string(section_no) 
STwritepos "XYZ",-17364,4529,-1999,0,0, 1 
STmovepos 3,1 
STwaitpos 
####### SAMPLE 5_83 ########## 
sample_id="5_83" 
if (section_no != 1) 
imgload "d:\\images\\"+sample_id+"b l_"+string(pre )+11 .img","b l" 
Manual_match "b 1" 
else 




imgcopy 11 l[l,l] 11 , 11bl 11 
imgsave "bl" ,"d:\\images\\"+sample_id+"b l_"+string(section_no )+11.img" 
imgdelete "bl" 
imgdelete 1 
montage "Asim", 1,2,20.0,sample_id+"b2"+string(section_no) 
229 
montage ''Asim" ,3 ,3 ,20.0,sample_id+string(section_no) 
STwritepos "XYZ" ,-17781,-17534,2357,0,0,1 
STmovepos 3,1 
STwaitpos 
####### SAMPLE 15_80 ########## 
sample_id=" 15_80" 
if (section_no != 1) 
imgload "d:\\jmages\\"+sample_id+"b l_"+string(pre )+" .img","b 111 
Manual_ match "b 111 
else 




imgcopy "l [l, l]","b 111 
imgsave "b 111,"d:\\jmages\\''+sample_id+"b l_"+string(section_no )+" .img" 
imgdelete "b 111 
imgdelete 1 
montage "Asim", l ,2,20.0,sample_id+"b2"+string(section_no) 
montage ''Asim'',5,5,20.0,sample_id+string(section_no) 




####### S A M P L E 15 _ 7 5 ########## 
sample_id="l5_75" 
if (section_no != 1) 
imgload "d:\\images\\"+sample_id+"b l_"+string(pre )+".img" ,"bl" 
Manual_match "bl" 
else 





imgsave ''b 111 ,''d:\\images\\"+sample_id+''b 1 _''+string(section_no )+" .img'' 
imgdelete "b 1" 
imgdelete 1 
montage "Asim", 1,2,20.0,sample_id+"b2"+string(section_no) 
montage "Asim'',5,5,20.0,sample_id+string(section_no) 
STwritepos "XYZ",2503,-10933,1635,0,0,1 
STmovepos 3, 1 
STwaitpos 
###########BASE 2 ############### 























########### B A S E 3 ############### 
pause "CHANGE THE MAGNIFICATION TO 20X" 
if (section_no != 1) 
imgload "d:\\jmages\\base3 _"+string(pre )+ 11 .img' ',' 'b3'' 
Manual_match "b3" 
else 




imgcopy "1[1,1 ]","b3" 








####### SAMPLE 23_76 ########## 
sample_id="23 _ 76" 
if (section_no != 1) 
imgload "d:\\images\\"+sample_id+"b l_"+string(pre )+" .img" ,"bl" 
Manual_ match "bl" 
else 





imgsave ''bl'' ,''d:\\images\\''+sample_id+''b l_''+string(section_no )+" .img'' 
imgdelete "b 1" 
imgdelete 1 
montage "Asim", 1,2,20.0,sample_id+"b2"+string(section_no) 
montage ''Asim",3,3,20.0,sample_id+string(section_no) 
######################################################################## 
A.5 Code for performing disector measurements and measuring calliper diameter 
on serial sections 































# imgcopy 1,"a[l,1]" 
# imgcopy 2,"a[l,2]" 














while (inc!=l 1) 
imgcopy Ref_sect,"a[l,l]" 
imgcopy i,"a[l ,2]" 
imgcopy i,"a[l ,3]" 
imgdisplay "a[l]" 
#read inc 
! Gpixel incx,incy,O 





















if ( (incx>O) and (point== I)) 
inc=O 
endif 
if ( incx<O) 
inc=l l 
endif 
write "dist= ",dist 
if (inc==O) 
if (point== 1) 
write "Click the top" 





<Jstring x,y ,string(particle_no ), 10,' 'SWV_8" ,0 
x=fact*x #this is because of 0.5 zoom 
y=fact*y 













write "Click the bot" 




# <Jstring x,y,string(particle_no),10,"SWV_5",0 
x=fact*x #this is because of 0.5 zoom 
y=fact*y 




DBsetvalue DBname,11botz11 ,i 










if ( (( i+inc)<=Ref_sect+no_of_sect-1) and (i+inc) >= Ref_sect) 
i=i+inc 




imgnew 11c11 ,804,600,l,11Grey11 # 
imgnew 11d11,804,600,1,11Grey11 # 
imgclear 11c11 ,0 #This keeps only the last 
imgclear 11d11 ,0 #graphics. 
Gmerge 11c11 ,255 # 
subtract 11c11 , 11b11 , 11d11 ,l # 
imgcopy 11d11 , 11b11 # 
Gclear 0 # 
238 
Gextract "b",250,255,14 # 
imgdelete "c" 
imgdelete "d" 






A.6 Code for performing coordination number count on serial sections 
## This macro reads the coordinates of top and bot of particles 
## and lets you count the number of necks, and writes it to the output 






no_of_sect=50 #number of sections in buffer 
read start_sect 
#this fact is 1/0.5 for 3x3 montage 
fact=(l) # and 
# 1/0.3 for 5x5 montage 
read imgname 
DBname=imgname+''sn''+string(start_sect) 


















while (ex !=1) 
DBgetvalue DBnamel,''S.No.",sn_num 
DBgetvalue DBname 1,"topx",topx 
DBgetvalue DBnamel,''topy",topy 
DBgetvalue DBnamel,"topz",topz 
DBgetvalue DB name l ,''botx",botx 
DBgetvalue DBnamel,''boty",boty 




Gcircle int(topx/fact),int(topy/fact),35, 11,0 
Gcircle int(topx/fact),int(topy/fact), 1, 12,0 
240 




while (contacts <0) 







Gcircle int(topx/fact),int(topy/fact),35, 12,0 
read contacts 























Computer code for Transformations and spatial distribution calculations 
The following codes have been written in C and MS Visual Basic (5.0) languages. 
The C codes are so written that they are platform independent and only need an ANSI C 
compiler. The Visual Basic code can be only run on IBM PCs or on any machine which 
supports MS Excel 5.0 or higher. 
B.1 Code for generation of 2D nearest neighbor distribution from data on centroid 
/*********************************************************************/ 






/* constant definition */ 
/*****************************************/ 
#define PI 3.1415926 
float x[3000], y[3000], d[3000]; 








int i, j, k; 
int totalnurnber; 
float start, dr,buf; 
double fabs(),dave[l2], drnin[l2]; 
double dist; 
int n urn [ 4 0 ] [ 5 0 l ; 
FILE *indata; 
FILE *outdatal; 
printf("\n\n\n\n\tThe Input File name is: "); 
scanf ( "%s", &InputFile [ 0] ) ; 
printf("\n\tThe Output File name is: "); 
scanf("%s", OutputFile); 
printf("\n\n\n\tinput the number of objects:"); 
scanf ( "%d", &totalnurnber) ; 
printf("\n\tinput the rninrnurn nearest neighbor distance and the gap:"); 
scanf("%f%f", &start, &dr); 
for(j=O;j<ll;j++) 
{ dave[j]=O; 
for(i=O; i<31; i++) 
nurn [ j ] [ i] = 0; } 
if((indata=fopen(InputFile,"r"))==NULL) 
{printf("cannot open this file\n"); 
exit ( 0); } 
if((outdatal=fopen(OutputFile, "w"))==NULL) 
printf("cannot open this file\n"); 
exit( 0); 




































































/* end of else */ 
























n urn [ k ] [ 10 ] + = l; 
else if((drnin[k]>start+lO*dr)&&(drnin[k]<=start+ll*dr)) 
n urn [ k ] [ 11 ] + = 1 ; 
else if((drnin[k]>start+ll*dr)&&(drnin[k]<=start+l2*dr)) 



















n um [ k ] [ 21 ] + = 1 ; 
else if((dmin[k]>start+2l*dr)&&(dmin[k]<=start+22*dr)) 
















num [ k] [ 3 0] += l; 
i++; 
/* end of loop for near neighbor distribution */ 













nearest neighbor function \n"); 
"**************************************************\n\n"); 
fprintf(outdatal, "distance nurn(O) nurn(l) nurn(2) nurnb(3) nurn(4) 
nurn(S)\n"); 
for(i=O; i<31; i++) 
fprintf(outdatal, "%5.2f%7d%7d%7d%7d%7d%7d%7d%7d%7d%7d%7d\n", 
start+i*dr, 
n urn [ 0 ] [ i ] , n urn [ 1 ] [ i ] , n urn [ 2 ] [ i ] , n urn [ 3 ] [ i ] , n urn [ 4 ] [ i ] , 
nurn [ 5] [ i] , nurn [ 6] [ i] , nurn [ 7] [ i] , nurn [ 8] [ i] , nurn [ 9] [ i] , nurn [ 10] [ i] ) ; 
fclose(outdatal); 
/* end of calculation of nearest neighbor distribution funciton */ 
B.2 Code for generation of 3D nearest neighbor distribution from data on centroid 
#include <stdio.h> 
#include<c:\My Docurnents\MS C++\3dnnd\asirn.h> 
#include <rnath.h> 
#include <algorithm> 
using narnespace std ; 
#define dist(xl,yl,zl,x2,y2,z2) sqrt((xl-x2)*(xl-x2)+(yl-y2)*(yl-
y2)+(zl-z2)*(zl-z2)) 
FILE *fin, *fout; 






float y; // centroid coordinates 
float z; 
float d; //size 
void main( void ) 
particle_cla *particle; 
float xl,yl,zl,x2,y2,z2,d,*distance; 
long total_part, i, j; 
char s [ 81]; 
char c; 
printf( 11 \n\n\n\t directory 11 ); 
scanf ( 11 %s 11 , &dir_nm); 
printf( 11 \n\t file : 11 ); 
scanf( 11 %s 11 ,&file_nm); 
sprintf(name, 11 %s\\%s.txt 11 ,dir_nm,file_nm); 
//fin= fopen( 11 c:\\nnd\\xyzs.txt 11 , 11 r 11 ); 
fin= fopen( name, 11 r 11 ); 
fseek( fin, OL, SEEK_SET ); 
/* Count number of lines in the input file */ 
i=O; 
while (feof (fin)==O) 
fscanf( fin, 11 %f%f%f%f 11 , &xl,&yl,&zl,&d ); 
i++; 
total_part=i; 
particle = new particle_cla[total_part]; 
matrix nnd(total_part,10); 
distance = new float[total_part]; 
/* Read data from the file in to the array */ 




fscanf( fin, "%f%f%f%f", 
&particle[i] .x,&particle[i] .y,&particle[i] .z,&particle[i] .d ); 
i++; 
fclose(fin); 
printf( "%f %f %f %f \n", xl,yl,zl,d ); 
sprintf(name,"%s\\%s.nnd",dir_nm,file_nm); 











partial_sort(distance, distance+lO, distance+total_part-1) 











int sl, s2; 
public: 
matrix(int dl,int d2); 
-matrix(); 
float& operator()(int i,int j); 
} ; 
matrix: :matrix( int dl,int d2) 
sl=dl;s2=d2; 
p =new float*[sl]; 
for (int i=O;i<sl;++i) 
p[i] =new float[s2]; 
matrix: :-matrix() 
for (int i=O;i<sl;++i) 
delete p [ i] ; 
delete p; 
float& matrix: :operator()(int i, int j) 
return p [ i] [ j ] ; 
} 
######################################################################## 

















/* number of points in histrogram*/ 
/* Start value of r */ 
/* Minimum radius which is to be ignored*/ 
FILE *fp,*FK,*FG,*K[3] [3],*G[3] [3]; 
char name[l0],nameo[l5], mode[3],buffer[l00]; 




double Data[Total] [3]; 
double pcount[Nhis] [2] ,kfun[Nhis],gfun[Nhis-1]; 
double 
kall[Nhis] [3] [3] ,pcountall[3] [3] [Nhis] ,pcl[3] [3] [Nhis] ,gall[Nhis-











double Num(double Xcg ,double Ycg,double Rl,double R2,double ang, int 











if ( (x>=Xcg-R2) && (x<=Xcg+R2) && (y>=Ycg-R2) && 
(y<=Ycg+R2) 
dis= sqrt( pow((Xcg - x),2.0) + pow((Ycg-y),2.0) ); 
if (dis > Rl) && ( dis <= R2) ) 
n++; 
if Data[i] [2] <= Rlow ) nsize[base] [0]++; 
if (Data[i] [2] > Rlow) && (Data[i] [2] <= Rhigh) ) 
nsize[base] [l]++; 













double Dev(double Rm, double XY, double XYext) 
return Rrn*Rm - (XY-XYext)*(XY-XYext); 
double Angle(double Xcg ,double Ycg,double Rl,double R2) 
double Rm; 





i = O; 
Rm = (Rl+R2)/2; /** Mean value of R */ 
if ( (Q = Dev(Rrn,Xcg,Xrnin)) >0 ) 
Tern pl 
Ternp2 
-sqrt(Q) + Ycg; 
sqrt(Q) + Ycg; 






&& ( Ternpl >= Yrnin ) ) 
if ( ( Ternp2 <= Yrnax ) && ( Ternp2 >= Yrnin ) ) 
inter[i] [0] 








-sqrt(Q) + Ycg; 
sqrt(Q) + Ycg; 
















-sqrt(Q) + Xcg; 
sqrt(Q) + Xcg; 






if ( ( Temp2 <= Xmax ) && ( Temp2 >= Xmin ) ) 
inter[iJ [OJ 









-sqrt(Q) + Xcg; 
sqrt(Q) + Xcg; 






if ( ( Ternp2 <= Xrnax ) && ( Ternp2 >= Xrnin ) ) 
inter[i] [0] Ternp2; 
inter[i] [l] Yrnin; 
i++; 





Per= (sqrt ( pow((xl-x2),2.0) + pow((yl-y2) ,2.0) ))/2; 
Base sqrt( pow( (Xcg - (xl+x2)/2 ),2.0 ) +pow( (Ycg - (yl+y2)/2 
256 
) / 2 • 0 ) ) ; 
/* printf("xl=%f yl=%f x2=%f y2=%f",xl,yl,x2,y2);*/ 
if (Base != 0.0 ) 
ang = atan(Per/Base); 
else 
ang = 2*atan(l); 
if (xl==x2 I yl== y2) ang 
return 2 * ang; 
else 
return B*atan(l); 
3.1416 - ang; 








Byl 4 0; 
By2 400/4; 
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printf("\n\n\t\tTHIS PROGRAM WORKS WITHOUT THE NEED OF MAGNIFICATION 
ETC .. \n \n" ) ; 
printf( "The input data file is "); 
scanf("%s",name); 
sprintf(nameo,"%s.cor",name); 
fp = fopen(nameo,"r"); 
fscanf(fp,"%d",&nx); 
//printf( "\nNumber of images in the X direction are %d\n",nx); 
fscanf(fp,"%d",&ny); 
//printf( "Number of images in the Y direction are %d\n\n",ny); 
fscanf(fp,"%lf",&mag); 
//printf( "The magnification is %lf\n\n", mag); 
fscanf ( fp, "%lf", &Rmean); 
printf( "The mean radius is %f\n\n", Rmean); 
fscanf(fp,"%lf",&StanD); 
printf( "The Standard Deviation is 
dR Rmean/5.0; 
Rlow = Rmean - StanD/2; 





Xmax (Bxl + nx*ImSizex - Bx2)*PixSize; 




i = O; 
Af=O; 
l*vvvvvvvvvvvvvvvvvvv DATA INPUT vvvvvvvvvvvvvvvvvvv*I 
while ( feof(fp) == 0 
fscanf(fp, "%i%lf%lf%lf", &j, &Data[i] [OJ, &Data[i] [l], &Data[i] [2]); 
fgets(buffer,99,fp); 
II printf("X = %4.2f Y = %4.2f R = 
% 4 . 2 f\n" , Data [ i J [ 0 J , Data [ i J [ l] , Data [ i J [ 2 J ) ; 
if (Data[i] [2] !=0) 
if (Data[i] [O]<Xrnin) Xrnin=Data [ i J [ 0]; 
if (Data[i] [OJ>Xrnax) Xrnax=Data [ i J [ 0] ; 
if (Data[i] [l]<Yrnin) Yrnin=Data[i] [l]; 
if (Data[i] [l]>Yrnax) Yrnax=Data [ i] [ l] ; 
if (Data[i] [2] >Rrnin*2 ) 
Af=Af+Pi*Data[i] [2]*Data[i] [2]14.0; 
i++; 












Ra 11 [ l ] = 0 . 0 ; 
Ra 11 [ 2 ] = 0 . 0 ; 
/*vvvvvvvvvvvvvvvv PARTICLE COUNTING vvvvvvvvvvvvvvvvv*/ 
for (i=O; i < Nmax; i++) 
printf("%i\n",i); 
Xcg Data[i] [OJ; 
Ycg Data[i] [l]; 
if ( Data[i] [2] <= Rlow ) 
ibase=O; 
Ns++; 
if (Data[i] [2] > Rlow) && (Data[i] [2] <= Rhigh) ) 
ibase=l; 
Nm++; 







Rall[ibase]= Rall[ibase]+Data[i] [2]; 




pcl[ib] [ih] [j]=O; 
Nsize[ib] [ih]=O; 
Rl Rstart + j*dR; 
R2 Rl + dR; 
if (Ang 
Ang= Angle(Xcg,Ycg,Rl,R2); 
8*atan ( 1) ) 
Np= Nurn(Xcg,Ycg,Rl,R2,Ang,ibase,Nsize); 
pcount[j] [0] = pcount[j] [OJ + Np; 
pcount[j] [1]++; 
pcountall[ibase] [0] [j]=pcountall[ibase] [0] [j]+Nsize[ibase] [0]; 
if (Nsize[ibase] [0]>0) pcl[ibase] [0] [j]++; 
pcountall[ibase] [1] [j]=pcountall[ibase] [1] [j]+Nsize[ibase] [1]; 
if (Nsize[ibase] [1]>0) pcl[ibase] [1] [j]++; 
pcountall[ibase] [2] [j]=pcountall[ibase] [2] [j]+Nsize[ibase] [2]; 








kall[O] [ib] [ih]=O; 
R2=0; 
for i=O ; i<Nhis;i++) 
Nurnber=pcount[i] [0]/pcount[i] [l]; 




kall[i] [ib] [ih]=kall[i-1] [ib] [ih]; 
kfun[i] = kfun[i] + Number; 
for (ib=O;ib<=2;ib++) 
for (ih=O;ih<=2;ih++) 
kall[i] [ib] [ih]=kall[i] [ib] [ih]+pcountall[ib] [ih] [i]/pcl[ib] [ih] [i]; 
printf("%d AFDShdsgfdhggggggggggggggggggggggggggggggggggg %d\n", 
kall[i] [ib] [ih] ,pcountall[ib] [ih] [i]); 
gfun [0] =0; 
for (ib=O;ib<=2;ib++) 
for (ih=O;ih<=2;ih++) 
gall[O] [ib] [ih]=O; 
for ( i=l ;i<Nhis-1; i++) 
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Rl=Rstart + (i+l)*dR; 
norrn=2*dR*2*Pi*Rl; 
gfun[i] = ( (kfun[i+l]-kfun[i-l])*Area)/(norrn*Nrnax); 
for (ib=O;ib<=2;ib++) 
for (ih=O;ih<=2;ih++) 
gall[i] [ib] [ih]= ( (kall[i+l] [ib] [ih]-kall[i-






K[ib] [ih] = fopen(narneo,"w"); 
sprintf(narneo,"%sG%c_%c.dat",narne,rnode[ib],rnode[ih]); 
G[ib] [ih] = fopen(narneo, "w"); 
*/ 
sprintf(narneo,"%sKto.dat",narne); 
FK = fopen(narneo,"w"); 
sprintf(narneo,"%sGto.dat",narne); 
FG = fopen(narneo,"w"); 
for ( i=O ; i<Nhis;i++) 
Nurnber=pcount[i] [0]/Nrnax; 
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Rl=Rstart + (i+l)*dR; 
printf("Radius = %3.4f Number 
%4.2f\n",Rl,Nurnber,kfun[i]); 
%4.2f Cumulative 




fprintf(K[ib][ih],"%3.4f %3.4f %3.4f 
%3. 4f\n", Rl, kall [ i] [ ib] [ ih], Rl/Rrnean, Rl/ ( 








fprintf(G[ib][ih],"%3.4f %3.4f %3.4f 
%3. 4f\n", Rl, gall [ i] [ ib] [ ih], Rl/Rrnean, Rl/ ( 











fclose ( FG); 
printf(" \n\n Area fraction 
Na= %3.4e \n",Af,Na*lE+l2); 
printf("Ns = %5d Nm= %5d Nl 
\n",Nn[O],Nn[l],Nn[2],Nmax); 
%l.4f \n Number of points per unit area 
%5d Ntotal %5d 
B.4 Code for transformation of 2D particle size to 3D particle size by Saltykov's 








Application.CutCopyMode = False 
Selection.Sort Keyl :=Range("B3"), Orderl :=xlDescending, Header:=_ 




ActiveCell.FormulaRlCl = "=RC[-3]/R[-l]C" 
Range(' 'G4' ').Select 
ActiveCell.FormulaRlCl = "=R[-l]C[-2]" 
Range(' 'GS ").Select 
ActiveCell.FormulaR 1C1 = "=R[-1 ]C+R3C[-2]" 
Range(' 'GS ").Select 
Selection.AutoFill Destination:=Range("GS:G 11 "), Type:=xlFillDefault 
Range("GS:G 11 ").Select 











Range('' A3' ').Select 
Application.ExecuteExcel4Macro String:=_ 
"HISTOGRAM(12_T0_3.XLS]Sheetl '!R3Cl :R9000Cl, 12_T0_3.XLS]Sheetl '!R4C9, 
12_T0_3.XLS]Sheetl '!R4C7:Rl8C7, FALSE, FALSE, FALSE, FALSE)" 
ActiveWindow.SmallScroll ToRight:=3 
ActiveCell.Offset( 1, 1).Range("A1:A15").Select 
Selection.Copy 
Sheets(''Sheet2'').Select 
Active Window.SmallScroll ToRight:=-10 
ActiveCell.Offset(-2, -15).Range("A I ").Select 
Selection.PasteSpecial Paste:=xlAll, Operation:=xlNone, SkipBlanks _ 
:=False, Transpose:= True 
Active Window.SmallScroll ToRight:= 10 
ActiveCell.Offset(2, 15).Range("A 1:A15").Select 
Application.CutCopyMode = False 
Selection.Copy 
Sheets("Sheetl ").Select 
ActiveCell.Offset(O, 1 ).Range("A I ").Select 
Selection.PasteSpecial Paste:=xlValues, Operation:=xlNone, _ 
SkipBlanks:=False, Transpose:=False 
ActiveWindow.SmallScroll Down:=4 
ActiveCell.Offset(l5, 0).Range("Al ").Select 
Application.CutCopyMode =False 




ActiveCell.Offset(O, -1 ).Range("A l ").Select 
ActiveSheet.Paste 
Active Window.SmallScroll Down:=-6 
Active Window .SmallScroll ToRight:=-4 
ActiveCell.Offset(-18, -7).Range("A l ").Select 
Application.CutCopyMode = False 
ActiveCell.FormulaRlCl = "2D" 
ActiveCell.Offset( 1, O).Range("A 1 ").Select 
ActiveCell.FormulaR 1C1 = "Bin" 
ActiveCell.Offset(O, l).Range("Al ").Select 
ActiveCell.FormulaRlCl ="Range" 
ActiveCell.Offset(O, 1 ).Range("A l ").Select 
ActiveCell.FormulaRlCl ="Mean Bin" 
ActiveCell.Offset(O, 1).Range("A1 ").Select 
ActiveCell.FormulaR 1C1 = "Frequency" 
ActiveCell.Offset(-1, 3).Range("A l ").Select 
ActiveCell.FormulaRlCl = "3D" 
ActiveCell.Offset(l, 0).Range("A l ").Select 
ActiveCell.FormulaRlCl ="Size" 
ActiveCell.Offset(O, 1 ).Range("A I ").Select 
ActiveCell.FormulaR 1C1 = ''Frequency'' 
ActiveCell.Offset(2, 3).Range("A 1 ").Select 
ActiveCell.FormulaR 1C1 = "=RC[-3 ]!1*20" 
ActiveCell.Select 
ActiveCell.FormulaRICl = "=RC[-3]/R20C[-3]" 
ActiveCell.Select 





ActiveCell.Offset(O, 1 ).Range("A I ").Select 
ActiveSheet.Paste 
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ActiveCell.Offset(-1, -11 ).Range("A I ").Select 
Application.CutCopyMode =False 
ActiveCell.FormulaR IC I = ''O'' 
ActiveCell.Offset( I, 6).Range("A I :A 15").Select 
Selection.Copy 
ActiveCell.Offset(-1, -5).Range("A I ").Select 
Selection.PasteSpecial Paste:=xlValues, Operation:=xlNone, _ 
SkipBlanks:=False, Transpose:=False 
ActiveCell.Offset(l, -1 ).Range("Al ").Select 
Application.CutCopyMode = False 
ActiveCell.FormulaRICI = "=R[-l]C[l]" 
ActiveCell.Select 
Selection.AutoFill Destination:=ActiveCell.Range("A I :A 14"), Type:=_ 
xlFillDefault 
ActiveCell.Range(''A I :Al 4").Select 
ActiveCell.Offset(-1, 2).Range("A I ").Select 
ActiveCell.FormulaRICI = "=(RC[-l]+RC[-2])/2" 
ActiveCell.Select 
Selection.AutoFill Destination:=ActiveCell.Range("A I :A 15"), Type:=_ 
xlFillDefault 
ActiveCell.Range("A I :A 15").Select 
ActiveCell.Offset(O, I ).Range("Al ").Select 
ActiveWindow.SmallScroll ToRight:=5 
ActiveCell.Offset( I, 7).Range("A I :A 15").Select 
Selection.Copy 
ActiveCell.Offset(-1, -7).Range("A I ").Select 
Selection.PasteSpecial Paste:=xlValues, Operation:=xlNone, _ 
SkipBlanks:=False, Transpose:=False 
ActiveCell.Offset(O, I ).Range("A I ").Select 
Application.CutCopyMode = False 
ActiveCell.FormulaRICI = "=RC[-l]*RC[-2]" 
ActiveCell.Select 




ActiveCell.Offset(l5, 0).Range("Al ").Select 
ActiveCell.FormulaRlCl = ''=SUM(R[-15]C:R[-l]C)'' 
ActiveCell.Select 
Selection.Font.Bold = True 
ActiveCell.Offset(-14, 2).Range("A 1:A15").Select 
Selection.Copy 
ActiveWindow.SmallScroll ToRight:=3 
ActiveCell.Offset(O, 4).Range("Al ").Select 





Selection.PasteSpecial Paste:=xlValues, Operation:=xlNone, _ 
SkipBlanks:=False, Transpose:=False 
ActiveCell.Offset(-1, -5).Range("A 1:C19").Select 
Application.CutCopyMode = False 
Selection.Clear 
ActiveCell.Offset( 1, 4).Range("A 1:B16").Select 
Active Window .SmallScroll Down:=-4 
Selection.Cut Destination:=ActiveCell.Offset(-1, -4).Range("A 1:B16") 
ActiveCell.Offset(-1, -2).Range("A 1 ").Select 
ActiveCell.FormulaRlCl = "=RC[-l]*RC[-2]" 
ActiveCell.Select 
Selection.AutoFill Destination:=ActiveCell.Range("A 1:A15"), Type:=_ 
xlFillDefault 
ActiveCell.Range("A 1:A15").Select 
ActiveCell.Offset( 15, O).Range("A I ").Select 
ActiveCell.FormulaRlCl = "=SUM(R[-15]C:R[-l]C)" 
ActiveCell.Select 
Selection.Font.Bold = True 
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ActiveCell.Offset(-17, -8).Range("Al :118").Select 
Active Window.Zoom= True 
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