Abstract. First-order least-squares method of a distributed optimal control problem for the incompressible Stokes equations is considered. An optimality system for the optimal solution are reformulated to the equivalent first-order system by introducing the vorticity and then the leastsquares functional corresponding to the system is defined in terms of the sum of the squared H −1 and L 2 norms of the residual equations of the system. Finite element approximations are studied and optimal error estimates are obtained. Resulting linear system of the optimality system is symmetric and positive definite. The V-cycle multigrid method is applied to the system to test computational efficiency.
Introduction
Recently there has been an increased interest in mathematical analyses and computations of optimal control problems for incompressible viscous flows. Even though mathematical analysis and some computational methods were studied, the efficient and feasible numerical methods are still needed to study. To apply the fast and stable methods in numerical algorithm, we change the unsymmetrical and indefinite system to a symmetric positive definite system using FOSLS. One of the simple problem for simple flow is to minimize the functional
subject to the stationary Stokes equations −ν∆ u + ∇p = f in Ω, (1.2) ∇ · u = 0 in Ω, (1.3) u = 0 on ∂Ω, (1.4) where u d is a given desired function. Here, Ω denotes a bounded convex polygonal domain in R 2 or has C 1,1 boundary and u = (u 1 , u 2 ) t a candidate velocity field, p the pressure, f a prescribed forcing term and ν the viscous constant. Assume that p satisfies the zero mean constraint, Ω p dx = 0. The objective of this optimal control problem is to seek a state variables u and p, and the control f which minimize the L 2 -norm distances between u and u d and satisfy (1.2)-(1.4). The second term in (1.1) is added as a limiting the cost of control and the positive penalty parameter δ can be used to change the relative importance of the two terms appearing in the definition of the functional.
For this purpose, a Lagrange multiplier approach has been studied extensively; for example, see [2, 15, 18, 20, 21, 23, 24, 27, 28] . As a result one may have a coupled optimality system related to two Stokes type equations associated with state variables and adjoint variables. This optimality system can be dealt with mixed finite element approaches. On the other hand, with a connection with least-squares concept which has been a considerable attention in the methods of least-squares type for fluid flow problems (see for example, see [3, 4, 5, 8, 9, 10, 11, 12, 13] ), one may convert the second-order optimality system into the corresponding first-order system by introducing physically meaningful new dependent variables.
In this paper, using the state vorticity ω = ∇ × u of the state velocity u and the adjoint vorticity z = ∇ × v of the adjoint velocity v we reformulate the coupled second-order optimality system as the coupled first-order optimality system. These process enables us to avoid using the finite elements satisfying LBB conditions and to reduce the number of unknowns and variables of the first-order system comparing to using new flux variables. The proposed leastsquares functional is consists of the L 2 and H −1 norms of residual equations of the coupled first-order system of optimality system. Then following the techniques in [12] the coercivity and continuity of such a functional can be shown with respect to a product norm of appropriate H 1 and L 2 norms. Because the computations of H −1 norm is not feasible, we employ the computable inner product using discrete solution operator corresponding to Dirichlet operator (see [10, 11] ). Further we will use the weighted L 2 inner product to compute the H −1 inner product (see [5] ). For actual computations, we use the V -cycle multigrid method with the Gauss-Seidel smooth iteration for a model problem. By choosing a parameter, we will show several computation results.
The plan of the paper is as follows. We introduce the notation and preliminary results that will be used throughout the paper in the remainder of this section. In §2, we give a precise statement of the optimization problem and prove that an optimal solution exists. Then we reformulate the optimality systems to the first-order system and define the L 2 and H −1 -norm least squares functional. In §3, we obtain the optimal error estimates for least-squares finite element method for the optimality system. Finally, In §4, some numerical tests are performed.
Notation and preliminary results
The standard Sobolev spaces H m (Ω) and H 
(Ω) with standard product norms. All subspaces are equipped with the norms inherited from the corresponding underlying spaces.
For an introduction of vorticity of the velocity u, we define the curl of v for a vector function
Then with these notations it follows that
Because the constrained optimal control problem is the present topic of this paper, we will make a lot use of the Stokes equations. First of all we recall the H 1 regularity of the weak solutions of the Stokes equations. The weak form of the constraint equations (1.2)-(1.4) is then given as follows:
where ·, · is duality pairing and
Then, the (weak form of the) boundary value problem (1.6)-(1.7) is well-posed and has a unique solution (u, [17] ). The following stability condition is well known:
where C is a positive constant. From now on, a constant C will denote a positive quantity whose meaning and values change with context.
2. Formulation and analysis of the optimal control problem 2.1. The optimization problem
We look for a (u, p,
subject to the constraints which are the stationary Stokes equations (1.2)-(1.4).
The admissibility set U ad is defined by
(2.9)
J(u, p, f ) < ∞ and (u, p, f ) satisfies (1.6) and (1.7)}.
Then, (û,p,f ) is called an optimal solution if there exists an > 0 such that
The optimal control problem can now be formulated as a constrained minimization problem in a Hilbert space :
The existence and uniqueness of an optimal solution of (2.10) is easily proven using standard arguments in the following theorem.
Proof. We first note that U ad is clearly not empty.
) and (1.8), we deduce that the sequence { u (n) 1 } and { p (n) } and { f (n) −1 } are uniformly bounded. So, we may then extract subsequences such that
The last convergence results above follows from the compact imbedding
By process of passing to the limit, we have that (ũ,p,f ) satisfies (1.6)-(1.7). Now, by the weak lower semi-continuity of J (·, ·, ·), we conclude that (ũ,p,f ) is an optimal solution, i.e.,
Thus, we have shown that an optimal solution belonging to U ad exists. Finally, the uniqueness of the optimal solution follows from the convexity of the functional and the linearity of the constraint equations.
The optimality system
From the Lagrangian
where J (·, ·, ·) is defined by (1.1), one may derive an optimality system of equations for the solution of (2.10). The constrained problem (2.10) can now be recast as the unconstrained problem of finding stationary points of L(·). We now apply the necessary conditions for the latter problem. Clearly, setting to zero the first variations with respect to u, p, f , v and q yields the optimality system (2.11)
Note that this system is coupled, i.e., the constraint equations for the state variables depend on the unknown controls, the adjoint equations for the Lagrange multipliers depend on the state, and optimality conditions for the controls depend on the Lagrange multipliers. The strong form of the optimality system (2.11) may be written as first-order systems of partial differential equations by introducing meaningful variables ω = ∇ × u and z = ∇ × v. The formal normal for this first-order systems is not differentially diagonally dominant because of the optimality condition. So, using the optimality condition f = v δ , we obtain the following optimality system:
Least-squares functional
In this section, we discuss of the continuous H −1 and L 2 least-squares functional on the space V where
The proposed least-squares functional is defined by the L 2 -and H −1 -norms of the residual equations of the system (2.12):
Note that the weight 1 δ 2 is used for the balance of state and adjoint equations. The least-squares problem we consider is to minimize this quadratic functional over V:
In order to show the existence and uniqueness of the solutions of (2.14), the ellipticity and continuity of the proposed least-squares functional should be proven. One may note that the existence and uniqueness depends on δ and ν.
Proof. The upper bound in (2.15) is straightforward from the triangle, Schwarz' inequalities and definitions of H −1 -norm. To prove the lower bound in (2.15), we modify the techniques in [12] . We assume that the domain Ω is simply connected. Using Green's formula (see [17] ), it follows that
Combining (2.16) and (2.17), using the -inequality and Schwarz' inequality, we have
Hence, using the fact p ≤ C ∇p −1 , we have
where C * is independent of δ and ν. In a similar way, we have
where C * is independent of ν.
Now from (2.18)-(2.20) and -inequality, we have
where C is independent of δ and ν. By collecting the same terms, it follows that
If we take 
Therefore, combining (2.21) and (2.22) yields the conclusion (2.15). The proof for general Ω, that is, when we assume only that ∂Ω is C 1,1 , now follows by an argument similar to the proof of Theorem 3.7 in [17] .
Finite element approximations
Using standard techniques of the calculus of variations one can show that a minimizer of (2.13) out of the space V necessarily satisfies the variational problem(Euler-Lagrange equation):
where
We can easily verify that the bilinear form B(·; ·) is elliptic and continuous with respect to the norm | · | in V, i.e., there exist positive constants C 1 and C 2 such that
where both C 1 and C 2 depend on δ and ν and the linear form F (·) is apparently continuous. Thus, by the Lax-Milgram lemma, there exists a unique solution (ω, u, p, z, v, q) ∈ V to the problem (3.23) and then may get the control f by the optimality condition f = v δ if it is needed. For the finite element approximation, let T h be a partition of the Ω into finite elements, i.e., Ω = K∈T h K with h = max{diam(K) : K ∈ T h }. Assume that the triangulation T h is a quasi-uniform, i.e., it is regular and satisfies the inverse assumption (see [16] ). Let
be a finite element subspace of V with the following properties: there exist a constant C and integer r ≥ 1, s ≥ 1 and
where ψ is ω, p, z or q and the space S h is either W h or P h corresponding to
where w is u or v.
Note that typical finite element spaces consisting of continuous piecewise polynomials with respect to quasi-uniform triangulations satisfy (3.26), (3.27) . Then, the finite element approximation to (3.23) becomes:
the solution of the problem (3.28). Then we have
2 , where C depends on δ, ν and the domain Ω and the ratio of the constants C 2 and C 1 in Theorem 2.2.
Proof. It is easy to show that the error (ω
) is orthogonal to V h with respect to the bilinear form B(·; ·). Standard finite element analyses and (3.24)-(3.25) yield the error estimate (3.29) and the approximation properties (3.26), (3.27) leads to (3.30).
Corollary 3.1. Let the hypotheses of Theorem 3.1 hold. Let the approximate control be defined by
Proof. The result follows from (2.11) and (3.30).
If we use continuous piecewise quadratic polynomials for the approximation of the velocity and continuous piecewise linear polynomials for the approximations of the vorticity and pressure, i.e., r, s, k = 2, the we get the following error estimate
which is optimal with respect to the finite element functions used. (3.30) shows that error bounds for the velocity obtained here is the best approximation in the subspace U h , but one may see that the error estimates for the vorticity and pressure are one order less than the best approximation in the subspaces W h and P h . However, the use of a single approximating space for all variables simplifies the programming of the finite element methods. Although the bilinear form B(·; ·) appears attractive from the point of view of stability and accuracy, its computation is not feasible because of the evaluation of the H −1 (Ω) 2 inner product. Following [10] , we can employ the
inner product using a computable operator T h . LetÃ h : H −1 (Ω) 2 → U h be the discrete solution operator w =Ã h g ∈ U h for the Dirichlet problem. Assume that there is a symmetric positive definite preconditioner operator
2 → U h forÃ h which is spectrally equivalent toÃ h . Then for a fixed positive constants γ, define
where I h denotes the identity operator on U h . It is also known that the H −1 (Ω) 2 inner product (·, ·) −1 can be replaced by the equivalent discrete inner product such that (T h ·, ·) (see [10] ). Now, let us define the discrete counterparts of the bilinear form B(·; ·) and the linear functional F (·) such that
Then, the discrete variational problem corresponding to (3.23) becomes:
A simpler approach to compute the H −1 (Ω) 2 inner product is to use a scale argument (see [5] ) which replaces ν∇
. This is nothing but to take γ = 0 in the problem (3.31), i.e., we take T h = h 2 I h . Then, we have
is equivalent to a linear algebraic system:
Indeed, we chooses bases {W
for W h , U h , and P h , respectively, and we then have
that are determined by solving (3.32). In (3.32), we have that 
Numerical experiments
In this section, we present computational study of the problem (3.32) in a unit square domain Ω = (0, 1) × (0, 1) ⊂ R 2 . The domain Ω is triangulized uniformly with the grid interval h ranging from 2 −2 to 2 −5 for each direction. We use the single approximating space of continuous piecewise linear polynomials for the approximations of all unknowns. Although our analysis does not include the error estimate in that case, we expect to observe rates of convergence O(h 2 ) for the L 2 error u − u d . The norms are all discrete norms measured by the five-point Gaussian quadrature rule in each triangle based on the triangulation T h . We use the multigrid V-cycle method with the Gauss-Seidel smoothing iteration. We set the tolerance of the errors to be 10 −4 and the maximum number of iterations to be 300. We tested the problem with the following simple desired state (target velocity) 4.0933e-04 3.6678e-02 9.0500e-08
The initial velocity and adjoint variable are set to zeros. We examine the effects of changes in the penalty parameter δ. To show the effects of the δ, we report the discrete L 2 -norm distances between the desired states u d and controlled state u h , the norm of control f h and the value of the cost functional J. All computations were carried out with ν = 1.
In Table 1 , we present numerical results for the cases δ = 1, 10 −1 , 10 −2 , and so on. For the case h = 1/16, we see that the L 2 error u h − u d goes to zero as δ goes to zero. Table 2 shows the numerical results when h = 1/32 is fixed. We have a phenomenon similar to those of Table 1 . Figures 1 and  2 illustrate that the numerical solution u h converging to target velocity u d . In Figure 1 , we display the target velocity and approximate velocities for δ = 10 −1 , 10 −2 , 10 −3 , 10 −4 when h = 1/16 is fixed. In Figure 2 , the approximate velocity u h is similar to the target velocity u d for δ = 10 −4 when h = 1/32 is fixed. Figure 3 show the graph of control f for δ = 10 −4 , 10 −5 when h = 1/16 is fixed. Tables 3 and 4 show the numerical results with convergence rates. Table 3 shows the discretization approximate error Table 4 , we have the numerical results similar to those of Table 3 . But the norm of control f of Table 4 is a little larger than that of Table 3 . In the case of δ = 1, 10 −1 , . . . , 10 −3 , we don't have the predicted error bound. In this point of view, the choice of δ = 10 −4 seems to be the best choice among the present result for fixed ν = 1. 
