Justification of Fabrikant's method for solving mixed problems of potential theory  by Ramm, A.G. & Fabrikant, V.I.
Compvicra Math. Applic. Vol. 22, No. 6, pp. 97-103, 1991 
Printed in Great Britain. All rights reserved 
0097-4943/91$3.00 + 0.00 
copyright@ 1991 Pergamon Press plc 
JUSTIFICATION OF FABRIKANT’S METHOD FOR 
SOLVING MIXED PROBLEMS OF POTENTIAL THEORY 
A. G. RAMM 
Department of Mathematics, Kansas State University 
Manhattan, KS 68506, USA 
V. I. FABRIKANT 
Department of Mechauid Engineering, Concordis University 
Montreal, H3G lM8, Caada 
(Received February 1991) 
Abdract-A rigo~~ua justification is given for the first time to the new method devised by F&r&ant 
for solving various mixed bounda+y v&e problems in potential theory. The Coperator is now defined 
in au& a way that its main property is valid for any value of the parameter. An example is presented. 
1. INTRODUCTION 
In a series of recent works [l-7], a new method was developed by Fabrikant for solving mixed 
boundary value problems of potential theory. The method is based on a new integral representa- 
tion for the reciprocal of the distance between two points and the use of a Poisson type operator 
t(k). According to the definition oft given in [l], the main property of the C-operators, namely 
L(k)L(kr) = L(kk ) i was true only-for 0 < k < 1 and 0 < ki < 1. The use of the identity 
l(k)C(l/k) = 1 wss not justified since here either k or l/k is greater than 1 for k # 1, k > 0. An 
attempt has been made by Love and Miller [8] to justify the use of the C-operator for k > 1. They 
established sufficient conditions for the validity of the procedure used in [l]. Here a stronger result 
is obtained: the procedure is justified for any integrable function. This is achieved by redefining 
the Cc-operator in such a way that its main property is a simple consequence of the definition. 
In earlier works L-operator was defined as a sum of a Fourier series. This series might diverge if 
k > 1. Here we give a neti definition which operates with the sequence of the Fourier coefficients 
and convergence of the Fourier series is irrelevant. As a result, a rigorous justification of the 
method used in [l-7] is given. For 0 < k < 1 the new definition of the t-operator reduces to the 
one used in [l-7]. 
2. THEORY 
Let us consider a typical problem solved by Fabrikant’s method. One needs to find a function 
V such that 
AV = 0 in R$ := (8 : z3 > 0) , 2 = (q,z~,z3) (1) 
V=v(p,d), ifp<a, V,=O ifp>a, 1:=23. (2) 
V(o0) = 0. (3) 
Here (p, 4) are polar coordinates in the plane P = (8 : 23 = 0) and u is a given function. Let 
AG= 4(x-y) in Rt, BG 
aZ r=s = O* 
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Then Green’s formula yields 
V(x) = - J P G(x,s) s 
It was proven in [l] that 
lx - 1,,1+. 
1 1 
:= R1+U = (pa + p; _ 2/J& cm (4 _ ~s))(i+W 
2 
-cod= 
J 
mW0,p) 
= 
$$P-do)x"dx 
a 2 0 
-1 < u < 1. 
KP" 
- x2) (Pi _ ,2)](‘+4/2 ’ 
Here the notation was introduced 
A(,,$)= 1-k2 
l-2kcoscl+P 
O<k<l. 
The identity (6) can be verified by the introduction of a new variable 
y(x)= I(P2-~‘)(P~-xw2~ 
2 
Using the identities 
& = _ P2P8 - x4 
dx 2% 
in (6) yields 
1 2 ?ru O” r”dv 
RI+U=;CosT o R2+,2’ J -1 <u< 1. 
(5) 
(6) 
(7) 
(8) 
(9) 
The integral in (9) can be evaluated by using formula (3.241.4) from [S] thus proving (6). A more 
gene& formula holds for the quantity: 
1 1 
@= := [p2 + P$ - 2ppo cos ((j _ do) + ,ap+4/2 ’ 
-l<u<l. (10) 
The result we wish to prove is formula (18) below. Representation (6) holds for any p,ps > 0. 
Choose positive !i and Ls such that 
P2+P~-2ppocoa(~-~o)+t2=e:+e~-2ele2coe(~-~o). 
Equation (11) holds if 
e: + e; = p2+pg+%2, e,ez =ppc. 
(11) 
(12) 
Let 
and 
11 (POPP, 2) = f 0 (p + po)2 +z”] 1’2 - [(P - po)l +*“I 1’2} , 
42bo,p,z)= ; 
0 
(P+Po)2 + 1,y2 + [(p-&2+ z2y2}. 
Then (11) and (12) hold. Let 
464 := e+,p, z), e,(x) := e,(t, P, 4, (15) 
el := e+,p,2), e2 := e2(a,p,4. WV 
Fabrikant’s method 
Note that 
h&(4 = mi+,~), Iii$(z) = m&z,& 
From (11) and (17) it follows that representation (6) can be written ss follows: 
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(17) 
1 1 
z= = [p2 + Pi - 2ppfJ co8 ($5 - 40) + *+l+“)‘S 
(18) 
2 
= - COB = 
M%) A (&,4 - 4c) x”dx 
u J 2 0 {[e: (PO) - x2] [e; (pc) - x2]}(‘+“)‘2 ’ -1 < u < 1. 
Formula (18) simplifies when u = 0: 
1 1 
ri,= [p2+/4 - 2P PO cos (4 - 40) + *2]l’2 
2 Al 
=- J A ($4 - 40) dz = 0 @: (PO) - x2] [G (PO) - x2]}“2’ 
(19) 
In [l] the &operator was introduced as follows: 
2r 
h'nteif14 J 0 ~-i"~Of(~o)dc$o = 2 ~blf,,in+ (20) tZ=-CO VI=--oo 
Here fn is the n-th Fourier coefficient of the function f. If 0 < k < 1, formula (20) can be 
rewritten as 
Z(k)f(4) = & 1” ~(k,4-4o)f(tio)d4oo, (21) 
where A(k, 4) is defined by (7). If II > 1, the definition (20) makes no sense, unless the sequence 
f,, decays so fast that the series (20) converges. It was noted in [l] that 
r:(ki)C(k2)f=L(k1kz)f if O<ki<l, and O<k2<1. (22) 
It follows from (20) that 
L(l)P = f (23) 
provided that the Fourier series C~z_oo f’ein# converges to f. 
In the method used in [l-7] one applies the products ny==, t (kj) in which some of kj, kj > 0, 
are greater than 1, but 0 < n”’ 
Equations (22) and (23) 
j=l kj < 1. We wiII define the operator L(k) in such a way that 
are always true thus justifying ah the results in [l-7]. 
Let f(r, 4) be an arbitrary function which belongs to L’[O, 24 as a function of 4 for any fixed 
r 2 0. Let us associate with f(r, 4) the sequence 
{fn(r)] --<n<<, fn(r) := & 1’” p(r, qi)e’i”#du (24) 
of its Fourier coefficients. Consider t(k) as an operator on the linear space of sequences {m(r)}. 
We do not define any topology on this space. The algebraic operations are defined naturally as 
follows: 
e1{p} + c2 {fA"'> := (c1p +c2f$2)}, (25) 
Definition of t-operator: 
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This definition makes sense for any k E C, and it implies that 
c w Wa) tr1 = l (hh2) if) Vh, )2 E c, (24) 
W~P~ = t/1. (29) 
Equation (29) is a particular case of (23) corresponding to ki = E # 0 and k2 = k-l. 
Consider now the operator ny=, f(kj). It is well defined for any kj, in particular, when some 
of the kj are greater than 1. An obvious corollary is: if 
m 
n kj <l 
j=l 
(*I 
then llj”=l Lc(kj)Lfn) is a sequence of the Fourier coefficients of some periodic in 4 function 
belonging to Cm[O, 27r] if {fn} is a sequence of the Fourier coefficients of a function f(4) E 
L’[O,27]. Indeed, if (*) holds and f E L’[O, 2~1, then the Fourier series corresponding to the 
sequence ny,, t(kj){.fn] converges absolutely and uniformly in 4 E [0,2~], it can be termwise 
differentiated in qi infinitely often, and all the resulting series converge absolutely and uniformly 
in 4 E [0,27r]. 
It wss conjectured in [l, p. 281, that condition (*) is sufficient for the validity of the procedure 
used in [l]. Our results justify this coujecture. 
3. EXAMPLE 
Consider the problem (l)-(3). This problem can be interpreted as an electrostatic one, or as an 
elastic contact problem for a circular punch pressed against an elastic half-space. The potential 
V can be represented as a simple layer potential: 
Here 
Ro = [p2+~~-2ppocos(d--~)+z2]1’2, and c=-& g( . 
/IO 
LetD:={p,~:O~p5a,O~qi<2r}. 
LEMMA 1. Equation (30) has at mat one solution in L’(D). 
PROOF. Lemma 1 follows from formula (41), see below. 
Let us give an analytical procedure and formulas for solving Equation (30). 
Substitution of (19) in (30) yields, after changing the order of integration, 
J 
h 
V(P, &I) = 4 
dx 
0 (p2 - 22)1’2 J 
a 
PO 
0) [p; - B2(#‘2 
dpo,Wpo. (31) 
Here 
(32) 
so that g (C,(x)) L x, the t-operator is defined by (21), 11 and 12 are defined in (16) and the 
following rule is used for changing the order of integration: 
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Substitution of the boundary condition (2) in (31) leads to the integral equation 
J 
P 
4 
dx J 
a 
PO 
0 (pa -x2y t (p;-x2)1’5’ 
c = v(p, 9% (34) 
where we use the equation g(z) = 2 if z = 0. Expression (34) is a product of Abel-type operators 
and an L-operator. We recall that the general Abel integral equation 
J 
a 
F(Y) dy 
o (y2 _ z2)o+w2 = f(x), -l<U<l 
has the solution 
’ 
F(r) = - 
2 cos(su/2) d 
* 
J 
f (z)zdx 
z r (32 _ pap4l2 
-1 < u < 1. 
(35) 
(33) 
Since the variables in the Abel operators in (34) are interwoven with those of the C-operator, we 
need to apply a combination of Abel and C-operators in order to invert (34). By definition (27), 
Equation (34) can be rewritten as a sequence of one-dimensional integral equations: 
J 
P 
4 
dx ’ 0 (p2 - xy J 0
Application of the operator 
t 1 d 
0 J 
t & 
t z 0 (p _ py2 G-4, (33) 
to (37) yields: 
J 
a 
2a po I: 
t (pi - tq2 
{G (PO))~PO = L: (;) $1’ ct2 _;211,2 C(p) Mp)l dp (39) 
where one changes the order of integration in x and p and uses the formula 
J 
t & t [@a - p2) (p2 - “2)]ll2 = i* 
Application of the operator 
L(Y); la (p f;2)l/2 c (i> ’ 
to (39) yields, in a similar way, 
Taking into consideration the inequality py/t2 < 1, which holds since 0 5 y < t and 0 5 p < t, 
using the formulas: 
J t NW 0 di=jF’ 
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and the properties of the E-operators, allow us to rewrite (40) as follows: 
Here 
(41) 
(42) 
Using integration by parts and the fact that A(h, $J) satisfies the Laplace equation in polar coor- 
dinates (k, $), the following identity can be established 
-&t,r,4) = J’ p 
0 (t2 - p2)l/2 
L ($) Av(P, 4) dp, A := 8p2 2+_ ; $ + -j $ (43) 
Substitution of (43) in (41) leads to another form of the solution: 
+ 4) = $ @(%!/s#) = di 
(a2 _ yap2 - 1 (t2 - y2)1/2 0 (t2 - p2)1/2 J J t P t (5) Av(p,4)+ 1 . (44 
Changing the order of integration in (44) and integrating with respect to t, one gets 
Here the following integral [l, formula (1.1.23)] was used: 
J = R-l tan-’ [ (t2 - Pa) 0” - y2)l 1’2 [(@ - y2) (t2 - p2p2 tR + const* 
The solution (45) consists of two parts: the Arst part is singular at the boundary while the second 
part vanishes at the boundary. In some applications it is required that the solution be nonsingular 
at the boundary. A necessary and sufficient condition for this is @(a, a, 4) = 0. In elastic contact 
problems, this condition defines the radius of the contact domain given the total force applied to 
this domain. Note also that if v(p, r#~) is a harmonic function, the non-trivial solution is singular. 
Let us express the potential V in the half-space directly through its value v prescribed inside 
the disc p = a. Substitution of (40) in (31) yields (after an integration in pe): 
VP, 4, t.1 = 2 
J 
-% 
dz ~(~)~~~(‘)[92(~)P~2~1,2L(r)V(r,~)dr. (46) 
R 0 (P2 - .2)1/2 
Here the following property of the Abel operators was used 
J 
a dr d J a trw dt I (r2-9 ) 2 l/2 5 r (t2 _ ,2)1/2 = -qm. (47) 
In (46), (48) and (50) th e values of some of the parameters in t-operators may be greater than 1, 
but in all cases the product of all parameters is less than 1, so the application of t-operators is 
justified. Introduction of a new variable t = g(z), 2 = k!,(t), transforms (46) into 
V(P,4J) = 2 J a 4 6) = 0 [p” -q(t)p2 L (!y) fl’ it2 ;;i)l,2 L((Po)v(PoA9dPo. (48) 
Fabrikaut’s method 
Changing the order of integration in (48) according to the rule 
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J a qr) d,. d 0 J ’ p f(p)adp12 = _ j-,” f(p) dp d Jo F(r) ’ dr dr o (G-p )’ dp p (r2 - p2)l/” (49) 
yields 
The integral in braces can be evaluated by formula (1.3.14) from [l], with the result 
V(P~J)= f/2r/a [++tm-’ ($-)I jf$+o,4o)podpoddo. (51) 
0 0 
Here Rc is defined by (10) and h = (a2 -e:)“” (a2 - pi)“‘/a. Formulas (48) and (51) define 
the potential function V in the half-space z 1 0, expressed directly through its value u prescribed 
inside the disc p 5 a, z = 0. Expression (48) is useful when an explicit evaluation of the integrals 
is possible, while expression (51) is more convenient for numerical integration. 
If .z = 0, Equation (51) yields a known result: 
VP, +,O) = G, +), for p 5 a 
(p2 _.a)112 2r a 
w, 490) = v (PO, 40) PO Go d+o ,2 
JJ 
for p>a. 
0 0 (ll2 -PV2 b2+d - %voc4-~0)1 
The solution of (l)-(3) is completed. 
4. CONCLUSION 
Introduction of a new definition of the Loperator has allowed us to rigorously justify the 
procedures used in [l-7], with minimal assumptions on the functions involved. 
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