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Abstract: Auf Grund anwachsender Vernetzung wird Informationssystem- und Netz-
werksicherheit immer sta¨rker auch zu einem wichtigen Thema fu¨r Automatisierungs-
und Prozessleitsysteme, wie sie z. B. in Fabriken oder zur Steuerung von Infrastruk-
tureinrichtungen wie Gas-/Wasser-/Strom-Netzen verwendet werden.
Ein Sicherheitskonzept fu¨r ein System, das mit o¨ffentlichen Netzen verbunden ist,
sollte nicht nur verzo¨gernde Elemente (z. B. Firewalls), sondern auch Erkennungs-
und Reaktionskomponenten besitzen. In heutigen Automatisierungssystemen werden
die beiden letzten Aspekte ha¨ufig vernachla¨ssigt, da die existierenden Mechanismen
nicht mit den speziellen Anforderungen derartiger Systeme kompatibel sind und nur
wenige speziell fu¨r den Automatisierungsbereich entwickelte Mechanismen existieren.
In diesem Paper wird ein Ansatz zur Intrusion Detection fu¨r Prozessautomatisie-
rungssysteme vorgestellt, der den Prozessbediener, der typischerweise kein IT-Experte
ist, aufbauend auf seiner spezifische Erfahrung mit der U¨berwachung von Prozessen,
als wichtiges Erkennungs- und Entscheidungselement in den Erkennungsprozess inte-
griert. Neben der Begru¨ndung und Beschreibung dieses Ansatzes stellt das vorliegende
Paper auch eine prototypische Implementierung vor.
1 Einfu¨hrung
1.1 Hintergrund
Automatisierungssysteme beeinussen viele Aspekte unseres Alltags. In der Form von
Fabrikautomatisierungs- und Prozesskontrollsystemen erm¤oglichen sie hohe Produktivit¤at
in der industriellen Fertigung, und in der Form von Systemen f¤ur Strom-, Gas-, und Was-
serversorgungsunternehmen bilden sie das R¤uckgrat unser technischen Zivilisation. Heut-
zutage bestehen die meisten Automatisierungssysteme aus verschiedenen Teilen, die im
LAN, WAN, oder sogar weltweit verteilt sind. Bis heute sind die meisten dieser Systeme
gegeneinander und gegen¤uber ¤offentlichen Netzen wie dem Internet isoliert. In den letz-
ten Jahren jedoch werden Automatisierungssysteme, auf Grund von Anforderungen des
Marktes und auch der Verf¤ugbarkeit entsprechender neuer Technologien, zunehmend mit-
einander vernetzt, um Reaktionszeiten zu verringern, Entscheidungen zu optimieren, und
die Zusammenarbeit und Koordination zwischen Fertigungsstandorten, Unternehmen und
Industriebranchen zu verbessern. Anf¤anglich basierten derartige Vernetzungen auf spezia-
lisierten, kaum ¤offentlich dokumentierten, propriet¤aren Protokollen. Heutzutage wird zu-
nehmend Internet-Technologie zu diesem Zweck verwendet, weshalb Informations- und
Netzwerksicherheit nun auch f¤ur die Automatisierungstechnik relevant sind.
1.2 Problemstellung
Eine Sicherheitsarchitektur f¤ur ein Informationssystem darf nicht nur Elemente enthalten,
die den Angreifer verz¤ogern, in dem sie bestimmte Angriffspfade verschließen (z. B. Fire-
walls), sondern gleichzeitig muss auch die Entdeckung eines Angriffs erm¤oglicht werden
und Gegenmaßnahmen m¤ussen initiiert werden [Sc99].
Der Einsatz von automatisierten, ”intelligenten” Intrusion Detection Systemen zur Erken-
nung von Angriffen st¤oßt heute noch in vielen Umgebungen auf praktische Schwierigkei-
ten. Das Hauptproblem, wie z. B. in den verschiedenen Beitr¤agen in [VJK03] erw¤ahnt,
heutiger regelbasierter und auch statistischer IDSs ist die hohe Anzahl von Fehlalarmen,
die sie erzeugen. Diese Fehlalarme m¤ussen manuell von menschlichen Experten bearbei-
tet werden, was in den meisten F¤allen eine verz¤ogerungsfreie Reaktion auf den Alarm
verhindert.
Eine sofortige Reaktion auf einen m¤oglichen Angriff ist jedoch in industriellen Automati-
sierungssystemen notwendig, insbesondere, wenn Menschenleben oder Umwelt durch ei-
ne Manipulation oder durch Verlust der Kontrolle ¤uber den Prozess gef¤ahrdet sein k¤onnten.
Die Reaktion muss hierbei zielgerichtet auf die Verhinderung von Sch¤aden am ¤uberwachten
Produktionsprozess ausgerichtet sein. Eine genaue Analyse des Angriffs ist nicht notwen-
dig oder kann zeitverschoben erfolgen.
Gleichzeitig ist in vielen Firmen, die Automatisierungsanlagen betreiben, die Verf ¤ugbarkeit
von Mitarbeitern mit IT- oder gar IT-Sicherheits-Kenntnissen noch st¤arker beschr¤ankt als
bei Firmen mit B¤uroinformationssystemen vergleichbarer Gr¤oße, da die einmalige Instal-
lation h¤aug von externen Firmen ausgef¤uhrt wird und das System im Laufe seiner Ein-
satzdauer nicht mehr ver¤andert wird.
Andererseits wird die Erkennung von Angriffen und Reaktion auf diese durch bestimmte
Eigenheiten von Prozessautomatisierungssystemen auch erleichtert:
• Die Verbindung zum externen Netzwerk, einschließlich des Firmenintranets ist nor-
malerweise nicht unbedingt notwendig. Obwohl ein l¤angerer Verbindungsunterbruch
zu Unannehmlichkeiten und m¤oglicherweise nanziellen Verlusten f¤uhren kann, hat
er im Normalfall keine katastrophalen Auswirkungen f¤ur das Unternehmen.
• Die Daten, die die Grenze zwischen Automatisierungsnetzwerk und Intranet ¤uberschreiten
k¤onnen auf bestimmte Datentypen, z. B. nur nicht-ausf¤uhrbaren Code, beschr¤ankt
werden.
• Die Topologie des Automatisierungsnetzwerks, die verwendeten Applikationen und
ihre Kommunikationsbeziehungen sind vergleichsweise statisch.
• Aus Sicherheitserw¤agungen (Security und Safety) und um Trainingskosten zu redu-
zieren, ist der Arbeitsplatzrechner des Prozessbedieners h¤aug so konguriert ist,
dass das Prozesskontrollsystem die einzige Anwendung ist, zu der er Zugang hat.
• Dadurch, dass die relativ geringe Zahl zul¤assiger Kommunikationsbeziehungen im
Automatisierungsnetzwerk und in dessen Anschluss an die Außenwelt zur Kon-
gurationszeit bekannt sind, k¤onnen die meisten Angriffe allein schon basierend auf
IP Adresse und Port erkannt werden, ohne dass eine Inspektion des Paketinhalts
notwendig ist.
• Da ein Prozessleitsystem nur wenige legitime Benutzer hat und diese ein sehr vor-
hersagbares Anmeldeverhalten aufweisen, z. B. korreliert mit dem Schichtwechsel,
k¤onnen ungew¤ohnliche Anmeldeereignisse mit hoher Wahrscheinlichkeit als Anzei-
chen f¤ur einen Angriff eingestuft werden.
• Das Verhalten des Prozesses wird via Prozessleitsysteme normalerweise rund um
die Uhr von einem oder mehreren menschlichen Prozessbedienern ¤uberwacht.
Der letzte Punkt ist unserer Meinung nach von besonderer Wichtigkeit und bietet eine
grosse Chance: Obwohl ein Prozessbediener typischerweise kein IT- oder IT-Sicherheits-
Experte ist, sollte eine Sicherheitsarchitektur f¤ur ein Prozessleitsystem von seiner Anwe-
senheit Gebrauch machen und ihn als wertvolles Element in den Erkennungsprozess ein-
bauen, um die Reaktionszeit auf Angriffe zu verringern.
Im Gegensatz zu einem vollautomatisierten IDS, kann der Prozessbediener exibel sei-
ne, durch seine normale T¤atigkeit sogar besonders trainierte, menschliche F¤ahigkeit zur
Erkennung visueller Muster, seine Erfahrung ¤uber Tages- und Wochenmuster ebenso wie
sein Vorwissen ¤uber spezielle außerordentliche Aktivit¤aten, z. B. Anlagenwartung, ohne
zeitaufw¤andige Konguration von IDS Regeln in seine Entscheidung einießen lassen.
Dieses Paper skizziert, wie zur Realisierung eines derartigen Ansatzes die Erfassung und
Pr¤asentation sicherheitsrelevante Kenngr¤ossen in ein Prozessleitsystem realisiert werden
k¤onnte, und beschreibt den von uns implementierten Prototypen.
2 Verwandte Arbeiten
IT Sicherheit f¤ur Automatisierungssysteme und speziell Intrusion Detection f¤ur Automa-
tisierungssysteme sind bisher wenig bearbeitete Forschungsgebiete. Uns ist keine fr ¤uhere
Arbeit bekannt, bei der in ¤ahnlicher Weise IT-Sicherheit und Prozessleitsysteme kombi-
niert wurden.
In [YGF01] wird vorgeschlagen, sicherheitsrelevante SW-Objekte in einem Computer-
system mit ”Anzeige- und Warnattributen” zu instrumentieren, die dann mit den Mitteln
der statistischen Prozesskontrolle (SPC) ¤uberwacht werden, um Anomalien im System zu
erkennen. Diese Methode benutzt eine aus der Produktionstechnik stammende Methode
(SPC) f¤ur allgemeine Intrusion Detection, der Ansatz hat aber nichts mit Prozessleittech-
nik oder der Anwendung speziell in Automatisierungssystemen zu tun.
Netzwerkmanagementwerkzeuge wie CA Unicenter oder IBM Tivoli sammeln und konso-
lidieren die Ausgaben verschiedener Ger¤ate und Anwendungen im Netzwerk und k¤onnten
auch in Automatisierungssystemen eingesetzt werden. Sie sprechen jedoch als Benutzer-
Zielgruppe IT-Spezialisten an und zeigen entsprechen qualitative, detaillierte information
zum Systemzustand. Sie sind nach unserer Einsch¤atzung ungeeignet f¤ur die zeitnahe und
abstrakte Pr¤asentation des Zustands der Systemsicherheit in Zahlen und Zeitreihen in einer
Form, die es auch einem Nichtfachmann erm¤oglichen w¤urde, Abweichungen vom norma-
len Betriebszustand zu erkennen.
3 U¨berlegungen zum Einsatz des Prozessbedieners als Erkennungs-
element in einem Intrusion Detection System
3.1 Benutzeroberfla¨che
Der menschliche Prozessbediener muss durch das Benutzerschnittstelle in die Lage ver-
setzt werden, den Ernst der Sicherheitslage zu beurteilen, ohne dabei auf das Wissen eines
IT-Sicherheitsexperten zur¤uckgreifen zu k¤onnen. Die f¤ur seine Entscheidung notwendigen
Daten m¤ussen deshalb in einfacher, konsistenter und f¤ur ihn intuitiver Weise pr¤asentiert
werden.
In Anlehnung an seine normale Arbeitsumgebung und Arbeitsweise f ¤ur die ¤Uberwachung
des Produktionsprozesses sollten die sicherheitsrelevanten Parameter des Systems dem
Prozessbediener in Form eines Prozessbildes dargeboten werden. In diesem Fall ist der ge-
zeigte Prozess das Informationssystem und Netzwerk des Prozessleitsystems (siehe Abb.
1). Das Prozessbild enth¤alt numerische Anzeigen und verwendet außerdem Farben und
Icons zur Zustandsvisualisierung. Trendkurven stellen die historische Entwicklung wich-
tiger Kenngr¤ossen ¤uber verschiedene Zeitspannen dar.
Sicherheitsbezogene Alarme sollten nur f¤ur sehr seltene Ereignisse erzeugt werden, denn
auf Grund seiner Erfahrungen mit dem Prozessleitsystem erwartet der Prozessbediener,
dass bei einem Alarm ein wirklich schwerwiegendes Problem vorliegt, dass sofortiges
Handeln erfordert. Wenn er bemerkt, dass das Sicherheitssystem alle paar Minuten einen
Alarm unklarer Bedeutung und Wichtigkeit verursacht, wird er dieses Subsystem sehr bald
ignorieren oder ausser Betrieb nehmen.
Auch ist es wenig sinnvoll, ihm direkt die Alarmmeldung eines IDS anzeigen, die detail-
lierte Informationen ¤uber das ausl¤osende Datenpakete, die ausgel¤oste Regel und Verweise
auf Dokumentation relevanter Sicherheitsschwachstellen enth¤alt. Diese Angaben m¤ussen
stattdessen in Anzeigen und Meldung ¤ubersetzt werden, die ein Prozessbediener verste-
hen kann - ohne IDS/Netzwerk-Jargon - und die konform zu den Erfahrungen aus seiner
Hauptt¤atigkeit, der Steuerung eines industriellen Prozesses, sind.
Ereignisse grosser H¤augkeit und solche mit hoher Fehlalarmrate sollten quantitativ be-
handelt werden. Sie k¤onnen gez¤ahlt, eventuell dabei auch mit ihrer Schwere gewichtet
werden und dann zusammen mit anderen quantitativen Kenngr¤ossen in Form graphischer
Abbildung 1: Benutzeroberfla¨che des Prototypen fu¨r die Integration von quantitativen Sicherheitsin-
formationen in ein Prozessleitsystem.
Trends visualisiert werden. Der Prozessbediener kann daraus Zustand und Ver¤anderungs-
tendenz des entsprechenden Parameters beurteilen.
3.2 Sicherheitsrelevante Datenquellen
Die folgenden Datenquellen und Kenngr¤ossen k¤onnen zur Beurteilung des Sicherheitszu-
standes im Automatisierungsnetzwerk verwendet werden:
Router, Firewalls, Proxies: Eingehender/ausgehender Verkehr durchgelassen und zur ¤uck-
gewiesen, pro Zeiteinheit, pro Protokoll, pro Quelladresse/Port, pro Zieladresse/Port,
pro Regel; Benutzeranmeldungen, fehlgeschlagene Anmeldungen; Ver¤anderung von
Regeln.
Netzwerk, Switch: Gesamter Verkehr, pro Protokoll, pro Quelladresse, pro Zieladresse,
als Prozentsatz der zur Verf¤ugung stehenden Bandbreite.
Rechner: Benutzeranmeldungen (Anzahl, Konten, Berechtigungslevel), fehlgeschlagene
Anmeldungen; Ver¤anderung von Kontenberechtigungen; Prozessorauslastung, Zeit
seit letztem Neustart, freier Platz auf Speichermedien; Audit-Ereignisse.
Anwendungen (z. B. Web Server): Benutzeranmeldungen, fehlgeschlagene Anmeldun-
gen; versuchte Verbindungen pro Zeiteinheit; fehlgeschlagene Verbindungen.
IDS: Eventuell kann auch ein regelbasiertes oder statistisches konventionelles IDS als
quantitative Datenquelle genutzt werden: Regelausl ¤osungen pro Zeiteinheit, pro Re-
gel; wegen ¤Uberlast nicht kontrollierter Verkehr; Benutzeranmeldungen am Sensor-
Rechner, fehlgeschlagene Anmeldungen; Ver¤anderung von Regeln, Datum/Zeit des
letzten Regel-Updates.
Externe Informationen Als Hintergrundinformation ¤uber Virus- und Wurmaktivit¤at k¤onn-
ten auch Daten ¤uber den allgemeinen Sicherheitszustand des Internets, z. B. von
http://isc.incidents.org/ oder ¤ahnlichen Web Sites eingeblendet werden.
4 Beschreibung des Prototypen
4.1 Architektur
Die Architektur unseres Prototypen soll erlauben, viele verschiedene Datenquellen anzu-
schließen, die Verarbeitung exibel und erweiterbar zu halten, und so weit m¤oglich exis-
tierende Werkzeuge und Anwendungen zu verwenden. Diese Anforderungen resultieren
in der in Abb. 2 dargestellten und im folgenden n¤aher beschriebenen f¤unfstugen Archi-
tektur.
Datenerzeugung Wie in Kapitel 3.2 beschreiben, sind viele verschiedene Datenquel-
len m¤oglich. In unserem Prototypen benutzen wir als Datenquellen einen Linux-
Rechner konguriert als Router und einen Cisco Catalyst 2926 Switch zur Mes-
sung des Netzwerkverkehrsaufkommens, ausgew¤ahlte Meldungen aus dem Win-
dows 2000 Event Log, die via Intersect Alliance SNARE in das Syslog-Protokoll
konvertiert werden, sowie ein Snort und Spade IDS, deren Meldungen wir quantita-
tiv auswerten.
Eingabe Mit spezischen Eingabeeinheiten ist die Architektur prinzipiell in der Lage,
beliebige Eingabeprotokolle im Pull- und Push-Modus zu verarbeiten. Jede Einga-
beeinheit besteht typischerweise aus aus einem existierenden Werkzeug zum Da-
tensammeln und einem speziell entwickelten Protokolwandlermodul, das die Ein-
gangsdaten bzw. ihr Format f¤ur die weitere Bearbeitung normalisiert. Unser Proto-
typ unterst¤utzt im Augenblick Syslog und SNMP als Eingabeprotokolle.
Verarbeitung Die Verarbeitungseinheiten konvertieren die Rohdaten in Information f ¤ur
den Bediener. Der Prototyp implementiert bisher vier Arten von Verarbeitungsmo-
dulen:
Wert Das ”Wert”-Modul extrahiert einen numerischen Wert aus den Eingabedaten
und setzt die entsprechende OPC-Variable auf diesen Wert. Dies wird z. B. f ¤ur
Daten wie Prozessorauslastung und Zeit seit dem letzten Neustart verwendet.
Meldung Das Modul ”Meldung” ndet f¤ur die eingegangene Meldung eine zu-
geh¤orige Textschablone, deren variable Teile mit Informationen aus der Mel-
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Abbildung 2: Systemarchitektur
dung gef¤ullt werden. Diese Funktion wird zur ¤Ubersetzung von Systemmel-
dungen in eine f¤ur den Prozessbediener verst¤andliche Sprache genutzt. Bei-
spiele f¤ur Meldungen sind Systemstart und -abschaltung (Parameter: betroffe-
ner Rechner), Benutzerkonto- und Rechte¤anderungen sowie fehlgeschlagene
Anmeldungen (Parameter: betroffenes Konto).
Inkrement/Dekrement Dieses Modul verwaltet einen numerischen Wert auf der
Basis von Mitteilungen ¤uber Status¤anderungen. Es liest, ¤andert und schreibt
die zugeh¤orige Ausgabevariable. Dieses Modul kann z. B. f¤ur die Anzeige der
Anzahl angemeldeter Benutzer verwendet werden.
Rate Das ”Raten”-Modul berechnet die Anzahl bestimmter Ereignisse pro kongu-
rierbarer Zeiteinheit. Im Prototypen verwenden wir dieses Modul f ¤ur die Be-
rechnung der NIDS/SIDS-Feuerraten und das Netzwerkverkehrsaufkommen
(durchgelassen/zur¤uckgewiesen) am Router.
Ausgabe Das System muss die Daten in einer Weise bereitstellen, mit der das Prozess-
leitsystem bzw. dessen Visualisierungskomponente etwas anfangen kann. Heutzuta-
ge ist das am weitesten verbreitete, herstellerunabh¤angige Protokol zum Austausch
von Informationen zwischen Automatisierungskomponenten OPC, speziell OPC-
DA [OP], welches auf Microsoft (D)COM basiert. Dieses Protokol wird auch in un-
serem Prototypen verwendet, aber nat¤urlich kann die Ausgabeeinheit ersetzt werden,
wenn z. B. der Wunsch nach einer HTML/HTTP basierten Visualisierung besteht,
oder um Web Services in der Form der OPC-XML Protokollfamilie einzusetzen.
Visualisierung Die augenblicklichen und historischen Werte der sicherheitsrelevanten
OPC-Variablen werden auf der Ober¤ache des Prozess¤uberwachungssystems in ei-
nem Prozessbild dargestellt. Die Standardfunktionalit¤at der Trendkurvenanzeigen
erlaubt dann die Erkennung von st¤undlichen, t¤aglichen, w¤ochentlichen und monat-
lichen Mustern durch interaktive Ver¤anderung des angezeigten Zeitraumes. Die Be-
nutzerober¤ache enth¤alt auch Eingabem¤oglichkeiten zur Ausl¤osung vordenierter
Gegenmaßnahmen, z. B. Isolierung eines Netzwerksegments.
Die Eingabe- und Verarbeitungseinheiten unseres Prototypen sind in C# f¤ur Microsoft
.Net 1.1 geschrieben. Die einzelnen Stufen des Prototypen sind voneinander durch Daten-
banken entkoppelt. Dies ist die Ursache f¤ur gewisse Durchsatzprobleme und somit nicht
f¤ur ein Produkt geeignet, hat sich aber hier als bequemer und exibler Mechanismus an-
geboten, insbesondere da die eingebundenen Werkzeuge wie RTG und WinSyslog stan-
dardm¤assig ¤uber Datenbanken kommunizieren.
4.2 Funktion
Die einzelnen Wartezyklen werden im Abstand einer kongurierbaren Wartezeit angesto-
ßen. Auf Grund der unterschiedlichen Verarbeitungszeiten pro Zyklus erzeugt diese einfa-
che L¤osung nat¤urlich Jitter, aber dies bleibt ohne schwerwiegende Konsequenzen, da die
Berechnung der Raten auf dem tats¤achlichen Zeitintervall zwischen Datenerhebungen und
und nicht die Abfrageperiode beruht. Ein Verarbeitungszyklus besteht aus dem Abfragen
aller Eingabeeinheiten und dem anschließenden Bearbeiten der Eingaben. Abb. 3 zeigt die
Verarbeitung der von den verschiedenen Werkzeugen gelieferten Eingaben. Dieser Ablauf
demonstriert auch die verschiedenen Stellen, an denen die Systemfunktion durch Eintr¤age
in Kongurationsdateien ver¤andert oder erg¤anzt werden kann, ohne dass ein Rekompilie-
rung der Anwendung notwendig ist.
1. Eine Datenquelle, hier z. B. das Snort NIDS, sendet Daten ¤uber ein m¤oglicherweise
sicherheitsrelevantes Ereignis via Syslog Protokoll an den Syslog-Server, der dann
einen entsprechenden Eintrag in eine ODBC-Datenbank schreibt. Diese zwei Schrit-
te, die ganz auf existierenden Werkzeugen beruhen, sind in der Abbildung nicht ge-
zeigt. Im Laufe eines Verarbeitungszyklus liest dann das Syslog-Eingabemodul die
neuen Meldungen aus der Syslog-Datenbank.
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Abbildung 3: Beispiel fu¨r einen Verarbeitungszyklus.
2. Durch Vergleich mit den in einer Kongurationsdatei festgelegten Regeln bestimmt
das Eingabemodul den logischen Typ der Meldung.
3. Im n¤achsten Schritt werden Syslog Facilty und IP-Adresse der Datenquelle auf einen
logischen Quellenidentikator abgebildet.
4. Zuletzt erzeugt das Eingabemodul ein Datenobjekt, das es dann einerseits an die
Einheit zur Langzeitspeicherung und andererseits an den Verarbeitungs-Verteiler
¤ubergibt.
5. Der Verteiler bestimmt aus dem logischen Meldungstyp und der logischen Quel-
le die Verarbeitungsmodulinstanz(en), an die die Meldung ¤ubergeben werden muss,
und auch die OPC-Variable, die jeweils das Ergebnis der Verarbeitung aufnimmt. Da
die Implementierung ausschließlich abstrakte Interfaces und Introspektion f ¤ur das
Lebenszyklusmanagement der Objekte verwendet, k¤onnen neue Verarbeitungsmo-
dule einfach zur Kongurationszeit dem System hinzugef¤ugt werden. Man muss da-
zu nur die entsprechenden .Net Klassen bereitstellen und die notwendigen Zeilen in
der Kongurationsdatei Main.Config ¤andern oder hinzuf¤ugen. Mittels spezieller
Methoden wird jedes Verarbeitungsmodul auch ¤uber Beginn und Ende jedes Verar-
beitungszyklus informiert. Dies erlaubt es, die eingegangenen Meldungen nicht nur
einzeln zu verarbeiten, sondern auch in Paketen, um z. B. Raten zu errechnen oder
Duplikate zu entfernen.
6. Die Verarbeitungsmodule teilen der Schnittstelle zum OPC-Server mit, welche Va-
riable als Resultat der Bearbeitung auf welchen Wert gesetzt werden muss.
4.3 Beschra¨nkungen
Der Prototyp weist eine Reihe technischer Beschr¤ankungen auf, die jedoch in einer Pro-
duktentwicklung leicht beseitigt werden k¤onnten: Die verwendeten Datenbanken MyS-
QL und MS Access hatten beide Probleme in Bezug auf Durchsatz und Stabilit¤at in be-
stimmten Situationen. Die Verarbeitungsmodule k¤onnen nicht direkt Alarme unter Benut-
zung der Alarmmanagementfunktionalit¤at des Prozessleitsystems erzeugen, da die beiden
verwendeten Demoversionen von OPC-Servern (Matrikon und PlantLIVE) den OPC-AE
(Alarm & Event) Standard nicht unterst¤utzen. Ausserdem k¤onnte auch Klassizieren der
Eingangsmeldungen mittels regul¤arer Ausdr¤ucke zu einem Durchsatz-Engpass werden,
wenn auf noch mehr verschiedene Typen hin getestet werden muss.
5 Ergebnisse und na¨chste Schritte
Unsere ersten, beschr¤ankten Experimente mit diesem Ansatz und dem hier beschriebe-
nen Prototypen haben gezeigt, dass verschiedene Scans, die ein Angreifer vermutlich
ausf¤uhren w¤urde (z. B. mit Werkzeugen wie nmap und nessus), klar erkennbare visuelle
Anomalien in den Trendkurven hervorrufen (siehe Abb. 4). ¤Ahnliche klare Muster erwar-
ten wir von W¤urmern und anderen Denial-of-Service-Angriffen. W¤ahrend unser Prototyp
an das Firmenintranet angeschlossen war, konnten wir auch klar beobachten, wie sich die
Verkehrsmuster auf Grund der regul¤aren Systemmanagementaktivit¤aten der IT-Abteilung
¤uber den Tag hinweg ¤andern.
Als n¤achstes planen wir, die Installation des Prototypen in einem gr¤oßeren Labornetzwerk
mit einer realistischen Installation des Prozessleitsystems, und anschließend dann einen
Feldversuch in einer Fabrikumgebung, um an echten Prozessbedienern unsere Hypothese
zu validieren, dass die quantitative Darstellung des Sicherheitsstatus eine sinnvolle Bear-
beitung auch durch Nichtexperten erm¤oglicht.
Basierend auf einem solchen Feldversuch w¤are dann der n¤achste Schritt zur Produktisie-
rung, festzustellen, welche Untermenge von Kenngr¤ossen die beste Information bei kleins-
Abbildung 4: Auf dieser Bildschirmaufnahme sieht man Scanning-Aktivita¨t und die A¨nderung der
Anzahl der angemeldeten Benutzer.
tem Rauschenliefert und gleichzeitig bei einer grossen Anzahl verschiedener Anlagen
anwendbar ist, um den Inbetriebnahme- und Anpassungsaufwand pro Anlage zu minimie-
ren.
Zus¤atzliche Arbeit ist auch in Bezug auf die ergonomische Gestaltung des IT-Sicherheits-
Prozessbildes notwendig.
6 Zusammenfassung
Dieses Paper stellt einen neuen Ansatz zur Intrusion Detection f¤ur Prozessleitsysteme in
industriellen Anlagen vor. Der Grundgedanke hierbei ist, nicht vollst¤andig auf die ”Intelli-
genz” des IDS zu vertrauen, sondern nur die Kenngr¤ossen des IT-Systems im Prozess-
leitsystem quantitativ zu visualisieren und die menschliche Intelligenz und ausgepr¤agte
F¤ahigkeit zur Mustererkennung des ohnehin anwesenden Prozessbedieners zu nutzen um
kritischen Anomalien zu erkennen und darauf angemessen zu reagieren.
Es wurde außerdem eine prototypische Anwendung zur Umsetzung dieses Ansatzes vor-
gestellt. Diese Anwendung sammelt sicherheitsrelevante Daten in ihren spezischen Pro-
tokollen ein und bereitet sie f¤ur die Pr¤asentation im Prozessleitsystem auf.
Erste Experimente mit diesem System waren vielversprechend, aber weitere Arbeiten sind
notwendig, um den Nutzen und die Benutzbarkeit dieses Ansatzes zu verbessern. Eine in
letzter Zeit steigende Anzahl von Anfragen unserer Kunden zu diesem Thema zeigt uns,
dass ein grosser Bedarf nach IDS-Funktionalit¤at speziell f¤ur Automatisierungssysteme be-
steht, der mit konventionellen Systemen schwer zu befriedigen ist.
Erg¤anzend zu diesen Arbeiten w¤are es nat¤urlich auch interessant, zu untersuchen, ob die
in Kapitel 1.2 beschriebenen Eigenheiten der Topologie und des dynamischen Verhaltens
von Prozessleitsystemen, auch bei Einsatz von konventionellen ”intelligenten” Intrusion
Detection Systemen zu einer vertretbar niedrigen Fehlalarmrate f ¤uhren w¤urden.
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