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Abstract
We investigate energy efficiency (EE) optimization for single-cell massive multiple-input multiple-
output (MIMO) downlink transmission with only statistical channel state information (CSI) available
at the base station. We first show that beam domain transmission is favorable for energy efficiency in
the massive MIMO downlink, by deriving a closed-form solution for the eigenvectors of the optimal
transmit covariance matrix. With this conclusion, the EE optimization problem is reduced to a real-valued
power allocation problem, which is much easier to tackle than the original large-dimensional complex
matrix-valued precoding design problem. We further propose an iterative water-filling-structured beam
domain power allocation algorithm with low complexity and guaranteed convergence, exploiting the
techniques from sequential optimization, fractional optimization, and random matrix theory. Numerical
results demonstrate the near-optimal performance of our proposed statistical CSI aided EE optimization
approach.
Index Terms
Energy efficiency, massive MIMO, statistical CSI, beam domain, water-filling.
This work was presented in part at the 2019 IEEE Global Communications Conference (GLOBECOM), Waikoloa, HI, USA.
L. You, J. Xiong, W. Wang, and X. Q. Gao are with the National Mobile Communications Research Laboratory,
Southeast University, Nanjing 210096, China, and also with the Purple Mountain Laboratories, Nanjing 211100, China (e-mail:
liyou@seu.edu.cn; jyxiong@seu.edu.cn; wangwj@seu.edu.cn; xqgao@seu.edu.cn).
X. Yi is with the Department of Electrical Engineering and Electronics, University of Liverpool, Liverpool L69 3BX, U.K.
(e-mail: xinping.yi@liverpool.ac.uk).
J. Wang is with the School of Information Science and Technology, Nantong University, Nantong 226019, China, also
with the Research Center of Networks and Communications, Peng Cheng Laboratory, Shenzheng 518066, China, and also
with the Nantong Research Institute for Advanced Communication Technologies (NRIACT), Nantong 226019, China (e-mail:
wangjue@ntu.edu.cn).
2I. INTRODUCTION
Recent years have witnessed the dramatically increasing demands of wireless data services
for sheer number of mobile devices due to the emerging applications in virtual reality, cloud-
based services, artificial intelligence, etc. Such data-hungry applications require higher data
transmission rate for massive connections and therefore pose new challenges in future wireless
communications. Thanks to the deployment of large-scale antenna array at the base stations (BSs),
massive multiple-input multiple-output (MIMO) could serve a large number of user terminals
(UTs) with the same time/frequency resources [1]. Owing to the potential significant performance
gain in spectral efficiency, massive MIMO has received tremendous attention and is deemed a
disruptive and promising technology for next-generation wireless communications [2]–[5].
Energy-aware optimization for wireless communications has received extensive research in-
terest in the last few years, owing to the increase in both ecological and economic concerns
[6]–[11]. Conventionally, spectral efficiency was deemed to be a more important design objective
than energy efficiency (EE) as data rate was a major concern given the limited radio spectrum.
However, with the ever rapid growing number of connected UTs, the power consumption could
be significantly increased and EE becomes an inevitable consideration. Compared to the spectral
efficiency oriented wireless transmission design, one typical performance criterion of the EE
oriented approaches aims to maximize the ratio of the achievable rate to the corresponding
power consumption.
Extensive works have been emerging for energy efficient wireless transmission design in
traditional small scale MIMO systems [6], [12]–[16]. It is worth mentioning that most existing
works rely on the knowledge of instantaneous channel state information at the transmitter (CSIT).
In practice, acquiring instantaneous CSIT is usually challenging in the massive MIMO downlink.
For instance, relying on channel reciprocity, downlink CSI acquisition can be done via uplink
training in time-division duplex (TDD) systems. However, the obtained downlink CSI may still
be inaccurate due to practical limitations such as the calibration error in the radio frequency
chains [17]. Even worse, for frequency-division duplex (FDD) systems, the acquisition of the
downlink CSI becomes more challenging without channel reciprocity [8]. The feedback overhead
for CSI acquisition increases linearly with the number of transmit antennas when orthogonal pilot
sequences are adopted, which might be unaffordable for practical massive MIMO systems [18],
[19]. Moreover, when the UTs are moving fast, the acquired CSI easily becomes outdated if the
3feedback delay is larger than the channel coherence time. Compared with instantaneous CSI,
the statistical CSI, e.g., the spatial correlation and channel mean, is more likely to be stable
for a longer period. Therefore, when instantaneous CSIT is not available, statistical CSI can be
exploited for precoder design. Note that it is in general not a difficult task for the BS to obtain the
relatively slowly-varying statistical CSI through long-term feedback or covariance extrapolation
[20]–[22].
To this end, we investigate energy efficient massive MIMO downlink transmission assuming
that only the statistical CSIT is available. The main contributions of this paper are summarized
as follows1
• We investigate the optimal transmission strategy for EE maximization in massive MIMO
downlink and derive a necessary condition that the optimal transmit covariance matrices
must follow. We show that as the number of transmit antennas grows to infinity, the
eigenvectors of the optimal energy efficiency transmit covariance matrix asymptotically
become unique, which are irrelevant to particular channel realizations of the UTs. As a
consequence, beam domain transmission becomes favorable for statistical CSI aided energy
efficient massive MIMO downlink transmission.
• Guided by the above insight, we propose a power allocation algorithm to maximize the
system EE for massive MIMO downlink in the beam domain. Exploiting the minorization-
maximization (MM) algorithm, the EE maximization problem with a non-convex fractional
objective is transformed into a series of concave-convex programs. Then we solve the
concave-convex maximization problem by reformulating it as a series of concave programs
through fractional programming. To further reduce the computational complexity, we derive
a deterministic equivalent (DE) of the system EE to simplify the computation in the proposed
algorithm.
• To handle the transformed concave-convex maximization problem in a computationally
efficient and well-structured way, we utilize the alternating optimization approach and de-
compose it into two subproblems: an EE maximization problem without the power constraint
and a sum-rate maximization problem with the power constraint. For both subproblems, we
propose efficient iterative water-filling-structured algorithms with guaranteed convergence.
Numerical results illustrate the effectiveness of our proposed EE maximization iterative
1Part of the contributions has been organized as a conference paper and submitted to IEEE Globecom 2019 [23].
4algorithm.
The rest of the paper is organized as follows. In Section II, we introduce the system model.
In Section III, we investigate the optimal transmission strategy design for EE optimization
with statistical CSIT only. We show that the beam domain transmission is favorable for EE
optimization and an energy efficient algorithm is proposed for massive MIMO downlink. In
Section IV, we further develop a low-complexity and well-structured algorithm for the EE
optimization power allocation problem. The simulation results are drawn in Section V. The
conclusion is presented in Section VI.
We adopt the following notations throughout the paper. Upper-case bold-face letters are
matrices and lower-case bold-face letters are column vectors, respectively. We use IM to denote
the M × M identity matrix where the subscript is omitted when no confusion caused. The
superscripts (·)−1, (·)T , and (·)H represent the matrix inverse, transpose, and conjugate-transpose
operations, respectively. The ensemble expectation, matrix trace, and determinant operations are
represented by E {·}, tr(·), and det(·), respectively. The operator diag {x} indicates a diagonal
matrix with x along its main diagonal. We use [A]m,n to represent the (m,n)th element of matrix
A. The inequality A  0 means that A is Hermitian positive semi-definite. The notation [x]+
denotes max(x, 0). The operator ⊙ denotes the Hadamard product. The notation , is used for
definitions.
II. SYSTEM MODEL
Consider a single-cell massive MIMO downlink where one BS with M antennas simultane-
ously transmits to K UTs with Nk receive antennas at each UT k ∈ K , {1, 2, . . . , K}. The
transmitted signal is denoted by x ∈ CM×1. Note that x =
∑
k xk, where xk is the signal for the
kth UT which satisfies E{x} = 0 and E{xkx
H
k′} = 0 (k
′ 6= k). The transmit covariance matrix
for the kth UT is denoted by Qk = E{xkx
H
k } ∈ C
M×M . The signal received at UT k is given
by
yk = Hkx + nk ∈ C
Nk×1 (1)
where Hk ∈ C
Nk×M represents the downlink channel matrix from the BS to UT k and nk ∈
CNk×1 denotes the circularly symmetric complex Gaussian noise with zero mean and covariance
σ2INk .
5Consider the MIMO channel model with jointly correlated Rayleigh fading [24], the downlink
channel matrix Hk can be written as
Hk = UkGkV
H
k (2)
where Uk ∈ C
Nk×Nk and Vk ∈ C
M×M are both deterministic unitary matrices, representing the
eigenvectors of the receive correlation matrix and the BS correlation matrix of Hk, respectively.
Note that Gk ∈ C
Nk×M in (2) is referred in the literature as the beam domain channel matrix
[25], whose elements are zero-mean and independently distributed. The statistical CSI of Gk,
i.e., the eigenmode channel coupling matrix [24], is modeled as
Ωk = E {Gk ⊙G
∗
k} ∈ R
Nk×M . (3)
For massive MIMO channels, as M →∞, Hk in (2) can be well approximated as [18], [19],
[26]
Hk
M→∞
= UkGkV
H . (4)
It has been shown in [18] that V is independent of the locations of UTs and only depends on the
BS antenna array geometry. For example, with the uniform linear arrays (ULAs) with antenna
spacing of half-wavelength, the discrete Fourier transform (DFT) matrix can be used to well
approximate V [18], [19].
It is supposed that each UT k has access to instantaneous CSI of its own channel with properly
designed pilot signals [2], along with the covariance matrix Kk for n
′
k=
∑
i 6=kHkxi + nk, i.e.,
the aggregate interference-plus-noise. At each UT, we treat n′k as Gaussian noise for a worst-case
design [27] with covariance
Kk = σ
2INk +
K∑
i 6=k
E{HkQiH
H
k } ∈ C
Nk×Nk . (5)
Then, an ergodic data rate of the kth UT is given by [28], [29]
Rk = E{log det(Kk +HkQkH
H
k )} − log det(Kk)
(a)
= E{log det(K˜k +GkV
HQkVG
H
k )} − log det(K˜k) (6)
where (a) follows from first rewriting Hk in terms of (4), then applying Sylvester’s determinant
6identity, i.e., det(I+XY) = det(I+YX). Moreover, K˜k in (6) is defined as
K˜k , U
H
k KkUk
= σ2INk +
K∑
i 6=k
E{GkV
HQiVG
H
k }︸ ︷︷ ︸
,Πk(VHQiV)
∈ CNk×Nk . (7)
Note that Πk(X) defined in (7) is a matrix-valued function of X with the elements given by
[Πk(X)]s,t =
[
E
{
GkXG
H
k
}]
s,t
= E
{
[Gk]s,:X
[
GHk
]
:,t
}
= tr
(
E
{(
[Gk]t,:
)H
[Gk]s,:
}
X
)
(a)
= tr
(
diag
{(
[Ωk]s,:
)T}
X
)
· δ (s− t) (8)
where (a) follows from the fact that the elements of the beam domain channel matrix Gk are
independently distributed.
We consider an affine power consumption model [12]. In particular, the total power consumed
is comprised of three parts, i.e.,
Ptot = ξ
K∑
k=1
tr(Qk) +MPc + Ps (9)
where the scaling coefficient ξ describes the transmit amplifier inefficiency,
∑
k tr(Qk) represents
the total transmit power, Pc denotes the dynamic power dissipations per antenna (e.g., power
consumption in the digital-to-analog converter, the frequency synthesizer, the BS filter and mixer),
which is independent of
∑
k tr(Qk), and Ps incorporates the static circuit power consumption,
which is independent of both M and
∑
k tr(Qk). In practice, Pc and Ps are usually much larger
compared to the power dissipations for processing transmit signals, which can be omitted in
model (9).
In the following, we investigate the precoding strategy design for massive MIMO downlink
transmission under the EE maximization criterion, which is formulated as
F : max
Q1,Q2,...,QK
EE ,
∑K
k=1Rk
Ptot
s.t.
K∑
k=1
tr (Qk) ≤ Pmax
7 Alternating 
Optimization
2ULJLQDO
3UREOHP  '(EDVHG 00
VXESUREOHPV A
'(EDVHG 'LQNHOEDFK
VXESUREOHPV  LA
00
VXESUREOHPV A
'LQNHOEDFK
VXESUREOHPV  LA
0DVWHU
3UREOHP 
6ODYH
3UREOHP 
Fig. 1. Illustration of the solution methodology based on the alternating optimization approach.
Qk  0, ∀k ∈ K (10)
where the system EE is defined under the above modeling of the ergodic rate in (6) and the
power consumption in (9), and Pmax is constrained by the BS power budget.
III. EE OPTIMAL TRANSMISSION DESIGN
In this section, we study the optimal transmit strategy for the EE maximization problem F in
(10). Directly solving the problem is computationally challenging. Alternatively, we can handle
it more efficiently via alternating optimization by exploiting the inherent structure of problem F .
Specifically, the original problem F can be decomposed into smaller-sized subproblems, i.e., a
master problem and a slave problem, which can be handled more easily with much fewer numbers
of variables. Furthermore, these problems can be transformed into more manageable subproblems
by optimization techniques. The overall solution methodology for the EE maximization problem
F is summarized in Fig. 1, which will be described in details in the following.
To figure out the optimal transmit strategy design for F , we first decompose the transmit
covariance matrix into Qk = ΨkΛkΨ
H
k by eigenvalue decomposition. Note that the columns
of Ψk and the corresponding diagonal elements in Λk are the eigenvectors and the eigenvalues
of Qk, respectively. In fact, the eigenmatrix (i.e., the matrix consisting of all eigenvectors) Ψk
represents the subspace where the transmit signals lie in. Moreover, the elements of the diagonal
matrix Λk represent the power assigned to each dimension/direction of the subspace for the
8transmit signals. By doing so, we obtain an equivalent formulation of (10) as follows
F : max
{Ψk,Λk}
EE
s.t. ΨkΨ
H
k = IM
K∑
k=1
tr (Λk) ≤ Pmax, Λk  0, ∀k ∈ K. (11)
To obtain the optimal Qk, we could decompose F into a master problem F1 with respect to
Ψk and a slave problem F2 with respect to Λk, while for each problem, the other variables are
considered to be fixed. In the following, the optimization of the eigenmatrix Ψk and the power
allocation matrix Λk, for all UT k, will be respectively investigated by performing alternating
optimization between the master and the slave problems.
A. Optimal Transmission Direction
In the master problem, we aim to figure out the optimal Ψk given the knowledge of Λk, i.e.,
F1 : max
{Ψk}
EE
s.t. ΨkΨ
H
k = IM , ∀k ∈ K. (12)
Taking advantage of the massive MIMO channel characteristics, we could identify the optimal
eigenmatrix Ψk of the transmit signal covariance Qk(∀k) in the proposition as follows.
Proposition 1: For any power allocation matrix Λk, the optimal eigenmatrix Ψk for problem
F1 is given by the eigenmatrix V under channel model (4), i.e.,
Q
opt
k = VΛkV
H , ∀k ∈ K. (13)
Proof: See Appendix A.
Proposition 1 reveals that, to maximize the system EE in F , the optimal directions for the
downlink transmit signals should be aligned with the eigenvectors of the BS correlation matrices.
In other words, the beam domain transmission is favorable for EE optimization in downlink
massive MIMO.
By Proposition 1, it turns out that the optimal solution to the master problem F1 does not
depend on Λk, meaning that the iteration between the master and the slave problem is not
9necessary, hence we can solve the master problems once for all. By first optimizingΨk according
to Proposition 1, we can therefore characterize the slave problem as
F2 : max
Λ
K∑
k=1
E{log det (Kk (Λ) +GkΛkGHk )}︸ ︷︷ ︸
,R+
k
(Λ)
− log det
(
Kk (Λ)
)︸ ︷︷ ︸
,R−
k
(Λ)

ξ
K∑
k=1
tr (Λk) +MPc + Ps
s.t.
K∑
k=1
tr (Λk) ≤ Pmax
Λk  0, ∀k ∈ K (14)
where Λ , {Λ1,Λ2, . . . ,ΛK} and
Kk (Λ) , σ
2INk +
K∑
i 6=k
Πk(Λi). (15)
With this manipulation, the slave problem F2 now turns to be a power allocation problem
in the beam domain. Note that the number of optimization variables is reduced from M2K in
original problem F to MK in slave problem F2. Therefore, F2 is much simpler compared with
the original matrix-valued energy efficient precoding design F . In the following, we proceed to
investigate efficient power allocation to solve the slave problem F2.
B. Optimal Power Allocation
To tackle problem F2 where the objective is fractional, we adopt a fractional programming
method. Note that R+k (Λ) and R
−
k (Λ) defined in F2 are both concave over Λ, leading to a non-
concave numerator of the objective in F2. Consequently, directly utilizing classical fractional
programming approaches would exhibit an exponential complexity [6]. In fact, F2 is NP-hard in
the sense that there do not exist algorithms with polynomial-time complexity to guarantee the
globally optimal solution.
In the following, we develop an efficient approach to derive the EE maximization power allo-
cation strategies by means of sequential convex optimization tools with fractional programming
methods [30]–[32]. More specifically, we resort to the MM algorithm [33] to handle F2 and the
main idea of MM algorithm lies in converting a non-convex problem to a series of easy-to-handle
subproblems. From F2, we can find that the numerator of the objective is the difference between
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two concave functions. Denoting by △R−k,ub the first-order Taylor expansion of the negative rate
term R−k (Λ), we have R
−
k (Λ) ≤ △R
−
k,ub. Then replace the negative rate term R
−
k (Λ) with
its first-order Taylor expansion, the numerator in each slave problem can be lower-bounded by
a concave function. By doing so, the slave problem F2 is tackled through solving a series of
fractional subproblems as follows
F
(ℓ)
3 : max
Λ
K∑
k=1
(
R+k (Λ)−R
−
k
(
Λ(ℓ)
)
− tr
((
∂
∂Λk
K∑
k′=1
R−k′
(
Λ(ℓ)
))T (
Λk −Λ
(ℓ)
k
)))
ξ
K∑
k=1
tr (Λk) +MPc + Ps
s.t.
K∑
k=1
tr (Λk) ≤ Pmax
Λk  0, ∀k ∈ K (16)
where Λ(ℓ) ,
{
Λ
(ℓ)
1 ,Λ
(ℓ)
2 , . . . ,Λ
(ℓ)
K
}
with ℓ denoting the iteration index. For the objective of
the subproblem F
(ℓ)
3 , the linearization of R
−
k (Λ) by the first-order Taylor expression makes the
numerator of the objective function concave over Λ. By doing so, we now focus on the concave-
convex fractional optimization problem F
(ℓ)
3 and tackle it in polynomial complexity by directly
using fractional programming theories [6].
In this paper, Dinkelbach’s algorithm is used to solve F
(ℓ)
3 , owing to its advantage of not
having additional constraints compared with Charnes-Cooper algorithm [34]. Specifically, F
(ℓ)
3
is equivalently solved by a series of concave subproblems in the following
F
(ℓ,i)
4 : Λ
(ℓ)
(i+1) = argmax
Λ
K∑
k=1
(
R+k (Λ)−R
−
k
(
Λ(ℓ)
)
− tr
(
∆
(ℓ)
k
(
Λk −Λ
(ℓ)
k
)))
− η
(ℓ)
(i)
(
ξ
K∑
k=1
tr (Λk) +MPc + Ps
)
s.t.
K∑
k=1
tr (Λk) ≤ Pmax
Λk  0, ∀k ∈ K (17)
where Λ
(i+1)
(ℓ) ,
{
Λ
(i+1)
1,(ℓ) ,Λ
(i+1)
2,(ℓ) , . . . ,Λ
(i+1)
K,(ℓ)
}
and ∆
(ℓ)
k denotes the derivative of
∑
k′ R
−
k′
(
Λ(ℓ)
)
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over Λk as
∆
(ℓ)
k =
∑
k′ 6=k
Nk′∑
n=1
R̂k′,n
σ2 + tr(Λ
(ℓ)
\k′R̂k′,n)
(18)
where Λ
(ℓ)
\k′ =
∑
i 6=k′ Λ
(ℓ)
i and R̂k′,n = diag {ωk′,n} with ω
T
k′,n being the nth row of Ωk′ . Note
that ∆
(ℓ)
k is a diagonal matrix with the corresponding tth diagonal entry given by
[∆
(ℓ)
k ]t,t =
∑
k′ 6=k
Nk′∑
n=1
[Ωk′]n,t
σ2 +
K∑
i 6=k′
M∑
m=1
[Λ
(ℓ)
i ]m,m[Ωk′]n,m
. (19)
The auxiliary variable η
(ℓ)
(i) in (17) can be iteratively updated as
η
(ℓ)
(i) =
K∑
k=1
(
R+k
(
Λ
(ℓ)
(i)
)
− R−k
(
Λ(ℓ)
)
− tr
(
∆
(ℓ)
k
(
Λ
(ℓ)
k,(i) −Λ
(ℓ)
k
)))
ξ
K∑
k=1
tr
(
Λ
(ℓ)
k,(i)
)
+MPc + Ps
(20)
with i denoting the iteration index. Note that the parametric problem in (17) required to be
addressed in each iteration is concave, thereby, it can be handled by applying classical convex
optimization approaches [35]. Moreover, it can be readily proved that the Dinkelbach-based
method can converge to the globally optimal solution of the fractional problem F
(ℓ)
3 [34].
We can conclude that the sequence of the objective values generated by F
(ℓ)
3 converges, which
follows from the convergence properties of MM method [33]. Moreover, every limit point of
the sequence is a local optimum of problem F2. However, when calculating the numerator in
F
(ℓ)
3 in each iteration, i.e., the system sum-rate, manipulating the expectation operation through
Monte-Carlo methods is quite computationally cumbersome. To avoid this, we use the random
matrix theory [36], [37] to replace the rate expression by its deterministic equivalent. More
specifically, the DE of R+k (Λ) is computed by
R
+
k (Λ) = log det (IM + ΓkΛk) + log det
(
Γ˜k +Kk (Λ)
)
− tr
(
INk − Φ˜
−1
k
)
(21)
where
Γk = Ξk
(
Φ˜−1k
(
Kk (Λ)
)−1)
(22)
Γ˜k = Πk
(
Φ−1k Λk
)
(23)
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Φ˜k = INk +Πk
(
Φ−1k Λk
) (
Kk (Λ)
)−1
(24)
Φk = IM +Ξk
(
Φ˜−1k
(
Kk (Λ)
)−1)
Λk (25)
Ξk (X) , E
{
GHk XGk
}
. (26)
Similarly to the procedure of deriving the elements of Πk(X) in (8), the elements of Ξk(X)
defined in (26) can be written as
[Ξk(X)]s,t = tr
(
diag
{
[Ωk]:,s
}
X
)
· δ (s− t) . (27)
From (21) to (25), we observe that the DE expression R
+
k (Λ) depends mainly on Ξk(X) and
Πk(X˜), which can be both efficiently computed. Moreover, the concavity of R
+
k (Λ) over Λ can
be concluded from [38], [39]. Then, with the aid of (21), we turn to the following concave-convex
fractional subproblems
F
(ℓ)
5 : max
Λ
K∑
k=1
(
R
+
k (Λ)− R
−
k
(
Λ(ℓ)
)
− tr
(
∆
(ℓ)
k
(
Λk −Λ
(ℓ)
k
)))
ξ
K∑
k=1
tr (Λk) +MPc + Ps
s.t.
K∑
k=1
tr (Λk) ≤ Pmax
Λk  0, ∀k ∈ K. (28)
Note that the solution to F
(ℓ)
5 is an asymptotically optimal solution to F
(ℓ)
3 . Utilizing Dinkelbach’s
transform, F
(ℓ)
5 can be solved by considering a series of concave subproblems as follows
F
(ℓ,i)
6 : max
Λ
K∑
k=1
(
R
+
k (Λ)−R
−
k
(
Λ(ℓ)
)
− tr
(
∆
(ℓ)
k
(
Λk −Λ
(ℓ)
k
)))
− η
(ℓ)
(i)
(
ξ
K∑
k=1
tr (Λk) +MPc + Ps
)
s.t.
K∑
k=1
tr (Λk) ≤ Pmax
Λk  0, ∀k ∈ K (29)
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where
η
(ℓ)
(i) =
K∑
k=1
(
R
+
k
(
Λ
(ℓ)
(i)
)
−R−k
(
Λ(ℓ)
)
− tr
(
∆
(ℓ)
k
(
Λ
(ℓ)
k,(i) −Λ
(ℓ)
k
)))
ξ
K∑
k=1
tr
(
Λ
(ℓ)
k,(i)
)
+MPc + Ps
. (30)
In summary, our proposed statistical CSI-aided transmission design, which jointly utilizes the
MM method, the Dinkelbach’s algorithm, and the DE theory, is detailed in Algorithm 1, where
EE(ℓ) =
K∑
k=1
(
R
+
k (Λ
(ℓ))− R−k (Λ
(ℓ))
)
ξ
K∑
k=1
tr
(
Λ
(ℓ)
k
)
+MPc + Ps
(31a)
F
(ℓ)
(i) =
K∑
k=1
(
R
+
k
(
Λ
(ℓ)
(i)
)
− R−k
(
Λ(ℓ)
)
− tr
(
∆
(ℓ)
k
(
Λ
(ℓ)
k,(i) −Λ
(ℓ)
k
)))
− η
(ℓ)
(i)
(
ξ
K∑
k=1
tr
(
Λ
(ℓ)
k,(i)
)
+MPc + Ps
)
. (31b)
Remark 1: If only considering the numerator (i.e., by setting ξ = 0, Pc = 0 and Ps = 1), F
becomes a non-fractional program of sum-rate maximization, and Algorithm 1 can be utilized
to perform sum-rate maximization for massive MIMO downlink transmission.
Algorithm 1 DE-Based EE Maximization Algorithm
1: Initialize Λ(0), threshold ε1, ε2, set iteration ℓ = 0, and calculate EE
(0) as (31a).
2: repeat
3: Calculate DE auxiliary matrices Γ
(ℓ)
k and Γ˜
(ℓ)
k for all k by Algorithm 2.
4: Calculate the derivative ∆
(ℓ)
k for all k as (18).
5: Initialize Λ
(ℓ)
(0), η
(ℓ)
(0) = 0, F
(ℓ)
(0) > ε1, and set iteration i = 0.
6: while F
(ℓ)
(i) > ε1 do
7: Solve F
(ℓ,i)
6 and set Λ
(ℓ)
(i+1) as the solution.
8: Update η
(ℓ)
(i+1) as (30).
9: Update F
(ℓ)
(i+1) as (31b).
10: Set i = i+ 1.
11: end while
12: Update Λ(ℓ+1) = Λ
(ℓ)
(i) .
13: Set ℓ = ℓ+ 1, and calculate EE(ℓ) as (31a).
14: until
∣∣∣EE(ℓ) − EE(ℓ−1)∣∣∣ ≤ ε2
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Algorithm 2 Deterministic Equivalent Method
Input: Initial power allocation matrices Λ
(ℓ)
1 ,Λ
(ℓ)
2 , . . . ,Λ
(ℓ)
K and the preset threshold ε3.
Output: DE auxiliary matrices Γ
(ℓ)
k and Γ˜
(ℓ)
k , k = 1, 2, . . . , K.
1: Initialization: Φ˜
(u)
k , u = 0.
2: repeat
3: Calculate Φ˜
(u+1)
k and Φ
(u+1)
k by (24) and (25).
4: Set u = u+ 1.
5: until
∣∣∣Φ˜(u)k − Φ˜(u−1)k ∣∣∣ ≤ ε3
6: Calculate Γ
(ℓ)
k and Γ˜
(ℓ)
k by (22) and (23), k = 1, 2, . . . , K.
IV. LOW-COMPLEXITY POWER ALLOCATION ALGORITHM
The parametric problem F
(ℓ,i)
6 to be solved in each iteration is a concave program, which can
be tackled through classical convex optimization approaches [35]. However, the computational
complexity of the numerical methods will be high when the number of BS antennas becomes
large. This calls for the development of a low-complexity method for the beam domain power
allocation problem. In the following, a more efficient and well-structured iterative algorithm for
F
(ℓ)
5 is developed.
Unlike the sum-rate maximization problem, transmission with all power budget might not be
optimal for the EE maximization design, owing to the fact that the system EE will saturate when
the excessive power is consumed. Therefore, seeking the optimal transmit power consumption
is critical to EE optimization. To figure out the relationship between the system EE and the
transmit power, we first introduce an auxiliary function given by
f (ℓ+1)(PT) , max
Λ
K∑
k=1
(
R
+
k (Λ)−R
−
k
(
Λ(ℓ)
)
− tr
(
∆
(ℓ)
k
(
Λk −Λ
(ℓ)
k
)))
s.t.
K∑
k=1
tr (Λk) = PT
Λk  0, ∀k ∈ K (32)
where PT is an auxiliary power variable. Note that given an overall transmit power PT, f
(ℓ+1)(PT)
is the corresponding maximum system sum-rate. Then, we consider the following problem
argmax
PT
ς(ℓ+1)(PT) =
f (ℓ+1)(PT)
ξPT +MPc + Ps
s.t. 0 ≤ PT ≤ Pmax (33)
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where f (ℓ+1)(PT) is the introduced auxiliary function in (32). Denoting by P
∗
T the optimal
solution of problem (33), we can then obtain that f (ℓ+1)(P ∗T) is indeed the optimal objective
value of F
(ℓ)
5 . Since the objective function in (32) is concave, f
(ℓ+1)(PT) is nondecreasing and
concave with respect to PT [40, Lemma 5]. In addition, the power consumption is an affine
function of PT. Therefore, the objective ς
(ℓ+1)(PT) in (33) is a pseudo-concave function [40],
and there exists a unique globally optimal point. Thus, we can obtain that either ς(ℓ+1)(PT) is
nondecreasing in [0, Pmax], or there exits a point P
(ℓ+1)
opt ∈ [0, Pmax] that maximizes ς
(ℓ+1)(PT)
such that ς(ℓ+1)(PT) is monotonically nondecreasing when PT < P
(ℓ+1)
opt , and monotonically
nonincreasing when PT > P
(ℓ+1)
opt [35].
Motivated by the above properties, we first consider the subproblem, which is similar to F
(ℓ)
5
but without the power constraint, as follows
P1(ℓ+1) : {Λ
(ℓ+1)
k,opt }
K
k=1 = argmax
Λk:Λk0
K∑
k=1
(
R
+
k
(
Λ(ℓ)
)
− R−k
(
Λ(ℓ)
)
− tr
(
∆
(ℓ)
k (Λk −Λ
(ℓ)
k )
))
ξ
K∑
k=1
tr(Λk) +MPc + Ps
.
(34)
If the power consumption corresponding to the optimal power allocation matrices P
(ℓ+1)
opt =∑
k tr
(
Λ
(ℓ+1)
k,opt
)
lies within the feasible power region [0, Pmax] of F
(ℓ)
5 , the optimal solution of the
unconstrained EE optimization problem in P1(ℓ+1) is indeed equal to that of the constrained EE
optimization problem F
(ℓ)
5 . On the other hand, if P
(ℓ+1)
opt > Pmax, we can obtain that transmission
with all power budget Pmax is EE optimal, and we consider the following subproblem
P2(ℓ+1) : {Λ˜
(ℓ+1)
k,opt }
K
k=1 = argmax
Λk:Λk0∑
k tr(Λk)=Pmax
K∑
k=1
(
R
+
k (Λ)− R
−
k
(
Λ(ℓ)
)
− tr
(
∆
(ℓ)
k (Λk −Λ
(ℓ)
k )
))
ξ
K∑
k=1
tr(Λk) +MPc + Ps
= argmax
Λk:Λk≻0∑
k tr(Λk)=Pmax
K∑
k=1
(
R
+
k (Λ)− R
−
k
(
Λ(ℓ)
)
− tr
(
∆
(ℓ)
k (Λk −Λ
(ℓ)
k )
))
.
(35)
Thus, we can establish the relationship between the solution for the EE maximization problem
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F
(ℓ)
5 and the solutions for problems P1
(ℓ+1) and P2(ℓ+1) as
Λ
(ℓ+1)
k =
 Λ
(ℓ+1)
k,opt , P
(ℓ+1)
opt ≤ Pmax
Λ˜
(ℓ+1)
k,opt , P
(ℓ+1)
opt ≥ Pmax
, k = 1, 2, . . . , K. (36)
Based on the relationship in (36), we present the description of our proposed low-complexity
EE optimal power allocation algorithm in Algorithm 3. Subsequently, to obtain Λ
(ℓ+1)
k (∀k) in
the ℓth iteration of Algorithm 3, we will derive low-complexity algorithms for the above two
subproblems in the following subsections.
Algorithm 3 Low-Complexity Power Allocation Algorithm
1: Initialize Λ(0), threshold ε4, set iteration ℓ = 0, and calculate EE
(0) as (31a).
2: repeat
3: Calculate DE auxiliary matrices Γ
(ℓ)
k and Γ˜
(ℓ)
k for all k by Algorithm 2.
4: Calculate the derivative ∆
(ℓ)
k for all k as (18).
5: Solve problem P1(ℓ+1) by fractional programming and iterative water-filling in Algorithm
4 and set
{
Λ
(ℓ+1)
k,opt
}K
k=1
as the solution.
6: Calculate P
(ℓ+1)
opt =
K∑
k=1
tr
(
Λ
(ℓ+1)
k,opt
)
.
7: if P
(ℓ+1)
opt ≤ Pmax then
8:
9: Set
{
Λ
(ℓ+1)
k
}K
k=1
=
{
Λ
(ℓ+1)
k,opt
}K
k=1
.
10: else
11: Solve problem P2(ℓ+1) by iterative water-filling in Algorithm 5 and set {Λ˜
(ℓ+1)
k,opt }
K
k=1
as the solution.
12: Set
{
Λ
(ℓ+1)
k
}K
k=1
=
{
Λ˜
(ℓ+1)
k,opt
}K
k=1
.
13: end if
14: Set ℓ = ℓ+ 1, and calculate EE(ℓ) as (31a).
15: until
∣∣∣EE(ℓ) − EE(ℓ−1)∣∣∣ ≤ ε4
A. Unconstrained EE Optimization Problem
We first solve the unconstrained EE optimization subproblem P1(ℓ+1) in (34), whose objective
is concave-convex fractional. Via invoking Dinkelbach’s method, we can solve P1(ℓ+1) by
iteratively solving the convex optimization subproblems as follows
Λ
(ℓ)
(i+1) = argmax
Λ
K∑
k=1
(
R
+
k (Λ)− R
−
k
(
Λ(ℓ)
)
− tr
(
∆
(ℓ)
k
(
Λk −Λ
(ℓ)
k
)))
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− η
(ℓ)
(i)
(
ξ
K∑
k=1
tr (Λk) +MPc + Ps
)
s.t. Λk  0, ∀k ∈ K. (37)
To obtain the solution to (37) in the ith iteration of Dinkelbach’s method, we have the following
proposition.
Proposition 2: The optimal power allocation matrices Λ
(ℓ)
(i+1) to (37) are the solution to the
following convex optimization problem
Λ
(ℓ)
(i+1) = argmax
Λ
K∑
k=1
(
log det (IM + ΓkΛk)
+ log det
(
Γ˜k +Kk (Λ)
)
− tr
(
∆
(ℓ)
k Λk
)
− ξη
(ℓ)
(i)tr (Λk)
)
s.t. Λk  0, ∀k ∈ K. (38)
The mth element λ
(ℓ)
k,m,(i+1) of the solution Λ
(ℓ)
k,(i+1) in (38) satisfies
γ
(ℓ)
k,m,(i+1)
1+γ
(ℓ)
k,m,(i+1)
λ
(ℓ)
k,m,(i+1)
+
K∑
k′ 6=k
Nk′∑
n=1
r̂k′,m,n
γ˜
(ℓ)
k′,n,(i+1)
+σ2+tr(R̂k′,nΛ
(ℓ)
\k′,(i+1)
)
= d
(ℓ)
k,m + ξη
(ℓ)
(i) , ξη
(ℓ)
(i) < υ
(ℓ)
k,m,(i+1) − d
(ℓ)
k,m
λ
(ℓ)
k,m,(i+1) = 0, ξη
(ℓ)
(i) ≥ υ
(ℓ)
k,m,(i+1) − d
(ℓ)
k,m
(39)
with the auxiliary variable υ
(ℓ)
k,m,(i+1) expressed as
υ
(ℓ)
k,m,(i+1) = γ
(ℓ)
k,m,(i+1) +
K∑
k′ 6=k
Nk′∑
n=1
r̂k′,m,n
γ˜
(ℓ)
k′,n,(i+1) + σ
2 +
∑
(l′,m′)
∈S(k,m,k′)
r̂k′,m′,nλ
(ℓ)
l′,m′,(i+1)
,
Sk,m,k′ = {(l
′, m′)|l′ 6= k′, (l′, m′) 6= (k,m),l′ ∈ {1, 2, . . . , K}, m′ ∈ {1, 2, . . . ,M}} (40)
where γ
(ℓ)
k,m,(i+1), r̂k′,m,n, and d
(ℓ)
k,m are the mth diagonal elements of Γ
(ℓ)
k,(i+1), R̂k′,n, and ∆
(ℓ)
k ,
respectively, and γ˜
(ℓ)
k′,n,(i+1) is the nth diagonal element of Γ˜
(ℓ)
k′,(i+1).
Proof: See Appendix B.
The solutions in (39) indicate that the asymptotic-optimal power allocation matrices for all
UTs follow the classical water-filling structure and the water level depends on the auxiliary
variable η
(ℓ)
(i) . Specifically, for the single-UT case with K = 1, the solutions can be obtained
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in closed-form, i.e., λ
(ℓ)
k,m,(i+1) =
[
1
ξη
(ℓ)
(i)
− 1
γ
(ℓ)
k,m,(i+1)
]+
. For the case of multiple UTs, it is in
general difficult to obtain the solutions in a closed-form. Thus, we propose an EE maximization
iterative water-filling algorithm in Algorithm 4, where the auxiliary variables ρ
(ℓ)
k,m,(i)(xk,m) and
ρ′
(ℓ)
k,m,(i)(xk,m) in Step 8 are defined as
ρ
(ℓ)
k,m,(i)(xk,m) =
γ
(ℓ)
k,m,(i)
1 + γ
(ℓ)
k,m,(i)xk,m
− d
(ℓ)
k,m − ξη
(ℓ)
(i)
+
K∑
k′ 6=k
Nk′∑
n=1
r̂k′,m,n
γ˜
(ℓ)
k′,n,(i) + σ
2 + r̂k′,m,nxk,m +
∑
(l′,m′)
∈S(k,m,k′)
r̂k′,m′,nxl′,m′
(41)
ρ′
(ℓ)
k,m,(i)(xk,m) =−
(γ
(ℓ)
k,m,(i))
2
(1 + γ
(ℓ)
k,m,(i)xk,m)
2
−
K∑
k′ 6=k
Nk′∑
n=1
r̂2k′,m,n
(γ˜
(ℓ)
k′,n,(i) + σ
2 + r̂k′,m,nxk,m +
∑
(l′,m′)
∈S(k,m,k′)
r̂k′,m′,nxl′,m′)
2 (42)
respectively. Note that Algorithm 4 is a generalized water-filling algorithm. For our considered
multi-UT scenario, accurately solving (39) is usually challenging, which is caused by the sum-
mation of fractional functions. Therefore, Newton-Raphson method [41] is utilized to acquire
the approximate solutions of (39) in Step 9, i.e., the mth element λ
(ℓ)
k,m,(i+1) of Λ
(ℓ)
k,(i+1). Note that
problem (38) is concave and (39) is derived from the corresponding Karush-Kuhn-Tucker (KKT)
conditions. Then even when (39) has multiple solutions, the objective values corresponding to
different solutions are the same. For the single-UT case, with the explicit solutions of (39)
instead of the iterative Newton-Raphson method, Algorithm 4 reduces to a standard water-filling
algorithm.
B. Sum-Rate Optimization Problem
According to the relationship in (36), if the solution to P1(ℓ+1) is not feasible for F
(ℓ)
5 , we then
need to solve P2(ℓ+1). Employing a similar procedure for solving (37), we have the proposition
on the solution to the sum-rate maximization problem P2(ℓ+1) in the ℓth iteration of MM method
as follows.
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Algorithm 4 EE Maximum Iterative Water-Filling Algorithm
1: Initialize Λ
(ℓ)
(0) = Λ
(ℓ), threshold ε5, and ε6, set iteration i = 0, and calculate η
(ℓ)
(0) as (30).
2: repeat
3: Initialize diagonal matrices Xk = Λ
(ℓ)
k,(i), k = 1, 2, . . . , K. Here, xk,m is the mth diagonal
entries of Xk.
4: for k = 1 to K do
5: for m = 1 to M do
6: Set wk,m = 0 and x
(wk,m)
k,m = x
(wk,m)
k,m .
7: repeat
8: Calculate ρ
(ℓ)
k,m,(i)(x
(wk,m)
k,m ) and ρ
′(ℓ)
k,m,(i)(x
(wk,m)
k,m ) by (41) and (42).
9: Update xk,m as x
(wk,m+1)
k,m = x
(wk,m)
k,m − ρ
(ℓ)
k,m,(i)(x
(wk,m)
k,m )/ρ
′(ℓ)
k,m,(i)(x
(wk,m)
k,m ).
10: Set wk,m = wk,m + 1.
11: until
∣∣∣x(wk,m)k,m − x(wk,m−1)k,m ∣∣∣ ≤ ε5
12: end for
13: end for
14: Update xk,m =
[
x
(wk,m)
k,m
]+
.
15: Update Λ
(ℓ)
k,(i+1) = Xk, k = 1, 2, . . . , K.
16: Calculate η
(ℓ)
(i+1) as (30).
17: Set i = i+ 1.
18: until
∣∣∣η(ℓ)(i) − η(ℓ)(i−1)∣∣∣ ≤ ε6
Proposition 3: The optimal power allocation matrices Λ(ℓ+1) to P2(ℓ+1) are the solution to
the following convex optimization problem
Λ(ℓ+1) = argmax
Λ
K∑
k=1
(
log det (IM + ΓkΛk)+ log det
(
Γ˜k +Kk (Λ)
)
− tr
(
∆
(ℓ)
k Λk
))
s.t. Λk  0, ∀k ∈ K. (43)
The mth element λ
(ℓ+1)
k,m of Λ
(ℓ+1)
k in (43) satisfies
γ
(ℓ+1)
k,m
1+γ
(ℓ+1)
k,m
λ
(ℓ+1)
k,m
+
K∑
k′ 6=k
Nk′∑
n=1
r̂k′,m,n
γ˜
(ℓ+1)
k′,n
+σ2+tr(R̂k′,nΛ
(ℓ+1)
\k′
)
= d
(ℓ)
k,m + µ
(ℓ+1), µ(ℓ+1) < υ
(ℓ+1)
k,m
λ
(ℓ+1)
k,m = 0, µ
(ℓ+1) ≥ υ
(ℓ+1)
k,m
(44)
where the Lagrange multiplier µ(ℓ+1) satisfies the following KKT conditions
µ(ℓ+1)
(
tr
(∑
k
Λ
(ℓ+1)
k
)
− Pmax
)
= 0
µ(ℓ+1) ≥ 0 (45)
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and the auxiliary variable υ
(ℓ+1)
k,m in (44) is given by
υ
(ℓ+1)
k,m = γ
(ℓ+1)
k,m − d
(ℓ)
k,m +
K∑
k′ 6=k
Nk′∑
n=1
r̂k′,m,n
γ˜
(ℓ+1)
k′,n + σ
2 +
∑
(l′,m′)
∈S(k,m,k′)
r̂k′,m′,nλ
(ℓ+1)
l′,m′
. (46)
Here, we omit the proof of Proposition 3 for brevity since it is similar to that of Proposition 2.
Note that the solutions in (44) also follow a similar structure to the classical water-filling
solution. In particular, for the single-UT case with K = 1, the solutions are given in the
closed-form as λ
(ℓ+1)
k,m =
[
(d
(ℓ)
k,m + µ
(ℓ+1))
−1
− (γ
(ℓ+1)
k,m )
−1
]+
. The choice of µ(ℓ+1) depends on
the constraints in (45). For the multi-UT case, we propose the sum-rate maximum iterative
water-filling algorithm in Algorithm 5 to efficiently solve P2(ℓ+1), where
ν
(ℓ)
k,m(xk,m) =
γ
(ℓ)
k,m
1 + γ
(ℓ)
k,mxk,m
− d
(ℓ)
k,m − µ
(ℓ)
+
K∑
k′ 6=k
Nk′∑
n=1
r̂k′,m,n
γ˜
(ℓ)
k′,n + σ
2 + r̂k′,m,nxk,m +
∑
(l′,m′)
∈S(k,m,k′)
r̂k′,m′,nxl′,m′
(47)
ν ′
(ℓ)
k,m(xk,m) = −
(γ
(ℓ)
k,m)
2
(1 + γ
(ℓ)
k,mxk,m)
2
−
K∑
k′ 6=k
Nk′∑
n=1
r̂2k′,m,n
(γ˜
(ℓ)
k′,n + σ
2 + r̂k′,m,nxk,m +
∑
(l′,m′)
∈S(k,m,k′)
r̂k′,m′,nxl′,m′)
2 (48)
µmax = max
k,m
γ
(ℓ)
k,m +
K∑
k′ 6=k
Nk′∑
n=1
r̂k′,m,n
γ˜
(ℓ)
k′,n + σ
2
− d
(ℓ)
k,m. (49)
Note that Algorithm 5 is also a generalized water-filling algorithm and Newton-Raphson method
is exploited to acquire the approximate roots of (44). In addition, the bisection method is utilized
to find the optimal µ(ℓ+1) under constraints (45) in Algorithm 5.
C. Convergence and Complexity Analysis
For the convergence of the proposed low-complexity algorithms, we start with the convergence
of Algorithm 4 owing to the utilization of the EE maximum iterative water-filling procedure
in Algorithm 3. Firstly, during each step, since (37) is a concave problem, the EE maximum
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Algorithm 5 Sum-Rate Maximum Iterative Water-Filling Algorithm
1: Initialize diagonal matrices Xk = Λ
(ℓ)
k , k = 1, 2, . . . , K and threshold ε7 and ε8. Here, xk,m
is the mth diagonal elements of Xk. Initialize µ
(u′)
min = 0 and µ
(u′)
max by (49), set iteration
u′ = 0, and calculate µ(u
′) = 1
2
(µ
(u′)
max + µ
(u′)
min).
2: repeat
3: for k = 1 to K do
4: for m = 1 to M do
5: Set wk,m = 0 and x
(wk,m)
k,m = x
(wk,m)
k,m .
6: repeat
7: Calculate ν
(ℓ)
k,m(x
(wk,m)
k,m ) and ν
′(ℓ)
k,m(x
(wk,m)
k,m ) by (47) and (48).
8: Update xk,m as x
(wk,m+1)
k,m = x
(wk,m)
k,m − ν
(ℓ)
k,m(x
(wk,m)
k,m )/ν
′(ℓ)
k,m(x
(wk,m)
k,m ).
9: Set wk,m = wk,m + 1.
10: until
∣∣∣x(wk,m)k,m − x(wk,m−1)k,m ∣∣∣ ≤ ε7
11: end for
12: end for
13: Update xk,m =
[
x
(wk,m)
k,m
]+
and calculate ptot =
K∑
k=1
M∑
m=1
xk,m.
14: if ptot < Pmax then
15: Set µ
(u′+1)
min = µ
(u′)
min and µ
(u′+1)
max = µ(u
′).
16: else
17: Set µ
(u′+1)
min = µ
(u′) and µ
(u′+1)
max = µ
(u′)
max.
18: end if
19: Update µ(u
′+1) = 1
2
(µ
(u′+1)
max + µ
(u′+1)
min ) and set u
′ = u′ + 1.
20: until |Pmax − ptot| ≤ ε8
iterative water-filling can achieve the global maximum through solving the KKT optimality
conditions [35]. Secondly, following from the convergence properties of Dinkelbach’s method,
the solution sequence
{
Λ
(ℓ)
1,(i),Λ
(ℓ)
2,(i), . . . ,Λ
(ℓ)
K,(i)
}∞
i=0
converges to the global optimum [6]. Thus,
the EE maximum iterative water-filling converges to the global optimum for P1(ℓ+1). In addition,
the sum-rate maximum iterative water-filling in Algorithm 5 can converge to the global optimum
for P2(ℓ+1) [42]. Moreover, the objective value sequence
{
EE(ℓ)
}∞
ℓ=0
output by Algorithm 3 is
convergent based on the convergence properties of the MM method [33]. Thus, the proposed
low-complexity power allocation Algorithm 3 is convergent.
Then, we discuss the complexity of our proposed algorithms. For each iteration in Algorithm
3, the optimization procedure is separated into two subproblems to obtain Λ(ℓ+1), i.e., the
unconstrained EE optimization problem P1(ℓ+1) and the sum-rate maximization problem P2(ℓ+1).
Owing to the fast convergence rate of Φ˜
(u+1)
k and Φ
(u+1)
k , and the low complexity of their
calculations, the major complexity of each iteration in Algorithm 3 is composed of the complexity
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of Algorithm 4 or Algorithm 5. For Algorithm 4, the outer layer of η
(ℓ)
(i) converges after very
few iterations, which is shown by the numerical results illustrated in Section V. Therefore,
the complexity of Algorithm 4 depends mainly on the iterations required in the convergence
of Newton-Raphson method to solve (39). Specifically, with a precision of g digits [35], the
number of iterations required for Newton-Raphson method is log g [41]. For Algorithm 5, the
complexity of the inner iteration is the same as that in Algorithm 4. For the outer iteration,
the bisection method will also converge very fast [35]. Thus, the computational complexity of
Algorithm 3 is approximately O(JKM log g + JKM), where J is the number of iterations
required for the MM method in Algorithm 3, which is usually very small as it can be observed
in the simulations. Note that the complexity of Algorithm 1 can be similarly obtained as be
O(JLK3M3) where L is the number of iterations required in Dinkelbach’s transform, assuming
that each subproblem in (29) is solved using standard interior point methods [35]. Therefore,
the computational complexity of Algorithm 3 can be significantly reduced when compared with
Algorithm 1, especially for the cases with large numbers of UTs K or BS antennas M .
V. NUMERICAL RESULTS
Numerical analysis is presented to evaluate the performance of our proposed statistical CSI
aided EE optimization approach for massive MIMO downlink transmission. The QuaDRiGa
channel model [43] with a suburban macro cell scenario is adopted throughout the simulations.
A total of K = 8 UTs are randomly distributed in the cell sector. The pathloss is set as −120
dB for all UTs [34]. In the simulations, the antenna array topology ULA is adopted for the BS
and each UT k, with the number of antennas being M = 128 and Nk = 4, respectively. The
spacing between antennas is half-wavelength. The amplifier inefficiency factor is set as ξ = 5,
the hardware dissipated power per antenna and the static power consumption are respectively
set to Pc = 30 dBm and Ps = 40 dBm. The noise variance is set as σ
2 = −105 dBm [44].
As the proposed algorithms converge to local optimum, the numerical results are obtained via
averaging over initialization points.
The EE performance and the sum-rate performance of the approaches which aim for EE
maximization and sum-rate maximization are compared in Figs. 2(a) and 2(b), respectively. The
results show that, in the low power budget regime, the performance of the EE- and sum-rate-
oriented approaches are almost identical, which indicates that transmission with all power budget
is nearly energy efficient. In the large power budget regime, our EE-oriented approach achieved
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Fig. 2. Comparison of EE performance and sum-rate performance versus Pmax with the aims of EE maximization and sum-rate
maximization in Algorithm 3. (a) EE performance; (b) sum-rate performance.
substantially better EE performance compared with the sum-rate maximization approach. This
is due to the reason that there exists a threshold value of the transmit power for maximizing
the system EE, thus any excess power will depress the system EE. Unlike the EE optimization
design, the sum-rate optimization design always uses the overall power budget to maximize the
system sum-rate regardless of the cost, which might also degrade the system EE. We can also
observe that the DE results are almost identical to those obtained from the Monte-Carlo results.
The convergence behaviors of the iterative Algorithms 3 and 4 are presented in Figs. 3
and 4, respectively. The results indicate that our proposed Algorithm 3 has quick convergence
performance and usually converges after only two or three iterations. In particular, the optimal
performance can be approached after only one iteration for low Pmax. We can also observe that
the convergence rate of Algorithm 3 becomes slightly slower when Pmax increases. From Fig.
4, we observe that Algorithm 4 also converges fast in typical power budget regions.
Fig. 5 depicts the EE performance of our proposed statistical CSI aided iterative Algorithm 3
versus the number of BS antennas. We can observe a decreasing tendency of the EE value when
the number of BS antennas increases, which is due to the linear increasing tendency in power
consumption related to the number of BS antennas.
Fig. 6 illustrates the EE performance of our proposed Algorithm 3 for the two circuit power
values per antenna of Pc = 10 dBm and Pc = 30 dBm, respectively. In order to clearly show
the results for the two circuit power values in the same figure, we have magnified the EE value
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Fig. 3. Convergence behavior of Algorithm 3 versus the numbers of iterations for different values of maximum power budget
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Fig. 5. The EE performance versus the maximum power budget Pmax for different numbers of BS antennas M .
corresponding to the case of Pc = 30 dBm by a factor of 5 as in [45]. We can observe that the EE
performance improves as the circuit power per antenna decreases, which indicates that system
EE will increase if Pc can be reduced. In addition, we can also observe that the EE saturation
point is shifted to the right as Pc increases. This is due to the reason that for a higher Pc, the
transmit power will also increase before it becomes the dominant term in the denominator of
the EE, and the optimal tradeoff between numerator and denominator is reached. Actually, if
Pc ≫ Pmax, the EE maximization approach will reduce to the sum-rate maximization approach.
VI. CONCLUSION
We have investigated single-cell massive MIMO downlink precoding under the EE maximiza-
tion criterion with only statistical CSIT. We first showed the solution of the optimal transmit
signal direction in a closed-form. Consequently, the maximum system EE for massive MIMO
downlink could be acquired in the beam domain. Based on this conclusion, we reduced the
complex transmit strategy design into a power allocation problem in the beam domain. Exploiting
the MM algorithm and Dinkelbach’s transform, a sequential algorithm was further proposed to
solve such a power allocation problem, together with the reduction of computational complexity
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Fig. 6. The EE performance versus the maximum power budget Pmax for different values of circuit power consumption per
antenna Pc.
using the deterministic equivalent theory. Furthermore, we proposed a generalized iterative water-
filling scheme via separating the constrained EE maximization problem into an unconstrained
EE maximization problem and a constrained sum-rate maximization problem. We demonstrated
by numerical results the EE improvement of our proposed EE optimization method over the
sum-rate optimization method, especially in the high power budget regime.
APPENDIX A
PROOF OF PROPOSITION 1
Denote by Q˜k = V
HQkV(∀k). Then, the sum rate of the system, which is also the numerator
of the objective function in problem F , can be expressed as
Rsum =
K∑
k=1
Rk =
K∑
k=1
(
E
{
log det
(
K˜k +GkQ˜kG
H
k
)}
− log det
(
K˜k
))
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where
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i 6=k
E
{
GkQ˜kG
H
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}
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= σ2INk +
K∑
i 6=k
Πk
(
Q˜i
)
. (51)
It is not difficult to check that the off-diagonal elements of X do not affect the value of Πk (X).
Therefore, the element values of K˜k are independent of the off-diagonal elements of Q˜i(∀i).
Following a similar line of reasoning of the proof in [46, Theorem 1], we define a diagonal
matrix Dm ∈ R
M×M whose diagonal entries are 1 except the (m,m)th entry which is −1. Then,
the entries of DmQ˜kDm are equivalent to those of Q˜k except the off-diagonals in the mth row
and mth column, whose signs are reversed. Thus, replacing Q˜i with DmQ˜iDm for ∀i will not
affect the value of K˜k in (51). Moreover, noticing that the zero-mean matrix Gk is column-
independent, its distribution will not be changed after being multiplied by a unitary matrix from
either left or right. Since Dm is a unitary matrix, we can obtain that Gk and GkDm have the
same distribution, which yields
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)
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Note that the matrix 1
2
(
Q˜k +DmQ˜kDm
)
has entries equal to those of Q˜k except for the off-
diagonal entries in the mth row and mth column, which are all 0. Moreover, invoking Jensen’s
inequality, we can have
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=
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+
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The above inequality indicates that nulling the off-diagonal entries of any row and column of
Q˜1, . . . , Q˜K will not decrease the sum rate in (50). Repeating this process for m from 1 to M ,
we can find that the numerator of problem F is maximized when Q˜1, . . . , Q˜K are all diagonal.
Meanwhile, changing the off-diagonal entries of any row and column of Q˜1, . . . , Q˜K does not
change the denominator of the objective function in problem F . Therefore, the objective function
in problem F is maximized when Q˜k = V
HQkV = V
HΨkΛkΨ
H
k V(∀k) are all diagonal. This
concludes the proof.
APPENDIX B
PROOF OF PROPOSITION 2
The lagrangian function of problem (37) is defined as
L =
K∑
k=1
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where the Lagrange multipliers Ψk  0 depend on the problem constraints. The gradient of
R
+
k (Λ) over Λk can be derived from (21) as
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Following an approach similar to proving Theorem 4 in [37], we have
∂R
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which further leads to
∂
∂Λk
R
+
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In addition, the gradient of R
+
k (Λ) over Λk′(k
′ 6= k) is derived as
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where γ˜k,n denotes the nth diagonal element of Γ˜k. Then, from (58) and (59), we have
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Due to the fact that R
+
k (Λ) is strictly concave with respect to Λ, the KKT conditions of problem
(29) are
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Note that problem in (29) is a convex program. Therefore, we can acquire its optimal solution
Λ
(ℓ)
k,(i+1) through solving the corresponding KKT conditions. From (54) and (56), we reformulate
its first KKT condition in (61) as
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Note that ∂L
∂Λ
(ℓ)
k,(i+1)
above is a diagonal matrix. Then, KKT condition (63) can be reduced to
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Therefore, we can observe that the KKT conditions in (61) and (62) are equal to those of the
following problem
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Note that (65) is also a convex program, whose KKT conditions are equivalent to those of (29).
Solving the KKT conditions, we have
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where the auxiliary variable υ
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This concludes the proof.
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