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Abstract
Redox processes taking place at transition metal (TM) ions embedded in inorganic matrices
are industrially important, as they are relevant in many technological applications including
heterogeneous catalysis, and hence the present computational study focuses on catalytic redox
reactions. Of particular importance for oxidation reactions are the microporous aluminophos-
phate catalysts (AlPOs) in which Al ions can be replaced by redox-active TMs. We focus on
the aerobic oxidation of linear alkanes catalysed by Mn-doped AlPO-5 and AlPO-34.
Firstly we compare the results deriving from the use of di↵erent functionals (GGA and
hybrid exchange functionals). Calculated reaction and activation energies vary by changing the
exchange and correlation functionals used in DFT. The rationale is that redox processes change
the electronic configuration and number of d-electrons of the TM ions, and hence are expected
to be a↵ected by the self-interaction error (SIE) of local DFT functionals. The orbital-dependent
solution obtained by inclusion of exact exchange in hybrid-exchange functionals corrects for the
SIE. Since there are no experimental investigations to compare our results, we then calculated
the Li intercalation potential of LiMPO4 (M=Mn or Fe) using the same functionals as during the
delithiation of LiMPO4, the redox chemistry is the same exploited in MnAlPO-5. Amounts of
HF exchange between 20-35%, give Li intercalation potential closer to the experimental value.
Moreover, we examine the oxidation of primary and secondary carbon atoms of linear
alkanes (propane and hexane), and we compare the energetics in di↵erent MnAlPOs. We show
that the pore size on AlPO-5 is too large to impose structural constraints while the smaller AlPO
framework with the use of a longer alkanes can impose some constraints without, however,
reversing the relative reactivity of carbon atoms.
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Chapter 1
Introduction
The study of redox reactions has spawned considerable interest, as they are relevant in
many technological applications from fuel cells and energy storage in lithium batteries
[1–5], to corrosion processes [6–11] and heterogeneous catalysis. The economic im-
portance of these processes, especially in the synthetic chemistry industry, which relies
on the availability of new and improved catalysts, has led to continual attempts to inves-
tigate new materials whose electronic and structural properties are suitable for specific
applications. A detailed atomic level understanding of structures, properties, reaction
mechanisms of complex materials and energetics is extremely desirable as a tool to opti-
mise existing processes and rationally design new ones, as well as preventing unwanted
processes [12]. Redox catalysis has been studied theoretically and experimentally over
decades in order to determine mechanistic aspects of chemical reactions and to measure
thermodynamic and kinetic parameters.
Despite continuous advances in experimental methods and techniques, the study
of reaction mechanisms is still an open challenge, particularly for the detection of short
lived intermediates and transient species, that are present in low concentration during
the overall process. It is becoming increasingly customary in such cases to complement
experiment with quantum chemical computational studies. To fulfil this goal, general
and reliable computer modelling techniques that do not rely on system-specific param-
eters are required. These methods have been developed over the decades and are now
a tool for research in solid-state chemistry, condensed matter physics and materials
science in order to interpret the available experimental data as well as to predict new
experimental observations. Computational studies for solid compounds are often per-
formed at the Density Functional Theory (DFT) level. We should however bear in mind
that, while the DFT theory is exact, practical implementations rely on approximations
that are known to a↵ect results. With this perspective in mind, addressing the accuracy
achievable with available techniques is a topic of fundamental importance.
The motivation of this thesis is to perform a thorough computational analysis with
molecular detail of redox reactions taking place at transition metal (TM) ions embed-
ded in inorganic matrices. Of particular importance for oxidation reactions are the
microporous aluminophosphate catalysts (AlPOs) in which Al ions can be replaced by
redox-active transition metals such as Mn, Fe and Co. The incorporation of redox met-
als into these molecular sieves a↵ords potentially interesting heterogeneous oxidation
catalysts [13, 14]. These materials combine the reactivity of the redox-active cations
with the unique spatial constraints imposed by the molecular dimensions of their mi-
croporous framework [15, 16]. Recent computational investigations based on B3LYP
hybrid exchange-functional in DFT have been performed by Go´mez Hortigu¨ela et al.
and determined the catalytic mechanism of the aerobic oxidation of ethane catalysed by
Mn-doped nanoporous aluminophosphate-5 (MnAlPO-5). In the catalytic mechanism
examined, redox activity is associated with a TM ion such as Mn, Fe, Co that replaces
framework Al3+ sites and reversibly changes between 3+ and 2+ oxidation states during
the catalytic cycle. In DFT studies, TM ions with open shell d electrons are sensitive to
the details of the Hamiltonian, as these are the systems where the self-interaction error
(SIE) of DFT is most pronounced. Because of the SIE, DFT results on redox reactions
should be treated with care.
We will be mainly concerned on applications of DFT where the development of
robust exchange and correlation functionals has been important [17, 18]. Early func-
tionals used the local density approximation (LDA), which provides surprisingly good
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results for metallic solids with delocalised electrons but revealed systematic shortcom-
ings in the description of materials with localised electrons. The next generation of
functionals, the so-called generalized gradient approximation (GGA) aimed at correct-
ing those shortcomings [19]. Both of those functionals are known to fail in the descrip-
tion of the electronic properties of late TM compounds because of the self-interaction
error which is considerable for strongly localized d or f states. The development of
B3LYP and other hybrid functionals, which combine the GGA and exact exchange,
allow improved accuracy and better agreement with experiment [20, 21]. Thus, we
will discuss the performance of GGA and hybrid exchange functionals with di↵erent
amount of HF exchange (between 0 and 50%) in modelling the catalytic oxidation of
alkanes in MnAlPOs.
Clearly a reliable way of refining this range must be found, possibly by direct
comparison to experiment, to establish confidence in the computational results. Unfor-
tunately, the energetics of individual elementary steps in a complex catalytic cycle is not
currently possible to measure exactly. Thus, we will exploit the fact that the Mn3+/Mn2+
redox chemistry and local environment of Mn directly bonded to phosphate ions, is the
same as in the intercalation chemistry of LiMnPO4 (LMP) employed in lithium battery
cathodes. The redox potential of LMP upon intercalation and deintercalation of Li is
the MnPO4 host is measured quantitatively in electrochemical cells, for instance via
cyclic voltammetry. The shortcomings of DFT in localising an additional electron on
Mn3+ during the catalytic cycle and the Li intercalation are very similar.
An extension of this computational study will focus on the catalytic properties of
TM-doped AlPOs with di↵erent pore sized frameworks. We will examine selectivity
issues related to the functionalisation of primary and secondary carbon atoms when
the aerobic oxidation of linear alkanes is taking place in MnAlPO-5 and in the smaller
MnAlPO-34.
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We will now give a brief summary of the redox reactions examined in this thesis,
considering their industrial importance and the demand for thorough computational
analysis and finally, we will give the outline of the thesis.
1.1 Aerobic oxidation of linear alkanes catalysed
by Mn-Doped nanoporous aluminophosphates
(MnAlPO’s)
Saturated hydrocarbons, or alkanes (methane, ethane, propane, hexane etc.), are
amongst the most abundant organic molecules in nature on which the chemical in-
dustry has based the production of high added value organic compounds (hydroperox-
ides, alcohols, aldehydes, ketones, carboxylic acids, olefins, aromatic compounds etc.).
However, they are known to be the least reactive organic compounds, which can be
called “noble gases of organic chemistry”. Due to their highly unreactive nature, their
functionalisation is a challenging reaction. The chemical inertness of alkanes can be
overcome if the transformations are carried out at high temperatures, but the selectivity
of such processes is very low. The selective oxidation of saturated hydrocarbons un-
der mild conditions is a di cult task due the lower thermodynamic stability of the C1
terminal oxyfunctionalization with respect to C2· · ·Cn carbon atoms, but at the same
time it is of great importance in catalytic chemistry as the terminal-oxidised alkanes
like linear alcohols or acids are important feedstocks for the chemical, polymer and
pharmaceutical industries [22]. Thus, terminal oxidation at primary carbon atoms is
still a major challenge in modern catalysis research.
Traditional strong oxidants such as boiling nitric acid, concentrated sulphuric
acid, chromic acid or potassium permanganate are aggressive agents and do not al-
low for selectivity control of hydrocarbon oxidation. Moreover, these oxidants are no
longer environmentally acceptable. Hydrogen peroxide [23], organic hydroperoxides
and N2O can be used as alternative oxygen donors and permit some selectivity control
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[15]; nevertheless, current environmental awareness as well as the cost of sacrificial
oxidants make molecular dioxygen as the oxidant of the choice. The natural biological
cycle is supported by atmospheric oxygen and a number of enzymes are capable of
performing selective terminal oxidations; the active site is surrounded by several amino
acid residues which impose stereochemical constraints resulting in selectivity and high
activity under the most benign environmental conditions.
However, to date, there is no heterogeneous catalyst able to replicate the activity
and selectivity features of enzymes in stable solid materials and fulfil all the conditions
required for the industrial scale applications. Thus, new ways have been investigated to
design inorganic catalysts, that would partially and regioselectively oxidize alkanes, us-
ing either molecular oxygen or air under mild conditions instead of sacrificial oxidants,
as they are environmentally benign and reduce polluting by-products [24].
Crystalline nanoporous aluminophosphates (AlPOs) are heterogeneous systems
that show e cacy as oxidation catalysts. AlPOs have been widely studied since their
discovery by Wilson et al. in 1982 [25]. They are zeolite-like materials in which P and
Al replace the Si ions in order to form a three-dimensional oxide network providing a
range of polymorphic structures [26]. The activation of these crystalline microporous
materials with di↵erent redox active transition metals such as Co, Mn and Fe which
isomorphously replace Al in the AlPO framework, can give a series of doped materi-
als with catalytic properties [13, 14, 27]. Microporous aluminophosphates have good
thermal stability and can be easily prepared using structure-directing organic templates,
providing a range of structures which di↵er in micropore and cage characteristics. In
addition, the internal surfaces of AlPOs are only accessible to reactant molecules of
particular size and shape, and yield products of appropriate dimension. In late 1990’s,
Thomas and co-workers [16, 28] discovered the catalytic activity of doped AlPOs in
selective oxidation of the terminal carbon atoms in n-alkanes using molecular oxygen
in a liquid-phase reaction. Essential for zeotype catalysts is the fine tuning of the pore
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diameter which allows for the the terminal C atom of the n-alkane to approach the
catalytically active site.
The intellectual challenge is to find a strategy for such environmentally acceptable
objectives, as one-step processes and/or solvent free chemical conversions, using air or
molecular oxygen as the oxidant [16, 28–32]. The use of dioxygen as oxidant is also
desirable in other types of oxidations like the epoxidation of alkenes [33], the selective
oxidation of cyclohexane [34–36] and the Baeyer=Villiger oxidation of ketones to lac-
tones [37]. Oxidation reactions can be separated into three categories: (1) autoxidation
through a free-radical chain reaction; (2) oxidation of the substrate co-ordinated to the
metal ion followed by reoxidation of the reduced metal and (3) catalytic transfer of
oxygen [15, 38]. The reaction conditions (gas or liquid phase, reaction temperature,
pressure) and most importantly the nature of the metal and oxidant are the factors con-
ducting the dominance of one of these mechanisms. The one-electron oxidants such
as Mn, Fe and Co are known to be highly e cient catalysts for liquid-phase aerobic
autoxidation reaction through the formation of free-radicals, as in the first (1) category
[38]. In free-radical autoxidations, the intermediates are alkoxy and alkylperoxy rad-
icals. The proposed elementary steps are summarised below in equations 1.1 - 1.7,
where M is the transition metal.
RH + O2 ! R · +HOO· (1.1)
R · +O2 ! ROO· (1.2)
ROO · +RH ! R · +ROOH (1.3)
ROOH + MII ! RO · +MIIIOH (1.4)
ROOH + MIIIOH ! ROO · +MII + H2O (1.5)
RO · +RH ! ROH (1.6)
ROO · +ROO· ! ROH + R(H) = O + O2 (1.7)
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Iglesia and co-workers have experimentally investigated the aerobic oxidation of cy-
clohexane and n-hexane catalyzed by a Mn-doped aluminophosphate with the AFI
framework structure (MnAPO-5) [31, 35]. In order to determine the main reaction
intermediates, they proposed a reaction mechanism based on extensive spectroscopic
and isotoping labelling techniques that is summarised by the reaction steps 1.1 - 1.7.
However, the in situ detection and analysis of a large number of intermediates involved
is a di cult task. Computational methods based on electronic structure techniques
can in this case be applied proficiently to complement the experimental results. The
scheme proposed by Iglesia et al. was the starting point of computational investiga-
tions by Go´mez Hortigu¨ela et al. [39–43], using Density Functional Theory methods.
They revealed the whole catalytic cycle of the aerobic oxidation of ethane catalyzed by
Mn-doped AlPOs, which comprises over 20 reaction intermediates.
The contribution of this thesis is to build on the earlier studies by Go´mez Hor-
tigu¨ela et al. in three complementary directions. The first includes a comparison of
results calculated with di↵erent functionals: B3LYP results are complemented with a
selection of other GGA and hybrid exchange functionals. The goal is to identify the
sensitivity of results to the choice of functional in DFT calculations, in two represen-
tative steps of the catalytic cycle, proposed by Go´mez Hortigu¨ela et al. [39, 40]. The
steps chosen are the abstraction of H from ethane in the preactivation phase, which
involves a reduction of the MnIII site to MnII , as in equation 1.1, and one step of the
radical propagation mechanism where Mn does not change oxidation state, as in equa-
tion 1.6. Beside the intrinsic interest of this study, understanding how results depend
on the choice of functional is fundamental in guiding future work.
The second direction involves the use of a di↵erent aluminophosphate framework,
in particular the small pore AlPO-34. Our aim here is to compare the energetics for the
aerobic oxidation of ethane in Mn-AlPO-5 and Mn-AlPO-34, and quantify the steric
constraints generated by the framework structure in di↵erent steps of the reaction mech-
anism.
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The final direction, is to discriminate the reactivity of primary and secondary car-
bon atoms to oxidation, which is one of the most pressing open questions in the Me-
AlPO literature. To achieve this, we examine the oxidation of ethane, propane and
hexane in AlPO-5 and AlPO-34.
1.2 Li intercalation in LiMnPO4 and LiFePO4 olivine
structures
One of the major challenges of chemistry in 21st century is the development of cleaner
and sustainable sources of energy. A range of energy conversion and storage tech-
nologies, such as fuel cells and lithium rechargeable batteries, have been developed
to relieve dependence on fossil fuels and to cut carbon emission. The performance of
these energy systems depends crucially on the properties of their component materials.
Innovative materials chemistry lies at the centre of advances in this field; an excellent
example already commercially available are the Li-ion rechargeable batteries, whose
high energy density has transformed portable electronic devices during the past two
decades [44] and whose use for purposes of communication, data processing and trans-
mission, entertainment, etc. is growing rapidly [45]. The vision of massive commercial
use of electrically powered vehicles is under active commercial development [46], but
requires even more e cient batteries, with a number of crucial properties. A crucial key
for a good battery design depends on the choice of cathode material.The cathode should
be both an ionic and electronic conductor in order to allow for the insertion/deinsertion
of lithium and rapid charge and discharge capability. Furthermore, the volume change
of the cathode during its operation should be as small as possible, as this ensures good
reversibility and cycle life. The knowledge of the potential at which Li can be removed
and inserted, is also a crucial factor in defining whether new materials are suitable as
cathode materials in rechargeable lithium batteries.
Computer modelling techniques are as we have discussed, well-established tools
in the field of solid state chemistry and have been applied successfully to the design
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of batteries [5, 9, 47] since they can be used to calculate important properties such as
open-circuit voltage (OCV) and energetics without the requirement of experimentally
measured input data.
There is considerable interest in the use of lithium transition metal phosphates
with an ordered olivine structure LiMPO4 (M= Fe and Mn) as cathode materials for
large-scale applications owing to their low cost, stability, flexibility and competitive
electrochemical properties [1, 47–50] . Both LiMnPO4 and LiFePO4 have received
growing attention as the cathode material for lithium-ion batteries [1–5], in particular,
the electrochemical performance (high operating voltage; large theoretical gravimetric
capacity) of LiFePO4 [51, 52] makes it commercially viable.
The operative redox couple of LiMnPO4 and LiFePO4 is M3+/M2+. The reduc-
tion from 3+ to 2+ oxidation state requires a change of the electronic configuration
from d4 to d5 for Mn and from d5 to d6 for Fe and thus, the localization of an extra
electron on the TM cation. This change of electronic configuration of Mn and Fe is
the same as that observed in selective oxidation catalysts. Such a reaction is a typi-
cal example of an electronic state where the DFT solution is a↵ected by a large SIE.
As the redox potential of LiMnPO4 is well characterised quantitatively through its Li
battery applications, LiMnPO4 is a suitable reference to assess the DFT results also in
the heterogeneous catalytic applications of MnAlPO’s. Thus, density functional cal-
culations using GGA and hybrid functionals with di↵erent amounts of HF exchange
are performed in order to produce a benchmark of di↵erent functionals by examining
how the amount of Hartree-Fock (HF) exchange can influence the intercalation poten-
tial of the topical olivine structures, LiMnPO4 and LiFePO4 thereby guiding further
configurational studies of metal insertion on related reactions.
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1.3 Thesis outline
In this research, we focus on particular redox reactions coupling the computational and
experimental results of others where available with our theoretical calculations. The
remainder of this thesis is organised as follows. In Chapter 2, we review the avail-
able background work on experimental and computational investigations of TM-doped
nanoporous aluminophosphate catalysts. Moreover, we discuss the unraveled catalytic
mechanism of the ethane with Mn-doped AlPO by Go´mez Hortigu¨ela et al. and the
elementary reaction steps of this mechanism we chose to focus on. Chapter 3 gives
a detailed description of DFT and the problem of SIE arising when TM with strongly
localised d states are involved. The computational methodology used for this thesis is
also presented. Chapter 4 presents our DFT study regarding the e↵ect of exchange-
correlation functionals on the calculated activation energies when the aerobic oxidation
of ethane catalysed by MnAlPO-5 takes place. As there are no experimental investiga-
tions to validate our results, in Chapter 5 we use LiMPO4(M=Mn or Fe) which has a
similar behaviour with our MnAlPO-5 system. We calculate the Li intercalation poten-
tials again with a selection of functionals with di↵erent amount of HF exchange and we
compare our results with the experimental and computational investigations available.
In Chapter 6 we examine any regioselectivity issues regarding our system when the
framework changes from MnAlPO-5 to the smaller-pore MnAlPO-34 and also when
the substrate changes from ethane to propane and then to hexane. Finally, Chapter 7
concludes this work and discusses future directions towards catalytic redox reactions.
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Chapter 2
Nanoporous aluminophosphate
Catalysts (AlPOs)
2.1 Introduction
Contemporary catalytic chemistry focuses on the design of new heterogeneous cata-
lysts and reaction pathways, through the synthesis of new microporous materials with
enhanced size-shape selectivity, and with the addition of di↵erent catalytically active
sites within the solid. Microporous aluminophosphate catalysts (AlPOs) have been
widely studied due to their rich polymorphic behaviour. They are crystalline oxides
structured by corner-shared TO4 tetrahedra (T = Al, P), and containing internal cavities
and channels of similar size to those of small organic molecules [53]. Molecules are
able to di↵use through the channels and react within the solid, and this microporous
architecture enables an accurate control and design, at the atomic level, of the reactions
that can take place inside the solid [54]. The unique structural features of microporous
oxides make AlPOs interesting in dense heterogeneous catalysis, as the reactants can
be in contact with the internal surfaces of the solid, while the active sites are uniformly
distributed in the bulk and not only on the external surfaces. The activation of AlPOs
with transition metal (TM) ions such as Mn, Fe, Co and Ti can give a series of doped
materials which open up new catalytic opportunities in the field of selective and par-
tial oxidation catalysis [24]. Although they are similar to zeolites, AlPOs comprise
more types of framework dopants and at higher concentrations. In order to gain con-
trol of the activity associated with doped-AlPOs, we need to understand the structural
and electronic properties of the TM dopants and how their constraint environment in
microporous framework influences the catalytic behaviour.
In this Chapter we review structural and catalytic properties of these materials, in
the latter case focusing on oxidation catalysis, and we also describe the AlPO systems
examined in this work.
2.2 Synthesis of microporous structures - the “template
e↵ect”
Crystalline microporous aluminophosphate materials can be synthesised in di↵erent
compositions. They di↵er from zeolite synthesis in that they are normally performed in
acidic conditions. For their synthesis hydrothermal methods can be applied with water
as the solvent, in a sealed autoclave under autogenous pressure [55] to form a homoge-
neous aqueous gel(or sol-gel as the synthesis can also take place in solution) [56] (see
figure 2.1). The reaction mixture usually includes an organic template that guides the
synthesis pathway towards particular structures. These organic molecules are generally
known as structure-directing agents (SDAs) [57, 58]. During crystallization, they are
encapsulated within the void space of the nascent frameworks without changing their
chemical identity. As a result the shape and the size of the SDAs play an important
role in this templating ability. A well-defined molecular shape increases the “template
e↵ect” but too rigid molecules can not adapt to the AlPO framework. Kinetics and
thermodynamics are two other factors that can a↵ect ability of a template molecule to
direct the crystallisation of AlPO [57].
Solvothermal is a general term to describe the synthesis of materials with the use
of a solvent [59]. In the case where water is the solvent the method is the hydrothermal
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synthesis, as it has been already mentioned. However, there is many cases where the
solvent can be alcohol, hydrocarbon, pyridine or other organic molecule and they can
vary from non-polar and hydrophobic to polar and hydrophilic [59].
Ionothermal synthesis is another method of producing AlPOs, based on the utili-
sation of ionic liquids as both the solvent and the organic SDA [60]. This method has
several advantages over hydrothermal or other traditional methods (figure 2.1). The
fact that the solvent is also the SDA reduces any competition between the two, and
the low vapour pressure of ionic liquids means that the preparations can take place at
high temperature while pressure is maintained at ambient levels. Moreover, the di↵er-
ent chemistry of the ionothermal solvent system compared to those traditionally used,
produces conditions under which novel types of frameworks appear to be accessible.
2.3 Electronic and structure characterisation of doped-
AlPOs
2.3.1 Experimental methods
A prerequisite for understanding the catalytic properties of TM doped aluminophos-
phates is thorough characterisation of the TM ion environment [61]. Therefore, the
investigation of the electronic structure properties of microporous aluminophosphates
is of great interest in fundamental research. A large variety of di↵erent characterisa-
tion methods have been applied depending on the nature and the valence state of the
TM dopant in order to unravel the environment of the TM ion. The low level inclu-
sion of the dopant in the framework, usually results in a disordered incorporation. In
this case, element-specific spectroscopic techniques, such as X - ray absorption spec-
troscopy (XAS), can be employed to obtain structural information of the dopants. In
particular, EXAFS (extended X-ray absorption fine structure) studies can describe the
short-range order of selected atomic species regarding the number of neighbours, dis-
tances, and thermal and static disorder within the range of those distances; however,
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Figure 2.1: Schematic representation of hydrothermal (top) and ionothermal (bottom)
synthesis of a tetrahedral zeolite-like framework. In the ionothermal synthesis, the
solvent and the SDA are the same species. These species (e.g. water) can be also found
in small amounts [56].
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when there is more than one coordination environment and/or oxidation state, EXAFS
provide average values for the selected element over the whole structure. While XAS is
suitable to determine the local structure of the metal centres, X - ray di↵raction (XRD)
is essential to monitor the crystallinity of the sample and thus, a combination of both
methods is suggested. An additional advantage of combined XRD/XAS techniques is
that measurements can be performed in situ at operating conditions and with reasonable
time resolution. Sankar et al. [62] have used XRD/XAS to investigate the integrity of
the microporous Co-doped AlPO structure as well as to determine the redox chemistry
associated with the cobalt ions. Thomas et al. [63] have also used both techniques
to investigate local structural changes around manganese (or cobalt) active site, in the
selective oxidation of linear alkanes in AlPOs. Infrared (IR) and nuclear magnetic reso-
nance (NMR) spectroscopy can also be used to study the catalyst in situ under working
conditions.
UV-visible spectroscopy is commonly employed for the characterisation of doped
AlPOs. It has been used to determine the oxidation state of the TM in MAlPO samples
(M = Mg2+, Mn2+, Co2+ etc.), before and after the catalytic reactions. In the study
of Mode´n et al. [31] on the mechanism of cyclohexane oxidation on MnAPO-5 cata-
lysts, the UV-vis spectra of the MnAPO-5 have shown that Mn2+ represents the most
abundant active structure during steady-state catalysis.
2.3.2 Ab initio modelling
Cora` et al. [64] studied computationally the framework stability of TM-doped zeotypes.
A structural analysis on AlPO-34 (figure 2.2) showed that AlPOs have a molecular-
ionic character, and are consistent of Al3+ and PO3 4 ions. M is the dopant atom, On
(n=1-4) is the nearest neighbour oxygens to the M active site and T is a generic site
of the framework which can also include the dopant ion. They found that the M-OH
distance to the protonated oxygen is at least su ciently longer than the three M O1 3
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to the non-protonated oxygens. Jahn-Teller type distortions for open-shell dopant ions,
do not play a major role compared to the relaxation around the acid OH group.
From the calculated electronic density it was suggested that the bonding char-
acteristics of T-O (T = Al, P) are “local” property of the solid, and are only slightly
a↵ected by the long-range crystalline structure. By calculating the values for the flex-
ible T-O-T angles it was found that the structural distortion caused by the dopant is
“local” a↵ecting the nearest neighbour ions, but not the more distant of the framework.
In particular, the angular distortion is highly pronounced around the protonated oxygen
where M-OH-T angle changes up to 30o for large dopants. Compared to the covalent
PO3 4 ions where angular constraints are pronounced, the ionic character of the AlO
bonds, leads to little angular strain in the AlO4 tetrahedra.
Ab initio calculations by Saadoune et al. [13] have also shown that the local
environment of Mn and Co dopants is a distorted tetrahedron because of the Jahn-
Teller distortions and moreover, the bond distances between the MIII dopants and the
neighbouring oxygens reveal an ionic character, explaining the Lewis acidity of the
MIII ions.
Atomic, chemical and structural properties of 23 substitutional dopants in the
AlPO-34 framework have been examined in [64]. This study covers most of the iso-
morphous framework replacements that have been examined experimentally, as well as
framework replacements that have not been achieved, yet. The ionic size of the dopant
plays a major role in characterising the properties of the doped frameworks while af-
fecting a wide range of their features, from the local distortion around the dopant to the
incorporation energy of the dopant in the framework and its site ordering.
The complex catalytic behaviour displayed by AlPOs depends on a combination
of structural and chemical properties of the active site, which must be assessed on an
individual basis. The behaviour can be rationalised by dividing the framework T sites
into two structural types (figure 2.2); the caged and free according to their local struc-
tural constraints. In the former case, the framework forms a rigid structure around the
16
site, while the free T sites are located in more flexible regions of the framework. Big-
ger dopants, although they may di↵use more slowly in the framework, tend to substitute
free T sites, located in unconstrained regions of the framework. Smaller dopants are
more stable energetically when they replace T sites positioned in smaller cages. This
site preference grows as the size di↵erence between host ion and dopant increases.
Figure 2.2: Visualisation of the cage-structuredMnAlPO-34 on the left and the channel-
structured MnAlPO-5 on the right. Mn active site is represented in blue, P in brown, Al
in green and O in red.
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2.4 Catalytic properties of doped AlPOs
After the electronic and structural characterisation of the doped frameworks, in this
part we present three properties of the dopant ions that are of direct interest for their
catalytic behaviour. These are the Brønsted and Lewis acid strength, and the redox
potential.
The catalytic activity of TM-doped AlPOs has been widely examined experimen-
tally. As the catalytic activity of AlPO materials can be related to their acidity, fourier
transform infrared spectroscopy (FTIR) spectroscopy has been used for acidity mea-
surements. For example, in the study of Go´mez Hortigu¨ela [65], the MgAPO samples
were pressed into thin self-supporting wafers and activated in vacuum with CaF2. The
acidity of these calcined samples was assessed by pyridine adsorption and characterised
by FTIR spectroscopy. In combination with XAS, these in situ techniques give quanti-
tative knowledge about the local structure of metal-ion centred active sites [27].
In this part we will give strong emphasis on previous computational investigations
on the catalytic activity of AlPOs.
2.4.1 Brønsted acid strength of lower valence dopant ions in AlPOs
Various doped AlPOs and zeolites show solid acid behaviour, which is of great inter-
est in heterogeneous catalysis [54] . For example, the transformation of methanol to
olefins (MTO) and methanol to gasoline (MTG) are common acid-catalysed reactions
that employ the shape-selectivity of acid zeotypes [66]: small-pore frameworks such
as H-SAPO-34 yield the MTO reaction [67] while larger frameworks, like H-ZSM5
yield the MTG reaction [68]. The introduction of acid protons in zeotype frameworks
e↵ects charge-compensation for low valence dopant ions. In principle, isomorphous
substitution of a framework cation with any low valence dopant can take place, e.g.
M2+/ Al3+ and M4+/ P5+ substitutions in AlPOs require a charge compensation which
can be accomplished with the use of acid protons. In order to optimise the activity
and/or selectivity of the catalysts without extensive testing of every dopant, it is useful
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to scale the relative acidity for the possible dopants and correlate the acidity with the
chemical composition. There are several comparative experimental studies which have
investigated the correlation of the catalytic activity for isostructural frameworks with
the dopant type. Thus, correlations between the the acid strength of doped zeotypes
with either ionic radii [69] , electronegativity [70] and T-OH-T’ bond angle of the pro-
tonated oxygen with its nearest neighbour ions T and T’ in the framework [71] have
been proposed. Cora` et al. [64] claimed in their computational study that experimental
comparison of the properties for all possible dopant ions is limited to only a subset of
the possible low valence ions due to restrictions arising from the framework stoichiom-
etry. In particular, it is di cult to obtain isomorphous substitutions of low valence
ions which are often energetically unstable, while the use of stoichiometric amounts
of di↵erent dopant ions during the synthesis may lead to to di↵erent concentrations of
dopants in framework and extra-framework positions in the final product. In addition,
it is possible to create di↵erent active defect centres in the catalyst which may interact
with each other if they are in the same region, which can, as a result, change the activity
of the catalyst. However, they have shown that computer modelling is able to control
the above variables and define a scale of relative acidity for the possible dopants while
grading their catalytic activity. They applied computational modelling techniques (with
periodic QM calculations) to study a set of 17 low valence dopant ions isomorphously
substituted in di↵erent zeotypes. The relative acid strength due to the low valence
dopant ions was screened by calculating OH stretching frequency, ⌫OH as both acidity
and ⌫OH are often assumed to correlate [72]: a stronger OH bond yields a higher value
of ⌫OH and a weaker acid site. They showed that within the structural limitations im-
posed by the relative size of dopant and host framework ions, smaller dopants yield
shorter M-O and M-H distances in the equilibrium structure, and give lower ⌫OH. As a
result they are stronger acids. Thus, the ionic size of the dopant ionM gives the biggest
influence on the acid strength of doped AlPOs.
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The major role of the dopant in characterising the properties of the doped frame-
works have been also investigated from Elanany et al. [73]. They studied computation-
ally using DFT, the relative strength of Brønsted acid sites in isomorphously substituted
MAlPO-34 (M= Ti4+, Si4+, Cr2+, Mn2+, Fe2+, Co2+ and Ni2+). Ammonia (NH3) was
used as a basic probe molecule and the relative acidity was measured from the calcu-
lated values of the adsorption energies, suggesting that MnAlPO-34 has the strongest
Brønsted acid site.
2.4.2 Lewis acidity in transition metal-doped microporous AlPOs
There has been a lot of debate over the origin of Lewis acidity in microporous
framework oxides [74, 75] . Experimental data have shown the presence of two discrete
adsorption sites, attributed to the framework Brønsted and Lewis acid sites [76]. The
incorporation of TM ions in the AlPO framework can give rise to the formation of
bridged hydroxyl groups (Brønsted sites) of di↵erent acidic strength, while Lewis sites
of low as well as of high acidity are simultaneously generated. However, all dopant ions
do not interact in the same way with Lewis bases; for example, Ni-doped AlPOs have
lower concentration of strong acid Lewis sites compared to their Co and Mn analogues.
QM calculations have been performed in order to examine the origin of Lewis
acidity in doped AlPO-34 with 2+ and 3+ TM ions as dopants [64]. The calculated
electronic distribution of the TM dopants and the orientation of the unpopulated and/or
partially filled d orbitals were used to explain the presence or absence of Lewis acidity
in the framework. Figure 2.3 presents the plots from the calculated total and spin elec-
tronic density of each TM in its equilibrium structure [77]; (a) shows the results for the
isovalent 3+ ions, and (b) the results for the low-valent 2+ ions.
The plane in its plot is chosen to contain the M-OH-P unit (the TM dopant, one
of its nearest neighbour oxygen ions and the next nearest phosphorus ion bonded to
the oxygen). The spin density in both (a) and (b) represents the distributions of the
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(a) (b)
Figure 2.3: Electron spin density maps for (a) the isovalent 3+ ions and for the (b) low-
valent 2+ transition metal ions in AlPO-34. The black and green lines represent the
spin density, plotted between -0.05 and +0.05 au at linear steps of 0.005 au (black), and
between 0.001 and 0.005au at linear steps of 0.001au (green). Continuous and dashed
lines refer to positive and negative spin density, respectively. The continuous line is the
isodensity level of 0.01 au calculated from the total electronic density, and represents
the e↵ective size of framework. On the left, the substitutional ions are Cr3+ (A), Mn3+
(B), Fe3+ (C), Co3+ (D) and on the right, the substitutional ions are Cr2+ (A), Mn2+ (B),
Fe2+ (C), Co2+ (D), and Ni2+ (E). The plot (F) refers to the solution for Ni2+, calculated
with the B3LYP Hamiltonian [64].
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half filled d AOs of the TM. Regarding the Lewis acidity of open-shell TM ions in
the high-spin state, half filled d AOs (that is, with electronic configuration d3-d4), and
ions with d AOs that are at least half filled (with electronic configuration d5-d8) behave
in a di↵erent way. In the former case the spin density represents the AOs which are
less influenced by Lewis acidity: they are half filled, while the other d orbitals are
empty and therefore stronger Lewis acids. In the latter case, the spin density represents
the d orbitals responsible for the Lewis acidity: they are half filled, while the remaining
levels are all occupied by two electrons, and hence inactive towards Lewis acidity. From
figure 2.3 it was observed that the orientation and the radial extent of the spin density
along with the Pauli repulsion area (thicker line) depend on the electronic configuration
of the TM dopant. A molecule inserted in the Ni-doped AlPO will be subject to Pauli
repulsion before interacting e↵ectively with the Lewis active orbitals of Ni ion, while
this is not the case for the other dopants. This explains e↵ectively the origin of the
Lewis acidity in Mn, Fe, and Co-doped materials and its absence in the Ni-doped in
agreement with the experimental results of [76].
Finally, it was shown [77] that the TM ions which are located in open regions of
AlPO frameworks, where the space behind the dopant and the protonated oxygen is not
protected by other ions, are expected to be more Lewis active i.e. single walls between
large cages like in AlPO-34. Alternatively, when the TM and the protonated oxygen are
not approachable from behind by adsorbed molecules, they will be less Lewis active,
i.e. one-dimensional channels made of “double-wall” building units, like in AlPO-5
and AlPO-11 structures [77].
In general, Lewis acid-base interaction between the adsorbed molecules and the
doped AlPOs requires the presence of empty d orbitals on the TM dopant oriented in a
perpendicular direction to the framework structure.
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2.4.3 Redox activity of transition metal ions in microporous AlPOs
Finding a catalyst with the right compromise between redox activity and selectivity is
still an open question. TM-doped AlPOs are known to be active heterogeneous catalysts
for the selective oxidation of hydrocarbons [54] , but di↵erent TM ions exhibit di↵erent
activity to the catalysts [16, 24, 78].
Cora` et al. calculated the redox energies of the MII/MIII couples for Cr, Mn, Fe
and Co in the AlPO-34 framework. Hydrogen was used as reductant according to the
below equation:
MIIIAlPO   34 + 1
2
H2
 EIII/II     ! MIIHAlPO   34 (2.1)
According to their results, Fe is the most stable in 3+ oxidation state when in-
serted in the AlPO framework, while for Mn the most stable is 2+. Cr and Co can easily
change oxidation state and thus they have intermediate behaviour. In addition, the crys-
talline environment of the redox active ions is a very important factor in determining
their redox potential and the redox energy for the same ion can change substantially as
a function of its chemical environment.
In general, it was suggested that in each redox catalytic cycle in MeAlPOs there
are at least two elementary reaction steps where in the first M a↵ects oxidation by re-
ducing its oxidation state from 3+ to 2+ and a second one involving the reoxidation
from 2+ to 3+ oxidation state. The relative performance of the MII/MIII couple will
depend on which elementary step is rate determining for the catalytic reaction and in
the relevant experimental conditions. The relative rate of each elementary step can be
a↵ected by the framework type, the temperature and the partial pressures of reagents
and products and thus, the relative activity of Fe, Co, Mn and Cr-AlPO catalysts can
be also influenced. Assuming that the rate determining step in the catalytic cycle is the
one where the oxidation state is reduced from 3+ to 2+, they predicted that the rela-
tive activity decrease in the order MnAlPO>CoAlPO>CrAlPO>FeAlPO. An example
regarding this trend was reported by Thomas et al. [16] showing that MnAlPO and
23
CoAlPO are highly active in the regioselective oxidation of linear alkanes by molec-
ular oxygen when the reduction of M3+ to M2+ takes place. The opposite trend was
identified in the catalytic step involving the reoxidation of the M dopant with a report
[24] presenting that FeAlPOs shows catalytic activity superior to that of the Co and
Mn-substituted analogues for the selective oxidation of cyclohexane in air. According
to the authors, these results are due to the fact that only a small proportion of the Co2+
and Mn2+ ions that are isomorphously embedded in the AlPO-36, AlPO-11 and AlPO-5
structures change their oxidation state to +3 by O2 or dry air, in contrast to Fe2+ which
is completely converted into Fe3+.
In the case where the two elementary steps described above have comparable
rate, CrAPO and CoAPO catalysts are expected to be the most active, as Cr and Co
are the ions that can more easily change their oxidation state in either direction. Luna
et al. [78] investigated experimentally the redox activity of several dopants in the
AlPO VPI-5 framework when oxidation of cyclohexane takes place under mild con-
ditions, showing that CrAPO has the highest activity while MnAPO has the lowest.
From references [24] and [78] it has been suggested that the cyclohexane oxidation
proceeds via di↵erent mechanisms in small and large pore AlPO catalysts. The size
of pores is smaller in the framework used in [24] than in VPI-5 framework used in
[78]. In small-pore AlPOs, such as AlPO-34, there are kinetic constraints and the
alkane can only “crawl”, yielding an e↵ective contact with the active site. As a re-
sult, we expect kinetic control of the reaction in small-pore catalysts like AlPO-34,
and thermodynamic control in large pore materials like the AlPO VPI-5, explaining
the di↵erent relative activity of the same dopant ions in di↵erent microporous materials.
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2.5 Previous investigations on redox reactions using
TM-doped AlPOs
The use of catalysis is widespread in the chemical industry, not only to optimise eco-
nomic operations and minimise their environmental impact, but also as a way to control
selectivity in reactions where the required products are not the thermodynamically sta-
ble combination of the reagent molecules in the gas phase. In general, selectivity can
be achieved with the introduction of stereochemical constraints in the catalyst region
surrounding the active site. In aluminophosphate catalysts, the fine tuning of the pore
diameter allows for shape-selectivity as the reaction taking place can be a↵ected by the
constraint environment and thus, the terminal C atom of a n-alkane could approach the
catalytically active site [16]. In nature, most biological conversions involving dioxygen
require enzymatic catalysis, for example in redox metallo-enzymes that catalyze shape-
and regio-selectively the oxidation of hydrocarbons [79–81]. An aim of contemporary
catalysis is to replicate the selectivity issues of enzymes. A first approach is to design
new molecular-sieve solids containing active sites which are all in an identical chem-
ical and structural environment, and this is the concept of Single-Site-Heterogeneous
Catalysts (SSHCs), as discussed by Thomas et al. [82].
There is extensive research on the performance of microporous aluminophosphate
catalysts in di↵erent types of oxidations [27]. Microporous AlPOs enable a synergic
e↵ect obtained by the redox-activity of the TM cations in low-coordination environ-
ments and the unique spatial constraints imposed by the molecular dimensions and
crystalline nature of their porous framework [15, 16, 24, 30, 38], making them e cient
and selective catalysts for a wide range of oxidation reactions. Some previous studies
on industrially fundamental selective oxidations are presented in this section.
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2.5.1 Baeyer Villiger oxidation of ketones to lactones
In 1991 Yamada et al. [83] used homogeneous (TM based) catalysts with molecular
oxygen and a sacrificial aldehyde to epoxidise olefins. Raja et al. [29, 37] employed
similar conditions but considering the redox properties, they used three di↵erent struc-
tures of potential heterogeneous catalysts to epoxidise alkenes or to convert ketones
to lactones at low temperature. The catalysts used were CoAlPO-36, MnAlPO-36,
CoAlPO-5, MnAlPO-5, CoAlPO-18 and MnAlPO-18 which all contain small amounts
(up to 4%) of either manganese or cobalt redox cations. Figure 2.4 shows an example
of Baeyer Villiger oxidation and represents the AlPO-36 catalyst where one of the alu-
minium sites is occupied by manganese. The structure has well-defined oval-shaped
channels. Bulky sacrificial benzaldehyde molecule accesses the large internal surfaces
of AlPO catalyst and is converted in the presence of oxygen to the corresponding per-
oxy acid. This peroxy acid is then involved in a nucleophilic attack at the carbonyl
carbon, leading to the production of lactone.
2.5.2 Epoxidation of alkenes
Further extension of Raja’s work on Baeyer Villiger oxidation of ketones to lactones
suggested selectivities for the epoxidation of alkenes using framework substituted tran-
sition metal ions such as Mn and Co, in microporous aluminophosphate (MAlPO-36)
catalysts [33]. Benzaldehyde molecules may freely enter the large internal surfaces
of both MAlPO-36 and MAlPO-5 catalysts to firstly generate the PhCO· and then the
PhCOOO· radicals which, from the sequence of steps shown below lead to the forma-
tion of benzoic acid and cyclohexene oxide.
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Figure 2.4: Representation of the AlPO-36 catalyst where manganese ions replace AlIII
ions. Conversion of benzaldehyde to the perbenzoic acid intermediate a↵ected by both
dioxygen and MnIII ions [37].
PhCHO + MnIII ! PhCO · +H+ + MnII (2.2)
PhCO · +O2 ! PhCOOO· (2.3)
PhCOOO · +PhCHO! PhCOOOH + PhCO· (2.4)
PhCOOOH + PhCHO! 2PhCOOOH (2.5)
PhCOOO · +C6H10 ! C6H10O + PhCOO· (2.6)
PhCOOOH +C6H10 ! C6H10O + PhCOOH (2.7)
PhCOO · +PhCHO! PhCOOH + PhCO· (2.8)
PhCOOH + MnII ! PhCOO · +OH  + MnIII (2.9)
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The experimental conditions chosen for this study, from the temperature and pres-
sure to the amount of catalyst and the concentration of catalytically active redox ions,
have not led to maximum conversion and selectivity. The 50% of the MnII (or CoII)
has converted to the MnIII (or CoIII) but the tetrahedral co-ordination of the transition
metal ions does not change within the framework of AlPO catalyst.
2.5.3 Aerobic terminal oxidation of linear alkanes
Raja et al. [28] have designed an heterogeneous catalyst that selectively converts do-
decane in dry air at temperatures up to 550oC. The 4% of AlIII ions in the AlPO-18
catalyst has been replaced by MnII ions. The MnII ions are all converted to the +3
oxidation state remaining securely in tetrahedral co-ordination within the microporous
aluminophosphate AlPO framework.The terminal methyl group (C1) and the secondary
(C2) of the dodecane are much more closer to the tetrahedral framework site than C3,
C4 and C5 groups. This shows that the MnIII ions in the framework of the AlPO-18
cage, together with intercage molecular oxygen, a↵ect significantly more the C1 and
C2 methyl groups than the rest of carbons on the dodecane backbone.
Parallel work at CoAlPO-18 [24] catalyst has also shown that this catalyst prefer-
entially activates the terminal and the secondary methyl groups of n-hexane. A bound
hexane (or any other linear alkane) molecule, with its slightly bent end, approach easier
the active sites, which selectively favour oxidation at the terminal carbon atoms.
Figure 2.5 represents the configuration adopted by n-dodecane and n-hexane at 0K
after energy minimisation, which were derived from a calculation [84] that combines
Monte Carlo, molecular dynamics, and docking procedures.
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(b)
Figure 2.5: Energy-minimised configuration adopted by (a)n-dodecane [28] and (b)n-
hexane at 0 K inside an AlPO-18 framework [27].
2.5.4 Selective oxidation of cyclohexane in air
The conversion of cyclohexane into cyclohexanol is one of the main target reactions in
the research area of selective oxidation of alkanes due to the industrial importance of
the latter compound as a feedstock in several processes such as the production of nylon
from "-caprolactam and adipic acid [85]. Sankar et al. [62] have described a systematic
catalytic study of selective oxidation of cyclohexane to yield cyclohexanol, cyclohex-
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anone and adipic acid, using molecular oxygen as the oxidant at moderate temperature
(403 K) and pressure. They have used four cobalt containing aluminophosphate cata-
lysts, CoAlPO-5, CoAlPO-36, CoAlPO-11 and CoAlPO-18, which di↵er in the amount
of oxidisable cobalt centres and have investigated which of them appears to have the
best catalytic activity. The results show that CoAlPO-36 is the significantly the most
active catalyst compared to the other three catalysts. Figure 2.6 plots the kinetics for
the oxidation of cyclohexane using CoAlPO-36 catalyst at 403 K. After the initial pe-
riod of 120 min, the major products are cyclohexanol and cyclohexanone. As the time
continues beyond the 8 hours, su cient amounts of adipic acid appear in the mixture of
products. Re-use of the CoAlPO-36 catalyst did have a negative e↵ect on the catalytic
activity. Further studies on the selective oxidation of cyclohexane in air have shown
that the FeAlPO-5 catalyst has also exceptionally good activity.
Figure 2.6: Plot representing the typical kinetics for the oxidation of cyclohexane with
CoAlPO-36 as the catalyst [62].
30
2.6 AlPOs examined in this work
Transition metal doped aluminophosphates are of great importance due to their catalytic
e ciency and so far, we have presented a thorough literature review where several fun-
damental topics of these heterogeneous catalysts have been examined. In the following
chapters we will focus on two di↵erent Mn-doped AlPO frameworks, the MnAlPO-5
and MnAlPO-34. We have employed the Mn doped AFI and CHA structures since both
systems have been widely investigated experimentally and computationally.
2.6.1 Mn-doped AlPO-5
AlPO-5 framework comprised one-dimensional, non-interconnected, 12-membered
ring (MR) channels whose walls are formed by 6-MR windows. These large channels
are surrounded by smaller 6- and 4-MR voids, which are too small to permit the dif-
fusion of small molecules. The main channels of this structure type are nearly circular
and have a diameter of 0.73 nm (figure 2.10a).
Moden et al. [35] have studied the cyclohexane oxidation reaction pathways and
elementary steps on MnAPO-5 catalysts with kinetic and isotopic measurements. The
elementary steps for cyclohexane (RH) oxidation are are presented below:
H · +ROOH ! RO · +H2O (2.10)
RO · +R0H ! R0 · +ROH (2.11)
R0 · +O2 ! R0OO· (2.12)
R0OO· ! OH · +R0( H) = O (2.13)
OH · +RH ! H · +ROH (2.14)
R0OO · +R0H ! R0 · +R0OOH (2.15)
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Figure 2.7 shows the catalytic cycle. As it is shown, ROOH is a reactive interme-
diate in ROH and R-(-H)=O formation. UV-visible spectroscopy was used to determine
the oxidation state of Mn before and after catalytic reactions and it was observed that
the most abundant surface intermediate (MASI) is Mn2+ during steady state catalysis.
Taken this assumption into consideration, it was concluded that the reaction of ROOH
with divalent Mn is a kinetically relevant step. Among others, extensive spectroscopic
and isotopic labelling techniques were used in order to determine the main reaction
intermediates.
Figure 2.7: Catalytic cycle of cyclohexane oxidation on MnAPO-5 catalyst [35].
This reaction scheme guided the computational studies of Go´mez Hortigu¨ela et al
[39, 40]. They successfully applied state of the art electronic structure computational
methods based on hybrid exchange Density Functional Theory (DFT) in order to in-
vestigate the aerobic oxidation of hydrocarbons catalysed by Mn-AlPO5. The whole
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Figure 2.8: Preactivation mechanism. The black background shows initial catalyst and
reactant molecules, whilst the red background presents the hydroperoxide intermediate.
Yellow and blue backgrounds indicate intermediates produced and necessary to initiate
subsequent reaction. Enthalpies are presented with red font colour for each elementary
step and activation energies (in kJ/mol) with black [39].
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Figure 2.9: Propagation mechanism. Background colours and energies are presented as
in figure 2.8 [42].
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catalytic cycle was unraveled [39–43] in agreement and complementing the data avail-
able from experiment.
Ethane was used as the model hydrocarbon because its simplicity allows the use of
expensive periodic DFT techniques. The Mn redox activity, particularly its reversible
transfer between 2+ and 3+ oxidations states, and the tetrahedral coordination of Mn
within the microporous AlPO framework are both important factors in the catalytic ef-
ficiency of MnAlPOs. The role of both MnII and MnIII in the reaction mechanism is
significant: MnIII sites produce the alkyl hydroperoxide which can only be transformed
by MnII into alcohol, aldehyde and acid. The computational study demonstrated the
requirement of an initial preactivation step (figure 2.8 [39]) to yield reduced MnII sites
which are able to decompose the hydroperoxide intermediates. In the case of MnII-
doped AlPOs, MnII is reduced by the hydrocarbon substrate itself via radical H· ab-
straction. A propagation cycle follows (figure 2.9 [40]) where MnIII -OOR leads to
production of ROOH, whilst MnII transforms this ROOH into the final oxidative prod-
ucts through two di↵erent pathways, alkoxy- or hydroxy- radical like intermediates.
In particular, the catalytic cycle starts with a preactivation step (A!B in figure
2.8) with a high activation energy of 135 kJ/mol, where MnIII abstracts a H from the
ethane yielding a reduced MnII site and an ethyl radical [39]. The alkyl radicals R· are
subsequently stabilised by the addition of O2 (B!C) yielding peroxo radicals ROO·
that desorb from MnII and form a complex with a new MnIII site (C!D).
The propagation phase of the catalytic reaction proceeds from MnII (F) and
ROO·(MnIII) (O). The latter complexes are responsible for the production of the hy-
droperoxide intermediate (ROOH) through H abstraction from hydrocarbon molecules,
yielding in turn alkyl radicals R that undergo again steps B!C and C!D. This subcy-
cle provides a catalytic source of ROOH.
The decomposition of the ROOH intermediate can only occur on reduced MnII
sites (F!G1 and F!G2) [41] and has two alternative mechanistic pathways depending
on the stereochemistry of the adsorption of ROOH on MnII , yielding either RO·(MnIII)
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and H2O (G1) or HO·(MnIII) and ROH (G2) both resulting in the oxidation of Mn. Sub-
sequent propagation reactions take place from these MnIII complexes via H abstraction
from new ethane molecules by the radical O atom of RO·(MnIII) or HO·(MnIII) (H!I
and L!M) [42], to yield the primary oxidative products (ROH, H2O, and ROOH). In
order to close the reaction cycle the reduction of the MnIII sites must occur; this step
is referred to as regeneration [43]. The most favoured regeneration route takes place
through a mechanism consisting of two H abstractions from the alcohol ROH to give
the aldehyde/ketone (R(=O)) and MnII(H) sites (O!T!F).
Characteristic in this reaction cycle is that whenever a new hydrocarbon radical
is formed it is stabilised by addition of O2; this step is always highly exothermic and
barrierless and it is the main thermodynamic driving force for the reaction to proceed.
At the high O2 partial pressure that these catalytic oxidations usually operate at, we can
expect the O2 addition to occur promptly upon formation of a new C-based radical.
In general, there is a very good agreement between the computational results of
this mechanism and the experimental observations available in the literature [31, 35],
confirming both the excellent performance of the computational methodology (anal-
ysed in detail in Chapter 3) and the validity of the mechanism proposed.
2.6.2 Mn-doped AlPO-34
AlPO-34 is closely related to the zeolitic aluminosilicate chabazite which makes it
suitable for heterogeneous catalysis due to its pore dimensions and shape. As in
AlPO-5, Al3+ ions can be substituted by four-coordinated Mn3+ ions. Figure 2.10b
illustrates the AlPO-34 structure. The unit cell contains 36 ions with the chemical
formula (Al6P6O24). The 3D-channels are controlled by 8-membered rings, with pore
diameter of 0.38 nm [86], non-circular, whose walls are formed by 6-MR or 4-MR of
AlO4 tetrahedra. The rings form two ellipsoidal cages per unit cell, the cages sharing
6-MR. Due to its small pores and its small unit cell, AlPO-34 has been extensively stud-
ied experimentally and theoretically. As already presented in previous section, Cora` et
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(a) (b)
Figure 2.10: Representation of the pore structures of (a) AlPO-5 (AFI) and (b) AlPO-34
(CHA) structure (pore apertures are respectively 7.3 Å and 3.8 Å).
al. have thoroughly investigated the framework stability and catalytic activity of doped
AlPO-34 [64].
Our particular interest on AlPO-34 arises from the fact that it is an analogous
framework to AlPO-18, as both structures have pores similar to those of the zeotypic
analogue of the aluminosilicate mineral chabazite [86]. Previous studies on MAlPO-18
molecular sieves (M=Mn2+, Zn2+, Mg2+, Co2+ etc.) have shown that they are powerful
solid acid catalysts for a series of low-temperature reactions [27].
2.6.3 Challenges
Some of the challenges stemming from this thorough literature review will be addressed
in the next Chapters. In particular, this thesis focuses on two representative steps of the
catalytic cycle obtained from the work of Go´mez Hortigu¨ela et al. [39–43]. The first
is the abstraction of H from ethane in the preactivation phase (reaction step A ! B in
figure 2.8), which involves a reduction of the MnIII site to MnII and the formation of an
ethyl radical. The second step comes from the propagation phase of the catalytic cycle
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where Mn does not change oxidation state (reaction step H ! I in figure 2.9) where
the radical-like nature of this RO· ligand allows a H-transfer from a new hydrocarbon
molecule in order to saturate the ethoxo radical RO· by forming an ethanol molecule
(ROH). By examining these two key reaction steps in detail, we gain valuable additional
understanding of the fundamental electronic processes.
In Chapter 6, we would like to investigate one of the most pressing open questions
in the Me-AlPO literature regarding their role in the regioselective and shape-selective
oxyfunctionalization of alkanes with molecular oxygen. We would like to discriminate
the reactivity of primary and secondary carbon atoms of linear alkanes to oxidation and
examine if the smaller pores of Mn-doped AlPO-34 can impose any steric constraints
when a catalytic reaction takes place in comparison to the larger pores of MnAlPO-5.
Thus, we focus again on the two elementary steps examined before to study the aerobic
oxidation of ethane with Mn-doped AlPO-34 as catalyst, and then by changing our
substrate from ethane to propane and hexane we examine selectivity issues.
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Chapter 3
Computational details and methods
3.1 Introduction
Computer modelling techniques, as already discussed, enable the study of the structural
and electronic properties of a system and e↵ectively complements the experimental in-
vestigations. It provides atomic-level insight in solid-state and materials sciences and
thus, the development of modelling is of great value for the investigation of the struc-
tural chemistry of complex materials [12]. As there is an increased industrial demand
for designing new materials whose electronic and structural properties are suitable for
specific applications, general and reliable ab-initio electronic structure techniques are
required. These methods have been developed through the decades and are now an
established tool for research in solid-state chemistry, condensed matter physics and
materials science, where they can be used to interpret available experimental data as
well as to direct new experimental attempts.
There is a wide range of modelling techniques applied in complex materials [87],
from quantum mechanical (QM) methods to molecular mechanical (MM) methods
based on force-fields, and interatomic potentials (IP) [88]. QM methods focus on the
numerical computation of molecular electronic structures either at ab initio or semi-
empirical level. Ab initio methods are based entirely on quantum mechanics and basic
physical constants, while semi-empirical methods only treat the valence electrons ex-
plicitly and employ additional empirical parameters to make up for this lack of explicit
detail in all of the electrons. Ab initio methods are used for a broad range of systems
and are more rigorous compared to semi-empirical methods; however, the latter are
less demanding computationally. QM methods account for the Schro¨dinger equation
at some level of approximation and address Hartree-Fock methods and density func-
tional theory (DFT) techniques, while considering part of the electrons in the system
either at semi-empirical level or at ab initio level. There is some overlap between the
approximations used in HF and DFT (e.g. Born-Oppenheimer approximation) but the
two methods di↵er in the way they treat the electron-electron interaction, as we will
show in the next sections. Alternatively to QM methods, interatomic potential meth-
ods do not attempt to solve the Schro¨dinger equation but they depend primarily on the
Born-Oppenheimer approximation, which allows to write the potential energy (V) of
the system as a function of the nuclear coordinates [89].
Modelling of aluminophosphates makes use of both techniques in order to de-
velop a detailed understanding of structures and processes at the atomic and molecular
level. In general, molecular modelling tools are applied in AlPOs and there is a range
of possible applications from framework structure modelling and modelling of sorption
and di↵usion, to modelling of template-host interactions and investigating defect and
surface chemistry. IP have been applied by Cora` et al. [64] to identify which factors are
important to define the structural stability of AlPOs as well as to study the site-ordering
of dopant ions in AlPOs by investigating the structure and energy of trivalent substitu-
tional ions of di↵erent size which replace an Al ion in the framework. IP techniques
have been also used to evaluate the stability of these structures and the feasibility of
their synthesis [90]. QM methods focus on two major issues in AlPOs which are, find-
ing structural details that are di cult to access from experiment and also calculating
the reaction energies and barriers.
This thesis focuses on catalysis involving redox reactions of TM ions, and hence
the identification of transition state is very important. In particular, the search for TS
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structures is one of the most interesting for two reasons; first, transition state searches
can be used as starting point for reaction mechanisms and second, although femtosec-
ond spectroscopy is able to detect reaction intermediates with extreme short life, there
is no experimental procedure which allows the direct observation of these structures.
The recent studies of Go´mez Hortigu¨ela et al. [39, 40], where a whole catalytic mech-
anism was unraveled, establishes the significancy of computer modelling. Moreover,
since in AlPO catalysts both the framework stability and the activation of the frame-
work with TM dopant ions are crucial, modelling can provide accurate information on
the structure and chemistry of the active sites.
In this Chapter we firstly review some of the fundamental aspects of electronic
structure theory in order to discuss afterwards the DFT method and the approximations
of electron-correlation energy. Also, we make reference to the self-interaction error
(SIE) arising from DFT approximations and how this is crucial on systems with well
localised d electrons. Finally we present the methodology used for this thesis, where
we examine the performance of GGA and hybrid exchange functionals within density
functional theory in representing the energetics of particular redox reactions.
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3.2 Foundations of Quantum Chemistry
In this section section we introduce the Schro¨dinger equation with the molecular Hamil-
ton operator and we present the Hartree-Fock method [87].
3.2.1 The Schro¨dinger equation
Most quantum chemical approachers aim to solve approximately the time-dependent,
non relativistic Schro¨dinger equation for a multi-particle system consisting of M nuclei
and N electrons:
Hˆ (r1, ..., rN ,R1, ...RM) = E (r1, ..., rN ,R1, ...RM) (3.1)
where Hˆ is the Hamilton operator of the system, E is the energy of the eigenstate and
 is the wavefunction of the eigenstate [91]. The wavefunction  depends on the
positions of both the electrons (r1, ..., rN ) and the nuclei (R1, ...,RN) in the molecular
system. The Hamiltonian is Hˆ is a di↵erential operator and represents the total energy:
Hˆ = Tˆe + Tˆn + Vˆee + Vˆen + Vˆnn (3.2)
These first two terms describe the kinetic energy of the electrons and nuclei, respec-
tively. The kinetic energy of the electrons Tˆe and nuclei Tˆn are defined as:
Tˆe =  12
NX
i=1
r2i (3.3)
Tˆn =  12
MX
A=1
1
MA
r2A (3.4)
where MA is the mass of nucleus A in multiples of the mass of an electron. The Lapla-
cian operator r2q is defined as the sum of di↵erential operators in cartesian coordinates:
r2q = #
2
#x2q
+
#2
#y2q
+
#2
#z2q
(3.5)
These kinetic terms are combined with the remaining three terms for the potential en-
ergy arising from the repulsive Coulombic interaction between two electrons Vˆee and
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two nuclei Vˆnn, and the attractive electrostatic interaction between the nuclei and the
electrons Vˆen, defined as:
Vˆee =
NX
i=1
NX
j>i
1
ri j
(3.6)
Vˆnn =
MX
A=1
MX
B>A
ZAZB
RAB
(3.7)
Vˆen =
NX
i=1
MX
A=1
ZA
riA
(3.8)
where A and B run over the M nuclei while i and j denote the N electrons in the system.
Considering the di↵erences between the masses of nuclei and electrons, as the
mass of the proton is three orders of magnitude greater than the mass of an electron,
it is obvious that the nuclei move much slower than the electrons. Thus, it is rea-
sonable to assume that the electrons move in the field of fixed nuclei. This is the
Born-Oppenheimer approximation [92]. Since the nuclei are treated as fixed point
charges with zero kinetic energy, the potential energy due to nucleus-nucleus repulsion
is merely a constant. Thus, with the removal of the nuclear components, the complete
Hamiltonian described in equation 3.2 reduces to the electronic hamiltonian as shown
below:
Hˆel = Tˆe + Vˆee + Vˆen (3.9)
The solution of the Schro¨dinger equation for electrons becomes:
Hˆel elec = Eelec elec (3.10)
 elec depends on the electron coordinates, while the nuclear coordinates do not explic-
itly appear in  elec but they enter only parametrically. The total energy is then the sum
of the electron energies and the nuclear repulsion term.
Etot = Eelec + Enuc (3.11)
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3.2.2 The Hartree-Fock method
Hartree-Fock theory is fundamental to much of electronic structure theory. It is the
basis of molecular orbital (MO) theory, which says that each electron’s motion can be
described by a single-particle function (orbital) which does not depend explicitly on the
instantaneous motions of the other electrons.
The Hartree-Fock equation may be written:
Fˆ(1) i(1) = "i i(1) (3.12)
where Fˆ is the Fock operator, "i is the energy of electron i, and  i(1) is the function
describing electron i in orbital 1. The above equation can be written more completely:
Fˆ(1) i(1) =  
 
1
2
r2i
!
 i(1) 
X ZA
r1A
!
 i(1)+
X
j,i
J j(1) i(1)+
X
j,i
K j(1) i(1)(3.13)
The first term is the kinetic energy term, while the second term represents the coulom-
bic term for the interaction between the electron and nucleus A. The third term is the
Coulomb operator (Jˆ) because it leads to energy terms corresponding to the electrostatic
repulsion between an electron in orbital  i(1) with electrons in every other orbital, and
the last term is called the exchange operator (Kˆ) because it takes into account the mod-
ification in the energy due to the e↵ects of spin correlation between electrons of the
same spin.
In Hartree-Fock methods the Schrdinger equation is solved directly, with electron
positions described exactly; however, the equations neglect more detailed correlations
due to many-body interactions. The e↵ects of electronic correlations can not be ne-
glected and as a result the failure of Hartree-Fock theory to successfully incorporate
correlation leads to the false prediction that jellium is an insulating rather than a metal-
lic system. Thus, the requirement of a computational method that successfully incor-
porates the e↵ects of both exchange and correlation has lead to the density functional
theory approach.
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3.3 Density Functional Theory
Density Functional Theory (DFT) [92, 93] is a theoretical approach which is very pop-
ular in modern quantum chemistry. DFT is a computational simple ground-state theory
which emphasises the charge density as the relevant physical quantity. It has been
proven that DFT is highly successful in describing structural and electronic proper-
ties in a wide range of materials, from atoms and molecules to crystals and complex
systems. Thus, DFT has become a useful tool in first-principles calculations aimed at
describing properties of molecular and condensed matter systems. It will be the main
computational method used in the present thesis.
3.3.1 The Hohenberg-Kohn Theorems
Compared with earlier methods based on the Hartree Fock (HF) theory, the great ad-
vantage of DFT is that reasonable computational accuracy can be achieved for large
molecular complex solids with lower computational cost. In the mid 1960s, Hohenberg
and Kohn proved that by determining the electron density of a chemical system we
can find all of the ground state electronic properties [17]. An important variational
principle is associated with the first Hohenberg-Kohn (HK) theorem:
Theorem 1: “It is impossible that two external potentials V(r) and V 0(r) whose dif-
ference V 0(r)   V(r) is not a constant give rise to the same ground state distribution
⇢(r).”
The proof of the theorem can be found in Appendix A.
The electron density is a measurable observable for all molecules, in contrast to
the wavefunction which is only a mathematical construct. The fundamental mathemat-
ics of DFT is a functional F[⇢(r)] representing the expectation value of H0 = T + U
(i.e. the total kinetic energy plus the total electron-electron interaction energy) which
allows the calculation of the energy of a system of electrons from its electronic density,
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⇢(r). For a system with nuclear potential field V(r) and electron density, the energy of
the fundamental state is written as:
E[⇢(r)] =
Z
V(r)⇢(r)dr + F[⇢(r)] (3.14)
whereZ
V(r)⇢(r)dr = Vne[⇢(r)] (3.15)
Because of theorem 1, specifying the ground-state density ⇢(r) uniquely deter-
mines the value of F and hence the total ground-state energy. In the second HK theorem
the ground state is found by minimising the total energy with respect to ⇢(r), subject to
fixed total number of electrons N.
Theorem 2: “The ground-state energy for a given external potential V(r) is correctly
obtained by minimising the functional E[⇢(r)] =
R
V(r)⇢(r)dr + F[⇢(r)] with respect to
⇢(r) for fixed V(r) and fixed N and the resulting ⇢(r) gives the correct density distribu-
tion of the ground state.”
The proof of this Theorem is given in Appendix B.
3.3.2 The Kohn-Sham equations
In 1965, Kohn and Sham [18] tried to deal with density functional problems through a
formalism which describes the densities and their subsequent correlations to molecular
energies for a non-interacting system of N - electrons [94]:
E[⇢(r)] = Tni[⇢(r)] + Vne[⇢(r)] + Vee[⇢(r)] + Exc[⇢(r)] (3.16)
where E is the energy, Tni is the kinetic energy of the non-interacting electrons, Vne is the
nuclear electron attraction (Coulombic) energy, Vee[⇢(r)] is the classical electrostatic
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(Hartree) energy and the final Exc term is the electron electron exchange and correlation
energy which contains the correction for the self-interaction energy and the di↵erence
between the kinetic energies of the interacting and non-interacting systems. Within an
orbital expression for the density, the above equation may be written:
E[⇢(r)] =
NX
i=1
h i|   12r
2  
MX
A=1
ZA
|r   RA| +
1
2
Z
⇢(r0)
|r   r0|d(r
0)| ii + Exc[⇢(r)] (3.17)
The density for the non-interacting electrons is constructed as a sum over particle in-
dices:
⇢(r) =
NX
i=1
| i|2 (3.18)
Minimisation of the energy functionals leads to the one-electron electron problem
hKSi  i = "i i (3.19)
where "i corresponds to the energy of the Kohn-Sham (KS) orbital  i. The KS one-
electron operator is defined as
hKSi =  12r
2  
MX
A=1
ZA
|r   RA| +
1
2
Z
⇢(r0)
|r   r0|d(r
0) + Vxc(r) =  12r
2 + Ve f f (3.20)
where Ve f f is the KS e↵ective potential.
The exchange-correlation potential is:
Vxc(r) =
 Exc[⇢(r)]
 ⇢(r)
(3.21)
Vxc(r) is the so-called functional derivative. As the Ve f f depends upon ⇢(r), the KS
equations must be solved self-consistently. The ⇢(r) is initially guessed, and then using
an approximate form for the functional dependence of exchange correlation energy
Exc, Ve f f is computed. The KS equations are then solved to give an initial estimate of
 i in equation 3.19 and by using this set of orbitals the calculated density in equation
3.18 is improved. The self-consistency continues until convergence. The final energy
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is calculated from equation 3.16. KS DFT is in principle exact if we know Exc[⇢(r)]
exactly. Increasingly accurate approximations have been proposed through the years,
and a variety of functionals such as B3LYP, PBE and more, have been developed as
approximate forms for the exchange-correlation energy [95, 96].
3.3.3 Exchange-correlation functionals
As already discussed above, the Exc[⇢(r)] includes the non-classical aspects of the
electron-electron interaction along with the component of the kinetic energy of the real
system di↵erent from the fictitious non-interacting system. The exchange e↵ects take
place between identical particles and they are due to the Paul Exclusion principle. The
exchange energy may be written as function of the single particle orbitals:
Ex =  q
2
2
X
i j
Z
d3r
Z
d3r0
 *i (r) *j(r) i(r) i(r)
|r   r0| (3.22)
The exchange hole is larger than the correlation, where as “exchange hole” we define
the region of reduced probability for encountering a second electron around a given ref-
erence electron, because two electrons with the same spin cannot occupy the same point
in space. As correlation energy we describe the energy lowering that occurs due to the
mutual avoidance of electrons to lower the Coulomb repulsion energy. The “correlation
hole” is the region of reduced probability for encountering a second electron around a
given reference electron, due to the fact that electrons avoid each other because they
have the same charge [97].
3.3.4 Early approximations for exchange correlation energy
Since all terms in equation 3.16 are well defined functionals of ⇢(r), the first HK theo-
rem assures us that the exchange-correlation energy Exc[⇢(r)] is a unique and universal
functional of the electron density. As already mentioned, the problem is that we do
not have an exact formula for it. Local Density Approximation (LDA) and Generalised
Gradient Approximation (GGA) are early and simple approximations for Exc[⇢(r)].
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3.3.4.1 The Local Density Approximation
One very simple approximation for Exc[⇢(r)] is the LDA which makes use of the fact
that we know Exc almost exactly for the uniform electron gas [98, 99]. LDA assumes
that the general inhomogenenous electronic system is locally homogenous and thus,
the exchange correlation energy at every point in the system can be considered the
same as that for a locally uniform electron gas of the same charge density [17, 92]. The
total exchange-correlation energy in the whole system is:
ELDAxc [⇢(r)] =
Z
d3r⇢(r)✏0xc(⇢(r)) (3.23)
where ✏0xc is the exchange-correlation energy per electron in a homogeneous electron
gas of density ⇢(r).
The quality of ✏0xc(⇢(r)) can be further split into exchange and correlation contri-
butions [97]:
✏0xc(⇢(r)) = ✏0x (⇢(r)) + ✏0c (⇢(r)) (3.24)
The exchange part ✏0x is the exchange energy of the uniform electron gas of a particular
density and was originally derived by Bloch and Dirac in the late 1920’s [100]:
✏0x =  34
3
r
3⇢(r)
⇡
(3.25)
LDA provides surprisingly good results for metallic solids with delocalised elec-
trons. However, it tends to overestimate the binding energies and underestimates the
bond distances when describing materials with localised electrons. In addition, LDA
underestimates the band gaps of semiconductors and insulators [101].
3.3.4.2 The Generalised Gradient Approximation
GGA is a semi-local approximation of the exchange-correlation energy and accounts
for the non-uniformity of the electron density by considering the gradients of the spin-
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polarized charge densities in each point. GGA incorporate the gradient corrections to
✏0xc(⇢(r):
EGGAxc [⇢(r)] =
Z
d3r⇢(r)✏0xc(⇢(r))F(⇢(r),r⇢(r)) (3.26)
with F(⇢(r),r⇢(r)) to be defined suitably.
The first widely popular GGA exchange functional was developed by Becke [20]
and its mathematical form has correct asymptotic behaviour at long range for the energy
density. Other GGA exchange functionals have appeared, including the PBE, which
were based on rational function expansions of reduced gradient [19]. Popular correla-
tion functionals such as LYP, were developed in order to correct the correlation energy
density. In particular, LYP is the only correlation functional able to correct the SIE in
one-electron systems [21]. A complete specification of the exchange and correlation
functionals is achieved by combining two acronyms and thus, BLYP includes Becke’s
GGA exchange with GGA correlation functional of Lee, Yang and Parr. In this work,
both PBE and BLYP were used.
3.3.5 The problem of self-interaction
A large number of problems in simple DFT approximations come from the SIE the
spurious interaction of an electron with itself. In classic Quantum Mechanics (QM),
the electrostatic interaction between electrically charged particles is described by
Coulomb’s law:
Uee =
Q1Q2
r12
(3.27)
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while in DFT, as already mentioned, the electron-electron interaction energy is ex-
pressed as a functional of electron density. The Coulomb electron-electron interaction
between two charge distributions ⇢1 and ⇢2 is given by:
Vee[⇢(r)] =
1
2
Z Z
⇢1(r1)⇢2(r2)
r12
d(r1)d(r2) (3.28)
DFT calculations employ the total electron density of the system for both ⇢1 and ⇢2
terms; each electron is therefore represented in both ⇢1 and ⇢2 and it does spuriously
interact with its own charge distribution, hence the term self-interaction.
In one-electron systems, the condition for a functional to be self-interaction-free
is sum of exchange-correlation and Hartree energies should be exactly zero [102].
Vee[⇢(r)] + Exc[⇢(r) = 0 (3.29)
In approximate exchange functionals the cancellation is incomplete and the re-
mainder is known as the SIE. However, in one-electron systems the cancellation of
self-interaction is quite good but this is not the case for finite systems [103]. Unfortu-
nately, the SIE of a particular exchange approximation is much more di cult to quan-
tify in a many-electron system and there is no unique way to correct it. The more the
electrons are localised the bigger the error and thus, because of the SIE, DFT tends to
favour delocalised solutions where electrons do not interact strongly with themselves,
which could be a problem in the description of strongly localised d or f states in transi-
tion metal or rare earth compounds. The presence of self-interaction is reflected in an
incorrect long-range behaviour of the potential acting on an electron. For an atom, we
should have Vxc(r) ! -1/r for r! 1, but simple functionals yield instead a potential
that decays exponentially.
Although GGA improves on the performance of LDA, both LDA and GGA
choices are a↵ected by the SIE [104]. There are several approaches for Self-Interaction
Correction (SIC), but their theoretical foundation is not completely convincing and,
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thus, their e cacy is still a matter of debate. More advanced functionals (e.g orbital
dependent functionals) seem to perform better in this respect.
Systematic improvements are known such as DFT+U , SIC-DFT and hybrid ex-
change functionals that introduce orbital-dependent terms in the Hamiltonian, thus
restoring the individual contribution of each electron to Coulomb and exchange terms
[102, 104, 105].
3.3.6 Orbital-Dependent and Hybrid functionals
To begin with, the use of KS orbitals is precisely what made DFT so successful al-
lowing for much more flexibility in the construction of functionals and thus for more
accurate functionals. Most importantly, the orbital dependent functionals can be used
to compensate for self-interaction on a per orbital basis [102] and can give meaning-
ful, well-defined, localised orbitals. In the following, we discuss specific examples of
orbital-dependent functionals that have been proven to be of general practical useful-
ness.
The meta-generalised-gradient-approximation (meta-GGA) functionals represent
a well-known class of orbital dependent functionals as they go beyond simply the gra-
dient correction and they include the second derivative of the electron density whereas
GGA include only the density and its first derivative in the exchange-correlation poten-
tial [106] . A functional is called a meta-GGA if it uses the kinetic energy densities:
t(r) =
occupiedX
i
1
2
|r i(r)|2 (3.30)
where the  are the self-consistently determined Kohn-Sham orbitals. However, the
crucial problem of self-interaction is only slightly reduced, because a major contribu-
tion to the self-interaction energy comes from the Hartree energy.
A widely used approach to correct for the SIE is the construction of hybrid ex-
change functionals. These are a class of functionals which attempt to combine some of
the most useful features of the Hartree-Fock Hamiltonian within DFT. As already men-
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tioned, in HF theory the self-interaction cancellation between Coulomb and exchange
contributions is exact, or in other words the HF solution is self-interaction free. To the
extent that errors in total HF energies track with the errors in HF exchange, the mix-
ture of HF and DFT formulations can provide a convenient method to correct for the
electronic SIE.
In 1993, Becke was the first who devised the hybrid approach [107]. Later in
1996, Ernzerhof and co-workers attempted to rationalise the idea of mixing the Fock
exchange to the standard DFT [108, 109]. However, the evaluation of the Fock ex-
change under periodic boundary conditions required a lot of computational e↵ort and
as a result the application of HF/DFT combinations to periodic systems was rare and
the routine hybrid functional calculations of molecular systems were not possible. The
CRYSTAL98 code was the first periodic code which supported hybrid functionals using
local basis sets. Since then, many solid-state studies have been carried out with hybrid
functionals, providing valuable insight on how accurate and applicable they can be.
The performance of hybrid exchange functionals in solid state chemistry has been
thoroughly analysed by Cora` et al. [104]. In particular they focused on transition metal
compounds and they showed how hybrid functionals describe crystalline solids. The
structural and electronic properties were investigated as the amount of HF (exact) ex-
change in the hybrid functional was getting larger. The most important output was
that the electronic localisation in the solution was increased when the HF exchange
was added. This caused the lattice parameter to decrease and the ionicity of the ma-
terials, the elastic constants and bulk moduli to increase. For other properties such as
band gaps, phonon spectra, magnetic coupling constants and those depending on the
extent of electronic localisation for both cases of perfect and defective lattices, it was
found that HF and standard DFT functionals (LDA and GGA) generated systematic er-
rors with opposite sign comparing to experimental results, while the hybrid functionals
could yield more accurate results. In general, they concluded that although the optimum
amount of HF exchange used in the functional di↵ers according to the examined sys-
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tem, the best percentage for a solid state specific hybrid functional is generally higher
than in molecules, where standard choices are B3LYP (20% HF) and PBE0 (25% HF)
[110].
Another hybrid functional, the Heyd-Scuseria-Ernzerhof (HSE06) performs very
well, due to the SIE correction from the partial inclusion of Hartree-Fock exchange
[111]. The HSE06 functional derives from PBE0 functional, which is an implementa-
tion of the Becke three-parameter hybrid formula:
EPBE0xc =
1
4
EHFx +
3
4
EPBEx + E
PBE
c , (3.31)
where EHFx is the HartreeFock exact exchange functional, EPBEx is the PBE exchange
functional, and EPBEc is the PBE correlation functional [19, 107]. In HSE06, the ex-
change terms are divided into short-range and long-range parts, and to avoid the expen-
sive calculation of long-range HF exchange, this term is replaced by long-range PBE
exchange:
E!PBEhxc =
1
4
EHF,SRx (!) +
3
4
EPBE,SRx (!) + E
PBE,LR
x (!) + E
PBE
c (3.32)
where ! is a screening parameter controlling the range of the interaction. Standard
values of ! = 0.2 determined as a compromise between speed and accuracy from a test
set of molecules and solids [112] .
There is some evidence of cancellation of the self-interaction in DFT+U meth-
ods which lead to much better results [7, 8, 113]. DFT+U method was developed by
Anisimov et al. [105, 114] to deal with electron correlations in transition metal and
rare earth compounds. With the use of DFT + U functionals, only a single e↵ective
interaction parameter, U, is required to characterize the localization of the 3d electrons.
The performance of LDA+U and GGA+U is presented thoroughly from Rohrbach et
al. [115]. The key concept of DFT+U is to address the on-site Coulomb and exchange
interactions in the localized d or f orbitals with an additional Hubbard-type [116] term.
By treating the regular DFT Hamiltonian (LDA or GGA) with standard Hubbard mod-
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els, a hybrid Hamiltonian is formed which modifies the electron potential within the
transition metal or rare earth atom radii from the LDA/GGA by an amount proportional
to the U parameter in this model. The spin-polarized DFT+U total energy is obtained
by the following expression:
EDFT+U = EDFT +
U   J
2
X
m 
(nm    n2m ) (3.33)
where nm  is the operator yielding the number of electrons occupying an orbital with
magnetic quantum number m and spin   at a particular site and U and J are the spher-
ically averaged matrix elements of the screened Coulomb electron-electron interaction
[117]. U values have been calibrated for many transition metals of interest using the
approach outlined in Wang et al.’s work [8]. For the GGA+U method, there is little
additional computational cost compared to GGA, making it an e cient way to study
transition metal compounds.
Although orbital dependent functionals seem to perform better, they still su↵er
from limitations, in particular DFT+U and hybrid exchange functionals, while intro-
ducing terms explicitly aimed at correcting the SIE do not derive from first principles.
Hence their results should be treated in parametric way, and the best correction deter-
mined by comparison with experiment. The main parameter of hybrid exchange func-
tionals is the variable amount of HF exchange employed in the description of exchanges
forces.
The hybrid functionals we used in Chapters 4 and 5 are PBE and BLYP with
di↵erent amount of HF exchange from 5 to 50% , while in Chapter 6 we limited our
work to B3LYP (20% HF) and PBE with 50% of HF exchange.
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3.4 Other electronic structure approaches
After years of continuous theoretical developments and improvements, working for-
mulations of the exchange and correlation functionals at the basis of DFT retain a low
computational cost, while in the same time they are accurate for most needs in both
molecular and solid-state sciences. The formulation of hybrid HF/DFT functionals has
been crucial in achieving this goal [104]. However, there is a large number of elec-
tronic structure methods from post-HF which are based on wavefunction techniques, to
Quantum Monte Carlo (QMC) .
Post-HF techniques [87, 91], such as configuration interaction (CI) [118] and
Møller-Plesset perturbation (MP2 [119], MP3, MP4) are ab inito quantum chemistry
methods that have recently become available. They are a set of methods developed to
improve HF or SCF by accounting for electron correlation. However, MP2, for exam-
ple, overestimates pure van der waals interactions and relies on error compensations.
MPn theory usually su↵ers from severe spin contamination, especially when open-
shell molecules are involved. Coupled cluster is another technique used for describing
many-body systems. CCSD(T) is the coupled cluster theory with single and double
excitations and perturbative corrections for connected triples excitations. Connected
triples are found to be extremely crucial for dispersion bonded systems. CCSD(T) de-
scribes very well the van der waals interactions but the computational cost becomes
very high and thus, it is applied only to systems with few tens of electrons. In general,
although post-HF methods in solid-state systems yield more accurate results than HF
calculations, their extension is di cult and with high computational cost.
QMC method aims to study complex quantum systems and facilitate the calcula-
tion of various properties of correlated quantum systems [120]. It is a broadly applica-
ble computational tool for providing a reliable solution of the many-body Schro¨dinger
equation for molecules, solids and other systems. QMC is able to give accurate treat-
ment of van der waals forces in solid materials. However, as we describe in our method-
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ology section, for our studies the omission of van der waals dispersion is not likely to
a↵ect our results.
3.5 Basis Sets
The basis set is the set of mathematical equations from which the wave function is
constructed and they are almost always needed to practically solve the Schro¨dinger
equation. Basis sets describe the molecular orbitals in QM as atomic functions and
for a basis set to be good, these functions should allow for the wave function to be
precisely described with the lowest possible computational cost. Slater type orbitals
(STO) originally described these functions:
R(r) = Nrn 1e ⇣r (3.34)
where the radial part is described by a normalising constant N, the principal quantum
number n, the distance of the electron r and a constant describing the e↵ective charge
of the nucleus ⇣. However, integrating the e ⇣r is not always straightforward and thus,
in conventional wave functions based approaches, such as HF, the Gaussian type or-
bitals (GTO) are preferred. GTOs have the same angular dependence as STO, but they
have a radical part in e ⇣r2 . Unlike the STO functions, GTO do not exhibit the cor-
rect cusp at nucleus and the desired exponential decay in the tail regions since r! 1.
Thus, accuracy must be improved since GTOs have computational advantages (easier
to evaluate).
The main way is to choose several values of ⇣ in the e ⇣r2 term and take a lin-
ear combination of these. Each individual GTO (each separate value of ⇣) is called
a primitive Gaussian. Once the best linear combination of primitives is obtained, the
weightings are frozen and the resulting combination is called contracted Gaussian and
can better approximate the exponential function of real electron density. A common
notation for Gaussian basis sets is X-YZG, where X is the amount of functions used
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to describe the core electrons, and Y and Z are the amount of contracted and di↵use
functions used to describe the valence electrons respectively.
GTOs can be improved by making them “double-zeta” and for e.g. in an
STO-6-31G basis set, each core orbital is considered to be a STO represented by a
fixed linear combination of 6 Gaussian primitives and each valence orbital is treated as
two STOs (“double-zeta”) described by three Gaussian primitives respectively.
Basis sets are often enhanced by the addition of polarization functions. This
method works by adding an element of higher angular momentum number to the basis
set, representing the perturbation of an electron cloud by an atom’s environment. For
e.g. in an STO-6-31G* basis set, the asterisk * indicates the polarization for heavy
atoms while two asterisks indicate polarization on light atoms. Further improvement of
these basis sets is accomplished by adding di↵use functions.
In addition, there are basis sets for solids which do not actually comply with the
linear combination of atomic orbitals (LCAO) scheme i.e., plane waves, which are em-
ployed in complex periodic systems in DFT. The orbital wavefunction is described by
a finite number of plane waves. Since the deeply bound core electrons within plane
wave basis sets require a huge amount of basis functions for their description, the com-
putational cost is high. To solve this problem, plane wave basis sets are often used in
combination with an “e↵ective core potential” or pseudo-potential (nonlocal operators,
i.e. they are not simple functions) and the plane waves are only used to describe the
valence charge density. This is because core electrons tend to be concentrated very
close to the atomic nuclei. Gaussian plane waves (GPWs) require pseudo-potentials to
describe the high variance of wavefunctions close to the nucleus.
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3.6 Periodic Boundary Conditions
The electron correlation within a solid is not the only obstacle to solving the
Schro¨dinger equation for a condensed matter system: for solids, we should take into
account the e↵ectively infinite number of electrons within the solid. Together with pe-
riodic boundary conditions (PBC), Bloch’s theorem has enabled simulating the infinite
bulk using a single unit cell, and it based on the translational invariance of the system
in three dimensions [100]. According to the Bloch’s theorem, the wavefunction of an
electron within a perfectly periodic potential may be written as:
 nk(r) = eik·runk(r) (3.35)
where unk(r) is a function that possesses a periodic potential because the ions are ar-
ranged with periodicity of the Bravais lattice
unk(r + R) = unk(r) (3.36)
where R is the length of the unit cell, n is the band index and takes numbers n=1, 2,
3,..., and k is a wavevector confined to the first Brillouin Zone.
In PBC, the system modelled is assumed to be a unit cell which is surrounded by
an infinite array in three dimensions of identical replicas where all boundaries (surfaces)
are so far away that they can be omitted, and only the lattice (which is periodic) a↵ects
the properties of the material. As shown (for a 2D system) in figure 3.1 [121], the blue
box represents the unit cell while the surrounded boxes are exact copies in every aspect.
Thus, PBCs preserve mass and the number of atoms in the cell and also no atom is acted
on by any surface forces, as these are completely removed [87]. The rcut is the cut-o↵
distance which is normally applied in evaluating non-bonded interactions.
As we can see, an atom could possibly interact with one in the neighbouring cell
(which is an image of one of the atoms in the simulation cell) because it is within the
cut-o↵ distance.
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Figure 3.1: A simulation cell surrounded by periodic images generated by PBC. The
arrows indicate the movement of the molecules [121].
3.7 Methodology
In this thesis we examine the performance of GGA and hybrid exchange functionals
within density functional theory in representing the energetics of redox reactions. Thus,
having addressed the general aspects of DFT we focus on its implementation for the
systems discussed in this thesis.
3.7.1 Prior computational methods for transition metal-doped
AlPO’s
Awide range of computational techniques for solid-state research allow the understand-
ing of di↵erent aspects of the chemistry of pure and doped zeotypes. IP techniques
discussed earlier, can describe the structural stability of di↵erent undoped frameworks
of AlPOs and give valuable insight on the structural strain caused when a dopant ion
with di↵erent size or charge is added (see reference [64]).
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QMmethods provide information on the electronic properties, such as the relative
stability of di↵erent electronic and spin states of TM dopants, focusing explicitly on
the treatment of electronic degrees of freedom. The model of the solid as well as
the Hamiltonian provide several alternatives when applied to the study of zeotypes.
Techniques that employ periodic boundary conditions (PBC) are appropriate for the
extended nature of crystalline materials.
Periodic QM calculations were performed by Cora` et al. [64] in order to describe
the equilibrium structure of nanoporous AlPO polymorhps using a range of di↵erent
Hamiltonians from the HF to LDA, GGA and HF-DF hybrid scheme (B3LYP func-
tional). Since all Hamiltonians provided results in good overall agreement, subsequent
studies on doped AlPOs were performed at the (unrestricted) Hartree- Fock (HF) level
of theory. By using QM, they investigated possible correlations between the acidity
of the doped framework and the atomic properties of the dopant, such as ionic radius
and electronegativity, and its crystalline environment (bond distances and angles) in the
AlPO framework [13, 122].
3.7.2 Transition state searching
During a study of reactivity, a parallel process to energy minimisation techniques is the
transition state searching. For a given reaction as shown in figure 3.2, a transition state
(TS) corresponds to a maximum energy structure lying between connecting reactants
and products. A TS is defined as a saddle point, which is a stationary point with one
negative frequency along the vector that connects minima. Finding a TS on a potential
energy surface (PES) is a delicate process because roughly guessed attempts to locate a
TS may lead to unsuccessful results. Several standard molecular quantum mechanical
codes have managed to code algorithms that could e ciently locate saddle points on
the PES [123].
Usually periodic codes based on plane waves pseudo-potential approach adopt the
nudged elastic band (NEB) approach [125]. The NEB has the advantage of requiring
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Figure 3.2: Reaction profile where the reactant A converts to product C via the transi-
tion state B [124].
energy and gradient only to discover the minimum energy path, at the expense of a
relatively high number of images needed to improve the accuracy of the search. The
initial and final steps of the examined reaction are known and the code works by linearly
interpolating a set of images between those steps, and then minimizes the energy of this
string of images. Each image corresponds to a specific geometry of the structure from
the initial to the final state, creating a snapshot along the reaction path. Thus, once the
energy of this string of images has been minimized, the true Minimum Energy Path
(MEP) can be found.
Another method which is used to identify saddle points on a PES is the dimer
method [126]. In this method, the user can start from an initial guess and search for a
nearby saddle point. Another application of dimer method is to start from a minimum
basin and search in random directions for saddle points. If the transitions out of a basin
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are found, their individual rates can be evaluated, and the system can be evolved over
long time scales using kinetic Monte Carlo.
Metadynamics is another method usually applied within molecular dynamics sim-
ulations, which was first suggested by Laio and Parrinello [127]. Metadynamics and
NEB rely on the knowledge a priori of the reaction coordinate.
3.7.3 Proposed methodology
Since there is a wide range of problems associated with the presence of TMs in AlPOs,
the calculations described in the following chapters have been performed with a par-
ticular methodology and code which have been carefully validated in previous studies
[39, 40, 64].
DFT calculations were performed, as implemented in the program CRYSTAL
[128]. The CRYSTAL code is a very useful tool in order to perform consistent studies
of the physical and chemical properties of molecules, polymers, nanotubes, surfaces
and crystalline solids. The CRYSTAL package performs ab initio calculations of the
ground state energy, energy gradient, electronic wave function and properties of peri-
odic systems within Hartree Fock, density functional or various hybrid approximations
[129] .
3.7.3.1 Aerobic oxidation of linear alkanes catalysed by Mn-doped
AlPOs
As already described in detail in Chapter 2, we focused on two elementary reaction
steps of the catalytic mechanism in reference [40]; one from the preactivation cycle
RH + MnIII ! R · +MnII(H) (3.37)
and one from the propagation cycle
ROO · (MIII) + RH ! ROOH(MIII) + R· (3.38)
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Mn-doped AlPO-5 and AlPO-34 are the systems we focused on Chapters 4 and 6.
Mn dopants are open-shell ions with unpaired electrons and the spin-polarized solution
was computed after definition of the electron (↵    ) occupancy. Spin polarization
occurs due to exchange-correlation e↵ects via the interactions of the electrons of the
same spin as an unpaired electron in the open-shell system. Unrestricted wavefunctions
allow di↵erent spatial distribution for electrons with ↵ spins and   spins and therefore
can describe spin polarization.
The basis set employed to describe the host AlPO framework has been optimised
by Cora` et al. [130] and describes very well the electronic distribution on the metal
sites. The electronic distribution of the systems is described as a linear combination
of atomic orbitals (Bloch functions (BF) defined in terms of local functions), and the
basis functions are expressed analytically as a contraction of Gaussian-type orbitals
[26]. Gaussian type functions (GTF) of s, p and d symmetry are used. A triple-valence
plus polarization basis set was used for Mn and a double-valence plus polarization for
the rest of the atoms for all calculations, and are provided from the online library of the
CRYSTAL code [131]. The use of GTOs can describe much better Jahn-Teller type dis-
tortions for open-shell d4 transition metals like Mn3+, like in our system, compared to
the use of pseudo-potentials. In addition, Go´mez Hortigu¨ela et al. [14] have compared
rigorously the predicted structure of the active sites in MnAlPOs using this computa-
tional methodology, with that obtained by X-ray absorption spectroscopy showing that
the performance of the computational settings chosen is reliable.
Both AlPO-5 and AlPO-34 frameworks are periodic in 3 dimensions (crystals,
3D) and they are described with PBC.
In Chapter 4, ethane (CH3CH3) is used as the hydrocarbon and Mn-doped
AFI structure as the catalyst. The AFI framework comprise one-dimensional, non-
interconnected, 12-membered ring (MR) channels whose walls are formed by 6-MR
windows (figure 3.3). These large channels are surrounded by smaller 6- and 4-MR
voids, which are too small to permit the di↵usion of the hydrocarbon reactants; inside
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the aluminophosphate frameworks, divalent cations such as Mn2+ are inserted in tetra-
hedral position and replace Al3+ (but not P5+) and as a result, Mn can take only one
type of position in the MnAlPO-5. Thus, 1 Mn ion is inserted in a tetrahedral position
by replacing one Al ion in the unit cell. One crystallographic cell of 72 atoms is used
with P1 symmetry. Mn image sites do not interact with each other significantly as the
distance between them is over 8 Å. No significant interaction appears between the re-
actants in contiguous image cells because the AFI unit cell dimensions are su ciently
large.
Van der Waals dispersion occurs between the di↵erent parts of our system, which
are the hydrocarbon and the AFI framework. Because we are looking at the reactivity
and we are calculating activation energies, changing configuration between reagents
and TS would not lead to significant changes to dispersion energies. Both reagent and
product molecules are contained in the AlPO pores and thus, the dispersion is trans-
ferable throughout the reaction. As a result the contribution of dispersion correction is
expected to be negligible [132].
In order to obtain the initial unit cell parameters, full geometry optimizations of
the MnAlPO-5 are performed with Mn in the oxidized state, since this corresponds to
the initial state of the catalyst in the absence of reactants; for the rest of the calculations
the unit cell dimensions are kept fixed.
Full geometry optimizations of the reactants and products were performed in or-
der to find the reaction enthalpies. In addition, by finding the whole reaction profile we
could identify reliably the activation energies. To locate the TS we performed a scan
calculation along the reaction coordinate by moving the reactant species in discrete
steps of 0.1 Å in order to find the reaction pathway. For the first step of the preac-
tivation cycle, the reaction coordinate is the distance between the dissociating H and
the framework O atom forming the new O-H bond. Similarly, for the first step of the
propagation cycle, the reaction coordinate is the distance between the H atom in the
hydrocarbon that is going to be transferred and the radical O atom in RO·.
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Figure 3.3: Representation of AlPO-5 framework and indication of the distances of
MR.
A series of constrained geometry optimizations is then performed by keeping the
reaction coordinate fixed and allowing the rest of the internal coordinates to relax. At
the end of the scan, a set of intermediate energy points connecting reactants and prod-
ucts is obtained. The corresponding activation energies and the transition states (TS) are
identified as the point where the energy along the reaction profile is a local maximum.
Go´mez Hortigu¨ela et al. have shown in the previous studies [40] that this procedure
of TS search is reliable and gives results that are close to those obtained using second
derivative-based methods, both in geometry and energy. In addition, the examined re-
action steps are understood very well and it was not necessary to use other TS search
methods, such as the NEB and metadynamics.
In order to focus on the full reaction mechanism, previous studies [39–43] have
been limited to the B3LYP functional. However, reaction enthalpies and activation
barriers, especially when involving open-shell TM ions with d electrons are sensitive
66
to the details of the Hamiltonian as these are the systems where the SIE of DFT is
most pronounced. As already discussed, GGA functionals [133] are known to fail in
the description of the electronic properties of early TM compounds because of the SIE
which is considerable for strongly localized d or f states. However, the development of
B3LYP [20, 21] and other hybrid functionals, which combine the GGA and exact ex-
change, allow accuracy to be imposed whenever HF and standard DFT results deviate
in opposite directions from experiment[104]. The self-interaction correction is accom-
plished via the inclusion of HF exchange, that localizes electrons on the d orbitals and
is larger the greater the localization of the states [96].
One of the aims of this thesis is to benchmark di↵erent functionals by examining
how they influence the calculated reaction enthalpies and activation barriers of redox
reactions. We complement the B3LYP results with a selection of GGA and hybrid
functionals, using a varying amount of HF exchange. In particular, the standard DFT
functionals we used are BLYP and PBE with 0% of HF, while the hybrid exchange
functionals are BLYP with 20 and 25% of HF exchange and PBE with 5, 10, 20, 25
and 50 % of HF exchange. Hereinafter, we indicate as Fz-xc (xc=BLYP or PBE) the
hybrid exchange functionals where a fraction z of HF exchange has been employed in
conjunction of the BLYP or PBE exchange functional.
In Chapter 6, we followed the same methodology as in Chapter 4. However,
ethane (C2H6), propane (C3H8) and hexane (C6H14) were used as hydrocarbons in order
to examine any selectivity issues and then we changed our catalyst from MnAlPO-5 to
MnAlPO-34 to observe if a smaller framework imposes any steric constraints to the
reaction. For CHA (AlPO-34) structure we used one crystallographic cell of 36 atoms
with P1 symmetry. Mn image sites do not interact with each other significantly as
the distance between them is over 8 Å. No significant interaction appears between the
reactants in contiguous image cells because the unit cell dimensions are su ciently
large. In this Chapter, we limited our work to B3LYP hybrid exchange functional,
although some calculations were also performed with F0.50-PBE.
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3.7.3.2 The Li intercalation in LiMnPO4 and LiFePO4 olivine struc-
tures
The Mn3+/Mn2+ redox chemistry and local environment of Mn observed in MnAlPO
system is the same exploited in the intercalation chemistry of LiMnPO4 in Li-battery
cathodes. Figure 3.4 shows the olivine structure adopted by LiMPO4 (M=Mn or Fe).
Both lithiated and de-lithiated MPO4 adopt an orthorhombic unit cell with four formula
units (FU) and space group Pnma. The olivine structure consists of MO6 octahedra and
PO4 tetrahedra; the M2+ ions with their surrounding 6 oxygen atoms form a network of
corner-shared octahedra interlinked by PO4 tetrahedra together with the 4 oxygen atoms
form an isolated tetrahedron with P in the centre. The presence of large tetrahedral
polyanions (PO4)3 , corner-shared MO6 octahedra, and the use of the M3+/M2+ redox
couple are distinctive features of olivine class cathodes.
Figure 3.4: Schematic representation of LiMPO4 olivine structure with PO4 tetrahedra
in light grey and MO6 octahedra in dark grey. Li is represented by the black spheres in
the interstitial channels.
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The open-circuit voltage (OCV) between two electrodes depends on the di↵erence
between the chemical potential of Li at the anode and the cathode. As Li ions are
inserted into the cathode, the chemical potential increases, leading to a decrease in the
OCV. The insertion reaction is represented by the following equation:
 xLi + LixMPO4 ! Lix+ xMPO4 (3.39)
the di↵erence of the Li chemical potential (µLi) between the anode and cathode and the
OCV can then be related [134]:
V(x) =
µcathodeLi(x)   µanodeLi
F
(3.40)
where F is the Faraday constant.
The average intercalation potential hVi for Li insertion between Lix1MPO4 and
Lix2MPO4 can be found by integrating the latter equation between x1 and x2. Neglecting
the entropic and P V contributions [9], hVi can be calculated as follows:
hVi =  [E(Lix2MPO4)   E(Lix1MPO4)   (x2   x1)E(Li)]
(x2   x1)F , (3.41)
where E is the total calculated energy (in eV). Typically x1=0 and x2=1 are taken as
composition limits as in these cases there is no Li-vacancy disorder. hVi is thus deter-
mined by computing the total energy of three compounds: LiMPO4, MPO4 and metallic
Li.
In Chapter 5, we perform DFT calculations in LiMPO4(M=Mn or Fe) which has
a similar behaviour with the MnAlPO-5 system. In a similar fashion to Chapter 4,
DFT calculations were performed, using the program CRYSTAL09 [128]. The wave-
function of the system is described as a linear combination of atomic orbitals, and the
basis functions are expressed analytically as a contraction of Gaussian-type orbitals. A
triple-valence plus polarization basis set was used for Mn and Fe and a double-valence
plus polarization for the rest of the atoms for all calculations, as provided from the
online library of the CRYSTAL code [131]. Full geometry optimizations of all phases
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were performed using di↵erent GGA and hybrid exchange functionals. In particular,
two of the them are standard DFT functionals (BLYP and F0-PBE) and the rest are hy-
brid exchange functionals; B3LYP, F0.25-BLYP and F0.35-BLYP with 20, 25 and 35% of
HF exchange and F0.05-PBE, F0.10-PBE, F0.20-PBE, F0.25-PBE, F0.35-PBE and F0.40-PBE.
3.8 High Performance Computing (HPC)
This work made use of the facilities of high-performance computing services in order
to run calculations that require large numbers of processing cores in parallel fashion.
Thus, HECToR and ARCHER, the UK’s national high-performance computing ser-
vice, was used throughout the research. ARCHER is a Cray XC30, funded by EPSRC,
NERC, EPCC and Cray Inc. It is more than three times more powerful than its pre-
decessor, HECToR, and is hosted by the University of Edinburgh [135]. A series of
calculation were also performed with Legion, which is a centrally funded computing
facility aimed at supporting all types of research at University College London (UCL)
[136]. The larger computing power available is enabling researchers who study prob-
lems with a global impact in the area of chemistry and materials science to explore the
chemical properties of materials in physically realistic environments rather than making
approximations and using idealised systems.
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Chapter 4
E↵ect of exchange functionals on the
calculated activation energies - A DFT
study of the catalytic aerobic oxidation
of ethane in MnAlPO-5
4.1 Introduction
The study of redox reactions through electronic-structure techniques has stimulated
interest because of their significance in heterogeneous catalysis [137–139]. The es-
timation of redox energies is important for the design of more e cient catalysts. In
this chapter, we focus on the widely studied aerobic oxidation of ethane catalyzed by
Mn-doped AlPO-5 and we examine the performance of GGA and hybrid exchange
functionals.
Previous computational investigations [39–43], using hybrid exchange Density
Functional Theory (DFT) techniques have considered the whole catalytic cycle of the
aerobic oxidation of ethane catalyzed by Mn-doped AlPO-5, which comprises over 20
reaction intermediates. The elementary reaction steps have been divided in subsequent
stages of preactivation, propagation, hydroperoxide decomposition and regeneration
(further oxidation):
Preactivation mechanism
CH3CH2H + MnIII ! CH3CH2 · +MnII(H) (4.1)
CH3CH2 · +O2 ! CH3CH2OO · (4.2a)
CH3CH2OO · +MnIII ! CH3CH2OO · (MIII) (4.2b)
Hydroperoxide decomposition
CH3CH2OO · (MIII) +CH3CH2H ! CH3CH2OOH(MIII) +CH3CH2· (4.3)
CH3CH2OOH + MII(H)! CH3CH2O · (MIII) + H2O (4.4a)
CH3CH2OOH + MII(H)! HO · (MIII) +CH3CH2OH (4.4b)
Propagation mechanism
CH3CH2O · (MIII) +CH3CH2H ! CH3CH2OH(MIII) +CH3CH2 · (4.5a)
HO · (MIII) +CH3CH2H ! H2O(MIII) +CH3CH2· (4.5b)
Regeneration mechanism
CH3CH2OO·(MIII)+CH3CH2OH ! CH3CH2OOH+MnII(H)+CH3CH(= O)(4.6)
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The Mn redox activity, particularly its reversible interconversion between 2+ and
3+ oxidation states, and how the variable coordination number of Mn in the AlPO
framework enables reversible complexation with substrate molecules, are both impor-
tant factors in the catalytic e ciency of MnAlPOs. The role of both MnIII and MnII
in the reaction mechanism is significant: MnIII sites produce the alkyl hydroperoxide
which can only be transformed by MnII into alcohol, aldehyde and acid. The com-
putational study demonstrated the requirement of an initial preactivation step to yield
reducedMnII sites which are able to decompose the hydroperoxide intermediates. Here,
starting from a calcined oxidised catalyst with MnIII , MnII is produced via radical H·
abstraction, from the hydrocarbon substrate itself (full description of mechanism in
Chapter 2). In this chapter, we focus on two representative steps, as already discussed
in previous chapters, of the catalytic cycle obtained from previous work; the first is
the abstraction of H from ethane in the preactivation phase (reaction step 4.1), which
involves a reduction of the MnIII site to MnII . The second step comes from the propa-
gation phase of the catalytic cycle where Mn does not change oxidation state (reaction
step 4.5a). By examining these two key reaction steps in detail, we gain valuable addi-
tional understanding of the fundamental electronic processes and are able to gauge the
performance of di↵erent functionals in DFT calculations.
In order to focus on the full reaction mechanism, earlier studies have been lim-
ited to the B3LYP functional. However, reaction enthalpies and activation barriers,
especially when involving open-shell transition metal (TM) ions with d electrons are
sensitive to the details of the Hamiltonian which are the systems where the SIE of DFT
is most pronounced. Local and semi-local functionals such as LDA and GGAs [133]
are known to fail in describing the properties of electrons in well localized electronic
states, such as in the 3d atomic orbitals of first row TM ions. Quantitative study of these
systems require orbital dependent functionals of which hybrid-exchange formulations
represent one widely employed example [20, 21, 104]. In the hybrid exchange func-
tionals, the self-interaction correction is accomplished via the inclusion of a fraction of
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HF exchange, whose e↵ect is to localize electrons on the d orbitals and is larger the
greater the localization of the states [96].
With reference to the two steps that we examine in detail, while the e↵ect of the
SIE on the reduction energy of MnIII to MnII is now well acknowledged, we would
like to note that even step 4.5a, where Mn does not change oxidation state, will be
a↵ected by the SIE to some extent, because the localisation of the radical varies in the
TS relative to reagents and products.
The aim is to benchmark di↵erent functionals by examining how they influence
the calculated reaction profiles. We complement the B3LYP results with a selection of
GGA and hybrid functionals, using a varying amount of HF exchange between 0 and
50%. Our results aim to provide a quantitative and qualitative benchmark for this im-
portant type of reaction and thus, guide future work on heterogeneous redox processes.
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Figure 4.1: View of the TS (left) and product (right) structures for the preactivation
step. A hydrogen transfer to the active site takes place, yielding a MnII site and an
ethyl (R·) radical, which is then rapidly stabilized by the addition of O2 to form ROO·.
Mn active site is represented in blue, P in brown, Al in green and O in red.
4.2 Preactivation step - Formation of the ethyl radical
and Mn reduction
The first part of this study considers the initial elementary step (reaction step 4.1) of the
preactivation mechanism presented in reference [39]. Preactivation of the MnIII-AFI
catalyst in the presence of O2 and ethane yields reduction of the Mn active site through
homolytic transfer of a hydrogen atom from RH to the active site (figures 4.1 and 4.2).
MnIII (O) + RH!MnII (OH) + R·
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Our results suggest that O2 does not intervene in this initial step and is always located
far from the radical species upon geometry optimisation at each step. A bond is formed
between the H of the ethane molecule and one O of the framework which is nearest
neighbour to Mn, as shown in figure 4.2.
Figure 4.2: Reaction scheme showing the TS in preactivation step.
The reaction coordinate is scanned from the initial value of up to 3.2 Å corre-
sponding to the O-H distance in the geometry optimized configuration for the reagents,
to a final value of 1.00 Å, with steps of 0.1 Å or smaller in the vicinity of the TS. The
energy evolution as a function of the reaction coordinate is shown in figure 4.3 for all
functionals employed. Table 4.1 and figure 4.4 summarise the activation energies and
reaction enthalpies. The zero of the energy is chosen to coincide with the reagents i.e.
MnIII-AlPO5 with one ethane molecule not interacting with the active site. From figure
4.4 we observe small di↵erences between the two semi-local exchange functionals
Fx-BLYP and Fx-PBE (where x is the amount of HF exchange). The energy di↵erence
is at most 10kJ/mol and hence, the choice of the amount of HF exchange is more crucial
than the type of the functional.
Results show a clear dependence on the amount of Hartree-Fock (HF) exchange.
For all functionals, the energy increases as expected as the H atom from the hydro-
carbon approaches the framework O nearest neighbour to the Mn active site. As the
amount of HF exchange in the functionals increases, the transition state is lower in en-
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Figure 4.3: Energy profiles for the reaction step 1 calculated using nine functionals
with di↵erent amount of HF exchange (BLYP, B3LYP, F0.25-BLYP, F0-PBE, F0.05-PBE,
F0.10-PBE, F0.25-PBE, F0.50-PBE).
ergy and its geometry closer to the reactants. F0-PBE and BLYP which are pure GGA
functionals have a product-like TS and give very similar energy profiles. F0.50-PBE,
which has the largest amount of Hartree Fock exchange among those we considered
here, has the most reactant-like TS.
The variation in reaction enthalpies is very large and the di↵erence between func-
tionals is up to 150 kJ/mol. This is a profound implication for chemistry. F0.50-PBE has
the lowest reaction enthalpy of 9.89 kJ/mol, while BLYP and F0-PBE have the highest
reaction enthalpies of 163.06 and 152.80 kJ/mol respectively. This is a very significant
variation indeed which would correspond to an entirely di↵erent chemical behaviour.
Clearly this di↵erence deserves an in depth investigation for modelling to be a valid
contributor to this and related catalytic studies.
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Activation Energy(kJ/mol) Reaction Enthalpy(kJ/mol) rOH(TS)(Å)
BLYP 172.93 163.06 1.15
B3LYP 135.80 92.66 1.35
F0.25-BLYP 130.66 78.58 1.40
F0-PBE 163.86 152.80 1.15
F0.05-PBE 151.93 135.51 1.20
F0.10-PBE 144.81 118.72 1.30
F0.20-PBE 129.29 86.32 1.37
F0.25-PBE 122.43 69.97 1.40
F0.50-PBE 119.0 9.89 1.65
Table 4.1: Activation energies and reaction enthalpies with the use of all nine function-
als.
The large dependence on the amount of HF exchange is clear. To understand
where it may arise from, we decomposed the overall reaction step into its component
half reactions, the first being the reduction of MnIII to MnII with atomic H, the other
the oxidation of the alkane substrate:
MnIII + H· !MnII (OH)
RH! R· + ·H
The calculated reaction enthalpies of the component half cells are reported in table 4.2,
while figure 4.5 shows their variation as a function of the HF exchange fraction in the
functional. The dissociation of ethane is a↵ected only in minor way as the amount
of HF exchange increases. It is clear that the di↵erence in the overall redox energy
originates in the calculated reduction potential of Mn in the AlPO framework. This
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Figure 4.4: Calculated reaction enthalpies and activation energies as a function of the
amount of HF exchange. With black and red are the relative values for Fx-BLYP func-
tionals and with green and blue are for Fx-PBE functionals.
reduction requires a change from d4 high spin to d5 high spin electronic configuration
through the localisation of an additional electron on the Mn3+ site. Such a situation is
a typical example of an electronic state where the DFT solution is a↵ected by a large
SIE. To investigate further how the electronic configuration of Mn evolves during the
reaction, in figure 4.6 we report the evolution of spin density on the Mn and C atoms as
a function of the reaction coordinate for three di↵erent functionals.
Mn starts from a d4 electronic configuration with four unpaired electrons local-
ized in 3d atomic orbitals. On approaching the TS geometry, the spin on Mn starts to
increase and undergoes an abrupt change from ⇠ 4 to ⇠ 5 when the energy reaches its
maximum, i.e. at the TS, which confirms the homolytic character of the H transfer.
Mn2+ and Mn3+ are both stable in high-spin electronic configuration because of the low
ligand field splitting caused by the p donor character of O-based ligands as well as the
tetrahedral coordination of the Mn ions. Pure DFT functionals, F0-PBE and BLYP, are
a↵ected by the SIE, that spuriously destabilises localized electronic states, and hence
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Figure 4.5: Calculated reaction enthalpies as a function of the amount of HF exchange
for the component half cells (kJ/mol); a (MnIII + H· !MnII (OH)), b (MnIII + RH!
R· +MnII(OH)) and c (RH! R· + ·H)
underestimate the stability of the d5 Mn2+. The SIE is corrected with the inclusion of
orbital dependent exact-exchange with the hybrid exchange functionals. The increase
of Hartree-Fock exchange from 20% in B3LYP, to 25% in F0.25-PBE and 50% to
F50-PBE, progressively stabilises the high spin d5 electronic configuration of Mn2+ rel-
ative to Mn3+. The C-H bond remains stable as the hydrocarbon approaches the frame-
work O up to a (R)H-O(Mn) distance of 1.7Å and energy increases substantially when
the bond starts to dissociate. The spin of Mn (blue line) increases for all functionals
approximately from ⇠ 3.77(corresponding to MnIII) to ⇠ 4.83(MnII) simultaneously
with the dissociation of the C-H bond and the H transfer to the Mn active site. The
second product of this preactivation step is an ethyl radical (R·), whose unpaired elec-
tron is localized on one of the organic C atoms; the C spin (green lines in figure 4.6)
changes from 0 to -1.0 with small variations depending on the functional, proving that
the mechanism of the C-H bond cleavage is homolytic ( C-H! C·+ ·H).
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functional (HF%) MnIII + H· !MnII (OH) RH! R· + ·H
BLYP -51.7 217.1
B3LYP -126.9 220.6
F0.25-BLYP -140.8 218.5
F0-PBE -73.3 227.1
F0.05-PBE -92.7 227.0
F0.10-PBE -111.5 227.0
F0.20-PBE -145.8 226.9
F0.25-PBE -161.0 226.7
F0.50-PBE -198.0 226.1
Table 4.2: Calculated reaction enthalpies of the component half-cells (kJ/mol); MnIII
+ H· !MnII (OH) (Mn(III)   O   P + 12H2 ! Mn(II)   OH   P ) and RH! R· +
·H (CH3CH3(g)! CH3CH2 · +12H2 )
In figure 4.7, we report the spin density maps for the transition state configuration
for F0-PBE and F0.50-PBE functionals. The ↵ spin density (red regions in figure 4.6) is
strongly localized on Mn for both functionals. In the transition state, the   spin density
(blue regions in figure 4.7) from the C-H bond is shared between the C atom of RH
(which is becoming a radical) and the O of the framework which is nearest-neighbour
to Mn active site. We observe that F0-PBE functional gives a product like TS where
the   spin is mostly localized on C, while F0.50-PBE yields a reactant like TS where  
spin is more on C, H and O atoms involved in the H transfer reaction. The H atom has
much smaller spin density and intervenes the radical transfer from C to the framework.
However, it does not itself become spin-polarized. The electron associated with the
homolytic cleavage of the C-H bond is donated to the MnIII site whose spin density
increases upon approaching the TS. Alternatively, standard DFT has a more product
like TS as the   spin is transferred completely and is well-localized on the radical
carbon giving a product-like spin density.
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(a) (b)
(c)
Figure 4.6: Reaction profile diagrams using F0-PBE, F0.25-PBE, F0.50-PBE. Energy dia-
gram (black line), evolution of Mn spin (blue line) and of C spin (green line), and C-H
distance (red line) in Å along the reaction coordinate (O(Mn)-H(CH2CH3)) distance).
The hydrogen atom transfer to the framework O atom and the Mn reduction result
in the elongation of all Mn-O bonds. Table 4.3 summarizes the Mn-O bond distance
of the protonated oxygen along the reaction coordinate, r(OH). The largest Mn-O bond
elongation is observed with the formation of the products, while with bold is noted
the Mn-O bond distance on the TS. Although the O-H bond distance is di↵erent for
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(a)
(b)
Figure 4.7: Spin density maps of the transition state of reaction step (1) of PBE with
0% (a) and 50% (b) of HF exchange. F0-PBE functional gives a product like TS while
higher amount of HF exchange gives a reactant-like TS.
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r(O-H)Å BLYP B3LYP F0.25-BLYP F0-PBE F0.5-PBE F0.10-PBE F0.25-PBE F0.50-PBE
1.0 2.27 2.25 2.26 2.29 2.27 2.27 2.25 2.23
1.15 2.19 2.19
1.2 2.10 2.20 2.21 2.10 2.17 2.20 2.20 2.20
1.3 2.0 2.17 2.14 2.0 2.13 2.15
1.4 1.97 2.15 2.14 1.94 1.94 1.96 2.14 2.00
1.6 1.95 1.91 1.89 1.91 1.90 1.60 1.90 2.17
2.2 1.95 1.91 1.88 1.90 1.88 1.88
Table 4.3: Mn-O bond distances in Å of the protonated oxygen.
every functional on the TS, the elongation of Mn-O bond is similar for all functionals,
indicative of the Mn reduction.
4.3 Propagation step - H-transfer from RH to MnIII · · ·
OR
The second step we examine in detail is part of the radical propagation stage (reaction
step 4.5a) which occurs on a MnIII · · ·OR site and involves a H transfer from a new
hydrocarbon molecule in order to saturate the ethoxo radical RO·, and form an ethanol
molecule ROH [42] (figures 4.8 and 4.9):
Mn III (·) OR + RH!Mn III· · · (ROH) + R·
The reaction coordinate chosen to represent this reaction step is the distance between
the H atom in ethane that will be transferred and the radical O atom in RO·. In contrast
to the preactivation step discussed previously, in this step Mn does not change oxidation
state. Instead, it provides a stable site that stabilizes the ethoxo radical intermediate. In
84
Figure 4.8: View of the TS (left) and product (right) structures for the propagation step.
A hydrogen transfer to the active site takes place, yielding an ethyl (R·) radical.
this step, there is one unpaired electron throughout the process that is transferred from
the O atom of the ethoxy intermediate (RO·) to C in the newly formed ethyl radical (R·).
As previously, energy profiles were calculated for functionals with di↵erent amount of
HF exchange.
In this reaction step, all functionals with less than 20% HF exchange converge
to a di↵erent electronic state corresponding to MnIV · · ·OH, while the functionals with
25% or more HF exchange yield an ethoxo radical RO· coordinated to MnIII . Because
of the SIE intrinsic to GGA functionals, the Mn 3d levels are destabilized relative to
the singly occupied molecular orbital containing the unpaired electron of the ethoxo
radical.
In order to investigate why for functionals with less than 20% HF exchange the
occupied d orbitals are shifted down in energy, we produced the density of state (DOS)
projected from the atoms involved in the reaction to get information on the electronic
85
Figure 4.9: Reaction scheme showing the TS in propagation step.
structure. As shown in figure 4.10, for the F0-PBE functional (figure 4.10a), there
are two empty 3d ↵ states on the Mn, indicative of the d3 electronic configuration of
Mn4+, while the adsorbate O is a closed-shell species indicative of an OH  ion. With
the F0.25-PBE functional (figure 4.10b), we have instead only one empty ↵ state on
Mn, indicative of Mn3+ oxidation state (d4 configuration). The contribution from the
adsorbate O shows an empty state with opposite spin with respect to the polarisation of
Mn and hence, in this case an OH· radical. The filled Mn d levels shift down in energy
relative to O-2p levels at the top of the valence band upon increasing the amount of HF
exchange, showing that the SIE destabilizes the 3d orbitals giving a di↵erent electronic
state.
Table 4.4 summarizes the activation energies and reaction enthalpies calculated
with the functionals with more 20% HF exchange, whilst figure 4.11 shows the energy
profiles along the reaction coordinate. The energy increases as the H atom of the hy-
drocarbon approaches the O· radical. As the amount of HF exchange increases in the
functionals, the TS becomes slightly higher in energy. The variation is again a result of
the SIE, but in this reaction step it plays in the opposite direction than in the preactiva-
tion step examined earlier. To understand how the self-interaction a↵ects the activation
barrier we need to investigate the extent of electronic localization in the TS relative to
reactants and products. This is shown in figure 4.12. The di↵erence between the activa-
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(a)
(b)
Figure 4.10: Projected density of states for Mn, O on the framework, O of the adsorbate,
and total projection for PBE with 0% (a) and 25% (b) of HF exchange. The vertical
line indicates the Fermi energy while black and red areas show the spin up and down
contributions, respectively.
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Figure 4.11: Calculated energy profiles for the reaction step 4.5a with di↵erent ex-
change functionals
Activation Reaction rOH(TS)(Å) spin on O at TS
Energy(kJ/mol) Enthalpy(kJ/mol)
B3LYP 27.34 -17.63 1.40 -0.58
F0.25-BLYP 31.72 -22.51 1.40 -0.21
F0.25-PBE 35.16 -13.49 1.40 -0.43
F0.50-PBE 37.68 -12.05 1.40 -0.64
Table 4.4: Activation energies, reaction enthalpies, distances between the O which is
nearest neighbour to the framework and the transferred H, as well as spin densities on
O at the TS.
tion energy when using 20% of HF exchange and 50% is ⇠ 10kJ/mol with the highest
energy for the 50% of HF, which is significantly smaller than the previous step (the
di↵erence between 20% and 50% ⇠ 61kJ/mol with the highest energy for the 20%).
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(a) (b)
(c) (d)
Figure 4.12: Reaction profile diagrams using B3LYP, F0.25-BLYP, F0.25-PBE and F0.50-
PBE. Energy diagram (black line), evolution of Mn spin (blue line), C spin (green
line) and O spin (red line) along the reaction coordinate (O(OCH2CH3)-H(CH3CH3))
distance).
Figures 4.12 and 4.13 present information on how the spin polarization of the dif-
ferent species evolves along the reaction coordinate. Here, the oxidation state of Mn
does not change; the spin of Mn (blue line) remains as ⇠ 3.9 (corresponding to the d4
for MnIII) throughout the reaction. Instead, the unpaired electron of the organic radical
is localized on a single atom in reagents and products, while it is delocalized among C
and O atoms involved in the H transfer reaction, with only small contribution from H in
the TS (figure 4.12). This increased delocalization is favoured by the self-interaction.
The TS corresponds to the maximum delocalization of the unpaired electron. The disso-
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(b)
Figure 4.13: Spin density maps of the transition state of reaction step (7) of B3LYP (a)
and PBE with 50% (b) of HF exchange.
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ciation of the C-H bond takes place after the TS leading to the simultaneous formation
of an ethyl radical R· and an ROH molecule that remains bonded to Mn. The change
of C spin (green line) indicates the formation of the radical species while the initial
unpaired electron localized on the O atom of the RO ligand) disappears as a result of
the formation of a closed-shell species (ROH).
Delocalization at TS is confirmed in figure 4.13, where we present the spin den-
sity maps for the TS when B3LYP and PBE with 50% of HF exchange are used. We
observe similar features for both functionals showing the smaller impact of SIE in this
reaction step. Here the TS is not shifted to the reactants as the amount of HF increases
but it appears when the O-H distance is ⇠1.4Å for all functionals. A well-localized ↵
spin density on the Mn (displayed in red) remains unchanged, while the H atom is being
transferred between the C and the O atom while the C atom retains a quasitetrahedral
environment in the TS. The   spin density (displayed in blue) is shared between the C
atom of RH (which is an incipient radical) and the O atom in the RO· ligand consis-
tent with the homolytic dissociation of the C-H bond and the formation of an O-H bond.
4.3.1 Up and Down spin choices of oxygen radical
Figure 4.14 presents the energy profiles along the reaction coordinate for every func-
tional separately. The two energy profiles in every diagram show how energy changes
with the di↵erent amount of Hartree-Fock exchange and also how it changes for the two
possible directions, up and down, of the spin of the oxygen radical. It should be men-
tioned that the energy of the reactants is obtained after full optimisation of the structure
with the spin of the O radical up and as a result small di↵erences on the zero point of
the energy profile with spin down are observed. Although there are small di↵erences
when spin changes for B3LYP and F0.25-PBE functionals, the spin down choice appear
to be more stable for all functionals.
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(c)
Figure 4.14: Calculated energy profiles of B3LYP, F0.25-PBE and F0.50-PBE functionals
along the reaction coordinate distance for the two di↵erent spin directions, up (black
line) and down (red line), of the radical O.
4.4 Summary and Conclusions
In this Chapter, we have identified computationally how reaction enthalpies and acti-
vation barriers of redox reactions vary with the use of di↵erent exchange functionals.
The e↵ect is large and must be treated carefully, especially when open-shell TM ions
with localized d electrons are involved, as these are the systems where the SIE of DFT
is most pronounced. The aim is to highlight the crucial role of SIE in redox reactions
that proceed via radical mechanisms. For this reason, we focused on two representa-
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tive steps of the aerobic oxidation of ethane catalyzed by Mn-doped nanoporous alu-
minophosphate catalysts discussed in [39] and [42]: the H transfer from ethane in the
preactivation phase and one step of the propagation phase. SIE can increase or de-
crease the activation energy depending on the extent of electronic localization in each
elementary reaction step.
The preactivation step occurs through reduction of Mn from 3+ to 2+ oxidation
state and requires the localisation of an additional electron on the Mn ion while the
electronic configuration changes from d4 to d5. This reaction is opposed by spurious
SIE, hence we observe that the transition state becomes lower in energy with the in-
crease of HF exchange. In particular, standard DFT functionals (PBE with 0% of HF
and BLYP) yield reaction enthalpies and TS which are closer to the products and have
the highest activation energies. They are unable to describe the reduction of Mn from
3+ to 2+ and they repel the electron density giving more delocalized solutions as the
electron SIE becomes significant for electrons in the well-localized TM d levels. Hy-
brid exchange-correlation functionals may be used to alleviate the SIE and improper
electron delocalization.
The propagation step does not require a change of oxidation state of the Mn ac-
tive site, and is a↵ected by the SIE in opposite way than the preactivation step discussed
above. Here, the unpaired electron of the organic radical is delocalized between alkoxy
and alkyl radical in the transition state, which is stabilized by the SIE. As a conse-
quence, the calculated activation barrier becomes slightly higher upon increasing the
fraction of Hartree-Fock exchange, while the reaction coordinate at the TS state is at
1.4Å for all functionals.
As DFT is widely used in catalytic studies, the accurate examination of reaction
energies and activation barriers for transforming among reactants, adsorbed species,
and products is needed. Further calibration of current functionals and greater avail-
ability of experimental model systems for benchmarking would help to clarify the re-
liability of the methods being used and extend the applicability of the density func-
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tional calculations in similar redox reactions. For our system, as there are not many
experimental model systems in order to validate our results, we need to find alternative
comparisons to experiment. In the next chapter we consider that the Mn3+/Mn2+ re-
dox chemistry we observed here is the same exploited in the intercalation chemistry of
LiMnPO4 model and thus, we calculate the Li intercalation potential of LiMnPO4 with
a range of functionals with di↵erent amount of HF exchange, in the same way as in this
chapter.
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Chapter 5
Li intercalation potential of olivine
phosphate cathodes - A comparative
study of electronic structure
calculations
5.1 Introduction
In Chapter 2, we discussed the aerobic oxidation of hydrocarbons in TM-doped alu-
minophosphates which is a specific example where theory has played a vital role in
providing molecular detail over the whole and quite complex catalytic cycle [40]. In
the catalytic reaction examined, redox activity is associated with a TM ion such as Mn,
Fe, Co that replaces framework Al3+ sites and reversibly changes between 3+ and 2+
oxidation states during the catalytic cycle. The TM is co-ordinated in the lattice to
four of the phosphate PO3 4 molecule ions. Describing the localisation of electrons in
the d atomic orbitals of TM ions at the core of redox reactions, is a weakness of local
and semi-local DFT functionals that are a↵ected critically by the self-interaction error
(SIE). The SI is present in all DFT calculations but it becomes catastrophic when the
electronic states are well localised, such as for 3d TM ions.
In Chapter 4, we extended the above computational work on the catalytic oxida-
tion of alkanes in MnAlPO-5 to cover di↵erent GGA and hybrid exchange functionals.
There we showed that the critical reaction enthalpy and activation barrier for the H ab-
straction from the hydrocarbon (HC) substrate by Mn3+, to yield an alkyl radical Mn2+,
vary as much as 150 kJ/mol upon varying the amount of HF exchange in hybrid ex-
change functionals between 0 and 50%, which would completely alter the kinetics and
mechanism of the catalytic cycle.
Clearly a reliable way of refining this range must be found possibly by direct
comparison to experiment, to establish confidence in the computational results. Un-
fortunately, the energetics of individual elementary steps in a complex catalytic cycle
is not currently possible to estimate exactly. The insulating nature of the AlPO frame-
work prevents the applications of electrochemical methods such as cyclic voltammetry
that could quantify the Mn3+/Mn2+ reduction potential of the redox active ions in real
samples. We need therefore to find alternative comparisons to experiment.
Here we exploit the fact that the Mn3+/Mn2+ redox chemistry and local environ-
ment of Mn directly bonded to phosphate ions, is the same observed in the intercalation
chemistry of LiMnPO4 exploited in Li battery cathodes. The shortcomings of DFT
in localising an additional electron on Mn3+ during the catalytic cycle and the Li in-
tercalation are very similar. The redox potential of LiMnPO4 is well characterised
quantitatively through its Li battery applications, hence LiMnPO4 provides a suitable
reference to assess the DFT results also in the heterogeneous catalytic applications of
MnAlPO’s. The study of LiMnPO4 is complemented by that of LiFePO4 to estimate
transferability of results between di↵erent redox active TM ions. Both LiMnPO4 and
LiFePO4 are olivine structure compounds and figure 5.1 shows the adopted structure.
In previous studies, Zhou et al. [113] claimed that the use of the DFT+U method
gives Li intercalation potentials in good agreement with experiment while Wang et
al. [8] used DFT+U to correct the SIE in the calculation of reaction energies of TM
oxides. Chevrier et al. [111] performed hybrid density functional calculations of redox
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potentials and formation energies of TM compounds and they have shown that the
exact Hartree-Fock (HF) exchange in the HSE06 hybrid exchange functional corrects
the self-interaction errors leading to a more accurate solution when the 3d electrons are
involved. In addition, the inclusion of HF exchange has more recently gained increased
prominence in solid state chemistry [44, 112, 140]. The general performance of hybrid
functionals in solid state chemistry has been discussed in detail by Cora` et al. [104]
while B3LYP has been also proved successful for calculations of simple TM oxides
[104, 141, 142].
Figure 5.1: Schematic representation of LiMPO4 olivine structure with PO4 tetrahedra
in light grey and MO6 octahedra in dark grey. Li is represented by the black spheres in
the interstitial channels.
In this Chapter, we perform density functional theory calculations using GGA and
hybrid exchange functionals with di↵erent amounts of HF exchange in order examine
how the amount of HF exchange can influence the intercalation potential of the topical
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olivine structures, LiMnPO4 and LiFePO4. Beyond the quantitative study of materials
of technological interest, our aim is to provide a reliable benchmark of di↵erent ex-
change DFT functionals for the study of redox reactions, that can be applied to other
scientific areas that critically depend on these widespread elementary chemical steps.
5.2 Approach and Methodology
The olivine structure consists of a distorted hexagonal close-packed (hcp) framework
containing Li and M (Mn or Fe) in octahedral sites and P in tetrahedral sites, as shown
in figure 5.1. During battery cycling the Li ions are removed topotactically to yield
heterosite, which maintains the topology of the MPO4 framework [143].
The detailed methodology has been already described in Chapter 3. The average
intercalation potential for Li in LiMPO4 has been calculated from the below equation:
hVi =  [E(LiMPO4)   E(MPO4)   E(Li)], (5.1)
where E is the total calculated energy (in eV) and as the equation shows, hVi is deter-
mined by computing the total energy of three compounds: LiMPO4, MPO4 and metallic
Li.
Experimental structures of LiMPO4 were taken from the inorganic crystal struc-
ture database(ICSD) [144] while the delithiated ones were obtained after removing all
Li atoms from the lithiated structures, followed by full geometry optimisation. Fer-
romagnetic (FM) and several antiferromagnetic (AFM) orderings of TM atoms were
examined and the ordered magnetic phase with lowest energy was used to calculate
intercalation potentials. We present the results from the AFM orderings. For complete-
ness we note that at high temperatures these compounds will have magnetic disorder
[145]. Full geometry optimisations of all phases were performed with each functional.
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a(Å) b(Å) c(Å)
LiMnPO4 MnPO4 LiMnPO4 MnPO4 LiMnPO4 MnPO4
BLYP 10.56 9.81 6.17 6.01 4.82 4.89
B3LYP 10.50 9.70 6.13 5.97 4.78 4.84
F0.25-BLYP 10.51 9.70 6.13 5.97 4.78 4.84
F0.35-BLYP 10.48 9.65 6.12 5.94 4.76 4.82
F0-PBE 10.47 9.69 6.13 5.95 4.78 4.83
F0.05-PBE 10.46 9.67 6.12 5.94 4.77 4.82
F0.10-PBE 10.45 9.65 6.11 5.94 4.76 4.82
F0.20-PBE 10.43 9.62 6.10 5.92 4.74 4.80
F0.25-PBE 10.43 9.60 6.09 5.91 4.74 4.79
F0.35-PBE 10.40 9.57 6.08 5.89 4.72 4.77
F0.40-PBE 10.39 9.55 6.07 5.88 4.71 4.76
PBE [4] 10.55 9.92 6.13 6.01 4.78 4.93
PBE+U [4] 10.62 9.98 6.17 6.07 4.80 4.96
Exp. [1] 10.44 9.69 6.09 5.93 4.75 4.78
Table 5.1: Cell parameters for the olivine-structured LiMnPO4 and MnPO4.
5.3 Results and discussion
5.3.1 Structural parameters
Tables 5.3 and 5.4 present the calculated equilibrium volumes as well as the volume
di↵erences ( V) between lithiated and delithiated phases. For comparison, GGA,
GGA+U and HSE06 results from Ceder’s group [4] are also presented together with
the experimental results. The relative errors in the volumes are plotted in figure 5.2 and
tables 5.3 and 5.4 present the values of volumes for lithitated and delithiated structures,
as well as the volume di↵erences.
The experimental data have been obtained at room temperature where these com-
pounds are known to be paramagnetic. Since our calculations are static the zero-point
vibration and thermal e↵ects, which we are neglecting, would introduce a very small
discrepancy.
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a(Å) b(Å) c(Å)
LiFePO4 FePO4 LiFePO4 FePO4 LiFePO4 FePO4
BLYP 10.27 10.01 6.10 5.96 4.73 4.93
B3LYP 10.25 9.91 6.05 5.86 4.70 4.87
F0.25-BLYP 10.26 9.91 6.05 5.85 4.70 4.86
F0.35-BLYP 10.24 9.87 6.04 5.82 4.69 4.84
F0-PBE 10.15 9.91 6.06 5.87 4.69 4.87
F0.05-PBE 10.16 9.92 6.05 5.86 4.68 4.87
F0.10-PBE 10.17 9.88 6.05 5.84 4.68 4.85
F0.20-PBE 10.18 9.85 6.03 5.81 4.67 4.83
F0.25-PBE 10.16 9.84 6.01 5.80 4.66 4.82
F0.35-PBE 10.16 9.81 6.01 5.77 4.65 4.80
F0.40-PBE 10.15 9.79 6.00 5.76 4.64 4.79
PBE [4] 10.39 9.99 6.04 5.93 4.90 4.76
PBE+U [4] 10.42 9.92 6.07 6.01 4.76 4.93
Exp.[51] 10.33 9.82 6.01 5.79 4.69 4.79
Table 5.2: Cell parameters for the olivine-structured LiFePO4 and FePO4.
For all compounds investigated, BLYP functionals overestimate more the values
of the lattice parameters compared to the PBE functionals, while in both functionals
as the amount of HF exchange increases the lattice parameters contract. Our results
are consistent with those found in the previous studies. However, for precise compar-
ison with the previous calculations we should consult the references provided, since
di↵erent basis sets, magnetic orderings or exchange correlation functions, have been
used. Although our atomic orbital calculations and the earlier plane-wave calculations
with the same GGA functional should give the same results, there are some small dif-
ferences which are usual. The agreement is good for LiMnPO4 where we have Mn2+.
However, for MnPO4 we have the biggest discrepancy, but the unit cell parameters with
our calculations are closer to the experimental results compared to the results of Ceder’s
group. We are confident about the accuracy of our calculations since Mn3+ in MnPO4 is
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a Jahn-Teller ion with d4 electronic configuration and pseudo-potentials are not always
reliable in describing such valence state.
The predicted volume decreases from M=Mn, Fe and in general, they decrease
steadily upon increasing the fraction of HF exchange, in parallel with the increased
electronic localisation achieved. The volumes for LiMnPO4 obtained with all BLYP
functionals are larger than those with PBE functionals, while with PBE functionals,
when the amount of HF exchange is closer to 20%, the lithiated volume is predicted
exactly (only 0.03% relative error). In LiFePO4, B3LYP and F0.25-BLYP functionals
predict the lithiated volume very well with a relative error of 0.10% and 0.14%, respec-
tively. However, the equivalent amount of HF exchange with F0.20-PBE and F0.25-PBE
functionals underestimate the volumes giving relative errors of -1.7% and -2.4%, re-
spectively.
The error and variability compared to experiment is greater for delithiated struc-
tures corresponding to complete topotactic removal of all Li ions. Compensation of
errors is noted in the calculated volume di↵erences (tables 5.3 and 5.4) upon delithia-
tion. Comparison of the calculated volume di↵erences with the experimental value ( V
= 6.83Å3/formula unit) for LiMnPO4 indicates that there is a good agreement with all
functionals with B3LYP predicting the volume di↵erence exactly.
However, as in previous computational investigations [4, 111], the prediction of
the volume change for LiFePO4 is underestimated for all functionals, but it becomes
closer to the experimental value as the amount of HF exchange increases. In particular,
the prediction of volume change with F0.40-PBE ( V = 3.13Å3/formula unit) is in better
agreement with the experimental value ( V = 4.76Å3/formula unit) than the rest of the
functionals with smaller amount of HF exchange ( V < 3.02Å3/formula unit).
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(a)
(b)
Figure 5.2: Coloured lines indicate the relative error of the optimized volumes com-
pared to experiment for the lithiated structures of (a) LiMnPO4 and (b) LiFePO4.
Lighter, open symbols indicate corresponding delithiated phases
5.3.2 Cell voltages
Equation (5.1) was used to obtain the Li intercalation potentials which are plotted in
figure 5.3a as a function of HF exchange and the values are presented in tables 5.3 and
5.4. Experimental values are also listed.
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V(Å3)  V Voltage
LiMnPO4 MnPO4 (Å3) (eV)
BLYP 314.38 288.86 25.52 3.34
B3LYP 307.73 280.40 27.33 4.18
F0.25-BLYP 307.61 279.91 27.70 4.36
F0.35-BLYP 304.68 276.32 28.36 4.69
F0-PBE 306.41 278.49 27.92 3.16
F0.05-PBE 305.37 277.33 28.04 3.37
F0.10-PBE 304.28 275.99 28.29 3.60
F0.20-PBE 301.90 273.16 28.74 3.99
F0.25-PBE 300.94 271.72 29.22 4.17
F0.35-PBE 298.39 268.93 29.47 4.49
F0.40-PBE 297.30 267.56 29.73 4.65
PBE [4] 309.13 293.92 15.21 2.99
PBE+U [4] 314.52 300.47 14.05 4.04
HSE06 [111] 302.80 283.72 19.08 3.87
Exp. [1] 302.00 274.67 27.33 4.1
Table 5.3: Volume of the olivine-structured LiMnPO4 and and MnPO4 and intercala-
tion potentials.
For LiMnPO4 as the amount of HF exchange increases and becomes closer to
25%, hybrid exchange functionals successfully reproduce experimental intercalation
potential giving an average error of 0.02 eV. The excellent agreement of PBE with
20% of HF exchange, where the discrepancy compared to experiment is less, is in line
with recent studies [104] where the optimum weight of HF exchange for a solid-state
specific hybrid functional was suggested to be at least 20%. With more than 25% of
HF exchange, the calculated potentials are overestimated with an average discrepancy
of 0.55 eV compared to experiment. For LiFePO4, comparison of the calculated results
with increasing amount of HF exchange indicate that B3LYP and F0.25-BLYP perform
well in predicting the experimental value (3.5eV) as they give intercalation potentials of
3.46 eV and 3.59 eV, respectively. PBE functionals give slight di↵erent results as they
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V(Å3)  V Voltage
LiFePO4 FePO4
BLYP 296.26 294.23 2.03 2.87
B3LYP 291.67 282.69 8.98 3.46
F0.25-BLYP 291.80 281.84 9.97 3.59
F0.35-BLYP 289.92 278.03 11.89 3.75
F0-PBE 288.53 283.41 5.12 2.57
F0.05-PBE 288.13 281.81 6.32 2.73
F0.10-PBE 287.58 279.99 7.59 2.91
F0.20-PBE 286.50 276.36 10.14 3.16
F0.25-PBE 284.32 274.69 9.63 3.29
F0.35-PBE 283.77 271.70 12.07 3.43
F0.40-PBE 282.79 270.26 12.52 3.51
PBE [4] 298.09 290.28 7.81 2.84
PBE+U [4] 309.13 293.92 15.21 3.47
HSE06 [111] 291.68 280.00 11.68 3.33
Exp.[51] [48] 291.39 272.36 19.02 3.5
Table 5.4: Volume of the olivine-structured LiFePO4 and FePO4 and intercalation
potentials.
underestimate the intercalation potential, but those with 35% and 40% of HF exchange
yield values closer to experiment with F0.40-PBE predicting the intercalation potential
exactly.
General trends can be established for the cell voltages of both LiMnPO4 and
LiFePO4. With the use of standard DFT functionals, the intercalation potentials are
underestimated by 1 V for both olivine structures, but become closer to the experimen-
tal values with the addition of HF exchange. Similar trend was observed in heteroge-
neous catalysis [146], where the activation barrier of the reaction studied, vary as much
as 150 kJ/mol upon the change of HF exchange used. The di↵erence in the interca-
lation potential as the amount of HF exchange increases can be attributed to the SIE.
In particular, with the lithiation, the electronic configuration changes from d4 to d5 for
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(a)
(b)
Figure 5.3: (a) Li intercalation potentials of LiMnPO4 and LiFePO4 olivine structures
with di↵erent amounts of HF exchange and (b) Average deviation from experiment as
a function of HF exchange.
LiMnPO4 and from d5 to d6 for LiFePO4 resulting the localisation of an extra electron.
Standard DFT functionals oppose such a localisation due to the SIE, and thus leading
to underestimated voltages. Compensation of SIE is observed as the amount of HF ex-
change increases. By adding HF exchange, the penalty of adding a new electron is less
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and thus, the 2+ oxidation state is more stable than the 3+, leading to a more positive
intercalation potential.
Figure 5.3b shows the total error for each amount of HF exchange compared to
experiment, deriving after summing the absolute errors in modulus from both BLYP
and PBE functionals and from both LiMnPO4 and LiFePO4 structures. We conclude
that the inclusion of 20%-25% of HF exchange minimises the total error and can give
results very close to the experiment.
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5.3.3 Electron density
As we have argued, transition metal ions with d electrons are sensitive to the details of
the Hamiltonian, as these are the systems where the SIE of DFT is most pronounced.
With the use of standard DFT functionals, the spurious SIE destabilises the localised
electronic states giving extended electron densities. In figure 5.4 we present the total
electron density of LiFePO4 for the ferromagnetic system with the use of PBE with 0%
of HF exchange. The map is drawn in a plane containing one Fe-O-Fe. The continuous
black line is the isodensity levels calculated from the spin density.
Figure 5.4: Electron density map for the ferromagnetic LiFePO4 system with the use
of F0-PBE. The ↵ spin is indicated in red. Fe is represented in blue, P in yellow, Li in
grey and O in red.
The distribution of the spherical electron density around the Fe atoms is indicated
with red. We haven not observed substantial di↵erences in the density maps between
di↵erent functionals, as in contrast to the MeAlPO system examined before, every sin-
gle site is occupied by the same TM and the perturbation is much larger, while in AlPOs
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LiMnPO4 LiFePO4
Mn O Fe O
BLYP 4.73 0.026 3.70 0.028
B3LYP 4.82 0.021 3.81 0.022
F0.25-BLYP 4.83 0.021 3.82 0.020
F0.35-BLYP 4.85 0.020 3.85 0.018
F0-PBE 4.77 0.019 3.72 0.025
F0.05-PBE 4.80 0.018 3.76 0.024
F0.10-PBE 4.82 0.017 3.79 0.022
F0.20-PBE 4.85 0.015 3.84 0.020
F0.25-PBE 4.86 0.014 3.84 0.017
F0.35-PBE 4.88 0.013 3.86 0.016
F0.40-PBE 4.89 0.012 3.87 0.015
Table 5.5: Mulliken charges on M (Mn and Fe) and on O for LiMnPO4 and LiFePO4.
there was only site occupied by a TM and all the perturbation was due to that defect.
As a result, the changes in density maps between functionals are not big enough as the
spin can not spread due to the repetition of the defect.
However, the trends are similar to those observed in MeAlPO and the symptoms
of standard DFT functionals are still there. Figure 5.5 shows the spin density onMn and
Fe in numbers for both lithiated and delithiated structures, while the values of Mulliken
population analysis for Mn, Fe and O are presented in table 5.5. Via these results we can
compare the population of the valence atomic orbitals on the TM. The transition metal
ions investigated have a partially filled d shell, with electronic configuration ranging
between the d5 of Mn2+, to the d6 of Fe2+. Standard DFT functionals delocalise and
spread the electron density on the d transition metals while hybrid exchange functionals
with more than 20% of HF exchange can give more localised results. The (calculated)
electron density ⇢ shows spin localisation on the TM and less contribution of O along
the bonds, as the amount of HF increases.
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(a)
(b)
Figure 5.5: a) Mn spin density for LiMnPO4 and MnPO4 and b) Fe spin density for
LiFePO4 and FePO4 along di↵erent amount of HF exchange.
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5.4 Summary and Conclusions
We analysed the redox behaviour of olivine LiMnPO4 and we found it similar to that of
MnAlPO-5 system examined in Chapter 4, as Mn change its oxidation state from 3+ to
2+ and the localization of an extra electron takes place. Since there are no experimental
investigations to compare our results deriving from Chapter 4, in this chapter we calcu-
lated the Li intercalation potential of LiMPO4 (M=Mn and Fe) in order to compare the
performance of di↵erent functionals. Standard DFT functionals are known to fail in de-
scribing accurately redox reactions where well localized d electrons are involved. The
electron self-interaction places the occupied d-levels too high in energy while the oxi-
dation potential is too low, and as result the Li intercalation potential is systematically
underestimated. Here we have presented a benchmark of GGA and hybrid functionals
with di↵erent amount of HF exchange from 0% to 40%, in order to show how crucial
is the choice of a functional with redox reactions.
The results suggest that the M3+/M2+ redox potential in LiMnPO4 and LiFePO4
olivine structures are in agreement with theoretical predictions when hybrid functionals
with more than 20% of HF exchange are used, while standard DFT functionals and
functionals with less than 20% of HF exchange underestimate the potentials due to the
self-interaction error. As the amount of HF exchange decreases a strong self-interaction
systematically penalizes a reduced state with more d electrons over an oxidized state,
resulting in an underestimation of intercalation potentials. The cancellation of self-
interaction on the d orbitals with the use of hybrid functionals improves the accuracy
of the calculations.
Standard DFT functionals can poorly describe localized electrons and for our sys-
tem Mulliken population analysis has shown that for functionals with high amounts of
HF exchange (> 20%) the electrons are more localised around the TM. In agreement
with the experimental data, hybrid functionals with 20-25 % of HF exchange, describe
very well the intercalation potential of LiMnPO4, while in LiFePO4, this is the case
when B3LYP and PBE with 40% of HF exchange are used. In general, high amounts
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of HF exchange are much more successful than GGA in predicting intercalation poten-
tials in the presence of localized electrons and the exact amount depends on the TM
used, whilst the shortcomings of the standard DFT functionals and those with low HF
exchange (< 20%) are crucial.
The results indicate that similar amounts of HF exchange should be used in mod-
elling other processes, including heterogeneous catalysis involving redox reactions of
TM ions.
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Chapter 6
Mn-doped nanoporous
aluminophosphate catalysts for the
regioselective aerobic oxidation of
hydrocarbons
6.1 Introduction
Modelling can play important role in determining the kinetics and mechanism of cat-
alytic cycles and this information can be used to design new Single-Site-Heterogeneous
Catalysts (SSHCs) with improved selectivity. In this Chapter we make reference to the
catalytic cycle described in Chapter 2, where the aerobic oxidation of ethane catalysed
by Mn-doped AlPO-5 (AFI) has been revealed. In this catalytic cycle, the hydrocarbon
molecules are oxidised at the C atom that undergoes the initial H abstraction reaction
in order to form the alkyl radical R·. Thus, selectivity arises in the steps where the
homolytical cleavage of C-H bond takes place and a hydrogen atom is abstracted. We
examine how the reaction steps 4.1(preactivation) and 4.5a (propagation) can be em-
ployed to analyze the factors controlling selectivity. These two representative steps are
the same as those we examined in Chapter 4; the first is the abstraction of H from ethane
in the preactivation phase (reaction step 4.1), which involves a reduction of the MnIII
site to MnII . The second step comes from the propagation phase of the catalytic cycle,
where Mn does not change oxidation state (reaction step 4.5a). In a saturated hydrocar-
bon molecule, inductive e↵ects cause the decrease of C-H bond strength when moving
from primary to secondary and tertiary carbon atoms, which in turn results in a easier
abstraction of H from secondary (tertiary) atoms. Consequently, in the gas phase, the
oxidation at a secondary C atom is thermodynamically favoured, though the terminal
oxidation at primary C atoms yields more desirable products. With microporous cat-
alysts the modification of relative reactivity of primary and secondary C atoms of the
substrate can be achieved by steric factors.
The aim is to show any selectivity issues related to functionalization of primary
and secondary carbon atoms and if, by choosing the aluminophosphate with the appro-
priate pore size, we may impose steric constraints in order to reveal enhanced reactivity
of the terminal methyl groups. Figure 6.1 presents the pore structures of AlPO-5 and
AlPO-34. We argue that, with MnAlPO-5, there is no end-on restriction of entry of
the propane into the active site due to the large pore diameter. Even when the con-
straints are increased with the propagation step, the reaction is still thermodynamically
controlled and the oxidation takes place on the secondary C atom. In MnAlPO-34 we
observe that although there are some steric constraints imposed from the smaller pores,
the oxidation of a linear alkane is still favoured on the secondary C atom.
We have already discussed the calculated energetics for the aerobic oxidation of
ethane catalysed by Mn-doped nanoporous aluminophosphates with the AFI structure
(MnAlPO-5). While our use of ethane as the model hydrocarbon prevents us from
discussing directly selectivity issues related to this catalytic oxidation, in this Chapter
we change our hydrocarbon substrate from ethane to propane and then hexane in order
to examine the activation of di↵erently functionalized substrates. Further selectivity
analysis is achieved by using aluminophosphate frameworks with di↵erent pore-size.
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In particular, we change the AFI structure to the smaller CHA structure (MnAlPO-34),
illustrated in figure 6.1.
We used the same computational methodology as in Chapter 4 and the majority
of calculations were performed with B3LYP hybrid exchange functional. However, in
the last part of this chapter we present a computational investigation when the amount
of HF increases from 20% in B3LYP to 50% in F0.50-PBE.
Figure 6.1: Structure of the AlPO-5 on the left and of the AlPO-34 on the right high-
lighting the di↵erent pore sizes available. Pore apertures are respectively 7.3 Å and
3.8 Å.
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(a) (b)
Figure 6.2: View of the TS for the preactivation step. A hydrogen transfer to the active
site takes place, yielding a MnII site and (a) a propyl or (b) an isopropyl radical is
formed. Mn active site is represented in blue, P in brown, Al in green and O in red.
6.2 Results and Discussion
6.2.1 Ethane VS Propane
6.2.1.1 Preactivation step: Formation of the R· and reduction of MnIII
using MnAlPO-5 and MnAlPO-34
As already explained, the first part of our study considers the initial elementary step
(reaction step 4.1) of the preactivation phase [39]. In the presence of O2 and an alkane,
the reduction of the Mn active site takes place through homolytic transfer of a hydrogen
atom from RH to the active site (figures 6.2 and 6.3).
MnIII (O) + RH!MnII (OH) + R·
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As discussed in Chapter 2, a bond is formed between the H of the hydrocarbon
molecule and one O of the framework which is nearest neighbour to Mn.
(a) (b)
Figure 6.3: Reaction scheme showing the TSs in the preactivation step corresponding
to selectivity to oxidation at (a) primary and (b) secondary C atoms.
MnAlPO-5 MnAlPO-34
(kJ/mol)  H Ea  H Ea
H-abstraction from CH3CH3 92.66 135.8 130.28 158.99
H-abstraction from primary C atom
of CH3CH2CH3
105.49 143.54 129.58 163.81
H-abstraction from secondary C
atom of CH3CH2CH3
71.14 110.87 110.56 153.47
maximum  ( E) 34.35 32.67 19.82 10.34
Table 6.1: Summary of the energies (reaction enthalpies  H and activation energies
Ea in kJ/mol) of the H abstractions from ethane and propane for both MnAlPO-5 and
MnAlPO-34 frameworks.
Table 6.1 summarises the reaction enthalpies and activation barriers for all four
combinations of di↵erent structures: MnAlPO-5 with ethane, MnAlPO-5 with propane,
MnAlPO-34 with ethane and MnAlPO-34 with propane. Figure 6.4 illustrates the rel-
evant reaction profiles. In the case where propane is used as substrate, we need to
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(a)
(b)
Figure 6.4: Energy profiles for the H transfer from ethane(black line) from primary C
of propane(red line) and from secondary C of propane(green line) for (a) MnAlPO-5
and (b) MnAlPO-34 frameworks.
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examine the barrier for both combinations where an H atom is transferred from the
primary carbon of the propane and from the secondary carbon (figure 6.2). With the
MnAlPO-5 catalyst we observe that reaction enthalpy and activation energy are su -
ciently lower when the reaction takes place on the secondary C atom of propane. The
energy di↵erence from the oxidation on primary C atom is 32.67 kJ/mol and 34.35
kJ/mol for reaction enthalpy and activation energy, respectively. Thus, the AFI struc-
ture is not able to modify the reactivity typical of the gas-phase propane molecule. This
result is not surprising given the relatively large dimension of the AFI channels as the
12-MR channels of AFI structure allow for the high flexibility of hydrocarbons and
only in the TS exert limited steric constraints. It is, however, reasonable to suggest
that in order to control selectivity of the oxidation, structural constraints should be im-
posed by frameworks whose pore dimensions are closer to the size of the hydrocarbon
that is functionalized in this very first reaction step of the catalytic cycle. Thus, the
MnAlPO- 34 framework is chosen whose microporous frameworks have smaller pore
dimensions (8-MR). From figure 6.4, we observe that MnAlPO-34 can actually impose
constraints on the bulkier TS rising from the activation of secondary C atom. However,
the reaction is again dominated by thermodynamic factors as the calculated activation
energy is lower when the reaction takes place on the secondary C atom but the di↵er-
ence between primary and secondary C oxidation is smaller than in the AFI structure -
only a 10.34 kJ/mol di↵erence in the activation energy. As shown in figure 6.4, the use
of MnAlPO-34 gives su ciently higher reaction enthalpies as well as transition states
confirming the substantial e↵ect of frameworks with smaller pore dimensions.
It is clear from the energy plots in this thesis that the points we have identified
as a TS represent a maximum in one direction and not a cusp. As we have already
described in our methodology section in Chapter 3, earlier work [39] confirmed that
we had the right TS within the step of reaction coordinate sampling used, giving results
that are close to those obtained using second derivative-based methods (usually less
than 2 kJ/mol). This di↵erence is negligible when considering that the wrong choice of
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functional gives an error of up to 150 kJ/mol, as in Chapter 4. In this chapter, selected
transition state configurations were confirmed by calculating the vibration harmonic
frequencies. Figure 6.5 shows part of the output file from the calculation of vibrational
frequencies of our system when an H is transferred from primary C atom of propane
in MnAlPO-34 framework. If we can discount all numerical errors, we would have
only one imaginary phonon. However, we have one very high negative frequency while
the values of modes 2 and 3 are very small. This is because we have two sources of
numerical noise. Firstly, the reaction coordinate is sampled at discrete steps of 0.1 Å,
hence the TS will be known at best within a chosen step of 0.01 Å close to the TS.
Secondly, second derivatives are calculated numerically. A typical phonon calculation
in an optimised geometry would give numerical values for the three translation modes
in the order of +/-15 cm 1. The numerical sampling of the reaction coordinate can
cause a doubling of the numerical error. The data below are within those boundaries,
giving confidence to our results.
Figure 6.5: The output file from the calculation of vibrational frequencies.
119
6.2.1.2 Propagation step - H-transfer from RH to MnIII · · · OR using
MnAlPO-5 and MnAlPO-34
The second step we examine in detail is part of the propagation phase (reaction
4.5a) which occurs on a MnIII · · ·OR site and involves an H transfer from a new hy-
drocarbon molecule in order to saturate the ethoxo radical RO·, and form an ROH
molecule [42] :
MnIII(·) OR + RH!MnIII · · · (ROH) + R·
This step does not take place on a bare Mn active site but on an O-based radical
ligated to MnIII and involves two molecular species.
Figure 6.6 shows the reaction profile in the propagation step when AlPO-34 is
used as framework and ethane as substrate. We examine how the energy changes for
the two possible directions, up and down of the spin of the oxygen radical. Although
the di↵erences are very small, the down choice with the use of AlPO-34 framework
is again more stable as with AlPO-5 as already presented in Chapter 4; all following
calculations were performed with the spin down choice.
In order to examine the activation of secondary C atoms in a hydrocarbon, we
have changed our substrate from ethane to propane creating a larger molecular species
in our system. The presence of the ligated RO radical may modify significantly the
steric requirements of the C-H bond cleavage because of the restricted environment
provided by the microporous framework of MnAlPOs. The activation of a secondary
C atom may yield a bulkier TS (see figure 6.7) than that from the activation of primary
C atoms and further modification of the relative reactivity of primary and secondary C
atoms might be expected.
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Figure 6.6: Calculated energy profiles for the two di↵erent spin directions, up (green
line) and down (blue line), of the radical O.
(a) (b)
Figure 6.7: Reaction scheme showing the TSs in the propagation step corresponding to
selectivity to oxidation at (a) primary and (b) secondary C atoms.
As this step requires the presence of two hydrocarbon molecules, we suggest
that for product selectivity to primary C oxidation to arise, the step in which both HC
molecules are activated at the primary C atom must have favourable energetics relative
to those in which one or both molecules are activated at the secondary C atom.
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(a) (b)
(c) (d)
Figure 6.8: View of the TS for the propagation step for the four (4) possible combina-
tions of oxidation of propane. A red dot indicates in which position of the propane the
oxidation takes place. Mn active site is represented in light blue, P in yellow, Al in pink
and O in red.
Thus, we examine the barrier for four (4) possible combinations of primary and
secondary carbon atoms, for both MnAlPO-5 and MnAlPO-34 frameworks. Figure
6.8 show the TS structures for these four combinations when MnAlPO-5 is used as
framework; (a) an H is transferred from a primary C atom of propane while the alkoxy
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Figure 6.9: Oxidation of propane in small pore apertures of AlPO-34 showing the
bulkier TS due to the presence of two hydrocarbon molecules.
MnAlPO-5 MnAlPO-34
(kJ/mol)  H Ea  H Ea
H abstraction from CH3CH3 -17.63 27.34 -2.50 55.0
H-abstraction from primary C atom of
CH3CH2CH3 - primary alkoxy radical
4.75 63.03 -13.49 42.75
H-abstraction from primary C atom of
CH3CH2CH3 - secondary alkoxy radical
-9.37 50.08 -7.66 44.79
H-abstraction from secondary C atom of
CH3CH2CH3 - primary alkoxy radical
26.42 15.71 -38.01 20.93
H-abstraction from secondary C atom of
CH3CH2CH3 - secondary alkoxy radical
-28.31 28.98 -39.70 28.81
Table 6.2: Summary of the energies (reaction enthalpies  H and activation energies
Ea in kJ/mol) of the H abstractions from propane for both MnAlPO-5 and MnAlPO-34
frameworks.
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radical is activated at the primary C atom, (b) a H is transferred from a primary C
atom of propane while the alkoxy radical is activated at the secondary C atom, (c)
a H is transferred from a secondary C atom of propane while the alkoxy radical is
activated at the primary C atom, and (d) an H is transferred from a secondary C atom
of propane while the alkoxy radical is activated at the secondary C atom. Comparison
of the structures with figure 6.9 shows that the smaller pore dimensions of MnAlPO-34
(pore aperture of 3.8 Å) impose more stringent constraints on the bulkier TS originating
from the activation of the secondary C atoms while the large channels of MnAlPO-5
(pore aperture of 7.3Å) allows for a reactivity on the secondary C atom, typical of the
gas-phase propane molecules. Figure 6.10 represents the reaction profiles while table
6.2 summarises the reaction enthalpies and activation barriers for all combinations.
Because of the formation of MnIII · · ·OR complex, we could expect more structural
constraints.
At first glance, we observe similar trends in TS and reaction barriers for both
AlPO-5 and AlPO-34 frameworks. The higher activation energy is when MnAlPO-5
is used and an H atom is transferred from a primary carbon atom and the radical O
atom is bonded to a primary C atom as well (energy di↵erence ⇠13kJ/mol), while with
MnAlPO-34 the energy is not a↵ected by the position of the alkoxy radical (energy
di↵erence ⇠0.30 kJ/mol). In general, the reaction is thermodynamically controlled
and gives more stable results when the H is transferred from secondary C atom for
both structures. The initial alkoxy radical is stabilized by ligation to Mn and whether
it is primary or secondary C has little e↵ect; the energy di↵erence is ⇠13kJ/mol and
⇠8kJ/mol for AlPO-5 and AlPO-34 respectively and the TS is lower with the activation
of primary alkoxy radical. The biggest energy di↵erence between the use of AlPO-5
and AlPO-34 lies when selectivity arises on the primary C atom for both hydrocarbon
species involved in the reaction (⇠18kJ/mol), showing that the smaller AlPO-34 can
reduce considerably the activation energy when oxidation takes place on the primary C
atom.
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(a)
(b)
(c)
Figure 6.10: Propagation step with (a) AlPO5 and (b) AlPO-34 framework and propane
as substrate; reaction profiles for four (4) possible combinations of primary and sec-
ondary carbon atoms, and (c) the relative reactions.
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6.2.2 Propane VS Hexane
6.2.2.1 Aerobic oxidation of hexane catalysed by Mn-doped AlPO-34
So far, we have observed that the choice of a framework with smaller pore dimensions
than AlPO-5 can actually impose some steric constraints on the bulkier TS arising from
the activation of secondary C atom of propane. However, both preactivaion and prop-
agation step reactions are again dominated by thermodynamic factors as the calculated
activation energies are lower when the reaction takes place on the secondary C atom.
Figure 6.11: Structural representation of the H transfer from primary C atom of hexane
in the double unit cell of MnAlPO-34.
In this section, we chose AlPO-34 framework and we change our substrate from
propane to hexane in order to examine how reaction enthalpies and activation barriers
are changing for the preactivation step when a smaller-pore molecular sieve is used.
Although Mn image sites do not interact significantly with each other, there could be
a small interaction between the reactants in contiguous image cells because the CHA
unit cell dimensions are not large enough and most importantly, linear hexane is con-
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Figure 6.12: Energy profiles for the H transfer from hexane from primary C1 and sec-
ondary C2, C3 carbon atoms in MnAlPO-34.
siderably longer than ethane and propane. For this reason, we doubled our unit cell to
avoid any undesirable interaction.
Table 6.3 summarises the reaction enthalpies and activation barriers for all three
combinations of di↵erent structures: H transfer from a primary carbon atom C1 atom
and from a secondary carbon atom from position C2 or C3. For comparison, we have
also included in the table the energetics from ethane and propane examined before.
Figure 6.12 presents the reaction profiles for the hexane oxidation for the three com-
binations. A very important observation is that the activation of the primary C1 gives
the lowest reaction enthalpy (⇠ 89kJ/mol) compared to the secondary C2 (⇠103kJ/mol)
and C3 (⇠ 95kJ/mol) showing that AlPO-34 can impose some selectivity constraints.
However, the activation of C1 gives the highest TS energy while C3 the lowest (energy
di↵erence ⇠ 16kJ/mol) confirming that the hexane oxidation is thermodynamically
controlled. Figure 6.11 shows how the long chain of hexane approaches the active
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site inside the AlPO-34 framework. In the confined space provided by the small-pore
AlPO-34, the presence of two hexane molecules in the propagation step may modify
su ciently the steric requirements of the C-H bond cleavage. Functionalization arises
on the propagation step, but it is too complicated to examine this step with two hexane
molecules with the available resources.
MnAlPO-34
(kJ/mol)  H Ea
H-abstraction from CH3CH3 130.28 158.99
H-abstraction from primary C atom of CH3CH2CH3 129.58 163.81
H-abstraction from secondary C atom of CH3CH2CH3 110.56 153.47
H-abstraction from primary C1 atom of C6H14 89.64 145.25
H-abstraction from secondary C2 atom of C6H14 103.27 135.43
H-abstraction from secondary C3 atom of C6H14 95.10 129.12
Table 6.3: Summary of the energies (reaction enthalpies  H and activation energies Ea
in kJ/mol) of the H abstraction from a hexane in MnAlPO-34 frameworks.
6.2.3 Impact on energies with the increase on the amount of HF
exchange
Taking into account the results from our study in Chapter 4, we have performed a series
of calculations with a di↵erent functional and in particular, we increased the amount of
HF exchange from 20% in B3LYP to 50% in F0.50-PBE.
Figure 6.13 shows the reaction profiles when ethane is used as substrate and
AlPO-34 as framework. We observe similar trends as in AlPO-5 framework. For the
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(a) (b)
Figure 6.13: Energy profiles with the use of B3LYP and F0.50-PBE functionals for (a)
the preactivation step and (b) the propagation step. Ethane is used as substrate and
AlPO-34 as framework.
preactivation step, the TS gets lower in energy with the increase of HF exchange and
also closer to the reactants. Particularly, for the B3LYP functional, the energy dia-
gram shows for this process an activation energy of 160kJ/mol and for F0.50-PBE of
135kJ/mol which means a di↵erence of 25kJ/mol, while in AlPO-5 the di↵erence be-
tween the TS of the two functional was 20kJ/mol. This indicates again that the choice of
functional has a strong influence on the energy when the oxidation state of Mn changes
from 3+ to 2+ and the increase of HF exchange progressively stabilises the high spin
d5 electronic configuration of Mn2+ relative to Mn3+. For the propagation step, again
we observe slightly di↵erent behaviour. Although the reaction enthalpy becomes lower
with the increase of HF exchange, the activation energy does not change significantly
(only ⇠ 1kJ/mol).
In a further investigation of increasing the amount of HF exchange, we have
changed ethane to propane and have examined the energetics for the preactivation
step in AlPO-5. In this case, we need to examine the barrier for both combinations
where a H atom is transferred from the primary carbon of the propane and from the
secondary carbon (figure 6.2). When the reaction takes place on the primary carbon
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(a) (b)
(c) (d)
Figure 6.14: Energy diagram for the activation of propane by MnAlPO-5. (a) Activa-
tion of terminal C atom and (b) Mn spin density, (c) activation of secondary C atom and
(c) Mn spin density when using B3LYP and F0.50-PBE hybrid exchange functionals.
atom of propane, we observe the same trend as previously where an ethyl radical was
formed. As the amount of HF exchange increases to 50% the TS state becomes lower
in energy and closer to the reactants while for B3LYP is higher in energy and closer to
the products (figure 6.14). The TS when we use B3LYP functional appears at
142 kJ/mol, while for F0.50-PBE is at 120 kJ/mol. There is an energy di↵erence between
these TSs of 20kJ/mol. When the reaction takes place on the secondary carbon atom
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of propane, substantial di↵erences appear. As expected, for the B3LYP functional the
reaction enthalpy as well as the TS are lower in energy when the secondary carbon
atom is activated (figure 6.14). However for the F0.50-PBE functional the energy profile
and spin evolution of this process represented in figure 6.14, show that Mn does change
its oxidation state and thus, the reaction does not follow the radical mechanism but
probably a complete transfer of electrons takes place leading to the formation of an ion.
6.3 Summary and Conclusions
By making reference to the catalytic cycle of the aerobic oxidation of ethane catalyzed
by MnAlPO-5 analysed in Chapter 2, in this Chapter we extended the study of Chapter
4 in two directions: the examination of oxidation of primary and secondary carbon
atoms of linear hydrocarbons and the comparison of the oxidation of hydrocarbons
in di↵erent Mn-doped AlPO frameworks. We have chosen two elementary reaction
steps where selectivity issues arise; the first is the abstraction of H from ethane in
the preactivation phase, and the second step comes from the propagation phase of the
catalytic cycle, where two hydrocarbon molecules are involved and the bulkier TS in
secondary C oxidation can be blocked in small-pore microporous AlPOs.
Although the use of ethane as the hydrocarbon substrate does not allow us to
discriminate the reactivity of primary and secondary carbon atoms to oxidation, it helps
us though to show how a small pore aperture like this of MnAlPO-34 can impose some
steric constraints and give a higher activation energy than the larger MnAlPO-5. The
choice of propane enables us to compare the reactivity of primary and secondary C
atoms, which is a real issue in practical hydrocarbon oxidation reactions. With the use
of MnAlPO-5 framework, our results show that when the H-abstraction reaction takes
place on the secondary carbon atom of propane, it requires lower activation barriers
than on the primary C atoms. This result is consistent with the gas phase stability of
primary and secondary C-based radicals. It indicates that the pore size on AlPO- 5 is
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too large to impose structural constraints on the transition states and products formed,
hence the propane oxidation is thermodynamically controlled. Imposition of structural
constraints to control the selectivity of the catalytic reaction requires AlPO frameworks
whose pore dimension is close to the size of the organic substrate, that is functionalised
in the reaction cycle. In order to observe if the frameworks impose any constraints, the
preactivation step was repeated for the AlPO-34 framework. Although the oxidation
of secondary carbon is energetically favoured, the activation energy is very close to the
one when oxidation takes place on the primary C atom confirming the stringent e↵ect
of the smaller pore sized framework.
Continuing with the propagation step which involves two substrate molecules both
contributing to the steric constraints, we show how the oxidation of propane can be af-
fected when the space neighbouring the active site is already occupied by an alkoxy
radical. For this step we needed to examine four (4) possible combinations of pri-
mary and secondary carbon atoms, for both MnAlPO-5 and MnAlPO-34 frameworks.
With MnAlPO-5, when the H-abstraction takes place on the secondary carbon atom
of propane, it requires lower activation barriers than on the primary C atoms, indicat-
ing again that the pore size of AlPO-5 is too large to impose structural constraints on
the transition states and products formed. MnAlPO-34 does not alter the typical re-
activity of the gas-phase propane; however the reaction barriers for both primary and
secondary C oxidation are very close (⇠ 24kJ/mol di↵erence). The initial alkoxy rad-
ical is stabilized by ligation to Mn and whether it is primary or secondary C has little
e↵ect, especially with MnAlPO-34.
In the following part of this chapter, we changed our hydrocarbon from propane to
hexane where we observe similar trends, although the reaction enthalpy is lower when
the oxidation takes place on the primary carbon atom C1.
In the last part of this chapter, we performed a series of calculations with di↵erent
amount of HF exchange in order to compare the results deriving from di↵erent AlPO
frameworks. The trend the reaction profiles follow in AlPO-34 is similar to AlPO-5.
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The self-interaction error is again present giving a TS lower in energy and closer to the
reactants as the amount of HF exchange increases. However, in the propagation step
both B3LYP and F0.50-PBE functionals show similar reaction barriers.
Our computational study has given a useful insight in order to enable a future
rational design of new catalysts in which the atomic-level features of the TS are suitably
constrained to direct selectivity toward oxidation of primary and secondary C atoms.
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Chapter 7
Conclusion
7.1 Summary of thesis contributions
We have demonstrated that computer modelling has become increasingly powerful in
materials science in a qualitative and quantitative way, where it e↵ectively complements
the experimental investigations, investigates atomic-scale features that could be di cult
to obtain only from experiment, and also has a predictive role in the improvement of
materials, allowing rational design of heterogeneous catalysts. This thesis has focused
on simulating catalytic redox reactions, aiming to provide insight for the design of new
catalysts and the improvement of existing ones.
TM-doped microporous aluminophosphates have enormous catalytic potential in
redox processes. They catalyse a variety of synthetically useful oxidative transforma-
tions with environmentally and economically attractive oxidants, such as molecular
oxygen. Their pore sizes endow them with special capabilities for heterogeneous catal-
ysis. In particular, aluminophosphate catalysts are of great importance as their acti-
vation with di↵erent dopant atoms such as Co, Mn and Fe can give a series of doped
materials with catalytic properties. The selective oxidation of saturated hydrocarbons
in the terminal position represents a major challenge in contemporary catalytic chem-
istry as it leads to alcohols, ketones, aldehydes and carboxylic acids which are desirable
feedstocks for the chemical and pharmaceutical industries.
In the mechanism of the aerobic oxidation of ethane catalysed by Mn-doped
AlPO-5 we did not know the accuracy of the reaction barriers and reaction enthalpies
and the level of confidence for these results. Starting from the results of Go´mez Hor-
tigu¨ela et al. [40] we extended these studies. In this Thesis, three sets of complementary
results were presented; (1) the comparison of di↵erent functionals (a selection of GGA
and hybrid functionals with di↵erent amounts of exact exchange between 0 and 50%)
(2) the examination of the oxidation of primary and secondary carbon atoms of lin-
ear alkanes (propane and hexane), and (3) the comparison of di↵erent sized Mn-doped
AlPO frameworks (MnAlPO-5 and MnAlPO-34) in imposing steric constraints. Two
representative steps of the catalytic cycle discussed in [40] were studied: the abstraction
of H from the hydrocarbon in the preactivation phase, which involves a reduction of the
MnIII site to MnII and the formation of a carbon-based radical, and one step of the prop-
agation mechanism where Mn does not change oxidation state, while the radical-like
nature of this RO· ligand allows H-transfer from a new hydrocarbon molecule in order
to form an alcohol molecule (ROH).
We have shown that calculated reaction and activation energies vary on changing
the exchange and correlation functionals used in the DFT calculations. The rationale is
that redox processes change the electronic configuration and number of d-electrons of
the transition metal ions, and hence are expected to be a↵ected by the self-interaction
error (SIE) of local DFT functionals. The orbital-dependent solution obtained by in-
clusion of exact exchange in hybrid-exchange functionals corrects for the SIE. We ex-
amined the performance of a selection of GGA and hybrid exchange functionals with
di↵erent amounts of exact exchange between 0 and 50%. Indeed results confirm that
the self-interaction contribution to calculated reaction and activation energies is very
important. In the preactivation step, it is observed that the activation barrier becomes
lower in energy with the increase of Hartree-Fock exchange in the functional. Local
DFT functionals are unable to describe in a quantitative way the reduction of Mn from
3+ to 2+ oxidation state, which occurs through the localisation of an extra electron on
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Mn and is opposed by a spurious SIE. In the propagation step, the unpaired electron of
the organic radical is delocalised between alcoxy and alkyl radical in the transition state,
which is stabilised by the self-interaction error. As a consequence, the calculated acti-
vation barrier increases upon increasing the fraction of Hartree-Fock exchange. Thus,
DFT results of this and similar redox reactions need to be carefully calibrated.
As there are no experimental investigations estimating the MnIII/MnII reduction
potential in the AlPO matrix, in order to establish confidence in our computational re-
sults, the Li intercalation potential of LiMPO4 (M=Mn or Fe) has been computed using
the same functionals with di↵erent amounts of HF exchange. With the delithiation of
LiMPO4, Mn changes its oxidation state from M3+ to M2+ in a similar way as in the
MnAlPO-5 system. When the amount of HF exchange is between 20% and 25%, the
Li intercalation potential is closest to the experimental value, but the choice of TM
plays also important role. For example, the PBE with 40% of HF exchange gives better
results for Li intercalation of LiFePO4. These results suggest that similar amounts of
HF could be used in modelling other processes involving redox reactions or TM ions,
including catalysis.
In Chapter 6 of this thesis, we considered the main advantages of TM-doped
AlPOs which are associated with the molecular dimensions of their pore system, allow-
ing for shape-selectivity as the reaction taking place can be a↵ected by the constrained
environment. Thus, we analysed selectivity issues related to the chosen preactivation
and propagation elementary reaction steps. We compared the reactivity of primary and
secondary C atoms in linear alkanes, such as propane and hexane, with the aim of un-
derstanding if selectivity in terminal methyl groups arises when steric constraints are
imposed by the catalyst, which is an open question in practical hydrocarbon oxidation
reactions. We showed that when the H-abstraction reaction takes place on the sec-
ondary carbon atom of propane, it requires lower activation barriers than on the primary
C atoms. The pore size of AlPO-5 is too large to impose structural constraints on the
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transition states and products formed, hence propane oxidation is thermodynamically
favoured on the secondary C atom.
In order to observe if the choice of framework can impose any constraints, the
calculations were repeated for the small-pore AlPO-34 framework. Similar trends were
observed in TS and reaction barriers as in AlPO-5. However, in the propagation step
where mechanism requires two hydrocarbon molecules and hence steric constraints
are more important, the energy di↵erence between activation energies of primary and
secondary C atoms are much closer in the small-pore AlPO-34 than in AlPO-5, indica-
tive of some steric constraint. We therefore changed our hydrocarbon substrate from
propane to hexane to further investigate the reactivity of alkanes. Although hexane is a
longer molecule, AlPO-34 does not impose steric constraints to an extent that it could
reverse the relative reactivity of the di↵erent carbon atoms product away from that pre-
dicted by the basic thermodynamics of the hydrocarbon oxidation, although we note
that oxidation on the primary C1 atom has the lowest reaction enthalpy.
7.2 Future work
The interest in redox processes in catalytic chemistry is growing rapidly. Based on
the work reported in this thesis, we now discuss open issues and possible directions
for extending this research. Future targets of research can be related to the advanta-
geous properties of TM-doped aluminophosphate catalysts. These could be explored
by capitalising on the continuing exponential growth of computational power.
The redox potential of the Mn3+/Mn2+, Fe3+/Fe2+ and Co3+/Co2+ is substantially
di↵erent. However, the way in which this could a↵ect the reaction mechanisms is not
yet understood. Developing a full explanation of the performance of AlPO catalysts in
oxidation reactions from the calculated mechanistic and energetic information would be
of particular interest. Since a comparative computational study of the aerobic oxidation
of a hydrocarbon catalysed by Mn- and Fe-doped AlPOs have been already examined
[132] and have shown distinctive features for each transition metal depending on its
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electronic configuration, the performance of Co dopant could be also investigated in
order to provide a screening of di↵erent dopants.
The work reported in Chapter 4 has clear potential for future calculations into
the e↵ect of di↵erent dopants. As we showed in Chapter 5, PBE functional with 40%
of HF exchange predicts very well the Li intercalation potential on LiFePO4 while
for LiMnPO4 this is the case for an amount between 20-25%. Thus, a benchmark of
functionals with di↵erent amounts of HF exchange could also be produced for Fe-doped
AlPO-5 in order to investigate to what extend the change of electronic configuration
from d5 to d6 in the preactivation phase, can be a↵ected by the SIE compared to Mn-
doped AlPO-5.
Another direction could be to study further oxidation reactions [147] from the
mechanism described on reference [40]. Of particular interest would be the trans-
formation of primary oxidation products, like alcohols, into aldehydes first and then
carboxylic acids with MnAlPO-34 as the framework.
A di↵erent extension would consist of the investigation of ammonia oxidation.
In the reaction to produce alcohol, the oxidising agent is NH2OH produced in situ
with MeAlPO catalysts from NH3 and O2 [85] . While the stoichiometry suggests this
reaction proceeds with a mechanism analogous to the alkane oxidation, the atomic level
changes introduced by replacing C with N are not known. Ammonia is a suitably simple
substrate from a computational perspective, hence suggesting that computational work
may provide valuable insight.
Finally, creating bimetallic multifunctional active sites in microporous solids is a
relatively new area of research with industrial importance [148]. The design of bimetal-
lic multifunctional active sites involves the isomorphous replacement of a few atom per-
cent of the aluminophosphate framework, Al(III) and P(V) cations with tetrahedrally-
coordinated TM ions. Taking into consideration the work in Chapter 6, the selective ox-
idation of hexane could be investigated for bimetallic AlPO-34 and compare the results
with those deriving from the monometallic AlPO-34. Since the titanium-based microp-
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orous solids have been proved particularly e↵ective in epoxidation reactions [149], the
simultaneous incorporation of two metals could reveal enhancements in the observed
synergy in catalytic reactions.
Overall, there are many avenues for future computational studies, for which the
work reported in this thesis will provide a good basis.
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Appendix A
Proof of HK Theorem 1
If we have two external potentials V(r) and V 0(r) that di↵er by more than an additive
constant, then we want to show that the resulting ground-state densities ⇢(r) and ⇢0(r)
cannot be the same. I denote by H = H0 + V and H0 = H0 + V 0 the Hamiltonians
associated with the two potentials v and v0 and their ground-state many-electron wave-
functions are called  and  0; these wavefunctions are necessarily di↵erent. Then by
the variational principle we have:
E0 = h 0|H0| 0i < h |H0| i = h |H0 + V + (V 0   V)| i (A.1)
Hence:
E0 < E + h |V 0   V | i = E +
Z
dr⇢(r)(V 0(r)   V(r)) (A.2)
We can use the same argument to prove that:
E < E0 +
Z
dr⇢0(r)(V(r)   V 0(r)) (A.3)
Adding the two equations, we get:
E0 + E < E + E0  
Z
dr⇢0(r)   ⇢(r)(V 0(r)   V(r)) (A.4)
But since this a strict inequality, we cannot have ⇢0(r) = ⇢(r)
Appendix B
Proof of HK Theorem 2
If E[⇢(r)] is the ground-state energy associated with external potential V(r), then we
have to show that:
E[⇢(r)] 
Z
V(r)⇢0(r)dr + F[⇢0(r)] (B.1)
where ⇢0(r) is the density associated with any arbitrary external potential V 0(r).
Equality holds only if ⇢0(r) = ⇢(r), which by theorem 1 occurs only if V 0(r) and V(r)
di↵er by at most as additive constant.
The proof follows immediately from the variational principle. Let  and  0 be
the many-electron ground-state wave functionals associated with V(r) and V 0(r). Then:
E[⇢(r)] < h |H0 + V | 0i =
Z
V(r)⇢0(r)dr + F[⇢0(r)] (B.2)
which proves the theorem.
