SUMMARY
The neurobiology of psychological concepts like schema, and psychotherapeutic strategies of cognitive behavioral therapy (CBT) is poorly understood, partly because learning to process information confounds, and is rarely distinguished from acquiring content-specific memory.
Learning to learn changes one's overall information-processing ability, whereas neurobiological investigations typically focus on memory for content from particular experiences. We investigated entorhinal cortex-to-dentate gyrus neural circuit changes while mice learn to learn during cognitive control training (CCT) to judiciously use and ignore information. CCT changes synaptic circuit function by persistently modifying an excitatory-inhibitory interneuron subcircuit lasting weeks. CCT increases dentate gyrus expression of PKMζ that maintains long-term potentiation, particularly in somatostatin-expressing inhibitory interneurons that mediate both widespread inhibition, and through disinhibition, also local excitation of dentate gyrus. These findings that CCT modifies excitation-inhibition circuit coordination provide direct neurobiological evidence for a CBT-neuroplasticity hypothesis that, beyond particular item/event associations, learning to learn persistently changes neural circuit function.
Neurobiological investigations of learning typically focus on the acquisition of memory for content-specific information, whereas outside the laboratory, a particular memory is often acquired concurrently with learning to learn that general class of information. Learning to learn relies on acquiring cognitive skills, forming so-called schema, a cognitive framework for memory information processing that is abstracted from the particular content of memory 1, 2 and can be the basis of a particular mindset that directs future learning and experience 3 . Learning to learn is the basis of the cognitive behavioral therapist's effort to improve subsequent understanding, learning and overall function of their patients. While it is tempting to conjecture that the cognitive psychology of schema, the psychotherapeutic practice of cognitive behavioral therapy (CBT), and the neurobiology of memory and neural information processing are intimately related, the nature of those relations are speculative. The dominant CBT-neuroplasticity hypothesis asserts that CBT causes neural plasticity to change brain function, but beyond changes in sensory systems 4, 5 , there is scant evidence for the three key predictions of 1) CBT-induced 2) longlasting, and 3) memory-nonspecific training-induced changes in neural circuit function.
Here, we test these predictions of the CBT-neuroplasticity hypothesis using freely-behaving mice. We exploited an experimental platform that demonstrated persistent ex vivo and anesthetized in vivo electrophysiological changes in GABAergic-sensitive hippocampus synaptic function after learning an active place avoidance task 6 . The task requires intact hippocampal activity 7, 8 , and persistent PKMzeta (PKMζ)-mediated long-term potentiation (LTP) of hippocampal synaptic function [9] [10] [11] . Hippocampus place cell discharge during the task mirrors ongoing performance as well as cognitive control of switching between task relevant and irrelevant information, demonstrating representational multi-tasking [12] [13] [14] . Furthermore, resembling effective CBT, preemptive training is sufficient to prevent subsequent neuropsychiatric-related cognitive impairments in a neurodevelopmental rat model 15 .
We began by investigating whether cognitive control training causes learning to learn in C57Bl6 mice by comparing performance during initial training and subsequent training in a novel environment ( Fig. 1A) . Mice were initially trained to perform one of three task variants. The cognitive control training (CCT) group was trained in the R+A-active place avoidance task variant that is predicted to cause learning to learn. Mice on a rotating (1 rpm) arena learn the room-based location of a stationary shock zone, and must ignore the arena-based, unpredictable locations where they experience shock 16 , although hippocampus discharge represents these places 12, 13 . Mice in the place learning (PL) control group were trained in the R+ task variant that differs from the R+A-task variant by the presence of shallow water on the arena surface 16 . The water attenuates the olfactory cues used for recognizing places on the arena, so R+ training requires less cognitive control to ignore the task-irrelevant arena locations of shock, and is not expected to cause learning to learn. The spatial exploration (SE) group experienced the identical physical conditions as the CCT mice, but shock was never turned on so they are also not expected to demonstrate learning to learn. After initial training, all mice were subsequently trained in a novel environment to do the same R+A-task that requires cognitive control ( Fig. 1A) .
Pretraining, Initial and Subsequent Learning
The three groups differ in the initial but not the subsequent pretraining trials with no shock, because in the shallow water the mice walk less (Group x Trial two-way RM ANOVA; n's=10; group: F2,26 = 15.0, p = 10 -5 ; Trial: F1,51.6 = 4.64, p = 0.04; interaction: F2,51.6 = 4.07, p = 0.02; PL during initial < all other group x trials measures). This resulted in group differences in the number of times the mice enter the location of the future shock zone (Group: F2,26 = 6.71, p = 0.0045, Trial: F2,51.1 = 0.60, p = 0.44; interaction: F1,51.1 = 1.55, p = 0.22; PL < CCT = SE), as can be seen in Fig. 1B . Consequently, performance in the initial and subsequent training sessions is analyzed separately.
During initial training the groups continued to differ in how much they walked, but this time because the animals that experienced shock walk less and restrict themselves to the arena periphery; the conditioned mice did not differ (Group x Trial two-way RM ANOVA, Group: F2,25 = 19.54, p = 10 -6 , Tukey-HSD: SE > CCT = PL). Place avoidance learning measured as decreasing errors, i.e. entrances into the shock zone was robust with significant effects of Group and the Group X Trial interaction (Group: F2,25 = 67.5, p = 10 -11 , Tukey-HSD: SE > CCT = PL;
Interaction: F4,51.4 = 4.15, p = 0.006). The two conditioned groups showed similar learning (Group: F1,19.1 = 0.0004, p = 0.98; Trial: F2,33 = 12.92, p = 10 -5 , Tukey-HSD Trial1 > Trial 2 > Trial 3; Interaction: F2,33 = 0.33, p = 0.7). One-week memory retention was robust with an obvious effect of Group measured by entrances into the shock zone (F2,26 = 80.0, p = 10 -12 , Tukey-HSD: SE > CCT = PL) as well as the time to first enter the shock zone in the two conditioned groups with PL better than CCT (Group: F1,20 = 6.98, p = 0.02).
During subsequent training in a novel environment, all mice first received pretraining on a rotating arena without shock, followed by identical R+A-cognitive control training with shock.
During pretraining, the mice did not express thigmotaxis or avoidance as described above, confirming mice treat the environment as novel (Fig. 1B) . The groups did not differ in how much they walked during the training trials (Group: F2,26 = 0.47, p = 0.6; Trials: F2,25 = 0.98, p = 0.4;
Interaction: F4,29.2 = 0.65, p = 0.6). All mice learned the new R+A-place avoidance rapidly and when assessed across the 30-min trials, the groups could not be distinguished by errors (Group: F2,26 = 0.11; p = 0.9; Trials: F2,25 = 32.57, p = 10 -7 , Tukey-HSD: Ts1 > Ts2 = Ts3; Interaction; F4,29.2 = 1.84, p = 0.15), or by the time to first enter the shock zone (Group: F2,26 = 0.51; p = 0.6; Trials: F2,25 = 33.29, p = 10 -8 , Tukey-HSD: Ts1 < Ts2 < Ts3; Interaction: F4,29.2 = 0.61, p = 0.66).
Although there was a significant effect of group on the errors at the 1-week retention test with the PL group tending to make more errors, (F2,24 = 3.86, p = 0.04), Tukey-HSD post-hoc tests did not in fact distinguish the groups; nor were the groups different according to the time to first enter the shock zone (F2,24 = 0.67, p = 0.5), which is a strict measure of memory retention because it is not influenced by within-session reinforcement or learning.
Because learning may have been rapid, and effectively complete within the first 30 min, we examined avoidance across the six 5-min epochs of the first subsequent training trial (Ts1). The effect of the epochs was significant, indicating learning (F5,130 = 43.09, p = 10 -26 ) as was the Group X Epoch interaction (F10,130 = 2.89, p = 10 -3 ). Post-hoc tests confirmed that with the exception of the PL group's first epoch, the number of entrances during all other 5-min epochs were significantly fewer than that of the SE group's first epoch and exposure to shock (Fig. 1C ).
This suggests that the CCT group learned to learn during initial training, and this was supported by a significant correlation between the strength of place avoidance at the end of initial training (trial RET) and the strength of place avoidance during subsequent training (trial Ts1; n = 12, r = 0.57, p = 0.05). We then examined this possibility by analysis of the time series of the first 5 errors (Fig. 1D ). The CCT mice increased the time to enter the shock zone faster than the other groups, consistent with learning to learn. The groups differed significantly (F2,75.9 = 6.76, p =10 -3 ) and necessarily, the effect of entrance number was significant (F4,60.1 = 23.26, p = 10 -11 ). Tukey-HSD tests confirmed that compared to the time of the first entrance, the CCT group had significantly and reliably increased the time to enter the shock zone by their third entrance, whereas the other two groups had not done so by their 5 th entrance.
Learning to Learn
Finally, we confirmed that the CCT mice had indeed learned to learn during initial training by comparing the times of the first 5 entrances on the first trials of Initial and Subsequent CCT ( Fig. 1E ). The effect of training phase was significant (F1,50 = 14.59, p = 10 -4 ) as was the effect of entrance number (F4,50 = 9.81, p = 10 -3 ), but not the interaction (F4,50 = 2.41, p = 0.06). Analysis of the number of entrances during the six 5-min epochs of the initial and subsequent first training trials further confirms that CCT causes the mice to learn to learn ( Fig. 1S1 ; Phase: F1,60 = 6.61, p = 0.01; Time: F5,60 = 9.89, p = 10 -4 ; Phase X Time interaction: F5,60 = 1.81, p=0.12).
CCT also improved subsequent learning of a left-right (L/R) discrimination task in a novel Tmaze environment (Fig. 1F ), the reversal of which is sensitive to hippocampus function 17 . Mice that had received initial CCT and SE training learned the first L/R discrimination equally well, and they were also indistinguishable two hours later when the reinforcement was reversed to require cognitive control for distinguishing between the initial and current safe and punished arms. However, the mice that had received CCT performed better when the contingency was reversed again to increase the cognitive control demand (Group F1,22 = 12.36, p = 0.002; trial: F2,42 = 3.161 p = 0.054; interaction: F2,44 = 1.573, p = 0.219).
CCT persistently changes neural circuit function
We had confirmed that the dentate gyrus (DG) is crucial for expressing active place avoidance following CCT training by targeting bilateral muscimol inactivation to DG ( By measuring source-localized ( Fig. 2S4 ) DG evoked potential responses to 0-250 μA test stimulation before and 2h after each training session, we evaluated whether the CCT, PL, and SE experiences change neocortical-hippocampus circuit function ( Fig. 2A ). The PL (n=5) and SE (n=5) training did not cause detectable changes, but initial CCT (n=5) reduced the sourcelocalized fEPSP slope in the molecular layer of the suprapyramidal division of DG (supraDG; Fig. 2B ); changes were minimal in the population spike and at the infrapyramidal division (infraDG), nor did electrode impedances or electrophysiological features such as the current source density (CSD), or theta power change systematically ( Fig. 2S5 ). CSD analysis shows that CCT reduces the current sink in the response at the inner molecular layer of supraDG, where the MPP preferentially terminates Fig. 2C ; 19 . These changes were already observed 2 hours after the first CCT session and were maximal after the second trial ( Fig. 2S6 ). When tested in a subset of 6 mice these CCT-induced functional changes persisted at least 60 days without further training (baseline > 7-d = 60-d experience: baseline vs. 7-d t5=5.10; p = 0.004; baseline vs. 60-d t5 = 4.42; p = 0.007).
Finally, to verify that these CCT-induced changes are not the direct result of the MPP stimulation, we took advantage of naturally occurring, highly-synchronous MPP activations known as type 2 dentate spikes, or as we will call them DSM, which are distinct from type 1 dentate spikes (DSL) that result from lateral perforant path (LPP) activation 20 . We reasoned that the DSM responses should reflect the same changes that we observed from experimental MPP stimulation. As predicted, the slope of DSM events decreased in the supraDG (Fig. 2S7 ). The DSM did not change in the infraDG, mimicking the findings from experimental stimulation ( Fig.   2C ).
If the changes in neural circuit function caused by CCT are due to acquiring a content-specific place avoidance memory then learning an additional place avoidance should cause additional changes, whereas if the neural circuit changes result from the "process memory" of learning to learn 21 then the additional training should not cause incremental neural circuit changes. A new group of mice (n=5) received initial CCT and after the 1-week retention test, they received subsequent CCT to acquire a different place avoidance memory either in the same environment followed by CCT in a novel environment (n=2), or in counterbalanced order (n=3) to control for the sequence. Although subsequent learning was better than initial learning ( Fig. 2S8 ), the subsequent training experiences did not cause incremental changes in neural circuit function ( Fig. 2D ), consistent with process rather than content-specific memory.
CCT changes inhibitory circuit function
Having confirmed the three key predictions of the CBT-neuroplasticity hypothesis, we then investigated mechanisms of the attenuated synaptic response in supraDG. DG interneurons strongly regulate principal cell firing in freely-behaving rats 22 . CCT increases the sub-second coupling between action potential discharge of excitatory granule cells and inhibitory neurons in DG 12 , and spatial learning increases DG mossy fiber-mediated feedforward inhibition 23 , motivating us to hypothesize that CCT increases DG inhibition. Gad2Cre-ChR2-eYFP mice expressing the excitatory opsin in GABAergic neurons were used to test two predictions of this hypothesis ( Fig. 3A; Fig. 3S1 ). Under urethane anesthesia that reduces ongoing activity ( Importantly, activating this inhibition 5 ms before MPP stimulation (but not 0 ms before; Fig.   3S3 ), mimicked the CCT-induced attenuation of MPP responses at supraDG, whereas the attenuation was occluded when tested a week after CCT, but not after SE-training or in tasknaïve mice (Fig. 3B ). CCT also decreased inhibition at supraDG but not infraDG ( Fig. 3S4 ) assessed with intact spiking by paired-pulse stimulation, whereas PL-training did not cause a decrease, all relative to task naïve mice. These findings suggest that CCT increases both inhibition and excitation-dependent disinhibition at supraDG but not infraDG ( Fig. 3C,D) .
We then exploited strongly reduced spontaneous activity in ex vivo hippocampus slices to test the possibility that CCT increases excitation-dependent inhibition. Optogenetic activation of Gad2+ cells was used to induce inhibition at supraDG ( Fig. 3E ) but first we observed that fEPSP responses to MPP stimulation increase at supraDG (I-O AUC: t9 = 2.85, p = 0.02) but not infraDG (I-O AUC: t10 =0.95, p = 0.36) in ex vivo slices from Gad2Cre-ChR2-eYFP mice after CCT (Fig. 3F ). This indicates CCT induces persistent synaptic potentiation, as reported for the Schaffer collateral synapse 4 . Paired-pulse MPP stimulation at short (< 10 ms) intervals also shows increased 5-ms latency inhibition at supraDG in the slices from CCT mice, but not long (> 20 ms) intervals, suggesting potentiated evoked inhibition selectively at supraDG (but not infraDG) of CCT mice (Fig, 3G ; supraDG short intervals -group: F1,10=5.68, p = 0.04; interval: F3.15,31.49=4.13, p = 0.01; interaction: F5,50=0.95, p = 0.46; supraDG long intervals -group: F1,10=0.16, p = 0.70; interval: F1.92,19.21=7.62, p = 0.004; interaction: F3,30=1.59, p = 0.21; infraDG short intervals -group: F1,10=0.23; p = 0.64; interval: F1.97,19.69=7.21, p = 0.005; interaction: F5,50=0.34, p = 0.89; infraDG long intervals -group: F1,10=0.004; p = 0.94; interval:
F2.56,22.57=0.05, p = 0.96; interaction: F3,30=0.89, p = 0.46). Activating channelrhodopsin in Gad2+ cells was then used to directly test whether CCT persistently increases disinhibition. Light activation 2 ms and 5 ms before, but not 10 ms before MPP stimulation caused increased supraDG synaptic population responses in slices from CCT mice but not from SE-trained mice, demonstrating increased disinhibition after CCT ( Fig. 3H ,I; supraDG -group: F1,6=3.37; p = 0.12; interval: F2.04,12.26=1.75, p=0.21; interaction: F7,42=1.29, p=0.28). Together these findings indicate that CCT increases synaptic potentiation ( Fig. 3F ) as well as both feedback inhibition ( Fig. 3G) and disinhibition ( Fig. 3I ) that together produce a global attenuation of the synaptic response to MPP activation observed in the awake mouse (Fig. 2) .
CCT increases PKMζ in dentate gyrus and a subclass of hilar interneurons
Finally, we investigated a potential inhibitory interneuron subcircuit that could mediate both feedforward inhibition and disinhibition of MPP inputs (Fig. 3J) . A candidate subcircuit is comprised of GABAergic HIPP (hilar perforant path projecting) interneurons that mediate inhibition onto granule cells as well as onto various inhibitory cells that provide perforant pathmediated feedforward inhibition of granule cell dendrites 24, 25 . HIPP cells express somatostatin and localize to the hilar region 26, 27 . We used PKMζ, the only known marker for late-LTP maintenance, to test the possibility that CCT increases MPP synaptic plasticity onto a somatostatin-expressing (SST+) cell population. We chose PKMζ because acquiring active place avoidance memory enhances and alters long-term plasticity at Schaffer collateral synapses 6 and increases de novo PKMζ hippocampal expression for at least 1 month 10,11 , and requires persistent activation of the kinase 9, 28 , that is both necessary and sufficient for maintaining late-LTP 29 . One week after CCT but not after SE training, DG PKMζ immunostaining was increased relative to task-naïve Gad2Cre-ChR2eYFP mice, especially at the supraDG margins of the hilus (Fig. 4A ) that is enriched with Gad2+ cells expressing eYFP ( Fig. 4S1 ). CCT specifically increases PKMζ immunolabeling in hilar SST+ cells but not parvalbumin-expressing (PV+) cells (Figs. 4B, 4S2) . A preferential recruitment of SST+ cells was also reported in barrel cortex after somatosensory training 30 .
A neocortical-hippocampal subcircuit tuned by cognitive training
We find that CCT results in learning to learn that generalizes to another task (Fig. 1) , resembling the outcome of effective CBT, and that in the awake subject, CCT attenuates the overall synaptic response to MPP stimulation at the supraDG but not infraDG (Fig. 2) . The CCTinduced circuit modification includes increased MPP-supraDG synaptic efficacy, coincident with persistently increased PKMζ expression and local MMP-evoked disinhibition of the response that is coincident with increased PKMζ expression in SST+ interneurons (Figs. 3,4 ), known to mediate disinhibition 31 . These functional subcircuit changes are accompanied by upregulation of PKMζ persisting at least a week in SST+ cells, that may be HIPP cells that can mediate both widespread inhibition of granule cells and local excitation of granule cells via plastic disinhibition of inhibitory neurons such as MOPP (molecular layer perforant path projecting) cells, but this has not been investigated 24, 25 . These identified subcircuit changes can in principle mediate a nontopographic Mexican-hat input-controlled excitation-inhibition coordination for canonically increasing the signal-to-noise ratio and stimulus-induced representational switching in this neocortical-hippocampal circuit (Fig. 4S3) as well as stabilize the connection's input-output relationship 32, 33 . Because this excitation-inhibition coordination depends only on MPP activation, it provides a distinct mechanism of DG excitation-inhibition coordination, complementary to that provided by immature adult-born granule cells that mediate mGluRdependent inhibition in response to LPP activation and NMDAR-dependent excitation in response to MPP activation 34 . Similar disinhibitory plasticity has also been described at the Schaffer collateral and other cortical synapses [35] [36] [37] . These CCT-induced subcircuit changes have widespread effects because we detected them in field potential recordings, indicating they are not the sparse changes that mediate content-specific memory formation according to the synaptic plasticity and memory hypothesis 38 . Indeed, the functional changes we identified are more consistent with the related concepts of learning to learn, learning set and memory schema, and may explain how pretraining resulting in learning to learn can preclude the necessity for N-methyl-D-aspartate-receptor dependent LTP in the "upstairs-downstairs" and related experiments that have perplexed the neurobiology of learning and memory field [39] [40] [41] . As such, the present findings demonstrate a potential challenge to interpreting animal studies that are designed to investigate the neurobiological changes that underlie content-specific memory, because neurobiological changes that mediate generalized process memory impacting information processing, can overlap with the neurobiological changes that mediate the contentspecific memory information storage itself. As demonstrated here, the same molecular and perhaps circuit mechanisms may be engaged in different ways for process and content-specific memory.
The CCT-induced, persistent changes in neocortical-hippocampus circuit function demonstrate that appropriately structured cognitive experiences can persistently change information processing neural subcircuits. As such, the present findings strongly support the CBTneuroplasticity hypothesis, although of course CCT likely causes additional changes that remain to be discovered. Prior work showed that preemptive CCT in adolescence prevented cognitive impairment due to neonatal neurodevelopmental brain damage 15 , and as also demonstrated here, CCT was effective but mere place learning in a similar environment and task was not sufficient for these changes. This highlights the importance of cognitive control training itself, and potentially how the practice of successfully ignoring salient distracting information can have widespread CBT-like effects. The findings also demonstrate that common neurobiological mechanisms underlie the traditionally separate fields of studying schema in cognitive psychology, CBT in psychotherapy, and learned information processing in neurobiology. in the initial (Ti) and subsequent (Ts) environments. A week later, each mouse received a retraining (RET) trial to evaluate 1-week memory. The environments were counterbalanced, and each trial was 30 min. There were 3 groups of mice: CCT (n = 12), PL controls (n= 12), and SE untrained controls (n = 9). During Initial trials, the CCT and PL controls received shock in the shock zone and the SE mice were not shocked. The arena was filled with 2 cm deep water for the PL controls to attenuate the salience of task-irrelevant olfactory cues. In the subsequent training environment, all mice received the same R+A-place avoidance training in the same conditions. b) Exemplar paths during select trials of the same representative mice, as well as the group average performance measured by entrances into the shock zone or equivalent area for the SE mice. C,D) Group-specific box plots during the first trial in the subsequent environment (Ts1) when the avoidance response is first conditioned to the particular shock zone. c) The number of shock zone entrances during 5-min epochs is plotted as well as d) the times of the first 5 shock zone entrances. Both measures of place avoidance illustrate superior learning in the CCT group, even though they could not learn anything about the location of the current shock zone during training in the initial environment. e) Confirming that the CCT mice learned to learn R+A-active place avoidance, we compare the number of shock zone entrances during 5-min epochs of the first training trials in the initial (Ti1) and subsequent (Ts1) environments. Like Harlow (1949) 2 , this illustrates, in the same mice, that there is better place avoidance during the early part of the subsequent trial compared to the initial trial, despite there being no relationship between the two environments or the shock zones. f) Learning to learn during initial CCT generalizes to L/R discrimination in a T-maze. T maze alternation in 10-trial blocks was trained 14 days after either CCT (n=14) or SE training (n=10). Performance measured as the trials to reach the criterion of the first correct responses showed the two groups were equivalent until the third block when CCT mice out performed SE mice and performed better than on the prior two blocks, even though interference was now maximal. Figure 1 ). Learning to learn. Within-session learning curve comparisons of Initial and Subsequent CCT of the same task in different environments. Although there was no discriminative spatial information in common between the two environments, mice (n = 12) acquired the subsequent conditioned-place avoidance faster than the initial place avoidance, even though the sequence of experiencing the two environments was counterbalanced. These data demonstrate learning to learn, as in the original description by Harlow (1949) . Figure 2 ). Muscimol inactivation demonstrates DG is crucial for expression of active place avoidance several days after CCT training. a) Experimental design (1) and the tracks of an exemplar muscimol-injected mouse during each behavioral session (2) . b) Schematic illustrating the injection and guide cannulae target, a histology section of the cannulation track, as well as a histological section after injecting fluorogold (FG) to estimate the infusion spread. c) A measure of memory expression illustrates that targeting muscimol at DG reversibly impairs established active place avoidance memory (Group X Retention session RM ANOVA Group: F1,8 = 2.46, p = 0.16; Retention session: F2,16 = 5.84, p = 0.01; interaction: F2,16 = 4.01, p = 0.03). Experimental design to evaluate effective stimulation of the MPP. C) Average evoked responses recorded with a 16-site linear electrode array spanning the somato-dendritic axis of dorsal hippocampus. D) Input-output curves of fEPSP slope responses recorded from the DG molecular layer and population spike responses recorded from the DG hilus. These data quantify that responses to electrical stimulation targeted to the angular bundle is dosedependently and reversibly suppressed by CNO-mediated activation of hM4Di in the MPP (Area X Dose RM ANOVA, Area: F1,8 = 7.55, p = 0.02; Dose: F4,32 = 168.6 p = 10 -21 , interaction: F4,32 = 5.78, p = 0.001, Sidak-corrected within-area comparisons to baseline ***p<0.001). Figure 2 ). Membrane potential vs. Current source density (CSD) plots to illustrate signal localization. a) comparison of the raw field potential (mV) plots and corresponding CSD plots along corresponding channels of the linear electrode array. Passive volume conduction strongly influences the signal recorded at adjacent electrodes in the field potential plots. Some examples are indicated by the red/blue boxes. 1: signal artifacts in CA1; 2: signal artifact at the hippocampal fissure; 3: volume conduction from MPP responses that occlude LPP responses; 4: volume conduction from the granule cell layer response occluding hilar responses. b) Representative sink and source signals and their locations from the CSD plots. Figure 2 ). Stability of stimulation and recording electrode properties across the duration of the experiment. a) Average power of spontaneous theta oscillations measured at the molecular-hilar region of supraDG and b) stimulation electrode impedance, both measured during wheel running before active place avoidance training (see schematic at top). Neither theta power (F2.4, 21.6= 0.65, p = 0.55) nor electrode impedance (F4,128= 0.294, p = 0.9) changed across the experiment, making it unlikely that changed electrode properties account for the CCTinduced differences in evoked responses. c) Session-averaged current source density (CSD) of LPP-triggered DSL (type 1) and MPP-triggered DSM (type2) spontaneous events also illustrate recording mechanical stability across the experiment. Figure 2S6 (related to Figure 2 ). Time course of CCT-induced changes in MPP-DG synaptic responses. fEPSP slope was normalized to the baseline slope prior to exposure to the behavioral arena. The decrease of the fEPSP response is observed within 2 hours of the first CCT trial. * indicates a significant difference from before to after a CCT trial (Paired t-test: t5 = 2.28, p = 0.04. Figure 2 ). Naturally occurring, spontaneous dentate spikes originating from MPP activation confirm the findings using evoked responses to MPP stimulation. a) A dentate spike (DS, stars) is the DG response to synchronous input from the medial and lateral perforant path, making it a physiological estimate of the MPP-DG connection that is independent of artificial stimulation. DS were identified in the DG hilus as sharp, positive waves of the local field potential with prominence (distance between peak and closest preceding or following trough) greater than 2 S.D. of all detected positive peaks, as well as width between 2.5 and 12.5 ms measured at 50% of the peak's prominence. b) Two types of dentate spikes -DSL (type 1) and DSM (type 2) were identified using a CSD fingerprinting method, where all DS that exhibited a symmetric pair of current sinks in the distal molecular layers of DG were identified as DSL and DS that exhibited a symmetric pair of current sinks in the medial/proximal molecular layers of DG were identified as DSM. The average CSD profiles of DSL (left) and DSM (right) computed from all classified DS events with clearly distinct pairs of current sinks in the distal and medial/proximal molecular layers of DG respectively. c) Average CSD profiles of DS-associated current sinks in molecular layers of DG in supraDG (top row) and infraDG (bottom row) triggered by DSL (left column) and DSM (right column). Black and red colors represent before and after CCT training, respectively. d) Summary comparisons of maximum gradient of the DS sink (i.e. negative slope) measured before and after CCT. CCT only changed DSM (type 2) at the supraDG site but not at the infraDG site, confirming findings assessed by stimulus evoked responses (Paired t-test: t4 = 3.04, *p = 0.04). Figure 2) . a) Experimental design, b) Learning curves comparing initial CCT training, and subsequent CCT training to either a conflicting location of shock (Conflict CCT), or to a novel location of shock in a novel room (subsequent CCT). (Group X Trial RM ANOVA Group: F2,31 = 3.95; p = 0.02; Trial: F2,62 = 13.53, p = 10 -5 , Interaction; F4,62 = 6.28, p = 0.0003). Figure 3) . The in vivo experiment under urethane anesthesia to investigate the role of inhibition in the CCT-induced effects. a) Experimental design, b) schematic of the preparation, C) photo illustrating the recording electrodes and optical stimulation, and D) The schematic is superimposed on a histological section of a Gad2-Cre-eYFP mouse's dorsal hippocampus with eYFP (green) and immunofluorescence for DAPI (blue), to indicate the circuit that was targeted (scale bar 0.02mm). E) Atlas and F) corresponding histological sections illustrating electrode and optical fiber placements. Sixteenchannel linear electrode array recordings of LFPs across the somatodendritic axis of dorsal hippocampus G) under urethane anesthesia and H) in the freely-behaving mouse. Under urethane, LFPs reflecting rhythmic ongoing synaptic activity is much attenuated compared to in the behaving mouse 42, 43 . Voltage scale (red bar) = 1 mV. Figure 3S2 (related to Fig 3) . Population spike responses are blocked by activating ChR2 in Gad2-expressing cells 5 ms before MPP stimulation in vivo under urethane anesthesia, regardless of prior training. This demonstrates light-triggered inhibition is effective in all groups. Fig 3) . fEPSP evoked responses at supraDG are reduced by activating Gad2expressing cells at the same time as MPP stimulation in vivo, regardless of prior training. Group X Stimulation ANOVA, Group: F2,10 = 0.380, p = 0.69; Stimulation: F1,10 = 12.15, p = 0.006; interaction: F2,10 = 0.007, p = 0.99). Figure 3 ). Paired-pulse inhibition and facilitation measured at the infrapyramidal blade of DG are not changed in CCT mice. Responses to MPP stimulation were recorded in urethane-anesthetized mice at the inner molecular and granule cell layers of the infraDG. Significant changes were not detected although there is a hint of enhanced facilitation in the CCT group. (infraDG Group: F2,15 = 1.24, p = 0.31; Granule Cell Group: F2,15 = 0.36, p = 0.70) Figure 4S1 (related to Figure 4 ). Gad2-expressing interneurons are more abundant in supraDG and the DG hilus, where they selectively express more PKMζ in CCT mice. Immunohistochemistry for anti-eYFP labels Gad2-expressing interneurons and anti-PKMζ labels cells expressing PKMζ in Gad2Cre-ChR2eYFP mice. Top) Example immunostaining (scale bar 0.02mm); Middle) cell counts per section document enrichment of inhibitory interneurons in supraDG and hilus (t18 = 4.52, ***p = 0.0002). Bottom) average cell counts per section indicate enriched PKMζ expression in inhibitory neurons of the DG hilar region in mice with CCT training compared to control SE training (t8 = 2.66, *p = 0.03). Figure 4 ) Hypothetical excitation-inhibition coordination neural circuit changes. a) Schematic illustrating the findings that CCT causes MPP excitatory inputs to potentiate along with local activity-driven inhibition. Such neural circuit modifications organize enhanced winner-take-all competition based on excitation-inhibition coordination where afferent excitation elicits local inhibition that is demonstrated in network models to enhance signal-tonoise and switching between representational states independent of the particular information content 32 . b) Such excitation-inhibition dynamics can suppress noise and the feed-back disinhibition that CCT caused can induce what might resemble non-topographically organized Mexican-hat type excitation-inhibition coordination that is a canonical motif in winner-take all competitive networks.
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