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GEOMETRIC PROOFS AND ALGEBRAIC SETS
DAVIDE MARAN
Abstract. This article shows a new method to prove theorems in-
spired and based on some algebraic geometry results like the Null-
stellensatz. This method allows to assert the validity of a geometry
theorem by proving it only in some particular cases.
1. Introduction
In order to undestand the proofs of this article, it is necessary to clarify
some intuitive definitions about the two-dimensional cartesian coordinate
system. Consider an element a defined set of points in the cartesian
coordinate sysyem, which means every object of the euclidean geometry
except for angles.
Definition 1.1. Given an element α in Cartesian coordinate system we
say that it depends on a set A of variables a, b, c, ... if that set identifies
the element completely.
The condition ”identifies completely” means that there must be a
function f which links every ordered t-uple of the values of the variables
to one and only one element described and this function must be surjec-
tive. However f does not have to be injective (and so bijective) as it is
shown after the second example.
Because of the fact that we are considering the cartesian coordinate sys-
tem, the variables must belong to the real field. This fact will cause some
issues later.
Example 1.2. ”the straight line r”, cannot always be written as y =
kx + q (this equation does not include the parallels to the y − axis), so
we cannot say that it depends on A{k, q}.
Example 1.3. ”the straight line r not parallel to the y−axis”, as it can
be written as y = kx+ q, depends on A{k, q}.
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Note that it is already well known that any element can be repre-
sented using different sets and different types of variables. For exam-
ple the straight line r can also depend on the set B{a, b, c, d} where
P (a, b)Q(c, d) are two points of r.
Proposition 1.4. for every triangle EFG, there exists at least one or-
dered triple of a, b, c so that ABC A(0, 0)B(b, a)C(c, 0) is congruent to
EFG
Proof. Move E to the Origin with a traslation, and rotate EFG until EG
belongs to the axis x. Then let c = |EG|. now the point F is fixed in one
point of the plane and let (u, v) be its coordinates. Let b = u, a = v then
E(0, 0), F (b, a), G(c, 0), so it is congruent to ABC. 
Due to this fact it is possible to add one more foundamental example
which will result extremely impotant.
Example 1.5. The generic triangle, as it can be written as ABCA(0, 0)B(b, a)C(c, 0)
depends on {a, b, c}.
Definition 1.6. Given a predicate E, if all the elements of E depend on
a set of variables A{a, b, c},... Or on one of its subsets, we say that the
predicate depends on the set of variables A{a, b, c...}
According to this perspective, we interpret every predicate as a rela-
tion between geometric constructions made starting from a set of vari-
ables.
Example 1.7. ”two points A,B and the Origin are collinear”, if we put
A(a, b)B(c, d), depens on A{a, b, c, d}.
Definition 1.8. Given a predicate in the cartesian coordinate system
which depends on the variables a, b, c, ...
we call associated condition (C.A.) the set of values that satisfy the state-
ment.
As said above, as there are multiple ways to choose the variables, there
are multiple different associated conditions with the same predicate but,
for evry set of variables there is only one C.A. The associated condition
can either be the set of solution of an equation or the set of solution of
an inequality; in the first case this equation can be algebraic or trascen-
dental. In practice, if we deal with a predicate of euclidean geometry
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as the formulas used to ”build” the elements of the problem (parallel
lines, middle points, bisectors...) are reducible to polynomial equations,
the condition associated can usually be reduced to a polynomia equation.
This article does not consider the predicates which can be associated to
an inequality, for example ”the point A is nearer to point B than to the
straight line r. Before applying every theorem that follows it is needed
to verify that the statement has an equation as associated condition.
Example 1.9. ”two points A(a, b)B(c, d) and the origin are collinear”
depens on A{a, b, c, d}.
If a = c = 0 E is verified.
Otherwise the statement is valid if and only if the straight lines r and s,
passing for OA and OB respectively, have the same angular coefficent.
This holds when b/a = d/c, so the associated condition is the set of
solutions of:
bc = ad
However, despite there can be only one set of values which satisfy a
predicate E, we cannot say that the polynomial equation that we have
found is the equation associated to this statement, neither that it is the
more simple. For example, the equation (bc− ad)2 = 0, as it has exactly
the same solutions, can represent the set as well.
In order to solve this problem we should specify that we call associated
polynomial the polynomial with real coefficents and the less degree be-
tween al the ones which have the C.A. in their set of solutions. This means
that the associated polynomial has the same set of real zeros of the one
we found after the calcula required from the problem. This definition is
well-posed because two polynomials of the same degree, with the same
solutions, can be made equal by moltiplication for a constan term, so
there is only one associated polynomial. From this points on it would be
possible to call associated condition also the equation which equals the
polynomial associated to zero, becausa its solutions correspond exactly
to C.A. intended as set uf tuples.
Still, anyway, we are not able to determine this polynomial associated.
In order to solve this problem it is needed a brief introdution to one of
the most important results in the algebraic geometry.
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2. Considerations and results concerning the algebraic
geometry
Definition 2.1. Let C[x1, x2, x3..., xn] (C stands for the set of the com-
plex numbers) be the ring of polynomials with coefficents in C and the
variables x1, x2, x3...xn in C.
Definition 2.2. Given a set S of polynomials in the ring, denote V (S)
the ordered tuples (points in the n-dimensions complex space) P ∈ Cn
such that
∀f ∈ S, f(P ) = 0
Definition 2.3. A subsect X ∈ Cn is called algebrical set if there exists
a set S of polynomials in the ring so that V (S) = X
Definition 2.4. Let I(U), where U ∈ Cn the set S of polynomials in the
ring such that
∀f ∈ S, ∀u ∈ U, f(u) = 0
The I stands for ideal, because the most basilar result of the algebric
geometry is that the set I(U) is an ideal of the ring C[x1, x2, x3..., xn].
Since in the cartesian coordinate system the variables can only assume
real values, we need to impose a condition under that the results of
algebraic geometry can be applied in this case.
Definition 2.5. Let a R-factorizable polynomial (or polynomial equa-
tion) be a polynomial whose factorization in C contains only polynomials
with real coefficents and has infinite solitions over R
Now the problem exposed at the end of the previous section can be
better defined:
Call P the polynomial which can be found from the formulas of carte-
sian plane, bc− ad in the example 1.9.
Let S : {P} and let P be R-factorizable. The set of all the polynomials
which include C.A. in their set of solutions is a subset of I(V (S)) be-
cause:
1)Under the assumption of R-factorizability V (S) is the smallest algebri-
cal set which includes the C.A. and in particular
∀x1, x2..., xn ∈ R, (x1, x2..., xn) ∈ C.A.⇐⇒ P (x1, x2..., xn) = 0
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2)I(V (S)) is the ideal which contains all the polynomials whose set of real
solution includes C.A. (V (S) contains some tuples of complex numbers
which do not belong to C.A. however from the passage 1), we know that
every polynomial Q which contains C.A. in its set of zeros, have to contain
also the complex solutions).
The importance of this result is the fact that the form I(V (S)) allows us
to apply one of the most important Hilbert’s work (the proof will not be
included as it digress from the aim of this article).
Theorem 2.6. (Nullstellensatz) Let C be an algebrically closen field.
Let C[x1, x2, x3..., xn] be the ring of polynomials with coefficents in C and
S ∈ C[x1, x2, x3..., xn]. Then
∀S, I(V (S)) =
√
S
Where
√
S denote the radical of the ideal J generated by S, so the set
Z ∈ C[x1, x2, x3..., xn] so that
∀z ∈ Z, ∃n ∈ N |zn ∈ J
Now, since our polynomial associated is the ”smallest” belonging to
I(V (S)), we can find it in an easy way:
Proposition 2.7. Let S = {P}. Let [x1, x2, x3..., xn] = θ, P (x1, x2, x3..., xn) =
P (θ). Let P n1 (θ)P
m
2 (θ)... = P (θ) be its factorization.
Then Q(θ) = P1(θ)P2(θ)... is the polynomial with the lowest degree so
that Q(θ) ∈ I(V (S))
Proof. Let E{n,m, ...} be the set of the degrees of the unfactorizable
polynomials in the factorization of P. Since E is finite set of integers, its
maximum M exists and is still an integer. Then, thanks to the Nullstel-
lansatz, since Q(θ)M is multiple of P and so belongs to J,Q(θ) ∈ I(V (S)).
Furthermore since every polynomial with a lower degree is not multiple
of one between P1(θ), P2(θ)..., there cannot be a Q2 which satisfies the
condition with a less degree. 
Now we can answer the last question in the previous section:
Example 2.8. The polynomial associated with the predicate ”two points
A(a, b)B(c, d) and the origin are collinear” is
bc− ad = 0
because this polynomial is not factorizable.
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What is the importance of the definition of polynomial associated
stays in this theorems:
Theorem 2.9. Suppose that P (x, y, z, ...) and G(x, y, z, ...) are polyno-
mials in the same variables, belonging to C[x1, x2, x3..., xn] so that for
every (x0, y0, z0, ...) if P (x0, y0, z0, ...) = 0 then also G(x0, y0, z0, ...) = 0.
Let P (x, y, z, ...) so that his factorization contains only unfactorizable
polynomials of degree one.
Then P (x, y, z, ...) divides G(x, y, z, ...).
Proof. Let S = {P}. The condition
P (x0, y0, z0, ...) = 0⇒ G(x0, y0, z0, ...) = 0 means that the set of solution
of P is a subset of the set of solution of G. So G(x, y, z, ...) ∈ I(V (S)).
So, for the Nullstellensatz, there exists an n ∈ N so that Gn(x, y, z, ...)
belongs to J(the ideal generated by P). This means, according to the
definition of ideal of a ring generated by P, that Gn(x, y, z, ...) is multiple
of P (x, y, z, ...) but, due to the Hypothesis about the factorization of P,
this implies that
G(x, y, z, ...) is multiple of P (x, y, z, ...) 
Corollary 2.10. Suppose E is a statement depending on the set of vari-
ables {a, b, c, ...} and let E2 be another statement on the same variables
so that E ⇒ E2 . Also let the condition associated with E2 be writ-
ten as G(a, b, c...) = 0 (polynomial equation) and the condition associated
with E be an R-factorizable polynomial equation P (a, b, c, ...) = 0 where
P (a, b, c...) is not dividable for any square polynomial. Then the polyno-
mial associated with E divides the polynomial associated with E2.
Proof. the two polynomials G(a, b, c...) and P (a, b, c...) respect all the
conditions to apply theorem 2.9 
Remark 2.11. In a real situation how can we reach the result that
E ⇒ E2?
Being E and E2 predicates of geometry we have to do a geometrical proof
of this fact. As the cartesian coordinate system describes the plane with
variables which can only assume real values, then we have proved that
P (x, y, z, ...) = 0⇒ G(x, y, z, ...) = 0
(as above, P (x, y, z, ...) = 0 is the condition associated with E and
G(x, y, z, ...) = 0 is the condition associated with E2) only in the case
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when x, y, z, .. ∈ R. This is the reason why it is necessary to impose the
condition of R-factorizability.
Example 2.12. This is what it would be possible without the condition
of R-factorizability.
Let E be the predicate ”Point W(a,b) is the Origin”.
Let E2 be the predicate ”Point W(a,b) belongs to the line y = x”.
Now, for every pair of (a, b) ∈ R a2 + b2 = 0⇔ E. So a2 + b2 = 0 is the
condition associated with E.
The condition associated with E2 is a− b = 0.
Because of the fact that E ⇒ E2 it is proven with corollary 2.10 that
a2 + b2 divides a− b.
As theorem 2.9 imposes the condition ”the polynomial is not divid-
able for any square polynomial”, it is useful to introduce a new operation
between polynomials that we will call m.c.s. which is a variant of L.C.M.
whoose result is a polynomial that is not dividable for any square poly-
nomial. m.c.s. can be defined in terms of algebraic geometry as follows:
Definition 2.13. Let A{P (θ), G(θ), ...} be a subset of C[x, y, z...] =
C[θ]. Thenm.c.s.(A) is the polynomial with the less degree which belongs
to the radical of the ideal generated by A.
The operative definition of m.c.s. is:
Let A{C(x, y, z, ...), D(x, y, z, ...), ...}.
1)Factorize L.C.M.(A) as product of irreducible polynomials.
2)Reduce all the factors to degree 1
Example 2.14. L.C.M.[(x − y), (x+ y)2] = (x− y)(x+ y)2
m.c.s. [(x− y), (x+ y)2] = (x− y)(x+ y)
3. Autarky Theorem
Here it is the main results of this article, which I call Autarky Theo-
rem.
Main Theorem 3.1 (Autarky). Let E be a predicate of geometry referred
to the Cartesian coordinate system depending on the set A of variables
S{a, b, c, ...} = θ
Call E(a, b, c, . . . ) = E(θ) its associated polynomial. Let E1, E2, E3 be
predicates so that ∀n,En ⇒ E and be
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A(θ) = 0;B(θ) = 0; . . .
their associated conditions respectively where A(θ);B(θ)... are polyno-
mials not multiple of any complex polynomial. Then E(θ) is multiple of
m.c.s.[A(θ), B(θ), . . . ]
Proof. Factorize m.c.s.[A(θ), B(θ), . . . ] as product of un-factorizable poly-
nomials
X(θ);X1(θ);X2(θ); ...
This passage is possible thanks to the unique factorization of polynomials.
For every Xn(θ) ∈ {X(θ), X1(θ), X2(θ), ...} it is true that if Xn(θ) = 0
then at least one among
A(θ);B(θ); ...
Has value zero because Xn(θ) divides it. Moreover, from the hypoth-
esis, if one among A(θ);B(θ); ... is equal to zero then also E(θ) = 0 for
the same values of a, b, c....(= θ).
This means Xn(θ) = 0 implies E(θ) = 0.
Then apply theorerm 2.9 on the polynomials Xn(θ) and E(θ),which sat-
isfy the conditions requested, and obtain that Xn(θ) divides E(θ). So
each of X(θ); Y (θ);Z(θ); ...
Divide E(θ) and as they are the factorization of m.c.s.[A(θ), B(θ), ...]
if all of them divide E(θ) then also m.c.s.{A(a, b, c, ...), B(a, b, c, ...), ...}
divides E(a, b, c, ...) 
Q.E.D.
Remark 3.2. Now it is possible to answer the question:
Which feature do all the predicates σ which are true about rectangular
triangles have in common?
Consider the generic triangle A(0, 0)B(b, a)C(c, 0):
it is right if 1) AB ⊥ BC or 2)AB ⊥ CA or 3)BC ⊥ CA
1, 2, 3 are predicates and their associated conditions are
1)AB ⊥ BC : a2 + b2 − cb = 0
2)AB ⊥ CA : b = 0
3)BC ⊥ CA : b = c. the fact that these predicates σ are true about rect-
angular triangles means that the predicates ”the triangle is rectangular
on...” imply every predicate of σ. This let us apply the Autarky theorem
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through which we know that the polynomials associated with all the true
predicates σ have to be multiple of
(a2 + b2 − cb)(b− c)b
However the result above is not valid for predicates like ”given a triangle
ABC, if M is the middle point of BC then AM = BC/2” because it is
valid only if AB ⊥ AC and not if BC ⊥ CA or AB ⊥ BC.
4. An example of usage
The theorem offers a way to prove predicates on the base of the anal-
ysis of some particular cases. This way avoids the length of calculations
required by the analytical demontration and does not require the creativ-
ity which caracterize the synthetic geometry, but it has little practical
use because the nowdays computational programs can support an incred-
ible computaion complexity. Any demonstration made by this tecnique
is composed of some passage as in the example that follows.
Theorem 4.1 (Existance of Euler’s line). In a general triangle ortho-
center, baricenter and circumcenter are collinear.
Proof. Step 1
If the triangle is isosceles, the demonstration is simple (all the three
points belong to the axis of simmetry).
Step 2
We are going to write the problem on the cartesian plan to evalutate
the maximum degree of the associated condition.We will use as generic
triangle the one of vertexes A(0, 0)B(b, a)C(c, 0) as in preposition 1.4.
Find the coordinates of the three points depending on (a, b, c):
Baricenter G( b+c
3
; a
3
)
Orthocenter H(b; b(c−b)
a
)
Because it is the intersection of the height from B : x = b and the one
from A : y = c−b
a
x
Circumcenter C( c
2
; (b
2−cb+a2)
2a
)
Because it is the intersection of the axis of AC : x = c
2
and the one
of AB : y = (b
2−xb+a2)
2a
(the last line is obtained as set of points whose
distances from A and B are equal)
Step 3
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In order to complete the proof we should apply the formula of three point
collinearity and obtain an equation which is the associated condition of
the thesis. Once shown that we obtain an identity the theorem is proved
for every (a, b, c) . The condition is:
(xH − xG)(yC − yG) = (yH − yG)(xC − xG)
(Where xH is the x-coordinate of H, yH is the y-coordinate of H and
the same for G and C). We have to evaluate the maximum possible
degreee of this equation by sobstituting the degree of the polynomials for
the polynomials themselves.
(For example yC =
(b2−cb+a2)
2a
= two
one
)
(xH − xG)(yC − yG) = (yH − yG)(xC − xG)
corresponds to
one(
two
one
− one) = one(two
one
− one)
(The difference between two polynomials has a degree which is lower or
equal to the one of the major of them and the product of two polynomials
has degree which is lower or equal to the sum of their degrees)
three− three
one
=
three− three
one
four = four
The degree of the associated condition is lower or equal than four.
Reductio ad absurdum
At this point, if the associated condition is not an identity, it has degree
which is minor or equal than 4 but, thanks to step 1, it is possible to
apply Autarky theorem which says that the associated polynomial can
be written as P (a, b, c) = 0 where P (a, b, c) is multiple of the m.c.s. of
the polynomials associated with the predicates: ”ABC is isosceles on base
AB”, ”ABC is isosceles on base CB”,”ABC is isosceles on base AC”
If ABC is isosceles on AB, AC=CB, so a2 + b2 − 2bc = 0
If ABC is isosceles on CB, AB=AC, so a2 + b2 − c2 = 0
If ABC is isosceles on AC, AB=CB, so 2b− c = 0
(the three polynomials (a2+ b2− 2bc); (a2+ b2− c2); (2b− c) are real and
irreducible so they are truly the C.A. with these predicates respectively
and they respect the conditions required to apply the Autarky Theorem).
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This means that P (a, b, c) is multiple of
m.c.s. {(a2 + b2 − 2bc); (a2 + b2 − c2); (2b− c)} =
(a2 + b2 − 2bc)(a2 + b2 − c2)(2b− c)
But this is absurd because a polynomial of degree four cannot be multiple
of one of degree five. So the associated condition must be an identity and
the thesis is proved.
Q.E.D.
The demonstration schema is:
Find as many particular cases such that their predicate E imply the truth
of the thesis as possible
Write the C.A. of each of these predicates and evaluate the degree D of
their m.c.s.
Evaluate the thegree d of the C.A. with the thesis
If D > d the thesis is proved. 
5. The universal triangle
One important application of the definitions given in the first part
of this article is the creation of an ”universal triangle”, id est a triangle
which does not own any property which is not common to all the trian-
gles. This creation is possible only through the application of this result
of high abstract algebra:
Theorem 5.1. (LindemannWeierstrass) Let a1, ..., an be algebraic num-
bers which are linearly independent over the rational numbers Q, then
ea1 , ..., ean are algebraically independent over Q.
As the set A of the algebraic numbers is the algebraic clousure set of
Q, this theorem can be extended to all the equations with coefficents A,
so that ea1 , ..., ean are algebraically independent over A.
Let ABC be the triangle such that A(0, 0) B(e, e
√
2) C(e
√
3, 0). Thanks to
Lindemann-Weierstrass theorem, there is no polynomial equation with
coefficents in A such that e, e
√
2, e
√
3 belongs to its solutions. As said
above the fact that all the construction formula in the cartesian plane
(perpendicular and parallel lines, middle points, bisectors, incircles,...)
are reducible to polynomials (do not contain trascendental function) im-
plies that the associated condition with a predicate of syntetic geometry
is always a polynomial equation with algebrical coefficents.
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This means that the only predicates which are true about this univer-
sal triangle are identities, so they are generally true (the only condition is
that the predicate which we are dealing with can be expressed in terms of
the standard geometric constructions). Every predicate (which depends
on three points) whose C.A. can be amenable to a polynomial equation
with algebraic coefficents is true if, and only if, it is true about the univer-
sal triangle: every predicate of syntetic geometry can be proven just for
the universal triangle to demonstrate its validity overall. As it is possible
to find an arbitrarly long list of algebrically indipendent numbers
e, e
√
2, e
√
3, e
√
5, e
√
7, e
√
11...
it is possible to find an arbitrarly complexed figure, which depends on an
arbitrarly big set of variables, which has the same features of universality
of the universal triangle.
6. inHomogeneities
Definition 6.1. A function f(x, y, z, ...) is called homogeneus of degree
a if, for every k:
f(kx, ky, kz, ...) = kaf(x, y, z, ...)
How can we know that the C.A. with a predicate E is an homogeneous
polynomial equation?
The analytical plane needs the possibility to introduce an arbitrary
”unit of measure” u such that the validity ot the geometry theorems
does not depend on the chosing of u. This is made possible by the fact
that, being h the distance between two points, if we apply a similar
transformation, which means if we multiply for the same quantity k0
all the coordinates of the points of a geometric figure, the valude of h
is multiplied for k0. This means that if a geometric figure is buit on
the points A,B,C,D... whose coordinates depend on the set of variables
S{a, b, c, ...}, and h(a, b, c, ...) represents the lenght of a segment, then
h(k0a, k0b, k0c...) = k0h(a, b, c...).
All the quantities which express a distance are degree one homogeneous
functions (note that the variables that we have used so far, a, b, c can
be considered degree one homogeneous polynomials and they represent
the distance of some points from the axes) while all the quantities which
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represent an angular coefficent should be homogeneous of degree zero,
because an angular coefficent is a quotient of two lenghts. This means
that whenever a predicate expresses an equality between two lenghts
or two angular coefficents, its associated condition is an homogeneous
polynomial equation (call Homogeneous equation the equality between
two homogeneous function of the same degree). This does not mean that
an equality between lenghts has degree one:
Example 6.2. The function a
2
b
is homogeneous of degree 1, so it can
represent the lenght of the segment AB. Being AC = c, the equation
AC = AB corresponds to a2 = bc which is homogeneous of degree two.
Once we have determined that an equation is homogeneous,we can
apply some properties of the homogeneous functions. It has already been
proven that:
1) the product of two homogeneous functions is still an homogeneous
function
2) the quotient of two homogeneous functions is still an homogeneous
function
It is useful to add one more property whose demonstration is more diffi-
cult:
Lemma 6.3. Let f(x, y, z, ...)=f(θ) an homogeneous polynomial. Let
f(θ) = P (θ)Q(θ) where P,Q are polynomials. Then f(θ) is the product
of two homogeneous polynomials.
Proof. Let n,g,h be the degrees of f(θ), P (θ), Q(θ) respectively. Since the
product of two polynomials has the degree of the sum of their degrees,
n = g+h. Let P (θ) = O(θ)+o(θ) and Q(θ) = M(θ)+m(θ) where O(θ) is
the part of P (θ) made by the monomials of degree g, andM(θ) is the part
of Q(θ) made by the monomials of degree h. Note that O(θ),M(θ) are
homogeneous of degrees g,h respectively. This process can be repeated
on o(θ), m(θ) so that o(θ) = o1(θ) + o2(θ)... where ∀µ < g, oµ(θ) is an
homogeneous polynomial of degree n − µ (the same is valid for m(θ) =
m1(θ) +m2(θ) + ...).
Now, from the definition of homogeneity,
∀k, ∀θ, P (kθ) = kgO(θ) + kg−1o1(θ)...
∀k, ∀θ,Q(kθ) = khM(θ) + kh−1m1(θ)...
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These can be considered polynomials in the only variable k by fixing the
quantity θ.
f(θ) = P (θ)Q(θ) = O(θ)M(θ) + o1(θ)M(θ) +m1(θ)O(θ)...
So
f(kθ) = O(kθ)M(kθ) + o1(kθ)M(kθ) +m1(kθ)O(kθ)...
knf(θ) = knO(θ)M(θ) + kn−1o1(θ)M(θ) +m1(θ)O(θ)...
Note that, in the last equation, all the terms except for knO(θ)M(θ),
have a degree less than n with respect to the varible k. So, the only way
to equalize these one-variable polynomials is:
∀θ, f(θ) = O(θ)M(θ)
where O(θ),M(θ) are homogeneous. 
This proof by itself does not argue that every homogeneous polynomial
is dividable only for homogeneous polynomials, however it is simple to
prove the latter theorem with this result.
Theorem 6.4. Let f(θ) be an homogeneous polynomial and let G(θ) so
that G(θ) divides f(θ). Then G(θ) is homogeneous.
Proof. Let f(θ) = P (θ)Q(θ). For lemma 6.3 f(θ) = M(θ), O(θ) are homo-
geneous. Repeat this process onM(θ) and O(θ) we obtain un-factorizable
polynomials. This algorithm continues until we obtain the factorization
of f(θ) in un-factorizable polynomials. As the algorithm produces only
homogeneous polynomials, f(θ) can be factorized into a product of ho-
mogeneous polynomials.
f(θ) = f1(θ)f2(θ)f3(θ)...
Let R(θ) be an inhomogeneous polynomial which divides f(θ). R(θ)
should be multiple of some fn(θ) and no other polynomials but this is
absurd beacause the product of homogeneous polynomials must be an
homogeneous polynomial. 
The importance of this result resides in the fact that now if we know
that the C.A. with a predicate E is an homogeneous polynomial equation
P (a, b, c, ...) = 0, if we prove that ∀a, b, c...
G(a, b, c, ...) = 0⇒ P (a, b, c, ...) = 0
where G(a,b,c...) is an inhomogeneous polynomial which respects all the
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conditions to apply the theorem 2.9, then E is established. That is be-
cause the theorem 2.9 states that G(a, b, c, ..) divides P (a, b, c...), but for
theorem 6.4 this is contradictory unless P (a, b, c...) = 0 is an identity.
Proposition 6.5. Let E be a predicate on the variables a, b, c, ... = θ.
Let C.A. with E be an homogeneous polynomial equation. If E is valid in
the case a2 = b, then E holds always.
This is clearly because a2 − b is not an homogeneous polynomial.
This is an example of sostituion which can be made to semplify the
calculas of an analytic geometry problem. When dealing with a geometric
predicate which depends on the variables a, b, c, d... we can always make a
substitution P (a, b, c, d...) = G(a, b, c, d, ...) (inhomogeneous polynomial
equation) to samplify the calculas. In fact if a predicate E can be proved
using the substitution S, then S ⇒ E and this form let us apply the
theorems in the previous sections.
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