A new definition of generalized information measures is introduced so as to investigate the finite-parameter estimation problem. This definition yields a class of generalized entropy functions which is useful for treating the errorprobability of decision and the other equivocation measures such as Shannon's logarithmic measure in the same framework and, in particular, deriving upper bounds to the error-probability. A few of inequalities between these equivocation measures are presented including an extension of Fano's inequality.
INTRODUCTION
Let X = {x 1 ,..., xn} be a finite set of parameters and (Y, o~) be a measurable space and let us consider a random variable (~, ~/) defined by where E ~ ~/ and p = (Pl ,.'-, Pn) or Pe are probability distributions on X or ~/, respectively.
The finite-parameter estimation problem consists in that a decision maker is faced with the problem of selecting only one true value of the parameter X after observing a sample ~ --y ~ Y, referring to the knowledge of probability measures Pk, (k = 1,..., n). Hence p may be interpreted as an a priori distribution of ~:. In order to approach the problem, it is usual to evaluate a posteriori distribution p* = (p*~(y), ..., p*(y)) corresponding to the sample = y using Bayes' theorem and compare it with the a priori distribution p. is called an average amount of information contained in the observation concerning the parameter X (Lindley [6] , R6nyi [9] , and Vajda [10] ). Let f(') be a real-valued scalar function and let us replace --pe logpk and --Pk* log p~* by/(pk ) and f(p~*) in (1.2) and (1.3), respectively. Then it is obvious that the inequality (1.1) is valid as long as f(-) is a concave function. This fact motivated a more general approach to the definition of information. Thus a number of entropy functions have been proposed (R4nyi [8] , Csisz~ir [3] , and Perez [7] ), and their usefulness for finite parameter estimation problems has been developed (Perez [7] , R6nyi [9] , and Vajda [10] 
H~(~) = ~ pkI(p~). (1.5)

Ic=l
This paper has its starting point at a new definition of generalized information measures slightly different from (1.4) or (1.5) and shows a number of properties to which the definition leads. The introduction of this kind of information measure clarifies, as a result, interrelations among a class of information quantities and, in particular, the error-probability and the logarithmic equivocation measure can be treated in the same framework of a family of entropy functions.
GENERALIZED ENTROPY FUNCTION AND ITS PROPERTIES
Letf(u) be a real-valued scalar function defined and nonnegative on (0, 1] with a continuous derivative on (0, 1] and f(1) = 0. Differently from definition (1.4) or (1.5), let us define
where the operation inf is taken over all probability distributions such as /~ = (ill, i°2 .... , Pn), ~2k/57~ = 1 and /31~ > 0. This definition yields immediately the following properties:
.., Pn) is continuous and symmetric with respect to its arguments Pl ,..., P~ • where c is a nonpositive constant. When n = 2, the equality holds for an infinite family off including f(u) = c -log u.
Proof. The proof of (1), (2) and (4) is clear. To prove (3), let A be an arbitrary constant such that A c [0, 1] and p, q be arbitrary probability distributions. Then
-aes(p) + (1 -A)F,(q).
ARIMOTO
To prove (5) , note that for an arbitrarily given E > 0 there exists a probability distribution q -~ (ql ,..., qn) such that
Taking into account the convexity off, we have ,..., --st ).
Since E > 0 is arbitrary, this implies Fs(lln,..., lfn) ~f(1/n) which, together with (4), completes the proof of (5). To prove (6), suppose that it holds
for anyp. Then according to the well-known theorem of Lagrange's multiplier rule for a class of nonlinear programming problems, the form (2.4) means
for any p~ > 0, (2.5) where A is a constant multiplier and f' is the derivative of f. In view of the assumption that n/> 3, (2.5) implies 
For example, if the derivative off is represented by
is an arbitrary continuous function defined on 0 ~ v ~ 1/4, then f(u) satisfies (2.5) or (2.7). Hence it is easy to see that there exists an infinite family of f's which satisfies (2.4) for any p. Indeed, a class of functions
which clearly satisfies (2.4) as long as n = 2. The sufficiency part of the proof follows from the inequality (throughout this paper the natural logarithm is employed)
it is easy to see that These inequalities play implicitly an important role in the paper given by R4nyi [9] . EXAMPLE 2. It is convenient to introduce a class of scalar functions which are defined as 
H~(p) = 1--o~
By letting/3 • c~ -1 and noting the inequality log u ~ u --1, we have the following relations:
F~(p)~Ha(p)<~H(p)
for O~<fi =~-1<1,
El(p) ~-H~(p) -H(p)
for /3 = c~ = 1, (2.13)
V~(p) >~ Ha(P) >~ H(p)
for /3 = ~-~ > 1.
Moreover, it is quite easy to see that fZ~(u) >~ f& (u) and
Fel(p ) >~ F~2(p )
for 31 >~ 32. (2.14)
Another interesting special case of fi's is 13 = 2 in which the following equality is obtained:
It should be noted that the quantity (2.15), together with (2.8), is closely related to Chernoff's bound (Chernoff [1] ). On the other hand, the measure Fo(p) corresponds eventually to the probability of error of decision making.
Thus, in order to investigate interrelations between these quantities it is useful to introduce the following relation
Fo(p) <~ F~(p) = H(p) <~ F2(p) (2.16)
which is a special case of (2.14).
It should be noted that the generalized entropy function defined in (1.4) or (3.6) are obtained. As usual, in many practical situations of parameter estimation problems, the random variable 7 consists of successive independent observations (Ta ,..., 7T). At that time the generalized entropy (2.15) is quite suitable for calculating a bound of the probability of decision error since the integral part of (3.6) can be decomposed into T where Y = Ya x "-× Y~, and it is assumed that T p~(y) = 17 p~'(y,).
BOUNDS FOR PROBABILITY OF ERROR AND EQUIVOCATION
In this section we present various kinds of upper or lower bounds to the generalized entropies or equivocation measures. THEOREM 3. Let HI( ~ I 7) be an equivocation measure with a scalar function f defined by (3.1) and 3(y) be an arbitrary decision. Then the following inequality holds:
where E is an arbitrary number such that 0 < ~ < 1. The inequality (4.1) is an extension of Fano's inequality (Fano [4] ). Indeed, lettingf(u) = --log u, e = P~ and 3 = 3* (which is one of optimum decisions), and substituting these into (4.1), we obtain FI(p~, 1 --p. ).
To prove (2), we need the following lemma: Returning to the proof of (2), let us assume that for an arbitrarily given and fixed p = (Pl ,..., Pn) it holds that p~ = max(p 1 ,..., Pn). Then, according to Lemma 1, one can choose a probability distribution q = (ql .... , q~) such that it satisfies simultaneously q~ = max(qll ,.-., qn), The proof of (3) follows directly from expectation over (2) . The inequalities obtained in this theorem are closely related to those presented by Chu and Chueh [2] , R6nyi [9] , and Vajda [10] . THEOREM 5. If f(u) is a convex function with if(u) < 0 on (0, 1], then it holds that 2 (2) Hs(~:]~7)~f(1 _~_e~).
Proof. Let p = (Pl ,..., P~) be an arbitrarily given and fixed probability distribution and q -(ql .... , qn) be one of probability distributions satisfying 
