ABSTRACT Face recognition is a biometric which is attracting significant research, commercial and government interest, as it provides a discreet, non-intrusive way of detecting, and recognizing individuals, without need for the subject's knowledge or consent. This is due to reduced cost, and evolution in hardware and algorithms which have improved their ability to handle unconstrained conditions. Evidently affordable and efficient applications are required. However, there is much debate over which methods are most appropriate, particularly in the context of the growing importance of deep neural network-based face recognition systems. This systematic review attempts to provide clarity on both issues by organizing the plethora of research and data in this field to clarify current research trends, state-of-the-art methods, and provides an outline of their benefits and shortcomings. Overall, this research covered 1,330 relevant studies, showing an increase of over 200% in research interest in the field of face recognition over the past 6 years. Our results also demonstrated that deep learning methods are the prime focus of modern research due to improvements in hardware databases and increasing understanding of neural networks. In contrast, traditional methods have lost favor amongst researchers due to their inherent limitations in accuracy, and lack of efficiency when handling large amounts of data.
INTRODUCTION
The development of accurate and efficient face recognition systems for use in unconstrained conditions is an area of high research interest. This is largely due to the desire of governments, business and consumers to improve efficiency of a wide range of systems used in everyday life, industry and security [38] . Because of this interest, and the recent developments in hardware such as graphical processing units (GPUs), a large number of publications and academic contributions have been made over the past few years, as illustrated by Figure 1 . This data is largely unorganized and confusion over the most appropriate and effective face recognition systems persists [46] . Essentially, the goal of face recognition is to identify whether there is a face in a given image, and then identify who the face belongs to, irrespective of environmental conditions, distance from camera, weather, make-up and other more complex factors such as age [37] . These tasks are currently performed at substandard accuracy in tasks such as airport security [24] , gimmicks like SnapChat [59] and practical applications such as user authentication [42] . However, despite often poor performance in real life conditions [1] , face recognition has been touted as the biometric of the future due to its non-invasive and discreet nature [15] . Due to the significant interest in this field of research, the volume in research studies has risen by 203% over the 2012-2017 period, from 97 published studies in 2012 to 294 in 2017. However this significant volume of research data is not organized in a way which provides a clear indication of current trends or direction on future research and prospects. Most literature reviews which were examined do not follow a systematic approach [38] , which renders them susceptible to bias [27] and do not specifically address unconstrained face recognition. Furthermore, as a whole, it is our opinion that they provide no clear indication of which face recognition technologies are most appropriate in real life applications. Thus, this review is necessary to show not only which face recognition methods are preferred by modern researchers, but to also provide an insight into why movements in research direction have happened, based on the strengths and limitations of the many variations in face recognition techniques, the current state-of-the-art technologies and the challenges faced by developers of face recognition solutions in unconstrained conditions. Therefore the goal of this article is to report the findings of a systematic literature review which will attempt to clarify these issues. The article will be structured as follows: Section 2 will provide definitions and an overview of the main concepts referred to in this review. Section 3 will describe the objectives of the review, list the research questions, explain the search strategy and the selection process. Section 4 will outline the evaluation criteria and data extraction strategy. Section 5 will present results while Section 6 provides a conclusive summary of the findings of the review, emphasizing directions on future research work.
Systematic Review Protocol
A systematic review is a review which identifies, synthesizes and critically appraises all relevant research in the scope of a set of clearly formulated research questions, using a systematic and reproducible method. Studies and works which are determined to be relevant research are referred to as primary studies. This review is based on the guidelines specifically developed by [27] for systematic reviews in the field of software engineering. The most important stage in a systematic review identified by [27] is the determination of the main research questions, followed by the identification of keywords to be used in defining the search string. We identified keywords by reference to studies of interest, and synonyms of the keywords used. A search string, referred to as an automatic search is then constructed. Complementary search methods such as conducting a manual search is used to further improve collection of primary studies.
However, both automatic and manual searches are limited by the arbitrary selection of databases and other research forums, the effectiveness of the database interfaces, and the nature of the search string used [27] . Thus, a secondary strategy referred to as snowballing was also employed. Snowballing involves collecting a set of primary papers, then referring to the reference lists in these papers to identify further primary papers [60] . This process is repeated until all primary papers are found. It is an effective means of collecting all primary studies relevant to the research questions.
Thus, this systematic review will use an automatic and manual search to identify primary studies, followed by the implementation of an effective snowballing search strategy to further refine the set of primary studies to effectively answer the research questions.
General Definitions
Face recognition can be defined as a category of biometric software which functions to identify or verify the identity of one or more persons in an image [38] . It is a generic term used to describe a wide range of technologies including still image, video-based [49] , 3D [4] and infrared [31] recognition techniques in both constrained and unconstrained conditions. Figure 2 shows the general face recognition pipeline used in most unconstrained face recognition systems. 
Unconstrained Conditions:
Lack of control over environmental factors such as lighting, pose, occlusion and distance from the camera [7] . The subject of this research is real-time face recognition in unconstrained conditions, which is relevant to real-life applications in a wide range of contexts including security, consumer applications, and user verification.
SYSTEMATIC REVIEW METHODOLOGY
The methodology used to conduct this systematic review is described below, and summarized in Figure 3 Fig . 3 . Systematic review methodology.
Research Questions
We formulated a set of research questions based on a background overview and understanding of the current uses and applications of face recognition. These questions will aim to address the purpose of this systematic review, namely, to provide a clear picture of the current trends in research, identify and evaluate state-of-the-art methods in unconstrained face recognition, and the challenges faced by modern researchers: We used these keywords in both the automatic and manual search phases, only targeting studies published between 2012 and 2018 to make sure the review produced results which clearly show trends and challenges in modern research.
Defining the Search Engines
In order to provide a comprehensive coverage of all relevant research, the following academic databases were automatically and manually searched using the search string:
(1) IEEEXplore(www.ieeexplore.com.br) (2) ScienceDirect(www.sciencedirect.com) (3) SpringerLink(www.link-springer-com) (4) ACM(www.portal.acm.org) (5) Scopus(www.scopus.com) (6) WileyOnlineLibrary(www.onlinelibrary.wiley.com) These databases are online and limited to studies published in English.
Conducting the Search
We then used the search string to execute the search on the chosen databases. Both an automatic search using the search string, and a manual search were conducted to reveal primary papers which may have been missed. This was followed by snowballing, which we are confident revealed the entire set of primary studies on unconstrained face recognition. This included all relevant journals, conference proceedings, technical papers and other relevant literature. The research was conducted between February and September 2018, and all results were downloaded in RIS format for easy reference management in Mendeley, such as removal of duplicate studies. The unrefined search results have been provided in Table 1 . 
Inclusion and Exclusion Criteria
This stage involved the application of inclusion and exclusion criteria used to determine which studies would proceed to the next stage of review. We aligned the criteria with the research questions, in order to achieve the aim of the systematic review. The criteria are presented in Table  2 . Due to the large volume of potentially relevant studies, the first phase involved elimination of studies based only on the titles, where studies clearly did not fit into the scope of the review. In the second phase, the title and abstract of each remaining study was used to determine compliance with the inclusion or exclusion criteria. All papers that were deemed doubtful were downloaded and reviewed by several team members to ensure compliance with the inclusion and exclusion criteria. The studies which passed all stages of refinement were then downloaded, and the introduction and conclusion were reviewed according to the same criteria. All papers which passed this final stage were then read in their entirety and included or excluded according to the same criteria. Refined Primary Studies List
Subsequent to the execution of the search string, and application of the inclusion and exclusion criteria, the set of refined primary studies indicated in Table 3 were obtained from the initial search results. In total, 1330 primary studies were identified, and all papers were used for data extraction and evaluation according to the research questions outlined in Section 2.
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DATA EVALUTION AND EXTRACTION
The evaluation of the final set of primary studies was based on the following data types extracted from each primary study:
(1) Title (2) This data was extracted from each primary study and used to answer each research question. The results and discussion presented in response to each question will provide a clear evaluation of current research trends in unconstrained face recognition, state-of-the-art methods, and most commonly faced challenges, and will indicate which tools and databases are most commonly employed by researchers. We hope this will address our aim of facilitating further research and development in face recognition technologies.
RESULTS AND DISCUSSION
This review has revealed a consistent increase in research interest in unconstrained face recognition within the period 2012-2018, as shown by Figure 1 . This is due to an increase in usage of face recognition as a biometric in a wide range of applications, the significant improvements in technology such as powerful Graphical Processing Units (GPUs), and the creation of huge annotated face datasets. We anticipate that this interest will continue to increase into the future, thus the need for this review. More specifically, this section aims to provide a comprehensive response to each research question.
5.1 Which methods are most commonly used to achieve unconstrained face recognition and which obtain state of the art results?
To succinctly respond to this question, the primary studies have been classified according to the techniques used for unconstrained face recognition and presented in Table 4 . Table 4 identifies the general categories of methods used to achieve unconstrained face recognition. These methods are used to attempt to distinguish between objects classified as human faces and other objects in the background. They also attempt to identify who the face belongs to, or verify that a face belongs to a particular individual. They rely on a range of structural and texture-based feature representation techniques, including traditional handcrafted features such as Haar features [55] and Local Binary Patterns [3] , fiducial points [36] , and learned features [54] . Classification of faces is usually achieved using machine learning algorithms, or more recently, neural networks [44] . 
Traditional or local handcrafted features:
Chosen features which represent properties of the image, such as edges and corners, which are detected using algorithms. A good example of this is the use of Haar features in face detection by Viola Jones [55] as shown in Figure 4 . Usually, machine learning algorithms such as Support Vector Machines (SVM) are then used to classify a collection of features as comprising a face, or not [18] .
Learned Features:
Automatically emerge from data, and evolve via a complex model such as a neural network [54] . Although parameters are set to control the learning process, there is a paucity of information regarding the actual features that are learned, as they continue to evolve for as long as they are optimized using a process such as gradient descent [44] . Learned features are very useful in face recognition, due to the complexity and non-linearity of human features, which can be learned using large databases of images of people in a wide range of poses, and expressions [52] . Learned features using DCNNs is the preferred means of achieving face recognition, with 797 out of 1,330 or 61% of primary studies focusing on this methodology, and an additional 338, or 26% combining DCNNs with traditional features to achieve superior results to traditional systems alone. This data correlates with the improvements in accuracy and reliability of deep learning based methods as availability of large databases increases [35] , in contrast with the decline in performance of traditional systems, which become inefficient when processes large amounts of data [35] , as illustrated by Figure 5 .
Although accurate results can be obtained using traditional handcrafted methods [3, 17] , especially under constrained conditions, this data suggests that deep convolutional neural networks have become the most widely used technique in unconstrained face recognition, due to their powerful ability to learn distinguishing features [11, 16, 25, 54] . In fact, they have become so effective that they now surpass human ability in face verification [54] , and outperform all traditional handcrafted methods [45, 54] . However, DCNNs rely on the use of large databases [26, 61] for training and inference, which makes them computationally expensive [8, 53] . Additionally, training on huge quantities of images takes weeks or months for a large system. Because of this, they can be quite impractical to use in real life situations, which has triggered the creation of traditional and deep learning hybrids which [6, 33] to provide solutions that are both efficient and accurate, while other methods based on traditional handcrafted features are still used in some cases [3] .
Following is an outline and evaluation the state of the art methods used for face detection, and face identification/verification. Table 5 shows the top 5 state-of-the-art in face detection methods, while Table 6 shows the top 4 face identification and verification methods. It is important to note that all 10 methods are based on deep convolutional neural networks. [58] : proposed a novel face detector focused on improving detection of faces degraded by occlusion, e.g wearing sunglasses or a face mask, without increasing the rate of false positives. FAN is a one shot detector based on the simple, dense object detector, RetinaNet [30] . It is based on ResNet-50, and uses a feature pyramid network, and several layers to address faces of varying scales, as shown in Figure 6 . Significantly, it proposes an anchor-level attention model, optimized using a multi-task loss function, which highlights features within facial regions in different layers to reduce instances of false positives. Attention models attempt to mimic the human brain by focusing computational resources on specific regions at high resolution while appreciating the surrounding regions at low resolution, rather than systematically exploring the entire visual field. This resulted in the achievement of stateof-the-art results in face detection, and is the first time that a single-shot detector has outperformed more conventional two-stage detectors popularized by the success of the Faster R-CNN [40] . Random-crop is further used to augment the WiderFace dataset, resulting in an increase in the number of occluded faces in the dataset. This was used to train the network to be robust to occlusion. FAN was evaluated on the WiderFace dataset, outperforming other state of the art methods such as [34, 64] and [62] . Examples of its effectiveness on this dataset are illustrated by Figure 7 . Recently, the Faster R-CNN based Enhanced Region Proposal Network, proposed by [12] has achieved state-of-the-art results in object detection. Possible future research may include adapting this network specifically for face detection. [13] : One of the most important components of a DCNN-based face recognition pipeline is the loss function. The loss function calculates the prediction error, allowing the DCNN to be trained using an error minimization process such as gradient descent. Its goal is to minimize intraclass variation (same identities) and maximize interclass variation (different identities). ArcFace essentially contributed a novel loss function which uses an Additive Angular Margin Loss to obtain highly discriminative facial features. It was evaluated on many datasets and benchmarks, including WiderFace, clearly outperforming all previous state-of-the-art methods [14, 45, 51, 57] as shown in Table 6 . 0.995 -The use of the ArcFace loss function in DCNN-based face recognition offers various benefits. Its creators claim it is engaging, easy to implement, and effective. It improves feature representation by optimizing the geodesic (shortest possible distance between two points on a curved surface) distance margin to reflect the direct relationship between the angle and corresponding arc [13] . It consequently achieves state-of-the art accuracy and precision, at an acceptable computational speed using standard GPUs. Furthermore, it is easy to implement in standard deep learning frameworks as shown by Figure 8 . It offers greater robustness than the traditionally popular Softmax loss function, which fails to optimise feature embeddings resulting in inadequate similarity between intraclass samples, and suboptimal difference between interclass variations. Thus, ArcFace rectifies the performance gap in unconstrained conditions [13] . Fig. 8 . Implementation of the ArcFace Loss Function into a DCNN for training [13] 5. 2 What are the challenges currently facing unconstrained face recognition?
State-of-the-art Face Identification and Verification -ArcFace
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Unconstrained face recognition systems are broadly applied in government, industry, commercial and consumer security solutions. They are particularly useful in law enforcement applications, and have also been employed by social media corporations, user feature enhancement, and in consumer applications such as cameras and phones. Very recently, high accuracy and reliability of systems has meant companies have been using face recognition instead of ID cards to enable employees to access premises and systems [41] . Future uses could encompass prevention of theft, employee performance monitoring, use of face recognition as a digital signature, and many other application.
Clearly, identification and verification tasks in these contexts requires face recognition systems to effectively handle situations involving both environmental occlusion [9, 56] , variations in pose [32, 50] and expression [29] and deliberate attempts to circumvent security systems [39] . They also need to handle natural changes in appearance caused by weight loss or gain, aging, and other physical changes [10, 65] . This poses serious problems for developers of unconstrained face recognition systems due to the very large range in variables. This review classified primary studies based on which particular difficulties they attempted to address as shown in Figure 9 . These results indicate that the majority of research attempts to handle unconstrained environmental issues generally. More specifically, 39% of studies either did not specifically mention the effects of unconstrained environmental effects, or addressed all conditions generally. This was particularly true for studies which use deep learning based methodologies. We infer that this is because unconstrained features are learned during training, and thus do not need to be directly addressed. This provides for more robustness to a broader range of environmental factors [45] . In contrast, the majority of studies which addressed a particular environmental issue involved the use of traditional features. This reflects the nature of handcrafted features: they attempt to impose arbitrarily chosen patterns onto data rather than allowing natural, unconstrained features to emerge from the data. Thus, in our opinion, a relationship between lack of robustness of traditional methods and the decline in research interest in these methods can be established. The problem of deliberate or malicious circumvention of face recognition systems to access confidential data or restricted areas is of particular importance. Techniques used for circumvention of face recognition range from anti-face recognition masks, use of lighting to inhibit the cameras from capturing quality images, and the use of patterns to confuse face recognition systems. This challenge has attracted specific research into the areas of anti-fraud and anti-spoofing face recognition systems, which accounts for 106 out of 1330 studies, or 8% of all research. Although some studies claim to be largely successful, especially in detecting the difference between a three-dimensional human face, and a photograph of a human face [39] , the data collected as part of this systematic review has highlighted a shortage of algorithms and solutions to this problem. In the context of increasing usage of face recognition as a biometric for security purposes, improving the reliability of face recognition systems is of paramount importance. Thus, one area of future research which should be considered is the development of intelligent face recognition systems which learn to recognize when a system may be compromised, and adapt to threats as they evolve.
Furthermore, a significant proportion of the primary studies indicated that unconstrained 3D face recognition systems would have a distinct advantage over currently used 2D face recognition systems, due to the additional features this would provide [4, 45, 54] . However, the technology used to collect 3D images is prohibitively expensive, and the available databases are very limited and small [4] . Therefore, as the application of face recognition technologies is extended, this shortage will negatively impact on reliability, and accuracy of the techniques used. Rectifying this issue in the future is necessary to prevent sensitive systems from being compromised, as society moves into a more biometric oriented mechanism of managing security and data.
5.3
Which datasets are used to develop and evaluate face recognition techniques? Large datasets of images containing faces are necessary to the development of effective unconstrained face recognition systems. They are essential to the training of large, DCNNs, which rely on thousands to millions of images to accurately learn distinguishing features [26, 54, 61] . They are also indispensable when testing face recognition systems, to demonstrate a valid comparison of currently used techniques, and proposed improvements [26] . Thus, it is necessary for this review to consider the primary studies in light of the datasets used for development and testing of face recognition systems. Furthermore, it is of high importance that the datasets used contain unconstrained features, such as large variations in pose, expression and illumination, as well as occlusion and scale [26] . Other aspects which need to be considered are the inclusion of images of people from a wide range of ages, races and gender [45] . Table 7 contains the features of the six most commonly used datasets, which are often accompanied by benchmarking standards. Due to the data-driven nature of the Internet and media collection, these databases are becoming increasingly large, as exemplified by the MegaFace Challenge Dataset and Benchmark [26] , which contains 4.7 million images containing 672,000 identities and the MS-Celeb-1M dataset which contains over 10 million images of 100,000 identities. The most commonly used datasets are bundled with benchmarking standards and a testing protocol, and are oriented towards specific types of face recognition tasks, for example the WIDER Face dataset and benchmark [61] is aimed at face detection development, so it contains a large testing set annotated with ground truth bounding boxes. Other databases such as the Labeled Faces in the Wild dataset and benchmark [63] and the VGG-2 dataset are aimed at testing and comparing face verification. Each of these datasets include thousands or millions of images used to train, test and compare face recognition systems. They are a causative factor in the upward in the interest in and use of DCNN based face recognition systems by modern researchers.
These datasets are essential in validating unconstrained face recognition systems, and measuring their ability to handle a wide range of real-life situations. Although some datasets which have contributed to some of the biggest developments in face recognition, such as the FaceNet dataset [45] are private, the majority of these datasets are publicly available or available for research purposes, which facilitates collaboration on the development of effective solutions. Many smaller, more specific face databases have also been developed to handle particular aspects of unconstrained face recognition. These focus on cross-age face recognition [66] , long distance face recognition [23] , video-based face recognition [48] , and those dealing with severe occlusion [61] . However, these are often too small to effectively train a DCNN, although they are useful in evaluating the effectiveness of unconstrained face recognition systems, particularly in specific situations affected by environment degradation.
5.4
What are the most commonly used tools for unconstrained face recognition? The primary studies analyzed indicate that researchers primarily use Python as the programming language of choice in developing face recognition solutions. Python is a high-level programming language which can be run on multiple platforms including Windows, UNIX, and Mac OS, which is the reason why it is so commonly used. Python also leverages off powerful libraries such as Keras [5] and Tensorflow [2] , which contain mathematical and optimization functions useful for modifying and improving existing techniques. Python is not only used for implementation of algorithms, but is also used to evaluate the effectiveness of the unconstrained face recognition systems after development and training, using data science techniques. Researchers focusing on DCNN based face recognition methods rely largely on proven convolutional neural network architectures such as ResNet [19] , MobileNet [21] , AlexNet [28] and VGGNet [47] , which are usually programmed using C, and supplemented using Python.
This systematic review overcomes the shortage in current secondary reviews and surveys by providing an extensive and comprehensive analysis and evaluation of current trends and direction in unconstrained face recognition systems. It encompasses all the techniques currently used, using data to show which methods, tools and databases are preferred by researchers, and what challenges they face. Furthermore, it provides insight into the possible reasons explaining the current trends, and suggests possible research direction based on critical data analysis. It provides further value by highlighting the difficulties and issues facing modern unconstrained face recognition in the context of their expanding application in real life.
Thus, this review provides direction for future research, by providing a clear perspective on the current unconstrained face recognition research field, and the advantages and disadvantages of currently used techniques. It has leveraged the power of six extensive databases to ensure comprehensive coverage of all available techniques, tools and databases. This will provide a basis for future improvement of systems, further research and improvement in unconstrained face recognition. It highlights open issues for future research and investigation, in light of the increasing importance of face recognition in computer vision and the expanding application of unconstrained face recognition in security, consumer and commercial applications and industry.
CONCLUSIONS AND FUTURE WORK
This systematic review provides a clear perspective on the current state of unconstrained face recognition research. It shows a clear increase in research interest in this field over the past six years, and illustrates using data, the increasing interest in data-driven deep convolutional neural networks in preference of traditional hand-crafted features and machine learning algorithms. It provides a clear picture of the challenges facing modern face recognition and indicates how these challenges are being addressed with the aim of highlighting areas of future interest, and clarifying the current status quo.
