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Abstract 
Image-based rendering provides an alternative to traditional geometry-based 
techniques for rendering complex virtual environments. Since image-based ren-
dering makes use of fixed-size 2D images to approximate 3D objects and environ-
ments represented by complex models, the rendering time becomes independent 
of the scene complexity; thus it becomes possible to accelerate computationally 
intensive rendering processes. 
Motivated by these properties, we have developed image-based rendering tech-
niques that incorporate interactive illumination control and navigation in an 
image-based virtual environment. In order to control illumination, we propose 
an image representation that allows us to incorporate illumination information 
into a panorama. Once a panorama has been modeled with this representa-
tion, we can interactively adjust the illumination conditions of an image-based 
virtual environment. We have implemented an interactive panoramic viewer to 
demonstrate the strength and flexibility of this approach. 
To improve navigation control, we extended McMillan's pixel-based warping 
rule to a triangle-based warping rule. When we warp image-based triangles 
with this rule, correct visibility can be maintained even when there is no depth 
buffering. Thus, we can now warp triangles instead of pixels when the viewpoint 
is changed. Since we can render texture-mapped triangles with current graphics 
hardware, a significant improvement in rendering performance has been achieved. 
Subsequently, we generalized this triangle-based warping rule to other pro-
jection manifolds such as cylindrical projection manifolds. This formulation al-
lows us to warp panoramas in addition to perspective images; thus we are able 
i 
to re-generate intermediate panoramas during real-time walkthroughs between 
panoramic nodes. We have extended this technique to real-world photos. We 
have also studied ways to do object-based viewing via the image-based approach; 
this permits us to use multiple images of an object taken from different view-
points to produce an image from any desired viewpoint. 
In this research, we also investigated the relationship between the illumination 
and navigation rendering methods of the two controlling strategies. By gener-
alizing the image representation format, we were able to construct a complete 
rendering pipeline permitting control of both illumination and navigation in the 
same image-based virtual environment. 
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1.1 Introduction to Image-based Rendering 
Traditional geometry-based computer graphics requires significant amount of 
time to render complex scenery due to the dependency of the rendering time 
on the scene complexity. Even with the state-of-the-art graphics accelerator, 
interactive rendering is still far from satisfactory. Due to this constraint, a new 
computer graphics rendering technology called image-based rendering has been 
proposed recently and it provides an alternative for realtime rendering of complex 
scene. 
One of the basic philosophy behind image-based rendering is that virtual 
three-dimensional environment is just an approximation of our real world, it is 
more natural and convenient to acquire information directly from our real world 
via image capturing. Thus, it is not necessary for us to construct the complex 
virtual environment through geometrical models, that normally takes a lot of 
time to generate and to render. 
With image-based rendering, we can extract information directly from im-
ages (real photos with specified camera position) to reconstruct views that the 
user will perceive during navigation within the image-based virtual environment. 
Then we canjust use conventional digital cameras to sample our real-life environ-
ment and then model these photos as an environment available for exploration 
and navigation on the computer. 
Furthermore, as the rendering primitive for image-based rendering is 2D im-
age, time complexity of rendering becomes independent of the scene complexity 
1 
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and depends only on the size of the image. For instance, in a scene composed 
of million of polygons, if the lighting condition is changed, all of the polygons 
have to be re-rendered and this process would be too heavy to handle for most 
. of the machines. However, if we model the scene with an image-based represen-
tation, realtime re-illumination on the same scene becomes possible. Therefore, 
no matter how complex the scene is, image-based rendering can guarantee real-
time performance. In this research work, we would investigate various techniques 
making use of this property to accelerate rendering. 
1.2 Scene Complexity Independent Property 
Before going into the magic behind these image-based techniques, it is essential 
for us to re-think about what an image is and why using images instead of 3D 
models can accelerate rendering. 
Fundamentally, an image is a record of incoming radiance from the environ-
ment through each pixel on the image plane to the point of center of projection. 
What an image can tell are the color intensity (incoming radiance) of each pixel 
and the intrinsic parameters of the viewpoint (center of projection, look at vec-
tors, image plane, . . . etc) and in other words, an image is a rendered result at 
a specific viewing and illumination condition. Therefore, an image can provide 
just-enough information to do rendering at a particular viewpoint and illumina-
tion condition. However, if wejust have one image like this at hand, it is obvious 
that controlling illumination and navigation is impossible. 
Concerning this, the idea about an image has to be relaxed. Firstly, the 
concept of range image or depth image has been introduced and this allows each 
pixel to have its own depth value. With this relaxation, we are able to warp an 
image in a pixel-by-pixel manner to re-generate views at any arbitrary viewpoint 
of the same environment. To control illumination, we allow each pixel to have its 
own apparent BRDF information so that realtime re-illuminating on the same 
scene becomes possible. 
But why can we allow these relaxations? It seems that these relaxations 
take us further and further away from the basic concept of an image. Despite 
this, to decide these relaxations, we are indeed following certain criterion. That 
is the additional information has to be scene complexity independent and each 
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piece of information is appended independently to each pixel. Therefore, when 
rendering such a new image-based representation, the computational time during 
rendering is still independent of the scene complexity and depends only on the size 
, of the image. With this advantage, we are motivated to create various image-
based representations and techniques which can provide realtime illumination 
and navigation. 
1.3 Application of this Research Work 
When designing architectural models, no matter indoor or outdoor, designers 
usually want to tune the lighting on the virtual environment to simulate how 
their models react under different lighting conditions. However, if re-illumination 
is done with traditional geometry-based techniques, designers will be forced to 
wait for a long period of time even though one lighting parameter is changed. 
This is definitely inefficient. Despite this, if we can re-model the same geometry-
based model with our proposed image-based representation, re-illumination of 
the same virtual environment can be executed in realtime. 
For the navigation control, there are many potential V R applications. Some 
examples include: 1) create smooth image-based environment of popular tourist 
attractions in order to promote Hong Kong tourist industry on the web, 2) create 
an image-based database/environment to facilitate realistic virtual shopping and 
to stimulate e-commerce activities, 3) smooth and realistic web navigation of 
Hong Kong property that are currently available for sale or for rent in the market, 
and 4) virtual walkthrough in art museum and other interesting environments 
either for entertainment or educational purposes. 
Besides building V R applications, we have applied this rendering technique 
to assist medical imaging. Because direct rendering on medical data (volumetric 
data) is time consuming, it always takes a long response time to manipulate (ro-
tate or translate) a medical model. For this reason, this navigation technique can 
be applied to render the image-based representation of the medical model. Thus, 
whenever a user is manipulating the medical model, the corresponding image-
based rendered result can be displayed interactively. We are able to provide a 
fast response time during control of users. 
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1.4 Organization of this Thesis 
After this introductory chapter (Chapter 1), there are one chapter (Chapter 2) 
‘ about illumination control and four chapters (Chapters 3, 4, 5 and 6) about nav-
igation control. There will be a chapter (Chapter 7) discussing how to combine 
the two rendering methods on illumination and navigation to form a complete 
rendering pipeline. The chapter dependencies are illustrated in Figure 1.1. 
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Figure 1.1: Organization of this thesis. 
Details about illumination control will be presented in Chapter 2. We will 
first discuss the related works about illumination control. After that, we will 
present the concept of the apparent BRDF [60] that allows us to capture the 
illumination information of the scene by sampling. Once this sampling is done, 
interactive re-rendering of the complex scene is possible. In this chapter, we 
will demonstrate this idea with panoramic sceneries. Then, by exploring the 
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intra-pixel and inter-pixel coherences, the apparent BRDF can be compressed 
by using spherical harmonics and vector quantization to achieve a manageable 
storage size. 
In Chapter 3, we will focus on navigation control. After reviewing related 
works, we will discuss about how McMillan [38] formulate the pixel-based warp-
ing rule from a basic epipolar geometry model. Later, we will present my own 
warping method, namely triangle-based warping or triangle-based view interpo-
lation [20]. Details about its formulation and derivation will be discussed. Basi-
cally, by subdividing the reference image (perspective projection manifold) into 
variable-sized triangles and applying this warping rule on these triangles, we are 
able to warp these variable-sized triangles instead of pixel-size entities. During 
the warping of triangles, correct visibility can be preserved without depth buffer-
ing. Furthermore, we would show that the time complexity is linear, graphics 
hardware can be used and warping time can be shortened. 
In the following three chapters, we will continue the discussion on navigation 
control. Chapter 4 extends the triangle-based warping rule from perspective 
projection manifold to different projection manifold, e.g. cylindrical projection 
manifold. Based on the epipolar geometry between two spherical projection 
manifolds, we would generalize the warping rule to order triangles on the surface 
of spherical projection manifold [19]. Thus, using this method to warp triangles 
on different projection manifolds can also preserve correct visibility without using 
depth buffering. At the same time, we would revise the triangulation method 
in such a way that not only depth information, optical flow information can be 
employed. Based on the optical flow information, warping between neighboring 
panoramas is possible. 
With this advance, we are able to apply the warping rule for cylindrical 
panoramic images. In Chapter 5, we would discuss a panoramic-based naviga-
tion system using real photos. Firstly, we would present the outline of the system. 
Then, we would describe how we apply the epipolar model between cylindrical 
projection manifolds to find correspondence between real-world panoramic pho-
tos. Once the corresponding layered patches are identified, we are able to have 
free navigation between panoramic nodes by means of triangle-based warping. 
Besides extending this rendering technique for panoramic viewing (inside-
looking-out), we would extend the warping method for object-based viewing 
(outside-looking-in). Chapter 6 would first present our object-based viewing 
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model and how we modify the triangulation process to adapt to this situation. 
Then, we would describe our approach to composite multiple warped images. 
At the same time, detailed implementation issue would be covered. Finally, 
, performance measures and the composited warped images will be presented. 
Chapter 7 shows how to merge the two rendering methods (illumination and 
navigation) and construct a complete rendering pipeline supporting both illumi-
nation and navigation controls. In the chapter, we would first review the two 
rendering methods on illumination and navigation controls independently. Then, 
we will investigate on their independence and show how to merge them into a 
complete rendering pipeline. At the same time, to ensure physical correctness 
during navigation, the definition of apparent BRDF is generalized. By encoding 
this generalized apparent BRDF, view-dependent illumination effect like specular 
reflection can be synthesized in the image-based environment during navigation. 
Chapter 8 presents the conclusion of this thesis. 
Chapter 2 
Illumination Control 
This part of research work is an extension to the image-based illumination model 
proposed by Wong et. al. [60]. In the primary model, the illumination informa-
tion is embedded in the light-field model by Levoy and Hanrahan [34] or the 
lumigraph by Gortler et al. [23]. In this research work, we have extended the 
original model and make it applicable for illumination control on a panorama. 
2.1 Introduction 
Recent advances in image-based computer graphics technologies have induced 
various applications. One image-based technique which has been successfully 
adopted in various commercial applications is panoramic image representation. 
A well-known example is QuickTime VR [5]. This image-based technique uses a 
single panoramic image to represent the scene as viewed from a fixed center of 
projection (COP). The panoramic image can either be rendered or captured from 
the real world. To generate perspective snapshot of the scene, an image warping 
algorithm [6] is applied to warp portion of the panorama into a perspective image 
in order to create the 3D illusion. The simplicity, efficiency and visual richness 
of the technique are the major reasons of its popularity. 
The major advantage of using image-based techniques is that its rendering 
time is independent of the scene complexity. So, rendering now becomes a pro-
cess of manipulating the image pixels, not the geometric primitives. On the other 
hand, the major drawback is the rigidity of the captured scene. Once the scene 
is captured (modeled) by images, the scene (including the lighting condition of 
the scene) cannot be changed. Panoramic image modeling also inherits the same 
7 
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rigidity. The ability to change the illumination of the modeled scene not just 
improves the viewer's perception but also enhances the 3D illusion. Moreover, 
because illumination can be modified by re-rendering the images instead of ren-
. dering the geometric models, the rendering time is then independent of the scene 
complexity. This will save the artist/designer a great deal of time in adjusting the 
lighting of the scene. All the mentioned reasons motivate us in developing an in-
teractive image-based panoramic representation which incorporates illumination 
information. 
A few techniques have been proposed to incorporate illumination for image-
based modeling. A common terminology to describe this kind of techniques is 
re-rendering. Nimeroff et aL [43] described an efficient technique to re-render 
image under various natural illumination. The intrinsic assumption of natu-
ral illumination may not be applicable for indoor illumination. Another ap-
proach [13, 42, 3, 64] to capture illumination information from the reference 
images is to use singular value decomposition (SVD) [22] to extract the principle 
components (eigenimages) from the reference images. Unfortunately, since there 
is no direct relationship between the lighting geometry (the direction of the light 
vector) and the principle components found, the illumination is basically uncon-
trollable. That is, one can change the illumination but cannot precisely specify 
the direction of the light source. 
In this chapter, we describe our solution to incorporate illuminationfor image-
based modeling with panoramic image. We propose a concept of apparent BRDF 
ofpixel (pBRDF) to represent the outgoing radiance distribution passing through 
the pixel window on the image plane. By treating each image pixel as an ordinary 
surface element, the radiance distribution of that pixel under various illumination 
conditions can be recorded in a table. Incorporating these tables in the panoramic 
image data structure, re-rendering can be performed. Based on this approach, 
we developed an interactive panorama viewer which not just allows panning, 
tilting and zooming but also changing the illumination of the environment being 
modeled. 
2.2 Apparent BRDF of Pixel 
The reflected radiance leaving the surface element can be calculated once the 
viewing vector, the light vector, the incident radiance and the reflectance of the 
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surface are known. The most general form to express the reflectance of the sur-
face element is the bidirectional reflectance distribution function (BRDF) which 
is a four-dimensional table indexed by the light vector L and the viewing vector 
, V (see Figure 2.1). Intuitively speaking, it tells us what the surface element looks 
like when it is illuminated by the light ray coming along the light vector —L and 
is viewed from the viewing direction V. However, unlike geometry-based com-
puter graphics, we cannot (or refrain to) access the geometry details and surface 
properties of the modeled objects in image-based computer graphics. Accessing 
the geometry details implies the rendering algorithm is depending on the scene 
complexity. Nevertheless, we can adopt the same analogy as B R D F to express 
what will a pixel (picture element instead of surface element) look like as viewed 
from V when the scene behind the pixel window is illuminated by the light ray 
coming along -L. This kind of reflectance can be regarded as the image-based 
reflectance. We call this BRDF the apparent BRDF of pixel (pBRDF in short). 
It is the aggregate reflectance of all surface elements that are visible through the 
pixel window. 
N ， ..L / v 
^£::::¾¾¾^^ 
Figure 2.1: The Bidirectional Reflectance Distribution Function {BRDF). 
Therefore, each pixel on the image plane is treated as an ordinary surface 
element and its apparent BRDF is measured and recorded. Figure 2.2 illustrates 
— — 
the idea in 2D cross section. Vectors L and V are the light and the viewing 
vectors respectively. Position E is the COP (eye). The apparent BRDF is a 
table indexed by vectors V and L (or the quadrup le�0”水 , 9 “4>1�� . 
The standard definition of bidirectional reflectance of a real surface element is 
/ . / n A \ Lr{p,Oy,^v) 
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Figure 2.2: Treating each pixel on the image plane as an ordinary surface element 
and measuring the apparent BRDF of each pixel. 
where p is the bidirectional reflectance distribution function of the surface 
element, 
{6y,^y) in spherical coordinate specifies the viewing direction V, 
(Oi,^i) in spherical coordinate specifies the light vector L, 
p is the position of the pixel, 
Lr(p,^,^) is the radiance along the vector passing through p in the 
direction (0, ¢) , 
dio is the differential solid angle. 
It is the ratio between the radiance along the viewing direction and the ra-
diance along the light vector weighted by the projected solid angle, the term 
cos 6idio. The projected solid angle is the area of the differential solid angle after 
projecting onto the plane that contains the surface element. Since the differ-
ential solid angles are not in equal size, the projected differential solid angle 
is mainly used to account for such unequal weight. In our first attempt [60 
to include illumination for the two-plane parameterized image-based representa-
tion [34, 23, 24], we adopted this definition of the reflectance. A similar definition 
is independently proposed by Yu and Malik [63 . 
However, defining pBRDF in this way may not be very useful. Since a pixel is 
not a true surface element but a window in the space, it does not physically reflect 
light energy. The actual reflection takes place at the real surfaces behind the 
pixel window. It is meaningless to scale the incident radiance by the projected 
differential solid angle (which is projected onto the image plane). Hence, we 
simply define the apparent BRDF of pixel as the ratio between the radiance 
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along the viewing direction and the radiance along the light vector, 
fn A a A\ Lr�f),0”,4>v) 
P_|AA,ch)= L r ( � , A , « . 
This new definition simplifies the calculation when re-rendering the images (de-
scribed shortly) as the cosine term is dropped. 
In the application of panorama, the viewpoint is fixed in the space. Although 
the viewing vectors of different pixels on the panoramic image are different, they 
are constant as the viewpoint is unchanged. Hence we can drop the index (<9 ,^么） 
in the previous formulation, 
ppJi,.) = i M ^ y (2.1) 
where Lf{p) is the radiance along the ray passing through the pixel window 
at p and arriving our eye fixed at E. 
In other words, pBRDF for a pixel on a panoramic image is a spherical 
function which depends only on the direction of the light vector. 
2.3 Sampling Illumination Information 
To prepare a panorama with illumination information, we need to fill up the 
two-dimensional spherical function with samples from a set of reference images. 
We have to decide what kind of light source should be used to illuminate the 
scene and how many images we need to take. The simplest way is to use a single 
directional light source as the illuminator because the light vector is constant for 
any point in the space. Remember that the physical reflection is not taking place 
at the location of the pixel but at the surface elements behind the pixel window 
(Figure 2.3). Using a directional light source is more meaningful because the 
captured pixel value tells us what the surface elements behind the pixel window 
look like when the surface elements are illuminated with the light ray coming 
along the direction of the light vector. 
Another issue is how to take samples (taking panoramic images). It is natural 
to take samples with the light vector positioned at the grid points ofthe spherical 
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coordinate system as shown in Figure 2.3. 
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Figure 2.3: Sampling illumination characteristics (Image Capturing) by positioning 
the light vector on the grid points. 
When measuring the BRDF, it is standard to specify the direction in a local 
coordinate system. This is also applied to the case of measuring pBRDF. Fig-
ure 2.4(a) shows that each pixel on a planar image is associated with its local 
spherical coordinate system. Vectors have to be transformed to this local co-
ordinate system during sampling and re-rendering. All coordinate systems are 
in the same orientation. Moreover, the vector pointing to the north pole are 
usually aligned with the normal of the image plane. The major advantage with 
this common orientation scheme is that, the light vector associating with the 
directional light source will be transformed to the same local vector. Hence only 
one transformation is needed. 
In the case of panoramic image, projection manifold is not planar but spher-
ical or cylindrical (Figure 2.4(b)). If the local coordinate system of each pixel 
is still aligned with the normal of the projection manifold, the local coordinate 
system will not have the same orientation. In other words, transformation of 
the directional light vector has to be done once per pixel, which is inefficient. 
In fact, there is no need to orient the local coordinate systems to align with the 
plane normals. Instead we align the local coordinate systems to global axes as 
in Figure 2.4(c)). 
So, for each lighting direction (each grid point (6>；, ¢1) on the spherical coordi-
nate system), we generate a panoramic image h1,4>r The value voi,cj>i{x, y) of pixel 
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Figure 2.4: Alignment of the local coordinate systems. 
(x,y) on the image “【，如 is used to calculate its "reflectance" of the pixel when 
illuminated by the light ray coming along ( 6 > / ,办） .D e r i v e d from Equation 2.1, 
we have the following equation. 
(a 乂、 ^du4>X^^y) 
广 — 1 ( 仏 , « = 【 办 仏 ， 糾 
where v is the pixel value, 
L^(p, Ou (j>i) is the radiance emitted by the directional light source along 
the direction (^/, 4>i). 
The above equation assumes the pixel value is linear to the radiance. This will 
not be a problem for synthetic images. However, it is not true for real images. 
For the case of real world images, a quantity which is linear to the radiance have 
to be recovered from images using technique proposed by Debevec [10]. This 
quantity can then be used to replace the pixel value v in the above equation. 
2.4 Re-rendering 
Once pBRDFs are sampled and stored, they can be manipulated for re-rendering. 
Using the property of superposition [4], the final radiance (or simply value) of 
each pixel can be computed. We propose a local illumination model for image-
based rendering (Equation 2.2) that makes use of superposition to re-render the 
image-based scene under different illumination conditions. 
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n 
radiance through pixel p = ^ Ppixei{0],^])Lr{p, 0], 4>\), (2.2) 
% 
where n is the total number of light sources, 
{Ol^i ) specifies the direction, £ “ of the i-th light source, 
ppixei{Ol^i) is the reflectance of pixel ( x , y ) under the light vector 
沙1應 
Lr{p,Oi,^i) is the radiance along (6>j,<^ |) due to the z-th light source, 
p is the position of the pixel (x,y). 
Note the above illumination model is local in nature. That is, it only accounts 
for direct radiance contribution from the light sources. No indirect radiance 
contribution is accounted for. One may say that a pixel is not a physical surface 
element but a window in space, how can we borrow the illumination model which 
defines reflection taken place on real surfaces. This illumination model is not the 
result of borrowing the existing illumination model but is a result of utilizing the 
image superposition properties. 
The pBRDF is actually an aggregate BRDF of all visible objects behind the 
pixel. We will show here that how this aggregate BRDF can give us correct 
image. Consider k unoccluded objects ^ which are visible through the pixel 
and are illuminated by n light sources. The radiance passing through the pixel — 
window in direction V is, 
j2p\L; + j y L � + .., + j 2 m 
i i i 
=i2piLl+j2f>4l + ... + j2p3nL? 
J i 3 
二 p#^Vp2Ll + ".+PnL^r 
I^f there exist objects that occlude each other, we can always subdivide the objects into visible 
(unoccluded) portions and invisible (occluded) portions. Invisible portions wiU never contribute any 
radiance to the final image. Hence we can consider only the unoccluded objects without loss of 
generaUty. 
Chapter 2 Illumination Control ]^ 
where p^ is the reflectance of the j-th object surface when illuminated by the 
z-th light source, 
L； is the short hand of L,(p,6>;,(/>;), the radiance due to the i-th light 
， source, 
k 
p- = ^ p { is the aggregate reflectance we recorded when measuring 
j=i 
the pBRDF. 
The first row shows the sum of reflected, radiances from all k unoccluded 
objects. Due to linearity of illumination models, we can reorder the terms to give 
the result on the third row which is the sum of multiplications of the aggregate 
reflectances and the radiance of each light source. 
2.4.1 Light Direction 
With Equation 2.2, the light direction can be changed by substituting a differ-
ent value of {Oi,4>i). Figures 2.5(a) and (b) show the perspective snapshot of a 
panorama (attic scene) by a directional light source from two different directions. 
No geometric model is required during the re-rendering. 
2.4.2 Light Intensity 
Another parameter to manipulate in Equation 2.2 is the intensity of the light 
source. This can be done by tuning the value of L； associated with the z-th 
light source. Figure 2.6(a) shows another perspective snapshot of the same attic 
panorama illuminated by a single blue spotlight. 
2.4.3 Multiple Light Sources 
We can arbitrarily add any number of light sources. The trade-off is the compu-
tational time. An additional multiplication and addition have to be computed 
in evaluating Equation 2.2 for each newly added light source. In Figure 2.6(b), 
the same attic panorama simultaneously illuminated by a blue spotlight and a 
yellow spotlight. Note that although the reference images are captured under 
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Figure 2.5: Change of light direction. A panorama with illumination information 
allows the change of lighting direction. 
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Figure 2.6: Multiple light sources with different color. (a)Upper: Attic scene illumi-
nated by a single blue light. (b)Lower: One more yellow spotlight is added. 
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the illumination of a single directional light source, the re-rendered images can 
be illuminated with multiple light sources and each of them can have different 
color. 
2.4 .4 Type of Light Sources 
It seems that the desiredWght source for re-rendering must be directional since the 
reference images are captured under the illumination of directional illuminator. 
Re-rendering with directional light source is very efficient because in evaluating 
Equation 2.2, all pixels on the same image are illuminated by light source from 
the same direction (巧,^]). Moreover, no geometry information is required to re-
render scene when it is illuminated by directional sources as the reference images 
are captured under the illumination of this directional light source. 
However, this method is not restricted to directional light. It can be extended 
to point source, spotlight or more general light source as well. As expected, it 
will be more expensive to evaluate Equation 2.2 for other types of light sources 
because {6], 4>]) need to be recalculated from pixel to pixel. Since the image plane 
where the pixels are located is only a window in the 3D space (Figure 2.7), the 
intersecting surface element that actually reflects the light can be located on any 
point along the ray V in Figure 2.7. To find the light vector L correctly for other 
types of light sources, the intersection point of the ray and the object surface 
have to be located first. Note there is no such problem for directional source, 
since the light vector is identical for all points in the 3D space. For general light 
sources, we can find L by using a depth image. While this can be easily done for 
synthetic scenes, real world scenes may be more difficult. Use of a range scanner 
or computer vision techniques may provide a solution. 
Without the depth map, the re-rendered image is physically correct only when 
the scene is illuminated by directional sources. With the additional depth map, 
we can correctly re-render the scene illuminated with any type of light source by — 
finding the correct light vector L using the following equation, 
— 
f^  = 3 — E + l d (2.3) 
|V 
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Figure 2.7: Finding the correct light vector. 
w 
where L is the light vector, 
S is the position of the non-directional light source, 
E is the position of the eye, 
V is the viewing direction, and V 二 E — p 
d is the value from the depth map. 
It can be a point source, a spotlight or even a slide projector source. Fig-
ures 2.8(a) and (b) show an image-based scene containing a box on a plane 
illuminated by a point source and a directional source respectively. Note that all 
input reference images are recorded with a single directional light source. Sur-
prisingly, with the extra depth information, we can synthesize the image-based 
scene illuminated by other types of light sources. Note that even with the depth 
map, the re-rendering is still independent of the scene complexity because the 
depth map is also an image with the same resolution as the panorama. 
The re-rendered image may contain shadow if shadow has been recorded in 
the pBRDFs during sampling. Note the difference in the shadow cast by these 
sources in Figure 2.8. Figure 2.9(a) demonstrates the re-rendered result of the 
attic scene illuminated by a spotlight. Note how the two pillars are correctly 
illuminated in Figure 2.9(a). Figure 2.9(b) shows the result of casting a slide 
(Figure 2.9(c)) onto the same scene. It demonstrates that the reconstruction 
process is independent of the type of light source. Theoretically, we can even 
illuminate the scene with area light source by trading off the computational time. 
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Figure 2.8: Point and directional light sources. (a)Upper: shadow cast by a point 
source. (b)Lower: shadow cast by a directional source. 
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Figure 2.9: Spotlight and slide projector sources. (a)Upper: Scene illuminated by a 
spot light source from the left. (b)Lower: Same scene illuminated by a slide projector 
source from the right. 
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2.5 Data Compression 
2.5.1 Intra-pixel coherence 
To reduce the data storage of the image data, we compress the pBRDF using 
spherical harmonics [8] which is a common approach [55] for BRDF compression. 
For each pixel, we transform its spherical reflectance table to a coefficient vector. 
The higher the dimension of the vector, the more accurate is the representation. 
Normally, 25 coefficients are sufficient to represent the reflectance table. With 
spherical harmonics, the compression ratio is about 25 to 1. During the re-
rendering, the reflectance has to be reconstructed from the spherical harmonic 
coefficients by calculating a summation of multiplications. Hence the major 
computation of the software re-rendering is spent on this reconstruction. Details 
about spherical harmonics can be found in Appendix A. 
2.5.2 Inter-pixel coherence 
Further reduction can be achieved by utilizing the data coherence between ad-
jacent pixels as the coefficient vectors of neighboring pixels are very similar in 
values. By applying vector quantization [21] on the spherical harmonic coeffi-
cient vectors, the overall compression ratio can be further improved to about 100 
to 1. A 1024 X 256 cylindrical panoramic image with illumination information 
incorporated requires about 3-4 Mb of storage, which is reasonable for practical 
application. 
2.6 Implementation and Result 
2.6.1 An Interactive Viewer 
We have implemented an interactive panoramic viewer with the re-rendering ca-
pability on SGI platform. Figure 2.10 shows the user interface of this program. 
The lighting control panel on the left allows a user to control the direction of 
a light source by dragging the tiny white sphere in the control window. Other 
attributes of the light source can be modified by using other widgets. When the 
user drags inside the viewing window on the right, the viewer pans and tilts. The 
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user can also zoom in and out the scene. 
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Figure 2.10: A panoramic viewer with controllable illumination. 
In our implementation, we use cylindrical panorama instead of spherical 
panorama to avoid the excessive distortion at the north and the south poles. 
Since the proposed image representation is independent of the projection mani-
fold, using cylindrical panorama makes no different from using spherical panorama. 
To display the cylindrical panorama, we map the cylindrical panorama (2D tex-
ture) to the surface of a cylinder. The texture-mapped cylinder is then drawn by 
hardware graphics accelerator. Therefore, the panning and zooming can be done 
in realtime. When the user changes the lighting, pixel values are calculated using 
Equation 2.2. This is done purely by software. Figure 2.5 shows two frames by 
changing the direction of a light source in the image-based attic environment. 
Note how the illumination is correctly accounted even no geometry is present. 
The original geometry-based attic scene contains more than 500A; triangles and 
requires about 2 minutes to be rendered by Alias|Wavefront on SGI Octane with 
MIPS 10000 CPU. Using the image-based approach the scene can be re-rendered 
within a second on the same machine, even the re-rendering is done purely by 
software. This demonstrates the potential of image-based rendering. 
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Figures 2.12(a) and 2.13(a) show the unfolded cylindrical panoramas of an 
attic scenes under the illumination of a directional light source and some spot-
lights respectively. The bottom three images are the perspective snapshots of the 
. panorama, they are obtained by warping the panorama. Note how spotlight cor-
rectly illuminates the pillars in image-based attic. Figures 2.14 and 2.15 show a 
city scene modeled by a panorama. Both images are illuminated by a directional 
light source. Figure 2.14 mimics the natural illumination of clear skylight while 
Figure 2.14 mimics the illumination during sunset. No depth map is needed 
in the synthesis of Figures 2.14 and 2.15 since only directional light source is 
used. Figure 2.16 shows the third image-based scene, a chessboard illuminated 
by several spotlights. 
2.6.2 Lazy Re-rendering 
At any instance, only one portion of the panorama is visible through the display 
window, we tend to postpone the re-rendering of the whole panorama. When 
the user changes the illumination, only the visible portion of the panorama is 
re-rendered and as the unfolded panorama in Figure 2.11 demonstrated the re-
rendering on such a visible portion. The invisible portion will be re-rendered 
only when the user finishes the modification of the lighting configuration. We 
called this approach lazy re-rendering. 
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Figure 2.11: Lazy re-rendering. 
2.7 Conclusion 
In this chapter, we have discussed how we manipulate illumination condition in 
a panoramic environment. We proposed an image-based presentation scheme 
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to encode the illumination information of a panorama based on the concept of 
apparent BRDF. Moreover, to make the data size to be manageable, we apply the 
spherical harmonics and the vector quantization to compress the apparent BRDF. 
, Whenever a user adjusts the lighting condition, the panoramic image would be 
re-rendered correspondingly. Since this representation scheme is independent of 
scene complexity, interactive re-rendering can be guaranteed. In practice，we 
have developed an interactive panoramic viewer to demonstrate the applicability 
of this technique. 
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Figure 2.12: Attic illuminated by directional light source. 
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Figure 2.13: Attic illuminated by spotlights. 
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Figure 2.14: City scene under clear skylight. 
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Figure 2.15: Sunset city. 
^ ^ ^ ^ ^ ^ ^ ^ ^ § 
(a) 
f P P P I B ^ B ^ ^ 5 
mm^ *^31 wKLj 
(b) (c) � 
Figure 2.16: Chessboard under spotlights. 
Chapter 3 
Navigation Control -
Triangle-based Warping Rule 
In this chapter, we would discuss our triangle-based warping or triangle-based 
view interpolation technique [20] which can correctly resolve the visibility prob-
lem without depth-buffering. By subdividing the reference image into variable-
sized triangles, warping (or view interpolation) can be done efficiently using 
existing graphics hardware. We would derive the drawing order between each 
pair of neighboring triangles from the epipolar geometry. Using this method, a 
graph of drawing orders can be built and topological sorting is applied on the 
graph to obtain the complete drawing order of all triangles in linear time. 
3.1 Introduction to Navigation Control 
Several image-based approaches have been proposed during the last few years. In 
this chapter, we focus on solving the visibility problem when warping a given per-
spective image (reference image) to generate another perspective image (desired 
image) from a new viewpoint. 
Given an image with depth, image viewed from another viewpoint can be 
synthesized by reprojecting each pixel. Since multiple pixels may be mapped 
to the same location in the new image, visibility has to be resolved. The most 
straightforward method is depth-buffering. However, in some cases, depth in-
formation may not be available or not accurate. This is especially common for 
real-world photographs. In that case, only the correspondences or optical flow 
information are determined. We cannot resolve the visibility by depth-buffering. 
29 
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Based on epipolar geometry, McMillan [40, 39] proposed a clever solution to 
this visibility problem. Once the mapping of pixels from the reference image 
to the desired image is known, image can be warped correctly either by pixel 
, reprojection [7] or by finding the point correspondences [33] or optical flow [46 . 
No depth-buffering is needed. Visibility is solved by mapping pixels in a specific 
order. From now on，whenever we use the term McMillan's drawing order, we 
actually refer to this pixel drawing order. 
Due to the nature of the drawing order, only small image entities, such as pix-
els, can be applied. However, warping images in a pixel-by-pixel manner {pixel-
based warping) is time-consuming and cannot utilize existing graphics hardware. 
Moreover, gap occurs between adjacent pixels after they are warped. However, if 
the image is subdivided into larger image entities (a group of neighboring pixels 
in the form of triangles) and mapping is then applied on them instead of pixels, 
we can make use of graphics hardware to accelerate the image warping process. 
The gap problem can also be solved at the same time. We call this triangle-
by-triangle image warping method the triangle-based warping (or triangle-based 
view interpolation). Unfortunately, McMillan's drawing order cannot be applied 
to larger entities. In practice, we introduce a visibility sorting algorithm to find 
out the ordering of triangles for image warping. We will also show that the time 
complexity of the algorithm is linear to the number of triangles. Since the im-
age is now subdivided into triangles, warping can be done efficiently with the 
assistance of graphics hardware. 
3.2 Related Works 
Chen and Williams [7] warped images by reprojecting each pixel onto the new 
image. Depth-buffering is used to solve the visibility problem as multiple pixels 
may be mapped to the same location in the new image. Darsa et al. [9] subdivided 
the depth image into triangles and performed reprojection on each of them. 
Again visibility is solved by depth-buffering. Seitz and Dyer [51] introduced view 
morphing which can correctly interpolate two different views based on image 
morphing [2]. The positions of the cameras and the correspondence of some 
feature points are required. 
McMillan [38, 40, 39] first proposed a drawing order to solve the visibility 
problem without depth-buffering. The optical flow {i.e. the 2D mapping from 
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the reference image to the desired image) has to be determined either by pixel 
reprojectionjust as in view interpolation [7] or correspondence determination [15 
in computer vision. 
“ If pixels are forward mapped to the new image, gaps will appear in between 
those pixels. Laveau and Faugeras [33] used a backward mapping, which maps 
pixels from the desired image back to the reference images, in order to get rid 
of the gap problem. It is similar to the backward texture mapping in computer 
graphics. Mark et al. [37] solved the gap problem by two methods, splatting and 
modeling the image as a triangular mesh. To prevent gaps using splatting, the 
footprint of a pixel must be large enough. However large footprint may blur the 
image. They also suggested to model an image as a triangular mesh to prevent 
gaps. Since McMillan's drawing order can only be applied to pixel-sized entities, 
they have to subdivide an image into pixel-sized triangles by connecting three 
neighboring pixel samples as in Figure 3.1(a). Hence a 512 x 512 image may 
be subdivided into more than five hundred thousand triangles. Even with the 
assistance of graphics hardware, the warping is still slow. Note that their trian-
gular mesh approach is different from the one described in this chapter. Their 
triangles are still in pixel size while our triangles can be in arbitrary size and 
shape. Figure 3.1 shows the differences. Shade et al. [52] further extended the 
usage of McMillan's drawing order to image with multiple depth values. 
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Figure 3.1: Comparison of (a)pixel-sized and (b)arbitrary-sized triangulation. 
3.3 Epipolar Geometry (Perspective Projection Manifold) 
Before describing the algorithm, we have to describe some basics of epipolar 
geometry first. Consider a planar perspective image 1�captured at the center of 
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projection at c. We use the dot notation a to denote a 3D point and the arrow 
notation a to denote a 3D directional vector. A desired image h is generated 
with a new center of projection at e. Figure 3.2 shows the geometric models in 
- both 3D and 2D. 
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c ^ ^ ~ ~ _ ^ _ _ _ _ ^ @ S , C . ^ ^衫 
(a) (b) 
Figure 3.2: Epipolar Geometry (a) in 3D and (b) in 2D. 
— 
Each pixel i in the image 1�stores the radiance along the ray L. This ray 
is fired from c and passed through the pixel window associated with i. Now, 
let's choose an arbitrary pixel “ from image / � . A ray Li is associated with it. 
The intersection point pi (the actual W position giving out radiance through i ! 
to c) must lie somewhere along the ray Li. To generate a new view from e, pi 
has to be reprojected onto Ie. The plane constructed by c, e and pi is known as 
epipolar plane in the computer vision literature. The vector, cj, originated from c 
pointing towards e is called positive epipolar ray while the vector, -u3, originated 
from c pointing to the opposite direction is called negative epipolar ray. 
Now let's choose another pixel i2 from image / � • Occlusion happens only 
when pi and p2 are reprojected onto the same 2D location in “ . Ifp2 does not 
lie on the epipolar plane associated with pi，pi and p2 will never occlude each 
other (see Figure 3.3). Hence, occlusion can happen only when c, e, pi and p2 
all lie on the same plane. Moreover the necessary condition for p2 to occlude pi 
is e, pi and p2 are collinear and p2 is in between pi and e and this situation is 
illustrated in Figures 3.2 and 3.5. 
Furthermore, from Figure 3.2, we know that p2 will never be occluded by pi 
as viewed from e no matter where the exact positions pi and p2 are. Therefore, 
if we always draw ii before i2 during reprojection, the visibility problem can 
be solved without knowing or comparing their depth values. Hence, if we can 
identify those pixels whose intersection points may occlude each other and derive 
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Figure 3.3: Since p2 does not lie on the epipolar plane associated with pi, p2 and pi 
will never occlude each other. 
their drawing order, the visibility problem can be solved without depth-buffering. 
To identify pixels which may occlude each other, we first intersect the epipolar 
plane with the planar projection manifold (image / � ) . The intersection line is 
called the epipolar line. Figure 3.4(a) illustrates the terminologies graphically. 
When the positive epipolar ray cj intersects the projection manifold 1 �w e will 
have an intersection point on the projection manifold and it is known as positive 
epipole. Figure 3.4 denotes it by a positive sign. On the other hand, if the 
negative epipolar ray intersects the projection manifold, that intersection point 
is known as negative epipole and denoted by a negative sign. Note that all 
epipolar lines pass through the epipole (either positive or negative). When the 
epipolar rays are parallel to the planar projection manifold, no intersection point 
is found on the plane. All epipolar lines becomes parallel. 
In /c, all pixels that lie on the same epipolar line have a chance to occlude 
each other. Figure 3.5 shows two pixels, ii and “ ’ lying on the same epipolar line. 
Their associated intersection points pi and p2 are coplanar and may occlude each 
other. And pi will never occlude p2 as p'i,s angle of derivation 6>i is greater than, 
6^2 of p2- In other words, if “ is closer to the positive epipole on the epipolar line 
than ii , zi will never occlude i2. Hence we should always draw Zi first. The arrow 
on the epipolar line in Figure 3.5 indicates the drawing order of pixels. On the 
other hand, if “ is closer to the negative epipole on the epipolar line than “ , “ 
will never occlude “ . By intersecting all of the epipolar planes with the image Ic 
(Figure 3.4(b)), we obtain pictures of the drawing order (Figure 3.6). Note that 
once c and e are known, the picture of drawing order is already determined. It is 
not necessary to define the epipolar planes explicitly. Hence no depth information 
is required in constructing the drawing order. 
Only three main categories of drawing order exist. If the positive epipolar 
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Figure 3.4: The epipolar line is the intersection of the projection manifold and the 
epipolar plane. 
梦 
Figure 3.5: The drawing order between two pixels that lie on the same epipolar line. 
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ray intersects the projection manifold, a converging pattern (Figure 3.6(a)) will 
be obtained. On the other hand, if the negative epipolar ray makes the inter-
section, a diverging pattern will be resulted (Figure 3.6(b)). If the epipolar rays 
， are parallel to the projection manifold, the epipoles can be regarded as located 
infinitely far away and the epipolar lines will be all in parallel (Figure 3.6(c)). 
國國國 
(a) (b) (c) 
Figure 3.6: General drawing patterns. 
3.4 Drawing Order for Pixel-Sized Entities 
McMillan derived the two drawing order of pixels from the patterns in Figure 3.6. 
They are shown in Figure 3.7. Following these drawing orders, visibility can be 
correctly resolved without depth-buffering. Pixels on different epipolar lines can 
be drawn in arbitrary order. However, the epipolar lines only tell us the ordering 
of pixel-sized entities that lie on the same line. If we group pixels to form larger 
entities (such as triangles) which occupy multiple epipolar lines (Figure 3.8), the 
ordering of them is not clear. McMillan's drawing order in Figure 3.7 is no longer 
applicable in this case. 
• i •< ^ 
” i ” - i ^ 
I — 卞 1 . - 气 千 _ -
J^  'I l^^  
(a) (b) 
Figure 3.7: Two drawing orders derived from the patterns of epipolar lines. 
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Figure 3.8: Larger image entities occupy multiple epipolar lines. 
3.5 Triangle-based Image Warping 
3.5.1 Image-based Triangulation 
To warp an image efficiently with triangles, we first have to triangulate the 
reference image into a set of triangles based on the associated depth map or the 
map of optical flow. In the implementation of warping perspective image, we use 
depth map. But the idea of triangulation and warping can also be applicable 
with optical flow and details about this will be described in section 4.2 of the 
next chapter. 
The depth map is a two-dimensional array of depth values. Each 2D integral 
coordinate in the depth map is associated with a scalar depth value. Therefore, 
the depth map can be regarded as a special kind of heightfield. The most obvious 
way to triangulate the heightfield is to form a grid first. Then each rectangle in 
the grid is triangulated into two triangles, as depicted in Figure 3.1(a). However, 
the number of triangles is about twice the number of samples in the depth map. 
Several adaptive methods [48, 12, 45] have been proposed to directly triangulate 
the heightfield and range data into a mesh of variable-sized triangles. We can also 
start with a fine triangular mesh and decimate it using various post-processing 
mesh reduction algorithms [28, 50, 56]. Note that we only need a 2D triangulation 
on an image, not 3D. Although the output of the above algorithms are 3D, we 
can reproject those triangles onto the image plane to obtain the required 2D 
triangular mesh. 
One major criterion of choosing the triangulation method is that all elements 
in the same triangle should have smooth-varying depth or optical flow values. 
That is, the change in depth (or optical flow) inside a triangle should be nearly 
a constant. Mathematically, the first derivative of depth over the triangle on 
the manifold should be nearly a constant or the second derivative is nearly zero. 
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Otherwise, the triangle will be excessively distorted after warping and this would 
introduce visual artifacts. 
‘ Second Order Derivative of Depth map 
Consider a depth map z{x,y) over the 2D perspective projection manifold, we 
apply two second-order partial derivatives on this z{x,y) along both x and y 
dimensions and obtain the following equations 3.1 and 3.2. 
脉 “ ) = £ (3.1) 
fy(z,y) 二 g (3.2) 
Consequently, we can obtain a function, F{x,y), at each pixel, and this 
F(x,y) is defined as follows, 
Q^z d^z 
F(x,y) 二 max{lf,{x,y)l\fy{x,y)\) = m a x ( | - | , | ^ | ) (3.3) 
Image Gradient and Potential Function 
Besides using depth map, image intensity is also used during triangulation. Re-
gions with edges (sharp intensity change) are perceptually more sensitive to hu-
mans. A distortion in the edge region is more noticeable than the same distortion 
in the non-edge region. In other words, the tolerance of distortion in the region 
with different image content should be different. To quantify this factor, we first 
convert the color image to grayscale by transforming RGB to Y J Q color space. 
The Yt is then used as the grayscale version of the image. The standard grayscale 
conversion [25] is 
I'c 二 0 .299/ f + 0.587/f + 0 .114 / f , (3.4) 
where / f , / f , and / f are the R, G and B values from the image / � . 
To locate the edge region, we can apply the standard Laplacian operator, V^, 
to the grayscale image / : and obtain another function G, 
B^f' d^T' 
外 ’ " ) 二 ^ 饭 " ) 二 ^ # + 访 . （3.5) 
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Both the depth information and the image gradient are important criteria to 
triangulate the image. They are combined in the following potential function 
P{x, y), which tells us where should we place the vertices of the triangles on the 
- perspective image. 
p(a ; ,y ) = a F * ( x , y ) + (1 一 a)G^x,y), (3.6) 
where a G [0,1] is a weight, a 二 0.7 is a good choice, 
F* and G* are the normalized F and G, they are normalized to 
the range [0,1 . 
The larger the potential value of the pixel, the larger the potential that the 
pixel is on the silhouette of an object. Figures 3.9(a) and (b) show the reference 
image and the corresponding potential map calculated by Equation 3.6. 
Triangulation 
To triangulate the image, we stochastically distribute vertices of triangles onto 
the potential map (Figure 3.9(c)) by regarding the potential map as a prob-
ability function. A pixel with a larger potential value has a larger chance of 
receiving a vertex. Then Delaunay triangulation [47] is applied to obtain the 
initial triangular mesh. 
The initial triangular mesh is further refined to reduce visual artifacts during 
actual image warping. A triangle is split into two smaller triangles if its sum of 
potential exceeds a pre-defined threshold r^. The sum of potential, p, of a triangle 
t is defined as the total sum of potential values of pixels within this triangle t. 
p{t) = J2n^p^^yp.) VPKL (3.7) 
i 
where pi is a pixel inside the triangle t. The subdivision continues until all 
triangles satisfy the sum of potential requirement. Figure 3.9(d) shows the initial 
point final triangular mesh obtained. 
Note that all triangles are now connected. Therefore no gap can be found 
during image warping. However, another artifacts appear if all triangles are 
connected together. During the image warping, some of the occluded regions 
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Figure 3.9: Triangulation of the attic scene. 
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become visible. Since no information is available, these areas should be left 
blank instead offilling them with the excessively stretched triangles. This kind of 
artifacts usually appears near the silhouette of an object. Hence it can be reduced 
. by disconnecting the triangles at the object silhouette. Again, the disconnection 
can be done with the guidance of function F as this map indicates the object 
silhouette. If the common edge shared by two neighboring triangles is located 
at a region with average potential value above a user-defined threshold rc, these 
neighboring triangles shall be disconnected. Mark and Bishop [36] proposed an 
efiicient reconstruction technique for filling this kind of holes. 
Note that the whole triangulation process is done only once before any image 
warping. Hence, the triangulation process can be done off-line without affecting 
the frame rate of image warping. The resultant triangular mesh is stored in a 
winged-edge data structure [1, 58] as the connectivity information will facilitate 
the visibility sorting of triangles in the next phase. 
3.5.2 Image-based Visibility Sorting 
Given two arbitrary triangles, ti and h , obtained after triangulating an image. 
We can know whether these two triangles may occlude each other, by checking 
the range of epipolar lines these triangles occupy. Let's call the range of epipolar 
lines occupied by a triangle the epipolar band. Figure 3.10(a) shows the epipolar 
band occupied by triangle ti in light gray while that of triangle t) in dark gray. 
If the two epipolar bands occupied by these two triangles have no intersection 
(Figure 3.10(a)), no occlusion will occur between these two triangles because no 
element (pixel) in the two triangles shares any common epipolar line. Hence 
the order of drawing these two triangles is irrelevant. On the other hand, if two 
epipolar bands intersect (Figure 3.10(b)), some elements from the two triangles 
are lying on the same epipolar line. Hence, occlusion may occur after warping. 
Therefore, the ordering of these two triangles does matter. In the specific ex-
ample shown in Figure 3.10(b), ti may occlude h as ti is closer to the positive 
epipole than t2 in the intersection region. 
Now, let's define two ordering relations ~^ and f^. 
Definition 1 If any elements in a triangle i\ must be drawn before any element 
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Figure 3.10: Epipolar band. 
in another triangle t2 in order to preserve the correct visibility, we say h must 
be drawn before t2 and denote this ordering relation as ti — t2. 
Definition 2 If the drawing order between the elements in triangle ti and ele-
ments in another triangle h is irrelevant, the drawing order between these two 
triangles are also irrelevant. We denote this ordering relation as ti ^ h . 
Since all the triangles are obtained by triangulating the image with center of 
projection at c, they all must be visible, non-overlapping and fully connected as 
viewed from c. Instead of considering the order of any two arbitrary triangles 
from the mesh, we first examine the ordering between each pair of neighboring 
triangles which are sharing a common edge as in Figure 3.11(a). Now we will 
show that the ordering of any two neighboring triangles can be determined by 
the position of the positive or negative epipole. 
Theorem 1 Given two neighboring triangles which are sharing a common edge. 
The planar projection manifold can be divided into two halves by extending the 
shared edge. The triangle with the positive epipole on its side should be drawn 
later during warping. On the other hand, the triangle with the negative epipole 
on its side should be drawn first during warping. If the epipole (either positive 
or negative) lies exactly on the shared edge, the ordering of these two triangles 
will be irrelevant. 
Proof: Let's denote the triangle with the positive (negative) epipole on its side as 
tn and the other as tj. All epipolar lines on the planar projection manifold must 
be straight lines. And they must all pass through the positive (negative) epipole. 
Now we can draw a straight epipolar line starting from the positive (negative) 
epipole and passing through both t„ and tj. Since the positive (negative) epipole 
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is on the same side as tn, whenever the straight epipolar line passes through 
both tn and tf , it should first pass through U, then the shared edge and finally 
t j (Figure 3.11(a)). Therefore whenever there are elements in tn which shares 
- a common epipolar line with some elements in t j , the elements in U should be 
closer to the epipole than those in tj. If the epipole is positive, we have some 
elements in tn closer to the positive epipole than some element on the same 
epipolar line in tj. Hence, no element in triangle tj will occlude any element in 
tn and we must draw tj before U during warping, i.e. tj ^ tn. Figure 3.12(a) 
shows one such example ( ‘ = h and tj 二 力2). On the other hand, if the epipole 
is negative, no element in tn will occlude any element in tj. So we must draw t^ 
before tf during warping, i.e. U — tj. Figure 3.12(d) shows a specific example 
(tn = h and tf = t2). 
^^^\^^^ 
(a) (b) 
Figure 3.11: (a) The straight line starting from the epipole always enter t^ before tf 
whenever the line cuts both t^ and tf. (b) If the epipole lies on the shared edge, the 
epipolar bands of these two neighboring triangles have no intersection. 
When the epipole lies on the shared edge, the epipolar bands of tn and tf have 
no intersection (Figure 3.11(b)) because one can always separate the epipolar 
bands of the two triangles by drawing a line along the shared edge. In other 
words, no element in tn and t j shares a common epipolar line. Therefore, their 
ordering is irrelevant and we obtain tn ^ tj. Figures 3.12(b) k 3.12(e) show two 
such cases. 
If the epipolar ray does not intersect with the planar projection manifold, 
the epipoles can be regarded as located infinitely far away. All epipolar lines 
are in parallel and pointing from the negative epipole to the positive epipole. 
Despite this, we can still determine which triangle is on the same side with the 
infinite epipole by determining the direction of the epipolar line. Figure 3.12 
shows all the possible cases and their corresponding drawing order between two 
neighboring triangles. From the diagrams (g) to (i), the epipoles are drawn 
outside the projection image to indicate that they are located infinitely far away. 
Chapter 3 Navigation Control - Triangle-based Warping Rule 59 
� , , “ , " , , / . ____ ' s / 5^½:::¾%%¾¾¾¾¾¾%%¾¾¾%¾%¾¾¾¾¾¾%¾¾¾¾^^^ :¾¾¾^""'>" " " ' " ' " t 
, ^ � � ,> '<^ , ‘ “ / /' "“‘ ''_' ‘ > “ “ ‘ 、'“ ‘ ‘ ‘ , m "^fi <i m t 、^^命味 
S jj S^^  “ ^ _ z • Z ^ 
t2 ^ h h o t2 h — 2^ 
(a) (b) (c) 術\替 
ti — t2 h ^ t2 t2 ^ h 
(d) (e) (f) 
\. •谈 © © © 
t2 — ti h f^ t2 ti ~> t2 
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Figure 3.12: All cases concerning triangle drawing order. 
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3.5 .3 Topological Sorting 
Using the simple method described, one can always derive the drawing order 
, between two neighboring triangles. This ordering can be further extended to 
cover any two arbitrary triangles from the mesh by constructing a drawing order 
graph. By representing each triangle as a node and the relation ~^ as a directed 
edge in the graph, we can construct a graph of drawing orders. No edge is needed 
to represent the relation f^ as the ordering is irrelevant. Note the constructed 
graph may contain disjointed subgraphs. Figure 3.13(a) shows seven connected 
triangles. The drawing orders of each pair of neighboring triangles are shown as 
arrows crossing the shared edges between neighboring triangles. The constructed 
graph is shown in Figure 3.13(b). Figure 3.13(c) shows two valid orderings de-
rived from the example graph. Note there is no unique ordering for the same 
graph. 
赢人义：：：：：：多 
(a) (b) (c) (d) 
Figure 3.13: (a)-(c): Construction of drawing order graph, (d) Cycle may exist in 
the graph. 
The graph can be implicitly represented as a set of ordering relation between 
each pair of neighboring triangles. Hence, for each shared edge, we determine 
the drawing order between the neighboring triangles using Theorem 1. The time 
complexity of the graph construction is obviously 0{E) where E is the number 
of shared edges. As each triangle has three edges, E must be smaller than 3N 
where N is total number of triangles. Hence, the time complexity should be 
linear to the total number of triangles. 
The final step to find out the ordering of all triangles is to perform a topolog-
ical sort on the drawing order graph. Basically it is a two-pass algorithm. Before 
describing the algorithm in detail, let's define the terminology. A triangle (node) 
is of in-degree zero if there is no triangle need to be drawn before it, i.e. it is not 
on the right hand side of any ~> relation. It is of in-degree 1 if one of its three 
neighbors has to be drawn before it. Obviously, a triangle can be of at most of 
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degree three (if so, it must contain the positive epipole). 
In the first pass of the algorithm, we look for all zero-in-degree triangles and 
put them into a pooL In the second pass, one triangle h in the pool is picked, 
, output and removed from the pool at a time. Then, for each of its neighboring 
triangle, say t2, such that ti — h , we would decrease the in-degree of h by one. 
If the in-degree of t2 drops to zero after the deduction, we would put it into the 
pool. The process of picking and outputting triangles continues until no more 
triangle is left in the pool. Figure 3.14 shows the algorithm. The example graph 
in Figure 3.13(b) is sorted using this algorithm. 
/ / First pass 
Poolo = 0 
For each triangle t of degree zero 
Poolo = Poolo U W 
For each triangle t of degree one 
Pooli = Pooli U {t} 
/ / Second pass 
While there exists triangle not output 
If Poolo + 0 
Pick a triangle i^ from Poolo and output 
else there is cycle 
Randomly pick a triangle i\ from Pooli 
and output it 
For each neighbor triangle of i^  s.t. ti ~> t2 
Decrease the degree of t2 by one. 
If the degree of t2 is zero 
Poolo = Poolo U O2} 
If the degree of t2 is one 
Pooli 二 Pooli U {^2} 
Figure 3.14: Algorithm of topological sort. 
Topological sort can always generate an ordering if the drawing order graph 
does not consist of any cycle and it seems that the graph constructed will be 
a directed acyclic graph. However, after thorough investigation (Appendix B), 
we found that cycle does exist in an extremely rare case. Figure 3.13(d) shows 
one special example of triangulation such that cycle exists. If the epipole locates 
inside the gray region, cycle will occur. If a relation satisfies the criteria of 
partial ordering [31] (transitivity, antisymmetry and reflexivity), the associated 
directed graph can be guaranteed cycle-free. However the relation ] we have 
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defined is not transitive. In other words, if h ~^ U and h ~^ h , it does not 
imply ti — t3. Because we say h — t2 if h must be drawn before t2 in order 
to preserve the correctness of the visibility. If ti — i2 and h — h, it is very 
- common that h ^ t3, i.e. the drawing of h and t3 is no longer relevant. This 
can be demonstrated by Figure 3.13(d). 
The original topological sort must be modified to handle the case when a cycle 
is found. This can be easily achieved by a linear-time cycle detector, randomly 
picking a triangle in the cycle and drawing it to the screen, hence breaking the 
cycle. This approach may result in visual artifacts (occlusion among different 
objects may be incorrect). Another approach is to fall back to use pixel-based 
warping for triangles in the cycle. 
In practice, cycles seldom occur and no cycle has been found in all our exper-
iments. In Appendix B, we will discuss how rare for a cycle to occur. Physically, 
if a cycle exists, it implies there exists some objects a, b, and c such that a is 
in front of 6, b is in front of c and c is in front of a (like the objects in M. C. 
Escher's drawing). Obviously, it is not possible in real world. We believe the 
source of cycle is due to improper triangulation. If the triangulation algorithm 
fails to separate objects with different depth values, the cycle problem may ap-
pear. Furthermore, as discussed in the Appendix B, if we avoid the formation of 
thin triangles during triangulation, cycles can be avoided. 
The time complexity of the first pass of the algorithm is 0{N). Since each 
triangle will be put into the pool and picked out from the pool at most once, the 
time complexity of the second pass is also linear. Hence the topological sorting 
is linear. The time complexity of the whole visibility sorting algorithm is also 
linear to the number of triangles. 
3.6 Results 
Figure 3.15 shows three frames from an animation sequence of warping an image 
of the Beethoven statue. The images on the first row show the result when the im-
age is forward warped in a pixel-by-pixel manner. Since no splatting is performed, 
gap exists in between the pixels. Images on the second row are the warped images 
resulting from my algorithm. The third row shows their corresponding warped 
triangular mesh together with the drawing order. To distinguish one triangle 
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from another, we use three distinct colors to shade neighboring triangles. The 
intensity of the triangle indicates the drawing order. The darker the color, the 
former is the triangle in the drawing order. In Figures 3.15(h) k 3.15(i), it shows 
- how visibility is resolved by the drawing order. Note all triangles in the front 
(those closer to the viewpoint) are lighter in color than those in the back. The 
coloring in Figure 3.15(g), 3.16(d) and 3.17(d) look random because the drawing 
order is irrelevant when the desired viewpoint is at the center of projection, c. 
In this case, all triangles are visible without occlusion and no ordering is needed. 
An indoor scene is shown in Figure 3.16 while an outdoor scene is shown in 
Figure 3.17. The first row shows the final warped images while the second row 
shows the warped triangles together with the drawing order. Note how visibility 
can be correctly resolved even no depth-buffering is used. The shaft in the attic 
scene and the building in the city scene can correctly overlap the background 
without comparing the depth values. Since the image is now triangulated as a 
set of connected triangles, no gap exists in between them. The holes in between 
the triangles in our result are formed because of the intentional disconnection of 
triangles in the subsection 3.5.1. In this way, we can prevent excessive elongation 
after warping two neighboring triangles with discontinuous depth. 
We have compared the running time between the triangle-based and the pixel-
based warping on an SGI Octane with MIPS R10000 CPU and M X E graphics 
engine. As graphics hardware is utilized, Table 3.1 shows that triangle-based 
warping has a significant improvement in term of rendering speed over the pixel-
based warping even though the determination of drawing order is purely done 
by software. The column “Visibility，，indicates the average time needed for the 
image-based visibility sorting (the determination of drawing order). Column 
“Render，，indicates the average time needed for drawing the triangles to screen 
which is done by graphics accelerator. As expected, visibility sorting takes longer 
time as it is done purely by software. Nevertheless, we still can achieve a signif-
icant reduction in the overall rendering time as compared with the pixel-based 
warping. The rendering time reduces 90% in the test case of Beethoven. Other 
two cases also have around 20% to 50% reduction. Obviously, the speedup is 
strongly related to the number of triangles. Since the resolution of the three test 
scenes are the same, the frame rate of pixel-based warping are also same in each 
test case. 
The best condition to execute triangle-based warping algorithm is when the 
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Triangle-based Pixel-based 
Data set Image Num. of Visibility Render~~Num. of Render Reduction 
resolution triangles (sec.) (sec.) pixels (sec.) in % 
. a t t i c —512x512 18582 ~ " 0 M 0 ~ ~ 0.020 262144 0.399 79.95% 
beethoven “ 512x512 —14969 ~"^048 0.016— 262144 0.399 83.96% 
‘ city 512x512 14037 0.044 0.015 262144 0.399 9 1 . 4 8 f 
Table 3.1: Comparison of rendering time between triangle-based and pixel-based 
warping. 
image resolution is high and the scenery contains objects with gradually chang-
ing depth values (with respect to the distances from the viewpoint). In this case, 
the image can be triangulated into few large triangles. Both topological sorting 
and image warping can be performed rapidly. On the other hand, if the image 
resolution is low and the scenery contains objects with abruptly changing depth 
values, the image may be triangulated into many small triangles. The computa-
tional time of topological sorting may dominant the overall execution time and 
hence alleviate the advantage of drawing triangles. 
3.7 Conclusion 
In this chapter, we have described my triangle-based image warping algorithm 
which solves visibility without using depth-buffering. By grouping pixels to form 
triangles, image warping can be done more efficiently with the utilization of 
graphics hardware. Moreover, the gap problem resulted from the pixel-based 
approach is also removed at the same time. 
Deriving from epipolar geometry, we introduce the drawing order between two 
neighboring triangles. This ordering relation allows us to construct a graph of 
drawing orders. Applying topological sorting on this graph gives us the drawing 
orders between all pairs of neighboring triangles. No depth-buffering is needed 
if the triangles are drawn in this order. Both the graph construction and topo-
logical sorting have a linear time complexity. Moreover, graph construction and 
topological sorting are required only when the epipolar ray { - c j in Figure 3.2) 
changes. If a user only translates the viewpoint along the epipolar ray or rotates 
about the original viewpoint, the same ordering can be used without rebuilding 
the graph and sorting the relations. 
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Figure 3.15: Warping the Beethoven. The first and second rows relates to pixel-
based warping and triangle-based warping respectively. The last row demonstrates 
the corresponding triangle drawing order. 
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Figure 3.16: Warping the Attic. The first row demonstrates rendered result from 
triangle-based warping while the last row shows the corresponding triangle drawing 
order. 
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Figure 3.17: Warping the City. The first row demonstrates rendered result from 
triangle-based warping while the last row shows the corresponding triangle drawing 
order. 
Chapter 4 
Panoramic Projection Manifold 
In this chapter, we would generalize the triangle-based image warping algorithm 
for panoramic projection manifold [19]. Instead of using depth, we employ optical 
flow information to subdivide a panorama into variable-sized triangles because 
optical flow is more natural to be used with panoramas. Similarly, drawing 
orders can be derived from epipolar geometry. Note that the epipolar geometry 
model we used this time is in the form of spherical projection manifold and this 
manifold is a generalization of the cylindrical and perspective projection manifold 
model. Again, using this partial drawing order, we can build a graph and with 
topological sort, a complete drawing order of all triangles on the manifold can 
be constructed. 
Note that this generalization helps us to extend the triangle-based warping 
method for projection manifolds which satisfy the mapping criterion described 
in subsection 4.3.1. Planar perspective images satisfy this mapping criterion. 
Hence, cube-based panoramas formed by six planar perspective images can be 
warped correctly using the proposed method. Although cylindrical panoramas do 
not satisfy this criterion, we can make approximation when the triangles on the 
panoramic mesh is not large to make large deviation from the geodesic curve. In 
practice, the warped cylindrical panoramas do not exhibit any noticeable artifact. 
Note that the idea of this mapping criterion is introduced by Prof. Tien-Tsin 
Wong. 
52 
Chapter 4 Panoramic Projection Manifold 53 
4.1 Epipolar Geometry (Spherical Projection Manifold) 
Given a viewpoint (or center of projection), image synthesis can be accomplished 
‘ by projecting radiance from the surroundings to the viewpoint. If a rectangu-
lar plane is placed in front of the viewpoint, a planar perspective image can be 
formed by projecting radiance values onto this plane. This rectangular plane is a 
kind of projection manifolds, more specifically, planar projection manifold. Sim-
ilarly, other geometry can be used as the projection manifold, such as cylinder 
and sphere. Since a sphere can capture surroundings radiance at any direction, 
using a sphere is the most natural and general as a projection manifold. Radi-
ance recorded by any other projection manifold can always be reprojected onto 
the spherical projection manifold (Figure 4.1). 
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(a) (b) 
Figure 4.1: Radiance recorded by any other projection manifold can be reprojected 
onto the spherical projection manifold, a) Planar perspective image, b) cylindrical 
panorama. 
From now on, we focus on the discussion of spherical projection manifold due 
to its generality. Similar to the discussion in section 3.3, we can go through 
similar steps to obtain the drawing order pattern for triangles on the spherical 
projection manifold. Consider a spherical image 1^  captured at center of pro-
jection, c. We use the dot notation a to denote a 3D position and the arrow 
notation a to denote a 3D directional vector. A desired spherical image 1^  is 
generated with a new center of projection at e. Figure 4.2 shows the geometry 
in both 3D and 2D. 
~ >  
Each pixel i in the image 1�stores the radiance along the ray L. This ray is 
fired from c and passed through the pixel window associated with i, Now, let's 
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(a) (b) 
Figure 4.2: Epipolar Geometry (a) in 3D and (b) in 2D. 
choose an arbitrary pixel ii from image 1 .^ A ray Li is associated with it. The 
intersection point pi (the actual ZD position giving out radiance through ii to c) 
must lie somewhere along the ray Li. To generate a new view from e, pi has to 
be reprojected onto /e. As we discussed in section 3.3, we can obtain the epipolar 
plane by constructing a 3D plane, through c, e and pi. Moreover, recalls that 
the vector, cD, originated from c pointing towards e is called positive epipolar ray 
while its opposite is called negative epipolar ray. 
Now let's choose another pixel “ from image Ic. Occlusion happens only 
when pi and p2 are reprojected onto the same panoramic location in Ie. If p2 
does not lie on the epipolar plane associated with pi, pi and p2 will never occlude 
each other (see Figure 4.3). Hence, occlusion happens only when c, e, pi and p2 
all lie on the same plane. Moreover the necessary condition for p2 to occlude pi is 




Figure 4.3: Since 此 does not lie on the epipolar plane associated with 丸 p2 and pi 
will never occlude each other. 
From Figure 4.2, we know that p2 will never be occluded by pi as viewed from e 
no matter where the exact positions o ip i and p2 are. Therefore, if we always draw 
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pi before p2 during reprojection, visibility problem is solved without comparing 
the depth values. Hence, if we can identify those pixels whose intersection points 
may occlude each other and derive the drawing order, the visibility problem can 
- be solved without depth-buffering. 
To identify the pixels which may occlude each other, we first intersect the 
epipolar plane with the spherical projection manifold (image / � ) . The inter-
section curve on the sphere is the epipolar line. Figure 4.4(a) illustrates the 
terminologies graphically. Recalls that the intersection point where the positive 
epipolar ray (negative epipolar ray) intersects the manifold / �i s called the posi-
tive epipole (negative epipole). Different from the case of perspective projection 
manifold, we can always find positive and negative epipoles on the spherical 
projection manifolds. Figure 4.4 and 4.5 denotes the the positive and negative 
epipoles by a positive and negative sign respectively. Note all epipolar lines ter-
minated at two epipoles and each epipolar line must be a half of the great circle 
(Figure 4.5) as the epipolar plane passes through the center of the sphere, c. 
^ ¾ ¾ ' ^ ^ ^ & 
V � -- - - -一參 /彻 6 卜 ― — . ― 一 . " 1 �^^ ^ i ^ _ VZ3^ 
(a) (b) 
Figure 4.4: (a) & (b): The epipolar line is the intersection of the projection manifold 
and the epipolar plane. 
All pixels in / �t h a t lie on the same epipolar line have a chance to occlude 
each other. Figure 4.5 shows two pixels, ii and “，lying on the same epipolar 
line. As their associated intersection points pi and p2 are on the same plane 
with c and e, they may occlude each other. Moreover, pi will never occlude p2 
as j9.i,s angle of derivation 61 is greater than, 62 of p2 (see Figure 4.5). In other 
words, if i2 is closer to the positive epipole on the epipolar line than ii, ii will 
never occlude i2. Hence we should always draw ii first. Up to now, we are able 
to warp pixel-sized entities correctly according to the arrow directions on the 
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Figure 4.5: The drawing order between two pixels that lie on the same epipolar line. 
epipolar line in Figure 4.5. 
4.2 Image Triangulation 
After presenting the epipolar geometry model for spherical projection manifold, 
before discussing how to extend from pixel to triangle, we would first revise the 
triangulation method and make it applicable for optical flow. 
4 .2 .1 Opt i ca l F l o w 
Before a panoramic image is warped, it has to be triangulated first. To do so, 
we make use of the optical flow. Consider two images Ic{x, y) and /g(x, y) of the 
same scene but with different viewpoints c and e, one can determine the image 
correspondences between two images using existing computer vision techniques. 
These correspondences allow us to calculate the two dimensional optical flow 
vector [46, 29] for each pixel, i.e. the 2D pixel movement from 1�to /g. The 
optical flow of a pixel i is defined as 
/ = 卜 — A ) , (4.1) 
\ Ve - Vc y 
Chapter 4 Panoramic Projection Manifold 57 
where (xc, yc) is the image coordinate of i in /。， 
(xe, ye) is the image coordinate of i in Ie. 
‘ If the optical flow vectors of two neighboring pixels are close, it is very likely 
that the intersection points associated with these pixels are on the same object. 
On the other hand, if the optical flow vectors are not close，the intersection 
points may be on different objects with different distances from the viewpoint. 
During image warping, it is very likely that they would move away from each 
other. Hence, one criterion of triangulating the image is to separate those pixels 
with large difference in the optical flows. Otherwise, serious distortion will re-
sult during image warping. Therefore, we want to locate the regions with large 
derivation in optical flow between neighboring pixels. To do so, we calculate a 
function F for each pixel, 
FOr,y) = m a x ( | g | , | 0 | ) . (4.2) 
Function F is defined as the maximum of the magnitudes of two second order 
partial derivatives of the optical flow vectors along the dimensions x and y. 
4.2.2 Image Gradient and Potential Function 
Besides the optical flow, the image intensity is also used to find the potential 
function, P[x,y). Like section 3.5.1 in the previous chapter, we can obtain the 
potential with the following equations 4.3, 4.4 and 4.5. Figures 4.11(a) and (b) 
show the reference panorama and the corresponding potential map. 
I'c = 0.299/f + 0.587/f + 0 .114/ f , (4.3) 
where /^ , I � , a n d l f are the R, G and B values from the image / � . 
fp j' fp T' 
(^ ( . ,y ) = V ^ ( . , y ) ^ ^ + ^ . (4.4) 
P{x, y) = aF\x, y) + (1 - a)G^x, y), (4.5) 
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where a G [0,1] is a weight, a = 0.7 is a good choice, 
F* and G* are the normalized F and G, they are normalized to 
the range [0,1]. 
4.2.3 Triangulation 
After getting the potential function, we can carry out triangulation. Again, we 
first stochastically distribute the vertices of the triangles onto the potential map. 
Then Delaunay triangulation [47] is applied to obtain the initial triangular mesh. 
Furthermore, the initial triangular mesh is further split into smaller triangles. 
• _ _ _ 
(a) (b) (c) � 
Figure 4.6: Excessive stretching near the object silhouette during the image warping 
due to the triangle connectivity. 
Now, all triangles are now connected and artifacts can appear because of 
this. Figures 4.6(a) and (b) show that triangles near the silhouette of the object 
are excessively stretched. To avoid this, neighboring triangles at the object 
silhouette is disconnected. Figure 4.6(c) and (d) show the result of disconnecting 
the triangles. 
4.3 Image-based Visibility Sorting 
4.3.1 Mapping Criteria 
Epipolar geometry provides sufficient information for us to resolve the visibility 
problem when warping triangles. Our algorithm resolves the visibility problem 
of triangles on the surface of the sphere. Hence, we need to project a triangle in 
the image to a spherical triangle on the surface of the sphere which encloses the 
viewpoint c. 
Chapter 4 Panoramic Projection Manifold 59 
Each 2D image must relate to an implicit projection manifold. For example, 
a planar perspective image is related to a planar projection manifold and a 
cylindrical panoramic image is related to a cylindrical projection manifold. As 
, the image triangulation algorithm discussed in the previous section triangulates 
the image on its own projection manifold, the validity of the proposed algorithm 
relies on one criterion of the mapping (from its projection manifold to sphere): 
any straight line on the projection surface must be mapped to one geodesic [i4] 
curve on the sphere and vice versa (Figure 4.7). A geodesic curve connecting 
two points on the surface is the shortest path on that surface from one point to 
another. It must also be a segment of the great circle if the surface is a sphere. 
On a perspective images, it is worth to note that any straight line and the 
center of the projection always lie on the same plane (Figure 4.7). And intersect-
ing this plane with the spherical projection manifold always results as a geodesic 
curve. Thus, two dimensional images resulted from perspective projection man-
ifold satisfy the above mapping criterion. On the other hand, a straight line on 
a 2D unfolded cylindrical panoramic image may not be mapped to a geodesic 
curve on the sphere. However, when the straight line is short and is not having 
a high elevation, the deviation of its projected line from a geodesic curve would 
be very small. This can be justified in the triangulation process. 
\ 
\ ‘ 
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Straight line geodesic curve 
Figure 4.7: Mapping criterion: a straight line in 2D can be mapped to a geodesic 
curve on the sphere. 
4 .3 .2 O r d e r i n g o f T w o Triangles 
When an image is projected onto the sphere such that the mapping satisfies the 
above criterion, a triangle in the image can always be mapped to a spherical tri-
angle on the sphere. Each edge of the spherical triangle must be a geodesic curve. 
Consider two arbitrary spherical triangles, ti and t2, obtained by triangulating 
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the image related to a particular manifold and being mapped onto the sphere. 
We can determine whether they may occlude each other, by checking the bundles 
of epipolar lines they occupy. Recalls that the bundle of epipolar lines occupied 
, by a triangle is called the epipolar band. Figure 4.8(a) shows the epipolar bands 
occupied by two spherical triangles in light gray. If their epipolar bands do not 
overlap (Figure 4.8(a)), no occlusion will occur between them. Because there are 
no element (pixel) in these two spherical triangles sharing any common epipolar 
line. Hence the order of drawing these two spherical triangles is irrelevant. On 
the other hand, if the two epipolar bands overlap (Figure 4.8(b)), some elements 
from these spherical triangles will lie on the same epipolar line. Hence, occlusion 
may happen after image warping. Therefore, the ordering of these triangle does 
matter. In the specific example of Figure 4.8(b)，ti may occlude t2 as ti is closer 
to the positive epipole than t2 in the overlapping region. 
We now define two ordering relations for spherical triangles: 
Definition 3 If any elements in a spherical triangle ti must be drawn before any 
element in another spherical triangle t2 in order to preserve the correct visibility, 
we say ti must be drawn before t2 and denote this ordering relation as ti ~> h . 
Definition 4 If the drawing order between the elements in spherical triangle 
ti and elements in another spherical triangle t2 is irrelevant, the drawing order 
between these two spherical triangles are also irrelevant. We denote this ordering 
relation as ti ^ t2. 
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Figure 4.8: Epipolar bands on the sphere. 
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Figure 4.9: a) The epipolar line starting from the negative epipole must always enter 
tn before tp if it cuts both tn and tp. b) If the epipoles and the shared edge lie on the 
same plane, the ordering of tn and tp will be irrelevant. 
Since all the spherical triangles are the result of triangulating an image as 
viewed from center of projection at c, they all must be visible, non-overlapping 
and connected as viewed from c. Instead of considering the order of any two 
arbitrary spherical triangles, we can consider the ordering between each pair of 
neighboring spherical triangles which share a common edge as in Figure 4.9. Now 
we will show that the ordering of any two neighboring spherical triangles can be 
determined by the position and orientation of the spherical triangles. 
Theorem 2 Given two neighboring spherical triangles which shares a common 
edge. A plane that passes through the center of projection c and the shared 
edge (which is a geodesic curve) can be constructed (see Figure 4.10). It divides 
the sphere into two equal halves and separates the two spherical triangles. The 
spherical triangle with the positive epipole on its side should be drawn later 
during warping. On the other hand, the triangle with the negative epipole on its 
side should be drawn first during warping. If the epipoles (positive and negative) 
lie exactly on the constructed plane, the ordering of these two triangles will be 
irrelevant. 
Proof: Due to the mapping criterion, all edges of spherical triangle must be a 
geodesic curve. Any geodesic curve must be containable by a plane that passes 
through the center of the sphere. Therefore one can always separate two neigh-
boring spherical triangles by constructing a plane that contains the shared edge 
and the sphere center. This is also why we need the mapping criterion. Let's 
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denote the spherical triangle with the positive epipole on its side as tp and the 
other as tn as shown in Figure 4.9(a). Hence, we can draw a geodesic curve from 
the negative epipole to the positive epipole. Since the negative epipole is on the 
‘ same side as tn, whenever this geodesic curve passes through both tn and tp, it 
should first pass through tn, then the shared edge and finally tp (Figure 4.9(a)). 
Therefore whenever there are elements in tn which shares a common epipolar 
line (also a geodesic curve) with some elements in tp, elements in t^ should be 
closer to the negative epipole than those elements in tp. Hence, no element in 
triangle tn will occlude any element in tp and we must draw tn before t^ during 
warping, i.e. tn ~> tp. 
When both epipoles and the shared edge lie on the same plane, epipolar bands 
oftn and tp have no intersection (Figure 4.9(b)). Because one can always separate 
the epipolar bands of these two spherical triangles by a plane that contains the 
shared edge, the center of the sphere, and the two epipoles. In other words, no 
element in tn and tp shares any common epipolar line. Therefore, their ordering 
is irrelevant and we say tn ^ tp-
Hence, the drawing order of two spherical triangles ti and t2 can be deter-
mined by checking which side of the plane the negative epipole resides. This 
can be done with some simple vector mathematics. Figure 4.10 illustrates the 
mathematical symbols used in the following equations, e : and e^  are vectors 
from the center of projection, c, to the two endpoints of the shared edge. Vi and 
1T2 are vectors from c to the unshared vertices of the spherical triangles ti and t2 
respectively. 
n = e*a X el (3 — n . to 7 = n . vi 
Based on the values of /? and 7, the drawing order is determined as follows: 
1. If P = 0 , io is orthogonal to n. In order words, the epipoles and the shared 
edge must be on the same plane. Hence, the drawing order of ti and t2 is 
irrelevant, i.e. ti ^ t2. 
2. If j3 and 7 have the same sign (either both are positive or negative), t2 is 
on the same side as the negative epipole. Hence t2 ~> ti. 
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Figure 4.10: Mathematical symbols used for the calculation of drawing order. 
3. If P and 7 have the different sign, ti is on the same side as the negative 
epipole. Hence ti — t2. 
4.3.3 Graph Construction and Topological Sort 
Using the method described, one can always derive the drawing order of two 
neighboring triangles. As discussed in 3.5.3, we can build a drawing order graph 
by regarding each triangle as a node and the relation — as a directed edge in 
the graph. After that, topological sort is applied to this directed graph to sort 
out one triangle at a time and we can obtain the drawing order for this general 
projection manifold. 
4.4 Results 
In our implementation, we use cylindrical panoramas to record the environment. 
Although cylindrical projection manifold does not satisfy the mapping, approx-
imated results without noticeable artifacts can be obtained. To apply the pro-
posed algorithm to cylindrical panorama, the edges of triangles should be too 
long, especially horizontal edges near the top and the bottom of the unfolded 
panorama. The possible artifacts produced by these triangles can be alleviated 
by the subdivision process. 
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Image resulted from other projection manifold can also be used provided 
the mapping criterion is satisfied. Two panoramas captured from two different 
viewpoints are first used to determine the optical flow of each pixel. For real-
, world images, due to the limitation of current computer vision technologies, the 
image correspondences can be determined semi-automatically (Chapter 5). The 
optical flow vector map is then used for triangulation and image warping. 
As the image is being warped, originally occluded regions become visible and 
these areas are left blank as there is no information. To minimize the unfilled 
region, multiple reference panoramas are warped to the same position and then 
blended together. Figures 4.12(a) and (c) show the warped results of two refer-
ence panoramas. They are warped to the same position. The green regions high-
light the blank areas. Figure 4.12(e) shows the result of blending Figures 4.12(a) 
and (c). Figures 4.12(b) and (d) show the corresponding warped triangulation 
together with the drawing order. To distinguish one triangle from another, three 
distinct colors are used to color the neighboring triangles. The intensity of the 
triangle indicates the drawing order. The darker the color, the former is the 
triangle in the drawing order. 
Table 4.1 shows the performance for visibility sorting and rendering. The 
desired image is a planar perspective image while the reference image is a cylin-
drical panoramic image. All the timings are recorded on SGI Octane with CPU 
MIPS R10000/250MHz and M X E graphics accelerator. From the result, the 
overall image warping process can be done at interactive speed. Note that the 
visibility sorting can be done off-line (pre-computed) because users are walking 
along a specific path between two panoramas. Note that the walking direction 
L0 does not change 4.1. 
Figure 4.13 shows the result of warping and blending panoramas of an attic 
scene. Note how the pillars and the chair can correctly occlude the background 
objects. The correctness of resultant visibility demonstrates the validity of the 
proposed algorithm. The time below the image indicates how far the image has 
been warped between the two panoramas. When the time equals to zero, no 
warping is done. The panoramic image is simply the first reference panorama. 
When the time equals to 0.5, both the first and the second reference panoramas 
are warped to the middle position. When the time equals to 1.0，the image is 
simply the second reference panorama. Another set of warping panoramas of a 
city scene is shown in Figure 4.14. Note how the forwardly moving buildings 
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occlude the neighboring buildings. 
~~Reference~~~~Desired~~ ~~Average~ 
Data pano. image pers. image Number of Build Topology Rendering 
’ set resolution resolution triangles graph (sec.) sort (sec.) time (sec.) 
‘ attic ~ T ^ 4 X 256 512 x 512 ~ 54611 0.1190 0.0879 0.0577 “ 
city 1024 X 256 512 x 512 53550 0.1160 0.0853 0.0557 
Table 4.1: Timing of triangle-based image warping on cylindrical panoramic image. 
4,5 Conclusion 
In this chapter, we have shown how to extend the triangle-based image warping 
method to solve visibility problem in a general panoramic projection manifold. 
At the same time，the image can be triangulated based on the optical flow besides 
using depth information. Up to now, we have only described how image warping 
can be done correctly for triangles. The merging of two warped images usually 
exhibits visual discontinuity due to the surface properties of the objects and 
illumination configuration during image capturing. Therefore, how to merge two 
warped images seamlessly is another important issue and we will discuss on this 
in Chapter 6. 
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Figure 4.11: Triangulation of panorama, a) The reference panorama, b) the potential 
map, and c) the triangulated mesh. 
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Figure 4.12: Blending of two warped panoramas. 
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Figure 4.13: Warping the attic scene. 
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Figure 4.14: Warping the city scene. 
Chapter 5 
Panoramic-based Navigation 
using Real Photos 
Recent advances in image-based rendering techniques allow us to have interactive 
panoramic viewing of real world environment using real photos. With panorama 
visualization tools like QuickTime VR or Live Picture, we are able to have fast 
navigation in an image-based environment. However, the navigation control is 
restricted to panning, zooming and tilting of a single panoramic view. Smooth 
walkthrough between panoramic nodes is not yet supported. In this chapter, 
we would first describe how we apply the epipolar model between cylindrical 
projection manifolds to find correspondences between two real-world panoramic 
photos. Once the corresponding layered patches are identified, we are able to have 
free navigation between panoramic nodes by means of triangle-based warping. 
Here in this chapter, the patch correspondence concept and layering techniques 
are proposed by Mr. Chan Yan Fai and Mr. Fok Man Hok. They helped me to 
implement the navigation system described in this chapter. 
5.1 Introduction 
Current commercial panoramic visualization tools such as Chen's QuickTime 
VR [5] and Live Picture [35] provide us a way to navigate virtual environment 
using real photos. Their idea can be interpreted as folding a panoramic image 
onto the surface of a cylindrical projection manifold. In this way, we can locate 
the viewpoint at the center of projection and the user can then look around at the 
original environment captured by the panoramic photo. With this setting, the 
69 
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user can pan around in 360 degree, zoom in or out and tilt the viewing direction 
up and down as well. 
However, as there is only one center of projection associated with a panoramic 
‘ image, the warped view is correct only if the viewpoint is fixed there. In order 
to overcome this deficiency, Hirose et al. [26, 27] suggest to use morphing to 
generate intermediate views. On the other hand, by assuming the images to be 
z-buffered, Darsa et al. [9] proposed to apply mesh triangulation and morphing 
to generate warped views. In spite of this, because recovering the dense depth 
information for real photos is still not a completely solved problem in the field of 
computer vision, this approach is not practical at present. Meanwhile, Faugeras 
and Robert [15,17, 33] formulated the epipolar geometry between images and this 
confines correspondence between images to be on the locus of epipolar lines. Tak-
ing the formulation of epipolar geometry, Bishop and McMillan [40] developed 
a general model for image-based rendering and later, Mark et al. [37] extended 
this idea and provided an algorithm to warp images. 
Nevertheless, these approaches need dense depth or depth-related information 
to figure out how to carry out warping during walkthrough and this is impracti-
cal for real photo at the present times. Regarding this, based on an extension of 
McMillan's image-based model [40], we develop an image-based walkthrough sys-
tem that requires less depth-related information and real photos can be applied 
as well. 
Basically, our work in this chapter takes advantage of epipolar geometry be-
tween neighboring panoramic nodes. By using various computer vision tech-
niques [33, 46, 62] together with the interactive matcher program, we are able to 
recover corresponding lines and patches between neighboring panoramic nodes. 
Hence, for each pair of panoramic nodes, we can apply mesh subdivision tech-
niques and layering techniques [50, 52] to obtain one triangular mesh for each 
panoramic image. After that, by pre-computing the warping order of triangles 
as described in Chapter 3, correct occlusion between layered objects can be en-
sured. In practice, we can provide not only those intermediate views along the 
path between panoramic nodes, but can also allow the users to look around 
at any direction during the walkthrough. In short, we are able to regenerate 
intermediate panoramic images between each pair of panoramic nodes. 
It is worth to note that we warp triangles instead of pixels. With this ap-
proach, dense correspondence information between panoramas is not required. 
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On the other hand, there is no gap problem like the pixel-based warping ap-
proach. Moreover, we can apply common graphics hardware to assist the ren-
dering because we can employ texture-mapped triangles. Furthermore, as the 
, number of triangles to be warped is far smaller than the number of pixels on a 
panoramic images, rendering performance can be improved quite a lot. In this 
way, the walkthrough between panoramic nodes can be performed in realtime. 
5.2 System Overview 
As depicted in Figure 5.1, there are two phases in our system, namely the pre-
processing phase and the rendering phase. 
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Figure 5.1: System Overview. 
r 
• Pre-processing Phase 
—Image sampler 
—Panoramic stitcher 
—Interactive correspondence matcher 
—Layering and Triangulation 
• Rendering Phase 
—Basic panoramic viewer 
—Interactive web-based panoramic viewer 
Image sampler is the first component of the pre-processing phase. We would 
first select a number of locations on the map of a certain site. Then, at each 
location, we capture a set of images such that these images can capture the 360 
degree panoramic view at that location. Next, by using a panoramic stitcher, a 
360 degree wide panoramic image is created at each location and we call each 
location a panoramic node in general. Hence, between each pair of neighboring 
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panoramic nodes, we link them together and a panoramic graph is constructed 
at the site. 
In our system, we would provide walkthrough capability between each pair 
‘ of linked panoramic nodes. As for this, we develop an interactive correspon-
dence matcher to recover line to line as well as patch-to-patch correspondence 
between the two panoramic images. Consequently, we apply layering and mesh 
subdivision techniques to obtain layered triangular meshes on the two panoramic 
images. 
With all these information at hand, we are able to warp the triangular mesh 
according to the acquired correspondence. Finally, by integrating the warped 
views from the two panoramas, we are able to re-generate the intermediate views 
and in practice, intermediate panoramas can also be re-synthesized. 
5.3 Correspondence Matching 
5.3.1 Basic Model of Epipolar Geometry 
> ^ 
% f ^ : : : : _ 
negative I > ^ '"'"^ :^ '^ <^ positive 
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Co Cj 
Figure 5.2: Epipolar Geometry Model for Perspective View. 
Before presenting the epipolar geometry model for cylindrical projection man-
ifolds, we would first describe a basic epipolar geometric model. As shown in 
Figure 5.2, we construct two perspective views Vo and Vi of the same environment 
captured at two distinguish camera (or eye) positions, Co and Ci respectively. 
Then, consider a certain pixel Po located on the perspective view Vo- Accord-
ing to the principle of perspective projection, this pixel 尸。can be projected from 
— 
any 3D positions along the ray CoPo originated from Co. We denote this line 
as Lo. In this way, if we project L � o n t o Vi, we will obtain a line, say L'Q on Vi 
such that this line tells us where we can find Po on Vi if there is any. Note that 
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this projected line L'Q is an e p i p o l a r l ine that we have described in Chapter 3. 
Taking % as the reference view, the ray originated from C � t o Ci is the p o s i t i v e 
epipolar ray while its opposite is the negative epipolar ray. 
5.3.2 Epipolar Geometry between two Neighbor Panoramic Nodes 
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Figure 5.3: Epipolar Geometry Model for Cylindrical Projection Manifold. 
To extend the above perspective projection model for our cylindrical panoramic 
image, what we have to do first is to replace the two perspective projection mani-
folds with two cylindrical projection manifolds as shown in Figure 5.3. We denote 
Co and Ci as the center of projections for the two cylindrical projection mani-
folds So and Si respectively. Similarly, regarding So as the reference manifold, 
— — 
CoCi is the positive epipolar ray while its opposite, CiCo, is the negative epipolar 
ray. Hence, their corresponding intersection points on So define the positive and 
negative epipoles on So as depicted in Figure 5.3. Similarly, we have another 
pairs of epipolar rays and epipoles for 5i with respect to So. 
Next, consider a pixel P�on So and construct a line L�from Co through Po 
up to infinity, we can project Lo on Si and obtain the trace of Po on S'o. Similar 
to the case of previous perspective model, this projected line Lg tells us where 
we can find the corresponding position of Po on 5i . 
It is important to note that as the projection manifold we are using is not 
a planar surface and so, the projected line Lg on it is no longer a straight line. 
In Appendix C, we will show that Lg is a segment of a sine curve. Taking 
So{iio, uo) as the coordinate Po on So. As shown in Figure 5.4, when we unfold 
the cylindrical panorama Si on a plane, L ,� i s a sine curve segment started from 
of the positive epipole on Si and ended at 5i(uo, t*o)- Note that the ending point 
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Figure 5.4: The Epipolar Line in the form of a Sine Curve Segment on the Unfolded 
Cylindrical Panorama of Si. 
on the other side of the sine curve segment on 5'i have the same coordinate as 
that of Po on 5'o- With this formulation, if we are to find the corresponding 
position of Po on Si, we can confine the search space to a particular set of pixels 
around L'� . 
5.3.3 Line and Patch Correspondence Matching 
Using the epipolar formulation in the previous section, given a line AB on So 
(Figure 5.5), we can obtain two projected lines Lg and L[ on Si corresponding 
to the two end points A and B respectively. Therefore, to find the corresponding 
line, say A'B', on Si that best matched with AB, what we have to do is to find 
two points A' and B' on L'Q and L[ respectively. 
‘::^ ^^ ^^ ^^ ^^ ^^ ^^ ^^ "^ ^^ g^ ’ 
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Figure 5.5: Line Correspondence Matching by applying Epipolar Geometry between 
Cylindrical Panoramas. 
We apply the correlation techniques in the computer literature [62, 65, 61 
to find out candidate points A! and B'. In practice, we find that the nearer the 
line AB to the epipoles on S'o, the more accurate the matching result will be. 
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Since this method cannot guarantee correct matching all the time, we develop 
an interactive panoramic based matching tool (Figure 5.15) to allow human in-
tervention on the matching process. With this tool, we are able to define and 
, modify a set of corresponding lines between each pair of panoramic nodes. Con-
sequently, we can create patches by the lines and two meshes over the panoramic 
images of both So and Si. 
5.4 Triangle-based Warping 
5.4.1 W h y Warp Triangle 
For synthetic images, we are able to have depth information for every pixels and 
so are the correspondences of every pixels on the panoramic nodes. In this way, 
we are able to warp pixel by pixel according to the rule presented in [40, 37 . 
At the same time, the warped views are physically correct because we have the 
correct depth information beforehand. 
However, this is not the case for real photos. With current computer vision 
technology, we are unable to recover the correspondence of every pixels on the 
panoramic nodes automatically. Therefore, warping pixels by pixels is imprac-
tical with real photos. For that reason, we make use of the triangle-based 
warping technique, to allow us to warp triangles instead of pixels. 
There are a number of advantages in warping triangle instead of pixels with 
depth. First is that warping triangle does not require dense pixel correspondence 
and line correspondence information is sufficient, so we are able to apply it to real 
photos. Secondly, when we employ triangles as the warped entities, gaps that 
resulted from pixel-based warping can be avoided easily. Moreover, consider a 
panorama of pixel size 1024 x 256, we need to warp totally 262,144 pixels as 
a whole. However, in our triangular mesh, the number of triangles is only a 
few thousand. Therefore, calculation on the warping is greatly reduced. Lastly, 
warping triangle allows us to apply common graphics hardware to assist the 
rendering as we can employ texture-mapped triangle. For these reasons, we 
believe that warping triangle can provide an alternative solution especially for 
real photos. 
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5.4.2 Patch and Layer Construction 
Some objects in the panoramic images share the same region of pixels. As shown 
- in node 1 of Figure 5.6, the red patch of the building shares some pixels with 
the tree in green color. Note that the tree is nearer to the viewer than the 
building. In order to have parallax effect, the tree (foreground object) and the 
building (background object) should have different displacement and the tree 
can occlude the building while the viewer is in motion. Putting this in action, 
we have to differentiate patches into different layers. These layers are ordered in 
such a way that the background objects are always drawn before those objects 
in the foreground. In practice, this action is similar to the triangle disconnection 
process in the triangulation process described in the previous two chapters. 
幽幽圓 
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Figure 5.6: Warping Layered Patches with our rule can correctly preserve visibility. 
Before constructing layers, we first identify patches on the panoramic image 
to indicate the geometric features. As demonstrated in Figure 5.7, a polygon is 
being constructed step by step in the interactive correspondence matcher pro-
gram. After the user identifies a patch on the first panorama, the program can 
generate another patch on the second panorama automatically. If the user thinks 
that the two patches do not match well, he/she can adjust the generated patch 
interactively in the program. 
5.4.3 Triangulation and Mesh Subdivision 
If we warp patches directly on the curved surface of the cylindrical panorama, 
serious distortion of images may occur if the patches are too large. Moreover, 
warping irregular shaped patches is not efficient. Instead of warping patches 
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Step 2: Modify the position of vertices of second panorama to reflect the 
corresponding object outline 
Step 3: When saving the correspondence data flle, the Interactive Correspondence 
Matcher will automatically detect and correct the order of vertices if 
necessary to ensure vertices are ordered in counter-clockwise direction 
Figure 5.7: How to construct patch in our program. 
directly, we carry out a triangulation on the patches first. 
Since those patches are irregular in shape, we first have to tessellate them 
into triangles. At the same time, we have to avoid the creation of thin triangles. 
After that, the resultant triangles may still be too large that distortion during 
warping may still occur. For that reason, we further subdivide large triangle into 
smaller one. The whole process is depicted in Figure 5.14. 
5.4.4 Layered Triangle-based Warping 
Triangle-based warping algorithm provides a drawing order of triangles for a 
mesh such that the visibility problem in the warped result can be correctly re-
solved. With this rendering technique, we arc able to warp those triangles on the 
panoramic surface correctly to create another panoramic image corresponding to 
another viewing position. As a result, by warping each triangle on the mesh 
according to the order, triangles belonging to different layers can be separated 
out during warping and parallax effect can be achieved with correct occluding 
pattern. 
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5.5 Implementation 
In the following sub-sections, we will discuss the implementation issue of our 
• system in details according to the flow presented in Figure 5.1. 
5.5.1 Image Sampler and Panoramic Stitcher 
We take panoramic images of the main campus (headquarter) in The Chinese 
University of Hong Kong. Because the surrounding buildings along the path are 
not closely packed, the user can have a wider view of the environment during the 
walkthrough. When taking one set of photographs at a certain panoramic node, 
the actual location on the map is marked so as to construct the walkthrough path 
later. The actual walkthrough path is depicted in Figure 5.8 and the numbering 
below each node refers to the 2D coordinate on the map. 
Epipole 
along the path o f the 5 nodes 
G ^ - e - e e 
N o d e 4 N o d e 3 N o d e 2 Node 1 NodeO 
(639390, 831126) (839394,831126) (839398,831126) (839402,831126) (839406,831126) 
Figure 5.8: The walkthrough path consists of five panoramic nodes. 
At each panoramic node, we take several photos of the environment with a 
digital camera, Cannon DCS500. The focal length of the camera lens is 17mm. 
A specially designed tripod is used in such a way that the optical center of the 
camera remains fixed at the center of tripod while the viewing direction of the 
camera is changing to avoid the incorrect stitching. 
Then, the 12 perspective photos are stitched together to synthesize a panoramic 
image by the QuickTime VR Authoring Tool. In order to fit this panoramic photo 
to the epipolar model in the Figure 5.3, we have to adjust the boundary of the 
panoramic image. As illustrated in Figure 5.9, some columns on the right hand 
side of the panoramic image is cut and pasted to the left hand side so that the 
positive epipole is aligned with the panorama's boundary. In this way, we can 
fit the panoramic image onto the previous epipolar model. 
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Figure 5.9: Adjusting the boundary of panorama to match the positive epipole. 
5.5.2 Interactive Correspondence Matcher and Triangulation 
After acquiring the panoramic images, we match the geometric features of cor-
responding objects by using the interactive correspondence matcher as shown in 
Figure 5.15. The basic principle is to match objects having similar distances from 
the camera so that they will move with similar speed when the user walkthroughs 
in the environment. 
Again, with the interactive correspondence matcher, we are able to build up 
correspondence patches by adding points on the first panorama. After that, 
we can identify the layer to which the patches belong to and this can be done 
interactively using the program. Hence, triangulation and subdivision are ap-
plied on these patches to obtain a finer mesh. At the end, these correspondence 
information are recorded and is used to guide the walkthrough ahead. 
5.5.3 Basic Panoramic Viewer 
view vector v = [cosOsin^>, cos^, sinOsin<j>) 
In our panoramic viewer, all basic controls of QuickTime VR or Live Pic-
ture softwares are supported. These controls include panning, zooming and 
tilting with mouse drag. Besides, no matter the user's position is exactly at 
the panoramic node or on the path between two panoramic nodes, these three 
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Figure 5.10: View vector v in the panoramic viewing model. 
controls are present. As illustrated in Figure 5.10，panning and tilting is done 
by modifying the ¢) and 9 component of the view vector respectively. And for 
zooming in or out, we change the field of view of the perspective model. 
5.5.4 Formulating Drag Vector and Vn 
Between two linked panoramic nodes, say node A and n o d e B, we define t as the 
walkthrough parameter such that t e [0,1] and the value of t is proportional 
to the distance between the two nodes. Consider the limiting case, when t equals 
to zero, we are at the first node (node A) ; when t equals to one, we are at the 
second node (node B) . If t is somewhere in between the two nodes, say t 二 0.3, 
the ratio of distances from the user's position to first node and second node will 




(Uo> V j 
(w-lh-l) 
Figure 5.11: Screen coordinate framework and formulation of the drag vector. 
In order to provide walkthrough control, we devise a method to allow the 
user's mouse drag action to modify the walkthrough parameter t interactively. 
When the user presses down the mouse button, the cursor position (izo,— of 
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the mouse on the screen and the mouse button clicked are saved. Then, after 
he/she drags the mouse within the window (region of the rendering context), 
the new cursor position (Wi,^;i) is marked. Note that we adopt common screen 
. coordinate framework and the screen coordinates (0,0) and {w — l,h — 1) are 
located at the upper left and lower right corners respectively. In this way, we 
can express this action by a drag vector (Figure 5.11) and we denote it as, 
d = {d1,d2) 
=((i^i - uo)|w, - ( t ; i - Vo)|h) 
where w and h are the size of the window (or the rendering context). The 
minus sign inverts the second component {d2) so that an upward drag action can 
naturally give a positive value to d2. 
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' z r 
A A^^>^\ B 一 
X 4 ^ ^ - ^ ^ AB 
t = 0 严 \^^^^ 1 t = 1 
y ^ ^ 
^ 
—^ 
Figure 5.12: ^ is found by projecting the adjusted view vector v' onto the horizontal 
plane. 
— 
To control walkthrough parameter, besides using d, we employ view vector 
(with some pre-adjustments) as well. First, consider the unit directional vector 
— . . —rp AB from node A to node B as shown in Figure 5.12. We construct AB^ by — 
rotating AB about the vertical axis (positive K—axis) 90 degree anti-clockwise. 
Then, consider again the view vector v defined previously in Figure 5.10, we can 
align its coordinate system to v by 3D rotation. That is, we rotate v about its 
— 
y-axis until the X-axis in the Figure 5.10 aligned with the directional vector AB 
— 
and in this way, we obtain the adjusted view vector v'. Note that the X—axis 
and Z—axis are global axes on the 2D map of the site. They may not be aligned 
with the coordinate framework (Figure 5.12) which is defined by the epipolar 
— • . . , , , ~* ~t — 
rays (AB is the positive epipolar ray). By projecting ” ' onto AB and AB^, we 
• 
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have v*n defined as, 
Vn = {Vnl,Vn2) 
, = { v ' - A B , v ^ - A B T ) 
5.5.5 Controlling Walkthrough Parameter 
With drag vector d and ”：, we are able to modify walkthrough parameter t 
accordingly. To analyze the formulation, we divide the viewing situation into 
four cases as shown in the Figure 5.13. 
C a s e 1 C a s e 3 
X ^^p"""'^'x >r~*~"^ "-"^ ^^^ X 
A u s e r \ B A ^ ^ s e t B 
Case 2 C a s e 4 
\ t / user 
J ^ �A ^ 
A user B ‘ I ^ 
Figure 5.13: Four basic cases to adjust walkthrough parameter based on the direction 
of V ; 
First, w h e n �i s pointing closely towards the ending node, B {vn2 > 0), 
it is natural to reason that if the user drags upward {d2 > 0) over the screen, 
he/she would like to walk towards node B. On the other hand, if he/she drags 
downward {d2 < 0), it is likely to walk backward. Concerning this, the change 
of t, or 5t, can be modeled as 
St — d2Vn2 (5.1) 
Conversely, when Vn is pointing closely towards the starting node, A {vn2 < 
0), if the user drags upward, we will say that he/she wants to go towards to 
node A and vice versa. Fortunately, we can come up with the same equation as 
in the first case. 
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In the third case, we h a v e �p o i n t i n g closely towards A B ^ (vni > 0). If the 
user drags to the right {di > 0), we say that he/she would like to walk towards 
the ending node B and vice versa. For this case, we will have 
St = d,Vni (5.2) 
Similarly, for the fourth case, that is t h e �p o i n t i n g closely towards negative 
of ABT, we can come up with the same equation as in the third case. 
Observing the similarity between equations 5.1 and 5.2, we now can combine 
— • 
them by using a dot product between d and ‘ . Therefore, after each drag action, 
we update the walkthrough parameter by 
— 
t f- t + d • ^n 
_ J 0 if t < 0, 
t = I 1 if t > 1 
Finally, the current screen coordinate is saved as (uo, i^o). I f the user continues 
to drag without releasing the middle button, the new screen coordinate will be 
stored in (Wi,i;i). Hence, the walkthrough parameter as well as the current view 
on the window can be changed continuously. Note that we associate different 
mouse buttons to different drag action, i.e. right button for zooming, middle 
button for walkthrough control and left button for panning and tilting. 
5.5.6 Interactive Web-based Panoramic Viewer 
In order to put our panoramic viewer on the web, we first consider the PC 
platform. Regarding this, two versions of our panoramic viewer have been made. 
One is a Netscape Plug-in and the other is written with Visual Basic using 
ActiveX control. In this way, our panoramic viewer can be run in both Netscape 
and Internet Explorer under Window 95/98 environment. 
Moreover, to enhance the data transfer rate on the Internet, we have imple-
mented the streaming technique so that the user does not have to wait until 
downloading the whole file. Despite this, downloading file and processing file 
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can be done in a pipeline. Furthermore, data compression is done on both the 
panoramic image and the correspondence information so that the transfer time is 
shorter. This web-based viewer is a cooperative work with other research group 
, to build an electronic map (E-MAP) for our campus. 
5.6 Results 
Figure 5.14 illustrates how we carries out triangulation and mesh subdivision on 
a panoramic image. The number of triangles on the final mesh is about 1000. 
After this process, we are able to acquire enough correspondence information for 
walkthrough. In Figure 5.16, two unfolded panoramic images at the two ends of 
a walkthrough path are shown. In our panoramic viewer, perspective view of the 
panoramic image is displayed and Figure 5.17 demonstrates such a walkthrough 
sequence. As with the layering technique, we can cause the trees in the front to 
move with a different speed relative to the building at the back and creates a 
parallax effect. Because the number of triangles is only around 1000, rendering 
a final view on the viewer involves rendering and warping of about one thousand 
texture-mapped triangles only. In this way, rendering the scene with our viewer 
in realtime is not a problem. 
5.7 Conclusion and Possible Enhancements 
In conclusion, we are able to apply the triangle-based warping method to build 
a panoramic-based navigation system that allows the user to walkthrough in a 
real-world environment on the Internet. The virtual environment can be modeled 
by a set of real photos. After we pre-process the data with the interactive cor-
respondence matcher, we can construct corresponding layered patches between 
two triangular meshes. By warping these triangles over the panoramic photo, 
we are able to synthesize views on the same environment at different viewpoint. 
Then, the user can have the perspective view rendered on the viewer and control 
the walkthrough interactively. 
To enhance the whole system, we can employ more image processing tech-
niques so that the initial mesh can be generated fully automatic. Moreover, for 
the correspondence matching part, we can apply more computer vision tech-
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niques like homograph [16] so as to assist the correspondence matching process. 
On the other issue, regarding the photos capturing, the radiances between two 
neighboring panoramic images may not harmonize with each other. By recov-
ering the radiance information [10] of photos, we believe that the difference in 
radiance can be minimized so that the walkthrough process can be more smooth. 
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Chapter 5 Panoramic-based Navigation using Real Photos SS 
T F ^ f ^ i i f Ii_ii^ ffii?  • f ^ ^ ^ ^ 
丨 ” " 乂 ’ , 、 舊 1 \ � ^ w / ^ & : 丄 〜 厂 \ 
Panoramic image of starting node 
… 一 ^ ^ ^ ^ : ; ^ ^ L / | | ^ r : • _ _ 
^ " ^ ^ H , 
Panoramic image of ending node 
Figure 5.16: Two unfolded panoramic images at two panoramic nodes. 
^^ ip||pppf|||p^ |i|sp5sp^ pg^ p|^ p5|jg g||SSsypSfpSfRW|P|pB|p^ Mpgg|KSP5fB p|ii8iSSippfiiPSiiSiSSff®ii|fPSpiplp| 
M ^ 3 M ^ & B ^ 
P ^ ^ ^ ^ S ^ ^ ^ 
參 释 心 “ 塵 歲 ^ :-€&^ ”^ aiS^ i^ k _ , 计 \"'^ '"�,tii 
t = 0.00 t = 0.25 t = 0.50 
� 5K<^ r^W^ T^ fffr"nj:， « 7 ， ,職07"?,“4«^ ""^ ¥- ,^  :<¾ 
U l l ^ l ^ p ^ g 
^ ^ ^ ^ ¾ ^ ^ ^ ^ ^ 
’、=^嫩？^^丨^③纖 fc^ : ' - : ; : :…广警二 “ 
t = 0.75 t = 1.00 
Figure 5.17: Walkthrough snapshots (perspective view) along our main campus. 
Note how the trees correctly occlude the building at the back. 
Chapter 6 
Compositing Warped Images for 
Object-based Viewing 
Besides applying triangle-based warping rule for panoramic viewing, we have 
applied this method for object-based viewing as well. At the beginning of this 
chapter, we would first outline how we model object-based viewing. Then, by 
using the Convex Hull criteria, triangulation method we used before would be 
revised such that we can ignore the warping of triangles belonging to the empty 
space. In the second part of this chapter, we would discuss the warping of 
multiple images to the same desired viewpoint. Hence, by means of proximity 
ordering, we are able to composite these images together and fill in missing 
information. 
6.1 Modeling Object-based Viewing 
As opposite to panoramic viewing, object-based viewing is to visualize an image-
based object with an outside-looking-in viewing model. Note that panoramic 
viewing is an inside-looking-out viewing model. As shown in the Figure 6.1, the 
image-based object is located at the center and we look at it from the surround-
ings. 
To prepare such an image-based data set, we enclose the object within a 
sphere and distribute a number of sample viewpoints over the spherical surface 
to sample the image and depth of the object. Moreover, these sample viewpoints 
are set to look at the center of the object (the object's center is the world's 
origin). 
89 
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Figure 6.1: The outside-looking-in viewing model. 
Associated with each sample viewpoint, there is a data structure called single-
view-renderable ( S V R ) . There are three components in this data structure. 
First is the viewing information including the position, look at vector, view up 
vector, field of view as well as aspect ratio of these sample viewpoint. Second 
is the image of the object captured at this sample viewpoint and third is the 
corresponding depth map. In Figure 6.2, two different views of the teapot ob-
ject, together with their corresponding depth maps, are given. In the depth map 
shown, the brighter the color of the pixel, the smaller its depth value from the 
sample viewpoint. The rusting effect on the teapot is is not visual artifacts, but 
is made by some natural imperfection modeling techniques. Hence, by gathering 
all these SVRs, we can construct a multiple-view-renderable ( M V R ) data 
structure to represent the image-based object. 
Since there is no necessary relationship between individual SVR, there is no 
need for us to locate these sample viewpoints uniformly on the spherical surface. 
In practice, we distribute 26 sample viewpoints uniformly and Figure 6.6 shows 
the images as well as the related coordinates at these viewpoints. Imagine the 
object to be located at the center of a cube, sample viewpoints can be placed 
at the eight corners, centers of the twelve edges as well as the centers of the 
six faces of the cube. As a whole, this is the way we establish these twenty six 
sample viewpoints. Note that the coordinates of these sample viewpoints are 
rescaled such that their distances from the center of object is equalized while 
their direction is unchanged. 
On the other hand, if we know the intrinsic appearance of the object before-
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Figure 6.2: (a,c) : Two different views of the teapot object (b,d) : Corresponding 
rescaled depth maps in pgm format. 
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hand, distributing sample viewpoints non-uniformly may be more economical. 
For example, if the upper part of the object is more complex and there is nearly 
no detail on its lower part at all, it is more economical to place more sample 
. viewpoints on the upper side than the lower side. 
6.2 Triangulation and Convex Hull Criteria 
Regarding each SVR, we would triangulate its image according to the associ-
ated depth map and we can obtain an initial triangular mesh using triangulation 
techniques as discussed in the previous chapters. Consequently, with further 
decimation, we can have a finer triangular mesh as shown in Figure 6.3(a). Ob-
serving this mesh, we can see that those outer empty space not belonging to the 
teapot is also triangulated and rendering these triangles would then be a waste 
of rendering time. Therefore, before going through the triangulation process, 
we create a background map (Figure 6.3(b)) by thresholding the depth map. In 
this way, we can identify which pixel is belonging to the background and which 
pixel is belonging to the teapot. By throwing out triangles belonging to the 
background, we can obtain a better triangular mesh as shown in Figure 6.3(c). 
Unfortunately, when applying the triangular mesh in Figure 6.3(c) to do ren-
dering, we found that the visibility ordering of triangles is wrong. As illustrated 
in the rendered result in Figure 6.3(d), some triangles belonging to the handle 
of the teapot occlude the teapot body and this visibility order is wrong. 
Investigating this case, we discover one important triangulation criteria, namely 
Convex Hull Criteria. That is, the resultant triangular mesh has to be a convex 
polygon without interior hole. Otherwise, the drawing order between neighboring 
triangles may not propagate correctly and incorrect drawing order of triangles 
is always resulted. Regarding this, we make use of the convex hull triangulation 
technique and create another triangular mesh as shown in Figure 6.3(e). Note 
that the triangular mesh is now a convex one without interior hole. This time, 
we can see that visibility order at the handle part is corrected. 
Furthermore, it is worth to note that some of its triangles in this convex tri-
angular mesh are indeed belonging to the background region. To further speedup 
rendering, we label each triangle with a tag to indicate whether it belongs to the 
background or not. If a triangle does belong to the background, it will not par-
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Figure 6.3: (a) Full triangular mesh (b) Background map (c) Triangular mesh without 
empty space (d) Incorrect visibility order at handle (e) Triangular mesh generated by 
convex hull algorithm (f) Visibility problem at handle corrected. 
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ticipate in the warping (rendering) process, but it is essential for us to include 
this triangle in the drawing order determination process so as to guarantee a 
correct sorting order. And for those triangles not belonging to the background, 
- they should participate in both sorting and warping processes. 
6.3 Warping Multiple Views 
By warping one SVR, we are able to synthesize other views of the same object. 
However, if we warp only one SVR to produce the image at the other view, there 
will always be missing information. In the base view shown in the Figure 6.4(a), 
we have no information about the teapot lid. Therefore, when we tilt up the 
view, the part about the teapot lid becomes blank. Missing information are 
highlighted with green color in Figure 6.4(b). 
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Figure 6.4: (a) Base view of the teapot at the sample viewpoint position of a SVR (no 
missing information) (b) Tilting the view up, missing information indicated in green 
color is resulted. 
In order to fill in these missing information, three fast methods to composite 
multiple SVRs are proposed. But before discussing these methods, we would 
like to give some definitions first. Given an image-based object composing of n 
5VKs, we define Vi as the unit vector from the origin to the sample viewpoint 
position of the zth SVR where i 二 0 , 1 , . . . , n — 1. During rendering, we have to 
warp certain SVR{s) to desire viewpoint and we denote the unit vector from the 
origin to this desired viewpoint as v. In this way, we can calculate the proximity 
of each SVR with respect to the desired viewpoint and here, we let pi be the 
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proximity of the zth SVR. 
Pi — Vi . V 
6.3.1 Method I 
In the first method, we first sort all the SVRs in the ascending order of their 
proximity values with respect to the current viewpoint. Then, we select three 
SVRs with the highest proximity value and warped them one by one accordingly. 
Again, the warping order of these three SVRs in the ascending order of their 
proximity value, i.e. the SVR with the lowest proximity value is warped first. 
During rendering, the SVR with the higher proximity value can write over the 
other SVRs with smaller proximity value in the frame buffer. 
6.3.2 Method II 
In the second method, we make use of the stencil buffer to assist rendering. That 
is, we first draw the SVR with the highest proximity and throughout its warping 
(rendering), we turn the stencil buffer on. In this way, we can mask out the 
region of missing information. Then, we warp the SVR with the next highest 
proximity value. With the assistance of stencil buffer, we are able to fill in some 
of missing regions with this SVR. Hence, we do the same thing with the third 
SVR and the final view is produced. 
Note that the warped result obtained with this method is exactly the same as 
that with method I. However, as the warping process in this method is done pro-
gressively from the SVR with the highest proximity, we can display the rendered 
result progressively on the viewer. 
6.3.3 Method III 
Instead of putting all our trust on the SVR with the highest proximity and let 
its warped result overwrite the others, we propose to blend the warped results 
of the three most proximal SVRs. 
Without loss of generality, we assume po, pi and p2 are the highest proxim-
ity values with respect to the current viewing vector v. Consider the spherical 
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Figure 6.5: Determination of blending factors by area ratios of the Spherical triangle. 
triangle (Figure 6.5) constructed by ^¾, Vi and V2. Naturally, the viewing vector 
V must be found inside this spherical triangle, we can decompose the spherical 
triangle into three smaller spherical triangles, say A。，Ai and A2, constructed by 
spherical triangles VV1V2, VV2V0 and vvoVi respectively. Furthermore, by comput-
ing the areas, a � , «1 and a2 corresponding to these three decomposed spherical 
triangles Ao, Ai and A2, we define the corresponding blending factors ao, «1 and 
«2 as the ratios of these three areas [41]: 
«0 = ao/{ao + «1 + tt2) 
«1 = ai/{ao + ai + a2) 
Q2 = a2/{a0 + ai + a<2) 
During rendering, these three most proximal SVRs are warped one by one to 
produced three warped images individually and they are then blended by their 
own blending factor onto the accumulation buffer. In my implementation, if a 
blending factor is too small, say smaller than 0.05, the contribution of that SVR 
to the final view will be very little and the warping of that SVR will be ignored. 
Although these warping methods does not guarantee to produce correct vis-
ibility between warped images, they are fast enough for realtime rendering and 
can be applied without depth buffering. For this reason, we can always apply 
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these methods to carry out warping of SVRs with depth or optical flow. 
6.4 Results 
To visualize the warping result interactively, we implement an object-based 
viewer and an Arcball interface [53] is provided to control the viewing direc-
tion. On the other hand, zooming is done by dragging another mouse button. 
To show that warping is done correctly on teapot surface, we map tiled texture 
onto the teapot surface and Figure 6.6 shows the base views corresponding to 
the 26 SVRs. The viewing positions on the spherical surface is shown under each 
view. By warping these base views, we are able to reconstruct the warped view. 
Figure 6.7 demonstrates the warping of one single SVR to the viewing position 
at (0.138,0.317,0.938). The left column shows how we warped SVR-4, SVR-6 
and SVR-22 to this viewpoint. As these are the three most proximal views, not 
much information is missed. To preset the importance of proximity, we warp 
three other distal views, SVR-l, SVR-S and SVR-24, on the left column as a 
comparison. We see that most of the information is missed. 
On the other hand, the gap problem existed in pixel-based warping is demon-
strated in Figure 6.8. We can see that due to excessive warping, jagged holes are 
resulted. 
Furthermore, the warping of MVR (multiple SVRs) is illustrated in Figure 6.9. 
Images in the first three rows demonstrate the warping of MVR using method 
I/II. First row uses only one SVR, second row uses two while the third row uses 
three. We can see that when more SVR is used, more missing information is 
filled. The last row corresponds to the warped result using method IIL The 
performance detail are shown in the tables 6.1 and 6.2 respectively. Note that 
these results correspond to the images shown in Figure 6.9. 
Besides demonstrating this object-based warping technique with a teapot 
object, this technique is applied to a medical data, namely CThead, as well. 
Originally, to render a volumetric data as this CThead data, volume rendering 
techniques have to be applied. In this way, the computation load for rendering 
is very heavy. Especially when user is manipulating (rotating or translating) the 
volumetric model, it is difficult to ensure interactive control. 
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Viewpoint number sorting rendering warp 
of SVR (sec.) (sec.) pixel (sec.) 
Viewpoint 1 1 0.0074 0.0087 0.0577""^ 
(0.138, 0.317, 0.938) 2 0.0152 0.0172 0.1178 
3 0.0227 0.0253 0.1766 
Viewpoint 2 1 00074 0.0085 0 . 0 6 0 0 ^ 
(-0.204,-0.527,0.825) 2 0.0154 0.0174 0.1122 
3 0.0229 0.0234 0.1764 
Viewpoint 3 1 0.0086 0.0085 0.0554~~ 
(-0.945,-0.025,-0.325) 2 0.0175 0.0176 0.1123 
3 0.0228 0.0263 0.1714 
Table 6.1: Performance comparison between warping MVR with method I/II and 
using pixel-based warping. 
Viewpoint SVR number of blending sorting rendering 
triangles factor (sec.) (sec.) 
4 m9 ^ 5 ^ '-
Viewpoint 1 22 2967 .2371 0.0231 0.3844 
6 2972 .2117 
^ Wm 1 ^ 
Viewpoint 2 12 2665 .3140 0.0231 0.3843 
4 2979 .2561 
i m ? .5576 
Viewpoint 3 21 2966 .4043 0.0230 0.3835 
13 2963 .0381 
Table 6.2: Average performance when Warping MVR with method III. 
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For this reason, we propose to apply this object-based warping technique to 
assist rendering of medical models. Every time a user manipulates (rotates or 
translates) the model, the final view is synthesized by this object-based warping 
. technique accordingly. At the moment when a user stops his/her dragging action, 
the final static view is re-rendered by using volume rendering technique. In this 
way, the control on the medical data will be more interactive. 
One might says that the accuracy of this object-based warping method is 
not high enough for medical visualization when compared to volume rendering 
method. But, when the model is under fast manipulation (rotating or translat-
ing), it is not necessary to have high accuracy. And the results show that using 
this warping technique already provides enough accuracy during dynamic ma-
nipulating. Moreover, this method does provide a realtime control during user 
interaction and every time when user stops his/her action, the final view can be 
replaced by using volume rendering technique to maintain static accuracy. 
To demonstrate the reliability of my warping method during manipulation, 
a series of frames as shown in Figure 6.10 are generated during the rotation of 
the medical data. To create these warped results, we generate totally twenty six 
base views of the CThead by conventional volume rendering technique and we 
apply method III warping method to composite the warped images. 
We have compared the speed of triangle-based warping and pixel-based warp-
ing on an SGI Octane with MIPS R10000 CPU and M X E graphics engine. As 
graphics hardware is utilized, Table 6.1 shows that triangle-based warping has 
a significant improvement in term of rendering speed over pixel-based warping 
even though the determination of drawing order is purely done by software. The 
column "sorting" indicates the average time needed for the image-based visibil-
ity sorting (the determination of drawing order). Column “rendering，，indicates 
the average time needed for drawing the polygons to screen and this is done 
by graphics accelerator. The rendering time reduces at least 80% with warping 
method 1. Obviously, the speedup is strongly related to the number of triangles. 
Since method III requires accumulation buffer, the rendering time is longer. 
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6.5 Conclusion 
In this chapter, we have presented how to model the outside-looking-in viewing 
- model (object-based viewing). Concerning this, we have created a data structure, 
namely MVR, to represent an image-based object. After this data structure has 
been acquired, we can apply triangulation method to obtain the triangular mesh 
for each SVR in the MVR. In order to avoid rendering of triangles in the empty 
space, we proposed the convex hull criteria to guarantee correct triangle sorting 
order while most empty space can be ignored. Finally, three warping methods 
were proposed to composite warped images from different SVRs by means of 
proximity calculation. Note that no depth information is needed in all these 
three methods and so, they can be applied without depth buffering. 
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• • • • ^ 1 
view 0 view 1 view 2 
(1.00,0.00,0.00) (-1.00,0.00,0.00) (0.00,1.00,0.00) 
view 3 view 4 view 5 
(0.00，-1.00,0.00) (0.00,0.00,1.00) (0.00，0.00, -1.00) 
_ _ _ 
view 6 view 7 view 8 
(0.58,0.58,0.58) (0.58,0.58, -0.58) (0.58, -0.58,0.58) 
_ _ _ 
view 9 view 10 view 11 
(0.58, -0.58, -0.58) (-0.58,0.58,0.58) (-0.58,0.58, —0.58) 
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_ _ _ 
view 12 view 13 view 14 
(-0.58, -0.58，0.58) (-0.58, -0.58, -0.58) (0.71,0.71,0.00) 
mm mm mm 
• • ^ B ^ B 
view 15 view 16 view 17 
(0.71, -0.71,0.00) (-0.71,0.71,0.00) (-0.71，-0.71,0.00) 
• • • 
view 18 view 19 view 20 
(0.71，0.00，0.71) (0.71,0.00, -0.71) (-0.71,0.00，0.71) 
_ _ _ 
view 21 view 22 view 23 
(-0.71,0.00, -0.71) (0.00,0.71,0.71) (0.00,0.71, -0.71) 
• • m 
view 24 view 25 
(0.00, -0.71,0.71) (0.00, —0.71, —0.71) 
Figure 6.6: Base views of 26 SVRs. 
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(a) view 4 (d) view 1 
• • 
(b) view 6 (e) view 8 
(c) view 22 (f) view 24 
Figure 6.7: Warping the teapot to viewpoint (0.138, 0.317, 0.938) by a single SVR. 
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viewpoint at viewpoint at 





Figure 6.8: Warping pixels of one SVR : gap problem revealed. 
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viewpoint at viewpoint at viewpoint at 
(Q.138,Q.317,0.938) (-0.204,-0.527,0.825) (-0.945,-0.025,-0.325) 
^^H^I ^ B^H ^^^^1 • • • 
• • • • • • 
I I I 
Figure 6.9: Warping MVR with the three most proximal SVRs>. 
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Figure 6.10: Looking around a medical data. 
Chapter 7 
Complete Rendering Pipeline 
In this chapter, we would first review the illumination and navigation rendering 
pipelines independently. After that, we would show that due to their structural 
independence, we can combine them together seamlessly on the architectural 
level. Furthermore, to ensure physical correctness (to account for view-dependent 
illumination) during navigation, we would generalize the concept of apparent 
BRDF to encode not only incoming radiance direction, but also outgoing radi-
ance direction (viewing direction). Regarding that, we would review on different 
methods to encode BRDF and show its feasibility. 
Due to the generality of the triangle-based warping method, navigation con-
trol can be done in both panoramic or perspective projection manifolds. How-
ever, the illumination controlling method we presented in chapter 2 is based 
on panoramic environment so that the viewing direction can be fixed. On this 
ground, the complete rendering pipeline would be presented in the panoramic 
environment at the beginning of this chapter. Later, after presenting the gener-
alization of the apparent BRDF, it would be intuitive to see that the complete 
rendering pipeline can provide correct illumination even when the viewing direc-
tion is changed. 
7.1 Reviews on Illumination and Navigation 
7.1.1 Illumination Rendering Pipeline 
In the illumination rendering pipeline shown in Figure 7.1，there are three main 
steps. Firstly, after we gather a set of panoramas sampled under different illu-
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Figure 7.1: Illumination Rendering Pipeline. 
mination conditions, we would first extract the apparent BRDFs (illumination 
information) from these panoramas and encode each apparent BRDF in the form 
of spherical harmonics. 
After this pre-computation is done, users can control the illumination param-
eters in the panoramic viewer (Figure 2.10) interactively. While any illumination 
parameter is modified, the re-rendering process will reconstruct a new panoramic 
image corresponding to that illumination condition in realtime accordingly. Later 
on, this panoramic image serves would be texture-mapped onto the surface of 
the cylindrical projection manifold to re-render the perspective view shown on 
the display. 
7.1.2 Navigation Rendering Pipeline 
In the navigation rendering pipeline, triangle-based warping method is used. As 
shown in Figure 7.2, there are also three main steps. First is the triangulation 
step. Given an panorama (or perspective image) with depth or optical flow 
information, we can triangulate the projection manifold into a mesh. 
In the case of panoramic walkthrough, the epipolar rays are fixed and we 
can pre-compute the triangle warping order by our triangle-based warping rule. 
After that, during interactive walkthrough, the triangles on the mesh are warped 
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Figure 7.2: Navigation Rendering Pipeline. 
according to the pre-computed warping order. At the same time, these triangles 
are texture-mapped to re-generate the final warped view. 
7.2 Analysis of the Two Rendering Pipelines 
7.2.1 Combination on the Architectural Level 
From Figures 7.1 and 7.2, it is obvious that illumination control operates on the 
panoramic image (or the texture domain) while the navigation control operates 
on the geometrical (warping on the projection manifold) domain. 
Whenever any parameter of light sources is changed, what the re-rendering 
process does is to reconstruct another panoramic image specified for this illu-
mination condition. It does not care how image is warped on the projection 
manifold. Similarly, whenever users walkthrough the environment, the warping 
process only modifies the positions of triangle on the projection manifold and 
then texture-map the panoramic image on these warped triangles. It does not 
care the panoramic image. 
On that ground, they work independently in their own domain. In the com-
plete rendering pipeline depicted in Figure 7.3, during the warping process, the 
responsibility of the illumination sub-pipeline on the left is to supply the re-
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rendered panoramic image (perspective image) for the navigation sub-pipeline. 
And once the navigation sub-pipeline obtains this texture, it would texture-map 
the panoramic image (perspective image) onto those warped triangles accordingly 
, to synthesize the final image. It is the illumination sub-pipeline that manipu-
lates the texture and the navigation sub-pipeline that warps the texture-mapped 
triangles. 
7.2.2 Ensuring Physical Correctness 
The previous subsection tells us that the two rendering pipelines can be merged 
together seamlessly on the architectural level, but does it mean that the rendered 
result is physical correct? 
As a matter of fact, it is not! Merging the result in this way does not guarantee 
the correct rendered result all the time. The rendered result is correct only if 
all the surfaces in the scenery are ideal diffuse surfaces and that is, the outgoing 
radiance of all these surfaces are view-independent. 
Although this assumption is common for current image-based warping tech-
niques [39, 37, 36], allowing it is not general enough. Note that this deficiency 
has not yet been accounted in the triangle-based warping method. When trian-
gles are warped, the viewing direction (or the outgoing radiance direction, the 
V in the BRDF formulation (Figure 2.1)) from those warped triangles to the 
viewpoint has been changed. Therefore, the irradiance from the triangle should 
be changed as well in case the surface is not an ideal diffuse surface. Therefore, 
if we simply use the same image (or panorama) to map onto the triangle, the 
rendered result would be wrong during navigation. 
Although apparent BRDF provides a way for us to incorporate illumination 
~ > 
information into the panoramic representation, the viewing vector V remains 
fixed in the formulation and makes it uncontrollable. Because of this, if we want 
— 
to provide correct warped images, it is essential to make L adjustable as well. 
To do so, we have to encode a panoramic image with BRDF-like formulation 
instead of just apparent BRDF. 
We did not discuss this issue in the previous chapters concerning navigation 
control because illumination control technique has not yet been incorporated 
with the navigation rendering pipeline so far. Without the illumination con-
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trol technique, it is impossible for triangle-based warping method to solve this 
problem alone. 
One may say that another way to solve this problem is to use view dependent 
‘ texture [11]. However, view dependent texture allows us to change the viewing 
direction only, but not lighting direction. Thus, illumination control is not appli-
cable. If illumination information is to be incorporated into the view dependent 
texture, we are indeed working along the same track as that with BRDF. 
7.3 Generalizing Apparent BRDF 
7.3.1 Difficulties to Encode BRDF with Spherical Harmonics 
As mentioned in section 2.5, we encode apparent BRDF as a linear combination 
of spherical harmonics coefficients. As shown in Appendix A, we can encode 
the apparent BRDF with spherical harmonics because the apparent BRDF is 
a two-dimensional spherical function depending on the polar angle Oi and the 
azimuth angle 如 only. 
However, in the general case depicted in Figure 2.1, the anisotropic BRDF [30 
depends on four independent variables instead. 
fn ± n ±\ Lr{p,Ov,(j)v) 
P[dy,^y,6l,^l) = • � ^"y~， 
Lr[p, ^h 9l) COS 6idiO 
where it relates the incoming light from direction (久，</>,•) and to outgoing light 
in the direction [9y^ <j)y). 
Hence, using just spherical harmonics alone is not sufficient. Unless we use 
spherical harmonics twice, it is impossible to encode BRDF. That is, we model 
the general BRDF as a spherical function of spherical function. However, the 
resultant reconstruction time would become longer and the dataset maybe very 
large. 
7.3.2 Generalize Apparent BRDF 
Besides this problem, the standard BRDF is defined for reflection taken place 
on a real surface. But in our case, the BRDF is measured at the pixel window 
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and the true surface may not be there. Therefore, the actual reflection does not 
take place at the pixel window and so, directly adopting the BRDF to our case 
is not appropriate. 
‘ We can solve this problem by generalizing the definition of apparent BRDF. 
Hence, we include the viewing direction in the formulation of apparent BRDF 
again and define it as the ratio between the radiance along the viewing direction 
and the radiance along the light vector, 
fn ± a A.\ Lr�i>, OvAv) 
Pp\^Q\\^v, 9v, ^h 9l) ~ r ( • a 丄 \ . 
Lr[p,Oi,^i) 
Unlike BRDF, the polar angle and the azimuth angle would cover the com-
plete spherical view from the pixel window under this definition, instead of hemi-
spherical view only. Moreover, the cosine term can be dropped. Therefore, what 
we ought to do next is to find a way to encode this generalized apparent BRDF. 
7.3.3 Related works for Encoding the generalized apparent BRDF 
In recent years, many research works have been done to model and sample the 
BRDF accurately. Like the BRDF, the generalized apparent BRDF is also a 
four-dimensional function depending on the incoming radiance direction (^/, ¢1) 
and the outgoing radiance direction {6v,4>v)- Therefore, we can apply those 
techniques to encode our apparent BRDF as well. 
To encode a spherical function, besides using spherical harmonics, Schroeder 
and Sweldens [49] developed an encoding method based on spherical wavelets. By 
using spherical wavelets, the ringing and negative values happened in spherical 
harmonics can be avoided. However, like spherical harmonics, spherical wavelets 
still cannot encode general (anisotropic) BRDF involving both incoming and 
outgoing directions. 
For that reason, Sillion et aL [54] (P.227-229) and Westin et al. [59] describe 
a way to approximate the BRDF. By assuming the illumination model of the 
BRDF to be isotropic, the BRDF is constant when rotating the viewing direction 
(outgoing radiance direction) around the surface normal. In this way, the BRDF 
becomes independent of the outgoing azimuth angle ^y and we can reduce the 
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dimension of the BRDF to three. 
p{Oy, 4>y, 6l, 4>l) = p{6y, 0, 6^ 如 Hh 7T — ^>y) 
After that, the dimension along Oy is approximated by B-spline. So, we can 
use spherical wavelets or spherical harmonics to encode the (没“ 4>i) at each specific 
nodes of the B-spline. 
Although this is a practical way for encoding isotropic BRDF, this method 
cannot be applied to anisotropic BRDF. On that ground, Westin et al. [59] make 
use of the reciprocity constraint to decompose the BRDF. 
N N 
p{Oy, 4>v, Oi, ¢1) ^ ^ Y1 Yj{Oy, ^y)nijkYk{Oi, ¢1) 
j=0 k=0 
=YT(‘A)MY(A，0;) 
where Y ( ^ , ¢) is the column vector of the basis spherical harmonics functions 
evaluated at (6>, ¢) and 7rijk — (Yj\{p\Yk)refi)in' “reiF and "iii" denote integration 
over the space of incidence and reflected directions. 
Hence, by recovering the matrix M , we are able to approximate the BRDF. 
Besides this, Fournier [18] shows that we can decompose the BRDF as a sum 
of M separable components. Each component will be a spherical function. In 
this way, we can rewrite the BRDF as, 
M 
p { 6 y , ^ y , O i , 4 ) i ) = ^ I m ' { O y , ^ v ) X O m ' { O i , ^ i ) 
m' = l 
Therefore, we can model the BRDF as a sum of product of spherical func-
tions. And for each of these spherical function, Im'{Oy^ 4>v) and Om�0i,4>j), we 
can model them by using spherical harmonics or spherical wavelets. Thus, the 
complexity of the reconstruction process can be reduced from the computing 
of a four dimensional function to the computing of a series of two dimensional 
functions. 
Observing that approximating the BRDF with spherical functions would be 
computationally heavy, Ward [57] proposed to represent the BRDF with his 
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extended Gaussian reflectance model. 
p^ 1 exp[-tan^S{cos^^/al + sin^c|)|al) 
P(dy,^y,dl,4)l) = h Ps • / . = ： 
7T ^/cosOyCos0l Ana^ay 
where pd is the diffuse reflectance, 
Ps is the specular reflectance, 
a^ is the standard derivation of the surface slope in the x direction, 
OLy is the standard derivation of the surface slope in the y direction, 
5 is the angle between the half vector and the surface normal, 
¢) is the azimuth angle of the half vector projected onto the surface 
plane. 
If we use this approach to encode the BRDF (or our generalized apparent 
BRDF), what we need to do is to determine the appropriate values for pd, ps： 
a^ and ay that best approximate the sampled BRDF information. 
Later on, Lafortune et al. [32] proposed to use generalized cosine lobe to 
approximate the BRDF. This idea is similar to Ward's idea that it tries to shorten 
the computation time by trading off the accuracy. 
Another approach made by Oren [44] is to extend the concept of Lambertian 
surface by modeling a general surface with a collection of Lambertian facets. In 
this way, the view-independent property can be reserved for each Lambertian 
facet. 
It is worth to note that these approaches represent the BRDF (or our gener-
alized apparent BRDF) with different degrees of accuracy. Choosing which ways 
to represent our generalized apparent BRDF does not affect the complete ren-
dering pipeline. All we need to do is to convert the sampled data to the chosen 
representation and then re-construct the panoramic (or perspective) image from 
this representation during re-rendering. The rendering pipeline is independent 
of the representation method. It is a tradeoff among accuracy, storage size and 
computation time during the re-construction of the apparent BRDF. 
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7.4 Conclusion 
In this chapter, we have reviewed on how illumination and navigation rendering 
, pipelines work and on the architectural level, we are able to combine them seam-
lessly because of their independence. Furthermore, in order to enhance physical 
correctness during navigation, we can encode the generalized apparent BRDF 
with both incoming and outgoing radiance directions. 
Therefore, not only the lighting condition, but also the viewing direction 
can afFect the appearance of the panoramic image. During navigation, view-
dependent effects like specular reflection can be visualized in the warped image. 
As a result, the controlling of illumination and navigation in our image-based 
environment is guaranteed to be physically corrected. 
Chapter 8 
Conclusion 
Image-based rendering techniques concerning illumination and navigation con-
trols have been presented individually in the first few chapters of this thesis. 
Thus, by generalizing the image-based representation scheme (apparent BRDF), 
we can combine the two controlling techniques together to construct a complete 
rendering pipeline that allows us to have both controls in the same image-based 
environment interactively. 
Regarding illumination control, we adopt the image-based representation (en-
coded apparent BRDF with spherical harmonics) developed by Wong et. al. [60 . 
This allows us to incorporate illumination information for environment modeling 
with panoramic image. The re-rendering algorithm depends solely on the image 
resolution and is independent of the scene complexity. Based on the idea, we 
developed an interactive panoramic image viewer which not just allows panning, 
tilting and zooming, but also changing the illumination of the modeled scene. 
The introduction of illumination control enhances 3D illusion while maintaining 
its independence of scene complexity. 
On the other hand, we developed the navigation control method indepen-
dently. Aiming to improve the pixel-based warping method [40, 39], we have 
devised the triangle-based warping method. Based on epipolar geometry, this 
method has been proved to ensure visibility correctness without depth buffering. 
Besides this success, the gap problem arose in pixel-based warping can also be 
avoided and we can apply conventional graphics hardware (texture-mapped tri-
angle) to assist rendering directly. Furthermore, since triangles are constructed 
on the projection manifold (image domain), applying this warping technique can 
be independent of the scene complexity. 
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Besides showing the triangle-based warping method to be applicable on the 
perspective projection manifold, we have generalized this method for general 
projection manifold, i.e. it is applicable for those panoramic projection manifolds. 
Again, epipolar geometry is employed to derive the proof. At the same time, 
we have generalized the proposed triangulation methods for different projection 
manifolds and optical flow can now be employed to guide the triangulation. 
We further apply the panoramic-based triangle warping method for panoramic 
walkthrough with real photos. Using computer vision techniques together with 
interactive human intervention, we develop a program to recover the patches cor-
respondence between panoramic photos of neighboring panoramic nodes. Hence, 
by triangulating and decimating the constructed patches, we can obtain one tri-
angulated panorama for each panoramic node. In this way, the extended warping 
method is able to synthesize views of the same environment at arbitrary view-
points along the path between panoramic nodes. In practice, all the intermediate 
panoramas can be re-synthesized. 
Other than panoramic viewing, the triangle-based warping method is applied 
to object-based viewing to show its generality. When warping an object, we 
found that most of the outer space are in fact empty space and warping triangles 
belonging to these empty space will be a waste. Therefore, we devise the convex 
hull criteria so as to cut off those outer triangles belonging to the background. 
At the same time, correct visibility between warped triangles can be guaranteed. 
Lastly, we propose three warping methods to synthesize the final warped view 
by combining warped images originated from different views. No depth buffering 
is needed for all these methods. 
Once the illumination and navigation controlling methods have been well-
developed, they can be combined together into a complete rendering pipeline. 
By investigating the two rendering methods independently, we learn that the 
illumination control method is working on the image (texture) domain while the 
navigation control method is working on the geometric (warping) domain. They 
are independent on the architectural level and so, we are able to construct a 
rendering pipeline that incorporates the two controls. Furthermore, to ensure 
physical correctness during navigation, the concept on apparent BRDF is gener-
alized to incorporate both the incoming and outgoing radiance directions. In this 
way, not only the lighting condition, but also the viewing direction will affect the 
outlook of the panoramic (perspective) image. Consequently, view-dependent 
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effect likes specular reflection can be visualized during navigation. 
In conclusion, by incorporating our knowledge in illumination and navigation 
controls, we are able to construct a realtime navigatable image-based virtual 
‘ environment that allows us to controls its illumination condition interactively. 
Appendix A 
Spherical Harmonics 
Like Fourier Transform, spherical harmonics transform a spherical function to 
its own domain and represent it as a linear combination of spherical coefficients. 
As shown in Figure A.1, spherical harmonics are a set of well-defined spherical 
functions. To compress our apparent BRDF, the sampled apparent BRDF is 
in fact represented by a linear combination of these spherical harmonics and 
the corresponding coefficients (spherical harmonics coefficient). Note that this 
apparent BRDF is referring to the definition in Chapter 2. 
First of all, to obtain the spherical harmonics coefficients, we apply the fol-
lowing equation A.1. 
/
27T 7^T 
/ Pi{0,^)Yi,^{0,^) smOdOd^, (A.1) 
. Jo 
where Pi{0, c/>)'s are the sampled radiance values, 
Ni^mQi,m{cos 6) cos(m(/>) if m > 0 
YiA^. ¢ ) = iV/,oQ/,o(cos O ) / V 2 i f m = 0 
�^i,mQi,\m\(cos 0) sin(|m|(/)) if m < 0, 
_ /2/ + l(/-|m|)! 
1厂\] 4n (/+lm|)!' 
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Figure A.1: Spherical harmonics Y{l, m). 
and 
‘ ( 1 - 2 m ) V l - x^Qm-i,m-i[^) if 1 = rn 
Qi,m{x) x{2m + l)Qm,m{x) i f / = m + l 
�x f ^ O , _ i , ^ ( x ) — ^ ^ Q ; - 2 , ^ ( ^ ) otherwise. 
In the equations, V5’m，s are the spherical harmonics, C r^n s^ are the corresponding 
coefficients and Pi{0^ <;6)'s are the sampled radiance values. In the mathematics 
literature, Q/,m's are called the Legendre polynomials. Since Legendre polyno-
mials work with m > 0, we can transform negative m by the following relation, 
n _ m ( ^ , ^ ) = ( - i r > ^ : . ( ^ , ^ ) 
where the asterisk * denotes complex conjugation. 
In our implementation, Pi{0, </>)'s are sampled at grid positions on the sphere 
and we employ the discrete form of equation A.1. If we take samples at the grid 
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positions on the sphere, the discrete form of integration can be done more natu-
rally. Note that m is dependent on 1 and for a specified /, m ranges from —1 to 1. 
Here, /^^^ is the number of coefficients produced and the more coefficients stored 
, the more accurate the linear combination of spherical harmonics can represent 
the original model. 
Finally, to reconstruct the radiance (interpolated value on the original spher-
ical function), we can apply the following calculation, 
lmax 1 
P! {0 , ¢) = J 2 E Ci ,mYiA^ 补 （A-2) 
Z=0 m= — l 
Appendix B 
It is Rare for Cycles to Exist in 
the Drawing Order Graph 
Basically, to find the correct triangle warping order, we first have to construct 
a directed graph of — relations by our draw order rule. Hence, topological sort 
is applied to the directed graph to find out the occlusion-compatible drawing 
(warping) order of triangles. However, if there exists cycle(s) in the directed 
graph, special routine has to be applied to resolve this conflict. At the moment 
we invented the drawing order rule, we strongly believed that the drawing order 
graph is free of cycles. However, after investigating this problem in months, we 
found out cycles do exist in some rare cases. In this section, we will show that it 
is rare for cycles to exist in our directed graph. Finally, at the end of this section, 
we will present an experiment aiming to find out the experimental probability 
of the existence of a cycle. In fact, in all the 5, 000, 000 testing cases in the 
experiment, no cycle is found. Note that the projection manifold discussed in 
this section is a perspective projection manifold. 
B.1 Theorem 3 
Besides Theorem 1 in Chapter 3, we need Theorem 3 to support our claim that 
it is rare for cycles to exist in the drawing order graph. 
T h e o r e m 3 Given a triangle, to, with vertices vo, Vi and V2 as shown in Fig-
ure B.1. Consider two shared edges of tQ, voVi (shared with triangle ti) and V0V2 
(shared with triangle t2). 
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Figure B.1: Triangle to shares edges voVi and V0V2 with ti and t2 respectively. 
If to must be drawn in-between triangles ti and t2 in the draw order list (either 
ti ~^ to ~> t2 or t2 ~> to ~^ ti) , the epipoles (negative or positive epipoles) that 
bring(s) out this drawing order must not exist in region R\ (including its two 
borders) of to. Region Ri is shaded in gray color. 
Proof of Theorem 3 
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Figure B.2: Defining regions Ro, Ri, R2 and R3 of triangle to. 
We prove this theorem by exhausting two possible regions of epipoles on the 
projection manifold. 
First, consider the two shared edges ^o^i and V0V2 of triangle to. They will 
divide the two dimensional space into four non-overlapping regions, Ri , R2, R3 
and R4, (excluding their boundaries) as well as the two borders, as depicted in 
Fig. B.2. Therefore, on the two dimensional manifold, an epipole can locate 
in five possible regions of triangle to. Hereby, we will show the two related 
consequences for this theorem. 
Case( l ) - Can such an epipole exist in Ri of to (excluding its borders)? 
If a positive epipole lies in Ri (excluding its borders), consider the two shared 
edges voVi and V0V2 of to, by Theorem 1, we will have two draw orders, i^ ~^ to 
and t2 — to-
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Conversely, if a negative epipole lies in Ri (excluding its borders), consider 
the two shared edges voVi and V0V2 again, the two draw orders will be reversed, 
to ~> ti and to ~^ t2, by Theorem 1. 
‘ Therefore, if an epipole exists in Ri , to must be drawn first or drawn last 
among to, ti and t2. In other words, if we know that to must be drawn in-between 
ti and t2 in the draw order list, the epipole(s) that bring(S) this drawing order 
must not in Ri . 
Case(2) - Can such an epipole exist in the borders of Ri ？ 
If an epipole (positive or negative epipole) lies on the line of shared edge voVi, 
the ordering between to and ti becomes irrelevant. Hence, it is not a must for t � 
to be drawn in-between ti and t2 in the draw ordering list. 
Similarly, if an epipole lies on the line of V0V2, the ordering between to and t2 
becomes irrelevant and the same result follows. 
Therefore, in case to must be drawn in-between ti and t2, the epipoles resulting 
from these orders must not locate in the borders of Ri . 
Concluding the above two cases, we can see that, if we have known that 
to must be drawn in-between triangles ti and t2 in the draw order list (either 
ti ~> to ~> t2 or t2 ~^ to ~^ ti) , the epipole(s) that bring(s) out this drawing 
order must not lie in the region Ri (including the borders) of to. 
To simplify the discussion ahead, we denote this region Ri (including the 
boundary) of ti as F{ti) with respect to the two shared edges in context. 
B.2 Inside and Outside-directed Triangles in a Triangular 
Cycle 
With Theorem 3 and the above notation, we are ready for further derivation. 
First of all, we will divide the problems into four cases by introducing the concept 
of inside-directed and outside-directed triangles. Next, we will show that cycles 
cannot exist in most cases. 
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B.2 .1 Assumption 
« 
Assume there exists a cycle of ~> relations among a finite list of n triangles in 
the directed graph (a typical ring is illustrated in Figure B.3) with respect to a 
certain (positive or negative) epipole on the projection manifold, where n is a 
positive non-zero integer. 
i.e. 
I to ~ �t i ~>" . . . — tn-i 
[tn-l ~^ to 
where all ti are triangles on projection manifold for i — 0 ,1, . . . , n — 1. 
B.2 .2 Inside-directed and Outside-directed triangles 
書 
Figure B.3: A ring of triangle : inside-directed and outside-directed triangles. 
Intuitively, to form a cycle in the graph, there is a ring of triangles as shown 
in Figure B.3. In such a figure, we observed that there are two kinds of triangles, 
some are inside-directed and some are outside-directed. 
In a cycle (or ring) of ~> relations, a triangle always shares two edges with 
two other triangles. In return, only one free edge is left. If this free edge happens 
to be at the outer side of the ring (such as triangles ti, t3, t4, . . . in Figure B.3), 
this triangle will look as if it is pointing into the center of the ring. In this way, 
we called this triangle inside-directed. 
Conversely, if the free edge of a triangle is found inside the ring (like triangles 
to, h , h and tg in Figure B.3), the triangle will point outward and we called this 
triangle outside-directed. 
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Consequently, if all the triangles in a ring are directed inside, a ring will look 
like a fan (as in Figure B.4). Generally, if a ring is composed with inside-directed 
triangles only, the configuration will be a triangular fan with no interior hole. 
- In addition, if some (at least three at the first time) outside-directed triangles 
are added in, we will see that a hole will be resulted inside the ring and intuitively, 
this interior hole is bounded by the three free edges of the three outside-directed 
triangles. Accordingly, if more outside-directed triangles are introduced, the 
holes will still be bounded by free edges from those outside-directed triangles 
only. 
Moreover, it is worth to note that it is impossible to create a triangular 
cycle with just one outside-directed triangle together with other inside-directed 
triangles. And if there are only two outside-directed triangles, the interior hole 
becomes a straight line of zero thickness between their free edges. 
Below, we are going to start our reasoning according to this observed se-
quence. First, we will show that it is impossible to have a cycle consisting of 
inside-directed triangles (Triangular Fan) only. Hence, we will add two outside-
directed triangles to this configuration and prove no cycle can be found in this 
case too. Lastly, we will discuss when three or more outside-directed triangles 
added, cycles can only exist when there is a special configuration of triangles. 
B.3 Four Possible Cases to Form a Cycle 
Recall from our previous assumption, we assume that there is a cycle of triangles, 
to, h , . . .， tn - i w.r.t. certain epipole(s) on the projection manifold. 
Also, as we have discussed in the previous section, such cycle can have four 
different kinds of formation, i.e. 1) Triangular Fan with inside-directed triangles 
only, 2) Inside-directed triangles with two outside-directed triangles, 3) Inside-
directed triangles with three outside-directed triangles or 4) Inside-directed tri-
angles with more than three outside-directed triangles. In the following, we will 
prove that the first two configurations for cycle is impossible. And finally, we 
will discuss how rare it is to configure a cycle for case (3) and case (4). 
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B . 3 . 1 C a s e ( l ) Tr iangular Fan 
In this case, as depicted in left side of Figure B.4, triangles, to, ti, . . . , t^_i, 
, form a cycle like a triangular fan. In order to have better understanding, we take 
away those free edges from the triangles and draw those shared edges only. In 
this way, we will have the right side of Figure B.4. 
•'^^!^^^^^^^K'-
歡傘 
^ f(w I 
Figure B.4: Triangular Fan. 
Secondly, by the assumption, we have the following, 
J to ""> ti ~> . . . ~^ tn-l 
1^ tn_l ~^ to 
w.r.t. certain eye epipole(s) on the projection manifold. 
Consequently, for triangle to, it must be drawn in-between ti and tn-i and 
tn-i must be drawn in-between t^_2 and to. Similarly, for triangles ti (with 
1 < i < n — 2), ti must be drawn in-between ti-i and ti^i. 
Hence, by applying Theorem 3 to each of these triangles, taking those cor-
responding shared edges into account, we can see that the epipole(s) bringing 
out such draw order could not exist in region F{to), F { t i ) , . . . , F { tn - i ) . That 
is, such epipole(s) could not exist i n 。 二 F(ti) . However, in a triangular fan 
structure (right side of Figure B.4), such union will cover the whole perspective 
projection manifold. That means such an epipole could, not be found in the 
projection manifold and no epipole will be on the projection manifold. 
However, according to Figure 3.12(g-i) in Chapter 3，an epipole can be con-
sidered as located infinite far away on the projection manifold and we can see 
that in all cases, there is at least one epipole (no matter positive or negative) on 
the projection manifold. 
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Therefore, contradiction happens and we have to overthrow our assumption 
in this case. In concluding this case, a cycle consisting of only inside-directed 
triangles cannot exist. 
B.3 .2 Case(2) Two Outside-directed Triangles 
By introducing two outside-directed triangles into the triangular fan structure, 
we will have a configuration as shown in Figure B.5. 
驗 
Figure B.5: Adding two outside-directed triangles t2 and tk. 
Without losing generality, we take triangles t2 and tk be the two outside-
directed triangles. Similar to the method used in the previous sub-section, we 
are now ready to find the forbidden region of epipole(s) on the 2D projection 
manifold. 
First, consider all the inside-directed triangles, we will have 
n - l 
Fi= U 剛 
i=0,i^2,k 
We can see that Fi will cover all the space outside the ring as well as those 
inside-directed triangles. 
Next, consider the F2, which is the space covered by F{t2) and F[tk). 
F2 = F{t,) U F{h) 
By combining Fi and F2, the whole 2D projection manifold is covered and 
thus, it is also impossible to place any epipole on the 2D projection manifold 
to result a cycle in Figure B.5. Therefore, with two outside-directed triangles 
added, no cycle can exist in such a ring. 
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B.3 .3 Case(3) Three Outside-directed Triangles 
In this case, we cannot disprove the existence of a cycle, but we can show that 
for a cycle to exist, three rare conditions have to be satisfied. 
• 
Figure B.6: Three outside-directed triangles. 
First of all, we can look at a typical configuration as shown in Figure B.6. 
In the figure, there are totally three outside-directed triangles, to, t2 and t^. To 
further investigate the problem, we can try similar technique as the two previous 
cases. 
First, let us take��=02‘邦2 5厂 ( � 0 , we will again see that if an epipole exists 
out of the triangle ring or on those inside-directed triangles, that ring cannot 
form a directed cycle. 
In return, the only possible region to place a candidate epipole is the interior 
hole left. Hence, we can take another union, i.e. F2 = i^ ( f o )LJF( ,2 )UF( '5 ) . 
Intuitively, we can see that F2 covers the whole interior hole for the case in 
Figure B.6. However, in general, does F2 always cover the whole interior hole? 
We find that the answer to this question is 'No,. When the three outside-
directed triangles aligned themselves together like a spiral, a certain area inside 
the hole will not be covered as depicted in Figure B.7. In this way, a cycle can 
be formed when the epipole is in this uncovered area. 
Nevertheless, we can see that for such a cycle to exist, three criteria have to 
be fulfilled. First, the three outside-directed triangles have to be thin triangles. 
Secondly, they have to be aligned in the same orientation like a spiral. Otherwise, 
the whole interior hole will be covered by the F2. Thirdly, the epipole must be 
placed exactly inside this confined area of the interior hole. Unless all these three 
conditions are fulfilled, a cycle cannot be formed. 
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血 
Figure B.7: Rare case : Existence of Cycle with Three Outside-directed Triangles. 
B.3 .4 Case(4) More than Three Outside-directed Triangles 
_ 
Figure B.8: Rare case : Existence of Cycle with Six Outside-directed Triangles. 
In fact, cycle can also exist in this case. However, if there are more outside-
directed triangles, the chance to form a cycle is likely to be lower. It is because 
if there are more outside-directed triangles, all of them have to be thin triangles 
first. At the same time, all of these triangles have to be aligned in the same spiral 
orientation. In this way, we believe that it is even more difficult for a cycle to be 
created when there are more outside-directed triangles. In Figure B.8, a typical 
example of six outside-directed triangles are involved to create such a directed 
cycle. 
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B.4 Experiment 
We have carried out an experiment to determine the experimental probability 
for the occurrence of cycle in the directed graph of drawing order. 
To conduct this experiment, we first create Ng different triangular mesh from 
an 512 x 512 image. To create this mesh, 10000 points are randomly placed on 
the image and triangulation is performed on them. Next, a positive epipole is 
randomly placed on each of these meshes Ne times. For each random location 
of positive epipole, we derive the graph of drawing order just as before. A cycle 
checking process is then used to check whether there is cycle. As a whole, there 
are altogether Ng x Ne tests. 
In our experiments, Ng and Ne are 500 and 10000 respectively. Therefore, 
we have made out 5, 000, 000 testing cases and in all these samples, no cycle 
has been found. From the experiment, we believe the actual probability of the 
occurrence of cycle is very low. 
Appendix C 
Deriving the Epipolar Line 
Formula on Cylindrical 
Projection Manifold 
In this appendix, we would show that the epipolar line projected onto the cylin-
drical projection manifold is a sine curve segment. First of all, we will define 
some notations. Then, we will derive the general equation of the epipolar line, 
simplify it and show that it is a sine curve. Lastly, we will find the endpoints of 
the curve and show that the epipolar line is a sine curve segment. 
C.1 Notations 
We let Ot and Os be the centers of two neighboring panoramic nodes in the three 
dimensional space such that the vector OtOs = {Dx-, Dy^ D^) where D^, Dy, Dz 
are real. Also, let Pt and Pg be the panoramas at Ot and Os respectively. 
Next, as shown in Figure C.l(a), we construct two cylindrical projection 
manifolds at Ot and Os and their radii are Rf and Rs respectively. 
Consider a point P in the three dimensional space, we let (<^, 9t) and (<^ s, Os) 
be the viewing direction to P from Ot and Os respectively where 4>t^ 4>s G [0,7T 
and Gt,0s G [0,27T). As shown in Figure C. l (b) , 4>t and 4>s are measured from 
the positive F-axis while the 6t and Og are measured from the positive X-axis 
clockwise. 
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Figure C .1: Epipolar Geometry Model between two Neighboring Panoramic Nodes. 
When we project P onto the projection manifolds at Ot and Os, we can obtain 
two cylindrical coordinates {yt,Qt) and {ys,Os) on them respectively. 
C.2 General Formula 
Now, consider the three-dimensional space with Ot as the origin in Figure C.1, 
we have, 
Rtcot{<|>t) = yt (C.l) 
unit vector OfP 二 [sin^tcosdt,cos4>t,sin4>tsin0t) (C.2) 
Let t be a parameter where t is non-negative real number, 
By dividing sin+t from equation C.2 and multiple it by t, we can obtain the 
parametric form of the coordinate of P with respect to the coordinate system at 
Ot. 
OtP = (j:cosdi;,tcotc|>t,tsin0t) (C.3) 
Similarly, consider the three-dimensional space with Og as the origin, we have 
the following two equations. Note that P is now written as a parametric form of 
s with respect to the coordinate system Os. 
RsC0t{(j)s) = ys (C.4) 
OsP = {scos6s,scot^s^ssinOs) (C.5) 
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Since 
I OtOs = {D,,Dy,D,) 
\ oA = o;p-o:p 
By equations C.3 and C.5, we have, 
/ 
Dx — tcosOf — scosOs 
< Dy = tcot^t — SCOt^>s 
Dz — tsin9t — ssin6s 
\ 
Then, with some re-arrangements, 
scos6s — tcos6i — Dx (C.6) 
scot<^s ~ tcot4>i — Dy (C.7) 
ssin9s = tsinOf — Dz (C.8) 
Dividing equation C.8 by equation C.6, we have, 
七肌0 _ tsin6t — Dz 
s tCOsOf — Dx 
� = - - i ( | ^ ) (C.9) 
On the other hand, by taking square on equations C.8 and C.6 and then sum 
them up, we have, 
3^ = {tsinOt - D,Y + {tcoset — Ar)2 
Since 5 > 0, we can take square root on both side and consider the positive root 
only, 
s 二 ^{tsinOt - D,y + [tcos9t - _D^)2 
Substitute this s into equation C.7, we get, 
tcot(j)t - Dy 
cotd>s — ~. ： 
y^{tsinOt D,f + {tcos9t D,f 
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By equations C.1 and C.4, we can replace cot^ >t with yt|Rt and cot4>s with ys/Rs, 
i yt n 
^ = ^Wt — Uy  
瓦—^ {tsinOt - D,y + {tcosOt - D , 
— ^ tyt — DyRt  
1 _ 瓦 y^{tsinOt - D,y + [tcosOt - D,f 
Hence, divide tcosOf — D^ from both numerator and denominator, 
tyt-DyRt 
—J^s tcos9t-Dx 
Vs — ~^ / , 
rit / 1 I (tsin9t-Dz A2 
Y 丄卞 Vtcos8t-Dj 
By using equation C.9, we can further simplify it, 
J^ tyt-DyRt 
_ ^S tcos9t-Dx 
1 = ^ V l + tan2 9s 
And by sec?Q = tanH + 1, 
一 < ) ( & ^ ) (c.i。） 
By changing the subject in equation C.9 from Os to t, 
Dxtan9s — Dz 
t — 
cosOftanOs — sinOt 
Then, substitute t into equation C.10, 
—( 0 w ^ ^ w yt{DxtanOs 一 Dz) — DyRticosOttands — sinGt) 
1 二 0O"" '^^Y/^cosOt{DJanOs - D,) — D^{cosOttanOs — sm0t)) 
, ,.,Rs.,yt(DJanOs - D^) - DyRAcosOttanOs - sin6t). 
仏=(c-化瓦)( Drsm0t — D—t ) 
Rs..yt{DxsinOs — DzCosOs) — DyRt{sinOsCos6t — cosOgsinOt) 
仏-(瓦八 D^sinOt - D,cosOt ) 
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Rs.,yt[DxSinOs - D,cos6s) DyRtSin{Os — � /) ) ( C l l ) 
" 3二 (瓦 ) ( D,sinOt - D,cosOt ) 卜 
Finally, we obtain the epipolar formula at shown in C.11. This formula tells iis 
that given a pixel with cylindrical coordinate (yt, 0{) on reference panorama f)t, 
^ 
if Rt and Rs are the radii of the panoramas P( and P^ and the vector Ot()s is 
{D:c, Dy, D , ) , the locus of the epipolar line on panorama P^ can be written as 
equation C.11. Note that (y^, 6^) is the cylindrical coordinate on panorama /),. 
C.3 Simplify the General Formula to a Sine Curve 
ln equation C.11, the term Dy is tlie vertical difference (>'-axis) between the 
centers, 0 , and (入，of the two panoramas F\ ancl Ps. In fact, wc can always shift 
the panoramic coordinate system of the panoramic image up and (l()wii in such a 
way that the y-coordinatc of the two centers can niatcli each other as illustrated 
in Figure C.2. 
Y-axis . P 
- 个 - ^ \ 
->V ' v \ \ 
pt x ^ 、 ％ r c 
^ ^ ^ 1 ^ % , , / ^ ^ - ^ 
< ^ j ^tm^ 
Figure C.2 : Shift the centcr of I)t from Ot to O； by Dy. 
In this \va\'. we can set Dy to be zero in the equation C.11, 
Jis,,DrsinOs - D=cosOs ^ 
",^(l)(zww)W"' (⑶） 
After that, by aligning the coordinate system with the positive epipolar ray. we 
can further simplify equation C.12. Let a be the angle measured from the positive 
-Y-axis to the positive epipolar ray on panorama Pg as shown in Figure C.3. 
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I Dx 




Figure C.3: Align the directional vector to the epipolar ray : a is the angle measured 
from positive X-axis to the positive epipolar clockwise. 
By complementary angle technique, 
Dx 
cosa — ~~, ： 
VDTT^. 
. D, 
sina — ~, = 
y S ^ + ^ 
So， D ( , 队 sinds - / 队 cosOs \ 
_ (Rs� v " ^ I + ^ x A ^ + 玛 
^ = ^W -^&=sinO, - ^^cosO, ^' 
\ v^T^ V^u^ / 
,Rs\ (sinOgCosa — cosOsSina\ 
： ― ( — — ) ~ ； ； yt 
Rt \sin9iCosa — cosOfsina J 
Rssin{Os — a) 
Rtsin{Ot — a)讲 
Let 6[ = 6t — a and 0'^ = Og — a, we can align the cylindrical coordinate system 
of the panoramas to the positive epipole. In fact, this is exactly the same as 
the adjustment action we did before in Figure 5.9 of section 5.5. Hence, the 
simplified equation becomes, 
ys 二 、 為 碰 ( c . i 3 ) 
So, given an aligned cylindrical coordinate (yt, 0[) on panorama i^, the term 
inside the square bracket of equation C.13 will be a constant. So, we can see 
that equation C.13 (the corresponding epipolar line on panorama Ps) is in the 
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form of a sine curve. Note that ys,0'^ is the aligned cylindrical coordinate on 
panorama Ps. 
C.4 Show that the Epipolar Line is a Sine Curve Segment 
Furthermore, we would then show that it is a sine curve segment. Regarding 
this, it is better to look at its parametric form with t as its parameter. 
The parametric equation C.9 tells us the 6>5-coordinate of P with respect to 
parameter t. Physically, Since P is viewed from Ot of panorama Pt and we only 
know the viewing direction (<^，办）of P from {Ot), P can be located at any 
position from Ot up to infinity along the direction. 
Therefore, to know the range of 6>5-coordinate corresponding to P , we can 
take limit t tends to zero and infinity on equation C.9 to obtain the limiting 
6>s.Next, by substituting the two boundary values of 6^  into equation C.13, the 
two endpoints of the line segment can then be found. 
Firstly, take limit t ~^ 0, 
limOs = l i m [ t a n - i ( , 1 z _ _ ^ ) 
t^0 t^0 tcOSUf — Vx 
- t a n - i ( ^ ) 
= t a n _ i ( t a n a ) 
二 a 
By aligning �t o Q'^  and using equation C.13, 
< 二 0 
Vs = 0 
So, one of the ending point of the sine curve is at the positive epipole on panorama 
Ps. 
Then, take limit t ^ 00 on equation C.9, we have, 
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lim Os = lim [ t a n " ^ ( ^ ^ ^ ^ ~ ~ ^ ) 
t^oo t^(X> tCOSUt — ^x 
_^ sin6t - ^ 
= l i m tan ( ^ j 
i^ <x) COs0t - ^ 
_ l S ^ 
= t - ( “ ） 
=Ot 
Again, by aligning 6^  and using equation C.13, 
e's = Ot-a 
二 《 
Rsyt . /^ /N 
y s = [ ^ ； ^ ] 遞 ( 〜 
rRsVt. = [ j j 
If Rs equals to R4, the other ending point of the sine curve will be at (yt, 0[) (In 
practice, the physical radii of all cylindrical projection manifolds are the same). 
In conclusion, taking a point (or a pixel) at (yt, 0[) on reference panorama Pt, 
we have shown that the corresponding epipolar line projected onto the panorama 
Ps is a sine curve segment starting from the positive epipole and ending at 
coordinate (y^, 0[) on Ps. 
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