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ADAPTIVE TIMESTEPPING FOR PATHWISE STABILITY
AND POSITIVITY OF STRONGLY DISCRETISED
NONLINEAR STOCHASTIC DIFFERENTIAL EQUATIONS
CO´NALL KELLY, ALEXANDRA RODKINA, AND EEVA MARIA RAPOO
Abstract. We consider the use of adaptive timestepping to allow a
strong explicit Euler-Maruyama discretisation to reproduce dynamical
properties of a class of nonlinear stochastic differential equations with
a unique equilibrium solution and non-negative, non-globally Lipschitz
coefficients. Solutions of such equations may display a tendency towards
explosive growth, countered by a sufficiently intense and nonlinear dif-
fusion.
We construct an adaptive timestepping strategy which closely repro-
duces the a.s. asymptotic stability and instability of the equilibrium,
and which can ensure the positivity of solutions with arbitrarily high
probability. Our analysis adapts the derivation of a discrete form of the
Itoˆ formula from Appleby et al (2009) in order to deal with the lack of
independence of the Wiener increments introduced by the adaptivity of
the mesh. We also use results on the convergence of certain martingales
and semi-martingales which influence the construction of our adaptive
timestepping scheme in a way proposed by Liu & Mao (2017).
Keywords: Adaptive timestepping; Euler-Maruyama method; lo-
cally Lipschitz coefficients; a.s. stability and instability; positivity
AMS subject classification: 37H10, 39A50, 60H35, 65C30
1. Introduction
Consider the scalar stochastic differential equation (SDE) of Itoˆ type
dX(t) = X(t)f(X(t))dt +X(t)g(X(t))dW (t), t ≥ 0(1)
X(t) = ς ≥ 0,
where (W (t))t≥0 is a one-dimensional Wiener process; let (Ft)t≥0 be the
natural filtration of W . The drift and diffusion coefficients satisfy:
Assumption 1. Let f, g : R → [0,∞) be non-negative functions such that
g(u) 6= 0 for u 6= 0.
In this article, we use an adaptive timestepping strategy to reproduce
qualitative properties of solutions of (1) in an explicit strong Euler-Maruyama
discretisation given by
(2) Xn+1 = Xn
(
1 + hnf(Xn) +
√
hng(Xn) [W (tn+1 −Wtn)]
)
, n ∈ N,
with X0 = X(0) = ς. Each hn is one of a sequence of random timesteps,
generated as a function of Xn, and we set {tn :=
∑n
i=1 hi}n∈N.
1The work was initiated when the second author was visiting The University of South
Africa, Johannesburg, South Africa.
Date: October 1, 2018.
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Our first goal is to design a strategy that allows discretisations of the form
(2) to closely reproduce of the a.s. stability and instability of the unique
equilibrium solution X(t) ≡ 0 of (1). The strategy will be required to cap-
ture the stabilising effect of the diffusion as it counters the tendency towards
explosive growth due to the positive drift. Since we will use martingale and
semimartingale convergence results in our analysis, we must adopt elements
of the approach developed by Liu & Mao [13] in order to ensure that those
results are applicable.
Our second goal is to investigate the effect of our adaptive timestepping
strategy on the probability of positivity of solutions of (2). Unique solutions
of (1) when ς > 0 are necessarily positive, though a highly nonlinear diffu-
sion coefficient makes it likely that trajectories of a fixed-step discretisation
will overshoot the equilibrium and become negative. Adaptive timestepping
was succesfully used in [6] to preserve positivity with high probability in
equations with either a dominant nonlinear and strongly zero-reverting drift
coefficient, or a dominant and highly variable nonlinear diffusion coefficient.
That article was a follow up to [5], and our analytic technique is adapted
from both.
An analysis of the ability of explicit numerical methods with adaptive
timesteps to reproduce the dynamics of solutions of (1) is important be-
cause explicit Euler methods of the form (2) with constant stepsize hn ≡ h
are known (see [11]) to fail to converge strongly to solutions of (1) if either
f or g grows superlinearly, as is the case for (6). Fixed-step taming methods
were introduced first in [12] to provide an alternative class of strongly con-
vergent explicit methods for such equations, but may not provide an optimal
reproduction of qualitative behaviour: see [21, 9]. It was recently shown (see
[7, 9]) that, for equations with one-sided Lipschitz drift and globally Lips-
chitz diffusion coefficients, adaptive timestepping strategies can be used to
ensure strong convergence of solutions of the explicit Euler method with
variable stepsizes, and therefore their effect on the dynamics of solutions is
of interest: see [8].
Let us now consider a minimal set of additional constraints to place upon
f and g. Suppose first that f and g are locally Lipschitz continuous and that
Assumption 1 holds. Then there exists a unique, continuous Ft-measurable
process X (see [14], [15]) satisfying (1) on the interval [0, τ ςe ), where τ
ς
e =
inf{t > 0 : |X(t, ς)| /∈ [0,∞)}. Define the first hitting time of zero to be
υςe = inf{t > 0 : |X(t, ς)| = 0.}. It was proved in [17] that υςe = τ ςe =∞, and
therefore unique positive solutions exist on all of R+, if
(3) sup
u 6=0
2f(u)
g2(u)
= β < 1.
Condition (3) is close to being sharp. (1) has an equilibrium solution
X(t) ≡ 0, and (see [17]) if
(4) lim
u→0
2f(u)
g2(u)
> 1,
then this equilibrium is a.s. unstable: for all ς > 0,
P
[
lim
t→∞
X(t) = 0
]
= 0.
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Alternatively, if
(5) lim
u→0
2f(u)
g2(u)
< 1,
then for all ς > 0
P
[
lim
t→∞
X(t) = 0
]
> 0.
Conditions (3) and (5) require the diffusion coefficient g to have a stabil-
ising effect. For example, consider the scalar stochastic differential equation
with positive polynomial coefficients
(6) dX(t) = X(t)
(
Xν(t)dt+ σXν/2(t)dWt
)
, t ≥ 0, X(0) = ς ≥ 0,
where ν ∈ (0,∞). In this case f(u) = uν and g(u) = σuν/2, and therefore
(3) is satisfied with limu→0
2f(u)
g2(u)
= 2/σ2 < 1 when σ2 > 2. So if the intensity
of the stochastic perturbation is sufficiently large, unique positive solutions
exist on [0,∞) and converge to zero with positive probability. If σ = 0, then
(6) becomes the ordinary differential equation
x′(t) = [x(t)]1+ν , t ≥ 0, x(0) = ς > 0,
solutions of which exist only on the interval [0, τ ςe ) if
(7) τ ςe :=
∫ ∞
ς
1
u1+ν
du <∞.
In this case the existence of a unique global solution (which remains positive
a.s.) and stability of the zero equilibrium with nonzero probability both
require the presence of a sufficiently intense stochastic perturbation, due to
the action of the positive drift. Note finally that the qualitative analysis of
solutions of discrete-time equations in this article does not require f and g
to be locally Lipschitz continuous.
The layout of the article is as follows. In Section 2, we review basic
ideas from the theory of martingales and present two useful convergence
theorems. In Section 3.1 we consider a discrete model of (1) with an i.i.d.
innovation process, and show how an adaptive timestepping strategy that
enforces a constant bound on the drift and diffusion responses allows us to
invoke a.s. stability and instability results from [3]. However, this approach,
which requires the use of a discrete form of the Itoˆ formula, fails when
terms of the innovation process are not mutually independent. This is the
case for the strong approximation given by (2), since the increments of
W are now taken over a random interval which depends on past values of
W . Therefore, in Section 3.2 we adjust our adaptive timestepping strategy
to ensure that it generates a sequence of stopping times with respect to
the natural filtration of W . This will allow us to apply martingale and
semi-martingale convergence results from Section 2 in the proof of our main
results, which are presented in Section 4. Numerical illustrations are given
in Section 5, and proofs of our main results are given in Section 6.
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2. Martingales and convergence theory
In what follows, suppose that (Ω,F , {Gn}n∈N,P) is a complete filtered
probability space. We recall the following definitions
Definition 2.1. (1) A stochastic sequence {Mn}n∈N is said to be a Gn-
martingale, if E|Mn| < ∞ and E [Mn|Gn−1] = Mn−1 for all n ∈ N
a.s.
(2) A stochastic sequence {µn}n∈N is said to be an Gn-martingale-difference,
if E|µn| <∞ and E [µn|Gn−1] = 0 a.s. for all n ∈ N.
The following construction may be found in [3, 10] and will be key to the
proof of one of our main results:
Lemma 2.2. Let {Yi}i∈N be a sequence of non-negative random variables
defined on (Ω,F ,P) and adapted to the filtration {Gn}n∈N, where each Yi
satisfies the following
i) E[Yi] <∞;
ii) E[Yi|Gi−1] = 1.
Then the sequence {Mn}n∈N given by
Mn =
n∏
i=1
Yi, n ∈ N,
is a Gn-martingale.
Proof. See proof of Lemma 2.2 in [10]. 
We now present two convergence results required for the analysis in this
article. The first is a classical result on the convergence of non-negative
martingales, which may be found (for example) in Shiryaev [20]:
Lemma 2.3. If {Mn}n∈N is a non-negative Gn-martingale, then limn→∞Mn
exists with probability one.
The second result provides for the convergence of random sequences that
admit to a particular kind of estimation from above, and was proved in [4]:
Lemma 2.4. Let {Zn}n∈N be a non-negative Fn-measurable process, E|Zn| <
∞ for all n ∈ N, and
Zn+1 ≤ Zn + un − vn + µn+1, n = 0, 1, 2, . . . ,
where {µn}n∈N is a Gn-martingale-difference, {un}n∈N, {vn}n∈N are non-
negative Gn-measurable processes and E|un|,E|vn| <∞ for all n ∈ N.
Then {
ω :
∞∑
n=1
un <∞
}
⊆
{
ω :
∞∑
n=1
vn <∞
}⋂
{Zn →}.
{Zn →} = {ω ∈ Ω : Zn(ω) →} denotes the set of all ω ∈ Ω for which
limn→+∞Zn(ω) exists and is finite.
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3. An adaptive timestepping strategy
3.1. Motivation: strategy for a discrete time model. We will start
by investigating the behaviour of the stochastic difference equation
Xn+1 = Xn
(
1 + hnf(Xn) +
√
hng(Xn)χn+1
)
, n ∈ N,(8)
X0 = ς > 0.
Each χn satisfies the following assumption:
Assumption 2. Suppose that
(1) χn are independent Fn-measurable random variables satisfying
Eχn = 0, Eχ
2
n = 1, E|χn|3 are uniformly bounded;
(2) the probability density function pn of each χn exists and satisfies
x3pn(x)→ 0 as |x| → ∞ uniformly in n.
Eq. (8) is not the strong Euler-Maruyama discretisation of (1), since the
innovation process {χn}n∈N cannot represent a sample of the increments of
W : see Section 3.2 for more detail.
Consider this discrete form of the Itoˆ formula, which was presented and
proved in [3]:
Lemma 3.1. Consider φ : R→ R such that there exists δ > 0 and φ¯ : R→
R satisfying
(1) φ¯ ≡ φ on Uδ = [1− δ, 1 + δ],
(2) φ¯ ∈ C3(R) and ∣∣φ¯′′′(x)∣∣ ≤M for some M and all x ∈ R,
(3)
∫
R
∣∣φ− φ¯∣∣ dx <∞.
Let χ be measurable with respect to the filtration {Gn}n∈N and satisfy As-
sumption 2. Let fn and gn be Gn-measurable uniformly bounded random
variables. Then there exists h0 > 0 such that for all h ≤ h0 and n ∈ N,
E
[
φ
(
1 + fnh+ gn
√
hχn+1
)∣∣∣Gn+1]
= φ(1) + φ′(1)fnh+
φ′′(1)
2
g2nh+O(h
3/2)[fn + g
2
n],
where |O(u)| ≤ K|u| for some K > 0 and all u ∈ R.
Lemma 3.1 was used in [3] to provide conditions for a.s. asymptotic stabil-
ity (using φ(u) = uα) and instability (using φ(u) = u−α) for the equilibrium
solution of (2) when f and g are bounded, α ∈ (0, 1) in both cases. In this
article f and g are not bounded. However, we can exploit the analysis in [3]
by constructing an adaptive timestepping strategy that ensures boundedness
of the drift and diffusion response at each step.
Define, for some h¯ > 0 and for each n ∈ N
(9) hn :=
h¯
1 + f(xn) + g2(xn)
.
Let, also, for each u ∈ R,
(10) Φ(u) :=
f(u)
1 + f(u) + g2(u)
, Γ(u) :=
g(u)√
1 + f(u) + g2(u)
.
6 C. KELLY, A. RODKINA, AND E. RAPOO
Using notation (10) we can write equation (2) as
(11) Xn+1 = xn
(
1 + h¯Φ(Xn) +
√
h¯Γ(Xn)χn+1
)
, x0 = ς > 0, n ∈ N.
We can apply [3, Theorems 6 & 8] to (11) and arrive at the following result.
Theorem 3.2. Let {Xn}n∈N be a solution of (2) where each hn is defined
by (9), where f and g satisfy Assumption 1, and where terms of the sequence
{χn}n∈N satisfy Assumption 2.
(i) If (3) holds then there exists h0 > 0 such that for all h¯ ≤ h0 the
equilibrium solution of (11) is globally a.s. asymptotically stable:
for each ς > 0
lim
n→∞
Xn = 0, a.s.
(ii) If
(12) lim inf
u 6=0
2f(u)
g2(u)
> 1,
then there exists h0 > 0 such that for all h¯ ≤ h0 the equilibrium
solution of (11) is a.s. unstable: for each ς > 0
P
[
lim
n→∞
Xn = 0
]
= 0.
Proof. Solutions of (11) are also solutions of (8), and vice versa. Note that,
for each u ∈ R
0 ≤ Φ(u) ≤ 1, 0 ≤ Γ(u) ≤ 1,
and Φ and Γ satisfy all conditions of Assumption 1. Note also that Con-
dition (3) implies that supu 6=0
2Φ(u)
Γ2(u)
< 1, and condition (12) implies that
lim infu 6=0
2Φ(u)
Γ2(u)
> 1. 
Therefore we see that, for the discrete-time model (8), an adaptive hn may
be constructed at each step which bounds the response of the discrete-time
drift and diffusion coefficients (even if the drift and diffusion coefficients of
the corresponding stochastic differential equation are unbounded) and allows
us to apply existing results on a.s. stability and instability from [3].
3.2. Strategy for the strong Euler-Maruyama discretisation. The
strong Euler-Maruyama discretisation of (1) is given by
(13) Xn+1 = Xn (1 + hnf(Xn) + g(Xn)△Wn+1) , n ∈ N,
where △Wn+1 :=W (tn+1)−W (tn). Unfortunately, we cannot now directly
apply the discrete Itoˆ formula given by Lemma 3.1 in Section 3.1, since
terms of the sequence {∆Wn}n∈N are not independent: the length of the
increment hn = tn+1 − tn depends on Xn, and therefore on the Wiener
path up to time tn. Therefore Assumption 2 is not satisfied, and we must
modify the approach that leads to Lemma 3.1. Since the innovation process
directly samples trajectories ofW , it is now necessary to ensure that each tn
is an Ft-stopping time, where (F)t≥0 is the natural filtration of W , in order
that the appropriate semi-martingale convergence theory may be applied.
The importance of this issue was raised for the first time in the context of
Euler-Maruyama methods with random variable stepsizes in Liu & Mao [13].
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To this end, we must modify the sequence defined by (9) to
(14) hn =
h¯
1 + ⌊f(Xn)⌋+ ⌊g2(Xn)⌋
where ⌊a⌋ denotes the integer part of a ∈ [0,∞), so that ⌊a⌋ + 1 > a and
h¯ > 0 is a small convergence parameter.
Definition 3.3. Suppose that each member of the sequence {tn}n∈N is an
Ft-stopping time: i.e. {tn ≤ t} ∈ Ft for all t ≥ 0 where (Ft)t≥0 is the natural
filtration of W . We may then define a discrete time filtration {Ftn}n∈N by
Ftn = {A ∈ F : A ∩ {tn ≤ t} ∈ Ft} , n ∈ N.
Lemma 3.4. Consider the sequence {tn :=
∑n
i=1 hn}, where each hn is de-
fined by (14). Then each tn is an Ft-stopping time.
Proof. The proof follows the procedure described in Step 1 of Theorem 3.1
in Liu & Mao [13]. 
As in [13], we note that the modified form of the sequence hn in (14) is mo-
tivated by the need for each timestep to be rational, which is automatically
the case when the method is implemented on a finite state machine.
Remark 1. Since tn and tn−1 are Ft-stopping times and Ftn−1-measurable,
∆Wn+1 is Ftn-conditionally normally distributed, with conditional distribu-
tion
(15) Ψn+1(t) =
1√
2pi(tn+1 − tn)
∫ t
−∞
e
− x
2
2(tn+1−tn)ds.
Moreover, there exists K > 0 such that the first three conditional moments
of △Wn+1 obey
E
[
∆Wn+1
∣∣Ftn] = 0, a.s.;
E
[|∆Wn+1|2∣∣Ftn] = tn+1 − tn, a.s.;
E
[|∆Wn+1|3∣∣Ftn] ≤ K|tn+1 − tn|3/2, a.s.
Remark 2. The notion of an admissible adaptive timestepping scheme was
introduced in Definition 2.3 of [9] as a way of ensuring the strong convergence
of an adaptive explicit Euler method for SDEs with one-sided Lipschitz drift
and globally Lipschitz diffusion coefficients. Note that the conditions placed
upon f and g in the present article are significantly weaker, and in general a
one-sided Lipschitz condition does not hold. So we cannot assume or expect
strong convergence of the method, rather we are only concerned with the
preservation of dynamics in the discretisation. Nor do we impose maximum
and minimum stepsizes hmax and hmin for the theoretical analysis here. Such
bounds are essential to the convergence analysis in [9], but are not required
for an analysis of discrete dynamics.
4. Main results
All proofs are deferred to Section 6.
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4.1. A.s. stability and instability. In this section we present sufficient
conditions on solutions of (13) for solutions to demonstrate a.s. stability
and instability.
Theorem 4.1. Let {Xn}n∈N be a solution of (13) with initial value X0 =
ς > 0, and the sequence {hn}n∈N satisfy (14). Suppose that f and g satisfy
the conditions of Assumption 1 and there exists β < 1 such that
(16) sup
u 6=0
2f(u)
g2(u)
= β.
Then there exists h0 > 0 such that for all h¯ < h0,
lim
n→∞
Xn = 0, a.s.
Theorem 4.2. Let {Xn}n∈N be a solution of (13) with initial value X0 =
ς > 0, and the sequence {hn}n∈N satisfies (14). Suppose that f and g satisfy
the conditions of Assumption 1 and there exists γ > 1 such that
(17) lim inf
u→0
2f(u)
g2(u)
= γ.
Then there exists h0 > 0 such that for all h¯ < h0,
P
[
lim
n→∞
Xn = 0
]
= 0.
4.2. Positivity. In this section we suppose that the number of timesteps
N ∈ N is fixed, and provide conditions for a lower bound on the probability
that the corresponding solution values of (13) with adaptive timesteps sat-
isfying (14) remain positive. If the estimate is pre-determined then its value
influences a constraint on the range of possible values of the parameter h¯.
Theorem 4.3. Let {Xn}n∈N be a solution of (13) with initial value X0 =
ς > 0, and the sequence {hn}n∈N satisfies (14). Suppose that f and g satisfy
the conditions of Assumption 1. Then, for each ε ∈ (0, 1) there exists h¯(ε) >
0 such that, for all h¯ ∈ (0, h¯(ε))
P[XN > 0,XN−1 > 0, . . . ,X0 > 0] > 1− ε.
The value of h¯(ε) may itself be estimated: see Remark 3.
5. A numerical example
The equation (6) with ν = 2 and ς = 1, may be written
(18) dX(t) = X3(t)dt+ σX2(t)dWt, t ≥ 0, X(0) = 1.
We will use the adaptive timestepping rule defined by (14) to approximate
trajectories of (18) via the explicit Euler-Maruyama method:
(19) Xn+1 = Xn + hnX
3
n + σX
2
n△Wn+1, n ≥ 0, X0 = 1.
Note that 2f(u)/g2(u) = 2/σ2 < (>)1 if σ > (<)
√
2.
In Figure 1 we illustrate the case where σ <
√
2, displaying a trajectory
and the corresponding time series of stepsizes taken by the method for σ = 0
(first row), and σ = 1 (third row) with h¯ = 1. Instability and an apparent
finite-time explosion is observed in each case, and each trajectory has only
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positive values, as expected. In the second row, we have reduced the maxi-
mum timestep for the σ = 0 trajectory to h¯ = 0.1, and we observe that the
apparent explosion time now occurs closer to τ ςe = 0.5, as computed for the
underlying SDE via (7).
The average stepsize for the σ = 0 trajectory with h¯ = 1 is 0.0017706,
with h¯ = 0.1 is 1.0832×10−4 , and for the σ = 1 trajectory it is 6.3593×10−6 .
We note that the timesteps quickly approach zero as the trajectory grows
and so in the second column of Figure 1 we only show the magnitude of the
first 100 timesteps for clarity of presentation.
In Figure 2 we illustrate the case where σ >
√
2, displaying a trajectory
and the corresponding time series of stepsizes taken by the method for σ = 2
(first row), and σ = 3 (second row) with h¯ = 1. Apparent asymptotic
stability is observed in each case, though negative values are observed when
σ = 3. By reducing the maximum h¯ to 0.1 we are able to preserve the
positivity of the path (third row). Note that, as each trajectory approaches
the equilibrium at zero, the adaptive steps settle at a value close to the
maximum possible value h¯.
The average stepsize for the σ = 2 trajectory is 0.96442, for the σ = 3
trajectory with h¯ = 1 it is 0.38223, and for the σ = 3 trajectory with
h¯ = 0.1 it is 0.097674. We show the magnitude of all computed timesteps
in the second column of Figure 2.
In all cases, note that the timesteps are indexed against step number,
whereas the trajectory is plotted in time. Since the mesh is non-uniform and
different for each trajectory, care must be taken when making comparisons.
6. Proofs
6.1. Technical construction. We begin with the following useful lemma
which may be found in, for example, [18].
Lemma 6.1. Let Y be a random variable with probability distribution func-
tion Φ and bounded third moment: E|Y |3 ≤ K. Then
Φ(u)|u|3 ≤ K, for all u < 0.
Lemma 6.2. Let {Xn}n∈N be a solution of (13), where f and g satisfy
Assumption 1 and hn is defined as in (14). Then the following estimates
hold on all trajectories:
hn ∈(0, h);
hnf(Xn) =
h¯f(Xn)
1 + ⌊f(xn)⌋+ ⌊g2(Xn)⌋ ≤ h¯;√
hng(Xn) =
√
h¯g(Xn)√
1 + ⌊f(xn)⌋+ ⌊g2(Xn)⌋
≤
√
h¯.
(20)
It will be convenient to define the following:
Definition 6.3. Let {Xn}n∈N be a solution of (13). Denote
(21) Un := f(Xn)hn + g(Xn)∆Wn+1,
so that
(22) |Xn+1|α = |Xn|α (1 + Un)α , X0 = ς 6= 0, n = 0, 1, 2, . . . .
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Figure 1: Trajectories and adaptive timestep sizes for (19) with σ = 0 (first
row) and σ = 1 (second row).
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Figure 2: Trajectories and adaptive timestep sizes for (19) with σ = 2 (first
row) and σ = 3 (second and third rows).
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Definition 6.4. We define the following auxiliary functions for use in the
proofs of our main results
(1) φ¯ ∈ C3(R;R) is such that, for some M > 0
(23) φ¯(u) = |u|α, u ∈ (−∞,−0.5) ∪ (0.5, ∞); |φ¯′′′(u)| ≤M, u ∈ R.
(2) ψ¯ ∈ C3(R;R) is such that, for some M > 0
(24) ψ¯(u) = |u|−α, u ∈ (−∞,−0.5) ∪ (0.5, ∞); |ψ¯′′′(u)| ≤M, u ∈ R.
The auxiliary functions φ¯ and ψ¯ have the following properties, which may
be proved straightforwardly.
Lemma 6.5. Let φ¯ be as defined in (23). Then
φ¯(1) = 1, φ¯′(1) = α, φ¯′′(1) = α(α − 1),
and for some H > 0 we have
(25)
∣∣φ¯(u)− |u|α∣∣ ≤ H, for all u ∈ R.
Lemma 6.6. Let ψ¯ be as defined in (24). Then
ψ¯(1) = 1, ψ¯′(1) = −α, ψ¯′′(1) = α(α+ 1),
and there exists M∗ > 0 such that |ψ¯(u)| ≤M∗ for all u ∈ R.
Next, we show that the absolute expectations of the solutions of (13) are
bounded above.
Lemma 6.7. Let {Xn}n∈N be a solution of (13). For each n ∈ N there
exists a nonrandom Bn ∈ (0,∞) such that
E|Xn+1| ≤ Bn, n ∈ N.
Proof. We can assume without loss of generality that h < 1. Applying (20)
and the tower property of conditional expectation,
E|Xn+1| ≤ E|Xn|+ E|Xnf(Xn)hn|+ E|Xng(Xn)∆Wn+1|
≤ E|Xn|+ hE|Xn|+ E
[
E
[|Xng(Xn)∆Wn+1|∣∣Ftn−1]]
≤ 2E|Xn|+ E
[|Xng(Xn)|E [|∆Wn+1|∣∣Ftn−1]]
≤ 2E|Xn|+ E
∣∣∣Xng(Xn)√hn∣∣∣
≤ 2E|Xn|+
√
h¯E |Xn|
≤ 3E|Xn| := Bn,(26)
which is a finite deterministic constant for each n ∈ N by induction, since
E|X0| = E|ς| <∞.

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6.2. Intermediate results for the proof of Theorem 4.1.
Lemma 6.8. Let {Xn}n∈N be a solution of (13) where (16) holds. Suppose
that M is the bound in (23), and α ∈ (0, 1 − β), where β < 1 is the bound
in (16). Then there exists h0 such that for all h¯ ≤ h0
(27) E
[|1 + Un|α∣∣Ftn−1] ≤ 1− 2αλhng2(Xn)
(
1 + h¯2
3M
2α
)
, a.s.,
where λ := −(1− α− β)/2 > 0.
Proof. Apply a Taylor expansion to φ¯ around 1, using the conditional mo-
ment estimates in Remark 1 and the fact that each Xn and hn are Ftn−1
measurable, there exists θ ∈ (0, Un) such that
E
[
φ¯(1 + Un)
∣∣Ftn−1] = 1 + αf(Xn)hn
+
α(α − 1)
2
E
[
f2(Xn)h
2
n + 2g(Xn)f(Xn)hn∆Wn + g
2(Xn)[∆Wn+1]
2
∣∣Ftn−1]
+ E
[
φ¯′′′(θ)U3n
6
∣∣∣∣Ftn−1
]
, a.s.
Again by the conditional moment estimates in Remark 1 we have
E
[
φ¯′′′(θ)U3n
6
∣∣∣∣Ftn−1
]
≤ M
6
E
[|U3n|∣∣Ftn−1]
≤ M
2
∣∣∣f3(Xn)h3n + g3(Xn)E [[∆Wn+1]3 ∣∣Ftn−1]∣∣∣
≤ M
2
[
f3(Xn)h
3
n + g
3(Xn)K1h
3/2
n
]
, a.s.
Applying (20) and the conditional moment estimates in Remark 1, noting
that
α(α − 1)
2
f2(Xn)h
2
n ≤ 0,
and
E
[
g2(xn)(∆Wn+1)
2
∣∣Ftn−1] = g2(xn)E [(∆Wn+1)2∣∣Ftn−1] = hng2(xn), a.s.,
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we arrive at
E
[
φ¯(1 + Un)
∣∣∣∣Ftn−1
]
≤ 1 + αhn
[
f(Xn)− 1− α
2
g2(Xn)
]
+
3M
2
[
f3(Xn)h
3
n + g
3(Xn)K1h
3/2
n
]
≤ 1 + αhn
[
f(Xn)− 1− α
2
g2(Xn)
]
+
3M
2
h¯2f(Xn)hn +
3MK1
2
g2(Xn)hn
√
h¯
= 1 + αhn
[
f(Xn)
(
1 + h¯2
3M
2α
)
−
(
1− α
2
−
√
h¯
3MK1
2α
)
g2(Xn)
]
= 1 +
1
2
αhng
2(Xn)
[
2f(Xn)
g2(Xn)
(
1 + h¯2
3M
2α
)
−
(
(1− α)−
√
h¯
3MK1
α
)]
, a.s.(28)
Now we estimate
E
[∣∣φ¯(1 + Un)− |1 + Un|α∣∣ ∣∣Ftn−1]
= E
[∣∣φ¯(1 + f(Xn)hn + g(Xn)∆Wn+1)
−|1 + f(Xn)hn + g(Xn)∆Wn+1|α|
∣∣Ftn−1] .
We have,
(29) |1 + Un| ≤ 1
2
⇐⇒ −1
2
≤ 1 + f(Xn)hn + g(Xn)∆Wn+1 ≤ 1
2
,
which is equivalent to
(30) −
1
2 + 1 + f(Xn)hn
g(Xn)
≤ ∆Wn+1 ≤
1
2 − 1− f(Xn)hn
g(Xn)
.
Denote by Ψn the distribution function of ∆Wn conditioned upon Ftn−1 .
Then, by (25), we have
E
[∣∣φ¯(1 + Un)− |1 + Un|α∣∣ ∣∣Ftn−1]
=
∫
|1+Un|≤
1
2
∣∣φ¯(1 + Un)− |1 + Un|α∣∣ dΨn ≤ H
−( 1
2
+f(xn)hn)/g(xn)∫
−( 3
2
+f(xn)hn)/g(xn)
dΨn
= HΨn
(
−12 − f(xn)hn
g(xn)
)
−HΨn
(
−
3
2 + f(xn)hn
g(xn)
)
, a.s.
Due to (15) and the conditional moment estimates in Remark 1, and Lemma
6.1, we have[
3/2 + f(Xn)hn
g(Xn)
]3
Ψn
(
−3/2 + f(Xn)hn
g(Xn)
)
≤ Kh3/2n ,
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so that
Ψn
(
−3/2 + f(Xn)hn
g(Xn)
)
≤ K h
3/2
n g3(Xn)
[3/2 + f(Xn)hn]
3 ≤ K2h3/2n g3(Xn).
Similarly,
Ψn
(
−1/2 + f(Xn)hn
g(Xn)
)
≤ K1 h
3/2
n g3(Xn)
[1/2 + f(Xn)hn]
3 ≤ K3h3/2n g3(Xn).
Again applying (20), we arrive at
(31) E
[∣∣φ¯(1 + Un)− |1 + Un|α∣∣ ∣∣Ftn−1]
≤ K4h3/2n+1g3(xn) ≤ K4h¯1/2hng2(xn) a.s.
Combining (28) with (31) we arrive at
E
[|1 + Un|α∣∣Ftn−1]
= 1 +
1
2
αhng
2(Xn)
×
[
2f(Xn)
g2(Xn)
(
1 + h¯2
3M
2α
)
−
(
(1− α)−
√
h¯
3MK1 + 2K4
α
)]
= 1 +
1
2
αhng
2(Xn)
(
1 + h¯2
3M
2α
)
×

2f(Xn)
g2(Xn)
−
(
(1− α)−
√
h¯ 3MK1+2K4α
)
(
1 + h¯2 3M2α
)

 , a.s.(32)
Let β be defined as in (16) and recall that 0 < α < 1− β. We can choose
h0 > 0 such that for all h¯ ≤ h0
1− α−
√
h¯ 3MK1+2K4α
1 + h¯2 3M2α
> 1− α− 1− α− β
2
=
1− α+ β
2
> 0.
Then, for each n ∈ N,
2f(Xn)
g2(Xn)
−
(
(1− α)−
√
h¯3MK1+2K4α
)
(
1 + h¯2 3M2α
) < β − 1− α+ β
2
= −1− α− β
2
,
and (32) can be written as (27), which completes the proof. 
Lemma 6.9. Let {Xn}n∈N be a solution of (13) where (16) holds. Suppose
α ∈ (0, 1 − β), where β < 1 is the bound in (16). Then {µn}n∈N is an
Ftn-martingale-difference, where
(33) µn := |Xn(1 + Un)|α − E
[|Xn(1 + Un)|α ∣∣Ftn−1]
and {Mn}n∈N is an Ftn−1-martingale, where
(34) Mn :=
n+1∑
i=1
µi, n ∈ N.
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Proof. Since |Xn(1 + Un)|α > 0, and by Jensen’s inequality for concave func-
tions, we have
E|µn| ≤ E
∣∣Xn(1 + Un)|α − E [|Xn(1 + Un)|α| ∣∣Ftn−1]∣∣
≤ E|Xn(1 + Un)|α + E
[
E
[|Xn(1 + Un)|α ∣∣Ftn−1]]
≤ (E|Xn(1 + Un)|)α + E|Xn(1 + Un)|α
≤ 2 (E|Xn(1 + Un)|)α
≤ 2Bαn+1, a.s.,
where Bn <∞ is as defined in (26). Also, since E
[|Xn(1 + Un)|α ∣∣Ftn−1] is
Ftn−1 -measurable,
E
[
µn+1
∣∣Ftn−1] = E [|Xn(1 + Un)|α ∣∣Ftn−1]
−E [E [|Xn(1 + Un)|α ∣∣Ftn−1] ∣∣Ftn−1]
= E
[|Xn(1 + Un)|α ∣∣Ftn−1]− E [|Xn(1 + Un)|α ∣∣Ftn−1]
= 0, a.s.,
from which the statement of the lemma follows. 
6.3. Intermediate results for the proof of Theorem 4.2.
Lemma 6.10. Let {Xn}n∈N be a solution of (13) where (17) holds, and
suppose that α ∈ (0, γ − 1), where γ > 1 is the bound in (17). Then, for
some constants K1 > 0 and K7 > 0, a.s.,
(35) E
[|1 + Un|−α∣∣Ftn−1]
≤ 1− 1
2
αhng
2(Xn)

2f(Xn)
g2(Xn)
−
(
(1 + α) +
√
h¯3MK1+2K7α
)
(
1− h¯α+12 − h¯2 3M2α
)

 .
Proof. Let Un be defined by (21). Proceeding as in the proof of Lemma 6.8,
we have
E
[
ψ¯(1 + Un)
∣∣Ftn−1] = 1− αf(Xn)hn
+
α(α + 1)
2
E
[
f2(Xn)h
2
n + 2g(Xn)f(Xn)hn∆Wn + g
2(Xn)[∆Wn+1]
2
∣∣Ftn−1]
+ E
[
φ¯′′′(θ)U3n
6
∣∣∣∣Ftn−1
]
, a.s.,
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leading to
E
[
ψ¯(1 + Un)
∣∣Ftn−1]
≤ 1− αhn
[
f(Xn)
[
1− α+ 1
2
f(Xn)hn
]
− 1 + α
2
g2(Xn)
]
+
3M
2
[
f3(Xn)h
3
n + g
3(Xn)K1h
3/2
n
]
≤ 1− αhn
[
f(Xn)
(
1− α+ 1
2
f(Xn)hn
)
− 1 + α
2
g2(Xn)
]
+
3M
2
h¯2f(Xn)hn +
3MK1
2
g2(Xn)hn
√
h¯
= 1− αh¯n
[
f(Xn)
(
1− α+ 1
2
h¯− h¯2 3M
2α
)
−
(
1 + α
2
+
√
h¯
3MK1
2α
)
g2(Xn)
]
= 1− 1
2
αhng
2(Xn)
[
2f(xn)
g2(Xn)
(
1− α+ 1
2
h¯− h¯2 3M
2α
)
−
(
(1 + α) +
√
h¯
3MK1
α
)]
, a.s.(36)
Next we estimate E
[∣∣ψ¯(1 + Un)− |1 + Un|−α∣∣ ∣∣Ftn−1]. As before, denote
by Ψn the distribution function of ∆Wn conditioned upon Ftn−1 . Then
E
[∣∣ψ¯(1 + Un)− |1 + Un|−α∣∣ ∣∣Ftn−1]
=
∫
|1+Un|≤
1
2
∣∣ψ¯(1 + Un)− |1 + Un|−α∣∣ dΨn
≤
∫
|1+Un|≤
1
2
|ψ¯(1 + Un)|dΨn +
∫
|1+Un|≤
1
2
|1 + Un|−αdΨn.
By Lemma 6.6, and reusing the relations (29) and (30), we may redo the
equivalent calculations from the proof of Lemma 6.8 to show that there
exists K5 > 0 such that∫
|1+Un|≤
1
2
|ψ¯(1 + Un)|dΨn
≤ M∗
∫
|1+Un|≤1/2
dΨn =M
∗
− 1/2+f(Xn)hn
g(Xn)∫
−
3/2+f(Xn)hn
g(Xn)
dΨn
= M∗Ψn
(−1/2− f(Xn)hn
g(Xn)
)
−M∗Ψn
(
−3/2 + f(Xn)hn
g(Xn)
)
≤ K5h3/2n g3(Xn).
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Making the substitution u := 1 + f(Xn)hn + g(Xn)z and applying (15), we
get ∫
|1+Un|≤
1
2
|1 + Un|−αdΨn
=
∫
|1+f(xn)hn+g(xn)z|≤
1
2
|1 + f(xn)hn + g(xn)z|−α 1√
2pihn
exp
(
− z
2
2hn
)
dz
=
1√
2pihn
∫
|u|≤ 1
2
|u|−α exp

−
(
u−1−f(xn)hn
g(xn)
)2
2hn

 dz.
For |u| ≤ 12 , we have
−3
2
− f(Xn)hn ≤ u− 1− f(Xn)hn ≤ −1
2
− f(Xn)hn,
which implies
|u− 1− f(Xn)hn| ≥ 1
2
+ f(Xn)hn ≥ 1
2
.
So, for |u| ≤ 12 ,
exp

−
(
u−1−f(Xn)hn
g(Xn)
)2
2hn

 ≤ exp(− 1
8hng2(Xn)
)
.
Applying the estimate e−u ≤ u−2 for u > 0, we get
exp

−
(
u−1−f(Xn)hn
g(Xn)
)2
2hn

 ≤ exp
(
− 1
8hng2(Xn)
)
≤ 64h2ng4(Xn).
Noting that ∫
|u|≤ 1
2
|u|−αdu = 2
(1− α)21−α ,
we get, for some constant K6 > 0,∫
|1+Un|≤
1
2
|1 + Un|−αdΨn ≤ K6h2ng4(Xn),
and, therefore, applying (20), we arrive at∫
|1+Un|≤
1
2
|1 + Un|−αdΨn ≤ K6h3/2n g3(Xn).
It immediately follows that
(37) E
[∣∣ψ¯(1 + Un)− |1 + Un|−α∣∣ ∣∣Ftn−1] ≤ K7√h¯hng2(Xn).
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Combining (36) with (37) we arrive at
E
[|1 + Un|−α∣∣Ftn−1]
= 1− 1
2
αhng
2(Xn)
[
2f(Xn)
g2(Xn)
(
1− h¯α+ 1
2
− h¯2 3M
2α
)
−
(
(1 + α) +
√
h¯
3MK1 + 2K7
α
)]
= 1− 1
2
αhng
2(Xn)

2f(Xn)
g2(Xn)
−
(
(1 + α) +
√
h¯3MK1+2K7α
)
(
1− h¯α+12 − h¯2 3M2α
)

 , a.s.,
which completes the proof. 
Lemma 6.11. Let {Xn}n∈N be a solution of (13). Then
Mn =
n∏
k=0
(1 + Uk)
−α
E
[|1 + Uk|−α∣∣Ftk−1]
is a non-negative Ftn-martingale.
Proof. Let
Yk :=
(1 + Uk)
−α
E
[|1 + Uk|−α∣∣Ftk−1] , k ∈ N.
Note that each Yk is nonnegative, and
E
[
Yk
∣∣Ftk−1] = E
[
(1 + Uk)
−α
E
[|1 + Uk|−α∣∣Ftk−1]
∣∣∣∣Ftk−1
]
= 1, a.s.,
and
E [Yk] = E
[
E
[
Yk
∣∣Ftk−1]] = E (1) <∞.
Therefore eachMn is non-negative and, by Lemma 2.2, the sequence {Mn}n∈N
is an Ftn-martingale. 
6.4. Proofs of main results.
Proof of Theorem 4.1. Denote, for each n ∈ N,
zn := |Xn|α, vn := 1
2
αλhng
2(Xn)
(
1 + h¯2
3M
2α
)
.
Note that zn ≥ 0 and vn ≥ 0, for each n ∈ N, and Eq. (22), (27), (33), and
(34) yield
zn+1 ≤ zn − vn +Mn, n ∈ N.
Applying (20) and Lemma 6.7, we obtain for each n ∈ N that
Ezn <∞, Evn ≤ 2αλ
(
1 + h¯2
3M
2α
)
<∞.
From Lemma 2.4 we conclude that both zn and
∑n
i=0 vi converge a.s. There-
fore |xn| converges a.s. to some nonnegative random variable a0. This im-
plies in particular that for a.a. ω ∈ Ω, there exists N0(ω) ∈ N such that, for
n ≥ N0(ω),
(38)
1
2
a0(ω) ≤ |Xn(ω)| ≤ 3
2
a0(ω).
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We want to prove that a0 = 0 a.s. Suppose it is not true, then there exists
Ω1 ⊂ Ω, P[Ω1] > 0, such that, on Ω1, a0(ω) > 0. Eq. (38) and the continuity
of f and g imply that there exist positive random values H1 and H2 such
that, for a.a. ω ∈ Ω,
f (Xn(ω)) ≤ H1(ω), g2 (Xn(ω)) ≤ H2(ω), for n ≥ N0(ω),
and therefore,
hn(ω) =
h¯
1 + ⌊f(Xn(ω))⌋+ ⌊g2(Xn(ω))⌋ ≥
h¯
1 +H1(ω) +H2(ω)
.
By Assumption 1 there also exist N1(ω) ∈ N and H3(ω) ∈ R, such that for
ω ∈ Ω1 we have
g2(Xn(ω)) ≥ H3(ω) for n ≥ N1(ω).
We have
∞∑
i=0
hi =
N0∑
i=0
hi +
∞∑
i=N0+1
hi ≥
∞∑
i=N0+1
h¯
1 +H1 +H2
=∞, a.s.
On Ω1, we have
∞∑
i=0
vi ≥
∞∑
i=N1
1
2
αλhig
2(Xi)
(
1 + h¯2
3M
2α
)
≥ 1
2
αλH3
(
1 + h¯2
3M
2α
) ∞∑
i=N1
hi =∞.
The contradiction thus obtained proves the result. 
Proof of Theorem 4.2. Iterating equation (13) back to the initial value gives
(39) |Xn+1|α = |ς|α
n∏
k=0
(1 + Uk)
α , n ∈ N,
which can be written
|Xn+1|α =|ς|α ·
(
n∏
k=0
(1 + Uk)
−α
E
[|1 + Uk|−α|Ftk−1]
)−1
· 1∏n
k=0 E
[|1 + Uk|−α|Ftk−1]
= |ς|α · 1
Mn
· 1∏n
k=0E
[|1 + Uk|−α|Ftk−1] , n ∈ N.
(40)
Since, by Lemma 6.11, Mn is a non-negative Ftn -martingale, it converges
a.s. to a finite limit by Lemma 2.3. Therefore 1/Mn is ultimately bounded
away from 0 a.s.
We proceed by contradiction, and assume that P{Ω2} > 0, where
Ω2 := {ω : limn→∞Xn(ω) = 0}. Let γ > 1 be as defined in (17) in the
statement of the theorem and, as required in the statement of Lemma 6.10,
we choose α so that 0 < α < γ − 1. Again, by (17), we can choose δ ∈
(0, γ − 1− α) and N(ω, δ) such that, for ω ∈ Ω2
2f(Xn)
g2(Xn)
> γ − α− δ > 1, for all n ≥ N(ω, δ).
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Developing from estimate (35) in the statement of Lemma 6.10, we now
choose h0 > 0 such that for all h¯ ≤ h0
1 + α+
√
h¯3MK1+2K7α
1− h¯α+12 − h¯2 3M2α
< 1 + α+
γ − 1− α− δ
2
=
1 + α+ γ − δ
2
.
Then, for each n ≥ N(ω, δ),
2f(Xn)
g2(Xn)
−
(
(1 + α) +
√
h¯3MK1+2K7α
)
(
1− h¯α+12 − h¯2 3M2α
)
> γ − α− δ − 1 + α+ γ − δ
2
=
γ − 1− α− δ
2
=: λ¯ > 0.
Applying this to (35) yields that, for all n ≥ N(ω, δ),
(41) E
[|1 + Un|−α∣∣Ftn−1] ≤ 1− 2αλ¯hng2(Xn) ≤ 1, a.s.
Applying this inequality to representation (40) we obtain, for n ≥ N(ω, δ)
|Xn+1|α ≥ |ς|α · 1
Mn
· 1∏n≥N(ω,δ)+1
k=0 E
[|1 + Uk|−α|Ftk−1] .
The only n dependent factor on the RHS is Mn which tends to a nonzero
limit, by Lemma 2.3. All other factors are nonzero, so Xn cannot converge
to zero on Ω2. The contradiction thus obtained completes the proof. 
Proof of Theorem 4.3. Define
Ri = Ri(N) = {Xi > 0,Xi−1 > 0, . . . ,X1 > 0,X0 > 0}, i = 0, 1, . . . , N.
Since the initial value ς > 0, we have P[R0] = 1 and therefore
P [RN ] = P
[
N⋂
i=0
Ri
]
=
N∏
i=1
P
[Ri∣∣Ri−1, . . .R0]
=
N−1∏
i=0
P
[
Xi+1 > 0
∣∣Ri]
=
N−1∏
i=0
P
[
Xi+1 > 0
∣∣Xi > 0, . . . ,X0 > 0] .
(42)
Note that, on the event Ri, the inequality Xi+1 > 0 is equivalent to
1 + hif(Xi) + g(Xi)∆Wi+1 > 0,
which, in turn, is equivalent to
∆Wi+1√
hi
> −1 + hif(Xi)√
hig(Xi)
.
Since f(x) in nonnegative for all x, and
√
hig(xi) ≤
√
h, by (20) we have,
for Xi > 0,
(43) − 1 + hif(Xi)√
hig(Xi)
≤ − 1√
hig(Xi)
≤ − 1√
h¯
.
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Therefore{
u ≥ − 1√
h¯
}
⊆
{
u ≥ − 1√
hig(Xi)
}
⊆
{
u ≥ −1 + hif(Xi)√
hig(Xi)
}
.
Recall from Remark 1 that the random variable ζi+1 := ∆Wi+1/
√
hi is
distributed conditionally upon Fti like a standard normal variable Z ∼
N (0, 1). So we may apply (42), the inequality (43), and the fact that Φ is a
symmetric distribution function to get
P[PN ] =
N−1∏
i=0
P
[
Xi+1 > 0
∣∣Fti ∩Ri}]
=
N−1∏
i=0
P
[
∆Wi+1√
hi
> −1 + hif(Xi)√
hig(Xi)
∣∣∣∣Fti ∩Ri
]
≥
N−1∏
i=0
P
[
ζi+1 > − 1√
h¯
∣∣∣∣Fti ∩Ri
]
=
N−1∏
i=0
P
[
Z > − 1√
h¯
]
=
(
P
[
Z > − 1√
h¯
])N
=
(
1− Φ
(
− 1√
h¯
))N
=
(
Φ
(
1√
h¯
))N
.
Fix ε ∈ (0, 1), then for all h¯ ∈ (0, h¯(ε)) we have(
Φ
(
1√
h¯
))N
≥ 1− ε,
where (since Φ is non-decreasing on R and therefore invertible)
h¯(ε) :=
1(
Φ−1
[
(1− ε) 1N
])2 ,
providing the statement of the Theorem. 
Remark 3. We can derive an alternative, computationally more convenient
bound on h¯ using the following set of inequalities due to Sasvari & Chen [19]:
(44)
√
1− e−x2/2 < 1√
2pi
∫ x
−x
e−s
2/2ds <
√
1− e−2x2/pi.
Applying the left-hand-part of (44) gives[
Φ
(
1√
h¯
)]N
>
[
1
2
+
1
2
√
1− e−1/(2h¯2)
]
≥ 1− ε,
which can be used similarly to derive the bound
h1(ε) :=
(
2 ln
(
1
1− (2(1− ε)1/N − 1)2
))−1/2
.
This bound is real-valued and positive for all ε ∈ (0, 1), and has the advantage
of not requiring that we invert Φ.
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