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Continuum models describe the interactions between inclusions in smec-
tic liquid crystals. We use such models to describe two systems where objects
disrupt the layer-spacing in smectics.
Bilayer membranes composed of a mixture of saturated and unsatu-
rated phospholipids can phase-separate, forming liquid-ordered domains rich
in saturated lipids. Recent experiments have shown that lamellar stacks of
such membranes form columns of liquid ordered domains, aligned across many
neighbouring lamellae. Continuum models suggest that such a columnar ar-
rangement is not energetically favourable. Instead, domains would be expected
to be laterally offset from those in vertically neighbouring layers, to minimise
the cost of their membrane deformation. We provide an explanation for this
apparent contradiction by introducing interfacial energies between the phases,
for which we provide bounds.
The presence of embedded particles, of diameter comparable to the
smectic layer spacing, results in a distortion of the smectic ordering. We con-
sider a system of self-propelling colloidal particles (“swimmers”) in a smectic
liquid crystal. These swimmers are confined between the smectic layers, but
interact with swimmers in other layers via the distortions that they induce
in the smectic ordering. We find that the motion of these swimmers is then
controlled by a combination of their own motility and the forces that they






Order arises in nature in many ways and across all scales. In this work we
seek to understand how order arises in certain microscopic, layered systems -
smectic liquid crystals. The two systems we will look at in the coming chapters
are quite different, but how their layered structure induces the development
of additional order is the common theme that unites them.
Phospholipid bilayers are structures essential to the cellular world. Not
only do they form the boundary between cells and their environments, but they
are also the site where a multitude of vital processes take place [4]. For all that
the structure of cell membranes in the form of the fluid mosaic model has been
known for around fifty years [51], much is still unknown. A persistent question
is how information passes across membranes via trans-membrane proteins or
other means [32].
Under appropriate conditions, it has been observed that bilayers com-
prised of mixtures of saturated and unsaturated lipids can phase separate into
fluid and ordered phases. This results in the formation of roughly circular,
liquid-ordered domains, which have been linked to lipid rafts in cell mem-
branes [50]. These rafts are thought to provide more stable platforms in the
cell membrane, where functionally trans-membrane proteins may be grouped
[7].
Recent work by Parikh and collaborators [56] has shown that ordered
domains in stacks of bilayers can align into columnar arrangements spanning
1
many neighbouring layers. The energetic cost of aligning these microdomains
is not yet well understood. Stacked bilayer membranes, so called lamellar
bodies, are important in biological systems such as chloroplasts [23, 60], and
are widely used in the study of membrane structure by x-ray diffraction or
NMR spectroscopy [7]. The potential of aligned domains in lamellar systems
for the construction of stable protein assemblies, capable of acting in series
across multiple membranes, has many potential applications, and so more
information on the stability of these structures would be valuable in realising
these [29, 7, 57]. Continuum models of smectic liquid crystals offer a route to
better understand the origin of the morphology of these aligned domains.
Lamellar systems occur in many places in nature. There exists work,
both theoretical [62, 49] and some experimental [43] looking at the effect of in-
troducing inert foreign particles into such systems. However, there is currently
conspicuously little research that has so far explored the possible consequences
of introducing auto-motile particles into such a system [21].
Continuum theory suggests that elastic deformation of the layer struc-
ture of a stack of membranes by a colloidal inclusion within them might effect
a force upon those inclusions, acting to reposition them within the layers [63].
Such a force acting upon swimming micro-organisms has the potential to result
in complex dynamics, as the smectic environment of the layered system affects
the trajectories of the embedded swimmers. We are particularly interested in
whether such a system could produce collective motion of the motile inclusions
without the need for explicit co-alignment in the model.
Micro-swimmers live and move in an enormous range of complex natural
environments, and in the microscopic world collective motion of organisms
can have many advantages [41]. We hope to better understand some of the
factors which could induce the emergence of collective motion for swimmers
in smectics.
1.2 Overview of Smectic Liquid Crystals
Liquid crystal is the name given to substances with molecular arrangements
somewhere between those of liquids and of solid crystals. Unlike solid crystals,
they have liquid-like isotropy in at least one spatial dimension; and unlike
2
Figure 1.1: Comparison of solid crystal, liquid, nematic, and smectic phases of
a calamitic. Note the orientational order preserved through the solid and liquid-
crystaline phases is lost in the liquid [54].
isotropic liquids, their molecules exhibit anisotropic orientational ordering as
one would see in a crystal. An intermediate phase, they have varied physical
properties which one might associate with either solid crystals or liquids. [13]
A broad church, there are many sub-classifications of liquid crystal.
Generally they are divided by whether their formation is temperature depen-
dent (so-called thermotropic liquid crystals) or concentration dependent (ly-
otropic). The former group is further categorised by the molecular shape of the
constituent particles: those comprised of rod-like particles are called calamitic,
those of disc-like particles called discotic [18]. Thermotropic calamitic liquid
crystals are then typically subdivided depending on the geometric arrange-
ment of the molecules. These mesophases include nematics, which have long
range orientational order of the molecules but no positional order; cholester-
ics, where the orientation of the aligned particles changes along one dimension
yielding a helical structure; and smectics, whose oriented particles are arranged
in discrete layers, typically one or two particles thick, with a uniform spacing
between layers. It is this last phase, the smectic, which our work here focusses
on.
The originally identified phase and the one given the name smectic was
what we now call the smectic-A phase. A smectic-A is comprised of on-average
flat layers of molecules which are all oriented normal to the plane of the layer.
3
Figure 1.2: Representation of nematic and smectic liquid crystal phases. A smec-
tic liquid crystal is one in which molecules are arranged into layers, comprised of
particles with the same orientation. This is like a nematic phase, but with some
periodicity. Each layer behaves as a two dimensional fluid [54].
Within each layer the molecules have no long-range positional order and are
not fixed in place - indeed each layer behaves much as a two-dimensional liquid
[16].
Following the discovery of the original smectic-A phase, a number of
other smectic phases were identified. Some of these phases were subsequently
determined to actually be crystalline phases, rather than true liquid crystals,
however many of them are often still referred to as “smectic”. In this work, we
focus our attention exclusively on smectic liquid-crystals. The other smectic
liquid crystal phases can be grouped into tilted smectics; hexatic smectics; and
(necessarily) tilted, hexatic smectics [52].
Whereas smectic-A liquid crystals are composed of molecules aligned
with a director normal to their layer, the each of the molecules in a smectic-C
phase are tilted at an angle to the normal. This tilt is described by a vector
c = (ĉ, ω), where ĉ is the projection of c onto the plane of the layer, and
ω is the tilt angle of c from the layer normal. The c and −c states are not
equivalent and so there is a loss of symmetry in the smectic-C phase versus
the smectic-A. This means that c can also act as an order parameter between
these phases [16, 52].
Both the smectic-A and smectic-C phases are composed of molecules
















Figure 1.3: The different types of smectics arranged according to their properties:
being tilted (Sm-C, Sm-F, Sm-I) or untilted (Sm-A, Sm-B) in layers; and having a
liquid order (Sm-A, Sm-C) within the plane of each layer or possessing a hexatic
order, with the molecules arranged on a triangular lattice relative to their neighbours
(Sm-B, Sm-F, Sm-I).
the molecules are packed with a local hexagonal symmetry in their layers.
Known as hexatic smectics, whilst their layers still behave as two-dimensional
liquids over long lengthscales, the molecules are locally arranged on a triangu-
lar lattice [52]. These hexatics can be made up of layers of untilted molecules -
the smectic-B phase; or molecules with a tilt and c vector - the smectic-F and
smectic-I phases. The smectic-F and smectic-I phases differ in the direction of
ĉ relative to the triangular lattice, with the smectic-I phase having ĉ parallel
to the sides of the triangular lattice, and ĉ orthogonal to those sides in the
smectic-F phase [16].
It is worth remarking that tilted smectics composed of chiral molecules
exhibit a twist whereby rather than the tilt being uniform across the layers, it
instead precesses, altering the direction of ĉ by a fixed angle about the z-axis
from one layer to the next. These chiral phases are indicated by the appending
of an asterisk to the corresponding tilted phase: sm-C*, sm-F*, sm-I*.
Each of these types of smectic we have mentioned has distinct symme-
tries, and so behaves in a physically different manner. For our purposes we








Figure 1.4: The Monge representation gives us a displacement field, u(r||, z), of
membranes from their average flat position within a stack of membranes.
and we will restrict our attention to it alone in this work.
Many smectics are made up of amphiphillic molecules in an aqueous or
organic solvent, and their charge-driven attraction to one-another combined
with their repulsion from the surrounding medium, results in a very stable
layered structure. 1 The fluidity of the layers does afford them some flexibility,
however, allowing them to bend and splay. As such, it is often worth thinking
of them as being comprised of stacks of fluid membranes [16].
The Monge parametrisation is typically the most used coordinate sys-
tem used when describing membranes. Assuming the membrane is almost flat,
it allows us to easily locate any membrane displacement in a single parame-
ter. We define the flat membrane as resting on an (x, y)-plane, with the other
membranes in the stack offset from it in z. The displacement of the mem-
brane, in z, from this flat position, at a given point,r = (x, y), can be given by
the scalar parameter u(r, z)[49, 16]. This proves to be an invaluable quantity
when quantifying the energy of a smectic system.
1Indeed, the nature of surfactants to form smectic phases is where the phase gets it name,
from the latin smecticus for something cleansing - a soap, that is.
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1.3 The Smectic Hamiltonian
Much of the work that follows considers the energy that arises as a consequence
of somehow perturbing the layer structure of a smectic liquid crystal. To best
do this, it makes sense to utilise a description of a smectic which quantifies its
elastic free energy in terms of the displacement of its layers.
The smectic displacement field is given as u(r||, z).
We can express the variations in u about a point r by a Taylor expansion
[16]
δu(r||, z) = ∇u · δr + 12 (δr · ∇∇u) · δr +O(δr
3). (1.1)
We can more easily identify those terms which may contribute to the elas-
tic free energy by breaking this down into components in the x, y-plane and
perpendicular to the plane, z:















+ δz δr|| · ∂z∇||u +
1
2
δz2 ∂2zu + O(δr
3).
(1.2)
Examining the terms in this expansion we identify them as follows: the first
term is a dilation (or compression) of the layers, the second term corresponds
to a tilt, the third term is the splay of the layers, the fourth term is a saddle-
splay deformation of the layers, the fifth as the bend of the layers, and the
sixth as the rate of change of the layer dilation [16, 52].
The elastic free energy of a smectic is invarient to actions which amount
only amount to a change in co-ordinate system and do nothing to change the
organisation of the layers relative to oneanother. That is to say, uniform
translations, rotations, and mappings of the form xi → −xi. As such, any
terms which violate this invariance cannot enter the elastic free energy [10].
The second term in (1.2) corresponds to a tilt. The elastic free energy
is only concerned with changes to the layer spacing, which a tilt will preserve.
As such the free energy is invarient to such an action and so this term will not
7
enter [16].
Linear terms are also precluded from the elastic free energy as they
change sign under inversion symmetry operations. The lowest order terms
allowed, therefore, are those of quadratic order [14]. To obtain the independent
terms that will form the elastic free energy we will need to take the scalar
square of the remaining terms in (1.2).
The squares of the first, third and sixth terms are straightforward. The























δxδy (∂x∂yu) + 4 (δxδy (∂x∂yu))
2 . (1.3)






























In this form, then, we observe that the first term is a splay term, and so not
independent of the square of the third term in (1.2). Meanwhile the second
term in (1.4) can be identified via Gauss’ Theorem as a surface term and so,
consequently, will also not contribute to the bulk elastic energy.
The square of the fifth term, representing a bend, is given by
(




zu)(∇2||u) + 2δz2δxδy (∂z∂xu) (∂z∂yu) . (1.5)
Here, we identify the first term as a product of the splay and rate of change
of dilation, whilst the second is, again, a surface term [16, 52].
So we can now construct an expression for the elastic free energy of a



























Here we write the moduli (B,K,K ′, K ′′) with a factor 1
2
by convention, and
by analogy to Hooke’s law. The relative magnitudes of these moduli vary
according to the properties of the particular smectic.
The last two terms of (1.6) are often omitted from the elastic free energy.
In practice, however, as these terms only contribute if u varies in z, they tend




2 for long range distortions [16, 33, 10].
Finally, for completeness, we recall that our free energy contains no
terms of the form (∂xu)
2 and (∂yu)
2. It is important to note that a consequence
of this is loss of rotational invariance. A uniform rotation about an axis in
the plane of the layer or a bending of the layers (such as could be introduced
by an undulation instability) leads to a change in the effective layer spacing
in z. This alteration to the arrangement of the material incurs a second order
contribution to the free energy[16]. To see this we consider a case where the
layers of the smectic are rotated about, say, the y-axis by a small angle, θ:
∂zu = 0, (1.7)
∂xu = θ. (1.8)
At lowest order we see no change in u with respect to z, but the true distance
between the layers has increased from an unperturbed separation of a to a∗ =
δa, where




So we have a small second-order change. And for a general rotation about an












The thickness change resulting from such a rotation, would result in a small
increase to the free energy of 1
2
a∗2B that our linear elastic free energy does
not capture. A change to the compression term in (1.6) restores rotational













Whilst it is true that this omitting the anharmonic correction fails to
strictly preserve the invariance of the free energy under rigid rotations, its
inclusion often precludes the finding of an analytical solution to the energy
[46].
For our purposes, we will neglect the higher order terms in (1.6) as well
as the non-linear correction (1.11). Their inclusion would make our analysis
unwieldy at best and intractable at worst, whilst the error due to their omission
should be very small, as we shall see the deformations we examine in our work
are small relative to the layer spacing of the smectic [33, 8].
An integral of our linear free energy over the volume of the system yields






This captures the elastic energy of the bulk system.






This is the smectic penetration length. A quantity typically of the order of
the layer spacing of the smectic, and which is the length scale over which the
bending of the layers is comparable to their compression [62].
1.3.1 The Moduli of Bending and Compression





where s is the mean layer spacing in the smectic stack (the water gap in Figure
2.1), and κ is the rigidity of a single layer, typically ∼ 20kBT [55].
A self-consistent expression for B can be obtained following Helfrich
(1978) [28, 45].
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First, we must recognise that this compression modulus, B, is a bulk
modulus for the smectic. By definition, the bulk modulus is given by B =
−V dP
dV
, for volume V and pressure P . Given that at a constant temperature,
the rate of change of Helmholtz free energy with respect to volume is propor-





|T = −P ), the bulk modulus at constant temperature





V = LA, is the volume of a smectic composed of N layers where L = Nd is
the height of the stack, and A is the surface size, or area of each membrane.
Smectics are invariant in the plane, thus any change in volume is going to be
due to a change in the layer spacing d. If we let w =
√
A be a factor of length







As the value of B does not depend on system size (so long as we are in the
bulk), from here on, rather than considering the whole stack, we will consider
only a typical single membrane in the stack (so setting N = 1. This will have
the advantage of making calculation easier.
We identify that the mean membrane separation, d, is going to be of the
order of the membrane displacement, u(r). Since the membranes in a smec-
tic cannot overlap, the membrane displacement cannot exceed the membrane
separation, indeed we suggest that the mean membrane separation be equal
11
to the root mean squared membrane displacement:
√
〈u(r)2〉 = d. (1.17)
We now want an expression for
√
〈u(r)2〉. For a single membrane we
have a Hamiltonian composed of terms describing a harmonic potential, ku2
(with k a spring constant); the deformation of the surface against tension,
σ (∇u)2 (σ being the tension); and the bending of the membrane, κ (∇2u)2











Our membrane is confined, as it is in a smectic, it is also tensionless











Defining forward and reverse Fourier transformations as follows, we



















































































































Now that we have an expression for d in terms of the spring constant,
k, we want to find an expression for the free energy, FH .
The free energy is well known to be given by the log of partition function
for the system:
FH = −kBT log (Z). (1.31)
This partition function, Z, is the exponential of the Hamiltonian (1.22), in




Taking the logarithm of Z allows us to bring down the integral in the
Hamiltonian as follows


























































− log (2πkBT )
)
. (1.36)
We evaluate the integral in the plane, and also note that as we are
only interested in the free energy differences, we can neglect the constant
component.






























We now have an expression for the free energy of a confined tensionless
membrane, but it is in terms of the spring constant, k, rather than the mean




















We are now in a position to determine B from the free energy: We




































































, recalling (1.40). (1.46)





















So from (1.16), (and recalling that we have set N = 1 by considering the free







To model the effect of inclusions, be they colloids or ordered phases, which
disrupt the layer spacing of the smectic, requires us to include an additional
term in the Landau-de Gennes Smectic Hamiltonian, (1.12). The simplest way
to do this is a term of the form ρ∂zu [62, 49, 48, 63], where ρ(r) is a term which
describes the distribution of the inclusions.
The presence of the inclusion at a position ri serves to locally fix the
layer spacing in the smectic at some value, d*. This constraint can be expressed






where d is the layer spacing of the unperturbed smectic, away from the inclu-
sion.
The constraint can then be included in the Hamiltonian by means of a
Lagrange multiplier, β. This β serves as the coupling constant between the
fluid membranes and the inclusions. The effect of this term is to have the
inclusion act as a spring between the membranes with β in the role of a spring
constant [49, 64]. This is the lowest order term, quadratic in ρ and u, which
couples the layer compression to the presence of an inclusion, and preserves
symmetry in z. As our interest is in the effect of inter-inclusion interactions
mediated by the smectic, we omit terms of higher order in ρ which would
correspond to direct inter-inclusion interactions.














The Hamiltonian may be written as a convolution integral over all the inter-






Let us calculate the Green’s function, given by G(r), which is the in-
teraction potential between those inclusions in the smectic. To proceed most
easily with our analysis, we will transition into Fourier space. We define the






























































Considering the d3r integral first, we see that the exponential term, e−i(q+q
′)·r
integrates to the delta function (2π)3δ3(q + q′). This delta function allows us










uqu−q + iβqz (ρqu−q − ρ−quq)
)
. (1.59)
This Hamiltonian can be minimised, as seen in Sens et al. [49], to yield a
Green’s function which describes the interaction potential between two in-
finitesimal parts of the smectic.



























We have calculated the Green’s function for our problem in Fourier
space, (1.62). For completeness, we will now attempt to obtain an expression
for it in real space.
Our inverse Fourier Transform is given by (1.53). Applying this trans-

















The Green’s function is radially symmetric, therefore we can make use of a















































and applying the derivative operator,
Iz = −πλq2||e
−λ|z|q2|| + 2πδ(z). (1.68)
We recall that by the definition of the Dirac delta function, we can set the
18













Using Gradshteyn and Ryzhik 6.631(i) [24] to compute the dq|| integral gives


















[Lebedev 9.14.2] [17] is a confluent hypergeo-
metric function.
Writing the confluent hypergeometric function in the Series notation
given by Lebedev, and expressing the Pochhammer symbol in terms of Gamma









































= (1 + x)ex.
(1.72)














for z 6= 0.
1.4 Outline
In this work, we approach two very different problems which nonetheless share
a common theme: the physics of inclusions in smectic liquid crystals.
In Chapter 2, we were motivated by the work of Tayebi et al. (2012)
[56]. Here they observed that a lamellar stack of phospholipid bilayers, com-
posed of a mixture of saturated and unsaturated phospholipids, would undergo
phase separation leading to the formation of aligned liquid-ordered domains,
spanning many layers. By treating the aligned domains as a single columnar
inclusion in a smectic liquid crystal, we could determine an expression for it’s
free energy, and so give a plausible candidate for an interfacial energy that
could favour the existence of such aligned structures. We began by consider-
ing such an inclusion in an infinite bulk system, before extending our model
to look at an inclusion in a finite slab geometry. As well as providing some
bounds for the interfacial energy necessary for the formation of such inclusions,
we also sought to explain why the aligned structures observed should seem to
initially form at the boundary of the lamellar stack.
In Chapter 3, we examine a system in which small, motile, colloidal
inclusions are placed between the layers of a smectic liquid crystal. Using the
physics of liquid crystals to understand how small inclusions embedded in a
smectic might interact with one-another via their disruption of the smectic
layer structure, and how this interaction combined with their own motion
and body shape might affect their direction of travel, we develop equations of
motion for the inclusions. With these equations of motion, we observe a system
capable of exhibiting orientational and positional order of motile particles - a
rare example of such a phenomenon arising without the explicit addition of
co-alignment to the model. We examine the robustness of the order to the
addition of noise, noting an order-disorder transition in the fashion of Vicsek





2.1 Introduction and Motivation
The formation of rafts in phosopholipid bilayers has been well known since the
work of Dietrich et al. (2001) [19], motivated by investigations in biological
systems [59, 50], demonstrated their existence on model membranes. Suspen-
sions of phospholipids (molecules typically composed of a pair of hydrophobic
fatty acid “tails” attached to a hydrophilic phosphate “head”) readily self-
organise into structures which minimise contact between molecule tails and
the aqueous solvent. The organisational geometry of most interest to us here
is that of bilayer sheets. These are of particular biological significance as they
reflect the structure of biological membranes.
Bilayers in a suspension of water are arranged with phosphate heads on
the opposite surfaces of the sheet, and the fatty tails in the space between them
forming a two dimensional fluid. Some phospholipids, such as sphingomyelin
(SM), are termed “saturated”, having tails with no doublebonded carbons,
those with double bonds in thier lipid tails, such as dioleoylphosphatidylcholine
(DOPC), are termed “unsaturated”. Bilayers composed of an inhomogeneous
mixture of cholesterol, saturated and unsaturated phosopholipids have been
observed to phase-separate into liquid-disordered (Ld), containing mostly un-






Figure 2.1: A liquid-ordered, Lo, domain in a bilayer, surrounded by liquid dis-
ordered, Ld material. The Lo is comprised of phospholipids with saturated tails,
these can pack more closely together than the unsaturated lipids comprising the Ld.
The Lo domain is slightly thicker than the surrounding Ld phase: dLo > dLd , where
these are the lamellar repeat distances for each phase. The water gaps between
neighbouring bilayers are sLo and sLd .
lipids and cholesterol, phases, which coexist[5, 29]. Driven by the line ten-
sion of the interface between liquid-ordered and liquid-disordered regions, the
liquid-ordered domains tend to aggregate to form large circular “rafts” [56].
Unlike the surrounding Ld material, the Lo regions are denser and more
rigid. The straighter, saturated fatty acids that make up their tails allow
them to be packed more closely together than their unsaturated counterparts
in the more fluid regions [34]. The bilayer is therefore thicker in liquid ordered
regions, which is to say that the distance between complementary phosphate
head-groups on either side of the bilayer is greater (by around 1nm) between
the saturated lipids in an Lo raft, than it is between the unsaturated lipids in
the Ld phase [44].
Multi-lamellar stacks of phospholipid membranes appear in many living
organisms (e.g. in plant chloroplasts) [65], however most of the experimental
work on them has been done in a laboratory context. In a recent paper, Taybei
et al. [56] examined a system of a stack of raft-forming lipid bilayer mixtures.
They observed that when phase-separation occurred, the liquid-ordered rafts
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dLo dLd sLo ' sLd
62.7 (Å) 54.6 (Å) 6.7 (Å) 6.9 (Å)
Table 2.1: Typical figures for a system with an SM Lo phase and DOPC Ld phase
at 24◦C and 98% relative humidity [56, 37]. We note that sLo ' sLd .
that formed aligned across neighbouring layers, forming connected columns
spanning hundreds of layers.
Given the slight layer thickness difference between Lo and Ld phases,
this alignment of rafts across multiple layers tends to distort the lamellae, with
the stack of rafts developing an increasingly significant height mismatch with
the surrounding fluid phase. Indeed, evidence of this distortion was observed
by Tayebi et al. with AFM imaging of the upper surface of the bilayer stack
revealing distinct swelling above columns. The height difference was greater
for larger columns, but it is worth noting that, from their data, the height
difference does not appear to scale linearly with overall stack height. Smaller
stacks showed a proportionally greater height mismatch than larger ones.
The height mismatch resulting from the difference in layer thickness has
been noted in other papers. Ma et al. [37] observed that whilst the height
mismatch in a lipid multilayer was present at partial hydration of the system,
at 100% relative humidity, the spacing between the layers in the Ld phase
would increase, and those regions would swell until the entire stack was of
more or less uniform height with the Lo columns.
Lamellar bodies such as these represent a form of smectic-phase liquid
crystals. We will need to treat Lo lipid rafts, with their higher density and
greater rigidity than the surrounding Ld phase smectic, as a form of continuous
inclusion in the smectic. Inclusions such as these deform the arrangement of
layers within the lamellar body by locally influencing the spacing between
neighbouring membranes.
Sens et al. [49, 62] used continuum theory to examine the behaviour of
inclusions in a smectic phase liquid crystal. By first considering the influence
of a single particle on the smectic displacement field, they were able to show
that the presence of a particle locally fixing the layer-spacing, results in a
paraboloid deformation in the smectic order. The interaction between two or
more particles depends on their relative positions, and has the following broad
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character: that particulate inclusions are repulsive within the parabola, and
attractive outside it. Inclusions in closely neighbouring layers interact more
strongly, offsetting themselves, to find a minimum in the interaction potential.
In short, this would seem to imply that columnar stacking of rafts, as seen in
Tayebi et al. are not merely an energetically unfavourable arrangement, but
actually the least favourable arrangement, at least from the point of view of
Helfrich-inspired, membrane mediated interactions.
In this chapter, we will attempt to quantify the energetic cost of forming
a columnar arrangement of Lo domains. Firstly we will address an inclusion
in an infinite smectic, similar to the approach in Sens et al. We will then
extend our investigation to columns in a slab-like geometry, to better reflect
the conditions of the experimental work carried out by Tayebi et al. [56].
2.2 Methodology
We are interested in why denser domains in lamellar bodies should form colum-
nar structures, given that there are reasons to suspect that this would not be
the natural minimum energy state of such a system [49, 62, 57]. To address
this question, we must describe the energy of the system.
Constructing a Hamiltonian for the total free energy of the system, we
include a volume integral for the elastic energy associated with layer defor-
mation in the bulk (E(r)), another to account for any inter-layer interaction
that might occur (µ(r, ρ)), and a surface integral for inter-facial energy in the




d3r (E (r) + µ (r, ρ)) +
∫
∂V
dS · (r̂σr + ẑσz) . (2.1)
We first address the E(r) term. To do this, we make use of the Landau-
de Gennes Hamiltonian for a smectic liquid crystal [16]. This description is
concerned with the displacement, u, in the direction normal to the plane (which
we will henceforth refer to as the z direction, with the layers parallel to the x, y-
plane) of layers from an unperturbed, average flat state. We will employ the
linearised version of the smectic Hamiltonian. This is comprised of energy den-







(∇2||u)2). The non-linear elastic free energy contains an anharmonic
















, essentially creating undulations in the layers to
respond to the increase in the layer spacing [10]. Although the liquid-ordered
structures we examine are very large relative to the layers in the system, the
deformation fields they generate are small, with the local increase in the layer
size of the Lo being an order of magnitude smaller than the mean layer re-
peat distance (see Table 2.1)[56]. In this small deformation regime using the
linear form affords us a significant advantage in terms of the solubility of our
equations [46] and still allows us to draw meaningful conclusions from our
model[8, 49].
The effect of the ordered domains distorting layers is introduced by
means of the term µ (r, ρ) [49, 63]. It applies the deformation due to the
increased layer thickness by a coupling between a field describing the size and
shape of the Lo domain, ρr, and the local layer dilation, ∂zu. The lowest order
such coupling is βρ(r)∂zu, which fixes the layer size in the ordered domain via
choice of the Lagrange multiplier, β [49, 63, 62].














whereB (dimensions of energy length−3) andK (dimensions of energy length−1)
are respectively the compression and bending moduli, ρ is the density of the
smectic phase. β is a coupling constant which determines the size of the layer
deformation caused by the ordered raft.





where s is the mean layer spacing in the smectic stack (the water gap in Figure
2.1), and κ is the rigidity of a single layer, typically ∼ 20kBT [55].
Consider a column of rafts spanning the entire height of the lamellar
stack, as in Tayebi (2012), Figure 5 [56]. Its base rests upon a solid, flat, rigid
substrate; its top is at the smectic-air interface. Due to the height mismatch
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between the thicker Lo rafts and the thinner Ld surrounding them, the mean
height of the stacked rafts is H + δH, slightly greater than the height of the








Figure 2.2: A side view of a columnar stack of Lo domains (blue), surrounded by
Ld (red), in a lamellar body. The lamellar body rests on a substrate and has some
interface above it. The greater layer thickness of the Lo domains result in a height
mismatch between the column and the surrounding Ld, so that it protrudes a small
distance above the rest of the lamellar body, dragging some of the surrounding Ld
layers up with it. The height of the lamellar body above the substrate is given by
H, the additional height of the Lo column is δH, the radius of the column is R, and
the length over which the Ld layers perturbed by the height mismatch return to the
height of the surrounding lamellar body is given by δR.
Around the top of our columnar inclusion, the surrounding Ld layers are
dragged up, increasing the surface area around the inclusion. Surface tension
seeks to prevent this. The force which results in the increase in interface
surface area is that which pushes the column of Lo phase layers up, relative to






The additional height, δH, comes about by the additional layer dilation, ∂zu,










We are only interested in the column, so we set ρ = 1 for the Lo stack,
and ρ = 0 outside, and and integrate the Hamiltonian only for the volume
























where we have evaluated at ∂zu = 0 so that we only obtain the force from
the Lo-induced layer swelling, but for layers which are otherwise unperturbed.
Meanwhile, surface tension, γ, is acting down the slope of the aberrant surface
produced by this up force. The component of γ acting downwards, must
balance our previously calculated up force, Fup, ie γ sin θ. Because δR  δH,
we may employ the small angle approximation, and so,





Fup = −Fdown (2.8)
=⇒ πR2β = −2πRδH
δR
γ. (2.9)
So we arrive at an expression for β,











Figure 2.3: The force of the protruding column of Lo is balanced by a component
of the surface tension, γ, which acts along the slope of the displaced Ld surface. We
make the simplifying assumption that profile of the surface will be linear, at some
constant angle Θ to the unperturbed Ld surface.
δH = 0.011µm, and γ = 1.75× 107kBTµm−2[39], β ≈ 2.14× 106kBTµm−3.
We determine the compression modulus, B, by relating it to the cou-











We are interested in layer dilation, i.e. a change in ∂zu,
∂gB
∂ (∂zu)













to be the fractional change in layer thickness between the Lo and
Ld phases, so that
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β = −δd B. (2.14)
For the figures in Table 2.1, δd ≈ 0.13, so givingB ≈ 1.66×107kBTµm−3.
As we have seen, the distortion caused by the inclusions we are consid-
ering amounts to no more than the equivalent of one or two additional layers
across the entire height of the Lo column. The figures from Tayebi et al. [56]
would also seem to suggest that the swelling arising from the increased thick-
ness of the Lo phase causes too slight a bend for the error in using the linear
form of the elastic free energy to be significant. Indeed, considering the size
of the angle θ ≈ 4 × 10−4 encouragingly suggests the contribution from the
omitted anharmonic correction to be at least an order of magnitude smaller
than that of any of the other terms in the Hamiltonian.
We acknowledge that this is something of a rough approach, given the
assumptions made in producing this expression, nonetheless it should be a
reasonable approximation. We also feel that it is a more defensible approach
to calculating β and B than using the continuum model, given the length
scales we are working at. Our smectic layers are very thick compared to the
thin water layer between them - this is potentially quite a different regime to
that described by Helfrich theory, with its infinitesimal layers. However, we
note that using the expression for B, Equation 1.48 given in Section 1.3.1,
with the water gap, s ≈ 6.9Å in place of d, gives B ≈ 2.854 × 107kBTµm−3.
This is a figure within only a factor of 2 of our other estimate.
2.3 Results and discussion
2.3.1 A Bulk Geometry
We begin with the simplest case and consider the energies of an aligned stack
of rafts in an infinite smectic. This is most similar to the situation considered
by Sens et al. [49], and indeed, we will initially follow their procedure.
To determine the interaction potential, we will minimise this Hamilto-
nian, a procedure most easily carried out in Fourier Space. We define the three























uqu−q + iβqz (ρqu−q − ρ−quq)
)
. (2.17)
This Hamiltonian can be minimised, as seen in Sens et al. [49], to yield a
Green’s function which describes the interaction potential between two in-






























is the smectic penetration length of the order of the layer
spacing.
Now we must consider the density term, ρq in Fourier space. The phase-
separated lamellar body is comprised of ordered domains surrounded by more
fluid smectic. Inside the ordered domains, where there are saturated phospho-
lipids present, the lipids are more closely packed than outside of these domains,
where where the unsaturated phospholipids are. We think of these Lo regions
as having a greater lipid “density”. For ease of calculation, we will use a
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normalised density given by 1 inside of an ordered domain, and 0 outside of
it. Studies have shown that near equilibrium, domains are radially symmetric
- we therefore consider a radially symmetric domain of height (in z) L, and
with a radial extent from its azimuthal axis of R0. We can therefore write the























It is worth remarking here that this construction makes clear our refer-
ence state is one without an inclusion. We have minimised the free energy by
the expression for the equilibrium smectic distortion field uq, perturbed with
the inclusion ρq, to arrive at our integral expression for the system energy.
One can see that ρq = 0 if R0 and or L = 0, and that this yields H = 0. Ergo
the state against which we compare the energy of the columnar inclusions is
the state of a homogeneous smectic in which no phase separation of lipids has
occurred.
We are now in a position to integrate for H, and so find an expression





We compute the qθ and qz integrals, and renormalise according to ν = q||R0,
and τ = Lλ
R20

























, {2, 3, 4},− 1
τ
)




where 3F3 is a hypergeometric function, and γ is the Euler-Mascheroni con-
stant.
We can expand 2.25 for both large and small values of τ . The series
expansion for the energy density H
V




















(the energy of a pointlike inclusion [62]) as τ → 0,
reflecting the fact that there is no distortion outside the Lo phase. Meanwhile,



























The limit of H
V
goes to 0 as τ → ∞, reflecting the fact that the Lo phase has
the same layer spacing as the Ld phase in this limit. Plotting these expansions
against the full expression, we see that they agree nicely in their respective
domains. The aspect ratio of the columns in Taybei’s paper [56] is about 1,
hence these columns are in the τ  1 regime, as Ro  λ.
We now have an idea of the smectic free energy associated with one of
the observed inclusions. Up until this point, however, we have yet to consider
the surface energy.
The total energy is given by
HTot = HB + ES, (2.28)
where we call the smectic energy of the Lo column in the bulk HB, which is is
as in (2.26), and ES is the energy associated with the surface of the cylindrical
inclusion. Whilst there may be an energy associated with the radial surface of
the column (σr in (2.1)), we will neglect this and focus instead on the faces of
32


















Figure 2.4: A plot to show the agreement of the expansions for τ  1 (blue) and
1
τ  1 (red), for
H
V , with the analytic expression (green). See that both agree very
well within their respective domains, but rapidly diverge outside.
the inclusion at z = ±L
2
(corresponding to σz in (2.1)) as an interfacial energy
associated with these faces was proposed by Tayebi et al. [56] as a candidate
for the formation of stable Locolumns. ES can thus be written as
ES = σz2πR
2, (2.29)
the product of an energy per area term, σz, and the total area of the two faces.
The surface energy per unit volume written in terms of the volume, V ,








We want to minimise the total energy with respect to τ , to find an expression
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(2.34) gives us an expression for the surface energy, per unit area, that
will minimise HTot for a column with a given volume, V , and for a certain τ =
Lλ
R20
. For a Lo inclusion, of the dimensions of such a column seen in Tayebi (2012)
[56], R20 = 2.25µm
2, L = 2.4µm, this gives a value of σz = 2.65× 104kBTµm2.
We note that this is quite small, chemically speaking.
2.3.2 A Semi-infinite Slab
We now have an idea of the energy required to form a stable column of Lo in
the bulk. It is relatively straightforward to examine the case of an inclusion
on a substrate. We observe that for a columnar ordered domain in the bulk,
the distortion field is symmetric about the middle of the column. The layers
in the middle of the column will be flat, experiencing no distortion, with the
Lo-induced layer swelling increasing with distance from this middle. This is
identical to the middle layers being in contact with a flat substrate. Ergo,
the energy of a column in a semi-infinite system is equivalent to that of half
a column in a bulk system. However, we note that by halving the smectic
energy, we are also only considering half of the inclusion itself. For a true
comparison between a column in the bulk and one in a semi-infinite slab, we
must examine columns of the same dimensions. To account for this, we will
use an inclusion of length 2L in our semi-infinite description, so that when
halved it will be of the same length as the column in the bulk description.
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Figure 2.5: A side view of Lo columns in both an infinite bulk (a), and semi-infinite
slab (b). The latter may be modelled by considering it to have the same properties
and smectic energy as the former divided about its middle, where symmetry forces
the layers to be flat.
So in (2.24), setting L = 2L, and halving, gives us the energy for a
column of the same dimensions , but against a flat, rigid substrate, rather















































we see that though the two expressions are similar, the fact that the cost of the
distortion does not grow linearly with column distance from an unperturbed
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layer means that Hsemi-infinite > Hinfinite. It is perhaps easiest to think of this as
arising because the column in the semi-infinite case has less deformable smectic
around it, to evenly distribute the layer-mismatch distortion, than the column
in the symmetric, uniform environment of the bulk.
2.3.3 A Finite Slab Geometry
We now consider a geometry with a periodicity in z. Previously we wrote
the equilibrium energy, H in terms of its continuous Fourier Transform (2.15).
We now seek to discretise its z-Fourier Transform, essentially replacing the
integral transform with a Fourier Series.
Up until now our work has examined the case of a column of dense mate-
rial in the bulk and at a single boundary. Whilst informative, such geometries
are not typically found in nature and indeed the bulk of the experimental work
carried out in this area has looked at a more thin-film geometry. In this section
we will develop a model which will allow us to better analyse the energy cost
of a columnar Lo inclusion between two flat substrates.
In the experimental work[57], the “thin film” is a slab of smectic upon
a rigid substrate of silica, submerged in water (or K2SO4 for partial humid-
ity). The surface tension at the smectic-air interface is close to that of water,
∼ 70 mN m−1, sufficiently great that the smectic is almost completely com-
pletely flat here (albeit with some minor deformation which we will disregard
as negligible, for now). As such, we will model the columnar inclusion as
though it is between two flat, rigid substrates, a distance H apart, its centre
at some arbitrary distance, h, from the lower substrate.
We observe here, that this lower substrate, a place where the layers
become identically flat, is equivalent to a situation in which a second inclusion,
of the same dimensions and make up, is placed below the first, its centre at a
distance of 2h from the centre of the original, with then a new substrate H−h
below that, so that the system has a reflective symmetry about the plane of
the original lower substrate. We observe that at either substrate, the layers
become identically flat. On symmetry grounds, rather than there being a
substrate at some distance, h from the inclusion, this situation is equivalent to
there being another inclusion at a distance 2h, the respective distortions from
36
Figure 2.6: A columnar Lo inclusion, surrounded by Ld, and between two flat, rigid,
substrates. The two substrates are a distance H apart, and the centre of the Lo
column is a distance h from the lower substrate.
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Figure 2.7: Having a flat, rigid substrate at a distance h is equivalent to having
another, identical inclusion at a distance 2h. At the midpoint between the two, the
layers are as flat as if there was a substrate there.
each cancelling out to yield flat layers at the midpoint between them. This
reasoning can be naturally extended, exploiting reflective symmetry in the
system, without altering the energy. Thus, instead of modelling an inclusion
positioned at an arbitrary point between two rigid substrates, we can model
an infinite periodic system composed of repeating subunits of the symmetric
two-inclusion geometry.
To apply this geometry we will employ a discrete Fourier transform in
the z-axis, as opposed to the continuous Fourier transform used in the previous



































































































































































































































































































We will now attempt to compute the dz integral. We will carry it out sepa-





















































dtnn′ cos (nt) cos (n′t)
=
{
0 : if n 6= n′
C1Hn2
2






dt sin (nt) sin (n′t)
=
{
0 : if n 6= n′
C2H
2











0 : if n 6= n′
(C3+C4)Hn
2
: if n = n′
.









































an equation analogous to (2.19), for the semi-infinite geometry.
We now seek an expression for the density function, ρ̃q||,n. We shall
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begin by defining the function in real space, before applying our z-discrete
Fourier Transform to describe it in our periodic reciprocal space.
Our system sees an inclusion with its centre offset from z = 0 by some
distance, h. As for the bulk system, the density function will be describing
a cylindrical domain of radius R0 and length (in z) of L. We shall define it
using Heaviside functions as follows:















Applying the forward transform to the density function, we note that





























































=⇒ snJn(s) +K =
∫
snJn−1(s)ds. (2.58)



































































































We note there that if L = H and h = H
2
, a situation wherein an inclusion
spans the full height of the finite slab, then ρ̃q||,n = 0, meaning that there can
be no height mismatch as the layer spacing in both phases would have to be
the same, ergo there could be no local layer deformation.
Computing the infinite sum, and the qz integral of (2.52), and renor-





















































Whilst this integral is analytically intractable, it is continuous and convergent
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L (µm) R2 (µm2) V (µm3) H(µm)
2.4 1.5 16.96 7












Figure 2.8: Energy (H) of an inclusion at different positions (h) in the smectic.
The dimensions of the column are given in Table 2.2.
in both limits of q|| ∈ [0,∞), ergo we can evaluate it numerically, for a given
set of parameters. Fixing a value for the height of the lamellar stack, H, and
the domain size, (L,Ro) inspired by the literature [56], we will numerically
integrate equation (2.64) for a range of positions in the stack, so showing
how the energy of the system, H varies with with respect to h. It is worth
remarking that in the limit H →∞, (2.64) converges to (2.24) for h = H
2
, and
to (2.35) for h = L
2
. From these systems, then, we already have the limit cases
of an inclusion on an edge, and in the middle of a stack. We would expect to
see the energy tend from a value near the latter to one nearer the former as h





We note, firstly, that the energy of this inclusion, across all positions, is,
as expected, similar, if slightly grater than the energy of the inclusions studied
in the infinite and semi-infinite systems. For an inclusion of the dimensions
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given in Table 2.2, (2.36) and (2.37) give us the energies for such an inclusion
in a semi-infinite, −1.813× 106kBT, and bulk, −1.969× 106kBT, respectively.
The second thing to note from this figure is that it is more favourable
for an inclusion to be in the centre of the smectic, with the energy associated
with it being lower the further the inclusion is from either wall of the slab.
This makes sense, as each wall appears like a mirror to the inclusion, in which
it sees phantom inclusions at distances 2h − L and 2(H − h) − L from itself.
The most energy efficient arrangement, this suggests, is with the maximum
distance between the inclusion and its neighbours. This again agrees with our
previous results, as we have seen that the energy of an inclusion in the bulk is
less than that of an inclusion in a semi-infinite system.
In Tayebi (2012)[56], it was seen that the liquid-ordered stacks appear
to form at the edges of the slab, rather than in the centre. To account for
this discrepancy with our results here, we should note that we have neglected
to consider the surface energy associated with the domains. For our bulk
model, we calculated a surface energy, Es, required to favour the formation of
columns with the observed aspect ratio. We recall that (2.34) for an inclusion
of the dimensions in Table 2.2, σz = 2.65 × 104kBTµm2, so giving us a value
of Es = 3.75× 105kBT for a column with two exposed faces.
A column at the boundary of the finite slab has only one face exposed
to Ld. As such the surface energy associated with such an inclusion is half
that of one not in contact with the boundary, Es
2
= 1.88 × 105kBT. As such,
the total energy of an inclusion at the boundary is
Hboundary = −1.34× 106 + 1.88× 105kBT = −1.16× 106kBT,
whilst the total energy of a domain in the centre of the stack is
Hcentre = −1.40298× 106 + 3.75× 105kBT = −1.03× 106kBT.
The total energy for a domain at the boundary, then, is less than that for one
in the centre of the slab, ergo this surface energy is sufficient to compel Lo
domains to form there, rather than elsewhere in the stack.
As we computed this surface energy for an inclusion in the bulk, it
can only be an estimated lower bound for the inter-facial energy necessary
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for an inclusion of such dimensions in a finite slab, so the true figure may
well be higher, favouring even more the boundary prospect. Can we lend any
provenance to such an energy, though?
We have determined that a surface energy of at least σz = 2.65 ×
104kBTµm
2 is required to have stable columnar Lo inclusions. The density of
lipids in the Lo phase is markedly greater than that in the Ld phase, with an
area per lipid of ∼ 49.5Å in the Lo phase, and ∼ 60 Å in the Ld phase [40, 42].
This gives ∼ 3× 105 lipids µm−2 more in the Lo phase than the Ld. We note
that should Lo phases in neighbouring layers be able to form ∼ 1× 104 extra
hydrogen bonds µm−2 between them, than between Lo and Ld, this would be
equivalent to an energy of the order of σz. This equates to the formation of an
extra hydrogen bond per 30 lipids, which is reasonable given the probability of
transient hydrogen bond formation in such a scenario [36, 31]. This is, as such,
not an implausible candidate for the energy required to form stable columnar





Collective motion has been observed in many natural systems across all bi-
ological scales and a great range of environments [25, 12, 3, 38]. From the
macroscopic: shoals of fish[30], flocks of starlings[6], and herds of sheep[22],
to the microscopic: swarming krill[27], bioconvecting phytoplankton[41], and
swimming bacteria[68]. These examples are striking as they represent the
development of long-range order in a system of agents, arising from their in-
teractions as a group, not from any external driving influence, field or force,
nor through the actions of some leader. Over the years, many models have
been developed describing collective motion in one form or another, though
for the majority of living systems, the phenomenon has resisted a satisfactory
explanation.
The seminal work by Vicsek et al. [66] constructed a limited model, in
which long range orientational order was shown to arise in a system of agents
obeying simple rules. In the original Vicsek model, a group of identical agents
moved off-lattice, within a periodic box. The positions of the agents were
updated following discrete interval time-steps in which an agent would move
a prescribed distance. At each update, each agent would have its direction
of travel changed to equal the average direction of all agents within a fixed
radius neighbourhood. They found that above a critical density of agents,
collective motion would occur with the spontaneous breaking of symmetry,
and uniform global orientation of the agents. This order was observed to be
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resilient to small amounts of noise (added as a white-noise angular error to
agents’ updating their direction of motion), but that broke down to random
uncorrelated motion above a certain noise threshold. Grégoire and Chaté [25]
later showed that the noise-induced phase transition, between the ordered
and disordered states observed in Vicsek (and indeed any model of locally
interacting active particles in 2D), is discontinuous, but subject to “strong
finite-size effects”.
Since Vicsek, various other minimal models have been developed which
exhibit collective motion of self-propelled particles. Toner and Tu [61, 26] con-
sidered the situation from a continuum perspective, developing hydrodynamic
equations to describe polar active matter. Other models have since related
agent-based hydrodynamic models of interacting, self-propelled particles to
their macroscopic description[26]. Meanwhile, much work has been done ex-
tending the discrete-time Vicsek model with different reorientation rules for
agents, having agents directly interact, and taking into account the medium
within which the agents move [12, 3, 15, 6].
Smectic A liquid crystals are comprised of molecules arranged into lay-
ers, with the orientation of the molecule normal to the plane of the layer.
Within the layers, the molecules are free to move around within the plane of
the layer, so each behaves as a 2D liquid. The discrete layers of molecules
are organised into stacks, with a uniform spacing between neighbouring layers
[16]. Examples of such objects include the lamellar phase of surfactant bilayer
membranes, diblock co-polymer melts, as well as many others in chemistry
[49, 48, 63].
It is known that the presence of impurities such as colloidal inclusions
between the smectic layers can disturb the ordering of those layers [62, 43].
This can, in turn, lead to the inclusions being induced to change their relative
positions within the smectic, to reduce the overall deformation to the layers.
In effect, this results in an interaction potential between inclusions, which can
be both repulsive or attractive over different length scales, and decays more
rapidly within the plane than across layers. Practically, there is the prospect
of strong non-trivial interactions between particles embedded within different
layers of a smectic-phase.
Whilst there has been much interest, recently, on active nematics, ac-
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tive smectics remain relatively unexplored. Work on active liquid crystals can
broadly be split into two schema. The first are those systems wherein the
liquid crystal is composed of active constituent molecules, such as the mi-
crotubule/kinesin systems of active nematics [20] or the smectic ”Live Soap”
system of Adhypak et al. [2]. Here the movement of the active molecules along
their directors leads to the dynamics and phase transitions in these systems.
The second are those wherein active elements move through a liquid crystal
medium. Here the motion of the active particles is affected by, and affects,
the director of the liquid-crystal molecules, such as bacteria swimming in ly-
otropic chromonic [69] or a smectic medium [21], aligning themselves with the
molecular director leading to collective dynamics.
No work has yet examined active agents obliged to move perpendicu-
lar to the director in a smectic. We are interested in how swimmers, such
as bacteria, embedded in and confined to the inter-layer space of a smectic
liquid crystal, such as a lamellar stack of bilayers, might have their collective
behaviour affected by interactions mediated by their distorting the smectic.
We build a minimal model to describe this situation, and run simula-
tions to explore its behaviour. We observe that under certain circumstances
(with a balance between the size and speed of micro-swimmers, and the stiff-
ness of the smectic layers) the smectic-mediated interaction between the em-
bedded swimmers is sufficient for the development of collective motion. The
effect of noise on the robustness of the co-aligned motion is examined, and a
phase transition from the ordered state to a disordered state is identified.
3.2 Methods and Theory
3.2.1 The Smectic-Mediated Force
Colloids embedded between layers of a smectic liquid crystal with a diameter
slightly greater than the mean smectic layer spacing will distort the smectic.
This distortion has an associated energy cost.
By perturbing the layer-structure of the smectic, micro-swimmers em-
bedded in the smectic interact with one-another. The loss of symmetry with
multiple inclusions in the smectic, each locally contributing to the distortion
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Figure 3.1: Plot of the interaction potential between two similar inclusions in a
smectic phase, as a function of their separation. The plot is for r||, the radial
separation, in units of λ, the layer spacing. We plot G(r), for z ∈ {1, 2, 3, 4, 5}. The
potential has a maximum at r|| = 0, decaying rapidly to a minimum at r|| =
√
8λ|z|.
The interaction is repulsive at short range, and attractive at long range. Note that
it decays in r|| much faster than in z.
field, makes for a system where some arrangements of agents distort the smec-
tic less and so are more energetically favourable than other arrangements. We
can understand this energy landscape in terms of the two-body interaction
potentials between pairs of swimmers, and so the consequent forces that the
swimmers experience as they are induced to move into positions which min-
imise the total distortion to the smectic.
We follow the approach by Sens, Turner et al. in determining the
interaction potential between particles embedded in a smectic liquid crystal
[49, 48, 63].
We make use of the Landau-de Gennes Hamiltonian for a smectic liquid
crystal [16]. This description is concerned with the displacement, u, in the
direction normal to the plane (which we will henceforth refer to as the z
direction, in contrast to the x, y-plane of the layer) of layers from an average
flat state. As well as the standard terms dealing with compression or dilation
of layers (B(∂zu)
2), and bending of layers (K(∇2||u)2), we must also consider
the effect of the swimmers distorting layers. To do this we will include an
50














whereB (dimensions of energy length−3) andK (dimensions of energy length−1)
are respectively the compression and bending moduli, ρ is the density of the
colloidal inclusions at a point. β is a coupling constant which determines the
magnitude of the layer deformation caused by a unit density of swimmers.
Minimising the Hamiltonian yields the interaction potential between a













We note here that (3.2) is not well behaved in the limit z → 0. This is a
consequence of our using a continuum approach, which breaks down over small
lengthscales. Although some theoretical work [49] suggests that inclusions
in the same layer will experience a monotonic attraction, there also exists
experimental work suggesting the reverse[43]. Both may indeed be true, as the
former deals with inclusions of diameter d ≈ λ, whilst the latter of diameter
d & λ. The exact crossover between them is not clear and has resisted our
attempts to calculate it. As such, we will make a significant simplification
in our model, and neglect any direct smectic-mediated interaction between
swimmers in the same layer.
The smectic mediated force is thus given by the derivative of (3.2). We
do not allow swimmers to move between layers, so we will set the z-component
of this force to zero. So the smectic mediated-force exerted on one swimmer
by another at a separation r is, in Cartesian coordinates,















In a system of N swimmers, the force on a particular swimmer (i) will
be the sum of the forces exerted on it by all the other swimmers (j) in the
system:
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r z = 2λ
λ
r  = 5λ||FSm
FSm
r  = 4λ||Minima at
r =
 z
r(    )
||
Figure 3.2: Colloidal inclusions in the smectic locally distort the layers. This
distortion has an associated potential which results in a force, FSm, that moves
the inclusions to their relative energetic minima at r|| =
√





−∇G(ri − rj) (3.4)
3.2.2 Swimmer Reorientation
A micro-swimmer, in the absence of any smectic-mediated force, will travel
with a self-propulsion velocity
vsp = |vsp|p (3.5)
Where the unit vector p = (cosψ, sinψ, 0) is the swimming direction. In the
presence of the smectic-mediated force, this swimming direction may change
as the swimmer is reorientated by the torques acting upon it.
In a deterministic system, reorientation can only occur due to some
broken symmetry in the swimmer which causes it to have an orientational
preference due to the anisotropy of the smectic force. Our swimmers are
constrained to only move in two dimensions by the smectic layers that they
are confined between. In this 2D plane, they can only orient themselves with
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respect to the direction at which the smectic-induced force acts upon them.
In the absence of this force they would not reorient, as the medium they
are swimming through is presumed to be isotropic, and we are neglecting any
hydrodynamic interactions between the swimmers themselves, or the confining
smectic. Considering only orientation about an axis normal to the smectic







with ψ measured relative to some arbitrary axis in the smectic plane. We shall







which acts to move the swimmer in the direction φ, measured relative to the
same axis as ψ.
Irrespective of their shape, our swimmers will have some centre of hy-
drodynamic stress [9] where the hydrodynamic force arising by their motion
through the fluid may be considered to be acting. All automotile agents will
have a hydrodynamic centre to their swimming motion. We shall call this
point cH . Any force acting on a point offset from cH will effect some rotation
on the swimmer. Of course, applying a force on the point cH would result in
no rotation.
For simplicity, we shall only consider an offset from cH along the axis of
the swimming direction vector, p. This is not such a huge assumption, as it is
a condition satisfied simply by our swimmers being radially symmetric about
their swimming direction vector. Now, we shall call the point upon which the
smectic-mediated force acts upon our swimmer cSm, and we shall define the
offset
δ = cSm − cH . (3.8)
We note that there are two cases to consider here: that of a positive offset










Figure 3.3: The offset, δ, of the point the smectic force acts on, cSm, from the
centre of hydrodynamic stress, cH, can result in a change in the agent’s swimming
direction, p. If δ > 0 (δ+), the resultant torque will minimise the angle between p
and FSm, aligning the swimming direction with the smectic force (red). If δ < 0
(δ−), the swimmer will anti-align, to swim against the pull of the smectic force
(blue).
(cSm < cH =⇒ δ < 0), like a typical “puller”.
It now remains for us to describe the induced reorientation of our swim-
mers. We shall do so by considering those torques that act upon the swimmer
to effect or inhibit changes in orientation.
We define the smectic torque, which results from the action of the
smectic-induced force upon the offset point, as
TSm = δ (p ∧ FSm) . (3.9)
This torque acts to increase the angle between p and FSm if δ is negative, and
to decrease it if δ is positive. This is to say, that it acts to align the swimmer
with the direction of the smectic force if the swimmer is a pusher, and to anti-
align it if a puller. The torque is scaled by the magnitude of FSm and δ, so if
there is no force, or no offset, then there is no torque to induce reorientation.
A micro-swimmer will also experience a drag-based resistance to changes
in direction: a torque arising from viscosity and serves to impede changes in
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direction. This viscous torque will depend on the shape of the swimmer. For a
spherical swimmer, the viscous torque due to Stokes’ drag is well known from
Faxen’s Laws: T = 8πµa3 (ṗ ∧ p), which assumes no vorticity or turning of
the swimmer about its long axis, nor any distortion caused by other swimmers.
However, for a generic swimmer
TV = c1µ (ṗ ∧ p) , (3.10)
where µ is the dynamic viscosity, and c1 is a geometric parameter (∼ [L]3)
dependent on the shape of the swimmer. By Newton, we balance the torques
such that
TV + TSm = 0, (3.11)
ergo,
c1µ (p ∧ ṗ) = δ (p ∧ FSm) , (3.12)
=⇒ p ∧ ṗ = δ
c1µ
(p ∧ FSm) , (3.13)
=⇒ ṗ = δ
c1µ











And so, equating (3.14) and (3.15), we have the following system:
 −ψ̇ sinψ =
δ|FSm|
c1µ
sinψ (sinψ cosφ− cosψ sinφ) ,
ψ̇ cosψ = δ|FSm|
c1µ
cosψ (cosψ sinφ− sinψ cosφ) .
(3.16)
Dividing by− sinφ or cosφ, respectively, and rewriting cosψ sinφ−sinψ cosφ =
sin (ψ − φ), we arrive at an expression for the change in swimming direction










Figure 3.4: A swimmer moves in the plane as a result of the combination of its own




sin (φ− ψ). (3.17)
3.2.3 A Dimensionless Model
A swimmer’s position, r, in its smectic layer will change over time through a
combination of its own motility, and the force it experiences via the smectic.
Stokes tells us that a sphere of radius a in a fluid, acted upon by a force will
move with a velocity v = F
6πµa
where µ is the dynamic viscosity. Our swimmers
are of a more general shape, though, so their velocity due to the action of the
smectic-mediated force will be FSm
c2µ
, where c2 is a length parameter dependent
on the shape of the swimmer. Consequently we can state its change in position
simply as




Equations (3.4), (3.17) and (3.18), comprise our model.
Scaling our lengths by λ, so r̃ = 1
λ
r, and time so that t̃ = |vsp|
λ
t, we are











= r̃′ · |vsp| (3.19)
so




























































|F̃Sm| sin (φ− ψ). (3.27)
Defining τ = c1
δλc2
, a dimensionless parameter characterising the time






sin (φ− ψ). (3.28)
So we have two dimensionless control parameters, τ and S, as well as
the equations (3.20), (3.21) and (3.28), comprising a dimensionless model.
3.2.4 Simulation Details
To explore the behaviour of a system of micro-swimmers in a smectic liquid
crystal we will simulate swimmers governed by our model equations. We are
interested in potential order that such a system may evidence, driven by the
smectic-mediated interaction between agents.
Our simulations will involve a periodic box, comprising ten smectic lay-
ers (and thus ten inter-layer gaps), each 50λ by 50λ, where λ is the mean
distance between layers. A box of this size was chosen to reduce the impact of
ipsitropic effects in the first instance and through one or more other swimmers
(in a smaller box, the strength of the inter-agent interaction could be sufficient
for the swimmer to feel it’s own influence, or for other swimmers to be acted
upon by the swimmer and it’s periodic phantom). A five layer difference re-
duces the maximum magnitude of the potential by over an order of magnitude,
ten by two. Similarly, a (50λ)2 box was found to be sufficient to ensure agents
had freedom to move, without being restricted by the box size and proximity
to neighbours through the periodicity, but not so great that the agents failed
to interact in reasonable simulation time. Into the box are placed 100 agents,
10 per layer, with their positions and orientations within the layer randomly
determined for each simulation.
We chose a timestep size of 0.001 λ|vsp| . This value well compromises
between reduction of computational noise (inherent in any discrete-time ap-
proximation of a continuous process) and efficiency. It also allows a reasonable
comparison with the original Vicsek model [66] which runs on a similar chronal
resolution, in the “small velocity regime”.
Microswimmers, being self-propelled and thus force-free, are considered
to swim by a hydrodynamic force dipole generating a flow field about the
particle decaying as 1
r2
in a bulk fluid [53], and swimmers can interact hydro-
dynamically with one another and with boundaries by means of this flow field.
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Such an interaction clearly has the potential to be long ranged and capable
of having a much greater impact on the the dynamics of our system than the
smectic-mediated interaction. With such a decay, even for a hydrodynamic
interaction of a similar order to the smectic interaction at short range, for
more distant swimmers the the hydrodynamic interaction will dominate.
It has been observed that the flow of fluid adjacent to a lyotropic mem-
brane can induce a corresponding flow in the membrane itself, consequently
capable of transmitting the flow to the fluid on the other side of the mem-
brane [47, 67]. In practice this raises the possibility that in some systems the
swimmers might be capable of hydrodynamically interacting across layers. We
will assume a system where we have selected a smectic make-up such that any
hydrodynamic interaction is sufficiently screened by the membranes to have a
negligible impact in neighbouring layers, so that the only interlayer interaction
in our model will be via the smectic-mediated interaction.
The hydrodynamic interaction of microswimmers confined to two-dimensional
geometries is still currently a rich area of research [58, 35]. Different means
of swimming (for instance puller versus pusher) have very different flow fields
associated with them which influences whether they attract or repel, align
or diverge, at different configurations. A thorough examination of potential
intra-layer hydrodynamic interactions between swimmers is beyond the scope
of this work, and any choice will dominate the dynamics of our simulations.
As such we feel that the best choice is to make the somewhat unreasonable
approach of omitting any intra-layer hydrodynamic interaction between our
agents.
Our swimmers are modelled as point particles with no direct interaction
with other agents in the same layer (though three-body interactions via both
agents in the same layer interacting with an intermediary in another layer
are possible). As such, the situation can arise that swimmers in the same
layer could occupy the same co-ordinates. In practice this occurs frequently in
the simulations, and with both agents resting in the same potential well they
will be inclined to remain stuck in this configuration. Whilst this unrealistic
situation could be avoided by the inclusion in our model of some repulsive
same-layer interaction (for instance a Lennard-Jones potential), we chose not
to do this for two main reasons: firstly, that we are uncertain what the best
59
in-layer interaction should be; and secondly, that we want to construct a sim-
plified model entirely driven by our reasoned smectic-mediated effect rather
than a combination of this and some other phenomenon.
Where we added noise to our simulations to examine the impact this
had on any emergent order, this was done in the form of an orientational noise.
This was done by including an additional term to our reorientation expression,
(3.17), with ∆φ, randomly drawn from the continuous interval [−ηπ, ηπ], with
η ∈ [0, 1000] determining the strength of the noise. With noise, our expression




sin (φ− ψ) + ∆φ. (3.29)
1000 is the upper limit for η as this corresponds to a potential maximum
change in angle of π in a single time-step (recalling that in realising the model
in a simulation, any change in orientation angle must be multiplied by our
time-step size, here of 0.001 dimensionless model time units).
3.2.5 Order Parameters
To characterise the amount of order in the system, we will measure two order
parameters in our simulations. There are two types of order that we are
interested in quantifying. The first is the extent to which we have alignment
of swimmers - a measure of how effective (or not) the torque resultant from
the smectic-mediated interaction has been in co-aligning agents. The second
is the extent to which our swimmers have arranged themselves to sit on the
minima in the smectic energy landscape.
For the first, we will take inspiration from Vicsek [66] and utilise the









where pi is the swimming direction of swimmer i. The value of Φ characterises
the extent to which the system displays global orientational order. A disor-
dered system, with agents swimming in different direction will have a value
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p p
Φ ~ 1 Φ ≪ 1
Figure 3.5: A system with agents with very different swimming direction vectors (p)
will have a low centre of mass speed, Φ 1, whilst a system with agents swimming
in the same direction will have a high centre of mass speed Φ ≈ 1. Different colours
are to indicate the swimmers being in different layers. Recall that our model is
scaled so that |vsp| = 1[λper unit model time].
for Φ close to 0, with this number increasing as the system exhibits greater
order. Φ = 1 means that all the agents are travelling in the same direction.
For the second order parameter, we wish to characterise the extent to
which the system has relaxed, with our agents having arranged themselves
on the interlayer lattice of smectic-mediated potential minima. This will be a
proxy measure for the extent to which the system displays positional order. We
note that as more swimmers find these minima, relative to the other agents,
then the system energy will drop. We will, therefore, compute the system















where (x, y, z) are those rescaled by 1
λ
. So for each swimmer i,
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H ≪ 0 H ~ 0
Figure 3.6: A system with the swimmers highly separated will have a system energy
H close to 0. As the swimmers get closer to one-another, they will get closer to their
respective minima at r|| =
√
8λ|z|. With more swimmers at these minima, the




g (ri(t)− rj(t)) . (3.32)








We have rescaled H to remove ξ from this quantity, because as a constant, it
proportionally scales the magnitude of H, and as we are only interested in the
relative value of H, we would gain little from its inclusion.
We note that H(t) will become more negative, as the positional order
increases. The theoretical limit to the value of H is −5197
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exp (−2) ≈ −3.91.
This value being achieved only if all swimmers find their respective minima
at r|| =
√
8λ|z| to all other swimmers in the system. Such a configuration
may be impossible in practice, as it is infeasible to satisfy the positional re-
quirements of agents across the different layers. We observe, however, that the
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contribution of swimmers in neighbouring layers dominates this figure, adding
20 exp (−2) ≈ −2.71. It is important, also, to consider that the very strong
short range repulsive and attractive interactions between agents, will make it
difficult for them to fully explore all configurations of their space, and that they
are likely to become trapped in a state of partial frustration, unable to access
the global minima. As such, we would expect to see this order parameter’s
value to plateau, short of the true minima.
3.3 Results and Discussion
3.3.1 No Added Noise
We will begin with the simplest case and examine a deterministic system with
no added orientational noise.
Considering our expression for reorientation, (3.17), we clearly have
two cases to address: δ > 0 - agents who co-align due to the smectic-mediated
force (“pushers” such as E. coli), and δ < 0 - agents who anti-align (“pullers”
such as C. reinhardtii), as well as the trivial case of no-realignment. These
correspond to positive and negative value for τ , respectively. We shall look at
each case separately, beginning with that of co-alignment.
Deterministic Co-alignment: General Behaviour
Our aim is to understand the behaviour of a collection of co-aligning swimmers
in a smectic liquid crystal for a range of values of τ - the parameter which
controls the rate at which swimmers change swimming direction, and S - the
parameter which controls the strength of the smectic interaction.
Using a simulation written in Python we ran simulations for
S, τ ∈ {0.001, 0.01, 0.1, 1, 10, 100, 1000}.
Position and orientation data was collected for all agents in the simulation,
for 10000 time-steps following a burn-in of 150000 time-steps (sufficient time
for a swimmer to traverse the length of the 50λ box three times1). From the
1Simulation runtime was a limited resource, and running the simulation with very long
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position and orientation data for each parameter set, we made movies to show
the behaviour qualitatively and constructed three histograms, each to address
a different question:
1. Given that the smectic-interaction favours a two-particle separation of
r|| =
√
8λ|z|, are swimmers more likely to be found at particular dis-
tances from one-another?
2. As a result of smectic-induced co-alignment, do swimmers with a partic-
ular separation move in the same direction?
3. Should the combination of the first two effects induce swimmers to or-
bit one-another in any sense, is there any respective rotation between
swimmers of a given separation?
As such these histograms are to highlight any correlation that might exist
between density and separation |rij| = |rj − ri|; separation and co-orientation,
pi · pj; and separation and vorticity, |ωij| = |rij ∧ pj − rij ∧ pi|.
The full set of histograms can be found in Appendices, whilst the movies
may be found in the SI. Selected examples are presented below.
The quasi-phase diagram in Figure 3.7 summarises the different be-
haviours observed in our simulations. There are two principle regions of note
in the (S, τ) phase space shown in the diagram. In the first, broadly covering
low S and higher τ , and so covering systems of particles with weak or slow
interaction, we have “ballistic” behaviour. Examples of this type of behaviour
can be seen in Figures 3.8, 3.9 and 3.10. Here, where the smectic interaction
is small (or non-existent, in the case of S = 0), agents neither get pulled into
or trapped in respective potential wells, nor do they co-align, so swimming
directions remain random. We see no grouping of particles, nor changes in
trajectory. This contrasts with the second, which broadly covers higher S and
low τ , so stronger interactions and rapid reorientation. This is where we have
“collective motion”: groups of co-aligned particles moving together. Examples
equilibration times was prohibitive. It was assumed that 150000 time-steps would be suffi-
cient to reach a steady state, but in fact true a steady state was not achieved in many of
these simulations. Instead we would argue that these simulation results represent a sort of
quasi-steady state. This will be discussed in more detail later.
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Figure 3.7: Rough sketch of the phase diagram. Indicates the behaviour one would
observe in a system of swimmers in smectics for a range of smectic interaction
magnitudes (S) and reorientation times τ , after a moderate length of time.
The dashed lines are only present to indicate approximate boundaries between the
different observed qualitative behaviours, rather than representing distinct quanti-
fied cut-offs.
“Ballistic behaviour” refers to agents who act like non-interacting particles, develop-
ing no order in the system. ‘Collective motion” refers to agents arranging themselves
into co-aligned flocks, moving together - a highly ordered system. “Clustering” refers
to situations in which agents have become closely grouped, via the smectic interac-
tion, but remain unaligned, due to slow reorientation. The groups drift slowly in the
mean swimming direction of their members, or may not move at all. “B/C” refers
to situations where the agents are on the transition from “ballistic” to “collective”
behaviour.
This diagram represents a “quasi-steady state”, true steady state behaviour taking
orders of magnitude more simulation time to reach. We conjecture that with more
time, the line separating ”Ballistic” and “Collective motion” will move to the left,
and the line between “Clustering” and “Collective motion” will move up - collective
motion being the only stable long-term behaviour in a deterministic system such as
this.
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of this behaviour can be seen in Figures 3.11, 3.12, and 3.13. Along the line di-
viding the “ballistic” and “collective motion”, the observed behaviour is a mix
of the two states. With a longer run time, we would expect this more erratic
behaviour to condense into the collective motion state, as the agents would
further relax into smectic-interaction minima, eventually coming together into
one group with a uniform swimming direction - this being a lower energy state
for the system. Indeed, for finite τ , we conjecture that given a sufficiently
long runtime, because this system is deterministic it must eventually reach
collective motion so long as S > 0. S and τ can only influence the timescale
over which the system finds a minimal state.
The emergence of collective motion in these simulations is very note-
worthy. Our model lacks any explicit co-alignment of agents, as seen in the
traditional Vicsek model [66], rather the collective motion seen here has arisen
through swimmers experiencing a force (due to the smectic-distorting pres-
ence of swimmers in other layers), whose action upon their asymmetric bodies
has effect a torque to change their swimming direction. This external effect,
experienced by the cohort, then yields collective motion as a consequence.
Deterministic Co-alignment: Measuring Order
We now report on our investigation as to how the orientational (Φ(t)) and po-
sitional (H(t)) order change with time for different S and τ parameter choices.
Rather than compute these order parameters for the whole phase space, which
would have a heavy computational cost, we will focus our attention on eight
cases, along the S = 1 and τ = 1 trajectories:
(S, τ) ∈ {(1, 0.01), (1, 0.1), (1, 10), (1, 100), (0.01, 1), (0.1, 1), (1, 1), (1, 10)},
which are marked in Figure 3.14. The results of these can be seen in Figures
3.15 and 3.16.
We see from these results that the choice of parameters has a huge
impact on the time it takes the system to relax. The case of (τ, S) = (10, 1) is
of particular note, as it demonstrates that even for τ > 1, the system does tend
to an ordered state, albeit over a much longer time-scale - we see no reason to
think this would not also be observed for τ = 100, given a simulation length a
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0.01 0.1 1 10 100 S
0.01
(S,τ) = (0.0,1.0) 1 2 3 4 5 6 7 8 9 10Layer
timestep 1 timestep 5000 timestep 10000
Figure 3.8: ]
Above: correlation plots for a realisation of (S, τ) = (0, 1). Below: three snapshots
of the same realisation at the beginning, middle and end of the data collection part
of the simulation run. With S = 0, there is no smectic-mediated interaction between
agents, nor can there be alignment. This is born out in the histograms which show
no correlation between particles, and the movie snapshots in which one can see no
structure to the arrangement of the particles. This is our trivial ballistic scenario.
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τ = 1.0 S = 0.1




















(S,τ) = (0.1,1.0) 1 2 3 4 5 6 7 8 9 10Layer
timestep 1 timestep 5000 timestep 10000
Figure 3.9: Correlation plots for (S, τ) = (0.1, 1). Here the smectic interaction
is low. Over the timeframe that the model has been run, no strong signals have
developed in the histograms. Particles remain almost completely unaligned, with
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(S,τ) = (1.0,10.0) 1 2 3 4 5 6 7 8 9 10Layer
timestep 1 timestep 5000 timestep 10000
Figure 3.10: Correlation plots for (S, τ) = (1, 10). The smectic interaction is
reasonable, but swimmers are slow to reorient. We see a small signal in the seper-
ation correlation histogram, showing that some swimmers have been attracted to
the energy minima for swimmers in neighbouring layers and by thier interactions
with these, have been influenced to get close to swimmers in the same layer, via
a three-body interaction. However, whilst there is some small corresponding co-
alignment between these near neighbours, no long-range order has yet developed.
The behaviour is essentially ballistic.
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0.01 0.1 1 10 100 S
0.01
(S,τ) = (1.0, 0.1) 1 2 3 4 5 6 7 8 9 10Layer
timestep 1 timestep 5000 timestep 10000
Figure 3.11: Correlation plots for (S, τ) = (1, 0.1). The smectic interaction is
moderate, and swimmers reorient quickly. We have clear collective motion in the
screenshots, with two groups of co-aligned, closely arranged swimmers. This is
borne out in the histograms, where we see a strong signal in the seperation plot,
and almost complete swimmer alignment in the orientation plot. Note that in the
screenshots, swimmers appear arranged on a lattice, with nearest neighbours in r||
being from neighbouring layers in z. Observe also that the peaks on the seperation
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(S,τ) = (1.0,1.0) 1 2 3 4 5 6 7 8 9 10Layer
timestep 1 timestep 5000 timestep 10000
Figure 3.12: Correlation plots for (S, τ) = (1, 1). For moderate values of both S
and τ , we observe collective motion, evident in the movie screenshots. However,
over the timescale that the model has been run for, we have only incomplete global
alignment - several groups of aligned swimmers. The seperation plot clearly shows
that we have only order at short range, whilst the banding in the orientation and
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(S,τ) = (10.0,1.0) 1 2 3 4 5 6 7 8 9 10Layer
timestep 1 timestep 5000 timestep 10000
Figure 3.13: Correlation plots for (S, τ) = (10, 1) With a strong smectic interaction
and reorientation occuring over a moderate timescale, we observe colletive motion.
All swimmers are aligned and moving as part of one group. Within each layer,
three-body interactions have forced agents to overlap. In the seperation plot, there
are strong peaks corresponding to the smectic minima. The correlation and vorticity
plots show complete global alignment of swimmers.
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Figure 3.14: Marked with stars are the parameter choices for which we will look at
change in order with model run time. Marked with blue stars are those parameter
choices for which we will examine the effect of noise on the order of the system.
These values are chosen as they cover a range of interesting S and τ cases.
corresponding order of magnitude greater, or indeed for any finite value for τ .
In Figure 3.15 we have the plot for (τ, S) = (1, 0.1), here again we have small
(but discernible) increases in system order. Once again we must infer that
given a suitable span of time, this and other 0 < S < 1 systems will eventually
reach an ordered state. However, it is clear that to see evidence of order (and
so collective motion), over a biologically relevant span of time (that in which




Looking at the plots for H(t), we see that no simulation reached our
theoretical limit, with all seeming to stabilise in a frustrated state. We ob-
serve that rapid reorientation lead to higher values of H being reached, and
that these were also cases where there were more upsets in orientational order
accompanied by increases in positional order - the frustrated system finding
a new minima and briefly disrupting the alignment of the agents. These sys-
tems remain frustrated as a result of the strong short-range smectic interaction






































































Eta(t) for tau = 1.0 S = 1.0











Phi(t) for tau = 1.0 S = 10.0












Eta(t) for tau = 1.0 S = 10.0
Figure 3.15: Plots of Φ(t) and H(t) for (τ, S) ∈ {(1, 0.01), (1, 0.1), (1, 1), (1, 10)}
across 500000 model timesteps (equivalent to the time it would take a swimmer
to traverse the box 100 times), each with four realisations from different random
initial conditions. Note that for S < 1 there is little change in orientational or
positional order, whilst for S ≥ 1 the order does increase, and significantly faster
for S = 10 than for S = 1, where only one of the four realisations reached a centre
of mass speed of 1 in the simulation time. We also note that the positional order
for S = 10 reached different seemingly stable values for H, all below the theoretical






































































Eta(t) for tau = 10.0 S = 1.0











Phi(t) for tau = 100.0 S = 1.0












Eta(t) for tau = 100.0 S = 1.0
Figure 3.16: Plots of Φ(t) and H(t) for (τ, S) ∈ {(0.01, 1), (0.1, 1), (10, 1), (100, 1)}
across 500000 model time-steps, each with four realisations from different random
initial conditions. Note that for τ < 1, a high degree of orientational order and
positional order are found, whereas this occurs only very slowly for τ = 10, and no
change in order is seen at all for τ = 100 over this time-frame. See that increases
in the positional order are accompanied by temporary drops in orientational order.
Also worth noting is that the orientational order signal for τ = 0.01 is very noisy.
We attribute this to the small relative time-step size (0.001 model time), to the
reorientation time - a smaller time-step size would yield a cleaner signal, but would
be much more computationally expensive.
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tial wells and find new minima. Once they find a relaxed state, they lack the
energy to leave and find a further, more relaxed one.
Deterministic Anti-alignment
We now turn to the case of swimmer for whom the point of action of the smectic
interaction is negatively offset from their centre of hydrodynamic stress. We
will examine the behaviour of anti-aligning swimmers by looking at the change
in order with respect to time, for the same set of parameters as considered for
the co-aligning swimmers, albeit with the values for τ multiplied by −1:
(S, τ) ∈ {(1,−0.01), (1,−0.1), (1,−10), (1,−100), (0.01,−1), (0.1,−1), (1,−1), (1,−10)}.
This will allow us to make a direct comparison between these two types of
swimmer. The results are presented in Figures 3.17 and 3.18.
In one sense, these results are unsurprising. Experiencing a torque that
turns them to swim against the pull experienced by the smectic-mediated force
drives the agents to swim away from one-another, resulting in the development
of low orientational order. The positional order is more interesting, however.
For S > 1 we see that swimmers are still dragged into interaction minima,
though then align themselves facing away from their neighbours. Hence some
small positional order and Φ ≈ 0. For S = 1, τ < 1 we see the system
again develops some positional order, but now with H > 0. This is agents
positioning themselves in regions where the smectic-interaction is repulsive,
and G(r) is positive. These realisations also have extremely varied values for
Φ. The explanation is that these rapidly reorienting swimmers are caught
continually in the repulsive region of their neighbours, but are changing their
swimming direction to swim against this repulsion - back towards the high
potential - more rapidly than they can be thrown out. The smectic interaction
is also weak enough that their own motility is sufficient for them to overcome
a certain degree of repulsion and so move into the high potential region. Our
model swimmers have a constant motility, and a limitless internal battery
to propel themselves, but for real swimmers one must imagine that such a






































































Eta(t) for tau = -1.0 S = 10.0











Phi(t) for tau = -1.0 S = 100.0












Eta(t) for tau = -1.0 S = 100.0
Figure 3.17:
Plots of Φ(t) and H(t) for (τ, S) ∈ {(−1, 0.01), (−1, 0.1), (−1, 1), (−1, 10)} across
500000 model timesteps, each with four realisations. Note that there is no increase
in orientational order, and that it rapidly decays to 0, for S ≥ 1. See also that for













































































Eta(t) for tau = -1.0 S = 1.0











Phi(t) for tau = -10.0 S = 1.0














Eta(t) for tau = -10.0 S = 1.0
Figure 3.18:
Plots of Φ(t) and H(t) for (τ, S) ∈ {(−0.01, 1), (−0.1, 1), (−10, 1), (−100, 1)} across
500000 model timesteps, each with four realisations (each shown in a different colour
in the plot). Note the extremely noisy signal for Φ for τ < 1, and that it does not
increase for any value of τ (even decreasing for τ > 1). Whilst for τ > 1, H remains
∼ 0, for τ < 1 we see H > 0. This means that agents are actively moving into
regions where G(r) is repulsive - a higher energy state.
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3.3.2 Noise
Here we shall look at the effect of noise on ordered systems. We have seen
that a deterministic system of agents in a smectic, who co-align in response to
a smectic-mediated force, become ordered and develop collective motion. We
now add orientational noise to the system, akin to increasing the temperature
of our agents as it will allow them to explore more states. For a subset of the
parameter choices that we measure the order for, we will see how the order
changes as we increase the amount of noise. The S and τ values we examine
are
(τ, S) ∈ {(0.1, 1), (1, 1), (10, 1), (1, 10)},
as can be seen in Figure 3.14. These values were chosen as they have minimal
computational noise (being quantities at least two orders of magnitude larger
than the timestep size), and exhibited some extent of order in our deterministic
simulations. The plots of change in time-averaged order with respect to noise
can be seen in Figure 3.19.
Let us first consider the case of (τ, S) = (10, 1). In the deterministic
system, we saw that given enough time, there was an increase in order, see
Figure 3.15. The addition of a small amount of noise does not seem to have
helped the system achieve greater order any faster, as the time-averaged order
parameter remains low, only reaching the same value of ∼ 1√
N
that one would
expect from random swimmer orientation in system of N swimmers, and as is
seen in all the cases. It is possible that noise might help the system achieve
a steady state faster, for noise values below the threshold necessary to break
order. In the future it might be possible to run the simulations for long enough
to confirm this.
For those parameter choices where order could develop, we see that the
addition of noise disrupts this. All of our plots show order generally decreasing
as noise is increased. For (τ, S) = (1, 1), we see much lower values of Φ̄ and H̄
at low noise, and a more pronounced drop in these values as η is increased, than
the other two parameter sets. This can be attributed to the system not having
reached a steady state when the order parameters were collected. Nonetheless,
the system displays similar characteristics to the steady state systems, in that
high order was observed for low noise, which then dropped as the noise was
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(S, ) = (1.0,1.0)
(S, ) = (1.0,0.1)
(S, ) = (1.0,10.0)
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(S, ) = (10.0,1.0)
Figure 3.19: Plots of the change in time-averaged system order, Φ̄ and H̄, with
increase in orientational noise, η, for (τ, S) ∈ {(0.1, 1), (1, 1), (10, 1), (1, 10)}. Each
plot is the mean of four realisations, of which each simulation was run for 300000
time-steps (to allow time for them to reach a steady state), then the order parameters
time-averaged over 200000 time-steps. Error bars show the mean standard error.
Firstly we see that for (τ, S) = (10, 1) we see no orientational order for any noise
value, but we do observe a small increase in positional order as the noise is increased.
For the other parameter choices, note that at low noise we see a high degree of order,
whilst at high noise, the order is lost. This is most marked for Φ̄ where there is
a sharp reducton over a small range of η, whilst the drop-off occurs over a larger
range of η for H̄.
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increased.
So, considering now the two cases where steady state behaviour was
reached, and changed as noise was added to the system: (τ, S) ∈ {(1, 10), (0.1, 1)}.
For very low noise the orientational order, Φ̄, was ∼ 1, however we observed
a gradual then rapid decline in order as η increased, reaching the minimum of
∼ 1
10
by η = 50. This is a continuous phase transition, of the same character
as seen in Vicsek [66], which is unsurprising given that the form of noise we
have added is the same. For both cases, the critical transition occurs between
η = 10 and η = 20. Striking different behaviour is seen for the positional
order, H̄. Here, we again see a decrease in order as η increases, but the profile
of the transition is very different. The order does not reach a minimum until
well past the point at which orientational order has broken down, at η = 100,
and the gradient of the transition is much shallower. This suggests that this
positional order is more robust to orientational noise. We also note that the
minimum value for the positional order seems to depend on the value for S,
with all those cases for S = 1 settling to the same lower value for H̄ than that
for S = 10.
Whilst more work must be done to properly describe these phase tran-
sitions, and to ascertain the relationship between choice of S and τ and the
system’s reaction to increasing noise, we have demonstrated that systems of
swimmers embedded in a smectic liquid crystal can exhibit collective motion,
and that this ordered state undergoes a continuous phase transition as orien-





In Chapter 2, we looked at columnar structures formed by interacting ordered
domains in a stack of bilayer membranes. We modelled the aligned liquid-
ordered microdomains as a single large inclusion in a smectic liquid crystal.
We showed that from a standpoint of considering the elastic energies of the
system, such an arrangement of these domains is not favourable.
Beginning by examining a columnar inclusion of this sort in a bulk
geometry, we fixed a volume but allowed its aspect ratio to vary (via the
control parameter τ). We could then determine what interfacial energy was
necessary to favour the development of inclusions of a given aspect ratio. This
took the form of a surface energy which penalised the flat faces of the column.
Extending our description to a slab-like geometry, more reminiscent of
that investigated by Tayebi et al., we showed that the energy cost of a colum-
nar inclusion depended on its position in the slab. Considering the inclusion
energy, it should be more favourable for inclusions to form in the centre of
the smectic film, and increasingly less favourable towards the edges, contrary
to the observations [56]. Applying the interfacial energy we calculated for the
bulk case at only the liquid-ordered / liquid-disordered smectic interface, and
not at the smectic/substrate interface was sufficient to favour the presence of
the columnar inclusions at this boundary. In reality there should be non-zero
energy associated with the smectic/substrate interface, but given that glass
substrates typically carry a slight negative charge, setting this energy to zero
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is a conservative assumption.
Looking at the magnitude of the interfacial energy computed for inclu-
sions of the dimensions seen in Tayebi et al. we observed that the suggestion
the authors made, of the effect of the liquid-ordered domains on the hydrogen
bond network favouring liquid-ordered domain alignment, was sensible given
the magnitude of the energies involved.
We employed a linear theory in this work, omitting the anharmonic
correction to the elastic free energy from the Hamiltonian we used. A linear
theory has significant advantages in its usability, compared to the non-linear
theory, and indeed this simplification enabled us to achieve an analytical result
for the energy of the bulk column, and to formulate a model for a column in a
finite slab. We justified our use of the linear theory by our system being in a
small deformation regime. However, despite our estimation of the magnitude
of the distortion we are not certain of the exact profile of the deformation at
the Lo interface. A sharp enough layer deformation could result in a situation
where non-linear effects make a significant contribution to the energy density
[8]. This could be of particular importance if edge dislocations were to occur
in our system.
The total distortion over the larger columns we examined amounted to
the equivalent of a couple of layer thicknesses. This does suggest that the
system could achieve a lower energy by adopting a configuration with edge
dislocations on the radial Lo/Ld interface. There is no clear evidence for the
existence of edge dislocations in this system, though they could explain why
the height difference between the ordered domain column and the surrounding
layers does not appear to scale linearly with the height of the column [56].
Whether the stresses in the system are sufficient to drive the creation of edge
dislocations to ease the distortion, and exactly what impact they would have
on the system energy are important questions, and ones that can only be
answered properly with use of a fully non-linear theory [8].
The work we undertook looked only at a single, already formed and
aligned column in a smectic. An obvious next step might be to extend this to
look at a system of multiple interacting columns. In practice we found that
more than one inclusion made the calculations involved unwieldy, so declined
to pursue them. We also attempted to investigate aligned domains of different
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shapes. Cone-shaped inclusions were of particular interest to us as a means to
consider the energy of a partially formed column, these seeming to be observ-
able in the experimental work [56]. We constructed the integral expression for
the energy but found it to be intractable, resisting our attempts to evaluate
it analytically or numerically. Finally we note that our work here included
no dynamics, and that this is also a potentially interesting avenue for future
research.
Chapter 3 saw us turn our attention to a system of motile inclusions
embedded in a smectic phase. We constructed a minimal model with two
control parameters: S which described the relative strength of the smectic-
mediated particle-particle interaction, and τ describing the relative time taken
for the swimmers to reorient themselves when subject to torques. Simulations
were run with a periodic smectic box of 10 layers each with 10 swimmers.
We began by trying to characterise the behaviour of the deterministic
system across the (S, τ) phase-space. This proved challenging as reaching a
true steady state took in excess of the computation time we had allocated
to the problem. The author also made the decision to sacrifice a depth of
results for a breadth. It would have perhaps given more useful insight to run
multiple realisations of fewer cases in the deterministic model, so allowing
averaging over multiple samples. This would give cleaner averages in the
correlation plots. However, we did qualitatively characterise the behaviour
of the system and so produced a rough sketch of a phase diagram indicative
of the type of behaviour one could observe in such a system, for particular
parameter choices over a short, biologically relevant timescale. In doing so we
identified two very different types of behaviour for systems with τ > 0: ballistic
swimming of unaligned, weakly interacting agents; and collective motion, of
aligned groups of agents moving together. The latter was observed for stronger
smectic interactions, and the former for weaker. We conjectured that given
long enough timescales the system must eventually relax into collective motion.
This is a lower energy state than the ballistic one, and even a weak interaction
should eventually give rise to stable collective motion. Further work to support
or disprove this conjecture should be carried out. For systems with τ < 0, no
collective motion was observed.
We note that this difference between positive and negative τ , corre-
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sponding to pusher-type swimmers and puller-type respectively, is biologically
relevant. It suggests that for swimmers in a smectic system, only pushers are
capable of naturally undergoing collective motion, whilst pullers are capable
of clustering. This could have implications for different survival strategies in
nature and may merit further investigation.
We made the decision to omit any hydrodynamic interaction between
agents from our model. This was done to keep our model as simple and general
as possible, and to ensure our results could be attributed to the smectic-
mediated interaction alone, rather than some other inter-agent interaction or
combination of interactions. This said, such an omission is difficult to justify
on the grounds that few, if any, realisable systems will be free of a significant
hydrodynamic interaction of some kind.
Hydrodynamic interactions by swimmers in a quasi-two dimensional
fluid between two confining walls can be screened by the walls to decay as 1
r3
[53] which still represents a significant long-range interaction relative to the
smectic-mediated interaction. It has been reported that such interactions can
cause swimmers to align and attract if they are positioned at certain angles
to one-another, but to repel otherwise, leading to unstable collective effects
[58, 35]. Such in-layer interactions could in turn make the intralayer collec-
tive motion we see in our model unstable by disrupting the in-layer alignment
of swimmers. However, the interplay between in-layer hydrodynamic interac-
tions, and intralayer smectic-mediated interactions certainly has the potential
to offer rich, complex behaviour in appropriately realised.
Having observed the development of order in the system, in the form
of collectively moving aligned agents, we sought to understand what impact
the introduction of orientational noise would have on this order. In this, we
took inspiration from the highly cited Vicsek model [66], applying the same
form of noise to test whether a comparable order-disorder phase transition
might be observed. We measured two order parameters: Φ, a measure of
global co-alignment; and H, a measure of system energy and so a proxy for
positional order. We observed that for (S, τ) choices which produced highly
ordered systems with collective motion at a steady state for low noise, as
the noise was increased a Vicsek-like phase transition to disorder occurred
in the measure of orientational order. This then is a potentially realisable
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system with Vicsek qualities: bottom-up natural collective motion. It would
be well worth attempting to recreate this experimentally, to see if we can incite
collective motion in a microscopic system, given appropriate choice of smectic
medium, and of swimming organism.
From a theoretical and computational standpoint, we would hope to
further interrogate this phase transition, and to explore how the results might
differ in an infinite rather than periodic system. In the short term, however,
more work must be carried out to improve the quality of the order-disorder
plots, and to drive the out of steady state case (S = 1, τ = 1) to a true
steady state before attempting to observe its phase transition, in order to
better compare it to the moderate S and small τ cases. We anticipate that
the character of the transition should be the same.
Finally we note that the physics describing inclusions in smectics is
not drastically different from the dual case of a columnar phase raising the
possibility of comparable results in that different environment.
This is an apparently rich area with much still to be explored. Contin-
uum models offer a powerful tool for describing these systems. We hope to
see more work on inclusions in smectics and similar environments employing
these tools in the future.
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