We generalize an augmented rounding error result that was proven for the symmetric Lanczos process in [SIAM J. Matrix Anal. Appl., 31 (2010), pp. 2347-2359, to the two-sided (usually unsymmetric) Lanczos process for tridiagonalizing a square matrix. We extend the analysis to more general perturbations than rounding errors in order to provide tools for the analysis of inexact and related methods. The aim is to develop a deeper understanding of the behavior of all these methods. Our results take the same form as those for the symmetric Lanczos process, except for the bounds on the backward perturbation terms (the generalizations of backward rounding errors for the augmented system). In general we cannot derive tight a priori bounds for these terms as was done for the symmetric process, but a posteriori bounds are feasible, while bounds related to certain properties of matrices would be theoretically desirable.
Introduction
The Lanczos tridiagonalization process, which we refer to as the Lanczos process, was introduced in [19] for solving eigenvalue problems and was adapted in [20] for solving linear systems. The process comes in two flavors: a symmetric version that is applied to real symmetric or complex Hermitian matrices, and a two-sided version that is applicable to general square matrices. We use the term "two-sided", since it can also be applied to Hermitian matrices.
The symmetric Lanczos process in all its variants is currently the method of choice for solving many problems involving large and sparse real symmetric, and generally complex process, see, e.g., the book by Komzsik [18] . While the symmetric Lanczos process is somewhat well understood numerically, much less is known for the two-sided process. Perhaps the first significant rounding error analysis was done by Bai [3] who extended the analysis of the symmetric process of Paige [25] , and provided a componentwise rather than normwise analysis. Up to now there are not very many results on the rounding-error analysis of the two-sided Lanczos process and its generalizations, we mention explicitly the pioneering works [9, 8, 3, 35] .
There exist various generalizations of the Lanczos process, like block variants, e.g., [36, 12, 4] , and variants with different numbers of left-hand and right-hand side starting vectors, e.g., [1] . Recently, Lanczos processes with s ∈ N left-hand side starting vectors and one right-hand side starting vector are enjoying a renaissance: in disguise, namely, as the workhorses of the IDR [39] and IDR(s) [34, 10] based methods, see, e.g., [15, 33, 32] . To the knowledge of the authors, no error analysis of these generalizations comparable with that in [28] is available.
The results here are valid for general perturbation terms of any magnitude, not just rounding errors. Thus these results extend to the error analysis of inexact methods and some of the above generalizations, such as classical IDR [39] , IDR(1) [34, 10] and BiCGStab [38, 37] . To handle all cases we will use the more general term "perturbation" in place of the more restricted term "rounding error", and "backward perturbation" in place of "backward rounding error of the augmented system".
Motivation
Our aim in the current paper is to extend the augmented rounding error analysis performed in [28] to basic (i.e., unmodified) perturbed two-sided Lanczos processes. We show that the results in [28] extend in form. However unlike that earlier case, we are in general unable to derive tight a priori bounds on the terms induced by the initial perturbations. It is hoped that future work will lead to bounds related to certain properties of matrices, such as distance from symmetry, and that practical bounds will be obtainable a posteriori. We believe that the present intermediate results will help to improve the theoretical understanding of the finite precision two-sided Lanczos process and are worth adding to the limited existing literature.
Briefly and roughly, for the finite precision case our results extend those of Bai [3] in showing that the computed tridiagonal matrix is exact for a slightly (when the algorithm is far from breakdown) perturbed augmented system with exactly bi-orthogonal matrices.
Outline
In section 2 we present the basic perturbed two-sided Lanczos process. In section 3.1 we discuss the loss of bi-orthonormality between the Lanczos vectors (to be defined below), while section 3.2 is devoted to describing the augmented matrices, defined in [27] , which we call Sheffield augmentation in this paper, and their relation to this loss of bi-orthonormality. In section 4 we carry out an augmented analysis for the two-sided Lanczos process and interpret this, our main result. We discuss bounds on the rounding error terms defined throughout the paper in section 5. 3
Notation
We use standard notation. The identity matrix of size n × n is denoted by I n ∈ C n×n , its columns by e j ∈ C n , j = 1, . . . , n, and its elements by the Kronecker delta δ ij ∈ C, i, j = 1, . . . , n. The sum of all columns e ∈ C n is the vector of all ones. We define an expanded variant of the identity matrix I k ∈ C (k+1)×k that has an additional zero row vector appended at the bottom. The zero matrix is denoted by O, the zero column vector is denoted by o. We use Matlab-like operators triu and tril, see (5) , and the overloaded operator diag which has to be understood in context. The operator diag extends to block matrices, e.g.,
The letter is used in two contexts: it either denotes a small, variable quantity, or, in finite precision arithmetic, the unit roundoff. Appended symbols T and H denote the transpose and complex conjugate transpose, respectively. We use boldface symbols for matrices and vectors, and regular font symbols for scalars. Most of the mathematical relationships in this paper come in pairs, see e.g., (1) below; we use non-hatted symbols to represent the first relationship and hatted symbols to represent the second relationship in each pair. The Lanczos process is intimately related to a sequence of unreduced tridiagonal matrices denoted by the letter T k ∈ C k×k , k ∈ N. Extended counterparts with an additional row at the bottom are denoted by
We use some terminology of [15] , namely (perturbed) Hessenberg decompositions [15, p. 4, Eqn. (1.12), Footnote 2] and a unified and simplified scheme to denote names of algorithms, e.g., GMRes in place of GMRES.
The two-sided Lanczos process
A short but good introduction to the basic two-sided Lanczos process in exact arithmetic, as well as a basic rounding error analysis, is given in [3] . Such analyses depend on the particular implementation, and so details will not be given here.
For a general square matrix A ∈ C n×n we consider the basic two-sided Lanczos process with perturbations E k and E k introduced by some inexact process. The processes we consider satisfy the following two perturbed Hessenberg decompositions, for the finite precision case see, e.g., [3, Theorem 3.1]:
Here,
where as usual the over-bar signifies "complex conjugate". We denote the leading square tridiagonal matrices by
The coefficients are chosen so that in the error-free case, i.e., in the absence of perturbations E k and E k , Q k and Q k are bi-orthonormal, i.e., Q
This excludes more refined two-sided Lanczos process variants, e.g., those based on mere bi-orthogonality [8] . Note that this bi-orthonormality shows T H k = T k in the error free version of (1), and the computational implementation in [3] also ensures this, so we assume T H k = T k here. We term the recurrences (1) the Lanczos recurrences. The columns of Q k and Q k are called right and left Lanczos vectors, respectively.
In the presence of perturbations, E k and E k are non-zero and bi-orthogonality between the Lanczos vectors is quickly lost. To construct q j+1 and q j+1 , the process first generates non-normalized versions of these vectors. If either is zero this can be considered a successful completion. Even in the exact case it may happen that at a particular step j < n the inner product of the non-zero non-normalized vectors is zero, in which case q j+1 and q j+1 can no longer be constructed. This occurrence is called a breakdown of the process. This only causes trouble in the two-sided Lanczos process, since in the symmetric version q j+1 = q j+1 . An exact breakdown is extremely rare in practice; a more common occurrence is a near breakdown, when the non-normalized Lanczos vectors at step j are almost orthogonal. In that case, scaling q j+1 and q j+1 enforces the condition q H j+1 q j+1 = 1, but causes at least one of q j+1 and q j+1 to have a very large norm. As we see later, large norms of the Lanczos vectors yield large bounds on the perturbation terms. Some strategies have been implemented to try to avoid the problems associated with near breakdown, e.g., in the look-ahead implementation of the process [31] . For simplicity we assume that the process is executed without look-ahead, and breakdown or near breakdown does not occur.
Since normalization of q k+1 and q k+1 is the last part of each step, in finite precision arithmetic it is straightforward to ensure that the diagonal of Q H k+1 Q k+1 is almost the unit matrix except near breakdown, so that diag( Q H k+1 Q k+1 ) = e + c for some small c ∈ C k+1 . Then with two small diagonal matrices S k+1 , S k+1 ∈ C (k+1)×(k+1) such that
, we can reformulate the Lanczos recurrences (1) as
where the new perturbation matrices are given by
We now assume that we work with the replacements:
To describe the loss of bi-orthogonality we introduce the additive splitting
5 which defines the strictly upper triagular U k and U k , and define the vectors
The strictly upper triangular matrices U k , U k ∈ C k×k and the vectors u k+1 , u k+1 ∈ C k capture the loss of bi-orthogonality of the Lanczos vectors when the process is subject to perturbations. We now describe how this loss of bi-orthogonality develops as a function of the tridiagonal matrices T k and T k and the perturbations E k and E k . The results of the following lemma have been derived for the symmetric process in [25] . The derivation for the two-sided Lanczos process is similar; the results are contained in a proof in [3] . We provide a short proof valid for general perturbation terms in Eqns. (1). (1), and let the loss of biorthogonality be captured by U k , U k , u k+1 , u k+1 defined in (5) and (6). Then these satisfy the perturbed Hessenberg decompositions
where the diagonal matrices D k and D k are defined by
and
which can be reorganized as
Note that the left hand side of this equation is upper triangular and the last three terms on the right hand side are lower triangular. Comparing the upper triangular parts on both sides leads to (7a). The second equality in (8a) displays the componentwise values of D k . Equation (7b), with (8b), is proven by considering the lower triangular part of (10), which amounts to a similar analysis to the above applied to (1a)
We remark that the upper triangular perturbation matrices F k and F k are small whenever the Lanczos recurrences (1) are approximately satisfied, i.e., when E k and E k are small, when Q k and Q k are not too large, and when local bi-orthogonality is approximately obtained, i.e., the elements u i,i+1 β i+1 and u i,i+1 β i+1 corresponding to the first super-diagonals of U k and U k are small for i = 1, . . . , k, see (8) . In the finite precision case these have been proven to be small in good implementations of the symmetric process, but this will not hold in the standard two-sided algorithms if Q k and Q k are large. In particular the assumption of local orthogonality made in [30, (13.13) ] for the symmetric case cannot be made for local bi-orthogonality in the two-sided case, and the terms in (8) have to be bounded.
There is a structural symmetry here if we define throughout A := A H , I k := I k , and O k,k := O k,k . Since the original Lanczos recurrences (1) remain valid by interchanging hatted versions of symbols with non-hatted ones, and since our relationships come in pairs, every relationship that we derive will hold by swapping hatted symbols with nonhatted ones. For example, in (8) , D k turns to D k and vice versa upon interchanging hatted letters with non-hatted counterparts.
Obtaining true bi-orthogonality via an augmented process
In this section we present two augmented matrices as defined in [27] which incorporate Q k and Q k together with information about their loss of bi-orthogonality.
Indicators of loss of bi-orthogonality
First we define an alternative way to measure the loss of bi-orthogonality between the Lanczos vectors. Following [27, Eqn. (7.1), Theorem 7.1], we define
The second equalities in (11) are based on finite Neumann series expansions possible for nilpotent matrices. Equation (11) shows that R k and R k are polynomials in U k and U k , respectively, and that they are also strictly upper triangular. By [27, Eqns. (7.2)+(7.
3)] the two sets {U k , U k } and {R k , R k } are related by the following rules,
We can write reverse polynomial relationships based on finite Neumann series as
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We see that there is a one-to-one correspondence between these two sets measuring the loss of bi-orthogonality of the Lanczos vectors. From (5) the set {U k , U k } appears to provide the more natural measure, but the set {R k , R k } has been useful, see [27, p. 568] , and is the one needed here. Note that by the strictly upper triangular structure, r k+1 and r k+1 are analogously related to R k , R k+1 and R k , R k+1 as u k+1 and u k+1 are related to U k , U k+1 and U k , U k+1 , i.e.,
Sheffield augmentation
Let q j ∈ C n and q j ∈ C n , 1 j k, denote the columns of the matrices Q k , Q k ∈ C n×k . In [27, §7., Eqn. (7.1), p. 580] the strictly upper triangular matrices R k and R k are used to define two bi-orthonormal matrices based on Q k and Q k :
n×k and Q k ∈ C n×k be matrices with q H j q j = 1 for 1 j k. The Sheffield augmentation of these two matrices is given by the two matrices
where R k , R k are the polynomials in U k , U k defined by (11) and U k , U k are the strictly upper triangular matrices defined by (5).
We remark again that the case k > n is not excluded. In [27, Theorem 7 .1] it is proven that P H P = I n+k , i.e., that the columns form biorthonormal bases of C n+k , P H = P −1 . For a single set of unit length column vectors, given by a single matrix Q k ∈ C n×k , in [27] one unitary augmented matrix was defined, which was called a unitary augmentation of Q k . No name was given to the bi-orthonormal counterparts for the case of two matrices Q k and Q k , and we suggest P (k) and P (k) be called the Sheffield augmentation of Q k and Q k .
Two-sided augmented analysis
Before our main results, we obtain the equivalent of Eqns. (7) for R k and R k , our new measures of loss of bi-orthogonality. This lemma extends [28, Eqn. (3.10) ].
Lemma 4.1. The strictly upper triangular matrices R k and R k satisfy the two perturbed Hessenberg decompositions
Proof. Since R k is strictly upper triangular, its last row is zero, which implies that we can modify the last column of a matrix to the left without changing the result of the multiplication, e.g.,
We restate the Hessenberg decomposition (7a) for U k ,
Replacing U k and u k+1 using (13a) and (12) gives
Multiplication by the unit upper triangular matrix I k − R k from the left and the right results in
which, when added to (18) , yields the perturbed Hessenberg decomposition (17a). The corresponding "hatted" variant (17b) follows completely analogously.
From (17a) it immediately follows that
We refer to both equation (17a) and equation (19) in the proof of Theorem 4.1. The following observations will also be useful:
so that from the relation (13a) between R k and U k
From (12), (13a) and (6) we have
It will also help to define the matrix update A k of A of rank at most two by
It then follows from (21) and (20) that
We now prove our main theorem. Theorem 4.1. For general A ∈ C n×n consider a perturbed two-sided Lanczos process captured by the Lanczos recurrences (1) with the tridiagonal matrices defined by equations (2). The matrices U k and U k are defined in equations (5), u k+1 and u k+1 in equations (6), F k and F k in equations (7), R k and R k in equations (11) , and the Sheffield augmentation P k and P k in equations (16) . Then with A k in (22) ,
where
with
Proof. Define
We first find expressions for the components of G and then show that relation (24) is satisfied with
Just as in [28] , the proof is based on consideration of the four blocks of G separately. The first block G 11 can be rewritten utilizing the definition of P in equation (16a), using (21) , and utilizing the new Hessenberg decomposition (17a), respectively,
The second block G 21 is rewritten similarly. Using the definition of P (16a), the additional Hessenberg decomposition (19) , substituting (21) , observing that e
T , see (18) , and finally using the right Lanczos recurrence (1a) gives:
We consider the third block G 12 . By the definition of P in Eqn. (16a) the first line
The latter is a strong assumption on the structure of the perturbations: the left and right perturbations have to be highly structured to result in preservation of bi-orthogonality. Theorem 4.1 and Corollary 4.1 extend Theorem 3.1 and Corollary 3.2 of [28] to the two-sided Lanczos process. If one removes the hats from (35b), then (35a) and (35b) become the same relation, identical to [28, Equation 3.24] . The two sets of results are analogous except for the bounds on H that we now discuss for the case of perturbations caused by execution in finite precision arithmetic. 13
Round-off error bounds
For the Hermitian (symmetric) application of the Lanczos process, it was shown in [25] that E k 2,F , F k 2,F A 2,F O( ), and in [27] and [28] that R k 2 1, N k 2 2. Moreover, the columns of Q k are essentially unit length (up to rounding error). These bounds were used in [28] to show that for the Hermitian Lanczos process
giving a kind of augmented stability result. For the two sided Lanczos process, we are unable to produce clear a priori bounds on the size of H. In the absence of breakdown of the process, in [3, Theorem 3.1] it was shown for the implementation described there that the rounding error matrices E k and E k satisfy the componentwise relations
where m refers to the maximum number of non-zero elements per row of A. Bounds of a similar size to these can be found for the elements of D k and D k in (8) . These bounds depend on the sizes of Q k and Q k . Similary, the sizes of
hence the size of H, and values of p k+1 and p k+1 depend on Q k and Q k , whose columns may grow unboundedly when the algorithm reaches a state of near breakdown. For that reason we believe that it is impossible, at least in general, to produce an a priori bound on H. Hence the two-sided Lanczos process is not numerically "stable" in the augmented sense that the Hermitian Lanczos process was shown to be. Nevertheless, for any specific computation, one may keep track of the sizes of Q k , Q k , for example by accumulating their Frobenius norms as suggested by [3, p. 221 ]. Moreover, it is possible to compute R k , R k , r k+1 , r k+1 essentially exactly when k n. All this can be done without too much computational overhead. Therefore, for a specific problem instance H can be bounded a posteriori, and the vectors p k+1 and p k+1 can be calculated essentially exactly (up to small rounding errors).
Such a computational procedure is only feasible for reasonably small k, and will not often be practical. But since H is nicely bounded in the Hermitian case, it might be possible to obtain bounds in the general case in terms of the distance of A from being Hermitian, or perhaps in terms of other matrix properties. This would be useful for the theoretical understanding of the process, or of practical use for certain classes of matrices. For general applications we would like to obtain practical computable bounds on H for all k, but this will take time, since unlike the Hermitian case, we at present have very little understanding of the matrices P (k) and P (k) in Eqns. (16) . For inexact methods we need similar developments to the above in order to understand how H develops in terms of general E k and E k in Eqns. (1).
Conclusion
In this paper we extended an augmented backward rounding error result, proven in [28] for the symmetric Lanczos process, to the two-sided Lanczos process subject to 14 perturbations such as those caused by finite precision arithmetic or inexact methods. Our analysis shows that the form of the results (24) and (35) for the two sided Lanczos process are completely analogous to those for the symmetric Lanczos process. We are unable in general to derive tight a priori bounds for the backward perturbation term H in (24) and (25), and believe that this might grow unboundedly in cases of near breakdown. However, since in the case of finite precision computations with real symmetric A this term is always bounded proportionally to the introduced rounding error E k in (1a), it seems possible that in the general case a bound could be found in terms of the introduced errors E k and E k in Eqns.
(1) and the distance from symmetry of A, and that practical a posteriori measures could be computed.
