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Abstract
Many different methods have been developed for the solution of the time-harmonic Maxwell equations in exterior domains at high
frequency. Volume-based methods have the drawback of needing an artiﬁcial boundary far from the obstacle. Integral formulations
enable one to avoid this difﬁculty by solving a problem on the surface of the obstacle. However, integral operators imply dense
systems with bad condition numbers. The ultra-weak variational formulation (UWVF) is a volume-based method using plane wave
basis functions that allows the use of a coarser mesh in comparison with more classical low order ﬁnite element methods. However,
the UWVF still involves the problem of the artiﬁcial boundary. In this paper, we suggest the use of an integral representation of
the unknown ﬁeld to obtain an exact artiﬁcial boundary condition. In this way the distance between the obstacle and the artiﬁcial
boundary can be reduced. The use of the fast multipole method ensures a low cost for the calculation of various integral operators
used in the representation. In this paper we describe the combined algorithm, demonstrate its accuracy on a model problem and
discuss the complexity of the algorithm.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
The ultra-weak variational formulation (UWVF) is a volume-based numerical method for solving the time-harmonic
Maxwell system on a bounded domain developed by Després and Cessenat [3,2]. It uses local plane wave solutions on
a ﬁnite element mesh to approximate the ﬁeld. By varying the number of plane wave basis functions from element to
element the UWVF can discretize the electromagnetic ﬁeld with a coarser volume mesh in comparison to more classical
methods like low order ﬁnite elements or ﬁnite differences. However, to approximate scattering on an unbounded
domain, the UWVF requires an artiﬁcial boundary ext sufﬁciently far from the obstacle.A simple absorbing boundary
condition on ext (as used in the original UWVF) implies a large domain around the obstacle and so a large number of
degrees of freedom.
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In this paper we suggest using an integral representation of the unknown ﬁeld on ext due to Hazard and Lenoir ([8],
see also [9]). In particular, their idea is to use an integral representation of the unknown on the artiﬁcial boundary ext
thanks to the unknown ﬁeld values on a third boundary  taken closer to the boundary int. This couples the degrees
of freedom on  to those on ext. The main constraint is that the domain between  and ext be homogeneous (i.e. the
background medium). Note that if the exterior domain is entirely homogeneous and we use the perfectly conducting
boundary condition on int, we may take  = int. The artiﬁcial boundary ext can then be taken very close to the
boundary of the obstacle. However, this method requires the evaluation of integral operators which are expensive by
direct means. We shall show that the use of the integral representation does not greatly increase the cost of the UWVF
if the integral calculation is performed using a fast multipole method (FMM) (see for example [4,10,7]). Indeed, for
a given accuracy, the numerical complexity of the new algorithm is better than the complexity of the standard UWVF
with a simple absorbing boundary condition on ext. The following sections give a presentation of the UWVF and
describe the use of the integral representation within the UWVF, with results on the complexity of the new algorithm.
The last section presents encouraging numerical results obtained using a 1-level FMM.
2. Ultra-weak variational formulation
To solve a scattering problem for the time-harmonic Maxwell equations in a domain  we need to ﬁnd the electric
ﬁeld E and magnetic ﬁeld H such that the following equations hold: (see Fig. 1)
∇ ∧ E − ™H = −m,
∇ ∧ H + ™E = j,
∇ · (E) = 0,
∇ · (H) = 0,
⎫⎪⎬⎪⎭ in , (1)
where m and j are given data functions specifying the current sources,  and  are positive functions of position and
> 0 is the angular frequency of the ﬁeld. For use with the UWVF we write the boundary condition on =int ∪ext
in the following nonstandard form [3]:
−|√|E ∧ + (|√|H ∧ ) ∧ = Q(|√|E ∧ + (|√|H ∧ ) ∧ ) + g, (2)
whereQ=0 onext and g is computed from the incident wave to give a low order absorbing boundary condition (ABC).
Since we wish to model the total ﬁeld we choose g = 0 on int and use Q to set the boundary condition. For example
choosing Q = 1 gives the perfectly conducting boundary condition, while |Q|< 1 gives an impedance condition.
The UWVF is based on the decomposition of the domain  into tetrahedra {k}k=1,...,K of diameter hk . To describe
the coupling between tetrahedra we use the notation shown in Fig. 2 where we see that k,j denotes the face between
k to j if they are neighbors (or is empty otherwise) and j,j denotes a boundary face of j (or is empty if the
element is interior to the mesh). We also use the notation:
• k =⋃j k,j ;• k= exterior normal to k;
• kj = normal to k,j from k to j ;
• k = /k ;
• kj =
√|kj |;
Ω
Σ
Γint
Γext
Fig. 1. The exterior domain .
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Fig. 2. Domain decomposition using tetrahedra (depicted as triangles for ease of drawing). The surface k,j is shared by j and k with normal
pointing from k to j .
• kk = |k|;
• Qk = Q/k,k .
The UWVF is based on the Hilbert spaceV =∏Kk=1 L2t (k)whereL2t (k) is the space of square integrable tangential
ﬁelds on k , and the scalar product is given by (X,Y) =∑k ∫k X/kY/k .
Under the assumption that  and  are positive constants on eachk , (E,H) is found through the restriction (Ek,Hk)
of the ﬁeld to k , where (Ek,Hk) = (E,H)/k . To write down the UWVF we follow [3,2] and deﬁne the operator
F : V → V as follows. For Y ∈ V let the ﬁelds (E′k,H ′k) satisfy the adjoint Maxwell system{∇ ∧ E′k − ™kH ′k = 0 in k,∇ ∧ H ′k + ™kE′k = 0 in k,√
kj (E′k ∧ k) + √kj ((H ′k ∧ k) ∧ k) =Yk on k.
Then
(FY)/k,j = −
√
kj (E
′
k ∧ k) +
√
kj ((H
′
k ∧ k) ∧ k).
The UWVF solves for an unknown impedance trace X ∈ V , deﬁned by X/k =Xk ∈ L2t (k) and
(Xk)/k,j =
√
kj (Ek ∧ k) +√kj ((Hk ∧ k) ∧ k). (3)
The UWVF of Maxwell’s [3,2] is then to ﬁnd X ∈ V such that∑
k,j
∫
k,j
1√kjkj
XkYk −
∑
k,j 
=k
∫
k,j
1√kjkj
XjFYk −
∑
k
∫
k,k
1√
kkkk
QkXkFYk
= −2
∑
k
∫
k
mH ′k + jE′k +
∑
k
∫
k,k
1√
kkkk
gFYk (4)
for all Y ∈ V where Yk =Y/k and (E′k,H ′k) is the solution of the adjoint problem introduced above.
Again following [3,2], we deﬁne the operator 	 : V → V by
(	Y)/k,j =Y/j,k , (	Y)/k,k = QkY/k,k .
The UWVF can then be rewritten as the problem of ﬁnding X ∈ V such that
(X,Y)V − (	X, FY)V = (˜b,Y)V for all Y ∈ V ,
where b˜ ∈ V is derived from the right-hand side of (4). By taking a ﬁnite dimensional subspace Vh ⊂ V and using
basis functions Zi, i ∈ J , a Galerkin discretization of the problem leads to problem of ﬁndingXh =∑i∈J XiZi ∈ Vh
such that (Xh,Yh)V − (	Xh, FYh)V = (˜b,Yh)V for all Yh ∈ Vh. Equivalently, in matrix/vector form we seek to
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compute X = [X1, . . . , Xcard(J )]T such that
(D − C)X = b, (5)
where D is the matrix with (i, j)th entry (Zj , Zi)V and C has (i, j)th entry given by (	Zj , FZi)V . The data vector b
is derived from the right-hand side above in the same way.
The space Vh needs to be chosen so that F can be computed easily. As usual for the UWVF on each k we use a
basis generated by taking the impedance trace of pk plane waves satisfying the adjoint Maxwell system on k (pk/2
directions with two polarizations for each direction). At least six plane waves (and usually more) are used per element.
The UWVF then leads to a system of size (
∑K
k=1 pk). The number of plane waves pk must be chosen depending on
the local wavelength and diameter of the element. Suppose the electromagnetic parameters of the domain are constant
and deﬁne the wave number 
 = √. The UWVF enables one to reduce the number of elements in the mesh, in
comparison with a more classical volume methods. In order that the number of basis functions per element does not
grow large, in this paper we requires a number of elements which is of order of 
 in each direction and then of order
of 
3 for the entire discretized volume. If we assume that pk is a constant p, we then have a method of complexity at
least O(
3p2). In the next section an integral representation is introduced in order to reduce the order of the number of
degrees of freedom by reducing the volume that needs to be meshed.
3. Use of an integral representation within the UWVF
For simplicity, we now suppose = = 1 so that  can be taken equal to int (i.e. the scatterer is not penetrable and
the exterior medium is homogeneous). The idea presented by Hazard and Lenoir in [8] consists in replacing the low
order absorbing boundary condition −E∧ + (H ∧ )∧ =−E0 ∧ + (H0 ∧ )∧  on ext by the boundary condition
−E ∧ + (H ∧ ) ∧ = −Es ∧ +(Hs ∧ ) ∧ −E0 ∧ +(H0 ∧ ) ∧ ,
where (Es,Hs) are given by the Stratton–Chu formula [5] in terms of ﬁeld values on = int via
Es(x) = ∇x ∧
∫
int
G(x, y)(y) ∧ E(y) d(y) − 1™ ∇x ∧ ∇x ∧
∫
int
G(x, y)(y) ∧ H(y) d(y), (6)
Hs(x) = ∇x ∧
∫
int
G(x, y)(y) ∧ H(y) d(y) + 1™ ∇x ∧ ∇x ∧
∫
int
G(x, y)(y) ∧ E(y) d(y), (7)
where  is the exterior normal to the surface = int and G(x, y) = exp(™
|x − y|)/(4|x − y|) is the fundamental
solution for the Helmholtz equation. The ﬁelds in the integrands above can be computed from the degrees of freedom
of the UWVF (3) taking into account the convention for the direction of normals, and the boundary condition on int
(2) where g = 0. In particular on k ∩ int
 ∧ Ek = −Qk − 12√kk Xk,  ∧ Hk = −
Qk + 1
2√kk
Xk ∧ . (8)
Of course on a perfectly conducting face Qk = 1 so the above equations simplify.
The system (5) now becomes (D − C − C˜)X = b where C˜ couples the degrees of freedom on int and ext. The
matrix C˜ can be split into different discrete integral operators C˜i , i = 1, . . . , 4 of the form
(C˜iXh)kl =
∫
extkk
1√
kkkk
Si(Xh) · FYkl dext,
where FYkl = −√kkE′kl ∧ k + √kk(H ′kl ∧ k) ∧ k and where Si comes from the right-hand side of (6)–(7). For
instance
(S1(X))(x) =
(
−
∫
int
Q(y) − 1
2
√
(y)
∇yG(x, y) ∧X(y) d(y)
)
∧ (x).
Those integral operators can then be evaluated by the FMM. When considering a perfectly conducting boundary
condition, the two ﬁrst vanish. In a more general situation, all of them would need to be evaluated.
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Table 1
Complexity estimates for the methods in this paper
Method Number of elements Cost of the solution
UWVF 
3 
3p2
UWVF + IR 
2 
2p2 + 
4p2
UWVF + IR + 1-level FMM 
2 
2p2 + 
3p
UWVF + IR + multilevel FMM 
2 
2p2 + 
2 ln(
)p
Two different ways have been studied for the solution of the new system (D − C − C˜)X = b. The ﬁrst one consists
in considering C + C˜ as a small perturbation of C and using the same method (BiCGStab) as used for the classical
UWVF system (D − C)X = b. The second way consists in using an iterative relaxed Jacobi scheme where X(0) = 0
and X(n) satisﬁes (D − C)X(n) = C˜X(n−1) + b for n = 1, 2, . . . (see [9]). Only the ﬁrst method will be used in this
paper.
The integral representation aims to reduce the distance of the absorbing boundary from the scatterer to a number of
elements independent of 
. We then have a number of elements in the mesh of order 
2. This reduces the complexity
related to the volume calculation. However, the cost of the integral calculation would be very large unless treated
carefully since the integral operators give rise to a matrix with large dense blocks. This cost is controlled thanks to the
FMM. The global complexity is given in Table 1 where “IR” denotes “integral representation”, considering the cases
of the 1-level and the multilevel FMM.
The use of the 1-level FMM implies a new algorithm with a complexity comparable with the one obtained by
considering the classical UWVFby itself. However, themultilevel FMMwould lead to an evenmore efﬁcient algorithm.
4. Numerical results
In this section, we present numerical results obtained for approximating the problem of scattering by a perfectly
conducting sphere, in particular the unit sphere (int) with the wavenumber 
 = 4m−1. The wavelength is then
= /2 ≈ 1.6. This very simple example has the advantage that a series solution is available for comparison.
The exterior boundary ext is a concentric sphere. We have experimented with several exterior boundaries giving
rise to different meshes as deﬁned in Table 2. In the table, the names “Sxxx” denote the different meshes, where “xxx”
denotes one of the numbers 400, 200, 100, 075, 050, 025. This number gives the distance between int and ext in
centimeters. In view of the given 
 the distance from the perfect conductor to the artiﬁcial boundary ranges from 0.16
wavelengths (S025) to 2.5 wavelengths (S400).
All the meshes have been generated using FEMLab. The meshes S400 and S200 are appropriate for a classical use
of the UWVF. The other meshes have been generated optimizing the ratio between the average edge-length h and the
wavelength  around h = /5. These meshes are quite uniform (the S400 and S200 are graded to give larger elements
away from the scatterer). The large number of tetrahedra in, for example, S025 might appear to be a disadvantage for
the UWVF + IR + FMM method (the number of tetrahedra is comparable to S400). However, the number of degrees
of freedom (DoF) is much less than for S400 because fewer plane waves are used per element due to the smaller size
of elements as shown in the bottom row of Table 2.
The results of two codes are compared in this section: the classical UWVF code with a classical ABC of order 0
and the code UWVF + IR + FMM using a 1-level FMM. They have been run with the meshes in Table 2. This leads
to some comparison ﬁgures (Figs. 3, 4 and 5) showing, for the two polarizations, the radar cross section denoted by
“RCS” and obtained from the angular dependence of the far ﬁeld pattern predicted by our codes compared to the exact
Mie series.
In Figs. 3 and 4,we clearly see the impact of the integral representation on the accuracy of the result: when considering
a closer and closer exterior boundary, the classical UWVF code, as is well known, gives worse and worse results. On
the other hand, with the different meshes, the code UWVF + IR + FMM gives more or less identical results which ﬁt
with the Mie series solution. Similar results are obtained for the TM polarization (see Fig. 5).
CPU-time and memory requirements are given in the case of the EM polarization in Table 3. The results are given
for the mesh S400 using the classical UWVF code and for the mesh S025 using the code UWVF + IR + FMM. These
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Table 2
A summary of the meshes used in this study
Name S400 S200 S100 S075 S050 S025
Radius in m 5 3 2 1.75 1.5 1.25
Distance between int and ext ≈ 2.6 ≈ 1.3 ≈ 2/3 ≈ /2 ≈ /3 ≈ /6
Number of tetrahedra 16179 14526 40609 30133 21083 11008
Number of basis functions per tetrahedron 8 to 128 8 to 72 10 to 32 10 to 30 8 to 28 10 to 24
Number of DoF 880200 508450 753616 536874 356666 178146
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Fig. 3. The RCS as a function of polar coordinate  computed using the classical UWVF code with the meshes in Table 2 compared to the Mie series
solution. Left: the largest diameter meshes (S400, S200, S100). Right: the smaller diameter meshes (S025, S050, S075). Only the meshes S400 and
S200 gives results close to the Mie series.
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Fig. 4. The RCS as a function of polar coordinate  computed using the new UWVF+ IR+FMM code with meshes in Table 2 compared to the Mie
series solution. Left: results for the larger diameter meshes (S200, S100). Right: the smaller diameter meshes (S075, S050, S025). All the meshes
give results in good agreement with the Mie series.
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Fig. 5. The TM-polarized RCS as a function of polar coordinate  computed using the two codes in the study. Left: results for the classical UWVF
code with meshes S400, S200 and S100. Right: results for the new code with the meshes S025, S050 and S075. For the UWVF + IR + FMM the
results are almost independent of the distance of the auxiliary boundary from the scatterer, whereas the classical UWVF requires to mesh a large
region of space.
Table 3
Computational costs with UWVF (S400) and UWVF + IR + FMM (S025)
Case T00 T0c T0f TD TC TCc TCf Tcg Nit Ttot mem
S400 322 – – 1.54 4.22 – – 971 162 1293 4.8
S025 15.5 394.5 13 0.13 0.4 13.6 10.5 1745 126 2168 2.1
two cases lead to a comparable accuracy. S100 is already too small for the UWVF code according to the curves in
Fig. 3. Even if the curve obtained with S200 using the UWVF code could be acceptable, its accuracy is quite poor in
comparison with the one obtained with S025 using the code UWVF + IR + FMM (hence why we compare results for
S400 and S025 in Table 3). In the table we use the following notation (the units are the second and the Giga-bytes):
• CPU time:
T00 = precalculation of the matrices C and D.
T0c = precalculation of the close interactions related to C˜.
T0f = precalculation of the far interactions related to C˜.
TD = one multiplication by D−1 (average).
TC = one multiplication by C (average).
TCc = one multiplication by C˜ close (average).
TCf = one multiplication by C˜ far (average).
Tcg = Total CPU time for the solution of the system.
Ttot = Total CPU time required by the code.
• Nit = Number of iterations for the biconjugate gradient.
• mem = Memory required by the code.
According to the theoretical complexity of the algorithm, since we used the UWVF+ IR+FMM on S025 versus the
UWVF on S400, one would expect a decrease of the cost of the calculation related to the operators D and C by using the
newmethod. On the other hand sincewe have used only the 1-level FMMwe expect the cost of computingmultiplication
by C˜ to be similar to the cost of the UWVF.We exactly observe these facts. For the code UWVF+ IR+FMM, the total
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CPU time is about 1.7 times the one for the classical UWVF code and the memory cost is about 0.4 times the one for
the classical UWVF code. Thus, the main gain using the 1-level FMM is a much smaller memory cost. Moreover, for
the code UWVF + IR + FMM, we generate more uniform meshes with the respect of the average edge-length around
/5. Thus, the code UWVF+ IR+FMM is more stable regarding the conditioning of the linear system and the number
of iterations for the biconjugate gradient solver than the classical UWVF.
5. Conclusion
Coupling an integral representation with the UWVF leads to a new algorithm with a complexity which can be
efﬁciently reduced by the use of the FMM. The numerical results conﬁrm the contribution of the integral representation
to the accuracy of the results even with very thin meshes, and our expectations about the computational costs using
a 1-level FMM. We have only shown numerical results for a perfect conductor (Q = 1) but more general boundary
conditions can be handled by varying Q at the expense of computing all the operators Si . A locally nonhomogeneous
medium around the obstacle would require  
= int and to contain the scatterer. Then the expressions in (8) would be
replaced by similar expressions involving the unknowns X on either side of the surface.
The integral representation does not involve singular integrals because the integrals are evaluated at points away
from the surface of integration. So a judicious use of the multilevel FMM can avoid close interactions and enable local
reﬁnements of the mesh with no decrease in the efﬁciency of the FMM.
Another feature of this work is that the UWVF enables one to choose a relatively coarse mesh. To use a coarse mesh
up to the boundary requires a good approximation of the geometry of the boundary both for the UWVF and to allow
an accurate approximation by the integral representation. The idea of a double mesh introduced by Zhou et al. [1] for a
micro-local discretization could be helpful in this regard and will be investigated in the future making use of the ideas
of [6].
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