Abstract-The burgeoning capabilities of Web browsers to exploit full-featured devices can turn the huge pool of social connected users into a powerful network of processing assets. HTML5 and JavaScript stacks support the deployment of social client-side processing infrastructure, while WebGL and WebCL fill the gap to gain full GPU and multi-CPU performance. Mobile Grid and Mobile Cloud Computing solutions leverage smart devices to relieve the processing tasks to be performed by the service infrastructure. Motivated to gain cost-efficiency, a social network service provider can outsource the video analysis to elements of a mobile grid as an infrastructure to complement an elastic cloud service. As long as users access to videos, batch image analysis tasks are dispatched from the server, executed in the background of the client-side hardware, and finally, results are consolidated by the server. This paper presents SaW (Social at Work) to provide a pure Web-based solution as a mobile grid to complement a cloud media service for image analysis on videos.
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INTRODUCTION
T HE social media paradigm has led to a significant rise in the volume of user generated content managed by social networks with millions of users accessing services, each of them often using multiple devices at the same time. Service providers aim to engage audience, eager for contents, by boosting the media relevance. To this end, a deeper automatic tagging enables better matching of user interests with the content database and reveals underlying connections between items, such as applying face detection mechanisms or content-based indexing to find related videos. Image analysis algorithms empower automatic retrieval of salience features but they also involve computing-intensive functions. Therefore, the processing requirements grow substantially when all the media items comprising the social network database are analysed. Here, on the one hand big data challenges arise when social services have continuously increasing databases, while on the other hand more and more processing resources are required to analyse all the content.
Grid and Cloud technologies provide High Performance Computing systems that aim to satisfy these requirements.
However, as pointed in [1] , other under-explored alternatives could enhance the trade-off between infrastructure cost, elapsed time and energy saving. It would depend on the number of available processing nodes, the inherent characteristics of the tasks to be performed in parallel and the data volume.
To deal with the aforementioned context, this paper introduces a new concept of Social at Work: SaW. It aims to complement a Web-based social media service with all the client devices, mostly mobiles, that usually have underexploited resources while accessing the service. SaW proposes a Mobile as an Infrastructure Provider (MaaIP) model, going beyond the Infrastructure as a Service (IaaS) model, and creating a system related to Mobile Grid Computing [2] concept with the available CPU and GPU resources of the different client devices to complement a virtualised cloud server, which provides the social media service.
Inspired by the Mobile Grid Computing and the Mobile Cloud Computing (MCC) [3] research fields over a social network mainly based on video content, SaW aims to bring together the huge pool of users permanently connected to media services in social networks and the ever increasing processing capabilities of most of their devices. As a consequence, service providers will embrace the community assets building a device centric grid to improve the social service by means of media analysis. Thus, SaW concept enables service provider to recruit spare CPU/GPU cycles of client devices into an active gear of the social platform, saving cloud resources to the server when the connected clients can perform those tasks.
In order to achieve a SaW system some issues must be addressed, such as turning a Web client into a runtime application framework. The gap between native applications and Web-apps is shrinking by empowered Web engines. Moreover, Web stack can deploy a communication layer to distribute background analysis tasks. The remaining aspect is to manage a volume of spontaneous workers, tracking the status of the tasks, while dealing with the uncertainty of resource availability and heterogeneous processing capabilities.
First, the current device ecosystem is highly heterogeneous, with different operating systems and programming languages, resulting in complex software cross-platform development. In this context, SaW proposes a pure Webbased approach since Web technologies overcome the interoperability barriers. HTML5 is continuously empowering the browser turning the Web into a real application platform middleware able to access hardware resources of the appliances through JavaScript [4] . Additionally, HTML5 introduced a number of features to enable offline Web applications, such the application cache and local storage. Compared to other mobile cross-platform native development frameworks such as Xamarin [5] , Web Apps based on Web-stack are bridging the gap between a typical mobile Web experience and a dedicated custom app on any device. At the same time, they inherit same-origin and permission security policies of the browser. In terms of development and updates, one codebase can serve many platforms, as long as it does responsive design, while they are versionless and backwards compatible. This means saving on developments costs. Going further, the frameworks to develop hybrid applications built with Web technologies and packaged as native apps, such as PhoneGap [6] or Apache Cordova [7] could benefit from the SaW solution, running specific native features where HTML5 is not able yet. Anyway, most social media services do not need specific features unavailable from the browser.
Second, in order to exploit native GPU and multi-CPU potential of a device, WebGL and WebCL bindings to OpenGL and OpenCL run hardware-accelerated, parallel and cross-platform programs. So, they endow Web applications with parallel computing capabilities, accelerating Web applications for intensive image processing [8] .
Then, Ajax (Asynchronous JavaScript and XML) [9] and Websockets [10] are employed as a vehicle for establishing and maintaining mainstream communication between server and clients, transforming the classical synchronous request-response model into a full bidirectional one. This feature enables the server to send asynchronously updates to the client-side browser and to deliver background data.
Finally, the possibility to perform image processing tasks in parallel, such as feature extraction, segmentation, clustering and classification, eases to leap scalability. Due to the video stream nature, composed by individual frames, they can be easily split into independent tasks ready to be distributed. Beyond, the intrinsic presence of key frames in video coding, makes easier navigation and selection of representative images. Servers can dispatch the tasks to users' devices where they are run in the background. These background Web browser applications must balance the mechanism to leverage all available computing resources while provide the best possible user experience.
Thus, the validation of the approach can be explained in terms of the net benefit obtained in the server by delegating part of the tasks. The equation includes two relevant keys, which are based on certain parameters that are dependent on the technological state-of-the-art and the users social media consumption habits: (1) the amount of work that can be distributed to the client devices, which depends on the number of available clients, their capabilities, and the fraction of resources they can dedicate to background tasks without disturbing the user experience, and (2) the extra work created in the server to manage the task scheduling, which should be residual.
As a summary, this paper presents SaW, a pure Webbased, interoperable distributed solution, which is deployed on top of the user appliances of a social media community, including the hardware-accelerated features for suitable devices. Thereby, the service provider leverages the huge processing ability of the social community. This allows the service provider to perform independent background hardware-accelerated image processing tasks, which are embedded to the different social media services accessed by the users. Operational thresholds where this approach is able to compete with traditional computing alternatives need to be defined. In order to do so, existing and validated cost models for parallel computing are shaped to the parameters of the SaW design, such as heterogeneity of devices or their sporadic availability.
Contributions
In this work, we introduce the concept of Mobile as an Infrastructure Provider, aimed to extend the resources of a cloud service by using mobile clients as a grid complement.
The MaaIP concept is demonstrated through the design of SaW, a system for the analysis of video content collection in media driven social services. In this context, cost-efficiency benefits can be found for SaW since the following favourable conditions are met: the service provider needs to perform a large volume of atomic tasks and there is a crowd of potentially under-exploited devices with a continuous session.
The work presented in this paper extends a previous evaluation model to include GPU usage. Finally, we provide a proof-of-concept implementation of SaW using WebGL and WebCL technologies.
Paper Structure
This paper starts with the related work in Section 2, exploring the different Internet-based computing models and analysing their existing mechanisms for the interoperability, task distribution, support for parallel processing and different data structures. Section 3 presents the main contribution of the paper with the definition of the SaW concept. It describes the contributions of SaW to the aforementioned related work, presents a suitable scenario for SaW on a social media service, defines the design objectives of the SaW architecture, and presents a pure Web-based architectural design.
It follows with the evaluation of the SaW approach in Section 4. Section 4.1 describes the experimental results in terms of scalability over a proof-of-concept implementation of SaW using WebGL and WebCL, Section 4.2 presents a performance analysis, extending the already published model in [11] in terms of GPU, and in Section 4.3 some remarks regarding the validation of the SaW hypothesis are presented. Finally, Section 5 presents the conclusions.
RELATED WORK
This section presents the related work, providing a definition of the Internet-based computing models and focusing on the different topics addressed by distributed computing: the interoperability, the task distribution managing, the parallel processing capabilities and the different data structures.
Computing Models
This section describes the main involved concepts in terms of Internet-based computing, where shared resources, data and information are provided to computers to reach a common goal.
Grid Computing
Grid Computing [12] has been an important paradigm in distributed systems for the last two decades. Basically, a grid is a network system where computing tasks are distributed to use non-dedicated computing resources, which may include servers or client computers. The high potential of the nowadays abundant and frequently idle client hardware boosts the opportunistic and delay-tolerant [13] use of client resources in the grid. In this volunteer computing SETI@-home is the most popular example. SETI@home [14] approach has been the pioneer of big data grid infrastructures taking benefit of Internet-connected computers of volunteers. SETI@home has spread the collaborative network model to other unselfish research in areas such as astronomy, climate, astrophysics, mathematics, genetics, molecular biology and cryptography where volunteers and donors share the computing time from personal devices.
Mobile Grid Computing
Grid Computing is characterised by the heterogeneity of the resources in both amount and nature, by the sporadic availability, churn and unreliability of the devices, and by their anonymity and lack of trust. These issues are more relevant in Mobile Grid Computing (MGC) [2] , where computing resources include mobile devices with wireless communications, and therefore prone to disconnections and other eventualities.
Cloud Computing
More recently, Cloud Computing [15] , a new paradigm of distributed computing where virtualised computing resources are provided on-demand, has experienced a dramatic growth. Nowadays the cloud is a cost-saving opportunity for many enterprises [16] and many cloud vendors [17] . Amazon is a popular cloud service provider with solutions like Amazon Simple Storage Service S3 and the Elastic Cloud Computing EC2 as an interface to them. Eucalyptus [18] is an open source cloud implementation on top of Amazon EC2.
Being not tied to a specific hardware model, Cloud Computing enables an improved time-to-market for services achieving: a reduced infrastructure deployment time thanks to an increased service availability and reliability; rapid creation of additional service instances; and cloud interoperability, which lets professionals deploy a service on multiple clouds. Thus, cloud computing provides theoretically unlimited scalability and optimised service performance.
Since the costs of cloud solutions are a key factor, new models are required to fit better with specific applications, infrastructure environments and business contexts. These new models are classified in three, according to the different virtualisation layers: Infrastructure as a Service, Platform as a Service (PaaS), and Software as a Service (SaaS). An example of how client devices can be integrated into cloud services is STACEE [1] , which proposes a peer-to-peer (P2P) cloud storage where different devices can contribute with storage to the cloud.
Mobile Cloud Computing
In Mobile Cloud Computing [3] computing resources include mobile devices as clients of the virtualised services, usually following the classical client-server asymmetric model, which involves a one way communication direction produced by requests from mobile clients to cloud services. MCC addresses the resource scarcity problem of mobile devices by offloading computation and/or data from mobile devices into the cloud, such as in [19] , which provides an energy-efficient offloading in mobile cloud for video-based applications. In the converging progress of mobile computing and cloud computing, the cloudlet is an important complement to the client-cloud hierarchy [20] . Since the main purpose of cloudlets is to enable resourceintensive and interactive mobile applications by providing powerful computing resources to mobile devices with lower latency, it can be considered as an extension of cloud computing infrastructure. This vision is sustained by the limited resources on mobile devices. Nevertheless symmetric MCC models have been also proposed [1] , where a crowd of mobile devices populate a cloud offloading the tasks to be performed by the service infrastructure. This pushes a usercentric strategy to MCC solution shifting to new models: Mobile as a Service Consumer (MaaSC), Mobile as a Service Provider (MaaSP), and Mobile as a Service Broker (MaaSB).
MaaSC model is inherited from the traditional clientserver design where mobile devices are mere service consumers. Here, mobile devices outsource their computation and storage functions onto the cloud. MaaSP switches the role of the device from a service consumer to a service provider. Last but not least, MaaSB can be considered as an extension of MaaSP, where the device gateways other handhelds or sensing nodes. Moreover, the proxy mobile device can also provide security and privacy protections to the data.
MaaSC is the most common MCC service model. Most of the MaaSC solutions, such as CloneCloud, MAUI, ThinkAir, Dropbox, GoogleDrive provide computation task offloading service for mobile devices, keeping the mobile device thin. However, with the recent advances, the features of handheld device are getting closer to regular laptops catalysing new opportunities for MaaSP deployments, like in STACEE.
Interoperability
The interoperability in heterogeneous networks implies two abstraction levels. On the one hand, it requires the deployment of solutions over specific architectures and operating systems. On the other hand, it also requires the provision of interfaces for remote operation and orchestration over a distributed system.
Despite the wide support of SETI@home, HTCondor or Eucaliptus to different architectures and operating systems, including GNU/Linux, Windows and some of the Mac OS platforms, the main drawbacks of these solutions lay on the heterogeneous computing on a variety of modern CPUs, GPUs, DSPs, and other microprocessor designs. The trend towards heterogeneous computing and highly parallel architectures has created a strong need for software development infrastructure in the form of parallel programming languages and subroutine libraries supporting heterogeneous computing on hardware platforms produced by multiple vendors [21] . In response to this completely new landscape, OpenCL [22] is a new industry standard adopted by Intel, AMD, Nvidia, Altera, Samsung, Qualcomm and ARM holdings.
Service interoperability between different cloud providers requires standard interfaces and formats for managing virtual appliances. Nowadays, due to the lack of standard way for cloud managing, each provider publishes its own APIs. In order to establish a universal connection, some proposals have been released [23] :
OCCI [24] defines a protocol and API specification for remotely managing of cloud computing infrastructures, CIMI [25] targets to set an interface and a logical model for managing resources within a cloud, and CDMI [26] establishes an interface for manipulating data elements from the cloud. OpenNebula [27] and Eucalyptus have made important contributions in the deployment of interoperable cloud platforms. OpenNebula implements the OCCI and CDMI specifications to enable interoperability among heterogeneous cloud platforms, whereas Eucalyptus incorporates different well-known interfaces using Amazon Web Services (AWS) [28] as a de facto standard.
The rapidly increasing use of the Web as a software platform [4] with truly interactive applications is boosted by emerging standards such as HTML5 and WebGL that are removing limitations, and transforming the Web into a real application platform middleware to address the interoperability problem. HTML5 applications can be packed for the different execution environments providing interoperability with minor changes through independent OSs. That is why HTML5 is being strongly promoted by the standardisation bodies and a sector of the market to achieve a HTML5 marketplace instead of the available proprietary ones, such as Android Market, iOS App Store, etc. All the previously described technologies put aside new breakthroughs that turn the Web into a real interoperable application framework over the heterogeneous mobile platforms.
In this line, the ComputePool component of the Nebula cloud provides computation resources through a set of volunteer compute nodes [29] . Compute nodes within a ComputePool are scheduled by a ComputePool master that coordinates their execution. The task is executed on a compute node inside a Google Chrome Web browser-based native client sandbox. Thus it provides a secure way to access local user device computational resources inheriting Web security policies to avoid compromising users' local data.
Task Distribution
In our application area, social media analysis, the batch processing to be executed can be easily split into independent tasks ready to be distributed. This way, servers can dispatch the work to different processing nodes.
Focusing on generic purpose massively collaborative computation with Web technologies, MapReduce [30] has a noticeable position. It has been employed by Google to generate its search engine's index of the World Wide Web. In [31] another solution is proposed to overcome serverside task dispatching over a set of nodes, based on open source Apache Hadoop [32] frameworks. The work proposed in [33] highlights the ubiquitous nature of the image matching problems analysing some image processing algorithms specifically implemented for MapReduce technology. Another image processing projects hold by this technology are: HIPI [34] , [35] that provides an API for performing image processing tasks in a distributed computing environment; and many more [36] , [37] . Current research goes further aggregating client-side nodes to work together with the server ones. In this direction, JSMapReduce [38] is an implementation of MapReduce which exploits the computing power available in the computers of the users of a Web platform by giving tasks to the JavaScript engines of any Web browser. JSMapReduce provides simple and unique frontend for Web developers that only have to focus in JavaScript code.
MapReduce defines a programming model for processing large data sets with a parallel, distributed algorithm on a cluster. An alternative to transform the Web browser into a distributed computer middleware [39] can be also created on top of Node.js [40] . It provides more freedom to meet new requirements, to keep full code control and to ease third parties integration.
Nebula [29] , which uses volunteer edge resources for both computation and data storage, assigns tasks based on application-specific computation requirements and data location. Nebula also implements numerous services and optimisations to address these challenges, including location-aware data and computation placement, replication, and recovery. Nebula considers network bandwidth along with resources computation capabilities in the volunteer platform. Consequently, resource management decisions optimise computation time as well as data movement costs. In particular, computational resources can be selected based on their locality and proximity to the input data, whereas data might be staged closer to efficient computational resources. In addition, Nebula implements replication and task re-execution to provide fault tolerance.
Finally, concerning who launches the requests for task distributions, two approaches are possible: a push model where the service delegates a set of tasks over a set of available resources, and a pull model where idle computing nodes request for new jobs to be performed.
Parallel Processing
The definition of smaller tasks could bring finer granularity easing efficient processing strategies based on parallel execution in some scenarios. Hence, independent job scheduling can produce significantly better performance. Here, the social media nature brings some computational benefits. First, media can be easily decomposed in independent frames or clips. Second, the possibility to perform tasks in parallel of the multimedia processing algorithms such as segmentation, clustering and classification eases to leap the scalability dimension. Third, the multimedia processing work fits with continuous advances on parallel processing of multimedia data over GPU architectures.
With the emerging hardware acceleration technologies to exploit GPU and multi-core architectures, the parallel programming languages and the hardware computing platforms are getting closer. The most representative languages that aim to enable dramatic increases in computing performance by harnessing the power of the GPU are [41] : CUDA [42] for NVIDIA devices provides a general purpose scalable parallel programming model for writing highly parallel algorithms; OpenMP [43] has established a method and language extension for programming shared-memory parallel computers. OpenMP, combined with MPI [44] specification for message passing operations, is currently the de-facto standard for developing high-performance computing applications on distributed memory architecture. The underlying mechanism consists of partitioning loop iterations according to the performance weighting of multi-core nodes in a cluster. Another mainstream options are pthreads, Cilk, Ct/RapidMind/ArBB, TBB and Boost threads [45] . These solutions remove barriers by providing abstraction layers for thread block managing, shared memory handling and synchronisation scaling.
MaaSP solutions must meet heterogeneity of browser ecosystem (Chrome, Firefox, Opera, Safari, Edge, IE). The SaW system targets all of them being able to exploit underlying hardware. The cross-entry point is bridged by WebGL and WebCL. In essence, WebGL allows communication between JavaScript applications and the OpenGL software libraries, which access the host's graphics processor. Thereby, it enables use of the hardware's full capabilities not only to perform advanced 3D objects and effects rendering but also for general purpose algorithms, such as image processing. WebCL is designed to enable Web applications with high performance and general purpose parallel processing on multi-core/many-core platforms with heterogeneous processing elements. It provides ease of development, application portability, platform independence, and efficient access through a standards-compliant solution [8] . Thus, WebGL excels in graphics applications while WebCL fares better when more flexibility is required in execution platform selection, load balancing, data formats, control flow, or memory access patterns [46] .
An implementation example is CrowdCL [47] . It presents an open source framework for volunteer computing with OpenCL applications on the Web.
Data Structures
The scale and diversity of big data problems has inspired many innovations in recent years. Different alternatives to Relational Database Management Systems (RDBMS) have emerged to fit different big data applications.
Not only Structured Query Language (NoSQL) systems, are rapidly gaining popularity and market traction overcoming limitations of relational databases [48] . The NoSQL databases were designed to offer high performance, in terms of speed and size, with a trade-off of full Atomic, Consistent, Isolated, Durable (ACID) features [49] . These storing systems include commercial solutions such as Amazon DynamoDB, Google BigTable, and Yahoo PNUTS, as well as open source ones such as: Cassandra, used by Twitter, Facebook and some other corporations; HBase, as part of the Hadoop project; and MongoDB. All of them focus on scalability and elasticity on commodity hardware. Such platforms are particularly attractive for applications that perform relatively simple operations (create, read, update, and delete). They combine low-latency features with scaling capabilities to large sizes querying engine schedules and optimizing its execution.
NoSQL data stores offer various forms of data structures such as document, graph, row-column, and key-value pair enabling programmers to model the data closer to the format as used in their application.
SAW: SOCIAL AT WORK
Influenced by the underlying concepts and technologies, SaW system deploys an opportunistic and delay-tolerant distributed computing platform queuing media analysis tasks over a set of trusted devices. As said before, cloud services imply a cost-saving opportunity to service providers, but depending the requirements of the service, it could still be highly demanding. This kind of services usually have a huge pool of users permanently connected to it. Moreover, second screen and multi-device media experiences are becoming very popular [50] , [51] , [52] . In the social media scenarios considered in this paper, users access them usually from mobile devices, which have increasing processing capabilities that are usually under-exploited. This pushes service providers to go deeper in the cost-saving opportunity using the mobiles as an infrastructure, replacing partially cloud resources. Regarding the computing model, SaW extends the cloud computing Infrastructure as a Service concept to the MCC paradigm, coining a new term of Mobile as an Infrastructure Provider working together with a cloud service. MaaIP uses client mobiles as a grid infrastructure that allows to extend the cloud resources and complement the cloud service. In SaW, requests match a two-way communication pattern, since servers request clients to hire resources from mobile devices while clients access the main service. However, the different scenarios to be performed on top of the SaW system do not require a symmetric model.
To address the heterogeneity of infrastructure, and sharing Nebula design, SaW system does not require to download or install any software in the client-side thanks to a fully Web-browser based execution stack. SaW goes beyond Nebula's ComputeTool performance by emphasising the Web stack that foster hardware-accelerated parallel programming for GPU and multi-CPU over the Web browser.
Regarding task distribution, in order to address the design objectives of elasticity, performance and security, SaW server-side schedules the queued tasks meeting computation requirements and processing availability of the client devices. This asynchronous execution model ensures control to avoid duplicities for a same task, but it does not provide support for intertask communication. Moreover, to exploit parallel processing capabilities in client devices, SaW brings hardware-accelerated performance through the JavaScript engine, WebGL and WebCL, leveraging full GPU and multi-CPU potential.
Finally, related to the data structures, SaW takes advantage of the document-oriented NoSQL technologies for media repositories fitting into one-to-many relationships of a social service.
SaW Use Case
Service providers aim to engage audience, eager for contents, by boosting the media relevance. Therefore, it is necessary to improve the matching of user interests with the huge content database, and reveal hidden connections between items through a deeper tagging. In other words, the service is enhanced by improving the media content indexing.
The target scenario of SaW is a Web-based social media content service, such as YouTube [53] or Vimeo [54] . This target scenario brings beneficial features to the SaW system. First, this scenario provides a continuous communication channel, since users are typically consuming video content for some minutes without interruption, with an active application that provides the content through an adequate bandwidth. Users are aware that media-driven services are bandwidth demanding so they will try to select a high speed network or an appropriate coverage of mobile network. On second place, even though the intrinsic bandwidth requirements of the foreground service, the SaW approach introduces a residual bandwidth overhead comparing with the video itself. SaW will add an extra frame with a processing code to the connection, but it will be residual comparing to the data volume of a progressive download or streaming of a video. On third place, users do not usually perform any other task on the device while consuming video content. This often ends to an under-exploited device with still spare computing resources when compared with more demanding applications [19] , [55] .
In the SaW context, video streaming services, the background computation is not significant when compared to the foreground service in terms of computing resources devoted to video stream networking, decoding and visualization [56] . Moreover, from the energy consumption perspective, the background computation on smartphones reveals negligible compared to the energy consumption of displays in multimedia applications [55] .
Finally, the use of an additional screen (e.g., a smartphone) accessing related content while consuming the mainstream video on a first screen (e.g., a TV set) [57] boosts a very favourable scenario for the SaW approach, since a single user provides multiple devices at the same time connected to a single service that could end to more exploitable resources.
SaW Design Objectives
SaW targets a MaaIP model where a mobile device provides a computing component within a cloud resource system. This concept holds a key driving force moving the provisioning of processing core assets to harvesting huge amounts of available devices. Nevertheless, MaaIP, as an extension of MaaSP and Mobile Grid Computing, opens some challenges such as elasticity, performance, security and privacy, that are design objectives for the SaW architecture proposed in this article.
Elasticity
In terms of service elasticity, it is mandatory to gain cloud ability to automatically scale services and infrastructures for cost reduction when infrastructure and platform sizes are adapted to service demands. This needs of rapid and dynamic provisioning mechanisms to provide efficient service virtualisation. This factor is even more critical in SaW, when mobiles devices come into action as an available infrastructure which is unstable, sporadic, and with specific features such as limited battery autonomy. This means dealing with uncertainty of the resource availability managed by a notification mechanism providing presence awareness and performance information. This aspect turns task independence into a major condition. SaW assures elasticity through Performance Evaluation and Performance Filtering modules (see Section 3.3). These modules profile the capabilities of the client devices in terms of CPU and GPU, but also regarding other features such as the level of battery. This profile is captured by the elasticity parameter, as described in Section 4.2.
Performance
In big data a residual inefficiency is multiplied by the dataset dimension with severe impact on the global system. This means that scheduling and dispatching mechanisms must be implemented to orchestrate all the elements keeping efficiency for data transmission overhead related to work delivery. Furthermore, it is important to match processing needs with device capabilities and minimise re-execution of uncompleted tasks. Thus, the Web client must perform a benchmarking test in order to assess the processing capabilities and the hardware assets disposal of the user's device. Section 4.2 presents a performance modeling that demonstrates the cost-saving of the MaaIP approach.
Security and Privacy Keys
Security and privacy are major concerns for cloud infrastructures even when data is hosted on a corporative data center. However, it turns into a severe issue once the data leaves the corporative firewall. The media managed in social networks consists of images, audio and video elements shared with friends. Such information is highly privacy-sensitive, and malicious attackers may access a target user's obtaining private information. Additional issues comes when dealing with security and privacy of the node provider, the owner of the device. However, to meet both dimensions, content and device owner, a combination of policies should be applied over the data transmission and storage.
SaW takes into consideration the security aspects regarding confidentiality and integrity. Those are assured by the well-known standard mechanisms of authentication, authorisation, encryption and auditory. As mentioned above, in SaW a client has to commit the hiring of its device resources in order to access the social media service. Thus, reciprocity conditions concerning privacy and security should be observed by the registered client and the server.
It is mandatory to verify social identity of the computation node to check its rights and permissions. The use of a centralised mechanism eases handling frequent user access privilege updates (such as invitation or revocation of access rights) in large dynamic systems like social networks. For this purpose, SaW considers three types of media scopes with different set up implications: public, widening the media analysis to any available device; shared with friends, limiting the trusted area to the devices inside the social acquaintance circle; private sharing, constrained to a specific list of computing nodes from the cloud to manipulate data.
Once the trustworthy handshake has been done, the data must be encrypted to prevent man-in-the-middle attacks.
SaW deploys a temporal token based solution to limit access permissions and encrypts the data flows, with TLS protocols, for the Web communication layer.
Concerning the security threats, a push design lets SaW to prevent search over the database and DoS attacks. Note that in a pull model, an attacker, a malicious computation node, could get a promiscuous mode by notifying a permanent idle status to retrieve a set of processing tasks and associated data (crawling for later search) or to capture all the queued tasks (turning the uniformly distributed dispatching management into a burst one for a DoS attack). To prevent this behavior, in the push model of SaW, the cloud broker employs the queue of batch jobs to delegate them. This way, it is difficult for the nodes to search a specific data or claim a particular task. Moreover, server authentication could be addressed using a Synchronised Token Pattern (CSRF Token) that prevents against Cross-Site Request Forgery (CSFR) attacks [58] .
Concerning the potential security threats introduced by WebGL and WebCL, the Khronos Working Group is continuously addressing raised issues [59] and adopted by the browsers continuously.
SaW Architecture
The deployed SaW solution works over a client-server architecture (see Fig. 1 ). It improves the architecture presented on [11] towards a hardware accelerated approach, considering all the new aspects introduced by usage of GPU resources within SaW concept. On the server-side there is a SaW Scalable Cloud Server (SSCS) which manages server resources in order to provide a consistent, scalable and a single service front-end to the clients. It deals with balancing the load through the different available servers. The SaW client-side is completely Web browser oriented. Hence, emerging technologies such as HTML5, JavaScript, WebGL or WebCL play a crucial role by providing interoperability to cope with hardware and software heterogeneity. Algorithms 1 and 2 provide an example of SaW with the client device benchmarking process and the SSCS workflow respectively. SSCS executes two concurrent tasks in Algorithm 2. First, by EnrollThread, SSCS continuously performs a recruitment loop which orders the new devices connected to the social media service to self-assess their performance scores. Thus, SSCS enrolls the devices in the appropriate queue based on the reported type following Algorithm 1, which is executed in client devices remotely and provides, as an outcome, a normalised device type i according to the classification in Table 2 . Second, by TaskDistribution, SSCS matches the queued image processing tasks to suitable devices in terms of workload and elasticity factors. To this end, the image size and algorithm complexity are considered. This decision program of SSCS is shown in Algorithm 2. All the computing and data transmission overhead in the client-side cannot affect the experience of the consumed content. Hence, on a first step, the SaW system has to create a device capabilities profile. To this end, the server adds in the first response to the client a benchmarking test in order to assess the processing capabilities and hardware assets of the client device (Benchmark function from Algorithm 2). The score is sent to the SSCS task distribution manager, which decides the complexity of the background image analysis tasks that fit into that client following the global task distribution strategies.
On a second step, once the SSCS has set specific tasks to be run on a suitable client device, a data transfer is initiated from the server with the image frame and the image processing JavaScript script or scripts (Dispatch function from Algorithm 2). These are classified by complexity and invoke different technologies such as WebGL or WebCL to exploit the GPU and/or multi-core assets of the device. The client applies the scripts over the images as a background process, avoiding any user experience damage through elasticity factor considerations. The computed results are sent back to the SSCS and it harvests, formats and stores all the incoming image computing outcome to be mined later by the service provider. While a user is enjoying a social service similar to YouTube or Vimeo, SaW allows the service to deliver independent image analysis tasks queued to the different clients until each session finishes. In case the server does not receive a result in an elapsed maximum time from a specific client (waitTTL call from Algorithm 2), it considers that device is not available anymore and queues it to another one. Fig. 2 depicts a more detailed client-server SaW architecture and the communication between them.
Client Web Browser SaW Architecture
The SaW approach is designed to run the client-side application over a standard Web browser composed by the following modules (see Fig. 2 
):
Main Service. This is the main social media application of the service provider and gates what the user wants to consume. Note that a client using the Main Service has committed to join SaW by allowing service providers to gain idle resources in the users device to add background activities while preserving a good Quality of Experience (QoE).
Communication Layer. This module enables the communication between the client and the server with widely supported Web communication protocols: Websocket and AJAX. The WebSocket Protocol enables two-way communication between a client and the server. Here the security model used is origin-based that is widely used by Web browsers. The protocol consists of an opening handshake followed by basic message framing, layered over TCP. The goal of this technology is to provide a mechanism for browser-based services that need two-way communication with servers that does not rely on opening multiple HTTP connections [10] . Even if the implementation of the WebSocket protocol is widely implemented and on the roadmap of all the Web browsers, nowadays there are some restrictions to use Websockets over some devices, such as mobiles. Anyway, a less efficient polling approach with Ajax is a feasible alternative to WebSocket. Ajax is a group of interrelated Web development techniques used on the client-side to create asynchronous Web applications. With Ajax, Web applications can send data to, and retrieve data from, a server asynchronously keeping visual fluidity and behavior of the foreground Web application [9] .
Performance Evaluation Manager. This module launches a performance test at the beginning of the application runtime in order to profile the capabilities of the device in terms of CPU, GPU, and the available bandwidth (see Algorithm 1). Then, according to the benchmark results, a normalised device type estimation is sent to the SSCS and it settles the complexity threshold for image processing that this device can deal with considering all the discovered aspects. This evaluation test is not repeated during an active session but it could be performed again to tune the background tasks to a new context, specially if the main service is very changeable from a processing requirement perspective.
Data Transference Manager. This module works hand in hand with the Communication Layer, dealing with the data transference between the client and the SSCS. HTML5 Web Storage facilities are used to create and maintain the incoming data. On the one hand, the client receives a new image for each image processing task and one or various scripts to be applied for that image. These are stored locally and once the processing is over, this module fits the format of the results to transfer them to the SSCS. It is important to highlight that SaW runs entirely in the memory of a Web browser.
JS Injection Manager. It takes charge of handling the scripts received from the server. This module injects and deletes the scripts on runtime without interfering on the user experience and prepares them to execute the background tasks in an optimal way. It also manages the libraries to be used on each case to take advantage of the GPU and CPU resources of an appliance depending the performance ranking. This module will have available some CPU Processing Libraries oriented to exploit CPU resources enabling multi-core tasks through WebCL, and some GPU Processing Libraries in order to foster hardware acceleration by the GPU of the client device using WebGL and WebCL technologies.
Image Processing Manager. This core layer provides the Web application an API to perform the management of the image processing scripts on the client side. It runs image analysis tasks in the background on top of the JS Injection Manager and using the CPU and GPU processing libraries.
SaW Scalable Cloud Server Architecture
The SSCS has different modules to manage all the SaW service infrastructure on the server side. These elements are presented on Fig. 2 and briefly explained below:
Communication Layer. It manages the communication between the SSCS and the client. With the same functionality mentioned in the client side, this module is deployed on top of WebSocket and AJAX protocols.
Data Transference Manager. It is supported by the Communication Layer and it is the responsible for exchanging the data with the client (e.g., the images and the scripts for each processing task). Task Distribution Manager. This block has the global view of the SSCS to categorise and dispatch all the image analysis tasks that the service provider wants to perform through the client device community. It splits and queues the processing jobs by connecting an image with some specific scripts and estimating the complexity of each computing work. It collaborates with the Performance Filtering Manager module and requests and exchanges data with the Data Manager module.
Data Manager. This block manages all the data involved in the SSCS interrelated from different data-bases containing the Images to be processed, the Image Processing Scripts (some of them to be run over CPU architectures and others over GPU ones), and the Processing Results obtained by the clients.
Performance Filtering Manager. This element receives the performance assessment from the clients and analyses the capabilities of the devices to inform the Task Distribution Manager module, who assigns a specific task to that device gaining specific hardware (GPU or CPU) acceleration according to its assets disposal (see Algorithm 2).
EVALUATION
In this Section a proof-of-concept implementation of SaW architecture is described, providing experimental evaluation results and an analysis of the performance based on a previous model. The evaluation is focused in two different aspects:
The scalability of the SaW approach, with a specific comparison between the involved Web technologies: WebGL and WebCL. The performance behaviour of the system when considering different types of client devices, according to the target SaW scenarios. This includes a model of the computational cost that considers CPU, GPU and communication resources, as well as some performance figures obtained for different scenarios with realistic combination of device types.
WebGL and WebCL Scalability Comparison
This section presents the experimental results of using WebGL and WebCL technologies in order to explore the scalability of current Web browsers to exploit GPU resources. A proof-of-concept implementation of the SaW testbed has been developed to distribute a queue of 100 tasks over a different number of clients with identical capabilities. Using homogeneous devices enables to measure the scalability without loss of generality. The heterogeneity of the devices is addressed in next section.
For that purpose, a SSCS implementation has been built with a combination of Node.js and MongoDB to obtain a low latency server and to be able to deal with high concurrency requests. Both technologies provide event-driven systems that enables a non-blocking I/O model that makes it lightweight and efficient in high concurrency environments with a NoSQL data structure. Three different instances of the server have been deployed in order to avoid bottlenecks and provide sufficient resources for the different clients.
In the client side, according to the proposed architectural design, our implementation works over Web standards to cover a wide set of devices and follows a modular design. These modules enable a real-time communication with the server and are able to inject JavaScript libraries in runtime for the background tasks.
As clients, we used a different number of identical PCs with the following capabilities: Windows 8.1 Intel(R) Core (TM) i5-3330 CPU @ 3.00 GHz with Intel(R) HD Graphics 2500. To test WebGL, Firefox 42.0 Web browser has been used, that enables WebGL by default [60] . Currently, there is no native support for WebCL in Web browsers. Thus, an experimental extension [61] has been used on top of a portable Firefox 22.0 Web browser.
The server creates a queue of 100 tasks with an image and an associated algorithm for each image. The sever dispatches the tasks to the available clients. Since all the clients have the same capabilities, the tasks are homogeneously distributed through all of them.
The performed algorithm computes the DITEC method (Trace transform based method for color image domain identification) [62] by means of algebraic operations such as matrix dot products that can be highly parallelised at different states (per frame, per angle during the Radon Transform operation, etc.).
We have evaluated two different SaW implementations with the aforementioned workload, the first one using WebGL and the second one using WebCL. In the performed experiments the workload has been distributed among a number of workers going from 1 to 20. The same queue of tasks has been also performed on a single PC with the same capabilities using OpenGL and OpenCL instead of doing it from the Web browser. The results obtained are shown in Table 1 .
Comparing the values described in Table 1 , obtained over the same PCs, of using a local server with OpenGL and OpenCL, with a single worker in the distributed approach with WebGL and WebCL respectively, it can be said that the local approach obtains better results. The reasons are mainly two: (1) the latency introduced by the delivery time of the image, the script and the results between the SSCS and the client in the distributed approach, and (2) the performance gap of the bindings of WebGL and WebCL to exploit the hardware resources in comparison with OpenGL and OpenCL.
From the obtained values in Table 1 regarding the distributed approach with different number of clients, it can be inferred that (1) the speedup is very high for both implementations, which denotes that the parallelisable fraction of the workload is very big, as expected for the described SaW use case; (2) WebCL implementation performs better than WebGL, and (3) the speedup obtained for the WebCL version is not as high as the one obtained for WebGL. Using Amdahls Law [63] we have calculated the parallelisable fractions of the workload for both WebGL and WebCL versions, which have resulted 98.87 and 94.36 percent respectively. To obtain these values, we have excluded the measures obtained with one single worker, since it does not reflect the task scheduling effects of managing different workers and consolidating the results. As shown in Fig. 3 , Amdahls Law interpolates real measures with reasonable fidelity for the range [2, 20] of workers. Accordingly, we have used this approximations to predict results for 50 and 100 workers (see Fig. 3 ). As appreciated in the Figure, WebCL would outperform WebGL until near 100 workers.
Performance Modeling with Heterogeneous Devices
In this section we present a performance evaluation model of the SaW approach based on the model published in [11] taking into account different type of devices. More specifically, here we take into consideration both CPU and GPU resources, while in [11] only CPU resources were contemplated. The performance of SaW can be analysed by following the Bulk Synchronous Parallel (BSP) model [64] . The BSP model is a generalisation of the classical PRAM model [65] for shared memory.
As presented in [11] , we will consider 3 different kind of devices as processing units for the distributed approach: smartphones, tablets and PCs. Table 2 shows different connectivity and processing power values for each one of the device types based on market surveys [66] , [67] . The table includes information about a server in order to give a comparative estimation of the computational cost. According to market surveys [68], 50 percent of the PCs and 30 percent of tablets have a GPU available, while it decreases until 10 percent in the case of the smartphones.
Equation (1) extends the Equation 6 of [11] , which considers the total computational cost (C T ) as the time to perform a workload unit distributing it across all the different type of devices in parallel.
The equation divides the partial computation time cost for each type of device to perform their part of the workload (C i ) in two:
C ci : the partial computation time cost for each type of device that only have CPU processing capabilities to perform their part of workload. C gi : the partial computation time cost for each type of device that have GPU and CPU processing capabilities to perform their part of the workload. n: the number of different type of devices. Note that according to the information of Table 2 , n will be 3 since the table defines three type of devices for the distributed approach: smartphones, tablets and PCs. Equations (2) and (3) represent C ci and C gi respectively, extending the Equation 7 of [11] and assuming sufficient resources in the server side
where:
W i is the computational workload in terms of the computation time assigned for device type i, to be distributed among all the different available processing units of device type i. g i is the communication workload in terms of number of bytes of information to be transmitted from the server to the devices of type i. m is the estimated cost in terms of computation time to establish a new task to a processing unit and its management. b i is the average estimated bandwidth for device type i (see Table 2 ). F ci ,F gi are the average estimated processing capability in terms of CPU, GPU flops, respectively, for device type i (see Table 2 ). p ci is the number of different processing units of device type i with only CPU capability. p gi is the number of different processing units of device type i with both GPU and CPU capabilities.
Note that following the assumption that all the devices with GPU capability will also have CPU capabilities, in Equation (3) p ci and p gi will be the same number of processing units. p ti is the number of messages exchanged between the processing units of type i and the server. f bi is the elasticity factor introduced to determine the percentage of the bandwidth to be used from the available bandwidth for device type i. f pci , f pgi are the elasticity factor introduced to determine the percentage of the CPU, GPU, respectively, to be used from the available HW resources of device type i. As presented in [11] , the same model can be used for a multi-core server approach in order to give a comparative estimation with the distributed approach. Equation (4) shows the cost of a multi-core server in terms of time (C s ) with p s processing units sharing a single memory
In order to compare a distributed computing approach with a dedicated local server, different C T and C s have been calculated applying the aforementioned model. The elasticity factor has been set to 0.15 both for bandwidth (f b ) and for CPU processing power (f pc ) for the background activities of the distributed approach. However, the elasticity factor for GPU processing has been set to 0.3 for mobiles and tablets (f pgm and f pgt ), and 0.5 for PCs (f pgp ), since using the GPU will have a lower impact on the user experience than adding background tasks to the CPU. Finally, we considered that the local server is exclusively dedicated to these tasks (f ps =f bs =1). Fig. 4 shows the performance behaviour for operational values of model parameters. A lineal increment of processing units is compared for specific values of W , g andm. In order to understand the graph that serves to compare the cost for heterogeneous population of computing assets, it is important to highlight that the maximum number of computing units for each device type is different, providing a collection of heterogeneous devices with all the curves inside the same picture. This collection deals with the heterogeneity of the device types from the performance capacity perspective, and focuses on the full distributed cost model with all the parameters coming into play. For example, Fig. 4 shows that all device types have the same cost at 80 percent of the computing nodes, but this cost is given by 14,400 mobiles with CPU, while the same cost is obtained with 1,600 mobiles with GPU and CPU available.
As it can be observed in Fig. 4 , while the total distributed cost decreases for more devices, the local server starts to increase after reaching a minimum with 58 workers. This reflects that the data communication bus on the server side is a bottleneck while, in the distributed solution, the servers should theoretically have enough bandwidth to provide the required bandwidth for each device. This trend becomes more evident as the communication cost (g) increases. This, and other parameters from the cost model, can be simulated and evaluated by the reader using the following numerical computation program [69] with Octave [70] .
From the cost model, the efficient management of all the created tasks becomes a critical factor as well whenm is increased. The distributed approach has to manage thousands of devices while the local server goes from 1 to 100 workers so the management cost has a bigger impact in the SaW-based distributed solution.
In the case the global workload (W ) increases, maintaining the same communication cost, a bigger gap between the number of workers in the local server and the volume of devices in the distributed approach is needed to push the distributed solution performance ahead. To sum up, with a enough size of user's devices partially dedicated to social service improvement it is possible for a SaW system to lead traditional server based performance. Moreover, the elasticity factor, which has been set in a conservative way, can be increased considerably in many scenarios without damaging the user experience.
Remarks
In this section some remarks are reflected regarding the validation of the SaW hypothesis that has been introduced in Section 1. Recall first that the SaW approach is oriented to complement a cloud server, and not intended to beat it in computational performance. In this regard, the delay-tolerant nature of the tasks to be distributed to the clients, such as in a video tagging scenario, plays in favour of the SaW approach.
As an example, consider a task that will require a time t to be executed in the server, and, upon the results obtained in Section 4.1, assume for the workload a parallelisable fraction of about 99 percent. This means that the server has to spend about 1 percent of t for the distribution overhead, represented for the third term in Equations (2) and (3). In other words, the server would be able to manage the distribution of about 100 of these tasks in the computational time of t.
Continuing with the same example, assume now that the server is dedicated exclusively to task distribution, and that the SaW ecosystem is composed only of smartphones with about 1/50 of the processing power of the server according to Table 2 . Note also that to preserve QoE, the smartphones will work with an elasticity factor, say it 0.15 to be conservative, which leads to a processing capability for each smartphone of 3/1000 of the server power capacity. For a set of 100 smartphones, the server will take a processing time of t to distribute the queue of 100 tasks, and will obtain all the results back in a time lapse of hundreds of t from the smartphones. This concludes that the server consumes only resources for time t, equivalent to perform a single task, and will asynchronously obtain the results for 100 tasks instead. However, the time period will be of hundreds of t.
Nevertheless, note that the example above reflects a worstcase scenario, according to the current use cases and user habits already mentioned. In a more realistic scenario, like the ones presented in the former section, the SaW approach would elastically distribute the workload among the different devices according their features (such as smartphones, tablets and PCs with CPU and/or GPU processing capabilities).
To summarise, the exchange of time-for-resources or, from the service provider perspective, time-for-money explained through the above example is in the core of the SaW approach, since delay-tolerance and elasticity provides sufficient freedom degrees in usual scenarios. Finally, the technological evolution also plays in favour of the approach. The performance gap between the different type of devices has been continuously reduced in the past and still continues. Besides, improvements in the bindings of Web browsers to support WebGL and WebCL can also be expected, which will result in a more efficient use of the hardware resources.
CONCLUSIONS
In this paper we have introduced the concept of Social at Work, SaW, which aims to complement a Web-based social media service with all the idle devices, mostly mobiles, that usually have underexploited resources while accessing the service. SaW proposes a Mobile as an Infrastructure Provider model, creating a system related to Mobile Grid Computing concept with the available CPU and GPU resources of the different client devices, to complement a virtualised cloud server providing the social media service.
Aimed to achieve enhanced and automatic media tagging over social media datasets, SaW fosters background dispatching of media analysis over connected clients, providing a high elasticity and dealing with the availability of the resources related to the spontaneous presence of users. Then, SaW copes with hardware-accelerated image processing tasks execution in background, according to the capabilities of each device. The computing tasks are embedded in the foreground social content without draining the users bandwidth or affecting to the perceived Quality of Experience. In harmony with the presented scenario, delay-tolerant background tasks enable the SaW approach to exchange time-for-resources or time-formoney. This means that mobile devices, instead of being as resource intensive as servers, can dedicate the sufficient time to perform the task, preserving the QoE according to their capabilities, and saving cloud costs to service providers.
SaW deploys a powerful pure Web platform for video analysis by means of exploiting high user availability density, and the explained capability to run scripts in background threads of Web browsers. Therefore, the SaW concept targets a device community as a processing grid removing the need for install client applications, adding a delivering computing layer to the stack of the HTML5-based main service instead.
In order to evaluate the approach, we have developed a proof-of-concept implementation of SaW, including versions for existing WebGL and WebCL technologies. Results of the experiments show the high speedup obtained by parallelisation, which confirm the scalability of the approach exploiting GPU resources from Web browsers with both WebGL and WebCL technologies. The scheduling elasticity in the server side has been designed to take advantage from the delay-tolerant target scenarios, with a heterogeneous community of client devices characterised by the assorted availability of resources.
This paper has extended a previous performance model that was focused only in CPU resources, to consider both CPU and GPU capabilities. The model allows to predict the performance of a distributed system including diverse client devices, which have been illustrated through a set of example configurations, in comparison with a local server solution. The maximum benefit is obtained for higher delay-tolerant computational load, with independent tasks able to be distributed to idle devices, being able to compensate the task scheduling management and consolidation overload of the server. The technological evolution, with a clear trend to reduce the performance gap between laptops and mobile devices, as well as to improve the efficient exploitation of hardware resources from a Web browser, favours the SaW approach.
As a summary, SaW deploys a social distributed computing infrastructure on top of pure Web-based technologies, building a grid of resources to perform background media analysis tasks leveraging hardware-acceleration for a social media service. " For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
