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Abstract 
Contrary to their infinite capacity counterparts, the moments of the distribution of the number in a M/G/l/K-system 
cannot be determined by means of the Pollaczek-Khinchine equation. If the finite capacity K is small the distribution 
under study can be obtained as the steady-state probability distribution related to the transition probability matrix. For 
larger capacities, we derive upper and lower bounds on the mean system size in an M/G/l/K-queue for which the first two 
moments of the number in the system of the infinite capacity queue are known. Numerical examples for the M/D/l/l-and 
M/D/1/3-queues are given. 
Keywords: Queues; Stochastic processes; Computational analysis 
0. Introduction 
In M/G/l/co-queues the distribution of the number in the system is given by the Pollac- 
zek-Khinchine equation. From this Laplace-Stieltjes transform moments of the distribution can 
be derived easily. 
The subject becomes less academic if one considers finite capacity M/G/l/K-queues. In the 
following we derive upper and lower bounds on the mean number in the system of an M/G/l/K- 
queue. We consider these queues for which the first two moments of the number in the system for 
the infinite capacity queue are known. 
Let the number in the infinite capacity system have a distribution F with first two moments 
p1 and p2 and let 
qi = Prob{the number in the infinite capacity system = i}, (i = 0,. . . , GO ). 
Further define 
pi = Prob {the number in the finite capacity system = i}, (i = 0, . . . , K). 
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We are interested in obtaining bounds for the mean number in the queue with finite capacity K. As, 
with 
i 
K-l 
B= 1 c qi and PK = (B - l)qcl 
1 + (B - l)q, 
[2, Ch. 51.81, 
i=O 
we look for 
i~oi.p~=B~l-p,]K~li.qi+K.p~ 
i=O 
B 
= 1 + (B - l)q, p1- : (i - K) 
+ qi - K + K/B 
i=O 1 + K * (B - lJqo 1 + (B - l)q, ’ 
The term 
j. ti - K)+ 4i 
is similar to jr (x - K)+ dF (x) which in stop-loss premiums is used for continuous distribution 
functions Cl]. 
First we derive the best upper and lower bounds on this term with given moments p1 and pz. The 
method is inspired by papers of Janssen et al. [S] and Heijnen et al. [3]. 
These results, in combination with the corresponding three-point distributions are used to derive 
upper and lower bounds on 
In the final section we show some numerical results for simple cases in which analytical results exist 
in order to make a first evaluation. 
1. Method 
From a mathematical point of view the problem is to find 
sup 
s 
4, (x - K), dF(x) and inf 
I 
a, (x - K)+ dF(x), 
FE+ 0 F~q4 0 
where 4 is the class of all distribution functions F which have moments pl and ,u2, and which have 
support in N u (0). We suppose K to be a strictly positive integer. Indeed, if K = 0 the problem 
becomes trivial. 
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For any polynomial P(x) of degree 2 or less, the integral j 0” P(x)dF(x) only depends on ,u~ and 
p2, so it takes the same value for all distributions in 4. In the next sections we will look for such 
polynomials P such that 
- P 2 (x - K)+ on N u (0) in case of sup, 
P < (x - K), on N u (0) in case of inf, 
~ there is some distribution G in C/J for which equality holds: 
s m P(x) dG(x) = s m (x - K), dG(x). 0 0 
The left hand side only depends on known parameters (pi and ,M~) and determines the best upper 
bound. As distribution G we will use three-point distribution in 4, with two successive masspoints 
((a, b, b + 1) or (a, a + 1, b)). In Section 2 one can find how to generate such distributions. For such 
distributions the equality mentioned above is attained when P(x) and (x - K)+ are equal in the 
three masspoints of G. 
2. Generating three-point distributions 
The following lemma generates three-point distributions on [0, co [, with moments pi and p2. 
Lemma 1. Suppose pl and p2 are the first and second order moments of a distribution function F on 
[O, CC [. Let c2 = p2 - 11; > 0 and define 
r’=P2-Plr CT2 
ih --y 
=p1+- 
h --y 
for every r E [0, 00 [ and r # pl. Then r” = r,O’ > pl and r’ is a strictly increasing function of rfrom 
CO, .k C upon CO’, 03 C. 
For every CC E [O, yl [, for every y E [0’, co [ such that a’ < y (or a < y’), for every j? such that 
y’ < j3 < CC’, there exists a unique three-point distribution in (a,fi, y) with moments ,ul and p2 and 
masses 
92 = 
CT2 + (Pl - 8)&l - Y) > o 
(P - 4(Y - 4 ’ 
4s = 
- o2 - (Pl - '4(/h - Y) > o 
(P-‘w-m ’ 
47 = 
fJ2 + (Pl - 4(Pl - PI > o 
(Y-cm-b) . 
(24 
W-4 
(24 
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From the conditions it follows immediately that 
CI < yt < p < CX’ < y. 
Proof. A three-point distribution with moments pl and p2, and with mass qol in cc, mass qs in /I and 
mass qr in y(a < p < y), has to satisfy the equations 
qa + 4a + qy = 19 CQI, + P4/9 + Y4u = Ply a2q, + B24p + Y24y = P2- 
The unique solution (qa, qp, qr) of this system can be found, e.g. using Cramers method, and is equal 
to (2a), (2b), (2~). We now have to require qa,qa and qr to be positive. Because ct < j? < y, only the 
numerators of (2a), (2b) and (2~) should be positive. Some elementary calculations, using the 
conditions of the lemma on ~1, /3, y, guarantee qa, qs and qy to be positive. 0 
In Sections 3-6 we will calculate the best upper bounds, in Sections 7 and 8 we will derive the 
best lower bounds. 
3. Useful parabola in case we are looking for the supremum 
In the following sections we use parabola P such that P(x) 2 (x - K), for every x in N u(O), 
and such that equality exists for x = a, b, b + 1 (first case) or for x = a, a + 1, b (second case) with 
a,bdk{O), a -C K d b. Both situations can be visualized as follows: 
First case 
The parabola is uniquely determined by the points (a, 0), (b, b - K) and (b + 1, b + 1 - K). TO 
guarantee P 2 0 for all integers in [0, K], one has to impose P(u - 1) 2 0 and P (a + 1) 2 0 (in the 
case a = 0, one should only have P(1) > 0). 
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Second case 
a a+1 K b 
The parabola is uniquely determined by the points (a, 0), (a + 1,0) and (b, b - K). To guarantee 
P 2 0 for all integers, one has to impose P(b - 1) 2 0 and P(b + 1) > 0. 
In the first case the parabola through (a,O), (b, b - K) and (b + 1, b + 1 - K) is 
p(x)=(x-a)[(K-a)x+b2-2bK+aK+b-K] 
(b - a)(b - a + 1) 
and the conditions P(a - 1) 2 0 and P(a + 1) 2 0 reduce to 
a+b 
-<Kd 
a+b+l 
2 2 * 
If a = 0, only the condition 
K<b+l 
’ 2 
has to be fulfilled. 
In the second case the parabola through (a,O), (a + 1,0) and (b, b - K) is 
p(x) = (b - K)(x - a)(x - a - 1) 
(b - a)(b - a - 1) (6) 
and the conditions P(b - 1) 2 0 and P(b + 1) 2 0 reduce to conditions (4)! 
Because a, b and K are integer, (4) means in fact 
a+b K=- a+b+l 
2 
or K= 
2 * (7) 
(3) 
(4 
(5) 
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4. Best upper bound generated, by parabola through (O,O), (b, b - K) and (b + 1, b + 1 - K) 
We have to combine Lemma 1 with the result in Section 3. A useful parabola exists, if condition 
(5) is satisfied, and Lemma 1 has to guarantee the existence of a three-point distribution in 
(0, b, b + 1). Therefore one should have 
0 < (b + 1)’ < b < 0’ < b + 1. (8) 
We take b = CO’] (the integer part of 0’, i.e., the greatest integer which is < 0’). Condition (5) then 
becomes 
K < PI + 1 . 2 (9) 
and therefore K < b. (If [0’] = 0, then K = 0 because of (9), which was excluded from the 
beginning.) 
If [0’] = 0’ (i.e., if 0’ is integer), the three-point distribution reduces to a two-point distribution 
(i.e. qLocl+ 1 = 0), but the reasoning remains valid. We conclude that, in case condition (9) is fulfilled 
and if (CO’] + 1)’ < [0’] ( second inequality in (8)), the best upper bound is 
4ro~1w1 - K) + 4 Lo’]+ 1 (CO'1 + 1 - WY (10) 
with 
%O,l = 
-fT2 +p1([0’1 + l-111) 
PI 
and 
~2-P1(co’l -P1) 
4[0,1+1 = CO’] + 1 . 
The upper bound (10) can be written as follows: 
A l  +  K (P2 - 2CO'lPl - A) 
co’l(co’l + 1) . 
(11) 
(12) 
(13) 
We now concentrate on the (nonelegant) condition in the previous paragraph, i.e., 
(CO’] + 1)’ < CO’]. Suppose the contrary is true, i.e., [0’] < (CO’] + 1)‘. Because of Lemma 1, this is 
only possible if [0’] d (CO’] + 1)’ c pl < 0’ < CO’] + 1, which is an exceptional situation. It can be 
avoided, e.g., by imposing (CO’] + 1) - (CO’] + 1)’ > 1. This condition is very weak. Indeed, from 
Lemma 1 follows for all Y E [0, pl [ that 
+ _ y = fJ2 + (PI - r12 > 2a. 
Yl --y 
(14) 
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If c > f, r’ - r is always greater than 1. Because in practical situations always G > 4, we will impose 
from now on always 
G >*. (15) 
We then may conclude that, under conditions (9) and (15), the best upper bound is given by (13). 
5. Best upper bound generated by other parabola 
In this section we will determine the best upper bound in case the contrary of (9) is true, i.e., if 
K > CO'1 + 1 
2 . (16) 
Condition (15) (CJ > 0.5) remains valid here too. First we look for the solution (r, r’) of the equation 
r + r’ 
- = K, 
2 (17) 
with r E [0, ,ul [(so r’ E [0’, cc [). Because r’ is an increasing function of r (Lemma l), the unique 
solution of (17) can be found if f 0’ < K, which is the case here because of condition (16). The 
explicit solution of (17) is 
r = K - Jo2 + (K - p1)2, 
r’=K+ G~+(K-~~)~. 
(184 
(18b) 
Of course, only in exceptional cases, both r and r’ are integers, and then 
t(r + r’) = i([r] + [r’]) = K. 
In general, r > [r] and r’ > [r’], and then 
(19) 
K = f([r] + [r’] + 1) = f(r + r’), (20) 
because K is integer. We first discuss the second case (r and r’ not integer), for which (20) is true. 
We know that [r] + 1 d K < [r’]. Comparing (20) with (7), one can easily see there exist useful 
parabola (cf. Section 3) which pass through any three of the following four points: ([r], 0) 
([r] + LO), ([r’], [r’] - K) and ([r’] + 1, [r’] + 1 - K). Now we have to choose, among those 
four points, three points such that a three-point distribution with given moments pi and p2 exists 
(cf. Lemma 1). The situation is as follows: 
I I I I I I I 
, 
b-1 r P-1 + 1 K [;‘I ;I [r;] + 1 
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Because always 0 d [r] < r -=c pl, also 0’ d [r]’ < r’ < [r’] + 1. We distinguish two cases: 
(1) [r]’ > [r’]. Now [r’] < [r]’ < [r’] + 1 and ([r’] + 1)’ < [r’] because of (15), so Lemma 
1 can be used with o! = [r], /? = [r’] and y = [r’] + 1. This gives as best upper bound 
4dr’l - W + 4 p,1+0’1 + 1 - K), @la) 
with 
4rf 1 = 
- c2 + (~1 - CrlKCr’l + 1 - 14 
(Cr’l - PI) ’ 
and 
qr l 1 = c2 - (pl - CrMr’l - rud 
r’ + 
(Cr’l + 1 - Crl) ’ 
@lb) 
(214 
(2) [r]’ d [r’]. B ecause [r’] < r’ we have [r] d [r’]’ < r < [r] + 1 and [r] + 1 < [r]’ because 
of (15) so Lemma 1 can be used with Q = [r], fl = [r] + 1 and y = [r’] (if [r’]’ = r, the three-point 
distribution reduces to a two-point distribution, i.e., qp = 0, but the reasoning remains valid). The 
best upper bound is 
4dCr’l - K), 
with 
c2 + (A - Crlh - Crl - 1) 
““’ = ([r’] - [r])([r’] - [r] - 1) ’ 
(22a) 
PW 
Using (20), one can eliminate K out of (21) and (22). We get then as best upper bound 
a2 + (~1 - Crl - WI - Crl) 
(Cr’l - D-3) ’ 
(23) 
with r, r’ as in (18). It is remarkable to notice that both (21) and (22) are transformed into one single 
expression (23). 
We still have to discuss the case in which r and r’ are both integer, i.e., if (19) is true. 
Lemma 1 with c( = r, /? = r’ and y = r’ + 1 gives a defective three-point distribution (qu = 0), i.e., 
a two-point distribution in (r, r’). Because of (19), condition (7) is fulfilled with a = r and b = r’, so 
there exists a useful parabola through (r,O); ( r’, r’ - K) and (r’ + 1, r’ + 1 - K). The best upper 
bound is given by (q+ + 1 = 0), 
q+(r’ - k) , (244 
with 
q,,= - f12 + (Pl - r)(r’ + 1 - pi) 
(r’ - r) 
-PI-- 
r’ - r (24b) 
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because, using Lemma 1, one can easily verify that (pi - r) (r’ - pl) = 02. Using (19) again, (24) can 
be transformed into 
~1 --y 
2 . 
Now we will compare (25) to (23). We have 
yl--r = (~1 - r)(r’ - r - 1) 
2 2(r’ - r - 1) 
= (~1 - W’ - PI + PI - r - 1) 
2(r’ - r - 1) 
= c2 + (~1 - r)(Pl - r - 1) 
2(r’ - r - 1) ’ 
which seems not to accord with (23), because of a difference in 
difference, we take a sequence r, A r. Suppose now there exist 
such that 
r, + r; 
2 = K, 
with 
r, = P2n - PlJn 
n 
~1” - r, . 
(25) 
(26) 
the denominator. To explain the 
sequences pin -, ~11 and p2” --) p2, 
(27) 
(28) 
Then rA’- r’. Because r, is decreasing to r, and because of (27), r; has to increase to r’! Therefore, 
from a certain index N, for all n 2 N we will have [r,] = r, but [r;] = r’ - 1, so the best upper 
bound will be, using (23): 
4 + bh - r - W-h - 4 
2(r’-r-l) ’ (29) 
Expression (29) converges to (26), so it accords with (23). Introducing a new notation, (23) and (26) 
can be written as one formula. We define 
m = Cd (304 
and 
IYI = -C-r]. (30’4 
Now a is the greatest integer < r and v is the smallest integer > r. If r is integer, 
m=r=V.W e now rewrite the best upper bound as follows: 
~2+(P1-~)(/F~-l) 
2(’ - m-1) * 
(31) 
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6. Table of best upper bounds 
Condition Upper bound 
&+l 
KG. 
Pz-2&P1-P1 
2 PI -i-K &(fi+l) 
A+1 
K>- 
a2+(P1-LL])(P1-&-1) 
2 2(F - l_lj - 1) 
withr=K- c?+(K-~~)~ 
and r’ = K + a2 + (K - p1)2 
7. Derivation of the best lower bounds 
In contrast with the previous sections, the best lower bounds are trivial. By Jensen’s inequality 
we know that 
s a@ - K)+ dF(x) > (~1 - K), 0 (32) 
for all distributions F on [0, co [, and therefore also for all F with support Nu (0) and moments 
,u~ and p2. We only have to show that Jensen’s lower bound is tight. We distinguish three cases: 
(1) K 2 0’ + 1: The right hand side of (32) is zero, which is the value of the left hand side for 
a three-point distribution with mass-points in 0, 0’ and 0’ + 1 (Lemma 1 and (15)). 
(2) pl d K < 0’ + 1: We consider a three-point distribution F with mass points in 0, K, r with 
r integer and Y > 0’. Because K < 0’ + 1 < r, we know that r > K. Because always r’ -C ,Y~ and 
because in this case K 2 pl, we are sure r’ -c K < 0’ for all r > 0’, and therefore Lemma 1 guaran- 
tees the existence of such a distribution function F. The left hand side of (32), calculated, using this 
F, is going to zero for r going to infinity. 
(3) K < pl: From K < pl, Lemma 1 and (15) follows the existence of a three-point distribution 
in (K, K’, K’ + 1) (possibly defective). The left hand side of (32) for this distribution function equals 
~1 - K. 
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8. Table of best lower bounds 
Spectrum N u (0) ; ,=Jgp&* 
Condition Lower bound 
9. Numerical example 
To illustrate our method we first concentrate on the M/D/l/K-queue. For different values of the 
utilization ratio p we calculate the first and second moment pairs for the distribution of the system 
1 
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4 0.4 
i 
0.3 
0.2 
0.1 
0 
0 ’ .‘ 
BOUNDS FOR THE M/D/ I/ 1 QUEUE 
0 Lower- 
0.4 
+ 
0.6 0.E 
Uti I ization 
Finite mean 0 Upper 
1 
160 B. Heijnen, G.K. Janssens/ Journal of Computational and Applied Mathematics 64 (1995) 
BOUNDS FOR THE M/D/ I/ 3 QUEUE 
149-161 
2.8 
2.6 
2.4 
5 2.2 - 
t; 3 2- 
2 1.8 - 
.d 
1.6 - 
C - 
- 
) 1.4 2- 
c 
l- 
i O.B- 
0.6 - 
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1 
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0.2 0.4 0.6 0.0 
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size. These can be easily obtained from the Pollaczek-Khinchin (P-K) transfom equation (e.g., [6, 
p. 1941). The figures below the X-as, by this, should be interpreted as (pi, p2)-pairs. We illustrate 
our method for values of K = 1 and k = 3. 
Let us define a distribution Gl,,B, as the service distribution in an M/G/l-queue for which the 
P-K transform equation Q(z) leads to resp. first and second moments pl and p2. If this distribution 
is the deterministic distribution D, of course the utilization ratios on the x-axis correspond with 
these moments. 
In order to test the quality of our bounds we calculate numerically the first and second moment 
of the M/D/l/K-queue. These can be obtained by means of a recursive algorithm by [4]. 
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