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Abstract—This is an investigation of the limits of quantum cir-
cuit simulation with Schrodinger’s formulation and low precision
arithmetic. The goal is to estimate how much memory can be
saved in simulations that involve random, maximally entangled
quantum states. An arithmetic polar representation of B bits
is defined for each quantum amplitude and a normalization
procedure is developed to minimize rounding errors. Then a
model is developed to quantify the cumulative errors on a circuit
of Q qubits and G gates. Depending on which regime the circuit
operates, the model yields explicit expressions for the maximum
number of effective gates that can be simulated before rounding
errors dominate the computation. The results are illustrated with
random circuits and the quantum Fourier transform.
Keywords: Quantum circuit simulation, numerical anal-
ysis, high performance computing.
I. INTRODUCTION
Simulating quantum circuits with Schrodinger’s formulation
is costly because all the coefficients of the wave function must
be permanently stored in memory, thus every qubit added
to the computation doubles memory usage, communication
bandwidth1 and computing time. The problem is unavoidable
when the simulation handles random maximally entangled
states and large depths. With current technology, the maximum
number of qubits that can be simulated in this situation is
around Q ≈ 50, the quantum supremacy limit2.
The goal of this work is to investigate how much memory
and communication bandwidth can be saved in Schrodinger’s
formulation by using a low precision arithmetic format, and
to obtain analytic expressions to demarcate the limits of
this approach. Throughout this paper it is assumed that the
simulated circuit may have unrestricted gate connectivity, large
depth and generates maximally entangled random states at
some point of the evolution.
Consider the simulation of a quantum circuit with Q qubits.
At each time step, the quantum state |ψ〉 is determined by
1In a cluster system most of the coefficients must be communicated between
nodes when computing non diagonal gates.
2Alternative simulation methods, such as tensor contraction networks, may
work well above 50 qubits [1], [2] but the connectivity of the gates must be
reduced to a grid, or the circuits have small depth, or the simulations must
handle states close to linear combinations of product states. The memory and
time complexity scaling of these methods is summarized in [3]
N = 2Q complex coefficients ck,
|ψ〉 =
N−1∑
k=0
ck|k〉, (1)
where |k〉 are the computational basis states and the coeffi-
cients are normalized as
N−1∑
k=0
|ck|2 = 1. (2)
Each coefficient ck is stored in B bits, thus we need 2QB
bits in total. Since it is assumed that the states are random
and maximally entangled, the real and imaginary parts of
the coefficients are random and uniformly distributed on
the surface of a 2N -dimensional unit sphere [6], thus the
coefficients are incompressible in the information theoretical
sense.
The strategy is to develop a model that will serve as a
guide on how setup these coefficients using a low precision
format in the most economical way possible as to minimize
B. This depends on the desired accuracy and the number of
gates susceptible to truncation error. In section II the low
precision format for ck is defined in terms of discretized
logarithms. In section III an analytic expression is developed
for the cumulative error after executing G gates, and this
is used to determine the optimal parameters that minimize
the error. There it is shown that if the state is sufficiently
random, 16 bits per coefficient are sufficient to obtain useful
results for several hundred gates. In Section IV it is shown
that when the errors are biased then the total variance may
accumulate quadratically, and a normalization procedure is
developed to minimize the problem. Finally Section V tests
the low precision error model with a benchmark of random
circuits that generate high entropy entangled states, and with
non-random runs of the Quantum Fourier Transform.
II. LOW PRECISION FORMAT FOR THE AMPLITUDES
Since a useful simulation must handle amplitudes that vary
by many orders of magnitude, it is convenient to define a
format based on their complex logarithm log ck. Then we
approximate each amplitude ck with a function T (ck) and
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a triplet of integers (ek, fk, ak), of size E,F and A bits
respectively, with 0 ≤ ek < 2E , 0 ≤ fk < 2F , 0 ≤ ak < 2A,
ck ≈ T (ck) = exp
(
−
(
ek +
fk
2F
)
+ 2pii
ak
2A
)
, (3)
where i is the imaginary unit. The total number of bits per
amplitude is B = E+F +A, one goal of this work is to find
the optimal values for this triplet. This is a storage format and
Fig. 1. The complex amplitudes are encoded with E bits for the integer part
of the exponent, F bits for the fraction and A bits for the argument.
not a native arithmetic format, thus to perform all calculations
we convert to and from double precision numbers and perform
all arithmetic operations with double precision. To convert a
double precision complex ck to low precision complex,
2F ek + fk =
[−2F ln |ck|] , ak = [arg(ck)
2pi
2A
]
(4)
where one must take care that arg(ck) is defined in the interval
[0, 2pi) and the brackets indicate nearest integer rounding.
The smallest nonzero modulus |ck| encoded by this format
occurs when ek = 2E − 1 and fk = 2F − 1,
µ = min |ck| = exp(−2E + 2−F ) (5)
and the largest |ck| = 1 occurs when ek = fk = 0. The word
ek = 2
E − 1, fk = 2F − 1 and ak = 2A − 1 (all binary digits
equal to one) is reserved for the underflow numbers including
ck = 0, and for all these,
T (ck) = 0 if |ck| < µ. (6)
This format has some advantages: a) It is more regular
than floating point numbers in which the distance between
consecutive numbers jumps by a factor 2 each time the
exponent increases, while in the logarithmic format it changes
smoothly with ek, fk and ak. b) The most important advantage
is that for random amplitudes, the rounding errors of log ck are
uniformly distributed. This feature facilitates the analysis of
the errors in the sections that follow. c) Phase gates (controlled
or otherwise) with angle pi/2k can be computed without error
if k < A. d) The format uses a single exponent ek for the
whole complex number, saving a few bits (complex floats
need two exponents). The main drawback is that modern
CPUs do not have circuitry to handle this format natively,
but it is possible to optimize code for the conversion to
and from floating point numbers by using lookup tables and
interpolation.
In order to illustrate the use of the low precision format, we
compute the evolution of |ψ〉 with a simplified version of the
parallel algorithm developed in [4] that employs an ingenious
notation to describe the implementation of the gates. Table
I shows how the operations are performed on the vector of
amplitudes ck = c(k), where the index k is written in binary
between parentheses, the bit at position p is denoted by 0p or
1p, and the dots represent unaffected bits. The main difference
is that here, the N coefficients ck are stored in memory with
low precision (the words ek, fk, ak of T (ck)), and these are
converted to double precision complex to perform all the
arithmetic operations according to Table I, and then the results
are converted back to low precision. The reader can find the
C/MPI implementation used in this work in [5].
Gate Operation
H(q) c(.., 0q , ..)← 1√
2
(c(.., 0q , ..) + c(.., 1q , ..))
c(.., 1q , ...)← 1√
2
(c(.., 0q , ..)− c(.., 1q , ..))
CNOT (p, q) c(.., 1p, .., 0q , ..)↔ c(.., 1p, .., 1q , ..)
CP(p, q) c(.., 1p, .., 1q , ..)← eipi/2mc(.., 1p, .., 1q , ..)
SWAP(p, q) c(.., 1p, .., 0q , ..)↔ c(.., 0p, .., 1q , ..)
TABLE I
HOW GATES OPERATING ON QUBITS p, q ARE IMPLEMENTED: ”←”
REPRESENTS ASSIGNMENT AND ”↔” SWAPPING. PARENTHESES CONTAIN
THE BINARY INDEX k OF ck AND THE DOTS INDICATE UNAFFECTED BITS.
H IS HADAMARD’S GATE AND CP ARE THE CONTROLLED PHASE GATES.
III. TOTAL CONVERSION ERROR FOR UNBIASED
UNIFORMLY DISTRIBUTED INDEPENDENT ERRORS
Now we compute the total conversion error for maximally
entangled random states and later we will use this result to
find the optimal values of E,F and A.
Suppose we have a double precision vector state |ψ〉 and we
convert all the coefficients using format Eq. (3) and denote the
result as T (|ψ〉). Let zk = log ck be the complex logarithm of
the exact amplitude and k+iγk = log T (ck)−log ck the error
of the complex logarithm when we convert to low precision
and round all the binary digits beyond the last significant bits
of zk (the bits at positions F for the register fk and A for
the register ak). An advantage of the low precision format is
that, if the coefficients ck are random, the distribution of the
errors of the logarithm is uniform and bounded on the intervals
−2−F /2 ≤ k ≤ 2−F /2 and −pi2−A ≤ γk ≤ pi2−A. This is
illustrated in Fig. (2), it depicts the empirical histograms of the
errors k and γk for normally distributed amplitudes ck. This
feature (which does not occur with floating point numbers)
will greatly simplify the computations that follow.
From the definition of the errors, T (ck) = ezk+k+iγk and
the total quadratic error of the N terms adds up to
ε2c = ‖T |ψ〉 − |ψ〉‖2 =
N−1∑
k=0
|T (ck)− ck|2 =
∑
|ck|<µ
|0− ck|2 +
∑
|ck|≥µ
∣∣ezk+k+iγk − ezk ∣∣2
ε2c =
∑
|ck|<µ
|ck|2 +
∑
|ck|≥µ
|ck|2
∣∣ek+iγk − 1∣∣2 (7)
where we have split the terms that underflow (|ck| < µ and
T (ck) = 0, see Eq. (5)) and those that don’t (|ck| ≥ µ).
To compute the expected value of this error we assume a
random state in which the ck are uniformly distributed on
Fig. 2. Empirical histograms of the rounding errors for the logarithm of
the modulus (high rectangle) and for the argument of Eq. (3) for Q = 20,
E = 5, F = 9 and A = 10. They are uniformly distributed when the real
and imaginary parts of the coefficients ck are random because the rounded
binary digits after the least significant digit are random. This is not true for
floating point formats.
the surface of a unit sphere of 2N dimensions, and then the
probabilities p = |ck|2 are distributed according to Porter-
Thomas distribution with PDF f(p) ≈ Ne−pN [6]. Now we
compute the expected value of the first sum (last line) of Eq.
(7),
φ = E
 ∑
|ck|<µ
|ck|2
 ≈ N ∫ µ2
0
pNe−Npdp
φ ≈ 1− (Nµ2 + 1)e−Nµ2 . (8)
This number represents how much the normalization condition
Eq. (2) drops because of the underflows. Just to give an idea
of the scale, φ is approximately N2µ4/2 when Nµ2  1,
thus if E is sufficiently large this number is very small.
Now the second sum of Eq. (7), if the errors are uniformly
distributed and independent of the coefficients themselves,
then one can compute the expected value of the factor inside
the sum,
E
∣∣ek+iγk − 1∣∣2 = 1
γ
∫ /2
−/2
∫ γ/2
−γ/2
∣∣ek+iγk − 1∣∣2 dk dγk
(9)
≈ 2
−2F + 4pi22−2A
12
,
where  = 2−F and γ = 2pi2−A and we only kept leading
order terms.
Substituting into Eq. (7), using
∑
|ck|≥µ |ck|2 = 1− φ and
taking the constant expected value out of the sum, we obtain
the expected value of the conversion error for random states
ε2c ≈ φ+ (1− φ)
2−2F + 4pi22−2A
12
. (10)
The value of φ (Eq. (8)) is always much smaller than unity
when the values of E,F,A are optimal. In the following
section we compute the optimal values of the parameters.
A. Optimal triplets E,F,A
The computation of the optimal values of the parameters
E,F,A can be performed by solving the discrete minimization
of Eq. (10) with Eqs. (8),(5), which is straightforward to do
by testing all combinations of E,F,A (Table II).
Q = 20 Q = 30 Q = 40 Q = 50
B E,F,A E, F,A E, F,A E, F,A
8 4, 1, 3 4, 1, 3 4, 1, 3 5, 0, 3
9 4, 1, 4 4, 1, 4 4, 1, 4 5, 1, 3
10 4, 2, 4 4, 2, 4 4, 2, 4 5, 1, 4
11 4, 2, 5 4, 2, 5 4, 2, 5 5, 2, 4
12 4, 3, 5 4, 3, 5 4, 3, 5 5, 2, 5
13 4, 3, 6 4, 3, 6 4, 3, 6 5, 3, 5
14 4, 4, 6 4, 4, 6 4, 4, 6 5, 3, 6
15 4, 4, 7 4, 4, 7 4, 4, 7 5, 4, 6
16 4, 5, 7 4, 5, 7 4, 5, 7 5, 4, 7
17 4, 5, 8 4, 5, 8 4, 5, 8 5, 5, 7
18 4, 6, 8 4, 6, 8 5, 5, 8 5, 5, 8
19 4, 6, 9 4, 6, 9 5, 6, 8 5, 6, 8
20 4, 7, 9 4, 7, 9 5, 6, 9 5, 6, 9
21 4, 7, 10 4, 7, 10 5, 7, 9 5, 7, 9
22 4, 8, 10 4, 8, 10 5, 7, 10 5, 7, 10
23 4, 8, 11 4, 8, 11 5, 8, 10 5, 8, 10
24 4, 9, 11 4, 9, 11 5, 8, 11 5, 8, 11
25 4, 9, 12 4, 9, 12 5, 9, 11 5, 9, 11
26 4, 10, 12 4, 10, 12 5, 9, 12 5, 9, 12
27 4, 10, 13 4, 10, 13 5, 10, 12 5, 10, 12
28 4, 11, 13 4, 11, 13 5, 10, 13 5, 10, 13
29 4, 11, 14 4, 11, 14 5, 11, 13 5, 11, 13
30 4, 12, 14 4, 12, 14 5, 11, 14 5, 11, 14
31 4, 12, 15 4, 12, 15 5, 12, 14 5, 12, 14
32 4, 13, 15 4, 13, 15 5, 12, 15 5, 12, 15
33 4, 13, 16 4, 13, 16 5, 13, 15 5, 13, 15
34 4, 14, 16 4, 14, 16 5, 13, 16 5, 13, 16
35 4, 14, 17 4, 14, 17 5, 14, 16 5, 14, 16
36 4, 15, 17 4, 15, 17 5, 14, 17 5, 14, 17
37 4, 15, 18 4, 15, 18 5, 15, 17 5, 15, 17
38 4, 16, 18 5, 15, 18 5, 15, 18 5, 15, 18
39 4, 16, 19 5, 16, 18 5, 16, 18 5, 16, 18
40 4, 17, 19 5, 16, 19 5, 16, 19 5, 16, 19
TABLE II
OPTIMAL TRIPLETS E,F,A WITH RESPECT OF THE EXPECTED VALUE OF
THE CONVERSION ERROR FOR RANDOM STATES, COMPUTED BY BRUTE
FORCE MINIMIZATION OF EQ. (10) USING (8),(5) WITH THE CONSTRAINT
E + F +A = B.
By minimizing the error with respect to F,A with the
constraint E + F + A = B and using Lagrange multipliers,
we obtain the optimal relationship between F and A
A ≈ F + log2(2pi), (11)
which must be rounded to an integer, depending on whether
the total number of bits E+F +A is even or odd, A = F +2
or A = F + 3.
B. Error accumulation after multiple gates with uniform,
identically distributed unbiased errors
During the simulation of a quantum circuit, the main source
of error occurs during the conversion from the double precision
format where the actual arithmetic is performed, and this error
accumulates after the computation of multiple error-prone
gates. Next we derive an approximation of the cumulative error
after G error-prone conversions
σ2 = ‖ |ψG〉 − |ψex〉 ‖2, (12)
where |ψex〉 denotes the exact state and |ψG〉 the low precision
one. To give a sense of the scale of σ2, it is related to the pure-
state fidelity Φ = |〈ψG|ψex〉|2 as Φ ≥
(
1− σ2/2)2 . Thus, for
example, σ2 = 1/4 represents a fidelity of Φ ≥ 0.765.
Let |εt〉 = |ψG(t)〉−|ψex(t)〉 be the cumulative error vector
at time step t, and |τt〉 the conversion error, which variance is
given by Eq. (10). At the next time step we apply an arbitrary
unitary gate Ut to the state |ψG〉 and then perform a conversion
T
|ψG(t+ 1)〉 = Ut(|ψex(t)〉+ |εt〉) + |τt〉 (13)
thus the new error is
|εt+1〉 = Ut|εt〉+ |τt〉. (14)
Because the gate is unitary, ‖Ut|εt〉‖2 = ‖|εt〉‖2, and assum-
ing the errors are random, independent, identically distributed
and unbiased, the variances can be added for the new error
‖|εt+1〉‖2 ≈ ‖|εt〉‖2 + ‖|τt〉‖2, thus the cumulative variance
increases linearly as a first approximation. That is, we can use
the central limit theorem to find the cumulative error after G
gates as the sum of the variances of G random variables each
with variance given by Eq. (10),
σ2 ≈
(
φ+ (1− φ)2
−2F + 4pi22−2A
12
)
G. (15)
Then one can estimate the maximum number of gates that
can be computed before the error reaches the tolerance σ2
with Eq. (15),
Grandom <
σ2
ε2c
, (16)
where ε2c is the conversion error Eq. (10). The first and third
columns of Table V shows how many gates can be simulated as
a function of the word size B for a barely tolerable simulation
with σ = 1/2 (fidelity ≥ 0.765).
C. Effective number of error-prone gates
Not all gates are susceptible to rounding error, for example
NOT, CNOT, SWAP and phase gates with angle pi/2k, k < A
are error-free because they basically involve memory swaps,
sign changes or integer changes of the register ak. As for
the error-prone gates (H,X1/k, etc.) their degree of error
contribution depends on details such as the number of controls.
Here we approximate the effective number of error-prone gates
by the cumulative fraction of coefficients directly modified by
the gates,
G =
G0∑
g=1
βg, (17)
where G0 is the total number of gates, βg is the fraction
of coefficients affected by gate g, given in Table III. The
logic behind these fractions is that in Eq. (7) only the terms
Gate type βg
X,Z1/k (k < A), CNOT, SWAP, TOFF 0
Z1/k (k ≥ A) 1/2
H, X1/k , Y 1/k (k > 2), U3(θ, λ, φ) 1
Last row with k controls 1/2k
TABLE III
FRACTION OF COEFFICIENTS AFFECTED BY ROUNDING ERROR FOR
TYPICAL GATES.
with coefficients directly modified by the gates can be non-
zero. This is only an approximation because for example,
phase gates only introduce error on the complex argument
(the angle), but this is sufficient to obtain a rough estimate of
G. Depending on the algorithm being simulated, the number
of noisy gates may be much smaller than the actual number
of gates.
IV. BIASED ERRORS
A. Upper bound for the total conversion error
Unlike the errors studied in previous sections, biased errors
do not tend to cancel each other. Starting again with Eq. (7)
and using the normalization condition Eq. (2) it is possible
to obtain a simple expression for the upper bound of the
conversion error,
ε2b = ‖T |ψ〉−|ψ〉‖2 ≤ Nµ2+
∣∣∣e2−F−1+2pii2−A−1 − 1∣∣∣2 , (18)
where we have taken the values k = 2−F−1, γk = pi2−A that
maximize each term of the error (when A,F are larger than
2), and included the underflow term Nµ2 by considering the
worst case scenario where all N terms in Eq. (7) contribute
to the maximum underflow value |ck|2 = µ2 (some terms are
counted twice but that is OK because we are computing an
upper bound). Then, by dropping higher order terms,
ε2b = ‖T |ψ〉 − |ψ〉‖2 . Nµ2 +
2−2F + 4pi22−2A
4
. (19)
After executing G error-prone gates, we consider the worst
case scenario where all the errors are constant, then the total
error is just a multiple of εb,
σ . G
√
Nµ2 +
2−2F + 4pi22−2A
4
. (20)
That means that now, σ2 grows as O(G2). Generally, this error
is much larger than than Eq. (15) and then one can execute far
fewer gates than with the random case (compare with Eq.(16)),
Gbiased <
σ√
ε2b
. (21)
In next section it is shown how to partially remediate this
biased situation by multiplying the coefficients by carefully
crafted factors that bring the errors closer to Eq.(15) than to
Eq.(20).
It is also possible to compute optimal values of the param-
eters E,F,A that minimize the upper bound of the error Eq.
(19) (Table IV). For these optimal triplets, it is also possible to
compute the conversion error for random and biased states for
Q = 50 (Table V) where it is also predicted how many error-
prone gates (Eqs. (16,20)) would be possible be run with 50
qubits and σ = 1/2 (i.e. a barely tolerable computation with
fidelity Φ ≥ 0.765). The table makes evident that the random
case is much more favorable than the biased one.
Q = 20 Q = 30 Q = 40 Q = 50
B E,F,A E, F,A E, F,A E, F,A
8 4, 1, 3 4, 1, 3 4, 1, 3 5, 0, 3
9 4, 1, 4 4, 1, 4 4, 1, 4 5, 1, 3
10 4, 2, 4 4, 2, 4 4, 2, 4 5, 1, 4
11 4, 2, 5 4, 2, 5 4, 2, 5 5, 2, 4
12 4, 3, 5 4, 3, 5 5, 2, 5 5, 2, 5
13 4, 3, 6 4, 3, 6 5, 3, 5 5, 3, 5
14 4, 4, 6 4, 4, 6 5, 3, 6 5, 3, 6
15 4, 4, 7 4, 4, 7 5, 4, 6 5, 4, 6
16 4, 5, 7 4, 5, 7 5, 4, 7 5, 4, 7
17 4, 5, 8 4, 5, 8 5, 5, 7 5, 5, 7
18 4, 6, 8 4, 6, 8 5, 5, 8 5, 5, 8
19 4, 6, 9 4, 6, 9 5, 6, 8 5, 6, 8
20 4, 7, 9 4, 7, 9 5, 6, 9 5, 6, 9
21 4, 7, 10 4, 7, 10 5, 7, 9 5, 7, 9
22 4, 8, 10 5, 7, 10 5, 7, 10 5, 7, 10
23 4, 8, 11 5, 8, 10 5, 8, 10 5, 8, 10
24 4, 9, 11 5, 8, 11 5, 8, 11 5, 8, 11
25 4, 9, 12 5, 9, 11 5, 9, 11 5, 9, 11
26 4, 10, 12 5, 9, 12 5, 9, 12 5, 9, 12
27 4, 10, 13 5, 10, 12 5, 10, 12 5, 10, 12
28 4, 11, 13 5, 10, 13 5, 10, 13 5, 10, 13
29 4, 11, 14 5, 11, 13 5, 11, 13 5, 11, 13
30 4, 12, 14 5, 11, 14 5, 11, 14 5, 11, 14
31 4, 12, 15 5, 12, 14 5, 12, 14 5, 12, 14
32 5, 12, 15 5, 12, 15 5, 12, 15 5, 12, 15
33 5, 13, 15 5, 13, 15 5, 13, 15 5, 13, 15
34 5, 13, 16 5, 13, 16 5, 13, 16 5, 13, 16
35 5, 14, 16 5, 14, 16 5, 14, 16 5, 14, 16
36 5, 14, 17 5, 14, 17 5, 14, 17 5, 14, 17
37 5, 15, 17 5, 15, 17 5, 15, 17 5, 15, 17
38 5, 15, 18 5, 15, 18 5, 15, 18 5, 15, 18
39 5, 16, 18 5, 16, 18 5, 16, 18 5, 16, 18
40 5, 16, 19 5, 16, 19 5, 16, 19 5, 16, 19
TABLE IV
OPTIMAL TRIPLETS E,F,A FOR THE UPPER BOUND OF THE CONVERSION
ERROR COMPUTED BY MINIMIZING EQ. (19) WITH THE CONSTRAINT
E + F +A = B. NOTICE HOW CLOSE ARE THESE VALUES TO THE
RANDOM CASE TABLE II.
Random Upper bound
B ε2c Grandom ε
2
b Gbiased
8 1.35e-01 2 4.04e-01 1
12 8.42e-03 30 2.53e-02 3
16 5.26e-04 475 1.58e-03 13
20 3.29e-05 7600 9.87e-05 50
24 2.06e-06 121599 6.17e-06 201
28 1.28e-07 1.94e+06 3.85e-07 805
32 8.03e-09 3.11e+07 2.41e-08 3221
36 5.02e-10 4.98e+08 1.51e-09 12884
40 3.14e-11 7.96e+09 9.43e-11 51491
TABLE V
TYPICAL VALUES OF ONE-CONVERSION ERRORS ε2c AND MAXIMUM
NUMBER OF ERROR PRONE GATES FOR σ = 1/2 AND Q = 50 FOR
RANDOM STATES (EQS. (10,16)), USING THE OPTIMAL TRIPLETS. THE
LAST TWO COLUMNS REPRESENT THE BIASED WORST CASE SCENARIO
(EQS. (19,21).
B. Normalizing the amplitudes
The accumulation of rounding errors can upset the normal-
ization condition Eq. (2). By using T (ck) = ezk+k+iγk and
computing modulus square, instead of unity the norm is found
to lie in the interval,
exp
(−2−F ) ≤ ‖T |ψ〉‖2 = N−1∑
k=0
|ck|2e2k ≤ exp
(
2−F
)
.
(22)
The inequality achieves the extreme values when all k =
±2−F−1 are equal. When the errors are systematic (for
example when most errors k have the same sign) the effect
will compound as we compute multiple gates, and after around
2F gates the computation may be ruined.
We may still want to simulate circuits where the errors are
systematic, in which case the obvious solution appears to be
dividing the amplitudes by the norm ‖|ψ〉‖. This will fail when
the norm is so close to unity that the low precision format is
unable to distinguish the denominator from 1.
An effective solution is to multiply each coefficient by the
exponential of a small independent and uniformly distributed
random number, −2−F−1 < δ < 2−F−1 before converting to
low precision,
c′k =
ck
‖|ψ〉‖e
δ → E(T (c′k)) ≈
ck
‖|ψ〉‖ . (23)
This procedure adds a small δ to the logarithm of the modulus
z = ln |ck|‖|ψ〉‖ . This works because during conversion, the sum
z + δ is rounded to one of the nearest neighbors z1, z2 with
just the right probability so that the expected value of the
logarithm of the conversion modulus equals the desired value,
E ln |T (c′k)| = ln |ck|‖|ψ〉‖ as illustrated in Fig. (3).
Fig. 3. Let z = ln |ck|‖|ψ〉‖ and z1 < z2 be two consecutive discrete logarithms
with separation z2 − z1 = 2−F = 2r and z1 < z < z2. We want to
round z to the closest of z1 or z2. After we add a uniformly distributed
random number δ to z, with −r ≤ δ < r, the numbers to the right of
zc = (z1 + z2)/2 are rounded to z2 with probability p = (z − z1)/(2r)
and the numbers to the left of zc are rounded to z1 with probability 1 − p,
thus E(round(z + δ)) = (1− p)z1 + pz2 = z.
It is not necessary to perform this operation at each gate,
but only if the normalization condition departs from unity by
a prescribed fraction. It was found empirically that when the
coefficients of |ψ〉 are random, this procedure is not necessary
at all.
C. Systematic rounding errors with small-angle gates
The same argument can be applied to the angular component
of the coefficients. This is important for circuits dominated
by gates that rotate the qubits a very small angle on the
Bloch sphere (like the QFT), where the systematic rounding
truncation error can accumulate fast. For the sake of clarity,
consider a simple toy circuit composed of W > 2A phase
gates W
√
Z (phase rotations of pi/W ) applied to the same
qubit, which should produces a Z gate at the end (Fig. (4)).
This circuit will fail because the rotation is not resolved by
W
√
Z W
√
Z · · · W√Z
Fig. 4. A potentially failing circuit after W > 2A applications of the phase
gate. The problem is solved by multiplying the amplitudes with appropriate
factors.
the low precision format, i.e. the phase change will disap-
pear behind the least significant bit, and the rounding of
the conversion operation Eq. (4) will leave the coefficients
unchanged. What happens is that one cannot assume that
the errors between gates are independent and random, and
thus Eq. (15) is not valid anymore and now the variance
growths as the square of the error-prone-gates as in Eq. (20).
Following the previous subsection, this problem can be solved
by rotating the arguments of ck with small uniform random
angles, −2pi2−A−1 < λk < 2pi2−A−1 as
c′k = cke
iλk , (24)
where ck is the double precision complex we want to convert.
Now the expected value of the argument of the amplitudes
is close to the desired value and then E(T (c′k)) ≈ ck. This
operation only need to be performed right after phase gates
with angles less or equal than pi/2A, or phases that are not of
the form pi/2k.
V. TESTING THE MODEL WITH REPRESENTATIVE CIRCUITS
A. Random circuits
First we test the model for the accumulation of errors
with a simple circuit that quickly generates random uniformly
distributed amplitudes.
for i=1,C
for q=1,Q
k= Q*i+q
U3(q, t(k), l(k), p(k) )
CNOT(q, (q+1)%Q )
end
end
TABLE VI
PSEUDO CODE OF THE RANDOM CIRCUIT TEST WITH G = CQ NOISY
GATES. U3 DENOTES GENERAL ROTATIONS ON THE BLOCH SPHERE WITH
ANGLES t(k) = ±pi/2, l(k) = ±pi/4, p(k) = ±pi/4 AND RANDOM SIGNS.
THE CNOT GATE ENTANGLES THE STATE MAXIMIZING CASCADING
EFFECTS.
The circuit is composed of C cycles, each one randomly
rotates all qubits in the Bloch sphere with the general rotation
gate U3,
U3(θ, λ, φ) =
(
cos θ2 −eiλ sin θ2
eiφ sin θ2 e
i(λ+φ) cos θ2
)
(25)
where the angles are U3(±pi/2,±pi/4,±pi/4) with random
signs at each gate application. After each rotation a CNOT
gate entangles the state. The results of each gate depend on
U3 •
U3 •
U3 •
U3 •
Fig. 5. Diagram of one of C cycles of the random circuit test. Each
cycle randomly rotates all qubits in the Bloch sphere with the rotation gate
U3(±pi/2,±pi/4,±pi/4) and random signs. It was found empirically that it
produces a uniform distribution at 7 cycles starting from |0〉.
the output of the gate before (Fig. (5)) to maximize cascading
effects. It was found empirically that this circuit generates a
uniform distribution after approximately 7 cycles starting from
|0〉, the entropy is maximized and the resulting coefficients
have statistically insignificant auto-correlations. Fig. (6) shows
the cumulative distribution of probabilities P (|ck|2 > p)
computed with double precision and low precision arithmetic,
it converges to the exponential (Porter-Thomas) cumulative
distribution
P (|ck|2 > p) =
∫ ∞
p
Ne−Nsds = e−Np. (26)
The same graph shows the same run with low precision E =
4, F = 9, A = 11 and for E = 4, F = 5, A = 7, the truncation
errors become evident as steps.
Fig. 6. Cumulative probability function of P (|ck|2 > p) with the initial
condition |0〉 after 7 cycles and Q = 30, for E = 4, F = 9, A = 11 (red
crosses) and E = 4, F = 5, A = 7 (stepped blue sums). The line is the
cumulative exponential distribution P (|ck|2 > p) = e−Np.
To test the accumulation of errors we perform two exper-
iments: a) start with a uniformly distributed random initial
condition, and compare low precision versus double precision
to test Eq. (15), and b) start with a non-random initial condition
to show the scheme works for more general states.
In the first experiment we start with a random initial
condition
ck =
N (0, 1) + iN (0, 1)
K
(27)
where N (0, 1) is a normal distribution with zero mean and
unit variance, and K is a normalization constant to enforce
Eq. (2). The real and imaginary components of this initial
state are uniformly distributed on a sphere of 2N dimensions,
and represents a maximally entangled state of high entropy.
Then we compute the amplitudes with 7 cycles of the random
algorithm (Table VI), first with double precision |ψex〉 (as a
proxy of the exact solution) and then with low precision arith-
metic |ψG〉, and compute the error σ2 = ‖ |ψG〉 − |ψex〉 ‖2.
Fig. (7) shows agreement with the model for Q = 30 and 3
sets of values of the triplets E,F,A.
Fig. 7. Growth of the numerical cumulative error Eq. (12) (points) for a
uniformly distributed, random initial condition, as a function of the number
of error prone gates G, compared with Eq. (15) (lines), with Q = 30 for
triplets E,F,G: 4, 5, 7 (top line), 4, 9, 11 (middle) and 4, 13, 15 (bottom).
The error is computed by comparing the output with low precision |ψG〉 with
a computation with double precision as a proxy for the exact solution |ψex〉.
Fig. (8) shows the histograms of the cumulative errors of
the real part of the coefficients, Re(ck,double − ck,lowprec) for
E = 4, F = 9, A = 11 after 7 cycles. The distribution is
approximately normal with standard deviation σ given by Eq.
(15) (line). This adds support to the use of the central limit
theorem in the derivation.
In the second experiment, we test an initial condition as far
as possible from a uniform distribution. We choose a random
integer x0 on 0 ≤ x0 < N and set the initial condition
ck =
{
1 k = x0
0 k 6= x0.
Then we run C = 4 cycles of the random circuit, at which
point the state is not yet a maximum entropy state, normalize
Fig. 8. Starting with a uniform random initial condition we run 7 cycles
twice, first with double precision and then with low precision. These are
the histograms of the normalized errors of the real part of the coefficients,
Re(ck,double − ck,lowprec) for E = 4, F = 9, A = 11 (points). The
distribution is approximately normal with standard deviation σ given by Eq.
(15).
with Eq. (23), and finally run the inverse gates in reverse order,
and compute the empirical error σ2actual as
σ2actual = |cx0 − 1|2 +
N−1∑
k=0,k 6=x0
|ck|2. (28)
(See Table VII). Fig. (9) compares the actual versus the theo-
retical error for various Q and parameters E,F,A. Even when
during much of the computation the state is not uniformly
distributed, the errors follow the model remarkably well.
We have also tried several variations of the random algo-
rithm, such as using chained random gate controls with arbi-
trary topology, or arbitrary rotations on the interval (0, pi/2),
and the results are the same.
B. Quantum Fourier Transform
The Quantum Fourier Transform [7] (QFT) is an interesting
algorithm because it contains many gates unresolved by the
low precision format. QFT consists on a series of Hadamard
gates applied to each qubit p = 1, 2..Q, each one followed by
controlled phases to all qubits q > p with phase pi/2q−p, and
finally the order of the qubits is inverted with swaps at the
end. Thus if q − p ≥ A the phase gates are unresolved and
the error-canceling mechanism from Eq. (24) is necessary.
For this test, first we choose a random integer x0, 0 ≤ x0 <
N and the initial amplitudes are set equal to
ck =
1√
N
exp
(
−2piikx0
N
)
, (29)
then the QFT is computed with one normalization at the
beginning and one at the end, and then the true errors σ2actual
// CREATE A RANDOM STATE
for i=1,C
for q=1,Q
k= Q*i+q
U3(q, t(k), l(k), p(k) )
CNOT(q, (q+1)%Q )
end
end
NORMALIZE
// RUN IN REVERSE ORDER TO RESTORE IC
for i=C,1
for q=Q,1
k= Q*i+q
CNOT(q, (q+1)%Q )
U3(q, -t(k), -p(k), -l(k) )
end
end
NORMALIZE
TABLE VII
THE NON UNIFORM INITIAL CONDITION TEST STARTS AT STATE |x0〉 AND
HAS G = 2CQ NOISY GATES. U3 DENOTES GENERAL ROTATIONS ON THE
BLOCH SPHERE WITH ANGLES t(k) = ±pi/2, l(k) = ±pi/4, p(k) = ±pi/4
WITH RANDOM SIGNS.
Fig. 9. Random algorithm test (Table VII), 4 cycles forth and then 4 cycles
for the inverse. Comparison of the actual error (y-axis) and the theoretical
error from Eq. (15) (x-axis). Red squares: 20 qubits, brown circles: 30 qubits,
blue triangles: 40 qubits. The bits per coefficient are indicated on the labels,
and the values of E,F,A are from Table II.
are computed as before with Eq. (28). Fig. (10) compares the
true errors with the theoretical errors Eq. (15) for Q = 20,
Q = 30 and various values of E,F,A. Notice that even in the
data used in this test is not random, the agreement with the
model is reasonable.
For some applications such as factorization of integers,
it has been shown that the Approximate Quantum Fourier
Transform (AQFT) requires fewer phase gates [8], [9] than
the QFT. In this approximation, instead of applying the phase
gates to all qubits q > p, only m = b3 + log2Qc phases are
sufficient with q−p ≤ m. For example for Q = 50, m is 9, so
if the algorithm runs on low precision arithmetic with A ≥ 10
(23 bits/amplitude according to Table II) then the phase gates
do not contribute any error and only the Hadamard gates do.
Fig. 10. Quantum Fourier transform test: cumulative error as a function of
theoretical value Eq. (15) for Q = 20 (red squares) and Q = 30 (blue
circles), and triplets (E,F,A): (4, 5, 7), (4, 7, 8), (4, 9, 11), (4, 11, 13) and
(4, 13, 15).
VI. SUMMARY AND OPEN QUESTIONS
We developed a model for the accumulation of errors on
quantum circuit simulations with a low precision logarithmic
representation for the amplitudes and a full vector state for-
mulation. Each coefficient uses B = E + F + A bits, where
E and F are the bits of the integer and fractional parts of the
logarithm and A the bits of the complex argument.
A. Main findings
• For maximally entangled random states, the cumulative
quadratic error for a circuit with G error prone gates can
be approximated as
σ2 ≈ ε2cG
where ε2c is the total conversion error,
ε2c ≈ φ+ (1− φ)
2−2F + 4pi22−2A
12
,
µ = exp(−2E + 2−F ) is the smallest representable
modulus and φ = 1 − (Nµ2 + 1)e−Nµ2 is the loss of
normalization per conversion due to underflow.
• This expression can be used to estimate the maximum
number of error prone gates that can be run before the
error grows above σ2 for random states,
Grandom <
σ2
ε2c
.
Table V shows typical values predicted for different
values of B, values as low as B = 16 can yield usable
results for hundreds of gates with 50 qubits. This is
significant because word sizes 16 ≤ B ≤ 32 represent
memory and bandwidth saving factors of approximately
4X to 8X with respect to double precision arithmetic
(128 bits per amplitude).
• Not all gates are susceptible to rounding errors, and the
effective number of error prone gates can be approxi-
mated by G =
∑G0
g=1 βg with the weights βg ≤ 1 given
in Table III. This number can be significantly smaller than
the total number of gates G0.
• The optimal choices for the triplets E,F,A are found by
minimizing the error ε2c , and are summarized in Table II.
The angular number of bits is related to the fraction bits
as A = F + 2 or A = F + 3 depending on the value
of B. The table shows that E = 5 is sufficient for the
foreseeable future.
• For non-random states and biased errors we can estimate
an upper bound for the error, which grows quadratically
with G,
σ2 . G2
(
Nµ2 +
2−2F + 4pi22−2A
4
)
The optimal choices for the triplets E,F,A are found by
minimizing the errors, and are summarized in Table IV.
• The biased case can be partially remediated by multi-
plying the coefficients by carefully crafted random fac-
tors and shown in sections IV-B and IV-C. According
to experiments performed by the author, provided the
normalization procedure is used, the actual errors are
closer to the random case than to the upper bound.
• The examples with random circuits and the QFT show
that the model based on random states Eq. (15) may still
be a good approximation even if the amplitudes are not
random.
B. Open questions
• To make the low precision format practical, the con-
version between low precision arithmetic and double
precision needs to be optimized for speed.
• A theoretical question is whether this format is optimal
for the simulation of maximally entangled random states
with Schrodinger’s formulation, that is, whether there is
another format that uses less storage B for a given error
σ2.
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