Results

rank binding sites by p value (
). We used asynchronous cultures because previous studies showed that the results obtained for Swi4 in genomeWe used genome-wide location analysis (Ren et al., 2000) to identify the in vivo genome binding sites for wide location experiments are essentially identical in unsynchronized and arrested cultures (Iyer et al., 2001), each of the known cell cycle transcription factors (Figures 1A and 1B) . Yeast strains, each containing a mycand because it was not feasible to obtain high quality datasets in triplicate at multiple cell cycle time points tagged version of Mbp1, Swi4, Swi6, Mcm1, Fkh1, Fkh2, Ndd1, Swi5, or Ace2, were grown in asynchronous culfor all nine factors. The regulation of the cell cycle expression program tures to mid log phase and subjected to location analysis as described previously (Ren et al., 2000) . Each experiby each of the nine factors is summarized in Figure 2 . The binding of a transcriptional activator to the promoter ment was carried out in triplicate, and a single-array error model was used to handle noise, to average reregion of a gene suggests that the activator has a regulatory effect on the gene, but it is also possible that the peated experiments with appropriate weights, and to , 1998) . The intensity of the red color, normalized by the maximum intensity value for each factor, represents the fraction of genes expressed at that point that are bound by a specific activator. The similarity in the distribution of color for specific factors (with Swi4, Swi6, and Mbp1, for example) shows that these factors bind to genes that are expressed during the same time frame. activator does not fully or even partially control the gene. 10 Ϫ14 , p Ͻ 10 Ϫ18 , and p Ͻ 10 Ϫ20 respectively), Swi5 and Ace2 to M/G1 genes (p Ͻ 10 Ϫ14 and p Ͻ 10 Ϫ3 , respecFor this reason, we have identified the set of genes where factor binding correlates with gene expression, tively), and Mcm1, Fkh2, and Ndd1 to G2/M genes (p Ͻ 10 Ϫ14 , p Ͻ 10 Ϫ15 , and p Ͻ 10 Ϫ21 , respectively). Thus, an approach that produced highly accurate information on transcription factor function in previous studies with our data generally support the model for stage-specific regulation of gene expression by these activators and other factors (Ren et al., 2000) . The set of genes bound by the nine cell cycle transcription factors was comextend it to encompass promoters for several hundred cell cycle genes. pared to the set of approximately 800 genes whose expression levels vary in a periodic fashion during the Our data also provide novel insights into stage-specific gene regulation by these factors. Previous studies yeast cell cycle (Spellman et al., 1998 Table 1 . transcriptional activators provides a much enriched understand how cell cycle control is effected. We have now identified the genomic targets of each of the nine known yeast cell cycle regulators by using a combination of genome-wide location and expression analysis. The investigation revealed that a connected, circular transcriptional regulatory network has evolved to control the cell cycle, and showed how each of the transcriptional regulators contributes to diverse stage-specific functions. The location data that we have presented in this paper tivity of several of the cell cycle transcriptional regulators are well adapted to new computational approaches to is dependent on Cdc28 activity, some checkpoint condiscovering genetic regulatory networks. The binding of trols may effect arrest by perturbing the connected trana transcriptional activator to the promoter region of a scriptional regulatory circuit.
Cell Cycle Transcriptional Regulatory Network
gene suggests that the activator has a regulatory effect on the gene. However, it is also possible that the activaImportance of Direct Binding Information tor does not fully or even partially control the gene. Thus, An impetus for the development of methods that identify location information must be fused with other data, such the genomic binding sites of factors in vivo was the as expression data, to fully elaborate the complete realization that regulatory networks cannot be accumechanism of transcriptional regulation and the form of rately deduced from global expression profiles because regulatory networks. We anticipate that new computait is not possible to discriminate between direct and tional approaches will synergistically combine location indirect effects due to genetic or other perturbations in data with other data types to form a well-focused picture living cells (Ren et al., 2000; Iyer et al., 2001) . A further of cellular function. For example, one way to combine challenge for understanding global gene regulation is location and expression data is to use the location data that comparisons of wild-type and mutant expression to first suggest tentative factor-target pairs with associprofiles produce valuable information on dependencies ated p-values. These factor-target pairs represent conwhen the mutant gene is essential, but it is more difficult straints on the possible genetic regulatory network modto interpret such information when the mutant gene can els, and they can be used to guide the search of network be rescued by functionally redundant gene products. models based on expression data. This process can We found that the direct binding data obtained in the discover alternative models of regulatory networks, with present study was remarkably confirming of previous a principled measure of likelihood assigned to each hyevidence for gene regulation by specific transcription facpothesis. The likelihood measure appropriately reflects tors when that evidence was direct. In contrast, we did how consistent the hypothesis is with both location and not obtain evidence in support of many studies in which expression data. This likelihood-based approach can the involvement of a factor in the regulation of a gene was accommodate location data, expression data, and other 
