Several studies have focused on the Realized Range Volatility, an estimator of the quadratic variation of financial prices, taking into account the impact of microstructure noise and jumps. However, none has considered direct modeling and forecasting of the Realized Range conditional quantiles. This study carries out a quantile regression analysis to fill this gap. The proposed model takes into account as quantile predictors both the lagged values of the estimated volatility and some key macroeconomic and financial variables, which provide important information about the overall market trend and risk. In this way, and without distributional assumptions on the realized range innovations, it is possible to assess the entire conditional distribution of the estimated volatility. This issue is a critical one for financial decision-makers in terms of pricing, asset allocation, and risk management. The quantile regression approach allows how the links among the involved variables change across the quantiles levels to be analyzed. In addition, a rolling analysis is performed in order to determine how the relationships that characterize the proposed model evolve over time. The analysis is applied to sixteen stocks issued by companies that operate in differing economic sectors of the U.S. market, and the forecast accuracy is validated by means of suitable tests. The results show evidence of the selected variables relevant impacts and, particularly during periods of market stress, highlights heterogeneous effects across quantiles.
Introduction
Recent events, such as the subprime crisis, which originated in the United States and was marked by Lehman Brothers default in September 2008, and the sovereign debt crisis, which hit the Eurozone in 2009, have highlighted the fundamental importance of risk measurement, monitoring, and forecasting. The volatility of asset returns, a commonly used measure of risk, is a key variable in several areas of finance and investment, such as risk management, asset allocation, pricing, and trading strategies. Therefore, estimating and forecasting the volatility point values and distribution play a critical role. The use of predicted volatility levels is central, for instance, in the pricing of equity derivatives, in the development of equity derivative trading strategies, and in risk measurement when risk is associated with volatility, while the volatility distribution is of interest for trading/pricing volatility derivatives, for designing volatility hedges for generic portfolios, and for accounting for the uncertainty on volatility point forecasts.
Many financial applications use constant volatility models (Black and Scholes, 1973) , although empirical evidence suggests that variance changes over time. Several approaches have been developed with the purpose of achieving more accurate estimates, such as the class of ARCH (Engle, 1982) and GARCH (Bollerslev, 1986) models and the stochastic volatility models (Melino and Turnbull, 1990; Taylor, 1994; Harvey et al., 1994; Jacquier et al., 1994) . Nevertheless, financial data are affected by several features, and the so-called stylized facts (Cont, 2001) and standard GARCH and stochastic volatility models do not capture all of them (Corsi, 2009) .
We might also estimate volatility with non-parametric methods, such as by means of realized measures, which have been shown to perform better than traditional GARCH and stochastic volatility models when forecasting conditional second-order moments (Andersen et al., 2003) . This approach has attracted considerable interest because of the availability of high-frequency financial data. In fact, as opposed to models that treat volatility as a latent (non-observable) element, realized measures use additional information from the intraday returns. Moreover, by resorting to observable data and extracting volatility by a non-parametric, model-free approach, realized measures avoid the risk of model misspecification. We believe these methods provide more flexibility than standard GARCH-type models do, so we focus on realized measures here.
The realized variance (Andersen et al., 2003; Barndorff-Nielsen and Shephard, 2002) , which is based on continuous time price theory and computed starting from the sum of squared intraday returns, is the natural estimator of the ex-post integrated volatility. In particular, the realized variance is an unbiased estimator of the quadratic variation and converges to it as the sampling frequency rises to infinity (Jacod, 1994; Jacod and Protter, 1998; Barndorff-Nielsen and Shephard, 2002) . Martens and van Dijk (2007) and Christensen and Podolskij (2007) proposed the realized range-based variance, an estimator that increases efficiency by replacing every squared return of the realized variance with a normalized squared range using the maximum and minimum prices observed in each of the subintervals into which the trading day is split.
The presence of microstructure noise becomes a problem that must be also considered in the context of high-frequency financial data. The microstructure noise that arises from peculiar phenomena like non-continuous trading, infrequent trades, and bid-ask bounce (Hasbrouck, 2006; O'Hara, 1998; Roll, 1984) affects the properties of the estimators. The literature offers several corrections. One consists of reducing the sampling frequency; for instance Bandi and Russel (2006) suggested the rule of thumb of using five-minutes returns, which optimizes the biasvariance trade-off. Another solution refers to the subsampling of two time-scales realized variance (Zhang et al., 2005) , while a third refers to the kernel estimation introduced by Hansen and Lunde (2006) . Besides the microstructure noise, the volatility of financial returns is affected by large and rapid increments. In particular, Eraker et al. (2003) showed that jumps in returns could imply large movements whose impacts are transient. Jumps in volatility, on the other hand, are rapid but persistent factors that drive volatility.
Among the various realized measures, the range-based measure is the most efficient, although microstructure noise and jumps must be taken into account. In order to ensure accurate results, Christensen et al. (2009) proposed the realized range-based bias corrected bipower variation based on adjustments made by the variance of the noise and a constant computed through simulation methods, which Christensen et al. (2009) demonstrated is a consistent estimator of the integrated variance in the presence of noise and jumps. Given its efficiency, we chose the realized range-based bias corrected bipower variation as the reference estimator for daily integrated volatility.
Many studies that focus on volatility forecasting have identified through several approaches key macroeconomic and financial variables as important drivers of volatility, highlighting their power in improving forecast performances. For instance, Christiansen et al. (2012) predicted the asset return volatility by means of macroeconomic and financial variables in a Bayesian Model Averaging framework. They considered several asset classes, such as equities, foreign exchange, bonds, and commodities, over long time spans and found that economic variables provide information about future volatility from both an in-sample and an out-of-sample perspective. Paye (2012) tested the power of financial and economic variables to forecast the volatility at monthly and quarterly horizons and rarely found a statistical difference between the performance of macroeconomic fundamentals and univariate benchmarks. Fernandes et al. (2009) used parametric and semi-parametric Heterogeneous Auto Regressive (HAR) processes to model and forecast the VIX index and found significant results using financial and macroeconomic variables as additional regressors. Caporin and Velo (2011) used an HAR model with asymmetric effects with respect to volatility and return, and GARCH and GJR-GARCH specifications for the variance equation. studied the relationship between the first principal component of the volatility jumps, estimated using thirty-six stocks and a set of macroeconomic and financial variables, such as VIX, S&P 500 volume, CDS, and Federal Fund rates, and found that CDS captures a large part of the moves of the expected jumps. Given the findings of these studies, we, too, use macroeconomic and financial variables in our model.
Our purpose is to generalize the previous contributions further. We model and forecast the conditional quantiles of the realized range-based bias corrected bipower variation by means of the quantile regression method introduced by Koenker and Bassett (1978) . Other authors have applied quantile regression in a financial framework. For instance, Engle and Manganelli (2004) proposed the CAViaR model to estimate the conditional Value-at-Risk, an important measure of risk that financial institutions and their regulators employ. For their part, White et al. (2008) generalized the CAViaR to the Multi-Quantile CAViaR (MQ-CAViaR) model, studying the conditional skewness and kurtosis of S&P 500 daily returns. White et al. (2010) extended the MQ-CAViaR model in the multivariate context to measure the systemic risk, a critical issue highlighted by the recent financial crises, taking into account the relationships among 230 financial institutions from around the world. Finally, Caporin et al. (2014) adopted quantile regressions as a tool with which to detect financial contagion across bond spreads in Europe.
Focusing on realized volatility measures, we believe that the quantile regression approach can provide useful new evidence by allowing the entire conditional distribution of the realized volatility measure to be estimated instead of restricting the attention to the conditional mean. This approach could have a relevant advantage when the impact of covariates is changing, depending on market conditions (say, on low or high volatility states), or when the purpose is to recover density forecasts without making a distributional assumption. Zikes and Barunik (2013) used a similar approach to estimate the conditional quantiles of volatility, but our work differs in some important ways. First of all, Zikes and Barunik (2013) estimated volatility by means of a realized measure that takes into account only the effects of jumps in the price process. However, we use the realized range-based bias corrected bipower variation, which considers the impact of microstructure noise as well as that of jumps. Whats more, our approach is based on squared ranges, rather than on squared returns, so it has the advantage of using additional information. To the best of our knowledge, quantile regression methods for the analysis of realized range volatility measures have never been used in the econometric and empirical financial literature, which provides a strong motivation for our study. Secondly, Zikes and Barunik (2013) used a heterogeneous autoregressive quantile model, whereas we also made use of conditioning exogenous variables. Third, Zikes and Barunik (2013) performed quantile forecasts, focusing on a few quantiles, but we go farther by considering the entire conditional distribution of volatility. We stress that using interpolation to recover the density forecasts from a collection of quantile forecasts does not require a distributional assumption, as HAR-type models do, and to the best of our knowledge, such an approach has never been used in financial applications. Finally, we also evaluated the structural changes in our model over time by means of a rolling analysis.
Our work takes an empiric point of view and focuses on the high-frequency data of sixteen stocks issued by large-cap companies that operate in differing economic sectors. All companies are quoted on the U.S. market. In a first step, we analyze the first principal component of the estimated volatility as a summary of the sixteen series (a kind of market factor).
We provide a first contribution to the literature by showing that some macro-finance-related variables have a significant impact on volatility quantiles; that their impact changes across quantiles, becoming irrelevant in some cases; and that the significance and strength of the relationship changes over time. This last finding is particularly evident when we focus on turbulent market phases, as in these periods we note an increase in the impact of some variables, such as the VIX. The last finding is particularly evident for high-volatility quantiles. The heterogeneity we observe across quantiles can also be interpreted as evidence against the locationshift hypothesis.
Our second contribution comes from the single asset analyses. We develop a specific model for each asset in order to determine how the features of the sixteen companies affect the relationships among the variables involved. We find some heterogeneity in the assets reactions to the macrofinance variables, which holds across both time and volatility quantiles. However, we find an overall confirmation of the findings associated with the first principal component.
A third contribution of our analyses stems from a forecasting exercise. We compare the quantile-based density forecasts, which we recover by interpolating a set of volatility quantiles, to those of a benchmark model adapted to the realized range volatility mean and variance. The reference model combines a HAR structure on the realized volatility mean, plus a GJR-GARCH (Glosten et al., 1993) for the mean innovation variances. The HAR structure, inspired by the work of Corsi (2009) , captures the persistence of realized measures and is consistent with the presence of heterogeneous agents in the market, while the GJR-GARCH is coherent with Corsi et al. (2008) s volatility of volatility hypothesis. We compare the benchmark model density forecasts and the quantile regression-based forecasts by means of the tests proposed by Berkowitz (2001) and Amisano and Giacomini (2007) . Moreover, by using a quantile-based loss function, we also consider the Diebold and Mariano (2002) test. We stress that the Berkowitz (2001) test allows for an absolute evaluation of the density forecasts provided by one model, while the Amisano and Giacomini (2007) approach compares two competing models. The results confirm that our approach performs better, thus providing support for the use of quantile regression methods in all areas where volatility quantiles might have a role. Among the possible applications, we mention volatility trading and volatility hedging.
The remainder of the paper is structured as follows. Section 2 includes the description of the data. Section 3 presents the model we propose to forecast the range bipower variation conditional quantiles. Section 4 is devoted to the density forecast and predictive accuracy and provides the details about the tests we use. The results are analyzed in Section 5, and Section 6 provides a set of concluding remarks.
Data description
The database we use includes stock prices recorded with a frequency of one minute, from 9: The dataset is drawn from TickData. The prices are adjusted for extraordinary operations and filtered for errors, anomalies, and outliers that arise from traders' activities. 1 Table 1 shows the most relevant descriptive statistics of the daily returns from the companies under consideration. The values confirm some of the stylized facts that characterize the financial data (Cont, 2001) . The distributions of the asset returns have heavy tails, as expected: TXN has the smallest value of kurtosis, while the largest is recorded for CTG. The skewness index is less than zero for twelve of the companies, which is consistent with the so-called gain/loss asymmetry phenomenon. The mean and the median are close to zero for all assets considered. The standard deviation ranges from 0.011 to 0.0368, while the interquartile range goes from 1.06% to 2.27%. While the daily returns are computed from the close prices of each trading day, the volatilities of the sixteen assets for each day are estimated through the realized range-based bias corrected bipower variation, RRV n,m BV BC , introduced by Christensen et al. (2009) . 2 We checked that the series of the estimated volatilities are affected by the 2008-2009 financial crisis and that this phenomenon is particularly noticeable in the case of the financial companies.
A principal component analysis is carried out on the range-based bias corrected bipower variations of the sixteen assets. The evolution of the assets volatilities have a strong common behavior that we might interpret as market or systematic behavior. In particular, the first principal component (F P C) explains 77% of the overall variation, therefore analysis of the first principal component could produce useful results. We observed that F P C is strongly affected by the 2008-2009 financial crisis since it shows high values in that period. Second, these peaks are extreme values in the right tail of the F P C distribution, suggesting the wisdom of using quantile regression rather than regression on the mean because regression on the mean is particularly sensitive to extreme values. The F P C autocorrelations keep high values for all twenty lags, indicating some persistence, a common finding on realized range/variance sequences.
In addition to the data described so far, our analyses take into account some key macroeconomic and financial variables that convey important information about the overall market trend and risk and that will be considered exogenous variables that affect the conditional quantiles. Other studies (Caporin and Velo, 2011; have used several indicators to analyze the realized variance and range series, among which we select just two (since the others, such as the logarithmic returns of the U.S. dollar-Euro exchange rate and of oil, were not significant in the present analysis): the daily return of the S&P 500 index (sp500), which reflects the trend of the U.S. stock market, and the logarithm of the VIX index (vix), a measure of the implied volatility of S&P 500 index options. We expected that negative returns of the S&P 500 would have a positive impact on the market volatility, the well-known leverage effect, while high levels of vix reflect pessimism among the economic agents, so a positive relationship between vix and the volatility level is expected. The observations associated with sp500 and vix are also recorded at a daily frequency and are recovered from Datastream. Table 2 lists some of their most important descriptive statistics. In particular, the distribution of sp500 is centered at zero, whereas the mean and the median of vix are equal to 2.94 and 2.89, respectively. vix has greater volatility than sp500 does, as the standard deviations and the inter-quartile ranges indicate. Moreover, sp500 has a leptokurtic distribution with negative asymmetry, while vix has a lower kurtosis (3.67) and a positive skewness (0.85). Many macroeconomic and financial time series are not stationary and are often characterized by unit-root non-stationarity (Nelson and Plosser, 1982) . Building on this evidence, we must determine whether the data-generating process of vix is affected by unit root. 3 To this purpose, we consider two standard tests: the augmented Dickey-Fuller (ADF) test (Dickey and Fuller, 1981) and the Phillips-Perron (PP) test (Phillips and Perron, 1988) . The ADF test rejects the null hypothesis at the 10% level, and the test statistic equals -3.18 (with a p-value of 0.09). On the other hand, the PP test rejects the null hypothesis at the 5% confidence level, and the test statistic is -24.48 (with a p-value of 0.03). Therefore, we have a moderate amount of evidence against the presence of a unit root for the vix series. The rejection of the null is much clearer with the PP test.
The model
We now introduce the model we propose to study the conditional quantiles of our realized range volatility measure. We focus, at least in the initial step, on the first principal component of the sixteen assets realized range volatilities. We denote by f pc t the first principal components observed value at day t. In addition to vix and sp500, mentioned in Section 2, we use other quantities to describe the conditional quantiles. Those are derived from the available data, so they are not included in the previous section. First, we follow Corsi (2009) in introducing among the explanatory variables those commonly adopted in (HAR) models of Realized Volatility. The first one is the lagged value of f pc t , that is, f pc t−1 . This variable is usually accompanied by other quantities that are built from local averages of past elements:
Corsi (2009)s model used m = 5 and m = 21, representing the weekly and monthly horizons. These components allow the heterogeneous nature of the information arrivals (Corsi, 2009) in the market to be considered. In fact, many operators have differing time horizons. For instance, intraday speculators have a short horizon, while insurance companies trade much less frequently. Therefore, agents whose time horizons differ, perceive, react to, and cause different types of volatility components. In our study we use only m = 5 with the first lag. In fact, the longer horizon component, with m = 21, was not significant. We might interpret f pc 5t−1 as reflecting the medium-term investors who typically rebalance their positions at a weekly frequency. We found that f pc t−1 and f pc 5t−1 are positively correlated with f pc t , suggesting a positive impact at least in the mean.
The last explanatory variable is jump t−1 , a quantity that takes into account the impact of lagged jumps in the price process. At the single asset level, the jump detection is carried out through the test proposed by Christensen and Podolskij (2006) based on the comparison between the realized range-based variance, RRV n,m , and the range-based bipower variation, RBV n,m . 4 RRV n,m and RBV n,m are jump non-robust and jump robust estimators of the integrated variance, respectively. We observed that, in periods of financial turmoil, the series of the differences between RRV n,m and RBV n,m have evident peaks, but elsewhere the differences are irrelevant. Table 3 lists some important results from computing the test statistic proposed by Christensen and Podolskij (2006) , Z T P,t , for each asset and trading day. For each asset, the percentage of rejections is computed by dividing the number of days in which the null hypothesis of no jumps is rejected by the total number of considered days, given α = 0.01. That percentage ranges from 44.89% (CT G) to 91.97% (M DZ). The mean of Z T P,t ranges from 2.20 (CT G) to 7.85 (M DZ), while the minimum and maximum values of the median are 2.12 (CT G) and 5.78 (M DZ), respectively. Finally, the standard deviation goes from 1.95 (HP Q) to 5.68 (M DZ). The results given in Table 3 highlight the importance of jumps in the price process of the sixteen stocks considered. The table reports for each stock (the ticker is given in the first column) some results obtained from the ratiostatistic ZT P , computed for each day t. The percentage of rejections is computed dividing the number of days in which the null hypothesis of no jumps is rejected by the total number of considered days.
One of the most relevant limits of RRV n,m is that it does not take into account the presence of jumps in the price process. This gap could be remedied by estimating the integrated variance through RBV n,m , but we used RRV n,m BV BC in the present work because it is a consistent estimator of the integrated variance in the presence of both microstructure noise and jumps. Therefore, we used the difference RRV n,m − RRV n,m BV BC as a measure of the jump component, denoted for the i-th asset at day t as jump i,t . We focus first on the first principal component of the realized range measures, so for reasons of consistency, the jump explanatory variable, denoted by jump t , is also the first principal component of the sixteen asset-specific jumps.
To summarize, the variables involved in the model of interest are: f pc t , f pc t−1 , f pc 5t−1 , vix t−1 , sp500 t−1 , and jump t−1 , and their linear correlation coefficients are given in Table 4 . f pc t−1 has the highest correlation with f pc t , and the signs of the correlation coefficients are consistent with expectations, since f pc t−1 , f pc 5t−1 , vix t−1 , and jump t−1 are positively correlated with f pc t , while sp500 t−1 has a negative correlation coefficient. The table reports the full-sample linear correlation coefficients across the variables entering in model (2).
All of these variables enter a linear specification for conditional quantiles of the first principal component of realized volatility measures, so the model we consider is
where Q f pct (τ |x t−1 ) denotes the τ th quantile of f pc t , conditional to the information included in x t−1 . Although this approach is not novel, as conditional quantiles have already been used in a risk-management framework (e.g., Engle and Manganelli (2004) , White et al. (2008) and White et al. (2010) ), we stress that, to the best of our knowledge, realized measures based on ranges have never been used. Therefore, even a simple estimation of model (2) would provide useful results in terms of revealing the impact of covariates and the stability of the various coefficients across quantiles. Quantile regressions could also be used to forecast the conditional quantiles of the realized range volatility sequence, as we discuss below. 5 Certain events, such as the subprime crisis that was born in the U.S. and that was marked by Lehman Brothers default in September 2008 and the Eurozone sovereign debt crisis in 2010-2011, had considerable effects on the mechanisms that govern the international financial system. These extreme events could have affected the relationship between control variables and conditional quantiles, so it is necessary to determine whether the relationships that characterize model (2) change over time before, during, or after these period of turmoil. For this purpose, we performed a rolling analysis with a step of one day and a window size of 500 observations. Thus, it is possible to determine how the coefficients values evolve over time and over τ . We also built model (2) to predict the conditional quantiles of the first principal component computed on the realized range-based bias corrected bipower variations of the sixteen assets. The forecasts, produced for a single step ahead, provide relevant details for the covariates prediction abilities.
As the underlying companies have differing features and operate in differing economic sectors, it is also useful to build a model for each asset. These asset-specific models have the same structure of that one given in equation (2), but the dependent variable is the conditional RRV n,m BV BC quantile of the one asset, and f pc t−1 , f pc 5t−1 , and jump t−1 are replaced with the analogous quantities computed for each asset. Therefore, the model built for the i-th asset, for i = 1, ..., 16, is
where rrv i,t is the observed RRV n,m BV BC related to the i-th company at day t, rrv 5i,t is the mean of the rrv i,t values recorded in the last 5 days, and jump i,t−1 is the difference between RRV n,m and RRV n,m BV BC , computed for the i-th stock at day t − 1. The models we propose allow the conditional quantiles of a realized volatility measure to be estimated. We don't know the true, unobserved volatility of the assets returns (they are estimated) so measurement errors might play a role. However, we restrict our attention to the forecast of the realized measure at a given sampling frequency, not a forecast of the future returns volatility. As a consequence, as Zikes and Barunik (2013) discussed, the impact of measurement errors has limited importance.
Density forecast and predictive accuracy
Equation (2) provides the expression for the point forecast of a volatility quantile, which can be used to assess the forecasting performances of the model for specific points on the volatility density. However, while the entire volatility density could be of interest if one is dealing with volatility trading or volatility hedging applications, it is not readily available from a quantile regression approach. Still, it can be recovered by approximation by interpolating a large set of volatility quantile forecasts. Notably, such a method does not require a distributional assumption for the innovations of the conditional quantiles. Therefore, the density forecast is recovered using a semi-parametric approach. In this case, the analysis takes a density-forecasting perspective, where assessment of a proposed approachs predictive power (as compared to a benchmark model) and evaluation of the potential benefits associated with introducing covariates are particularly important. To these purposes, we apply three testing approaches: the tests proposed by Berkowitz (2001) and Amisano and Giacomini (2007) and a loss-functions-based forecast evaluation that builds on the Diebold and Mariano (2002) testing approach.
The first step of the Berkowitz (2001) test consists of computing, for all of the available days, the variable ν t = f pct −∞f t−1 (u)du =F t−1 (f pc t ), wheref t−1 (·) is the ex ante predicted density obtained at day t−1, and f pc t is the ex post value of F P C recorded at day t. Under correct model specification, Rosenblatt (1952) showed that ν t is i.i.d. and uniformly distributed on (0, 1), a result that holds regardless of the underlying distribution of f pc t , even whenF t−1 (·) changes over time. Berkowitz (2001) first pointed out that, if ν t ∼ U (0, 1), then z t = Φ −1 (ν t ) ∼ N (0, 1), where Φ −1 (·) denotes the inverse of the standard normal distribution function. The idea of the proposed test statistic, LR b , is that, under a correct model specification, z t should be independent and identically distributed as standard normal; therefore an alternative hypothesis is that the mean and the variance differ from 0 and 1, respectively, with a first-order autoregressive structure.
The Berkowitz (2001) test can be applied to models that provide a density forecast for the realized range volatility. The alternative models specifications for the conditional quantiles (such as with/without the covariates) or density forecast approaches may differ. Obviously, models that do not provide a rejection of the null hypothesis will be correctly specified, so, at least in principle, many alternative specifications could be appropriate for the data at hand.
The approach Berkowitz proposed allows for an absolute assessment of a given model. In fact, it focuses on the goodness of a specific sequence of density forecasts, relative to the unknown data-generating process. However, the Berkowitz test has a limitation in that it has power only with respect to misspecification of the first two moments. As Berkowitz (2001) noted, if the first two conditional moments are specified correctly, then the likelihood function is maximized at the conditional moments true values. Nevertheless, in practice, models could be misspecified even at higher-order moments. In that case, a viable solution is to compare density forecasts, that is, to perform a relative comparison given a specific measure of accuracy. To cope with this issue, in addition to Berkowitz (2001) Amisano and Giacomini (2007) developed a formal out-of-sample test for ranking competing density forecasts that is valid under general conditions. The test is based on a widely adopted metric, the log-score, which in our framework is equal to logf t−1 (f pc t ), wheref t−1 (.) is the ex ante predicted density generated by our model at day t−1, and f pc t is the ex post value of F P C recorded at day t. Instead, we denoteĝ t−1 (.) as the predictive density obtained by a competing model. For the two sequences of density forecasts, we define the quantity
where f pc st t is the realization of F P C at day t, standardized using the estimates of the unconditional mean and standard deviation computed from the same sample on which the density forecasts for t are estimated, and w f pc st t is the weight the forecaster arbitrarily chooses to emphasize particular regions of the distribution's support. After computing the quantities W LR t for all of the samples considered in the forecast evaluation, we compute the mean W LR = (T − m) −1 T t=m+1 W LR t , where m is the window size adopted for the computation of density forecasts. 6 In order to test for the null hypothesis of equal performance, that is, H 0 : E W LR = 0, against the alternative of a different predictive ability H 1 : E W LR = 0, Amisano and Giacomini (2007) proposed the use of a weighted likelihood ratio test:
whereσ 2 AG is a heteroskedasticity-and autocorrelation-consistent (HAC) Newey and West (1987) estimator of the asymptotic variance σ 2 AG = V ar √ T − m W LR . Amisano and Giacomini (2007) showed that, under the null hypothesis, AG d → N (0, 1). We applied the Amisano and Giacomini (2007) test by using five designs for the weights in equation (4), which allows us to verify how the results change according to the particular regions of the distribution's support on which we are focusing. We set w CE f pc st t = φ f pc st t when we focus on the center of the distribution, w T L f pc st t = 1 − φ f pc st t /φ(0) to concentrate on both the tails of the distribution, w RT f pc st t = Φ f pc st t for the right tail, and w LT f pc st t = 1 − Φ f pc st t for the left tail, and w N W f pc st t = 1 when giving equal importance to the entire support (φ(.) and Φ(.) denote the standard normal density function and the standard normal distribution function, respectively).
Finally, we carried out a comparison at the single quantile level, focusing on the quantiles that have critical importance in our framework. To this purpose, we built on the approach Diebold and Mariano (2002) proposed and considered the following loss function:
where
f pct (τ, x t−1 ) is the τ -th forecasted quantile of F P C, obtained from the i-th model.
Let d DM,τ,t be the loss differential between the quantile forecasts from two competitive models, i and j (where i represents our proposal), that is,
f pct (τ, x t−1 ) . After computing the quantities d DM,τ,t for the forecasting sample, we compute the mean:
We are interested in testing the null hypothesis H 0 : E d DM,τ = 0 against the alternative H 1 : E d DM,τ = 0. To that purpose, we compute the Diebold and Mariano (2002) test for τ = {0.1, 0.5, 0.9} and the associated test statistics are denoted, respectively, by DM 0.1 , DM 0.5 and DM 0.9 . Table 5 reports just the results associated with τ = {0.1, 0.5, 0.9}. The standard errors are computed by means of a bootstrapping procedure using the xy-pair method, which provides accurate results without assuming any particular distribution for the error term.
Results

Full sample analyses
When τ equals 0.1, only sp500 t−1 is not significant at the 95% level. All the coefficients have small p-values at τ = {0.2, 0.3, 0.4, 0.5}, while for τ = {0.6, 0.7} only jump t−1 is not significant at the 95% level. Finally, when τ > 0.7, only f pc t−1 and sp500 t−1 are highly significant. Therefore, the first important result is that the variables that significantly affect Q f pct (τ |x t−1 ) change according to the τ level. Notably, only f pc t−1 is always significant, whereas sp500 t−1 is not significant only when τ = 0.1. It is important to highlight that only f pc t−1 and sp500 t−1 are significant in order to explain the high quantiles of volatility, which assume critical importance in finance. Moreover, the fact that jump t−1 is not significant for high values of τ is a reasonable result since the volatility is already in a "high "state, and we might safely assume that the jump-risk is already incorporated in it. These conclusions are consistent with the values of the pseudo-coefficient of determination, R 1 (τ ), and the test statistic ξ w proposed by Koenker and Bassett (1982b) . 7 We note that R 1 (τ ) is a local measure of fit, so it can't be used for a global goodness-of-fit assessment. However, it is possible to compare a restricted model that has fewer explanatory variables against an unrestricted one that includes all of the variables under consideration. The unrestricted model is defined by equation (2). Moreover, in order to link the conclusions that arise from the various quantile regressions considered with those analyzed above, the restricted model includes only the most relevant explanatory variables: f pc t−1 and sp500 t−1 . (2), and the restricted model, in which the regressors are just f pct−1 and sp500t−1. The first two columns give the pseudo coefficients of determination, whereas the third one gives the p-values of the test statistic ξw. Table 6 shows the values of the pseudo-coefficient of determination computed for the restricted and unrestricted models at τ = {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9}. We first observe that R 1 (τ ) is a positive function of τ for both the restricted and unrestricted models and then note that the differences between the restricted and unrestricted models decrease as τ increases until the differences all but disappear at τ = 0.9. Therefore, the contribution of f pc 5t−1 , vix t−1 , and jump t−1 to the goodness-of-fit of model (2) is largely irrelevant at τ = 0.9. We obtain similar conclusions from the test proposed in Koenker and Bassett (1982b) . The null hypothesis is that the additional variables used in the unrestricted model do not significantly improve the goodness-of-fit with respect to the restricted model. Table 6 shows the p-values of the test statistic ξ w : the null hypothesis of the test is accepted at τ = 0.9, while at lower quantiles, some of the additional variables provide sensible improvements in the model fit.
Returning to the coefficients values, we note that their impact on the conditional quantiles of f pc t−1 , f pc 5t−1 , vix t−1 , and jump t−1 is positive in all cases in which the coefficients are statistically significant. Therefore, there is a positive relationship between these variables and Q f pct (τ |x t−1 ). With respect to the price jumps, the positive impact is a somewhat expected result, and it extends Corsi et al. (2010) s findings on prices jumps impact on realized volatility. However, since the coefficient of sp500 t−1 ,β 4 (τ ), is always negative, in keeping with Black (1976) , we find that an increasing market return implies greater stability and negative effects on Q f pct (τ |x t−1 ). We also checked on the persistence of volatility, measured by the sum of the HAR coefficients, that is,β 1 (τ ) +β 2 (τ ), and noted that persistence is stronger at high levels of τ :β 1 (0.1) +β 2 (0.1) = 0.396,β 1 (0.5) +β 2 (0.5) = 0.734, andβ 1 (0.9) +β 2 (0.9) = 1.5923. This result, which is coherent with the result on jumps, suggests that volatility in high regimes (upper quantiles) is more persistent as opposed to median or low regimes (lower quantiles); in addition, that unexpected movements/shocks (including jumps) may have a larger effect on lower volatility quantiles compared to their impact on higher volatility quantiles, as they convey relevant information. While these results, recovered from a full-sample analysis, provide an interesting interpretation, they do not take into account the possible structural changes in the relationship between covariates and volatility conditional quantiles. This problem is analyzed below.
Even if the coefficients signs don't change over τ , it's important to determine whether changes in τ affect their magnitude. In other words, we want to check the so-called location-shift hypothesis, which states that the parameters in the conditional quantile equation are identical over τ . Important information can be drawn from Figure 1 , which provides the coefficients plots. The impact of f pc t−1 on the conditional quantiles of volatility is constant up to τ = 0.7, where it increases significantly. In the case of f pc 5t−1 , we observe a slightly increasing trend until τ = 0.7, when the uncertainty level becomes noticeable. The impact of vix t−1 has a flat trend up to τ = 0.7, when it begins a decreasing trend, reaching negative values in a region where the regressor is not significant. However, sp500 t−1 shows a negative effect on the volatility quantiles, and this relationship grows quickly at high values of τ . We associate this finding with the socalled leverage effect, as argued by Black (1976) : increases in volatility are larger when previous returns are negative than when they have the same magnitude but are positive. To verify this claim, we divided the f pc t series into deciles and, conditioning to those deciles, computed the mean of sp500 t−1 for the various groups. As expected, the mean of sp500 t−1 , corresponding to the values of f pc t in the first decile, is 0.19%, whereas the mean corresponding to the last decile, in which we have the highest f pc t values, is -0.28%. As a consequence, the negative coefficients for sp500 t−1 can be seen as supporting the existence of the leverage effect. Finally, in the case of jump t−1 , we observe a wide band, where its impact grows at the beginning but takes negative turns from τ = 0.4.
To summarize, we verify that the relationships between the regressors and the response variable are not constant over τ . In particular, the impact of f pc t−1 and sp500 t−1 grows considerably at high values of τ . Therefore, f pc t−1 and sp500 t−1 are critical indicators in the context of extreme events where volatility can reach high levels. The coefficients of the other explanatory variables do not exhibit particular trends at low-medium levels of τ , and when τ assumes high values, they become even more volatile, in a region of high uncertainty, given their wide confidence bands.
Analysis of the coefficients plots shown in Figure 1 suggests that the hypothesis of equal slopes does not hold. In order to reach more accurate conclusions, we perform a variant of the Wald test introduced by Koenker and Bassett (1982a) . The null hypothesis of the test is that the coefficient slopes are the same across quantiles. The test is performed taking into account three distant values of τ , τ = {0.1, 0.5, 0.9}, to cover a wide interval. When we compare the models estimated for τ = 0.1 and τ = 0.5, the null hypothesis is rejected at the 95% confidence level of for f pc t−1 , f pc 5t−1 , and sp500 t−1 . When we consider τ = 0.5 and τ = 0.9, the null hypothesis is rejected at the 99% confidence level for f pc t−1 and sp500 t−1 . We obtain the same result when we focus on τ = 0.1 and τ = 0.9, so we have evidence against the location shift hypothesis for those regressors. This finding confirms that the relationship between covariates and conditional quantiles varies across quantile values. This fundamentally relevant finding highlights that, when the interest lies on specific volatility quantiles, linear models can lead to inappropriate conclusions on whether there is a relationship between covariates and volatility measures, and if there is, on the strength of the relationship.
Rolling analysis
The U.S. subprime crisis and the European sovereign debt crisis have had noticeable effects on the financial system, with possible impacts also on the relationship between volatility and its determinants. Therefore, it is important to determine whether these events also affect the parameters of model (2). To this end, we perform a rolling analysis with steps of one day, using a window size of 500 observations and τ ranging from 0.05 to 0.95 with steps of 0.05. Thus, we consider nineteen levels of τ and, for a given τ , obtain 2,133 estimates of a single coefficient. The finer grid adopted here allows us to recover a more accurate picture of the evolution of conditional quantiles. Nevertheless, the most relevant quantiles in this case are the upper quantiles, which are associated with the highest volatility levels. The estimated coefficients across time and quantiles are summarized in several figures. Figure 2 reports the evolution of the relationship between f pc t−1 and the conditional volatility quantiles over time and over τ . The first result that arises from Figure 2 is that the impact of f pc t−1 has a comparatively stable trend over time for medium-low τ levels; some jumps are recorded, mainly in the period of the subprime crisis, but their magnitude is negligible. The picture significantly changes in the region of high τ levels, where the surface is relatively flat and lies at low values in the beginning, but after the second half of 2007, when the effects of the subprime crisis start to be felt, there is a clear increase in the coefficient values, which reach their peak in the months between late 2008 and the beginning of 2009. Moreover, in this period we record the highest volatilities in the f pc t−1 coefficients over τ levels. In the following months, the coefficient values decrease, but they remain at high levels until the end of the sample period. f pc t−1 is a highly relevant variable for explaining the entire conditional distribution of f pc t since it is statistically significant over a large number of quantiles. Figure 2 verifies that the relationship between f pc t and f pc t−1 is affected by particular events, such as the subprime crisis, mainly at medium-high τ levels. This finding confirms the change in the parameter across τ values, with an increasing pattern in τ and highlights that, during periods of market turbulence where the volatility stays at high levels, the volatility density overreacts to past movements of volatility, since the f pc t−1 coefficient is larger than 1 for upper quantiles. Therefore, after a sudden increase in volatility at, say, time t, we have an increase in the conditional quantiles for time t + 1 and, therefore, an increase in the likelihood that we will observe additional volatility spikes (that is, volatility that exceeds a time-invariant threshold) at time t + 1. Referring to f pc 5t−1 , the HAR coefficient reported in Figure 3 has a volatile pattern until late 2008, when it reaches its peak. After that, the surface flattens, but another jump is recorded in mid-2011, mainly in the region of high τ values. Therefore, the relationship between the f pc t quantiles and f pc 5t−1 , which reflects the perspectives of investors who have medium time horizons, is volatile over time, mainly in the region of high τ values. Again, this result can be associated with crises that affect the persistence and the probability that extreme volatilities will occur. Section 5.1 pointed out that the persistence of volatility, measured by the sum of the HAR coefficients (β 1 (τ ) +β 2 (τ )), is stronger at high levels of τ than it is at lower levels. Using the rolling analysis, we also determined how that persistence evolves over time. We focused on τ = {0.1, 0.5, 0.9}, observing that the persistence is always positive, as one might expect, and that it has relevant differences across quantiles. Looking over time, we confirm the full-sample result that persistence increases with τ levels and note that the reaction of the persistence to the subprime crises is clear in all three cases but is most pronounced for τ = 0.9. However, the European sovereign debt crisis affects only the τ = 0.9 case, where we note an increase in persistence in the last part of the sample. Figure 4 shows two periods in which the vix t−1 coefficient has high values: between the end of 2008 and early 2010 and a shorter period from the end of 2011 to the first half of 2012. While in the first period the impact of vix t−1 significantly increases for all τ levels, in the second period the increase in the coefficient affects just the surface region in which τ takes high values. Unlike the HAR coefficients described above, the vix t−1 coefficient does not have a clear and stable increasing trend over τ levels. In addition, the relationship between the f pc t conditional quantiles and vix t−1 is highly sensitive to the subprime crisis, when pessimism among financial operators, reflected in the implied volatility of the S&P 500 index options, was acute. This result is again somewhat expected since we focus on U.S.-based data and the subprime crisis had a high impact on the U.S. equity market. Our results are evidence that the perception of market risk has a great impact on the evolution of market volatility (as proxied by f pc t ), particularly during financial turmoil. The impact is not so clear-cut during the European sovereign crisis, which had less effect on the U.S. equity market. Figure 5 shows how the impact of sp500 t−1 evolves over time and over τ . The surface given is almost always flat, the exception being the months between late 2008 and the end of 2010, when the effects of the subprime crisis were particularly acute; during this time the coefficient values decrease as τ grows, mainly for values of τ above the median. The lagged value of the S&P 500 index return affects the entire conditional distribution of f pc t and is statistically significant in almost all of the quantiles considered. Moreover, Figure 5 shows that the effect is negative and particularly pronounced during the subprime crisis, when negative returns exacerbated market risk, increasing the upper quantiles volatility and increasing the likelihood of large and extreme volatility events. Finally, Figure 6 reports the surface associated with the price jump. At the beginning of the sample, the jump t−1 coefficient takes on small values over the τ levels; however, it starts to grow in 2007, reaching high peaks at high τ levels during the subprime crisis. Although the coefficient reaches considerable values in this region, their statistical significance is limited. After the second half of 2009, the surface flattens out again until the end of the sample, with the exception of some peaks of moderate size that were recorded in 2011 during the sovereign debt crises.
To summarize, using the rolling analysis, we show that two special and extreme market events (the U.S. subprime crisis and the European sovereign debt crisis) affected the relationships between the realized volatility quantiles and a set of covariates. Our results show that coefficients can reasonably vary, with a potential and relevant impact on the forecasts of both the mean (or median) volatility and the volatility distribution (starting from the quantiles). The effects differ across quantiles and change with respect to the volatility upper tails, as compared to the median and the lower tail. Therefore, when volatility quantiles are modeled, the impacts of covariates might differ over time and over quantiles, being crucial during certain market phases. This result further supports the need for quantile-specific estimations when there is an interest in single volatility quantiles.
Evaluation of the predictive power
We evaluate the volatility density forecasts by means of the tests by Berkowitz (2001) , Amisano and Giacomini (2007) , and Diebold and Mariano (2002) proposed, the details of which are given in Section 4. The Berkowitz test is carried out by estimating more f pc t conditional quantiles with respect to the analyses discussed in Section 5.2 in order to have smoother distribution functions. In particular, we consider forty-nine values of τ , ranging from 0.02 to 0.98, with steps of 0.02. Given the findings of the previous subsection, we must use a rolling procedure, but we modify the rolling scheme previously used to keep a balance between the reliability of the estimated coefficients and computational times.
The Berkowitz test is applied on the volatility density forecasts recovered based on conditional quantiles estimated from subsamples of 100 observations with steps of ten days. The estimated quantiles are then linearly interpolated to recover the entire volatility distribution. Thus, the conditional distribution of f pc t is estimated for each subsample and is linked to the corresponding out-of-sample observation, and we obtain the z t series. In the case of model (2), z t is normally distributed, as the likelihood ratio test LR b equals 5.26 and the null hypothesis of the Berkowitz test, that is, z t ∼ N (0, 1) with no autocorrelation, is not rejected at the 95% level, validating the forecast goodness of the model (2).
To determine whether the predictive power of our approach is affected by the U.S. subprime crisis and the European sovereign debt crisis, the series z t is divided into two parts of equal length: the first referring to a period of relative calm from the beginning of 2003 to the first half of 2007 and the second referring to a period of market turmoil that was due to the two crises, between the second half of 2007 and the first half of 2013. In the first part LR b equals 2.34, and in the second it equals 5.39. Nevertheless, the null hypothesis of the Berkowitz test is not rejected at the 95% level in both the cases. Therefore, the conditional quantile model and the approach we adopt to recover the conditional density forecasts are appropriate even during financial turbulence.
Analysis of the results reveals that, as in the analysis of the full sample, f pc 5t−1 , vix t−1 , and jump t−1 are not sufficient to explain the volatility quantiles at high values of τ in many of the subsamples. Therefore, we must determine whether this result affects the output of the Berkowitz test using a restricted model in which the regressors are only f pc t−1 and sp500 t−1 . LR b equals 2.60, a smaller value than the previous cases. The last findings reported above suggest that the inclusion of non-significant explanatory variables penalizes the predictive power of model (2). The restricted model gives the lowest value of LR b , but the predictive power could be improved by selecting only those variables that are significant for each value of τ and for each subsample in order to forecast the conditional distribution of the volatility. Thus, the structure of model (2) would change over time and over τ . However, this approach is not applied in the present work since it would require using only the significant variables in forty-nine models, one for each specific value of τ , while it should be considered across all of the rolling subsamples.
We have focused thus far on an absolute assessment of our approach. Now we compare it with a competing model that is fully parametric. We recover the predictive conditional distribution of the realized range volatility by means of a HARX model in which the mean dynamic is driven by a linear combination of the explanatory variables f pc t−1 and f pc 5t−1 (the HAR terms) and the exogenous variables vix t−1 , sp500 t−1 , and jump t−1 (the X in the models acronym). In addition, to capture the volatility-of-volatility effect of Corsi et al. (2008) , a GJR-GARCH term (Glosten et al., 1993 ) is introduced on the innovation. The error term is also assumed to follow a normal-inverse Gaussian (N IG) distribution with mean 0 and variance 1. Thus, the conditional variance is allowed to change over time, and the distribution of the error is flexible to features like fat tails and skewness.
We start by using the Berkowitz test to evaluate the density forecast performance of the HARX-GJR model. The likelihood ratio test LR b equals 113.88, a high value that suggests a clear rejection of the null hypothesis. We also determined whether the HARX-GJR model works better when we use the logarithm of the volatility as a response variable, following the evidence in Corsi et al. (2010) , and found that the likelihood ratio test LR b provides a much lower value (20.27). Even so, the test signals a rejection of the null hypothesis with a low p-value. As a first finding, our approach, based on the interpolation of multiple quantile forecasts, provides more flexibility than the parametric HARX-GJR model does and is better in terms of the Berkowitz test.
To provide more accurate results, we move to a comparison of our approach with the HARX-GJR by means of the Amisano and Giacomini (2007) and Diebold and Mariano (2002) test. With regard to the Amisano and Giacomini (2007) test, we use five weights to compute the quantity given in equation (5): w CE f pc st t , w T L f pc st t , w RT f pc st t , w LT f pc st t , and w N W f pc st t . The associated likelihood ratio tests are denoted AG CE , AG T L , AG RT , AG LT , and AG N W , respectively. Our approach provides better results overall than the HARX-GJR since W LR is always positive. However, the differences between the two models are not always statistically significant. In fact, AG CE = 1.08, AG T L = 2.11, AG RT = 2.37, AG LT = 0.40, and AG N W = 1.75, with p-values of 0.280, 0.034, 0.017, 0.689, and 0.080, respectively. Therefore, the null hypothesis of equal performance is rejected at the 5% level in the cases of AG T L and AG RT and at the 10% level in the case of AG N W . Notably, the two density-forecast approaches are statistically different when the right tail is the focus.
Similar results are obtained when we consider the single quantile loss function and the Diebold and Mariano (2002) test statistic. Our approach provides lower losses overall since d DM,τ is negative for all of the levels of τ we considered (0.1, 0.5, 0.9). However, the differences are statistically significant only in the case of τ = 0.9, given that DM 0.1 = −1.173 (0.241), DM 0.5 = −1.076 (0.282), and DM 0.9 = −4.928 (8.31e-07).
In summary, the results we reported here demonstrate the good performance of our model, particularly when we focus on the right tail of the volatility distribution. The right tail assumes critical importance in our framework, as it represents periods of high risk in the market.
Our findings indicate another relevant contribution of this study, as the quantile regression approach we propose can be used to recover density forecasts for a realized volatility measure. These forecasts improve on those of a traditional approach because of the inclusion of quantilespecific coefficients. This feature of our approach might become particularly relevant in all empirical applications where predictive volatility density is required.
Single asset results
The results in Subsections 5.1-5.3 were based on a summary of the sixteen asset volatility movements, which was itself based on the first principal component. Now we search for confirmation of the main findings of model (2) by running model (3) at the single-asset level and then for all sixteen assets. For simplicity, we applied model (3) just at τ = {0.1, 0.5, 0.9}.
We focus first on the relationships between Q rrv i,t (τ |x i,t−1 ), and rrv i,t−1 for i = 1, ..., 16. When τ equals 0.1, rrv i,t−1 is not significant (α = 0.05) to explain the conditional volatility quantiles of eight assets: AT T , CAT , HON , IBM , P EP , P RG, T W X, and T XN . At τ = 0.5, rrv i,t−1 is not significant only for P RG, and at τ = 0.9, rrv i,t−1 is not significant for P EP and P RG. Compared with the other regressors and in line with the results obtained for the first principal component, rrv i,t−1 is one of the most significant explanatory variable at high levels of τ , so it assumes critical importance in the context of extreme events. The rrv i,t−1 coefficient takes a negative value only for P EP at τ = 0.1, but here it is not statistically significant. In all the other cases, it is always positive. Moreover, the magnitude of the impact that rrv i,t−1 has on Q rrv i,t (τ |x i,t−1 ) is a positive function of τ for all sixteen assets. The differences among the assets increase as τ grows, and at τ = 0.9 the financial companies (BAC, CT G, JP M and W F C) record the highest coefficient values, highlighting the crucial importance of the extreme events in the financial system. f pc t−1 , the homologous regressor included in model (2), has a weaker impact on the conditional volatility quantiles than rrv i,t−1 does only for the financial companies BAC (τ = 0.1), JP M (τ = 0.5), and CT G (τ = 0.9). Therefore, the relationships between the conditional volatility quantiles and the lagged value of the response variable are stronger for the first principal component than for the single assets. rrv 5i,t−1 is not significant (α = 0.05) at τ = 0.1 for CT G, JP M , and P RG, as the p-values of its coefficient indicate. At τ = 0.5 it is not significant only for P RG, whereas when τ equals 0.9, it is not significant for CT G, JP M , and P RG. The rrv 5i,t−1 coefficient is always positive and, with the exception of CT G and JP M , it is a positive function of τ . Moreover, the differences among the rrv 5i,t−1 coefficient values are more marked at high τ levels for all sixteen assets. The p-values of the vix t−1 coefficient are less than 0.05 at τ = {0.1, 0.5} for all sixteen assets. When τ equals 0.9, vix t−1 is significant in the cases of HON , HP Q, P RG, T W X and T XN . Unlike the coefficients previously mentioned, that of vix t−1 does not have a particular trend over τ ; it takes positive values for all of the assets, so, as in the context of the first principal component, it has a positive impact on the conditional volatility quantiles. In addition, at τ = {0.1, 0.5}, the vix t−1 coefficient is larger in model (2) than it is in model (3) for all sixteen companies. Therefore, vix t−1 has a more marked impact on the conditional volatility quantiles of the first principal component. The comparisons made at τ = 0.9 are useless given the high p-values of the coefficients of interest. sp500 t−1 is always significant (α = 0.05) for the sixteen assets, with the exception of BAC, CT G, and JP M at τ = 0.1. Its coefficient is always negative, as expected, so sp500 t−1 has a negative impact on the conditional volatilities quantiles. In addition, the magnitude of the impact is a negative function of τ for all sixteen assets, and those relationships become more marked at high τ levels. With the exception of one case (T XN at τ = 0.1), the impact of sp500 t−1 at τ = {0.1, 0.5, 0.9} is more pronounced on the conditional volatility quantiles of the first principal component than it is when the assets are considered individually, as comparing the absolute values of the related coefficients shows.
At τ = 0.1, jump i,t−1 is significant (α = 0.05) for CT G, IBM , and T W X. It is significant only for CT G and T W X at τ = 0.5, whereas it is never significant when τ equals 0.9. jump i,t−1 s coefficient takes both negative and positive values and, with the exception of a few assets, it does not have a particular trend over τ . Comparing these results with those obtained for the f pc t conditional quantiles, we find that, with the exception of CT G (τ = 0.1) and P RG (τ = 0.5), the lagged value of the jump component has more impact in model (2) than in model (3) at τ = {0.1, 0.5}. It is pointless to compare the coefficients at τ = 0.9 given their high p-values.
To summarize, the explanatory variables rrv i,t−1 , rrv 5i,t−1 , vix t−1 , and sp500 t−1 are sufficient to explain the conditional volatility quantiles of the sixteen assets in most of the cases studied. Their coefficients tend to take the same sign for the sixteen assets: positive in the cases of rrv i,t−1 , rrv 5i,t−1 , and vix t−1 and negative in the case of sp500 t−1 . Moreover, the coefficients of rrv i,t−1 , rrv 5i,t−1 , and sp500 t−1 have a clear trend over τ , providing evidence against the location-shift hypothesis, which assumes homogeneous impacts of the regressors across quantiles. However, jump i,t−1 is significant in only a few cases. Furthermore, with the exception of rrv 5i,t−1 , we find that, in most of the cases studied, the relationships between the explanatory variables and the conditional volatility quantiles are more pronounced in the context of the first principal component than when the assets are considered individually. This result shows that the first principal component captures a kind of systematic effect, where the relationship between macro and finance covariates and volatility quantiles is clearer. At the single-asset level the impact of covariates is more heterogeneous than for the first principal component, perhaps suggesting the need for company-(or sector-) specific covariates. The last point of our analysis refers to the assessment of model (3)s predictive power, which we apply for each of the sixteen assets. As in the case of the model for the first principal component, we use the tests Berkowitz (2001) , Amisano and Giacomini (2007) , and Diebold and Mariano (2002) proposed. With regard to the Berkowitz test, Table 7 provides the values of the likelihood ratio LR b and the results generated by model (3), showing that the null hypothesis of the test, that is, z t ∼ N (0, 1) with no autocorrelation, is not rejected for ten assets: BAC, CT G, HON , HP Q, IBM , JP M , M DZ, P RG, T XN , and W F C. The results from the other six cases stem from the fact that some variables, mainly jump i,t−1 , are not significant in many subsamples for several τ levels. As indicated in Section 5.3, which focused on the first principal component, the predictive power of our approach could be improved by selecting, for each subsample and each τ , only the regressors that are significant in order to explain the individually evaluated conditional quantiles. Thus, the structure of model (3) would change over time. Now we compare our approach with the HARX-GJR model. The results that arise from using the HARX-GJR model are given in the third column of Table 7 . As in the first principal component context, the likelihood ratio test proposed by Berkowitz (2001) , denoted by LR b,HARX−GJR , takes high values for all sixteen assets, suggesting that the null hypothesis is rejected with low p-values.
The results from the Amisano and Giacomini (2007) test are given in Table 8 , which shows that our model provides better results overall, since the test statistic (5) is almost always positive (the null hypothesis is not rejected at the 5% level, mainly when we focus on the center or left side of the volatility distribution). In contrast, in the case of AG RT , which assigns greater weight to the right tail of the distribution, the null hypothesis is rejected for ten assets. The table reports, for each stock (the ticker is given in the first column), the values of the likelihood ratio test (the p-values are given in brackets) proposed by Amisano and Giacomini (2007) , for different weights. Each weight places greater emphasis on particular regions of the distribution: center (AGCE), tails (AMT L), right tail (AGRT ) and left tail (AGLT ). AGNW coincides with the unweighted likelihood ratio test.
Finally, the results of the Diebold and Mariano (2002) test are given in Table 9 , which shows that the sign of the test statistic is always negative, suggesting that our approach results in a lower loss L τ,t (f pc t , Q f pct (τ, x t−1 )) overall. The performances are almost always statistically different, given that the null hypothesis is rejected at the 5% level in nine of sixteen cases when we consider τ = 0.1 and in fifteen of sixteen cases with DM 0.5 . When we consider DM 0.9 , the null hypothesis is always rejected, with low p-values. Therefore, the three tests provide clear evidence that our model performs better, mainly in forecasting high levels of volatility.
To conclude, we found similar results between models (2) and (3). In particular, for both models the lagged value of the response variable and the lagged value of the S&P 500 return were fundamental explanatory variables at high τ levels, which are the most critical. In contrast, the lagged value of the jump component is significant in a few cases. We determined that the relationships between four explanatory variables (rrv i,t−1 , vix t−1 , sp500 t−1 , and jump i,t−1 ) and the conditional volatility quantiles are almost always stronger in model (2) than in model (3). The table reports, for each stock (the ticker is given in the first column), the values of the likelihood ratio test (the p-values are given in brackets) proposed by Diebold and Mariano (2002) , at τ = {0.1, 0.5, 0.9}.
However, in the case of rrv 5i,t−1 , the relationships are stronger in model (3) than in model(2). Finally, even in the single-asset analysis, the goodness of the predicted power of our approach is validated by means of the three tests.
Conclusions
We proposed a method by which to model and forecast the conditional distribution of asset returns volatility. We used the quantile regression approach, considering as predictors variables built from the lagged values of the estimated volatility, following the HAR structure Corsi (2009) developed, and macroeconomic and financial variables that reflect the overall market behavior.
We estimated volatility using the realized range-based bias corrected bipower variation introduced by Christensen et al. (2009) , which is a consistent estimator of the integrated variance in the presence of microstructure noise and jumps in the context of high-frequency data. Our analyses considered sixteen companies that operate in a variety of sectors in the U.S. market, and the results provide evidence of relevant impacts by the explanatory variables. In particular, the lagged values of the estimated volatility and the S&P 500 return were critical indicators in the context of extreme events, where volatility can reach considerably high levels. These two regressors were highly significant in terms of their ability to explain the high quantiles of volatility. Moreover, the test Koenker and Bassett (1982a) introduced allowed us to reject the location-shift hypothesis, highlighting the heterogeneous impacts of the regressors across quantiles.
In order to assess the evolution of the relationships among the variables over time, we carried out a rolling analysis with steps of one day and subsamples consisting of 500 observations. Thus, verified that two special events, the U.S. subprime crisis and the European sovereign debt crisis, have affected those relationships. In particular, acute sensitivity was recorded at high levels of quantiles. Finally, the tests developed by Berkowitz (2001) , Amisano and Giacomini (2007) and Diebold and Mariano (2002) validated the forecast performances, even in periods of financial turmoil. We compared our approach with a HARX-GJR model, which combines a HAR structure on the realized volatility mean with additional exogenous variables, and a GJR-GARCH (Glosten et al., 1993) for the mean innovation variances. The results confirm the superior performance of our approach mainly when we focus on the right tail of the volatility distribution, which assumes critical importance in our framework.
Our findings provide supporting evidence for the use of quantile regression methods for the quantile forecasts and for the density forecast of the realized range volatility. The improvement over traditional methods is marked and will be relevant in all areas where volatility quantile values and volatility density forecast play a role.
A Volatility estimation in the presence of noise and jumps Let p t be the logarithmic price of a financial asset at time t. We assume that it follows the Brownian semi-martingale process:
where the drift µ = (µ t ) t≥0 is locally bounded and predictable, and σ = (σ t ) t≥0 is a strictly positive process, independent of the standard Brownian Motion W = (W t ) t≥0 , and càdlag.
In the high-frequency context, the quadratic variation assumes an important role. If a trading day equals the interval [0, 1] and is divided into n subintervals with same width, that is, 0 = t 0 < t 1 < ... < t n = 1, the quadratic variation is defined as
with max 1≤i≤n {t i −t i−1 } → 0. If the price evolution is described by equation (7), and µ u and σ u satisfy certain regularity conditions, the quadratic variation equals the integrated volatility (Hull and White, 1987) :
Let m be the number of prices recorded at each subinterval and N the total number of observations for a trading day, that is, N = mn. The daily volatility can be estimated through the realized variance:
where r i∆,∆ = p i/N −p (i−1)/N is the intraday return recorded at the i-th discrete point for i = 1, ..., N , and ∆ = 1/N . If microstructure noise is absent, RV N is a consistent estimator of IV as N → ∞. In particular, Jacod (1994) , Jacod and Protter (1998), and Barndorff-Nielsen and Shephard (2002) obtained the asymptotic distribution of RV N :
where MN denotes the mixed normal distribution. In (11) 1 0 σ 4 u du is the integrated quarticity (IQ), which can be estimated through the realized quarticity, denoted as RQ N . The realized quarticity is given as
We stress that RV N is computed by considering just the last price of each subinterval. In order to reduce this information loss (within interval prices are completely disregarded) Martens and van Dijk (2007) and Christensen and Podolskij (2007) proposed the realized rangebased variance (RRV n,m ), a modified version of the quantity given in equation (10). Thus, more information is used, as the maximum and the minimum prices are both taken into account in each subinterval. Let s p i∆,∆ ,m = max 0≤s,t≤m p i−1
be the range for i = 1, ..., n; the estimator of interest is defined as:
is the rth moment of the range of a standard Brownian Motion (W ) over a unit interval; λ r,m is computed through numerical simulation and λ 2,m → λ 2 = 4 log(2) as m → ∞. Christensen et al. (2009) showed that, without microstructure noise, RRV n,m p → 1 0 σ 2 u du as n → ∞ and
where Λ c = lim m→c Λ m and Λ m = (λ 4,m − λ 2 2,m )/λ 2 2,m ; Λ m is decreasing in m and takes values between 2 (m = 1) and about 0.4 (m → ∞). Therefore, comparing (11) and (14) shows that RRV n,m is more efficient than RV N if m > 1.
So far, we have not considered microstructure noise and the effects of price jumps, although they might have a significant impact. As a consequence, the estimators described above might be biased because of the effects of measurement errors. Suppose that p t satisfies equation (7) and that the new price process is equal to p * t = p t + η t , with η denoting the microstructure noise. Christensen et al. (2009) 
and
Moreover, it is assumed that the jump component affects the price process through the
..,Nt is the jump size component and N = (N t ) t≥0 is a finite activity-counting process. In particular, in order to test the null hypothesis of no jumps at day t, Christensen and Podolskij (2006) proposed the following statistic:
In equation (17), RBV n,m denotes the range-based bipower variation, whereas RQQ n,m is the range-based quad-power quarticity, defined, respectively, as:
where Christensen et al. (2009) proposed the realized range-based bias corrected bipower variation (RRV n,m BV BC ), a consistent estimator of the integrated variance in the presence of price jumps and noise; the estimator is given in the following equation:
ǫ (τ ))x ′ t x t is a positive definite matrix (Koenker and Bassett, 1982a) .
Equations (24) and (25) show that the asymptotic covariance matrix of the quantile regression coefficients depends on the error density, so the matrix could be difficult to estimate. This problem can be avoided by developing the inferential procedure in a different way. Resampling methods to estimate the parameters' standard errors are a valid alternative to the asymptotic results discussed above, and several studies recommend using the bootstrap method in the quantile regression framework (e.g., Buchinsky (1995) ). Efron (1979) introduced the computer-based bootstrap method to estimate the variance and distribution of an estimate and, more generally, of a statistic. The main advantages of the bootstrapping approach are well-known: it assumes no particular distribution of the errors, it is not based on asymptotic model properties, and it is available regardless of the statistic of interests complexity. Efron (1979) showed that this approach works well on a variety of estimation problems. Nevertheless, the bootstrap estimates are influenced by the samples variability and the bootstrap resamplings variability, the former from the fact that the estimates are based on just one sample for a certain population and the latter from the finite number of replications (Davino et al., 2014) .
Several types of bootstrapping methods are discussed in the literature and applied in quantile regression estimation. Three of them are the xy-pair method (Kocherginsky, 2003) , the method based on pivotal estimating functions (Parzen et al., 1994) , and the Markov chain marginal bootstrap (He and Hu, 2002) . Davino et al. (2014) compared these three techniques by using two kinds of models: a quantile regression homogeneous error model, in which the error term does not depend on the explanatory variables, and a quantile regression heterogeneous error model, in which the error term is a function of the regressors. Using simulated data, the authors show that the three methods produce similar results for a homogeneous model in terms of estimated coefficients and standard errors. However, when the heterogeneous model is considered, the xypair method has the best results, while the worst results come from the Markov chain marginal bootstrap. We use the xy-pair method to estimate the parameters' standard errors in our work.
When time series are used, the problem of serial correlation becomes critical, a relevant issue in the present work, whose aim is to model the conditional quantiles of volatility, a variable whose current value is typically affected by past values. If the dynamic of the model is neglected, the errors become serially correlated, with consequences in inference. Several studies have applied the quantile regression, taking into account models with autoregressive structure. For instance, Koenker and Xiao (2004) proposed the Quantile Autoregression (QAR) model, in which the τ -th conditional quantile of the response variable is explained by the lagged values of the same dependent variable. The authors focused on the first-order autoregression (although the analysis could be extended to the general case) and estimated the parameters of the model by solving the problem given in equation (23), using as regressor the lagged value of the response variable. Engle and Manganelli (2004) proposed the CAViaR model to estimate the conditional Valueat-Risk of a financial institution. The model has an autoregressive structure and is estimated following the approach proposed by Koenker and Bassett (1978) . Weiss (1990) performed a median regression for a model with serial correlation and found that the estimates are unbiased but the inference is wrong. Therefore, it is important to check for residual serial correlation and to take into account some possible solutions if such correlations are present, such as adding the lagged values of the variables or computing the parameters' standard errors by means of the bootstrapping methods mentioned above.
A further aspect of the evaluation of the quantile regression output refers to the goodness-offit assessment. Koenker and Machado (1999) introduced a goodness-of-fit quantity for quantile regression that is analogous to the coefficient of determination for the least squares regression. For simplicity, we introduce the approach in a quantile regression model for y t with just one regressor, x t . At a given quantile τ , we evaluated two quantities, the residual absolute sum of weighted differences, denoted as RASW τ = yt≥β 0 (τ )+β 1 (τ )xt τ y t −β 0 (τ ) −β 1 (τ )x t + yt<β 0 (τ )+β 1 (τ )xt
(1 − τ ) y t −β 0 (τ ) −β 1 (τ )x t ,
and the total absolute sum of the weighted differences, which reads T ASW τ = yt≥qy(τ ) τ |y t −q y (τ )| + yt<qy(τ )
(1 − τ ) |y t −q y (τ )| ,
whereq y (τ ) is the estimated unconditional τ th quantile of Y . Given these two quantities, a pseudo R 2 is defined as:
Notably, R 1 (τ ) ranges between 0 and 1, like the coefficient of determination. Nevertheless, it is a local measure of fit, so, unlike the R 2 in the least squares regression context, it can't be used as a global goodness-of-fit measure because it quantifies the relative success of two models, restricted and unrestricted, at a given quantile (Koenker and Machado, 1999) .
Another approach to evaluating the goodness of fit at a specified quantile is that proposed by Koenker and Bassett (1982b) . In that studys testing framework, the null hypothesis is that a set of explanatory variables used to specify a conditional quantile in a general model does not improve the fit with respect to a restricted model (where those variables are not included). Therefore, the test reads like the F-test for the significance of a subset of coefficients. In the quantile regression framework, the test is of a Wald-type, and the associated test statistic, ξ w , is based on the estimated coefficients of the unrestricted model.
In a quantile regression approach, several hypotheses can be tested on the conditional quantile parameters or on the innovations. One of these hypotheses is of particular interest for the analysis of realized variance series. We refer to the so-called location shift hypothesis, which requires the parameters that multiply the explanatory variables in (22) to be identical over τ . Thus, changes among the conditional quantiles occur only in the intercepts. If this null hypothesis is rejected, (22) would be a location-shift and scale-shift model. In the present work, the location-shift hypothesis is tested by means of a variant of the Wald test that was introduced by Koenker and Bassett (1982a) . The null hypothesis of the test is that the coefficient slopes are the same across quantiles. The test statistic is asymptotically distributed as F, and the numerators degrees of freedom are equal to the rank of the null hypothesis, while those related to the denominator are determined by subtracting the sample size by the number of parameters that characterize the model of interest. Clearly, if the location-shift hypothesis is accepted, the potential advantages of quantile regressions over linear regressions would be limited, as the covariates would have constant impact across the response quantiles.
One of the most important properties of the approach introduced by Koenker and Bassett (1978) is the robustness of the results to some forms of non-linearity such that it overcomes the gaps related to the least squares framework.
The quantile regression approach allows several conditional quantiles to be estimated, but the estimation focuses on a single quantile. Therefore, once the estimates of many quantiles are separately performed, whether conditional quantiles are coherent (or correctly specified) and do not overlap must be verified. For instance, we must determine that the predicted 95th percentile of the response is higher than the 90th percentile. This check guarantees the appropriateness of the conditional distribution that can be recovered from the estimation of a large number of
