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Abstract
The n-linear Bohnenblust–Hille inequality asserts that there is a constant Cn ∈ [1,∞) such that the
 2n
n+1
-norm of (U(ei1 , . . . , ein ))
N
i1,...,in=1 is bounded above by Cn times the supremum norm of U , for any
n-linear form U :CN × · · · ×CN →C and N ∈N (the same holds for real scalars). We prove what we call
Fundamental Lemma, which brings new information on the optimal constants, (Kn)∞n=1, for both real and
complex scalars. For instance,
Kn+1 −Kn < 0.87
n0.473
for infinitely many n’s. For complex scalars we give a formula (of surprisingly low growth), in which π, e
and the famous Euler–Mascheroni constant γ appear:
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(
4√
π
(
1 − eγ/2−1/2)n−1∑
j=1
j log2(e
−γ /2+1/2)−1
)
, ∀n 2.
We study the interplay between the Kahane–Salem–Zygmund and the Bohnenblust–Hille (polynomial and
multilinear) inequalities and provide estimates for Bohnenblust–Hille-type inequality constants for any ex-
ponent q ∈ [ 2n
n+1 ,∞).
© 2012 Elsevier Inc. All rights reserved.
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1. Introduction
The polynomial and multilinear Bohnenblust–Hille inequalities have important applications
in different fields of Mathematics and Physics, such as Operator Theory, Fourier and Harmonic
Analysis, Complex Analysis, Analytic Number Theory and Quantum Information Theory (see
[18,24] and the references therein). Since its proof, in the Annals of Mathematics in 1931, the
(multilinear and polynomial) Bohnenblust–Hille inequalities were overlooked for decades (see
[9]) and only returned to the spotlights in the last few years with works of A. Defant, L. Frerick,
J. Ortega-Cerdá, M. Ounaïes, D. Popa, U. Schwarting, K. Seip, among others. The polynomial
Bohnenblust–Hille inequality proves the existence of a positive function C : N → [1,∞) such
that for every m-homogeneous polynomial P on CN , the  2m
m+1
-norm of the set of coefficients
of P is bounded above by C(m) times the supremum norm of P on the unit polydisc. The
original estimates for C(m) had a growth of order mm/2 and only in 2011 [12] the importance
of this inequality was rediscovered and the estimates for C(m) were substantially improved; in
the aforementioned paper it is proved that C(m) can be chosen to be hypercontractive and, more
precisely,
C(m)
(
1 + 1
m
)m−1√
m(
√
2 )m−1. (1.1)
This result, besides its mathematical importance, has striking applications in different contexts
(see [12]). The multilinear version of the Bohnenblust–Hille inequality has a similar, mutatis
mutandis, formulation:
Multilinear Bohnenblust–Hille inequality. For every positive integer m 1 there exists a se-
quence of positive scalars (Cm)∞m=1 in [1,∞) such that(
N∑
i1,...,im=1
∣∣U(ei1 , . . . , eim)∣∣ 2mm+1
)m+1
2m
 Cm sup
z1,...,zm∈DN
∣∣U(z1, . . . , zm)∣∣
for all m-linear forms U : CN × · · · × CN → C and every positive integer N , where (ei)Ni=1
denotes the canonical basis of CN and DN represents the open unit polydisc in CN . The case
m = 2 is the well-known Littlewood’s 4/3 theorem (see [20,25,30]). The original purpose of
Littlewood’s 4/3 theorem was to solve a problem of P.J. Daniell on functions of bounded varia-
tion (see [30]); on the other hand, the Bohnenblust–Hille inequality was invented to solve Bohr’s
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recently explored by several authors; see [5,10,13,15–17,21] and the references therein). Some
independent results were proven in the 1970’s where better upper bounds for Cm were obtained,
but it seems that the authors were not aware of the existence of the original results by Bohnen-
blust and Hille.
The oblivion of the work of Bohnenblust and Hille in the past was so noticeable that Blei’s
book ([6], 2001) states the Bohnenblust–Hille inequality as “the Littlewood’s 2n/(n + 1)-
inequality” and absolutely no mention to the paper of Bohnenblust and Hille is made at all. Ac-
cording to Blei’s book the “Littlewood’s 2n/(n+ 1)-inequality” is originally due to A.M. Davie
([11], 1973) and (independently) to G. Johnson and W. Woodward ([27], 1974) but as a matter
of fact Bohnenblust and Hille’s paper preceded the aforementioned works in more than 40 years.
The present paper is divided into eleven short sections, and Appendix A, as follows:
In Section 2 we describe the main advances and uncertainties related to the search of the sharp
constants in the multilinear Bohnenblust–Hille inequality; in Section 3 we describe the state-of-
the-art of the subject; in Section 4 we introduce some notation and announce the key result of
this paper, called Fundamental Lemma; in Section 5 we present our main results; Sections 6, 7
and 8 are focused on the proofs of technical lemmata, the Fundamental Lemma and the main
results; in Section 9 we state the same results in the case of complex scalars.
Section 10 is divided in three subsections devoted to the interplay between the Kahane–
Salem–Zygmund inequality and the Bohnenblust–Hille inequalities. The first subsection contains
a quite straightforward proof of the optimality of the power 2m/(m + 1) in the polynomial and
multilinear Bohnenblust–Hille inequalities. The optimality of this exponent is well-known but
our approach, although essentially due to H.P. Boas [7], seems to be not explicitly isolated in
the literature. The first proofs of the optimality of the exponent 2m/(m+ 1) in the Bohnenblust–
Hille inequalities, due the absence of advanced probabilistic tools, were too tricky. According
to Defant et al. [12, p. 486], Bohnenblust and Hille “showed, through a highly nontrivial argu-
ment, that the exponent 2m
m+1 cannot be improved” or according to Defant and Schwarting [19,
p. 90], Bohnenblust and Hille showed “with a sophisticated argument that the exponent 2m
m+1 is
optimal”. In this subsection we stress how the optimality of the exponent 2m
m+1 can be obtained
as a straightforward corollary of the Kahane–Salem–Zygmund inequality; in fact, as it shall be
clear in the text, a formally stronger result is valid. In the second subsection we sketch some
ideas that may be useful in the investigation of lower bounds for the optimal constants of the
complex polynomial Bohnenblust–Hille inequality; finally, in the third subsection we show how
the Bohnenblust–Hille inequality can be used to prove the optimality of the power m+12 in the
Kahane–Salem–Zygmund inequality (including the case of real scalars). Section 11 deals with
some open problems and directions. In a final Appendix A, we adapt some of the techniques
used along this paper to a wide range of parameters. More precisely, we can estimate the con-
stants satisfying Bohnenblust–Hille type inequalities when the exponent 2n
n+1 is replaced by any
q ∈ [ 2n
n+1 ,∞).
2. The search for the optimal multilinear Bohnenblust–Hille constants
A series of very recent works (see [12,23,24,33–37,43]) have investigated estimates for Cn for
the polynomial and multilinear cases. The first estimates for the constants Cn indicate that one
should expect an exponential growth for the optimal constants (Kn)∞n=1 satisfying the multilinear
Bohnenblust–Hille inequality:
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• Kn  2 n−12 ([11,29], 1970’s),
• Kn  ( 2√π )n−1 ([41], 1995).
It is worth mentioning that the Bohnenblust–Hille inequality also holds for the case of real
scalars. In this paper, for the sake of simplicity, we shall first work with real scalars. As a matter
of fact, since the upper estimates (4.3) also hold for the complex case (because these estimates
are clearly bigger than the best known estimates for the complex case (see [36,37])) our whole
procedure encompasses both the real and complex cases. For the sake of completeness (and since
the complex case is quite important for applications) in Section 9 we present separate estimates
for the complex case.
Up to now the optimal values of these constants are unknown (for details see [6, Remark i,
p. 178] or [23,37] and the references therein). Only very recently (see [23]) quite surprising
results were proved and new connections with different subjects have arisen:
(i) the sequence (Kn)∞n=1 has a subexponential growth [23],
(ii) the sequence (Kn)∞n=1 does not have a polynomial expression [35],
(iii) if q > 0.526322 (real case) or q > 0.304975 (complex case), then Kn  nq [35,36].
(iv) the exact growth of Kn is related to a conjecture of Aaronson and Ambainis [1] about clas-
sical simulations of quantum query algorithms [24,32].
Notwithstanding the recent advances a lot of mystery remains on the estimates of the optimal
constants satisfying the multilinear (and polynomial) Bohnenblust–Hille inequality. Even simple
questions remain without solution:
• Problem 1. Is (Kn)∞n=1 increasing?• Problem 2. Does (Kn)∞n=1 have a “well-behaved” growth?
These two questions (mainly Problem 2), whose answers are quite likely positive (but unfor-
tunately unknown), are crucial barriers for the achievement of stronger results on the behavior of
the optimal constants. For example the possibility of strong fluctuations on the optimal constants
seems to be a barrier to directly conclude (from (ii) above) that the optimal constants have a
subpolynomial growth. The problems above are well-characterized by the Dichotomy Theorem
(recently obtained in [35]).
2.1. The Dichotomy Theorem
In [35], which can be considered a continuation of [33], a Dichotomy Theorem for the can-
didates of constants satisfying the multilinear Bohnenblust–Hille inequality is proved and, as a
consequence, provides some new information on the optimal constants. In [35] a sequence of
positive real numbers (Rn)∞n=1 is said to be well-behaved if there are L1,L2 ∈ [0,∞] such that
lim
n→∞
R2n
Rn
= L1
and
lim (Rn+1 −Rn) = L2.
n→∞
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appear in the search of the optimal constants:
Theorem 2.1 (Dichotomy Theorem). (See [35].) The sequence of optimal constants (Kn)∞n=1
satisfying the Bohnenblust–Hille inequality satisfies one and only one of the following assertions:
(i) It is subexponential and not well-behaved.
(ii) It is well-behaved with
lim
n→∞
K2n
Kn
∈
[
1,
e1− 12 γ√
2
]
and
lim
n→∞(Kn+1 −Kn) = 0,
where γ denotes the Euler–Mascheroni constant
γ = lim
m→∞
(
(− logm)+
m∑
k=1
k−1
)
.
Having in mind the above result, our belief (and the common sense, we think) is that the
situation (ii) holds but, as a matter of fact, a proof of this fact seems to be far from the actual
state-of-the-art of the subject. One of the main contributions of the present paper shows that
Kn+1 −Kn < 0.87
n0.473
for infinitely many values of n ∈ N. The central tool for proving the above estimate and related
theorems is a result of independent interest which uncovers part of the uncertainties related to the
subject: there exists a sequence (Rn)∞n=1 satisfying the multilinear Bohnenblust–Hille inequality
such that
lim
n→∞(Rn+1 −Rn) = 0. (2.1)
Although we do not solve Problems 1 and 2, our results shall allow us to conclude, among
other results, that the optimal multilinear Bohnenblust–Hille constants do have a subpolynomial
growth and, moreover, a sub-p-harmonic growth for p ≈ 0.47 in the real case and p ≈ 0.69 in
the complex case (see Theorem 8.4 and Section 9); the main contributions of this paper shall be
presented in Section 5.
3. A chronological overview of recent results
In view of the large amount of recent papers and preprints related to the subject, we shall
dedicate some space to locate the contribution of the present paper in the current state-of-the-art
of the subject.
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wood’s 4/3 theorem) is explored in a new direction and this paper rediscovers the importance
of the Bohnenblust–Hille inequality.
• The paper ([18], 2011) is a remarkable work of A. Defant, D. Popa and U. Schwarting
providing a new proof of the Bohnenblust–Hille inequality which also led to interesting
vector-valued generalizations.
• In ([12], 2011) it is proved that the polynomial Bohnenblust–Hille inequality is hypercon-
tractive. Several striking applications are presented.
• In ([37], 2012) new constants satisfying the multilinear Bohnenblust–Hille inequality are
presented, based on the arguments of the new proof of the Bohnenblust–Hille theorem from
[18]. An improvement of this approach (for the case of complex scalars) is presented in ([36],
2012).
• In ([33], 2012) some numerical investigations on the asymptotic growth of the constants
satisfying the multilinear Bohnenblust–Hille inequality are presented; in this direction, in
([23], 2012) some somewhat surprising results are obtained:
Theorem. (See [23].) There exists a sequence (Zn)∞n=1 satisfying the multilinear Bohnen-
blust–Hille inequality and
lim
n→∞
Zn+1
Zn
= 1.
Theorem. (See [23, Appendix].) The optimal constants (Kn)∞n=1 satisfying the multilinear
Bohnenblust–Hille inequality have a subexponential growth. In particular, if there is a con-
stant L> 0 so that
lim
n→∞
Kn+1
Kn
= L,
then
L = 1.
• In ([35], 2012) a Dichotomy Theorem is proved and, as a consequence, for example, it is
shown that the optimal constants satisfying the multilinear Bohnenblust–Hille inequality do
not have a polynomial expression.
• In ([24,34], 2012), in a completely different line of attack, the authors obtain lower bounds
for the constants of the multilinear and polynomial Bohnenblust–Hille inequalities.
• In ([43], 2012) an explicit formula for some recursive formulae for constants satisfying the
multilinear Bohnenblust–Hille inequality (from [23,37]) is obtained (the original formulae
on [23,37] were obtained via a complicated recursive formula).
4. The Fundamental Lemma
We need to recall some notation. We shall work with the case of real scalars but, as mentioned
before, the same results hold in the case of complex scalars.
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γ = lim
m→∞
(
− logm+
m∑
k=1
1
k
)
≈ 0.5772.
Also, henceforth, we use the notation
Ap :=
√
2
(
(
p+1
2 )√
π
)1/p
, (4.1)
for p > p0 ≈ 1.847 and
Ap := 2
1
2 − 1p (4.2)
for p  p0 ≈ 1.847. The precise definition of p0 is the following: p0 ∈ (1,2) is the unique real
number with

(
p0 + 1
2
)
=
√
π
2
.
The constants Ap are precisely the best constants satisfying Khinchine’s inequality (these con-
stants are due to U. Haagerup [26]). In [37] it was proved that the following constants satisfy the
multilinear Bohnenblust–Hille inequality:
Cm =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
1 if m = 1,
(A
m/2
2m
m+2
)−1Cm
2
if m is even, and
(A
−1−m
2
2m−2
m+1
Cm−1
2
)
m−1
2m (A
1−m
2
2m+2
m+3
Cm+1
2
)
m+1
2m if m is odd.
(4.3)
From now on, Cm shall always stand for the constants in (4.3). Up to now these are the best
(smallest) known constants satisfying the (real) multilinear Bohnenblust–Hille inequality (these
constants also work for the complex case, although in this case even smaller constants are known;
see Section 9). It was not known if the sequence (Cm)∞m=1 is increasing; in [23] it was proved
that if the above sequence (Cm)∞m=1 is increasing, then
lim
m→∞
Cm
Cm−1
= 1. (4.4)
If (Cm)∞m=1 is not increasing, the sequence
C′n =
⎧⎪⎪⎨⎪⎪⎩
1 if n = 1,
DC′n/2 if n is even, and
D(C′n−1 )
n−1
2n (C′n+1 )
n+1
2n for n odd,
(4.5)2 2
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lim
n→∞
C′n+1
C′n
= 1.
Above, D (whose precise value was not known) is any common upper bound for(
A
−m/2
2m
m+2
)∞
m=1 (4.6)
and
((
A
−1−m
2
2m−2
m+1
)m−1
2m
(
A
1−m
2
2m+2
m+3
)m+1
2m
)∞
m=1. (4.7)
In [23] it was also proved that both sequences tend to e1−
1
2 γ√
2
≈ 1.4403 but no information about
their eventual monotonicity is provided. To summarize, in [23] it is shown that there exists a
sequence of constants (Zm)∞m=1 satisfying the multilinear Bohnenblust–Hille inequality and so
that
lim
n→∞
Zn+1
Zn
= 1,
but the precise formula of the constants Zm depends on the (unknown) value of D or, of course,
on the (unknown) monotonicity of the constants (4.3).
In the present paper, as preparatory lemmata, we solve both problems by proving that:
(i.-) The sequence given in (4.3) is increasing.
(ii.-) D = e1−
1
2 γ√
2
≈ 1.4403 (and, of course, this value is sharp).
This information has useful consequences. The fact that D < 2 shall be crucial for the proof
of our first result (Theorem 7.2), which we call Fundamental Lemma.
The concrete estimate for D allows us to deal with a simple presentation of good (small)
estimates for the constants of the multilinear Bohnenblust–Hille inequality. More precisely (using
the value of D) now we know that the sequence
Sn =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
(
√
2 )n−1 if n = 1,2
( e
1− 12 γ√
2
)Sn/2 for n even,
( e
1− 12 γ√
2
)(S n−1
2
)
n−1
2n (S n+1
2
)
n+1
2n for n odd
(4.8)
satisfies the multilinear Bohnenblust–Hille inequality. This estimate for D can also be used in
the explicit formula for the constants (4.8) presented in [43].
The sequence (Rn)∞n=1 in the Fundamental Lemma is a slight modification of the sequence
(4.8). A natural question is why not to work directly with the sequences (4.5) or (4.8)? The main
reason is that, having in mind the applications related to the optimal constants provided in this
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Cn+1 − Cn or Sn+1 − Sn tend to zero is not a good approach. It is important to notice that, as
it shall be clear later, this slight modification keeps the essence of the sequence (Cn)∞n=1 in the
sense that it does not modify its asymptotic growth.
5. Summary of the main results
The proof of the Fundamental Lemma furnishes concrete information on the optimal constants
satisfying the multilinear Bohnenblust–Hille inequality. Our constructive approach provides an
explicit sequence of constants with the desired property. We also estimate how the difference
Rn+1 −Rn tends (monotonely) to 0+. In fact we have
Rn+1 −Rn < 0.87
n0.473678
(5.1)
for every positive integer n. More precisely our constants are so that
Rn+1 −Rn 
(
2
√
2 − 4e 12 γ−1)nlog2(2−3/2e1− 12 γ ). (5.2)
The estimates (5.1), (5.2) are crucial for the applications to the optimal constants. Without our
approach (working directly with the sequences obtained in [23,36,37]) it would be rather difficult
to achieve the same results due their forbidding recursive formulae of the previous sequences.
Even the closed (explicit) formula for the multilinear Bohnenblust–Hille constants presented in
[43] lodges some technical difficulties when estimating the difference Sn+1 − Sn.
We also stress that in all previous related papers there was not available information on the
monotonicity of the limits involving the Gamma function and this lack of information was a
peremptory barrier for estimating Cn+1 −Cn.
The constants (Rn)∞n=1 that we obtain here with the property (2.1) are slightly bigger than the
constants from [23,36,37] but, on the other hand, they are constructed in a more simple fashion so
that with a careful control of the monotonicity of the expressions involving the Gamma function,
we are finally able to quantify how far Rn+1 − Rn approaches to zero. As it shall be shown,
although Cn  Rn, these sequences have essentially the same asymptotic behavior. The main
results of this paper are the following consequences of the above results:
• (Theorem 8.1) Let (Kn)∞n=1 be the sequence of the best constants satisfying the multilinear
Bohnenblust–Hille inequality. If there is an L ∈ [−∞,∞] so that
lim
n→∞(Kn+1 −Kn) = L,
then
L = 0.
• (Theorem 8.2 and Section 9) Let (Kn)∞n=1 be the optimal constants of the multilinear
Bohnenblust–Hille inequality. For any ε > 0, we have
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(
2
√
2 − 4e 12 γ−1)nlog2(2−3/2e1− 12 γ )+ε (real scalars),
Kn+1 −Kn <
(
4√
π
− 4
e
1
2 − 12 γ √π
)
nlog2(
e
1
2 − 12 γ
2 )+ε (complex scalars)
for infinitely many n’s. Numerically, choosing a sufficiently small ε > 0,
Kn+1 −Kn < 0.87
n0.473678
(real scalars),
Kn+1 −Kn < 0.44
n0.695025
(complex scalars).
• (Corollary 8.3) The optimal multilinear Bohnenblust–Hille constants (Kn)∞n=1 satisfy
lim
n
inf(Kn+1 −Kn) 0.
• (Theorem 8.4 and Section 9) The optimal multilinear Bohnenblust–Hille constants (Kn)∞n=1
satisfy
Kn < 1 + 0.87 ·
n−1∑
j=1
1
j0.473678
(real scalars),
Kn < 1 + 0.44 ·
n−1∑
j=1
1
j0.695025
(complex scalars)
for every n 2.
• (Corollary 8.5 and Section 9) The optimal multilinear Bohnenblust–Hille constants (Kn)∞n=1
satisfy
Kn < 1.65(n− 1)0.526322 + 0.13 (real scalars),
Kn < 1.41(n− 1)0.304975 − 0.04 (complex scalars)
for every n 2.
The above results complement and complete recent information given in [35].
6. First results: Technical lemmata
Our first result, and crucial for our goals, is the proof that the sequence (A−m/22m
m+2
)∞m=1 is in-
creasing. We stress that this is not an obvious result. In fact, since the sequence (Ap)p1 is
composed by the best constants satisfying the Khinchine inequality, using the monotonicity of
the Lp-norms we can conclude that
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m+2
)∞m=1 ⊂ (0,1)
is increasing. Hence
(
A−12m
m+2
)∞
m=1 ⊂ (1,∞)
is decreasing; thus, since (m/2)∞m=1 is increasing, no straightforward conclusions on the mono-
tonicity of (A−m/22m
m+2
)∞m=1 can be inferred. The key result used in the proof of the following lemmata
is a useful theorem due to F. Qi [40] asserting that
(
(s)
(r)
) 1
s−r
increases with r, s > 0.
Lemma 6.1. The sequence (A−m/22m
m+2
)∞m=1 is increasing. In particular
C2m 
(
e1− 12 γ√
2
)
Cm
for all m.
Proof. Since
2m
m+ 2 >p0 ≈ 1.847
for all m  25, the formula (4.1) holds only for m  25; but a direct inspection (using (4.2))
shows that the sequence is increasing for m< 25.
For m 25, note that
A
−m/2
2m
m+2
= 1√
2
(
( 3m+22m+4 )
( 32 )
)m+2−4
.
But, from [40, Theorem 2] we know that
((
( 3m+22m+4 )
( 32 )
)m+2−2 )∞
m=1
is increasing and the conclusion is immediate. 
A first consequence of this lemma solves a question left open in [23].
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Cn =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
1 if n = 1,
(A
n/2
2n
n+2
)−1Cn
2
if n is even, and
(A
−1−n
2
2n−2
n+1
Cn−1
2
)
n−1
2n (A
1−n
2
2n+2
n+3
Cn+1
2
)
n+1
2n if n is odd
is increasing.
Proof. We proceed by induction (the first values can be directly checked). Let us suppose that
the result is valid for all positive integers smaller than n− 1 and, then, use induction.
First case. n is even.
Note that
Cn  Cn+1
if and only if
Cn/2
A
n/2
2n
n+2

(
Cn/2
A
(n+2)/2
2n
n+2
) n
2(n+1)
.
( Cn+2
2
A
n/2
2n+4
n+4
) n+2
2(n+1)
and this is equivalent to
(Cn/2)
n+2
2(n+1)
((
A
n/2
2n
n+2
)−1) n2(n+1)  (Cn+2
2
)
n+2
2(n+1)
((
A
(n+2)/2
2n+4
n+4
)−1) n2(n+1) .
But the last inequality is true. In fact, from the induction hypothesis we have
Cn/2  Cn+2
2
and from Lemma 6.1 we know that(
A
n/2
2n
n+2
)−1  (A(n+2)/22n+4
n+4
)−1
holds.
Second case. n is odd.
A similar argument shows that
Cn  Cn+1
if and only if
(C(n−1)/2)
n−1
2n
(A
(n−1)/2
2n−2
n+1
)
n+1
2n
 (C(n+1)/2)
n−1
2n
(A
(n+1)/2
2n+2
n+3
)
n+1
2n
and this inequality is true using the induction hypothesis and Lemma 6.1. 
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(((
A
m−1
2
2m+2
m+3
)−1)m+12m .((Am+122m−2
m+1
)−1)m−12m )∞
m=1
is bounded by
D :=
(
e1− 12 γ√
2
)
.
Proof. Let
Xm := A−m/22m
m+2
for all m. From Lemma 6.1 we know that (Xm)∞m=1 is increasing and bounded by D. Note that((
A
m−1
2
2m−2
m+1
)−1)= Xm−1 Xm+1 = ((Am+122m+2
m+3
)−1)
.
Thus we have((
A
m−1
2
2m+2
m+3
)−1)m+12m .((Am+122m−2
m+1
)−1)m−12m = ((Am+122m+2
m+3
)−1)m−12m .((Am−122m−2
m+1
)−1)m+12m
= (Xm+1)m−12m (Xm−1)m+12m
Xm+1.
Since (Xm)∞m=1 is increasing and bounded by D we conclude that(((
A
m−1
2
2m+2
m+3
)−1)m+12m .((Am+122m−2
m+1
)−1)m−12m )∞
m=1
is also bounded by D. 
7. The proof of the Fundamental Lemma
In this section we prove the Fundamental Lemma. We note that (Sn)∞n=1 (defined in (4.8))
is increasing and satisfies the multilinear Bohnenblust–Hille inequality. The proof of the first
assertion is straightforward; for the proof of the second assertion we just need to observe that
Cn  Sn for all n. We recall that a closed formula for the constants (Sn)∞n=1 with a generic D in
the place of ( e
1− 12 γ√
2
) appears in [43]. Using the previous lemmata, the new sequence defined by
Mn =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
(
√
2 )n−1 if n = 1,2,
( e
1− 12 γ√
2
)Mn
2
if n is even, and
( e
1− 12 γ√ )Mn+1 if n is odd2 2
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Cn  Sn Mn
and a “uniform perturbation” of this sequence (Mn)∞n=1 shall be the desired sequence. Let
D :=
(
e1− 12 γ√
2
)
≈ 1.4403,
and, for all k  1, consider
Bk :=
{
2k−1 + 1, . . . ,2k}.
Remark 7.1. It is easy to note that for all n 2 we have
Mn =
√
2Dk−1, whenever n ∈ Bk
and for this reason
lim
n→∞(Mn+1 −Mn) (7.1)
does not exist.
Since the limit (7.1) does not exist, now consider the sequence (Rn)∞n=1, which is a slight
uniform perturbation of the sequence (Mn)∞n=1:
Rn :=
√
2
(
Dk−1 + (jn − 1)
(
Dk −Dk−1
2k−1
))
, whenever n ∈ Bk (7.2)
where jn is the position of n in the order of the elements of Bk .
It is plain that
Mn Rn
for all n 3 and, as we shall see,
(Rn+1 −Rn)∞n=1
is decreasing (monotone and non-increasing). Using the definition of (Rn)∞n=1 with a careful
handling of the expressions involved it is not difficult to estimate how Rn+1 − Rn decreases to
zero:
Theorem 7.2 (The Fundamental Lemma). The sequence (7.2) satisfies the multilinear Bohnen-
blust–Hille inequality and (Rn+1 −Rn)∞n=1 is decreasing and converges to zero. Moreover
Rn+1 −Rn 
(
2
√
2 − 4e 12 γ−1)nlog2(2−3/2e1− 12 γ ) (7.3)
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Rn+1 −Rn < 0.87
n0.473678
.
Proof. Of course (Rn)∞n=1 satisfies the multilinear Bohnenblust–Hille inequality. Let us show
that (Rn+1 −Rn)∞n=1 is decreasing. In fact, if n ∈ Bk , we have two possibilities:
First case. n+ 1 ∈ Bk . In this case
Rn+1 −Rn =
√
2Dk−1 + √2(jn+1 − 1)
(
Dk −Dk−1
2k−1
)
−
(√
2Dk−1 + √2(jn − 1)
(
Dk −Dk−1
2k−1
))
= √2
(
Dk −Dk−1
2k−1
)
.
Second case. n+ 1 ∈ Bk+1. Here, n = 2k and n+ 1 = 2k + 1 and, thus,
Rn+1 −Rn =
√
2Dk + √2(1 − 1)
(
Dk+1 −Dk
2k
)
−
(√
2Dk−1 + √2(2k−1 − 1)(Dk −Dk−1
2k−1
))
= √2
(
Dk −Dk−1
2k−1
)
.
But, since D < 2, we have
Dk −Dk−1
2k−1
>
Dk+1 −Dk
2k
and we conclude that (Rn+1 −Rn)∞n=1 is decreasing. Now, if we consider the subsequence
(R2k+1 −R2k )∞k=1,
we obtain
lim
k→∞(R2k+1 −R2k ) =
√
2 lim
k→∞
(
Dk −Dk−1
2k−1
)
= √2(D − 1) lim
k→∞
(
D
2
)k−1
= 0. (7.4)
Hence
lim Rn+1 −Rn = 0.
n→∞
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2k−1 + 1 n 2k
and
log2
(
n
2
)
 log2
(
2k−1
)= k − 1.
Using again that D < 2 we conclude that
Rn+1 −Rn 
(
D
2
)k−1√
2(D − 1)
(
D
2
)log2( n2 )√
2(D − 1)
and a direct calculation gives us
Rn+1 −Rn 
(
2
√
2 − 4e 12 γ−1)nlog2(2−3/2e1− 12 γ ). 
As we know, the constants defined in (7.2) are slightly bigger than the constants from (4.5),
(4.8); but we stress that there seems to be no damage, asymptotically speaking. More precisely,
the limits of (R2n
Rn
)∞n=1 and (
Rn+1
Rn
)∞n=1 are exactly the same of (
C2n
Cn
)∞n=1 and (
Cn+1
Cn
)∞n=1 (see also
the paragraph immediately above the Corollary 8.5):
Proposition 7.3. The sequence (R2n
Rn
)∞n=1 is decreasing and
lim
n→∞
R2n
Rn
=
(
e1− 12 γ√
2
)
. (7.5)
Also
lim
n→∞
Rn+1
Rn
= 1. (7.6)
Proof. The proof that (R2n
Rn
)∞n=1 is decreasing needs some care with the details, but is essentially
straightforward and we omit.
Let k be so that 2n ∈ Bk; then j2n is even. Also, we have n ∈ Bk−1 and note that jn = j2n2 .
Hence
R2n
Rn
=
√
2(Dk−1 + (j2n − 1)(Dk−Dk−12k−1 ))√
2(Dk−2 + ( j2n2 − 1)(D
k−1−Dk−2
2k−2 ))
.
Considering the subsequence given for j2n = 2 we have
D. Nuñez-Alarcón et al. / Journal of Functional Analysis 264 (2013) 429–463 445Dk−1 + (2 − 1)(Dk−Dk−12k−1 )
Dk−2 + (1 − 1)(Dk−1−Dk−22k−2 )
= D
k−1 + (Dk−Dk−12k−1 )
Dk−2
= 2
k−1Dk−1 +Dk −Dk−1
2k−1Dk−2
= D
k−2(2k−1D +D2 −D)
2k−1Dk−2
= 2
k−1D +D2 −D
2k−1
k→∞−→ D.
Combining this fact with the monotonicity of the sequence we obtain (7.5). The proof of (7.6) is
obvious. 
8. Main results: Optimal constants
In this section (Rn)∞n=1 denotes the sequence defined in (7.2). As a consequence of Theo-
rem 7.2 we have some new information on the growth of the optimal constants satisfying the
multilinear Bohnenblust–Hille inequality. The first result complements (although not formally
generalizes) recent results from [35]:
Theorem 8.1. Let (Kn)∞n=1 be the sequence of the optimal constants satisfying the multilinear
Bohnenblust–Hille inequality. If there is a constant M ∈ [−∞,∞] so that
lim
n→∞(Kn+1 −Kn) = M
then M = 0.
Proof. The case M ∈ [−∞,0) is clearly not possible. Let us first suppose that M ∈ (0,∞). Let
n0 be a positive integer so that
n n0 ⇒ Kn+1 −Kn > M2
and n1 be a positive integer so that
n n1 ⇒ Rn+1 −Rn < M4 .
So, if n n2 := max{n1, n0}, then
Kn −Kn2 >
(
M
2
)
(n− n2)
and
Rn −Rn2 <
(
M
)
(n− n2).4
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M
2
)
(N − n2)+Kn2 >Rn2 +
(
M
4
)
(N − n2).
Note that this is possible since(
M
2
)
(n− n2)−
(
M
4
)
(n− n2) → ∞.
For this N we have
KN >
(
M
2
)
(N − n2)+Kn2 >Rn2 +
(
M
4
)
(N − n2) > RN,
which is a contradiction. The case M = ∞ is a simple adaptation of the previous case. 
Now we prove a result that can be considered the main theorem of this paper:
Theorem 8.2. Let (Kn)∞n=1 be the optimal constants satisfying the multilinear Bohnenblust–Hille
constants. For any ε > 0, we have
Kn+1 −Kn <
(
2
√
2 − 4e 12 γ−1)nlog2(2−3/2e1− 12 γ )+ε (8.1)
for infinitely many n’s.
Proof. From the previous results we know that
Rn+1 −Rn 
(
2
√
2 − 4e 12 γ−1)nlog2(2−3/2e1− 12 γ )
for all n. Summing the above inequalities it is plain that
Rn  1 +
(
2
√
2 − 4e 12 γ−1) n−1∑
j=1
j log2(2
−3/2e1−
1
2 γ ). (8.2)
If ε > 0, let us define
Tn = 1 +
(
2
√
2 − 4e 12 γ−1) n−1∑
j=1
j log2(2
−3/2e1−
1
2 γ )+ε.
Then
Tn+1 − Tn =
(
2
√
2 − 4e 12 γ−1)nlog2(2−3/2e1− 12 γ )+ε
It is simple to show that the set
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is infinite. In fact, if Aε was finite, let nε be its minimum. So, for all n > nε we would have
Kn+1 −Kn  Tn+1 − Tn.
Also, for any N > nε + 1, summing both sides for n = nε + 1 to n = N , we have
KN+1 −Knε+1  TN+1 − Tnε+1.
We finally obtain
KN+1 − TN+1 Knε+1 − Tnε+1
and it is a contradiction, since
KN+1 − TN+1 <RN+1 − TN+1

(
2
√
2 − 4e 12 γ−1) N∑
j=1
j log2(2
−3/2e1−
1
2 γ )
− (2√2 − 4e 12 γ−1) N∑
j=1
j log2(2
−3/2e1−
1
2 γ )+ε
and this last expression tends to −∞. 
Estimating the values in (8.1) and choosing a sufficiently small ε > 0 we can assert that
Kn+1 −Kn < 0.87
n0.473678
for infinitely many integers n. It seems quite likely that the optimal constants of the multilinear
Bohnenblust–Hille inequality have a uniform growth. The above theorem induces us to conjec-
ture that the estimate holds for all n.
Corollary 8.3. The optimal multilinear Bohnenblust–Hille constants (Kn)∞n=1 satisfy
lim
n
inf(Kn+1 −Kn) 0.
The following straightforward consequence of (8.2) seems to be of independent interest:
Theorem 8.4. The optimal multilinear Bohnenblust–Hille constants (Kn)∞n=1 satisfy
Kn < 1 + 0.87 ·
n−1∑
j=1
1
j0.473678
for every n 2.
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Kn  n
r for all r > q := log2
(
e1−
γ
2√
2
)
. (8.3)
The fact that our “perturbation argument” does not cause any asymptotic damage is strongly
corroborated by the following generalization of (8.3); note that the power of n − 1 in (8.4) is
exactly the number q in (8.3), although the approaches are completely different:
Corollary 8.5. Let
C0 := 1 +
(
2
3
2 − 4e γ2 −1)( 2−1/2e1− γ2
2−1 − log2 e1−
γ
2
+ (1 + 2 −32 e1− γ2 ))≈ 0.122.
The optimal multilinear Bohnenblust–Hille constants satisfy
Kn <
(
2
5
2 − 8e−1+ γ2
2 log2(e1−
γ
2 )− 1
)
(n− 1)log2( e
1− γ2√
2
) +C0 (8.4)
for all n 2. Numerically,
Kn < 1.65(n− 1)0.526322 + 0.13. (8.5)
Proof. Recall that
Kn < 1 +
(
2
√
2 − 4e 12 γ−1) n−1∑
j=1
j log2(2
−3/2e1−
1
2 γ ).
For the sake of simplicity, let us write
p = − log2
(
2−3/2e1−
1
2 γ
)
.
Note that, for n 3, we can estimate
∑n−1
j=1
1
jp
by
n−1∑
j=1
1
jp

n−1∫
2
x−p dx + (1 + 2−p)
= 1
1 − p (n− 1)
1−p +
(
21−p
p − 1 +
(
1 + 2−p)).
We thus have
Kn < 1 +
(
2
√
2 − 4e 12 γ−1)( 1
1 − p (n− 1)
1−p +
(
21−p
p − 1 +
(
1 + 2−p)))
and a simple calculation gives us (8.4) and (8.5). 
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For complex scalars the best known constants satisfying the multilinear Bohnenblust–Hille
inequality are presented in [36] by the formula
C˜n =
⎧⎪⎪⎨⎪⎪⎩
1 if n = 1,
((A˜ 2n
n+2
)n/2)−1C˜ n
2
if n is even, and
((A˜ 2n−2
n+1
)
−1−n
2 C˜ n−1
2
)
n−1
2n ((A˜ 2n+2
n+3
)
1−n
2 C˜ n+1
2
)
n+1
2n if n is odd,
where
A˜p =
(

(
p + 2
2
)) 1
p
.
A similar procedure (using [40, Theorem 2]) of that from Section 4 proves that the sequence
((A˜ 2m
m+2
)−m/2)∞m=1 is increasing. We just need to use s = 2mm+2 and r = 2. In particular we con-
clude that
C˜2m 
(
e
1
2 − 12 γ )C˜m
for all m. Also, still imitating the arguments from Section 4 we prove that the sequence
((
(A˜ 2n−2
n+1
)
−1−n
2 C˜ n−1
2
) n−1
2n
(
(A˜ 2n+2
n+3
)
1−n
2 C˜ n+1
2
) n+1
2n
)∞
n=1
is bounded by
D˜ := (e 12 − 12 γ ).
In a similar fashion of what we did in the previous sections we thus conclude that the sequence
S˜n =
⎧⎪⎪⎨⎪⎪⎩
( 2√
π
)n−1 if n = 1,2,
(e
1
2 − 12 γ )S˜n/2 for n even,
(e
1
2 − 12 γ )(S˜ n−1
2
)
n−1
2n (S˜ n+1
2
)
n+1
2n for n odd
is increasing and satisfies the Bohnenblust–Hille inequality. Now we define
M˜n =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
( 2√
π
)n−1 if n = 1,2,
(e
1
2 − 12 γ )M˜ n
2
if n is even, and
(e
1
2 − 12 γ )M˜ n+1
2
if n is odd
and it is plain that
C˜n  S˜n  M˜n.
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Bk :=
{
2k−1 + 1, . . . ,2k}
for all k  1, we have
M˜n = 2√
π
D˜k−1, if n ∈ Bk
and define the uniform perturbation of M˜n:
R˜n := 2√
π
(
D˜k−1 + (jn − 1)
(
D˜k − D˜k−1
2k−1
))
, (9.1)
where n ∈ Bk and jn is the position of n in Bk . As in the real case, we note that
R˜n+1 − R˜n = 2√
π
(
D˜k − D˜k−1
2k−1
)
.
Since D˜ < 2 we have
D˜k − D˜k−1
2k−1
>
D˜k+1 − D˜k
2k
and (R˜n+1 − R˜n)∞n=1 is decreasing. Besides
lim
n→∞(R˜n+1 − R˜n) = 0
and
R˜n+1 − R˜n < 0.44 · n−0.695025
since
R˜n+1 − R˜n 
(
D˜
2
)k−1 2√
π
(D˜ − 1)
(
D˜
2
)log2( n2 ) 2√
π
(D˜ − 1)

(
4√
π
− 4
e
1
2 − 12 γ √π
)
nlog2(
e
1
2 − 12 γ
2 )
< 0.44 · n−0.695025.
Thus we get
R˜n  1 +
(
4√
π
− 4
e
1
2 − 12 γ √π
) n−1∑
j
log2(
e
1
2 − 12 γ
2 ) (9.2)
j=1
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Kn < R˜n < 1 + 0.44 ·
n−1∑
j=1
j−0.695025
for all n 2. Proceeding as in Section 8 we obtain
Kn <
( 4√
π
− 4
e
1
2 − 12 γ √π
)
1 + log2( e
1
2 − 12 γ
2 )
(n− 1)log2(e
1
2 − 12 γ ) +C0 (9.3)
with
C0 =
(
2e
1
2 − 2e 12 γ√
π
)(−4e 12 ln 2 + (1 − γ )(e 12 + 2e 12 γ )
e
1
2 γ+ 12 (1 − γ )
)
+ 1
for all n 2. Numerically
Kn < 1.41(n− 1)0.304975 − 0.04
for all n 2.
We recall that in [36] it is shown that
Kn  n
r for all r > q := log2
(
e
1
2 − 12 γ ). (9.4)
We remark that the power of (n − 1) in (9.3) is precisely the value of q in (9.4), showing that in
this case our “perturbation argument” also does not cause any asymptotic damage.
Finally, using the same argument of the previous section, for any ε > 0, we have
Kn+1 −Kn <
(
4√
π
− 4
e
1
2 − 12 γ √π
)
nlog2(
e
1
2 − 12 γ
2 )+ε
for infinitely many n’s.
10. The Kahane–Salem–Zygmund and Bohnenblust–Hille inequalities
The Kahane–Salem–Zygmund inequality (see [28, Theorem 4, Chapter 6] and also [42]) is a
powerful result which has been useful for several applications (see [4,7,8,14,39]). This inequality,
in its whole generality, is a probabilistic result but in our case a weaker version is enough:
Theorem 10.1 (Kahane–Salem–Zygmund inequality). Let m, n be positive integers. Then there
are signs εα = ±1 so that the m-homogeneous polynomial
Pm,n : n∞ →C
given by
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∑
|α|=m
εαz
α
satisfies
‖Pm,n‖ Cn(m+1)/2
√
logm
where C > 0 is a universal constant (it does not depend on n or m).
Since the publication of the famous paper [7] of H.P. Boas, the use of the Kahane–Salem–
Zygmund inequality and advanced probabilistic results in the theory of Dirichlet series seems
to have become, in some sense, usual (see, for example, [3,12,31] and the references therein).
In this section we provide explicit connections between the Kahane–Salem–Zygmund inequality
and the Bohnenblust–Hille inequalities that may be useful in future investigations.
10.1. A straightforward proof that the power 2m
m+1 is sharp
As mentioned in the Introduction, the first proof (due to Bohnenblust and Hille) of the opti-
mality of the exponent 2m/(m + 1) in the Bohnenblust–Hille inequalities was too puzzling. It
will be shown below that the Kahane–Salem–Zygmund inequality gives us a quite straightfor-
ward proof of this fact; as kindly remarked to the authors by Prof. Andreas Defant, the essence
of our argument can be traced back to Boas’ paper [7].
In [6] there is an alternative proof of the optimality of the exponent 2m/(m + 1) for the
case of multilinear mappings, but the arguments also seem highly nontrivial, involving p-Sidon
sets and sub-Gaussian systems. Here we shall show that the optimality of the power 2m
m+1 is a
straightforward consequence of the Kahane–Salem–Zygmund inequality (the results are stated
for complex scalars but the same argument holds for real scalars, since it is obvious that the
Kahane–Salem–Zygmund inequality can be adapted to the case of real scalars).
Theorem 10.2. The power 2m
m+1 in the Bohnenblust–Hille inequalities is sharp.
Proof. Let m  2 be a fixed positive integer. For each n, let Pm,n : n∞ → C be the m-homo-
geneous polynomial satisfying the Kahane–Salem–Zygmund inequality. For our goals it suffices
to deal with the case n >m.
Let q < 2m
m+1 . Then a simple combinatorial calculation shows that
∑
|α|=m
|εα|q = p(n)+ 1
m!
m−1∏
k=0
(n− k),
where p(n) > 0 is a polynomial of degree m−1. If the polynomial Bohnenblust–Hille inequality
was true with the power q , then there would exist a constant Cm,q > 0 so that
Cm,qC 
1
n(m+1)/2
√
logm
(
p(n)+ 1
m!
m−1∏
k=0
(n− k)
)1/q
for all n. If we raise both sides to the power of q and let n → ∞ we obtain
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q  lim
n→∞
(
r(n)
m!nq(m+1)/2(√logm)q +
p(n)
nq(m+1)/2(
√
logm)q
)
,
with
r(n) =
m−1∏
k=0
(n− k).
Since
deg r = m> q(m+ 1)
2
we have
lim
n→∞
(
r(n)
m!nq(m+1)/2(√logm)q +
p(n)
nq(m+1)/2(
√
logm)q
)
= ∞,
a contradiction. Since the multilinear Bohnenblust–Hille inequality (with a power q) implies the
polynomial Bohnenblust–Hille inequality with the same power, we conclude that 2m
m+1 is also
sharp in the multilinear case. 
Remark 10.3. In a private communication, Prof. A. Defant informed the authors that a proof of
Theorem 10.2, similar to the above, appears in his preprint [22].
We recall that a Bernoulli polynomial is a polynomial whose coefficients are −1 or 1; the
above proof, albeit simple, proves in fact a stronger (although probably known) result:
Theorem 10.4. Let q  1 be so that there is a constant Cq,m  1 such that
( ∑
|α|=m
|εα|q
) 1
q
 Cq,m‖Pm,n‖
for every m-homogeneous Bernoulli polynomial Pm,n : n∞ →C,
Pm,n(z) =
∑
|α|=m
εαz
α.
Then
q  2m
m+ 1 .
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Bohnenblust–Hille constants
From now on Kpolm denotes the optimal constant satisfying the (m-homogeneous) polyno-
mial Bohnenblust–Hille inequality (complex case) and C denotes the universal constant from
the Kahane–Salem–Zygmund inequality.
In this subsection we sketch some connections between the universal constant from the
Kahane–Salem–Zygmund inequality and the optimal constants from the (complex) polynomial
Bohnenblust–Hille inequality; this approach may be useful to build strategies (or at least to show
that some strategies are not adequate) for the investigation of lower bounds for the complex
polynomial Bohnenblust–Hille constants.
The search of the optimal constants of any nature is naturally divided in two different ap-
proaches: the search of upper estimates and lower estimates. For the polynomial Bohnenblust–
Hille inequalities the situation is not different.
The best result on upper bounds for the (complex) polynomial Bohnenblust–Hille constants
is due to Defant et al., published in 2011 in [12] (see (1.1)). On the other hand, the search for
lower bounds presents very few advances in the complex case. Up to now the unique nontrivial
result (for complex scalars) in this direction states that
K
pol
2  1.1066
(
see [34]).
Let us begin with a simple remark: the optimal constants satisfying the (m-homogeneous) poly-
nomial Bohnenblust–Hille inequality can be used to estimate the universal constant C from the
Kahane–Salem–Zygmund inequality.
In fact, using the same procedure of the previous subsection (choosing m = n) we conclude
that
K
pol
m C 
1
m
m+1
2
√
logm
(
(2m− 1)!
m!(m − 1)!
)m+1
2m
(10.1)
for all m 2. A rapid calculation gives us a lower bound for the optimal value of C. In fact, for
m = 2 in (10.1), we have
K
pol
2 C > 0.9680. (10.2)
But, from [41, Th. III.1] (in this case the estimate from [41, Th. III.1] is better than (1.1)) we
know that
K
pol
2  1.7432
and thus we conclude that
C >
0.9680
1.7432
> 0.5553. (10.3)
However, using a different technique (in fact, using exhaustion for m = n = 2) we can obtain a
quite better estimate for C. From [2, Eq. 3.1], and the Maximum Modulus Principle (as used in
[34]) we can show that if P2 : 2∞ →C is defined by
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with a, b, c ∈R, then
‖P2‖ =
{ |a + b| + |c| if ab 0 or |c(a + b)| > 4|ab|,
(|a| + |b|)
√
1 + c24|ab| otherwise.
So if a, b, c ∈ {−1,1} the possible norms of P2 are 3 and
√
5. So, it is immediate that
C 
√
5
23/2
√
log 2
> 0.9495. (10.5)
We have not found lower estimates for C in the literature; although probably (10.5) could
be of interest. The gap between the estimates (10.3) and (10.5) is probably due the fact that
Bernoulli polynomials seem to be not good candidates for furnishing lower bounds for Kpolm . In
fact, in [34] the best choice (for obtaining lower bounds for the polynomial Bohnenblust–Hille
constant for 2-homogeneous polynomials) over all polynomials of the form (10.4) was
P2(z1, z2) = z21 − z22 +
352 203
125 000
z1z2.
Since C is a universal constant, it is presumable that (10.1) may be not useful for estimating the
Bohnenblust–Hille constants. For a stronger version of (10.1) it seems that we should avoid the
use of the universal constant C and use particular values of C for specific values of m, n. More
precisely, if n  m  2 are fixed, the Kahane–Salem–Zygmund inequality tells us that there is
a constant Cm,n with 0 < Cm,n  C so that there are signs εα = ±1 and an m-homogeneous
polynomial
Pm,n : n∞ →C,
Pm,n(z) =
∑
|α|=m
εαz
α,
with
‖Pm,n‖ Cm,nn(m+1)/2
√
logm.
Keeping this notation we have that
K
pol
m Cm,n 
1
n
m+1
2
√
logm
(
(n+m− 1)!
m!(n− 1)!
)m+1
2m
whenever m, n are positive integers with n  m  2. So, the search of the optimal values of
Cm,n, besides its intrinsic interest, may help in the incipient investigation of lower bounds for the
optimal Bohnenblust–Hille constants Kpolm . However, our suspicion is that Bernoulli polynomials
(and thus the Kahane-Salem–Zygmund inequality) are effective exclusively for the proof of the
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m+1 (Theorem 10.2) and, as it happened in the case m = n = 2, they
seem not efficient for the estimation of the constants Kpolm .
10.3. The Kahane–Salem–Zygmund inequality: Is the power m+12 optimal even for real scalars?
It is obvious that the norm of a Bernoulli polynomial over the complex scalar field is never
smaller than its norm over the real scalar field. More precisely, if K=R or C, εα ∈ {−1,1} and
PK : n∞(K) →K,
PK(z) =
∑
|α|=m
εαz
α,
then
‖PR‖ ‖PC‖.
A concrete example: if PK : 2∞(K) →K is given by
PK(z) = z21 − z22 + z1z2,
then
‖PR‖ = 54 <
√
5 = ‖PC‖.
So, as mentioned in Subsection 10.1, it is obvious that the Kahane–Salem–Zygmund inequality
holds for real scalars. It seems to be well-known that the power m+12 in the Kahane–Salem–
Zygmund inequality is optimal (for complex scalars) but for real scalars the result seems to be
not clear. In any case, the following straightforward proof (via Bohnenblust–Hille inequality)
that the exponent m+12 is optimal for both real or complex scalars seems to be of independent
interest.
Theorem 10.5. The power m+12 in the Kahane–Salem–Zygmund inequality is optimal for both
real and complex scalars.
Proof. The argument is similar to the proof of the optimality of Theorem 10.2. Let m 2 be a
fixed positive integer, nm and K=R or C. Let us suppose that the Kahane–Salem–Zygmund
inequality is valid for an exponent q < m+12 . For each n and m let Pm,n : n∞(K) → K be the
m-homogeneous polynomial satisfying the Kahane–Salem–Zygmund inequality with this expo-
nent q . As in the proof of Theorem 10.2, we have
∑
|α|=m
|εα| 2mm+1 = p(n)+ 1
m!
m−1∏
k=0
(n− k),
where p(n) > 0 is a polynomial of degree m − 1; and there would exist a constant C(q) > 0 so
that
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pol
m C(q) 
1
nq
√
logm
(
p(n)+ 1
m!
m−1∏
k=0
(n− k)
)(m+1)/2m
for all n. Hence
(
K
pol
m C(q)
) 2m
m+1  lim
n→∞
(
r(n)
m!n 2mqm+1 (√logm) 2mm+1
+ p(n)
n
2mq
m+1 (
√
logm)
2m
m+1
)
,
with r as in the proof of Theorem 10.2. Since
deg r = m> 2mq
m+ 1
we obtain a contradiction. 
11. Is there a strong multilinear Bohnenblust–Hille inequality?
Of course, there are still a lot of open questions related to the growth of the optimal constants
satisfying the multilinear (and polynomial) Bohnenblust–Hille inequalities to be solved. For ex-
ample, it is not clear that the optimal constants (Kn)∞n=1 satisfying the multilinear Bohnenblust–
Hille inequality grow to infinity. It seems that the original estimates induce us to think that in fact
Kn → ∞, but it purports to exist no other evidence for this.
Although there still remains in a veil of mystery, combining all the information obtained
thus far we believe that the possibility of boundedness of the constants of the multilinear
Bohnenblust–Hille inequality should be seriously considered. We prefer not to conjecture that
it is true, but instead we pose it as an open problem:
Problem 11.1. Is there a universal constant KK so that(
N∑
i1,...,im=1
∣∣U(ei1 , . . . , eim)∣∣ 2mm+1
)m+1
2m
KK sup
z1,...,zm∈DN
∣∣U(z1, . . . , zm)∣∣
for every positive integer m 1, all m-linear forms U :KN × · · · ×KN →K and every positive
integer N?
Conjecture 11.2. If the answer to the previous problem is positive, we conjecture that KR = 2
and KC  2.
We justify our conjecture that KR = 2 motivated by the lower bounds obtained in [24] for the
constants of the multilinear Bohnenblust–Hille inequality (real case),
Km  21−
1
m . (11.1)
We stress that the case m = 2 in (11.1) is sharp, i.e., √2 is the optimal constant for the 2-linear
Bohnenblust–Hille inequality (real case). As a matter of fact, if we consider m = 1, then the
formula (11.1) also provides a sharp value. So, since in each level m, the lower estimate for Km
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provide sharp constants, we believe that it is not impossible that the formula (11.1) gives the exact
constants for the Bohnenblust–Hille constants. We reinforce our belief by observing the several
recent works showing that the growth of the constants in the Bohnenblust–Hille inequality is it
in fact quite slower than the original estimates had predicted.
It seems to be folklore (although not formally proved) that the constants for the case of real
scalars are bigger than the constants for the complex case. For example, for m = 2 one has
K2 =
√
2 in the real case and K2  2√π <
√
2 in the complex case. Besides, the growth of the
constants in the complex case seems to be slower than the growth in the real case (see [35,36]).
So, if our conjecture is correct, it seems natural to think that KC KR.
It is our belief that the possibility of a “strong Bohnenblust–Hille inequality” only applies to
multilinear mappings since, in the case of polynomials, it is shown in [38] (see also [34]) that (at
least for real scalars) the optimal constants are not bounded.
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Appendix A
Very recently, explicit applications on Quantum Information Theory (more precisely quan-
tum XOR games) of the low growth of the multilinear Bohnenblust–Hille constants (case
of real scalars) were provided by A. Montanaro (see [32]). In view of this new panorama
we think that it is worth mentioning that the techniques used in the present paper can be
adapted to a wide range of parameters. More precisely, using our techniques we can esti-
mate the constants satisfying Bohnenblust–Hille type inequalities when 2n
n+1 is replaced by any
q ∈ [ 2n
n+1 ,∞). Since, for q > 2, the constants are equal to 1, the nontrivial cases take place for
q ∈ [ 2n
n+1 ,2).
The case of Littlewood’s 43 inequality was recently explored in [36] and the estimates of LK,r
satisfying
(
N∑
i,j=1
∣∣U(ei, ej )∣∣r)
1
r
 LK,r‖U‖ (A.1)
were obtained. More precisely, it was shown that
LR,r =
{
2
2−r
r for all r ∈ [ 43 ,2],
1 for all r  2.
For each t ∈ [1,2), let
Et,n = 2nt
(n− 1)t + 2
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E1,n =
(
2n
n+ 1
)
n∈N
is the “Bohnenblust–Hille sequences of exponents”. Note also that for each t ∈ (1,2), we have
2nt
(n− 1)t + 2 >
(
2n
n+ 1
)
.
Thus, there exist a Cn,t  1 so that(
N∑
i1,...,in
∣∣U(ei1, . . . , ein)∣∣ 2nt(n−1)t+2
) (n−1)t+2
2nt
 CKn,t‖U‖ (A.2)
for all n-linear forms U : N∞ × · · · × N∞ →K, and positive integer N , with K=R or C.
In what follows we shall show the continuum version of the results of the present paper.
A.1. Estimates in the case R
The following result can be proved following the lines of [37]:
Theorem A.1. If t ∈ [1,2), then
CRn,t =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
1 if n = 1,
(A
− n2
2nt
(n−2)t+4
CRn
2 ,t
) if n is even, and
(A
−(n+1)/2
2(n−1)t
(n−3)t+4
CRn−1
2 ,t
)
n−1
2n (A
−(n−1)/2
2(n+1)t
(n−1)t+4
CRn+1
2 ,t
)
n+1
2n if n is odd.
(A.3)
Below, we state how the continuum versions of our results apply to the case of real scalars
(always, when t = 1, we recover the respective original result for the Bohnenblust–Hille inequal-
ity):
Theorem A.2 (The Fundamental Lemma – continuum version). For each t ∈ [1,2), there is a
sequence satisfying (A.2) and so that (Rn+1,t − Rn,t )∞n=1 is decreasing and converges to zero.
Moreover
Rn+1,t −Rn,t 
(
2
3
2 − 2 t+1t e t−2t + (2−t)γ2t )nlog2(2 −t−22t e 2−tt − (2−t)γ2t ) (A.4)
for all n ∈N.
Theorem A.3. For each t ∈ [1,2), let (KRn,t )∞n=1 be the sequence of the optimal constants satis-fying (A.2). If there is a constant Mt ∈ [−∞,∞] so that
lim
n→∞
(
KRn+1,t −KRn,t
)= Mt
then Mt = 0.
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Theorem A.4. For each t ∈ [1,2), let (KRn,t )∞n=1 be the sequence of the optimal constants satis-fying (A.2). For any ε > 0, we have
KRn+1,t −KRn,t <
(
2
3
2 − 2 t+1t e t−2t + (2−t)γ2t )nlog2(2 −t−22t e 2−tt − (2−t)γ2t )+ε (A.5)
for infinitely many n ∈N.
Theorem A.5. For each t ∈ [1,2), the optimal constants satisfying (A.2) are so that
KRn,t < 1 +
(
2
3
2 − 2 t+1t e t−2t + (2−t)γ2t ) n−1∑
j=1
j log2(2
−t−2
2t e
2−t
t − (2−t)γ2t )
for every n 2.
Corollary A.6. For each t ∈ [1,2), the optimal constants satisfying (A.2) are so that
KRn,t < c(t)(n − 1)r(t) + p(t), (A.6)
where (see Fig. 1):
p(t) = 1 − (23/2 − 2 t+1t e t−2t + (2−t)γ2t )( 2 3t−22t te 2−tt − (2−t)γ2t
t − 2 + 2t log2 e
2−t
t
− (2−t)γ2t
− 1 − 2 −t−22t e 2−tt − (2−t)γ2t
)
,
c(t) = 4t (
√
2 − 2 1t e t−2t + (2−t)γ2t )
t − 2 + 2t log2 e
2−t
t
− (2−t)γ2t
, and
r(t) = t − 2
2t
+ log2 e
2−t
t
− (2−t)γ2t .
By using a very recent technique from [24,36] we can also prove the following.
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KRn,t  2
(n−1)(2−t)
nt .
A.2. Estimates in the case C
Theorem A.8. Let t ∈ [1,2). Then
CCn,t =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
1 if n = 1,
CCn
2 ,t(
˜A 2nt
(n−2)t+4
)n/2 if n is even, and
( CCn−1
2 ,t(
˜A 2(n−1)t
(n−3)t+4
)(n+1)/2
) n−1
2n
( CCn+1
2 ,t(
˜A 2(n+1)t
(n−1)t+4
)(n−1)/2
) n+1
2n
if n is odd.
Theorem A.9 (The Fundamental Lemma – continuum version complex). For each t ∈ [1,2),
there is a sequence satisfying (A.2) and so that (R˜n+1,t − R˜n,t )∞n=1 is decreasing and converges
to zero. Moreover
R˜n+1,t − R˜n,t 
(2(( t+22 ))−1t (e( 14t (γ−1)(2t−4)) − 1)
e(
1
4t (γ−1)(2t−4))
)
nlog2(
e
( 14t (γ−1)(2t−4))
2 )
for every n ∈N.
Theorem A.10. For each t ∈ [1,2), let (KCn,t )∞n=1 be the sequence of the optimal constants satis-fying (A.2). If there is a constant Mt ∈ [−∞,∞] so that
lim
n→∞
(
KCn+1,t −KCn,t
)= Mt
then Mt = 0.
Theorem A.11. For each t ∈ [1,2), let (KCn,t )∞n=1 be the sequence of the optimal constants satis-fying (A.2). For any ε > 0, we have
KCn+1,t −KCn,t <
(2(( t+22 ))−1t (e( 14t (γ−1)(2t−4)) − 1)
e(
1
4t (γ−1)(2t−4))
)
nlog2(
e
( 14t (γ−1)(2t−4))
2 )+ε
for infinitely many n ∈N.
Theorem A.12. For each t ∈ [1,2), the optimal constants satisfying (A.2) are so that
KCn,t < 1 +
2(( t+22 ))
−1
t (e(
1
4t (γ−1)(2t−4)) − 1)
e(
1
4t (γ−1)(2t−4))
n−1∑
j=1
j log2
e
( 14t (γ−1)(2t−4))
2
for every n 2.
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Corollary A.13. For each t ∈ [1,2), the optimal constants satisfying (A.2) are so that
KCn,t < c
′(t)(n− 1)r ′(t) + p′(t),
where (see Fig. 2):
p′(t) = 1 +
( −2
log2 e
( 14t (γ−1)(2t−4))
+ 2
e
( 14t (γ−1)(2t−4))
+ 1)
(( t+22 ))
1
t (e(
(γ−1)(2t−4)
4t ) − 1)−1
,
c′(t) = 2((
t+2
2 ))
−1
t (e(
(γ−1)(2t−4)
4t ) − 1)
(log2 e(
(γ−1)(2t−4)
4t ))e(
(γ−1)(2t−4)
4t )
, and
r ′(t) = log2 e(
(γ−1)(2t−4)
4t ).
Remark A.14. It may be of some interest to compare the estimates of this appendix with esti-
mates that can be obtained using a different technique recently used in [36].
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