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RESUMO 
Dentre as várias distribuições exponenciais bivariadas apresentadas na literatura, a 
distribuição de Marshall e Olkin (BVE) recebe grande destaque. Devido a isso, Ryu (1993) 
propôs uma extensão da BVE que também possui propriedades com interpretações simples e 
úteis, com a vantagem de ser absolutamente contínua. 
Neste trabalho estudamos a distribuição proposta por Ryu (EBVE) e formulamos um 
modelo para testes acelerados, onde os tempos até as falhas seguem essa distribuição, 
assumindo uma relação de potência inversa entre os tempos e a voltagem. 
Foram gerados dados da EBVE e da distribuição formulada, usando o método da 
rejeição e feitas algumas simulações para verificar a validade das amostras obtidas. 
Estudamos as propriedades assintóticas dos estimadores de máxima verossimilhança 
dos parâmetros da distribuição EBVE, considerando amostras com dados completos e 
censurados e também as dos parâmetros da distribuição EBVE para tempos acelerados. 
Apresentamos uma análise Bayesiana do modelo, na qual assumimos densidades a 
priori informativas e encontramos as densidades marginais a posteriori dos parâmetros, 
utilizando os métodos de Gibbs e Metropolis Hastings. 
I 
INTRODUÇÃO 
Os modelos de confiabilidade e de sobrevivência desempenham um papel importante 
em pesquisas de diversas áreas, especialmente em engenharia e ciências biomédicas, pois 
descrevem, respectivamente, o tempo até a falha de componentes e o tempo de sobrevivência 
de unidades biológicas. 
Para modelar o tempo de um único componente ou de uma unidade biológica, são 
utilizados os modelos univariados, sendo as distribuições mais importantes, a exponencial, 
Weibull, gamma, valor extremo e log-normal. No estudo de dois ou mais componentes ou 
unidades, os modelos multivariados são mais apropriados do que os univariados, uma vez que 
conseguem explicar uma possível associação entre os tempos até as falhas ou de 
sobrevivência. Um caso particular dos modelos multivariados são os modelos bivariados, que 
descrevem dados pareados. 
Métodos estatísticos têm sido extensamente desenvolvidos para os modelos 
univariados, enquanto que estudos sobre os modelos bivariados começam a aparecer na 
literatura somente nas últimas décadas. 
Para modelar tempos pareados as distribuições exponencias bivariadas são geralmente 
consideradas. Diferentemente da distribuição nonnal, não existe uma extensão natural única 
para a distribuição exponencial. Várias distribuições exponenciais bivariadas têm sido 
propostas. Gumbel (1960) propôs algumas distribuições com marginais exponenciais, mas 
não discutiu em que situações esses modelos se aplicam. Freund (1961) apresentou uma 
extensão exponencial específica para um sistema com dois componentes, onde o sistema pode 
continuar funcionando mesmo depois da falha de um dos componentes. Marshall e Olk:in 
(1967) propuseram uma distribuição exponencial bivariada (BVE), para modelar a 
probabilidade de sobrevivência conjunta para tempos até as falhas de dois componentes 
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sujeitos a choques fatais, provenientes de três fontes independentes. Essa distribuição é 
bastante aceita, pois possui propriedades com interpretações fisicas simples e úteis e satisfaz 
as propriedades de falta de memória marginal e conjunta, extendendo para o caso bivariado a 
propriedade de falta de memória da distribuição exponencial univariada. Contudo, ela 
apresenta a desvantagem de não ser absolutamente contínua, pois os componentes podem 
falhar simultaneamente com probabilidade positiva. Outras distribuições exponenciais 
bivariadas foram propostas por Downton (1970), Hawkes (1972) e Paulson (1973). 
Devido à grande aceitação da BVE, várias distribuições exponenciais bivariadas têm 
sido propostas tentando preservar algumas das suas propriedades importantes, mas 
considerando que os componentes não falham simultaneamente. Block e Basu (1974) 
mostraram que a única distribuição bivariada absolutamente contínua que satisfaz as 
propriedades de falta de memória marginal e conjunta, é a distribuição bivariada com 
exponenciais independentes. Neste mesmo artigo, Block e Basu propuseram uma distribuição 
exponencial bivariada absolutamente contínua, a ACBVE, que conserva a propriedade de 
falta de memória conjunta e cujas distribuições marginais são médias ponderadas de 
exponenciais. Considerando os resultados de Block e Basu, as distribuições comparáveis com 
a BVE de Marshall e Olkin, propostas posteriormente, não consideram algumas das 
propriedades de falta de memória. Sarkar (1987) deriva uma distribuição exponencial 
bivariada absolutamente contínua, a ACBVE2 com marginais exponenciais. Ryu (1993) 
propôs uma extensão da BVE, que chamaremos de EBVE. A EBVE apresenta funções de 
risco marginais crescentes e também não satisfaz a propriedade de falta de memória conjunta, 
entretanto, ela permite ter as propriedades de falta de memória marginal e conjunta para 
algum grau de aproximação. 
O objetivo desta dissertação é estudar a distribuição EBVE sob os seguintes aspectos: 
a- comparação das suas propriedades com as da distribuição BVE; 
b- geração de dados através do método da rejeição e verificação da validade das 
amostras obtidas; 
c- estimação dos parâmetros e de suas funções usando o método de máxima 
verossimilhança (MV). para amostras com dados não censurados e com censura do 
tipo I; 
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d- estimação dos parâmetros através da inferência Bayesiana, assumindo densidades 
a priori informativas; 
e- formulação de um modelo para tempos acelerados e estimação dos parâmetros do 
modelo proposto usando o método de MV. 
No Capítulo I fazemos uma revisão das distribuições BVE e EBVE e apresentamos 
alguns conceitos básicos de inferência clássica e Bayesiana. 
No Capítulo II geramos amostras da distribuição EBVE, utilizando o método da 
rejeição e fazemos um estudo de simulação para verificar a validade das amostras geradas. 
Ainda neste capítulo, obtemos as estimativas de :MV dos parâmetros da EBVE e estudamos as 
propriedades assintóticas dos estimadores de MV, considerando tempos não censurados e com 
censura do tipo L 
No Capítulo III estudamos o modelo EBVE sob a abordagem Bayes-empírica. 
Assumimos densidades a priori informativas para os parâmetros e encontramos as densidades 
marginais a posteriori, utilizando os métodos de simulação iterativa, o amestrador de Gibbs e 
o algoritmo de Metropolis Hastings (M-H). Apresentamos um exemplo de aplicação e 
fazemos simulações para estudar o modelo. 
No Capítulo IV fonnulamos um modelo para testes acelerados, onde os tempos até as 
falhas seguem a EBVE, utilizando a relação de potência inversa. Apresentamos um exemplo 
de aplicação e estudamos as propriedades dos estimadores de MV através de simulações. 
No Apêndice A mostramos como foram obtidas as funções de sobrevivência da 
EBVE. Apresentamos os programas computacionais implementados, para a geração de dados 
da EBVE, pelo método da rejeição (Apêndice B), para estudo dos estimadores de MV dos 
parâmetros da EBVE, utilizando dados não censurados (Apêndice C) e dados com censura do 
tipo I (Apêndice D). No Apêndice E, encontra-se o programa implementado para estudar os 
parâmetros do modelo sob a abordagem Bayes-empírica e finalmente no Apêndice F o 
programa computacional para estudar os estimadores de MV, considerando amostras da 
EBVE para tempos acelerados. 
CAPÍTULO I 
REVISÃO BIBLIOGRÁFICA 
5 
1.1 A Distribuição Exponencial Bivariada de Marshall e Olkin e a sua 
Extensão 
Existem várias distribuições exponenciais bivariadas propostas na literatura estatística, 
sendo que a distribuição exponencial bivariada de Marshall e Olkin (1967), BVE, recebe 
maior destaque, devido ao fato de ter propriedades com interpretações fisicas simples e úteis. 
Entretanto, como conseqüência das condições sob as quais foi derivada, essa distribuição não 
é apropriada em situações onde dois componentes não falham simultaneamente ou quando 
não podemos garantir as propriedades de falta de memóri~ marginal e conjunta. Por esta 
razão, Ryu (1993), propôs um modelo exponencial bivariado, que é adequado para as 
situações não contempladas pela BVE e que também possui propriedades com interpretações 
simples. Ryu considerou o modelo proposto como uma extensão da BVE, que chamaremos de 
EBVE. 
Nesta seção fazemos uma revisão das distribuições BVE e EBVE, onde mostramos 
como elas foram derivadas e comparamos as suas propriedades. 
1.1.1 Derivação das Distribuições BVE e EBVE 
a) A Distribuição BVE 
Primeiramente descrevemos os modelos de choque fatal e os modelos de choques não 
fatais com os quais se obtém a função de sobrevivência, ou função de confiabilidade, 
conjunta, para tempos até a falha que seguem a distribuição BVE. 
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No modelo de choque fatal os componentes de um sistema com dois componentes 
falham depois de receber um choque que é sempre fatal. Assume-se que os choques são 
regidos por três processos de Poisson independentes {ZJ((!, t2f!; ..l1), {Z2((!, t2fl; ..l2), 
{Z12(l), f;d); Ân} onde Â.1. Â.2 e Ân são as intensidades dos processos. Os eventos no processo 
{Zi{l), fd?.O; ÀJ}, i=l, 2, são choques no componente i e os eventos no processo 
{Z12(lj, f::1J; A12} são os choques que ocorrem nos dois componentes. Considerando as 
variáveis aleatórias T1 e T2 os tempos até as falhas dos componentes 1 e 2 respectivamente, a 
função de sobrevivência conjunta é dada por: 
Sr,.r, (t,t,}~ P ( T, > t,,T, > t,)~P [ z,( t,; ..1,)~ o, z,( t,;..l,) ~o. z,( max( t,t,); ..1,) ~o] 
~ exp (- ..l,t, - ..l,t, - ..l, max ( t,t, )). (Li) 
No modelo de choques não fatais os choques que ocorrem nos componentes não são 
necessariamente fatais. Os choques são regidos por três processos de Poisson independentes 
{ZJ(I}, t2fl; (JJ ), {Z2(t), t2f!; fJ2), {Zu(t), t2fl; fJ12) onde fJ1.fJ2 e fJ12 são as intensidades dos 
processos. 
Descrevendo as condições dos componentes pelos pares ordenados (0, 0), (0, 1), (1, O) 
e (1, 1), onde as coordenadas representam o primeiro e o segundo componente sendo que 1 
indica que o componente está funcionando e O que o componente falhou, os eventos no 
processo {ZJ(l), fd:SJ; P1} são choques que ocorrem no primeiro componente causando uma 
transição da condição (I, I) para (0, I) com probabilidade p1 e para (I, I) com probabilidade 
{1- PJ). Similarmente, os eventos no processo {Z2(V, f2SJ; P2} são choques que ocorrem no 
segundo componente causando uma transição da condição (I, I) para (1, O) com 
probabilidade P2 e para (I, I) com probabilidade (1- p2). Os eventos no processo {Z12(t}, t<!J; 
f312} são choques que ocorrem em ambos os componentes e causam uma transição da 
condição (I, I) para (0, 0), (0, 1), (I, 0), (I, I) com as respectivas probabilidades: poo,pOI,pw, 
Pn. 
Assume-se também que cada choque em um componente representa uma chance 
independente para falha. Considerando as variáveis aleatórias T1 e T2, tempos até as falhas do 
primeiro e segundo componente, temos para f 1 :::f2 e f1 C t2 respectivamente: 
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e 
(13) 
Consequentemente, combinando (1.2) e (1.3) a função de sobrevivência conjunta é 
dada por (LI), onde Â1 ; f!1P1 + f!12P01 , Â2 ; f!2 P2 + f!12P10 , Ân; finPw. 
A distribuição BVE também pode ser derivada da relação de independência entre os 
tempos restantes até a falha dos componentes que não falharam até um certo tempo e o tempo 
de funcionamento dos mesmos, ver Marshall e Olkin (1967). 
b) A Distribuição EBVE 
Da mesma fonna que na BVE. na distribuição EBVE assume-se que os choques. que 
ocorrem nos dois componentes, são regidos por três processos de Poisson independentes, 
{NI(t), t:!'J; ÂI), {N2(t), t:!'J; Â2) e {Nn(t}, t:!'J; Ân), onde as variáveis aleatórias N;(t}, i~!, 2, 
medem o número de choques que ocorrem na parte específica do componente i no intervalo 
(O. t] e N12(t) mede o número de choques que ocorrem nas partes comuns dos componentes 1 
e 2 em (O. t]. Os parâmetros Ãi. i=1. 2. e íL12representam respectivamente. o número médio de 
choques que ocorrem na parte específica do componente i e nas partes comuns dos 
componentes 1 e 2, durante um intervalo de tempo unitário. 
Assume-se que a função de risco condicional aos processos de Poisson, no tempo t 
para falha do componente i, i~l, 2, é dada por: 
h1 (t)~d;N1 (t)+ sNn(t), (14) 
onde d,· refere-se ao aumento na função de risco, devido a choques na parte específica do 
componente i e si refere-se ao aumento na função de risco, devido a choques na parte comum 
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do componente i, i=1, 2. Para que a distribuição seja realmente comparável com a BVE e para 
uma simplificação dos cálculos é assumido que d1=d2=ro. Dessa forma, tem-se que a 
ocorrência de um choque fatal, na parte específica do componente i, i=1, 2 resulta na falha 
imediata do componente, enquanto que os choques não fatais, que ocorrem nas partes 
específicas, não afetam as condições fisicas dos componentes. Por outro lado, os choques não 
fatais na parte comum causam um desgaste importante nos componentes, aumentando a 
função de risco para a falha do componente i pela quantidades;. Observemos que se s1=s2=co 
então o modelo se reduz a BVE, onde os choques não fatais que ocorrem tanto nas partes 
específicas quanto nas partes comuns não são acumulativos. 
A função de sobrevivência conjunta para o modelo geral, juntamente com alguns casos 
particulares são apresentados no Apêndice A3 . Neste capítulo apresentamos a derivação da 
EBVE considerando d1 ~d2~ro. 
Representemos por .x;, i= I, 2, a variável aleatória que mede o tempo até o primeiro 
salto no processo {Ni(t), f;;{); À.t}, ou seja, o tempo até a ocorrência de um choque na parte 
específica do componente i, por Zj, i= l, 2, o tempo até a ocorrência de um choque fatal nas 
partes comuns do componente i e por 1i, i=1, 2, o tempo até a falha do componente i, onde 
T,~min(X;, Z,). 
Das considerações anteriores tem-se que x; - Exp(Ãi) e portanto a função de 
sobrevivência de x; é dada por: 
(LS) 
logo, a função de risco de x; que é definida como: 
hx (t) ~fim P( t,; X, <t+Lit I X,;, t) 
' .1Hoo Lif 
a 
--S (t) êJt x, a 
--/ouS (t) êJt b xJ 
é constante em t, ou seja, 
(16) 
A função de sobrevivência de Zi (Apêndice At) é dada por: 
Sz,(tJ~P(Z, >t)~exp( -Â12 t+J;z (l-e-'")) (1.7) 
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e a função de risco de zi é dada por: 
h
2
,(t) = .<, ( 1- e_,,,). 
Observemos que hzi é uma função crescente em ta menos que s1=co. 
9 
(1.8) 
Como X1 e Zi são independentes, a função de risco de T1 é dada pela soma das funções 
de riscos, ou seja, 
(1.9) 
Da última equação obtém-se a função de sobrevivência de Ti , uma vez que 
S,,(t)=e~-th,Ju)du J. 
dada por. 
Sr,(t) =P(T, > t)= e~-.<, t-Jc, t+ ;,' (1-e-''')} (1.10) 
A função de densidade de Ti é obtida através da relação 
pois ST. ( t) é absolutamente contínua, e resulta em 
' 
(1.11) 
Remarcamos que se s1=ro, a distribuição se reduz a uma distribuição exponencial com função 
de risco constante .-4+ Ân e assim satisfaz a propriedade de falta de memória marginal. 
A função de sobrevivência conjunta de (TI, T,) é obtida (Apêndice Az) de forma similar 
à função de sobrevivência de zi e apresenta a seguinte forma: 
erp[-( Âl + Ân )tl - Âi2 + ;,12 ( 1- e-sdtJ-t2J )+ Â~2 ( e-s~(rJ-tJ) - e-sprs:z12 )I 
SI SI S2 ) 
(l.12) 
Capítulo I- Revisão Bibliográfica lO 
densidade conjunta de (hT2) é dada por: 
fr,J,(t,,t,)= 
(1.13) 
Mudando a distribuição de X, de exponencial para Weibull obtém-se uma 
generalização da distribuição EBVE e neste caso a função de sobrevivência conjunta é dada 
por: 
ST,.T,(t,t,)= 
(1.14) 
Note que se a1~1 e a2~1 a função de sobrevivência em (1.14) se reduz a (1.12). 
A seguir apresentamos os gráficos das funções conjuntas de sobrevivência e de 
densidade, Figuras 1.1 e 1.2 respectivamente e também das funções marginais de 
sobrevivência, de densidade e de risco, Figura 1.3 da distribuição EBVE com parâmetros 
ÂJ=A.2=0,I, Â12=0,2 e s1= s2=0,S. 
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li 
Figura I. L Gráfico da função de densidade conjunta da EBVE com parâmetros it1=it2=0, l , 
il.,2=0,2 e s1= s2=0,S. 
Função de Sobrevivência Conjunta 
Figura I 2 Gráfico da função de sobrevivência conjunta da EBVE com parâmetros it1= Â2=0, I, 
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Figura 1.3 Gráficos das funções marginais de sobrevivência, de densidade e de risco dos 
tempos x;, Z, e 1i da EBVE com parâmetros Â.1=Â.2=0, l , Â.12=0,2 e s ,=s2=0,S. 
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1.1.2 Comparação entre as Distribuições BVE e EBVE 
A seguir fazemos uma comparação entre as distribuições BVE e EBVE com relação 
aos componentes que elas podem modelar (a) e às suas propriedades (b), (Ryu, 1993). 
a) Situações Físicas Modeladas pelas Distribuições 
Os modelos BVE e EBVE são apropriados para descrever a confiabilidade conjunta de 
dois componentes satisfazendo as seguintes condições: 
i) Os componentes possuem partes que apresentam o mesmo risco de falha (parte comum) e 
partes que são específicas (parte específica). 
ii) Os componentes estão sujeitos a choques não fatais e fatal. Os choques que ocorrem na 
parte comum são independentes dos choques que ocorrem na parte específica e os 
choques que ocorrem na parte específica de um componente são independentes dos 
choques que ocorrem na parte específica do outro componente. 
iii) Cada um dos componentes apresenta uma estrutura em série, ou seja, um componente 
falha quando ocorre um choque fatal em qualquer parte, comum ou específica. 
iv) Na BVE os choques não fatais que ocorrem nas partes comum e específicas não afetam 
as condições fisicas dos componentes. Por outro lado, na EBVE os choques não fatais 
podem afetar as condições fisicas dos componentes. 
iv) Na BVE a ocorrência de um choque fatal na parte comum acarreta falha nos dois 
componentes o que necessariamente não ocorre na EBVE. 
b) Propriedades das Distribuições 
i) A BVE não é uma distribuição absolutamente contínua como é a distribuição EBVE, pois 
na BVE se um choque fatal ocorre na parte comum precedendo um choque nas partes 
específicas então o tempo até a falha dos dois componentes será o mesmo. Se denotarmos 
por X, i= 1,2, a variável aleatória que representa o tempo até a ocorrência de um choque 
fatal nas partes específicas do componente i e denotarmos por Z a variável aleatória que 
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representa o tempo até a ocorrência de um choque fatal na parte comum dos componentes 
então: 
tOCO 
=f f f z,min(x1.x2;(z,x'}ixdz 
o z 
<000 
=f f fz{z)fnrin(X,.x2 / x)dxdz 
o : 
-f f Â e -).11z (Ã + }. )e-( Ã,+Àz ):r dxdz 
- 12 I '2 
o z 
00 
=f À e -À.":e- (..t,+J.])zdz 
12 
o 
"' 
= À/2 f e -().,+J..] .,.)./1 )z dz 
o 
= Ân 
À, +Â2 +2,2, 
e portanto, na BVE a probabilidade que os componentes falhem simultaneamente é dada 
por: 
ii) A distribuição EBVE é a BVE quando s1=s2=oo. 
iii) Como a BVE, a EBVE foi derivada baseada em uma situação fisica e possui propriedades 
com interpretações fisicas simples, o que difere das outras distribuições que também são 
comparáveis com a BVE como por exemplo a ACBVE e a ACBVE2 . 
iv) A BVE apresenta a propriedade de falta de memória marginal sendo as distribuições 
marginais exponenciais com parâmetros (i4+ ít12) . Por outro lado, as distribuições 
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marginais da EBVE não são exponenciais apresentando dessa forma riscos de falha 
crescentes, o que a toma mais apropriada em algumas situações práticas. 
v) A BVE apresenta a propriedade de falta de memória conjunta, ou seja, a probabilidade de 
sobrevivência de dois componentes que já tem um certo tempo de funcionamento é a 
mesma do que a de dois componentes novos, ou seja, 
para todo t1, t2, t 2:.0. Na EBVE a probabilidade que os componentes não falhem até um 
certo tempo é menor para os componentes com menor tempo de uso. Assim sendo, 
para todo t1, t2 e t21J, pois 
e como para todo t1, t2 2:.0, 
e sendo À J2, s1, s2 2:.0, tem-se que, 
e portanto, 
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vi) Na BVE a variável min(TJ, T2) tem distribuição exponencial com parâmetro (.ít1+ }._12), 
enquanto que na EBVE a função de sobrevivência do min(T1, T 2) é dada por: 
smin(T,,TzltJ = p ( min ( ~,T.?) > t) = P( TI > t, T2 > t) 
= P( min (X1 ,Z1 ) > t, min(X2 ,Z2 )> t) 
= P(X1 >t,Z1 >t,X2 >t,Z2 >t) 
=P(X1 >t)P(X2 >t)E(P(Z1 >t,Z2 >t JN1J) 
~exp(- (z, +J.,))tE[ exp( - (s, +s,}[N12 (u)du )J 
= exp [ - (.ítl + }"2 + .ítlJt + }"12 ( 1- e -(sr r$2)1 )l. 
sl + s2 J 
vii) Na BVE o min(T1, T2) é independente de T1-T2, ou seja, 
enquanto que na EBVE a igualdade acima não ocorre a não ser que .ít12=0 ou s1+s2=oo. 
Isto significa que na distribuição EBVE o tempo até a falha de um componente fornece 
informação útil sobre o tempo restante do outro componente, a menos que não ocorram 
choques nas partes comuns (.ít12=0) ou que um choque nas partes comuns seja fatal para 
pelo menos um dos componentes (s1=wou s2=coou s1=s2=w). 
viii) Na EBVE a probabilidade de que os componentes não falhem até um certo tempo é 
maior do que na BVE , pois 
Sr,.r, ( ti't2) = exp ( À~.? ( 1_ e - s lt,-t1!) + ÀJ.? ( e-s!trt2l _ e - sh-sh )l 
S T,.TzBVE (tl,t2) S S l +S2 ') 
(1.15) 
onde s = s1 se t1 > tz e s = 52 se t1::; tz. Como 
então, a razão entre as funções de sobrevivência é maior ou igual a 1. Mais ainda, 
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De fato, observando que a razão dada em (1.15) está aumentando em t1 para t1>t2 e em t2 
para t1S t2, temos que 
logo, 
Note que, nos casos onde íL1rO, ou seja, quando não ocorrem choques comuns e quando 
os choques agem de forma não acumulativa s1=s2=ro , 
ST, Iz(t/ ,t2) =1 
S T1I1 BPE( ti ,t2) 
1.2 Modelo para Tempo Acelerado 
Para estimar a confiabilidade de componentes manutàturados é necessário analisar 
uma amostra de seus tempos até as falhas. Entretanto, devido a alta confiabilidade de muitos 
componentes toma-se impraticável esperar que eles falhem naturalmente, ou seja, sob 
condições usuais de operação. Assim sendo, visando reduzir o tempo e o custo para a 
realização desses experimentos os componentes são colocados em teste sob alguns níveis de 
stress mais severos do que o usual de forma a acelerar os seus tempos até as falhas. Os stress 
de aceleração são escolhidos de acordo com as características dos componentes sendo os mais 
usuais temperatura, voltagem, cargas mecânicas, umidade e vibração e podem ser aplicados 
de várias formas incluindo stress constante, cíclico, progressivo, aleatório sendo o primeiro o 
mais utilizado, ver por exemplo, Nelson (1990). 
Através do ajuste de um modelo para tempos acelerados que inclui além da 
distribuição dos tempos até a falha urna relação entre esses tempos e os stress de aceleração, é 
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possível obter informações a respeito da confiabilidade dos componentes sob condições 
usuais de operação. 
Representemos por T a variável aleatória tempo até a falha de um componente 
submetido a condições usuais de operação e por TI v , a variável aleatória tempo até a falha, 
quando o componente é submetido à aceleração através de variáveis de stress 
~= (v~> v2. __ v P)' . Assumindo que o efeito dessa aceleração é multiplicativo sobre o tempo até 
a falha do componente, o tempo até a falha acelerada é dado por: 
(1.16) 
onde qJ( ~~~) é uma função linear em ~ , ~= (v, , v2, ... ,v P)' é um vetor de p covariáveis de 
aceleração (temperatura, voltagem, etc.), fJ = (jJ1,{32, ... , fJ P)' é um vetor dos correspondentes 
coeficientes. A função exponencial em (1.16) garante a positividade de T 1 v . 
A função do stress, dada por, exp( qJ( ~~~))é incorporada na função de sobrevivência 
do tempo em condições usuais de modo que a função de sobrevivência dos tempos acelerados 
é dada por. 
Srt(t) = P( TI~> t)= P(exp(q>( ~·~))r> tJ 
= ~ T >exp( - q>(~· ~ )}) = sr(exp( - q>(~·/1 )}} (1.17) 
Note que a função de sobrevivência de T I v é a função de sobrevivência de T avaliada no 
tempo acelerado pelo stress. 
A relação entre as funções de risco de T I v e T é dada por: 
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(1.18) 
Estendendo (1.16) para o caso bivariado temos: 
e (1.19) 
onde T1 e T2 são os tempos até as falhas dos componentes 1 e 2 respectivamente nas 
condições usuais. A relação entre as funções de sobrevivência dos tempos até as falhas em 
condições usuais e com aceleração é dada por, 
=~ex{+·~,)}; >t.expH~·~, ))r, >IJ 
=~r, >ex{-+·~' )}r, >ex{+·~' )}J 
= ST,.T,( exp( -+·~')}.ex{ -q>( ~·~> ) } , J (1 .20) 
A função do stress pode assumir várias formas. Em particular, quando se considera 
um único fator de aceleração, geralmente são utilizadas as relações de potência inversa para 
voltagens e de Arrhenius para temperaturas, ou ainda, generalizações dessas relações. 
Descrevemos a seguir, as relações de potência inversa (i) e de Arrhenius (ü) (Nelson, 
1990). 
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i) Relação de Potência Inversa 
A relação de potência inversa entre o tempo até a falha t 1 do componente e a 
voltagem v1 é dada por: 
A 
t .= -J p 
VJ 
A>O, (1.21) 
onde A e P são parâmetros que caracterizam a geometria, tamanho, fabricação, método de 
teste entre outros fatores e dependem do modo de falha, sendo que os componentes com 
mais de um modo de falha apresentam diferentes valores de A e P para cada modo. Esta 
relação se verifica, por exemplo, em isolamentos elétricos e dielétricos, lâmpadas 
incandescentes e lâmpadas para flash. Em termos de variáveis aleatórias, usando (1. I 6) 
temos a seguinte relação para cada nível de voltagem: 
(1.22) 
onde Po e P1 correspondem aos parâmetros A e P respectivamente em (1 .21). Portanto, a 
função do stress para o modelo de potência inversa é dada por: 
(1.23) 
onde lp(v1 , ~) = lnP0 + P1 (-lnv1 ). 
ü) Relação de Arrhenius 
O modelo de Arrhenius relaciona o tempo até a falha t 1 com a temperatura -r 1 da 
seguinte forma: 
t . =e,~J. 
' k-r J 
(1.24) 
onde ".i é a temperatura Kelvin absoluta, equivalente a temperatura Celsius+273°C e a 
temperatura Fahrenheit+459.7°F; k é a constante de Boltzmann, 8.6171 x 10·5 elétron-volts 
por °C; E é a energia de ativação da reação, geralmente em elétron-volts. Esta relação é 
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aplicada em testes para plásticos, lubrificantes, filamentos de lâmpadas incandescentes, 
entre outros. Para este modelo a função do stress apresenta a seguinte forma: 
(1.25) 
Vejamos um caso univariado, onde T tem distribuição exponencial com parâmetro í!., 
T ~ Exp(í!.), e a relação entre o tempo até a falha e o stress é dada pelo modelo de potência 
mversa. 
Exemplo. Suponha que a função de sobrevivência de T é dada por Sr(t) = exp( - Ât) e a 
função de sobrevivência de TI vj, }=1,2, ... , k obtida usando a relação em (1 .17) é dada por: 
Sr~v/tJ = sT(exp(- <P(vj,p))t) 
= ST (exp(-lnP0 -/31 ( -ln vj) )t) 
= Sr (e·ln.Bovj' t) 
= exp{?~p;' vj' t) 
= exp(p; vj' t) 
onde p; = í!.P;1, logo TI vj ~ Exp(jJ; vj') . Então, usando (1.18) obtemos a função de risco 
de TI vi dada por h,~v/1) = p;vj' . 
Este exemplo mostra, portanto, que a forma da distribuição de T] vj para cada nível j=l , 2, ... , k 
de stress é a mesma de T. 
1.3 Análise Clássica 
1.3 .1 Estimação dos Parâmetros usando o Método de Máxima Verossimilhança 
Consideremos Y1, Y2, ... , Yn variáveis aleatórias independentes identicamente 
distribuídas com função densidade f r, ~;~) onde ~ =( 8J, ... , Bp) é um vetor de parâmetros 
desconhecidos assumindo valores em um conjunto 0c RP_ 
Capítulo I - Revisão Bibliográfica 22 
Obtidos os valores amostrais YJ, Y2, .. . , Yn. a função fr, ~;~)pode ser considerada uma 
função dos parâmetros, denominada função de verossimilhança de 8 dado y 1, Y2, ... , Yn e 
apresenta a seguinte fonna (veja, Lawless, 1982): 
(1.26) 
No caso de variáveis aleatórias bivariadas (Yn Y21 ), .. . ,(YJn, Y 2n), independentes e 
identicamente distribuídas com função densidade conjunta fr.:.·r: (~,, ~2 ; ~) a função de 
verossimilhança é dada por: 
(1.27) 
Em análise de sobrevivência ou confiabilidade, o tempo até a falha pode ser censurado 
e neste caso, a função de verossimilhança é dada por: 
{
1, se t, é o tempo até a falha 
onde 81 = O, se t, é o tempo da censura 
(1 .28) 
A análise de dados bivariados censurados já apresenta ma1s dificuldades. 
Consideremos por exemplo, que ambos os tempos possam ser censurados. Neste caso, os 
valores amostrais pertence a uma das 4 classes descritas a seguir: 
C1: t 11 e t2, são tempos até as falhas; 
C2: t11 é um tempo até a falha e t21 é um tempo censurado (conhecemos apenas que 
C3: t2, é um tempo até a falha e tu é um tempo censurado; 
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Dessa forma, a função de verossimilhança é dada por: 
(1.29) 
Consideremos (Tn I v1; T21 l Vj), ... , (Tini vj. T2nl vj), j=l, 2 .. . , k os tempos bivariados até 
as falhas aceleradas por cargas de stress constantes, v1, mais elevadas do que a usual. 
Assumindo que os tempos em cada nível j de stress são independentes, com densidade 
fr tv ,T !v I t li' t 2i; e), onde e E e c~ ' a função de verossimilhança é dada por: 
1}1 } \ - -
(1.30) 
O princípio da estimação de máxima verossimilhança (MV) consiste em obter os 
valores de B que maximizam a função de verossimilhança ou equivalentemente os valores 
que maximizam o logaritmo natural da função de verossimilhança, uma vez que a função log 
é crescente. 
Em casos gerais, os estimadores de MV de e , e pode ser encontrado resolvendo as 
chamadas equações de verossimilhança, dadas por: 
Q(B)=O, i=l, ... ,p, (1.31) 
onde 
i=l, .. . ,p. 
A função Q(~) é chamada escore e o vetor U(~)=(U1(~), ... , Up(~)) de vetor escore. 
Em algumas situações não é possível encontrar e analiticamente sendo necessária a 
utilização de métodos numéricos. Também há casos onde o máximo não existe. 
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1.3.2 Propriedades dos Estimadores de MV 
Sejam Y1, Y2, ... , Yn variáveis aleatórias independentes, com função de densidade 
f r, ~;~), ~E e c RP. Sob as condições de regularidade, descritas em (i) e (ii) a seguir, o 
estimador de MV de (} , (} apresenta as seguintes propriedades assintóticas (veja Leite e 
Singer, 1990): 
1) e é um estimado r consistente de e . 
2) .Jn~- ~) ~ NP ~ , l(~F1 ), onde 1(~)-1 é a inversa da matriz de informação 
de Fisher definida na condição (ü) a) abaixo. 
As condições de regularidade são: 
(i) Para i,j =l, .. . , p, 0 f~;(}) e '"' a: f~;(}) existem em quase toda parte e são tais 
8e; - oe;oBJ -
que 8 f&:~)~ H,(y) e 02 f~;~i ~ G9 (y) onde JHJ y)dy<oo e àB; àB,àBJ 1 R 
(ii) Para i,j =1, ... , p, ~f~;~) e 02 f~,· ~) existem em quase toda parte e são tais 
aB, aeioB1 
que: 
a) a matriz de informação de Fisher, 
I~}= E{ ( 0°~ log J(r, ;~}J ( :~ log J(r,, ~}J }· (1.32) 
onde (~log f~1 ; B)I = ('"'8 log f~1 ;B) ... ,_q_log j~1 ;e)l é finita e positiva a~ - ) oe1 - ae p - ) 
definida. 
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Um estimador consistente da matriz de informação de Fisher é dado pela matriz de 
informação observada, Io(B ). com elementos 
(1.33) 
Portanto, usando as propriedades assintóticas dos estimadores de MV, os intervalos de 
confiança para ~ são dados por: 
(1.34) 
e os intervalos de confiança aproximados para funções dos parâmetros g( e) , obtidos usando 
o método DELTA (veja, Leite e Singer, 1990), são dados por: 
')[ ~ ~ ~ ~] ICI.Ç(~) = g(~)-za/2 .Jn ; g( )+za/2 .Jn • (1.35) 
onde 
" a a a -1 a a a var~(O J)= -g(B ),-g(O ), ... ,-g(O) 10 -g(O ),-g(O ) , ... ,-g(B) . ( ] I ( l 
- ao - ao, - ao - ao - ao - ao - A 1 - p A I 2 p "-8 
8=8 ~=-
(1.36) 
1.3.3 Diagnóstico de Normalidade Multivariada dos Estimadores de MV 
Existem vários métodos que podem ser utilizados para verificar se a distribuição dos 
estirnadores de MV de B=(BI, ~ •... , Bp) se aproxima da distribuição norma] multivariada, os 
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quais, em geral, produzem medidas que são dificeis de calcular e interpretar. Devido a isto, 
Kass e Slate (1992) propuseram algumas medidas, baseadas nas terceiras derivadas da função 
de verossimilhança, avaliadas nas estimativas de MV que são fáceis de serem obtidas. Uma 
dessas medidas é dada por: 
STD = Lbl) blmbtnd9~: dJmn• 
yklmn 
(1 .37) 
onde, by·, i, j=l, 2, ... , p, são os elementos da inversa da matriz de informação observada e 
d ifk = '"' as log L(e I y) . 
oe.ae .aeL - - • 
1 } " 8=8 
O valor de STD deve ser pequeno para que a distribuição dos estimadores seja normal. 
Para julgar o quanto pequeno deve ser esse valor, Kass e Slate (1992) acharam razoável 
considerar STD < p x(0,36)2, onde p é a dimensão do vetor de parâmetros. 
1.4 Análise Bayesiana 
A inferência Bayesiana é uma abordagem da Estatística que além de fazer uso de toda 
a informação contida nos dados, também leva em conta o grau de conhecimento do 
pesquisador, a respeito dos parâmetros antes da observação dos dados. 
Nesta seção fazemos uma revisão dos principais conceitos de inferência Bayesiana e 
dos dois métodos de simulação iterativa que são utéis para esta abordagem, o amostrador de 
Gibbs e o algoritmo de Metropolis-Hastings (M-H), juntamente com o critério de 
convergência de Gelman e Rubin. 
1. 4.1 Principais Conceitos 
Consideremos uma amostra aleatória de tamanho n, Y =(YJ, Y2, .... Yn)', com função 
de densidade f: (~;~), onde ~ =(01, ... , Bp)' é um vetor de parâmetros. 
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Seja m ( ~), i= 1, 2, ... , p, uma função de densidade a priori para Bi, que representa as 
informações sobre (h antes da coleta dos dados. Assumindo independência das densidades a 
priori, a densidade a priori conjunta para () é dada por: 
(1.38) 
A densidade a posteriori de 8, que representa o conhecimento a respeito de 8 após a 
- -
observação dos dados y =(y1, y2, ... , Yn)', é obtida da fórmula de Bayes, 
(1.39) 
J f~(~ I ~) 1r~ )d ~, p/ () contínuo, 
onde fr(Y) = 
- - L f~(~ I ~) 1r(~). p/ 8 discreto, 
(1.40) 
e a soma ou a integral em (1.40) é calculada para o intervalo admissível de () . 
Como f~ (~) é constante em relação a ~, então tem-se que, 
onde c é uma constante necessária para que a soma ou integral da densidade a posteriori em 
(1.39) seja igual a 1. 
A informação de () proveniente dos dados é contida na função de verossimilhança de 
() . Dessa forma, a densidade a posteriori conjunta é proporcional ao produto entre a 
densidade a priorí conjunta e a função de verossimilhança, ou seja, 
(1.41) 
A partir da densidade a posteríori conjunta são obtidas as densidades marginais a 
posteriori de ~' dadas por: 
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(1.42) 
onde e -1 é o vetor e sem o i-ésimo elemento. 
As inferência sobre os parâmetros são feitas através das densidades margma1s a 
posteriori. As informações nelas contidas podem ser resumidas através de medidas de 
locação, como a média e mediana, medidas de dispersão, como a variância e desvio padrão e 
também pelos intervalos Bayesianos (veja Boxe Tiao, 1973). 
Os conceitos apresentados para o caso univariado podem ser estendidos para mais de 
uma variável. Por exemplo, para o caso bivariado tem-se que 
1r( ~ I <~~ , ~J}>: 1r(~)L( ~ I ~~·~2 )). (1.43) 
onde (y1,Y2) = ((yll,y2,) , ... ,(yln•Y2J). 
Em alguns modelos as integrais em (1.42) podem não apresentar solução analítica, 
sendo necessário o uso de métodos de aproximações ou numéricos, que por sua vez, em 
alguns modelos, são de difícil implementação. Nestes casos, métodos de simulação iterativa 
podem ser usados, entre eles os algoritmos de Gibbs e de M-H. 
1.4.2 Métodos de Simulação Iterativa usados na Inferência Bayesiana 
Utilizando os métodos de simulação iterativa é possível gerar observações de uma 
distribuição marginal indiretamente, sem precisar calcular a sua densidade. 
Os métodos de simulação iterativa mais utilizados na inferência Bayesiana são, o 
amestrador de Gibbs e o algoritmo M-H. O amestrador de Gibbs foi proposto por Geman e 
Geman (1984) e o algoritmo M-H foi desenvolvido por Metropolis, Rosenbluth, Rosenbluth, 
Teller e Teller (1953) e generalizado por Hastings (1970). Posteriormente, os dois métodos 
foram discutidos com mais detalhes por Casella e George (1992), que estudaram o amestrador 
de Gibbs e por Clúb e Greenberg (1995) que descreveram o algoritmo M-H. 
O amestrador de Gibbs consiste em amostrar de urna cadeia de Markov, cujo núcleo 
de transição é dado pelas distribuições condicionais completas. O algoritmo do amestrador de 
Gibbs é apresentado a seguir (veja Gamerman, 1996): 
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i) inicializar o contador de iterações da cadeia,}= I, e arbitrar valores iniciais 
(} (O) = ((}(O) n (O) ) · 1 , ... , Up , 
i i) obter um novo valor ~ (J) = ( B1 (J) , ... , Bp (J) ) gerado das distribuições condicionais 
B1(J)_ f(BJ ilhu-t>, ... , B/-1)) 
B2(J)_ fClh wF-1>, BFJ), ... , Bpv·-~~ 
(1.44) 
n v) f( n I B v~l) n u-1)). Up ~ Up ] , ... , Up-1 , 
iii) mudar o contador j para j+ 1 até obter o tamanho de amostra desejado. 
No caso das distribuições condicionais completas serem desconhecidas, associa-se ao 
amestrador de Gibbs, o algoritmo M-H. 
·Para implementar o algoritmo M-H é necessário especificar uma densidade que gere 
os candidatos à distribuição de interesse. Uma possibilidade seria escrever as distribuições 
condicionais da seguinte forma: (veja Chib e Greenberg, 1995) 
f ( B1 I th, BJ ... , Bp) oc lf/I ( B1, {h, ... , Bp) hí ( B1) 
f ( B2l ()h B2 , ... , Bp) oc lf/2 ( B1, {h, ... , Bp) hi ( fh) 
(1.45) 
onde 1f1i Uh B2, ... , Bp) é uniformemente limitada e hi(Eh) é uma densidade que pode ser 
amestrada, denominada núcleo de transição. 
Através de hi( (};) são gerados os candidatos que serão aceitos com uma certa 
probabilidade de movimento, dada por: 
[ 
(()(candj () ) ) aJ(JUJ (J(cand))~minl{/'( . '-)I I ~ I ' I (J(j } (} ' lf/; i , . __ , (1.46) 
onde (}-i é o vetor (} sem o i-ésimo elemento. 
- -
O algoritmo de M-H (veja Gamerman, 1996) é apresentado a seguir: 
i) inicializar o contador de iterações da cadeia, j = 1, e arbitrar valores truc1a1s, 
(} (O)= ( B/0), ... , [Á(O) ); 
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ii) inicializar o contador de elementos de e, i= 1; 
iii) gerar da distribuição h(~) um candidato para 8,, dado por ~(cand); 
iv) calcular a probabilidade de movimento a;(e/ ri)' e,(t:and) ); 
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v) gerar u-U(O,l). Aceitar o candidato se u:5.a; , B;0J = ~(candJ , caso contrário 
n (J) = n 0'-1). 
u, u, ' 
vi) repetir iii), iv), v) para i=2 até p~ 
vii) mudar o contador de j para j+ 1 e retomar a i i) até obter o tamanho de amostra 
desejado. 
1.3 .3 Critério de Convergência de Gelman e Rubin 
Para que as amostras, geradas pelos métodos de simulação iterativa, possam ser 
utilizadas para inferência é necessário verificar se as mesmas estão convergindo para a 
distribuição de equilíbrio. Existem alguns procedimentos gráficos para monitorar a 
convergência, por exemplo, a similaridade da trajetória da cadeia, ao longo das iterações, é 
um forte indício de convergência. Uma outra indicação de convergência é dada pela baixa 
autocorrelação entre os elementos da cadeia. Existem também inúmeros critérios para 
diagnosticar convergência, sendo os mais utilizados, os propostos por Gelman e Rubin 
(1992), Geweke (1992), Raftery e Lewis (1992) e Heidelberger e Welcb (1983). 
Nesta seção apresentamos o método proposto por Gelman e Rubin (1992). Os autores 
sugerem utilizar várias cadeias paralelas, inicializadas em pontos distintos. O método é 
baseado na comparação das variâncias dentro e entre as cadeias para cada parâmetro. Esta 
comparação é utilizada para estimar o quanto o parâmetro de escala da distribuição de 
interesse pode ser reduzido quando a cadeia vai para o infinito. Para calcular esse fator de 
redução deve-se obter para cada variável: 
1. A variância entre as m médias das cadeias { 8;1, 8;2 • ... . B,n} , i= 1, 2, ... , m. dada por: 
n n m 
onde lf,_ = L:el) e 1J_ = l:l:OÍ]. 
1=1 j = l 
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2. A média das m variâncias dentro das cadeias, s/, cada uma delas baseada em n-1 
graus de liberdade, dada por: 
m 2 
D =L2_· 
i=J m 
3. Uma estimativa da média da distribuição de interesse, dada pela média amostrai 
dos mxn valores simulados de ~, fi. = 1J.. . 
4. Uma estimativa não viciada da variância da distribuição de interesse, dada pela 
média ponderada entre as variâncias dentro e entre as cadeias, dada por: 
da 
distribuição t de Student aproximada para ~' onde 
vâr(V )=((n-1))2 _I_vâr(s; )+((m+1))2 ( 2 l ' +2((m+1X~-1)) 
n m mn m-1 mn 
n ( ~( 2 -2 )) - ( ~ ( 2 - )~ x- cov S; ,8 i . -28 .. cov S ; ,8 i.~ · 
m 
e as variâncias e covariâncias estimadas são obtidas dos m valores de Õ;. e s{ . 
6. Finalmente, o fator de redução do parâmetro de escala é dado por: 
IR = (~~J w gl-2 (1.47) 
que converge para 1 quando n~. 
Uma vez que R está próximo de 1 para todas as variáveis de interesse, os autores 
sugerem utilizar a segunda metade das observações de cada cadeia para as inferências. 
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CAPÍTULO II 
ANÁLISE CLÁSSICA DA DISTRIBUIÇÃO EBVE 
Este capítulo é dividido em duas seções. Na seção 2.1 geramos amostras da 
distribuição EBVE, usando o método da rejeição e fazemos um estudo de simulação para 
verificar a validade das amostras geradas. Na seção 2.2 estimamos os parâmetros da 
distribuição EBVE, utilizando o método de MV, considerando amostras com dados não 
censurados e com censura do tipo I, ou seja, quando o tempo para realização do experimento é 
fixado previamente. Em ambos os casos, fazemos simulações, considerando amostras de 
vários tamanhos, visando estudar as propriedades assintóticas dos estimadores de MV. 
2.1 Geração de Dados da Distribuição EBVE 
Existem vários métodos de simulação estocástica que são usados para gerar 
quantidades de uma distribuição de interesse. Entre eles, o método da rejeição tem sido 
bastante utilizado. Este método foi descrito inicialmente por von Neumann (1951) e algumas 
modificações deste método apareceram posteriormente na literatura. 
Nesta seção geramos amostras da distribuição EBVE, usando a versão do método da 
rejeição descrita por Kennedy ( 1980). A seção é dividida em duas partes, sendo que na 
primeira mostramos como obter as amostras e na segunda apresentamos um estudo de 
simulação para verificar a qualidade das amostras geradas. 
.. 
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2.1.1 Geração de Dados da Distribuição EBVE usando o Método da Rejeição 
O método da rejeição (veja Kennedy, 1980) consiste em: 
1) gerar x de uma distribuição q(x)~ 
2) gerar u de uma U(O, 1)~ 
3) aceitar x se u.M(x) s; fix), onde M(x) é uma função integrável, conhecida como 
envelope superior, tal que, M(x) ~fix); caso contrário retomar ao passo 1 ). 
Para gerar dados da densidade da EBVE, dada por / 71•71 (t1 ,t.J em (1.13), 
consideramos x no passo 1) acima, um vetor com dois elementos (x1, x2) e q uma distribuição 
uniforme em G = [aJ,b1] x [a2, b2]. Uma vez que (X1.X2) -U(G) entãoX1 eX2 são independentes 
(James, 1981). Dessa forma, geramosx1 de U=[aJ, b1] ex2 de U=[a2, b2]. 
A probabilidade de rejeição dos candidatos é menor quando as funções Me f em 3) 
estão próximas. Entretanto, atualmente com a rapidez dos computadores este fato torna-se 
menos importante e assim sendo, escolhemos M(x1,x2) igual a uma constante, garantindo 
facilmente o envelope para f Essa constante foi escolhida baseada na análise dos gráficos da 
densidade bivariada, apresentados na Figura 2.1. Portanto, para os parâmetros considerados, 
ÂI=Ât=O,l, Â12=0,2, s1=s.r0,5 utilizamos M(xJ,x2)=0,046. Os valores a1=a2=0 e bJ=bt=35 
também foram escolhidos baseados nos gráficos da Figura 2.1. 
Como a densidade da EBVE é definida de forma diferente para t1 > t2 e t1 s; t2, 
utilizamos a variável ber -bernoulli(0,5) para classificar os pares. 
Resumindo, o programa para a geração de (T1, T2) , apresentado no Apêndice B, é feito 
do algoritmo mostrado a seguir. 
I. Gerar x1-U(O, 35) e x2-U(O, 35). 
2. Gerar ber - bemou/li(0,5) 
se ber = O usar o par (min(x1,x2), max(x1,x2)) = (c1,c2) 
se ber = 1 usar o par (max(x1,x2), min(xi ,x2)) = (c1,c2) como candidato. 
3. Gerar u -U(O, 0,046). 
Seu <f(c1,c2) aceitar o candidato, caso contrário retomar ao passo 1. 
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Figura 2 l - Gráficos da densidade EBVE com parâmetros íi.,=tt2=0, L, À12=0,2 e s1 =s2=0,5 
(interseções no plano t,=O e /;t=O) 
2.1.2 Verificação da Validade das Amostras Geradas 
Nesta seção apresentamos um estudo de simulação para verificarmos a qualidade das 
amostras geradas pelo método da rejeição, descrito anteriormente. 
Inicialmente calculamos os valores teóricos, esperança, variância e correlação da 
distribuição, considerando os parâmetros utilizados na geração, ou seja, ..1.,=tl2=0, 1, À.J;t=0,2, 
s1=s;t=0,5. Os resultados foram obtidos numericamente e se encontram na Tabela 2. L 
Para verificar a eficiência do método da rejeição, geramos 500 amostras considerando 
vários tamanhos, n=20, 30, 50, LOO, 200, 300 e 500 e para cada uma delas calculamos as 
médias de t1, t2, min(t, 12), as variâncias e a correlação entre t 1 e t 2. Na Tabela 2.2 são 
apresentadas as médias dos valores obtidos nas 500 amostras e o tempo gasto nas simulações, 
usando um processador Pentium li - 350 l\lfHz com 128MB deRAM. 
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Tabela 2. 1 - Resumo da distribuição EBVE com parâmetros Â1=í!.2=0,1, 
Â12=0,2 e s1=s2=0,5 
E(T1) Corr(T1. T2) 
4,31 4,31 2,89 12,83 12,83 0,32 
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Tabela 2.2 - Média das médias, variâncias e correlações dos tempos (t1, t2) das 500 amostras 
geradas da EBVE com parâmetros í1.1=?o2=0,l, )o12=0,2 e s1=s2=0,5 
.n médias t, médias t2 médias var t1 var t2 corr(1J.t2) tempo 
min(t1.t1) 
média (dp) média (dp) média (dJ2) média (dp) média (dp) média (dp) 
20 4,28 (0,77) 4,29 (0,80) 2,89 (0,57) 11,70 (6,43) 12,08 (7,15) 0,32 (0,26) 1 '01 
30 4,28 (0,61) 4,30 (0,65) 2,89 (0,47) 12,09 (5,43) 12,40 (5,89) 0,32 (0,21) 1 '32 
50 4,28 (0,47) 4,29 (0,51) 2,88 (0,35) 12,27 (4, 18) 12,64 ( 4,88) 0,32 (0,16) 2'33 
100 4,29 (0,34) 4,30 (0,36) 2,88 (0,24) 12,53 (3,21) 12,69 (3,47) 0,33 (0,12) 5'05 
200 4,30 (0,25) 4,31 (0,24) 2,88 (0,18) 12,75 (2,34) 12,71 (2,30) 0,32 (0,09) 10'11 
300 4,31 (0,20) 4,31 (0,20) 2,89 (0, 15) 12,73 (1,92) 12,73 (1,84) 0,32 (0,08) 15'15 
500 4,30 (0, 16) 4,30 ~0,16) 2,89 ~o, 12) 12,71 (1,482 12,73 (1,43) 0,32 (0,06) 25'22 
Observamos que as médias das médias, variâncias e correlações dos dados gerados 
estão próximas dos valores da distribuição e que os desvios padrões dessas medidas parecem 
pequenos, principalmente para n :::::100. 
Mais precisamente, considerando que a distribuição das médias amostrais se aproxima 
da distribuição normal, podemos interpretar os resultados da Tabela 2.2 como segue: por 
exemplo, para n=200, aproximadamente 68% das médias de 11, das 500 amostras geradas, 
estão dentro do intervalo (11 - s,l1 + s) = ( 4,05, 4,55), ou ainda, que 95% das médias de t1 
estão dentro do intervalo (11 - 2s,l1 + 2s) = (3,80, 4,80) onde t1 e s são respectivamente, a 
média e o desvio padrão das 500 médias de t, . 
2.2 Análise de Dados Bivariados sem Censura da Distribuição EBVE 
Nesta seção encontramos as estimativas de MV dos parâmetros da distribuição EBVE, 
usando dados sem censura e estudamos as propriedades assintóticas desses estimadores 
através de simulações, considerando amostras de vários tamanhos. 
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2.2. 1 Estimação dos Parâmetros Usando o Método de MV e suas Propriedades 
Seja ( ~ .J_; )=((Tu, T21 ), ... , (T1n, T2n)), uma amostra aleatória dos tempos até as falhas 
de n pares de componentes, com função de distribuição EBVE. 
Obtidos os valores amostrais, o logaritmo da função de verossimilhança dos 
parâmetros (íi1, À2, íi12, s1, s2) é dado por: 
L log + 
L log 
1:t11 > tJl 
(2.1) 
Os estimadores de MV, neste caso, não podem ser obtidos analiticamente e dessa 
forma, maximizamos a função (2.1) através do método numérico de quasi-Newton BFGS, 
veja Fletcher (1987),já implementado em Ox, (Doornik, 1999). 
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2.2.2.1 Exemplo de Aplicação 
Primeiramente geramos uma amostra de tamanho n=SOO, da distribuição EBVE com 
parâmetros Â-1 =/t2 =0,1, Â-12 =0,2 e s1 = s2 =0,5, usando o método da rejeição, apresentado na 
seção 2.1. 
As estimativas de MV e os intervalos de confiança aproximados, obtidos usando 
(I .34) são apresentados na Tabela 2.3, abaixo. 
Tabela 2.3 Estimativas de MV e intervalos de 
confiança aproximados dos parâmetros 
da EBVE, no exemplo de aplicação 
EMV 1C95% 
À,} 0,092 (0,067; 0,118) 
Á:? 0,099 (0,074; 0,125) 
.íl.'J2 0,201 (0,164; 0,238) 
si 0,567 (0,356; 0,778) 
s2 0,540 (0,333; 0,748) 
Calculamos as estimativas de MV das funções marginais de confiabilidade e de risco, 
avaliadas no tempo t=5, para cada uma das partes, específica e comum dos componentes. Para 
isso, substituímos respectivamente, nas expressões (1.5), (1.6), (1.7) e (1.8) as estimativas de 
MV dos parâmetros, apresentadas na Tabela 2.3, acima. As estimativas encontradas e os 
intervalos de confiança obtidos usando (1 .35) são mostrados na Tabela 2.4. 
Também obtivemos as estimativas dos percentis (tp), px 100, das distribuições 
marginais dos tempos, igualando-as a p e resolvendo, numericamente, essas equações em t . 
Na Tabela 2.5, apresentamos as estimativas dos quartis das distribuições marginais de T1 e T2. 
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Tabela 2.4 Estimativas de MV e intervalos de confiança aproximados, das 
funções marginais de confiabilidade e de risco, avaliadas no tempo 
t=S, correspondentes ao exemplo de aplicação 
tempo S(t) IC95% h{t) 
XJ 0,630 (0,551; O, 71 O) 0,092 
ZI 0,511 (0,450; 0,572) 0,189 
TJ 0,332 (0,290; 0,3 54) 0,282 
x2 0,609 (0,530;0,687) 0,099 
z2 0,518 (0,457; 0,579) 0,187 
T2 0,315 (0,283; 0,348) 0,287 
Tabela 2.5 Estimativas dos quartis das distribuições 
marginais de T1 e T2, correspondentes ao 
exemplo de aplicação 
componente i IOOxp tp 
1 25 1,738 
50 3,395 
75 5,892 
2 25 1,703 
50 3,344 
75 5,801 
IC95% 
(0,067; O, 118) 
(0,158; 0,221) 
{0,256; 0,307) 
{0,074; O, 125) 
(0, 157; 0,218) 
(0,261; 0,313) 
2.2.1.2 Simulações para Estudar as Propriedades dos Estimadores de MV 
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Nesta seção apresentamos os resultados obtidos em um estudo de simulação, feito com 
500 amostras de tamanhos n=30, 50, 100, 200, 300, 500, da distribuição EBVE com 
parâmetros 11 =12 =0, I, l 12 =0,2 e s1 =s2 =0,5, geradas pelo método da rejeição, descrito na 
seção 2.1.1. Para cada uma das amostras foram obtidas as estimativas de MV, os desvios 
padrões, os erros quadráticos médios dos estimadores, a medida sm (seção 1.3.3) e os 
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intervalos de confiança aproximados, com coeficientes nominais 90% e 95%. Neste estudo, 
foram consideradas as amostras cujas estimativas pertenceram aos intervalos: i 1 < 1, i 2 < 1, 
i 12 <2, s1 <5 e s2 <5. O total de amostras que não convergiram ou não satisfizeram as 
condições acima, para os tamanhos de amostras considerados, são apresentados na Tabela 2.6. 
O programa utilizado encontra-se no Apêndice C. 
Na Tabela 2. 7 apresentamos as médias das 500 estimativas de MV. Os valores 
encontrados estão próximos dos apresentados por Ryu (1993), Tabela 1. Ainda na Tabela 2.7, 
se encontram as médias dos desvios padrões e dos erros quadráticos médios dos estimadores e 
nas Figuras 2.2 e 2.3 mostramos os gráficos referentes a essa tabela. Observamos que os erros 
quadráticos médios de ,lJ e Â.2 estão próximos de zero, mesmo para amostras com n=30, 
enquanto que o estimadores de Â.12 parecem apresentar vícios e variabilidade pequenos para 
amostras maiores do que 100 e os de s1 e s2 para amostras com n>300. 
Na Tabela 2.8 se encontram as coberturas dos intervalos com 90% e 95% de 
confiança, as quais não parecem próximas das coberturas nominais, ainda para n=500. 
Na Tabela 2. 9 apresentamos algumas razões entre os erros quadráticos médios e 
verificamos que a eficiência dos estimadores aumenta consideravelmente, com o aumento do 
tamanho das amostras. 
As médias e os desvios padrões das medidas STD, apresentadas na Tabela 2.1 O, estão 
diminuindo a medida que o tamanho das amostras aumenta, como era esperado. Entretanto, 
mesmo para amostras de tamanho 500, a média de STD > 0,648, indica que a distribuição dos 
estimadores de MV parece não se aproximar da normal multivariada (veja seção 1.3.3). 
Estudamos. também as distribuições univariadas dos estimadores. Nas Figuras 2.4 e 2.5 estão 
os histogramas e na Figura 2.6, os gráficos normais probabilísticos das estimativas de MV. A 
Tabela 2.11 contém os resultados do teste de Ryan Joiner, que é similar ao teste de Shapiro 
Wilk (veja Lawless, 1982), para verificar a normalidade univariada. Mesmo considerando 
amostras de tamanho 500, o p-value para s1 e s2, foi menor do que 0,01 e portanto, ainda para 
um nível de significância a=O,Ol a hipótese de normalidade é rejeitada (a é um valor fixado 
previamente que indica a probabilidade de rejeitar a hipótese de normalidade quando a 
distribuição é de fato normal). 
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Tabela 2.6- Descrição das amostras simuladas com dados sem censura 
_condições · támanho das amostras 
30 ·. 50 100 200 300 500 
2J>l o o o o o o 
2.Yl o o o o o o 
212>2 8 3 o o o o 
s1>S 23 9 1 o o o 
s2>S 24 11 2 o o o 
2), 22> 1 ou Âi2>2 ou 51 22 3 o o o 
s1, s2>S 
não convergiram 318 107 23 o o 
covariância ne~ativa o o o o o o 
i 
Número de amostras 
Tabela 2.7 Médias das 500 estimativas de MV, dos desvios padrões (dp) e dos erros 
quadráticos médios ( eqm) dos estimadores dos parâmetros da distribuição EBVE 
com 21 =.Â..2=0.1, 212=0.2, s1=s2=0.S, considerando dados sem censura. 
tairimilio das·-amõstiràs 
-mooia·(élp) 
··10 :so 160 200 300 5óO 
" 0,095 (0,046) 0,097 (0,041) 0,095 (0,033) 0,098 (0,024) 0,097 (0,019) 0,099 (0,014) Â, 
~ 0,092 (0,049) 0,090 (0,041) 0,096 (q,033) 0,098 (0,023) 0,099 (0,019) 0,099 (0,014) 
.Â..2 
~ 0,268 (O,l91) 0,244 {0, 1 08) 0,225 (0,063) 0,211 (0,038) 0,208 (0,030) 0,206 (0,022) Â,z 
SI 0,762 (0,767) 0,629 (0,584) 0,583 (0,385) 0,537 (0,215) 0,530 (0,161) 0,510 (0,116) 
s2 0,794 (0,814) 0,683 (0,606) 0,580 (0,3.98) 0,530 (0,214) 0,519 (0,166) 0,508 (0,113) 
dp Â.t 0,0~6 (0,018) ·o 04'4{0013) .·o ·032(0 oos) 
- ' ~- , ' ' ' 0,022.(0,004) <1,018 (0,003) 0,014 (0,001) 
~ ·- .. • 
dpÂ,z 0,05.8 ,(0,628) 0,046(0;017) -~0.0]:2 {0,007) 0,022 (0,004) · 0,018' {0,002) 0,014 (0700]) 
dp Àn : 0,255 ·(1:.23) OJOl f0,238) . 0,056 (0,036): 0,035 {0,00.8) .0,028·(0.,005) 0,021 (0;00?) 
dp S.t 0,667 (0;~15) o 46'5 (0592) . ·o-s:o3 co 286) , ' ' ., ' . '0,188 (0,090) . 0.1-49 (0,054) ··. 0,110 (0,029) 
dp s2 0,720 (1,10) :0,5.00{0,591) 0,~_ 1-6 (0;532) . O, 1 ~5 {0;09.9) 0, 146 (0,056} 0,109 (0,027) 
eqtnÂt 0,.006·(0;004) -·0,004:~d;003) ,o;ooi (O,:Ooz) 0~001 {0,-001) 0~001 (0~001) 4x i04 (3x l 04 ) 
eqmÂ2 0,007 (0,009) 0,004 (0,004) 0,002·{0;002) 0,001 (0,001) 0,001 -(0,001) 4xl04 (3x10'-4) 
eqm Â-12 1,62 (23;96) ·o,u&J (1,06) 0,009 (0,027) 0,003 (0,003) 0,002 (0,002) 0,001 (0~001) 
eqms1 1,77 (5,22) 0,924 (3, 74) 0,329 (1.23) 0;091 (0, 165) 0,052 (0,074) 0,026 (0,.031) 
eqms2 2,47 (13~'87) 1,00 (3,42) 0,548 (5,68) 0,091 (0,213) 0,052 .(0,082) O,Q25 (0,029) 
tempo '2:01 '25" l:29'51 » 2:'26'09" 4:'27'52" '6~33"17" 15:21"03'? 
simul . 
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Tabela 2.8 Cobertura dos intervalos de confiança aproximados, com 
coeficientes 90% e 95%, usando dados sem censura 
n Ã., i!..] í!../2 S1 
30 93 03 , 91,8 95,2 85,6 
96 8b , 95,0 96,4 88,4 
50 89,4 88,8 92,8 83,0 
95,0 94,4 96,6 85,8 
100 86,8 88,4 90,0 85,8 
93,0 93,8 95,2 89,0 
200 89,4 87,4 89,6 86,4 
94,4 92,4 95,4 92,0 
300 88,2 87,2 89,6 87,8 
93,0 91 ,6 94,4 92,6 
500 88,4 90,6 88,8 88,6 
94,2 95,0 95,6 92,0 
a.b Coeficientes de confiança 90% e 95o/o, respectivamente 
Tabela 2.9 Razões entre os erros quadráticos médios 
das estimativas de MV 
SJ 
86,4 
89,6 
88,6 
91,2 
87,2 
91,0 
86,6 
90,0 
86,6 
91,8 
89,4 
93,4 
eqm ( n =30) eqm ( n =30) eqm (n=30) 
eqm ( n =50) eqm (n -100) eqm ( n=500) 
1,44 
1,58 
20,04 
1,91 
2,47 
2,46 
3,03 
180,6 
5,37 
4,50 
14,12 
17,00 
1655,0 
66,74 
96,87 
Tabela 2.10 Diagnóstico de normalidade multivariada 
dos estimadores de MV, considerando 
dados sem censura 
n STD 
média (dp) 
30 3345,5 (49642,0) 
50 167,78 (2964,8) 
100 13,1 (71,6) 
200 3,32 (2,09) 
300 2,06 (1 ,17) 
500 1,12 (0,28) 
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Tabela 2.11 Resultados do teste de Ryan-Joiner para verificar normalidade univariada 
fF30 n=50 n=500 
R e.-vahu! R E.-"'·alue R e.-value 
i!., 0,992 <0,01 0,996 0,032 0,999 0,048 
~ 0,969 <0,01 0,992 <0,01 0,999 0,047 À.2 
~ 0,780 <0,01 0,882 <0,01 0,994 0,021 Â,2 
SI 0,86l <0,01 0,829 <0,01 0,984 <0,01 
s 2 0,840 <0,01 0,845 <0,0 1 0,983 <0,01 
0.9 
> 2,4 
o.a o ~ 2.2 
• -8 2.0 ~ 0,7 .. o .. 1,8 .. ~ ... ~ 0,6 o ~ 1,6 • ~ o o 1,4 ~ 0,5 o ~ 1,2 
~ 0.4 ~ 1,0 ~ 
" 
:o 0,8 ~ 0,3 o 
" • • 
lorntxla1 w 0,6 • lambcla1 • " 
o ~ 0,2 • • • • a 0,4 • '8mbda2 . lalrCOa2 c .. 0,2 0,1 
• • 
,. 
• • 
lclmbda 12 -e • lamtxle12 
. sl ! 0,0 • I • i 9 Q s1 . 0,0 
200 300 500 o s'2 .C.2 o s2 30 50 100 30 50 100 200 300 500 
n 
Figura 2.2 - Gráficos das médias das estimativas de MV e dos erros quadráticos médios dos 
estimadores dos parâmetros da EBVE com .il..,=il..2=0,1, Ã-,2 =0,2, s1= s2=0,5, 
considerando dados sem censura. 
100 98 
tt f 96 
"' • 
• • 
• • • • • • • ~ 9ol $.94 • o 
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92 
º92 • 
" SI • "' • "' o g 90 • i a o 3 • • e 8! 1 ~90 o o e Q • • 
" o ~ 
., 
8 S6 J. • lanilda1 g88 • lambcla1 
" 
" 
lanilda2 • larrbda2 
• • lombda12 
86 
• . lam0óa12 n 
... S1 • si 10 o s2 84 o S2 lO ~o 100 200 100 soo 10 60 100 200 300 600 
n 
Figura 2 3 - Gráficos das cobertura dos intervalos de confiança aproximados, com 
coeficientes 90% e 95%, usando dados sem censura. 
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Figura 2.4 Histogramas das estimativas de MV (n=30, 50 e l 00). 
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Figura 2.6 Gráficos normais probabilísticos das estimativas de MV (n=30, 50, 500). 
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2.3 Análise de Dados Bivariados Censurados 
Nesta seção obtemos as estimativas de máxima verossimilhança dos parâmetros da 
EBVE considerando dados censurados e fazemos um estudo de simulação fixando alguns 
tempos de censuras. 
2.3.1 Estimação dos Parâmetros usando o Método de MV: simulações 
Para obter dados da distribuição EBVE considerando censura do tipo I, geramos 
amostras completas, utilizando o método da rejeição, apresentado na seção 2.1.1 e igualamos 
a r , fixado previamente, todos os tempos excedendo esse valor. F oram usados os seguintes 
valores para os parâmetros, Â1= Âz=O, 1, }c1.F0,2 e s1=s.r=0,5. 
O estudo de simulação foi feito com 500 amostras de tamanhos 30, 50, 100 e 500, 
utilizando r =7, 8, 10 e 12, correspondendo as probabilidades de censura 0,29, 0,22, 0,13 e 
0,07, respectivamente. 
As estimativas de MV dos parâmetros da EBVE foram obtidas numericamente, 
maximizando o log da verossimilhança em (1.29), onde f e S são dadas, respectivamente em 
(1.13), (1.12) e 
-àsr1 t )=exp(-Ât - (J. +Â )t +ÂI2(I-e-sJ(crcJJ)+ Â/2 (e-s2(crc1 ) _e-sh-s1c2 )~ ?.t \! li' 2i J 1 "2 12 2 + ~n ~ ~ ~ 
As amostras cujas estimativas não convergiram ou não pertenceram aos intervalos : 
21 < l, 22 < 1, 212 <2, s 1 <5 e s 2 <5 foram descartadas. O total de amostras nessas condições, 
para os tamanhos de amostras e tempos de censuras considerados são apresentados na Tabela 
2.11. O programa computacional implementado está incluído no Apêndice D. O tempo gasto 
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nas simulações utilizando um processador Pentium ll-350MHz com 128 MB deRAM são 
apresentados na Tabela 2.12. As médias das estimativas de MV obtidas são apresentadas na 
Figura 2. 7. Na Tabela 2.12 também estão as médias dos desvios padrões e dos erros 
quadráticos médios dos estimadores. 
Com os resultados obtidos, observamos que: para n fixo, diminuindo as censuras as 
médias das estimativas vão convergindo para os valores dos parâmetros, mas muito 
lentamente; para t fixo aumentando o tamanho das amostras as estimativas dos parâmetros 
não melhoram, uma vez que o número de amostras censuras também aumenta. As estimativas 
de MV para dados com censuras parecem apresentar grandes vícios . 
As cobertura dos intervalos de confiança assintóticos (Tabela 2.14) não estão 
próximas da cobertura nominal, uma vez que as variâncias dos estimadores parecem 
convergir para zero mais rapidamente do que os seus vícios. 
Tabela 2.12 - Descrição das amostras simuladas considerando dados censurados 
..tj~Â.2>r C9V oU não 
n 
tempo 
..:t/>1 ;ty.l À.Ji>2 s1>5 srS ..:l.r~>2 conver- negàtiva 
censura ou giram. 
SJ,.S~>'S. 
30 7 o o 90 26 27 129 842 o 
8 o o 56 31 29 104 579 o 
10 o o 26 22 21 63 443 o 
12 O. o 11 21 21 s<t 416 2 
50 7 o o. 52 7 6 64 328 2 
8 o O. 21 4 7 30 200 1 
10 o o· 7 7 7 20 137 o 
12. O, o. 5 5 7 17 135. o 
100 7 o o 35 2 2 37 78 o 
8 o o 9 I 2 11 40 o 
10 o o 2 o o 2 28 o 
12 o o 1 o 1 2 28 1 
500 7 o o 2 o o 2 o o 
8 o o o o o o o o 
10 o o· o o o o o o 
12 o o~ o o o o o o. 
Número de amostras 
Capítulo TI - Análise Clássica da Distribuição EBVE 49 
Tabela 2.13- Médias das 500 estimativas de MV, dos desvios padrões e dos erros quadráticos 
médios dos estimadores dos parâmetros da distribuição EBVE com Â.1= Â.2=0,l, 
Â-12=0,2, s1=s2=0,S, considerando dados censurados 
n t Â, dp Àr :. ~ dp Â.:z ~ Â./2 dp Âl2 :'• "' â.p s1 ·s dp Sz tempo é' S 1 2 
30 7 0,070 
.<o;o5sr .. o, o? (0,056) 0,532 (0,539) 0,686 (0,585) ·0,672 (0,544) 2:45'58" 
(0,041) ' .· (0~043) .. (0~353) (0,.805) (0,833) 
8 0,075 (0;{).5'8) 0~075 :(0;057) 0,499 (0,569) 0,604 (0,514) 0;515 (0,477) 1:37'55" 
!· (0,645) (0,336) (0;666) (0,042) (0,743) 
.•;.. 
lO 0;084 (0;058) ·Or085 (0,058) 0,3'15 (0,383) 0,633 (0,558) 0,622 (0,5.)0) 1 :12'25" 
·(0~04?) J<l,046) (0,23'9) '(0,694) (0;690) 
12 0;088 '(0~58) o;os7 {0,057) 0,312 {0~18) 0,691 ;(0,~_9'0) 0;692 ;(0,635) 1;28151" · 
(0:,~} (0,04V) .:(0. . 193) (Q,7J)3) {Q~721) 
50 7 0,.067 . ({),~5)_..; 0;>0~3 (0;044) 0,59~ .((};497) 0;463 (0;313) 0,451 (0,327) 2:37'45 
(Q,035) . .. (Ü,OJ5) (0~350)- (0,593) (0,573) 
8 0,073 ·<0:;645) 0,070 (0,044) 0,492 (0,352) 0,441 ((},;311) 0,445 (0,312) 1:34'47" 
(0;036) (0;036) (0,277) (0,534) (0,496) 
10 0,084 (0,046) 0,080 (0,046) 0,365 (0,219) 0,488 (0,355) 0,511 (0,367) 1;03'00" 
(0;040) {Ot039) (0,183) (0,521) (0,520) 
12 0~091 (0,046) o;oss (0,047) 0~296 (0,147) 0,558 (0,410) 0,582 (.0,432) 59'23'" 
(Q~4:1) '(9~~0) {0,::~2§.) !9~p0) {0,5,~-?) •. •- ,. __ , 
100 7 0,062 . (0),031), .. ~~()63 . _ (QJ03I) - o~626 , .. (0;390) '. 0,314' (0',166) .·. ··(),293 . (0, 153) 2:31'05" 
,, (O,Jllj · . . .. ((},391) . (0,02'$)'-/ · '',· . (0,028)> (0~256) 
8 0-;070 (o;oa2) o,on (O;G32) ,0,4'90 (0~259) '0,.344 {0,184) 0,328 (0,171) 1:36'19" 
. (0~03'1) (0;0~1) (0.222} (0,356) (0;289) 
lO 0,082 (0,03~) 0,083 (0,933) 0,341 (0,149) 0,424 {O;Z22) ·0,409 (0,213) 1 :20'·11 ,,. 
(0;033) {O,Q32) (0,120) (0,395) (0,327) 
12 0,088 (0,034) 0,089 (O, O~?) ,(),278 (0,079) 0,494 (0,267) 0,490 (0,259) 1: 16'34" 
' (~Q34) (0)0.3'3) ,(0;089) (0,40~) (0,407) 
500 7 0,063 (0,014) Q,06J (0,014) ·0,581 (O,U9} 0;227 (0,054} 0,228 (0,054) 5:26'50" 
(O;Q14)- (0;013) . (0,164) .(0,.075) (0,015) 
8 0,071 {0;0:14) 0,071 (0,014) 0;437 (0,065) 0,269 (0,058) ·0,270 (0,058) 5:13'44" 
(O,Qi4) (0,014) (0,076) (0;074) (0,~75) 
lO 0,084 (0,015) 0,084 {O;Ol'5) 0,310 (0~0~8) 0,3:48 ({};(}76) 0,346 (<(075) 4:53 '00" 
(O,Ol5) (0.015) ·(0,:036) (0,0-92) (~.().88) 
12 '0,091 ·{0,0~5) 0~;()91 (0,0~?) ·0.255 (0;'62'9) ·0,414 (0,09j) 0,41'2 (0,:®2) 4:44~14", :. 
{0;0'1'5! .(O,Of5) ;(0,Q27) ;(O,,lQ6) ;{-0,,1~) 
a, Média das estimativas dos desvios padrões dos estimadores 
b Desvio padrão das estimativas 
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Tabela 2.14 Cobertura dos intervalos de confiança aproximados, 
com coe fi c i entes 90% e 95%, usando dados 
censurados 
n tempo íl., í/.2 Â.n SJ S:; 
censura 
30 7 8623 86,2 97,2 75,0 75,4 
92'ob 92,6 99,8 82,0 80,0 , 
8 88,8 88,8 98,2 69,8 71,0 
93,8 92,2 99,8 75,0 77,6 
10 90,8 91 ,8 99,4 75,8 76,2 
94,6 95_,0 99,6 79,8 81,2 
12 92,2 90,8 99,0 80~0 81 ,0 
95,8 94,2 99,2 82;2 85,6 
50 7 78,8 76,6 86,0 58,8 59,2 
86,6 83,6 97,4 65,6 65,8 
8 86,4 82,4 90,6 59,6 60,4 
91 ,2 89,0 98,6 63,8 67,8 
10 89,0 85,8 91 ,8 64,8 69,8 
92,6 91 ,8 99,2 70,4 74,4 
12 88,8 88,6 94,6 74,4 79,4 
93,§ 93,6. 99,0 79,4 83,2 
100 7 63,0 65,6 46,0 38,6 38,2 
72,4 73,0 68,0 44,2 44,8 
8 71,6 72,0 49,2 43,2 44,0 
80,4 80,8 73,8 50,4 50,4 
10 82,0 83,4 67,6 59,2 59,8 
88,0 90,4 88,2 67,2 64,8 
12 85,6 86,6 83,2 73,2 72,2 
92~4 92,8 93 6 
' ' 
78,:t§: 78,6 
500 7 16,6 15,6 1,40 2,80 3,40 
25,4 24,0 2,00 4,60 4,80 
8 37,0 35,2 0,00 8,.00 7,40 
48,6 45,8. 0,40 10,4 11 ,4 
10 68,6 70,0 2,20 34,8 37,0 
76,8 78,6 6,60 43,4 43,2 
12 81,4 83,4 38,2 65,4 62,8 
89L.8- 91 z2 5526 73~6 70 8 
a.b Intervalos de 90% e 95% de confiança respectivamente. 
2 
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Figura 2.7- Gráficos das médias das estimativas de MV dos parâmetros da EBVE para dados 
censurados 
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CAPÍTULO III 
ANÁLISE BA YESIANA DA DISTRIBUIÇÃO EBVE 
Neste capítulo encontramos as densidades marginais a posteriori dos parâmetros da 
EBVE assumindo densidades a priori informativas e usando os algoritmos de Gibbs com 
Metropolis Hastings (M-H). Apresentamos um exemplo de aplicação e fazemos simulações 
para estudar o modelo sob a abordagem Bayes-empírica. 
3.1 Análise Bayesiana utilizando os métodos de Gibbs e Metropolis 
Hastings 
Consideremos uma amostra aleatória, (~·1} )= (Tu,TlJ), ... ,(TJn,Tl n), dos tempos até 
as falhas de n pares de componentes, com função de densidade EBVE, dada em (1 .13). 
Assumimos densidades marginais a priori gama r(a1,b1 ) , i=l , 2, ... , 5, independentes 
para os parâmetros, uma vez que essa distribuição é definida para valores positivos sendo 
bastante flexível através das escolhas de a, e bt. Dessa forma, a densidade a priori conjunta é 
dada por: 
7í(Ã.,, Â2, Â.12, s ,, s2) = 1l"J (.í!.1) 1í2 (.í!.2) 1!3 (.1.12) 1í4 (s1) 1i5 (s2) 
oc.J./r1~bz-1 ~2br1 s/•-1 s/s-1 exp(- (a / "J + a2}"2 +a3Â.J2 + a4sl + assJ) 
Os parâmetros das densidades a priori devem ser escolhidos de acordo com a 
experiência do pesquisador. Neste trabalho, os valores de (a1. bt), i=l , 2, ... , 5, foram obtidos 
usando informações contidas nos dados. Assim sendo, estudamos os parâmetros da 
distribuição EBVE sob a abordagem Bayes-empírica. 
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A densidade a posteriori conjunta de (?.1, Â2, ít12, s1,s2) é dada por: 
n-( (;..I .?~2, Â.I2•si>sJ I (t! ,tl )) ex: 7r{;..I , Â2,)~I2•si,s2)L( (íti,Â.2,)~I2•si ,s2) I (t! ,t_:)) (3. 1) 
onde L( (21 ,Â.2 , Â.12 ,s1 ,s2) I (t! ,t! )) é a função de verossimilhança. 
Para obter as densidades marginais a posteriori dos parâmetros, utilizamos o 
amostrador de Gibbs associado com o algoritmo M-H, apresentados na seção 1.4.2. As 
densidades condicionais usadas são dadas por: 
7r(Â.1 I Â.2, Â.12 ,S1,s2,(t! ,t! )) ex: ít/r'exp(-a121)L( (21,Â2, Â12 ,S1,S2)i (t~, l_: )) 
7r(22 i Â1,Â12 ,S1,s2,(t! ,t! )) ex: ?./r1exp(- a2?.2 )L( (2,,Â2 ,Â12 ,s1 ,s2 )1 (t! ,t! )) 
7r(Ã12 i Â1 ,Â2 ,S1 ,S2 ,(t~ ,t_: )) ex: Â 12br'exp(-a1Â12 )L( (Ã.1,Â2,Â12 ,S1,s2 )1 (t~, t_: )) 
1{ s, I Â1 ,Â.2 ,Â12 ,S2 , (t~ ,t! )) ex: s/.-1 exp(-a4sJL( (Ã1 ,Â2 ,?·12,S1,S2) I (t! ,t!)) 
7r(s2 1 ÂuÂ2,Â.12 ,S1,(t!,t! )) ex: s / 5-1exp(-a5s2)L((Â1,Â2,Â12 ,S1,s2)1 (t~,t_: )) (3 .2) 
onde L((.t11 ,Â.2 ,Â.12 ,s1,s2) (t! ,t! )) é a função de verossimilhança. 
3 .1.1 Exemplo de Aplicação 
Nesta seção encontramos as densidades marginais a posteriori dos parâmetros da 
EBVE, usando uma amostra de tamanho n=50, gerada pelo método da rejeição, apresentado 
na seção 2.1.1. 
Utilizamos o seguinte critério na escolha dos parâmetros das densidades a priori: 
igualamos a estimativa de MV à média da distribuição gama, dada por ~ e a estimativa da 
bi 
variância do estimador de MV à variância da gama, dada por a~ e resolvemos o sistema 
b, 
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formado por essas duas equações. Os valores de (a,, b,,) obtidos e os gráficos das densidades 
marginais a priori estão apresentados na Tabela 3.1 e Figura 3 1. 
As densidades marginais a posteriori foram obtidas gerando observações das 
distribuições condicionais completas, dadas em (3.2), através do algoritmo M-H, com núcleo 
de transição dado pelas densidades marginais a priori. Para cada variável (parâmetro), foram 
geradas 5 cadeias com 6000 iterações inicializadas em pontos arbitrários e desprezadas as 
1000 primeiras iterações (bum-in). Das iterações restantes, foram selecionadas uma a cada 
dez, totalizando 500 iterações para cada cadeia. 
Os gráficos das trajetórias e das autocorrelações dentro das cadeias são apresentados 
nas Figuras 3.2 e 3.3, respectivamente, e ambos deram indicações de convergência, uma vez 
que as cadeias apresentaram repetidamente o mesmo comportamento e que a autocorrelação 
dentro das cadeias parece ser pequena. Aplicamos o critério de Gelman e Rubin, apresentado 
na seção (1.4.3) e os resultados obtidos, Tabela 3.2, foram bastante próximos de 1. Assim 
sendo, selecionamos a segunda metade das iterações de cada cadeia para constituir as 
amostras das densidades marginais a posteriori . Foram feitos os histogramas dessas amostras 
e para cada uma delas, ajustamos uma distribuição gama, Figura 3.4. Um resumo das 
densidades marginais a posteriori são apresentados na Tabela 3.3 . 
Tabela 3.1 - Parâmetros das densidades a 
priori usados no exemplo de 
aplicação 
i Ot b, 
1 8,45 73,7 
2 3,59 48,5 
3 11,5 55,5 
4 4,20 13,2 
5 2,40 4,07 
Tabela 3.2- Índices de convergência obtidos pelo critério de Gelman e Rubin 
1,000 0,999 1,000 1,001 1,001 
12· 
lO! 
I 
e! 
6; 
4[ 
2 ~ 
o 
l! 
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5 
3 
2 
l 
o 
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Figura 3. 1 - Gráficos das densidades marginais a priori dos parâmetros assumidas no exemplo 
de aplicação 
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Figura 3.2- Gráficos das trajetórias das cadeias, correspondentes ao exemplo de aplicação 
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Figura 3 3 -Gráficos das correlações dentro das cadeias, no exemplo de aplicação 
58 
05 
os 
Capítulo UI - Análise Bayesia.na da Distribuição EBVE 
2~ ~--------------------------~ 
200 
180 
160 
140 
120 
100 
80 
60 
180~-----------------------------. 
1!111 
o oe o tO 0.1• o.1a o.22 o.28 o.30 o.34 o.36 
o 08 o 12 0.18 0.20 0.24 o 28 0.32 0.36 0.40 Go ... (2812,135.2) 
lombdal2 
240 
220 
200 ?. 
180 I~ 
180 ·-~ 140 ~ 120 1%~~~ '!; 100 I~ • ~ 2 
. ~~~~~· 80 ~~~~~::;ê\ !111 ~%z~w~ 
•o ~%~~~;;'~ 
1 zZzz~z~~~Í 20 ~~%~~ ~ .. ~ 
o !~~~~;;;~~ • ~~ ··-· 
~ 
200 
180 ~·~ I ~~% 160 ' 
140 1 ~~~ %~?.!:! ~ 120 , ~~~~~~ .. 100 1 " l! ~~~~ ~~ EU) , 
"i? Vê. ~ f ~v:.~~~~% 60· C:::t1~%;1~ :A \ 
.<0 · Çl.t'~l ~V-:~::17. ,.;'~V-?2~~~%?.~ 
20 · ~~~~~%~;-:;::;z, 
o 
~~%~ -~~::;%:(':!~~-
000 002 0 0. 0.00 0.08 0.10 0.12 0.14 O. tfi O 18 0 20 0 22 OZA 0.28 
faJri>cll2 
120 ..------------------------------, 
110 
,, 
0.0 0.2 0.4 0.8 O B I O I 2 I 4 1.6 1.6 2.0 2.2 2.4 U 2B 
Goma(4.85.7 921 0.1 0.3 0.5 0,7 0.9 I I 1.3 I 5 1.7 1,9 2.1 2.3 2.5 27 20 
•2 
59 
o. .. ,? 71,100) 
- Goi!Q(8 18 28 Sl) 
Figura 3 4 - Gráficos das densidades marg~.na1s a posterion dos parâmetros obtidas no 
exemplo de aplicação 
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Tabela 3.3 - Resumo das densidades marginais a posteriori correspondentes ao exemplo de 
aplicação 
2; Â-2 Â-j] s, 5] 
média 0,12 0,08 0,21 0,32 0,61 
mediana 0,11 0,07 0,21 0,31 0,56 
mínimo 0,041 0,01 0,09 0,10 0,08 
máximo 0,23 0,24 0,38 0,83 2,6 
variància 0,00069 0,00073 0,0015 0,012 0,085 
d. padrão 0,026 0,027 0,039 0,107 0,292 
IC 90% (0,076;0,16) (0,037;0,13) (0, 15;0,28) (0, 17;0,52) (0,25;1, 17) 
IC 95% (0,069;0,17) (0,031~0,13) (0, 14;0,29) (0, 15;0,56) (0,20; 1,34) 
3 .1.2 Estudo dos Parâmetros da Distribuição EBVE sob a Abordagem Bayes-
Empírica 
Nesta seção apresentamos dois estudos de simulação dos parâmetros da distribuição 
EBVE, feitos com 500 amostras de tamanho 50. As amostras foram geradas pelo método da 
rejeição (2. L 1) e para cada uma delas encontramos as densidades marginais a posteriori, 
assumindo densidades a priori r(aif, bif ) , i=l, 2, .. . , 5, para os parâmetros, onde aif e bif foram 
obtidos das informações contidas nos dados. 
No primeiro estudo (Estudo de Simulação 3.1) os aif e bu , i= l, 2, .. , 5 foram 
escolhidos a partir das relações: 
(3 .3) 
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onde X,}, }.,2) , }.,12) I SI}• s2;' são as estimativas de MV e vâr(2J , vâr(2:,J, vâr{212_,), 
vâr(s1J, vâr(s2J são as estimativas das variâncias dos estimadores de MV da amostra). 
Para obter as densidades marginais a posteriori utilizamos o método de simulação 
iterativa de Gibbs (1.4.2) e para amostrar das distribuições condicionais completas 
desconhecidas (3 .2), usamos o algoritmo M-H, com núcleo de transição dado pelas 
densidades a priori. Para cada parâmetro (variável) foram geradas 5 cadeias com 6000 
iterações, inicializadas em pontos arbitrários e desprezadas as 1000 primeiras iterações ( bum-
in). Das iterações restantes, foram selecionadas uma a cada dez, totalizando 500 iterações para 
cada cadeia. Para verificação da convergência utilizamos o critério de Gelman e Rubin e 
foram incluídas no estudo somente as amostras com 0,995::;; JR s; 1,005 para todos os 
parâmetros, onde .JR é dada em (I .47). Das amostras selecionadas tomamos as últimas 240 
iterações de cada cadeia, totalizando 1200 iterações, para constituir as amostras das 
densidades marginais a posteriori. 
Para cada uma das 500 amostras que convergiram obtivemos: 
1. As estimativas de MV pelo método numérico BFGS e os intervalos aproximados com 
90% e 95% de confiança. 
2. Um resumo das densidades marginais a posteriori incluindo média, mediana, desvio 
padrão e intervalos Bayesianos. 
3. Os erros quadráticos médios das estimativas de MV e das médias e medianas das 
densidades a posteriori. 
Na Tabela 3.4 são apresentadas as médias e os desvios padrões dos resultados obtidos, 
referente aos itens 1, 2 e 3 acima, e na Tabela 3. 5 estão as coberturas dos intervalos de 
confiança e Bayesianos. O tempo gasto nas simulações foi 296 horas e 47', utilizando um 
processador Pentium li - 350 MHz com 128 MB de RAM. O programa computacional 
implementado em Ox (Doornik, 1999) encontra-se no Apêndice E. 
Com os resultados mostrados na Tabela 3.4 observamos que as médias e medianas das 
densidades a posteriori de 2~, J~2 e 212 parecem estar bem próximas dos valores dos 
parâmetros, enquanto que as de s1 e s2 não estão tão próximas e apresentam uma maior 
variabilidade. Ainda observamos que os erros quadráticos médios das estimativas de À.1, íb e 
Ã.12 estão próximos de zero, enquanto que as estimativas de s1 e s2 parecem ser menos 
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eficientes. De acordo com a Tabela 3.5, a porcentagem de intervalos de confiança que contém 
o verdadeiro valor do parâmetro é maior do que a dos intervalos Bayesianos. 
Tabela 3.4 - Resumo das estimativas dos parâmetros da EBVE obtidas no Estudo de 
Simulação 3.1 
médiaxlO (dpxlO) 
estimativas 
dp 
eqm 
0,91 a (0,39) 
0,92b(0,41) 
0,90c (0,42) 
0,42a (0, 1 O) 
0,27b,c(0,06) 
0,04a(0,02) 
0~03b(0,02) 
0,03c(0,03) 
a Estimativas de MV 
0~91(0,38) 
0,91 (0,40) 
0,89 (0,42) 
0,43 (0, 11) 
0,28 (0,06) 
0,.04 (0,02) 
0,03 (0,02) 
0,03 (0,02) 
2,30 (0,72) 
2,36 (0,75) 
2,32 (0,73) 
0,73 (0,35) 
0,46 (0,21) 
0,13 (0,22) 
0,10 (0,18) 
0,09 (0,16) 
6,42 (4,94) 
6,84 (5,71) 
6,20 (4,91) 
4,26 (4,33) 
3,22 (3,80) 
6,32 (21,85) 
6,06 (23,93) 
5,02 (18,64) 
6,83 (5,68) 
7,25 (6,32) 
6,57 (5,40) 
4,57 (5,03) 
3,46 (4,50) 
8,17 (26, 96) 
7,72 (28,20) 
6,37 (22,42) 
b.c Médias e medianas das amostras das densidades a posteriori, respectivamente. 
Tabela 3.5 Cobertura dos intervalos Bayesianos e de confiança aproximados, 
correspondentes ao Estudo de Simulação 3. 1 
ÂJ Â-2 Â-)2 S1 S2 
Intervalos 90% 89 83 > 88,6 93,6 87,4 86,6 
11 ob 
' 
71,6 63,8 69,6 68,4 
Intervalos 95% 94 43 
' 
94,2 97,8 90,4 88,0 
8l,Ob 81,0 74,2 
a,b Intervalos de confiança e Bayesianos, respectivamente. 
76,6 77,2 
Na Figura 3.5 apresentamos os gráficos dos intervalos de confiança e Bayesianos dos 
parâmetros, para as 50 primeiras amostras estudadas e na Figura 3.6 os percentis 2,5 e 97,5 
das densidades marginais a priori e posteriori dos parâmetros. 
Com os gráficos das Figuras 3.5, 3.6 observamos que: 
a) as densidades a posteriori parecem ser sensíveis a escolha das densidades a priori para o 
tamanho de amostra considerado (n=50). 
b) os intervalos Bayesianos são sempre menores do que os intervalos de confiança como era 
esperado, uma vez que os intervalos Bayesianos foram obtidos considerando uma 
informação anterior. 
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Figura 3.5 -Gráficos das estimativas de MV, médias e medianas das densidades marginais a 
posteriori dos parâmetros, juntamente com os intervalos de confiança e 
Bayesianos 
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No segundo estudo de simulação (Estudo de Simulação 3.2), os parâmetros das 
distribuições gama foram obtidos igualando as médias e variâncias das densidades a priori às 
médias das médias e dos desvios padrões das 500 estimativas de MV, para amostras de 
tamanho 500 (Tabela 2.6). Os parâmetros das densidades a priori são apresentados na Tabela 
3 6 e os resultados das simulações nas Tabelas 3.7 e 3.8. O tempo gasto nas simulações foi 
353 horas, utilizando um processador Pentium IT - 350 /v[f{z com l28 MB deRAM. 
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Tabela 3.6 Parâmetros das densidades a priori usados 
no Estudo de Simulação 3 .2 
i ai; .b it 
1 5 50 
2 5 50 
3 4 20 
4 1 2 
5 I 2 
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Tabela 3.7 Resumo das estimativas dos parâmetros da EBVE obtidas no Estudo de 
Simulação 3.2 
médiaxlO -(dpxlO) , Ãz k 412 SJ S:2 
estimativas 0,953 (0,39) 0,93 (0,39) 2,19 (0,77) 7,12 (5,46) 7,64 (6,64) 
1,01 b (0, 19) 1,00 (0,18) 2,09 (0,34) 6,08 (1,89) 6,25 (2,08) 
0,99c (0,19) 0,98 (0,18) 2,05 (0,33) 5,41 (1,81) 5,57 (1,99) 
dp 0,433 (0, 13) 0,43 (0,16) 0,74 (0,61) 4,96 (5,61) 5,57 (7,05) 
0,30b,c (0,04) 0,30 (0,04) 0,50 (0,1 O) 3,25 (1,00) 3,35 (1,04) 
eqm 0,043 (0,03) 0,04 (0,04) 0,15 (0,61) 9,03 (33, 11) 13,15(50,69) 
0,01b (0,01) 0,01 (0,01) 0,04 (0,02) 1,63 (1,39) 1,82 (1,73) 
O,Olc {0,012 0,01 ~0,01) 0,04 {0~022 1,50 {1,132 _1,65 ~1,42~ 
a Estimativas de MV. 
b.c Médias e medianas das amostras das distribuições a posteriori. 
Tabela 3.8 Cobertura dos intervalos Bayesianos e de confiança aproximados, correspondentes 
ao Estudo de Simulação 3 .2 
Âl Â,z Âz2 S; s2 
intervalos 900/o 90 63 
' 
89,4 91,0 90,8 90,8 
984b , 99,2 98,2 99,0 98,4 
intervalos 95% 9443 , 95,6 94,4 92,2 92,2 
994b 
' 
100 99,6 99,8 99,4 
a,b Intervalos de confiança e Bayesianos, respectívamente. 
A Tabela 3.7 mostra que os erros quadráticos médios das médias e medianas das 
densidades a posteriori parecem ser bem menores do que os das estimativas de MV, 
especialmente para os parâmetros s1 e sz. Observamos também que a cobertura dos intervalos 
Bayesianos, Tabela 3.8 está próxima de 100%, mesmo utilizando os percentis 5 e 95 das 
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densidades a posteriori, possivelmente devido a informação contida nas densidades a priori 
assumidas. 
Portanto, os resultados obtidos indicam uma possível sensibilidade com relação as 
densidades a priori. 
69 
CAPÍTULO IV 
A DISTRIBUIÇÃO EBVE PARA TEMPOS ACELERADOS 
Neste capítulo formulamos um modelo para tempos acelerados, ou seja, incluímos na 
função de sobrevivência bivariada uma covariável de aceleração, assumindo uma relação de 
potência inversa e fazemos algumas simulações considerando amostras de vários tamanhos 
para estudar os estimadores de MV. 
4.1 Formulação do Modelo EBVE para Tempos Acelerados 
Representemos por (TI, T2) os tempos até as falhas de dois componentes pareados, com 
1i = min(JG,Zi), onde X; e Zi são os tempos até as falhas das partes específica e comum 
respectivamente, do componente i, i= 1 ,2. 
Assumimos uma relação de potência inversa entre a voltagem e o tempo, de modo que 
o tempo até a falha acelerada da parte específica do componente i, i=1,2 é dado por: 
(4.1) 
e das partes que apresentam o mesmo risco de falha por: 
Z, I v1 = exp(9'(v1,~) )zi = expVn/303 + f3u;(-lnv1 J)Z1 = f303v/JJ Zi, (4.2) 
onde f3oi e f3li, i=1, 2, 3, correspondem respectivamente aos parâmetros A e P em (1.21) e v1 é 
a voltagem no nívelj=1,2, ... ,k. 
Dessa forma, os tempos até as falhas aceleradas dos dois componentes é dado por: 
(4.3) 
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A função de confiabílidade do tempo até a falha acelerada da parte específica do 
componente i é obtida a seguir: 
Sx,,Jt) =Sx.(exp( -+,.~)}] 
= S x, (exp(-lnp o; - P n (-In v 1 ) ) t) 
_ (' p -1 P"t) 
- exp .ll., Oi vj • 
Assim sendo, 
i= 1,2 j = 1,2, ... ,k, (4.4) 
onde p;, = }~,P-;/, ou seja, X , I vj - Exp(p;1vj11 ) e portanto a função de risco de Xi]v1 é 
constante, dada por: 
i= 1,2 j = 1,2, ... k. (4.5) 
A função de confiabilidade de Z,Jv1 é obtida da seguinte forma: 
s,,,,(t) = s,,( ~ -q>(v,. ~ )}J 
= Sz; (exp(-lnfi03 - fi 13 ( - lnv1 J)t) 
= S z, (e -lnPo; vju t) 
( I. 7) ( À. p -1 ( - I )~ 
= exp - Â p - 1 v Pn t + 12 03 1- e - s,Po;v/11 I ~12 03 J p -1 • 
s, 03 
portanto, 
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i= 1,2 j = 1,2, ... ,k (4.6) 
onde /3;3 = Â12/3;} e p;(J+iJ = s;/3;}, i=l ,2. Logo, a função de risco de Z;jvj é dada por: 
( P• fin ) h . (t) = p· v .P/J 1- e- o( J•I J"J 1 Zljv1 03 J i= 1,2 j = 1,2, ... , k. (4.7) 
Na derivação da EBVE para (T1, T2), Ryu assumiu que X e Z; são independentes, ou 
e XllJ· e Z;Jvj são independentes desde que, 
ou seJa, 
P( ex{+i·~))x, <x,,exp(+i·~))z, <z} 
{·x{~(vi·~))x, <X}(•xp( +~·~))z, < z, J 
{X, <X,exp( -~(vi·~ )).z, <z,exp( -~(vi ,~)))= 
{X, <x,exp( -~vi·~))]{ z, <z,ex{ -~(vi ·~))J 
(4.8) 
mas de (4.8) temos que esta última igualdade é válida e portanto, XíllJ· e Z;Jvj são 
independentes. Dessa forma, a função de risco de Tilvj é dada pela soma das funções de riscos 
XI v;" e Z;jvj, ou seja, 
(4.9) 
Da última equação obtemos a função de confiabilidade marginal de Ti!vh dada por: 
S (t) = exp(- p·. v .Pu t- fJ'". v .PJJ t + p;3 (1 -e -P;cJ•i)"/13 1 )~ i = 1 2 J. = 1 2 k. (4 1 O) Til"; OI J 03 J p· ' ' , ... , . 
O(S+i) 
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Portanto, a função densidade marginal de T;jvj é dada por: 
.r (t) :::: S (t)( ,._v .Pii + a• . .. v .PJJ (1 - e - P;o•i; v/JJ r)l\ i= 1 2 · 1 2 k Jr,r.-1 T1 iv1 VJoz J fJO(::>.,.z) 1 \ ~ • J = • , ... , · 
A função de confiabilidade conjunta de (T1 Iv1-, T2lvj) pode ser escrita como: 
S (t t )(a::J E{S . (t t )\ 
TJJvJ,T2 ivJ 1' 2 ~ (rlfVJ,TJfv} ).N/2 1' 2 'J 
= E(P(T, l vj >t1,T2 Ivj >tJ IN12 ) 
= E(P(min(X1 I vj,Z1 I vJ> t,,min(X2 1 vj,Z 2 I vJ> tJI N 12 ) 
= E(P(X1 I vi> t1,Z1 I vj > t1,X2 1 vi> t2,Z2 I vj > tJI N 12 ) 
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(4.11) 
= E(P(;JOlv/J/ XI > tu f3o3 v/13 zl >ti ,f3o2 v/11 x 2 > 12 ,f3o3v/JJ z 2 > 12 )I N/2 ) 
e de forma análoga ao apêndice A2 obtemos, 
(4.12) 
d /3 • 1 p-1 p· ') p-1 p· 1 p-/ p· p-1 p· p-1 on e o1 = "'1 oJ• o2 = /'"2 02, o3=/l-12 03 , o4=si o3 e os = s2 o1 · 
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A função densidade bivariada de (TII"h T2ivj) é dada por: 
(4.13) 
{3• 1 p-' p· 1 p-' p· ' p-1 p· fJ J p· p-' onde 01 = /1,1 o1 , o2 = 11.2 o2, o3 = /1.'2 o3 , (H = s, o3 e os = S 2 os · 
Note que a função em (4.13) é a função de densidade da EBVE com parâmetros 
/3 • Pu p• Pu p• Po p• PtJ p• PJJ p d f1 di 'b . -01 V1 , 02 v1 , 03 v 1 , 04 v, e 05 v, . ortanto, a orrna como a stn mçao para 
tempos acelerados foi derivada é possível obter estimativas dos parâmetros nas condições 
usuais de operação. Neste trabalho, para ilustração, consideramos a voltagem usual, vu=1 ,5. 
Apresentamos a seguir, Figura 4.1, os gráficos das funções marginais, de 
sobrevivência, de densidade e de risco, da EBVE para tempos acelerados com parâmetros 
/3;1 = /3;2 = 0,0296 , /3;3 = 0,0593, fJ~ = [3;5 = 0,148 e Pu = /312 = f3u = 3 nas voltagens, 
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Figura 4.1 -Gráficos das funções marginais de sobrevivência, de densidade e de risco, nos 
níveis de voltagens vo=l ,5, v1=2, v2=2,S e v3=3_ 
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4.2 Estimação dos Parâmetros usando o Método de MV 
Consideremos uma amostra de n pares de componentes submetidos, desde o início até o 
fim do experimento, a uma carga de voltagem constante, mais elevada do que a usual. 
Suponha que 3 níveis de voltagens v1, j=l, 2,.3, tenham sido utilizados e em cada nível n1 
pares de componentes sejam colocados em teste. 
Assumindo independência entre os componentes testados em cada nível de voltagem, 
a função de verossimilhança dos parâmetros é obtida usando (1.30) onde fr11v1 ,r11vj t t1i ,t2i ;~} é 
dada em (4.13). 
Apresentamos na seção 4.2.1 um exemplo de aplicação e na seção 4.2.2 fazemos 
algumas simulações para estudar as propriedades assintóticas dos estimadores de MV dos 
parâmetros da distribuição EBVE para tempos acelerados e dos parâmetros na voltagem 
usual. 
4.2.1 Exemplo de Aplicação 
Nesta seção analisamos uma amostra de tamanho n =n1+n2+n3, com ni= 170, i=l, 2, 3, 
da distribuição EBVE para tempos acelerados, com p;1 = p;2 = 0,0296, p;3 = 0,0593, 
fJ:U = p;s = 0,148, {311 = {312 = {313 = 3. Esses valores foram escolhidos, de modo que os 
parâmetros nas condições usuais de operação, vo=1,5, fossem }"J=Â2=0, 1, Â12=0,2, s 1=s2= 0,5. 
A amostra foi gerada pelo método da rejeição, apresentado na seção 2. 1.1 . Os 
parâmetros das distribuições uniformes, necessárias para a geração dos dados, foram obtidos a 
partir dos gráficos das funções de densidades bivariadas, dadas em 4.13, para os níveis de 
voltagens, v1 =2, v2 =2.5 e v3 =3 . Dessa forma, utilizamos distribuições uniformes com os 
seguintes parâmetros: (0, 10), (0, 10), (0, 0,26) para v1 =2; (0, 5), (0, 5), (0, 0,88) para v2 =2.5 
e (0, 3), (0, 3) e (0, 2,9) para v.,-3, sendo que a ( e i distribuições uniformes geram os 
candidatos a T1 e T2 respectivamente e a 3. avalia se os candidatos não serão rejeitados. 
Na Tabela 4.1 apresentamos as estimativas de MV e os intervalos de confiança 
assintóticos dos parâmetros da EBVE para tempos acelerados. 
,-- ---·-i . ,. • u, 
1 l .;.~1? I'~ C,. CI:U. T1>il:l.. 
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Tabela 4.1 Estimativas de MV e intervalos de confiança 
assintóticos dos parâmetros da distribuição EBVE 
para tempos acelerados, obtidas no exemplo de 
aplicação 
· EMV IC95% 
p;l 0,021 (O; 0,050) 
p;2 0,018 (O; 0,042) 
p;3 0,071 (0,031; O, 112) 
fJ~ 0,171 (0,041 ~ 0,300) 
p;s 0,170 (0,060; 0,279) 
f3u 3,295 (1,842; 4,748) 
/312 3,544 (2,177; 4,912) 
/313 2,803 (2,190~ 3,416) 
Obtivemos as estimativas de MV dos parâmetros nas condições usuais de operação, 
vo=l ,5, substituindo nas relações abaixo, as estimativas de MV apresentadas na Tabela 4.1. 
Essas estimativas e os intervalos de confiança assintóticos (1.35) são apresentados na Tabela 
4.2. 
~ I V0 = /3;1vt11 
~ I V o = p;2 vtu 
}'12 I v o = p;3 vtt3 
s I v = a• vP13 I o P04 o 
S 2 I V o = p;s vt13 
Capítulo IV- A Distribuição EBVE para Tempos Acelerados 77 
Tabela 4.2 Estimativas de MV e intervalos de confiança dos 
parâmetros na voltagem v o= 1 ,5. 
EMV. 1C95.% 
Â.J I v o 0,080 (0,016; 0,143) 
Â:21 Vo 0,077 (0,020~ 0,134) 
Â./2 I Vo 0,221 (0,144; 0,300) 
SI I V o 0,532 (0,221; 0,843) 
s2l Vo 0,528 (0,280; O, 777) 
Nas tabelas 4.3, 4.4 e 4.5 apresentamos as estimativas de MV das funções marginais 
de confiabilidade e de risco, avaliadas no tempo t=1, correspondentes as voltagens vo=1,5, 
v 1 =2, v2 -2,5 e v3 =3, para os tempos dos componentes e também de suas partes, específica e 
comum, respectivamente, junto com os intervalos de confiança assintóticos. 
Tabela 4.3 - Estimativas de MV e intervalos de confiança das funções marginais de 
confiabilidade e de risco, avaliadas no tempo t=l, nas voltagens vo=I,5, v1=2, 
vr2,5, v,r3, correspondentes ao exemplo de aplicação 
Componente i · s1ilvj (t) ·· . IC95% h1jlv1 (t) IC95% 
1 v o 0,879 (0,832; 0,926) 0,171 (0, 114; 0,228) 
VJ 0,663 (0,614; 0,712) 0,551 (0,467; 0,634) 
V2 0,374 (0,340; 0,408) 1,255 (1,144; 1,365) 
VJ 0)47 (0,110; 0,184) 2,288 (1,960; 2,617) 
2 v o 0,881 (0,837; 0,925) 0,168 (0,113; 0,222) 
VJ 0,659 (0,609; O, 706) 0,558 (0,475; 0,640) 
v2 0,359 (0,325; 0,393) 1,296 (1,184; 1,409) 
VJ 0,131 (0,096; 0,166) 2,405 (2,078; 2,731) 
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Tabela 4.4 Estimativas de MV e intervalos de confiança das funções margmats de 
confiabilidade e de risco, da parte especifica de cada componente, avaliadas no 
tempo t=1 , nas voltagens vo=1,5, v1=2, v.r=2,5 e v;=3. 
Componente í S X,ivi (t) IC95% hx1tv
1 
(t) IC95% 
v o 0,923 (0,865; 0,982) 0,080 (0,016; 0,143) 
VJ 0,814 (0,742; 0,887) 0,205 (0, 117; 0,294) 
V2 0,652 (0,575; 0,728) 0,428 (0,311 ; 0,545) 
V; 0,458 (0,324; 0,591) 0,781 (0,489; 1,073) 
2 v o 0,926 (0,873; 0,978) 0,077 (0_,020; 0,134) 
VJ 0,808 (0, 739; 0,876) 0,214 (0, 129; 0,298) 
v2 0,624 (0,546; 0,703) 0,471 (0,345; 0,597) 
V3 0,407 (0,270; 0,544) 0,899 (0,563; 1,235) 
Tabela 4.5 - Estimativas de MV e intervalos de confiança das funções marginais de 
confiabilidade e de risco, da parte comum de cada componente, avaliadas no 
tempo t=l , nas voltagens vo=l ,5, v1=2, v.r=2,5 e v;=3. 
Componente 1 S ZllvJ (t) IC95% hz/tvJ (t) IC95% 
1 v o 0,952 (0,920; 0,983) 0,091 (0,035; 0,148) 
VJ 0,814 (0,756; 0,871) 0,345 (0,246; 0,444) 
V2 0,574 (0,509; 0,639) 0,827 (0,686; 0,967) 
V3 0,320 (0,233; 0,408) 1,507 (1 ,150; 1,864) 
2 V o 0,952 (0,924; 0,979) 0,091 (0,040; 0,141) 
VJ 0,815 (0,765; 0,864) 0,344 (0,255; 0,433) 
V2 0,575 (0,508; 0,641) 0,825 (0,672; 0,978) 
VJ 0,321 (0,224; 0,418) 1,506 (1,134; 1,878) 
Calculamos também os percentis 25, 50 e 75 das distribuições EBVE para tempos 
acelerados, considerando as voltagens vo=l ,S, v1=2, v.r=2,5 e v_, -3 . Para isto, igualamos a p 
cada uma das funções de distribuição marginais e encontramos numericamente as soluções 
em t. Os valores são apresentados na Tabela 4.6, abaixo. 
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Tabela 4.6 Estimativas pontuais dos quartis da distribuição EBVE para 
tempos acelerados nos níveis de voltagens vo=1,5, v1=2, 
vr=2,5 e v.r3 
componente i v to,2s to.so to. 7s 
1 V o 1,808 3,463 5,924 
v, 0,764 1,478 2,539 
v2 0,390 0,761 1,312 
V3 0,225 0,442 0,763 
2 v o 1,846 3,523 6,016 
v, 0,759 1,471 2,528 
v2 0,378 0,742 1,281 
Vg 0,212 0,421 0,732 
4.2.2 Estudo de Simulação 
Nesta seção fazemos algumas simulações para estudar as propriedades assintóticas dos 
estimadores de MV, dos parâmetros da distribuição EBVE para tempos acelerados, dada em 
4.13. Foram utilizadas amostras com mesmo número de observações em cada nívelj=l, 2 e 3 
de voltagem, v1 e amostras com aproximadamente 50% , 30% e 20% dos dados para os n1veis 
j=I , 2 e 3, respectivamente, visando verificar se existe uma melhora nas estimativas de MV 
quando as amostras apresentam mais elementos nas voltagens mais baixas. 
Os tempos até as falhas aceleradas (T1 I ~~ T2iv1), em cada um dos níveis de voltagem 
foram gerados pelo método da rejeição, considerando os mesmos valores das voltagens e dos 
parâmetros utilizados no exemplo de aplicação na seção 4.2. L O estudo foi feito com 500 
amostras de tamanhos JF60, 105, 300, 510 e foram desprezadas as amostras que não 
convergrram ou cujas estimativas não pertenceram aos intervalos: /3;1 < 0,6, /J;2 < 0,6, 
p;3 < 1,2, Í3~ < 3, /J;5 <3, Í311 >0, Í312 > 0 e Í313 > 0. Uma descrição das amostras nessas 
condições é feita na Tabela 4.7. No Apêndice F apresentamos o programa computacional 
implementado em Ox (Doomik, 1999), para o estudo de simulação. 
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Para verificarmos a validade das amostras geradas comparamos a média das médias, 
das variâncias e da correlação entre os tempos (t,, t2) amostrais (Tabela 4.8) com os valores 
das distribuições, obtidos numericamente considerando os parâmetros utilizados na geração 
(Tabela 4.9). Com os resultados, observamos que os valores amostrais e os das distribuições 
parecem estar próximos e apresentam pequenos desvios padrões. 
Para cada amostra gerada encontramos as estimativas de MV, utilizando o método de 
quasi-Newton BFGS. Nas Tabelas 4.10 e 4.12 apresentamos as médias das 500 estimativas de 
MV, dos desvios padrões e dos erros quadráticos médios dos estimadores dos parâmetros da 
EBVE para tempos acelerados e na voltagem usual, vo=l ,S, respectivamente. As Figuras 4.2 e 
4.3 são correspondentes a estas tabelas. Com os resultados obtidos verificamos que os erros 
quadráticos médios dos estimadores dos parâmetros na voltagem usual e de /3;1 , /3;2 , /3;3 , 
/3~ e /3;5 estão convergindo rapidamente para zero parecendo ser menores do que os de 
/311' /312 e /313 . Observamos também que os estimadores obtidos nas amostras com maior 
número de elementos nas voltagens mais baixas parecem ser mais eficientes dos que os 
obtidos considerando amostras com tamanhos iguais. 
Na Tabela 4.11 e Figura 4.4 estão as coberturas dos intervalos de 90% e 95% de 
confiança dos parâmetros da EBVE para tempos acelerados e na Tabela 4.13 e Figura 4.5 as 
dos parâmetros na voltagem usual. Vemos que a cobertura dos intervalos de confiança parece 
se aproximar da cobertura nominal para n>500. 
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Tabela 4.7- Descrição das amostras simuladas com tempos acelerados 
condições tamanho das amostras 
20+20 30+20 35+35 55+30+ 100+100 150+90 17lH-170 260+1$0 
T20 +TO +35 20 +Joo +60 +170 +100 
p;l >0.6 21* 67 15 24 1 1 o o 
/3~>0.6 29 64 25 22 o o o o 
p;3>1.2 1 6 o 1 o o o o 
/3~ >3 12 19 7 2 o o o o 
p;5 >3 14 19 1 3 o o o o 
j3ll <O 84 91 36 45 3 4 o o 
fJ12 <O 92 95 39 35 o 5 1 o 
P13<o 6 10 o o o o o o 
p;\ >0.6, p~ >0.6, p;3 > 1.2, 
P~ >3. p;5 >3. P11 <0. P12 <0, f3u <O 179 205 77 78 3 9 1 o 
não convergiram 464 455 135 13() 7 ..... .) 2 1 
covariância negativa 6 4 3 o o 1 o o 
Número de amostras 
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Tabela 4.8 - Média das médias, variâncias e correlações dos tempos (t1, t2) das 500 amostras 
geradas da EBVE para tempos acelerados com p;1 = p;2 =0,0296, p;3 =0,0593, 
fJ~ = p;5 =0,148 e /311 = /312 = fJJJ =3 
n v médias t1 médias t2 var t1 var t2 corr(t;. t2) 
média {dE} média (dE) média (dE) média {dE2 média (dp) 
20+20+20 VJ 1,83 (0,31) 1,82 (0,31) 2, 15 (1 ,05) 2,16 (1 ,02) 0,32 (0,25) 
v2 0,89 (0,16) 0,88 (0,17) 0,52 (0,27) 0,52 (0,27) 0,30 (0,25) 
V] 0,55 (0,09) 0,55 (0,09) 0,19 (0,09) 0,19 (0,09) 0,30 (0,25) 
30+20+10 VJ 1,82 (0,26) 1,82 (0,25) 2,19 (0,85) 2,15 (0,81) 0,33 (0,21) 
v2 0,90 (0,.1 7) 0,91 (0,17) 0,54 (0,28) 0,55 (0,28) 0,29 (0,26) 
VJ 0,57 (0,14) 0,54 (0,13) 0,20 (0,14) O, 19 (0,13) 0,30 (0,36) 
35+35+35 VJ ] ,82 (0,26) 1,81 (0,25) 2,16 (0,84) 2,12 (0,79) 0,30 (0,20) 
v2 0,91 (0,12) 0,91 (0, 12) 0,54 (0,21) 0,56 (0,20) 0,32 (0,20) 
VJ 0,54 (0,07) 0,54 (0,07) o, 19 (0,07) 0,19 (0,07) 0,32(0,20) 
55+30+20 V j 1,81 (0,19) 1,82 (0,20) 2,16 (0,67) 2,20 (0,66) 0,34 (0,15) 
v2 0,91 (0,14) 0,91 (0,13) 0,53 (0,22) 0,55 (0,21) 0,30•{0,21) 
VJ 0,54 (0,10) 0,54 (0, 10) 0,19 (0,10) 0,18 (0,09) 0,30 (0,26) 
I 00+ 100+ 100 VJ 1,81 (0,15) 1,81 (0,15) 2, 15 (0,5 1) 2,14 (0,47) 0,32 (0,12) 
vz 0,92 (0,07) 0,92 (0,07) 0,56 (0,12) 0,55 (0,12) 0,32 (0,12) 
VJ 0,53 (0,04} 0,54 (0,04) 0,19 (0,04) 0,19 (0,04) 0,32 (0,12) 
150+90+60 VJ 1,80 (0,12) 1,81 (0,12) 2,16 (0,40) 2,18 (0,38) 0,32 (0,10) 
V2 0,92 (0,08) 9,92 (0,08) 0,56 (0,13) 0,5~ (0,12) 0,31 (0, 13) 
VJ 0,54 (0,06) 0,54 (0,06) 0,19 (0,05) 0,19-(0,05) 0,32 (0) 6) 
170+ 170+ 170 VJ 1,80 (0,11) 1,81 (0,11) 2,15 (0,36) 2,17 (0,36) 0,32 (0,10) 
V2 0,92 (0,06) 0,92 (0,05) 0,56 (0,10) 0,56 (0,09) 0,31 (0,10) 
VJ 0,53 (0,03) 0,53 (0,03) 0,19 (0,03) 0,19 (0,03) 0,32 (0,10) 
260+ 150+ 100 VJ 1,80 (0,09) 1,81 (0,09) 2,15 (0,31) 2,17 (0,30) 0,32 (0,08) 
V2 0,92 (0,06) 0,92 (0,06) 0,56 (0,10) 0,55 (0, 10) 0,31 (0,10) 
V :f 0,54 ~0,04) 0,54 (0,05) 0,19 (0,04) 0,19 (0,04} 0,31 (0,12) 
Tabela 4.9 - Resumo dos valores teóricos da distribuição EBVE para tempos acelerados 
com/3;1 = /3;1 = 0,029, /3;3 = 0,0593,/3~ = /3;5 = 0,148 e Pu= /312 = /313 = 3 . 
1,81 
0,93 
0,54 
1,81 
0,93 
0,54 
2,29 
0,59 
0,20 
2,29 0,32 
0,59 0,32 
0,20 0,32 
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Tabela 4.10- Média das 500 estimativas de MV, dos desvios padrões e dos erros quadráticos 
médios dos estimadores dos parâmetros da distribuição EBVE para tempos 
acelerados com p;1 -=j3;2 =0,0296, p;3 -=0,0593 , f3~-=f3;5 =0, 148 e 
Pu= P12 = P/3 =3 
Tamanho das amostras 
.média (dp} 20+20+20 30+'20+10 35+35-+lS S5+00+20 100+100+100 l$0+90+60 170+170+170 260+1.50+100 
/3• 0,06 (0,08) 0,06 (0,07) 0,05 (0,06) 0,05 (0,06) 0,04 (0,04) 0,04 (0,03) 0,03 (0,02) 0,03 (0,02) OI 
/3• 0,06 (0,08) 0,05 (0,06) 0,05 (0,06) 0,05 (0,06) 0,04 (0,04) 0,04 (0,04) 0,03 (0,02) 0,03 (0,02) 02 
/3• 0,09 (0,08) 0,10 (0,10) 0,08 (0,05) 0,08 (0,05) 0,07 (0,03) 0,07 (0,02) 0,06 (0,02) 0,07 (0,02) 03 
/3~ 0,36 (0,72) 0,31 (0,38) 0,20 (0,23) 0,22 (0,24) 0,16 (0,08) 0,16 (0,07) 0,15 (0,05) 0,16 (0,06) 
P• 0,41 (0,79) 0,31 (0,37) 0,21 (0,26) 0,21 (0,26) 0,16 (0,07) 0,16 (0,08) 0,15 (0,05) 0,15 (0,05) 05 
f3
11 
3,12 (1,64) 3,11 (1,64) 3,15 (1,36) 3,12 (1,47) 3,02 (0,94) 2,94 (0,94) 2,99 (0,65) 2,96 (0,67) 
/312 3,19 (1,59) 3,27 (1,67) 3,05 (1,37) 3,10 (1,41) 2,99 (0,93) 2,95 (0,94) 3,03 {0,65) 3,02 (0,70) 
/3,3 2,95 (0,96) 2,87 (0,96) 3,00 (0,69) 2,96 (0,71) 3,00 (0,40) 3,01 (0,03) 3,01 (0,30) 2,97 (0,31) 
dpp;, 0,}(}(0,14) 0,10 ({),13) 0,06 (0,08) 0,07 (0,10) 0,03 (0,03) 0,03 (0,03) 0,02 (0,01) 0,02 (0,01) 
dpf3:0. 0,10 (0,13) 0,10 (0,13) 0,.07 (0,10) 0,07 (0,09) 0,03 (0,03) 0,03 (0,01) 0,02 (0,01) 0,02 (0,01) 
dpf3~ 0,08 (0,10) 0,10 (0,15) 0,05 (0,04) 0,05 (0,04) 0,03 (0,01) 0,02 (0,04) 0,02 (0,004) 0,02 (0,01) 
dpf3~ 0,47 (1,30) 0,35·(0~53) 0,17 (0,25) 0,19 (0)9) 0,07 (0,04) 0,07 (0,04) 0,05 (0,02) 0,05 (0,02) 
dpf3;s 0,52 (1,30) 0,36 (0,56) 0,18 (0,31) 0,18 (0,32) 0,07 (0,03) 0,07 (0,23) 0,05 (0,02) 0,05 (0,02) 
dpf311 2,16 (1,10) 2,27 (0,93) 1,63.(0,62) 1,74 (0,71) 0,91 (0,21) 0,94 (0,22) 0,67 (0,12) 0,69 (0,11) 
dpf312 2,12 (0,93) 2,45 (1,46) 1,67.<0,83) 1,73 (0,76) 0,90 (0,20) 0,93 (0,05) 0,66 (0,09) 0,68 (0,10) 
dpf313 0,95 (0,33) 1,00 (0,33) 0,68 (0,18) 0,71 (0,20) 0,38 (0,05) 0,39 (0,01) 0,29 (0,03) 0,:30 (0~03) 
eqmp;
1 
0,04 (0,09) 0,03 (0,09) 0,02(0,05) 0,02'(0,'06) 0.004 (0,01) 0,003 (0,01) o,ool (0,003) 0,001 (0,002) 
eqmp~ 0,03 (0,09) 0,03 (0,09) 0~02 (0,07) 0,02 (0,05) 0,003 (O,OJ) 0,003 (0,002) 0,001 (0,003) 0,001 (0,002) 
eqmp· 0,02 (0,08) 0,04 {0,26) 0,01 (0;02) O, OI (0,02) 0,002 (0,002) 0,001 (0.02) 0,001 (0,001) 0,001 (0,001) 
03 
P• 2,47 (2~) 0,57 (2,09) 0,14 (1,01) 0,18 (0,89) 0,01 (0,03) 0,01 (0,02) 0,01 (0.008) 0,01 (0,01) eqm 04 
P• 2,65 (18,5) 0,60 (2,31) 0,20 (1,27) 0,21 (1,29) 0,01 (0,01) 0,01 (0,02) 0.01 (0.008) 0,01 (0,01) eqm o~ 
eqmf3
11 
8,55 (10,0) 8,71 (7,12) 4,93 (4,12) 5,68 (5,04) 1,75 (1 ,54) 1,81 (1,63) 0,88 (0,77) 0,94 (0,67) 
eqmp
12 
7,91 (6,92) 11,0 (15,9) 5,37 (8,37) 5,57 (5,51) 1,72 (1,53) 1,79 (1,61) 0,88 (0,66) 0,96 (0,79) 
eqmf3
13 
1,92 (2,24) 2,05 (2,08) 0,97 (0,85) 1,05 (1,13) 0,31 (0,25) 0,32 (0,22) 0,17 (0,14) 0,19 (0,14) 
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Tabela 4.11 - Cobertura dos intervalos de confiança assintóticos dos parâmetros da 
distribuição EBVE Eara temEos acelerados 
n p;l /3~ p;3 /3~ p;5 f3u /312 Pn 
20+20+20 79 83 78,6 87,2 86,8 87,4 93,6 95,0 92,8 
' 81 8b 79,8 89,6 88,2 89,2 97,0 97,8 96,8 
' 30+20+10 80,2 77,0 90,2 86,8 89,6 94,4 95,2 93,8 
82,8 80,2 92,0 90,0 90,6 97,0 97,0 97,2 
35+35+35 78,6 82,4 8&,6 85,6 84,2 93,4 95,4 91,0 
82;4 84,6 91,0 88,2 88,0 96,8 97,0 95,8 
55+30+20 77,4 81,2 91 ,4 86,8 85,6 93,8 93,6 92,4 
80,0 83,6 94,4 88,2 89,4 96,8 96,6 97,2 
100+100+100 84,0 86,0 89,6 87,8 85,4 91,4 90,6 88,6 
86,6 88,2 93,6 90,0 88,0 96,0 95,6 93,4 
150+90+60 84,8 85,0 91,6 87,2 85,4 93,2 90,4 89,4 
87,2 88,2 95,4 90,4 89,4 96,4 94,6 95,0 
170+170+170 89,2 86,6 90,4 88,2 87,0 91,0 90,4 89,6 
92,0 90,0 95,0 91,6 89,4 96,0 96,2 94,8 
260+ 1 50+ I 00 89,2 87,8 92,8 87,2 87,6 91,4 89,4 89,2 
91,8 89,4 95,8 91,2 
.. s Coeficientes de confiança 90% e 95%, respectivamente 
91,4 97,2 94,6 95,0 
Tabela 4.12 - Média das 500 estimativas de MV, dos desvios padrões e dos erros quadráticos 
médios dos estimadores dos parâmetros na voltagem usual, vo=l ,S, dados por 
ii.J ivo=Ã.2jvo=O,l , ÂJ21Vo=0,2 e s1lvo= s21vo=0,5 . 
Média (dp) 20+20+20 30~ '2().> J(T JH 3S+3S SS+30+ZO I 00+1 00+1 00 150~~ 60 170+ 170+170 260+ 150+ I 00 
}.,J Ivo 0,12 (0,10) 0,12 (0,09) O, 11 (0,08) 0,11(0,07) 0,11 (0,05) 0,11 (0,04) 0,10 (0,04) 0,10 (0,03) 
}.,1 ' v o 0,12 (0,10) 0,11 (0,08) 0,12 (0,08) 0,11 (0,07) 0,11 (0,05) 0,11 (0,05) 0,10 (0,04) 0,10 (0,03) 
2u I v o 0,25 (0,14) 0,26 (0,17) 0,23 (0,10) 0,24 (0,10) 0,22 (0,05) 0,21 (0,05) 0,21 (0,04) 0,21 (0,03) 
SI I v o 0,97 (1,47) 0,84 (0,90) 0,63 (0,68) 0,67 (0,85) 0,51 (0,19) 0,50 (0,18) 0,50 (0,14) 0,50 (0,14) 
sl vo 1,17 (2,23) 0,89 (1,24) 0,64 (0,72) 0,63 (0,69) 0,51 (0,18) 0,51 (0,19) 0,50 (0, 14) 0,50 (0,13) 
dpll I v o 0,12 (0,08) 0,11 (0,07) 0,09 (0,05) 0,08 (0,05) 0,05 (0,02) 0,05 (0,02) 0,04 (0,01) 0,03 (0,01) 
dpl2 1 v0 0,11 (0,08) o,n (o,o7) 0,09 (0,06) 0,08 (0,05) 0,05 (0,02) (},04 (0,02) 0,04 (0,01) 0,03 (0,01) 
dpl 11 1 v o 0,14 (0,15) 0,15 (0,28) 0,09 (0,06) 0,09 (0,05) 0,05 (0,01) 0,05 (0,01) 0,04 (0,01) 0,04 (0,01) 
dpsJ Ivo 0,91 (2,00) 0,71 (1,12) 0,40 (-0,-69) 0,46 (1,35) 0,17 (0,08) 0)7 (0,07) 0,13 (0,04) 0,13 (0,04) 
dps: 1 v0 1,21 (3,45) D;79 (1,65) 0,42 (0,85) 0,40 (0,97) 0,17 (0,07) 0,17 (0,07) 0,13 (0,04) 0,13 (0,04) 
eqmJ.J I v o 0,03 (0,05) 0,03 (0,04) 0,09 (0,03) 0,01 (0,02) 0,01 (0,01) 0.004 (0.01 ) 0.003 (0.003) 0,002 (0.002) 
eqmJ.1 Ivo 0,03 (0,04) 0,02 (0,03) 0,09 (0,03) 0,01 (0,02) 0,01 (0,01) 0 ,004 (0.01) 0,003 (0,003) 0,002 (0,002) 
eqml 11 I v0 0,06 (0,42) 0,14(1,54) 0,09 (0,07) 0,02 (0,05) 0,01 (0,01) 0,01 (0,01) 0,003 (0,003) 0.003 (0.002) 
eqmsl I v o 7,22 (45,6) 2.70 (13,0) 0,40 (1 1,3) 2,78 (39,4) 0,07 (0, 12) 0,06 (0.11) 0,04 (0,04) 0,04 (0,06) 
eqms1 I v o 18,8 (141) 5,02 (35,5) 0,42 (14,3) 1,59 (21,6) 0,07 (0,08) 0,07 (0,09) 0,04 (0,04) 0,04 (0,04) 
tempo 17:17' 18:56' 15:56' 18:40' 24:24' 23:04' 37:01 ' 38:10' 
Capítulo IV - A Distribuição EBVE para Tempos Acelerados 85 
Tabela 4.13 - Cobertura dos intervalos com 90% e 95% de confiança dos 
parâmetros da EBVE, na voltagem vo=1,5 
n Â, Ivo íl.2 I 11o í!.l2 I v o SI I 11o s2l vo 
20+20+20 86 oa 84,2 90,2 89,0 89,2 
' 88 4b , 88,2 92,4 90,4 91,4 
30+20+10 86,8 84,0 92,8 88,4 89,4 
89,2 87,2 94,2 91,6 91,2 
35+35+35 85,4 87,8 90,8 87,8 85,6 
89,2 90,4 94,6 91,0 89,0 
55+30+20 84,4 86,2 91,4 87,0 87,2 
89,2 89,4 96,4 90,6 90,4 
1 00+ 100+ lO O 87,6 87,8 89,2 86,0 86,2 
92,4 93,2 95,4 90,2 89,8 
150+90+60 88,0 87,4 90,8 86,8 85,2 
92,6 92,4 96,0 91,8 90,8 
170+ 170+ l70 89,8 88,4 89,6 88,4 86,8 
94,2 93,0 95,0 92,4 90,6 
260+150+100 91,6 89,0 89,6 86,8 87,2 
94,8 92,8 95,8 92,0. 92,2 
"'
6 Cobertura dos intervalos de confiança 90% e 95% respectivamente 
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Figura 4 2-Gráficos das médias das estimativas de MV dos parâmetros do modelo para tempos 
acelerados com p;, = p;1 =0,0296, p;3 =0,0593, [J~ = p;s =0,148. [J11 = [J 12 = [J13 = 3 e 
na voltagem usual, vo= 1 ,5, onde A.II vo=Ã-2/ vo=O, 1, ilnl vo=0,2 e s,l vo=s2l vo=0,5 
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F1gura 4.3 - Gráficos das médias dos erros quadráticos médios dos estimadores dos parâmetros do 
modelo para tempos acelerados com p;, = /3~ = 0,0296, /3~ = 0,0593. /3~ = P:n =O, 148. 
/)11 = /),1 = /3/J = 3 e na voltagem usual, v o= 1 ,5, onde À1 1 v r;= O, l, À2!vq=Àf21vr;=0,2 e s 11vo=s21vu=0,5 
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Figura 4.5 - Cobertura dos intervalos aproximados, com 90% e 95% de confiança, dos 
parâmetros na voltagem usual , v o= 1,5. 
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CONCLUSÕES 
De acordo com os resultados obtidos com as simulações chegamos às seguintes 
conclusões: 
i) As amostras da distribuição EBVE, geradas pelo método da rejeição, pareceram 
confiáveis quando n>IOO. 
ii) Considerando dados sem censura, as estimativas de MV de Â1 e Â2 apresentaram 
vícios e variabilidade pequenos, mesmo para amostras de tamanho n=30, enquanto que as 
estimativas de }"12 foram eficientes para amostras maiores do que 100 e as de s1 e s2 para 
amostras com n>300. A distribuição dos estimadores de MV parece não se aproximar da 
normal multivariada, mesmo para amostras de tamanho n=SOO. 
iii) Nas amostras com censuras do tipo I as estimativas de MV apresentaram vícios 
grandes, mesmo considerando uma pequena probabilidade de censura. As coberturas dos 
intervalos de confiança assintóticos não foram próximas da cobertura nominal, possivelmente 
devido ao fato da variância dos estimadores estarem convergindo para zero mais rapidamente 
do que os seus vícios. 
iv) Na análise Bayesiana, as densidades a posteriori foram influenciadas 
consideravelmente pelas densidades a priori. As médias e medianas das densidades a 
posteriori foram mais próximas dos valores dos parâmetros quando assumimos densidades a 
priori com melhor informação, como era esperado. 
v) No modelo para tempos acelerados, os estimadores de MV apresentaram vícios e 
variabilidade pequenos para amostras com n>300. 
Em relação a trabalhos futuros, na análise clássica seria interessante utilizar algum(l.s 
reparametrizações para tentar melhorar a normalidade dos estimadores de MV e usar o 
método Bootstrap para estimar as variâncias dos estimadores. Na análise Bayesi<ina 
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poderíamos estudar a sensibilidade das densidades a priori no modelo, também assumindo 
densidades a priori não informativas. 
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APÊNDICE A 
FUNÇÕES DE SOBREVIVÊNCIA DA EBVE 
A1 - Obtenção da Função de Sobrevivência de Z1, i=l , 2 
Neste apêndice obteremos a função de sobrevivência de Z;. Com esse objetivo 
precisaremos dos seguintes resultados: 
N12(t) 
k 
~ 
I 
I 
I 
I 
I 
1 tempo 
O T1T2... t 
Figura 1. Processo de Poisson {NJ2(t), t~} -
Lema: TJ, T2 , ... , Tk quando não ordenados, são distribuídos independentemente e 
uniformemente em (0, t], demonstração em Barlow e Proschan, 1981 . 
Corolário: t-r1, t-T2, ... , t-Tk, quando não ordenados, são independentes e identicamente 
distribuídos U(O, t]. 
De (1.4) obtemos a função de risco de Zi no tempo t, condicional a realização do 
processo {N12{t), t;::{); Â-12 }, dada por: 
(a1 1) 
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e utilizando a função de risco anterior obtemos a função de sobrevivência condicional à 
realização do processo {N12(t), t~; í1..12 }, dada por: 
Podemos escrever a função de sobrevivência de Z, na forma 
<O 
SzJt)=P(Z, > t)= l:P( Z, >t iN12 =k)P ( N12 =k), 
k=O 
sendo que em (a13) usamos o teorema da probabilidade total. Notemos que para t fixo, 
P ( Z; > t I N12 = k) é uma função de k, digamos g(k) e portanto, 
S2,(t ) = fg(kJP(N12 =k)=E(g(N12 )) =E(P(Zi > t l N12 )) = E(Sz1~,JtJ). (a 14) 
k=O 
Agora, usando (a12) em (a14) temos que, 
e pelas propriedades de esperança, veja James,l981, temos que, 
Como {N12(t}, t ::? O} é uma função escada continua a direita e com os limites a esquerda, veja 
Figura 1, no início deste apêndice, então 
I f N r2(u)du = (t - -zJ+(t- rJ+ ···+ (t - r") 
o 
e das equações anteriores temos que, 
00 
S2,(t) = 'LP(N12 =k)E(exp(- si((t-rJ+(t - r2 )+· ··+(t - rk)))) (a18) 
I:=: O 
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sendo que em (ai9) e em (adü) utilizamos a conclusão do corolário apresentado no início 
deste apêndice. Finalmente, temos que 
A2 - Obtenção da Função de Sobrevivência de (T1, T2) 
Neste apêndice obteremos a função de sobrevivência conjunta de (TJ, T2). Iniciamos a 
partir da função de sobrevivência condicional de (TJ, T2) dada a realização de 
{N12(t), t;z(); }~12}, 
ST,J'z1N)t1 ,t2)=P(~ >t1,T2 >t2 JN12 ) 
= P(min(X1,Z1 ) > t1 ,min(X2 ,Z2 ) > l 2 l N12 ) 
= P(X1 > t1 ,Z1 > t1 ,X2 > t2 ,Z2 > t2 i N 12 ) 
=P(X1 >t1 )P(X2 >t2 )P(Z1 >t1,Z2 >t2 lN12 ) 
= P(X, > t, )P(X 2 > 12 )exp(-s, f N,( u)du- s,f N,( u)du) (a, I) 
Podemos escrever a função de sobrevivência conjunta de (T1, T2) na forma, 
00 
Sr1I 1 (t 1,t2 ) = P(~ > 11 , T2 > l 2 ) = L:P(~ > tl' T2 > 12 1 N12 = k )P(N12 = k) (a2 2) 
h: O 
pelo teorema da probabilidade total. Agora, utilizando a mesma propriedade em (a14) temos 
que, 
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Fazendo uso de (a2l) em (a2J) temos que, 
E(Sr,.r,1N,(1 1 ,12)) = E[ P(X, > I 1 )P(x 2 > I ,)exp(- s1! Nn( u )du - s, I N12 ( u )du ) J 
= exp(- À11 1) exp(- Ã,t2 ~ exp(- s1! N12 ( u )du - s, f N12 ( u )du)} (a , 4) 
pois X,, i= 1, 2, têm distribuição exponencial e são independentes. 
Estudamos agora o termo direito na última igualdade no caso em que t1~t2 . Temos então que 
+xp( - s1! N12(u)du - s21 N1,(u)du JJ 
={ xp( -H N.,(u)du +s, [ N.,(u)m~+ s, [ N12 (u)du J)J 
= { xp( -[(s, +S2 )[ N.,(u)du +S2 ~ N.,(u)du J)J 
=E[ exp(-[(s, + s, )[ N.,(u)du + s,[ N,(u)du + s,f N12(t,)du -s,f N12( t,)du J) J 
= {•xp(-((s, +s, )[ N.,(u)m, + s, f (N12(u) - N.,(l,))du + s, (1, - 1,}N,(1, ) J)J 
(a2 5) 
= E[ exp- ( (s1 + s2 )! N12( u )du + s2 (1 2 - 11 )N12( I 1) J J{ exp(- s2! (N12(u)- N12( 11) )du J) 
(a2 6) 
sendo que em (a26) utilizamos a propriedade de incrementos independentes do processo de 
Poisson. Em relação a primeira esperança no lado esquerdo da última equação temos que, 
~exp-((s1 + s,)! N12(u)du + s2 (12 - 11 }N12(11 ) J J 
= tP(N12 = k )exp(- s, (12 - tjk )E( ( exp- ( (s, + s2 )! N 12( u )du J} N12 = k) (a, 7) 
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onde utilizamos a propriedade de esperança, veja James, 1981 e o princípio da substituição de 
esperança condicional. Logo, usando (a17) e o corolário no início do Apêndice A1 em (a2 7) 
temos que 
{exp- ( (s, + s,)[ N12(u)du +s,(t, -t,)N,,(t1))) 
"' e -J.,;~, (Â t )k 
= ~ k/2 I e-s2(trttJk E(exp(- (si+ s2 X(ti -'I)+· .. + (t*- 'k )) )) 
"' -).til (il t )k =~e k;12 1 e-sz(crc1JkE(exp(-(s1 +S2 )(tt _ ,t))k) 
= ~ .-""' ~~,,1,)' . -.,t,,-,,!k (E exp(- (s, + s, )(t1 - <1 )))' 
co (Â, ( )k; (j e -fsr'·S1)11 J/c 
= e-J.utJ L 12 I e-s,(tJ- Ij)k ~--~-
k=O k! (s1 + sJt1 
( 
Â/2 (e -•z{lrr,) _ e-•h-•h )l/c 
-..i.,c~ si +s2 ) 
=e ,_, "--
t:o k! 
Ainda no caso t 1~h ternos que a segunda esperança no lado direito de (a26) é obtida em forma 
similar a esperança em (a1S), assim temos, 
{exp(- s, l(N,(u)- N,(t1 J)du )J 
= •w(- Ã.,{t, -11 )+ ~; ~-e -•,!1,- <.J )} 
Finalmente usando (a28) e (az9) em (a24) obtemos que 
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s (t { ) = e - ).IJ e-}.h e"'- Â. l + À./2 (1- e -SJ( t1 - 11 ) ) + }._/2 (e -s;(t: -11 ) _ e -Stft-Szlz )~ r,.r. , . 2 12 2 ~ 
. ~ ~ +~ 
= exp(- Â.l t / - ( Â,2 + },/;){2 + Â.J 2 {1- e - s; (lz-11) )+ Â./2 (e - Sz (l1- tl) - e - Sh - Sfl )i. 
s2 s, +s2 ) 
(a2 10) 
O caso t1>h é análogo e por isso omitiremos maiores detalhes. Temos para t1>t2 
A3 - Forma Geral da EBVE e Três Casos Especiais 
Neste apêndice mostramos a forma mais geral da distribuição EBVE, derivada a partir 
da função de risco h, (t)=d;N, (t)+ s1N12(t) juntamente com três casos especiais. 
A função de sobrevivência conjunta de (T1, T2) condicional aos processos de Poisson é 
dada por: 
ST.T '"' A1 ... (t,, t2 ) = P(~ >t,,T2 > t2 JN, ,N 2, N ,J I 2• • I"'• 1" 11 
= exp( - d ,[ Nlu)du) exp( - d, [ N 12( u)du) exp(- s1 I N,(u)du - s,[ N,(u)du). (a, I) 
considerando a independência entre N1, N2 e N12. 
A função de sobrevivência conjunta é obtida de forma similar ao caso em que 
d1=d2=oo, veja Apêndice A2, pois temos, 
= Eexp( - d 1 I Nlu)du ) E e~- d 1! N,(u)du )E exp(-s1! N 11(u)du - s1! N 11 (u)du J 
(a3 2) 
portanto, 
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exp(-( .<, + .<, }t, - .<,t, + ~: ( 1- , -•;, )+ ~; ( 1- ,-•h lJ 
Srl:r1 ( t/, 11) = 
•-'1{- .<,t, - ( .<, + .<, )t, + ~: ( 1-e-''- )+ ~ ( 1- e-df> )J 
X exp(Â./2 ( 1- e - sdtr t1) )+ Â./2 ( e -sl(tl-1 ) - e-SJ~J-Szl~ )l 
SI SI + S2 ) 
Os três casos especiais da EBVE são citados a seguir: 
1" caso: d1=d2=oo e corresponde a distribuição absolutamente contínua derivada no Capitulo I. 
2• caso· s1 =s2=oo e portanto somente os choques que ocorrem nas partes específicas dos 
componentes são acumulativos. A distribuição resultante não é absolutamente 
contínua e é dada por: 
exp( - ( .<, + .<, )t,- À.2t2 + ~: ( 1-e-'" )+ ~ ( 1- , -•h )J se t, > t, 
Srl:r, ( 11 ,t2) = 
exp(- .<,t, - ( .<, + .<, )t, + ~: ( 1- , -d,<, )+ ~: ( 1- , -d;, l) se t, o> 12 . 
(a34) 
3" caso: d 1=d2= s1 =s2=ooe a distribuição reduz-se a BVE de Marshall e Olkin. 
Apêndice B 
Programa Computacional Implementado para a Geração de Dados 
da Distribuição EBVE pelo Método da Rejeição 
1~ Com este programa obtivemos os resultados da Tabela 2.2~/ 
#include <oxstd.h> 
#import.<oxprob> 
#import<maximize> 
decl n=lOO; /I tamanho das amostras 
decl i,j,k,tlg,tl,t2,tmin,b,h,tempol,tempo2; 
;w-------------densidade bivariada: tl<=t2-------------------*/ 
dbtlmet2 (tl,t2,vP) 
I 
decl d; 
d=(exp(-vP[OJ (OJ*tl-
(vP{l] (O]+vP[2] (0] )*t2+vP{2] [0]/vP[4] {0]*(1-exp(-vP[4] [O]*(t2-
tl] ))l·vP[2] [O]/(vP[3) [O]tvP(4] [O] )*(exp(-vP(4] (O]* (t2-tl) )-
exp(-vP(3] {0] *tl-vP[4] (0] *t2)) )~(YP[O] [O]+vP[2] (0] *exp(-
vP[4] [O]*(t2-tl) )-vP[2] [O]/(vP{3](0]tvP[4] {0])*(vP[4][0]*exp(-
vP [ 4] [O]* (t2-tl I I +vP [3] [O] *exp(-vP[3] (O] *tl-
vP(4] [0]"t2) ))*(vP[l] [O]tvP[2] [0]-vP[2] [O]*exp(-vP[4] [O]*(t2-
t1) )+vP[4) [O]*vP[2] (0]/ (vP(3] [O]+vP[4] [O])* (exp(-vP[4] (0]* (t2-
tl) )-exp(-vP[3] [O]*tl-vP(4] (O]*t2J)) )+(exp(-vP[O] [O]*tl-
(vP(l] (O]tvP[2] [0) )*t2tvP[2] [0]/VP[4) [0]*(1-exp(-vP[4) [0]*(t2-
t1)) )1-vP[2) [0]/ (vP[3] [O]+vP[4] [O] )*(exp(-vP[4] [0)"'(t2-tl) )-
exp(-vP[3] [O] *tl-vP [ 4] [O] *t2) ) ) * (vP[ 4] [O] *vP [2] [O) *exp l-
vP(4) [O]*(t2-tl) )-
vP[4) [O)*vP(2] [0]/ (vP[3] [O]+vP[4] [0] )*(vP[4] [O]*exp{-
vP[4] [O]*(t2-tl))+vP[3] [O]*exp(-vP[3] [O]*tl-vP[4] [0]"t2)))); 
return d; 
I 
/*------------fim densidade bivariada: tl<~tz----------------*1 
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/*-------------densidade bi variada: t l>t2--------------------"" I 
rlbtl mat2 ( t1, t2 ,vP) 
I 
decl d; 
d~(exp(-(vP(O] (O]+vP[2] [O])*tl-
vP[l] [O]*t2+vP(2) [0]/vP(3] (0]" (l-exp(-vP[3] [OJ * (tl-
t2)) )+vP[2] [0]/(vP(3] (0]-lvPj4] [O] )""(exp(-vP[3] (0]* (tl-t2) )-
expj-vP(3] [0) *tl-vP[4] [0]"t2)) )"" (vP[l] [O]+vP!2] [O] •exp{-
vP[3] [0]" (tl-t2)) -vP{2] (0]/ (vP[3] [O] tvP[4] [0]) * (vP[3] [O] *exp(-
vP(3] [O]*(tl-t2))+vP(4] [O]*exp(-vP[3] [O]*tl-
vP[4) [O]*t2)) ]•(vP[O] [O]+vP[2] (0]-vP(2] {O]*exp(-vP[3] [O]*(tl-
t2))+vP[3] [O)*vP[2] [0]/(vP[3] [O]+vP[4] [0])*(exp(-vP[3] (0]""(tl-
t2) )-exp(-vP]3] [0] *tl-vP[4] [O] *t2)) I)+ (exp(-
(vP[O] [0]+vP[2] [O] )*tl-vP[l] [O]*t2+vP[2) (0]/vP[3) [0]*(1-exp(-
vP[J] [0]"(tl-t2)) )+vP[2] [O]/(vP[3) [O]+vP(4] [O] ]*(exp(-
vP[3] [O]* (tl-t2) )-exp(-vP[3] [Dl*tl-
vP[4] [0]*t2)))*(vP[3] [O]*vP(2) [O]*exp(-vP(3] [O]*(tl-t2))-
vP[3] [O]*vP[2] [0]/(vP(3] (0]tvP[4] [O] )*(VP[3] [O]*exp(-
vP(3) (0]* (tl-t2) )+vP I 4] (O] *exp(-vP(3] [O] *tl-vP[4] [0]"t2J I)); 
return d; 
I 
/~-----------fim densidade bivariada: tl>t2------------------*/ 
1*-----------------geraçi'io de ( tl, t2) ------------------------*I 
gera () 
I 
decl vP~<0.1;0.1;0.2;0.5;0.5>; //parametros utilizados 
decl ul,u2,u3,ber,dl,tlauxl,t2auxl; 
decl tempol=zeros( n,l); 
decl tempo2~zeros ( n, 11; 
decl tempominimo=zeros(n,l); 
j~O; 
while(j<n) 
I 
ul=ranu(1,1)*35; //uniforme [O, 35) 
u2=ranu(1,1)*35; 
u3=ranu(l,l)*0.046; 
ber=ranbinomia1(1,1,1,0.5); I! bernoulli (0,5) 
if(ber==O) 
I 
tlauxl=min(ul,u2); 
t2auxl=max(u1,u2); 
dl=dbtlmet2(tlauxl,t2auxl,vP); 
if (u3<dl) 
I 
tempol[j) [O)=tlau:ü; 
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tempo2[j] [0]-t2auxl; 
tempominimo[ j] [O] ~min ( tlauxl 1 t2auxll; 
j~j+l; 
I 
else 
tlauxl=max(ul,u21; 
t2auxl~min ( ul, u2) ; 
dl=dbtlmat2(tlauxl,t2auxl,vPI; 
if (u3<dl) 
I 
tempol[j] [O]=tlauxl; 
tempo2[j] [O]=t2auxl; 
tempominimo [ j ] [O] ~min ( t lauxl 1 t2auxl ) ; 
j=j+l; 
I 
return tempol-tempo2-tempominimo; 
I 
1*--------------------fim geração de (tl,t2)-----------------*/ 
main() 
I 
h=500; //n~mero de amostras geradas 
/*---------declaração das variáveis utilizadas-------------*/ 
decl time; 
time=timer (I; 
decl vetorminimo=zeros (h, 1); 
dec1 vetorrnediast1=zeros(h,1); 
decl. vetorrnediast2=zeros (h, 1); 
decl vetorrnediasminimo=zeros(h 1 1); 
decl vetorvartl=zeros(h,l); 
decl vetorvart2=zeros(h,ll; 
decl vetorcorrelacao=zeros(h,l); 
decl mediat 1, mediat2, mediaminimo 1 vartl 1 vart2; 
decl correlacao=zeros(2 1 2); 
decl mediageraltl, mediageralt2, rr.ediageralminimo, 
mediavartl 1 mediavart2, mediacorr; 
decl desvpmediastl, desvpmediast2 1 desvpmediasminimo 1 
desvpvartl, desvpvart2, desvpcorr; 
I/ obtenção das amostras 
for (b~O; b<h; ++bl 
I 
tlg=gera (); 
tl-tlg*<l;O;O>; 
t2=tlg*<O;l;O>; 
tmin=tlg*<O;O;l>; 
//médias, variâncias e correlação dos tempos em cada amostra 
mediatl=meanc(tl); 
mediat2=meanc(t2); 
mediaminimo=meanc ( tmin) ; 
vartl=varc ( t 1 ) ; 
vart2=varc ( t2) ; 
correlacao~correla tion ( tlg); 
vetormedi astl [b] [O] =mediatl; 
vetormediast2 [b I (O I =media t2; 
vetormediasminimo [b) [ O)=mediaminimo; 
vetorvartl[b] [O]=vartl; 
vetorvart2 [b] [O I =v a rt2; 
vetorcorrelacao[b] [O]=correlacao[l] [O]; 
//médias das 500 amostras 
mediageraltl~meanc(vetormediastlJ; 
mediageral t2~meanc (vetormediast2) ; 
mediageralminimo=meanc (vetormediasminimo) ; 
mediavartl=meanc(vetorvartl); 
mediavart2=meanc(vetorvart2); 
mediacorr=meanc(votorcorrelacao); 
//desvios padrões das 500 amostras 
desvpmediastl=sqrt(varc(vetormediastl)); 
desvpmedisst2=sqrt (vare (vetormediast2) ) ; 
desvpmediasrninimo=sqrt(varc(vetormediasminimcl); 
desvpvartl=sqrt(varc(vetorvartl) ); 
desvpvart2=sqrt(varc(vetorvart2) ); 
desvpcorr=sqrt(varc(vetorcorrelacao) I; 
l 
// SAfDA 
prin t ( vetormedias tl-vetorrnediast2-vetormedi asminimo-
vetorvartl-vetorvart2- vetorcorrelacao); 
print(mediageraltl-mediageralt2-mediageralminimo-
mediavartl-mediavart2- mediacorr ); 
print ( desvpmediastl- desvpmedias t2-desvpmediasmi nimo-
desvpva rt 1- desvpvart2- desvpcorr l ; 
prJ.nt ( "\n tempo de execucao: ", timespan (time)); 
I 
Apêndice C 
Programa Computacional Implementado pam Estimação dos Parâmetros da 
Distribuição EBVE considemndo Dados sem Censura 
/* Com este programa obtivemos os resultados das Tabelas 2.6, 
2.7, 2.8, 2,10 */ 
#include <oxstd.h> 
#import<maximize> 
#import<oxprob> 
decl n=200;// tamanho das amosLras 
decl b,h,i,j,k,tl,t2; 
/*------densidade bivariada: tl<=t2 (veja Apêndice B) ------*/ 
/*------densidade bivariada: tl>t2 (veja Apêndice B)--------*1 
1*----------log densidade bivariada: tl<tZ------------------*1 
logdbtlmet2(tl,t2,vP) 
{ 
decl d; 
decl logd; 
d=dbtlmet2(tl,t2,vP); 
logd=log(d); 
return logd; 
/*------fim log densidade bivariada: tl<tZ-------------------*1 
1~--------log densidade bivariada: tl>tZ---------------------*1 
logdbtlmat2(tl,t2,vP) 
{ 
decl d; 
decl logd; 
d=dbtlmat2(tl,t2,vP); 
logd=log(d); 
return logd; 
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/*-------fim log densidade bivariada: tl>tZ------------------*1 
/*------------derivada em relação a lambdal da densidade 
bi v a dada I tl <=t2 1-------------------------------------------.. I 
derivflltlmet2(tl,t2,vP) 
{ 
decl sl,s2,s3,s4,s5,t0; 
s2=-tl*exp(-vP[O] [O] .. tl-{vP[l] [O]+vP[2] [0]) 
kt2+vP[2) [0]/vP[4] [0]*(1-exp(-vP[4] [0J*(t2-
tl)) )+vP[2] [0]/ (vP(3] [0 
]+vP(4) (O) )*(expl-vP[4] [Oj•·lt2-tl))-exp(-vP[3] (O] .. tl-
vP(4) (O] .. t2)) 
) *(vi? (0] [O] +vP [2] [O] *exp 1-vP { 4 I [O]* I t2-tl))-
vP(2)[0]/(vP[3] [O]+vP( 
4] [O])*(vP(4] [O]~expl-vP(4] (0)*(t2-tl))+vP[3) [O]~exp(­
vP(3] [O)*tl-
vP[ 4) [0) *t2))) * (VP[l] (0) +vP(2] [ 0)-vP[ 2) [ Oi .. expl-vP [ 4] [O]* (t2-
tl) )+ 
vP(4] [O]*vP(2](0)/IvP(3) [O]tvP(4] [0])*{eXp(-vP(4) [O] .. (t2-
tl) )-exp( 
-vP[ 3] [O) *tl-vP[ 4) {0] *t2))); 
s4=exp(-vP[O] [O] .. tl-
(vP(l] [O]tvP[2] [0) ) .. t2+vP[2) {0]/vP[4] [0] .. (1-
expl ~vP [ 4) [O)* lt2-tl))) +vP[2) [ 0] I (vP[ 3] [0) +vi? [ 4) [0) ) .. (exp (-
vi?( 4) [O 
I* (t2-tl) )-exp (-vP[3) (0] *tl-
vP[ 4] [O] *t2)) I* (vl?(l) [0] +vP{2] {O) -vP[ 2 
] (0]*exp[-vP(4] (O)*(t2-
tl))+vP[4] [O]*vP[2] [0]/(vl?[3] [O)+vP(4] [0])* 
(exp(-vP(4] [O]* (t2-tl) )-exp(-vP[3] [O] *tl-vP[4](0) *t2J)); 
s5=-tl*exp(-vP[O] [O]*tl-
(vP{l] [O]+vP[2] [O] ) .. t2+vP[2] [0)/vP[4] [0) 
*(1-exp(-vP[4) [O)*[t2-
tl) I )+vP [2] [O] I (vP(3) (O] tvP[ 4} (O])* lexp ( -vP [ 
4] [O]*(t2-tl) )-exp(-vP[3) [O)*tl-
vP[4] [O] .. t2)) )*(vP(4] [O]*vP(2) [0]* 
expl-vP[4) {O]* lt2-tl) )-
vP[4) [O] .. vP(2] (0]/(vP[3) [O]+vP(4] [O])*(vP[4 
] (0) *exp(-vP[4) [0)* (t2-tl) )+vP(3) [O]*exp(-vP{3] [O] *tl-
vP[4] [O]*t2) 
) ); 
s3=s4+s5; 
sl=s2+s3; 
s4=exp(-vP[O) [O)*tl-
(vP(l] [O]+vP[2] [O] ) .. t2+vP[2) [0]/vP[4] (0)*(1-
expl-vP(4] (0]*(t2~tl) ))+vl?(2) (0)/(vP[3] [O]+vP[4] [O] ) .. (expl-
vP [ 4] [O 
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I 
I* I t2-tl) J -exp 1-vP [3] [O] "t1-
vP[4) [0]"t2)) )"lvP[O) [O)·t-vP(2] [O]*exp[ 
-vP[4] (O]*(t2-tl) )-
vP[2] [0]/[vP[3] [O]+vP[4] [OJI*(vP[4] [O]*exp(-vP[ 
4] [O]" (t2-tl) I +vP [3) [O] *exp (-vP[ 3) (0] "tl-
vP[4] (0]"t2)) I* (vP[l) [0) ·I· 
vP[2] [0]-vP[2] [O]*exp(-vP[4) [O]*It2-
tl) l+vP(4] (O] *vP[2] [0]/ (vP[3] [ 
O]+vP[~) [O])" (exp(-vP[4] [O]" (t2-t1)) -exp(-vP[3] (0]"tl-
vP[4) [D]"t2) 
li; 
s5=exp(-vP[O] [O]"tl-
(vl?[l) [O]+vP[2) (O])*t2+vP[2] [0)/vP[4] [0)"(1-
exp(-vP[4) [0]" (t2-tl))) +vP[2] [O]/ (vP[3] [O] +vP(4] [O])* (exp (-
vP [ 4) (O 
]* (t2-tl) )-exp(-vP[3] (0] *tl-
vP{4) [O] *t2) I)* (vP[4] [O] "vP [2] [O]*exp I 
-vP[4) (O]*(t2-tll )-
vP[4] [O]•-vP(2] [O)/(vP[3] [O]+vP[4) [0]1*(vP[4] [O] 
*exp(-vPl4, [O]" (t2-tl) J +vP[3) j O)*exp(-vP(3] [O] *tl-
vP[4] [0]"t2J) I; 
s3=s4+s5; 
s2=1/s3; 
tO=sl*s2; 
returnltO); 
/*--------fim derivada em relação a lambda1 da densidade 
bi variada ( tl <=t2) -------------------------------------------*I 
/*------------derivada em relação a 1ambdal da densidade 
bivariada (tl>t2)-------------------------------------------*/ 
der i vfll t1ma t2 1 tl, t2, vP) 
I 
decl sl 1 s2,s3,s4,s5 1 t0; 
s2=-tl*exp(-(vP[O) [O]tvP[2) [O] )*tl-vP[l] [O] 
"t2+vP [2) I 0]/vP [ 3] [O]* (1-exp( -vP [3] {O)* (tl-
t2)) )·l-vP(2) (0]/(vP[3] [O 
]+vP[4] [O))* (expl-vP[3] [O]* (tl-t2) )-exp(-vP(3) [0]*tl-
vP{4] [O]*t2)) 
)*(vP[l] [O]+vP[2) [O]•·exp(-vP[3] [0)"(tl-t2))-
vP[2] [O]/(vl?[3] [O]tvP[ 
4] [O] J*lvP[3) [O)*exp(-vP(3] [0]*1tl-t2))+vP[4] [O]*exp(-
vP[3) (O]*tl-
vP[4) [O]*t2) ))*(vP[O] (0]+vP(2] [0)-vP[2] (0]*expl-vP{3] (O]*(tl-
1:2) l + 
vP[3] (O]*vP[2] [0]/(vP[3) [O]+vP(4) [0) )*(exp(-vP[3) [O]*(tl-
t2) )-exp( 
-vP[J] [O] *tl-vP( 4) (O] *t2)) I; 
s4=exp(-(vP[O] [O)+vP[2)[0) )*tl-
vP[l] [0]*t2+vP[2] [0]/vP(3] [0]*(1-
exp(-vP{3] [0)*(t1-t2)))+VP(2) {0]/(VP(3) (O)+vP[4) [O))*Iexpl-
vP [ 3] [O 
)* (tl-t2) )-exp(-vP[3] [O]*tl-
vP(4] [0]"t2)) )*(vP[l) [O]+vP[2] (O]*exp( 
-vP( 3) (O]* (tl-t2))-
vP(2] [0]/(vP[3] [O]+vP[4] [O])*(vP(3) (O]"exp(-vP[ 
3) [O]*(t1-t2))+vP[4] [O]*exp(-vP[3] [O]*tl-vP[4) (0]"t2) )); 
s5=-tl*exp(-(vP[O] [O]+vP[2) [0) )"tl-
vP(l] [0]"t2+vP[2] [0]/vP(3] (0] 
"11-exp(-vP[3) [O]*(tl-
t2)) )+vP[2] (O)/(vP[3] [O]tvP(4] (O) )*(exp(-vP[ 
3] [O]* (tl-t2) )-exp(-vP[3] [O] *tl-
vP[4] [0]"t2)) )*(vP[3] [O]*vP[2] [O)* 
exp(-vP[3] [O)*(tl-t2))-
vP[3] [0] *VP[2) [0]/(vP{3] [O]+vP[4] [0) )* (VP[3 
] [0]"exp(-vP[3] [0]* (tl-t2) )+vP[4) [0)*exp(-vP[3] [O)~tl­
vP(4] [O)*t2) 
)) ; 
s3=s4ts5; 
sl=s2+s3; 
s4=exp(-(vP[O] [0]+vP[2] [0) )*tl-
vP[l) [O]*t2+vP[2] [0)/vP[3) [0]"11-
exp (-vP [3] [O]" (tl-t2)) I +vP [2] [0]/ (vP [3] [O] +vP [ 4] (O] ) "(exp(-
vP(3] [0 
]"(tl-t2) )-exp(-vP[3] [O]*tl-
vP[4) [O]*t2)) )*(vP[l] [O]tvP(2) [O] 'exp( 
-vP[3] [O]*(tl-t2))-
vP[2] (0]/lvP[3] [O]tvP[~] [O])* lvP{3) [O]"exp(-vP[ 
3) [OJ*Itl-t2) )tvP[4] [O)*exp(-vP[3] [0)*tl-
vP[4] (O]*t2)) )"(vP[O] [O]+ 
vP[2] [0]-vP[2] [O]*exp(-vP[3] [O]* (tl-
t2))tvP[3) [O]*vP[2] [0)/(vP[3] [ 
O]+vP[4) [O))* (exp(-vP[3] [O]* (tl-t2) )-exp(-vP[3] [O]*tl-
vP[4] [0]"t2) 
) ); 
s5=exp(-lvP[O] [O]+vP(2] [O] J*t1-
vP[1] [0]*t2+vP[2] [0)/vP(3] [0]*11-
exp 1-vP [3) [O]* ( tl-t2))) +vP [2] [0]/ (vP (3) [0) +vP [ 4] [O] ) *I exp(-
vP[JJ [O 
]* (tl-t2) )-exp(-vP[3] [O]*tl-
vP[4) (0)*t2) I )*lvP[3] [O]*vP[2] [O]*exp( 
-vP(3)(0)*(tl-t2))-
vP[3) [O)*vP[2] [0)/(vP[3] [O]+vP[4] [O] )"(vP[J] [O] 
*exp(-vP[3] (0]"(tl-t2) )+vP[4] [O]*exp(-vP[J] [0]"tl-
vP[4) [O)*t2J I); 
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s3-s4+s5; 
s2=l/s3; 
t0=sl*s2; 
return(tO); 
I 
/*--------fim derivada em relação a lambdal da densidade 
bivariada (tl>t2)--------------------------------------------*/ 
/*------------derivada em relação a lambda2 da densidade 
bivariada (tl<=t21-------------------------------------------*/ 
derivfl2tlmet2(tl,t2,vP) 
I 
decl sl,s2,s3,s4,s5,t0; 
s2=-t2*exp(-vP[O] [O]*tl-(vP[l) [O]+vP[2] (0]) 
*t2+vP [2] ( 0]/vP ( 4] [O]* (1-exp ( -vP [ 4] [O]* (t2-
tl)) )HP[2] [0]/(vP[3] [O 
] tvP[4] [0] )" (exp(-vP[4] [O]* (t2-tl) )-exp(-vP(3] (O]*tl-
vP[4] [O]*t2]) 
)* (vP(O] [0]+VP[2] [O]*exp(-vP[4) [O)*(t2-tl) )-
vP[2] [0]/(vP(3) (O]tvP[ 
4) [0])*(vP[4) [O]*exp(-vP[4] [O]*(t2-tl))+vP[3] [O]*exp(-
vP[3] [O]*tl-
vP[4] '0)*t2]])*(vP(l] [Ü]tvP[2) (0]-vP[2] [O]*exp(-vP[4) [O]*(t2-
tl) )+ 
vP(4) (O]*vP[2] [O]/(vP[3] [O]+vP[4} [0) l*(exp(-vP[4] [O)*(t2-
tl) )-exp( 
-vP[3) [O] *tl-vP~4) [O] *t2))); 
s4=exp(-vP[O] [O]*tl-
(vP(l] [O]+vP[2] [O] )*t2+vP(2] [0]/vP[4) [0]*(1-
exp(-vP[4] [O]*(t2-tl)) )+vP(2] [O]/ (vP[3) [O] +vP[4] [O])* (exp(-
vP [ 4) [O 
1 * (t2-tl) )-exp(-vP[3] [O]*tl-
vP[ 4) [0} *t2)) )* (vP [O] [O) +vP[ 2] [0} *exp ( 
-vP(4] [O]* (t2-t1) )-
vP[2J [0}/(vP[3] [O]tvP[4] [O])*(vP(4] [O]*exp(-vP[ 
4] [O]* (t2-tl) )+vP[3] [O]*exp(-vP[3] [O]*tl-vP[4] [O] *t2)) ); 
s5=-t2*exp(-vP[O] [O]"tl-
(vP[l] rOJ+vP[2] [0) )*t2+vP[2) rOJ/vP[4] [O) 
*(1-exp(-vP(4) [O]*(t2-
tl)))+vP[2] [0]/(vP[3] [O]+vP[4) [O] )*(exp(-vP{ 
4) ! O]* (t2-tl I) -exp ( -vP {3] r O] *tl-
vP[4] [O]*t2) ))*(vP[4) [O]*vP[2] [O)* 
exp(-vP[4] [O]*(t2-tl) )-
vP{4] [O]*vP(?.] [0]/(vP{3] [O]+vP[4] {0) )*(vP[4 
I [ O]*exp ( -vP{ 4] {O]* ( t2-tl)) +vP [ 3] [O] *exp (-vP [3) [ 0) *tl-
vP[4J [0J*t2) 
I I; 
I 
.s3 s4+s5; 
.sl=.s2+.s3; 
.s4=exp(-vP(O][O]*tl-
(vP[ 1] [ O]+vPf 2] r O] )*t2+vP[2] [0]/vP [ 4) [0) * ( 1-
exp(-vP[4] (O]* (t2-tl))) +vP(2] [0]/(vP[3] [O] +vP[4] [O])" (exp(-
vP{ 4] [O 
1 *I t2-tl) )-exp ( -vP [3] [0) *tl-
vP[ 4) [O) ~·t2)) I* (vP [0] (0) +vP [2) [O] *exp( 
-vP[4] [O)*(t2-tl))-
vP[2] [0]/(vP[3] [O]+vP(4] [O) J*(vP(4) [O]*exp(-vP[ 
4] [O)* (t2-tl) J+vP[3) [OJ*exp(-vP[3) [0]"tl-
vP[4] [O]*t2)) )*(vP[l] (0]+ 
vP[2) [0)-vP[2] [O]*exp(-vP[4] [O]*(t2-
tl) )+vP[4) [O]*vP[2] [0]/ (vP[3] [ 
O]+vP[4) [0) I* (exp(-vP(4] [0) * (t2-tl)) -exp(-vP[3J [OJ*tl-
vP[4] [O]*t2) 
I); 
.s5=exp{-vP[O] [O] *tl-
(vP(l] (0] +vP[2] (0] )*t2-l-vP[2] [0]/vP[4) [Q]<·[l-
exp(-yP[4] [O]* (t2-t1)) )+vP[2] (0)/ (vP{3) [O]+vP[4] [O])* (exp(-
vP[ 4] [O 
]* (t2-tl) )-exp(-vP[3) [O] *tl-
vP[ 4] [O] *t2))) * (vP[4) [O]*vP [2] [O] *exp( 
-vP[4] [O]*(t2-tl))-
vP[4] [O]*vP(2] [0)/(vP[3] [O]+vP[4] [O] l*(vP(4) [O] 
*exp (-vP f 4) [0] * (t2-t1)) +vP [ 3] [0] *exp (-VP [3] [O) *tl-
vP(4) (O]*t2) )]; 
s3=s4+s5; 
s2=l/s3; 
t0=sl"s2; 
return(tO]; 
/*---------fim derivada em relação a lambda2 da densidade 
bi v a ri a da ( tl <=t2) -------------------------------------------•-; 
/*------------derivada em relação a lambda2 da densidade 
bivariada (tl>t2)-------------------------------------------*/ 
derivfl2tlmat2(tl,t2,vP) 
I 
decl sl,s2,s3,s4,s5,t0; 
s2=-t2*exp(-(vP[O] [O]tvP[2] [O])*tl-vP[l) [O] 
*t2+vP(2] [0]/vP[3] [0]*(1-exp(-vP[3] (O]*(t1-
t2) ) ) +vP[ 2) [ 0)/ (vP(3] [O 
)+vP(4) [0) )" (exp[-vP{3) (0] * (tl-t2) )-exp(-vP[3] [O] *t1-
vP[4] [O]*t2)) 
)* (vP[l) [O]+vP[2) [O]*exp(-vP[3] [O]* (tl-t2))-
vP[2] [0)/(vP(3) [O]+vP[ 
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4] [O] )*(vP[3] [O]*exp( vP[3] [O]*(tl t2))tvP[4] [O]*exp(-
vP[3) [O)*tl-
vP(4) [0] *t2)) )* (vP[O] [0] +vP(2J [0]-vP[2) [O] *exp(-vP[3] [O]* (tl-
t2)) + 
vP[3] [O]*vP[2] [0]/(vP[3] [O]tvP[4] [0] )*(exp(-vP[3] [O]*(tl-
t2) )-expl 
-vP[3) [O]*tl-vP[4) [O)*t2)) ); 
s4-exp(-(vP(O] [O]+vP[2] (O] )*tl-
vP[l] [O)*t2+vP[2] [0]/vP[3] roJ*(l-
exp(-vP[3] [O]*(tl-t2)) )+vP[2] [OJ/(vP(3] [O]tvP[4) [O] )*(exp(-
vP(3J (O 
]*(tl-t2) )-exp(-vP(3] [O]*tl-
vP[4] [0]*t2)))*(vP[O] [O]tvP[2] [0]-vP[2 
] (O]*exp(-vP(3] [0]*(tl-
t2) )+vP(3] [O]*vP[2] [0]/ (vP(3] [O]+vP[4] [O])* 
(exp(-vP[3] (0] * (tl-t2) l-exp(-vP[3] [O] *tl-vP[4) [0) *t2))); 
s5=-t2*exp(- (vP [O] (O) +vP[2] [0) ) *tl-
vP[l] [O)*t2+vP[2] [0]/vP[3] [O] 
*(1-exp(-vP[3] [O]*(tl-
t21) )tvP(2] [0)/ (vP(3] [0)+vP[41 [O] l*lexp(-vP[ 
3) (0] * (tl-t2)) -exp( -vP [3] ( O]"tl-
vP[4] [O]*t2)) )*(vP(3] [O] *vP(2] [0]~­
exp(-vP(3] [O]*(tl-t2))-
vP(3] [O]*vP[2] (0]/(vP(3] [O]+vP[4] [0) )*(vP[3 
] [O)*exp(-vP[3] (0] * (tl-t2) )+vP[4] [O] "exp(-vP[3] [O] *tl-
vP(4) [O]"t2) 
) )I 
s3=s4+s5; 
sl=s2+s3; 
s4-exp(-(vP[O] [O]tvP(2] [O] )*tl-
vP[l] [O]*t2tvP[2] {0]/vP[3) [O]* (1-
exp(-vP(3] [O]*(tl-t2)) l+vP[2) (O]/(vP[3] [O]+vP[4] [0))*(exp(-
vP(3) [O 
) * (tl-t2)) -exp ( -vP( 3] (O] *tl-
vPr4l [O]*t2) 1 )* (vP[l] [OJ+vP[2l [Ol*exp( 
-vP[3) [O]* (tl-t2))-
vP[2] [0]/ (v E' [3) [O] +vP[ 4] [O] ) * (vP[3) [O] *exp (-v E'[ 
3] (O]* (tl-t2)] +vP{ 4] [O] *exp( -vP[3) (O] "t1-
vP[4] [O]*t2)) )*(vP[O] (0]+ 
vP[2] jO]-vP[2] (O]*exp(-vE'[3] jO)*(t1-
t2) )+vP[3] [0]"vE'(2] [0]/(vE'[3] [ 
O] +vP(4] (0}) * (eXp(-vP[3] [O]* ( tl-t2) )-exp(-vP(3] (0] *tl-
vE'[4] [0] *t2) 
1 I; 
s5=exp(-(vE'[0] [O]+vE'[2] [0) )*tl-
vP(l) [O]*t2+vP[2] [0)/vP[3) {0]*(1-
exp(-vP(3) (O]*(tl-t2)) )tvP(2] [Oj/(vP[3] [O]+vP(4] [OJ )*(exp(-
vP[3) [O 
]*(tl-t2))-exp(-vP(3] [O]"tl-
VP r 4] (O] *t2) I ) * (vP[3] [O] *vP[2] ( 0] *exp ( 
-vP[ 3) [0) * ( tl-t2))-
vP(3) [O]*vP[2) [0]/(vP[3] [O]+vP[4] {0] )*(vP{3] [0) 
*exp(-vP[3] [0)"(tl-t211+vP[4] [O)*expl-vP[3] [O]*tl-
vP(4][0]*t2)))1 
s3=s4+s5; 
s2-1/s3; 
tO-sl"s2; 
return(t0); 
) 
/*---------fim derivada em relação a lambda2 da densidade 
bi variada ( tl>t2) -------------------------------------------*I 
1*------------det·ivada em relação a lambda12 da densidade 
bivariada (tl<=t2)-------------------------------------------*/ 
derivfl12tlmet2(tl,t2,vP) 
) 
decl sl,s2,s3,s4,s5,s6,s7,t0; 
s4=(-t2+1/vP[<I] [0]*(1-exp(-vP[4] [O]*(t2-
tl)) )+1/ (vP( 3] {0) tvP[ 4] ( 
O])" (exp(-vP( 4) [O]* (t2-tl J ) -exp( -vP(3] (O] *tl-
vP[4) (O]*t2l ))*exp(-vP 
[0) [O]"tl-(vP[l] [O] +VP(2) [O] l*t2+vP[2] [0]/vP(4) (0] * (1-exp(-
vP[4] [ 
O]*(t2-tl)) )tvP(2] (0]/ (vP[3) [O]+vP[4] [O])* (exp(-vP(4) (O]*(t2-
tl) J-
exp( -vP[ 3] [O] "tl-vP ( 4] [O] *t2]]) 1 
s5=(vP[O] [O}+vP[2) [O]*exp(-vP[4] [O]*(t2-tl))-
vP[2) (0)/(vP[3] [0]+ 
vP[4] (0]) * (vP[4] [O)*exp(-vP[4] [0]" (t2-tl) )+vP[3) [O] *exp(-
vP(3] [O]* 
tl-vP[4] [O]*t2))]*(vP(l] [O]tvP[2] [O]-vP(2] [O]*exp(-
vP(4] [O]*(t2-tl 
))+vP[4] [O]*vP[2] [0]/(vP(3] [0]+vP[4] [O] )*(exp(-vP[4] (O]*(t2-
tl))-exp(-vP[3] [O]*tl-vP[4] [O]*t2) I); 
s3=s4*s5; 
S4"-eXp(-vP(0] [O]*tl-
(vP[l) [O]+vP[2] [O] )*t2+vP(2) (0)/vP[4) (0]"(1-
exp(-vP[4) [O]* (t2-tll) )+vP[2] [0]/ (vP[3] [O]+vP[4] [O])* (exp(-
vP( 4] [O 
] * (t2-tl)) -exp( -vP r 3) [O] *tl-vP( 4] [O] *t2))) * ( exp(-
vP[4] (0]"(t2-tl)) 
-1/ (vP[3] [O]+vP(4) [O])* (vP[4) [O]~exp(-vP[ 4] (0] * (t2-
tl))+vP[3] [O]* 
exp(-vP[ 3] {O] *tl-vP( 4) [0] *t2))) * (vP r 1] (0] +vP(2) [ 0)-
vP(2] [O)*exp[-vP 
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[4) (O)* [t2-tl) )+vP[4] [O]*vP(2] [0)/{vP[3] [O]+vP[4] [O] )*(exp{-
vP I 4 J I 
O]* {t2-tl) )-exp(-vP(3] (O] *t1-vP[~] [O)*t2))); 
s2=s3ts4; 
s3=s2+exp{-vP[O] [O)*tl-lvP[l) [O)+vP[2] [O])* 
t2+vP(2] [0)/vP[4] [0)" (1-exp(-vP[4] [O]* (t2-
tl)) )+vP[2) [0)/(vP[3] (0] 
+vP[4) [O] J"(exp(-vP[4) [O]*(t2-t1))-exp(-vP[3) [O)*tl-
vP[4] [O)*t2))) 
*(vP[OJ [O]+vP[2) [O]*exp(-vP[~J [O)"(t2-tl) )-
vP[2] (0)/(vP(3] [0]+vP[4 
) [0] l*(vP[4] (O]*exp(-vP[4] [O]*(t2-t1))+vP[3] [O]*exp(-
vP[3] [O)*tl-vP[4] [O]*t2)) )*{1-exp(-vP(4] [0)"(t2-
t1))+vP[4] [0]/(vP[3] {0)+vP[4) [O 
] )* (exp(-vP[4] [0)" (t2-t1) )-exp(-vP[3) [O] *tl-vP[4 I [O] *t2) j); 
s4=s3; 
s6=(-t2+1/vP{4] (0]"(1-exp(-vP[4] [O]*(t2-
tl)) )+1/ (vP(3] [O]+vP(4] { 
O] ) * (exp ( -vP[ 4] [O]* (t2-tl)) -exp( -vP [3] [O] *tl-
vP[4] [O)*t2)))*exp(-vP 
(O] [0)"t1-(vP[l] [0]+vP[2] [O] )*t2+vP[2) (0)/vP[4] [0)"(1-exp(-
vP [ 4) [ 
O] *(t2-tl)) )+vP[2] [0]/ (vP[3] [O] tVP[4] [O])* (exp(-vP(4] (0] * (t2-
tl) l-
exp(-vP(3] [O)*tl-vP[4) [O] *t21l )* (vP [4] [O) *vP(2] (0] *exp(-
vP[4] [0]*( 
t2-tl] )-vP(4] [O]*vP[2] [0]/ (VP[3] (0] +vP[4) (0)) •· (vP[4} [0) *exp(-
vP[4) 
[O]* (t2-tl J I tvP [3] [O]"exp( -vP [ 3] [ O]*tl-vP[ 4] [0]"t2))); 
s7=exp(-vP[O] [0)"t1-
(vP[1) [O]+vP(2] (0] )*t:2tvP[2) (0)/vP[4) (0]*(1-
exp(-vP(4] [O]*(t2-t1) l)+vP[2) [0]/(vP[3] [0]+vP(4] (0] )*(exp(-
vP[ 4] [O 
]" (t2-tll) -exp(-vP[3] [O] *tl-vP{4] [O]*t2)) ]" (vP[4) (0] *exp(-
vP(4] [0] 
"(t2-tl))-vP[4] [O]/{vP(3] [O]tvP(4] (0] )"(vP[4) [O]*exp(-
VP[4] [O]*(t2 
-tl] ) +vP [3] [ 0) *exp(-vP [ 3] {O]"tl-vP [ 4] { 0) *t2))); 
s5=s6+s7; 
sl=s4+s5; 
s4=exp(-vP[O] [O]*t1-
(vP[l] [0]+vP[2] [0])*t2+vP(2) [0]/VP(4] [0]*(1-
exp( -vP[ 4 J [O]" (t2-tl) ) ) +vP[2] [O]/ lvP[3] [O] +vP [ 4) [O] I* ( exp I-
vP[ 4) [0 
1 * ( t2-tl I) -exp (-vP [3] [0]*tl-
vP[4] [O]*t2)) )* (vP[O] [0]+vP[2] [Ol*exp( 
-vP(4] [O]*(t2-tll )-
'<cr:zJ [0]/(vP[3] [O]+vP[4] (O)J*(vP[4] [O]*exp(-vP[ 
I 
4] [O]*(t2-tll )tvP[3] [O]*exp(-vP(3J[O]"t:l-
vP[4] [0)"t21 I )*{vP[l] [0]+ 
vP[2] [0]-vP[2] [O]*exp(-vP[4] [O]*(t2-
tll )+vP[4] (O]*vP (2) [O) I (vt'[3] [ 
O] +vP[4] [O] I" (exp(-vP[4] [O] *(t2-tl)) -ex:p(-vP{3] {0) *t1-
VP[4] [O]*t2) 
) ); 
s5=exp(-vP[O] [O]*t1-
(vP[l) [O]tvP[2] [O] l*t2tvP[2] [0)/vP(4] {0]*11-
exp (-vP[ 4) [O]* (t2-tl))) +vP [2) (0] I (vP (3] [O] +vP[ 4) (O] ) * (exp(-
vP r 41 r o 
I" (t2-tll) -exp ( -vP[ 3] (O] *tl-
vP[4) [O] *t2) 1) * (vP(4] (0]"vP[2] [0) *exp( 
-vP[4] [O]*(t2-t1))-
vP[4) [O]*vP[2] {0]/(vP(3] {0]+vP{4] [O] ) 1 (vP(4] (0] 
"exp(-vP[4] [O)*(t2-tll )+vP[3] (O]*expl-vP[3] [O]*t1-
vP(4) [O] *t21)); 
s3=s4+s5; 
s2=1/s3; 
t0=sl*s2; 
return(t:OI; 
/"---------fim derivada em relaçao a lambda12 da densidade 
bivariada (tl<=t21-------------------------------------------*/ 
/*------------derivada em relação a lambdal2 da densidade 
bivariada (tl>t2)--------------------------------------------*/ 
derivfl12tlmat2(t1,t2,vP) 
I 
decl sl,s2,s3,s4,s5,s6,s7,t0; 
s4=(-tl+l/vP(3] (0]* (l-exp(-vP[3] [0)* (tl-
t2) I I +1/ (vP(3] (O]+vP[4] [ 
Oll"(exp(-vP(3] (0]*1t1-t21 )-exp(-vP(3] [O]*t1-
vP[4] [O] *t2) ))*exp(-1 
vP[O] [O]+vP[2] [O] )*tl-vP[1] [O]*t2+vP[2) [0)/vP[3] (0]*(1-exp(-
vP[3) [ 
O]* (t1-t2])) tvP[2] [ 0]/ (vP[ 3] [O] tvP[ 4 J [ 0)) * (exp ( -vP[ 3] [O]* ( tl-
t2))-
exp(-vP[3] [O]*tl-vP[4] [O] *t2)) ); 
s5=(vP[l) (O] +vP(2] (0] *exp(-vP [3] [O]* (l1-t:2) )-
vP{2] [0]/(vP[3J (0] + 
vP[4] [O]I*(vP[3] [O]*exp(-vP[3] [O]*(tl-t2JJ+vP[4) [O]*exp(-
vP[3) [O]* 
tl-vP{4] [O]*t2) ll"lvP[O) (O)+vP(2) [O]-vP[2] [O]*exp(-
vP[3) [0]"(tl-t2 
) )+vP(3] [OJ*vP[2] (0]/lvP(3) {O]+vP(4) [O] )*(exp(-vP[3] [0)"(t1-
t2) 1-
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exp(-vP[3] [OJ*tl-vP[4] [O] *t21 J I; 
s3=s4*s5; 
s4=exp(-(vP[O) [O]+vP[2] [O] J"'tl-
vl'[l] [O]*t2+v2[2] (O]/vl'[3] (0]*(1-
exp( -vP [3 I (O]" (tl-t21)) +vP [2) [O] I (vP [ 3] I O[ +vt' [ 4 I I 0]1"' (exp(-
vP[3) [O 
] * (tl-t2) )-exp(-vP[3] (O) *tl-vP[4] [O] *t21) )* (exp(-
vP[3) [O)*(tl-t211 
-1/ (vP [3] [O] +vP[ 4] [O])* (vP [3] [O] *exp (-vP [ 3] {0] * (tl.-
t2) l+vP[4] [O]* 
exp ( -vP[ 3] {0] *tl-vP [ 4] I O] *t2) I)* (vE' I O] [O] +vP[2] [O]-
vE'[2] [O]*exp(-vP 
[3] [O]*(tl-t2))+vPr3l rOJ*vP[2] [0]/(vP(3] roJ+vt'[4] [O)Ik(expl-
vt?[3) [ 
O]* (t1-t2)) -exp(-vP[3] [0) *tl-vP[4] [0) ~t2))); 
s2=s3+s4; 
s3=s2+exp(-(vP[O] [0)+vPr21 rol )*tl-vP[1] [O]* 
t2+vP[2) (0]/vP[3] [0]*(1-exp(-vP(3) [O]*(tl-
t2) ))+vP(2] [0)/(vP[3] (0] 
+vP[4) [ 0)) * ( exp(-vP [3) [O]* (tl-t2)) -exp ( -vP [3] [0) *t1-
vP[4][0]*t21)) 
* (vP[1] [O) tvP[2) [O] *exp(-vP[3) (0)~ (tl-t2))-
vP[2] [0}/(vP[3] [O]tvPr4 
] [0)) * (vP [3] [O] "exp( -vP [ 3) [O]* (t1-t2) I +vP [ 4] [O] *exp (-
vP[3] [O)*tl-vP(4] [O]*t2)1 )*(1-exp(-vP[3] [O]*(tl-
t2) )+vP[3] [0]/[vP[3] [O]+vP[4] [O 
] )*(exp(-vP[3] rOl* (t1-t2) )-exp(-vP[3] [O]*t1-vP[4] [O)*t2) I); 
s4=s3; 
s6= ( -tl +1/vP r3J [O]* (1-exp (-vP [3) (0] * ( tl-
t2) I )+1/ (vP(3] [O] +vP[4] [ 
O])* (exp(-vP(3) (O]* (tl-t2) )-exp(-vP[3] [O] *t1-
vP[4] [O)*t2)) )*exp(-( 
vt?[O) fO]+vP[2] [0) )*tl-vP[l] [O]*t2+vE'(2] [0]/vP(3) (0)*(1-exp(-
VP[3] f 
O]* ( tl-t2))) +vP f 2] [0]/ (vE' [3) ( 0) +vP r 4) (O] ) * (exp( -vE'[3] r O]* (tl-
t21)-
exp ( -vP( 3] r 0) *Ll-vP [ 4] roJ *t2)) I* (vP [3) [O) *vP{2) roJ *exp (-
vP[3] [0)* I 
t1-t2) l-vP(3] [O]*vP(2] (0]/ (vP[3] [O]+vP(4] [O])* (vPr3J [O]*exp(-
vP[3] 
(0] * (tl-t2) )+vP[4] (0] *exp(-vP[3] [O] *tl-vP[4] [O] *t2) J); 
s7=exp(- (vP [O] I O] +vP[2] r O]) *tl-
vP[l] (O)*t2+vP(2] [0]/vP[3] [0]*(1-
exp(-vP[3) [O]*(t1-t2) I )+vP[2] [0]/(vPrJJ [O]+vP[4] [O] J*lexp(-
vP[3] [O 
I* (tl-t2)) -exp(-vP[3] [O) *tl-vP[4] [0) *t2)) )* (vP[3] [O]*exp(-
vP [ 3] I O I 
} 
*(tl-t2) )-vP[3) [O] I (vP[3) [O]·I·vP[4] [0] )' (vP[3) [O]*exp(-
vP[3] [O]* [tl 
-t2) )+vP[4] [O] *exp(-vP[3] [O)*tl-vP[4] [O]*t21) ); 
s5=s6+s"l; 
sl=s4ts5; 
s4=exp(-(vP[O] [O]+vP[2) (O)J*tl-
vP[l] [O]*t2+vP[2] {0]/vP(3] [O]*(l-
exp(-vP[3] (O]* (tl-t2)) )+vP(2] {0]/ (vP[3] [O] +vP[4) (0) )* (exp(-
vP[3) [O 
I *(tl-t21)-exp(-vP[3J [O]*tl-
vP[4) (O]*t2) ))*(vP[1] [O]+vP[2) (O]*expl 
-vP{ 3 I [O]* (tl-t2))-
vP[2] (Oj/(vPr3J [O)+vP[4] [O] l*(vP[3] [O]*exp(-vP[ 
3] [O]*(tl-t2))+vP[4] [O]*exp(-vP[3] {O]*t1-
vPr4J [O]*t2l))*(vP[O] [O]+ 
vP[2] [0]-vP[2) [OJ*exp(-vPr3J [O]*(tl-
t2)) +vP(3] (O]*vP[2) (0]/ (vP[3) r 
O]+vP[4) [O])* (exp(-vP(3] (0] * (tl-t2) )-expl-vP(3] [O] *tl-
vP(4) [O]*t2) 
) J ; 
s5=exp(- (vP [O] [O] +vP[2] [O]) *tl-
vP[l) [0) *t2+vP[2] [O] /vP[3] [O]* (1-
exp( -vP[ 3] [O)* (tl-t2) ) ) +vP r21 [0]/ (vP[3] rol i vP [ 4 I I O] I* I exp(-
vPr31 [O 
I* (tl-t2)) -exp( -vP [3) [O] *t1-
vP[4) roJ *t2))) *(v[' [3] {0] *vP I 2] [ 0) *exp ( 
-vP[3] rOJ*(tl-t2) )-
vP(3] [0] *vPr2J rol I (vP(3] [O]+vP[4] [0)) * (vP(3] (O] 
*exp(-vP[3] [OJ * (tl-t2) )+vP[4) rOJ*exp(-vP[3) [O)*tl-
vP[4) [O]*t2)1 I; 
s3=sHs5; 
s2=1/s3; 
t0=sl*s2; 
return(tü); 
/*---------fim derivada em relação a lambda12 da densidade 
bi variada ( tl>t2) --------------------------------------------*I 
/*---derivada em relaçil.o a sl da densidade bivar.iada (tl<=t2Jk/ 
der i vfsltlmet2(t.l 1 t2, vP) 
I 
decl sl,s2,s3,s4,s5,s6,s7,t0; 
s4=1-vP(2) {0]/lvPrJJ [O)+vP[4) [0) )"2* (exp(-vP[4] [OJ*(t2-tl) )-
exp 
(-vP[3) [O)*tl-
vP[4] [O)*t2))+vP(2] [0)/[vE'(J] roJ+vP[4} [O] )*tl*exp(-
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VP(3] [O]*tl-vP[4] [O]*t2) )*exp(-vP[O) [O]*tl-
(vP[l] [O]+vP[2] [O] )*t2+vP 
[2) (0]/vP[4) (O]*jl-exp(-vP[4) [OJ*(t2-
tl)) )+vP[2) [0]/(vP[3] [O]+vP[ 
4] [0})*(exp(-vl?[4] (0]*(t2-tl) l-exp(-vP[3] [0]*1:.1-
vl?[4](0]*t2))); 
s5~(vP(0] [O]+vl?(2] [O]*exp(-vP[4] [O]*(t2-tll )-
vP[2] (0]/(vP[3] [O]+ 
vP[4] (O] I* (v!?[4] [O]*exp[-vP[4] [O]*(t2-tl) )tvP(3] [0]*exp(-
v!?[3][0]* 
tl-vP[4] [O]*t2) I J*lvP[l) [O]+vP[2] [0]-vP[2] [O]*exp(-
vP(4] [O]*(t2-tl 
) ) tvP[4J [O] "vP[2) [0]/ (vP[3] [O]+vP[4] [O] J" (exp(-vP[4] [O]* (t2-
tl))-
exp [-vP[3] [O] *tl-vP( 4) ( 0) *t21 ) ) ; 
s3=s4*s5; 
s5=exp(-vP[OJ [O]*tl-
(vP[l] [O]tvP[2] {0])*t2+vP[2] {0)/vP[4] [0]*(1-
exp[-vP[ 4] [O]* (t2-tl))) +vP[2] (O] I {v? [3] [O] tvP[ 4] [ 0] I* (exp (-
vP[ 4] [O 
] * (t2-tl) )-exp ( -vP[ 3] [O] *tl-vP[ 41 [O] "t21 ) I; 
s6=[vl?[2] (0]/ (vP[3] (0) i·vP(4] (0]) ~2* (vP[4l [0]*exp(-
vP[4] [O]*(t2-
tl)) +vi?[ 3) [O] *exp (-vP[3) [O] *tl-vP [ 4] [O] *t2) ) -
vP[2) [0)/(vP[3] [O]tvP 
{4] [O] )*(exp(-vP(3] [O]*tl-vP[4) [0]"t2)-vP(3] [O]*tl*exp(-
vP[3) [O]*tl-vP[4] [O)*t2)) )* (vP[l] [O] +vP[2] (0]-vP[2] [O] *exp(-
vP[4] [O]*(t2-tl) 
)+vP { 4] [O] *vP [2] [0) / (vP [3] [O] +vP[4] [O] ) * (exp (-vP [ 4] {0]" (t2-
tl) )-
exp(-vP[3] [O]*tl-vP[4) [O]*t2) )); 
s4=s5*s6; 
s2=s3ts4; 
s4=s2; 
s5=exp(-vP[O] [O]*tl-
(vP[l) [O]+vP[2] [O]]*t2tvP[2] [0]/vP[4] [0]*(1-
exp(-vP[4] (0)"'(t2-tl)) )+vP[2] [0]/ (vP[3) [O]+vP[4] [O))* (exp(-
vP[4} [O 
] * ( t2-tl) )-exp( -vP[ 3] {O]*tl-
vP(4] [O]*t2)) )*(v!?[ O] [O]i-vP{2) [O]*exp( 
-vP[4] [O]*{t2-tl))-
vP[2] [0]/(vP[3](0]tvP[4] [O] )*(vP(41 [O]"exp(-vP( 
4] [O]" (t2-tl) )+vP[3](0] *exp(-vP[3] [O] "tl-vP(4] [0) "t21) )* (-
vl?[4] [O] 
*vP[2] [0]/ (vP [3] [O) tvP[ 4) (O] ) ~2* (exp( -vP [ 4] (O]* (t2-tl) ) -exp(-
vP[3 
] [O]*tl-
vP[41 [0]"t2) )+vP[4] [O]*vP(2] [0]/(vP[3] [O]tvP[4] [0] )*tl*exp 
(-YP(3] (O]*tl-vP[4] [O]*t2]); 
s4=s3; 
s6=(-vP[2] (0]/(vP[3][0]+vP(4] (0])~2*(exp(-vP[41 [0jk(t2-tl))-
oxp 
(-vP[3] (O]*tl-
vl?[4] [0]"t2))+vP(2] [0)/(vP(3) [O]+vP(4)(0] )*tl*exp(-
vP(3] [O] *tl-vP[4] [O] *t2) J"exp(-vP[O] [0) *tl-
(v!?[l] [O]+vP[2] [O])*t2+vP 
[2] [0]/vP[4] [0]*"(1-exp(-vP(4] [O]*(t2-
tl) I )+vP(2] [O]/ (vP[3) [O]+vP[ 
4] [O])* (exp(-vP[4) [O]* (t2-t1) l-exp(-vP[3] [O]*tl-
vP[4][0]*t2))1*(vP 
[ 4] [0) *vP( 2] [O] *exp( -vP [ 4] [O]* (t2-tl))-
vP[4] [O]*vl?[2] [0]/(vP[3) [O] 
+vP[4] [OI I *(vP[4) [O)*exp(-vP{4] [O]* (t2-t1) )+vP[3] (0] *exp(-
vP[3] [O] 
*tl-vP[4](0]*t2))); 
s7=exp(-vP[O] (O]*tl-
(vP[l] [O]+vP[2] [O] )*t2tvP[2] [O)/vP[4] [O]*(l-
exp[-vP[4] [O]*lt2-tl)) )+vP[2] (O]/Ivl?{3) [O]+vP[4) [O])'' (exp(-
vP[ 4] [O 
]*( t2-tl)) -exp(-vP[3] {0] *tl-
vP[ 4) [O]*t2)) )* (vP[4] [O] *vP[2] [O] I (vP[ 
3] [O]+vP[4] [O] )~2*{vP[4] [O]*axp(-vP[4] [O}*(t2-
t1) )+vP[3) [OJ*expl-
vP[3] [O]*tl-vP[4] [O]*t2) )-
vP[4] [0]*vP[2) [0]/ (vl?[3] [O]+vP[4] [O])* (eXp(-vP[3] [O]*tl-
vP[4] (0]*t2]-vP[3] {D]*tl*exp(-vP[3] [O]*t1-vP[4] [0) 
*t2))); 
s5=s6ts7; 
sl=s4+s5; 
s4=exp(-vi?[D] [O)*tl-
(vP(l) {O]tvP{2] [O] )"t2tvP(2] (O]/vP[4] [0]"(1-
exp(-VP[4) [0) * (t2-tl)) )+vl?[2] [0]/ (vP[3] [O]+vP(4][ O])* (exp(-
vP[ 4] [O 
J*(t2-tl) )-exp(-v!?[3] [O]*tl-
vP[4][0]*t2) I )*lv!?[O] [O]+vP[2) [O]*exp( 
-vP(4){0]*(t2-tl))-
vP{2] [0]/ (vP(3] (0]+vP[4] [O]]* (vP[4] [O]*exp(-vP[ 
4] [O]*{t2-tl) )tvP(3] [O]*expl-vP[3] [O)*tl-
vP[4] [O]*t2)) )*(vP[l] [0]+ 
vP{2] [0]-vP[2] [0]*exp(-vP[4] [O]*(tz-
tl) l+vP[4] {0)*vP[2)jO]/IVP(3] [ 
O] +vP[ 4] [O]]* (exp 1-vP{ 4] [O]* ( t2-tl)) -exp (-vP [3] [O] *tl-
vl?f4] [O]*t2) 
) ); 
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s5-exp(-vP[O] [O]"tl-
(vl?[lj [0]+VP[2] [O] )"t2+VP[2] [0)/vP[4) [O] *(l-
exp(-vl?(4] [0] * (t2-tl))) +vl?[2] [O]/ (vP[3) [O)tvP[ 4) [0]) * (exp(-
vP[ 4] [0 
I* (t2-tl)) -exp(-vP[3] [O]*t1-
vl?[4] [O]*t2)) )*(vP[4] [O]*vP[2) [O]•·exp( 
-vi?[4J [O]*(t2-tl))-
vP[4] [O]*vP(2] [0]/(vP[3) [O]+vP[4] [O] )*(vP[4] [O] 
*exp(-vl?(4) [0) *I t2-tl)) +vP[3] [OI *exp(-vP[3] [O] *tl-
vP[4][0)*t2))); 
s3,s4+s5; 
s2,1/s3; 
tO~sl*s2; 
return(tO); 
I 
/*----------fim derivada em relação a sl da densidade bivariada 
(tl<,t2)-----------------------------------------------------*/ 
/*---deri.vada em relação a sl da densidade bivariada {tl>t2)-*/ 
derivfsltlmat2(tl,t2,vPJ 
I 
deol sl,s2,s3,s4,s5,s6,s7,s8,s9,t0; 
s4= (-vi? [2] (0]/vP (3] (O] "2* 11-exp (-vi?[ 3] [O]* I tl-t2) ) )-
vP[2] [0)/vP 
(3] [O]*It2-tl)"exp(-vP[3] [0]"(tl-t2) )-
vP [2) [0)/ (VI? [3] [O] 1·vP[ 4] {O]) 
"2* (exp(-vP[3] [OJ*Itl-t2)) -expl-vP[3] [O] *tl-
vl?[4] [O]*t2J )+vP[2) [O 
]/(vi? [3] [O] i-VI?[ 4] [O] ) * ( lt2-tl)*exp ( -vP[3] [O]* (tl-
t2) )+tl*exp(-vP[3 
I [O]*tl-vP[4) [O]*t2)))*exp(-(vP[O] [O]+vP[2] [O))*tl-
vP[l] [O]*t2+vP[ 
2] [0]/vPr3J [0)*(1-exp(-vP[3) [O]*(tl-
t2))) +vP[2] [0)/ (vPr3J [O] +vP[4] 
[ 0) ) "(exp (-vP [3] [ 0] * (tl-t2 I I -exp(-vl? [3] [O] *tl-vP r 4] [O) *t2) ) ) ; 
s5"' (vP[l) [O] tvP(2) [ O]*exp( -vP r3J [0) * (tl-t2))-
vP(2] [0]/(vP[3) [O]+ 
vl?[4) [O) )*(vP(3] roJ*exp(-vP[3] roJ*(tl-t2))+vP[4) [0]*exp(-
vP[3] [0)* 
tl-vP[4] [O]*t2) I)* (vP[O] [0]+VP[2] [0]-vP[2] rOJ*expl-
vP[3] [OJ*Itl-t2 
) )+vP[3] rOJ*vP(2] [0)/(vP[3) [O]tvPr41 (0] )*(exp(-vPr3l [O]*(tl-
t2 I J -exp I -vP[ 3) [O] *tl-vP[ 4) [O] *t2) I I; 
s3=s4*s5; 
s5=exp{-lvPrOJ [OH·vP[2] [0) )*tl-
vP[l] [O]*t2tvP[2) [O]/vP[3] [0]*(1-
exp{ -vP [3] [O]* (t1-t2))) +vP [2] [ 0]/ (vP [ 3] [0) +vi? [ 4] [O] ) "(exp (-
vP[ 3] [O 
] * (t1-t2) ) -exp( -vP [ 3) [0] *tl-vP[ 4] [O] *t2))); 
s6=(vP[2) [OI* (t2-tl)*exp(-vPr3J [O]* (tl-
t2))+vP[2] [O]/(vP[3] [O]+ 
vP[4] [0])~2*{vP[3] roJ*exp(-vE'rJJ rol* (tl-t2))·~vP(4] [O]*expl-
vP[3] [O 
] .. tl-vP[ 4) [0) *t2)) -vi? [2) [ 0]/ (VP[ 3) [ O]+vP[ 4] [0)) * (exp (-
VP[3] rOJ*(tl 
-t2)) ·~vP[ 3] { 0] * (t2-tl) *exp (-vP[3] [ 0] * (tl-t2))-
vPr4J [O)*tl*exp(-vP[ 
3] [O]*tl-vP[4] [O)*t.2)) )*(vPrOJ [O)+vP[2) [0]-vPr2l rOJ*exp(-
vP(3) (0)"" 
(t.l-t2))+vP[3] [O]*vP[2] [O)/(vf?[3] [O]+vP{4) (O] )*(exp(-
VP(3] [O]* ltl-
t2)) -exp( -vP r3J [O] *tl-vP[ 4] [O] *t2))); 
s4=s5*s6; 
s2=s3+s4; 
s4=s2; 
s6,exp(-lvP[O] [O)+vPr2J [O] )*tl-
vl?[l] [O]*t2+VP[2] rOJ/vPr3J [0]*(1-
exp(-vP[J] [O)* (tl-t2)) )+vP[2] [0]/ (vP[3] (0]+vPr4J rol)* (exp(-
vP[3) I O 
]* (tl-t2) )-exp(-vP[3) [O]*tl-vP[4) [O]*t2J )) ; 
s7= (v!? [1) [0]1·vP [2) I O] *exp( -vi? [3] [0] * (tl-t2))-
vP[2] [0)/(vP[3] rol+ 
VP[4) [0] )*(vP[3] [0]*exp(-vP[3] [O]*(t1-t2))+vP[4] [O]*exp(-
vP[3]{0]* 
tl-vPI41 [O] *t2)) )* (-vP[2] [O)* (t2-tl)*exp(-vP(3] I O]* (tl-
t2))+vP[2]( 
0]/ (vP[3) [Ol+vPr41 [0) )* lexp(-vP[3) [O]* (tl-t2) )-exp(-
vl?[3] [0) *tl-vl? 
[ 4) [0) *t2)) -vP[ 3] [O] *vi? r21 [OI/ (VP[ 3] (0] +vP [ 4] [O] ) A2* (exp(-
VP[3] [O 
I* (tl-t2) ) -exp( -vP( 3] [O] *tl-
vP[4] [O]*t21)+vP[3] [O]*vP[2] [0]/(vP(3) 
[O] +vi? [ 4) [ 0] )*I (t2-tl) *exp( -vP r 3] I O]* ( tl-t2) I +t.l *exp (-
vP[3] [O]*tl-
vP[4] [0)*t2))); 
s5=s6*s"l; 
s3=s4+s5; 
s4=s3; 
s7=-vP[2) [O]/vP[3) (0]"2*{1-exp(-vP[3] [0)"1t.1-t2) )J-
vP[2] [OJ/vP[ 
3] [O]* (t2-tl)*exp(-vP[3) rol* (tl-t2) )-
vP[2] roJ/(vP[3] [O]+vP[4] rol )"2*{exp(-vE'[3) roJ*(tl-t2))-expl-
vP[3) [0]"tl-vPr4l [O]*t2) )+vP{2) {0] 
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/(vi? [3] [ 0]1·vP[ 4] [O] ) * ( (t2-tl) *exp ( -vP[ 3) [O]"' (tl t2) ) +tl *exp{ 
vP[J] 
(0] *tl-vl?[4) [0] "'t2)); 
sB=exp(-(vP[O] [O]+vl?(2l [O] l*tl-
vP[l] [O]*t2tvP[2] [0]/vP[3] [0]*(1-
exp(-vP[J] [O]* (tl-t21) )+vP[2) [0]/(vP[3] {O]+vP{4] (O] )"(exp(-
vP[3) {0 
] * (tl-t2)) -exp ( -vP [3] [O) *tl-
vP[4) [O] *t2) I I* CvP[3] [O] *vP(2) [O) *exp( 
-vP[3] [O]* (tl-t2) 1-
vP [3] [O] *vi? [2] [0)/ (vP [3] [O] +VP[ 4] [ 0]) *(vi? [3] [0) 
*exp (-vP[3] [O]* (tl-t2) )+vP[4) [O] "'exp(-vP(3] (0) "'tl-
vl?[4]{0]*t2))1; 
s6=s7*s8; 
s8=exp{-(vP[O) [O]+vP[2] [O] )*tl-
vP[l] [O]*t2+vP[2) [0]/vP[3] [0]*(1-
exp (-vP [3] [ 0) * (tl-t2 I ) ) +vP [2) [ 0]/ (vi?[ 3] [O] tvP [ 4] [O] ) * ( exp (-
vP[3] [O 
)*(tl-t2))-exp(-vP[3] [O]*tl-vP(4] [O]*t2ll ); 
s9=vP{2] [O] *exp ( -vP[ 3] [O]* (tl-t2)) +vP[ 3] (O] *vP(2] [0) * ( t2-
tl 1 *exp 
[-vP[3] [O]*(tl-t2))-
vl?[2) [0]/(vP[3] [O]+vP[4] [O])*(vP[3) (O)"exp(-vP 
(3] [0]"'(tl-t21 )+vP[4] [O)*exp(-vP[3) [O]*t1-
vl?[4] {0] *t2)) +vP(3) (O)*vl?[2] [0]/ (vl?(3] (O] +vP(4] [O]) A2* (vP[3] ( 
O] *exp(-vP(3) [0) * (tl-t21 J+vP 
( 4] [O] *exp ( -vP [3) [O] *tl-vl?[ 4] (O] *t2))-
vP[3] [O]*vP[2] [0)/(vP(3) [O]+ 
vP[4] [0] )* (exp(-vP[3] [O]* (tl-t2) )+vP(3) [0)* (t2-tl)*exp(-
vP[3] (0]*( 
tl-t2) I -vP[4) [O] *tl*exp(-vP[3] [O] *tl-vP(4) [0) *t2)); 
s7=s8*s9; 
s5=s6ts7; 
sl=s4ts5; 
s4=exp{- (vP[O] [ 0] +vi? [2] [O]) *tl-
vl?[l] [O)*t2+vP(2] [O]/vP[3] [0]*(1-
exp(-vP[3] [O]" (tl-t2) I )+vP[2] [0)/(vP[3] [O] tvP[4] [O])* (exp(-
vP[3] [O 
1" (tl-t2)) -exp(-vP[3] [O] *tl-
vl?[4] [0]"t2)) )*{vP[l] [O]+vP(2] [O]*expl 
-vP[3] [O)*(tl-t2))-
vl?[2] [O]/(vP[3] {O]+vP[4] [O] )*(vP[3) [O]*exp(-vP( 
3] [O}*(tl-t2))WP(4] (O]*exp(-vP[3] [O)*tl-
vP[4] [O] *t2))) * (vP[O] [O]+ 
vP[2] [0) -vP[2) [O] *exp(-vP[3] [O]* (tl-
L2))+vP[3] [O]*vP[2] [0]/(vP[3] ( 
O] +vP [ 4] [O] ) * ( exp (-vP (3) [O]* I t1-t21 ) -exp (-vP( 3] [O] *tl-
vP(4] [O]*t2J 
I 
I I ; 
sS=exp( -(vP [0) [O] +vi? [ 2] [ 0)) *tl-
vP[l] [O]*t2tvP[2] [0]/vP[3] [0]*(1-
exp(-vP[J] [O]* (tl-t2)) )tvP[2) [0]/ (vP(3) [O]+vP[4) [O] )*(exp(-
vP[3) [O 
]*(tl-t21)-exp(-vP[3) [O)*tl-
vP[4] [O)*t2)) I* (vP[3] [O] *vP[2] [O]*exp{ 
-vP[3][0]*(tl-t2))-
vP[3] [0) *VP [2] ( 0]/ (vi? [ 3) [O] tvP [ 4] [O] ) * (VP [3] (O) 
*exp(-vP[3) [O]* (tl-t2) )tvP[4) [O]*exp(-vP[3] [O)*tl-
vP(4] [O]*t2))); 
s3=s4+s5; 
s2=1/s3; 
tO=sl"s2; 
return(tO); 
/*fim derivada em r-elação a sl da densidade bivariada ltl>t2)*/ 
/*---derivada em relação a s2 da densidade biveriada (tl<=t2)*/ 
derivfs2tlmet2(tl,t2,vP) 
I 
decl sl,s2,s3,s4,s5,s6,s7,s8,s9,t0; 
s4=( -vP{ 2] ( 0]/vP[ 4] [ 0) A2* 11-exp (-vi? [ ~] [O]* ( t2-tl)))-
vP[2] (0]/vP 
[4] [0)"' (tl-t2) *exp(-vl?[4] [O]* (t2-tl) )-
vP[2] (0]/(vP(3] [O]+vP[4] [O]) 
A2* (exp(-vP(4] [0) * (t2-tll )-exp(-vP[3] [O]*tl-
vP[4] [O]*t2))+vP[2] [O 
]/(vl?(3] [0]+vP[4) [O] )*((tl-t21*exp(-vP[4] [0]*(t2-
tl))tt2*exp(-vP(3 
] [O)*tl-vP[4] [O]*t2)) l*exp(-vi?[O] [O]"'tl-
(vP[l] [O]tvP[2] (0] )*t2+vP[ 
2] [0)/vP[4] [0]*(1-exp(-vl?[4] {O]*(t2-
tl)) I +vP(2] [0]/(vP (3] [0] +vP[ 4] 
(0] )* (exp(-vl?{4] [O]*(t2-tl) l-exp(-vP[3] [O]*tl-vP[4] [O] *t21 )) ; 
sS=[vP[O] [O] +vP [2] [O] "exp (-vP [ 4] [O]* (t2-tl))-
v<'[2] [0]/ (VP[3] [0] + 
vP[4] [O] )*(vP[4] [O]*exp(-vP[4] [O]*(t2-tl) )+vP[3] [O) *exp(-
vP[3] [O]* 
t1-vP(4] [O] *t2)) )* (vP[l] [O)+vP[2] [0)-vP[2) [O] *exp(-
vP[4)(0]*(t2-tl 
) )+vP[ 4] [O] *VI? [2] [ 0]/ (vi? [ 3] [ 0] +vi?[ 4] [O])* (exp (-VP [ 4] [O]* (t2-
tl) )-
exp( -vP[ 3) [ O]"tl-vP [ 4] [O] *t2)) I; 
s3=s4*s5; 
sS=exp(-vP[O] [O]"tl-
(vP[l] [O]+vP[2] [O] )*t2+vP{2] [0)/vP[4] [O]* (1-
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exp( vl?[4] [O]*(t2-tl) ))tvl?[2) [0)/(vl?[3] [O]+vl?(4] [O] )*(exp(-
vl? [ 4] [O 
] '* (t2-tl)) -exp(-vl?(3) [0) *tl-vP[4] [0) *t2) I); 
s6=(vl?(2) [O]*(tl-t2]*exp(-vP[4) [O)*(t2-
tl)]+vP[2) [0]/(vl?[3) [0)+ 
vP(~j [O] )~2*(vP[4] [O]*exp(-vP[4] [O]*(t2-tl))+vP[3) [O]*exp(-
vP[3) [O 
I *tl-vP ( 4] ( 0) *t21 ) -vP (2] [OI I (vP [ 3] [O] +vP[ 4) [ 0)) * (exp(-
vP[4) [O)*(t2 
-tl) )+vP(4] (0) * (tl-t2)*exp(-vP[ 4] (0]* (t2-tl) )-
vP[3) (O]*t2*exp(-vP[ 
3] [O]*tl-vP(4) (0) *t2) I)* (vP[l] !Ol+vl?(2] [0)-vP(2] [O]*exp(-
vP[4] [OI* 
(t2-t1) )+vP(4) [0) *vP[2] [0]/ lvP(3) [O]+vP(4) [0) )'"(ex.p(-
vP[4) [O)*(t2-
t11 )-exp(-vP(3] [O]*tl-vP(4) [O]*t2) )); 
s4=s5*s6; 
s2=s3ts4; 
s4=s2; 
s6=exp(-vP[OJ [O]*tl-
(vP[l] (O]+vP(2) [0) )*t2tvP[2) [O]/vP(4) (0]*(1-
exp(-vP[4) [O]*(t2-t1)) l+vP[2] [0]/(vP[3] [OI+vP[41 (0] )*(exp(-
vP{4] [O 
)* (t2-tl)) -ex.p(-vP(3] [0) *tl-vP[4) [0] *t2)) ); 
s·l=(vP[O] [O)+vP(2] [O]*exp(-vP[4] [OI*(t2-tl) 1-
vP[2] [0]/(vP[3] [0)+ 
vP[ 4] [O])* [vP( 4] [ 0] *exp( -vP ( 4 I (O]* [t2-tl)) +vP[3] [0] *exp (-
vP(3] (O)* 
tl-vP[4} [O]*t2)) I* (-vP[2] [0) * (tl-t2)*exp(-vP(4] [0) * (t2-
tl) )+vP[2) [ 
O]/(vP(3] [O)+vP[4) [0))*(exp(-vP[4] [O]*(t2-tl))-exp(-
vP[3] [O]*tl-vP 
[4) (O]*t2) )-vP[4] [O]*vP[2] [0]/(vP[3) [O]tvP[4] [0])~2*(exp(­
vP(4] [O 
] * (t2-tl)) -exp(-vP [31 (O] *tl-
vP[4] [0] *t2J I +vP[4) [O] *vP[2] [O] /(vP[3] 
[O] tvP( 4] [O])* ( (tl-t2) ""exp{ -vP( 4) [O]* (t2-tl)) +t2*exp(-
vP[3] [O]"tl-
vP(4][0]*t2))); 
s5=s6*s7; 
s3=s4+s5; 
s4=s3; 
s7=-vP[2] [ 0) /vP [ 4] [ 0) ~2* ( 1-exp( -vP ( 4] (O]* (t2-tl)))-
vP(21 (0]/vl?[ 
41 [O]* (tl-t2) *exp (-vP [ 41 [O]* (t2-tl) l-
vP[2) [0]/(vP[3] (0]HP[4] (0] )" 
2* (Qxp(-vP[4] [O]* (t2-tl) )-exp(-vP(3] [O]*tl-
vP[4) [O]~t2)) rvP[2] [O] 
/lvP(3) (O] tvP[ 4) [O])* I ( tl-t2) *exp( -vP ( 4) [O]* (t2 t1) I +t2*exp(-
vP[3) 
[O]*tl-vP(4] [O]*t2)); 
s8=exp(-vP[OJ [O]*tl-
lvP[1] [O]+vP(2] [O])*t2+vP[2) [0)/vP[4] [0)*(1-
exp(-vl?[4] (O]* (t2-tl)) )+vP(2] (0]/(vP(3] (0)1vP[4] [0) )*(exp(-
v[' [ 4] [O 
] * (t2-tl)) -exp (-vP (3] [0) *t1-
vP[4] [O] *t2)) I* (vP[4) (0] *vP(2] [O] *exp I 
-vP(4) [0)* (t2-tl) )-
vP[4) [O)~vP[2) [O)/(vP[3] [O]tvP(4] (0] )*(vP[4) [O] 
*ex.p(-vP[4] [O]*(t2-tl))tvP[3] [O]*exp(-vP(3) [O]*tl-
vP[4)[0]*t2))]; 
s6=s7*s8; 
s8=exp(-vP[OJ [O]*tl-
(vP[l] [O]tvP[2) [0))*t2+vP[2] (0)/v!?[4] (0] .. (1-
exp (-vP [4) [O)* (t2-tl I)) +vP( 2] {O]/ (vP [3] [O] +vP( 4] [O])* {exp (-
vP[ 4] [O 
]*(t2-t1) )-exp(-vP[3) [O]*tl-vP[4] [O]*t2)) ); 
s9=vP[2] [O]*exp(-vP[4) [O]*(t2-tl) )tvP[4] [O]*vP[2] [O)*(tl-
t2) *exp 
(-vP(4] [OJ*(t2-tl))-
vP(2] [0]/[vP[3] [O]+vP[4] [0) J*(vP[4] (O]*exp(-vP 
(4] [O]*(t2-tll )+vP[3] [O]*exp(-vP(3) (O]*tl-
vP[4)[0]*t2)) rvP(4] [O]*vP[2) [0]/(vP[3] [0]+vP[4] [O] )~2*(vP[4) [ 
O]*exp(-vP[4] [O]* (t2-tl) )tvP 
[3] [O]*exp(-vP[3] [0]*tl-vP[4] [O]*t2))-
vP[4] [O]*vP[2) [0]/(vP[3] [O]+ 
vP[4] [O])* (exp(-vP(4] [0) *(t2-t1) )tvP[4] [O]* (tl-t2) *exp(-
vP(4][0]*( 
t2-tl) )-vP [3) [O] *t2*exp (-vP [ 3] [O] *tl-VP [ 4) [O] *t2) I; 
s7=s8*s9; 
s5=s6ts7; 
sl=s4+s5; 
s4=exp(-v!?[O] [O]*tl-
(vP[l] [O]tvP(2] [Oj)~t2tvP[2) (O]/vP(4] (0]*(1-
exp(-vP[4) (O]*(t2-t1)) l+vP[2] [O]/(vP(3] (O]+vP[4] (O))*(exp[-
vP[ 4 I (O 
]*(t2-tl) )-exp(-vP[3] [O]*tl-
vP[4) [O)*t2)) )*(vP[O] [O]+vP[2] [O]*exp( 
-vP(4] [O]*(t2-tl))-
vP[2] (0]/ (vP[ 3] (OI+vP[4] (O))* (v!?[41 [O]*exp(-vP[ 
4) [O]*(t2-tl) )+vP(3] [D]*exp(-vP(J] (OI*tl-
vP[ 4] ( 0]""t2)) )* (VP[ll [O)+ 
vP(2) [0)-vP[2) [0]*exp(-vP[4] [O]*(t2-
t1) H·vP[4j [O]*vP(2] [0)/ lvP[3] [ 
O] +vP[4) [O])* (exp(-vP[4] [O]* (t2-tll )-expl-vP[3] (0] *t1-
vP[4] [O]*t2) 
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) 
)); 
sS~e.xp(-vP(O] [O]*tl-
(vl?(l] (0)+vP[2) [0))*t2+vP[2) [0]/vP/4) [0]*(1-
e.xp(-vP(4)(0] * (t2-tl))) tvP[2] [0)/(vP[3] [O] +vP[4) [0) )* (e.xp(-
vP [ 4] [O 
]* (t2-t1) )-exp(-vP[3] [O] *t1-
vP[4] [O]*t2)) )* (vP[4) [O]*vP[2] [O]*exp( 
-vP(4] [0)"(t2-tl) )-
vP( 4) [O]"vP[2) [O]/ (vP{3] {0) +vP{4] [O])* {vP [4) [O] 
*exp (-vP{4] {0]" (t2-tl)) +vP[3] [O] *e.xp(-vP[3] [O] *tl-
vP(4)(0)"t2))); 
s3~s4·t-s5; 
s2~1/s3; 
t0=s1*s2; 
return(tO); 
1~ ----------fim derivada em relaç~o a s2 da densidade 
bivariada (tl<=t2)-------------------------------------------~/ 
/*---derivada em relação a s2 da densidade bivariada (tl>t2)-*/ 
derivfs2tlmat2(tl,t2,vP) 
{ 
decl sl,s2,s3,s4,s5,s6,s7,t0; 
s4= (-vP(2] [O) I (vP ( 3] [ 0) +vi?[ 4)( O]) "2" (exp ( -vP (3) [0) * (tl-t2) ) -
exp 
(-vP[3) [O]*tl-
vP( 4] [O]*t2) )+vP[2] [0]/ (vP[3] (0]+vP[4] [O] )*t2*exp(-
vP[3] [O]*tl-vP[4] (0) "t2) )*e.xp(-(vP[O] (0) +vP[2] (0]) *tl-
vP[l) [O]*t2+ 
vP[2] [0)/vP[3) [0]*(1-expl-vP[3) (0)"(tl-
t2)) )+vP[2] [0]/ (vP(3] [O]+vP[ 
4 I [O])* (exp( -vi? [3] [O]* (tl-t2)) -exp (-vi? [3] [0) *tl-
vP[4)[0]*t2))); 
s5~(vP[1] [O]tvP(2] [O]*exp(-vP(3](0]"1t1-t2) )-
vP[2] [O]/(vP[3] {O]+ 
vP(4] [0) ) .. (vP[3] [O]*exp(-vP(3] (O]*(tl-t2))+vP[4] (O]*exp(-
vP[3] [O]* 
tl-vP[4) [O]*t2)) )* (vP[O] [O] +vP[2) [0]-vP[2) [O]*e.xp(-
vP[3] (O]*(tl-t2 
) ) tvP[3] [O] *vP [2] [ 0]/ (vi? [3] [0] +vP{ 4] [O] ) "(exp ( -vP [ 3] [ 0]" (tl-
t2) )-exp(-vP[3] (0)*tl-vP[4] [O)*t2)) ); 
s5,.exp(-(vi?[O] [O]+vP[2] (0] )*tl-
vl?[ 1) {O]"t2+vP [2) [ 0]/vP [ 3] [O]* (1-
exp(-vP[3) [OJ*(tl-t2)) )+vP[2] [0]/(vP(3] [O]lvP[4) (0] l*(exp(-
vP(3) (O 
] * ( tl-t2)) -cxp ( -vP(3] [O) *tl-vP [4] [O] *t2)) ) ; 
s6-(vP(2] (0]/(vl?(3] [0)tvP(4) (O) )A2*(VP[3] [O]*exp(-
vP[3) [O]*(tl-
t2)) tvP( 4] [O] *exp(-vP [3) (O] *tl-vl?( 4 I [O] *t2))-
vP[2) [0]/(vP[3] (O)tvP 
[4] [O])* (exp(-vP(3) [O] *tl-vP(4) [O)*t2)-vP[4) (0] *t2*exp(-
vP[3) [O)*tl-vP{4) [O) *t2) I)* (vP[O] (O]tvP[2) [0)-vP(2] [O] *exp(-
vP(3] [O]*(tl-t2) 
)+vP[3] [O)*vP[2] [0]/(vl?[3] [O]+vP[4] [0] )*(exp(-vP(3] [O]*(tl-
t2) )-exp(-vP[3] [O)*tl-vE'(4] [O]*t2J) ); 
s4=s5*s6; 
s2=s3+s4; 
s4~s2; 
sS=e.xp(-(vP[O) (0)+vP(2] [O) )*tl-
vP[l) [0]*t2+vP[2)(0]/vP[3] [0]*(1-
e.xp(-vP(3) [0)" [tl-t2)) )+vP[2] [0]/ (vP(3] [O)tvP(4) [O) )*(exp(-
vP[3] [O 
] * (tl-t2)) -exp(-vP[3) [0) *tl-
vP[4] [0]"t2))) * (vP[l] (0] +vP[2) [O] *exp( 
-vP[3] [O]*(tl-t2))-
vl?[2) [0)/(vl?[3] [O)+vP[4)(0] J*(vl?(3] [O]"exp(-vP[ 
3] [O]* ( tl-t2) )+vP[ 4] [ O]"exp (-vi? [3) [ 0) *tl-vP [ 4] [O] *t2) ) )* (-
vP[3] [0) 
*vP[2) [0]/(vP[3] [O]+vl?[4] [0) )"2*(exp(-vP(3) [0]"(t1-t2) )-e.xp(-
vP[3 
1 [O] *tl-
vl?[4) [O]*t2J)+vP[3] [O]*vP[2] [0]/(vP[3] {0)+vP{4] [O] J*t2*exp 
(-vP[3] [O]*tl-vP[4) [O]*t2) ); 
s3=s4+s5; 
s4>=s3; 
s6=(-vl?[2) [0]/(vP[3] [O]+vP[4) (0])~2*(exp(-vl?[3) [0]*(tl-t2))-
exp 
(-vP[3] [O]*tl-
vP[4] {0)*t2) )tvP[2] [OJ/(vP[3] [O]+vP[4) [0) )*t2*exp(-
vP [3] [0) *tl-vP ( 4] [0) *t2) I *exp(- (vP [O] [O] +vP[ 2] [O] l *tl-
vP{l) [O)*t2+ 
vP[2] (O]/vP[3] [0] .. (1-exp(-vP[3) [0)*(tl-
t2)) ) tvP [2) (O]/ (vP [3] (0] +vP ( 
4] (0) ) * (exp (-vP [3] [0)* (tl-t2)) -exp (-vi? (3] [O) *tl-
vP[4] [0]"t2)J)*(vP 
[3) [O]*vP[2] [O]*exp(-vP[3] [O]*(tl-t2J )-
vP[3) [O]*vP[2) [0]/(vP[3) [O] 
·t·vP[ 4] [0)) * (vP[3) [0) *exp(-vP [3] [O]* (tl-t21) +vP(4] (0] *e.xp(-
vP [3] [0) 
*tl-vP[4] [O]*t2)) ); 
s7=e.xp(-(vP[O) [O]tvP[2] [O] )"'"tl-
vP[l) [0)~'t2+vP(2) [0)/vP[3) (0)*(1-
exp(-vP[3) [0]" (tl-t2)) )+vP(2) [0)/lvP(3) (0)+vP(4) [0) J*(exp(-
vP [ 3] [O 
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I 
I* (tl-t2)) -exp ( -vP [3) [O] *tl-
vP[4) [O]*t2)))*(VP[3] [O]*vP[2] [0)/(vP[ 
3) [0]-l·vP[4] [0])"2*[vP[3] [O]*exp(-vP(3] [O]*(tl-
t2) )tvP(4] (O]*exp(-
vP(3] [O]*tl-vP[4] [O]*t2) )-
vP(3] [O]*vP[2] (0]/ (v['[3) [O]tvP[4] [0) )* (exp(-vP[3] [O] .. tl-
vP[4] [O)"'"t2)-vP[4) [O]*t2*exp(-vP[3] [O]*tl-vP(4] (O] 
*t2) ) ) ; 
s5=s6ts7; 
sl=s4ts5; 
s4=exp(- (vP [0] [0) +vP[2] [O)) *tl-
vP[l] (O]*t2tvP{2] [0]/vP[J] [0)*(1-
exp(-vi'\3] [O]* (tl-t2)) )+vP[2] [0]/ (v!?[3] [O]+vP[4] [0)]* (exp(-
vP [ 3) [O 
] * (t1-t2) )-exp(-vP[3] [0) *t1-
vP[4] [O]*t2)) )*(vP(l) [O]+vP[2] [O]*exp( 
-vP[3) (0]*(tl-t2) )-
vP[2] [0)/(vP[3} [0)+vP[4) [O] )*(vP[3) [O]"'"exp(-vP[ 
3) (0]"'"{tl-t2))+vP{4) [O]*exp(-vP[3] [O]*tl-
vP[ 4] [0]*t2)) )* (vP[O] [0] + 
vP[2] (0]-vP(2) [O]*exp(-vP[3) (O]*(tl-
t2) )tvP/3] [O)*vP(2) [0]/(vP[3] [ 
0]+vP(4] [O])* (exp(-vP(3] (0)* (tl-t2)) -exp(-vP[3) [O]*tl-
vP[4] [O]*t2) 
) ); 
s5=exp(-(vP[O] [O]+vP[2] [0) )*tl-
vP[l] [O]*t2tvP[2) [0)/vP[3] [O]*[l-
exp(-vP[3) [0)* (tl-t2)) )+vP[2] [0)/(vP[3j [O]+vP[4) [O])* (exp(-
vP[3] [O 
) * ( tl-t2)) -exp ( -vP [3] [O] *tl-
vP[4] [O]*t2) ))*(VP[3] (O]*vP[2] [O]*exp{ 
-vP [3] [O]* ( tl-t2) ) -
vP[3] [O]*vP(2] [0)/(vP(3) [O]+vP[4] [O])*(vP[3) (0] 
*exp(-vP(3J [O]* (tl-t2) J +vP{4] [OI*exp(-vP[3) [O] *tl-
vl?[4)(0)*t2))); 
s3=s4ts.5; 
s2=1/s3; 
tO=sl*s2; 
return(tO); 
/*fim derivada em relação a s2 da densidade bivariada (tl>t2)*/ 
/*-----------derivada em relação a lambdal do log da função de 
verossimilhança----------------------------------------------*1 
derivlogverolambdal (const vP, const ul, const avscore, const 
amHess) 
I 
decl derivlogveros-zeros(n,l); 
decl derivlogver; 
for(i=O; i<n;++i) 
I 
if (tl[i][OI<t2[i][O]) 
{ 
de ri vlogveros [i] ( O)=deri vfll tlmet2 (tl (i] [O] , t2 [i] [O], v E'); 
I 
else 
der i vlogveros [i] (O) =der i vfll tlmat2 ( t1 [i I [ 0] , t2 [i] (O I , vP) ; 
I 
ul(O]=sumc(derivlogveros); 
return 1; 
/*--------fim derivada em relação a lambdal do log da função de 
verossimilhança----------------------------------------------*1 
/*-----------derivada em relação a lambda2 do log da função de 
verossimilhança----------------------------------------------*1 
derivlogverolambda2(const vP, const u2, const avscore, const 
amHess) 
{ 
decl derivlogveros=zeros(n,l); 
decl derivlogver; 
for(i=O;i<n;++i) 
{ 
if (tl[il [OJ<t2(il (O]) 
{ 
derivlogveros (i I [O] =derivf12t1met2 (tl [i) (0] , t2 (i I (O] 1 vP); 
I 
else 
derivlogveros [i] [O] =deri vfl2tlmat2 (tl (i I (0], t2 (i] [O] 1 vP); 
I 
u2[0]=sumc(derivlogveros); 
return 1; 
I 
;~-----------fim derivada em relação a lambda2 do log da função 
de verossimilhança- ------------------------------------------•·; 
/*-----------derivada em relação a lambda12 do log da função de 
verossimilhança----------------------------------------------*1 
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dcrivlrJgverolambda12ic"Jnst vl', C"•J:-,.o~: u3, ·~~>nsr avSc:or~"' ("''"'1_ 
amf-!ess: 
d8c-l d«ri vl.-,:;~ver·_-,s~o:8J ""in, I l; 
decl derivlc•qv«r; 
forli~O;i<n; r ti) 
{ 
i: (1l[i](O]<t?[i][O]! 
der i vlc>qver--:>s [i I!'~ i =~det".ivJ ll2tJn,cL? ( ll (i i I iJ), ~2 [i J [(I] ,vi-'); 
else 
derivlogver"s[i] [0)-derivfl12tlmat2itl[i] [O],t2[ij [O],vPI; 
I 
uJ I O I ~sumc (der i vl::.>gve:·os I; 
cecurn l; 
/"'-----------fim derivaca ent relaçâo ~ l~mDdal2 do log da 
fur,ç:lo de vcro[;s i rni lha rtç1l-- --------------------------- -------• I 
1"-----------aer-ivada em relação a sl a·:· lo.HJ ,i, iunçi\o dC' 
v c rossimi lha11ça ----------------------------------------------"'I 
derivlogvero!Jllcons: vE', cc_,nsc u4, con!'.t avScore, col\.st arnl!<>ss) 
decl derivlog•.teLoS=<:er(,,; (", 1 I; 
decl derivloqvcL; 
for I i~O; i<n; H-i) 
if (tllill01<t21i](U]) 
I 
derivlogvercx; I i] (O] ~de>rivtslllmr.t2 1 Ll[i) I O], l2 I L ][O] ,v f' I; 
I 
else 
derivlogvero:o [i I [O] ~cterl vfsl t1mat2 ltll i J 1 O), L;~ i J [ll] ,v E' I; 
I 
u1[ G I~ "uwc (de,- i vloc]Vcn_,.;; i; 
J:eturn l; 
1""--------fi:-n dflrivada em J:elação a sl de log aa fum;ao ck 
ve~:oss i rni u,a r,ça- ------------------------------------------ ---' I 
/'--------- -derivada Elm t~e]qçi!o a s2 do log da função de 
v e ross imi J hança-- ------------------------------------------- _k I 
d(;l·ivloqveros2(consl vP, com;L u!:>, C<!nS1 avScore, const arnHessl 
decl derivlo•]veros~zeros(n,1 I; 
decl d«rivloqvP.r; 
Íolli-O;i<n;-Hi] 
I 
if (t-_11i]IO]<t2[i)(0]1 
I 
derivl::.o:r~eros[ i] I O]=•~el~i vfs2t1 ~net2 itllil I 0], L2 I i] I O], vPI; 
I 
else 
de ri v 1ogv.,roio (i J [O] =cl<<ri vfs2tlmat2 ( lll i J (O], L21 i) I O), vPI; 
I 
1.1!:> I ú] =sumc I der i vl oqver"s I ; 
return 1; 
/'--------Liln derivada em r<Jlaçilo a s2 do log da função dG 
v<Jross i mi lhança ----------------------------------------------*I 
f • -----------------geração de I t l, t2 I ----------------- -------•- I 
gP.ra () 
I 
decl vP~<O.l;O.l;0.2;0.5;0.5>; //p;nâmetlos ulilizados 
decl ul, u2, uJ, ber, d, tlauxl, t?auxl; 
decl temp"1~zGros ( n, 1); 
decl Lempo2~zeros ( n, 1); 
j=O; 
while(j<nl 
{ 
ul 7 r<>nu(1,1)~J5; 
u?.~ranu(l,l)•35; 
u3=nlnu (1, 11• O. 04 6; 
ber=ranbinorni al ( 1, l, l, o. 5); 
if(ber==Oi 
I 
tlauxl~mJn{ul,u2); 
t2aux 1 ~max ( ul, u2); 
d=dbt 1 rnet2 I t lauxl, t2a-JX1, v E' I ; 
if (u3<d) 
I 
tempol [j][O]-~tlauxl; 
lompo2\j](0]-'t2auxl; 
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-i +1; 
e I se 
tla oxl~rnax(ul,u2); 
t2a~xlumin(ul,u2); 
ct-dht 1 ma t2 { t l au;-;], t2:wxl, 'P); 
if {uJ<;d) 
I 
t.ernpol 1 j 1 1 rlJ O-t 1 w.oxl; 
tempo2iji(O]~t2auxl; 
j~j +i; 
return teJopr>l-tempo2; 
!*--------------[ lm CJDr:o:;ão de 1 ~l, ~2 I----------------------- •-; 
1*--------log da J.ur1ç;j0 d<o veJ:osc,imilnança-------------------'-1 
logfvero.slccnst vP, con~L ~~ c;:onsL avScore, const an11!c•c;c;) 
I 
d<ocl lc,gf~-<:croo;ln,l); 
forll~li; l<n; 1 ti) 
ifl~.l [i] [O]<t2[i] [0]) 
I 
]OCJfl ~] [O] c- ]o,ylbtlmet2{ L l [i I [O], t2 [i I ,n] ,vi'); 
I 
<ol r, e 
I 
log f I i I lO) = 1 ogdht l ma t 2 i U [ i 1 I n] , t 2 [ i · {o J , v P 1 ; 
I 
l[ O] -,suJnc· (I og t 1; //1 nq ria L 'Lnção de vc;tor;similhanc;a 
i f ( vP[O] [O]<Oil vl'[l] [(:]<c!l vPI21(01<011 vP[3J (ü)<-011 
vPI4J [0]<0) //r<;st:riçã,-o para os estiEr,FL,1ot·es 
rcturn I); 
return I; 
;* --------fim lcy~ fun<;iln dt> vcrcssi rni J hança ----------------'f 
ma in () 
h-ólJU;//tor~l de amostras 
decl e, el, e2, eJ, e4, <oS, v, z; 
e=O; el=O; e2~-0; eJ=O; e4~0; 
eó~o; v-O; z=O; 
!I declaração das v~riáveis 
decl LJ:nbdal=zeros(h,l); 
decl lambda2=zeros(h,ll; 
decl lambdal ?=zeros \h, lI; 
docl sl-•zeros(h,l); 
dEJcl s2~ze~:os{h,l); 
decl varlambdal =zeros Ih, lI; 
decl varlambdaí>zeros (h, l); 
decl v a 1-1 an1bda 12=zo;ros I h, 1 I ; 
decl varsl=zeros (h, l); 
decl v a rs?.=zeros I h, 1); 
decl dP.svpl ambdal~zaros (h, 1); 
dccl dasvplambdA2=:oetoc;(h,l); 
decl desvplambdal ).=zero" (h, 1); 
d<ocl desvps1~:<üros (h, l.); 
decl düsvpsJ.~z<oros(h,l); 
decl Pqmlambd~l~z<oros Ih, 11; 
decl fé(]tnl ambda2~zeros I h, l); 
decl cqmlambda12=zeros(h,ll; 
decl eqmsl~zeros(h,ll; 
decl eqms2=zeros I h, 1 I; 
dccl liminf)ambdal9Cl•ozeros{h 1 ll; 
<k.c:J li msuplarnbda l <;!O c" ze roo (h, 1 I ; 
decl l imin! Lambda29Q.-.;ceros[ h, l!; 
decl J Lirrsuplambda290~z<or0s (h, 11; 
decl liminEI.ambda1290=zerus (h, 1); 
decl I imsuplambdal290~zeros (h, 1 I; 
decl limiE"Licl90~zeros{h,1J; 
decl li msupsl go~zeros (h, 1); 
de c J limin f s2 90-~zeros (h, l) ; 
dccl lirnsup8290~c'<on)s(h,1); 
decl lituin(lambdal9S=zeroslh,l); 
de c l 1 i TtiSliplamb<Ja 1 95~zeros I h, 1 ) ; 
decl Jirninflambda295~7.eros[h,lj; 
decl limsiplumbda29b~7.<oros(h,ll; 
decl li min: lambda J? 9:,-ze r os i h, l I ; 
decl llJLJsuplambdal295=zeroo; (h, l); 
d<ecl I irninfs195~z<oros(h,1 I; 
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de"l Jim,c~psl9S zeroslh,1); 
decc l ~ ill1i n t s2 9'J=ze;·ns 1 h, 1 I ; 
decl limsup.o:295-c7el-ns (h, 1); 
ded MilLin(ODs=zeros(S,~,;; 
dl''c l i nvMa t-_ T ,-, fOb:J~zcrc>s { ~., :, ) ; 
decl diag~z!lros(5,ll; 
decl desvpad~o:erc:-s i S,l :•; 
decl l,ir,mhess; 
de~\ tlg-zero"(r,,2:; 
de-~1 tim"; 
time~LLmcr (); 
decl bb~zeros(5,.S); 
decl dl=:-:e.~os(5,5); 
dccl d2-zeros(5 1 5); 
de"l d3=zeros(S,'J]; 
decl d4=zer.cs[S,5]; 
decl d5=zercs ~5 1 s:; 
decl produ;:o=zeros l25, 11; 
decl S1'C-zercs (h, l); 
de·~l mt,essl, mhess2, ruhRss1 1 mhGss.1, rnhess:O; 
decl p,q,r.,s,t,u; 
decl qucmtlilmbdérl 90~0; 
decl quantlambda;:go--o; 
decl quant.l ambdal 29•>0; 
decl quants190-0; 
decl quants290~0; 
decl quantlembdal95~l,; 
desl quantlembde29S~O; 
decl quantlambdal295=0; 
deccl quer.t_s] 95~0; 
decl q~rants295=0; 
decl cobert_ura90lambdal, 
cobe rt llr<:l 90 J ambda2, cobcr tu r" 90 l ambd al ? , 
cobertura 90s l, c~obert u ::-a 90s); 
de"l cobcrluca95lambda1, cobert,Jra95lambUC~2, 
cobertura 951 ambda l2 1 cobertura 95s 1, cobe rt u r~ 9Ss2; 
C-O; 
whilc:il<h)//<Jera ac; ~rnostras 
I 
r.lg=qerei]; 
:1- Llg~<l;O>; 
t2~t 1 q' <.0; l >; 
/•ma.~imiza r, lcg de verossimilhança~; 
d~c.l vt'=<l;l;l;l;l>; // chules iniciais 
logfvçros (vP, &1, 0 1 O); 
MaxConlc-ol(1000,1000]; 
mhess=O.OOOOl'-utüt(S]; 
i r,,"'~xBl"GS ( l og L veH·os, &vi", &1 1 &mhess 1 'rRUC) ; 
z=z+ l; 
if(i~==Ml\X CONVI 
v=v+l; 
i f (ir=-MAX CüNV 
" 
vP I o I [O] <1) 
e"t=el+l; 
;f (i. r== MAX CONV 
" 
vP I 1] I 01 <1 l 
-
e2=e2tl; 
if I i ,-==MAX CONV H vP[2] I OI<? l 
--
e3-e3+1; 
i f I i_ r·-;r ~1AX CONV H vP [3] I OI <51 
e1=e4ll; 
if (i r==MAX CONV 
'" 
vP I 4] [O] <51 
e5=e5i-1; 
i_f(ir~=MAX CONV && vt'[O] [0]<1 &O vl'[l][O]<l 
&& vPP) [0]<? && vt'f3] [0]<5 && VP[4) [0]<0>] 
/~EMV*/ 
lambdal[b] [O]=vP[O] [O]; 
lambda2[b][O]=vP[l] [O]; 
lambdal2[bJ [O]=vP[2] [O]; 
sl[b][Ü]=vP[3][0]; 
s2[b][O]~vP[4][0]; 
I "medidas de dispersão*/ 
Num2De ri v ativo ( lo<Jt veros, vP, &mhes s 1 ; 
~latintObs~mhess* (-li; 
inVMêltlnfObs~invert (~lat.InfObs); 
bb••i nvMat I nfObs; 
d iag=di a<Joroa 1 (i rwMat.l n fObs) ; 
e~e·ll; 
i i (invMat.lilfObs[OJ [0]>0 && invMatTnfObs(l] [1]>0 && 
invMallnfObs[2] (2]>0&& lrovMatlnfObs[3] [1)>0 && 
invMaLintObs(4] [4] >OI 
I 
d<lsvpad~sqrt (diag); 
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desvplarubdallb]]O] -sqL"~(bb (O]'Gj); 
dc,wpl r..wbda2 Ib! [OI 0'"'-Jr,_~ ibb I li i l J I; 
de,;vplambdal2[o) IO]~scjrt(bb 121121 ); 
desvpsl[b][O]~sqr-tibb [3][-l]); 
QCl3Vps:'(b] [')J--sqrt(bb [•I] [·1] ); 
//Cálculo de STD 
Num2 Der i v a r_ l v c; <jer i v I 0 <V« r•Jl amCcla I 1 vi', &wheso. 1 I ; 
Num'L Da r\ v a t i v e I de r j v I o c; v<" rol a1Hbda2, vl', &tnhess2] ; 
Nun12Deri v::.li v e (der i vj O<JV8H.- I atllbc.o;12, vP, &mc,Pss3!; 
NU!tl2DerJvativl'(duJ iV.0JVerc~l, vP, &mhessô); 
Nutn2DerivaL i V8(derivlc-qveros2, vE0, &mhP.ss'O]; 
dl~mhesol; 
d2=mhess2; 
d3~·rnhes~3; 
d4=mh<O.ss1; 
ctS~mhess~; 
produto I IJ] { 0]-0; 
p~O;.s~O; 
[oriC]~O;q<'õ;ttq) 
I 
for I r= O; r<Co; ~l-r) 
for{u~O;u<S; Hu) 
prc;dutor:Ji (Ll]~podut·:orOJ l~l+bb{p] f'll'"b;:-,ls] [t]' 
Lb[r. ["] '"dl(·lll:-1 'di[,-! lu); 
I 
rrodulo[l) (O]=IJ; 
p~O; s~l; 
Jor(g -G;q<5; 11q] 
I 
fnr (,·=O; r <S; "-+r) 
produt.olll IUJ~~prodULolll (O]+bbiPI [.-_J] •-onr.c:] (t]*b 
b r ,- J r tJ ;• *d l I ·-J I r r I 'd2 I r I 1 u] ; 
I 
pr<Y.:lulo[2][0]~0; 
p-Q; 6°-2; 
forrq~ü;q<~;~rqJ 
I 
fo1 (r-O;r<5;~~rl 
f.:>r(t~O;t<.5;++t) 
I 
forlu=O;u<5; f+u] 
I 
pronutol21 [0]-pwduto[2) [O]+bblp] [q] 'bb[s) [l]'b 
blr J {u] *dl rq] [r] *d3[ t:] {u]; 
I 
produtQr_l] [0]=0; 
p=O; s=3; 
for I q~O; q<5; +I q) 
I 
for(r~ü;r<5;++r) 
for ( t.~O; t<5; +-1 ti 
for(u~O;u<5;+fu) 
I 
p:-odl!tor3i [O]=pt'odutor3J [O)+bb[p) [q]'-bbisl rt]~b 
hrrl IIJ] '''dl [éj) r Cj +d4 (t_j [U] i 
I 
produto[1) {0]=0; 
p=O; s~4; 
for(q=O;q<5;++q) 
I 
fct (r-O;r<5;-Hr:) 
Lo r ( l.=tl; t<ó; ·I I t) 
I 
f< rru~O;u<S; 1-ILt) 
produlo(4) JO]=produtol1] [O] tbb/p) fq]*bbls] [t]*b 
b[r] lu)*dl r11 rr]*d51t]iu); 
I 
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produto[51 [:)]--0; 
n~l; s~C; 
for ( CJ~O; q<5; + +q: 
I 
fc,-1 ,-~o; ,-<~i;+ 11·) 
for lu~O; u<C>; ++ 11] 
prudu:.o[5] [O,~prcd~to[~ ,0]11:'-D[t<l ['-J[•bb[s] [t) ·b 
b[r]]u]~d2[q, [!·]~dl [t] (Li; 
i 
produt.o[6] [0)'-0; 
p~l ; a~l; 
f c-, r :q~O;q<5; +to) 
for{r-O;r<C,; 1 i r) 
fcrlr-O;t<5;++t) 
for {u-0; u<5; -• tu) 
p:-od•Jto[6] [O]=prcduto[6] [O]+bb[p] [qj 'bb[s) [t]'"b 
blrl [u]*d?['ll [r)~d2[t] [l!j; 
I 
produto[7]]0)~n; 
p-l; s--2; 
for ( q-dJ; q< ~'; ++q I 
I 
for! r~O; r<5;, 1 r) 
tor(t~O;t<5;++t) 
I 
for 11.:=0; u<5; ++11) 
I 
produto [71 [O] produ lo l 1)[ O I ~bb [pj [ q] ~lb [si [LI ~b 
l[r)[u)~d?[g][r]•d3[tj uj; 
I 
roduto[81 [Oj=O; 
~1; o~J; 
-o r I q=O; q<5; ++q I 
I 
forlr=O;r<C!;+~r) 
for I L=O; l<5; +-i t) 
for[u~O;u<5;++u) 
):'roduto[8] [O]=prcdulo[8) [0]-+bb[p] [q]~bb[s) [t] "b 
b[r)[u]*d2[q] [L]'d~ft) lu]; 
I 
produto[91 [0]=0; 
p~l; s~~; 
for I q=O; q<S; ++q I 
I 
for-{ r= O; r<5; + 1-i") 
I 
for 1 t--0; t<5; ++t) 
I 
for I u=O; u<S; -1 +ui 
produto ( 9] [OI =proaulo 19 J I O I +bb IPI I q] +oc I si I ti 'b 
b[ r] [tl]*d2[q][ r] 'd5[l] lu]; 
I 
produto[lü] [0]=0; 
r~2; s~C; 
for I q=O; q<~; ++q l 
I 
forlr=O;r<5;+1t:") 
I 
for(t=O;t<5;++t) 
for { u~O; u<5; -1 +uI 
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prociut,-,(10) [UI pcNJuto[lQj(:-;) lbb[fJ[ 'q)"bb[.•<l (t".[ 
+bb[r[ [u[+dJ q[ [r[+dl ítl [u); 
I 
procJu~.o[ll.[ (0[=0; 
p~2; 5~1; 
Eo~:lq=O;q<5; t·tg) 
I 
fot" ( r~O; •·<!); I I r; 
for·(r=O;L<5;Ht) 
forlu=U;~;<J;++ul 
pL·oduto(ll[ [0]-~proau•:olll[ [G[+bbif.'] lqj*bb(.~J [t.[ 
"'bb [ r[[u) 'dJ[']] [r) •,jz[t·· [u:·; 
I 
produto[12) [0)=0; 
p=2; s=2; 
for lq-O;q<5; 1 +'-{) 
I 
for ( r~O; r<~; ·H r) 
for(t~O;t<5;++tl 
ror (u=i!; u<'o; f +u) 
produto,12j [O ~·pr·oduto(i2[ [OI tbb(p[ [q]'bb(sJ (t; 
*bb(r[ lul'c:l"3lql [r[*d3[t[ lu]; 
produto{l3] [0]=0; 
p=2; :; 3; 
(ur(crO;q<!:J; >+qJ 
I 
:'or(r~O;r<5;t,,.) 
lot:( t-O; v·~,;++t) 
for(u~O;J<S;+Iul 
prodmo(lJj [O[-produlo(l3[ [0[-+bblpl(qj+bbls) [t) 
*bb[r)]u]+d3[q[ lr]'d4[t] [u]; 
I 
produto)14) [O)~O; 
p=:<; s=4; 
f o<· (CJ=-0;q<5; I fCJI 
I 
for(r=O;r<b;++rl 
for[L=G;t<5; tltl 
I 
fo~:(u=O;u<5; I fu) 
I 
prodltto[lJ) )O[=produto[l4[ (O[+bblp) lql*bb[.o) [t) 
*bb I r I I u l •·o3 I q I I r I 'd51 t l I u l : 
I 
produto[l!:"J) [0[=0; 
p~3; s=O; 
for(q-U;q<5;+'ql 
I 
for(r=O;r<5;+ir) 
I 
fot(l=O;t.<5;tlt) 
I 
f o r ( u~ o; u <~,; ++uI 
produto[lb[(O[=produto[lS[ [O]Ibbfp](CJ]*bbls] [ti 
'bb[ r;[ [u]•·d4 (q[ [r[ *dl I ti [u); 
I 
produtc[16] IO]=O; 
p=3; s~l; 
for(q~O;q<5; Hq) 
I 
Íor(uü;r·<!J;Hr) 
lor{t.=O;l<S;I+l) 
for(u~o;u<b;++u) 
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jjrr,rJL,r0]16] ]O]--prodt,Lol1 6) lO] 1 bb[p] [q]*l>b ]:.:] 1 t] 
'bb[r][u)'d4[q][r]~c?[c,]l,; 
produco[l7] [cl]=O; 
po-3; s-2; 
fvr(q=O;q<''); t-~-ql 
I 
for i r--0; ~<~); < 1' 1 
ior1L=U;tc5;++t) 
prod•,Lo[1'1] [0]--produto[l'l] [O] l-bb[p] [q,+bb[.s][t] 
'bb-' r] [u]*d4 [ql [r] +cn [r_] [~1]; 
produlo[lfJ] [O]-<; 
J--'=3; s=3; 
for[q=O;q<5; 1-tq) 
I 
for(r-O;r<'J;+Ir) 
for(L~O;t"5;t+t) 
I 
for(u~"O;uc,'J;' lu) 
produto[18] [O]=produto[:8] [O]+bb(p[[q]~bb[s)[t] 
~bb[;] :uJ*rl4[q] [r)~d1[tj [u]; 
prcduto(lC!] (0)•0; 
p~J; ts=~; 
for(q--0;q<5; II<J) 
I 
for(r~O;r<'J;I,r) 
[orit=O; t<'J;-r+t) 
I 
Ln I u-~C; u<':i; -c t ~•) 
produto[191 [Oj-·pcoduto[191 [O] +bb[p] [q]*bb(s] [ti 
'bb[ r] [u)"d4 [q] ~r]'d5[t I [11]; 
i 
produto[20) [0]=0; 
p=4; ó<-0; 
for I q=O; q<f'>; ++q I 
I 
[OL(r=O;r<S;-+-+r) 
for(L~O;L<'J;tH,) 
for (u=O;u<S; ++u) 
! 
produto·[20) [0]-produlo[20][0]+bb[p) [q] 'bb[s] [L] 
~ bb I r l l" I' ct5 I q I [r I *dl l tI 1 uI ; 
I 
produto[2l)[O]~ü; 
p=4; s"l; 
f o r I q=O; q<5; ++q I 
I 
forir=O;r<S;++r) 
for(t-.O;t<5;-llt) 
for ( u=O; u<5; +-< u) 
pr-odulo[21] [O]~produlo[21] [O]+bb[p] [q]'bb]sj [t] 
*bb[ r] [u] *d5[q][r] *dt'l L] [u]; 
I 
produto[22][0)=0; 
p=4; So.2; 
for [q=O;q<.S; t-lq) 
I 
forlr=O;r<5;++r) 
I 
:'or(t~O;t-<5;HL) 
' for(u=O;u<'J;+•u) 
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produto[22] ':J]~produto[221 [O]+bb[p] [g]'bb[s] [ti 
*bb[ri(u]'d~[q](c]'d~[t] [u); 
I 
produro[?3) [OI~:J; 
p~4; s~J; 
ior (q•O; q<S;' +r[ I 
I 
for(r~o;~<~;++r) 
I 
for ( t~O; t<.S; ++L I 
for (u=O; u<S; ++u) 
produto[23](CJ]~prvduto(2-J] (0] ,l_L(p ['~]'bb(sl [t] 
~bb I r I í u) ''d 5 [ 4] l ··J •d4 I tI I L• I ; 
I 
produto[24] [O]~C; 
p=4; s~~; 
for(q~O;q<5; >iql 
\ 
for (r~ O; r<C>; ++r) 
for{t~O;t<!J;-.-+t) 
I 
for ( u-0; ll<5; +tu) 
produto[24) [O]~produto(?4] [ü) 1-bb[p] [q]•·tJb[.s)!t] 
'bb[ r] (u] 'd5 [q] [r) 'd!J (ti [ul; 
I 
ST~[b] [0]-(sumclproJuto) ); 
p(ilot.("\n 8'l'l):",(bd),3fD[b][O!); 
b=bl 
I 
11 erroc '--l'--"''dráticos médi.os dos estimadorc3s 
Lor li=O;j<h;~+j) 
eqmlambda 1 I j I I 0]- [desvplambdal [i J I ü li"?.+ 
(limbda1(i] (0]-Q.l),A2; 
eqmlambda?. r j] [O]= (desvp1 arnlJda2 [i] [ 0)) A?I-
0Ltmbca?[j] !0]-0.1) .A?; 
eqmlambdal2(j] [0]= (desvplambda12[j] (O])A2+ 
(lcm.bdill2lil [ü]-0.2)."?; 
eqmd(il (O)~ (desvps1[j) (0])"2+(,;1[j] [0]-0.5) ."2; 
eqtns2['j][0)-- (desvps2(j] {O) )A2+{s2[j) [0]-0.51 ."2; 
/*intervalos de confiança 90%*/ 
liminf:lambdal90 [j I [O]=lambdal [j) [OI-
L 644 9*dosvplambda1 [ j] [O]; 
limsuplambdul90[j) 101 ~lambdal (j I lO]+ 
l. 64 4 9"'"desvplambdal I i I I O]; 
liminflambda2901j) (O]-lambda2 lj] 10]-
1. 644 9*desvpbmbda2 ( j I (O]; 
limsupiqmbda290[j] [O]~lambda2[j] [O]+ 
l . 64 4 9*desvplambda2 li] (0]; 
1 iminflambdal290[j I [O) ~l arnbda12 [j] [O)-
1.6~49*desvplambdill2(-j l [OJ; 
limsuplCLmbda1290 (j I ! O) ~J ambdal2 I j I [OI t 
1.6449*desvplambdal21jl (0]; 
liminfsl90(j] (O)~fl[j] [0]-l.6449*desvpsl( ] [O]; 
lirnsupsl90[j] [Oj=sl[j] [0) +1. 6449kdesvpsl [ ] [ G]; 
lirninfs290[j] (O]=s2fj] [0]-l.6449*desvps2[ ) [O]; 
limsups290[j] [O]=s2[j) [0)+1.64q9+desvps2[ J [O]; 
/"intervAlOs d~ confiança 9!J~•-; 
liminflambdal9!J[ji [OJ=lambdal[j] 10]-
1. 96'desvpl ambda1 I J J I 0]; 
l imsuplambdal 95 [j] (O] =lambda lI j) [ 01' 
1. 96*desvplarnbdal [ j I I OI; 
liminflFlmbda295[jj IO]mlambda2[ji 10]-
1. 96'desvplambda2[ j] j O]; 
1Jmsuplambda?.S5[j] [O]=lambda2[j] [0)+ 
1. %*desvpl<Jmbda2 I j J I OI; 
liminfl ambda1295( j) [O]•lambdal2 I i I 10]-
1. 96•desvplambd<ll2 1 j 1 1 0); 
1 imsuplambdal295[j] [O] c-lambdal2 [j] [O]+ 
1.96*desvplambdal2[j]i01; 
limi nfs195(i I [O]=s.l. [:J J [0)-1. 96*desvpsl li I [Oi; 
1 imsup.~1 95 [ j] ! O) ~sl I i] (0) +1. 96'desvpsl ( j I (0]; 
li•n;nfs29S[j) (Ct)~s21j) [0]-l.96*desvps2[j] (0]; 
limsups29S[j] IOI~s2(j] 10]+1.96'desvps2[i] [O); 
I 
/*Médias EMV''/ 
decl medi alambdil1, mcd i ill ambda 2, medi a 1 ambda 12, medi as l 1 medi il s 2; 
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medialambdal 'meancllambdal); 
medialambda2~meanc! i ambda2); 
media) ambdal2~Lneanc llambdal? I ; 
onedias l~mP.iH1C ( sl I; 
medias2~muan<..:(>;;?); 
/1 Médias dos dHsvios pildrões das eslimc.tivas 
decl medi adplan1bd8 1, m<-'diadplambda2 1 medi adp 1 arnbdc,l2, 
mediadpsl, mediadps2; 
mediadplambda1 =meanc (desvpl étrnbd.311; 
medladplambda2~mcartc ( desvplumbda2) ; 
mediadplambda1í'~mc<.nc(desvp1ambda12); 
:ned i adps l=meanc ( desvps 1 ) ; 
mcdiadps2~m'~<,nc (desvps2); 
/I 101édias do,; erros CJ""dct.Ll<~O<> :oédics das estimativas 
decl mediaeqml<Jmbdal, medi aeqml.i:lmbda2, medi uRqntlar.1Cd.'l 12 1 
medi aeqms1, medi_ae'jms2; 
media eqm1i:lrr.bda 1 ~meanc ( uqml a moda 1 ) ; 
mediaeqmlambda2=meanc ( eqmlamOda?.); 
medi aeqmlambd" 1 :::'~mcélllC I oqm1 ambdal2); 
mediaeqmsl~meanc(cqmsl); 
medlaeqms2~meanc ( eqws2); 
11 média d~s medidas STD 
dccl mediaSTD; 
rr.ediõ>STiJ=me=nc(STC); 
/1 desvios padrües das esLimativas de MV 
decl desvpillambda1 1 da,;vpa larr,bda2, de,;vpa 1 ambdal2, 
dcsvpas1 1 desvpas2; 
desvpalambdal~sqr.t. (vare (lambdal li; 
de,;vpal al'1bcii:l2~ sqrt (vare llambda2) ) ; 
desvpa1ambda12--sqrt (vare ( J ambda12l I; 
desvpas1~ sqrt.(varc(sl)); 
desvpas2~ ,;qrt(vacc(s2) li 
f/ desvio padr-ao dos desvios padrões dus estirr.ativas de MV 
decl dpdp1ambdal, dpdp~ambda2,dpdp1ambda12,dpdpsl,dpdps2; 
dpdpl umbda1 ~sqr;t (v a rc (desvp1 ambdal)); 
dpdp1embda2=sqrt (v a rc (desvpl ambda2) ) ; 
dpdp1 ambdi:l l2=sq r·t (vare (desvplambd<> 12 I I; 
dpdps1~sqrl: (vl';rc(desvps1 I); 
dpdps2=sqrt {V'll'c lde::;vps2)); 
fi desvios padrões dos crrns quadcór i c·os médios 
decl dpeqmlc.mbd~l, dpeqmlõ~mbdaí', dpeqm]ambd812 1 
dpeqm.sl, dpuqms2; 
dpeejml1lmbdal .sqrt (varc(eqmlamhdalll; 
dpAqmlambda2~sqrt (vare {eqmlambda21 I; 
dpeqmlambda12-sqrt (vare I eqml ambda 1 2) ) ; 
dpeqms1-sqrt(varc(eqmsll ); 
dpeqms2'--sqrt (v a r c I eqms 2) ) ; 
/I desvio padrão dos STD 
decl dpSTD; 
dpS'l'C~sqrt (v a n: [STD)); 
;~ quantidade intervajçs 90% que não contém o V<órdadeiro 
valor dos parâmetros*/ 
ior (k=O;k<h;++k) 
I 
i.f ((liminflambda190(k)(OJ>G.111 
li msuplambdal90 ( k] (O) <O, l) I 
q uant 1 arnbda 1 90-quant l ambda 190 I 1; 
it ((liminflambda290[k][0]>0.111 
limsuplambda290(k] [0]<0.1)) 
quan Ll ambda 2 90~quant1 ambda2 90+ 1; 
if I (liminflambda1290[k](0]>0.21 ( 
limsuplambda1290[k](0]<0.211 
quant l ambda12 90=quant 1 ambda12 90+ 1; 
i f ((liminfsl90(k] [0]>0.511 limsupsl90[kll0]<0.5)) 
quants190=quants190+1; 
if ((li.minís290(k][O]>O.SII limsups290(k][0]<0.511 
quants2 90~quantsí' 90+ 1; 
li cobertura dos intervalos com 90% de confiança 
cooer tu La 901 ambda 1~ I I h -quantl ambda 1 90) I h) •-t 00; 
cobertura 901 ambda2~ ( (h -quan tlambda2 90) I h) "1 00; 
cobect uca 90lambda 12~ ( ( h-quant lambda 12 90) ih 1 ~ 1 00; 
cobcrt ura CJOs 1 ~ I ( h-quan t sl 90) /h I q 00; 
cobertura 90s 2= ( ( h-q uan ts2 90 1/h I "1 00; 
/*----quantidade intervalos 95% que não contiveram o 
verdadeiro valor dos parâmetros"/ 
fo( (k~O;k<h;-+-f'k) 
I 
if ((lim.inflambda195[~) (0)>0.11 ( 
Jimsuplambda195[~.] (0)<0.1) I 
q uant.l ambda 1 95~quantl ambda 1 95 I 1; 
ií ( (liminflambd21295( k] [O] >O. 11 1 
limsup1ambda295(k] [0]<0.1)) 
qc.an t l !lmbda2 95~quan l] ambda2 95+ 1; 
if ( (limintlambda1?95(kJ [0]>0.211 
1imsuplamhda1295(k] [0]<0.2)) 
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dccl 1,ir,rn!tuss; 
decl clq-~zero><(5J,Li; 
u---500; I I total de amo.s-:::ra.s 
d8cl 
decl 
decl 
de'-' L 
l,;mbl~·z8t'~S ( u, li; 
1 il!f,b)-•zerce< ( u, ·, :; 
l "mbl)=zer os (r,, 1 ) ; 
~.]]oo;;eros (u,l i; 
aecl sl2=zeros(u,ll; 
decl lambla~zercs{it,ll; 
accl li.>mb2u·-·zccos(lt:,1!; 
deci 1Hmt)7H~zerroslit,1); 
decl sll,~zeros(it,1); 
d<Ocl sl?a"z•-ncs!'ll_,l); 
decl varlambdal=zeros (u, 1); 
decl varlambda2=zero3 (u, li; 
d<écl varlamt.da12~c:flros(r;,1); 
d<JcJ Vilrsl-zoJ-:>c;(u,l); 
decl var"z~.,ero,o(u,1j; 
decl dplambdal=:ceros(u,J); 
decL dpl<lml'daZ~zGros(u, 1 I; 
decl dplaf.1bdaJ2~zeroslu,1) 
decl dps1~zen:>slu,1); 
decl dps2=zeros (u, ll; 
decl mntr'zlambdnl~zeros(Lt,mi; 
decl matr~zlambda2=zeros{ic,m:t; 
cieç I m.q t t"\ 71 iimbda 12~zAr(•S (i l, 1r); 
dcç] m;:;Lrics1~zeroc>(it,m); 
deccl nl'ltric•,-,2-zero>;(:t,m); 
d<Oc I n1"- r ri z1 R.mbdal <Ok-ozt~ l ns 1 i t;: im, llt); 
<iecl malrizl ambdc.Zuk~zoro:; 1 i t J i m, m!; 
de c I muLrizJumbda; /'ok •:'uros (i i fim, l~e); 
decl m~tli~slck~Lch>:;(itfim 1 rr) 
dc'C l HU L r· i ,-,;Lo~--zcrco:::;( j t f j [L', !L!) 
dGc) lumbdiilaux--zet"c>s(COGO,l); 
decl ~amLda2::rux~zeru:; I COCO, l); 
de C" l I n1nbda 1 7a ,,x-czel·,_,_,; ( 60ü0, 11; 
do..: L .s1aLL'-:-::<Orc.s(61J01),l ); 
duc:l ::2aux~ /el-c,s(GUDG, 1); 
decl V!óCurlmnbdal-2<eros(LC>U0,1); 
duc l v e L roc·l ambda 2-~ "'" ,-,-,s ('" :, nn, 1 I ; 
dccl velor.lambda.l2 -zer-o.o;(2!:",QO,J); 
decl vetotsl-:<CJrus (2SCLI, 11; 
decl. vetors2=zer-os(2500,11; 
doc~l vetorlambda1ok=zeros I J 200,11; 
de.:l vetorlambda2ok-·zeros(1200 1 11; 
decl vetor1ambdal2ok~zeros 11200, li; 
decl vetorslok=zeros (:200, 11; 
decl vecors2ok=zero,; ( 1200,11; 
decl r<.l~zoros(u,l); 
dccl HZ~:clJrO:;(u,1); 
decl RJ~zere1s(<1,l); 
rifwl R4=zeros(u,1); 
ried I<OJ=zeros(u,ll; 
dec1 mcdL:tvulorJ ambda1ok=zeros{u,l); 
ded mcciiavcLorl ambda2ok=zoros (u, 1) 
dcc~l medi avetor .L awbdnl ?.ok~z" tos ( Ll, 1 } ; 
decl medi a veto,- s lo k~ze r os lu, 1 ) ; 
decl mediavl'torsZok=zeros lu, 1); 
de c l v a rvetcr lambdalük~zc r os 1 u, 1 ) ; 
dflcl varvetorlambda2ok~zeros ( u, 1); 
decl varvetor1ambda12ok~zeros (u, ll; 
decl varvelorsl ok=zero,- (u,ll; 
decl vaL·vctors2ok•=zeros (u,1); 
decl dpvc•torlambdalok=zercs (u, 11; 
decl dpvctorlambda2ok~:<<-n-o:; (u, j I; 
decl dpvetorlambda12ok~zercn (u, li; 
decl dpveto~sl0k~7.A!"<)S (u, 1); 
dflc;l dpvec.ors2ok=zerc's (u, 1); 
d8c l veto dambda 1 o kord= zeros (12 00, 1) ; 
decl vetorlamhlil2okcrd~zeros 11200, J I; 
d uc l veto rl amba;:;1 7okc. rd~;>n r os ( l ) 00, l I ; 
dc•c;l \•elor.<J1okord•=zero.s ( 1200, 1); 
d"c-l V8lor:;2okord·-~7ero.o (1 200 1 1); 
decl mcdianavulorlambdal DK~zGros (u, l); 
ciecl llocedianavetorl Mmbda2ok~zeros lu, 11; 
rl ecl rne'i i él r,é, v c I <H J ambd~ l2o k- zcrmJ ( u, li ; 
decl wc;rliflrtMvet"rs1nk-zeros(u,l); 
rle,,l median,votol s2ok-~zc,ros (u, 11; 
J <ec1 rm1dnb.scad l l nmb 1 , n;edob.scad21 Rmb 1 , 1neckJbscad:l i ilmh 1 ; 
de c l lrl~ldnbE.<:iid4 l amb l, medobs<:f.Od:, l élrnb 1 ; 
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de c I luedobscadllamb2, r1edobScZ1d? 1 ami:J2, 1nedobscad 31 amb2 ; 
de c] medobscad4lamb2, medobscadé>lamb2; 
de c J mP.dob,;cnd 11 a1nbl?, medobs ::ad2l 3mb1 ~, mGdctJS _·ad O l ambl ~; 
decl mP.dc~bscnd 4 l amb 1 2, medobscad '' 131Yibl 2; 
decl medob,;cad 1 s 1, J:1edcbscad7_s 1 , tuL'dODScad33 \ ; 
dec1 medo0scad4 s1 , medobsc,d5s 1; 
de c 1 1nedobscad~s2 1 rredobscad2 •, 2 1 mE>doto~ cad3s2; 
decl medobsc::.d4 s2, mcdobs cad5s 2; 
de c] quadmedoCs::adl l amb1 1 ':)Uadmerlobs::ad21 atnl:::; 
dec1 quadmedobscadJLambl; 
dec] qu~dmedobocarl4l,mbl ,qu::.dmedobscad5J amb1; 
<lecl quad:nedob;ocad ll amb2 1 quadmedobscad21 arnL/; 
dec1 qo.J~drnuao0scad3~amb2; 
dec1 quadmedcbsc~d4l amb2 1 quadmednbsc:Jdéi l il~ib2; 
de c l quadmedobscadl 1 amb l :- 1 'llladmeor>bc;cad.~ l ambl2; 
decl quadmodobscad3l amb12; 
de c l quadmedobscad4' ambl2, quadrr edobscadC, l atnbl2; 
de c J quadmAdobscac::l s~, quadrn8dcl,,cad2s 1, qui:ldmedobé;cad3s1; 
decl quadmedobscad<l s l , qu,dme<lobscad5s 1; 
de c l quadmedobscad l s?, quadmedc~bscad2s Z 1 'luadmedcb.scad Js ~; 
<i e c l quadmcdol::scad1 s2 1 guadmP.d.obocad!õs2; 
decJ vetor uns-ones (i t 1 1 I ; de c l V RI- o rzrn os=ze r os ( i t 1 1 I 
decl vctorlOOOO~-zel·'-'" (2500, 1); 
decl vctorG1000=zeros {2500 1 1); 
de-:-1 vutorOG10[b:;;:eros (2501), I I; 
dec1 VP.tor00010~zerc,s (2500 1 1 1; 
dec1 vetor000D1~zeros(2500 1 1 I; 
de c] lambd<Jj c, logfi 1 c, loqf il 1 ra?aol, mini mo1, unl, urd l; 
dec1 l ambdA2C 1 loqf i 2c 1 1 oc; f i 2, r a zao2 1 mi n imo2, un2 1 ur. i 2; 
dcc1 1 Rmbda l2r;, log f i 3c, 1og f i 3, r a zao3, mini mo3, un 3, uni 3; 
decl c;lc 1 loqfi~c 1 1 ogfi.1 1 c a zao4, mi nimc4, nn~, L.ni sl; 
dec1 s2c, logti5c, logfi5 1 razaoO;,mini mo5, un5 1 unL<''; 
decl gamall~zeros (3, 1); 
decl gamal2=zP.ros(3,J]; 
decl gam~LJ.2~zeros(3 1 l); 
decl gamas1=~cros(J,1); 
dec1 qilmils2~~eros(.>,1J; 
dec1 quildi fobsemedcad1Lamb1~zeros (i t 1 1); 
decl quadiíobsP.medcad2lambl~7erus { í l 1 11; 
:::lec1 quAdi foLse~nedcad.'l1ambl ~zeros (i~. l]; 
oecl ,quadi foJ:,semed<"ad41 ambl~zero'-' (i~, 1); 
d P.C 1 '--{uad i_ fc>IJseciedc:i:ldS 1 amb1 ~zA r o~' (i t 1 1 ] ; 
dccl quadifobsemedcadllamb2~7eros (it, 1 i; 
de c l <juadi fobsemedcad21 amb2~:;;:e r os (i L 1 1 i ; 
decl quadifobsemedcad3lamb2=zeros (i t, 1 I; 
ded quadl fobsemedci:ld4l amb2~zeroG (i L, l I ; 
d8c1 quacilfobsemudcad5lamb?-zeros (i t, 1 i; 
de c l quadi fobsemedcad1lamb12~zeros I i t, 1 ) ; 
de c 1 quad i fobsemedcad2lambl2"zeros I i t, 1 ) ; 
decl quadifobsemedcad3lamb12~:cecos I i t 1 1 i; 
dP.•c 1 quad i fobsernedcad4 1 amb12 ~zerc1s 1 i L 1 ~I ; 
de c l qL.ad -L fobsemedcadS lamb12~ze r os I i t, 1 ) ; 
de c l quadl f c>bsemodcad1s1~ zeros (i t 1 1 I ; 
dec1 quadifobsemedcad2s1~zeroo li t, 1); 
decl quadl fobsemodcad3:;l~zeros I i t 1 1 I; 
de c 1 quad i f obs emedcad4 s l~zer.os { i t 1 1 I ; 
der:l quad.-L f oba lmedcad5s 1~ zeros (i t, 1 1 ; 
decl guaciifobsemedcad1s2~:zeros (l t, 1 i; 
dec1 guadifobsemedcad2s2~zeros I i t, 1); 
dccl <JUadi fobs emedcad3s2~ze r. os I i L 1 l ) ; 
decl quadi fobsemedcad 4u2= ze (OS (i t 1 1 I; 
dec1 quadi fobsemedcad5s2~zeros ( \ t, 1); 
decl merltoLlamb1, modtotlamb2, medlotlambl2; 
dec1 medtots1 1 medtots2; 
dec] siquad 1 =zeros {m, 1 I; 
dccl siqui:ld2 .. zeros (m 1 1); 
decl si quad3=zcros (m, 1 i; 
decl siguad4~zeros(m,11; 
decl siquad5~zer-os lm,11; 
ctecl varsiquad1 1 varsiquad2, varsiguad3; 
deçJ. varsiguad4 1 varsiquadS; 
decl. matriz1a=zeros(m,2); 
decl matriz2.a=zcros(m,?.i;. 
dec1 matriz3a~:;;:Bros(m 1 2]; 
decl matriz4a~zeros{m,2); 
decl mal ri z5a=:<eros (m, 2 I; 
decl matrizlb~zeros(m,2i; 
oec1 matriz2b~zero><(m,21; 
decl matri73h=zeros(m1 2); 
der:l matri.'l4b~:;,eros (m 1 2); 
decl matri:c!:>b~zel"s (m, 2); 
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decl ç(war:-la~-z,ros(2,2); 
decl cvvar2a=Leros(2,2); 
decl ccvarJa=3ero,-,(2,2); 
dcçl covCJr'lil~z<Jros(2,2); 
de:ol covar~a-:::e,-,os(?.,2); 
dec~ covar1L=~cro13(2,2); 
dec1 covar2b~zeros(?.,:l.l; 
decl covar.3b .. zeros(2,21: 
decl covar4b=zerosí2,21; 
decl covar5b""Zeros(2,21; 
decl 
decl 
decl 
de"l 
dccl 
cov1a, 
cov2a, 
cc>v3a, 
covq a, 
co v C,~, 
cov1b, V1, s lgma?l 1 varVl, dfl; 
cov:Zb 1 '\[2 1 sigma??, varV~ ,J L2; 
cov3b 1 V3 1 si qn1a2], v a rV3,dl J; 
cov4b, V'Í, siglr.a14 , v a rV4 , d f 4; 
co v 5b, V5, si. g~•a2 5, v a n' 5, -::l t 5; 
decl Dlilml:Jl,Ebmb'.,Rlambl; 
decl Dl amb2, f.:la<~ll.o2, F,Lamb2; 
decl Dlambl?.,t::lamb~2,Rlc,mbl2; 
decl Dsl,Esl,Rs1,Ds2,Es2 1 Rs~; 
de·::l qu"diímed1ambl~zeros (In, J I; 
dccl qu"difmedlamb::'~z.eros(rn, 11; 
decl quadifm<Odlamb12=zeros (m, l); 
decl CjLiadi.tmedsl~zer-~s (m, lI; 
ciec1 quad,_fmeds2-zeros(rn,l); 
deçJ medobscadl amb1~:ceros(m, 1); 
deçl medobscadlamb2~:corc.s (m, l:; 
decl medobscadlamb12~:coros (n, l); 
decl med0bscads1=zerc" ( m, 1); 
decl medobscads?~:ceros (m, 11; 
decl quadmedobscadlamhl=zer·cs (m, 1!; 
decl quadmcdoi.>.·;cadlarnb::'~7eros (m, 11; 
J.:oc 1 quadmedobscacnamb12=ze ros {m 1 l); 
decl quadmedcb.Sci!dsl~zen1s(ni 1 11; 
decl quadmedobscads2=:c<er-os(m, l); 
de c l medi aemv l arnhda 1 , :nedi 'J em·.- 1 ,;mbc-ja?, medi Memv L ambda 12, 
mcdl~"mv~1, m0diaemvs2; 
decl Jn<odiavar<cnnviam~dal, medlavaremvle;mbdfl?, 
medi avfl remvlambda12, medi a v a remvs 1 1 medi a varcrr.v 132; 
decl 1redi adpemvl ambda 1 1 medi adpen1vlambda 2, rmed i adpemv lambda 12, 
mediadpemvsl, mediadpemvs2; 
de'l med iamedi asl arub1, medi a medi as 1 amb2, medi aruedi a sl arubl 2, 
modiamediassl 1 mediamediass2; 
decl mediavarslamb1, mediavars'.;w.n?. 1 mediavarslamb12, 
m"d.iavarssl, mediavarss2; 
decl mediadplamb1, mediadplamb2, mediadplamb12, mediadps1, 
mcdiadps2; 
dec1 ma.~maxl.ambl, maxmaxlarnb2, rnaxrnaxlambl2, maxmaxsl 1 
maxmaxs2; 
decl minminlamb1 1 minrcinlamb?., minnlinlamb12, rninrnin.s1, 
minmins2; 
aecl mediarnedianalambl, rnediamedianalamb?, 
mediamedianalambl.2, medi amedianasl, mediatnGdianas2; 
decl l imi n f lambda 190~:zeros ( u, l I ; 
decl limitlfl1lmbdal95~zeros (u, 1 I; 
decl limsuplambdal90~zeros (u, 1 I; 
de c l 1 i msupl ambda 195=:ze r o'" ( u, 1 I ; 
decl li min [l ambda2 90~ze rcJS ( u, 1 I ; 
decl 1 i minflambda295=zeeos (u, lI; 
decl limsuplambda290~zeros (u, 1 I; 
de" l li msuplambda 295~:<e r os I u, l I ; 
decl liminflambdal290=zeros(u,1); 
decl liminflambda1295~zeros (u 1 1); 
decl J imsuplambda1290=zeros (u, 1); 
decl limsuplambda1295~zeros (LI, 1); 
decl limillfsl 90~~eros (u, 1); 
ded liminfsl9S~zeros(u,ll; 
decl llmsups190~zeros(u,l); 
decl Jjmsupsl95 .. zeros(u,ll; 
decl 1 j min fs2 90-zeros ( u, 1) ; 
ded liminfs295=zeros(u,1); 
dec1 1 imsups2 90=zerob ( u, l I; 
decl Jimsups295=zcros(u,1); 
decl ic90Stlpl..l~zeros(u,l); 
decl ic90supl2=zeros (u, 1); 
decl ic90supll2~zeros (u, 1); 
decl ic90supsl~Lllros (u 1 l); 
docl i c90St<ps2=zeros (u, 1); 
decl ic90infll~zeros (11 1 ]); 
decl ic90infl2=zoros (u, l); 
decl icgoin012-.;;:ecos(u,ll 
uecl ic90i nfsl~zero~ lu, 1); 
der] Lc90i nf,;2~zcros (u, 1 I; 
decl ic95supl1~zeros (u, 1); 
decl ic95supl2~~eros (u 1 l); 
de c l i c 95supl12~ ZLn-vs ( u, l) ; 
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de::l ic95supsl 7.8,-,-,c; (l,, l); 
decl ic:9.S:;ups2~7er·,-,,; (l,, lI; 
decl lc95itl(ll-zerns(u,ll; 
decl ic95~nfl2~zerc:>s(u 1 l); 
decl ic9~iinfll2~z(o,--os(u,l); 
dccl ic95intsl~zero~ (.1, 11; 
decl ic95infs2-zerc-s ( .1, 1 I; 
dccl eqmlarmda.l=zercs(u, l); 
decl fqmlam,-,da2~-zec·•·s(u,l); 
decl ceqmlambda12--zurc;s 1 u, li; 
decl eqmsl-?eros(._r,:); 
decl BCJms2~zerns :u, 1); 
dccl eq~lme;aialambdal~zerc;s (·.1, l); 
dec1 eqmmedialambda2o~zercs lu, l); 
decl eqmmedialambd~12--z'?.ro~(u,l); 
d8cl eqm1r.edj asl-"2Cros In, 11; 
ded 8'--Jmmedias2~zeros(li,l); 
de c l eqmt~eai ar. a l<ltnbda l =Ze rGs I u, ~ ) ; 
decl eqmmedianalambda2o-7.erco (u, j_ 1; 
dec1 oqmmedianalambdal::>zercslu, J I; 
decl Aqmmcd; "nasl=~eros (u, l); 
decl eqmmedianas2~zP.r06 (u, 1); 
dec1 !'ledia...,qmlambdAl, medi.~eqmi,nb~a2, ll·ed,aegl'1lamhia12, 
mediaeqms1, mediaeqnuú; 
de c l medi aegmmcdial ambda 1, medi a eqrr.med_" l ambda 2, 
medi aeqmmed i a l "mbda 1 2, 1nodi aeqmr:,ed i as 1 , 11redi aeqmmeai as2; 
dec1 medi aeqmmedi ar. a 1 aml:Jda l, rr.ed iaeqwrn<~d i a "a J ambda2, 
rnedi "WJrnrnecj anal ambd a 1 ? , rroedi aeqnrrncdi a,-,, o 1, 11.ed i áE'qmmed i fltl<:\132; 
b~O; 
whi1e(b<500) 
I 
tlg=yera I I; 
tl~ug~<l;O>; 
t2--llg~<l1;1>; 
decl vP=<l;1;1;1;l>; //chutes iniciais 
1oy~veros(vP,&i,O,J); 
~!axCor;trol (1 000, 100C,j; 
mheo;s~O .. ')0001 "uni t ( 5); 
i r=Ma):8FGS ll·Y~ t veres, & v P, &l, &mt,ess, I' H UI::: ; 
if(ir---MAX CONV && vP[J][O]<l .s.& vf'(1]]0]<1 
&& vP(2](0]<2 && vP(3](0)<5 ~& vl'[4)(0)<-51 
I 
;~c~MV* I 
lCJmb1[b; [O]~vl'(O] [O]; 
lámb2[b] (O]=vP[lliO]; 
1amb12(b] [O)~vl'(2] (J]; 
sll(b] [0)-vl'(J] (0); 
s12'b) [O]=vP(~J [O]; 
/'vadância EMV'/ 
Num2De d v a >::i v c 11 og fveros, vP, &mhess) ; 
MatinfObs=mher<s' (-1); 
i twMu t In [Obs~i nvert (Ma t 1nf0bs I ; 
varla:nbdill (b] (OI ~i nvMatinfübs (0) (0]; 
var1ambda2(b] (O]~irwMatinfObs !li (1]; 
varlambdal2 (b] [O]=invMatirlfObs (2] [2]; 
varsl(b] (O]~invMallnfObs (3] (3]; 
vars2(L] !O]~irwMc.tinfObs [4) !•l]; 
dplambdal[b] (OJ~sqrt(vari.ambdal[b] [0]); 
dplambdu2 [b] [O] ~sqrt (varlambda2 [b] [O] I; 
dplambdal2(lJ] [O]=sqrt(variambda12[b] [0) ); 
dpsl [b] [O]~sqrtlvars1[b] [0)); 
dps2 [b) lO] ~sqrt (vars2 [b] [ 0)); 
I /hiperparâmetr-os das gamas 
al~ llambl [b] [O]) "2/vurlambda1 (b] {O]; 
bl~lambl(b][O]jvar:-lambdullb] [O]; 
a>(lamb2[b] [0] )"2/varlambdu2 [b] (Oi; 
b2~lamb2 (b)[O] /varlambda2lbl I O]; 
a3=(lambl?(b](0])"2/varlambdal2(b] [O]; 
b3~lambl2 [b) (0] /varlembda12 [b] [O); 
a4~(sll[b) [O] 1"2/vars1[b] (0]; 
b4=sl! [b] (0]/vac'll (b] (0); 
a5~(s12(b] [O)JA2/var-s2[b] (0]; 
bS~sl2(b] [O]/vano2[b][O]; 
h-G; I /h~cadeia 
for(h=O;h<5;++h) 
I 
if(h~~OJ 
{I /chutes iniciais 1 "cadeia 
lambda1=vP[O) [O]; 
iambda2~vP(l][O]; 
Lambd:ü2~vP(2] [O]; 
s1=vPi3J[O]; 
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sJvP[4[[0); 
I 
i f [h~~ I) 
{/ /chuLec; ini_,~iais 2" c:a·ki ~ 
larrbdal~ü.Ul; 
lambda2~o.: .. }; 
lamodal2~ü.Ol; 
sl~O.Ol; 
s2~U.01; 
if(il-<!) 
{//chutes ini"lHis 3" "ndela 
laml.Jdal=O.Cl; 
lambda2~0. 5; 
lawbd"J?~I). 5; 
sl~0.5; 
s2~CI. ~; 
if(h~=3) 
{//cl1u~e~ lnicla's 4" cade!a 
J <imbdal ~~; 
l<imbds2~l; 
lcmbdal2-2; 
:ol~5; 
s2~~.; 
íflh=~-4) 
{/ /("hutes i ni .·i co. s 5d cadeU, 
lambdalocQ; 
lambrla?-0; 
lambdaL' "O; 
sl=O; 
s2~0; 
j=O;// j~lnt<.'ração 
'A'fd.le 1]<&000) 
) 
gamall~rilWJC\Jntna I 3, 1, a::, bl]; 
lambdalc:=gamal1[2] [~'] ;//carodida\n il la1nbdnl 
vPb[O] [ü]~lawbdalc.,; 
vPb[l] [O]~laJrrbda2; 
vPb[?J [OJ··lambdal2; 
vl'b[3J [O[·"JJl; 
vl'b[4]101·"2; 
~oqfi1c~logfí I t1, L2, vPbl; 
vPb[O][O]=lambdal; 
logfi 1··1 oqfi I tl, l.2 1 vPbl; 
l·azaol exp[logfilc logf]l); 
minimol=min [razaol, 1 I; 
unil=ranu{J,l); 
unl~ur,il [2]; 
if(un1<-minimo1.) 
iambdal=lambdalc; 
lambdal~vl?b[O[ [O]; 
) 
lambdalaux{j I [O]=lambdal; 
gama.l ?-JCangamma I J, 1, a2, b2); 
lambda2c~gama12[2] [O]; //cRndidalo a lambd32 
vPb[O] [O]~lambdal; 
vPb[l) [O)~l1llnbda2c; 
logfi2c=logf.i.lll, L2, vPb); 
vPb[l] [Ü)=lambda2; 
logf i.2=logfi I tl, t2, vJ>b); 
r a:.<ao2~exp I log f i 2c-l og f i 2) ; 
1ni nimo2=ml n I r a zao?, l. ) ; 
uni2=ranul3 1 l.); 
un2=uni2 (2]; 
i f I un2<=mi nimo)) 
I 
lambda2~1Flmbda2o; 
I 
el.?e 
lambda2=vPb[l] [O]; 
I 
lambda2aux[j][O]~lambda2; 
gamal12=rangamm" [3, 1, a3, b3); 
lambda12c=gamalll[2] [O]; // candidat" a lambda12 
vPb[O) [O]~bmbdal; 
vPb[lj [O)~lambda2; 
vPb[2] [OJ~hmbda12c; 
logfi3c=.l ogti I t1, [2, vPb); 
vPb[2] [O]=lambdal.2; 
log[i3=logfi [tl, t2,vPb); 
r azao3=exp I 1og f i 3o-l og fi 3) ; 
In i ni mo3=mi n I J:"a~ao3, 1); 
unj3-ranul3,1); 
1Jn]o.uni3[2]; 
if lun3<=minimo3) 
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lambda1? lambdal?,,; ) 
) slse 
else 
lambd'l12~vl'b[2] [0); 
I 
lambcaL'RIJX{j .. [Oj~L'lmbdõ,l.<; 
gamasl~,-angamma ( J,], a~, b4); 
slc~ga~asl(2] [O]; // candida.o a 51 
vPb(O, [0)--lamboal; 
vPb I I] I O I ~lambda;:'; 
vH:;[2] i0l=L:Jmbdal2; 
vPb[J] [O]=.olc; 
logfi4c-logfi(t~,L2,vPb); 
vPb[3) [O] =sl; 
log:'i4o loqfi(tl,t2,vl'b); 
nzao4•exp I logf i 4c-logfi 4); 
minimo4-rnin ( cazac)4 1 l. I; 
unisl.=canu:3,1); 
un4=unis1 [2j; 
iflun4<~nünimo4) 
I 
sl=slc; 
elsc 
sl~vPb[.3] [Oj; 
I 
slaux[j] [O]~sl; 
gamas2~rMngamma ( 3, 1 1 a 5 1 bSJ; 
s2c=gamas2[2] [O]; //candiduLo a s2 
vPb[OJ [O)=lMmbdal; 
vPbflJ [O[~l!l.rnbdu2; 
vPb[2) [C[~lambdal2; 
vPb[3] [0)-sl; 
vPb(4] [O)=s2c; 
logL 5c=logf i ( t1, t2 1 v"b); 
vPh[4) [O[=s2; 
loc;fi5~loqfi lll,t2,v!'b); 
cazuo5-e:;p I logfi ~c-J og fi 5); 
minimo5~min ( L·azao5, 1); 
unls?.=r!!JlU(.3,l\; 
un5~unís2 [2]; 
i f ( un ~o<-mi ni me 51 
s2=vPb[4l [0); 
I 
s2aux[j) :OJ=s2; 
I +j i 
I 
//de.s;-•rezando as lOOOas observa.-;;ões" SGlecionando as 
demais de lC <óm 10 
oer.l 1; 
g=O; 
ior ( 1=1 000; 1<6000; li·=l.O) 
I 
lambla(g] [O]=Jambdal.auxlll [0); 
lamb2a[gj [0]=lamoda2aux(l] [O]; 
lamb12a[g] [O]-lambdal2aux[l[ [O]; 
slla[q] [O]=slaux[l] [O]; 
sl?.M[g] [0]=s2aux[l][O); 
++g; 
I 
//construindo matri:<es corno.'> vetores colunas 
decl x; 
fot-(x=ü;x<500;1 +x) 
mat ri zlambda1 [x] I h] =lambla [x] [O]; 
matrizl an,bda2 [x] [h] =lamb2a [x I [O]; 
mutrizlambdal2 [x] [h) ~lambl2~ [x) [O] 
matrizsl [X] [h)~sllil[X] (0]; 
matrizs2 [x] (h]=sl2a[x] [O]; 
I 
}//fecha looping h 
der.i s; 
for ( h=O; h<m; ++h I 
decl v~o; 
fcr ( s~ 260; s<500; t+s) 
I 
mat t·izlambda1 ok (v J (h I ~matei <.lambdMl [ s] [h I; 
matrizlambda2ok [v) [h I =matd:dambdM2 [é) [h I; 
matrizlambda12ok I v] [h) =matd zlambdal2 [ s] [h); 
rrratrizslok[v] (h]~matrizs1[s](h]; 
matrizs2ok[v] [h]=matrizs2[:l] [h]; 
++-v; 
Apêndice E- Programa Computacional Implementado para Estudar os Parâmetros da Distribuição EBVE sob a Abordagem Bayes~Empírica 138 
) llHJdianavelors2ok[b][O] (vstc,t:s2vkord[:,99) [O)i 
vetors?.oko1d[60rJ) [0) )/2; 
//arnc•straG dac; distribuiçfies" p0oteric-,rj 
vot.o r l a111bda 1 -"v e c· I mar ,-i ", l ;,wbd~ i I ; 
vetorl aclbda2=vsr~ I ma\ c i ;cl iil<lhda;: I; 
velor J arnt-.da l2=vec (mal r j_ .:1 a:nbd:> 1 ;_) ; 
vetorsl~vsc (miltri zsl); 
vstors2o•voc (matrizs? 1 ; 
vst.c, r lambda lok= Vec (mal r i z 1 amb:la lok I ; 
vu\ cr~ar;lbda2ok='iec (~'a L r i ~iar:1bda?ok: ; 
vetor 1 ambda 12ok=vec (ma tr i zl ambda 12c k) ; 
veto rs lok=vec I ma t r i zslvk I ; 
vet. o rs2ok~v8ç ( mat r i .cc;2ok 1 ; 
//sumário das atnostras das di:::;tribr:içóes a post8ri<:>t-i 
rrediavetor l ambda l·Jk [ b] 1 O I ~mear\C ( ver.;:---1~1 ambda 1 o k 1 ; 
medi ave :o r j_ ambda 2·-:J k I b I I O I =men ~-c (v e l :-.r] Rmbda2e> k I ; 
llled i élveun l ambda 1 :::'ok [ b I I i} [·-meartc· (v c to r l '0Hnic1ds 1 2ok I ; 
medi a v e to~-::; lol< . .-h I [ O J =moaw~ I vet.o,-s 1 o k I ; 
medi a veto L-s 2of:; b] [ O )-;me<~"'~ (veto r s?r. ~:) ; 
varveto~l atobda 1 ok [bi ! O I ='/élh" i vetGr-lambdillok 1; 
v a rve lud ambda2ok [ b] I O) =v a c c { v<norl ambda2ok I ; 
v a rvctoll ambda12ok [ b] [ O) =v ar c (vetor l ambda 12ok 1 ; 
varvelurs1ok [b] {O] ~vilrc ( 1.cetorslok); 
v a rveto rs2ok [ b I [O) ~v" ,-c ( vetors?nk I ; 
dpvetorlamhdalok[b) [O)=sqrt(vaevetorlarrbdaloklb:. [G] I; 
dpvetorlambds2ok [b) [O[ ~sqrt (varvotor1amnda2ok [b) [OI); 
dpvetor lambdal2<Jk [ b] I 01 - SCJr t (Vá rvet· c,J"l ~moda 1 Zuk I b) I O I J ; 
dpvetor<Jl ok lbl [O] =sqrl i v a rvet·~rsloL [lo) [(li I; 
dçJVetor:o2ok [ bl [O] ~sqrt ( v:tt·velors?.ok [ b) I O] I; 
veto ,-1 "1nbda 1 okord~sort c ( vet:c>r l ~t,bda lok I ; 
v e Lo r lambda 2of:old=sortc ( vetorl ambd~?ok I ; 
veto r 1 amCda 1 ;>ç,kord~»Ol'tC 1 v e r o c L ,,mbda 12o k I ; 
vetoL slokord~so r l c ( VAtors l ok) ; 
Vil tO r s2o ko t~d~so r~c. 1 verors 2ok) ; 
medianCJvet orlambda 1 ok [ b[ [ U) =I V8lorl cunbdalukord [ :,<J9] I O i' 
vetor1ambdalokord[600] [ll)l/2; 
medianavfl:-_orlambda?.ok[b] [O]-ivArot-li'imbda2okot,~[S~9[ [O] I 
vetorlan,bda2okord[600] [O) 1/2; 
medi a na veto rl,.mbda 1 2ok [ b I [O]~ 1 veto .-J ambd" J.":'ok<Jrd [ ~; 9 g I [ O]+ 
vctorl ambd<~l2úkord [ 6001 rUI J /2; 
medi an<~vetors1ok [b] [ 0]-(vetorHl okord [~99] [O] 1 
vet<,rs1okord[600J [0) )/2: 
iç')S i nfll [ b) [O) =vetor lambda J.okord [ 29) [O] ; 
ic95int12 [ b) [O] =Velorlambda2okord [ 29] [O I; 
i c9Sinfll2[b) [Oi =vetorlamhdal2okord [ ~ 9] [O]; 
i c95infsl [b) [ ll]••vstorslokord [ 29] I O I; 
i.c9?1nfs2[n] [O]~vctors2okord[29) [O]; 
ic9Ssupll [b] I O) =vetorlambdaloko,-d [ 117 0) [O]; 
i c9SS\lpl2 [ b) [O) =vetorlawbda2okord [ 117 O] I O J ; 
i c9CJgupl12 [b) [ 0) =vetorlambda12okord[11'10) [O); 
ic95sup.sl [b) [O] =vetorslokord [1170) [O]; 
ic'J5,ups2[b] iO]~vetors2okord[l170) [O]; 
ic90infll{b) [ll]=vetorlambda1okord[59) [0); 
~c90infl2 [b] [0) =vetocl.amDda2okord[ 59) [0); 
ic90infl12 [bl I O l =vetor.! ambda12okor:d I 59 J I 01; 
ic90in[sl [b I [O] ~vetorsl okord [59) I O]; 
i c90il\(s2 [b) [O] ~velors2okord [59[ [OI; 
i_ç90supll [b) [OI =velo r lamhdalokord [ 1140 I [O I; 
ic90supl 2 [b I i O 1 ~vetod ambda?.okord I 111 i} I [O) ; 
i c9Gsupl12 [b] [O] =vetor1ambd~12okord [ 11 ~O) I Oj; 
ic90supsl [b] I O I =vetor-s.l okord I 114 O) [ 0); 
ic90,-,ups2 [b) [O] ~vetors2okord [1140) [OI; 
/~Veri fic~cao de converyencia~/ 
v e Lvr 1 0000~ (v e te nms [ vetorze r os 1 velorzc c os I vetorzeros [ 
vetor:ceros); 
vctor01 000~ ( vclorzet-os 1 v c co nms 1 v e to czeros I veto cze r os r 
vetorzerosl; 
veto rOOl 00= (vete, rzeros [ vetor;:eros [ v e to runs I vetor zerc,s 1 
vetc;l-zercs); 
v e to r 0001 o~ ( vetorzeros [ vetorzeros 1 vetorze r os [ vetoruns I 
vetor zeros I; 
vetorOOOOl~ i v e Lor::eros 1 vetoro:eros 1 veto::zeros [ veturzeros 
[vetoruns); 
/~lantbdal"/ 
med l;oll amb1=mesnc ( vetorl nmbda1 ) ; 
medobscad1l ambl ~ ( ( velorl 0000 ' ) ~ veto r 1 ambda 1 I I i t; 
medobscad21 ambl = ( ( veturO 1000 ' I' veto r l ambda 1 I I i t; 
:nedobscad31 ambl = ( 1 veto r-00100 ' I~ ver. o r:l ambda L I I i l; 
medobsc<~d 4 lan1b 1' ( (veto rOOOJ O' ) " vetor! !lmbdal 1 I i_ l; 
medohscadSlamb1=1 (vetorOOOOl' )' vetorl ambda1 )/i t; 
quadmedobscadl l ambl=medobscadllambl A 2; 
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quadmedobscild2 i amb I --medoLsca,:.k J arnbl ;_·; 
,JUCldmndc.:osc:"ldéllambl-mcdobs·~:tdJJ amhl ;_:; 
quadmedobscad41 i:lmb l cmcd,-,bscCtd'; J ,;,,Cl '2; 
quadrned,li:Js-.;ad':< 1 amh: =medr-,bs c;:uJ:'; l ~rnll -. 2; 
o~O;i-G; 
10r ( c)~O; o..;S ~)(); ., +r· I 
quadi fobscmeckadllan.bl I i I In I= ( veL,-,L"]a"'bciól. l (')I I O)-
mAdobscadll2.mt-,:) 2; 
-·i; 
siq·-tadl [O]IGJ=il/(it-11 )'Sllr.IC(CJu~difcbsemeJcad1l atnb1); 
i=:J; 
for(c-=:,~~O;o<lO~ú; Hol 
I 
quadlfob~em'Orleitd2\ amb: I i~ lO'= (VeLo!'Ltnbdal ['J) I C-']-
medob3c~ad? l at:tb11 '2; 
j +i; 
s.iquad1 [ l] r 0) = 11/ I i t -1 ) I 'Sumr Lpadi (ob< CH18dcadlJ umbl ) ; 
i -(J; 
for lo"-] 000; o<1 ~00; ++'; 1 
I 
quad i iubsernedcad3l arnb1 ; i ] [O I = i vetur l c.mbdL!l I o I [O] ~ 
med<>bscad.llambl) 
++i; 
<Jiquadll2] I 0] = ll I (i l-1 I: +sumc: lquadi fobsemedcad3J arnb1 I; 
i~O; 
f o L I o~ 1 ':>00; o<;>OOO; +-t-o) 
I 
quáoifobsemedcad1lacnbl [_i_) [O]=(ve•c·;lrlaiiLI:;dal [o] ',G]-
medobscad4lambll ''2; 
I +J; 
i=O; 
for-(o-2000;e<25;;u; 1 lo) 
•1uadi fobse:r.edcad-"lainb1 [i) [Oi o (vetor-tambdal [o] (0]-
rnedobs ~-ad!:>l illf,bl) A 2; 
+-i; 
t.iqundll~ll0]-(1/(it 1: )~sumc(quadifob<>emedcad51atnb1i; 
v a r sic']Uad 1--va r c (si q11ad L I~ ~>14; 
"JI amb1- ( l /rnl• sumc (si quad11; 
rnedobs<ec;dlamb 1 ~medobscadll ambl ) medobscad 21 ambl 1 
medobscad3lambll medooscad4 1 ambll medobscad51 amb 1; 
quadi fmed l ambl~ ( medobscadl ambl-med~o t 1 amb 1 I . "2; 
t;Lamb1-- (i t/ 1 m-1 I I~ 1 sumc: (quadi fmed1amb11 I; 
quadmedobscad l ambl "quadmedobs cad1larnb1i 
guadnlcdobscad2lamo11 
quadmedobscad31 amb1 I g~admedobscad4l amb1 I 
quadmedobscad5lambl; 
ma c ri z l a=siquadl-medobscadlamb1; 
mco L ri zlb=s iquad1-qui:ldmedobscad lat~b1; 
cova da=varl ance (matri zla); 
co v" f 1b~var i ance (ma t L-i zlb I ; 
cov1a~"ovarla[l] [0)*5/4; 
covlb=covarlb[11 10)*5/4; 
varV1= (I-L t-11/i t) ~r 11/m) •varsiguadl' 1 (ro+ll I lm'·i t)) A2~ 
(2/ (m-111 ~ElamblA2+2+ (I (m+l )* lit-11) I (rn*it"211 * 
I i t/ml' (covlb-2*medtollarnbl ~covla); 
sigma2lm I (i L -1) /i t J *D1ambl +Elarobl/i t; 
Vl~si gma2ll E:l ambl/ (m* i t,) ; 
dfl= ( 2•-vl "2) /varVl; 
Rlambl~sqrt ( (V1/Dlamb11 * (dfl/ldfl-2) 11; 
Rllb](O)=Rlambl; 
/* lan.bda2*/ 
medto tl alnb2=tneanc (veto L l ambda21 ; 
medobscadll amb2~ ( I vetorl 0000' ) * vetor I ambdu2) I i_ t; 
medobscad2lamb2~ ( I vetor01 OOC') * vAtor1ambda2) /i t; 
medobscad3l amb2~ ( { vetor001 0(1 ' ) * vetorl ambda2) I i t; 
Cledobscad4l amb2= ( ( vetor0001 O ' ) ' VEltor l ambda 2 1/ i. t; 
medobscad5lamb2~ (I vetor-00001') ~ veto~;~ambda21/i t; 
quaQtnedobscadllamb2"medobscad 11 amb2A 2; 
q u adrnedobs cad 21 amb2= medobs c ad 21 amb2 A 2 ; 
quadmedobscad31 amb2=medobscari3lamb2~?; 
qurrdrnedobscad41amb2=medobscad4lamb2"2; 
q11é!dmedobs c ad~ l amb2=medobsc ad 51 amb2 A 2 ; 
o=O;i=O; 
forlo~O;o<~OO;++o) 
CJiiadl iobsemcdcnd 11 amb2 li I I 0) - ( ve.tor-1 ambda2 I o 1 [O I -
tneciobscad 1 i amb2 I A2; 
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++i; 
oiquad2[ O] I OI= 111 (i t-1)) • SIJHI'~ lquadi fobsflmP.dr.adl l Rr"b2); 
i=O; 
:orlo-:oOO;o<10(J0; H,)l 
qtiad i f•)Ü,;et,.cdccod2 j amb? r i j i r>-,- i v e c _;rl ambdc\2 I'-' I I O I -
medobscad2lamb2) ~ 2; 
I' _i_; 
siquad2 I 11[0]-{ l/i _i_ t-J)) ~s,.n>< (CJ•;adi tck;e11Wdcad21amb2); 
j =0; 
fur{o~lOOO;o<l:,oo; f+cl 
quildi."cbs.,medc:ldJ1amb? I i] (Oi~ [VP-lGdambdõi2 I _o] I 0]-
medobscBrl31 Bmb2) "2; 
+-i; 
.~ lq.,c,d2 I 2) I O]= ( 1/ I i t-11 1- .o•Hnc ((JIIcod i fdJ!lC[I\8dccuJ31 Slllh/ I; 
í-O; 
for ( ,-,~J éoOO; o<2000; ti ~·I 
quadi fob.•wlncdcad4l amb::: (i I I o]~ I vetul'l ;,mbd~2 I o] I O]-
mudobscad4 l alnb2) " 2; 
++i; 
siquad2 [ 3] [ 0)-11/ (; t-1) I~ sumc (qu:Jdi fobsBmedcad4l amb2); 
i =O; 
for (o=LOOO; o<2C>CIO; +-> J I 
quadi rz,bs cmedc21dóó larnb? {i I I O I = {veto rl:Jrnbda2 I o I I O] -
medobscad:, l amb2 I '2; 
t-+ i; 
oiquad2 1 4] I O]- i li {i t-1) 1 ~;__;unte I '--luadl tob.oeH,edcadC,J amb2 1; 
v a rs i quad2=varc: ( 5 iquadL I ' :,/4 ; 
()lamb2= 11/m) ~5~1mc (.;i quad? I; 
medubsc:ad J amb2~medobs,~ad 11 i.lmb2 i nHodobscad21 amb2 1 
nHedobscad3l ilJnb2 I mP.dnl:·o<c:ntH I c-,:nb2 I n1edobscad 5 J amh;'; 
qu'ld i flnedl amb2- I medobsr..'lc:l l ·>lab2 -m<,dl c ll i.lmb2) . ~ 2; 
E:lamb2o-l_i t/lm-ll I' I :;umc (quadi f medi amb2) I; 
quadJ•muGbscad l ,'imb2=quadmcckbscad 1 i amb2 I quadmedobsr:ad2l amb2 1 
quadmedob,;cadJl amb2[ quadmedohsc:ad4 l nmb?.l 
quadmedohscad5 l aonb2; 
1nq t ri z2a =s iquad2 -medobsci!dli!mb2; 
mtl L r i :<2b--5 iquad2 -quadmedobscadl amb2; 
cova r2a=va dance (ma tr i :<2a ) ; 
cova r2b~va ri ance (ma t r i z2b) ; 
cov2a~covar2alll [0]*5/4; 
cov2tpcovar2blll 10]*5/4; 
varV2~( (it-1 Jli.tJ "2* (1/m) *varsiqui!d2-l ((mil)/ (m~itl ;Ar 
121 (m-lj I *E:1amb2"2+2' ( ( (m+~ I* (i t-1) )/ (m*i t"2)) ~ (it/rn) * 
( cov2b-2 *med l:ot l amb2 • cov2a 1 ; 
sigma22= li i r -1) I i t 1 *Dl amb2+Elainb2/ i t; 
V2=s ignw 22 I Clamb2/ I m* t t) ; 
d f2= 12'"V2"2) I v a rV2; 
Rlamb2=sqn I (V2/Dbmb2) •- ídf?/ (df2-~l I); 
R2[b] [O]=Rlamb2; 
/'le~mbdal2*/ 
medtot lamb2 2~meanc (vetor 1 ambda12) ; 
medobscéldllambl 2= ( ( vetoel 0000' ) -• veto r 1 ambda 12) I i t; 
medobscad21 amb.l 2~~ ( ( vetor01 000' ) * veto rlantbd;l12) I i l; 
medobscadJl amb12- ( I vetoL-001 00' ) * veto r 1 ambda 12) I i t; 
medobscad4lamb12= ( (v e torOOOl O' ) * velo r 1 ambda 1 2) I i t; 
medobscad51ambl2=1 (vetorOOOOJ ')* vetorlambdãl2llil; 
q uadmedobscadllamb12~medobscad1lamb12' 2; 
quadmedobscad2lamb l 2=medobscad2lamb12~ 2; 
quadmedobscad3lamb 1 2=medobscad)lamb1 2"2; 
quéldmedobscead 4 1 amb12Lmedobscad41 amb12" 2; 
quadmedobscadSlambl2=medobscad5l ambl 2~ ~; 
o= O; i-O; 
fnr {o=O; o<500; ++o) 
I 
guadi fobs emedcadllantb12 {i) r O ,I~ (vetor 1 <1mbda l 2 i 0l 1 o) -
rnedobscadllambl?l"2; 
++i; 
si 1uad' I O I [ 0) ~ 111 1 i l-li I' CJumc { quadi fobsemedc:ad l1ambl? I; 
i~O; 
furlo-:,oo;o<1000;++ol 
quadi fobsP.medcad~ lambl 2 [i l [O I= I veu>rl ambda12 [o] ( 01-
medob.scad? 1 amb12) "2; 
t+i; 
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:oiquad31lj [O[ (l/(it 1) )~0uJw_·('cJU'-ldifobsem'-'dcad2lamj:-,1_2); 
i~O; 
for io=l 00(1; o<l 01011; +to I 
i 
quadi fcbsemedceld3léimb12 I i I ; O) = ( vdorl ambd a] 2 [c I I O) -
rr,edobsc;;d3lamb1 ::I·.,· 
++i; 
s iquc.d:l I 2) 'O]= ( 1/ (i t.-1 ) ) • .sumc (quadi fobsetncdcad3] amb12); 
i~G; 
for{o=J SúO;o<20rJll; 1 lo) 
quadi LobsemedcJd,lLJmb1? I i ] [O]~ ('<etorl Flmhdal ~I'~: I O)-
medobscad4lamb121~2; 
+ I i; 
siquad3 [ 3] (O I~ (UI i t-l) I' .'0\.lffi~ lquiodi fobsemedcad~ lambl 2); 
i=O; 
for(o~2000;o<250il;++ol 
I 
quadi fobs<:medcadSl awbl 2 1 i.] 1 C]= lvetorlambda1 2 I o] I 01-
mcdDbscadSl ambl2 I ''?; 
+ti.; 
siquad3 [4 I [O]~ 11/lll-l) I •sumc(quadi fc,bsemedcad5lambl ?.J; 
vars; quad3=vurc (s i.CJuad3 I' !:o! 4; 
D1amb 1 2= I 1/m) ... sumc 1 .~ iquad3) ; 
r.1edobscadl amb12=mcdobscadll amb1 2 I merlobscad2l ambl ? 1 
merlobscad3lamb;21medobscqd4lamb121medobscad5lilmbl?; 
quad i imed1 amb12= I medobscad1 amb 17-medlo Llarnb 1 2 I . A 2; 
E:1amb12= I i l/ lm-1. I ; "' ( sumc (CJLladifmedlambl21 I; 
quadm8dobscad1 amb12~quadmedobscadl l amb12 1 quadmedobscad2l emb :2 
I quadmedobscad31 gmbl2 I quadmedobscud41amb12 I 
quadmedobscad5l arnb12; 
ma;:: rl z3a=s i quact3~medobscadl ambl 2; 
mate,-; z3b=s i quact.1~quadmedobscadl amb12; 
cova r3a~va r i ilnce ( ms t r i z3i!) ; 
co v a r .1b~va r i c;nce (ma t r i z3b) ; 
co't3,~covar3i!lll [O)*C>/1; 
cov3b-cov:~rJbl1]/0]~5/4; 
VárV3~( (i t.-~ I I i lI A?" 11/r~l·'varsi.quadJ+ ( (m+l) I (m~i 1_)) r?~ 
{?/ (m-1 I) *E~amb12A2·+ 2'" ( ((mil)' I i t.-1}) I (m• il'"2) I 
* (it/m)' (cnv.1b-2"'"+nedt<Jtlambl2'cov3a); 
:oigrna23-· ( I i t~l) I i tI • DI ambl2+!::lambl 2/ i t; 
VJ~si gma23+Uamb12/lm*i t); 
df3~ 12~vr2)/varV3; 
ll.lamb12=sqrl 1 (V3/Dl.amb12) • (df3/ (df3-2)) I; 
R3ib) [Oj=Rlambl2; 
/*s1*/ 
medtots 1 ~me a nc ( veto!"sl I ; 
medobscadl sl = ( ( vetorl 0000' ) " veLors 1 ) I i L; 
medobscud2sl ~ ( ( vetor01000' I' vetorsl ) I~ t; 
mP.dobscad3sl~ ( (veto r00100' 1 * velors1) I i. t; 
medobscad4s:~ ( ( vetor00010' I* vetorsl I I i t; 
medobs cad5s1 = ( (veto r00001 ' I * vetors 1 ) I i t; 
quadmedobscaal s 1=medobscad lsl ~2; 
qu <odmedobscad2s 1 =mP.dobscad2sl ~ 2; 
quadmGdobscad3s1 =medobscad3sl A 2; 
qui!dmedobscad4sl=medobscad4 s 1 ~2; 
quadmedobscad5s l~rnedobscad5s 1 ~ 2; 
o=O;i=O; 
for(o=O;o<500;+~o) 
quadifobsemedcadlsl[i] [O]=IvOJlorsl(o) [0)-
medobsc:od1sl I ''2; 
+~i; 
siquad4 (O) [ 0) = ( 1/ (i t.-1)) * sOJm<' (quadi fobsemedcad1"1); 
i~O; 
f o r ( o~500; o<l 000; ·H o) 
i 
quad ifobsemedcad2s 1 [i ) [O) ~ ( vetors l [o] [O] -
mectobscad2sl)~2; 
++i: 
I 
si Cjliad4 [ 1 j [O]~ 11/ (i t-1 I) *sumc (quadi fobsemedchd2sl I; 
i -O; 
for ( o=l 000; o<1500; ++o) 
I 
quadifobsemedcad3s1 [i) [O]=(vetors1[oj (0j-
medobscad3s11A2; 
~+i; 
siquiid4 ( 2) [O]~ ( 1/ (i t-1)),. sumc (qLJadi fobser:wdcad3s 1); 
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-O; 
[o r (o~ l SOO; n<2 000; ++o) 
qttsc:li fobscmr,'d-:":td•l.sl [i) [ (lj ~ ( V8t:o~-s~ [o I O]-
medobscAd4sl) -2; 
++i; 
SÜ-Jllild•l [ J I I O I~ ( J I (i t <: ; ~ st.mc (quacii fob~Gmcdcad4s~ i; 
i ~o; 
for (o~2DOO;o<?~OG; +-t-o) 
quadifobsemedcad5sl I i] I~Ji~lvetorsl [o: [I) -
mcdobscad~sl) A2; 
-t +i; 
! 
s:quéld4 I 4] f(ji --11 i I i t -J ! I* sumc- lquadi fcbse~18c!cad!:;sl); 
v a o-s iquJ.d 4 =vél r c I SÍl-! uad4 I ' 5 I 4; 
nut= ( l/m)., sumc ( siquad4 1; 
medobscr<d.~ 1-medoL:.;cad l s 1 1 Juodcbscad;-; sl 1 medobccadJ::: l 1 
medobscad~sl luledobscadC,s1; 
<.juadifrredsl-1 rnedobscélds1-mcdlotsl) . '?.; 
l'sl o- (i ti (m-1 I ) *i sumc (quadi fmBds1) I; 
quadmedol;scadsl -quMdrnedcbscnd1sl) CJUad1lledobsc;ad2sl 1 
quadmedobscad3s l I quadmedob.ocad•l s 1 I lJUadmedobscadSs 1; 
ma t r· i z4 a~.oiquad~ -mcdobS'"ads 1 ; 
mal ri z1 b-siquad4 -.,nadmedobsci\dG 1; 
covaula-var-iance (mat 1 i7431; 
cova r.-4 b~va r i ancu (ma t t: i z4b I ; 
cov4a~covar~il[l) !0]*5/4; 
cov1b~covar4b[1] (0]*5/4; 
varV4~ ( 1 i t-1 I /i r) A2+ ( 1 im] "van;iquad4+ ( lin+1) I 1 1r.* i l 1 1 ''2 ,. 
(2/lm-1) I*EslA212'( I (m+l I<· (i t-lll/(m• i~A21 )>-1 it/ml* 
(co v 4 b-2*mGdtot s J * çnv•l a I ; 
si qma24-l (i t-1) I i t) ·>-csl t-Esl i j T; 
V4=5Ígtna24 I ó~sl/ (m' i t); 
rlf4·- (2+V!,"21 /varV4; 
Rsl-sqrt. ( IV4/UC'1) * idt-1i idf 4-LI! I; 
K41t)] [O]~Rsl; 
;•s2'/ 
medlol:.;2~meanc (vet nrs? 1; 
m<JdcbscAd] s2~ ( ( vclorl OOJO' 1 ,. vetors? 1 I L~; 
medobscJ.G2s 2~ ( ( veln rOl 000' I * v c Lors 2 I I i l; 
nwdobscaci3s2= I (vetor0010G') ~ vet.ors2) lit; 
mcdob.scc:.d4s2~ ( (vetor(i0010') * VCJ.Lor<>:C) /i t; 
medobscad5s2-- ( 1 vctor00001') * vetocs2 1 I i t; 
qu admedobscad1s 2=medobscadls2"· 2; 
q u achner.Jobs cad2 s 2 ~rnedo bs c ad 2 s ;>A 2 ; 
q uad;nedob s c; ad Js 2 ~noudobs c ád 3 s 2 A 2 ; 
qu<-dmc.dobscad ~ :.;2=ml!dobscad4 s2A 2; 
qu admedoos c a d "s 2 ~medobsc ad 5 s? A 2 ; 
o~ O; .i.=O; 
f o c (,,~o; o<500; ++o 1 
quadifcbsemeckadls2[i] [O]=(vetors2(o] i Oi-
medobscaal s2 1 A2; 
t+i; 
siquad'J [O] [O]= (li (.i. L-1)) *sumc {quadi fobsemedcad1s2); 
i~O; 
for ( o=500; o<l 000; +to) 
I 
quadi íobsemedcad2s2 ( L) [O]~ (veto rs ;~ [o I (O I -
medobscad2s21 ~2; 
1·1 i; 
.-üquad5 [ 1 J [O]= (li (i l-1)) '"st.:mc {quadi fobsemedcad2s2); 
i~O; 
f o r (o=l OOD;o<1500; 1 ·l·o) 
I 
'JUadi fobsemedcad3s2 [i) [0) = (vetors2 [o] [0]-
medobscad3s2 I "'2; 
I I i; 
siejuad5 [ 2] [O]~ ( 1/ (.i. L-l 1) ~~umc (quadi fobsomedcad3s2 I; 
i •O; 
for(o~1500;o<2000; 1 fo) 
I 
qttadi fobsemedcad·1s2 [i] [O]~ (vctors2 [o) (0)-
mGdobscad4 s2 J A 2; 
I ·I i; 
siquad5 1 3] 1 O)~ (li (i t-1 1 1 'sum" (qnadi fobsemedcad4s?); 
i=D; 
[o r (o<:ooo; o<2500; i +o I 
I 
quadi fobscmedcactr,s2 [i] (0] ~(veto~s2 [o) (0]-
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mE>dob,, cadCls 2 I ' 
++i; 
varsiquad5~varcc (siquad5; +~I 4; 
iJc2~ 11 /ml 'sun:-~ i sic~uadS!; 
medob.scacls ?~·mednb.s c<Jd 1 s~ 1 med<JbS c>JG~ s2 I nc<Jc,bs,.,~d3s2 1 
medobscaci1 s 2 I medcbscad5s ~; 
éfUild; fmeds 2~ ( mrodohsu,o,;2 -mHd t v 1. s.?) . 2; 
F.s2~ (i tI (H.-1 I:' isumc! c:.:adi fmt••.is2) ! ; 
~~Juad r.lf'.dc,bscnds2 -qu aamed,)b::;cad l s? 1 c: ,tadr•edcbscad.? :;; .: 1 
quadmedobsccadJs? lquadrr.edobsc,ld 4 "' 2 1 '.fu~dmwJA,scRdS.c. 2; 
~na r. r i z5a~s i '~uadO,-medobsc:,;d:;::.; 
r·1a t r i :o:C>b~s iêJUcd5-quadmecJ,~bs ':ads?; 
ccvu r:Ja=·Va,.; ance I mat Li <':>a I; 
c: o v a r :,b=va r i ance I ma t r i ::Sb) ; 
covSa~covar'J:t[l (0)•~/4; 
'~ov5h~c<WaL·Clh[1) [0]'5/1; 
varV5-I (ll-1)/JI )"2' (l/ml~versiquad5+1 (m+l)/[m•itl I"'?* 
1?/ (m-1 J l*t::sL.'.?+2'·1 i (m+l)"" (i t-l) l /lm .. l t"2)! •·1 i t/n.)"" 
(c c, v Clb- 2• mrcdt.o r r,;' ' co v''"') ; 
sigma2:>- ( 1 i t;-1) /i t) •Ds2 •f~s2/ i'.; 
'l':>~s igmc.2 5H~-'> 2/ ( m • i t ) ; 
dfS= (2'\15~2) /varV5; 
Rs>sqrl ( (V5/D,;2) * (d[!:>/ (dfé,-:C)!}; 
H5[b) [Cl]~l\s2; 
if((R1[b](O]<>l.004) && IR~Ib][0]>~o.9•J,J) && 
(R?.[b)ICI]<-1.004) && (R2[b) [0]>~0.990) && 
(h.3[bi[O]<~J.004! && IR3[b][0]>=0.990) && 
(R4[b] iO)<~l.OO~j && (R4[C] [.J]>~0.990) H 
(RS[Ci [0)<~].001) && (R5Ibi [0)>~0.990) ~& 
(media vetei." lambdal ok L b I [O) <li & & 
(mediavotorl 1imbda?.ok [b] [O) -cl) && 
(mediavel:orlamhdal2ok [b) [O]<.? I S& 
(nO<,diaveLorsl ok [ b] [O] <51 & & 
(no,diavetors2ok[b] [0)<5)&& 
lmed1 anavetorlamLdalok [bl [Oi <1) && 
( m"di anave to r 1 ar;1bda 2ck i b 1 C] < 1 ) & & 
I mcdi a ro1'1VCtor1 ambda l ?.ok I b I I O] <2) & & 
I medianaveton;10k [ b I : 0) <C> j && 
{mcdianavctors2ok[b] rOJ<~I) 
)//fecha b 
ler li~O; i<u;++i) 
llqml~mbdilli i] [0]-varlambda1[i) IO]+(lamb1 [ii[0]-0.1 )"'2; 
eqnüa:1tbda2ri JIO)~vadambda2[i) [0]' (l3rnC2/i] roj~O.liA2; 
eqmlarnbdil 12/il [O] ~v<lLambdal21 i) [Li)+ I L:.mb12 [i) [ 0]-0. 21 A?.; 
G(jHL>l 1 [li I c) =VHS 1 [i) [ o I ; I s 1.1 [i I [o I -G. b) '?; 
eqnw2[i.l IO]~var.s2[i] [O); {s12[i] [0]-0.51'·2; 
Gqmmedia lambdal [i) [ Ü] ~varvetor] aml:Jda1ok r i] [Li]+ 
(med~ avctorlambdalok [i) [ 0) -0.1) A2; 
cqmrledlalambd~2[i] [O]-varV8torlambda2ok[i] [0]+ 
[medi avetorl <lmbda2ok 1 .i ] 1 0) -o. l 1 A2; 
eqtnmradi a l ambda 12 [ l. ) [ O) ~v a rveto r1 ambda 12ok I i j [O) + 
(mediavetorlambdal2ok [i_) [0) -0. 2) A2; 
eqmmedia:;l I i l I OI =vacvetorslok I L J [ OJ + 
lmediavetors1okl j) [O] -0. Cl) A2; 
eqmrnedias2[i) [O)~varvetors2ok[i) [O]+ 
(mediavetors2ok[i] [0]-0.51A2; 
eqmmedianalambdal [j] [0]"-'varvetcrlambdalck[ i) (ll)+ 
1media11avclorlambdalok 1 i) [O) -0.1) A2; 
eqmmed i analambda 2 [i) [O) =V a rveto rl ambda2ok [i J ) O]+ 
(m<>dianavetorlambda2ok [i J 1 O] -0 .11 A?.; 
<3<..Jmmedi a na lambda 12 [ i I [O] =v arvet.orlambda l2ok [i I [O] 
lmedian<~vet.orlambcial2ok [i) 1 O) -0.2) ~?; 
eqrnmedianasl [i) [ OJ ~varvetors1ok [i J I 0]1· 
lmedianaVCJlors1ok [i I {O) -0. 5) ~2; 
eqmrnedianas2 r i] [ 0) -varvetors2ok [i I I O]+ 
(medianavCJtocs2ok [i I [0) -0. C> I~?; 
/*intervalos de confianca 90%~/ 
for (i~O;i<u;td J 
llmi ntlamhda190 {i I ; O) =lamb l [i} [ 0) -1 . 6419*dplambda 1 [i) [O] ; 
limsup1a:nbda190[i] [O)~lambi [i) [0]11.6449""dplatnbda11il [O]; 
litninf1ambda290[i] [O]~lamb2[i.) [0]-1.6419"dplarnbda:<[i] [O]; 
li.msuplumbda290(i] [O]~lamb2[i] [(J]Il.6~19'dplambda2[i] [O); 
lLminflambdal290[i) [0)-lamb12)i) [0)-
1.6419'dpl~mbdcd2[i) [O]; 
1 irr~,up.l ilrnbda1290 I i] [0) ~lamb12 [i I I O) t 
1. 644'Fdplambda] 2 [i) [0); 
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limin:"sl9C]í]]O] ôll[i][O] L'i449-'dp,,lliJ[0]; 
l iw,;up:;~90[i I [ ::J]~sL [i I [O] t -,. 64~ 9+dp:;l i], C]; 
li rni n-" s :c 9:::J I i 1 I O I -s 12 I i I I O I -1 . 64 1 ~· cips: I i I I UI ; 
limsups290[ i i I 0) ~:312 [i I [0]-j. 'i44 9•dps2: i] I t)]; 
I 
;~tntervalos de cortianr"a 95%~/ 
for (i~Q;i<.J;+'i} 
I 
lbinílamhdal 9CJ I: li O] ~lamb1 [i] [J]-1. 96*dpLambdaJ í i I I ll]; 
1 im.~uplambda195 I~] I 0]•-l ambl] i I ]J] +1. 9G*dplambdal I i] [O]; 
Limintlambdi!295[i] [O]---~amb2[ij ]0]-l.96'dpLJml:.da2[i] [O]; 
llmsuplambda295 [i I [ J] ~tamb2 I i I [C:] t 1. 96·d~lambda2 I i ](O]; 
liminflarnbda129S[i] [Oj~1amb12[i] [0]-
1.96'dplambd:c.;.2]i] iJ[; 
iimsuplaml~dn12'l:O I i 1 [D] =1amb121 i) lll]1-1. 90'·11'1 ilmbdal? [i I I tlJ; 
limir;fsl'JC> [i ]I O] ~sll( i J [ü[ -1. %·d~sl .-i]! OI; 
limsupsl9~.[ i 1 JO] =sl1 [i J [0) +1. 96··dp.sl: i 1 1 OI; 
limir,fs?')Sji] [O]~sl2lil [U)-l.%*dps:?!i I [l'l; 
lin,,ups295{i] [C] ~.312[; I ]O) 11. %• dp;:;Z [i] (0]; 
I 
/* cobl"l"lllt'éi CJO%~/ 
dec:l quilnll<J"tb<.ial9~>=0; 
á'lcl '-Jtlantl anlbda?90-CI; 
decl quilnllambdal290=0; 
áec1 quanlsl90~IJ; 
decl quant8?90=0; 
de c l ccbP. rt" r a gol srnbda l, cobe r·L Lira 901 ambda/', 
cobertUJ:a90lambda12, co0çr·tqrn90<0l; 
decl cobertura 90s?.; 
áec1 k; 
fo~: ik--J;k<•J; "k) 
i1 ((lltninflambda19D[k] [0],>0. ~I] JimL>upliunbda"t9:l(l:] [tl)<D.l)l 
guaflllan.bdal90~quanT l ;;mbd~l 9Ciil; 
i i 1Jliminflambcü.?90]k](D]>0.1]1 liiltLLiplaittbda::90].~) [f1)<0.J 1.1 
q c1an t látnbdH 2 90=quan ll ambda2 90 1 1 ; 
i1 1 :liminflambdal29Cifk](O]>ll.~]r litt.StipL·,mbda1290[Ki [O]<O.?J: 
quant la mOda l 2 9Chquar.l l ombd~ 1 2 91) 11; 
i f ((llminfsl90ikl [OI>CI.511 limsups190[f:] [0)<0.51} 
qua11 tsl 90~guan t s l 90 t 1; 
i f ((1i:nir:Lo290[k] [0)>0.5]] ~imsups290[k] [O]<O.é,)) 
quants2 90=guants?90 11; 
cobertura 90 l <>mbda 1= ( 500-quantl ambdal 90) /500; 
C(>be rtur a 90lambda2= ( 500-quantl ambda2 90) /.500; 
cobertuc a 90lambda 12= ( 5(10-quantl ambda12 90) /500; 
cobertura 90sl = (500-quants l 90) /500; 
cobertura 90s~= ( bOCI-quant s2 90 )/ ~()(l; 
/'" c:obertura 95%*/ 
decl yuantlambda195=0; 
decl quantlambda295=0; 
decl quantlambda129:'>=0; 
decl quancs195=(1; 
docl quants295=0; 
dccl cobertura 95l ambda 1, cobertura 951 "mh,;,:>, 
cobertura951ambdal::", cobe[l ura95al; 
decl cobertura9~'s2; 
fDr (k~O; k<u; H k) 
it (iliminflambda.l95[k)[0)>0.1[1 
l ~msuplambda195 I Ki I DI <0. 1) ) 
quZin tl ambda 1 95=quantl ambda l 95+ l; 
if ((1LnitLflambda2951kJI01>0.1]] 
Limsupl ambda29~ I k I I OI <0. l)) 
qu~ n tl ambda2 9:>•quantl ilmbda 2 9St 1 ; 
if llliminflambda~295[k] [0]>0.21r 
l imsuplambdal295[k] [01<0.2} I 
qua ,., ll~mbda 12 95=gnan t L1mbda 12 9S-t 1; 
i f ( [lim:.r,fs195[k] [G)>O.~II limsups19éj]kJ !01<0.~,)) 
,,uatlts195=quanLsl9~)-t l; 
i[ ([llminfs29:J(k]]0]>0.5]] Llmsllps295]k] [01<0.51) 
quilnLo2 95~qua n ts2 95 f 1; 
cobcH tllra 951 ambda l- ( 500-quZin tlambdil l 9 5) /5Q:J; 
c obA rt u ,-a% l ambda2= (5(1(1-quan ll ambda2 95) /500; 
cobertura 95l ambda l2= ( 500-quantl ambda 12 95) /500; 
coborlun,95sl= ( 500-q'lanlsl95) /500; 
cobe1 Lu L a 95s2= ( ói(ICI-q• 1an t s295) /5 00; 
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/* cobortLu:a 95%b*/ 
decl qctanlll95b=O; 
decl quanLlZ.95b=O; 
je.cl quantll295::>=0; 
decl quilntsl95b-O; 
decl quanls795b-O; 
de,_~l cube rt u:a 9Citl umhcia 1, :cc:Le r tu r a 95b 1 ambda2, 
cobe r t ur J 95olar.1bd:ll2, cobe rlui a 9.?bs l ; 
decl cob<ertut·a95bs/_; 
C0r ~k=O;~<U;t+k) 
if llic95inf~1[k](Gj>O.]jl i,~«óSLl[">l',[k],O]<l-.1',) 
Cjllill1tll95bo-qd3!1tll95b< j; 
ii líic95intl2(k][C]>0.111 ic9.~,;upl;:[k][~J~O.;): 
quant 1 2 9Sb~':f\J31ll_ I ?95b r l; 
i f :(ic_:%infll2[k] [0]>0.:'1! c~95sCJp]LCII".] [0]<0.21] 
qu~ nt 11 '2"0:,bo-qua ,-, t d 2 'i5b I ~; 
ít ({ic9é>infsl{Y.] (0]>1).511 ic"Sc;ups1 [kj]O]<il.'.j) 
r_Juantsi 9Sb~quant 3l 9':..b< 1 ; 
i f ( (ic9éJitH52[kj [0)>0.511 i<.''I5SUf'S2[k] [l)j<CI.:,I) 
quant s 0 9Sb~qu ~ fll.s2 'l~.b 1 1 ; 
cabe rt u La9:,bl ambda 1 ~ ( 500-qL.ant J l 95b 1/500; 
cab ert u ra':l ~blambda2~ I 500-qua r-, tl2 ')5b i/ SOO; 
cobeL·t ''r a 9.5b1 amLda12= I 500-quun t 112 95b) I é>00; 
çüb<!rt u r a 95bs; = ( 500-quant s 195b: I !)00; 
cabe r: ura g:,bs2~ ( :>00-quil n>::G 2 95b 1/ :,;J O; 
/* coOedura 9il%b'/ 
decl qu,nt l190b~O; 
dec1 quant129(1b=O; 
decJ quanlll790b~O; 
dcocJ quanls190b~,J; 
dP.c.l_ CJUa ll'~B290b=0; 
afH' I cobertura 90bl u mbdi!l, c0be r tu r a 90bl atróda -:, 
cobe rl 11 r a 9Ubl Ambda l 2, coberlu r a 91)bsJ ; 
dcc1 cob"rtura9Gbs2; 
for lk=O;k<;u; i ikl 
i~ I('Lr·0Ulnfll[k]i\l]>rl.lll ic9llf>,Jpll[~j[O]~O.il) 
quanLllJOb quantJ190b+l; 
i!: ((ic90inf12[k)(O]>O.lll ic90supl2[k_l(0]<0.11) 
quant 12 90b=quar. t l 2 90bf-1 ; 
if ((ic90infll2[k][0]>0.2]1 ic90supl12[k][O]<G.?jl 
quar,t 112 90b~qua nt ll290b+ 1; 
:f ((ic"90irlf-s1(k][0]>0.511 ic90supsl(k][O]<G.:>II 
quat ,ts 1 90b=q uar_t \".1 90D+ 1 ; 
,f ({ic-90i_nfs2[k](O]>O.Sil ic90sups2/k]/0]<'0.5)) 
quán ts2 90b~qu;:w ts 2 90bf 1; 
cobertura 90bl<:unbda 1 = ( SOO-quant 1190b i /500; 
:::.ube r t ura 90bl amLda.?= ( 5 00-qua ntl2 90b I I 500; 
cnber lun 90bl a.mbda12~ I SOO-qu ant 112 90b 1 I 500; 
cobertura 90bsl =I 500-quants 1 90b I /500; 
cobertura 90bs2~ I 500-quant.s2 90b 1/ SOO; 
t~wdi Jemvlarrrbda 1 =meanc 11 ambl) ; 
mediaemvl ambda2=meanc ( lmnb2) ; 
medi aemvl ambda l2'"meanc· { l c;mbl2); 
n;ediaemvs1=meanc(slll; 
medi <>E"mvs2-meanc ( s 12) ; 
medi_ avaremv 1ambda 1 =meanc ( varl ambdul ) ; 
mP.di ava n-"mv lambda2-meanc I v a r lambda 2 I ; 
medi_ a v,; rem v lambda12~meanc (v"rl~ ml::da 12! ; 
media varemvs l=meanc (v<> rs1 ) ; 
medi avu retnvs?.=tnCilnc I vars2] ; 
medi.adpe1nvl ambda l=muanc ( dplambda li ; 
medi adpemvl ambda2~mea nc I dpl ambda21 ; 
medl adpetnv lambda l 2~meanc (dpl ambdal21 ; 
mediadperoiV'>l~meatlC (dpsll; 
medi adpelfi'ls2=mea nc ( dps2] ; 
merl i amtõdi a .o lambl ~me a nc I medi a vet.orl ambdalok I ; 
m<edl amed ias 1amb2=meanc (medi ~veto t:"l amDda2ok I ; 
Lr.edi amedi as lamb12~me<>rtC I medi avei.or l ambdal:?:ok) ; 
medi amedi a".s l =meanc ( mediavetorslok) ; 
med \ amedl.<> ss2~meanc 1 mediavelors?.ok) ; 
mcd i «v a rs l amb1~meanc (v a rvetor l<>mbda 1ok) ; 
med j uv., n; l amb?.=meanc (v a r velo r 1 ambda2o k) ; 
medi""~ rs I 'llnbl.?•meanc (Vil r v e lar I atntJda1 :!0k I ; 
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mcd ia v a css 1 meatoG I vn rvP.to ,- s lo~. I ; 
med; a v a r s 3/'~mca11·~ I v a rve ~o ,-s ::'"k) ; 
medi adplambl ~me a rtc I dpve loJ: l1m.Oda l c,k i ; 
medi adplamb2~m8anc I dpvctorl ambda2oK i ; 
medi adpl amC12~weanc I dpvc t:or 1 ambda l 2ok 1 ; 
m<Odi adpc; 1 ~moanc I dpveto rs lok) ; 
medi adps2~meanc ( dpv'c te cs2ok) ; 
mediamedi;wal;-,mlJ l =meanç I medi '"o a V<õlC• r l a:>1bd" l flk) ; 
medi Bmudi ar ta larcb?~me,nc 1 medi ar. a veto r l anibda2ok: ; 
medlamed.L anal ,,mr~12=mear.c (media r, a vete· r l Bmbda l2c_,k 1 ; 
rned i a medi a nas 1 ~meanc (medi a na veto rsloi'.) ; 
medi ameÇ t ar-.<Js2=meanc I medi e~nil v e to rs2ok) ; 
medi aeq1nl ambda l~mean(~ 1 e·Tnl ambdill : ; 
1oed i aec;ml ambda 2~meanc 1 ê•qml ambda 2: ; 
medi aeqml ambdal2=meanc ( GqmJ ambdc, 1 ;: ) ; 
med .l aeqrns l=meanc ( eqms 1 ) ; 
medi aeqrns?.~meanc ( eqms2 I; 
med iaeqiUmedial ambdal~mednc ( eqmme.:!i aJ.ambd:,l I; 
medi aeqmmedi alambda2'---mear.c ( eqmmedi a 1 ambd32) ; 
medi i'leqnum,dla l ambda 1 2~mear1c ( eqt:uned -L a J e.mbda 12 I ; 
medi acqmmedi CtS l~meanc 1 eymmed i a.s 1 ) ; 
medi aeqrr.medi a s2"•meanc I eqmn--edias 2) ; 
mediacqmwed i a. na lambdill=onea nc: I erpmn<<d i a n"' 1 ambda 1 1 ; 
mediaeqn1med i "''a l amCdi12=m<óil rt'' 1 eqm•nedi a ncolaJ,bda2) ; 
J;10di:1eqm1oed ia na lall<hd;;. 1 .<-mea r-. c ( '-''~illlnedi a na 1 ambdal?.) ; 
m<Jdi a eqtnmed i ana,;l ~ow~anc I eqwmedi ar,:. r, 1 1 ; 
Ined i a eq•nmedidnas2·•me,nc I eqmmcdi a I'Lac; ;:>I ; 
//SAIDA 
pd nt ( "\r.\ll COÚ8[::Cdra o" l<nnbdal: " , cob<órlltra 90 I «mbda l ) ; 
ptlnt I "\n\n cobertura 90% lilmbda2: , cobe rt ur a 9Cl mnbda 2) ; 
pri nt I "\r.\n cobertura 90% lambda12: , cobrnlL; r a 901 ambda 1 ;:_I ; 
pl i.nt f "\n\n cobertura 00% sl: " , cCJb>J rtura90si 1; 
print I "\tr\n cob8rl-uril 90'1< -~): ,cobl'Illlra9ns21; 
p1int I "\n\n cobertuu, 9:0% lan;bdal: " , cobcort ura 9S lull\bdal i; 
prinr I "\n\n cobertura 9C>% Lambd2,;:: " , ·~ober lLJl't, 951 umbelall; 
piinl I "\1r\n cobertura 9~% l ambdal2: " , cobcnt-ura9S hmbda 121; 
pri nl I "\n\n cobertur,-, 95% :_;1: 1 cobsrtura~~s] ); 
pri nt I "\11\t, cobertura 9~% s2: " 1 cobc n_ u r,19 5s.<) ; 
pri.nt 1"\n\n cobertura 'JO~b lambdal: 
print ("\n\n cobertura 9(1%b lambda2: 
1 ccbc, rt.J ra90o l ambdal) ; 
, cvberlura90blambda2 I; 
pri_nt 1"\r-.\n cobertu,-a 90%b lambdal2: 
,cobertul'a90l>1 ambdal2 I; 
prir-.t 1"\n\n cobertura 900b sl: ,cobertLJra90bsll; 
print ("\n\n cobertura 90%b s2: ,cobert-tJCa90boo21; 
prio,t 1"\n\n cobertt1ra 95%b la!l'bàal: 
, cobertur<> 95bl ambdai I; 
print 1"\n\n cobertura 95%b lambda2: 
,cobertuca95blambda?.l; 
print 1"\n\n cobertura 95%b lambdal:': 
, cobertura95b lambda12); 
" 
print 1"\n\n cobertura 95%b sl: 
prirtl ("\n\rt cobertur11 95%b s2: 
1 cobertuca95bsl); 
" ,cobertUril95bs21; 
prinl("\n\r-. estimativas de máxima vermndmilhanc,:il 
l,_uobdal:", l~mbll; 
r-•ri nt I "\n eétimativas de rnáxi1na veross i m i l hança lambda2:", 
lamb21; 
print("\n estimativas d" máxima verossimi l hançJ lamhdal2:", 
lamb12); 
prirtt("\n f!Stimalivas de máxima verossimilhança el ·" 
pri rtt (" \n estimativas de máxima veros.simi lhança s?: " 
' 
print 1"\n\n var l"Stimativas de máxitna verossimilhança 
lambda1:" 1 varlatnbdal); 
print 1 "\n v ar estimativas de máxima verossimilhança 
lambda2:", varlaonbda2); 
prinr ( "\n v ar e.stimalivas de máxima vero.ssimilhança 
lam1Jd~l2:", varlalllbda12i; 
print("\n var:- estimativas de máxi.ma verossimilhança s) 
varsll; 
slll; 
s121; 
print("\n var estimativas de máxi:nv. verosf!imilhança s2:", 
vars2) 
print ("\n\n dp estimstivas de máxima vero.<osimilllartça 
J1lmbcal:", dplambda1); 
print("\n dp estimativas de máximi'l veros.oimili--.<mça 
lcunbd;,?.:", dplambda~); 
print ("\n dp estimativa.> de máxima vecos~imilh~nça 
lambdal2:", dplcotnbda12); 
printl"\n dp estim<~tivas ele máxi:na veros:<imilhanç:a sl:", 
dpsl); 
prirttl"\n dp estimativas ele máxima verossimilhl'lnça s2:", 
dps2); 
print 1"\n\n IC J5% para 
lambd-od :",li mi nflambdal 'lei, L Lmsurlambdal 951; 
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pt-ínL ("\":c: 951- pna 
pri nt 
priCJt 
prinl 
lambdaL: ", l1 m· nf l.qmbaa? ~-",,- i rn:oup- ant>d.'l/ 1).~:; 
("\,- t:: 95% para 
I ambdA12: ",li :nin f lattlbd:.: :.:~'J, li rn.stlr· l nmhda 12'!5 I; 
("\rl IC 95% para sl:" 1 liJrir.t3l95,limscJpsJ'i51; 
("\r, IC 95% !Jara s?:",iiJnir:ff'?'):,,lLms.lps:"~C,I; 
prLtL I "\r,\n r·.:: 9G% ~-c.:-,, 
l a1nbda 1 : ", 1 i tni n t 1 ambda 1 JO, 1 ims ctpl:m.Ddcd 9;) I ; 
pl;in·c ("\r, iC: 'l>J% pilril 
lambdil2: ", lltaiilflamUcic;29lt, l i:nsupi ~H,oda29U;; 
prinL ("\r: !C 9U% pilra 
l a:nbcb12: ", 1ími r1í L:;mr:.da_ ~:90 1 1 imsuplambdiL12Yü I; 
prir:;_ ("\IL IC g,)% pala s1:",1ÍJr.i[JLsl90,Jimactps19;J); 
prinl 1"\L lC 'J;J% pc.:-a c;2:" 1 limil1fs290,llmsujes29~~1; 
pdnt("\r:\n i_ndices ce c:or.ver<Jett•:i.a lain(.diil:", i\l; 
r.rint("\1· i:-,di,:<Ss d8 ,_:c,nvo•-·wr:<Ci3 lili~lxJg, ;" R21; 
print("\r_ indic8s d'.' cor,verqencicJ ]r.n;bdr,",2:", R31; 
prinll"\n índices de conver'oJ'-'H<:la sl:", R,;}; 
prínt("\n lndi·~es de "''"ver•J8nciil s2:" Ré.); 
prinl("\n\n media lambdal:" 1 ln\:>djilv8to~:lambd3lokl; 
pJ:int("\n media iambda2:",m8di~vetor1awbda2ol;l; 
p~·int ("\r, mcd i·"' l ambda 12: " 1 medi aveto r J 3mbda l :'ok I ; 
print("\n medla ~l:",mBdíavBLo;s]n);); 
rrintl"\n mfldia s?:", m"diavtõtor.s?ol:l; 
print ("\n\n vcor larnbda1 :",varvelol-lambdalvkl; 
princ("\n var l-:Hn0daL:",varvc,torlc.lllbda2-:-t); 
print("\n var lambda12:" 1 va,-vetorlambdal2ck); 
print("\n var s1:" 1 ',c,,rvetors1okl; 
prinl: 1"\n var s2:",varvelors2ok); 
peinc("\n\n dp la:ubdal:" 1 dpve~_orla:nbd~lol;); 
pri nt I "\n dp lambda2: ",dpvetoL·1ambcia2ok); 
pri:-~tl"\n dp 1ambda12:",dpvctorlaml:;da12,_,k); 
prinL("\n dp .sl:" 1 dpvetorsl,)k); 
print("\n dp s2:",dpvelOLtJ~'<:>k); 
p!'Ít>l ( "\n\n mediana 1ambde>1: " 1 medianavetor1arnbcialok); 
pri nt I "\r. medi anil l ambdil 2: ",medi anavetor ;_ ambda2ck I ; 
pri r.t I "\ n medi a na 1 at1Cda 12: ", medi ar-.1-.vcto r lé!tnbda 12ok I ; 
printl"\n mediana sl:",mcdianavetors1ok]; 
printl"\" mediana s2:", m8dia:·,aver_c,r,ó.)co~~l; 
prínL("\n\" media d<!s em' l ambdal: ", medi aemvlambdJ 11; 
prir1L("\n\" media ·~as em v lar11bda2:", tnP.d i aenw ta:nbda 2 1 ; 
r·rint("\n\n media das em v 1ambda12:", medlaemvlambdal2); 
print 1"\n\n media o•~ em v sl: " 1 mudíaemvtJl); 
prir1l("\n\n media das entv s2: ", '~"di aemvs? I; 
printl"\n\n rned-La das vacs emv lambda1:", 
mediavaremvlambdall; 
print("\n\n mediA das vArs 8ffiV 1ambda2:", 
m8dÍ ava remviambda2); 
prinll"\n\n media das vars emv 1ambdal2:" 1 
mediava rem v lambda 121 ; 
prir1t 1"\n\n media das vaul 8ffiV s1: " 1 mediavaren,vs11; 
r:-•rint("\n\n media das vens ElmV s?:" 1 mediavaremvs21; 
prinl("\n\n media dp em v 1a1nbdal: ", mediildpenwli,mbda1); 
print("\n\n media óp emv Lambda2:", mediadpemvlambda2); 
prir,t("\n\n media óp cmv l11mbda12:", medi adpe:nv l ambdal2) ; 
pri nt. ("\n\n media óp em v .Sl; H 1 mediadpe1r.vsl); 
print ("\n\n media dp em v s2:" 1 mediadpemvs2); 
p1 int ("\n\n media das medias lambdA1 :" 1 mediamediaslambl); 
print("\n media lambda2:", mediamediaslamb2); das mudiatJ 
pri nt ("\n media 
prínL("\n media 
prínLI"\n media 
óoe 
das 
medias 
medias 
lambdal2:", mediamediaslambl:::'); 
sl:", mediamediassl); 
das medias s2 :", mediamedinss2); 
prir,c:"\n\n media das vars lambdal:", mediavarslarnb11; 
print·l"\n media das vars lambda2:", rncdie>vars1amb21; 
prirlt("\n media das vars la~lbda12:" 1 mediavarslamb121; 
pL'int("\n media d'3.s vars sl:", medlavarssl); 
print ( "\n rncci_i_ 3 das v a rs s2: ", mediavarss2); 
[:JdnL("\n\n media dp lambdal:", mediadplambll; 
peinl("\n media dp lambda2:", mediadplamb?); 
print ("\n media dp lambdal2: ", med:adplamb121; 
prir,t("\n media dp sl:" 1 medindpsll; 
printl"\n media dp s2:", mediadps21; 
print !"\n\n media das medianas l;Jmbdal 
medi amed i a na lambll ; 
·" 
' 
pl-int 1''\n media d~.~ m"dlanas lambda2: ", mediamedianalamb21; 
print("\n m8dia das medjanas lambdal2:", 
mediamedianal.~mb121; 
printl"\n \fifldia das medianas sl:" 1 medíamediana<Jl); 
print("\n media das medianas s2:", EnediameUianas2); 
Apêndice E -Programa Computacional Implementado para Estudar os Parâmetros da Distribuição EBVE sob a Abordagem Bayes-Empírica 148 
print ("\:1\Tl intervctlo de cr<Odíbilidad<' 90% larr,bdal 
ic90infll, ic'JOsuplll; 
pdnt ("\r,\n interva,<J de credib.il_dade 91Ji lamlxJal': 
ic901nfl2 1 ic90suplZ); 
pri:Jt 1"\n\'1 intervalo de credibiliaade 91J% lilmbda12:", 
ic90infll2, ic90sup~12); 
print 1"\r.\n ltllc>rvalo de cr-edibil.idaae 90% sl:", õc90infi:l, 
ic90.,up,;l J; 
priltl 1"\'l\r. interval de ::redibLidadc 9G% s2:", ic90illfs/., 
i,c90sups21; 
print ("\n\n intervalu de c(edibilido:~d« 95% JamCdz!l :", 
ic'JC>iníll, i::95supll); 
print l"\r1\n int-ervalo de crcdibilidaae 9':.% lambdc.2:", 
ic95i:lfl2, ic95supl21; 
prinL 1"\n\n intervalo dP. credibilidade 95~ lambd"l;_-:" 1 
ic95itofl12, i::95supl12); 
print : "\n\r. intervalo de ::redihil idade '!:>% 
"l : "' ic9CJ~Jdsl, 
i c9~isupsll; 
[H int I "\ro\n imetvillo de. credibi 1 idace %'F s2: i c95infc,2, 
ic95supb2l; 
print { "\n\n media cqm 
"" 
em v lnn1bdal:" 1 mAd i aeqn:l ~teoda! I; 
print { "\n\n mediil eqm dns emv l élnlhdaZ:", n1ed i au'--lml c.mbd0?) ; 
princ("\r1\n media eqm das e"" larnbdal2:", rcted i a6qrrtl ar11bda l 2) ; 
princl"\n\r: media eqlll das em v sl:", :nedi aeqmsll; 
pdnt I "\n\n medi. a eqlll das emv s?:"' mediaeqms2); 
print("\n\n mP.dia eqm dils mP.diFls lambdal:", 
mcdlaeqm:nerli Fil amLdal); 
[JrinLI"\n media C'--iHL das medias lc\tllbda2:" 1 rwedic.e'--lnHlledialambda2); 
printl"\n inP.diêi uqm das n1edlas li:in,bda1?:", 
medi a(''--IHLrn8d i a l ambda l L) ; 
pcinl{"\n media eqm das medins sl:", mGdiae-1mmedid:<ll; 
prinL("\n media eqm das medins s2:" 1 mediaeqH,meaias?); 
print("\n\n mecia eqm d~s medii'inas lar11bdal:", 
rned ia eqmHtedi anal i'li"bda 1 ) ; 
prinLI"\n medi é! cqm das medianils lambd.'j:", 
medi a eqmm<'di ur,al ambdil?) ; 
!--'rint["\n media lX[tLL dat; rw~di"""" l"mbdilJ);", 
me<l i aeqmrr.edi iLIVJ l amhd" l 2 I ; 
prin(l"\n medi,l cqm das medicmJs ~1:" 1 mRdiacqmmedjanFJ.sll; 
pr:-intl"\n media eqm dn.s- tncdl'-mas s2;", medi~<K[ffinlediCJnu,J21; 
l-Jri nr ( "\n t_empo de <eXP.c'L!CCW: ", liruespan i t im'-')); 
}//fw;hi, tniiin 
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I" Cor.1 esle r-royrarna ol:-.-t.i V(cJLL''' o,, r"-"l.ll:old--:>f:, Qõ,s 'ia'oolas 4. I 1 
4.8, 4.10, 4.11, 41=, 4.l'l""/ 
ilinclJJdo <cx,Ld .n;-
ff l mpo r· L <maximize> 
iimpoLL<oxprob> 
dw'l r.l =:26U; f! co. 
decl nLo--150; li n0. 
decl n3~100; li CC. 
de 
de 
de 
decl n-510; !I r- aroz,nno 
"<emonros c• 
clernBI~los Oó 
el ementa.> 
'"' d~s ,grwx:;t r!ls 
vollc.gem 
v c. 1 t&gom 
vol t:ugcr.\ 
decl j 1 j 1 k, l J g, ll, t2,):;, h, trén~--o], t CLO]-)(l) 1 V; 
vl 
v2 
!3 
I*"----- ---------na rã me r. LJs na vvl c;.gcm us;JU i------------- ____ ,. I 
lambdalusu,,l(onnsl vf', ccnst fl, c;ocwt avo;cor«, .:cnst <:HnH8Ssl 
1/~1.5; 
tl{(l} ~vPj 0]!01 *(V- vP! 5] [Oi); 
,-eturn 1; 
1amt>d,-,2usu:d l::"llGI. vi', con.<n- f2, const 'JVSco,-e, const umHess) 
V~l, 5; 
f2[0]~vi'rl]i0i 'iV"vl--'[6) [O]); 
rc-lurn 1; 
lambdal2usunl(ce>nst vP, const f3 1 ''"J'sl avSc-e>rA, con:~l ,;mll8ss) 
V=l. !.o; 
h[Oi ~vP[2i I :li' (V· vi'('/ J I n1 l; 
rc:urn 1; 
v~1. 5; 
l1 (O]--vl'( 3i jO]' (VAvi'P] (Oi]; 
ret1101 l; 
s2w,ual(c-onsl vl', const f~, const avSconJ, COI<st amllc:ss) 
v 1. !..; 
l~l[O]=vP{4) jO)~(VAvl'['JijO) ]; 
relurn1; 
149 
1'--------------fim ;>ari\m.,Lros na volta<Jcm usual-------------~; 
1'-----------gen,çi\o de (tl,t2i ~•elo 1nétodo da <ejeic;ã.c -----'/ 
qera {) 
decl vl'=<O.o;:>q6296296296; 
0.0296296296296; 
o. 0592~ 925 92S93; 
0.14Bl1814R148; 
8.14814814Blq8; 
J; 
3, 
3>; 
rlf'cl ul vl, u2v1, n3vl, be rvl,dl vl, tlauxl vl, t2au.'<l vl; 
decl ul v2, u2v2, u3v2, Uerv2,dl v2, t lauxlv2, U'auxl v2; 
de c l ul v 3, u2v3, u3v3, be rv3, dl v 3 1 t 1 aux 1 v 3, t2 a• 1;-d v3; 
decl Lempolvl~zeros (nl 11); 
ducl tempo2vl=zcroslnl,l); 
dccl tempol v2~zeros l1l2, li; 
decl lempo2v2~zeros (n2 1 1); 
decl tornpol v3~zeros (rd, 1); 
decl_ tempo2v3=zerosln:J,1 ); 
j=O; 
1-lhilel:i<nl) // gcril tempos na volt.agen' vl 
I 
v~?; 
ulvl~ranu(l,l]'lü; 
u2v1=ranu(l,li~lo; 
u3vl~ranull,l)*0.26; 
t·ervl---r;l.nbi nvni al(l, 1,1, O. C<); 
if[bet-vl~-0] 
L lallxl vl~rn-Ln ( 11] vl, u?vl!; 
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t2au~lv:-mex(Llvl,tJ2vll; 
d1 vl ~dbtlmel2 ( l1aux1v], t ?n• IY.l '11, vt~!; 
lf(u3vt<dlvll 
I 
Lempolvllj)ln -·tla.J:dv_; 
tempo2vl I j] I c-] ~c 2au~1 v:; 
j-~ + 1; 
I 
e h e 
i ""o; 
tlaLJ~1vl -rr,ax ( ul v1, u2vl I; 
t~auxlvl-m: n ( ul vl, u2v J I; 
d1 vl ~dbt 'mal2( L lnuxlvl, l2au~l v] , vl'!; 
i l (U_jV]<dlvl) 
I 
tempolvl(-j](O\~Uac~xlvl; 
temv•2vl lj) l'']:l2aux1v; 
j=j i 1; 
} 
whi1e(j<n?l // gera tempcs na v':ltaq,,m 
I 
Vc'2 • !J; 
u1 v2-ranu ( 1, 11 ~s; 
u2v2~ranu[1, 1 J ~s; 
u3v2=rantll1,1i"O.eB; 
ber v2=rarobinomial ( 1, 1, J, ().SI; 
if(bcrv2~-G) 
r_l auxlv2=mln 1 ,_,l v2, u2v21; 
l2auxl v2~",ax [1_:1 v~-, u2v21; 
dl v2=dbr lmet21 tl etuxlv2, L2au~l v2, vl'l; 
i ( (u3v2<dlv21 
clse 
I 
tem]-Joi v:! I j I I 0]-t lau;-;1 v?; 
Lempo2v21]11r}]~t:2auxlvZ; 
-j~j 11; 
} 
c 1 nllxl v2 ·1nax (ul v.C, u2'121; 
t2.'lllxlv2-·l"in (u1 v2, u?v2); 
dl v2~dht 1 mat 2 (1_ 1 ,-,uxl v2, t2auxl v?, vPI ; 
if (uJv2<d1v2; 
j =0; 
tempolv2[j] [O)~tlaux1v2; 
tempv~v2[j] [Oi"t2aux1v2; 
j ---j +1 i 
whlle[j<nJI // g<oril tempos na vo1tagetn v3 
I 
V=3; 
ulv3=ranull,l)~J; 
u2v3=ranu ll, l)' 3; 
c;JvJ~ranu[l,l )*2.9; 
berv3=ranbinotnial (1, 1, J, O. Si; 
if;berv3==01 
I 
t 11lux1 vl=mi n (ul v3, u2v3); 
t2auxlv3=max (ul v3, u2v3); 
dl v3=dbtlmet2 ( tl aux1 •!3 1 t22luxl v3, vP I; 
i f lu3v3<dlv:J) 
else 
I 
tetnpol v3 [ j] [O] cctlauxl v3; 
ternpo2v3 [ j] [O) ~t2auxl v3; 
j=j -11; 
I 
t 1 auxl v3=mux 1 u1 v3, u2v 3); 
t2auxl v 3-m in (ul v:J, u2v3); 
dl vJ=dbt lrnat2 I t lauxl '/3, t~aux l.v3, vt'); 
lf (u3v3<dl.v.'n 
return 
I 
tempolv3[j] [O]--tlauxlv3; 
Lempo2v.1["j](O)~L2auxlv3; 
j~j 11; 
I 
( t e'l!pol vl[ Lcmpol v2 1 te1npol vJ I~ I terupo?v~ I tewpo2v2[ tempo2v31; I i 
amostra dos tempoL 
/'-----fim goraçiio dA (tl,t2) pelo n•érodo da rejeição-------*/ 
I' -----1 og da função a e v e cossimi 1 hança------------ ----------*I 
Apêndice F - Programa Computacional Implementado para Estimação dos Parâmetros da Distribuição EBVE considerando Tempos Acelerados I 5 I 
Jogfveros(const vP, cons\, l, ,,,~n-~t i.lvScorc, -~cnst amH<e.~s) 
I 
dccl lY,Jf~zoros (n, 1); 
for(i=C;í<n1;r,i) 
(V~.?; 
~f(ü[i] [O]<l2(i~[0j) 
lolJi li I [O] ~lo·Jdbt lmet 2(t1 I ij [OI, t2(lr I 0) ,vPI; 
I 
else 
l ü 1J f r i I I O I~ 1 oqdbt 1rnaL 2 I' 1 l i 1 r O I , t 2 l i i I O I , vP! ; 
I 
for-(i~nl;i<nl tn2;,+i) 
{V=2. 5; 
ifl~l[i I [lli<t ..?[il [O) I 
I 
l ogf li) [0]-1oqdbllmet2(tl( i ll O] 1 L? [ l t (Oi ,vl''); 
I 
el:;e 
logfl i I [O]~J og:::lbtl mat:' ltl I l J L O], t 2 I i l (fi) ,vê'\; 
I 
for I i~nl t-n2; i <~ü I n?+:d; ++i I 
{v~->; 
JfiLlril [OI<t?.(ii!OI) 
I 
loqf i i] IO]=logdbtlmet2! ll [i l [ 0[, t2 [~I [O] ,vPJ; 
I 
e1se 
logf[ i j [O]" loqd!Jtlmat? (tl [i] [ 0) 1 <2til i O), v f'); 
I 
[Oj~sumc(logf'); 
if(vi'[Oj tO]<OII vi>(1)(0]<01 I vl'[21 roJ<OI I vi'[3](0-I<Oil 
v\'[4] ro]<Oi 
I 
reLurn O; 
;cetur-n l ; 
jx-----------fim log da funçii.o de ver-ossimllhanç.',------------•1 
ma in () 
:c--500;//ivlal dA amostrilfi 
I! declaraçi!o das variáveis 
decl e, e1 1 e2, e3, e4, e5 1 e6, e7, e8, c, q; 
e~O; cl~O; l·Z~O; e3=0; e4=0; e5~0; e6~0; e7-0; E>8~0; r-=0; 
éJ"Ü; 
decl vbetaü1~0.0296296296296; 
decl vbeta02~0.0296296296296; 
doc1 vbetaO .1~0, 05 92592592593; 
decl vheta04~0.l48118148148; 
docl vbetao5~0.148148148118; 
de c] vbatal =3; 
decl vbeta2=3; 
deci vbeta3=3; 
decl vlarnhdalO=O.l; 
d<Jcl vlambdilZO=O.l; 
decl vlambda120~0.2; 
decl vsl0=0.5; 
decl vs20=0.5; 
decl tlg~zeros[n,2); 
decl tlvl=zeros(nl,l); 
decl t?vl=~er-os 1 nl, 1); 
decl tlvZ-zer-os(n/',1); 
decl t2v2=zeros[n2,l;; 
decl tlv3=zeros(n3 1 l ); 
decl r?.v3~zeros(n3,1); 
decl llgvl=Zúros(n1,2); 
decl Llgv?.=zeros[n2,2); 
decl tlgv3=zer-os(n3,2); 
decl betaOl=zeros (h, 1); 
decl betaoz~zeros (h, l); 
decl heta03~zer-os (tl, l); 
decl beta04=zer-os (tl, 1 I; 
decl bet.a05=zer-os(h,1); 
dec1 beta1~zeros(h,l); 
dec1 beta2~zero!l (h, l. I; 
decl beta3=zeros(h, li; 
d0cl lambdalO~zeros(h 1 \); 
dec1 lambda20=7eros(h, 1); 
decl lambdal20~zeros (h, l); 
dec1 slO~zeros (h,l); 
decl s20=zer-os(h,l); 
dec1 beta01:->rd=zcr-os (h, 1); 
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decl bel"02ord zeJ.-c.ó; {h, 11; 
decl beta0.1crd~zeros(l1 1 ·!; 
decl bcta04ord~zero» (h,11; 
decl DCLClOhc.rd~zeroc; (11,1); 
de::l betalord-ze~os(h 1 1); 
dec:l bcLa2ord~ze:·os Ih, 11; 
dccl beta 3ord- zeros(."!, 1); 
decl 1dmbda1 Oon:i~Lceros/h, ,'I; 
decl lambda20ord-'zeros [h, j I; 
decl 1a;nbdaJ20CJrd~zervslll, 1 ); 
d<Ocl sl Oord~Letos {n, 11; 
decl s2;)ord=zeros {h, 11; 
de~l avccorej 1-=zBr'~" (Ü, 1); 
decl avsccorul2-~.-:eros (8, 1); 
decl avscorell2~zeros(8 1 ll; 
dAc:l avscores1-zerc·s {ll, ll; 
dccl avscores2-zeros (8, li; 
decl vatbutaOJ=:eroslh,l); 
decl va~:bela02=zf'n's(h, l); 
decl varbetaOJ=ze~:os (h, 11; 
decl varbetaO,l~zeros 11~, 1); 
decl ·varOeta05~o:<.HOt; (h, 11; 
decl. ''~rbetal=zeros Ih, L 1; 
decl varbeta2=zercs(h,~); 
decl varbeta>zeroslh,~l; 
decl varl~mbdalO-.zP.r-os(h, l]; 
decl varlambda20=zer·os(h 1 l); 
decl varlambdal20~:teros 11t,]); 
decl varslO'-'"'"rvs Ih, l); 
decl Vilrs20-ze~:os (h, l); 
decl de.svpbP.t a O L~Le r os I h, 1 ) ; 
decl dB.JV)-)beta02~7eroalir,11; 
decl desvpbetaoJ~:ceros(n,ll; 
decl desvpbela04~7eros(h,ll; 
decl df'svpbeLa05=zeros(h, i I; 
decl de»vpk:wt:tl=zerc,s (h, 11; 
dec1 du:;vpbeta.?~zen':; (h, l!; 
dec1 d<,sv~>beta_>~zeJ·cs (h, li; 
de c l c:lf>svp l ambda i O=zc_, rns I h, 1) ; 
de c l desvplambda 2 o~ L"rvs I h' 1) ; 
dAcJ des•:plambdal20 zeros(h,11; 
decl desvp~lO-zenJ.s(h, 11; 
decl desvr>sLC:~z~ros(h,ll; 
decl eqr~bet:oül~zeros (n, 1); 
decl eqmbeta02=zeros(h,l); 
decl eqmbotaOJ•zeros (h, li; 
decl ecpnbetaO~=zeros (h, 1); 
dccl eqmbeLa05=zeros (h, li; 
dfH'l eqmbeta:=zeros (h, li; 
decl eqmbelaL~zeros(h,l); 
decl eqrnbeta3=zeros(h,JI; 
decl eqmlambda10=zeroslh,1); 
decl eqmlambda20~zcros Ih, 2 I; 
decl eqmlanlbda120-zeros {h, l); 
decl eqms10=zeros(h,1); 
<ied eqms20=zeros(h,ll; 
dccl vetormediastlvl~zoros (h, 1); 
decl vetormed i as t2v1=ze r os (h, 1) ; 
de"l vetorvatt1vl~zcros(h,l); 
decl vf<lorvart2v1~zeros (h, 11; 
de c 1 v Ato r co r r e 1 ?caovl=zeros I h, 11 ; 
Qeel medi at 1 vl, medi at2v 1, vart 1 vl 1 v::. rt2vl; 
dEJcl correlacaovl~zeros (2, 2); 
decl mediageral.tlvl, mediageralt2vl, mediavartlv1, 
mediavart2vl, modiacorrvl; 
de c 1 desvpmedi as t l vl, desvpmediast2v l , düsvpva rt 1 v l, 
desvpv,,rt2vl, desvpcorrvl; 
de c l vetormed i as t 1 v2~ze r os I h, 11 ; 
decl veto~mediast2v2~zeros Ih, 1); 
decl vctorvartlv2~zeros Ih, l); 
decl vetorvart2v?~-zcros (h, 1); 
decl vetorcorre1ac:;ov2mzero6 (h, 11; 
decl mediatl v2, mediat2v2, v a rtl v2, vart2v2; 
de c l cn r c e lacaov2=Z\' r os ( 2, 21 ; 
decl mediageralt1v2, mediageralt?v2 1 mediavartlv2, 
medi a vart2v2, rned i acorrv2; 
decl d<éSVpmediasllv2, desv[-'mediast2v2, desvpvartlv2, 
desvpvart2v2, desvpcorrv2; 
decl vetonttediastlvJ~zeros (h, 1 1; 
decl vetormed:<Jst2v3=zeros (h, 11; 
dec1 vetor·vartlvJ=zeros (h, li; 
decl vetor·vart2v3=zeros (h, li; 
de c _j_ VP.t0 ~cor rel a caov3~zeros (h, li ; 
decl mcdiatl v3, mediat.?v3, v~rtl v3, varl2v3; 
decl cocrelacaov3~:ccros (2, 2); 
decl medl"<Jeraltlv3, med1agera1t2v3, mcdiavan.lv3, 
medi avart2v3, medi a cor rv3; 
decl desvpmediastlv3, desvpmediast2vJ, desvpva~:tlv:J, 
desvpvart2v3, de.svpcorrv3; 
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dec-l Mütlnf0Ds~zerc,s(8,8); 
Cecl invHatT.ntObc;-zeros(8,8); 
deocl dl.aq-zeros(E,l.); 
decl dcsvplld=z~ros(B,l); 
de,cl l,i:::,tnhess; 
decl bb-zer0,;(8 1 t"l); 
decl l.iminfb8\a0190~:-:eo·c,slh,-L); 
decl 1 .imin fb8\ a0290=zervs {h, l); 
decl 1 in1i rdbet a03 90~ <:e h·ê' I h 1 l \ ; 
dect 1jminfCcla04'W=zercsllo 1 ll; 
decl linir_fbc;ta0590=Z8H>S (h, 1!; 
decl 1iminfbct:J190~zeros (h, li; 
decl 1 imj n fbe'""2 90~-ze r os I t' 1 1) ; 
dec1 1imintbeLa390=zeros{tc,l); 
decl liminflawbdal09C=zcros(n, 1); 
decl limir,flambda209CI~;;;ero.s (h, 1); 
dec1 l i mi r·, flambda 12090~zeros i 1-, 1 ) ; 
decl 1iminfs109Q=:wr<:•sih,l); 
decl limi nfs?090-zeroo; (h, 11; 
decl 1 imsupbeta0190=Z8ros(h, 11; 
decl limsupbata0290~Leros (h,l!; 
decl limsuphet aQ390<:ervs 1 h, li; 
decl .limsupbeta0491i=zcroslh,1J; 
decl 1 i mc;upbeta0590~zeros i h, 1); 
decl lim~upt.eta190~oceros(h,1); 
decl l ims upbeta 2 90~ zeros (h, 1 ) ; 
decl 1 i nlsupbeta 390o• zero c; I h, 11 ; 
decl limsupl Hmbdal090=;;eros(IL, 1); 
dcc1 limsupl 2!Hibda2090=zeros (h, J I; 
decl 1imsuplambda12090=zeros Ih, li; 
decl 1im:;upsl090-zercs(h,1); 
decl limsupo;2090~zcros (h, 1 ) ; 
decl liminfbeta0195=zet:c-•S (h, 11; 
dec1 liminfbeta0295~ze.-osih,1); 
decl J iminfbeta0.19b-o:eros 1 h, 1); 
decl liminfbeta049S=zcrosih,1J; 
decl liminfbeta059b-zeros (h, 1); 
decl limi.nfbela195=zeros(to,l); 
decl limin[bet.~295=zeros(h,l); 
decl limínfbeta39-"'=ze~osih,ll; 
decl li mi n f l ambcia 1 095=zc r os I h, li ; 
decl 1iminflambdu2095•zerooih,l); 
'-kcl li nli td 1 ambda 1 20 9b-ze r os (h, l ) ; 
decl 1jminfs1095~zeJ~os(h,1); 
dec] limin[:;21)g5-zeros(h,l); 
de~l limsupbeta019~~Leros (h, 11; 
decl 1 i msupbeta02 95=zeros I h, 1 J; 
decl limsupbeta0395=zoroslh,l); 
decl ] imsupbeta04 95~zeros I h, lI; 
decl limsolpbeli::tüél9.'l=zecoslh,ll; 
decl lilr.supbetal95~zer-os(h,ll; 
decl ~i msupbeta2 95- zeros (h, 1) ; 
d8cl litnsupbeta395~zeros (h, l]; 
de c l li msup l ambda lO 95~zercs (h, 11 ; 
oecl llr:•suplambda2095=zeros (h, l); 
decl L msupl ambda !20 95=ze.-os I h, 11 ; 
dccl 1imsups1095-zeros(h,ll; 
de c l li msups2 C 9C>~zeros I h 1 1 I ; 
dec1 guantbeta0190=0; 
àecl quantbeta0290=0; 
der.\ quantbetaoJqO=O; 
decl quantbeta0490=0; 
decl quantbeta059o~o; 
decl quantbeta190~0; 
dec1 quantbeta290~0; 
dec1 quantbeta390=0; 
decl quantlambdal090=0; 
dec] quantlambda2090=0; 
dec1 quanllambdal2090=0; 
decl quants1090~0; 
decl quants2090=Q; 
dec1 quanlbeta0195=0; 
decl quantbeta0295~0; 
decl quantbeta0395=Q; 
d8cl quantbeta0495=Q; 
decl quantbeta0595~0; 
decl quantbeta195~0; 
duc1 quantbeta29é>=O; 
decl quilnlbeta395=0; 
decl quantlambdal095=0; 
decl quanllambda2095=0; 
decl quantlambdaJ2095=0; 
docl quantsl095-Q; 
dec1 quants20g5•0; 
decl cob8rtun:tbota0190~0; 
docl coberturabcta0290=0; 
decl cob8tLurabeta0390=0i 
decl coberturabeta0490,0; 
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decl conertuuJ.belaO!i90~C,; 
decl cooerlurahelal90=0; 
decl co0erlurabcta2CJO=O; 
decl coberturabeta3'lO~G; 
decl cobe~·tur<llan·.boa1JJú=O; 
dccl coberturalan·bda?:l90=0; 
decl o~bertundaLrbdaL'090-0; 
decl cobe1 turao1090=U; 
decl coLerluras2090~0; 
decl cohertdr<Jbeta0195=0; 
ciecL coberldl'11bléca0295-0; 
decl ~-otoerturabe':<J0395~0; 
decl cc.A::erturabetil04 95-0; 
decl ,;c,berlurab.,1·ao:,q:,=O; 
decl ,,,_,bertL:rAbetal 95~0; 
decl ,-,oberturabeli.•L9'J-J; 
decl cobcrtura0cta39::i•;J; 
dccl cabe r tu ral an•hdill 0~5~C; 
de c 1 cobe ,-tu r a 1 ambda2095~0; 
dc·cl cob8rluralambda12095-IJ; 
decl coberttlrasl 095~C; 
decl cuberturas2095=0; 
decl 
medi ábet aOl , noed i aLe ta 02, n,ed i ab<o L aiJJ, mt•ci alJet a 04, medi abE'taOS; 
decl medi abetéll, medi abet a 2, me ri .i abeLJ 3; 
decl 
medi a lambdi:l 1 O, medi a laml::da 20, medi~ J :mhda 17. O, medi a.s lO, 1wdi as 2 O; 
decl 
medi ani:lbela O 1, medi anat,ót ~ 02, rt,"ld l anabet a 03, wed iani:lbe li:l04 , medi a 
nabeta05; 
de c 1 medi anabctal, medi anabeta ~, medi anabeta 3; 
decl 
medi a na 1 amhaa 1 O, medi. a r1a l ambda .-:>O, trcdi ;ema l ambda 12 O, medianasl O, m 
eai.anas?il; 
decl mediadpbet~Ol, mediadpbet'l02, mediadpbeta83, 
mediarlpbetAO~, mediildpbAtAi15; 
decl mcdiadpbclal, rrediadpb"t~2,nediadpbeta3; 
decl n:edi<<dplnmhdc;lO, mediadl'•l,<LHhda20, medi<Klp1ambda120, 
'"edi adpslü, mediadp~J20; 
decl meai ,-,eqmb<ot ãCl, mediacqmbc ta02, med.i il w;mbet a O 3, 
medi aeqmbeta 04, mcdiaeqmbct" o~,; 
decl rnediaeqmbetal, mediaeqmbeta2 1 medi<JcymbeLaJ; 
dGcl medi aeqrnlawbda 1 O, medi c.eqml ambdn? O, f.ledi a eqm -, ambda l 20 1 
mediaélqm,;lO, mediaegms20; 
decl 
desvpabota 01, desvpabeta 02, desvpabetaOJ, desvpabetc.O 4, desvpabet 
a05; 
decl desvpabetal, de><vpabeta?,desvpabeta3; 
decl 
desvpa 1 ambda 1 O, desvpa Lambda ~O, desvpa1 amDdal20, desvpas 1 O, desvp 
as20; 
dtKl dpdpbetaO 1, dpdpbe ta 02, dpdpbeta 03, dpdpbe ta04 , dpdpbeta05; 
decl dpdp1ambda10, 
dpdp1 ambdaLO, dpdpl ambdal 20, dpdpslü, dpdps20; 
decl dpdpbetal,dpdpbeta2,dpdpbeta3; 
decl. dpeqmbeta01, dpeqmbeta02, dpeqmbetaOJ, dpcqmbeta04, 
dpeqmbela05; 
dec] dpeqmbetal, dpeqmbeta?.,dpeqmbeta3; 
de c 1 dpeqml ambda l O, dpeqm l ambda20, dpcqml ambda 1 ? O, dpeqms~ O, 
dfoeqms20; 
decl time; 
ti.me~timec-(); 
b~O; 
·.-~h i le (b<h I obLenção das amost ,-As 
I 
t1w~gera( 1; 
tl~tlg· <l; 0>; 
t2~t1g"<0; 1>; 
for li.~O;i<nl;l-li) 
tlvl[i) [O]~tl[i I i OI; 
t2vl[i) [O]~t21'-1 [0); 
L1C)vl=llvl~t2v1; // tempos na voltagBrr, v1 
íor (i~U;i<n2;++i) 
I 
tlv2 I i I I OI =tl [nl-t i] 101; 
t_2v2[i) [0)=t2[nl+i) [O]; 
I 
tl<)v2~t.lv2-t2v2; !I tempos na vollilyem v2 
for (i=O;i<n3;-l+i) 
tlv3[i] [O]=Ll[nl-tn.?-ti] [OI; 
t2v3[i] [0]=t2[n1+n2+il [DI; 
I 
t1gv3~l1v3-t2v3; //tempos r.a voltagem vJ 
/I c:dcula a média, a vatiância e a correlaçiio d,-,s te1npo3 
pilril cada amost1~a 
mediatl vl ~mRanc ( tl vl); 
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medi a L L v 1- ·wcanc ( tí'>'l ) ; 
v a rtl vl=va r c I tl vl!; 
vart:!vl ~v a r c ( t2vl); 
co r rP.l acaov 1 ~cor :·ela L i olJ ( Llqvl ! ; 
vetarmediast_;vl(b] (Dl=medb<::lvi; 
velormediast2vl(b] [O] ,-m,di~L2v1; 
vr;torvartlvl (b~ (O] ~vart 1 v]; 
vr;torv a rl2vl [L] ' 0] -vart 2vl; 
V<Ctorco r r e la~·,u·vl( b I I ú I -c:J r r <o 1 acacw 1 I 1 ; I n j ; 
medi ar.~ v/>me<;nc ( t 1 v2); 
medi é! t 2 v 2--mcanc ( L/'>•2 ! ; 
vartlv2~varc;'; Llv~·]; 
va rt2v2=varc ( L2v2); 
co r rfll acaov2-cor r ela U on : t 1 gví') ; 
vetormcdi astl v2 l b I l O] =medi a t: v 2; 
vetormediast2v2 [b] [C) ~mediat2v2; 
vetorvartl v2( b) lO] ~v a r·t ~ v2; 
vetcrvarL2v2(b) lO] ~vart2ví'; 
vetorcorrelacaov; [h](O] =cor.rRlaci.oú' I li [ '-']; 
medi2t 1 vJ~mEnnc! tl v3); 
medi.al-2v3=meanc 1 t2v3); 
vartl v3=varc I l1 v3); 
v a rt2v3~va r c I t ?v_-; I ; 
co r r e l acaov :J-cor r ela ti on ( tl qv 3) ; 
veto r.mediasll v3( t;, lO I -medi atl v .'l; 
vetormedi ast 2v 3( b) i O ]-meO i a t2v _-,; 
vev_,rvartlv3[b) [ü)=vartlv3; 
velorvurt2v3(b][O]~van_?v.'l; 
vetorcorrclacaov3'bl [J]-correlacaov311l [O]; 
//ma:<imização do log da veros~imilhança 
dHcl vP~<l;l;l;J;l;2;2;2>; //chutes iniciais 
logfvercs (vP, ~l, O, I)); 
Mn.xc:ont L-ol ( 1 000, 1000); 
mhess=O. 00001 •unit ( 8); 
i l'"MaxBE'GS ( logfveros, & v f', & I , &mhess, 'l'RUS: ; 
q~q-11; 
if(ir=-Ml\X CONV! 
r=r t 1; 
i L (ir~~MAX CO~J'I H vPiO] [0]<0.6) 
el-el+l; 
H (ir~~MAX __ COHV && vP[l] [0]<0.6) 
i f. (; r·~cMI'.X_C:ONV && vf'(2](Cl]<l.L) 
e3·-e31l; 
if lir==MI\X CONV &li vP[J] [0]<31 
e4~e4+1; 
if (ir==MAX_CONV &li vPI4] [0]<3) 
e5-e5t-l; 
" 
I ir~=MAX CONV 
" 
vP[5) [0]>0) 
eG~e6' l; 
H I J.,--~=MAX COtJV 
" 
vP[6) [0]>0) 
cl~rJI•l; 
H I i .-~~MAX COt\'V 
" 
vP[7] [0]>0) 
e8=e8<1; 
ií(ír~~MJ\X,.CONV H vf'{O] [0]<0.6 && vf'[lj[O)<O.G 
!<& vf'{2){0]<1.2 && vP[3)[0)<3 && vf'(~](0]<3 && vP(~!lOJ>O 
&& vP;6)(0]>0 H vP(/](0)>0) 
{V=l. 5; 
/~estimat:ivas de máxima verossi.1nilnanç~"'/ 
betaOl[b) [O]=vP[O) [O]; 
beta02[b] [O]o,vP[l) [O]; 
beta03[b] [O]=vf'[2) (0]; 
beta04 [b) [O] =vP [ 3] [O] ; 
bela05[b) [O]=vf'[4] [O]; 
betal(b) [O]~vf'[5] [OJ; 
beta2(b) [O]-vP[6) [O]; 
octaJ(b)[O]~vE'['Ij [0); 
lambdalO[b](O]~vP[O) [O]•·v~,,P(5)(0); 
Jambda20[b] [0)-vPill [Oj•·v~vP[6) [O]; 
lambdul20(bj [O)~vr(21 [O] 'V~vf'{'l] [O]; 
slO(bj (O]~vP(3) [O]*V~vP[7] (O]; 
s20(b((O]~vf'(4))0] *V'·vP[7] (O]; 
NumlDerivalive(lambdalusual, vP, &avscorell); 
Nuw1 Der i vative I lamoda2usual., vP, &avscorel21; 
Numl De r i v ative i lambda12usual, v f', &avscore 1121 ; 
NumlDerivative(slusual, vP, &avscoresl); 
Num1Derivative(s2usual, vP, &avscores2); 
/"variâll(:ias dos estimadores'/ 
Num2De ri v a ti VG ( lo9 f v r; r os, vP, &mhess I ; 
l-la t In fObs~mhess; 
invMatinfObs~invort (MatinfObs)" (-1); 
bb~invMatJnEübs; 
e~e+l; 
if (invMatlnfObs[O] [0]>0 && invMatlnfObs[l] [1)>0 && 
invMatinfOos[2](2)>0 &~ 
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~nvMotfnfOb,;[J])J]>C && jr,v~lilti:-.tOi:Jsl~][·l]'>O ~& 
',nvMatir.f0bs[51[5)>0 &~ 
ir,vMatln[Obs[6] [6]>0 && invMatirifObs['l 17)>1)) 
I 
varbetaOllbJ [OJ~bb 101 [O~; 
varbc~a02[b] [OJ~bb [l] 11:; 
varbetaOJ[b) [O]~bb [2](2]; 
varbeta04[b][O)o~bb [3][.0]; 
varbeta05[b][O]~bb 14] 14]; 
varbctal [b) (O]=bbi~J ;5]; 
'laJ~beta2[b](G)=bb[6] [6]; 
varbetaJ[b] [ú)~bb[7] [7); 
varlüuLboaJ O [b] [O]~ ( avscorcll' 'bb''a\tscorell ) ; 
va1l ambda20 [ b] [I)~~ ( nvsc"ore 1 :'' ~bL' avscorel2); 
vadambdal2G [b] [O]= 1 avsco,-e11 7' 'b~Y avs"orell?. \ ; 
varslll(b]l D} ~ lavscotesl '*bb*avs~-o.-esl); 
vars20[b! [O]~ (avscores2' 'bb'"avscores21; 
b-b+l; 
I 
//média das médias, vatiâncias c cc•lTAlFiÇO'-"' dos t"lrL~"-'" 
nas voltagens vl, v2 e v l 
mediage ralll vl "me a nc 1 •te-c. o rmcdi as t l vl) ; 
r.wdi aqer al L2vl ~me a nc ( VH t-_o rmedi OiS t- 2v 1 I ; 
mediava rt l vl =meanc I vetorvart l vl : ; 
mcd-Lavart2vl ~meanc I vet orvart2vl); 
medLJco r rvl =mcanc I v e Lorco r r <e-. a c: a c v l ) ; 
mediagera 1 L 1 v 2c-m.,anç 1 velo rmed i a::; ll v2) ; 
med Íu<Je ral ';2v 2=meanc 1 vetormedi cw ~ 2v2 I ; 
medi a v~ rt 1 v2=meanc ( vetorva rt 1 v2 1 ; 
m,dJ ava rt2 ,,z~meanc (v e to rvarl2v2 J ; 
med iacor rv:>-mea:lc I vetorCOi relacaov 2) ; 
Ined i ayer a li; 1 v3=:nc'-lnc : vet onned i as t1 v 3) ; 
medi n']e r a ll2v 3~mAal ,c (voto em c di ilst /'v 1 I ; 
medi a v<~ rt ~ v-:-Jo-nJCEonc ( v!l t_r) r v ar t_ 1 v 31 ; 
medi C>V<J rt2vJ~mElanc- (v e tc·rva rt2v 3) ; 
medi a cor r v 3~tnc'<Jnc ( vet ot·co r,-., l acac•VJ) ; 
li desvioo pildri'\es da,; moi'dias, d3-S vr.rl5r!clns e das 
correl~ç/5c!3 dns l<ernpcs nq,; voltagen~ vl, v:' e v3 
d''"'vpnwd i a c; L 1 v 1 -o'"1 r L (v a r c (v c to rmed i a .o; Ll vl ) ) ; 
desvpmediasl/'vl=sqrl (vat-c(votormediasl2vl) 1; 
dcsvpvartlvl~sqrt (Vilrclvec:crvartlvl)); 
desvpv a rt 2v 1 ~s':l c-t I ''11 r c I veto rva ,-t:C vl I ) ; 
desvpcor r v l - sqrt (v a' c I vetorco r núacaovl ) I ; 
desvpr"edias t 1 v2~sqrt (vare 1 vetormedi ast l vz J I ; 
desvprncJdia st2v2=sq rt I varç I v e lormP.di ast 2 v2 ) I ; 
desvpva rt.:: v2~sq rt I vare ( vetorvart 1 v2) ) ; 
desvpva rt2v2=sq rt (vare; ( vetorvart2v2 I ) ; 
desvpcorrv2=sqrt lvarclvetorcorrclacaov2)); 
desvpmediastl v 3~sqrt (vare ( vetormedi ast l v3) I ; 
desvpmedi JS t2v 3"sqrt (v a r c ( Vfltormed_i_ ast2v3) ) ; 
denvpvFl r-t 1 v 3=sq rt (v a r c ( vetorvartl v3) I ; 
desvpvart2v 3~sq rt 1 v are ( vetorvart2v3) ) ; 
desvpcorrv 3~sq rt (vare ( vetorcor relacaov 3) I ; 
i I de,vios padrões dos estimadores 
dosvpbet aOl ~sq rl (v a rbetaOl) ; 
dAsvpbeta02=sqrt(varbeta02); 
desvpbeta OJ=sqrt ( varbeta03) ; 
dGsvpbeta04~sq rt (v a rbeta 04 I ; 
dP-svpbcLa05~sq~l(varbeta05)) 
desvpbet al=sqrt (varbe[al I; 
desvpb8 ta ?.=sgr l (v a rbe ta2 I ; 
dGsvpbet a 3-sqrt (v a rbetaJ) ; 
de.ovplambda l O=sqn: I v a rl ambda 1 O) ; 
de :o vplambda20=:oqr L {v a rl ambda20 I ; 
desvplambda 120=sqrt (v arl ambdal2 O I ; 
desvpslO=sqrt(varslO); 
desvps20~sqrt (vars20J; 
li erros quadráticos nlédios das estimativas 
(o r I k=[J; k<h; ++k I 
I 
eqmbetaOl I k] [O]~ varbeta01 { k) ( 0) I (beta01 { k]l Di -vbet.aOll . ~2; 
eqmbeta02Jk) [O)~ varbeta02[k] [O]t(beta02[k] [0)-vbeta02) .~2; 
eqmbeta03[kj [O]"" varbHa03/k] [0]1lbeta03[k] [0)-vbetaOJ: .~2; 
eqmbeta04 [k] [0)= varbeta04[k] {0]+(beta04 jk) {0)-vbela04) .~2; 
eqmbetaOS[k][Oi~ varbeta05(k] {O)+(betaOS{l;] [0]-vbetaDSI.AZ; 
eqrnbGtal r k I I O] =v~ r beta I ( k I I o )-1 (betal ( k) [O) -vbet-ill). A2; 
Gqmoeta2[k](O]=vat·beta21kl [O]t(beta2[kl [0]-vbcta21.A?.; 
eqrnbula3[k] [O]=varbeta3[k] !O] t-lbeta3[k] [0)-vbeta3) .~2; 
eqmlambdulO[k]jO]~ vadambdalO[k) iOJ+(lambdalO{k] [0]-
vlambdalOI .''?; 
eqmlambda?Oik] [O)~ varlambda20[k] [0]-t (lilmbda?O[Y.] [D]-
vl ambda20). '2; 
ecrrr.lambdM120[s] [O]~ varlambdal20[k] [0]-t (lnmbdaUO[k] [0]-
vlamodal20]. ~z; 
eqmslO[k] [O]~ Val'slO[k](O]I-(slO{k] (0]-vslO) .~2; 
eqms20! k] [ 0) = vars20 I k I I O]t·! s20 r k I (0] -vs20). ~2; 
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!I ;,,tervalos de cy~nfian,~a 9(1f e 90;~ doe; :~nrâmetro:; 
1 iminfb<>La0190[k) [O]~DetaOl[k] [G]-1. 6~~9•desvpbetu0l[k] [O]; 
liminfbeta0290[k] [O] =bct-302[k] [rl]-l. G4~9~dC'é;VpbetMi)2 [ k][ 0); 
li rdrdbGtaOJ90 [k] I O I =betaOJ l k I [ 8] -1. G44 9"dtlt;vpbsta;J~ I k] [O]; 
liminfbeta049G lkl [OJ=l"ta04jk] I ;J]-1. 6449~de>iV)-obeta04] k) I o;; 
liminfbet aOS90 I k] [O~ =lwtaOS [ k l [ <lj -1. 64 4 g+Jcsvpbet aOS I k l (UI; 
J. i r:linfb0La190 I k] I 0) ~beta1 I k I [ G) -1. 64 4 9• desvpbeta1 I kl I O]; 
l imirdbeta290 [k] [OI =beta2 [I'.) I 0]-l. 6419··ctesvpbeta2[ kl I O]; 
liudntbeta390 (k] [O] =bGt33[ Y.] (;J]-1. 644'l*dc,;vpbeta'l(l:] I OI; 
1 i m.i.nflambda1 09u r·~l IO]·:l ôtnbdal0 i~ I [0]-
1 .644 9~de.sv~dmnbda1 O I k) l Oj; 
_iminf1aw<:.:Ja2090[k) [O)~l3rr;t><i1;21:,fk] i(']-
1. 64 4 9*d"'svpla:nbca211 I k] I O]; 
llminf1 ambdal2Q9C[ k] [O)=la,bda120! k] :oJ-
1. 644 9*desv>-'lambdal2t) 1 k J [O]; 
~iminfsl 090[ k] i O]~s10 I k) [ ~j-1. 6'l49'd"'-svpd0 lk·: ]O]; 
liminfs2090[k] [0)=s2U{k] [0]-1.6449*desvps20{~] [O]; 
1 i minfbcta01 95 I k I I O I ~beta01 [ k I [O] -1. 9G<·ctssvpbeta0l [ kj [O] ; 
1 imin(bGta0295[ k) [ O]-bela02!k] [ (J]-1. 96*dc!lvpbcta02 [k] [O]; 
liminfbela0395[k] [Ü]=b"'-téi03[k] [0]-1.96*desvpbcti:l03[k]]0]; 
liminfbet.a04 9S [ k) I O] =beLl04 [ ~] I 0) -1 . %*desvpbeta04 [ k I I 0) ; 
liminfbeta059C, [ k] [O I ~be\'<~05 [ k] [ Cl)-1. %' desvpbetaOS I k I I O I; 
lirr.irlfbet.Fll9S[kj[O)=belal [k] [0]-l. 96*desvpbetal [k] [O]; 
1ind nfbeta295 [k] [U)~beta2 [k] [O) -1. 96'd'3svpbeta2 [k] (Oi; 
1iminfbeta395[k] [UI ~DetaJ ( k) IC]-1. 96•dm;·,;pb<OI d3(kj [OI; 
liminflambdal095[K] [O]~lambdalO[k] [0)-
J.96'"ciesvplambda10[k] [O]; 
li<L;irlf1ambda2095[k] [O)~l ambdr,20 [k] [ G]-
1. 96kdesvplamoda?O [ k) [O); 
liminflambda12095[k] [0)~1ambd31201k] [0]-
1. 96*desvplambda120 [ k] [O]; 
liminfs10%[k] f0]=s10[k] [0]-J .9G'<iesvps10ik] [0); 
liminfs2U95[k]L0)=s20[k] [0)-l.96~ctesvps20(k] [O]; 
l imsupbet;a0190 [ k] [O] ~botaO] [ k) [O] +1. 64 4 9•·desvpbet a01[k] [O] ; 
limsupbeta0290[k] [r)]~beta02[k) [O]+] .6449'desvpbeta02[k) [O]; 
ll.m:..;upbe+.a0390[k] [O)=bsta03[k] [DJ+l.6<J49'desvpbeta03[k) ]O]; 
l imsupbet.a04 90! k] I O] =büta04 I k] [O] f] . 64 4 9*ci8svpbetaU4 [ k] [O]; 
limsupbeta0590[k] lO] ~betaOS[kj (O] +1. 64t,9•·desvpbeta05 [k] {0]; 
J imsupbetal 90[kl [O]-beta1 [k] r o: +1.644~~desvpbetal [k] [Oi; 
l imsupbcta?91l I k) [O] =tw.ta2 r k] [O]+ 1. 64 4 9*d8SVpbeta2 I k] [O] ; 
1 i msoJpbeta390 i k]l O) ~beta3 I k) [O] +1. 614 9'desvpbeta3 [Ir.) I O] ; 
l im.sup l alrobda1090 I k) [O) ~·lambdi:l 1 O I k] [O) l·l. 64 4 9"de.o;;vp l amb<ialO [ 
K] [OJ; 
: imsLipl ambda2090 I kj I 0]-lambdu/0 ( k] I O I o 1 • 64 4 9+de>Jvp] ambda20! 
k J I O I; 
ll.msupl nmbda12090 [ k] I O] laJllbdal20 I k I I O I t~. 64 4 9*desVf,llambda1 
20 I kl I o I; 
limsups1090 [kj [O] ~s] O l k) [O) 11. 614 9"desv~,;10 I k) [O] ; 
l.imsups2090 [k][O]=s20 [k] [l1] +1. 6449,..desvps20[k) [O]; 
1 i!;lsupbcta0195 [ k) [0) ~b.,ta01 [ k] I 0) 11. 96*desvpbetaCl [ k] I O] ; 
limsupbcta 0295 [ k] [O] =bstaO?. ( k] I O) I l . 96*desvpbeta02 [ k] [O) ; 
limsupbeta039S[k] [O]=beta031kl [Oj+l.96~dcsvpbeta0Jjk] [O]; 
limsllpbeta01%(k] [O]=betaO•l [k] [0]-11.96<·desvpbeta04 lk] [O]; 
l imsupbetq0595 [ k] [0.! =betq05 [ k] I O] +1. 96*desvpbeta05 [ k] [O] ; 
limsupbetal95 [k] [O]~beta1 [k] [0]+1.96*dosvpbet.al[k] [O]; 
l imt>upbela295[k] [O] =bNa2 [ k) [0] H .96*desvpbeta2 [k] [O]; 
llmsupbetil3951kl [O] ~beta3[ k) [O]Il.96~desvpbota3[k] [ 0); 
limsuplambda1095 [ k] [o I ~lambda10 [k I I 01 +1. 96'desvpJ ,,mbdalO [ kl 
I O]; 
l imsuf'l ambda20% 1 k] [O] =l ambda20 r k I (O I + 1 . 96*desvpl ambd~ 20 [ k I 
lO] ; 
limsuplambda12095[k][O]=J.ambdal20[k] [O] f1.96*rlesvplambdal20 
I k] , O]; 
llmsups1095[ k] IO]=s10[kj [O] +l.. 96*desvpsl0[ k] (O]; 
1 irnsups20951 k] ( O]=s20[k) {0] +1. 96~dcsvps?0[ k] (0]; 
I 
1~ quantidade intervalos 90~ que não contiveram o verdadeiro 
valor dos parâtn<Jt:ros*/ 
[pt lk=O;k<h; I fk) 
I 
i f ( lliminfbeta0J90[k] [O)>vbetaülll 
] i msupbeta0190 lkl [O] <vbeta01) I 
quantbetaO 1 90~quantbeta019ü+ l; 
i f ((iiminfbelêi0290[k] [fl]>vbHa02r I 
limslipbeta0290[k) [O] <vbeta02) l 
quantbeta02 9Q;qua ntbela 0290+ 1.; 
if li.linünfbeta03901k)[O]>vbeh\0311 
limsupbeta0390(k] {0]<vbeta03) I 
quantbe t.aO 3 90~quantbeta0390+1; 
if ((1iminfbei:a0490[k]IO]>vbcta0411 
l imsupbet" 04 90 [ k] í O I <vbcta 04 I I 
quantbeta0490=quantbeta0490i1; 
if (lliminfbeta0590[k) [O]>vbcta0511 
limsupbeta0,90[k] [O]<vbeta05)) 
quantbeta0590~quantbeta059011; 
i f ( (llminfbeta190 ( k) ! O] >31 r l Í.II\SUpbet.al 90 I k] lO] <3) J 
qua ntbet.a 1 90~qua n tbe tal 90+ l ; 
if ((liminfbet.a290[k][0)>311 Jimsupbcl,290[k][0)<3l) 
qua nlbcte/ 90~quan Lbe la2 90+ 1; 
i f I ( liminfbe~_a390 [ k] [O] >31 I limsu~but8390 [k] I 0] < .'J) ) 
qua nti:mt a] go-·quan tb<:"ta3 90+ l; 
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if llllrnlnf1cunbdal090(k)[0)>íl,l<l 
l imsupl ambàa109ü[ k) [O) <0. 1)) 
qu:in Ll ambd J 1 'J 9il=quan t lilrnixb 1 u:JO c 1; 
if :llir~inthmbct,:-:<BIJLV.JI0.~o.;,, 
J :lmsur·lambda:::'O~OI k ]I r,] <0.1): 
!]lliU t 1 a•rbrlr.:C 0')0-q ""r,- l amb,:!a ~ WIIJ' 1 ; 
j[ (lllmlnflan.bda~:CIJ<!IJ[k][•:]>u.~:ll 
JjNsuplambda1:il90(k) [O]<J!.?)) 
quan Ll ambdC!l2ü:JU~qua n:: 1 ambda 1 ~O 90t l ; 
if (lliminfs109U[kii01>G.~II 1imsur:slü<õ!O[ki(O <0.~,)! 
quan t s 1 090=qc~an;:.o 1 090+ 1; 
i.f ((l',n,i.nf:s2ü91![kj [Oj>O.C,] li•nCll:Ç,s:'U'lO[ki,Oi<C:.5)) 
qua nt s;::' G9ü~qc~ant.s /JJ90+ l ; 
I/ cobertura aos incervalos de ,-,rmfjanç:3 90l; 
cobe rt 11 r abet a I!: 90- ( ( h-qu" ntl:-et a li 19 ()) I h) •] ''"; 
cobe rt ur a beta 02 90~ I ( 11-qua" Lbe la O.C 9 il) /h) ' ] OC;; 
cobe r t uç aheta 03 go~ ( (h -qua ntbet:. l1 J'J r•) I h) • 1 o c;; 
colmt ~uuüwta04 9J~-I I h-quanlbe>ta 'J,jgl_l) /h) • 1 Ou; 
cob" rt lll ab<o lil OC>90~ I (h -qua ntbot ilO" 90 j /h) •-L o c;; 
cobertu::-abeta190= { 1 h-qu&rtlbetetC 'hJ 1/h) •1 00; 
cobe.rt ur i.Üo<:l La2 90= ( I h-qua n lbe t a2 90) I h) '1 OU; 
c:oberttnnbeta3 90~ { 1: h -qua n t bet aJ 90 I I h 1 •1 08; 
ccbertur<ol~mbdal09U-1 (h-quanllambdal iJQO) /h)~ 1UU; 
cobertura lambda 20 90~ I { h-quan ll ~mbà:12 ü9U! I h) ,_ 1 00; 
ccbe t·t u r a 1 ambd;c.l2 090= ( I h -quan t L ambdil 12C é! O )/h: • 1 00; 
cobert uras1 090,~- ( ( h-qu;;nt.sl 090) I h)· 1 00; 
cobe rt>H as2 O 90" ( : h-qu;;r, t ,;2 O 90) I iL! •1 (i C'•; 
/* quant:lrlaoe inte1~vnlos S!5't CJLh" t.ãc c--Jnr.iverõtrn '" ven:iadelro 
v<,ior do.s pnrâmetroo'"/ 
h),. lk-~O;k<h;tll:) 
if ':i<tm:n~beta0195(k](Oj>vbct:;1Ll)r 
1 imsupbe'::ilill 9C> [ k I [O] <vbetaOl) ) 
qu.'ln tbetaO 1 95c 'l''a n tbc Lnl195 1 l; 
it (lliminfbe~a0?:95[k][O]>vb<ela021 
limsupbeta02%(%] [O] <vbnta02)) 
qua n t beta 02 95~qua n ~bel a 02 9C> 1 1; 
; [ ((l Lrr>írd.Oeli>O:l9.~1kl [O]>vbetilO)I 
li msupbPt il0.1951 k I [O] <vbelaOJI I 
q1n n r ber a O 3'JS~qu<, nt.be r: il ü J 9~ ' 1; 
if l1 1 iminfbetn04"Sik]]ú]>vbetcw•ll 
J iclsupbeta04 9S I k I [OI <vbeta<J41 ) 
quan thelaO q 95"quantbct aOq % 1 1; 
if llliwinfbeta0595[k!IO]>vbctaU5] 
lim,Jupbota:JCJ9:.1kl (OI<vtwtaO!>)) 
quan tbetall5 95- quantbe ta 0!:'>95+ J ; 
i f ((l\minfbelal95[k]]0]>3]] limsupbctal<J5]k] [O]<J)) 
quilnlbe la1 95~quan tbe ta 1 9 5+ 1; 
i: (iliminfDota295[k] !0]>3]] li.rnCJUpbeta2'l5(k) [C]<Jii 
quantbeta2 95~quan t betiâ ~51 1 ; 
i t ((liwinfbet.a3%[k] [01>-'11 Umsupbela39~(k](O]<J) I 
quan tbeta3 9~~quantbeta3 95+ 1; 
i f (llimlnflambdal095[k) 10)>0.111 
] imsuplarr.odal0951 kj (O] <ü.lj) 
(:ua n t l an1bd ~ l O 9~i~qua" ll ilmbda lO 9~ I 1; 
i f l\limlnflambda2095[k] (0]>0.111 
limsup1ambdil20951kl [O) <0.1)) 
quant l ilmbda209~~guan t.l ambda2095+ 1 ; 
if llliminflamhdil120%/k)(0]>0.2]1 
lllnsuplambdaU095 I kl I O] <0.?) J 
qu~ntiambda12095~quantlambda1209Clil; 
if llliminfs1095[k] [0)>0.511 1in>supsl095[k] [0)<0.5): 
qu" n tsl 095-quants1 095+ 1; 
H ll:llninfs2095(k] [0]>0.511 limsups2095[k] [0]<;0.5)) 
quan ts 2U 95~quilnl "209~ H; 
!I coberturFL dos intervalos de confja"';a 9C.% 
cobe rt ur ;;b" ta O 1 '15= ( ( IL-quanlbet a0195) /h) + J 00; 
cobe rtur abeta02 95~ ( ( h-quantb,ta02<JC>) I h) * l 00; 
c:obe rtur:-abeta0395~ ( ( h-quantbet.a039.'l) f h) * 100; 
coberLurabetaOq95=( (h-quantbeta0495)/h)+lOO; 
cobe rtur abeta0595~ ( (h -qclantDetn 05'l5)/h) * 100; 
cober tu r abe Lal 95= I (h -quan tbeta 195) /h) * 100; 
cobe rt u rabeté\2 95= I ( h-quant.beta 2 95) /h) q 00; 
c-obertur abela3 ~5~ ( (h -quantbeta 3 95) /h) + 1 00; 
cobe rt.ur al ambdal O 95~ ( I h-quilntl atnbda 1 09!:'>) /h) * 100; 
c:obe r Lural ambda2 O 9.'>~ ( ( h-quant lambda20 9')) I h)' 100; 
c-obert LHal ambdal?. O g:-,~ ( ( h-quant 1 ambda 1209~) I h)' 1 00; 
cobcrturasl 095- ( ( h-quan t sl O 95) /h)* 100; 
cobertur as2095~ I I r. -quant s20 95 I I h J + l 00; 
/'"Média~ das ectimat·ivat", d<Js desvie>s pFLrlr:iP.s "dos C:VM dos 
eslimadores 'I 
lll<Odlabntao:'-meanc (betaOl); 
mcdlabeta02=me:;nc (beta02); 
medi abe ta03~meaJlC (bet aO]) ; 
mediabetaO~~meanc: (beLa04!; 
medi abet a05,"mcanc (beL aOS) ; 
"'"'di ilbe l al" mu'"'c ( bet ~ l ) ; 
med iabP.t <t2•me~ nc I beLa2) ; 
medi abet a3~me~nc (beta 3) ; 
med la l Jinbda1 O=wea nc (l arnbda 1 O) ; 
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~1edia 1 ambdaZO-"meatLC ( 1 '"rubda20); 
medi;, lar::Lbd31?0-'<neilJ"~ ( 1ambdg I i); 
:ned i"';] O~r;.emoc I,; lO I ; 
medi a.;;ZO~meaelc I a21) I ; 
belaGlurd=sortc (betaOl I; 
beta02ord=o;orlc lbet aO?); 
betaOJord~sortc (betaOJ); 
beta 04r.• rd"~ scn-L c 1 beta04 ) ; 
beta O :O o cd=o;c, r l '~ I bela05 I ; 
betuLJrd~soi:tc (betill I; 
beta2ord~sortc (beta2); 
beta3ord=surlc(bola3]; 
l ambcJa1 Oord=r;c,rt c (lambda 1 G I ; 
lam0da20oJ:d-CJol:lc(lambda~OI; 
1 ambdal2 O o rc--,;orlc ( 1 ambdil; 2 O i ; 
sl Oord-sc;rtc i slC I; 
s2 Oord~sort c I s 20 1 ; 
medianabeta 01-bela 01 ord I (h/ 2 1 - l 1 ( O l ; 
medianabetaO?.=betaU2ord( (h/2 I -li I Oi; 
medianaDeta 03=bet a 03o Ld I (h/ 2 I- J I [O] ; 
mcdi<Hlelbela04=beta04ordl (!l/2 1 -C I I O_!; 
mediar.abeta05~bet.a05ord I (h/?. 1-11 ( ;)j; 
medianabetal-betill ord i ( h/21 -li [O]; 
medi ->nuheta2~beta2ord [I h/2 i -l J [(I]; 
medianabeta3~heta3ord li h/21-ll [O I; 
mediana1ambda1 O=lambdalüor:d [ ( h/2) -l] I DI; 
mediana1amhdil?0~1 ambd~20ord ( 1 h/ L)-: I I lll; 
medi:,naL:.mbdal20=l c;mbdal20ord[ (h/2! -li I OI; 
medianaslO~slOor-d[ lh/21-11[0); 
medianas:OO=s20crd( (h/2)-11 [O]; 
medi adpbeta 01 =me a nc I desvpbc La01 1 ; 
medi M.dpbeta 02=mea nc ( desvpbet 3 O? I ; 
r.1e<Cli adpbcta 03~rneanc I desvpbe-:a 03 I ; 
medi adpheta 04 =mean·~ ( dcsvpbeta04 1 ; 
m"di m.lpb"' lil 05=meanc ( desvpbeta OS 1 ; 
medL:tdpbetal=meanc (dP.svpbeU,1); 
mediadpbeta2=meanc I desvpbet a2) ; 
medi ar;lpbetii 3=meanc I dcsvpbcl a 3) ; 
mcdiadpl ambde 1 0-mean•' ( desvpl.eunJ"Jda 1 O I ; 
mediadf-ll ambda2 O~meanc ( desvpla111bd'-' 2 O) ; 
medi;;dpl ambda 120=mea nc ( desvplwr.bd'-' 1201 ; 
med iadps 1 o~meanc ( des l'psl o) ; 
med Ladps 20=mcwnc ( desvps;>O) ; 
me<l: ""'l1Hbeca01 ~me une ( aqmbet ~ 01 i ; 
medi aeqmbeta 02 me a rtc ( e<.jmbet:a02 I ; 
medi aeqmbeta 03~mea nc ( eqmbeta 03 I ; 
medi. a eCjmbeta 04~mea nc I eqmbeta 04 I ; 
medi a eqmbet a 05=mea nc I eqmbeta 05 I ; 
medi aeqmbet a] ~mean c I eqmbet a] I ; 
mediaeqmbeta2-cmcanc ( cqmbcta2 i ; 
medi aeqmbeta3=meanc I eqmbet a31 ; 
medi aeqmlambaa 1 O~meanc ( eqml ambdal O I ; 
medi aeqml ambda20~meanc ( eqml ambda20 I ; 
n1ed i aeqml ambdal zo~meanc I eqml ambda12 O I ; 
mediaeqms1 0~1neanc ( "CJillS 10) ; 
mediaeqms20~meanc ( eqms20) ; 
;~desvios padn3e6 das estimativas, dos desvios padrOes e dos 
C:QM dos estimadores+ I 
desvpiibetaOl=sgrt (vare (betaOl I I; 
desvpabetcJ02= sqrt (varclbetaü21 I; 
desvpabeta03~sq t-t (v a r~ c I beta03) I ; 
desvpabeta04= sqrt (varclbeta04 I I; 
desvpabetaO&= sqrt I v a r c ( beta05) I ; 
desvpabetal= sqrt (varc(betal I); 
desvpabeta2~ sqrt_(varclbeta21 I; 
desvpabeta3• sqrt(varclbeta31 I; 
desvpalambda 1 O~sqrt (v a r c ( l ambda 1 O I I ; 
desvpalambda20~ sqrtlvarc(lambda2UJ ); 
desvpAlanibda120=sqrt (vare llambdal20)); 
desvpaslO- sqrt{varc(s10) I; 
desvpas2C= sqrt(varc(s201 I; 
dpdpbeta01=sqrt{varcldesvpbeta011); 
dpdpbeta02=sqrt{varc(desvpbeta02)); 
dpdpbeta 03=sqrt {v a r c ( desvpbeta03) ) ; 
dpdpbeta04=sqrt(varc(desvpbeta04)); 
dpdpbetaG5=sqrtlvarc(desvpbeta05)); 
dpdp0cta1=sqrt I vare (desvpbetal) I; 
dpdpbela2=sqrtlvarc(desvpbeta2) ); 
dpdpbeta3-sqrt(varc(desvpbeta3) ); 
dpdp l ambda 1 Ü"S'-1 rt (v a r c I desvpl ambda 1 O I I ; 
dpdplambda20=sqrt(varc(desvplnmbda201 l; 
dpdpl Jmbdal2 O=sqrl (vai c ( desvpl ambda 120 I ) ; 
dpdps 1 O=sq L t (v a r c I desvpsl O) ) ; 
dpdps20=sqrt (varc(desvps201); 
dpGqmbe taOl ~sqr:_ (v a r c I eqmbeta 01 I I ; 
dpeqmbeta02-sqrt (v a r c I eqrnbet a 02 I ) ; 
dpeqmbeta 03"sq r:-t (v a r c I eqmbet a 0.1 I I ; 
dpeqmbeta 04 ~sq r t (v a r c ( eqmhet a 04 I I ; 
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dpeqnlbeta05~sqrt (VáL'c ( e<.Jinbct an:,l I; 
dpGqmbet c!l~sq rt ! v a r c: ( Rqmbe La l ) ) ; 
dpeq1nbct a:'~sq rt I v a r c: ( eqn1bet a?) ) ; 
dpeqmhP.T n.l=S(JI L {v a,-,, 1 cqmbet !'13) :'; 
dpeqmLrmbdEi 1 ú=sq 1 t : vn r c I Gqm I alllbJa lO! I ; 
dpeqmlamhda20~s~rt (vau:íec;r.llambd"?OI); 
dpcq:nl ambda 120<>'1 rt· I v a r c: ( P.<]HLl arobdc. 12 (i) i ; 
dpCCJIIlS1 0~1oyrt ( V<l ,-,-, ( ióqms1 CJ) ) ; 
dpeqms2fJ-=,>qrt I va!-<C I eq~ts2G I J; 
//SAHJA 
prillt ("\n medias gere. i,- dcs tP.InJ-"-'-'• das vQr~ar,ci ~s G 
correla.-;aü na vo~t"'J""' vl", 
rne<~L:>c:Je rn l t_ l v l -m"d; .'li.Je r a 11 :'v] -m'-'d i ava r t1 v l -",ed i a vart :C v 1 
~rnedia,-ücrvl I; 
printl"\n media-s qeraic; dos teillf-''-'"• rla0 V~Li~nci~s e 
c·~r~ol.~,;~o ,-,!'1 ·vnl '--"'JP.t:' v?", 
medi a<Je r" li. l v2 -mrod i "'ler:all?v /'-:nodi ilV'' r1·] v2-med i H v~' L2v~ 
-lnAdiacorrv?); 
prínt("\n medias •Jerais cios LP.Illl~cs, de~s vari~r1eias eo 
corrclaç<Jo na voltagem vJ" 1 
mcdie~geréll L lv3-m>'ldiaqeo-, l \ 2v .J-me--:1 i a v co ,-t; v 'l ~mediavart2v3 
-wediacorrv_O); 
prinL("\;-r dp da~; meaias, variancias e c:·:>rrel~coes na vo1tc.>gem 
vl" 1 
de.s vpwed i" s t.l v 1 -desvpmedias t ;év1-dc.s•.rpv!l.t' L1 v l -
dcmvpv;, ,-t_/v 1 -de e_ VfJ<:"u r rvl I ; 
pTint("\n op das media6, vari.•lJtcius e r-otrelél<'OOG na vo1(agom 
v2", 
des Vl--'meoi as L1 v2 -desvpmed i as t 2v 2-des•rpva' 1:1 v2-
de.ovpva rl2v2 -desvpco r r v:' ) ; 
ptint("\n dp dus medias, vati"n<'iils e cc:.rreLJcoes na volrnge'" 
v3", 
desvpmedi as l1 v 3-d<."S'.rpmed i ast21' 3-dflS'tpva rt 1 v3-
de~ VJ--'V ·" rt ?v3 ~Josvpcor r v :J) ; 
prjntl"\n\,-, EMV ", br,t>J0l-~eta02-betaúJ-bet-"01-bet·.,CJC,­
bet" 1 -beLa 2 -bel a3-
1 !l.mhda 1 O- J arnb,ja20-l a~t.bda 1 ;:oo-.s J o- 3 :?0 1 ; 
print 1"\r,\n desvi~c; padroe,; emv", 
rlesvpt,e l a O 1-d;w-vphet<J 0!-desvpl-<Jt o 03-desvpbetaO 4-
de3 VJC>bet a 05-desvpbe la l -desvpbe ta 2 -de.ovpbct a 3-
desvp l Clinbdal O-de.svpl ambd920 .. desvp 1 amb-.:!!'112 0-
desvps10-desvps20); 
prillt ("\n IC 90% da,; cmv:" 
( l j mini beta O] 90-limsLJpbeta OJ 9 O) , 
( L i m in fbe ta 0290-1 imsupbGta 02 90 I , 
( lln-.i n fbeta0390-1 i r;JSU[Jbeta 03 ~O) , 
( l imi n fbet aO~ 90- l i msupbet:a04 ~O 1 , 
( l imi nfbeta 0590-1 i msupbo ta05~ O) , 
( I. imi n fbela 1 90-l imsupbet al90 I , 
(l imi n fbeta 2 90-limsupbeta 2 90 I , 
( 1 imi n fbeta390-l imsupbeta 3 90) , 
( 1 imi n f lambda1 O 90-1 imsupl an1bda 1090) , 
( 1 lmi n f l ambdi!2090-l imsupl amhda2 O SIO 1 , 
llimi n f 1 ambda l ?O 90-limsup1ambdcd 2090 I , 
I 1 ir~ in fs 1 090-limsups 1090) , 
(I iminfs209Ci-limsups2090)); 
print_ 1"\n rc <Jr,% das emv'" , 
(1 imi n fbe ta 0195-1 i msupbet a 0195 I , 
(i i minfb0ta0295-1imsupbeta02 951, 
( .l iminfbet.a0395-l imsupbeta03 9~1 I 1 
( 1 imj n fbe ta 04 g5-l imsupbeta04 95) , 
I 1 imi n tbe ta 0595-li msupbe L a 05 Sl5) 1 
( limi n fbet a 195-1 imsupbet a 195 I , 
( l imi nfbe la? 95~ 1 imsupbeta2 95) 1 
( 1 i min fbeta 3 95 ~ l imsupbeta3 95) , 
(1 imi n fl ambdi!l O 95-1 imsLJpl ambda 1 095) , 
1 lími nfl ambdEJ2095-limsuplambdaZ095), 
( l i nü n fl ambda l2 095-1 imsup1ambda 1 20 95) , 
( 1 imlnfsl 095-limsupsl 095), 
( liminf.s2095-limsups2095)); 
print 1"\n coberturas IC 90%:", 
coberturabetaOJ 90~ 
coberturabeta0?90-
c:ober t urubeta0390-
c:oberturabeta0~9Ci­
cooerLu rabet a 05 98-
cobe t't u rabeta 190-
cobe rt urabct a2 90~ 
cobert u rabeta-' 90~ 
cober Lu r a lambda l 090-
cobel"tULal ambda209f)-
cobe rt ura 1 awbda1 2090-
cobert u r as 1 O go-
<Coberturas20901; 
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!='rlnt ("\11 cobBrtlJ<?:"l IC ~,-,~: 
:::oLert LI r abBt a 0195-
cob,rt urabeLa<l2 '35-
cobc r L LlrabelaiJJ96-
cobe r t ur abet a04 9C,-
coDe rt LI rabeta D595-
cobe r~ u nbeta 1 'l5-
cobcrL u rabe ta L 90>-· 
ccbe rt u r õtbeta 39:,-
c;cbP.rturalanbrlal 095-
cobe rt u r a 1 ambd;; 2 095-
cobP. rt u ~-a l il.mbda 12 090>-
cobe r tu n1,; l ü9':>-
cobcrtur:-.s20951; 
9ri.nr. ( "\n\n medias E:MV 
medi abeta O l-medi abec a 02 -me à i abet a 03-
medi abe ta 04 -m,di aboL ~ 05-mcd i êlbe la~ -mediabeta2-
medi abetn3-mP.d i a l ambdC>l O -~lAri i a l ambda;' 1,-medi a l a mUda 120-
mediasl 0-m<õdi a.~20); 
pri "L ( "\n\n medlanc~,; E:MV ", 
'"cdi anabec-,01 ~media na beta 112 ~rr,edi anabet a03-
mcdi 3nabet ~0,1 -med ianabeta OS-medi anabct a 1 -m""r:l i aiHbP.uú'-
mcdi aJI<ibE't a3-•ned i anal ambdill 0-1~cdi '' II<ll awbda2 o-
medi anal ambda! 20-med -L ar1as 1 0-med i anas2 J I ; 
prir1t ("\n\n media<> desvios P"droes", 
medi adpbeta 01-med iadpbec a02-mcd i adpbet a 03~ 
rned i adpbel- a 04 -med.i adpbet a05-med i adpbe ta J -medi adpbet a2-
medi adpbet ~ 3-meai adpl anbde<l :J-medi adpl ambda 2 o-
rned i ildp l ambda l20-med i adps 1 0-merl i adps2 O I ; 
print ("\r,\n rredias E:ÇH das enw", 
medi aeqmbet aO l-media eqrn'oeta 02 -1nedi aeqmbet a03-
medi ê.eqmbel a01 -media eqrnbeta 05-medi aeqmbeta 1 -
medi aeqmber_a;> -medi n BqmbeT.!:l3-med i aeqml ambda 1 O-
medi ileqml ambcb2 O-medi aeqmla1nbda 12 O-
mediaeqmsl0-mediaeqms201; 
print ("\n\n riesvios padroes das emv", 
deGvpabe La ()l -deo;vpabc ta02-desvpab<õ t a03-
oetJVpabeta 04 -desvpabe L; CJ.S-dAsvpil.be t.a l -desvpabP.t a.<-
dcsvpabeta 3-Uesvpa l ambda 1 O~det. vpa l arnbda 2 O-
desvpalambd~l20-desvp~510-dcsvpas20); 
print ("\n\n desvios padroes dp das emv", 
d>'d~obeta 01 -dpdpbct ~02 -dpdpbc.t ~03-
dpdpbe ta04 -dpdpbc t a05-dpdpbeta 1 -dpdpbela 2-dpdpbet ~ 3-
dpdp 1 ambda l 0-dpdpl ambda?O-dpdp l ambda l20-
dpdpsl0-dpdps20); 
prir1t ( "\n\n dP.svios padroes eqm ", 
d~uqmbc ta O 1-dpeqmbeti\02 -dpeqmbeta 03-
dpeqrrbe ta O 4 -dpeqm[Jet<:;OS-dpeqmbeta 1 -
dpeqrnbe ta 2 -dpeCJrnbeta 3-
dpeqml ambd~ 1 0-dpeqml ambda:'O-
dpeqml ambd<1 12 0-dpeqms 1 0-dpeqms 20 I ; 
f't-in1: ("\nln amostra,; que 11ao convergiram: q-rl; 
print ("\n\n amostras que convergiram e ni!o satisfizeram ~ 
condicao impost n nns P.stimali v as: ",~-e I; 
pr in L ( "\n\n 
' 
condicao óe betaOl na o foi sati.s fei til; 
r-Bll; 
[-Jrint 1"\n\n o condi.cao 
'" 
beta02 11LIO foi satisfeita; 
r-e21; 
pri nt ( "\n\n o condicao 
'" 
beta03 nao foi satisfeita: 
r-e3); 
print ( "\n\n 
' 
condi c ao óe beta04 000 foi t>atisfeita: 
r-e4 1; 
print ( "\n\n 
' 
co,dicao óe b•na05 na o foi sati:;íeita: 
r-e5 J; 
pci r:t ( "\n\ n 
' 
condicao de betal co o to i sati5ftdl.a: 
r-u51; 
print ( "\n\ n o condi c ao de beta2 na o foi satisicoit.a: 
r-e7); 
prin1: ( "\n\ n 
' 
condicao de beta3 coe foi satisfeita: " 
' r-e8); 
prinl ( "\n\n amostras co o po:-obl emas nas matrizes de 
covariancias: " e-h); 
' 
print ("\n\" telllf-'O de execucao: ", timespall (time)); 
I 
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