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Abstract. We consider kinetic and associated macroscopic equations on networks. The general
approach will be explained in this paper for a linear kinetic BGK model and the corresponding limit
for small Knudsen number, which is the wave equation. Coupling conditions for the macroscopic
equations are derived from the kinetic conditions via an asymptotic analysis near the nodes of
the network. This analysis leads to the consideration of a fixpoint problem involving the coupled
solutions of kinetic half-space problems. A new approximate method for the solution of kinetic
half-space problems is derived and used for the determination of the coupling conditions. Numerical
comparisons between the solutions of the macroscopic equation with different coupling conditions
and the kinetic solution are presented for the case of tripod and more complicated networks.
Keywords. Kinetic layer, coupling condition, kinetic half-space problem, net-
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AMS Classification. 82B40, 90B10,65M08
1. Introduction. There have been many attempts to define coupling conditions
for macroscopic partial differential equations on networks including, for example, drift-
diffusion equations, scalar hyperbolic equations, or hyperbolic systems like the wave
equation or Euler type models, see for example [7, 10, 9, 3, 2, 15, 1, 20, 41, 6, 29, 14]. In
[14, 29] coupling conditions for scalar hyperbolic equations on networks are discussed
and investigated. [1, 20, 41] treat the wave equation and general nonlinear hyperbolic
systems are considered in [9, 3, 2, 15, 6]. We finally note, that, for example, for
hyperbolic systems on networks there are still many unsolved problems, like finding
suitable coupling conditions without restricting to subsonic situations.
On the other hand, coupling conditions for kinetic equations on networks have
been discussed in a much smaller number of publications, see [21, 30, 8]. In [8] a first
attempt to derive a coupling condition for a macroscopic equation from the underlying
kinetic model has been presented for the case of a kinetic equations for chemotaxis.
In the present paper, we will present a more general and more accurate procedure.
It is motivated by the classical procedure to find kinetic slip boundary conditions
for macroscopic equations based on the analysis of the kinetic layer [4, 5, 23, 24,
40]. In this work, we will derive coupling conditions for macroscopic equations on
a network from underlying microscopic or kinetic models via an asymptotic analysis
of the situation near the nodes. To explain the basic approach we concentrate on a
simple linear BGK-type kinetic model with the linear wave equation as the associated
macroscopic model. More complicated problems and, in particular, nonlinear models
will be discussed in future work.
The paper is organized in the following way. In section 2 we discuss the kinetic and
macroscopic equations and the boundary and coupling conditions for these equations.
In section 3 kinetic boundary layers are discussed, as well as an asymptotic analysis
of the kinetic equations near the nodes. This leads to an abstract formulation of the
coupling conditions for the macroscopic equations at the nodes based on a fix-point
problem involving kinetic half-space equations. In the following section 4 an approx-
imate coupling condition is derived based on the so called Maxwell approximation of
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the half-space problem. A refined method to determine the solution of the half space
problems is derived, compared to previous approximate solution methods for half-
space problems and applied to the problem of finding accurate coupling conditions
for the macroscopic equations in sections 5. Moreover, the macroscopic equations on
the network with the different coupling conditions are numerically compared to each
other and to the full solutions of the kinetic equations on the network in section 6.
The results show the very good approximation of the underlying kinetic model by the
macroscopic model with the new coupling conditions.
2. Equations and boundary and coupling conditions. We consider the
linear kinetic BGK model in 1D for x ∈ R, v ∈ R.
∂tf + v∂xf = −1

(
f −
(
ρ+
v
a2
q
)
M(v)
)
(2.1)
with the Maxwellian
M(v) =
1√
2pia2
exp
(−|v|2
2a2
)
,
where
ρ =
∫ ∞
−∞
f(v)dv, q =
∫ ∞
−∞
vf(v)dv.
The associated macroscopic equation for → 0 is the wave equation
∂tρ+ ∂xq = 0
∂tq + ∂x(a
2ρ) = 0 .
(2.2)
To illustrate the influence of the underlying kinetic model on the coupling con-
ditions for the macroscopic equations, we also consider the following equation with
bounded velocity space v ∈ [−1, 1]
∂tf + v∂xf = −1

(
f − (ρ + v
a2
q)
1
2
)
(2.3)
with a2 = 13 or
∂tf + v∂xf = −1

(
f − (ρ
2
+
3
2
vq)
)
(2.4)
with
ρ =
∫ 1
−1
f(v)dv, q =
∫ 1
−1
vf(v)dv .
The associated macroscopic equation is again (2.2) with a2 = 13 .
2.1. Boundary conditions. For x ∈ [0, b] we prescribe for the kinetic equation
f(0, v), v > 0, f(b, v), v < 0.
For (2.2) the boundary conditions are given in characteristic variables [39]. The
corresponding Riemann Invariants are
r1/2 = q ∓ aρ. (2.5)
As boundary data the value of q + aρ at the left boundary and q − aρ at the right
boundary are prescribed.
2
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Fig. 2.1. Node connecting three edges and orientation of the edges.
2.2. Coupling conditions. If these equations are considered on a network, it is
sufficient to study a single coupling point. At each node so called coupling conditions
are required. In the following we consider a node connecting n edges, which are
oriented away from the node, as in Figure 2.1. Each edge i is parametrized by the
interval [0, bi] and the kinetic and macroscopic quantities are denoted by f
i and ρi, qi
respectively. A possible choice of coupling conditions for the kinetic problem are given
by
f i(0, v) =
n∑
j=1
cijf
j(0,−v), v > 0, (2.6)
compare [8]. The total mass in the system is conserved, if
n∑
i=1
cij = 1 (2.7)
holds. In the following we use the vector notation
f+ = Cf−, v > 0 ,
where f+ = (f1(0, v), . . . , fn(0, v)) and f− = (f1(0,−v), . . . , fn(0,−v)). The cou-
pling conditions for the macroscopic quantities are conditions on the characteristic
variables
ri2(0) = q
i(0) + aρi(0)
using the given values of
ri1(0) = q
i(0)− aρi(0) .
We refer to [15, 22] for systems of macroscopic equations on networks. In the following
we will derive, via asymptotic analysis, macroscopic coupling conditions from the
kinetic coupling conditions (2.6).
3. Boundary and coupling conditions for macroscopic equations via
kinetic layer analysis.
3.1. Boundary conditions. A kinetic layer analysis, see [4, 11, 17, 22], at the
left boundary of the interval [0, b], i.e. a rescaling of the spatial variable in equation
(2.1) with , gives to first order in  the following stationary kinetic half space problem
for x ∈ [0,∞]
v∂xϕ = −
(
ϕ−
(
ρ+
v
a2
q
)
M(v)
)
, (3.1)
3
where ρ and q are the zeroth and first moments of ϕ. At x = 0 the boundary conditions
for the half space problem are
ϕ(0, v) = k(v) = f(0, v), v > 0 .
On the left side, i.e. at x = ∞, a condition is prescribing an arbitrary linear
combination of the invariants of the half-space problem < vϕ > and < v2ϕ > . Here,
and in the following we use the notation < ϕ >=
∫
ϕdv and < ϕ >+=
∫
v>0
ϕdv or
< ϕ >−=
∫
v<0
ϕdv. We use the values of the first Riemann Invariant (2.5) r1 = q−aρ
of the macroscopic system (2.2) to fix
<
(
v − v
2
a
)
ϕ >= r1.
The boundary condition for (2.2) is obtained by determining r2 from the asymp-
totic solution of the half space problem and setting r2 = q∞ + aρ∞. The values ρ∞
and q∞ are the macroscopic quantities associated to the solution of the half-space
problem at infinity, which has the form
ϕ(∞, v) =
(
ρ∞ +
v
a2
q∞
)
M(v) .
The solution of the half space problem is also used to determine the outgoing
distribution
A[k](v) = f(0, v) = ϕ(0, v), v < 0 ,
where the notation A is used for the so called Albedo operator of the half space
problem. The structure of a half space problem is illustrated in Figure 3.1.
f
v
x = 0
k(v)
A[k](v)
x
ρ
x∞
(ρ, q)(ρ∞, q∞)
x = 0
Fig. 3.1. Illustration of the half space problem
3.2. Coupling conditions. We use the corresponding procedure to determine
the coupling conditions for the macroscopic equations.
Starting from the kinetic coupling conditions
f i(0, v) =
n∑
j=1
cijf
j(0,−v), v > 0
4
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x∞
x∞
x∞
C
Fig. 3.2. Illustration of a three way junction. Three connected half spaces.
we determine the coupling conditions for the macroscopic equations in the following
way. We use the kinetic coupling conditions to obtain conditions on the in- and
outgoing solutions of the half space problems on the different arcs. That means
ϕi(0, v) =
n∑
j=1
cijϕ
j(0,−v), v > 0
or, if we denote the ingoing function of the half-space problem on arc i by ki(v), v > 0
and the outgoing solution by Ai[ki](v), v < 0
ki(v) =
n∑
j=1
cijA
j [kj ](−v), v > 0 . (3.2)
This is a fix point equation for ki, i = 1 . . . , n. Additional conditions are needed
to solve the half-space problems, i.e.
<
(
v − v
2
a
)
ϕi >= ri1
with ri1 = q
i − aρi. The coupling conditions for the wave equation are conditions on
the outgoing characteristic variables at x = 0. We define
ri2(0) = q
i
∞[k
i] + aρi∞[k
i].
The main task is now to find tractable expressions for these coupling conditions.
In the next section we discuss the so called Maxwell method to solve the half-space
problem approximately and the resulting approximate coupling conditions. In further
sections a new refined method to determine the solution of the half space problems
based on half moment equations is derived and applied to the problem of finding
accurate coupling conditions. Finally, the results are compared to full solutions of the
kinetic equations on the network and to other approximate solution methods for the
half-space problem.
4. Approximate solution of the half space problem via half-fluxes and
approximate coupling conditions. To solve kinetic half space problem approxi-
mately a variety of different methods can be found in the literature. Approaches via
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a Galerkin method can be found in [16, 32, 31]. Approximate methods to determine
only the asymptotic states and outgoing distributions can be found in [25, 33, 34].
For the determination of the macroscopic boundary conditions we use in this section
a simple approximation, the so called Maxwell approximation, see [36, 35].
4.1. Approximate solution of the half space problem. We use the equality
of half-fluxes
< vk(v) >+=< v
(
ρ∞ +
v
a2
q∞
)
M >+
to obtain one condition. Together with the first Riemann Invariant
q∞ − aρ∞ = q − aρ = r1(0) = C = const.
this determines ρ∞ and q∞. This can be rewritten as(
a 1√
2pi
1
2
−a 1
)(
ρ∞
q∞
)
=
(
< vk >+
C
)
with the solution(
ρ∞
q∞
)
=
1
a
(
1√
2pi
− 12
) ( < vk >+ −C2
a < vk >+ +
aC√
2pi
)
.
The outgoing distribution is approximated by
ϕ(0, v) =
(
ρ∞ +
v
a2
q∞
)
M(v), v < 0.
Remark 1. For bounded velocity space and equation (2.3) we have(
1
4
1
2−a 1
)(
ρ∞
q∞
)
=
(
< vk >+
C
)
. (4.1)
4.2. Approximate coupling conditions. The fix-point problem (3.2) is in the
present case approximated by the problem
ki(v) =
n∑
j=1
cij
(
ρj∞[k
j ]− v
a2
qj∞[k
j ]
)
M(−v), v > 0.
Thus, the asymptotic values are determined by(
a 1√
2pi
1
2
−a 1
)(
ρi∞
qi∞
)
=
( ∑
j cij
(
ρj∞
a√
2pi
− qj∞2
)
ri1(0)
)
. (4.2)
These values can be assigned to the states of the wave equation (2.2) at the coupling
point by
ri2(0) = q
i
∞ + aρ
i
∞.
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Summing the first equation of (4.2) for all i = 1, . . . , n and using the conservation
property of the kinetic coupling conditions (2.7) directly yields the conservation of
mass in the macroscopic variables
n∑
i=1
qi∞ = 0. (4.3)
In the special case of a uniform node, i.e. cij =
1
n−1 for i 6= j and cij = 0 for i = j we
have
a
1√
2pi
ρi∞ +
1
2
qi∞ =
1
n− 1
∑
j 6=i
(
a√
2pi
ρj∞ −
qj∞
2
)
.
Multiplying by
√
2pi and adding
√
2pi
n times (4.3) we obtain
aρi∞ +
√
2pi
2
n− 2
n
qi∞ =
1
n− 1
∑
j 6=i
(
aρj∞ +
√
2pi
2
n− 2
n
qj∞
)
i = 1, . . . , n.
These n equations are not linearly independent and they can be reformulated as
aρi∞ +
√
2pi
2
n− 2
n
qi∞ = aρ
j
∞ +
√
2pi
2
n− 2
n
qj∞ i, j = 1, . . . , n , i 6= j.
Thus we have found a macroscopic invariant at the coupling point, i.e.
ρ+
√
2pi
2a
n− 2
n
q. (4.4)
Remark 2. For bounded velocity space we have
1
4
ρi∞ +
1
2
qi∞ =
∑
j
cij
(
1
4
ρj∞ −
qj∞
2
)
.
For a uniform node this leads to
ρi∞ +
2(n− 2)
n
qi∞ = ρ
j
∞ +
2(n− 2)
n
qj∞
and to the invariant
ρ∞ +
2(n− 2)
n
q∞. (4.5)
For example for n = 3, we obtain for the above invariant (4.4) a factor
√
6pi
6 ∼ 0.72360
for a2 = 13 in contrast to the value
2
3 for the bounded velocity case. Thus although
the kinetic coupling conditions and the macroscopic equations (2.2) are identical we
obtain different coupling conditions for a model with bounded velocity, since the half
space problems are different.
Remark 3. Another direct approach to obtain coupling conditions for the wave
equation has been used in [8]. Using a full moment approximation of the distribution
function in the case of bounded velocities, i.e. using
f±(v) =
ρ
2
± 3
2
vq, v ∈ [0, 1]
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in the kinetic coupling conditions (2.6), one obtains after integration over the positive
velocities
ρi∞ +
3
2
qi∞ =
∑
j
cij
(
ρj∞ −
3
2
qj∞
)
.
This leads, for a uniform node, to the invariant
ρ∞ +
3(n− 2)
2n
q∞ . (4.6)
In the case of unbounded velocities we obtain
ρi∞ +
√
2
a
√
pi
qi∞ =
∑
j
cij
(
ρj∞ −
√
2
a
√
pi
qj∞
)
.
and the invariant
ρ∞ +
√
2
a
√
pi
(n− 2)
n
q∞ . (4.7)
5. Coupling conditions via approximation by half-moment equations.
In this section we develop a refined method to solve the half-space problem based
on a half moment approximation and use it for the derivation of refined coupling
conditions. We begin with the case of equation (2.3). For further approaches to the
approximate solution of half space problems we refer to [25, 33, 37].
5.1. The case of a bounded velocity domain. Consider the linear BGK
model with bounded velocities (2.4) and the corresponding limit equation (2.2).
5.1.1. Half moment equations. We determine a half moment approximation
for the half-space solution, compare [8]. We define
ρ− =
∫ 0
−1
f(v)dv , ρ+ =
∫ 1
0
f(v)dv ,
q− =
∫ 0
−1
vf(v)dv , q+ =
∫ 1
0
vf(v)dv .
(5.1)
As closure assumption we use the following approximation of the distribution function
f by affine linear functions in v to determine half-moment equations, see [8] and
references therein.
f(v) = a+ + vb+, v ≥ 0 and f(v) = a− + vb−, v ≤ 0 .
One obtains
ρ− = a
− − 1
2
b− , ρ+ = a
+ +
1
2
b+ ,
q− = −
1
2
a− +
1
3
b− , q+ =
1
2
a+ +
1
3
b+
8
and ∫ 1
0
v2f(v)dv = −1
6
ρ+ + q
+
 ,
∫ 0
−1
v2f(v)dv = −1
6
ρ− − q− .
Finally, integrating the kinetic equation with respect to the corresponding half-spaces,
we get the half-moment approximation of the kinetic equation as
∂tρ
+
 + ∂xq
+
 = −
1

(
ρ+ −
(
ρ
2
+
3q
4
))
∂tq
+
 + ∂x
(
−1
6
ρ+ + q
+

)
= −1

(
q+ −
(ρ
4
+
q
2
))
∂tρ
−
 + ∂xq
−
 = −
1

(
ρ− −
(
ρ
2
− 3q
4
))
∂tq
−
 + ∂x
(
−1
6
ρ− − q−
)
= −1

(
q− −
(
−ρ
4
+
q
2
))
.
(5.2)
Introducing the even-odd variables
ρ = ρ
+
 + ρ
−
 , ρˆ = ρ
+
 − ρ− ,
q = q
+
 + q
−
 , qˆ = q
+
 − q− ,
we can rewrite the system as
∂tρ + ∂xq = 0
∂tq + ∂x
(
−1
6
ρ + qˆ
)
= 0
∂tρˆ + ∂xqˆ = −1

(
ρˆ − 3
2
q
)
∂tqˆ + ∂x
(
−1
6
ρˆ + q
)
= −1

(
qˆ − ρ
2
)
.
Obviously, the half-moment model has again the wave equation (2.2) as macroscopic
limit as  goes to 0.
5.1.2. Half space-half moment problem. Rescaling the spatial variable in
the half-moment problem with  one obtains the following half-space problem for
x ∈ R+

∂xq
+ = −
(
ρ+ −
(
ρ
2
+
3q
4
))
∂x
(
−1
6
ρ+ + q+
)
= −
(
q+ −
(ρ
4
+
q
2
))
∂xq
− = −
(
ρ− −
(
ρ
2
− 3q
4
))
∂x
(
−1
6
ρ− − q−
)
= −
(
q− −
(
−ρ
4
+
q
2
))
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or 
∂xq = 0
∂x
(
−1
6
ρ+ qˆ
)
= 0
∂xqˆ = −
(
ρˆ− 3
2
q
)
∂x
(
−1
6
ρˆ+ q
)
= −
(
qˆ − ρ
2
)
.
(5.3)
We have to provide boundary conditions for ρ+(0) and q+(0), as well as a condition
at x =∞
q∞ − aρ∞ = r1(0) = C.
Then, the half space problem can be solved explicitly. We determine a solution up to
3 constants which will be fixed with the above 3 conditions. First, we observe, that
we have 2 invariants
q = C1 = const
−ρ
6
+ qˆ = C2 (5.4)
From the last equation in (5.3) we can deduce that at x =∞
qˆ∞ =
ρ∞
2
.
Combining this with (5.4) gives ρ∞ = 3C2 or qˆ∞ = 3C22 . From the third equation of
(5.3) we obtain ρˆ∞ = 3q2 =
3C1
2 . This simplifies (5.3) to
q = C1
ρ = 6qˆ − 6C2
∂xqˆ = −
(
ρˆ− 3
2
C1
)
∂x
(
−1
6
ρˆ
)
= − (−2qˆ + 3C2) .
The ODEs for ρˆ and qˆ have the solutions
ρˆ = γ exp(−2x
a
) + γˆ exp(
2x
a
) +
3C1
2
qˆ =
a
2
γ exp(−2x
a
)− a
2
γˆ exp(
2x
a
) +
3C2
2
Since we are looking only for bounded solutions we are left with
ρˆ = γ exp(−2x
a
) +
3C1
2
qˆ =
a
2
γ exp(−2x
a
) +
3C2
2
q = C1
ρ = 3aγ exp(−2x
a
) + 3C2.
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The three parameters are fixed with the 3 conditions mentioned above. At x = 0
inflow data is given
1
2
(q(0) + qˆ(0)) = q+(0)
1
2
(ρ(0) + ρˆ(0)) = ρ+(0)
and the Riemann Invariant at x =∞ gives
q∞ − aρ∞ = C. (5.5)
Inserting the above determined solution we obtain
1
2
(
C1 +
a
2
γ +
3C2
2
)
= q+(0)
1
2
(
3aγ + 3C2 + γ +
3C1
2
)
= ρ+(0) ,
which can be rewritten in terms of the asymptotic values
q∞
2
+
ρ∞
4
+
a
4
γ = q+(0)
3q∞
4
+
ρ∞
2
+
(
3a+ 1
2
)
γ = ρ+(0) .
(5.6)
Together with the condition at infinity (5.5), this determines the asymptotic values
q∞, ρ∞ and γ. The outgoing quantities ρ−(0), q−(0) are then determined by
q∞
2
− ρ∞
4
− a
4
γ = q−(0)
−3q∞
4
+
1
2
ρ∞ +
(
3a− 1
2
)
γ = ρ−(0) .
Remark 4. With the Maxwell approximation for the half-moment problem in
(4.1) the asymptotic states are determined by
q+(0) = q+(∞) = 1
2
(q∞ + qˆ∞) =
q∞
2
+
ρ∞
4
and the condition at infinity (5.5). The outgoing quantities are
q−(0) = q−(∞) = −ρ∞
4
+
q∞
2
ρ−(0) = ρ−(∞) = ρ∞
2
− 3q∞
4
.
5.1.3. The extrapolation length. To estimate the accuracy of our method,
we consider the classical problem of determining the so-called extrapolation length
[33, 37, 25].
For x ∈ R+, v ∈ [−1, 1] we consider the half space equation
v∂xf = −
(
f − (ρ
2
+
3
2
vq)
)
11
with
∫ 1
−1 vfdv = q = 0 and f(0, v) = v, v > 0. That means, we consider
v∂xf = −
(
f − ρ
2
)
.
The extrapolation length is the value of λ∞ = f(∞, v) = ρ∞2 . The Maxwell approxi-
mation gives λ∞ = 23 . The above half moment approximation gives
ρ∞
4
+
a
4
γ = q+(0) =
1
3
ρ∞
2
+ (
3a+ 1
2
)γ = ρ+(0) =
1
2
.
This leads to
ρ∞ =
9a+ 4
6a+ 3
and with a2 = 13 we obtain
ρ∞ =
3
√
3 + 4
2
√
3 + 3
.
Thus, the extrapolation length is approximated as λ∞ ∼ 0.7113. The exact value
computed from a spectral method is 0.7104, see [16, 32]. This yields an error for
the above half-moment method of approximately 0.1%. In contrast, the Maxwell
approximation gives 0.6666, which is an error of 6.1%. The variational method in
[33, 25] gives 0.7083, which is an error of 0.3%.
5.1.4. Half-moment coupling conditions. In this subsection we determine
the coupling conditions on the basis of the half-moment approximation of the half-
space problem. Multiplying with v and integrating the kinetic coupling conditions
(2.6) with respect to the positive and negative half moments gives
qi+(0) = −
n∑
j=1
cijq
j
−(0) . (5.7)
Inserting the half moment approximations (5.6) yields
qi∞
2
+
ρi∞
4
+
a
4
γi =
n∑
j=1
cij
(
−q
j
∞
2
+
ρj∞
4
+
a
4
γj
)
.
Again, a summation w.r.t. i = 1, . . . , n directly gives the equality of fluxes∑
i
qi∞ = 0 . (5.8)
For a uniform node with equal distribution cij =
1
n−1 , i 6= j and 0 otherwise, one
obtains using the equality of fluxes
n− 2
2n
qi∞ +
ρi∞
4
+
a
4
γi =
n− 2
2n
qj∞ +
ρj∞
4
+
a
4
γj .
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Coupling conditions C
wave full moment (4.6) 32
n−2
n
wave Maxwell (4.5) 2n−2n
wave half moment(5.12)
(
n−2
n
) 9√
3
+4(n−2n )
4√
3
+2(n−2n )
Table 5.1
Coefficients of invariant for different coupling conditions.
or the invariance of
ρ∞ +
2(n− 2)
n
q∞ + aγ. (5.9)
Further, integrating the kinetic coupling conditions (2.6) with respect to the pos-
itive and negative half moments, we obtain
ρi+(0) =
n∑
j=1
cijρ
j
−(0) .
With the half moment approximations (5.6) this reads
3qi∞
4
+
ρi∞
2
+
(
3a+ 1
2
)
γi =
n∑
j=1
cij
(
−3q
j
∞
4
+
1
2
ρj∞ +
(
3a− 1
2
)
γj
)
.
Summing these conditions for i = 1, . . . , n yields
n∑
i=1
γi = 0 . (5.10)
Thus, in the case of a uniform node, we derive another coupling invariant
ρ∞ +
3(n− 2)
2n
q∞ +
(
3a+
n− 2
n
)
γ . (5.11)
Alltogether this yields 2n conditions at a node, i.e. (5.8), (5.9), (5.10) and (5.11).
In combination with the conditions at infinity we have 3n conditions for 3n quantities
γi, ρi∞, q
i
∞.
Note that the invariants (5.11) and (5.9) can be combined such that γ is elimi-
nated, which gives the invariance of
ρ∞ +
(
n− 2
n
)
9a+ 4
(
n−2
n
)
4a+ 2
(
n−2
n
) q∞ . (5.12)
All the coupling conditions for the wave equation with uniform nodes derived up
to now are given by the conservation of mass (4.3) and an invariant of the form
ρ+ Cq .
They differ in the factor C, see Table 5.1.
With a = 1√
3
and n = 3 the half moment approximation gives C = 0.7313
compared to 0.6666 for Maxwell (4.5) or 0.5 for the full moment approximation.
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A numerical comparison of the resulting network solutions is presented in the next
section.
Remark 5. For the solution of the wave equation (2.2), we consider the mathe-
matical entropy
e =
1
2
(
ρ2 +
1
a2
q2
)
.
It evolves according to the conservation law
∂te+ ∂x (ρq) = 0 .
Along one edge this entropy is conserved, but the total entropy in the network can
change according to the entropy-fluxes at the nodes. Note that for all above models
with ρ+ Cq = C˜ and C > 0 the total entropy decays, since
n∑
i=1
ρ q =
n∑
i=1
(
C˜ − Cq
)
q = C˜
n∑
i=1
q − C
n∑
i=1
q2 = −C
n∑
i=1
q2 < 0 .
In the following we discuss also the case of an underlying kinetic model with un-
bounded velocities.
5.2. The case of unbounded velocity domain. We now apply the above
procedure to the linear BGK model (2.1) with an unbounded velocity space, which
has (2.2) with arbitrary a as limit equation.
5.2.1. Half moment equations. The half moments are defined as
ρ− =
∫ 0
−∞
f(v)dv , ρ+ =
∫ ∞
0
f(v)dv ,
q− =
∫ 0
−∞
vf(v)dv , q+ =
∫ ∞
0
vf(v)dv .
As closure we consider the following approximations of the distribution function
f(v) = (a+ + vb+)M(v), v ≥ 0 and f(v) = (a− + vb−)M(v), v ≤ 0 ,
which leads to
ρ− =
1
2
a− − a√
2pi
b− , ρ+ =
1
2
a+ +
a√
2pi
b+ ,
q− = − a√
2pi
a− +
a2
2
b− , q+ =
a√
2pi
a+ +
a2
2
b+ .
Inverting these relations gives∫ ∞
0
v2f(v)dv =
1
pi − 2
(
(pi − 4)a2ρ+ + a
√
2piq+
)
,∫ 0
−∞
v2f(v)dv =
1
pi − 2
(
(pi − 4)a2ρ− − a
√
2piq−
)
.
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This leads to the half-moment system
∂tρ
+ + ∂xq
+ = −1

(
ρ+ −
(
ρ
2
+
q√
2pia
))
∂tq
+ + ∂x
(
1
pi−2
(
(pi − 4)a2ρ+ + a√2piq+)) = −1

(
q+ −
(
aρ√
2pi
+
q
2
))
∂tρ
− + ∂xq− = −1

(
ρ− −
(
ρ
2
− q√
2pia
))
∂tq
− + ∂x
(
1
pi−2
(
(pi − 4)a2ρ− − a√2piq−)) = −1

(
q− −
(
− aρ√
2pi
+
q
2
))
.
Introducing the even-odd variables as before we can rewrite the system as
∂tρ+ ∂xq = 0
∂tq + ∂x
(
pi−4
pi−2a
2ρ+ a
√
2pi
pi−2 qˆ
)
= 0
∂tρˆ+ ∂xqˆ = −1

(
ρˆ− 2√
2pia
q
)
∂tqˆ + ∂x
(
pi−4
pi−2a
2ρˆ+ a
√
2pi
pi−2 q
)
= −1

(
qˆ − 2aρ√
2pi
)
.
5.2.2. Half space-half moment problem. The corresponding half space prob-
lem is for x ∈ R+ given by
∂xq = 0
∂x
(
pi−4
pi−2a
2ρ+ a
√
2pi
pi−2 qˆ
)
= 0
∂xqˆ = −
(
ρˆ− 2√
2pia
q
)
∂x
(
pi−4
pi−2a
2ρˆ+ a
√
2pi
pi−2 q
)
= −
(
qˆ − 2aρ√
2pi
)
.
(5.13)
As before we need boundary conditions on ρ+(0), q+(0) and a condition at infinity
q∞ − aρ∞ = r1 = C.
We now construct the explicit solution of this half space problem.
The first two equations of (5.13) state the invariance of
q = C1 = const
pi − 4
pi − 2a
2ρ+
a
√
2pi
pi − 2 qˆ = C2
or
ρ =
pi − 2
a2(pi − 4)C2 −
√
2pi
a(pi − 4) qˆ.
From the last equation of (5.13) we can deduce that at x =∞ we have
qˆ∞ =
2a√
2pi
ρ∞ ,
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which leads with the above invariant to ρ∞ = 1a2C2. Moreover, from the third line in
(5.13) we obtain
ρˆ∞ =
2√
2pia
q∞
and thus we can transform the lower part of (5.13) to
∂xqˆ = −
(
ρˆ− 2√
2pia
q∞
)
∂x
(
pi−4
pi−2a
2ρˆ+ a
√
2pi
pi−2 q∞
)
= −
(
qˆ − 2aρ√
2pi
(
pi−2
a2(pi−4)C2 −
√
2pi
a(pi−4) qˆ
))
.
Rearranging gives  ∂xρˆ = −
(pi−2)2
(pi−4)2a2 qˆ+
2(pi−2)2√
2pia3(pi−4)2C2
∂xqˆ = −ρˆ+ 2√2piaq∞ .
By defining λ = pi−2a(pi−4) the solution of ρˆ and qˆ is
ρˆ = γλ exp(λx) + γˆλ exp(−λx) + 2√
2pia
q∞
qˆ = −γ exp(λx) + γˆ exp(−λx) + 2a√
2pi
ρ∞.
Since we are only interested in bounded solutions, we have γˆ = 0 and thus
ρˆ = γλ exp(λx) +
2√
2pia
q∞
qˆ = −γ exp(λx) + 2a√
2pi
ρ∞.
(5.14)
As before, there are three parameters which can be determined with the three condi-
tions
1
2
(ρ(0) + ρˆ(0)) = ρ+(0)
1
2
(q(0) + qˆ(0)) = q+(0)
q∞ − aρ∞ = r1(0) .
Inserting the expressions (5.14) yields
1
2
(
ρ∞ +
(
λ+
√
2pi
a(pi − 4)
)
γ +
2√
2pia
q∞
)
= ρ+(0)
1
2
(
q∞ − γ + 2a√
2pi
ρ∞
)
= q+(0)
and for the outgoing quantities ρ−(0) and q−(0) we obtain
1
2
(
ρ∞ +
(
−λ+
√
2pi
a(pi − 4)
)
γ − 2√
2pia
q∞
)
= ρ−(0)
1
2
(
q∞ + γ − 2a√
2pi
ρ∞
)
= q−(0) .
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Remark 6. The Maxwell approximation is in this case given by the equation
q+(0) = q+(∞) = 1
2
(q∞ + qˆ∞) =
q∞
2
+
a√
2pi
ρ∞ .
The outgoing quantities are computed as
q−(0) = q−(∞) = q∞
2
− a√
2pi
ρ∞ ,
ρ−(0) =
ρ∞
2
− 1√
2pia
q∞ .
5.2.3. The extrapolation length. In order to estimate the quality of the above
approximation, we consider
v∂xf = −
(
f −
(
ρ+
v
a2
q
)
M(v)
)
with q = 0 and k(v) = vM , in order to determine f(∞, v) = λ∞M . The Maxwell
approximation gives ρ∞ =
√
2pi
2a . With the half moment method we obtain
1
2
(
ρ∞ +
(
λ+
√
2pi
a(pi − 4)
)
γ +
2√
2pia
q∞
)
= ρ+(0) =
1√
2pi
1
2
(
q∞ − γ + 2a√
2pi
ρ∞
)
= q+(0) =
1
2
.
With q∞ = 0 this results in
ρ∞ =
pi
√
2pi + 2pi(1 + a)− 2√2pi − 8a
a(
√
2pipi + 2pi − 2√2pi − 4)
For a = 1 this gives ρ∞ = 1.443. Compared to the very accurate value 1.4371 obtained
with a spectral method [16] this yields an error of 0.4%. Maxwell gives 1.2533, which
is an error of 12.8%. The variational method [34, 25] gives 1.4245 or an error of 0.9%.
5.2.4. Coupling conditions. A half space half integration of the coupling con-
ditions gives
qi+(0) = −
n∑
j=1
cijq
j
−(0)
which yields
qi∞ − γi +
2a√
2pi
ρi∞ = −
n∑
j=1
cij
(
qj∞ + γ
j − 2a√
2pi
ρj∞
)
Summing these equations gives
∑
i q
i
∞ = 0. Further, for a uniform node we observe
the invariance of
n− 2
n
qi∞ − γi +
2a√
2pi
ρi∞ =
n− 2
n
qj∞ − γj +
2a√
2pi
ρj∞ . (5.15)
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Coupling conditions C
wave full moment (4.7)
√
2
a
√
pi
n−2
n
wave Maxwell (4.4)
√
pi
a
√
2
n−2
n
wave half moment(5.17) n−2n
1
a
4+n−2n
√
2pi√
2pi+2n−2n
Table 5.2
Coefficients of invariant for different coupling conditions in the unbounded case.
Moreover, from
ρi+(0) =
n∑
j=1
cijρ
j
−(0)
one obtains
ρi∞ +
(
λ+
√
2pi
a(pi − 4)
)
γi +
2 qi∞√
2pia
=
n∑
j=1
cij
(
ρj∞ +
(
−λ+
√
2pi
a(pi − 4)
)
γj − 2 q
j
∞√
2pia
)
.
Summing these equations we obtain again
∑n
i=1 γ
i = 0. In the case of a uniform node
we can further rearrange, such that
ρi∞ +
(
n− 2
n
+
√
2pi
pi − 2
)
λγi +
2√
2pia
n− 2
n
qi∞
= ρj∞ +
(
n− 2
n
+
√
2pi
pi − 2
)
λγj +
2√
2pia
n− 2
n
qj∞
(5.16)
holds. Together with the conditions at infinity we have again 3n conditions for 3n
quantities γi, ρi∞, q
i
∞. Combining (5.15) and (5.16) we can eliminate the γ
i and obtain
as invariant
ρ+
n− 2
n
n−2
n (pi − 2)
√
2pi + 4pi − 8√
2pi(pi − 4) + n−2n (2pi − 4) + 2
√
2pi
1
a
q .
or
ρ+
n− 2
n
1
a
4 + n−2n
√
2pi√
2pi + 2n−2n
q (5.17)
The values of the factor C for the coupling invariants ρ+Cq for the present case
with unbounded velocities are summarized in Table 5.2.
For a = 1 and n = 3 this factor is approximately 0.5079. In contrast, the Maxwell
approximation gives 0.4178. For a2 = 13 the factor is
6pi
6 ∼ 0.723 for Maxwell and
approximately 0.8797 for the above half moment formula. This has to be compared to
the case of bounded velocities discussed in the last section, where the factor has been
determined as 0.7313 for the half-moment- and 0.6666 for the Maxwell approximation.
Thus, depending on the underlying kinetic model different coupling conditions are
obtained for the same macroscopic equation.
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6. Numerical results. In this section we compare the numerical results of the
different models on networks. The solutions of the kinetic equation (2.4) are compared
with the half-moment approximation (5.2) and the macroscopic wave equation (2.2)
with different coupling conditions (4.5) (4.6) (5.12) .
The networks are composed of coupled edges, each arc is given by an interval
x ∈ [0, 1], which is discretized with 400 spatial cells if not otherwise stated. In the
kinetic model the velocity domain [−1, 1] is discretized with 400 cells and we choose
 = 0.001 if not otherwise stated.
For the advective part of the equations we use an upwind scheme. The source
term in the kinetic and half moment equations is approximated with the implicit
Euler method. We note that for the wave equation the upwind scheme yields the
exact solution by choosing the CFL number equal to 1.
At the nodes we consider in addition to the coupling conditions discussed above
for comparison a coupling based on the assumption of equal density at the node, see
[41, 18, 28]
ρi = ρj i 6= j, i, j = 1, 2, 3
3∑
i=1
qi = 0 .
In general, at the outer boundaries of the network, boundary conditions have to
be imposed. For the kinetic problem the values for the ingoing velocities have to
be prescribed as mentioned before. For the half-moment approximation the natural
boundary conditions are given by integrating the kinetic conditions and using ρ+ and
q+ at left boundaries and ρ− and q− at right boundaries. For the wave equations with
full moment, Maxwell and half-moment conditions we use the corresponding approx-
imations discussed above to provide boundary values for the macroscopic equations.
We note that for the boundary values at the right end of the edges we apply the
same procedure as detailed in the previous sections for the left end, reversing the
spatial orientation in the half space problem. More precisely, a given kinetic inflow
`(v) for v ∈ [−1, 0] at the right boundary leads to the following boundary data. In the
kinetic model we directly impose f(x = 1, v) = `(v) v ∈ [−1, 0], for the half moment
model the quantities ρ− =< `(v) >− and q− =< v`(v) >− are fixed. In case of the
wave equation, the right going Riemann invariant q + aρ = C is given by the inner
data. The remaining information is given by the following approximations
wave Maxwell < v`(v) >−= −ρ
4
+
1
2
q
wave half-moment
{
< `(v) >− = 12ρ− 34q + −3a−12 γ,
< v`(v) >− = − 14ρ+ 12q + a4γ
wave full-moment < `(v) >−=
1
2
ρ− 3
4
q ,
which can be obtained by revisiting section 5.1 with x ∈ [−∞, 0]. These are used to
prescribe the value of the left going characteristic q − aρ.
6.1. Tripod network. In a first example, we consider a tripod network with
initial conditions f1(x, v) = 12 ,f
2(x, v) = 13 and f
3(x, v) = 0. The corresponding
macroscopic states are (ρ1, q1) = (1, 0), (ρ2, q2) = ( 23 , 0) and (ρ
3, q3) = (0, 0). We
use free boundary conditions at the exterior boundaries. The computational time is
chosen such that the waves generated at the node do not reach the exterior boundaries.
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In Figure 6.1 we compare the kinetic, the half-moment and the wave equation
with coupling conditions given by the Maxwell, the half-moment and the full-moment
approach and the assumption of equal density at time T = 1. We observe first, that
0 0.2 0.4 0.6 0.8 1
0.6
0.7
0.8
0.9
1
x on edge 1
ρ
kinetic half-moment wave-Maxwell
wave-half wave-full wave-equal
0 0.2 0.4 0.6 0.8 1
−0.1
−0.05
0
x on edge 1
q
0 0.2 0.4 0.6 0.8 1
0.56
0.58
0.6
0.62
0.64
0.66
x on edge 2
ρ
0 0.2 0.4 0.6 0.8 1
−6
−4
−2
0
·10−2
x on edge 2
q
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
x on edge 3
ρ
0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
x on edge 3
q
Fig. 6.1. Kinetic equation, half-moment equation and wave equation with coupling conditions
given by the Maxwell, the half-moment and the full-moment approach and the assumption of equal
density at time T = 1.
the half moment model gives a very accurate approximation of the kinetic equation.
Considering the wave equation with different coupling conditions one observes that the
interior state is very accurately approximated by the half moment coupling conditions.
Also the Maxwell approximation provides a good approximation in this case. Note
that a boundary layer is appearing at the node in the kinetic model, see Figure 6.2
for a magnification of the situation on edge 1.
Moreover, we investigate the evolution of the total entropy in the network, i.e.
3∑
i=1
1
2
∫ (
(ρi)2 +
1
a2
(qi)2
)
dx.
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q
Fig. 6.2. Magnification of the situation from Figure 6.1 on edge 1 at the node.
Initially, the total entropy at t = 0 is equal to 0.722222. In this case we use a very
fine grid with 30000 spatial cells for all models and 400 cells in velocity space for the
kinetic equation. In Table 6.1 the value of the total entropy at time T = 0.1 is shown
for the different coupling conditions together with the half moment and the kinetic
solution for comparison. One observes the very accurate approximation given by the
wave equation with half moment coupling conditions. Note, that even for the equal
density a small amount of entropy is lost. This is caused by the numerical diffusion
in the very last time step, since we have ∆t < ∆xa to hit the final time. In Table 6.2
Coupling conditions total entropy entropy loss
wave equal density 7.2222139e− 01 −8.3353857e− 07
wave full moment (4.6) 7.1701785e− 01 −5.2043681e− 03
wave Maxwell (4.5) 7.1621400e− 01 −6.0082256e− 03
wave half moment(5.12) 7.1597274e− 01 −6.2494790e− 03
half moment (5.7), = e−6 7.1586300e− 01 −6.3592218e− 03
kinetic (2.6), = e−6 7.1574793e− 01 −6.4742970e− 03
Table 6.1
Total entropy and entropy loss at time T = 0.1 for different coupling conditions.
the value of the total entropy at time T = 0.1 is shown for kinetic and half moment
equations for different spatial discretizations.
grid kinetic half-moment
1000 7.1521301e− 01 7.1534650e− 01
5000 7.1562057e− 01 7.1569410e− 01
10000 7.1570580e− 01 7.1577776e− 01
30000 7.1574793e− 01 7.1586300e− 01
Table 6.2
Total entropy for kinetic and half moment for  = 10−6 and different grid size at time T = 0.1.
Finally, we investigate the kinetic equation for different values of . For  → 0
the kinetic and the half moment model are very well approximated by the solution
of the wave equation with half moment coupling conditions, see Figure 6.3 and the
corresponding magnification at the node in Figure 6.4.
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Fig. 6.3. Solution of kinetic and half moment model for different values of . For comparison
the solution of the wave equation with half moment coupling conditions is shown.
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Fig. 6.4. Magnification of the situation at the node from Figure 6.3.
6.2. Diamond network. As a second example we consider a more complicated
network, see Figure 6.5, as, for example, studied in [20] for the wave equation.
E1
E2
E3
E4
E5
E6
E7
Fig. 6.5. Diamond network.
As initial conditions for the kinetic equation we choose f1(x, v) = 1,f2(x, v) = 56
and f j(x, v) = 12 for j = 3, . . . , 7, which corresponds to macroscopic densities ρ
1 = 2,
ρ2 = 53 and ρ
j = 1 for j = 3, . . . , 7 and fluxes qj = 0 j = 1, . . . , 7. These data are
also prescribed at the two outer boundaries, i.e. k1(v) = 1, v ∈ [0, 1] and `7(v) = 12 ,
v ∈ [−1, 0]. Boundary conditions for the wave equation with full moment, Maxwell
and half moment conditions are derived as detailed above. In case of the equal density
conditions, we determine the ingoing characteristic using ρ = 1, q = 0 at the E1-
22
0 0.2 0.4 0.6 0.8 1
1.1
1.2
1.3
1.4
1.5
x on edge 4
ρ
kinetic half-moment
wave - Maxwell wave - full
wave - half wave - equal
0 0.2 0.4 0.6 0.8 1
1.4
1.45
1.5
1.55
x on edge 4
ρ
Fig. 6.6. ρ on edge 4 at time t = 3 (left) and time t = 10 (right).
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Fig. 6.7. Left: ρ on edge 4 at time t = 50. Right: Evolution of the entropy in the network up
to time t = 50.
boundary and ρ = 12 , q = 0 at the E7-boundary.
In Figure 6.6 the density ρ4 on edge 4 is displayed at time t = 3 and t = 10. As
before, we observe a good agreement of the half moment coupling with the kinetic
and half moment model. Also the Maxwell approximation is relatively close to the
kinetic results.
The states of the full moment coupling and the equal density coupling deviate
remarkably from the kinetic results. In Figure 6.7 on the left, ρ4 at time t = 50 is
shown. All models have reached a stationary state except the equal density coupling.
Since the entropy is conserved, a set of waves remains trapped in the network, oscil-
lating back and forth. The stationary states of the models with entropy losses almost
coincide. On the right hand side of Figure 6.7 the evolution of the total entropy over
time is plotted. The total entropy is increasing due to inflow from the boundaries.
All models saturate at a certain level, but we again observe a deviation of the equal
density and the full moment coupling compared to the accurate Maxwell coupling. In
this situation the results for the half-moment coupling, the half moment model and
the kinetic model coincide.
7. Conclusion and Outlook. In this work we have derived coupling conditions
for the wave equation on a network based on coupling conditions for an underlying
kinetic BGK type model via a layer analysis of the situation near the nodes. The
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presentation in this work includes a new half-moment approximation of the kinetic
half-space problem. The general approach can be extended to more complicated prob-
lems like linearized Euler equations or kinetic based coupling conditions for nonlinear
problems like Burgers and Lighthill-Whitham type equations which will be considered
in a forthcoming publication.
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