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Abstract
We study the impact of disruptions on road networks, and the recovery process after
the disruption is removed from the system. Such disruptions could be caused by vehicle
breakdown or illegal parking. We analyze the transient behavior using domain wall
theory, and compare these predictions with simulations of a stochastic cellular automaton
model. We find that the domain wall model can reproduce the time evolution of flow
and density during the disruption and the recovery processes, for both one-dimensional
systems and two-dimensional networks.
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1. Introduction
The study of vehicular traffic has played an increasingly significant role in non-
equilibrium statistical mechanics over recent years. A number of approaches, such as
car following models, cellular automata and optimal velocity models have been applied
to model traffic. The study of the impact of traffic bottlenecks, or defects, on network
performance are of particular interest.
Bottlenecks are a frequent cause of traffic congestion. Many bottlenecks are sitewise,
meaning the location of the bottleneck does not change in time. Such bottlenecks can
be further classified as either slowdown-regions or lane-reductions. Ramps, slopes and
bad weather act effectively as slowdown bottlenecks, whereas vehicle breakdown, illegal
parking and road-work are the main causes of lane reduction. One could also view
intersections with traffic lights as sitewise time-dependent bottlenecks. The impact of
slowdown bottlenecks for the asymmetric simple exclusion process (ASEP) was studied
in [1, 2, 3]. Such studies have been extended to freeway networks; see for example
[4, 5, 6, 7, 8, 9].
Compared to the extensive study of slowdown bottlenecks, there are few studies of
lane reduction. Recently, [10] studied the traffic characteristics near a lane reduction
bottleneck using the optimal velocity model. In this model there is a merging section
upstream of the bottleneck where vehicles slow down and make asymmetric lane changes
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in order to merge into the unblocked lane. It was found that the road capacity increased
as the length of the merging section decreased, and as the maximum speed in that
section increased. In effect, the merging area acts as a slowdown bottleneck. A similar
scenario was studied in [11] using a two-lane cellular automaton model with a localized
lane-reduction bottleneck. It was found that the capacity at the bottleneck was slightly
smaller than that of a single-lane road, and the density distribution in the merging area
depended on its length. A similar study was performed in [12].
It is of considerable theoretical and practical interest to study the impact of bottle-
necks using macroscopic evolution equations, in order to obtain robust results which are
independent of the specific microscopic details inherent in any particular model/system.
Domain wall (DW) theory [13, 14] is a phenomenological approach which has proved
very successful in explaining both the stationary and transient behavior for ASEP, and
is expected to be applicable to a rather general class particle transport systems.
The aim of the current work is to study the impact of lane-reduction defects on
both one-dimensional and two-dimensional traffic networks. For the stationary state,
we study the impact of such defects on both the phase diagram and the fundamental
diagram. In the transient regime, we discuss an extended domain wall model which
allows multiple domain walls to exist in the system simultaneously. We then compare
the time evolutions of density and flow produced by the domain wall model with those
produced by simulating a stochastic cellular automaton (CA) model.
For one-dimensional systems, the CA model we use consists essentially of two parallel
NaSch models, with the addition of simple lane-changing rules. For two-dimensional
networks, we used the NetNaSch model [15].
The remainder of this paper is organized as follows. We study one-dimensional sys-
tems in Section 2. After giving a brief outline of the CA model and discussing the key
features of the DW theory, we study the phase diagram and fundamental diagram of the
perturbed system. We then use the domain wall model to study the response of the sys-
tem to the imposition, and subsequent removal, of a defect (lane-reduction bottleneck),
and then compare these results with those of our CA simulations. In Section 3 we extend
these studies to a two-dimensional network. Finally, we conclude with a discussion in
Section 4.
2. One-Dimensional Traffic System
In this section we study a one-dimensional traffic system of length L. A localized
defect (traffic disruption) is imposed on the system at location x, for duration D. Prior
to the imposition of the defect, the system is in a stationary state. We consider two
distinct models of this scenario, both of which are spatially and temporally discrete; a
cellular automaton, based on the Nagel-Schreckenberg model, and a simple random walk
model of domain walls.
2.1. NaSch model with defects
The CA model studied here consists of two lanes oriented in the same direction. The
dynamics along each lane is governed by the Nagel-Schreckenberg (NaSch) model [16],
and additional rules governing lane-changing are imposed. Each lane is discretized into
cells, each of which can be either occupied by a vehicle or empty. Each vehicle can move
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0, 1, 2, . . . , vmax cells per time step, depending on local traffic conditions. A random unit
deceleration is applied with probability pnoise. We use open boundary conditions, and
so the density in the network is not directly controlled. On each lane, at each time
step, vehicles are inserted into the system with rate α. The precise inflow mechanism
used on each lane is that described in [17], to ensure the unperturbed system can reach
the maximum flow regime. A vehicle at the end of the system which is traveling with
sufficient speed is allowed to exit with an output probability β.
Two alternative distinct types of lane changing rules were considered. The first type
of lane changing corresponds to the dynamic lane changing rules described in [15]. In
essence, these rules allow a vehicle which could achieve a higher speed by making a lane
change to change lanes provided no vehicle in the neighboring lane is forced to suddenly
decelerate. We shall refer to these lane changing rules as symmetric, since they apply
symmetrically to left-to-right and right-to-left lane changes.
When the system is in stationarity, we impose a localized blockage in cell x of the left
lane. A second set of lane changing rules are implemented to allow vehicles to navigate
past the defect. We refer to these rules as asymmetric lane changing, since they allow
lane changes from left to right but not right to left. In our model, vehicles are not aware
of the defect until they arrive at the cell immediately upstream of it. Vehicles in the
left lane then change to the right lane whenever the adjacent cell is unoccupied, which
may cause vehicles in the right lane to decelerate. Once such vehicles pass the defect,
they may change back to the left lane or not, according to the rules of symmetric lane
changing.
In order to understand the effect on the system of the lane reduction we will focus on
the density and flow. The density of cell i at time t is simply the indicator for the event
that cell i is occupied at time t. This quantity is a stochastic process, and we denote
its expected value by ρ(i, t). The density of the cell containing the defect is not defined.
For concreteness, we define the right-lane cell adjacent to the defect to belong to the
downstream subsystem. The density of the system ρ(t) is then simply the arithmetic
mean of ρ(i, t) over all cells 1 ≤ i ≤ L.
Similarly, the flow from cell i to cell i + 1 along a given lane at time t is simply the
indicator for the event that a vehicle crosses the boundary between cells i and i+1 during
the tth time step. We denote its expected value by J(i, t). The flow per lane J(t) is then
simply the arithmetic mean of J(i, t) over all cells 1 ≤ i ≤ L 1. For simplicity, henceforth
we shall take it as given that when we refer to density and flow we are referring to their
expected values. We will denote the corresponding stationary (t → ∞) values of the
system density and flow by ρ and J respectively.
2.2. Domain wall model
The domain wall model has been shown to be capable of explaining the behavior of
ASEP in both the stationary [13] and transient regimes [14]. Domain walls are shocks
separating two regions of different density. We shall assume that the width of such shocks
is small compared to the macroscopic system size, so that to a good approximation we
can consider the position of the domain wall to be a single point.
1In practice, in our simulations we measured the flow only every 100 cells.
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Figure 1: Illustration of domain wall motion in a one-dimensional system with L = 18. Each circle
corresponds to a cell. Solid circles are occupied while open circles are empty. States left and right to
the domain wall are with density and flow (ρl, Jl) and (ρr, Jr) respectively.
The motion of such a domain wall Wl|r, separating states with density and flow
(ρl, Jl) to its left and (ρr, Jr) to its right, is described by a simple biased random walk
with hopping rates
Rl =
Jl
ρr − ρl
, and Rr =
Jr
ρr − ρl
, (1)
for moves to the left and right, respectively. See e.g. Fig. 1. This random walk takes place
on a finite linear chain of sites. For comparison with the cellular automaton described
above, these sites can be considered as the boundaries between adjacent cells, and the cells
themselves then correspond to links between adjacent sites. The possible positions of the
domain walls are then constrained to the sites 0, 1, . . . , L, while the vehicles themselves
reside on cells 1, 2, . . . , L.
The probability P(i, t + 1) of the wall Wl|r being at site i at time t + 1 satisfies the
following simple biased diffusion,
P(i, t+ 1) =


Rr P(i− 1, t) +Rl P(i+ 1, t) + [1− (Rr +Rl)]P(i, t), 0 < i < L
Rl P(1, t) + (1 −Rr)P(1, t), i = 0
Rr P(L− 1, t) + (1 −Rl)P(L, t), i = L.
(2)
The corresponding drift velocity is
Vl|r =
Jl − Jr
ρl − ρr
. (3)
In order to model the effect of the imposition and later removal of the traffic disrup-
tion, we will need to allow for the possibility of multiple domain walls coexisting in the
system simultaneously. We assume that the dynamics of each wall is independent of all
the other walls, unless two walls choose to move to the same site. In such a case the
two walls immediately merge to form a single wall. The number of walls present in the
system at time t is therefore random and not conserved.
As illustrated by the explicit form of the hopping rates in (1), each domain wall is
associated with a specific density gradient between the density on its left and the density
on its right. These densities are assumed to be bulk quantities that are homogeneous
between consecutive domain walls. For a given cell i, let ̺(i, t) denote the value of ρl
corresponding to the domain wall immediately to the right of i at time t. Clearly ̺(i, t)
is a well-defined stochastic process induced by the dynamics of the domain walls, and
ρ(i, t) = E ̺(i, t). (4)
As a simple deterministic approximation to the stochastic dynamics described above,
the position of a domain wall at time t+ 1 can be approximated via the recurrence
P (t+ 1) = max{1,min{P (t) + ⌊Vl|r⌋, L}}. (5)
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For multiple walls, similar recurrences are again run independently unless multiple walls
occupy the same site. Merging of shocks for ASEP was studied in [18, 19]. In this paper,
for simplicity, we assume that the walls are immediately merged into a single wall. We
note that in this approximation the system density is simply a linear function of the drift
speeds. We will refer to this deterministic approximation as the deterministic domain
wall (DDW) model. When the distinction between the domain wall model and this
deterministic approximation requires emphasis we shall refer to the domain wall model
as the stochastic domain wall model.
2.3. Stationary state
We now discuss the effect of a lane reduction on the stationary state. In particular,
we study the impact on the fundamental diagram (FD).
The behavior of an ASEP in the presence of a localized slowdown defect has been
studied previously [1, 3]. In [3], a continuous-time ASEP with open boundary conditions
was studied, in which the hopping rate of a fixed cell was rescaled by q < 1. A mean-field
approximation showed that the perturbed FD is the same as the unperturbed FD when
ρ < q/(q + 1) or ρ > 1/(q + 1), however the subsystems upstream and downstream of
the defect were unable to achieve densities in the range (q/(q+1), 1/(q+1)). At system
density 1/2, the system achieved a maximum flow of q/(q + 1)2, compared with 1/4 for
the unperturbed system.
Our simulations show qualitatively similar behavior for the two-lane NaSch model
with a lane-reduction described in Section 2.1. In order to describe what happens in
this case, we partition the system into two subsystems, upstream and downstream of the
defect. Both subsystems exclude the defect. We make the following physically reasonable
assumptions for a domain wall interpretation of the perturbed system. Relevant notation
is given in Fig. 2.
1. Neglecting finite-size effects, the upstream and the downstream subsystems should
have the same FD as the unperturbed system.
2. When the defect is introduced, the capacity at the defect site reduces to Jd < Jc.
3. The maximum outflow rate for the upstream section reduces to βu < βc. This
is because for the upstream section the defect is downstream and thus limits its
outflow rate.
4. The maximum inflow rate for the downstream section reduces to αd < αc.
The phase diagram based on those assumptions for the system with defect is shown
in Fig. 2. If the unperturbed system is in either sub-phase LD-II (α ≤ αd) or HD-II
(β ≤ βu), then the presence of the defect does not affect the state of either the upstream
or downstream subsystem. Otherwise, phase separation occurs. For example, suppose
that the unperturbed system is in state B in Fig. 2. Achieving state B requires an inflow
rate in the downstream subsystem higher than αd and an outflow rate of the upstream
subsystem higher than βu. Such rates cannot be achieved after introducing the defect.
The decrease in the outflow rate results in congestion in the upstream section, whereas
the decrease in the inflow rate results in free-flow in the downstream section.
In terms of the FD, if the initial flow Jo is smaller than the capacity at the defect site
Jd, implying that the system is in either in the LD-II or HD-II regimes, then neither the
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Figure 2: Phase diagram and fundamental diagram of the two-lane system with a defect based on the
domain wall model. In the phase diagram αc and βc are critical rates that separate the maximum-flow
phase from the high-density and low-density phases. αd and βu are respectively the maximum inflow
and outflow rates for the downstream and the upstream subsystems, in the presence of the defect. If
the initial state is A, then the defect does not have an impact on the system. If the initial state is B,
the upstream section becomes more congested and the downstream section becomes free-flow after the
system reaches the perturbed stationary state.
flow nor the density are affected. Otherwise, the flow of the perturbed system decreases
to Jd. Let ρp and ρq be the unique densities satisfying J(ρp) = Jd = J(ρq) with respect
to the unperturbed FD, with ρp < ρc < ρq. In the presence of the defect, the upstream
region will be congested and the downstream region will be in free-flow, so assumption (1)
implies that the the upstream region has density ρq while the downstream region has
density ρp. Assumption (1) also implies that neither the upstream nor the downstream
system can achieve densities in the range (ρp, ρq), nor flows in the range (Jd, Jc].
Fig. 3 confirms this picture for the two-lane NaSch model with lane reduction. The
figure shows the FDs of the upstream section in the unperturbed and the perturbed
stationary states. We observe that all states (α, β) corresponding to the density range
(ρp, ρq) for the unperturbed system collapse to the point (ρq, Jd) in the perturbed system.
The FDs of the downstream section are essentially the same, except that all states (α, β)
corresponding to densities in the range ρ ∈ (ρp, ρq) collapse to (ρp, Jd) on the FD of the
perturbed system.
The capacity for the perturbed system is approximately half of that for the unper-
turbed system. The aggregated flow of the two-lane link in the presence of the defect,
which is 0.33 (= 2Jd), is slightly higher than the capacity of a single-lane NaSch model
with the same parameters, which we estimate to be ≈ 0.295. Previous studies [11] found
that the capacity of a two-lane system with a lane-reduction defect would be slightly less
than the single-lane capacity. The likely explanation is that the size of the defect in our
simulations is localized to a single cell, and hence it has lower impact on the system.
In summary, based on the impact of the defect, we divide the FD into 5 segments:
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Figure 3: Fundamental diagram for the subsystem upstream of the defect in the one-dimensional system
from simulations. The solid curve corresponds to the unperturbed FD, whilst the dashed curve illustrates
the unachievable region in the perturbed FD. Error bars corresponding to one standard deviation are
shown.
(a) the range 0 ≤ ρ ≤ ρp. The defect has no impact on the FD.
(b) the free-flow regime between segment (a) and capacity. Defects have a significant
impact on the system.
(c) the capacity regime, where J = Jc. For one-dimensional systems, this corresponds
to a single value of the density ρ = ρc, but it may correspond to an interval of
densities for two-dimensional networks.
(d) the high-density regime between segments (c) and (e). Defects have moderate
impact on the system.
(e) the range ρq ≤ ρ ≤ ρj. The defect has no impact on the FD.
Finally, we note that to construct the unperturbed FD that we used as input to the
DW theory we performed a simple linear interpolation of the simulated FD shown in
Fig. 3.
2.4. Transient behavior
In this subsection we introduce a domain wall model to interpret the system’s tran-
sient behavior in the disruption and recovery processes. After the unperturbed system
reaches an initial stationary state, we impose the defect for duration D. Depending on
the value of D, the system may or may not have reached the perturbed stationary state
when the defect is removed.
Given that the defect does not affect the state of the system if the state of the
unperturbed system corresponds to segments (a) or (e), unless stated otherwise, we
assume that the initial system is in a state corresponding to segments (b), (c) or (d).
The perturbed system is dynamically partitioned into several regions of different densities
by domain walls. Within each region, density and flow are assumed to be homogeneous.
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Figure 4: Defect disruption and recovery processes. Arrows show the expected direction of motion. The
motion (and existence) of WU|M and WM|U depends on the initial traffic state.
2.4.1. Disruption process
We assume a defect is inserted at link x (cell x in the CA model) at time t = 0,
and we study the transient behavior of the resulting process. In this disruption process,
the defect cell effectively acts as boundary. The domain walls in the upstream and
downstream subsystems do not interact with each other. We can therefore discuss them
separately.
During the disruption process, let U denote the region which is still in the unperturbed
state. In the upstream subsystem, introducing the defect induces a local high-density
region, denoted by C. It follows that a domain wall WU|C forms separating U and C,
which drifts upstream, see Fig. 4(a). Conversely, in the downstream subsystem, a low-
density region F is formed. Between F and U a domain wall WF|U forms, which drifts
downstream. The wall WU|C is confined to sites 0 ≤ i < x, whereas the wall WF|U is
confined to sites x ≤ i ≤ L, so no merging of walls is possible during the disruption
process. The system has reached the perturbed stationary state when both WU|C and
WF|U have arrived at the boundaries, where they then remain localized.
By definition, ρU = ρo and JU = Jo, where ρo and Jo are the density and flow in the
unperturbed stationary state. We assume that domains C and F are in the perturbed
stationary state for the upstream and the downstream subsystems respectively. In the
perturbed stationary state, the flows through the upstream and downstream subsystems
should be equal and identical to the capacity at the defect Jd. Therefore, ρC = ρq,
ρF = ρp, and JC = JF = Jd. In practice, the values of the parameters ρp, ρq and Jd
were obtained numerically from the simulated stationary fundamental diagram.
From the behavior of the walls WU|C and WF|U one can obtain the transient behavior
of the density profile ρ(i, t), as described in Section 2.2.
2.4.2. Recovery process
Compared with the disruption process, the recovery process is somewhat more compli-
cated, especially if the defect is removed before the perturbed stationary state is reached.
Once the defect is removed, there is no mechanism to maintain the density jump at the
defect. A domain M emerges in the neighborhood of the defect. Simulations show that
M is in the maximum flow state. A simple argument explains this observation.
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Consider a system with a unimodal fundamental diagram. Suppose two copies of
the system are concatenated, so that the inflow of system B is the outflow of system
A, and that these systems are in states with densities ρA and ρB. The inflow into
system B will be a function αB = f(ρA) of the density of system A, and it is reasonable
to assume f is non-decreasing. In the particular case that ρA = ρB = ρc, the entire
concatenated system will be in maximum flow, implying f(ρc) ≥ αc. In the general case,
the inequality f(ρc) ≥ αc together with the fact that f is non-decreasing implies that
whenever ρA ≥ ρc we have αB = f(ρA) ≥ f(ρc) ≥ αc. Analogous arguments imply that
βA = g(ρB) ≥ g(ρc) ≥ βc whenever ρB ≤ ρc, with g some non-increasing function. In
summary then, ρA ≥ ρc implies αB ≥ αc while ρB ≤ ρc implies βA ≥ βc.
Since ρC > ρc, applying the above argument to the regions C andM implies αM ≥ αc.
Likewise, since ρF < ρc, applying the above argument to the regions M and F implies
βM ≥ βc. It follows that the region M is at maximum flow.
The regionM expands via the motion of two domain walls, WC|M and WM|F , which,
according to (3), respectively drift upstream and downstream. Fig. 4(b) illustrates the
recovery process. For simplicity, in the domain wall model we will forbid WC|M and
WM|F to hop over the location (site x) of the (now removed) defect. This implies that
the recovery processes in the downstream and the upstream sections do not interfere with
each other beforeWC|M (WM|F ) meetsWU|C (WF|U ). WhenWU|C andWC|M meet, they
merge to form a new wall WU|M, provided U 6= M. Depending on the state of U , the
wall WU|M will remain localized at the in-boundary or drift downstream. Analogous
arguments apply to WM|F and WF|U . The recovery process is complete when WU|M
and WM|U merge and the system returns to the initial state.
We can summarize how the recovery process depends on the initial conditions. As-
suming that the system recovers from the perturbed stationary state:
• Maximum-flow case: If the unperturbed system is at maximum flow, then the
system recovers after merges between WU|C and WC|M, and between WM|F and
WF|U .
• Low-density case: If the unperturbed system is in low density, then the domain
wall WU|M will drift downstream and merge with WM|U , which remains localized
at the out-boundary.
• High-density case: If the unperturbed system is in high density, then the domain
wall WM|U will drift upstream and merge with WU|M, which remains localized at
the in-boundary.
2.5. Simulations
We now test the above domain-wall model by comparing against simulations of the
cellular automata model described in Section 2.1. The simulation parameters are given
in Subsection 2.5.1.
2.5.1. Parameters for NaSch model
In our simulations, we used vmax = 3, pnoise = 0.5, L = 700 and x = 550. To
set our time scale we make the usual assumption [20] that the length of a cell is 7.5m,
corresponding to the typical space occupied by a vehicle in a jam. When measuring the
instantaneous densities and flows we bin the data into bins of size 5 minutes. While such
9
binning is not really necessary for the one-dimensional system studied in the present
section, it is necessary to get meaningful results for the networks with traffic signals
studied in Section 3, so for consistency we apply the same binning procedure in both
cases.
For the purposes of studying the transient behavior of the disruption and recovery
processes it is sufficient to focus on one value of L, since provided L is sufficiently large
so that finite-size effects are negligible. In the case of these processes, varying L simply
results in a trivial rescaling of the time scales arising in the transient processes, without
making any qualitative changes.
For each distinct choice of boundary conditions we performed between 30 and 300
independent simulations.
2.5.2. Moderately low density
Fig. 5 compares the results derived from the domain wall model with the numerical
results from the simulation of the CA model with α = 0.27, β = 0.9. With respect
to J(t) and ρ(t) illustrated in Figs. 5(a) and 5(b), the predictions of the DW model are
numerically indistinguishable (within two error bars) from the simulated CA results. The
results derived from the domain wall model (SDW) and its deterministic approximation
(DDW) also differ very little.
For D = 60min, the system has relaxed to the perturbed stationary state by the time
the defect is removed. Neglecting boundary effects, in the perturbed stationary state
the density of the subsystem upstream of the defect is ρq and that of the downstream
subsystem is ρp. Therefore, the route-aggregated density should be
ρ =
ρqx+ ρp(L− x)
L
≈ 0.49, (6)
using ρp ≈ 0.07 and ρq ≈ 0.61 from Fig. 3. This is illustrated by the density plateau
from hours 0.8 to 1 in Fig. 5(b).
The qualitative features of the J(t) and ρ(t) curves are readily understood by con-
sidering the deterministic approximation to the DW model. Consider the D = 60 case.
When the incident begins, domain walls WU|C and WF|U start drifting upstream and
downstream respectively, leading to a sharp drop in J(t). The wall WF|U arrives at the
out-boundary at time t = (L − x)/|VF|U | ≈ 0.02hr, which causes the rate of decrease of
J(t) to lessen. The flow J(t) then continues to decrease, at a reduced rate, until WU|C
arrives at the in-boundary at time t = x/|VU|C | ≈ 0.8hr. From this time onwards, until
the defect is removed at time t = 1hr, the system is in the perturbed stationary state.
Once the defect is removed, the expansion of domain M results in a very sharp increase
in J(t) until WM|F reaches the out-boundary at time t = D+ (L− x)/|VM|F | ≈ 1.03hr.
The flow J(t) then continues to increase, at a reduced rate, until WC|M arrives at the
in-boundary at time t = tc = D + x/|VC|M| ≈ 1.5hr, at which time J(t) = Jc. Since the
inflow from the boundary is insufficient to maintain the system at maximum flow, the
wall WU|M then begins to drift downstream, causing J(t) to decrease. Finally, WU|M
reaches the out-boundary at time t = tc + L/|VU|M| ≈ 1.7hr, at which time the system
has recovered, and is once again in the unperturbed stationary state.
The above reasoning describes in detail how the DDW curve for J(t) was calculated
in Fig. 5(a) for D = 60min. Analogous reasoning is applied to calculate all the DDW
curves we present; the details will be omitted henceforth. We note that in the DDW
10
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Figure 5: Comparison of transient time evolution of flow and density derived from the domain wall
model (DDW and SDW) and the CA simulations (SIM) of the one-dimensional system initially in a
moderately low density unperturbed stationary state with α = 0.27, β = 0.9. The curves marked
SDW correspond to the (stochastic) domain wall model and those marked DDW correspond to its
deterministic approximation. Figs. (a) and (b) show the system flow J(t) and density ρ(t) vs time t
with defect durations of D = 10, 60min. Figs. (c) and (d) show a comparison of density profiles ρ(i, t)
vs position i at various fixed t values in the disruption and recovery processes with D = 60min. Error
bars corresponding to one standard deviation are shown.
argument given above, one should consider the walls WU|C and WF|U to remain pinned
to the boundaries after they arrive, so that the later arrivals of WC|M and WM|F at the
boundaries result in merges withWU|C andWF|U . For the stochastic DW model however,
the walls WU|C and WF|U fluctuate near the boundaries, rather than being pinned there,
and so the merges with WC|M and WM|F in fact occur in the bulk in the stochastic case.
For the shorter disruption duration D = 10min, the system has not yet reached the
perturbed stationary state when the defect is removed. The domain wall WU|C typically
merges with WC|M before WC|M reaches the in-boundary. It therefore typically does
not occur that the whole system is in maximum flow. As a result, we observe that the
maximum flow during the recovery process is less than Jc.
Figs. 5(c) and 5(d) show a comparison of density profiles ρ(i, t) vs position i at various
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fixed t values in the disruption and recovery processes with D = 60min. We see that
the domain wall model not only provides good approximations of the system observables
J(t) and ρ(t) but also of the local density profiles ρ(i, t).
The agreement is not perfect however. Near the beginning of the recovery process, at
say t = 65min as illustrated in Fig. 5(d), the DW and CA curves essentially overlap each
other. By t = 80min however the curves have started to separate. This is a consequence
of the shock in the CA model gradually spreading out and becoming non-localized. Since
both WC|M and WM|F are downward shocks, i.e. they satisfy ρl > ρr, this behavior is to
be expected [20]. The width of the downward shock grows as the excess mass disperses
away from the center of mass. However, for moderately-sized systems the shocks do not
smear out completely before arriving at the boundary, and so despite this instability the
domain wall model still produces good approximations of the transient behavior. We
note that in physical units, the length of the system under study is over 5km, which is a
realistic length scale in an urban road network.
2.5.3. Maximum flow
We now study the case when the unperturbed state is at capacity. Figs. 6(a) and 6(b)
compare the results for J(t) and ρ(t) obtained via the domain wall model and the CA
simulation with α = 0.6 and β = 0.9. Again we find that the domain wall results are
in an excellent agreement with the CA simulations. Because the inflow rate is higher
than in the low density case shown in Fig. 5, the congestion at the upstream side of the
defect grows faster, and thus it takes less time for the system to relax to the perturbed
stationary state.
As for the low-density case, for D = 10min, the system has not yet reached the per-
turbed stationary state when the defect is removed. The short plateau on the J(t) curve
in Fig. 6(a) for 0.2 . t . 0.5 warrants some discussion. After the defect is removed, the
downstream end of the defect-induced congestion starts to dissipate whilst the upstream
end continues to grow. The speed of the congestion growth at the upstream end is ap-
proximately the same as that of the dissipation at the downstream end. Therefore, the
size of the congested region stays approximately constant while it drifts upstream. This
leads to the short plateau in the flow. At the same time, the effective inflow and outflow
rates of the system remain unchanged, which results in the short plateau observed in ρ(t)
in Fig. 6(b).
Figs. 6(c) and 6(d) show a comparison of density profiles ρ(i, t) vs position i at
various fixed t values in the disruption and recovery processes with D = 60min. The
behavior is qualitatively similar to that observed for low density, and we again see that
the domain wall model generally provides a good approximation. We note that the
discrepancy between the DW and CA curves at time t = 105min in Fig. 6(d) is due
simply to boundary effects, rather than being related to the dissipation of shocks. By
t = 105min the system has completely recovered, for both the domain wall model and
CA simulations. However, while the DW model assumes a perfectly flat density profile,
the CA simulations display a noticeable finite-size effect at the boundaries.
2.5.4. Moderately high density
Fig. 7 shows results for a system initially in a moderately-high density unperturbed
stationary state. As observed for the previous two cases, the results produced by the
domain wall model are generally in a good agreement with the simulation results.
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Figure 6: Comparison of transient time evolution of flow and density derived from the domain wall
model (DDW and SDW) and the CA simulations (SIM) of the one-dimensional system initially in a
maximum-flow unperturbed stationary state with α = 0.6 and β = 0.9. The curves marked SDW
correspond to the (stochastic) domain wall model and those marked DDW correspond to its deterministic
approximation. Figs. (a) and (b) show the system flow J(t) and density ρ(t) vs time t with defect
durations of D = 10, 60min. Figs. (c) and (d) show a comparison of density profiles ρ(i, t) vs position i at
various fixed t values in the disruption and recovery processes with D = 60min. Error bars corresponding
to one standard deviation are shown.
We observe from Fig. 7(b) that there exists a delay in the density variation for around
15 minutes after the defect is inserted. The continuity equation for the system density
ρ(t) states that dρ/dt = Jin − Jout, where Jin and Jout denote the boundary inflow and
outflow, respectively. In the deterministic approximation, Jin will not change until WU|C
reaches the in-boundary, and Jout will not change until WF|U reaches the out-boundary.
It follows that ρ(t) will vary only when a domain wall reaches the boundary, as observed.
In principle, this initial plateau also occurs in the low density and the maximum flow
cases, however because the travel velocity of the wall WF|U is much higher in these cases
the resulting delay is extremely short, and therefore difficult to observe.
As noted in Section 2.5.3, similar arguments also explain the short density plateau
observed for 0.2 . t . 0.5 for the maximum flow case with D = 10min in Fig. 6(b).
13
0 0.5 1 1.5 2 2.5
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
 t (hr)
 
J 
( t 
)
Link: α = 0.6, β = 0.3
 
 
DDW: D = 10min
SDW: D = 10min
SIM: D = 10min
DDW: D = 60min
SDW: D = 60min
SIM: D = 60min
(a) System flow J(t)
0 0.5 1 1.5 2 2.5
0
0.1
0.2
0.3
0.4
0.5
 t (hr)
ρ 
( t 
)
Link: α = 0.6, β = 0.3
 
 
DDW: D = 10min
SDW: D = 10min
SIM: D = 10min
DDW: D = 60min
SDW: D = 60min
SIM: D = 60min
(b) System density ρ(t)
100 200 300 400 500 600 700
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
 i
ρ 
( i,
 
t )
Link: α = 0.6, β = 0.3
 
 
SIM: t = 5min
SDW: t = 5min
SIM: t = 20min
SDW: t = 20min
SIM: t = 60min
SDW: t = 60min
(c) Density profile ρ(i, t): disruption process
100 200 300 400 500 600 700
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
 i
ρ 
( i,
 
t )
Link: α = 0.6, β = 0.3
 
 
SIM: t = 65min
SDW: t = 65min
SIM: t = 80min
SDW: t = 80min
SIM: t = 105min
SDW: t = 105min
(d) Density profile ρ(i, t): recovery process
Figure 7: Comparison of transient time evolution of flow and density derived from the domain wall model
(DDW and SDW) and the CA simulations (SIM) initially in a moderately high density unperturbed
stationary state with α = 0.6 and β = 0.3. The curves marked SDW correspond to the (stochastic)
domain wall model and those marked DDW correspond to its deterministic approximation. Figs. (a)
and (b) show the system flow J(t) and density ρ(t) vs time t with defect duration of D = 60min.
Figs. (c) and (d) show a comparison of density profiles ρ(i, t) vs position i at various fixed t values in
the disruption and recovery processes also with D = 60min. Error bars corresponding to one standard
deviation are shown.
Quite generally, the deterministic approximation of the domain wall model predicts that
the slope of ρ(t) can change only when a domain wall reaches the boundary.
2.5.5. Very low and high densities
Finally, we discuss the cases of very low and very high initial density. Fig. 8 shows
J(t) and ρ(t) for the very high density case of α = 0.6 and β = 0.1. The unperturbed
traffic flow is smaller than Jd and thus the presence of the defect does not cause any
change to either the flow or density. Similar behavior is observed for the case of very
low initial density. In these cases it is the boundaries, not the defect, which act as the
dominant bottleneck.
14
0 0.5 1 1.5 2 2.5
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
 t (hr)
 
J 
( t 
)
Link: α = 0.6, β = 0.1
 
 
SIM: D = 60min
(a) Route-aggregated flow
0 0.5 1 1.5 2 2.5
0.5
0.55
0.6
0.65
0.7
0.75
0.8
0.85
0.9
0.95
1
 t (hr)
ρ 
( t 
)
Link: α = 0.6, β = 0.1
 
 
SIM: D = 60min
(b) Route-aggregated density
Figure 8: Transient time evolution of flow and density from the CA simulations (SIM), initially in a very
high density unperturbed stationary state with α = 0.6, β = 0.1. Figs. (a) and (b) show the system
flow J(t) and density ρ(t) vs time t with defect duration of D = 60min. Error bars corresponding to one
standard deviation are shown.
3. Two-Dimensional Network
In this section we study the effect of introducing a lane-reduction in a single link within
a two-dimensional network. We will again compare the results obtained by simulating a
cellular automaton model with the predictions of domain wall theory.
3.1. Network model
3.1.1. NetNaSch model
The CA model we employ was introduced in [15]. This model essentially uses the
NaSch model to define the motion of vehicles along individual lanes, and provides a
simple set of rules for gluing such lanes together to form a network. These rules are
sufficiently general that they are easily applied to model networks of arbitrary topology;
the rules can be applied to any directed multigraph of lanes. We refer to this model
as the NetNaSch model. In addition to the NaSch dynamics along lanes, the NetNaSch
model includes rules for lane changes between adjacent lanes, rules for making turning
decisions at intersections, and appropriate rules for determining how vehicles traverse
intersections. A variety of possibilities exist for the latter rules, and the NetNaSch model
was originally designed to allow easy comparison of different traffic signal systems, via
appropriate choices of the rules governing intersections. In this section we shall consider
two possible choices for these rules, which we outline in Section 3.1.3.
To mimic origin-destination behavior, the NetNaSch model demands that each vehicle
makes a random decision about which link it wants to turn into at the approaching
intersection according to some turning probability. This turning decision is made when
the vehicle first enters a link and should influence its lane changing decision as it travels
along the link. In order to guarantee the robustness of the model, vehicles are allowed to
adaptively change their turning decisions when faced with very high levels of congestion.
Specifically, suppose that a vehicle is queued at an intersection due to spillback on the
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Figure 9: An 8 by 8 square-lattice network with a defect on an eastbound link. Each edge between
adjacent nodes corresponds to two oppositely-oriented directed links.
link onto which it wishes to turn. In this instance, the NetNaSch model allows the vehicle
to remake its random turning decision.
As already mentioned, the symmetric lane changing rules discussed in Section 2.1
coincide with the dynamic lane changing rules introduced for the NetNaSch model in [15].
The NetNaSch model includes an additional set of lane changing rules, referred to as
topological lane changing in [15], which govern the behavior of vehicles wishing to change
lanes to facilitate their decisions of which link to turn into at the upcoming intersection.
For the NetNaSch model, we shall refer to the combination of dynamic and topological
lane changes described in [15] as symmetric lane changing. As for the one-dimensional
case described in Section 2.1, in the presence of a lane reduction defect on a given link in
the network, we augment these symmetric lane changing rules with additional asymmetric
lane changing rules, allowing vehicles to navigate around the defect. The asymmetric
lane changing rules we use for the NetNaSch model are identical to those described in
Section 2.1 for the one-dimensional case.
3.1.2. Network parameters
We simulated a regular 8 × 8 square grid, as shown in Fig. 9. Each adjacent pair
of nodes is in fact connected by two oppositely-oriented directed links. In turn, each
such link consists of two main lanes, plus an additional right-turning lane 2. Vehicles
are inserted with an input probability α at the upstream end of each boundary in-link.
At the downstream end of each boundary out-link, a vehicle that wishes to leave the
system is allowed to exit with an output probability β. The same value of the inflow
rate α is applied to all in-links, and the same outflow rate β to all out-links. The length
of each bulk link was set to 100 cells, and each turning lane to 12 cells. Using a cell
length of 7.5m, these lengths correspond to typical values for an arterial network. The
boundary links simply act as input/output buffers in the NetNaSch model, the length of
each boundary link was set to 50 cells. The boundary links are not considered part of
the network for the purposes of measuring observables.
Each link was assigned the same turning probability pT for left and right turns,
implying a probability 1 − 2pT for continuing straight ahead. For the majority of our
2As in Australia, vehicles drive on the left side of the road in our CA model.
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Figure 10: Phases used at each node of the simulated networks. Only SOTL uses the turning phases,
PB and PD .
simulations, pT was set to 0.05. For comparison, in Section 3.5 we discuss simulations
using pT = 0.1.
We refer to the sequence of the seven adjacent east-bound links in the fifth row as
the defect route. When the network has reached stationarity, a defect is inserted into a
single cell of the left lane of the sixth link in the defect route. See Fig. 9. We considered
placing the defect either mid-block, or at the upstream end of the link. Our focus will be
understanding the transient behavior of the flow and density along the defect route. We
note that with the parameter values chosen, the length of the defect route is the same
as the length of the one-dimensional system studied in Section 2. The positions of the
defects are also comparable in the two cases.
On each link l along the defect route we measured the density ρl(t) and flow Jl(t).
The flow Jl(t) was measured at a single point close to the start of the link l. From the
link observables we then defined the corresponding route aggregated observables, ρ(t) and
J(t), to be the arithmetic means of the link variables, over all links in the defect route.
For each distinct choice of traffic signal systems and boundary conditions, we performed
between 30 and 300 independent simulations.
3.1.3. Signal systems
We study two possible mechanisms governing how and when vehicles can traverse
intersections. As an example of an adaptive traffic signal system, we study a variation
of the ‘self-organizing’ traffic lights (SOTL) model studied in [15]. Such traffic signal
systems have been the subject of several recent studies in the statistical mechanics liter-
ature [21, 22, 23, 24]. In general, each node in a network has a number of signal phases3,
which determine which incoming links have right of way at a given instant. For example,
for our implementation of SOTL on the square lattice, each node has four phases, cor-
responding to two through phases (PA and PC) and two turning phases (PB and PD).
See Fig. 10. The SOTL system is based on the simple principle that each node should
choose its current phase to be the one with the highest demand. The SOTL system that
we study here uses density as the demand function. A precise algorithmic description of
SOTL is given in Appendix A. We note that the NetNaSch model takes into account
the fact that even if facing a green light, right turning vehicles in a through phase must
give way to oncoming traffic from the opposite direction.
We also study an idealized model, which is designed to act as an intermediary between
the more realistic SOTL system, and the one-dimensional system studied in Section 2.
3Not to be confused with the statistical-mechanical meaning of phase.
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Figure 11: Fundamental diagram for the link immediately upstream of the defect in the overpass network
from simulations. The solid curve corresponds to the unperturbed FD, whilst the dashed curve illustrates
the unachievable region in the perturbed FD. Error bars corresponding to one standard deviation are
shown.
We shall refer to this model as the Overpass system. In this model, each node simply
alternates between the two through phases, PA and PC . Each phase lasts only a single
time step. This is reminiscent of a four-way stop intersection. In addition however, we
also remove the constraint that right turning vehicles give way to oncoming traffic. This
can be viewed as connecting each right-turning lane to an overpass.
3.2. Link-dependent domain wall model
We now slightly extend the domain wall model discussed in Section 2.4, to apply it to
the defect route in a two-dimensional network. Typically, for two-dimensional networks,
the densities of different links may differ, even at stationarity and with homogeneous
boundary conditions. Therefore, instead of having subsystems U , C, F and M with
homogeneous densities, the two-dimensional domain wall model assumes homogeneous
density regions Ul, Cl, Fl and Ml for each link l. As a result, the hopping rates (1) and
drift velocity (3) become link-dependent. With these modifications, we apply the domain
wall model presented in Section 2 to the defect route of our two-dimensional network.
3.3. Simulations: Overpass Network
We begin by discussing the results for the overpass network. In this case, the defect
is located in the middle of the defect link.
3.3.1. Stationary state – Fundamental diagram
Fig. 11 shows the aggregated FD of all the links upstream of the defect in the de-
fect route, for both the perturbed and unperturbed cases. Compared with the one-
dimensional system shown in Fig. 3, the capacity of the overpass network is slightly
reduced, and the critical density is slightly increased. In addition, for both the per-
turbed and unperturbed cases, the high density branch of the overpass system lies below
that of the one-dimensional FD. The shape is qualitatively similar however. We note
that the FD we used as input for the DW model was constructed by overlaying all the
link FDs and constructing a linear interpolation of the data.
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Figure 12: Comparison of flow and density derived from the domain wall model and CA simulations
for the two-dimensional overpass network, initially in the moderately low density regime with α = 0.25,
β = 0.9 and D = 90min. Error bars corresponding to one standard deviation are shown.
3.3.2. Domain wall model
As for the one-dimensional system, see Fig. 4, we assume that the state of Ul is given
by the state of link l in the unperturbed stationary state, while the states of Cl and Fl
are given by the perturbed stationary states. Given the homogeneous spatial distribution
of density in the unperturbed system, we assume the state of Ul is independent of l in
the defect route. Since the FD of the overpass system is again unimodal, the argument
presented in Section 2.4.2 implies that the recovery domain Ml will be in the maximum
flow regime for all l. We shall return to this point in Section 3.5. We do assume the
states of regions Cl and Fl are link-dependent however.
3.3.3. Moderately low density
Fig. 12 shows the link observables Jl(t) and ρl(t) for all links upstream of the defect,
as well as the route aggregated quantities J(t) and ρ(t), when the unperturbed system
is in the moderately low density regime. For ease of comparison, for each link upstream
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of the defect we applied a link-dependent translation in the time variable t 7→ t′ with
t′ =


t− (k − l)|VUl|Cl |, 0 ≤ t < D,
t− (k − l)|VCl|Ml |, D ≤ t < D + t
∗
l
,
t+ (k − l)|VUl|Ml |, t ≥ D + t
∗
l
,
(7)
where k = 5 is the number of links upstream of the defect in the 8 by 8 network. Here
t∗
l
denotes the time when the wall WCl|Ml has passed through link l, calculated via (3).
The excellent data collapse displayed in Figs. 12(c) and 12(d) indicates that even the
deterministic approximation to the domain wall model accurately predicts the transient
behavior observed in the CA simulations.
The time translation (7) is also applied in the maximum flow and moderately high
density cases considered in Sections 3.3.4 and 3.3.5, except that in the high density case
the third expression becomes t− (k − l)|VMl|Ul |.
3.3.4. Capacity region
Fig. 13 shows the results for the case when the unperturbed system is at capacity.
A notable feature of these curves, compared with the low density curves discussed in
Section 3.3.3, is that the flows and densities in the perturbed stationary state (roughly
0.25 . t′ . 1.5 hr in Figs. 13(c) and 13(d)) clearly have link-dependent values. Specif-
ically, in the perturbed stationary state, the link density increases with the distance of
the link from the defect. This can be understood by considering the flows between the
defect route and the adjacent side streets. Consider a link l in the defect route. The flow
Jl in l is given by
Jl = Jl−1 − Jl−17→s + Js7→l, (8)
where Jl−17→s is the flow from link l− 1 to the side streets, and Js7→l is the flow from the
side streets into link l. Unless l is extremely congested, the exogenous inflow Js7→l from
the side streets into l is essentially governed by the flow on the side streets, Js. Given
that the side streets will be less affected by the defect, to a first approximation we can
assume that Js is approximately equal to the unperturbed stationary flow Jo, so that
Js7→l ≈ pT Jo. On the other hand, the outflow Jl−17→s to the side streets is essentially
governed by the link flow Jl−1, so that Jl−17→s ≈ pT Jl−1. Since Jl−1 ≤ Jd < Jo, it
follows that Js7→l > Jl−17→s, and from (8) it follows that Jl > Jl−1. Since the region
upstream of the defect is in high density, this then implies ρl < ρl−1.
Similar heterogeneities are also observed for the low and the high density cases, illus-
trated in Figs. 12 and 14, but are much less pronounced, since Js7→l − Jl−17→s is smaller
in these cases. The fact that these heterogeneities are more apparent for the low density
case shown in Fig. 12 than the high density case shown in Fig. 14, is simply because for
the α, β values chosen, the low density case happens to be closer to capacity.
3.3.5. Moderately high density
Fig. 14 compares the DW results with the CA simulations for the high density case.
We notice that the simulated recovery after the link flow begins decreasing (around t =
1.75hr) is slightly slower than the domain wall prediction. We shall argue in Section 3.5
that this phenomenon is caused by congestion on the side streets.
3.4. Simulations: SOTL Network
We now consider the SOTL system.
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Figure 13: Comparison of flow and density derived from the domain wall model and CA simulations for
the two-dimensional overpass network, initially at capacity with α = 0.6, β = 0.9 and D = 90min. Error
bars corresponding to one standard deviation are shown.
3.4.1. Mid-block defects
Fig. 15 displays the time evolution of J(t) and ρ(t) in the presence of a mid-block
defect, when the unperturbed stationary state is moderately low density near capacity.
Contrary to the overpass model, the impact of the mid-block defect is clearly negligible.
Similar behavior holds for any initial stationary state, and the cause is easy to understand.
For road networks, intersections act as sitewise bottlenecks. Given that the mid-block
lane-reduction defect and the intersections are all well-separated, the overall capacity of
the system is determined by the minimum capacity of these bottlenecks. In Fig. 16(a),
we compare the FD for the unperturbed SOTL network (pink circles) with the FD for a
single link with a lane-reduction defect. We observe that the capacity for SOTL in the
absence of the defect is close to, but slightly lower than, the capacity of a single link with
lane-reduction defect. We would therefore not expect that introducing a lane-reduction
defect that is well-separated from the intersections should affect the performance of the
SOTL system.
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Figure 14: Comparison of flow and density derived from the domain wall model and CA simulations
for the two-dimensional overpass network, initially in the moderately high density regime with α = 0.6,
β = 0.7 and D = 90min. Error bars corresponding to one standard deviation are shown.
The situation is qualitatively different when the lane-reduction defect is positioned
close to an intersection however, since then the two defects cannot be considered inde-
pendent. Indeed, the lower curve (black triangles) in Fig. 16(a) corresponds to a SOTL
network with a lane reduction defect positioned in the first cell of the sixth link in the
defect route. In this case, the defect and intersection combine to produce a noticeable
impact on the network’s behavior. We will now turn our attention to understanding in
more detail the impact of such arrival-side defects.
3.4.2. Arrival-side defects: Fundamental Diagrams
Fig. 16(b) plots the FDs of each link in the defect route for the unperturbed SOTL
network. In each case, the FD is trapezoidal. The capacity of each link is just less than
half the capacity of an isolated link; see Fig. 3. Rather than at a single density, capacity
is achieved over the range [ρc−, ρc+] ≈ [0.1, 0.55]. In the presence of an arrival-side defect,
the capacity drops further to around 0.1.
We note that, as for the overpass network, the FD we used as input for the DW model
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Figure 15: J(t) and ρ(t) obtained from CA simulations of the two-dimensional SOTL network, initially
in the moderately low density regime close to capacity with α = 0.15, β = 0.9, with a mid-block defect
inserted at time t = 0 for duration D = 90min. Error bars corresponding to one standard deviation are
shown.
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Figure 16: Fig. (a): Fundamental diagram for the link immediately upstream of the defect in the
unperturbed SOTL network (pink circles) from similations. For comparison we also show the FD for a
one-dimensional system with defect (blue squares), and the FD for the link immediately upstream of the
defect in the SOTL network with an arrival-side defect (black triangles). Fig. (b): Link FDs for each
link in the defect route of the SOTL system from similations. Error bars corresponding to one standard
deviation are shown.
was constructed by overlaying all the link FDs and constructing a linear interpolation of
the data.
3.4.3. Arrival-side defects: Transient processes
Fig. 17 shows a comparison of the route-aggregated flow and density predicted by
the domain wall model and the CA simulations, when the initial unperturbed system is
in three different regimes: moderately low density, maximum flow, and moderately high
density. In the moderately low and high density cases, the domain wall model applied to
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0 1 2 3 4 5
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
time (hr)
ro
u
te
−a
gg
re
ga
te
d 
de
ns
ity
SOTL: α = 0.12, β = 0.9
 
 
DDW: D = 90min
SDW: D = 90min
SIM: D = 90min
(b) Low density: route-aggregated density
0 1 2 3 4 5
0
0.05
0.1
0.15
0.2
0.25
time (hr)
ro
u
te
−a
gg
re
ga
te
d 
flo
w
SOTL: α = 0.5, β = 0.9
 
 
DDW: D = 90min
SDW: D = 90min
SIM: D = 90min
(c) Maximum flow: route-aggregated flow
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(d) Maximum flow: route-aggregated density
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(e) High density: route-aggregated flow
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Figure 17: Time evolution of route-aggregated flow and density derived from the stochastic domain wall
model and the CA simulation for the SOTL network with arrival-side defect of duration D = 90min.
Top row: Moderately low density regime with α = 0.12, β = 0.9. Middle row: Maximum flow regime
with α = 0.5, β = 0.9. Bottom row: Moderately high density regime with α = 0.5, β = 0.15. Error bars
corresponding to one standard deviation are shown.
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the SOTL network is essentially the same as that used for the overpass network, and we
again assume each link in region U is in the same unperturbed stationary state, and use
link dependent states for Cl and Fl obtained from the perturbed stationary state. For
the case when the unperturbed state is at capacity, we also use link-dependent states for
Ul.
The major difference between the overpass and SOTL networks however is that the
overpass network has a unimodal FD whereas for the SOTL network capacity is not
achieved at a unique density, but for a range of densities [ρc−, ρc+]. For this reason, it is
necessary to assume link-dependent values of (ρl, Jl) for the M region during recovery.
Therefore, we assume that Ml is in state (ρc+, Jc+) if link l recovers from the high
density regime, and otherwise assume Ml is in state (ρc−, Jc−). Consequently, for the
simulation results shown in Fig. 16, we used (ρc+, Jc+) for the state of Ml for all links
upstream of the defect, and (ρc−, Jc−) for the defect link and all links downstream of it.
When the unperturbed system is in either low or high density, the predictions of the
domain wall model and its deterministic approximation are both in a good agreement
with the simulated results. When the unperturbed system is at capacity however, the
situation is more subtle. Since the FD for SOTL is trapezoidal, regions Ul and Ml can
have the same flow but different densities. However, (3) implies that even though Ul
and Ml are then in different states, the drift velocity of the domain wall separating
them is precisely zero. The domain walls WU|M and WM|U both perform symmetric
random walks, and recovery will not occur until they merge. Consequently, although the
flows have already returned to their initial values, it can take a very long time for the
system to recover to its unperturbed density distribution. Since the drift velocity is zero,
the deterministic approximation of the DW model is clearly incapable of modeling the
recovery process. However Fig. 17(d) shows that the stochastic DW model still provides
a good approximation to the CA results in this case.
Finally, we note that in the high density case, the density for t & 2hr recovers some-
what more slowly than predicted by the domain wall model. This was observed already
for the overpass network in Section 3.3.5, where we claimed the phenomenon is caused
by congestion on the side streets. Since the side streets along the defect route are more
congested in the SOTL network that the overpass network, the effect is more pronounced.
The effect also becomes more apparent by increasing the turning probabilities. We shall
now discuss these issues in more detail.
3.5. Turning probabilities
The simulations so far have used a turning probability of pT = 0.05. We now study
the effect of increasing pT. Fig. 18 presents the route-aggregated observables for networks
with turning probabilities pT = 0.05, 0.1, for the SOTL network in the moderately-low
and moderately-high density regimes. We observe that for the low-density plots, the
agreement between the CA simulations and the DW wall predictions is again excellent.
The high-density case deserves further comment however. As noted already, in
Figs. 14 and 17(f), after the density starts to increase the DW model predicts the de-
fect route recovers faster than actually observed in the CA simulations. Fig. 18 shows
that this effect becomes more pronounced for pT = 0.1, suggesting it is caused by the
interaction of the side streets with the defect route. This portion of the recovery process
corresponds to the drift of the walls WU|M and WM|U upstream. In our discussion of
the domain wall model thus far, we have made frequent use of the assumption that the
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Figure 18: Time evolution of route-aggregated flow and density derived from the stochastic domain wall
model and the CA simulation for the SOTL network with arrival-side defect of duration D = 90min.
pT = 0.05, 0.1 and D = 90min. Top row: Moderately low density regime with α = 0.12, β = 0.9.
Bottom row: Moderately high density regime with α = 0.5, β = 0.15. Error bars corresponding to one
standard deviation are shown.
regions Ml in the recovery process are in maximum flow. However, for two-dimensional
networks initially in moderately high density, this can only be approximately correct.
Consider regions Ml and Ml+1. The outflow from link l is the sum of the outflow
Jl→l+1 to link l+1 and the outflow to the side streets Jl→s. Because the side streets are
in high density, the outflow Jl→s, which is proportional to pT, will not be high enough
to maintain Ml in a maximum current state. As a consequence, the density of the Ml
regions becomes larger as l becomes further upstream of the defect. This explains the
observed behavior in Figs. 14 and 17(f), and also why the behavior is more pronounced
in Fig 18.
4. Conclusions
We have studied the impact of a lane-reduction defect on the flows and densities of
both one-dimensional and two-dimensional traffic networks, with a variety of boundary
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conditions. We analyzed the transient behavior using an extended domain wall theory,
in which multiple domain walls diffuse through the system, merging when they meet.
We then compared these predictions with simulations of a stochastic cellular automaton
model. The agreement between DW predictions and CA simulations is generally found
to be excellent, in both one and two dimensions and for any initial state of the system.
Perhaps surprisingly, this is generically true even in realistic two-dimensional networks
with adaptive traffic signal systems.
For one-dimensional systems, we find that the defect reduces the capacity of the
system by approximately half. If the initial system is running below the capacity of the
perturbed system, then the defect has almost no impact. These observations have been
made previously for ASEP with a sitewise defect [3]. We show that qualitatively the same
behavior holds for a two-lane NaSch model with a lane-reduction defect. The multiple
domain wall model provides an accurate quantitative description of the disruption and
recovery process in one dimension, even in its deterministic approximation. We emphasize
that this deterministic approximation can be expressed as a piecewise linear function of
the drift velocities. It therefore provides an analytic expression for the transient profiles
of flow and density, in terms of the stationary flows and densities in the unperturbed and
perturbed systems.
For two-dimensional networks, the impact of the defect depends on both the traffic
signal system as well as the location of the defect. For the overpass network, whose
capacity is close to that of the one-dimensional system, a mid-block defect reduces the
network capacity significantly. This is because the intersections themselves are much
weaker defects than the lane reduction in this case. By contrast, for the more realistic
SOTL system which is governed by adaptive traffic signals, the unperturbed network
capacity is approximately half of the one-dimensional system’s capacity. Introducing a
mid-block lane-reduction defect in this case has negligible impact on the network, because
the intersections act as the dominant defect. The impact of the lane-reduction defect
increases significantly when it is placed close to the intersection however. Likewise, we
expect that spatially extended defects, not studied here, will have an increased impact.
The two-dimensional networks we studied were entirely boundary loaded; they in-
cluded no internal sources and sinks. Boundary loading generically leads to a link-
dependent density distribution, even at stationarity. By incorporating this link-dependence
in the perturbed stationary densities the extended domain wall model is able to accu-
rately reproduce the transient behavior of the defect route. Perhaps surprisingly, unless
the system is initially at capacity, we found that ignoring these heterogeneities in the
unperturbed stationary states still led to very accurate predictions from the domain wall
model.
Finally, we note that links in arterial networks generically have trapezoidal funda-
mental diagrams, as observed for SOTL. As we have seen, the trapezoidal unperturbed
fundamental diagram implies that if the system is initially at capacity, then its final re-
covery process corresponds to a domain wall performing a random walk with zero drift.
One would expect that this sort of behavior would therefore occur quite commonly in
real arterial networks, and it would be of considerable interest for this question to be
studied empirically.
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Appendix A. SOTL
SOTL is an acyclic signal system, in the sense that no fixed ordering of the phases
is imposed. Suppose we agree on a suitable demand function d(P) which quantifies the
demand of each phase P of each given node. Phases with large values of d(P) should be
candidates for being the next choice of the active phase. However, one should also keep
track of the time τ(P) that each phase has been idle, since we do not want a given phase
to remain idle for too long, unless it has strictly zero demand.
The key idea behind SOTL is to compute a threshold function, κ(P), for each phase
P , which depends on both the phase’s idle time and demand function, and when κ(P)
reaches a predetermined threshold value, κ(P) > θ, we consider making P the active
phase. For a detailed general discussion of the SOTL methodology, see [15].
In the simulations performed in the current work, the demand d(P) of phase P was
simply chosen to be the total number of vehicles over all its in-links, and the threshold
function was
κ(P) =
d(P)τc(P)e
τ(P)
τ
θ∑
P′ d(P
′)
, (A.1)
This particular choice for the demand function implies that SOTL attempts, at each
instant of time, to adaptively minimize the network’s density heterogeneity. Instead of
letting κ(P) grow linearly with τ(P), we chose a threshold τθ for the idle time. If τ(P)
is larger than τθ, then the threshold function grows more quickly. This is intuitively
reasonable, since after a driver has waited some reasonable amount of time for a green
signal, the longer the driver has to wait further, the more impatient they become. We
used threshold values of θ = 5, c = 0.9 and τθ = 50.
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