Massive MIMO is a variant of multiuser MIMO, in which the number of antennas M at the base-station is very large. It has been observed that in many realistic propagation scenarios, although the user channel vectors have a very high-dim M , they lie on low-dim subspaces because of their limited angular spread (spatial correlation). This low-dim subspace structure remains stable across several coherence blocks and can be exploited to improve the system performance. In a recent work, we addressed this problem and proposed a very effective novel algorithm referred to as Approximate Maximum-Likelihood (AML), which was formulated as a semi-definite program (SDP). In this paper, we address two problems left open in our previous work, namely, computational complexity and tracking. We propose a new algorithm that is reminiscent of Multiple Measurement Vectors (MMV) problem in Compressed Sensing and prove that it is equivalent to the AML Algorithm for sufficiently dense angular grids. It has also a very low computational complexity and is able to track the sharp transitions in the channel statistics very quickly. We provide numerical simulations to assess the estimation/tracking performance of our proposed algorithm, with a particular emphasis on situations where a direct implementation of the SDP is infeasible in real-time. Our proposed algorithm is of independent interest in applications other than massive MIMO. We provide numerical simulations to compare the performance of our algorithm with that of other related subspace estimation algorithms in the literature.
Low-Complexity Massive MIMO Subspace
Estimation and Tracking From Low-Dimensional Projections Saeid Haghighatshoar , Member, IEEE, and Giuseppe Caire , Fellow, IEEE Abstract-Massive MIMO is a variant of multiuser MIMO, in which the number of antennas M at the base-station is very large. It has been observed that in many realistic propagation scenarios, although the user channel vectors have a very high-dim M , they lie on low-dim subspaces because of their limited angular spread (spatial correlation). This low-dim subspace structure remains stable across several coherence blocks and can be exploited to improve the system performance. In a recent work, we addressed this problem and proposed a very effective novel algorithm referred to as Approximate Maximum-Likelihood (AML), which was formulated as a semi-definite program (SDP). In this paper, we address two problems left open in our previous work, namely, computational complexity and tracking. We propose a new algorithm that is reminiscent of Multiple Measurement Vectors (MMV) problem in Compressed Sensing and prove that it is equivalent to the AML Algorithm for sufficiently dense angular grids. It has also a very low computational complexity and is able to track the sharp transitions in the channel statistics very quickly. We provide numerical simulations to assess the estimation/tracking performance of our proposed algorithm, with a particular emphasis on situations where a direct implementation of the SDP is infeasible in real-time. Our proposed algorithm is of independent interest in applications other than massive MIMO. We provide numerical simulations to compare the performance of our algorithm with that of other related subspace estimation algorithms in the literature.
Index Terms-Massive MIMO, subspace estimation and tracking, multiple measurement vector problem, forward-backward splitting.
I. INTRODUCTION
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Digital Object Identifier 10.1109/TSP. 2018.2795560 the BS can estimate the channel vectors of the users from UL orthogonal training pilots sent by the users. Since there is no multiuser interference in the UL training phase, in this paper we focus on the basic channel estimation problem for a single user.
In massive MIMO systems, the number of antennas M , thus, the dimension of the received signal at the BS is very large. However, in many relevant scenarios, channel vectors of each user are spatially correlated since the propagation occurs through a small set of Angle of Arrivals (AoAs). This implies that for a user with a channel vector h(t) ∈ C M at a time slot t, the signal covariance matrix S = E[h(t)h(t) H ] is typically low-rank.
This spatial correlation/low-rank structure can be exploited to improve the system multiplexing gain and decrease the training overhead. A particularly effective scheme is the Joint Spatial Division and Multiplexing (JSDM) approach proposed and analyzed in [8] - [12] , where the users are partitioned into G > 1 groups such that users in each group have similar channel subspaces [8] - [10] . These groups are separated by a zero-forcing beamforming that uses only the group subspace information and reduces the dimensionality for each group g to some m g M . Then, additional multiuser multiplexing gain in each group g is obtained by applying the conventional linear precoding to the lower-dim projected channel. This has the additional non-trivial advantage that only m M RF chains (A/D converters and modulators) are needed, thus, reducing the A/D conversion rate significantly. It is seen that estimating the signal subspace of the users plays a crucial rule in massive MIMO systems. In particular, due to the limited number of available RF chains at the receiver front end, the subspace estimation needs to be done with only low-dim projections of the received signal.
A. Contribution
In our recent work [13] , [14] , we studied this problem and developed a new family of efficient algorithms for subspace estimation in massive MIMO. We also demonstrated via numerical simulations that our proposed algorithms provide near-ideal performance for a massive MIMO JSDM system. However, the low-complexity implementation of our proposed algorithms was left open in [13] , [14] . In this paper, we bridge the complexity gap by providing efficient and low-complexity implementation of the algorithms in our previous work [13] , [14] , with a special focus on the AML (approximate maximum likelihood) Algorithm. Our approach is based on approximating the typically high-complexity semi-definite program (SDP) proposed for the original form of AML Algorithm in [13] , [14] with another convex optimization problem that can be efficiently solved. We consider a generalization of the originally proposed AML Algorithm where the projection (sampling) operator may be time-variant, i.e., changing in different training slots. This results in further improvement in the subspace estimation. We extend our proposed low-complexity algorithm to other practical array configurations such as 2D rectangular lattice arrays, and provide guidelines for efficient numerical implementation for general array configurations. We also illustrate that our algorithm can be run in a tracking mode, where the subspace estimate is updated upon arrival of a new training sample.
B. Related Work
Subspace estimation and tracking arises in a variety of problems in signal processing. In general, when a high-dim signal is generated by a linear process that is governed by a small number of parameters, it can be represented by a low-dim structure embedded in a higher-dim space. This occurs in a wide range of applications such as direction-of-arrival (DoA) estimation [15] , [16] , source localization [17] , beamforming [18] , anomaly detection [19] , signal denoising, adaptive filtering [20] , and wireless communication [21] , [22] . The dominant signal subspace can always be obtained by computing the covariance matrix of the data (i.e., its second order statistics), e.g., the channel covariance matrix S = E[h(t)h(t) H ] in massive MIMO applications, and computing its singular value decomposition (SVD) and is classically known as Principal Component Analysis (PCA) in statistics [23] and Karhunen-Loéve Transform (KLT) in stochastic processes [24] . In practice, however, data covariance matrix is not known and should be estimated from the data samples. In particular, due to complexity reasons, this needs to be done by taking as few data samples and by consuming as less storage as possible. This has motivated a vast line of research on developing efficient and low-complexity subspace estimation/tracking algorithms [25] - [29] . Recently by the advent of Compressed Sensing [30] - [32] , there has been a new serge of interest in exploiting underlying low-dim signal structures such as sparsity and low-rankness, which has revitalized the popularity of subspace techniques in a wide range of problems such as Matrix Completion [33] - [35] , Super-Resolution [36] , [37] , compressive spectral estimation [38] - [41] , and sparse signal recovery [42] - [46] We compare the performance of our proposed subspace estimation algorithm with singular value thresholding (SVT) Algorithm in [47] and PETRELS Algorithm in [29] , which are directly related to our work and provide the state of the art performance in subspace estimation and tracking. Our numerical simulations in Section VII illustrate that our algorithm performs better and is able to track the sharp transitions in signal statistics much faster.
C. Notation
We show vectors by boldface small letters (e.g., x), matrices by boldface capital letters (e.g., X), scalar constants by nonboldface letters (e.g., x or X), and sets by calligraphic letters (e.g., X ). We denote the i-th row and j-th column of a matrix X with a row vector X i,. and a column vector X .,j . We denote the Hermitian and the transpose of a matrix (or a vector) X by X H and X T . We use tr(.) for the trace operator. We denote the complex/real inner product of two matrices (or two vectors) X and Y by X, Y = tr(X H Y), and X, Y R = Re[ X, Y ].
We use x for the 2 -norm of a vector x, and X = X, X = X, X R for the Frobenius norm of a matrix X. We denote a k × k diagonal matrix with diagonal elements s 1 , . . . , s k with diag(s 1 , . . . , s k ). We indicate the output of any optimization problem such as arg min X∈X f (X) with X * . The identity matrix of order p is denoted by I p . For an integer k, we use the shorthand notation [k] for {1, . . . , k}. We denote the big-O notation by O(.).
II. BASIC SETUP

A. Array and Signal Model
Consider a BS with a large uniform linear array (ULA) with M 1 antennas. The geometry of the array is shown in Fig. 1 , with antenna elements having a uniform spacing d.
We assume that the BS serves the users in the angular range [−θ max , θ max ] for some θ max ∈ (0, π/2), and let d = λ 2 sin(θ m a x ) , where λ denotes the wave-length. We consider a simple model in which the transmission between a user and the BS occurs through p scatterers (see Fig. 1 ). The results can be simply extended to a general scattering model with a general mixed-type (continuous and discrete) power distribution over the AoA domain as in [14] . One snapshot of the received signal in a window of training pilots of size T is given by (1) where h(t) := p =1 a(θ )w (t) ∈ C M denotes the channel vector of the user, 1 z(t) ∈ C is the transmitted pilot (training) symbol of the user, which typically belongs to a signal constellation such as QAM, w (t) ∼ CN (0, σ 2 ) is the channel gain of the -th multipath component, n(t) ∼ CN (0, σ 2 I M ) is the additive white Gaussian noise of the antenna elements, and where a(θ) ∈ C M is the array response at AoA θ, whose k-th component is given by
According to the well-known Wide Sense Stationary Uncorrelated Scattering (WSSUS) model, the channel gains of different paths, i.e., {w (t)} p =1 , at every time t ∈ [T ], are uncorrelated [21] . Without loss of generality, we assume that the pilot symbol z(t) transmitted along the channel vector h(t) is normalized to z(t) = 1 in all training snapshots, thus, letting A = [a(θ 1 ), . . . , a(θ p )], we have
where w(t) = (w 1 (t), . . . , w p (t)) T for different t ∈ [T ] are statistically independent. Also, we assume that the AoAs {θ } p =1 remain invariant over the whole training period of length T slots. From (3), the covariance of y(t) is given by
H is the covariance matrix of the channel vectors. It is not difficult to check that S is a Hermitian positive semi-definite (PSD) Toeplitz matrix of rank p, where typically p M . In practice, the channel vectors are formed by the superposition of AoA contributions weighted according to a mixed-type measure γ(dθ) as in [14] , containing both discrete masses in correspondence of specular reflectors and a continuous measure corresponding to scattering clusters. In this case, S is given by γ(dθ)a(θ) H a(θ). However, since γ has a limited angular support in practice, the low-rank assumption still holds. The AML Algorithm in [13] , [14] and also our proposed low-complexity scheme in this paper apply to this general case.
B. Sampling Operator
As explained in the introduction, in massive MIMO systems, it is crucial to be able to recover the signal subspace of the users from low-dim projections of their received channel vectors. In general, low-dimensional projections can be obtained via a m × M matrix B for some m M , which can be implemented as part of the analog receiver front-end. A particularly simple choice is "antenna selection," where B is a binary 0-1 selection matrix with a single element equal to 1 in each row. Such a sampling scheme is especially attractive in the context of covariance estimation for ULA or more in general for rectangular arrays (with antennas located at a 2D lattice configuration), and there are deterministic constructions known as coprime sampling schemes that yield efficient covariance estimation with a minimal sampling complexity (i.e., number of sampled antennas); we refer to [47] , [48] for further explanation of coprime sampling and to [14] for discussion on the specific advantages of such a sampling for covariance estimation in massive MIMO. In this paper, however, we will not impose any restriction on the class of sampling matrices, which after all may depend on the specific hardware structure used for massive MIMO implementation (see e.g., [49] for further discussion). We will illustrate via numerical simulations in Section VII-B that our proposed algorithm works equally well with conventional sampling schemes used in nowadays implementations such as "antenna selection" and "random phase-shift networks".
In this paper, we investigate further (just for convenience) the specific case of antenna selection because of its rich mathematical structure (see, e.g., coprime sampling proposed in [14] , [47] , [48] ). More specifically, we assume that in such a scheme in each training slot, the BS samples the output signal of only m M random antenna elements via m available RF chains (switches). Also, we consider a general case in which the antenna selection can be time-variant. Letting 
C. Performance Metric
Our goal is to find an estimate of the dominant signal subspace of the covariance matrix S of the channel vectors h(t), t ∈ [T ]. Let S be such an estimate, and let S = UΛU H and S = U Λ U H denote the singular value decomposition (SVD) of S and S. We always use the convention that the singular values are sorted in a non-increasing order. We define the normalized power distribution for S by
We denote the power captured by columns of U by q ∈ R M + , where [q] i = S, u i u H i gives the amount of power of S captured by the 1-dim (rank-1) projection operator
, which gives the whole power contained in S. We normalize q and define the estimated normalized power distribution
, denote the whole signal power contained in the first k components of p and p. Note that since U is the SVD basis for S, we always have η p (k) ≥ η p (k), for every k ∈ [M ], which implies that the vector p is always majorized by p. Also, due to normalization, we have η p (M ) = η p (M ) = 1.
In subspace estimation applications in massive MIMO, e.g., in JSDM, the goal is to design a low-dim beamformer for each user that captures a significant amount of the power of its channel vectors. 2 An appropriate distortion measure for such appli-
, which captures the maximum ratio of power loss incurred by beamforming to the dominant k-dim subspace of the estimate S rather than the optimal k-dim subspace of S, for any arbitrary k ∈ [M ]. We will use Γ(p, p) = 1 − ν(p, p) as the metric for assessing the performance of the subspace estimation. It is not difficult to check that Γ(p, p) ∈ [0, 1], and Γ(p, p) = 1 if and only if S = μ S for some μ > 0. In particular, if Γ(p, p) ≥ 1 − , for some fixed ∈ (0, 1), then the M × k bemaforming matrix [ u 1 , . . . , u k ] obtained from the estimate S for an arbitrary k ∈ [M ] is at least (1 − )-optimal with respect to the best k-dim subspace of true covariance S.
III. PROBLEM STATEMENT
In this section, we briefly explain the AML Algorithm proposed for subspace estimation in [13] , [14] . For simplicity of explanation, we assume that the binary 0-1 sampling operator is a fixed m × M matrix B for all t ∈ [T ]. We will later consider the generalized time-variant sampling operator B(t).
Let y(t) = h(t) + n(t) be the noisy received signal in the array at time t ∈ [T ], and let x(t) = By(t) be its m-dim projection via B. We assume that the noise variance σ 2 is known and multiply all the signals by 1 σ to normalize the noise power to 1. For simplicity, we still use the same notation for the normalized signals. [13] , [14] is cast as the following SDP:
where T + denotes the space of all M × M Hermitian PSD Toeplitz matrices. The optimal solution S * of (5) gives an estimate of the covariance matrix S of the channel vectors.
In [14] , we illustrated via numerical simulations that AML Algorithm has an excellent performance for estimating user signal subspaces, especially in a JSDM system setup. Unfortunately, the SDP (5) proposed for AML Algorithm in [13] , [14] is quite time-consuming, especially for a large array size M . In this paper, instead of directly solving the SDP (5), we approximate it by another convex optimization problem for which we provide an efficient and low-complexity algorithm. Our algorithm works for the more general setup in which the m × M sampling matrices B(t) may be time-variant, and can be applied to more practical array configurations such as 2D rectangular arrays.
IV. MATHEMATICAL FORMULATION
A. Equivalent Convex Optimization
Let G be a discrete grid of size G consisting of the an-
, over the angular range [−θ max , θ max ]. Let G be an M × G matrix whose columns are given by a(θ i ), corresponding to the array response at AoA θ i ∈ G, i ∈ [G]. We assume that G is dense enough such that every signal covariance matrix S can be well approximated by
with appropriate s i ≥ 0, i ∈ [G]. 3 Also note that any M × M matrix of the form (6) is a valid channel covariance
where the 2,1 -norm of W is defined by
It is not difficult to check that the columns of G have unit 2 -norm. We prove the following result.
Proposition 1: Suppose that the grid G is dense enough such that every covariance matrix S can be precisely approximated according to (6) . Then, the SDP (5) and the convex optimization (7) are equivalent, in the sense that if W * is the minimizer of (7), then the optimal solution of (5) can be approximated by
Some remarks are in order here.
Remark 1: Optimization problems of the type (7) with an 2,1 -norm regularization of the form λ W 2,1 , for some λ > 0, are well known and widely applied to solve Multiple Measurement Vector (MMV) problems in Compressed Sensing [30] - [32] , where multiple measurement vectors correspond to different realizations of a sparse vector all having the same sparsity pattern (location of nonzero coefficients). It is also well-known that 2,1 -norm regularization promotes the block sparsity or row sparsity of the optimal solution W * of the channel coefficients in (7) . Since, each row i of W * corresponds to the channel gain of a scatterer located at θ i ∈ G, considering the sparse scattering channel in the angular domain, this seems to be a quite reasonable regularization. However, the main novelty in (7) consists of the remarkable fact that for the particular choice λ = √ T of the regularization coefficient and within the assumptions of Proposition 1, this particular instance of MMV is, asymptotically for sufficiently dense angular grids, equivalent to the AML Algorithm, which is derived in a completely different way without any assumption on grid quantization in the angular domain. ♦ Remark 2: Proposition 1 implies that by increasing the number of grid points G the optimal solution S * of SDP (5) can be better approximated as G diag(s 1 , . . . , s G )G H , with appropriate s i > 0. However, by increasing G the columns of the matrix G, containing array responses over the grid points, become more and more correlated. It is well known from classical Compressed Sensing [30] - [32] that in a sparse estimation problem, such as (7) , the correlation among the columns of the sensing matrix typically degrades the performance of estimation of W * , e.g., it creates spurious rows in W * . It is remarkable that as far as estimating the signal subspace S * is concerned, increasing G does not incur any degradation of the performance, thanks to the convergence of (7) to (5) proved in Proposition 1. ♦
B. Forward-Backward Splitting
In this section, we derive our low-complexity algorithm for solving the optimization problem (7) using the well-known forward-backward splitting (FBS) for minimizing sum of two convex functions (see [50] and the refs. therein).
Definition 1:
Let g : C k → R be a convex function. The proximal operator of g denoted by prox g : C k → C k is defined by prox g (x) := arg min y∈C k g(y) + 1 2 x − y 2 . ♦ Note that for any arbitrary convex function g and a fixed x ∈ C k , the modified convex function g(y) + 1 2 x − y 2 is strongly convex and has a unique minimizer, thus, prox g (x) is always well-defined (single-valued) for any arbitrary x ∈ C k .
Consider the objective function (7) . After suitable scaling, we can write (7) as the minimization of the convex function
where λ max denotes the maximum singular value of a given matrix. Note that if the grid size G is sufficiently large and the grid points are distributed approximately uniformly over the AoAs, we have that
Using the standard results, we obtain the following upper bound for f 1 (W).
Proposition 2: Let W be a given point. Then, f 1 (W) for every W can be upper bounded by f 1 (W), where
where ., . R denotes the real-valued inner product. 2 , whose optimal solution, from Definition 1, is given by
in terms of the proximity operator of the 2,1 -norm f 2 (W) := W 2,1 . Standard calculations show that for a given α > 0,
is obtained by simply shrinking the rows of W, where (x) + := max(x, 0).
With this explanation, we propose the following iterative algorithm based on FBS. We initialize W (0) = 0 and define for k = 1, 2, . . . the sequence
. It is seen that the update W (k +1) at iteration k is simply obtained by lower-bounding the function f 1 (W) in a neighborhood of W = W (k ) by f 1 (W) according to Proposition 2 and finding the optimal solution of the resulting function f 1 (W) given by W = W (k +1) . A variable step-size variant of Algorithm 1: FBS for 2,1 -Minimization.
1: Initialization: Fix ∈ (0, min{1, 1 β }), W (0) . 2: for k = 1, . . . , do 3: 2: for k = 0, 1, . . . , do 3:
8: end for
the algorithm is given in Algorithm 1, in which in each iteration, the functions f 1 is minimized by moving along −∇f 1 with a positive step-size α k (forward step), followed by f 2 being minimized by applying the proximal operator prox α k f 2 (backward step). This approach is known as operator splitting since individual components of f , i.e., f 1 and f 2 , are optimized sequentially rather than jointly. The advantage is that splitting reduces the computational complexity since most of the time computing the joint proximal operator prox f 1 +f 2 is much more complicated than computing the individual one, e.g., prox f 2 .
As f (W) is strongly convex, it has a unique optimal solution W * . From the convergence analysis in [51] , we obtain the following result.
Proposition 3: Let {W (k ) } ∞ k =0 be the sequence generated by Algorithm 1 for an arbitrary initial point W (0) and for arbitrary selection of step-sizes according to Algorithm 1. Then, {W (k ) } ∞ k =0 converges to the unique solution W * . In order to further increase the convergence speed of Algorithm 1, we apply Nestrov's update rule [52] , which has been applied for the 1 -norm minimization in [53] .
Proposition 4 (Theorem 11.3.1 in [54] ): Let {W (k ) } ∞ k =0 be the sequence generated by Algorithm 2 for an arbitrary initial point W (0) and for the step-sizes according to the Nestrov's update rule. Then, for any k, we have f (
Remark 3:
The advantage of Nestrov's update, as seen from Proposition 4, is that the gap to the optimal value, i.e., f (W (k ) ) − f (W * ), scales like O( 1 k 2 ) as a function of the number of iterations k rather than O( 1 k ) that typically occurs for the selection of step-sizes according to Algorithm 1. In particular, the scaling O( 1 k 2 ) is optimal [54] . ♦ Remark 4: As mentioned in Remark 2, increasing the grid size G does not degrade the performance of the subspace estimation. However, since the Lipschitz constant β = G m √ T grows proportionally to G, it is seen from Proposition 4 that increasing G reduces the speed of the algorithm. ♦
C. Time-Varying Sampling Operators
When m M or when the sampling ratio is much smaller than the normalized angular spread of the user, i.e., m M Δ θ 2θ m a x , using a fixed sampling matrix B results in an aliasing pattern that is not resolved even by taking several measurement. Therefore, to improve the recovery performance, it is beneficial to use time-varying sampling matrices B(t) in each slot t ∈ [T ] such that the aliasing caused by a sampling matrix B(t) at time t ∈ [T ] is resolved by other sampling matrices B(t ) at other times t = t. Let I t ⊆ [M ] denote the indices of the sampled antenna elements at time t ∈ [T ]. We always assume that the indices belonging to I t are sorted in an increasing ordered. We follow the MATLAB convention that for a vector m ∈ C M , we have B(t)m = m(I t ), where m(I t ) denotes an m-dim vector containing the components of m belonging to I t . All the formulations for the fixed operator B can be immediately extended to the time-variant case by defining f 2 
It is also straightforward to show that ∇f 1 (W) is again a Lipschitz function with the Lipschitz constant
which is the same as in the time-invariant case. This implies that all the steps of Algorithm 1 and 2, and their convergence still hold in this case.
D. Computational Complexity
Each iteration of both Algorithm 1 and 2 requires computing T columns of ∇f 1 , where the t-th column, t ∈ [T ], is given by ∇f 1 (W) .,t = 1 ζ G H t ( G t W .,t − X .,t ), evaluated at W = W (k ) at iteration k. For the special grid G with the discrete AoAs θ i := sin −1 (−1 + 2(i−1) G ) sin(θ max ) , i ∈ [G], in the angular range [−θ max , θ max ], the matrix G becomes an oversampled Fourier matrix, namely, the columns of G are given by (ω c G , ω 2c G , . . . , ω M c G ) T , where ω G = e j π G and where c ∈ {−G, −G + 2, . . . , G − 1}. This special structure of G, as a result that of G, can be exploited to compute ∇f 1 (W) quite efficiently.
For each t ∈ [T ], we first compute G t W .,t . Following the MATLAB notation, let m = G ifft(W .,t , G) ∈ C G be the inverse Discrete Fourier Transform (DFT) of W .,t scaled with G, which can be efficiently computed using the Fast Fourier Transform (FFT) algorithm provided that M is a power of 2. Then, G t W .,t is simply given by 1 Letting T conv be the number of iterations necessary for the convergence, the whole computational complexity is O 2T conv T G log 2 (G) , which is two orders of magnitude less than the complexity of directly solving the SDP (5). As we explained in Remark 2, increasing the grid size G does not degrade the recovery performance. However, as also mentioned in Remark 4, it increases the Lipschitz constant β of ∇f 1 and slows down the convergence of the algorithm. The main reason is that increasing β makes the shrinkage operation in the proximal operator prox 1 β f 2 softer. As a result, the algorithm requires more iterations to identify the active grid elements. Thus, we expect that T conv scale proportionally to the oversampling factor G M . We always use G M = 2. Our numerical simulations show that for this choice of oversampling factor, both Algorithm 1 and 2, and especially Algorithm 2, are quite fast and converge in only a couple of iterations.
V. EXTENSION TO OTHER ARRAY GEOMETRIES
A. 2D Rectangular Array Configurations
Our proposed algorithms can be extended to a 2D rectangular array consisting of M = M x M y antenna elements, arranged over a rectangular grid
in the 2D plane of the array, having a horizontal spacing d x and a vertical spacing d y between its elements. We consider a 3D Cartesian coordinate chart with an xy-plane given by the 2D plane of the array and with a z-axis orthogonal to it. We denote the M -dim (M = M x M y ) array responses by a(ξ), where ξ belongs to the unit 2D sphere S 2 = {ξ ∈ R 3 : ξ = 1} (lying in 3D space) and parameterizes the AoAs; sometimes, it is better to use a coordinate chart for S 2 in which every point ξ is represented by two angles: the polar angle θ and the azimuthal angle φ. It is more convenient to denote the M -dim array response a(ξ) with double index (x, y)
where r xy = (xd x , yd y , 0) ∈ R 3 denotes the location of the array element indexed by (x, y) in the 2D plane of the array (xyplane). The channel vector of a user, whose scattering channel consists of a collection of p scatterers with AoAs parameterized by
The channel covariance matrix is also given by S = p i=1 σ 2 i a(ξ i )a(ξ i ) H , which using the double-index notation can be represented by
It is seen from (12) 
In fact, S is even more structured since all the diagonal blocks of S in both block representations are equal to a Toeplitz matrix, whereas a block-Toeplitz matrix generally might not have Toeplitz diagonal blocks. The originally proposed AML Algorithm for the ULA in [13] , [14] can be generalized to 2D rectangular arrays. It can be formulated as an SDP similar to (5) by replacing the constraint set T + with the set of PSD Hermitian block-Toeplitz matrices denoted by BT + , which is still a convex set.
We again assume that in each slot t ∈ [T ], we only sample a collection of m M array elements via a possibly time-variant sampling matrix B(t). Similar to the previous case for ULA, we define a 2D grid G of size G by quantizing the continuum of AoAs, and construct the M × G matrix consisting of the array responses over the discrete AoAs belonging to G. A direct inspection in the proof of Proposition 1 indicates that the SDP for AML Algorithm in this case can still be approximated by the 2,1 -norm regularized convex optimization in (7) . All the steps of the algorithm and all the parameters remain the same as in the case of ULA. However, due to the 2D lattice array configuration, we need to apply 2D DFT to compute ∇f 1 (W) in each step rather than 1D DFT used for the ULA. This can still be efficiently computed provided that both M x and M y , and the oversampling ratios G x M x and G y M y are powers of 2, where the total computational complexity is again given by O 2T conv T G log 2 (G) .
As explained in Section IV-D, using the computational advantage of FFT algorithm requires a special design of the grid G, which contains the AoAs θ i := sin −1 (−1 +
. However, if G is large enough, G has a performance comparable with any other grid of similar size in approximating the signal covariance matrix (see (6) ) since it covers the whole angular range [−θ max , θ max ]. Unfortunately, this is not the case for 2D rectangular arrays: exploiting the computational advantage of 2D FFT restricts the range of AoAs that can be processed. To explain this, let us consider two uniform grids:
where ξ x max and ξ y max are such that ξ x max d x = ξ y max d y = 1, where we define d x = d x /(λ/2) and d y = d y /(λ/2) as the normalized horizontal and vertical spacing between the array elements in the 2D grid P. We also assume that ξ x max and ξ y max satisfy the additional constraint (ξ x max ) 2 + (ξ y max ) 2 ≤ 1. Let us consider the following grid consisting of G = G x G y points on the unit sphere S 2 , each representing a specific AoA:
This is illustrated in Fig. 2 with the grid points lying on the unit sphere. It is seen that G can cover only a subset of all possible AoAs. Fig. 2 . A nonuniform grid of AoAs over the unit sphere, whose projection on the ξ x ξ y -plane is a rectangular grid.
From (13) and the definition of G x and G y , it is not difficult to check that the projection of the grid points on the ξ x ξ y -plane builds a 2D rectangular grid enclosed by the rect-
We can also check that the array response a(ξ) for a ξ ∈ G is given by [a(ξ)] xy = e j π xd x ξ x e j π y d y ξ y , where x ∈ [M x ], y ∈ [M y ], and ξ x ∈ G x and ξ y ∈ G y denote the xy component of ξ. Since x, y, ξ x and ξ y all take values in discrete lattices (with uniform spacing 1, 1, 1/d x and 1/d y respectively), letting G be the M × G matrix whose columns are given by a(ξ), ξ ∈ G, with a suitable ordering, we obtain the 2D DFT matrix. If M x and M y are powers of 2 and the oversampling ratios G x M x and G y M y are also powers of two, similarly to the ULA in Section IV-D, we can apply the 2D FFT algorithm to compute ∇f 1 quite fast.
Remark 5: Although ξ x max d x and ξ y max d y could be selected to be less than 1, this unreasonably restricts the spatial resolution of the array. For a practical design, we should first decide on the subset of AoAs on the unit sphere that we intend to process, with the additional constraint that the projection of this subset on the ξ x ξ y -plane must lie in a symmetric rectangular region, which is necessary in order to take advantage of computational benefits of 2D FFT. This yields the desired ξ x max and ξ y max . Finally, to obtain the best spatial resolution in the desired region, the array spacings d x and d y are set to their maximum values such that ξ x max d x = ξ y max d y = 1. ♦
B. General Array Configurations
Consider a general array configuration, in which the array responses are parameterized by {a(ξ) : ξ ∈ Ξ}, for some parameter set Ξ representing the AoAs. In this case, the space of all feasible signal covariance matrices is given by S = { Ξ γ(dξ)a(ξ)a(ξ) H : γ ∈ P(Ξ)} where P(Ξ) denotes the space of all positive measures over Ξ. Notice that S is indeed a convex subset (cone) of the cone of all M × M PSD matrices. Depending on the array configuration, it might happen that S has a simple algebraic representation that can be exploited in the optimizations. For example, S coincides with the space of PSD Hermitian Toeplitz matrices T + for the ULA, and with the space of PSD Hermitian block-Toeplitz matrices BT + for a 2D lattice array configuration.
The SDP formulation (5) for the AML Algorithm can be extended to this case by replacing T + with S. In particular, the equivalence between SDP (5) and the 2,1 -regularized convex optimization (7) still holds provided that the set Ξ is quantized with a sufficiently dense grid G, such that sup ξ ∈Ξ inf ξ ∈G a(ξ)a(ξ) H − a(ξ )a(ξ ) H ≤ M holds for a sufficiently small ∈ (0, 1). Due to the iso-norm property of the array response vectors {a(ξ) : ξ ∈ Ξ}, this condition is satisfied provided that sup ξ ∈Ξ inf ξ ∈G a(ξ) − a(ξ ) ≤ √ M . In general, one can not hope to obtain the low O(T G log 2 (G)) periteration computational complexity due to the FFT algorithm as in the case of ULA or 2D lattice array configuration unless the covariance matrices in S have other special algebraic structures that can be exploited to speed up numerical computations. Furthermore, one might also need to restrict the range of AoAs, as in 2D lattice configuration, to benefit this underlying algebraic structure.
VI. SUBSPACE TRACKING
A. Extending the Algorithm to the Tracking mode
Up to now, we have assumed that, although the channel gains w(t) as in (3), and as a result the channel vectors h(t) vary i.i.d. with time, the underlying channel geometry {(σ 2 i , θ i ) : i ∈ [p]} embedded in the covariance matrix S = p i=1 σ 2 i a(θ i )a(θ i ) H remains stable for a quite long time, especially much longer than the window size T . This allows the signal subspace to be estimated from the low-dim sketches inside the window [T ], and to be used for the rest of time. In practice, the channel vectors {h(t)} ∞ t=1 as a stochastic process is only locally stationary and its statistics (covariance matrix) is piecewise constant, i.e., constant over rather long intervals of time (time scale of one to tens of seconds) and changes with abrupt transitions when the scattering environment of the user changes (e.g., while moving form indoor to outdoor or turning from one street to another for a moving vehicle). In any case, the duration of the time intervals over which the covariance is time-invariant is 3 up to 4 orders of magnitude larger than the duration of the data transmission slots. Therefore, we can collect a window of T i.i.d. samples (for a sufficiently large T ) in the time-frequency domain over each interval [55] .
Traditionally, there are two approaches in the literature to deal with sharp transitions in signal statistics: 1) change point detection (see [56] and refs. therein) and 2) online tracking (see [28] , [29] , [57] and the refs. therein). Adapted to the subspace estimation in this paper, in the former, one applies change point detection algorithms to identify the transition points in the statistics, and upon identifying a transition point, the subspace estimation algorithm is run to reestimate/update the signal subspace from new observations. The resulting estimate is used until the next transition point is identified. In the latter, in contrast, upon arriving a new observation (sketch) x(t) at time t, the tracking algorithm updates its estimate of the signal subspace S(t) by
where α ∈ (0, 1) is an update factor, and where I (x(t)) is a subspace innovation term that depends on the newly received sketch x(t) (see [28] , [29] and the refs. therein). The choice of α makes a trade-off between the quality of the subspace estimation in the stationary regime (variance) and the tracking ability of the algorithm in the non-stationary transition regime (bias); 4 the closer α to 1, the less variance in subspace estimation in the stationary regime, and the closer α to 0 the faster the subspace identification after occurring a sharp transition in the non-stationary transition region. Another way to see this is that for a given α ∈ (0, 1) the effective number of data used for subspace estimation belongs to a window of T α ≈ 1 log 2 ( 1 α ) latest observations (sketches). In fact, α → 1 makes T α larger and improves the subspace estimation provided that the window of sketches lies in a stationary regime. However, increasing T α also increases the probability of having a sharp transition in the middle of the window, in which case the subspace estimation algorithm requires around T α new observations to identify the new subspace after the transition, thus, making the tracking algorithm less agile.
Our proposed algorithm can be run in the tracking mode as follows. We fix a window size T , which corresponds to selecting a suitable value for the tracking parameter α ∈ (0, 1) in the tracking algorithm. At every time t, we always keep the latest T sketches W t := {x(t − T + 1), . . . , x(t)} and update it upon arriving a new sample x(t + 1) as W t+1 = W t ∪ {x(t + 1)}\{x(t − T + 1)}. We use the optimal solution W * (t) of the convex optimization (7) , when the matrix of sketches is set to X = W t , as a warm initialization to the algorithm at time t + 1. Typically T 1, and we expect that adding the new sketch x(t + 1) does not effect the optimal solution considerably. In fact, for a window size T , we expect intuitively that W * (t+1)−W * (t) 2
On the one hand, this implies that, for a large T , only O(1) number of iterations would be sufficient to reach from the old estimate W * (t) (used as the initialization point) to the new estimate W * (t + 1), thus, the whole complexity of the subspace update would be of the order O(2G log 2 (G)) per each newly arrived observation. On the other hand, this indicates that, as expected, increasing the window size T , makes the algorithm less agile to sharp subspace transitions since the new estimate W * (t + 1) can not move far from the old one W * (t) in a single iteration.
B. Further Simplified Subspace Tracking
In practical implementations, updating the subspace at each time t requires the following steps: updating the weighting matrix W(t), computing the estimate of signal covariance matrix according to Proposition 1, and computing the SVD of the resulting matrix and identifying its dominant subspace. This might be too complicated in some real-time implementations. Instead, we can use the weighting matrix W(t) to identify the position of dominant elements (active elements) in the over-complete dictionary over the grid given by G. This only requires updating the 2 -norm or equivalently the 2 -norm squared of the rows of W(t), i.e., W(t) i,.
2 for i ∈ [G], after each iteration t, which can be done quite fast. At each time t, the M × q submatrix of G (for some q M ) corresponding to the dominant rows of W(t) give an estimate of the signal subspace.
VII. SIMULATION RESULTS
In this section, we evaluate the performance of the proposed subspace estimation algorithm via numerical simulations. 1 for large SNR is due to the finite grid size G.
A. Array Model
We consider a ULA with M = 64 antennas, where in each training period, we randomly sample only m = 16 of them, thus, a sampling ratio of ρ := m M = 0.25. We assume that the array has θ max = 60 degrees and scans an angular range of Δθ = 2θ max = 120 degrees. For all the simulations, we use a grid size of G = 2M , thus, an oversampling factor of 2, and optimize (7) by running Algorithm 2 with the Nestrov's update rule and with time-varying sampling matrices explained in Section IV-C.
B. Scaling With Respect to Training Signal-to-Noise Ratio
We consider a scattering geometry, in which the received signal power of a given user is uniformly distributed over the angular range Θ = [10, 30] degrees, with an angular spread of 20 degrees. We define the training Signal-to-Noise Ratio (SNR) by E[ h(t) 2 ] E[ n(t) 2 ] , where h(t) is user channel vector and where n(t) denotes the array noise at time t as in (3). Fig. 3 illustrates the scaling of the performance metric Γ(p, p) versus training SNR for different training lengths (window sizes) T ∈ {50, 100, 200}. To obtain the curve for each T , we average the resulting performance of the subspace estimator vs. SNR over 100 independent simulations, where in each simulation the algorithm runs for approximately 50 iterations before convergence. We consider two different family of measurement matrices for simulation: i) 0-1 sampling matrices denoted by "Bin", where each row of the matrix contains one 1 at a specific random column and corresponds to a random antenna selection as explained in Section II-B, and ii) random phase-shift matrices denoted by "PS", where the sampling matrices B(t) are gener- : k = 0, . . . , 2 b − 1} with b = 5 bit precision. The former family of sampling matrices can be implemented via switches whereas the latter is more suitable for implementation via constant-amplitude phase-shafting networks. It is seen from Fig. 3 that both family of sampling matrices have comparable performances, whereas 0-1 sampling matrices can be implemented more efficiently via the FFT algorithm as explained in Section IV-D to essentially avoid any matrix multiplication. The simulation results are qualitatively similar to those in [13] , [14] but are obtained under an even stronger performance metric. In applications such as JSDM, the practically important SNR regime is above 0 dB such that the system has a considerably high throughput (measured in terms of the achievable sum-rate). Fig. 3 illustrates that in this regime of SNR, the subspace estimation has an excellent performance.
We also refer to [14] (see, e.g., Fig. 5 in [14] ), where it is clearly illustrated via numerical simulations that a suitable subspace estimation according to our proposed performance metric yields a near-ideal performance (i.e., achievable sum-rate) for a massive MIMO JSDM system compared with the ideal case where the user channel covariances are perfectly known.
C. Comparison With SVT Algorithm
We compare the performance of our algorithm with that of the SVT (singular value thresholding) Algorithm in [58] , which provides state of the art performance in subspace estimation (and matrix completion). SVT is a batch algorithm, i.e., it estimates the signal subspace from a fixed number of sketches T , in contrast with an online tracking algorithm where the number of sketches increases with time. 5 Each iteration of SVT consists of computing the SVD of an M × T matrix followed by a singular value thresholding, which can be done efficiently especially when the matrix is low-rank. However, our algorithm is much faster since it does not requires any SVD computation or matrix multiplication since all the calculations are done via the FFT algorithm.
For simulations, we assume that the received signal power of a given user is uniformly distributed over the angular range Θ = [10, 30] degrees as in Section VII-B. Fig. 4 illustrates the comparison of the performance versus SNR of our algorithm for T = 100 and a sampling ratio ρ = 0.25 with that of SVT for different T ∈ {400, 800, 1600} and a sampling ratio ρ = 0.5. 5 Although the effective number of sketches still remains constant and depends on the subspace update factor α as in (14) . It is seen that our algorithm performs much better than SVT even for a smaller data size T and antenna sampling ratio. In particular, for a traget estimation performance, it runs orders of magnitude faster since it requires smaller T and consumes much less storage (scaled proportionally to m = ρM and T ). Fig. 5 illustrates the tracking performance of our proposed estimator for different window size T ∈ {50, 100, 200} and different SNR when there is a sharp transition in the channel statistics (geometry). We consider a time interval of length 400 for simulations that contains a sharp transition in the middle of the interval at time t tr = 200. For t = 1, . . . , t tr − 1, the user signal power is uniformly distributed in the angular range Θ = [10, 30] degrees, with an angular spread of 20 degrees as in Section VII-B, whereas at time t = t tr , the geometry of the channel changes such that for t = t tr , . . . , 400 the user signal power is uniformly distributed in the angular range Θ = [−40, −20], where Θ ∩ Θ = ∅. Fig. 5 illustrates a random sample path of the performance metric Γ(p, p) generated by the algorithm for the 0-1 sampling matrices during the whole simulation. To generate these plots, we run our proposed subspace estimation algorithm in a tracking mode as explained in Section VI, in which upon arrival of a new sketch, we run only one iteration of our proposed algorithm while treating the previous estimate as the initialization. We start the algorithm with zero initialization at time t = 0, where it is seen from Fig. 5 that the algorithm identifies the signal subspace in a quite short time. It is also seen that immediately after the sharp transition in the channel, the performance metric Γ(p, p) → 0, however, the algorithm is able to track/identify the new signal subspace in a quite short time. Interestingly, it is seen that for a window of size T , the delay before identifying/tracking the new subspace is around T 2 , namely, immediately after half the observation window is filled with new sketches generated with the new channel geometry, the algorithm makes a sharp transition from the old signal subspace to the new one.
D. Tracking Performance
E. Comparison With PETRELS Algorithm
We compare the performance of our algorithm in the tracking mode with that of PETRELS Algorithm proposed in [29] . Note that PETRELS is an online algorithm, in contrast with SVT which is a batch algorithm, and provides state of the art performance in online subspace estimation. In the online mode the number of sketches is not fixed (in contrast with the batch mode) and increases with time. Denoting by T the size of the window of sketches used by our proposed algorithm in the tracking mode, we set the update factor of PETRELS to e − κ T , i.e., α = e − κ T with our notation in (14), where we tune κ ∈ [1, 5] to obtain the best performance. In this way, we make sure that the effective number of sketches used by PETRELS comes from a window of size T of the latest sketches. Fig. 6 illustrates the simulation results. We compare the performance of PETRELS with that of our proposed tracking algorithm for different T and antenna sampling ratio ρ. It is evidently seen that our algorithm has a much superior performance in the stationary regime and tracks the subspace transitions much faster in the non-stationary region. Fig. 6 also illustrates the interesting bias-variance trade-off underlying the PETRELS performance, where for a fixed sampling ratio ρ, the performance of PETRELS in the stationary region (variance) improves by increasing the window size T . However, this improvement comes at the price of much slower tracking performance in the non-stationary regime. It is also seen from Fig. 6 that the performance of PETRELS degrades considerably by reducing the antenna sampling factor ρ, whereas our algorithm works perfectly even with a quite low ρ = 0.25.
F. Simplified Subspace Tracking
As explained in Section VI-B, a more low-complexity estimate of the signal subspace at each time t can be obtained by identifying the dominant rows of the weighting matrix W * (t). Fig. 7 illustrates the strength of different rows of W * (t) at time t, corresponding to the estimated received power from different angular grid element, for tracking algorithm during t = 1, . . . , 400. We assume that as in the simulations in Section VII-D, the received angular power distribution of the user undergoes a sharp transition from the angular range Θ = [10, 30] to Θ = [−40, −20] at time t tr = 200. It is seen from Fig. 7 that although there are some spurious rows, our proposed algorithm tracks the location of dominant rows corresponding to scatterers very well.
VIII. CONCLUSION
In this paper, we proposed an efficient and low-complexity subspace estimation algorithm, with a special focus towards massive MIMO applications. We mainly studied the AML Algorithm proposed in [13] , [14] , where we showed that the quite slow and time-consuming SDP optimization of AML Algorithm in [13] , [14] (especially when the antenna size M is quite large) can be well approximated with another convex optimization problem, for which we derived a novel iterative low-complexity algorithm. We also considered a generalization of the original AML Algorithm in which the projection (sampling) operator may be time-variant, resulting in a further improvement in subspace estimation. We explained how our proposed algorithm can be applied to more practical array configurations such as 2D rectangular lattice arrays and provided guidelines for efficient numerical implementation for general array configurations. We also extended our proposed algorithm such that it can be run in the online tracking mode. We used numerical simulations to assess the estimation/tracking performance of our algorithm.
APPENDIX A PROOF OF PROPOSITION 1
The proof follows by extending Theorem 1 in [59] . The key observation is that for a w ∈ C T , the 2 -norm w can be written as the optimization w = min v∈C T , s∈C: sv=w v 2 + |s| 2 2 .
In particular, w = |s * | 2 , where s * is the optimal solution of (15) . Applying this to the rows of W, we obtain that
where D denotes the space of G × G diagonal matrices with diagonal elements in C, and where Γ = diag(γ 1 , . . . , γ G ) ∈ D.
In particular, W i,. = |γ * i | 2 , where Γ * = diag(γ * 1 , . . . , γ * G ) is the optimal solution of (16). Replacing W 2,1 in (7) with (16), we transform (7) into the following optimization problem
For a fixed Γ, the minimizing V can be obtained via a leastsquares minimization, where after simplifications, we obtain Γ * = arg min Γ∈D tr ( GΓΓ H G H + I m ) −1 C x + tr(ΓΓ H ).
This optimization can be reparameterized with P = ΓΓ H = diag(|γ 1 | 2 , . . . , |γ G | 2 ) ∈ D + , where D + denotes the space of all G × G diagonal matrices with positive diagonal elements, where we obtain:
Moreover, denoting by P = (p * 1 , . . . , p * G ), there is the relation W * i,. = |γ * i | 2 = p * i between the optimal solution W * of (7) and the optimal solution P * = diag(p * 1 , . . . , p * G ) of (17) . Note that as in Section IV-A, we assume that the grid G is dense enough such that any signal covariance matrix can be well approximated by
for some appropriate P ∈ D + with p i ≥ 0, i ∈ [G]. This implies that the term GP G H in (17) can be replaced with BSB H (recall that G = 1 √ m BG), where S takes values from the convex space of all possible signal covariance matrices, which in the case of a ULA coincides with T + . Also note that due to 0/1 sampling matrix B and the special structure of the array responses, every column of G has a unit 2 -norm, which implies that
where g i denotes the i-th column of G, which has a unit norm. Again replacing GP G H by BSB H , it results that (17) Using the well-known Schur's complement condition for positive semi-definiteness (see [60] page 28), we can write (20) in the form of SDP (5) for the AML Algorithm as in [13] . In particular, having the optimal solution W * of (7), or the optimal solution P * of (17), from (18) 
where in (a) we used the Cauchy-Schwarz inequality and the Lipschitz property of ∇f 1 . This completes the proof.
