In this paper, we propose a finite-state Markov model for per-user service of an opportunistic scheduling scheme over Rayleigh fading channels, where a single base station serves an arbitrary number of users. By approximating the power gain of Rayleigh fading channels as finite-state Markov processes, we develop an algorithm to obtain dynamic stochastic model of the transmission service, received by an individual user for a saturated scenario, where user data queues are highly loaded. The proposed analytical model is a finite-state Markov process. We provide a comprehensive comparison between the predicted results by the proposed analytical model and the simulation results, which demonstrate a high degree of match between the two sets.
Introduction
Effective radio resource management in the lastmile wireless access networks can provide Quality of Service (QoS) for users and increase the revenue for network operators. As shown in Figure 1 , a typical radio resource management system a wireless access network includes three modules for: (1) access control to regulate the incoming traffic according the per-user service level agreement of the admitted users, (2) admission control to avoid system Channel State Information (CSI), it has been shown in References [1, 2] that the optimal scheduling strategy in order to maximize the total bandwidth utilization is to transmit to a single user with the best channel quality in each scheduling epoch (i.e., time slot). This can be considered as an opportunistic service discipline that relies on the partial CSI provided by the users through feedback channels. Opportunistic scheduling with Adaptive Modulation and Coding (AMC) are widely proposed for modern wireless systems [3] [4] [5] [6] [7] [8] [9] [10] . Developing analytical models for opportunistic scheduling thus is a practically useful and theoretically challenging problem. Such models can be used in performance analysis of resource management and implementation of effective resource management policies. For example, designing of an efficient admission control scheme requires a reliable model of the underlying scheduling scheme.
Considering both the impacts of random fluctuations of the wireless channels and the scheduling scheme makes the analytical approaches significantly difficult, which has been partially studied in the recent years. In Reference [11] , an algorithm for computing the probability mass function of system throughput, per-flow throughput, and intersuccess delay of opportunistic scheduling for both uncorrelated and correlated wireless channels are given. In References [12] and [13] , a vacation-based queuing analysis for Bernoulli arrival is used to obtain delay distribution where wireless channels are independent and identically distributed finite-state Markov processes. In Reference [14] , a model for peruser throughput of opportunistic scheduling scheme has been proposed.
Different from the aforementioned studies, in this paper, we model the stochastic dynamics of a single user's service which can be used to conduct a wide variety of performance studies. In our approach, we consider a system with a single base station and an arbitrary number of users. Transmission scheduling from the base station to the mobile users is decided by an opportunistic scheduler. As a preliminary step, we derive a finite-state Markov model for the fading channels, extending a simple 2-state Markov model in Reference [15] . We proceed by dividing the users into a tagged user, whose per-user service model is to be obtained, and the rest of users, namely, competing users. Then rest of the analysis, in order to obtain the per-user service model, is performed in two steps. In the first step, the set of competing users is abstracted by a single competing user, namely, the tagged user. The channel power gain of the super user is also modeled by a finite-state Markov model. In the second step, we consider an opportunistic scheduling scheme between the tagged user and the super user. The outcome of the analysis of the reduced model gives us a dynamic stochastic model for the transmission service, received by the tagged user, namely, per-user dynamic service model. Several simulation cases as well as the summary of comprehensive simulations are given to show the accuracy of the proposed models. We also give an example demonstrating the application of the proposed model for computing the per-user and the total throughput of an opportunistic scheduler.
The rest of this paper is organized as follows. In Section 2, we present the system model. The analytical model is proposed in Section 3. In Section 4, we give the comparison between the analytical and simulation results and a sample application of the proposed model. The concluding remarks are given in Section 5.
System Model
We consider opportunistic scheduling from a single base station with single antenna to multiple users, each with a single antenna, as shown in Figure 2 . A quasi static Rayleigh flat fading model is assumed for the wireless channels, where the SINR value at a mobile station is a random variable that remains constant for an entire duration of a time slot. We consider a scenario where users have statistically identical and ergodic channels during the time period of the analysis. During this period shadowing and path loss are considered to be constant. It is widely accepted that such channels can be modeled by a finite-state Markov process [16] . This model approximates the dynamics of the random fluctuations of the wireless channels due to fast fading. In this model, the range of the received SINR by a user is divided into multiple sections. When the signal power is below ζ i and above ζ i−1 , the channel is considered in state S i . The transition probability from state S i to state S j in the next time slot is denoted by p i,j . The algorithms for computation of transition probabilities are given in Reference [16] . It is also shown that the transition among nonadjacent states can be neglected. Thus, there are only transition among adjacent states, as shown in the figure.
An opportunistic scheduling scheme operates as follows: mobile users estimate their received Signal to Interference and Noise Ratio (SINR) from a pilot signal and report the maximum achievable rates back to the base station through a feedback channel. Comparing the received SINR of different users, the scheduler selects a single user with the highest achievable rate in each time slot. If two or more users have similar maximum achievable rates in a time slot, i.e., a tie scenario, the scheduler may apply a tie breaking policy. A simple and straightforward policy may be a random tie breaking policy that gives equal chance to all users with equal channel qualities. Mapping between the values of SINR and the achievable transmission rates is often obtained from system level simulations. As mentioned, we consider statistically identical channel for users. This implies that the average channel gain for the users are equalized by a proper power allocation scheme. This eliminates the possibility of unfair resource allocation by the scheduler.
In the next section, we explain how the received service of a single user can be modeled in a system specified in this section.
Analytical Model
We develop the analytical model in two steps. To obtain the service model of a tagged user, the scheduling problem with multiple users is simplified into a scheduling problem where the tagged user competes with a single super user. The super user combines the competing capability of all users, except the tagged user. The first step is to model the instantaneous achievable rate of the super user by a finite-state Markov process in subsection 3.1. In the second step, the problem is effectively reduced into an scheduling scenario with only two users. The reduced problem then can be solved to obtain the service model of a single user in 3.2. We also give an straightforward extension of a 2-state Markov model for representing the dynamics of the channel of a single user in Appendix A.
Channel Model of the Super User
Let N be the number of mobile users and X(t) be the channel state of a tagged user in time slot t. Denote by X i (t), i = 1, . . . , N − 1, the state of the channel from the base station to the compteting user i in time slot t. The tagged user wins the competition for transmission in a time slot if X(t) > max(X i (t), . . . , X N−1 (t)) or when a tie is randomly broken in its favor. This competition policy suggests that the tagged user virtually competes with a super user whose channel state is given by Z = max(X i , . . . , X N−1 ). Thus, we can simplify the analysis by replacing all competing users with a super user whose channel model can be computed from those of the N − 1 competing users as follows.
We develop an iterative algorithm to obtain the channel model of the super user by gradual combination of the channel models of the N − 1 competing users. First, we develop an algorithm to combine the channel models of two users. Let p i,j and q i,j be the probability of transition from state S i to state S j for users 1 and 2, respectively. Thus,
Denote by Z(t) the channel-state of the combined super node, given by Z(t) = max(X 1 (t), X 2 (t)). Let δ i,j be the state transition probability of
To simplify the expressions, we define the following events.
typical state, we can safely eliminate state S i and reduce the number of states. Alternatively, we can assume that the process will move to the next higher state with a probability close to 1, i.e.,
and
For significant values of Pr{S i (t − 1)}, larger than 1% of the average value of the probability of being in any state,
, and S j,j (t) are mutually exclusive events,
where
Since S i,k (t), S k,i (t), and S i,i (t) are mutually exclusive events,
Using properties of conditional probabilities,
Hence,
We can extend the procedure for computing the channel model of a super user to an arbitrary number of users by repeating the above algorithm, until all N − 1 competing users are considered.
Service Model of a Single User
Next, the problem is reduced to a scheduling problem with two users, where the tagged user competes with a single super user. The reduced scenario can be used to obtain the service model of the tagged user. Let X(t) and Z(t) represent the channel states of the tagged user and the equivalent super user, respectively. Denote by C(t) the service model of the tagged user. C(t) can be modeled by an (m + 1)-state Markov process, where m is the number of the states of the fading channels.
An extra state of C(t), denoted by S 0 , indicates a nonscheduled state, where the tagged user does not win the competition for transmission in time slot t.
First, we define the following notations:
To take into account the tie breaking policy, we denote the event that the tagged user wins a tie in state S i by E i and the corresponding probability by i . We consider a tie-breaking policy that randomly selects one of the users with the highest achievable rate and gives equal chance of winning a tie case to all users. For this policy,
where π i is the probability that the channel state of a single user is in state S i . Plugging Equation (14) into Equation (13),
Next, we compute γ i,j . For non-significant values of Pr{C(t − 1) = S i }, i.e., less than 1% of the average probability of being in any state,
For significant values of Pr{C(t − 1) = S i }, we break down the problem into three separate cases: i, j = 0; i = 0, j = 0; and i = 0, j = 0. It is obvious that the case i = 0, j = 0 can be obtained from the basic property of a transition probability matrix, where the sum of each row is one.
For i, j = 0, from definition of γ i,j in Equation (12),
The right hand side of Equation (17) is the union of mutually exclusive events. Thus
Term A in Equation (18) is given by
Given that
Using Equations (20)- (22), we can rewrite Equation (19) as follows.
Term B in Equation (18) can be expanded as
Hence
For i = 0 and j = 0, referring to Equation (12) ,
For non-significant values of Pr{C(t − 1) = S 0 },
For significant values of Pr{C(t − 1) = S 0 },
Term D in Equation (29) is given by
Term F in Equation (29) can be written as
p n,j δ l,j σ n,l j ,
For i = 0 and j = 0, referring to the basic property of a transition probability matrix, i.e., the sum of each row is equal to 1, 
Simulations Results
In this section, Monte Carlo simulations are presented to verify the accuracy of the analytical models.
We validate different components and steps of the proposed model by varying relevant simulation parameters. We also give an illustrative application of the proposed model to compute the per-user throughput and the total throughput of an opportunistic scheduler.
The simulation scenario includes a single base station with an arbitrary number of users, as described in Section 2. The parameters of flat Rayleigh fading channel simulator are specified in Table I . Channels are generated via filtering of two random Gaussian processes representing the in-phase and quadraturephase components of fading process. The frequency response of the channel is approximated by an FIR filter. Inverse Fast Fourier Transform (IFFT) and time domain convolution are used to compute the impulse response of channel and its samples, respectively.
Throughout this section, we often compare an analytically computed transition matrix, P m , with the corresponding simulation result, P s , for different system settings. Unlike the comparison of scalar values, matrices of arbitrary dimensions cannot be easily compared. In this paper, the average normalized norm of the rows of the error matrix is used to represent the modeling error as follows.
where m is the dimension of the matrices. First, we demonstrate the accuracy of the proposed finite state Markovian channel model for a single user. Two typical cases are studied to demonstrate the typical accuracy of the analytical model. Copyright 
Further, the modeling error, e m , against varying system parameters are given in the following. The summary of the modeling error for a channel with average SINR of 5 dB versus varying number of states of the Markov model and fading speed are shown in Figures 3 and 4 , respectively. In Figure 3 the x-axis is the normalized maximum Doppler frequency shift that represents the fading speed of the wireless channel. Figure 4 
The summary of further simulations are shown in Figures 5-7 . Figure 5 shows the per-user service model error against the normalized maximum Doppler shift for s n = 5 at ζ = [10, 5, 0] dB and N = 10. Figure 6 is the plot of per-user service model error versus the resolution of the model; the number of users for this figure is 10 and the maximum Doppler shift is 8.8 Hz. The modeling error versus the number of users, for s n = 5 at ζ = [10, 5, 0] the maximum Doppler shift of 8.8 Hz, is shown in Figure 7 .
The simulation results demonstrate a very small deviation from the analytical service model. The increasing error with the increasing speed of fading process, similar to Figure 3 , is resulted from the weakening Markov property of the fading process. However, unlike Figure 4 , the service model error decreases with the increasing number of states; as the number of states increases there will be more states with zero state probability resulting in reduction of e m . The increasing number of users has the same impact on the relative number of states as shown in Figure 7 .
To demonstrate the application of the results, we use the model to compute the average per-user throughput and the total throughput of opportunistic scheduling scheme. Given that the service of a single user is modeled by a Markov model in Figure 12 , the average rate of user i is given by
where R S j is the achievable transmission rate in state S j and P S j is the steady state probability of being in state S j . The total system throughput is also given by where N is the total number of users. We use the simulation results to verify the accuracy of Equations (36) and (37). Figure 8 shows the average per-user rate of a tagged user versus the total number of users for multiple values of the average quality of wireless channels. Similar results are shown from a different aspect in Figure 9 . Variations of the total system throughput versus the number of users is also shown in Figure 10 . It can be seen that as the number of users increases the total system throughput increases due to the inherent multiuser diversity gain.
Conclusions
In this paper, we considered an opportunistic scheduling of data transmission from a single base station to multiple users. We showed that the dynamics of the received service by a single user can be approximated by an m-state Markov process. Monte Carlo simulation results demonstrated the accuracy of the proposed analytical model. The proposed model considers a saturated scenario, where there is always data for transmission to each in its corresponding buffer in the base station. The future work will focus on the extension of the proposed model to an unsaturated scenario.
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Appendix A: Channel Model of a Single User
Fluctuations of the received signal power through a wireless channel due to the destructive and constructive combination of multiple propagations with different path delays and center frequencies is known as fading process. The stochastic model of fading process depends on the propagation model. For a majority of land mobile systems, Rayleigh fading model is a widely accepted one. In this model, the fading process, denoted by g(t), is represented by a complex Gaussian process as follows [17] .
where g I (t) and g Q (t) are two zero-mean and white random Gaussian processes. The fading envelope, |g(t)| = g I (t) 2 + g Q (t) 2 , obviously is a non-white random process. It has been shown in Reference [15] that a first-order Markov process can adequately model the dynamic of Rayleigh fading envelope as illustrated in Figure 11 . In this model, the channel is in good state (G) if the normalized fading envelope power, |g(t)| 2 / , is above a certain threshold ζ, and in bad state (B), otherwise. For a flat Rayleigh fading channel, the transition probabilities are given by Reference [15] 
where Q(·, ·) is the Marcum Q function,
J 0 (·) is the zero-order Bessel function of the first kind, f m is the maximum Doppler frequency shift, and T is the time span between two consecutive samples of the fading envelope. In our case, T is equal to the length of a time slot. We extend the simple two-state model, given by Equation (40), to obtain an m-state Markov model with arbitrary number of states, as illustrated in Figure 12 . Although m-state models for fading channels have been proposed [16] , our approach is novel and simple in the sense that it extends the very well know twostate model. The curve on the left depicts a sample normalized envelope power at the receiver. The vertical axis is divided into several sections. When the signal power is below ζ i and above ζ i−1 the channel is in state i, as indicated by the Markov model in the right. Considering Equation (40) with the threshold level i yields a pair of transition probabilities as
which represents the probability that the received normalized signal power, |g(t)| 2 / , is below ζ i . The 
where ∪ and ∩ denote union and intersection of events, respectively. Hence, we need to find Pr{s i+1 (t) ∩ s i (t − 1)} and Pr{s i (t − 1)} in order to compute p i,i+1 . From Equations (41) and (42), we can directly conclude
To obtain Pr{s i+1 (t) ∩ s i (t − 1)}, first, we prove that Pr{s i+1 (t) ∩ s i (t − 1)} = Pr{|g(t) 
Knowing that Pr{s i+1 (t) ∩ s i (t − 1)} = Pr{|g(t)| 2 / ≥ ζ i ∩ |g(t − 1)| 2 / ≤ ζ i } and Pr s i (t − 1) ∪ · · · ∪ s i (t − 1) = ξ i , Equation (46) can be simplified to
Finally, combining Equations (43), (44), and (47) yields
Similarly, we can show that
Referring to Figure 12 ,
The proposed model is verified by simulation results in Section 4.
