ABSTRACT Graph clustering is to partition a large graph into several subgraphs according to the topological structure and node characteristics of the graph. It can discover the community structures of complex networks and thus help researchers better understand the characteristics and structures of complex networks. This paper first proposes the concepts of direct attraction force and indirect attraction force. Then, it defines a new structural similarity, attraction-force similarity. Finally, the AF-Cluster algorithm is proposed based on the attraction-force similarity. Through the experimental analysis, we can conclude that the AF-Cluster algorithm is effective for clustering graph compared with other contrast algorithms.
I. INTRODUCTION
Cluster analysis is the task of grouping a set of objects in such a way that objects in the same group are more similar to each other than to those in other groups. It is widely used in the fields of market analysis, life sciences, timeseries data analysis and community discovery in complex networks. It has been deeply investigated by many scholars as a very useful and important unsupervised learning technique [1] - [5] .
Graph is a very important data structure, which can be used to describe the topological structure of complex networks, such as social network [6] , [7] , epidemic spreading networks, sensor networks and protein networks [8] . In this way, graph clustering can help us to detect the community structure in complex networks. Furthermore, it can help researchers to better understand the characteristics and functions of complex networks.
Generally, the similarity between a pair of objects depends on their attributes. In graph clustering, the node similarity depends on both of topological structure and node attributes. The following two goals should be achieved for graph clustering. (1) The nodes in the same subgraph are connected closely, and those in the different ones are connected sparsely; (2) Similar nodes should be divided into the same subgraph, and dissimilar nodes should be divided into different ones. Researchers have already proposed many relative algorithms, and they have applied them successfully in complex networks.
In a network, the node connections constitute the network topology, and the node properties reflect the network characteristics [10] , [11] . Graph clustering is the process of dividing a large graph into several subgraphs according to the graph topology and the node characteristics [12] . At present, most algorithms [13] , [14] focus only on one of them. SCAN [15] algorithm uses structural similarity to discover communities and outliers in the network, and it traverses nodes only once. Walktrap [16] algorithm uses random walk technique to detect communities in complex networks. There are also some algorithms which use the normalized cut method [17] , the max flow min-cut method [18] and the mincut method [19] to find the optimal solution. These algorithms partition the graph based on the edge connection weights, but they select the edge with the smallest weight from all nodes which is an NP-hard problem [20] . Additionally, there are exist still some algorithms [21] , [22] which either demand a few inputting information in advance or only consider one of two aspects mentioned above. Tian et al. [14] proposed an algorithm based on OLAP-style, which uses the attribute relationships to partition the data set. And it groups the attributes of the same dimension in a cluster. Unfortunately, it ignores the topology structure within the cluster. Zhou et al. [23] and Cheng et al. [24] proposed the unified distance measure. This method generates attribute augmentation graph by adding attribute nodes in the original graph, and then calculates the distance between the nodes using the random walk method. The node number in the attribute augmentation graph obtained by the algorithm is larger than that in the original graph, so that its time complexity is unsatisfactory. And when there are many attributes, the time complexity of the algorithm will be high. Nawaz et al. [25] proposed IGC-CSM algorithm. It considers both of network topology and node characteristics comprehensively. Pool et al. [26] proposed a detection algorithm based on description-driven community detection. The goal is to simply divide the social network graph, where each user is annotated with additional information. It usually starts with a description of a given community that adapts to new web development and seeks a better community. Unlike the algorithm proposed in our paper, it takes a social network as input and a divided graph as output.
Wang et al. [27] proposed a method, Semantic Community Identification (SCI), to identify network communities with semantic annotation. The SCI method integrates network topological and node semantic information, which combines community memberships based on topology and community attributes (or semantics) based on node attributes in the framework of nonnegative matrix factorization. It focuses on identifying the superior performance structure of network communities, while inferring semantic information of the community to better understand the community structure. Falih et al. [28] classified the existing methods that deal with attributed clustering problem into three different main approaches. These methods are mainly based on topology methods, attribute-based methods and hybrid methods. The basic idea of topological-based approach is to transform the problem of attributed network clustering into a topological clustering problem. Node attributes are used as additional topological information. Unlike the topologicalbased approach that aims to find dense connected subgraphs in the network using topological information, the attributebased approach computes a distance matrix or a dissimilarity matrix between all pair of nodes. The hybrid approach considers the attribute information and topological structure separately. Falih I et al. briefly explained the following methods that deal with this kind of approach which contains ensemble/selection based approaches and probabilistic model based approaches. These methods include combining clustering results using different clustering methods. Ensemble methods can be used to combine the found partitions. For instance, HyperGraph Partitioning Algorithm (HGPA) where cluster ensemble problem is posed as a partitioning problem of a hypergraph by cutting a minimal number of hyper edges, approximates the maximum mutual information objective with minimum cut objective constrains. The probabilistic model-based approach formulates a joint modeling of the interplay between edge connections and vertex attributes and makes use of this model to complete clustering. For example, Xu & al. developed a Bayesian probabilistic model for attributed graphs denoted BAGC, and then formulated the clustering problem as standard probabilistic inference problem to find the clustering that gives the highest probability.
The node similarity should consider the characteristics of the network topology and node properties synthetically [29] , [30] . In such way, the node similarity should be expressed as
Here, SimT (i, j) and SimA (i, j) are structural similarity and attribute similarity respectively, and α satisfies 0 ≤ α ≤ 1 which indicates the importances of structural and attribute similarities. Based on this, we propose a new node similarity, Attraction-force Similarity, in the graph, which considers the topological structure and node characteristics simultaneously. Based on the similarity, a new graph clustering algorithm (AF-Cluster) is proposed in the paper. AF-Cluster uses K-Medoids [31] algorithms its basic framework and improves the initial center point selection strategy. Finally, we proved that the algorithm can be finished within a limited number of times.
The rest of the paper is organized as follows. Section 2 first gives the definition of the graph and then introduces the new node similarity in detail. Section 3 introduces the new graph clustering algorithm, AF-cluster, in detail. Section 4 illustrates the clustering performance of AF-Cluster algorithm through experimental analysis. The conclusion is given in Section 5.
II. RELATED WORK
In recent years, community detection has become a hot research in complex network which has been widely concerned by many researchers. And many community detection algorithms have been proposed. Here, we introduce four classic types of algorithms.
(1) Community detection algorithm based on module degree Community structure is generally defined as a set of nodes and edges with an ''outer sparse inner dense'' topology. To describe this characteristic effectively, Newman and Girvan [32] proposed the definition of module degree which is shown as formula (1) .
Where Q is the modularity degree, i and j represent any two nodes in the network, m represents the total number of sides of the network, ki and kj represent the degrees of the nodes i and j, Aij represents the adjacency matrix, Ci and Cj represent the communities containing the nodes i and j. If Ci is equal to Cj, then δ (Ci, Cj) is equal to 1; otherwise, it is 0. In a given complex network, the module degree is different when the partitioning is different. The larger the value of Q is, more accurate the division is.
(2) Based on the level of community detection algorithm Some communities in a network contain hierarchies. That is, a large community contains several small-scale communities. In order to detect the hierarchical structures of the community, some researchers proposed many relative algorithms. And they can be divided into aggregative and splitting ones.
The aggregative algorithm is usually implemented from bottom to top. Such algorithm first considers each node as a community and calculates the similarity between every pair of community, and then merges two communities with the largest similarity. In this way, we can obtain a new community and recalculate the similarities between them. Repeating such process, and the algorithm terminates when all nodes in the network coalesce into a community.
The splitting algorithm is implemented from top to bottom. According to the characteristics of high internal cohesion within the community and low cohesion between communities, the algorithm gradually removes the edges between communities and obtains a relatively cohesive community structure. GN algorithm [33] is a cohesive community structure discoverying algorithm based on edge betweenness proposed by Girvan and Newman. If the betweenness value of an edge is high enough, the edge is placed in a very important position. That is to say, it is likely to be a bridge between two communities. In order to get two separate communities, this edge should be removed. GN algorithm is used to remove the edge with maximum betweenness, and finally get the community structure.
(3) Community detection algorithm based on spectrum The community detection algorithm based on spectrum is to map the data in the original space into the spectral space by building the similarity matrix and using the feature vectors and eigenvalues of the similarity matrix. At last, the data in the spectral space is clustered by using the classical algorithm [34] . Because of its profound theoretical foundation, spectral clustering algorithm is widely used in community detection in the complex networks.
The traditional spectral based community detection method uses the feature vector corresponding to the smallest non-zero eigenvalue in the similarity matrix to divide the network and gets two new small networks. The two new networks are then bifurcated until the number of communities is given. The spectral based community detection algorithm needs to solve the eigenvector and eigenvalue, and the time complexity of the algorithm is O n 3 . So this method is not applicable to the large-scale network.
(4) Community detection algorithm based on random walk Zhou et al. [23] proposed a new graph clustering algorithm, which is named as SA-Cluster. The algorithm is applied to community detection of nodes with special attributes. The algorithm uses the random walk strategy to give the distance function of the neighbor random walk, as shown in formula (2) .
Where dij is the distance that the neighbor walks randomly, p is the N × N transition probability matrix of a graph G, l is the length of the random walk, c ∈ (0, 1) is the restart probability, τ is a path from the node i to the node j in the case that the transition probability is p (τ ) and the path length is length (τ ). Different from the general random walk algorithm, this algorithm adopts a cooperative similarity method while considering topology and attribute characteristics, uses the k-medoids algorithm framework to get community structure, and finally divides a large network into k small clusters with highly compact structure and similar attributes.
III. NODE SIMILARITY A. RELATED DEFINITIONS
A undirected weighted graph with categorical attributes (hereinafter referred to as the weighted categorical graph) can be denoted as G = (V , A, E), which is satisfied with the following three conditions. 1) V = {v1, v2, · · · , vn} is a non-empty set containing n nodes, in which each node contains m categorical attributes; 2) A = {a1, a2, · · · , am} is a non-empty set of m categorical attributes, and DOMaj = a
is the domain value of the attribute aj which is finite and disordered; nj is the categorical number of the attribute aj; (3) E = { vi, vj |vi, vj ∈ V } is an edge set, where E is an undirected edge connecting nodes, vi and vj belong to node set of V .
The goal of the graph clustering is to divide a large graph into k disjoint subgraphs according to the similarities among nodes. That is, a node can only be distributed into a unique subgraph which is called as cluster. The meanings of some symbols used in the following are shown in Table 1 .
It should be noted that vi and vj are two nodes.
B. DIRECT AND INDIRECT ATTRACTION-FORCE
A weighted categorical graph contains topological structure and node properties. Correspondingly, the node similarity should also consist of such two aspects. In this paper, we use the Direct and Indirect Attraction-force between nodes to define structural similarity.
Definition 1 (Direct Attraction-Force Factor):
In a weighted categorical graph, the closeness between two nodes vi and vj which are directly connected is defined as Direct Attraction-force Factor. And it can be expressed as Eq. (3). 
That is, the Direct Attraction-force Factor between a pair of directly connected nodes does not satisfy the symmetric relationship. And its range is (0,1). The larger the value is, the closer the relationship is.
Definition 2 (Direct Attraction-force):
In a weighted categorical graph, the Direct Attraction-force between two directly connected nodes is the average of the Direct Attraction-force Factors between the two nodes. And Direct Attraction-force A (vi, vj) of directly connected node pair (vi, vj) is shown in Eq. (4) .
It can be seen that A (vi, vj) = A (vj, vi) and the range of Direct Attraction-force is (0, 1). The larger the value is, the closer their relationship is.
Definition 3 (Recommended Path):
In a weighted categorical graph, a path pt (Vi, Vi + 1, · · · , Vi + m, · · · , Vj) that passes from a source node vi to an indirectly connected destination node vj is defined as a Recommended Path, and all the nodes on the path go through only once.
Definition 4 (Indirect Attraction-force): From a source node vi and another node vj that is indirectly connected to it, the product of the Direct Attraction-force Factors in a single direction is defined as Indirect Attraction-force. And Indirect Attraction-force R (vi, vj) of directly connected nodes pair vi and vj is shown in Eq. (5) .
where the node pair (vm, vm + 1) is directly connected each other, srcnode represents a source node, desnode represents a destination node, and f (vi, vi + 1) is a Direct Attractionforce Factor which is defined in Eq.(3). The range of Indirect Attraction-force is (0, 1). The larger the value is, the closer the two nodes are.
Definition 5 (Optimal Path):
In a weighted categorical graph, there may be multiple Recommended Paths from one source node vi to another node vj which are indirectly connected. The path with the largest Indirect Attraction-force is defined as the Optimal Path from the source node to the destination node.
C. STRUCTURE SIMILARITY IGC-CSM [25] uses Jaccard coefficient to define the structural similarity between nodes. It divides the connection relationships among all nodes in a weighted categorical graph into three types, which are direct connection, indirect connection and non-connection. And the corresponding calculation formula is shown in the following.
(1) The structural similarity of the directly connected node pair is defined as Eq. (6).
(2) The structural similarity of the indirect connected node pair is defined as Eq. (7). 
Where d (vi) is the degree of the node vi and eij is the edge weight between directly connected nodes vi and vj. The node pair (vm, vm + 1) is directly connected, and there may be multiple paths from a source node vi to another node vj which are indirectly connected. IGC-CSM algorithm uses the shortest path strategy.
The structural similarity of non-connected node pair is defined as 0.
Based on the structural similarity in IGC-CSM algorithm, a new structural similarity calculation is given by introducing Direct and Indirect Attraction-forces. In Eq. (8), sim (vi, vj) struct represents the new structural similarity between two nodes vi and vj.
It is worth noting that it uses the path defined in Eq. (7) to calculate the structural similarity of indirectly connected nodes. This is the one with the largest Indirect Attraction-force instead of the shortest weighted path in IGC-CSM algorithm.
Because the structural similarity of directly connected node pairs ranges from 0 to 1, the threshold of indirect connection is (0,1), and non-connection is 0, so the threshold of the structural similarity value is [0,1).
D. ATTRIBUTE SIMILARITY
A weighted categorical graph consists of two parts which are network topology and node characteristics. Therefore, the structural similarity and attribute similarity should be comprehensively considered when calculating the similarity of nodes. In AF-Cluster, we use the simple matching similarity given in the K-modes algorithm as the node attribute similarity. Its definition is shown in Eq. (9), where sim (vi, vj) struct is attribute similarity of nodes vi and vj, m represents the dimension of the data set and al represents the l-dimensional attribute.
Here,
The threshold of the attribute similarity is [0, 1]. When all the attributes of two nodes are same, the attribute similarity takes a value of 1, and if they are not, the value is 0.
E. ATTRACTION-FORCE SIMILARITY
This paper synthesizes the structural and attribute similarities between nodes and proposes a new concept-Attraction-force Similarity. Its definition is shown in Eq. (11), where α is the regulation coefficient between structural similarity and attribute similarity, α satisfies 0 ≤ α ≤ 1. Sim (vi, vj), Sim (vi, vj) struct and Sim (vi, vj) attr indicate the Attractionforce Similarity, structural similarity and attribute similarity respectively.
Sim (vi, vj) = α * sim (vi, vj) struct + (1 − α) * sim (vi, vj) attr (11) Attraction-force Similarity ranges from 0 to 1. And the larger the value is, the more similar the two nodes are, and vice versa.
IV. ALGORITHM A. ALGORITHM DESCRIPTION
AF-Cluster algorithm uses the framework of K-Medoids algorithm to partition the nodes. K-Medoids algorithm uses K-Means [8] algorithm to minimize the objective function's strategy to optimize the clustering results. The definition of the objective function F (W , Z ) of the algorithm is shown in Eq. (11) .
Among them,
, n is the number of data points, k is the number of known clusters. W = [wli] is the {0,1} membership degree matrix of the k * n order which indicates whether the data point vi belongs to the lth cluster, and wli = 1 indicates that the data point vi belongs to the lth cluster, and vice versa; Z = {z1, z2, · · · , zk}; zl is the lth cluster center. The objective function of K-Medoids algorithm is the sum of the weighted distance from the node to the center of its located cluster. This algorithm converts the Attraction-force Similarity into the node distance. The conversion method is shown in Eq. (12) .
where Dis (vi, vj) and Sim (vi, vj) represent node distance and Attraction-force Similarity between nodes vi and vj respectively.
B. INITIAL CLUSTERING CENTER
K-Medoids algorithm randomly selects a node as the initial clustering center, different initial clustering centers will have a great impact on the clustering result, and the selection of the center point should follow two principles [35] .
(1) The density of center point should be large enough; (2) The distance between center points should be large enough. The algorithm uses the ideas presented in [35] to select the initial cluster center. Definition 6 (Node Density): Node Density ρi of the node vi is defined in Eq. (13) .
Where li is the cutoff distance which is the average distance between vi and other nodes, and V {vi} represents a set of all nodes except vi Definition 7 (Center Distance): Let {qi} n i=1 denotes a descending order of {ρi} n i=1 . That is, it satisfies ρq1 ≥ ρq2 ≥ · · · ≥ ρqn, and the Center Distance δqi calculation method is shown in Eq. (14) .
From definition 7, we can see that when the density of the node vi is the maximum of all nodes, its Center Distance is the maximum value of the distance between vi and all other nodes; otherwise, the Center Distance of the node vi is the minimum distance from all nodes whose Node Density is greater than it.
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Definition 8 (Centrality):
The definition of the Centrality of the node is shown in Eq. (15) .
Where ρi is the Node Density of the node vi, δi is the Center Distance of the node vi, and Ci is the Centrality of the node vi.
We can see from Eq. (15), the greater the Centrality of a node is, the more likely it is to be a clustering center. Therefore, only the Centrality of all nodes needs to be arranged in descending order, the first k nodes are taken as the initial cluster centers.
C. UPDATING STRATEGY
AF-Cluster algorithm is preceded as follows. Here Z (t) and W (t) represent the cluster center and membership matrix at the tth iteration.
(1)The k-centered node is selected as the initial cluster center, namely Z (1) . According to Eq.(16), the membership degree matrix W (1) is calculated to obtain F W (1) , Z (1) , and the iteration number t is set to be 1.
(2)Calculating Z (t+1) according to Eq. (17), getting F W (t) , Z (t+1) and make it be the minimum. And if F W (t) , Z (t+1) = F W (t) , Z (t) , the algorithm ends; otherwise, performing step (3).
(3)Calculating W (t+1) according to Eq.(16) to get F W (t+1) , Z (t+1) and make it be the minimum value. And if F W (t+1) , Z (t+1) = F W (t) , Z (t+1) , the algorithm ends; otherwise, t = t + 1 is set and step (2) is performed.
In each iteration, W and Z are updated as follows. When Z is given, the updating method of W is shown in Eq.(16). Here, 1 ≤ i ≤ n and 1 ≤ l ≤ k.
When W is given, the Z updating method is shown in Eq. (17) .
Where
represents a set of nodes in cluster Vl except vi.
The following proves that AF-Cluster algorithm can minimize the objective function and it can be completed within a limited number of iterations.
Theorem 1: When Z is given, the updating method of W is shown in Eq. (16) . In this way, it makes the objective function F W ,Ẑ be the minimum value.
wliDis (Zl, Zi), according to Eq.(16), the updating method of W only retains the minimum value of the distance between each node and the center of the cluster where it is located, and the distance between them is independent of each other. So when the updating method of W satisfies Eq. (16), F W ,Ẑ takes the minimum value.
Theorem 2:
When W is given, the updating method of Z is shown in Eq. (17) . In this way, it makes the objective function F Ŵ , Z be the minimum.
Proof: When W is given, according to the updating method of Z , in each cluster, the updating of Z is to find the node with the smallest sum of distances to other nodes in its local cluster, and because each cluster is independent, F Ŵ , Z takes a minimum value when the updating method of Z satisfies Eq. (17) .
Theorem 3: The algorithm can be completed within a finite number of iterations.
Proof: Firstly, we note that there are C k n possible kinds for k cluster centers, and it is a finite number. Here n is the node number,k is the center number and C k n is the combination number.
Secondly, a cluster center matrix Z appears at most once during the iterative process.
Suppose a cluster center matrix Z can appear multiple times, that is, at the t1, t2(t1 < t2) iteration, makes Z (t1) = Z (t2) , according to Eq(16), the given Z can uniquely obtain W , that is,
, Z (t2) occurs when t1 < t2. However, according to the algorithm steps (2) and (3)
, Z (t2) will not be true, which is contrary to the hypothesis.
In summary, the algorithm can be completed within a limited number of iterations.
AF-Cluster algorithm pseudo code is shown in Table 2 .
D. ALGORITHM COMPLEXITY ANALYSIS
In a graph, there are usually multiple paths for two indirectly connected nodes. And we always choose the path with the greatest indirect attraction-force. In this way, a lot of calculation can be avoided. For a graph, we suppose that n is the number of nodes in the node setV , iter denotes the number of iterations and k denotes the number of clusters. The time complexity of our proposed method consists of two parts. The first part is determined by the number of nodes in the graph (n). The second part depends on the number of iterations (iter), the number of nodes in the graph (n) and the number of clusters (k). So the final time complexity of the algorithm is O n 2 log n + iter * n * k . Through the analysis above, AFCluster is more suitable for small and medium-sized graphs.
E. CONTRAST ALGORITHM W-cluster: This algorithm takes into account the structural similarity and attribute similarity of nodes and realizes clustering through a weight function vj) . The weight factors α and β are set to be 0.5, where ds (vi, vj) represents the random walk distance and dA (vi, vj) represents the node's attribute similarity. SA-Cluster: This algorithm takes into account the network topology and node attribute characteristics, and combines structure similarity and attribute similarity by defining a uniform distance method. Connect nodes that share property values by adding property nodes and property edges to the original graph. In addition, in the random walk distance, the contribution of different attributes is learned through a weight adaptive method. Due to the adoption of the random walk strategy by SA-Cluster, the iterative process is timeconsuming and poor scalability.
IGC-CSM: This algorithm calculates node similarity through attribute similarity and structure similarity synergism. K-medoids algorithm framework is adopted to complete clustering. By using the shortest path strategy instead of involving all paths in similarity calculation, a lot of calculation is reduced. The cooperative similarity method can also be used to cluster isolated points, but the algorithm needs to give the number of clustering as the input parameter in advance.
AF-Cluster: This is the algorithm proposed in our paper, which proposes that direct and indirect attraction-force are used to calculate the structural similarity of nodes, and a new calculation method of similarity, namely, attraction-force similarity, is proposed by integrating the structural similarity and attribute similarity between nodes, and clustering is completed under the framework of k-medoids algorithm. Finally, community structure is obtained.
V. EXPERIMENT A. EEPERIMENTAL ENVIRONMENT
The equipment used in the experiment was Lenovo PC, Intel i3, 2.2G 4-core processor, 4G memory, and the operating system was 64-bit Windows 7 Professional Edition. The language that implements AF-Cluster algorithm is Java.
This experiment uses two data sets which are Political Blogs and DBLP.
1) The Political Blogs dataset is a network of 1,490 Blogs and 19090 connections. Each blog in the network has an attribute value that represents the blog's political tendency, with ''0'' for ''liberal'' and ''1'' for ''conservative.'' The connection between two blogs has the weight of 1. 2) DBLP is a literature information data set. The experiment selected four domains of the data set to form a subset. The four fields are data mining, information retrieval, artificial intelligence and database. The experiment constructed a network of 10,000 authors and 65,734 partnerships between them. For each node in the network, there are two attributes, namely the number attribute and the topic attribute. The number attribute has three optional values. The value greater than or equal to 20 means ''highly productive'', the value between10 to 20 means ''prolific'' and the value less than 10 means ''low yield''. There are a total of 100 possible values for topic attributes, and each author will select one of the 100 topics as their topic attribute. This experiment used density and entropy as evaluation indicators for clustering effectiveness. And their definitions are as follows.
1) Density: Density is defined as the ratio of the edge number in all clusters to that in the graph. And its value ranges from 0 to 1. The larger the density is, the better the clustering result is. And its definition is shown in Eq. (18) .
Where vm, vn are two nodes in cluster Vc, E denotes the edge in the cluster. |E| is the total number of edges in the graph.
(2)Entropy: Entropy is used to measure the similarity of node attributes in a cluster. When the attributes of nodes in a cluster are similar, the entropy of the cluster is smaller. And the entropy is in the range [0,∞). The smaller the entropy is, the better the clustering result is. Its definition is shown in Eq. (19) and Eq. (20) .
Among them, i = {1, 2, · · · , m}, s = {1, 2, · · · , m} are the attribute dimension, wi is the weight of the i-dimensional attribute; |Vc| represents the number of nodes in the cluster Vc, |V | represents the total nodes number; c = {1, 2, · · · , k} is the cluster number; prcnticn represents the percentage of nodes whose value on attribute ai is ain in cluster V . n = {1, 2, . · · · , ni} represents the attribute value number.
B. EXPERIMENTAL RESULTS AND ANALYSIS
In experiments, we select W-Cluster, S-Cluster, SA-Cluster, K-SNAP and IGC-CSM as the contrast algorithms. And their clustering results are given in the literatures [14] , [24] . It should be noted that α was set to be 0.5 in these algorithm. In order to make them be comparable, α was also set to be the same value in our experiments.
FIGURE 1.
Density analysis on pblogs. Figure 1 shows the density comparison of the six algorithms on the Political Blogs (pblogs) dataset. The clustering number k in the experiment was set to be 3, 5, 7 and 9 respectively. And the ''avg'' column in the figure shows the average density of different clustering of each algorithm. It can be seen from it that the density values decrease by and large with the increase of the cluster number. And only the density of S-Cluster algorithm increases when the cluster number is from 7 to 9.S-Cluster has the largest density when k is 3. But it has lower density values when k is 5, 7 or 9.Among the six algorithms, KSNAP algorithm has the smallest density value when k is 5, 7 or 9, and W-Cluster algorithm has the smallest density value when k is 3. The average densities of S-Cluster, SA-Cluster and IGC-CSM algorithms are similar. AF-Cluster has the highest density when k is 5, 7 or 9, and its value is always large than 0.9.In addition, AF-Cluster has the largest average density, indicating that the clustering results obtained by AF-Cluster algorithm are structurally similar. The density value is larger than IGC-CSM and the other three algorithms, which shows that AF-Cluster algorithm has the best structural similarity of the clustering results. It can be seen from the figure that the entropy values of KSNAP and AF-Cluster algorithms are always 0, and the entropy of IGC-CSM algorithm is close to zero. Among six algorithms, S-Cluster algorithm has the largest entropy value when the k value is 3, 5 and 7. W-Cluster algorithm has the largest entropy value when k = 9. For SA-Cluster algorithm, the entropy obtained by the algorithm is always lower than 0.1 when k is 3, 5 or 7.However, when k = 9, the entropy value obtained by the algorithm rises to close to 0.4, indicating that SA-Cluster algorithm has poor clustering stability. Therefore, it can be concluded that AF-Cluster, KSNAP and IGC-CSM algorithms can well classify nodes with the same attribute value into the same cluster, while S-Cluster and W-Cluster algorithm results have poor similarity of the attributes. experiments was set to be 10, 30, 50and 70 respectively. The ''avg'' column in the figure shows the comparison of the average number of clusters of different clusters of each algorithm. Among the entropy values obtained by the five algorithms, the entropy of W-Cluster algorithm is always much lower than the other four algorithms, and is always lower than 0.5.Of the other four algorithms except W-Cluster, AF-Cluster algorithm has larger entropy than SA-Cluster algorithm when k = 30, but the average value of the entropy obtained by AF-Cluster algorithm is the smallest, and the entropy of IGC-CSM algorithm is always at the maximum, the entropy averages obtained by S-Cluster and SA-Cluster algorithms are almost equal.
From these four results, we can see that the average density of the results obtained by clustering using AF-Cluster algorithm is the largest, which shows that the result obtained by AF-Cluster algorithm has the best structural similarity. The entropy of AF-Cluster algorithm on the pblogs dataset is 0, as well as the value of KSNAP algorithm. On the DBLP dataset, the entropy average is the second smallest, but the other results of W-Cluster algorithm with the smallest value are all poor. Therefore, W-Cluster algorithm has poor clustering stability and the attribute similarity and stability of AF-Cluster algorithm result is better from the perspective of the entropy. In summary, the clustering results obtained by AF-Cluster algorithm have good structural similarity and attribute similarity.
VI. CONCLUSION
In this paper, we give the concepts of Direct Attraction-force and Indirect Attraction-force firstly. Secondly, we put forward a more reasonable node similarity by aids of the Direct and Indirect Attraction-force. Thirdly, the initial center-point selection method has been improved. Finally, the improved K-Medoids algorithm is used to complete the clustering process. The experimental results on the two datasets of Political Blogs and DBLP show that AF-Cluster algorithm can detect the complex network community structural successfully with node attribute and structural feature
