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Abstract
We prove the exact multiplicity of positive boundary blow-up solutions to a semilinear elliptic equation with bistable
nonlinearity for the one-dimensional case. We use time-mapping techniques to determine the exact shape of the bifurcation diagram.
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1. Introduction
We study the exact multiplicity of positive solutions u ≤ 1/n of the problem{
u′′(x)+ λ f (u(x)) = 0, −1 < x < 1,
u(−1) = u(1) = 1/n ∈ (1,∞], (1.1)
where λ is a positive parameter, 0 ≤ n < 1, and
f (u) = u(u − σ)(1− u), σ ∈ (1/2, 1).
In particular, when n = 0, the boundary conditions become
u(−1) = u(1) = ∞,
and the solution u is a boundary blow-up solution. Our work is motivated by recent works [1,2] on the boundary
blow-up solutions of
∆u + λu(u − σ)(1− u) = 0, x ∈ Ω , u|∂Ω = ∞, (1.2)
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Fig. 1. Bifurcation diagrams for (1.1). (a) n = 0; (b) 0 < n < 1.
where Ω is bounded smooth domain in RN with N ≥ 1. In Aftalion, del Pino and Letelier [1], it was shown that for
large λ > 0, (1.2) has at least three positive solutions uλ < uλ < uλ, and for any compact subset of Ω , uλ → 0 and
uλ → 1 uniformly as λ→∞. In Du and Yan [2], it was shown that the middle solution uλ is a spike layer solution.
When n = 0 (the boundary blow-up case), for the ODE (1.1) with general nonlinearity f , the existence of multiple
boundary blow-up solutions was first proved in Anuradha, Brown and Shivaji [3]. We also mention that the multiplicity
of boundary blow-up solutions to (1.1) with other nonlinearities was studied by Wang [4] using similar quadrature
methods as in this paper. Recently, the exact multiplicity of positive solutions to (1.2) for large λ and ball domains
was proved by Guo and Zhou [5].
Our goal in this paper is to determine the exact multiplicity of positive solutions of (1.1) for some parameters
(σ, n) for all λ > 0. We show that there exists λ∗ > 0 such that (1.1) has exactly three solutions when λ > λ∗, exactly
two solutions when λ = λ∗, and exactly one solution when 0 < λ < λ∗. See Fig. 1. Our proofs are based on the
time-mapping method (quadrature method).
For positive solutions u of (1.1), it is well known that the parameter λ and the value ρ = u(0) = inf−1<x<1 u(x)
satisfy the following relation
√
2λ = G(ρ) ≡
∫ 1/n
ρ
1√
F(ρ)− F(u)du, ρ ∈ (0, β) ∪ (1, 1/n), (1.3)
where
F(u) =
∫ u
0
f (t)dt = −σ
2
u2 + 1+ σ
3
u3 − 1
4
u4
and
β = β(σ) = −1+ 2σ +
√−2+ 2σ + 4σ 2
3
∈ (0, 1), (1.4)
is the unique point in (0, 1) such that F(1) − F(β) = ∫ 1
β
f (t)dt = 0. Thus the bifurcation diagram of (1.1) is
determined by the function G(ρ), which is usually called time-mapping. We first have the next proposition:
Proposition 1.1. Consider (1.1) with f (u) = u(u − σ)(1− u), σ ∈ (1/2, 1). Then
lim
ρ→0+
G(ρ) = ∞, (1.5)
lim
ρ→β−
G(ρ) = ∞, (1.6)
lim
ρ→1+
G(ρ) = ∞, (1.7)
lim
ρ→(1/n)−
G(ρ) = 0. (1.8)
In addition,
G(ρ) is strictly decreasing in (1, 1/n). (1.9)
J. Shi, S.-H. Wang / Computers and Mathematics with Applications 54 (2007) 1285–1292 1287
Fig. 2. Bifurcation diagrams for (2.2). (a) A = 0; (b) A > 0.
Proof. The results limρ→0+ G(ρ) = limρ→β− G(ρ) = limρ→1+ G(ρ) = ∞ follow by similar arguments used to
prove [3, Lemmas 4.2 and 4.3]. In addition, it is easy to see that limρ→(1/n)− G(ρ) = 0; we omit the proof. Next we
show (1.9). For G(ρ) in (1.3), G ′(ρ) can be easily computed, cf. e.g. [6, p. 273]. We have
G ′(ρ) = 2−1/2
∫ 1/n
ρ
θ(ρ)− θ(u)
ρ(1F)3/2
du,
where 1F = F(ρ) − F(u) > 0 and θ(u) = 2F(u) − u f (u) = 12u4 − 1+σ3 u3. We compute that θ ′(u) =
f (u) − u f ′(u) = u2(2u − 1 − σ) > 0 for u > 1, since σ < 1. Thus G ′(ρ) < 0 for 1 < ρ < 1/n, and hence
(1.9) holds. 
2. Connection with a FitzHugh–Nagumo equation
As pointed out in [2], (1.2) has a connection with another well-known semilinear equation:
∆u + λ(u − A)(u − B)(C − u) = 0, x ∈ Ω , u|∂Ω = 0, (2.1)
where 0 ≤ A < B < C and 2B < C+ A. This equation arises from the studies of dynamics of the FitzHugh–Nagumo
equation and population biology. The general results regarding (2.1) can be found in Dancer and Wei [7,8].
The exact multiplicity of positive solutions of one-dimensional version of problem (2.1), i.e.
u′′ + λ(u − A)(u − B)(C − u) = 0 in (−1, 1), u(−1) = u(1) = 0, (2.2)
has been studied extensively. When A = 0, Smoller and Wasserman [6] proved that the bifurcation diagram is exactly
⊂-shaped (see Fig. 2(a)). And later, Wang [9] and Korman, Li and Ouyang [10] independently generalized the same
result for a general concave–convex nonlinearity f (u) by using the techniques of time-mapping and techniques
of bifurcation theory, respectively. The higher dimensional analog for radially symmetric solutions was proved by
Korman, Li and Ouyang [11] for a two-dimensional ball, and ball in all dimensions by Ouyang and Shi [12,13]. For
the case of A > 0, the exact multiplicity result as in Fig. 2(b) was proved independently by Wang [9,14] and Korman,
Li and Ouyang [10,15] but all of them need some extra conditions on nonlinearity f (u).
To be more consistent with the previous results in [10,15,16], we consider the following rescaled version of (2.2):
u′′ + λ(u − a)(u − b)(1− u) = 0 in (−1, 1), u(−1) = u(1) = 0, (2.3)
where 0 < a < b < 1. In the following, we denote h(u) = (u − a)(u − b)(1− u), and H(u) = ∫ u0 h(t)dt . It is well
known that the necessary condition for the existence of more than one positive solutions for (2.3) is
∫ 1
a h(u)du > 0,
or equivalently, 2b < 1 + a. Hence the valid parameter range of (a, b) for bifurcation diagrams consisting two
components is given by 0 < 2a < 2b < 1 + a, which is a triangular region ∆ in (a, b)-plane. The conjecture is
that for any (a, b) ∈ ∆, the bifurcation diagram of (2.3) is precisely like Fig. 2(b). See Theorem 2.1 for a precise
statement.
So far, to our knowledge, under different assumptions, there are five known papers [6,9,10,14,16] in which the
exact multiplicity of positive solutions for (2.3) is proved, i.e. the conjecture above holds. The proof in [6] holds when
b > 8a − 1, (2.4)
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see [9, pg. 50]. In [14], the assumption is
θ(γ ) < 0, (2.5)
where
θ(x) = 2H(x)− xh(x) = abx − 1+ a + b
3
x3 + 1
2
x4,
and b < γ < 1 satisfying
∫ γ
a h(x)dx = 0, or H(γ ) = H(a). Note that γ can be calculated as
γ = γ (a, b) = 2+ 2b − a −
√
4+ 2a − 10b − 2a2 + b2 − ab
3
. (2.6)
Thus θ(γ ) can also be calculated in terms of a and b with the help of computer algebra systems such as Maple or
Mathematica. The expression of θ(γ ) is too long to write here, but we denote it by g1(a, b) ≡ θ(γ ); hence (2.5) is
equivalent to
g1(a, b) < 0.
In [9], another condition is given by
ϕ(γ ) < 0, (2.7)
where
ϕ(x) = 3θ(x)− xθ ′(x) = 6H(x)− 4xh(x)+ x2h′(x) = 2abx − 1
2
x4,
and γ is given by (2.6) again. Similarly, (2.7) is equivalent to
g2(a, b) ≡ ϕ(γ ) < 0,
where g2(a, b) can be calculated by computer algebra systems.
In [10], two new conditions are derived for the exact multiplicity results:
g3(a, b) ≡ 24a2(b − 1)2 − 8a(1+ b)3 + (1+ b)4 ≥ 0, (2.8)
or
g4(a, b) ≡
∫ ξ
a
h(u)du ≤ 0,
where
ξ = 1+ a + b +
√
1− a − b + a2 + b2 − ab
3
.
Note that (2.4) implies (2.8). Summarizing these results in [6,9,10,14], we conclude that the exact multiplicity has
been obtained if (a, b) belongs to the following set:
∆1 ≡ {(a, b) ∈ ∆ : g1(a, b) < 0, or g2(a, b) < 0, or g3(a, b) ≥ 0 or g4(a, b) ≤ 0}. (2.9)
We notice that all these four inequalities do not imply each other. In fact, with the help of a computer algebra
system, we could draw the diagram of ∆1 by drawing gi (a, b) = 0 for 1 ≤ i ≤ 4 (see Fig. 3). The area of ∆1 is
44.2% of that of ∆. Here the area of ∆1 is calculated by using Mathematica 5.0 and a command similar to that
in [16], where they calculated the area of
∆˜1 ≡ {(a, b) ∈ ∆ : g3(a, b) ≥ 0 or g4(a, b) ≤ 0}
to be 41.5%. The uncovered region ∆2 ≡ ∆ \ ∆1 is the lower right part of ∆ (the component including (1, 1)),
see Fig. 3 for illustration. It is easy to see that ∂∆1
⋂{gi (a, b) = 0} 6= ∅ for each i = 1, 2, 3, 4. Recently, using a
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Fig. 3. Region∆1 on (a, b)-plane. Shaded area is∆, and∆2 = ∆ \∆1 is the connected component in the right lower part of∆.
computer-assisted proof, Korman, Li and Ouyang [16] proved the exact multiplicity result for (2.3) as in Fig. 2(b) for
all (a, b) ∈ ∆. But a complete analytical proof is still beyond the reach for all (a, b) ∈ ∆2.
For positive solutions u of (2.3), it is well known that the parameter λ and the value α = u(0) = maxx∈[−1,1] u(x)
satisfy the following relation
√
2λ = T (α) ≡
∫ α
0
1√
H(α)− H(u)du, α ∈ (0, a) ∪ (η, 1),
where
H(u) =
∫ u
0
h(t)dt = abu − a + b + ab
2
u2 + 1+ a + b
3
u3 − 1
4
u4
and
η = 2− a + 2b −
√
2(1+ a − 2b)(2− a − b)
3
is the unique point in (b, 1) such that H(η)− H(a) = ∫ ηa f (t)dt = 0; see e.g. [9].
We have the following theorem.
Theorem 2.1 (See Figs. 2(b) and 3). Consider (2.3). Suppose (a, b) = (a0, b0) ∈ ∆1 defined in (2.9). Then T (α)
satisfies
(i) limα→0+ T (α) = 0, limα→a− T (α) = limα→η+ T (α) = limα→1+ T (α) = ∞;
(ii) T (α) is strictly increasing in (0, a);
(iii) T (α) has exactly one critical point, a minimum, in (γ, 1).
We then make several changes of variables to (2.3). Let v = 1− u. Then v satisfies
v′′ + λv(v − m)(n − v) = 0 in (−1, 1), v(−1) = v(1) = 1,
where m = 1 − b and n = 1 − a. Notice that 1 > n > m > 0, and since 1 + a > 2b, then m > n/2. Next we let
w = v/n. Then w satisfies
w′′ + λw(w − σ)(1− w) = 0 in (−1, 1), w(−1) = w(1) = 1/n, (2.10)
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Fig. 4. Graphs for G(ρ)(= √λ) for (1.3). (a) n = 0; (b) 0 < n < 1.
where λ = λn2, and
σ = m
n
= 1− b
1− a ∈ (1/2, 1).
So we derive Problem (1.1). The changes of variables above do not alter the shapes of bifurcation diagrams.
Indeed if the bifurcation diagram of (2.3) is given by λ(α) = (1/2)[G1(α)]2, then the one for (2.10) is simply
λ(ρ) = (1/2)n2[G1(1 − nρ)]2, where ρ = w(0) in (2.10) and α = u(0) in (2.3). In particular, the two bifurcation
diagrams have the same number of turning points, and the upper branch for (2.3) corresponds to the lower branch
for (2.10), and the lower branch for (2.3) corresponds to the upper branch for (2.10). So by above arguments and
Proposition 1.1, we obtain and state the main results in the next section.
3. Main results
The main results in this paper are the next Theorem 3.1 and Corollaries 3.2–3.4. In particular, Theorem 3.1 follows
from Theorem 2.1. In the (σ, n)-plane, we define rectangular region
 ≡ {(σ, n) : 1/2 < σ < 1, 0 < n < 1},
and region
1 ≡ {(σ, n) ∈  : g1(σ, n) < 0, or g2(σ, n) < 0, or g3(σ, n) ≥ 0 or g4(σ, n) ≤ 0},
Here gi (σ, n) ≡ gi (a(σ, n), b(σ, n)) from the discussions at the end of Section 2, and gi (a, b) (i = 1, 2, 3, 4) are
defined in Section 2. Note that, in this section, for G(ρ) in (1.3), to make it more clear for the dependence on the
nonlinearity f , we write G f (ρ) instead of G(ρ).
Theorem 3.1 (See Figs. 3, 4(b) and 5). Consider (1.1) with
0 < n = n0 < 1 and f = f0(u) = u(u − σ0)(1− u), σ0 ∈ (1/2, 1).
Suppose (a, b) = (a0, b0) ≡ (1−n0, 1−σ0n0) ∈ ∆1 defined in (2.9). Then (σ, n) = (σ0, n0) ∈ 1. So, in addition
to (1.5)–(1.9), G f0(ρ) has exactly one critical point, a minimum at some ρ
∗, in (0, β), where β is defined in (1.4).
By Fig. 3 and some easy computations to
g3(a, b) = 24a2(b − 1)2 − 8a(1+ b)3 + (1+ b)4,
we obtain the next corollary.
Corollary 3.2 (See Figs. 3, 4(b) and 5). Consider (1.1) with
0 < n = n0 < 1 and f = u(u − σ)(1− u), σ ∈ (1/2, 1).
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Fig. 5. Region 1 on (σ, n)-plane. 2 =  \1 is the connected component in the right lower part of  = (1/2, 1)× (0, 1).
Suppose n0 > 1−a∗ ≈ 0.814 where (a∗, b∗) ≈ (0.186, 0.289) satisfies g3(a∗, b∗) = 0 and (∂g3/∂b)(a∗, b∗) = 0.
Then, in addition to (1.5)–(1.9), G f (ρ) has exactly one critical point, a minimum at some ρ∗, in (0, β).
Corollary 3.3 (See, Figs. 4(b) and 5). Consider (1.1) with
0 < n = n0 < 1 and f = f0(u) = u(u − σ0)(1− u).
For any parameter (σ, n) = (σ0, n0) ∈ , (σ0, n0) ∈ 1 if σ0 ≤ 0.553. So, in addition to (1.5)–(1.9), G f0(ρ) has
exactly one critical point, a minimum at some ρ∗, in (0, β).
Proof. Setting (σ, n) = (0.553, n0) ∈  in g4(σ, n), we obtain
g4(0.553, n0) < 0 for all 0 < n = n0 < 1.
(The expression of g4(0.553, n0) is too big to write here.) So the result follows. 
Corollary 3.3 implies the next corollary for (1.1) with boundary blow-up conditions; i.e., n = 0. This follows
from the convergence of G, G ′ and G ′′ as n → ∞. Indeed, let ρ∗ be a limit point of the unique minimum ρ∗(n)
in Corollary 3.3; then we can show that G ′f0(ρ) > 0 for ρ ∈ (0, ρ∗) and G ′f0(ρ) < 0 for ρ ∈ (ρ∗, β) by limiting
arguments. Hence we obtain
Corollary 3.4 (See Figs. 4(a) and 5). Consider the boundary blow-up problem{
u′′(x)+ λ f (u(x)) = 0, −1 < x < 1,
u(−1) = u(1) = ∞,
where
f = f0(u) = u(u − σ0)(1− u), σ0 ∈ (1/2, 1).
If σ0 < 0.553, then G f0(ρ) satisfies
(i) limρ→0+ G f0(ρ) = limα→β− G f0(ρ) = limα→1+ G f0(ρ) = ∞, limα→∞ G f0(ρ) = 0;
(ii) G f0(ρ) is strictly increasing in (1,∞);
(iii) G f0(ρ) has exactly one critical point, a minimum at some ρ
∗, in (0, β).
We finally note that Korman, Li and Ouyang’s [16] and our work imply a computer assisted proof of Corollary 3.4
in the general case 1/2 < σ0 < 1 (since G cannot be constant on an interval).
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