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ВСТУП
У число наукових дисциплін, що утворюють науку про
керування, входить теорія автоматичного керування і регу-
лювання. Для здійснення автоматичного керування техніч-
ним процесом створюється система, яка складається з керо-
ваного об'єкта і зв'язаного з ним керуючого пристрою.
Найпростіші регулятори були винайдені більше 200 років
тому. Їх перевагою є те, що вони конструктивно прості, проте
в принципі не можуть бути абсолютно точними.
Першими промисловими регуляторами є автоматичний
поплавковий регулятор рівня води, побудований у 1765 році
І.І.Ползуновим; відцентровий регулятор швидкості обертів,
створений у 1784 році англійським механіком Дж. Уаттом;
перший програмний пристрій керування ткацьким верстатом
від перфокарти, побудований у 1808 році Ж. Жаккаром. У цей
період з'явились регулятори з впливом за похідною, за на-
вантаженням, серводвигуни з жорстким зворотним зв'язком,
регулятори з гнучким зворотним зв'язком, імпульсні регуля-
тори. Проте до кінця 60-х років ХІХ століття системний підхід
у теоретичних дослідженнях регулювання був відсутній.
Корінні зміни в підході до проблеми автоматичного керу-
вання внесли три роботи: Дж. Максвела "Про регулятори"
(1866), І.А. Вишнеградського "Про загальну теорію регуля-
торів" і "Про регулятори прямої дії" (1877). В цих роботах був
здійснений системний підхід до проблеми, регулятор і ма-
шина розглядались як єдина динамічна система. Саме про-
фесор Петербурзького технологічного інституту І.А. Вишне-
градський вважається основоположником теорії автоматич-
ного керування (ТАК).
Великий вклад у теорію вніс Н.Є. Жуковський, автор праці
"Про міцність руху" і першого підручника "Теорія регулювання
ходу машин" (1909).
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У теорії автоматичного керування значну роль відіграє
стійкість. Засновником строгої теорії стійкості є великий росій-
ський математик О.М.Ляпунов. У праці "Загальна задача про стій-
кість руху" (1892) ним було дано строге визначення стійкості.
Вже у ранні роки ТАК стала стимулювати розробки мате-
матичного плану. У 1877 р. англійський математик Раус запро-
понував алгоритм для оцінки розташування коренів характери-
стичного рівняння і стійкості системи (критерій стійкості Рауса).
В 1895 р. німецький математик А. Гурвіц, а в 1914 р. П. Льєнар
і Р. Шипар розробили свої алгебраїчні критерії стійкості.
Особливо інтенсивно ТАК почала розвиватися з кінця
тридцятих років XX століття, коли були розроблені частотні
методи аналізу стійкості лінійних систем (частотні критерії
стійкості Х. Найквіста та А.В. Михайлова), поставлена про-
блема якості регулювання і закладені основи ряду ефектив-
них методів дослідження нелінійних систем. Якісне дослі-
дження нелінійних систем, що базується на представленні
перехідних процесів у фазовій площині, було запропоновано
в тридцяті роки О.О. Андроновим і його школою. М.М. Кри-
лов і М.М. Боголюбов розробили метод гармонічного балан-
су (1934) для визначення параметрів автоколивань і умов їх
виникнення. Я.З. Ципкін розробив основи теорії релейних
(1955) та імпульсних (60-ті роки) систем з різними видами
модуляції.
Методи дослідження, які розроблені в теорії автоматич-
ного керування, є досить загальними методами, галузь вико-
ристання яких виходить за рамки тільки технічних систем.
Динамічні керовані процеси мають місце в живих організмах,
економічних і організаційних людино-машинних процесах.
Тому вивчення теорії автоматичного керування стає не-
обхідним для фахівців не тільки в галузі автоматики, а й в інших
напрямах.
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1. ОСНОВНІ ПОНЯТТЯ І ВИЗНАЧЕННЯ ТАК
1.1. Сутність проблеми автоматичного керування
Будь-яка діяльність людини являє собою організовану су-
купність дій або операції, які можна розділити на два класи:
робочі операції та операції керування. До робочих операцій
належать дії, безпосередньо необхідні для виконання процесу,
а операції керування забезпечують правильне та якісне вико-
нання робочих операцій: визначають їх початок і кінець, за-
дають потрібні параметри процесу (швидкість, прискорення
робочого інструменту, температуру, напрям і т. д.). Сукупність
керуючих операцій утворює процес керування.
Операції керування та робочі операції можуть виконува-
тися технічними пристроями. Заміну праці людини в робо-
чих операціях називають механізацією. Її мета – вивільнення
людини від важких, одноманітних, шкідливих, втомлюючих
операцій. Заміну праці людини в операціях керування нази-
вають автоматизацією, а технічні пристрої, що виконують
операції керування, – автоматичними пристроями.
Сукупність технічних засобів, що виконують процес і ви-
магають для цього спеціально організованих дій, називають
об'єктом керування (ОК).
Сукупність засобів керування та об'єкта створює систему
керування.
Система, в якій всі робочі операції та операції керування
виконують автоматичні пристрої, називається автоматичною.
Система, в якій автоматизована тільки частина операцій,
а інша частина зберігається за людиною, називається авто-
матизованою.
Отже, система автоматичного керування складається
з об'єкта керування і керуючого пристрою (КП) . Така система
може бути представлена схемою, зображеною на рис. 1.1.
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У схемі використані позначення:
КП – керуючий пристрій;
ОК – об'єкт керування;
Х(t) – задаючий вплив, що визначає алгоритм функціону-
вання;
U(t) – керуючий вплив, за допомогою якого виконується
безпосереднє керування об'єктом;
Y(t) – вихідна координата, яка характеризує стан об'єкта;
Z(t) – збурення, яке заважає нормальному перебігу про-
цесу керування.
Можна сказати, що для організації процесу керування
необхідно так формувати керуючий вплив U(t), аби він, ком-
пенсуючи збурення Z(t), забезпечував би бажану зміну вихід-
ної координати Y(t).
Зміна вихідних координат у нормальному, бажаному ході
процесу визначається сукупністю правил, вказівок або мате-
матичних залежностей, яка називається алгоритмом функці-
онування системи. Цей алгоритм показує мету керування,
бажану зміну вихідної координати.
Формування керуючого впливу U(t) виконується на ос-
нові алгоритму керування – сукупності вказівок, що визнача-
ють характер дії на об'єкт з метою виконання ним алгоритму
керування. Алгоритм керування залежить як від алгоритму
функціонування, так і від динамічних властивостей системи.
Рис. 1.1. Схема САК
 Z(t) 
X(t) Y(t) U(t) 
КП ОК 
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1.2. Основні принципи керування
Залежно від способів формування керуючого впливу U(t)
розрізняють три основних принципи керування: принцип
розімкнутого керування, принцип компенсації та принцип
зворотного зв'язку. Розглянемо кожний із цих принципів.
Принцип розімкнутого керування
Суть принципу полягає в тому, що алгоритм керування
виробляється тільки на основі заданого алгоритму функці-
онування і в процесі роботи системи ніяк не коректується.
Схема такої САК наведена на рис. 1.2. У цьому випадку керу-
ючий вплив U(t) формується шляхом функціонального
перетворення задаючого впливу X(t) з урахуванням характе-
ристик ОК, тобто алгоритм керування може бути записаний
у вигляді U = f(x).
Схема має вид розімкнутого кола, що й визначило назву
принципу. Близкість вихідної величини до бажаної забезпе-
чується тільки правильним вибором конструкції автоматич-
ного керуючого пристрою.




X(t) Y(t) U(t) 
ЗП КП ОК 
Керування за розімкненим циклом може забезпечити
виконання алгоритму функціонування з достатньою точністю
у тих випадках, коли немає збурення, характеристики об'єкта
відомі раніше й в процесі роботи не змінюються. Звідси ви-
пливає основний недолік принципу розімкнутого керування:
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такі системи не забезпечують точності при наявності завад
і зміні параметрів об'єкта. До переваг потрібно віднести про-
стоту конструкції, високу швидкодію, малу споживану енергію.
Системи, які працюють за розімкненим циклом, широко
використовуються в різних пристроях з програмним керуван-
ням: профільованих кулачкових механізмах, магнітофонах,
автоматичних верстатах.
Принцип компенсації
Якщо збурюючий вплив великий і розімкнута САК не за-
безпечує потрібної точності, то іноді можна, вимірявши збу-
рення, внести корективи в алгоритм керування, які компен-
сували б відхилення алгоритму функціонування.
Принцип компенсації можна проілюструвати схемою, що
наведена на рис. 1.3.










На рис. 1.3  позначено:
КП2 – блок врахування завад і корекції керуючої дії;








Алгоритм керування може бути записаний у вигляді
U = f(x; z), тобто він містить у собі інформацію про задаючий
та збурюючий впливи. Величина і знак додаткового сигналу
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повинні бути такими, щоб повністю або частково компенсу-
вати збурюючий вплив.
Ступінь компенсації залежить від точності знання харак-
теристик об'єкта і точності виміру збурюючого впливу. Тому
принцип керування за збуренням (принцип компенсації)
можна використовувати тільки в тих випадках, коли відомі
характеристики об'єкта і можливе вимірювання збурюючого
впливу. У цьому є головний недолік принципу компенсації.
Принцип зворотного зв'язку
Систему можна побудувати й так, щоб точність виконання
алгоритму функціонування забезпечувалась і без вимірювання
збурень. У цьому випадку корективи в алгоритм керування
вносяться за фактичним значенням координат у системі. Для
цього в конструкцію системи вводять додатковий зв'язок, який
називається ланкою зворотного зв'язку.
Зворотний зв'язок (ЗЗ) – це такий зв'язок, по якому інфор-
мація про стан об'єкта з виходу системи передається на вхід
автоматичного керуючого пристрою.
Існують жорсткий і гнучкий зворотні зв'язки. Жорсткий
ЗЗ постійно подає на вхід сигнал, за величиною пропорцій-
ний сигналу на виході. Він дозволяє стабілізувати систему
й поліпшити її перехідні характеристики. Жорсткий ЗЗ діє не
тільки в перехідному, а й встановленому режимі. При цьому
зменшується коефіцієнт підсилення (пропорційно глибині
жорсткого ЗЗ) і знижується статична точність.
Гнучкий ЗЗ подає на вхід сигнал, пропорційний швид-
кості, прискоренню або інтегралу зміни вихідної величини.
Тому гнучкий ЗЗ діє тільки в перехідному режимі.
При введенні гнучкого ЗЗ за швидкістю або за приско-
ренням збільшується стійкість і зменшується коливальність
системи, причому корекція за прискоренням ефективніша.
Схема САК, що працює за принципом зворотного зв'язку,
має вид замкнутого кола (рис. 1.4).
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Тут ПЗЗ – пристрій зворотного зв'язку, що формує сиг-
нали ЗЗ, які несуть інформацію про фактичний стан об'єкта.
Ця інформація порівнюється з бажаним значенням вихідної
координати Yб(t) і керуючий вплив U(t) виробляється відпо-
відно до відхилення Y(t) від Yб(t).
Алгоритм керування може бути записаний у вигляді
U = f(x; y), тобто вихідна величина Y(t) безпосередньо бере
участь у формуванні керуючого впливу.
У багатьох замкнутих системах  керуючий вплив U(t) ви-
робляється в результаті порівняння вихідної координати Y(t)
із задаючим впливом X(t), тобто алгоритм керування запи-
сується у вигляді U = f(x–y).
Такий спосіб утворення керуючого впливу називається
керуванням за відхиленням (за похибкою, за розузгодженням),
а системи з таким способом керування називаються систе-
мами автоматичного регулювання (САР). Функціональна
схема САР наведена на рис. 1.5.



















Головна позитивна риса принципу зворотного зв'язку
полягає в тому, що керування виконується з урахуванням ре-
зультатів. Це забезпечує широке використання принципу.
Рис. 1.6. Функціональні схеми САК з комбінованим керуванням
Де
 
X(t) ε(t) U1(t) 
U2(t) 
Z(t) 













У ряді випадків для поліпшення точності використовується
комбіноване керування – керування одночасно за розімкну-
тим і замкнутим циклами. Системи, які будуються за таким
принципом, можуть мати і від'ємний зворотний зв'язок, і ланку
компенсації збурення (рис. 1.6,а). Алгоритм її функціонування
U = f(x–y; z). Для повної або часткової компенсації похибок
обробки задаючого впливу може використовуватися алгоритм
U = f(x–y; x), коли задаючий вплив обробляється і замкнутим,
і розімкнутим контуром (рис. 1.6,б).
Комбіноване керування дозволяє об'єднати переваги
принципів розімкнутого і замкнутого циклів – швидкодію і точ-
ність регулювання.
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2. МАТЕМАТИЧНИЙ ОПИС СИСТЕМ
АВТОМАТИЧНОГО КЕРУВАННЯ
2.1. Математичні моделі САК. Рівняння динаміки
і статики
Визначення математичних моделей (ММ) динамічних
об'єктів – це математичний опис всіх процесів, що відбува-
ються в об'єкті, щодо вихідних і вхідних величин на основі
законів фізики.
На певному етапі аналізу та синтезу САК отримують її
математичний опис за допомогою рівнянь (аналітичний
опис), графіків, структурних схем, графів (графічний опис),
таблиць (табличний опис). Причому, для опису всієї системи
в цілому спочатку звичайно складають опис її окремих еле-
ментів. Так, для отримання рівнянь системи складають
рівняння для кожного складаючого її елемента. Сукупність цих
рівнянь називають математичною моделлю САК.
Математична модель має бути досить простою, щоб не
обтяжувати дослідження, але з іншого боку – точною, щоб
повніше відображати властивості самої системи.
Такою моделлю можуть служити диференціальні рівняння,
складені на основі фізичних законів, визначаючих поведінку
системи (закон збереження матерії, енергії, другий закон Нью-
тона, закони Кіргофа і т. д.).
Розв'язуючи ці рівняння, можна визначити значення вихід-
ної координати y (t) системи в будь-який момент часу при виб-
раному законі змінення задаючих x(t) та збурюючих z(t) впливів.
У більшості випадків безперервні САК описуються не-
лінійними диференціальними рівняннями n-го порядку, які
можуть бути записані в вигляді:
0,...),,,...,,,( xxxyyyF  .                    (2.1)
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Це рівняння (для спрощення припустимо, що збурюючий
вплив z відсутній) описує процеси в системі при будь-яких
вхідних впливах і називається рівнянням динаміки.
Якщо припустити, що вплив x(t) не змінюється і має по-
стійне значення x0, а процес в системі усталився, і вихідна
координата набула значення y0, то рівняння набуде вигляду:
0),(,...)0,0,,...,0,0,( 0000  xyFxyF .          (2.2)
Це рівняння описує статичний режим роботи САК і на-
зивається рівнянням статики.
Статичний режим можна описати графічно за допомо-
гою статичних характеристик. Статичною характеристикою
називається залежність вихідної величини від вхідної в ста-
тичному режимі.
В більшості випадків статичні характеристики реальних
елементів нелінійні і задаються в вигляді графіків (рис. 2.1).
Але в ряді випадків нелінійності елементів САК є неістот-
ними або система працює на обмежених ділянках статичних
характеристик її елементів, де нечутливість недостатньо вира-
жена. В цих випадках реальну нелінійну характеристику
вдається з певним ступенем точності замінити лінійною і здій-
снити лінеарізацію рівнянь, тобто замінити точні нелінійні
рівняння наближеними лінійними. Це дозволяє спростити
методи аналізу та синтезу САК.
Для визначення можливості лінеаризації використовують
принцип малих відхилень.
Принцип малих відхилень: якщо малим відхиленням на
вході x відповідають малі відхилення у  на виході поблизу
робочої точки, така нелінійність може бути  розкладена в ряд
Тейлора або Маклорена (рис. 2.2).
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Рис. 2.1.  Деякі типові статичні характеристики елементів:
а – лінійна; б – обмеження лінійності за виходом;
в – обмеження лінійності за виходом з зоною нечутливості;
г – ідеальна релейна характеристика
Y0 Y0 
Y0 Y0 
X0  X0 
X0  X0 
а б
в г





























В лінеаризованих рівняннях всі координати задані у збіль-
шеннях, але знак  не використовують.
У результаті лінеарізацїї математична модель САК зво-
диться до системи лінійних диференціальних рівнянь або до






















































2.2. Формалізація диференціальних рівнянь
Формалізація диференціальних рівнянь виконується у чо-
тири етапи після виключення додаткових змінних:
• розділ змінних. Складові вихідної координати об`єдна-
ють у лівій частині рівняння, від зовнішніх впливів – у правій;
• розташування членів рівняння у порядку зменшення
степенів похідних змінних;
• позбавлення від коефіцієнту при нульовій похідній керо-
ваної величини;
• перехід від фізичних параметрів до динамічних:
• к – коефіцієнт передачі, може мати різну розмірність;
• Т – постійна часу, має розмірність [c], міра інерційності
елемента.
Під канонічною формою диференційного рівняння си-













































 – комбінації постійних часу.
У нормалізованому виді a
п
 = 1,а b
т
 = k.
Завдання для індивідуальної роботи наведені у додатку 1.
Рекомендується наступний порядок дій:
– позначити струми гілок;
– скласти рівняння для входу і виходу схеми, її вузлів;
– видалити із рівнянь інтеграли струмів (шляхом диферен-
ціювання);
– вивести залежність виходу від входу з виключенням
проміжних змінних (струмів);
– скомпонувати диференційні рівняння у канонічну форму.
При складанні рівнянь використовуються закони Кірхгофа
та закон Ома для частки електричного кола (падіння напругі
на елементі під дією струму скрізь цей елемент):






LU L  .
На рисунку 2.3 наведений приклад типової задачі для
індивідуального завдання 1 – по схемі пасивного чотирипо-
люсника отримати диференційне рівняння в канонічній формі.
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Позначимо струми гілок схеми:
– і1 – гілка, що складається із R1 та L;
– і2 – гілка, що складається із R2 та С1;
– і3 – гілка, що складається із С2.
Сума струмів і2 та і3 дає струм і1:
321 iii  .                               (2.4)




LiRU  111 .               (2.5)
Рівняння для виходу схеми:
dti
C
iRU ВИХ  22 1
1
2 ;                  (2.6)
dti
C
U ВИХ  32
1
.                        (2.7)
Маємо два рівняння для виходу – відповідно до двох гілок
із струмами і2 та і3. Обидва рівняння мають струми під інтег-
ралами – диференціюємо:





































Ci ВИХ 22 121  ;
dt
dU
























































































































Беремо похідну отриманого рівняння, та підставляємо









































































































































1 RCLCT  ;
)( 211212
2
2 CCLCRRCT  ;
122113 )( CRCCRT  ;
124 CRT  .






























2.3. Векторно-матрична форма математичних моделей
В основі векторно-матричної форми лежить представлення






































































































































































Існує інший вид векторно-матричної форми – структурне
представлення рівнянь, наведене на рис. 2.4.









U1  x 1 х1 x2  x 2 
Якщо диференційне рівняння вихідних координат не вда-



























2.4. Перехід від векторно-матричної форми



















Для переходу від канонічній форми до векторно-матричної













































































































































В якості приклада візьмемо ту саму задачу, що і минулого
разу.
Для розв'язку задачі необхідно виразити з системи дифе-
ренційних рівнянь, похідні через інші параметри. Для цього

















































 через похідну вихідної характеристики, яка легко вира-










































































За наявними даними маємо змогу збудувати схему (рис. 2.5):


























 ПЕРЕТВОРЕННЯ ЛАПЛАСА ТА ЇХ ВЛАСТИВОСТІ
Сутність операторного методу полягає в переході від
функцій часу )]([ tf , які звуться оригіналами, до функцій ком-
плексної змінної )]([ pf , які звуться зображеннями.
Існує кілька видів перетворення, але найбільш пошире-
ними є перетворення Лапласа і, окремий випадок, перетво-
рення Фур'є.
L – процедура перетворення (її символ):
)}({ txL ,





)()}({)( dtetxtxLpx pt .
Оператор р – незалежна комплексна змінна:
ωjdp  ,
d – ціла частина, – коефіцієнт при уявній частині.
У перетвореннях Фур'є з оператора Лапласа видалена
речовинна частина:
( 0d ; ωjp  ).
3.1. Властивості перетворень Лапласа
1) Властивість лінійності: )}({)}({)}()({ 212
'
1 txbLtxaLtbxtaxL  .























Існують також зворотні перетворення Лапласа (Фур'є),












3.2. Поняття передаточної функції.
Властивості передаточної функції
Під передаточною функцією розуміють відношення вихід-
ної координати, яка перетворена за Лапласом, до вхідної коор-


























.      (3.1)
Знаменник передаточної функції (3.1) є характеристич-
ним поліномом системи. Якщо його прирівняти до нуля, отри-
маємо характеристичне рівняння САК.
Властивості передаточної функції:
1) Передаточна функція є дрібно-раціональною функцією
відносно р (чисельник менше знаменника);
2) Усі коефіцієнти – дійсні, речовинні числа, так як визна-
чаються через параметри реальних елементів;
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3) Корені чисельника та знаменника у загальному вигляді
є комплексними числами, попарно-сполученими;
4) Для реальних систем корені знаменника повинні бути
від'ємними, речовинними або комплексними числами із
від'ємними речовинними частинами.
В якості приклада візьмемо ту саму задачу (див. рис. 2.2),
що і минулого разу.
Для того, щоб знайти передаточну функцію W(р), необхідно





















21 ZZZВХ  ;
2ZZВИХ  .
1Z  та 2Z  знаходимо з заданої схеми:




















































































































1 RCLCT  ;
)( 211212
3
2 CCLCRRCT  ;
1221113 CRCRCRT  ;




























ВИХ  можливо виконати перехід до рівняння (2.5).
У тому разі, якщо всі перетворення були виконані вірно, ре-
зультати повинні співпадати.
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3.3. Еквівалентні перетворення структурних схем
Структурна схема САУ у найпростішому випадку буду-
ються з елементарних динамічних ланок. Але кілька елемен-
тарних ланок можуть бути замінені одною ланкою із склад-
ною передаточною функцією. Для цього існують правила
еквівалентного перетворення структурних схем. Розглянемо
можливі методи перетворення.
1. Послідовне з'єднання (рис. 3.1)  – вихідна величина
попередньої ланки подається на вхід наступної.
Рис. 3.1. Послідовне з'єднання ланок
 
W1 W2  Wn  
X Y 



















Таким чином ланцюг послідовно з'єднаних ланок пере-
творюється у еквівалентну ланку з передаточною функцією,
рівної добутку передаточних функцій окремих ланок.
2. Паралельно-узгоджене (рис. 3.2) з'єднання – на вхід
кожної ланки подається один  і той же сигнал, а вихідні сиг-
налу додаються.
Тоді:










Тобто ланцюг ланок, з'єднаний паралельно-узгоджено,
перетворюється у ланку з передаточною функцією, рівною
сумі передаточних функцій окремих ланок.
3. Паралельно-зустрічне з'єднання (рис. 3.3) – ланка, охоплена
додатним або від'ємним зворотнім зв'язком. Фрагмент ланцюга,
по якому йде сигнал у зворотному напрямі по відношенню
к системі у цілому називається ланцюгом зворотного зв'язку
з передаточною функцією ЗЗW . Окремий випадок зворотного
зв'язку – повній (100%-й) зворотний зв'язок, при якому 1ЗЗW .



























При цьому для зворотного зв'язку:




















 (від'ємний (+) та додатний (–) ЗЗ).
Якщо 1ЗЗW , то зворотний зв'язок називається одиноч-
ним, тоді:
)1/( Пекв WWW  .
Якщо багатоконтурна система має перехресні зв'язки, то
для розрахунку еквівалентної передаточної функції необхідні
додаткові правила:
4. При переносі суматора через ланку у напрямі сигналу
необхідно додати ланку із передаточною функцією тієї ланки,










Якщо суматор переноситься проти напряму сигналу, то
додається ланка із передаточною функцією, зворотною від
передаточної функції ланки, через яку переносимо суматор.
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5. При перенесенні вузла через ланку у напряму сигналу
додається ланка із передаточною функцією ланки, через яке
переносимо вузол. Якщо вузол переноситься проти напряму



















6. Для вузлів та суматорів можливі взаємні перестановки:
вузли можна міняти місцями; суматори також можна міняти
місцями; при переносі вузла через суматор необхідно додати
зрівнювальний елемент або суматор.
У всіх випадках переносу елементів структурної схеми
виникають нееквівалентні фрагменти зв'язку, тому потрібно
бути обачним в місцях зняття вихідного сигналу.
При еквівалентних перетвореннях однієї и тієї ж струк-
турної схеми можуть бути отримані різні передаточні функції
системи по різним входам та виходам.
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Варіанти завдань наведені у додатку 2.
Для повнішого засвоєння матеріалу розглянемо приклад.
Треба перетворити наступну схему:
 






























Блоки 6W , 2W  утворюють паралельний зв'язок, тому
маємо змогу записати: 62 WWWI  .
Блоки 3W , 4W  з'єднані послідовно, та охоплені зворот-














Блоки 1W  і IW  із блоком 8W  утворюють паралель:
81 WWWW IIII  .
І нарешті отримуємо еквівалентну передаточну функцію
 
WIII WII W5 
(–)  
X Y 
розімкненої та замкнутої систем:













Перетворення Фур'є є окремим випадком перетворення
Лапласа при ωjp  . При цьому виконується заміна змінної
х одночасним переходом від зображень до частотних харак-
теристик.
Формальний перехід відбувається при заміні оператора
Лапласа р на змінну ωj  де j  – мнима одиниця а ω  – кругова
частота. Усі теореми та властивості перетворення Лапласа







jW   називають ча-
стотною або комплексною (КПФ).
Частотна передаточна функція )ω( jW  є комплексною
функцією від змінної ω. Її як і будь-яке комплексне число, мож-
на записати в алгебраїчної та показникової формах:
)ω()ω()ω()ω()ω( jeAjvujW  ,
де  )ω(Re)ω( jWu   – дійсна частина КПФ, яка називається
дійсною частотною функцією; графік цієї функції назива-
ється дійсною частотною характеристикою (ДЧХ);
 )ω(Im)ω( jWv   – уявна частина КПФ, яка називається уяв-
ною частотною функцією, а її графік – уявною частотною ха-
рактеристикою (УЧХ); )ω()ω( jWA   – модуль КПФ – амплі-
тудна частотна функція, причому ).ω()ω()ω( 22 vuA 
Графік цієї функції називають амплітудною частотною ха-
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рактеристикою (АЧХ);  )ω()ω( jWArg  – аргумент КПФ,







Графік цієї функції називається фазовою частотною ха-
рактеристикою (ФЧХ).
Фізичне значення АЧХ і ФЧХ.
Якщо на вхід системи подати гармонічний сигнал частоти :
)ωsin()( 11  tAtx , то на виході отримаємо гармонічний
сигнал тієї ж частоти : )ωsin()( 22  tAty , амплітуда
і початкова фаза якого може відрізнятися від амплітуди та
початкової фази вхідного сигналу (рис. 4.1).







АЧХ – це залежність зміни відношення амплітуди вихід-
ного сигналу 2A  до амплітуди вхідного сигналу 1A  від часто-










ФЧХ – це залежність зсуву по фазі між вхідним та вихід-









Саму частотну передаточну функцію )ω( jW  називають
також амплітудно-фазовою частотною функцією, а її графік
на комплексній площині – амплітудно-фазовою частотною
характеристикою (АФЧХ).
На комплексній площині (рис. 4.2) )ω( jW  визначає век-
тор OC , довжина якого дорівнює )ω(A , а аргумент (кут між
вектором та дійсною позитивною напіввіссю) – )ω( .
Крива, яку описує кінець вектора )ω( jW  при зміні час-
тоти ω  від 0 до   і називається АФЧХ.







Окрім перелічених частотних характеристик (АФЧХ, АЧХ,
ФЧХ, ДЧХ, УЧХ), при аналізі та синтезі САК широко застосо-
вуються також логарифмічні частотні характеристики (ЛЧХ):
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ЛАЧХ – логарифмічна амплітудна частотна характеристика;
ЛФЧХ – логарифмічна фазова частотна характеристика;
ЛЧХ – це ті ж частотні характеристики системи, але по-
будовані в іншій системі координат:
– по вісі абсцис відкладають частоту в логарифмічному
масштабі: на поділці, що відповідає значенню )ωlg( , пишуть
значення ω ; одиницею виміру служить декада – інтервал, на
якому частота змінюється в десять раз;
– по вісі ординат значення )ω(A  відкладають в децибе-
лах (дБ), а значення )ω(  – в градусах.
Логарифмічною амплітудною частотною характеристи-
кою САК називають АЧХ цієї системи, виражену в децибе-
лах та побудовану в логарифмічному масштабі частот.
ЛАЧХ та АЧХ зв'язані співвідношенням:
)ω(lg20)ω(lg20)ω( jWAL  .
Логарифмічною фазовою частотною характеристикою
САК називають залежність фази  , вираженою в градусах
чи радіанах, від частоти в логарифмічному масштабі.
Системи координат, в яких будуються ЛАЧХ та ЛФЧХ,
показані на рис. 4.3.
Рис. 4.3. Системи координат логарифмічних
частотних характеристик ЛАЧХ та ЛФЧХ
L,дБ 
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ЛЧХ мають переваги перед звичайними АЧХ та ФЧХ:
вони більш наглядні та прості в побудові.
Отже, після вивчення попереднього матеріалу можна зро-
бити такий висновок.
Класичний метод дослідження лінійних САК ґрунтується
на складанні та подальшому розв'язку диференціальних
рівнянь, що зв'язують вихідну координату y(t) з вхідним впли-
вом x(t). Диференціальні рівняння – це перша форма мате-
матичної моделі САК. Через складність реальних систем та
впливів складання та розв'язок цих рівнянь є складною зада-
чею, що потребує застосування ЕОМ.
Мета дослідження спрощується при введенні другої фор-
ми математичної моделі – передаточної функції за Лапла-
сом, оскільки перетворення Лапласа дозволяє замінити ди-
ференціальні рівняння на алгебраїчні.
Третя форма математичної моделі – частотні характе-
ристики – дозволяють розв'язувати алгебраїчні рівняння гра-
фічно, що також спрощує задачу. Крім того, частотні характери-
стики дають ясне фізичне тлумачення властивостей системи.
4.2. Характеристики типових структурних ланок
4.2.1. Поняття динамічної ланки
Реальні САК – це дуже складні системи, до складу яких
входять різноманітні елементи. Це робить задачу аналізу та
синтезу САК дуже складною. Тому в курсі ТАК вводиться
поняття динамічної ланки – математичної частини системи
(незалежно від фізичної природи та конструкції), що описується
рівнянням певного типу. Це дозволяє звести багато різних реаль-
них елементів САК до обмеженого числа типових ланок,
а всі реальні САК розглядати як системи, що складаються із
з'єднаних між собою типових ланок.
Оскільки рівняння реальних елементів складаються на
основі законів, виражених рівняннями не вище другого сту-
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пеня (закони Кіргофа, другий закон Ньютона і т. д.), то вони
не можуть мати ступінь вище другого. Тому типовою дина-
мічною ланкою називають частину системи, яку можна описа-
ти диференціальним рівнянням не вище другого ступеня.
До такого визначення можна підійти й математично.




визначаються параметрами цієї системи, тому вони можуть
бути тільки дійсними, а значить, співмножники чисельника














Тому передаточну функцію W(р) можна записати як до-
буток простих множників та простих дробів.
Звідси можна дати ще одне визначення елементарної або
типової динамічної ланки: типовою динамічною ланкою на-
зивається елемент системи, передаточна функція якого має
вигляд простого множника чи простого дробу.
В курсі ТАК виділяють: пропорційну, інтегруючу, дифе-
ренціальну, аперіодичну, коливальну, консервативну, форсу-
ючу першого та другого ступеня, ланку запізнення та деякі
інші (немінімально-фазові) ланки. Розглянемо основні ланки
та їх характеристики.
4.2.2. Пропорційна ланка
Пропорційною (підсилювальною, безінерційною) нази-
вається ланка, яка описується рівнянням:
)()( txkty  .
Використовуючи властивості перетворення Лапласа, за-
пишемо операційне рівняння:
)()( рUkрU ВХВИХ  .
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Звідси передаточна функція ланки за Лапласом:
kрUрUpW ВХВИХ  )()()( .
Комплексна передаточна функція та частотні функції ланки
мають вигляд:
kjW )ω( ; 0)ω( u ; kv )ω( ;
kvuA  )ω()ω()ω( 22 ;
  0)ω()ω()ω(  uvarctg .
На рис. 4.4 побудовані відповідні частотні характеристики.
Рис. 4.4. Частотні характеристики пропорційної ланки:















Часові функції та відповідні характеристики (рис. 4.5)
мають вигляд:
   tkth 1 ; );(δ)(δ)()(ω ttktht  
Рис. 4.5. Перехідна (а) та імпульсна перехідна (б)
характеристики пропорційної ланки
Для пропорційної ланки характерна відсутність накопи-
чувачів енергії, і тому вона миттєво копіює вхідний сигнал,
змінюючи його по величині в k разів.
Прикладами елементів, які можуть бути описані пропорцій-
ною ланкою, є: редуктори, трансформатори, підсилювачі і тощо.
Ідеальних підсилювальних елементів не існує, але таким
можна вважати елемент, інерційність якого не відбивається
на поведінці САК.
4.2.3. Диференціальна ланка















Операційне рівняння та передаточна функція ланки:









Частотні функції мають вигляд:
ω)ω( jkjW  ; 0)ω( u ; ;ω)ω( kv 









Зсув фази не залежить від частоти і дорівнює 2π . АФЧХ
ланки співпадає з позитивною уявною напіввіссю.
Частотні характеристики побудовані на рис. 4.6.
Рис. 4.6. Частотні характеристики диференціальної ланки:






Запишемо логарифмічну амплітудну частотну характери-
стику ланки:
ωlg20lg20ωlg20)ω(lg20)ω(  kkAL ;
при ω  = 1 kL lg20)ω(  (дБ);
при ω  = 10 20lg20)ω(  kL (дБ);
при ω  = 100 40lg20)ω(  kL (дБ),
тобто ЛАЧХ являє собою пряму, що проходить через точку
з координатами ω  = 1; kL lg20)ω(   та має ухил +20 дБ/дек
(плюс двадцять децибел на декаду). Це вказує на те, що лога-
рифмічна амплітуда збільшується на 20 дБ за одну декаду
(рис. 4.7).













kth  ; )(δ)( tktw  .
Рис. 4.8. Перехідна (а) та імпульсна перехідна (б)
характеристики диференціальної ланки
 h(t) w(t) 
t t 
а б
Прикладами диференціальних ланок можуть бути спідометр,
тахогенератор (якщо вхідна величина – кут повороту вала).
4.2.4. Інтегруюча ланка






Звідси передаточна функція ланки:
   
p
pU















































ланки співпадає з негативною уявною напіввіссю.
 lg20lg20)(lg20)(  kAL ;
тобто ЛАЧХ являє собою пряму, що проходить через точку
з координатами = 1; kL lg20)(   та має ухил –20 дБ/дек
(мінус двадцять децибел на декаду). Вона перетинає вісь ча-






   )(1)()( tkthtw   .
Відповідні їм характеристики інтегруючої ланки побудо-
вані на рис. 4.9.
Інтегруючі ланки відповідають елементам, в яких при
постійному вхідному впливі встановлюється постійна
швидкість зміни вихідної координати: безінерційний двигун
постійного струму з незалежним збудженням (ДПС НЗ), якщо
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вихідна величина – кут повороту; редуктор, в якого вхідна
величина – кутова швидкість, а вихідна – кут повороту вала.
Рис. 4.9. Частотні та часові характеристики інтегруючої ланки:






























Цю ланку називають також інерційною ланкою. Вона ха-
рактеризується двома параметрами: постійною часу T (інер-
ційні властивості ланки) та коефіцієнтом передачі k (підси-
лювальні властивості).
Операційне рівняння має вигляд:
     pUkpUpUpT ВХВИХВИХ  ,
     pUkpUpT ВХВИХ  1 .
Звідси передаточна функція ланки:




















































































АФЧХ ланки являє собою напівколо діаметра k.
Побудуємо ЛАЧХ аперіодичної ланки.
;ω1lg20lg20)ω(lg20)ω( 22TkAL 
при ω  << 1/T (ділянка низьких частот) під коренем можна
знехтувати другим доданком, а при ω  >> 1/T (ділянка висо-
ких частот) – першим доданком, тобто:
kkL lg201lg20lg20)ω(1   – горизонтальна пряма;
ωlg20lg20)ω(2 TkL   – пряма з ухилом –20 дБ/дек.
Обидві прямі перетинаються в точці, яку можна знайти із
виразу )ω()ω( 21 LL  , тобто
Tkk lg20lg20lg20  ; звідси




Частота ω  = 1/T, в якій перетинаються дві прямі (асимп-
тоти), називається частотою спряження.
Побудована при таких припущеннях ЛАЧХ називається
асимптотичною. Вона є наближеною. Точна та наближена
ЛАЧХ найбільш сильно відрізняються в частоті спряження
(відхилення досягає 3 дБ).
Частота, при якій ЛАЧХ перетинає вісь частот (L = 0 дБ),













звідси 112 AA , тобто 12 AA  .
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На частоті зрізу амплітуди вхідного та вихідного сигналів
рівні між собою.
Логарифмічна фазова частотна характеристика асимпто-
тично наближається до нуля при 0ω   та до 2
π  при ω .
Частотні характеристики ланки наведені на рис. 4.10.
Рис. 4.10. Частотні характеристики аперіодичної ланки:
а – АЧХ; б – ФЧХ; в – АФЧХ; г – ЛАЧХ; д – ЛФЧХ























Розв'язуючи диференційне рівняння ланки при X = 1(t)


















 )()(  .
Перехідна характеристика (рис. 4.11) являє собою екс-
поненціальну криву, усталене значення якої дорівнює коефі-
цієнту k.
Рис. 4.11. Перехідна (а) та імпульсна перехідна (б)
характеристики аперіодичної ланки







Аперіодична ланка відповідає елементам САК, які містять
хоча б один накопичувач енергії (ємність, індуктивність, пру-
жина, маса, що рухається і т. д.).
Чим більша величина T, тим повільніше відбувається роз-
сіювання енергії в аперіодичній ланці.
Прикладами можуть служити RC – ланцюжок, LC – лан-
цюжок, ДПС НЗ великої потужності (з великою електромеха-
нічною постійною часу T
m



















де ξ  (ксі) – коефіцієнт затухання або демпфування. Для коли-
вальної ланки 0 < ξ  < 1.
Операційне рівняння має вигляд:
       pUkpUpTpUpUpT ВХВИХВИХВИХ  ξ222 ;































при T1ω   ξ2
)ω(
k
A  , тобто для різних значень коефіцієнта
затухання ξ  на частоті T1ω  , яку називають резонансною,
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амплітуда набуває значень від k/2 до  . Сукупність АЧХ ланки

















 , при T
1ω  ,
тобто при ω  π)ω(  .
Асимптотична ЛАЧХ може бути побудована аналогічно
ЛАЧХ аперіодичної ланки:




ωlg40lg20)ω(2 TkL  , при 
T
1
ω   – пряма з на-
хилом –40 дБ/дек.
В частоті спряження T1ω   при малих значеннях коефі-
цієнта затухання асимптотична ЛАЧХ дуже відрізняється від
точної ЛАЧХ.
Частотні характеристики наведені на рис. 4.12.
Розв'язуючи диф. рівняння ланки при x = 1(t) та нульових


































Рис. 4.12. Частотні характеристики коливальної ланки:

























Перехідна характеристика має вигляд затухаючих ко-
ливань, усталене значення яких дорівнює коефіцієнту k
(рис. 4.13).












Характеристики наведені на рис. 4.13.
До коливальних ланок належать елементи САК, що
містять два накопичувачі енергії, в одному з яких накопичується
потенціальна енергія, а в іншому – кінетична. Окрім того, має
бути елемент, що розсіює цю енергію, тобто канал, по якому
накопичувачі обмінюються енергією. Мірою витрати енергії
в каналі обміну і є коефіцієнт затухання ξ : зі збільшенням вит-








Рис. 4.13. Перехідна (а) та імпульсна перехідна (б)
характеристики коливальної ланки
Приклади пристроїв, що описуються коливальною лан-
кою, наведені на рис. 4.14.
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На рис. 4.14,а L – накопичувач кінетичної енергії, C –
накопичувач кінетичної енергії, R – елемент, на якому розсі-
юється енергія (теплова).
На рис. 4.14,б – ДПС НЗ малої потужності, в якого
електромеханічна постійна часу T
м





 < 4 T
е
.
На рис. 4.14,в пружина Пр – накопичувач потенці-
альної енергії; маса, що рухається, m – накопичувач кінетичної
енергії. Розсіювання відбувається в демпфері Д.
4.2.7. Консервативна ланка
Якщо опір каналу обміну енергії дорівнює нулю, тобто
0ξ  , то коливальна ланка вироджується в консервативну









Рис. 4.14.  Приклади елементів, що відповідають
коливальній ланці
 R  L  
C  






Цьому рівнянню відповідає передаточна функція:
   






































Із цих виразів видно, що АЧХ на частоті T1ω   має розрив,
а ФЧХ – східчасто змінює своє значення з 0 на π  (рис. 4.15).

















 tkth 1ωcos1)(  ; T1ω1  .







thtw sin)()(   .
Рис. 4.16.  Перехідна (а) та імпульсна перехідна (б)
характеристики консервативної ланки





4.2.8. Аперіодична ланка другого ступеня
Якщо коефіцієнт затухання 1ξ  , то передаточну функ-














Цю ланку можна уявити як послідовне з'єднання двох
аперіодичних ланок першого ступеня, тому воно не належить
до числа елементарних ланок.
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Відмітимо, що аперіодичною ланкою другого ступеня
може бути описаний ДПС НЗ середньої потужності, для яко-
го em TT 4 .
4.2.9. Форсуюча ланка












Звідси знаходимо передаточну функцію:
      pUpUpTkpU ВХВХВИХ  ;










)1ω()ω(  TjkjW ; ku )ω( ; ω)ω( kTv  ;
1ω)ω( 22  TkA ;  ω)ω( Tarctg ;
при ω  2
π)ω(  .
22ω1lg20lg20)ω( TkL  ;
при T1ω  ; kL lg20)ω(1 
при T1ω  ωlg20lg20)ω(2 TkL   – пряма з ухилом
+20 дБ/дек.
АФЧХ являє собою пряму, паралельну уявній вісі та пере-
тинаючу дійсну вісь в точці u = k.
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Частотні характеристики наведені на рис. 4.17.
Рис. 4.17. Частотні характеристики форсуючої ланки:




















Часові функції форсуючої ланки:
 )(1)(δ)( ttTkth  ;  )(δ)(δ)( ttTktw   .
4.2.10. Форсуюча ланка другого ступеня
























і має передаточну функцію
  )1ξ2( 22  TppTkpW ; 1ξ0  .
ЛАЧХ та ЛФЧХ ланки наведені на рис. 4.18.









Форсуючі ланки першого та другого ступеня практично
не реалізовуються, а реальні форсуючі ланки обов'язково
містять аперіодичні; наприклад, ланка, яку називають ланкою













Ланка запізнення описується рівнянням
)τ()(  txkty ,
де k – коефіцієнт передачі, τ  – час запізнення.
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Використовуючи теорему запізнення (2.9) запишемо пере-
даточну функцію ланки:









Звідси частотні функції ланки:
ωτ)ω( jekjW  ; kA )ω( ; τω)ω(  .
АФЧХ являє собою коло з центром в початку координат
та радіусом k.
Часові функції мають вигляд:
)τ(1)(  tkth ; )τ(δ)(  tktw .
Характеристики ланки запізнення наведені на рис. 4.19.
Рис. 4.19. Характеристики ланки запізнення:
а – АЧХ; б – ФЧХ; в – АФЧХ; г – перехідна характеристика













До ланок запізнення можна віднести:
• лінії радіозв'язку ( – час проходження сигналу);
• довгий трубопровід ( – час розповсюдження тиску);
• транспортер ( – час перевезення вантажу).
Ланка запізнення належить до числа ланок немінімально-
фазового типу.
Ланка називається немінімально-фазовою, якщо хоча б один
нуль чи полюс її передаточної функції має позитивну дійсну
частину. Прикладами немінімально-фазових елементарних












pW ;   )1ξ2( 22  TppTkpW .
Для немінімально-фазової ланки характерно, що в неї зсув
фази за модулем більше, ніж в мінімально-фазової ланки, що
має рівноцінну з нею АЧХ.
4.3. Побудова ЛАЧХ розімкнених систем
При дослідженні та проектуванні САК звичайно викори-
стовують АФЧХ, ЛАЧХ та ЛФЧХ розімкненої системи.
Передаточні функції розімкнених САК можна перетворити
до вигляду:








де  pWi  – передаточні функції елементарних ланок.
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Тоді модулі та аргументи частотних передаточних функцій
системи і ланок відповідно до правила модулів та аргументів

















За цими співвідношеннями можна побудувати АФЧХ ро-
зімкненої САК: розрахувати АЧХ та ФЧХ окремих ланок за
відомими формулами, АЧХ системи обчислити як добуток АЧХ
ланок, а ФЧХ системи обчислити як суму ФЧХ окремих ланок.









де );ω(lg20)ω( AL   )ω(lg20)ω( ii AL   – логарифмічні амп-
літудні частотні функції системи та окремих ланок.
Звідси випливає правило побудови асимптотичної ЛАЧХ
розімкненої САК.





ω  , де iT  –
постійні часу окремих ланок; обчислюють коефіцієнт підси-










– відкладають величину klg20  на частоті 11ω  c ; об-
числені частоти спряження iω  відмічають вертикальними
пунктирними лініями;
– через точку з координатами 11ω  c  та kL lg20  про-
водять першу асимптоту; ії проводять до першої частоти спря-
ження 1ω  з нахилом 20 ν  дБ/дек. Тут   – ступінь аста-
тизму САК, що визначається як різниця між числом інтегру-
ючих та диференціальних ланок;
– будують другу асимптоту від кінця першої асимптоти до
частоти спряження 2ω , причому її нахил змінюється на 20;
–20; 40; –40 дБ/дек залежно від того, є 1ω  частотою спря-
ження форсуючої, аперіодичної, форсуючої другого ступеня
чи коливальної ланки відповідно;
– кожну подальшу асимптоту будують аналогічно другій.
Якщо будь-яка частота спряження є кратною, а її кратність
дорівнює L, тобто є L однакових елементарних ланок, то зміна
нахилу при цій частоті в L разів більше, ніж при відповідній
простій частоті.
Розглянемо приклад
Побудувати ЛАЧХ розімкненої САК, передаточна функ-
ція якої має вигляд:









де k = 100; T1 = 10 c (аперіодична ланка); T2 = 1 c (форсуюча
ланка); cT 1,001,03  (коливальна ланка).
Оскільки в знаменнику р в першому ступені, тобто є одна
інтегруюча ланка, то система астатична першого ступеня







 нахил змінюється на
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 нахил змінюється на +20 дБ/дек і стає –






нахил ЛАЧХ змінюється на –40 дБ/дек і стає рівним –60 дБ/дек.
Обчислюємо дБk 40100lg20lg20   і відмічаємо цю
точку на частоті 11ω  c .
Асимптотична ЛАЧХ розімкненої САК наведена на
рис. 4.20.
Рис. 4.20. Асимптотична ЛАЧХ розімкненої САК
(– 1) – нахил ЛАЧХ – 20 дБ/дек
(– 2) – нахил ЛАЧХ – 40 дБ/дек






5. СТІЙКІСТЬ ЛІНІЙНИХ САК
5.1. Поняття стійкості
На будь-яку автоматичну систему завжди діють різні
зовнішні впливи, які можуть перешкоджати її нормальній ро-
боті. Правильно спроектована система має стійко працювати
при всіх зовнішніх впливах.
У найпростішому випадку під стійкістю САК будемо ро-
зуміти властивість системи повертатися у стан рівноваги після
зникнення зовнішніх сил, які вивели її з цього стану.
Це поняття можна проілюструвати за допомогою системи
куля-поверхня (рис. 5.1).
У випадку, зображеному на рисунку 5.1,а, при будь-якому
відхиленні шару від положення рівноваги (положення A0) він
буде намагатися повернутися у це положення. Цей випадок
відповідає стійкій рівновазі.
У випадку, зображеному на рисунку 5.1,б, має місце не-
стійка рівновага, тобто така система нестійка.
На рисунку 5.1,в, стан рівноваги стійкий лише доти, доки
відхилення не вийшло за деяку межу.








Якщо система описується лінійним диференціальним
рівнянням, то її стійкість не залежить від величини впливів.
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Лінійна САК, стійка при малих впливах, буде стійкою і при
великих. Нелінійні системи можуть бути стійкі при малих
впливах і нестійкі при великих (рис. 5.1,в).
Тому у загальному випадку, розглядаючи нелінійні системи,
вводять поняття стійкості "у малому", "у великому" та "в цілому".
Система стійка "у малому", якщо відмічається лише факт
наявності області стійкості, але не визначаються її межі.
Систему називають стійкою "у великому", коли визначені
межі області стійкості, тобто визначені границі області почат-
кових відхилень, при яких система повертається у початкове
положення, і вияснено, що реальні початкові відхилення на-
лежать цій області.
У тому випадку, коли система повертається у початкове
положення при будь-яких початкових відхиленнях, систему
називають стійкою "в цілому".
Зрозуміло, що система, стійка "в цілому", буде стійка
"у малому" та "у великому"; система, стійка "у великому", буде
стійка "у малому".
Поняття стійкості можна розповсюдити і на більш загаль-
ний випадок – випадок руху в незбуреному стані, наприклад,
руху за деякою заданою траєкторією.
Припустимо, що заданий рух при відсутності впливів має
визначатися законом зміни вихідної координати y*(t). Це буде
незбурений рух. Зовнішні впливи спричинюють відхилення
дійсного руху системи від заданого. Цей дійсний рух назива-
ють збуреним. Він визначається координатою y(t). Тоді зада-
ний незбурений рух буде стійким, якщо після закінчення дії
зовнішніх впливів збурений рух через деякий час ввійде у за-
дану область ξ)()( *  tyty , де constξ   – задана величина.
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5.2. Постановка задачі стійкості за О.М. Ляпуновим
Теореми О.М. Ляпунова про стійкість руху
Вперше чітке визначення стійкості було дане російським
вченим О.М. Ляпуновим у 1892 році у роботі "Загальна задача
про стійкість руху".
Введемо нову змінну, що дорівнює різниці змінної y(t)
у збуреному та незбуреному русі: )()(x * tyty  . Цю змінну
називають відхиленням або варіацією величини y(t).
Визначення стійкості за О. М. Ляпуновим можна пояс-
нити таким чином.
Стійкість незбуреного руху означає, що при достатньо
малих початкових збуреннях збурений рух буде як завгодно
мало відрізнятися від незбуреного руху. Якщо незбурений рух
нестійкий, то збурений рух відходитиме від нього, як би малі
не були початкові відхилення.
Незбурений рух називається асимптотично стійким,
якщо будь-який збурений рух при достатньо малих збуреннях





.                               (5.1)
Ми відмітили, що у результаті лінеарізації точні нелінійні
диференціальні рівняння замінюються наближеними лінеарі-
зованими рівняннями, які називаються рівняннями першого
наближення.
О.М. Ляпунов сформулював теореми, що дозволяють су-
дити про стійкість нелінійних систем за їх лінеарізованими
рівняннями (рівняннями першого наближення).
Теорема 1. Якщо дійсні частини всіх коренів р
i
 характе-
ристичного рівняння першого наближення від'ємні, то нез-
бурений рух асимптотична стійкий.
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Теорема 2. Якщо серед коренів р
i
 характеристичного
рівняння першого наближення є хоча б один корінь з додат-
ною дійсною частиною, то незбурений рух нестійкий.
Якщо серед коренів р
i
 є хоча б один нульовий корінь,
а дійсні частини решти коренів від'ємні, то це відповідає кри-
тичному випадку і, згідно з О.М.Ляпуновим, стійкість незбу-
реного руху в цьому випадку не може бути оцінена за рівнян-
нями першого наближення, а потрібний розгляд точних
рівнянь.
Умови стійкості лінійних систем автоматичного керування
Лінійні САК описуються лінійним диференціальним
рівнянням. Розв'язок цього рівняння містить дві складові:
),()()( tytyty вз                        (5.2)
де y
з
(t) – змушена складова, яка залежить від виду правої ча-
стини рівняння. Вона визначається як частковий розв'язок не-
однорідного рівняння; y
в
(t) – вільна складова, яка визначається
загальним розв'язком однорідного диференціального рівняння:
  0)(... 0111   tyapapapa вnnnn .     (5.3)
Звичайно в ТАК цікавляться стійкістю змушеної складо-
вої y
з
(t) перехідного процесу. Тому за незбурений рух системи
приймаємо змушену складову y
з
(t). Тоді збуреним рухом буде
будь-яка можлива зміна вихідної величини y(t), а відхилен-
ням – вільна складова:
)()()( tytyty зв  .                      (5.4)
Тоді відповідно до (5.1) система буде асимптотична
стійкою, якщо протягом часу при t  вільна складова буде




Значить, для того, щоб вияснити необхідні та достатні умови
стійкості, потрібно вияснити, за яких умов виконується дана ви-
мога, тобто потрібно розв'язати диференціальне рівняння (5.3).










)( ,                        (5.5)
де C
i
 – постійні інтегрування; р
i










n .           (5.6)
Корені р
i
 і визначатимуть характер перехідного процесу
в системі. У загальному випадку ii jp  iα , тобто корені
рівняння (5.6) можуть бути дійсними, комплексно-спряженими,
нульовими. На комплексній площині ці корені можуть розта-
шуватися по різному (рисунок 5.2).
Корені з від'ємними дійсними частинами прийнято нази-
вати лівими, оскільки вони лежать у лівій площині. Це р5, р6, р7.
Корені з додатними дійсними частинами називають пра-
вими коренями (р1, р2, р3).





















Звідси випливають необхідні та достатні умови стійкості
лінійних САК.
Для того, щоб лінійна система була стійкою, необхідно
та достатньо, щоб усі корені її характеристичного рівняння
були лівими.
5.3. Критерії стійкості САК
Обчислення коренів просте для характеристичного рів-
няння першого та другого порядку. Для рівнянь третього та
четвертого порядку загальні вирази для коренів громіздкі та
незручні у використанні. Загальні вирази для коренів рівнянь
вищих порядків не існують.
Тому важливе значення мають правила, які дозволяють
визначати стійкість системи без обчислення коренів характери-
стичного рівняння. Ці правила називають критеріями стійкості.
За допомогою критеріїв стійкості можна встановити, стійка
система чи ні, а також вияснити, як впливають на стійкість ті
чи інші параметри та структурні зміни в системі.
Усі критерії можуть бути розподілені на алгебраїчні та частотні.
До алгебраїчних належать критерії Рауса, Гурвиця, Льєнара-
Шипара. До частотних – критерії стійкості Михайлова, Найк-
віста, логарифмічний критерій.
5.3.1. Алгебраїчні критерії стійкості
Алгебраїчні критерії дозволяють судити про стійкість САК
за коефіцієнтами характеристичного рівняння (5.6).
Відмітимо спочатку, що необхідною умовою стійкості си-
стеми будь-якого порядку є додатність усіх коефіцієнтів харак-
теристичного рівняння, тобто
,0;0...;;0;0 011   aaaa nn        (5.7)
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Для систем першого та другого порядків необхідна умо-
ва (5.7) є і достатньою умовою стійкості.
Для систем третього та вищих порядків додатність кое-
фіцієнтів є необхідною умовою, але недостатньою.
Критерій стійкості Гурвиця
Цей критерій був запропонований у 1895 році німецьким
математиком О. Гурвицем у вигляді визначників, що склада-
ються за коефіцієнтами характеристичного рівняння системи.
Спочатку будують головний визначник Гурвиця за таким
правилом: по головній діагоналі визначника зліва направо
виписують усі коефіцієнти характеристичного рівняння від a
n–1
до a0 у напрямі зменшення індексів. Стовпці вгору від голов-
ної діагоналі доповнюють коефіцієнтами з індексами, що по-
слідовно зменшуються, а стовпці вниз – коефіцієнтами з індек-
сами, що послідовно збільшуються. Місця у визначнику, що

























 .              (5.8)
Відкреслюючи у головному визначникові Гурвиця, як по-
казано пунктиром, діагональні мінори, отримуємо визнач-






























Критерій стійкості Гурвиця формулюється таким чином:
для того, щоб система автоматичного управління була
стійкою, необхідно та достатньо, щоб усі визначники Гур-
виця були додатними.
В останньому стовпці головного визначника Гурвиця (5.8)
відрізняється від нуля лише один коефіцієнт a0, тому
10  nn a .                            (5.10)
Звідси видно, що при a0 > 0 для перевірки стійкості си-
стеми достатньо знайти лише визначники Гурвиця від 1  до
1n  (головний визначник n  обчислювати не потрібно).
Якщо всі визначники нижчого порядку додатні, то система
знаходиться на межі стійкості, коли головний визначник дор-
івнює нулю, тобто
010  nn a .                         (5.11)
Це можливо у двох випадках: a0 = 0 чи 1n  = 0.
Використовуючи критерій Гурвиця, можна за заданими
параметрами системи прийняти за невідомий будь-який один
параметр (наприклад, коефіцієнт підсилення) та визначити
його граничне чи критичне значення, при якому система буде
знаходитися на межі стійкості.







4  apapapapa .
1;2;6;3;5 01234  aaaaa .































Визначимо критичне значення коефіцієнта a0, прийнявши





00304  aaa . звідси
a0 · (3 · 6 · 2 – 5 · 2 · 2 – 3 · a0 · 3) = 0;
  ;0916 00  aa
a0
кр = 16/9,  тобто при a0  16/9 система стає нестійкою.
Критерій стійкості Льєнара–Шипара
Даний критерій, запропонований у 1914 році П. Льєна-
ром та Р. Шипаром, є однією з модифікацій критерію Гурвиця.
Приведемо його без доказу.
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Якщо додатні всі коефіцієнти характеристичного рівняння
системи, то для її стійкості необхідно та достатньо, щоб
були додатними всі визначники Гурвиця з парними або непар-
ними індексами.




















011 aaaa nn       (5.13)
Критерій Льєнара–Шипара потребує розкриття меншого
числа визначників, ніж критерій Гурвиця, і тому зручніший
для дослідження стійкості САК високого порядку.
5.3.2. Частотні критерії стійкості
Частотні критерії стійкості дозволяють судити про стійкість
САК за виглядом їх частотних характеристик. Ці критерії
є графоаналітичними та отримали широке розповсюдження,
оскільки вони дозволяють порівняно легко досліджувати
стійкість САК високого порядку, а також мають наглядність
та просту геометричну інтерпретацію.
В основі частотних критеріїв стійкості лежить наслідок із
відомого принципу аргумента.
Принцип аргумента









 .        (5.14)
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Цей поліном може бути розкладений на співмножники:
     nn ppppppapD  ....)( 21 ,       (5.15)
де ii jS ωα  i  – корені рівняння  D(р) = 0.
На комплексній площині кожний корінь р
i
 зображується
у вигляді вектора, проведеного з початку координат до точки р
i
.
Довжина цього вектора дорівнює модулю комплексного числа
|р
i
|, а кут між вектором та дійсною додатною напіввіссю –
аргументу числа, тобто Arg р
i
.
Різниця (р – р
i
) зображується вектором, проведеним з точ-
ки р
i
 до довільної точки р (рисунок 5.3,а). Якщо взяти випа-
док, коли ωjp  , то отримаємо:
    nn pjpjpjajD  ω....ωω)ω( 21 .     (5.16)
Тоді кінці векторів ( ipj ω ) знаходитимуться в одній
точці на уявній вісі ωjp  (рис. 5.3,б).
У виразі (5.16) )ω( jD  являє собою вектор, рівний добутку
елементарних векторів ( ipj ω ) та числа an.
Модуль цього вектора дорівнює добутку модулів елемен-
тарних векторів та a
n
, а аргумент дорівнює сумі аргументів
елементарних векторів.
Прийнято вважати обертання вектора проти годиннико-
вої стрілки додатним, а за годинниковою – від'ємним. Тоді
при зміні частоти ω  від   до   кожний вектор обер-
неться на кут , якщо його початок, тобто корінь р
i
, знахо-
диться зліва від уявної вісі (лівий корінь), і на кут – , якщо
корінь правий (рисунок 5.3,в).
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Припустимо, що поліном (5.14) має m правих коренів
і (n – m) лівих коренів (усього коренів у полінома n-го ступеня – n).
Тоді за зміною  від   до   приріст аргументу вектора

































Значить, приріст аргументу )ω( jD  при зміні частоти
ω  від   до   дорівнює різниці між числом лівих та пра-
вих коренів рівняння D(р) = 0, помноженої на .
У цьому полягає принцип аргументу.
Якщо розглядати зміну частоти   від 0 до  , то зміна









 .            (5.18)
Критерій стійкості Михайлова
Критерій, сформульований у 1938 році радянським вченим
О.В. Михайловим, є геометричною інтерпретацією принципу
аргументу та дозволяє судити про стійкість системи за деякою
кривою, що називається кривою Михайлова.
Нехай дано характеристичне рівняння системи (5.6). Ліва
частина цього рівняння називається характеристичним полі-
номом (5.14).

















   (5.19)
де  ωU  та  ωV  – дійсна та уявна функції Михайлова;  ωD



















.           (5.20)
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При зміні частоти  від 0 до   вектор )ω( jD  буде
змінюватися за модулем та напрямком і описувати при цьому
своїм кінцем у комплексній площині деяку криву, яку назива-
ють кривою (годографом) Михайлова.
Кут повороту вектора )ω( jD  навколо початку координат
при зміні частоти від 0 до   визначається формулою (5.18).












m .             (5.21)










))ω(( .               (5.22)
Для стійкості системи необхідно та достатньо, щоб усі ко-
рені характеристичного рівняння були лівими, тобто, крім
умови (5.22), має ще виконуватися умова
  0ω jD .                              (5.23)
Формули (5.22) та (5.23) є математичним виразом крите-
рію стійкості Михайлова.
Із (5.20) випливає, що при ω  = 0 U(0) = a0; V(0) = 0, тобто
крива Михайлова починається на дійсній напіввісі: D(0) = a0 > 0.
Звідси випливає формулювання критерію стійкості Ми-
хайлова:
Для того, щоб система автоматичного керування була
стійкою, необхідно та достатньо, щоб крива Михайлова при
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зміні частоти ω  від 0 до  , починаючись при ω  = 0 на
дійсній напіввісі, обходила тільки проти годинникової стрілки
послідовно n квадрантів (чвертей) координатної площини,
де n – порядок характеристичного рівняння, ніде не пере-
творюючись в нуль.
Крива Михайлова для стійких систем має плавну спі-
ральну форму, та кінець її прямує до нескінченості у квадранті,
номер якого дорівнює ступеню характеристичного рівняння
(рис. 5.4).
Кількість правих коренів для нестійкої САК можна виз-
начити за (5.21).










Із рисунку 5.4 випливає, що крива Михайлова при по-
слідовному проходженні квадрантів почергово перетинає
дійсну та уявну вісі. У точках перетину з дійсною віссю уявна
функція Михайлова дорівнює нулю: V( ω ) = 0. У точках пере-
тину з уявною віссю стає рівною нулю дійсна функція Ми-
хайлова: U( ω ) = 0.
U( ω ) та V( ω ) можуть бути зображені графічно у вигляді
деяких кривих (рис. 5.5). Точки перетину цих кривих з віссю
частот дають значення коренів рівнянь
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.0)ω(;0)ω(  VU
Якщо ω 0, ω 2, ω 4,... – це корені рівняння V( ω ) = 0, а ω 1,
ω 3, ω 5,... – корені рівняння U( ω ) = 0, причому ω 0 < ω 2 <
ω 4 <...; ω 1 < ω 3 < ω 5 <..., то для стійкої системи обов'язкове
виконання нерівності:
.....543210  ωωωωωω         (5.24)
Звідси випливає ще одне формулювання критерію стій-
кості Михайлова:
САК буде стійкою тоді й тільки тоді, коли дійсна X( ω )
та уявна Y (ω ) функції Михайлова, прирівняні до нуля, мають
усі дійсні та переміжні корені, причому загальна кількість
коренів дорівнює порядку n характеристичного рівняння,
а при ω  = 0 виконуються умови U( ω ) = a0  0; V(ω )  0.






Цей частотний критерій стійкості, розроблений у 1932 р.
американським вченим Г. Найквістом, дозволяє виносити
судження про стійкість замкнутої САК за виглядом АФЧХ
розімкнутої системи.
Нехай передаточна функція розімкнутої системи:












jW    (5.25)
де )ω(U  і )ω(V  – дійсна та уявна частини КПФ; )ω(A  і )ω(  –
модуль та фаза КПФ.
Розглянемо допоміжну функцію
     
 













   (5.26)
де   011 ... apapapD nnnn    – характеристичний полі-
ном замкнутої системи.
Оскільки в реальних системах ступінь поліному R(p) не
вище ступеня поліному Q(р), тобто nm  , то ступені чисель-
ника та знаменника дробу (5.26) одинакові та дорівнюють n.






jWj  .             (5.27)
Нехай характеристичне рівняння замкнутої САК D(р) = 0
має m правих та (n–m) лівих коренів, а характеристичне
рівняння розімкнутої системи Q(р) = 0 має L правих та (n–L)
лівих коренів.
При зміні частоти ω  від   до   зміна кута повороту
вектора )ω( j  за принципом аргументу (5.17) буде:












Для стійкості замкнутої САК необхідно і достатньо, щоб
усі корені її характеристичного рівняння були лівими, тобто
m = 0.
Тоді сумарний поворот вектора )ω( j  стійкої системи






.                 (5.29)









.            (5.30)
Значить, якщо розімкнута система є нестійкою і має L пра-
вих коренів, то замкнута система буде стійкою тоді й тільки
тоді, коли АФЧХ допоміжної функції )ω( j  при зміні частоти
ω  від 0 до   охоплює початок координат у додатному на-
прямку L/2 раз.
Із (5.27) випливає, що кількість обертів вектора )ω( j
навколо початку координат дорівнює кількості обертів вектора
)ω( jW  навколо точки (–1; j0). Звідси випливає формулювання
критерію стійкості Найквіста:
Якщо розімкнута САК нестійка, то для того, щоб замк-
нута САК була стійкою, необхідно та достатньо, аби АФЧХ
розімкнутої системи )ω( jW  при зміні частоти ω  від 0 до 
охоплювала точку (–1; j0 ) в додатному напрямку L/2 раз, де
L – кількість правих коренів характеристичного рівняння
розімкнутої САК.
На практиці зручніше користуватися наступним форму-
люванням критерію:
Якщо розімкнута САК нестійка, то для того, щоб замк-
нута САК була стійкою, необхідно та достатньо, щоб різниця
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між кількістю додатних та від'ємних переходів АФЧХ ро-
зімкнутої САК через відрізок дійсної вісі )1;(   при зміні
частоти ω  від 0 до   дорівнювала L/2, де L – кількість пра-
вих коренів характеристичного рівняння розімкнутої системи.
Додатним переходом характеристики )ω( jW  через від-
різок дійсної вісі )1;(   при зростанні   називається перехід
зверху вниз; від'ємним – знизу вверх.
Якщо характеристика )( jW  починається на відрізку )1;( 
при ω  = 0 чи закінчується на ньому при ω , то вважають,
що вона здійснює напівперехід.
Пояснимо це формулювання рис. 5.6.







На рис. 5.6 різниця між додатними та від'ємними пере-
ходами дорівнює одиниці: (2–1) = 1. Якщо розімкнута систе-
ма нестійка і  L = 2, то замкнута САК буде стійкою.
Якщо САК у розімкнутому стані стійка, тобто L = 0, то із
(5.30) випливає, що 0))ω((  jArg , а значить – АФЧХ ро-
зімкнутої САК не повинна охоплювати точку (–1; j0). Отри-
муємо наступне формулювання критерію:
Якщо розімкнута САК стійка, то замкнута САК буде
стійкою, якщо АФЧХ розімкнутої САК )( jW  не охоплює
точку з координатами (–1; j0).
За віддаленням АФЧХ розімкнутої САК від точки (–1; j0 )
можна визначити запас стійкості, який характеризується двома
величинами: запасом стійкості за фазою зап  та запасом
стійкості за амплітудою запA  (рис. 5.7).






Запас стійкості за фазою зап  визначають як величину
кута )ω(π з   для частоти зрізу зω , при якій 1)ω( зW .
Запас стійкості за амплітудою запA  визначають як вели-
чину відрізка вісі абсцис h, що знаходиться між критичною
точкою (–1; j0) та АФЧХ.
При збільшенні коефіцієнта підсилення розімкнутої си-
стеми модуль АФЧХ також зростає і при деякому значенні цього
коефіцієнта K = Kгран, що називається  критичним  коефіцієн-
том підсилення, АФЧХ пройде через точку (–1; j0), тобто h = 0
і система буде на межі стійкості. При K > Kгран система буде
нестійкою.
Критерій стійкості Найквіста може бути використаний
у тих випадках, коли диференціальні рівняння системи (чи
окремих ланок) невідомі, але експериментально визначені
частотні характеристики. Крім того, критерій дозволяє зв'язати
дослідження стійкості системи з наступним аналізом якості.
5.4. Аналіз стійкості за логарифмічними частотними
характеристиками
В інженерній практиці широке застосування отримав
аналіз стійкості САК за логарифмічними частотними харак-
теристиками розімкнутої системи. Це пов'язано з тим, що побу-
дова ЛЧХ розімкнутих систем простіша, ніж побудова їх АФЧХ.
Відповідно до критерію Найквіста стійкість пов'язана з кіль-
кістю переходів АФЧХ )ω( jW  через відрізок )1;(   від'ємної
дійсної напіввісі. Коли )ω( jW  перетинає від'ємну дійсну
напіввісь, ЛФЧХ перетинає пряму )π( .
Додатному переходу (зверху вниз) через відрізок )1;(   ха-
рактеристики )ω( jW  відповідає перетин ЛФЧХ при L ( ω ) > 0
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прямої )π(  знизу вверх (точка 2 на рис. 5.8). а від'ємному
переходу – зверху вниз (точка 1 на рис. 5.8).
Тоді критерій стійкості Найквіста стосовно до ЛЧХ можна
сформулювати таким чином:
Для того, щоб САК була стійкою, необхідно і достат-
ньо, щоб різниця між числом додатних та від'ємних пере-
ходів ЛФЧХ через пряму )π(  на всіх ділянках, де ЛАЧХ до-
датна, тобто L (ω ) > 0, дорівнювала L/2 (L – кількість правих





Із аналізу ЛЧХ (рис. 5.8) випливає, що різниця між
кількістю додатних і від'ємних переходів ЛФЧХ через пряму
Рис. 5.8. Аналіз стійкості та визначення запасів стійкості
за ЛЧХ розімкнутої САК
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)π(  при L ( ω ) > 0 дорівнює нулю. Значить, якщо розімкнута
САК стійка (L = 0), то і замкнута САК буде стійкою. При цьому
вона має запаси стійкості за амплітудою h1 і h2, та за фазою –  .
Звичайно, в добре спроектованій системі запас за фазою

зап = 30 –: 60 ; запас за амплітудою дБAзап 1510  .
5.5. Стійкість систем із запізненням
Системи автоматичного керування можуть включати ланки
запізнення, які описуються рівнянням
),()(  txty                           (5.31)
де   – постійна величина, яка називається часом запізнення.
Передаточна функція ланки запізнення має вигляд (за те-
оремою запізнення)
Wзап(p) = e
–p.                          (5.32)
САК, що включають ланку запізнення, називають систе-
мами із запізненням.
Структурні схеми системи із запізненням показані на
рис. 5.9.
Передаточна функція розімкнутої системи із запізненням
дорівнює





pWpWpW          (5.33)
де W(р) = R(р)/Q(р) – передаточна функція розімкнутої системи
без врахування запізнення.
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Якщо ланка запізнення включена в прямий ланцюг
(рис. 5.9,а), то передаточна функція замкнутої системи:
   
 
 




























Якщо ланка запізнення знаходиться в ланцюгу зворотного
зв'язку, то передаточна функція замкнутої системи
   
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 




















Звідси випливає, що незалежно від місця включення ланки
запізнення характеристичне рівняння системи із запізненням
має вигляд












Рис. 5.9. Структурна схема САК з ланкою запізнення:
а – в прямому ланцюгу; б – в ланцюгу зворотного зв'язку
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Це рівняння не є поліномом, оскільки включає множник
pe τ . Тому воно має нескінченну кількість коренів. Отже, для
дослідження стійкості систем із запізненням необхідно вико-
ристовувати критерії стійкості.
При цьому слід мати на увазі, що алгебраїчні критерії
стійкості в їх звичайній формі для дослідження систем із запі-
зненням непридатні. Крім того, для стійкості лінійних систем
першого та другого ступенів із запізненням додатності кое-
фіцієнтів характеристичного рівняння стає недостатньо.
Для дослідження стійкості систем із запізненням можна
використовувати частотні критерії стійкості Михайлова та
Найквіста. Останній є найбільш зручним.
Підставивши в (5.33) ωjp  , запишемо частотну пере-
даточну функцію )ω( jW  розімкнутої системи із запізненням:
,)ω()ω()ω()ω( )ω(ψτωτ)ω(ψωττ
jjjj eAeeAejWjW    (5.37)
де )ω( jW  – АФЧХ розімкнутої САК без врахування запізнення;
)ωτ)ω(()ω(τ    – ФЧХ розімкнутої САК із запізненням.
Звідси видно, що присутність ланки запізнення не змінює
модуля A( ω ) АФЧХ розімкнутої САК )ω( jW , а вносить лише
додатковий від'ємний фазовий зсув ωτ , пропорційний частоті.
При цьому коефіцієнтом пропорційності є час запізнення τ .
Знаючи АФЧХ )ω( jW  розімкнутої САК без запізнення,
легко побудувати АФЧХ )ω(τ jW  системи із запізненням. Для
цього кожний модуль )ω( iA  вектора АФЧХ )ω( jW  потрібно
повернути на кут τωi  за годинниковою стрілкою. Тоді
)ω(τ jW  буде мати вигляд спіралі, що закручується навколо
початку координат. Це "закручування" погіршує умови
стійкості, оскільки вся АФЧХ наближається до точки (–1 ; j0).
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Змінюючи час запізнення   в широких межах, можна знайти
таке його значення, при якому замкнута система буде знахо-
дитися на межі стійкості. В цьому випадку характеристика
)ω(τ jW  буде проходити через точку (–1 ; j0).
Час запізнення крτ  і відповідне йому значення частоти
крω , при яких )ω(τ jW  проходить через точку (–1; j0), нази-
вають критичними. Для критичного випадку справедливі
умови:
1)ω()ω( τ  кркр jWA ,                   (5.38)
πτω)ω()ω(τ  кркркркр  .            (5.39)







































arctg  – запас стійкості за фазою.














де .5;2 cTK 
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Визначити критичний час запізнення крτ .






























Звідси кр = 0,2 с
–1.








5()ω()ω(  arctgTarctg кркр
Тоді за (5.40) шукаємо критичний час запізнення:
кр = 15/4 (с).
Критичний час запізнення можна визначити графічно.
Умова (5.38) визначається перетином )ω( jW  з колом оди-
ничного радіуса з центром у початку координат. Точка пере-
тину визначає одночасно крω  та кут )ω( кр  (рис. 5.10). Тоді
критичний час запізнення визначається за (5.40).
Система автоматичного керування буде стійкою, якщо час
запізнення менший за критичний:  кр.
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6. АНАЛІЗ ЛІНІЙНИХ САК
6.1. Показники якості керування
Для  порівняльного аналізу різних систем керування не-
обхідно мати деякі числові характеристики цих систем що
дозволяють оцінювати яка з них буде більше  ефективною. Ці
числові характеристики й називають критеріями якості.
Критерії якості дозволяють дати кількісну оцінку різним
системам керування й тим самим обґрунтовано підійти до
вибору системи і її закону керування, що задовольняє обра-
ному критерію якості.
Система керування характеризується різними показниками,
до яких у  першу  чергу  можна  віднести:  точність,  стійкість,
швидкодія  надійність,  вартість,  оптимальність і ін. З огляду
на велику різноманітність систем і об'єктів керування, у цей
час  розроблено велику кількість особистих критеріїв так чи
інакше включають у себе вищенаведені показники. Між   цими
показниками (критеріями якості) існує тісний взаємозв'язок,
тому прагнення поліпшити який-небудь показник системи
керування приводить до погіршення іншого. Так, наприклад,
прагнення зменшити помилку регулювання приводить до
зменшення запасу стійкості й швидкодії й  навпаки, або підви-
щення  надійності  системи  неминуче приводить до збільшення
її вартості.
Використання  того  або  іншого показника системи або
їхніх  комбінацій  у вигляді критеріїв якості визначається зруч-
ністю його застосування в системах керування, а також, у відо-
мій мері, традиціями, що зложилися.
У  лінійних системах найбільше широко використовуються
критерії якості перехідних  процесів, які  підрозділяються  на
прямі, непрямі й інтегральні.
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Крім цього на основі цих критеріїв можуть бути обчис-
лені ще ряд додаткових критеріїв, до яких ставляться:
Критерії точності, що використовують для оцінки якості
величину помилки керування й регулювання в деяких типо-
вих режимах.
Критерії запасу стійкості, що встановлюють, наскільки
далеко від границі стійкості перебуває система керування.
Критерії швидкодії, що дозволяє оцінювати час пере-
хідних процесів у системі.
Обчислення всіх цих критеріїв ґрунтується  на  викори-
станні математичного апарата теорії керування, причому най-
більш часто при обчисленні критеріїв якості використовуються
часові й частотні характеристики систем. По часових харак-
теристиках визначають прямі показники якості, по частотних
характеристиках – непрямі. До непрямих показників якості від-
носяться також і кореневі критерії, що дозволяють по коріннях
характеристичного рівняння замкнутої системи оцінити її вла-
стивості.
Поняття критеріїв якості тісно пов'язане з поняттям крите-
ріїв оптимальності, а в ряді випадків ці поняття збігаються.
З огляду на взаємозв'язок між різними показниками систем
керування завдання вибору або проектування оптимальної си-
стеми можна розглядати як завдання на умовний  екстремум.
Знайти екстремум (мінімум і максимум) якого-небудь показ-
ника, наприклад вартості,  за умови, що інші показники відпо-
відають заздалегідь заданим величинам.
Оцінювання якості перехідного процесу у системі.
Перехідні процеси, що виникають у системі при стрибко-
подібному процесі за звичайним порядком, ділять на групи
(рис. 6.1).
98
На рис. 6.1 використані наступні позначення:
1 – аперіодичний перехідний процес, у якому похідна ви-
хідної координати змінює знак один раз;
2 – монотонний  перехідний процес, у якому похідна ви-
хідної координати не змінює знак;
3 – коливальний перехідний процес;
0y  – потрібне стале значення вихідної координати системи.
Оцінка якості перехідного процесу при стрибкоподібному




 – це такий мінімальний час, після якого вихідна ре-
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де   – припустиме відхилення вихідної координати від зада-
ного значення 0y , де   = 0,05 (5%);
– стала помилка (статична точність):
eУСТ = 1 – у0,                           (6.2)
якщо eУСТ = 0, то система астатична; – перерегулювання –
це максимальне відхилення вихідної координати від сталого









 ;                      (6.3)
– вид перехідного процесу (коливальний або монотонний);







–  кількість коливань  n.
Рис. 6.2. Показники якості перехідного процесу
 















6.2. Інтегральні оцінки якості
Стандартні (типові) показники якості зрозумілі для замов-
ників. Виявляється, що всі чотири показники найтіснішим
образом пов'язані із запасами стійкості по амплітуді й по фазі.






, n  можуть бути легко визначені, навіть аналітично;
– , на жаль, обчислюється  набагато  складніше ("про-
блема перерегулювання").
Завдання забезпечення показників можна розглянути як
оптимізаційну. Ця задача оптимізації, однак, виявляється ба-
гатокритеріальною і із цієї причини виключно важкої для
рішення, у тому числі, чисельного.
Наступний інтегральний показник якості (критерій) од-
ним числовим значенням ураховує всі  типові показники якості:




                    (6.4)
З використанням показника якості (6.4) можна цілком
коректно підібрати коефіцієнти регулятора, при якому J
мінімально. При цьому задача оптимізації має один критерій,
але багато вимірів.
Найпростішою інтегральною оцінкою для одномірних





0 ,                            (6.5)
де е – помилка системи.
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Очевидно, що J0 буде тим менше, ніж швидше загасає
перехідний процес і чим менше величина помилки.
Незручність інтегральної оцінки виду (6.5) є те, що вона
може використовуватися тільки для аперіодичних процесів.
Якщо маємо місце коливальний процес, то використовуються
критерії:











2 .                          (6.7)
Більш широко використовується останній критерій (6.7),
називаний квадратичною інтегральною оцінкою.  Це обумов-
лено можливістю обчислення цього критерію без безпосеред-
нього визначення e(t).
Оцінка якості системи по інтегральній квадратичній оцінці
не враховує коливальність перехідного процесу. Виявляється,
що  перехідні  процеси з різними показниками коливальністі
й різною тривалістю перехідних процесів можуть дати рівні
значення критерію (6.7). Якщо вибирати параметри системи
по мінімуму цієї оцінки, то перехідні процеси в такій системі
мають високий показник коливалністі.
6.3. Коефіцієнти помилок
Конкретні значення точності, безумовно, будуть  залежати
від виду впливу, що задає. Розглянемо довільний вхідний
вплив і виразимо сигнал помилки (у цьому випадку для слідку-
ючої системи – помилки спостереження)  через  передаточну
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функцію по помилці й вплив, що задає. В остаточному підсумку,
адже саме сигнал помилки й вимірює точність у будь-який
момент часу.
Розкладемо W(p) у ряд Тейлора в околиці 0, припускаючи,
що ряд Тейлора сходиться.















Припущення про збіжність ряду виконується, як і для будь-
якого статечного ряду, у деякому околі 0, тобто за умови |p| –
малий.






























Коефіцієнти СК називаються коефіцієнтами помилок.
СК являюся значеннями в 0 похідних передаточної функції
по помилці й дозволяють у такий спосіб виразити поточне
значення помилки через похідні впливу, що задає:






























Умова малості |p| після  переходу в часову область озна-
чає, що ряд буде збіжної при досить великому t.
Значення сигналу помилки зв'язано з усіма похідними
вхідного сигналу.
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Крім того, не можна випустити з уваги, що формули (6.8–
6.11) справедливі лише за  умови  збіжності  ряду,  тобто для
досить  великого часу іншими словами, у сталому режимі.
Тому формули (6.8–6.11) застосовані до статичної точності,
хоча й роблять оманне враження. У формулах також відбито,
що на практиці, звичайно користуються лише кінцевим
відрізком ряду – до члена порядку N.
Для типових вхідних сигналів лише кінцеве число по-
хідних не дорівнює нулю, тому замість ряду виходить  кінцеве
вираження. Це не означає, однак, що у випадку типових
впливів питання про збіжність відпадає, тому що повинен
ще сходиться ряд для передаточної функції по помилці, а це
не залежить від виду впливу, що задає.
Обчислимо тепер величину сталої помилки у випадку
різних впливів.
Одиничний вплив, що задає:    ttU зад 1 ;
  0Cte  .                            (6.12)
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  .          (6.13)
Таким чином, збільшення коефіцієнта підсилення розімк-
нутої системи зменшує коефіцієнти помилок С0 і С1 тобто,
зокрема, помилку при східчастому  Uзад(t).
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Є інший спосіб зменшення  C0 і  деякої кількості СК, якщо
в розімкнутій системі є кілька інтеграторів, при цьому інтегра-
тори можуть  перебувати в будь-якому місці розімкнутої системи.




































 при KN 0 ;      (6.14)
тобто С0 = 0; С1 = 0;…; СK–1 = 0.
При відсутності інтеграторів у системі C0 = eуст = 1/(1+K)
при Uзад (t) = 1(t), але при надходженні на вхід лінійно-зро-
стаючого (або більш складного) вхідного впливу Uзад(t) = t(t)
помилка e
уст
 = C0t(t) +..., тобто необмежено зростає.
При наявності одного інтегратора в системі, k = 1; C0 = 0,
e
уст
 = 0 при Uзад(t) = 1(t), але при надходженні на вхід  лінійно-
зростаючого вхідного впливу Uзад(t) = t(t) помилка e
уст
 = C1,
тобто має кінцеве значення. При більш складних впливах (на-
приклад, квадратичному,) помилка не обмежена.
При наявності двох інтеграторів у системі, k = 2; C0 = С1 = 0,
e
уст
 = 0 при Uзад(t) = 1(t) і при Uзад(t) = t(t), але при над-
ходженні на вхід квадратично-зростаючого вхідного впливу
Uзад(t) = t2(t) помилка e
уст
 = C2, тобто має кінцеве значення.
105
При  більше  складних  впливах (наприклад,  кубічному),  по-
милка не обмежена й так далі.
Визначення.
Якщо C0 = C1 =  Ck–1 = 0 то говорять, що система володіє
астатизмом k-го порядку. Якщо  C0 = 0, то  говорять просто,
що система володіє астатизмом.
Додавання до складу регулятора декількох інтегральних
ланок дозволяє підвищити порядок астатизму, тим самим
забезпечити нульову помилку для досить складного виду
вхідного впливу. Помітимо, що інтегратори  можуть бути
невід'ємною властивістю елементів системи. Наприклад,
передаточна функція двигуна при вихідній величині –  – кут
повороту вала – містить інтегратор тому що (t) = (t)dt).
Але наведене міркування одночасно показує, що не може
існувати система, що має нульову сталу помилку абсолютно
для  будь-якого впливу, тому що це зажадало б рівності С
k
 = 0
при всіх k. Але це може бути лише, якщо Wе(p) = 0, що не-
можливо для реальної системи.
Повернемося до питання про збіжність функція ряду (6.8).
Як усяка звичайна передаточна, We(p) є дрібно-раціональною.
Ряд Тейлора для такої функції завідомо сходиться  в  колі, усе-
редині якого немає корінь знаменника. Тому радіус збіжності
(6.8) визначається найближчим до нуля коренем характери-
стичного рівняння  замкнутої  системи.  Можна  оцінити  ра-
діус  збіжності:
R = 1/|p|mіn.                                 (6.15)
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