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Abstract
In this paper, a new twin fixed point theorem is applied to obtain the existence of at least two
positive solutions for the boundary value problem
∆
(
φp
(
∆u(k)
))+ a(k)f (u(k))= 0, k ∈ {0, . . . ,N},
∆u(N + 1)= 0, u(0)−B0
(
∆u(0)
)= 0.
In addition, two corollaries and an example are given to illustrate the main results.
 2003 Elsevier Science (USA). All rights reserved.
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1. Introduction
Recently, the existence of positive solutions of second-order nonlinear difference equa-
tions with different boundary value conditions are investigated in [1–4] and references
therein.
✩ Y. Liu was supported by the Science Foundation of Educational Committee of Hunan Province and W. Ge
by the National Natural Sciences Foundation of PR China.
* Corresponding author.
E-mail address: liuyuji888@sohu.com (Y. Liu).0022-247X/03/$ – see front matter  2003 Elsevier Science (USA). All rights reserved.
doi:10.1016/S0022-247X(03)00018-0
552 Y. Liu, W. Ge / J. Math. Anal. Appl. 278 (2003) 551–561In this paper, we consider the following boundary value problem (BVP for short) con-
sisting of the difference equation
∆
(
φp
(
∆u(k)
))+ a(k)f (u(k))= 0, k ∈ {0, . . . ,N}, (1)
and the boundary value conditions
∆u(N + 1)= 0, u(0)−B0
(
∆u(0)
)= 0. (2)
We give the following assumptions:
(H1) f :R→[0,+∞) is a continuous function.
(H2) {ak} a sequence of positive numbers.
(H3) p > 1, q > 1 satisfy 1/p + 1/q = 1, and φp(z) = |z|p−2z is called p-Laplacian
operator, N is a positive integer.
(H4) B0 :R → R is continuous and satisfies that there are β  α  0 such that αx 
B0(x) βx for x ∈R+.
As usual, a sequence {u0, u1, . . . , uN+2} is said to be a positive solution of BVP (1)–(2)
if it satisfies Eq. (1) and boundary value condition (2) with uk > 0 for k ∈ {1, . . . ,N + 1}.
In Section 2, we provide some background results and cite state the twin fixed point
theorem. In Section 3, growth conditions are imposed on f to obtain twin positive solu-
tions of BVP (1)–(2). After then, we present two theorems, which show that under the
assumptions
lim
x→+∞
f (x)
φp(x)
= lim
x→0
f (x)
φp(x)
=+∞ or lim
x→+∞
f (x)
φp(x)
= lim
x→0
f (x)
φp(x)
= 0,
BVP (1)–(2) has at least two positive solutions, and an example to illustrate main results
in this paper.
2. Background definitions and a twin fixed point theorem
In this section, we present some background definitions in Banach space and an appre-
ciative generalized form of Leggett–Williams fixed point theorem by Avery and Hender-
son [3].
Definition 1. Let X be a real Banach space. A nonempty closed convex set P ⊂X is called
a cone of X if it satisfies the following conditions:
(i) x ∈ P , λ 0 implies λx ∈ P .
(ii) x ∈ P , −x ∈ P implies x = 0.
Every cone P ⊂X induces an ordering in X. We define “” with respect to P by x  y
if and only if y − x ∈ P .
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tional providedψ is nonnegative and continuous and satisfies ψ(x)ψ(y) for all x, y ∈ P
and x  y .
Definition 3. An operator is called completely continuous if it is continuous and maps
bounded sets into pre-compact sets. Let
P(ψ,d)= {x ∈ P : ψ(x) < d},
∂P (ψ,d)= {x ∈ P : ψ(x)= d},
P (ψ,d)= {x ∈ P : ψ(x) d}.
Lemma 1 [3]. Let X be a real Banach space, P a cone of X, γ and α two nonnegative
increasing continuous maps, θ a nonnegative continuous map, and θ(0) = 0. There are
two positive numbers c and M such that
γ (x) θ(x) α(x), ‖x‖Mγ(x) for x ∈ P(γ, c).
Again, assume T :P(γ, c)→ P is completely continuous. There are positive numbers 0 <
a < b < c such that
θ(λx) λθ(x) for all λ ∈ [0,1] and x ∈ ∂P (θ, b),
and
(i) γ (T x) > c for x ∈ ∂P (γ, c);
(ii) θ(T x) < b for x ∈ ∂P (θ, b);
(iii) α(T x) > a and P(α,a) = ∅ for x ∈ ∂P (α, a).
Then T has at least two fixed points x1 and x2 ∈ P(γ, c) satisfying
a < α(x1), θ(x1) < b, b < θ(x2), γ (x2) < c.
The following Lemma is similar to Lemma 1, whose proof is omitted.
Lemma 2. Let X be a real Banach space, P a cone of X, γ and α two nonnegative in-
creasing continuous maps, θ a nonnegative continuous map, and θ(0)= 0. There are two
positive numbers c and M such that
γ (x) θ(x) α(x), ‖x‖Mγ(x) for x ∈ P(γ, c).
Again, assume T :P(γ, c)→ P is completely continuous. There are positive numbers 0 <
a < b < c such that
θ(λx) λθ(x) for all λ ∈ [0,1] and x ∈ ∂P (θ, b),
and
(i) γ (T x) < c for x ∈ ∂P (γ, c);
(ii) θ(T x) > b for x ∈ ∂P (θ, b);
(iii) α(T x) < a and P(α,a) = ∅ for x ∈ ∂P (α, a).
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a < α(x1), θ(x1) < b, b < θ(x2), γ (x2) < c.
3. Twin positive solutions
In this section, we impose growth conditions on f to obtain twin positive solutions for
BVP (1)–(2).
Summing (1) from k to N , one gets
φp
(
∆u(N + 1))− φp(∆u(k))=− N∑
s=k
a(s)f
(
u(s)
)
.
Thus
∆u(k)= φq
(
N∑
s=k
a(s)f
(
u(s)
))
. (3)
Again summing (3) from 0 to k − 1, it follows that
u(k)− u(0)=
k−1∑
l=0
φq
(
N∑
s=l
a(s)f
(
u(s)
))
. (4)
Since
∆u(0)= φq
(
N∑
s=0
a(s)f
(
u(s)
))
,
one gets
u(k)= B0
(
φq
(
N∑
s=0
a(s)f
(
u(s)
)))+ k−1∑
l=0
φq
(
N∑
s=l
a(s)f
(
u(s)
))
. (5)
Now, let B = {v : {0, . . . ,N + 2}→R} be endowed with the norm
‖v‖ = max
k∈{0,...,N+2}
∣∣v(k)∣∣,
and choose the cone P ⊂ B defined by
P = {v ∈B: v(k) 0 for k ∈ {0, . . . ,N + 2} and ∆2v(k) 0,
∆v(k) 0 for k ∈ {0, . . . ,N}, ∆v(N + 1)= 0}.
Clearly, ‖v‖ = v(N + 2) for v ∈ P . Define an operator T :P → B by
T v(k)= B0
(
φq
(
N∑
a(s)f
(
v(s)
)))+ k−1∑φq
(
N∑
a(s)f
(
v(s)
))
. (6)s=0 l=0 s=l
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(i) ∆(T v(k)) 0 for k ∈ {1, . . . ,N + 1}, ∆2(T v(k)) 0 for k ∈ {1, . . . ,N}, T v(k) 0
for k ∈ {0, . . . ,N + 2}.
(ii) ∆T v(N + 1)= 0, T v(0)−B0(∆T v(0))= 0.
(iii) T :P → P is completely continuous.
(iv) Finding positive solutions of BVP (1)–(2) is equivalent to finding fixed points of the
operator T on P .
(v) If v ∈ p, then
v(k) k
N + 2‖v‖ =
k
N + 2v(N + 2)
for k ∈ {0, . . . ,N + 2}.
The proof is simple and is omitted.
Choose h= [(N+2)/2], r ∈ {h, . . . ,N+1}, where [x] is the greatest integer not greater
than x . Define the nonnegative, increasing, continuous functions γ , θ , and α on P by
γ (v)= min
k∈{h,...,r}v(k)= v(h),
θ(v)= max
k∈{0,...,h}v(k)= v(h),
α(v)= max
k∈{0,...,r}
v(k)= v(r).
We have
γ (v) θ(v) α(v), v ∈ P, (7)
and
θ(v)= γ (v)= v(h) h
N + 2v(N + 2)=
h
N + 2‖v‖ for each v ∈ P.
Then
‖v‖ N + 2
h
γ (v)= N + 2
h
θ(v), for all v ∈ P, (8)
θ(λv)= λθ(v), ∀λ ∈ [0,1], v ∈ ∂P (θ, b). (9)
For the notational convenience, we denote λ, η and λr by
λ= (α + h)φq
(
N∑
s=h
a(s)
)
> 0,
η= (β + h)φq
(
N∑
s=0
a(s)
)
> 0,
λr = (α + r)φq
(
N∑
a(s)
)
> 0.s=r
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Theorem 1. Suppose that there are positive numbers a < b < c such that
0 < a <
λr
η
b <
hλr
(N + 2)ηc.
Assume f (w) satisfies the following conditions:
(i) f (w) > φp(c/λ) for cw ((N + 2)/h)c,
(ii) f (w) < φp(b/η) for 0w  ((N + 2)/h)b,
(iii) f (w) > φp(a/λr) for a w  ((N + 2)/r)a.
Then BVP (1)–(2) has at least two positive solutions v1 and v2 such that
a < max
k∈{0,...,r}
v1(k) with max
k∈{0,...,h}
v1(k) < b,
b < max
k∈{0,...,h}v2(k) with mink∈{h,...,r}v2(k) < c. (10)
Proof. By the definition of operator T and its properties (i)–(v), it suffices to show that the
conditions of Lemma 1 hold with respect to T .
Firstly, we verify that
v ∈ ∂P (γ, c) implies γ (T v) > c. (11)
Since γ (v)= c= v(h), one gets v(k) c for k ∈ {h, . . . ,N + 2}. Recalling that
‖v‖ N + 2
h
γ (v)= N + 2
h
c,
we get
γ (T v)=B0
(
φq
(
N∑
s=0
a(s)f
(
v(s)
)))+ h−1∑
l=0
φq
(
N∑
s=l
a(s)f
(
v(s)
))
 αφq
(
N∑
s=0
a(s)f
(
v(s)
))+ h−1∑
l=0
φq
(
N∑
s=l
a(s)f
(
v(s)
))
 φq
(
N∑
s=h
a(s)f
(
v(s)
))+ h−1∑
l=0
φq
(
N∑
s=h
a(s)f
(
v(s)
))
= (α + h)φq
(
N∑
s=h
a(s)f
(
v(s)
))
> (α + h)φq
(
N∑
s=h
a(s)φp
(
c
λ
))
= c
λ
(α + h)φq
(
N∑
s=h
a(s)
)
= c.
Secondly, we prove that
v ∈ ∂P (θ, b) implies θ(T v) < b. (12)
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implies
b  v(k) ‖v‖ N + 2
h
θ(v)= N + 2
h
b
for k ∈ {h+ 1, . . . ,N + 1}. So
θ(T v)=B0
(
φq
(
N∑
s=0
a(s)f
(
v(s)
)))+ h−1∑
l=0
φq
(
N∑
s=l
a(s)f
(
v(s)
))
 βφq
(
N∑
s=0
a(s)f
(
v(s)
))+ h−1∑
l=0
φq
(
N∑
s=l
a(s)f
(
v(s)
))
<βφq
(
N∑
s=0
a(s)f
(
v(s)
))+ h−1∑
l=0
φq
(
N∑
s=0
a(s)f
(
v(s)
))
= b
η
(β + h)φq
(
N∑
s=0
a(s)
)
= b.
Finally, we show that
P(α,a) = ∅, α(T v) > a for all v ∈ ∂P (α, a). (13)
It is obvious that P(α,a) = ∅. On the other hand, α(v)= v(r)= a implies
a  v(k) N + 2
r
a
for k ∈ {r, . . . ,N}. Thus
α(T v)=B0
(
φq
(
N∑
s=0
a(s)f
(
v(s)
)))+ r−1∑
l=0
φq
(
N∑
s=l
a(s)f
(
v(s)
))
 αφq
(
N∑
s=r
a(s)f
(
v(s)
))+ r−1∑
l=0
φq
(
N∑
s=r
a(s)f
(
v(s)
))
 αφq
(
N∑
s=r
a(s)f
(
v(s)
))+ r−1∑
l=0
φq
(
N∑
s=r
a(s)f
(
v(s)
))
>αφq
(
N∑
s=r
a(s)φp
(
a
λr
))
+
r−1∑
l=0
φq
(
N∑
s=r
a(s)φp
(
a
λr
))
= a
λr
(α + r)φq
(
N∑
s=r
a(s)
)
= a.
Thus by Lemma 1, T has at least two different fixed points v1 and v2, which are positive
solutions of BVP (1)–(2) such that (10) holds. The proof is complete. ✷
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λ′ = (β + h)φq
(
N∑
s=0
a(s)
)
> 0,
η′ = (α+ h)φq
(
N∑
s=h
a(s)
)
> 0,
λ′r = (β + r)φq
(
N∑
s=0
a(s)
)
> 0.
Theorem 2. Suppose that there are positive numbers a < b < c such that
0 < a <
r
N + 2b <
r
(N + 2)
η′
λ′
c.
Assume f (w) satisfies the following conditions:
(i) f (w) < φp(c/λ′) for 0w  ((N + 2)/h)c,
(ii) f (w) > φp(b/η′) for b w ((N + 2)/h)b,
(iii) f (w) < φp(a/λ′r ) for 0w  ((N + 2)/r)a.
Then BVP (1)–(2) has at least two positive solutions v1 and v2 such that
a < max
k∈{0,...,r}v1(k) with maxk∈{0,...,h}v1(k) < b,
b < max
k∈{0,...,h}
v2(k) with min
k∈{h,...,r}v2(k) < c. (14)
The proof is omitted since it is similar to that of Theorem 1.
Now, we give theorems, which may be considered as the corollaries of Theorems 1
and 2.
Theorem 3. Suppose that
(i) f0 = limx→0(f (x)/φp(x))=+∞, f∞ = limx→+∞(f (x)/φp(x))=+∞.
(ii) There is x0 > 0 such that
f (x)
φp
(
h
N+2x0
) < φp
(
1
η
)
for x ∈ [0, x0].
Then BVP (1)–(2) has at least two positive solutions.
Proof. Firstly, by (ii), choose b= (h/(N + 2))x0, one gets
f (w) < φp
(
1
φp(b)
)
= φp
(
b
)
for 0w  N + 2b.
η η h
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Kλr =K(α + r)φq
(
N∑
s=r
a(s)
)
> 1.
Since f0 =+∞, there is R1 > 0 sufficiently small such that
f (x) φp(K)φp(x)= φp(Kx) for 0 x R1.
Without loss of generality, suppose
R1 
λr
η
N + 2
r
b.
Choose a > 0 so that a < (r/(N + 2))R1. For a  w  ((N + 2)/r)a, we have w  R1
and a < (λr/η)b. Thus
f (w) φp(Kw) φp(Ka) > φp
(
a
λr
)
for a w  N + 2
r
a.
Thirdly, choose K1 sufficiently large such that
K1λ=K1(α + h)φq
(
N∑
s=h
a(s)
)
> 1.
Since f∞ =∞, there is R2 > 0 sufficiently large such that
f (x) φp(K1)φp(x)= φp(K1x) for x R2.
Without loss of generality, suppose R2 > ((N + 2)/h)b. Choose cR2. Then
f (w) φp(K1w) f (c)φp(K1c) > φp
(
c
λ
)
for cw  N + 2
h
c.
We get now
0 < a <
λr
η
b <
λr
η
h
N + 2c,
and then the conditions in Theorem 1 are all satisfied. By Theorem 1, BVP (1)–(2) has at
least two positive solutions. The proof is complete. ✷
Theorem 4. Suppose that
(i) f0 = limx→0(f (x)/φp(x))= 0, f∞ = limx→+∞(f (x)/φp(x))= 0.
(ii) There is x0 > 0 such that
f (x)
φp
(
h
N+2x0
) > φp
(
1
η′
)
for x ∈
[
h
N + 2x0, x0
]
.
Then BVP (1)–(2) has at least two positive solutions.
The proof is similar to that of Theorem 3 and we omitted it.
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∆
(
φp
(
∆u(k)
))+ f (u(k))= 0, k ∈ {0, . . . ,100}, (15)
with the boundary value conditions
∆u(101)= 0, u(0)= 0. (16)
Compared to (1), a(k)≡ 1, p = 3, q = 3/2, and
f (w)=


1
20×602 , 0w 
13
3 ,
1
512 +
( 3
512 − 320×602
)(
w− 143
)
, 133 w 
14
3 ,
1
512 , w
14
3 .
Then BVP (15)–(16) has at least two positive solutions.
Proof. Choose a = 1, b= 2, and c= 5. We know that h= 51. Choose r = 61. Then
λ= 51φ3/2
( 100∑
s=51
a(s)
)
=√50× 51,
η= 51φ3/2
( 100∑
s=0
a(s)
)
=√101× 51,
λ61 = 60φ3/2
( 100∑
s=61
a(s)
)
=√40× 60.
It is easy to see that
a <
λr
η
b <
h
N + 2
λr
η
c
and f satisfies that
f (w) >
1
2× 512 = φp
(
c
λ
)
, 5w  10,
f (w) <
4
101× 512 = φp
(
b
λ
)
, 0w  4,
f (w) >
1
40× 602 = φp
(
a
λr
)
, 1w 102
61
.
Then BVP (15)–(16) has at least two positive solutions.
In BVP (15)–(16), if
f (x)= x exp
(
4
101× 512e6 x
)
,
then
lim
x→0
f (x) = lim
x→∞
f (x) =∞.
φp(x) φp(x)
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f (x) f (x0)= 14 × 101× 51
2e7 <
1
64
× 101× 512e12 = φ3
(
1
2
x0
)
1
512 × 101 .
Then
f (x)
φ3(
1
2x0)
< φ3
(
1
η
)
for x ∈ [0, x0].
Hence BVP (15)–(16) has at least two positive solutions by Theorem 3. ✷
Remark. Consider the BVP consisting of the difference equation
∆
(
φp(∆u(k))
)+ a(k)f (u(k))= 0, k ∈ {0, . . . ,N + 1}, (17)
and the boundary value conditions
∆u(0)= 0, u(N + 1)+B1
(
∆u(N + 1))= 0, (18)
where a and f are defined in (1), and B1 satisfies the conditions that there are α  0,
β  0 and βx  B1(x) αx , x ∈ R+. Using an exactly similar method as above, we can
get sufficient conditions for the existence of positive solutions of BVP (17)–(18).
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