Carbon dioxide (CO 2 ) capture and storage presents a short-term option for significantly reducing the amount of CO 2 released into the atmosphere and mitigating the effects of climate change. To this end, National Grid initiated the COOLTRANS research programme to consider the pipeline transportation of high pressure dense phase CO 2 , including the development and appli- 
Introduction
Carbon dioxide (CO 2 ) capture and storage (CCS) refers to a set of technologies designed to reduce CO 2 emissions from large industrial point sources of emission, such as coal-fired power stations, in order to mitigate greenhouse gas production. The technology involves capturing CO 2 and then storing it in a reservoir, instead of allowing its release to the atmosphere, where it contributes to climate change. Once captured, the CO 2 is transported and stored, typically underground, or used for processes such as enhanced oil recovery.
National Grid initiated the TRANSportation of Liquid CO 2 research programme (COOLTRANS) (Cooper, 2012) in order to address knowledge gaps relating to the safe design and operation of onshore pipelines for transporting dense phase CO 2 from industrial emitters in the UK to storage sites offshore.
This includes developing the capability for modelling the low-probability, high-impact worst case scenario -an accidental release from a buried pipeline that contains CO 2 in the dense phase. Learning from these studies can sub-2 sequently be combined with a range of other information to inform front-end engineering design (FEED) activities and to develop an appropriate quantified risk assessment (QRA) for a dense phase CO 2 pipeline, currently underway in the UK for two CCS projects (Peterhead, and Don Valley, into which this work specifically contributed). With regard to modelling the worst case scenario, the programme includes theoretical studies by University College London (UCL), the University of Leeds and University of Warwick, carried out in parallel to provide "state of the art" numerical models that connect together in full chain dispersion modelling for the outflow (UCL), near-field dispersion behaviour (Leeds) and far-field dispersion behaviour (Warwick) associated with below ground CO 2 pipelines that are ruptured or punctured.
Experimental work and studies using currently available practical models for risk assessment are being carried out by DNV GL Cosham et al., 2012) . The experimental work has provided data against which the modellers can compare their predictions.
In this paper, the Leeds mathematical model (Wareing et al., 2013a) , previously validated for free releases into air (Woolley et al., 2013; Wareing et al., 2014a) , small-scale laboratory releases and dry ice particle behaviour (Wareing et al., 2013b) and punctures of buried pipelines (Wareing et al., 2014b) , is validated against COOLTRANS experimental data from a rupture of a buried pipeline with external diameter of 152mm and wall thickness of 11mm, resulting in an internal diameter of approximately 130mm. This is approximately 1/4-scale when compared to the 600mm diameter pipelines proposed in the Don Valley CCS project referred to above and henceforth in this article the experiment will be referred to as 1/4-scale. Ruptures occur in 3 pipelines for a number of reasons -from human interference to pipeline defects (Cosham et al., 2012b) . The validation described in this paper represents a considerable step toward the goal of developing a modelling capability for the transient rupture of a buried pipeline.
In the next section we review the background literature. In the following Section 3, we present the experimental details of this 1/4 scale rupture experiment. In Section 4, we summarise the model and numerical method.
Numerical predictions of this 1/4-scale rupture are presented in Section 5 and compared with experimental data. The comparisons are further discussed in Section 6 and the limits of applicability are discussed in Section 7, Finally, brief conclusions are presented in Section 8. Part II. of this two-paper series will apply the model to a full-scale rupture and present numerical simulations of a full-scale transient decompression, as well as sensitivity studies with regard to expected variations of the shape of the crater. As experimental data of the type used here for validation is not currently available for full-scale ruptures, such a sensitivity study is very valuable.
Background
In this section, we consider the growing number of recent publications that have examined the release and dispersion of CO 2 , revisiting our review from Wareing et al. (2014a) that summarised the depth provided by Dixon et al. (2012) in the light of new and related additions to the literature.
A study by MMI Engineering (Dixon and Hasson, 2007) presented dispersion simulations employing the ANSYS-CFX computational fluid dynamics (CFD) code. Solid CO 2 particles were simulated by a scalar representing 4 the particle concentration, in order to avoid additional computing associated with Lagrangian particle tracking. Dixon et al. (2012) note that this method assumed a constant particle diameter and temperature (at the sublimation temperature of -78.9
• C in order to calculate heat and mass exchange between the particles and the gas phase. In a following publication (Dixon et al., 2009 ), particles were modelled via a Lagrangian particle tracking method, but were still assumed to be at the sublimation temperature. Dixon et al. (2012) note that since the rate of sublimation increases as particle size decreases, an improved distribution of the source of the CO 2 gas resulting from particle sublimation could be obtained by allowing for varying particle size and for the fact that temperature is expected to fall below the sublimation temperature in the near-field of a release.
In 2011, Webber (2011) presented a methodology for extending existing two-phase homogeneous integral models for flashing jets to the three-phase case for CO 2 . Webber noted that as the flow expands from the reservoir conditions to atmospheric pressure, temperature, density and the jet crosssectional area would vary continuously through the triple point, whilst the mass and momentum would be conserved. This led to the conclusion that there must be a discontinuity in the enthalpy and CO 2 condensed phase fraction, in a similar manner to the energy change associated with passing through a hydraulic jump. In the development of our composite equation of state for modelling CO 2 near-field sonic dispersion (Wareing et al., 2013a) , we confirmed this in a conservative shock capturing CFD code and highlighted the importance of fully accounting for the solid phase and latent heat of fusion; the near-field structure of the jet as well as the fraction of solid phase material is different when this is correctly accounted for.
Two recent papers (Witlox et al., 2009 (Witlox et al., , 2011 have discussed the application of the software package PHAST to CO 2 release and dispersion modelling.
In the first of these, Witlox et al. (2009) described an extension to the existing model in PHAST (v. 6.53 .1) to account for the effects of solid CO 2 , including the latent heat of fusion. The modifications to the model consisted principally of changing the way in which equilibrium conditions were calculated in the expansion of CO 2 to atmospheric pressure. This was done in order to ensure that below the triple point, conditions followed the sublimation curve in the phase diagram, rather than extrapolating the evaporation curve (which diverges considerably from reality, hence the limitations of the Peng and Robinson (1976) and Span and Wagner (1996) equations of state to above the triple point only). In the second paper (Witlox et al., 2011) , the results of sensitivity tests were reported for both liquid and supercritical CO 2 releases from vessels and pipes calculated with the revised PHAST model. The public release of the CO2PIPETRANS datasets and associated industrial projects, e.g. (Ahmad et al., 2013) , has validated the development of this approach, which we also adopted in part for our composite equation of state (Wareing et al., 2013a ).
E.ON have published a number of studies in support of their proposed CCS programme (Mazzoldi et al., 2008a (Mazzoldi et al., ,b, 2011 Hill et al., 2011) . Of these, the most relevant to this work are Mazzoldi et al. (2011) and Hill et al. (2011) .
These consider atmospheric dispersion from pipeline and vessel releases. The former paper compared simulations from the heavy gas model ALOHA to the CFD model Fluidyn-Panache. Only the gaseous stage of the release was 6 modelled. In the second work , the authors presented CFD and PHAST simulations of dense-phase CO 2 releases from a 0.5m diameter hole in a pipeline, located at an elevation of 5m above level ground. Steadystate flow rates were calculated at the orifice assuming saturated conditions.
CFD simulations were performed using the ANSYS-CFX code with a Lagrangian particle tracking model for the the solid CO 2 particles, with three size distributions: 10 to 50 micrometers, 50 to 100 micrometers and 50 to 150 micrometers. Simulations were also performed without particles. Their results showed that sublimation of the particles led to a cooling of the CO 2 plume, affecting dispersion behaviour, although the results were relatively insensitive to particle size. Gas concentrations downwind from the release were reportedly somewhat lower using PHAST (v 6.6) as compared to the CFD results. No comparison to experiment was performed. Dixon et al. (2012) point out that it appears that in the Lagrangian model of Hill et al. (2011) their particle tracks followed closely the plume centreline, rather than being spread throughout the plume. Dixon et al. (2012) noted that turbulence will have the effect of bringing particles into contact with parts of the jet at a higher temperature and lower CO 2 concentration, thereby tending to increase the rate of sublimation and increase the radius of the region cooled by the subliming particles. In their work, Dixon et al. (2012) included turbulent dispersion effects in the CFX model. Further, they assumed that the solid particles are much smaller with an initial particle diameter of 5 micrometers. They made that choice based on an analysis of CO 2 experiments. In addition, this particle size distribution is supported by the model recently developed by Hulsbosch-Dam et al. (2012b,a) , which suggested that the particle diameter would be around 5 micrometers for CO 2 releases at a pressure of 100bar, when the difference between the CO 2 and ambient temperatures is around 80
• C. They stated that the effect of having smaller particles in their model was likely to cause more rapid sublimation, which should produce a more significant reduction in gas temperature in the jet. Recent examination of particle size distribution in releases of supercritical CO 2 from high pressure has shown that even smaller particles immediately post Mach shock are indeed the case (Liu et al., 2012b) , on the order of a few micrometers, which we have also been able to confirm in laboratory releases from the liquid phase (Wareing et al., 2013b) . Dixon et al. (2012) employ a Bernoulli method in their recent paper which they found "to provide reasonable predictions of the flow rate for the sub-cooled liquid CO 2 releases". Differences were apparent between the integral model and the CFD model results. The integral model predicted temperatures that they noted were too low in the near-field, and which then returned too rapidly to atmospheric levels (see Dixon et al. (2012) Figure   3 .). The CFD model was noted to be in general better, although in the very near-field (< 10m from the orifice) it was still not clear whether this was the case. Further, the CFD model appears to under-predict the spreading rate of the jet. Liu et al. (2014) (Woolley et al., 2013) and the COOLTRANS research programme (Wareing et al., 2014a) . previously considered the validation of FLACS and ANSYS-CFX in the far-field for this application, using Leeds predictions for the near-field, albeit again modified for input into such commercial software. Wen et al. (2013) presented a number of far-field simulations of venting and horizontal above ground releases, with successful validation, also using the Leeds model for input conditions, but with less modification for input into their software. In this paper, we now address the necessary validation of the Leeds near-field mathematical model for application to rupture releases, so that it can be reliably used for input into far-field simulations for full-scale pipeline ruptures.
Experimental details
As part of the COOLTRANS research programme, a number of experimental studies were carried out Cosham et al., 2012) .
Two types of experiment were defined: Category 1 cases for the demon- The particular release considered here took place into a preformed crater below ground, based on previous experiments. There was no soil backfill in the crater and so the release took place unhindered into air. The dimensions of the crater are shown in Figure 1 and constitute a 1/4 scaling of a full-scale rupture event in a 600 mm (24 inch) diameter pipeline, based on information provided from DNV GL.
Instrumentation
The 152 mm internal diameter pipeline was instrumented with pressure transducers and thermocouples. Measurements were made above the crater of the temperature within the dispersing CO 2 cloud that was produced. Specifically, an array of thermocouples was placed in a 1 m spaced grid layout on a horizontal plane 1 m above the crater, centred on the crater. The lay-out of the temperature sensors on this array is shown in Figure 2 . It is to these experimental data that comparisons are made in later sections of this paper. Measurements of concentration were also made at ground level in arcs away from the crater, but these far-field measurements are too far from the crater to be modelled in the near-field simulation and beyond the aim of near-field validation of the mathematical model in this paper. 
Test procedure
Once the desired pressure and temperature had been achieved in the reservoirs (see later descriptions and Table 1 ) and the preparations completed, the remotely-operated valves were triggered to allow flow out of the two opposed, full-bore, open pipe ends. CO 2 flowed into the crater and emerged from it to disperse in the atmosphere. The release was observed to undergo a rapid decay initially, as the CO 2 in the 230 m pipeline depressurised to saturated conditions, followed by a very slowly decaying period as the 'reservoirs' de-13 pressurised. After 450 seconds the experiment was terminated by closing the remotely-operated valves.
Consistent measurements of temperature at a rate of 10 measurements per second were obtained on the plane above the crater and it is to these data that the numerical predictions are compared in later sections. The experimental data has a variance on each measurement during the relevant time period of 30 s to 60 s of a few degrees. The temperature sensors are accurate in the observed temperature range to within ±5
• C at worst, hence throughout all the plots given later the experimental measurements are plotted with 5 degree error bars. The plotted temperature is the simple average for that particular sensor during the 30 s to 60 s period. The response time of the sensors is certainly less than this averaging period. From the sensor traces, it is possible to estimate that the response time to reach 80% of the temperature change is up to 5 seconds. Going from cold to hot following the release is considerably longer, due to possible ice formation around the connections, but this is long beyond the averaging period.
Numerical method
The numerical approach is essentially the same as that adopted and validated in our earlier papers (Wareing et al., 2013a (Wareing et al., ,b, 2014a Woolley et al., 2013 Woolley et al., , 2014 and we refer the reader to these articles for detailed information and validation of our approach for free releases and punctures of buried pipelines. In the following subsections, we summarise our method.
Reynolds-averaged Navier-Stokes model
The Reynolds-averaged Navier-Stokes (RANS) equations, closed with a compressibility-corrected k-ǫ turbulence model, employed in this work are:
where the variables have their usual meanings, noting that the vector velocity is expressed in bold as u and S is the entropy per unit mass. The turbulent diffusion coefficients are
The turbulence production term is
where the summation convention has been assumed. The momentum equation source term, s p , is zero in Cartesian coordinates. The k source term is
whilst the ǫ source term is
The turbulent stress tensor, τ , is
The k-ǫ turbulence model described here is coupled to a compressibility dissipation rate correction proposed by Sarkar et al. (1991) . Comparisons of model predictions with this correction and experimental data have shown significant improvements over results derived using the standard k-ǫ approach for moderately and highly under-expanded jets of the type under consideration here (Cumber et al., 1994 (Cumber et al., , 1995 .
Equation of state
The composite equation of state recently described in Wareing et al.
(2013a) is employed. This composite method predicts the thermophysical properties of the three phases of CO 2 for the range of temperatures of relevance to CO 2 dispersion from releases at sonic velocities, of interest to the CCS industry. This new equation of state has been developed in such a way that is convenient for computational fluid dynamic applications; the gas phase is computed from the Peng-Robinson equation of state (Peng and Robinson, 1976) , and the liquid and condensed phases from tabulated data generated with the Span & Wagner equation of state (Span and Wagner, 1996) and the DIPPR R Project 801 database (http://www.aiche.org/dippr/), academic access to which can be gained through the Knovel library (http://why.knovel.com).
Pressure, gas and condensed phase densities, sound speed and internal energy have all been tabulated against temperature on the saturation line between -173.15
• C (100K) and the critical temperatures, providing the basis for a fully functional form for differentiation, interpolation and extrapolation in numerical simulations. No discontinuity or loss of accuracy at the critical point or anywhere along the saturation curve has been encountered by using this composite approach with different equations of state, as the authors have ensured that the Helmholtz free energy has continuous first derivatives.
Implementation
The composite equation of state is implemented within a homogeneous equilibrium model into MG, an adaptive mesh refinement (AMR) RANS hydrodynamic code developed by Falle (1991) . The code employs an upwind, conservative shock-capturing scheme and is able to employ multiple processors through parallelisation with the message passing interface (MPI)
library. Integration proceeds according to a second-order accurate Godunov method (Godunov, 1959) . In this case, a Harten Lax van-Leer (van Leer, 1977; Harten et al., 1983 ) (HLL) Riemann solver was employed to aid the implementation of complex equations of state. The disadvantage of the HLL solver is that it is more diffusive for contact discontinuities; this is not important here since the contact discontinuities are in any case diffused by the artificial viscosity. The artificial viscosity is required to ensure shocks travel at the correct speed in all directions and is at a very low level, decreasing proportionally with increasing resolution.
Adaptive meshing strategy
The AMR method (Falle, 2005) The simulations are also convergent, having been tested with higher AMR resolutions, and show little variation with pressure, temperature and velocity variation at the inlets.
Initial conditions
In computationally simulating the test described above, we employed a three-dimensional Cartesian coordinate domain. The simulation was performed 'blind' by the modellers in the COOLTRANS research programme,
i.e. they knew only the design specification of the experiment, not any details of the level of success or quality of data obtained in the actual experiment. state, which result in a combined mixture density according to the condensed phase fraction. Outflow velocity is set in such a way as to ensure the massflow rate emerging from the whole pipeline is that predicted by DNV GL.
These pipeline inflow conditions are enforced on every step in this region.
At this time we have not included water vapour in the model. We discuss the implications of this in later sections. The initial state of the fluid in the rest of the domain consists entirely of stationary dry air at a pressure and temperature given in Table 1 . Conditions in air are calculated via an ideal gas equation of state with γ a = 7/5. The near-field Mach shock structure, flow in the crater and flow immediately above the crater was considered in a single simulation, hence the high cost of accurately resolving the expansion zone and shock structure, as well as the rest of the flow through the crater.
This approach neglects the effects of a cross-flow in the atmosphere, but is a reasonable approximation to make over the region up to a few metres above the crater, where the momentum from the release dominates; we have also tested the effect of cross-winds elsewhere Wareing et al. (2014b) and demonstrated that at 1 m above the crater, any cross-wind has little to no effect on the momentum-dominated outflow from the crater.
The upper x = 3.0 m, y = 3.0 m and z = 3.0 m boundaries were all set to free-flow, introducing air with the initial atmospheric condition if an in-flow was detected. The lower x and y boundaries at x = 0 m and y = 0 m were symmetry boundaries. Below z = 0 m, the crater was defined as a solid wall according to the measurements in Figure 1 . Given that vortex structures may be present in the flow as it reaches steady state and air is dragged into the simulation grid above the pipe ends as the CO 2 plume flows upwards out of the crater, inflow can occur at the free-flow boundaries. Hence the boundary conditions are adjusted to ensure that only ambient air can flow into the domain, with the same properties as the initial condition, and no CO 2 . The first thing to note from the figure is that there is good agreement between experiment and prediction with regard to the range of temperatures predicted in the flow. The numerical simulation is able to reproduce the low temperatures around -100
Results
• C seen in the experimental data. With regard to the structure of the flow, in the prediction, the balanced flows from each pipe inlet meet below this plane in the centre of crater and interact, sending the flow sideways and upwards off the base of the crater in a semicircular fan, perpendicular to the pipeline. Directly above the interaction region, through the plane of interest here, this flow goes upwards relatively undisturbed in the centre of the crater and hence is narrowly confined along the pipeline direction, spreading in the fan perpendicular to the pipeline direction. At the sides, perpendicular to the pipeline, as the fan hits the crater walls below this plane, it is deflected and spread up and along the crater walls, dispersing more widely and resulting in larger, cold cloud lobes on the plane of interest shown in Figure 5 . The experimental data is broadly in agreement with this structure -the cold and warm regions are roughly equivalent. However, it should be noted that along the pipeline axis, the experimental flow is considerably wider than expected and the coldest temperature is reached closer to the pipe inlet at positive y. Cold lobes appear to be present in the experimental data. The suggestion that one flow may be going over the top of the other and out of the crater along the ground in either pipeline direction, which could be supported by this experimental data, is ruled out by photographic and video evidence of the release confirming a plume coming upwards out of the crater.
In Figure 6 , experimental data and numerical predictions are presented • C, which in almost all cases is at least a factor to two greater than the standard deviation of the data for each sensor during the 30s averaging period. In the experimental data, the coldest region considering all three cuts through the experimental data is towards the pipe inlet at positive y, specifically at y = 1 m. Given that the photographic data indicates there is a plume coming out of the crater, these data appear to indicate that the flow is not coming out of the centre of the crater, but is in fact moved towards the pipe inlet at positive y.
-95 Turning to the the experimental data on the section at y = 1 m (dashed line connecting markers), these data are consistently cold across the crater. This is in agreement with the predicted behaviour across the core of the fan (the solid line prediction) -including excellent agreement at the position of the pipeline (x = 0) and the presence of the same data trend, cooling away from the centre of the crater as more air is mixed into the plume. It is possible to conclude based on these parallel cuts, that the experimental data indicates that the flow is emerging from the crater at y = 1 -i.e. moved over towards the pipe inlet at positive y. The experimental data also indicates that the plume is considerably wider than predicted, parallel to the pipeline, which may be a result of turbulence or flapping of the jet, or in reality unbalanced pipe flows -discussed further in the next section.
Discussion
Why is the observed upwards flow not as narrow as the prediction? Why is the coldest region moved towards the Eastern pipe (the right side of Figure   5 )? The specification of this experiment was for balanced flow. Later closer inspection of the experimental apparatus and procedure on the day this experiment took place revealed two things (DNV GL, private communication).
Firstly, there was in fact a half-degree incline in the pipeline, which means a 2m difference in height between the opposite ends of the pipe. Secondly, there was a temperature difference between the two reservoirs when the remote valves were triggered to begin the experiment. Pressure traces indicate that close to the pipe outlets where it was assumed that the pressure would be the same at the pipe ends -i.e. balanced flow, there was actually a 3bar (25%) difference between the pressure measurements; close to the pipe end at positive y, higher pressures were measured in the pipeline than at the same location close to the pipe end in the pipeline at negative y. The flow out of the crater would appear to have been moved over towards the higher pressure pipe inflow by this pressure difference at the pipe ends. Part II of this series will examine this situation and demonstrate that unbalanced pipe flows can both widen the plume and shift it towards either the higher or lower pressure pipe inlet. In general then, the model has been able to predict the behaviour in this scaled experiment reasonably well, predicting the nature, if not the exact location of the cold plume and wider lobes of the flow on the plane 1 m above the crater. The differences in the location of the plume can be understood as a result of unbalanced flows in the experiment. Unbalanced flow could also explain the observed wide nature of the plume compared to the predicted narrow fan.
In this case the rupture was into air in a pre-formed crater. The dimensions of the crater were based on experimental observations of other craters formed in the same experimental programme. A different depth of cover would result in a different crater shape, which may also affect the collimation of the flow out of the crater. (2012) , however, is the specific heat and, therefore, the variation of internal energy with temperature, which is important to numerical approaches such as those considered here. Future work planned in this area will examine how this affects fractions of solid CO 2 in these flows and, more specifically, the immediate post Mach shock condensed mass fraction and will compare the performance of these two methods to that derived from molecular modelling theory.
Limits of applicability
Water vapour in the atmosphere will also affect the flow, but have limited bearing on the near-field in this definition. Predictions indicate that a free jet is entirely CO 2 until approximately 40 release diameters downstream from the release point. Any water vapour in the air cannot affect the core whilst it is 100% CO 2 , so it is not able to have an effect on the Mach shock region as that is always pure CO 2 within 10 release diameters of the release point.
Given the likely size of craters formed in pipeline ruptures, it is unlikely to strongly affect the flow in the crater of a full-scale rupture. Once air does begin to mix into the core, water ice will form in the low temperature environment and since water has a latent heat of fusion greater than that of CO 2 , it will be an energy sink and the CO 2 jet itself will not be as cold as a consequence. Also, the jet plume going into the far-field formed will be more buoyant.
Re-entrainment of CO 2 back into a crater has been considered previously in two ways. Taking far-field predictions, a mixture containing 15% CO 2 and 85% air was allowed to flow into the simulation domain in previous puncture studies (Wareing et al., 2014b) , at ambient temperatures and pressures as predicted by the far-field simulation. This appeared to have no effect on the crater outflow. In the second examination, a simplified two dimensional simulation of a stalling plume was considered, as the full simulation is not possible with a near-field model alone. The results have shown that plume height is affected -it drops by one third as the cold cloud is re-entrained into the flow. Further full far-field simulations modelling the crater and employing near-field predictions, just past the Mach shock but before the interaction region in the crater, as input could be used to explore this issue further.
It is possible to say from the tests conducted, however, that re-entrainment of ambient temperature, low concentration dispersing CO 2 into the crater has little effect on a crater outflow, but re-entrainment of a stalling plume, containing high concentration, cold CO 2 does have an effect on the plume, leading to a lower levels of momentum in the plume and a lower stalling height.
A homogeneous equilibrium model has also been used throughout the simulations presented here. In the case of ruptures, this is entirely applicable, as discussed in detail elsewhere (Wareing et al., 2013b) , since the particles are small enough to be in equilibrium with the flow and follow the flow streamlines, considering thermal and dynamical relaxation times and distances for typical particle release velocities.
34
The choice of turbulence model has a bearing on the predictions. These simulations have employed the k − ǫ turbulence model with a compressibility correction required by the decompression of the underexpanded pipeline flow. We have shown previously that this model is capable of modelling free releases into air (Wareing et al., 2014a) . To ensure compatibility within the COOLTRANS research programme, we continued to employ this model for the below ground releases, with good results for punctures compared to experimental data (Wareing et al., 2014b) . However, a Reynolds-stress turbulence model would be more appropriate for these situations. Even with such a second-moment turbulence closure, it is not possible to capture the true transient turbulent nature of these releases with a RANS model, as the model is time-averaged predicting a time-averaged structure. Large eddy simulation could be advantageously employed, and may predict wider flows exiting craters, but questions then have to be answered as to how this would link with pipe-flow and far-field models and feed into the RANS methods common in industry.
The depth and type of soil cover has an important bearing on the behaviour of a rupture, in particular on the shape and dimensions of the crater generated in a rupture. Further simulations, reported in Part II of this series, examine the variation of pipeline soil cover, including depth and type, through variation of the pre-formed craters employed. That said, the case of ruptures forming their own craters in simulations is worth further consideration, but is beyond the scope of this project.
Conclusions
This article has presented a novel method for simulating sonic high pressure releases of dense phase CO 2 from the rupture of a buried pipeline. This approach has been validated against limited available experimental data.
The model is capable of predicting temperatures, structures and behaviour in the crater outflow in broad agreement with those data, obtained as part of the COOLTRANS research programme (Cooper, 2012) . Inconsistencies between the prediction and experimental data can be explained in terms of unbalanced flow into the crater, when balanced flow was assumed for the 'data-blind' simulation. This near-field prediction has required a three-phase accurate equation of state, that also accounts for the latent heat of fusion.
Further experimental data at both laboratory-scale and larger scales is required to further validate the model and shed light on the behaviour of solid CO 2 in and around the crater.
In the second part of this two-paper series on ruptures of buried CCS pipelines, this model will be applied to the numerical simulation of a rupture of a full-scale pipeline. Since no near-field experimental data close to, or just above, the crater is available for full-scale ruptures, a sensitivity study examining a range of different crater profiles will also be examined. Integrated fluxes and estimates of solid deposition will be presented in order to provide robust far-field source conditions for further CFD and quantified risk assessment. 
