Virtual network embedding (VNE) is a key area in network virtualization, and the overall purpose of VNE is to map virtual networks onto an underlying physical network referred to as a substrate. Typically, the virtual networks have certain demands, such as resource requirements, that need to be satisfied by the mapping process. A virtual network (VN) can be described in terms of vertices (nodes) and edges (links) with certain resource requirements, and, to embed a VN, substrate resources are assigned to these vertices and edges. Substrate networks have finite resources and utilizing them efficiently is an important objective for a VNE method. This paper analyzes two existing vertex mapping approaches-one which only considers if enough node resources are available for the current VN mapping and one which considers to what degree a node already is utilized by existing VN embeddings before doing the vertex mapping. The paper also proposes a new vertex mapping approach which minimizes complete exhaustion of substrate nodes while still providing good overall resource utilization. Experimental results are presented to show under what circumstances the proposed vertex mapping approach can provide superior VN embedding properties compared to the other approaches.
Introduction
Internet is being utilized to provide a wide range of services. Over a period of time (which is not too long), it has become vital component/core architecture to provide services for global commerce, media, and defense [1] .
In spite of the success attributed with the current Internet, it has some flaws which need to be addressed. The "everything over IP" [2] , as well as "best-effort" packet delivery does not suit all the services being provided on current Internet, whereas security, routing stability, and control and QoS (quality of service) guarantees are also some of the major concerns [1] .
However, there are many limitations/obstacles in overcoming the above mentioned flaws. Some of these include appropriate changes in routers and host software, as well as joint agreement of all the ISPs on any architectural change [3] . Capital investment, competing interests of stakeholders as well as end-to-end design of IP, calls for a worldwide agreement to introduce any changes [1] . Since, it is very rare that a single ISP controls complete end-to-end path, new services have only been employed/tested within small geographic locations [4] .
The challenges/requirements to overcome the Internet impasse/ossification were outlined in [3] [4] [5] . Requirements mentioned in [3] include, ease of experimentation with new architectures on live traffic, provisioning of a plausible deployment path for an architecture, and focusing of an architectural solution on a broad range of problems. The challenges described in [4] are, discovering the resources of a physical infrastructure, assigning virtual networks to underlying physical networks, and accounting of resources. Isolation, performance, scalability, flexibility, evolvability, management, and applications were the challenges identified for new generation network architectures (future network) in [5] .
Network virtualization is at the heart of proposals for addressing the Internet ossification [1, 3, 4] . It can be utilized in experimental research facilities [6] [7] [8] as well as in provision of customized end-to-end services over a shared infrastructure [1, 4] .
A primary feature of the future Internet would be to assign substrate network resources to the requested virtual networks. Therefore, virtual network embedding (VNE) is the key area in network virtualization. In order to embed/assign/map a virtual network onto the substrate/physical network, each virtual node is mapped to a physical node and each virtual link is embedded on a substrate path. A number of virtual networks (VNs) can be deployed on top of the physical network (or substrate), depending on the capability of the substrate and the demands of VNs.
Virtual network embedding (VNE) problem is NP-hard [9, 10] where several constraints need to be satisfied. In order to map a VN onto the substrate, requirements of both its vertices as well as edges should be fulfilled. In addition to this, VNs can arrive at different times, in any order and can be based on any standard network topology (e.g., star, bus, ring, or mesh). The substrate network also has a limited amount of resources. Thus, we need to embed or map a VN with resource constraints onto the substrate network (SN) which has finite resources.
In this paper, we evaluate three different vertex mapping approaches for VNE. Our first approach deals with mapping virtual vertices onto any available substrate nodes which can satisfy their demand. This method does not take into account the possibility of a node becoming bottleneck at the time of mapping a VN's vertex, is named as baseline approach (BLA), and was presented in [11] . Second approach is focused on mapping virtual vertices to the substrate nodes with maximum resources, is called as greedy node mapping (GNM), and was presented in [9] . The advantage of using GNM is that it can minimize the use of substrate resources from bottleneck nodes. Drawback of GNM can be that vertices may get mapped in such a way that more bandwidth resources may be needed to map a VN as compared to BLA. Third approach is being proposed in this paper and is named as HBNRM (hybrid BLA bottleneck node reduced mapping). Main focus of this new approach is to utilize benefits of both BLA and GNM while minimizing their disadvantages.
Main contributions of this paper are to evaluate different vertex mapping approaches and investigate their impact on VN embedding, how substrate's nodes become bottleneck and get exhausted. Resource utilization as a result of mapping vertices at different substrate locations by three vertex mapping approaches is also analyzed. In order to thoroughly investigate the impact of vertex mapping by any approach, evaluations are done by mapping sparsely and densely connected VNs on sparsely as well as densely connected substrate networks. The proposed solution starts with the hypothesis that it should be possible to avoid complete exhaustion of node resources at a lesser cost, which can improve VN embedding possibilities.
Rest of the paper is organized as follows. Section 2 defines the problem while Section 3 presents work done in the area of VNE. Section 4 describes our solution whereas, Section 5 presents simulation results. Section 6 concludes the paper.
Network Model and Problem Description
The proposed solution represents virtual as well as substrate networks as undirected graphs. The substrate network is represented by S = (N, A N , L, A L ), whereas the network to be mapped; that is, the VN is shown by
Notations for describing the VN mapping problem are summarized in Table 1 .
Throughout this document when a reference is made to a link or node, it means that it belongs to the substrate, while VN's link and node will be termed as edge and vertex, respectively. We consider central processing unit (CPU) as a resource for nodes and vertices, and bandwidth to be the resource for edges and links. Figure 1 shows a substrate network whereas Figure 2 represents a VN request. Notation for describing node and link capacities is similar to the one proposed in [9] .
VN will only be mapped on the substrate if requirements of each of its vertex as well as edge are satisfied. After mapping vertices onto the nodes which satisfy vertex demand, paths need to be calculated for each pair of nodes in the VN. Then link resources in the path are compared with the edge demand. At this point, if the path satisfies edge request, then VN is completely mapped. After satisfying requests of vertices and edges of a VN, a residual graph (S res ) is obtained which contains remaining capacities of nodes and links of the substrate [12] .
In the beginning of VN embedding process, we initialize residual capacities of nodes and links with the following actual capacities:
Therefore, when a node or link is mapping a vertex or an edge for the first time then, its residual capacity is equal to its original capacity (r n = a n ∧ r l = a l ) and the vertex or edge demand (d v or d e ) is matched with it. After initial mapping of a vertex or edge is made, the new residual capacity (r n ) of a node (n ∈ N) is obtained by subtracting vertex demand (d v ) from the node resource, whereas remaining capacity (r l ) of a link (l ∈ L) is found by deducting edge request (d e ) from the link resource:
Resources need to be returned to the substrate if, after mapping initial vertices or edges of a VN, there comes a point when requirements of a certain edge or vertex cannot be satisfied. This means that in such a scenario the initial or base graph (S base ) is regenerated: We define the cost of mapping a VN, as sum of overall substrate resources assigned to its vertices and edges, in the same way, as previously presented in [13] . Our cost function is similar to the one given in [13] :
A vertex will only be mapped on a single node whereas an edge can be mapped on a substrate path (P S m,n ) containing one or more than one links. The term (b l e ) in (4) indicates bandwidth allocated to an edge (e ∈ E) from a substrate link (l ∈ L).
Literature Review
This section is divided into two parts. It starts with a description of constraints associated with VNE, while the second part describes and categorizes work done in this area.
Constraints Associated with VNE.
The virtual network embedding problem is NP-hard [9, 10] where several constraints need to be satisfied. In addition to vertex and edge constraints, the VNs can arrive at different times and in any order whereas substrate resources are also finite. Therefore, before going through the details of various solutions to the VNE problem, it is necessary to first have a look at the constraints associated with it.
3.1.1. Node Constraints. Two types of node constraints may be associated with a VN request.
(i) Capacity. A VN request may be constrained by a certain amount of resources on its nodes. Nodes of a VN may require a fixed number of processing or memory resources, for example, in order to run an experiment, 500 MHZ of CPU may be required for each virtual node of the VN [9] .
(ii) Location. In addition to the capacity, placement of VN's nodes may be required in certain locations. This constraint may be imposed if, VN's nodes are part of a service which requires this feature, for example, CDN (Content Distribution Network), gaming service.
Link Constraints.
Two types of link constraints may be associated with a VN request.
(i) Bandwidth. In order to run an experiment or provide a service, a VN may require certain amount of bandwidth on each of its links [9] .
(ii) Link Propagation Delay. In addition to the demand of bandwidth on its links a VN may also be constrained by link propagation delay, for example, a VN carrying delay sensitive traffic to provide a service such as QoS (Quality of Service) [14] .
Admission Control.
The substrate network has finite resources on its nodes and links. Admission control process needs to be implemented for two reasons.
(i) It ensures that demands of newly arrived VNs can be fulfilled by the substrate.
(ii) Resource allocation made to already mapped VNs is not violated.
Therefore, VN requests may be rejected or postponed if the substrate does not have sufficient resources to satisfy demands of a VN at the time of arrival [9] .
Virtual Network Embedding Approaches.
After going through challenges associated with the VNE problem, we can now have a look at how they have been taken care of by various solutions. Details of such solutions will be given first; later on Table 2 also depicts this process. Description of each of these types of solutions is presented below.
3.2.1. Constraints. We consider node capacity, link bandwidth, and admission control (defined above) as basic constraints to the VNE problem. Some solutions to the VNE problem handle all basic constraints while others only provide solution to a subset of these constraints.
The solutions presented in [18, 20] do not perform admission control. Node capacity and admission control constraint are not considered in [16, 17] . Assuming that vertex mapping is known in advance, the authors have only provided solution for edge mapping in [19] , that is, they have not taken care of node capacity constraint.
The approaches presented in [9, 10, 13, 14, 21] take care of all basic constraints.
Method.
In order to embed a VN onto the substrate, we need to find appropriate mappings for both its vertices as well as edges. Therefore, the VNE problem can be decomposed into vertex and edge mapping, and for this, various approaches can be adopted.
(A) Vertex Mapping (i) Iterative Method. The iterative method of mapping VNs onto substrate networks was presented in [16] , where nodes are categorized as backbone and access nodes. In this method, first backbone nodes are mapped onto the substrate, then access nodes are connected to backbone nodes and shortest paths are computed between these nodes, after this, link capacities are calculated and in the end it is ensured that the backbone nodes have been mapped optimally.
The vertex mapping approach in [14] can also be considered to be iterative, as it selects one node (of highest degree) in each step. The process is repeated for remaining nodes moving on from nodes with highest to lowest degrees until all of them get mapped on the substrate.
Vertex mapping approach in [20] divides the entire VN topology into a set of elementary clusters. The decomposition of VNs is based on star topology, where nodes are characterized as hub and spoke. Mapping of a VN is done sequentially by assigning the decomposed star topology based VNs to the substrate, one at a time.
(ii) Simulated Annealing. Simulated annealing approach has been used to find the optimal topology for a given communication pattern in [17] , where the goal is to find optimal reconfiguration policies.
(iii) Greedy Node Mapping. Greedy node mapping approach maps vertices on nodes with maximum resources [9, 10, 18] . The advantage of using this method is to minimize the use of substrate resources at bottleneck nodes/links, which helps in satisfying the requirements of future VN requests which demand fewer resources.
(iv) Baseline Approach (BLA). The baseline approach (BLA) of mapping vertices on any available substrate nodes which can satisfy their demand (by only evaluating if, r n ≥ d v ) was presented in [11] . VNs embedded using this approach can incur less cost as compared to GNM. However, BLA does not take into account the possibility of a node becoming bottleneck at the time of mapping a VN's vertex.
(v) Mixed Integer Programming. In [13] , the authors have formulated a solution to the VNE problem by using mixed integer programming (MIP) formulation. Vertex mapping in this solution is done by using two techniques. In first algorithm vertex mapping is done deterministically and is called D-Vine (deterministic rounding based virtual network embedding algorithm) while second algorithm does it randomly and is presented as R-Vine (randomized rounding based virtual network embedding algorithm).
(B) Edge Mapping. The edge mapping approaches can be devised based on flows. The flows can be categorized as either unsplittable or splittable.
(
i) Shortest Path Mapping (SPM).
The shortest path mapping is a cost efficient approach of mapping edges on substrate paths. It has been used as a primary approach for edge mapping in a number of solutions. The solutions proposed in [14-18, 20, 21] have used SPM for edge mapping while the one given in [9] also uses it for unsplittable flows.
(ii) Multicommodity Flow. In case of splittable flows, the multicommodity flow based approach has been used for edge mapping [9, 10, 13, 19] .
VN Requests.
Virtual network requests can be either specified in advance (offline problem) or arrive as part of a dynamic process (online problem). The solutions given in [16, 18, 20] solve offline version of VNE problem, while the ones proposed in [9, 13, 14] solve it as an online problem.
Type of Mapping (TOM).
A VN embedding algorithm may be carried out either in a distributed or centralized manner. The solutions proposed in [9, 10, [16] [17] [18] 21] map VN requests in a centralized way while the ones proposed in [15, 20] assign VN requests to substrate networks using a distributed process.
Adaptability.
After VN requests get mapped on the substrate, a VNE solution may need to provide the feature of adaptability, that is, respond to variations in either substrates or VNs. This may be required in either of the following scenarios.
(i) A user may add new requirements for an embedded VN request. A set of new candidate resources may need to be identified in response to the additional requirements.
The above mentioned change in user's requirements was taken care of and a solution in this regard was proposed in [15] . A solution to the problem of dynamically reconfiguring topology of an overlay network in response to changes in communication requirements was also presented in [17] .
(ii) A physical node/link may be hosting many virtual nodes/links. In case, a problem occurs with a single physical node/link then several virtual nodes/links will be affected. Therefore, the physical/virtual node and link failures should always be kept into consideration and virtual nodes and links should be re-mapped if a failure occurs. An approach to take care of vertex/node as well as edge/link failures of VNs and substrates, and remap VN's vertices and edges on alternate nodes and links has been presented in [15] . Provision of path resiliency by constructing alternate one-hop overlay routes via intermediary nodes was part of the solution proposed in [14] .
(iii) The concept of "path migration" by either changing the splitting ratios of existing paths or selecting new underlying paths can enable a substrate to accommodate a newly arrived VN.
The idea of path migration was presented in [9] . (iv) After being mapped, a VN may be reconfigured to be assigned to a different set of substrate nodes and links upon arrival of a new VN request.
In [18] , a solution termed as "VN assignment with reconfiguration" has been proposed which states that node and link assignments to an embedded VN request are not fixed for its lifetime and may be changed at the arrival of a new VN request in order to better utilize substrate resources.
Optimization
Objective. VNE is a resource constrained problem and in addition to the main objective of optimizing the use of substrate resources, proposed solutions for this problem have focused on several other factors as well.
The solutions proposed in [9, 18] focus on maximizing the usage of substrate resources, while in [14] the focus has been on mapping of virtual networks to achieve high quality and resilience.
In case, a substrate node or link fails, the virtual vertices or edges mapped on it should be moved quickly enough (adaptation time should be minimized) to other nodes or links which can satisfy resource requirements, which was the objective of distributed fault-tolerant embedding algorithm, as proposed in [15] .
The objective of mapping virtual networks onto a common substrate in such a way that can enable a network to support any traffic pattern allowed by a general set of constraints while minimizing the network cost was presented in [16] .
Using dynamic overlay topology reconfiguration, a solution was proposed in [17] to minimize the cost of using an overlay. The two types of costs considered were occupancy cost and reconfiguration cost.
The objective of maximizing the acceptance ratio and revenue was achieved by doing coordinated node and link mapping as presented in [13] .
The goal of maximizing the number of accepted VNs by preallocating resources for nodes and solving link mapping based on multicommodity flow was proposed in [19] .
The objective of minimizing the network cost by mapping VNs using a distributed method and in the process achieving balanced load-sharing among all substrate nodes was the focus of solution proposed in [20] .
The goal of minimizing mapping time was achieved by using simulated annealing technique and presented in [21] . Table 2 shows how solutions to the VNE problem have handled challenges associated with it.
Hybrid BLA-BNRM Approach (HBNRM)
VN mapping process starts by assigning vertices to nodes, then proceeds on to find k-shortest paths [22] between each pair of mapped nodes, and finishes by mapping edges onto paths that satisfy their demand. Our approach is inspired to some extent by [9] as we use similar notations to denote both virtual and substrate networks. However, we use a different k-shortest paths algorithm [22] than edge disjoint paths [9] , as it gives us a better choice of mapping an edge on substrate paths. The proposed approach solves VNE problem by considering all basic constraints (Section 3.2.1), handles VN requests online (Section 3.2.3), type of mapping is centralized (Section 3.2.4) whereas optimization objective (Section 3.2.6) is to maximize acceptance ratio (MAR). This section will initially present a description of our vertex mapping approach and in the second phase, edge mapping approach will be described.
Vertex
Mapping. First step of the proposed solution starts by finding candidate nodes of the substrate, which can map vertices by satisfying their demands. In this phase, each vertex (v ∈ V ∧ d v ∈ D V ) has to be mapped to a different node (n ∈ N ∧ a n ∈ A N ). Several approaches can be adopted for this purpose and each will affect how VNs get mapped as well as substrate resources are utilized in the process. In this paper, two existing (i.e., BLA and GNM) and one proposed approach (HBNRM) will be evaluated.
Before going through the details of our vertex mapping approach (HBNRM), it is important to give definition of bottleneck as well as exhausted nodes.
Bottleneck Nodes (B(N)).
The idea to minimize the use of substrate resources from bottleneck nodes and links was presented in [9] , while, the concept of bottleneck links was also mentioned in [23] . Nodes and links having lack of residual capacities to map vertices/edges and hence resulting in rejection of a VN request were termed as bottlenecks in [10] . We proposed definitions for bottleneck nodes and links of a substrate in terms of their capability of mapping vertices and edges of VNs due to arrive in future in the mapping process in [11] .
We define a node as a bottleneck if, it is unable to map two vertices (of highest capacity) of future VN requests. In other words, residual capacity of a bottleneck node is less than a certain value (r n < val n ).
Exhausted Nodes (E(N)
). An exhausted node is a bottleneck node, whose resources get completely utilized (r n = 0).
We now describe our vertex mapping approach. In future work of [11] it was mentioned that one possible extension of that work could be to investigate how the two approaches (i.e., BLA and BNRM) could be combined in order to maximize the number of virtual networks that are mapped, while still avoiding bottleneck nodes. Another objective of the new approach should be to utilize benefits of both BLA (baseline approach) and GNM (greedy node mapping approach) while trying to minimize their disadvantages. In other words, we should be able to minimize bottleneck nodes of a substrate (GNM's advantage) while trying to minimize the cost to map a VN (BLA's advantage). We have named this approach as HBNRM (Hybrid BLA-BNRM) approach which is presented below.
One important component of HBNRM is the use of node exhaustion limit (nel) values. Nel is a value which is used to make sure that a node does not become bottleneck. The vertex is only mapped on the node if, after mapping, the node has resources equal to or greater than nel. Nel values are used according to the rule defined below.
80/50 Rule for NEL Values.
We start by using a nel value (val n , defined above) which ensures that a node does not become bottleneck after mapping a vertex. This value is increased or decreased according to the following criteria.
(i) When about eighty percent (80%) of nodes reach the set nel value in an interval (or request window), it is decreased to the next level and then same rule gets applied to the new value.
Experiments have shown that once about eighty percent nodes reach a set nel value then it may be decreased otherwise, VNs may get dropped for next interval even though sufficient node resources maybe present in the substrate.
(ii) If greater than fifty percent (50%) VNs get dropped in an interval in early stages of VN mapping process, then, nel value is increased to the next level.
When VNs get rejected in early stages of mapping process then, it could mean that sufficient node resources are present in the substrate but link resources have started to exhaust as a result of mapping vertices on same nodes repeatedly. By increasing nel value it can be ensured that nodes which were not selected previously can now be selected for mapping of new VN requests and as a result more link resources could be made available.
(iii) If greater than fifty percent (50%) VNs get dropped in an interval in later stages of VN mapping process, then, nel value is decreased to the next level.
When VNs get rejected in later stages of mapping process, then it could mean that link resources have started to exhaust and a decrease in nel value may map vertices on different nodes and as a result some unused links may become available for edge mapping.
So, nel value is increased or decreased when either of above conditions occurs. In Section 5.2, we will explain cases where nel values were increased or decreased and which condition of 80/50 rule was applied.
Another important point about 80/50 rule is that it can be modified according to number of VNs considered for an interval (request window). In this paper, 50 VNs constitute an interval (request window), if number of VNs are reduced to 40 for an interval this could change the rule to 85/55. Similarly if VN requests are increased to 60 then rule might become 75/40.
The vertex mapping function for HBNRM can be given as
Journal The nel t in (5), defines the time at which a VN arrives and is compared with a certain nel value. Vertex mapping function in (5) starts by checking all the vertices (V) and first selects the one which demands most processor resources (max(D V )). The benefit of doing this is that if, the substrate cannot satisfy the demand of this vertex then the mapping process stops here for this VN and requirements of remaining vertices do not need to be checked, which saves amount of computations according to number of vertices in a VN. In this way, if demand of the first vertex is satisfied then the process is repeated for all remaining vertices moving on from vertex demanding most to the least resources.
The vertex mapping algorithm is defined in Algorithm 1. VN requests are satisfied by using first come first served (FCFS) approach and the process begins by assigning vertices to unique substrate nodes according to the selected vertex mapping function (BLA, HBNRM, or GNM). In the next step, residual capacities of nodes (selected for mapping vertices of the VN) are generated. The edge mapping algorithm is called only if, all vertex requests of a VN can be satisfied at this stage.
Edge
Mapping. The next step is to map an edge (e ∈ E ∧ d e ∈ D E ) on a substrate path (P S m,n ) containing one or more than one links. In the proposed solution, k-shortest paths [22] are found for each edge. The next step is to calculate resources on a path. To achieve this objective, we take link with minimum resources in the path (min(P S m,n )) and match edge demand with it. If this link can satisfy edge request, then remaining links will surely be able to do that.
The approach of mapping an edge on shortest of kshortest paths, which can satisfy its demand, termed as shortest path mapping (SPM), was presented in [9, 11] . Edge mapping function for the SPM can be given as
The edge mapping algorithm is defined in Algorithm 2. Edge mapping phase of the solution assigns all edges to the substrate paths and is executed number of times the total edges in a VN. It starts by finding out shortest of k-shortest paths (for k = 1) for each edge of the VN. In the next step, resources on that path are calculated and edge demand is matched with it. If this path has sufficient resources to satisfy the edge demand, then it is selected for mapping that particular edge. Otherwise, the process continues till either a path among the k-shortest paths can satisfy edge request or no path has sufficient resources to satisfy edge demand. In case, after mapping the initial edges of a VN, there comes a point when the requirements of a certain edge cannot be satisfied by the substrate, then the resources reserved initially for edges and vertices of a VN need to be returned to the substrate (Step 3). At this point, if there are sufficient path resources to satisfy request of all the edges then the VN is completely mapped (VN request satisfied).
Experimental Setup and Evaluation
This section is divided into two parts; first describes experimental setup while second presents evaluation results. The proposed solution has been implemented using Matlab.
Experimental Setup.
Substrate networks have been generated using the BRITE tool [24] whereas, virtual networks have been created using Matlab.
Substrate Networks.
The proposed solution has been tested on four different substrate networks (S 1 , S 2 , S 3 , and S 4 ). Two of these networks (S 1 and S 2 ) consist of 100 nodes and about 500 links [9, 11, 12] , while S 3 and S 4 comprise of 100 nodes and about 300 links [25] . The node resource (CPU) as well as link resource (bandwidth) is assigned different values from 10 to 100 units. The size of substrates (S 1 and S 2 ) can be compared with that of a medium sized ISP [9] . The substrates S 1 and S 2 have more links (are densely connected) but contain different number of node and link resources. The substrates S 3 and S 4 have fewer links (are sparsely connected) and also contain different number of node and link resources.
Virtual Networks.
Two different sets of VNs have been mapped onto substrate networks; each set differs from the other, by number of edges.
Set 1.
Number of vertices of a VN is randomly chosen between 2 and 10 and vertices are randomly connected with the probability 0.3.
Set 2.
Number of vertices of a VN is randomly chosen between 2 and 10 and vertices are randomly connected with the probability 0.5. Set 2 is similar to the setup presented in [9, 11, 12, 18] while Set 1 resembles with the one given in [11, 25] . Vertex and edge resources in both sets are randomly chosen from 1 to 5. Two sets of VNs put different demand on substrate's paths and can impact on how VNs are mapped.
Evaluation.
The main focus of evaluation is to analyze the effect of using three different vertex mapping approaches (BLA, GNM, and HBNRM). Evaluation is done by mapping sparsely and densely connected VNs on sparsely and densely connected substrates. Results are presented in the form of graphs and tables which show the impact of using each approach on mapping VN requests, the way resources are utilized, nodes become bottleneck and get exhausted.
Results for densely connected substrates (S 1 and S 2 ) will be presented first which will be followed by a discussion about sparsely connected substrates (S 3 and S 4 ). The section ends with a summary of results. When a substrate is densely connected, has higher number of resources (i.e., S 1 ), and a set of sparsely connected VNs (VN-Set 1) is mapped on it, then mapping results are almost similar for all methods (Figure 3 ). VNs put less demand on substrate's paths and even if vertices are mapped on different locations in the substrate by each approach, sufficient resources are available for edge mapping and therefore, mapping results are almost similar. However, among three approaches, GNM has highest cost for VN mapping, whereas BLA has least cost ( Figure 3 ).
Densely Connected Substrates (S
An almost similar VN mapping trend (like that of Figure 3 ) can be seen when a set of densely connected VNs (VN-Set 2) is mapped on S 1 (Figure 4) .
When the substrate is densely connected but has comparatively less number of resources (i.e., S 2 ) and a set of densely connected VNs (VN-Set 2) is mapped on it, then mapping results are quite different than previous substrate (S 1 ), as shown by Figure 5 . In case of GNM, vertices can be mapped at a distance from each other and since the substrate has fewer resources so, the edge demand can become difficult to fulfill. In this case, BLA and HBNRM give almost similar mapping of VN requests ( Figure 5) . Tables 3 to 20 (i) When same number of VNs are mapped by evaluated methods at a particular instant of time.
The actual cost comparison between any compared approaches can be seen when same number of mapped VNs are analyzed from initial set of VNs. Cost is only incurred when VNs are mapped and once VN mapping decreases so will incurred cost. Secondly, since we have used random VNs so it would be unfair to compare an approach which maps more VNs having higher number of nodes and in the process incur more cost with the one which maps more VNs with lesser number of nodes and also costs less. Since, mapped VNs from initial set would be same for all the approaches so we will make cost comparison based on that.
(ii) The overall VNs mapped by using a certain method. When more overall VNs are mapped by using a particular method then, it can incur more cost.
For sparsely connected set of VNs (VN-Set 1) three approaches map similar number of VNs when initial 250 VN requests arrive on S 1 (Tables 3 to 5) . At this point, average cost of mapping a VN, C(M avg ) for BLA is 37.49, for GNM is 40.52, whereas for HBNRM is 38.71 units of substrate Table 10 : GNM resource utilization (VN-Set 2; substrate N/W: S 2 ). resources. So BLA's cost of mapping VNs is the least whereas GNM's mapping cost is the highest among three approaches.
Overall as well, GNM uses 0.9% more resources as compared to BLA and 0.68% more when matched with HBNRM (Tables 3 to 5 ). For this set of VNs almost similar number of overall VNs is mapped by using either of three approaches (Tables 3 to 5) .
For densely connected set of VNs (VN-Set 2) three approaches map similar number of VNs when initial 100 VN requests arrive on S 1 (Tables 6 to 8) . At this point, average cost of mapping a VN, C(M avg ) for BLA is 57.05, for GNM is 67.83, whereas for HBNRM is 57.6 units of substrate resources. So, in this case as well BLA's cost of mapping VNs is least whereas GNM's mapping cost is the highest among three approaches.
Overall, HBNRM uses 2.92% more resources as compared to BLA and 1.45% more when matched with GNM (Tables 6 to 8 ). For this set of VNs although overall mapped VNs is almost similar by using either of three approaches but their mapping trends are different and therefore, more overall resources are utilized by HBNRM (Tables 6 to 8) .
When a set of densely connected VNs (VN-Set 2) is mapped on S 2 the evaluated approaches map similar number of VNs when initial 50 VN requests arrive (Tables 9 to 11) . At this point, average cost of mapping a VN, C(M avg ) for BLA is 54.88, for GNM is 64.24, whereas for HBNRM is 55.5 units of substrate resources. So, in this case as well BLA's cost of mapping VNs is the least whereas GNM's mapping cost is the highest among three approaches.
Overall, BLA uses 7.18% more resources as compared to GNM (Tables 9 and 10 ). However, BLA maps 6.5% more VNs as compared to GNM as well (Tables 9 and 10 ). When matched with HBNRM although BLA maps 1% more VNs (Tables 9 and 11 ) but their mapping trends are different and it uses 0.26% less resources (Tables 9 and 11 ). Nodes (B(N) ). Nodes start to become bottleneck from VN interval-1 (VNs 1-50) when BLA is used for mapping on S 1 or S 2 (Tables 3, 6 , and 9). In case of GNM there are no bottleneck nodes till the sixth interval on S 1 (Tables 4 and 7) . When approach used is HBNRM then also nodes start to become bottleneck after sixth interval on S 1 (Tables 5 and 8 ). For HBNRM nodes do not become bottleneck as long as nel value is set according to bottleneck limit (val n ) as defined in Section 4.1. Starting nel value for nodes in Tables 5, 8 , 11, 14, 17, and 20 is 10 (val n = 10), since, maximum capacity of any vertex for both sets of VNs is 5. If nel value needs to be decreased to comply with either condition (i) or (iii) of 80/50 rule for nel values (Section 4.1) it is initially set to 5 for these sets of VNs (val n = 5). The objective behind this new value is that a node will still be able to map at least one vertex of highest capacity of future requests. On substrate S 1 for both sets of VNs nel value needs to be decreased for seventh interval to comply with condition (i) of 80/50 rule for nel values (Tables 5 and 8 ). So, bottleneck nodes start to appear from there onwards.
(c) Bottleneck
In case of GNM there are no bottleneck nodes on S 2 (Table 10) , as it maps fewer VNs than compared approaches (Tables 9 to 11 ). When approach used is HBNRM then, nodes start to become bottleneck after seventh interval (Table 11 ). According to condition (i) of 80/50 rule for nel values (Section 4.1) nel value needs to be decreased for eighth interval (Table 11) . So, bottleneck nodes start to appear in that interval. (E(N) ). When BLA is used on S 1 or S 2 , nodes start to exhaust from first interval (Tables 3, 6 , and 9). In case of GNM only 9% nodes exhaust for VN-Set 1 on S 1 (Table 4) whereas no node resource exhausts for VN-Set 2 (Table 7) , similar trend can be seen for HBNRM where no node resource exhausts (Tables 5 and 8 ). When GNM and HBNRM are used on S 2 , no node resources exhaust (Tables  10 and 11 ). 3 and S 4 ) (a) VN Mapping (Map(M n )). When a substrate is sparsely connected (i.e., S 3 ) and a set of sparsely connected VNs (VN-Set 1) is mapped on it, then mapping results are almost similar for all methods ( Figure 6 ). VNs put less demand on substrate's paths and even if vertices are mapped on different locations in the substrate by each approach, sufficient resources are available for edge mapping and therefore, mapping results are almost similar (Figure 6 ).
(d) Exhausted Nodes

Sparsely Connected Substrates (S
When a set of densely connected VNs (VN-Set 2) is mapped on the same substrate (S 3 ), then mapping results are quite different than previous set of VNs (Figure 7 ). In case of BLA, vertices can be mapped repeatedly on same nodes and since the substrate has fewer link resources they can exhaust early. Therefore, the edge demand can become difficult to fulfill. In this case, GNM and HBNRM give almost similar mapping of VN requests until the arrival of 300 VNs (Figure 7) . However HBNRM overall, maps more VNs as compared to GNM (Figure 7) .
When the substrate is sparsely connected, has comparatively higher number of resources (i.e., S 4 ) and a set of densely connected VNs (VN-Set 2) is mapped on it, then too trend of mapping VNs by evaluated approaches is quite similar to that of previous substrate (S 3 (Tables 12 to  14) . At this point, average cost of mapping a VN, C(M avg ) for BLA is 38.88, for GNM is 45.04, whereas for HBNRM is 38.82 units of substrate resources. In this case, BLA and HBNRM's cost of mapping VNs is almost similar whereas GNM's mapping cost is the highest among three approaches. Overall BLA uses 0.62% more resources as compared to GNM and 1.47% when matched with HBNRM (Tables 12  to 14) . However, BLA maps 3.5% more VNs as compared to GNM and 1.75% more when matched with HBNRM.
When a set of densely connected VNs (VN-Set 2) is mapped on S 3 then, the evaluated approaches do not give similar mapping results from initial set of VNs (Tables 15 to  17) . Therefore, cost comparison for this set of VNs cannot be presented. Overall, BLA uses 10.54% less resources as compared to GNM, and 12.76% less when matched with HBNRM (Tables 15 to 17 ). However in this case, BLA maps 9.5% less VNs as compared to GNM (Tables 15 and 16 ) and 14.5% less when matched with HBNRM (Tables 15 and 17) .
Three approaches map similar number of VNs when initial 50 VN requests arrive on S 4 (Tables 18 to 20) . At this point, average cost of mapping a VN, C(M avg ) for BLA is 57.68, for GNM is 82.86, whereas for HBNRM is 59.94 units of substrate resources. So, in this case as well BLA's cost of mapping VNs is least whereas GNM's mapping cost is highest among three approaches.
Overall HBNRM uses 12.37% more resources as compared to BLA (Tables 18 and 20) and 3% more when matched with GNM (Tables 19 and 20) . However in this case, HBNRM maps 11% more VNs as compared to BLA (Tables 18 and 20 ) and 7.75% more when matched with GNM (Tables 19 and 20) . Nodes (B(N) ). Nodes start to become bottleneck from VN interval-1 (VNs 1-50) when BLA is used for mapping on S 3 or S 4 (Tables 12, 15, and 18). In case of GNM there are no bottleneck nodes till the seventh interval for VNSet 1 on S 3 (Table 13) , and for VN-Set 2 no node becomes bottleneck (Table 16 ). When approach used is HBNRM then nodes start to become bottleneck after sixth interval in case of VN-Set 1 (Table 14) . For HBNRM, nodes do not become bottleneck as long as nel value is set according to bottleneck limit (val n ) as defined in Section 4.1. However, according to condition (i) of 80/50 rule for nel values (Section 4.1) it needs to be decreased for seventh interval for VN-Set 1 (Table 14) . In case of VN-Set 2 no node becomes bottleneck (Table 17) . Less number of VNs gets mapped for VN-Set 2 as compared to VN-Set 1 for both GNM and HBNRM and therefore no nodes become bottleneck (Tables 16 and  17 ). According to condition (iii) of 80/50 rule for nel values (Section 4.1) it needs to be decreased for next interval for VN-Set 2 (Table 17) if more VN requests arrive as more than 50% VNs get dropped in eighth interval (Table 17) .
(c) Bottleneck
In case of GNM there are no bottleneck nodes on S 4 (Table 19 ). When approach used is HBNRM then, also there are no bottleneck nodes (Table 20) . However, according to condition (ii) of 80/50 rule for nel values (Section 4.1) nel value needs to be increased for fifth interval (Table 20) . Number of mapped VNs is below 50% in the fourth interval (Table 20) and therefore nel value is increased to the next level for fifth interval and again 80/50 rule is applied on that value. Moreover, according to condition (iii) of 80/50 rule for nel values (Section 4.1) it needs to be decreased for next interval if more VN requests arrive as more than 50% VNs get dropped in eighth interval (Table 20) . (E(N) ). When BLA is used, nodes start to exhaust from first interval on S 3 and S 4 (Tables 12, 15 , and 18). In case of GNM no node resource exhausts on S 3 and S 4 (Tables 13, 16 , and 19), similar trend can be seen for HBNRM where no node resource exhausts (Tables 14, 17 , and 20).
(d) Exhausted Nodes
Summary 1.
When a substrate has higher number of resources and is densely connected, then the three approaches give almost similar results in terms of number of mapped VNs when either sparsely or densely connected VNs are mapped (Figures 3 and 4, Tables 3 to 8 ). Resources by each approach are utilized in a different manner. BLA uses least whereas GNM uses highest number of resources ( Figures 3 and 4, Tables 3 to 8) . However, when the substrate is densely connected but has lesser number of resources and a set of densely connected VNs are mapped then BLA maps more VNs as compared to GNM ( Figure 5 , Tables 9 and 10 ).
On a sparsely connected substrate, when a set of sparsely connected VNs get mapped then also compared approaches give almost similar mapping results ( Figure 6 , Tables 12 to  14) . However, when the substrate is sparsely connected but a set of densely connected VNs are mapped then GNM maps more VNs as compared to BLA (Figures 7 and 8 , Tables 15  and 16, Tables 18 and 19 ).
The HBNRM approach is either close to or gives better VN mappings than compared approaches on either sparsely or densely connected substrates (Figures 3 to 8 , Tables 3  to 20 ). The flexibility of 80/50 rule for nel values facilitates in doing better vertex mapping in changing scenarios and thus good mapping results can be achieved regardless of the type of substrate. HBNRM comes close to GNM in terms of minimizing complete exhaustion of node resources of a substrate, and also is near to BLA in terms of reducing mapping cost of VNs (Tables 3 to 20) .
Conclusion and Future Work
We have proposed an approach to virtual network embedding which not only minimizes complete exhaustion of substrate nodes but also does that at the cost of utilizing comparatively less resources than an existing approach. Main focus of this approach is to do cost efficient mapping of vertices on those nodes of a substrate which after mapping, do not become bottleneck for future VN requests.
The proposed approach (referred to as HBNRM) has been compared with existing vertex mapping methods BLA and GNM. BLA does not take node resource exhaustion into consideration which GNM does but can map VNs at a higher cost. The number of virtual networks that can be assigned to a substrate has been investigated for varying distributions of VN requests and substrate topologies. The results show that BLA is favorable for densely connected substrates, while GNM gives better results for sparsely connected ones. HBNRM, on the other hand either gives almost similar or better VN mappings for both sparsely as well as densely connected substrates when compared with BLA and GNM.
One possible extension of this work is to include the feature of adaptability to either deal with change in user's demands after a VN gets mapped on the substrate or, handle node and link failures.
