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Manual palpation is a well-established routine in clinical medicine for health 
evaluation. It is a method of soft tissue discrimination according to their elastic 
properties. However, manual palpation is constrained by organ accessibility, 
tangible sensitivity and personal subjectivity. Magnetic resonance elastography 
(MRE) is an emerging technique for the quantification of soft tissue elasticity. It 
extends palpation to internal organs and tissues. The resultant shear modulus 
distributions or elastograms provide useful information complementary to structural 
magnetic resonance imaging (MRI). 
We conducted a series of experiments on static and dynamic MRE at the 
National University Hospital (NUH), Singapore. Dynamic MRE experiments were 
also conducted at the National Institute of Advanced Industrial Science & 
Technology (AIST), Japan and the National Institute of Radiological Sciences 
(NIRS), Japan. In this study, we concentrated on dynamic MRE, hereafter termed as 
MRE unless otherwise stated.  
Different from conventional structural images, MRE wave images are not 
directly interpretable. Sophisticated algorithms are required for MRE elasticity 
reconstruction. Local frequency estimation, algebraic inversion of differential 
equations and matched filters have been implemented and evaluated in our study. 
Some refractory issues, such as wave interference, phase wrapping and imaging 
noise, were investigated as well. We found that most algorithms for elasticity 
reconstruction were nonetheless susceptible to these refractory issues. 
In order to enhance MRE wave images, we developed new algorithms for phase 
unwrapping and directional spatiotemporal filtering. A numerical platform – level 
set diffusion – was proposed for unified noise suppression and image enhancement. 
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Four controlling schemes, namely min/max curvature flow, Perona-Malik diffusion, 
coherence-enhancing diffusion and complex anisotropic diffusion, were developed 
and evaluated against traditional Gaussian and median filters. When the extracted 
wave fields are complex, complex anisotropic diffusion is particularly suitable for 
MRE image enhancement. There is a good tradeoff between noise suppression and 
elasticity consistency. In contrast, Gaussian smoothing distorts the values of 
elasticity, and median filtering is not good for structural similarity. 
We further investigated level set methods for MRE elastogram analysis, and 
have made contributions in two aspects. The first contribution is a new level set 
formulation unifying image gradient, region competition and prior information. It is 
helpful for robust elastogram segmentation. The other contribution is a hybrid level 
set model for piecewise constant elasticity modeling . It segments MRE elastograms 
and registers them to the corresponding magnitude images. Optimization is 
accomplished by alternating global and local region competitions. The resultant 
piecewise constant elasticity facilitates MRE analysis and interpretation. 
In summary, the work presented in this thesis advances the research on MRE 
image processing and analysis. To the best of our knowledge, this is the first 
systematical investigation of MRE image enhancement beyond Gaussian or median 
filtering. Level set diffusion is optimal for noise suppression and image 
enhancement in MRE. On the other hand, it is common to manually specify regions 
of interest in MRE images for elasticity evaluation. We proposed to automate this 
procedure by using level set methods for elasticity modeling and interpretation. Two 
new level set models have been developed, one for segmentation and the other one 
for piecewise constant modeling. These new methods have been evaluated on 
synthetic and/or real MRE datasets.
 VII  
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CHAPTER 1  
INTRODUCTION 
 
1.1   BACKGROUND 
An objective of medical imaging is to characterize the anatomical composition 
of organs and tissues. This information is useful for physiological and/or 
pathological evaluation. We are interested in discriminating pathological and/or 
ablated hepatic tissues from normal ones. However, the physical properties obtained 
by common imaging modalities, including bulk modulus, linear attenuation 
coefficient and magnetic resonance relaxation time, are distributed within a limited 
range of values (Figure 1-1). In other words, ultrasonography (US), x-ray computed 
tomography (CT) and even magnetic resonance imaging (MRI) are not sufficiently 
effective for soft tissue discrimination (Manduca et al. 2001; Greenleaf et al. 2003; 
Yin et al. 2009; Mariappan et al. 2010). 
Manual palpation is a well-established routine in medicine and healthcare to 
differentiate between normal soft tissues and lesions. The elastic properties of soft 
tissues vary greatly during physiological or pathological development (Duck 1990). 
It seems promising to characterize and discriminate soft tissues according to their 
elastic properties (Figure 1-1). However, in view of tissue accessibility, tangible 
sensitivity and subjective experience, manual palpation is usually limited to hepatic 
cirrhosis or breast tumors. On the other hand, the common imaging modalities do 
not reveal information about elastic properties. Therefore, in order to quantify soft 





tissue elasticity, a new imaging technology – elastography – was developed in the 
early 1990s (Ophir et al. 1991). 
 
Figure 1–1. Contrast mechanisms of different imaging modalities. (Adapted from Mariappan et al. 
2010) 
Different methods and systems have been developed and validated for 
elastography. An elastography system usually involves three components (Fatemi et 
al. 2003; Mariappan et al. 2010): an actuator inducing the controlled motion to the 
tissues under investigation, the modality for deformation or wave imaging, and the 
algorithm for elasticity interpretation. In terms of motion imaging, both US and MRI 
have been proposed for elastography (Ophir et al. 1991; Muthupillai et al. 1995; 
Fatemi et al. 2003). We chose the latter for its higher resolution, volumetric imaging, 
and versatile imaging sequences. In other words, our research is focused on 
magnetic resonance elastography (MRE), and oriented to improving MRE for soft 
tissue characterization. 
MRE is developed to quantify soft tissue elasticity by using the MRI with 
motion-sensitive imaging sequences. Since tomographic imaging is susceptible to 
movement of the target object, it is important to suppress the resultant motion 





artifacts (Norris 2001). On the other hand, it is interesting to image various 
phenomena of physiological movements (Ozturk et al. 2003; Uffmann & Ladd 
2008). Different MRI mechanisms have been proposed to image blood flow, 
myocardial movement and even metabolism (Zerhouni et al. 1988; Muthupillai et al. 
1995; Aletras et al. 1999). Note that these physiological motions are spontaneous. In 
contrast, MRE makes use of quasi-static deformation or low-frequency vibration as 
a probe of soft tissue elasticity (Mathupillai et al. 1995, 1996a, 1996b; Manduca et 
al. 2001; Mariappan et al. 2010). 
Table 1–1. Typical shear stiffness values of soft tissues. (Adapted from Mariappan et al. 2010) 
Soft Tissue Stiffness (kPa) Actuation (Hz) References 
Liver   (Yin et al. 2007) 
  Healthy 2.2 60  
  Cirrhotic 8.9   
Prostate   (Kemper et al. 2004) 
  Central 2.2 65  
  Peripheral 3.3   
Breast   (McKnight et al. 2002) 
  Adipose  3.3 100  
  Fibroglandular 7.5   
  Tumor 25   
Brain   (Kruse et al. 2008) 
  Gray Matter 5.2 100  
  White Matter 13.6   
Muscle   (Basford et al. 2002) 
  Healthy 16.6 150  
  Neuromuscular Disease 38.4   
    
There have been various publications on the potential of MRE in medicine and 
healthcare. It seems that shear stiffness is really an effective index for soft tissue 
discrimination and health evaluation (Table 1-1). MRE is useful to discriminate 
pathological or ablated tissues from normal ones, which has been validated for liver 
tumors (Venkatesh et al. 2008; Vizzutti et al. 2009) and breast lesions (Plewes et al. 





2000; Sinkus et al. 2005). Another important application of MRE is to quantify the 
physiological development of soft tissues with their elastic properties (Weaver et al. 
2005; Men et al. 2006; Sack et al. 2009). In medicine and healthcare, it is attractive 
to determine physiological aging or pathological development in the early stage (Yin 
et al. 2007, 2009; Kruse et al. 2008). 
 
1.2   RESEARCH OBJECTIVES 
Up to now MRE remains an exploratory problem although there have been a 
good many publications on it. For example, two distinct mechanisms, which were 
established for quasi-static deformation and dynamic wave propagation, respectively, 
can be used for MRE. Static MRE is designed to image and visualize motion or 
deformation directly. Magnetic resonance tagging (MRT), a candidate solution for 
static MRE, has been validated for cardiac imaging. However, MRT is limited by 
sparse tagging, and thus often used for qualitative evaluation only. Dynamic MRE is 
advantageous with respect to quantification and spatial resolution. Nevertheless, we 
have to indirectly reconstruct elastic properties from MRE wave images. Therefore, 
it is an important problem in our study to explore and evaluate different MRE 
systems. 
For MRE experiments, we have to develop MRI-compatible actuation systems, 
program special motion-imaging sequences and design the algorithms for elasticity 
interpretation. In our group some colleagues from the National University of 
Singapore (NUS), the University of Tokyo (UT) and Chiba University (CU) are 
dedicated to MRE actuation systems (Zaman et al. 2007; Takei et al. 2009, 2010). 
Some colleagues from the National Institute of Advanced Industrial Science and 
Technology (AIST), Tsukuba, Japan are working on various imaging sequences for 
MRE (Numano et al. 2005; Yoshonaka et al. 2006). The work presented in this 
thesis is focused on MRE image processing and analysis. 





It is not an easy task to process and interpret MRE images. Dynamic MRE 
manifests wave propagation within soft tissues. We have to reconstruct soft tissue 
elasticity indirectly from the patterns of wave propagation (Manduca et al. 1996, 
2001; Suga et al. 2003; Papazoglou et al. 2008; Kwon et al. 2009). In contrast, static 
MRE captures slowly-varying tissue deformation, where elasticity reconstruction 
has to take stress distribution and boundary condition into account (Young et al. 
1995; Amini et al. 2001; Aletras et al. 1999; Tustison & Amini 2006; Wen et al. 
2008). Our work is mainly focused on the methods of image processing and analysis 
for dynamic MRE, although some should be applicable to static MRE as well. 
Level set methods (LSMs) define a numerical framework for representing and 
tracking dynamic curves, surfaces, or higher-dimensional interfaces (Sethian 1999; 
Osher & Fedkiw 2003). LSMs confer many advantages, for example, stable 
interface evolution and adaptive topological variation. LSMs have been widely 
applied to computational geometry, image processing, fluid mechanics, computer 
vision and even material sciences (Sethian 1999), but rarely for MRE. Note that 
LSMs merely define a general numerical framework for dynamic implicit interfaces, 
and it is usually necessary to design specific level set models for different 
applications. An objective of this thesis is to examine current level set models and 
explore their applicability to MRE image processing and analysis. 
It is not easy to obtain perfect MRE wave images with sufficiently good 
signal-to-noise ratio (SNR). There are uncontrollable noise and artifacts from 
electromechanical actuators and/or imaging modalities. Most algorithms for 
elasticity reconstruction are unfortunately susceptible to such interfering noise and 
artifacts, which distort the values of elasticity as well as structural composition. 
Therefore, it is interesting to investigate LSMs for MRE image enhancement. 
We have been working on soft tissue modeling for computer-aided surgery 
(Kim et al. 2002; Wang et al. 2005; Teo et al. 2007; Chui et al. 2009; Li et al. 2009). 
Elasticity is one of important properties for soft tissue modeling (Madelin et al. 





2004). However, at present, both MRE imaging and elasticity reconstruction still 
suffer from a variety of technical limitations, which makes computerized elasticity 
interpretation and soft tissue modeling difficult. As a consequence, the third 
objective is on how to facilitate MRE interpretation by using LSMs. 
 
1.3   CONTRIBUTIONS 
MRE is an emerging technique for visualization and quantification of soft tissue 
elasticity. All MRE components, including the actuation systems (Zaman et al. 2007; 
Takei 2010), the motion-imaging pulse sequences and the algorithms for elasticity 
reconstruction (Suga et al. 2003; Li et al. 2010b), are now under investigation. A 
series of challenging issues have been identified in our study. For example, MRE 
actuation and imaging is faced with the dilemma of penetration and resolution, and 
sufficiently accurate algorithms are lacking for elasticity reconstruction. In this 
thesis, we concentrate on investigating LSMs for MRE image processing and 
analysis. 
MRE elasticity reconstruction is susceptible to noise, artifacts and low SNR 
(Manduca et al. 2001, 2003; Papazoglou et al. 2006). We derive the numerical 
framework – level set diffusion (LSD) – from the Hamilton-Jacobi functional for 
MRE image enhancement (Li et al. 2010a). Four controlling mechanisms, namely 
min/max curvature flow (MCF), Parona-Malik diffusion (PMD), 
coherence-enhancing diffusion (CED) and complex anisotropic diffusion (CAD), are 
incorporated to regulate level set evolution. Both qualitative and quantitative 
evaluations indicate that LSD with CAD is efficient for MRE image enhancement. 
The reconstructed shear modulus distributions are usually noisy and 
cumbersome to be interpreted. It is common in practice to specify regions of interest 
(ROIs) and employ regional statistics for elasticity evaluation. However, manual 





specification is subjective and dependent on personal expertise. We propose to 
model shear modulus distribution by using piecewise constant level sets. A hybrid 
level set model, comprised of the alternating global and local region competitions, 
was developed for optimal segmentation and registration. The resultant piecewise 
constant shear modulus distribution facilitates MRE interpretation because every 
region with different elasticity is homogeneous and has clear boundary. 
MRE has two major advantages: noninvasive elasticity evaluation and sensitive 
tissue discrimination. The latter is nonetheless overlooked in piecewise constant 
elasticity modeling, where we have to refer to their corresponding magnitude images 
for level set registration. We propose a new level set formulation to directly process 
and analyze MRE elastograms. The inherent noise and artifacts make conventional 
level set models inefficient for MRE elastogram segmentation. It inspires us to unify 
image gradient, region competition and prior information together. Owing to its 
enhanced object indication function, bidirectional balloon force and regularized 
region competition, this unified level set formulation is robust for MRE elastogram 
segmentation. 
In summary, the work presented in this thesis advances the research on MRE 
image processing and analysis. To the best of our knowledge, this is the first 
systematic investigation of MRE image enhancement beyond Gaussian or median 
filtering. We find that LSD with CAD is optimal for noise suppression and image 
enhancement in MRE. On the other hand, it is common to manually specify ROIs on 
MRE elastograms for reliable evaluation. We propose to automate this procedure by 
using LSMs for elasticity modeling and interpretation. Two new level set models are 
developed, one for segmentation and the other for piecewise constant modeling. 
These new methods have been evaluated on synthetic and/or real MRE datasets. 
 





1.4   THESIS ORGANIZATION 
The theme of this thesis is on investigating LSMs for MRE image processing 
and analysis. First, the numerical platform LSD is proposed for MRE image 
enhancement. Second, we propose a new level set formulation for MRE elastogram 
segmentation by unifying image gradient, region competition and prior information. 
Finally, we propose a hybrid level set model for piecewise constant modeling of 
MRE elasticity. All of them will be elucidated in the remainder of this thesis. This 
thesis is organized into 7 chapters, including this introductory one. 
In Chapter 2, we review all background technologies including LSMs and MRE. 
As to LSMs, their underlying mechanisms are firstly examined. We then introduce 
the common frameworks for level set initialization and evolution. The opportunities 
and challenges of LSMs are also mentioned. The second part of Chapter 2 is about 
MRE. We introduce MRE in accordance with actuation, imaging and elasticity 
reconstruction. After presenting common algorithms for elasticity reconstruction, we 
point out the opportunities of LSMs for MRE image processing and analysis in the 
third part of Chapter 2. 
Our contributions to LSMs are further elucidated in Chapter 3. The first topic is 
on the new numerical platform LSD. Four controlling mechanisms – MCF, PMD, 
CED and CAD – are integrated for noise suppression and image enhancement. The 
second topic is on the unified level set formulation for image segmentation. It 
integrates image gradient, region competition and prior information as a whole for 
controllability and reliability. The last part is about a recent region-scalable level set 
model, which is useful for level set registration. The preliminary experiments 
demonstrate the effectiveness of these new LSMs for medical image processing and 
analysis.  
Chapter 4 reports our progress on MRE image enhancement, in particular by 
using LSD. Different types of noise and artifacts are exemplified in real MRE 





images. We develop two discontinuity-minimization algorithms to rectify phase 
wrapping. Directional spatiotemporal filtering is designed to suppress intrinsic wave 
interference. Finally, for noise suppression and image enhancement, LSD with four 
controlling mechanisms – MCF, PMD, CED and CAD – is evaluated against 
Gaussian and median filters.  
Chapter 5 presents our achievements on LSMs for MRE image analysis. With a 
benchmark MRE dataset, we firstly evaluate two common level set models, and find 
out that they are inefficient for elastogram segmentation. The unified level set 
formulation, after careful adjustment, is able to achieve fair performance. In 
particular, we propose a hybrid level set model to register MRE elastograms to their 
corresponding magnitude images. The resultant piecewise constant elasticity 
facilitates MRE analysis and interpretation. Their effectiveness is validated on a 
collection of simulated and real MRE datasets. 
Our experiments and results are summarized and discussed in Chapter 6. The 
relevant findings enable us to have a better understanding on LSMs, MRE and their 
integration. In addition, they are helpful for us to set up the roadmap of future work. 
We conclude this thesis and propose future work in Chapter 7. 
 









The theme of this thesis is on the integration of level set methods (LSMs) with 
magnetic resonance elastography (MRE). We will review the underlying 
mechanisms of LSMs and MRE respectively. Our work on MRE systems and 
experiments is briefly introduced. The opportunities and challenges of using LSMs 
for MRE image processing and analysis are reviewed in the last part of this chapter. 
 
2.1   LEVEL SET METHODS 
It is possible to model image processing problems, including denoising, 
smoothing and even segmentation, by partial differential equations (PDEs). Active 
contour models (ACMs) (Kass et al. 1988; Blake & Isard 2000) and LSMs (Osher & 
Sethian 1988; Sethian 1999; Osher & Fedkiw 2003) are renowned numerical 
frameworks for adaptive image enhancement and/or segmentation (Zhu & Yuille 
1996; Tsai et al. 2001). 
ACMs and LSMs track dynamic interfaces that can be evolved for optimization. 
The sites where the dynamic interfaces stop are hypothesized to be the candidate 
solutions. One of the underlying discrepancies between ACMs and LSMs is the 
representation of dynamic interfaces. In ACMs, the interfaces of interest are 
explicitly described by a series of critical markers. In contrast, LSMs define the 





dynamic interfaces implicitly by embedding them into a higher-dimensional 
function. It is convenient to recover a dynamic interface by tracking the zero level 
set. Such an implicit representation brings many advantages in computerized image 
modeling and processing. For example, it eliminates spatial sampling and/or 
interpolation in ACMs; interface evolution can be advanced by geometric but 
algebraic forces; and it accommodates topological changes automatically. In 
particular, LSMs can be extended to image denoising and enhancement, which are 
difficult for parametric active contours. 
2.1.1  Definition 
An interface of interest can be explicitly represented by an exhaustive point set 
Γ{(xk, yk)| k=1,2,3,...N}. However, this representation is cumbersome for computer 
implementation in that it is established on a point-by-point manipulation. In contrast, 
LSMs represent an interface implicitly by embedding it into a higher-dimensional 
function, for example, a point for segmentation by the line Γ{(xk, yk)| y = x
2
-1}, and a 




-1}. The interfaces of 
interest are the solutions of a higher-dimensional equation: 
y = x
2





-1 = 0 → x2+y2 = 1. (2.1b) 
As shown in Figure 2-1, the first equation defines two points x = ±1 as the interface 
Γ to partition a line into two parts: y < 0 (Ω–) and y > 0 (Ω+). Similarly, the second 




 = 1 as the interface Γ to partition a plane into two 
parts: z < 0 (Ω–) and z > 0 (Ω+). It is worth noting that the multiple solutions x = ±1 
appear naturally for line segmentation. 






Figure 2–1. Examples of interface representation in LSMs. 
It is well-established in pattern recognition that a space may be partitioned by a 
linear or nonlinear decision surface (Duda et al. 2001). The points on one side of the 
decision surface have values greater than zero; the points on the other side have 
values less than zero; and for those exactly on the decision interface, their values 
equal zero. It is thereby convenient to classify a spatial object by directly evaluating 




















),( , (2.2) 
where V is a vector in R
n
, i.e., (x, y) for a two-dimensional space and (x, y, z) for a 
three-dimensional space. The dynamic function  is evolvable following the time 
step t. At any moment T, it is convenient to recover the interface of interest by 
examining the zero level set (V, t=T) = 0. 
2.1.2  Interface Evolution 
An important advantage of LSMs is that interface evolution is totally 
determined by geometric partial differential equations (PDE). A classical model is 
derived from the Hamilton-Jacobi functional (Osher & Sethian 1989) 





















The motion of the implicit interface is advanced by the velocity field F. ∇ is for 
geometric gradients, and 0 defines the initial level set function. One of the common 






 . (2.4) 

















with β a constant speed controlling interface evolution. If β > 0, this interface grows 
and moves in the direction of convection, and vice versa, it shrinks if β < 0. 
 
Figure 2–2. Illustrative image information for level set evolution. (a) A CT scan of liver tissues; (b) 
An edge indication function; (c) Local gradient forces within the region of interest (red rectangle). 
Note that Eq. (2.5) either expands or shrinks the level set function endlessly, 
which is not desired for object detection and tracking. An object indication function 
has to be incorporated to signal the interface of interest (Caselles et al. 1993): 























The object indication function gΩ is irrelevant to the dynamic interface and merely 
dependent on the image under investigation. It should be around zero nearby the 
interface of interest and positive elsewhere. A common example is the edge 
indication function in Figure 2-2(b). The level set function  will evolve till gΩ 
vanishes. The well-known geodesic active contour model (Caselles et al. 1997) has a 



















This level set formation is theoretically elegant. However, its performance relies 
on the object indication function gΩ. In practice, it is not easy to define a robust 
object indication function for level set evolution (Xu & Prince 1998). Taking the 
edge function in Figure 2-2(b) as an example, it is discontinuous and not exactly 
zero everywhere. Such weak object functions are often insufficient to control level 
set evolution. 
There is a fundamentally different level set formulation for interface evolution 
(Chan & Vese 2001; Tsai et al. 2001). In general, the dynamic interface is used to 
separate a domain Ω into different sub-regions. An interface, either material or 
virtual, is supposed to minimize a cost function if it is optimal. This concept is 
similar to the Mumford-Shah functional for image segmentation (Mumford & Shah 
1989): 
   \
22MS )(Length),( dxdyudxdyuuF  , (2.8) 
where μ and λ are controlling constants, Γ is the interface separating the image Ω 
into different sub-regions, and u is a piecewise approximation to image content Φ.  








































 , (2.10) 















H , (2.11) 
and δ() denotes its geometrical derivative. Chan and Vese also proposed the 































 . (2.12b) 































Comparing Eq. (2.13) with Eqs. (2.5) through (2.7), it is obvious that the object 
indication function gΩ, which is necessary for level set optimization in the 
Hamilton-Jacobi functional, has been eliminated. 





2.1.3  Numerical Algorithms 
An important advantage of LSMs is that level set evolution involves simple 
geometric operations only. It is convenient to carry out level set evolution in the 
regular Cartesian space (Sethian 1999; Osher & Fedkiw 2003). Level set gradients 








































































 . (2.15) 
In Hamilton-Jacobi level set models (HJ-LSMs), an edge function is often 







g . (2.16) 
The gradient vector flow (GVF) may be a better alternative for the object indication 
function (Xu & Prince 1998). 
Most geometric operations in Mumford-Shah level set models (MS-LSMs) are 
similar to those for HJ-LSMs. The additional Heaviside function is often regularized 










 H . (2.17) 
Accordingly, the regularized Dirac function is as simple as 












 . (2.18) 
A refractory issue in LSMs is that simple representation of dynamic interface is 
not very stable in dealing with topological singularities (e.g., bumping and crossing), 




















The signed distance function is implemented by solving a re-initialization equation 












t . (2.20) 
However, it is not computationally efficient to solve this signed distance 
function. MS-LSMs are advantageous because the periodic re-initialization for 
signed distance functions is not indispensible (Chan & Vese 2001). Recently Li et al. 
(2005, 2010c) proposed a fast algorithm. It incorporates a diffusing term to 
automatically compensate the dynamic interface so that it would not deviate too 







 . (2.21) 
The elimination of re-initialization makes Li‟s algorithm efficient for level set 
evolution, which is very important because another pending issue in LSMs is 
computational efficiency. As pointed out by Adalsteinsson and Sethian (1995), “one 
drawback of level set methods stems from the expense; by embedding the interface 
as the higher-dimensional level set function, a one-dimensional interface problem 
has been transformed into a two-dimensional problem. In three spatial dimensions, 
considerable computational labor (O(n
3)) is required per time step.” Much research 
effort has been expended on this issue (Osher & Fedkiw 2001, 2003; Lie et al. 2006; 





Mitchell 2008), including adaptive mesh refinement (Adalsteinsson & Sethian 1995), 
fast marching methods (Sethian 1999), narrow band approach (Sethian 1996; Lefohn 
et al. 2004), sparse field method (Whitaker 1998), and so on. 
It is a popular choice to employ LSMs for medical image processing and 
analysis, including enhancement (Malladi et al. 1995; Gilboa et al. 2002), 
segmentation (Yezzi et al. 1997; Suri et al. 2002) and registration (Vemuri et al. 
2003). For example, different level set models have been developed to separate the 
entire organ (Hermoye et al. 2005; Chen et al. 2009), blood vessels (Yan & Kassim 
2006; Gooya et al. 2008) or pathological tissues (Li et al. 2008a; Massoptier & 
Casciaro 2008) from CT or MRI slices. Various experiments have been conducted to 
validate level set segmentation with respect to speed, accuracy and reproducibility 
(Liu et al. 2005; Heimann et al. 2009). 
 
2.2   MAGNETIC RESONANCE ELASTOGRAPHY 
2.2.1  System Overview 
MRE is designed to quantify soft tissue elasticity by noninvasive imaging 
techniques. An MRE system comprises an actuator for controlled excitation, MRI 
with motion-imaging sequences, as well as the algorithm for elasticity 
reconstruction. The actuator is responsible for exciting the objects of interest by 
quasi-static deformation or harmonic low-frequency vibration (Uffmann & Ladd 
2008; Tse et al. 2009). We have to program different imaging sequences in 
accordance with the motion types. The algorithms for elasticity reconstruction are 
different, too. Therefore, MRE can be categorized as static or dynamic (Manduca et 
al. 2001; Fatemi et al. 2003; Mariappan et al. 2010).  





Implementing a successful MRE system involves many challenging problems. 
An image with useful motion information relies on not only the instruments but also 
the experimental protocols. For example, it is important to keep the external actuator 
and the imaging modality synchronized. Tomography has to fill a k-space in several 
cycles (Prince & Links 2006). During this procedure, mechanical actuation should 
be consistent and exactly synchronized to the imaging sequence. Otherwise, we 
cannot interpret the final MRE images as if they are recorded within a single cycle. 
With ultrafast pulse sequences, it is now possible to accomplish MRE imaging 
within a breath hold (Lewa et al. 2000; Steele et al. 2004; Yin et al. 2006). However, 
the results often suffer from low signal-to-noise ratio (Aletras & Wen et al. 2001; 
Kim et al. 2004). On the other hand, MRE encodes motion or deformation by phase 
shifts; hence the parameters of bipolar gradient pair (BGP) have to be appropriate. 
Whether too small or too big, the motion information will be wrapped in phase 
images (Manduca et al. 2001; Fatemi et al. 2003; Greenleaf et al. 2003). In addition, 
MRE imaging has to confront various noise and outliers, which might be due to 
actuator interference, turbulent electromagnetism, or chemical phase shifts. 
An extensive review of current state-of-the-art systems allows us to have a good 
understanding of MRE. Magnetic resonance tagging (MRT) is attractive for static 
MRE: the deformation is directly visible as tag movement and imaging can be 
stimulated by spontaneous physiological activities (e.g., respiration or heart beating). 
Nevertheless, spontaneous physiological activities are not exactly rhythmic, which 
makes actuation and imaging difficult. On the other hand, the virtual tags are always 
fading in accordance with the T1 effect, which varies from tissue to tissue. In 
particular, it is difficult to quantify elastic properties from sparse and ambiguous 
tags. The balanced motion-sensitizing gradients (MSG) for dynamic MRE may 
capture tissue movement pixel by pixel; the sensitivity can be further improved by 
overlaying multiple cycles. However, it is challenging to efficiently deliver the 
controlled vibration to internal organs and tissues. These two popular mechanisms 
for MRE are summarized in Table 2-1. 





Table 2–1. Comparison between two imaging mechanisms for MRE. 
  Phase Contrast Tagging 
Time 
Resolution 
 Medium: At least two acquisitions with 
reverse polarities for phase difference; 
 Usually for 2D imaging 
 High: Adjustable time resolution by 
imaging sequence; 
 Readily for 3D+t imaging 
Spatial 
Resolution 
 High: m to mm;  
 Limited by MSG strength and MRI SNR 
 Low: mm to cm; 
 Limited by tag density and detection 
Physics  MSG is susceptible to other phase shifts; 
 Steady motion during acquisition; 
 Suitable for high-frequency motion 
 Tag fading due to T1 relaxation; 
 Compatible to most sequences; 
 Suitable for low-frequency motion 
Quantifica
tion 
 High-resolution elasticity maps; 
 Indirect elasticity from wave propagation 
 Directly visible deformation; 
 Indirect elasticity from sparse and 
ambiguous tags 
 
We are particularly interested in dynamic MRE in this thesis. Figure 2-3 shows 
the MRE components that we used in our experiments. Figure 2-3(a) is an overview 
of the MRE system at the National Institute of Advanced Industrial Science and 
Technology (AIST), Tsukuba, Japan. There is a 2.0 Tesla experimental MRI 
(BioSpin, Bruker, Germany). We also conducted MRE experiments with a 3.0 Tesla 
MRI (Signa HDxt 3.0T, GE Healthcare), as shown in Figure 2-3(b), at the National 
Institute of Radiological Sciences (NIRS), Inage, Chiba, Japan. In either MRE 
system, there should be a synchronizer (Figure 2-3(d)) between the MRI console 
(Figure 2-3(c)) and the vibration system. The pneumatic vibrator (Figure 2-3(g)) is 
driven by the shaker Bruel & Kjaer Type 4810 (Bruel & Kjaer, Denmark) (Figure 
2-3(f)) with the amplifier Bruel & Kjaer Type 2706 (Figure 2-3(e)). 






Figure 2–3. Overview of the MRE systems in our study. (a) An experimental MRE system at AIST; 
(b) A clinical MRE system at NIRS; (c) MRE console; (d) Synchronizer; (e) Amplifier; (f) Shaker; (g) 
Agarose gel phantom. 
 
 
2.2.2  MRE Imaging 
Different mechanisms, including virtual markers by MRT (Ozturk et al. 2003), 
have been proposed for motion imaging. To create virtual markers, MRI uses 
combinatorial RF pulses and gradients for a series of spatially selective excitations. 
The preparatory excitations, perpendicular to the imaging plane, last a few 
milliseconds (ms) only; hence they do not interrupt the normal imaging procedure. 
However, the resultant saturation markers, or tags, fade slowly in a long period 
comparable to T1. As a consequence, virtual markers will move together with the 
tagged objects if there is any movement. It is theoretically possible to reconstruct the 
deformation or even elasticity of those objects according to tag movements. The 





spatial modulation of magnetization (SPAMM) by Axel and Dougherty (1989) has 
been widely used for MRT imaging (Prince et al. 1992; Osman et al. 2000; Tustison 
& Amini 2006; Kerwin et al. 2009). 
 
Figure 2–4. Schematic of the FLASH-MSG pulse sequence in our study. 
 
Another mechanism for motion imaging by magnetic resonance is derived from 
the balanced Stejskal-Tanner BGP for phase contrast imaging (Stejskal & Tanner 
1965; Numano et al. 2005). In essence, the Stejskal-Tanner BGP is a pair of 
preparatory dephasing and rephasing gradients, and can be integrated with 
conventional imaging sequences in any orientation (Bernstein et al. 2004). For 
example, it is combined with a fast low angle shot (FLASH) in Figure 2-4. There are 
three pairs of BGP in total. For each of them the first gradient makes spins rotate 
with additional phase shift, while the second part is responsible for rephrasing those 
spins. If the spins are stationary in the encoding direction of BGP, theoretically 
speaking, there would be no any accumulated phase shift. However, if those spins 
are moving, such motion information will be encoded in the resultant phase shift, 
which is controlled by the area of BGP gradient and the interval between the 





gradient pairs. If the motion is synchronized to BGP well, the pulse sequence in 
Figure 2-4 will amplify motion information three times. 
The Stejskal-Tanner BGP has been widely adopted in various MRE imaging 
sequences, including MSG (Muthupillai et al. 1995, 1996; Weaver et al. 2005; 
Rouviere et al. 2006; Yin et al. 2007; Sack et al. 2009), velocity-encoding gradients 
(VENC) (Lewa et al. 1996, 2000), and displacement encoding with stimulated 
echoes (DENSE) (Chenevert et al. 1998; Aletras et al. 1999; Aletras & Wen 2001; 
Wen et al. 2008). The paradigms based on MSG are favorable in that phase shift can 
be magnified by accumulating BGP (Figure 2-4). It has been proved (Muthupillai et 
al. 1995, 1996) that the accumulated phase shift is proportional to the dot product of 
motion displacement 
0  and MSG strength 0G , the period of BGP T and the 












r  (2.22) 
with θ the relative phase between mechanical vibration and magnetic resonance, k  
wave vector and r  spatial vector. An additional advantage of MSG paradigms 
stems from the intrinsic capability of noise suppression. 
The characterization of soft tissues usually involves a 4-rank tensor with up to 
36 independent variables (Madelin et al. 2004). Accurate elasticity reconstruction 
relies on the complete volumetric MRE scanning, with MSG used to quantify the 
cyclic motion in a specific orientation. We capture the components of a motion 
vector by applying MSG sequentially in the three orthogonal directions; i.e., three 
scans are required for each slice. The entire process of volumetric scanning will take 
tens of minutes, which prohibits the applicability of MRE in clinical medicine. In 
practice, most MRE systems merely snapshot the motion in the main direction of 
shear wave propagation (Manduca et al. 2001; Yin et al. 2007; Marioppan et al. 
2010). In this way, MRE scanning can be accomplished within one minute. With the 
assumptions of local isotropy, homogeneity and incompressibility, it is possible to 





reconstruct the apparent shear moduli or stiffness from these single-direction MRE 
images for elasticity evaluation (Papazoglou et al. 2008).  
A planar shear wave propagating in soft tissues can be approximated by 
  uui
2)((  , (2.23) 
where Ω denotes the field of view (FOV), uΩ is the complex displacement or wave 
field by MRE imaging, and ω denotes harmonic angular frequency. It is reasonable 
to take the tissue density ρΩ as a constant value (1 g/cm
3
 or 1000 kg/m
3
) (Duck 1990; 
Manduca et al. 2001). Then the reconstruction of shear modulus μΩ and attenuation 
δΩ merely relies on uΩ. The wave field uΩ is dependent on the external harmonic 
vibration as well as the internal elasticity distribution of soft tissues. Our dynamic 
MRE systems employ MSG, synchronized to the harmonic vibration, to obtain the 
snapshots of the steady wave field. There is a series of wave snapshots with different 
phase offsets (θ) regularly spaced in the complete motion cycle. It is then possible to 
recover the complex wave field by means of the Fourier transform. 
2.2.3  Elasticity Reconstruction 
Different imaging mechanisms ask for distinct strategies for MRE image 
processing and analysis. For dynamic MRE images, the applicable methods include 
local frequency/wavelength estimation (Manduca et al. 1996, 2001, 2003; Braun et 
al. 2001), phase gradient (Catheline et al. 1999), and direct inversion of wave 
equation (Manduca et al. 1998; Bishop et al. 2000; Oliphant et al. 2001; Papazoglou 
et al. 2008; Kwon et al. 2009). However, the processing and analytical approaches 
for DENSE-based or MRT-based images are fundamentally different (Aletras et al. 
1999; Wen et al. 2008). On one hand, additional preprocessing steps are necessary 
to find out the displacement field. The methods in the literature include optical flow 
(Prince & McVeigh 1992; Dougherty et al. 1999; Prince et al. 2000), active splines 
(Young et al. 1995; Kerwin et al. 2009), and harmonic phases (Osman et al. 2000; 





Liu et al. 2004). On the other hand, the tags or virtual markers disperse sparsely over 
the field of interest. Therefore, the resultant elastic fields are sparse as well (Amini 
et al. 2001; Rao et al. 2004).  
Dynamic MRE employs harmonic waves as a virtual probe to quantify soft 
tissue elasticity. However, soft tissues are usually anisotropic, non-Hookean and 
viscoelastic (Madelin et al. 2004). Some practical simplifications (Manduca et al. 
2001; Papazoglou et al. 2008; Kwon et al. 2009) are necessary to solve the ill-posed 
motion equations that relate wave propagation with soft tissue elasticity. For 





). As shear wave displacements vary from tens to hundreds of 
micrometers only, it is reasonable to consider soft tissues locally isotropic, 
homogeneous and with linear elasticity. Moreover, soft tissues are nearly 
incompressible, namely with a Poisson ratio around 0.50. All of them enable us to 
ignore the longitudinal waves and decouple the shear waves in different orientations 
(Manduca et al. 2001; Madelin et al. 2004; Papazoglou et al. 2008).  
As in Eq. (2.23), it is appropriate to model the motion of harmonic shear waves 
as a Helmholtz equation. Several algorithms have been proposed to invert it. Two of 
the most popular ones are local frequency estimation (LFE) and direct algebraic 
inversion. 
A.  Local Frequency Estimation 
Local frequency estimation (LFE) was the algorithm for elasticity 
reconstruction in the seminar paper on dynamic MRE (Muthupillai et al. 1995). It is 
derived from a set of lognormal Gabor filters for local frequency or wavelength 
estimation (Manduca et al. 1996). The lognormal Gabor filter is defined in the 
log-polar coordinate of the Fourier domain (Fischer et al. 2007): 

















































Here (ω, θ) defines the log-polar coordinate; (s, t) refers to wavelet shift indices, i.e., 
ns is the number of scales and nt is the number of directions; (ζω, ζθ) are the filter 
bandwidths for ω and θ respectively. Figure 2-5 shows a group of lognormal Gabor 
filters for elasticity reconstruction. 
 
Figure 2–5. LFE for MRE elasticity reconstruction. (a) A 8-6 lognormal filter bank in the Fourier 
domain; (b) 60% contours of the filter bank; (c) real component of a benchmark MRE wave field; (d) 
Imaginary component; (e) MRE magnitude image; (f) Elastogram by LFE. 
 
LFE is mainly based on the finding that local frequency estimation is the 
geometric mean of central frequencies times the ratio of the two filters‟ responses 
(Knutsson et al. 1994), namely, 













  . (2.26) 
If the unknown frequency ω is beyond the interval of ωi and ωj, we may further 


















 , (2.27) 
where qi refers to the sum of the outputs of different-oriented filters in the specific 
frequency ωi. 
Note that these lognormal Gabor filters are defined in the Fourier domain and 
mapped to the spatial FOV Ω pixel by pixel. The result of Eq. (2.27) can be directly 
used for elasticity reconstruction, except for the wrapped errors in periphery. 
Moreover, it is convenient to modulate the filter bandwidths for noise suppression 
(Manduca et al. 1996), but note that there is a tradeoff between noise suppression 
and information fidelity. Figures 2-5(c)-(f) illustrate elasticity reconstruction by 
using LFE on a benchmark MRE dataset. 
B.   Direct Algebraic Inversion 
Although LFE is effective for elasticity reconstruction, some of its inherent 
limitations have come to attention (Manduca et al. 1998, 2001), including edge 
blurring and insensitivity to small objects. An alternative method is to directly solve 
the wave equation (Manduca et al. 1998; Oliphant et al. 2001; Papazoglou et al. 
2008; Kwon et al. 2009).  
Wave propagating within viscoelastic media can be modeled by the following 
wave equation 
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T  . (2.28) 
If omitting the curl-free longitudinal component, it can be rewritten as  
0)( 21  

 uku  (2.29) 
with ρΩ soft tissue density. The complex wave number kΩ is  
)/(22    jk , (2.30) 
where ω is wave frequency, μΩ and δΩ denote medium elasticity and viscosity 
respectively.  
It is possible to solve the above wave equations by Green‟s function (Manduca 
et al. 1998) or Helmholtz-Hodge decomposition (Kwon et al. 2009). Nevertheless, 
both of them are cumbersome in practice because they involve volumetric MRE 
imaging and iterative optimization. There is a simplified solution by algebraic 










2 . (2.31) 
Once we know the exciting frequency ω and the incident wave field uΩ, it is 
straightforward to solve Eq. (2.31). For viscoelastic soft tissues, shear elasticity and 
attenuation coefficients are unified in a complex solution. 
One of the remaining challenges is due to noise. It is known that the 
second-order Laplacian in Eq. (2.31) highlights strong variations, and thus often 
amplifies the adverse impacts of noise and outliers. Some technical remedies, 
including Savitsky-Golay filters (SGF) (Oliphant et al. 2001), matched filters (MF) 
and test functions (Romano et al. 2000), have been proposed for this issue. All of 
them attempt to approximate the high-order differentials of noisy signals. It is 





noteworthy that these methods are effective for moderate noise only. Therefore we 
have to employ an additional high-order median filter, as shown in Figure 2-6. 
 
Figure 2–6. MRE elasticity reconstruction by direct algebraic inversion. (a) AIDE with 3x3 median 
filtering; (b) AIDE with 9x9 median filtering; (c) MF with 3x3 median filtering; (d) MF with 9x9 
median filtering. 
2.3   LSM FOR MRE IMAGE PROCESSING 
Established on dynamic implicit interfaces and PDE, LSMs provide a general 
numerical framework for image processing and analysis. There are a good many 
level set models derived from Hamilton-Jacobi functional and Mumford-Shah 
functional. Although LSMs have been extensively reported for medical image 
segmentation and enhancement, to the best of our knowledge, few of them are 
relevant to MRE. Ammari et al. (2008) noted the potentials of LSMs for MRE 
image analysis. They proposed a sequence of nonhomogeneous Stokes systems to 
characterize soft tissue with elastic anomalies, and suggested a binary level set 
model for system inversion. With respect to the complexity of wave propagation in 
heterogeneous soft tissues, it is not surprising that their model is quite complicated. 
In other words, it is challenging to numerically implement their mathematical 
models. There is yet no any simulation or experimental validation in that paper. 
In fact, this belongs to a more general topic in mathematics – elliptic equation 
inversion with level set methods (Chan & Tai 2003; Neilsen et al. 2007). The field 
of interest is assumed to be discontinuous and blocky, and thus, it can be 
characterized by piecewise constant level set models. Two independent steps of 





optimization are involved: advancing dynamic level set interfaces towards object 
boundaries and fixing the interfaces followed by seeking optimal coefficients to 
match equation solutions with real observations. The above procedure has to be 
iterated forward and backward many times. It is noteworthy that the solutions of any 
elliptic equation are dependent on initial status, field geometry and boundary 
conditions. It is very difficult to fulfill these conditions in MRE. Chan & Tai (2003) 
and Nielsen et al. (2007) merely simulated a rectangular field with simplified 
Dirichlet boundaries. It was driven by a harmonically-vibrating point source in the 
field center. The authors still noted some refractory issues including local minima 
and divergence.  
If extended to ultrasound elastography, Liu et al. (2006) proposed a 
coarse-to-fine active contour model for lesion segmentation. McLaughlin and Renzi 
(2006) proposed a fast marching level set model to solve the inverse Eikonal 
equation, by which it is possible to estimate the speed of acoustic waves. The wave 
speeds can be further utilized to recover tissue stiffness in ultrasound elastography 
(Ji & McLaughlin 2004). However, Mclaughlin‟s methods are able to mimic simple 
one-directional acoustic waves only (McLaughlin & Renzi 2006). They admitted 
that the results on synthetic phantoms might not be extended to complex biological 
tissues. On the other hand, we are interested in the steady harmonic waves obtained 
by MRE; hence their model might not be applicable. 
In the following chapters, we will present our work on integration of LSMs for 
MRE image processing and analysis. First, a numerical platform – level set diffusion 
(LSD) – is derived for noise suppression and image enhancement. Second, we 
design a unified level set formulation for robust MRE elastogram segmentation. 
Finally, we propose a hybrid level set model for piecewise constant modeling of 
MRE elasticity. 






CHAPTER 3  
NEW LEVEL SET METHODS FOR MRE 
 
Level set methods (LSMs) provide a general numerical framework, by which it 
is possible to develop various models for applications in computational physics, 
computer vision, image processing, and even material science (Sethian 1999; Osher 
& Fedkiw 2003). The essential mechanisms of LSMs have been reviewed in Chapter 
2. We present our work on adapting LSMs for medical image processing and 
analysis in this chapter.  
As mentioned in Eq. (2.21), Li et al. (2005, 2010c) proposed to incorporate a 
diffusion term into level set evolution, which keeps level set function smooth and 
eliminates tedious re-initialization. In fact, this idea has been adopted for noise 
suppression and image enhancement as early as in 1990s (Osher & Rudin 1990; 
Malladi & Sethian 1995). The core of such diffusion-based paradigms (Alvarez et al. 
1992) is to project an image into a higher-dimensional space, and evolve the 
higher-dimensional function by following the intrinsic geometric characteristics (e.g., 
mean curvature, Laplacian, and structural tensor, etc.). Its geometric interpretation is 
that a level set function evolves with locally varying forces in the direction normal 
to itself. Smoothing is thus performed perpendicular to salient edges. We describe 
level set diffusion (LSD) and introduce this numerical platform for medical image 
enhancement in this chapter. It will be integrated with four controlling mechanisms 
to direct adaptive diffusion and noise suppression. The ultimate objective is to 
obtain an effective scheme for MRE image enhancement. 





In terms of image segmentation, it is possible to adapt LSMs for image pixel 
classification, edge detection or combinatorial analysis. In theory, Hamilton-Jacobi 
level set models (HJ-LSMs) are optimized for edge detection, and Mumford-Shah 
level set models (MS-LSMs) are suitable for pixel classification. Both of them are 
able to segment arbitrary-dimensional images (Ho et al. 2002; Suri et al. 2002; 
Cates et al. 2004; Yushkevich et al. 2006), and track dynamic interfaces and moving 
objects (Paragios & Deriche 2000; Mansouri & Konrad 2003). However, there are 
some inherent drawbacks in conventional Hamilton-Jacobi and Mumford-Shah level 
set models. For example, HJ-LSMs suffer from weak or broken boundaries and 
MS-LSMs are sometimes dominated by a few suboptimal solutions. We therefore 
propose a new unified level set formulation in this chapter for robust image 
segmentation. 
Image segmentation has a tight connection with nonlinear registration. There are 
several examples of medical image registration by using LSMs in literature (Vemuri 
et al. 2003; Droske & Ring 2006). Level set registration has to confront the same 
challenges in segmentation, including ambiguous boundaries, non-optimal 
convergence, inhomogeneity, and so forth. The new unified level set formulation is 
effective in coping with the above issues, and thus useful for image registration. 
Furthermore, we introduce a recent region-scalable level set model for image 
registration. 
 
3.1   LEVEL SET DIFFUSION 
A central topic in digital image processing is to remove interfering noise and 
highlight useful information. It is usually presumed that random noise is isolated and 
has strong contrast against its background. There are a good many algorithms for 
linear and/or nonlinear noise suppression and image enhancement (Buades et al. 





2005). Both Gaussian and median filters are based on local statistical analysis. 
However, noise and artifacts in medical imaging are often nonlocal (Gravel et al. 
2004; Salinas & Fernandez 2007; Manjon et al. 2008); hence, we have to seek more 
effective strategies.  
Different approaches have been proposed to deal with complicated noise and 
artifacts (Buades et al. 2005). Anisotropic diffusion (Perona & Malik 1990) is a 
popular one. It accomplishes noise suppression by following intrinsic geometric 
features. Malladi and Sethian (1995) put geometric curvature flows in a level set 
framework for unified noise suppression and image enhancement. Weickert (1999) 
introduced the concept of structural tensor into anisotropic diffusion in order to 
enhance flow-type patterns. Gilboa et al. (2004) further extended this framework to 
complex diffusion. A distinct advantage of anisotropic geometric diffusion lies in 
simultaneous noise suppression and feature enhancement. 
In this section we integrate nonlinear geometric diffusion with a level set 
framework for image enhancement. Other than classical anisotropic diffusion, we 
also investigate min/max flow (Malladi & Sethian 1995, 1996), structural tensor 
flow (Weickert 1999) and complex diffusion (Gilboa et al. 2004).  
3.1.1 Anisotropic Diffusion by Heat Equation 
The basis of noise suppression and image enhancement by diffusion is the heat 









t c , (3.1) 
where Φ denotes the image and c is a constant controlling diffusion rate. It has been 
axiomatically proved (Buades et al. 2005) that this model is equivalent to Gaussian 
smoothing and eventually removes all contents. Perona and Malik (1990) proposed a 
controlling function for anisotropic diffusion: 



















where k is a threshold that controls diffusion. Malladi and Sethian (1995, 1996) 
incorporated this linear diffusion into a level set framework and proposed a 


















where κ is the second-order mean curvature, ),( yxr denotes the average of pixels 
within a disk centered at (x, y) and of radius r. Small-scale noise will be removed 
while the boundaries of large-scale objects are preserved. In particular, it is claimed 
that the diffusion will stop once it arrives at a stable solution. 
3.1.2 Complex Diffusion by Schrodinger Equation 
There are two problems in the above anisotropic diffusion models: noise has 
very large second-order Laplacian or curvature and sharp corners will be rounded in 
the curvature flow model. Gilboa et al. (2004) derived a complex flow model from 






















 . (3.5) 
The controlling parameter k is a threshold similar to the one in Eq. (3.2), and θ is a 
small phase angle (θ << 1) normalizing the imaginary part. 





This diffusion model is controlled by the complementary imaginary field, which 
is essentially different from those in heat equations. The benefits stem from the 
observations in the Schrodinger equation (Gilboa et al. 2004): the real and 
imaginary fields decouple from each other during the diffusion; the real field 
behaves like a standard anisotropic diffusion process; and the imaginary field 
approximates the smoothed second-order derivative of the real field automatically, 
thus serving as a robust controller of the anisotropic diffusion process. In short, the 
complex diffusion model approximates the first- and second-order derivatives of 
noisy images well; hence the diffusion process is able to suppress noise and preserve 
features simultaneously. 
3.1.3 Coherence Diffusion 
Weickert (1999) noted that, in anisotropic diffusion models, the smoothing is 
still isotropic. In other words, these models take a scalar diffusivity at every point 
and thus remain isotropic. Such kind of diffusion models is prone to impairing weak 
or discontinuous features (e.g., flows and fingerprints). Weickert thereby proposed a 









t , (3.6) 
where „div‟ is geometric divergence, and T(∙) denotes structural tensor. An effective 
solution is 
)()(   G , (3.7) 
where Gζ denotes a Gaussian smoothing kernel with noise threshold ζ,   is the 
gradient of the smoothed image with Gδ, and   denotes cross product. 
Weickert (1999) has evaluated his CED model successfully for simultaneous 
noise suppression and flow-type texture enhancement, including fingerprint images, 





van Gogh‟s portraits, and medical trabeculae images. We noted that all textures in 
his experiments are thin and long; hence the performance of CED on MRE wave 
images is not clear yet. 
 
3.2   LEVEL SET SEGMENTATION 
In LSMs, the forces advancing level set evolution are comprised of the internal 
one from the dynamic interface (e.g., mean curvature), the external ones from the 
image under investigation (e.g., image gradient) and/or other artificial momentums 
(e.g., balloon forces). The internal force makes the dynamic interface smoother, 
image gradient locally goes forward or backward, while artificial momentums 
always expand or shrink the dynamic interface. An object function is usually 
necessary to stop level set evolution (Malladi et al. 1995, 1996). One of the most 
popular solutions is an edge function. However, as shown in Figures 3-1(a)-(b), the 
boundaries of interest are often too weak or discontinuous, and thus the dynamic 
interface eventually leaks away (Suri et al. 2002). 
To deal with this issue, a solution is to incorporate various a priori shape or 
background knowledge. Malladi et al. (1996) and Yezzi et al. (1997) attempted to 
restrict interface leakage with the gradient of an additional potential field. Fang et al. 
(2008) proposed to enhance the boundaries directly from the temporal motion 
information for echocardiographic image segmentation. Ho et al. (2002) replaced 
the constant artificial momentum by a signed statistical force. In other words, the 
dynamic interface will expand if it lies within the region of interest, and shrink if 
outside it. However, none of them is sufficiently robust for complicated medical 
images without strong a priori information (Suri et al. 2002). 






Figure 3–1. Illustrative level set segmentation. (a)-(b) Hamilton-Jacobi LSMs; (c)-(d) Mumford-Shah 
LSMs. It is desired to characterize the tumors (gray regions) by zero level sets (red) from different 
initial contours (green). 
Other investigators approached this issue with a different point of view. Zhu and 
Yuille (1996) proposed region competition, instead of balloon forces, for active 
contour evolution. They devised a novel statistical and variational approach to unify 
snakes and piecewise smooth models. Nevertheless, their model was not able to deal 
with topological changes adaptively. Other investigators have attempted to 
incorporate region competition into geometrical level set models by using fuzzy 
clustering (Suri 2000), Bayesian classification (Lorigo et al. 2000) or global shape 
regularization (Leventon et al. 2000). It has been claimed that incorporating such 
regional statistics makes segmentation more robust and accurate (Suri et al. 2002).  
Chan et al. (2001) and Tsai et al. (2001) unified region competition and level 
set evolution into a Mumford-Shah functional, which eliminates the edge function. 
As a consequence, their model can be applied to image segmentation without the use 
of edge information. Compared with HJ-LSMs, the Mumford-Shah functional-based 
level set models are advantageous for flexible initialization and stable convergence. 
Nevertheless, they have an intrinsic disadvantage in not being able to detect a 
specific local object of interest, which is illustrated in Figures 3-1(c)-(d). 
We propose a new level set formulation to combine the merits of HJ-LSMs and 
MS-LSMs for robust image segmentation. It is enhanced for signed gradient flows 





and unified region competition. In addition, this unified level set formulation 
provides a convenient framework to integrate prior knowledge and information.  
3.2.1 Mathematical Modeling 































where α, μ, λ and ν are controlling constants, and κ and δ denote the mean curvature 
and the Dirac function, respectively. The scalar α (0α 1) is used to balance the 
forces from image gradient and region competition. For α = 0, Eq. (3.8) becomes a 
formulation following the Mumford-Shah functional; for α = 1, it is consistent with 
the Hamilton-Jacobi functional. 











 . (3.9) 
Li et al. (2005, 2010c) has proven that, during level set evolution, this term makes 
the dynamic interface very close to a signed distance function. In other words, the 
computationally expensive re-initialization is not necessary any more. 
In view of the weak boundaries in medical images, the new level set 
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where γ balances the contributions of different object indicators. The first term gi is a 



















g  (3.11) 
The second term gp provides auxiliary spatiotemporal information. It may be derived 
from the motion analysis of sequential image frames (Dydenko et al. 2006; Fang et 
al. 2008) or the statistical analysis by fuzzy clustering and neural networks 
(Venkatesh & Rishikesh 2000; Vilarino et al. 2003; Middleton & Damper 2004; 
Valdés-Cristerna et al. 2004).  
A new signed balloon force is proposed to pull or push the dynamic interface 
adaptively to the object of interest: 
00 )]1Pr2(1[)Pr,,(G   kk . (3.12) 
where ζ0 is the initial scalar balloon force, and IΩ is the unit matrix. The constant β 
(0β1) is used to balance the balloon force ζ0 and the force Prj from a priori 
statistics. If β = 0, there is merely the constant unidirectional balloon force ζ0; if β = 
1, it is totally dependent on the prior estimation of the object of interest Prj. This 
signed balloon force G is a matrix with variable pulling or pushing force at each 
image pixel. In other words, the initial contour will be eventually attracted towards 
the object of interest irrespective of whether it was initially outside, inside or 
overlapping. 
Finally, the region competition term R is a matrix related to the image pixel by 
pixel. The force of region competition by Chan and Vese (2001) represents a simple 
case: 
  dxdyHvdxdyHvR ))(1()(  , (3.13) 





where v denotes intensity variance and H() is the Heaviside function. It is 
noteworthy that, due to image noise and/or inhomogeneity, R is so large that it 
dominates level set evolution. It is thus important to normalize the force of region 
competition in order to be comparable with the one from image gradient. Otherwise, 
region competition will dominate level set evolution so that the formulation would 
be applicable to binomial segmentation only.  
Our formulation also includes a matrix R for region competition, defined by 
  ij jiyxR PrPr),( . (3.14) 
The probabilistic distribution may be derived from fuzzy clustering (Suri et al. 2000; 
Ho et al. 2002; Li et al. 2011), neural networks (Sha & Sutton 2001) or other 
statistical analysis. The force of region competition R in Eq. (3.14) varies within the 
interval -1 to 1. Its sign determines the dynamic interface to expand or shrink. In 
particular, it is now able to separate multiple components, but not foreground and 
background only. 
3.2.2  Implementation 
It is straightforward to evolve the dynamic interface in this level set formulation 
by 
F),,(),,(  ttyxttyx  , (3.15) 
where ∆t denotes temporal step size and F represents the unified force on the right 
hand side of Eq. (3.8). An important advantage of LSMs is that all quantities can be 
estimated by simple geometrical operations. In terms of the variables in Eq. (3.8), 
the edge indicator gi can be estimated in advance as in Eq. (3.11), while the 
geometrical curvature and divergence can be approximated by means of the first- 
and second-order geometrical differences. We regularize the Heaviside and Dirac 
functions as follows (Chan & Vese 2001; Li et al. 2008b): 






















  (3.17) 
with ε a modulating parameter.  
The rest of the unknown quantities are related to the prior probability of the 
objects of interest. We employ fuzzy clustering for probabilistic estimation in this 
study (Li et al. 2008a, 2011). Fuzzy clustering estimates the centroid and the extent 
of each subclass adaptively by minimizing a pre-defined cost function. Fuzzy 
c-means (FCM) is one of the most popular algorithms for fuzzy clustering. For FCM 
optimization, we utilize the Euclidean metric as the cost function and predefine the 
number of clusters K. The outcomes {Prk(x, y)| k = 1,2,3,…K} denote the probability 
of each image pixel belonging to a specific sub-region k. It is then possible to 
estimate the enhanced object indication function as in Eq. (3.10), the directional 
balloon force as in Eq. (3.12) and the force of probabilistic region competition as in 
Eq. (3.14). 
The principal steps of the unified level set formulation can be summarized as 
follows: 
1. Obtain the prior probabilistic distributions using FCM, and choose the 
candidate object of interest Prk. 
2. Assign the controlling parameters for LSM.  
3. Compute the enhanced object indication function E(γ, gi, gp) and the signed 
balloon force G(β, ζ0, Prk). 
4. Initialize the dynamic interface as 0(x,y) = -4ε[0.5 – (Prk > 0.5)]. 
5. Computer the mean curvature κ, the Dirac function δε() and the Heaviside 
function Hε() of the dynamic interface. 





6. Compute the force of probabilistic region competition R as in Eq. (3.14). 
7. Evolve the dynamic interface to (x, y, t+∆t) as in Eq. (3.15). 
8. Check whether the solution is satisfactory. If not, go back to step 5 and 
repeat. 
 
3.3   LEVEL SET REGISTRATION 
Registration is another important topic in medical image processing. For 
example, it is often necessary to register the images from different modalities for 
image-guided surgery, or we have to align the images scanned at different stages for 
treatment evaluation (Zhang 2009). Registration may be linear (e.g., shift, rotation, 
and scaling, etc.) or nonlinear (e.g., elastic or non-rigid deformation). In general, a 
linear transformation is global, and not suitable for selective registration. Nonlinear 
registration is thereby more useful for medical image registration, where LSMs 
could be a good solution (Vemuri et al. 2003; Droske & Ring 2006). 
Nonlinear registration can be implemented by following landmarks or other 
types of characteristics. LSMs provide a unified framework for simultaneous 
segmentation and registration (Droske & Ring 2006). In other words, the additional 
step of feature detection (Vemuri et al. 2003) is eliminated. With reference to the 
formulation of level set segmentation in Eqs. (2.3) and (2.13), level set evolution 
begins with the initial interface 0(V). If we define 0(V) as the template of an object 
of interest, level set segmentation is equivalent to registration, that is, adapting the 
template to the current object of interest.  
The issues complicating segmentation are also present in level set registration. 
Weak or broken boundaries would be a problem for HJ-LSMs, while MS-LSMs 
might not be optimal for the specific objects of interest. The new unified formulation 





in last section could be a solution for robust level set registration. In this section, we 
further recommend a region-scalable level set model for image registration. It is 
derived from the Mumford-Shah functional, but incorporates a kernel window for 




























where x and y denote the spatial variables. The variables f1(x) and f2(x) are updated 





























where   denotes convolution. 
The kernel function Kζ(∙) restricts the influence of region competition: the 
nearer two points are, the stronger their interaction. A Gaussian kernel was chosen 











 . (3.20) 
The smaller the scale ζ is, the more effective the inhomogeneity suppression.  
3.4   EXPERIMENTS 
3.4.1  On Level Set Diffusion  





An isotropic wave image (Figure 3-2(a)) has been synthesized for the 
preliminary evaluation of LSD with MCF, PMD, CED and CAD. This wave image 











































and r the distance from the image center. The wave image was contaminated by 10% 
speckle noise (Figure 3-2(b)).  
 
 
Figure 3–2. Performance of LSD on a synthetic wave image. (a) Clean wave image; (b) Image with 
noise; (c) After Gaussian smoothing; (d) After median filtering; (e) After LSD with MCF; (f): After 
LSD with PMD; (g): After LSD with CED; (h): After LSD with CAD. (All controlling parameters of 
the filters were fixed and not dependant on noise level.) 
 





Nearly all high-frequency components were removed by conventional Gaussian 
smoothing (3×3; ζ=3) and median filtering (3×3). In contrast, both MCF (r=2) and 
PMD (k=20) preserved high- and low-frequency wave information well, but were 
not very effective for noise suppression (Figures 3-2(e)-(f)). CED (ζ=1; δ=20) was 
promising for noise suppression and wave enhancement (Figure 3-2(g)). It removed 
most noise and, in particular, preserved high- and low-frequency wave components 
well. CAD (k=20; θ=π/60) achieved a balanced performance for noise suppression 
and information preservation (Figure 3-2(h)).  
3.4.2  On the Unified Level Set Formulation  
To evaluate the unified level set formulation, we employed it for liver tumor 
segmentation from CT scans. Computerized liver and liver tumor segmentation has 
been extensively investigated (Chen et al. 2009; Heimann et al. 2009; Rusko et al. 
2009; Smeets et al. 2010). However, due to the variations of shape, intensity and 
contrast-enhancement, both liver and tumor segmentations remain a challenging 
problem. Liver tumor segmentation is even more difficult. On one hand, there is no 
fixed location for liver tumors, which makes various atlas-based algorithms invalid. 
On the other hand, the profile of a tumor in CT images may vary according to tumor 
type, pathological stage, contrast dose, and even scan delay. 
The evaluation was conducted on a benchmark dataset from National University 
Hospital (NUH, Singapore) as well as the benchmark dataset for the Liver Tumor 
Segmentation Competition (LTSC) held in conjunction with the 11
th
 International 
Conference on Medical Image Computing and Computer Assisted Intervention 
(MICCAI), September 2008. Please refer to the website (http://lts08.bigr.nl) for 
more information and updates on the LTSC dataset. For the NUH dataset, all scans 
were obtained from a 64-detector CT system (SOMATOM Sensation, Siemens 
Medical Solutions, Forchheim, Germany) with the standard four-phase 
contrast-enhanced imaging protocol. Imaging parameters were fixed for slice 





thickness 3.0 mm, matrix 512×512 and spatial resolution 0.6-0.8 mm. Twenty five 
CT scans were selected from 15 patients for our study. As shown in Figure 3-3, 
there is a great diversity of shape, intensity and texture in these contrast-enhanced 
liver tumors. 
 
Figure 3–3. Selected CT liver tumors in our study. 
 
The algorithms, including fuzzy c-means (FCM) and the unified level set 
formulation, were implemented with Matlab
®
 R2009b (MathWorks, Natick, MA) in 
a Windows
®
 XP system (Microsoft, Redmond, WA). All experiments were executed 
on a Dell
®
 Precision 340 computer with Pentium
®
 4 CPU 2.53 GHz and 1 GB RAM. 





In our study, the parameters were chosen as μ = 1.0, λ = 5.0, ν = 1.0, ε = 1.0, ζ0 = 1.0 
and ∆t = 0.2, if not otherwise stated. Other parameters, including α, β and γ, were 
adjusted for different experiments. The dynamic interface was initialized as 0(x, y) 
= -4[0.5 – (Prk > 0.5)], where Prk denotes the candidate liver tumors from the 
preparatory fuzzy clustering. 
The first experiment was designed to evaluate the effects of enhancing the 
object indication function for level set segmentation. It is known that all edge-based 
LSMs rely substantially on their object indication functions. Figures 3-4(a)-(b) show 
an example by setting α = 1 and β = 0. Due to the low contrast and weak boundaries 
of CT liver tumors, the ordinary edge indicator based on image gradient (Figure 
3-4(a)) is usually not sufficient to control level set evolution (i.e., setting γ = 1 in Eq. 
(3.8)). After edge enhancement by setting γ = 0.5, the performance was improved 
significantly (Figure 3-4(b)). 
The second experiment investigated the effects of signed balloon forces on 
directing level set evolution. In conventional edge-based LSMs, a constant balloon 
force either expands or shrinks the dynamic interface. The new level set formulation 
replaces the constant balloon force by directionally varying ones. In other words, the 
force at each image pixel varies in orientation and strength so as to always attract the 
dynamic interface towards the objects of interest. Figure 3-4(c) demonstrates its 
performance on liver tumor segmentation. This level set formulation with the 
directional balloon force was implemented by setting α = 1, β = 0.5 and γ = 1. 
Despite the weak boundaries in these images, the directional balloon force is 
effective in stabilizing the dynamic interface. 
In the third experiment, we investigated the region competition term in Eq. 
(3.14). It was convenient to set α = 0 and β = 0, which turned off the geometric 
terms controlling interface regularity or smoothness. The results of fuzzy clustering 
were utilized to estimate the forces of region competition. Figure 3-4(d) shows the 
results due to the probabilistic region competition. Figures 3-4(b) and 3-4(d) look 





similar, except that the latter is more conservative. In other words, it tends to shrink 
the dynamic interface to the regions with highest memberships, which is the 
opposite of the gradient force in Figure 3-4(a). 
 
 
Figure 3–4. Enhancements of level set segmentation. (a) Common edge indicators; (b) After edge 
enhancement; (c) With directional balloon forces; (d) With fuzzy region competition. (Magenta: 
Initial contours from FCM; Green: Intermediate interface with incremental 50 iterations of evolution; 
Red: Final contours) 
 





For quantitative evaluation, the liver tumors were identified and manually 
segmented from all CT scans by the trained scientists. Those reference contours 
were reviewed and approved by a radiologist from NUH. They served as the ground 
truth for the validation of level set segmentation. We adopted the following 
edge-based and area-based metrics for performance evaluation, including:  










where Vseg and Vref denote the volumes of level set segmentation and ground truth 
reference. For the segmentation of 2D CT images, volume is replaced by area.  










A negative value of RVD indicates that the volume of computerized segmentation is 
smaller than that of the reference. 
















where Γseg and Γref denote the surfaces of segmentation and reference, with surface 
replaced by contour for 2D liver tumor segmentation.   
 MSD (mm): Maximum symmetric surface distance 
}}),max{dist(},),max{dist(max{MSD refseg  ba abba .
 
(3.25) 
We adopted the setting (α = 0.5, β = 0.5 and γ = 0.5) for the unified level set 
model. If the result was not satisfactory, it was altered to the configuration (α = 0.2, 
β = 0.2 and γ = 0.5). In most cases (23/25), these two settings have been able to 





control the unified level set model well and lead to the results in Figure 3-5. This 
unified level set formulation is robust for its enhanced object indication function, 
directional balloon force and regularized region competition. Once it approaches the 
genuine objects of interest, it automatically slows down and stays near the 
boundaries of interest. Therefore, all the results in Figure 3-5 were obtained after 
1000 iterations of level set evolution. Table 3-1 reports the performance statistics 
with reference to ground-truth manual delineation. 
 
 
Figure 3–5. Evaluation of the 2D unified level set formulation for liver tumor segmentation. (Green: 
Ground truth manual delineation; Red: Level set segmentation) 
 






Table 3–1. Performance statistics of the 2D unified LSM on the NUH dataset. 
 AOE (%) RAD (%) ACD (mm) MCD (mm) 
Min 3.12 -27.03 0.81 1.20 
Max 27.28 20.88 6.25 13.21 
Mean 12.75 -4.28 1.66 4.29 
Std 5.76 9.58 1.09 2.75 
Median 13.14 -3.18 1.28 3.06 
Min: Minimum; Max: Maximum; Mean: Average; Std: Standard deviation. 
 
Both FCM and LSM are directly applicable to 2D and 3D problems. In practice, 
we employed the fast marching method for 3D level set reinitialization, and the 
signed distance function in 2D. We took the setting α = 0.5, β = 0.5 and γ = 0.5 as 
the standard configuration. If the result was not satisfactory, they were altered to α = 
0.8, β = 0.8 and γ = 0.2 for the LTSC dataset. In most cases, these two settings have 
been able to control the unified LSM well. Figure 3-6 shows the evaluation of the 
results of level set segmentation (red surfaces) against the ground-truth manual 
delineation (blue surfaces). Table 3-2 shows the performance statistics. 






Figure 3-6. Evaluation of the 3D unified level set formulation. (Blue: Ground truth manual 
delineation; Red: 3D level set segmentation). 
Table 3-2. Performance statistics of the 3D unified LSM on the LTSC dataset. 
 VOE (%) RVD (%) ASD (mm) MSD (mm) 
Min 17.87 -22.4 0.65 4.42 
Max 34.52 3.07 1.79 13.92 
Mean 26.31 -10.64 1.06 8.66 
Std 5.79 7.55 0.38 3.17 
Median 26.75 -10.96 0.93 8.77 
Min: Minimum; Max: Maximum; Mean: Average; Std: Standard deviation. 
 
3.5    SUMMARY 
It is possible to adapt LSMs for image enhancement. LSD was proposed in this 
chapter as a numerical platform for noise suppression and image enhancement. It is 
convenient to integrate various state-of-the-art mechanisms to control geometric 





diffusion. We implemented PMD, MCF, CED and CAD, and evaluated their 
performance on a synthetic wave image (Figure 3-2). The results show that 
conventional Gaussian smoothing and median filtering were not effective. CED 
achieved the best performance for noise suppression and wave enhancement. 
However, among the four LSD paradigms, CED was computationally slowest 
because it had to find out the pixel-by-pixel structural tensors in every step. 
A new level set formulation was proposed in this chapter to unify the 
advantages of HJ-LSMs and MS-LSMs. Instead of simply putting the 
Hamilton-Jacobi functional and the Mumford-Shah functional together, we devised 
a comprehensive and flexible platform to balance various forces from the dynamic 
interface, the image and other prior information. The improvements include the 
enhanced object indication function, the directional balloon forces and the adaptive 
region competition. Compared to HJ-LSM, this unified formulation is robust to 
weak boundaries, and compared to MS-LSM, it is able to detect local objects of 
interest despite their low contrast.  
As reviewed in Chapter 2, MRE is proposed for noninvasive elasticity 
quantification and sensitive tissue discrimination. However, due to a few physical 
limitations, current MRE systems have not been able to acquire perfect wave images. 
As a consequence, reconstructed shear modulus distributions often suffer from weak 
boundaries and low contrast, which makes conventional LSMs inappropriate for 
segmentation. In contrast, this new unified level set model is able to overcome the 
above limitations.  
There is a tight connection between segmentation and registration. LSMs are 
also a good choice for image registration. Note that those challenging issues in 
segmentation remain in level set registration. Therefore the unified level set model is 
also useful for robust image registration. Furthermore, we introduced another 
region-scalable level set model to enhance image registration by using local region 
competition. Their performance will be qualitatively and quantitatively evaluated for 





MRE elastogram analysis in Chapter 5. 
In addition, given the limitations of current MRE systems, investigators often 
manually specified regions of interest (ROIs) by referring to magnitude images and 
took regional average for interpretation. LSMs may assist this procedure, but have to 
cope with some common challenges, including weak boundaries and low contrast in 
magnitude images. The new unified level set model would be expected to perform 
well in such circumstances. Moreover, the region-scalable region competition can be 
integrated with global region competition for hierarchical segmentation and 
registration. We will propose a hybrid level set model for piecewise constant 
elasticity modeling in Chapter 5.  
 
 






CHAPTER 4  
MRE IMAGE ENHANCEMENT 
 
Magnetic resonance elastography (MRE) is designed to visualize and quantify 
soft tissue elasticity. As reviewed in Chapter 2, there are two different mechanisms 
for MRE: static and dynamic. For dynamic MRE, there are also two mechanisms: 
transient and steady. Hereafter, we use the term MRE to refer to dynamic MRE with 
steady excitation.  
The elasticity of soft tissues has to be reconstructed from phase-contrast wave 
images, namely the snapshots of wave propagation. We have implemented and 
evaluated several algorithms, including local frequency estimation (LFE) and 
algebraic inversion of differential equation (AIDE), for elastic reconstruction in 
Chapter 2. In MRE image processing and analysis, there are some refractory issues 
due to imaging noise, wave interference and/or inappropriate modeling. They are 
either inherent to MRE (e.g., phase wrapping and wave interference) or extrinsic due 
to accessory components (e.g., motion instability and electromagnetism artifacts). 
It is not easy to obtain perfect wave images with sufficiently good signal-to-noise 
ratios (SNRs). Take the dilemma of penetration and resolution for an example. 
Low-frequency shear waves have good penetration and can reach deep into soft 
tissues. However, spatial resolution is low and there would be more severe wave 
interference. In contrast, higher-frequency shear waves suffer from wave attenuation. 
On the other hand, we could employ a stronger motion-sensitizing gradient (MSG) to 





capture subtle motion information, but there would be more concomitant artifacts due 
to phase wrapping. There are colleagues in our group dedicated to hardware design 
and system optimization for MRE imaging (Takei et al. 2009, 2010). Even after 
careful regulation, the recorded wave images still contain various interfering noise 
and artifacts. This chapter is devoted to numerical approaches for MRE image 
enhancement. 
 
4.1   PHASE UNWRAPPING 
Phase wrapping (Ghiglia & Pritt 1998) is a commonly encountered problem in 
magnetic resonance imaging (MRI). Any signal in an MRI image is rounded within 
the interval [-π, π] or [0, 2π]. Mathematically, a phase signal can be characterized by 
)2mod(][    , (4.1) 
where P  is the unknown genuine value,   denotes the corresponding error, and 
  is the measured value. The objective of phase unwrapping is to recover P  by 
adding to (or subtracting from)   a multiple times of 2π. 
Phase unwrapping is mathematically straightforward: 
   2 , (4.2) 
where   is an integer array designating the unwrapping constant in each pixel. 
The process of unwrapping the phase usually makes use of an underlying 
assumption: the absolute phase difference between neighboring pixels should be less 
than π (Flynn 1997). If a phase image is sufficiently smooth, it is not difficult to find 
out   by discontinuity minimization (Flynn 1997; Ghiglia & Pritt 1998; 
Bioucas-Dias & Valadao 2007). Nevertheless, various noise and artifacts in MRE 
wave images often make phase unwrapping an ill-posed problem (Figure 4-1). 






Figure 4–1. Phase unwrapping for MRE image enhancement. (a) Phase image without motion; (b) 
Phase image with 200Hz wave propagation from the left; (c) Phase difference image between (a) and 
(b); (d) After phase unwrapping. 
 
In practice, it is necessary to manually designate a ground truth pixel to initiate 
phase unwrapping. Some statistical techniques have been proposed for this purpose 
(Ghiglia & Pritt 1998; Herraez et al. 2002). Another issue is computational 
efficiency. It is important to efficiently traverse a phase image pixel by pixel. We 
followed the strategy of graph cuts by Bioucas-Dias and Valadao (2007) in this 
study. As shown in Figures 4-1, phase unwrapping is obviously indispensable for 
MRE image enhancement. 
 
4.2  DIRECTIONAL FILTERING 
Wave interference is another refractory problem in MRE. Wave reflection and 
refraction can happen in the interfaces between heterogeneous tissues as well as in 
the peripheral boundaries. They alter the patterns of wave propagation. On the other 
hand, the annihilation of forward and backward waves results in low SNR. Both of 





them violate the underlying assumptions of most algorithms for elasticity 
reconstruction. 
In mathematics, the wave with a specific frequency corresponds to two peaks in 
the Fourier domain (Manduca et al. 2003): one at fs(kx, ky) and the other one at fs(-kx, 
-ky) in the opposite half-space. The waves travelling in the opposite directions are 
represented as a symmetrically opposite peaks in the Fourier domain. Therefore it is 
possible to design a directional spatiotemporal filter to separate them, and then 
interpret them one by one. 
 
Figure 4–2. Directional spatiotemporal filtering. (a) A band-pass filter; (b) A directional filter; (c) 66% 
contours of the recombined filter. 
 
Note that the lognormal Gabor filters, which are used for local frequency 
estimation (LFE) in Chapter 2, are spatiotemporally directional. They can be 
exploited to design a directional spatiotemporal filter for wave separation. Figure 
4-2(a) shows a band-pass filter to cut off the components with ultralow and very 
high frequencies. In general, high-frequency components come from random noise 
only, while ultralow-frequency components are possibly due to longitudinal waves 
and bulk motion (Manduca et al. 2001, 2003). It is then selected by a cos
2
-dependent 
directional spatiotemporal component. The filter in Figure 4-2(b) may separate the 
wave components travelling from bottom to top. Another important property of such 
spatiotemporal filters is that they can be recombined as the original band-pass filter 
(Figure 4-2(c)). 






Figure 4–3. MRE image enhancement by directional spatiotemporal filtering. (a) Without directional 
filtering; (b) & (c) With the vertical filtering; (d) & (e) With the horizontal filtering; (f) Magnitude vs. 
elastogram. 
 
Directional spatiotemporal filtering has been evaluated on a MRE dataset from 
our study at the National Institute of Advanced Industrial Science and Technology 
(AIST, Tsukuba, Japan). A sagittal scanning was conducted on an agarose phantom 
composed of three layers with density 0.75%, 1.25% and 2% respectively. The 
actuator exerted a 200 Hz harmonic vibration from left to right. The extracted wave 





image was shown in the first row of Figure 4-3(a). The corresponding elastogram by 
LFE was shown in the second row. It is obviously not consistent with the 
corresponding magnitude image in MRE. We separated this wave field into two 
vertical and two horizontal components. It is now clear for the main wave (Figure 
4-3(d)), the reflected wave (Figure 4-3(e)) and the refractory wave (Figures 
4-3(b)-(c)). Although the individual elasticity component was not physical, as shown 
in Figure 4-3(f), the recombined elastogram after appropriate weighting was better 
and more consistent with the phantom composition. 
 
4.3  LEVEL SET DIFFUSION 
It is difficult to obtain ideally clean MRE wave images. Other than intrinsic phase 
wrapping and wave interference, there is contamination due to noise and outliers from 
the actuation system and the imaging modality. Phase unwrapping in Section 4.2 has 
nothing to do with noise suppression. The directional spatiotemporal filters in the 
preceding section contain a step of band-pass denoising, but it is merely effective for 
moderate Gaussian white noise. In fact, most algorithms for MRE elasticity 
reconstruction are robust to moderate noise (Bishop et al. 2000; Manduca et al. 2001). 
MRE noise cannot be simply characterized as a Gaussian distribution. In the 
literature, it has been pointed out that the noise in MRI is often subjected to speckle or 
Rician distributions (Gravel et al. 2004; Manjon et al. 2008).  
We integrate nonlinear geometric diffusion into a level set framework for MRE 
image enhancement. Other than the classical Perona-Malik diffusion (PMD), we 
also investigate the min/max curvature flow (MCF), the coherence-enhancing 
diffusion (CED) and the complex anisotropic diffusion (CAD). Their underlying 
mechanisms have been elucidated in Chapter 3. The preliminary evaluation in 
Section 3.4.1 showed that CED and CAD perform well for wave image 
enhancement. In this section, they are further evaluated on synthetic and real MRE 





datasets. The ultimate objective is to find out a LSD model suitable for MRE image 
enhancement.  
4.3.1 Experiments 
For quantitative evaluation, we firstly developed a numerical MRE simulator in 
Matlab
®
 (MathWorks, USA) using its toolbox for partial differential equations 
(PDEs). A two-dimensional 20 cm × 20 cm phantom was generated with the 
simulator (Figure 4-4(a)). The boundary of the phantom was fixed without vibration 
(i.e., complying with the Neumann condition). The background phantom had a shear 
modulus 1 kPa, and the embedded objects had different shear moduli (i.e., 3 kPa vs. 6 
kPa). The viscosity was configured to be 1% of the shear moduli (Madelin et al. 2004; 
Kwon et al. 2009). The vibrator (R2) exerted a 50 Hz planar shear wave from top to 
bottom. With a spatial resolution 256 × 256, the simulated wave field was illustrated 
in Figures 4-4(b)-(c).  
 
Figure 4–4. Synthetic and real MRE datasets. (a) & (d) Numerical phantoms; (b) & (e) Real part of 
the wave field; (c) & (f) Imaginary part. 





The experiment was also conducted on a publicly accessible MRE dataset 
(Grimm et al. 2009). The background phantom was 1.5% agarose gel, and there  
were four embedded cylinders, comprised of 10% bovine gel, with different diameters 
(5~25 mm). The excitation frequency was 100 Hz. Eight 256 × 256 images with 
different phase offsets were captured over a complete wave period. Figures 4-4(d)-(f) 
show the magnitude image, the real and imaginary parts of the extracted wave field. 
The reference shear moduli are 2.9 kPa for the background and 6.4 kPa for the 
inclusions (Manduca et al. 2003; Kwon et al. 2009). 
 
Figure 4–5. Algorithms for MRE elasticity reconstruction. (a) MRE magnitude images; (b) LFE; (c) 
AIDE; (d) MF. 
 
Table 4–1. Performance of algorithms for elasticity reconstruction on clean wave fields. 
  Reference (kPa) LFE (kPa) AIDE (kPa) MF (kPa) 
MREsimu Background 1.0 1.14±0.09 1.06±0.05 1.05±0.08 
Softer Inclusions 3.0 3.17±0.28 2.98±0.16 3.03±0.05 
Harder Inclusions  6.0 4.06±0.66 6.02±0.09 5.99±0.06 
MREbench Background 2.9 3.28±0.31 2.93±0.50 2.94±0.66 
Inclusions 6.4 6.54±0.78 6.04±1.20  6.62±1.51 





We implemented three algorithms, namely LFE, AIDE and matched filters 
(MFs), for elasticity reconstruction on MRE wave images. Figure 4-5 shows the 
results. On the simulated dataset (MREsimu), AIDE and MFs produced higher 
resolution and sharper transition. However, LFE led to smoother elastograms, which 
is particularly evident on the benchmark MRE dataset (MREbench). In either case, 
these algorithms were prone to missing the small inclusions. Therefore we chose the 
regions of interest (ROI) as shown in Figure 4-5(a) for quantitative evaluation. Table 
4-1 reports the quantitative performance of these algorithms. It seems that AIDE and 
MFs are better than LFE for accurate elasticity reconstruction. 
The impact of Gaussian noise on MRE elasticity reconstruction has been 
investigated carefully in the literature (Manduca et al. 1996; Papazoglou et al. 2008). 
However, as pointed out by Gravel et al. (2004), it is a common misconception to 
assume that the noise in medical imaging follows zero-mean, constant-variance 
Gaussian distribution. In practice, imaging noise is often speckle and dependent on 
its residence (Salinas & Fernandez 2007). Therefore we synthesized the speckle and 
Rician noise respectively in order to examine LSD for suppressing refractory noise. 






  (4.3) 
where j is the square root of -1, |∙| extracts the magnitude, „ ‟ extracts the phase and 
ns denotes independent Gaussian white noise. The wave image contaminated by 











eu    (4.4) 
with ns and nt denoting independent Gaussian noise. 






Figure 4–6. Adverse impact of noise on MRE elasticity reconstruction. (e) Real part of the wave 
fields; (f) LFE; (g) AIDE; (h) MF. 
 
Manduca et al. (1996), by evaluating synthetic Gaussian noise, drew the 
conclusion that LFE and MF were comparatively robust but AIDE was sensitive to 
noise. The non-white speckle and Rician noise is more refractory than Gaussian 
white noise. We firstly examined the robustness of different algorithms against 
speckle and Rician noise. Figure 4-6 illustrates the adverse impact of noise on 
elasticity reconstruction. Rows (a) and (b) are from the simulated wave images, 
while rows (c) and (d) are from the benchmark MRE dataset. Rows (a) and (c) 
depict the wave fields with speckle noise, and rows (b) and (d) for Rician noise. 
Columns (f) through (h) show the reconstructed elastograms by LFE, AIDE and 
MFs respectively. Although speckle and Rician noise has not degraded the wave 
fields significantly, the shear moduli by direct inversion turn out to be too noisy to 
be understood. It is thus necessary to enhance MRE images before direct inversion. 





Table 4–2. Performance of elasticity reconstruction on the wave fields with speckle noise. 












LFE 5% 1.10±0.17 2.91±0.45 3.16±0.68 3.23±0.39 6.33±0.92 
10% 1.06±0.20 2.73±0.53 2.79±0.72 3.19±0.45 6.10±1.01 
15% 1.03±0.22 2.55±0.55 2.57±0.69 3.14±0.48 5.86±1.13 
20% 1.00±0.23 2.54±0.57 2.34±0.68 3.12±0.51 5.73±1.07 
AIDE 5% 0.92±0.21 1.41±0.45 1.57±0.47 2.70±0.54 4.43±0.97 
10% 0.78±0.20 1.07±0.36 1.14±0.37 2.42±0.44 3.51±0.85 
15% 0.67±0.18 0.81±0.23 0.91±0.25 2.12±0.41 2.73±0.70 
20% 0.60±0.17 0.82±0.34 0.84±0.27 2.01±0.41 2.68±0.67 
MF 5% 1.05±0.19 3.15±1.31 4.79±1.55 2.93±0.70 6.61±1.92 
10% 1.05±0.20 2.84±1.08 3.82±1.12 2.90±0.64 6.39±1.76 
15% 1.04±0.23 2.70±1.17 3.10±0.88 2.87±0.61 6.12±1.59 
20% 1.03±0.24 2.46±0.97 2.72±0.73 2.87±0.58 6.14±2.11 
 
Tables 4-2 and 4-3 report the adverse impacts of noise on MRE elasticity 
reconstruction. We added different percentages of speckle and Rician noise to the 
wave fields. The same algorithms were applied for elasticity reconstruction. By 
comparing the results in Tables 4-2 and 4-3 to those in Table 4-1, it is obvious that 
the shear moduli are biased substantially; hence all algorithms are susceptible to 
noise. Comparatively, LFE performed best against noise, whilst AIDE was the worst. 
The quantitative results confirm it again that noise suppression and image 
enhancement are necessary for MRE elasticity reconstruction. 





Table 4–3. Performance of elasticity reconstruction on the wave fields with Rician noise. 
  MREsimu MREbench 










LFE 5% 1.11±0.14 2.77±0.54 2.24±0.63 3.18±0.44 6.05±1.05 
10% 1.06±0.20 2.23±0.64 1.61±0.49 3.08±0.54 5.79±1.13 
15% 1.00±0.24 2.06±0.68 1.46±0.51 3.04±0.61 5.45±1.21 
20% 0.96±0.27 1.91±0.61 1.34±0.55 3.02±0.66 5.44±1.31 
AIDE 5% 0.91±0.23 1.42±0.88 0.94±0.37 2.54±0.60 3.52±1.01 
10% 0.74±0.28 0.79±0.43 0.71±0.25 2.14±0.51 2.72±0.80 
15% 0.62±0.25 0.67±0.31 0.67±0.20 1.97±0.48 2.33±0.69 
20% 0.55±0.23 0.57±0.23 0.73±0.25 1.83±0.44 2.18±0.57 
MF 5% 1.02±0.18 2.47±1.07 2.79±1.24 2.92±0.63 6.01±1.90 
10% 0.98±0.25 2.12±1.40 2.19±1.10 2.87±0.62 5.85±1.90 
15% 0.95±0.30 1.96±1.31 1.85±0.81 2.88±0.68 5.13±1.79 
20% 0.93±0.37 1.81±1.22 1.90±0.97 2.87±0.76 4.99±1.63 
 
We are interested in the performance of LSD for MRE image enhancement and 
elasticity reconstruction. The four controlling mechanisms, MCF, PMD, CED and 
CAD, were compared against two common filters, namely a median filter (MED) 
and a Gaussian filter (GAUS). The latter one was implemented by  
)),(,(conv1  sGtt  . (4.5) 
The following L
2
-error index (Kwon et al. 2009) was adopted for quantitative 
evaluation indirectly on the reconstructed elasticity: 
















Er ,  (4.6) 
where ω denotes the clean elasticity, and  is the elasticity reconstructed from the 
noisy image after enhancement. The smaller the value of MSE is, the better the 
image enhancement. In our study, the ROIs in Figure 4-5(a) were selected for 
quantitative comparison. 
 
Figure 4–7. Er against evolutional iterations on MREsimu. (a) Speckle noise; (b) Rician noise; (c) 
LFE; (d) AIDE; (e) MF. 
 
Both median and Gaussian filters adopted a 3×3 window, and the Gaussian filter 
had an additional smoothing coefficient of 3. We assigned a value of 3 to the scalar 
coefficients in MCF and CED. The phase angle θ in CAD is necessary for imaginary 
field normalization, but not critical for diffusion as long as it is kept small (Gilboa et 
al. 2004). Therefore we set θ empirically to π/60 in all experiments. The gradient 
threshold η necessary for PMD and CAD varied according to wave field strength. 
Figures 4-7 and 4-8 depict the quantitative performance of these algorithms for 
MRE image enhancement with the iterations of evolution.  







Figure 4–8. Er against evolutional iterations on MREbench. (a) Speckle noise; (b) Rician noise; (c) 
LFE; (d) AIDE; (e) MF. 
 
 
According to the results in Figures 4-7 and 4-8, the median filter was robust for 
MRE image enhancement, but its performance on noise suppression was not 
impressive. In contrast, the Gaussian filter sometimes led to the best performance, 
but sometimes led to the worst one. Therefore it is not a reliable choice. As to LSD, 
the performance of MCF is usually inferior. It is surprising that CED is not 
competitive, possibly due to the flow-type artifacts that might bias elasticity 
reconstruction substantially. Overall, CAD has the best performance with regard to 
effectiveness and robustness; hence it is useful for noise suppression and image 
enhancement in MRE. The final performance after 20 iterations is further quantified 
in Tables 4-4 and 4-5. In addition, Figures 4-9 and 4-10 illustrate the effects of MRE 
image enhancement with respect to 20% noise.  
 
 





Table 4–4. Comparison of Ers after 20-iteration enhancement on MREsimu. 
20% speckle Noisy GAUS MED MCF PMD CED CAD 
LFE 0.30 0.10 0.17 0.76 0.07 0.17 0.08 
AIDE 0.73 2.67 1.38 0.88 0.35 0.62 0.35 
MF 0.45 0.30 0.40 0.74 0.29 0.35 0.29 
20% Rician Noisy GAUS MED MCF PMD CED CAD 
LFE 0.45 0.15 0.28 0.68 0.15 0.31 0.15 
AIDE 0.87 2.39 1.59 0.87 0.42 0.69 0.42 
MF 0.57 0.37 0.54 0.71 0.39 0.55 0.39 
 
Figure 4–9. 20-iteration enhancement on MREsimu wave field with 20% noise. (a)-(c) Speckle noise; 
(d)-(f) Rician noise; (a) & (d) LFE; (b) & (e) AIDE; (c) & (f) MF; (h) Noisy; (i) GAUS; (j) MED; (k) 
MCF; (l) PMD; (m) CED; (n) CAD. 





Table 4–5. Comparison of Ers after 20-iteration enhancement on MREbench. 
20% speckle Noisy GAUS MED MCF PMD CED CAD 
LFE 0.15 0.09 0.10 0.19 0.07 0.11 0.07 
AIDE 0.44 0.25 0.29 0.41 0.21 0.29 0.22 
MF 0.19 0.19 0.22 0.45 0.15 0.17 0.16 
20% Rician Noisy GAUS MED MCF PMD CED CAD 
LFE 0.21 0.12 0.16 0.16 0.17 0.19 0.11 
AIDE 0.50 0.21 0.31 0.33 0.32 0.37 0.21 
MF 0.27 0.20 0.25 0.22 0.22 0.26 0.19 
 
Figure 4–10. 20-iteration enhancement on MREbench wave field with 20% noise. (a)-(c) Speckle 
noise; (d)-(f) Rician noise; (a) & (d) LFE; (b) & (e) AIDE; (c) & (f) MF; (h) Noisy; (i) GAUS; (j) 
MED; (k) MCF; (l) PMD; (m) CED; (n) CAD. 
 
        





4.4  SUMMARY 
It is difficult in practice to obtain perfect MRE wave images since noise and 
artifacts are always present. First, phase wrapping is common in MRE imaging. Two 
algorithms for discontinuity-minimizing phase unwrapping (Bioucas-Dias & 
Valadao 2007) were implemented and evaluated (Figure 4-1). Another refractory 
artifact inherent in MRE is wave interference. We implemented directional 
spatiotemporal filtering to suppress wave interference. The experimental results in 
Figure 4-3 are quite promising. We also attempted to suppress noise and outliers in 
MRE wave images by using LSD. Our experiments on speckle and Rician noise 
show that PMD and CAD are effective in giving a good trade-off between noise 
smoothing and elasticity consistency (Figures 4-7 to 4-10; Tables 4-2 to 4-5).  
The real part of CAD is useful for image enhancement. Meanwhile, its 
imaginary part is a robust approximation to the second-order derivative. In direct 
inversion for MRE elasticity reconstruction, it is challenging to approximate the 
spatial Laplacian of a noisy dataset. Savitzky-Golay filters, matched filters and test 
functions have been proposed for this purpose. We hypothesize that the complex 
diffusion model might be a better solution for direct inversion because of its unified 
noise suppression and feature preservation. 
It is noteworthy that, although enhanced substantially, the results in Figures 4-3 
through 4-10 still contain many interfering artifacts. It makes computerized analysis 
and interpretation difficult. A possible solution is to conduct redundant MRE 
scanning, and recombine them by appropriate weighting (Manduca et al. 2001, 
2003). Nevertheless, this solution is demanding of MRE hardware (e.g., 
spatiotemporal consistency) and prolongs the imaging period. Therefore it might not 
be a good choice in practice. To assist MRE elasticity interpretation, we will 
evaluate the unified level set formulation and further propose a hybrid level set 
model for piecewise constant elasticity modeling in the next chapter.  






CHAPTER 5  
MRE ELASTOGRAM ANALYSIS 
 
The algorithms, including local frequency estimation (LFE), algebraic inversion 
of differential equation (AIDE) and matched filters (MFs), have been presented for 
elasticity reconstruction from MRE wave images. It is then possible to detect tissue 
abnormalities on the resulting MRE elastograms. If elasticity reconstruction is 
sufficiently accurate, it is straightforward to implement computerized soft tissue 
discrimination. There are nonetheless some refractory issues in MRE. On one hand, 
the algorithms of elasticity reconstruction are established on a series of assumptions 
and simplifications that facilitate engineering implementation (Manduca et al. 2001; 
Madelin et al. 2004; Papazoglou et al. 2008). However, the simplified models might 
not be able to accurately describe the propagation of elastic waves within soft tissues. 
On the other hand, it is difficult to obtain perfect wave images due to imaging noise, 
wave interference and other artifacts. Most algorithms for elasticity reconstruction 
are unfortunately susceptible to them.  
The level set models, derived from the Mumford-Shah functional, are robust for 
image segmentation and registration (Chen & Vese 2001; Droske & Ring 2006). 
The dynamic interfaces in Mumford-Shah level set models (MS-LSMs) can be 
evolved according to image variation, region competition and/or other statistical 
properties. We have proposed a new unified level set formulation in Chapter 3 for 
robust image segmentation. It will be employed in this chapter for MRE elastogram 
segmentation. In addition, we will propose a hybrid level set model for piecewise 
constant modeling of MRE elasticity. 





5.1  ELASTOGRAM SEGMENTATION 
MRE imaging produces a series of magnitude and phase-contrast images. The 
magnitude images depict the structural composition of soft tissues. The 
phase-contrast wave images are used to reconstruct soft tissue elasticity. As shown 
in Figure 1-1, the reconstructed elastograms are possibly more sensitive than the 
magnitude images for soft tissue discrimination (Rouviere et al. 2006; Kruse et al. 
2008; Yin et al. 2009; Mariappan et al. 2010). On the other hand, elastic properties 
are useful for surgery planning and computerized intervention (Manduca et al. 2001; 
Jenkyn et al. 2003; Madelin et al. 2004; Carter et al. 2005), where segmentation is 
indispensable for subsequent registration and modeling. 
 
Figure 5–1. Elasticity reconstruction on a benchmark MRE dataset. (a) Magnitude image; (b) 
Original reconstruction; (c) Elasticity reconstruction after enhancement; (d) LFE; (e) AIDE; (f) MF. 
 
Elastogram segmentation is not as straightforward as expected. With reference 
to a benchmark MRE dataset from the Mayo Clinic (Grimm et al. 2009), which has 
been described in Section 4.4.1, the magnitude image in Figure 5-1(a) shows the 
phantom composition. However, as shown in Figures 5-1(d)-(f), the elastograms 
reconstructed by LFE, AIDE and MF suffer from noise, inhomogeneity and wave 
interference. The directional spatiotemporal filtering described in Section 4.3 is 
helpful to suppress wave interference. The enhanced elastograms have higher 





contrast and less wave interference, but noise and inhomogeneity remain even after 
enhancement. 
 
Figure 5–2. Elastogram segmentation using two ordinary level set models. (a) Magnitude image; (b) 
& (c) LFE; (d) & (e) AIDE; (f) & (g) MF. It is desired to characterize the inclusions from the initial 
contours (green dashes). 
 
We evaluated two conventional level set models for elastogram segmentation. 
The same parameters μ = 1.0, ν = 1.0 and ∆t = 0.2 were assigned to control level set 
evolution. We set the additional parameters λ1 = λ2 = 1.0 for MS-LSM. For both 
models, we initialized the green dashed contours as in Figure 5-2. The final contours 
after 200-iteration evolution are shown in red. The results in the first row were 
obtained by the Hamilton-Jacobi level set model (HJ-LSM) and those in the second 





row by MS-LSM. Obviously, the boundaries of the inclusions, even after 
enhancement, were too weak to control HJ-LSM. Meanwhile, the dynamic 
interfaces in MS-LSM were always attracted toward the phantom boundary. These 
results demonstrate clearly the shortcomings of ordinary level set models in medical 
image segmentation. 
 
Figure 5–3. Initial segmentation by FCM. (a) On magnitude image; (b) On original elastograms; (c) 
On enhanced elastograms; (d) LFE; (e) AIDE; (f) MF. 
 
The unified level set formulation was then applied to segment these elastograms. 
We employed fuzzy c-means (FCM) for initial segmentation and probabilistic 
estimation. Figure 5-3 shows the results of FCM segmentation. Note that directional 
spatiotemporal filtering was helpful to suppress noise and wave interference 
(Figures 5-3(d)-(f)).  
We adopted the conservative parameters by setting α = 0.5, β = 0.5 and γ = 0.5 
for balanced image gradient and region competition. Nevertheless, the results are not 
so attractive (Figure 5-4). As mentioned in Chapter 3, the unified level set 
formulation is advantageous for flexible initialization, fast evolution and stable 
convergence. It is possible to balance the contributions of image gradient, region 
competition and prior information by adjusting the control parameters. 






Figure 5–4. The unified level set model with balanced controlling parameters. 
 
We attempted to optimize the configuration (Table 5-1) by trial and error for 
better performance. Although the effects of each parameter have been examined in 
Chapter 3, it is a rule of thumb to optimize them for a specific application. Usually, 
the process of discovering optimal settings is tedious. In particular, the results in 
Figure 5-5 are still not as good as we expected. We thereby propose a hybrid level 
set model for combinatorial analysis of MRE magnitude and elasticity images. 
 
Figure 5–5. Segmentation by the unified level set formulation with regulated controlling parameters. 





Table 5–1. Configuration of the unified level set formulation for optimal segmentation. 
 α β γ μ λ 
Magnitude 0.5 0.5 0.5 0.5 10 
LFE 0.9 0.1 0.9 0.2 10 
AIDE 0.3 0.1 0.7 0.5 5 
MF 0.3 0.5 0.7 0.8 5 
DF+LFE 0.2 0.5 0.8 0.5 10 
DF+AIDE 0.5 0.5 0.5 0.8 1 
DF+MF 0.5 0.5 0.5 0.8 1 
 
5.2  PIECEWISE CONSTANT ELASTICITY MODELING 
Due to current technical limitations, the spatial resolution of the indirectly 
reconstructed elastograms is rarely comparable to that of the corresponding 
magnitude images. There are various interfering noise and artifacts. It is thereby 
common to manually specify regions of interest (ROIs) and use regional statistics 
for health evaluation (Manduca et al. 2001, 2003; Yin et al. 2007; Kruse et al. 2008). 
However, such protocol is quite subjective and dependent on personal expertise.  
We hypothesize that soft tissues are piecewise homogeneous and propose to 
model MRE elasticity by using piecewise constant level sets. We employ the 
well-established algorithms for elasticity reconstruction instead of developing level 
set methods (LSMs) for simultaneous inversion and modeling (Ammari et al. 2008). 
The resultant elastograms are then remodeled with a hybrid level set model that 
combines the information of MRE elasticity and magnitude images for optimal 
segmentation and registration.  
In Chapter 3 we introduced a region-scalable MS-LSM. With a Gaussian kernel, 
this model is good at local region competition and registration. Nevertheless, it is 





sensitive to level set initialization. Wang et al. (2008) thereby proposed a 









































with the argument ω coordinating global and local region competitions. If 
inhomogeneity is severe, it is better to choose a smaller ω, and vice versa.  
Note that Eq. (5.1) is merely a linear combination of local and global region 
competition. Instead of simply putting them together, we apply global region 
competition on an elastogram to detect abnormal soft tissues, and then register them 
to the corresponding magnitude image by local region competition. In other words, 
the resultant piecewise constant level set function matches both images of elasticity 
and magnitude in MRE. 
A single level set function is usually not sufficient to model complicated 
elastograms. Vese et al. (2002) and Wang et al. (2008) proposed the combinatorial 
level set functions, by which n level set functions lead to 2
n
 piecewise constant 
sub-regions. However, if the number of objects is not exactly 2
n
, the performance 
might not be optimal (Tsai et al. 2001; Jeon et al. 2005; Brox & Weickert 2006). In 
addition, the evolution of multiphase level set functions is susceptible to local 
minima. We adopted a multiresolutional framework as the one by Tsai et al. (2001) 
and Jeon et al. (2005) for hierarchical segmentation. Once a region of interest (ROI) 
was identified, Jeon et al. (2005) filled its background with the average of that 
region. However, this protocol is not very effective if the next-layer region does not 
have strong contrast. For hierarchical segmentation, we directly restrict region 
competition within a specific ROI. Compared with the multiphase level set evolution, 
this multiresolutional framework is advantageous for controllability and 
computational efficiency. 





5.2.1 Experimental Datasets 
An MRE simulator was developed to mimic the propagation of planar shear 
waves within soft tissues. We performed two MRE simulations (Figure 5-6(a)); The 
first phantom (R1) was a rectangular plate (20 cm × 20 cm) with four inclusions 
(radius: E1: 2.5 cm; E2: 1 cm; E3: 1 cm; E4: 2.5 cm); The second phantom (E1) was 
a circular plate with radius 10 cm, which enclosed three inclusions with decreasing 
radii (E2: 6 cm; E3: 4 cm; E4: 2 cm). Both the phantoms were excited by 100 Hz 
planar shear waves. The harmonic motion was subjected to the Helmholtz equation 












where u was the unknown wave field. For the first phantom, the variational stiffness 
field μ was 
))4E()3E(())2E()1E(()1R( 210 HHHHH   , (5.3) 
where H(∙) is the Heaviside function, μ0 = 1 kPa, μ1 = 2 kPa and μ2 = 4 kPa. For the 
second phantom, the variational stiffness field was 
)4()3()2()1E( 3210 EHEHEHH   , (5.4) 
where μ0 = 1 kPa, μ1 = 3 kPa, μ2 = 6 kPa and μ3 = 8 kPa. For both experiments, the 
viscosity field δ was set to 1% of μ (Madelin et al. 2004; Kwon et al. 2009). We 
solved the above wave equations by a finite element method (FEM). The simulated 
256 × 256 wave field was extracted and depicted in Figures 5-6(b) and 5-6(c). 










Figure 5–7. Patient MRE dataset. (a) Anatomical images; (b) Real part of the simulated wave field; (c) 
Imaginary part. 
 





There are two real phantom datasets (Figures 4-3 and 4-4), which have been 
described in Section 4.4.1. We also performed two MRE scans at the National 
University Hospital (NUH, Singapore). The overall protocol was essentially the 
same as the one by Mayo Clinic documented in (Yin et al. 2007). After obtaining 
informed consent, the patients were imaged in the supine position. For each MRE 
scan, the pneumatic vibrator was coupled with the patient in the abdominal area near 
his/her liver. The actuator delivered a low-frequency 60 Hz excitation considering 
the strong in vivo viscoelastic attenuation. The four-phase wave images were 
obtained in a 1.5 Tesla clinical MRI scanner (General Electric, Milwaukee, WI) with 
FOV 36cm × 36 cm. Figure 5-7 shows the patient MRE datasets in this study. 
 
5.2.2 Experimental Results 
In our experiments, all MRE images were of the size 256 × 256. For level set 
implementation, the Heaviside function H(∙) and its derivative δ(∙) were modulated 
with a small constant ε (= 1.0). The time step t was set to 0.2, by which we 
quantified the comparative efficiency T (= t × iterations). It is feasible to assign the 
controlling parameters β1 = β2 = γ1 = γ2 = 1.0 for simple objects, but they have to be 
tuned carefully when faced with challenging MRE datasets.  
A.  Simulation Results 
There are two critical arguments in the LFE algorithm: the order of filter banks 
and the number of filter directions. We assigned the order 8 (i.e. central frequencies 
from 1/256 to 1/2) and the direction 6 for the simulated MRE datasets. Figure 5-8(b) 
shows the performance of LFE for MRE elasticity reconstruction. For the AIDE 
algorithm, we adopted the Savitzky–Golay filter (order: 3; size: 5 × 5) to approximate 
the geometric Laplacian of the wave field. There was an additional 9 × 9 median filter 
to enhance the resultant elastograms (Figure 5-8(c)). Four orthogonal directional 





filters (DFs) were applied to further enhance MRE elasticity reconstruction. The 
elastograms after improvement (Figures 5-8(c) & (e)) were more homogeneous than 
the original ones (Figures 5-8(b) & (d)). 
 
Figure 5–8. Elasticity reconstruction on the simulated MRE datasets. (a) Magnitude images; (b) LFE; 
(c) AIDE; (d) LFE with DF; (e) AIDE with DF. 
 
For elasticity evaluation, it is common to consider the averaged values within 
the specified ROIs. Instead of manually specifying ROIs, we proposed to employ 
piecewise constant level sets to remodel MRE elasticity. For magnitude images, 
because they are inherently piecewise constant, we initiated level set evolution with 
controlling parameters α = β1 = β2 = 1.0. The hierarchical region competition 
converged quickly (T = 20). We had to tune the scale-controlling parameter α for 
noisy MRE elastograms. A large α is useful to discriminate large and regular objects 
from their noisy background. We set α = 0.001×255×255 for the first simulated 
phantom. The four inclusions were successfully identified after 100 iterations of 
evolution (Figure 5-9(a)). The scale parameter α was assigned {0.02, 0.01, 0.005, 
0.001}×255×255 for object discrimination in the second simulated phantom. The 
multiresolutional level set model became stable after 200 iterations of evolution 
(Figure 5-9(c)). 






Figure 5–9. Level set modeling of the simulated phantoms. (a) and (c): On original elastograms; (b) 
and (d): After piecewise constant level set modeling. 
 
For these simple phantoms and well-defined datasets, it seems that MRE 
elastograms before and after remodeling are similar (Figure 5-9). However, the new 
piecewise constant elasticity models (Figures 5-9(b) to 5-9(d)) are obviously more 
convenient for analysis and interpretation. It is noteworthy that the shear moduli 
decreased after piecewise constant modeling (Table 5-2). 






 Simulated Phantom 2
nd
 Simulated Phantom 
R1 E1 & E2 E3 & E4 E1 E2 E3 E4 
LFE 1.040.14 1.920.23 3.390.38 1.140.31 3.000.51 5.530.57 7.230.50 
Remodeled 
LFE 
1.030.00 1.740.00 2.940.00 1.080.00 2.740.00 5.270.00 7.080.00 
AIDE 1.080.10 1.860.06 3.390.20 1.140.21 2.790.40 5.030.30 6.570.19 
Remodeled 
AIDE 
1.070.00 1.740.00 2.980.00 1.110.00 2.630.00 4.860.00 6.410.00 





B. Phantom Results 
It is usually difficult to capture perfect MRE wave images in practice. The 
common issues include field inhomogeneity and wave interference. For the 
benchmark dataset, the artifacts due to field inhomogeneity and phase wrapping 
were not severe. We merely decreased the LFE order to 6 (i.e. central frequencies 
from 1/256 to 1/8) so as to suppress high-frequency noise and kept all other 
parameters the same as in the first experiment. In contrast, there are obvious noise 
and artifacts in the hierarchical phantom dataset. Therefore, we had to further 
decrease the LFE order to 4. The Savitzky–Golay filter in AIDE was also changed to 
order 5 and size 7 × 7. 
 
Figure 5–10. Elasticity reconstruction on the phantom datasets. (a) Magnitude images; (b) LFE; (c) 
AIDE; (d) LFE with DF; (e) AIDE with DF. 
 
The results of elasticity reconstruction on the real phantom datasets were not as 
good as those in Figure 5-9. Both LFE and AIDE were insufficient with regard to 
accuracy and fidelity (Figures 5-10(b)-(c)). In these refractory cases, directional 
spatiotemporal filtering could enhance MRE elasticity reconstruction substantially. 
After weighting in four orthogonal directions, there were fewer artifacts (Figures 
5-10(d)-(e)) and the elastograms became more consistent with their corresponding 
magnitude images (Figure 5-10(a)). 






Figure 5–11. Level set modeling of the phantom datasets. (a) On magnitude images; (b) On the MRE 
elastograms by LFE with DF; (c) On the MRE elastograms by AIDE with DF; (d) Piecewise constant 
elasticity modeling. 
 
On the phantom datasets, the hierarchical global region competition converged 
quickly for level set segmentation and modeling. Nevertheless, there are obvious 
modeling discrepancies. For example, the small inclusions were missing in the 
benchmark phantom. It was even worse for the hierarchical phantom; the magnitude 
image suffered from imaging inhomogeneity and the MRE elasticity image was 
contaminated by noise and wave interference. In other words, hybrid modeling and 
registration are necessary for real MRE datasets. 
We first initiated global region competition on MRE elasticity image and chose 
an ROI. It was then registered to the magnitude image by local region competition. 
Second, global region competition on MRE elasticity image was restricted in the 
background of that refined ROI. The next-layer ROI was detected and registered to 
the magnitude image again. This process repeated until satisfactory results were 
obtained. It eventually led to the piecewise constant level set functions, as shown in 
Figure 5-11(d), from the noisy elasticity images and the inhomogeneous magnitude 
images. Table 5-3 lists the statistics of MRE elasticity images before and after level 
set modeling. 






Table 5–3. Shear modulus distributions of the phantom datasets. 
mean (kPa)  standard deviation DF + AIDE Remodeled DF + AIDE 
Benchmark 
Phantom 
Background 2.440.30 2.430.00 
Inclusion 4.280.61 3.420.00 
Hierarchical 
Phantom 
0.75% Phantom 2.610.74 2.570.00 
1% Inclusion 4.790.83 4.240.00 
1.25% Inclusion 6.820.79 6.800.00 
2.5% Cover 11.811.22 8.010.00 
 
 
C. Patient Results 
 
 
Figure 5–12. Elasticity reconstruction on the patient MRE datasets. (a) Anatomical images; (b) LFE; 
(c) AIDE; (d) LFE with DF; (e) AIDE with DF. 
 
It is challenging to design an efficient MRE system for in vivo patient imaging. 
As shown in Figures 5-7(b)-(c), there was severe wave attenuation in complicated 
physiological tissues, the extracted complex wave fields were not continuous, and 
there was wave propagation in large organs only. All of them make elasticity 
reconstruction and modeling difficult. We kept all parameters same as the ones in 





the phantom experiment: LFE was with order and direction 6; the Savitzky–Golay 
filter was with order 3 and size 5 × 5 in AIDE. It is obvious that LFE (Figure 
5-12(b)) is more robust than AIDE (Figure 5-12(c)) for noisy and inhomogeneous 
datasets. Then we applied directional spatiotemporal filtering in four orthogonal 
orientations. DF is very helpful for AIDE (Figure 5-12(e)) but not so evident for 
LFE (Figure 5-12(d)). 
 
Figure 5–13. Level set modeling of the patient datasets. (a) On the anatomical images; (b) On the 
elastograms by LFE with DF; (c) On the elastograms by AIDE with DF; (d) Piecewise constant 
elasticity modeling. 
 
With controlling parameters α = {0.01, 0.005}×255×255 and β1 = β2 = 1.0, the 
hierarchical global region competition converged quickly (T = 20) on the anatomical 
images (Figure 5-13(a)) and the elastograms (Figures 5-13(b)-(c)). For these datasets, 
the modeling discrepancies between MRE elasticity and magnitude images are quite 
clear. Similar to the phantom experiment, we first initiated global region 
competition on an elastogram and chose the first-layer ROI. It was then registered to 
the anatomical image by local region competition (α = 0.01×255×255, γ1 = 3.0, γ2 = 
9.0, ζ = 10.0 and T = 20). Next, global region competition ran on the background 
elasticity image. The next-layer ROI was detected and registered to the anatomical 
image again (α = 0.01×255×255, γ1 = 1.0, γ2 = 2.5, ζ = 5.0 and T = 20). We took all 





other minor organs as the background. It eventually led to the piecewise constant 
level set functions from the noisy elastograms (Figure 5-13(c)) and the 
inhomogeneous anatomical images (Figure 5-13(a)). Table 5-4 lists the statistics of 
MRE elasticity images before and after level set modeling. 
Table 5–4. Shear modulus distributions of the patient datasets. 
mean (kPa)  standard deviation DF + AIDE Remodeled DF + AIDE 
Patient 194 
Liver 5.161.20 4.360.00 
Spleen 3.090.52 2.630.00 
Others 1.570.55 1.490.00 
Patient 197 
Liver 2.890.48 2.350.00 
Spleen 4.300.50 2.550.00 
Others 1.590.47 1.500.00 
 
 
5.3  SUMMARY 
In summary, we concentrated on LSMs for MRE elasticity modeling and 
interpretation in this chapter. We carried out level set segmentation on the 
elastogams that were reconstructed by LFE and AIDE. The results show that neither 
HJ-LSM nor MS-LSM is sufficiently effective. The unified level set formulation 
was then utilized to enhance elastogram segmentation. It could perform well if with 
appropriate controlling parameters. However, noise and artifacts often make it 
difficult to optimize the unified level set model for MRE elastogram segmentation.  
It is common in manual MRE interpretation to specify ROIs and consider 
regional statistics for health evaluation. We proposed a hybrid level set model to 
remodel noisy MRE elastograms by registering to their counterpart magnitude 





images. Optimization was accomplished by alternating global and local region 
competitions. This hybrid model successfully coped with the inferior resolution of 
MRE elastograms and the field inhomogeneity of the magnitude images. We have 
evaluated it on a collection of synthetic and real MRE datasets. 
 
 










6.1   MAGNETIC RESONANCE ELASTOGAPHY 
We developed and evaluated different actuation systems for motion delivery, 
including needles, indenters and pneumatic vibrators. Various pulse sequences have 
been programmed for motion imaging. In addition, we developed and compared 
different algorithms for elasticity reconstruction, including local frequency 
estimation (LFE), algebraic inversion of differential equation (AIDE) and matched 
filters (MFs). 
6.1.1 Actuation 
It is challenging to efficiently excite soft tissues for MRE imaging. An essential 
requirement is that all components have to be MRI compatible and without 
electromagnetic interference. Moreover, the actuation system should be sufficiently 
steady because precise synchronization is very important. There are different 
electromechanical, piezoelectric and pneumatic actuation systems reported in the 
literature (Uffmann & Ladd 2008; Mariappan et al. 2010). We have designed two 
types of actuators for quasi-static deformation and low-frequency vibration (Takei et 
al. 2009, 2010). It is convenient to combine these actuators with a needle for 





invasive deformation or vibration. Such invasive actuation is advantageous for 
delivering sufficient motion to a specific region of interest (Chan et al. 2006), 
although it violates the objective of MRE for noninvasive elasticity quantification.  
 
Figure 6–1. One of the actuation systems for dynamic MRE in our study. 
 
The actuator for dynamic MRE (Figure 6-1) in our study comprises a sound 
pressure generator, a flexible vinyl hose and a pneumatic vibrator. It is possible to 
deploy the motion generator far from the MRI scanner, and even outside of the MRI 
room, thus minimizing the electromagnetic artifacts to MRI. This actuator is tunable 
for low-frequency and high-frequency motions (0~18000Hz). Low-frequency shear 
waves propagate further and can excite internal organs better. Therefore 60Hz was 
chosen for most clinical MRE experiments (Yin et al. 2007, 2009; Talwalkar et al. 
2008; Venkatesh et al. 2008). However, low-frequency actuation has inferior spatial 
resolution and often overlooks small lesions (Mariappan et al. 2009a-b). It is 
possible to improve spatial resolution by increasing actuation frequency, but soft 
tissue elastoviscosity damps high-frequency shear waves quickly. It is a topic 
worthy of investigation on this dilemma of penetration and resolution (Mariappan et 
al. 2010). 





We introduced directional spatiotemporal filtering and implemented it for MRE 
image enhancement. As shown in Figure 4-3, directional filtering is able to suppress 
wave interference and substantially enhance the signal-to-noise ratio (SNR), but 
increases the risk of elasticity underestimation (Table 5-2). Therefore we need not 
employ directional spatiotemporal filtering for well-defined MRE (Figure 5-8). 
Unfortunately, most MRE datasets are noisy in practice; hence we have to make a 
choice between interference suppression and elasticity underestimation. This has 
been discussed in Section 5.2.2 (Figures 5-10 and 5-12; Tables 5-3 and 5-4). 
6.1.2  MRE Imaging 
Our MRE imaging sequences are derived from the balanced motion-sensitizing 
gradients (MSGs). It is theoretically feasible to combine MSG with any pulse 
sequence for MRE imaging, but the performance might vary substantially. The 
additional MSG pairs are demanding on MRI hardware (i.e., homogeneity, 
sensitivity and reliability). Figure 6-2 illustrates some MRE datasets in our study. 
The first row depicts the magnitude images and the second row for the 
corresponding wave images. The results in Figure 6-2(a) were obtained by a 
combinational MSG + FLASH sequence, while those in Figure 6-2(b) were obtained 
by a combinational MSG + SE sequence. Both of these suffered from magnetic 
resonance distortion in the periphery but obviously, the latter has a better 
performance. The results in Figure 6-2(c) were performed in a state-of-the-art MRI 
scanner (Signa HDxt 3.0, GE Healthcare) with a combinational MSG + EPI 
sequence. Peripheral inhomogeneity was corrected, but the ultrafast pulse sequence 
EPI led to low SNR. In short, it is very important to devise and optimize the imaging 
sequences for a successful MRE system. 











Figure 6–3. Influence of the controlling parameters of a specific imaging sequence. 
 
The controlling paradigms of a specific imaging sequence are also very 
important. Figure 6-3 shows our study on parameter optimization for the 
combinational MSG + SE protocol. We obtained the results in the first row with 
different numbers of MSG pairs. Those in the second row were obtained with the 





same number of MSG pairs but different MSG strengths. Note that strong MSG 
would lead to severe phase wrapping even though it might be remedied by the 
numerical algorithms in Section 4.1. Increasing MSG pairs seems efficient and 
appropriate. However, the period of MSG pair is subjected to the external motion 
frequency. If the frequency is low, there might be no enough time for MSG 
encoding. It is thus important to configure and optimize a specific pulse sequence 
for MRE imaging. 
 
6.1.3 Elasticity Reconstruction 
One of the biggest challenges in MRE is elasticity reconstruction (Manduca et 
al. 1996, 1998, 2001; Oliphant et al. 2001; Papazoglou et al. 2008; Kwon et al. 
2009). We have implemented and evaluated LFE, AIDE and MF as described in 
Section 2.2.3. It is noteworthy that the smallest inclusion is nearly indiscernible in 
shear modulus distribution, whether by LFE (Figure 2-5), AIDE or MF (Figure 2-6). 
It is known that the diameters of the four inclusions are 5 mm, 10 mm, 16 mm and 
25 mm, respectively (Manduca et al. 2003; Kwon et al. 2009). The shear modulus of 
those inclusions is known (6.4 kPa). As the vibrating frequency is 100 Hz, it is 
possible to estimate the wavelength of shear wave within those inclusions to be 
around 25 mm. It seems that, for the objects with size comparable to the wavelength, 
their elasticity can be effectively reconstructed. However, for the objects with size 
shorter than the wavelength, it is merely possible to partially reconstruct their 
elasticity. Increasing the frequency of actuation may improve spatial resolution, but 
it suffers from energy attenuation. In other words, this is still a limitation of current 
MRE systems. 
LFE is established on a bank of lognormal filters; hence it is comparatively 
robust to noise. However, as shown in Figure 4-5 and Table 4-1, LFE often biases 





the values of elasticity and is not sensitive to small objects. In contrast, AIDE and 
MF are advantageous for spatial resolution but sensitive to noise and artifacts, which 
has been verified qualitatively (Figure 4-6) and quantitatively (Tables 4-2 and 4-3) 
in our study. As a consequence, MRE image enhancement is often necessary before 
elasticity reconstruction. 
Two issues are critical in MRE image enhancement: noise suppression and 
elasticity fidelity. The algorithms for elasticity reconstruction are susceptible to 
phase wrapping, which can be effectively overcome by phase unwrapping (Figure 
4-1). The discontinuity-minimization algorithms (Flynn 1997; Bioucas-Dias and 
Valadao 2007) in our experiments rectified phase wrapping effectively and led to 
smooth MRE wave images. We have to be careful in initiating phase unwrapping 
because any mistake would propagate to its neighbors layer by layer. 
The results of our study confirm that LFE is comparatively robust to noise 
(Figures 4-7 and 4-8) but the values of elasticity are often biased substantially 
(Tables 4-4 and 4-5). In other words, Gaussian smoothing destroys the inherent 
information of wave propagation. Median filters, in contrast, do not do so but 
insufficient noise suppression is a problem.  
The results of MF are often similar to those of AIDE after Gaussian smoothing 
(Figures 4-9 and 4-10). In essence, MF takes a locally adaptive matched filter to 
estimate the Laplacian of noisy data, where the matched filter might be 
approximated as a smoothed version of the data itself (Manduca et al. 2001, 2003). 
It is theoretically equivalent to Gaussian smoothing. In other words, our observation 
complies with the mechanisms behind these two approaches. 
A reconstructed MRE elastogram is rarely as clear as the corresponding 
magnitude image. There are many refractory issues limiting MRE resolution, for 
example, inappropriate excitation frequency, insufficient motion delivery, intrinsic 
wave interference, and simplified reconstruction modeling, etc. For reliable health 





evaluation, most MRE applications in the literature, such as fibrosis staging (Yin et 
al. 2007; Talwalkar et al. 2008) and tumor detection (Venkatesh et al. 2008), make 
use of the averaged elasticity within the specified regions of interest (ROIs). The 
specification usually refers to the corresponding structural images in MRE. It is 
appropriate to combine MRE magnitude and elasticity images for clinical decision 
making and computer-aided surgery (Figure 6-4). 
 
Figure 6–4. Combining MRE elasticity and magnitude images for analysis and interpretation. (a) 
Magnitude images; (b) Overlaying LFE elastograms on magnitude images; (c) Overlaying AIDE 
elastograms on magnitude images. 
 
 
6.2  LEVEL SET METHODS 
LSMs are established on dynamic implicit interfaces and partial differential 
equations (Sethian 1999; Osher & Fedkiw 2003). They have widespread 
applications in image processing because image information and interface properties 
can be unified for evolution and optimization. There are three critical issues in 
LSMs: 1) directing level set evolution; 2) terminating level set evolution; and 3) 
computational efficiency. 





Two mechanisms – the Hamilton-Jacobi functional and the Mumford-Shah 
functional – have been proposed for level set modeling. In general, Hamilton-Jacobi 
level set models (HJ-LSMs) employ image gradients and intensity variation. 
Mumford-Shah level set models (MS-LSMs) evolve according to regional statistics 
and competition. We have derived the numerical platform – level set diffusion (LSD) 
– from the Hamilton-Jacobi functional to enhance MRE wave images (Li et al. 
2010a). We have also developed an elastic level set model from the Mumford-Shah 
functional for soft tissue discrimination on MRE wave images without elasticity 
reconstruction (Li et al. 2010b).  
The evolution of MS-LSMs is oriented to minimizing a customized energy 
function. MS-LSMs are robust because their evolution will slow down automatically 
upon approaching the minimum point of that energy function. From another point of 
view, they are susceptible to local minima. The evolution of HJ-LSMs is always 
attracted towards an object indication function. If the object indication function is 
discontinuous or too weak, HJ-LSMs will eventually leak away. Consequently, 
HJ-LSMs are not stable. For robust image analysis, we have proposed a new level 
set formulation to unify the merits of HJ-LSMs and MS-LSMs but avoiding their 
drawbacks.  
LSMs project a problem of interest into a dynamic interface with higher 
dimension. It is a two-dimensional model for an originally one-dimensional problem, 
or a three-dimensional model for an originally two-dimensional problem. Solving a 
level set problem involves iterative evolution and optimization. Therefore, attention 
has to be given to computational efficiency. The evolution of HJ-LSMs is advanced 
by the gradients near the dynamic interface only; hence narrow band algorithms are 
a viable solution (Sethian 1996; Lefohn et al. 2004). MS-LSMs rely on region 
competition, and thus a sparse field method (Whitaker 1998) is helpful. Our unified 
level set formulation begins with the initial segmentation by fuzzy clustering so that 
it converges quickly to optimal solutions. In addition, the evolution for a specific 





object is independent of the initial fuzzy clustering; hence it is possible to design a 
system for parallel level set segmentation. 
For image processing, it is necessary to consider common issues including noise 
and inhomogeneity. HJ-LSMs are robust to noise. Derived from Gaussian functions, 
the object indication functions are insensitive to white noise. In addition, the 
curvature-based items in HJ-LSMs are helpful to suppress non-white noise. 
HJ-LSMs are robust to inhomogeneity as well because the gradient of 
inhomogeneity is small. That is why we derived LSD from the Hamilton-Jacobi 
functional for image enhancement. MS-LSMs are robust to white noise but not to 
non-white noise and inhomogeneity. The step of averaging in region competition is 
similar to Gaussian smoothing but works poorly for non-white noise and 
inhomogeneity. That is why a region-scalable MS-LSM was introduced to cope with 
field inhomogeneity in our study. 
The experimental results in Section 3.4.2 confirm the advantages of the unified 
level set formulation, including stable convergence and robustness to noise and 
weak boundaries (Figure 3-5). A potential problem is that there are many controlling 
parameters in the unified level set model for flexibility and controllability. Manual 
regulation might be tedious. Note that most of the parameters are common in 
HJ-LSMs and MS-LSMs. We assigned μ = 0.1, λ = 5.0, ν = 1.0, ε = 1.0, ζ0 = 1.0 and 
∆t = 0.2 for all experiments. The configuration (α = 0.5, β = 0.5, γ = 0.5) is usually 
sufficient to obtain good performance, which has been demonstrated in the example 
of CT liver tumor segmentation (Section 3.4.2). Nevertheless, for refractory datasets, 










6.3  LSM FOR MRE 
As mentioned in the first section of this chapter, there are many technical 
limitations for a successful MRE system. Our focus is on integrating LSMs for MRE 
image processing and analysis. The contributions include LSD, the unified level set 
formulation and the hybrid level set model for piecewise constant elasticity 
modeling. All of them have been experimentally evaluated in the preceding 
chapters. 
LSD was derived from the Hamilton-Jacobi functional to enhance MRE wave 
images. It attempts to balance noise suppression and elasticity consistency. We 
implemented and evaluated four controlling mechanisms, namely min/max 
curvature flow (MCF), Parona-Malik diffusion (PMD), coherence-enhancing 
diffusion (CED) and complex anisotropic diffusion (CAD), for MRE image 
enhancement. MCF failed to exhibit its effectiveness (Figures 4-9 and 4-10). PMD 
and CAD performed well in our study. They resulted in not only smoother MRE 
elastograms but also more consistent values of elasticity (Tables 4-4 and 4-5). 
It is found in our experiments that, for some datasets, PMD and CAD have a 
very similar visual effect, as shown in Figures 4-9(l) and 4-9(n). Also, the 
conventional Gaussian smoothing and median filtering might lead to good 
performance, as shown in Figure 4-9(i). However, quantitative evaluation reveals 
that PMD and CAD performed better than Gaussian smoothing, in particular for 
elasticity reconstruction by AIDE (Table 4-4). Actually, LSD is optimal because it is 
robust for MRE wave image enhancement. For example, PMD and CAD 
outperformed Gaussian smoothing for the benchmark dataset (Figure 4-10). From 
this point of view, LSD is similar to median filtering. In other words, LSD is optimal 
for the balanced performance between noise suppression and elasticity consistency. 
CED was originally proposed to enhance flow-type patterns, which was verified 
on a synthetic wave image in Chapter 3. However, we found that CED was not 





effective for MRE image enhancement. In fact, the phase of a wave field, extracted 
from MRE wave images, defines motion information. That is the basis of phase 
gradients for elasticity reconstruction (Manduca et al. 2001). Nevertheless, as shown 
in Figure 6-5, phase information is sensitive to wave reflection and diffraction. 
These artifacts have little influence on PMD and CAD. CED is specialized for flows 
and wave fronts. It is thus prone to increasing flow-type artifacts, which might bias 
elasticity reconstruction substantially.  
 
Figure 6–5. Motion information in MRE wave images. (a) Real part of complex wave field; (b) 
Imaginary part; (c) Magnitude; (d) Phase. 
 
For piecewise constant elasticity modeling, we did not pursue simultaneous 
reconstruction and modeling although it is theoretically feasible (van Houten et al. 
1999, 2001; Doyley et al. 2004; Ammari et al. 2008). Van Houten et al. (1999, 2001) 
proposed to decompose FOV into a series of overlapping subzones, each of which 
fulfills the conditions for an ideal wave equation. The unknown elastic properties in 
each subzone were estimated using Levenberg-Marquardt algorithm. The process 
could be speeded up by parallel computing (Doyley et al. 2004). However, it is 
known that least-squares minimization is susceptible to initialization and local 
minima. Moreover, hours of optimization, even after acceleration, are still 
unacceptable for clinical applications.  





Ammari et al. (2008) hypothesized that soft tissues were piecewise 
homogeneous; hence it was possible to represent FOV using a set of level set 
functions. From finite element methods (i.e., ~10
4
 subzones) to level set methods 
(i.e., 4~16 level set functions), the problem of elasticity reconstruction was 
simplified substantially. Chan & Tai (2003) and Neilsen et al. (2007) have 
demonstrated the feasibility of level set methods for elliptic equation inversion. 
Nevertheless, they are still computationally expensive and sensitive to initial status, 
field geometry and boundary conditions.  
In this thesis, elasticity reconstruction is separated from level set modeling. We 
employed the well-established algorithms (i.e., LFE, AIDE and MF) that are 
independent of actuator geometry and boundary conditions. They are robust and 
fairly efficient. However, the values of elasticity often decrease after piecewise 
constant modeling (Tables 5-2 and 5-4). MRE interpretation sometimes relies on an 
empirical threshold, for example, 2.7 kPa for hepatic fibrosis staging (Yin et al. 
2007). Elasticity underestimation is a likely risk. We reconstructed soft tissue 
elasticity indirectly from MRE wave images; hence a solution is to improve the 
accuracy and fidelity of elasticity reconstruction. Both LFE and AIDE were 
established on a simplified Helmholtz equation in this thesis. The omission of other 
wave components possibly biases elasticity reconstruction (Madelin et al. 2004; 
Sinkus et al. 2009). A recent algorithm – shear modulus decomposition (Kwon et al. 
2009) – is helpful in this regard, but it is still susceptible to wave interference. It is 
possible to suppress wave interference by directional spatiotemporal filtering. 
Nevertheless, the latter will lead to elasticity underestimation as well (Manduca et al. 
2003).  
The most appropriate MRE interpretation, as in diffusion tensor imaging, is to 
combine MRE elasticity and magnitude images (Figure 6-4). Piecewise constant 
elasticity modeling with hybrid global and local region competition is a good 
endeavor in this direction. However, as pointed out in Chapter 6, MRE is proposed 
for noninvasive elasticity quantification and sensitive tissue discrimination. If shear 





modulus distribution is registered to the magnitude image, we would lose the second 
advantage. Nevertheless, the mechanical properties of soft tissues in a normal organ 
(e.g., liver, kidney, and pancreas, etc.) are not constant. Take the liver for an 
example. There are always various vessels and nodules, which have slightly 
different biomechanical properties from that of hepatic tissues. In other words, 
inhomogeneous shear modulus distribution does not guarantee tissue anomalies. 
From this point of view, the strategy of piecewise constant elasticity modeling is 
effective.  
 









We have been working on level set methods (LSMs), magnetic resonance 
elastography (MRE) and their integration in this thesis. The underlying mechanisms 
of LSMs and MRE were reviewed in Chapter 2. The devices and experiments in our 
study were also briefly described in that chapter. Chapter 3 reported our progress on 
LSMs for medical image processing and analysis. The major contributions include a 
numerical level set platform – level set diffusion (LSD) – for image enhancement 
and a unified level set formulation for image segmentation. In Chapter 4 we 
presented our work on MRE image enhancement, including phase unwrapping, 
directional spatiotemporal filtering and LSD. We reported qualitatively and 
quantitatively evaluations on synthetic and real MRE datasets. Chapter 5 focused on 
LSMs for MRE elasticity modeling and interpretation. We evaluated two 
conventional Hamilton-Jacobi and Mumford-Shah level set models for MRE 
elastogram segmentation. The inferior results suggested that we resorted to the 
unified level set formulation and regulated it carefully for better performance. In 
addition, we proposed to remodel MRE elasticity by using piecewise constant level 
sets. All experiments and results were further discussed in Chapter 6 with a 
recapitulation of the issues of MRE, LSMs and their integration. 
 





7.1  SUMMARY OF CONTRIBUTIONS 
7.1.1  Contributions to Magnetic Resonance Elastogaphy 
MRE is designed for visualization and quantification of soft tissue elasticity. It 
involves three indispensable steps: controlled excitation, motion-sensitive imaging 
and elasticity reconstruction. Elasticity reconstruction is susceptible to noise, 
artifacts and low signal-to-noise ratio (SNR) (Manduca et al. 2001, 2003). We 
systematically investigated the adverse impacts of phase wrapping, wave 
interference and speckle noise. The respective solutions, including 
discontinuity-minimizing phase unwrapping and directional spatiotemporal filtering, 
were developed and evaluated for MRE image enhancement. In particular, we 
proposed LSD with complex anisotropic diffusion (CAD) for balanced noise 
suppression and elasticity fidelity. Both qualitative and quantitative experiments 
confirmed their effectiveness. 
Other than imaging noise, sufficiently accurate algorithms are lacking for MRE 
elasticity reconstruction. There are various interfering artifacts in a reconstructed 
MRE elastogram, which makes analysis and interpretation difficult. In practice, it is 
common to specify regions of interest (ROIs) and consider regional statistics for 
health evaluation (Rouviere et al. 2006; Yin et al, 2007, 2009; Vizzutti et al. 2009). 
Our first contribution is a unified level set formulation assisting MRE elastogram 
segmentation. It achieved better performance than that of conventional 
Hamilton-Jacobi and Mumford-Shah level set models. Another contribution is a 
hybrid level set model with global and local region competition for optimal 
segmentation and registration. The resultant piecewise constant elasticity facilitates 
MRE analysis and interpretation. Furthermore, this is useful in minimizing 
intrapersonal and interpersonal variability for manual interpretation. 





7.1.2  Contributions to Level Set Methods 
LSMs define a general numerical framework by which a problem can be 
transformed as implicit dynamic interfaces and the solution is sought via interface 
evolution. There have been two well-established mechanisms – Hamilton-Jacobi 
functional and Mumford-Shah functional – for level set modeling. However, it is 
found in our study that neither of them is sufficiently robust for MRE image 
processing and analysis. We have to customize LSMs for these specific applications. 
We derived the numerical framework LSD from the Hamilton-Jacobi functional 
for MRE image enhancement (Li et al. 2010a). In common Hamilton-Jacobi models, 
it is necessary to set an initial interface for level set evolution. In contrast, LSD 
directly incorporates an MRE wave field into the level set function, and 
accomplishes noise suppression by geometric diffusion. It is convenient to integrate 
LSD with other state-of-the-art controlling mechanisms for MRE image 
enhancement. We implemented and evaluated min/max curvature flow (MCF), 
Parona-Malik diffusion (PMD), coherence-enhancing diffusion (CED) and complex 
anisotropic diffusion (CAD) in this study. After qualitative and quantitative 
evaluations, we found that CAD is most effective for MRE image enhancement.  
Conventional Hamilton-Jacobi level set models (HJ-LSMs) can detect and track 
any local object as long as there is clear edge. In other words, they often suffer from 
weak or broken boundaries. Mumford-Shah level set models (MS-LSMs) are 
competitive for image segmentation regardless of the presence of boundary. 
However, the optimization of MS-LSMs is not oriented to any specific object. It 
inspired us to propose a new level set formulation. Instead of simply putting 
Hamilton-Jacobi functional and Mumford-Shah functional together, we unified 
image gradient, region competition and prior information as a whole. Owing to its 
enhanced object indication function, bidirectional balloon force and regularized 
region competition, this new level set formulation is robust for image segmentation. 





We verified its performance for CT liver tumor segmentation as well as MRE 
elastogram segmentation.  
MRE interpretation is susceptible to various noise effects and artifacts from 
MRE imaging and/or elasticity reconstruction. A compromise is to specify ROIs and 
collect regional statistics for reliable health evaluation. However, manual 
specification is subjective and experience-dependent. We proposed a hybrid level set 
model for combinatorial analysis of MRE elasticity and magnitude images. It 
executes alternately on MRE elasticity and magnitude images for optimal 
segmentation and registration. Every region in the resultant piecewise constant 
elasticity is homogeneous and has clear boundary. Therefore it facilitates MRE 
analysis and interpretation. 
 
7.2  FUTURE WORK 
There are many pending issues that have to be addressed for a successful MRE 
system. For example, in terms of MRE actuation, we are faced with the dilemma of 
penetration and resolution. The contradiction between SNR and motion artifacts is 
another problem (Uffmann & Ladd 2008; Tsz et al. 2009). It is a topic worthy of 
investigation to speed up MRE imaging. Sufficiently accurate algorithms are lacking 
for elasticity reconstruction (Manduca et al. 1996, 1998, 2001; Romano et al. 2000; 
Suga et al. 2003; Kwon et al. 2009). 
We will continue enhancing MRE with respect to efficiency, reliability and 
reproducibility. All these determine the applicability of MRE in clinical medicine. 
We will also evaluate MRE‟s clinical applications, in collaboration with National 
University Hospital (NUH, Singapore), National Institute of Radiological Sciences 
(NIRS, Chiba, Japan), Tokyo Metropolitan University (TMU, Tokyo, Japan) and 





possibly Mayo Clinic (Rochester, MN, USA). The following topics are worthy of 
further investigation: 
 Pathological Tissue Discrimination: Manual palpation is a well-established 
routine to screen tissue anomalies. It is thus straightforward to apply MRE to 
inaccessible organs for soft tissue discrimination. There have been pilot results 
about MRE-based liver tumor detection (Venkatesh et al. 2008) and breast 
cancer assessment (Plewes et al. 2000; Sinkus et al. 2005). We will focus on 
quantitative performance of MRE in clinical applications and the results will be 
evaluated against those of conventional imaging modalities (e.g., US, CT and 
MRI). 
 Physiological Development Staging: Conventional structural imaging is not 
sensitive to physiological aging and pathological alteration in the early stages. 
MRE provides the complementary elastic properties that are more sensitive. 
MRE has already been verified successfully for liver fibrosis and cirrhosis 
staging (Rouviere et al. 2006; Yin et al. 2007; Huward et al. 2008; Talwalkar et 
al. 2008). We are interested in muscular elasticity for physiological aging 
evaluation (Sack et al. 2002; Ringleb et al. 2007). The applicability of MRE to 
brain function alteration is another topic under consideration (Kruse et al. 2008; 
Sack et al. 2009).  
We plan to integrate MRE with radiofrequency ablation (RFA) for liver tumor 
treatment. An important issue in RFA is to completely ablate malign tissues but 
minimize the injuries to healthy tissues. Common imaging modalities are not 
sensitive to the marginal regions in RFA. MRE is possibly a better choice (Wu et al. 
2001; Le et al. 2006). It has been preliminarily evaluated for lesions by focused 
ultrasound (FUS). However, the RFA needle might be a better actuator for the 
specific ROI (Chan et al. 2006). Therefore, a combinational RFA and MRE system 
is attractive for precise tumor ablation. 





The new level set methods described in this thesis are not limited to MRE. In 
fact, the unified level set formulation has been applied to liver tumor segmentation 
from contrast-enhanced CT scans. We are working on computer-aided intervention, 
which usually involves multimodality imaging to support decision making and guide 
robotic navigation. It is interesting to explore the applicability of our new level set 
methods, including LSD, the unified level set formulation and hybrid region 
competitions, to multimodality image processing and analysis.  
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