Introduction
The international research project RECONCILE, short for "Reconciliation of essential process parameters for an enhanced predictability of Arctic stratospheric ozone loss and its climate interactions", has investigated processes involved in polar ozone depletion with the central aim to better represent the relevant processes in global climate models. The special issue "Chemistry, microphysics and dynamics of the polar stratosphere: ozone loss and climate-chemistry interactions" in Atmospheric Chemistry and Physics compiles the large majority of process studies carried out within the framework of RECONCILE. This paper represents an overview of the project and of the ACP special issue, and aims at putting the main scientific findings into a broader perspective. In this introduction, background information on polar ozone depletion is given, the main objectives and overall strategy of the project are introduced, and the content of this overview paper is outlined.
Background: polar stratospheric ozone loss and climate change
The stratospheric ozone layer shields the Earth's surface from UV radiation. Human activities, primarily the release of chlorofluorocarbons (CFCs) and halons in the second half of the 20th century, have led to a thinning of this protective layer. The 1987 Montreal Protocol and its subsequent amendments have essentially banned CFCs and certain other chlorinated and brominated compounds from being produced. As a result, stratospheric chlorine and bromine levels started to decline in the 1990s. Assuming further decline, the ozone layer is expected to recover during the second half of the century (Eyring et al., 2010; WMO, 2011) . A more comprehensive overview and detailed discussions on the science and history of the discovery of the anthropogenic influence on stratospheric ozone are given by Solomon (1999) , Brasseur (2008) , and Müller (2009) . The current state of knowledge is given in the most recent Scientific Assessment of Ozone Depletion (WMO, 2011) . The discovery made in the early 1980s by Joe Farman, Brian Gardiner, and Jonathan Shanklin of the British Antarctic Survey "that the spring values of total O 3 in Antarctica
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have now fallen considerably" (Farman et al., 1985) -soon confirmed by other studies (e.g. Chubachi and Kajiwara, 1986; Gernandt, 1987; Stolarski et al., 1986) -has become widely known as the "Antarctic ozone hole". This exceptionally strong ozone depletion in polar regions in spring (WMO, 2011 ) is due to a number of dynamic and chemical processes that are unique, or at least particularly efficient, in the cold polar stratosphere in winter: (i) isolation of air inside the polar vortex inhibits dilution of active chlorine and replenishment of ozone (McIntyre, 1989; Proffitt et al., 1989) ; (ii) fast heterogeneous reactions on particle surfaces activate chlorine from the main reservoir gases HCl and ClONO 2 (Solomon et al., 1986) ; (iii) two catalytic cycles, the ClO dimer cycle (Molina and Molina, 1987) and the ClO-BrO cycle (McElroy et al., 1986) , destroy ozone without the involvement of atomic oxygen and hence work efficiently in the lower stratosphere under cold temperature/high solar zenith angle conditions; and (iv) denitrification, i.e. the removal of HNO 3 by sedimenting polar stratospheric cloud (PSC) particles, leads to much reduced NO 2 abundance and hence slower chlorine deactivation via the reaction ClO + NO 2 → ClONO 2 , thereby lengthening the ozone loss period in late winter (e.g. Poole and McCormick, 1988; Waibel et al., 1999; Toon et al., 1986) .
Polar vortex stability, the rates of heterogeneous chlorine activation and catalytic ozone loss cycles, and the degree of denitrification tend to be greater with lower vortex temperatures. This explains why the ozone hole first and most strongly appeared in the Antarctic winter stratosphere, and why stratospheric ozone loss in Arctic winters shows a rather compact negative correlation with temperature, often conveyed in terms of volume of vortex area exposed to PSC temperatures V PSC Rex et al., 2004 Rex et al., , 2006 . It is not by chance that the most severe ozone loss ever observed over the Arctic occurred in spring 2011, at the end of the coldest Arctic winter in the stratosphere on record (Fig. 1) . The fact that temperature is such an important variable in nearly all key steps in the chain of processes causing polar ozone depletion represents an almost inevitable link to climate change: while the greenhouse effect -to a large extent caused by anthropogenic greenhouse gas (GHG) emissions (IPCC, 2007) -globally leads to a warming at the Earth's surface, the stratosphere largely sits "outside the greenhouse" and is expected to cool. The impact of climate change on stratospheric ozone -which is much more complex than simple temperature effects, and involves changes in dynamics and composition -is illustrated in Fig. 3 -22 in WMO (2011) and has been reviewed in detail by Dameris and Baldwin (2012) . Further changes in stratospheric chemistry and dynamics could be invoked in future if humans turn to possible geoengineering ventures as a remedy for climate change (Tilmes and Garcia, 2012) . State-of-the-art CCM (chemistry-climate model) simulations to estimate ozone layer recovery dates show that alterations to atmospheric dynamics and composition induced by climate change become increasingly important and have a significant impact on stratospheric ozone and consequently on recovery date projections besides the decline in ozone-depleting substances (Eyring et al., 2010; Li et al., 2009; Waugh et al., 2009; WMO, 2011) . The ozone layer itself is also an important factor in the Earth's climate system: ozone is a greenhouse gas, it radiatively heats the stratosphere, and by governing UV irradiation at the surface, it can be beneficial for ecosystems and affects feedbacks on the carbon cycle. A noticeable impact of polar ozone loss on atmospheric dynamics and surface climate, particularly in the Southern Hemisphere, has been demonstrated in a number of studies looking at various mechanisms (see Gillett and Son, 2012 , for a comprehensive review).
Column ozone loss in any particular Arctic or Antarctic winter can be estimated using empirical relationships with a few parameters such as halogen loading or PSC coverage (e.g. Harris et al., 2010) . While these relationships may serve reasonably well to predict ozone loss for the coming decades, it is desirable to be able to realistically predict the response of the ozone layer to the potential atmospheric changes mentioned above using climate models. Therefore, a correct representation of all relevant processes is necessary. The processes involved in polar ozone depletion mentioned above were first described shortly after the discovery of the ozone hole (Solomon, 1999) . In the past 25 yr, this understanding has been corroborated and refined (see WMO, 2011 , for a description of the current state of the art), but full quantitative understanding is still missing. By addressing some of the open questions and augmenting our knowledge and understanding of polar ozone loss, the RECONCILE project described in this paper has continued a fruitful tradition of past international projects as well as other collaborative and individual research efforts.
RECONCILE objectives
At the beginning of the RECONCILE project in 2009, the lack of understanding of stratospheric dynamics and chemistry was most palpable for the catalytic ClO x / BrO x chemistry, chlorine activation on cold binary aerosol, nitric acid trihydrate (NAT) nucleation mechanisms, and mixing and transport of processed air to lower latitudes. Therefore, the following specific objectives were defined for the RECON-CILE project: of the actinic flux and the ClOOCl photolysis cross sections σ ClOOCl . In 2007, values of σ ClOOCl determined in numerous laboratory experiments differed by up to a factor of 10, and an experiment by Pope et al. (2007) that suggested the lowest absorption cross sections ever published even put into question our qualitative understanding of the halogen-catalysed ozone loss (von Hobe et al., 2007; Schiermeier, 2007; von Hobe, 2007) . Another key variable governing the overall ozone loss rate is the amount of available inorganic bromine Br y (Frieler et al., 2006; Salawitch et al., 2005) . Stratospheric Br y is still not adequately constrained due to uncertainties in the contribution of very short lived species (VSLS) to the overall stratospheric bromine budget (WMO, 2011, and references therein) .
-Investigate the role of chlorine activation on cold background aerosol (see Sect. 3 .2).
As described above, fast heterogeneous chlorine activation on particle surfaces, which was first suggested by Solomon et al. (1986) , is a key step in the process chain leading to polar stratospheric ozone loss. While PSCs that exclusively occur in the polar winter stratosphere have been identified as an obvious source of heterogeneous reaction surfaces, a potentially significant role of the ubiquitous background aerosol has been pointed out in numerous studies (e.g. Cox et al., 1994; Hofmann and Solomon, 1989; Wolff and Mulvaney, 1991; Tabazadeh et al., 1994 Tabazadeh et al., , 2002 . The first evaluation of the role of liquid binaries in the polar winter stratosphere was made by , who suggested that they could have a significant role to play at temperatures that are too warm for PSCs to form. Drdla and Müller (2012) suggested (1) that the onset of chlorine activation in early winter is actually dominated by reactions on cold binary aerosol and (2) that a temperature threshold for chlorine activation T ACl (derived from reaction rates on cold binary aerosol) is more appropriate than the commonly used measure T NAT (i.e. the threshold temperature below which NAT can exist). These suggestions have been subject to debate (e.g. Solomon, 2010) , and it is particularly important to note that it is the activation rates in mid-and late winter -that is, under sunlit conditions when activation competes with deactivation -rather than the rate of initial activation in early winter that controls winter ozone loss, especially in long and cold winters. As temperatures in the polar stratosphere begin to cool, it does not matter whether the reactions take place on PSCs or binary aerosols since T ACl and T NAT are similar. Note that if temperatures cool well below both, PSCs typically supply more surface area than binaries (which eventually start taking up HNO 3 and turn into STS), and therefore drive most of the activation. And the additional -and exclusive -role of PSCs for denitrification makes a correct parameterisation of their formation indispensable in models to accurately simulate ozone loss (cf. below as well as Sects. 3.3 and 4.2). One can speculate about a more significant role of chlorine activation on binaries under conditions where T ACl and T NAT are different; for example, when T NAT decreases as a result of denitrification and late winter temperatures are just too warm for PSC formation. While this is unlikely in the Antarctic, where temperatures remain below even a "denitrified" T NAT and PSCs regularly are observed well into late winter as shown by Pitts et al. (2009) , such situations can occur in the Arctic (see Sect. 3.2.1 and Wegner et al., 2012) . Conditions in which temperatures are cold enough for chlorine activation but PSCs will not readily form may also be imagined as an eventuality in possible future scenarios related to climate change where the nature and extent of reactive surface area could be altered due to enhanced stratospheric water vapour concentrations or geoengineering concepts to cool the Earth's surface by deliberately enhancing the stratospheric loading of sulfate aerosol (Crutzen, 2006) or other aerosol compositions (Pope et al., 2012) . Note that, strictly speaking, non-sulfate aerosol will not directly influence T NAT ; however, taking into account heterogeneous NAT nucleation on solid particles (cf. Sect. 3.3.1 below), it may change the actual temperature of NAT formation. 
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The conventional understanding of PSC formation based on NAT nucleation depending on prior ice formation has been questioned based on in situ and ground-based lidar observations (Drdla et al., 2003; Pagan et al., 2004; Voigt et al., 2005) . However, these in situ and ground-based lidar observations relied on spatially and temporally limited data, and left room for uncertainties. One issue was temperature histories along air parcel trajectories, which were calculated using gridded data from numerical weather prediction (NWP) models. Due to the limited spatial and temporal resolution, these temperature histories were not reliable because, for example, effects of stratospheric mountain waves were not taken into account (Dörnbrack et al., , 1999 Deshler et al., 1994 ). In addition, the possible role of meteoritic dust and other refractory material as condensation nuclei has been pointed out Voigt et al., 2005; Prather and Rodriguez, 1988) . NAT particles with diameters of tens of microns have been observed (Brooks et al., 2003; Fahey et al., 2001) , and were termed "NAT rocks" by Fueglistaler et al. (2002) . Without a parameterisation that correctly reproduces the number and size of PSC particles, current models often fail to accurately simulate denitrification, and thus ozone loss.
-Understand better the processes governing the stability of the Arctic vortex and transport and mixing across its edge (Sect. 3.4) .
The edge of the polar vortex can be defined in several ways (e.g. Dameris et al., 1995; Harvey et al., 2002; Nash et al., 1996; Waugh and Polvani, 2010) . Dynamically, it is roughly centred in the polar night jet that develops in the stratosphere over the winter poles in response to seasonal cooling over the respective polar region. The strong circumpolar westerly winds act as a transport barrier and affect both the extent of ozone depletion and the meridional exchange of ozonedepleted air with lower latitudes. Due to the distinct landsea distribution in the Northern Hemisphere, tropospheric weather regimes and associated planetary wave activity modify the strength of the polar night jet and lead to instabilities. Therefore, the persistence of the polar vortex and, eventually, the strength of the transport barrier are rather variable during each winter, and vary inter-annually. Even on timescales of the order of a few days, forecasting the evolution of the polar vortex in any particular winter has been a challenge, and predicting the stratospheric conditions that typically bring about large ozone losses, i.e. a cold and persistent vortex, in advance is currently not possible.
Besides investigating these dynamic, microphysical, and chemical processes, and thus completing our knowledge and understanding of the processes leading to polar ozone depletion, the central aim of RECONCILE has been to develop reliable process parameterisations and implement them in a global CCM (see also Sect. 4). It is worth pointing out that the model spread in stratospheric ozone simulations and projections is particularly wide for the Arctic region (SPARC, 2010) . This can be attributed to not only high natural variability but also to very significant model differences in the representation of polar processes.
Overall strategy and applied methods
To address the uncertainties and open questions named above, a comprehensive strategy was used. A central component of this strategy were field observations including an airborne campaign in the Arctic winter 2009/10 and two Match campaigns in 2009/10 and 2010/11, which are described in Sect. 2. Based on the observations as well as data from field campaigns carried out in the framework of other projects and satellites, processes were investigated using different models on all scales. Section 3 briefly describes these process studies -as well as two novel laboratory experiments carried out within RECONCILE -and summarises main scientific findings in terms of process understanding. Where possible, the improved process understanding has been implemented in a CCM to improve the reliability of ozone and climate predictions. Updates made to the model and their impact on the simulation results are presented in Sect. 4.
RECONCILE field campaigns
Field measurements were carried out in the Arctic winters 2009/10 and 2010/11. For each winter, a meteorological overview of the polar vortex evolution is given. For 2009/10, this is followed by a detailed description of the field activities with a focus on novel measurements and innovative flight strategies, while for 2010/11 a focus is more on the peculiarities of this winter that saw the strongest ozone loss ever observed in the Arctic. Data from the aircraft and Match campaigns are available online at https://www.fp7-reconcile.eu/ reconciledata.html. Satellite data products (listed in Table 1) were extensively used in flight planning and in some of the process studies described in Sect. 3.
2.1
The Arctic winter 2009/10 and the Geophysica aircraft campaign 2.1.1 Meteorological overview and vortex evolution Dörnbrack et al. (2012) have presented a detailed overview of the meteorological situation and dynamical evolution of the polar vortex in the RECONCILE campaign winter. It can be divided into four phases, which are graphically represented local-noon clear-sky UV index
The globally gridded (0.5 • × 0.5 • ) clear-sky surface UV index data are derived from column ozone data (1979 ( -2008 2008 -2011 and solar zenith angle using an algorithm described by Allaart et al. (2004) . The algorithm does not take into account the variability of other parameters affecting surface UV radiation such as clouds, atmospheric aerosol loading, and surface albedo. in terms of PV and simulated tracer fields in Fig. 2 and are briefly summarised below. The evolution of average vortex temperature over the entire winter is displayed in Fig. 1 . A climatological analysis revealed that the 2009/10 winter was the third warmest winter in the 21 yr period from 1989 to 2009 measured by the December/January/February mean values of the mean polar cap temperatures at 50 hPa (see Tables in Dörnbrack et al., 2012) .
A sequence of tropospheric disturbances and associated planetary wave activity governed the formation and evolution of the polar vortex in late November and early December 2009 (see Fig. 8 in Dörnbrack et al., 2012) . As a consequence, the polar vortex split into two lobes of different strength during the first 10 days of December 2009 (Fig. 2 , left-hand column). The two lobes rejoined, enclosing midlatitude air in the vortex, and the new vortex cooled gradually through mid-January 2010 (second column in Fig. 2) . A period of exceptionally cold temperatures with T MIN as much as 9 K below the climatological mean ( Fig. 1) followed due to the development of a positive phase of the western Pacific teleconnection pattern in the troposphere, as described by Nishii et al. (2011) and Orsolini et al. (2009) . The anomalously cold vortex period was concluded near the end of January 2010 by the onset of a major stratospheric warming (SSW) that was also related to tropospheric features (Ayarzaguena et al., 2011) . In early February, the vortex again broke apart into two lobes (third column in Fig. 2 ), which rejoined again in early March. The new single vortex remained intact throughout March (Fig. 2 , right-hand column).
In artificial tracer simulations made using CLaMS (Chemical Lagrangian Model of the Stratosphere; see next section for a short description of the model; the idea behind the artificial tracer simulations and their implementation has been described by Günther et al., 2008) , 60 % of vortex air was affected by mixing as a result of the vortex split in December 2009 (Fig. 2 , left-hand column). After a reorganisation before January 2010, the vortex stayed coherent with significant mixing only at potential temperatures below 500 K (Fig. 2, second column) . Following the second vortex split, enhanced transport of air from lower latitudes into the reformed vortex occurred (Fig. 2 , third column), leading to a heterogeneous origin distribution inside the vortex interior during late winter (Fig. 2 , right-hand column). The CLaMS results were validated with observations obtained by the CRISTA-NF and HAGAR instruments (cf. below). Analysis of tracer-tracer correlations observed by HAGAR also indicate ongoing irreversible mixing, directly across the vortex edge, and, in particular, mixing of the enclosed mid-latitude air masses with pre-February split vortex air inside the vortex in March 2010 , which is also captured by the CLaMS simulations.
The evolution of PSCs during this winter has been described by Pitts et al. (2011) , and is illustrated here with examples of CALIPSO PSC observations in Fig. 3 . More PSCs were observed by CALIPSO in the winter 2009/10 than in the previous three Arctic seasons combined. The evolution of PSCs in January 2010 observed by CALIPSO was also seen by ground-based lidar observations near Kiruna .
The winter of 2009/10 was a moderate one in terms of ozone loss, which was monitored using the Match technique first described by Rex et al. (1999) . Thirty-one ozone sounding stations (Fig. 4 ) participated in the 2010 Match campaign and 573 ozone sondes were launched from 29 of these stations mainly between 5 January and 28 February, when the meteorological conditions for continuing the campaign had deteriorated following the major warming that started in late January. A few coordinated sondes were launched at a later stage into a vortex remnant that returned to Canada and later to the European sector of the Arctic during mid-March to assess whether ozone loss had continued after the end of the Match campaign. Maximum ozone loss rates of the order of 60 ppb per day occurred in mid-February, and an overall column ozone loss of about 66 DU inside the polar vortex was determined. Ozone loss was also inferred from the difference between observed gridded MLS and passively transported ozone fields initialised with EOS MLS and SBUV/2 observations as in Sovde et al. (2011) . This method yields a vortex average ozone loss of about 50 DU, and about 1.0 ppm ozone loss (corresponding to a relative loss of 26 %) at the 68 hPa level at the end of March. Both numbers are in fair agreement with estimates based on the in situ aircraft observations and the Match ozone sonde data.
The Geophysica aircraft campaign
Twelve RECONCILE flights of the high-altitude aircraft M55-Geophysica totalling 57 flight hours were carried out from Kiruna, Sweden, complemented by one flight of the PremierEX project (Spang et al., 2011) . The flights were made during two measurement periods (17 January-2 February and 27 February-10 March 2010), designed to cover early and late winter conditions. 
Aircraft and payload
The Russian M55-Geophysica is a stratospheric research aircraft with a ceiling altitude of 21 km, a total range of about 2500 km and a maximum payload of about 2.5 metric tons. A more detailed description of the aircraft characteristics and the initial payload configuration when it was first commissioned as a research aircraft is given in . The most recent payload developments prior to RECONCILE are described in Cairo et al. (2010) . A complete list of the instruments deployed during the RECON-CILE campaign with appropriate references is given in Table 2.
The payload was tailored towards the RECONCILE objectives. Particularly with respect to PSC processes, it represents the most comprehensive suite of instruments flown on a single aircraft to date. Three in situ cloud particle probes (forward-scattering spectrometer probes FSSP-100, FSSP 300; cloud-imaging probe, CIP) were used to obtain size distributions and shadow images of larger PSC particles . The HNO 3 content of these particles was measured by the SIOUX (StratospherIc Observation Unit for nitrogen oXides) instrument that is capable of resolving large NO y -containing particles and also measures gas-phase NO y concentration. The forward-looking backscatter probe MAS (Multiwavelength Aerosol Scattersonde), deployed for the first time with a newly implemented range-resolving channel, and the upward-and downwardlooking airborne Miniature Aerosol Lidar (MAL 1 and 2) provided information on the number and types of PSC particles around, above, and below the aircraft. The comprehensive information on particle distribution and propertiestogether with the measurements of many trace gases -provided the unique opportunity to constrain and improve forward simulations of infrared spectra observed by the IR limb sounders MIPAS-STR and CRISTA-NF (Griessbach et al., 2013) . These improvements made it possible to gather information on particle types, shapes, and sizes from these instruments, which was then used in the scientific interpretation of the PSC observations.
Upgrades to the IR limb-sounding instruments were also made with respect to the measurement and retrieval of trace gases. Ungermann et al. (2012) improved the calibration process and retrieval algorithm for CRISTA-NF and achieved unprecedented vertical resolution for several trace gases, making it possible to resolve small-scale features. Woiwode et al. (2012) devised a new retrieval scheme for MIPAS-STR suitable for accurate retrievals of temperature and an extended set of trace gases by taking into consideration continuum-like contributions to the spectra.
A miniaturised impactor system placed downstream of the COPAS aerosol inlet was deployed for the first time during RECONCILE. Over a preselected 20 min time period in each flight, generally at > 410 K, particles in the submicrometre size range were collected onto boron substrates. Of the 13 samples, six were clearly taken inside the vortex and three outside the vortex (distinguishable based on simultaneous N 2 O tracer observations by HAGAR). Four samples were taken in the vortex edge region; one sample could not be allocated due to the lack of simultaneous HA-GAR measurements. Subsequently, the samples were analysed in the laboratory using environmental scanning electron microscopy (ESEM) and energy dispersive X-ray (EDX) analysis to study their morphology and chemical composition Ebert et al., 2013) .
Flight planning
Flight planning was based on results of the Integrated Forecast System (IFS) of the European Centre of MediumRange Weather Forecasts (ECMWF), with innovative flightplanning tools being used for the first time during the REC-ONCILE aircraft campaign. Different thermo-dynamical fields and derived quantities from the deterministic run were visualised on a website as part of the Mission Support System being developed at the DLR (Deutsches Zentrum für Luft und Raumfahrt, Rautenhaus et al., 2012) .
Chemical forecasts were made using a hemispheric CLaMS simulation that started at 1 December 2009 and was run using up-to-date ECMWF analyses and ECMWF forecasts 3 to 4 days into the future. CLaMS represents a hierarchy of models ranging from a box model to a 3-D chemistry transport model (CTM) based on a Lagrangian transport concept (Konopka et al., 2004; McKenna et al., 2002a, b; Grooß et al., 2005) . Stratospheric chemistry includes 143 reactions of 45 variable chemical species. CLaMS was used Moyna et al. (2006) extensively in RECONCILE not only as a flight-planning tool but also in process studies described in Sect. 3. Hemispheric simulations in RECONCILE have been carried out with horizontal resolutions up to 70 km. For the mixing parameterisation, a time step of 24 h and a critical Lyapunov coefficient of 1.5 day −1 were used (see also Riese et al., 2012) . Model forecast tools were complemented with near-realtime satellite data products including the distribution of PSCs and trace gases (cf. The self-match flight is a particularly useful flight pattern to constrain kinetic parameters. Air masses are sampled twice during the same flight (Schofield et al., 2008) . The two RECONCILE self-match flights were carried out over sunrise to constrain the ClOOCl photolysis rate J and the ClO / ClOOCl thermal equilibrium constant K EQ . 2 Three days after the second self-match flight, the air masses that had been sampled came within reach of the Geophysica again, and a Match flight was carried out to test the accuracy of trajectory calculations and to check the consistency of observed and simulated chlorine activation and ozone loss (Wegner et al., 2013) . 3 Flights F10 and 11 were carried out as relay flights with an intermediate stop in Spitsbergen. 4 Flight 13 was dedicated to testing remote sensing instrumentation under the PremierEx project funded by the ESA.
Scientific missions and observations
An overview of all flights with the respective scientific missions is given in Table 3 , and the flight tracks are shown in Fig. 5 . Some specific highlights in terms of observations and innovative flight patterns are described below, taking into account coordinated measurements by other platforms where appropriate. The first five flights took place in a period of low temperatures and extensive PSC occurrence (cf. above), and allowed for the most comprehensive set of PSC observations to date obtained from the airborne PSC instruments described above, the spaceborne lidar CALIPSO, groundbased lidars in Esrange, Kiruna and Ny-Ålesund, and eight launches of the recently developed lightweight, high-power-LED-based aerosol backscatter sonde COBALD (Compact Optical Backscatter and AerosoL Detector, Wienhold, 2012) from Ny-Ålesund in January 2010 (Engel et al., 2013a; Khaykin et al., 2013) . Closely matched measurements between CALIPSO and COBALD agree well in their backscatter profiles at PSC levels ( Fig. 6) , and also the agreement between COBALD and the Ny-Ålesund lidar is convincing at cirrus levels. The in situ optical particle spectrometers on board the Geophysica FSSP and CIP observed PSCs during the first five RECONCILE flights, and show the existence of socalled NAT rocks up to sizes of roughly 25 µm in diameter, confirming earlier observations (Brooks et al., 2003; Fahey et al., 2001; Northway et al., 2002) and theoretical considerations (Salawitch et al., 1989) . Figure 7 shows a size distribution averaged over a period of 22 min that was measured by the FSSP-100 instrument in one of the dense NAT fields. This size distribution is compared to the theoretical size distribution that Fahey et al. (2001) retrieved from their NO y measurements made in 2000. The probably first images of NAT rocks recorded by the greyscale CIP (optical array probe) provide an additional proof of their existence with an optical detection technique other than forward scattering. Those images were observed exclusively when the penetration of NAT fields during a RECONCILE flight was confirmed also by the MAL, MAS, and SIOUX instruments (cf. Table 2 ). The CIP greyscale image data showed mainly 2-4 pixel features which correspond to particles of roughly 15 to 30 µm in diameter. No larger particles were detected. The images recorded during a PSC penetration on 25 January 2010 over a time period of 30 min amount to a number concentration of about 1×10 −3 cm −3 , which is in the same range as measured by the FSSP. The NO y instrument SIOUX generally supports the optical data, including the assumed composition of the particles and consequently the assumption of the refractive index of NAT for the processing of FSSP data. However, size distributions inferred from the SIOUX data show fewer large particles than the particle instruments, very similar to what was observed in 2000 (Brooks et al., 2003; Fahey et al., 2001) . Moreover, the high number concentration of large NAT particles observed by the particle instruments amounts to condensed-phase HNO 3 concentrations approaching the theoretical limit of available NO y , and microphysical calculations cannot explain particles larger than about 18 µm. and CALIPSO (black). According to the composition classification by Pitts et al. (2011) and the definition of ice, backscatter ratios larger than 5 are highlighted in blue. Grey profiles show maximum and minimum backscatter values from CALIPSO within a range of ±25 km around the closest profile indicating the uncertainty between both measurements at 21 km altitude. Non-spherical shapes of the NAT particles might contribute to a certain overestimation in the particle size, and therefore in the total volume of the particle phase.
Besides the large NAT particles, the FSSP-300 detected a particle mode around 0.5-1 µm that shows volume to temperature behaviour close to the one measured (Dye et al., 1992) and modelled for supersaturated ternary solution STS (Peter, 1997). However, NAT signatures in CRISTA-NF spectra show that at least part of this small particle mode also consists of NAT (Griessbach et al., 2013) . Throughout all proven PSC penetration events, the particles larger than about 1 µm in diameter were detected only at ambient temperatures below the NAT equilibrium temperature (T NAT ), but mostly well above the frost point (T ICE ) so that pure ice particles can most likely be excluded. Only at a few short parts along some of the flight tracks did the ambient air temperature drop to T ICE . There was no indication for the presence of ice from the observations of gas phase and total water by FLASH (FLuorescent Airborne Stratospheric Hygrometer) and FISH (Fast In situ Stratospheric Hygrometer) and in the MAL lidar images. The presence of ice particles at or below the flight altitude is also not supported by the spectral signatures seen by CRISTA-NF. Spectra simulated for in situ measured particle size distributions compare reasonably well with the observed IR limb spectra under the assumption that the large particles consist of NAT (Griessbach et al., 2013; Kalicinsky et al., 2013) . Furthermore, comparisons of measured vertical HNO 3 redistribution (cf. Fig. 8 ) with results from dedicated CLaMS simulations (not shown) support the hypothesis of denitrification by NAT particles with reduced settling velocities, possibly due to aspheric particle shape (see Sect. 3.3.3). The presence of ice above the Geophysica flight altitude throughout much of January detected by CALIPSO (Fig. 3) was confirmed by CRISTA-NF spectra and by the COBALD backscatter profiles. As a consequence of ice PSC formation on synoptic scales, unprecedented evidence of water redistribution in the Arctic stratosphere with irreversible dehydration by up to 1.5 ppm within 20-24 km altitude range followed by a rehydration in a 2 km thick layer below was revealed by balloon-borne measurements of water vapour and aerosol acquired within the LAPBIAT-II atmospheric sounding campaign in Sodankylä during the second half of January. The source region and the spatio-temporal evolution of the dehydrated air masses were well established using AURA MLS observations (Khaykin et al., 2013) . For the first time, an active phase of ice PSC formation was captured by the simultaneous balloon measurements of water vapour and aerosol on 17 January, providing a unique highresolution snapshot of repartitioning of water vapour into ice particles. This observation, bearing important implications for the PSCs formation thresholds, is analysed in detail by Engel et al. (2013a) using microphysical box modelling (cf. Sect. 3.3.1).
The widespread occurrence of PSCs in January also led to strong and widespread denitrification, observed by the ACE-FTS and Odin satellite instruments. The 2009/10 period was the strongest denitrification since the start of the Odin measurement period in 2001; however, this was exceeded in the 2010/11 Arctic winter (Khosrawi et al., 2012) . Observations of NO y compounds made during the aircraft campaign by SIOUX as well as MIPAS-STR and CRISTA-NF Ungermann et al., 2012) allowed for a comprehensive investigation of the vertical redistribution of NO y . Process studies that relate the observed denitrification and renitrification to the earlier PSC observations and help to better parameterise this important process that determines chlorine deactivation, and thus winter ozone loss, are described in Sect. 3.3.4.
A particularly innovative flight pattern was applied to three flights. It was based on the idea of the Match method of probing an individual air parcel multiple times in order to obtain information on the temporal evolution of the concentration of chemical species. A self-match flight, in which air parcels probed during the outbound flight leg are sampled again during the return flight leg, had successfully been carried out before to investigate the temporal evolution of the concentration of chlorine species and deduce information on the kinetics (Schofield et al., 2008) . However, this flight in 2003 was characterised by an exceptionally steep gradient in active chlorine (ClO x ) at flight altitude and a timing in late afternoon where the reaction system was far from equilibrium or photochemical steady state. During RECONCILE, two selfmatch flights were carried out over sunrise, when the reaction system just starts to come out of thermal equilibrium. The results are described in detail in Sect. 3.1.1. Three days after the second self-match flight, probed air parcels were sampled again, allowing for a detailed case study of uncertainties related to transport in simulating observed tracer concentrations in a region of strong gradients . The comparison of mixing ratios of the tracer N 2 O at the start and end points of trajectories connecting the two Match flights on 30 January and 2 February (Fig. 9) revealed that the mean uncertainty of the trajectory calculations (based on high-resolution ECMWF wind fields) over three days was 65 km. Using the HAGAR N 2 O observations in addition to the calculated match radii as a criterion for defining successful matches significantly reduced the number of matches but eliminated matches where obviously very different air masses had been sampled. In coordination with the RECONCILE Geophysica flights, a balloon flight with a remote sensing payload consisting of the instruments MIPAS-B (Michelson Interferometer for Passive Atmospheric Sounding -Balloonborne), TELIS (TErahertz and submillimeter LImbSounder) and mini-DOAS was carried out from Esrange, Kiruna, Sweden, on 24 January 2010 (de Lange et al., 2012; Wetzel et al., 2012) to study the diurnal variation of reactive chlorine and nitrogen oxides inside the Arctic vortex from nighttime photochemical equilibrium until local noon covering the full vertical extent of the activated region. Along with O 3 , H 2 O, and tracers, the complete nitrogen and chlorine families were measured, allowing for the study of partitioning and the budgets of these ozone-controlling substances from the tropopause up to about 34 km.
The Arctic winter 2010/11: record ozone loss in the Arctic
In terms of geographical extent and persistence of PSC conditions, 2010/11 was one of the coldest Arctic winters on record (Fig. 1) , and measurable ozone loss rates persisted longer into spring than in any previous winter and exceeded the maximum rates previously measured in the Arctic. Based on Aura satellite observations (OMI and MLS) and a second RECONCILE Match campaign with about 270 ozone sondes launched from 13 stations between 12 January 2011 and 27 April 2011, Manney et al. (2011) showed that the vertical loss profile is mostly within the range of Antarctic ozone losses and far outside the range of previous ozone loss in the Arctic (Fig. 10) . More than 80 % of ozone was lost at the surface subsiding to 460 K by late March. Manney et al. (2011) also provided an in-depth investigation of the processes leading to the record ozone loss, highlighting the remarkable degrees of chlorine activation and denitrification. In addition, they presented a comprehensive comparison to the winter 1996/97, which was among the coldest previous Arctic winters. Kuttippurath et al. (2012) also discussed the dynamical situation in both winters and extended the analysis of by describing the contribution of the NO x cycle at higher altitudes. Balis et al. (2011) and Isaksen et al. (2012) show that dynamics and in particular weak transport from lower latitudes were important in setting the scene for the record low Arctic ozone in 2011, and also that reduced isentropic mixing and lack of transport into the high latitudes by the BrewerDobson circulation played an equally important role as the record high halogen-induced ozone depletion in the ozone deficit in 2011. Note that it is impossible to attribute the peculiar meteorological conditions that led to the 2011 record Arctic ozone depletion event to either climate change or simply natural variability (as discussed in detail by Pommereau et al., 2013) . The repetition of such an event during the coming decades cannot be ruled out but presently remains unpredictable.
As a consequence of the strong ozone depletion in 2011, increases in surface UV radiation were observed throughout the Arctic and occasionally at lower latitudes (Bernhard et al., 2012) . Von Hobe et al. (2012a) analysed a 30 yr record of surface UV data products from satellite measurements, and showed that for Arctic winters with strong ozone depletion including 2011, UV increases did not reach the extent observed in the Antarctic (this is not surprising: at solar zenith angles typical for polar spring, the change in UV radiation for a given change in column ozone -the so-called radiation amplification factor, cf. Box 2-1 in WMO, 2010 -is higher for the generally lower ozone in the Southern Hemisphere). The largest enhancements in 2011 occurred at high latitudes (> 60 • N) in March and early April, when absolute UV levels were still moderate. At lower latitudes, low column ozone due to transport from the subtropics has a stronger effect on surface UV than Arctic ozone loss. Theta levels are given for end-of-winter conditions. The uncertainty in the data has been estimated to be of the order of 20 %.
Catalytic ozone destruction by the ClO dimer and
ClO-BrO catalytic cycles
ClOOCl photolysis rate and ClOOCl / ClO equilibrium constant
Under most conditions, the ClOOCl photolysis rate J is the rate-limiting step in the ClO dimer ozone loss cycle. By controlling the abundance of ClO under daylight conditions, it also indirectly impacts the overall rate of the ClO-BrO cycle. J is the wavelength-integrated product of the ClOOCl photolysis cross section σ and the actinic flux. The uncertainty in σ was particularly large before the start of RECONCILE. A novel laboratory experiment (Pope et al., 2007) stood in obvious contrast to observed or inferred ClO / ClOOCl partitioning in the atmosphere (Schofield et al., 2008; Stimpfle et al., 2004; von Hobe, 2007; von Hobe et al., 2007) and had even cast doubt on the ClO dimer cycle in the form suggested by Molina and Molina (1987) driving catalytic ozone loss (Schiermeier, 2007) . It has been one of the primary objectives of RECONCILE to resolve this puzzle -by either proving the Pope et al. (2007) experiment wrong in the laboratory, or by finding new mechanisms in the atmosphere that would explain the observed ClO / ClOOCl balance and ozone destruction -and to quantitatively reduce uncertainties in the kinetic parameters governing the ClO dimer cycle. RECON-CILE has addressed this issue in a new laboratory experiment and with observations made during the self-match flights described in Sect. 2.1.2. While this section focuses on results of these activities, they have to be put into the context of the work by many other groups that was also triggered by the Pope et al. (2007) publication. An overview of these efforts (which is beyond the scope of this paper) has been given by Kurylo and Sinnhuber (2009) in a report of a recent SPARC initiative that addressed these issues and established a framework for related research activities. On the laboratory side, the experiment carried out by Pope et al. (2007) -i.e. purifying ClOOCl by cold trapping prior to spectral analysis -was repeated using a dual wavelength range spectrometer system that can simultaneously perform single-pass UV absorption spectroscopy (wavelength range 200-350 nm) and braodband cavity-enhanced absoprtion spectroscopy (BBCEAS, wavelength range 510-560 nm) that offers the possibility to simultaneously monitor and unambiguously subtract the Cl 2 contribution to the spectrum, i.e. the impurity that proved to cause major uncertainties in the previous experiment. A detailed description of the experimental setup as well as the UV and visible absorption cross sections of molecular chlorine (Cl 2 ) at different temperatures are given in Young et al. (2011) . The UV spectrum of ClOOCl (Young et al., 2013) agrees with spectra reported by von Hobe et al. (2009) and Papanastasiou et al. (2009) , and like these two demonstrates that Pope et al. (2007) had overcorrected for the Cl 2 impurity, and thus underestimated absorption by ClOOCl. There are visible differences in the spectral shapes between the three studies, although they lie within the combined uncertainties. Papanastasiou et al. (2009) is the only recent study that covers the full spectral range in the UV and gives absolute absorption cross sections (about 15 % higher than previous studies), and it has been adopted for the most recent JPL recommendation (Sander et al., 2011) . Absolute cross sections at discrete wavelengths were independently measured by Besides contributing to the reconciliation of measurements of the ClOOCl UV spectrum in the atmospherically relevant region between 310 and 350 nm, Young et al. (2013) present the first measurement of the much weaker visible spectrum of ClOOCl. It falls into the range expected from extrapolating the current JPL recommendation. This information will help to constrain the long-wavelength absorption of ClOOCl and its impact on ClO x -catalysed polar O 3 loss cycles..
The magnitude of ClOOCl photolysis cross sections that the new studies are converging to agrees favourably with field observations. Older studies (Schofield et al., 2008; Stimpfle et al., 2004; von Hobe et al., 2007) and a very recent one (Kremser et al., 2011) that is also part of this ACP special issue tested the consistency of observed ClO -and in some cases also ClOOCl -mixing ratios for different combinations of kinetic parameters, most often J /k rec that is proportional to the ratio of [ClO] 2 / [ClOOCl] under conditions close to photochemical steady state. were able to constrain J almost independently of k rec by looking at ClO coming out of thermal equilibrium directly after sunrise, which was only possible due to the sunrise self-match flight pattern described in Sect. 2.1.2. The observed increase of ClO after sunrise is consistent with the Papanastasiou et al. (2009) Remaining uncertainties in the ClOOCl cross sections influence J ClOOCl approximately on the same order of magnitude as parameters influencing the actinic flux (Fig. 11) . The presence of PSCs can have a particularly strong influence on the actinic flux and photochemistry. Wetzel et al. (2012) showed that, during the balloon flight on 24 January, the onset of ClO production from ClOOCl photolysis was delayed by about 45 min after sunrise in the stratosphere due to the occurrence of stratospheric clouds.
The thermal equilibrium constant K EQ reported by Plenge et al. (2005) is supported by HALOX ClO and preliminary ClOOCl observations made before sunrise during two REC-ONCILE Geophysica flights . The higher K EQ currently recommended by JPL (Sander et al., 2011) would imply unrealistically high total stratospheric chlorine (Cl y ) around 5 ppb to be consistent with the ClO observations . Table 4 provides parameterisations for ClO x kinetics that consistently and reasonably accurately simulate atmospheric observations of ClO x partitioning and ozone loss. No indication was found for alternative ClO x chemistry that was suggested during the time of the RECONCILE proposal (e.g. Salawitch et al., 2009; Vogel et al., 2006) .
Bromine chemistry
Of the kinetic parameters governing the ClO / BrO catalytic cycle, significant uncertainties exist for the ClO + BrO reaction and its branching ratio ). However, the most critical uncertainties with respect to the ozone loss rate by this cycle lie in the concentrations of ClO and BrO. The former is governed by the available ClO x (i.e. the degree of chlorine activation) and by the kinetic parameters governing the partitioning of ClO and ClOOCl as described above. With respect to BrO, uncertainties exist for both the total available stratospheric bromine content Br y and the partitioning between BrO and the main inorganic bromine reservoir in the polar stratosphere, BrONO 2 . The amount of Br y has been (Emde and Mayer, 2007) with the ALIS (absorption lines importance sampling) method to perform the high-spectral-resolution calculations efficiently (Emde et al., 2011) . MYSTIC is part of the libRadtran radiative transfer package (Mayer and Kylling, 2005 ; see also http://www.libradtran.org).
identified as a very critical parameter for ozone loss in models (Frieler et al., 2006) , and in spite of intensive research efforts in the past decade it is still ill constrained, mainly due to the possible contribution from very short lived species (VSLS) to the stratospheric bromine budget (WMO, 2011, and references therein). Inventories of their sources are not sufficiently accurate to be used in bottom-up estimates of Br y (the so-called "organic bromine method"), while top-down approaches to estimate Br y from BrO in aged air (termed "inorganic bromine method") suffer from both BrO measurement uncertainty and uncertainties in the partitioning between BrO and Br y (most notably in the partitioning between BrO and BrONO 2 ; Dorf et al., 2006; WMO, 2011) . (Papanastasiou et al., 2009) These published cross sections are consistent with the ones measured in the laboratory as part of RECONCILE and also with ClO observations made during the RECONCILE aircraft campaign. * We only consider the low-pressure limit for k f , which is much more relevant for stratospheric conditions than the high-pressure limit.
During the RECONCILE period, the bromine budget and photochemistry -important for the rate of the ClO-BrO cycle -was investigated by aircraft and balloon observations. First, on 7 and 8 September 2009, the stratospheric photochemistry of bromine, in particular of the BrO / BrONO 2 ratio, was probed for the high-latitude summer-to-winter circulation turnover, where in the stratosphere major reactive bromine species are BrO at daytime and BrONO 2 at night (Kreycy et al., 2013) . Here the transition between BrO and BrONO 2 was observed at dusk and dawn using direct-sun solar occultation and time-dependent limb spectroscopy of stratospheric NO 2 and BrO as well as proxies for actinic fluxes (i.e the amount of direct solar radiation and the radiance in the sky's limb direction). The major advantage of this study as compared to previous studies on stratospheric bromine came with the detailed insight gained into the kinetics of stratospheric BrO and BrONO 2 obtained from observing their time-dependent concentrations at different altitudes and changing illumination. With support from radiative transfer and photochemical modelling, the Kreycy et al. (2013) study indicates that the ratio of the BrONO 2 photolysis rate, J BrONO 2 , to the three-body formation reaction (BrO + NO 2 + M → BrONO 2 ) rate coefficient, k BrO+NO 2 , i.e. J BrONO 2 /k BrO+NO 2 , is by a factor of 1.70 (+0.51/−0.32) larger than recommended by the most recent JPL-2011 compilation (Sander et al., 2011) . Major consequences of the findings for the stratosphere are that (1) recent assessments of total stratospheric bromine (Br y ) using the inorganic method for high stratospheric NO x loadings may have overestimated the necessary correction for the BrO to Br y ratio (cf. for this flight, Br y should be 1.4 ppt or 6.8 % of the total lower using the revised J BrONO 2 /k BrO+NO 2 ratio as compared to the JPL-2011 recommendations), and (2) a largerJ BrONO 2 /k BrO+NO 2 ratio may cause a small increase in the bromine-mediated ozone loss in the stratosphere (maximum −0.8 %, see Fig. 12 ).
The trend of total stratospheric bromine ( Kreycy et al. (2013) the collected field data, in particular during SHIVA, indicate that the contribution of VSLS inferred using the inorganic stratospheric method may be lower than stated in WMO (2011), i.e. 4 ± 2.5 ppt instead of 6 (range 3-8) ppt. The new estimate is also in better agreement with past and recent estimates of VSLS based on the organic bromine method, which indicate [VSLS] = 2.25 ± 0.25 ppt, where 90 % is due to contributions from CH 2 Br 2 and CHBr 3 (e.g. Brinckmann et al., 2012) . The apparent agreement between the two methods suggests that injection by other VSLS and product gases is indeed small.
Heterogeneous chlorine activation
As expected, the cold vortex temperatures and extensive PSC coverage in December 2009 and January 2010 led to substantial chlorine activation. A broad activated layer of enhanced ClO between 16 and 26 km altitude was detected by MIPAS-B on 24 January (Wetzel et al., 2012) , corresponding nicely to the vertical extent of PSCs/cold temperatures observed by MIPAS-B in the same dataset, as well as CALIPSO and ground-based lidars in the time period preceding the flight. ClONO 2 observations indicate no or very little activation in the air masses below and above this layer. Based on the observations in 2009/10 as well as aircraft data from earlier winters and satellite observations, studies were carried out to better quantify the role of cold binary aerosol in chlorine activation.
CTM studies on chlorine activation
Using CLaMS along 7-day backward trajectories (with chemistry initialised from a hemispheric CLaMS simulation) from RECONCILE flight tracks, which had observed temperatures expected to lead to chlorine activation, found virtually no difference in chlorine activation between simulations that employed the full PSC scheme with the aerosol surface area density (SAD) increasing with STS, NAT, and ice formation and simulations that kept the SAD at background levels for the case considered. Both simulations produce the same amount of ClO x and are consistent with HALOX observations along the corresponding flight tracks (Fig. 13) . Unfortunately, temperatures in late winter were too warm to repeat such simulations under sunlit conditions, where chlorine activation would have to compete with deactivation. Wohltmann et al. (2013) carried out sensitivity runs with ATLAS to examine the impact of known uncertainties in heterogeneous chemistry and PSC microphysics. ATLAS is based on the same Lagrangian approach as CLaMS, and includes a stratospheric chemistry module comprising 47 species and more than 180 reactions, detailed heterogeneous chemistry on PSCs, and a particle-based Lagrangian denitrification module ). The simulations were compared to MLS and ACE-FTS observations and in situ measurements on board the Geophysica during the aircraft campaign. In agreement with Wegner et al. (2012) , chlorine activation on liquid ternary aerosols alone and even on the binary background aerosol was sufficient to explain the observed order of magnitude and morphology of the abundances of chlorine, reservoir gases, and ozone (Fig. 14) . Assuming default values for NAT number density and supersaturation, runs with different rates for the heterogeneous reactions ClONO 2 + HCl and ClONO 2 + H 2 O on liquid aerosols Shi et al., 2001 ) and on NAT ; based on laboratory studies by Abbatt and Molina, 1992; Hanson and Ravishankara, 1993) produce very similar results. Only if an appreciable NAT surface area density is assumed and the reactions are not dominated by liquid aerosols, the rate and degree of chlorine activation becomes significantly smaller with the rates based on Abbatt and Molina (1992) . Despite differences of up to 30 % in chlorine activation between sensitivity runs, the as- sumptions with respect to heterogeneous chlorine activation have a negligible impact on ozone loss. In general, ozone loss is a surprisingly robust quantity with regard to changes in the microphysical assumptions with column ozone loss never varying more than 10 % in all sensitivity runs (Fig. 14, right  panel) . This hints that at least in the Arctic winter 2009/10 with its early major warming and breakup of the polar vortex, the processes investigated in the sensitivity studies are not the factors determining total winter ozone loss.
Both RECONCILE winter (2009/10) case studies demonstrate that in the models, at sufficiently low temperatures in January, heterogeneous chemistry on the cold binary background aerosol is sufficient to produce the same amount of active chlorine as the full PSC scheme. However, this may not hold true for the cold, sunlit conditions when there is a fine balance between chlorine activation and deactivation and when most of the ozone loss occurs. Also, in the RECON-CILE winter, PSCs were shown to be present and the realworld contributions of binaries and PSCs to chlorine activation cannot be quantified. This is different for another case study for an episode in March 2004/5 presented by Wegner et al. (2012) . Significant chlorine activation was produced by CLaMS along 96 h trajectories leading up to a flight on 7 March 2005 with the resulting ClO x levels comparing well to the observations. Temperatures were low enough for chlorine activation to occur, but significant denitrification probably prevented the formation of NAT and STS so that chlorine activation occurred to a very large extent on cold background binary aerosol. Wegner et al. (2012) HCl as an indicator for chlorine activation and HNO 3 as an indicator for the formation of PSC particles. Below 550 K potential temperature, the vortex average removal rates of gasphase HCl and HNO 3 are not correlated. By 1 January, the vortex average shows that for all considered winters, HCl has been removed from the gas phase to a similar extent, while HNO 3 shows great inter-annual variability. This indicates that at these altitudes the additional surface area provided by PSCs does not directly influence the rate of chlorine activation in early winter. However, at higher altitudes, where the background aerosol begins to thin out, ice PSCs may play an important role. Between 600 and 650 K, the maximum HCl depletion is observed in the winter 2009/10, which was unique in terms of occurrence of ice PSCs. Different from the Arctic, HCl depletion cannot be used as an indicator for chlorine activation in the cold vortex core of the Antarctic, where condensation of HCl into STS presents a viable pathway to sequester HCl from the gas phase. This has been demonstrated by Wegner et al. (2013a) , who argue that, during the polar night, a major part of HCl is dissolved in STS particles, because heterogeneous reactions, especially with ClONO 2 , cannot explain the observed loss of gas-phase HCl due to shortage of NO x even if the photolysis of condensed phase HNO 3 is taken into account as a potential additional NO x source.
Climatological analysis
Minimum ozone mixing ratios in Antarctica
The amount of active chlorine is not only determined by temperature and available surface area on PSC and/or aerosol particles driving heterogeneous chemistry but often depends on a fine balance between heterogeneous and gas-phase chemistry. This has been nicely illustrated by , who presented a CLaMS investigation to explain the extremely low ozone mixing ratios reaching values as low as 10 ppb observed by ozone sondes in Antarctic spring (Solomon et al., 2005) . While in principle the mechanisms of ozone depletion are known, it was not clear what controls the ozone and chlorine chemistry causing such low ozone concentrations and what determines the lowest ozone values that can be reached. The ozone observations since the 1990s show a very similar behaviour from year to year; that is, a minimum value changing with the time of year. This lower envelope of the observations reaches a minimum in late September and increases again in October and November. It is obvious that such low ozone mixing ratios can only be achieved when temperatures are low enough for rapid activation (note that temperatures were well below T NAT , and PSCs were present to drive the heterogeneous chemistry). However, under these conditions, the interaction between gas-phase and heterogeneous chemistry is particularly complex. To correctly simulate the behaviour of the ozone observations, it is necessary to include the oxidation chains of CO and CH 4 , starting with the decomposition of CO by OH and the decomposition of CH 4 by OH, O( 1 D), or Cl. The reaction of the methyl peroxy radical CH 3 O 2 with ClO (Crutzen et al., 1992) is especially important here. It was shown that rapid (∼ 1 day) deactivation halting ozone depletion occurs when the Cl / ClO ratio reaches high enough values.
PSC formation and denitrification
While heterogeneous chlorine activation will almost certainly take place without the presence of PSCs if the temperature is sufficiently low, the formation of PSCs is a prerequisite for denitrification by sedimenting particles. Without denitrification, chlorine would rapidly deactivate into ClONO 2 as soon as there is sunlight present and temperatures become too warm for efficient heterogeneous activation, and the ozone loss season would be shorter in both hemispheres. A correct representation of denitrification has been identified as critical to simulate ozone loss over an entire winter (e.g. Tabazadeh et al., 2000) , and this depends on the correct simulation of the occurrence and abundance of PSCs. This section describes important advances in our understanding of PSCs and denitrification made by RECONCILE.
A revised PSC formation scheme
To understand STS, NAT, and ice formation in the Arctic stratosphere, the Zurich Optical and Microphysical box Model (ZOMM) is used. ZOMM has been described previously by Luo et al. (2003) and Meilinger et al. (1995) , and has been applied very recently in detailed cirrus modelling (Brabec et al., 2012) . Along the lines of previous understanding of PSC formation (Peter, 1997) , the pre-RECONCILE version of the PSC model focussed on simulating kinetic growth of STS by simultaneous uptake of H 2 O and HNO 3 , homogeneous nucleation of ice in these solution droplets , and heterogeneous nucleation of NAT on pre-existing ice particles along air parcel trajectories. For every distinct PSC period defined by Pitts et al. (2011) and described in Sect. 2.1.1, optical parameters simulated with ZOMM were compared to selected CALIPSO PSC observations. The best agreement between model results and observations is achieved by (1) allowing for NAT and ice to nucleate heterogeneously on pre-existing solid particles (with a linear relationship between the number densities of these "foreign nuclei" and resulting PSC particles), and (2) superimposing small-scale temperature fluctuations (e.g. Murphy and Gary, 1995; Bacmeister et al., 1999; Gary, 2006) Peter, 1997) . Solid arrows show the heterogeneous nucleation pathways of NAT and ice on pre-existing solid particles supported by the new laboratory and field observations. The figure is adopted from Hoyle et al. (2013) and Engel et al. (2013b) , where the new PSC scheme is described in detail.
onto the trajectories (which otherwise remain unresolved along the ECMWF trajectories). Only the combination of both effects can provide good agreement in particle types and captures the backscatter and depolarisation ratios measured by CALIPSO Engel et al., 2013b) .
In a revised scheme of PSC formation and phase transitions shown in Fig. 15 , the heterogeneous nucleation pathways of NAT are allowed to compete with the accepted pathway of NAT formation via homogeneous nucleation of ice, which typically requires cold localised pools in mountainwave-driven temperature fluctuations Peter, 1997) . In the absence of better knowledge of the nucleation properties, immersion freezing of NAT and ice is assumed to occur on active sites much like heterogeneous ice nucleation on Arizona test dust demonstrated in previous laboratory experiments (Marcolli et al., 2007) .
At first sight the new results appear to be at odds with the previous laboratory-based understanding of NAT nucleation -namely that ice would be the first solid, nucleating homogeneously within liquid aerosol particles , and that NAT nucleated only subsequently on ice . In these days, direct heterogeneous NAT nucleation on pre-existing solid particles was deemed to be unlikely by Biermann et al. (1996) , who reported an upper bound for freezing rates of six different ternary H 2 SO 4 / HNO 3 / H 2 O-solutions with immersed micrometeorites under stratospheric conditions. Using a differential scanning calorimeter (DSC) (e.g. Koop and Zobrist, 2009; Marcolli et al., 2007; Zobrist et al., 2008) , new bulk experiments, similar to those from Bogdan et al. (2003b, a) , were carried out on fragments of the meteorites Orgueil and Murchison with radii varying between 100 and 500 nm (provided by Centre de Spectrométrie Nucléaire et de Spectrométrie de Masse, Paris, France). Preliminary results corroborate the early results of Biermann et al. (1996) , but also seem to suggest that the heterogeneous NAT nucleation rate may indeed reach the upper limits specified by Biermann and colleagues. With today's new insights into low number density NAT clouds, as observed by CALIPSO in December 2009, and NAT rocks, described by Fueglistaler et al. (2002) , nuclei consisting of coagulated meteoritic smoke particles or micrometeorites become favourable candidates to explain those observations.
Characterisation of background aerosol
The abundance and nature of condensation nuclei in the polar vortex was also investigated. Measurements with the COndensation PArticle counting System (COPAS, Weigel et al., 2009 ) during the RECONCILE winter agree well with the data from Curtius et al. (2005) . While outside the polar vortex the fraction of non-volatile (at 250 • C) particles remains nearly constant with altitude, it increases noticeably with altitude inside the vortex, reaching up to 80 % of detected submicron refractory particles deeply inside the Arctic vortex ( ≈ 470 K).
Nevertheless, the hypothesis by Curtius et al. (2005) that the enhanced non-volatile aerosol in the polar vortex mainly consists of meteoritic smoke particles needs further refinements. Ebert et al. (2013) present a detailed chemical analysis of the refractory aerosol material from particle samples collected using the impactor system introduced in Sect. 2.1.2. Three of the six particle samples, which were taken well inside the vortex, mainly contained spheres and aggregates of globules (like "a bunch of grapes", Bigg et al., 1970) in the diameter range 500 nm-2 µm, chemically dominated by metallic aerosol species composed of Al, Cr, Mn, Fe, or Ni. On samples that were taken well outside the polar vortex, also fractured alumosilicate particles, showing the character of crustal material, were found in the large particle size range. For smaller particles with dp< 500 nm, besides some metallic and alumosilicate spheres, mostly soot and leadbearing particles were found. Overall, the results show that the refractory material in the stratosphere can neither exclusively nor unambiguously be attributed to meteoritic origin. In particular the chemical composition together with the morphology information of the refractory material indicates that also crustal material as well as contributions of anthropogenic sources (including "space debris") are present. The complete results and their interpretation will soon be published Ebert et al., 2013) .
Based on these results, meteoritic ablation is not the only source of refractory aerosol material in the polar winter stratosphere. Also space debris and in particular crustal aerosol material and anthropogenic particles were found in the air masses over the Arctic in winter. This new finding indicates efficient transport pathways for aerosol particles to reach elevated atmospheric altitude, i.e. the stratosphere, to re-enter the lowermost stratosphere due to the developing polar vortex.
Properties of NAT rocks and role in denitrification
Significant HNO 3 enhancements attributed to renitrification processes were observed by MIPAS-STR and CRISTA-NF in the polar vortex after the end of the PSC phase in the Arctic winter 2009/10. Standard retrieval results from MIPAS-STR showing vertical distributions of HNO 3 versus potential temperature are presented in Fig. 8 for the flight on 30 January and for two flights in March (vortex air identified by measured tracer distributions). A significant HNO 3 maximum peaking around 405 K potential temperature (about 16.5 km altitude at this flight) is identified for the flight in January directly after the PSC phase of this winter. Using MIPAS-STR measurements of HNO 3 and CLaMS simulations, a dedicated study was carried out, aiming at explaining the unexpected large sizes of potential NAT particles derived from in situ observations (see Fig. 7 ). The study was based on the assumption that (i) compact aspheric NAT particles (i.e. platelets or needles) and/or (ii) approximately spherical NAT particles with low mass densities (i.e. "flake-like" particles) might explain the in situ observations. Such particles would grow faster to large sizes due to consuming less HNO 3 compared to compact spherical particles, which are usually assumed for simplification. In particular, such particles were characterised by reduced settling velocities, altering the vertical redistribution of HNO 3 . The results of the study show that considering settling speeds reduced by a factor of 0.7 for the simulated NAT particles results in an improved agreement with the observed HNO 3 redistribution. This factor of settling speed reduction would correspond to significantly aspheric compact particles (cf. Westbrook, 2008) with maximum dimensions (diameter or length, respectively) that might explain the particle sizes derived from the in situ observations (Woiwode, 2013) .
Vertical redistribution of NO y
The parameterisation of PSCs by a simple equilibrium scheme usually causes models to overestimate the magnitude, spatial extent, and duration of chlorine activation , which has a significant impact on ozone depletion. This was investigated in detail in a recent paper by Feng et al. (2011) that is also part of the special issue.
The observations in the Arctic winter 2009/10 with its extensive PSC formation leading to substantial denitrification (Sect. 2.1.2) provided a good opportunity to study this in detail. Box model simulations together with Odin/SMR, Aura-MLS, and CALIPSO observations of HNO 3 , water vapour, and PSC particles respectively show that the strong denitrification observed in mid-January 2010 is linked to an unusually strong synoptic cooling event in mid-January with ice particle formation on NAT as a possible formation mechanism. The denitrification in the beginning of January was more likely caused by the sedimentation of NAT particles that formed on mountain wave ice clouds .
One critical parameter determining the rate and extent of vertical HNO 3 redistribution in the polar vortex is the nucleation rate for NAT particle formation. The simulation of denitrification by CLaMS is performed using particle trajectories that follow individual NAT particles. Previous simulations that assumed globally constant nucleation rates for all locations with T < T NAT produced reasonable results for the winter 2002/3 using a nucleation rate of 7.8 × 10 −6 cm −3 h −1 . Using the same nucleation rate, the observed vertical NO y redistribution in the winter 2009/10 was underestimated, suggesting faster NAT nucleation. In CLaMS simulations with the new nucleation rate parameterisation based on the active site model described in Holye et al. (2013) , the vertical redistribution of NO y compares better to the NO y observations, but cannot fully resolve the smallscale structures of denitrification and renitrification .
Stability of the Arctic polar vortex
Our understanding of the processes governing the stability and persistence of the Arctic vortex is still far from being complete. These processes are not confined to the polar vortex, and thus were not comprehensively addressed in REC-ONCILE (cf. Sect. 5). However, advancements were made.
For the first time, the ensemble prediction system has been analysed to investigate the forecast skill of the ECMWF Integrated Forecast System . It was shown that the 10-day forecasts provide a reliable means to predict the onset and the process of the SSW. The false alarm rate was low, and almost all members of the ensemble predicted the correct evolution. However, after the warming happened, the ensemble predictions deviated significantly, leading to a high ensemble spread.
A comprehensive analysis of SSWs in past Arctic winters suggests profound tropospheric forcing for the observed major SSWs . The authors also present a statistical analysis for the past 17 Arctic winters showing that ozone loss is closely correlated to the intensity and timing of major warmings in each winter, early warmings in December-January leading to minimal ozone loss. It is further argued that a particularly high frequency of major warmings observed in recent Arctic winters could have significant implications for stratospheric ozone trends in the Northern Hemisphere.
Equally, a better characterisation of the tropospheric patterns preceding polar stratospheric coolings are needed to understand ozone trends and potential ozone depletion in a changing climate. Both during the cold episode of January 2010 and during the first part of the winter 2010/11, pronounced polar stratospheric coolings and vortex intensification were a response to the weakened planetary wave flux from the troposphere into the stratosphere. The lessening of the wave flux seemed to originate from the interaction of a blocking high in the North Pacific with the planetary wave trough over the Far East. This evolution follows the typical amplification of the positive phase of the western Pacific teleconnection pattern (Nishii et al., 2011; Orsolini et al., 2009) . Recent modelling studies (Hurwitz et al., 2011) further indicate the important role of sea surface temperatures and circulation anomalies over the North Pacific in modulating polar stratospheric temperatures.
Major stratospheric warmings also lead to strong exchange between the vortex and the surrounding mid-latitudes with profound effects on vortex composition. For the major warming in February 2010, these effects could be investigated in great detail using tracer observations on board the M55 Geophysica, including remote sensing measurements with unprecedented vertical and horizontal resolution by CRISTA-NF and highly resolved in situ measurements by HAGAR . These measurements, along with Lagrangian transport simulations by the CLaMS CTM show that, following the split of the vortex, mid-latitude air masses were entrained when the vortex reformed, and subsequently mixed inside the vortex (cf. Sect. 2.1.1). The detailed case studies following the February 2010 warming event and the good ability of the CLaMS CTM to capture the associated transport and mixing corroborate our understanding of the effects of major warmings on the chemical composition of the vortex.
Trends in ozone and ozone-depleting substances
Besides the process studies described above, which have been the primary focus of the RECONCILE project, two investigations looked at trends in ozone and ozone-depleting substances. The latter may lead to revised forcing parameters of CCM, and thereby contribute to improved predictions of future ozone and climate trends.
Antarctic ozone recovery
Using two regression methods (piece-wise linear trend and effective equivalent stratospheric chlorine functions) on three different datasets (ground-based, TOMS/OMI, and multisensor reanalysis data) for the 2000-2010 period that have not been used together for estimating of Antarctic ozone trends before, Kuttippurath et al. (2013) have revealed a clear signature of Antarctic ozone recovery, in agreement with a study by Salby et al. (2011) based on TOMS/OMI data over the 1979-2009 period. They show a September-November trend of about −4.6 DU yr −1 over the period 1979-1999, and of +1 DU yr −1 or +2.6 DU yr −1 (depending on the regression method used) for the 2000-2010 period. Kuttippurath et al. (2013) also go beyond the Salby et al. (2011) work and other previous Antarctic ozone trend studies (WMO, 2011, and references therein) by applying three different vortex definitions to diagnose the strength of the recovery signal and also testing the significance of the recovery signal with respect to the changes in the Antarctic meteorology. This makes their trend estimates of Antarctic ozone more robust than in these previous studies, and adds confidence to the observed ozone recovery signal.
Ozone depletion potentials, lifetimes, and GHG potentials of CFCs and HCFCs
A number of important long-lived brominated and chlorinated source gases (i.e. the the three major CFCs and HCFCs, the two major halons, CCl 4 and CH 3 CCl 3 ) were sampled by the whole air sampler (WAS) on board the Geophysica and subsequently analysed in the laboratory. Together with age-of-air measurements inferred from SF 6 , the results have been used for a re-evaluation of the stratospheric lifetimes of these compounds as well as their fractional release (i.e. the fraction that has released its halogens) and ozone depletion potentials (ODPs), all of which are policy-relevant quantities. As outlined in Laube et al. (2013) , there are indications for considerably smaller fractional release resulting in a 22 % reduction in the equivalent chlorine released from these gases at a mean age of 3 yr. The differences to earlier studies also illustrate the dependency of fractional release on the variability of the mean stratospheric transit times as well as changes in tropospheric source gas abundances. Moreover, the derived ratios between the stratospheric lifetimes of these compounds also indicate slower decomposition. In combination with the reduced fractional release this leads to smaller ODPs in many cases. Therefore these findings have the potential to significantly delay the recovery of the ozone layer. In addition, WAS measurements of other strong greenhouse gases (i.e. the CFC replacement HFC-227ea as well as the very long-lived c-C 4 F 8 , C 4 F 10 , C 5 F 12 , C 6 F 14 , and C 7 F 16 ) have improved the knowledge of their atmospheric distributions (Laube et al., 2010b Oram et al., 2012) .
Progress in global chemistry-climate modelling
The main objective of the global modelling activity in REC-ONCILE is to assess the impact of results from the process studies described in the previous section on predictions of polar stratospheric ozone loss in a global CCM. This section describes the LMDz-Reprobus model used in RECON-CILE and the implementation of process study results in this model, compares ensemble simulations with the upgraded model to the standard version and to observational records, and exhibits the changes in global spectral properties and temporal correlations of the time series produced by the model of improved chemistry module. In addition to the studies with LMDz-Reprobus described below, scientific findings from the RECONCILE project have been incorporated in the Whole Atmosphere Community Climate Model (WACCM). PSC processes have been improved in WACCM to give a better representation of mixed PSCs, and the formation threshold for ice PSCs has been modified to agree with observations (Wegner et al., 2013b) .
The LMDz-Reprobus model and the RECONCILE upgrades
LMDz-Reprobus (Marchand et al., 2012; Jourdain et al., 2008) couples the LMDZ general circulation model (Hourdin et al., 2013) and the Reprobus stratospheric chemistry package (Lefèvre et al., 1998 (Lefèvre et al., , 1994 . The configuration used in RECONCILE extends from the ground up to 65 km on 39 hybrid pressure vertical levels, and the horizontal resolution is 3.75 • in longitude and 1.875 • in latitude. The chemical package is comprehensive and includes the usual set of gas-phase and heterogeneous reaction rates -already including those on binaries (cf. Sect. 3.2) -recommended by the JPL evaluation (Sander et al., 2011) . For the treatment of polar stratospheric clouds, the pre-RECONCILE version uses a simple equilibrium scheme that predicts the existence of liquid (binary H 2 O / H 2 SO 4 or ternary H 2 O / H 2 SO 4 / HNO 3 solutions) and solid (NAT or H 2 O ice) aerosols from the local thermodynamic conditions in each model grid box. As for all equilibrium schemes, the scheme has no memory of the temperature history of the air mass, and the particles are not transported separately from one time step to the other. This usual treatment of PSCs in CCMs is computationally cheap but cannot represent properly the slow growth of large solid particles (such as NAT rocks) and their consequences on denitrification and ozone loss. However, even this simple scheme includes one small (r = 0.5 µm) and one large (r = 6.5 µm) mode of NAT particles, allowing for a basic treatment of NAT rocks that is usually absent in current CCMs. In RECONCILE, the following updates were implemented in the LMDz-Reprobus CCM:
-Based on the results described in Sect. 3.1, no new reactions driving catalytic ozone loss were included, and ClO x parameterisations were adopted from Table 4. ClOOCl photolysis cross sections that are in very close agreement with the RECONCILE findings were already included in the standard version because they had been updated in Sander et al. (2011) compared to older evaluations as a result of the international research activities described in Sect. 3.1. Therefore, the only changes compared to the reference model were in k f and K eq . Both adaptations slightly shift the ClO x equilibrium towards ClO. This is not expected to have a significant impact on the overall rate of catalytic ozone loss, but may enlarge the relative importance of the ClO-BrO cycle compared to the ClO dimer cycle in the model.
-A more realistic PSC parameterisation has been developed based on the results described in Sect. 3.3. The new PSC scheme takes into account a tracer keeping the memory of the time spent under T NAT , allowing for a more realistic slow growth of NAT particles. Heterogeneous nucleation of NAT is now allowed above the ice frost point, but one week of temperatures continuously below T NAT is required in a given air mass to grow a PSC particle of r = 7.5 µm. This is in contrast with the previous equilibrium scheme for which NAT rocks were formed as soon as temperatures dropped below T NAT .
Ensemble simulations of past and future ozone depletion
Three transient CCM simulations have been integrated over the period 1960-2050: the reference simulation (REF) with the equilibrium NAT scheme and standard kinetics, a "corrected temperature" simulation (TC) with the same equilibrium NAT scheme but with polar temperatures corrected from their past bias relative to ERA-Interim, and a "RECON-CILE" simulation (NMP) with corrected temperatures and improved microphysics and kinetics. External forcings (such as greenhouse gases or ozone-depleting substances) used in all simulations are those prescribed in the CCMVal-2 international project of evaluation of chemistry-climate models (SPARC, 2010) . Figure 16 shows that correcting the cold bias in the LMDzReprobus CCM is not sufficient to reproduce properly the past ozone loss over the Antarctic. In this region the new RECONCILE PSC scheme and ClO x kinetic parameters have a clear positive impact on the results. Due to large interannual variability this effect is not identified in the Arctic.
Regarding future trends, the RECONCILE parameters have in general little impact on the results, indicating that the degree of future ozone loss is more sensitive to other parameters than the ones investigated here. In the Antarctic spring, differences between the three runs decrease with time, which is expected in a future atmosphere where PSCs and chlorine should play a lesser chemical role. The stable return to preozone-hole October values does not occur before 2050 for all simulations, in good agreement with previous CCM predictions (SPARC, 2010) . Results in the Arctic are more difficult to evaluate due to the chaotic nature of the dynamics. There are, however, occurrences of very low March ozone values (∼ 300 DU) before 2020 in the REF and TC simulations. These episodes of strong ozone depletion are not observed in the RECONCILE run. After 2020, the three simulations show a similar long-term positive O 3 trend. The March ozone level of 1970s is crossed towards 2030. This result is also in line with previous CCM studies (SPARC, 2010) . A full analysis of the CCM runs carried out within the REC-ONCILE framework that includes the impact on trends for global, mid-latitude, and tropical ozone will be presented in a future paper.
Model evaluation by spectral weight and detrended fluctuation analyses
While the last big cross-validation project CCMVal-2 (Eyring et al., 2010; Gillett et al., 2011; SPARC, 2010) provided comprehensive bias estimates for several models, we extended the methodology by comparing dynamical features of empirical data and time series obtained by the LMDzReprobus simulations. The main focus was on a global analysis of spectral properties, two-point correlations determined by detrended fluctuation analysis (DFA, e.g. Derby, 2004) , and detecting higher order correlations by the spectral surrogate method (Kantz and Schreiber, 2004) . Spectral properties were evaluated by extracting the spectral weights (relative strength) of semi-annual, annual, and quasi-biennial oscillations (QBO) with respect to the integrated power spectra. The spectral weight in a given frequency band provides information about the variance of the original signal, e.g. about the variance explained by an annual oscillation. The method of detrended fluctuation analysis (DFA) has become a standard tool in time series analysis (e.g. Derby, 2004) for quantifying two-point correlations in non-stationary signals, because the autocorrelation function or the power spectrum can erroneously indicate longrange correlations in the absence of strict stationarity. Higher order correlations were tested by computing the time reversal asymmetry statistics (it is essentially based on timelagged third moments) for the original and surrogate datasets where only two-point correlations are preserved (Kantz and Schreiber, 2004) .
In a preparatory study, Homonnai et al. (2013) have tested the methodology by a global statistical analysis of total column ozone records obtained from satellite measurements (Bodeker Scientific, http://www.bodekerscientific.com/) and from two CCMs, the original version of LMDz-Reprobus and the model of the Meteorological Research Institute, Tsukuba, Japan (MRI). The latter was chosen because its dynamical core is very similar to LMDz with a seemingly important difference of producing QBO signal along the equator. The comparison revealed some anomalies in the model representations at each spectral component. The tails of the spectra demonstrate that both models underestimate high-frequency (daily) ozone variability. Furthermore, the DFA analysis of ozone anomaly time series (climatic mean values are removed) revealed that both models reproduce the characteristic geographic dependence of correlation strength in the overlapping area with measurements (latitude band between 60 • S and 60 • N). The values of precise correlation exponents are hard to obtain over regions where QBO or other strong nonstationarities (ozone hole) are present; however, the missing QBO component in the LMDz-Reprobus data has no demonstrable effects away from the narrow equatorial band. In spite of all the numerical difficulties, significant long-range correlations are detected for total ozone over all geographic locations (Homonnai et al., 2013) . The results on higher order nonlinear correlations will be reported elsewhere.
The three new runs described above (REF, TC, and NMP) are evaluated by the same methodology. Here we show characteristic examples of the results; details will be published in a subsequent paper. Figure 17a shows the difference in the spectral weights of the annual peak (area under the peak normalised by the integrated total power) between the results of NMP and REF runs. The geographic distribution of the differences is far from being random noise; the changes appear over large coherent regions. The patterns clearly demonstrate that all the sub-processes in the CCM models are in interaction with each other, and thus a change in the chemical species distribution like ozone can induce changes in the radiative calculation and also on the dynamics and transport. There is no established methodology to clearly separate and identify the different impacts. Figure 17b illustrates the zonal mean values of the DFA-3 exponents (third-order polynomial local detrending) for the three runs of LMDz-Reprobus. The differences are small but significant over the Northern Hemisphere. The pattern reproduces the behaviour of the same quantity obtained for measured data (Homonnai et al., 2013) , i.e. increased correlation strength over the equatorial and polar regions. All numerical values are larger than 0.5 everywhere, suggesting the presence of long-range correlations. Note that measured data are scarce during the polar nights, and therefore correlation analysis is not possible poleward of 60 • latitude. The purpose of our validation procedure was to get a stronger confidence of CCM results for polar locations where spectral methods work only with a restricted temporal coverage.
Conclusions
Besides providing the foundation for the advancement of our understanding of processes involved in polar ozone depletion -the overall objective of RECONCILE -the data obtained during the aircraft and Match campaigns have been useful in several ways. The Match sonde data from 2011 have contributed to the quantification of the record-breaking ozone loss in this unusual winter. Measurements of a large number of ODPs made during the Geophysica campaign were used for assessing the trends and lifetimes of these compounds. The dataset is placed at the disposal of the larger scientific community for further scientific exploitation. Future stratospheric campaigns will benefit from technological advances made in the framework of the field campaigns such as enhanced flight-planning tools and the deployment of the novel impactor to collect non-volatile stratospheric aerosol for laboratory analysis. Improvements to the interpretation of IR limb-sounding data including an enhanced resolution of trace gas distributions and novel methods to quantify and discriminate particle types may also improve the analysis of space-borne versions of such instruments. Two novel laboratory experiments addressed the issues of ClO dimer kinetics and NAT nucleation.
The results from laboratory studies and field observations from the RECONCILE campaigns, related missions, and satellites were used in scientific studies that have substantially advanced our understanding of the processes destroying ozone in the polar vortex. In concert with efforts made by others, the uncertainty of the ClOOCl photolysis rate has been reduced to about 20 % and reconciliation of kinetic parameters governing ClO x -catalysed polar ozone loss has been achieved at least to the degree relevant for global models. The set of kinetic parameters in best agreement with observations at least in the RECONCILE studies was incorporated into the LMDz-Reprobus CCM. The novel constraint on the J BrONO 2 /k BrO+NO 2 ratio leads to a reduced estimate of total stratospheric Br y using the inorganic method, and consequently to a smaller (and tighter) estimate on the contribution of VSLS to total stratospheric bromine, i.e. 4 ± 2.5 ppt instead of 6 (range 3-8) ppt reported in WMO (2011) . A chemical analysis of the non-volatile fraction of the background aerosol confirmed the expected presence of meteoritic material, but other components including crustal material and particles of anthropogenic origin were also found. The role of heterogeneous nucleation on such particles for PSC formation has been unequivocally demonstrated, and an advanced scheme of PSC formation and processing has been developed. This was adapted into the LMDz-Reprobus CCM. The importance of a correct representation of PSCs for accurately simulating the degree of denitrification -and thus polar ozone loss -has been demonstrated in models on all scales, including the CCM simulations that are doing a better job in reproducing observed ozone losses over Antarctica with the upgraded non-equilibrium PSC scheme. Under cold conditions, rates of heterogeneous chlorine activation on binary aerosols from earlier laboratory studies are sufficiently fast to drive chlorine activation. For the overall rate of heterogeneous activation, the increase of activation rates with decreasing temperature is relatively more important than the increase due to enhanced surface area provided by PSCs compared to binary aerosol. While it was not possible to quantify how much heterogeneous activation takes place on each particle type, there is evidence that in early winter and under denitrified conditions, cold binaries contribute substantially to the observed chlorine activation. Because, under most circumstances, PSCs are present when temperatures are low enough for efficient heterogeneous chemistry, the effect of cold binaries on ozone loss is probably limited. In any case, the abundance of NAT PSCs is an important factor in determining the degree of ozone depletion in any particular winter due to the role of denitrification described above. Low sensitivity of ozone loss to parameterisations of microphysical and chemical processes in the polar vortex was observed in CTM studies for the relatively warm winter 2009/10 as well as in the long-term CCM simulations, suggesting that the interannual variability in Arctic ozone depletion is largely driven by dynamic processes determining the stability of the polar vortex.
Reduced uncertainties and more realistic process parameterisations -particularly with respect to PSC processesresulting from RECONCILE enhance the robustness of the LMDz-Reprobus CCM and increase confidence in future ozone trends calculated by this model. Hopefully, the improved understanding of some details on polar ozone depletion will also find its way into other models. But besides representing an important step towards closure with respect to some existing uncertainties, some of the RECONCILE results also raised new questions. The observation of the coldest Arctic winter on record in 2010/11, prompting an unprecedented degree of Arctic ozone loss and related increases in UV radiation and the lack of prognostic tools that could have predicted such an event, made it evident that efforts to understand exactly what drives cold Arctic winters and the development of predictive capabilities are imperative. The observation of non-volatile particles of meteoritic, crustal, and anthropogenic origin inside the Arctic vortex challenges some of our presumptions on how materials, and especially aerosols, are transported to and distributed through the stratosphere. This is particularly important if we want to understand and model how climate change might affect the composition of the stratosphere in the future.
These questions concern the preconditions for Arctic ozone depletion rather than the actual ozone destruction process. For a full understanding of the whole problem a more global view is required, including also the tropics as the main source of stratospheric trace gases and particles (e.g. Fueglistaler et al., 2009 ). Both the Brewer-Dobson circulation and the mixing between troposphere and stratosphere will likely strengthen in a changing climate (Butchart and Scaife, 2001; Fomichev et al., 2007) with possible influences on the global distribution of trace species, and thereby on ozone depletion at high latitudes. For these processes wave activity in the tropics and extratropics plays a key role (e.g. Zhou et al., 2012) . Interactions between the tropics and high latitudes also have influence on the stability of the polar vortex (e.g. Garfinkel et al., 2012; Holton and Tan, 1980) , and it is indicated that, in a changing climate, major stratospheric warmings will shift towards late winter (e.g. Naoe and Shibata, 2012) with potentially important consequences for ozone loss in the Arctic. For predicting how climate change will affect the ozone layer in future, it will also be necessary to quantify the contribution of GHG forcing to current and future trends in the atmospheric conditions. Investigations into these issues will be needed to complement the work done in RECONCILE and further advance our understanding of Arctic ozone depletion.
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