Broadband satellite will play an important role to provide universal broadband access for the users.
Introduction
Multimedia traffic may be associated with an explicit resource reservation, a DiffServ (DS) class, or the Best Effort (BE) service. Each of these approaches has merit. When the entire transmission path is under the control of a network operator, explicit QoS may be configured and used to provide a service guarantee for each configured session. This is the approach favored in many current IPTV deployments. It is however difficult to manage when the traffic has unknown or highly variable characteristics. An alternative is to use a DiffServ class provisioning capacity to the service as a whole (rather than individual sessions).
This can be significantly better than the unrestricted behavior offered by a Best Effort service, particularly when traffic patterns are well understood. However, in both the BE and DS approaches, several traffic flows can share common capacity, and it is highly desirable to provide a method to fairly distribute the available capacity between the various flows, known as congestion control.
Although for many years TCP and IP offered the only transport protocols within the Internet Protocol Suite, the Internet Engineering Task Force (IETF) has more recently added three new protocols to supplement these specifications: UDP-Lite and delay variations, from low to medium to high. Some requirements (or performance parameters) are not relevant to some services. The most difficult applications to deal with are those with variable performance requirements. They may lead to either inadequate service or waste of resources.
The degree of symmetry is not considered criteria for class definition, as QoS is in general independently provided on the forward and return links. However, for strongly asymmetric applications (such as broadcasting, VoD, cinema distribution) QoS would make sense only on the forward link. Nevertheless, the degree of asymmetry is considered a factor in network dimensioning on the forward and return links.
To fully understand the different applications requirements and the constraints on bandwidth and delay associated, we will consider the applications behaviour with respect to five characteristics:
• Delay sensibility: Interactive applications are especially sensitive to delay issues, in a scenario like ours, where delay is already high due to the satellite link propagation time ( 270ms), delay plays an important role in the link quality. If the end-to-end delay is too high, an interactive communication is difficult or impossible. Applications including gaming, videoconference, or VoIP are the services directly affected by this issue and therefore are the most restrictive applications.
• Jitter: Jitter is usually tied to delay, in the sense that applications requiring small delays will also require small delay variation or jitter. But not only applications requiring small delays (the ones specified earlier) request small values of jitter, also applications like TV Broadcast or VoD need small delay variation to offer really competitive video. A way to compensate for excessive jitter is to increase the size of the jitter buffer which is responsible for reassembling packet streams. When there is an issue with packets, such as arriving out of sequence or too late, the buffer will try and adjust to compensate or fill in with white comfort noise if necessary. Adjusting the buffer can minimize jitter problems, but it can also introduce other issues such as latency, which can cause conversations to be clipped.
• Packet loss sensibility: Packet loss can be caused by many different reasons. Normally, packet loss starts to be a real problem when the hal-00356861, version 1 -29 Jan 2009 percentage of lost packets exceeds a certain threshold, or when packet losses are grouped together in large packet bursts. When a packet is does not arrive the receiver correctly and if TCP is being used, retransmission takes place, making delay and jitter greater and forcing a larger use of bandwidth, but assuring that no packet will be lost. That is the reason that makes us set as a constraint no packet loss for applications like email, web-browsing, ftp, p2p and those using TCP.
• Bandwidth: Bandwidth is by far the most common parameter in users mind thanks to the proliferation of bandwidth consuming applications like p2p, streaming or services like iTunes. This forces us to consider bandwidth as the most important requirement for our network. Some of the applications mentioned above would use as much bandwidth available as possible, and maybe the more the user gets, the more they are going to use, and therefore to demand. It is necessary to take into account that allocating a certain amount of bandwidth (higher than the actual needs of the user) will allow the transmission of higher definition videos, larger files, etc.,... driving us to a higher bandwidth consumption.
• Burstiness: A traffic session that tends to swell to use increasing amounts of bandwidth and produce large surges of packets is said to be "bursty."
TCP's slowstart algorithm creates or exacerbates the traffic tendency to burst. As TCP addresses the sudden demand of a bursting connection, congestion and retransmissions occur. Applications such as P2P, FTP, multimedia components of HTTP traffic, and the graphics portion of amounts of download data. hal-00356861, version 1 -29 Jan 2009
IPv6 Network architecture requirements
IPv6 solves the Internet scaling problem, provides a flexible transition mechanism for IPv4 which reduces the risk of architectural problems, and it has been designed to meet the needs of new markets such as nomadic personal computing devices, networked entertainment, and device control.
IPv6 provides a platform for new Internet functionality. This includes support for real-time flows, provider selection, host mobility, end-to-end security, autoconfiguration, and auto-reconfiguration. And it is designed to run well on high performance networks and at the same time is still efficient for low bandwidth networks (e.g., wireless). Therefore, the use of IPv6 in SATSIX will solve the problem of the shortage of IPv4 addresses, which are needed by all new machines added to the Internet, adding also many improvements to IPv4 in areas such as routing and network auto configuration. problem of MIPv6 is its inefficient use of resources in the case of local mobility, since it uses the same mechanisms in both global al local cases.
HMIPv6, on the other hand, separates local from global mobility and the later one is managed locally. Security: IP Security (IPSec) is a mandatory feature in terrestrial IPv6 networks. IPSec offers strong and complete security services. In theory, it can be used in point-to-multipoint scenarios: in such a case, IPSec Security Associations (SA) have to be shared by the source and the concerned receivers. However, the Internet Key Exchange (IKE) protocol, which is always used with IPSec for key exchange and SA establishments, is a point-to-point oriented protocol. It does not allow establishing shared Security Associations between multiple network equipment. SAs have to be configured statically and manually in the source and in each receiver. This is not scalable for large groups.
Overall Network Architecture Definitions
The SATSIX system presents an integrated architecture that has been applied to both a transparent star and regenerative mesh topology using a DVB-RCS satellite link. The link layer is provided by the DVB-RCS standard [DVB-RCS] , is derived from the highly successful Digital Video Broadcast (DVB) standard for Satellite [DVB-S] . In DVB-RCS, the Forward Link Subsystem ( benefit is the flexibility that it will allow for operators to change the waveform on a frame-by-frame basis. This method is particularly appropriate to the two-way service provided in DVB-RCS systems. In these systems, the reduction in operational cost offered by flexible use of ACM is seen as crucial to successful competition with other satellite and terrestrial Internet services. The remainder of this section describes the architectural components required to design an RCS system that is able to offer QoS and other IP services over the S2 physical layer.
Network Architecture Overview
The SatSix network architecture is derived from the ETSI Satellite-Independent Service Access Point (SI-SAP) reference model for IP-based satellite systems, and introduces a satellite-independent QoS architecture [BSM] . In this section, the overall reference network architecture is described, and then applied to two The end-to-end protocol stacks are also described.
Contact the DAMA Manager in NCC for admission control.
The negotiation of the SLA is realised through the SIP signalling protocol. By exploiting the Session Description Protocol, the SIP client located in the end user declares the session parameters (user address, type of media, bandwidth ) to the stateful proxy SIP present in the satellite terminal. At this point the satellite terminal, which represents the edge router of SATSIX domain, makes classification and marking of the incoming flows according to each associated Per Hop Behaviour. Once the user has sent with the SDP application information about its traffic to the Proxy SIP in the RCST, the DAMA agent can read these parameters directly in the stateful proxy, and on the basis of the traffic is going to enter network, it can forward the requests of resources reservation before the flow start to fill the queue, and monitor continuously the state of the buffers in order to dynamically change the bandwidth requests. Mobility management is another interesting topic in the interworking between DVB-RCS and WiMAX. Group controller/key Server will be co-located within the NCC and all the key management group members will be co-located within user terminals.
All key management messages will flow between the Group controller/Key server/NCC and all the secure data will be between the user terminals in mesh and user terminals and Gateway in a star configuration.
hal-00356861, version 1 -29 Jan 2009
This functional architecture has enhanced standard IPv6 mobility in a satellite system, with the use of Mobile IPv6. Mobility Anchor Point (MAP) is located in RCSTs and Home Agent (HA) is co-located in gateway. This design can reduce the signalling message during intradomain movement and handover.
This functional architecture supports PEP enhancement.
Applying the Network architecture
In this section, the proposed network and functional architectures are applied to three different scenarios, namely corporate application scenario, residential application scenario and collective access terminal scenario.
Corporate application scenario
This type of scenario and architecture can concern a company having distant offices, warehouses, manufactures, subsidiaries or individual workers located in rural or hardly reachable areas by wired backbone.
It composed of different subnetworks belonging to the Headquarters and to "distant offices". The interconnections among the subnetworks is based on VPN end-to-end. It also includes tunnelling between the distant offices located beyond the satellite access on the local loop and the Headquarters located on the terrestrial backbone.
The scenario covers the following main categories:
Intranet: provides internal site-to-site or LAN-to-LAN connectivity over public network.
Internet: provides access to the internet. Residential application scenario uses both transparent and regenerative satellite systems.
In order to provide Triple Play, IP connectivity must be used on top of a layer-2 adaptation layer based on DVB Standards. The uplink channel specification has been defined by ETSI in the DVB -Return Channel via Satellite (DVB-RCS) standard, and the downlink channel, also defined by ETSI, is the DVB by Satellite (DVB-S2) standard. It is considered that the final users do not have to take care of the technology used for transmission of the traffic. The connection to satellite on the WLL side is single for the whole community that shares the satellite segment.
So the collective scenario is represented by all these public places in which any kind of people can access to the service without any specific requirements but only with a subscription that allows access to the broadband wireless network and applications.
Examples of this scenario are: Hotel, public places, mountain hut, islands harbours, emergency istuations (war or natural disasters).
Three types of interconnections may be provided on the local loop and may be used simultaneously:
Wired access: the Return Channel Satellite Terminal (RCST) interfaces with Ethernet wiring providing access in a building.
WiFi: the RCST interfaces with WiFi Access Point, which spreads and collects the traffic over the local area. The PCs are equipped with WiFi cards that allow them to move within or at a short distance from the premises.
WiMAX: the RCST interfaces with a WiMAX Access Point, which spreads or collects the traffic over the local area. This may concern users close to the AP that are equipped with WiMAX cards, as well as users far from the AP, depending on the legally allowed transmission power.
WiMAX may also be used a backhaul for WiFi, where a 802.11 network is connected to the 802.16 Subscriber Station (SS). These solutions can be put in place for quite big local areas, as dock for instance.
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In this type of scenario, the link between the RCST and the Satellite Access Provider's Gateway is seen as a LAN. The local loop can be seen as a sub-LAN. The SATSIX system presents an integrated architecture that has been applied to both a transparent star and regenerative mesh topology using a DVB-RCS satellite link. This paper focuses on the requirements and design constraints that were faced in the design of the network-layer of the SATSIX system. The reference functional architecture integrates QoS, multicast, security, and mobility functions to support a range of transport requirements. Issues impacting integration of wireless local loop and network-layer QoS have been highlighted and solutions have been briefly outlined. Three network architectures have been identified that use this reference network architecture to support three different scenarios, namely corporate application scenario, residential application scenario and collective access terminal scenario. In each case the related protocol stacks are presented. 
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