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NOTES ON THE SPACES OF BILINEAR MULTIPLIERS
OSCAR BLASCO
Abstract. A locally integrable function m(ξ, η) defined on Rn × Rn is said
to be a bilinear multiplier on Rn of type (p1, p2, p3) if
Bm(f, g)(x) =
Z
Rn
Z
Rn
fˆ(ξ)gˆ(η)m(ξ, η)e2pii(〈ξ+η,x〉dξdη
defines a bounded bilinear operator from Lp1 (Rn)×Lp2(Rn) to Lp3(Rn). The
study of the basic properties of such spaces is investigated and several methods
of constructing examples of bilinear multipliers are provided. The special case
where m(ξ, η) =M(ξ − η) for a given M defined on Rn is also addressed.
1. Introduction.
Throughout the paper C00(R
n) denotes the space of continuous functions defined
in Rn with compact support, S(Rn) denotes the Schwartz class on Rn, i.e. f : Rn →
C such that f ∈ C∞(Rn) and xα ∂
|β|f(x)
∂x
β1
1 ...∂x
βn
n
is bounded for any β = (β1, ..., βn)
and α = (α1, ..., αn) where x
α = xα11 ...x
αn
n and |β| = β1 + ... + βn and P(R
n)
stands for the set of functions in S(Rn) such that fˆ ∈ C00(R
n) where fˆ(ξ) =∫
Rn
f(x)e−2pii〈x,ξ〉dx.
We shall use the notation Mp,q(R
n) (respect. M˜p,q(R
n)), for 1 ≤ p, q ≤ ∞, for
the space of distributions u ∈ S ′(Rn) such that u ∗ φ ∈ Lq(Rn) for all φ ∈ Lp(Rn)
(respect. for the space of bounded functions m such that Tm defines a bounded
operator from Lp(Rn) to Lq(Rn) where T̂m(φ)(ξ) = m(ξ)fˆ(ξ).) We endow the
space M˜p,q(R
n) with the “norm” of the operator Tm, that is ‖m‖p,q = ‖Tm‖.
Let us start off by mentioning some well known properties of the space of linear
multipliers (see [1, 14]): Mp,q(R
n) = {0} whenever q < p, Mp,q(R
n) =Mq′,p′(R
n)
for 1 < p ≤ q < ∞ and for 1 ≤ p ≤ 2, M1,1(R
n) ⊂ Mp,p(R
n) ⊂ M2,2(R
n). We
also have the identifications
M˜2,2(R
n) = L∞(Rn),
M1,q(R
n) = {u ∈ S ′(Rn) : u ∈ Lq(Rn)}, 1 < q <∞,
M1,1(R
n) = {u ∈ S ′(Rn) : u = µ ∈M(Rn)}.
In this paper we shall be dealing with their bilinear analogues.
Definition 1.1. Let 1 ≤ p1, p2 ≤ ∞ and 0 < p3 ≤ ∞ and let m(ξ, η) be a locally
integrable function on Rn × Rn. Define
Bm(f, g)(x) =
∫
Rn
∫
Rn
fˆ(ξ)gˆ(η)m(ξ, η)e2pii(〈ξ+η,x〉dξdη
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for f, g ∈ P(Rn).
m is said to be a bilinear multiplier on Rn of type (p1, p2, p3) if there exists C > 0
such that
‖Bm(f, g)‖p3 ≤ C‖f‖p1‖g‖p2
for any f, g ∈ P(Rn), i.e. Bm extends to a bounded bilinear operator from L
p1(Rn)×
Lp2(Rn) to Lp3(Rn) (where we replace L∞(Rn) for C0(R
n) in the case pi =∞ for
i = 1, 2).
We write BM(p1,p2,p3)(R
n) for the space of bilinear multipliers of type (p1, p2, p3)
and ‖m‖p1,p2,p3 = ‖Bm‖.
The study of bilinear multipliers for smooth symbols (where m(ξ, η) is a “nice”
regular function) goes back to the work by R.R. Coifman and Y. Meyer in [6].
Particularly simple examples are the following bilinear convolution-type opera-
tors: For a given K ∈ L1loc(R
n) we define
(1) CK(f, g)(x) =
∫
R
f(x− y)g(x+ y)K(y)dy
for f and g belonging to C00(R
n).
If K ∈ L1(Rn) then m(ξ, η) = Kˆ(ξ − η) defines a multiplier in BM(p1,p2,p3)(R
n)
for 1/p1 + 1/p2 = 1/p3 if p3 ≥ 1 and ‖m‖p1,p2,p3 ≤ ‖K‖1.
Indeed, for f and g ∈ S(R), one has f(x − y) =
∫
Rn
fˆ(ξ)e2pii〈x−y,ξ〉dξ and
g(x+ y) =
∫
Rn
gˆ(η)e2pii〈x+y,η〉dη. Hence we have
CK(f, g)(x) =
∫
Rn
f(x− y)g(x+ y)K(y)dy
=
∫
Rn
∫
Rn
∫
Rn
fˆ(ξ)gˆ(η)K(y)e2pii〈x−y,ξ〉e2pii〈x+y,η〉dξdηdy
=
∫
Rn
∫
Rn
fˆ(ξ)gˆ(η)(
∫
Rn
K(y)e−2pii〈ξ−η,y〉dy)e2pii〈ξ+η,x〉dξdη
=
∫
Rn
∫
Rn
gˆ(η)fˆ (ξ)Kˆ(ξ − η)e2pii〈ξ+η,x〉dξdη.
This motivates the introduction of the following class of multipliers.
Definition 1.2. Let 1 ≤ p1, p2 ≤ ∞ and 0 < p3 ≤ ∞. We denote by M˜(p1,p2,p3)(R
n)
the space of measurable functions M : Rn → C such that m(ξ, η) = M(ξ − η) ∈
BM(p1,p2,p3)(R), that is to say
BM (f, g)(x) =
∫
Rn
∫
Rn
fˆ(ξ)gˆ(η)M(ξ − η)e2pii〈ξ+η,x〉dξdη
extends to a bounded bilinear map from Lp1(Rn)×Lp2(Rn) into Lp3(Rn). We keep
the notation ‖M‖p1,p2,p3 = ‖BM‖.
It was only in the last decade that the casesM0(x) =
1
|x|1−α were shown to define
bilinear multipliers of type (p1, p2, p3) for 1/p3 = 1/p1 + 1/p2 − α for 1 < p1, p2 <
∞ and 0 < α < 1/p1 + 1/p2 (see (3) in Theorem 1.3) and, in the case n = 1,
M1(x) = −isign(x) was shown to define a bilinear multiplier of type (p1, p2, p3)
for 1/p3 = 1/p1 + 1/p2 for 1 < p1, p2 < ∞ and p3 > 2/3 (see (2) in Theorem
1.3). These two main examples correspond to the following bilinear operators: the
bilinear fractional integral defined by
Iα(f, g)(x) =
∫
R
f(x− y)g(x+ y)
|y|1−α
dy, 0 < α < 1
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and the bilinear Hilbert transform defined by
H(f, g)(x) = lim
ε→0
1
pi
∫
|y|>ε
f(x− y)g(x+ y)
y
dy
respectively.
Let us collect the results about their boundedness which are known nowadays.
Theorem 1.3. Let 1 < p1, p2 <∞, 0 < α < 1/p1 + 1/p2, 1/q = 1/p1 + 1/p2 − α,
1/p3 = 1/p1 + 1/p2 and 2/3 < p3 < ∞. Then there exist constants A and B such
that
(2) ‖H(f, g)‖p3 ≤ A‖f‖p1‖g‖p2(Lacey-Thiele, [12, 13]),
(3) ‖Iα(f, g)‖q ≤ B‖f‖p1‖g‖p2. (Kenig-Stein [11], Grafakos-Kalton [10] ).
Our objective is to study the basic properties of the classes BM(p1,p2,p3)(R) and
Mp1,p2,p3(R), to find examples of bilinear multipliers in these classes and to get
methods to produce new ones.
As usual, if f ∈ L1(Rn) we denote by τx, Mx and D
p
t the translation τxf(y) =
f(y − x) for x ∈ Rn, the modulation Mxf(y) = e
2pii〈x,y〉f(y) and the dilation
Dpt f(x) = t
−n/pf(xt ) for 0 < p, t <∞.
With this notation out of the way one has, for 1 ≤ p ≤ ∞ and 1/p+ 1/p′ = 1,
(4) (̂τxf)(ξ) =M−xfˆ(ξ), (̂Mxf)(ξ) = τxfˆ(ξ), (̂D
p
t f)(ξ) = D
p′
t−1 fˆ(ξ).
Clearly τx,Mx and D
p
t are isometries on L
p(Rn) for any 0 < p ≤ ∞.
Although most of the results presented in what follows have a formulation in
n ≥ 1 we shall restrict ourselves to the case n = 1 for simplicity. The reader is
referred to [2, 3, 4, 5, 7] for several similar results on other groups, and to find same
methods of transference.
2. Bilinear multipliers: The basics
Let us start by pointing out a characterization, for p3 ≥ 1, in terms of the duality,
whose elementary proof is left to the reader.
Proposition 2.1. Let 1 ≤ p3 ≤ ∞. Then m ∈ BM(p1,p2,p3)(R) if and only if there
exists C > 0 such that
|
∫
R2
fˆ(ξ)gˆ(η)hˆ(ξ + η)m(ξ, η)dξdη| ≤ C‖f‖p1‖g‖p2‖h‖p′3
for all f, g, h ∈ P(R).
We now present a basic example of a bilinear multiplier. For a Borel regular
measure in R µ we denote µˆ(ξ) =
∫
R
e−2piixξdµ(x) its Fourier transform.
Proposition 2.2. Let p3 ≥ 1 and 1/p1+1/p2 = 1/p3 and let m(ξ, η) = µˆ(αξ+βη)
where µ is a Borel regular measure in R and (α, β) ∈ R2. Then m ∈ BM(p1,p2,p3)(R)
and ‖m‖p1,p2,p3 ≤ ‖µ‖1.
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Proof. Let us first rewrite the value Bm(f, g) as follows:
Bm(f, g)(x) =
∫
R2
fˆ(ξ)gˆ(η)µˆ(αξ + βη)e2pii(ξ+η)xdξdη
=
∫
R2
fˆ(ξ)gˆ(η)(
∫
R
e−2pii(αξ+βη)tdµ(t))e2pii(ξ+η)xdξdη
=
∫
R
(
∫
R2
fˆ(ξ)gˆ(η)e2pii(x−αt)ξe2pii(x−βt)ηdξdη)dµ(t)
=
∫
R
f(x− αt)g(x− βt)dµ(t).
Hence, using Minkowski’s inequality, one has
‖Bm(f, g)‖p3 ≤
∫
R
‖f(· − αt)g(· − βt)‖p3d|µ|(t)
≤
∫
R
‖f(· − αt)‖p1‖g(· − βt)‖p2d|µ|(t)
= ‖f‖p1‖g‖p2
∫
R
d|µ|(t) = ‖µ‖1‖f‖p1‖g‖p2 .

Let us start with some elementary properties of the bilinear multipliers when
composing with translations, modulations and dilations.
Proposition 2.3. Let m ∈ BM(p1,p2,p3)(R).
(a) Ifm1 ∈ M˜s1,p1(R) andm2 ∈ M˜s2,p2(R) thenm1(ξ)m(ξ, η)m2(η) ∈ BM(s1,s2,p3)(R).
Moreover
‖m1mm2‖s1,s2,p3 ≤ ‖m1‖s1,p1‖m‖p1,p2,p3‖m2‖s2,p2
(b) τ(ξ0,η0)m ∈ BM(p1,p2,p3)(R) for each (ξ0, η0) ∈ R
2 and
‖τ(ξ0,η0)m‖p1,p2,p3 = ‖m‖p1,p2,p3 .
(c) M(ξ0,η0)m ∈ BM(p1,p2,p3)(R) for each (ξ0, η0) ∈ R
2 and
‖M(ξ0,η0)m‖p1,p2,p3 = ‖m‖p1,p2,p3
(d) If 2q =
1
p1
+ 1p2 −
1
p3
and 0 < t <∞ then Dqtm ∈ BM(p1,p2,p3)(R) and
‖Dqtm‖p1,p2,p3 = ‖m‖p1,p2,p3 .
Proof. Use (4) to deduce the following formulas
(5) Bm1mm2(f, g) = Bm(Tm1f, Tm2g).
(6) Bτ(ξ0,η0)m(f, g) =Mξ0+η0Bm(M−ξ0f,M−η0g).
(7) BM(ξ0,η0)m(f, g) = Bm(τ−ξ0f, τ−η0g).
(8) Bm(D
p1
t f,D
p2
t g) = D
p3
t BDqtm(f, g).
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Let us check only the validity of last one. The other ones follow easily from the
previous facts.
Bm(D
p1
t f,D
p2
t g)(x) =
∫
R2
t
1
p′1 fˆ(tξ)t
1
p′2 gˆ(tη)m(ξ, η)e2pii(ξ+η)xdξdη
=
∫
R2
t
1
p′
1 fˆ(ξ)t
1
p′
2 gˆ(η)m(
ξ
t
,
η
t
)e2pii(ξ+η)
x
t t−2dξdη
= t
− 1
p3
∫
R2
fˆ(ξ)gˆ(η)t
− 1
p1
− 1
p2
+ 1
p3 m(
ξ
t
,
η
t
)e2pii(ξ+η)
x
t dξdη
= Dp3t BDqtm(f, g)(x).

From (8) we can see that the condition 1/p1 + 1/p2 = 1/p3 is also connected to
the homogeneity of the symbol.
Proposition 2.4. Let m ∈ BM(p1,p2,p3)(R) such that m(tξ, tη) = m(ξ, η) for any
t > 0. Then 1p1 +
1
p2
= 1p3 .
Proof. From assumption D∞t m = m. Using (8) we have
Bm(D
p1
t f,D
p2
t g) = t
1/p3−(1/p1+1/p2)Dp3t Bm(f, g)
and therefore
‖Bm(f, g)‖p3 = ‖D
p3
t Bm(f, g)‖p3
= t−1/p3+(1/p1+1/p2)‖Bm(D
p1f,Dp2t g)‖p3
≤ t−1/p3+(1/p1+1/p2)‖Bm‖‖f‖p1‖g‖p2.
For this to hold for any 0 < t <∞ one needs 1/p1 + 1/p2 = 1/p3. 
Let us combine the previous results to get new bilinear multipliers from a given
one.
Proposition 2.5. Let p3 ≥ 1 and m ∈ BM(p1,p2,p3)(R).
(a) If Q = [a, b] × [c, d] and 1 < p1, p2 < ∞ then mχQ ∈ BM(p1,p2,p3)(R) and
‖mχQ‖p1,p2,p3 ≤ C‖m‖p1,p2,p3 .
(b) If Φ ∈ L1(R2) then Φ∗m ∈ BM(p1,p2,p3)(R) and ‖Φ∗m‖p1,p2,p3 ≤ ‖Φ‖1‖m‖p1,p2,p3 .
(c) If Φ ∈ L1(R2) then Φˆm ∈ BM(p1,p2,p3)(R) and ‖Φˆm‖p1,p2,p3 ≤ ‖Φ‖1‖m‖p1,p2,p3 .
(d) If ψ ∈ L1(R+, t
1
p3
−( 1
p1
+ 1
p2 ) thenmψ(ξ, η) =
∫∞
0
m(tξ, tη)ψ(t)dt ∈ BM(p1,p2,p3)(R).
Moreover ‖mψ‖p1,p2,p3 ≤ ‖ψ‖1‖m‖p1,p2,p3 .
Proof. (a) Use that χ[a,b] ∈ M˜p1,p1 for 1 < p1 < ∞ and χ[c,d] ∈ M˜p2,p2 for
1 < p2 <∞ together with Proposition 2.3 part (a).
(b) Note that
BΦ∗m(f, g)(x) =
∫
R2
fˆ(ξ)gˆ(η)(
∫
R2
m(ξ − u, η − v)Φ(u, v)dudv)e2pii(ξ+η)xdξdη
=
∫
R2
( ∫
R2
fˆ(ξ)gˆ(η)m(ξ − u, η − v)e2pii(ξ+η)xdξdη
)
Φ(u, v)dudv
=
∫
R2
Bτ(u,v)m(f, g)(x)Φ(u, v)dudv.
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From the vector-valued Minkowski inequality and Proposition 2.3 part (b), we
have
‖BΦ∗m(f, g)‖p3 ≤
∫
R2
‖Bτ(u,v)m(f, g)‖p3 |Φ(u, v)|dudv
≤ ‖m‖p1,p2,p3‖f‖p1‖g‖p2‖Φ‖1.
(c) Observe that
BΦˆm(f, g)(x) =
∫
R2
fˆ(ξ)gˆ(η)(
∫
R2
M(−u,−v)m(ξ, η)Φ(u, v)dudv)e
2pii(ξ+η)xdξdη
=
∫
R2
BM(−u,−v)m(f, g)(x)Φ(u, v)dudv.
Argue as above, using now Proposition 2.3 part (c), to conclude the result.
(d) Use now Proposition 2.3 part (d), for 1p3 − (
1
p1
+ 1p2 ) = −
2
q ,
Bmψ(f, g)(x) =
∫
R2
fˆ(ξ)gˆ(η)(
∫ ∞
0
Dqt−1m(ξ, η)t
−2/qψ(t)dt)e2pii(ξ+η)xdξdη
=
∫ ∞
0
BDq
t−1
m(f, g)(x)t
−2/qψ(t)dt.

With all these procedures we have several useful methods to produce multipliers
in BM(p1,p2,p3)(R). Let us mention one application of each of them.
Example 2.6. (1) If 1p1 +
1
p2
= 1p3 , m1 ∈ M˜(p1,p1) and m2 ∈ M˜(p2,p2) then
m(ξ, η) = m1(ξ)m2(η) ∈ BMp1,p2,p3 .
(2) If m ∈ BM(p1,p2,p3)(R), p3 ≥ 1 and Q1, Q2 are bounded measurable sets in
R then
1
|Q1||Q2|
∫
Q1×Q2
m(ξ + u, η + v)dudv ∈ BM(p1,p2,p3)(R).
(3) If Φ ∈ L1(R2) then Φˆ ∈ BM(p1,p2,p3)(R) for
1
p1
+ 1p2 =
1
p3
, p3 ≥ 1.
(4) If m ∈ BM(p1,p2,p3)(R), |
1
p1
+ 1p2 −
1
p3
| < 1 then
m1(ξ, η) =
∫ ∞
0
m(tξ, tη)
dt
1 + t2
∈ BM(p1,p2,p3)(R).
A combination of the previous results gives the following examples of bilinear
multipliers in BM (1,1,p3)(R) whose proof is left to the reader.
Corollary 2.7. Let Φ ∈ L1(R2), ψ1 ∈ L
p1(R) and ψ2 ∈ L
p2(R) and 1p1 +
1
p2
=
1
p3
≤ 1 then
m(ξ, η) = ψˆ1(ξ)Φˆ(ξ, η)ψˆ2(η) ∈ BM(1,1,p3)(R).
Let us use Proposition 2.1 and interpolation to get a sufficient integrability con-
dition to guarantee that m ∈ BM(p1,p2,p3)(R).
Theorem 2.8. Let 1 ≤ p1, p2 ≤ p ≤ 2 and p3 ≥ p
′ such that 1p1 +
1
p2
− 2p =
1
p3
. If
m ∈ Lp(R2) then m ∈ BM(p1,p2,p3)(R).
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Proof. Let us show first that m ∈ BM(p,p,∞)(R). Let f, g ∈ L
p(R) and h ∈ L1(R).
Using Ho¨lder and Hausdorff-Young’s inequalities one gets
|
∫
R2
fˆ(ξ)gˆ(η)hˆ(ξ + η)m(ξ, η)dξdη| ≤ ‖m‖Lp(R2)‖hˆ‖∞‖fˆ‖p′‖gˆ‖p′
≤ ‖m‖Lp(R2)‖h‖1‖f‖p‖g‖p.
Similarly, changing the variables ξ + η = u, ξ = −v, one has∫
R2
fˆ(ξ)gˆ(η)hˆ(ξ + η)m(ξ, η)dξdη =
∫
R2
fˆ(−v)gˆ(u + v)hˆ(u)m(−v, u+ v)dvdu.
An argument as above gives also the estimate
|
∫
R2
fˆ(−v)gˆ(u+ v)hˆ(u)m(−v, u+ v)dvdu| ≤ ‖m‖Lp(R2)‖g‖1‖f‖p‖h‖p.
This shows that m ∈ BM(p,1,p′)(R). A similar argument shows also that m ∈
BM(1,p,p′)(R).
Given 1 ≤ p˜1 ≤ p and p
′ ≤ p˜3 ≤ ∞ with
1
p˜1
− 1p˜3 =
1
p we have 0 ≤ θ ≤ 1 such that
1
p˜1
= 1−θp +
θ
1 and
1
p˜3
= 1−θ∞ +
θ
p′ . Hence, by interpolation, m ∈ BM(p˜1,p,p˜3)(R).
Similarly m ∈ BM(p,p˜2,q˜3)(R) whenever 1 ≤ p˜2 ≤ p and p
′ ≤ q˜3 ≤ ∞ with
1
p˜2
− 1q˜3 =
1
p .
To finish the proof we observe that if 1 < p1 < p and 1 < p2 < p then for each
0 < θ < 1 there exist 1 ≤ p˜1 ≤ p1 < p and 1 ≤ p˜2 ≤ p2 < p such that
1
p1
−
1
p
= (1− θ)(
1
p˜1
−
1
p
),
1
p2
−
1
p
= θ(
1
p˜2
−
1
p
).
Denoting p˜3, q˜3 the values such that
1
p˜2
− 1p =
1
p˜3
and 1p˜2 −
1
p =
1
q˜3
one obtains that
1
p1
=
(1 − θ)
p˜1
+
θ
p
,
1
p2
=
(1− θ)
p
+
θ
p˜1
,
1
p3
=
(1− θ)
p˜3
+
θ
q˜3
.
Hence the result follows again from interpolation between the last ones. 
3. Bilinear multipliers defined by functions in one variable
Let us restrict ourselves to a smaller family of multipliers wherem(ξ, η) =M(ξ−
η) for some M defined in R. These multipliers satisfy
(9) Bm(Mxf,Mxg) =M2xBm(f, g).
As in the introduction we use the notation M˜p1,p2,p3(R) for the space of functions
M : R→ C such that m(ξ, η) =M(ξ − η) ∈ BM(p1,p2,p3)(R), that is to say
BM (f, g)(x) =
∫
R2
fˆ(ξ)gˆ(η)M(ξ − η)e2pii(ξ+η)xdξdη,
defined for fˆ and gˆ compactly supported, extends to a bounded bilinear map from
Lp1(R)× Lp2(R) into Lp3(R). We keep the notation ‖M‖p1,p2,p3 = ‖BM‖.
The reader should be aware that the starting assumption on the function M is
only relevant for the definition of the bilinear mapping to make sense when acting
on certain classes of “nice” functions. Then a density argument allows to extend
functions belonging to Lebesgue spaces. We would like to point out the following
observation.
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Remark 3.1. If Mn ∈ M˜(p1,p2,p3)(R) are functions such that Mn(x)→M(x) a.e
and supn ‖Mn‖ <∞ thenM ∈ M˜(p1,p2,p3)(R) and ‖M‖p1,p2,p3 ≤ supn ‖Mn‖p1,p2,p3 .
Indeed, this fact follows from Fatou’s lemma, since
‖BM (f, g)‖p3 ≤ lim inf ‖BMn(f, g)‖p3 ≤ sup
n
‖Mn‖p1,p2,p3‖f‖p1‖g‖p2 .
Remark 3.2. The case M(x) = 1|x|1−α (and even the n-dimensional case) corre-
sponds to the bilinear fractional integral. This was first shown by C. Kenig and E.
Stein in [11] to belong to M˜(p1,p2,p3)(R) for any 1 < p1, p2 <∞, 0 < α < 1/p1+1/p2
and 1/p1 + 1/p2 = 1/p3 − α. Another very important and non trivial example is
the bilinear Hilbert transform, given by M(x) = −isign(x), which was shown by M.
Lacey and C.Thiele in [12, 13, ?] to belong to M˜(p1,p2,p3)(R) for any 1 < p1, p2 <∞,
1/p1 + 1/p2 = 1/p3 and p3 > 2/3. These results were extended to other cases in
[10] and [8, 9] respectively.
We start reformulating the definition of this class of bilinear multipliers.
Proposition 3.3. Let M ∈ L1loc(R), f, g ∈ P(R). Then
(10) BM (f, g)(x) =
1
2
∫
R2
fˆ(
u + v
2
)gˆ(
u− v
2
)M(v)e2piiuxdudv
(11) BM (f, g)(−x) =
∫
R
(τ̂xg ∗M)(ξ)τ̂xf(ξ)dξ.
(12) ̂BM (f, g)(x) =
1
2
CM (D̂11/2f, D̂
1
1/2g)(x).
Proof. (10) follows changing variables.
To show (11) observe that
BM (f, g)(−x) =
∫
R2
τ̂xf(ξ)τ̂xg(η)M(ξ − η)dξdη
=
∫
R
(
∫
R
τ̂xg(η)M(ξ − η)dη)τ̂xf(ξ)dξ
=
∫
R
(τ̂xg ∗M)(ξ)τ̂xf(ξ)dξ
Finally, using (10), we have
BM (f, g)(x) =
1
2
∫
R
( ∫
R
fˆ(
u+ v
2
)gˆ(
u− v
2
)M(v)dv
)
e2piiuxdv
=
1
2
∫
R
CM (D
∞
1/2fˆ , D
∞
1/2gˆ)(u)e
2piiuxdu.
This implies (12). 
For symbols M which are integrable we can write BM in terms CK for some
kernel K.
Proposition 3.4. Let M ∈ L1(R) and set K(t) = Mˆ(−t). Then BM = CK , i.e
BM (f, g) =
∫
R
f(x− t)g(x+ t)K(t)dt
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Proof.
CK(f, g)(x) =
∫
R
f(x− t)g(x+ t)Mˆ(−t)dt
=
∫
R
(
∫
R2
fˆ(ξ)gˆ(η)e2pii(x−t)ξe2pii(x+t)ηdξdη)Mˆ (−t)dt
=
∫
R2
fˆ(ξ)gˆ(η)(
∫
R
Mˆ(t)e2pii(ξ−η)tdt)e2pii(ξ+η)xdξdη
= BM (f, g)(x).

This class does have much richer properties than BM(p1,p2,p3)(R). As above use
the notation ft(x) = D
1
t f(x) =
1
t f(
x
t ) for a function f defined in R. The following
facts are immediate.
(13) τyBM (f, g) = BM (τyf, τyg), y ∈ R.
(14) M2yBM (f, g) = BM (Myf,Myg), y ∈ R.
(15) (BM (f, g))t = BD1
t−1
M (ft, gt), t > 0.
When specializing the properties obtained for m(ξ, η) to the case M(ξ − η) we
get the following facts:
(16) BM (τ−yf, τyg) = BMyM (f, g), y ∈ R.
(17) BM (Myf,M−yg) = Bτ2yM (f, g), y ∈ R.
For 1q =
1
p1
+ 1p2 −
1
p3
we have
(18) BM (D
p1
t f,D
p2
t g) = D
p3
t BDqtM (f, g), t > 0.
As in the previous section we can generate new multipliers in M˜(p1,p2,p3)(R).
Proposition 3.5. Let p3 ≥ 1, φ ∈ L
1(R) and M ∈ M˜(p1,p2,p3)(R). Then
(a) φ ∗M ∈ M˜(p1,p2,p3)(R) and ‖φ ∗M‖p1,p2,p3 ≤ ‖φ‖1‖M‖p1,p2,p3 .
(b) φˆM ∈ M˜(p1,p2,p3)(R) and ‖φˆM‖p1,p2,p3 ≤ ‖φ‖1‖M‖p1,p2,p3 .
(c) If ψ ∈ L1(R+, t
1
p3
−( 1
p1
+ 1
p2
)
) thenMψ(ξ) =
∫∞
0 M(tξ)ψ(t)dt ∈ M˜(p1,p2,p3)(R).
Moreover ‖Mψ‖p1,p2,p3 ≤ ‖ψ‖1‖M‖p1,p2,p3 .
Proof. (a) Apply Minkowski’s inequality to the following fact:
Bφ∗M (f, g)(x) =
∫
R2
fˆ(ξ)gˆ(η)(
∫
R
M(ξ − η − u)φ(u)du)e2pii(ξ+η)xdξdη
=
∫
R
(
∫
R2
M̂−uf(ξ)gˆ(η)M(ξ − η)e
2pii(ξ+η)xdξdη)e2piiuxφ(u)du
=
∫
R
MuBM (M−uf, g)(x)φ(u)du.
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(b) Observe that
Bφˆm(f, g)(x) =
∫
R2
fˆ(ξ)gˆ(η)(
∫
R
(M−um)(ξ − η)φ(u)du)e
2pii(ξ+η)xdξdη
=
∫
R2
BM−um(f, g)(x)φ(u)du.
Use now Minkowski’s again and (16).
(c) Write 1p3 − (
1
p1
+ 1p2 ) = −
1
q ,
BMψ (f, g)(x) =
∫
R2
fˆ(ξ)gˆ(η)(
∫ ∞
0
Dqt−1M(ξ)t
−1/qψ(t)dt)e2pii(ξ+η)xdξdη
=
∫ ∞
0
BDq
t−1
M (f, g)(x)t
−1/qψ(t)dt.
The result follows from (18) and Minkowski’s again. 
Proposition 3.6. Let p3 ≥ 1, φ ∈ L
1(R) andM ∈ M˜(p1,p2,p3)(R). Then m(ξ, η) =
M(ξ − η)φˆ(ξ + η) ∈ BM(p1,p2,p3)(R) and ‖m‖p1,p2,p3 ≤ ‖φ‖1‖M‖p1,p2,p3 .
Proof. Apply Young’s inequality to the following fact:
Bm(f, g)(x) =
∫
R2
fˆ(ξ)gˆ(η)M(ξ − η)(
∫
R
φ(y)e−2pii(ξ+η)ydy)e2pii(ξ+η)xdξdη
=
∫
R
(
∫
R2
fˆ(ξ)gˆ(η)M(ξ − η)e2pii(ξ+η)(x−y)dξdη)φ(y)dy
= φ ∗BM (f, g)(x).

Let us show that the classes M˜(p1,p2,p3)(R) are reduced to {0} for some values
of the parameters.
Theorem 3.7. Let p3 ≥ 1 such that
1
p1
+ 1p2 <
1
p3
. Then M˜(p1,p2,p3)(R) = {0}.
Proof. Let M ∈ M˜(p1,p2,p3)(R). Using Proposition 3.5 we have that φ ∗ M ∈
M˜(p1,p2,p3)(R) for any φ continuous with compact support. Hence we may assume
that M ∈ L1(R). Using Proposition 3.4 one has that
BM (f, g)(x) =
∫
(x+BR)∩(−x+BR)
f(x− t)g(x+ t)Mˆ(−t)dt
for any f and g continuous functions supported in a ball BR = {|x| ≤ R}. Therefore
one concludes that supp(BM (f, g)) ⊂ B2R in such a case. On the other hand for
any compactly supported function h, 0 < p <∞ and y big enough one can say that
‖h± τyf‖p = 2
1/p‖f‖p.
Consider {rk} the Rademacher system in [0, 1] and observe that, for each N ∈ N
and y ∈ R, the orthonormality of the system gives
∫ 1
0
BM (
N∑
k=0
rk(t)τkyf,
N∑
k=0
rk(t)τkyf)dt =
N∑
k=0
BM (τkyf, τkyg)
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Therefore, since
∑N
k=0 BM (τkyf, τkyg) =
∑N
k=0 τkyBM (f, g), we conclude that for
y big enough
‖
N∑
k=0
τkyBM (f, g)‖
p3
p3 = (N + 1)‖BM (f, g)‖
p3
p3 .
On the other hand, for p3 ≥ 1,
‖
∫ 1
0
BM (
N∑
k=0
rk(t)τkyf,
N∑
k=0
rk(t)τkyg)dt‖p3
≤
∫ 1
0
‖BM (
N∑
k=0
rk(t)τkyf,
N∑
k=0
rk(t)τkyg)‖p3dt
≤
∫
‖BM‖‖
N∑
k=0
rk(t)τkyf‖p1‖
N∑
k=0
rk(t)τkyg)‖p2dt
≤ ‖BM‖ sup
0<t<1
‖
N∑
k=0
rk(t)τkyf‖p1 sup
0<t<1
‖
N∑
k=0
rk(t)τkyg‖p2
≤ ‖BM‖(N + 1)
1/p1‖f‖p1(N + 1)
1/p2‖g‖p2.
This implies that (N + 1)1/p3‖BM (f, g)‖
p3 ≤ C(N + 1)1/p1+1/p2‖f‖p1‖g‖p2 .
Hence 1/p1 + 1/p2 ≥ 1/p3. 
The following elementary lemma is quite useful to get necessary conditions on
multipliers.
Lemma 3.8. Let M ∈ M˜(p1,p2,p3)(R). If
1
q =
1
p1
+ 1p2 −
1
p3
then there exists C > 0
such that
|
∫
R
e−λ
2ξ2M(ξ)dξ| ≤ C‖M‖p1,p2,p3λ
1
q
−1
for any λ > 0.
Proof. Let λ > 0 and denote Gλ such that Gˆλ(ξ) = e
−2λ2ξ2 . Using (10) one
concludes that
BM (Gλ, Gλ)(x) =
1
2
∫
R2
e−λ
2v2e−λ
2u2M(v)e2piiuxdudv
=
1
2
(
∫
R
e−λ
2v2M(v)dv)(
1
λ
∫
R
e−u
2
e2piiu
x
λ du)
= C
1
λ
e−pi
2 x2
λ2 (
∫
R
e−λ
2v2M(v)dv).
Since ‖Gλ‖p = Cpλ
1
p
−1 and M ∈ M˜(p1,p2,p3)(R) one gets that
‖BM (Gλ, Gλ)‖p3 = C|
∫
R
e−λ
2v2M(v)dv|λ
1
p3
−1 ≤ C‖M‖p1,p2,p3λ
1
p1
−1λ
1
p2
−1.
Therefore |
∫
R
e−λ
2ξ2M(ξ)dξ| ≤ C‖M‖p1,p2,p3λ
1
q
−1. 
Theorem 3.9. If there exists a non-zero continuous and integrable function M
belonging to M˜(p1,p2,p3)(R) then
1
p3
≤
1
p1
+
1
p2
≤
1
p3
+ 1.
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Proof. Assume first that 1p1 +
1
p2
< 1p3 . Use Lemma 3.8 applied to τ−2yM for any
y ∈ R together with (16) to obtain
|λ
∫
R
e−λ
2ξ2M(ξ + 2y)dξ| ≤ C‖M‖p1,p2,p3λ
1
q .
Therefore, using the continuity of M and q < 0 one gets
lim
λ→∞
|λ
∫
R
e−λ
2ξ2M(ξ + 2y)dξ| = |M(2y)| = 0.
Hence M = 0.
Assume now that 1p1 +
1
p2
− 1p3 > 1. Using again Lemma 3.8, applied to MyM ,
together with (17) we obtain
|
∫
R
e−λ
2ξ2M(ξ)e2piiyξdξ| ≤ C‖M‖p1,p2,p3λ
1
q
−1.
Therefore, taking limits again as λ→ 0, since 1/q−1 > 0 we get |Mˆ(y)| = 0. Hence
M = 0. 
Corollary 3.10. (see [16, Prop 3.1]) Let p3 ≥ 1 such that
1
p1
+ 1p2 <
1
p3
or 1p1 +
1
p2
>
1
p3
+ 1. Then M˜(p1,p2,p3)(R) = {0}.
Proof. Let M ∈ M˜(p1,p2,p3)(R). From Proposition 3.5 we have that φ ∗ M ∈
M˜(p1,p2,p3)(R) for any φ compactly supported and continuous. Now use Theorem
3.9 to conclude that φ ∗M = 0 for any compactly supported and continuous φ.
This implies that M = 0. 
Let us now use some interpolation methods to get more examples of multipliers
in M˜(p1,p2,p3)(R). First note that, selecting α = 1 and β = −1 in Proposition 2.2
we obtain the following simple example.
Proposition 3.11. If µ ∈M(R) thenM = µˆ ∈ M˜(p1,p2,p3)(R) for
1
p1
+ 1p2 =
1
p3
≤ 1
and ‖M‖ ≤ ‖µ‖1.
Theorem 3.12. Let 1p3 ≤
1
p1
+ 1p2 ≤ min{2,
1
p3
+ 1}. If M ∈ L1(R) and M = Kˆ
for some K ∈ Lq(R) where 1p1 +
1
p2
− 1p3 = 1 −
1
q then M ∈ M˜(p1,p2,p3)(R) with
‖M‖p1,p2,p3 ≤ C‖K‖q.
Proof. Consider the trilinear form
T (K, f, g) =
∫
R
f(x− t)g(x+ t)K(t)dt.
From Proposition 3.4 we have BM (f, g) = T (K, f, g) for M = Kˆ. Now use Propo-
sition 3.11 to conclude that T is bounded in L1(R) × Lq1(R) × Lq2(R) → Ls1(R)
where 1q1 +
1
q2
= 1s1 ≤ 1 and it has norm bounded by 1.
Assume first that 1p1 +
1
p2
≤ 1. Hence T is bounded in L1(R)×Lp1(R)×Lp2(R)→
Lp(R) for 1p1 +
1
p2
= 1p .
On the other hand, using Ho¨lder’s inequality
sup
x
|
∫
R
f(x− t)g(x+ t)K(t)dt| ≤ ‖f‖p1‖g‖p2‖K‖p′.
This shows that T is also bounded in Lp
′
(R)×Lp1(R)×Lp2(R)→ L∞(R). There-
fore, by interpolation, selecting 0 < θ < 1 such that 1p3 =
1−θ
p , one obtains that T
is bounded in Lq(R)× Lp1(R)× Lp2(R)→ Lp3(R) for 1p1 +
1
p2
− 1p3 = 1−
1
q .
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Assume now that 1 < 1p1 +
1
p2
≤ 2.
Using that
∫
R
f(x− t)g(x+ t)dt = f ∗ g(2x), Young’s inequality implies that
‖
∫
R
f(x− t)g(x+ t)K(t)dt‖r3 ≤ ‖K‖∞‖D
∞
1/2(|f | ∗ |g|)‖r3 ≤ C‖f‖r1‖g‖r2‖K‖∞
whenever 1r1 +
1
r2
≥ 1 and 1r1 +
1
r2
− 1 = 1r3 .
Hence T is bounded in L∞(R)×Lp1(R)×Lp2(R)→ Lp(R) where 1p1 +
1
p2
− 1 =
1
p ≤ 1.
Using duality, 〈T (K, f, g), h〉 = 〈T (h, f¯ , g),K〉, where f¯(x) = f(−x, that is∫
R2
f(x− t)g(x+ t)K(t)h(x)dtdx =
∫
R
(
∫
R
f¯(t− x)g(x+ t)h(x)dx)K(t)dt.
Therefore T is also bounded in Lp
′
(R)× Lp1(R)× Lp2(R)→ L1(R).
Select 0 ≤ θ ≤ 1 such that 1p3 =
1
p +
θ
p′ . Now using interpolation T will be
bounded in Lq(R)×Lp1(R)×Lp2(R)→ Lp3(R) for 1q =
θ
p′ =
1
p3
− 1p =
1
p3
− 1p1−
1
p2
+1.

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