Abstract: Data assimilation (DA) has been widely used in land surface models (LSM) to improve model state estimates. Among various DA methods, the particle filter (PF) with Markov chain Monte Carlo (MCMC) has become increasingly popular for estimating the states of the nonlinear and non-Gaussian LSMs. However, the standard PF always suffers from the particle impoverishment problem, characterized by loss of particle diversity. To solve this problem, an immune evolution particle filter with MCMC simulation inspired by the biological immune system, entitled IEPFM, is proposed for DA in this paper. The merit of this approach is in imitating the antibody diversity preservation mechanism to further improve particle diversity, thus increasing the accuracy of estimates. Furthermore, the immune memory function refers to promise particle evolution process towards optimal estimates. Effectiveness of the proposed approach is demonstrated by the numerical simulation experiment using a highly nonlinear atmospheric model. Finally, IEPFM is applied to a soil moisture (SM) assimilation experiment, which assimilates in situ observations into the Variable Infiltration Capacity (VIC) model to estimate SM in the MaQu network region of the Tibetan Plateau. Both synthetic and real case experiments demonstrate that IEPFM mitigates particle impoverishment and provides more accurate assimilation results compared with other popular DA algorithms.
Introduction
Soil moisture (SM) plays a key role in the interactions between the hydrosphere, the biosphere, and the atmosphere by governing the partitioning of mass and energy fluxes between the land and the atmosphere [1] . As such, understanding SM is pivotal in various relevant fields, such as water resource management, drought warning, flood and landslide modelling and prediction, irrigation management, and even economic and policy analysis [2, 3] . Generally, SM can be obtained through observation and modeling. At the local scale, in situ observation techniques provide accurate measurements of SM at different depths, but they are unable to characterize the SM at large spatial scales. However, at large spatial scales, microwave remote sensing data provide a technique of estimating only the near surface SM, limiting the microwave penetration depth. In addition, another fundamentally different way to obtain SM information is by the application of a physical-based spatially distributed Land Surface Model (LSM) [4] . Different methods have their respective advantages and drawbacks. The data assimilation (DA), incorporating observed data with model simulations and keeping physical states of the models up-to-date, is a widely-used technique in hydrology and meteorology [5] [6] [7] .
Several DA algorithms have been used in hydrologic data assimilation. The Kalman filter (KF) and its variants are widely known DA methods, but the fatal disadvantages of these methods arise from the assumptions of the linear dynamic system with Gaussian noise. To extend KF to the nonlinear systems, much effort has been devoted to this aspect, including extended KF (EKF). However, EKF might generate instabilities, which leads to divergence and inaccurate results in strong nonlinear models [8] .
To deal with the drawbacks of EKF, the ensemble Kalman filter (EnKF) was proposed, which used ensembles to approximate the probability distribution function of state variables [9] . However, the common limitation of all the filtering techniques based on KF is filter evolution characterizing by the Gaussian error assumption. Also, when EnKF is applied in the strongly nonlinear LSM, the filter process is greatly simplified and restricted to the linear updating rule [6] . To overcome the mentioned limitations, a non-parametric Monte Carlo sampling-based method in the form of particle filtering (PF) was proposed [10] .
The PF is a viable alternative DA technique. It handles the propagation of non-Gaussian distributions through nonlinear models, unlike EnKF restrictively assumes the error distributions are normal [11, 12] . Thus, the PF has been successfully applied to estimate state variables or parameters in nonlinear LSMs [13] [14] [15] . However, the general PF continues to suffer from some serious problems. One of them is particle impoverishment characterizing, where most particles share a few distinct values and the posterior distribution is insufficiently approximated, which leads to the misleading estimation results. In order to combat the impoverishment problem, a variety of methods have been proposed. Elsheikh et al. combined the nested sampling algorithm with the standard PF to mitigate the particle impoverishment problem [16] . Guingla et al. proposed improving strategy based on the Markov chain Monte Carlo (MCMC) resample move step and redefining the importance density function within the Gaussian PF structure [17] . Bi et al. used similar ideas to assimilate brightness temperatures for SM assimilation [18] . In this paper, a new candidate particle generating strategy for the MCMC move step is proposed, which belongs to artificial intelligence (AI) algorithms in nature and is different from previous studies. With the development of AI, modified PFs embedded with intelligent and heuristic algorithms have been successfully applied in different areas, including hydrologic data assimilation, streamflow forecasting, temperature downscaling, fault detection, and so on [15, [19] [20] [21] . Recently, Qu et al. established a machine learning model combining remote sensing data with experimental data to reveal the SM for the construction and management of sponge cities [22] . Abbaszadeh et al. proposed a genetic evolutionary PF algorithm combining a genetic algorithm (GA) with MCMC to enhance hydrologic prediction [23] . Despite lots of attention being paid to AI algorithms in hydrologic DA, little research on intelligent PFs is inspired by the biological immune system.
In this paper, a new method, named the immune evolution particle filter with MCMC (IEPFM), is attempted to alleviate the particle impoverishment. Compared with the other methods, IEPFM owns immune memory and diversity preservation strategies. In order to evaluate the effectiveness and efficiency of this new DA method, two case studies are implemented. The first one uses a numerical experiment with the Lorenz96 atmospheric model, characterizing 40 dimensions and having high nonlinearity, and the second one is a real case of SM data assimilation with a distributed hydrological model. Three different DA algorithms, including IEPFM, EnKF, and the differential evolution particle filter with MCMC (DEPFM), are applied in both experiments at the same time. It is noted that DEPFM follows the method of Vrugt et al. to enhance sample diversity, because it outperforms the standard PF and demonstrates its effectiveness in many practical applications [15, 24, 25] . Comparing the performance of IEPFM with EnKF and DEPFM, it is found that IEPFM has the best data assimilation effect.
The main contributions of this paper are as follows: (1) Inspired by the biological immune system, the immune evolution conception is integrated into PF with MCMC to increase particle diversity. (2) The proposed algorithm demonstrates usefulness and effectiveness, both in the high dimensional and nonlinearity model or in the hydrological model for SM assimilation. (3) The key parameters of immune evolution are explored during experiments and the reference values are provided for practical applications.
The rest of this paper is organized as follows: Section 2 outlines the theory of Bayesian filtering, the general PF and its drawbacks, and then introduces IEPFM. Section 3 illustrates the detail process of the numerical experiment and the SM assimilation experiment basing on the aforementioned theory. The performances of the proposed approaches are evaluated and discussed in this Section. Section 4 concludes the whole paper.
Materials and Methods

Bayesian Filtering
In a sequential DA process, the evolution of the simulated system states can be represented as follows:
where the subscript t denotes the time step, f(·) is a nonlinear function expressing the system transition (i.e., LSM) from time t − 1 to t; h(·) represents the measurement function producing forecasted observations; x t ∈ R n denotes a vector of the state variables at time step t, and θ ∈ R d is a vector of the model parameters; y t ∈ R m is a vector of the observations, ω t is considered as process noise (i.e., model error), and v t is the measurement noise. In most cases, ω t and v t are assumed to be independent and as white noise, with mean zero and covariance represented by Q t and R t , respectively. Under the framework of Bayesian filtering, the purpose of the state estimation is to seek the posterior probability density function (pdf) p(x t |y 1:t ) of state x t based on the set of all available observations y 1:t . Such a filter consists of essentially two stages: prediction and update [26] . These two steps are formulated as:
p(x t |y 1:
where p x t−1 y 1:t−1 denotes the posterior pdf at last time step t − 1, p(x t |x t−1 ) is the transition pdf of the state variables. The prior pdf p x t y 1:t−1 can be obtained through the prediction step (3) at time step t; p(y t |x t ) is the likelihood function for time step t. When the new observation y t is available, the posterior pdf p(x t |y 1:t ) can be calculated through the update step (4). In the update stage, the new observation y t is used to modify the prior density to obtain the required posterior density of the current state. The optimal Bayesian solution is difficult to determine since the evaluation of the integral might be intractable [17] . Therefore, some approximate solutions, such as EnKF and PF, are used in practical applications.
Particle Filter Method
The PF approach is an implementation of Bayesian filtering by Sequential Monte Carlo (SMC) sampling. The main idea is to express the required posterior pdf of state variables by a set of random particles with associated weights. As the number of particles increases, the true posterior pdf of state variables is equivalently approached [26] . In detail, consider a mass of particles
are sampled from the posterior pdf p(x t |y 1:t ), where N is the particle number, x i t represents the random state variables, and w i t denotes the associated weight. The posterior pdf of the state variables is approximated as a discrete function:
where δ(·) is the Dirac delta function. For the most nonlinear systems, the analytic solution for the posterior pdf p(x t |y 1:t ) is often difficult to obtain. To deal with the difficulty in sampling indirectly from the posterior pdf, the sequential importance sampling (SIS) method, which is the basic PF form, is often adopted. The particles are generated from a known importance density, also called proposal distribution, which is easily sampled and represented by q(x t |y 1:t ). The importance weight for each particle is updated in a recursive form, as follows:
Equation (6) provides the mechanism to sequentially update the importance weights, given an appropriate choice of the proposal distribution q x i t x i t−1 , y t . Consequently, the choice of the proposal distribution is one of the most critical issues in the design of PF. The optimal proposal density makes the variance of importance weights minimal and significantly improves the efficiency of PF. An appropriate choice for the proposal distribution is usually expressed for simplicity as follows:
When the transitional prior pdf is chosen as the proposal distribution, the importance weights only depend on their past values and the likelihood p y t x i t . Then, the weights updating formula in Equation (6) is reduced to
The normalized weight is calculated by
Problem Formulation
The degeneracy phenomenon is one of the major drawbacks of the basic PF scheme. In fact, after a few iterations, all but one particle have negligible weights. These particles' contribution to the approximation of the posterior pdf is close to zero. This implies that a large computational resource is wasted to update these particles. The degeneracy of PF is measured by the effective sample size N e f f [26] , which is defined by
where w i t is the normalized weight. According to the N e f f definition, the smaller N e f f indicates the more severe degeneracy. To solve the particle degeneracy problem, a resampling procedure is usually adopted in the PF. This process eliminates the particles with small important weights and replaces them by multiplying particles with large weights. The process is illustrated in Figure 1 . In the past decades, various resampling methods have been proposed in literature, and the most commonly used are multinomial resampling, stratified resampling, and residual resampling [13] . After the resampling process, all particles are the same weight. Thus, the posterior pdf is approximated by
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procedure may lead to a dramatic loss of diversity of the offspring particles, characterized by the new particles sharing a few distinct values gathering at a few select places. In other words, after several recursive calculations, the new particle set is difficult to reflect the true posterior pdf. Therefore, how to make appropriate changes to the multiplicative particles according to certain rules to obtain diversity and reduce impoverishment is the core issue. This is the original idea of the modified particle filter algorithm based on the biological immune system. The immune system is a multifunction biological defense system, which has evolved to protect bodies against infections from viruses, bacteria, fungi, and also worms and tumor cells [27] . Once pathogens invade the body, they will become antigens and provoke the immune response. When the immune system detects the foreign invasive antigens, the immune cells will propagate a mass of cloned antibodies. The cloned antibodies are selected from the top candidate antibodies listed in descending order by selection probability. Through the division and differentiation of cells, immune cells generate diverse antibodies to destroy the antigens. During the immune study process, the cells propagating the antibodies will be saved as memory cells. When the same or similar antigens appear again, the memory cells will quickly react and produce better antibodies [28] . The immune memory is the distinct feature of the immune system.
The artificial immune evolution algorithm is a type of algorithm inspired by biological immune system theories. It simulates the adaptive capacity of the immune system to propagate antibodies However, the other serious problem is particle impoverishment sparked by the resampling method. In Figure 1 , the solid circles represent the parent particles and the hollow circles denote the offspring particles. The size of the circles represents the corresponding weights of the particles. The blue solid circles are selected particles and the grey solid circles are eliminated particles. The above curve is the prior pdf, and the curve shown below presents the true posterior pdf. As described in Figure 1 , in the resampling procedure, only the particles with large weights are selected as the parent particles, others are abandoned. The offspring particles are replicas of the selected particles. This procedure may lead to a dramatic loss of diversity of the offspring particles, characterized by the new particles sharing a few distinct values gathering at a few select places. In other words, after several recursive calculations, the new particle set is difficult to reflect the true posterior pdf. Therefore, how to make appropriate changes to the multiplicative particles according to certain rules to obtain diversity and reduce impoverishment is the core issue. This is the original idea of the modified particle filter algorithm based on the biological immune system.
Immune Evolution Particle Filter with MCMC
Immune Evolution Algorithm (IEA)
The immune system is a multifunction biological defense system, which has evolved to protect bodies against infections from viruses, bacteria, fungi, and also worms and tumor cells [27] . Once pathogens invade the body, they will become antigens and provoke the immune response. When the immune system detects the foreign invasive antigens, the immune cells will propagate a mass of cloned antibodies. The cloned antibodies are selected from the top candidate antibodies listed in descending order by selection probability. Through the division and differentiation of cells, immune cells generate diverse antibodies to destroy the antigens. During the immune study process, the cells propagating the antibodies will be saved as memory cells. When the same or similar antigens appear again, the memory cells will quickly react and produce better antibodies [28] . The immune memory is the distinct feature of the immune system.
The artificial immune evolution algorithm is a type of algorithm inspired by biological immune system theories. It simulates the adaptive capacity of the immune system to propagate antibodies against the foreign invasive antigens. It implements the recognition of invasive antigens, and the generation of diverse antibodies, immune memory, self-regulation, and other functions [29] . There have been many successful applications of IEA, such as optimization, data mining, video target tracking, industrial applications, and Internet of Things services [29] [30] [31] [32] .
Immune Evolution Particle Filter Proposed
The aim of this study is solving the particle impoverishment problem. Based on the same demand of improving individual diversity and quality, PF and immune evolution can be linked together. Corresponding to the biological immune system, the foreign invasion antigens indicate the state or parameters of optimal problems to be solved; the antibodies generated by the immune system represent the candidate particles for the variable estimation. The distinct features, which are useful for improving diversity, are discussed below.
Similar to the basic GA, the immune system produces offspring antibodies by genetic operators such as selection, crossover, and mutation. However, the selection process is not only according to the fitness of individuals, but also considering the diversity of the selected ones. According to the crossover rate, parent antibodies exchange part of their information to generate the new offspring antibodies. The crossover operator expands the search space of candidate solutions and finally achieves the global search purpose. At the same time, the mutation may also happen in the offspring antibodies, according to the mutation rate. This process produces new genes which are not included in the initial population, or recovered genes lost during the selection. The mutation operator maintains population diversity and prevents premature convergence. This antibody diversity preservation mechanism is worth learning to solve the impoverishment problem of standard PF. Until reaching the termination condition, the iteration is finished.
In practice, as the first step of this mechanism implementation, the particle selection is implemented to achieve the goal of promotion and suppression of particles based on the fitness and the concentration. The term fitness measures the degree of matching between observations and candidate particles by fitness function. The term concentration indicates the similarity degree of the particle with other particles by concentration function. The particles with higher fitness will be promoted and the ones with higher concentration will be suppressed. In this way, the diversity of particles is further ensured. Thus, the problem of super individuals is mitigated and the solution space is extended. In addition, inspired by the immune system, the immune memory is designed to store the optimal particles and generate better offspring particles for each iteration.
The abovementioned diversity preservation idea, immune memory, and genetic operators are adopted in the proposed algorithm IEPFM. These functions need to be improved to fit the particle filter in DA. Figure 2 displays the algorithm process of IEPFM. The idea of immune evolution is described in the red dotted frame. Note that the aim of immune evolution process is creating new candidate particles for MCMC simulation, which happens after residual resampling.
The detailed assimilation process includes the following steps:
Step (1). At the assimilation initial time step t = 0 initializes particle set
from the state variable prior pdf p(x 0 ), where
Step (2) . The particles set state propagates according to the model and particle set
are forecasted through model, where
Step (3) . If the new observation is available at current time step t, use the new observation to calculate the selection probability of particles. Otherwise, skip to step (13) and the final estimated state is obtained.
Step (4) . At each observation time, the memory cell is constructed. The length of memory cell is M, half of the total number of particles (i.e., M = N/2).
Step (5) . In this study, the fitness is proportional to the likelihood. However, a common choice of the likelihood density function is the Gaussian distribution that describes the misfit between the state predictions x i t and the observations y t , scaled by the (usually a priori defined) standard deviation of the observation error σ [17] . Thus, the fitness can be estimated as follows:
Step (6) . Calculate the normalized weights of particles
according to (8) and (9) . Then, the effective sample size N e f f can be calculated according to (10) . If N e f f ≤ N r , go to the next step, otherwise, forecast particles
through the model and skip to step (13) . 
Step (6) . Calculate the normalized weights of particles { } 1 , (8) and (9) . Then, the effective sample size eff N can be calculated according to (10) . If eff r N N ≤ , go to the next step,
through the model and skip to step (13) . Step (7) . Calculate the concentration of particles as follow:
where n simi is the number of particles with high affinity of particle i. Particles with high concentration should reduce their chosen probability, and vice versa.
Step (8) . The selection probability of each particle is obtained as:
where ω and β are adjustment constants. In IEPFM, the selection probability of each particle is determined by its fitness and concentration. Then, the particle set will be sorted by selection probability. The optimal particle, which has the highest selection probability, will be stored in the memory cell at every iteration. If the memory cell is full, the worst particle of them will be replaced.
Step (9) . Crossover can operate between two cross parents, which are selected randomly according to the crossover probability p c . Considering the state of double-coding and the simplicity, parent particles produce offspring by linear arithmetic crossover. The crossover operator is defined as:
where k is a random number generated from the interval [0, 1].
Step (10) . Mutation strategy is simulated to promote the diversity of particles. Mutation can operate between two mutation parents, which are selected randomly according to the mutation probability p m . The mutation operator is expressed as:
where x H and x L represent the particles with high and low selection probability, respectively; ε is a perturbation vector, which is drawn from the uniform distribution on U(−b, b) with b, which is small compared to the width of the target distribution.
Step (11) . Cycle from step (5) to step (10) until the maximum evolution generation is achieved.
Otherwise, use MCMC simulation to obtain optimal particle set
, where ŵ i
= 1/N. Further details are described below.
Step (12) . Calculate the optimal estimate state as
Step (13) . If time step is terminated, the whole process stops. Otherwise, make t = t + 1 and return to step (2) , and cycle the above procedures.
Markov chain Monte Carlo (MCMC) Simulation
The MCMC and sequential Monte Carlo methods have emerged as the two main tools to sample high dimensional probability distributions [33] . The key idea of MCMC simulation is based on using Markov chain to explore the target distribution. The immune evaluation particle filter procedure generates candidate particles x p t−1 . Then, each candidate particle is re-evaluated from time t − 1 to t by Equation (1) , and the Metropolis acceptance probability α is used to determine whether to move from x t−1 to x p t−1 or not; α is calculated as follows
Only when µ ≤ α, where µ ∼ U[0, 1], the candidate particle is accepted and replaces the old particle. After the IEPFM process, the new particle set will have a distribution closer to the posterior pdf, and will also have more diversity, thus reducing the potential of particle impoverishment.
Results and Discussion
In this section, firstly, the Lorenz96 model is used as the numerical simulation experiment to compare the performance of IEPFM with EnKF and DEPFM. Then, IEPFM is applied for soil moisture data assimilation. The performance of each method is evaluated against the true values using the average root mean square error (RMSE) over all state variables.
Lorenz96 Model Experiment
The Loren96 model [34] is a high dimensional and strongly nonlinear model often used to validate the new DA algorithms. This model simulates the time evolution of an atmospheric quantity and is described by the ordinary differential equations:
The cyclic boundary conditions are defined by x −1 = x J−1 , x 0 = x J and x 1 = x J+1 ; F is a constant external forcing term, which is usually chosen as F = 8 for high chaotic behavior.
In this paper, the 40 dimensions Lorenz96 model is chosen for the experiment. The fourth-order Runge-Kutta scheme with a step of ∆t = 0.05, corresponding to six hours in real life, is used to integrate the model. 
Sensitivity Analysis
To further understand the influence of key parameter settings of IEPFM, a set of experiments are conducted for sensitivity analysis. The average RMSEs are used to evaluate the performance of each setting average for 30 independent runs. The crossover probability p c is varied from 0.1 to 0.9 by steps of 0.1. The experimental results are summarized in Figure 3 . For the same mutation probability, the value of RMSE is near 1.2 when p c ≥ 0.5. The lowest RMSE is obtained when p c = 0.8. Thus, p c = 0.8 is selected for IEPFM. The same as the crossover probability, the mutation probability ranges from 0.1 to 0.9 steps by 0.1, and the corresponding RMSEs are presented by box plots in Figure 4 . It is clearly observed that the results are almost unanimously obtained when 0.3 m p ≥ . Therefore, the parameter setting of crossover and mutation probability has no significant impact on IEPFM as a result of MCMC simulation. This conclusion is consistent with that drawn by Abbaszadeh et al. [23] . In this study, The same as the crossover probability, the mutation probability ranges from 0.1 to 0.9 steps by 0.1, and the corresponding RMSEs are presented by box plots in Figure 4 . It is clearly observed that the results are almost unanimously obtained when p m ≥ 0.3. Therefore, the parameter setting of crossover and mutation probability has no significant impact on IEPFM as a result of MCMC simulation. This conclusion is consistent with that drawn by Abbaszadeh et al. [23] . In this study, p c = 0.8 and p m = 0.3 are adopted, since RMSE resulting from this setting is slightly better.
As for the size of the particle set, Figure 5 gives bar plots of the RMSEs and computing time for different ensemble sizes (i.e., 25, 50, 100, 150, and 200) for 30 independent runs. As shown in Figure 5 , the RMSE gradually decreases and computing time sharply increases, along with ensemble size becoming larger. It can be found that the performance of IEPFM improves as the ensemble size increases. But the RMSE shows almost no obvious change since N > 100. After comprehensive consideration of RMSE and computing time, ensemble size is set to 100 in this study. The same as the crossover probability, the mutation probability ranges from 0.1 to 0.9 steps by 0.1, and the corresponding RMSEs are presented by box plots in Figure 4 . It is clearly observed that the results are almost unanimously obtained when 0.3 m p ≥ . Therefore, the parameter setting of crossover and mutation probability has no significant impact on IEPFM as a result of MCMC simulation. This conclusion is consistent with that drawn by Abbaszadeh et al. [23] . As for the size of the particle set, Figure 5 gives bar plots of the RMSEs and computing time for different ensemble sizes (i.e., 25, 50, 100, 150, and 200) for 30 independent runs. As shown in Figure  5 , the RMSE gradually decreases and computing time sharply increases, along with ensemble size becoming larger. It can be found that the performance of IEPFM improves as the ensemble size increases. But the RMSE shows almost no obvious change since N>100. After comprehensive consideration of RMSE and computing time, ensemble size is set to 100 in this study. 
Performance Comparisons
Three DA algorithms with different particles or ensemble members are simulated for 200 time steps and the state variables are estimated by assimilating the observations into the Lorenz96 model. All 40 state variables are selected for comparison. The average RMSEs of 30 independent runs are used to evaluate the performance of DA algorithms. In addition, for IEPFM, the crossover probability c p and the mutation probability m p are set to 0.8 and 0.3, respectively. The parameters of DEPFM are referred to Vrugt et al. [25] . Table 1 shows the experiment results of EnKF, DEPFM, and IEPFM with different ensemble size. From Table 1 , it can be observed that EnKF performs poorly in the highly nonlinear dynamics model. However, the particle filters with MCMC simulation improve filter performance significantly, and the REMSs diminish with the increment of the ensemble size. The best state estimation results belong to IEPFM, which offers the lowest RMSE at all different ensemble sizes, as shown in the table. 
Three DA algorithms with different particles or ensemble members are simulated for 200 time steps and the state variables are estimated by assimilating the observations into the Lorenz96 model. All 40 state variables are selected for comparison. The average RMSEs of 30 independent runs are used to evaluate the performance of DA algorithms. In addition, for IEPFM, the crossover probability p c and the mutation probability p m are set to 0.8 and 0.3, respectively. The parameters of DEPFM are referred to Vrugt et al. [25] . Table 1 shows the experiment results of EnKF, DEPFM, and IEPFM with different ensemble size. From Table 1 , it can be observed that EnKF performs poorly in the highly nonlinear dynamics model. However, the particle filters with MCMC simulation improve filter performance significantly, and the REMSs diminish with the increment of the ensemble size. The best state estimation results belong to IEPFM, which offers the lowest RMSE at all different ensemble sizes, as shown in the table.
To intuitively present the effectiveness of IEPFM, the average RMSE (N = 100) of every time step is displayed in Figure 6 . As shown in Figure 6 , the state values are not correctly estimated by EnKF, except for the beginning of the assimilation. This is most likely because normal distribution is assumed to derive from EnKF analysis scheme, limiting its performance for nonlinear and non-Gaussian models. IEPFM gives much more accurate estimation results than EnKF and DEPFM. c p and the mutation probability m p are set to 0.8 and 0.3, respectively. The parameters of DEPFM are referred to Vrugt et al. [25] . Table 1 shows the experiment results of EnKF, DEPFM, and IEPFM with different ensemble size. From Table 1 , it can be observed that EnKF performs poorly in the highly nonlinear dynamics model. However, the particle filters with MCMC simulation improve filter performance significantly, and the REMSs diminish with the increment of the ensemble size. The best state estimation results belong to IEPFM, which offers the lowest RMSE at all different ensemble sizes, as shown in the table. To intuitively present the effectiveness of IEPFM, the average RMSE (N=100) of every time step is displayed in Figure 6 . As shown in Figure 6 , the state values are not correctly estimated by EnKF, except for the beginning of the assimilation. This is most likely because normal distribution is 
Comparison of Computation Time
To compare the complexity of the three different algorithms, the average computation time corresponding to Table 1 is provided in Figure 7 . It is clearly seen that the computation time increases with the increments of ensemble size. The obvious difference is that EnKF increases asymptotically and approximately linearly. However, the computation time of other methods increases rapidly when the ensemble size is greater than 100. This finding is of no surprise, since the IEPFM and DEPFM are combining PF with MCMC simulation, which improve particles diversity through differential evolution or immune evolution during the filtering process. From Figure 7 , EnKF is the most efficient, computationally, and IEPFM the least. It is not hard to see from Table 1 that EnKF exhibits rather poor precision. In addition, the gap between IEPFM and DEPFM grows from ensemble size N = 150, since IEPFM searches solution space based on crossover and mutation, and spends time on sorting particles. Considering the RMSE index and computation time, IEPFM is suitable for assimilation of high dimensional and nonlinearity problems for much smaller ensemble size.
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Soil Moisture Data Assimilation Experiment
Study Area
The Land Surface Model and Data Preparation
The LSM used in this study is the Variable Infiltration Capacity (VIC) model. The VIC model is a semi-distributed LSM accounting for the balances of water and energy, originally developed jointly at the University of Washington and Princeton University. It is a grid cell based macroscale hydrology model used to simulate various hydrologic variables, such as SM, evapotranspiration, snow accumulation and melt, runoff, baseflow, and various heat fluxes [37] . The surface runoff and baseflow are subsequently routed through the river network based on grids, and simulate streamflow at selected points within the basin. The model can run either at a sub-daily time step with a full energy 
The LSM used in this study is the Variable Infiltration Capacity (VIC) model. The VIC model is a semi-distributed LSM accounting for the balances of water and energy, originally developed jointly at the University of Washington and Princeton University. It is a grid cell based macroscale hydrology model used to simulate various hydrologic variables, such as SM, evapotranspiration, snow accumulation and melt, runoff, baseflow, and various heat fluxes [37] . The surface runoff and baseflow are subsequently routed through the river network based on grids, and simulate streamflow at selected points within the basin. The model can run either at a sub-daily time step with a full energy balance, or at daily time step in water balance mode.
This study performs the VIC model version 4.2.c. In order to drive the model, VIC requires meteorological forcing files, vegetation data, and soil information for each grid cell. The meteorological forcing files, including at least precipitation, maximum and minimum temperature, and the average wind speed, are extracted from the China ground climate daily dataset (version 3.0) developed by the China Meteorological Information Center. The vegetation information is obtained from Maryland land cover dataset and the soil information is gathered from the China Soil Map Based Harmonized World Soil Database (version 1.1) provided by Cold and Arid Regions Sciences Data Center at Lanzhou (http://westdc.westgis.ac.cn).
To obtain the VIC model parameters of the study area, simulations were performed over the Source Region of the upper Yellow River in China at a spatial resolution of 0.25 • , which made 250 model grid cells. The VIC model was calibrated by forcing the model and adjusting parameters that govern infiltration and baseflow recession to match simulated streamflow, with naturalized observations obtained from the selected hydrologic station in the same recording period of 2007-2013. The assumption made is that the adjusted parameters are the optimal values, and keep constant in the following experiment.
Observations Preparation
The Maqu network spans an area of approximately 40 km × 80 km, covering more than one resolution grid cell. In the study area, the observed soil moisture of participating assimilation grid cells is calculated from monitoring sites by inverse distance weighted interpolation method. Since the depth of top soil layer of VIC model is 10 cm and all record data of the Maqu network is at least at 5 and 10 cm, the only soil moisture at 10 cm is updated by the assimilation of observed soil moisture. When assimilating the weighted mean of in situ SM data, the biases between the single point measurement-based and model-based SM cannot be avoided. The bias correction is necessary and required before assimilation experiment. In this paper, the cumulative distribution function (CDF) matching technique is used to rescale the in situ soil moisture into the VIC model space. Finally, the VIC model begins to run from March 1, 2011, to eliminate the spin-up period, but only the data after March 31, 2012, is it used for the data assimilation experiments at daily time step.
Results and Analysis
The SM assimilation experiments are performed to assess whether IEPFM can improve the VIC model simulations better than other DA methods in the forecast period. The focus is on the effectiveness of IEPFM in solving particle impoverishment. The classical assimilation algorithms EnKF and DEPFM are used to assimilate observed data into the VIC model to estimate surface SM on a daily time step scale. Then, the forecast results of three DA methods are compared with the observations. The ensemble size is set to 100 and the initial particles are sampled from a Gaussian distribution with mean zero and standard deviation σ model = 0.05, obtained from the model error. According to the specific calibration result of the Maqu network, the RMSE is reduced from 0.06 to 0.02 m 3 /m 3 , which can be considered as the absolute accuracy of each station of this network [36] . One option is to use this accuracy value to characterize the observation error, which is same across the three methods. The other parameters of evolution algorithms are followed to the numerical simulation experiment.
Soil moisture analysis
The DA improvements of EnKF, DEPFM, and IEPFM are assessed by comparing the simulations to the in situ soil moisture observations every two days, shown in Figure 9 . The daily precipitation data is also displayed during the simulation period, represented by stem plots in the figure. Figure 9 indicates the following points: Firstly, the results of the three assimilation methods can reflect the overall change trend of the surface SM. It is not hard to see that strong consistency exists between the change trend of SM and the precipitation data. Especially with the increase of precipitation, the SM obviously increases in the flood season in June. In that period, the gap between the model simulation result with DA and observations has increased. According to the forecast SM curves of the three methods, it could be clearly seen that IEPFM generates the most accurate SM, followed by DEPFM, and EnKF produces the worst results farthest from the observations.
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Performance metrics
The evaluation of the three DA methods' performance is based on the three metrics: the RMSE, the mean absolute bias (MAB), and the correlation coefficient (R). The lower RMSE or MAB, and the greater R, indicate better performance of forecast SM. Table 2 presents the RMSE (m 3 /m 3 ), the MAB (m 3 /m 3 ), and the R (−) of the three DA methods. The conclusion can be drawn that IEPFM algorithm leads to the best statistic scores for the assimilation experiment. IEPFM shows a strong correspondence with the observation, as indicated by the highest correlation (0.9502) and the lowest RMSE (0.0295 m 3 /m 3 ) and MBA (0.0225 m 3 /m 3 ). As revealed by Table 2 , the forecast SM obtained from IEPFM is closer to the observed data than DEPFM and EnKF. 
Assimilation frequency analysis
In order to further understand the effects of different assimilation frequencies on prediction, four experiments were designed. When other assimilation parameters were consistent, only the assimilation cycles of four group experiments changed following every two days, four days, eight days, and sixteen days. It meant that only one observation was available and could be assimilated into model per cycle. The results of experiments are illustrated in Figure 10 . Overall, similar trends can be observed. With the extension of assimilation cycle, the prediction error increases. As shown in the figure, IEPFM performs best with the lowest RMSE among the three algorithms, no matter how the assimilation cycle changes, and DEPFM produces more accurate predictions than EnKF. assimilation cycles of four group experiments changed following every two days, four days, eight days, and sixteen days. It meant that only one observation was available and could be assimilated into model per cycle. The results of experiments are illustrated in Figure 10 . Overall, similar trends can be observed. With the extension of assimilation cycle, the prediction error increases. As shown in the figure, IEPFM performs best with the lowest RMSE among the three algorithms, no matter how the assimilation cycle changes, and DEPFM produces more accurate predictions than EnKF. 
Particles diversity analysis
The particle diversity based on IEPFM is illustrated in Figure 11 . Two subfigures describe the particles and their associated normalized weights of assimilation experiment using DEPFM and IEPFM when the assimilation time steps are t = 45 and t = 70. Although it is difficult to directly judge 
The particle diversity based on IEPFM is illustrated in Figure 11 . Two subfigures describe the particles and their associated normalized weights of assimilation experiment using DEPFM and IEPFM when the assimilation time steps are t = 45 and t = 70. Although it is difficult to directly judge the accuracy of the two algorithms from the figure, it is clear that particles generated by the two methods are able to represent the true posterior distributions. In each figure, the green and blue particles concentrate the surrounding regions of observation, which also indicates the convergence to the estimates. Overall, the blue particle's aggregation curve of IEPFM is below, and covered with the green curve of DEPFM in Figure 11 . This means that blue particles tend to gather to a more limiting and actual target distribution, and IEPFM generates more diversity particles with large weights. In addition, the MCMC move step is used to reject the particles which move outside the true posterior distributions and accept the particles with excellent performance. Through the process of IEPFM, most of the particles with normalized weights less than 0.04 are eliminated, and the large-weight particles are preserved and evolved.
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Conclusions
An IEPFM algorithm inspired by the biological immune system has been proposed in this paper to alleviate the particle impoverishment problem of the general PF. The distinguishing feature of IEPFM is a special strategy of generating candidate particles for MCMC move step based on the immune evolution concept. The performance of the proposed IEPFM in estimating the posterior state variables is validated through the two case studies, including the high dimensional and strongly nonlinear atmospheric model and the VIC hydrological model. This study obtains the following findings.
Both assimilation results demonstrate that IEPFM consistently receives the best performance compared with EnKF and DEPFM. The candidates with more prior information may lead to more accurate posterior distribution of state variables during particle evolution procession. The ability of MCMC simulation also improves adequate particle diversity, thus the particle impoverishment problem is mitigated.
An important and interesting finding is that the performance of IEPFM appears almost unaffected by the setting of crossover probability and mutation probability, which are the key parameters of the immune evolution algorithm. Based on this finding, crossover and mutation suggested probabilities are set to 0.8 and 0.3, respectively. The benefit of this approach is in reducing the influence of subjective setting of key parameters on algorithm performance.
Additionally, the ensemble size of particles set to 100 receives similar RMSE as the larger size. This finding is useful for decreasing computational time of IEPFM, since the computational demand increases rapidly when particle number exceeds this value.
Finally, it is not difficult to see that EnKF behaves differently in the two experiments. The performance is not improved significantly with the increase of ensemble size. The results indicate that EnKF has limitations in dealing with strongly nonlinear systems.
However, IEPFM will be validated further with other observations, such as brightness temperatures. Furthermore, some improvements could be made on IEPFM and VIC model. The parameters of VIC model also impact the efficiency of assimilation. Thus, the optimization problem of these model parameters will probably be investigated in the future. 
