We show a stability estimate for the degenerate complex Monge-Ampère operator that generalizes a result of Ko lodziej [10] . In particular, we obtain the optimal stability exponent and we also treat the case when the right hand side is a general Borel measure satisfying certain regularity conditions. Moreover our result holds for functions plurisubharmonic with respect to a big form generalizing thus the Kähler form setting in [10] .
Introduction and the Main Theorem
In this work, we generalize and strengthen Ko lodziej's stability result concerning bounded solutions for complex Monge-Ampère equations, which is summarized in [10] (see also [11] ). The solutions are understood in the sense of pluripotential theory, i.e. we do not impose any other regularity than upper semicontinuity and boundedness. It is, however, a classical fact that the image of the MongeAmpère operator can be well defined as a Borel measure in this setting.
The equation is considered over a closed Kähler manifold X of complex dimension n 2 1 . Suppose ω is a real smooth closed semi-positive (1, 1)-form over X, Ω is a positive Borel measure on X and f ∈ L p (X) for some p > 1 is non-negative, where the definition of the function space L p (X) is with respect to Ω. The equation we consider is (ω + √ −1∂∂u) n = f Ω. 2 (∂−∂) we have dd c = √ −1∂∂ and this convention is also often used in the literature.
As mentioned above, we require regularity of u much less than what is needed to make pointwise sense for the left hand side. More specifically, we look for solutions in the function class P SH ω (X) ∩ L ∞ (X), where u ∈ P SH ω (X) means that ω + √ −1∂∂u is non-negative in the sense of distribution theory. Of course, there is an obvious condition for the existence of such a solution coming from global integration over X, i.e. X ω n = X f Ω. This condition follows from Stokes theorem in the smooth case, and hence (by smooth approximation) in our case either.
Ko lodziej mainly studied the case when ω is a Kähler metric, or equivalently, [ω] is a Kähler class, and Ω is a smooth volume form. The existence of bounded solution in this case is proved. In fact, even more general f 's than L p functions are treated in [9] , but for our main concern, we restrict to L p functions. Further, in this case, the bounded solution is always continuous as proved in [9] . So in the discussion of stability there, continuity of the solutions is naturally assumed.
The degeneration we want to consider in this note is in two places. First we allow ω to be just semi-positive instead of being Kähler; we are especially interested in the case when ω is the pullback of a Kähler metric under a holomorphic map preserving dimensions. The following theorem from [15] gives the precise picture of ω and the corresponding existence result. This result uses an argument very close to Ko lodziej's. Both of them have found the notion of relative capacity, introduced in [2] , extremely useful. (ω + √ −1∂∂u) n = f Ω, where ω = F * ω M , Ω is a fixed smooth (non-degenerate) volume form over X and f is a nonnegative function in L p (X) for some p > 1 with the correct total integral over X, i.e. X f Ω = X (F * ω M ) n , then we have the following: In fact, for the last piece of the theorem, we've already made use of the stability result of Ko lodziej. More precisely, his exact argument can be used for continuous solution in degenerate case.
Recently, in [5] and in [6] continuity of the solution in this set-up without the assumption of local birationality of F was claimed. Both proofs however contain some unjustified statements and it is not clear how to fix these gaps. This point will not influence our results, since in our discussion of stability we do not impose a priori continuity of the solutions.
Our second degeneration is that we allow Ω on the right hand side to be a Borel measure instead of smooth volume form. Then some restrictions must be imposed, since weak solutions for such an equation might not be bounded anymore (for example, if Ω is the Dirac delta measure at some point). Worse yet, there are measures for which existence of solutions (bounded or not) is not known so far. Therefore we impose some seemingly natural conditions on Ω that guarantee boundedness of the solutions. 
A very similar notion (only the first condition is imposed) is discussed in [6] . Both are variations of the so-called condition (A), introduced by S. Ko lodziej in [9] . These conditions (which actually are stronger than condition(A)) force boundedness for the solutions u of
(see [9] for the case ω is Kähler, and [6] for the case ω is merely semi-positive).
A few words on the second assumption. When Ω is a smooth volume form it is known (again see [9] and [6] ) that the first condition is satisfied for every α > 0. Hence by an elementary application of the Hölder inequality the second condition is also satisfied (for every χ > 0). The same reasoning also shows that the second condition is a consequence of the first provided p is big enough (if
. Anyway, one has to impose some condition, since a priori f Ω is more singular than Ω.
Note that, as in [9] or [11] the exponent χ > 0 is used to construct an admissible function Q with proper polynomial growth and afterwards function κ and its inverse γ (see below for a discussion). When the volume form is smooth one can take arbitrary χ > 0 (of course the bigger χ we take, the better). Using this, in [10] it was shown that one can produce a function γ(t) with growth like t ǫ , ∀ǫ > 0 near 0. When χ is bounded from above (i.e. we assume it is a fixed constant dependent on the measure µ), calculations as in [11] or [10] show that one can take γ(t) ≈ t n χ . In order to avoid too much technicalities throughout the note we shall work with the assumption that χ can be taken arbitrarily large. At the end (see Remark 4.1) we will explain how to modify the argument in the case of fixed χ and obtain the stability exponent in this case either.
As mentioned in the thesis of the second named author [16] , Ko lodziej's original argument is almost good enough for us except for two issues. One of them, about Comparison Principle, is doable using the regularizing result in [3] . The other one, an inequality for mixed Monge-Ampère measures, looks hard to justify for bounded functions. Recently, this has been treated by the first named author in [4] for even more general class of functions. 
n , suppose that φ and ψ in P SH ω ∩ L ∞ (X) satisfy ω φ n = f ω n and ω ψ n = gω n respectively and are normalized by the conditions 
where C n is a positive constant only depending on the complex dimension n and Q is an increasing positive function with proper polynomial growth, then we can conclude that φ − ψ L ∞ Ct for t < t 0 where t 0 > 0 depends on γ and C depends on the L p -norms of f and g.
As a direct application, we have uniqueness of bounded solution from Theorem (1.1).
Another corollary is the following stability estimate. Remark 1.5. The exponent in the last corollary is improved compared to [10] . As example 4.2 shows, the exponent we obtain is optimal. Remark 1.6. The Monge-Ampère equation with ω big instead of Kähler has been studied extensively in the recent years (see [1] , [5] , [6] ).
The applications of the result above could go in two directions. The semipositivity is particularly interesting in geometry, since the situation we have described above appears naturally in the study of algebraic manifolds of general type (or big line bundles in general) (see e.g. [14] ). The degeneration of the measure on the right hand side, in turn, might be useful in complex dynamics and pluripotential theory. Complex dynamics often deals with such singular measures and it is an important question to obtain any regularity for the potential of such measures. The same question is crucial in pluripotential theory while studying extremal functions.
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Stability for Nondegenerate Monge-Ampère Equations
For readers' convenience, Ko lodziej's stability argument will be included here.
We are going to use global version of the notions, for example, capacity for the closed manifold X. Specifically, in this part all the plurisubharmonic functions with respect to the Kähler metric ω (ω-P SH for short) are continuous by definition. As explained before, this brings no difference in this case. So Comparison Principle between them can be justified by the Richberg's approximation as in [10] .
Basically, all the following argument is directly quoted from [10] .
Claim: Let φ, ψ ∈ P SH ω (X) and satisfy 0 φ C, then for s < C + 1, we have
0, we can easily deduce the following chain relation of sets:
Then we can have the following computation (with notation ω ρ := ω+ √ −1∂∂ρ):
by the relation of sets above and applying comparison principle for the two functions appearing in the definition of the set V . Finally we can conclude the result from the definition of Cap ω .
Now we state the following version of stability result, which is slightly weaker than the result in [11] .
Theorem 2.1. In the same set-up as before, for any nonnegative L p -functions f and g with p > 1 which have the proper total integral over X, i.e., X f ω n = X gω n = X ω n , suppose that φ and ψ in P SH ω (X) satisfy ω φ n = f ω n and ω ψ n = gω n respectively and are normalized by the condition 
A. We will be careful about the fact that the constants in the argument will only depend on A and the function γ.
For simplicity, let us normalize to have X ω n = 1. And in fact, we can also assume max X {φ − ψ} = max X {ψ − φ} > 0 since the case for = 0 is trivial 4 . Without loss of generality, assume {ψ<φ} (f + g)ω n 1, since X f ω n = X gω n = 1 and, if needed, one can interchange the roles of ψ and φ. Then by adding the same constant to φ and ψ which obviously affects nothing, we can assume 0 φ a where "a" is a positive constant only depending on A from the boundedness result before.
Of course we can take a larger "a", which we shall actually do below, as long as the dependence on A is clear, or say finally we can still fix it to be some positive constant only dependent on A.
As lim t→0 γ(t) = 0 by definition and the property of the function κ, we can fix 0 < t 0 < 1 sufficiently small such that γ(t 0 )t 0 n+3 < 1 3 , which will also hold for 0 < t < t 0 since γ is obviously decreasing.
Fix such a t for now and set E k = {ψ < φ − kat} where the "a" is from above, but we still have not made the choice yet.
Clearly we have:
Now we construct a function g 1 which is equal to 3g 2 over E 0 and some other nonnegative constant for the complement. By the above estimate, it is easy to see that one can choose a proper constant (in [0,1]) such that g 1 is still nonnegative with L p -norm bounded by 3A 2 , and more importantly it has the proper total integral over X.
So we can find a continuous solution ρ ∈ P SH ω (X) as before by the approximation method such that
with lower bound of ρ only dependent on A. 5 By enlarging "a" if necessary which clearly won't affect the set E 0 , we can assume the lower bound of ρ is −a. Now we can finally fix our constant "a", and it clearly depends only on A in an explicit way.
By noticing that −2at −tφ + tρ 0, it is easy to see
Let's denote the set {f < (1 − t 2 )g} by G. Then over E 0 \ G, we have:
Hence we can conclude, using an inequality for mixed Monge-Ampère measures from [10] , that over E 0 \ G, Let's set q = (
1 n > 1, and rewrite the above inequality as:
n over E 0 \ G. Now the following computation is quite obvious:
(2.1)
5 Notice we've used the existence of continuous solution at this point for the solution ρ. 6 t below can be taken to be sufficiently small, say t <
From the definition of G and assumption of the theorem, we also have:
which is just:
Hence we can have the following inequalities:
and arrive at:
Therefore by noticing E 2 ⊂ E, we get:
and so we have
The claim proved before tells us:
Combining this with the previous inequality, we have:
Thus if E ′ := {ψ < φ − (4a + 2)t} is nonempty, by the argument for boundedness result before, we should have:
Clearly this is a contradiction for t > 0. Anyway, we have from above that ψ φ − (4a + 2)t. Hence max X (ψ − φ) = max X (φ − ψ) (4a + 2)t, which will give the desired conclusion.
Now from this stability result, it is easy to get uniqueness result for continuous plurisubharmonic solutions after normalization.
One can easily see the proof can be simplified a little if we only care about the uniqueness result. But this result above actually gives much better description of the variation of the solution under the perturbation of the right hand side of the equation (i.e, the measure). Now in the same vein as in [10] one gets the following corollary: Before we proceed further we make a small improvement of the stability exponent in the last corollary.
Note that in the definition of set G = {f < (1 − t 2 )g} one can exchange t 2 with t b for a sufficiently big independent constant b, and the the same argument still goes through, so ||f − g|| 1 ≤ γ(t)t n+2 implies ||φ − ψ|| ∞ ≤ Ct. In particular the result in Corollary 2.3 holds with exponent 
Adjustment to Our Degenerate Case
Now we begin to adjust Ko lodziej's argument for the situation in our main theorem. All the places which need to be considered have been pointed out at the spot. Let us now treat them one by one.
Comparison Principle
In [3] , authors constructed decreasing smooth approximation for bounded functions plurisubharmonic with respect to a Kähler metric. Using this, they got the following version of Comparison Principle,
) is a closed Kähler manifold, one has
Though the result we want would be for some backround form ω 0, it would follow from the version above as we can perturb it by ǫω 0 with ω 0 > 0 and the constant ǫ > 0, since X is Kähler. Those functions plurisubharmonic with respect to ω would still be plurisubharmonic with respect to ω +ǫω 0 . Using the comparison principle above and letting ǫ → 0, we get the following version
, where X is a closed Kähler manifold and ω 0 is a real smooth (1, 1)-form over X, one has
This is Comparison Principle for the adjusted argument for stability.
Inequalities for Mixed Measures
Our first observation is that although we considered our equations of the form
the volume form ω n played no significant role in the proof. The only delicate point is the following inequality:
Suppose φ and ψ are continuous ω-P SH functions, and f, g are integrable functions on X. Suppose we have (locally or globally) the inequalities
then (locally where we have those inequalities or globally)
In other words we want to generalize the above inequality, for more general measures and moreover for bounded (i.e. not necessarily continuous) functions φ and ψ. 
n Ω.
In [10] (Lemma 1.2) this inequality was proved under the assumption that both φ and ψ are continuous and Ω = ω n . The proof is local, it can be rephrased in a setting in a ball in C n . Then the argument goes via approximation for which a solution for the Dirichlet problem with boundary data is used. Since we deal with merely bounded functions (uppersemicontinuous by the plurisubharmonicity assumption), one cannot expect continuity on the boundary of the ball in general. But as observed in [4] we can line-by-line follow the approximation arguments from [10] whenever the measure on the right hand side is the Lebesgue measure. Indeed, approximants at the boundary will not converge uniformly towards discontinuous boundary data, but the sequence of approximate solutions is again decreasing. This implies convergence in capacity by [2] , which is enough for the argument to go through. In the case when ω n is exchanged with a general measure well dominated in capacity one cannot rely only on the argument from [10] . But domination by capacity forces the measure Ω to vanish on pluripolar sets, hence one can use the result form [4] to conclude. We refer to [4] for the details.
Improvement on the Stability Exponent
The exponent from Corollary 2.3 is quite important. In particular, since this inequality can be used to prove Hölder continuity for solutions of Monge-Ampère equations with right hand side in L p (see [12] ), the bigger the exponent in the inequality, the better Hölder exponent one can get.
Trying to improve the exponent, one has to follow the main steps of the original proof and improve points where there is an exponent loss. Our strategy will be to iterate the original argument, defining at each step new function ρ and use the previous step to get estimates for ||ρ − ψ|| ∞ , which in turn will be used to choose the new set E in a "better" way.
The argument is divided into the following three parts. The first part is the original argument quoted before with the improvement mentioned after Corollary 2.3, which is the starting point for us. In the sequel the original argument will be often denoted as Step 1.
The second part, (i.e.
Step 2), is the description of the iteration procedure. Since Step 1 differs slightly from all the others, we outline Step 2 below and sketch how to proceed throughout the next iterations.
The mechanism is based on the fact that ||f − g|| 1 ≤ γ(t)t β (in the improved original proof β = n + 2) yields {ψ+kt<φ} (ω + √ −1∂∂ψ) n ≤ c 0 t n for some constant k and c 0 (in what follows c i denote constants independent of the relevant quantities). So we try to find β as small as possible for which this implication holds true with uniform control on c 0 and enlarging k if needed. Note that from now on instead of ω n we use the measure Ω. It follows from the discussion above that Step 1 is not affected by that.
So assume ||f − g|| 1 ≤ γ(t)t β , t < 1. Then if l := t β n+2 , β < n + 2, we obtain ||f − g|| 1 ≤ γ(t)l n+2 , so from Step 1 we know that
Where, as before E k := {ψ < φ − kat}. (Indeed, in Step 1 we have t = l, but one can check that the proof can be repeated in this situation). Hence
(recall γ(t) decreases to 0, as t ց 0). Now fix a small positive constant δ to be choosen later on.
Consider the "new" function
where 0 ≤ c 2 ≤ 1 is choosen such that X g 1 Ω = 1. (The constant   1 2 is taken to assure that the integral over E 2 is less than 1. Note that despite the fact that the case t being small is of main interest, when δ is also small the quantity t δ cannot be controlled by a constant smaller then 1). As in Step 1 we find a solution ρ to the problem (ω ρ ) n = g 1 ω n , max X ρ = 0. Again ρ ≥ −a and we renormalize ρ by adding a constant so that max X (ψ − ρ) = max X (ρ − ψ) (this can by done in an uniform way). Now by Step 1
If δ is sufficiently small the last exponent is less than 1 and we define α :
n+2+ǫ . Then by the above estimate
Consider the "new" set
Using that h(t) = (1 + 
As in Step 1 on G we have
so, using (4.4), (4.5) and the comparison principle we obtain
Finally, as in Step 1, we obtain
and Es gΩ ≤ c 7 γ(t)t β−2α−5δ .
If β −2α−5δ = n, we can proceed as in Step 1 to get max(φ−ψ) = max(ψ−φ) ≤ (2s + 2)t, and ||φ − ψ|| ∞ ≤ C(ǫ)||f − g||
It is clear that if δ is sufficiently small β is smaller than n + 2, hence we get an improvement. Now in the last part we iterate the argument.
Consider ||f − g|| 1 ≤ γ(t)t β k+1 , then as before l = t β k+1 β k , Er gΩ ≤ Ct nβ k+1 β k , (compare with (4.1), r is now chosen so that we can use the estimate on appropriate sublevel set from the previous step).
Choosing δ k+1 small enough and proceeding in the same way as in the previous step one gets β k+1 = n + 2α k+1 + 5δ k+1 .
). This yields
If we choose {δ k } to be a sequence of sufficiently small numbers decreasing to 0, one can obtain that {β k } is decreasing (recall n ≥ 2). If A is the limit of the sequence {β k } one gets
Now ǫ → 0 + ⇒ A → n, so β k 's can be arbitrarily close to n for k big enough if we take small enough ǫ.
Thus this argument yields in paritcular Corollary 1.4. (the factor t n χ comes from the estimate of γ). The recurrence (4.7) now reads
Again this is a convergent sequence and it can be computed that
Hence the stability estimate in this case reads
The following example shows that the exponent we obtained is sharp: Now for a vector h ∈ C n one can define ρ h (z) := ρ(z + h) and analogously the corresponing ρ h . Note that when ||h|| → 0, ρ h ⇉ ρ.
One sees that
The Monge-Ampere measures of ρ and ρ h are smooth functions except at the origin, and belong to
To estimate the last term we divide C n into three pieces (we suppose ||h|| is small):
Using the fact that ρ and ρ h are smooth functions in a neighbourhood of {||z|| > 
. Now we use a computation trick we found in [13] .
For the second term
, so that the integral is finite. Finally we obtain for small ||h||
Suppose finally that we have a stability estimate ||φ−ψ|| ∞ ≤ C 5 ||f −g|| 
(c 0 is a constant that controls L p norms of Monge-Ampère measures of φ and ψ). Using the same reasoning as in [6] one can show more generally that 
Remarks
Complex Monge-Ampère equations are of great interest in geometry. In [16] , the following version of the Monge-Ampère equation
is the main focus. Of course anything new would be for a degenerate class [ω] as in the settings of Theorem 1.1. And using the argument in [10] , we know that the main result in this work would also apply for it. To be precise, for two equations as above if the measures on the right hand side have smooth volume forms Ω 1 and Ω 2 close to each other, then the corresponding solutions u 1 and u 2 are also close to each other. The following problems are related to the results in [12] and [6] , stating that when ω is Kähler form on a compact Kähler manifold, the solutions of
are Hölder continuous. In general the Hölder exponent depends on the manifold X, and on n and p ( [12] ). Under the additional assumption that X is homogeneous i.e. the automorphism group Aut(X) acts transitively the exponent is independent of X and is not less that 3. Does the Hölder exponent on general manifold do really depend on the manifold? In the corresponding result in the flat case ( [8] ) the Hölder exponent is uniform and independent of the domain. Moreover the proof in [12] strongly depends on a regularization procedure for ω-psh functions, which consists of patching local regularizations, and this is the point where the geometry of the manifold influences the exponent. In particular are there another regularization procedures of more global nature that are not so affected by the local geometry?
4. Is the exponent for the homogeneous case sharp? Note that in the flat case in [8] there is also a gap between the exponent given there 2 qn+1 and the exponent 2 qn , for which an example is shown. 5. It is interesting to compare the stability resuts we have proven and the one in [6] . In particular, is the stability exponent in [6] sharp in general?
6. It would be very interesting to generalize Hölder continuity to more singular measures. One possible application of such a result would be a criterion for Hölder continuity of the Siciak extremal function of certain compact sets in C n (see [11] for a definition). Such a property is very important from pluripotential point of view. So one has to study the equilibrium measure of the compact. The problem is that such measures are singular with respect to the Lebesgue measure, while [12] and [6] rely strongly on smoothness of ω n . However, as this note shows, some arguments can be adjusted to singular measures either.
We hope to address some of these questions in the future.
