Abstract. There is increasing use of statistical correlations between geophysical fields and between geochemical and geophysical fields in attempts to understand how the Earth works. Typically, such correlations have been based on spherical harmonic expansions. The expression of functions on the sphere as spherical harmonic series has many pitfalls, especially if lthe data are nonuniformly and/or sparsely sampled. Many of the difficulties involved in the use of spherical harmonic expansion techniques can be avoided through the use of spatial domain correlations, but this introduces other complications, such as the choice of a sampling lattice. Additionally, many geophysical and geochemical fields fail to satisfy the assumptions of standard statistical significance tests. This is especially problematic when the data values to be correlated with a geophysical field were collected at sample locations which themselves correlate with that field. This paper examines many correlations which have been claimed in the past between geochemistry and mantle tomography and between hotspot, ridge, and slab locations and tomography using both spherical harmonic coefficient correlations and spatial domain correlations. No conclusively significant correlations are found between isotopic geochemistry and mantle tomography. The Crough and Jurdy (short) hotspot location list shows statistically significant correlation with lowermost mantle tomography for degree 2 of the spherical harmonic expansion, but there are no statistically significant correlations in the spatial case. The Vogt (long) hotspot location list does not correlate with tomography anywhere in the mantle using either technique. Both hotspot lists show a strong correlation between hotspot locations and geoid highs when spatially correlated, but no correlations are revealed by spherical harmonic techniques. Ridge locations do not show any statistically significant correlations with tomography, slab locations, or the geoid; the strongest correlation is with lowermost mantle tomography, which is probably spurious. The most striking correlations are between mantle tomography and post-Pangean subducted slabs. The integrated locations of slabs correlate strongly with fast areas near the transition zone and the core-mantle boundary and with slow regions from 1022-1284 km depth. This seems to be consistent with the "avalanching" downwellings which have been indicated by models of the mantle which include an endothermic phase transition at the 670-km discontinuity, although this is not a unique interpretation. Taken as a whole, these results suggest that slabs and associated cold downwellings are the dominant feature of mantle convection. Hotspot locations are no better correlated with lower mantle tomography than are ridge locations.
Introduction
Statistical correlations between geophysical fields and between geophysical and geochemical fields have seen significant use in the never-ending effort to learn how the Earth works. One of the most popular methods of correlating global geophysical fields involves the use of spherical harmonic coefficients. When the function is known everywhere on the sphere, it is easy to compute the spherical harmonic coefficients using the standard integral formulation. With a function neither known on the entire sphere nor sampled on a fine enough lattice, we must use a different technique. Typically, a least squares fitting technique is used. The most straightforward way of doing this is to take the sampled points and directly fit the spherical harmonics to the data points [Cain et al., 1965] . Other possibilities include fitting to interpolated values [Leaton et al., Copyright 1994 by the American Geophysical Union.
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0148-0227 /94/94JB-00340$05.00 1965], fitting to area polynomials which have been fitted to the data [Hurwitz et al., 1966] , or fitting to a Gram-Schmidt orthogonalization fit [Fougere, 1965] . All of these fitting techniques share the common problem that the spherical harmonic coefficients computed by these methods are dependent on the number of terms included in the expansion.
Correlation of Spherical Harmonic Coefficients
Eckhardt [1984] discusses a technique for calculating the correlation coefficients between two sets of spherical harmonic coefficients and also for determining the significance levels of such correlations. These correlations are performed degree-bydegree, because the functions of spherical harmonic coefficients (the amplitudes of the spherical harmonics) tend to be highly skewed in the case of most geophysical fields [Eckhardt, 1984] and it is very problematic to evaluate the significance of correlations between highly skewed functions.
Although spherical harmonics are extremely powerful in dealing with functions defined on a sphere, they should not be used indiscriminately. When the function is everywhere known on the sphere, spherical harmonic expansion provides a compact and straightforward way of expressing the function. If the function is only known at discrete sample points the sample points must be spaced evenly and closely enough that they sample the highest degree in which there is significant power.
Real-Space Correlations Linear Correlation of Data
The preceding discussion suggests that it might be appropriate to search for methods of correlating fields without stepping into the hazardous domain of spherical harmonics. The simplest and most straightforward technique would be to sample the functions defined on the sphere at N discrete points (where the N points are typically the points at which the more poorly sampled data set is known) and to use the resulting data pairs in well-known correlation algorithms such as simple linear correlations [Press et al., 1986] .
Correlating Locations
It is often desirable to calculate the correlation between locations on the sphere and another spherical function, for example, hotspot locations and tomography. It is necessary to understand how the location of sampling points on the sphere may be influencing the correlation of the field being sampled.
While the function of sampling point locations is known over the entire sphere and may straightforwardly be expanded into spherical harmonics, it is inappropriate, because one does not wish to smooth this function. If the correlation of the sampled field is done spatially, instead of making use of spherical harmonics, expanding the data point locations is doubly inappropriate.
Take a function known on the entire sphere and sample it at each location where data in the other set, which is known only at discrete sample locations, is known. If the value of the function is negative, assign x; == -1; if positive, assign Xi == 1. A correlation coefficient can then be calculated using ; sin(colat;) L; sin(colat;) (1) where colat; is the colatitude of sample point i. This test is centered at
where p is the proportion of the map covered by positive values and q is the proportion of the map covered by negative areas.
Significance testing may be performed using a binomial distribution:
where f.J(X) is the probability of X out of N points randomly placed on a map landing on regions with positive values.
Statistical Significances
Statistical significance testing yields the probability that rejecting the null hypothesis is incorrect. The null hypothesis, in terms of correlation, is that the two data sets are uncorrelated.
The standard significance tests make further assumptions regarding the individual and joint distributions of the data sets, and these assumptions are fundamentally a part of the null hypothesis being tested. Even if the result of the statistical significance testing indicates that the chance of incorrectly rejecting the null hypothesis is extremely small, it may be · simply that the assumptions on the data distributions are grossly incorrect but that the functions are still uncorrelated.
In a sense, standard significance testing assumes that the dice are not loaded. The generally used null hypothesis assumes that the functions are completely uncorrelated, and the binomial distribution test of the location correlations assumes that the probability of success p is independent of previous trials. In the case of correlating oceanic ridge locations with seismic tomography, we know that the ridge segments form a line and that many positive points will lie next to each other in the tomography map. In the case of hotspots, any correlation between hotspot locations and tomography will influence the correlation of data collected at the hotspots (e.g., geochemistry, swell height, and flux) and tomography.
In the spatial correlations below, the following significance test was used, given that one function is known over the entire sphere. The set of data on the sphere at only selected points is rotated, keeping the points in the same positions relative to each other. The two functions are correlated with the second in the new position, and this process is repeated for a large number (2000) of random rotations. This yields a distribution of correlation coefficients which may be used to determine the significance of the calculated correlation coefficient. This tests for the probability of the given point pattern correlating with a randomly oriented map having the same structure as the globally la}own map. This test determines whether the point pattern has a tendency to produce a skewed distribution of correlation coefficients. If the correlation coefficient being tested tends to fall outside the region encompassing 95% of the correlation coefficients arising from the Monte Carlo test, the correlation is judged to be significant. This allows us to avoid identifying correlation coefficients which may arise from the fact that the point distribution and the map it is being correlated with tend to produce a skew distribution of correlation coefficients. The case for points placed uniformly and randomly on the sphere should be adequately encompassed through the use of the binomial distribution test mentioned previously.
All of the assumptions made in the null hypothesis, including the assumption that the two functions are uncorrelated, must be examined and verified or negated before a meaningful decision is made to accept or reject a statistically significant correlation. Further, if some of the assumptions being made in the null hypothesis are incorrect, a result which appears to be statistically insignificant may be significant It should always be kept in mind that significance testing normally does not tell if an alternative hypothesis is correct; it can only indicate the probability that the null hypothesis is being incorrectly rejected.
Correlations Involving Geochemical and Geophysical Fields Castillo [1988] claimed to find a correlation between the maxima of the Dupal [Hart, 1984] geochemical anomaly and slow regions of lower mantle tomography. This was a simple qualitative correlation using an integrated map of spherical harmonic degrees 2 and 3 of the entire lower mantle. It was argued that these correlations could help constrain lower mantle convection because of the isolation time which some geochemists feel would be needed to create the isotopic signature of the Dupal anomaly. Unfortunately, the qualitative nature of this correlation makes it nearly impossible to determine the significance of the correlation, and the use of an integrated lower mantle tomography map makes it impossible to judge where, if anywhere, in the vertical dimension of the lower mantle these correlations occur. A more accurate knowledge of where the correlations occur would be required to give any meaningful constraints on mantle convection. Richards et al. [1988] expanded the global hotspot distribution into spherical harmonics and correlated the distribution with the geoid and mantle tomography for each spherical harmonic degree. They found statistically significant (>90% confidence) correlations at I = 2 between hotspots and both geoid and lower mantle tomography. Weaker correlations between hotspots and the geoid were found at I = 4 and I = 6. Richards and Engebretson [1992] correlated a spherical harmonic expansion of time-integrated slab positions with average lower mantle seismic velocity and found statistically significant (>90%) correlation only for I= 2 and l = 3. Kedar et al. (1994) expanded hotspot locations into a spherical harmonic representation and correlated degree by degree with the 11-Jayer Tanimoto [1990] tomography model. Statistically significant correlations were found in the deeper upper mantle (200-{)70 km depth) for l = 6 and in the bottom half of the lower mantle (1555-2891 km) for l = 2. The spherical harmonic expansion of the hotspot distribution was found to be dominated by l = 1 and l = 2 with another smaller peak at l = 6, and these facts were used to argue that the correlations were not merely statistically significant but in fact scientifically significant as well. Scrivner and Anderson [1992] expanded maps of the Pangea supercontinent and post-Pangeatic subduction (integrated slab) into spherical harmonics and calculated correlation coefficients between these maps and three seismic tomography models [Tanimoto, 1990; Su and Dziewonski, 1991; Inoue et al., 1990] . Pangea was found to have a statistically significant correlation for l = 1 with the upper mantle for two of the three tomography models. Post-Pangeatic subduction had statistically significant correlations with the transition zone for l = 2 in all of the tomography models, with the peak correlation occurring near 550 km depth. Importantly, in both cases, the statistically significant correlations occurred in the degree having the maximum power in the spherical harmonic expansion (l = 1 for Pangea, l = 2 for post-Pangeatic subduction). Correlation coefficients were also calculated between the hotspot distribution and integrated slab with statistically significant correlations occurring at l = 3 and l = 5 which both have relatively high power in the subduction expansion but low power in the hotspot expansion.
The Tanimoto [1990] tomography model is used in all of the following correlations. The subducted slab map of Scrivner and Anderson [1992] and the hydrostatic geoid from Gaposchkin [1974] will be used in order to see if any correlations exist between these maps and the geochemistry. We might expect correlations between geochemistry and slab, because subducting slab would represent a geochemical heterogeneity in the mantle, and we might expect a correlation with the geoid since the geoid shape is controlled by internal mass distribution and by the motion of material within the mantle.
The geochemical data used in this study are ocean island basalt (OIB) data given in Hart [1984] , Zindler et al. [1982] , Gill [1984] , Vidal et al. [1984] , Roden et al. [1984] , and Richardson et al. [1982] ; and mid-ocean ridge basalt (MORB) data from Ito et al. [1987] . Figure 1 shows the locations of all of the data points, with the OIB points as open circles and the MORB points as closed circles. Hart [1984] expresses isotopic data as deviations from reference lines, and this method is followed in this paper. The reference levels for strontium and neodymium used in this study were taken as the median values of the respective isotopic ratios in the OIB data set. The reference level is very important if one wishes to use the integral technique to calculate the spherical harmonic coefficients, since the integral assumes that all points not assigned specific values are zero, but it is not as important when using least squares to evaluate the coefficients. The linear correlation techniques are not at all dependent on the reference levels.
A list of 47 hotspots used by Richards et al. [1988] , Kedar et al. [1994] , and Scrivner and Anderson [1992] which is based on the compilation of Morgan [1981] and Crough and Jurdy [1980] is used in this study and henceforth referred to as the "short" list. A list of 117 hotspots compiled by Vogt [1981] will be referred to as the "long" list. The post-Pangean subduction map of Scrivner and Anderson [1992] is used to correlate slab subduction with tomography ( Figure 2 ). It is noted that this map is based on tracing the locations of trenches since the breakup of Pangea and may not fully consider the amount of slab subducted in each location. The ridge map is based on a 1° by 1° map where a value of 1 is assigned to the bin if it contains a ridge segment and a value of zero is assigned if it does not.
Spherical Harmonic Correlations
The spherical harmonic coefficients for each isotopic data set, hotspot location list, ridge location, and integrated slab location were calculated using a numerical impementation of the standard integral expression for spherical harmonic coefficients [Scrivner and Anderson, 1992; Kedar et al., 1994] . For the isotopic data, the value of the deviation from the reference line is assigned to each grid point, with zeros assigned to all points lacking data (zero indicates that the isotopic ratio does not deviate from the reference line). Figure 1 is a map of the spherical harmonic expansion for ll.8/4, where white regions are regions of positive deviations from the reference line and the shaded regions are regions of negative deviations from the reference line. Notice that the pattern resulting from this expansion does not resemble either the Hart [1984] structure of a band of high ll.8/4 values at about 30°S latitude nor the Castillo [1988] structure of unconnected highs in the Indian Ocean and the West Pacific Ocean. This does not mean that the raw data fail to support either of these models for the high ll.8/4 zone; it may simply mean that a spherical harmonic expansion from degree 0 through degree 6 fails to adequately describe the data. It is, however, an unbiased way to represent the data. The hotspot, ridge, and subducted slab locations can be defined for every point on the sphere, so there is no real barrier to expressing these data distributions in terms of spherical harmonics. However, a low order expansion may lead to undesirable smoothing of these functions. Table 1 summarizes the significant (>90% confidence level) spherical harmonic correlations of geochemistry, both hotspot location lists, mid-oceanic ridge locations, and the integrated slab map of Scrivner and Anderson [1992] shown in Figure 2 . Eckhardt [1984] gives definitions of confidence levels for spherical harmonic correlations. The spherical harmonic degree Table 1 . The parameter being tested is given in the first row. The entries in the table are the Tanimoto layer designations (l=surface and ll=core-mantle boundary), slab (s), or geoid (g).
DS/4 Expansion OIB & MORB Data
A notable feature not appearing in this table is the geoid which did not correlate significantly in any degree with any of the other parameters. Layer 5 occurs most often in this table, with 15 appearances (out of a possible 108), and layer 4 is the second most frequently occurring (12 appearances). Layers 1-6 account for 57 of the significant correlations while layers 7-11 account for only 16, with slab accounting for 10. Considering only the geochemical correlations, layers 1-6 account for 26 correlations, while layers 7-11 account for only 7, and slab accounts for 4. This distribution of significant correlations would seem to imply that the upper half of the mantle has the most influence on both geochemistry and the locations of features such as hotspots and ridges.
There are very few robust correlations. Most of the apparently significant correlations do not carry over to adjacent degrees, layers, or parameters. The notable exceptions are the strong negative degree 2 correlation between the short list of hotspot locations and layers 7-11 of the Tanimoto Column headings indicate the parameter being correlated. Table entries indicate what layers of tomography correlate (1, surface; 11, core-mantle boundary), where g indicates geoid ands indicates slab .. Notice that there are no statistically significant correlations with the geoid. Data is at the >90% confidence level. and the strong negative degree 6 correlation between the short list of hotspots and layers 2-4 of the tomography, both of which were reported by Kedar et al. [1994] . Also robust are the positive degree 2 correlations between subducted slab and layers 2--4 of the tomography and the positive degree 3 correlations between subducted slab and layers 4, 6, and 7 of the tomography, as reported by Scrivner and Anderson [1992] . Among the geochemical data, the most robust correlations are the negative degree 3 correlations of ll7/4 with layers 9-11 of the tomography and the negative degree 3 correlations of ll8/4 and layers 10-11 of the tomography. These geochemical correlations are also apparent when the MORB data are excluded. The negative degree 4 correlations between ll8/4 and layers 3-5 of the tomography may also be robust, but there is not a similar set of correlations for any other isotope. Taken in sum, these spherical harmonic correlations do not appear to give us even marginally consistent relationships between the geochemistry on the surface and mantle convection inferred from the tomography, regardless of the fact that there are many individually statistically significant correlation coefficients between the various isotopes and the mantle tomography. Furthermore, if we look back at Figure 1 , we can see that the data points are not well distributed on the globe, which serves as a warning against the use of spherical harmonic expansions.
Spatial Domain Correlations
In this case we take the values in the isotopic data sets and average them in 5° x 5° bins. For each bin having at least one data value we calculate the value of the spherical harmonic series for the tomography, geoid, or slab at that location. The resulting set of data pairs is then correlated using simple linear correlation. Figure 3 shows the results of the spatial correlation for the geochemical data. The solid triangles connected with the solid line are plotted at the correlation coefficients for each layer, with the geoid and slab as labeled and the rest of the numbered layers corresponding to the Tanimoto [1990] tomography model layers.
The dashed line is the 95% confidence level from the standard confidence level test for linear correlation, and 95% of the correlation coefficients calculated using the Monte Carlo type test discussed previously fall within the unadorned solid lines, so these serve as 95% confidence level lines. The Monte Carlo test takes into account both the distribution of data points and the structure of each tomography map and the slab and geoid maps. The Monte Carlo test should also account for the distribution of the data values. For these reasons, the Monte Carlo test is probably more useful. Notice that no correlations lie outside the 95% confidence level lines from the Monte Carlo test.
Only a few geochemical correlations exceed the 95% confidence level for the standard test. These correlations tend to occur in the lowermost mantle layers and are of a negative sense for ll 7 /4 and llSr and of a positive sense for fl Nd. Also of interest are the layer 1 correlations of llSr and llNd. The deep mantle correlations are perhaps slightly suggestive of enriched isotopic ratios being related to slow (presumably hot) regions of the lowermost mantle, but these correlations are not robust under the Monte Carlo test. Now consider the ridge, hotspots, and slab locations and use the location correlation described by equation (1). Each of the 5° x 5° bins which contain any hotspot, ridge, or slab (depending on which set of locations we wish to correlate) is assigned a value of 1. Then the tomography, geoid, and slab spherical harmonic series are evaluated at those points, and a value of 1 is given to the bin if the resulting value is positive and a value of -1 if it is negative. Points not containing the discrete feature type are ignored.
The reason for ignoring the bins which do not contain the feature of interest is that in the case of hotspots and ridges, the number of bins not containing these elements far outweighs the number containing these elements, resulting in a correlation which reveals very little about how the locations of hotspots (or ridges) correlate with the tomography, geoid, or slab. As a case of this, consider the problem of correlating the Vogt list of hotspots with ridges. Using 5° x 5° bins, we find 15 bins contain both ridges and hotspots, 99 bins contain hotspots and no ridges, 201 bins contain ridges and no hotspots, and 2135 bins contain neither hotspots nor ridges. Clearly, this results in a large positive correlation coefficient which does not tell us that hotspots tend to be located in the same bins as ridges are. This correlation tells us that bins which contain no hotspots typically contain no ridges, which is not the same thing at all. As with any experiment, the correlation must be designed to answer the right question. The correlation of both lists of hotspot locations with the geoid, post-Pangeatic subduction, and the Tanimoto (1990] tomography model is shown in Figure 4 . The most striking correlations are the positive correlation of both sets of hotspot locations with the geoid, which exceeds both the 95% confidence level line for the binomial distribution test and the 95% confidence level line from the Monte Carlo test. Recalling Table 1 , we remember that the spherical harmonic coefficient correlations showed no statistically significant correlation between geoid and the short list of hotspots, but the spatial correlation immediately reveals it. Beyond this correlation, however, there are no correlations which are statistically significant under the Monte Carlo test.
The correlations between slow regions in layers 7-11 (1555-2891 km) and the short list of hotspot locations are strong but still below the 95% confidence level.
From this figure, we must conclude that the hotspot locations do not correlate significantly with slow regions of the lowermost mantle, at least as compared to randomly oriented sets of hotspots with the relative positions of the hotspots fixed to each other. It is important to recall that the correlation technique being used here does not consider the magnitude of the data in Hotspot Locations (Short List) Correlations ·~ 0 ,._..,.. Figure 4. Plots of the spatial correlation between both lists of hotspot locations and the geoid, subducted slab, and Tanimoto [1990] tomography model. Plotting symbols and axes are identical to those in Figure  3 .
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9611 the tomography, geoid, or slab data sets; the test only considers the sign of the points. If the magnitudes at the points were to be included, these correlations might be stronger. The fact that correlations between the geoid and hotspot locations is quite strong in the spatial domain but nonexistent with the low-degree spherical harmonic expansions is probably explained by the smoothing action of the low-order spherical harmonic expansion of hotspot locations. The correlations for the ridge locations and subducted slab are shown in Figure 5 . (The plots in Figure 5 have the same format as Figure 4 .) The only statistically significant correlation for ridge locations is in layer 6 (1284-1555 km) between the location of ridge and fast regions of the mantle. Recall that the strongest correlation in the spherical harmonic expansion of ridges was for layer 6 at degree 4. The next strongest correlation is between the location of ridges and slow regions of the uppermost mantle (0-220 km), bl.it this correlation is not quite significant at the 95% level. Ridges also correlate with the lowermost mantle in layers 8-11 (1816-2891 km) in the upper part of Figure 4 (or those in Figure 3 ) in the lowermost mantle as statistically significant would seem to require accepting the deep mantle correlations for the ridge locations as statistically significant, implying that ridges have their origin in the lowermost mantle, which does not at all seem reasonable. Turning to the locations of post-Pangean subducted slab, we find the correlations shown in the lower part of Figure 5 . Disregarding the perfect self-correlation, we see numerous statistically significant correlations between the locations of slab ·and fast regions of the middle mantle (220--1022km) and lowermost mantle (1816-2891 km) as well as between slab and slow regions of layer 5 (1022-1284 km). The middle mantle correlations agree with those of Scrivner and Anderson [1992] , but they found no correlations in the lowermost mantle (for this tomographic model). The correlations in the lowermost mantle may correspond to those found by Richards and Engebretson [1992] , but, in contrast to their interpretation, only a fraction of the lower mantle is involved. The middle lower mantle exhibits no correlation. Significantly, the spatial-domain correlations show both the middle mantle and lowermost mantle correlations, while attempts with spherical harmonics have only found one or the other.
Discussion
The slab correlations in Figure 5 demand some form of coupling or communication between the upper and lower mantle. If the slabs penetrate through the 670 km discontinuity, which is the interpretation of Richards and Engebretson [1992] , the slabs would experience a phase change as they do so and the result would be a strong signal in the transition zone where this phase change is occurring. In the middle lower mantle we could lose this signal since the slab would be a rather narrow feature and perhaps not have a sufficiently strong variation in velocity to be seen at the resolution of the tomography model. The signal might reappear as the slab crumples and spreads out near the core-mantle boundary. Alternatively, the slabs may fail to penetrate the 670-km discontinuity, as argued by Scrivner and Anderson [1992] and instead, simply spread out at the base of the upper mantle. These might then induce cold downwellings (thermal coupling or topographic coupling) to form beneath them which are rather narrow in the middle lower mantle and spread out near the core-mantle boundary. A third and perhaps more inviting alternative is the "avalanche" downwelling seen by Tackley et al. [1993] in their three-dimensional convection model with internal heating and a phase change at the 670-km discontinuity. In this scheme, the slabs would be stopped temporarily at the transition zone and spread out laterally. After some time, in a chemically and rheologically uniform mantle, a catastrophic downwelling (avalanche) occurs, and slab material, along with other middle mantle material cooled by the slab, falls relatively rapidly to the core-mantle boundary where it then spreads out. This model is tempting because it implies that the downwelling material is transitory in the middle lower mantle. The correlation between slab and slow regions from 1284-1555 km depth suggests that the slabs do stop at the 670-km discontinuity. This correlation argues against a long-lived stable downwelling beneath the slab and seems to support the "avalanche" type of downwelling. The slab correlations in Figure 5 are also striking in that these are the strongest correlations found in the lower mantle using the spatial domain correlation techniques. This fact strongly suggests that slabs and associated downwellings are the dominant factor in mantle convection.
An alternative model is the folldwing: The breakup of a supercontinent causes slab cooling in the mantle beneath the leading edges of the moving continents. Continents eventually come to rest over cold downwellings and resist overriding hot upwelling mantle regions. Mantle affected by subduction is essentially cooled (or not heated) from below (and above, for the lower mantle, if slabs do not penetrate). Subsequent subduction and continent standstills tend to occur over mantle previously cooled. Subduction tends to repeat in the same general area so one expects a correlation between integrated slab positions and tomography even if cold regions of the mantle are not directly caused by the most recent supercontinent cycle [Anderson, 1994] .
One feature which is quite obvious in Figures 4 , 5, and 6 is the asymmetry of the Monte Carlo confidence level lines. This does not appear to be due to the algorithms for randomly reorienting the data spheres or determining the confidence level lines since the same algorithms were used to find the symmetrically arranged confidence level lines of Figure 3 . This may be due to an inherent skewness in the test, but the Monte Carlo significance testing is designed take this into account. Since the test depends on the percentage of positive and negative area on the map, we expect a skewness if the map does not have equal positive and negative areas. The binomial distribution test assumes that the locations of the points being "thrown" at the map have no dependence on the locations of other points (which is certainly not true of the ridge and slab locations). Another complicating factor is that each of the 5° x 5° bins may only be occupied once, so the proportions of positive and negative areas available for each successive point to land on are altered by the placement of previous points. In hindsight, the use of the binomial test as a test of significance was a poor choice, and its results should be ignored in favor of the Monte-Carlo test. Figure 6 shows the spatial domain correlation between the locations of the OIB geochemistry data points (a subset of the hotspot list) and geoid, slab, and mantle tomography. This shows that the location of these data points correlate very well with slow regions of the lowermost mantle (1555-2630 km) and with high regions of the geoid. This suggests that strong correlations between the data values and these regions of the mantle should be viewed with suspicion. The typical null hypothesis used as the basis for tests of statistical significance is the hypothesis that the functions being correlated with each other are actually uncorrelated. Note that the correlations of Figure 6 , which are for a biased subset of the hotspot locations, are much better than for either the short or the long hotspot locations list.
Putting it Together
Taking a case of isotopic geochemistry data collected from hotspot locations as an example, a correlation is found between positive deviations from the reference line and slow regions in the lower mantle (e.g., 1816-2088 km depth). However, it is known that isotopic ratios from samples collected at hotspot locations always show positive deviations from the reference line for this particular set of isotopes (possibly by definition, i.e., positive deviation is a hotspot and negative or no deviation is not a hotspot). When a correlation is performed between the hotspot locations and the mantle tomography, a strong . correlation is found between the hotspot locations and slow regions in the lower mantle (1816-2988 km depth). In this case, the correlation of the isotopic ratios with the mantle tomography is trivial.
An alternative case is a case of a very low correlation coefficient resulting from the correlation of geochemical data collected at hotspot locations with tomography (e.g., 1816-2088 km depth). Again the hotspot locations correlate strongly with slow regions of the lower mantle. Additionally, no particular relationship between hotspot locations and the isotopic ratios is known to exist. Again the (lack of) correlation of the isotopic ratios and tomography is rather trivial, simply stating that the isotopic ratios and the hotspot locations are unrelated, which was known anyway.
In both of the preceding cases, if the relationship between the geochemistry and the hotspot location was unknown to begin with, the correlation between the geochemistry and the mantle tomography is significant in revealing the relationship between the geochemistry and the hotspot locations. However, in neither case is anything learned from the correlation between geochemistry and tomography which could not have been determined through the much simpler means of checking for a relationship between the geochemical isotopic ratios and samples collected at hotspot locations and samples collected at non-hotspot locations. Statistical techniques for determining whether one correlation coefficient is significantly better than another do exist [Press et al., 1986] , but there are very strict requirements on the distribution of the functions being correlated. The fundamental point is that an attempt must be made to assess the relationship between the data collection locations and the function that the data is to be correlated with (e.g., tomography, the geoid, and subducted slab) before any assessment of the meaningfulness of the correlation between the it data and the function can be made.
Column 5 of Table 1 shows the significant spherical harmonic correlation of the neodymium data points with the slab, geoid, and tomography. Compare this with the correlation between the neodymium isotopic data and the tomography, slab, and geoid in Column 4 of Table 1 . Clearly, the pattern of correlations for the data point locations is quite similar to that for the data values. This suggests that the neodymium spherical harmonic data correlations are much less significant than they appear in Table 1 .
We have seen that an examination of the correlations of the data point locations with the tomography, slab, and geoid casts doubt on many of the correlations claimed for the isotopic data. It may be possible to extract the effect of the locations through extensive statistical testing. The Monte Carlo technique used in this paper to estimate significance levels certainly diminishes the significance of all of the isotopic correlations to below 95% . This casts doubt on previous claims that hotspot geochemistry originates in the lower mantle.
Conclusions
It is clear that the use of spherical harmonic coefficients to correlate geochemical data with geodynamic data is inappropriate because of the irregular and sparse sampling. In the case of such fields as the global hotspot, ridge, and slab distributions, we know (in principle or by assumption) the field at every point on the surface and can therefore avoid the orthogonality problems arising when this is not the case. Once again, we cannot use a spherical harmonic expansion to demonstrate that these fields have the property of arising from physical processes which result in spherical harmonic solutions.
The spherical harmonic correlations of the isotopic data give results that seem to conflict internally or that seem to arise froni the distribution of the data points on the sphere. When the correlations are performed in the spatial domain, the correlations are more consistent internally, and the distribution of the data points on the sphere is revealed to be an important factor in these correlations. The effect of the distribution of the data on the surface given the form of the geodynamic field can be answered partially through a Monte Carlo test by asking, What is the probability of a correlation coefficient at least as large as this resulting from a random reorientation of the tomography, geoid, or slab shell? The results of this test indicate that the correlations are actually not statistically significant at all.
Turning to the distributions of hotspots, ridge, and slab, we find that the spherical harmonic correlations show very strong and statistically significant correlations between the short list of hotspots and slow regions of the lowermost mantle as well as between the slab locations and fast regions of the transition zone. These correlations also occur in spherical harmonic degrees with high power in both of the expansions being correlated. In the case of both ridge and the long list of hotspots the statistically significant correlations which do occur tend to be in low power degrees of at least one of the two distributions being correlated. Notably lacking is a correlation between the spherical harmonic terms of the hotspot distributions and the geoid, which has been apparently well documented in the past [Richards and Engebretson, 1992] , although the correlations found were from a slab-removed geoid model and, thus, model dependent. The geoid model in this paper still contains any slab signature that may be present.
Spatial domain correlations of both hotspot lists reveal a very strong and statistically significant correlation between high regions of the geoid and the hotspot distribution even with the non-slab-removed geoid model.
However, neither list of hotspots shows statistically significant correlations with lowermost mantle tomography.
Ridge locations show a statistically significant correlation with fast regions of the middle lower mantle (1284-1555 km), and correlations nearly as strong as those of the short list of hotspots in the lowermost mantle. If we would like to accept the correlations of the geochemistry and hotspot locations which fall just short of the 95% confidence level lines to argue for a deep mantle signature in those fields, we must then accept the equally strong correlations of the ridge locations and therefore argue that they too have a deep mantle signature which is in conflict with the generally held view that ridges are passive and shallow features. · The most striking and potentially meaningful correlations are those between the integrated slab map (the "slab shell") and fast regions of both the middle mantle (220-1022 km) and the lowermost mantle (1816-2891 km). These correlations are very strong, statistically significant, internally consistent, and extensive in the sense that the correlations are not just in one or two isolated layers. These correlations support a model where slab is temporarily stopped at the 670 km discontinuity, builds up, and occasionally "avalanches" to the core-mantle boundary. This is similar to the model results of Tackley et al. [1993] . Alternatively, cold downwelling regions of the mantle tend to persist and these control continent and subduction wne locations. The cold parts of the lowermost mantle may be left over from a previous subduction episode. The strength of these correlations as compared to those of all of the other fields considered indicates that slabs, and perhaps internal mantle downwellings induced by slabs, are the dominant factor in determining the form of mantle convection. Upwellings may therefore be restricted to other regions or may, in fact, be mantle displaced by downwellings rather than thermal boundary layer instabilities. Long wavelength anomalies in the mantle may be due to supercontinents [Anderson, 1982; Gurnis, 1988] , slab cooling [Scrivner and Anderson, 1992] . or temperature dependent viscosity (P. J. Tackley, personal communication, 1992) .
