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1. Introduction
Recall that the classical Lagrange–Bürmann expansion formula, as a landmark discovery in the
history of analysis with regard to the expansion of functions into series, often reads as
Lemma 1.1 (Lagrange–Bürmann expansion formula: Whittaker and Watson [30, §7.32]). Assume that
F(x) and φ(x) are analytic around x = 0,φ(0) /= 0. Then

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1. F(x) = F(0) +
∞∑
n=1
an
(
x
φ(x)
)n
(1)
where
an = 1
n!
dn−1
dxn−1
[
F ′(x)φn(x)
]
|x=0 ;
2.
F(x)
1 − xφ′(x)/φ(x) =
∞∑
n=0
bn
(
x
φ(x)
)n
(2)
where
bn = 1
n!
dn
dxn
[
F(x)φn(x)
]
|x=0 .
Hereafter, d
dx
denotes the usual derivative operator, as conventions we assume
F(n)(x)|x=a = F(n)(a) = d
n
dxn
[F(x)]|x=a ; F ′(x) =
dF(x)
dx
.
Asof today, theproblemofﬁnding “good"q-analoguesof theLagrange–Bürmannexpansion formula
has received a lot of attention from many mathematicians, including G.E. Andrews, P. Henrici, J. Hof-
bauer, Ch. Krattenthaler, I. Gessel and D. Stanton.We refer the reader to [1,4,9,11,13,15,16,20,21,25,27],
especially to the good survey [28] of Stanton for a more comprehensive information on this topic. To
readers interested in rich usages of this formula in Complex analysis, Graph theory, and Combinatorics,
we refer the book [13] by Henrici, [11, Chapter 5] by Goulden–Jackson, and [8] by Flajolet–Sedgewick,
as well as to the expository papers [14] of Hofbauer and [20] of Merlini et al.
In the present paper, we will establish an extension of Lemma 1.1. In this sense we only have to
addressamotivatingobservation,uponwhichourargument isbased, fromHenrici’sbook [[13],Chapter
1]: the Lagrange–Bürmann expansion formula is essentially equivalent to ﬁnding matrix inversions.
Recall that amatrix inversion, sometimes called an inversion formula or an inverse (reciprocal) relation
in the literature (see [23, Chapters 2 and 3] or [6, Deﬁnition 3.1.1]), is commonly deﬁned as a pair
of inﬁnite-dimensional lower-triangular (for short, ILT) matrices over the complex ﬁeld C, say, F =
(fn,k)n k 0 and G = (gn,k)n k 0 satisfying∑
n i k
fn,igi,k =
∑
n i k
gn,ifi,k = δn,k for all n, k ∈ N, (3)
where δn,k denotes the usual Kronecker symbol and N the set of nonnegative integers. Here, the
adjective ‘ILT’ means that each entry fn,k = 0 unless n k.
Up to thepresent, theuseofmatrix inversionshasbecomean important tool forderiving summation
and transformation formulas of (basic, elliptic) hypergeometric series. The reader may consult, e.g.,
[2,3,5,6,7,10,17,18,24,26,29] for further details.
This paper is organized as follows: in the next section, based on all relevant results on Leibniz
functional matrices, we will extend Lemma 1.1 to the setting of formal power series. In Section 3, we
will give a rather general matrix inversion implicit in this generalized expansion formula. Throughout
our discussions, following up Henrici [loc.cit.], we will use C[[x]] to denote the ring of formal power
series over C and for all f (x) = ∑n 0 anxn ∈ C[[x]], the coefﬁcient functional
[xn]f (x) = an and a0 = f (0).
In the case that f (x) is analytic at x = 0, it is understood that
[xn]f (x) = f
(n)(0)
n! .
For our convenience, we will employ F−1 = (gn,k)n k 0, or simply F−1 = (gn,k) in obvious context,
to denote the inverse of an ILTmatrix F = (fn,k)n k 0, while the entry fn,k = (F)n,k . Instead, (fn,k)m×m
stands for the ﬁnite sub-matrix composed of the ﬁrstm rows and columns of F.
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2. Main theorems and proofs
At ﬁrst we need some basic deﬁnitions and results from [31].
Deﬁnition 2.1 (Yang [31, Deﬁnitions 2.2/2.4]). Let g0(x), g1(x), . . . , gn(x) be functions of x such that
the nth order derivative exist. The generalized Leibniz functional matrix with varying columns (resp.
rows), denoted by LCn[g0(x), g1(x), . . . , gn(x)] (resp. LRn[g0(x), g1(x), . . . , gn(x)]), is an (n + 1) × (n +
1) lower-triangular matrix with
(
LCn [g0(x), g1(x), . . . , gn(x)]
)
i,j
= g
(i−j)
j (x)
(i − j)! (4)(
resp.
(
LRn [g0(x), g1(x), . . . , gn(x)]
)
i,j
= g(i−j)i (x)/(i − j)!
)
.
Following Yang [31, Example 2.1], for the case that gj(x) = g(x), we abbreviate these two matrices
by Ln [g(x)] and deﬁne in particular the block-diagonal matrix
Ln,k [g(x)] :=
(
In−k 0
0 Lk [g(x)]
)
(n+1)×(n+1)
(5)
where In−k is the unit matrix of size n − k.
Lemma 2.1 (Factorization of LCn : Yang [31, Theorem 3.1]).
LCn [g0(x), g1(x), . . . , gn(x)] = Ln,n [g0(x)]Ln,n−1
[
g1(x)
g0(x)
]
. . .Ln,0
[
gn(x)
gn−1(x)
]
. (6)
Lemma 2.2 (Inverse of Ln[g(x)]: Yang [31, Corollary 2.4]).
L−1n [g(x)] = Ln
[
1
g(x)
]
, L−1n [g(x) ≡ 1] = In+1. (7)
It is very important to note that once we redeﬁne LCn and LRn [g0(x), g1(x), . . . , gn(x)] by making in
Deﬁnition 2.1 the replacement
g
(i−j)
j (x)
(i − j)! [x
i−j]gj(x), g
(i−j)
i (x)
(i − j)! [x
i−j]gi(x),
all above results are easily seen, in the light of Yang’s argument in [loc.cit.], to remain valid in the ring
C[[x]]. For simplicity, we leave the relevant veriﬁcation to the reader by only pointing out that inwhat
follows, we will use Yang’s notation and results in such new context.
A combination of Lemmas 2.1 and 2.2 with our purpose makes it necessary to introduce
Deﬁnition 2.2. For all φi(x) ∈ C[[x]] (0 i n) and integers m k 0, N = min{m, n}. Then the
ﬁnite sum
∑
i ji
(j0 =)k j1  j2  . . . jN m(= jN+1)
N∏
i=0
[xji+1−ji ]φi(x) (8)
is called the (m, k)-interval derivative of the ordered tuple (φ0(x),φ1(x), . . . ,φn(x)). We denote it,
with emphasis on the order of φi(x), by
1
(m − k)!Dm,k 〈φ0(x),φ1(x), . . . ,φn(x)〉 .
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Certainly, Deﬁnition 2.2 is different from, while each term is one component of the coefﬁcient of
xm−k in the product φ0(x)φ1(x) . . . φN(x), the usual Leibniz rule on the product f (x)g(x). Here are
illustrations in the special cases n = 1, 2 and k = 0 of this crucial point.
Example 2.1. For n = 1, k = 0, m 1, it is easy to check that
1
m!Dm,0 〈f (x), g(x)〉 =
m∑
i=1
[xm−i]g(x)[xi]f (x)
and form = 0, D0,0 〈f (x), g(x)〉 = f (0).
More generally, if n = 2, k = 0, andm 2, then we have
1
m!Dm,0 〈f (x), g(x), h(x)〉 =
m∑
i=2
i∑
j=1
[xm−i]h(x)[xi−j]g(x)[xj]f (x);
while, form = 0, 1,we, respectively, have
D0,0 〈f (x), g(x), h(x)〉 = f (0),
D1,0 〈f (x), g(x), h(x)〉 = g(0)[x]f (x).
From these facts, it is quite clear that the “ordered" derivative Dm,0 (thus, Dm,k) is different from the
usual Leibniz product rule for themth derivative of a product, i.e.,
1
m!
dm
dxm
[f (x)g(x)] =
m∑
k=0
1
(m − k)!k!
dm−k
dxm−k
[g(x)]
dk
dxk
[f (x)] . (9)
An obvious distinction is that Dm,0 no longer obeys the commutative law, namely
Dm,0 〈f (x), g(x)〉 /= Dm,0 〈g(x), f (x)〉 .
To state our result we also need
Deﬁnition 2.3. Let Dm,k〈·〉 be given as above. For all {φk(x)}nk=0 and h(x) ∈ C[[x]], the ﬁnite sum
m∑
i=k
1
(m − i)!Dm,i 〈φ0(x),φ1(x), . . . ,φn(x)〉 [x
i−k]h(x) (10)
is denoted by
1
(m − k)!Dm,k 〈φ0(x),φ1(x), . . . ,φn(x)|h(x)〉 .
Now,we are in a position to establish a generalization of the Lagrange–Bürmann expansion formula
in the spirit of Henrici. As a matter of fact, with the help of Lemmas 2.1 and 2.2, as well as the above
notation, we readily conclude that
Theorem 2.1 (Generalized Lagrange–Bürmann expansion formula). For all {φi(x)}∞i=0 and h(x) ∈
C[[x]] : φi(0)h(0) /= 0, there must hold
xkh(x) = ∑
n k
A(n, k) xn
n∏
i=0
φi(x), (11)
where the coefﬁcients
A(n, k) = 1
(n − k)!Dn,k
〈
1
φ0(x)
,
1
φ1(x)
, . . . ,
1
φn(x)
∣∣∣∣∣ h(x)
〉
. (12)
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Proof. First, the existence of A(n, k) can be proved by equating the coefﬁcients of xn on both sides of
(11) under the assumption that φi(0) /= 0, giving rise to the following recursive relation
A(n, k) = h(n − k)∏n
i=0 φi(0)
− 1∏n
i=0 φi(0)
n−1∑
i=k
a(n − i, i)A(i, k),
and then by induction on n − k. Here the constants a(n, k) and h(n) are given, respectively, by
h(x) =
∞∑
i=0
h(i)xi,
n∏
i=0
φi(x) =
∞∑
i=0
a(i, n)xi.
Next we proceed to detail how to calculate A(n, k) by matrix technique. In fact, extracting the coefﬁ-
cients of xn on both sides of (11) and using Leibniz’s product rule, namely (9), we thereby obtain
[xn−k]h(x) =
n∑
i=k
A(i, k)[xn−i]
i∏
j=0
φj(x). (13)
At this stage, it is easy but more important to recognize that (13) is equivalent to a multiplication of
the (n + 1) sections of lower-triangular matrices as the following
LCn [φ0(x),φ0(x)φ1(x), . . . ,φ0(x)φ1(x) . . . φn(x)]|x=0
× (A(i, j))(n+1)×(n+1) =
(
[xi−j]h(x)
)
(n+1)×(n+1) , (14)
providing sufﬁcient conditions to determinate A(n, k). Indeed, with (14) given, by virtue of Lemmas
2.1 and 2.2 we solve
(A(i, j))(n+1)×(n+1)
= LCn [φ0(x),φ0(x)φ1(x), . . . ,φ0(x)φ1(x) . . . φn(x)]−1|x=0
(
[xi−j]h(x)
)
(n+1)×(n+1)
= (Ln,n [φ0(x)]Ln,n−1 [φ1(x)] . . .Ln,0 [φn(x)])−1|x=0
(
[xi−j]h(x)
)
(n+1)×(n+1)
= Ln,0
[
1
φn(x)
]
|x=0
Ln,1
[
1
φn−1(x)
]
|x=0
· · ·Ln,n
[
1
φ0(x)
]
|x=0
(
[xi−j]h(x)
)
(n+1)×(n+1) . (15)
Observe that the (n, i)th entry of the product of ﬁrst n + 1matrices on the right side of the last equality
turns out to be, after reformulated in terms of Deﬁnition 2.2, of the form⎛
⎝Ln,0
[
1
φn(x)
]
|x=0
Ln,1
[
1
φn−1(x)
]
|x=0
· · ·Ln,n
[
1
φ0(x)
]
|x=0
⎞
⎠
n,i
= 1
(n − i)!Dn,i
〈
1
φ0(x)
,
1
φ1(x)
, . . . ,
1
φn(x)
〉
.
Finally, by equating the (n, k)th entries of both sides of (15) and recasting the resulting identity in
terms of Deﬁnition 2.3, we therefore have ﬁnished the proof of the theorem. 
As a direct application, we readily recover an extension of the Carlitz expansion formula [4, p.206,
Eq. (1.11)] for q-series by specifying in Theorem 2.1
φi(x) = 1
1 − xi+1x , i = 0, 1, 2, . . . .
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The result is stated as the following
Example 2.2. For arbitrary complex sequences {xk}∞k=0 and h(x) ∈ C[[x]] : h(0) /= 0, theremust hold
xkh(x) = ∑
n k
A(n, k)
xn∏n
i=0(1 − xi+1x)
, (16)
where
A(n, k) = [xn−k]
⎧⎨
⎩h(x)
n∏
i=1
(1 − xix)
⎫⎬
⎭ . (17)
Proof. It is a direct consequence of Theorem 2.1 by using
LCn
[
1
1 − x1x ,
1
(1 − x1x)(1 − x2x) , . . . ,
1∏n
i=0(1 − xi+1x)
]−1
|x=0
= LRn
⎡
⎣1, 1 − x1x, (1 − x1x)(1 − x2x), . . . , n∏
i=1
(1 − xix)
⎤
⎦
|x=0
,
which results from the fact that
[xn−k]
n∏
i=k+2
(1 − xix) = δn,k. 
More interestingly, letting φi(x) = 1/φ(xqi) and k = 0 in Theorem 2.1, we then come to an exten-
sion of the Lagrange–Bürmann expansion formula over the ring C(q)[[x]] , the ring of formal power
series in x with coefﬁcients in C(q) (the ﬁeld of rational functions in q; see [9, pp. 180–181]).
Corollary 2.1 (q-Analogue of Lagrange–Bürmann expansion formula). For φ(x) and F(x) ∈ C(q)[[x]] :
φ(0) /= 0, we have
F(x) =
∞∑
n=0
cnx
n∏n
i=0 φ(xqi)
, (18)
where the coefﬁcients
cn =
n∑
k=0
[xk]F(x) ∑
i ji
k = j0  j1  j2  · · · jn  jn+1 = n
n∏
i=0
[xji+1−ji ]φ(xqi). (19)
We remark that such sort of generalizations has been, as a highly promising way for good q-
analogues of the Lagrange–Bürmann formula, considered successively by Andrews [1] and others. The
reader may consult the survey [28] of Stanton concerning these. Obviously, our conclusion is different
from all already existing results.
3. Associated matrix inversions
As recalled earlier, the Lagrange–Bürmann expansion formula is often called the Lagrange inversion
formula. So said because that it offers a calculation for the compositional inverse of formal power
series, which is, as well-developed and presented in [loc.cit., Chapter 1] by Henrici, essentially a pair of
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invertible ILTmatrices. Now, using themethod of Henrici, we proceed to set up such amatrix inversion
corresponding to the foregoing Theorem 2.1. The result may be stated as follows.
Theorem 3.1 (Generalized Lagrange–Bürmann inversion). Under the notation and assumption as in
Theorem 2.1. We have⎛
⎝ 1
(n − k)!Dn,k
〈
1
φ0(x)
,
1
φ1(x)
, . . . ,
1
φn(x)
∣∣∣∣∣
k∏
i=0
ψi(x)
〉⎞⎠−1
n k 0
(20)
=
⎛
⎝ 1
(n − k)!Dn,k
〈
1
ψ0(x)
,
1
ψ1(x)
, . . . ,
1
ψn(x)
∣∣∣∣∣
k∏
i=0
φi(x)
〉⎞⎠
n k 0
.
Proof. The existence of the inverse of (A(n, k)), say (B(n, k)), is self-evident. Based on this, it is easily
seen that the system of linear equations
xk
k∏
i=0
ψi(x) =
∑
n k
A(n, k) xn
n∏
i=0
φi(x) (21)
is equivalent to
xk
k∏
i=0
φi(x) =
∑
n k
B(n, k) xn
n∏
i=0
ψi(x). (22)
Upon applying Theorem 2.1 to these two relations, we immediately assert the theorem. 
The special case of Theorem 3.1 with φi(x) = 1/φ(x),ψj(x) = ψ(x)(i, j 1) and φ0(x) = 1,
ψ0(x) = h(x) can be given in closed form and is of value.
Corollary 3.1 (Egorychev [7, Theorem 3.1.2 and Corollary]). For all h(x),φ(x), and ψ(x) ∈ C[[x]] :
h(0)φ(0)ψ(0) /= 0, there holds
(
[xn−k](1 − (φ(x)))h(x)ψk(x)φn(x)
)−1
n k 0
=
(
[xn−k] 1 + (ψ(x))
h(x)φk(x)ψn(x)
)
n k 0
, (23)
or equivalently
(
[xn−k]h(x)ψk(x)φn(x)
)−1
n k 0
=
(
[xn−k] (1 − (φ(x)))(1 + (ψ(x)))
h(x)ψn(x)φk(x)
)
n k 0
, (24)
where the mapping
 : f (x) → xf ′(x)/f (x) (25)
and f ′(x) is the ﬁrst (formal) derivative of f (x).
Proof. It is sufﬁcient to show (23) since (24) follows under the replacement that h(x) → h(x)/(1 −
(φ(x))). To show (23), we start with (14) to ﬁnd
(A(i, j))(n+1)×(n+1)
= LCn
[
1,
1
φ(x)
,
1
φ2(x)
,
1
φ3(x)
, . . . ,
1
φn(x)
]−1
|x=0
(
[xi−j]h(x)ψ j(x)
)
(n+1)×(n+1)
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=
(
[xi−j] 1
φj(x)
)−1
(n+1)×(n+1)
(
[xi−j]h(x)ψ j(x)
)
(n+1)×(n+1) ,
which is equivalent to
(A(i, j))−1(n+1)×(n+1) =
(
[xi−j]h(x)ψ j(x)
)−1
(n+1)×(n+1)
(
[xi−j] 1
φj(x)
)
(n+1)×(n+1)
.
Observe the basic relation
[xi−j](1 − (φ(x)))φi−j(x) = δi,j ,
giving rise to(
[xi−j] 1
φj(x)
)−1
(n+1)×(n+1)
=
(
[xi−j](1 − (φ(x))φi(x)
)
(n+1)×(n+1) ,
(
[xi−j]h(x)ψ j(x)
)−1
(n+1)×(n+1) =
(
[xi−j]1 − (1/ψ(x))
h(x)ψ i(x)
)
(n+1)×(n+1)
with  given by (25). It gives the complete proof of (23). 
It is of particular importance to note that Corollary 3.1 provides a uniﬁed framework for all inverse
relations classiﬁed by Riordan in his book [23]. To the best knowledge of the author, it was ﬁrst
established by Egorychev [7] in terms of the Res operator from the theory of integral representation of
combinatorial sums. In a more recent paper [[21], Theorem 6], Merlini–Sprugnoli–Verri rediscovered
this inversion by introducing implicit Riordan array, analogous to Riordan array. In our latest paper
[19], we reproved these results by applying Lemma 1.1 directly to analytic functions.
We end this paper by offering, as speciﬁc cases of Corollary 3.1, the following explicit matrix
inversions. To the best of our knowledge, they are of practical value and have never been recorded
(except Inversion (29)) in the literature. In what follows, the binomial coefﬁcients are deﬁned by(
x
n
)
:= x(x − 1)(x − 2) · · · (x − n + 1)
n! (26)
for x ∈ C and n ∈ N.
At ﬁrst, we readily obtain the following uniﬁed forms for all Abel-type inverse relations discussed
by Riordan. See, e.g., [23, Table 3.1].
Example 3.1. For arbitrary complex numbers p, q, c, there hold(
c + kp + kq
c + np + kq
(
c + np + kq
n − k
))−1
=
(
c + kp + kq
c + kp + nq
(−c − kp − nq
n − k
))
, (27)
((
c + np + kq
n − k
))−1
=
(
E(n, k)
(c + kp + nq)(c + kp + nq + 1)
(−c − kp − nq
n − k
))
, (28)
where
E(n, k) = {c + n(p + q)}{c + k(p + q)} + (n − k)pq + (c + np + kq).
Proof. Both are direct consequences of Corollary 3.1 under the simultaneous specialization that
(h(x),φ(x),ψ(x)) → ((1 + x)c , (1 + x)p, (1 + x)q). 
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Furthermore, also as immediate consequences of Corollary 3.1, we readily obtain a uniﬁed form for
all Gould- and Legendre-type inverse relations [23, Tables 2.2, 2.5 and 2.6].
Example 3.2. For three complex numbers p, q, c, there hold
(
(c + np + kq)n−k
(n − k)!
)−1
=
(
F(n, k)
(−c − kp − nq)n−k−2
(n − k)!
)
, (29)
(
(c + kp + kq)(c + np + kq)n−k−1
(n − k)!
)−1
=
(−(c + kp + kq)(−c − kp − nq)n−k−1
(n − k)!
)
, (30)
where
F(n, k) = {c + n(p + q)}{c + k(p + q)} + (n − k)pq.
Proof. These two inversions are particular consequences of Corollary 3.1 corresponding to the case
(h(x),φ(x),ψ(x)) → (exc, exp, exq). 
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