Abstract-In this paper, we propose low precision -optimal analog-to-digital converters (ADC) where quantization levels and thresholds are set nonuniformly to minimize the bit-error rate ( ) in a high data rate communication link. This is in contrast to how ADCs are used today, in which they act as transparent waveform preservers. Simulations for various communication channels show that for 2-PAM modulation, the -optimal ADC achieves shaping gains that range from 2.5 dB for channels with low intersymbol interference (ISI) to more than 30 dB for channels with high levels of ISI. Moreover, a 3-bit -optimal ADC achieves the same or even lower than a 4-bit uniform ADC. With a DFE and a high-ISI channel, a 3-bit -optimal ADC achieves lower than a 5-bit uniform ADC.
quantization [see Fig. 1(b) ] along with its probability density function (PDF) [see Fig. 1(c) ]. Signal statistics can be exploited to assign thresholds and levels in the ADC to improve system performance. The problem of determining the SQNR optimal set of quantization levels and thresholds was solved in [11] and [14] . The Lloyd-Max algorithm was proposed to iteratively determine the optimal levels and thresholds of a quantizer. Recent work [7] has studied the issue of adaptively computing reference levels for a level-crossing ADC. We show in this paper that the Lloyd-Max algorithm improves SQNR in communication links but does not necessarily reduce . The need for optimizing ADCs especially in multigigabit links has resulted in significant recent research activity, such as a study of communication limits under low-precision ADC [2] , [20] and the application of the mutual-information metric to design such ADCs [23] . Related work on the application of low-precision ADCs also includes the use of dither for signal reconstruction [13] , the use of a 1-bit ADC for frequency estimation [9] and ADC threshold optimization for signal amplitude estimation [17] .
In this work, we propose an ADC for high data rate communication links in which the quantization levels and the quantization thresholds are set to minimize the . We term such an ADC, a -optimal or -aware ADC because it employs a detection criterion and, instead of SQNR, maximizes the probability of detecting a transmitted bit correctly. The idea of -optimal analog/mixed signal components is not novel, as -optimal equalizers [6] , [22] and sampling phase adjustment [6] , [19] have been proposed. However, this work in conjunction with [12] is amongst early work that we are aware of, to directly address the issue of designing -optimal ADCs. This paper augments results presented in [12] with a discussion of: 1) decision-feedback equalization (DFE); 2) 4-PAM modulation; 3) more comprehensive analysis of Lloyd-Max ADCs with realistic backplane channels; and 4) application of importance-sampling (IS) to evaluate and verify for nonuniform ADC based backplane links.
Recent work presented in [3] and [4] addresses the issue of optimally setting the dynamic range of a uniform ADC. Further, [5] and [10] address the problem of determining reference level settings for DFE-based backplane receiver.
-optimal ADCs differ from various digitally-assisted ADCs [15] , [16] as the latter optimize signal-fidelity based metrics (for, e.g., [16] maximizes SFDR).
The rest of this paper is organized as follows. Section II presents a motivational example to demonstrate that an ADC designed based on the detection criterion is superior to that designed to optimize SQNR. We then describe a numerical gradient-descent approach to compute -optimal levels and thresholds for an equalizer-based communication link. In Section III, we present an overview of the analysis and simulation methods employed in the paper. We show that importance-sampling is an ideal technique to estimate the for such links, where it is not feasible to run long simulations at very low levels. We then present a comparison of the performance of -optimal and traditional ADCs via analysis and simulations for various channels, modulation and equalization techniques. Fig. 1(a) illustrates a typical digital communication link where the ADC at the receiver is followed by some digital processing prior to detection. Assuming 2-PAM modulation, the transmitter sends a random sequence of bits through the channel. At the receiver, the ADC quantizes the signal, and the outputs are subsequently processed to account for ISI from the channel. A slicer following the digital processor makes a hard decision on which bit has been transmitted. As shown in Fig. 1(b) , the ADC consists of a baud-spaced sampler followed by a quantizer. At a given sampling time index , the input to the quantizer is given by (1) where is the transmitted bit, the baud sampled impulse response of the channel with memory , and is modeled as additive white Gaussian noise with variance . The noise-free channel output is given by . The ADC output space , has levels and thresholds , , where is equal to . The mapping between and the quantized signal is
II. ADC DESIGN METHODS
The thresholds , determine the ADC decision regions, while the levels , represent the ADC output levels corresponding to the decision regions. In general, the decision regions and their representative levels can be nonuniformly spaced to best capture the information present in the ADC input signal. The ADC output is then digitally processed with one of several techniques present in communications literature to estimate the transmitted bit sequence, . We first look at the two most commonly employed ADC reference level design criteria prior to presenting -optimal ADCs.
A. Uniform ADC
In a uniform ADC, the quantization levels are spread evenly within the signal dynamic range. The minimum and maximum input amplitudes expected by this ADC are expressed as and , respectively. The quantizer step-size is . For sufficiently small quantization error, is assumed to be a uniformly distributed random variable, bounded between and and independent of the input. Quantization noise power is given by . For uniform quantization, SQNR can be calculated from , where is the average signal energy in the ADC input. Each additional bit increases SQNR by about 6 dB.
B. Nonuniform ADC Lloyd-Max Quantizer
A Lloyd-Max Quantizer [11] , [14] minimizes the distortion measure known as the mean-squared error (MSE) , given by (3) where is the random variable representing input , is its assumed probability density function (PDF), are the reference levels and are the thresholds. Here, and . Stationary points of the MSE in terms of and can be found by differentiation with respect to and [11] (4) (5) These equations are often difficult to solve, so the Lloyd-Max algorithm iteratively determines and . Although this algorithm improves SQNR, we find that it is not the same as minimizing . In this section, we first illustrate the need to jointly design the ADC and the detector through a motivational example. This is followed by a discussion of ADCs in the context of equalization-based detectors, which are the subject of this paper.
C. -Optimal ADC: A Motivational Example
Consider a communication link (Fig. 2) , where the transmitter employs 2-PAM modulation and the channel is represented by the discrete-time impulse response [0.25 0.75]. The receiver consists of a decision device immediately following the ADC, i.e a decision on the transmitted symbols is made based on the ADC output. We apply Bayesian Hypothesis Testing with the ADC inputs being treated as observations of the random variable , and the two hypotheses on the transmitted symbol being and if else (6) Here, denotes a particular value realized by the random variable . Now
Assuming that the transmitted symbols are independent and identically distributed and the additive noise has variance and (11) From (6)- (11), the optimal detection rule is given as if else (12) Solving the inequality (12) for the high SNR case, the observation can be divided into four regions with three thresholds, and the decision rule is given by if (13) else (14) This can be understood from the fact that the noise-free channel output takes four possible values from the set . The ADC input therefore, has a multimodal distribution consisting of a mixture of Gaussian modes centered at each of these values. The modes centered at 0.5 and 1 correspond to a transmitted 1 and those centered at 1 and 0.5 correspond to a transmitted 1. The ADC thresholds are designed such that the modes are mapped to the corresponding hypothesis on the transmitted symbol. The -optimal ADC in this case is clearly not SQNR optimal, as mapping the mode centered at 0.5 to a 1 and vice versa would incur a heavy SQNR cost.
In this paper, we assume that the ADC output is processed by a linear equalizer (LE) or a decision-feedback equalizer (DFE) whose feed-forward and feedback coefficients are denoted by vectors and , respectively. The output of an -tap linear equalizer (LE) will be the convolution of the ADC outputs and the equalizer coefficients . The estimate of the transmitted symbol is , where is the slicer input ( Fig. 1(a) ). In the case of a DFE, . Here is introduced to account for delay in the channel and equalizer; it must be chosen carefully to achieve good .
D. Optimal ADC: Design
We propose quantization based on the detection criterion, by setting the levels and thresholds nonuniformly using the metric. In the system presented in Fig. 1(a) , an error is made when (assuming ), so is computed by averaging over all possible values of and hence all vectors such that (assuming LE-based receiver) produces an error at the slicer (15) where is given by (16) signifies the probability of an event, and is the Gaussian Q function.The equalizer output is given by (17) A -optimal ADC is one where and are chosen to minimize (15) .
For fixed equalizer coefficients and reference level settings, we consider the -tuple ADC output space . The equalizer uniquely partitions into hypotheses and ( , , , and ) corresponding to a detected 0 and 1, respectively, for 2-PAM (4-PAM). The noise-free -tuple channel output space can be classified into and ( , , , and ) corresponding to a transmitted 0 and 1 (0, 1, 2 and 3), respectively, for 2-PAM (4-PAM). The ADC must map and to and , respectively, i.e., we should observe no errors when noise is absent. The presence of noise results in events being mapped to and vice versa, leading to errors at the detector. At high-SNR, the minimum pairwise distance between -tuples from and ( and ) determines the most likely error-event. This distance can be viewed as an effective eye opening for the nonuniformly spaced ADC-based receiver.
A closed form expression for the optimal parameters of the ADC, and , is difficult to obtain due to the highly nonlinear objective function. Therefore, we employ the gradient descent algorithm to determine the parameters. The following update equations are used to compute iteratively. For the th iteration of the algorithm, we have (18) The placement of remains the same as given by (5) . To avoid differentiating the sign function, the gradient is computed by finite differences-each entry in the gradient vector is obtained by perturbing the reference levels and computing the change in due to this perturbation [21] . The cost function can also be optimized with respect to the reference levels using techniques such as Nelder-Mead which are suitable for nonlinear cost functions.
This algorithm can readily be extended to decision-feedback equalizers by replacing the right hand side of (17) with . In this section, we first summarized the commonly employed ADC reference level design techniques. Further, we motivated the need to employ optimal ADC reference level placement through an example which highlighted the difference between the fidelity and detection criteria. The cost function for a communication link with a nonuniform reference level ADC and an equalizer-based receiver was presented. The benefits of calibrating the ADC reference levels based on this function is the subject of the remainder of the paper. We demonstrate next in simulations that the -optimal ADC outperforms the uniform and Lloyd-Max quantization approaches for several backplane-like channels with different levels of ISI.
III. ANALYSIS AND SIMULATION RESULTS
In this section, we first present the analysis and simulation methodology employed in this paper. This is followed by simulation results demonstrating the effectiveness of the proposed ADC design approach for typical high speed communication links.
A. Simulation Methodology
First, given a channel impulse response, a minimum mean squared error (MMSE) linear equalizer is obtained assuming a uniform ADC. Next, (18) was used to iteratively approximate the minimum thresholds and representation levels for the ADC. Eq. (15) was then used to compute the analytically. We verified our expressions through a combination of Monte-Carlo simulations and Importance Sampling (IS, Section III-A1). In order to isolate the effect of nonuniform quantization, the equalizers in all setups are MMSE equalizers. In addition, only equalizer inputs are quantized; the equalizer itself has infinite precision. Signal-to-noise ratio (SNR) was computed by . We define the ADC shaping gain as (19) to quantify the reduction in transmitted SNR necessary to achieve a target , achieved via the -optimal techniques.
1) Importance Sampling Review: Importance sampling (IS) is a well-known statistical tool to estimate the probabilities of rare events. For such events, it is often not computationally feasible to run a Monte-Carlo simulation to estimate the desired probability. Importance sampling relies on a combination of simulation and analysis to determine the estimate. The probability distribution that governs the occurrence of the rare event is skewed, in order to make it occur more often. The IS-estimator applies a correction factor to the conventional Monte-Carlo estimator in order to evaluate the probability of the event based on the knowledge of the original distribution and the skewed distribution. In this paper, where it is desired to estimate , we alter the noise distribution by increasing its variance. This leads to more error events. A correction factor equal to the ratio of the original and altered distribution is applied to the MC-estimator. The above discussion is summarized in the following analysis.
Consider an event defined in the space of a random variable , which is a function of random variables with known distribution The probability of event is given as where, is the indicator function for the event . The Monte-Carlo estimate of the event probability after trials is given as (20) If the event is so rare that it is computationally infeasible to observe it with sufficient frequency, we skew the distribution to obtain . The modified estimator, known as the IS-estimator, is given by where (21)
In order to evaluate the performance of a nonuniform ADC at high SNR, we treat the -tuple ADC input as the random vector , the slicer input as and occurrence of detection error as the event of interest. The Gaussian noise distribution was perturbed from to by increasing its variance in order to observe errors more frequently. It can be shown that correction term in the IS-estimator is given by 
B. -Optimal ADC Versus Lloyd-Max ADC
The -optimal ADC is based on the detection criterion, whereas the uniform and Lloyd-Max ADCs are both based on the fidelity criterion. Although a Lloyd-Max ADC can improve SQNR, Fig. 4 shows that a 2-bit Lloyd-Max ADC followed by a MMSE linear equalizer results in little improvement in when compared with a 2-bit uniform ADC followed by a MMSE LE. This observation indicates that SQNR is not the best metric when the goal is to reduce . In contrast, a receiver based on the detection criterion (2-bit -optimal ADC followed by minlinear equalizer, where the equalizer coefficients are computed in a similar manner as in (18) using gradient descent algorithm), results in significant improvement, surpassing even a 3-bit uniform ADC for . This clearly demonstrates that the detection criterion is a more effective metric than the fidelity criterion in communication links.
C. -Optimal ADC Versus Uniform ADC
We now present results from analysis of four different scenarios representing different modulation, channel and equalization types. The channels models correspond to FR-4 backplane channels carrying 10 Gb/s data. First, we study the simplest practical case of a low-ISI channel that employs 2-PAM modulation and a linear equalizer. In order to compare the shaping gains for low-ISI and high-ISI channels, we then investigate a high-ISI channel with the same modulation (2-PAM) and equalization (LE). The third case study deals with the most commonly occurring scenario-a high-ISI channel Fig. 5(b) shows that a 3-bit -optimal ADC performs better than a 3-bit uniform ADC. Furthermore, a 3-bit -optimal ADC is as effective or better than a 4-bit uniform ADC. The curve for an infinite precision ADC, infinite precision equalizer is also displayed for comparison purposes. In both the low and high SNR regimes ( and , respectively), the shaping gain achieved by the -optimal ADC is 2.5 dB. 2) Case B (see Fig. 6 ): When channels with high levels of ISI are employed for testing, the 3-bit -optimal ADC is significantly better than the 3-bit uniform ADC as shown in Fig. 6(b) . In this case, performance of the 3-bit uniform ADC does not improve with increasing SNR due to severe quantization noise. Compared to a 3-bit uniform ADC, ADC shaping gain is too large to be quantified; compared to a 4-bit uniform ADC, . 3) Case C (see Fig. 7 ): In this study, we compare the uniform, Lloyd-Max and -optimal quantization techniques, for a backplane-like link that employs 2-PAM modulation and decision-feedback equalization. The 3-bit uniform and Lloyd-Max ADCs achieve similar across the SNR range considered. The 3-bit -optimal ADC offers a shaping gain over the 5-bit uniform ADC. The 4-bit -optimal ADC offers a shaping gain over the 5-bit uniform ADC. Table I summarizes the SQNRs achieved by the 3-bit Lloyd-Max and -optimal ADCs at the ADC output. From  Fig. 7 , it is clear that the 3-bit -optimal ADC achieves lower than a 3-bit LM ADC. Table I indicates that the 3-bit -optimal ADC in fact achieves lower SQNR. This confirms that higher SQNR does not imply better . 4) Case D (see Fig. 8 ): In this study, we compare the uniform, Lloyd-Max and -optimal quantization techniques, for a backplane-like link that employs 4-PAM modulation and decision-feedback equalization. versus SNR curves for a 3-bit uniform, Lloyd-Max (LM) and -optimal ADC, 4-bit -optimal ADC, and 5-bit uniform ADC, respectively.
TABLE I 3-BIT ADC: SQNR VERSUS SNR
The 4-bit LM ADC offers improvement over the 4-bit uniform ADC and achieves same as the 4-bit -optimal ADC up to [see Fig. 8(b) ]. However, the 4-bit -optimal ADC has superior asymptotic efficiency to the LM ADC as observed from the steeper drop in at high SNR. Fig. 9 illustrates the multimodal ADC input signal distribution for the channels considered in this section. The figure also depicts the positions of the reference levels as obtained by the two conventional techniques (uniform and Lloyd-Max) and the proposed -optimal technique. An ADC with dynamic range optimized as suggested in [3] and [4] is expected to offer performance superior to a traditional uniform ADC. Such a uniformly spaced ADC is based on the principle of allocating levels to the inner regions of the signal where the probability of occurrence is higher. We expect the LM-ADC performance results to capture the best performance of such signal-fidelity based techniques. It is clear from this figure that the -optimal levels can be quite different from the LM and uniform levels. While the LM-ADC allocates some levels to capture the outer regions of the ADC input signal, the -optimal ADC is aware of the fact that these signal occurrences are likely due to strong 1 or a strong 0 and can tolerate more quantization errors.
IV. CONCLUSION
In this paper, we proposed the idea of configuring the reference levels and thresholds of an ADC based on the metric, which is the system-performance metric of interest in a communication link. We first showed through an example that the ADC must be codesigned with the detector for optimality. Further, equalizer-based links were considered, and this technique offers greater shaping gains with a 2-PAM based high-ISI channel as compared to a low ISI channel. The -optimal ADC results in a greater than a 1-bit improvement for a 2-PAM high-ISI channel with LE. The shaping gain is even better in a DFE-based link, where a 2-bit reduction in ADC precision was demonstrated at the same link . The technique is less effective when 4-PAM modulation is employed, as the closer grouping of constellation points in 4-PAM (for a given peak swing) diminishes the possibility of improving signal margins at the slicer, by adjusting reference levels.
The promise of employing a -optimal ADC preceding a LE/DFE in a backplane link motivates a similar study with another frequently applied equalization technique for ISI-channels, i.e., MLSE equalization. The work in [23] addresses ML decoding in the context of Mutual Information (MI) optimal ADCs for some synthetic channels. Since MLSE decoding fundamentally involves mapping the received sequence to a transmitted symbol sequence in a nonlinear manner, a -optimal ADC can be introduced without necessitating a linearizing transformation of the ADC output, leading to complexity savings. 
