We prove that, under some additional assumption, Putinar's Positivstellensatz holds on cylinders of type S × R with S = {x ∈ R n | g 1 (x) ≥ 0, . . . , g s (x) ≥ 0} such that the quadratic module generated by g 1 , . . . , g s in R[X 1 , . . . , X n ] is archimedean, and we provide a degree bound for the representation of a polynomial f ∈ R[X 1 , . . . , X n , Y ] which is positive on S × R as an explicit element of the quadratic module generated by g 1 , . . . , g s in R[X 1 , . . . , X n , Y ]. We also include an example to show that an additional assumption is necessary for Putinar's Positivstellensatz to hold on cylinders of this type.
Introduction
Putinar's Positivstellensatz ( [9] ) is one of the most celebrated results in the theory of sums of squares and certificates of non-negativity. This theorem states that given g 1 , . . . , g s ∈ R[X] = R[X 1 , . . . , X n ] such that the quadratic module M (g 1 , . . . , g s ) generated by g 1 , . . . , g s in R[X] is archimedean, every f ∈ R[X] positive on S = {x ∈ R n | g 1 (x) ≥ 0, . . . , g s (x) ≥ 0} belongs to M (g 1 , . . . , g s ), which is a certificate of the non-negativity of f .
We explain now the terminology in the preceding paragraph. A subset M ⊂ R[X] is a quadratic module if it satisfies
e. M is closed under multiplication by squares).
Another of the most important results in the theory of sums of squares and certificates of non-negativity is Schmüdgen's Positivstellensatz ( [10] ). This theorem states that given given g 1 , . . . , g s ∈ R[X] such that the set S ⊂ R n is compact, every f ∈ R[X] positive on S belongs to the preordering T (g 1 , . . . , g s ) generated by g 1 , . . . , g s in R[X], which is a certificate of the non-negativity of f .
As before, we explain the terminology we have just used. A subset T ⊂ R[X] is a preordering if it satisfies
• T + T ⊂ T ,
• T T ⊂ T (i.e. T is closed under multiplication).
The set of sums of squares R[X] 2 is the smallest preordering in R [X] . It is easy to see that T ⊂ R[X] is a preordering if and only if it is a quadratic module and it is closed under multiplication. Given g 1 , . . . , g s ∈ R[X], the preordering generated by these polynomials in R[X] is T (g 1 , . . . , g s ) = I⊂{1,...,s} σ I i∈I g i | σ I ∈ R[X] 2 for every I ⊂ {1, . . . , s}
and it is the smallest preordering in R[X] which contains g 1 , . . . , g s . It is clear that M (g 1 , . . . , g s ) is included in T (g 1 , . . . , g s ). Every polynomial f ∈ T (g 1 , . . . , g s ) is non-negative on the set S ⊂ R n , but the converse is not true in general (again, see [12, Example] We include the precise statement of this last result, but we introduce first some useful definition already present in [6] , [7] , [8] , [11] , etc.
we consider the norm of f defined by
where for α = (α 1 , . . . , α n ) ∈ N n 0 ,
Note that the definition of this norm is made in such a way that for every
The precise statement of [6, Theorem 6 ] is the following.
Theorem 2 (Putinar's Positivstellensatz with degree bound) Let g 1 , . . . , g s ∈ R[X] such that
n and such that the quadratic module M (g 1 , . . . , g s ) is archimedean. There exists a positive constant c such that for every
. . , g s )
In the degree bound above, e = 2.718... is the base of the natural logarithm. Note that the constant c depends on g 1 , . . . , g s but it is independent of f .
The problem of representing positive polynomials as sums of squares for cylinders with compact crosssection has been studied within the more general framework of the moment problem in [3] , [4] and [7] . Under some extra mild assumption, in [7, Theorem 3] Powers obtains an extension of Scmhüdgen's Positivstellensatz to cylinders of type S × F with S ⊂ R n a compact semialgebraic set and F ⊂ R an unbounded closed semialgebraic set. The precise extra assumption under consideration is the following.
In other words, the condition of being fully m-ic on S is that, when the variable Y is distinguished, the leading coefficient (which is a polynomial in R[X]) does not vanish on S. To obtain [7, Theorem 3] , given f ∈ R[X, Y ] a positive polynomial on S ×F , the idea is to consider the variable Y as a parameter and to produce a uniform version of [11, Theorem 3] , in such a way that all the representations obtained for all the specializations of Y can be glued together to obtain the desired representation for f .
In this paper we borrow and combine many ideas and techniques from [6] , [7] and [11] to extend Putinar's Positivstellensatz to cylinders of type S × R, again under the extra assumption in Definition 3. Before stating our main result, we introduce some definition and notation.
we consider another norm of f defined by
its homogenization with respect to the variable Y .
Let ∅ = S ⊂ R n be a compact set and let f ∈ R[X, Y ]. If f is fully m-ic on S and f > 0 on S × R, it is clear that m is even and f m > 0 on S. It can also be easily seen that if we take
thenf > 0 on the compact set S × C.
Note that we keep the notation M (g 1 , . . . , g s ) for the quadratic module generated by g 1 , . . . , g s in R[X]. We state now our main theorem.
f can be written as
As in Theorem 2, the constant c depends on g 1 , . . . , g s but it is independent of f . Note that, when m = 0, this is to say, f ∈ R[X], the bound in Theorem 7 is of similar type to the bound in 2.
Theorem 7 is basically Putinar's Positivstellensatz under the additional assumption that f is fully m-ic on S. Next example, which is a variation of [12, Example] shows that either this one or some other additional assumption is indeed necessary.
we have an identity
with at least one of p 1m ′ , . . . , p s 1 m ′ , q 1m ′ , . . . , q s 2 m ′ not identically zero. Looking at the degree in Y at both sides of (1), we have m ′ ≥ 1. If m ′ ≥ 2, looking at the terms of degree 2m ′ in Y at both sides of (1) we have 0 =
and this is impossible because the polynomial on the right hand side is positive in [−1, 1] with the only possible exception of a finite number of points. If m ′ = 1, looking at the terms of degree 2 in Y at both sides of (1) we have
and this is impossible since it is exactly the well-known example from [12, Example] .
As in [7, Theorem 3] , the general idea to prove Theorem 7 is, given f ∈ R[X, Y ] a positive polynomial on S × R, to consider the variable Y as a parameter and to produce, this time, a uniform version of Theorem 2 ([6, Theorem 6]), in such a way that all the representations obtained for all the specializations of Y can be glued together to obtain the desired representation for f .
Actually, the proof of [6, Theorem 6] uses [11, Theorem 3] , and the proof of [11, Theorem 3] uses the bound for Pólya's Theorem from [8, Theorem 1] . For us, in order to succeed to prove Theorem 7 following the described strategy, we need to reorganize these ideas in a way that we use directly [8, Theorem 1] without going through [11, Theorem 3] as a packaged theorem (even though we use ideas from its proof).
Since Pólya's Theorem plays such a significant role, we first prove the following auxiliary proposition, which is a a version of Theorem 7 under the extra assumption that the set S is included in the interior of a convenient simplex. Then, Theorem 7 is obtained by simply composing with a linear change of variables.
Notation 9
For n ∈ N, we denote by ∆ n the simplex
and such that the quadratic module M (g 1 , . . . , g s ) is archimedean. There exists a positive constant c such that for every
A nice fact about the bound in Proposition 10 is that it is singly exponential in d, meanwhile the bound in Theorem 7 is doubly exponential in d. This could be of independent interest even in the case m = 0, this is to say, f ∈ R[X] positive on S.
Proof of the main result
As said in the introduction, to prove Theorem 7 we borrow and combine many ideas and techniques from [6] , [7] and [11] . We start this section by quoting some results from these papers. We will also use many other general ideas from these sources which is not possible to quote independently but we want to give them credit for.
The following two auxiliary results come from [6, Remark 12] and [6, Proposition 14].
Remark 11 For every k ∈ N and t ∈ [0, 1],
If in addition g 1 , . . . , g s are homogeneous, then
Next remark is present in the proof of [6, Lemma 13] and is similar to a remark made in the proof of [11, Lemma 9] .
By Lojasiewicz inequality (see [1, Corollary 2.6.7] ), there exist c 1 , c 2 > 0 such that for everyx ∈ ∆ n ,
In particular, for x ∈ ∆ n \ S, there exists i 0 with 1 ≤ i 0 ≤ s such that g i 0 (x) < 0 and
The following remark will be useful in the proof of our main result and the idea of using a Putinar representation for a finite number of fixed polynomials comes from the proof of [11, Theorem 3] .
We need to extend the definition of • to polynomials homogeneous in (Y, Z) as follows.
we consider the new norm defined also for h by
Next auxiliary lemma will be useful to prove the degree bound from Theorem 7. We use the notation C = {(y, z) ∈ R 2 | y 2 + z 2 = 1} which we introduced before and we keep for the rest of the paper.
For everyx ∈ ∆ n , and (y, z) ∈ C, |f (x, y, z)| ≤ f • (m + 1)(d + 1).
The following lemma is an adaptation from [6, Lemma 11] .
We include also a technical lemma similar to [6, Lemma 15] .
Lemma 18 Given (c 1 , c 2 , c 3 , c 4 , c 5 , c 6 ) ∈ R 6 ≥0 , there exists a positive constant c such that for every r ∈ R ≥0 , c 1 r c 2 ≤ c e Before proving Proposition 10 we include some more notation.
Notation 19
For n ∈ N, we denote, as usual, by ∆ n the simplex
We are ready to prove Proposition 10.
Proof of Proposition 10: Without loss of generality we suppose deg g i ≥ 1 and |g i | ≤ 1 in ∆ n for 0 ≤ i ≤ s.
To prove the result, we take such a polynomial f ∈ R[X, Y ] and we need to show that we can choose the constant c independently from We prove first that there exist λ ∈ R >0 and k ∈ N 0 such that
Note that A y,z ∩ S = ∅.
To exhibit sufficient conditions for λ and k, we consider separately the casesx ∈ ∆ n \A y,z andx ∈ A y,z .
Ifx ∈ ∆ n − A y,z , by Remark 11,
Therefore the condition h(x, y, z)
Ifx ∈ A y,z , for anyx 0 ∈ S, by Lemma 17 we have
By Remark 13, there exist c 1 , c 2 > 0 and 1
By (3) and (4) we have
On the other hand, defining f • y,z = min Sf (X, y, z), again by Lemma 17 we have that
Then, by Remark 11 and using (5) y (6) we have
Finally, the condition h(x, y, z)
and
Since (2) implies (8), it is enough for λ and k to satisfy (2) y (7). So for the rest of the proof we take
In this way,
with c 4 = 2c 3 s + 1. Here (and also several times after here) we use Lemma 16 to ensure
Also, if we define ℓ = degX h, we have
with c 5 = (2c 4 + 1) max
On the other hand, using Proposition 12,
with c 6 = (c 3 s + 1) max
Now, we introduce a new variable X 0 with the aim of homogenize with respect to the variablesX and be able to use Pólya's Theorem. Let
with h ij ∈ R[X] equal to zero or homogeneous of degree j for 0 ≤ i ≤ m and 0 ≤ j ≤ ℓ. We define
which is bihomogeneous in (X 0 ,X) and (Y, Z).
On the other hand, for each (y, z) ∈ C, we consider H(X 0 , X, y, z) ∈ R[X 0 ,X]. Using Proposition 12 we have
We use now the bound for Pólya's Theorem from [8, Theorem 1] . Take N ∈ N given by
Then for each (y, z) ∈ C we have that H X 0 ,X, y, z
geneous polynomial such that all its coefficients are positive. More precisely, suppose we write
with b α ∈ R[Y, Z] homogeneous of degree m. The conclusion is that for every α ∈ N n+1 0 with |α| = N + ℓ, the polynomial b α is positive in C, and therefore is non-negative in R 2 .
Before going on, we bound N + ℓ using (10) and (11) as follows.
with c 8 = c 3 5 c 6 + 1. Now we substitute X 0 = 1 − X 1 − · · · − X n and Z = 1 in (12) and we obtain
From (14) we want to conclude that f ∈ M R[X,Y ] (g 1 . . . , g s ) and to find the positive constant c such that the degree bound holds.
The first term on the right hand side of (14) clearly belongs to
Now we focus on the second term on the right hand side of (14), which is itself a sum. Take a fixed α ∈ N n+1 0 with |α| = N + ℓ.
Moreover, we can write b α (Y, 1) as a sum of squares with the degree of each square bounded by m (see [5 
by Remark 14, we have
We conclude in this way that each term in the sum belongs to M R[X,Y ] (g 1 , . . . , g s ). In addition, for 0 ≤ i ≤ s we have
To finish the proof, we only need to bound simultaneously the right hand side of (15) and (16).
On the one hand, using (9),
with c 10 = (2c
On the other hand, using (13),
with c 11 = (1 + c 8 + c 9 )2 4(c 1 +1) and c 12 = c 7 2 c 1 +1 , again since d ≥ 1.
Finally, we define c as the positive constant obtained applying Lemma 18 to the 6-uple (c 10 , c 1 + 1, c 11 , 4(c 1 + 1), c 12 , c 1 + 1).
Before going to the proof of our main result, we include a technical lemma with a bound.
Lemma 20 Let j, d ∈ N 0 with j ≤ d. Then We are ready to prove Theorem 7.
Proof of Theorem 7:
We consider the affine change of variables ℓ : R n → R n given by ℓ(X 1 , . . . , X n ) = X 1 + 1 2n , . . . , X n + 1 2n .
For 0 ≤ i ≤ s, we takeg i (X) = g i (ℓ −1 (X)) ∈ R[X] and we define S = {x ∈ R n |g 1 (x) ≥ 0, . . . ,g s (x) ≥ 0}.
It is easy to see that ∅ = S = ℓ(S) ⊆ ∆ 
