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1. Introduction
The topological type of a degenerating family of finite branched coverings of discs
can be determined by the pair ( σ), the permutation monodromy and the braid
monodromy σ, which satisfy the equality ◦ σ = .
By the theorem of Hilden [9]-Montesinos [11], every 3-dimensional compact ori-
ented manifold can be expressed as a covering of degree 3 of the 3-sphere 3 branch-
ing at a knot, whose monodromy at each branch point is a transposition. We regard
3 as the boundary of a complex 2-dimensional polydisc. We also regard the knot as
a braid. Taking cones, we get a topological degenerating family of branched coverings
of discs. Thus every 3-dimensional compact oriented manifold can be constructed from
the pair ( σ), where is a representation of the free group of generators onto
the 3rd symmetric group 3 such that the image by of every generator is a trans-
position and σ is a braid of strings with ◦ σ = . Hence it is possible to com-
pute the fundamental group of every 3-dimensional compact oriented manifold in this
way, combining the theorem of Zariski-van Kampen (see Dimca [5]) and the method
of Reidemeister-Schreier (see Rolfsen [14]).
There exist three canonincal forms of such , that is, three canonical forms of
monodromy representations for coverings of discs of degree 3 with ( is fixed)
branch points such that the monodromy at each branch point is a transposition. Note
that finite branched coverings of discs are compact Riemann surface deleted some
discs from them. We consider branched coverings of degree 3, so we have compact
Riemann surfaces deleted 1 (Case 3) or 2 (Case 2) or 3 (Case 1) discs from them.
Each one has a canonical form of the monodromy. The braid σ such that ◦ σ =
forms a subgroup of of finite index. We call it the isotropy subgroup and denote it
by I( ). Birman and Wajnryb compute the generators of I( ) for Case 2 and 3 in [3].
In this paper, we compute the generators of I( ) for Case 1, and fundamen-
tal groups of some examples of 3-dimensional compact oriented manifolds using our
method.
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′ × (0 ′) ′ × (0 ′) ′ × (0 ′)
(0 ≤ ≤ 2π)
Fig. 1.
2. Connection between branched coverings of discs and 3-dimensional man-
ifolds
By the theorem of Hilden-Montesinos (Hilden [9], Montesinos [11]), for every
3-dimensional compact oriented manifold , there exists a topological branched cov-
ering
: −→ 3
of the 3-sphere 3 of degree 3 branching along a knot , whose monodromy around
the knot is given only by transpositions.
We regard the knot as a braid, for every knot (and link) is isotopic in 3 to
a braid. We may identify 3 with ∂( (0 ′)× (0 ′)), where (0 ′) is the disc in
the complex plane C with the center 0 and the radius ′. We may assume that is
contained in ∂ (0 ′)× (0 ′) as in Fig. 1.
Let be the cone over connecting every point of with the origin of C2.
Put 0 < ′ < and 0 < ′ < . Let
: −→ (0 )× (0 )
be the topological finite branched covering branching at with the same monodromy
as . (Such a branched covering exists by Fox completion (Fox [7]). In fact is a
cone over .) Since is a topological cone over ,
π1( − { } ) ≃ π1( ) ( = −1((0 0)))
Put
=
−1( × (0 ))
= | : −→ × (0 )
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1 2
γ1 γ
γ2
Fig. 2.
Then every ( 6= 0) is a finite branched covering of the disc × (0 ), and
can be regarded as a topological degenerating family of finite branched coverings of
discs: = { }. Its topological type is determined by the pair
( θ(δ)) (δ : 7−→ ′ (0 ≤ ≤ 2π))
of the monodromy of (for a fixed 6= 0) and the braid monodromy θ(δ) of .
But they must satisfy the following equality (Namba [12]):
◦ θ(δ) =
where θ(δ) is regarded as an automorphism of π1( × (0 )− ) (see Section 3).
Conversely, let
: π1( (0 )− { points} ) −→
be a representation whose image is a transitive subgroup of the -th symmetric group
. Let σ be a braid which satisfies
◦ σ =
We denote the points by { 1 . . . } and let γ1 . . . γ be the lassos as in Fig. 2.
Then
π1( (0 )− { 1 . . . } ) = 〈γ1 . . . γ 〉
is a free group. Put
= (γ ) ( = 1 2 . . . )
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We regard the braid σ as a link which is contained in ∂ (0 ′) × (0 ′) as in
Fig. 1. By the condition ◦ σ = , we can construct a topological branched covering
: −→ ∂( (0 ′)× (0 ′))
branching at the link σ whose monodromy is . More precisely, we can construct a
topological branched covering ′ of ∂ (0 ′)× (0 ′) branching at the link σ whose
monodromy is . We then attach solid tori to ′ at the part corresponding to the mu-
tually prime cyclic decomposition of the permutation
∞ = (γ · · · γ1)−1 = ( · · · 1)−1
over ∂ (0 ′)×∂ (0 ′). Then we get a 3-dimensional compact oriented manifold
and a topological finite branched covering
: −→ ∂( (0 ′)× (0 ′))
of the 3-sphere branching at the link σ whose monodromy is .
We then construct the topological cone of as above and construct a topolog-
ical finite branched covering
: −→ (0 )× (0 )
such that
= θ(δ) = σ
This is regarded as a topological degenerating family of finite branched coverings
of discs.
Thus to construct topological degenerating families of finite branched coverings of
discs (hence to construct 3-dimensional compact oriented manifolds) is reduced to find
out the pair ( σ) as above such that ◦ σ = .
3. Monodromy of a branched covering of degree 3 of the disc and its canon-
ical forms
Let and be Riemann surfaces and : −→ a finite branched covering,
that is, a surjective proper finite holomorphic mapping. A point of is called a
ramification point of if is not biholomorphic around . Its image = ( ) is
called a branch point of . The set of all ramification points (resp. branch points) is
denoted by (resp. ) and is called the ramification locus (resp. the branch locus).
Then
: − −1( ) −→ −
DEGENERATIONS OF BRANCHED COVERINGS 755
is an unbranched covering, whose mapping degree is called the degree of and is
denoted by deg . ( ) (or simply ) is called a finite branched covering of .
DEFINITION 1. Two finite branched coverings
: −→ ′ : ′ −→
are said to be isomorphic if there is a biholomorphic mapping ψ which makes the fol-
lowing diagram commutative:
ψ−−−−→ ′y y ′
−−−−→
DEFINITION 2. Two finite branched coverings
: −→ ′ : ′ −→
are said to be equivalent (resp. topologically equivalent) if there are biholomorphic
mappings (resp. orientation preserving homeomorphisms) ψ and ϕ which make the fol-
lowing diagram commutative:
ψ−−−−→ ′y y ′
ϕ−−−−→
Let be the Artin braid group of strings. Then is expressed as follows:
= 〈σ1 . . . σ −1 | σ σ +1σ = σ +1σ σ +1
σ σ = σ σ for | − | ≥ 2〉
Let { 1 . . . } be a set of distinct points in C. The fundamental group
π1(C− { 1 . . . } ) is the free group
π1(C− { 1 . . . } ) = 〈γ1 . . . γ 〉
generated by the lassos γ1 . . . γ as in Fig. 2.
The braid group acts on this group as follows:
σ (γ ) = γ−1γ +1γ
σ (γ +1) = γ
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σ (γ ) = γ ( 6= + 1)
Note that this action is faithful (Birman [2]). A similar assertion holds if we replace
C by a disc (0 ).
The following theorem is well known:
Theorem 1. Put = { 1 . . . } ⊂ P1 = C ∪ {∞}. For any homomorphism
: π1(P1 − ) −→ whose image Im is transitive, there exists a unique (up to
isomorphisms) finite branched covering : −→ P1 such that
⊂ =
For the proof of Theorem 1, see Forster [6]. There is a higher dimensional anal-
ogy of the theorem (Grauert-Remmert [8]). The following theorem also seems to be
well known:
Theorem 2. For two finite branched coverings : −→ P1, ′ : ′ −→ P1
such that = ′ = { 1 . . . } ⊂ C, they are topologically equivalent if and only
if there is a braid σ in such that σ∗( ) = ◦ σ = ′ . Here the equality is that
as representation classes. Moreover P1 can be replaced by C or a disc in C.
For the proof of Theorem 2, see Namba [12] or Namba-Takai [13].
Every branched covering
: −→ (0 )
of degree can be extended to a branched covering
ˆ : ˆ −→ P1
of degree in the following canonical manner: Put
= { 1 . . . } = (γ ) ( = 1 . . . )
where γ is a lasso as in Fig. 2. Let γ∞ be the lasso around the point ∞ as in Fig. 3.
Then
π1(P1 − { 1 . . . ∞} ) = 〈γ1 . . . γ γ∞ | γ∞γ · · · γ1 = 1〉
Put
∞ = ( · · · 1)−1
We define a homomorphism
: π1(P1 − { 1 . . . ∞} ) −→
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1 2
γ1 γ2 γ γ∞
∞
Fig. 3.
by
(γ ) = ( = 1 . . . ) (γ∞) = ∞
Then the branched covering
ˆ : ˆ −→ P1
corresponding to (see Theorem 1) is an extension of .
Note that if ∞ = 1, then ˆ does not branch at the point ∞.
Let
: −→ (0 )
be a branched covering of the disc (0 ) of degree 3. Let γ ( = 1 . . . ) be the
lassos as in Fig. 2. Put = (γ ) ( = 1 . . . ). Suppose that every is a
transposition in the 3rd symmetric group 3. As above, we extend the covering to that
of P1 which is denoted by the same notation for simplicity. Let γ∞ be the lasso
around the point ∞ and put
∞ = ( · · · 1)−1 = (γ∞)
as above. There are three cases:
CASE 1. ∞ = 1. In this case, the extended covering does not branch at ∞.
CASE 2. ∞ is a transposition. In this case, the point ∞ is a branch point, that is,
there is a point over ∞ with the ramification index 2. Since we may change the mon-
odromy with an equivalent representation, we may assume that ∞ = (1 2).
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CASE 3. ∞ is a cyclic permutation. In this case, the point ∞ is a branch point. We
may assume that ∞ = (1 3 2).
Under these assumptions, we have the following theorem:
Theorem 3. Under the above assumptions, the covering is topologically
equivalent to one of the following canonical forms: Arranging 1, 2 . . . in this
order:
CASE 1: (1 2), (1 2), (2 3), (2 3), (2 3) (2 3) . . . (2 3)︸ ︷︷ ︸
2
CASE 2: (1 2), (2 3), (2 3), (2 3) (2 3) . . . (2 3)︸ ︷︷ ︸
2
CASE 3: (1 2), (2 3), (2 3) (2 3) . . . (2 3)︸ ︷︷ ︸
2
where is the genus of the Riemann surface .
Theorem 3 can be proved along a similar line to that of Birman-Wajnryb [3] or
Bauer-Catanese [1], so we omit it.
4. Isotropy subgroups of the braid groups
Let
: 〈γ1 . . . γ 〉 −→
be a representation of the free group 〈γ1 . . . γ 〉 of generators into the -th sym-
metric group whose image Im is transitive.
By the discussion in Section 2, it is important to consider the braid σ ∈ such
that ◦ σ = , where the equality is not as representation classes but is just as repre-
sentations. (The action of the braid σ on the free group 〈γ1 . . . γ 〉 is defined in Sec-
tion 3.) Put
I( ) = {σ ∈ | ◦ σ = }
the isotropy subgroup of for .
Since the number of representations is finite (in fact is less than ( !) ), I( ) is
a subgroup of of finite index.
Note that the following equality holds:
I( ◦ τ ) = τ−1I( )τ
Put
(γ ) = ( = 1 2 . . . )
Now, let be the representation of one of the canonical forms as in Theorem 3.
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The following theorem is due to Birman-Wajnryb [3].
Theorem 4 (Birman-Wajnryb [3]). For Cases 2 and 3 (i.e, 1 = (1 2), 2 =
· · · = = (2 3)), I( ) is generated by the following elements:
σ31 σ2 . . . σ −1
σ−11 σ
−1
2 σ
−2
3 σ
−1
2 σ
−2
1 σ
−1
2 σ
−1
3 σ4σ3σ2σ
2
1σ2σ
2
3σ2σ1 ( ≥ 5)
The following theorem for Case 1 (i.e, 1 = 2 = (1 2), 3 = · · · = = (2 3),
where is even) is our main result in this paper.
Theorem 5. For Case 1, I( ) is generated by the following elements:
σ1 σ
3
2 σ3 . . . σ −1 σ
−1
2 σ
−2
3 σ
−1
2 σ1σ2σ
2
3σ2
σ−12 σ
−1
3 σ
−2
4 σ
−1
3 σ
−2
2 σ
−1
3 σ
−1
4 σ5σ4σ3σ
2
2σ3σ
2
4σ3σ2 ( ≥ 6)
REMARK 1. For Case 1, the generators of the isotropy subgroup I( ) of ( 2)
are described in Birman-Wajnryb ([3]) but not of .
5. Preliminary for proof of Theorem 5
In this section we recall some notations and results in the papers of Birman-
Wajnryb [3] and [4].
Let ⊂ C be a disc, a Riemann surface with boundary and : −→ a
branched covering of degree 3. We assume that is simple i.e., the inverse image of
every point in contains at least two distinct points.
Let = { 1 . . . } be the set of the branch points of and a fixed base
point on the boundary ∂ . Let
: π1( − { 1 . . . } ) −→ 3
be the monodromy homomorphism of . The total monodromy is by definition the
monodromy of the loop ∂ in the clockwise direction.
Let us recall that can be identified with the group of isotopy classes of the
homeomorphisms of that leave invariant and ∂ pointwise fixed. For an element
in , we denote by the inverse of in . We say that ∈ is liftable if
it has a representative that can be lifted to a fiber-preserving homeomorphism of
which fixes every point of the fiber −1( ). Note that ∈ is liftable if and only if
∈ I( ).
By a curve in we mean a simple path in such that (i) the initial point is ,
(ii) the terminal point is some branch point , (iii) it does not pass through the other
branch points than and (iv) it does not pass through the boundary points of . By
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( )
Fig. 4.
the monodromy of a curve α we mean (γ) (∈ 3), where γ is a simple closed path in
which bounds a region such that (i) contains α and (ii) the closure = ∪γ
of does not contain the other branch points than the terminal point of α.
By a Hurwitz system we mean an ordered set of curves α1 . . . α which meet
only at in the clockwise order. The monodromy sequence of a Hurwitz system
α1 . . . α is by definition the sequence of the monodromy of the curves α (1 ≤ ≤
). The total monodromy of a Hurwitz system is by definition the product of the mon-
odromy sequence of a Hurwitz system.
The following lemma is fundamental (cf. Birman-Wajnryb [3] p. 27):
Lemma 1. A homeomorphism ∈ is liftable if and only if it preserves the
monodromy sequence of some Hurwitz system.
By an interval in we mean a simple path such that (i) it connects two branch
points and (ii) it meets neither other branch points nor boundary points. Let be an
interval. Let be small neighborhood of which is homeomorphic to a disc. By a
rotation around we mean a homeomorphism of or the element of corre-
sponding to such that (i) is equal to the identity mapping outside , (ii) rotates
by 180 degrees counterclockwise (up to isotopy), (iii) maps onto itself and (iv)
reverses the ends of . Rotations around isotopic intervals represent the same ele-
ment of . Hence we do not distinguish between isotopic intervals. Thus the action
of an element of on an interval can be defined. We denote by ( ) the image of
an interval under a rotation around an interval . (see Fig. 4.)
The following two lemmas can be deduced from Lemma 1 immediatly (cf. Birman-
Wajnryb [3] p. 28).
Lemma 2. Let be an interval and α a curve. Assume that α meets only at
its end point. Then is liftable if and only if (α) = ((α) ).
Lemma 3. Let and be intervals which meet only at one common end point.
Assume that and are not liftable. Then = ( ) is liftable ⇐⇒ 1 = ( ) 2 is not
liftable ⇐⇒ 2 = ( ) is not liftable.
We say that a sequence of intervals 1 . . . makes up a chain if (i) the consec-
utive intervals have the common end points and no other intersection points and (ii)
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1 2 3 +1
α1 1 2
Fig. 5.
1 2 3 4 5 6
4
Fig. 6.
other pairs of intervals have no intersection points. A chain is said to be maximal if it
contains all the branch points. For a maximal chain of intervals, is generated by ro-
tations around its elements ([2]). For a Hurwitz system α1 . . . α , there corresponds
a maximal chain of intervals 1 . . . −1 such that is homotopic to α ∪α +1. Note
that α +1 is isotopic to (α ) in this case. Conversely, for a maximal chain of inter-
vals 1 . . . −1 and a curve α1 which meets the chain only at the initial point of
1, there corresponds a Hurwitz system α1 . . . α such that α +1 = (α ) for = 1,
2 . . . − 1. A chain of intervals 1 . . . is said to be regular if 1 is not liftable
and ( = 2 . . . ) are liftable.
A curve α in is said to be separating if every interval in the complement of
α is liftable. A curve α in is said to be regular if the complement of α contains a
maximal regular chain of intervals.
Let be a fixed point on ∂ . Let
ˆ : ˆ −→ P1
be an extension of . If ˆ branches at the point ∞ then by Theorem 3 (Cases 2
and 3) we can choose a Hurwitz system of curves α1 . . . α with the monodromy se-
quence (1 2), (2 3) . . . (2 3). Let be the end point of α , and 1 . . . −1 a maxi-
mal chain of intervals corresponding to the Hurwitz system. We note that 1 . . . −1
is regular. By replacing by its suitable topological equivalent branched covering, we
may assume that is the unit disc in C, = −1, and the paths α1, 1 . . . −1 lie
on the real axis from left to right. (see Fig. 5.) Note that is generated by the rota-
tions around 1 . . . −1. Let us denote by the subgroup of the liftable elements
of . Let 4 be the interval ( 4) 3 2 21 2 23 2 1 in Fig. 6.
REMARK 2. The rotation corresponds to the braid σ−1.
In the notations above Theorem 4 is expressed as follows:
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1 2 3 +1
γ
Fig. 7.
1 2 3 40 5
3
Fig. 8.
Theorem 4 (restated). The group is generated by the rotations
3
1 2 . . . −1 and 4 ( ≥ 5)
Let be a subgroup of . Intervals (or curves) , are said to be -equivalent
if there exists ∈ such that ( ) = . If and are intervals, then the rotation
( ) = implies that the rotation is equal to . For a curve or an interval , we
denote by ′ the path symmetric to with respect to the real axis. For = 2 . . .
let γ be the curve (α1) 1 · · · −2 2−1 −2 · · · 1 represented in Fig. 7.
Let α +1 = (α ) ( = 1 . . . − 1).
Proposition 1 (Birman-Wajnryb). Every curve in is -equivalent to some of
the curve α , γ , α′ or γ′ .
6. Proof of Theorem 5
In this section we treat the case where ˆ does not branch at the point ∞,
i.e. Case 1.
Let ˜ := { 0 1 . . . } be the set of branch points lying on the real axis, in
this order. In Case 1, the number of branch points is even. Hence we may assume
that is odd. By Theorem 3 we can find a Hurwitz system of curves α0 , α1 . . . α
with the monodromy sequence (1 2), (1 2), (2 3) . . . (2 3). Let 0, 1 . . . −1 be
a maximal chain of intervals corresponding to the Hurwitz system. The group ˜ ≃
+1 of the isotopy classes of homeomorphisms of that leave ˜ invariant and ∂
pointwise fixed, is generated by the rotations 0, 1 . . . −1. We denote by ˜ the
subgroup of the liftable elements of ˜ . Let 3 be the interval ( 0) 1 22 1 in Fig. 8.
REMARK 3. The rotation corresponds to the braid σ−1+1.
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0 1 2 +1
Fig. 9.
0 1 2 +1
γ
Fig. 10.
Let be the interval ( ) −1 · · · 2 21 2 · · · −2 2−1 −2 · · · 1 represented in
Fig. 9:
Theorem 5 can be expressed as follows:
Theorem 5 (restated). The group ˜ is generated by the rotations
0
3
1 2 . . . −1 3 and 4 ( ≥ 5)
Let us denote by ˜ the group generated by the rotations
0
3
1 2 . . . −1 3 and 4
Let γ be the curve (α1) 1 · · · −2 2−1 −2 · · · 1 represented in Fig. 10.
A curve is said to be admissible if it is ˜ -equivalent to some of the curves α ,
γ , α′ or γ′. An interval is said to be admissible if either (i) ∈ ˜ or (ii) /∈ ˜
but 3 ∈ ˜ . Note that if is an admissible interval or an admissible curve and if is
˜
-equivalent to , then is admissible.
Theorem 5 is clearly a consequence of the following:
Proposition 2. ˜ = ˜ . Moreover every curve in is admissible.
We prove Proposition 2 in a similar way to Birman-Wajnryb [3].
By Theorem 4 we get
Lemma 4. If is liftable and (α0) = α0, then ∈ ˜ .
REMARK 4. If is even, then and ′ are liftable. Therefore , ′ ∈ ˜
by Lemma 4.
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0 1 2 −1
′
−1
Fig. 11.
Lemma 5. If is liftable and (α ) = α , then ∈ ˜ .
Proof. Since is liftable, preserves the monodromy sequence of some Hurwitz
system. Now, we consider a Hurwitz system
(α0) ′−1 (α1) ′−1 . . . (α −1) ′−1
The monodromy sequence of this system is (2 3), (1 3) . . . (1 3), where ′−1 means
the interval ( 0) 1 · · · −3 −22 −3 · · · 1. (see Fig. 11.)
Let be an interval which is homotopic to the union (α −1) ′−1 ∪ (α ) ′−1. By
Theorem 4, belongs to the group 1 which is generated by the rotations
3
1 2 . . . −1 ( 4) 3 2 21 2 23 2 1
Note that ∈ 1. We prove 1 ⊂ ˜ .
We can check that
( 1) ′−1 0 −1 · · · 2 = 1
Hence 1 is ˜ -equivalent to 1; moreover 31 is ˜ -equivalent to 31 . It follows 31 ∈ ˜ .
We can check also that
( 2) 2 · · · −3 −3 −3 −2 −4 −3 · · · 2 3 0 = 3
= −1 for 6= 1 2
and
{( 4) 3 2 21 2 23 2 1} 4 · · · −3 −22 −3 · · · 4 3 4 · · · −2 2 3 · · · −3 ′−3
2 · · · −5 −42 −5 · · · 2 −2 ′−1
3 2
1
′
3 3 2 4 3 · · · −4 −5 = −5
where ′−1 denotes the interval ( 0) 1 · · · −2 (see Fig. 12) and 1 is a Dehn twist
around the loop 1, which points 0, −1 and are outside 1 and the union 1 ∪
· · · ∪ −3 is inside 1. Then ′−1 is ˜ -equivalent to 1. Hence
′3
−1 ∈ ˜ , and 21 is
liftable (this can be checked by using Lemma 1). Hence 21 ∈ ˜ by Lemma 4.
Since all generators of 1 belong to ˜ , it follows that 1 ⊂ ˜ .
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0 1 +1
Fig. 12.
Lemma 6. An interval is admissible if it does not meet some α .
Proof. If does not meet α0 then it is admissible by Lemma 4. If does not
meet α , then it is admissible by Lemma 5. The curve α1 is ˜ -equivalent to α0 and
for 6= 0, 1 the curve α is ˜ -equivalent to α which proves the lemma.
Lemma 7. Let = ( 0) 1 · · · −1, = ( −1) −2 · · · 1 and = ( ) for
= 2 . . . . (see Fig. 12.) Then is liftable for odd, is not liftable for even,
and and ′ are admissible for each .
Proof. It is easy to see that and are ˜ -equivalent to 1. Hence they are
not liftable. 2 = ( 0) 21 is not liftable. −1 = ( ) for all . Hence, by Lemma 3,
is liftable for odd and is not liftable for even. If < , then is admissible
by Lemma 5.
For , we can check that
(α0) −2 −2 −1 −3 −2 −4 −2 = α0
Hence, by Lemma 4, the product on the left side belongs to ˜ . Since all factors dif-
ferent from belong to ˜ , belongs to ˜ .
Finally we have ′ = ( ) 0. Hence ′ is admissible for all .
Let be a Dehn twist around the boundary ∂ . Then = ( 0 1 · · · −1) +1 and
is a generator of the center of ˜ .
REMARK 5. Note that ∈ ˜ and (α0) 0 = α0. Hence, by Lemma 4, ∈ ˜ .
For = 2 . . . , we denote by α˜ the curve (α0) 0 1 · · · −1 and by δ the curve
(α0) 0 1 · · · −2 2−1 −2 · · · 1.
Lemma 8. An admissible curve β is ˜ -equivalent to some of the curves α0, α
or α˜′2.
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Proof. We show that every curve in α , α′ , γ , γ′, ( = 0 . . . ) is ˜ -equivalent
to some of the curves α0, α or α˜′2. The curves α1 and α′1 are ˜ -equivalent to α0.
For odd, we have and ′ ∈ ˜ . Since γ = (α0) and γ′ = (α0) ′ , γ and γ′ are
˜
-equivalent to α0. For = 2 . . . − 1, the curve α is ˜ -equivalent to α and the
curve α′ is ˜ -equivalent to α′ . Note that α = (α′ ) . Hence, α′ is ˜ -equivalent to
α .
For even, we have ∈ ˜ and (γ ) · · · 2 = α˜′2. Hence γ is ˜ -equivalent
to α˜′2.
Since (γ′ ) is ˜ -equivalent to γ − +1 , γ′ is also ˜ -equivalent to α˜′2.
Lemma 9. If a curve β meets some α only at , then β is admissible.
Proof. If β meets α1 only at , then β is ˜ -equivalent to a curve which meets
α0 only at . Hence, we may assume that β meets α0 only at . By Proposition 1, β
is admissible or ˜ -equivalent to some of the curves α˜ , α˜′ , δ or δ′ , = 2 . . . .
α˜ , = 3 . . . − 1, is ˜ -equivalent to α˜2 . We have (α˜2) 13 = γ′2. Therefore α˜
is admissible for any . Similarly we can show that α˜′ is admissible for any .
If is odd, then and ′ belong to ˜ . Since (δ ) = α0 and (δ′ ) ′ = α0, δ
and δ′ are admissible. If is even, then and ′ belong to ˜ . Since (δ ) = α′+1
and (δ′ ) ′ = α +1 , δ and δ′ are admissible.
If β meets α , 6= 0, 1, only at , then it is ˜ -equivalent to a curve which meets
α only at . If β starts on the right side of α , then (β) starts on the left side of
α . So we may assume that β starts on the left side of α .
We consider the restriction of to − α . The total monodromy of the comple-
ment of α is (2 3). If we take the Hurwitz system
(α0) ′−1 (α1) ′−1 . . . (α −1) ′−1
as in the proof of Lemma 5, then by Proposition 1 β is 1-equivalent to some of the
curves (α ) ′−1, (α
′ ) ′−1, (γ ) 0 ′−1 or (γ
′ ) 0 ′−1. Since 1 ⊂ ˜ (see the proof
of Lemma 5), β is ˜ -equivalent to some of the curves (α ) ′−1, (α
′ ) ′−1, (γ ) 0 ′−1
or (γ′ ) 0 ′−1.
We can check that
{(α0) ′−1} ′−1 = α
{(α1) ′−1} 0 = γ −1
and
{(α ) ′−1} −1 · · · 2 31 2 · · · −2 ′−2 0 = γ −1 for 6= 0 1
Since the interval ( ′−1) 1 is not liftable, ( ′−1) 1 is liftable by Lemma 3, and
( ′−1) 1 belongs to ˜ by Lemma 5.
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We can also check that
{(α′1) ′−1}(( ′−1) 1) 2 · · · −3 −22 −3 · · · 2 31 2 · · · −2 ′−2 = α0
{(α′ ) ′−1} · · · −3 −22 −3 · · · 2 31 2 · · · −2 ′−2 = α0 for 6= 0 1
{(γ ) 0 ′−1}( · · · −2)( −1 · · · −3) · · · ( 2 · · · − ) ′− − +1 · · · −3
2
−2 −3 · · · 2 0 13 2 · · · −2 = γ −2 for : odd
{(γ ) 0 ′−1}( · · · −2)( −1 · · · −3) · · · ( 2 · · · − ) 22( − · · · −2)
( − −1 · · · −3) · · · ( 2 · · · ) ′ +1 · · · −2 32 = α′ −1 for : even 6= − 1
and
{(γ −1) 0 ′−1} 3
2 ′
−1 = α
′
Here 2 (resp. 3) is a Dehn twist around the loop 2 (resp. 3), which points 0,
− +1 . . . −1 and (resp. ) are outside 2 (resp. 3) and the union 1 ∪ · · · ∪
− −1 (resp. 0 ∪ 1 ∪ · · · ∪ −2) is inside 2 (resp. 3). Finally (γ′ ) 0 ′−1 is
˜
-eqivalent to (γ − +1) 0 ′−1.
Hence β is admissible.
Lemma 10. Let be an interval which meets α0 only at 0. Suppose that every
interval in the complement of ∪ α0 is liftable. Then is admissible.
Proof. We may slide the end 0 of along α0 on the right side of α0. We then
get a curve β such that (i) β meets α0 only at and (ii) β is separating in the com-
plement of α0. Hence, by Proposition 1, there exists ∈ ˜ which leaves α0 fixed and
takes β onto a curve ˜β, isotopic to one of the curves α1, γ or δ′ . If we slide back
the initial point of ˜β along α0, then we get one of the intervals 0, or ′ . These
intervals are admissible by Lemma 7. Hence is admissible.
Lemma 11. Let be an interval which meets α only at . Suppose that every
interval in the complement of ∪ α is liftable. Then is admissible.
Proof. We may slide the end of along α on the left side of α . We then
have a curve β such that (i) β meets α only at and (ii) β is separating in the com-
plement of α . Hence, by Lemma 9, β is 1-equivalent to a curve ˜β, isotopic to one
of the curves (α0) ′−1, (γ −1) 0 ′−1 or (γ′−1) 0 ′−1. If we slide back to the initial
point of ˜β along α , then we get one of the intervals ′−1, 1 or 2 in Fig. 13.
We can check that
( 1) 0 −1 · · · 2 31 =
( 2) 23 = 1
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0 1 2 −1
1
0 1 −12
2
Fig. 13.
0 1 2 3
β1
β3
β
β2
Fig. 14.
Hence, these intervals are admissible. Hence is admissible.
Lemma 12. If is liftable and (α˜′2) = α˜′2 then ∈ ˜ .
Proof. Since is liftable, preserves the monodromy sequence of some Hurwitz
system. Now, if we consider a Hurwitz system of curves β1 . . . β in the complement
of α˜′2, as in Fig. 14, then the monodromy sequence of this system is (1 3), (2 3),
(2 3) . . . (2 3).
Let be an interval which is homotopic to the union β ∪ β +1( = 1 . . . − 1).
By Theorem 4, belongs to a group 2 which is generated by the rotations
3
1 2 . . . −1 ( 4) 3 2 21 2 23 2 1
Note that ∈ 2. We prove that 2 ⊂ ˜ .
DEGENERATIONS OF BRANCHED COVERINGS 769
We can check that
1 =
′
2
( 2) 0 2 31 = 3
= for 6= 1 2
and
{( 4) 3 2 21 2 23 2 1} ′2
3
4 3 2
′
2
3 ′
3 =
′
5
Since all generators of 2 belong to ˜ , it follows that 2 ⊂ ˜ .
Lemma 13. Let be an interval which meets α˜′2 only at 2. Suppose that every
interval in the complement of ∪ α˜′2 is liftable. Then is admissible.
Proof. We can slide the end 2 of along α˜′2 on the right side of α˜′2. We then
have a curve β such that (i) β meets α˜′2 only at and (ii) β is separating in the com-
plement of α˜′2.
By Proposition 1, β is 2-equivalent to a curve ˜β, isotopic to one of the
curves β1, (β1) 1 · · · −2 2−1 −2 · · · 1 or (β1) 1 · · · −2 −12 −2 · · · 1. (see the
proof of Lemma 12.) If we slide back the initital point of ˜β along α˜′2, then we get
one of the intervals 3, 4 or 5 in Fig. 15.
Note that 2 ⊂ ˜ . (see the proof of Lemma 12). We prove that these intervals
are admissible. We can check that
( 3) 31 = 0
( 4) ′2
3
2 · · · −1 = −1
and
( 5) 0 2 · · · −1 = ′−1
These intervals are admissible. Hence is admissible.
By the index of an interval or a curve we mean the number (minimal in the
isotopy class of ) of the intersection points of with the union α0 ∪ α1 ∪ · · · ∪ α .
Lemma 14. Let be a curve or an interval such that (i) has the minimal in-
dex in its ˜ -equivalence class, (ii) is not admissible and (iii) every interval with
index smaller than the index of is admissible. Then (a) every interval in the com-
plement of is liftable and (b) every interval which meets at its end points is not
liftable.
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3
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Fig. 15.
Proof. This follows from Lemma 6, Lemma 9 and Lemma 3.10 of Birman-
Wajnryb [3].
Lemma 15. Assume that every interval and every curve with index smaller than
is admissible. Then every curve and every interval with index is admissible.
Proof. Since the total monodromy is trivial, every curve is not separating.
By Lemma 14, every curve of index is either admissible or ˜ -equivalent to a curve
with smaller index. Hence every curve is admissible.
Let be an interval with index . By Lemma 14, we can assume that every in-
terval in the complement of is liftable. Note that intersects every curve α . Let
be the first point of α0 which belongs to . Let β be a curve isotopic to the union of
the piece of α0 from to and the piece of from to an end point of . Then
β has index smaller than . Hence β is an admissible curve. Hence β meets only
at its end point. By Lemma 8, β is ˜ -equivalent to one of the curves α0, α or α˜′2.
Hence is ˜ -equivalent to an interval which meets one of the curves α0, α or α˜′2
only at its end point. Hence, by Lemma 10, Lemma 11 and Lemma 13, is admissi-
ble.
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1 2 6
Fig. 16.
Proof of Proposition 2. By Lemma 15, every curve and every interval is admis-
sible. Let be an arbitrary liftable homeomorphism in ˜ . Then (α0) is an admissi-
ble curve with monodromy (1 2). By Lemma 8 it is ˜ -equivalent to one of the curves
α0, α or α˜
′
2. But only α0 has the monodrmomy (1 2) among these. Hence there ex-
ists in ˜ such that (α0) = α0. By Lemma 4, belongs to ˜ .
This completes the proof of Proposition 2 and Theorem 5.
7. Riemann pictures and symplectic basis for canonical forms
In this section, we introduce a picture, (we call it a Riemann picture), which rep-
resents a finite branched covering of a disc topologically (see Namba-Takai [13]). We
explain it by an example:
Let us consider Case 1 of genus 1.
Let be a Riemann surface of genus 1. Let : −→ be a branched cov-
ering of degree 3 with the monodromy of canonical form of Case 1. Put =
{ 1 2 . . . 6}. Let be a reference point. We take the lassos γ around as
in Fig. 2. We extend the covering to the branched covering of P1 in a canonical way
as in Section 3. In this case, we have
π1(P1 − ) = 〈γ1 γ2 . . . γ6 γ∞ | γ∞γ6 · · · γ2γ1 = 1〉
1 = 2 = (1 2) 2 = · · · 6 = (2 3) ∞ = ( = (γ ))
Consider the picture (Fig. 16) in which the circle part of every lasso γ in Fig. 2 is
degenerated to the point :
We then pull the picture in Fig. 16 back over the covering and get the follow-
ing picture in Fig. 17 which we call the Riemann picture of :
In Fig. 17, the points 1©, 2©, 3© are the inverse images of the reference point
while the points 1 . . . 6 and ∞ are the inverse images of 1 . . . 6 and ∞ re-
spectively. Note that around every point 1©, 2©, 3©, the paths connecting to the points
1 . . . 6 and ∞ in this order are arranged clockwise. On the other hand, around ev-
ery point 1 . . . 6 and ∞, the paths connecting to the points 1©, 2©, 3© are arranged
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2
1 3
∞
∞
∞
1
2 3
4
5
6
are deleted.
Fig. 17.
counterclockwise in order to be compatible with the monodromy. (We omit unramified
points and paths connecting to them in the picture.)
The covering ( ) can be topologically expressed by this picture.
Put
ξ3 = [1 21][∞ 11][1 12]
ξ2 = [∞ 22]
ξ1 = [6 23][∞ 33][6 32]
α = [3 23][4 32]
β = [5 23][4 32]
Here the notation [6 23] for example means the path in Fig. 17 whose initial
point is 2© and the terminal point is 3© passing through the branch point 6. Then these
are loops with the initial point 2©. We can observe the following relations:
βαβ−1α−1ξ3ξ2ξ1 = 1
〈α β〉 = 1
where the notation 〈, 〉 means the intersection number. We pull back the relation
γ∞γ6 · · · γ1 = 1
over and get the following three relations:
[∞ 11][2 12][1 21] = 1
DEGENERATIONS OF BRANCHED COVERINGS 773
[∞ 22][6 23][5 32][4 23][3 32][2 21][1 12] = 1
[∞ 33][6 32][5 23][4 32][3 23] = 1
The above relation
βαβ−1α−1ξ3ξ2ξ1 = 1
can be induced from these three relations.
The Riemann picture of a general ( ) is defined as in the above example, that
is, a pull-back over of the graph on P1 of Fig. 2 degenerated the circle part of every
lasso to the branch point.
REMARK 6. 1. The Riemann picture is determined by ( ) up to orientation
preserving homeomorphisms of .
2. As noted above, we can draw the Riemann picture of ( ) even when only the
monodromy = is given and ( ) is not explicitly given.
3. In Namba-Takai [13], we have introduced another picture in order to express
( ) topologically, which we called a Klein picture. Klein pictures and Riemann
pictures are dual in a sense. Klein pictures are useful to observe the degeneration of
branched coverings, while Riemann picutres are useful to compute fundamental groups
as will be seen in Section 8.
We draw the Riemann pictures of the canonical forms in Theorem 3 (see Figs. 18,
19 and 20 for = 3), from which we easily find canonical generators {α β ξ } of
the fundamental group of such that
CASE 1: β α β−1α−1β −1α −1β−1−1α
−1
−1 · · · β1α1β−11 α−11 ξ3ξ2ξ1 = 1,
CASE 2: β α β−1α−1β −1α −1β−1−1α
−1
−1 · · · β1α1β−11 α−11 ξ2ξ1 = 1,
CASE 3: β α β−1α−1β −1α −1β−1−1α
−1
−1 · · · β1α1β−11 α−11 ξ = 1.
Here {α β ( = 1 . . . )} is a symplectic basis in homology level of the extension
ˆ of :
〈α β 〉 = δ 〈α α 〉 = 0 〈β β 〉 = 0
( , = 1 . . . ), where 〈, 〉 means the intersection number.
In fact we may take them as follows:
CASE 1:
ξ3 = [1 21][∞ 11][1 12]
ξ2 = [∞ 22]
ξ1 = [2 + 4 23][∞ 33][2 + 4 32]
α1 = [3 23][4 32]
β1 = [5 23][4 32]
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2 3
1
are deleted.
1
2
3
4
5
6 7
8
9
10
∞
∞
∞
Fig. 18. Case 1
2 3
1
∞
∞
1
2
3
4
5
6 7
8
9
are deleted.
Fig. 19. Case 2
· · · · · ·
α = [2 + 1 23][2 32] · · · [3 23][2 + 2 32]
β = [2 + 3 23][2 + 2 32]
· · · · · ·
α = [2 + 1 23][2 32] · · · [3 23][2 + 2 32]
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2 3
1
are deleted.
1
2
3
4
5
6 7
8
∞
Fig. 20. Case 3
β = [2 + 3 23][2 + 2 32]
CASE 2:
ξ2 = [∞ 21][∞ 12]
ξ1 = [2 + 3 23][∞ 33][2 + 3 32]
α1 = [2 23][3 32]
β1 = [4 23][3 32]
· · · · · ·
α = [2 23][2 − 1 32] · · · [2 23][2 + 1 32]
β = [2 + 2 23][2 + 1 32]
· · · · · ·
α = [2 23][2 − 1 32] · · · [2 23][2 + 1 32]
β = [2 + 2 23][2 + 1 32]
CASE 3:
ξ = [∞ 21][∞ 13][∞ 32]
α1 = [2 23][3 32]
β1 = [4 23][3 32]
· · · · · ·
776 M. TAKAI
α = [2 23][2 − 1 32] · · · [2 23][2 + 1 32]
β = [2 + 2 23][2 + 1 32]
· · · · · ·
α = [2 23][2 − 1 32] · · · [2 23][2 + 1 32]
β = [2 + 2 23][2 + 1 32]
8. Calculations of fundamental groups
In this section, we compute fundamental groups of some 3-dimensional compact
oriented manifolds using the local version of the theorem of Zariski-van Kampen (see
Dimca [5], Matsuno [10]) and the method of Reidemeister-Schreier (see Rolfsen [14]).
One can compute the fundamental group rigorously if one uses the Riemann picture.
We explain this using a concrete example:
EXAMPLE 1. Let us consider Case 1 of genus 1 for simplicity. If we take the
braid σ as
σ = σ−12 σ
−2
3 σ
−1
2 σ1σ2σ
2
3σ2σ5σ4σ3σ
3
2
(σ induces a knot), then we have the equality
◦ σ =
where is the monodromy of the canonical form. Hence we may construct a topo-
logical degenerating family
: −→ (0 )× (0 )
of branched coverings of discs constructed from the pair ( σ) (see Section 2). Let
be the branch locus of . Let γ ( = 1 . . . 6) be the lassos as in Fig. 2. The
local version of the theorem of Zariski-van Kampen asserts that the fundamental group
of (0 )× (0 )− is generated by γ ( = 1 . . . 6) whose generating relations
are σ(γ ) = γ ( = 1 . . . 6). That is to say
π1( (0 )× (0 )− ) = 〈γ1 . . . γ6 | σ(γ ) = γ ( = 1 . . . 6)〉
= 〈γ1 . . . γ6 | (σ−12 σ−23 σ−12 σ1σ2σ23σ2σ5σ4σ3σ32)γ = γ ( = 1 . . . 6)〉
= 〈γ1 . . . γ6 | γ−11 γ4γ3γ2γ−13 γ−14 γ1γ−11 = 1 γ−11 γ4γ3γ2γ−13 γ−14 γ−12 γ−13 γ−14 γ−15 γ−16 γ5
γ−11 γ
−1
5 γ6γ5γ1γ
−1
5 γ6γ5γ4γ3γ2γ4γ3γ
−1
2 γ
−1
3 γ
−1
4 γ1γ
−1
2 = 1 γ
−1
1 γ4γ3γ2γ
−1
3 γ
−1
4 γ
−1
2 γ
−1
3 γ
−1
4
γ−15 γ
−1
6 γ5γ1γ
−1
5 γ6γ5γ4γ3γ2γ4γ3γ
−1
2 γ
−1
3 γ
−1
4 γ1γ
−1
3 = 1 γ
−1
1 γ4γ3γ2γ
−1
3 γ
−1
4 γ3γ4γ3γ
−1
2 γ
−1
3
γ−14 γ1γ
−1
4 = 1 γ
−1
1 γ4γ3γ2γ
−1
3 γ4γ3γ
−1
2 γ
−1
3 γ
−1
4 γ1γ
−1
5 = 1 γ5γ
−1
6 = 1〉
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Now, for fixed 6= 0, the restriction of is
: −→ × (0 )
This is a covering of degree 3 and the genus of is 1. We extend the covering to
the branched covering of P1 in the caconincal way as in Section 3 which is denoted
by the same notation for simplicity.
Now the method of Reidemeister-Schreier says that the fundamental group
π1( − { } ), ( = −1((0 0))) is generated by these loops ξ1, ξ2, ξ3, α and β
(see Section 7) and their generating relations are pull-back over of these of the fun-
damental group π1( (0 )× (0 )− ), expressed by the generators ξ1, ξ2, ξ3,
α and β. We can carry this out observing the Riemann picture in Fig. 17.
For example, we consider pull-back over of the relation γ5γ−16 = 1. A loop
[5 23][6 32] in Riemann picture is pull-back over of the path γ5γ−16 in (0 )−
and expressed α−1ξ3ξ2 by the generators. Then we get a relation of the fundamen-
tal group: α−1ξ3ξ2 = 1.
The result is as follows:
π1( − { } ) = 〈α β ξ1 ξ2 ξ3 | ξ−13 α = 1 ξ−13 αξ3α−1ξ3ξ2β = 1 ξ−13 α2 = 1
ξ−13 αβ
−1
= 1 α−1ξ3ξ2 = 1 βαβ−1α−1ξ3ξ2ξ1 = 1〉 = {1}
Therefore
π1( ) ≃ π1( − { } ) = {1}
where is the 3-dimensional compact oriented manifold on which is a cone
(see Section 2).
EXAMPLE 2. We consider Case 1 of genus 1 again. If we take the braid σ as
σ = σ−12 σ
−1
3 σ
−2
4 σ
−1
3 σ
−2
2 σ
−1
3 σ
−1
4 σ5σ4σ3σ
2
2σ3σ
2
4σ3σ2σ1σ3σ4σ5
(σ induces a knot), then we have the equality
◦ σ =
Hence we can calculate the fundamental group of the 3-dimensional compact ori-
ented manifold constructed from the pair ( σ) as Example 1. The result is as fol-
lows:
π1( ) =
〈
α | α3 = 1〉
EXAMPLE 3. Let us consider Case 1 of genus 2. If we take the braid σ as
σ = σ−12 σ
−2
3 σ
−1
2 σ1σ2σ
2
3σ2σ7σ6σ5σ4σ3σ
3
2
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(σ induces a knot), then we have the equality
◦ σ =
Hence we can calculate the fundamental group of the 3-dimensional compact ori-
ented manifold constructed from the pair ( σ). The result is as follows:
π1( ) = {1}
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