In this article, we develop a novel method for the detection of vineyard parcels in agricultural landscapes based on very high resolution (VHR) optical remote sensing images. Our objective is to perform texture-based image retrieval and supervised classification algorithms. To do that, the local textural and structural features inside each image are taken into account to measure its similarity to other images. In fact, VHR images usually involve a variety of local textures and structures that may verify a weak stationarity hypothesis. Hence, an approach only based on characteristic points, not on all pixels of the image, is supposed to be relevant. This work proposes to construct the local extrema-based descriptor (LED) by using the local maximum and local minimum pixels extracted from the image. The LED descriptor is formed based on the radiometric, geometric and gradient features from these local extrema. We first exploit the proposed LED descriptor for the retrieval task to evaluate its performance on texture discrimination. Then, it is embedded into a supervised classification framework to detect vine parcels using VHR satellite images. Experiments performed on VHR panchromatic PLEIADES image data prove the effectiveness of the proposed strategy. Compared to state-of-the-art methods, an enhancement of about 7% in retrieval rate is achieved. For the detection task, about 90% of vineyards are correctly detected.
Introduction
Exploiting satellite image data to understand and monitor the land cover and land use from the Earth's surface in general, particularly in agriculture, is one of the most significant tasks of remote sensing. In this work, we carry out a study of vineyard cultivation by detecting vine parcels using VHR optical remotely-sensed images. In particular, our motivation is to perform a supervised classification algorithm to distinguish vineyard parcels from other items present from the image content, such as forest zones, bare soils, early grown grasses, urban areas, etc. In order to to that, we first propose a novel descriptor to characterize structural and textural features from the image. A retrieval process is then proposed to validate and confirm the performance of this novel descriptor. Then, a supervised classification process is carried out to detect vine fields among other classes.
Many research studies have been so far carried out to tackle retrieval and classification tasks in the scope of remote sensing imagery, particularly in vineyard cultivation. Classical statistical texture
Studied Sites and Data
For the study of vine cultivation in this work, we exploit two VHR panchromatic images acquired by the PLEIADES satellite, CNES c , with a spatial resolution of 70 cm at nadir, resampled at 50 cm. These image data were captured from the regions of Pessac-Léognan and Saint-Emilion, both in France (cf. their locations from Figure 1a ) on 22 August 2012 and 3 September 2013, respectively. In wine-growing region of Bordeaux, the landscape is mainly dominated by vineyards surrounded by typical peri-urban land covers. A mix of urban, vineyard and forest zones is found from the content of these images. Due to the appearance of different types of textures, four main classes are considered, including the forest, bare soil, urban zones and vine fields. It is worth noting that within the vineyard class, there are several vine parcels that are planted under different orientations, as well as from different development stages. For the retrieval process, a texture database, with a non-equivalent number of 128 × 128 pixel image patches per class, was created from each of the two images. We note that there exist some confusions among classes, especially between the bare soil and vine classes. There are several damaged or dead vine fields, which destroy the aligned structures of vine textures. In addition, vine fields with the row spacing close to the satellite resolution may introduce smooth and mitigated textures, which become similar to bare soils. Related to this point, in the Saint-Emilion region, vine row spacing varies from 1.4 m to 2 m. Hence, the aligned row structures appear quite clearly within vine fields. On the other hand, the Pessac-Léognan region involves vine parcels with row spacing close to 1 m. The vine textures are thus mitigated and become more homogeneous. Therefore, although there are only four classes from each database, it is still challenging for the texture retrieval task. For a better explanation, the two databases are named Pessac 22-08-12 (including 445 patches in total) and Emilion 03-09-13 (including 984 patches) in the rest of the paper. Figure 1b illustrates some texture patches of the four classes from the Emilion 03-09-13 database. In Section 4, each of the databases will be exploited as the training set for supervised classification. The main purpose is to detect vine parcels from each of the two acquired images.
Texture Retrieval from VHR Optical Remote Sensing Images
The proposed texture retrieval algorithm consists of two primary stages: the extraction of the local extrema descriptor (LED) to characterize textural features of each query image from the texture database and the computation of the distance measure for retrieval process. We now address each of them in detail before providing some experimental results compared to other retrieval methods. Furthermore, a study of the algorithm sensitivity to its parameters is carried out in Section 3.5.
Extraction of the Local Extrema Descriptor
The idea is that, for each query image, we extract a set of characteristic points and then generate their local descriptors. Hence, the image is encoded by a set of local descriptors, which can be considered as a point cloud within the feature space. At this point, some popular feature extraction and description techniques, such as Harris corner points, scale-invariant feature transform (SIFT) or speeded up robust features (SURF) (cf. the review in [18] ), may be prospective. Therefore, one may wonder about the possibility to use these feature points to perform our algorithm. In fact, the local extrema pixels are more suitable for texture representation and characterization. A texture can be considered as a spatial arrangement and distribution of pixels having some variation of intensity. Once there is a variation of intensity, there exists the local maximum and local minimum pixels. Hence, these local extrema can be extracted from all texture zones. Meanwhile, interest points, including Harris, SIFT or SURF, usually focus on image features, such as corners, edges and salient objects. They may not be detected within quite homogeneous regions, like bare soils, flat grass fields and early-growing vegetation areas. We illustrate in Figure 2 an example to clarify the irrelevance of those points compared to our proposed local extrema points. The figure shows the distribution of three types of keypoints, including the local extrema, Harris and SIFT points on the image plane. About 3000 points (marked in red) are detected in each case. From Figure 2c ,d, we observe the lack of points from the homogeneous grass-field regions yielded by the Harris and SIFT techniques. In fact, these regions still involve a smooth texture, which needs to be characterized. If the Harris or SIFT keypoints are exploited for texture analysis, these texture zones will not be taken into account. Meanwhile, the proposed local extrema keypoints (Figure 2b ) are detected from all image regions having an intensity variation to cover any texture. Hence, they are more relevant for the expected keypoint-based strategy for texture analysis.
We now recall the extraction of the local extrema points. For more details, readers are invited to consult papers [16, 17] . A pixel in a grayscale image is supposed to be a local maximum (resp. local minimum) if it holds the highest (resp. lowest) intensity value within a neighborhood window centered at it. Let S max ω (I) and S min ω (I) denote the local maximum and local minimum sets extracted from a grayscale image I using the ω × ω search window. Let i = (x i , y i ) be a pixel located at position (x i , y i ) on the image plane with an intensity value I(i); we have:
where N ω×ω (i) represents a set of pixels inside the ω × ω neighborhood window around i. It is worth noting that only one parameter ω is required for the extraction of these local extrema. The value of ω decides the density of keypoints. Within a image texture, the higher ω is set, the fewer the number of keypoints that are detected. Back to our strategy, Figure 3 highlights the feature extraction stage. For a query image, we extract a set of keypoints denoted by S. In this work, keypoints are the local maximum pixels. It is worth noting that using the local minimum pixels or both will provide similar performance. The important point is that for each keypoint p ∈ S, an LED δ LED (p) is generated to encode its structural and textural features. Considered as an improved version of the pointwise (PW) descriptor proposed in [14] [15] [16] , the LED is constructed by incorporating both radiometric and geometric information of local maximum and minimum pixels around each central keypoint. Moreover, we propose to insert the gradient magnitude and orientation features of these local extrema to deal with very structured and oriented features given by the vine plot characteristics observed from VHR images.
Let us consider an understudied keypoint p located at position (x p , y p ) having its intensity I(p); we firstly search for a set of K closest local maximum pixels and a set of K closest local minimum pixels from the two sets S max ω (I) and S min ω (I), denoted by S max K (p) and S min K (p), respectively (see Figure 3 ). The following features are extracted from the set S max K (p), noting that a similar procedure will be applied to S min K (p). 
A similar process is applied to S min K (p) in order to generate δ min (p). Finally, denote δ LED (p) the final LED descriptor of p; we insert the intensity I(p) to form it as follows:
The δ LED (p) descriptor allows us to characterize the local environment around each keypoint p. It helps to understand how the local maxima and the local minima are distributed and arranged and also how they encapsulate the spatial information, radiometric characteristics and structural properties (given by gradient features). Hence, it represents our proposed textural and structural feature descriptor. It is worth noting that LED descriptors are invariant to rotation. As observed from their calculation, for the two directional features, including the geometric angle α and the gradient orientation θ, only their directional variances [19] were taken into account. Their mean values were discarded to ensure the rotation-invariant property. In terms of feature dimensionality, an LED consists of 17 features. One may realize that this descriptor can be easily improved or adapted by modifying or adding other features into the vector in Equations (3) and (4). For example, one could insert more gradient features from different orientations. Others may include some multiscale features yielded by certain filtering processes, etc. The improvements will depend on one's expectation to perform their own descriptor. Here, we basically propose three main types of features describing the radiometric, geometric and gradient properties in order to perform our own LED descriptor. The following sections in the paper will evaluate and validate its performance for retrieval and classification frameworks within the context of vineyard detection.
Dissimilarity Measure for Retrieval
Each image patch I i from the texture database is now characterized by a set of LED, which can be considered as an LED feature point cloud F i of size N i × 17, where N i = |S i | is the number of keypoints extracted from I i :
We now compute the dissimilarity matrix involving all pair-wise distance measures for the database. Here, we propose to investigate two different distance measures: the simplified Mahalanobis distance and the Riemannian distance [20] . For its computation, the Mahalanobis distance takes into account the mean feature vector and the feature covariance matrix of each feature point cloud. On the other hand, the Riemannian distance focuses on the geometric structures of the two point clouds. Hence, it only considers the covariance matrix, not the mean feature vector, of each point cloud during its calculation. The estimations of the mean feature vector µ i and the feature covariance matrix C i of a point cloud F i are as follows:
Let us denote µ i , µ j , C i and C j the mean vectors and the feature covariance matrices estimated from the two feature point clouds F i and F j , respectively. The simplified Mahalanobis distance between I i and I j is computed as:
and the Riemannian distance is calculated by:
where λ is the -th generalized eigenvalue that satisfies λ
. χ is the corresponding eigenvector to λ , and d = 17 is the dimension of the LED feature vector.
Once the distance matrix is formed, a cross-validation approach with a random selection procedure is employed to evaluate the retrieval performance. At each iteration, an equal number of n images is randomly extracted for each class. Based on the distance matrix, n most similar images are considered for each query image. The retrieval rate is calculated as the percentage of images belonging to the same class as the query found in its n top matches. After a number of iterations, the average retrieval rate (ARR) can be computed and used to assess the algorithm performance.
Proposed Retrieval Algorithm
The outline of the proposed retrieval algorithm for VHR optical images can be found in Algorithm 1.
As observed from the algorithm, we propose that our keypoints are also the local maximum pixels extracted by a window size ω 2 . It should be noted that ω 2 can be set the same as or different from ω 1 . We usually set ω 2 ≥ ω 1 to get a coarser density of keypoints and to speed up the calculation time. More details about the sensitivity of the algorithm to ω 2 will be discussed in Section 3.5.
Algorithm 1: Proposed retrieval algorithm.
Data: Texture database (N images, N c classes). Result: Average retrieval rate (ARR), per-class retrieval rate (RR c ). begin parameter setting; load database; for i = 1 to N do load the query image I i ; compute gradient magnitude and orientation of I i ; extract two extrema sets S max (4); end consider the LED feature point cloud
estimate the feature mean vector µ i of F i as in Equation (6); estimate the feature covariance matrix C i of F i as in Equation (7); end form the distance matrix D:
end use the cross-validation technique: for iteration t = 1 to T do randomly select n images from each class; for i = 1 to n × N c do find n top matches (i.e., closest distances) to I i ; compute retrieval rate (RR) for I i ; end compute per-class retrieval rate (RR t c ) at iteration t; compute average retrieval rate (ARR t ) at iteration t; end compute final mean RR c ; compute final mean ARR; end
Retrieval Results
The proposed method is applied to the two databases described in Section 2 by following Algorithm 1. The number of image patches per class within each database can be found in Table 1 . For parameter setting, local max and local min pixels are detected using a 3 × 3 search window (ω 1 = 3). The local max keypoints are extracted by the 7 × 7 window (ω 2 = 7). Here, we set ω 2 > ω 1 to accelerate the computational time, as mentioned in the previous subsection. Experiments show that ω 2 set from three to nine can bring quite similar retrieval performance. In terms of time consumption, the lower the value of ω 2 (i.e., higher density of keypoints), the greater the calculation time. Next, the number K of closest maxima and closest minima considered for each keypoint to generate its LED can be set from 10 to 30. We will show later that the results obtained by K equal to 15 and 20 are not significantly different. Moreover, a detailed analysis of the sensitivity of the proposed algorithm to parameters ω 2 and K in terms of ARR and computational time will be provided in Section 3.5. For a comparative study, several reference methods are also implemented, including:
(1) three statistical local texture descriptors: the gray-level co-occurrence matrix (GLCM) [1, 5, 6] , the Gabor filter banks (GFB) [2, 7, 8] and the local Weber descriptor (WLD) [3, 11] . The GLCM and GFB appear to be two of the most widely-used methods for texture analysis in remote sensing imagery. They have been adopted for the vine detection task within the last ten years [5] [6] [7] [8] .
Meanwhile, the WLD is one of the most recent local descriptors in computer vision; (2) three distribution models of wavelet coefficients: the multivariate Gaussian model (MGM), the spherically-invariant random vectors (SIRV) and the Gaussian copula-based model (GCM) [12, 13] . These methods are the most recent wavelet-based techniques proposed for tackling texture-based retrieval and vine detection tasks. They are considered to give state-of-the-art retrieval performance for our two databases; (3) the pointwise (PW) descriptor proposed in our early work [16] . This descriptor only exploits the radiometric and spatial information from local extrema points. Gradient features are not considered. Our LED can be considered as the improved version of PW by integrating gradient features and taking into account the rotation-invariant property. The comparison to the PW descriptor allows us to validate the significant role of gradient features to characterize textural features in this study of vine cultivation.
We note that the implementations of the three model-based techniques (i.e., MGM, SIRV, GCM) are inherited from [12, 13] . Then, the three statistical descriptors (GLCM, GFB, WLD) are implemented using a keypoint-based approach. They are generated only at keypoint positions to form dedicated feature point clouds, similar to the principle of our strategy. The objective is to perform an equivalent comparison to the proposed LED descriptor. Without loss of generality, the window size (W) set to compute these descriptors at keypoints is varied from 30 × 30 pixels to 50 × 50 pixels. Then, the window size that maximizes their performance is adopted. We note that the three wavelet-based techniques cannot be generated by such a keypoint-based approach, since they densely employ all pixels from the image to perform wavelet transform. Here are the implementations of the GLCM, GFB and WLD methods within a keypoint-based approach: [3, 11] : Following the related paper, the differential excitation ξ and the quantized gradient orientation Φ for the image are first calculated using the 3 × 3 neighborhood. A 2D histogram H(ξ, Φ) is constructed for the W × W window around each keypoint. Then, the 1D WLD descriptor is generated by setting M = 6, T = 4 and S = 3 (dedicated parameters of WLD; see [3] ). Therefore, the dimension of WLD is 72. Table 2 shows the texture retrieval performance on the two databases yielded by the proposed algorithm compared to reference methods. Here, the last four rows present four combinations of the proposed LED strategy by setting K equal to 15 or 20 and using the simplified Mahalanobis distance in Equation (8) or the Riemannian distance in Equation (9) . In our implementation, the cross-validation procedure is activated by setting T = 100 iterations and n = 25 images/class for each iteration. We observe that the proposed approach provides the best ARR for both datasets with an ARR equal to 85.79% for Pessac 22-08-12 and 89.43% for Emilion 03-09-13. In terms of the number K, a slightly better performance is achieved for K = 20 than for K = 15, but not very significantly. This issue emphasizes the robustness of the LED to the number of local extrema considered during its construction. In addition, the Riemannian metric seems to perform more efficiently than the simplified Mahalanobis distance. Hence, we suggest that the retrieval process should take into account the Riemannian distance for dissimilarity measurement. On the other hand, the Mahalanobis distance will be in fact exploited in the next stage of supervised classification of the vine detection application. We explain this remark in more detail in the Section 4. Another important remark is that compared to the pointwise (PW) descriptor, the proposed LED has an ARR enhancement of 7.55% for Pessac-22-08-12 and 6.25% for Emilion-03-09-13, with the same parameter setting. This issue confirms the significant role of structural gradient features integrated into LED feature vectors. Table 2 . Retrieval performance on the two VHR texture databases using different methods in terms of average retrieval rate (ARR) (%). MGM, multivariate Gaussian model; SIRV, spherically-invariant random vector; GCM, Gaussian copula-based model; GLCM, gray-level co-occurrence matrix; GFB, Gabor filter banks; WLD, Weber local descriptor; PW, pointwise. Finally, in terms of per-class performance, Table 3 shows that the proposed approach can provide good performance for all classes. The per-class retrieval rates for both datasets appear quite homogeneous. In particular, it is very effective in retrieving local structural items, such as buildings, structured forests and aligned vine rows. The reason is that we have focused on characterizing local textural features within VHR images and taken them into account during the construction of our proposed LED descriptor. Our method reaches the best retrieval rate for urban and vine classes (i.e., 95.97% and 78.34% for Pessac; 98.87% and 77.69% for Emilion). Within the two databases, there exists a confusion between the bare soil and vine classes. This is caused by some homogeneous or mitigated textures from low-spacing vine fields. Furthermore, some damaged or dead vines destroy the aligned structures of vine rows. That is why the retrieval rates on bare soil and vineyard classes are more limited than for forest and urban classes. As mentioned in Section 2, from the Pessac site, most of the vine parcels have low spacing rows (close to 1 m). This introduces smoother vine textures similar to bare soils. The result on bare soil for this site is hence decreased (i.e., 77.75% compared to 85.69% for Emilion). Therefore, the total ARR is lower (85.79% compared to 89.43%). Related to the performance of reference approaches, the wavelet-based techniques, including MGM and GCM (the first two columns), achieve very good performance on forest and bare soils. On the contrary, they yield poor results on urban and vine classes. For example, MGM can produce 96.51% for forest, 95.76% for bare soil, but only 43.99% for vineyard (for the Pessac database). This reduces its overall ARR (77.51% compared to 85.79% yielded by our method). The same remark can be given for the GCM method. The reason is that the forest zones and bare soils induce very homogeneous textures (i.e., stationary), which is appropriated for the Gaussian models considered by these methods. Meanwhile, in urban zones and vine fields, the notion of local textures and structures is more significant. It would not be relevant to model these two classes by multivariate Gaussian distributions. In conclusion, Table 3 shows that the proposed method can provide homogeneous results for all classes. More importantly, it satisfies our first goal of retrieving structural and textural items from the scene, especially vine-plot structures. This issue ensures a good preparation for the next stage of vine parcel detection by a supervised classification scheme. Table 3 . Per-class retrieval accuracy (%) yielded by different methods.
Method

Class/Method MGM GCM GLCM WLD PW LED (K = 20) LED (K = 20)
Mahalanobis Riemannian Equation (8) Equation ( 
Sensitivity to Parameters
This subsection aims at studying the sensitivity of the proposed retrieval framework to its parameters. As observed from the full retrieval algorithm (Algorithm 1) in Section 3.3, three main parameters are required in our framework, including: the window size to detect local maximum and local minimum pixels (ω 1 ), the window size to extract local max keypoints (ω 2 ) and the number of closest extrema taken into account for each keypoint to construct LED descriptors (K). Since ω 1 needs to be small enough to ensure sufficiently dense local extrema to support the computation of LED, we propose to fix it to 3 × 3 pixels in this work. Hence, only two parameters are considered to influence the performance of our method: ω 2 and K. We now investigate the sensitivity of the algorithm to each of them. Figure 4a shows the performance of the proposed algorithm obtained by fixing ω 1 = 3, K = 20 and varying ω 2 from three to 11. Experiments are performed on the Emilion 03-09-13 data. We note that using the Pessac 22-08-12 data provides a similar observation. First of all, a decrease in ARR from 89.99% to 87.32% is observed when ω 2 increases from three to 11. This remark can be explained as follows. As previously discussed in Section 3.3, the higher ω 2 , the coarser the density of keypoints. When the number of keypoints N i considered for each image I i decreases, the estimation accuracy of the feature covariance matrix C i in Equation (7) is reduced. The calculation of Riemannian distance (Equation (9)) is thus influenced. In other words, the more keypoints we use to characterize the image, the more precisely the covariance matrix is estimated, and hence, a higher ARR is obtained. Nevertheless, since only a decrease of 1.03% (from 89.99% to 88.96%) is yielded when ω 2 switches from three to nine, the method can be considered to be less sensitive to parameter ω 2 . Next, in terms of computational cost, the LED feature extraction time per image patch is significantly reduced when ω 2 increases. This is also because a fewer number of keypoints is exploited. Hence, we can conclude that ω 2 involves a compromise between the accuracy of covariance matrix estimation and the rapidity of LED feature extraction. Thus, it leads to a compromise between the retrieval rate and the calculation time of our algorithm. To this end, although the best performance in ARR (89.99%) is obtained by setting ω 2 = 3, one may prefer setting it to five or seven to speed up the computation time (i.e., as our parameter setting with ω 2 = 7 in Section 3.4). Indeed, by setting ω 2 = 7, we gain about 55% of time (i.e., reduced from 0.886 s to 0.396 s per image). However, only a reduction of 0.56% in ARR (i.e., from 89.99% to 89.43%) results.
Similarly, the algorithm sensitivity to the parameter K (i.e., the number of closest extrema considered for each keypoint for the generation of its LED) can be found in Figure 4b . Here, we fix ω 1 = 3, ω 2 = 7 and vary K from 10 to 30. Firstly, a stable performance can be observed with an ARR varying from 88.6% to 89.43%. The variation involves two stages. When K increases from 10 to 20, ARR is enhanced to reach the highest value (89.43%). Then, if K continues to increase from 20 to 30, ARR starts to be reduced. Here is our explanation. The parameter K in our strategy plays a similar role to that of the sliding window W × W set for the construction of classical dense descriptors. Hence, it has a similar behavior. At the first stage, when K increases, more information of the local neighborhood (i.e., which includes K closest maxima and K closest minima) around the keypoint is taken into account. Thus, the performance of the LED is improved. If we continue to increase the value of K, the equivalent support neighborhood size becomes larger and larger. Although more information is exploited, we may lose the notion of local feature and signal stationarity. This reduces the capacity of the LED to discriminate local structures and textures. Hence, the retrieval performance is decreased. In terms of computational time, the greater the number of extrema considered for each keypoint, the greater the calculation time. In general, at K = 20, only a total time of 389.65 seconds is necessary for the complete algorithm to produce 89.43% retrieval accuracy for 984 patches of the Emilion 03-09-13 database. This issue makes the proposed strategy very effective and competitive in both retrieval performance and computational cost. In conclusion, the two figures in Figure 4a ,b show that the proposed LED method is not very sensitive to its parameters. A stable performance can be adopted with a wide range of parameters: ω 2 ∈ {3, . . . , 9} and K ∈ {10, . . . , 30}. Figure 4 . Sensitivity of the proposed retrieval framework to its parameters in terms of average retrieval rate (%) and LED feature extraction time (s). Experiments are performed on the Emilion 03-09-13 database using the Riemannian distance Equation (9) . (a) Sensitivity to the window size ω 2 for keypoint extraction; (b) sensitivity to the number K of closest extrema for LED construction.
Application to Vineyard Parcel Detection
Supervised Classification Algorithm
In the previous section, the proposed LED has proven its capacity to characterize local structural and textural features from VHR images. Its performance has been validated for a texture-based image retrieval system with very promising and competitive results. We now tackle the main purpose of vineyard parcel detection based on VHR satellite images. As stated at the beginning of the article, we would like to perform a supervised classification algorithm to distinguish vine parcels from others classes present from the image content, such as forest zones, bare soils and urban areas. Here, only keypoints are exploited for classification, not all pixels from the image. In detail, the following algorithm (Algorithm 2) is activated with the helps of the k -nearest neighbor (kNN) classifier [21] and Mahalanobis distance: (I i ); for p ∈ S i do extract δ LED (p) using Equation (4); end consider the LED feature point cloud
estimate the feature mean vector µ i of F i as in Equation (6); estimate the feature covariance matrix C i of F i as in Equation (7); end load the image I; compute gradient magnitude and orientation of I; extract two extrema sets S max ω 1 (I) and S min ω 1 (I); extract the keypoint set S = S max ω 2 (I); for p ∈ S do extract δ LED (p) using Equation (4); for i = 1 to N do compute the distance d(p, I i ) as in Equation (10); end find k nearest neighbors corresponding to k closest distances; affect the major class present from the k nearest neighbors to p; end end
The computation of the distance d(p, I i ) from each keypoint p ∈ S to the image patch I i in the training set is defined as follows:
where µ i and C i are the mean feature vector and the feature covariance matrix estimated for the point cloud F i as in Equations (6) and (7). We note that the Mahalanobis distance is exploited here, since it can be measured from one sample feature point δ LED (p) to the point cloud F i . On the other hand, the Riemannian metric is not applicable, since it is a distance between two point clouds whose covariance matrices are both required for its computation as in Equation (9) . Hence, it is more relevant for the texture retrieval task when the distance between two image patches needs to be computed.
Evaluation Criteria
It should be noted that our main objective is the detection of vine parcels within the image. Since we do not have a full four-class classification ground truth, classification performance cannot be quantitatively evaluated. A binary ground truth mask for vineyard locations is available. Hence, we are interested in a detection problem with only two primary classes: vine and non-vine (i.e., which consists of all remaining classes, including forest zones, urban/man-made areas and bare soils). For the performance evaluation of the proposed method compared to reference methods, both qualitative and quantitative assessments are performed. In order to generate certain evaluation indicators, let us remind about some quantities resulting from a detection procedure: • ratio between the number of good detections (GD) and bad detections (BD) including false alarms (FA) and missed detections (MD):
percentage of total errors (TE) consisting of false alarms and missed detections:
• percentage of overall accuracy (OA):
Experimental Results
This subsection describes our experimental setup and provides classification and detection results yielded by the proposed strategy compared to several reference methods. The proposed classification algorithm (Algorithm 2) was applied to a crop of 2000 × 1700 pixels extracted from the VHR panchromatic image acquired in the Saint-Emilion region. The image crop is shown in Figure 5a . As for the retrieval experimental study in Section 3.4, similar parameters were used for the generation of LED: ω 1 = 3, ω 2 = 7 and K = 30. Then, the kNN classification was used by setting k = 10 nearest neighbors. The Emilion 03-09-13 database with 984 image patches (see Table 1 ) was exploited as the training set. A total time of about 30 minutes was taken by the full algorithm using a basic MATLAB implementation on a machine with Core i7-3740QM 2.7 GHz, 16 GB RAM. Figures 5 and 6 provide the supervised classification and vine detection results yielded by the proposed LED descriptor compared to several reference methods. Here, we show the results produced by two wavelet-based techniques: the multivariate Gaussian model (MGM) and the Gaussian copula model [12, 13] ; and three classical statistical methods: the gray-level co-occurrence matrix (GLCM) [1] , the Gabor filter banks [2] and the Weber local descriptors (WLD) [3] . The implementations of these reference methods were carried out similarly to the previous retrieval task. The supervised classification procedure was performed with parameters dedicated to each method to ensure an equivalent comparison. As observed in Figure 5 , the proposed strategy produces well-separated classes from which vineyard parcels are discriminated from other classes (see Figure 5h) . The classification process takes into account the boundaries (i.e., which are in fact dirt roads or ridges) between vine parcels and considers them to be similar to urban/man-made items (marked in red). On the other hand, the two wavelet-based techniques (Figures 5c to 5d ) and the WLD (Figure 5g ) over-smooth these boundaries and provide quite homogeneous vine fields. Hence, they create over-detection results for vineyard class (i.e., most ridges are detected as vines). In terms of scene interpretation, we believe that it is better to classify these roads as man-made items than to detect them as vines. The result in Figure 5h enables us to recognize different vine parcels. Meanwhile, by over-detecting those ridges as vines, a many false alarms result. Hence, the detection performance will be reduced. The two other approaches including the GLCM and the GFB give poorer classification results in which some classes are mixed and vine fields are not well distinguished. Since we do not have a precise classification ground truth for all classes, only qualitative assessment for scene interpretation can be performed from Figure 5 . Meanwhile, for vine detection task, a full qualitative and quantitative comparison will be provided.
In Figure 6 , vine detection results are shown in which good detection (GD) points are marked in green, while false alarm (FA) and missed detection (MD) points are in red and blue, respectively. Again, the results obtained from GLCM ( Figure 6f ) and GFB (Figure 6g) are not sufficiently good with a great number of FA and MD points. The other results involve a compromise between the number of FA points and the number of MD points. The two wavelet-based approaches (i.e., MGM, GCM) and the WLD generate many FA points because of their over-detection problem. On the contrary, the proposed method produces more MD points. However, as observed from the figure, most of the MD points yielded by the proposed LED mostly come from boundary regions (i.e., dirt roads, ridges between vine parcels). This is because during the classification process, our method well detected these boundaries, but with a larger width, hence resulting in some missed vine points. In order to evaluate the performance of the proposed approach compared to the others, Table 4 provides some evaluation indicators described in the previous subsection. As observed from the table, the proposed algorithm provides the best detection result in terms of the ratio between good and bad detection points ( GD / FA+MD = 5.4971), as well as the percentage of total error (P TE = 10.26%) and the percentage of overall accuracy (P OA = 89.74%). An enhancement of 2.16% is achieved compared to the best state-of-the-art method, the GCM with 87.58%. Furthermore, compared to the PW descriptor, the proposed LED improves 2.22% of the detection performance. Its again emphasizes the significant role of gradient features integrated into the descriptor. Last, but not least, a similar classification framework was applied to a crop of 1300 × 1700 pixels extracted from the acquired image in the Pessac-Léognan region. The corresponding Pessac 22-08-12 database was employed as the training set. Table 5 provides the detection results yielded by the proposed LED compared to the reference methods. We note that this site involves more urban zones. More significantly, vine fields here appear more homogeneous, since their row spacing is small and close to the sensor resolution. For a reminder, the PLEIADES satellite's spatial resolution at nadir is 0.7 m. The distance between vine rows at the Pessac-Léognan site is from 1 m to 1.2 m. In the Saint-Emilion region, this row spacing varies from 1.4 m to 2 m. Despite this challenge, the detection performance of all methods is quite similar to the previous case of the Saint-Emilion region. We again observe the best performance from the proposed LED descriptor with GD / FA+MD = 5.574, P TE = 10.37% and P OA = 89.63%. An improvement of 2.67% is made compared to the best reference method (GCM with P OA = 86.96%). In conclusion, the proposed method provides efficient and superior performance compared against all of the reference methods mentioned in the paper. It is evaluated and validated for both the texture retrieval task and the application of vine detection task. Its robustness is proven for both studied sites with different characteristics from the vine parcels. Table 5 . Comparison of the numbers of false alarms (FA), missed detections (MD), good detections (GD), the percentage of total errors (P TE ) and the percentage of overall accuracy (P OA ) produced by different methods. Experiments are performed on an image crop of 1300 × 1700 pixels acquired from the Pessac-Léognan region with N vine = 18,176 points, N non-vine = 10,337 points. 
Method
Conclusions
A novel algorithm has been proposed to tackle the texture retrieval task in VHR imagery with an application to vineyard parcel detection. In the paper, the local extrema descriptor (LED) has been constructed to take into account textural and structural features from the image content. This non-dense approach based on characteristic points (i.e., local maximum and local minimum pixels in this work) is relevant in the scope of VHR images. Its performance has been evaluated and validated for both retrieval and supervised classification tasks using VHR panchromatic PLEIADES image data. As a conclusion, one can observe that the proposed LED descriptor is easy to build and implement, feasible to improve or extend and effective for VHR images when dealing with textural and structural items from the image. Future work can investigate the proposed strategy for other types of remote sensing image data, such as multispectral, hyperspectral or SAR images. Another perspective could be to improve the performance of the LED by exploiting and adding other features within its generation, which depends on one's expectation and motivation to perform one's own descriptor.
