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Abstract
In this paper, we give an optimal logarithmic Sobolev inequality on Rn with Lipschitz constants. This
inequality is a limit case of the Lp-logarithmic Sobolev inequality of Gentil (2003) [7] as p → ∞. As a
result of our inequality, we show that if a Lipschitz continuous function f on Rn fulfills some condition, then
its Lipschitz constant can be expressed by using the entropy of f . We also show that a hypercontractivity
of exponential type occurs in the heat equation on Rn. This is due to the Lipschitz regularizing effect of the
heat equation.
© 2011 Elsevier Inc. All rights reserved.
Keywords: Lipschitz constants; Logarithmic Sobolev inequality; Heat equation; Lipschitz regularizing effect
1. Introduction
Let n ∈ N. A famous logarithmic Sobolev inequality of Gross [8] for a probability measure μ
on Rn asserts that
ρ Entμ
(
f 2
)
 2
∫
|Df |2 dμ (1.1)
for some constant ρ > 0 and all smooth enough functions f on Rn, where
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(
f 2
)=
∫
f 2 logf 2 dμ −
∫
f 2 dμ log
∫
f 2 dμ
and |Df | is the Euclidean length of the gradient Df of f ; in this paper, the integral without its
domain is always understood as the one over Rn. The canonical Gaussian measure with respect
to the Lebesgue measure on Rn is the basic example of measure μ satisfying (1.1) with ρ = 1.
On the other hand, Gentil [7, Theorem 1.1] gave a logarithmic Sobolev inequality for the
Lebesgue measure. For a smooth enough function f  0 on Rn, we define the entropy of f by
Ent(f ) =
∫
f logf dx −
∫
f dx log
∫
f dx.
Let p  1. We denote by W 1,p(Rn) the space of all weakly differentiable functions f on Rn
such that f and |Df | are in Lp(Rn). Then,
Ent
(|f |p) n
p
∫
|f |p dx log
(
Lp
∫ |Df |p dx∫ |f |p dx
)
for f ∈ W 1,p(Rn). (1.2)
Here,
Lp =
⎧⎨
⎩
p
n
(
p−1
e
)p−1π−p/2
( Γ ( n2 +1)
Γ (n
p−1
p
+1)
)p/n
, p > 1,
1
n
π−1/2[Γ (n2 + 1)]1/n, p = 1,
(1.3)
and this is the best possible constant satisfying (1.2). This inequality was first shown by Del Pino
and Dolbeault [3] for 1 p  n.
These two logarithmic Sobolev inequalities have been studied by many authors, because
(1.1) and (1.2) are, respectively, equivalent to a hypercontractivity of the Ornstein–Uhlenbeck
semigroup and a hypercontractivity of Hamilton–Jacobi equations (cf. [2,6,7]). Here, a hypercon-
tractivity of a Cauchy problem (resp. a hypercontractivity of a semigroup) means that a solution
of this Cauchy problem (resp. this semigroup) gets more integrability than its initial data in some
sense.
In the following, we denote by ‖ ·‖∞ the L∞(Rn)-norm with respect to the Lebesgue measure
on Rn. Hence, if f is Lipschitz continuous on Rn, ‖Df ‖∞ (the L∞(Rn)-norm of |Df |) is the
Lipschitz constant of f . Let
Lipα
(
R
n
)= {f ∈ Lip(Rn) ∣∣ ef ∈ Lα(Rn)}, α > 0, (1.4)
where Lip(E) is the set of all Lipschitz continuous functions on E for E = Rn or E = Rn×[0, T )
(T > 0).
Our goal of this paper is to derive both an optimal inequality including ‖Df ‖∞ for f ∈
Lipα(Rn) (α > 0) and its two applications. First, we explain this optimal inequality including
‖Df ‖∞ for f ∈ Lipα(Rn). This optimal inequality is a limit case of inequality (1.2) as p → ∞.
For f ∈ Lipα(Rn), it is given by
Ent
(
eβf
)
 n
∫
eβf dx log
(
knβ‖Df ‖∞)
, β > α. (1.5)
e
Y. Fujita / Journal of Functional Analysis 261 (2011) 1133–1144 1135Here, the constant kn is given by
kn =
(
1
ωn−1(n − 1)!
)1/n
(1.6)
and ωn−1 = 2πn/2/Γ (n/2) is the surface area of the unit ball of Rn. Inequality (1.5) is optimal
in the sense that equality holds when f (x) = C −|x−a| in Rn for some constants C ∈ R,  > 0
and a ∈ Rn.
In this paper, we prove inequality (1.5) as follows: First, for p > 1 and T > 0, we
use a hypercontractivity of the Cauchy problem of the Hamilton–Jacobi equation ut (x, t) +
1
p
|Du(x, t)|p = 0 in Rn × (0, T ). This hypercontractivity is equivalent to (1.2) by Gentil [7].
Then, by using a subsolution of this Cauchy problem and letting the parameter p tend to ∞, we
show that if f ∈ Lipα(Rn) for some α > 0, then f ∈ Lipβ(Rn) for all β > α, and the following
inequality holds for 0 < γ < δ < ∞:
∥∥ef ∥∥
δ
(
knδ‖Df ‖∞
)n/δ  ∥∥ef ∥∥
γ
(
knγ ‖Df ‖∞
)n/γ
. (1.7)
Here, for a function f ∈ Lα(Rn) (α > 0), we use the notation
‖f ‖α =
(∫ ∣∣f (x)∣∣α dx
)1/α
.
Then, (1.7) implies that
d
dβ
[∥∥ef ∥∥
β
(
knβ‖Df ‖∞
)n/β] 0, β > α, (1.8)
and from this inequality, we obtain (1.5) easily. Therefore, inequality (1.5) is a limit case of
inequality (1.2) as p → ∞.
On the other hand, the referee of this paper presented the following proof of inequality (1.5):
In (1.2), replacing f by eβf/p and letting p tend to ∞, we surely obtain (1.5), and the extreme
function f (x) = C − |x − a| is also obtained by letting p tend to ∞ in an extreme function of
(1.2). This also shows that (1.5) is a limit case of (1.2) as p → ∞. We provide this proof below.
Next, as an application of inequality (1.5), we show that the Lipschitz constant ‖Df ‖∞ of
f ∈ Lipβ(Rn) can be expressed by using the entropy of f . Indeed, from (1.5), we have
e
knβ
exp
(
1
n
Ent(eβf )∫
eβf dx
)
 ‖Df ‖∞. (1.9)
Then, we show that if f ∈ Lipβ(Rn) fulfills some additional condition, then
‖Df ‖∞ = lim
β→∞
e
knβ
exp
(
1
n
Ent(eβf )∫
eβf dx
)
. (1.10)
This is a link between the Lipschitz constant and the limit of the functional given by the left-hand
side of (1.9) as β → ∞. This link is similar to the one between ‖g‖∞,Ω and the limit of ‖g‖p,Ω
as p → ∞, where ‖g‖q,Ω is the Lq(Ω)-norm on a subset Ω of Rn for 1 q ∞.
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⎧⎨
⎩
∂u
∂t
(x, t) − u(x, t) = 0 in Rn × (0,∞),
u(·,0) = φ on Rn.
(1.11)
We show the hypercontractivity such that whenever t > 0, eu(·,t) gets more integrability than eφ
with respect to the Lebesgue measure. An important factor to induce this hypercontractivity is
the Lipschitz regularizing effect for (1.11).
The contents of this paper are as follows: In Section 2, we prove logarithmic Sobolev in-
equality (1.5) and inequality (1.7). We also provide the proof of (1.5) presented by the referee. In
Section 3, we show (1.10). In Section 4, we consider a hypercontractivity for heat equation (1.11).
A special case of Theorem 2.2 below was announced in [5].
2. A logarithmic Sobolev inequality
In this section, we prove logarithmic Sobolev inequality (1.5) and inequality (1.7). In the
following lemma, we use the concept of viscosity subsolutions. About it, refer to the books [1,4].
Lemma 2.1. Let p > 1 and T > 0. For f ∈ Lip(Rn), let u ∈ C(Rn × [0, T )) be a viscosity
subsolution of the Cauchy problem of the Hamilton–Jacobi equation
⎧⎨
⎩
ut (x, t) + 1
p
∣∣Du(x, t)∣∣p = 0 in Rn × (0, T ),
u(·,0) = f on Rn.
(2.1)
If there is a constant α > 0 such that ef ∈ Lα(Rn), then eu(·,t) ∈ Lβ(Rn) for any β ∈ (α,∞) and
t ∈ (0, T ) and we have
∥∥eu(·,t)∥∥
β

∥∥ef ∥∥
α
(
nLpe
p−1(β − α)
ppt
) n
p
β−α
αβ α
n
αβ
( α
p
+ β
q
)
β
n
αβ
(
β
p
+ α
q
)
, (2.2)
where q > 1 is the exponent conjugate of p, i.e., (1/p) + (1/q) = 1, and Lp is the constant
of (1.3).
Proof. Let
w(x, t) =
{
infy∈Rn[f (y) + tq | x−yt |q ] in Rn × (0, T ),
f (x) on Rn × {0}.
As is well known (cf. [4, Theorem 4 and Lemma 2 of Chap. 3.3], [9, Theorem 2.1]), w ∈
Lip(Rn × [0, T )) and w is a viscosity solution of (2.1). By [7, Theorem 1.2], we have
∥∥ew(·,t)∥∥
β

∥∥ef ∥∥
α
(
nLpe
p−1(β − α)
ppt
) n
p
β−α
αβ α
n
αβ
( α
p
+ β
q
)
β
n
αβ
(
β
p
+ α
q
)
, t ∈ (0, T ).
Since uw on Rn × [0, T ) by [9, Proposition A.2], we conclude the theorem. 
Y. Fujita / Journal of Functional Analysis 261 (2011) 1133–1144 1137Now, we state our first result of this paper.
Theorem 2.2. Let α > 0 and f ∈ Lipα(Rn). Then, f ∈ Lipβ(Rn) for all β > α, and inequality
(1.7) holds for 0 < γ < δ, where kn is the constant of (1.6). Inequality (1.7) is optimal in the sense
that equality holds when f (x) = C − |x − a| for some constants C ∈ R,  > 0 and a ∈ Rn.
Proof. Let α > 0 and f ∈ Lipα(Rn). We set θ = ‖Df ‖∞. Then, the function v(x, t) = f (x) −
(θpt/p) is a viscosity subsolution of (2.1) (cf. [1, Proposition 5.1 of Chap. 2]). By Lemma 2.1,
we have, for any β ∈ (α,∞) and t ∈ (0,∞),
∥∥ef ∥∥
β

∥∥ef ∥∥
α
eθ
pt/pt
− n
p
β−α
αβ ×
(
nLpe
p−1(β − α)
pp
) n
p
β−α
αβ α
n
αβ
( α
p
+ β
q
)
β
n
αβ
(
β
p
+ α
q
)
, (2.3)
where q > 1 is the exponent conjugate of p, i.e., (1/p) + (1/q) = 1, and Lp is the constant of
(1.3). By minimizing the right-hand side of (2.3) with respect to the t-variable, we have
∥∥ef ∥∥
β

∥∥ef ∥∥
α
(
θpe
n
β−α
αβ
) n
p
β−α
αβ ×
(
nLpe
p−1(β − α)
pp
) n
p
β−α
αβ α
n
αβ
( α
p
+ β
q
)
β
n
αβ
(
β
p
+ α
q
)
= ∥∥ef ∥∥
α
(
θe(Lp)
1/p
p
) n
α
− n
β × α nα β− nβ .
Hence, we obtain
∥∥ef ∥∥
β
(
k(n)p βθ
)n/β  ∥∥ef ∥∥
α
(
k(n)p αθ
)n/α
, (2.4)
where
k(n)p =
e(Lp)
1/p
p
=
(
n
eq
)1/q[
Γ
(
n
q
+ 1
)]−1/n
e
n
√
π
[
Γ
(
n
2
+ 1
)]1/n
. (2.5)
Now, letting p tend to ∞ in (2.5), i.e., letting q tend to 1 in (2.5), we conclude that
lim
p→∞ k
(n)
p = lim
q→1
(
n
eq
)1/q[
Γ
(
n
q
+ 1
)]−1/n
e
n
√
π
[
Γ
(
n
2
+ 1
)]1/n
= 1√
π
1
(n!)1/n
[
Γ
(
n
2
+ 1
)]1/n
=
(
1
ωn−1(n − 1)!
)1/n
= kn. (2.6)
Thus, we have obtained ‖ef ‖β(knβθ)n/β  ‖ef ‖α(knαθ)n/α for α  β < ∞.
Next, let 0 < γ < δ. When f ∈ Lipγ (Rn), inequality (1.7) easily follows from the arguments
above. When f /∈ Lipγ (Rn), we have f ∈ Lip(Rn) but f /∈ Lγ (Rn), so that inequality (1.7) is
trivial. Hence, inequality (1.7) holds for 0 < γ < δ.
When f (x) = C − |x − a| for some constants C ∈ R,  > 0 and a ∈ Rn, we see that  =
‖Df ‖∞ and inequality (1.7) is reduced to equality. 
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f ∈ Lipβ(Rn) for 0 < β < α. Indeed, let α > 0 and f (x) = −θ log(1 + |x|), where θ > n/α.
Then, f ∈ Lipα(Rn) but f /∈ Lipβ(Rn) for β  n/θ (< α).
(2) Let f ∈ Lipγ (Rn) for some γ > 0. Letting δ tend to ∞ in (1.7), we have
∥∥ef ∥∥∞ 
∥∥ef ∥∥
γ
(
knγ ‖Df ‖∞
)n/γ
.
This gives an upper bound of f ∈ Lipγ (Rn) by using ‖ef ‖γ and ‖Df ‖∞.
Next, we show inequality (1.5).
Theorem 2.4. Let α > 0. For f ∈ Lipα(Rn), we have inequality (1.5). Inequality (1.5) is optimal
in the sense that equality holds when f (x) = C − |x − a| for some constants C ∈ R,  > 0 and
a ∈ Rn.
Proof. Let α > 0 and f ∈ Lipα(Rn). Set θ = ‖Df ‖∞. Since
d
dβ
∥∥ef ∥∥
β
= 1
β2
∥∥ef ∥∥1−β
β
Ent
(
eβf
)
,
d
dβ
(knθβ)
n/β = (knθβ)n/β n
β2
[
1 − log(knθβ)
]
,
we have easily (1.5) by (1.8). When f (x) = C − |x − a| for some constants C ∈ R,  > 0 and
a ∈ Rn, we have ‖Df ‖∞ =  and inequality (1.7) is reduced to equality. Thus, equality holds in
(1.8), so that equality holds in (1.5). 
Remark 2.5. (1) By the proof of Theorem 2.4, we see that inequality (1.7) is equivalent to
logarithmic Sobolev inequality (1.5).
(2) By Gentil [7], a hypercontractivity for (2.1) is equivalent to (1.2). Recall that the key to
derive (1.7) is to let the parameter p tend to ∞ in this hypercontractivity. This implies that (1.5)
is a limit case of (1.2) as p → ∞.
The following proof of Theorem 2.4 was presented by the referee.
Proof. In (1.2), replace f by eβf/p . Then, we obtain
Ent
(
eβf
)
 n
∫
eβf dx log
(
(Lp)
1/pβ
p
(
∫ |Df |peβf dx)1/p
(
∫
eβf dx)1/p
)
. (2.7)
It is easy to see that
lim sup
p→∞
(
∫ |Df |peβf dx)1/p
(
∫
eβf dx)1/p
 ‖Df ‖∞.
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R
n | |Df (x)| > λ} has a positive Lebesgue measure. Hence,
lim inf
p→∞
(
∫ |Df |peβf dx)1/p
(
∫
eβf dx)1/p
 λ lim inf
p→∞
(
∫
Eλ
eβf dx)1/p
(
∫
eβf dx)1/p
= λ.
Letting λ tend to ‖Df ‖∞, we see that
lim
p→∞
(
∫ |Df |peβf dx)1/p
(
∫
eβf dx)1/p
= ‖Df ‖∞.
Letting p tend to ∞ in (2.7), we have inequality (1.5) by (2.5) and (2.6).
By Gentil [7, Theorem 1.1], a function f for which (2.7) is reduced to equality is given by
eβf (x) = k exp(−m|x − a|q)
for some constant k,m > 0 and a ∈ Rn, where (1/p) + (1/q) = 1. Letting p tend to ∞, i.e.,
letting q tend to 1, we conclude that an extreme function for (1.5) is (log k − m|x − a|)/β . 
3. An expression of Lipschitz constants
In this section, we consider (1.10). We denote by Liplog(Rn) the set of functions f ∈ Lip(Rn)
such that there exists a ∈ Rn satisfying
−θ log(1 + |x − a|) f (x) − f (a), x ∈ Rn (θ := ‖Df ‖∞ > 0).
It is easy to see that if f ∈ Liplog(Rn), then f ∈ Lipβ(Rn) for β > n/‖Df ‖∞. As an example of
functions of Liplog(Rn), we have
f (x) = f (a) −
|x−a|∫
0
g(t) dt, x ∈ Rn,
where a ∈ Rn and g : (0,∞) → R is a Lebesgue measurable function such that A/(1 + t) 
g(t)A a.e. on (0,∞) for some constant A > 0.
Now, we state our result of this section.
Theorem 3.1. For f ∈ Liplog(Rn), we have (1.10).
Proof. 1. By the definition of Ent(eβf ), we have
e
knβ
exp
(
1
n
Ent(eβf )∫
eβf dx
)
= e
knβ
(∫
eβf dx
)−1/n
exp
(
β
n
∫
f eβf dx∫
eβf dx
)
. (3.1)
We note that, for θ > 0 and a ∈ Rn,
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∫ (
1 + |x − a|)−βθ dx = ωn−1(n − 1)!Γ (βθ − n)
Γ (βθ)
(β > n/θ), (3.2)
∫
|x − a|(1 + |x − a|)−βθ dx = ωn−1n!Γ (βθ − n − 1)
Γ (βθ)
(
β >
n + 1
θ
)
, (3.3)
∫
e−βθ |x−a| dx = ωn−1 (n − 1)!
(βθ)n
(β > 0). (3.4)
2. Let f ∈ Liplog(Rn) and set θ = ‖Df ‖∞. Since
−θ log(1 + |x − a|) f (x) − f (a)−θ |x − a|, x ∈ Rn,
we have, by (3.2) and (3.4),
eβf (a)ωn−1(n − 1)!Γ (βθ − n)
Γ (βθ)

∫
eβf (x) dx  eβf (a)ωn−1
(n − 1)!
(βθ)n
, (3.5)
whenever β > n/θ . On the other hand, since
0 θ log
(
1 + |x − a|) f (a) − f (x) θ |x − a|, x ∈ Rn,
we have
0
(
f (a) − f (x))eβf (x)  θ |x − a| exp[β(f (a) − θ log(1 + |x − a|))], x ∈ Rn,
so that
f (a)eβf (x) − θeβf (a)|x − a|(1 + |x − a|)−βθ  f (x)eβf (x), x ∈ Rn.
Thus, by (3.3), we obtain
f (a)
∫
eβf (x) dx − θeβf (a)ωn−1n!Γ (βθ − n − 1)
Γ (βθ)

∫
f (x)eβf (x) dx, (3.6)
whenever β > (n + 1)/θ . Dividing each term of (3.6) by ∫ eβf (x) dx and using (3.5), we have
β
n
∫
f eβf dx∫
eβf dx
 β
n
f (a) − (βθ)n+1 Γ (βθ − n − 1)
Γ (βθ)
, (3.7)
whenever β > (n + 1)/θ . Therefore, by (1.9), (3.5) and (3.7), we conclude that
θ  e
knβ
(∫
eβf dx
)−1/n
exp
(
β
n
∫
f eβf dx∫
eβf dx
)
 e
knβ
(
eβf (a)ωn−1(n − 1)!Γ (βθ − n)
Γ (βθ)
)−1/n
× exp
[
β
f (a) − (βθ)n+1 Γ (βθ − n − 1)
]
n Γ (βθ)
Y. Fujita / Journal of Functional Analysis 261 (2011) 1133–1144 1141= e
β
(
Γ (βθ)
Γ (βθ − n)
)1/n
exp
[
−(βθ)n+1 Γ (βθ − n − 1)
Γ (βθ)
]
,
whenever β > (n + 1)/θ . Since
Γ (βθ)
Γ (βθ − k) = (βθ − 1)(βθ − 2) · · · (βθ − k), k ∈ N, βθ > k,
we have just obtained
θ = lim
β→∞
e
β
(
Γ (βθ)
Γ (βθ − n)
)1/n
exp
[
−(βθ)n+1 Γ (βθ − n − 1)
Γ (βθ)
]
 lim inf
β→∞
e
knβ
(∫
eβf dx
)−1/n
exp
(
β
n
∫
f eβf dx∫
eβf dx
)
 lim sup
β→∞
e
knβ
(∫
eβf dx
)−1/n
exp
(
β
n
∫
f eβf dx∫
eβf dx
)
 θ,
which implies (1.10) by (3.1). 
Remark 3.2. We do not know whether the functional of the right-hand side of (1.9) is non-
decreasing or non-increasing in β .
4. Hypercontractivity of heat equation
In this section, as an application of (1.5), we consider a hypercontractivity of heat equation
(1.11). Recall that, by Remark 2.5, (1.7) is equivalent to logarithmic Sobolev inequality (1.5).
We show a hypercontractivity in heat equation (1.11) such that whenever eφ ∈ Lα(Rn)
(α > 0), we have eu(·,t) ∈ Lβ(Rn) for any β > α and t > 0.
If φ of (1.11) is a bounded and uniformly continuous function on Rn, (1.11) has a unique
solution u ∈ C2,1(Rn × (0,∞)) ∩ C(Rn × [0,∞)) such that u is bounded on Rn × [0,∞).
Then, for any α > 0, we observe that eu(·,t) /∈ Lα(Rn). To overcome this situation, we make the
following assumption:
⎧⎨
⎩
φ of (1.11) has the form such that φ(x) = −|x| + ρ(x) in Rn,
where  > 0 is a constant and ρ is a bounded and
uniformly continuous function on Rn.
(4.1)
In this case, for any α > 0, we observe that eu(·,t) ∈ Lα(Rn) whenever t > 0, since  > 0. Al-
though the influence  > 0 is strong, we will seek a hypercontractivity which is independent
of the parameter  and arises from an intrinsic character of (1.11). Such an intrinsic character
of (1.11) considered here is the Lipschitz regularizing effect of (1.11) explained below. In the
following, we set
Cn = Γ (
n+1
2 )
Γ (n2 )
. (4.2)
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∥∥Du(·, t)∥∥∞   + Cn√t ‖ρ‖∞, t > 0. (4.3)
In the following, we define the operator {Pt } on Cp(Rn) by
Ptψ(x) =
∫
Φ(x − y, t)ψ(y)dy, x ∈ Rn, t > 0, (4.4)
where Cp(Rn) is the set of all continuous functions on Rn with polynomial growth order, and
Φ(x, t) = (4πt)−n/2 e−|x|2/4t . Note that, for a uniformly continuous function φ on Rn, Ptφ is a
solution of heat equation (1.11).
Proof. Let η(x) = −|x|. It is easy to see that |Ptη(x) − Ptη(y)| |x − y|. Next, we have
D(Ptρ)(x) = (4πt)−n/2
∫
ρ(y)e−
|x−y|2
4t
(
−x − y
2t
)
dy.
Since
(4πt)−n/2
∫
|x − y|e− |x−y|
2
4t dy = 2Cn
√
t, (4.5)
we have
∣∣D(Ptρ)(x)∣∣ (4πt)−n/2
∫
‖ρ‖∞e− |x−y|
2
4t
∣∣∣∣x − y2t
∣∣∣∣dy = Cn√t ‖ρ‖∞.
The proof is complete. 
We prepare one more lemma.
Lemma 4.2. Assume (4.1). Then, there exists a bounded and non-decreasing function ν on (0,∞)
such that ν(0+) = 0 and
∥∥u(·, t) − φ∥∥∞  2Cn
√
t + ν(t), t > 0. (4.6)
Proof. Let η(x) = −|x|. By (4.5), it is easy to see that |Ptη(x) − η(x)|  2Cn√t . Next, for
any δ > 0, we have
Ptρ(x) − ρ(x) =
∫
B(x,δ)
Φ(x − y, t)[ρ(y) − ρ(x)]dy
+
∫
Rn\B(x,δ)
Φ(x − y, t)[ρ(y) − ρ(x)]dy
=: I + J,
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have
|I |max{∣∣ρ(z) − ρ(w)∣∣, z,w ∈ Rn, |z − w| δ}=: f (δ)
and f (δ) → 0 as δ → 0. On the other hand, we have
|J | 2‖ρ‖∞
∫
Rn\B(x,δ)
Φ(x − y, t) dy
= 2‖ρ‖∞
(4πt)n/2
∞∫
δ
ωn−1rn−1e−r
2/4t dr
= 2ωn−1
πn/2
‖ρ‖∞
∞∫
δ
2
√
t
sn−1e−s2 ds =: g(δ, t).
Hence,
∥∥u(·, t) − φ∥∥∞  2Cn
√
t + f (δ) + g(δ, t), δ, t > 0.
Now, for example, let
ν(t) := f (t1/4)+ g(t1/4, t), t > 0.
Then, it is easy to see that the function ν on (0,∞) is bounded and non-decreasing with
ν(0+) = 0 and (4.6) holds. 
Now, we state our result of this section.
Theorem 4.3. Assume (4.1). Let α > 0. Then, for a unique solution u(·, t) of (1.11), we have, for
β > α, t > 0,
∥∥eu(·,t)∥∥
β

∥∥eφ∥∥
α
e2Cn
√
t+ν(t)(knα)n/α(knβ)−n/β
(
Cn√
t
‖ρ‖∞ + 
) n
α
− n
β
, (4.7)
where ν is the function of Lemma 4.2. In particular, we have, for β > α, t > 0,
lim sup
↘0
‖eu(·,t)‖β
‖eφ‖α  e
ν(t)(knα)
n/α(knβ)
−n/β
(
Cn√
t
‖ρ‖∞
) n
α
− n
β
. (4.8)
Proof. Since
u(x, t)−|x| + 2Cn
√
t + ‖ρ‖∞,
1144 Y. Fujita / Journal of Functional Analysis 261 (2011) 1133–1144we have u(·, t) ∈ Lipα(Rn) for α, t > 0 by Lemma 4.1. By (1.7), we have
∥∥eu(·,t)∥∥
β

∥∥eu(·,t)∥∥
α
(
kn
∥∥Du(·, t)∥∥∞α)n/α(kn
∥∥Du(·, t)∥∥∞β)−n/β .
Since (n/α) − (n/β) > 0, we have, by Lemma 4.1,
∥∥Du(·, t)∥∥ nα − nβ∞ 
(
 + Cn√
t
‖ρ‖∞
) n
α
− n
β
, t > 0.
By Lemma 4.2, we conclude (4.7). 
Remark 4.4. We note that the hypercontractivity of (4.8) is due to the Lipschitz regularizing
effect of (1.11), since it is independent of the parameter . By the proof of Theorem 4.3, in
another Cauchy problem, there exists a possibility such that the similar hypercontractivity occurs
provided that the Lipschitz regularizing effect occurs in this Cauchy problem.
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