ABSTRACT. We exhibit a large class of symbols m on R d , d ≥ 2, for which the corresponding Fourier multipliers Tm satisfy the following inequality. If D, E are measurable subsets of R d with E ⊆ D and |D| < ∞, then
INTRODUCTION
The motivation for the results obtained in this paper come from an important estimate for the Beurling-Ahlfors transform B on C proved by K. Astala in [2] . This operator is a Fourier multiplier with the symbol m(ξ) = ξ/ξ, ξ ∈ C, and can also be defined as the singular integral operator
A fundamental property of the Beurling-Ahlfors transform is that it changes the complex derivative ∂ to ∂. More precisely, we have (1.1) B(∂f ) = ∂f, for any f in the Sobolev space W 1,2 (C, C) of complex valued locally integrable functions on C, whose distributional first derivatives are in L 2 on the plane. The Beurling-Ahlfors operator plays a fundamental role in the theory of quasiconformal mappings in the plane, as detailed in [3] . Recall that a homeomorphism F : C → C is said to be K-quasiconformal,
The formal statement of this phenomenon is as follows: if F (0) = 0 and F (1) = 1, then for all measurable subsets E of the unit disc D = {z ∈ C : |z| < 1} we have (1.2) |F (E)| ≤ C|E| κ ,
where | · | denotes the Lebesgue measure on the plane, and the constants C and κ depend only on K. Gehring and Reich conjectured in [25] that the least possible κ for which (1.2) holds equals 1/K. This conjecture was open for many years, and was finally proved to be true by Astala [2] in the early 90's. We will be interested in the following related estimate. The weak-type (1, 1) and L 2 boundedness of the Beurling-Ahlfors operator imply the existence of some universal constants c and α such that for any subset E of the unit disc D,
Gehring and Reich [25] proved that their conjecture is strictly related to the optimal value of the constant c. Roughly speaking, the conjecture is equivalent to proving that the best c in (1.3) equals 1. The inequality
follows immediately from the unitary property of B and Hölder's inequality and thus, the main difficulty while studying (1.3) lies in controlling the size of the integral over D\ E. In his celebrated paper "Area distortion of quasiconformal mappings", Astala [2, Corollary 1.7] proved (1.3) with c = 1 and some constant α ≥ 1. In [23] , Eremenko and Hamilton proved inequality (1.3) with the best constant α as well. That is, they show that (1.4) D\E |B(χ E )(z)|dz ≤ |E| ln π |E| holds for all Borel subsets E of D and that π is the best possible. This gives (1.3) with c = 1 and α = eπ. For more (much, much more) on the operator B and its connections to quasiconformal mappings in the plane, see Astala, Iwaniec and Martin [3] , and specially §14.6 for above inequalities. The objective of this paper is to study the above estimates in a probabilistic context and apply these to a wider class of Fourier multipliers. As evidenced in many papers (see e.g. [9] , [12] , [16] , [26] ), martingale methods play a crucial role in the analysis of various inequalities for the Beurling-Ahlfors operator. To illustrate this fruitful connection, let us recall the celebrated conjecture of Iwaniec [27] , which states that
where p * = max{p, p/(p − 1)}. The first step towards the conjecture was made by Bañuelos and Wang [12] , who proved that the norm is bounded by 4(p * − 1), using the representation of B in terms of Poisson martingales. Then Nazarov and Volberg [32] used Bellman function techniques to improved the bound to 2(p * − 1) and Bañuelos and Mendéz-Hernandez [9] showed that this can also be done with the techniques of [12] by replacing the Poisson martingales by heat martingales. The more recent results of Bañuelos and Janakiraman [8] and Boros, Janakiraman and Volberg [16] , which provide the most tight bounds thus far, are based on "fine-tuning" the heat martingale methods from [9] .
In this paper we present a probabilistic study of inequalities of the type (1.4) based on novel and more sophisticated estimates (compared to those used for L p -bounds for B) for differentially subordinated martingales. This will allow us to obtain a more general statement (see Theorem 1.2 below) for a much wider class of Fourier multipliers. In particular, our reasoning will lead us to a certain sharp version of the Eremenko-Hamilton inequality for the real and imaginary part of the Beurling-Ahlfors operator. The results also hold for other multipliers, for example those of Laplace transform-type, which are not in the form given below and even for more general singular integral operators which are not of convolution-type but which arise from conditional expectations of martingale transforms. Furthermore, our approach will also give a sharp martingale analogue of the result of Eremenko and Hamilton, stated below in Corollary 2.1.
Let us now give more details on the above statements. We will work with the following class of symbols, introduced by Bañuelos and Bogdan in [6] . Let ν be a Lévy measure on R d . That is, ν is a nonnegative Borel measure on R d with ν({0}) = 0 and
Assume further that µ is a finite nonnegative Borel measure on the unit sphere S of R d and fix two Borel functions φ on R d and ψ on S which take values in the unit ball of C. We define the associated multiplier m = m φ,ψ,µ,ν on R d by 
are d×d symmetric matrices and B is non-negative definite. We observe that m(ξ) ∞ ≤ 1 and denote by T m the Fourier multiplier operator with symbol m given by T m f (ξ) = m(ξ)f (ξ). We call these Lévy multipliers. Via stochastic integration and the Lévy-Khintchine formula, which is already apparent in (1.6) (as the denominator is the real part of the symbol of a Lévy process), the operators T m can be represented as projections of martingale transforms. We refer the reader to Bañuelos, Bielaszewski and Bogdan [7] and Applebaum and Bañuelos [1, §5] for details. Combining this representation with Burkholder's martingale inequalities (cf. [18] , [38] ), Bañuelos and Bogdan [6] and Bañuelos, Bielaszewski and Bogdan [7] obtained the following L p bound, strictly related to Iwaniec's conjecture.
where
The class of Lévy multipliers contains many interesting examples, including second order Riesz transforms and various Marcinkiewicz-type multipliers. When d = 2, they include the real part ℜB = R and imaginary part ℑB = −2R 2 R 1 of the Beurling-Ahlfors operator B, where R 1 and R 2 are the Riesz transforms on R 2 . The fact that the constant (p * − 1) cannot be replaced by a smaller one follows from a result of Geiss, Montgomery-Smith and Saksman [26] (see also [11] ) concerning the L p norms of ℜB and ℑB, once one observes that these symbols belong to the class given by (1.5) (see [5, Example 4.2.1] ). For related logarithmic estimates that can be obtained with the use of martingale methods, we refer the reader to Osȩkowski [34] and [35] . The main result of this paper is the following. 
From (1.8) and the elementary inequality
valid for all 
It is important to note here, however, that if E is large relative to D, that is if |D \ E| is small, then the left hand side of (1.8) is small and this is also reflected on the right hand side of that inequality. On the other hand, the inequality (1.9) alone does not capture this feature. Thus the probabilistic techniques yielding (1.8) are rather fine-tuned and give behavior for our multipliers which follows that of the sharp inequality (1.4) for the Beurling-Ahlfors operator. That is, with the sharp constant π, the right hand side of inequality (1.4) goes to zero as |E| goes to either zero or π which is the behavior of its left hand side. This behavior is also captured in the case of inequality (1.8).
As we have already mentioned above, the real and imaginary parts of the BeurlingAhlfors operator belong to the class (1.5). Therefore, we obtain the following inequality for any measurable subset E of the unit disc D ⊂ C:
and similarly with ℜB replaced by ℑB on the left hand side. In particular,
From this we have the following inequality which is a non-sharp version of (1.4).
Corollary 1.2. For any measurable subset
In particular,
Given the sharpness of the inequality (1.4) for the Beurling-Ahlfors operator and the sharpness of the martingale estimates used to obtain our results, it is reasonable to conjecture that our inequalities are also sharp and that one should be able to show this by looking at the real or imaginary part of the Beurling-Ahlfors operator. This observation turned out to be successful in the study of (1.7) and, as we will see, this is the state of affairs also in our setting. How can we construct appropriate extremal examples for ℜB and ℑB? The first idea that comes to mind is to inspect carefully the optimizers of (1.4). Namely, for (1.4) one derives that
, where E = D(0, r) is a disc centered at 0 and radius r, and then explicitly computes the left hand side of (1.4) (see [3, p. 386] ) and this yields equality. However, these calculations do not give the sharpness for our inequalities. Though the formula for B(χ E ) does yield the formula for ℜB(χ E ) and we can then compute the left hand side of (1.10), we do not obtain the required equality at the end. Therefore, another approach is needed. We will make use of a much more complicated argument, which exploits the theory of laminates. It will allow us to establish the following result. 
A similar statement holds for ℜB replaced by ℑB.
Given the inequalities (1.4), (1.8) and (1.14), several comments are in order. First, we observe that inequality (1.8) is the farthest point where differentially subordinate martingales can take us in the direction of (1.4), when this is viewed purely as a two dimensional case of more general real harmonic analysis results on multipliers in
This point of view completely ignores the complex structure of B on C; for example, it ignores its important property (1.1). The results in Bañuelos and Janakiraman [8] , which have produced the best general bounds thus far on Iwaniec's conjecture, are an attempt to use, in a probabilistic way, the complex structure of the operator B without "decoupling" it into its real and imaginary parts. The idea in [8] is to take advantage of the "conformal" structure, first noticed in [12] , of the martingales that arise from B as well as the use of subordination. (For more on several results on conformal martingales motivated by the complex structure of the operator B, see [8] , [10] , [15] and [28] .) A similar "fine-tuning" with the use of conformal martingales may also be successful for (1.12). We believe the ideas in [8] and the techniques in the current paper will likely lead to a better estimate than the √ 2 given in (1.12) but the construction of the necessary "Burkholder" function is not at all clear at this point.
The second important remark we wish to make concerns the appearance of the three sets D, D and E in the formulation of Theorem 1.3. The use of three sets is necessary: one cannot take D = D, since this would then clearly contradict (1.4). This reveals a very interesting phenomenon: using martingale methods, we have proved that the geometry of the set D plays a crucial role in the sharpness of (1.4) in the sense that D cannot be replaced there by an arbitrary subset of C of finite measure. On the other hand, this should be confronted with the well-known fact that there is some ambiguity in the choice of D. Namely, as shown by Eremenko and Hamilton in [23] , (1.4) still holds true if this set is an arbitrary compact set of transfinite diameter 1.
This paper is organized as follows. §2 contains the main probabilistic results: we prove an appropriate stochastic version of (1.8) there. In §3 we show how to deduce the result for our Lévy multipliers from the martingale inequalities. Theorem 1.3 is proved in §4.
MARTINGALE INEQUALITIES
Assume that (Ω, F , P) is a complete probability space, equipped with (F t ) t≥0 , a nondecreasing family of sub-σ-fields of F , such that F 0 contains all the events of probability 0. Let X, Y be two adapted cádlág martingales, i.e., with right-continuous trajectories that have limits from the left. We assume further that X takes values in the interval [0, 1], while Y is H-valued; here H denotes the separable Hilbert space, which may and will be assumed to be equal to ℓ 2 . The symbols [X, X] and [Y, Y ] stand for the square brackets of X and Y , respectively; see e.g. Dellacherie and Meyer [22] for the definition in the realvalued case, and extend the notion to the vector setting by
, where Y k is the k-th coordinate of Y . Following Bañuelos and Wang [12] and Wang [38] , we say that Y is differentially subordinate to X, if the process
is nonnegative and nondecreasing as a function of t. For example, let f = (f n ) n≥0 , g = (g n ) n≥0 be a pair of adapted discrete-time martingales and let us treat them as continuous-time processes (via X t = f ⌊t⌋ , Y t = g ⌊t⌋ , t ≥ 0). Then the above domination amounts to saying that |dg n | ≤ |df n | for all n, which is the original definition of differential subordination, due to Burkholder [18] . Here (df n ) n≥0 , (dg n ) n≥0 stand for the difference sequences of f and g, given by df 0 = f 0 , df n = f n − f n−1 (n ≥ 1), and similarly for dg.
We turn to the main result of this section. Let 
The inequality is sharp, even in the discrete-time setting: for any ε > 0 there is a martingale f taking values in [0, 1] and a real-valued martingale g which is differentially subordinate to f , satisfying g 0 = 0 and
We observe that since the martingale X takes values in [0, 1] we in fact have that X t = E(X|F t ) where X is a random variable with values in [0, 1] and hence sup t≥0 E[
The proof of the inequality (2.2) will be based on Burkholder's method: we will deduce the validity of the estimate from the existence of a certain special function, satisfying appropriate majorization and concavity. See [19] or [33] for the detailed description of the technique. Actually, we will exploit the following statement, which is a slight modification of the results of Wang [38] 
c(x, y) < ∞ for all 0 < r < 1/2
and such that for all
Let X be a martingale taking values in [0, 1] and let Y be a martingale taking values in H.
If Y is differentially subordinate to X, then for any 0 < r < 1/2 and any t ≥ 0 there is a nondecreasing sequence (τ n ) n≥0 of stopping times converging to ∞ almost surely, such that
Now we will introduce the special functions U λ : D → R corresponding to the inequality (2.2). We start with the case λ < 1/2 and consider the following subsets of D:
Let U λ be the function given by
It is easy to see that U λ extends to a continuous function on the whole strip D. During the proof of the properties listed in Lemma 2.1, we will also need the following auxiliary function c λ given on
Next, we turn to the case λ ≥ 1/2. This time the special function is given by four different formulas on the following subsets of the strip [0, 1] × H:
As in the case λ < 1/2, we will also exploit the auxiliary function c λ :
We turn to the analysis of the above objects. Proof. The fact that U λ is of class C 1 in the interior of D is straightforward and reduces to the tedious verification that its partial derivatives match at the common boundaries of the sets D i . We leave the details to the reader. It is also evident that if x is bounded away from 0 and 1, then the function c λ is uniformly bounded: this gives (2.4). The main technical difficulty lies in proving the inequality (2.5). Let us start with the case λ < 1/2. If (x, y) ∈ D 1 , then (2.4) is actually an equality. A little computation shows that if (x, y) ∈ D 2 , then the left-hand side of (2.5) equals
(here and below, we use the notation y ′ = y/|y|), so the bound holds true. Finally, if (x, y) ∈ D 3 , then
We turn to the case λ ≥ 1/2. The inequality (2.5) is obvious for D 0 ; in fact, we get equality here. It is also easy to show the bound on D 3 . Indeed, on this set we have
If the term 2|y|(λ − 1/2) were absent, we would have equality in (2.5); since λ ≥ 1/2, the function (x, y) → 2|y|(λ − 1/2) is convex and hence the desired bound is preserved. Next, we turn to the case when (x, y) ∈ D 1 . Then it can be computed that the left-hand side of (2.5) is equal to c λ (x, y)(h 2 − |k| 2 ) + I + II, where
By the definition of D 1 , we have x ≤ 1/2 and x ≤ |y|, which implies that both I and II are nonpositive; thus (2.5) follows. Finally, to show the bound for D 2 , we observe that U λ (x, y) = U λ (1 − x, y) for all x, y, so the inequality follows at once from the calculations for D 1 .
We will also need the following additional properties of U λ . Recall the function C, given by (2.1).
Lemma 2.3. (i) For any
(ii) For any (x, y) ∈ D and λ > 0 we have
Proof. Note that the conditions listed in Lemma 2.1, which have been proved above, yield the following property of U λ : for any fixed y ∈ H, the function x → U λ (x, y) is concave. Having observed this, (2.7) follows at once, because it is equivalent to
Furthermore, the concavity implies that it is enough to prove (2.8) for x ∈ {0, 1}, since for any fixed y, the right-hand side of (2.8) is linear in x. Suppose first that x = 0 and λ < 1/2. If |y| ≤ 2λ, the majorization is equivalent to (|y| − 2λ) 2 ≥ 0, which is of course true; if |y| > 2λ, then both sides are equal. Assume next that x = 0 and λ ≥ 1/2. If |y| ≤ λ − 1/2, then we get equality; if |y| > λ − 1/2, the inequality (2.8) can be rewritten as (|y| − λ − 1/2) 2 ≥ 0, which holds true. If x = 1, then the majorization is equivalent to U λ (1, |y|) ≥ 0, which is evident for all choices of λ.
We turn to the proof of Theorem 2.1.
Proof of (2.2). Combining Lemma 2.1 and Lemma 2.2, we obtain that for any 0 < r < 1/2, any t ≥ 0 and appropriate sequence (τ n ) n≥0 of stopping times,
By (2.8), this implies
Now we let n → ∞ and then r ↓ 0 to obtain, in the light of Fatou's lemma,
It remains to use (2.7) and take the supremum over t. The inequality (2.2) is established.
Sharpness of (2.2). Now we will construct discrete-time martingales showing that the constant C(λ) cannot be replaced by a smaller number. Let us start with the case λ < 1/2. Note that there is no need to specify the transition probabilities, they are uniquely determined by the requirement that (f, g) is a martingale. Directly from the above definition, we infer that 0 = |g 0 | ≤ f 0 and for each n we have |dg n | = |df n |; therefore, g is differentially subordinate to f . We easily see that (f, g) is a finite martingale: let (f ∞ , g ∞ ) denote its terminal variable. Clearly, we have f ∞ ∈ {0, 1}, so
We easily see from the conditions (i)-(viii) above that the variable |g ∞ | takes values 0, 2λ, 2λ + 2δ, 2λ + 4δ, . . ., 1. Using (ii)-(v), we compute that
is the probability that f goes to λ + κ/2 and then jumps to 0; the second summand corresponds to the case when f goes to κ/2 in the first step, then to λ and finally to 0; the third term κ 2λ · δ 2λ+δ comes from the following possibility: f might get to the point 2λ after a few steps; this occurs with probability κ/(2λ); if it is so, f may jump to 0, which happens with probability δ/(2λ + δ) (see (vi)).
The next step is to prove that for k = 0, 1, 2, . . . , N , P(f ever visits 2λ + 2kδ) = κ 2λ + 2kδ .
The case k = 0 has already appeared in the above considerations, the general case follows from an easy induction and the requirements (vi) and (vii). In consequence, by the further exploitation of these two conditions, we get that for k = 1, 2, . . . , N − 1, the event {|g ∞ | = 2kδ} is the disjoint union of the following two: either f visits 2λ + 2(k − 1)δ after several steps, then goes to 2λ + 2(k − 1)δ + δ and then to 0, or f visits 2λ + 2(k − 1)δ after several steps, then goes to 2λ + 2(k − 1)δ + δ, then to 2λ + 2kδ and then to 0.
Computing the corresponding probabilities, we see that
The probability P(|g ∞ | = 1) can be derived similarly, but actually we will not need this. Namely, we can write
Now if δ is appropriately small, then the latter expression can be made arbitrarily close to
Letting κ → 0 we see that the constant C(λ) is indeed optimal in (2.2) for λ < 1/2. We turn to the case λ ≥ 1/2. First, let us introduce the extremal sequence for λ = 1/2. (1, 2kδ + 2δ) or to (1/2, 1/2 + 2kδ + 2δ). Symmetrically, the state of the form (1/2 + δ, −1/2 − 2kδ − δ), k = 0, 1, 2, . . . , N − 1 leads to (1, −2kδ − 2δ) or to (1/2, −1/2 − 2kδ − 2δ). (vii) The state (1/2, λ) leads to (0, λ + 1/2) or to (1, λ − 1/2). Symmetrically, the state (1/2, −λ) leads to (0, −λ − 1/2) or to (1, −λ + 1/2). (viii) All the states not mentioned above are absorbing. The calculations involved in the analysis of the above processes are similar to those in the case λ < 1/2. We leave the necessary verification to the reader.
Finally, let us formulate a corollary which will be important to us later. 
Proof. Consider the following decomposition: A = A − ∪ A + , where
Clearly,
where in the last passage we have exploited (2.2). Adding the two estimates above, we get
which is precisely the claim.
Taking A = Ω, we obtain (2.10)
Minimizing the right hand side with respect to λ and and again recalling the notation ||X|| 1 = sup t≥0 E|X t | = EX 0 , we easily arrive at the following result which is a martingale analogue of the Eremenko-Hamilton inequality (1.4). 
and the constant e/2 is best possible.
The sharpness of the inequality (2.11) follows already from the examples above. It is, however, very easy to give an example in this case by considering the discrete-time setting. Suppose that f 0 = g 0 ≡ 1/2 and let f 1 − f 0 = g 0 − g 1 be a Rademacher variable divided by 2. Then ||f || 1 = 1/2 and P(g(1 − f ) = 1) = 1/2, so ||g(1 − f )|| 1 ≥ 1/2 = ||f || 1 log(e/2||f || 1 ).
PROOF OF THEOREM 1.2
Now we will show how the martingale inequalities studied in the preceding section yield the corresponding bounds for Fourier multipliers. We start by recalling the martingale representation of the multipliers from the class (1.5). We follow here the description in [6] and [7] and refer the reader to those papers for full details. An alternate description based on the semigroup of the Lévy process and stochastic integration can be found in [5, §4] and [1, §5] .
Let m be the multiplier as in (1.5), with the corresponding parameters φ, ψ, µ and ν. Assume in addition that ν(R d ) is finite and nonzero. Then for any s < 0 there is a Lévy process (X s,t ) t∈[s,0] with X s,s ≡ 0, for which Lemmas 3.1 and 3.2 below hold true. To state these, we need some notation. For a given f ∈ L ∞ (R d ), define the corresponding
Now, fix s < 0 and define the operator S = S s,φ,ν by the bilinear form
We have the following facts, proved in [6] and [7] .
Lemma 3.1. For any fixed x, s, f, φ as above, the processes
Let us stress here that φ, and hence also G, are complex valued. Note that in addition, we have G 0 = 0. The aforementioned representation of Fourier multipliers in terms of Lévy processes is as follows. 
We are ready to prove Theorem 1.2.
Proof of (1.8). Fix subsets D, E of R d as in the statement. We may and do assume that at least one of the measures µ, ν is nonzero. It is convenient to split the reasoning into two parts.
Step 1. First we show the estimate for the multipliers of the form
. Assume that 0 < ν(R d ) < ∞, so that the above machinery using Lévy processes is applicable. Fix s < 0 and functions f, g ∈ C . By Fubini's theorem and (2.9), we have, for any
Now we apply the definition of S:
Taking the supremum over all g as above, we obtain (3.4)
Now if we let s → −∞, then M s,φ,ν converges pointwise to the multiplier M φ,ν given by (3.3). By Plancherel's theorem,
and hence there is a sequence (s n ) ∞ n=1 converging to −∞ such that lim n→∞ S sn,φ,ν f → T M φ,ν f almost everywhere. Thus Fatou's lemma combined with (3.4) yields the bound
Using standard approximation arguments, we see that the above bound holds true also for f = χ E . For such a choice of f , we get
)1 {x+Xs,0∈D} = 1 {x+Xs,0 / ∈E} 1 {x+Xs,0∈D} = 1 {x+Xs,0∈D\E} , so by Fubini's theorem, we obtain (3.5)
Step 2. Now we deduce the result for the general multipliers as in (1.5) and drop the assumption 0 < ν(R d ) < ∞. For a given ε > 0, define a Lévy measure ν ε in polar coordinates (r, θ) ∈ (0, ∞) × S by
Here δ ε denotes Dirac measure on {ε}. Next, consider a multiplier M ε,φ,ψ,µ,ν as in (3.3), in which the Lévy measure is 1 {|x|>ε} ν + ν ε and the jump modulator is given by 1 {|x|>ε} φ(x) + 1 {|x|=ε} ψ(x/|x|). Note that this Lévy measure is finite and nonzero, at least for sufficiently small ε. If we let ε → 0, we see that
and, consequently, M ε,φ,ψ,µ,ν → m φ,ψ,µ,ν pointwise. Thus (3.5) yields
Indeed, using Plancherel's theorem as above, we see that there is a sequence (ε n ) n≥1 converging to 0 such that T M εn,φ,ψ,µ,ν χ E → T m φ,ψ,µ,ν χ E almost everywhere. It suffices to apply Fatou's lemma. The next step is to optimize the right-hand side of (3.6) over λ. A straightforward analysis of the derivative shows that the following choices yield best bounds. If |E| < |D|/2, then taking λ = |E|/|D| < 1/2 gives
On the other hand, if |E| > |D|/2, then we take λ = 
This completes the proof of the desired bound. For example, if h t (x) denotes the Gaussian kernel in IR d , the family of operators Our proof will actually show that for any η < 1 there are subsets E, D of the unit disc D such that E ⊂ D, |E| is arbitrarily close to 0 and
To accomplish this, we will make use of a combination of various analytic and probabilistic facts. It is convenient to split this section into a several separate parts. Our arguments here are very similar to those used by Osȩkowski in [36] to prove the sharpness of restricted weak-type estimates for the Lévy multipliers. For the convince of the reader, and in order to make this section as self contained as possible, we recall the preliminaries on laminates and their connections to martingales from [17] and [36] , Section 4.2.
4.1. Laminates. Let R m×n denote the space of all real matrices of dimension m × n and R n×n sym denote the subclass of R n×n which consists of all real symmetric n × n matrices. For other equivalent definitions of rank-one convexity, see [21, p . 100], Now let P = P(R m×n ) be the class of all compactly supported probability measures on R m×n . For ν ∈ P, we denote by
the center of mass or barycenter of ν.
Definition 4.2.
We say that a measure ν ∈ P is a laminate (and write ν ∈ L), if
for all rank-one convex functions f . The set of laminates with barycenter 0 is denoted by L 0 (R m×n ).
Laminates can be used to obtain lower bounds for solutions of certain PDEs, as was first noticed by Faraco in [24] . Furthermore, laminates arise naturally in several applications of convex integration, where can be used to produce interesting counterexamples, see e.g. [4] , [20] , [30] , [31] and [37] . For our results here we will be interested in the case of 2 × 2 symmetric matrices. An important observation to make is that laminates can be regarded as probability measures that record the distribution of the gradients of smooth maps as described by Corollary 4.3 below. We briefly explain this and refer the reader [29] , [31] and [37] for full details. PL(U ) for some ν ∈ P(R 2×2 ) and µ also belongs to PL(U ) with µ = A, then also λµ + (1 − λ)ν belongs to PL(U ).
The class PL(U ) is called the prelaminates in U .
It follows immediately from the definition that the class PL(U ) only contains atomic measures. Also, by a successive application of Jensen's inequality, we have the inclusion PL ⊂ L. The following are two well known lemmas in the theory of laminates; see [4] , [29] , [31] , [37] . Combining these two lemmas and using a simple mollification, we obtain the following statement, proved by Boros, Shékelyhidi Jr. and Volberg [17] . It exhibits the connection between laminates supported on symmetric matrices and second derivatives of functions. This Corollary will play a crucial role in our argumentation below. Recall that (as in the introduction) we use D to denote the unit disc of C. 
sym → R. The above corollary works for laminates of barycenter 0. This gives rise to certain technical difficulties, as the natural laminates induced by the martingale examples of Section 2 do not have this property. To overcome the problem, we will have to center the examples as done below.
4.2.
Biconvex functions and a special laminate. The next step in our analysis is devoted to the introduction of a certain special laminate. We need some additional notation. A function ζ : R × R → R is said to be biconvex if for any fixed z ∈ R, the functions x → ζ(x, z) and y → ζ(z, y) are convex. Now, for λ ≤ 1/2, let f , g be the martingales of Section 2, which exhibit the sharpness of (2.2) (if λ is strictly smaller then 1/2, then there is a whole family of examples, corresponding to different choices of κ and N -these two parameters will be specified later). Consider the R 2 -valued martingale
We subtract κ on both coordinates to ensure that the pair (F, G) has mean (0, 0). This sequence has the following zigzag property: for any n ≥ 0 we have F n = F n+1 with probability 1 or G n = G n+1 almost surely; that is, in each step (F, G) moves either vertically, or horizontally. Indeed, this follows directly from the construction that for n ≥ 1 we have P(df n = dg n ) = 1 or P(df n = −dg n ) = 1. This property combines nicely with biconvex functions: if ζ is such a function, then a successive application of Jensen's inequality gives
The martingale (F, G), or rather the distribution of its terminal variable (F ∞ , G ∞ ), gives rise to a probability measure ν on R
Here and below, diag(x, y) denotes the diagonal matrix x 0 0 y . The key observation is that ν is a laminate of barycenter 0. To prove this, note that if ψ : R 2×2 is a rank-one convex, then (x, y) → ψ(diag(x, y)) is biconvex and thus, by (4.3),
Finally, note that P F ∞ + G ∞ ∈ {−κ, 1 − κ} = P(f ∞ ∈ {0, 1}) = 1, and hence the support of ν is contained in
4.3. Proof of (1.14). For the convenience of the reader, we give an outline here of the ideas behind the arguments below. We start with the application Corollary 4.3 to the laminate ν: let (u j ) j≥1 be the corresponding sequence of smooth functions. As we have just observed above, the support of ν is contained in K given by (4.4) . Since the distribution of u j is close to ν (in the sense of Corollary 4.3), we expect that ∆u j , essentially, takes only values close to −κ or close to 1 − κ. Thus, if we define v j = ∆u j + κχ D for j = 1, 2, . . ., then v j is close to an indicator function of a certain set E. Thus, to prove the sharpness of (1.14), one can try to study this estimate with χ E replaced by v j . We will look separately at the action on ℜB on ∆u j and κχ D . To handle the Laplacian, we will use the arguments from the previous two subsections, and the term κχ D will be dealt with directly.
Step 1. Fix λ ∈ (0, 1/2) and pick the positive number M = ηC(λ) so that M < C(λ). Then, by the reasoning presented in Section 2, if κ > 0 is sufficiently small and an integer N is large enough, then the corresponding martingale (f, g) constructed there satisfies
Next, let ε ∈ (0, 1/4) be a given number (which will be eventually sent to 0). In what follows, C 1 , C 2 , C 3 , . . . will denote constants which depend only on κ and N .
Step 2. Consider a continuous function φ : R 2×2 sym → R given by φ(diag(x, y)) = |x + y + κ|. By Corollary 4.3, and using the fact that F ∞ + G ∞ + κ = f ∞ , we have
Thus for sufficiently large j,
Step 3. Consider a continuous function φ : R Then (4.6) implies that (4.7) |D \ (E j ∪Ẽ j )| |D| < ε, for sufficiently large j. An analogous argument, exploiting the function φ which is 1 when |x + y − 1 + κ| ≤ ε and vanishes for |x + y − 1 + κ| ≥ 2ε, yields lim sup j→∞ |E j | ≤ |D|κ. As we have mentioned in
Step 1, the numbers κ we consider are small; this implies that the sets E j we obtain are of small measure (and in particular, satisfy |E j | < |D|/2). By (4.8), we get that for any 1 ≤ q < ∞ and large j,
Here in the last passage we have used the definition of E j ,Ẽ j and (4.7). Combining this with (4.8) (and the fact that the second-order partial derivatives of u j are uniformly bounded, see Corollary 4.3), we get that for sufficiently large j,
Thus, the function v j is close to the indicator function of E j .
Step 5. Next, consider the function φ : R 2×2 sym → R given by φ(diag(x, y)) = (|x − y| − λ) + (1 − x − y − κ). By the choice of κ, N and (4.5),
Now multiply throughout by |D| and apply (4.9) with q = 1 to get that for sufficiently large j, 
Since B is an isometry on L 2 (R 2 ), an application of Schwarz inequality, (4.9) and (4.8) give that I 1 + I 2 ≤ C 2 ε 1/2 |E j |. Putting all the above facts together, we get that if j is sufficiently large, then
Therefore, if we consider the set D j = {z ∈ D : |ℜB(χ E j )| ≥ λ} ∪ E j , we obtain
A simple analysis of the derivative in λ shows that the right-hand side is not smaller than
Using the fact that ε > 0 was arbitrary, this completes the proof of Theorem 1.3 and shows the optimality of (1.8).
