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Abstract
A natural question about linear operators on the Hilbert–Hardy space is answered, motivated by work in
geophysical imaging. Namely, which bounded linear operators on the Hardy space preserve the set of all
shifted outer functions? A complete characterization is determined, which allows an explicit construction of
all such operators. Every operator that preserves the set of shifted outer functions is necessarily a product-
composition operator, consisting of composition with a shifted outer function followed by multiplication
with a (possibly different) shifted outer function. Such operators represent important physical processes,
including the propagation of seismic wave energy through the earth. Applications to seismic imaging are
briefly discussed.
© 2011 Elsevier Inc. All rights reserved.
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1. Introduction
The goal of this work is to characterize the semigroup of bounded linear operators on the
Hilbert–Hardy space that preserve the set of shifted outer functions: that is, analytic functions on
the open disk in the complex plane of the form
✩ This work is supported by MITACS and NSERC, through the CREWES and POTSI research consortia.
* Corresponding author.
E-mail addresses: pcgibson@yorku.ca (P.C. Gibson), mikel@ucalgary.ca (M.P. Lamoureux),
margrave@ucalgary.ca (G.F. Margrave).0022-1236/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jfa.2011.07.003
P.C. Gibson et al. / Journal of Functional Analysis 261 (2011) 2656–2668 2657z → znf (z),
where f (z) is an outer function with bounded L2 norm. Outer functions play a key role in the
Beurling factorization, where every function in the Hardy space can be written as a product of
outer and inner functions, the inner functions being the part containing the zeros.
In the following, we give a complete description of this semigroup of operators: each element
consists of a composition operator (see [11]) of a special form, multiplied by an outer function,
followed by a shift. This work continues in the tradition of studying the interplay between func-
tional analysis and the theory of analytic functions, as has been expounded upon by authors of
classic and contemporary monographs, including [5,6,11]. Outer functions generalize the notion
of stable polynomials – those polynomials which have no zeros in the interior of the unit disk
[5,6]. Recently, there have been a series of remarkable results by Borcea and Brändén charac-
terizing the linear operators that preserve the class of stable polynomials and multivariate stable
polynomials (see [2,3] and the summary by Wagner in [15]). Borcea and Brändén point out
these methods give solutions to long standing problems by Laguerre and Pólya–Schur [3]. Our
methods apply to the analytic situation of outer functions, rather than algebraic class of stable
polynomials, but yield a very precise result.
This work is motivated by digital signal processing in the context of geophysical imaging. In
such a setting, the class of shifted outer functions represents delayed, causal, minimum-phase
signals that model impulsive physical sources including dynamite blasts. We conclude the paper
with an application of the mathematical results to the geophysical problem.
2. Notation and basic results
The complex plane is denoted by C, the open unit disk by D and the Hardy space of analytic
functions on the disk with square integrable boundary values by H 2 = H 2(D). Equivalently, this
Hardy space consists of all analytic functions of the form
f (z) =
∞∑
n=0
anz
n
where the coefficients an satisfy
∑∞
n=0 |an|2 < ∞. The norm of such a function is given as
∥∥f (z)∥∥2 =
√√√√ ∞∑
n=0
|an|2,
or equivalently as the square root of the integral of the boundary values |f (eiθ )|2.
A function f in H 2 is said to be outer if it can be written in the form
f (z) = λ exp
(
1
2π
π∫
−π
eiθ + z
eiθ − zg(θ) dθ
)
,
where λ is a constant of modulus one and g is a real-valued integrable function. Since f is
expressed as an exponential, it is necessarily non-zero on the disk D.
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{znf (z): 0  n < ∞} is dense in H 2 ([11, Definition 2.3.1], or [6, Exercise 4, p. 74]). Let
U denote the operation of multiplication by z, so
(Uf )(z) = zf (z).
As it effects a right-shift on the Taylor coefficients of a function, U is also called the unilateral
shift. Thus a function f is outer if and only if it is a cyclic vector for the unilateral shift.
Given an analytic function φ : D → D, the map f → f ◦φ takes analytic functions to analytic
functions and defines the composition operator Cφ : H 2 → H 2 by the formula
Cφ(f ) = f ◦ φ.
The composition map is a bounded linear operator, with norm bounded by
√
1+|φ(0)|
1−|φ(0)| [11, Corol-
lary 5.1.6].
It is an interesting fact the composition operator maps outer functions to outer functions. This
result has been known for some time (see for instance Theorem 11 of [4]), and we include the
following statement and independent proof for completeness.
Theorem 1. Suppose φ : D → D is analytic, and f is an outer function. Then the composition
f ◦ φ
is outer.
Proof. Since f is outer, the linear span of shifts of f is dense in H 2, so the closed linear span is
∞∨
k=0
Ukf = H 2.
Fix  > 0. Since 1 ∈ H 2, we can find a finite linear combination of translates of f ,
fn(z) =
n∑
k=0
ckz
kf (z)
with ‖1 − fn‖ < . Since the composition operator is bounded, we have∥∥∥Cφ(1 −∑ ckzkf (z))∥∥∥ ‖Cφ‖,
and thus ∥∥∥1 −∑ ckφ(z)kf (φ(z))∥∥∥ ‖Cφ‖.
In particular, this function
∑
ckφ(z)
kf (φ(z)) is in
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k=0
Uk(f ◦ φ)
(because multiplying by φ(z)k is approximated by multiplying by linear combinations of powers
of U ) and is close to 1. Letting  go to zero, we conclude
1 ∈
∞∨
k=0
Uk(f ◦ φ).
But 1 is a cyclic vector for U , so
H 2 =
∞∨
k=0
Uk(f ◦ φ),
which shows that f ◦ φ is outer. 
Rather than fixing only the set of outer functions, we need a wider class of functions. Let S
denote the family of all shifted outer functions,
S = {Unf : f is outer and 0 n < ∞}.
A bounded linear operator A : H 2 → H 2 is said to preserve shifted outer functions if S is an
invariant set for A; that is, if Af ∈ S whenever f ∈ S .
3. Main results
The following result gives a construction for a wide class of bounded operators which preserve
shifted outer functions.
Theorem 2. Fix integers p,q  0 and outer functions φ,ψ ∈ H 2 such that either
(1) |φ(z)| r on the open unit disk D, for some r < 1; or
(2) |φ(z)| < 1 on the open unit disk D and ψ is bounded; or
(3) φ(z) is constant, of modulus one, ψ is bounded, and p > 0.
Then the operator A : H 2 → H 2 defined by the formula
(Af )(z) = zqψ(z)f (zpφ(z))
is bounded and preserves shifted outer functions.
Proof. The function z → zpφ(z) is an analytic map of the disk into itself, so the map f →
f (zpφ(z)) takes analytic functions to analytic functions on the disk. This is a composition map,
a bounded linear map [11, Corollary 5.1.6], and by Theorem 1 it maps outer function f (z) to
outer function f (zpφ(z)).
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A
(
znf (z)
)= zqψ(z)(zpφ(z))nf (zpφ(z)),
which is a shift (by znp+q ) of the product of three outer functions ψ(z), (φ(z))n and f (zpφ(z)),
which is outer.
To verify boundedness of A, for cases (2) and (3), note that the bounded composition map
f → f (zpφ(z)) is followed by multiplication with the bounded function ψ(z), hence A is cer-
tainly bounded. For case (1), note a function f of the form
f (z) =
∑
n
anz
n,
has its image given as
(Af )(z) =
∑
n
anz
qψ(z)
(
φ(z)
)n
whose H 2 norm is bounded by
‖Af ‖2 
∑
n
|an| · ‖ψ‖2
∥∥φn∥∥∞  ‖ψ‖2∑
n
|an|rn  ‖ψ‖2 ‖f ‖2√
1 − r2 ,
where here the Cauchy–Schwartz inequality is used to bound the sum
∑ |an|rn by the root of
the sum of the squares
∑ |an|2 times the sum of the squares ∑ r2n.
So in all three cases, the operator A is bounded, and preserves shifted outer functions. 
The next two results yield almost a converse to Theorem 2, showing that any bounded, shifted
outer preserving operator must be in the form expressed in Theorem 2. An intermediate result
(Theorem 3) is required, which describes the action of such an operators on monomials zn =
Un(1), which are shifts of the constant function 1.
Given a bounded linear operator A on H 2 that preserves shifted outer functions, observe that
for each n 0 the image A(zn) of the monomial zn must be a shifted outer function, so there is a
non-negative integer k(n) and an outer function ψn with A(zn) = zk(n)ψn(z). The outer functions
ψn and the map n → k(n) must satisfy certain restrictions, as stated in the following:
Theorem 3. Let A : H 2 → H 2 be a linear operator that preserves shifted outer functions. For
each n  0 define integer k(n)  0 and outer function ψn by the identity A(zn) = zk(n)ψn(z).
Then:
(1) k(n + 1) k(n) for all n 0;
(2) if k(n + 1) = k(n) for some n, then |ψn+1(z)| < |ψn(z)| on D;
(3) otherwise, |ψn+1(z)| |ψn(z)| on D.
Proof. In (1), suppose for a contradiction that for some n, k(n) = k(n + 1) + m, where m 1.
Note that for every ρ  1 and θ ∈ R, the function
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(
z − ρeiθ )zn
is shifted outer. Now,
(Afρ,θ )(z) = zk(n+1)
(
ψn+1(z) − ρeiθ zmψn(z)
)
,
so the function ψn+1(z) − ρeiθ zmψn(z) is outer, by hypothesis. For sufficiently large ρ > 1, the
function |ψn+1(z)|−|ρzmψn(z)| has a zero for z in the real interval (0,1/2], so for an appropriate
choice of θ , the function ψn+1(z)− ρeiθ zmψn(z) has a zero at the same point, contradicting that
it is outer. This contradiction implies that k(n) 
= k(n + 1) + m, establishing (1) in the theorem.
Next, consider case (2), where k(n + 1) = k(n) for some n. Observe
(Afρ,θ )(z) = zk(n+1)
(
ψn+1(z) − ρeiθψn(z)
)
,
so the function ψn+1(z)−ρeiθψn(z) is shifted outer, for every ρ  1. But if |ψn+1(z)| |ψn(z)|
at some point z in D\{0}, then for an appropriate choice of ρ  1 and θ , one obtains
ψn+1(z) − ρeiθψn(z) = 0,
again contradicting the outer property. Therefore |ψn+1(z)| < |ψn(z)| for all z ∈ D, establishing
(2) in the theorem.
Lastly, consider case (3), where k(n + 1) = k(n) + m > k(n). It suffices to analyze the image
(Af1,θ )(z) = zk(n)
(
zmψn+1(z) − eiθψn(z)
)
,
whereby the function zmψn+1(z) − eiθψn(z) is outer. For small |z|, the inequality∣∣zmψn+1(z)∣∣− ∣∣ψn(z)∣∣< 0 (1)
holds, since ψn(0) 
= 0. Therefore (1) holds for all z ∈ D, since otherwise there would be a
point z0 ∈ D at which |(z0)mψn+1(z0)| − |ψn(z0)| = 0, and hence a choice of θ such that
(z0)mψn+1(z0) − eiθψn(z0) = 0, contradicting that zmψn+1(z) − eiθψn(z) is outer. Since in-
equality (1) holds on D, letting z approach the boundary, one obtains
∣∣ψn+1(z)∣∣ ∣∣ψn(z)∣∣ a.e. on S1.
Having established this inequality on the boundary, it then extends to D by monotonicity of the
real part of the integral formula for log(ψn), log(ψn+1). 
In fact much more is true. The next theorem states that the function k necessarily has the form
k(n) = pn + q , where p,q  0, and the outer preserving operator A is determined by images of
two monomials, A(1) and A(z), and expresses A in the form as in Theorem 2.
Theorem 4. Let A : H 2 → H 2 be a bounded linear operator that preserves the set of shifted
outer functions. For each n 0, write
A
(
zn
)= zk(n)ψn(z),
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an outer function φ = ψ1/ψ0 bounded by 1, such that for every f ∈ H 2,
(Af )(z) = zqψ0(z)f
(
zpφ(z)
)
.
Proof. For w ∈ C, define the function ew to be the scaled exponential
ew(z) = exp(wz)
and define fw = Aew . Since ew is outer for every w, it follows by the hypothesis on A that fw is
shifted outer as well.
Fix z in D\{0}, and define the function w → gz(w) by
gz(w) = 1
zk(0)
(Aew)(z). (2)
Expanding exp(wz) in a power series with terms wnzn/n!, by linearity and boundedness of
operator A, a summation is obtained with
gz(w) =
∞∑
n=0
wnzk(n)−k(0)ψn(z)
n! =
∞∑
n=0
zk(n)−k(0)ψn(z)
n! w
n. (3)
From this power series expansion in w, observe the function w → gz(w) is analytic as a function
of w and in fact is entire in w since the radius of convergence (computed using the ratio test at
any fixed z) is infinity.
Note the function gz(w) is never zero (in w), for any fixed z in the unit disk, for if gz(wo) = 0
for some wo, then the function z → gz(wo) is zero on the unit disk, contradicting the fact fwo =
Aewo is outer.
The function is also of order one, so by the Weierstrass product form for entire functions,
and by Hadamard’s theorem [1, p. 206], this entire function can be expressed in the form of the
exponential of a linear function in w, that is:
gz(w) = exp
(
α(z) + β(z)w)= exp(α(z))
( ∞∑
n=0
(β(z))n
n! w
n
)
.
Comparing this to the form (3) shows that exp(α(z)) = ψ0(z), and
β(z) = zk(1)−k(0) ψ1(z)
ψ0(z)
.
Define φ(z) = ψ1(z)/ψ0(z) and set p = k(1)− k(0). By Theorem 3, note |φ(z)| 1 on the disk,
and, and β(z) = zpφ(z). Then for each n 0,
zk(n)−k(0) ψn(z)
ψ0(z)
= (zpφ(z))n.
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A
(
zn
)= zpn+qψ0(z)φn(z) = zqψ0(z)(zpφ(z))n.
It follows by linearity and boundedness of A that for any f ∈ H 2,
(Af )(z) = zqψ0(z)f
(
zpφ(z)
)
,
as desired. 
This characterization of operators A that preserve shifted outer functions is very useful in that
it immediately shows what “measurements” determine A. Specifically, if
(Af )(z) = zqψ0(z)f
(
zpφ(z)
)
,
then A(z0) = Uqψ0 and A(z)/A(z0) = Upφ. Hence the functions A(1) and A(z) completely
determine A. Viewing H 2 as the space of z-transforms of causal signals, this says that to deter-
mine A, two input signals are required, for instance a delta function and a shifted delta function.
The delta function on its own is insufficient.
From the practical viewpoint, the problem of reconstructing of A from its action on 1 and
U1 is a non-stationary version of the geophysical problem for which Wiener deconvolution was
original invoked.
4. Boundedness
There is a gap between Theorem 4 and the converse of Theorem 2, namely the boundedness
conditions on outer functions φ, ψ .
Theorem 2 requires either φ to be uniformly bounded by some r < 1, or ψ to be bounded.
These are needed to obtain a bound on operator A. Theorem 4 shows necessarily that φ is
bounded by 1 (but not necessarily by some r < 1), and ψ is in H 2 (but not necessarily bounded).
We illustrate this gap by presenting here a bounded operator A in the form given in Theorem 4,
where φ has supremum 1, and ψ is unbounded.
Set
φ(z) = 1 + z
2
,
an outer function which maps the open unit disk to an open disk of half the diameter, stretching
from z = 0 to z = 1. Note ‖φ‖∞ = 1.
Fix real parameter s ∈ (0,1/2) and set
ψ(z) = 1
(1 + z)s .
This outer function is in H 2, but not bounded on the open disk.
Fix integer q  0 and define an operator A on H 2 by
(Af )(z) = ψ(z)f (zqφ(z)).
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is some constant c0 with
‖g‖2  c0‖f ‖2.
Moreover, since f is in H 2, it is bounded on the disk by
∣∣f (z)∣∣ ‖f ‖2/√1 − |z|2,
so in particular we have
∣∣g(z)∣∣ ‖f ‖2/√1 − ∣∣φ(z)∣∣2.
Since the function |φ(z)| is bounded away from 1 on the half of the unit circle with arc centred
at z = −1, from the last inequality we deduce there is a constant c1 with
∣∣g(z)∣∣ c1‖f ‖2 on the left half circle.
Similarly, the function ψ(z) = (1+z)−s is bounded on the right half circle, so we have a constant
c2 with
∣∣ψ(z)∣∣ c2 on the right half circle.
Thus ∫
circle
∣∣(Af )(z)∣∣2 = ∫
left half
∣∣ψ(z)g(z)∣∣2 + ∫
right half
∣∣ψ(z)g(z)∣∣2
 c21‖f ‖22
∫
left half
∣∣ψ(z)∣∣2 + c22
∫
right half
∣∣g(z)∣∣2
 c21‖f ‖22‖ψ‖22 + c22‖g‖22

(
c21‖ψ‖22 + c22c20
)‖f ‖22,
which verifies ‖Af ‖2  (constant)‖f ‖2, so the operator A is bounded.
This example suggests there is an interplay between the boundary behavior of functions φ, ψ
that will determine boundedness of the outer preserving operator A.
5. An application to signal processing and geophysics
The mathematical results above are motivated by a physical question: what bounded linear
operators preserve the impulsive nature of such physical sounds like a dynamite blast, a gun
shot report, or a cymbal crash? Such sounds are characterized by the property that most of the
energy in the sound is concentrated near its beginning – one would expect this property to be
maintained as the signal transforms under certain physical processes, such as propagation of
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important to design such operators when modelling real physical phenomena, such as seismic
wave propagation in the earth.
In practical digital signal processing, one deals with discretely sampled signals of finite en-
ergy: complex-valued sequences of the form
x = (. . . , x−2, x−1, x0, x1, x2, . . .),
with finite energy
E(x) =
∞∑
n=−∞
|xn|2 < ∞.
A signal is said to be causal if it has no energy at negative time, and is represented as a sequence
of the form
x = (. . . ,0,0, x0, x1, x2, . . .).
The space of all such causal sequences is denoted by l2(N).
The z-transform gives an isometry between causal sequences and functions in the Hardy space
H 2 by transforming sequence x into an analytic function fx in the form
fx(z) =
∞∑
n=0
xnz
n.
The Fourier transform of x is obtained as the values of fx on the boundary of the unit disk D,
suitably extended.
The z-transform of a causal sequence is outer if and only if the signal has the following
maximizing property: of all causal signals with the same amplitude spectrum as x (modulus
of the Fourier transform), x is the unique one that maximizes the energy at the n = 0 term.
(Beurling’s theorem, p. 88 in [5]). Equivalently, x maximizes the energy in any finite interval
of samples {x0, x1, x2, . . . , xk}, as discussed in [7]. A shifted outer function z → znf (z) cor-
responds to a sampled signal that starts at time t = n and maximizes energy in any interval
{xn, xn+1, xn+2, . . . , xn+k} starting at time t = n.
Thus the shifted outer condition is equivalent to forcing a maximum amount of energy at
the start of the sampled signal, and is a suitable model for certain physical signals such as the
impulsive source of a dynamite blast or weight-drop in geophysical seismic data acquisition.
Such signals are sometimes called minimum phase, a terminology borrowed from stationary filter
theory and developed at length in the geophysical literature as a tool for seismic deconvolution.
Details on minimum phase in the original development of seismic deconvolution by Robinson
can be found in [12,13]. Discussion of the minimum-phase-preserving property of filters that
obey Fermat’s principle of least time of travel is given by Ulrych in [14]. Extensions to non-
stationary deconvolution as developed by the present authors are found in [8–10].
In many applications, there are certain physical processes that filter and attenuate signals:
for instance, in seismic wave propagation, a dynamite blast on the surface of the earth travels
through various layers of rock, and energies at different frequencies are selectively transmitted
2666 P.C. Gibson et al. / Journal of Functional Analysis 261 (2011) 2656–2668and attenuated according to the rock properties. It has been observed that this physical process
preserves minimum phase: a minimum-phase signal goes in, and a minimum-phase signal comes
out.
Our result answers the question: which linear operators preserve the minimum-phase prop-
erty of signals, allowing for shifts in starting time of the signal? In the z-transform domain, the
present work shows that such an operator is necessarily just a composition operator times an
outer function.
Theorem 5. Let A : l2(N) → l2(N) be a bounded linear operator that maps shifted minimum-
phase signals to shifted minimum-phase. Then there exist integers p,q  0 and outer functions
φ,ψ, |ψ | 1, such that A maps the z-transform of a signal according to the formula
(Af )(z) = zqψ(z)f (zpφ(z)).
This is just a restatement of Theorem 4, applied to signals. In the special case where p = 1,
q = 0, the standard matrix form for operator A is a lower triangular matrix
A =
⎡
⎢⎢⎢⎢⎢⎢⎣
a00 0 0 0
. . .
a10 a11 0 0
. . .
a20 a21 a22 0
. . .
. . .
. . .
. . .
. . .
. . .
⎤
⎥⎥⎥⎥⎥⎥⎦
.
The entries of the first column {a00, a10, a20, . . .} are the coefficients of the power series expan-
sion for the outer function ψ(z). The non-zero entries of the second column {a11, a21, a31, . . .}
are the coefficients of the power series expansion for the outer function ψ(z)φ(z), and in general
column n+1 of the matrix contains the coefficients of the series expansion for ψ(z)φ(z)n, which
can also be expressed as a convolution product of minimum-phase signals.
The special case where A is represented by a Toeplitz matrix (constant along diagonals) cor-
responds to a stationary filter, with the linear operator A simply convolution with the impulse
response of the outer function ψ(z). (The composition operator is the identity.) In the case of
an implementable recursive filter, the function ψ(z) is a rational function with zeros and poles
outside the unit disk. This describes the usual case of a stationary, minimum-phase IIR filter.
The special case of A represented by a diagonal matrix corresponds to a simple decay with
rate r , such that |r| 1. A signal is attenuated by the mapping
x = (x0, x1, x2, x3, . . .) → Ax =
(
r0x0, r
1x1, r
2x2, r
3x3, . . .
)
.
This corresponds to an outer-preserving composition operator on H 2 given by
f (z) → f (rz)
or equivalently, choosing the constant outer function φ(z) = r in the statement of the theorem.
Of particular interest in seismic wave modelling is the case of Q-attenuation, where the energy
in a propagating wave decays due to anelastic losses as well as stratigraphic filtering. In the most
general case, we expect an exponential decay that depends on both time and frequency. In the
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exponential, and thus the linear operator A acts on the basis functions zn as
A
(
zn
)= znψ(z)φ(z)n = znψ(z) exp(−n · h(z)).
Here, the real part of analytic function h(z) represents the log amplitude spectrum of the decay
term, and its imaginary part is the corresponding Hilbert transform, which forces the minimum-
phase condition. In particular, for constant Q attenuation, one can choose the attenuating terms
so that on the boundary of the unit disk we have
∣∣φ(e2πift)n∣∣= exp(−πf nt/Q), on frequencies f0  f  f1.
That is, the analytic function h(z) is chosen so that its real part takes the values
h
(
e2πift
)= −πft/Q, on frequencies f0  f  f1.
Again, note the decay is linear in time nt , but there is always freedom to choose h for a
frequency dependent Q.
When the factor φ(z) is strictly contractive, the composition operator cuts down the domain
of any input function f from the disk D to the smaller image D ·φ(D). Thus if f has some zeros
inside the disk, its image Af might have fewer zeros and becomes closer to minimum phase.
6. Conclusions
We have characterized the class of bounded linear operators on the Hilbert–Hardy space that
preserve the set of shifted outer functions. These are precisely operators of the form of a compo-
sition operator derived from a shifted outer function, multiplied by another shifted outer function.
The proof is based on Hadamard’s theorem connecting the order and genus of entire functions.
The question of boundedness is delicate, and we present an example of an operator of the given
form which does not have natural bounds on the two outer functions of the construction. As an
application, we have shown how this mathematical result can be applied to a modelling problem
in geophysics, to obtain physically realistic bounded operators that represent the non-stationary
filtering due to stratigraphic and anelastic losses that occur as a seismic wave travels through the
earth.
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