To address the need for a fast path planner, we present a learning algorithm that improves path planning by using past experience to enhance future performance. The algorithm relies on an existing path planner to provide solutions to difficult tasks. From these solutions, an evolving sparse network of useful robot configuraticlns is learned to support faster planning. More generally, the algorithm provides a framework in which a slow but effective planner may be improved both cost-wise and capability-wise by a faster but less effective planner coupled with experience. We analyze the algorithm by formalizing the concept of improvability and deriving conditions under which a planner can be improved within the framework. The analysis is based on two stochastic models, one pessimistic (on task complexity), the other randomized (on experience utility). Using these models, we derive quantitative bounds to predict the learning behavior. We use these estimation tools to characterize the situations in which the algorithm is useful and to provide bounds on the training time. In particular, we show how to predict the maximum achievable speedup. Additionally, our analysis techniques are elementary and should be useful for studying other types of probabilistic learning as well.
Introduction
Path planning in known environments refers to finding a short, collision-free path from an iniitial robot configuration to a desired configuration. It has to be fast to support real-time task-level robot programming. Accordingly, it has received much attention [15, 121, and there are now a number of implemented path planners based on a variety of approaches. Unfortunately, current planning techniques are still too slow to be effective, as they often require several minutes, if not hours of computation.
To remedy this situation, we have developed a simple learning algorithm [5] that uses past experience to increase future performance. Thus, if there are more than one problem to be solved, the cost of each problem can be amortized and decreased through learning. The algorithm relies on an existing path planner to provide solutions to difficult tasks. From these solutions, it learns a sparse network of useful robot configurations that guides and supports fast planning. More generally, the algorithm is actually a framework in ' This work has been performed at Sandia National Laboratories and supported by the U.S. Department which a slow but effective planner may be improved both cost-wise and capability-wise by a faster but less effective planner coupled with experience. In this paper, we provide a deeper analysis by formalizing the concept of improvability, and deriving sharp conditions under which planners can be improved within the framework.
To achieve predictive power while preserving some generality, we study the algorithm under models with different simplifying assumptions and applications. The particular (as opposed to general) analysis is based on two stochastic models, one pessimistic (on task complexity), the ather randomized (on experience utility). Using these models, we derive global quantitative bounds on planning cost and capability in terms of training time. We show that the reliance of the improved planner on the original slow planner is at most inversely proportional to the training time. We also characterize the situations in which learning is useful and prescribe the amount of training required. Finally, we use these analytic performance estimation tools to gain insight into some experimental results. Although our presentation is in the context of motion planning, the algorithm and the analysis are extensible to more general learning. In particular, they may be applied to higher-level task planning or other domains in which experience is useful. Our theoretical work should complement well with the experimental work of others.
Related Work
Our research builds on the results of [5] , which presents the algorithm for stationary environments along with some general analysis on the learning process. To cope with incrementally changing environments, the algorithm can be extended with an on-demand experience repair strategy and an object-attached experience abstraction scheme [ 1, 7] . In this paper, however, we deal only with the fundamental stationary case as in [5] . Our paper is self-contained except for two mathematical results from [SI which we use in the analysis section without repeating the proofs.
As mentioned in the introduction, a large amount of research has been done on robot path planning, most of which deals with solving one-time problems in stationary environments [2, 3, 6, 10, 14, 16, 211 . Most implemented path planners have been developed for mobile robots and manipulators with a few degrees of freedom (dof). There are some that are designed for many dof manipulators based on random [2] (Brownian motion), sequential [IO] (backtracking with virtual obstacles), or parallel [3] (genetic opti-mization) search. All of these planners, however, typically require minutes of computation for mobile robots, and tens of minutes for 6 dof manipulators.
For solving several problems in stationary environments, there are a few other path planners that incorporate learning: some [9, 20] take a higher-level, reasoning approach, while others [13, 191 take a lower-level, memory-based approach similar to ours. Learning can be done either on-line as each task gets solved, or off-line as part of preprocessing [ 131. To decrease the effective cost of solving each problem, all of these works maintain a network (roadmap) of useful robot configurations (landmarks) and employ some sort of a local planner for moving through the network. Algorithmically, there are some differences between ours and that of [ 13, 191 . First, we assume and use the same distribution of tasks (problems) for both training and subsequent problemsolving. In [13, 191, a uniform problem distribution is used for training. Second, we assume the existence of a fairly reliable, albeit slow, global planner to act as a teacher, whereas they do not. Thus, while their algorithms may be more general, they may also require more training time to compensate for the lack of solutions when local planning fails. Overall, the most significant difference between all of the aforementioned work and ours is that we aim to provide a theoretical foundation for algorithm analysis to: 1) better understand and predict our experimental results; and 2) suggest similar analysis techniques that others may apply to better understand their algorithms.
Algorithmic Framework
Given an arbitrary work environment and an arbitrary task ( U , w) of moving the robot from configuration point U to w, we assume that there are initially two path planners available: f a s t and slow. Both return true (1) if successful, false (0) otherwise. The f a s t planner is required to be fast, symmetric, and only locally effective, i.e., it should have a good chance of success if U and w are close to each other. The slow planner, on the other hand, is required to be much more globally effective than fast, and hence can be very slow. It is the performance of this planner that we wish to improve. Note that this initial 'planner' can even be a human robot operator.
In our learning scheme, we retain the global effectiveness of slow by calling it whenever necessary, while reducing the overall time cost by calling fast whenever possible. To utilize f a s t fruitfully, we remember significant intermediate robot configuratims learned from the solution paths of slow. These subgoals (landmarks) represent fully specified robot configurations and are stored in memory V, with connecting edges E (indicating successes of fast) maintained so that complete sohtion paths may be regenerated through applications of fast. The subgoals V can be thought of as 'trail-markers' in that each marker can be traced to one another through the trails E. We call the connected network o f trail-markers the experience graph G = (V, E). (The abstraction can be implemented by locating the markers with binary search on a discretized solution path.) We achieve incremental learning by absorbing p into memory using a procedure, Learn, which is required to augment V with enough of p to ensure a solution path for Fast(w) if it were to be called again.
Performance Analysis
In this section, we present an approach to analyzing speedup learning [23] , which is what the algorithm is doing -seeking to improve program efficiency through learning. We first formalize the concept of improvability, and derive general conditions for such improvements. Next, we introduce two models with additional simplifying assumptions and parameters. Using these models, we then derive sharp bounds on planning cost and capability in terms of training time. Finally, we characterize the improvable situations in terms of the model parameters, and prescribe the amount of training required. Two performance measures are of interest: efficiency and capability. To quantify, we assume that the problems are drawn randomly and independently from a distribution (as in PAC-learning [ 18j) on some configuration space (Cspace) S. We do not require slow to be complete; we do require that it have a success probability (T in solving a random task. We assume that only slow, fast, and Learn have costs, each being a constant. (The cost of Abstract can be absorbed into the cost of Learn.) To normalize, let 1, T , and c be the respective costs of slow, fast, and Learn.
(Both T and c are typically << 1 .> We use subscript n on a program variable to denote its value at the nth loop. Thus, The probability that Adapt will need to call slow in solving problem n + 1, i.e., the failure probability that problem n+ 1 wilil not be Fast-solvable with V, .
The number of times that slaw has been called by Adapt after n steps of training.
The cost of Fast in solving problem ( n + 1).
The cumulative cost of Adapt after n steps of training.
V, denotes the memory V after Adapt has been trained with n problems. We are interested in both the speedup that Adapt has over the plain itera.tions of slow, and the capability of Adapt as it increases with training. We are also interested in the performance of Fast, which is Adapt without the backup of Slow after some training. Thus, we use the following definition of improvability. with average probability at least 1 -p, while costing less on average.
Definition 1

A can effectively improve A' iff A can improve A'
with failure probability no greater than that of A'.
A can effectively replace A' ijf3fd can effectively im-
prove A' without relying on A'.
The random variables in Table 1 are important in characterizing the performance of Adapt. Their basic relationship is given by the following lemma:
Lemma 1 The averageplanning cost of Adaptperproblem after n steps of training is
Consequently, the average cumulative cost of Adapt after n steps of training is
O l j <n Proof The cost for AF, is obvious since in addition to E,, a cost of (1 + UC)A, is required to call slow with probability A, and Learn with probability uA,. 3. Fast can effectively replace SIOW zffEEn < 1 and To express these conditions in more useful terms of training time, we need to have further information such as the specification of the vertex ordering function h and the incremental learning strategy Learn. In the following subsections, we introduce two models, one pessimistic, the other randomized, each with different applicability and additional simplifying assumptions. Using these models, we derive sharp bounds on the variables of Table 1 , and explore the ramifications of Lemma 2.
Pessimistic Model
In the pessimistic model, we study the worst-case consequence of learning in environments in which the strategy of Learn is specified, and the connectivity of S under fast is characterized. To motivate, consider a point robot in a planar polygonal environment shown in Figure 2 , and let fast be 'go-straight'. Since we are dealing with a point robot, the C-space and the work space are the same. Clearly, the C-space is well-connected locally in the sense that each feasible (configuration) point is connectable (visible) to at least half of the entire C-space under fast. However, this environment may be difficult for the algorithms of [ 13, 191 to handle in that the points randomly sampled will tend to form two disconnected components (traps) in A and B, and will not help in solving problems that require reaching B from A. In contrast, with the help of slow, our algorithm will adapt to this environment efficiently. Thus, the environment in Figure 2 is 2-coverable under fast, with the two components being A and B. More generally, if the complexity of the C-space S relative to fast is measured by m in that S is m-coverable, then the following theorem basically says that the failure probability of Adapt is at most proportional to m and inversely proportional to the amount of training n, and that this bound is tight up to some constant factor. and a lower bound of (4) for n 2 ( m -I)/u and some environment dependent on n . given j training problems from Si after n steps and failed to learn from them is (y)p'( 1 -p)"-J (1 -0)" Thus, with this probability summed over j , A d a p t will Fast-fail on Si.
Definition 2
Proof (3)
Summing up each i > 1, we have
yielding the desired lower bound. I
Using m as a complexity measure of the C-space, the following theorem says that the Fast-planning cost ofAdapt is at most linear in r and m, and that this bound is tight up to a constant factor. Further, the number of times slow will be needed is at most proportional to m and inversely proportional to its capability U , and that this bound is tight with sufficient amount of training. The expected number of calls to Slow has an upper bound of
Conversely, there exists an environment in which EE, = r(2m -l), and an environment in which the equality of (6) 
For ( 6 ) , simply notice that uEK, = EJ,.
For the lower bound on EE,, let S be composed of exactly m non-overlapping components, with the first m -1 components consisting of exactly 2 points, si,l and si,2. Let the only inter-component connections under fast be between si,2 and s i + l , l . Let s l , l be the initial configuration, and let the distribution be 0 on the first m -1 components. Let h select the markers in the increasing order of the component index. Then upon solving the first problem, a path of 2 m -1 markers connecting s1,1 to a point in S , will be incorporated into V . Consequently, a Fast-planning cost of r(2m -1) is required for latter problems. Finally, the following theorem discerns the situations in which Adapt is useful by weighing 1/r, the speed of fast, against m, the complexity of S. For those situations in which Adapt can be useful, the theorem also prescribes the amount of training required. 
Randomized Model
In the randomized model, we study the average-case consequence of learning in environments in which the number of new trail-markers acquired by Learn and the power of fast are randomized. Thus, we are interested in the average behavior for a class of environments instead of a fixed environment.
Definition 3
Under randomized model M , ,
The number of new trail-markers acquired by Learn,
A, is an independent random variable.
fast(u, w) is I for any established edge (U, w) in V ,
and is 1 otherwise with independent probability ,k.
While M , may not be physically realizable as opposed to M,, it does simplify the corresponding results for M,, and provide reasonable estimation tools as demonstrated in next section. Finally, we have the following global performance bound of Adapt during training.
Theorem 9 Under M,, the ratio of the average cost of
Adapt to that ofslow is bounded asymptotically by r / p as the number of training problems approaches infinity. More globally, the behavior is -<:+ Fn r ( 1 + f l c -y e> { i y ifAocun> 1;
where a = uEp(X). Accordingly, the maximum value that the ratio can attain at any n is at most 
In(n/z), we may extend the domain of 2 to thereals and obtain EA'', 5 Aoz+ln(n/z)/cu, which yields the theorem when minimized at x = min(n, l/(cuAo)). I
Application and Verification
We now demonstrate the applicability and fidelity of the theory thus developed.
Pessimistic Model
Going back to the example in Figure 2 of a point robot in a 2-coverable workspace, we see from Theorem 3 that the expected failure probability of Adapt can be no greater than l / ( m ) with n being the number of training problems.
Notice that this result does not depend on what the problem distribution is, as long as it is fixed for both training and subsequent problem-solving. More generally, we have the following theorem for a point robot in simple planar environments. 
Theorem 10
I
Beyond immediate applications to point robots, the theories thus developed can also help us make plausible performance predictions for more complicated robots. Figure 3a shows a 10-dofrobot in aplanar environment studied in [13] . Let fast implement the following procedure:
move one end of the robot straight 6;he desired location with the rest of the robot complying; with the first end point fixed, move the other end of the robot straight to the its desired location with the rest of the robot complying; with both end points fixed, move the rest of the robot to their desired configuration using standard potential field approach.
Since the robot is snake-like with high dof, it is likely that fast will succeed if both end points are visible from their desired locations and if there is indeed a solution. Given that fast succeeds under this condition, we can bound the number of fast-connected components necessary to cover the 10-dimensional C-space. From Figure 3b , we see that the workspace is 11-coverable for each end point under visibility. Also, from visual inspection, we see that there are at most 12 topologically distinct inverse-kinematic solutions for a given pair of end points. Hence, the C-space is at most 11 . 11 . 12 = 1452-coverable. Consequently, if the teacher slow is a complete planner, it will take at most 145100 training problems for Adapt to attain a 99% expected capability.
Randomized Model
To demonstrate the randomized model, we explain results and make performance predictions on two separate experiments previously reported in [ 5 ] . Figure 4a shows a planar 2-link robot environment in which Adapt is applied. In this experiment, slow implements an incomplete but fairly effective planner [4] , and fast implements a simple potentialfield based hill-climb. There are 5 polygonal obstacles in the fixed workcell, and a goal set consisting of 9 preselected goal positions. Starting at home position0, therobot is to go through a sequence of 100 goals randomly selected from the goal set. In Figure 4b , the ratio of the cumulative planning cost of Adapt to that of slow only is plotted against problem number n. The planning costs are averaged over 100 runs and are measured by the number of robot-to-obstacle distance evaluations, which is the dominating factor in the computing cost of each planner. Figure 4c plots the ratio against (In(n + l))/(n + 1) to show their asymptotic linear relationship, hinted at by Theorem 9.
The experiment shows that Adapt is able to increase its performance relative to slow from 150% slower (ratio = 2.5) to 50% faster at the end of 100 training examples. We can use Theorem 9 to predict the maximum speedup achievable. If we believe that (15) is also an asymptotic lower bound, then the plot implies that r/,il = 0.38 is the minimum achievable cost ratio, equivalent to a maximum speedup of 62%. From other empirical observations, we estimate that T = 0.1, c = 1, cr = 1, and A0 = 0.9. Hence, p = 0.26. Since X 2, we also estimate Ep(X) = 0.45.
To see how consistent these numbers are, we estimate the number of training problems required by Adapt to have its cumulative cost first become less than that of slow. Using (15), we have a = 0.45 and eAocun -6 0.156. giving us eAoarn = 19, or n = 17.2, which is very close to the observed n = 17 in the plot.
We use our theory to explain and predict another experiment performed previously in which Adapt is applied on a 3-dimensional 6-dof gantry robot environment [ 5 ] . The same slow and fast used for the planar case are also used here. In this environment (left side of Figure 5 ) , there are 4 obstacles: a (16 + 2)-sided polyhedral approximation of a cylindrical cask, two cask stands, and a floor. Motivated by problems in radiation survey [ 111, the goal positions are chosen randomly, and correspond to the robot end effector touching the cask surface in a prescribed orientation. The tasks are sufficiently difficult that the original planner, slow, fails to reach 7 out of a sequence of 100 random goals. In contrast, Adapt is able to accomplish all but 1 task during the exercise, thereby increasing the capability of the original planner. Moreover, Adapt calls slow only 5 times, and stores only 11 trail-markers in addition to the initial robot position. Figure 5 plots the task number against the the ratio of the cumulative effort expended by Adapt to that expended by slow only. that r / p = 0.27, which is incidentally very close to the cost ratio at the end of task #loo. Consequently, we do not anticipate Adapt will do much better with more training.
Conclusion
We have presented a learning algorithm that can improve path pllanning performance. The algorithm adapts to its working environment by maintaining an experience graph with vertices corresponding to useful robot configurations. It can both reduce time cost and increase task solving capability of existing planners. To gain insight into this algorithm, we have presented some theoretical analysis based on two stochastic models:
pessimistic M , and randomized M,. The models have different assumptions and applications: M , quantifies Cspace complexity while M,. quantifies experience utility.
Using these models, we characterize the situations in which speedup learning is useful, and provide global quantitative bounds on planning cost and capability in terms of training cost. We have also demonstrated the applicability and fidelity of our analysis on several robot path planning environments. In particular, we have illustrated a technique for predicting the maximum achievable speedup. Our theoretical results and techniques are elementary and should be useful for studying other types of probabilistic learning as well. 
