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This paper investigates the structure of derivations in deterministic ETOL systems. 
The main theorem says that in a deterministic ETOL system each derivation of a long 
enough word of a special kind (the so-called f-random word) has a rather strong com- 
binatorial structure. In fact the main result of this paper is essential for proving some 
useful properties of ETOL languages which is demonstrated in a number of papers. 
1. INTRODUCTION 
The theory of L systems became recently one of the most vigorously investigated 
areas of formal language theory. (The reader is referred to [5, 8, and 91 which are the 
most extensive sources of readings on the theory of L systems as of today.) Perhaps the 
most important research area in this theory is the investigation of the structure of an 
L language (as opposed for example, to investigating closure and decidability results of 
various families of L languages). The most natural way of attack in this direction is to 
obtain results characterizing derivations in an L system and then “to project” such 
results on languages. 
This paper goes in this direction. It deals with the structure of derivations in EDTOL 
systems which is one of the most important families of L systems (see, e.g. [I], [4], [8] 
and [9]). The main idea behind our approach can be described as follows. 
The absolutely parallel way of rewriting in L systems (all occurrences of all letters in 
a string are being rewritten in a single derivation step) causes essential difficulties in 
investigating the structure of L languages via the structure of derivations in L systems. 
Take for example the famous Bar-Hillel pumping lemma for context free languages. It 
holds because if a derivation in a context free grammar is long enough then one can 
always find a self-embedding letter (one which derives itself and something else) and 
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then iterate the piece of the derivation concerned with rewriting of this particular letter 
with the rest of the string remaining the same. This does not work in L systems because 
the whole string must be rewritten in a single derivation step, and thus during the 
rewriting of a self-embedding letter the rest of the string will (in general) also be changed. 
One way of overcoming this particular obstacle is to consider derivations of a subset 
of the language generated by the system and then introduce a much finer classification 
of symbols than self-embedding and non-self-embedding ones. We have done this in 
this paper for the case of deterministic ETOL systems. 
Although this paper presents only results concerning the structure of derivations in 
EDTOL systems, it is worth mentioning that the main result of this paper (Theorem 2) 
has been already successfully used to prove some rather important results concerning 
EDTOL languages. Thus in [2] we have proved, using Theorem 2, an analog of the 
classical pumping lemma. Then using it we have shown that, e.g., the language 
{xE{O,l}+:]XJ=2~ f or some n > 0} is not an EDTOL language. Starting from 
Theorem 2, we were able to prove in [3] that there exist context free languages that are 
not EDTOL languages which settled one of the major open problems in L systems 
theory. 
The paper is organized as follows. 
Section 2 recalls the basic notions concerning ETOL systems and Section 3 introduces 
the basic notions concerning the derivations in deterministic ETOL systems. 
In Section 4 we prove two auxiliary results which are later on our basic tools for 
proving the main result of this paper. One of this results (Theorem 1) may be of inde- 
pendent combinatorial interest. In Section 5 we prove the main result of this paper 
(Theorem 2) which, roughly speaking, says that each derivation of a so-called f-random 
word in a deterministic ETOL system has a very definite “backbone structure” which 
goes through relatively many words of the derivation. This result is then discussed in 
Section 6. 
2. BASIC DEFINITIONS 
In this section we recall (see [7]) the notions of an ETOL system and an ETOL 
language and illustrate them by examples. (Throughout the paper we use the standard 
formal language terminology and notation.) 
DEFINITION 1. An extended table L system without interactions, abbreviated as an 
ETOL system, is defined as a 4-tuple G = (V, 9, w, .Z) such that 
(1) V is a finite set (called the alphabet of G). 
(2) 9 is a finite set (called the set of tables of G), each element of which is a finite 
subset of V x V*. 9 satisfies the following (completeness) condition: 
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(3) u E I’+ (called the axiom of G). 
(4) 2 C V (called the target alphabet of G). 
We assume that V, 2Y and each P in B are nonempty sets. 
DEFINITION 2. An ETOL system G = (V, Y’, W, Z) is called 
(I) deterministic if for each P in B and each a in V there exists exactly one OL in V* 
such that (a, LX) is in P, 
(2) propagating if for each P in B we have P C V x V+. 
We use letteres D and P to denote the deterministic and the propagating restrictions 
respectively. Thus, for example, “an EDTOL system” means “a deterministic ETOL 
system” and “an EPDTOL system” means “a deterministic propagating ETOL system.” 
DEFINITION 3. Let G = (V, 9, W, 2) be an ETOL system. Let x E V+, x = a, ... a, , 
where each a? , 1 <j < k, is an element of V and let y E: V*. We say that x directly 
derives y in G (denoted as x ho y) if and only if there exist P in B and p, ,,.., p, in P 
such that p, = (aI , +,...,p, = (ak , elk) and y = 0~~ ... 01~. In this case we may also 
write x *,,y or y E P(x) to stress that x is obtained from y “using” table P. We say 
that x derives y in G (denoted as x sGy) if and only if either (i) there exists a sequence 
of words x0, x1 ,..., x, in V* (n > 1) such that x0 = x, x, = y and x0 =~o x1 ~-o 
.x4 =s G ... -6 x, or (ii) x = y. Again, if x0 3p x 1 l ap 22 3 x *p ... -p x A n , then we may 
write x 5 p1...p n y or y E PI ... P,(x). 
DEFINITION 4. Let G = (V, 8, w, .Z:> be an ETOL system. The Zanguage of G, 
denoted as L(G), is defined as L(G) = (x E 2: w 4 o x}. 
DEFINITION 5. A language K is called an ETOL (EDTOL, EPDTOL) language 
if there exists an ETOL (EDTOL, EPDTOL) system G such that L(G) = K. 
Notation. Let G = (V, 8, w, 2) be an ETOL system. If (a, a) is an element of 
some P in 9s then we call it a production and write a + a is in P or a --Q a or 01 E P(a). 
We end this section with two examples of EDTOL systems and languages. 
EXAMPLE 1. Let G = (V, 9, w, 2) where V = {A, B, a}, ,TZ = {a}, w = AB and 
B = {PI , Pz} where 
Pl={A-+A2,B-+B3,a-+a), Pz ={A-+a,B-+a,a-ta). 
G1 is an EPDTOL system where L(G,) = {a2”.3”: n > 0). 
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EXAMPLE 2. Let G, = ({a, b, A, B, C, D, F), 9, CD, {a, b}), where B = {PI , Pz , P3> 
and 
Gs is an EDTOL system which is not propagating, andL(Gs) = (anbmun: n > 0, m > n}. 
3. DERIVATIONS AND SUBDERIVATIONS IN EDTOL SYSTEMS 
To each word in the language of an ETOL system there corresponds a “derivation 
in G” which is a precise description how the word may be generated in G. In this paper 
we investigate the structure of derivations in EDTOL systems. This section introduces 
all necessary notions concerning this topic. 
DEFINITION 6. Let G = (V, 9, w, 2) be an EDTOL system. A deriwation (of y 
from X) in G is a construct D = ((x0 ,..., xk), (TO ,..., Tkel)) where k > 2 and 
(1) x0 ,..., xk are in V*, 
(2) To ,...> Tkel are in 9, 
(3) x,=x,x,=yandxiJr.Xi+lforO~i<<. t 
If x = w then we simply say that D is a derivation (ofy) in G. 
DEFINITION 7. Let G = (Y, 9, w, 2) be an EDTOL system and let D = 
((xo ,..., 4, (To >.-., T&) be a derivation in G. For each occurrence of a in xi , 
1 <j ,< k, by a contribution of a in D, denoted as Contr,(a), we mean the whole subword 
of xk which is derived from a. 
Remark. Since in an EDTOL system each occurrence of the same letter in a word 
is rewritten in the same way during a derivation process, Contr,(a) depends on xj , but 
not on the particular occurrence of a in x, . 
DEFINITION 8. Let G = <V, 9, W, Z:> be an EDTOL system and let D = 
xo >...> 4, (To >..a> TkJ) be a derivation in G. A subderivation of D is a construct 
6 = ((xto ,..., xi,), (P,, ,..., P,,J) where 
(1) 0<i,<i,<~~~<i,,(k--1, 
(2) for each j in (0 ,..., q - 11, Pi, = T,,Ti,+l ..* Tij+,-l . 
Remark. Although a subderivation of a derivation in G does not have to be a deriva- 
tion in G we shall use for subderivations the same terminology as for derivations; this 
should not lead to confusion. (For example we talk about tables used in a subderivation.) 
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It is clear that to determine a subderivation D of a given derivation D it suffices to indicate 
which words of D form the sequence of words of D. We will also talk about a subderiva- 
tion iJ of a subderivation D of D meaning a subderivation of D the words of which 
are chosen from the words of D. (In this sense we have that a subderivation of a subderiva- 
tion of a derivation D is a subderivation of the derivation D. Given a subderivation D 
of D and an occurrence a in a word of D we talk about Contr,(a) in an obvious sense.) 
We will concentrate on EPDTOL systems and in the last section we discuss the 
relevance of this restriction. 
DEFINITION 9. Let G = (I’, 9, W, Z) be an EPDTOL system and letf be a function 
from S?nos into SipoS . Let D be a derivation in G of a word of length n and let 
D = ((%I ,.a., 4, (To ,.-., T,-,)) be a subderivation of D. Let a be an occurrence (of 
A from V) in xf for some t in {O,..., k}. 
(1) a is called (f, D)-big (in a+), if 1 Contr,(a)/ >f(n), 
(2) a is called (f, D)- small (in xJ, if j Contr,(u)/ <f(n), 
(3) a is called unique (in xt) if a is the only occurrence of A in xt , 
(4) a is called multi&de (in XJ if a is not unique (in x,), 
(5) a is called D-recursive (in xt) if T,(u) contains an occurrence of A, 
(6) a is called D-nonrecursive (in XJ if a is not B-recursive (in .x~). 
Remark. (1) Note that in an EDTOL system each occurrence of the same letter 
in a word is rewritten in the same way during a derivation process. Hence we can talk 
about (f, D)-big (in x,), (f, D)-small (in x~), unique (in x,), multiple (in x,), D-recursive 
(in XJ and D-nonrecursive (in XJ letters. 
(2) Whenever for D or D is fixed in considerations we will simplify the terminology 
in the obvious way (for example we can talk about big letters (in xt) or about recursive 
letters (in Xt)). 
Given a derivation in a EPDTOL system, all occurrences of the same letter on a given 
level are rewritten in the same way. However the behaviour of the same letter on different 
levels can be “drastically” different, which is due to the use of (possibly) different tables 
on different levels of the derivation. For example, the same letter can be big on some 
levels and small on others. 
For this reason it is difficult to analyze an arbitrary derivation, and so we try to find 
out a subderivation such that the “behaviour” of a letter does not depend on the level 
on which it occurs. We call such subderivations “neat.” What is precisely meant by 
saying that a letter behaves in the same way on all levels of a subderivation is stated by 
conditions (2) through (7) of the following definition. It is also required (see condition (1)) 
that in a neat subderivation sets of letters occurring on each level are the same. 
DEFINITIONS 10. Let G = (V, 9, w, Z) be an EPDTOL system and let f be a 
function from S4?nos into Bipos . Let D be a derivation in G and let B = ((x0 ,..., x,), 
(T,, ,..., T,-,)) be a subderivation of D. We say that D is neat (with respect to D andf) 
if the following hold: 
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(1) Min(x,) = Min(xJ = ... = Min(x,). (For a word X, Min(x) denotes the set 
of all letters that occur in x). 
(2) Ifj is in {O,..., k} and A is a letter from Min(xJ, then A is big (small, unique, 
multiple, recursive, nonrecursive) in xj if and only if A is big (small, unique, multiple, 
recursive or nonrecursive respectively) in xt for every t in (O,..., K}. 
(3) For everyj in {O,..., K), Min&) contains a big recursive letter. 
(4) For everyj in {O,..., K} and every A in Min(xJ, if A is big then A is unique. 
(5) For everyj in (O,..., h - I} 
(5.1) Tj contains a production of the form A -+ OL where A is a big letter and 
a contains small letters, and 
(5.2) If B -+ j3 is in Tj , then 
if B is small recursive, then /I = B and 
if B is nonrecursive then /3 consists of small recursive letters only. 
(6) For every i,j in {O,..., K} and every A in V, if a is a small occurrence of A in xi 
and b is a small occurrence of A in xj then 1 Contr,(a)I = 1 Contr,(b)l. 
(7) For every big recursive letter 2 and for every i, j in (O,..., K - l}, if .%-‘rc (II 
and 2 -+., /3 then a: and fi have the same set of big letters (and in fact none of them 
except for 2 is recursive). 
4. Two AUXILIARY RESULTS 
Here is a particular way of looking at derivations in an ETOL system. Let us consider 
for example the derivation ((ub, bab, ubbub, bububbub), (T, T, T)) in the EPDTOL 
system G = ({a, b}, (T}, ub, {a, b}) where T = {a -+ 6, b -+ ub}. The standard way of 
“‘illustrating” this derivation would be: 
i 
/b\ 
i /b\b 
b a 
It turns out that it is often quite convenient to look at this structure as an arrangement 
of trees within a matrix. Our example is then presented as follows: 
a b 
0 0 0 0 0 0 
0 0 0 0 0 
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This leads us to the notion of a matrix of trees the usefulness of which will be 
demonstrated in the proof of our main result. 
DEFINITION 11. A (n x k) matrix of trees (abbreviated as a (n x k) t-matrix) is a 
directed graph whose nodes form a (n x k) matrix which satisfies two concitions: 
(9 each node in the graph has at most one ancestor, 
(ii) if there is an edge leading from node (i,j) to node (~;j), for some 1 < i, z < n 
and 1 <j,j< k,thena==i+ 1. 
EXAMPLE 3. The following is an example of a (5 x 4) t-matrix: 
--k 0 
G’Y 
A ;: i 
0 
0 0 
‘51 
0 0 0 0 
DEFINITION 12. Let G, be a (n x k) t-matrix and let G, be a (m x k) t-matrix for 
some m < n. We say that Ga is a sub-t-matrix of Gr if the (m x k) matrix of nodes of G, 
is obtained by omitting some (maybe none) rows from the matrix of nodes of G, and 
there is an edge between two nodes in G, if and only if this edge is in the transitive 
closure of Gr . 
EXAMPLE 4. The (3 x 4) t-matrix 
O “17 7 
\” 7 O 0 0 0 0 
is a sub-t-matrix of the t-matrix in Example 3. It is obtained by omitting the second 
and the fifth row of the original matrix. 
It should be clear to the reader that if G, is a sub-t-matrix of a t-matrix G and if G, 
is a sub-t-matrix of Gr , then G, is a sub-t-matrix of G. 
DEFINITION 13. A (n x k) t-matrix G is said to be well formed if it satisfies the 
following two conditions: 
(1) If a node (;,j) has descendants then (i + 1,j) is one of them. 
(2) If there is an edge leading from (i, j) to (i + 1, Z), then, for every p in 
u,..., n - l}, there is an edge leading from (p, j) to (p + 1,Z). 
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EXAMPLE 5. The t-matrices in Examples 3 and 4 are not well formed. The following 
is an example of a well formed (5 x 4) matrix: 
Our main result concerning t-matrices says that each t-matrix has a “relatively large” 
well formed sub-t-matrix. (We call it a theorem because we believe that it is of indepen- 
dent interest to combinatorics.) 
THEOREM 1. For every positive integer k there exist positive reals ylc and sic such that 
for every positive integer n and for every (n x k) t-matrix G there exists a well formed 
(m x k) t-matrix H which is a sub-t-matrix of G and for which m > rg% 
Proof. First we will introduce an auxiliary notion and prove two lemmas. 
Given a t-matrix G we can in an obvious sense talk about its rows and columns. 
DEFINITION 14. Let G be a t-matrix and let OL be one of its columns. 
(I) We say that a: is a column of type 1 if from each node in 01 (except for the last 
one) there is an edge leading to the next node in (Y. 
(2) We say that a is a column of type 2 if no node in 01 has a descendant and either 
no node in 01 has an ancestor or every node except for the first one has an ancestor and all 
of these ancestors belong to the same column of type 1. 
(3) We say that 01 is an arranged column if it is either of type 1 or of type 2. 
Remark. Since a t-matrix is a tree, no node in a column of type 1 can have an ancestor 
in any other column, 
EXAMPLE 6. For the t-matrix of Example 5, the second and the fourth columns 
are of type 1 and the first and the third columns are of type 2. 
It should be clear to the reader that if a column is arranged in a t-matrix G, then it 
“stays arranged” in all sub-t-matrices of G. 
LEMMA 1. Let G be a (n x k) t-matrix which has 1 arranged columns for some 
0 < 1 < k - 1. There exists a sub-t-matrix GI of G such that 
(1) GI has at least (I + 1) arranged columns, and 
(2) Gl is of order (n, x k) for some n, > n112/6k. 
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Proof. Let G satisfy the statement of the lemma. 
Let Po be the collection of all paths in G the nodes of which do not belong to any 
of the arranged columns in G. Let y be a path from 9, such that no path in 9~ is longer 
than y. 
(i) Let us assume that the length of y is larger than or equal to 0. 
Let C, be the set of columns which have at least one node that belongs to y. Let cy 
be a column from C, such that no other column in C, has more nodes in y than cv has. 
Clearly cv has at least #/k nodes in y. Thus if we choose G, to be the sub-t-matrix 
of G consisting of all the rows of G having a node of y in their c,, column, then we see 
that G, satisfies condition (1) since c, is a column of type 1 in G, , and G, satisfies condi- 
tion (2) since cY has more than n1/2/k nodes in G, . 
(ii) Let us assume that the length of y is smaller than nliz. (In what follows, given 
a real number r, [rl denotes the smallest integer not smaller than Y, and [r] denotes the 
lar&t integer not larger than 7). 
Let us choose all the rows numbered 1, [n1/2], 2. [nl/“l,... and obtain in this way a 
sub-t-matrix G, . 
Let OL be an arbitrary nonarranged column in G, and let x be a node in a. Then x has 
the following properties: 
(1) x has no descendants. 
That x has no descendants in nonarranged columns in G, is clear (we took the “cut” 
[nllzl). If x would have an ancestor in a column of type 2, then z would have to be a 
column of type 1; a contradiction. 
(2) If x has an ancestor then the ancestor belongs to a column of type 1. 
By definition elements of a column of type 2 have no descendants and from (1) it follows 
that elements of nonarranged columns in G, have no descendants. 
Now let us divide nodes from 01 into the following disjoint classes: 
CZuss,,(ar) consists of all these nodes in 01 that do not have ancestors; 
for every arranged column fl of type 1 in G, 
CZas~(a) consists of all nodes in 01 that have ancestors in /3. 
?jow let A be a class of this partition which contain no less elements than any other 
class. Let US choose aZZ rows in which elements of A occur in a and let G, be the so 
obtained sub-t-matrix of Gr (and hence of G). 
To complete the proof we have to estimate the number of rows in G, . 
As the number of classes in the above partition was not exceeding Z L 1, it was not 
exceeding K (remember that Z < k - 1). On the other hand G1 had at least ln/[nl/211 
rows and so G, has at least [(l/K) . l(n/[nl’21)]l rows. We will demonstrate (calculate ?) 
now that indeed [(l/K) . ln/[nl/al]l >, n1j2/6k. 
Since [(l/k) . [n/[n1’21j1 > (l/k) . ln/[n1121J, ‘t 1 su ffi ces to show that \n/[n1’2j] > Q nL!2. 
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(3) First of all for n < 6 we have & n112 < 1 and since [n/[n1/2jJ > I, the above 
claim holds. 
(4) Let n > 6. 
Since 
[ J2] 2 
n 
nl’2 + 1 
> c2 - 1, 
I 1 
- > p - I] = p.?1q - 1 > nr’a - 2. 
,n& 
On the other hand, if n1/2 - 2 3 Q ’ n112, then n > 5.76. As we: have assumed that 
.’ n > 6, we get that n1j2 - 2 > +(n112), and so the claim holds. 
LEMMA 2. Let G be a (n x k) t-matrix. Then there exists a sub&matrix H of G such 
that 
.- 
(1) all columns of H are arranged, and .I 
(2) H is of order (m x k)- or some m 3 n1/2k/(6k)2-1/2L. 
Proof. The result follows immediately from repeated (at most k times) application 
of Lemma 1. 
Now let k be a positive integer and let G be a (n x k) t-matrix. By Lemma 2, there 
exists a sub-t-matrix il of G of order (p x k), for some p > (nr/2’/(6k)2-1/2L, in which 
each column is arranged. 
Let i,j E {l,..., p - 1). We say that the ith and thejth rows of w are isomorphic if the 
following holds: for every t r , t, in {I,..., k), there is an edge leading from (i, tJ to 
(i + 1, t2) if and only if there is an edge leading from (j, tl) to (j + 1, t2). By a type 
in B we mean a set of all rows of R all of which are isomorphic. Let T be a type in H 
such that no type in n contains more elements than T. As the number of different 
types is certainly no larger than 2@, the number of elements in T is at least 
n1/2k 1 
(6k)2-1/2n * 2"2 ' 
If we choose now H to be the sub-t-matrix of N consisting of all these rows of f7 which 
are in T then it is clear that H is well formed. Consequently if we choose 
yk = 1/((6k)2-1/2L . 2”*) and sk = 1/2k, then H satisfies the statement of the theorem. 
Thus Theorem 1 holds. 
Before we can state our second auxiliary result we need a few additional notions. 
Throughout this paper we shall often use phrases like “(sufficiently) long word x 
with a property P” or a “(sufficiently) long (sub)derivation with a property P.” This 
will have the following meaning. 
(i) For a constant C we say that a word x is C-long if ) x 1 > C. In the case that x 
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is C-long and x satisfies P, where C is a constant the estimation of which is clear from 
the text, we say that x is a “(sufficiently) long word with the property P.” 
(ii) For constants C, F we say that a (sub)derivation D of a word x is (C, F)-long 
if the length of D is at least F . \ x /c. In the case that D is (C, F)-long and D satisfies P, 
where C, F are constants the estimation of which is clear from the text, we say that D 
is a “(sufficiently) long (sub)derivation with a property P.” 
The following result will be used quite often to get long subderivations from other 
long subderivations. Before we formulate it we need another definition. 
DEFINITION 15. Let f be a function from 9&0s into 9?noS . We say that f is slow if 
w)@Dos (Wwpos W)wpos [if x > n, thenf(.v) < ~“1. 
Thus a constant function, (log x)” and (log X) l”slosz are examples of slow functions, 
whezeas (log x)loss, 9, XI/~ are examples of functions which are not slow. 
Let G be an EDTOL system and let g be a slow function. Let D be a long subderivation 
of a derivation D of x in G. Let us divide the words in D into classes in such a way that 
a number of classes is not larger than g(1 x 1). 
LEMMA 3. There exists a long subderivation of D consisting of all the words which 
belong to one class of the above division into classes. 
Proof, As D is a long subderivation, it is longer than x lc for some constant C 
(independent of D and x). Thus in our division there must be a class (say F) consisting 
of at least 1 x Ic/g(j x i) 1 e ements. But i x ]“/g(] x I) = ( s jC-* I s ‘“)/g(l x I) for every (Y. 
However if we assume x to be sufficiently long we have x i”/g(i x i) > 1 and conse- 
quently 1 x lc/g(\ x 1) 3 / x IC--a. Th us if we choose a subderivation in such a way that 
it consists of all words in F, then it is a long subderivation. Hence Lemma 3 is proved. 
5. THE MAIN RESULT 
In this section we prove the main result of this paper. 
First we need a definition. 
DEFINITION 16. Let .Z be a finite alphabet and let f be a function from WPos into 
a pas . Let w be in Z*. We say that w is a f-random word (OZWY 2’) if 
(VW, 7 Ul > w2 > u2 > wp* [if w = w1u1w2u2w3 and / ul / > f (1 w 1) and 
I u2 I > f (I w I), then ul # u21 
Thus, informally speaking, we call a word w f-random if every two disjoint subwords 
of w which are longer than f (1 w 1) are different. 
Here is our main result. 
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THEOREM 2. For every EPDTOL system G and every slow function f there exist I in 
%JOS and s in N such that, for every w in L(G), if 1 w j > s and w is f-random, then every 
derivation of w in G contains a neat subderivation longer than 1 w jr, 
Proof. Let G = (V, 9, W, z) be an EPDTOL system and let S be a slow function. 
We shall present our proof in the form of a construction that takes several steps. 
Before we start it, it is instructive to notice that if we consider an arbitrary derivation D 
of a f-random word then in each word of D each big letter has a unique occurrence. 
Step 1. Let x be a sufficiently large f-random word in L(G) and let D be a derivation 
of x in G. (It is clear that for sufficiently large x, w must contain at least one big letter.) 
Now we choose a subderivation D, = ((~a),..., xi:), (Tt),..., T&)) in the following 
fashion: 
(1) Let xi” = W, and 
(2) for a given ~1” we choose X$ to be the nearest word in the derivation D such 
that it contains a big letter and it contains some small letters contributed from aqbig 
letter in X!r) 2 2 
(3) we continue to choose next elements ($\) as long as possible. 
Observation. Let us note that D, is sufficiently long. This is shown as follows: 
Let #V = m, and let rni be the maximal length of the right hand side of any production 
in any table from 8. Let for i in {l,..., k}, d, denote the total number of occurrences 
contributed in D from all these small occurrences in ~1’) which are contributed from big 
occurrences in xi?i . Let d, denote the total number of occurrences contributed in D 
from all small occurrences in w. Let dfin denote the total number of occurrences con- 
tributed in D from all big occurrences in x:~). 
It is clear that: drin & m, . ml f(i x I), d, < 1 w / . f(l x I), and for every i in 
AL..., 4, 4 d m. . ml .f(l x I). 
ButJxI=d,in+d,+ce,di;hence/xI <f(l~I)(mo~~,+I~l+~o~~,~~,) 
and so 
kl > I x l!f(l x I) - ho - ml + I w I) 
m. . ml 
As f is slow, for every e in 9?aos we can choose I x 1 large enough so that f (I x 1) < 1 x le. 
,Consequently (because m, , m, and I w I are constants) for every 01 in .9?nos we can adjust 
x in such a way that k, > / x /1--a. . 
Step 2. Let us consider the subderivation D, obtained in Step 1. 
Let us divide words in Dl into classes in such a way that two words belong to the same 
,class if and only if they contain the same set of big letters. As the number of such classes 
is clearly bounded by a constant, we can apply Lemma 3 and obtain a sufficiently long 
subderivation Dll of D. 
Then let us divide words in D,, into classes in such a way that two words belong to 
the same class if and only if they contain the same set of small letters. Again applying 
Lemma 3 we obtain a sufficiently long subderivation D,, of D. 
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Then let us divide words in D,, into classes in such a way that two words belong to 
the same class if and only if they contain the same set of unique letters. Applying Lemma 3 
we get in this way a sufficiently long D,, of D. 
Then let us divide words in D,, into classes in such a way that two words belong to 
the same class if and only if they contain the same set of multiple letters. Applying 
Lemma 3 we get a subderivation D,, of D which is sufficiently large. 
Finally let us divide words in D14 into classes in such a way that two words belong to 
the same class if and only if they contain the same set of letters. Again, applying Lemma 3 
we get a sufficiently large subderivation of D. Let us call it D, . 
Step 3. Let us consider the derivation D, = ((x8’, xi2),..., xIC”,‘), (Ta),..., TAfi,)) 
obtained in Step 2. 
Let MD2 be a t-matrix constructed as follows: 
(1) Every column in MD corresponds to exactly one big letter in D, (their order 
isifixed, but arbitrary). ’ 
(2) For every word in D, we have exactly one row in MD2 (where for consecutive 
words in D, we have consecutive rows in Moe). 
(3) There is an edge leading from (i,j) to (i + 1, t) if and only if an occurrence 
in ~$‘r corresponding to column t is derived from an occurrence in ~1”’ of the letter 
corresponding to column j. 
As each occurrence in a derivation has only one ancestor and as each big occurrence 
in D, is unique, M, is indeed a t-matrix. But then applying Theorem 1 we obtain a 
sufficiently long subdkivation D, of D which corresponds to a well-formed sub-t-matrix 
ofM,. 2 
Observation. Note that directly from the fact that D, corresponds to a well-formed 
sub-t-matrix we have that: 
(1) In each word of D, there is a big recursive letter. 
(2) A letter is big recursive (big nonrecursive) in a word of D, if and only if it is 
big recursive (big nonrecursive) in every word of D, . 
Step 4. Let us consider the subderivation D3 obtained in Step 3. 
Let us divide words in D, into classes in such a way that two words belong to the 
same class if and only if each small occurrence of the same letter in these words contributes 
the same number of occurrences in D. Clearly the total number of different classes 
obtained in this way does not exceed f(l x I)% (recall that m, = #V). As f(n) is a slow 
function then so is (f(n))%. Hence we can apply Lemma 3 to obtain a sufficiently long 
subderivation D, of D. 
Step 5. Let us consider the subderivation D, = ((x:~‘,..., XL:), (Tb’),..., TLZ)) obtained 
in Step 4. 
Let us divide all small letters into classes in such a way that two small letters belong 
to the same class if they contribute the same number of occurrences in D. Each such 
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class can be identified by the number of occurrences contributed to D by an element 
of this class. Starting with the class corresponding to the largest such number and then 
going through all “smaller” classes perform (one by one) the following, 
For the highest number h,, construct a t-matrix MDp,h,BX in the following way: 
(1) Each column in MD,,h,, corresponds to exactly one small letter from the 
class h in D, (their order is fixed, but arbitrary). 
(2) For every word in D, we have exactly one row in MDl,h,, (where for comecu- 
tive words in D, we have consecutive rows in MD h 1’ m&X ). 
(3) There is an edge leading from (i + 1, j) to (i, t) if and only if the jth occurrence 
m x$\ is derived from the tth occurrence in XI’). 
(4) Turn the resulting graph upside down to obtain a “normal” t-matrix. 
It is easy to check that we really have a t-matrix and so we can apply Theorem 1 to 
obtain a sufficiently long subderivation of D. 
Then from this subderivation we obtain a sufficiently long subderivation by exactly 
the same method but using the next to the largest (hmax) class. And so on until we exhaust 
all classes. Let us denote the resulting (sufficiently long) subderivation as D, . 
Observation. It should be clear that if A is a small letter in D, and it belongs to 
class h then in a direct derivation step in D, it either derives only itself (production 
A -+ A) or it derives a string consisting of small letters from classes lower than h (produc- 
tion A + & .** B, with q > 2 and each Bi , 1 < i < q, in a class lower than that of A). 
Step 6. From the subderivation D, = ((x;“‘,..., XL:), (Ti5’,..., Z’$) let us construct 
a subderivation D, by taking (starting from the top) all words xj5) where j = m, . u for 
u > 0 (so we get the sequence of words xf), x2:, xi:, ,...). 
Observation. Clearly, D, is sufficiently long. 
Now it must be that in D, in a direct derivation step a nonrecursive letter is rewritten 
as a string of small recursive letters, and a small recursive letter (already in D5) must be 
rewritten as itself only. 
This ends the construction. 
To conclude the proof it is enough to observe that D, is indeed a neat subderivation. 
In fact we can note that: 
(9 Condition (1) of Definition 10 was satisfied already in D, . 
(ii) Condition (2) of Definition 10 was satisfied already in D, . 
(iii) Condition (3) of Definition 10 was satisfied already in D, . 
(3 Condition (4) of Definition 10 was satisfied already in D. 
(v.1) Condition (5.1) of Definition 10 was satisfied already in D, . 
(v-2) Condition (5.2) of Definition 10 was satisfied only (in general) in D, . 
(4 Condition (6) of Definition 10 was satisfied already in D, . 
(vii) Condition (7) of Definition 10 was satisfied already in D, . 
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6. DISCUSSION 
First of all let us point out that restricting ourselves in Theorem 2 to f-random words 
only still leaves us (in general) with a considerable number of words providing that f is 
not “too slow.” The following result was proved in [2] and, for the sake of completeness, 
it is recahed here together with its proof. 
THEOREM 3. Let 2 be a jinite alphabet such that #Z = m > 2. Let f be a function 
from WPOs into 92POs such that, for every x in 9?)pos , f(x) 3 4 log x. 
Then, for every positive integer n, 
#{wE~*:)w~ =nandwisf-random), 1-l 
mn I n’ 
Proof. Let .Z and f satisfy the statement of the theorem. 
First let us find an upper bound on the number of words in 2 of length n which are 
not f-random. 
(1) If a word w is not f-random, then it can be written in the form al ... an, a 
a+d+l ... an, a an2+luhl ... a, for some a, ,..., an, , anl+lul+l ,..., a,, in 2 and a in F- 
where 1 a I > f(n). 
(2) With the fixed values of n1 , nz and ] a! 1 we may have at most rnlal . rn+W = 
rnn-lnl words which are notf-random. But ) a j >f(n) and so rnn-lal < rn+f(n). 
(3) The number of choices for n, , n, and a is not larger than n3. 
(4) Thus the number of words of length n which are not f-random is smaller 
than ,$ . mr~-f(n). 
Consequently, 
#(w E Z:*: 1 w / = n and w is not f-random} n3 * mn-fcn) n3 
mn 
< 
mn =mfo- 
But f(n) > 4 log, n and so 
d n3 .-.-.-<--..-= n3 n3 n3 
mf(n) m4 lo& n 21og,m*4 log, 11 = pgzn~410g,m = ~ n41W2m 
<1 
n 
Thus, 
#{w EZ*: ] w 1 = n and w isf-random} > 1 _ 1 
m* , n’ 
which proves the theorem. 
Now let us recall that our notion of a neat subderivation and hence Theorem 2 were 
formulated for propagating EDTOL systems. It should be obvious to the reader that 
the notion of a neat subderivation can be reformulated for the case of a general EDTOL 
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system (one would just allow “nonproductive letters” and then ignore them, That is 
all conditions from Definition 10 would be reformulated in such a way that nonproductive 
letters could appear “anywhere” in words of a subderivation and in productions of its 
tables). Then, the accordingly modified Theorem 2 obviously holds. In this sense the 
structure of a derivation in EPDTOL systems as presented so far, forms a “backbone” 
of the structure of a derivation in an arbitrary EDTOL system. 
Also, our main interest lies in languages and the structural theorems of the type of 
Theorem 2 are mostly useful for inferring properties of (EDTOL) languages. (As a 
matter of fact Theorem 2 itself was very essentially used to prove the “pumping” theorem 
for EDTOL languages [2] and to prove the existence of context-free languages that 
are not EDTOL [3].) F rom this point of view it suffices to consider EPDTOL systems 
only because we have the following result. 
THEOREM 4. A language K is an EDTOL language if and only if K - (A} is an 
EPDTOL language. 
We leave the proof of this result to the reader since it can be proved by a standard 
by now construction following the lines of Theorem 5 in [6]. 
It is worthwhile to mention here that investigating EDTOL languages has a broader 
scope than may appear at first sight. There exist now results which allow us to use some 
properties of EDTOL languages to infer properties of ETOL languages (the class 
which is probably the central class of languages among various L language families). 
For example, the following result was proved in [4]. 
THEOREM 5. Let Zl , Zz be two disjoint alphabets and let Kl C &*, K, C &*. Let f 
be a surjective function from Kl on K, . Let K = {wf (w): w E Kl}. Then 
(1) If K is an ETOL language then K, is an EDTOL language, 
(2) If f is a bijection, then also Kl is an EDTOL language (;f R is an ETOL 
language). 
But, as we have mentioned it in Introduction, using Theorem 2 we have proved in [2] 
that {x E (0, I}+: 1 x 1 = 2” for some n > 0) is not an EDTOL language. Hence Theo- 
rem 5 implies immediately that if v is a homomorphism from (0, I> into {a, b}* such 
that q(O) = a and ~(1) = b, then K = {xv(x): x E (0, l}+ and 1 x 1 = 2” for some n > 0} 
is not an ETOL language. 
We would like to end this section with the following remark. An EDTOL system 
has a very clean algebraic structure. It simply represents a finitely generated semigroup 
of homomorhisms from a finitely generated monoid (V*) into itself. Thus our Theorem 2 
tells us something about the structure of functions in such a semigroup. 
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