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Introduction
En me´canique quantique, l’e´volution au cours du temps de l’e´tat d’un syste`me quan-
tique (atome, photom) est de´crite par l’e´quation de Schro¨dinger. Comme les e´quations
de la me´canique classique, l’e´quation de Schro¨dinger est une e´quation aux de´rive´es par-
tielles de´terministe. Parfois, en me´canique classique, on a besoin de conside´rer des mode`les
stochastiques. On obtient alors la description de l’e´volution des syste`mes e´tudie´s a` par-
tir d’e´quations diffe´rentielles stochastiques qui prennent en compte certains caracte`res
ale´atoires : conditions d’expe´riences, impre´cisions de mesures...
La me´canique quantique posse`de, quant a` elle, un caracte`re ale´atoire intrinse`que qui est
lie´ a` la mesure. En effet, contrairement a` la me´canique classique ou` le re´sulat de la mesure
d’une quantite´ physique (e´nergie, position, vitesse...) d’un syste`me est de´terministe et ne
change pas l’e´tat du syste`me, la mesure d’une quantite´ physique d’un syste`me quantique est
ale´atoire et affecte de´finitivement l’e´tat du syste`me. Seule la distribution de probabilite´ des
re´sultats est de´terministe. Ces principes sont des axiomes fondamentaux de la me´canique
quantique (axiome de la mesure, re´duction du paquet d’onde).
Pour pre´ciser cela, prenons par exemple une expe´rience qui consiste a` mesurer l’e´nergie
d’un syste`me. Une premie`re mesure donne un re´sultat qui suit une loi de probabilite´ que
l’on peut de´crire de manie`re pre´cise. Si on cherche a` effectuer une seconde mesure de la
meˆme quantite´ (l’e´nergie) sur le meˆme syste`me alors le re´sultat de cette seconde mesure
devient totalement pre´visible. En effet, il s’ave`re que le second re´sultat correspond exac-
tement au premier re´sultat : le syste`me est “fige´”. La recherche d’informations, a` l’aide
d’une mesure, modifie donc le syste`me de fac¸on irre´me´diable.
Le seul e´chec de la me´canique quantique est de ne pas avoir pu s’accorder avec nos
pre´juge´s.
W.H Zurek
Bien que les notions d’information et de mesure puissent eˆtre mises en paralle`le dans
tous les domaines physiques, la mesure est ici a` la fois a` l’origine de l’information mais
e´galement a` l’origine de sa destruction ([Dav76]). C’est pourtant ces phe´nome`nes qui sont a`
la base de nombreuses utilisations actuelles ainsi que le sujet de recherches actives : optique
quantique ([Har03],[HR06]), codage, ordinateur et information quantique ([GP01])...
Pour de´crire ces phe´nome`nes de manie`re pre´cise, on munit la the´orie de la me´canique
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8quantique de postulats ([AJP06a], ([Dav76]), [Att08]). Le premier formalisme mathe´ma-
tique a e´te´ introduit par Von Neumann dans son livre “Les fondements mathe´matiques de
la me´canique quantique”.
Des expe´riences simples comme “les expe´riences d’Aspect” ou encore les “ine´galite´s de
Bell”, ont montre´ les limites des the´orie probabilistes classiques pour de´crire les aspects
ale´atoires des phe´nome`nes quantiques (voir a` ce sujet [KM98]). Ainsi, parfois pre´sente´e
comme une the´orie des probabilite´s ge´ne´ralise´es, la me´canique quantique d’un point de
vue mathe´matique, est un savoureux me´lange de probabilite´ non-commutative ([Att08],
[Mey93]) et d’alge`bres d’ope´rateurs ([BR87],[BR97],[KR97a], [KR97b]). On peut e´galement
parler de “probabilite´ quantique” ([Att08], [BL06],[Mey93]).
Dans nos travaux, notre approche est axe´e sur les concepts mathe´matiques et princi-
palement sur les aspects probabilistes comme l’indique une partie du titre equations de
Schro¨dinger stochastiques. Le point de de´part de notre travail est l’e´tude de l’e´volution
d’un petit syste`me perturbe´ par une mesure exte´rieure.
Il s’agit ici de dresser un cadre mathe´matique rigoureux pour de´crire ce que l’on appelle
le principe de mesure indirecte en me´canique quantique ([Bar06],[Bel99]) et les mode`les qui
lui sont attache´s. Le domaine des applications expe´rimentales de ce sujet est a` la pointe
aujourd’hui de la recherche applique´e en me´canique quantique (travaux de S.Haroche en
infomations quantiques [Har03]).
Le cadre physique de notre e´tude est le suivant.
Cadre physique :
Le contexte ge´ne´ral des mode`les que nous e´tudierons vient de la the´orie des syste`mes
quantiques ouverts ([Dav76],[Att08],[AJP06a],[AJP06b],[AJP06c]). En particulier nous e´tu-
dierons l’e´volution de petits syste`mes quantiques avec un nombre fini de degre´s de liberte´
(note´s H0) en contact avec un environnement (note´ parfois R pour re´servoir). L’environne-
ment peut eˆtre un bain thermique, un champ de boson ou encore un laser... Pour diverses
conside´rations, d’ordre pratique par exemple, on ne s’inte´resse qu’a` l’e´volution du petit
syste`me (l’environnement est : soit trop complique´, soit on n’y a tout simplement pas
acce`s et on renonce a` le de´crire) ; le petit syste`me est alors appele´ un syste`me quantique
ouvert.
Physiquement, on peut s’inte´resser a` diverses situations : retour a` l’e´quilibre du petit
syste`me, thermalisation, ou encore e´mission de photon du petit syste`me (nous reviendrons
sur la description de cette expe´rience). Le but est de de´crire ces e´volutions en pre´sence d’un
instrument de mesure qui va introduire une perturbation dans l’e´volution du syste`me.
Comme nous l’avons de´ja` e´voque´, les principes fondamentaux de la physique quantique
“interdisent” d’effectuer une mesure directement sur le petit syste`me sous peine de de´truire
l’information contenue dans celui-ci. En pratique, c’est sur le champ qui interagit avec le
petit syste`me sur lequel on effectue la mesure. Cela signifie qu’apre`s l’interaction on re´alise
une observation sur l’environnement R ou sur une sous partie. Certes on de´truit la partie
sur laquelle on effectue la mesure mais on obtient une information partielle sur le petit
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syste`me ([BGM04],[Bel02],[Bel03],[BvH05],[BvHJ06]).
Dans cette situation, on peut conside´rer deux configurations.
– Soit une mesure de type continu, un instrument mesure une quantite´ pre´cise sans
discontinuite´ dans le temps.
– Soit une mesure de type discret, on effectue des mesures re´pe´te´es, espace´es les unes
des autres par un intervalle de temps.
Un exemple de mesure continue est de´crit par l’expe´rience de re´sonnance fluorescence
([BMK03],) en optique quantique qui consiste, a` l’aide d’un compteur, a` compter le nombre
de photons e´mis par un atome qui est excite´ de fac¸on continue par un laser.
Une mesure de type discret peut eˆtre re´alise´e lors de l’interaction entre un atome et un
jet de photons. Imaginons que les photons soient propulse´s les uns apre`s les autres contre
l’atome (chaque “lancer” e´tant espace´ dans le temps). Apre`s chaque interaction, on effectue
alors une mesure sur le photon qui vient d’interagir. De telles expe´riences sont largement
re´pandues dans tous les domaines de la physique quantique : engineering, traitement de
l’information quantique (travaux de S.Haroche)...
Un des objets de cette the`se est donc de de´crire de fac¸on pre´cise et rigoureuse l’e´volution
de tels syste`mes. Le cadre mathe´matique est le suivant.
Cadre mathe´matique :
Pour e´tudier les syste`mes quantiques ouverts, nous aborderons les notions d’espace
de Fock, de calcul stochastique quantique ([Par92],[Att03],[AP05],[Att08]), d’e´volutions
hamiltoniennes et lindbladiennes ([BR87],[BR97]) ...
De manie`re plus concre`te, comme nous le verrons en de´tail dans le chapitre 1, on s’ap-
puie sur le formalisme hilbertien de la me´canique quantique. Un syste`me quantique est donc
de´crit par un espace de Hilbert H dont les vecteurs de norme 1 repre´sentent les e´tats. Ty-
piquement, un environnement repre´sentant un champ continu (champ e´le´ctromagne´tique,
champ de bosons...) est de´crit par un espace de Fock et les petits syste`mes par des espaces
de dimensions finies. L’e´tude des espaces de Fock, l’un des outils les plus performants
dans le domaine, nous permettra, entre autre, de de´finir les bases du calcul stochastique
quantique et la notion de bruits quantiques.
En ce qui concerne la mesure, les quantite´s physiques mesurables (e´nergie, position, mo-
ment, vitesse...) sont caracte´rise´es par les ope´rateurs auto-adjoints sur H. Ces ope´rateurs
sont appele´s observables du syste`me. Les principes fondamentaux de la me´canique quan-
tique (confirme´s par les expe´riences dans le domaine) nous enseignent alors que les donne´es
accessibles, lors d’une mesure, sont les valeurs du spectre de ces ope´rateurs. Comme nous
l’avons de´ja` souligne´, le re´sultat d’une mesure obe´it a` des lois de probabilite´s pre´cises.
Ajoute´ a` cela, comme il sera pre´cise´ dans le chapitre 2, une mesure entraˆıne une transfor-
mation ale´atoire de l’e´tat d’un syste`me (modification qui de´pend du re´sultat de la mesure).
Enfin, pour terminer la description d’un syste`me quantique, il faut de´crire son e´volution
au cours du temps. Sans mesure pertubatrice dans le cadre de syste`mes en interaction (petit
syste`me + environnement), cette e´volution est entie`rement caracte´rise´e par une famille
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d’ope´rateurs unitaires de´finis a` l’aide d’une observable particulie`re appele´e hamiltonien.
Cet hamiltonien permet alors de de´finir l’e´quation de Schro¨dinger du syste`me couple´ ; on
obtient alors la description de l’e´volution. Le re´sultat de cette e´volution, traduit sur le petit
syste`me, est donne´ par une e´quation appele´e e´quation maˆıtresse.
L’e´quation maˆıtresse permet alors de de´crire l’e´volution de l’e´tat d’un petit syste`me
qui n’est pas perturbe´ par la pre´sence d’un appareil de mesure.
En pre´sence d’un appareil de mesure, dans le cadre d’une mesure de type continu,
l’e´volution ale´atoire du petit syste`me est de´crite par des e´quations diffe´rentielles sto-
chastiques classiques qui apparaissent comme des perturbations de l’e´quation maˆıtresse
([BGM04],[BL04])). Ces e´quations diffe´rentielles stochastiques portent le nom d’e´quations
de Schro¨dinger stochastiques ou e´quations de Belavkin ([BP02], [BPZ98]). Les solutions de
ces e´quations sont appele´es trajectoires quantiques ; elles de´crivent l’e´volution de l’e´tat de
re´fe´rence d’un syste`me.
Il y a essentiellement trois approches pour e´tablir ces mode`les stochastiques.
La premie`re est base´e sur les travaux de Davies. En effet, les premiers re´sultats concer-
nant la description de syste`mes soumis a` un principe de mesure continue sont dus a` Davies
([Dav76]). Il a notamment de´crit l’e´volution d’un atome en pre´sence d’un compteur de pho-
tons (expe´rience de re´sonance fluorescence). A partir de ces travaux, on peut de´river des
mode`les stochastiques a` l’aide d’arguments heuristiques. Les e´quations diffe´rentielles sto-
chastiques ainsi obtenues, d’une part ne sont pas rigoureusement justifie´es et d’autre part
n’ont pas une re´elle cohe´rence mathe´matique. On reprendra notamment cette description
dans le chapitre 2 et on montrera les lacunes que pre´sentent ces mode`les.
La deuxie`me approche utilise fortement le formalisme mathe´matique inhe´rent a` la
me´canique quantique : alge`bre de Von Neumann, espace de Fock, probabilite´ quantique
([BGM04],[BvHJ06],[Bar06],[BL04])... En effet, a` l’aide de la the´orie du filtrage quantique,
il est possible d’obtenir des e´quations diffe´rentielles stochastiques de manie`re rigoureuse.
Les e´quations ainsi obtenues ont une expression similaire a` celles de´rive´es de manie`re heu-
ristique. Le prix a` payer pour parvenir a` ces re´sultats est celui de l’utilisation d’outils
analytiques tre`s techniques. En effet, dans cette approche, sont aborde´es toutes les subti-
lite´s et difficulte´s de la the´orie des probabilite´s quantiques non-commutatives. Par ailleurs,
les questions d’existence et d’unicite´ des solutions ne sont jamais re´ellement traite´es dans
le de´tail.
La troisie`me approche est celle que nous approfondirons. Elle s’appuiera sur une de´mar-
che plus intuitive. Il s’agit en effet de de´crire des mode`les continus a` partir de limites de
mode`les concrets base´s sur des approximations discre`tes. Cette de´marche permet de s’af-
franchir du formalisme complique´ du filtrage quantique et permet ne´anmoins d’obtenir
des re´sultats de fac¸on rigoureuse. Obtenir et justifier des mode`les a` partir de limites est
une me´thode de´ja` mise en oeuvre avec succe´s par Ste´phane Attal et Yan Pautrat dans
l’article [AP06]. Leur ide´e peut s’exprimer de la manie`re suivante. Au lieu de travailler
avec une description complique´e de l’environnement, on conside`re que celui-ci est divise´
en petits syste`mes quantiques identiques et inde´pendants les uns des autres ([AP05]). Les
sous-parties du syste`me e´voluent a` tour de roˆle avec le petit syste`me H0 pendant un in-
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tervalle de temps h. Ste´phane Attal et Yan Pautrat ont alors montre´ que l’on pouvait
obtenir a` la limite (h → 0) un cadre tre`s large d’e´volutions (interaction petit syste`me-
champ continu) caracte´rise´es par des e´quations de Langevin quantiques (encore appele´es
e´quations de Hudson Parthasarathy) dirige´es par des bruits quantiques. A partir de limites
d’e´volutions discre`tes, ils ont donne´ une justification concre`te et rigoureuse de l’utilisation
de mode`les qui apparaissaient jusque la` tre`s abstraits et qui reveˆtaient plutoˆt un caracte`re
pratique. En l’occurrence, il n’y avait jusque la` pas de re´elles explications physiques justi-
fiant leur utilisation. Le mode`le qui consiste a` de´crire l’environnement comme une chaˆıne
de petits syste`mes qui interagissent les uns apre`s les autres est appele´ mode`le d’interactions
re´pe´te´es.
L’ide´e sous-jacente qui a amene´ les re´sultats e´tablis dans cette the`se est d’adapter ce
type de de´marche au cadre de la the´orie de la mesure quantique. Dans le mode`le d’inter-
actions re´pe´te´es, une mesure est re´alise´e apre`s chaque interaction sur la partie de la chaˆıne
qui vient d’interagir. Il s’agit du principe de mesures quantiques re´pe´te´es qui mode´lise les
mesures de types discret. Chaque perturbation due a` la mesure se traduit par une mo-
dification ale´atoire du syste`me ; la suite des modifications peut alors eˆtre de´crite par une
chaˆıne de Markov qui de´pend du temps d’interaction h.
Cette chaˆıne de Markov de´crit l’e´volution discre`te de l’e´tat d’un syste`me quantique,
elle est appele´e trajectoire quantique discre`te. On peut alors s’inte´resser au comportement
asymptotique de cette chaˆıne de Markov lorsque h tend vers ze´ro. Ainsi, si la limite existe,
elle de´crira un mode`le d’e´volution pour un syste`me soumis a` une mesure de type continu.
Les diffe´rents articles pre´sente´s dans cette the`se sont consacre´s a` la justification rigoureuse
des passages a` la limite dans des situations diverses et a` l’e´tude probabiliste des e´quations
qui re´gissent ces e´volutions. Le dernier article permet en particulier de de´crire un cadre
tre`s ge´ne´ral de mode`les continus.
Les re´sultats pre´sente´s dans cette the`se apparaissent, a` dessein, de fac¸on relativement
naturelle. Outre l’inte´reˆt propre a` la the´orie de la me´canique quantique, un inte´reˆt majeur
re´side e´galement dans l’e´le´gance et la diversite´ des the´ories probabilistes utilise´es dans les
de´monstrations.
Ce rapport est compose´ de deux parties.
La premie`re partie est compose´e de trois chapitres retrac¸ant le contexte ge´ne´ral et
les diffe´rentes motivations qui ont anime´es cette the`se. Le premier chapitre constitue
la pre´sentation mathe´matique du contexte ge´ne´ral des syste`mes quantiques ouverts. On
pre´sente en de´tail les axiomes et postulats permettant d’e´tablir un cadre rigoureux pour
la me´canique quantique. Nous mettons e´galement en place les mode`les discrets qui sont a`
l’origine des re´sultats obtenus par la suite.
Dans le deuxie`me chapitre on motive le projet de cette the`se concernant l’e´tude des
e´quations de Schro¨dinger stochastiques en exposant l’approche heuristique de la the´orie
de la mesure quantique. Ensuite on pre´sente notre me´thode et nos principaux re´sultats
concernant la the´orie des trajectoires quantiques.
Enfin dans le troisie`me chapitre, on expose les diffe´rents outils utilise´s pour aboutir
aux re´sultats du chapitre 2. Nous mettons en e´vidence l’inte´reˆt des objets probabilistes
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introduits pour parvenir a` nos fins.
La deuxie`me partie est donc constitue´e des 5 articles pre´sentant l’ensemble de nos
re´sultats avec les preuves comple`tes.
Article 1)
L’article 1 [Pel08a] concerne l’e´tude de l’e´quation classique de Belavkin de´crivant le
comportement diffusif des trajectoires quantiques. Dans cet article, on montre qu’une telle
e´quation admet une unique solution et que le processus solution est a` valeurs dans les e´tats
d’un petit syste`me H0 ≃ C2. Ensuite, on justifie la pertinence d’un tel mode`le en montrant
qu’on peut l’obtenir comme limite de trajectoires discre`tes particulie`res. Pour e´tablir un
tel re´sultat on utilise dans ce cas des techniques de convergence d’inte´grales stochastiques.
La de´monstration est notamment base´e sur un the´ore`me de Kurtz et Protter e´tablissant
la convergence de processus stochastiques vers des solutions d’e´quations diffe´rentielles sto-
chastiques. L’ide´e principale est alors de de´crire les trajectoires quantiques discre`tes a`
l’aide d’e´quations aux diffe´rences stochastiques qui apparaissent comme des approxima-
tions d’e´quations diffe´rentielles stochastiques. C’est a` travers une telle me´thode que nous
justifions le caracte`re plus intuitif de notre approche.
L’e´quation diffusive mode´lise un des deux comportements classiques de l’e´volution d’un
atome a` deux niveaux d’e´nergie en contact avec une chaˆıne de spins, l’e´volution e´tant per-
turbe´e par une mesure.
Article 2)
Le deuxie`me article [Pel08b] pre´sente l’e´tude de l’e´quation classique de Belavkin, de´cri-
vant une e´volution comportant des sauts ale´atoires (e´volution dite poissonienne). Cette
e´quation est souvent formule´e de manie`re peu cohe´rente dans la litte´rature, la notion
meˆme de solution n’e´tant pas e´vidente. A l’aide de la the´orie des mesures ale´atoires de
Poisson, on de´finit un cadre pre´cis et rigoureux pour e´tudier un tel type d’e´quation. On
montre l’existence et l’unicite´ d’une solution a` valeurs dans les e´tats de H0 ≃ C2.
De meˆme on montre que ce mode`le peut eˆtre justifie´ par un the´ore`me de convergence
via les trajectoires quantiques discre`tes. Cependant, la me´thode utilise´e dans le cas diffusif
ne peut pas eˆtre adapte´e dans cette situation. Pour obtenir le re´sultat de convergence
on compare donc directement le processus discret et le processus solution de l’e´quation
avec sauts. Ceci ne´cessite l’utilisation d’une me´thode de couplage qui consiste a` re´aliser les
deux processus dans le meˆme espace. La de´monstration finale passe par l’utilisation d’une
version discretise´e de l’e´quation a` l’aide d’un sche´ma d’Euler. On montre e´galement ici que
le sche´ma d’Euler converge vers la solution.
Nous aboutissons donc a` un re´sultat similaire au premier article, e´tabli sur le meˆme
mode`le d’un atome a` deux niveaux d’e´nergie. Mise a` part le mode`le discret de base, les
techniques utilise´es diffe`rent largement de celles employe´es dans le cas diffusif.
Article 3)
Dans l’article [Pel08d] nous introduisons la notion de controˆle, notamment celle de
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controˆle stochastique dans la the´orie des trajectoires quantiques. Notre mode`le de base
est celui d’un atome a` deux niveaux d’e´nergie. Le principe du controˆle est d’introduire
une action exte´rieure qui de´cide d’une strate´gie a` adopter pour atteindre un but ou pour
obe´ir a` certaines contraintes. Cette action entraˆıne donc une modification de l’e´volution ;
cette modification peut eˆtre de nature de´terministe ou de nature stochastique. Dans le cas
ou`, par exemple, la strate´gie de controˆle de´pend des re´sultats ale´atoires d’une mesure, la
strate´gie sera stochastique.
A partir de la limite de mode`les de mesures re´pe´te´es, on de´crit a` nouveau deux com-
portements typiques : un diffusif et un avec des sauts ale´atoires. Les me´thodes employe´es
sont les meˆmes que celles concernant les deux cas classiques des deux premiers articles. Il
s’agit en fait d’une extension de ces deux cas.
Un des inte´reˆts de cet article porte dans un premier temps sur la description de la
notion de controˆle a` l’aide du mode`le discret alors que dans le cas continu une telle des-
cription n’est pas e´vidente. Dans un deuxie`me temps, on pre´sente deux applications, un
mode`le concret d’un atome dirige´ par un laser (le laser appliquant une strate´gie de controˆle
de´terministe) et une introduction a` la notion de controˆle optimal (on traduit la the´orie clas-
sique concernant le sujet en termes de trajectoires quantiques).
Article 4)
L’article 4 [AP08] est compose´ de deux parties relativement distinctes. La premie`re
partie pre´sente un re´sultat de convergence vers l’e´quilibre pour des cas particuliers de
trajectoires quantiques, solutions des e´quations classiques. La deuxie`me partie s’inte´resse
a` la description de mode`les limites pour des trajectoires quantiques en pre´sence d’une
tempe´rature positive. En effet, dans les articles pre´ce´dents, il s’agissait toujours de re´sultats
en tempe´rature ze´ro. Dans le cas du mode`le a` deux niveaux d’e´nergies, on retrouve une
e´volution diffusive alors que le comportement avec des sauts fait place a` un comportement
de´terministe.
Article 5)
L’article 5 [Pel08c] concerne le cas ge´ne´ral de´crivant le comportement de trajectoires
continues en dimension finie quelconque. On ne se limite plus au cas d’un atome a` deux
niveaux d’e´nergie en contact avec une chaˆıne de spins (cas ou` il n’y avait que deux degre´s
de liberte´). Les e´quations limites obtenues a` partir de trajectoires quantiques discre`tes sont
de´crites par des e´quations de type saut-diffusion. Elles sont en effet dirige´es par des bruits
browniens associe´s a` des e´volutions poissoniennes.
Il n’est pas aise´, voire impossible, d’unifier les deux me´thodes utilise´es dans les deux
cas classiques. On utilise alors des techniques de ge´ne´rateurs de Markov et d’approxima-
tion par chaˆıne de Markov pour montrer les re´sultats de convergence. A partir des chaˆınes
de Markov de´crivant les trajectoires quantiques discre`tes, on peut de´finir une notion de
ge´ne´rateurs de Markov (de´pendant du temps h de l’interaction dans le mode`le des interac-
tions re´pe´te´es). La limite de ces ge´ne´rateurs de´finit alors des ge´ne´rateurs infinite´simaux que
l’on associe de fac¸on naturelle a` des proble`mes de martingales. La solution de ces proble`mes
de martingales est donne´e par la solution d’e´quations saut-diffusion dont on montre ensuite
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qu’elles peuvent eˆtre obtenues comme limites de trajectoires discre`tes.
Cette e´tude permet de retrouver les deux cas classiques comme cas particuliers. L’ap-
proche par proble`mes de martingales peut paraˆıtre moins directe que celle e´tudie´e dans les
deux premiers articles. En effet, elle provient d’une expression plus abstraite en termes de
ge´ne´rateurs avant de faire intervenir l’expression d’e´quations diffe´rentielles stochastiques.
Mode d’emploi
Afin de guider le lecteur, nous tenons a` faire quelques remarques concernant le choix
de la pre´sentation de ce rapport. Cette the`se pre´sente deux axes majeurs. D’une part,
l’obtention et la description rigoureuse de mode`les utilise´s en me´canique quantique ; d’autre
part, l’utilisation d’outils profonds en the´orie des probabilite´s. Ceci explique pourquoi nous
avons de´cide´ de diviser la premie`re partie en trois chapitres distincts.
Les deux premiers chapitres sont plus axe´s sur les aspects physique mathe´matique et
me´canique quantique. Le troisie`me chapitre illustre l’utilisation des the´ories probabilistes
mises en place pour aboutir aux re´sultats.
Le premier chapitre est un rappel de certains re´sultats et principes ge´ne´raux qui font
parti des outils de base des syste`mes quantiques ouverts. Nous de´crivons les the´ories
ne´cessaires pour exposer la “philosophie” ge´ne´rale de nos travaux et pour les motiver.
Nous n’exposons pas de re´sultats nouveaux dans ce domaine, le lecteur peu expert dans le
domaine y trouvera, entre autre, une pre´sentation ge´ne´rale des axiomes de la me´canique
quantique. Les re´sultats plus e´labore´s concernant le calcul stochastique quantique et les
espaces de Fock ne ne´cessitent pas d’eˆtre maitrise´s par la suite pour aborder nos re´sultats.
Il semblait cependant difficile de faire ce rapport de the`se sans e´voquer ces the´ories. En
effet, bien qu’elles n’apparaissent pas de manie`re explicite dans nos travaux, nous y fai-
sons souvent re´fe´rence. Le lecteur dont la motivation est plus oriente´e vers les probabilite´s
pourra se contenter de la description des trajectoires quantiques discre`tes comme chaˆıne de
Markov. Ne´anmoins, la pre´sentation des mesures re´pe´te´es qui permet de de´crire ces chaˆınes
de Markov est accessible sans pre´requis importants.
Dans le chapitre 2, on re´sume les re´sultats principaux obtenus dans les 5 articles de cette
the`se. Suivant les centres d’inte´reˆts du lecteur, celui-ci pourra s’inte´resser naturellement
aux re´sultats concernant le domaine de la me´canique quantique ou alors se focaliser sur les
re´sultats probabilistes. Les objets mathe´matiques utilise´s pour parvenir a` ces re´sultas sont
re´sume´s dans le chapitre 3. Concernant les de´tails des preuves nous renvoyons le lecteur
aux articles correspondants (cf deuxie`me partie). Cette partie a pour but de pre´ciser la
chronologie des re´sultats que nous avons e´tablis et de montrer l’e´volution de notre approche.
Le chapitre 3 peut eˆtre conside´re´ comme une “boite a` outils”. On de´crit en de´tail les
objets et concepts probabilistes utilise´s dans les de´monstrations de nos re´sultats. Nous
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avons pre´fe´re´ les mettre en valeur en leur re´servant un chapitre car ils constituent une base
de travail par eux-meˆmes et pre´sentent un inte´reˆt en the´orie des probabilite´s. Ils peuvent
d’ailleurs eˆtre employe´s dans de nombreux autres domaines.
Notons que ce rapport de the`se pre´sente trois comportements caracte´ristiques de´crivant
l’e´volution des trajectoires quantiques. Pour chacun de ces trois cas, nous utilisons une
me´thode diffe´rente permettant d’aboutir aux re´sultats. Outre l’inte´reˆt d’utiliser des de´mar-
ches diffe´rentes, il s’ave`re que chaque me´thode est propre a` chaque situation. Dans le
chapitre 3, nous donnons quelques explications montrant pourquoi une me´thode applique´e
pour un cas ne peut l’eˆtre pour les autres. De plus notre propos est agre´mente´ de remarques
diverses qui n’apparaissent pas force´ment de manie`re explicite dans les diffe´rents articles.
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Chapitre 1
Syste`mes quantiques ouverts
Quiconque n’est pas choque´ par la me´canique quantique ne la comprend pas.
Niels Bohr
Dans ce premier chapitre, nous introduisons le contexte ge´ne´ral et les principes fonda-
mentaux de la me´canique quantique permettant l’e´tude des syste`mes quantiques ouverts.
On met notamment en e´vidence les aspects probabilistes de cette the´orie, pre´lude a` l’e´tude
des trajectoires quantiques. Ce chapitre a pour objet de dresser le cadre mathe´matique
permettant de de´crire les phe´nome`nes quantiques que nous e´tudierons. Notre attention se
porte d’une part sur l’e´tude des interactions entre un petit syste`me quantique et un champ
continu caracte´rise´ par un espace de Fock et, d’autre part, sur une version discre`te de ce
type d’interaction.
Dans la section 1.1, on pre´sente les axiomes mathe´matiques permettant de de´crire un
syste`me quantique “ferme´” : espace d’e´tats, fonctions d’onde, observables, mesure quan-
tique, principe de re´duction du paquet d’ondes et e´volutions.
Dans la section 1.2, on introduit de nouveaux axiomes de´crivant les syste`mes quantiques
ouverts comme e´largissement de ceux expose´s dans la section 1.1. Nous e´tudions en de´tail
les transformations que peuvent subir des syste`mes en interaction (ou qui dissipent de
l’e´nergie avec l’exte´rieur). On introduit la notion de semi-groupe d’e´volution et la the´orie
de Linblad. Enfin, on de´finit les espaces de Fock de multiplicite´s finies et on de´finit les
outils de base du calcul stochastique quantique.
Dans la section 1.3, on de´crit un mode`le discret d’interaction appele´ “interactions quan-
tiques re´pete´es”. Nous exposons alors les re´sultats de Attal-Pautrat qui concernent l’ap-
proximation des mode`les d’interactions de type continu (petit syste`me, champ continu)
a` l’aide de ces mode`les discrets. On e´largit ces re´sultats en introduisant le concept de
controˆle.
Enfin pour clore ce chapitre, on pre´sente la the´orie des trajectoires quantiques discre`tes
dans la section 1.4. On introduit la notion de mesure indirecte et de mesures re´pe´te´es
dans le cadre des interactions re´pe´te´es. On e´tablit alors le cadre probabiliste de´crivant ce
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principe.
Ce chapitre constitue donc une introduction au contexte physique de cette the`se. On
met en place les bases ne´cessaires pour aborder l’e´tude des trajectoires quantiques dans le
chapitre 2. La richesse de la the´orie des syste`mes quantiques ouverts ne nous permet pas
d’en aborder toutes les subtilite´s, nous avons choisi ici de pre´senter l’essentiel des inge´dients
dont nous nous servirons par la suite.
1.1 Me´canique quantique
Les axiomes de la me´canique quantique pre´sente´s dans cette section correspondent aux
principes ge´ne´ralement utilise´s pour de´crire les phe´nome`nes observe´s lors des expe´riences.
Le mode`le mathe´matique est le suivant ([Att08]).
Premier axiome : Etats
L’espace de tous les e´tats possibles d’un syste`me quantique est repre´sente´ par un espace
de Hilbert complexe H. Typiquement, un syste`me qui comporte un degre´ fini de liberte´
(souvent appele´ petit syste`me), sera caracte´rise´ par un espace de Hilbert de dimension finie.
Par exemple, l’espace d’e´tat d’un atome a` N niveaux d’e´nergie est repre´sente´ par CN . Des
syste`mes plus complexes comme des champs continus ou des chaˆınes infinies d’atomes
seront eux repre´sente´s par des espaces de Hilbert se´parables de dimension infinie.
Sur l’espace des e´tatsH, on de´finit la relation d’e´quivalence suivante entre deux vecteurs
de cet espace :
ψ ∼ φ ⇔ ∃λ ∈ C⋆ /ψ = λφ . (1.1)
Les e´tats du syste`me sont alors les classes d’e´quivalence des vecteurs de H. Deux vecteurs
repre´sentent le meˆme e´tat si ils sont e´gaux a` un scalaire non nul pre`s. Dans chaque classe
d’e´quivalence, on peut alors choisir un repre´sentant de norme 1. Un tel repre´sentant est
appele´ une fonction d’onde.
Une fonction d’onde ψ contient toute l’information du syste`me H. Nous verrons que les
quantite´s observables sont mesure´es a` partir d’une fonction d’onde de re´fe´rence.
Deuxie`me axiome : Observables
Ce deuxie`me axiome concerne la mesure des quantite´s physiques d’un syste`me H telle
que la position, la vitesse, l’e´nergie. . . Ces quantite´s sont repre´sente´es par les ope´rateurs
auto-adjoints de H. Ces ope´rateurs sont appele´s observables du syste`me.
Les donne´es accessibles lors d’une mesure quantique d’une observable A sont les valeurs
de son spectre σ(A). Le principe ge´ne´ral de mesure quantique utilise´ dans les diffe´rents
travaux concerne le cas ou` les espaces de Hilbert sont de dimensions finies. Dans ce cas,
une observable A est donc une matrice hermitienne diagonalisable en base orthonorme´e.
Une observable A peut donc se de´composer de la fac¸on
A =
p∑
i=0
λiPi. (1.2)
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Les λi correspondent aux valeurs propres de A et les ope´rateurs Pi sont les projecteurs
spectraux associe´s. Ce sont donc les valeurs propres λi qui sont accessibles lors d’une me-
sure.
Troisie`me axiome : Mesure quantique
On conside`re donc une quantite´ mesurable caracte´rise´e par une observable A sur un
espace de Hilbert H (de dimension finie). Sa de´composition spectrale est donne´e par
A =
p∑
i=0
λiPi. (1.3)
Soit ψ une fonction d’onde de´crivant l’e´tat du syste`me quantique H. Le re´sultat d’une
mesure d’une observable, dans l’e´tat ψ, donne une valeur du spectre de A. Ce re´sultat est
ale´atoire et obe´it a` la loi de probabilite´ suivante. On observe une valeur propre λi avec la
probabilite´ pi donne´ par :
pi = P[ observer λi ] = ‖Pi ψ‖2. (1.4)
De plus, imme´diatement apre`s avoir observe´ la valeur propre λi lors de la mesure, l’e´tat
du syste`me est modifie´ et devient
ψi =
Pi ψ
‖Pi ψ‖ . (1.5)
Ce phe´nome`ne est appele´ principe de re´duction du paquet d’ondes. Apre`s l’observation de
la valeur propre λi, le nouvel e´tat de re´fe´rence du syste`me est ψi.
Quatrie`me axiome : Dynamique
Le dernier axiome concerne l’e´volution d’un syste`me quantique H au cours du temps.
Une observable particulie`re deH est appele´e l’hamiltonien du syste`me note´H. C’est l’obser-
vable e´nergie totale du syste`me. Cette observable permet de de´crire l’e´volution du syste`me
de la manie`re suivante. On de´finit les ope´rateurs unitaires
Ut = e
−itH (1.6)
pour tout t ∈ R. L’e´tat du syste`me au temps t est alors de´crit par
ψt = Ut ψ0 (1.7)
ou` ψ0 est l’e´tat initial. L’e´quation (1.7) s’appelle l’e´quation de Schro¨dinger. Cette for-
mulation concerne l’e´volution des e´tats du syste`me H ; elle est appele´e repre´sentation de
Schro¨dinger (Schro¨dinger picture en anglais).
La repre´sentation d’Heisenberg (Heisenberg picture) concerne l’e´volution des obser-
vables. Si A de´signe une observable, son e´volution au cours du temps est donne´e par
At = U
⋆
t AUt. (1.8)
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On peut donc, soit conside´rer que les observables e´voluent au cours du temps et on les
mesure alors dans l’e´tat initial ψ0. Soit on conside`re la meˆme observable A que l’on mesure
dans l’e´tat ψt au cours du temps.
Dans la suite nous conserverons la pre´sentation de Schro¨dinger qui traduit l’e´volu-
tion du syste`me et non l’e´volution des observables (ce qui semble plus naturel). Avant de
pre´senter la description de syste`mes quantiques en interaction, on rappelle les de´finitions
des Bra et des Ket utilise´es en physique.
Pour cela on conside`re le produit scalaire 〈 , 〉 sur H. Soit ψ un vecteur de H, on de´finit
le bra |ψ〉 comme l’application line´aire
|ψ〉 : C −→ H
λ 7−→ λψ. (1.9)
Dans la suite, on identifie un vecteur ψ de H avec le bra |ψ〉 sans faire re´fe´rence a` l’appli-
cation line´aire correspondante. On de´finit le ket 〈ψ| comme la forme line´aire
〈ψ| : H −→ C
y 7−→ 〈ψ, y〉. (1.10)
Comme on identifie les vecteurs y de H avec les bra |y〉, alors les ket agissent sur les bras :
〈ψ||y〉 = 〈ψ, y〉. Cela permet de de´finir un projecteur orthogonal sur un vecteur Ω de norme
1 comme |Ω〉〈Ω|. En particulier, un ope´rateur de la forme |u〉〈v| agit sur les bras |y〉 de
la fac¸on suivante : |u〉〈v||y〉 = |u〉〈v, y〉 = 〈v, y〉u. Nous utiliserons a` plusieurs reprises de
telles notations, elles apparaissent de manie`re re´currente dans les diffe´rents articles.
1.2 Syste`mes quantiques ouverts
La pre´ce´dente pre´sentation des axiomes concernait essentiellement l’e´tude des syste`mes
quantiques ferme´s. De nombreuses situations physiques ne´cessitent l’e´tude de syste`mes
en interaction avec un environnement exte´rieur (notamment pour mode´liser la dissipation
d’e´nergie). Bien qu’un syste`me couple´ (petit syste`me + environnement) soit un syste`me
ferme´, la complexite´ de l’environnement ne permet pas d’avoir toutes les donne´es du
syste`me, parfois meˆme, on n’y a pas acce`s. On se focalise donc sur l’e´tude du petit syste`me,
qui dans de telles situations est appele´ syste`me quantique ouvert ([Dav76]).
Nous pre´sentons ici les ingre´dients mathe´matiques ne´cessaires a` l’e´tude de ces syste`mes.
Dans un souci pe´dagogique, a` partir de mode`les simples, nous introduisons progressivement
les nouveaux axiomes de la me´canique quantique des syste`mes ouverts. Ensuite on pre´sente
le mode`le des espace de Fock en interaction avec un petit syste`me et on de´crit les bases du
calcul stochastique quantique.
1.2.1 Etats et mesure quantique
On conside`re deux syste`mes quantiques H0 et H en interaction. L’espace H0 repre´sente
donc un petit syste`me et H repre´sente l’environnement. Ce qui va suivre ne ne´cessite pas
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de pre´ciser, dans un premier temps, les dimensions des espaces de Hilbert. L’espace qui
de´crit tous les e´tats possibles du syste`me couple´ est repre´sente´ par le produit tensoriel des
deux espaces de Hilbert
H0 ⊗H.
Ce syste`me couple´ est alors un syste`me ferme´ et peut eˆtre de´crit par les axiomes expose´s
dans la section 1.1. Notre but est donc d’introduire les moyens de de´crire le petit syste`me
H0 a` partir de la description de H0⊗H. Pour cela nous aurons besoin de la notion de trace
partielle.
De´finition-The´ore`me 1.1 Soient H0 et H deux espaces de Hilbert (de dimension finie
ou non). Soit ψ une fonction d’onde de H0⊗H alors il existe un unique ope´rateur sur H0
note´ TrH(|φ〉〈φ|) qui satisfait
Tr
[
TrH(|ψ〉〈ψ|)X
]
= Tr
[
|ψ〉〈ψ| (X ⊗ I)
]
(1.11)
pour tout X ∈ B(H0).
A l’aide de cette notion de trace partielle nous allons pouvoir de´crire le principe de
mesure d’une observable du syste`me H0. Conside´rons une observable A =
∑p
i=0 λiPi de
H0. On conside`re alors
A⊗ I =
p∑
i=0
λi Pi ⊗ I, (1.12)
l’extension de l’ope´rateur A comme ope´rateur sur H0 ⊗H. Cela de´finit une observable de
H0⊗H que l’on peut mesurer dans l’e´tat ψ, ou` ψ est un e´tat de H0⊗H. Une valeur propre
λi est alors observe´e avec une probabilite´
P[observer λi] = ‖(Pi ⊗ I)ψ‖2
= Tr
[
|ψ〉〈ψ|(Pi ⊗ I)
]
= Tr
[
TrH(|ψ〉〈ψ|)Pi
]
(1.13)
L’ope´rateur TrH(|ψ〉〈ψ|) permet alors de de´crire entie`rement le re´sultat de la mesure
d’une observable sur H0. Nous avons le the´ore`me suivant qui permet de de´crire entie`rement
cet ope´rateur ([Att08]).
The´ore`me 1.2 Soit ρ un ope´rateur sur H0. Les assertions suivantes sont e´quivalentes.
1. Il existe un espace de Hilbert H et un vecteur de norme 1 sur H⊗H0 tel que
ρ = TrH(|ψ〉〈ψ|).
2. L’ope´rateur ρ est auto-adjoint, positif de trace 1.
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Un ope´rateur ρ sur un espace de hilbert H0 qui satisfait les conditions d’eˆtre un
ope´rateur auto-adjoint, positif et de trace 1 est appele´e une matrice densite´.
Il est important de noter que si φ de´signe un vecetur de norme 1 deH0, alors l’ope´rateur
|φ〉〈φ| est une matrice densite´. La notion de matrice densite´ permet donc d’e´tendre la notion
de fonction d’onde et donc celle d’e´tat d’un syste`me. De´sormais lorsque nous parlerons
d’e´tat d’un syste`me, nous ferons re´fe´rence a` une matrice densite´.
Il est e´galement inte´ressant de noter ici que le projecteur sur l’espace engendre´ par φ
note´ |φ〉〈φ| ne de´pend pas du repre´sentant de´finissant la fonction d’onde. Une matrice den-
site´ de´finie a` partir d’une fonction d’onde s’appellera un e´tat pur. Concernant les matrices
densite´s nous avons le the´ore`me ge´ne´ral suivant ([Att08]).
The´ore`me 1.3 Si µ de´signe une matrice densite´ sur H0 ⊗ H alors il existe une unique
matrice densite´ sur H0 note´e TrH(µ) qui satisfait
Tr
[
TrH(µ)X
]
= Tr
[
µ (X ⊗ I)
]
(1.14)
pour tout X ∈ B(H0).
L’e´tat TrH(µ) est appele´ “trace partielle” de l’e´tat µ sur H0 par rapport a` H.
Finalement nous adopterons la description suivante d’un syste`me quantique (ouvert ou
non). Un syste`me quantique est repre´sente´ par un espace de Hilbert K dont les diffe´rents
e´tats du syste`me sont repre´sente´s par les matrices densite´s ρ. En dimension finie, si
A =
∑p
i=0 λiPi de´signe une observable, alors on observe les valeurs propres λi avec une
probabilite´
P[observer λi] = Tr[ρPi].
Le phe´nome`ne de re´duction du paquet d’ondes se traduit de la manie`re suivante : si on a
observe´ la valeur propre λi lors de la mesure alors l’e´tat ρ est modifie´ et devient
ρi =
PiρPi
Tr[ρPi]
. (1.15)
Il est inte´ressant de remarquer que si ρ = |ψ〉〈ψ| alors ψi = Piψ/‖Piψ‖ satisfait |ψi〉〈ψi| = ρi
(cette proprie´te´ est utilise´e dans l’article [AP08]). Nous ne de´crirons pas le principe de
mesure en dimension infinie car cette notion n’apparaˆıt pas dans les articles de cette the`se.
1.2.2 Evolution et interactions
L’objectif de cette section est de de´finir un cadre suffisamment ge´ne´ral permettant de
de´crire l’e´volution d’un syste`me quantique qui dissiperait de l’e´nergie avec l’exte´rieur. A
partir de situations simples d’interactions entre deux syste`mes, nous pre´sentons l’e´volution
des matrices densite´s d’un syste`me quantique ouvert. On introduit notamment la no-
tion d’applications comple`tement positives qui permettra de de´finir le cadre de´crivant
l’e´volution des syste`mes quantiques ouverts.
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Exemple
Exemple 1) : Commenc¸ons par une interaction simple entre deux syste`mes H0 et H.
Sur H0 ⊗H, on conside`re un hamiltonien de la forme
H = H0 ⊗ I + I ⊗HH, (1.16)
ou` les ope´rateurs H0 et HH correspondent aux hamiltoniens propres des syste`mes H0 et
H.
Cet hamiltonien sugge`re que chaque syste`me e´volue de manie`re inde´pendante sans
e´change d’e´nergie (il n y a pas a` proprement parler d’interaction) ; cela va nous permettre
cependant de de´finir le principe de´volution des matrices densite´s. Sur le syste`me ferme´
H0 ⊗H, on de´finit la famille d’unitaires (Ut) par
Ut = exp(−itH) = U0(t)⊗ UH(t)
avec U0(t) = exp(−itH0) et UH(t) = exp(−itHH). Ainsi, si l’e´tat initial sur H0 ⊗ H est
de´crit par une fonction d’onde ψ, l’e´volution dans la repre´sentation de Schro¨dinger est
donne´e par
ψt = Utψ.
Notons alors ρt = TrH(|ψt〉〈ψt|) la trace partielle de |ψt〉〈ψt| sur H0 par rapport a` H. Il
est facile de ve´rifier avec la de´finition de la trace partielle que l’on a
ρt = U0(t) ρ0 U0(t)
⋆. (1.17)
Afin de conside´rer un mode`le plus complet d’interaction, on introduit un hamiltonien
d’interaction HI qui agit sur le produit tensoriel ; l’hamiltonien total d’interaction Htot est
alors de´crit par
Htot = H0 ⊗ I + I ⊗HH +HI . (1.18)
On de´finit alors une famille d’unitaires (Ut) par Ut = exp(−ihHtot) qui agit sur le produit
tensoriel. L’e´volution des e´tats ρ˜ du produit tensoriel H0 ⊗H est donc donne´e par
ρ˜t = Ut ρ˜0 U
⋆
t . (1.19)
On obtient la description de l’e´volution sur H0 a` l’aide de la trace partielle
ρt = TrH(ρ˜t).
Dans ce type d’interaction, l’hamiltonien HI repre´sente les e´changes entre les deux
syste`mes H0 et H.
Comment se traduisent ces e´changes au niveau du petit syste`me seul ? A l’aide de la
description d’une telle situation entre deux syste`mes de dimension finie, nous allons in-
troduire la notion de lindbladien et d’applications comple`tement positives qui de´criront
ensuite le cadre le plus ge´ne´ral des e´volutions que nous e´tudierons
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Exemple 2) : Conside´rons donc une interaction entre H0 = CK+1 et H = CN+1, deux
syste`mes quantiques de dimension finie. L’e´tat initial sur H0 est de´crit par une matrice
densite´ ρ et celui sur H par une fonction d’onde ψ. L’e´tat initial sur le produit tensoriel
est donc
ρ⊗ |ψ〉〈ψ|.
Soit U un ope´rateur unitaire sur H0 ⊗ H qui de´crit l’e´volution du syste`me couple´ (apre`s
un certain laps de temps par exemple). L’e´tat sur H0 ⊗H apre`s interaction est donc
U(ρ⊗ |ψ〉〈ψ|)U⋆.
On note µ = TrH(U(ρ⊗ |ψ〉〈ψ|)U⋆) la trace partielle sur H0.
Pour de´terminer la transformmation subie par ρ, nous allons donner un expression
“explicite” de la trace partielle µ. Pour cela, fixons une base dans chacun des espaces de
Hilbert H0 et H. Soit B0 = {X0, . . . , XN} une base orthonormale de H0 et soit BH =
{Ω0, . . . ,ΩK} une base orthonormale de H telle que Ω0 = ψ. On choist alors la base :
B = {X0 ⊗ Ω0, X1 ⊗ Ω0, . . . , XN ⊗ Ω0, . . . , X0 ⊗ ΩK , . . . , XN ⊗ ΩK} (1.20)
comme base orthonorme´e du produit tensoriel H0 ⊗H.
Dans cette base l’expression de la trace partielle est facile a` calculer. En effet, tout
ope´rateur β sur le produit tensoriel H0 ⊗H peut eˆtre repre´sente´ par une matrice de taille
(N+1)(K+1)×(N+1)(K+1) que l’on e´crit (dans cette base) comme une matrice par bloc
β = (βij)0≤i,j≤K ou` les coefficients βij sont des ope´rateurs sur H0. Ainsi, si η = (ηij)0≤i,j≤K
est un e´tat sur H0⊗H, alors sa trace partielle TrH(η) sur H0 par rapport a` H est donne´e
par
TrH(η) =
K∑
i=0
ηii.
Revenons a` l’expression de µ. Dans la base B, l’ope´rateur unitaire U peut s’e´crire par bloc
U = (Uij)0≤i,j≤K . Un simple calcul montre alors :
µ =
K∑
i=0
Ui0 ρ U
⋆
i0. (1.21)
Nous avons de´taille´ les calculs car ils apparaissent dans tous les articles de cette the`se. De
manie`re ge´ne´rale, dans cette situation, les ope´rateurs Ui0 peuvent eˆtre quelconques a` la
seule condition qu’ils satisfassent
K∑
i=0
U⋆i0Ui0 = I. (1.22)
En effet cette condition est ne´cessaire pour que l’ope´rateur U soit unitaire. On de´note L
l’application de´finie par
L(ρ) =
K∑
i=0
Ui0 ρ U
⋆
i0. (1.23)
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Cette de´composition de l’ope´rateur L qui agit sur les e´tats deH0 s’appelle la de´composition
de Krauss de l’ope´rateur L.
Finalement, si l’on ajoute la condition (1.22) a` la transformation (1.23) cela consti-
tue l’arche´type de la transformation que peut subir l’e´tat d’un syste`me quantique ou-
vert. En particulier, nous allons voir qu’une transformation L posse`de des proprie´te´s
spe´cifiques ; une telle transformation est appele´e une application comple`tement positive
([Att08],[BR97],[KR97b]). Nous allons pre´ciser cela dans ce qui va suivre.
Applications comple`tement positives et semi-groupes d’e´volution
Avant de de´finir le cadre de´crivant les e´volutions d’un syste`me quantique ouvert, com-
menc¸ons par la de´finition ge´ne´rale d’une application comple`tement positive.
De´finition 1.1 Soit T un ope´rateur sur B(H0) avec H0 un espace de hilbert se´parable de
dimension quelconque. Soit n ∈ N⋆, on de´finit l’ope´rateur T (n) sur B(H0⊗Cn) ≃ Mn(B(H0)
par
T (n)(Ai,j)1≤i,j≤n = (T (Aij))1≤i,j≤n.
On dit qu’un ope´rateur T est n-positif si l’ope´rateur T (n) est positif.
On dit qu’un ope´rateur est comple`tement positif si l’ope´rateur T est n-positif pour
tout entier n ∈ N⋆.
Le the´ore`me suivant est une ge´ne´ralisation (en toute dimension) du re´sultat que l’on a
obtenu pre´ce´demment dans le cas de la dimension finie.
The´ore`me (Krauss) 1.4 Soit T un ope´rateur sur B(H0), σ-faiblement continu et com-
ple`tement positif. Dans ce cas, il existe une suite d’ope´rateurs borne´s (Ti)i≥0 sur H0 telle
que pour tout e´tat ρ sur H0
T (ρ) =
∑
i≥0
Ti ρ T
⋆
i ,
ou` la se´rie est fortement convergente pour tout e´tat ρ. De plus si T laisse stable l’ensemble
des e´tats, on a ∑
i≥0
T ⋆i Ti = I.
Comme nous l’avons de´ja` remarque´, un e´tat ρ de´finit une forme line´aire sur B(H0) par
X 7→ Tr[ρX].
En conside´rant une application T comple`tement positive de la forme
T (ρ) =
∑
i≥0
Ti ρ T
⋆
i ,
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on peut de´finir une application T ⋆ qui agit sur B(H0) de la fac¸on suivante :
T ⋆(X) =
∑
i≥0
T ⋆i X Ti,
pour tout X ∈ B(H0). Il est important de noter que la se´rie de´finie ainsi est fortement
convergente pour tout ope´rateur borne´ sur H0. On a alors
Tr[T (ρ)X] = Tr[ρ T ⋆(X)].
Ce re´sultat est en fait un cas tre`s particulier de la dualite´ entre B(H0) et les ope´rateurs a`
trace sur H0 ; nous ne rentrerons pas plus dans les de´tails de cette the´orie.
Maintenant que l’on a de´finit et de´crit ce qu’est une application comple`tement positive,
on va s’inte´resser aux semi-groupes d’applications comple`tement positives. Cela va nous
permettre de dresser le cadre de´crivant l’e´volution d’un syste`me quantique ouvert au cours
du temps. Comme nous avons vu que l’e´volution d’un petit syste`me apre`s interaction est
donne´e par une application comple`tement positive, il est naturel de de´crire l’e´volution de
ce petit syste`me au cours du temps par une famille d’applications comple`tement positives
(Tt)t≥0. Pour des raisons lie´s a` la dynamique, on demande a` ce que cette famille satisfasse
une proprie´te´ de semi-groupe.
Ainsi, lorsque l’on conside´rera l’e´volution d’un syste`me quantique ouvert, on se donnera
un semi-groupe d’applications comple`tement positives (Tt)t≥0. Le fait que l’on conside`re
seulement les temps strictement positifs traduit le fait que l’e´volution est irre´versible (le
syste`me dissipe de l’e´nergie).
Le the´ore`me suivant de´crit entie`rement les semi-groupes d’e´volution d’un syste`me quan-
tique.
The´ore`me (Lindblad) 1.5 Soit (Tt) une semi-groupe d’ope´rateurs sur B(H0). On sup-
pose :
1. Chaque ope´rateur Tt est comple`tement positif, σ-faiblement continu
2. Les ope´rateurs satisfont T0 = I et T
⋆
t (I) = I pour tout t.
3. L’application t 7→ Tt est fortement continue si l’on munit B(H0) de la norme d’ope´ra-
teurs.
Alors il existe un ope´rateur auto-adjoint borne´ H et une suite d’ope´rateurs borne´s (Li)i≥0
tels que la famille (Tt) admet un ge´ne´rateur L de la forme
L(ρ) = −i[H, ρ] +
∑
i≥0
1
2
(2LiρL
⋆
i − L⋆iLiρ− ρL⋆iLi)
pour tout e´tat ρ sur H0 (la se´rie est fortement convergente).
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Dans tous les re´sultats e´tablis dans les articles, l’espace H0 est de dimension finie. Dans
ce cas la`, le re´sultat de ce the´ore`me peut eˆtre exprime´ avec un nombre fini d’ope´rateurs Li
(de meˆme dans le the´ore`me de Krauss). C’e´tait notamment le cas de l’expression obtenue
dans le cas d’une interaction entreH0 etH de dimension finie et c’est la principale situation
conside´re´e dans les articles.
En conclusion, lorsque l’on e´tudiera des e´volutions de type continu pour des syste`mes
quantiques, elles satisferont toujours les conditions du the´ore`me 1.5. L’e´volution d’un
syste`me, traduite par l’e´volution de ces e´tats, est donc donne´e par un semi-groupe (Tt)
qui satisfait (Tt = exp(tL)). Ainsi l’e´volution des e´tats d’un syste`me est entie`rement de-
termine´e par l’e´quation diffe´rentielle
dρt
dt
= L(ρt). (1.24)
Un telle e´quation s’appelle e´quation maitresse. L’ope´rateur L qui agit sur les matrices den-
site´s s’appelle le lindbladien du syste`me.
Remarque : Certains mode`les plus complexe peuvent ne´cessiter une inhomoge´ne¨ıte´ en
temps. On conside`re alors des lindbladiens de´pendants du temps et l’e´quation maˆıtresse
est donne´e par
dρt
dt
= L(t, ρt). (1.25)
Nous justifierons ulte´rieurement cette e´quation a` l’aide d’un mode`le d’interactions re´pe´te´es.
Nous avons vu qu’un moyen d’obtenir des e´volutions comple`tement positives consistait
a` conside´rer un principe d’interaction. Re´ciproquement, partant de la donne´e d’un semi-
groupe d’e´volution (Tt) satisfaisant les conditions du the´ore`me (1.5), peut-on de´crire un
mode`le d’interaction entre un petit syste`me et un environnement de´crit par une famille
d’unitaires (Ut) sur le syste`me couple´ qui redonne ce semi-groupe a` l’aide d’une trace
partielle. Cette question nous permet d’aborder la notion de dilatation de semi-groupes.
Dilatation des semi-groupes
Nous de´finissons ici la notion de dilatation d’un semi-groupe, qui donne un cadre pre´cis
a` la question pre´ce´dente.
De´finition 1.2 Soit (Tt) un semi-groupe d’e´volution d’un syste`me quantique H0 satisfai-
sant les conditions du the´ore`me 1.5. Soit H un espace de Hilbert muni d’un vecteur de
re´fe´rence Ω.
On appellera dilatation sur H du semi groupe (Tt)t≥0 d’ope´rateurs de H0, la donne´e
d’une famille (Ut)t≥0 d’ope´rateurs sur H0 ⊗H tels que pour tout t et pour tout e´tat ρ sur
H0 on ait
Tt(ρ) = TrH
(
Ut(ρ⊗ |Ω〉〈Ω|)U⋆t
)
.
34 Chapitre 1
Dans la de´finition de dilatation, on peut demander la proprie´te´ de semi-groupes pour
la famille (Ut) mais nous n’aurons pas besoin de cette proprie´te´ dans nos propos.
Dans la suite nous nous concentrerons sur le cas ou` H0 est de dimension finie.
Un moyen d’obtenir une e´volution linbladienne pour un tel syste`me a` partir d’une
dilatation est l’utilisation du mode`le d’interaction entre H0 et un espace de Fock. Nous
exposons cette the´orie dans la partie suivante.
1.2.3 Espace de Fock et calcul stochastique quantique
Dans cette partie, nous allons introduire la notion d’espace de Fock ainsi que son utilisa-
tion en me´canique quantique des syste`mes ouverts. Cette e´tude pre´sente plusieurs inte´reˆts.
D’une part, elle va nous permettre d’e´tablir le fait que tout semi-groupe d’e´volution agis-
sant sur un syste`me quantique peut eˆtre obtenu comme une dilatation. Toute e´volution de
ce type pourra alors eˆtre inte´rprete´e comme une interaction entre un petit syste`me et un
espace de Fock. D’autre part, nous allons e´galement introduire la notion de calcul stochas-
tique quantique qui est un e´le´ment important dans la litte´rature concernant l’e´tude des
trajectoires quantiques.
Bien que les re´sultats que nous allons exposer ici ne sont pas utilise´s directement dans
les articles de cette the`se, les the´ories qui vont suivre constituent le contexte ge´ne´ral auquel
nous faisons souvent re´fe´rence.
Plus pre´cisemment, nous allons de´finir la notion d’espace de Fock syme´trique de multi-
plicite´ finie. Typiquement, en physique ceci caracte´rise par exemple ce qu’on appelle champ
de bosons ; on parle parfois d’espace de Fock bosonique. Notre expose´ n’a pas pour objet de
faire une pre´sentation exhaustive de la the´orie des espaces de Fock, il s’agit ici d’introduire
simplement les e´le´ments de base.
Espace de Fock de multiplicite´ finie
L’espace de Fock de multiplicite´ K est de´fini par :
Φ(K) = C⊕
⊕
n≥1
L2
(
R
+,CK
)◦(n)
, (1.26)
ou` l’espace L2
(
R
+,CK
)◦(n)
correspond au produit tensoriel syme´trise´ de n copies de
L2
(
R
+,CK
)
. On de´finit e´galement pour s < t
Φ
(K)
[s,t] = C
K ⊕
⊕
n≥1
L2
(
[s, t],CK
)◦(n)
.
Nous ne rentrerons pas dans les de´tails de cette de´finition, notre e´tude de ces espaces sera
essentiellement base´e sur l’interpre´tation de Guichardet. Cette interpre´tation sera d’ailleurs
prise comme de´finition de ces espaces (il sera tre`s peu fait re´fe´rence a` la de´finition (1.26)).
L’interpre´tation de Guichardet est la suivante. Soit I = {1, . . . , K}, on de´finit Ω(K)n (R+)
comme l’ensemble des parties finies de la forme {(s1, i1), . . . , (sn, in)} ou` les si sont des
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e´lements de R+ tous distincts deux a` deux et les ij sont des e´le´ments de I. On identifie (ou
on de´finit) alors Φ(K) avec l’espace des fonctions de carre´ inte´grable sur
Ω(K)(R+) =
⋃
n≥0
Ω(K)n (R
+).
La mesure sur l’espace Ω(K)(R+) est de´finie de la manie`re suivante. On identifie Ω
(K)
n (R+)
avec le simplexe
Σ(K)n = {0 < t1 < . . . , tn} × I.
On munit alors cet ensemble Ω
(K)
n (R+) du produit de la mesure de Lebesgue sur le simplexe
et de la mesure de comptage sur I. Pour n = 0 on note δ∅ la mesure de´finie sur Ω
(K)
0 (R
+).
Ainsi Ω(K)(R+) he´rite d’une structure d’espace mesure´ et nous prendrons comme de´fini-
tion de l’espace de Fock de multiplicite´ K
Φ(K) = L2(Ω(K)(R+)).
Un e´le´ment de Φ(K) est donc une fonction f : Ω(K)(R+) −→ C telle que :
|f(∅)|2 +
∑
n
∑
i1,...,in∈I
∫
t1<...<tn
|f({(t1, i1), . . . , (tn, in)})|2dt1 . . . dtn <∞.
Dans cette e´criture on a identifie´ un e´le´ment σ de Ω(K)(R+) avec une famille {σ1, . . . , σK}
ou` σi = {s ∈ R+; (s, i) ∈ σ}. Ainsi f ∈ Φ(K) si et seulement si∫
Ω(k)(R+)
|f(σ)|2dσ <∞.
Un exemple important d’e´le´ment deΦ(K) est celui des vecteurs cohe´rents. Pour tout e´le´ment
f ∈ L2(R+,CK) on de´finit le vecteur cohe´rent e(f) par
[e(f)](σ) = Πi∈IΠs∈σifi(s).
L’espace engendre´ par les vecteurs cohe´rents sera note´ E . Nous ferons souvent re´fe´rence a`
ce domaine notamment lorsque nous aborderons les trajectoires quantiques. Ce domaine a`
e´galement une grande importance dans la the´orie du calcul stochastique quantique.
La premie`re e´tape dans la construction de l’inte´grale stochastique concerne la proprie´te´
suivante de tensorialite´ de l’espace de Fock.
Proposition 1.6 Pour tous re´els s et t tels que s < t on a l’isomorphisme suivant
Φ(K) ≃ Φ(K)[0,s] ⊗Φ(K)[s,t] ⊗Φ(K)[t,∞[.
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Cette proprie´te´ est essentielle pour de´finir ensuite la notion de calcul stochastique quan-
tique. En effet, elle est a` rapprocher par exemple de la notion d’inde´pendance des accrois-
sements d’un processus stochastique. Avant de de´finir la notion d’inte´grale stochastique
nous allons e´tudier la notion de processus dans l’espace de Fock et de´finir une premie`re
notion d’inte´grale.
On conside`re les familles (χit) pour i ∈ I telles que :
χit(σ) =
{
1[0,t[(s) si σ = (s, i)
0 sinon.
(1.27)
Il est alors important de remarquer que pour tout i ∈ I la fonction χit est un e´le´ment de
Φ
(K)
[0,t[.
La famille (χit) ve´rifie la proprie´te´ d’adaptation suivante. On dit qu’un processus (ft)
d’e´le´ments de l’espace de Fock Φ(K) est adapte´ si t → ft est mesurable et que ft ∈ Φ(K)[0,t[
pour tout t. Il est alors clair que (χit) est un processus adapte´ pour tout i.
Nous allons de´finir une notion d’inte´grale par rapport a` cette famille de courbes. Pour
tout processus adapte´ (ft) de Φ
(K), on pose pour tout i ∈ I∫ ∞
0
ft dχ
i
t(σ) =
{
ftn(σ \ (tn, in)) si σ = (s1, i1), . . . , (tn, in) avec in = i
0 sinon.
(1.28)
On a alors le the´ore`me suivant ([Att08]).
The´ore`me 1.7 Tout e´le´ment f de Φ(K) admet la notion suivante de repre´sentation caho-
tique
f = f(∅) +
∑
n
∑
i1,...,in∈I
∫
t1<...<tn
f((t1, i1), . . . , (tn, in))dχ
i1
t1 , . . . dχ
in
tn
On peut alors interpre´ter ceci de la manie`re suivante (pour de plus amples de´tails, le lec-
teur inte´resse´ trouvera des re´fe´rences comple`tes dans [Att08]). Dans un premier temps, on
remarque que pour tout i ∈ I l’e´le´ment χit−χis est un e´le´ment deΦ[s,t[. L’e´le´ment diffe´rentiel
dχit peut donc eˆtre “conside´re´” comme un e´le´ment de “Φ[t,t+dt[”. Ainsi {1, dχ1t , . . . , dχKt }
forme une “base” de Φ[t,t+dt[. On a alors une notion de produit tensoriel continu, c’est a`
dire,
Φ(K) ≃
⊗
t≥0
Φ
(K)
[t,t+dt[
≃
⊗
t≥0
C
K+1. (1.29)
Cette notion sera renforce´e et pre´cise´e lorsque nous aborderons, dans la section 1.3, les
re´sultats d’approximation de l’espace de Fock continu Φ(K) par un be´be´ Fock. De´crivons
maintenant les ope´rateurs de base de l’espace de Fock et notamment les bruits quantiques.
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Bruits quantiques
Pour tout s ∈ R+, on de´finit l’ensemble {s}i de Ω(k)(R+) par
{s}i = {∅, . . . ∅, {s}, ∅, . . . , ∅},
ou` {s} apparaˆıt en ie`me position. On de´finit les bruits quantiques aij(t) agissant sur les
e´le´ments de Φ(K) pour i, j = 0, . . . , k par
[a0i (t)f ](σ) =
∑
s∈σi∩[0,t]
f(σ \ {s}i) (1.30)
[
ai0(t)f
]
(σ) =
∫ t
0
f(σ ∪ {s}i)ds[
aij(t)f
]
(σ) =
∑
s∈σi∩[0,t]
f(σ \ {s}i ∪ {s}j)
pour (i, j) 6= (0, 0) et
a00(t) = tI.
Ces ope´rateurs (sauf a00) sont non borne´s et ont donc un domaine diffe´rent de Φ
(K). Un
exemple de domaine souvent utilise´
D =
{
f ∈ Φ(K);
∫
Ω(K)K(R+)
|σ|f(σ)|2dσ <∞
}
.
L’espace E est e´galement un domaine pour ces ope´rateurs. Cet espace est tre`s utile dans
les applications et on obtient les re´sultats suivants ([Att08])
ai0(t)e(f) =
∫ t
0
fi(s)ds e(f)
〈e(f), a0i (t)e(g)〉 =
∫ t
0
gi(s)ds 〈e(g), e(f)〉
〈e(f), aji (t)e(g)〉 =
∫ t
0
gi(s)fj(s)ds 〈e(g), e(f)〉.
Apre`s avoir de´fini les bruits quantiques, nous allons donner un sens a` une inte´grale
stochastique par rapport a` ces bruits.
Inte´grale stochastique quantique
La proprie´te´ importante qui va nous permettre de de´finir l’inte´grale stochastique quan-
tique est la proprie´te´ de tensorialite´ de l’espace de Fock. Conside´rons une partition Π =
{0 = t0 < t1 < . . . < tp < . . .}. Une ge´ne´ralisation de la proposition (1.6) donne
Φ(K) ≃
⊗
p∈N
Φ
(K)
[tp,tp+1[
.
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Il est alors important de remarquer qu’un ope´rateur de la forme aij(t)−aij(s) avec s < t
n’agit que sur Φ(K)K[s,t[. Plus pre´cise´ment, sur le produit tensoriel Φ
(K) ≃ Φ(K)[0,s[ ⊗ Φ(K)[s,t[ ⊗
Φ
(K)
[s,∞[, l’ope´rateur a
i
j(t)− aij(s) est de la forme
I ⊗ (aij(t)− aij(s))|Φ(K)
[s,t[
⊗ I.
Comme pour l’inte´grale stochastique, cette proprie´te´ “d’inde´pendance” des accroissements
permet de de´finir une notion d’inte´grale stochastique en conside´rant des sommes de Rie-
mann de la forme ∑
p
Htp(a
i
j(tp+1)− aij(tp)),
ou` les Htp sont de la forme Htp ⊗ I sur Φ(K)[0,tp[ ⊗ Φ
(K)
[tp,∞[. Cette proprie´te d’adaptation est
l’e´quivalent de celle, en the´orie classique, de l’inte´gration stochastique. On de´finit alors
proprement la notion d’une inte´grale stochastique quantique par rapport aux bruits quan-
tiques, c’est a` dire des inte´grales du type∫ ∞
0
Hsda
i
j(s),
a` partir de limite de sommes de Riemann. Nous ne rentrerons pas d’avantage dans les de´tails
concernant la validite´ de la de´finition de ces inte´grales stochastiques quantiques (condition
d’inte´grabilite´, domnaine des ope´rateurs, voir [Att08] pour des re´fe´rences comple`tes...).
Nous allons maintenant de´crire rapidement la manie`re d’obtenir des re´sultats de dila-
tations a` partir de la solution d’une e´quation diffe´rentielle stochastique.
Equations diffe´rentielles stochastiques et dilatations
Soit H0 = CK+1 et Φ(K) l’espace de Fock de multiplicite´ K, on pose toujours I =
{1, . . . , K}.
On conside`re le syste`me couple´ H0⊗Φ(K). Comme e´tat de re´fe´rence sur Φ(K), on prend
l’e´tat vide de´fini de la manie`re suivante. On de´finit l’e´le´ment Ω de Φ(K) par
Ω(σ) = 1σ=∅,
pour tout σ ∈ Ω(K)(R+). Le projecteur orthogonal sur l’espace engendre´ par Ω est alors
appelee´ e´tat vide (ground or vacuum state en anglais). Le cadre des e´quations diffe´rentielles
stochastiques quantiques est l’e´tude des e´quations de la forme
dUt =
∑
0≤i,j≤K
LijUt da
i
j(t), (1.31)
ou` Lij sont des ope´rateurs sur H0. On dit qu’un processus d’ope´rateurs (Ut)t est solution
de (1.31) sur un domaine D si pour tout f de D
Utf = U0f +
[ ∑
0≤i,j≤K
∫ t
0
LijUsda
i
j(s)
]
f.
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Le the´ore`me suivant permet de re´pondre aux questions d’existence et d’uncite´ pour ce
type d’e´quations ([HP84]).
The´ore`me 1.8 L’e´quation (1.31) admet une unique solution (Ut) de´finie sur le domaine
exponentiel. Si, de plus, il existe un ope´rateur H auto-adjoint sur H0 et des ope´rateurs Sij,
i, j ∈ I tels que la matrice (Sij)i,j∈I soit unitaire et des ope´rateurs Li, i ∈ I tels que
1. L00 = −(iH + 12
∑
i∈I L
⋆
iLi)
2. L0i = Li
3. Li0 = −
∑
k∈I L
⋆
kS
k
i
4. Lij = S
i
j − δijI,
alors l’e´quation (1.31) admet une unique solution (Ut) constitue´e d’ope´rateurs unitaires.
On peut alors e´noncer le the´ore`me concernant le re´sultat de dilatation.
The´ore`me 1.9 Soit (Ut) un processus solution de l’e´quation (1.31) satisfaisant les condi-
tions (1, 2, 3, 4) du the´ore`me 1.8, alors pour tout ope´rateur X ∈ B(H0) et tout e´tat ρ de
H0 on a
Tr
[
Ut(ρ⊗ |Ω〉〈Ω|)U⋆t (X ⊗ I)
]
= Tr[etL(ρ)X
]
,
avec
L(ρ) = −i[H, ρ] + 1
2
∑
i∈I
(
2LiρL
⋆
i − ρL⋆iLi − L⋆iLiρ
)
Ce the´ore`me re´pond donc de fac¸on positive au proble`me de dilatation. Il faut souli-
gner que ce the´ore`me reste valide lorsque l’espace de Hilbert H0 est se´parable. Le lecteur
inte´resse´ pourra consulter [Att08].
Remarque : La notation Lij (avec les indices en haut et en bas) dans l’expression de
l’e´quation diffe´rentielle stochastique est la notation commune´ment utilise´e (elle correspond
a` la notation des bruits quantiques). Dans les diffe´rents articles, nous avons choisi la no-
tation Lji et nous conserverons cette notation dans la suite de notre propos. Une telle
notation correspond a` la notation habituelle des matrices (indice de ligne et de colonne)
et dans la suite nous allons conside´rer les unitaires de´crivant les interactions comme des
matrices a` valeurs ope´rateurs (de la meˆme manie`re que celle utilise´e pour de´crire l’unitaire
U dans l’exemple introduisant la notion d’application comple`tement positive). La corres-
pondance est donc la suivante Lij ↔ Lji (cette remarque n’aura plus lieu lorsque nous
nous inte´resserons aux trajectoires quantiques dans le chapitre 2 car il n’y aura plus de
confusions possibles).
Dans la suite, nous e´crirons donc les e´quations diffe´rentielles stochastiques quantiques
sous la forme
dUt =
∑
0≤i,j≤K
LjiUt da
i
j(t). (1.32)
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Les re´sultats des the´ore`mes 1.8 et 1.9, expose´s ci-dessus, concernent le cadre ”continu”
de l’e´tude des syste`mes quantiques ouverts. Nous allons introduire maintenant une version
discre`te de ces mode`les.
1.3 Interactions quantiques re´pe´te´es
Les re´sultats expose´s dans cette section sont base´s sur les travaux de Ste´phane Attal
et Yan Pautrat dans l’article [AP06]. Nous allons de´crire un mode`le discret d’interaction
entre un petit syste`me et un cas particulier d’environnement.
Dans ce mode`le, l’environnement qui interagit avec un petit syste`me H0 est constitue´
d’une chaˆıne infinie de petits syste`mes quantiques. Chaque partie de l’environnement est
suppose´e identique et inde´pendante des autres copies. L’hypothe`se d’inde´pendance est
appele´e hypothe`se markovienne.
Chaque copie, repre´sente´e par un espace de Hilbert H, interagit avec H0 pendant un
intervalle de temps h. Lorsqu’une copie a termine´ son interaction, on la conside`re isole´e
de l’expe´rience, et la copie suivante vient interagir avec le petit syste`me et ainsi de suite.
Physiquement, on peut imaginer un atome excite´ de fac¸on successive par des photons. Ce
mode`le est e´galement a` la base de l’e´tude des trajectoires quantiques discre`tes que nous
e´tudierons dans la section 1.4.
Dans cette section, nous exposons les re´sultats primordiaux, de´montre´s par Attal-
Pautrat qui font le lien entre les mode`les d’interaction de´crits par des e´quations diffe´rentiel-
les stochastiques et la limite (h→ 0) des mode`les que nous allons pre´senter. Ces re´sultats
d’approximation sont une justification physique, intuitive et rigoureuse des mode`les d’in-
teractions entre un petit syste`me et un espace de Fock.
Cette approche, adapte´e a` la the´orie de la mesure quantique, sera a` la base de celle que
nous adopterons pour e´tablir les mode`les de trajectoires quantiques dans le chapitre 2.
1.3.1 Mode`le discret
On conside`re une interaction entre un syste`me H0 et une chaˆıne infinie de syste`me H,
chaque syste`me interagissant avec H pendant une dure´e h.
Espace d’e´tat
Comme la chaˆıne est suppose´e infinie, l’espace d’e´tat qui permet de de´crire ce principe
d’interactions re´pe´te´es est le produit tensoriel
Γ = H0 ⊗H⊗H⊗ . . .
= H0 ⊗
∞⊗
k=1
Hk, (1.33)
ou` Hk ≃ H correspond a` la ke`me copie de H. Dans la suite nous conside´rerons Hk ≃ CK+1
et nous supposerons que H0 ≃ CN+1. Pour de´crire de fac¸on pre´cise l’espace Γ, de´finissons
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le produit tensoriel de´nombrable
TΦ(K) =
∞⊗
i=1
Hk,
Cet espace sera appele´ be´be´ Fock (Toy Fock space en anglais).
On fixe une base (Xi)0≤i≤K et on note X0 = Ω. L’espace TΦ(K) est alors l’espace de
Hilbert de´fini a` partir de la suite stabilisatrice Ω. Cela signifie qu’une base orthonorme´e
de TΦ(K) est de´crite par la famille
B∞ = {Xσ, σ ∈ P},
ou` l’ensemble P correspond a` l’ensemble de tous les sous ensemble de la forme
{(n1, i1), . . . , (nk, ik)},
avec k ∈ N⋆, les termes ni sont des entiers deux a` deux distincts et les termes ij sont des
entiers de {1, . . . , K} pour tout j ∈ {1, . . . , k}.
Un e´le´ment Xσ de B∞ repre´sente alors le vecteur
Ω⊗ . . .⊗ Ω⊗Xi1 ⊗ . . .Ω⊗ . . .⊗ Ω⊗Xi2 ⊗ . . .
ou` le terme Xij apparaˆıt a` la nj
e`me place dans le produit tensoriel, c’est a` dire dans la nj
e`me
copie de H. Tout e´le´ment f de TΦ(K) s’e´crit donc :
f =
∑
σ∈P
f(σ)Xσ.
Pour clore la description de la structure de l’espace TΦ(K), nous allons de´crire les
ope´rateurs de base sur cet espace, nous allons notamment de´finir les bruits quantiques dis-
crets. Pour cela on conside`re les ope´rateurs suivants surH de´finis sur la base {X0, . . . , XK} :
aijXk = δkiXj.
Ce sont les ope´rateurs de la base canonique de MK+1(C). On prolonge de fac¸on naturelle
ces ope´rateurs sur TΦ(K) en conside´rant les ope´rateurs aij(k) qui agissent comme a
i
j sur
la ke`me copie de H et comme l’ope´rateur identite´ sur le reste du produit tensoriel. On
peut remarquer notamment que la famille d’ope´rateurs {aij(k); k ∈ N⋆} forme une base de
l’alge`bre TΦ(K).
Dans toute la suite nous poserons Ω = X0 et l’e´tat de re´fe´rence de l’espace H, ca-
racte´ristique de la chaˆıne, sera l’e´tat β = |Ω〉〈Ω|.
42 Chapitre 1
Evolution
Pour de´crire le principe d’e´volution nous reprenons rapidement la description de l’in-
teraction entre deux syste`mes. On conside`re une interaction entre deux syste`mes H0 et H
pendant un intervalle de temps h. L’e´volution est donc de´crite par un unitaire U = U(h)
(pour le reste de cette sous-section nous ne spe´cifierons plus le parame`tre h, il apparaˆıtra
a` nouveau lorsque l’on e´tudiera les proble`mes de convergence). Dans la repre´sentation de
Schro¨dinger, son action sur les e´tats de H0 ⊗H est donne´e par
ρ 7−→ U ρU⋆.
Pour de´crire cette interaction sur l’espace Γ = H0 ⊗
⊗
k≥1Hk, on de´finit l’ope´rateur U1
qui agit comme U sur H0 ⊗H1 et comme l’ope´rateur identite´ sur toutes les autres copies
de H. Par conse´quent si ρ˜ de´signe l’e´tat de re´fe´rence sur Γ, apre`s la premie`re interaction,
l’e´tat devient
U1 ρ˜ U
⋆
1
De´crivons de la meˆme manie`re la ke`me interaction. On conside`re l’ope´rateur unitaire Uk
qui agit comme U sur H0 tenseur Hk la ke`me copie de H et qui agit comme l’ope´rateur
identite´ sur le reste du produit tensoriel. Cet ope´rateur agit sur les e´tats de la meˆme
manie`re
ρ˜ 7−→ Uk ρ˜ U⋆k .
La succession d’interaction est alors de´crite par la suite d’ope´rateur Vk de´finie par la formule
de re´currence : {
Vk+1 = Uk+1Vk
V0 = I
(1.34)
L’effet sur les e´tats de Γ est donc
ρ˜ 7−→ Vk ρ˜ V ⋆k .
On de´finit donc la famille d’ope´rateurs (jk) agissant sur les e´tats de Γ
jk(ρ˜) = Vk ρ˜ V
⋆
k ;
cela de´finit donc la dynamique discre`te sur Γ, de´crivant les interactions quantiques re´pe´te´es.
On peut alors exprimer les ope´rateurs (Uk) et (Vk) en fonction des bruits quantiques
(aij(k)). Concernant la de´finition de U (qui permet de de´finir ensuite les Uk), comme
ope´rateur sur H0 ⊗H, il peut s’e´crire sous la forme
U =
∑
0≤i,j≤K
Uji ⊗ aij,
ou` les Ukl sont des ope´rateurs sur H0 (les Ukl correspondent aux coefficients de la matrice
U = (Ukl) e´crite par bloc dans une base ade´quate, de la meˆme manie`re que dans la section
1.2.2). Il est alors facile de voir que
Uk =
∑
0≤i,j≤K
Uji ⊗ aij(k).
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La formule de re´currence donnant (Vk), peut s’e´crire Vk+1 =
∑
0≤i,j≤K
UjiVk a
i
j(k + 1)
V0 = I
(1.35)
Il s’agit maintenant de de´crire les transformations successives subies par le petit syste`me
et d’e´tablir l’analogue des e´volutions lindbladiennes dans ce cadre.
Semi-groupe d’e´volution discret
Comme dans le cas continu, nous allons montrer que le mode`le d’interactions quantiques
re´pe´te´es donne naissance a` un semi-groupe discret d’applications comple`tement positives
et que re´ciproquement, si on se donne un tel semi-groupe, on peut l’obtenir a` l’aide d’un
sche´ma d’interactions re´pe´te´es.
A partir de la description pre´ce´dente on conside`re un petit syste`me H0 en contact avec
une chaˆıne infinie de syste`me quantique. On fixe un e´tat initial ρ sur le petit syste`me H0
et l’e´tat β = |Ω〉〈Ω| sur H. On rappelle que Ω = X0 et que X0 de´signe le premier vecteur
de la base orthonorme´e de H que nous avons e´voque´e pre´ce´demment. L’e´tat initial sur le
petit syste`me couple´ avec la chaˆıne est donc
µ = ρ⊗
∞⊗
k=1
β.
Apre`s k interactions, on a alors
µ˜k = jk(µ˜) = Vk(µ˜)V
⋆
k .
On de´signe ici par E0(η˜) la trace partielle sur H0 d’un e´tat η˜ du syste`me couple´. On de´finit
donc la famille d’applications Tk sur l’ensemble des e´tats de H0 par
ρk = Tk(ρ) = E0
[
jk
(
ρ⊗
⊗
k≥0
β
)]
, (1.36)
pour tout e´tat ρ de H0. La famille (Tk) de´finit donc une dynamique discre`te sur H0. Le
the´ore`me suivant est l’e´quivalent discret des the´ore`mes 1.5 et 1.9, il est prouve´ en de´tails
dans [Att08].
The´ore`me 1.10 Soit (Tk)k∈N la famille d’applications de´finies sur les e´tats de H0 par
(1.36). Cette famille d’applications forme un semigroupe d’applications comple`tement po-
sitives sur B(H0), il existe alors une application comple`tement positive l telle que
Tk = l
k.
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Re´ciproquement, soit (lk) un semi-groupe d’ope´rateurs comple`tement positifs sur H0
telle que l(I) = I, alors il existe un espace de Hilbert H e´quipe´ d’un e´tat β et il existe un
ope´rateur unitaire U sur H0 ⊗H de´finissant une dynamique (jk) sur
Γ = H0 ⊗
∞⊗
i=1
Hk
telle que
lk(ρ) = E0
[
jk
(
ρ⊗
⊗
k≥0
β
)]
pour tout entier k positif et tout e´tat ρ de H0.
1.3.2 Convergence vers le mode`le continu
Les re´sultats de cette section sont base´s sur les re´sultats de convergence de Attal-Pautrat
([AP06],[AP05]). Nous allons e´tablir ici le fait qu’une interaction entre un petit syste`me
H0 et un espace de Fock ΦK , de´crite par une e´quation diffe´rentielle stochastique, peut eˆtre
obtenue comme limite d’interactions quantiques repe´te´es lorsque le temps d’interaction h
tend vers 0.
On reprend les notations de la section 1.2 concernant l’espace de Fock Φ(K). En par-
ticulier en ce qui concerne les processus (χit) pour i ∈ I = {1, . . . , K} et les diffe´rents
bruits quantiques (aij(t)). On rappelle notamment que l’espace de Fock de multiplicite´ K
est de´crit dans l’interpre´tation de Guichardet par
Φ(K) = L2(Ω(K)(R+),
ou` Ω(K)(R+ =
⋃
n≥0Ω
(K)
n (R+).
Convergence
La premie`re e´tape consiste a` identifier le be´be´ Fock TΦ(K) comme un sous espace de
l’espace de fock ΦK . On prend en compte de´sormais le parame`tre h et on proce`de de la
manie`re suivante. On conside`re la subdivision Π = {kh, k ∈ N⋆}, on peut alors identifier
Φ(K) ≃
⊗
k∈N
Φ
(K)
[(k−1)h,(k)h[.
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Ici le produit tensoriel est de´fini a` partir de la suite stabilisatrice (Ω)k∈N. Pour tout k ∈ N⋆
et pour tout i ∈ I, on de´finit
Xi(k) =
1√
h
(
χikh − χi(k−1)h
) ∈ Φ(K)[(k−1)h,(k)h[
ai0(k) =
1√
h
(
ai0(kh)− ai0((k − 1)h)
) ◦ P1]
aij(k) = P1] ◦
(
aij(kh)− aij((k − 1)h)
) ◦ P1]
a0i (k) = P1]
1√
h
(
a0i (kh)− a0i ((k − 1)h)
)
a00(k) = P0]
ou` pour tout i ∈ {0, 1} l’ope´rateur Pi] correspond au projecteur orthogonal sur L2(ΩKi (R+).
Rappelons que P de´signe l’ensemble des σ de la forme σ = {(n,i1), . . . , (nk, ik)} ou` les ni
sont des entiers deux a` deux distincts et les ij sont des e´le´ments de I. On de´finit Xσ de la
meˆme manie`re que dans TΦ(K), c’est a` dire que l’on pose
Xσ = Ω⊗ . . .⊗ Ω⊗Xi1(n1)⊗ Ω⊗ . . .⊗ ΩXi2(n2)⊗ Ω . . .
avec σ ∈ P .
On de´finit alors TΦ(K)(Π) le sous ensemble des fonctions f ∈ Φ(K) qui sont de la forme
f =
∑
σ∈P
f(σ)Xσ.
Il est alors clair que TΦ(K)(Π) ≃ TΦ(K) (on peut montrer plus ge´ne´ralement que ce
re´sultat d’isomorphisme est valable pour toute subdivision de´nombrable). Dans [AP06],
Attal-Pautrat montrent que les fonctions X i(k) et les ope´rateurs correspondent aux fonc-
tions et ope´rateurs de base du be´be´ Fock TΦ(K) (bruits quantiques discrets).
On peut donc de´finir les interactions quantiques re´pe´te´es sur TΦ(K)(Π) ; le temps d’in-
teraction est donc h (nous prenons en compte ici ce parame`tre). L’ope´rateur unitaire U
de´crivant la dynamique sur H0 ⊗H de´pend de h, il satisfait
U = U(h) =
∑
0≤i,j≤K
Uji(h)⊗ aij.
En conside´rant les extensions Uk(h), on de´finit donc la dynamique Vk par re´currence Vk+1 =
∑
0≤i,j≤K
Uji(h)Vka
i
j(k + 1)
V0 = I
(1.37)
Dans la suite nous noterons PΠ, la projection orthogonale de Φ
(K) dans TΦ(K)(Π). On
a alors le re´sultat suivant qui est essentiel dans tous les re´sultats expose´s dans les articles
de cette the`se.
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The´ore`me (Attal-Pautrat [AP06]) 1.11 Pour tout i, j ∈ I ∪ {0}, on de´finit εij =
1/2(δ0i + δ0j). Supposons qu’il existe des ope´rateurs Lji ∈ B(H0), j, i ∈ I ∪ {0} tels que
lim
h→0
∑
0≤i,j≤K
∥∥∥∥∥Uji(h)− δijIhεij − Lji
∥∥∥∥∥ = 0
Supposons e´galement qu’il existe un ope´rateur H auto-adjoint sur H0 et des ope´rateurs
Sij, j, i ∈ I tels que la matrice (Sji)j,i∈I soit unitaire et des ope´rateurs Li, i ∈ I tels que
1. L00 = −(iH + 12
∑
i∈I L
⋆
iLi)
2. Li0 = Li
3. L0i = −
∑
k∈I L
⋆
kSik
4. Lji = Sji − δijI,
Alors pour tout t ≥ 0 et pour toutes fonctions φ et ψ dans L∞(R+,CK), le processus
(V[t/h]) de´fini a` partir de la dynamique (1.37) satisfait
lim
h→0
〈a⊗ e(φ),
(
PΠ V[t/h] PΠ
)
b⊗ e(ψ)〉 = 〈a⊗ e(φ), Ut b⊗ e(ψ)〉,
ou` (Ut) est l’unique processus d’unitaires sur H0⊗Φ(K) satisfaisant l’e´quation diffe´rentielle
stochastique  dUt =
∑
0≤i,j≤K
LjiUt da
i
j(t)
U0 = I
.
Ce the´ore`me est un outil puissant pour obtenir la justification et la description de
mode`les continus. Il est l’un des re´sultats fondateurs sur lequel nous baserons notre ap-
proche des trajectoires quantiques.
Un the´ore`me moins puissant mais qui reste tre`s instructif est celui concernant la conver-
gence du ge´ne´rateur discret de la dynamique vers le lindbladien de la dynamique continu.
Rappelons que si (Tt) de´signe un semi-groupe continu d’applications comple`tement
positives, alors il existe un lindbladien L tel que Tt = exp(tL) (cf the´ore`me (1.5). En
discret, incluant le parame`tre h, on peut de´finir une famille d’ope´rateurs T
(h)
k qui satisfait
T
(h)
k = (l(h))
k ou` l(h) est une application comple`tement positive qui de´pend de h. On a
alors le the´ore`me suivant.
The´ore`me 1.12 Supposons qu’il existe des ope´rateurs Li pour i ∈ I et un ope´rateur auto-
adjoint H sur H0 tels que
1. U00(h) = I − h(iH + 12
∑
i∈I L
⋆
iLi) + ◦(h)
2. Ui0(h) =
√
hLi + ◦(
√
h).
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Alors pour tout e´tat ρ de H0 on a
lim
h→0
l(h)(ρ)− ρ
h
= L(ρ)
ou`
L(ρ) = −i[H, ρ] + 1
2
∑
i∈I
(
2LiρL
⋆
i − ρL⋆iLi − L⋆iLiρ
)
.
Preuve: Comme nous l’avons vu, on a la de´composition de Krauss pour l’ope´rateur l(h)
l(h)(ρ) =
K∑
i=1
Ui0(h)ρUi0(h)
⋆.
Ainsi avec les asymptotiques nous avons
l(h)(ρ) = ρ+ h
(
L00ρ+ ρL
⋆
00 +
K∑
i=1
LiρL
⋆
i
)
+ ◦(h),
avec L00 = −
(
iH + 1
2
∑
i∈I L
⋆
iLi
)
. Le re´sultat en de´coule. 
Il est inte´ressant de remarquer que l’on obtient a` nouveau le meˆme type de re´sultat
dans le cadre des trajectoires quantiques (en moyenne). Nous avons de´taille´ ce re´sultat
dans l’article [Pel08a].
Nous avons ici de´crit les coefficients de l’unitaire U(h) sous forme asymptotique pour
faire re´fe´rence aux notations utilise´es dans les articles.
Hamiltonien d’interactions re´pe´te´es
Dans cette section, nous allons de´crire les hamiltoniens typiques d’interactions qui
permettent d’obtenir les asymptotiques ade´quates pour les unitaires. Ces re´sultats sont
e´galement tire´s des travaux de Attal-Pautrat [AP06] et sont plusieurs fois e´voque´s dans les
diffe´rents articles de cette the`se.
Rappelons que l’interaction entre deux syste`mesH0 etH est donne´e par un hamiltonien
total Htot de´crit par
Htot = H0 ⊗ I + I ⊗HH +HI ,
ou` H0 et HH sont les hamiltoniens propres des syste`mes H0 et H et que HI est un hamilto-
nien d’interaction. L’unitaire U(h) de´crivant l’interaction pendant un intervalle de temps
h est donc de´crit par
U(h) = exp(−ihHtot).
L’hamiltonien typique d’interaction qui permet d’obtenir les asymptotiques ade´quates
pour les coefficients de l’unitaire U(h) est donc de la forme ;
Htot = H0 ⊗ I + I ⊗HH + 1√
h
K∑
i=1
(
Vi ⊗ a0i + V ⋆i ⊗ ai0
)
+
1
h
∑
1≤i,j≤K
Dij ⊗ aij,
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ou` les ope´rateurs Vi sont des ope´rateurs surH0, de meˆme pour les ope´rateursDij satisfaisant
Dij = D
⋆
ij.
Dans l’article 4 de cette the`se, nous explicitons les ope´rateurs de´finissant l’hamiltonien
d’interaction pour e´tudier un cas particulier de retour a` l’e´quilibre. Il est e´galement inter-
ressant d’observer que les termes en 1/h ne sont pas e´voque´s dans les articles car ils ne
contribuent pas aux re´sultats que nous avons obtenus.
Nous terminons ce chapitre avec une petite introduction a` la notion de controˆle qui sera
reprise plus largement dans le chapitre 2 concernant les trajectoires quantiques controle´es.
1.3.3 Interactions quantiques re´pe´te´es avec controˆle
Dans cette section, nous introduisons la notion de controˆle dans la description de
l’e´volution des syste`mes quantiques ouverts. Il s’agit ici de conside´rer des mode`les d’in-
teractions entre syste`mes quantiques ouverts dont l’e´volution peut eˆtre modifie´e au cours
de l’expe´rience par une action exte´rieure. Le choix d’une action de controˆle s’appellera une
strate´gie.
Un exemple utilise´ fre´quement en optique quantique est l’excitation d’un atome par un
laser, le controˆle s’effectue alors par la modification de l’intensite´ du laser. Dans le cas ou`
le controˆle ne de´pend pas de l’e´volution de l’expe´rience, le controˆle est dit de´terministe
(augmentation ou diminution de la pression, de la chaleur, modification progressive de
l’intensite´ du laser...). Nous verrons, dans ce cas, que les re´sultats concernant l’e´volution
des syste`mes quantiques ouverts peuvent eˆtre justifie´s a` l’aide d’un principe d’interac-
tions re´pe´te´es. Cependant, de nombreuses situations ne´cessitent que le controˆle de´pende
de l’expe´rience. On peut alors parler de controˆle stochastique, notamment dans le cas ou`
l’e´volution est perturbe´e de manie`re ale´atoire comme nous le verrons dans le chapitre 2.
Les re´sultats concernant l’e´volution de´pendent alors fortement de l’ale´a et ne de´coulent
pas des mode`les de´ja` e´voque´s.
Notre but, ici, est d’obtenir principalement des re´sultats concernant des strate´gies de
controˆle de´terministe. Outre le fait qu’il n’englobe pas le cas du controˆle stochastique, nous
n’avons pas la pre´tention d’exposer les re´sultats avec le minimum d’hypothe`se (surtout pour
l’e´tude des mode`les continus en temps). Notre de´marche sera d’abord d’e´tablir les bases
de la the´orie du controˆle de´terministe dans le cadre du mode`le d’interactions re´pe´te´es.
La description des mode`les discrets nous permettra ensuite, dans la meˆme veine que les
re´sultats de convergence d’Attal-Pautrat, de de´crire des mode`les continus obtenus comme
limite.
Interactions quantiques re´pe´te´es avec controˆle
Dans un mode`le d’interaction (continu ou discre`te), un controˆle a pour effet de modifier
les parame`tres de l’expe´rience. Dans la description des interactions quantiques re´pe´te´es,
nous pouvons conside´rer deux types d’interactions :
1. soit l’e´tat de re´fe´rence de la chaˆıne est modifie´ a` chaque interaction.
2. soit l’unitaire de´crivant l’interaction est modifie´ a` chaque e´tape
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L’utilisation de la repre´sentation G.N.S nous permet en re´alite´ de ne conside´rer que le
deuxie`me type d’interactions (nous ne de´crirons pas la repre´sentation G.N.S car nous ne
l’utilisons pas, le lecteur inte´resse´ pourra consulter [KR97a]). Nous allons donc de´crire le
principe d’interactions re´pe´te´es dans lequel on modifie l’unitaire a` chaque interaction. On
conside`re donc un petit syste`me H0 en contact avec une chaˆıne infinie de syste`mes H.
L’espace d’e´tat est donc l’espace
Γ = H0 ⊗
⊗
k≥0
H.
Chaque syste`me H est dans l’e´tat vide β = |Ω〉〈Ω|, ou` Ω est le premier vecteur d’une base
orthonorme´e de H. On conside`re un e´tat initial ρ sur H0, de sorte que l’e´tat inital sur le
syste`me couple´ Γ est
ρ⊗
⊗
k≥0
β.
L’ope´rateur unitaire Uk qui de´crit la k
e`me interaction de´pend donc du temps d’interaction
h et d’un parame`tre uk−1 de´crivant la strate´gie de controˆle ; ce parame`tre de´pend e´galement
du temps d’interaction. On de´crit alors Uk de la manie`re suivante
Uk = Uk(h, uk−1(h)).
On peut remarquer que si uk est constant pour tout k, on retrouve le mode`le “classique”
des interactions quantiques re´pe´te´es sans controˆle. L’ope´rateur Uk agit donc comme un
ope´rateur unitaire sur H0 tenseur la ke`me copie de H et comme l’ope´rateur identite´ ailleurs.
La suite u = (uk) s’appelle la strate´gie de controˆle. La suite d’interactions est donc de´finie
par la suite d’ope´rateurs Vk de´finie par{
V uk+1 = Uk+1(h, uk(h))V
u
k ,
V0 = I.
(1.38)
En reprenant la base des bruits quantiques discrets, on a une expression de la forme Vk+1 =
∑
0≤i,j≤K
Uji(k + 1, h, uk(h))Vka
i
j(k + 1),
V0 = I.
(1.39)
A partir de cette description nous allons pouvoir e´tablir des re´sultats de convergence vers
des mode`les continus d’e´volution en pre´sence de controˆle.
Evolution lindbladienne de H0 en pre´sence de controˆle
Il y a un premier point a` souligner dans la description pre´ce´dente qui concerne le fait
qu’il n’y a plus d’homoge´ne´ite´ en temps. En effet, ici, les coefficients Uji(k + 1, h, uk(h))
de´pendent de l’e´tape k+1 ou` ils interviennent dans la de´finition de Uk+1. Les re´sultats de
convergence de Attal-Pautrat ne peuvent donc pas eˆtre applique´s directement.
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Dans cette section nous allons donc e´tablir des re´sultats concernant seulement les
ge´ne´rateurs des semi-groupes d’e´volutions, nous ne traiterons pas la convergence vers les
e´quations diffe´rentielles stochastiques quantiques (pour deux raisons, d’une part car les
calculs seraient tre`s lourds et tre`s techniques et d’autre part car nous n’avons pas besoin
de tels re´sultats pour nos re´sultats concernant la the´orie du controˆle).
Les asymptotiques que nous allons donner sont cependant fortement inspire´es des tra-
vaux de Attal-Pautrat. Sans controˆle, nous avons vu que les coefficients Uji(h) devaient
satisfaire
U00(h) = I − h(iH + 1
2
∑
i∈I
L⋆iLi) + ◦(h)
Ui0(h) =
√
hLi + ◦(
√
h), (1.40)
ou` les Li et H sont des ope´rateurs sur H0.
Avec controˆle, nous allons supposer plus ge´ne´ralement qu’il existe des fonctions Li(., .)
et une fonction H(., .) C∞ de R2 dans C ainsi qu’une fonction u de R dans R telles que
U00(k + 1, h, uk(h)) = I − h(iH(kh, u(kh)) + 1
2
∑
i∈I
L⋆i (kh, u(kh))Li(kh, u(kh))) + ◦(h)
Ui0(h) =
√
hLi(kh, u(kh)) + ◦(
√
h). (1.41)
Nous supposerons e´galement que les ◦ sont uniformes en k. Les condition que nous imposon,
ici, sont l’extension naturelle, au cas de´pendant du temps, des re´sultats e´tablis par Attal-
Pautrat dans [AP06]. Cela nous permet donc d’introduire le facteur controˆle.
Nous pouvons donc de´crire la dynamique des interactions quantiques re´pe´te´es avec
controˆle. On de´finit pour tout e´tat initial ρ sur H0
ρ˜k = Vk(ρ⊗
⊗
n≥0
β)V ⋆k ,
et
ρk = E0[ρ˜k], (1.42)
ou` E0 de´signe toujours la trace partielle sur H0. On peut alors montrer que
ρk+1 = E0[Uk(h, uk(h)(ρk ⊗ β)U⋆k (h, uk(h))]
Nous avons donc la version suivante du the´ore`me 1.11 avec controˆle (il s’agit d’une
conse´quence du the´ore`me 6 et 9 de l’article [Pel08d], ce the´ore`me peut cependant eˆtre
de´montre´ de manie`re directe).
The´ore`me 1.13 Supposons qu’il existe
1. une fonction H(., .) de classe C∞ de R2 a` valeur dans les ope´rateurs auto-adjoints
sur H0
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2. des fonctions Li(., .), i ∈ {1, . . . , K}, de classe C∞ de R2 a` valeurs dans les ope´rateurs
sur H0
3. une fonction u de classe C∞ de R dans R.
telle que pour tout k ∈ N⋆, les ope´rateurs unitaires Uk+1(h, uk(h) = (Uji(k, h, uk(h))0≤i,j≤K
satisfassent
U00(k + 1, h, uk(h)) = I − h(iH(kh, u(kh)) + 1
2
∑
i∈I
L⋆i (kh, u(kh))Li(kh, u(kh))) + ◦(h)
Ui0(h) =
√
hLi(kh, u(kh)) + ◦(
√
h). (1.43)
Alors la suite d’e´tats (ρk) sur H0 de´finie par{
ρk+1 = E0[Uk(h, uk(h)(ρk ⊗ β)U⋆k (h, uk(h))]
ρ0 = ρ
(1.44)
satisfait
lim
h→0
ρ[t/h] = µt,
ou` (µt) est la solution de l’e´quation maˆıtresse{
dµt = L(t, u(t))(µt)dt
µ0 = ρ,
(1.45)
avec
L(t, u(t))(ρ) = −i[H(t, u(t), ρ]
+
1
2
∑
i∈I
(
2Li(t, u(t))ρL
⋆
i (t, u(t))− ρL⋆i (t, u(t))Li − Li(t, u(t))L⋆i (t, u(t))ρ
)
,
pour tout t ≥ 0.
En particulier, l’e´quation maˆıtresse dans ce cas la` s’exprime sous la forme
dµt
dt
= L(t, u(t))(µt).
Ceci constitue donc une ge´ne´ralisation de l’e´quation maˆıtresse aborde´e dans la section
1.2.2.
Dans la prochaine section, nous allons aborder la notion de mesures quantiques re´pe´te´es.
Il s’agit d’introduire le principe de mesure indirecte dans le cadre des interactions re´pe´te´es.
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1.4 Mesures quantiques re´pe´te´es
Cette section constitue donc nos premiers pas dans la the´orie des trajectoires quan-
tiques, elle concerne la de´finition des trajectoires quantiques discre`tes. Une telle notion
permet de de´crire, dans le cadre des interactions re´pe´te´es, l’e´volution de l’e´tat du petit
syste`me ; e´volution perturbe´e par une mesure exte´rieure.
Nous abordons ici le mode`le de base qui est a` l’origine des re´sultats qui serons pre´sente´s
dans le chapitre 2. On conside`re donc un petit syste`me en contact avec une chaˆıne infinie ;
la mesure est alors effectue´e sur chaque copie de la chaˆıne apre`s chaque interaction.
Dans un premier temps, on pre´sente une premie`re notion d’e´tat ale´atoire et nous jus-
tifions pourquoi la mesure n’est pas effectue´e directement sur le petit syste`me. Dans un
deuxie`me temps, on de´crit proprement le mode`le des mesures re´pe´te´es et on introduit l’es-
pace de probabilite´ qui permet de de´crire les trajectoires quantiques discre`tes a` l’aide de
chaˆınes de Markov.
1.4.1 Re´duction du paquet d’ondes
Dans cette section, nous cherchons a` motiver le fait d’utiliser un principe d’interaction
pour e´tudier l’e´volution de syste`mes quantiques soumis a` une mesure. A partir du postulat
de la re´duction du paquet d’ondes de´crivant l’effet d’une mesure quantique, on met en place
les premiers e´le´ments probabilistes et la notion d’e´tat ale´atoire. On montre aussi qu’une
mesure directe sur le petit syste`me le modifie de fac¸on irre´me´diable, d’ou` l’utilisation d’un
principe de mesure indirecte.
Revenons sur la description de la mesure de´finie dans la section 1.2, nous qualifierons
cette mesure de mesure directe. On conside`re donc un syste`me quantique H0 de dimension
finie et un e´tat de re´fe´rence ρ par rapport auquel on va effectuer la mesure d’une observable
A. Supposons que la de´composition spectrale de A soit donne´e par ;
A =
p∑
i=0
λiPi,
on observe λi avec une probabilite´ pi = Tr[ρPi].
Suite a` l’observation de λi, l’e´tat ρ est modife´ et devient :
ρ1i =
PiρPi
Tr[ρPi]
. (1.46)
On peut alors conside´rer l’espace de probabilite´ Σ = {0, . . . , p} muni de la loi de probabilite´
ϑ =
∑
i=0 piδi. Le principe de re´duction du paquet d’ondes permet alors de de´finir la
variable ale´atoire ρ1
ρ1 : Σ −→ B(H0)
i 7−→ ρ1i (1.47)
Cette variable ale´atoire, a` valeur dans les e´tats de H0, traduit donc le re´sultat de la mesure
et son effet sur H0. Il est alors naturel de vouloir effectuer une seconde mesure avec la
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meˆme observable (pour pouvoir par exemple connaitre l’e´volution de l’e´nergie ou de la
position...).
Admettons que la premie`re mesure nous ait permis d’observer la valeur propre λi, le
nouvel e´tat de re´fe´rence du syste`me est donc ρ1i . C’est donc dans cet e´tat que l’on effectue
la mesure de A. Dans ce cas on observe la valeur propre λk avec une probabilite´
p1k = Tr[ρ
1
iPk] =
Tr[PiρPiPk]
Tr[ρPi]
.
Comme les ope´rateurs Pi correspondent aux projecteurs spectraux de A, nous avons PiPk =
δikPi. Cela implique alors que p
1
i = 1 et que p
1
k = 0 pour tout k 6= i. Ainsi, le principe de
re´duction du paquet d’ondes impose a` la seconde e´volution de satisfaire :
ρ2i = ρ
1
i .
Par conse´quent toute autre mesure de A donnera (avec probabilite´ 1) le meˆme re´sultat que
la premie`re mesure.
Ainsi le fait d’effectuer une mesure directement sur l’atome ne permet d’obtenir qu’une
seule information, ensuite le syste`me est “fige´” et ne donnera pas d’informations supple´men-
taires.
En conse´quence pour pouvoir e´tudier une dynamique significative, on fait interagir le
petit syste`me H0 que l’on veut e´tudier avec un autre syste`me H et apre`s l’interaction on
effectue une mesure sur H. Le cadre de la the´orie des mesures de type continu sera obtenu
lors d’une interaction avec un champ continu type : espace de Fock. Le cadre discret sera
obtenu, quant a` lui, par un mode`le type : interactions re´pe´te´es ; c’est ce que nous de´crivons
dans la section suivante.
1.4.2 Trajectoires quantiques discre`tes, chaˆıne de Markov quan-
tique
Dans cette section nous de´finissons le cadre probabiliste permettant de de´crire le prin-
cipe de mesure quantique re´pe´te´es. Premie`rement, on de´crit la mesure sur le petit syste`me
couple´ a` la chaˆıne infinie et ensuite on de´crit les transformations subies seulement par le
petit syste`me.
Mesures re´pe´te´es et trajectoires quantiques sur la chaˆıne infinie
Nous rappelons que l’espace d’e´tat de´crivant le principe d’interaction est de´crit par
Γ = H0 ⊗
⊗
k≥0
Hk,
ou` Hk = H pour tout k. On conside`re des espaces de Hilbert de dimension finie H0 = CN+1
muni d’une base {Ω0, . . . ,ΩN} et H = CK+1 muni d’une base {X0, . . . , XK} ou` on pose
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Ω = X0. On conside`re un e´tat initial ρ sur H0 et un e´tat de re´fe´rence pour Hk note´ β.
Ainsi l’e´tat initial de la chaˆıne est
µ = ρ⊗
⊗
k≥0
β;
l’e´tat β peut eˆtre choisi quelconque pour l’instant.
Une simple interaction entre H0 et une copie H est de´crite par un unitaire U = U(h)
ou` h est le temps d’interaction. Cela permet de de´finir une suite d’ope´rateurs Uk, ou` Uk
est l’unitaire qui de´crit la ke`me interaction. On de´finit donc pour tout k > 0 les ope´rateurs
Vk = UkUk−1 . . . U1 ; le nouvel e´tat apre`s k interactions est alors de´crit par
µk = Vk(µ)V
⋆
k . (1.48)
De´crivons maintenant la mesure d’une observable de Hk. Soit A une observable de H
de la forme
A =
p∑
i=0
λiPi.
On la prolonge de fac¸on naturelle, comme observable sur Γ, de la manie`re suivante
A(k) = I ⊗
k−1⊗
j=1
I ⊗ A⊗
⊗
j≥k+1
I.
De manie`re e´quivalente, on conside`re les prolongements P
(k)
i des projecteurs spectraux Pi.
Si η de´crit l’e´tat de Γ, on observe alors la valeur propre λi de A
(k) dans l’e´tat η avec
probabilite´
Tr
[
ηP
(k)
i
]
.
Le principe des interactions re´pe´te´es de´crit par (1.48) et la description de la mesure
ci-dessus va nous permettre de de´crire le principe des mesures re´pe´te´es.
L’espace de probabilite´ de´crivant les mesures successives est ΣN
⋆
avec Σ = {0, . . . , p} (les
indices correspondent naturellement aux valeurs propres et la ke`me copie de Σ correspond
a` la mesure a` l’e´tape k). On munit cet espace de la tribu cylindrique C engendre´e par les
cylindres de la forme :
Λi1,...,ik = {ω ∈ ΣN
⋆
/ω1 = i1, . . . , ωk = ik}, k ∈ N⋆.
De´finissons, a` pre´sent une mesure de probabilite´ sur ΣN
⋆
. Pour cela on conside`re
µ˜k(i1, . . . , ik) = I ⊗ Pi1 ⊗ . . . Pik ⊗ . . . µkI ⊗ Pi1 ⊗ . . . Pik ⊗ . . .
= P
(k)
ik
. . . P
(1)
i1
µkP
(k)
ik
. . . P
(1)
i1
, (1.49)
pour tout k > 0 et tout {i1, . . . , ik} ∈ Σk. Cet ope´rateur repre´sente l’e´tat non normalise´
obtenu si on avait observe´ les valeurs propres λi1 , . . . , λik lors des k premie`res mesures.
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Comme l’ope´rateur Uk agit de fac¸on non triviale sur H0 ⊗ Hk et l’identite´ ailleurs, il
commute avec tous les ope´rateurs P
(j)
ij
pour j < k. On a donc la proprie´te´ de “consistence”
suivante
µ˜k(i1, . . . , ik) = P
(k)
ik
Uk µ˜k−1(i1, . . . , ik)U⋆k P
(k)
ik
. (1.50)
C’est cette proprie´te´ qui va nous permettre, graˆce au crite`re de consistence de Kolmogorov,
de de´finir une mesure de probabilite´ sur ΣN
⋆
. Pour cela on de´finit une mesure de probabilite´
sur les cylindres
P [Λi1,...,ik ] = P [observer λi1 , . . . , λik ] = Tr[µ˜k(i1, . . . , ik)]. (1.51)
Comme annonce´, cette mesure de probabilite´ ve´rifie le crite`re de Kolmogorov et donc de´finit
une unique mesure de probabilite´ sur ΣN
⋆
.
Comme µ˜k(i1, . . . , ik) correspond a` l’e´tat non normalise´, on de´finit le processus ale´atoire
discret (ρ˜k) a` valeurs dans les e´tats sur Γ
ρ˜k : Σ
N
⋆ −→ B(Γ)
ω 7−→ µ˜k(ω1, . . . , ωk)
Tr[µ˜k(ω1, . . . , ωk)]
(1.52)
Le processus discret (ρ˜k) a` valeurs dans les e´tats de Γ, ainsi de´fini, s’appelle une trajectoire
quantique discre`te sur Γ. Pour terminer la description de cette suite de variable ale´atoire
nous avons la proposition suivante concernant le caracte`re markovien des trajectoires quan-
tiques.
Proposition 1.14 La trajectoire quantique discre`te (ρ˜k) de´finie par (1.52) est une chaˆıne
de Markov sur (ΣN
⋆
, C, P ) a` valeur dans les e´tats de Γ. De manie`re plus pre´cise si ρ˜k = θk
alors l’e´tat ale´atoire ρ˜k+1 prend l’une des valeurs suivantes
P
(k+1)
i Uk+1 (θk) U
⋆
k+1P
(k+1)
i
Tr
[
θk U⋆k+1P
(k+1)
i Uk+1
] , i = 0, . . . , p (1.53)
avec probabilite´
pi(θk) = Tr
[
θk U
⋆
k+1P
(k+1)
i Uk+1
]
.
Cette proposition donne donc une description markovienne des trajectoires quantiques
sur le petit syste`me couple´ a` une chaˆıne infinie. Comment cela se traduit-il sur le petit
syste`me seulement ?
Trajectoires quantiques sur le petit syste`me H0
De la meˆme manie`re que pour le cas de´terministe de´crit dans le chapitre 1, on re´cupe`re
l’e´tat du syste`me H0 par l’interme´diaire de la trace partielle. Soit (ρ˜k) une trajectoire
quantique sur Γ de´crite par l’expression (1.52), on pose pour tout ω ∈ ΣN⋆
ρk(ω) = E0[ρ˜k(ω)], (1.54)
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ou` E0[ρ˜k(ω)] de´signe la trace partielle de ρ˜k(ω) sur H0. Cela de´finit donc un processus
discret a` valeur dans les e´tats de H0 ; ce processus est donc naturellement appele´ trajectoire
quantique discre`te sur H0.
L’e´quivalent de la proposition 1.14 est donc la proposition suivante.
Proposition 1.15 La trajectoire quantique discre`te (ρk) de´finie par (1.54) est une chaˆıne
de Markov sur (ΣN
⋆
, C, P ) a` valeurs dans les e´tats de H0. De manie`re plus pre´cise si ρ˜k = θk
ou` θk est un e´tat sur H0, alors l’e´tat ale´atoire ρk+1 prend l’une des valeurs suivantes
E0
(I ⊗ Pi)U (θk ⊗ β) U⋆ (I ⊗ Pi)
Tr
[
U (θk ⊗ β) U⋆ (I ⊗ Pi)
]
 , i = 0, . . . , p (1.55)
avec probabilite´
pi(θk) = Tr
[
U (θk ⊗ β) U⋆ (I ⊗ Pi)
]
.
Dans cette proposition, il faut remarquer que E0 correspond ici a` la trace partielle sur
H0 par rapport a` H et non pas par rapport a` toute la chaˆıne. Finalement cela signifie
que pour de´finir la trajectoire quantique sur H0, nous aurions pu adopter la description
suivante.
Si ρk de´signe l’e´tat (ale´atoire) “re´duit” sur H0 apre`s k interactions et k mesures, on
conside`re alors une simple interaction avec le syste`me H dans l’e´tat β. Le nouvel e´tat apre`s
interaction est
U(ρk ⊗ β)U⋆.
On mesure alors l’observable
I ⊗ A =
p∑
i=0
λi I ⊗ Pi.
La valeur propre λi apparaˆıt avec probabilite´ Tr[U(ρk ⊗ β)U⋆ (I ⊗ Pi)] ; ce qui correspond
exactement a` la description de la proposition pre´ce´dente. Apre`s observation de λi, l’e´tat
est modifie´ et devient
ρ˜k+1i =
I ⊗ Pi U (ρk ⊗ β) U⋆ I ⊗ Pi
Tr
[
ρk ⊗ β UPiU
] ;
l’e´tat ρk+1 sur le petit syste`me satisfait alors
ρk+1(i) = E0[ρ˜
k+1
i ].
Finalement, cette description peut sembler plus intuitive. Apre`s chaque interaction, le
re´sultat de la mesure du syste`me H entraˆıne une modification ale´atoire de H0. Ensuite,
une nouvelle copie de H peut alors interagir.
La description a` l’aide du principe d’interactions re´pe´te´es permet cependant une des-
cription plus pre´cise de l’espace de probabilite´ de´crivant les modifications ale´atoires suc-
cessives.
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Nous avons donc de´crit de fac¸on rigoureuse un mode`le concret de mesure en temps
discret. L’ide´e pour obtenir les mode`les correspondant en temps continu est de traduire
les re´sultats de convergence de Attal-Pautrat en termes de trajectoires quantiques. C’est
le sujet du chapitre 2 qui pre´sente les diffe´rents re´sultats obtenus dans les articles de cette
the`se.
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Chapitre 2
Trajectoires quantiques, e´quations de
Schro¨dinger stochastiques
Ce chapitre est consacre´ a` la pre´sentation des re´sultats que nous avons obtenus et qui
sont expose´s dans les articles [Pel08a],[Pel08b],[Pel08d],[AP08] et [Pel08c] (cf deuxie`me
partie).
L’ide´e directrice qui a permis d’obtenir de tels re´sultats est l’e´tude du comportement
asymptotique des chaˆınes de Markov de´crivant le principe des mesures re´pe´te´es lorsque h
(le temps d’interaction) tend vers 0 (cf chapitre 1, section 1.4.2).
Afin de motiver l’e´tude des trajectoires quantiques et dans l’objectif de de´gager l’inte´reˆt
mathe´matique et physique suscite´ par cette the´orie, nous revenons sur quelques aspects
permettant d’e´tablir des premiers mode`les de manie`re heuristique. Il s’agit de pre´senter, a`
partir des travaux de Davies, des mode`les de´crits par des e´quations diffe´rentielles stochas-
tiques. Ces e´quations sont appele´es parfois e´quations de Belavkin et nous les qualifierons
de “classiques”. Ce terme “classique” permet de les distinguer vis a` vis des extensions que
nous pre´senterons par la suite.
Physiquement, ces mode`les classiques de´crivent des situations concernant la description
d’atomes a` 2 niveaux d’e´nergies.
Plus ge´ne´ralement, une e´quation diffe´rentielle de´crivant un mode`le de mesures de type
continu porte le nom d’e´quation de Schro¨dinger stochastique ; les e´quations de Belavkin
sont donc un cas particulier de telles e´quations.
Soulignons le fait qu’une approche rigoureuse de ces e´quations peut eˆtre envisage´e avec
l’utilisation de la the´orie du ”filtrage quantique” ([BGM04],[BL04]). Cette the´orie fait appel
a` des techniques qui ne´cessitent des outils fins de probabilite´ non-commutative ([Bar89]).
Notre approche est, elle, base´e sur la description des mode`les discrets d’interactions et
de mesures re´pe´te´es. A partir de ces mode`les, un passage a` la limite rigoureux, traduisant le
fait que le temps d’interaction tend vers 0, est e´tabli. Cela nous permet donc de de´crire des
mode`les de mesure en temps continu ; nous retrouvons les mode`les classiques de Belavkin.
On e´tend ensuite ces re´sultats dans un cadre plus ge´ne´ral : controˆle, bain de chaleur,
dimension finie quelconque.
Ces travaux pre´sentent deux inte´reˆts. D’une part, nous obtenons une justification phy-
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sique de mode`les de mesures quantiques continues a` partir de mode`les concrets. D’autre
part, pour e´tablir ces re´sultats de convergence, nous utilisons des outils e´le´gants et di-
versifie´s en the´orie des processus stochastiques (convergence d’inte´grales stochastiques,
proble`mes de martingales, ge´ne´rateurs de Markov...). Le chapitre 3 sera consacre´ a` la
pre´sentation de ces objets et de ces the´ories probabilistes.
Ce chapitre se divise en trois parties.
Dans la section 2.1, nous revenons sur la description de Davies de l’expe´rience de
re´sonnance fluorescence et sur les arguments heuristiques qui permettent de de´river les
mode`les classiques de Belavkin.
Dans la section 2.2, nous de´crivons notre approche a` l’aide des mesures re´pe´te´es. Nous
traduisons notamment les asymptotiques de Attal-Pautrat en termes de trajectoires quan-
tiques discre`tes.
Enfin dans la section 2.3, nous e´tablissons les diffe´rents mode`les stochastiques justifie´s
comme limites des trajectoires quantiques discre`tes.
2.1 Trajectoires quantiques continues
Dans cette section nous pre´sentons la description de Davies du mode`le d’un atome sur
lequel on e´tudie l’e´mission de photons. Ces travaux vont nous permettre de de´crire les
e´quations de Belavkin classiques qui permettent de mode´liser l’e´volution de l’atome. Nous
pourrons ensuite aborder les diffe´rents proble`mes attache´s a` ces e´quations.
2.1.1 Resonnance Fluorescence
Dans les anne´es 70, Davies, fut l’un des premiers a` de´crire l’e´volution d’un atome
perturbe´ par la pre´sence d’un compteur de photons. Ces travaux sont base´s sur la the´orie
des alge`bres d’ope´rateurs et le processus qui de´crit l’e´volution de l’e´tat de l’atome porte
parfois le nom de processus de Davies. Maassen, Bouten and Guta donnent dans [BGM04]
une description rigoureuse de ses re´sultats en terme de calcul stochastique quantique (le
lecteur inte´resse´ pourra aussi consulter pour une approche probabiliste [Bar06], [Bar94],
[Bar93a]). Nous reprenons la description de Davies afin de motiver l’inte´reˆt de l’e´tude des
trajectoires quantiques.
Le mode`le physique est donc celui d’un atome dirige´ par un laser. Ajoute´ a` cela un comp-
teur mesure de fac¸on continue l’e´mission de photons provenant de l’atome. Les re´sultats que
nous allons exposer sont ceux de l’article [BMK03]. Nous ne rentrerons pas dans les de´tails
concernant les justifications mathe´matiques car il ne s’agit pas directement de notre propos
dans la suite. Concernant ce mode`le particulier, il est repris et justifie´ par nos travaux dans
l’article [Pel08d].
Sans mesure, l’e´volution de l’atome est de´crite par l’e´quation maˆıtresse
dρt
dt
= L(ρt),
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avec
L(ρ) = −i[H, ρ] + iΩ
2
[V + V ⋆, ρ]− 1
2
{V ⋆V, ρ}+ V ρV ⋆.
On conside`re la de´composition suivante L = L+ J ou` l’ope´rateur J est de´fini par
J (ρ) = |kc|2V ρV ⋆.
Ici le scalaire |kc| de´signe un taux de retour a` l’e´quilibre, c’est une constante de l’expe´rience.
Le re´sultat donne´ par le compteur correspond donc a` une suite d’instants {t1, t2, . . . , tk} :
chaque instant correspondant a` un photon e´mis. Comme le nombre de photons de´tecte´s
peut eˆtre arbitraire, l’espace de tous les re´sultats possibles avant un instant t peut donc
eˆtre de´crit par l’espace de Guichardet
Ω1([0, t)) =
∞⋃
n=0
Ω1n([0, t))
que l’on munit de la mesure dσ de´crite dans la section 1.2.3. Rappelons que cette mesure
est de´finie a` partir de la mesure de Lebesgue sur les simplexes ; ces derniers permettent de
de´finir une tribu note´e Σ([0, t)) sur Ω1([0, t)).
La description de l’expe´rience peut alors eˆtre mode´lise´e de la manie`re suivante.
Soit ρ un e´tat de´crivant l’e´tat initial du petit syste`me. Conditionnellement a` l’observa-
tion d’un e´ve`nement E ∈ Σ([0, t)), Davies a montre´ que l’e´tat non normalise´ au temps t
est donne´ par
µt(E) =
∫
E
Wt(σ)(ρ)dσ,
ou` lorsque σ = {t1, . . . , tk}, on a
Wt(σ)(ρ) = exp((t− tk)L)J . . .J exp((t2 − t1)L)J exp(t1L)(ρ).
Cette description signifie qu’a` chaque photon de´tecte´ l’e´tat subit une transformation J
alors qu’entre chaque instant de de´tection, il subit une e´volution lindbladienne le´ge`rement
modifie´e (le lindbladien L est remplace´ par L).
D’un point de vue probabilite´, en de´finissant P tρ[E] = Tr[µt(E)] pour tout E ∈ Σt, on
montre que l’on de´finit une famille de probabilite´ consistante (P tρ). Cela permet de de´finir
une mesure de probabilite´ Pρ sur Ω
1(R+) muni de la tribu Σ∞.
Dans la section suivante, a` partir de cette pre´sentation, nous allons donner une me´thode
pour de´river une e´quation stochastique de´crivant l’e´volution de l’e´tat normalise´.
2.1.2 Equations de Belavkin classiques
Sur l’espace de probabilite´ (Ω1(R+),Σ∞, Pρ), on de´finit la variable ale´atoire
N˜t : Ω
1(R+) −→ N
σ 7−→ card (σ ∩ [0, t)) . (2.1)
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Cette variable repre´sente le nombre de photons de´tecte´s par le compteur. On de´finit un
processus (ρt) a` valeurs dans les e´tats
ρt : Ω
1(R+) −→ M2(C)
σ 7−→ Wt(σ ∩ [0, t))(ρ)
Tr[Wt(σ ∩ [0, t))(ρ)]
(2.2)
Nous ne chercherons pas pour l’instant a` justifier les re´sultats qui vont suivre, ils seront
justifie´s dans nos travaux par l’approche discre`te base´e sur les trajectoires quantiques
discre`tes.
Admettons que les processus (ρt) et (N˜t) soient relie´s par une e´quation diffe´rentielle
stochastique
dρt = αtdt+ βtdN˜t.
Il est possible de voir que dN˜tdN˜t = dN˜t et dN˜tdt = 0 (cf [BB91]). De´crivons un moyen
d’obtenir (αt) et (βt). Si t ∈ σ alors dN˜t(σ) = 1 donc le terme en dt est ne´gligeable, ainsi
βt(σ) = ρt+dt(σ)− ρt = J (ρt)
Tr[J (ρt)] − ρt.
Sinon t /∈ σ et alors on obtient αt en diffe´renciant
αt(σ) =
d
ds |s=t
exp((s− t)L)(ρt)
Tr[exp((s− t)L)(ρt)] (2.3)
= L(ρt)− ρt
Tr[ρt]2
Tr[L(ρt)] (2.4)
= L(ρt) + Tr[J (ρt)]ρt. (2.5)
Ainsi on peut de´crire une premie`re e´quation de Belavkin
dρt = L(ρt) +
(
J (ρt)
Tr[J (ρt)] − ρt
)
(dN˜t − Tr[J (ρt)]dt).
Le processus N˜t−
∫ t
0
Tr[J (ρs)]ds est une martingale appele´e parfois martingale innovatrice.
On appellera cette e´quation : e´quation avec sauts. C’est un processus de comptage dont
l’intensite´ stochastique t→ ∫ t
0
Tr[J (ρs)]ds de´pend du processus (ρt).
Ce qui va suivre va nous permettre d’introduire un autre type d’e´quation dite e´quation
diffusive a` partir de l’e´quation pre´ce´dente. Nous donnons une approche comple`tement
heuristique sans justification pre´cise (voir [BGM04] pour plus de pre´cisions). Supposons
que l’ope´rateur J soit de´fini de la manie`re suivante
J (ρ) = (kcV + 1
ε
)ρ(kcV
⋆ +
1
ε
).
On a donc une e´quation avec sauts de´pendant de ε ; on peut l’e´crire sous la forme
dρt = L(ρt) + 1
ε
(
J (ρt)
Tr[J (ρt)] − ρt
)
ε(dN˜t − Tr[J (ρt)]dt).
Trajectoires quantiques, e´quations de Schro¨dinger stochastiques 63
On pose dW εt = εdN˜t − dt/ε. On a donc
dW εt dW
ε
t = εdW
ε
t + dt (2.6)
dW εt dt = 0 (2.7)
On pose
Wt = lim
ε→0
W εt .
Cela de´finit un processus de diffusion. En passant a` la limite “formelle” (ε → 0) dans
l’e´quation avec sauts, on obtient une nouvelle e´quation de la forme
dρt = L(ρt) +
(
ρtkcV
⋆ + kcV ρt − Tr[ρtkcV ⋆ + kcV ρt]ρt
)
(dWt − Tr[ρtkcV ⋆ + kcV ρt]dt).
Le processus, de´fini pour tout t par
W˜t = Wt −
∫ t
0
Tr[ρskcV
⋆ + kcV ρs]ds,
est une martingale ; c’est un mouvement brownien standard. Voila un moyen “d’obte-
nir” une description des e´quations de Belavkin classiques. La section suivante expose les
proble`mes qui apparaissent lorsque l’on cherche a` e´tudier ces e´quations de manie`re ge´ne´rale
et pre´cise.
2.1.3 Proble`mes
Une premie`re remarque concerne e´videmment le fait que l’approche pre´sente´e dans la
section pre´cedente peut paraˆıtre un peu artificielle surtout concernant l’e´quation diffusive.
Comme nous l’avons de´ja` e´voque´, des re´sultats rigoureux peuvent eˆtre obtenus avec des
techniques de filtrage quantique.
Abordons ces e´quations d’un point de vue probabiliste ; on peut s’inte´resser aux ques-
tions ge´ne´rales d’existence et d’unicite´ d’une solution. Il apparaˆıt que les formulations des
e´quations pre´ce´dentes pre´sentent plusieurs lacunes.
Dans le cas de l’e´quation avec sauts par exemple, si on cherche a` statuer sur l’existence
d’une solution (ρt), il faut pouvoir travailler avec le processus qui dirige l’e´quation. Or ce
dernier est lui-meˆme de´fini a` partir de la solution (ρt). En effet un processus de comptage
est de´termine´ par son intensite´ (c’est elle qui de´termine la fre´quence des sauts) et dans
cette situation le processus (N˜t) est d’intensite´
∫ t
0
Tr[J (ρs)]ds. Le terme Tr[J (ρs)] marque
la de´pendance du processus (N˜t) vis a` vis de (ρt) dont on ne connaˆıt pas l’existence. Ainsi,
pour conside´rer (ρt) il faut connaˆıtre N˜t, mais pour connaˆıtre
˜˜Nt il faut de´finir (ρt).
Avec la formulation de´crite dans la section pre´ce´dente, on travaille avec un processus de
comptage qui n’a pas de de´finition intrinse`que. Cela empeˆche donc d’aborder la question
de l’existence de la solution de manie`re cohe´rente.
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Nous verrons en re´alite´ que la notion d’existence d’une solution impose de conside´rer
simultane´ment l’existence des deux processus car il est impossible de les conside´rer de
manie`re distincte sans ”tourner en rond”.
Remarque : Nous aurions pu eˆtre tente´ de de´finir (N˜t) a` partir d’un processus de Poisson
standard (Nt). En effet si (Xt) de´signe un processus ale´atoire croissant alors (NXt) de´crit
un processus de comptage d’intensite´ stochastique Xt. Mais ici pour de´finir (NXt) on sup-
pose de´ja` l’existence de (Xt) et ce n’est pas applicable dans notre situation. Nous verrons
que l’on ne peut pas se contenter d’un simple processus de Poisson en dimension 1.
Toujours d’un point de vue ge´ne´ral, un autre proble`me concerne le caracte`re non Lip-
schitz des fonctions qui de´finissent ces e´quations. En conse´quence, il n’est pas possible
d’appliquer les the´ore`mes classiques concernant les e´quations diffe´rentielles stochastiques.
En termes de justifications physiques, ces e´quations apparaissent de manie`re relative-
ment artificielle. Meˆme si a` partir de l’expression de Davies, conside´rer un processus de
saut peut sembler naturel, le choix d’une telle forme pour l’e´quation manque d’explications
concre`tes. En particulier, on ne peut pas de´finir de mode`le hamiltonien pour de´crire de tels
phe´nome`nes. De plus, la description de mode`les plus complexes en dimension supe´rieure
ne semble pas une chose aise´e.
On peut e´galement regretter les difficulte´s techniques ne´cessaires pour obtenir ces
re´sultats ([BGM04]) par rapport a` la description des mode`les en temps discret (cf sec-
tion 1.4 chapitre 1).
2.2 Notre approche
Dans cette section, nous pre´sentons notre approche de la the´orie de la mesure quan-
tique de type continu a` partir des trajectoires quantiques discre`tes. Nous rapprochons
cette manie`re de proce´der de celle de Attal-Pautrat qui a permis de justifier l’utilisation
du mode`le des e´quations diffe´rentielles stochastiques quantiques dans la description des
interactions continues.
Cette section est divise´e en deux parties.
La premie`re partie traite du comportement asymptotique ge´ne´ral d’une trajectoire
quantique dans le cas ou` les espaces H et H0 sont de dimensions finies quelconques.
La seconde partie traite plus particulie`rement le cas d’un atome a` deux niveaux d’e´nergie
en contact avec une chaˆıne de spin. Ce cas nous permettra par la suite d’obtenir les
e´quations de Belavkin classiques.
2.2.1 Description des asymptotiques
Le but de cette section est donc de pre´senter le comportement asymptotique des trajec-
toires quantiques afin d’obtenir “in-fine” la description de mode`les continus en dimension
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finie quelconque.
Dans un premier temps, nous donnons une description plus explicite de la chaˆıne de
Markov (ρk). Ceci nous permettra dans un deuxie`me temps de traduire les approximations
de Attal-Pautrat en termes de trajectoires quantiques.
Expression explicite de la chaˆıne de Markov
Conside´rons une trajectoire quantique (ρk) obtenue par mesures re´pe´te´es de l’observable
A =
∑P
i=0 λiPi. Pour obtenir une version plus explicite de (ρk), on de´finit
Li(ρk) = E0[(I ⊗ Pi)U (θk ⊗ β) U⋆ (I ⊗ Pi)], i = 0, . . . , p.
Cette expression correspond aux e´tats non normalise´s succeptibles d’apparaˆıtre apre`s la
mesure. Chacun apparaˆıt notamment avec probabilite´
pi(ρk) = Tr[Li(ρk)].
On peut alors de´crire la chaˆıne de Markov (ρk) sur (Σ
N
⋆
, C, P ) de la manie`re suivante :
ρk+1(ω) =
p∑
i=0
Li(ρk)(ω)
Tr[Li(ρk)(ω)]1
k+1
i (ω), (2.8)
pout tout ω ∈ ΣN⋆ . Ici, on a de´fini 1k+1i (ω) = 1i(ωk+1) pour tout k ∈ N et pour tout
i ∈ {0, . . . , p}.
Pour terminer la description de cette chaˆıne de Markov il suffit donc de calculer Li(ρ)
pour tout e´tat ρ de H0 et pour tout i ∈ {0, . . . , p}.
On conside`re β = |Ω〉〈Ω| comme e´tat de re´fe´rence de H ; rappelons ici que Ω de´signe le
premier vecteur de la base de H. L’e´tat β correspond au mode`le d’une chaˆıne ou` chaque
sous-syste`me est a` tempe´rature 0. Pour le calcul des traces partielles, on conside`re la base
ade´quate du produit tensoriel de´crite dans la section 1.3.1 du chapitre 1 et qui nous a
permis de de´crire les interactions quantiques re´pe´te´es.
Exprimons les projecteurs spectraux de I ⊗ A dans la base du produit tensoriel. Soit
Pi = (p
i
kl)0≤k,l≤N l’expression du projecteur spectral de A dans la base orthonorme´e de H.
Si I de´signe l’ope´rateur identite´ sur H0, l’expression de I ⊗ Pi, dans la base du produit
tensoriel, est donne´e par I ⊗ Pi = (piklI)0≤k,l≤N . Ici nous avons une nouvelle fois exprime´
un ope´rateur sur le produit tensoriel comme une matrice dont les coefficients agissent sur
H0.
Ainsi en conside´rant U = (Uij)0≤i,j≤N , on a
Li(ρ) =
∑
0≤k,l≤N
pikl Uk0 ρU
⋆
l0. (2.9)
Concernant les probabilite´s on a alors
pi(ρ) = Tr[Li(ρ)] =
∑
0≤k,l≤N
pikl Tr[Uk0 ρU
⋆
l0]. (2.10)
A partir de ces calculs et des approximations de Attal-Pautrat, on peut obtenir le compor-
tement asymptotique des trajectoires quantiques discre`tes.
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Expression asymptotique de la chaˆıne de Markov
On introduit le pas de temps h = 1/n. L’unitaire U , de´crivant l’interaction, de´pend
alors de ce parame`tre et on l’exprime dans la base du produit tensoriel sous la forme
U(n) = (Uij(n))0≤i,j≤N .
D’apre`s les asymptotiques pre´sente´es dans la section 1.3.2, il existe un ope´rateur auto-
adjoint H et des ope´rateurs Li0 pour i ∈ {1, . . . , p} tels que
U00(n) = I − 1
n
(
iH +
1
2
N∑
i=1
LiL
⋆
i
)
+ ◦
(
1
n
)
Ui0(n) =
1√
n
Li0 + ◦
(
1√
n
)
pour i > 0.
On notera dans la suite
L00 = −
(
iH +
1
2
N∑
i=1
Li0L
⋆
i0
)
.
On applique donc ces re´sultats aux expressions (2.9) et (2.10) et on a alors :
Li(ρ) = pi00 ρ+
1√
n
∑
1≤k≤N
(
pik0Lk0 ρ+ p
i
0k ρL
⋆
k0
)
+
1
n
[
pi00 (L00 ρ+ ρL
⋆
00) +
∑
1≤k,l≤N
piklLk0 ρL
⋆
l0
]
+ ◦
(
1
n
)
pi(ρ) = pi00 +
1√
n
Tr
[ ∑
1≤k≤N
(
pik0Lk0 ρ+ p
i
0k ρL
⋆
k0
)]
+
1
n
Tr
[(
pi00 (L00 ρ+ ρL
⋆
00) +
∑
1≤k,l≤N
piklLk0 ρL
⋆
l0
)]
+ ◦
(
1
n
)
. (2.11)
Ces approximations sont a` la base des re´sultats e´tablis dans [Pel08a] et [Pel08b] ; ils
sont exploite´s de manie`re plus comple`te dans [Pel08c].
Dans la section suivante, nous nous inte´ressons au mode`le d’un atome a` deux niveaux
d’e´nergie en contact avec une chaˆıne infinie de spin.
2.2.2 Atome a` deux niveaux d’e´nergie
Le mode`le discret que nous allons e´tudier ici est une version discre`te du mode`le continu
que nous avons introduit dans la section 2.1.2. C’est le mode`le de base qui a inspire´ les
articles [Pel08a],[Pel08b],[AP08] et [Pel08d]. Il fait e´galement l’objet de nombreuses utili-
sations pratiques dans le domaine de l’optique physique ([Har03],[HR06]).
Il s’agit donc d’un atome a` deux niveaux d’energie en interaction avec une chaˆıne de
spin ; cette situation est mode´lise´e par H0 = H = C2 muni d’une base {Ω, X} et de la base
correspondante pour le produit tensoriel (cf section 1.3.2).
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Dans ce cas l’expression (2.8) de´crite dans la section pre´ce´dente devient
ρk+1 =
L0(ρk)
p0(ρk)
1k+10 +
L1(ρk)
p1(ρk)
1k+11 . (2.12)
On de´finit alors sur ({0, 1}N⋆ , C, P ) les variables ale´atoires (Xk)k>0 par
Xk+1 =
1k+11 − p1(ρk)√
p0(ρk) p1(ρk)
. (2.13)
Ces variables ale´atoires sont centre´es et re´duites. On peut remarquer que pour k fixe´ les
variables ale´atoires 1 et Xk+1 forment une base orthonorme´e de
L2({0, 1}, p0(ρk)δ0 + p1(ρk)δ1).
Ici, la variable 1 de´signe la variable de´terministe telle que 1(i) = 1 pour i ∈ {0, 1}.
Exprime´e, maintenant, avec les variables (Xk), la trajectoire quantique (ρk) satisfait
ρk+1 =
(
L0(ρk) + L1(ρk)
)
1+
(
−
√
p1(ρk)
p0(ρk)
L0(ρk) +
√
p0(ρk)
p1(ρk)
L1(ρk)
)
Xk+1 (2.14)
On peut alors appliquer les re´sultats asymptotiques de´crits dans la section pre´ce´dente.
On conside`re pour cela une observable de la forme A = λ0P0 + λ1P1. Suivant l’expression
des projecteurs spectraux Pi dans la base {Ω, X}, on observe essentiellement deux com-
portements asymptotiques diffe´rents. Quitte a` permuter les deux projecteurs P0 et P1 on
peut supposer que p000 6= 0.
1. Si p000 = 1, alors on a P0 =
(
1 0
0 0
)
= I − P1. L’observable A est donc diagonale
dans la base {Ω, X}. On a alors la description asymptotique suivante :
L0(ρ) = ρ+ 1
n
+
1
n
[L00 ρ+ ρL
⋆
00] + ◦
(
1
n
)
L1(ρ) = 1
n
[L10 ρL
⋆
10] + ◦
(
1
n
)
.
Comme L00 peut s’e´crire sous la forme L00 = −iH + 12L10L⋆10 on a
p0(ρ) = 1− 1
n
Tr [L10 ρL
⋆
10] + ◦
(
1
n
)
(2.15)
P1(ρ) =
1
n
Tr [L10 ρL
⋆
10] + ◦
(
1
n
)
(2.16)
L’e´quation discre`te (2.14) devient alors sous forme asymptotique
ρk+1 = ρk +
1
n
(
L00 ρk + ρk L
⋆
00 + L10 ρk L
⋆
10
)
+ ◦
(
1
n
)
+
(
− ρk + L10 ρk L
⋆
10
Tr[L10 ρk L⋆10]
+ ◦(1)
)(
1k+1 − 1
n
Tr[L10 ρk L
⋆
10] + ◦
(
1
n
))
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2. Si p000 6= 1, on a 0 < p000 < 1 et de meˆme 0 < p100 < 1 car P0+P1 = I et p000 6= 0. Cette
situation concerne une observable qui ne serait pas diagonale dans la base {Ω, X}.
Dans ce cas on a
L0(ρ) = p000 ρ+
1√
n
(
p010L10 ρ+ p
0
01 ρL
⋆
10
)
+
1
n
[
p000(L00 ρ+ ρL
⋆
00) + p
0
11L10 ρL
⋆
10
]
+ ◦
(
1
n
)
L1(ρ) = p100 ρ+
1√
n
(
p110L10 ρ+ p
1
01 ρL
⋆
10
)
+
1
n
[
p100(L00 ρ+ ρL
⋆
00) + p
1
11L10 ρL
⋆
10
]
+ ◦
(
1
n
)
et pour les probabilite´s
p0(ρ) = p
0
00 +
1√
n
Tr
(
p010L10 ρ+ p
0
01 ρL
⋆
10
)
+
1
n
Tr
[
p000(L00 ρ+ ρL
⋆
00) + p
0
11L10 ρL
⋆
10
]
+ ◦
(
1
n
)
p1(ρ) = p
1
00 +
1√
n
Tr
(
p110L10 ρ+ p
1
01 ρL
⋆
10
)
+
1
n
Tr
[
p100(L00 ρ+ ρL
⋆
00) + p
1
11L10 ρL
⋆
10
]
+ ◦
(
1
n
)
.
Ainsi l’e´quation discre`te devient
ρk+1 = ρk +
1
n
(
L00ρk + ρkL
⋆
00 + L10 ρk L
⋆
10
)
+ ◦
(
1
n
)
(
eiθL10ρk + ρk(e
iθL10)
⋆ − Tr
[
eiθL10ρk + ρk(e
iθL10)
⋆
]
ρk + ◦(1)
)
Xk+1.
Le terme eiθ s’exprime a` partir des coefficients des projecteurs spectraux. L’expression
exacte n’a pas d’inte´reˆt dans la suite.
Ces deux e´quations de´crivant le comportement asymptotique des trajectoires quantiques
discre`tes en dimension 2 apparaissent comme deux e´quations stochastiques aux diffe´rences.
Chacune d’elle comporte deux parties :
– Une partie de´terministe ou` apparaˆıt l’expression d’un lindbladien
L(ρ) = L00ρ+ ρL⋆00 + L10 ρL⋆10
= −i[H, ρ]− 1
2
[2L10 ρL
⋆
10 − L⋆10L10 ρ+ ρL⋆10L10]. (2.17)
– Une autre partie, ale´atoire, qui repre´sente la perturbation due a` la mesure. Avec
l’expression des e´quations classiques de Belavkin de´crites dans la section 2.1.2, on
peut aise´ment intuiter quels mode`les on obtiendra a` la limite.
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Dans la section suivante, on applique les re´sultats asymptotiques, de´crits dans cette
section et dans la pre´ce´dente, pour e´tablir les mode`les stochastiques de´crivant l’effet d’une
mesure indirecte de type continu sur un syste`me quantique.
2.3 Re´sultats
Cette section est consacre´e aux diffe´rents re´sultats obtenus dans les articles pre´sente´s
dans ce rapport. Les 4 premie`res parties sont consacre´es au mode`le de l’atome a` deux
niveaux d’e´nergies et la dernie`re traite des mode`les en dimension supe´rieure.
Dans les deux premie`res parties, nous donnons un sens pre´cis aux e´quations de Belav-
kin classiques. En particulier, nous donnons un sens mathe´matique pre´cis a` l’equation de
Belavkin avec sauts et nous exposons les re´sultats d’existence, d’unicite´ et d’approximation
dans les deux cas classiques.
Les deux sections suivantes pre´sentent deux extensions des cas classiques. La premie`re
extension concerne les trajectoires quantiques avec introduction de la the´orie du controˆle
stochastique. La deuxie`me extension concerne le cas ou` la chaˆıne infinie est a` tempe´rature
positive.
Enfin la dernie`re section concerne la dimension supe´rieure a` 2. Les e´quations diffe´rentiel-
les que nous allons pre´senter dans cette section apparaˆıtront comme des ge´ne´ralisations des
e´quations classiques.
Les the´ories probabilistes utilise´es pour de´montrer les diffe´rents re´sultats seront pre´sen-
te´es dans le chapitre 3. Comme nous l’avons de´ja` signale´, une telle pre´sentation a e´te´ choisie
pour deux raisons.
– La premie`re concerne le fait que les mode`les que nous exposons ici sont naturels a`
partir de la description discre`te
– La deuxie`me concerne le fait que les objets mathe´matiques et les techniques dont
nous parlerons dans le chapitre 3 pre´sentent leurs propres inte´reˆts.
2.3.1 Existence, unicite´ et approximation : cas diffusif
Dans cette section, nous pre´sentons les re´sultats relatifs au cas diffusif et correspondant
a` l’article [Pel08a]. Dans cet article, on montre que l’e´quation classique de Belavkin diffusive
admet une unique solution et que cette solution est a` valeurs dans les e´tats. En outre
on justifie physiquement l’utilisation d’un tel mode`le par la convergence de trajectoires
quantiques particulie`res vers la solution de cette e´quation.
Existence et unicite´
L’e´quation classique de Belavkin de type diffusif de´crivant un syste`me H0 a` deux ni-
veaux en contact avec un champ de photons (chaˆıne de spin) soumis a` une mesure indirecte
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de type continu est donne´e par
dρt = L(ρt)dt+
(
Cρt + ρtC
⋆ − Tr[Cρt + ρtC⋆]ρt
)
dWt. (2.18)
Le processus (Wt) de´signe un mouvement brownien standard unidimensionnel.
Dans cette expression, l’ope´rateur C correspond a` l’ope´rateur L10 qui apparaˆıt lors de
la description des asymptotiques (section 2.2.2). Ici l’ope´rateur L est de type Lindblad ; il
agit sur les e´tats de la manie`re suivante :
L(ρ) = −i[H, ρ]− 1
2
[2C ρC⋆ − C⋆Cρ− ρC⋆C].
La solution de cette e´quation s’appelle donc une trajectoire quantique diffusive et le
processus (ρt) de´crit l’e´volution de l’e´tat du syste`me H0. L’e´volution linbladienne donne´e
par l’e´quation maˆıtresse dρt = L(ρt)dt est donc perturbe´e par un bruit induit par l’appareil
de mesure.
A notre connaissance, dans la litte´rature, le proble`me de l’existence et de l’unicite´ n’a
jamais e´te´ re´ellement traite´ en de´tail. Dans l’absolu, une telle question n’est pas de´nue´e
d’inte´reˆt car cette e´quation ne rentre pas directement dans le cadre le plus classique des
e´quations diffe´rentielles diffusives. En effet, les coefficients qui de´finissent l’e´quation ne sont
pas lipschitziens et les the´ore`mes classiques ne s’appliquent pas imme´diatement.
Avant d’e´noncer le re´sultat concernant l’existence et l’unicite´ dans le cas diffusif, il
est inte´ressant (et meˆme essentiel) de donner une version e´quivalente de cette e´quation en
terme d’e´tats purs. Nous obtenons le re´sultat suivant.
Proposition 2.1 (Proposition 2 de l’article [Pel08a]) Soit (Wt) un mouvement
brownien standard sur un espace de probabilite´ (Ω,F ,Ft, P ). Soit ψ0 un vecteur de H0 ≃ C2
de norme 1 et soit C un ope´rateur quelconque sur C2. Pour tout processus (φt) a` valeurs
dans H0, on de´finit ν(φt) = 12〈φt, (C + C⋆)φt〉 pour tout t.
Alors si l’e´quation suivante
dψt = (C − ν(ψt)I)ψt dWt +
(
−iH0 − 1
2
(
C⋆C − 2ν(ψt)C + ν(ψt)2I
))
ψt dt (2.19)
admet une unique solution (ψt), on a presque suˆrement ‖ψt‖ = 1 pour tout t ≥ 0.
De plus, le processus (|ψt〉〈ψt|) est a` valeurs dans les e´tats purs de H0 et satisfait
l’e´quation diffusive de Belavkin (2.18).
Cette proposition nous permet de voir qu’une solution de (2.18) peut eˆtre de´crite par
un processus compose´ d’e´tats purs. Mieux, si on a les re´sultats d’unicite´ de la solution pour
(2.18) et (2.19), alors il y a e´quivalence entre l’e´quation (2.18) et (2.19) de`s l’instant que
l’e´tat initial est un e´tat pur.
Concernant l’e´quation (2.19), le the´ore`me suivant exprime le re´sultat d’existence et
d’uncite´ (il s’agit de la version fonction d’onde du the´ore`me 3 de [Pel08a]).
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The´ore`me 2.2 Soit (Wt) un mouvement brownien standard sur un espace de probabilite´
(Ω,F ,Ft, P ). Soit ψ0 un vecteur de H0 ≃ C2 de norme 1 et soit C un ope´rateur quelconque
sur C2. Pour tout processus (φt) a` valeurs dans H0, on de´finit ν(φt) = 12〈φt, (C + C⋆)φt〉
pour tout t.
Alors l’e´quation
dψt = (C − ν(ψt)I)ψt dWt +
(
−iH0 − 1
2
(
C⋆C − 2ν(ψt)C + ν(ψt)2I
))
ψt dt (2.20)
admet une unique solution (ψt) qui ve´rifie presque suˆrement ‖ψt‖ = 1 pour tout t ≥ 0.
Ici aussi les coefficients qui de´finissent l’e´quation diffe´rentielle stochastique ne sont pas
Lipschitz. Comme nous le verrons dans le chapitre 3, on obtient la solution par une me´thode
de troncature, la proprie´te´ d’eˆtre de norme 1 assure ensuite l’existence de la solution.
Cette proprie´te´ d’eˆtre de norme 1 re´ve`le la cohe´rence physique d’une telle e´quation car
elle de´finit, ainsi, un processus stochastique a` valeurs dans les fonctions d’onde.
Concernant l’e´quation (2.19) de´finie pour des matrices densite´s, il incombe de ve´rifier
que cette e´quation pre´serve la proprie´te´ d’eˆtre une matrice densite´. Il est par exemple facile
de ve´rifier que cette e´quation pre´serve la trace et le caracte`re auto-adjoint. En revanche
il n’est pas du tout e´vident que ce type d’e´quation pre´serve la positivite´. Dans l’article
[Pel08a], on montre qu’il s’agit d’une conse´quence du the´ore`me 2.2.
The´ore`me 2.3 (The´ore`me 3 de [Pel08a]) Soit (Wt) un mouvement brownien stan-
dard sur un espace de probabilite´ (Ω,F ,Ft, P ). Soit ρ un e´tat sur H0.
L’e´quation diffe´rentielle stochastique dρt = L(ρt)dt+
(
Cρt + ρtC
⋆ − Tr[Cρt + ρtC⋆]ρt
)
dWt.
ρ0 = ρ
(2.21)
admet une unique solution (ρt) a` valeurs dans les e´tats sur H0.
Classiquement, cette e´quation n’apparaˆıt pas directement sous cette forme dans la
litte´rature qui traˆıte de ces sujets. En effet, elle apparaˆıt sous la forme suivante.
dρt = L(ρt)dt+
(
Cρt + ρtC
⋆ − Tr[Cρt + ρtC⋆]ρt
)
(dW˜t − Tr[Cρt + ρtC⋆]dt),
ou` le processus de´crit par
t→ W˜t −
∫ t
0
Tr[Cρs + ρsC
⋆]ds
est un mouvement brownien standard.
Le rapport entre cette e´quation et l’e´quation (2.18) est donne´ par le the´ore`me de chan-
gement de mesure de Girsanov adapte´ ici a` notre cas.
72 Chapitre 2
The´ore`me (Girsanov) 2.4 Soit (Wt) un mouvement brownien standard sur un espace
de probabilite´ (Ω,F , P ). Soit ρ un e´tat et soit (ρt) le processus satisfaisant
ρt = ρ+
∫ t
0
L(ρs)ds+
(
Cρs + ρsC
⋆ − Tr[Cρs + ρsC⋆]ρs
)
dWs. (2.22)
On de´finit alors la nouvelle mesure de probabilite´ Q par
dQ
dP
= exp
(∫ T
0
Tr[ρt(C + C
⋆)]dWs − 1
2
∫ T
0
Tr[ρt(C + C
⋆)]2ds
)
. (2.23)
Alors sous Q, le processus de´finit par
W˜t −
∫ t
0
Tr[Cρs + ρsC
⋆]ds
est un mouvement brownien standard.
Apre`s avoir de´fini le mode`le diffusif des e´quations de Belavkin et de´crit les principaux
re´sultats mathe´matiques concernant ce cas, exposons maintenant le re´sultat de convergence
qui permet de donner une justification physique de cette e´quation.
Convergence
Dans cette section, nous exposons le re´sultat de convergence des trajectoires quantiques
discre`tes vers l’e´quation diffusive de Belavkin. Cette convergence sera justifie´e dans le
chapitre 3 par des me´thodes de convergences d’inte´grales stochastiques.
On conside`re donc le mode`le des mesures re´pe´te´es dans le cas H0 = H = C2. Chaque
espace est muni de la base orthonorme´e {Ω, X}.
Soit (ρk) une trajectoire quantique obtenue par mesures re´pe´te´es d’une observable A
non-diagonale dans la base {Ω, X}. Lorsque le pas de temps est h = 1/n, l’e´quation
de´crivant (ρk) satisfait asymptotiquement
ρk+1 = ρk +
1
n
(
L(ρk) + ◦ (1)
)
+
(
eiθL10ρk + ρk(e
iθL10)
⋆ − Tr
[
eiθL10ρk + ρk(e
iθL10)
⋆
]
ρk + ◦(1)
)
Xk+1. (2.24)
Le the´ore`me suivant exprime alors le re´sultat de convergence de cette trajectoire quan-
tique lorsque le pas de temps tend vers 0.
On note D2[0, t) l’espace des processus ca`dla`g a` valeurs dans les ope´rateurs de H0
muni de la topologie de Skorohod (topologie de la convergence en loi pour les processus
stochastiques).
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The´ore`me 2.5 (The´ore`me 8 de [Pel08a]) Soit (ρk) la trajectoire quantique satisfai-
sant l’e´quation (2.24). Alors pour tout T > 0, le processus (ρ[nt])t>0 converge dans D2[0, T )
vers le processus solution de l’e´quation diffe´rentielle stochastique
ρt = ρ0 +
∫ t
0
L(ρs)ds
+
∫ t
0
(
eiθL10 ρk + ρk(e
iθL10)
⋆ − Tr
[
eiθL10 ρk + ρk(e
iθL10)
⋆
]
ρk
)
dWs, (2.25)
ou` (Wt) de´signe un mouvement brownien standard unidimensionnel.
En conside´rant le cas θ = 0 et L10 = C, on obtient exactement la meˆme e´quation que
celle de´crite pre´ce´demment dans la section 2.1.2.
Ce the´ore`me donne une justification physique rigoureuse et intuitive de l’utilisation d’un
mode`le d’e´quation diffe´rentielle stochastique diffusive pour de´crire une mesure quantique
de type continu.
2.3.2 Existence, unicite´ et approximation : cas poissonien
Dans cette section, nous donnons un sens pre´cis a` l’e´quation classique de Belavkin avec
processus de sauts. On donne ensuite les re´sultats concernant l’existence et l’unicite´ d’une
solution. Comme pour le cas diffusif on justifie ensuite ce mode`le par approximation.
Cette section correspond a` l’article [Pel08b].
Existence et unicite´
Classiquement, le mode`le de Belavkin avec sauts est de´crit par l’e´quation diffe´rentielle
suivante
dρt = L(ρt)dt+
(
J (ρt)
Tr[J (ρt)] − ρt
)
(dN˜t − Tr[J (ρt)]dt),
ou` N˜t est un processus de comptage (ou de saut) dont l’intensite´ stochastique est donne´e
par t→ ∫ t
0
Tr[J (ρs)]ds. L’ope´rateur J est de´fini par :
J (ρ) = C ρC⋆,
ou` C est un ope´rateur quelconque sur C2.
Cette description correspond a` l’e´quation obtenue a` l’aide d’arguments heuristiques au
de´but de ce chapitre (section 2.1.2). Comme nous l’avons e´voque´ dans la section 2.1.3,
cette e´quation n’a pas de sens sous cette forme car le processus N˜t n’est pas correctement
de´fini.
En re´alite´, pour conside´rer une telle e´quation, il ne faut pas seulement conside´rer le
processus (ρt) comme solution mais il faut conside´rer le couple (ρt, N˜t) et les construire
simultane´ment. Une notion correcte de solution est la suivante (cf [JP82]).
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De´finition 2.1 Soit (Ω,F ,Ft, P ) un espace de probabilite´, un processus-solution de l’e´qua-
tion
dρt = L(ρt)dt+
(
J (ρt)
Tr[J (ρt) − ρt
)
(dN˜t − Tr[J (ρt)]dt)
est la donne´e d’un processus (ρt) et d’un processus de comptage N˜t tel que presque suˆrement
on ait
ρt = ρ0 +
∫ t
0
(
L(ρs−)− J (ρs−) + Tr[J (ρs−)]ρs−
)
ds+
∫ t
0
(
J (ρs−)
Tr[J (ρs−) − ρs−
)
dN˜t
et tel que le processus (N˜t −
∫ t
0
Tr[J (ρs−)]ds)t est une (Ft) martingale. Cette proprie´te´ de
martingale entraˆıne le fait que (N˜t) a pour intensite´ t→
∫ t
0
Tr[J (ρs−)]ds.
Nous adopterons donc cette de´finition pour parler de solution pour l’e´quation avec
sauts ; le processus (ρt), si il existe, est appele´ trajectoires quantiques avec sauts.
Il est alors clair dans cette de´finition que la notion de solution ne´cessite la construction
simultane´e du processus (ρt) et du processus N˜t. Il est e´galement important de souligner que
cette de´finition ne´cessite aussi de de´finir un espace de probabilite´ (Ω,F ,Ft, P ) ade´quate
(cette notion de solution peut eˆtre interpre´te´e en terme de proble`me de martingale cf
chapitre 3 section 3.2.3).
Pour construire un tel espace Ω dans l’article [Pel08b], on conside`re un espace suppor-
tant une mesure ale´atoire de Poisson. Nous reviendrons plus en de´tail sur ce sujet dans la
section 3.1.1 du chapitre 3.
Pour de´crire ici, de manie`re pre´cise, le mode`le avec sauts des e´quations de Belavkin,
nous allons utiliser un processus ponctuel de Poisson N sur R2 de´fini sur un espace de
probabilite´ (Ω,F , P ). Un processus de Poisson N est une distribution ale´atoire de points
sur R2. On de´finit alors une mesure ale´atoire a` partir de N de la manie`re suivante (cette
notion sera reprise et de´taille´e dans le chapitre 3).
Soit ω ∈ Ω et soit B un bore´lien de R2, on pose
N(ω,B) = card{N(ω) ∈ B}.
Un processus ponctuel de Poisson ve´rifie :
1. Pour tout bore´lien B
P [N(B) = k] = exp(−λ(B))λ(B)
k
k!
,
ou` λ(B) de´signe la mesure de Lebesgue de B.
2. Pour tout l ∈ N⋆ et pour toute suite (Ai)0≤i≤l de bore´liens disjoints deux a` deux, les
variables ale´atoires N(Ai) sont mutuellement inde´pendantes.
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De plus, on de´finit pour tout bore´lien B
m(B) = E[N(B)].
Ceci de´finit une mesure sur les bore´liens et cette mesure est appele´e mesure intensite´ de
N . Dans cette situation, on a m(B) = λ(B) pour tout bore´lien.
On a donc le the´ore`me suivant qui re´pond a` la de´finition 2.1.
The´ore`me 2.6 Soit (Ω,F , P ) un espace de probabilite´ supportant un processus ponctuel
de Poisson N sur R2. Tout processus (ρt) satisfaisant
ρt = ρ0 +
∫ t
0
(
L(ρs−)− J (ρs−) + Tr[J (ρs−)]ρs−
)
ds
+
∫ t
0
∫
R
(
J (ρs−)
Tr[J (ρs−)] − ρs−
)
10<x<Tr[J (ρs−)]N(ds, dx) (2.26)
permet de de´finir le processus de comptage N˜t par
N˜t =
∫ t
0
∫
R
10<x<Tr[J (ρs−)]N(ds, dx).
En de´finissant Ft = σ(ρs, s ≤ t), le processus
t 7−→ N˜t −
∫ t
0
Tr[J (ρs−)]ds
est alors une Ft martingale.
En conclusion, les processus (ρt) et (N˜t) re´pondent a` la de´finition 2.1.
Comme pour le cas diffusif, nous avons la version fonction d’onde de l’e´quation (2.26).
Proposition 2.7 Soit (Ω,F , P ) un espace de probabilite´ supportant un processus ponctuel
de Poisson N sur R2. Soit ψ0 un vecteur de C
2 de norme 1. Si l’e´quation diffe´rentielle
stochastique
ψt = ψ0 +
∫ t
0
[
−iH − 1
2
C⋆C − 1
2
ηt + (
√
ηt)C
]
ψs−ds
+
∫ t
0
∫
R
(
Cψs−
‖Cψs−‖ − ψs−
)
10<x<ηs−N(ds, dx), (2.27)
ou` ηt = 〈xt, C⋆Cxt〉, admet une solution (ψt). Alors presque suˆrement pour tout t, on a
‖ψt‖ = 1.
De plus le processus (|ψt〉〈ψt|) est a` valeurs dans les e´tats purs de H0 et satisfait
l’e´quation de Belavkin avec sauts(2.26).
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Avec des arguments similaires au cas diffusif, on prouve graˆce a` cette proposition que la
partie e´quation diffe´rentielle ordinaire admet une solution. Ensuite, de proche en proche,
on construit les instants de sauts de la solution. Nous pre´ciserons cela dans le cadre de
l’utilisation des mesures ale´atoires de Poisson dans le chapitre 3.
On peut e´noncer le the´ore`me concernant l’unicite´ et l’existence d’une solution pour
l’e´quation (2.26).
The´ore`me 2.8 (The´ore`me 4 de [Pel08b]) Soit (Ω,F , P ) un espace de probabilite´ sup-
portant un processus ponctuel de Poisson N sur R2. soit ρ un e´tat sur H0. L’e´quation
diffe´rentielle stochastique
ρt = ρ+
∫ t
0
(
L(ρs−)− J (ρs−) + Tr[J (ρs−)]ρs−
)
ds
+
∫ t
0
∫
R
(
J (ρs−)
Tr[J (ρs−)] − ρs−
)
10<x<Tr[J (ρs−)]N(ds, dx) (2.28)
admet une unique solution (ρt)t≥0 a` valeurs dans les e´tats sur H0.
Ce the´ore`me montre donc que le mode`le d’e´quation de Belavkin avec sauts est cohe´rent.
En particulier, l’e´quation avec sauts admet une solution a` valeurs e´tats.
La section suivante concerne le re´sultat de convergence qui montre que la solution de
l’e´quation avec sauts peut eˆtre obtenue comme limite d’une trajectoire quantique.
Convergence
Nous avons vu pre´ce´demment que le cas diffusif pouvait eˆtre obtenu comme mode`le li-
mite des trajectoires quantiques de´crivant la mesure des observables non-diagonales. Nous
allons donc exposer, ici, le re´sultat concernant les mesures re´pe´te´es d’une observable dia-
gonale. On se place donc dans le cadre des mesures re´pe´te´es d’une observable diagonale
dans la base {Ω, X} de H.
En fixant le temps d’interaction h = 1/n, l’e´quation d’e´volution de la trajectoire quan-
tique (ρk) de´crivant l’expe´rience est de´crite, sous forme asymptotique, par :
ρk+1 = ρk +
1
n
(
L(ρk) + ◦ (1)
)
+
(
− ρk + J (ρk)
Tr[J (ρk)] + ◦(1)
)(
1k+1 − 1
n
Tr[J (ρk)] + ◦
(
1
n
))
. (2.29)
Il s’agit donc d’une version discre`te de l’e´quation de Belavkin avec sauts ; le the´ore`me
concernant le re´sultat de convergence est donc le suivant.
The´ore`me 2.9 (The´ore`me 6 de [Pel08b]) Soit (ρk) la trajectoire quantique satisfai-
sant l’e´quation (2.29). Alors pour tout T > 0, le processus (ρ[nt])t≥0 converge dans D2[0, t)
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vers le processus solution de l’e´quation :
ρt = ρ+
∫ t
0
(
L(ρs−)− J (ρs−) + Tr[J (ρs−)]ρs−
)
ds
+
∫ t
0
∫
R
(
J (ρs−)
Tr[J (ρs−)] − ρs−
)
10<x<Tr[J (ρs−)]N(ds, dx), (2.30)
ou` N est un processus de Poisson sur R2.
Comme dans le cas de l’e´quation diffusive, l’utilisation d’un mode`le stochastique avec
sauts est donc justifie´ comme limite d’un mode`le discret de trajectoire quantique. En par-
ticulier, notre approche donne un cadre mathe´matique et physique pre´cis pour l’utilisation
de ce type d’e´quation.
Nous finissons cette section avec un the´ore`me de type convergence vers l’e´quilibre.
Convergence vers l’e´quilibre
Dans cette section, nous pre´sentons un re´sultat concernant le retour a` l’e´quilibre de la
solution de l’e´quation avec sauts. Ce re´sultat est e´galement valable pour le cas diffusif. Ces
the´ore`mes correspondent au the´ore`me 6 de l’article [AP08].
Nous e´nonc¸ons le re´sultat seulement pour le cas avec sauts. Le re´sultat de conver-
gence dans le cas diffusif est le´ge´rement diffe´rent (meˆme re´sultat mais type de convergence
diffe´rent).
Bien que les re´sultats soient similaires, celui concernant l’e´quation avec sauts se preˆte
plus facilement a` des interpre´tations physiques.
On rappelle que, d’apre`s les travaux de Davies, l’e´quation avec sauts apparaˆıt dans le
cas ou` la mesure est re´alise´e par un compteur de photons. Conservons cette expe´rience en
me´moire et inte´ressons nous a` un mode`le particulier de mesures de´crites par l’e´quation avec
sauts. Nous allons de´terminer des conditions particulie`res sur les parame`tres qui de´finissent
l’interaction (unitaires, hamiltoniens...) et observer un comportement spe´cial pour la tra-
jectoire quantique.
On se place dans le cas H = 0 et dans le cas C =
(
0 1
0 0
)
. Il est alors facile de ve´rifier
par le calcul que si ρ =
(
1 0
0 0
)
alors
L(ρ) = J (ρ) =
(
0 0
0 0
)
.
Cela signifie que si l’e´tat initial du syste`me ρ0 =
(
1 0
0 0
)
alors pour tout t on a ρt = ρ0
(en effet, les ope´rateurs L et J de´terminent la dynamique).
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D’autre part, si T1 de´signe le temps du premier saut, on montre que
ρT1 =
J (ρT1−)
Tr[J (ρT1−)]
.
Or dans cette situation (avec les ope´rateurs H et C que nous avons fixe´s) pour tout e´tat
ρ, on a
J (ρ)
Tr[J (ρ)] =
(
1 0
0 0
)
1Tr[J (ρ) 6=0 +
(
0 0
0 0
)
.
Ainsi, apre`s T1, par le meˆme raisonnement que ci-dessus, la solution satisfait ρt =
(
1 0
0 0
)
pour tout t.
Cela signifie, physiquement, par exemple que l’atome a e´mis un photon et qu’il est
ensuite plonge´ dans un e´tat et n’e´volue plus. Bien que indirecte, la mesure semble une
nouvelle fois destructrive.
Dans la perspective ou` l’atome n’e´met aucun photon, on montre alors que la solution
converge, quand t tend vers l’infini, vers l’e´tat
(
1 0
0 0
)
.
Ce re´sultat mathe´matique peut eˆtre rapprocher du phe´nome`ne physique observe´ re´cem-
ment concernant la vie et la mort d’un photon ([GKG+07]).
Dans l’article [Pel08d], on montre que si l’atome est excite´ par un laser cette situation
ne se produit pas. En effet le laser exerce une sorte de controˆle sur l’atome, qui meˆme apre`s
avoir e´mis un photon, est sans cesse excite´.
2.3.3 Trajectoires quantiques controle´es
Dans cette section, nous abordons une premie`re extension des deux mode`les expose´s
pre´ce´demment. Les re´sultats pre´sente´s ici sont de´taille´s dans l’article [Pel08d].
Nous allons e´tendre la notion de controˆle introduite dans la section 1.3.3 au cas de la
notion de controˆle stochastique. Il s’agit d’introduire des strate´gies de controˆle qui peuvent
de´pendre des re´sultats des mesures. Comme les observations sont ale´atoires, il est naturel
de conside´rer des strate´gies ale´atoires.
Reprenons la description des mesures re´pe´te´es d’une observable A = λ0P0 + λ1P1 sur
la chaˆıne infinie.
Si la trajectoire quantique (ρ˜k) satisfait ρ˜k = ρ˜ a` l’e´tape k, alors ρ˜k+1 peut prendre
deux valeurs Hi(ρ˜)
Tr[Hi(ρ˜)] , i ∈ {0, 1},
ou` Hi(ρ˜) = P (k+1)i Uk+1 ρ˜ U⋆k+1P (k+1)i .
On rappelle ici que l’ope´rateur Uk agit comme un ope´rateur unitaire U sur H0 tenseur
la ke`me copie de H et comme l’ope´rateur identite´ ailleurs. Les projecteurs P (k)i sont les
extensions des ope´rateurs Pi sur la k
e`me copie de H (cf notations section 1.4).
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Appliquer une strate´gie de controˆle impose donc une modification a` chaque e´tape de
l’unitaire Uk. On de´crit alors cet unitaire par Uk = Uk(h, uk−1(h)) ou` h est le temps
d’interaction et uk(h) est le parame`tre qui de´crit le controˆle. On retrouve ici la description
donne´e dans la section 1.3.3, mais on e´largit le cadre en permettant a` uk d’eˆtre ale´atoire.
On va alors conside`rer deux types de controˆles possibles :
1. si pour tout k et pour tout h il existe une fonction u de R dans R telle que uk(h) =
u(kh), la strate´gie note´e u = (uk) est dite de´terministe (comme dans la section 1.3.3)
2. si pour tout k et pour tout h il existe une fonction u de R ×M2(C) dans R lle que
uk(h) = u(kh, ρk) alors la strate´gie u = (uk) est dite markovienne.
Plus ge´ne´ralement, on peut conside´rer des strate´gies qui de´pendent de tout le passe´
de la trajectoire. Cependant, dans plusieurs applications notamment en optimisation (cf
the´ore`me 10 et 11 de l’article [Pel08d]), il s’ave`re que la notion de strate´gie markovienne
suffit.
Nous ne de´crirons pas en de´tail la chaˆıne de Markov et les approximations ; nous ren-
voyons le lecteur a` l’article [Pel08d].
Sur l’espace H0 la trajectoire quantique (ρk) est de´crite de la manie`re suivante.
On conside`re des ope´rateurs unitaires encore note´s Uk(h, uk−1(h) sur le produit tensoriel
H0 ⊗ H qui agissent comme les ope´rateurs unitaires de´crits ci-dessus. Les transitions Li
sont donc de´finies par
Li(ρ) = E0[(I ⊗ Pi)Uk+1(h, uk(h)) ρ⊗ β U⋆k+1(h, uk(h)) (I ⊗ Pi)].
On pose h = 1/n et on conside`re β = |Ω〉〈Ω|.
Concernant la forme des projecteurs Pi, on retrouve la meˆme distinction entre les ob-
servables diagonales et les observables non-diagonales. Le the´ore`me qui suit s’appuie sur les
de´finitions et les approximations pre´sente´es dans la section 1.3.3, il re´sume les the´ore`mes
6 et 9 de [Pel08d].
The´ore`me 2.10 (The´ore`mes 6 et 9 de [Pel08d]) Soit (ρk) une trajectoire quantique
obtenue par mesures re´pe´te´es d’une observable diagonale. Alors pour tout T ≥ 0 le processus
(ρ[nt]) converge en loi dans D2[0, T ) vers la solution de l’e´quation diffe´rentielle stochastique
ρt = ρ0 +
∫ t
0
L(s, u(s, ρs))(ρs)ds
+
∫ t
0
∫
R
(P(s−, u(s−, ρs−))− ρs−)1
0<x<Tr
»
J
(
s−,u(s−,ρs−)
)
(ρs−)
–(N(dx, ds)− dxds),
(2.31)
ou` N de´signe un processus de Poisson sur R2 et ou`
P(s−, u(s−, ρs−)) = J (s−, u(s−, ρs−))(ρs−)
Tr[J (s−, u(s−, ρs−))(ρs−)] .
80 Chapitre 2
Soit (ρk) une trajectoire quantique obtenue par mesures re´pe´te´es d’une observable non-
diagonale. Alors pour tout T ≥ 0 le processus (ρ[nt]) converge en loi dans D2[0, T ) vers la
solution de l’e´quation diffe´rentielle stochastique
ρt = ρ0 +
∫ t
0
L(s, u(s, ρs))(ρs)ds
+
∫ t
0
[
C
(
s, u(s, ρs)
)
ρs + ρsC
⋆
(
s, u(s, ρs)
)
− Tr[ρs(C
(
s, u(s, ρs)
)
+ C⋆
(
s, u(s, ρs)
)
]ρs
]
dWs,
(2.32)
ou` (Wt) est un mouvement brownien standard unidimensionnel.
Il est inte´ressant de remarquer qu’en moyenne, dans les deux cas, le processus (ρt)
satisfait
E[ρt] = ρ0 +
∫ t
0
E[L(s, u(s, ρs))(ρs)]ds.
Nous avons donc ici la notion de linbladien ale´atoire et cette expression correspond a` la
notion d’e´quation maˆıtresse dans une telle situation.
Une telle situation est nettement plus complique´e a` justifier dans le cadre des e´volutions
de´crites dans la section 1.2.2 du chapitre 1. Ajoute´ a` cela, les subtilite´s de la the´orie
des probabilite´s non-commutatives qui apparaissent en the´orie du filtrage quantique sont
amplifie´es par l’introduction de la notion de controˆle stochastique. Cela permet donc de
justifier l’efficacite´ de l’utilisation d’une approche discre`te.
Dans la section suivante, nous pre´sentons une dernie`re extension du mode`le de l’atome
a` deux niveaux d’e´nergie.
2.3.4 Bain de chaleur
Les mode`les pre´ce´demment pre´sente´s concernaient toujours une chaˆıne dont l’e´tat de
re´fe´rence du syste`me caracte´ristique e´tait un e´tat pur de la forme β = |Ω〉〈Ω|. Ces mode`les
de´crivent principalement des situations a` tempe´rature ze´ro.
Dans cette section, nous allons introduire une tempe´rature positive. Cette notion est
caracte´rise´e par le fait que l’e´tat caracte´ristique de la chaˆıne est un e´tat dit e´tat tempe´rature
(en particulier cet e´tat est non pur).
On de´crit ici l’e´tat de H sous la forme
β =
e−αH
Tr[e−αH ]
=
(
β1 0
0 β2
)
, (2.33)
avec 0 < βi < 1 pour tout i ∈ {1, 2}. L’ope´rateur H correspond a` l’hamiltonien du
syste`me et le parame`tre α est proportionelle a` l’inverse de la tempe´rature (d’habitude ce
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parame`tre est note´ β mais nous avons choisi cette notation pour les e´tats, dans le cas d’une
tempe´rature positive ce parame`tre est fini).
Une telle e´criture est toujours possible a` obtenir. Il suffit de choisir la base de re´fe´rence
{Ω, X} comme une base de diagonalisation de l’e´tat β. Cet e´tat correspond donc a` l’e´tat
tempe´rature “discret”.
On conside`re le principe de mesures re´pe´te´es d’une observable A de la forme A =
λ0P0 + λ1P1.
La proposition (1.15) concernant la proprie´te´ de Markov ne de´pend pas de l’e´tat de
re´fe´rence de l’espace H, la trajectoire quantique obtenue dans une telle situation conserve
donc cette proprie´te´.
Remarque : Il est possible de comparer les re´sultats que nous allons obtenir ici avec
ceux expose´s dans la section 2.3.3 concernant le cas des trajectoires quantiques de dimen-
sion supe´rieure. En effet, graˆce a` l’outil de la repre´sentation G.N.S, on peut “identifier”
le syste`me quantique (H, β) avec (B(H), |I〉〈I|) ou` I est l’ope´rateur identite´ et de´signe le
premier vecteur d’une base orthonorme´e de B(H). On peut alors appliquer directement les
re´sultats de 2.3.3 avec B(H) ≃ C4 et Ω = I.
L’utilisation de la repre´sentation G.N.S ne pre´sente pas d’inte´reˆt ici car les re´sultats
concernant la situation “tempe´rature” peuvent eˆtre e´tablis avec les meˆmes outils que ceux
utilise´s pour le cas classique des e´quations de Belavkin.
Pour de´crire le principe d’interaction, on conside`re donc de manie`re habituelle un uni-
taire de la forme
U(n) =
(
U00(n) U01(n)
U10(n) U11(n)
)
.
Dans cette situation, les 4 coefficients de U(n) vont apparaˆıtre dans l’expression des tran-
sitions de la chaˆıne de Markov (ρk).
En effet, si ρk = ρ et si Pi = (P
i
kl)0≤k,l≤1 alors ρk+1 peut prendre deux valeurs
Li(ρ)
Tr[Li(ρ)] ,
ou` cette fois-ci
Li(ρ) = pi00U00(n)(ρ) + pi10U01(n)(ρ) + pi01U10(n)(ρ) + pi11U11(n)(ρ) i ∈ {0, 1}, (2.34)
avec
U00(ρ) = β1U00ρU⋆00 + β2U01ρU⋆01, U01(ρ) = β1U00ρU⋆10 + β2U01ρU⋆11
U10(ρ) = β1U10ρU⋆00 + β2U11ρU⋆01, U11(ρ) = β1U10ρU⋆10 + β2U11ρU⋆11
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On conside`re les asymptotiques suivantes (cf [AP06], [AJ07])
U00(n) = I +
1
n
(
− iH − iγ0I − 1
2
C⋆C
)
U01(n) =
1√
n
C⋆
U10(n) =
1√
n
C
U11(n) = I +
1
n
(
− iH − iγ1I − 1
2
CC⋆
)
.
Un hamiltonien total Htot sur le syste`me couple´ permettant d’obtenir un tel comportement
asymptotique peut eˆtre donne´ par (cf [])
Htot = H0 ⊗ I + I ⊗
(
γ0 0
0 γ1
)
+
1√
n
(
C ⊗ a01 + C⋆ ⊗ a10
)
, (2.35)
ou` H0 est l’hamiltonien du petit syste`me, la matrice H = diag(γ0, γ1) correspond a` l’hamil-
tonien du syste`me caracte´ristique de la chaˆıne. L’ope´rateur C est un ope´rateur quelconque
et les ope´rateurs a10 et a
0
1 correspondent aux ope´rateurs introduits dans le chapitre 1 section
1.3. Il est important de noter que dans une telle description l’e´tat tempe´rature est de´crit
par β = diag(β1, β2) avec
βi =
e−αγi
e−αγ0 + e−αγ1
.
On peut alors de´crire le comportement asymptotique des trajectoires discre`tes. De la
meˆme manie`re on observe deux e´volution distinctes.
1. Dans le cas ou` l’observable A est diagonale dans la base {Ω, X} on a l’expression
asymptotique suivante qui de´crit l’e´volution de (ρk)
ρk+1 = ρk +
1
n
(
L(ρ) + ◦(1)
)
+
1
n
(
H(ρk) + ◦(1)
)
Xk+1, (2.36)
avec
L(ρ) = −i[H0, ρ]− 1
2
(
β1(C
⋆Cρ+ ρC⋆C) + β2(CC
⋆ρ+ ρCC⋆)
)
+β1CρC
⋆ + β2C
⋆ρC.
L’expression de H n’est pas ne´cessaire dans la suite car elle n’apparaˆıt pas dans le
re´sultat de convergence. La forme du linbladien obtenue ainsi correspond aux formes
de´crivant les mode`les classiques d’interactions type : syste`me + bain de tempe´rature.
2. Dans le cas d’une observable non-diagonale dans la base {Ω, X}, comme pour le cas
ze´ro tempe´rature, on observe des asymptotiques similaires quelque soit le choix de
l’expression des projecteurs spectraux Pi. Ainsi, si par exemple
A =
(
1
2
1
2
1
2
1
2
)
−
(
1
2
−1
2
−1
2
1
2
)
.
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On a l’expression asymptotique suivante
ρk+1 = ρk +
1
n
(L(ρk) + ◦(1))) + 1√
n
(F(ρk) + ◦(1))Xk+1, (2.37)
ou` L(ρ) a` la meˆme expression que ci-dessus et
F(ρ) =
[
β1(ρC
⋆ + Cρ) + β2(ρC + C
⋆ρ)
]
− Tr[ρ(C + C⋆)]ρ
Le re´sultat concernant la convergence est donc le suivant.
The´ore`me 2.11 (The´ore`mes 8 et 9 de [AP08]) Soit (ρk) la trajectoire quantique
de´crivant le principe de mesures re´pe´te´es d’une observable diagonale. Alors, le proces-
sus (ρ[nt]), de´fini a` partir de cette chaˆıne de Markov, converge en loi vers la solution de
l’e´quation diffe´rentielle ordinaire
d(ρt) = L(ρt)dt. (2.38)
Soit (ρk) la trajectoire quantique de´crivant le principe de mesures re´pe´te´es satisfai-
sant l’e´quation (2.37). Alors le processus (ρ[nt]), de´fini a` partir de cette chaˆıne de Markov,
converge en loi vers la solution de l’e´quation diffe´rentielle stochastique
d(ρt) = L(ρt)dt+ F(ρt)dWt, (2.39)
ou` (Wt) de´signe un mouvement brownien standard unidimensionnel.
Le re´sultat le plus marquant est l’absence d’e´volution poissonienne a` la limite et l’ob-
tention e´galement d’une e´volution de´terministe.
2.3.5 Trajectoires diffusives avec sauts
Les re´sultats pre´ce´dents sont relatifs au cas de la dimension 2. Nous allons voir dans
cette section quels sont les mode`les stochastiques ade´quats pour e´tudier des mode`les en di-
mension supe´rieure. Il s’agit de ge´ne´ralisations des e´quations classiques de Belavkin de´crites
par des e´quations de type saut-diffusion, c’est a` dire, des e´quations diffe´rentielles stochas-
tiques dirige´es par plusieurs bruits browniens et poissoniens.
Bien que similaire au cas classiques, l’appproche qui permet d’e´atblir les mode`les conti-
nus dans le cas de la dimension supe´rieure est sensiblement diffe´rente. Nous conservons
la de´marche qui consiste a` obtenir les diffe´rents mode`les comme limites des trajectoires
discre`tes. Cependant, les mode`les limites peuvent paraˆıtre moins intuitifs car les e´quations
qui les de´finissent n’apparaissent pas comme des e´quivalents continus d’e´quations discre`tes.
En effet comme nous le verrons dans le chapitre 3, les mode`les continus sont de´finis
comme les solutions de proble`mes de martingales. Ces solutions sont e´galement de´crites a`
partir d’e´quations diffe´rentielles stochastiques dont les solutions peuvent eˆtre une nouvelle
fois obtenues comme limites de trajectoires quantiques discre`tes. Des e´quations du meˆme
type apparaissent dans les travaux de Barchielli ([BPZ98]).
Cette section correspond a` l’article [Pel08c].
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Description des mode`les
On se place dans le cas ou` H0 = CN+1 et H = CK+1 et on conside`re un principe de
mesures re´pe´te´es d’une observable A de H de la forme
A =
p∑
i=0
λiPi.
ou` les projecteurs spectraux sont de la forme Pi = (p
i
kl)0≤k,l≤K , i = 0, . . . , p. Quitte a`
permuter ces projecteurs, on peut supposer que p000 6= 0 (car
∑
Pi = I). On de´finit alors
les ensembles
I = {i ∈ {1, . . . , p}/pi00 = 0}
J = {i ∈ {1, . . . , p}/pi00 6= 0} = {1, . . . , p} \ I. (2.40)
Ainsi A peut s’e´crire
A = λ0P0 +
∑
i∈I
λiPi +
∑
j∈J
λjPj.
Cette distinction se justifie naturellement avec le comportement asymptotique de la chaˆıne
(ρk) suivant le fait que l’on observe une valeur propre λi avec i dans I ou i dans J (cf
section 2.2.2).
Nous allons voir que l’ensemble I contribue aux e´volutions browniennes alors que l’en-
semble J correspond aux e´volutions de type saut.
On conside`re un espace de probabilite´ (Ω,F , P ) sur lequel vivent un mouvement brow-
nien p+1 dimensionnel (Wt = (W0(t), . . . ,Wp(t)) et p processus de Poisson Ni, i = 1, . . . , p
mutuellement inde´pendants et inde´pendants du mouvement brownien.
Avant de de´finir les e´quations diffe´rentielles stochastiques mode´lisant la the´orie de la
mesure quantique en dimension supe´rieure a` 2, on introduit les fonctions
gi(ρ) =
( ∑
1≤k,l≤N p
i
klLk0 ρL
⋆
l0
Tr[
∑
1≤k,l≤N p
i
klLk0 ρL
⋆
l0]
− ρ
)
vi(ρ) = Tr
[ ∑
1≤k,l≤N
piklLk0 ρL
⋆
l0
]
hi(ρ) =
1√
pi00
[ ∑
1≤k≤N
(
pik0Lk0 ρ+ p
i
0k ρL
⋆
k0
)− Tr[ ∑
1≤k≤N
(
pik0Lk0 ρ+ p
i
0k ρL
⋆
k0
) ]
ρ
]
L(ρ) = L00 ρ+ ρL⋆00 +
∑
1≤k≤N
Lk0 ρL
⋆
k0, (2.41)
pour tout i ∈ {0, . . . , p}. Ici L correspond a` un ope´rateur de type Linblad et les ope´rateurs
Li correspondent aux ope´rateurs de´finis a` partir des conditions limites de l’unitaire U .
Les e´quations diffe´rentielles stochastiques de´crivant la the´orie de la mesure continue en
dimension supe´rieure sont de´finies de la manie`re suivante.
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1. dans le cas J = ∅, on pose l’e´quation diffe´rentielle stochastique suivante sur (Ω,F , P )
ρJt = ρ0 +
∫
L(ρJs−)ds+
p∑
i=1
∫ t
0
∫
R
gi(ρ
J
s−)10<x<vi(ρJs−) [Ni(dx, ds)− dxds] . (2.42)
2. dans le cas J = ∅, on pose l’e´quation diffe´rentielle stochastique suivante sur (Ω,F , P )
ρJt = ρ0 +
∫
L(ρJs−)ds+
∑
i∈J S{0}
∫ t
0
hi(ρ
J
s−)dWi(s)
+
∑
i∈I
∫ t
0
∫
R
gi(ρ
J
s−)10<x<vi(ρJs−) [Ni(dx, ds)− dxds] . (2.43)
Comme il est clairement souligne´ dans l’article [Pel08c], ces e´quations n’ont pas de sens
si le processus (ρJt ) n’est pas a` valeurs dans l’ensemble des e´tats. Par exemple, le terme
vi
(
ρJt−
)
peut ne pas eˆtre re´el si ρJt− est une matrice quelconque.
Contrairement au cas des e´quations classiques, on ne peut pas obtenir le re´sultat concer-
nant la proprie´te´ d’eˆtre un e´tat inde´pendamment du re´sultat de convergence. Il est donc
important de noter que le re´sultat suivant concernant l’existence d’une solution est en fait
une conse´quence du re´sultat de convergence.
The´ore`me 2.12 Soit (Ω,F , P ) un espace de probabilite´ sur lequel vivent un mouvement
brownien p+ 1 dimensionnel et p processus ponctuel de Poisson Ni, i = 1, . . . , p mutuelle-
ment inde´pendants et inde´pendants du mouvement brownien. Soit I un sous ensemble de
{1, . . . , p} (e´ventuellement vide) et J = {1, . . . , p} \ I.
1. Si I = ∅, l’e´quation diffe´rentielle stochastique
ρJt = ρ0 +
∫
L(ρJs−)ds+
p∑
i=1
∫ t
0
∫
R
gi(ρ
J
s−)10<x<vi(ρJs−) [Ni(dx, ds)− dxds] . (2.44)
admet une unique solution (ρJt ) a` valeurs dans les e´tats.
2. Si I 6= ∅, l’e´quation diffe´rentielle stochastique
ρJt = ρ0 +
∫
L(ρJs−)ds+
∑
i∈J S{0}
∫ t
0
hi(ρ
J
s−)dWi(s)
+
∑
i∈I
∫ t
0
∫
R
gi(ρ
J
s−)10<x<vi(ρJs−) [Ni(dx, ds)− dxds] , (2.45)
admet une unique solution (ρJt ) a` valeurs dans les e´tats
Ce the´ore`me e´tablit donc la description de mode`les de mesure de type continu en
dimension finie quelconque. Il est une conse´quence de la proposition 3, du the´ore`me 3 et
du the´ore`me 5 de l’article [Pel08c].
La section suivante e´tablit les re´sultats de convergence.
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Convergence
Le the´ore`me suivant e´tablit donc le re´sultat de convergence pour les trajectoires quan-
tiques en dimension finie quelconque.
The´ore`me 2.13 (The´ore`me 5 de [Pel08c]) Soit (ρk) la trajectoire quantique de´crivant
le principe de mesures re´pe´te´es d’une observable A de la forme
A = λ0P0 +
∑
i∈I
λiPi +
∑
j∈J
λjPj.
Alors pour tout T ≥ 0, le processus (ρ[nt]) converge en loi dans DN+1[0, T ) vers le processus
(ρt) satisfaisant
ρJt = ρ0 +
∫
L(ρJs−)ds+
p∑
i=1
∫ t
0
∫
R
gi(ρ
J
s−)10<x<vi(ρJs−) [Ni(dx, ds)− dxds] , (2.46)
dans le cas ou` I = ∅ et satisfaisant
ρJt = ρ0 +
∫
L(ρJs−)ds+
∑
i∈J S{0}
∫ t
0
hi(ρ
J
s−)dWi(s)
+
∑
i∈I
∫ t
0
∫
R
gi(ρ
J
s−)10<x<vi(ρJs−) [Ni(dx, ds)− dxds] , (2.47)
dans le cas ou` I 6= ∅.
Il est inte´ressant de noter que les deux cas classiques sont des cas particuliers de ces
re´sultats lorsque l’observable A n’a que 2 valeurs propres distinctes.
Cependant il apparaˆıt clairement, dans le cas ge´ne´ral, qu’il y a peu de liens entre l’ex-
pression de ces e´quations diffe´rentielles stochastiques et les e´quations d’e´volutions discre`tes.
Comme nous le verrons dans le chapitre 3 et comme il est stipule´ a` la fin de l’article [Pel08c],
on peut donner une version encore plus abstraite (moins naturelle) pour la loi limite des
trajectoires quantiques discre`tes.
Voila` donc re´sume´ l’ensemble des re´sultats que nous avons e´tablis dans les articles
pre´sente´s dans la deuxie`me partie de ce rapport.
Le chapitre suivant pre´sente les outils utilise´s pour justifier l’existence, l’unicite´ et
l’approximation des solutions des e´quations de Schro¨dinger stochastiques.
Chapitre 3
Outils probabilistes
Dans ce chapitre, nous pre´sentons les e´le´ments et les the´ories probabilistes utilise´s dans
nos travaux pour e´tudier les e´quations de Schro¨dinger stochastiques et les trajectoires
quantiques.
Comme l’indique une partie du titre de cette the`se, nous nous sommes inte´resse´s
aux proble`mes ge´ne´raux de l’existence et de l’unicite´ d’une solution pour les diffe´rentes
e´quations pre´sente´es dans le chapitre 2. Sans se pre´occuper dans un premier temps de
l’interpre´tation physique de ces e´quations, il s’agit de montrer que de telles e´quations ont
une pertinence mathe´matique. En particulier, admettent-elles une solution, cette solution
est-elle unique et quelles sont ses proprie´te´s ? Notre approche de ces e´quations, notamment
dans le cas des e´quations avec sauts ou avec saut-diffusion, est assez ge´ne´rale et peut eˆtre
utilise´e dans de nombreux autres domaines ou` des e´quations du meˆme genre apparaissent,
mathe´matiques financie`res, fiabilite´...Concernant la question de l’existence et de l’unicite´
de solutions pour des e´quations diffusives de type Schro¨dinger stochastique, une approche
inte´ressante est pre´sente´e dans l’article [MR07]. On peut e´galement se re´fe´rer a` l’article
[BPZ98].
Le deuxie`me aspect de notre travail, qui concerne la dernie`re partie du titre de cette
the`se, s’inte´resse a` l’approximation de ces e´quations. Nourrie par l’objectif de justifier l’uti-
lisation de telles e´quations a` partir de mode`les concrets et discrets, cette de´marche permet
d’utiliser des techniques enrichissantes et instructives dans le domaine de la convergence
des processus stochastiques.
Ce chapitre se divise en deux parties.
Dans la section 3.1, on de´crit dans un premier temps la notion de mesures ale´atoires de
Poisson. Cette the´orie permet dans l’article [Pel08b] de donner un sens pre´cis a` l’e´quation
classique avec sauts. Elle englobe notamment le cas particulier du processus de Poisson
que nous avons expose´ dans la section 2.3.2.
Apre`s avoir donne´ un sens mathe´matique pre´cis a` la notion de solution pour les e´qua-
tions de Schro¨dinger stochastique, le proble`me suivant est le caracte`re non-Lipschitz des
coefficients qui de´finissent ces e´quations. Dans un deuxie`me temps, nous pre´sentons donc
une me´thode ge´ne´rale de troncature qui permet de montrer l’existence et l’unicite´ de solu-
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tions pour des e´quations de ce type.
La section 3.2 est consacre´e a` la convergence des processus de´finissant les trajectoires
quantiques discre`tes vers les solutions des e´quations de Schro¨dinger stochastiques. On
pre´sente ici trois me´thodes qui correspondent chacune a` l’un des articles pre´sente´s dans la
deuxie`me partie.
Dans la section 3.2.1, on aborde la notion de convergence des inte´grales stochastiques
base´es sur les travaux de Kurtz et Protter. On pre´sente ici les outils qui nous ont permis
de prouver la convergence dans le cas de l’e´quation classique de Belavkin avec e´volution
diffusive. Nous pre´sentons donc le re´sultat ge´ne´ral qui nous a permis de conclure. Ce
re´sultat, bien que naturel, pre´sente quelques ”pathologies” que nous tenterons de mettre
en e´vidence.
La section 3.2.2 concerne le cas classique de l’e´quation avec sauts. Cette section permet
de montrer “l’impossibilite´” d’appliquer les techniques utilise´es pour le cas diffusif dans
cette situation. Afin de parvenir au re´sultat, on met en place une me´thode de couplage qui
consiste a` re´aliser les trajectoires quantiques discre`tes et continues dans le meˆme espace
de probabilite´. Cette approche nous permet alors une comparaison effective entre les deux
processus ; le re´sultat final ne´cessite encore l’e´tude du sche´ma d’approximation d’Euler.
Enfin, la dernie`re section de ce chapitre concerne les re´sultats qui traitent du cas ge´ne´ral
des e´quations de Schro¨dinger stochastiques en dimension finie quelconque [Pel08c]. Comme
ces e´quations font apparaˆıtre un me´lange des deux e´volutions classiques et que ces deux
e´volutions ne´cessitent des me´thodes diffe´rentes pour prouver les re´sultats d’approxima-
tions, nous pre´sentons une troisie`me approche base´e sur la convergence des ge´ne´rateurs de
processus de Markov afin de prouver les re´sultats dans cette situation. Cette section est
divise´e en deux parties : une consacre´e aux re´sultats de convergence et une autre qui e´tudie
la notion ge´ne´rale de proble`mes de martingales. En effet, c’est cette notion qui permet de
de´finir les processus continus.
3.1 Existence et unicite´ des solutions
3.1.1 Mesures ale´atoires de Poisson
Dans cette section, nous revenons sur l’e´quation classique de Belavkin avec sauts. Dans
le chapitre 2, nous avons propose´ un moyen de de´crire l’e´quation avec sauts a` l’aide d’un
processus ponctuel de Poisson. Un tel processus est en re´alite´ un cas particulier de la the´orie
des mesures ale´atoires. Nous allons reprendre ici quelques ingre´dients de cette the´orie pour
justifier l’utilisation de tels outils dans le cadre des trajectoires quantiques. Nous de´taillons
e´galement quelques e´le´ments utilise´s de manie`re implicite dans [Pel08b] et qui re´ve`le la
richesse de cette the´orie ([JS03],[Jac79]).
Commenc¸ons par la de´finition ge´ne´rale d’une mesure ale´atoire.
De´finition 3.1 Soit (Ω,F ,Ft, P ) un espace de probabilite´. Une mesure ale´atoire est
une famille de mesures σ-finies µ = (µ(ω, .), ω ∈ Ω) sur (R+ × Rd,Bor(R+)⊗ Bor(Rd)).
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Comme nous allons le voir, une mesure ale´atoire de Poisson est un cas particulier d’une
mesure ale´atoire.
Avant de de´finir la notion de mesure ale´atoire de Poisson, nous aurons besoin au
pre´alable de la notion de tribu optionnelle. Rappelons que sur Ω × R+, la tribu optio-
nelle note´e O est la tribu engendre´e par les processus (Ft) adapte´s qui sont continus a`
droite et qui admettent une limite a` gauche. On parlera e´galement de la tribu pre´visible
note´e P qui est la tribu engendre´e par les processus continus.
Sur Ω × R+ × Rd on notera O˜ la tribu, encore appele´e tribu optionnelle, de´finie par
O ⊗ Bor(Rd). On de´finit de la meˆme fac¸on P˜ = P ⊗ Bor(Rd).
A partir de ces tribus, on va pouvoir de´finir la notion de mesure ale´atoire optionnelle.
Soit W une fonction de´finie Ω×R+×Rd et soit µ une mesure ale´atoire. Si les applications
W (ω, .) sont bore´liennes, on de´finit (si cela a un sens)
W ∗ µt(ω) =
∫
[0,t]×Rd
W (ω, s, x)µ(ω, ds, dx).
Cela de´finit un processus sur Ω× R+ a` valeurs dans Rd.
De´finition 3.2 Une mesure ale´atoire µ est dite optionnelle (respectivement pre´visible)
si pour toute fonction W optionelle, c’est a` dire O˜ mesurable (respectivement pre´visible)
le processus (W ∗ µt) est O mesurable (respectivement P mesurable).
Cette notion apparaˆıt dans la de´finition d’une mesure ale´atoire de Poisson et permettra
ensuite d’inte´grer par rapport a` une mesure ale´atoire de Poisson.
De´finition 3.3 Une mesure ale´atoire µ est dite entie`re si
1. Pour tout ω ∈ Ω, la quantite´ µ(ω, t× Rd) ≤ 1.
2. Pour tout A ∈ Bor(R+) ⊗ Bor(Rd), la variable ale´atoire µ(., A) est a` valeurs dans
N ∪ {+∞}.
Une mesure ale´atoire µ est appele´emesure ale´atoire de Poisson si c’est une mesure
entie`re optionnelle satisfaisant
1. La mesure m, de´finie sur (R+ × R,Bor(R+) ⊗ Bor(Rd)) par m(A) = E[µ(A)] pour
tout A ∈ Bor(R+)⊗ Bor(Rd), est sans atome.
2. m(0× Rd) = 0.
3. Pour tout t > 0, pour tout l ∈ N⋆ et pour toute suite finie (Ai)i∈{0,...,l} tels que les
Ai sont des e´le´ments de Bor(]t,+∞)) ⊗ Bor(Rd) disjoints deux a` deux et satisfai-
sant m(Ai) < ∞, les variables ale´atoires µ(Ai) sont mutuellement inde´pendantes et
inde´pendantes de Ft.
La mesure m de´finie dans cette de´finition s’appelle la mesure intensite´ de µ. .
Remarque : Un processus ponctuel de Poisson est un cas particulier de mesure ale´atoire
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de Poisson (muni de la plus petite tribu qui rend la mesure optionnelle) dont la mesure
intensite´ est la mesure de Lebesgue. Re´ciproquement on peut montrer ([Jac79]) que toute
mesure ale´atoire de Poisson sur R2 ayant pour mesure intensite´ la mesure de Lebesgue
peut eˆtre interpre´te´e comme un processus de Poisson sur R2.
Ce qui va suivre va nous permettre de de´crire le moyen d’inte´grer par rapport a` une
mesure ale´atoire de Poisson. Conside´rons donc une mesure ale´atoire de Poisson µ. On pose
D =
{
(ω, t) ∈ Ω× R+/µ (ω, {t} × Rd) = 1} .
Alors pour tout (ω, t) ∈ D, il existe un unique point βt(ω) ∈ Rd tel que µ(ω, dt, dx) =
δβt(ω)(dx). Si (ω, t) /∈ D, on pose βt(ω) = β (on de´finit un point β tel que β /∈ Rd). Le
processus (βt) est optionnel car une mesure de Poisson est suppose´e optionnelle.
Ajoute´ a` cela, comme la mesure µ est σ-finie, l’ensemble D est mince, c’est a` dire que
pour tout ω ∈ Ω l’ensemble Dω = {t ∈ R+/(ω, t) ∈ D} est au plus de´nombrable. On peut
alors de´crire cet ensemble par
D =
⋃
n≥0
{(ω, t) ∈ Ω× R+/Tn(ω) = t},
ou` Tn est une suite croissante de temps d’arreˆt. On a en effet
Tn = inf{t > Tn−1/βt ∈ D}.
Nous verrons qu’une telle suite de temps d’arreˆt sera de´finie lorsque l’on de´finira la solution
de l’e´quation avec sauts a` l’aide des mesures ale´atoires de Poisson.
De´crivons maintenant un processus de la forme (W ∗ µt) a` l’aide de l’ensemble D. Cet
ensemble nous permet d’e´crire la formule d’inte´gration suivante
W ∗ µt(.) =
∑
n≥0
W (., Tn(.), βTn(.)(.))1[Tn(.),∞[(t). (3.1)
Maintenant que l’on sait inte´grer par rapport a` une mesure ale´atoire de Poisson, on va
pouvoir de´finir des e´quations diffe´rentielles stochastiques par rapport a` une telle mesure.
Notre attention se portera essentiellement sur l’e´quation avec sauts ; une mesure ale´atoire
de Poisson va effectivement nous permettre de de´finir le processus N˜t. Il est important
de souligner que ce qui va suivre peut eˆtre adapte´ dans de nombreuses situations faisant
intervenir des processus de comptages avec intensite´ stochastique.
La pre´sentation qui va suivre est la traduction en termes de trajectoires quantiques
avec sauts de l’article de Jacod et Protter [JP82]. Conside´rons un espace de probabilite´
(Ω,F , P ) supportant une mesure ale´atoire de Poisson µ sur R2 dont la mesure intenite´
est la mesure de Lebesgue. On peut alors de´finir l’e´quation diffe´rentielle avec sauts de la
manie`re suivante :
ρt = ρ0 +
∫ t
0
(
L(ρs−)− J (ρs−) + Tr[J (ρs−)]ρs−
)
ds
+
∫ t
0
∫
R
[(
J (ρs−)
Tr[J (ρs−)] − ρs−
)
10<x<Tr[J (ρs−)]
]
µ(ds, dx) (3.2)
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Tout processus solution de (3.2) satisfait
ρt = ρ0 +
∫ t
0
(
L(ρs−)− J (ρs−) + Tr[J (ρs−)]ρs−
)
ds
+
∑
n≥0
(
J (ρTn−)
Tr[J (ρTn−)]
− ρTn−
)
10<βTn<Tr[J (ρTn−)]1[Tn,∞[(t), (3.3)
ou` le processus (βt) et les temps d’arreˆt (Tn)n correspondent a` la mesure µ.
Une telle solution permet de de´finir le processus
N˜t =
∫ t
0
∫
R
10<x<Tr[J (ρs−)]µ(ds, dx).
Cela de´finit un processus de comptage dont l’intensite´ stochastique est
t→
∫ t
0
Tr[J (ρs−)]ds.
Les instants de sauts de ce processus correspondent a` ceux du processus (ρt). Il est impor-
tant de noter que les instants de sauts du processus (ρt) ne correspondent pas force´ment
aux temps d’arreˆts (Tn).
Donnons maintenant un moyen de de´finir la solution de l’e´quation (3.3). La version que
nous pre´sentons, ici, est le´ge`rement diffe´rente de celle expose´e dans l’article mais elle est
rigoureusement e´quivalente ; il s’agit d’utiliser de manie`re plus syste´matique le formalisme
des mesures ale´atoires de Poisson et la formule d´ınte´gration (3.1). Nous ferons ensuite le
lien entre la description qui va suivre et la formule (3.3).
Au pre´alable, pour tout processus (νt) a` valeurs dans les e´tats sur H0, on de´finit
N˜ νt =
∫ t
0
∫
R
10<x<Tr[J (νs−)]µ(ds, dx).
Le processus, ainsi de´fini, est un processus de comptage d’intensite´ stochastique
t 7→
∫ t
0
Tr[J (νs−)]ds.
Comme il existe une constante K telle que pour tout e´tat ρ, on a Tr[J (ρ)] ≤ K, on dit
que l’intensite´ est borne´e. Cette proprie´te´ assure que le processus (N˜ νt ) est bien de´fini pour
tout t ([JP82],[Pel08b]).
Nous allons donc de´finir une suite de processus que nous noterons (ρ
(n)
t ). Cette suite
nous permettra ensuite de de´finir la solution de l’e´quation avec sauts. On pose pour tout
t ≥ 0
ρ
(0)
t = ρ0 +
∫ t
0
L(ρ(0)s − J (ρ(0)s ) + Tr[J (ρ(0)s )]ρsds,
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ou` ρ0 est l’e´tat initial du petit syste`me. Avant de de´finir (ρ
(n)
t ) pour tout n, on va de´finir
ρ
(1)
t de la manie`re suivante
ρ
(1)
t = ρ0+
∫ t
0
(
L(ρ(1)s )−J (ρ(1)s )+Tr
[J (ρ(1)s ] ρ(1)s )ds+
 J (ρ(0)T˜1−)
Tr
[
J (ρ(0)
T˜1−)
] − ρ(0)
T˜1−
1[T˜1,∞[(t),
ou`
T˜1 = inf
{
t/N˜
ρ(0)
t > 1
}
.
Pour de´finir les processus (ρ
(0)
t ) et (ρ
(1)
t ), il faut pouvoir re´soudre l’equation
dρt = L(ρt)− J (ρt) + Tr[J (ρt)]ρtds.
On montre (section 3.1.2) que si la condition initiale est un e´tat, alors une telle e´quation
admet une unique solution a` valeurs e´tats (il faut remarquer que ce re´sultat n’est pas
imme´diat car les coefficients qui de´finissent l’e´quation ne sont pas lipschitziens).
On peut alors remarquer que T˜1 > 0 presque suˆrement (e´ventuellement infini). Ainsi
par unicite´ de la solution, il est e´vident que les processus (ρ
(0)
t ) et (ρ
(1)
t ) co¨ıncident sur
[0, T˜1[.
On de´finit alors la solution (ρt) de l’e´quation avec sauts sur [0, T˜1[, en posant ρt = ρ
(0)
t
pour tout t ∈ [0, T˜1[. A l’instant T˜1 on a alors
ρT˜1 = ρ
(0)
T˜1− +
 J (ρ(0)T˜1−)
Tr
[
J (ρ(0)
T˜1−)
] − ρ(0)
T˜1−
 = J (ρ(0)T˜1−)
Tr
[
J (ρ(0)
T˜1−)
] = J (ρT˜1−)
Tr
[J (ρT˜1−)] ;
cet ope´rateur est e´galement un e´tat sur H0. La solution apre`s T˜1 est alors donne´e par (ρ(1)t )
jusqu’au prochain saut.
Avec ce principe de construction en me´moire, on de´finit le processus (ρ
(n)
t ) et la suite
de temps d’arreˆts (T˜n) tels que
ρ
(n+1)
t = ρ0 +
∫ t
0
(
L(ρ(n+1)s )− J (ρ(n+1)s ) + Tr
[J (ρ(n+1)s ] ρ(n+1)s )ds
+
n∑
k=1
 J (ρ(n)T˜k−)
Tr
[
J (ρ(n)
T˜k−)
] − ρ(n)
T˜k−
1[T˜k,∞[(t).
T˜n+1 = inf
{
t/N˜
ρ(n+1)
t > N˜
ρ(n+1)
T˜n
}
On ve´rifie alors par unicite´ de la solution de l’e´quation diffe´rentielle ordinaire que
ρ
(n+1)
t = ρ
(n)
t sur [0, T˜n[. De plus, la suite (T˜n) est une suite croissante et T˜n+1 > T˜n
sur {T˜n < ∞}. Il faut e´galement ve´rifier que ces diffe´rents processus sont a` valeurs dans
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les e´tats pour que leurs de´finitions soient valables. Alors comme l’intensite´ est borne´e, on
montre que
lim
n→∞
T˜n =∞ p.s.
On de´finit alors la solution (ρt) de l’e´quation avec sauts en posant
ρt = ρ
(n)
t sur [0, T˜n[.
Cette solution est donc bien de´finie pour tout instant t. Dans la section suivante, une
me´thode ge´ne´rale de troncature qui permet de statuer sur l’existence de solutions pour les
e´quations de Schro¨dinger stochatisques. Cette me´thode permet, entre autres, de montrer
l’existence d’une solution pour la partie e´quation diffe´rentielle ordinaire de l’e´quation avec
sauts.
Pour de plus amples de´tails sur les e´quations ou` interviennent des processus de comptage
avec intensite´ stochastique, le lecteur pourra consulter [JP82]. Pour le cas plus spe´cifique
de l’e´quation de Belavkin avec sauts, nous renvoyons a` notre article [Pel08b].
3.1.2 Me´thode de troncature
Dans toutes les e´quations diffe´rentielles que nous avons de´crites la majorite´ des fonc-
tions de´finissant ces e´quations ne sont pas lipschitziennes. On ne peut donc pas appliquer
directement les the´ore`mes classiques concernant l’existence et l’unicite´ de solutions pour
des e´quations diffe´rentielles stochastiques ([JS03],[Pro04],[SV06]). Il faut donc modifier ces
e´quations afin de pouvoir exhiber une solution, notamment en utilisant une me´thode de
troncature.
De´crivons cette me´thode dans le cas des e´quations de Schro¨dinger stochastiques de
dimension supe´rieure ou e´gale a` 2 relatives a` la section 2.3.3. La forme la plus ge´ne´rale est
de´crite par
ρt = ρ0 +
∫ t
0
L(ρs−)ds+
∑
i∈J S{0}
∫ t
0
hi(ρs−)dWi(s)
+
∑
i∈I
∫ t
0
∫
R
gi(ρs−)10<x<vi(ρs−) [Ni(dx, ds)− dxds]
= ρ0 +
∫ t
0
(
L(ρs−)−
∑
i∈I
gi(ρs−)vi(ρs−)
)
ds+
∑
i∈J S{0}
∫ t
0
hi(ρs−)dWi(s)
+
∑
i∈I
∫ t
0
∫
R
gi(ρs−)10<x<vi(ρs−)Ni(dx, ds). (3.4)
Rappelons que I et J forment une partition de {1, . . . , p.} et que l’on travaille sur un espace
(Ω,F , P ) sur lequel vivent un mouvement brownien p+1 dimensionnel W = (W0, . . . ,Wp)
et p processus de Poisson (Ni)i∈{1,...,p} inde´pendants et inde´pendants deW . Il est inte´ressant
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de remarquer que chaque Ni de´finit une mesure ale´atoire de Poisson et que les re´sultats de
3.1.1 restent valables.
Comme nous l’avons e´voque´ dans la section 3.1.1, pour re´soudre ce type d’e´quation, il
faut pouvoir re´soudre l’e´quation diffe´rentielle stochastique
ρt = ρ0 +
∫ t
0
(
L(ρs−)−
∑
i∈I
gi(ρs−)vi(ρs−)
)
ds+
∑
i∈J S{0}
∫ t
0
hi(ρs−)dWi(s). (3.5)
Soulignons que dans la section 3.1.1, l’e´quation dont on conside´rer la solution e´tait une
e´quation diffe´rentielle ordinaire qui est un cas particulier de ce type d’e´quation (il n’y a
pas de parties browniennes...). De meˆme, dans les e´quations ne comportant que des bruits
poissoniens, il faut pouvoir re´soudre seulement la partie e´quation diffe´rentielle ordinaire.
Une condition suffisante pour qu’une telle e´quation admette une unique solution est le
fait que les coefficients qui de´finissent cette e´quation soient Lipschitz. Or d’apre`s l’expres-
sion des diffe´rentes fonctions (cf section 2.3.5), il apparaˆıt clairement que ces coefficients
sont C∞ mais pas Lipschitz.
Pour rendre ces coefficients Lipschitz, on utilise une me´thode de troncature. Pour cela
on de´finit une fonction dite de troncature ; pour k ∈ N⋆, on pose
φk(x) = −k1x<−k + x1−k≤x≤k + k1x>k,
pour tout x ∈ R.
Dans le cas ou` on travaille avec des processus a` valeurs dans les ope´rateurs sur H0 =
C
N+1, pour toute matrice M = (Mij)0≤i,j≤N on pose
φ˜k(M) = (φk(Re(Mij)) + iφk(Im(Mij)))0≤i,j≤N .
Soit f une fonction de´finie sur B(H0), on de´finit fk = f ◦ φk. Ainsi si f est localement
lipschitzienne, alors fk est lipschitzienne. Comme les fonctions L, givi et hi sont C∞, elles
sont localement lipschitziennes.
Fixons k ∈ N⋆, l’e´quation diffe´rentielle stochastique suivante
ρt = ρ0 +
∫ t
0
(
Lk(ρs−)−
∑
i∈I
gki (ρs−)v
k
i (ρs−)
)
ds+
∑
i∈J S{0}
∫ t
0
hki (ρs−)dWi(s) (3.6)
admet une unique solution que l’on notera (ρkt ) et qui est continue. On note ρ
k
t (ij) les
coefficients de la matrice ρkt . On pose alors
Tk = inf{t > 0,∃(i, j) ∈ {0, . . . , N}2/|Re(ρkt (ij))| = k ou |Im(ρkt (ij))| = k}.
Comme ρ0 est un e´tat, pour tout (i, j) ∈ {0, . . . , N}2 on a |ρ0(ij)| ≤ 1. Ainsi par continuite´
de la solution (ρkt ) on a Tk > 0. De plus, par de´finition sur [0, Tk[ on a |Re(ρkt (ij))| < k et
|Im(ρkt (ij))| < k, donc pour tout t ∈ [0, Tk[ on a
φ˜k(ρ
k
t ) = ρ
k
t . (3.7)
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Ainsi le processus (ρkt ) satisfait (3.5) sur [0, Tk[. Classiquement, pour montrer que (3.5)
admet une solution, on montre que
lim
k→∞
Tk = +∞.
Dans notre situation ce fait est simplifie´ car on montre que T2 =∞ presque suˆrement.
En effet, on montre que (ρ2t ) est un processus a` valeurs dans l’ensemble des e´tats. Dans ce
cas, pour tout t et pour tout (i, j) ∈ {0, . . . , N}2, on a |ρ2t (ij)| < 2 car ρ2t est un e´tat ; ce
qui entraˆıne T2 =∞.
On peut appliquer alors un principe similaire a` celui pre´sente´ dans la section 3.1.1 pour
de´finir les instants de sauts du processus solution.
Comme nous l’avons de´ja` annonce´, pour montrer que la solution est a` valeurs dans
l’ensemble des e´tats, la proprie´te´ qui est difficile a` montrer est la positivite´.
Concernant les e´quations classiques, on utilise l’e´quivalence entre l’e´quation pour les
matrices densite´s et les fonctions d’ondes. Comme il s’agit de mode`les en dimension 2, on
a le lien suivant pour de´crire les e´tats purs.
ρ est un e´tat pur⇔ ∃z ∈ C2/〈z, ρz〉 = 0.
Conside´rons le processus (ρ2t ), on pose alors
T = inf{t > 0,∃z ∈ C2/〈z, ρ2t z〉 = 0},
alors ρ2T est un e´tat pur. La solution apre`s T est a` valeurs e´tats purs. En effet, soit z ∈ C2
de norme 1 tel que 〈z, ρ2T z〉 = 0 alors ρ2T = |z〉〈z|. La solution apre`s T est donc donne´e par
l’e´quation pour les fonctions d’onde avec comme condition initiale z.
Remarque : Pour prouver que les e´quations concernant les fonctions d’onde admettent une
solution, on doit encore utiliser une me´thode de troncature, toujours a` cause du proble`me
des coefficients non-Lipschitz. Le fait que si ces e´quations admettent une solution alors le
processus est de norme 1, cela implique de la meˆme manie`re que la solution de l’e´quation
tronque´e correspond a` la solution de l’e´quation non tronque´e.
En dimension supe´rieure, nous n’avons pas de description des trajectoires quantiques
en terme de fonctions d’onde (ces e´quations ne conservent pas en ge´ne´ral cette proprie´te´)
et la me´thode applique´e en dimension 2 ne peut pas eˆtre utilise´e (de plus le crite`re pour
les e´tats purs n’est plus valide). Dans cette situation, le fait que la solution (ρ2t ) est a`
valeurs e´tats est une conse´quence de la convergence en loi des trajectoires quantiques vers
le processus (ρ2t ). En effet, les trajectoires quantiques sont des e´tats et la proprie´te´ d’eˆtre
un e´tat est ferme´e pour la topologie de la convergence en loi.
Les techniques utilise´es pour prouver les diffe´rentes convergences sont expose´es dans la
section suivante.
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3.2 Convergence des trajectoires discre`tes
Dans cette section, nous pre´sentons les diffe´rents ingre´dients utilise´s pour e´tablir les
re´sultats de convergence. Dans les deux premie`res parties, nous traitons le cas des deux
e´quations de Belavkin classiques. Bien que ces e´quations proviennent du meˆme mode`le
et que la description asymptotique des e´quations discre`tes est similaire, les techniques
probabilistes pour aboutir aux re´sultats sont diffe´rentes dans les deux cas.
Dans les deux dernie`res parties, on aborde les outils utilise´s pour e´tablir la convergence
dans le cas de la dimension supe´rieure. On e´tudie les notions de convergence des ge´ne´rateurs
de processus de Markov et les proble`mes de martingales associe´s.
3.2.1 Convergence des inte´grales stochastiques
Cette section est consacre´e a` la preuve de la convergence des trajectoires quantiques
dans le cas du mode`le de l’atome a` deux niveaux d’e´nergie soumis aux mesures re´pe´te´es
d’une observable non-diagonale. Il s’agit donc de justifier les re´sultats concernant le mode`le
diffusif des e´quations classiques de Belavkin. La preuve des re´sultats expose´s dans les ar-
ticles [Pel08a],[AP08] est directement inspire´e de ce que nous allons pre´senter ci-dessous.
Les re´sultats relatifs a` l’article [Pel08d] ne´cessitent des re´sultats plus complets disponibles
dans l’article [KP91a].
Nous nous concentrons sur le cas de l’e´quation classique de Belavkin diffusive [Pel08a].
On rappelle que l’e´quation, sous forme asymptotique, de´crivant une trajectoire discre`te
(ρk) dans cette situation est de la forme
ρk+1 = ρk +
1
n
(
L(ρk) + ◦(1)
)
+
1√
n
(
F(ρk) + ◦(1)
)
Xk+1. (3.8)
On rappelle que Xk+1 est de´fini sur {0, 1} par
Xk+1 =
1k+11 − p1(ρk)√
p0(ρk)p1(ρk)
,
ou` la variable ale´atoire 1k+11 prend la valeur 0 avec probabilite´ p0(ρk) et la valeur 1 avec
probabilite´ p1(ρk).
A partir de (ρk) on construit le processus (ρ[nt]) satisfaisant
ρ[nt] = ρ0 +
[nt]−1∑
i=0
ρk+1 − ρk
= ρ0 +
[nt]−1∑
i=0
1
n
(
L(ρk) + ◦(1)
)
+
[nt]−1∑
i=0
1√
n
(
F(ρk) + ◦(1)
)
Xk+1. (3.9)
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On pose alors
ρn(t) = ρ[nt],
Vn(t) =
[nt]
n
,
Wn(t) =
1√
n
[nt]−1∑
k=0
Xk+1,
εn(t) =
1
n
[nt]−1∑
k=0
◦(1) + 1√
n
[nt]−1∑
k=0
◦(1)Xk+1. (3.10)
Ainsi le processus (ρ[nt]) satisfait l’e´quation diffe´rentielle stochastique discre`te
ρn(t) = ρ0 + εn(t) +
∫ t
0
L(ρn(s−))dVn(s) +
∫ t
0
F(ρn(s−))dWn(s). (3.11)
On montre alors avec un the´ore`me de Donsker ge´ne´ralise´ ([KP91b]) que le triplet de
processus (Wn(t), Vn, εn(t)) converge en loi vers (Wt, Vt, 0) ou` (Wt) est un mouvement
brownien et Vt = t pour tout t ≥ 0. Il est alors naturel de penser que (ρn(t)) converge en
loi vers (ρt) qui est solution de
ρt = ρ0 +
∫ t
0
L(ρs)ds+
∫ t
0
F(ρs)dW (s). (3.12)
Cependant ce type de conclusion est a` prendre avec pre´cautions et ne´cessite une e´tude
pre´cise du processus (Wn(t)). Pour motiver cette re´flexion, conside´rons deux exemples ou`
ce type de conclusion est en de´faut ([KP91a]).
Exemple 1) On conside`re deux suite de processus de´finis par
Xn = 1[1,∞), Yn = 1[1+1/n,∞)
alors (Xn, Yn) converge en loi vers (X, Y ) ou` X = Y = Xn. cependant∫ t
0
Xn(s−)dYn(s) = 1 et
∫ t
0
X(s−)dY (s) = 0
Exemple 2) Soit (Wt) un mouvement brownien standard. On de´finit le processus (Wn(t))
tel que
Wn(t) = n
∫ t
t− 1
n
Ws ds
On a limn→∞Wn = W presque suˆrement uniforme´ment sur les compacts. Conside´rons
l’e´quation
Xn(t) = x+
∫ t
0
Xn(s) dWn(s),
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on a Xn(t) = x exp(Wn(t)). L’e´quation limite devrait eˆtre
Xt = x+
∫ t
0
Xs dWs,
dont la solution est donne´e par Xt = x exp(Wt − 12t).
Il apparaˆıt donc clairement que la notion de convergence d’inte´grales stochastiques
ne´cessite des hypothe`se particulie`res a` ve´rifier pour pouvoir e´tablir des re´sultats cohe´rents.
La solution, dans notre situation, est donne´e par un the´ore`me de Kurtz et Protter qui
imposent des conditions sur (Wn(t)) pour pouvoir conclure.
Rappelons, au pre´alable, que le crochet droit [X,X], ou` X est une semi-martingale,
satisfait
[X,X]t = X
2
t − 2
∫ t
0
Xs−dXs .
On notera Tt(V ) la variation totale pour un processus a` variation finie V sur l’intervalle [0, t]
(cf [Pro04] pour plus de de´tails sur ces deux notions). On peut alors e´noncer le the´ore`me
suivant de Kurtz et Protter [KP91a].
The´ore`me (Kurtz-Protter [KP91a]) 3.1 Soit Wn une martingale et Vn un processus
a` variation finie. On conside`re le processus Xn de´fini par
Xn(t) = ρ0 + εn(t) +
∫ t
0
L(Xn(s−)dVn(s) +
∫ t
0
Θ(Xn(s−))dWn(s) .
Supposons que pour tout t ≥ 0 :
sup
n
E
[
[Wn,Wn]t
]
<∞ ,
sup
n
E
[
Tt(Vn)
]
<∞ ,
et (Wn, Vn, εn) converge en loi vers (W,V, 0) ou` (Wt) est un mouvement brownien standard
et V (t) = t pour tout t. Supposons que X satisfait
Xt = X0 +
∫ t
0
L(Xs)ds+
∫ t
0
Θ(Xs)dWs
et que la solution de cette e´quation diffe´rentielle stochastique est unique.
Alors le processus Xn converge en loi vers X.
La proprie´te´ essentielle qui fait de´faut dans l’exemple 2 est celle concernant le fait que
le supnE
[
[Wn,Wn]t
]
n’est pas borne´. En effet dans cet exemple, on a
E[Wn(t),Wn(t)] = n
2
(
t3
3
− 1
3
(
t− 1
n
)3)
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et cette quantite´ n’est pas borne´e en n.
Cette proprie´te´ est, quant a` elle, satisfaite dans le cas des trajectoires quantiques
discre`tes ; on montre en effet que pour tout t
sup
n
E
[
[Wn,Wn]t
] ≤ t.
Il est e´galement important de souligner que ce the´ore`me impose que l’e´quation limite
admette une unique solution, question que nous avons de´ja` re´solue.
La section suivante pre´sente le moyen d’e´tablir le re´sultat e´quivalent dans le cas de
l’e´quation avec sauts ; la conclusion est similaire mais la me´thode est diffe´rente.
3.2.2 Sche´ma d’Euler de l’e´quation avec sauts et me´thode de
couplage
Cette section pre´sente les ingre´dients pour conclure sur la convergence dans le cas de
l’e´quation avec sauts.
Comme dans le cas diffusif, on de´finit dans le cas de la trajectoire (ρk) de´crivant la
mesure d’une observable diagonale
ρ[nt] = ρ0 +
[nt]−1∑
k=0
ρk+1 − ρk
= ρ0 +
[nt]−1∑
k=0
1
n
(
L(ρk) + ρkTr[J (ρk)]− J (ρk) + ◦(1)
)
[nt]−1∑
k=0
(
J (ρk)
Tr[J (ρk)] − ρk + ◦(1)
)
1k+11 . (3.13)
Dans cette situation on a sur {0, 1}
1k+11 (i) =
{
0 si i = 0 avec probabilite´ 1− 1
n
Tr[J (ρk)] + ◦
(
1
n
)
1 si i = 1 avec probabilite´ 1
n
Tr[J (ρk)] + ◦
(
1
n
) (3.14)
On de´finit
ρn(t) = ρ[nt]
Vn(t) =
[nt]
n
,
Nn(t) =
[nt]−1∑
k=0
1k+11 (3.15)
Alors dans ce cas la`, on a
ρn(t) = ρ0 +
∫ t
0
Gn(ρn(s−))dVn(s) +
∫ t
0
Hn(ρn(s−))dNn(s), (3.16)
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ou`
Gn(ρ) = L(ρ) + ρTr[J (ρ)]− J (ρ) + ◦(1) et
Hn(ρ) = J (ρ)/Tr[J (ρ)]− ρ+ ◦(1).
Il est important de souligner que les ◦ sont uniformes en ρ car l’ensemble des e´tats est un
compact.
Admettons momentane´ment que (ρn(t)) converge vers un processus (ρt) et que (Nn(t))
converge vers un processus de comptage (N˜t), alors l’intensite´ du processus (N˜t) est t 7→∫ t
0
Tr[J (ρs−)]ds. En effet cela vient du fait que
E[Nn(t)] =
[nt]−1∑
k=0
1
n
E
[
Tr[J (ρn(s−))
]
et en passant a` la limite on a E[N˜t] =
∫ t
0
Tr[J (ρs−)]ds.
Cependant, ce re´sultat est loin d’eˆtre e´vident car, comme nous l’avons suppose´, il
ne´cessite la convergence de (ρn(t)) et (Nn(t)). De plus, il apparaˆıt clairement que la conver-
gence de Nn(t) est de´pendante de celle de (ρn(t)), ce qui est en re´alite´ naturel car on ne
peut pas construire le processus N˜t sans construire (ρt) lorsque l’on traite de la question
de l’existence d’une solution pour l’e´quation avec sauts.
Il est important et inte´ressant de souligner que ce n’est pas le cas dans l’e´quation
diffusive. En effet, on a la convergence de (Wn(t)) inde´pendamment de celle de (ρn(t)).
En particulier, dans le cas d’une trajectoire quantique discre`te de´crivant la mesure d’une
observable diagonale, il n’y a pas malheureusement (ou heureusement) de re´sultat direct
type Donsker pour Nn(t). Les convergences de (ρn(t)) et (Nn(t)) sont en fait indissociables
comme le sont les constructions de (ρt) et N˜t.
Ne´anmoins, il existe des the´ore`mes, type Donsker, pour les processus de comptage.
Pour e´tablir ces re´sultats, on utilise des me´thodes de couplage de variables ale´atoires. Cela
signifie que l’on re´alise les diffe´rents processus (Nn(t)) (cense´s converger) et le processus
(N˜t) (cense´ eˆtre la limite) dans le meˆme espace de probabilite´. Ici l’ide´e est donc de re´aliser
les processus (ρn(t)) et (Nn(t)) dans l’espace (Ω,F , P ) du processus ponctuel de Poisson
N qui a permis de de´finir le processus (ρt) et (N˜t) dans le cas de l’e´quation classique avec
sauts (cf section 2.3.2).
Pour cela, on de´finit les variables 1k1 a` partir du processus de Poisson N . On pose pour
tout e´tat ρ et pour tout k ∈ N la variable ale´atoire νk+1
ρ˜k+1(ρ, ω) = 1N(ω,Gk(ρ))>0 (3.17)
ou` Gk(ρ) =
{
(t, u)/ k
n
≤ t < k+1
n
, 0 ≤ u ≤ −n ln(Tr[L0(ρ)])
}
. On rappelle que L0(ρ) cor-
respond a` l’e´tat non normalise´ de´finissant les transitions de la trajectoire quantique (ρk).
Asymptotiquement, on a Tr[L0(ρ)] = 1− 1/n× Tr[J (ρ)] + ◦(1/n). On de´finit
ρ˜k+1 = L0(ρ˜k) + L1(ρ˜k)
+
[
− L0(ρ˜k)
Tr[L0(ρ˜k)] +
L1(ρ˜k)
Tr[L1(ρ˜k)]
]
(ν˜k+1(ρ˜k, .)− Tr[L1(ρ˜k)]) (3.18)
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Le processus (ρ˜k) est alors la re´alisation de la trajectoire quantique (ρk) et les variables
νk+1(ρ˜k) ont meˆme loi que 1
k+1
1 .
On peut donc appliquer les re´sultats asymptotiques, de´crits sur la premie`re version de
la chaˆıne de markov, a` la nouvelle expression. Il s’agit ensuite de comparer le processus
(ρ˜[nt]) au processus obtenu graˆce a` un sche´ma d’Euler de la solution de l’e´quation avec
sauts. De´crivons donc ce sche´ma d’Euler.
Sche´ma d’Euler
Dans cette section, nous reprenons, en substance, les re´sultats que nous avons e´tablis
dans l’article concernant le sche´ma d’Euler applique´ a` l’e´quation avec sauts. La convergence
du sche´ma d’Euler n’est pas imme´diate dans cette situation et ne´cessite une e´tude assez
fine du sche´ma.
Il y a effectivement trois principaux soucis pour e´tablir la convergence du sche´ma
d’Euler. Premie`rement, les coefficients qui de´finissent l’e´quation ne sont pas lipschitziens.
Deuxie`mement, le terme devant le processus de Poisson fait intervenir un quotient donc
il n’est pas de´fini pour toutes les matrices et troisie`mement, il faut aussi ge´rer l’intensite´
stochastique du processus qui dirige l’e´quation.
On rappelle que l’e´quation avec sauts est de´finie par
ρt = ρ0 +
∫ t
0
(
L(ρs−)− J (ρs−) + Tr[J (ρs−)]ρs−
)
ds
+
∫ t
0
∫
R
(
J (ρs−)
Tr[J (ρs−)] − ρs−
)
10<x<Tr[J (ρs−)]N(ds, dx) (3.19)
Pour e´carter le proble`me concernant le caracte`re lipschitzien des coefficients, on peut
conside´rer que les coefficients de´finissant la partie e´quation diffe´rentielle ordinaire sont
tronque´s. On montre alors que le sche´ma d’Euler de l’e´quation, ainsi tronque´e, converge
vers la solution qui est a` valeurs e´tats. Ensuite on compare le processus discret avec ce
sche´ma d’Euler pour conclure sur la convergence.
Concernant les coefficients devant le processus de Poisson, si la matrice C qui de´finit
l’ope´rateur J est inversible alors on peut de´finir une fonction C∞ sur M2(C) qui co¨ıncide
avec la fonction J (.)/Tr[J (.)] sur l’ensemble des e´tats. En effet, l’expression Tr[J (.)]
de´finie une fonction C∞ qui ne s’annule pas sur l’ensemble des e´tats qui est compact. La
fonction, ainsi de´finie, devient lipschitzienne par troncature. Sinon, si la matrice C n’est
pas inversible, on peut trouver un unitaire W tel que
WCW ⋆ = D =
(
α γ
0 0
)
.
Alors pour tout e´tat ρ, si Tr[DρD⋆] 6= 0 on a
DρD⋆
Tr[DρD⋆]
=
(
1 0
0 0
)
.
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On transforme alors l’e´quation avec sauts en posant µt = W ρtW
⋆. On remarque alors que
l’e´quation peut s’e´crire
µt = ρ0 +
∫ t
0
(
LW(µs−)− JD(µs−) + Tr[JD(µs−)]µs−
)
ds
+
∫ t
0
∫
R
((
1 0
0 0
)
− ρs−
)
10<x<Tr[JD(µs−)]N(ds, dx). (3.20)
La fonction constante e´gale a`
(
1 0
0 0
)
est lipschitzienne. Ainsi on peut toujours e´crire (a`
une troncature et un changement unitaire pre`s) l’e´quation sous la forme
ρt = ρ0 +
∫ t
0
f(ρs−)ds+
∫ t
0
∫
R
q(ρs−)10<x<Tr[J (ρs−)]N(ds, dx),
avec q et f des fonctions lipschitziennes.
On de´finit notre sche´ma d’Euler sous la forme
θk+1 = θk +
1
n
f(θk) +
∫ k+1
n
k
n
∫
[0,K]
[q(θk)]10≤x≤Re(Tr[J (θk)])N(., dx, ds). (3.21)
L’intensite´ est ici e´crite sous la forme Re(Tr[J (θk)]) afin que l’on puisse conside´rer l’ine´gali-
te´ 0 ≤ x ≤ Re(Tr[J (θk)]) (le sche´ma d’Euler de´finit un processus qui ne prend pas
force´ment ses valeurs dans l’ensemble des e´tats, le terme Tr[J (θk)] peut alors eˆtre com-
plexe). On de´finit alors le processus θ˜t a` partir du sche´ma d’Euler
θ˜t = θk +
∫ t
k
n
f(θk)ds+
∫ t
k
n
∫
[0,1]
[q(θk)]10≤x≤Re(Tr[J (θk)])N(., dx, ds). (3.22)
On a donc le the´ore`me suivant.
The´ore`me 3.2 (The´ore`me 5 de [Pel08b]) Soit T > 0, soit (θ˜t) le processus de´finit
par (3.22), soit (ρt) la solution de l’e´quation diffe´rentielle stochastique
ρt = ρ0 +
∫ t
0
f(ρs−ds+
∫ t
0
∫
R
q(ρs−)10<x<Tr[J (ρs−)]N(ds, dx),
On de´finit pour u < T et n suffisament grand :
Zu(n) = E
[
sup
0≤t≤u
∥∥∥θ˜t(n)− µt∥∥∥] . (3.23)
Alors il existe une constante Γ inde´pendante de n telle que pour tout u < T :
Zu(n) ≤ Γ
n
. (3.24)
En conclusion le processus (θ˜t), qui de´pend de n, converge en loi dans D2([0, t)) vers le
processus (ρt).
Outils probabilistes 103
Comme on doit prendre en compte l’intensite´ stochastique, on ne peut obtenir des
re´sultats exploitables que sur un terme de la forme E
[
sup0≤t≤u
∥∥∥θ˜t(n)− µt∥∥∥]. Or si on
avait pu travailler avec un terme de la forme Yu(n) = E
[
sup0≤t≤u
∥∥∥θ˜t(n)− µt∥∥∥2] et obtenir
un re´sultat de la forme
Yu(n) ≤ Γ
n2
,
on aurait prouve´ une convergence presque suˆre (en appliquant le lemme de Borel-Cantelli).
Or le re´sultat Zu(n) ≤ Γ/n est une conse´quence de l’application du lemme de Gronwall.
Pour appliquer ce lemme, il faut conserver l’homoge´ne´ite´ de l’exposant dans la norme. En
effet, on obtient une estimation de la forme
Zu ≤ A
∫ u
0
Zsds+
B
n
Dans la preuve de ce re´sultat apparait la diffe´rence∣∣10≤x≤Tr[J (µs−)] − 10≤x≤Tr[J (θk)]∣∣
qui vaut toujours 0 ou 1. Donc si on voulait augmenter la puissance dans la norme (par
exemple 2), il appaitrait le terme∣∣10≤x≤Tr[J (µs−)] − 10≤x≤Tr[J (θk)]∣∣2 = ∣∣10≤x≤Tr[J (µs−)] − 10≤x≤Tr[J (θk)]∣∣
et l’homoge´ne´¨ıte´ de l’exposant tombe en de´faut.
Finalement, nous obtenons simplement une convergence en loi. On peut regretter a`
poste´riori ce fait car des me´thodes de couplage permettent souvent d’obtenir des conver-
gences presque suˆre.
Chronologiquement, la de´monstration dans le cas du Poisson est apparue apre`s celle
de´couverte pour le cas diffusif. Il e´tait donc naturel de tenter d’appliquer un tel re´sultat
pour le cas diffusif. De plus, les re´sultats concernant le sche´ma d’Euler sont plus fournis
dans la litte´rature ([BL94],[BLP05]).
Cependant le proble`me dans le cas diffusif est de re´aliser les variables 1k+11 dans un l’es-
pace du mouvement brownien. Dans le cas du processus de Poisson, il est en effet important
de remarquer que la construction de des variables 1k+11 dans l’espace du processus de Pois-
son respectent les meˆmes subdivisions que celles employe´es dans le sche´ma d’Euler (pas
de temps 1/n). Or dans le cas diffusif, il n’est pas possible de comparer un accroissement
W(k+1)/n −Wk/n du brownien avec une re´alisation de 1k+11 dans l’espace du brownien.
Les deux me´thodes semblent donc incompatibles. Pour trouver une me´thode commune
entraˆınant la convergence, il faut utiliser un moyen plus abstrait utilisant la convergence
de ge´ne´rateurs de Markov. C’est ce que nous avons fait en dimension supe´rieure.
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3.2.3 Proble`mes de martingales
En dimension supe´rieure, on rappelle qu’une trajectoire quantique discre`te de´crivant la
mesure d’une observable de la forme A =
∑p
i=0 λiPi est de´crite par
ρk+1 =
p∑
i=0
Li(ρk)
Tr[Li(ρk)]1
i
k+1. (3.25)
Les trajectoires quantiques continues sont, elles, de´crites par
ρJt = ρ0 +
∫
L(ρJs−)ds+
∑
i∈J S{0}
∫ t
0
hi(ρ
J
s−)dWi(s)
+
∑
i∈I
∫ t
0
∫
R
gi(ρ
J
s−)10<x<vi(ρJs−) [Ni(dx, ds)− dxds] , (3.26)
dans le cas ou` I 6= ∅ et
ρJt = ρ0 +
∫
L(ρJs−)ds+
p∑
i=1
∫ t
0
∫
R
gi(ρ
J
s−)10<x<vi(ρJs−) [Ni(dx, ds)− dxds] . (3.27)
dans le cas ou` I = ∅.
Pour montrer la convergence des trajectoires quantiques discre`tes vers les trajectoires
quantiques continues, les me´thodes utilise´es dans le cadre classique des e´quations de Be-
lavkin ne sont pas applicables (en tout cas pas de manie`re aise´e).
Le principal obstacle re´side dans le fait qu’en dimension supe´rieure, la description de
l’e´quation discre`te ne se preˆte pas a` une e´criture en termes d’e´quations diffe´rentielles sto-
chastiques discre`tes.
En effet, pour mettre en place une telle description cela imposerait d’orthonormaliser
la base (1k+10 , . . . ,1
k+1
p ) de L
2({0 . . . , p},∑pi=0 pi(ρk)δi) comme nous l’avons fait en intro-
duisant les variables (Xk) pour les e´quations classiques.
Cependant, meˆme avec une telle orthonormalisation, il faut ensuite re´organiser les
termes Li(ρk) pour e´crire l’e´quation discre`te avec la base orthonormalise´e. Or il n’ap-
paraˆıt pas dans cette manie`re de proce´der d’e´criture pratique et utilisable pour parvenir a`
un re´sultat de convergence digeste.
En outre, meˆme si une telle e´criture e´tait envisageable, elle ne serait pas re´ellement
utilisable que dans deux cas d’e´quation continues. En effet, elle permettrait de traiter le
cas ou` il n’y aurait que des bruits browniens a` la limite ; on utiliserait alors un the´ore`me
de Donsker multidimensionnel pour obtenir la convergence des bruits discrets puis un
argument du type Kurtz et Protter. Elle permettrait e´galement de traiter le cas ou` il n’y
a que des processus de Poisson a` la limite ; il s’agirait ici de re´aliser le processus discret et
le processus continu dans le meˆme espace et de comparer le processus discret a` un sche´ma
d’Euler.
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Traiter ces deux cas extreˆmes reviendrait donc a` adapter les me´thodes utilise´es dans
le cas classique. Or, il apparaˆıt clairement que la me´thode utilise´e pour le cas diffusif ne
s’adapte pas pour le cas avec sauts et inversement. On peut donc en de´duire qu’il semble
difficile de trouver un compromis entre les deux me´thodes pour traiter le cas ou` il y a un
me´lange de brownien et de Poisson.
Ne´anmoins, il existe un moyen d’unifier ces deux me´thodes en utilisant la notion de
proble`mes de martingales ([Jac79],[EK86],[JS03],[CFY05]). En effet, on peut interpre´ter
les processus limites des trajectoires quantiques (en toute dimension) comme solutions de
proble`mes de martingales. Comme nous le verrons un proble`me de martingale est associe´
a` la donne´e d’un ge´ne´rateur infinite´simal (ge´ne´rateurs des processus de Markov).
La partie suivante est consacre´e a` l’e´tude des ge´ne´rateurs associe´s aux trajectoires
quantiques.
Convergence des ge´ne´rateurs de Markov
Dans cette section, nous allons de´finir les ge´ne´rateurs infinite´simaux qui seront en-
suite associe´s aux trajectoires quantiques continues par l’interme´diaire des proble`mes de
martingales. Ces ge´ne´rateurs sont obtenus comme limites des ge´ne´rateurs des trajectoires
quantiques discre`tes. Nous allons maintenant les de´finir.
On conside`re donc une trajectoire quantique (ρk) obtenue par mesures re´pe´te´es d’une
observable A =
∑
i=0 λiPi dont l’e´tat initial est ρ0. On rappelle que A peut s’e´crire sous la
forme
A = λ0 +
∑
I∈I
λiPi +
∑
j∈J
λjPj,
ou` I = {i ∈ {1, . . . , p}/pi00 6= 0} et J = {1, . . . , p} \ I.
On conside`re h = 1/n le temps d’interaction. A partir de la chaˆıne de Markov (ρk)
de´finie sur l’espace (ΣN
⋆
, C, P ) (cf chapitre 1 section 1.4.2), on de´finit le processus (ρn(t) =
ρ[nt]). Ce processus satisfait
P [ρn(0) = ρ] = 1 (3.28)
P [ρn(s) = ρk, k/n ≤ s < (k + 1)/n] = 1 (3.29)
P [ρk+1 ∈ Γ
/M(n)k ] = Πn(ρk,Γ) (3.30)
ou` Πn(ρ, .) est le noyau de transition de la chaˆıne de Markov (ρk). Il est donne´ par
Πn(ρ,Γ) =
p∑
i=0
pi(ρ)δLi(ρ)(Γ) (3.31)
pour tout bore´lien de Γ ∈ Bor(MN+1(C)) (on rappelle que H0 ≃ CN+1 et que les e´tats
forment un sous ensemble compact de MN+1(C)).
On de´finit le ge´ne´rateur de Markov du processus (ρn(t)) de la manie`re suivante. On no-
tera C2c l’ensemble des fonctions de classe C
2 a` support compact de´finies sur E = MN+1(C)
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a` valeurs dans R. Pour toute fonction f ∈ C2c et tout e´tat ρ sur H0, on pose
Anf(ρ) = n
∫
E
(f(µ)− f(ρ))Πn(ρ, dµ).
L’ope´rateur An est le ge´ne´rateur de Markov de (ρn(t)). On a alors pour tout f ∈ C2c et
pour tout e´tat ρ
Anf(ρ) = n
p∑
i=0
(
f(Li(ρ))− f(ρ)
)
pi(ρ).
Dans l’article [Pel08c] concernant ce sujet, on fait une identification entre E = MN+1(C)
et Rp ou` p = 2(N+1)
2
. Cette identification est un artifice plutoˆt technique et n’apparaˆıt
pas dans les re´sultats finaux (mis a` part sous la forme d’une remarque sur laquelle nous
reviendrons dans ce rapport).
Pour de´terminer les ge´ne´rateurs des trajectoires quantiques continues, on conside`re la
limite de An quand n tend vers l’infini. On a la proposition suivante base´e sur la description
des asymptotiques de´crites dans la section 2.2.1 du chapitre 2.
Proposition 3.3 (Proposition 2 de [Pel08c]) Soit (ρJn(t)) la trajectoire quantique ob-
tenue par mesures re´pe´te´es d’une observable A de la forme
A = λ0 +
∑
I∈I
λiPi +
∑
j∈J
λjPj
et soit AJn son ge´ne´rateur de Markov. On a les re´sultats de convergence suivants.
1. Si I = {1, . . . , p}, on a pour tout f ∈ C2c :
lim
n→∞
sup
ρ∈S
∣∣AJnf(ρ)−AJf(ρ)∣∣ (3.32)
ou` AJ est un ope´rateur infinite´simal de´fini par
AJf(ρ) = Dρf
(
L(ρ)
)
+
∫
E
[
f
(
ρ+ µ
)
− f(ρ)−Dρf(µ)
]
Π(ρ, dµ). (3.33)
Le terme Π de´signe un noyau de transition de´fini par
Π(ρ, dµ) =
p∑
i=1
vi(ρ)δgi(ρ)(dµ).
2. Si I 6= {1, . . . , p}, on a pour tout f ∈ C2c (E) :
lim
n→∞
sup
ρ∈S
∣∣AJnf(ρ)−AJf(ρ)∣∣ (3.34)
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ou` AJ est un ope´rateur infinite´simal de´fini par
AJf(ρ) = Dρf(L(ρ)) + 1
2
∑
i∈J S{0}
D2ρf(hi(ρ), hi(ρ))
+
∫
E
[f(ρ+ µ)− f(ρ)−Dρf(µ)] Π(ρ, dµ), (3.35)
Le terme Π de´signe un noyau de transition de´fini par
Π(ρ, dµ) =
∑
i∈I
vi(ρ)δgi(ρ)(dµ).
Voila donc les diffe´rentes expressions concernant les ge´ne´rateurs limites. Ceux-ci vont
nous permettre de de´crire les processus limites dans la section suivante.
Proble`mes de martingales
Dans cette section, on pre´sente comment de´finir un mode`le stochastique, en the´orie de
la mesure quantique de type continu, a` partir de la solution d’un proble`me de martingale.
Pour tout processus (ρt), on notera Fρt = σ(ρs, s ≤ t). Dans notre situation la notion
de proble`me de martingale s’exprime de la fac¸on suivante.
De´finition 3.4 Soit I et J deux sous ensembles formant une partition de {1, . . . , p}, soit
AJ le ge´ne´rateur correspondant, de´fini dans la proposition 3.3 et soit ρ0 un e´tat sur H0.
Soit (Ω,F , P ) un espace de probabilite´. Alors le processus (ρt) est solution du proble`me
de martingale (AJ , ρ0) si le processus
Mtf := f(ρt)− f(ρ0)−
∫ t
0
AJf(ρs)ds
est une Fρt martingale pour tout f ∈ C2c .
On dira que le proble`me de martingale admet une unique solution si toutes les solutions
ont meˆme loi.
Dans cette de´finition, il est important de pre´ciser que de´finir une solution pour un
proble`me de martingale ne´cessite de de´finir e´galement un espace de probabilite´ (Ω,F , P ).
Les solutions des proble`mes de martingale, dans notre situation, sont donc donne´es par les
e´quations diffe´rentielles de´crites dans la section 2.3.5.
The´ore`me 3.4 (Proposition 3 et The´ore`me 3 de [Pel08c]) Soit (Ω,F , P ) un es-
pace de probabilite´ sur lequel vivent un mouvement brownien p + 1 dimensionnel (Wt) =
(W0(t), . . . ,Wp(t)) et p processus de Poisson (Ni), i = 1, . . . , p mutuellement inde´pendants
et inde´pendants du mouvement brownien.
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Alors dans le cas I 6= ∅, le processus (ρJt ) solution de
ρJt = ρ0 +
∫
L(ρJs−)ds+
∑
i∈J S{0}
∫ t
0
hi(ρ
J
s−)dWi(s)
+
∑
i∈I
∫ t
0
∫
R
gi(ρ
J
s−)10<x<vi(ρJs−) [Ni(dx, ds)− dxds] . (3.36)
est la solution du proble`me de martingale pour (AJ , ρ0) dans le cas ou`
AJf(ρ) = Dρf(L(ρ)) + 1
2
∑
i∈J S{0}
D2ρf(hi(ρ), hi(ρ))
+
∫
E
[f(ρ+ µ)− f(ρ)−Dρf(µ)] Π(ρ, dµ).
Dans le cas I = ∅, le processus (ρJt ) solution de
ρJt = ρ0 +
∫
L(ρJs−)ds+
p∑
i=1
∫ t
0
∫
R
gi(ρ
J
s−)10<x<vi(ρJs−) [Ni(dx, ds)− dxds] .
est la solution du proble`me de martingale pour (AJ , ρ0) dans le cas ou`
AJf(ρ) = Dρf(L(ρ)) +
∫
E
[f(ρ+ µ)− f(ρ)−Dρf(µ)] Π(ρ, dµ).
Dans ce the´ore`me il y a deux choses a` ve´rifier. Premie`rement que la solution de
l’e´quation diffe´rentielle stochastique re´pond bien au proble`me de martingale et deuxie`me-
ment que le proble`me de martingale admet une unique solution.
Concernant la premie`re partie il s’agit d’une conse´quence de la formule d’Ito pour les
processus stochastiques. La deuxie`me partie vient du fait que la solution de l’e´quation
diffe´rentielle est unique (cf [EK86]).
Nous allons finir cette sous-section par quelques remarques.
La premie`re concerne l’unicite´ en loi du proble`me de martingale et l’identification entre
E = MN+1(C) et R
2(N+1)
2
. Classiquement, dans la litte´rature concernant les ge´ne´rateurs
de Markov, on de´finit ces ge´ne´rateurs de la manie`re suivante
Af(ρ) =
2(N+1)
2∑
i=1
bi(ρ)
∂f(ρ)
∂ρi
+
1
2
2(N+1)
2∑
i,j=1
aij(ρ)
∂f(ρ)
∂ρi∂ρj
+
∫
R2
(N+1)2
f(ρ+ µ)− f(ρ)− 2(N+1)2∑
i=1
µi
∂f(ρ)
∂ρi
Π(ρ, dµ), (3.37)
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ou` la matrice a(.) = (aij(.)) est semi de´finie positive et mesurable et ou` les bi(.), i =
1, . . . , 2(N+1)
2
sont des fonctions mesurables. Ici le noyau de transition est de´fini sur R2
(N+1)2
,
il satisfait
Π(ρ, dµ) =
∑
i∈I
vi(ρ)δgi(ρ)(dµ).
Il faut remarquer que dans cette e´criture les fonctions gi et vi sont des fonctions de´finies
sur R2
(N+1)2
a` valeurs dans R2
(N+1)2
.
Si on de´veloppe les termes Df et D2f dans l’expression des ge´ne´rateurs de Markov
limites, alors il est e´vident que l’on obtient une expression similaire a` celle-ci.
Etudions donc la forme de la solution du proble`me de martingale dans une telle confi-
guration.
Pour re´soudre le proble`me de martingale associe´ a` ce type de ge´ne´rateur, on conside`re
un espace (Ω,F , P ) sur lequel vivent alors un mouvement brownien 2(N+1)2 dimensionnel
(Wt) et p processus de Poisson Ni, i = 1 . . . , p mutuellement inde´pendants et inde´pendants
deW . On pose la matrice σ(.) telle que σ(.)σt(.) = a(.), on pose b(.) = (b1(.), . . . , b2(N+1)2 (.))
et on de´finit l’e´quation diffe´rentielle stochastique
ρJt = ρ0 +
∫ t
0
b(ρJs−)ds+
∫ t
0
σ(ρJs)dWs
+
∑
k∈I
∫ t
0
∫
R
gk(ρ
J
s−)10<x<vk(ρJs−) [Nk(dx, ds)− dxds] . (3.38)
Ici le processus (ρJt ) est a` valeurs dans R
2(N+1)
2
.
Il est donc inte´ressant de remarquer que l’on a besoin ici d’un mouvement brow-
nien 2(N+1)
2
dimensionnel de´pendant de la dimension de H0, alors que dans l’expression
pre´ce´dente, on travaillait avec un mouvement p+1 dimensionnel qui de´pendait du nombre
de valeurs propres de l’observable A de H.
Ainsi, nous avions p ≤ K. Le parame`tre K est en re´alite´ impose´ par les conditions de
l’expe´rience physique alors que le parame`tre 2(N+1)
2
(meˆme si N correspond a` la dimension
de H0) est purement mathe´matique.
La deuxie`me remarque concerne le fait que le the´ore`me 3.4 redonne l’expression des
e´quations classiques. On retrouve imme´diatement l’expression dans le cas avec sauts si
on applique ces re´sultats en dimension 2 avec une observable diagonale, alors que l’on a
une expression faisant intervenir deux browniens dans l’e´quation diffusive. En re´alite´ on
peut observer ici que les coefficients devant le mouvement brownien satisfont h0 = −h1
et retrouver la meˆme expression. Fermons ici ces parenthe`ses qui rele`vent plus de simples
constatations que de fait profonds.
Convergence des trajectoires discre`tes
Introduisons ici les outils permettant de conclure quant a` la convergence des processus
(ρn(t) vers les solutions des e´quations diffe´rentielles stochastiques. Nous allons ici proce´der
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de manie`re plus classique en the´orie de la convergence des processus. Nous allons, en effet,
montrer que les lois fini-dimensionnelles des trajectoires quantiques discre`tes convergent
vers les lois fini-dimensionnelles des solutions des e´quations diffe´rentielles stochastiques.
Puis pour conclure nous montrerons que les trajectoires quantiques sont des processus
relativement compacts (proprie´te´ de tension).
Rappelons que l’on a de´finit les mode`les continus a` partir de la donne´e de ge´ne´rateurs
infinite´simaux provenant de la convergence des ge´ne´rateurs des trajectoires quantiques
discre`tes. Il est donc naturel que la convergence des processus discrets vers les proces-
sus continus s’appuie sur la convergence de ces ge´ne´rateurs. Le re´sultat, concernant les
ge´ne´rateurs, associe´ a` l’unicite´ de la solution (en loi) du proble`me de martingale va nous
permettre de montrer la convergence des lois fini-dimensionnelles. Nous re´sumons ici les
re´sultats concernant le the´ore`me 4 et les propositions 5 et 6 de l’article [Pel08c].
The´ore`me 3.5 Soit ρ0 un e´tat sur H0. Soit AJ le ge´ne´rateur infinite´simal du processus
de Markov (ρJt ) solution de l’e´quation diffe´rentielle stochastique
ρJt = ρ0 +
∫
L(ρJs−)ds+
∑
i∈J S{0}
∫ t
0
hi(ρ
J
s−)dWi(s)
+
∑
i∈I
∫ t
0
∫
R
gi(ρ
J
s−)10<x<vi(ρJs−) [Ni(dx, ds)− dxds] .
Soit (ρJn(.)) la trajectoire quantique discre`te correspondant a` cette e´quation (celle dont
le ge´ne´rateur permet, a` la limite, de de´finir AJ). Soit Fnt le filtration naturelle associe´e au
processus (ρn(t)).
Alors le processus (ρJn(.)) est (Fnt ) adapte´ et pour tout m ≥ 0, pour tout 0 ≤ t1 < t2 <
. . . < tm ≤ t < t+ s, pour toutes fonctions (θi)i=1,...,m et pour toute fonction f in C2c on a :
lim
n→∞
E
[(
f(ρJn(t+ s))− f(ρJn(t))−
∫ t+s
t
AJf(ρJn(s))
) m∏
i=1
θi(ρ
J
n(ti))
]
= 0. (3.39)
De plus le processus (ρJn(.)) est relativement compact.
En conclusion, comme le proble`me de martingale (AJ , ρ0) admet une unique solution, la
trajectoire quantique discre`te (ρJn(.)) converge en loi vers la trajectoire quantique continue
(ρJt ).
Donnons quelques e´le´ments permettant de montrer la convergence en loi a` partir des
conditions satisfaites par la trajectoire quantique discre`te (ρJt ).
La condition (3.39) provient de fac¸on naturelle de la convergence des ge´ne´rateurs (la
de´monstration de ce re´sultat est facilite´e par le caracte`re uniforme de la convergence des
ge´ne´rateurs). C’est cette proprie´te´ qui exprime la convergence des lois fini-dimensionnelles
de (ρJn(t)). La relative compacite´ nous permet alors de conclure a` la convergence en lois
des processus.
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Cette de´marche est classique dans ce type de conclusion, dans les cas classiques ces
proprie´te´s sont e´galement satisfaites mais elles n’interviennent pas directement dans les
preuves.
En effet, comme la suite de processus (ρJt ) est relativement compact, si (Yt) de´signe un
procesus limite d’une suite extraite de (ρJn(t)), alors la convergence en loi de la sous suite
extraite et la condition (3.39) impliquent ne´cessairement
E
[(
f(Yt+s)− f(Yt)−
∫ t+s
t
AJf(Ys)
) m∏
i=1
θi(Yti)
]
= 0, (3.40)
pour tout m ≥ 0, pour tout 0 ≤ t1 < t2 < . . . < tm ≤ t < t + s, pour toutes fonctions
(θi)i=1,...,m et pour toute fonction f in C
2
c .
La condition (3.40), satisfaite par le processus (Yt), entraˆıne le fait que ce processus
est un processus de Markov et qu’il est solution du proble`me de martingale (AJ , ρ0). En
conse´quence, par unicite´ du proble`me de martingale, les processus (Yt) et (ρ
J
t ) ont meˆme
loi. Ainsi toute sous suite extraite de (ρJn(t)) ,qui converge en loi, converge en loi vers (ρ
J
t ).
La proprie´te´ de relative compacite´ entraˆıne la convergence en loi de la suite (ρJn(t)) vers (ρ
J
t ).
Remarque La solution du proble`me de martingale associe´e a` (AJ , ρ0) est un processus
de Markov par rapport a` sa filtration naturelle. Cela vient naturellement du fait que AJ
de´finit un ge´ne´rateur de Markov et que le proble`me de martingale associe´ a` ce ge´ne´rateur
admet une unique solution (cf [EK86]).
Ceci conclue la premie`re partie correspondant a` un expose´ des notions utilise´es dans
l’ensemble de nos re´sultats. La deuxie`me partie est consacre´e a` la pre´sentation de 5 articles
qui reprennent en de´tails tous les re´sultats expose´s dans le chapitre 2 avec les preuves
comple`tes.
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Abstract
Recent developments in quantum physics make heavy use of so-called “quantum
trajectories”. Mathematically, this theory gives rise to “stochastic Schro¨dinger
equations”, that is, perturbation of Schro¨dinger-type equations under the form
of stochastic differential equations. But such equations are in general not of the
usual type as considered in the literature. They pose a serious problem in terms
of justifying the existence and uniqueness of a solution, justifying the physical
pertinence of the equations. In this article we concentrate on a particular case :
the diffusive case, for a two-level system. We prove existence and uniqueness
of the associated stochastic Schro¨dinger equation. We physically justify the
equations by proving that they are continuous time limit of a concrete physical
procedure for obtaining quantum trajectory.
Introduction
Belavkin equations (also called stochastic Schro¨dinger equations) are classical stochastic
differential equations describing the evolution of an open quantum system undergoing a
continuous quantum measurement. The solutions of such equations are called quantum
trajectories and describe the time evolution of the state of the system. The random nature
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of the result of quantum measurement is at the origin of the stochastic character of the
evolution.
The first rigorous description of a state undergoing a continuous measurement is due
to Davies in [6]. It describes in quantum optics, the behavior of an atom from which we
observe the photon emission. This is the so-called “Resonance Fluorescence” experiment
(see [10] and [4]) .
In the literature, essentially two kinds of Belavkin equations are considered : they are
either driven by a Brownian motion or by a counting process. But the kind of equations
which are obtained this way are of non-usual type compared to the usual theory of stochas-
tic differential equations. In particular there is no reference in physics nor in mathematics,
where the existence and the uniqueness of the solution of such equations is discussed. Fur-
themore, the physical justification of the apparition of these equations requires in general
quite heavy mathematical framework (Von-Neumann algebra, conditional expectation, fil-
tering...). The high technology of such tools contrasts with the simplicity and the intuition
of the physical model.
An approach to such equations, which is physically very intuitive, is the one of repeated
quantum interactions. The setup is the following. The continuous measurement model is
obtained as a limit of discrete models. This discrete model is a naive approach to the
interaction of a simple system interacting with a field. The field is represented as a chain
of independent copies of small pieces of environment. The simple system interacts, for a
time interval h, with one piece of the environment. After that interaction an observable of
the piece of environment is measured. The random result of the measurement induces a
random new state for the small system. The small system then interacts again with another
piece of the environment for a time interval h. A measurement of the same observable of
this second copy is performed. And so on.
This experiment gives rise to a discrete evolution of the state of the small system, which
is a Markov chain. The continuous time limit (h→ 0) of this evolution should give rise to
the quantum trajectories.
Repeated quantum interactions have been considered by Attal-Pautrat in [3] and by
Gough in [7]. The continuous limit of repeated quantum interactions is rigorously shown
to converge to a quantum stochastic differential equation in [3]. The setup of measuring
an observable of the chain after each interaction is considered in [7], but the continuous
limit, the existence and the uniqueness of the solutions are not all treated rigorously in
this reference.
The aim of this article is to study the diffusive Belavkin equation, to show existence
and uniqueness of the solution, to show its approximation by repeated quantum interaction
models. The same results for the equation concerning the counting process are developed
in another article [16].
This article is structured as follow :
In Section 1, we present the mathematical model of repeated quantum interactions with
measurement. We define discrete time quantum trajectories and focus on their probabilistic
properties. In particular, it is shown that these processes are classical Markov chains.
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Finally we deal with the model of a two-level atom in interaction with a spin chain and we
describe the discrete stochastic evolution equations in this setting.
The Section 2 is devoted to the continuous model. We present the two different types
of Belavkin equations whose solutions are continuous time quantum trajectories. We then
prove existence and uniqueness of solutions in the diffusive case.
The link between discrete and continuous models is provided in section 3. It is shown
that particular discrete quantum trajectories (for two-level model) satisfy stochastic equa-
tions which are discrete time diffusive equation. We use result of weak convergence of
stochastic integrals in order to prove that solutions of diffusive Belavkin stochastic equa-
tions are obtained as a limit of discrete trajectories.
A.1 Discrete Quantum Trajectories
We make here precise the mathematical framework to describe the model of discrete
quantum trajectories.
A.1.1 Repeated Quantum Measurements
The physical setup is the one of a small quantum system, represented by a Hilbert
space H0, coupled to a field modelled by an infinite chain of identical independent quan-
tum systems. Each piece of the field is represented by a Hilbert space H. Each space is
equipped with positive, trace-class operator with trace 1. This operator is called a “sta-
te” or “a density matrix”. In this section, we present the random character of repeated
measurements.
The discrete model of interaction is called “quantum repeated interactions”. Each copy
H of the environment interacts with H0, one after the other, during a time interval of
length h. Informations on the evolution of the small system are obtained by performing a
measurement of H after each interaction.
For the first interaction, the compound system is described by the tensor product
H0 ⊗ H and the interaction is characterized by a total Hamiltonian Htot which is a self-
adjoint operator on H0 ⊗H. Its general form is
Htot = H0 ⊗ I + I ⊗H +Hint, (A.1)
where H0 and H are the free Hamiltonians of each system and Hint is the interaction
Hamiltonian. The operator
U = eihHtot
describes the first interaction as follows. In the Schro¨dinger picture, if ρ denotes any state
on the tensor product, the evolution is given by
ρ 7→ U ρU⋆.
After this first interaction, a second copy of H interacts with H0 in the same way. And so
on...
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As the field is supposed to be an infinite chain, the whole sequence of successive inter-
actions is described by the state space
Γ = H0 ⊗
⊗
k≥1
Hk, (A.2)
where Hk designs the k-th copy of H. The countable tensor product
⊗
k≥1Hk is defined
as follows. We consider that H is finite dimensional and that {X0, X1, . . . , Xn} is a fixed
orthonormal basis of H. The orthogonal projector onto CX0 is denoted by |X0〉〈X0| (this
is the bra-ket notation in mathematical physics see the remark below). This is the ground
state (or vacuum state) of H. The tensor product is taken with respect to X0 (for details,
see [3]), that is, we define an orthonormal basis of
⊗
k≥1Hk with respect to this vector. It
is described as follows.
Let P be the set of finite subset A of the form A = {(n1, i1), . . . , (nk, ik)} of N⋆ ×
{1, . . . , n} such that the n′is are two by two disjoint. The orthonormal basis of
⊗
k≥1Hk
with respect to X0 is the family
{XA, A ∈ P},
where for A = {(n1, i1), . . . , (nk, ik)}, we define XA as the vector
X0 ⊗ . . .⊗Xi1 ⊗X0 ⊗ . . .⊗X0 ⊗Xi2 ⊗ . . . ,
of
⊗
k≥1Hk, where Xij appears in the copy number nj of H. The infinite tensor product
allow us to work in a single space but the structure of Hilbert space do not appear explicitly
in the rest of the paper.
Remark : A vector Y in a Hilbert space H is represented by the application |Y 〉 from
C to H which acts with the following way |Y 〉(λ) = |λY 〉. The linear form on H are
represented by the operators 〈Z| which acts on the vector |Y 〉 by 〈Z||Y 〉 = 〈Z, Y 〉, where
〈 , 〉 denotes the scalar product of H.
The unitary evolution describing the k-th interaction is given by the operator Uk which
acts as U on H0 ⊗Hk, whereas it acts as the identity operator on the other copies of H.
If ρ is a state on Γ, the effect of the k-th interaction is :
ρ 7→ Uk ρU⋆k
Hence the result of the k first interactions is described by the operator Vk on B(Γ) defined
by the recursive formula : {
Vk+1 = Uk+1Vk
V0 = I
(A.3)
and the evolution of states is then given, in the Schro¨dinger picture, by :
ρ 7→ Vk ρ V ⋆k . (A.4)
We present now the indirect measurement principle. The idea is to perform a measurement
of an observable of the field after each interaction.
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A measurement of an observable of Hk is modelled as follows. Let A be any observable
on H, with spectral decomposition A =∑pj=1 λjPj. We consider its natural ampliation on
Γ :
Ak :=
k−1⊗
j=0
I ⊗ A⊗
⊗
j≥k+1
I. (A.5)
The result of the measurement of Ak is random, the accessible data are its eigenvalues. If
ρ denotes the reference state of Γ, the observation of λi is obtained with probability
P [to observe λj] = Tr[ ρP
k
j ], j ∈ {1, . . . , p},
where P ki is the ampliation of Pi in the same way as (A.5). If we have observed the
eigenvalue λj the “projection postulate” called “wave packet reduction” imposes that the
state after measurement is
ρj =
P kj ρP
k
j
Tr[ ρP kj ]
.
Remark : This corresponds to the new reference state depending on the result of the
observation. Another measurement of the observable Ak (with respect to this new state),
would give P [to observe λj] = 1 (for PiPj = 0 if i 6= j). This means that only one measu-
rement after each interaction gives a significant information. This justifies the principle of
repeated interactions.
The repeated quantum measurements are the combination of the previous description
and the successive interactions (A.4). After each interaction, the measurement procedure
involves a random modification of the system. It defines namely a sequence of random
states which is called : “discrete quantum trajectory”.
The initial state on Γ is chosen to be
µ = ρ⊗
⊗
j≥1
βj
where ρ is any state on H0 and each βi = β is a fixed state on H. We denote by µk the
new state after k interactions, that is :
µk = Vk µV
⋆
k .
The probability space describing the experience of repeated measurements is ΩN
⋆
where
Ω = {1, . . . , p}. The integers i correspond to the indexes of the eigenvalues of A. We endow
ΩN
⋆
with the cylinder σ-algebra generated by the sets :
Λi1,...,ik = {ω ∈ ΩN
⋆
/ω1 = i1, . . . , ωk = ik}.
Note that for all j, the unitary operator Uj commutes with all P
k, for k < j. For any set
{i1, . . . , ik}, we can define the following non normalized state
µ˜(i1, . . . , ik) = (I ⊗ Pi1 ⊗ . . .⊗ Pik ⊗ I . . .) µk (I ⊗ Pi1 ⊗ . . .⊗ Pik ⊗ I . . .)
= (P kik . . . P
1
i1
) µk (P
1
i1
. . . P kik).
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It is the non-normalized state which corresponds to the successive observation of the ei-
genvalues λi1 , . . . , λik during the k first measurements. The probability to observe these
eigenvalues is
P [Λi1,...,ik ] = P [to observe (λi1 , . . . , λik)] = Tr[µ˜(i1, . . . , ik)].
This way, we define a probability measure on the cylinder sets of ΩN
⋆
which satisfies the
Kolmogorv Consistency Criterion. Hence it defines a unique probability measure on ΩN
⋆
.
The discrete quantum trajectory on Γ is then given by the following random sequence of
states :
ρ˜k : Ω
N
⋆ −→ B(Γ)
ω 7−→ ρ˜k(ω1, . . . , ωk) = µ˜(ω1,...,ωk)Tr[µ˜(ω1,...,ωk)]
From the construction and the remarks above, the following is immediate.
Proposition 1 Let (ρ˜k) be the above random sequence of states, we have for all ω ∈ ΩN⋆ :
ρ˜k+1(ω) =
P k+1ωk+1 Uk+1 ρ˜k(ω) U
⋆
k+1 P
k+1
ωk+1
Tr
[
ρ˜k(ω)U⋆k+1 P
k+1
ωk+1
Uk+1
] .
The following theorem is an easy consequence of the previous proposition.
Theorem 1 The discrete quantum trajectory (ρ˜n)n is a Markov chain, with values on the
set of states of H0
⊗
i≥1Hi. It is described as follows :
P [ρ˜n+1 = µ/ρ˜n = θn, . . . , ρ˜0 = θ0] = P [ρ˜n+1 = µ/ρ˜n = θn]
If ρ˜n = θn, the random state ρ˜n+1 takes one of the values :
P n+1i (Un+1(θn ⊗ β)U⋆n+1)P n+1i
Tr
[
(Un+1 (θn ⊗ β)U⋆n+1)P n+1i
] i = 1, . . . , p
with probability Tr
[
(Un+1 (θn ⊗ β)U⋆n+1)P n+1i
]
.
In general, one is more interested into the reduced state on the small system H0 only.
This state is given by taking a partial trace on H0. Let us recall what partial trace is. If
H is any Hilbert space, we denote by TrH[W ] the trace of a trace-class operator W on H.
Definition-Theorem 1 Let H and K be two Hilbert spaces. If α is a state on a tensor
product H ⊗ K, then there exists a unique state η on H which is characterized by the
property
TrH[ η X ] = TrH⊗K[α (X ⊗ I) ].
for all X ∈ B(H). This unique state η is called the partial trace of α on H with respect to
K.
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Let E0(α) denote the partial trace on H0 with respect to
⊗
k≥1Hk of any state α on
Γ. We define a random sequence of states on H0 as follows. For all ω in ΩN⋆ , define the
discrete quantum trajectory on H0
ρn(ω) = E0[ρ˜n(ω)]. (A.6)
An immediate consequence of Theorem 1 is the following result.
Theorem 2 The quantum trajectory (ρn)n defined by formula (A.6) is a Markov chain
with values in the set of states on H0. If ρn = χn, then ρn+1 takes one of the values :
E0
[
(I ⊗ Pi)U(χn ⊗ β)U⋆ (I ⊗ Pi)
Tr[U(χn ⊗ β)U⋆ (I ⊗ Pi)]
]
i = 1 . . . p
with probability Tr [U(χn ⊗ β)U⋆ (I ⊗ Pi)].
Remark : Let us stress that :
(I ⊗ Pi)U (χn ⊗ β)U⋆ (I ⊗ Pi)
Tr[U (χn ⊗ β)U⋆ (I ⊗ Pi)]
is a state on H0 ⊗ H. In this situation, the notation E0 denotes the partial trace on H0
with respect to H. The infinite tensor product Γ is just needed to have a clear description
of the repeated interactions and the probability space ΩN
⋆
.
The next section is devoted to the particular case of a two-level atom in contact with
a photon stream. Because of physical considerations, this case is often the central case in
the literature concerning continuous measurement.
A.1.2 A Two-Level Atom
The Hilbert spaces describing the physical situation are now H0 = H = C2.
In this section, we establish a discrete quantum evolution equation for (ρn) which is a
discrete approximation of the Belavkin equation.
The main goal of this section is to obtain a formula of the following form
ρk+1 = f(ρk, Xk+1). (A.7)
where (Xk)k is a sequence of random variables. Such a formula is obtained from the des-
cription of Theorem 2 and the computation of the partial trace operation.
The state ρk can be namely considered as an initial state (according to the Markov
property of Theorem 2). Thus we can consider a single interaction with a system (H, β)
(actually this is the k+1-th copy). We consider an observable of the form A = λ0P0+λ1P1
and the unitary operator describing the interaction is a unitary 4× 4 unitary matrix.
In order to compute the state given by the projection postulate and the partial trace,
we choose a suitable basis. If (X0 = Ω, X1 = X) is an orthonormal basis of C
2, for the
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space H0 ⊗H we consider the following basis Ω⊗ Ω, X ⊗ Ω,Ω⊗X,X ⊗X. In this basis,
the unitary-operator U can be written by blocks in the following way :
U =
(
L00 L01
L10 L11
)
where each Lij are operators on H0. For β we choose
β = |Ω〉〈Ω|.
As a consequence, the state after the interaction is
µk+1 = U(ρk ⊗ β)U⋆ =
(
L00ρkL
⋆
00 L00ρkL
⋆
10
L10ρkL
⋆
00 L10ρkL
⋆
10
)
. (A.8)
Thanks to the description of Theorem 2, we define the two possible non-normalized
states
L0(ρk) = E0[I ⊗ P0(µk+1)I ⊗ P0], (A.9)
L1(ρk) = E0[I ⊗ P1(µk+1)I ⊗ P1]. (A.10)
These are operators on H0, the non-normalized state L0(ρk) appears with probability
pk+1 = Tr[L0(ρk)] and L1(ρk) with probability qk+1 = Tr[L1(ρk)].
Let define the random variable νk+1 on {0, 1} :{
νk+1(0) = 0 with probability pk+1,
νk+1(1) = 1 with probability qk+1.
With these notations, the discrete quantum trajectory can be described as follows. For
all ω ∈ ΩN⋆ , we have
ρk+1(ω) =
L0(ρk(ω))
pk+1(ω)
(1− νk+1(ω)) + L1(ρk(ω))
qk+1(ω)
νk+1(ω) . (A.11)
In order to obtain the final discrete quantum evolution equation, we consider the cen-
tered and normalized random variable
Xk+1 =
νk+1 − qk+1√
qk+1pk+1
.
We define the associated filtration on {0, 1}N⋆ :
Fk = σ(Xi, i ≤ k).
By construction, we have E[Xk+1/Fk] = 0 and E[X2k+1/Fk] = 1. Thus we can write the
discrete evolution equation for the quantum trajectory in terms of the random variables
(Xk) :
ρk+1 = L0(ρk) + L1(ρk) +
[
−
√
qk+1
pk+1
L0(ρk) +
√
pk+1
qk+1
L1(ρk)
]
Xk+1 . (A.12)
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The above equation can be considered in a general way and the unique solution starting
from ρ0 is the discrete quantum trajectory described in Theorem 2. Let us stress that this
sequence depends on the length time of interaction. This dependence will allow us to prove
a continuous time approximation result in Section 3. For the moment, next section is
devoted to describing continuous time quantum trajectories.
A.2 Belavkin Equations
As announced in the introduction, it is commonly assumed that the evolution of a sys-
tem undergoing a continuous measurement is described by stochastic differential equations.
A model of interaction can be provided to describe an atom in contact with a continuous
field. In this setting, the description of the principle of indirect measurement needs high
technical tools in order to obtain rigorous statements. Such theories are not the purpose of
this article. We just give the physical setup in order to introduce the Belavkin stochastic
differential equations.
Consider a two-level system, described by C2, in interaction with an environment (clas-
sically described by a Fock space). The time evolution is given by a unitary-process (Ut)
which satisfies a quantum stochastic differential equation (cf [15]). Without measurement
the evolution of the small system is given by a norm continuous semigroup {Tt}t≥0. The
Linblad generator of (Tt) is denoted by L and we have the “Master Equation” :
dρt
dt
= L(ρt) = −i[H0, ρt]− 1
2
{C⋆C, ρt}+ CρtC⋆
where C is any operator on C2 and H0 is the Hamiltonian of the atom.
In the theory of time continuous measurement L is decomposed as the sum of L + J
where J represents the instantaneous state change taking place when detecting a photon,
and L describes the smooth state variation in between these instants. These operators are
defined by
L(ρ) = −i[H0, ρ]− 1
2
{C⋆C, ρ} ,
J (ρ) = CρC⋆.
Thanks to the works of Davies in [6], two types of stochastic differential equations can
be derived. The solutions of these equations are then called “continuous-time quantum
trajectories”.
1. The “diffusive equation” (Homodyne detection experiment) is given by
dρt = L(ρt)dt+ [ρtC
⋆ + Cρt − Tr (ρt(C + C⋆)) ρt]dWt (A.13)
where Wt describes a one-dimensional Brownian motion.
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2. The “jump equation” (Resonance fluorescence experiment) is
dρt = L(ρt)dt+
[ J (ρt)
Tr[J (ρt)] − ρt
]
(dN˜t − Tr[J (ρt)]dt) (A.14)
where N˜t is a counting process with stochastic intensity
∫ t
0
Tr[J (ρs)]ds.
A physical justification of equation (A.13) as limit of discrete quantum trajectories, is
given in Section 3. For the moment, we shall focus on the general problem of existence and
uniqueness of a solution of equation (A.13). The jump-equation and all the convergence
theorems referring to this case are treated in detail in [16] with different technics.
A.2.1 Existence and Uniqueness
Let ρ0 be any state, we aim to show existence and uniqueness for the stochastic diffe-
rential equation
ρt = ρ0 +
∫ t
0
L(ρs)ds+
∫ t
0
[ρsC
⋆ + Cρs − Tr[(ρs(C + C⋆)) ρs]dWs. (A.15)
Classical theorems concerning existence and uniqueness for SDE cannot be applied directly
here for the coefficients of the equation (A.15) are not Lipschitz. Furthermore, even if there
exists a solution, one must show that the solution takes values in the set of states. Actually
this property and the questions of existence and uniqueness are linked.
Concerning the property of being valued in the set of states, an important feature of
the differential equation (A.15) is that it preserves the property to be a pure state (in
quantum theory, a pure state is a one dimensional projector). This idea is expressed in the
following proposition.
Proposition 2 Let (Wt) be a standard Brownian motion on (Ω,F ,Ft, P ) and let |ψ0〉 be
any norm 1 vector in C2. Let νt =
1
2
〈ψt, (C + C⋆)ψt〉 where C is any operator on C2.
If the following stochastic equation :
d|ψt〉 = (C − νtI)|ψt〉dWt +
(
−iH0 − 1
2
(
C⋆C − 2νtC + ν2t I
)) |ψt〉dt (A.16)
admits a solution (|ψt〉), then almost surely we have ‖ψt‖ = 1 for all t.
Furthermore the process (|ψt〉〈ψt|) takes values in the set of pure states and it is a
solution of the diffusive Belavkin equation (A.15).
Proof: Let |ψ0〉 be any vector in C2 and let (|ψt〉) be a solution of (A.16). Let us prove
that ‖ψt‖2 = 1. Using the Ito Formulas and the fact thatH is self-adjoint, a straightforward
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computation shows that
d‖ψt‖2 = d〈ψt, ψt〉 = 〈dψt, ψt〉+ 〈ψt, dψt〉+ 〈dψt, dψt〉
= 〈(C − νtI)ψt, ψt〉dWt + 〈(−iH0 − 1
2
(C⋆C − 2νtC + ν2t I)ψt, ψt〉dt
+〈ψt, (C − νtI)ψt〉dWt + 〈ψt, (−iH0 − 1
2
(C⋆C − 2νtC + ν2t I)ψt〉dt
+〈(C − νtI)ψt, (C − νtI)ψt〉dt
= (2νt − 2νt〈ψt, ψt〉)dWt.
If ‖ψ0‖2 = 1, this implies that almost surely
‖ψt‖2 = ‖ψ0‖2 = 1.
for all t ≥ 0. Define the process ρt = |ψt〉〈ψt|. It is valued in the set of pure states. As
‖ψt‖ = 1, we have for all y ∈ C2
ρt|y〉 = 〈ψt, y〉|ψt〉.
Hence we can compute d ρt|y〉 by the Ito Formula :
d ρt|y〉 = 〈dψt, y〉|ψt〉+ 〈ψt, y〉d|ψt〉+ 〈dψt, y〉d|ψt〉
= 〈(C − νt)ψt, y〉|ψt〉dWt + 〈(−iH0 − 1
2
(C⋆C − 2νtC + ν2t )ψt, y〉|ψt〉dt
+〈ψt, y〉(C − νt)|ψt〉dWt + 〈ψt, y〉(−iH0 − 1
2
(C⋆C − 2νtC + ν2t )|ψt〉dt
+〈(C − νt)ψt, y〉(C − νt)|ψt〉 dt
Let us show that this corresponds to the equation (A.15). It is clear that νt =
1
2
〈ψt, (C +
C⋆)ψt〉 corresponds to the term 12Tr
[|ψt〉〈ψt|(C+C⋆)]. As a consequence the term in front
of the Brownian motion becomes
〈(C − νt)ψt, y〉|ψt〉+ 〈ψt, y〉(C − νt)|ψt〉
=
(
C|ψt〉〈ψt|+ |ψt〉〈ψt|C⋆ − Tr
[|ψt〉〈ψt|(C + C⋆)]|ψt〉〈ψt|) |y〉.
A similar computation show that the term in front of dt is
L
(|ψt〉〈ψt|)|y〉
Hence we recover the expression of Belavkin Equation (A.15) and the proposition is proved.

As a consequence, we can express an existence and uniqueness theorem for equation
(A.15). In what follows, we use the notion of “wave function”. A wave function is a norm
1 vector which define a pure state.
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Theorem 3 Let (Ω,F ,Ft, P ) be a probability space which supports a standard Brownian
motion (Wt) and let ρ0 be any state on C
2.
The stochastic differential equation
ρt = ρ0 +
∫ t
0
L(ρs)ds+
∫ t
0
[
ρsC
⋆ + Cρs − Tr[(ρs(C + C⋆)) ρs
]
dWs
admits a unique solution (ρt). The solution takes values in the set of states and is defined
for all t ≥ 0.
Furthemore, if the initial condition is a pure state, the solution takes values in the set of
pure states. The corresponding stochastic differential equation for a wave function is then
given by :
d|ψt〉 = (C − νt)|ψt〉dWt +
(
−iH0 − 1
2
(
C⋆C − 2νtC + ν2t
)) |ψt〉dt
where νt =
1
2
〈ψt, (C + C⋆)ψt〉.
Proof: As the coefficients of (A.15) are not Lipschitz, we cannot apply directly the
usual existence and uniqueness theorems for SDE. However, the coefficients are C∞, hence
locally Lipschitz. We can use a truncature method. The equation (A.15) is of the following
form :
dρt = L(ρt)dt+Θ(ρt)dWt (A.17)
where Θ is C∞ and Θ(A) = AC⋆ + CA − Tr [A(C + C⋆)]A. Let k > 1 be an integer, we
define the truncation function ϕk from R to R defined by
ϕk(x) =

−k if x ≤ −k
x if −k ≤ x ≤ k
k if −k ≤ x ≤ k
For a matrix A = (aij), we define by extension ϕ˜k(A) = ϕk(Re(aij)) + iϕk(Im(aij)). Thus
the function Θ ◦ ϕ˜k is a Lipschitz. Now we consider the truncated equation :
dρk,t = L ◦ ϕ˜k(ρk,t)dt+Θ ◦ ϕ˜k(ρk,t)dWt.
The Cauchy-Lipschitz Theorem concerning stochastic differential equations can be applied ;
there exists a unique solution t 7→ ρk,t defined for all t. Besides the solution is continuous
in time.
Define the random stopping times
Tk = inf{t,∃(ij)/|Re(aij(ρk,t))| = k or |Im(aij(ρk,t))| = k}.
As ρ0 is a state, we have ‖ρ0‖ ≤ 1. Thanks to continuity, if k is chosen large enough,
we have Tk > 0 and for all t ≤ Tk we have ϕ˜k(ρk,t) = ρk,t. Thus t 7→ ρk,t is the unique
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solution of equation (A.15) (without truncation) on [0, Tk]. The usual method for solving
an equation with non Lipschitz coefficients is to put T = limk Tk and to show that T =∞.
In addition to the proof of existence of a solution, we must prove that the process is
valued in the set of states. If ν is any state, we have ‖ν‖ ≤ 1, so |ν(ij)| ≤ 1. Hence if
we prove that on [0, T2] the process (ρ2,t) is valued on set of states ; this would prove that
T2 =∞ a.s and we would have proved that there exists a unique solution valued in the set
of states. Let us prove this fact.
In the proof of the existence and uniqueness of a solution in the case of Cauchy-Lipschitz
coefficients, the solution is obtained as the limit of the sequence{
ρn+1(t) = ρn(0) +
∫ t
0
L ◦ ϕ˜k(ρn(s))ds+
∫ t
0
Θ ◦ ϕ˜k(ρn(s))dWs
ρ0(t) = ρ
(A.18)
With our definition of Θ and L, if ρ0 is a state, it is clear that this sequence is self-adjoint
with trace one. These conditions are closed and at the limit the process is self-adjoint with
trace one. But the condition of positivity does not follow from such arguments. we shall
prove it by other means.
Consider the random time
T 0 = inf{t ≤ T2/∃X ∈ C2/〈X, ρ2,tX〉 = 0} (A.19)
We have 〈X, ρ0X〉 ≥ 0 for all X, so by continuity we have 〈X, ρ2,tX〉 ≥ 0 on [0, T 0] which
implies that ρ2,t is a state for all t ≤ T 0.
If T 0 = T2 a.s the result is proved. Otherwise, if we have T
0 < T2, then by continuity
there exists X such that 〈X, ρ2,T 0X〉 = 0 and for all Y 〈Y, ρ2,T 0Y 〉 ≥ 0. This implies that
ρ2,T 0 is a pure state because we work in dimension 2. Let us denote by ψT 0 a vector of
norm one such that ρ2,T 0 = |ψT 0〉〈ψT 0 |. Consider the equation :
d|ψt〉 = (C − νt)|ψt〉dWt +
(
−iH0 − 1
2
(
C⋆C − 2νtC + ν2t
)) |ψt〉dt
with ψT 0 as initial condition. The problem of existence and uniqueness for this equation
is solved by a truncation method too. The fact that, if we have a solution, it is of norm 1
shows that the solution obtained by truncation (defined for all t) is actually the solution
of (A.16). Proposition 2 and the uniqueness of ρ2,t on [T
0, T2] show that the solution of
(A.16) which satisfies
|ψt〉 = |ψT 0〉+
∫ t
T 0
(C − νs)|ψs〉dWs +
(
−iH0 − 1
2
(
C⋆C − 2νsC + ν2s
)) |ψs〉ds
defines a process (|ψt〉〈ψt|) equals to ρ2,t on [T 0, T2]. Hence the process obtained by trun-
cation is valued on set of states and the Theorem is proved. 
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A.2.2 Change of Measure
At this stage, it must be said that the stochastic differential equation usually appearing
in the literature is of the following form :
ρt = ρ0 +
∫ t
0
L(ρs)ds+
∫ t
0
[ρsC
⋆ + Cρs − Tr[ρs(C + C⋆)]] dW˜s (A.20)
where
W˜t = Wt −
∫ t
0
Tr[ρs(C + C
⋆)]ds (A.21)
Hence it seems to be rather different from equation (A.15). Actually the link between
the two different equation is given by the Girsanov’s Theorem (see [18]).
Theorem 4 Let (Wt) be a standard Brownian motion on (Ω,F ,Ft, P ) and let H be a
bounded ca`gla`d process. Let
Xt =
∫ t
0
Hsds+Wt (A.22)
and define a new probability by
dQ
dP
= exp
(
−
∫ T
0
HsdWs− 1
2
∫ T
0
H2sds
)
for some T > 0. Then under Q, the process (Xt) is a standard brownian motion for
0 ≤ t ≤ T .
The link between the two equations (A.15) and (A.20) is then obvious. Let (ρt) be the
solution of equation (A.15) given by Theorem 3 on (Ω,F ,Ft, P ). For some T > 0, define
the probability measure Q by :
dQ
dt
= exp
(∫ T
0
Tr[ρt(C + C
⋆)]dWs − 1
2
∫ T
0
Tr[ρt(C + C
⋆)]2ds
)
(A.23)
The above theorem claims that W˜t is a standard Brownian motion under Q for 0 ≤
t ≤ T . Hence equation (A.20) is the same equation as (A.15) up to a change of measure.
In the following section, we show that the solution of equation (A.15) can be obtained as
limit of discrete quantum trajectories.
A.3 Approximation and Convergence
A.3.1 The Discrete Approximation
In this section, we present a way to obtain the solution of the diffusive Belavkin equa-
tion (A.15) as a limit of concrete discrete quantum trajectories. Let us show that these
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discrete trajectories satisfy evolution equations which appear as approximations of stochas-
tic differential equations.
In Section 1, we had the discrete quantum trajectories satisfying :
ρk+1 = L0(ρk) + L1(ρk) +
[
−
√
qk+1
pk+1
L0(ρk) +
√
pk+1
qk+1
L1(ρk)
]
Xk+1 . (A.24)
Hence, we have
ρk+1 − ρ0 =
k∑
i=0
[ρi+1 − ρi]
=
k∑
i=0
[L0(ρi)) + L1(ρi)− ρi]
+
k∑
i=0
[
−
√
qi+1
pi+1
L0(ρi) +
√
pi+1
qi+1
L1(ρi)
]
Xi+1 . (A.25)
Let us introduce a time discretization. Consider a partition of [0, T ] in subintervals of
equal size 1/n. The time of interaction is supposed now to be h = 1/n, the unitary operator
depends then on the time interaction :
U(n) =
(
L00(n) L01(n)
L10(n) L11(n)
)
.
In [3], Attal and Pautrat have shown that the asymptotic of the coefficients Lij(n) must
be properly rescaled in order to obtain a non-trivial limit when n goes to infinity. Indeed
they have shown that V[nt] = U[nt](n) . . . U1(n), which represents the discrete dynamic of
quantum repeated interactions, converges to a process Vt solution of a Quantum Langevin
Equation only if the coefficients Lij obey certain normalizations. When translated to our
context, the results of [3] show that we should consider
L00(n) = I +
1
n
(
−iH0 − 1
2
CC⋆
)
+ ◦
(
1
n
)
(A.26)
L10(n) =
1√
n
C + ◦
(
1
n
)
(A.27)
Remember that the unitary operator is given by
U(n) = exp
(
i
1
n
HTot
)
The corresponding Hamiltonian Htot which gives the expression U(n) is of the following
form :
Htot = H0 ⊗ I + I ⊗
(
1 0
0 0
)
+
1√
n
[
C ⊗
(
0 0
1 0
)
+ C⋆ ⊗
(
0 1
0 0
)]
+ ◦
(
1
n
)
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where H0 is the Hamiltonian of the small system and C is any operator on C
2.
With the time discretization we then obtain
ρk+1(n) = L0(n)(ρk(n)) + L1(n)(ρk(n)) (A.28)
+
[
−
√
qk+1(n)
pk+1(n)
L0(n)(ρk(n)) +
√
pk+1(n)
qk+1(n)
L1(n)(ρk(n))
]
Xk+1(n) .(A.29)
Remember that the sequence of random variables (Xk(n)) is defined through the two
probabilities : {
pk+1 = Tr[L0(ρk)] ,
qk+1 = Tr[L1(ρk)] . (A.30)
By definition of (Xk) we have :
Xk(n)(i) =
 −
√
qk+1(n)
pk+1(n)
with probability pk+1(n) if i = 0 ,√
pk+1(n)
qk+1(n)
with probability qk+1(n) if i = 1 .
(A.31)
Each probability depends on the expression of Li, which depends on the measured
observable A = λ0P0 + λ1P1. At the limit, the diffusive behavior of ρ[nt](n) is depending
on the comportment of (Xk), that is, on the observable.
1. If the observable is of the form A = λ0
(
1 0
0 0
)
+ λ1
(
0 0
0 1
)
, we obtain the
following asymptotic for the probabilities :
pk+1(n) = 1− 1
n
Tr [J (ρk(n))] + ◦
(
1
n
)
qk+1(n) =
1
n
Tr [J (ρk(n))] + ◦
(
1
n
)
The discrete equation then becomes :
ρk+1(n)− ρk(n) = 1
n
L(ρk(n)) + ◦( 1
n
)
+
[ J (ρk(n))
Tr [J (ρk(n)))] − ρk(n) + ◦(1)
]√
qk+1(n)pk+1(n)Xk+1(n).
2. If the observable A is non diagonal in the basis (Ω, X). For the eigenprojectors, put
P0 =
(
p00 p01
p10 p11
)
and P1 =
(
q00 q01
q10 q11
)
we have
pk+1 = p00 +
1√
n
Tr [ρk(p01C + p10C
⋆)] +
1
n
Tr [ρkp00(C + C
⋆)] + ◦
(
1
n
)
qk+1 = q00 +
1√
n
Tr [ρk(q01C + q10C
⋆)] +
1
n
Tr [ρkq00(C + C
⋆)] + ◦
(
1
n
)
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The discrete equation here becomes
ρk+1 − ρk = 1
n
L(ρk) + ◦
(
1
n
)
+
[
eiθCρk + e
−iθρkC⋆ (A.32)
−Tr[ρk(eiθC + e−iθC⋆)] ρk + ◦(1)
] 1√
n
Xk+1. (A.33)
In this expression, the parameter θ represents a kind of phase. It is real and depends
on the coefficients of the eigenprojectors. If we put Cθ = e
iθC, the discrete equation
(A.32) becomes :
ρk+1 − ρk = 1
n
L(ρk) + ◦
(
1
n
)
+ [Cθρk + ρkC
⋆
θ
−Tr[ρk(Cθ + C⋆θ )] ρk + ◦(1)]
1√
n
Xk+1.
For each θ, we have similar expressions for discrete equations with different operators
Cθ. Let us stress that this parameter do not modify the expression of L. In the
following, we deal with θ = 0.
In [16], it is shown that the case where A is diagonal gives rise to the jump-Belavkin
equation at a continuous limit. In the following section, we show that the diffusive case
is obtained as the limit of the discrete process which comes from the measurement of a
non-diagonal observable.
A.3.2 Convergence Theorems
Before presenting the main theorem concerning the convergence of discrete quantum
trajectories, we show a first result concerning the average of the processes. In order to avoid
confusion between the discrete time process (ρk) and the continuous time process (ρt) we
write the discrete process (ρk) with the index on the top.
Theorem 5 Let (Ω, X) be any orthonormal basis of C2. For all non-diagonal observable
A, the deterministic function t 7→→ E[ρ[nt](n)] converges in L∞([0, T ]), when n goes to
infinity, to the function t 7→→ E[ρt]. That is,
sup
0<s<T
‖E[ρ[ns](n)]− E[ρs]‖ −→
n→∞
0 .
Furthemore the function t 7→→ E[ρt] is the solution of the Master equation
d νt = L(νt)dt.
Proof: First of all, we show the second part of the theorem. We can consider the
function t 7→→ E[ρt] because we have existence and uniqueness of the solution of equation
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(A.15). The process (ρt) is integrable (because ρt is a state for all t). It is obvious that this
function takes also values in the set of states. As ρ0 is a deterministic state we must show :
E[ρt] = ρ0 +
∫ t
0
L(E[ρs])ds . (A.34)
We know that the process (ρt) satisfies :
ρt = ρ0 +
∫ t
0
L(ρs)ds+
∫ t
0
[ρsC
⋆ + Cρs − Tr (ρs(C + C⋆)) ρs]dWs
As (Wt) is a martingale and the process (ρt) is predictable (for it is continuous), the
properties of stochastic integral give
E
[∫ t
0
[ρsC
⋆ + Cρs − Tr (ρs(C + C⋆)) ρs]dWs
]
= 0.
Hence, we have, by linearity of L,
E[ρt] = ρ0 +
∫ t
0
E[L(ρs)]ds
= ρ0 +
∫ t
0
L(E[ρs])ds .
We then have the integral form of the solution of the Master equation and the second part
is proved.
Let us show now the first part of the theorem. We shall now compare E[ρ[nt](n)] with
E[ρt]. Like in the continuous case, the martingale argument is replaced by the fact that
the process (Xk) is centered. Remember that we have
E[Xk+1] = E[E[Xk+1/Fk]] = 0
As a consequence, considering k = [nt] and taking expectation in the discrete equation we
have
E[ρ[nt](n)]− ρ0 =
[nt]−1∑
i=0
1
n
L(E[ρk(n)] + ◦( 1
n
)
This is a kind of Euler Scheme and we can conclude by a discrete Gronwall Lemma argu-
ment that we have
sup
0<s<t
‖E[ρ[ns](n)]− E[ρs]‖ −→
n→∞
0

The average of the discrete process is then an approximation of the average of ρt. In
[3], this result was shown in the case of repeated interactions without measurement. It is a
consequence of the asymptotic of the unitary-operator coefficients, so it justifies our choice
of the coefficients.
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Concerning the convergence of the processes, the discrete process which is the candidate
to converge to the diffusive quantum trajectory satisfies for k = [nt]
ρ[nt] − ρ0 =
[nt]−1∑
i=0
1
n
L(ρk(n)) + ◦
(
1
n
)
+
[nt]−1∑
i=0
[Θ(ρk) + ◦(1)] 1√
n
Xi+1
Thanks to this equation we can define the processes :
Wn(t) =
1√
n
[nt]∑
k=1
Xk(n)
Vn(t) =
[nt]
n
ρn(t) = ρ
[nt](n)
εn(t) =
[nt]−1∑
i=0
◦( 1
n
) +
[nt]−1∑
i=0
◦(1) 1√
n
Xi+1 (A.35)
By observing that these four processes are piecewise constant, we can write the process
(ρn(t))t≥0 like a solution of a stochastic differential equation in the following way :
ρn(t) = ρ0 + εn(t) +
∫ t
0
L(ρn(s−))dVn(s) +
∫ t
0
Θ(ρn(s−))dWn(s) (A.36)
We now use a theorem of Kurtz and Protter (cf [13]) to prove the convergence. Let us
first fix some notations.
Recall that the square-bracket [X,X] is defined for a semi-martingale by the formula :
[X,X]t = X
2
t − 2
∫ t
0
Xs−dXs .
We shall denote by Tt(V ) the total variation of a finite variation processes V on the interval
[0, t]. The Theorem of Kurtz and Protter [13] that we use is the following.
Theorem 6 Let Wn be a martingale and Vn be a finite variation process. Consider the
process Xn defined by :
Xn(t) = ρ0 + εn(t) +
∫ t
0
L(Xn(s−)dVn(s) +
∫ t
0
Θ(Xn(s−))dWn(s) .
Assume that for each t ≥ 0 :
sup
n
E
[
[Wn,Wn]t
]
<∞ ,
sup
n
E
[
Tt(Vn)
]
<∞ ,
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and that (Wn, Vn, εn) converges in distribution to (W,V, 0) where W is a standard Brownian
motion and V (t) = t for all t. Suppose that X satisfies :
Xt = X0 +
∫ t
0
L(Xs)ds+
∫ t
0
Θ(Xs)dWs
and that the solution of this stochastic differential equation is unique. Then Xn converges
in distribution to X.
We wish to apply this theorem to the process (ρn(t)) (equation (A.36)). The first step
is the convergence of Wn in (A.35) to a Brownian motion. We need the following theorem
(cf [5] [14]) which is a generalization of the Donsker Theorem.
Theorem 7 Let (Mn) be a sequence of martingales. Suppose that
lim
n→∞
E
[
sup
s≤t
|Mn(s)−Mn(s−)|
]
= 0
and
[Mn,Mn]t −→
n→∞
t.
Then Mn converges in distribution to a standard Brownian motion. The conclusion is the
same if we just have :
lim
n→∞
E
[|[Mn,Mn]t − t|] = 0.
Back to our process Wn, consider the filtration
Fnt = σ(Xi, i ≤ [nt]).
Proposition 3 Let (Wn, Vn, εn) be the processes defined in (A.35). We have that (Wn(t))
is a Fnt -martingale. The process (Wn) converges to a standard Brownian motion W when
n goes to infinity. Furthermore we have
sup
n
E
[
[Wn,Wn]t
]
<∞ .
Finally, we have the convergence in distribution for the processes (Wn, Vn, εn), when n
goes to infinity, to (W,V, 0).
Proof: Thanks to the definition of the random variable Xk, we have E[Xi+1/Fni ] = 0
which implies E
[
1
n
∑[nt]
i=[ns]+1Xi/Fns
]
= 0 for t > s. Thus if t > s we have the martingale
property :
E[Wn(t)/Fns ] =Wn(s) + E
 1√
n
[nt]∑
i=[ns]+1
Xi/Fns
 = Wn(s).
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By definition of [Y, Y ] for a stochastic process we have
[Wn,Wn]t = Wn(t)
2 − 2
∫ t
0
Wn(s−)dWn(s) = 1
n
[nt]∑
i=1
X2i
Thus we have
E
[
[Wn,Wn]t
]
=
1
n
[nt]∑
i=1
E[X2i ] =
1
n
[nt]∑
i=1
E[E[X2i /σ{Xl, l < i}]]
=
1
n
[nt]∑
i=1
1 =
[nt]
n
.
Hence we have
sup
n
E
[
[Wn,Wn]t
] ≤ t <∞ .
Let us prove the convergence of (Wn) to (W ). According to Theorem (7) we must prove
that
lim
n→∞
E
[|[Mn,Mn]t − t|] = 0
Actually we prove a L2 convergence :
lim
n→∞
E
[|[Mn,Mn]t − t|2] = 0,
which implies the L1 convergence. In order to show this convergence, we use the following
property
E
[
X2i
]
= E
[
E[X2i /σ{Xl, l < i}]
]
= 1
and if i < j
E
[
(X2i − 1)(X2j − 1)
]
= E
[
(X2i − 1)(X2j − 1)/σ{Xl, l < j}]
]
= E
[
(X2i − 1)
]
E
[
(X2j − 1)
]
= 0 .
This gives
E
[(
[Wn,Wn]t − [nt]
n
)2]
=
1
n2
[nt]∑
i=1
E
[
(X2i − 1)2
]
+
1
n2
∑
i<j
E
[
(X2i − 1)(X2j − 1)
]
=
1
n2
[nt]∑
i=1
E
[
(X2i − 1)2
]
Thanks to the fact that p00 and q00 are not equal to zero (because the observable A is not
diagonal !) the terms E [(X2i − 1)2] are bounded uniformly in i so we have :
lim
n→∞
E
[(
[Wn,Wn]t − [nt]
n
)2]
= 0 .
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As [nt]
n
−→ t in L2 we have the desired convergence. Finally, the convergence in distribution
of (Wn) and (Vn) implies the convergence of (εn) to 0. 
We can now express the final theorem.
Theorem 8 Let (Ω, X) be any orthonormal basis of C2 and A be any non-diagonal obser-
vable (in this basis). Let ρ0 be any initial state on C
2. Let (ρ[nt](n)) be the discrete quantum
trajectory obtained from the quantum repeated measurement principle with respect to A.
The process (ρ[nt](n)) then satisfies
ρ[nt](n) = ρ0 +
[nt]−1∑
i=0
1
n
L(ρk(n)) + ◦
(
1
n
)
+
[nt]−1∑
i=0
[Θ(ρk) + ◦(1)] 1√
n
Xi+1
Let (ρt) be the solution of the diffusive Belavkin equation (A.15) which satisfies
ρt = ρ0 +
∫ t
0
L(ρs)ds+
∫ t
0
Θ(ρs)dWs.
Then we have the convergence in distribution
(ρ[nt](n))
D−→
n→∞
(ρt)
Proof: It is a simple compilation of Theorems 6, Proposition 3 and existence and
uniqueness of Theorem 3. 
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Abstract
In quantum physics, recent investigations deal with the so-called ”quantum
trajectory” theory. Heuristic rules are usually used to give rise to “stochastic
Schro¨dinger equations” which are stochastic differential equations of non-usual
type describing the physical models. These equations pose tedious problems in
terms of mathematical justification : notion of solution, existence, uniqueness,
justification...
In this article, we concentrate on a particular case : the Poisson case. Ran-
dom measure theory is used in order to give rigorous sense to such equations.
We prove existence and uniqueness of a solution for the associated stochastic
equation. Furthermore, the stochastic model is physically justified by proving
that the solution can be obtained as a limit of a concrete discrete time physical
model.
Introduction
Many recent developments in quantum mechanics deal with “stochastic Schro¨dinger
equations”. These equations are classical stochastic differential equations (also called Be-
lavkin equations) which describe random phenomena in continuous measurement theory.
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The solutions of these equations are called “quantum trajectories”, they give account of
the time evolution of an open quantum system undergoing a continuous measurement.
In quantum mechanics, the result of a measurement is inherently random, as is na-
mely expressed by the axioms of the theory. The setup is as follow. A quantum system
is characterized by a Hilbert space H (with finite or infinite dimension) and an operator
ρ, self-adjoint, positive, trace class with Tr[ρ] = 1. This operator is called a “state” or a
“density matrix”. The measurable quantities (energy, momentum, position...) are repre-
sented by the self-adjoint operators on H and are called “observable” of the system. The
accessible data are the values of the spectrum of the observable. In finite dimension for
example, if A =
∑p
i=0 λiPi denotes an observable where λi are the eigenvalues of A and Pi
the eigenprojectors, the observation of the λi is governed by the probability law :
Pρ[to observeλi] = Tr[ρ Pi]. (B.1)
As opposed to classical system (described by classical mechanics), a quantum system
is disturbed by the result of the measurement. Conditionally to the result, the reference
state of the system is modified. If we have observed the eigenvalue λi, the state ρ collapses
to the new state :
ρ −→ ρ1i =
PiρPi
Tr[ρ Pi]
(B.2)
This is the principle of the ”wave packet reduction”. Thus the quantum trajectory theory is
the study of the evolution of the state of the system undergoing a sequence of measurement.
The probability theory (B.1) and the wave packet reduction (B.2) give rise to a random
variable ρ1 which is the new reference state. This random state describes the first evolution,
the second evolution is then given by a second measurement. However according to the
fact that PiPj = 0 if i 6= j and PiPi = Pi, if we have observed the result λi during the
first measurement, a second measurement with the same observable gives us the following
result :
Pρ1i [to observeλi] = 1.
The principle (B.2) imposed the second state to be ρ2 = ρ1 almost surely and so on.
The probability law described by (B.1) and (B.2) is the description of what is called a
direct measurement. Such procedure is not interesting in terms of dynamics because after
one measurement the evolution is stopped. The physical procedure used in order to get
around this obstacle is an interaction setup. Our system interacts with another system,
after the interaction, a measurement is performed on the interacting system, so we get
back a partial information of the evolution of our system without destroy it.
A repeated scheme of interaction is used to obtain a significant evolution. The system
is in contact with a chain of identical quantum system. Each system interacts one after
the other with our system during a defined time. A measurement of the same observable
is performed after each interaction on the interacting system. Each measurement gives us
a random modification of the reference state of our system without destruction. So the
probability theory (B.1) and the wave packet reduction (B.2) allow us to describe a se-
quence of random state called “discrete quantum trajectory”. The probabilistic framework
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of this discrete model is going to be deeply studied in the section (1). This model is called
repeated quantum measurement. It will be shown that the evolution of the state can be
described by a discrete stochastic equation and Markov property.
A continuous model in a similar framework is considered in quantum optics. The system
is in contact with a continuous field (a photon stream, a Bozon field, a laser...) and a
continuous time measurement is performed on the interacting system. In this situation,
the first rigorous results are due to Davies which have described the time evolution of
the state of the system from which we observe the photon emission. Using heuristic rules
one can derive stochastic equations from this description. This is the setup of the Belavkin
equations. Depending on the observable which is considered, there are two type of stochastic
differential equations, one is diffusive and the other is driven by a counting process. If the
continuous quantum trajectory is denoted by (ρt)t representing the state of the system at
time t, it satisfies either a diffusive equation :
dρt = L(ρt)dt+ [ρtC
⋆ + Cρt − Tr [ρt(C + C⋆)] ρt] dWt (B.3)
where Wt designs a one-dimensional Brownian motion, or a jump equation :
dρt = L(ρt)dt+
[ J (ρt)
Tr[J (ρt)] − ρt
]
(dN˜t − Tr[J (ρt)]dt) (B.4)
where N˜t is assume to be a counting process with intensity
∫ t
0
Tr(J (ρs)]ds (the different
operator are going to be described in the article).
These equations pose tedious problem in terms of mathematical justification. In the
literature the question of existence and uniqueness of a solution is not treated. Classical
theorems can not be applied directly. Furthermore the way of writing the jump-equation
is not clear. How can we consider a driving process which depends on the solution ? There
is no intrinsic existence for such process in this way. Even the notion of solution is then
not clear and a clearly probability space must be defined to give sense for such equations.
Regarding the physical justification of the use of the Belavkin equation model, the ma-
thematical framework needs a heavy analytic machinery (Von-Neumann algebra, conditio-
nal expectation in operator algebra, Fock space, quantum filtering...). This high technology
contrasts with the intuition of the heuristics rules. In this article for the very first time,
the continuous model is obtained as a limit of the previous discrete model. The discrete
evolution equation, describing the discrete procedure of measurement, appears as a discrete
analog of the continuous time stochastic equation. The physical idea behind this conver-
gence is the following. The continuous field is considered as a chain of quantum space which
interacts one after the other during a time h and a measurement is performed after each
interaction. The continuous limit (h goes to zero) gives rise then to the continuous model
and the Belavkin equations.
In this article we shall focus on the case of jump-equation (B.4), the diffusive case is
treated in details in [22]. The problem of the right way of writing the equation and the
right notion of solution is treated with the use of random Poisson measure. In order to
prove the convergence theorem we use random variable coupling and a comparison between
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the discrete process and a Euler scheme of the continuous time equation .
This article is structured as follow.
The section (1) is devoted to present the discrete model of repeated quantum measure-
ment. The mathematical model is namely defined as well as the discrete random variable
sequence which gives account of the modification of the state of the studied system. We
present a natural probability space attached with this sequence. It is shown that this se-
quence or discrete quantum trajectory is governed by a Markov property. It is namely a
Markov chain which satisfies a stochastic finite difference equation.
We study the continuous model in the section (2). We deal with the jump-equation. By
martingale problems theory, we define a rigorous probabilistic framework to deal with such
equation. The random measure theory is namely used to define the driving process (N˜t).
This allows us to give a clearly sense of the notion of solution in this non-usual situation.
Next the question of existence and uniqueness of a solution is treated in details.
Finally the section (3) is devoted to the link between the discrete and the continuous
model. The solution of the jump-equation (continuous quantum trajectory) is going to be
obtained as a continuous limit of the discrete quantum trajectory. With the discrete model,
we define a process which depends on a time slice h. Random coupling theory is next used
to realize and to compare this discrete process and the continuous quantum trajectory
in the same space. Actually the discrete process is compared to a Euler scheme of the
jump-Belavkin equation. The Euler approximation is treated in details in this non-usual
context.
B.1 Quantum repeated interactions : A Markov chain
B.1.1 Quantum repeated measurement
As it was described in the introduction the result of a quantum measurement is inhe-
rently random and a direct measurement destroy the evolution of a system.
In order to get around the ”wave packet reduction” and to observe a significant dy-
namic, a principle of quantum interaction is necessary. This physical procedure is used
experimentally (se Haroche [10]) in quantum optics or in quantum information. A little
system is then in contact with a chain of other quantum system which interacts one after
the other during a defined time h. Attal-Pautrat in [3] have rigorously shown that this
model is an approximation of an equivalent continuous model when h goes to zero. This
model of interaction is called quantum repeated interactions, the main goal of this sec-
tion is to describe the quantum measurement principle in this framework. A measurement
is performed at each interaction on the interacting system ; the random character of the
measurement gives rise to a random sequence of state describing the little system.
This section is devoted to the setup of the mathematical description of this sequence
which is our discrete quantum trajectory.
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Let us introduce the principle of quantum repeated interaction. We denote by H0 the
Hilbert space representing the system from which we study the evolution. In repeated
quantum interaction the interacting field is represented as a chain of identical Hilbert
spaces H. Each copy describes a quantum system which is a piece of the environment.
Each one interacts with the small system H0 one after the other during a time interval h.
The mathematical formalism of the interaction model is the following.
We shall focus on the case H0 = H = C2, the general case is treated in [22]. Let us
describe the first interaction. The compound system describing the interaction is given by
the tensor product H0⊗H. According to the principle of quantum mechanics the evolution
of the coupling system is described by an unitary operator which acts on the states of the
compound system. If ρ is any state on H0⊗H, following the so-called Schro¨dinger picture,
the effect of the interaction is :
ρ→ U ρU⋆.
For instance we do not come into the question of approximation and the length time
interaction is not specified. But we must keep in mind that the unitary-operator depends
on the time interaction, that is U can be written as U = exp(ihH) where h is the time of
interaction and H is a self-adjoint operator called Hamiltonian of the system (this will be
precise in the section (3)). After the first interaction, a second interaction with a second
copy is considered with the same fashion. And so on. The Hilbert space describing the
repeated interaction is given by the countable tensor product :
TΦ = H0 ⊗
⊗
k≥1
Hk. (B.5)
The countable tensor product
⊗
k≥1Hk mean the following. We consider a fixed orthonor-
mal basis of H : (Ω, X), the projector P{Ω} is called the ground state (or vacuum state)
of H and the tensor product is taken with respect to Ω. In order to have precision on
countable tensor product one can see [2].
The k-th interaction is described by a unitary-operator denoted by Uk. It acts like U
on H0 ⊗ Hk and like the identity operator on the rest of the tensor product. If ρ is any
state on TΦ, the effect of this operator is :
ρ→ Uk ρU⋆k .
We then define a sequence of operators acting on TΦ by :{
Vk+1 = Uk+1Vk
V0 = I
(B.6)
This sequence clearly describes the effect of the successive interactions and the k first
interactions are described by :
ρ→ Vk ρ V ⋆k .
The above description is the classical setup of repeated quantum interactions. We shall
now explain the measurement principle.
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Let us describe the measurement on the k-th piece of environment. We use the pro-
jection principle (B.2) to describe the measurement at the k-th interaction. According
to the fact that we work in 2-dimension we consider an observable on Hk of the form
A = λoP0 + λ1P1. The natural ampliation as an observable TΦ is :
Ak :=
k⊗
j=0
I ⊗ (λoP0 + λ1P1)⊗
⊗
j≥k+1
I. (B.7)
If ρ is any state on TΦ, the theory of quantum probability (B.1) attached with the mea-
surement of Ak gives :
P [to observe λj] = Tr[ ρP
k
j ], j ∈ {0, 1}.
If we have observed the eigenvalue λj, the wave packet reduction (B.2) imposed the new
state to be :
ρj =
P kj ρP
k
j
Tr[ ρP kj ]
.
The principle of quantum repeated measurement is the combination of this above des-
cription and the repeated quantum interactions framework. It is described as follow. At
each interaction a measurement is performed and gives a new state. We obtain a random
sequence of state which is called the discrete quantum trajectory.
Each Hilbert space H is endowed with a reference state β and we denote by ρ the state
on H0, the corresponding state on TΦ is then :
µ = ρ⊗
⊗
j≥1
βj.
If µk denotes the state after k interaction we have µk = Vk µV
⋆
k .
Let us now describe the probability framework. We put Σ = {0, 1} (referring to the
two eigenvalues) and we endow ΣN with the cylindric σ-algebra. For {i1, . . . , ik} ∈ Σk we
define the following operator :
µ˜(i1, . . . , ik) = I ⊗ Pi1 ⊗ . . .⊗ Pik ⊗ I . . . µk I ⊗ Pi1 ⊗ . . .⊗ Pik ⊗ I . . .
= P kik . . . P
1
i1
µk P
1
i1
. . . P kik
We define a probability measure on ΣN. If Λi1,...,ik = {ω ∈ ΣN/ω1 = i1, . . . , ωk = ik} denotes
a cylinder of size k, we put :
P [Λi1,...,ik ] = Tr [µ˜(i1, . . . , ik)] .
The Kolmogorov consistence criterion is satisfied because for all j the unitary operator Uj
commutes with all Pk for k < j. Hence we define a random sequence which takes value in
the set of states on TΦ :
ρ˜k Σ
N −→ B(TΦ)
ω 7−→ ρ˜k(ω1 . . . ωk) = µ˜(ω1...ωk)Tr[µ˜(ω1...ωk)] .
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This random sequence is our discrete quantum trajectory on TΦ. This mean that
if the k first measurements have given the observation {λi1 , . . . , λik}, the new state is
ρ˜k(ω1 . . . ωk). The following proposition resumes this fact :
Proposition 4 Let (ρ˜k) be the above random sequence of states we have for all ω ∈ ΣN :
ρ˜k+1(ω) =
P k+1ωk+1Uk+1 ρ˜k(ω)U
⋆
k+1P
k+1
ωk+1
Tr[ ρ˜k(ω)U⋆k+1P
k+1
ωk+1
Uk+1]
.
The random sequence (ρ˜k) describes the results of the successive measurements and the
effect on TΦ. An easy consequence of the proposition (4) is the Markov property of the
quantum trajectory.
Theorem 9 The sequence (ρ˜n)n is a Markov chain valued on the set of states of TΦ. It
is described as follow :
P [ρ˜n+1 = µ/ρ˜n = θn, . . . , ρ˜1 = θ1] = P [ρ˜n+1 = µ/ρ˜n = θn]
If ρ˜n = θn then ρ˜n+1 takes one of the values :
P n+1i Un+1 θn U
⋆
n+1 P
n+1
i
Tr[Un+1 θn U⋆n+1 P
n+1
i ]
, i = 0, 1
with probability Tr[Un+1 θn U
⋆
n+1 P
n+1
i ].
In quantum theory it was assumed that we do not have access to the interacting field
(because it is more complicated), we just have access to the small system H0. So the
mathematical tools rendering this phenomenon is the partial trace operation given by the
following theorem.
Definition-Theorem 2 If we have a state α on a tensor product H ⊗K. There exists a
unique state η on H which is characterized by the property :
∀X ∈ B(H) TrH[ η X ] = TrH⊗K[α(X ⊗ I) ].
So by taking the partial trace on H0 with respect to
⊗
k≥1Hk, we obtain a sequence of
random state on H0. We denote by E0 the partial trace on H0 and we define for all ω in
ΣN :
ρn(ω) = E0[ρ˜n(ω)]. (B.8)
The sequence (ρn) describes the evolution of the small system whereas the measure-
ments are performed on the interacting field. We obtain a partial information about the
small system. A high analytic machinery is used to obtain an equivalent rigorous descrip-
tion in the continuous measurement principle. The last section will present a rigorous way
to get around this tools by studying convergence theorems of the discrete process given
by (B.8). The following section is then devoted to study in details the properties of this
sequence.
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B.1.2 The discrete stochastic differential equation
In this section the main goal is to establish a discrete stochastic equation whose the
solution is our discrete quantum trajectory (ρn). Like in filtering theory we want to obtain
a formula of the following form :
ρk+1 = f(ρk, Xk+1) (B.9)
where (Xk) is a sequence of random variables. Let us start with the Markov property of this
random sequence, we have the following theorem which is a consequence of the theorem 9.
Theorem 10 The random sequence defined by the formula (B.8) is a Markov chain which
takes value in the set of states on H0. If ρn = χn then ρn+1 takes one of the values :
E0
[
I ⊗ Pi U(χn ⊗ β)U⋆ I ⊗ Pi
Tr[U(χn ⊗ β)U⋆ I ⊗ Pi]
]
i = 0, 1
with probability Tr[U(χn ⊗ β)U⋆ Pi].
Remark : Let us stress that I⊗Pi U(χn⊗β)U
⋆ I⊗Pi
Tr[U(χn⊗β)U⋆ I⊗Pi] is a state on H0 ⊗H, we have kept the
notation E0 to denote the partial trace on H0.
The state ρk can be namely considered as a initial state (according to the Markov
property : cf theorem 10). Thus we consider a single interaction with a system (H, β).
Remember that each Hilbert space are C2. The measured observable is of the form A =
λ0P0 + λ1P1 and the unitary operator describing the interaction is a unitary 4× 4 matrix.
In order to compute the state given by the projection postulate we choose a suitable basis.
If (Ω, X) is any orthonormal basis of C2, for H0 ⊗ H we consider the following basis
Ω⊗Ω, X ⊗Ω,Ω⊗X,X ⊗X. This basis allows us to consider the following way of writing
for U :
U =
(
L00 L01
L10 L11
)
where each Lij are operators on H0. For β we choose the one dimensional projector on Ω :
β = P{Ω}
As a consequence, the state after the interaction is :
µk+1 = U(ρk ⊗ β)U⋆ =
(
L00ρkL
⋆
00 L00ρkL
⋆
10
L10ρkL
⋆
00 L10ρkL
⋆
10
)
. (B.10)
We can apply the indirect quantum measurement principle. For the two possible results
of the measurement, we put :
L0(ρk) = E0[I ⊗ P0(µk+1)I ⊗ P0] (B.11)
L1(ρk) = E0[I ⊗ P1(µk+1)I ⊗ P1]. (B.12)
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Thanks to the partial trace these are operators on H0. We denote the two probability by
pk+1 = Tr[L0(ρk)] and qk+1 = Tr[L1(ρk)]. The non normalized state : L0(ρk) appears with
probability pk+1 and L1(ρk) with probability qk+1.
Thanks to this two probabilities, if we know ρk we can define a random variable νk+1
on {0, 1} by : {
νk+1(0) = 0 with probability pk+1
νk+1(1) = 1 with probability qk+1
As a consequence we can describe the state on H0 with the following equation. We have
for all ω ∈ ΣN :
ρk+1(ω) =
L0(ρk(ω))
pk+1(ω)
(1− νk+1(ω)) + L1(ρk(ω))
qk+1(ω)
νk+1(ω) (B.13)
In order to finish the description of the evolution and to obtain the final discrete quan-
tum evolution equation, we consider the centered and normalized random variable :
Xk+1 =
νk+1 − qk+1√
qk+1pk+1
.
We define the associated filtration on ΣN :
Fk = σ(Xi, i ≤ k).
So by construction we have E[Xk+1/Fk] = 0 and E[X2k+1/Fk] = 1. Thus we can write the
discrete evolution equation for our quantum trajectory.
ρk+1 = L0(ρk) + L1(ρk) +
[
−
√
qk+1
pk+1
L0(ρk) +
√
pk+1
qk+1
L1(ρk)
]
Xk+1. (B.14)
The above equation can be considered in a general way and the unique solution starting
from ρ0 is our discrete quantum trajectory.
Here the time interaction is chosen arbitrary to be one. In Section (3), we are going to
consider this equation with a time interaction h which is supposed later to go to zero. The
continuous limit will give rise to stochastic differential equations which are the Belavkin
equations considered in the literature.
In the following section, we present a right probability way to consider the jump-
equation.
B.2 The jump Belavkin equation
In the literature, the evolution of an open quantum system undergoing a continuous
measurement is assumed to be governed by classical stochastic differential equations called
Belavkin or stochastic Schro¨dinger equations. The first rigorous result and mathematical
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model are due to Davies in [8], the associated stochastic model can be derived with heuris-
tic rules. A heavy background is necessary in order to obtain these equations in a rigorous
setup. In this article the continuous stochastic model will be rigorously obtained as a limit
of the discrete process given by the equation (B.14).
As it was expressed in the introduction there are essentially two kind of stochastic
equation in the literature. If (ρt) designs the state of the system, it satisfies either a diffusive
equation :
dρt = L(ρt)dt+ [ρtC
⋆ + Cρt − Tr [ρt(C + C⋆)] ρt] dWt (B.15)
where Wt designs a one-dimensional Brownian motion, or a jump equation :
dρt = L(ρt)dt+
[ J (ρt)
Tr[J (ρt)] − ρt
]
(dN˜t − Tr[J (ρt)]dt) (B.16)
where N˜t is assumed to be a counting process with intensity
∫ t
0
Tr[J (ρs)]ds.
The solutions of such equations are called continuous quantum trajectories.
Before to study these equations, let us speak briefly about the different operators ap-
pearing in the equations. In quantum physics L is called the Lindbladian of the system.
This is the generator of the dynamics of a small system coupled with an environment. The
evolution of the state system (without measurement) is namely given by the solution of an
ordinary differential equation which is called master equation.
d
dt
ρt = L(ρt) = −i[H, ρt]− 1
2
{CC⋆, ρt}+ CρtC⋆ (B.17)
where C is any 2 × 2 matrix, the operator H is the Hamiltonian of the atom. In the
jump-equation (B.16), we define J (ρ) = C ρC⋆. The Belavkin equations appears then as
stochastic perturbation of the master equation (B.17).
This article is devoted to study in details the jump-equation, the case of diffusive
equation is totally treated in [22].
B.2.1 The probability framework of the jump equation
The good way to express the jump-equation in a clearly probability framework is related
to problems of Martingale. The driving process depends on the solution and has no intrinsic
definition. A probability space (Ω,F ,Ft, P ) must be defined in order that the stochastic
differential equation :
dρt = L(ρt−)dt+
[ J (ρt−)
Tr[J (ρt−)] − ρt−
]
(dN˜t − Tr[J (ρt−)]dt). (B.18)
has a sense. Furthermore the good notion of solution is the notion of process-solution and
was given by Jacod and Protter in [14] [11]. This is the topic of the following definition.
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Definition 1 Let (Ω,F ,Ft, P ) be a filtered probabilistic space. A process-solution of (B.18)
is a ca`dla`g process (ρt) such that there exists a counting process (N˜t) with predictable
compensator (or stochastic intensity)
t→
∫ t
0
Tr[J (ρs−)]ds
and such that the couple (ρt, N˜t) satisfies :
ρt = ρ0 +
∫ t
0
L(ρs−)− J (ρs−) + Tr[J (ρs−)]ρs−ds+
∫ t
0
[ J (ρs−)
Tr[J (ρs−)] − ρs−
]
dN˜s
A mean to construct the process N˜ which is assumed to be a counting process is the
use of the theory of random measure (for all details see [11] or [15]). Let us introduce this
notion.
Definition 2 Given a filtred probability space (Ω,F ,Ft, P ), a random measure is a family
of measure µ = (µ(ω, .), ω ∈ Ω) on (R+ ×Rd,B(R+)⊗ B(Rd)).
A random measure is said to be integer valued if :
1. For all ω ∈ Ω µ(ω, t×Rd) ≤ 1.
2. For all A ∈ B(R+)⊗ B(Rd), the quantity µ(A) is valued in N
⋃ {+∞}.
Definition 3 A random Poisson measure on (Ω,F ,Ft, P ) is a integer valued measure that
verify
1. The measure m(A) = E(µ(A)) on B(R+)⊗ B(Rd is non atomic.
2. m(0×Rd) = 0.
3. If t ∈ R+ and if Ai ∈ B(]t,+∞[) i = 1, . . . , l are two by two disjoint with m(Ai) <
+∞, the random variables µ(Ai) are mutually independent and independent from Ft.
The measure m is called the intensity of the random Poisson measure µ.
The following theorem show how the random measure theory is used to construct the
process (N˜t).
Theorem 11 Let (Ω,F ,Ft, P ) be a filtred probability space which support a random Pois-
son measure µ on R×R with intensity dt⊗ dx. Every process-solution from the following
equation is a process-solution of equation (B.18) :
ρt = ρ0 +
∫ t
0
L(ρs−) + Tr[J (ρs−)]ρs− − J (ρs−)ds
+
∫ t
0
∫
R+
[ J (ρs−)
Tr[J (ρs−)] − ρs−
]
10≤x≤Tr[J (ρs−)]µ(ds, dx) (B.19)
and for the process N˜t we will choose the process
N˜t =
∫ t
0
∫
R
10≤x≤Tr[J (ρs−)]µ(ds, dx) (B.20)
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This theorem is due to Jacod and Protter in [14]. In this theorem there is two part. On
the one hand we must prove that the process given by (B.20) is well defined, that is, it is
non-explosive. On the other hand we must prove that if there is a solution of the equation
(B.19) it is a process-solution of the jump-Belavkin equation (B.18).
The non-explosive property of (N˜t)t is related to the boundness character of the sto-
chastic intensity t → Tr[J (ρt−)]. Now, a straightforward computation shows that there
exists a constant K such that for all state ρ we have 0 ≤ Tr[J (ρ)] ≤ K. It implies directly
that for all t, the quantity Tr[J (ρt−)] = lims<t,s→t Tr[J (ρs)] satisfies :
0 ≤ Tr[J (ρt−)] ≤ K,
so the intensity is bounded. This property is going to be used in the proof of the theorem
Proof: As it was announced, in order to consider the equation given by (B.19), we
must show that the counting process (N˜t) given by (B.20) is non explosive. For all ca`dla`g
matricial process (Xt) we define the time explosion :
TX = inf
(
t : N˜Xt = +∞
)
.
Let us show that, if (ρt) takes value in the set of states, the explosion time T
ρ =∞ almost
surely. For this we introduce the following stopping time :
Tn = inf
(
t,
∫ t
0
Tr[J (ρs−)]ds ≥ n
)
.
It was clear that
∫ Tn
0
Tr[J (ρs−)]ds ≤ n and thanks to the property of Poisson random
measure :
E
[
N˜ρTn
]
= E
[∫ Tn
0
∫
R
10≤x≤Tr[J (ρs−)]dsdx
]
= E
[∫ TN
0
Tr [J (ρs−)] ds
]
As a consequence we have Tn ≤ T ρ almost surely. The fact that : 0 ≤ Tr[J (ρt)] ≤ K im-
plies
∫ t
0
Tr[J (ρs−)]ds <∞, so we have limn→∞ Tn = +∞ which implies T ρ = +∞ almost
surely. Finally we have construct a counting process without explosion for all ca`dla`g process
which takes value in the set of states. Concerning the fact that a process-solution of (B.19)
is a process-solution of the jump-Belavkin equation (B.18), it is obvious by construction
of (N˜t). 
A mean to construct a random Poisson measure with uniform intensity measure is to
consider the space (Ω,F , P ) of Poisson point process N on R ×R. The random poisson
measure attached with this point process is defined for all A ∈ B(R)⊗ B(R) by :
µ(., A) = N(., A).
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We have for all Borel subset A ∈ B(R) ⊗ B(R) : E[N(., A)] = λ(A) where λ denotes the
Lebesgue measure. The Poisson random measure µ satisfies the condition of theorem (11).
This random Poisson measure is going to be used to consider an explicit solution of the
jump-Belavkin equation when we deal with problem of approximation.
In the rest of the paper we consider the equation (B.19) when we speak about the
jump-Belavkin equation. As we have clearly define the probability framework in order to
study this kind of equation, we can now answer the question of existence and uniqueness
of a solution. This is the content of the following section.
B.2.2 Existence and uniqueness
From now we consider a probability space (Ω,F ,Ft, P ) which support a suitable random
Poisson measure µ. Now we are face to the problem of existence and uniqueness of a process-
solution (ρt) valued in the set of states which satisfies :
ρt = ρ0 +
∫ t
0
[L(ρs−) + Tr[J (ρs−)]ρs− − J (ρs−)]ds
+
∫ t
0
∫
R+
[ J (ρs−)
Tr[J (ρs−)] − ρs−
]
10≤x≤Tr[J (ρs−)]µ(ds, dx) (B.21)
The problem of existence and uniqueness for this type of stochastic differential equation
was deeply studied for example in financial modelling or in filtering theory (cf [20],[14] or
[7]). The principal hypothesis is the Lipschitz property of the coefficients in the integrand.
Here it is not the case, so we can not directly use a general theorem. The method that we
are going to use can be used in more general case.
The first step is solving the ordinary differential equation with non-Lipschitz coeffi-
cients :
ρt = ρ0 +
∫ t
0
[L(ρs−) + Tr[J (ρs−)]ρs− − J (ρs−)]ds (B.22)
We have to prove that this equation admits a unique solution and the solution must be
valued in the set of states. Actually the two problem are indissociable.
Before to prove these results we need a technical lemma about states onC2. A particular
class of states is the class of one-dimensional projectors called pure states. The following
lemma is a mean to characterize a state which is a one-dimensional projector.
Lemma 1 Let ρ be a state on C2, if there exists a vector x ∈ C2 such that 〈x; ρx〉 = 0 ρ
is a one dimensional projector
We do not give the proof, it is a simple linear algebra fact, but this property is only
valid in 2 dimension.
An important property is the fact that the ordinary differential equation (B.22) pre-
serves the property to be a pure state. This is resumed in the following proposition :
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Proposition 5 Let x be any vector of norm one in C2, if the Cauchy problem{
dxt =
[−iH − 1
2
C⋆C + 1
2
ηt
]
xtdt
x0 = x
(B.23)
where ηt = 〈xt, C⋆Cxt〉 has a solution then ‖xt‖ = 1 for all t > 0.
Furthermore the process (ρt) of one-dimensional projector defined by ρt = P{xt} for all
t > 0 is solution of the Cauchy problem :{
dρt = [L(ρt) + Tr[J (ρt)]ρt − J (ρt)]dt
ρ0 = P{x}
(B.24)
Proof: Let (xt) be the solution of (B.23), thanks to the fact that H is self-adjoint and
ηt = 〈xt, C⋆Cxt〉 = 〈Cxt, Cxt〉, a straightforward computation gives :
d
dt
〈xt, xt〉 = 〈 d
dt
xt, xt〉+ 〈xt, d
dt
xt〉
= 〈
[
−iH − 1
2
C⋆C +
1
2
ηt
]
xt, xt〉+
〈xt,
[
−iH − 1
2
C⋆C +
1
2
ηt
]
xt〉
= 0
Thus we have 〈xt, xt〉 = 〈x0, x0〉 = 1 for all t, this implies that for all y :
ρty = 〈xt, y〉xt
and we can derive dρty. We have :
d
dt
ρty = 〈 d
dt
xt, y〉xt + 〈xt, y〉 d
dt
xt
= 〈(−iH − 1
2
C⋆C +
1
2
ηt)xt, y〉xt
+〈xt, y〉(−iH − 1
2
C⋆C +
1
2
ηt)xt
= 〈xt, (−iH − 1
2
C⋆C +
1
2
ηt)
⋆y〉xt
+(−iH − 1
2
C⋆C +
1
2
ηt)〈xt, y〉xt
= ρt(−iH − 1
2
C⋆C +
1
2
ηt)
⋆y
+(−iH − 1
2
C⋆C +
1
2
ηt)ρty
= [L(ρt) + Tr[J (ρt)]ρt − J (ρt)]y
and the result follows. 
With the lemma 1 and the previous proposition 5, we can express the following propo-
sition concerning the ordinary differential equation :
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Proposition 6 Let ρ be any state, the Cauchy problem :{
dρt = [L(ρt) + Tr[J (ρt)]ρt − J (ρt)]dt
ρ0 = ρ
(B.25)
has a unique solution defined for all time t.
Furthermore if there exists t0 such that ρt0 is a one dimensional projector the solution
of (B.25) after t0 is valued in the set of pure states.
Proof: As the coefficients are not Lipschitz we can not apply directly the theorem of
Cauchy Lipschitz. However the coefficients are C∞, so locally Lipschitz and we can use a
truncation method. The ordinary equation is of the following form :
dρt = f(ρt)dt
where f is C∞ and f(A) = L(A) + Tr[J (A)]A−J (A). We define the truncation function
ϕ from R to R defined by
ϕk(x) =

−k if x ≤ −k
x if −k ≤ x ≤ k
k if −k ≤ x ≤ k
For a matrix A = (aij) we define by extension ϕ˜k(A) = ϕk(Re(aij)) + iϕk(Im(aij)). Thus
f ◦ ϕ˜k is Lipschitz. Now we consider the truncated equation :
dρk,t = f ◦ ϕ˜k(ρk,t)dt.
The Cauchy-Lipschitz theorem can be applied because f ◦ ϕ˜k is Lipschitz and there exists
a unique solution t 7→ ρk,t defined for all t. We define
Tk = inf{t,∃(ij)/|(Re(aij(ρk,t)))| = k or |(Im(aij(ρk,t)))| = k}.
As ρ0 is a state if k is chosen large enough we have Tk > 0 and for all t ≤ Tk we
have ϕ˜k(ρk,t) = ρk,t. Thus t 7→ ρk,t is the unique solution of the ordinary equation (B.22)
(without truncation) on [0, Tk].
The classical method in order to solve an equation with non Lipschitz coefficients is to
put T = limk Tk and to show that T =∞. Here the situation is more simply because if ρ0 is
a state we are going to see that the solution is valued on the set of states. As ‖ρ‖ ≤ 1 when
ρ is a state then we have for example ϕ˜2(ρ) = ρ. We are going to show that the solution
obtained by the truncation method is a process valued on the set of states, it implies that
T2 =∞.
On [0, T2] the ordinary differential equation is Lipschitz. So we can solve her by an
iterative method. We define :{
ρn+1(t) = ρn(0) +
∫ t
0
f ◦ ϕ˜k(ρn(s))ds
ρ0(t) = ρ
(B.26)
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It was easy to show with the right definition of f that this sequence is self adjoint with
trace one. So it proves that for all t ≤ T2 ρ2,t is self adjoint with trace one because these
conditions are closed. To conclude we must show the positivity which is not obtained by
the iterative sequence. This condition is nevertheless a consequence of the proposition 5
and the lemma 1.
We must prove that for all y ∈ R2 and for all t ≤ T2 〈y, ρ2,ty〉 ≥ 0. We define :
T 0 = inf{t ≤ T2,∃y ∈ R2/〈y, ρ2,ty〉 = 0}
If T 0 = T2 a continuity argument for solution of ordinary differential equation gives us
〈y, ρ2,ty〉 ≥ 0 for all t ≤ T2 and all y ∈ C2, the process is then valued on the set of states.
If T 0 < T2 by continuity there exists some x ∈ R2 such that 〈x, ρ2,T 0x〉 = 0 and we
have for all t ≤ T 0 and for all y ∈ R2 〈y, ρ2,ty〉 ≥ 0. It means that on [0, T 0], the process
t 7→ ρ2,t is valued on the set of states. Moreover for some x, we have 〈x, ρkT 0x〉 = 0. Thanks
to the lemma 1, the operator ρ2,T 0 is a one dimensional projector.
We can now consider the ordinary differential equation with initial state ρT 0 = ρ
0. We
are face to the Cauchy problem (B.23) which is equivalent to the problem (B.25) thanks to
the proposition 5. This problem can be solved by truncation method too, the fact that the
norm is conserved implies that the solution is defined for all t (the truncation is actually
not necessary). Thanks to the proposition 5, we have a solution for the initial Cauchy
problem (B.25) which defines a state-process. We have proved that on [T 0, T2] the solution
is valued on the set of states.
An easy local argument and the uniqueness in the Cauchy-Lipschitz theorem allow us
to conclude that T2 =∞ and that there exists a unique solution of the ordinary differential
equation (B.22). 
The ordinary differential equation part of the Belavkin equation has then a unique
solution if the initial condition is a state. Furthermore this solution is a state valued
process. This proposition is essential in the proof of the final theorem concerning existence
and uniqueness of the stochastic differential equation (B.21).
Theorem 12 Let (Ω,F ,Ft, P ) be a probability space which supports a Poisson random
measure µ whose the intensity measure is dx⊗ dt. Let ρ0 be any state, the jump-Belavkin
equation :
ρt = ρ0 +
∫ t
0
[L(ρs−) + Tr[J (ρs−)]ρs− − J (ρs−)]ds
+
∫ t
0
∫
R+
[ J (ρs−)
Tr[J (ρs−)] − ρs−
]
10≤x≤Tr[J (ρs−)]µ(ds, dx)
admits a unique solution defined for all time. The process-solution (ρt) takes value on the
set of states.
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Proof: Such equation are solved paths by paths. The initial condition is a state ρ0.
The proposition 6 states the existence and the uniqueness for the Cauchy problem (B.25).
Now we can define the first jump time, we put :{
ρ(1)t = ρ0 +
∫ t
0
f(ρ(1)s)ds
T1 = inf{t, N˜ρ(1)t > 0}
(B.27)
The random variable T1 is the stopping time of the first jump. We have :
N˜
ρ(1)
T1
(ω) = µ(ω,G(ρ, T1, 0)) = 1,
with G(ρ, t, s) = {(u, y) ∈ R2/t < u < s, 0 < y < Tr[J (ρu)]}, the quantity µ(ω,G(ρ, t, s))
represents the number of point under the curves t → Tr[J (ρt)]. So if T1 < ∞ we have
Tr[J (ρ(1)T1−)] > 0. The upper step is to construct the second time of jump. The central
idea is then to put on [0, T1[ ρt = ρ(1)t and at the jump time T1 we affect the value in front
of the counting process :
ρT1 = ρT1− +
[ J (ρT1−)
Tr[J (ρT1−)]
− ρT1−
]
=
J (ρT1−)
Tr[J (ρT1−)]
As a consequence ρT1 is a state. According to the proposition 6 we can solve the Cauchy
problem and so on. For a better understanding let us define the second jump-time of the
solution. We then define :
ρ(2)t = ρ(1)t on [0, T1[
ρ(2)t = ρT1 +
∫ t
T1
f(ρ(2)s)ds
T2 = inf{t > T1, N˜ρ(2)t > N˜ρ(1)T1 }
(B.28)
The random variable T2 is the second jump-time. If T2 <∞ we have Tr[J (ρ(2)T2−)] > 0.
A sequence of process and a sequence of random time Tn can be defined by the recursive
way : 
ρ(n)t = ρ(n− 1)t on [0, Tn−1[
ρTn−1 =
J ρTn−1−
Tr(J ρTn−1−
ρ(n)t = ρTn−1 +
∫ t
Tn−1
f(ρ(n− 1)s)ds
Tn = inf{t > Tn−1, N˜ρ(n)t > N˜ρ(n−1)T1 }
(B.29)
All the process are well defined because the value at each jump time is a state and the
Cauchy problem can be solved. The sequence of random stopping time (Tn) satisfies Tn+1 >
Tn on the set {Tn <∞}. We put :
T = lim
n→∞
Tn.
Thus we can express the process-solution (ρt) of the jump-Belavkin equation. We put
for all t < T :
ρt = ρ(n)t on [0, Tn[ (B.30)
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This process is clearly a solution of the jump-Belavkin equation (B.21) and it is valued
on the set of states. The uniqueness is implied by the uniqueness of the solution of the
Cauchy problem (cf proposition 6). Moreover any other solution is forced to have the same
random jump-time, it implies the uniqueness.
To finish the proof we must show T =∞ a.s. This random time is the explosion-time of
N˜ρ, we can not directly apply the result of the theorem 3 because the definition for all t of
(ρt) is not already proved. However (ρt) is a state valued process, so we have Tr[J (ρt)] < K
for all t then :
E
[
N˜ρTp∧n
]
≤ E
[
N˜ρn
]
≤ Kn
Furthermore N˜ρTp∧n = p on {TP < n}, it follows that pP [Tp < n] ≤ Kn, then we have
P [T ≤ n] = 0 for all n and the result is proved. 
The proof of the theorem gives an explicit way to construct the solution and the random
time of jump. It can be used in more general context. In the rest of the paper we are going
to compare the solution of the stochastic equation () and the discrete process (). For this
we need realization of the different processes in an explicit probability space.
In order to realize the paths of the process (ρt) we consider the probability space
(Ω,F ,Ft, P ) given by a Poisson point process N on R×R. We have the random measure
denoted by : N(ω, ds, dx). The process (ρt) satisfies :
ρt = ρ0 +
∫ t
0
[L(ρs−) + Tr(J ρs−)ρs− − J ρs−)]ds
+
∫ t
0
∫
[0,K]
[ J (ρs−)
Tr[J (ρs−)] − ρs−
]
10≤x≤Tr[J (ρs−)]N(., ds, dx). (B.31)
We can work on [0, K] because Tr[J (ρt)] ≤ K for all state process.
We can remark that the function t→ card(N(., [0, K]× [0, t])) = Nt defines a standard
Poisson process with intensity K. Thus for the filtration Ft we can choose the natural
filtration of this process. The Poisson random measure and the previous process generate
on [0, T ] (for a fixed T ) a sequence {(τi, ξi), i ∈ {1, . . . ,Nt)}} where each τi represents the
jump time of N . Moreover the random variables ξi are random uniform variables on [0, K].
Consequently we can write our quantum trajectory with the following way :
ρt = ρ0 +
∫ t
0
[L(ρs−) + Tr(J ρs−)ρs− − J ρs−)]ds
+
Nt∑
i=1
[ J (ρτi−)
Tr[J (ρτi−)]
− ρτi−
]
10≤ξi≤Tr[J (ρτi−)].
This formula shows with a better way how the random jump time appears. The inte-
gral form (B.31) will be used to construct the Euler scheme approximation. Next we will
compare the Euler scheme with the discrete quantum trajectory. This is the subject of the
following section.
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B.3 Approximation and convergence theorems
This section is devoted to the convergence theorems. The discrete quantum trajectory
defined in section (1) is shown to converge to the continuous quantum trajectory which is
solution of the jump Belavkin equation (B.31).
A time interaction h = 1/n is introduced to define a discrete stochastic process depen-
ding on n. Hence we can consider the limit when n goes to infinity. The discrete process
obtained by this way is compared with an Euler scheme of the jump-Belavkin equation.
The convergence of the Euler scheme to the solution of the jump-Belavkin equation is pro-
ved in this framework. Indeed the general theorem concerning such convergence can not
be applied because the stochastic differential equation is of a non-classical type.
In the following section we present the discrete quantum trajectory obtained with the
introduction of a time discretization.
B.3.1 The discrete jump-Belavkin process
As it was announced there are two kind of Belavkin equations. So we are going to see
how the counting process appears from the definition of the random variable (Xk) defined
in section 1. We have previously obtained the following equation :
ρk+1 = L0(ρk) + L1(ρk) +
[
−
√
qk+1
pk+1
L0(ρk) +
√
pk+1
qk+1
L1(ρk)
]
Xk+1 (B.32)
Hence we have :
ρk+1 − ρ0 =
k∑
i=0
[ρi+1 − ρi]
=
k∑
i=0
[L0(ρi)) + L1(ρi)− ρi] +
k∑
i=0
[
−
√
qi+1
pi+1
L0(ρi) +
√
pi+1
qi+1
L1(ρi)
]
Xi+1
The discrete process (ρk) is then the solution of this discrete stochastic equation. This
is a kind of discrete time stochastic differential equation. This idea is going to be developed
in order to obtain an approximation of the solution of the jump-Belavkin equation (B.31).
Consider a partition of [0, T ] in subintervals of equal size 1/n. The dynamic laws concer-
ning the evolution of an open quantum system imposed that the unitary operator of evo-
lution depends on the time interaction. We then have :
U(n) =
(
L00(n) L01(n)
L10(n) L11(n)
)
The work of Attal-Pautrat [3] has shown that the asymptotic of the coefficients Lij(n)
must be chosen with well-defined scaling if we want to obtain an effective limit. Indeed they
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have shown that V[nt] = U[nt](n) . . . U1(n) which represents the discrete dynamic of quan-
tum repeated interaction converges to an operator Vt representing the continuous dynamic.
These operators define namely an operator-process which is solution of a quantum stochas-
tic differential equation called Langevin equation (cf [21] for a good introduction). Through
the measurement theory we find a part of this result again. The suitable asymptotic are
the following :
L00(n) = I +
1
n
(−iH − 1
2
CC⋆) + ◦
(
1
n
)
(B.33)
L10(n) =
1√
n
C + ◦
(
1
n
)
(B.34)
In the general theory we can write U(n) = exp
(
1
n
Htot
)
where Htot(n) is the Hamiltonian
of the interaction. We have :
Htot(n) = H ⊗ I + I ⊗
(
1 0
0 0
)
+
1√
n
[
C ⊗
(
0 0
1 0
)
+ C⋆ ⊗
(
0 1
0 0
)]
+ ◦
(
1
n
)
where H is the Hamiltonian of the small system and C is any operator.
With the time discretisation, we obtain a discrete process depending on n :
ρk+1(n) = L0(n)(ρk(n)) + L1(n)(ρk(n))
+
[
−
√
qk+1(n)
pk+1(n)
L0(n)(ρk(n)) +
√
pk+1(n)
qk+1(n)
L1(n)(ρk(n))
]
Xk+1(n)
Remember that the sequence of random variable (Xk(n)) is defined from the two pro-
babilities :
pk+1 = Tr[L0(ρk)]
qk+1 = Tr[L1(ρk)]
where each Li depends on the measured observable : A = λ0P0 + λ1P1.
The aim of this section is to show the convergence of ρ[nt](n) to the solution of the jump
Belavkin equation (B.31). The counting process (N˜t) will appear thanks to the sequence
(Xk). By definition we have :
Xk(n)(i) =
 −
√
qk+1(n)
pk+1(n)
with probability pk+1(n) if i = 0√
pk+1(n)
qk+1(n)
with probability qk+1(n) if i = 1
(B.35)
As the probability and the operators Li depends on the observable, we are going to
classify the observable in order to determine which ones give the jump nature.
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Remember that we have fixed an orthonormal basis (Ω, X). Hence if the observable is
of the form A = λ0
(
1 0
0 0
)
+ λ1
(
0 0
0 1
)
, in this basis. We obtain the asymptotic for
the probabilities :
pk+1(n) = 1− 1
n
Tr[J (ρk(n))] + ◦
(
1
n
)
qk+1(n) =
1
n
Tr[J (ρk(n))] + ◦
(
1
n
)
The discrete equation becomes :
ρk+1(n)− ρk(n) = 1
n
L(ρk(n)) + ◦
(
1
n
)
+
[ J (ρk(n))
Tr(J (ρk(n))) − ρk(n) + ◦(1)
]√
qk+1(n)pk+1(n)Xk+1(n)
If the observable is non diagonal in the basis (Ω, X), we consider P0 =
(
p00 p01
p10 p11
)
and P1 =
(
q00 q01
q10 q11
)
we have :
pk+1 = p00 +
1√
n
Tr[ρk(p01C + p10C
⋆)] +
1
n
Tr[ρk(p00(C + C
⋆))] + ◦
(
1
n
)
qk+1 = q00 +
1√
n
Tr[ρk(q01C + q10C
⋆)] +
1
n
Tr[ρk(q00(C + C
⋆))] + ◦
(
1
n
)
The discrete equation becomes then
ρk+1 − ρk = 1
n
L(ρk) + ◦
(
1
n
)
+
[
eiθCρk + e
−iθρkC⋆
−Tr[ρk(eiθC + e−iθC⋆)] ρk + ◦(1)
] 1√
n
Xk+1
In the second case in [22], it was proved that :
Wn(t) =
1√
n
[nt]∑
k=1
Xk(n)
D−→
n→∞
Wt (B.36)
where D denotes the convergence in distribution and (Wt) is a standard Brownian motion.
Using theorem of convergence for stochastic integral due to Kurtz and Protter (cf [18],[19]),
it was shown that in the second case the discrete quantum trajectory converges to the
170 The Jump Stochastic Schro¨dinger Equation
solution of the diffusive Belavkin equation. A similar result for the first case would be the
following :
[nt]∑
k=1
Xk(n)
D−→
n→∞
N˜t −
∫ t
0
Tr[J (ρs−)]ds (B.37)
As the process (N˜t) depends on the solution, such result need a method of random va-
riable coupling. This mean that the discrete process will be defined in the same probability
space of the jump-Belavkin solution. The discrete process will be compared with a Euler
scheme of the time continuous solution. That is why we are going to investigate the Euler
scheme approximation for the jump-Belavkin equation in the following section.
B.3.2 Euler-scheme for jump-Belavkin equation
The literature abounds in references about Euler scheme approximation for stochastic
differential equation (cf [7],[12],[13]). The non-usual type as jump-Belavkin equations is
not really treated, that is why we present the different result in this situation.
An important property when we want to study Euler scheme approximation for sto-
chastic differential equation is the Lipschitz character of the coefficients. Remember that
our equation is of the following form :
µt = µ0 +
∫ t
0
f(µs−)ds
+
∫ t
0
∫
[0,K]
[ J (µs−)
Tr[J (µs−)] − µs−
]
10≤x≤Tr[J (µs−)]N(., dx, ds) (B.38)
We must transform this equation to have Lipschitz property. We are going to write it
in the following way :
µt = µ0 +
∫ t
0
f(µs−)ds+
∫ t
0
∫
[0,K]
[q(µs−)]10≤x≤Tr[J (µs−)]N(., dx, ds) (B.39)
where f and q are Lipschitz function and defined for all matrices.
The consideration about the Lipschitz property is a pure technical aspect and can be
admit by the reader. The Euler scheme is given by the formula (B.46) below.
Concerning f , we have seen that the solution of (B.38) is obtained by truncation method
because f is not Lipschitz but C∞. It was shown that the truncation is unnecessary because
the solution is a process valued on the set of states. The solution obtained by truncation
is in fact the right solution without truncation (see the proof of proposition 6). As a
consequence we can consider that the function is truncated and then Lipschitz. We denote
by F its Lipschitz coefficient.
Concerning q, we must control the function defined on the states by :
g : ρ −→
[ J (ρ)
Tr[J (ρ)] − ρ
]
10<Tr[J (ρ)] (B.40)
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The denominator Tr[J (ρ)] can vanish. We will transform the expression and define a
function q which is C∞ and such that :
g(ρ) = q(ρ)10<Tr[J (ρ)].
We are going to modify the stochastic differential equation with a unitary fashion. Before
to come into the details, let us define for any unitary-operator V :
JV (ρ) = V CV ⋆(ρ)(V CV ⋆)⋆ (B.41)
fV (ρ) = −i[V HV ⋆, ρ]− 1
2
{V CV ⋆(V CV ⋆)⋆, ρ}
+V CV ⋆ρ(V CV ⋆)⋆ − JV (ρ) + Tr[JV (ρ)]ρ (B.42)
gV (ρ) =
[ JV(ρ)
Tr[JV(ρ)] − ρ
]
10<Tr[JV (ρ)] (B.43)
The notion of unitary modification for the jump-Belavkin equation is the following :
Proposition 7 Let V be any unitary operator and let (µt) be the solution of the jump
Belavkin equation, then the process (γt := V µtV
⋆) valued on the set of states satisfies :
γt = γ0 +
∫ t
0
fV (γs−)ds+
∫ t
0
∫
[0,K]
[gV (γs−)]10≤x≤Tr[JV (γs−)]N(., dx, ds). (B.44)
The proof is a straightforward computation. A such unitary-operation allow us to trans-
form g without change the property of f (concerning the fact that we can consider it as
Lipschitz). The function g is defined by the operator C, we have to study two case.
If C is invertible the function defined on the set of states : ρ→ Tr[J (ρ)] is continuous.
With the fact that for all state ρ we have Tr[J (ρ)] > 0, the function ρ −→ J (ρ)
Tr[J (ρ)] is
extendible by a function C∞ defined for all matrices.
If C is not invertible there exists a unitary-operator V and two complex α et β such
that :
V CV ⋆ =
(
α β
0 0
)
A straightforward computation shows us :
gV (ρ) =
[(
1 0
0 0
)
− ρ
]
10<Tr[JV (ρ)]
The expression of q is clear and by using the unitary transformation given by the
proposition and the unitary-operator V we can consider :
µt = µ0 +
∫ t
0
f(µs−)ds+
∫ t
0
∫
[0,1]
[q(µs−)]10≤x≤Tr[J (µs−)]N(., dx, ds) (B.45)
which admits a unique solution by the theorem 4.
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Concerning the Lipschitz character, if we adapt the proof of the theorem of existence
and uniqueness, we can consider q Lipschitz. Indeed this function is C∞, we can consider
a truncation, the fact that the solution is valued on the set of states shows that it is unne-
cessary again. We denote by Q the Lipschitz coefficient of q.
Let us define the Euler scheme :
θk+1 = θk +
1
n
f(θk) +
∫ k+1
n
k
n
∫
[0,K]
[q(θk)]10≤x≤Re(Tr[J (θk)])N(., dx, ds) (B.46)
We fix an interval [0, T ] and for all t < T we define kt = max{k ∈ {0, 1, . . .}/ kn ≤ t}.
From the Euler scheme (B.46), we define the following process. For t ∈] k
n
, k+1
n
] we put :
θ˜t = θk +
∫ t
k
n
f(θk)ds+
∫ t
k
n
∫
[0,1]
[q(θk)]10≤x≤Re(Tr[J (θk)])N(., dx, ds) (B.47)
We have θ˜ k
n
= θk for all k. We then have t < T :
θ˜t(n) =
kt−1∑
k=0
∫ k+1
n
k
n
f(θk)ds+
kt−1∑
k=0
∫ k+1
n
k
n
∫
[0,K]
[q(θk)]10≤x≤Re(Tr[J (θk)])N(., dx, ds)
+
∫ t
kt
f(θkt)ds+
∫ t
kt
∫
[0,K]
[q(θkt)]10≤x≤Re(Tr[J (θkt )])N(., dx, ds)
The dependance in n is not expressed in the integrals and the sums in order to lighten the
notation.
Likewise for the solution of the Belavkin equation we can write :
µt =
kt−1∑
k=0
∫ k+1
n
k
n
f(µs−)ds+
kt−1∑
k=0
∫ k+1
n
k
n
∫
[0,1]
[q(µs−)]10≤x≤Tr[J (µs−)]N(., dx, ds)
+
∫ t
kt
f(µs−)ds+
∫ t
kt
∫
[0,K]
[q(µs−)]10≤x≤Tr[J (µs−)]N(., dx, ds) (B.48)
Before to express the convergence theorem we need the following proposition :
Proposition 8 Let (µt) be the solution of the jump-Belavkin equation, then there exists a
constant M such that for all (s, t) ∈ R2+
E[‖µt − µs‖] ≤M |t− s| (B.49)
Proof: From the fact that the solution of the jump-Belavkin equation is valued on the
set of states we have for all t > 0 ‖µt‖ ≤ 1 almost surely (we do not specify the norm
because we just need the fact that the solution is bounded). We have for 0 < s < t :
µt − µs =
∫ t
s
f(µu−)du+
∫ t
s
∫
[0,1]
[q(µu−)]10≤x≤Tr[J (µu−)]N(., dx, du) (B.50)
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By using the property of random poisson measure, in particular the property about the
intensity measure we have for 0 < s < t :
E [‖µt − µs‖] ≤ E
[∥∥∥∥∫ t
s
f(µu−)du
∥∥∥∥]
+E
[∥∥∥∥∫ t
s
∫
[0,1]
[q(µu−)]10≤x≤Tr[J (µu−)]N(., dx, du)
∥∥∥∥]
≤
∫ t
s
E [‖f(µu−)‖] du
+E
[∫ t
s
∫
[0,K]
∥∥[q(µu−)]10≤x≤Tr[J (µu−)]∥∥N(., dx, du)]
≤
∫ t
s
E [‖f(µu−)‖] du+ E
[∫ t
s
∫
[0,1]
∥∥q(µu−)10≤x≤Tr[J (µu−)]∥∥ dxdu]
≤
∫ t
s
(
sup
‖R‖≤1
‖f(R)‖+ 2
)
du
≤ M (t− s)
where M is a constant. The result is then proved. 
We can now express the theorem concerning the convergence of the Euler scheme. This
theorem is proved in details because the case of stochastic intensity is not really proved in
the literature.
Theorem 13 Let T > 0, let (θ˜t) be the process (B.47) constructed by the Euler-scheme
on [0, T ], let (µt) be the unique solution of the jump-Belavkin equation (B.31.
We define for u < T and n large enough :
Zu(n) = E
[
sup
0≤t≤u
∥∥∥θ˜t(n)− µt∥∥∥] . (B.51)
So there exists some constant Γ which is independent of n such that for all u < T :
Zu(n) ≤ Γ
n
. (B.52)
Let D ([0, T ]) denotes the space of ca`dla`g matrices process endowed with the Skorohod to-
pology. Finally the Euler scheme approximation (θ˜t) converges in distribution in D ([0, T ])
for all T to the process-solution (µt) of the jump-Belavkin equation.
Proof: The equations concerning the Euler scheme and the solution of the jump-
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Belavkin equation give us the following formula :
θ˜t(n)− µt =
kt−1∑
k=0
∫ k+1
n
k
n
[f(θk)− f(µs−)]ds+
∫ t
kt
[f(θkt)− f(µs−)]ds
+
kt−1∑
k=0
∫ k+1
n
k
n
∫
[0,K]
(
q(θk)10≤x≤Re(Tr[J (θk)])
−q(µs−)10≤x≤Tr[J (µs−)]
)
N(., dx, ds)
+
∫ t
kt
∫
[0,K]
(
q(θkt)10≤x≤Re(Tr[J (θkt )])
−q(µs−)10≤x≤Tr[J (µs−)]
)
N(., dx, ds)
We consider for u < T , the quantity Zu(n) = E
[
sup0≤t≤u
∥∥∥θ˜t(n)− µt∥∥∥]. We consider
separately the drift term and the term concerning the random measure. For the drift term
by the fact that f is Lipschitz we have :
E
[
sup
0≤t≤u
kt−1∑
k=0
∫ k+1
n
k
n
‖f(θk)− f(µs−)‖ds+
∫ t
kt
‖f(θkt)− f(µs−)‖ds
]
≤ E
[
ku−1∑
k=0
∫ k+1
n
k
n
∥∥∥f(θ˜ k
n
)− f(µs−)
∥∥∥ ds+ ∫ u
ku
∥∥∥f(θ˜ ku
n
)− f(µs−)
∥∥∥ ds]
≤
ku−1∑
k=0
∫ k+1
n
k
n
E
[∥∥∥f(θ˜ k
n
)− f(µ k
n
)
∥∥∥] ds+ ∫ u
ku
E
[∥∥∥f(θ˜ ku
n
)− f(µ ku
n
)
∥∥∥] ds
+
ku−1∑
k=0
∫ k+1
n
k
n
E
[∥∥∥f(µs−)− f(µ k
n
)
∥∥∥] ds+ ∫ u
ku
E
[∥∥∥f(µs−)− f(µ ku
n
)
∥∥∥] ds
≤
ku−1∑
k=0
∫ k+1
n
k
n
FE
[∥∥∥θ˜ k
n
− µ k
n
∥∥∥] ds+ ∫ u
ku
FE
[∥∥∥θ˜ ku
n
− µ ku
n
∥∥∥] ds
+
ku−1∑
k=0
∫ k+1
n
k
n
E
[∥∥∥f(µs−)− f(µ k
n
)
∥∥∥] ds+ ∫ u
ku
E
[∥∥∥f(µs−)− f(µ ku
n
)
∥∥∥] ds
≤
ku−1∑
k=0
∫ k+1
n
k
n
FE
[
sup
0≤t≤s
∥∥∥θ˜t − µt∥∥∥] ds+ ∫ u
ku
FE
[
sup
0≤t≤s
∥∥∥θ˜t − µt∥∥∥] ds
+
ku−1∑
k=0
∫ k+1
n
k
n
FM
(
s− k
n
)
ds+
∫ u
ku
FM
(
s− ku
n
)
ds
≤ A
(∫ u
0
Zsds+
1
n
)
(A is a suitable constant)
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The analysis of the random measure terms is more complicated. We fixe an indice k,
thanks to the properties of random measure we have :
E
[∥∥∥∥∥
∫ k+1
n
k
n
∫
[0,K]
[q(θk)]10≤x≤Re(Tr[J (θk)]) − [q(µs−)]10≤x≤Tr[J (µs−)]N(., dx, ds)
∥∥∥∥∥
]
≤ E
[∫ k+1
n
k
n
∫
[0,K]
∥∥[q(θk)]10≤x≤Re(Tr[J (θk)]) − [q(µs−)]10≤x≤Tr[J (µs−)]∥∥N(., dx, ds)
]
≤ E
[∫ k+1
n
k
n
∫
[0,K]
∥∥[q(θk)]10≤x≤Re(Tr[J (θk)]) − [q(µs−)]10≤x≤Tr[J (θk)]∥∥N(., dx, ds)
]
+E
[∫ k+1
n
k
n
∫
[0,K]
‖[q(µs−)]‖ ×
∣∣10≤x≤Tr[J (µs−)] − 10≤x≤Re(Tr[J (θk)])∣∣N(., dx, ds)
]
≤ E
[∫ k+1
n
k
n
∫
[0,K]
∥∥∥q(θ˜ k
n
)− q(µs−)
∥∥∥N(., dx, ds)]
+2E
[∫ k+1
n
k
n
∫
[0,K]
∣∣10≤x≤Tr[J (µs−)] − 10≤x≤Tr[J (θk)]∣∣N(., dx, ds)
]
(B.53)
As q is bounded by 2 on the set of states we have :
(B.53) ≤ E
[∫ k+1
n
k
n
∫
[0,K]
Q
∥∥∥θ˜ k
n
− µs−
∥∥∥N(., dx, ds)]
+2E
[∫ k+1
n
k
n
∫
[0,K]
(
10≤x≤max(Tr[J (µs−)],Re(Tr[J (θ˜ k
n
)]))
−10≤x≤min(Tr[J (µs−)],Re(Tr[J (θ˜ k
n
)]))
)
N(., dx, ds)
]
We have Re(Tr[J (µs−)]) = Tr[J (µs−)] for all s. Moreover by continuity for any matrices
A and B there exists some constant R such that :
|Re(Tr[J (A)])−Re(Tr[J (B)])| ≤ R ‖A−B‖ .
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It implies :
(B.53) ≤ E
[∫ k+1
n
k
n
Q
∥∥∥θ˜ k
n
− µs−
∥∥∥ ds]+ E[∫ k+1n
k
n
∣∣∣Re(Tr[J (θ˜ k
n
)])− Tr[J (µs−)]
∣∣∣ ds]
≤
∫ k+1
n
k
n
(R +Q)E
[∥∥∥θ˜ k
n
− µs−
∥∥∥] ds
≤
∫ k+1
n
k
n
(R +Q)E
[∥∥∥θ˜ k
n
− µ k
n
∥∥∥] ds+ ∫ k+1n
k
n
(R +Q)E
[∥∥∥µ˜ k
n
− µs−
∥∥∥] ds
≤ (R +Q)
(∫ k+1
n
k
n
Zsds+
1
n2
)
(we do the same as the drift term)
(B.54)
The term between ku and u can be treated in the same way. By summing we obtain finally
the same type of inequality for the term with the random measure. As a consequence there
exists two constants F1 and F2 which depends only on T such that :
Zu ≤ F1
∫ u
0
Zsds+
F2
n
(B.55)
The Gronwall lemma implies that there exists a constant Γ such that for all u < T :
Zu(n) ≤ Γ
n
(B.56)
where Γ is a constant independent of n. The convergence in D ([0, T ]) is an easy conse-
quence of the above inequality. The result is then proved. 
Often the Euler scheme is treated by considering the L2 norm (in order to apply Itoˆ
isometry). Because of the stochastic intensity we must use the L1 norm in order to apply
the Gronwall lemma. That is why we just obtain a weak convergence whereas in the usual
case we can obtain almost sure convergence see [7].
In the following section we can compare the discrete process with the Euler scheme.
B.3.3 Convergence of the discrete process
In order to compare the discrete process with the Euler scheme process, we must rea-
lize our discrete quantum trajectory and the Euler scheme approximation in the same
probability space. This method is called random variable coupling method.
Consider the probability space (Ω,F ,Ft, P ) where we have define the solution (µt) of
the jump Belavkin equation (B.31). Let n be fixed, we define the following sequence of
random variable which are defined on the set of states :
ν˜k+1(η, ω) = 1N(ω,Gk(η))>0 (B.57)
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where Gk(η) =
{
(t, u)/ k
n
≤ t < k+1
n
, 0 ≤ u ≤ −n ln(Tr[L0(n)(η)])
}
.
Let ρ0 = ρ be any state, we define the process (ρ˜k) for k < [nT ] by the recursive
formula :
ρ˜k+1 = L0(ρ˜k) + L1(ρ˜k)
+
[
− L0(ρ˜k)
Tr[L0(ρ˜k)] +
L1(ρ˜k)
Tr[L1(ρ˜k)]
]
(ν˜k+1(ρ˜k, .)− Tr[L1(ρ˜k)]) (B.58)
This stochastic sequence and the operators Li(n) depend naturally on n following the
asymptotic of the unitary evolution. We suppress the dependance to lighten the notation.
Thanks to the Poisson distribution property, the following proposition is obvious :
Proposition 9 Let T > 0 be fixed. The discrete process (ρ˜k)k<[nT ] defined by (B.58) have
the same distribution of the discrete quantum trajectory (ρk)k<[nT ] defined by the quantum
repeated measurement.
This proposition is a consequence of the fact that for all Borel subset B ∈ B(R2) :
P [N(B) = k] =
Λ(B)k
k!
exp(−Λ(B)),
where Λ denotes the Lebesgue measure. We have then realized the Markov chain descri-
bing the discrete quantum measurement principle in the same space of the Euler scheme
approximation and the solution of the jump-Belavkin equation. In (Ω,F ,Ft, P ) we have
then the asymptotic for the process (ρ˜k) :
ρ˜k+1 − ρ˜k = 1
n
[f(ρ˜k) + ◦ρ˜k(1)] +
[ J (ρ˜k)
Tr(J (ρ˜k)) − ρ˜k + ◦ρ˜k(1)
]
ν˜k+1(ρ˜k, .) (B.59)
Before to compare the discrete process (B.58), we need another process. In (Ω,F ,Ft, P ),
we define the random variable sequence defined on the set of states :
νk+1(η, ω) = 1N(ω,Hk(η))>0 (B.60)
where Hk(η) = {(t, u)/ kn ≤ t < k+1n , 0 ≤ u ≤ Tr[J (η)]}. Let ρ0 = ρ be any state, we define
the following process in (Ω,F ,Ft, P ), for k < [nT ] :
ρk+1 = L0(ρk) + L1(ρk)
+
[
− L0(ρk)
Tr[L0(ρk)]
+
L1(ρk)
Tr[L1(ρk)]
]
(νk+1(ρk, .)− Tr[L1(ρk)]) (B.61)
Hence we have the same approximation :
ρk+1 − ρk =
1
n
[f(ρk) + ◦ρk(1)] +
[ J (ρk)
Tr(J (ρk))
− ρk + ◦ρk(1)
]
νk+1(ρk, .) (B.62)
Thus it defines a sequence of random variable valued on the set of spaces whose the behavior
is alike the discrete quantum trajectory. The following proposition make the link between
this process and the discrete quantum trajectory.
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Proposition 10 Let (ρ˜k)0≤k≤[nT ] be the discrete quantum trajectory defined by the formula
(B.59 and let (ρk)0≤k≤[nT ] be the sequence defined by the formula (B.61). Let assume that
the two sequences are defined by the same initial state ρ.
For k ≤ [nT ] we define :
Ak(n) = E
[
sup
0<i≤k
‖ρ˜i(n)− ρi(n)‖
]
.
We have for all k ≤ [nT ] :
Ak(n) ≤ ◦
(
1
n
)
where the little ◦ is uniform in k.
Proof:We do not express the dependance in n when we deal with the different process.
Remember that our discrete quantum trajectory satisfies :
ρ˜k+1 − ρ˜k = 1
n
[f(ρ˜k) + ◦ρ˜k(1)] +
[ J (ρ˜k)
Tr[J (ρ˜k)] − ρ˜k + ◦ρ˜k(1)
]
ν˜k+1(ρ˜k, .) (B.63)
We can remark that all the rest ◦ρ˜k(1) are uniform in k because the process (ρk) is valued
on the set of states and so is bounded. Hence we can write this equation with the following
way using f and q :
ρ˜k+1 − ρ˜k = 1
n
[f(ρ˜k) + ◦ρ˜k(1)] + [q(ρ˜k) + ◦ρ˜k(1)]ν˜k+1(ρ˜k, .) (B.64)
We have the same for the process (B.61). As a consequence we can compare the two
process :
ρ˜i − ρi =
i−1∑
j=0
[
1
n
(f(ρ˜j)− f(ρj) + ◦ρ˜k(1)− ◦ρk(1)
]
+
i−1∑
j=0
[(
q(ρ˜j) + ◦ρ˜j(1)
)
ν˜j+1(ρ˜j, .)−
(
q(ρj) + ◦ρk(1)
)
νj+1(ρj, .)
]
Hence we have :
sup
0<i≤k
‖ρ˜i − ρi‖ ≤
k−1∑
j=0
1
n
∥∥(f(ρ˜j)− f(ρj) + ◦ρ˜k(1)∥∥
+
k−1∑
j=0
‖(q(ρ˜j) + ◦ρ˜j(1))ν˜j+1(ρ˜j, .)− q(ρj)νj+1(ρj, .)‖
≤
k−1∑
j=0
1
n
F‖ρ˜j − ρj‖+
k−1∑
j=0
‖(q(ρ˜j) + ◦ρ˜j(1))(ν˜j+1(ρ˜j, .)− νj+1(ρj, .)‖
+
k−1∑
j=0
∥∥∥q(ρ˜j) + ◦ρ˜j(1))− q(ρj)− ◦ρj(1)))νj+1(ρj, .)∥∥∥ (B.65)
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By defining the filtration Gj = σ{ν˜k(ρ˜k−1, .), νk(ρk−1, .), 0 < k ≤ j} for j > 0, we have by
the independence of the increments of a Poisson process :
E
[
‖q(ρ˜j) + ◦ρ˜j(1))− q(ρj)− ◦ρj(1)))νj+1(ρj, .)‖
]
= E
[
E
[
‖q(ρ˜j) + ◦ρ˜j(1))− q(ρj)− ◦ρj(1)))νj+1(ρj, .)‖/Gj
]]
= E
[
‖q(ρ˜j) + ◦ρ˜j(1))− q(ρj)− ◦ρj(1)))E
[
νj+1(ρj, .)‖/Gj
]]
= E
[
‖q(ρ˜j) + ◦ρ˜j(1)− q(ρj)− ◦ρj(1)‖
](
1− exp
(
− 1
n
Tr[J (ρj)]
))
≤ E [Q‖ρ˜j − ρj‖]( 1nTr[J (ρj)] + ◦
(
1
n
))
+ ◦
(
1
n
)
(B.66)
because all the rest are uniform in j. With the same way by using the filtration we have :
E
[∥∥(q(ρ˜j) + ◦ρ˜j(1))(ν˜j+1(ρ˜j, .)− νj+1(ρj, .)∥∥]
= E
[∥∥q(ρ˜j) + ◦ρ˜j(1))∥∥E [∣∣ν˜j+1(ρ˜j, .)− νj+1(ρj, .)∣∣ /Gj]]
By definition we have :
E
[∣∣ν˜j+1(ρ˜j, .)− νj+1(ρj, .)∣∣ /Gj]
= E
[∣∣∣1N(.,Gj(ρ˜j))>0 − 1N(.,Hj(ρj))>0∣∣∣ /Gj]
= E
[
1{N(.,Gj(ρ˜j))>0}△{N(.,Hj(ρj))>0}/Gj
]
= P
[{N(., Gj(ρ˜j)) > 0} △ {N(., Hj(ρj)) > 0}/Gj]
We denote by Wj = {(t, u)/ jn ≤ t < j+1n ,min
(
Tr[J (ρj)],−n ln(Tr[L0(ρj)])
) ≤ u ≤
max
(
Tr[J (ρj)],−n ln(Tr[L0(ρj)])
)}. Hence we have :
E
[∣∣ν˜j+1(ρ˜j, .)− νj+1(ρj, .)∣∣ /Gj]
= P [1Wj>0/Gj]
= 1− exp
(
− 1
n
(
min
(
Tr[J (ρj)],−n ln(Tr[L0(ρj)])
)
−max (. . . ,−n ln(Tr[L0(ρj)]))
))
= 1− exp
(
− 1
n
∣∣Tr[J (ρj)] + n ln[Tr[L0(ρ˜j)]∣∣)
=
1
n
∣∣Tr[J (ρj)] + n ln (Tr[L0(ρ˜j)])∣∣+ ◦( 1n
)
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Besides we have : Tr[L0(ρ˜j)] = pj+1 = 1− 1nTr[J (ρj)] + ◦( 1n) then :
E
[∣∣ν˜j+1(ρ˜j, .)− νj+1(ρj, .)∣∣ /Gj]
=
1
n
∣∣Tr[J (ρj)]− Tr[J (ρ˜j)]∣∣+ ◦( 1n
)
(B.67)
As (ρ˜k) is a process valued in the set of state, it is uniformly bounded then we have :
E
[∥∥(q(ρ˜j) + ◦ρ˜j(1))(ν˜j+1(ρ˜j, .)− νj+1(ρj, .)∥∥] ≤ KE [‖ρj − ρ˜j‖]+ ◦( 1n
)
(B.68)
By taking expectation in (B.65) and using the inequalities (B.66, B.67) we obtain such
an inequality :
Ak ≤
k−1∑
j=0
L
n
E
[∥∥ρ˜j − ρj∥∥]+ ◦( 1n
)
≤
k−1∑
j=0
L
n
Aj + ◦
(
1
n
)
(B.69)
hence we conclude with a discrete Gronwall lemma. 
Now we can compare the process obtained by the Euler scheme and the process defined
by the formula. The result is resumed in the following proposition :
Proposition 11 Let (ρk)0≤k≤[nT ] be the process defined by the formula and let (θk)0≤k≤[nT ]
be the process obtained by the Euler scheme of the jump-Belavkin equation. Let assume that
the two sequences are defined by the same initial state ρ.
For k ≤ [nT ] we define :
Sk(n) = E
[
sup
0≤i≤k
‖θi(n)− ρi(n)‖
]
.
Hence there exists some constant F such that for all k ≤ [nT ] :
Sk(n) ≤ F
n
We are going to see that a Gronwall Lemma is used to obtain the result in the same
way of the proposition (10). But the proof is very interesting because it uses finer property
of the random measure induced by the Poisson point process. This is a generalization of
the Poisson approximation studied by Brown in [6].
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Proof: Thanks to the fact that random sequence (ρj) is bounded, the ◦ρj = ◦(1). It
implies that for i ≤ k ≤ [nT ] :
θi − ρi =
i−1∑
j=0
1
n
[f(θj) + ◦(1)− f(ρj)] +
i−1∑
j=0
∫ j+1
n
j
n
∫
[0,1]
[q(θj)]10≤x≤Tr[J (θj)N(., dx, ds)
−
i−1∑
j=0
[q(ρj) + ◦(1)]νj+1(ρj, .)
We treat the random measure part and the drift term part separately. Let us denote
Sk = E
[
sup0≤i≤k ‖θi − ρi‖
]
, we have :
Sk ≤ E
[
k−1∑
j=0
1
n
∥∥[f(θj)− f(ρj) + ◦(1)]∥∥
]
+E
[
k−1∑
j=0
∥∥∥∥∥
∫ j+1
n
j
n
∫
[0,1]
q(θj)10≤x≤Tr[J (θj)]N(., dx, ds) −
(
q(ρj) + ◦(1)
)
νj+1(ρj, .)]
∥∥∥∥∥
]
By the lipschitz character of f we have :
E
[
k−1∑
j=0
1
n
∥∥f(θj)− f(ρj) + ◦(1)∥∥
]
≤ F
k−1∑
j=0
1
n
Sj + ◦
(
1
n
)
For the second term we have :
E
[
k−1∑
j=0
∥∥∥∥∥
∫ j+1
n
j
n
∫
[0,1]
q(θj]10≤x≤Re(Tr[J (θj)]))N(., dx, ds) −
(
q(ρj) + ◦ (1)
)
νj+1(ρj, .)]
∥∥∥∥∥
]
= E
[
k−1∑
j=0
∥∥q(θj)N(., Hj(θj))− (q(ρj) + ◦ (1)) νj+1(ρj, .)]∥∥
]
≤ E
[
k−1∑
j=0
∥∥q(θj)νj+1(ρj, .)− (q(ρj) + ◦ (1)) νj+1(ρj, .)]∥∥
]
+E
[
k−1∑
j=0
‖q(θj)‖ ×
∣∣N(., Hj(θj))− νj+1(ρj, .)∣∣
]
≤
k−1∑
j=0
E
[
(Q‖θj − ρj‖+ ◦ (1))× |νj+1(ρj, .)|
]
+
k−1∑
j=0
E[‖q(θj)‖ × |N(., Hj(θj))− νj+1(ρj, .)]|
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Here we define the discrete filtration in the same way of Gj in the proposition :
Fj = σ
{
νl(ρl−1, .), N(., Hl(θl))/l ≤ j
}
. (B.70)
It was clear that the random variables ρj and θj are Fj measurable, we have then :
E
[
k−1∑
j=0
∥∥q(θj)N(., Hj(θj))− (q(ρj) + ◦ (1)) νj+1(ρj, .)]∥∥
]
≤
k−1∑
j=0
E
[
(Q‖θj − ρj‖+ ◦ (1))× E
[|νj+1(ρj, .)|/Fj]]
+
k−1∑
j=0
E
[‖q(θj)‖ × E[|N(., Hj(θj))− νj+1(ρj, .)/Fj|]]
By conditioning with respect to Fj, the random variable νj+1(ρj, .) is of Bernoulli type.
Hence we have :
E[|νj+1(ρj, .)|/Fj] = 1− exp(−
1
n
Tr(J (ρj))
=
1
n
Tr(J (ρj) + ◦
(
1
n
)
For the second part we have almost surely :
E
[|N(., Hj(θj))− νj+1(ρj, .)/Fj|]
≤ E [|N(., Hj(θj))−N(., Hj(ρj))/Fj]+ E [N(., Hj(ρj))− νj+1(ρj, .)/Fj]
≤ 1
n
∣∣Tr[J (ρj))]− Tr[J (θj)]∣∣+ E [N(., Hj(ρj))− νj+1(ρj, .)/Fj]
≤ 1
n
∣∣Tr[J (ρj))]− Tr[J (θj)]∣∣+ [ 1nTr[J (ρj)]−
(
1− exp
(
− 1
n
Tr[J (ρj)]
))]
≤ A
n
‖ρj − θj‖+
A′
n2
+ ◦
(
1
n2
)
The ◦ ( 1
n2
)
are uniform in j because (ρj)j is uniformly bounded (cf proposition). For the
second term, the above inequalities and the fact that the Euler scheme is bounded implies
that there exists two constant K1 and K2 such that :
k−1∑
j=0
E
[‖q(θj)‖ × E[∣∣N(., Hj(θj))− νj+1(ρj, .)∣∣ /Fj]]
≤ K1
k−1∑
j=0
1
n
Sj +
K2
n
+ ◦
(
1
n
)
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For the first part we have an equivalent inequality. Thus we can conclude that there exists
two constants G1 and G2 such that :
Sk ≤ G1
k−1∑
j=0
1
n
Sj +
G2
n
+ ◦
(
1
n
)
(B.71)
The discrete Gronwall Lemma implies that there exists a constant F independent of n such
that for all k ≤ [nT ] :
Sk ≤ F
n
.
The proposition is then proved. 
By using this two properties we can now express the final theorem :
Theorem 14 Let T > 0 be a fixed time and let (Ω,F ,Ft, P ) be the probability space of the
poisson point process N . Let n be an integer and let (ρ˜[nt])0≤t≤T be the discrete quantum
trajectory defined for k < [nT ] by the equation :
ρ˜k+1 = L0(ρ˜k) + L1(ρ˜k)
+
[
− L0(ρ˜k)
Tr[L0(ρ˜k)] +
L1(ρ˜k)
Tr[L1(ρ˜k)]
]
(ν˜k+1(ρ˜k, .)− Tr[L1(ρ˜k)]) .
Let (µt)0≤t≤T be the quantum trajectory solution of the jump Belavkin equation on [0, T ]
which satisfies :
µt = µ0 +
∫ t
0
f(µs−)ds
+
∫ t
0
∫
[0,K]
[ J (µs−)
Tr[J (µs−)] − µs−
]
10≤x≤Tr[J (µs−)]N(., dx, ds).
If µ0 = ρ˜0, then the discrete quantum trajectory (ρ[nt])0≤t≤T converges in distribution to
the continuous quantum trajectory (µt)0≤t≤T in D ([0, T ]) for all T .
Proof: Let n be a large integer. For k ≤ [nT ] we define µ˜k = µ k
n
. We define :
Bk = E
[
sup
0≤i≤k
‖ρ˜i − µ˜i‖
]
Thanks to the proposition (8) and the theorem (5) concerning the Euler scheme, there
exists a constant R independent of n such that for all k ≤ [nT ] :
Bk ≤ R
n
(B.72)
The process (µ˜[nt])0≤t≤T converges in distribution to (µt)0≤t≤T for all T in D ([0, T ]).
Thanks to this fact and the inequality (B.72) the convergence in distribution of (ρ[nt])0≤t≤T
to (µt)0≤t≤T is proved. 
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Abstract
”Quantum trajectories” are solutions of stochastic differential equations of non-
usual type. Such equations are called “Belavkin” or “Stochastic Schro¨dinger
Equations” and describe random phenomena in continuous measurement theory
of Open Quantum System. Many recent investigations deal with the control
theory in such model. In this article, stochastic models are mathematically and
physically justified as limit of concrete discrete procedures called “Quantum
Repeated Measurements”. In particular, this gives a rigorous justification of
the Poisson and diffusion approximation in quantum measurement theory with
control. Furthermore we investigate some examples using control in quantum
mechanics.
Introduction
Recent developments and applications in quantum mechanics deal with “Stochastic
Schro¨-
dinger Equations” (also called Belavkin Equations [HR06]). These equations are classical
stochastic differential equations ; they describe random phenomena in continuous measu-
rement theory. The solutions of these equations are called “Quantum Trajectories”, they
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give account of the time evolution of reference states of open quantum system undergoing
a continuous measurement.
A classical physical model ([15]) used in quantum optics is the one of an interaction
between a two-level atom and a continuous field which describes the environment. The
evolution of the small system (the atom) is observed by performing a quantum measu-
rement. Because of the ”Wave Packet Reduction”, an indirect continuous measurement
is then performed on the field in order not to destroy the information contained in the
atom ; we get then partial data of this system. These partial information are rendered by a
stochastic evolution of the reference state of the small system. Without control, one consi-
der essentially two types of stochastic models described by stochastic differential equations.
They are called classical Belavkin Equations or Stochastic Schro¨dinger Equations and their
solutions are called “classical quantum trajectories”.
1. The “diffusive equation” (Homodyne detection experiment) is given by
dρt = L(ρt)dt+ [ρtC
⋆ + Cρt − Tr (ρt(C + C⋆)) ρt]dWt (C.1)
where Wt describes a one-dimensional Brownian motion.
2. The “jump equation” (Resonance fluorescence experiment) is
dρt = L(ρt)dt+
[ J (ρt)
Tr[J (ρt)] − ρt
]
(dN˜t − Tr[J (ρt)]dt) (C.2)
where N˜t is a counting process with stochastic intensity
∫ t
0
Tr[J (ρs)]ds.
First mathematical results concerning the evolution of an atom system undergoing
a continuous measurement are due to Davies in [14]. He gives namely a description of
the time evolution of the state of an atom system from which we study the detection of
photon emission. With this description, heuristic rules can be used to derive stochastic
Schro¨dinger equations. A way to obtain rigorous result is the use of Quantum Filtering
Theory ([9],[10]). Such theory needs a high analytic machinery using Von Neumann algebra,
conditional expectation in operator algebra and fine properties of the Non-commutative
Probability Theory.
Many recent applications, in quantum optics or modern engineering, needs an exterior
control in the interaction and measurement experiences. Such investigations was motivated
by precision and optimization constraints in order to obtain reliable performance in expe-
rimental physics. Control actions can be of very different types and can be resumed by a
continuous modification of the parameters of experiences. For example in quantum optics,
the modification of the intensity of a laser are used to monitor the evolution of atoms.
Such procedures are called “open loop control” or deterministic control. Finer strategies
needs the use of stochastic control. Following the evolution of the system and the different
results of measurements, the interaction is modified in order to control the progress of expe-
riences. As the evolution of a system undergoing a measurement is stochastic (cf equations
(1) and (2)), control, in such situations, own a random character. This is called “closed
loop control” or “feedback control”.
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Usually, the evolution of an open quantum system is described by a unitary-evolution
described in continuous time by a process (Vt) which satisfies a quantum Langevin equa-
tions. Mathematically, the control effect is then rendered by the modification of this
unitary-evolution. The technical difficulties of Quantum Filtering Theory are increased
by the introduction of control. In [30],[11],[10], it was investigated how classical Belavkin
equations (1) and (2) are modified in presence of control with such tools.
A more intuitive approach in terms of physical and mathematical justification consists
to use a discrete model called “Quantum Repeated Interactions”. The setup is as follows.
The field is represented as an infinite chain of identical small quantum system (a spin
chain for example). Each pieces of environment interacts one after the other with the atom
during a time interval of length h. Such discrete interaction model is shown in particular to
converge (h → 0) to continuous time models described by Quantum Langevin Equations
(cf [4]). At each interaction, a measurement on the environment is performed. The random
results of observations give rise to discrete stochastic processes describing the procedure.
As regards just the small system, its evolution during the successive measurements is des-
cribed by classical Markov chains called “discrete quantum trajectories”. In [26] and [25]
it is shown that these discrete trajectories (without control), converge in distribution to
solutions of classical Belavkin Equations (1) and (2). In this article, we present a way to
introduce control effects in the discrete model of quantum repeated interactions. Stochastic
models of quantum measurement with control are then justified by convergence theorems
in the same way of [26] and [25]. Next we investigate some applications.
This article is structured as follows.
The first section is devoted to the discrete model of quantum repeated interactions with
control. We define the probabilistic framework which describe the random character of re-
peated quantum measurements. We show that the quantum trajectories which describe the
evolution of the small system are classical controlled Markov chains. Next we focus on a
particular case of a two-level atom in contact with a spin chain. We show that quantum
trajectories describing this model satisfy finite difference stochastic equations which ap-
pears as approximations of continuous time stochastic differential equations. We present
next asymptotic conditions to come into the problems of convergence.
The second section is then devoted to continuous models. From the approximation
model of a two level system of Section 1, we establish Belavkin equations with control.
Depending on the observable which is measured, it gives rise of two different continuous
model. Next we justify such models by proving that the solutions of Belavkin equations
can be obtained as limit of discrete quantum trajectories.
In the last section we present some applications of the continuous model. On the one
hand, we study a concrete example of an atom monitored by a laser. By modelling a
suitable interaction discrete model and by adapting the result of Section 2, we obtain a
stochastic model for this concrete example. On the other hand we come into the problem
of ”optimal control” which uses general stochastic control results. This is applied to our
subject in the diffusive case.
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C.1 Discrete Controlled Quantum Trajectories
We make here precise the mathematical framework of quantum repeated measurements
with control. It is shown that the principle of quantum repeated measurements gives rise
to Markov chains which are called ”discrete controlled quantum trajectories”.
C.1.1 Repeated Quantum Measurements with Control
Quantum repeated interactions and measurements models are deeply studied in [26]
and [25]. This section is devoted to the introduction of the Control Theory in this setting.
In order to introduce the interaction model, let us start by describing this one without
control.
A small system, represented by a Hilbert space H0, is in contact with an infinite chain
of identical independent quantum systems. Each copy of the environment is represented
by H and interacts one after the other with H0 during a time interval of length h.
The first interaction between H0 and H is described by the tensor product H0 ⊗ H.
The evolution is given by a self-adjoint operator Htot on the tensor product. This operator
is called the total Hamiltonian and its general form is
Htot = H0 ⊗ I + I ⊗H +Hint
where the operators H0 and H are the free Hamiltonians of each system. The operator
Hint represents the Hamiltonian of interaction. This defines the unitary-operator
U = eihHtot ,
and the evolution of states of H0 ⊗H, in the Schro¨dinger picture is given by
ρ 7→ U ρU⋆.
After this first interaction, a second copy of H interacts with H0 in the same fashion and
so on.
As the chain is supposed to be infinite, the whole sequence of interactions is described
by the state space :
Γ = H0 ⊗
⊗
k≥1
Hk (C.3)
where Hk denotes the k-th copy of H. The countable tensor product
⊗
k≥1Hk means
the following. Consider that H is of finite dimension and that {X0, X1, . . . , Xn} is a fixed
orthonormal basis of H. The orthogonal projector on CX0 is denoted by |X0〉〈X0|. This is
the ground state (or vacuum state) of H. The tensor product is taken with respect to X0
(for details, see [4]).
The unitary evolution describing the k-th interaction is given by Uk which acts as U
on H0 ⊗Hk, whereas it acts like the identity operator on the other copies. If ρ is a state
on Γ, the effect of the k-th interaction is then :
ρ 7→ Uk ρU⋆k
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Hence the result of the k first interactions is described by the operator Vk on B(Γ) defined
by the recursive formula : {
Vk+1 = Uk+1Vk
V0 = I
(C.4)
and the evolution of states is given by
ρ 7→ Vk ρ V ⋆k .
From this description, we can establish the principle of successive measurements. A
main feature of this article is to present this theory in presence of control. The effect of
control can be described as follows. After an interaction, a measurement is performed on
the piece of environment which has just interact. The next interaction is modified ([11]).
This modification can depend on the random result of the measurement, it is then taken
into account in the definition of the unitary operator which describes this interaction.
Therefore if Uk is the unitary-operator describing the k-th interaction, it depends then on
the length time of interaction and on a parameter uk−1 which gives account of the control.
Likewise this parameter depends on the length time of interaction ; the operator Uk is
then denoted by Uk(h, uk−1(h)). The whole sequence u = (uk(h)) is called the ”control
strategy”. The complete definition of a control strategy is given in Definition 1 below. The
k first interactions with control are then described by the unitary-operator V uk :
V uk = Uk(h, uk−1(h))Uk−1(h, uk−2(h)) . . . U1(h, u0(h)). (C.5)
Finally, the evolution in presence of control is given by
ρ 7→ V uk ρV u⋆k (C.6)
In this setting, we describe the principle of indirect measurement of an observable of
Hk. Let A be any observable on H with spectral decomposition A =
∑p
j=1 λjPj, consider
its natural ampliation as an observable on Γ by :
Ak :=
k−1⊗
j=0
I ⊗ A⊗
⊗
j≥k+1
I (C.7)
The accessible data are the eigenvalues of Ak and the result of the observation is random.
If ρ is any state on Γ, we observe λj with probability
P [to observe λj] = Tr[ ρP
k
j ], j ∈ {1, . . . , p},
where the operator P kj corresponds to the ampliation of the eigenprojector Pj in the same
way as (C.7). If we have observed the eigenvalue λj the “projection” postulate called “wave
packet reduction” imposes the state after the measurement to be
ρj =
P kj ρP
k
j
Tr[ ρP kj ]
.
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Remark : This corresponds to the new reference state of our system. Another measure-
ment of the same observable Ak (with respect to this state) should give P [to observe λj] =
1. Hence only one measurement give a significant information ; it justifies a principle of
repeated interactions.
Quantum repeated measurements with control are the combination of this previous
principle and the successive interactions (C.6). After each interaction, a quantum measu-
rement induces a random modification of the state of the system. It defines then a discrete
process which is called “discrete quantum trajectory”. The description is as follows.
The initial state on Γ is chosen to be
µ = ρ⊗
⊗
j≥1
βj
where ρ is any state on H0 and each βi = β is any state on H. The state after k interactions
is denoted by µuk , we have :
µuk = V
u
k µV
u⋆
k .
The probability space describing the experience is ΣN
⋆
where Σ = {1, . . . , p}. The
integers i correspond to the indexes of the eigenvalues of A. We endow ΣN
⋆
with the
cylinder σ-algebra generated by the cylinder sets :
Λi1,...,ik = {ω ∈ ΩN/ω1 = i1, . . . , ωk = ik}.
Remarking that for all j, the unitary operator Uj commutes with all P
k for all k < j.
For any set {i1, . . . , ik}, we can define the following operator :
µ˜uk (i1, . . . , ik) = I ⊗ Pi1 ⊗ . . .⊗ Pik ⊗ I . . . µuk I ⊗ Pi1 ⊗ . . .⊗ Pik ⊗ I . . .
= P kik . . . P
1
i1
µuk P
1
i1
. . . P kik .
This is the non-normalized state corresponding to the successive observation of λi1, . . . , λik.
The probability to observe these eigenvalues is
P [to observe λi1, . . . , λik] = Tr[µ˜
u(i1, . . . , ik)].
By putting
P [Λi1,...,ik ] = P [to observe λi1, . . . , λik],
it defines a probability measure on the cylinder sets of ΣN
⋆
which satisfies the Kolmogorov
Consistency Criterion. It defines then a unique probability measure on ΣN
⋆
. The discrete
quantum trajectory with control strategy u on Γ is described by the following random
sequence of states :
ρ˜uk : Σ
N
⋆ −→ B(Γ)
ω 7−→ ρ˜uk (ω1, . . . , ωk) = µ˜
u
k
(ω1,...,ωk)
Tr[µ˜u
k
(ω1,...,ωk))]
From this description, the following result is obvious.
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Proposition 12 Let u be any strategy and (ρ˜uk ) be the above random sequence of states
we have for all ω ∈ ΣN :
ρ˜uk+1(ω) =
P k+1ωk+1Uk+1(h, uk(h)) ρ˜
u
k (ω) U
⋆
k+1(h, uk(h))P
k+1
ωk+1
Tr
[
ρ˜uk (ω) U
⋆
k+1(h, uk(h))P
k+1
ωk+1
Uk+1(h, uk(h))
] .
Before to continue the description of discrete quantum trajectories, at this stage, we have
to make precise the definition of control strategy. In this article we consider two kind of
control.
Definition 4 Let u = (uk(h)) be a control strategy and let (ρ˜
u
k ) be a quantum trajectory.
1. If there exists some function u from R to Rn such that for all k :
uk(h) = u(kh),
the control strategy is called deterministic. It is also called “open loop control”.
2. If there exists some function u from R× B(Γ) to Rn such that for all k :
uk(h) = u(kh, ρ˜
u
k ),
the control strategy is called Markovian. It is also called “closed loop control” or “feed-
back control”. If for all k we have uk(h) = u(ρ˜
u
k ), this is an homogeneous Markovian
strategy.
The following theorem is an easy consequence of Proposition 12 and of the previous
definition .
Theorem 15 For all control strategy u, the sequence (ρ˜un)n is a non homogeneous Markov
chain valued on the set of states of Γ. It is described as follows :
P
[
ρ˜un+1 = µ/ρ˜
u
n = θn, . . . , ρ˜
u
0 = θ0
]
= P
[
ρ˜un+1 = µ/ρ˜
u
n = θn
]
.
If ρ˜un = θn then ρ˜
u
n+1 takes one of the values :
Hu,n+1i (θn) =
P n+1i (Un+1(h, un(h)) θn U
⋆
n+1(h, un(h))P
n+1
i
Tr
[
(Un+1(h, un(h)) θn U⋆n+1(h, un(h))P
n+1
i
] , i = 1, . . . , p,
with probability Tr
[
Un+1(h, un(h)) θn U
⋆
n+1(h, un(h))P
n+1
i
]
.
The discrete process (ρuk ) is called a controlled Markov chain.
Proof: Property of being a Markov chain comes from the fact that a control strategy
is either deterministic or Markovian. For the two case, the conclusion is obvious from the
description of Proposition 12. 
In general, one is only interested in the reduced state of the small system. This state
is given by the partial trace operation. Let us recall what partial trace is. Let Z be any
Hilbert space, the notation TrZ [W ] corresponds to the trace of any trace-class operator W
on Z.
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Definition-Theorem 3 Let H and K be any Hilbert spaces. Let α be a state on the tensor
product H⊗K. There exists a unique state η on H which is characterized by the property :
TrH[ η X ] = TrH⊗K[α(X ⊗ I) ].
for all X ∈ B(H). The state η is called the partial trace of α on H with respect to K.
For any state α on Γ, denote E0[α] the partial trace of α onH0 with respect to
⊗
k≥1Hk.
We then define the discrete controlled quantum trajectory on H0 as follows. For all ω ∈
ΣN
⋆
:
ρun(ω) = E0[ρ˜
u
n(ω)]. (C.8)
Remark : We adapt Definition 1 by considering Markovian strategy defined on R×B(H0).
An immediate consequence of Theorem 1 is the following result.
Theorem 16 For all control strategy u, the random sequence defined by formula (C.8)
is a non-homogeneous controlled Markov chain with values in the set of states on H0. If
ρun = χn then ρ
u
n+1 takes one of the values :
E0
[
I ⊗ Pi U˜n+1(h, un(h))(χn ⊗ β)U˜⋆n+1(h, un(h)) I ⊗ Pi
Tr[ U˜n+1(h, un(h))(χn ⊗ β)U˜⋆n+1(h, un(h)) I ⊗ Pi]
]
i = 1 . . . p
with probability Tr
[
U˜n+1(h, un(h))(χn ⊗ β)U˜⋆n+1(h, un(h))Pi
]
.
Remark : Let us stress that :
(I ⊗ Pi)U (χn ⊗ β)U⋆ (I ⊗ Pi)
Tr[U (χn ⊗ β)U⋆ (I ⊗ Pi)]
is a state on H0 ⊗ H. In this situation, the notation E0 denotes the partial trace on H0
with respect to H. The infinite tensor product Γ is just needed to have a clear description
of the repeated interactions and the probability space ΣN
⋆
.
With the description of Theorem 2, we can express a discrete evolution equation des-
cribing the discrete quantum trajectory (ρuk ). By putting
Lu,ki (ρ) = E0
[
I ⊗ Pi U˜k(h, uk−1(h)) (ρ⊗ β) U˜⋆k (h, uk−1(h)) I ⊗ Pi
]
i = 1 . . . p,
and 1ki (ω) = 1i(ωk) for all ω ∈ ΣN⋆ . The discrete process (ρuk ) satisfies
ρuk+1(ω) =
p∑
i=0
Lk+1i (ρuk (ω))
Tr[Lk+1i (ρuk (ω))]
1k+1i (ω) (C.9)
for all ω ∈ ΣN and all k > 0.
The following section is devoted to the deeply study of the equation (C.9) in a particular
case of a two-level system in interaction with a spin chain.
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C.1.2 A Two-Level Atom
The physical situation is described by H0 = H = C2. In this section, it is shown that
the discrete controlled process (ρuk ) is the solution of a finite difference stochastic equation
which will appear as an approximation of stochastic differential equations in Section 3.
Let us show that we can obtain a formula for (ρun) of the following type,
ρuk+1 = f(ρ
u
k , Xk+1). (C.10)
where (Xk)k is a sequence of random variables. Such equation is obtained from the des-
cription of Theorem 2.
The state ρuk can be namely considered as a initial state (according to the Markov
property of Theorem 16). Thus we consider a single interaction with a system (H, β)
(actually this is the k + 1-th copy). As H = C2, consider an observable of the form
A = λ0P0 + λ1P1. The unitary operator describing the k + 1-th interaction is a unitary
4× 4 matrix. In order to compute the partial trace appearing in the expression of ρuk+1, we
choose a suitable basis. Let (X0 = Ω, X1 = X) be an orthonormal basis of H0 = H = C2.
For the space H0 ⊗H, we consider the following basis
Ω⊗ Ω, X ⊗ Ω,Ω⊗X,X ⊗X.
In this basis, the unitary operator can be written by blocks as a 2× 2 matrix :
Uk+1(h, uk(h)) =
(
L00(kh, uk(h)) L01(kh, uk(h))
L10(kh, uk(h)) L11(kh, uk(h))
)
where each Lij(kh, uk(h)) are operators on H0. The reference state β of H is :
β = |Ω〉〈Ω|.
As a consequence, the state after the interaction is :
µuk+1 = Uk+1(h, uk(h)) (ρ
u
k ⊗ β)U⋆k+1(h, uk(h))
=
(
L00(kh, uk(h)) ρ
u
k L
⋆
00(kh, uk(h)) L00(kh, uk(h)) ρ
u
k L
⋆
10(kh, uk(h))
L10(kh, uk(h)) ρ
u
k L
⋆
00(kh, uk(h)) L10(kh, uk(h)) ρ
u
k L
⋆
10(kh, uk(h))
)
.
Theorem 2 gives the description of the two possible non-normalized states :
Lu,k+10 (ρu)k) = E0[I ⊗ P0 µuk+1 I ⊗ P0] (C.11)
Lu,k+11 (ρu)k) = E0[I ⊗ P1 µuk+1 I ⊗ P1]. (C.12)
These are operators on H0. The non-normalized state Lu,k+10 (ρuk ) appears with probability
puk+1 = Tr[Lu,k+10 (ρuk )] and Lu,k+11 (ρuk ) with probability quk+1 = Tr[Lu,k+11 (ρuk )].
In terms of this previous description the evolution equation (C.9) for a two level system
becomes
ρuk+1(ω) =
Lu,k+10 (ρuk (ω))
puk+1
1k+10 (ω) +
Lu,k+11 (ρuk (ω))
quk+1
1k+11 (ω). (C.13)
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In order to obtain the final discrete quantum evolution equation we consider the cen-
tered and normalized random variable
Xk+1 =
1k+11 (ω)− quk+1√
quk+1p
u
k+1
.
We define the associated filtration on {0, 1}N :
Fk = σ(Xi, i ≤ k).
So by construction we have E[Xk+1/Fk] = 0 and E[X2k+1/Fk] = 1. In terms of (Xk) the
discrete controlled quantum trajectory satisfies :
ρuk+1 = Lu,k+10 (ρuk ) + Lu,k+11 (ρuk )
+
[
−
√
quk+1
puk+1
Lu,k+10 (ρuk ) +
√
puk+1
quk+1
Lk+11 (ρuk )
]
Xk+1. (C.14)
By computing the terms Lu,k+1i (ρuk ), the description of the two-level system is complete.
Such terms depends on the expression of the eigenprojectors of the observable A. If the
eigenprojector Pi is expressed as Pi =
(
pi00 p
i
01
pi10 p
i
11
)
in the basis (Ω, X) of H, we have :
Lu,k+1i (ρuk ) = p00L00(kh, uk(h)) ρuk L⋆00(kh, uk(h)) + p01L00(kh, uk(h)) ρuk L⋆10(kh, uk(h))
+ p10L10(kh, uk(h)) ρ
u
k L
⋆
00(kh, uk(h)) + p11L10(kh, uk(h)) ρ
u
k L
⋆
10(kh, uk(h))
(C.15)
Finally, the equation (C.14) can be considered in a general way and the unique solution
starting from ρ0 is our quantum trajectory. As the unitary evolution depends on the time
length interaction h, the discrete quantum trajectory (ρuk ) depends on h. This dependence
allow us in Section 2 to consider continuous time limit (h → 0) of the discrete processes
(ρuK). For the moment, the next section is devoted to present the asymptotic ingredients
necessary to obtain such convergence results.
C.1.3 Description of Asymptotic
In this section, we describe suitable asymptotic for the coefficients of the unitary opera-
tors Uk(h, uk(h)) in order to have an effective continuous time limit from discrete quantum
trajectories. Let h = 1/n be the length time of interaction, we have for (Uk)
Uk+1(n, uk(n)) =
(
L00(k/n, uk(n)) L01(k/n, uk(n))
L10(k/n, uk(n)) L11(k/n, uk(n))
)
,
In our context, the choice of the coefficients Lij is an adaptation of the works of Attal-
Pautrat in [4]. In their work, they consider evolution of the type
Uk+1(n) =
(
L00(n) L01(n)
L10(n) L11(n)
)
,
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that is, homogeneous evolution without control. They have shown that
V[nt] = U[nt](n) . . . U1(n)
converges (in operator algebra) to a non-trivial process Vt (solution of a quantum stochastic
differential equation), only if the coefficients Lij(n) obey certain normalization. These
coefficients must be of the form
L00(n) = I +
1
n
(
−iH0 − 1
2
CC⋆
)
+ ◦
(
1
n
)
(C.16)
L10(n) =
1√
n
C + ◦
(
1
n
)
, (C.17)
where H0 is the Hamiltonian of H0 and C is any operator on C2. With these expressions,
classical Belavkin equations (without control) have been obtained as continuous limit of
discrete quantum trajectories in [25] and [26]. Hence, in the control context, the coefficients
Lij(k/n, uk(n)) must follow similar expressions. Let k be fixed, we put
L00(k/n, uk(n)) = I +
1
n
(
−iHk(n, uk(n))− 1
2
Ck(n, uk(n))C(k(n, uk(n))
⋆
)
+ ◦
(
1
n
)
(C.18)
L00(k/n, uk(n)) =
1√
n
Ck(n, uk(n)) + ◦
(
1
n
)
(C.19)
where Hk(n, uk(n)) is a self-adjoint operator and Ck(n, uk(n)) is an operator on C
2. As
the coefficients depends on k, n and on the control uk(n), it is natural to consider that the
operators Hk(n, uk(n)) and Ck(n, uk(n)) depends also on these parameters. Let us stress
that if for all k and n these operators are constant, we recover the expression (C.16) of
Attal-Pautrat.
In addition, in order to prove the convergence in Section 3, we suppose that there exist
some function H and C such that
H : R+ × R −→ H2(C) and C : R+ × R −→ M2(C)
(t, s) 7−→ H(t, s) (t, s) 7−→ C(t, s)
where H2(C) designs the set of self-adjoint operators on C
2 and
Hk(n, uk(n)) = H(k/n, uk(n))
Ck(n, uk(n) = C(k/n, uk(n)) (C.20)
Furthermore we suppose that all the ◦ are uniform in k.
At this stage, by remarking that the terms Lu,ki depends on Lij(n, uk(n)), we can include
the previous asymptotic in the expression (C.14) and (C.15). As the expression (C.15) of
Lu,ki depends on the eigen-projectors of A, computations show that there are two different
behaviors.
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1. If the observable A is diagonal in the basis (Ω, X), that is, it is of the form
A = λ0
(
1 0
0 0
)
+ λ1
(
0 0
0 1
)
, we obtain the asymptotic for the probabilities
puk+1(n) = 1−
1
n
Tr [J (k/n, uk(n))(ρuk (n))] + ◦
(
1
n
)
quk+1(n) =
1
n
Tr [J (k/n, uk(n))(ρuk (n))] + ◦
(
1
n
)
The discrete equation (C.14) becomes
ρuk+1(n)− ρuk (n)
=
1
n
L(k/n, uk(n))(ρ
u
k (n)) + ◦(
1
n
)
+
[ J (k/n, uk(n))(ρuk (n))
Tr [J (k/n, uk(n))(ρuk (n)))]
− ρuk (n) + ◦(1)
]√
quk+1(n)p
u
k+1(n)Xk+1(n)(C.21)
where for all state ρ, we have defined
J (t, s)(ρ) = C(t, s) ρ C⋆(t, s) and
L(t, s)(ρ) = −i[H(t, s), ρ]− 1
2
{C(t, s)C⋆(t, s), ρ}+ J (t, s)(ρ). (C.22)
2. If the observable A is non diagonal in the basis (Ω, X), and if the eigenprojectors are
express as P0 =
(
p00 p01
p10 p11
)
and P1 =
(
q00 q01
q10 q11
)
we have
puk+1 = p00 +
1√
n
Tr [ρuk (p01C(k/n, uk+1(n)) + p10C
⋆(k/n, uk(n)))]
+
1
n
Tr [ρukp00(C(k/n, uk(n)) + C
⋆(k/n, uk(n)))] + ◦
(
1
n
)
quk+1 = q00 +
1√
n
Tr [ρuk (q01C(k/n, uk(n)) + q10C
⋆(k/n, uk(n)))]
+
1
n
Tr [ρukq00(C(k/n, uk(n)) + C
⋆(k/n, uk(n)))] + ◦
(
1
n
)
The discrete equation (C.14) becomes
ρuk+1 − ρuk =
1
n
L(k/n, uk(n))(ρ
u
k ) + ◦
(
1
n
)
+
[
eiθC(k/n, uk(n))ρ
u
k + e
−iθρukC
⋆(k/n, uk(n))
−Tr[ρuk (eiθC(k/n, uk(n)) + e−iθC⋆(k/n, uk(n)))] ρuk + ◦(1)
] 1√
n
Xk+1(n) (C.23)
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where θ is a real parameter. This parameter can be explicitly expressed with the
coefficients of the eigenprojectors (Pi). By putting Cθ(k/n, uk(n)) = e
iθC(k/n, uk(n))
we have the same form for the equation (C.23) for all θ, then we consider in the
following that θ = 0. The expression of L is the same as (C.22).
In each case, we can define a process (ρ[nt]) which satisfies
ρu[nt] = ρ0 +
[nt]−1∑
i=0
[ρui+1 − ρui ]
= ρ0 +
[nt]−1∑
i=0
[Lu,i+10 (ρui ) + Lu,i+11 (ρui )− ρui ]
+
[nt]−1∑
i=0
[
−
√
qui+1
pui+1
Lu,i+10 (ρui ) +
√
pui+1
qui+1
Lu,i+11 (ρui )
]
Xi+1
= ρ0 +
[nt]−1∑
i=0
1
n
Y(i/n, ui(n), ρui ) +
[nt]−1∑
i=0
Z(i/n, ui(n), ρui )Xi+1 (C.24)
for some functions Y and Z which depend on the description (C.21) or (C.23).
Such equation (C.24) appears as an approximation of a continuous time stochastic
differential equation. In the next section, this idea is used in order to obtain the continuous
time model of quantum trajectories with control as a limit of discrete processes (ρ[nt]).
C.2 Convergence to Continuous Models
In this section, we present a way to rigorously justify stochastic models describing conti-
nuous time measurement with control as a limit of discrete controlled quantum trajectories
(ρ[nt]). Starting from the description (C.24) with a Markovian strategy and following the
asymptotic (C.21) and (C.23), we show that discrete processes (ρ[nt]) converge in distribu-
tion to solutions of stochastic differential equations.
As in the classical case of Belavkin equations, we show that the evolution of a quantum
system undergoing a continuous measurement with control is either described by a diffusive
evolution or by an evolution with jump.
1. If (ρt) denotes the state of a quantum system, the diffusive evolution is given by
dρt = L(t, u(t, ρt))(ρt)dt+Θ(t, u(t, ρt))(ρt)dWt (C.25)
where (Wt) describes a one-dimensional Brownian motion. The function L is expres-
sed as (C.22) and Θ is defined by
Θ(t, a)(µ) = C(t, a)µ+ µC⋆(t, a)− Tr
[
µ
(
C(t, a) + C⋆(t, a)
)]
µ (C.26)
for all t > 0, for all a in R and all operator µ in M2(C).
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2. The evolution with jump is given by
dρt = L(t, u(t, ρt))(ρt)dt
+
[ J (t, u(t, ρt))(ρt)
Tr[J (t, u(t, ρt))(ρt)] − ρt
] (
dN˜t − Tr[J (t, u(t, ρt))(ρt)]dt
)
(C.27)
where N˜t is a counting process with stochastic intensity
∫ t
0
Tr[J (s, u(s, ρs))(ρs)]ds.
The functions L and J are as (C.22).
Such equations are called “controlled Belavkin equations” and the solutions are called
“controlled quantum trajectories”.
For the moment we do not speak about the regularity of the functions L, Θ and J .
This will be discussed when we deal with the question of existence and uniqueness of a
solution for such equations.
In the next two sections, the question of existence, uniqueness and approximation of
controlled Belavkin equations is treated. Let us begin with the diffusive case.
C.2.1 Diffusive Belavkin Equation with Control
In this section, we justify the diffusive model
dρt = L(t, u(t, ρt))(ρt)dt+Θ(t, u(t, ρt))(ρt)dWt
of controlled Belavkin equations by proving that the solution of equation (C.25) is obtained
from the limit of particular quantum trajectories (ρ[nt]). In the same time, we show that
the equation (C.25) admits a unique solution with values in the set of states.
Let us investigate the problem of existence and uniqueness of a solution for (C.25).
For the moment, let u be any measurable function which defines a Markovian strategy as
it is expressed in Definition 2. Usual conditions concerning existence and uniqueness of a
solution for SDE of type (C.25) is that for all T > 0 there exists a constant M(T ) and
K(T ) such that the function L and Θ satisfy for all t ≤ T and (µ, ρ) ∈ M2(C)2 :
sup
{‖L(t, a)(µ)− L(t, a)(ρ)‖, ‖Θ(t, a)(µ)−Θ(t, a)(ρ)‖} ≤ K(T )‖µ− ρ‖
sup
{‖L(t, a)(ρ)‖, ‖Θ(t, a)(ρ)‖} ≤M(T )(1 + ‖ρ‖+ ‖a‖). (C.28)
Such conditions is called global Lipschitz conditions. However even in the homogeneous case
without control, such conditions are not satisfied. Indeed, in the homogeneous situation
without control, for Θ we have
Θ(t, a)(µ) = Θ(µ) = Cµ+ µC⋆ − Tr [µ(C + C⋆)]µ.
Such function is not Lipschitz. Nevertheless it is C∞ and then local Lipschitz. Such property
is used in the classical case to obtain the existence and the uniqueness of a solution of
Belavkin equations (see [25] and [26]). In the non-homogeneous context with control, the
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local Lipschitz condition is expressed as follows. For all integer k > 0 and all x ∈ R, define
the function φk by
φk(x) = −k1]−∞,−k[(x) + x1[−k,k](x) + k1]k,∞[(x).
The function φk is called a truncation function. Its extension on the set of operator on C2
is given by
φ˜k(B) = (φk(Re(Bij)) + iφ
k(Im(Bij)))0≤i,j≤1
Hence, the local Lipschitz condition for the functions L and θ can be expressed as follows.
For all T > 0 and for all integer k > 0 there exists a constant Mk(T ) and Kk(T ) such that
the function L and Θ satisfy for all t ≤ T and (µ, ρ) ∈ M2(C)2 :
‖L(t, a)(φ˜k(µ))− L(t, a)(φ˜k(ρ))‖ ≤ Kk(T )‖µ− ρ‖
‖Θ(t, a)(φ˜k(µ))−Θ(t, a)(φ˜k(ρ))‖ ≤ Kk(T )‖µ− ρ‖
sup
{‖L(t, a)(φ˜k(ρ))‖, ‖Θ(t, a)(φ˜k(ρ))‖} ≤Mk(T )(1 + ‖ρ‖+ ‖a‖). (C.29)
As a consequence we have the following existence and uniqueness theorem.
Theorem 17 Let u be any measurable function. Let k > 0 be an integer. Let (Ω,F ,Ft, P )
be a probability space which supports a standard Brownian motion (Wt). Assume that L
and Θ satisfy the conditions (C.29). Let ρ0 be any 2× 2 matrix. The stochastic differential
equation
ρu,kt = ρ0 +
∫ t
0
L(s, u(s, φ˜k(ρu,ks ))(φ˜
k(ρu,ks ))ds+
∫ t
0
Θ(s, u(s, φ˜k(ρu,ks )))(φ˜
k(ρu,ks ))dWs,
(C.30)
admits a unique solution (ρu,kt ). Furthermore the application t 7→ ρu,kt is almost surely
continuous.
This theorem is just a consequence of the local Lipschitz condition (C.29) (cf [29]). The
process (ρu,kt ) is called a truncated solution. The link between such solution and a solution
of the equation (C.25) without truncature is expressed as follows. Usually, we define the
random stopping time
Tk = inf{t > 0/∃(ij), Re(ρu,kt (ij)) = k or Im(ρu,kt (ij)) = k}
For any k > 1, we have Tk > 0 almost surely for ρ0 is a state and the almost surely
continuity of (ρu,kt ) (the coefficients of ρ0 satisfy namely |ρ0(ij)| ≤ 1). Furthermore on
[0, Tk[ we have
φ˜k(ρu,kt ) = ρ
u,k
t .
Therefore the process (ρu,kt ) satisfy on [0, Tk[
ρu,kt = ρ0 +
∫ t
0
L(s, u(s, ρu,ks ))(ρ
u,k
s )ds+
∫ t
0
Θ(s, u(s, ρu,ks ))(ρ
u,k
s )dWs, (C.31)
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Hence the process (ρu,kt ) solution of (C.30) is the unique solution of the equation (C.25)
on [0, Tk[.
In our situation, we will prove that Tk = ∞ for all k > 1 by proving that the process
(ρu,kt ) is valued in the set of states. Indeed if the process (ρ
u,k
t ) takes value in the set of
states, we have for all t ≥ 0
φ˜k(ρu,kt ) = ρ
u,k
t ,
then Tk =∞. As a consequence the process (ρu,kt ) satisfy for all t > 0 the equation (C.25).
The truncature method becomes actually not necessary, it just allow to exhibit a solution.
As a consequence we have to prove that the solution obtained with a truncature method
takes value in the set of states. This property follow from the convergence theorem.
Indeed, let assume that there is a discrete quantum trajectory (ρu[nt]) which converges
in distribution to (ρu,kt ) (for some k > 1). Such convergence is denoted by
ρu[nt] =⇒ ρu,kt .
Therefore for all measurable functions V defined on M2(C), we have
V(ρu[nt]) =⇒ V(ρu,kt )
We apply it for the functions V(ρ) = Tr[ρ], for V(ρ) = ρ⋆ − ρ and Vz(ρ) = 〈z, ρz〉 for
all z ∈ C2. By definition if ρ is a state we have from trace property Tr[ρ] = 1, from
self-adjointness ρ⋆ − ρ = 0 and from positivity 〈z, ρz〉 ≥ 0 for all z ∈ C2. As discrete
quantum trajectories take values in the set of states, these properties are then conserved
at the limit. The limit process ρu,kt takes then also values in the set of states. Let us prove
now the convergence result.
Back to the description (C.24) of discrete quantum trajectories, with asymptotic (C.23)
in the case of a non-diagonal observable A and with a Markovian strategy, we have
ρu[nt] = ρ0 +
[nt]−1∑
k=1
1
n
[
L
(
k/n, u(k/n, ρuk )
)
(ρuk ) + ◦ (1)
]
(C.32)
+
[nt]−1∑
k=1
[
Θ
(
k/n, u(k/n, ρuk )
)
(ρuk ) + ◦(1)
] 1√
n
Xk+1(n),
From this description, we can define the following processes and functions :
Wn(t) =
1√
n
[nt]∑
k=1
Xk(n)
Vn(t) =
[nt]
n
ρun(t) = ρ
u
[nt](n)
un(t,W ) = u([nt]/n,W )
Θn(t, s) = Θ([nt]/n, s)
Ln(t, s) = L([nt]/n, s) (C.33)
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for all t > 0, for all s ∈ R and for all W ∈ M2(C).
By observing that these processes and these functions are piecewise constant, we can
describe the discrete quantum trajectory (ρun(t)) as a solution of the following stochastic
differential equation
ρun(t) = ρ0 +
∫ t
0
[
Ln
(
s−, un(s−, ρ
u
n(s−))
)
(ρun(s−)) + ◦(1)
]
dVn(s)
+
∫ t
0
[
Θn
(
s−, un(s−, ρ
u
n(s−))
)
(ρun(s−)) + ◦(1)
]
dWn(s)
= ρ0 +
∫ t
0
[
Ln
(
s−, un(s−, φ˜
k(ρun(s−))
)
(φ˜k(ρun(s−))) + ◦(1)
]
dVn(s)
+
∫ t
0
[
Θn
(
s−, un(s−, φ˜
k(ρun(s−))
)
(φ˜k(ρun(s−))) + ◦(1)
]
dWn(s) (C.34)
for all k > 1.
In order to prove the convergence of this process to the solution of the equation (C.30)
given by Theorem 17, we use a theorem of Kurtz and Protter [20] concerning weak conver-
gence of stochastic integrals. Let us fix some notations.
For all T > 0 we define D[0, T ] the space of ca`dla`g process of M2C endowed with the
Skorohod topology.
Let T1[0,∞) denote the set of nondecreasing mapping λ from [0,∞) to [0,∞) with
λ(0) = 0 such that λ(t + h) − λ(t) ≤ h for all t, h ≥ 0. For any function G defined from
R
+ ×M2(C) to M2(C), we define
G˜ : D[0,∞)× T1[0,∞) −→ D[0,∞)
(X,λ) 7−→ G(X) ◦ λ,
such that for all t ≥ 0 we have G(X)◦λ(t) = G(λ(t), Xλ(t)). We consider the same definition
for all other functions. We introduce the two following condition concerning a function G˜
and a sequence G˜n as above.
(C1) For each compact subset K ∈ D[0,∞)× T1[0,∞) and t > 0,
sup
(X,λ)
sup
s≤t
‖G˜n(X,λ)(s)− G˜(X,λ)(s)‖ → 0
(C2) For (Xn, λn)n ∈ D[0,∞)× T1[0,∞)/ sup
s≤T
‖Xn(s)−X(s)‖ → 0
and sup
s≤t
|λn(s)− λ(s)| → 0 for each t > 0 implies
sup
s≤t
‖G˜(Xn, λn)(s)− G˜(X,λ)(s)‖ → 0 (C.35)
Furthermore, recall that the square-bracket [X,X] is defined for a semi-martingale by
the formula :
[X,X]t = X
2
t − 2
∫ t
0
Xs−dXs .
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We shall denote by Tt(V ) the total variation of a finite variation processes V on the interval
[0, t]. The Theorem of Kurtz and Protter [21] that we use is the following.
Theorem 18 Let (Hn, H) and (Kn, K) be two couple of functions which satisfy the condi-
tions (C1) and (C2). Let (Fnt ) be a filtration and let Xn(t) be a Fnt -adapted process which
satisfies
Xn(t) = X(0) +
∫ t
0
Hn(s,Xn(s−))dVn(s) +
∫ t
0
Kn(s,Xn(s−))dWn(s) (C.36)
Let (Ω,F ,Ft, P ) be a probability space. Let Xt be the unique solution of
Xn(t) = X(0) +
∫ t
0
H(s,Xs)ds+
∫ t
0
K(s,Xs)dWs (C.37)
where (Wt) is a standard Brownian motion on (Ω,F ,Ft, P ).
Suppose that (Wn, Vn) converges in distribution in the Skorohod topology to (W,V ) where
Vt = t for all t ≥ 0 and suppose
sup
n
{
En
[
[Wn,Wn]t
]}
<∞, (C.38)
sup
n
{
En [Tt(Vn)]
}
<∞. (C.39)
Hence the process (Xn(t)) converges in distribution in D[0, T ] for all T > 0 to the
process (Xt).
We wish then to apply this theorem to obtain the convergence result for discrete quan-
tum trajectories (ρ[nt]) described by (C.34). Concerning the convergence of the processes
(Wn) and Vn we use the following theorem which is a generalization of Donsker Theorem
(see).
Theorem 19 Let (Mn) be a sequence of martingales. Suppose that
lim
n→∞
E
[
sup
s≤t
|Mn(s)−Mn(s−)|
]
= 0
and
[Mn,Mn]t −→
n→∞
t.
Then Mn converges in distribution to a standard Brownian motion. The conclusion is the
same if we just have :
lim
n→∞
E
[|[Mn,Mn]t − t|] = 0.
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In our context we have the following proposition.
Proposition 13 Let (Fnt ) be the filtration
Fnt = σ(Xi, i ≤ [nt]). (C.40)
The process (Wn(t)) defined by (C.33) is a Fnt -martingale. We have
Wn(t) =⇒ Wt
where (Wt) is a standard Brownian motion.
Moreover we have
sup
n
E
[
[Wn,Wn]t
]
<∞
Finally, we have the convergence in distribution for the process (Wn, Vn, ) to (W,V )
when n goes to infinity.
Proof: Thanks to the definition of the random variable Xi, we have E[Xi+1/Fni ] = 0
which implies E
[
1
n
∑[nt]
i=[ns]+1Xi/Fns
]
= 0 for t > s. Thus if t > s we have the martingale
property :
E[Wn(t)/Fns ] =Wn(s) + E
 1√
n
[nt]∑
i=[ns]+1
Xi/Fns
 = Wn(s).
By definition of [Y, Y ] for a stochastic process we have
[Wn,Wn]t = Wn(t)
2 − 2
∫ t
0
Wn(s−)dWn(s) =
1
n
[nt]∑
i=1
X2i
Thus we have
E
[
[Wn,Wn]t
]
=
1
n
[nt]∑
i=1
E[X2i ] =
1
n
[nt]∑
i=1
E[E[X2i /σ{Xl, l < i}]]
=
1
n
[nt]∑
i=1
1 =
[nt]
n
.
Hence we have
sup
n
E
[
[Wn,Wn]t
] ≤ t <∞ .
Let us prove the convergence of (Wn) to (W ). According to Theorem 19 we must prove
that
lim
n→∞
E
[|[Mn,Mn]t − t|] = 0
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Actually we prove a L2 convergence :
lim
n→∞
E
[|[Mn,Mn]t − t|2] = 0,
which implies the L1 convergence. In order to show this convergence, we use the following
property
E
[
X2i
]
= E
[
E[X2i /σ{Xl, l < i}]
]
= 1
and if i < j
E
[
(X2i − 1)(X2j − 1)
]
= E
[
(X2i − 1)(X2j − 1)/σ{Xl, l < j}]
]
= E
[
(X2i − 1)
]
E
[
(X2j − 1)
]
= 0 .
This gives
E
[(
[Wn,Wn]t − [nt]
n
)2]
=
1
n2
[nt]∑
i=1
E
[
(X2i − 1)2
]
+
1
n2
∑
i<j
E
[
(X2i − 1)(X2j − 1)
]
=
1
n2
[nt]∑
i=1
E
[
(X2i − 1)2
]
Thanks to the fact that p00 and q00 are not equal to zero (because the observable A is not
diagonal !) the terms E [(X2i − 1)2] are bounded uniformly in i so we have :
lim
n→∞
E
[(
[Wn,Wn]t − [nt]
n
)2]
= 0 .
As [nt]
n
−→ t in L2 we have the desired convergence. The convergence of (Wn, Vn) is then
straightforward. 
In order to conclude to the convergence result by using Theorem 18 of Kurtz and
Protter, we have to verify conditions (C1) and (C2) for the functions appearing in the
equation (C.34). We consider L˜n defined by
L˜n(X) ◦ (λ)(t) = Ln(λ(t), un(λ(t), Xλ(t)))(Xλ(t)) + ◦(1)
for all t > 0, for all λ ∈ T1[0,∞) and all ca`dla`g process (Xt). Let us stress that in restriction
to the processes (ρt) which takes values in the set of states, the ◦ are uniform in (ρt), we
can then consider that the ◦ are uniform for all processes. We define Θ˜n in the same way.
Theorem 20 Let Fnt be the filtration defined by (C.40). Let ρ0 be any state on H0. Let
(ρun(t)) be the discrete quantum trajectory satisfying :
ρun(t) = ρ0 +
∫ t
0
[Ln(s−, un(s−, ρ
u
n(s−)))(, ρ
u
n(s−)) + ◦(1)] dVn(s)
+
∫ t
0
[Θn(s−, un(s−, ρ
u
n(s−)))(ρ
u
n(s−)) + ◦(1)] dWn(s) (C.41)
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Let k > 1 be any integer. Let (ρu,kt ) be the unique solution of
ρu,kt = ρ0 +
∫ t
0
L(s, u(s, φ˜k(ρu,ks ))(φ˜
k(ρu,ks ))ds+
∫ t
0
Θ(s, u(s, φ˜k(ρu,ks )))(φ˜
k(ρu,ks ))dWs,
(C.42)
Assume the function u is sufficiently regular such that L˜n, Θ˜n, L˜ and Θ˜ composed with
the truncature function φ˜k satisfy conditions (C1) and (C2).
Then for all T > 0, the process (ρun(t)) converges in distribution in D[0, T ] to the process
(ρt).
Finally the process (ρut ) is the unique solution of the controlled diffusive Belavkin equa-
tion
ρut = ρ0 +
∫ t
0
L(s, u(s, ρus )(ρ
u
s )ds+
∫ t
0
Θ(s, u(s, ρu,ks ))(ρ
u
s )dWs, (C.43)
Proof: As the condition (C1) and (C2) are assumed to be satisfied, thanks to Propo-
sition 13 and Theorem 18, we have the convergence result. The final part of the theorem
comes from the fact that the property of being a state is conserved by passage to the limit
(see the remark at the beginning of this section). 
As regards conditions (C1) and (C2), the assumption for the function u is satisfied
for example when u is continuous. By definition of the functions Ln and Θn conditions
(C1) and (C2) are namely satisfied for the functions L and Θ satisfy the local Lipschitz
conditions (C.29) (used in Theorem 17 of existence and uniqueness).
Hence, the model of diffusive stochastic differential equation (C.25) for continuous mea-
surement with control is physically justified by proving that solutions of such equations are
obtained by limit of concrete discrete procedure. In the next section, we prove a similar
result by considering continuous limit of discrete quantum trajectories of type (C.21).
C.2.2 Poisson Approximation of Control QuantumMeasurement
In this section, we investigate the convergence of discrete quantum trajectories which
come from repeated measurements of a diagonal observable.
In all this section we fix a strategy u which defines a Markovian strategy. Furthermore,
as in the diffusive case we suppose that this strategy is continuous. Let A be any diagonal
observable. With the use of description (C.21) and (C.24), the discrete quantum trajectory
satisfies
ρu[nt] = ρ0 +
[nt]−1∑
k=0
1
n
[
L(k/n, u(k/n, ρuk ))(ρ
u
k )− J (k/n, u(k/n, ρuk ))(ρuk )
+Tr[J (k/n, u(k/n, ρuk ))(ρuk )]ρuk + ◦(1)
]
+
[nt]−1∑
k=0
[ J (k/n, u(k/n, ρuk ))(ρuk )
Tr[J (k/n, u(k/n, ρuk ))(ρuk )]
− ρuk + ◦(1)
]
νk+1
(C.44)
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We aim to show that the process (ρ[nt]) converges (n → ∞) to a process (ρt) which
should be a solution of a stochastic differential equation of the form :
dρt = L(t, u(t, ρt))(ρt)dt
+
[ J (t, u(t, ρt))(ρt)
Tr[J (t, u(t, ρt))(ρt)] − ρt
] (
dN˜t − Tr[J (t, u(t, ρt))(ρt)]dt
)
(C.45)
where N˜t is a counting process with stochastic intensity
∫ t
0
Tr[J (s, u(s, ρs))(ρs)]ds.
Let us stress that in this term, the notion of a solution and the way to express the
equation (C.46) are not clear. As we do not know if the equation (C.46) admits a solution,
we cannot consider a counting process N˜t whose the definition depends on such solution.
Reciprocally we cannot consider a solution without to have defined the driving process N˜t.
As a consequence we use the following definition of a solution for equation of type (C.46).
Definition 5 Let (Ω,F ,Ft, P ) be a probability space. A process−solution of (C.45) is a
ca`dla`g process (ρt) such that there exists a counting process (N˜t) and such that the couple
(ρt, N˜t) satisfies :
ρt = ρ0 +
∫ t
0
[
L(s−, u(s−, ρs−))(ρs−) + Tr[J (s−, u(s−, ρs−))(ρs−)]ρs−
−J (s−, u(s−, ρs−))(ρs−)
]
ds
+
∫ t
0
[ J (s−, u(s−, ρs−))(ρs−)
Tr[J (s−, u(s−, ρs−))(ρs−)] − ρs−
]
dN˜s (C.46)
and the process
N˜t −
∫ t
0
Tr[J (s−, u(s−, ρs−))(ρs−)]ds
is a Ft-martingale.
In order to construct a counting process with stochastic intensity, a general way is
to consider Random Poisson Measure Theory (see [16]). In our context, we consider a
particular Random Poisson Measure which is given by a Poisson Point Process N on R2.
It is defined as follows.
Let (Ω,F , P ) be a probability space. A Poisson point process N on R2 is a random
distribution of points on R2 such that
1. For all Borel subset B we have :
P [N(B) = k] =
Λ(B)k
k!
exp(−Λ(B)), (C.47)
where Λ denotes the Lebesgue measure on R2 and N(B) corresponds to the number
of points in B.
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2. For all l ∈ N⋆ and for all sequence (Ai)1≤i≤l of disjoints Borel subset the random
variables (N(Ai)) are mutually independent.
For all ω ∈ Ω, the Poisson Point process N defines a counting measure N(ω, .) on the Borel
σ-algebra. Define the measure
m(B) = E[N(B)]
for all Borel subset B. This measure is called the intensity measure of N and satisfies
m(B) = Λ(B) for all Borel subset B. The family {N(ω, .), ω ∈ Ω} is called a Random
Poisson Measure whose the intensity measure is the Lebesgue Measure. This random mea-
sure allow us to write the equation (C.46) in terms of the Poisson Point process and to
define the process N˜t in a intrinsic way. This is made precise in the following theorem.
Theorem 21 Let N be a Poisson Point Process on a probability space (Ω,F , P ). Let ρ0
be any state on C2, every solution of the stochastic differential equation
ρut = ρ0 +
∫ t
0
[
L(s−, u(s−, ρus−))(ρ
u
s−) + Tr[J (s−, u(s−, ρus−))(ρus−)]ρus−
−J (s−, u(s−, ρus−))(ρus−)
]
ds (C.48)
+
∫ t
0
∫
R
[ J (s−, u(s−, ρus−))(ρus−)
Tr[J (s−, u(s−, ρus−))(ρus−)]
− ρus−
]
10<x<Tr[J (s−,u(s−,ρus−))(ρs−)]N(ds, dx)
gives rise to a process (ρut ) and a process (N˜t) defined by
N˜t =
∫ t
0
∫
R
10<x<Tr[J (s−,u(s−,ρus−))(ρs−)]N(ds, dx) (C.49)
By considering the filtration
Ft = σ{N˜s, s ≤ t},
the process
N˜t −
∫ t
0
Tr[J (s−, u(s−, ρus−))(ρs−)]ds
is a Ft-martingale. Finally the processes (ρut ) and N˜t on (Ω,F ,Ft, P ) satisfy Definition 5.
This theorem is an adaptation of Theorem of Jacod and Protter in [16]. Now we consider
the equation (C.48) as the jump-model of continuous time measurement with control. It
will be justified later as limit of discrete quantum trajectories. For the moment we deal
with the problem existence and uniqueness of a solution for this equation. Let us denote
R(t, a)(ρ) = L(t, a)(ρ) + Tr[J (t, a)(ρ)]ρ− J (t, a)(ρ)
Q(t, a)(ρ) =
( J (t, a)(ρ)
Tr[J (t, a)(ρ)] − ρ
)
1Tr[J (t,a)(ρ)]>0
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for all t ≥ 0, for all a ∈ R and all state ρ. It was obvious that (C.48) is equivalent to
ρut = ρ0 +
∫ t
0
R(s−, u(s−, ρus−))(ρ
u
s−)ds
+
∫ t
0
∫
R
Q(s−, u(s−, ρus−))(ρ
u
s−)10<x<Tr[J (s−,u(s−,ρus−))(ρs−)]N(ds, dx)
A sufficient condition in order to prove existence and uniqueness of a solution for such
equations is to have a Lipschitz property for the functions R an J . In the same fashion of
the diffusive case, this is not the case and a truncature method is used. We will have next
to prove that the truncated solution takes values in the set of states. The conditions for
the Poisson case are expressed in the following remark.
Remark : As in the diffusive case, this remark concerns the regularity of the different
functions. Firstly we suppose that R and J satisfy the local Lipschitz condition (C.29)
defined in Section 2.1. Secondly as the set of states is compact, we can suppose for the
stochastic intensity that for all T > 0 there exists a constant K(T ) such that
Tr[J (t, u(t,Xt))(Xt)] ≤ K(T )
for all t ≥ T and for all ca`dla`g process (Xt) with values in M2(C). Finally in order to
consider the stochastic differential equation for all ca`dla`g process, we consider the function
Q˜(t, a)(ρ) =
(
J (t, a)(ρ)
Re
(
Tr[J (t, a)(ρ)]) − ρ
)
1Re(Tr[J (t,a)(ρ)])>0 (C.50)
and the stochastic differential equation
ρu,kt = ρ0 +
∫ t
0
R(s−, u(s−, φ˜k(ρu,ks− ))(φ˜
k(ρu,ks− ))ds (C.51)
+
∫ t
0
∫
R
Q˜(s−, u(s−, φ˜k(ρu,ks− ))(φ˜
k(ρu,ks− ))10<x<Re(Tr[J (s−,u(s−,φ˜k(ρu,ks− )))(φ˜k(ρu,ks− ))]N(ds, dx).
where φ˜k is a truncature function defined in Section 3.1. As in the diffusive case, if a solution
of the equation (C.51) takes value in the set of states, it is a solution of the equation (C.48).
In addition to the diffusive case, we have to remark that if ρ is a state
Re(Tr[J (t, a)(ρ)]) = Tr[J (t, a)(ρ)] ≥ 0
for all t ≥ 0 and for all a ∈ R.
Exactly in the same way as the diffusive case, if we show that a discrete quantum
trajectory converges in distribution to a solution of the truncated equation (C.51), it in-
volves that this solution takes values in the set of states. Let us first deal with the problem
of existence and uniqueness of a solution for the equation (C.51). We have the following
theorem due to Jacod and Protter in [16].
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Theorem 22 Let (Ω,F , P ) be a probability space of a Poisson point Process N . The sto-
chastic differential equation
ρu,kt = ρ0 +
∫ t
0
R(s−, u(s−, φ˜k(ρu,ks− ))(φ˜
k(ρu,ks− ))ds (C.52)
+
∫ t
0
∫
R
Q˜(s−, u(s−, φ˜k(ρu,ks− ))(φ˜
k(ρu,ks− ))10<x<Re(Tr[J (s−,u(s−,φ˜k(ρu,ks− )))(φ˜k(ρu,ks− ))]N(ds, dx).
admits a unique solution ρu,kt defined for alt ≥ 0. Furthermore the process
N t =
∫ t
0
∫
R
10<x<Re(Tr[J (s−,u(s−,φ˜k(ρu,ks− )))(φ˜k(ρu,ks− ))]N(ds, dx)
allows to define
F t = σ{N s, s ≤ t}.
Hence the process
N t −
∫ t
0
[
Re(Tr[J (s−, u(s−, φ˜k(ρu,ks− )))(φ˜k(ρu,ks− ))
]+
ds
is a F t-martingale.
The term (x)+ denotes max(0, x). Such theorem is treated in details in [25] for quantum
trajectories without control. We give here a way to express the solution of (C.51) in a
particular case.
Suppose that there exists a constant K such that :[
Re(J (t, u(t,Xt))(Xt))
]+
< K, (C.53)
for all t ≥ 0 and all ca`dla`g process (Xt). With this property we can consider only the
points of N contained in R× [0, K]. The random function
Nt : t→ N(., [0, t]× [0, K])
defines then a standard Poisson process with intensity K. Let T > 0, the Poisson Random
Measure and the previous process generate on [0, T ] a sequence {(τi, ξi), i ∈ {1, . . . ,Nt)}}.
Each τi represents the jump time of the process (Nt). Moreover the random variables ξi are
random uniform variables on [0, K]. Let k > 1 be a fixed integer, we can write the solution
of (C.51) in the following way :
ρu,kt = ρ0 +
∫ t
0
R(s−, u(s−, φ˜k(ρu,ks− )))(φ˜
k(ρu,ks− ))ds
+
Nt∑
i=1
Q(τi−, u(τi−, φ˜k(ρu,kτi−))(φ˜k(ρu,kτi−))10≤ξi≤(Re(Tr[J (τi−,u(τi−,φ˜k(ρu,kτi−)))(φ˜k(ρu,kτi−)]))+
N t =
Nt∑
i=1
10≤ξi≤(Re(Tr[J (τi−,u(τi−,φ˜k(ρu,kτi−)))(φ˜k(ρ
u,k
τi−
)]))+ . (C.54)
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The general case is treated in details in [16]. Let us make more precise how the solution
of (C.51) is defined from the expression (C.54) in the particular case (C.53). By applying
Cauchy-Lipschitz Theorem, we consider the solution of the ordinary differential equation
ρu,kt = ρ0 +
∫ t
0
R(s−, u(s−, φ˜k(ρu,ks− )))(φ˜
k(ρu,ks− ))ds (C.55)
It gives rise to the function
t 7→
[
Re(Tr[J (t, u(t, φ˜k(ρu,kt )))(φ˜k(ρu,kt ))
]+
.
Let define the first jump-time of the process (N t). for this, we introduce the set
Gt = {(x, y) ∈ R2/0 < x ≤ t, 0 < y <
[
Re(Tr[J (x, u(x, φ˜k(ρu,kx )))(φ˜k(ρu,kx ))
]+
}
T1 = inf{t/N(Gt) = 1}
As a consequence on [0, T1[ the solution of (C.51) is given by the solution of the ordinary
differential equation (C.55) and ρu,kT1 is defined by
ρu,kT1 = ρ
u,k
T1− +Q(T1−, u(T1−, ρu,kT1−))(ρu,kT1−)
We solve the ordinary differential equation after T1 with this initial condition, we obtain
a second jump-time. We construct a sequence of jump-time Tn. The boundness property
(C.53) implies that the stochastic intensity is boundned, we can show limTn =∞ almost
surely (see).
The solution of (C.51) is then given by the solution of the ordinary differential equation
dρu,kt = R(t, u(t, φ˜
k(ρu,kt )))(φ˜
k(ρu,kt ))dt
between the jump of the process N˜t. The process N˜t corresponds to the number of point
of the Poisson point process N included in the x axis and the curve
t 7→
[
Re(Tr[J (t, u(t, φ˜k(ρu,kt )))(φ˜k(ρu,kt ))
]+
.
The general case is more technical but can be expressed in the same way.
Now we prove that the general solution of (C.51) can be obtained from the limit of the
particular discrete quantum trajectory (ρ[nt]) defined by the expression (C.44).
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From expression (C.44), define
ρun(t) = ρ
u
[nt]
Nn(t) =
[nt]∑
k=1
νk,
Vn(t) =
[nt]
n
Rn(t, a)(ρ) = R([nt]/n, a)(ρ),
Qn(t, a)(ρ) = Q([nt]/n, a)(ρ)
un(t,W ) = u([nt]/n,W )
for all t ≥ 0, for all a ∈ R and all W ∈ M2(C). Hence the process satisfy the stochastic
differential equation
ρun(t) =
∫ t
0
[Rn(s−, un(s−, ρ
u
n(s−))(ρ
u
n(s−)) + ◦(1)] dVn(s)
+
∫ t
0
[Qn(s−, un(s−, ρ
u
n(s−))(ρ
u
n(s−)) + ◦(1)] dNn(s)
In this case we do not have directly an equivalent of the Donsker Theorem for the process
(Nn(t)). The convergence result is here obtained by using a random coupling method, that
is, we realize the process (ρ[nt]) in the probability space of the Poisson Point Process N in
order to compare directly continuous and discrete quantum trajectories. It is described as
follows.
Remember that the random variables (1k1) satisfy :
1k+11 (0) = 0 with probability pk+1(n) = 1− 1nTr[J (k/n, u(k/n, ρuk ))(ρuk )] + ◦
(
1
n
)
1k+11 (1) = 1 with probability qk+1(n) =
1
n
Tr[J (k/n, u(k/n, ρuk ))(ρuk )] + ◦
(
1
n
)
We define the following sequence of random variable which are defined on the set of
states
ν˜k+1(η, ω) = 1N(ω,Gk(η))>0 (C.56)
where Gk(η) =
{
(t, u)/ k
n
≤ t < k+1
n
, 0 ≤ u ≤ −n ln(Tr[Lk+10 (n)(η)])
}
. Let ρ0 = ρ be any
state and T > 0, we define the process (ρ˜k) for k < [nT ] by the recursive formula
ρ˜uk+1 = Lk+10 (ρ˜uk ) + Lk+11 (ρ˜uk )
+
[
− L
k+1
0 (ρ˜
u
k )
Tr[Lk+10 (ρ˜uk )]
+
Lk+11 (ρ˜uk )
Tr[Lk+11 (ρ˜uk )]
] (
ν˜k+1(ρ˜
u
k , .)− Tr[Lk+11 (ρ˜uk )]
)
(C.57)
Thanks to properties of Poisson probability measure, the random variables (1k1) and (ν˜k)
have the same distribution. It involves the following property concerning the realization of
(ρ[nt]). in the probability space of the Point Poisson Process.
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Proposition 14 Let T be fixed. The discrete process (ρ˜uk )k≤[nT ] defined by (C.57) have
the same distribution of the discrete quantum trajectory (ρuk )k≤[nT ] defined by the quantum
repeated measurement.
The convergence result is then expressed as follows.
Theorem 23 Let T > 0. Let (Ω,F , P ) be a probability space of a Poisson Point process N .
Let (ρ˜u[nt])0≤t≤T be the discrete quantum trajectory defined by the recursive formula (C.57)
Hence, for all T > 0 the process (ρ˜u[nt])0≤t≤T converges in distribution in D[0, T ] (for
the Skorohod topology) to the process (ρut ) solution of the stochastic differential equation :
ρut = ρ0 +
∫ t
0
R(s−, u(s−, ρus−)(ρ
u
s−)ds (C.58)
+
∫ t
0
∫
R
Q(s−, u(s−, ρus−)(ρ
u
s−)10<x<Tr[J (s−,u(s−,ρus−))(ρus−)])N(., ds, dx).
This theorem relies on the fact that the process (ρ˜u[nt]) satisfies the same asymptotic of
the discrete quantum trajectory (ρu[nt]) ; we have namely
ρ˜[nt] = ρ0 +
[nt]−1∑
k=0
1
n
[R(k/n, u(k/n, ρ˜uk ))(ρ˜
u
k ) + ◦(1)]
+
[nt]−1∑
k=0
[Q(k/n, u(k/n, ρ˜uk ))(ρ˜
u
k ) + ◦(1)] ν˜k+1(ρuk , .). (C.59)
The complete proof of this theorem is very technical. The idea is to compare the discrete
process (ρ[nt]) with an Euler Scheme of the solution of the jump-equation. More details for
such technics can be found in [25] where the case without control is entirely developed.
In the next section, we expose examples and applications of such stochastic models.
C.3 Examples and Applications
This section is devoted to some applications of quantum measurement with control.
On the one hand, by a discrete model, we justify a stochastic model for the experience
of Resonance fluorescence. The setup is the one of a laser driving an atom in presence
of a photon counter. On the other hand, we present general results in Stochastic Control
Theory applied to quantum trajectories.
C.3.1 Laser Monitoring Atom : Resonance Fluorescence
In this section, we adapt result of discrete quantum trajectories with control in order
to justify continuous time stochastic models for the experience of Resonance Fluorescence.
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We describe a discrete model of an atom monitored by a laser. A measurement is performed
by a photon counter which detects the photon emission. The setup of repeated quantum
interactions is described as follows.
The length time of interaction is chosen to be h = 1/n. Let us describe one interaction.
The atom system is represented by H0 equipped with a state ρ. The laser is representing
by (Hl, µl) and the photon counter by (Hc, βc). Each Hilbert space are C2 endowed with
the orthonormal basis (Ω, X) and the unitary operator is denoted by U . The compound
system after interaction is :
H0 ⊗Hl ⊗Hc,
and the state after interaction is :
α = U(ρ⊗ µl ⊗ βc)U⋆
Let
Ω⊗ Ω⊗ Ω, X ⊗ Ω⊗ Ω, Ω⊗X ⊗ Ω, X ⊗X ⊗ Ω,
Ω⊗ Ω⊗X, X ⊗ Ω⊗X, Ω⊗X ⊗X, X ⊗X ⊗X
be an orthonormal basis of H0 ⊗Hl ⊗Hc. As in the presentation of the discrete two level
atom in contact with a spin chain, the unitary operator is here considered as a 4×4 matrix
U = (Li,j(n))0≤i,j≤3
where each Lij(n) are operator on H0.
If the different state of the laser and the counter as of the form
µl =
(
a b
c d
)
, βc = |Ω〉〈Ω|
Hence for the state α = (αuv)0≤u,v≤3 after interaction, we have
αuv =
(
aLu0(n)ρ+ bLu1(n)ρ
)
L⋆v0(n) +
(
cLu0(n)ρ+ dLu1(n)ρ
)
L⋆v1(n) (C.60)
The measurement is performed on the counter photon side. Let A denotes any obser-
vable of Hc then I ⊗ I ⊗ A denotes the corresponding observable on H0 ⊗ Hl ⊗ Hc. We
perform a measurement and by partial trace operation with respect to Hl ⊗Hc we obtain
a new state on H0.
The control is rendered by the modification at each interaction of the intensity of the
laser. This modification is here taken into account by the reference state of the laser. The
reference state at the k-th interaction is denoted by µlk. In the continuous case of Resonance
fluorescence, the state of a laser is usually described by a coherent vector on a Fock space
(see [9]). From works of Attal and Pautrat in approximation of Fock space ([1],[24]), in our
context the discrete state of the laser can be described by
µlk =
(
a(k/n) b(k/n)
c(k/n) d(k/n)
)
=
1
1 + |h(k/n)|2
(
1 h(k/n)
h(k/n) |h(k/n)|2
)
. (C.61)
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The function h represents the evolution of the intensity of the laser and depends naturally
on n.
If ρk denotes the state on H0 after k first measurement, the state
αk+1(n) =
(
αk+1uv (n)
)
0≤u,v≤3 = Uk+1(n)(ρk ⊗ µlk ⊗ βc)U⋆k+1(n)
after interaction satisfies
αk+1uv (n) =
(
a(k/n)Lu0(n)ρk + b(k/n)Lu1(n)ρk
)
L⋆v0(n)
+
(
c(k/n)Lu0(n)ρk + d(k/n)Lu1(n)ρk
)
L⋆v1(n)
Let us stress that is not directly the application of discrete quantum trajectories. The
control is namely not rendered by the modification of the unitary evolution. Moreover
the interacting system is described by (Hl ⊗ Hc, µlk ⊗ β) and µlk ⊗ β is not of the form
|X0〉〈X0| as in Section 1. In order to translate this setting in the case of discrete models
of Section 1, one can use the G.N.S Representation Theory of a finite dimensional Hilbert
space ([19],[18]). This theory allows to consider the state µlk ⊗ β as a state of the form
|X0〉〈X0| in a particular Hilbert space. It is described as follows.
Let H = Cn be a finite dimensional Hilbert space endowed with a reference state ρ. We
consider B(H) the space of endomorphisms of H equipped with the scalar product :
〈A,B〉 = Tr[ρA⋆B].
Let I be the identity operator, we choose it as a first vector of an orthonormal basis of
B(H). Then we have the G.N.S representation π of B(H) into B(B(H)) given by :
π(A)B = AB.
Hence we have : 〈I, π(A)I〉 = Tr[ρA]. With this representation we have that ρ = |I〉〈I|. In
this way ρ is a ground state.
The discrete model of Resonance fluorescence can be described with this theory. The
reference state of the interacting system is then of the form |X0〉〈X0| (ground state) as in
the model of discrete quantum trajectories of Section 1. The G.N.S representation (at each
interaction) involves the modification of the unitary operator Uk. As this representation
depends on µlk, the modification of the unitary operator Uk depends on this state and then
on the control. As a consequence we can recover the theory of Section 1. Such theory is
used in [2]. In our context, we can adapt the convergence result of the Section 2 without
this theory.
The principle of measurement is the same as in Section 1. The counting case is also
given by a diagonal observable ofHc. We shall focus on this case which renders the emission
of photon ([9]). The asymptotic for the unitary operator follows the asymptotic of Attal-
Pautrat in [4]. Let δij = 1 if i = j we denote :
ǫij =
1
2
(δ0i + δ0j)
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The coefficients must follow the convergence condition :
lim
n→∞
nǫij(Lij(n)− δijI) = Lij
where Lij are operator on H0.
Let P0 = |Ω〉〈Ω| and P1 = |X〉〈X| be eigenprojectors of a diagonal observable A. If ρk
denotes the random state after k measurements we denote :
Lk+10 (ρk) = E0[I ⊗ I ⊗ P0(Uk+1(n)(ρk ⊗ µlk ⊗ β)U⋆k+1(n))I ⊗ I ⊗ P0]
= αk+100 (n) + α
k+1
11 (n)
Lk+11 (ρk) = E0[I ⊗ I ⊗ P1(Uk+1(n)(ρk ⊗ µlk ⊗ β)U⋆k+1(n))I ⊗ I ⊗ P1]
= αk+122 (n) + α
k+1
33 (n)
(C.62)
This is namely the two non normalized state, the operator Lk+10 (ρk) appears with proba-
bility pk+1 = Tr[Lk+10 (ρk)] and Lk+11 (ρk) with probability qk+1 = Tr[Lk+10 (ρk)].
From works of Attal-Pautrat in approximation and asymptotic in Fock space, we put
h(k/n) =
1√
n
f(k/n) + ◦
(
1
n
)
,
where f is a function from R to C. In the same way of Section 2, we assume that the
intensity of the laser f is continuous.
With the same arguments of Section 1, the evolution of the discrete quantum trajectory
is described by
ρk =
Lk+10 (ρk)
pk+1
+
[
−L
k+1
0 (ρk)
pk+1
+
Lk+11 (ρk)
qk+1
]
1k+11 (C.63)
For a further use, convergence results will be established in the case L01 = −L⋆10, and
L11 = L21 = L31 = L30 = 0. Conditions about asymptotic of U and the fact that it is a
unitary-operator we have
L00 = −(iH + 1
2
2∑
i=1
L⋆i0Li0) (C.64)
In the same way of Section 2.2 convergence result in this situation is expressed as follows.
Proposition 15 Let (Ω,F ,Ft, P ) be a probability space of a Poisson point process N on
R
2.
The discrete quantum trajectory (ρ[nt])0≤t≤T defined by the discrete equation (C.63)
weakly converges in D([0, T ]) for all T to the solution of the following stochastic differential
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equation :
ρt = ρ0 +
∫ t
0
[
− i[H, ρs−] + 1
2
{
2∑
i=1
L⋆i0Li0, ρs−}+ L10ρs−L⋆10
+[f(s−)L10ρs− − f(s−)L⋆10, ρs−]− Tr[L20ρs−L⋆20]ρs−
]
ds
+
∫ t
0
∫
R
[
−ρs− + L20ρs−L
⋆
20
Tr[L20ρs−L⋆20]
]
10<x<Tr[L20ρs−L⋆20]N(dx, ds). (C.65)
Proof: For example we have the following asymptotic for Lk+10 (ρk) :
L0(ρk) = ρk + 1
n
[
L00ρ+ ρL
⋆
00 + L10ρL
⋆
10 + f(
k
n
)[L01ρ+ ρL
⋆
10] + f(
k
n
)[L10ρ+ ρL
⋆
01]
]
+ ◦
(
1
n
)
(C.66)
This above asymptotic, the condition about the operator Lij and the theorem (23)
prove the proposition. 
The stochastic differential equation (C.65) is then the continuous time stochastic mo-
del of Resonance fluorescence. In this model, the control is deterministic. What is follow
concerns an application of such model in a particular case.
Consider the model where the Hamiltonian H = 0. Let put
C =
(
0 1
0 0
)
, L10 = klC, L20 = kcC,
with |kl|2 + |kc|2 = 1. The constant kf and kc are called decay rates ([9]).
Without control, the stochastic model of a two level atom in presence of a photon
counter is given by :
µt = µ0 +
∫ t
0
[
+
1
2
{C, µs−}+ Cµs−C⋆ − Tr[Cµs−C⋆]µs−
]
ds
+
∫ t
0
∫
R
[
−µs− + Cµs−C
⋆
Tr[Cµs−C⋆]
]
10<x<Tr[Cµs−C⋆]N(dx, ds). (C.67)
Let denote N˜t =
∫ t
0
∫
R
10<x<Tr[Cµs−C⋆]N(dx, ds) and T = inf{t > 0; N˜t > 0}. In [5] it
was proved that :
µt =
(
1 0
0 0
)
= |Ω〉〈Ω|. (C.68)
for all t > T . Physically, it means that at most one photon appears on the photon counter.
The mathematical reason is that if we write the equation (C.67) in the following way :
µt =
∫ t
0
Ψ(µs−)ds+
∫ t
0
Φ(µs−)dN˜s,
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we have for µ = |Ω〉〈Ω|
Φ(µ) = Ψ(µ) = 0.
The state |Ω〉〈Ω| is an equilibrium state.
In the presence of laser, the control f gives rise to the term [fL10 − fL⋆10, .]. Hence if
µ = |Ω〉〈Ω| we still have Φ(µ) = 0 but we do not have anymore Ψ(µ) = 0 and the property
(C.68) is not satisfied. The state |Ω〉〈Ω| is no more an equilibrium state. As a consequence
it is possible to observe more than one photon in the photon counter.
In the next section we deal with general strategy and the particular problem of optimal
control. Considerations about optimal control is an interesting mean to point out the
importance of Markovian strategy.
C.3.2 Optimal Control
This section is then devoted to what is called the “optimal control” problem. It deals
with finding a particular control strategy which must satisfy optimization constraints. In
this section, we give the classical mathematical description of such problem and investi-
gate general results in the discrete and in the continuous model of controlled quantum
trajectories. Let us begin with the discrete model.
The Discrete Case
We come back to the description of a discrete quantum trajectory for a two-level system
as a Markov chain.
Let n be fixed, thanks to Theorem 2, a discrete controlled quantum trajectory (ρuk ) is
described as follows. Let ρ be any state, if ρuk = ρ then ρ
u
k+1 takes one of the value :
Hu,ki (ρ) =
Li0(k/n, uk(n))(ρ)L
⋆
i0(k/n, uk(n))
Tr[Li0(k/n, uk(n))(ρ)L⋆i0(k/n, uk(n))]
i = 0, 1
with probability,
puk+1(ρ) = Tr[L00(k/n, uk(n))(ρ)L
⋆
00(k/n, uk(n))] for i = 0
quk+1(ρ) = Tr[L10(k/n, uk(n))(ρ)L
⋆
10(k/n, uk(n))] for i = 1.
With this previous description, the property of a strategy (uk) can be enlarged. We can
namely consider more general strategies such that for all k the term uk depend on all (ρi)
for i ≤ k. We define U the set of all admissible strategies which satisfy this condition. Let
us stress that in this situation, the discrete quantum trajectory is no more a Markov chain
because the strategy at time k depends on all the past of the strategy.
With this remark concerning the definition of strategies we can expose the general
problem of “optimal control”. In this article, we only consider finite horizon problem. It is
described as follows.
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Let N be a fixed integer and let c and φ be two measurable function, the optimal control
problem in finite horizon is to consider what is called the “optimal cost” :
min
u∈U
E
[
N−1∑
k=0
c(k, ρuk , uk) + φ(ρ
u
N)
]
(C.69)
If there is some strategy which realizes the minimum, this strategy is called the “optimal
strategy”. One can also consider a “stopping time” version of this optimal control problem.
Let u ∈ U be a fixed strategy and let T be the set of stopping time, a variant of “optimal
control” theory is to consider :
min
τ∈T /τ<N
E
[
τ∑
k=0
c(k, ρuk , uk) + φ(ρ
u
τ )
]
(C.70)
We do not develop this theory in this article. This is the theory of optimal stopping time
problem. Let us investigate the classical result in stochastic control for the finite horizon
problem.
For this we define :
V k(ρ) = min
u∈U
E
[
N−1∑
j=k
c(k, ρuj , uj) + φ(ρ
u
N)
/
ρun = ρ
]
Remark The function c and φ are determined by the optimization constraint imposed
by the experience. The equation which appears in the following theorem is called the cost
equation and the function c and φ are called cost function.
Theorem 24 Let U be a compact set and suppose that c is a continuous function. The
solution of :{
V k(ρ) = minu∈U{puk+1(ρ)Hu,k0 (ρ) + quk+1(ρ)Hu,k1 (ρ) + c(k, ρ, uk)}
V N(ρ) = φ(ρ)
(C.71)
give the optimal cost :
V k(ρ) = min
u∈U
E
[
N−1∑
j=k
c(k, ρuj , uj) + φ(ρ
u
N)
/
ρn = ρ
]
.
The optimal strategy is given by :
u⋆ : ρ→ u⋆k(ρ) ∈ argmin
u∈U
{puk+1(ρ)Hu,k0 (ρ) + quk+1(ρ)Hu,k1 (ρ) + c(k, ρ, uk)} (C.72)
Furthermore this strategy is Markovian.
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Proof: The proof is based of what is called dynamic programming in stochastic control
theory. Let u be any strategy and let V defined by the formula (C.71), we have
E[(V k+1
(
ρuk+1
)− V k (ρuk )) /σ{ρui , i ≤ k}]
= puk+1V
k+1
(
Hu,k0 (ρuk )
)
+ quk+1V
k+1
(
Hu,k1 (ρuk )
)
− V k(ρuk ))
then we have
E
[
V N(ρuN)− V 0(ρ)
]
=
N−1∑
k=0
E
[
V k+1(ρuk+1)− V k(ρuk )
]
=
N−1∑
k=0
E
[
puk+1V
k+1
(
Hu,k0 (ρuk )
)
+ quk+1V
k+1
(
Hu,k1 (ρuk )
)
− V k(ρuk ))
]
≥ −
N−1∑
k=0
E [c(k, ρuk , uk)] (by definition of the min)
Hence for all strategy u, we have
V 0(ρ) ≤ E
[
N−1∑
k=0
c(k, ρuk , uk) + φ(ρ
u
N)
]
.
Moreover we have equality if we choose the strategy given by the formula (C.72). This
strategy is Markovian because the function c depends only on ρk at time k. 
The system (C.71) which describes the cost equation is called the discrete Hamilton-
Jacobi Bellman equation.
The fact that the optimal strategy is Markovian is another justification of the choice
of such model of control for the discrete quantum trajectory. This theorem claims that we
need just Markovian strategy in order to solve the “optimal control” problem.
The next last section is devoted to the same investigation in the continuous time model
of quantum trajectories.
The Continuous Case
In the third section, we have proved the Poisson and the diffusion approximation in
quantum measurement theory. We have the diffusive evolution equation
ρt = ρ0 +
∫ t
0
L(s, ρus , u(s, ρ
u
s ))ds+
∫ t
0
Θ(s, ρus , u(s, ρ
u
s ))dWs, (C.73)
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and the jump-equation is
ρt = ρ0 +
∫ t
0
R(s−, ρus−, u(s−, ρ
u
s−))ds (C.74)
+
∫ t
0
∫
R
Q(s, ρus−, u(s−, ρ
u
s−))10<x<Tr[J (s−,u(s−,ρus−))(ρus−)]N(dx, ds) (C.75)
where the functions L, Θ, R and Q are defined in Section 2.
In this section we consider the same problem of ”optimal control” as in the discrete
case. Let (Ω,F ,Ft, P ) be a probability space where we consider the diffusive equation
ρt = ρ0 +
∫ t
0
L(s, ρus , us)ds+
∫ t
0
Θ(s, ρus , us)dWs,
and the jump-equation
ρt = ρ0 +
∫ t
0
R(s−, ρus−, us−)ds
+
∫ t
0
∫
R
Q(s, ρus−, us−)10<x<Tr[J (s−,us−)(ρus−)]N(dx, ds)
where the strategy u = (ut) is just supposed to be a function Ft adapted (not only
Markovian). In the case where Ft corresponds to the filtration generated by the process (ρt),
we recover the same definition as the discrete case. Concerning existence and uniqueness
of a solution, with the condition (C.29) of Section 2.1 for the functions L, R and θ the
previous equations admit a unique solution. Furthermore the solution takes values in the set
of states on H0. The set of all admissible strategy which satisfy the condition of adaptation
is also denoted by U . The optimal control problem in this situation is expressed as follows.
Let c and φ be two cost function. Let T > 0, the optimal problem in finite horizon is
given by
min
u∈U
E
[∫ T
0
c(s, ρus , us)ds+ φ(ρ
u
T )
]
. (C.76)
As in the discrete model, we introduce the following function :
V (t, ρ) = min
u∈U
E
[∫ T
t
c(s, ρus , us)ds+ φ(ρ
u
T )
/
ρut = ρ
]
. (C.77)
which satisfies
V (0, ρ0) = min
u∈U
E
[∫ T
0
c(s, ρus , us)ds+ φ(ρ
u
T )
]
.
The function (C.77) represents the result of optimal control after t assuming ρt = ρ.
In this article, we just give the result for the optimal control problem for the diffusive
case. A similar result for the Poisson case can be found in [10].
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As in the discrete case, it appears a continuous time version of the Hamilton-Jacobi-
Bellmann Equation. Its expression use the notion of infinitesimal generator of (ρut ). It is
described as follow in our context. A quantum trajectory (ρut ) is considered as a process
which takes values in R3 with the identification of the state and the Bloch sphere B1(R
3) =
{(x, y, z) ∈ R3/x2 + y2 + z2 ≤ 1}, that is,
Φ : B1(R
3) 7−→ M2(C)
(x, y, z) −→ 1
2
(
1 + x y + iz
y − iz 1− x
)
The map Φ is injective and its range is the set of states. By considering that the functions L
and Θ are applications from R+×R3 to R3, the stochastic differential equation concerning
the diffusive case can be written as a system of stochastic differential equation on R3 of
the form :
(ρut )i = ρ0 +
∫ t
0
Li(s, ρ
u
s , us)ds+
∫ t
0
Θi(s, ρ
u
s , us)dWs i ∈ {1, 2, 3}
where (ρut )i (respectively Θi and Li) corresponds to the coordinate function of ρ
u
t (respec-
tively Θ and L).
We introduce the 3 × 3 matrix Π defined by Πij = ΘiΘj. The infinitesimal generator
Au,t of the process (ρut ) acts on the functions f which are C2 and bounded in the following
way
Au,tf(x) = 1
2
3∑
i,j=1
Πij(t, x, u)
∂f(x)
∂xi∂xj
+
3∑
i=1
Li(t, x, u)
∂f(x)
∂xi
. (C.78)
for all t ≥ 0, u ∈ R and x ∈ R3. In particular if u is a fixed constant, let (ρt) be the solution
of
(ρt)i = ρ0 +
∫ t
0
Li(s, ρs, u)ds+
∫ t
0
Θi(s, ρs, u)dWs i ∈ {1, 2, 3}.
Hence for all function f which is C2 and bounded, the following process
Mt = f(ρt)− f(ρ0)−
∫ t
0
Au,sf(ρs)ds
is a martingale for the filtration generated by (ρt).
The following theorem express the result in optimal control for the diffusive quantum
trajectory.
Theorem 25 Suppose there is a function (t, ρ) → V (t, ρ) which is C1 in t and C2 in ρ
such that : {
∂V (t,ρ)
∂t
+minu∈U{Au,tV (t, ρ) + c(t, ρ, u)} = 0
V (T, ρ) = φ(ρ)
(C.79)
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where Au,tf(x) is defined by the expression (C.78). The function V gives the solution of
the optimal problem, that is,
V (t, ρ) = min
u∈U
E
[∫ T
t
c(s, ρus , us)ds+ φ(ρ
u
T )
/
ρut = ρ
]
.
Furthermore if the strategy u defined by
u⋆(t, ρ) ∈ argmin
u∈U
{Au,tV (t, ρ) + c(t, ρ, u)} (C.80)
is an admissible strategy then it defines an optimal strategy. Moreover this strategy is Mar-
kovian.
The equation (C.79) is the Hamilton-Jacobi-Bellmann equation in the continuous case.
A proof of this theorem can be found in [22] or [28]. The interest of such theorem in
our context is to notice that the optimal strategy is Markovian, this confirms the choice of
such strategy in the model of quantum trajectories with control.
A similar result holds for the Poisson case. The infinitesimal generator for such process
is given in [13], explicit computations can be found in [27].
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Abstract
We consider the situation of a two-level quantum system undergoing a conti-
nuous indirect measurement, giving rise to so-called “quantum trajectories”. We
first describe these quantum trajectories in a physically realistic discrete-time
setup and we then justify, by going to the continuous-time limit, the “stochastic
Schro¨dinger equation” attached to this model. We prove return to equilibrium
properties for these equations. We finally consider the case when the field is a
heat bath and compute the associated continuous-time quantum trajectories.
D.1 Introduction
Recent experiments of continuous measurement in quantum mechanics (Haroche’s team
in particular), or more precisely in quantum optics, have put into evidence the random
evolutionof the state of a quantum open system. In particular, one has experimentally
observed ”quantum jumps”. These experiments allow to study the evolution of a quantum
system interacting with some environment. They are based of the principle of indirect
measurement on the environment, in order not to perturb the evolution of the small system.
The stochastic models attached to these phenomenons are descied by stochastic diffe-
rential equations, called ”Stochastic Schro¨dinger Equations” or also ”Belavkin Equations”
([BGM],[Ba2]). Their solutions are called ”quantum trajectories”, they describe the evolu-
tion of the state of the small open quantum system. The stochastic differential equations
231
232 Return to Equilibrium and Heat Bath
which are usually obtained in this context are of two different types. Either they are of
”jump-type” :
dρt = L(ρt)dt+
( J (ρt)
Tr[J (ρt)] − ρ− t
)(
dN˜t − Tr[J (ρt)]dt
)
.
where N˜t is a stochastic counting proces with stochatic intensity
∫ t
0
Tr[J (ρs)]ds. The ope-
rator L corresponds to a Lindblad type operator and the operator J describes the eolution
of the system during the quantum jumps. This equation describes experiments which are
called ”resonance-fluorescence” (observation of the photon emission by an atom excited by
a laser).
Or it can be an equation of diffusive type :
dρt = L(ρt)dt+ F (ρ)dWt
where Wt is a standard Brownian motion. In quantum optics, this equation describes
experiments called “Heterodyne detection”.
In the usual litterature, obtaining and jstifyng rigorously these equations makes use
of Quantum Filtering Theory. It is the quantum probability version of the usual filtering
technics, it makes use of fine quantum stochastic calculus and heavy von Neumann algebra
theory.
A maybe more intuitive and more physical approach for these equations is to start from
a discrete-time procedure, that is, repeated quantum interactions with measurement of the
environment ([AP1]). Then one obtains the stochastic Schro¨dinger equations by passing to
the limit to a continuous-time model.
In this article, we come back and apply results obtained in [Pe1] and [Pe2], in which
Belavkin equations are obtained with this approach. We show a property of return to
equilibrium of the solution.
We also investigate the case where the environment is in a thermal Gibbs state and we
compute the corresponding limit equation. It is interesting to see that in the jump case,
the noise disseapears when the temperature is non-zero.
D.2 Discrete-Time Quantum Trajectories
In this section we describe the physical model and the mathematical setup of indirect
repeated quantum measurements. We describe the evolution of the small system undergoing
successive measurements through the “discrete quantum trajectories”. We focus on the
probabilistic properties of the sequence representing the discrete quantum trajectories, in
particular their Markov character.
D.2.1 Repeated Quantum Interactions
The physical situation that we want to study is the following. A quantum system, with
state space HS (often called small system for it is in general finite-dimensional and small
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compared to the environment) is having repeated interactions with a chain of quantum
systems ⊗N∗H. That is, we consider an environment which is made up of a sequence
of identical copies of a quantum system, each with state space H. Each piece H of the
environment is going to interact, one after the other, with the small system HS. This
interaction lasts for a time duration τ and is driven by a total Hamiltonian Htot on HS⊗H.
Hence, each interation is described by the unitary operator
U = e−iτHtot
on HS ⊗H. In the Schro¨dinger picture, if ρ denotes any initial state on the tensor product
HS ⊗H then the evolution of the state after this interaction is given by :
ρ 7→ U ρU∗ .
After this interaction, the systems HS and H stop interacting together, the system HS
comes to meet a second copy of H and they interact together in the same way as before
(that is, with following the same unitary operator U).
Let us develop the mathematical framework which allows to describe these repeated
quantum interactions. We follow the setup of the article [AP1], in which these models and
their continuous limit were first introduced.
The state space describing the whole game is
Γ = HS ⊗
⊗
k∈N∗
Hk , (D.1)
where each Hk is a copy of the Hilbert space H. But, mathematically we have to be clear
about what we mean with the above countable tensor product
TΦ =
⊗
k∈N∗
Hk .
This Hilbert space is well-defined only if one construct the tensor product with respect
to a choice of a particular unit vector uk in each copy Hk (the sequence (uk) is usually
called the stabilizing sequence of the tensor product). In our case, for each copy Hk of H
we choose the same orthonormal basis
{X i; i ∈ N ∪ {0}}
where N is a set of the form {1, . . . N} or N∗, depending on if H is finite dimensional or not
(in this article we are only concerned with the finite dimensional case, but the discussion
we have here is general). A particular role is played by the vector X0 which has to be
considered as a reference vector for the system H. We denote by X ik the vector X i leaving
in the k-th copy Hk of H. A Hilbertian orthonormal basis of TΦ is then given by all the
tensor products ⊗kvk where all the vectors vk are equal to X0k , except for a finite number
of them which might be equal to some X ikk , ik ∈ N . This stands for a definition of the
countable tensor product TΦ = ⊗k∈N∗Hk.
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The repeated quantum interaction setup is based on two elements : the time length
τ and the Hamiltonian Htot which describes each basic interaction. Consider the unitary
operator U = exp(−iτHtot) acting on HS ⊗H and consider the unitary operator Uk on Γ
which acts as U on HS ⊗Hk and which acts like the identity operator on the other copies
Hk′ . This operator Uk describes the effect of the k-th interaction.
The unitary operator
Vk = Uk . . . U1
describes the effect of the k first interactions. Indeed, if ρ is any initial state on Γ, then
Vk ρ V
∗
k
is the state of the whole system (small system + environment) after k interactions.
Define the elementary operators aij, i, j ∈ N ∩ {0} on H by
aij X
k = δi,kX
j .
We denote by aij(n) their natural ampliation to TΦ acting on the n-th copy of H only.
One can easily prove (in the finite dimensional case this is obvious, in the infinite
dimensional case it is an exercise) that U can always be written as
U =
∑
i,j∈N∪{0}
U ij ⊗ aij
for some bounded operators U ij on H0 such that :
– the series above is strongly convergent,
–
∑
k∈N∪{0} (U
k
i )
∗
Ukj =
∑
k∈N∪{0} U
k
j (U
k
i )
∗
= δi,j I.
With this representation for U , it is clear that the operator Un, representing the n-th
interaction, is given by
Un =
∑
i,j∈N∪{0}
U ij ⊗ aij(n) .
With these notations, the sequence (Vn) of unitary operators describing the n first repeated
interactions can be represented as follows :
Vn+1 = Un+1 Vn
=
∑
i,j∈N∪{0}
U ij ⊗ aij(n+ 1)Vn .
But, inductively, the operator Vn acts only on the n first sites of the chain TΦ, whereas the
operators aij(n+ 1) act on the (n+ 1)-th site only. Hence they commute. In the following,
we shall drop the ⊗ symbols, identifying operators like aij(n+1) with IH0 ⊗ aij(n+1), the
operator U ij with U
i
j ⊗ ITΦ, etc. This gives finally
Vn+1 =
∑
i,j∈N∪{0}
U ij Vn a
i
j(n+ 1) . (D.2)
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On TΦ, one vector plays a particular role, the vector
Ω = ⊗kX0k .
For any bounded operator K on Γ, we define the operator E0[K] on HS as the unique
operator on HS such that, for all trace-class operator ρ on HS we have
TrHS(ρE0[K]) = Tr Γ ((ρ⊗ |Ω >< Ω|)K) .
That is, E0[K] is the partial trace of K with respect to the state |Ω >< Ω| on TΦ.
We then have the following fundamental action of the repeated interactions, when
restricted to the small system.
Theorem 26 (cf [AP1]) The effect of the repeated interaction dynamics when restricted
to HS is given as follows. For all observable X on HS, for all n ∈ N, we have
E0[V
∗
n (X ⊗ I)Vn] = Ln(X) ,
where L is a completely positive map on HS whose Krauss decomposition is
L(X) =
∑
i∈N
(U0i )
∗
X U0i .
Any (discrete) semigroup (Ln) of completely positive maps can be obtained this way.
Note that the completely positive map L defined above acts on observables. It also
induces a completely positive “dual map” L∗ acting on states as follows :
L∗(ρ) =
∑
i∈N
U0i ρ (U
0
i )
∗
(D.3)
and which satisfies
Tr (ρL(X)) = Tr (L∗(ρ)X)
for all state ρ and all bounded operator X on HS. Recall the usual notion of partial trace
defined as follows.
Definition-Theorem 4 If we have a state α on a tensor product H⊗K, then there exists
a unique state η on H which is characterized by the property :
Tr [ η X ] = Tr [α (X ⊗ I) ] ,
for all X ∈ B(H). The state η is denoted by Tr K(α) and is called the partial trace of η
with respect to K.
With these notations we have the following result.
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Theorem 27 For every state ρ on HS and all n ∈ N we have
Tr TΦ(Vn(ρ⊗ |Ω >< Ω|)V ∗n ) = (L∗)n(ρ) .
Preuve: We have, for all X bounded operator on HS,
Tr ((L∗)n(ρ)X) = Tr (ρLn(X))
= Tr (ρE0[V
∗
n (X ⊗ I)Vn])
= Tr ((ρ⊗ |Ω >< Ω|)V ∗n (X ⊗ I)Vn)
= Tr (Vn(ρ⊗ |Ω >< Ω|)V ∗n (X ⊗ I))
= Tr (Tr TΦ (Vn(ρ⊗ |Ω >< Ω|)V ∗n ) X) .
This proves the announced result. 
D.2.2 Repeated Quantum Measurements
We now somehow consider a more complicated procedure. After each interaction is
finished, the piece Hk of environment which has just finished to interact with HS is under-
going a quantum measurement of one of its observables. The random result of this quantum
measurement will give some information on the state of the whole system and in particular
on the state of HS. The so-called quantum trajectory is the random process we obtain this
way, by looking at the knowledge we have of the state of HS after each measurement.
We assume here that H is finite-dimensional. The discussion in this section can be
extended easily to a more general setup, but it is of no use for us in this article.
Let A be any observable on H, with spectral decomposition
A =
p∑
j=1
λjPj ,
the λj’s being the eigenvalues, the Pj’s being the eigenprojectors. We consider the natural
ampliations of A which defines an observable on Γ by making A acting on the k-th site Hk
only :
Ak =
k−1⊗
j=0
I ⊗ A⊗
⊗
j≥k+1
I
=
k−1⊗
j=0
I ⊗
(
p∑
j=1
λjPj
)
⊗
⊗
j≥k+1
I
=
p∑
j=1
λjP
k
j ,
with obvious notations.
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As a consequence, if ρ is the state of Γ then a quantum measurement of the observable
Ak gives the values λj with probability :
P [to observe λj] = Tr[ ρP
k
j ], j ∈ {1, . . . , p} .
If we have observed the eigenvalue λj as a result of the measurement, then the “projection
postulate” of quantum mechanics imposes the new state of the system to be
ρj =
P kj ρP
k
j
Tr[ ρP kj ]
.
This state is now the new state of our system. If we perform another measurement of
the observable Ak we obtain P [to observe λj] = 1. As a consequence, a naive repeated
measurement operation gives no information on the evolution of the system. The repeated
measurement procedure has to be combined with the repeated interaction procedure in
order to give non-trivial informations on the behaviour of the system.
The quantum repeated measurement principle is the combination of the measurement
principle and the repeated quantum interactions. Physically this means that each copy Hk
of H interacts with HS and we perform a measurement of Ak on Hk after it has interacted
with HS. After each measurement we have a new (random) state of the whole system,
given by the projection postulate. This is the so-called discrete quantum trajectory.
Let us be more precise, mathematically. The initial state on Γ is chosen to be of the
form
µ = ρ⊗
⊗
j≥1
ηj
where ρ is any state on H0 and each ηi = η is a reference state on H. We denote by µk the
state representing the new state after the k first interactions, that is,
µk = Vk µV
∗
k .
Let us now define the probabilistic framework in order to describe the effect of the successive
measurements. We put Ω = {1, . . . , p} and on ΩN we define the cylinders of size k :
Λi1,...,ik = {ω ∈ ΩN/ω1 = i1, . . . , ωk = ik} .
We endow ΩN with the σ-algebra F generated by all these sets, this is the cylinder σ-
algebra. Note that for all j, the unitary operator Uj commutes with all the projectors P
k
i
such that k < j. Hence, the state of the system after k interactions and k measurements
which have given the respective values λi1 , . . . , λik is (up to normalization by the trace)
P kik Uk . . . P
1
i1
U1 µ (U1)
∗ P 1i1 . . . (Uk)
∗ P kik =
= P kik . . . P
1
i1
Uk . . . U1 µ (U1)
∗ . . . (Uk)
∗ P 1i1 . . . P
k
ik
= P kik . . . P
1
i1
µk P
1
i1
. . . P kik ,
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where we have used that Uk commutes with any Pk′ such that k
′ 6= k.
We denote by µ˜(i1, . . . , ik) the quantity
P kik . . . P
1
i1
µk P
1
i1
. . . P kik .
By the Kolmogorov Consistancy Theorem we can define a probability measure P on
(ΩN,F) only by specifying
P [Λi1,...,ik ] = Tr[µ˜(i1, . . . , ik)] .
We also define a random sequence of states on Γ by
ρ˜k(.) : ΩN −→ B(Γ)
ω 7−→ ρ˜k(ω1 . . . ωk) = µ˜(ω1...ωk)Tr[µ˜(ω1...ωk)] .
This random sequence of states is our discrete quantum trajectory and the operator
ρ˜k(i1, . . . , ik) represents the state of the system, after having observed the results λi1 , . . . , λik
for the k first measurements. This fact is made precise in the following proposition.
Proposition 16 Let (ρ˜k) be the above random sequence of states we have, for all ω ∈ ΩN
ρ˜k+1(ω) =
P k+1ωk+1Uk+1 ρ˜k(ω) (Uk+1)
∗P k+1ωk+1
Tr
[
ρ˜k(ω) (Uk+1)
∗P k+1ωk+1Uk+1
] .
This proposition is obvious but summarizes the quantum repeated measurement prin-
ciple. The sequence ρ˜k is the quantum trajectory, showing up the effect of the successive
measurements on Γ. The following theorem is an easy consequence of the previous propo-
sition.
Theorem 28 The sequence (ρ˜n)n is a Markov chain, valued in the set of states of Γ. It is
described as follows :
P
[
ρ˜n+1 = µ | ρ˜n = θn, . . . , ρ˜0 = θ0
]
= P
[
ρ˜n+1 = µ | ρ˜n = θn
]
.
If ρ˜n = θn then ρ˜
n+1 takes one of the values :
P n+1i Un+1 θn (Un+1)
∗P n+1i
Tr
[
Un+1 θn (Un+1)
∗P n+1i
] , i = 1, . . . , p ,
with probability Tr
[
Un+1 θn (Un+1)
∗ P n+1i
]
.
The most interesting behaviour of the Markov chain of states above is obtained when
one restricts it to the small system HS. This way we obtain a quantum trajectory on the
states of HS by considering the sequence of random states on HS :
ρn(ω) = Tr TΦ(ρ˜n(ω)) . (D.4)
This defines a sequence of state on HS which contains the ”partial” information given
by the measurement and we have the following theorem which completely describes the
behaviour of this random sequence.
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Theorem 29 The random sequence defined by formula (D.4) is a Markov chain with va-
lues in the set of states on HS. If ρn = χn then ρn+1 takes one of the values :
TrH [(I ⊗ Pi)U(χn ⊗ η)U∗ (I ⊗ Pi)]
Tr[U(χn ⊗ η)U∗ (I ⊗ Pi)] , i = 1, . . . , p ,
with probability Tr [U(χn ⊗ η)U∗ (I ⊗ Pi)].
The expectation of ρn satisfies
E[ρn] = (L
∗)n(ρ0) ,
where L∗ is the completely positive map described in Theorem 27.
Preuve: Assume, by induction, that ρn is given. This means that Tr TΦ(ρ˜n) = ρn. The
next step of the quantum measurement gives (by Theorem 28)
ρ˜n+1 =
P n+1i Un+1 ρ˜n (Un+1)
∗P n+1i
Tr
[
Un+1 θn (Un+1)
∗P n+1i
] ,
for some i. Hence, we have to compute
Tr TΦ(P
n+1
i Un+1 ρ˜n (Un+1)
∗P n+1i ) .
Decomposing, with obvious notations, the space TΦ into HS ⊗ Γ[0,n] ⊗Hn+1 ⊗ Γ[n+2,+∞[,
one notes that, by induction, the state ρ˜n is of the form
θn ⊗ η ⊗
⊗
k≥n+2
η
where θn is a state on HS ⊗ Γ[0,n], satisfying
Tr Γ[0,n](θn) = ρn .
Hence, for all X, bounded operator on HS, we have
Tr
(
Tr TΦ(P
n+1
i Un+1 ρ˜n (Un+1)
∗P n+1i )X
)
=
= Tr
(
(P n+1i Un+1 ρ˜n (Un+1)
∗P n+1i ) (X ⊗ I)
)
= Tr
(
Un+1 ρ˜n (Un+1)
∗ (X ⊗ I[0,n] ⊗ P n+1i ⊗ I[n+2,+∞[)
)
= Tr
(
Un+1
(
θn ⊗ η ⊗
⊗
k≥n+2
η
)
(Un+1)
∗ (X ⊗ I[0,n] ⊗ P n+1i ⊗ I[n+2,+∞[)
)
= Tr
(
( θn ⊗ η) (Un+1)∗(X ⊗ I[0,n] ⊗ P n+1i )Un+1
)
. (D.5)
But Un+1 acts only on HS ⊗ Hn+1, hence the operator (Un+1)∗(X ⊗ I[0,n] ⊗ P n+1i )Un+1 is
an operator on HS ⊗ Hn+1 ⊗ Γ[0,n] (note the interchange of space, for simplicity of the
notations) which is of the form
((Un+1)
∗(X ⊗ P n+1i )Un+1)⊗ I[0,n] .
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Hence, the quantity (D.5) is equal to
Tr
(
Tr Γ[0,n] ( θn ⊗ η) (Un+1)∗(X ⊗ P n+1i )Un+1
)
.
But Tr Γ[0,n] ( θn ⊗ η) is equal to Tr Γ[0,n] ( θn) = ρn ⊗ η . This gives finally
Tr
(
Tr TΦ(P
n+1
i Un+1 ρ˜n (Un+1)
∗P n+1i )X
)
=
= Tr
(
(P n+1i Un+1 (ρn ⊗ η) (Un+1)∗P n+1i )X
)
.
But in this expression, the index n + 1 plays no more role and the expression above may
as well be written
Tr
(
(PiU (ρn ⊗ η) (U)∗Pi)X
)
on HS ⊗H. This proves the first part of the theorem.
Let us check, the one concerning the expectation of ρn. Note that the expectation of ρ1
is equal to
E[ρ1] =
p∑
i=1
P ({i}) TrH(Pi U(ρ0 ⊗ η)U
∗Pi)
P ({i})
=
p∑
i=1
TrH(U(ρ0 ⊗ η)U∗PiPi) for Pi acts on H only
= TrH(U(ρ0 ⊗ η)U∗
p∑
i=1
Pi)
= TrH(U(ρ0 ⊗ η)U∗)
= L∗(ρ0) .

Thanks to the above description we can express a discrete-time evolution equation for
the quantum trajectories. Let us put
Li(ρ) = E0 [(I ⊗ Pi)U(ρ⊗ η)U∗ (I ⊗ Pi)] ,
i = 1, . . . , p. We then have for all ω ∈ ΣN and all k > 0 :
ρk+1(ω) =
p∑
i=0
Li(ρk)(ω)
Tr[Li(ρk)(ω)]1
k+1
i (ω) (D.6)
where 1ki (ω) = 1i(ωk).
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D.2.3 The two-level atom model
In this section we specialise to the case where H0 = C2, this is the so-called two-level
atom model. In most of the physical applications that we have in mind, the interacting
system is also of the form H = C2. We denote by X0, X1 an orthonormal basis where the
reference state η is diagonal :
η =
(
η0 0
0 η1
)
.
Let Ω, X be any orthonormal basis of H0. For describing the interactions between H0
and H we choose Ω⊗X0, X ⊗X0,Ω⊗X1, X ⊗X1 as an orthonormal basis of H0 ⊗H. In
such a basis, the unitary operator U , describing the elementary interaction, can be written
as a 2× 2 matrix with coefficients being operators on H0. That is, we can write U as :
U =
(
U00 U
1
0
U01 U
1
1
)
.
Let A be an observable ofH on which we want to perform a measurement. It can be written
as A = λ0P0+ λ1P1 where λi are its eigenvalues and Pi the corresponding eigenprojectors.
Let (P ik,l)k,l=0,1 be the matrix elements of the projector P
i in the basis X0, X1. Put
Li(ρ) =
∑
k,l=0,1
P ik,l
(
η0U
k
0 ρ (U
l
0)
∗ + η1Uk1 ρ (U
l
1)
∗) .
Then, if ρk denotes the state of the system HS after the k-th measurement, the state ρk+1
takes one of the two possibles values
Li(ρk)
Tr(Li(ρk)
with probability
pk+1 = Tr[L0(ρk)] (D.7)
qk+1 = Tr[L1(ρk)] , (D.8)
respectively.
We aim at considering this discrete-time model but depending on a time-length para-
meter h which we shall make tend to 0. That is, we want to pass from a discrete time
interaction model to a continuous time one. This way we shall obtain the classical Be-
lavkin equations for quantum trajectories associated to continuous measurement. In the
litterature, these equations describe a model where a two-level atom is in contact with a
photon-stream at zero temperature. In our approach, we can consider any temperature for
the photon stream.
Let h = 1
n
be the time of interaction between the small system and one element of the
environment. Let us denote by U(n) the unitary operator associated to each interaction,
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it now depends of the time of interaction. If we had no measurement process of te envi-
ronment, we will be back to the problem of going from a discrete-time repeated quantum
interaction model, to a continuous time one. This problem has been completely studied in
[AP1]. In their article they show that, in order to get a limit evolution when h goes to 0,
we have to ask the operator U(n) to satisfy certain renormalization conditions. They have
shown that the coefficients U ij(n) must follow well-defined time scaling in order to obtain
a non-trivial limit. Namely they have shown that the operator (V[nt] = U([nt]) . . . U1)t>0
converges to an evolution (Vt)t which is a continuous operator process. This process natu-
rally satisfies a quantum Langevin equation which represents the evolution equation of the
small system + bath.
Our continuous measurement procedure does not differ much from their approach,
excpet that we perform a measurement on the environment after each interaction. This
why we have to keep the same normalization for the coefficients U ij(n) in order to get a
limit. Following [AP1] we assume that the coefficients of U(n) are of the form
U00 (n) = I +
1
n
(
−iH − iγ0I + 1
2
C∗C
)
+ ◦( 1
n
) (D.9)
U01 (n) =
1√
n
C + ◦( 1
n
) (D.10)
U10 (n) =
1√
n
C∗ + ◦( 1√
n
) (D.11)
U11 (n) = I +
1
n
(
−iH − iγ1I + 1
2
C∗C
)
+ ◦( 1
n
) . (D.12)
Up to higher orders in 1/n, which do not appear in the limit, such a unitary operator is
obtained by considering an interaction Hamiltonian of the form
Htot = H ⊗ I + I ⊗
(
γ0 0
0 γ1
)
+
1√
n
(
C ⊗ a01 + C∗ ⊗ a10
)
.
That is, a typical dipole-type interaction Hamiltonian with a renormalization in 1/
√
n of
the field operators a01 and a
1
0, in order to strengthen the force of the interaction, while the
interaction-time decreases.
D.3 Continuous Trajectories
In this section we investigate the case H0 = H = C2 and η = |X0〉〈X0|. This is the
setup of the discrete model which converges to the usual Belavkin equations.
Proposition 17 In the 2-dimensional case, if ρ0 is a pure state, ρ0 = |ψ0〉〈ψ0|, and if the
measurement is non-trivial (A is not a multiple of the identity), then the state of the small
system ρn(ω) is always a pure state.
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Preuve: If A = λ0P0+ λ1P1 with Pk = (p
k
ij)0≤i,j≤1, after computation the two possible
unormalized state satisfy :
L0(ρn) = p000U00ρn(U00 )∗ + p010U01ρn(U00 )∗ + p001U00ρn(U01 )∗ + p011U01ρn(U01 )∗
L1(ρn) = p100U00ρn(U00 )∗ + p110U01ρn(U00 )∗ + p101U00ρn(U01 )∗ + p111U01ρn(U01 )∗
By induction, assume that ρn(ω) = |ψn(ω)〉〈ψn(ω)| for some |ψn〉. Consider a vector
(µ, ν) ∈ Ker(P0 − I), with |µ|2 + |ν|2 = 1. A direct computation shows that
L0(ρn) =
∣∣[µU00 + νU01 )]ψn〉〈[µU00 + νU01 )]ψn∣∣ .
In the same way, we get
L1(ρn) =
∣∣[ν¯U00 − µ¯U01 )]ψn〉〈[ν¯U00 − µ¯U01 )]ψn∣∣ .
Put
F0(|ψ〉) =
∣∣[µU00 + νU01 )]ψ〉
F1(|ψ〉) =
∣∣[ν¯U00 − µ¯U01 )]ψ〉 .
Hence, by equation (D.6) we get immediatly
|ψk+1(ω)〉 = F0(|ψk(ω)〉)‖F0(|ψk(ω)〉)‖1
k+1
0 (ω) +
F1(|ψk(ω)〉)
‖F1(|ψk(ω)〉)‖1
k+1
1 (ω) . (D.13)

This is the discrete equation which describes a quantum trajectory for a wave function.
Recall that the interaction time between the small system and a piece of environment is
given by h = 1/n. Now we wish to pass to the continuous limit (i.e. n → +∞) on this
equation, using the asymptotic hypothesis (D.9)-(D.12).
As in shown in [Pe1] and [Pe2], the continuous limit of the evolution equation is com-
pletely different, depending on wether the observable A is diagonal or not in the basis of
η. The point isthat the limit equation is of diffusive type when A is non-diagonal and of
Poisson type in the diagonal case. Inside each case, the behaviours are very comparable
and differ only by some coefficients. This is why, it is enough here to consider only two
cases :
A =
(
1 0
0 0
)
,
as representing the diagonal case, or
A =
(
0 1
1 0
)
,
as representing the non-diagonal case.
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D.3.1 The Poisson case
We first start with the case A =
(
1 0
0 0
)
, for which we have P0 =
(
1 0
0 0
)
and
µ = 1, ν = 0. Applying the hypothesis (D.9)-(D.12), we obtain the probabilities
pk+1 = Tr[ρkP0] = ‖U00 |ψk〉‖ = 1−
1
n
1
2
µk(n) + ◦
(
1
n
)
qk+1 = Tr[ρkP1] = ‖U01 |ψk〉‖ =
1
n
1
2
µk(n) + ◦
(
1
n
)
where µk(n) = 〈ψk, C∗C ψk〉. By remarking that 1k0 = 1 − 1k1, we have the following
difference equation for (ψk) :
|ψk+1〉 − |ψk〉 = 1
n
(
−iH − 1
2
C∗C|ψk〉+ 1
2
µk|ψk〉+ ◦(1)
)
+
+
(
C|ψk〉√
µk
− |ψk〉+ ◦(1)
)
1k+11 . (D.14)
In the continuous limit, we shall see that this difference equation converges to an equa-
tion of the form
d|ψt〉 =
(
−iH − 1
2
(C∗C + µt− I) +
√
µt−C
)
|ψt−〉 dt+
+
(C −√µt− I)√
µt−
|ψt−〉 (dN˜t − µt− dt) (D.15)
where µt = 〈ψt, C∗C ψt〉 and (N˜t) is a counting process such that t → N˜t −
∫ t
0
µs ds is a
martingale. This is to say that (N˜t) is a counting process with stochastic intensity equal to∫ t
0
µs ds. A first problem is that equation (D.15) is ill-defined. Indeed, the intensity of the
counting process depends on the solution itself. We need to be more precise about what
we mean by a ”solution to equation (D.15)”.
Definition 6 Let Ω,F , P ) be a probability space. A process-solution of the jump-equation
(D.15) is a process (ψt) and a counting process N˜t, with intensity
∫ t
0
µs ds where µt =
〈ψt, C∗C ψt〉, such that for all t we have
|ψt〉 = |ψ0〉+
∫ t
0
(
−iH − 1
2
(C∗C + µs−I) +
√
µs−C
)
|ψs−〉ds+
+
∫ t
0
(C −√µs−I)√
µs−
|ψs−〉(dN˜s − µs−ds) . (D.16)
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This notion of solution imposes the simultaneous existence of the process |ψt〉 and the
counting process N˜t. In order to construct such a counting process, we use a Poisson point
process.
Let (Ω,F , P ) be a probability space, on which is living a Poisson point process N on
R
2 such that the expectation of the number of points N(ω,B) lying inside a Borel set B
is given by
E[N( · , B)] = λ(B)
where λ is the Lebesgue measure on R2.
This way, N defines a random measure B 7→ N(ω,B) on R2, whose volume element is
denoted by N(ω, dx× ds). The following theorem shows how the random Poisson measure
is used to construct the counting process.
Theorem 30 ([Pe2]) Let (Ω,F ,Ft, P ) be a filtered probability space on which lives a Pois-
son point process N . Consider a solution of the following equation
|ψt〉 = |ψ0〉+
∫ t
0
(
−iH − 1
2
(C∗C − µs− I)
)
|ψs−〉 ds+
+
∫ t
0
∫
R
(C −√µs− I)√
µs−
|ψs−〉10≤x≤µs− N( · , dx× ds) . (D.17)
Then the process (|ψt〉) together with the counting process
N˜t =
∫ t
0
∫
R
10≤x≤µs−N(ds, dx) (D.18)
constitute a process-solution for equation (D.15).
The theorem above shows the existence of a solution. Uniqueness is given by the follo-
wing theorem.
Theorem 31 ([Pe2]) Let (Ω,F ,Ft, P ) be a filtered probability space on which lives a Pois-
son point process N . The following equation
|ψt〉 = |ψ0〉+
∫ t
0
(
−iH − 1
2
(C∗C − µs− I)
)
|ψs−〉 ds+
+
∫ t
0
∫
R
(C −√µs− I)√
µs−
|ψs−〉10≤x≤µs− N( · , dx ds) . (D.19)
admits a unique solution. Furthermore, almost surely, we have ‖ψt‖ = 1
Even if this theorem is just an application of the results of [Pe2], let us explain roughtly
how it is proved.
In equation (D.19) there are two parts. There is the ordinary differential part and the
one driven by the Poisson process. Consider the collection of jumping times of the Poisson
246 Return to Equilibrium and Heat Bath
process. If there is no jump of the Poisson process N , we deal with an ordinary differential
equation
|ψt〉 = |ψ0〉+
∫ t
0
(
−iH − 1
2
(C∗C − µs− I)
)
|ψs−〉 ds .
This equation admits a unique solution, from which we deduce the curve t→ µt. The first
time T1 when the Poisson process has a jump under this curve, the solution |ψt〉 jumps and
takes the value
C|ψT1−〉√
µT1−
.
After this first jump, we have a new ”initial” value for |ψt〉 and the process starts again in
the same way : we solve the ordinary differential equation and the solution follows it, until
it meets a jump of N which is bellow the curve, the it jumps. And so on.
Now that equation (D.19) is well understood, we wish to pass to the continuous time
limit on equation (D.15). The appropriate topology for the convergence theorem proved in
[Pe2] is the Skorohod topology. Let us recall it. For all T > 0 we denote by D([0, T ]) the
space of all ca`dla`g matricial process on [0, T ] endowed with the Skorohod topology, that is,
the topology of the weak convergence of cadlag process (the convergence in distribution).
Now, let us write equation (D.19) in another way. Let T be fixed, for all t < T we
define :
|ψ[nt]〉 = |ψ0〉+
[nt]−1∑
k=0
(|ψk+1〉 − |ψk〉))
= |ψ0〉+
[nt]−1∑
k=0
1
n
(
−iH − 1
2
C∗C|ψk〉+ 1
2
µk|ψk〉+ ◦(1)
)
+
+
(
C|ψk〉√
µk
− |ψk〉+ ◦(1)
)
1k+11 . (D.20)
Theorem 32 ([Pe2]) Let T be fixed. Let (Ω,F , P ) be a probability space in which lives
a Poisson point process N . Let (|ψ[nt]〉)0≤t≤T be the discrete quantum trajectory defined by
the equation (D.20). This discrete quantum trajectory converges in D([0, T ]) to the process
(|ψ˜t〉)0≤t≤T which is the unique solution of the stochastic differential equation
|ψ˜t〉 =
∫ t
0
1
2
(
−C∗C|ψ˜s〉+ µt|ψ˜s〉
)
ds+
∫ t
0
∫
R
(
C|ψ˜s−〉
µs−
− |ψ˜s−〉
)
10<x<µs− N(., ds, dx)
(D.21)
where µt = 〈ψ˜t , C∗Cψ˜t〉.
D.3.2 The diffusive case
We now consider the case where
Cle´ment Pellegrini 247
A =
 0 1
1 0
 =
 12 12
1
2
1
2
−
 12 −12
−1
2
1
2
 .
We have P0 =
(
1
2
1
2
1
2
1
2
)
and µ = ν = 1√
2
. Hence, after computation we obtain :
pk+1 = Tr[ρkP0] =
∥∥∥∥ 1√2(U00 + U01 )|ψk〉
∥∥∥∥ = 12 + νk(n)√n + ◦
(
1
n
)
, (D.22)
qk+1 = Tr[ρkP1] =
∥∥∥∥ 1√2(U01 − U00 )|ψk〉
∥∥∥∥ = 12 − νk(n)√n + ◦
(
1
n
)
, (D.23)
where νk(n) = Re (〈ψk, Cψk〉). Let us put
Xk+1 = − 1
k
1 − qk+1√
pk+1qk+1
.
Then the evolution equation takes the form
|ψk+1〉 − |ψk〉 = 1
n
(
−1
2
C∗C|ψk〉+ νkC|ψk〉+ ◦(1)
)
+
+
(
C|ψk〉 − νk|ψk〉+ ◦(1)
)
1√
n
Xk+1 . (D.24)
The continuous diffusive equation which is candidate to be the limit of equation (D.24)
is
d|ψt〉 = (C − νtI)|ψt〉dWt +
(
−iH − 1
2
(
C∗C − 2νtC + ν2t I
)) |ψt〉dt (D.25)
where νt = Re (〈ψt, Cψt〉) and (Wt)t is a one-dimensionnal Brownian motion.
Before hands, we need to discuss the existence and uniqueness property of equation
(D.25). Indeed, this equation is not of the usual stochastic differential equation type, for
its coefficients are typically non-lipschitz. By a truncation and approximation method the
following is proved in [Pe1].
Theorem 33 ([Pe1]) Let (Ω,F ,Ft, P ) be a probability space on which is defined a stan-
dard Brownian motion (Wt)t. The following stochastic differential equation
d|ψt〉 = (C − νtI)|ψt〉dWt +
(
−iH − 1
2
(
C∗C − 2νtC + ν2t I
)) |ψt〉dt (D.26)
admits a unique solution. Furthermore, almost surely, for all t we have ‖ψt‖ = 1.
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We can now consider the approximation procedure. Consider the difference equation
|ψ[nt]〉 = |ψ0〉+
[nt]−1∑
k=0
(|ψk+1〉 − |ψk〉))
= |ψ0〉+
[nt]−1∑
k=0
1
n
(
−1
2
C∗C|ψk〉+ νkC|ψk〉+ ◦(1)
)
+
[nt]−1∑
k=0
(
C|ψk〉 − νk|ψk〉+ ◦(1)
)
1√
n
Xk+1 . (D.27)
We have the following result.
Theorem 34 Let T be fixed. Let (Ω,F ,Ft, P ) be a probability space on which is defined
a standard Brownian motion (Wt)t. Let (|ψ[nt]〉)0≤t≤T be the discrete quantum trajectory
defined by the equation (D.27). This discrete quantum trajectory converges in D([0, T ]) for
all T to the process (|ψ˜t〉)0≤t≤T which is the unique solution on Ω of the following stochastic
differential equation :
|ψ˜t〉 =
∫ t
0
(
−1
2
C∗C|ψ˜s〉+ νtC|ψ˜s〉
)
ds+
∫ t
0
(C|ψ˜t〉 − νt|ψ˜t〉)dWs (D.28)
where νt = Re(〈ψ˜t, Cψ˜t〉).
Preuve: Define
ψn(t) = |ψ[nt]〉
Vn(t) =
[nt]
n
Wn(t) =
1√
n
[nt]−1∑
k=0
Xk+1
εn(t) =
1
n
[nt]−1∑
k=0
◦(1) + 1√
n
[nt]−1∑
k=0
◦(1)Xk+1 .
The process (ψn(t)) satisfies
ψn(t) =
∫ t
0
(
−1
2
C∗Cψn(s−) +Re(ψn(s−), Cψn(s−)〉)Cψn(s−)
)
dVn(s)
+
∫ t
0
(Cψn(s−)−Re(ψn(s−), Cψn(s−)〉)ψn(s−)dWn(s) + εn(t) (D.29)
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In order to show that ψn(t) converges in the Skorohod space to the solution of
|ψt〉 =
∫ t
0
(
−1
2
C∗C|ψs〉+ νtC|ψs〉
)
ds+
∫ t
0
(C|ψt〉 − νt|ψt〉)dWs
we make use of the celebrated Kurtz-Protter theorem. Let us recall it.
Recall that [X,X] is defined for a semi-martingale by the formula [X,X]t = X
2
t −∫ t
0
Xs−dXs. For a finite variation process V we put Tt(V ) to be the total variation of V on
[0, t].
Theorem 35 (Kurtz-Protter, [K-P]) Suppose that Wn is a martingale and Vn is a fi-
nite variation process. Assume that for each t ≥ 0 :
sup
n
E[[Wn,Wn]t] <∞
sup
n
E[Tt(Vn)] <∞
and that (Wn, Vn, εn) converges in distribution to (W,V, 0) where W is a standard brownian
motion and V (t) = t for all t. Let Xn(t) be a process satisfying
Xn(t) = ρ0 + εn(t) +
∫ t
0
L(Xn(s−)dVn(s) +
∫ t
0
Θ(Xn(s−))dWn(s)
Suppose that X satisfies :
Xt = X0 +
∫ t
0
L(Xs)ds+
∫ t
0
Θ(Xs)dWs
and that the solution of this stochastic differential equation is unique. Then Xn converges
in distribution to X.
In our case, the different hypothesis above are satisfied. Indeed, define a filtration for
the process (Wn(.)) :
Fnt = σ(Xi, i ≤ [nt]).
The following is proved in [Pe1].
Proposition 18 We have that (Wn(.),Fn. ) is a martingale. The process (Wn(.)) converges
to a standard Brownian motion W. when n goes to infinity and supnE[[Wn,Wn]t] <∞.
Furthemore, we have the convergence in distribution for the process (Wn, Vn, εn) to
(W,V, 0) when n goes to infinity.
This proves the announced convergence.

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D.3.3 Return to Equilibrium
Now that the limit equations are established, we are interested into the long time
behaviour of the solutions. We wish to prove a return to equilibrium theorem in a particular
case. This is the case when H = 0 and C =
(
1 0
0 0
)
. In this particular case, it is easy to
check that if |ψ0〉 =
(
x0
y0
)
is such that x0, y0 are real numbers, then, for all t > 0, the
wave function |ψt〉 =
(
xt
yt
)
is also valued in R2. We shall stick to this case, for if |ψ0〉 is
complex valued, one can separate its real and imaginary parts.
With our hypothesis, the Belavkin equations take the form(
xt
yt
)
=
∫ t
0
(
ys(1− x2s)
−xsy2s
)
dWs +
∫ t
0
(
xsy
2
s
−ys/2
)
ds (D.30)
in the diffusive case, and(
xt
yt
)
=
∫ t
0
∫
[0,1]
( −xs− + 1
−ys−
)
10<x<y2s−N(., dx, ds) +
∫ t
0
1
2
(
1
2
xsy
2
s
−ys + y3s
)
ds (D.31)
in the Poisson case.
In the Poisson case, note that the intensity is µt = y
2
s−, so that one can restrict ourselves
to the case where the jumps of the Poisson process ae in between the lines y = 1 and y = 0.
The function t→ card(N(., [0, 1]×[0, t])) = Nt then defines a standard Poisson process with
intensity 1. The Poisson random measure and the previous process generate on [0, T ] (for a
fixed T ) a sequence {(Ti, ξi), i ∈ {1, . . . ,Nt)}} where each Ti representes the jump time of
N . Moreover the random variables ξi are uniform random variables on [0, 1]. Consequently
we can write our quantum trajectory as follows(
xt
yt
)
=
Nt∑
i=1
( −xTi− + 1
−yTi−
)
10<ζi<y2Ti−
+
∫ t
0
1
2
(
1
2
xsy
2
s
−ys + y3s
)
ds (D.32)
If the initial state is
(
x0
y0
)
=
(
1
0
)
, it is easy to see that the solution of the ordinary
differential equation is
(
xt
yt
)
=
(
1
0
)
for all t and µt = 0 for all t. This means that
there is no jump, the solution is constant, equal to
(
1
0
)
.
In the same way, in the diffusive case, the stochastic differential equation is of the form
d|ψt〉 = f(|ψt〉)dt+ h(|ψt〉)dWt
with
f(
(
1
0
)
) = h(
(
1
0
)
) = 0 .
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By uniqueness of the solution, we have
(
xt
yt
)
=
(
1
0
)
for all t.
This is to say that the state
(
1
0
)
is a stationnary state. We are going to show that
every initial state converges to this state, in both cases.
Theorem 36 Let |ψt〉 =
(
xt
yt
)
be the solution of the jump-equation starting from |ψ0〉 ∈
R
2 with x0 6= 0 then
y2t
a.s−→
t→∞
0 . (D.33)
Let |ψt〉 =
(
xt
yt
)
be the solution of the diffusive-equation starting from |ψ0〉 ∈ R2
then :
E[y2t ]−→
t→∞
0 . (D.34)
Corollary 1 Let |ψt〉 be the solution of the jump-Belavkin equation then
|ψt〉〈ψt| a.s−→
t→∞
|X0〉〈X0| . (D.35)
Let |ψt〉 be the solution of the diffusive-Belavkin equation then
|ψt〉〈ψt| L
2−→
t→∞
|X0〉〈X0| . (D.36)
Preuve: Let us first treat the case of the jump-equation. We shall show that if there is
a jump the state jumps to the stationnary state
(
1
0
)
. If there is no jump, we shall show
that the state converges exponentially to the same state.
At the first jumping time T1 we have(
xT1
yT1
)
=
(
xT1−
yT1−
)
+
( −xT1− + 1
−yT1−
)
=
(
1
0
)
.
After this first jump, we have seen that the state stays at
(
1
0
)
.
Before the first jump, we have(
xt
yt
)
=
(
x0
y0
)
+
∫ t
0
1
2
(
1
2
xsy
2
s
−ys + y2s
)
ds ,
that is,
yt = y0 +
∫ t
0
(−ys + y2s)ds .
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The function t→ yt is C∞. Derivating, we get
d
dt
(y2t ) = 2yt
d
dt
(yt) = −y2t (1− y2t ) .
By the Cauchy-Lipschitz Theorem (the coefficients are indeed local Lipschitz) we have
y2t > 0 if y0 6= 0. Dividing by y2t we obtain
y2t = y
2
0 × exp
(
−2(t−
∫ t
0
y2sds
)
) .
In particular t→ y2t is decreasing and
y2t ≤ y20 exp
(−(1− y20)t) .
As x0 6= 0 we have −1 < y0 < 1 and we conclude that :
y2t
a.s−→
t→∞
0 .
Let us now treat the diffusive case. In order to prove the result we shall use that
x2t + y
2
t = 1 almost surely and the Ito rules. In particular we have
dy2t = 2ytdyt + dytdyt
= 2yt(−xty2t dWt + (
−yt
2
)dt) + x2ty
4
t dt.
As a consequence we have almost surely :
y2t = y
2
0 +
∫ t
0
(−y2s + (1− y2s)y4s)ds+
∫ t
0
−2xsy3sdWs.
Hence we have
E[y2t ] = y
2
0 +
∫ t
0
E[y2s(−1 + (1− y2s)y2s)]ds .
Studying the variations of the function x→ (−1 + (1− x)x) for x ∈ [0, 1] we have
E[y2t ] ≤ y20 −
3
4
∫ t
0
E[y2s ]ds .
It is then easy to conclude that
E[y2t ] →
t→∞
0 .
The fact that (yt) is uniformly bounded implies the convergence in L
p for all p ≥ 1. 
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D.4 Temperature Case
In this section, we keep the same model as the previous section, but we assume that
the state η of each piece of the environment is a thermal Gibbs state. In a suitable basis
we have
η =
(
η0 0
0 η1
)
with 0 < ηi < 1 and η1 + η2 = 1. In terms of the Hamiltonian H =
(
γ0 0
0 γ1
)
and the
inverse temperature β, we have
η0 =
e−β γ0
e−β γ0 + e−β γ1
and
η1 =
e−β γ1
e−β γ0 + e−β γ1
.
Let A = λ0P0 + λ1P1 be any observable on H with eigenprojectors Pi = (pikl)0≤k,l≤1 for
i ∈ {0, 1}. With the notation of the Section 1, if ρk is the state on H0 after k measurement
we have
Li(ρk) = pi00L00(ρk) + pi10L01(ρk) + pi01L10(ρk) + pi11L11(ρk) i ∈ {0, 1} (D.37)
where
L00(ρ) = η1L00ρL∗00 + η2L01ρL∗01 , L01(ρ) = η1L00ρL∗10 + η2L01ρL∗11 ,
L10(ρ) = η1L10ρL∗00 + η2L11ρL∗01 , L11(ρ) = η1L10ρL∗10 + η2L11ρL∗11 .
We define pk+1 = Tr[L0(ρk)] and qk+1 = Tr[L1(ρk)], the unormalised state L0(ρk)
appears with probability pk+1 and L1(ρk) with probability qk+1.
The discrete equation is of the following form, for all ω ∈ ΣN we have :
ρk+1 =
L0(ρk)
pk+1
1k+10 (ω) +
L1(ρk)
qk+1
1k+11 (ω) . (D.38)
The aim of this section is to obtain the Belavkin equation in this temperature situation.
Again, we will obtain it by passing to the continuous limit on the model above.
We use again the asymptotics for the unitary operator. As in the case of zero tempera-
ture there are two cases.
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D.4.1 The Diagonal case
If A is diagonal, that is, of the form A = λ0
(
1 0
0 0
)
+ λ1
(
0 0
0 1
)
, we have the
asymptotics for the probabilities
pk+1 = Tr[L00 (ρk)] (D.39)
= η0
(
1− 1
n
Tr[JC(ρk)]
)
+ η1
1
n
Tr[JC⋆(ρk)] + ◦
(
1
n
)
(D.40)
qk+1 = Tr[L11 (ρk)] (D.41)
= η1
(
1− 1
n
Tr[JC⋆(ρk)]
)
+ η0
1
n
Tr[JC(ρk)] + ◦
(
1
n
)
(D.42)
where JC(ρ) = CρC⋆ and JC∗(ρ) = C⋆ρC. We use the variable
Xk+1 =
1k+11 − qk+1√
pk+1qk+1
and we get the following expression for the discrete evolution equation :
ρk+1 = L0(ρk) + L1(ρk) +
[
−
√
qk+1
pk+1
L0(ρk) +
√
pk+1
qk+1
L1(ρk)
]
Xk+1 . (D.43)
With the asymptotics, the equation becomes
ρk+1 = ρk +
1
n
(L(ρk) + ◦ (1)) + 1
n
(
H˜(ρk) + ◦ (1)
)
Xk+1 (D.44)
where
L(ρ) = −i[H, ρ]− 1
2
(β0{C∗C, ρ}+ β1{CC⋆, ρ}) + β0CρC∗ + β1C⋆ρC .
The exact expression of the term H˜ is not necessary, for this term disappears when we
consider the continuous time limit.
Again, in order to pass to the limit, we shall use the Kurtz-Protter Theorem [K-P]. Put
Wn(t) =
1√
n
[nt]∑
k=1
Xk(n) ,
Vn(t) =
[nt]
n
,
ρn(t) = ρ[nt] ,
εn(t) =
[nt]−1∑
i=0
◦( 1
n
) +
[nt]−1∑
i=0
◦(1) 1√
n
Xi+1 .
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We then get
ρn(t) = ρ0 + εn(t) +
∫ t
0
L(ρn(s−))dVn(s) +
∫ t
0
Hn(ρn(s−))dWn(s)
where Hn(ρ) =
1√
n
(
H˜(ρ) + ◦ (1)
)
. In particular, we have Hn(ρ)→n→∞ 0 .
By the Kurtz-Protter Theorem [K-P], if we show that Wn(t) converges to a standard
Brownian motion, the limit equatio will be an ordinary differential equation, for Hn(ρ) =
◦(1) uniformly on the space of states.
In order to show the convergence of Wn(t) we use the folowing result.
Theorem 37 Let (Mn) be a sequence of martingales. Suppose that
lim
n→∞
E
[
sup
s≤t
|Mn(s)−Mn(s−)|
]
= 0
and
[Mn,Mn]t −→
n→∞
t.
Then Mn converges in distribution to a standard Brownian motion. The conclusion is the
same if we just have :
lim
n→∞
E
[|[Mn,Mn]t − t|] = 0.
Consider the filtration
Fnt = σ(Xi, i ≤ [nt]).
Proposition 19 Let (Wn, Vn, εn) be the processes defined above. We have that (Wn(t)) is
a Fnt -martingale. The process (Wn) converges to a standard Brownian motion W when n
goes to infinity. Furthermore we have
sup
n
E
[
[Wn,Wn]t
]
<∞ .
Finally, we have the convergence in distribution to (W,V, 0), for the processes (Wn, Vn, εn),
when n goes to infinity.
Preuve: Thanks to the definition of the random variables Xk, we have E[Xi+1/Fni ] = 0
which implies E
[
1
n
∑[nt]
i=[ns]+1Xi /Fns
]
= 0 for t > s. Thus if t > s we have the martingale
property :
E[Wn(t) /Fns ] =Wn(s) + E
 1√
n
[nt]∑
i=[ns]+1
Xi
/
Fns
 = Wn(s).
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We have
[Wn,Wn]t = Wn(t)
2 − 2
∫ t
0
Wn(s−) dWn(s) = 1
n
[nt]∑
i=1
X2i .
Thus we have
E
[
[Wn,Wn]t
]
=
1
n
[nt]∑
i=1
E[X2i ] =
1
n
[nt]∑
i=1
E[E[X2i /σ{Xl, l < i}]]
=
1
n
[nt]∑
i=1
1 =
[nt]
n
.
In particular,
sup
n
E
[
[Wn,Wn]t
] ≤ t <∞ .
Let us now prove the convergence of (Wn) to (W ). According to Theorem (37) we must
prove that
lim
n→∞
E
[|[Mn,Mn]t − t|] = 0 .
Actually we shall prove a L2-convergence :
lim
n→∞
E
[|[Mn,Mn]t − t|2] = 0,
which implies the L1-convergence. In order to show this convergence, we use the following
property
E
[
X2i
]
= E
[
E[X2i /σ{Xl, l < i}]
]
= 1
and if i < j
E
[
(X2i − 1)(X2j − 1)
]
= E
[
(X2i − 1)(X2j − 1)/σ{Xl, l < j}]
]
= E
[
(X2i − 1)
]
E
[
(X2j − 1)
]
= 0 .
This gives
E
[(
[Wn,Wn]t − [nt]
n
)2]
=
1
n2
[nt]∑
i=1
E
[
(X2i − 1)2
]
+
1
n2
∑
i<j
E
[
(X2i − 1)(X2j − 1)
]
=
1
n2
[nt]∑
i=1
E
[
(X2i − 1)2
]
.
In order to conclude, it is sufficient to see that E [(X2i − 1)2] is uniformly bounded in i.
This appears clearly form the expression of Xk and the fact that η0 and η1 do not vanish.
Note that in the case where the temperature is null, this is no more the case.
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As a consequence, we have
lim
n→∞
E
[(
[Wn,Wn]t − [nt]
n
)2]
= 0 .
As [nt]
n
−→ t in L2 we have the desired convergence. Finally, the convergence in distribution
of (Wn) and (Vn) implies the convergence of (εn) to 0. 
As a conclusion, we have proved the following.
Theorem 38 The discrete quantum trajectory (ρn(t)) converges in distribution to the so-
lution (ρt) of the master equation
dρt = L(ρt)dt .
D.4.2 The Non-diagonal case
Let us now study the case where A is not diagonal. As in the case of zero temperature
we fix A to be A =
(
1
2
1
2
1
2
1
2
)
−
(
1
2
−1
2−1
2
1
2
)
. Here we have for the asymptotics of the
probabilities.
pk+1 =
1
2
[
η0
(
1 +
1√
n
Tr[ρk(C
∗ + C)]
)
+η1
(
1 +
1√
n
Tr[ρk(C + C
⋆)]
)]
+ ◦
(
1
n
)
=
1
2
+
1√
n
(Tr[ρk(C
∗ + C)]) + ◦
(
1
n
)
(D.45)
qk+1 =
1
2
[
η0
(
1− 1√
n
Tr[ρk(C
∗ + C)]
)
+η1
(
1− 1√
n
Tr[ρk(C + C
⋆)]
)]
+ ◦
(
1
n
)
=
1
2
− 1√
n
(Tr[ρk(C
∗ + C)]) + ◦
(
1
n
)
(D.46)
Using Xk+1 in this situation, after computation we obtain the following discrete equation :
ρk+1 = ρk +
1
n
(L(ρk) + ◦(1))) + 1√
n
(F (ρk) + ◦(1))Xk+1 (D.47)
where L has the same definition as above. The function F is defined as follows :
F (ρ) = −
[
η0(ρC
∗ + Cρ) + η1(ρC + C⋆ρ)
]
+
[
η0Tr[ρ(C + C
∗)] + η1Tr[ρ(C⋆ + C)]
]
ρ
= −
[
η0(ρC
∗ + Cρ) + η1(ρC + C⋆ρ)
]
+ Tr[ρ(C⋆ + C)]ρ . (D.48)
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As in the case of zero temperature, we consider the process :
ρ[nt] = ρ0 +
[nt]−1∑
i=0
ρk+1 − ρk . (D.49)
Using the asymptotics, we have
ρ[nt] = ρ0 +
[nt]−1∑
i=0
1
n
(L(ρk) + ◦(1))
+
[nt]−1∑
i=0
1√
n
(F (ρk) + ◦(1))Xk+1 . (D.50)
Again we define the processes
Wn(t) =
1√
n
[nt]∑
k=1
Xk(n) ,
Vn(t) =
[nt]
n
,
ρn(t) = ρ
[nt](n) ,
εn(t) =
[nt]−1∑
i=0
◦( 1
n
) +
[nt]−1∑
i=0
◦(1) 1√
n
Xi+1 .
By observing that this four processes are piecewise constant we can write the process
(ρn(t))t≥0 like a solution of a stochastic differential equation in the following way for the
non diagonal case :
ρn(t) = ρ0 + εn(t) +
∫ t
0
L(ρn(s−))dVn(s) +
∫ t
0
F (ρn(s−))dWn(s) .
Once again. We use Kurtz-Protter Theorem [K-P]. The proof is exactly the same as in
the diagonal case, except that the term in front of the noise does not vanish in the limit.
Theorem 39 In the non diagonal case the process ρ[nt] converges in distribution to the
process (ρt) solution of the stochastic differential equation :
ρt = ρ0 +
∫ t
0
L(ρs)ds+
∫ t
0
F (ρs)dWs. (D.51)
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Abstract
“Quantum trajectories” are solutions of stochastic differential equations also
called Belavkin or Stochastic Schro¨dinger Equations. They describe random
phenomena in quantum measurement theory. Two types of such equations are
usually considered, one is driven by a one-dimensional Brownian motion and
the other is driven by a counting process. In this article, we present a way to
obtain more advanced models which use jump-diffusion stochastic differential
equations. Such models come from solutions of martingale problems for infini-
tesimal generators. These generators are obtained from the limit of generators
of classical Markov chains which describe discrete models of quantum trajecto-
ries. Furthermore, stochastic models of jump-diffusion equations are physically
justified by proving that their solutions can be obtained as the limit of the
discrete trajectories.
Introduction
In quantum mechanics, many recent investigations make a heavy use of Quantum Tra-
jectory Theory with wide applications in quantum optic or in quantum information (cf
[18], [8]). A quantum trajectory is a solution of a stochastic differential equation which
describes the random evolution of quantum systems undergoing continuous measurement.
These equations are called Stochastic Schro¨dinger Equations or Belavkin Equations (see
[11]).
263
264 Jump-Diffusion Stochastic Schro¨dinger Equations
The result of a measurement in quantum mechanic is inherently random, as is namely
expressed by the axioms of the theory. The setup is as follows. A quantum system is
characterized by a Hilbert spaceH (with finite or infinite dimension) and an operator ρ, self-
adjoint, positive, trace class with Tr[ρ] = 1. This operator is called a “state” or a “density
matrix”. The measurable quantities (energy, momentum, position...) are represented by
the self-adjoint operators on H and are called “observable” of the system. The accessible
data are the values of the spectrum of the observable. In finite dimension for example, if
A =
∑p
i=0 λiPi denotes the spectral decomposition of an observable A, the observation of
an eigenvalue λi, in the state ρ, is random and it is obtained with probability :
Pρ[to observeλi] = Tr[ρ Pi]. (E.1)
Besides, conditionally to the result, the reference state of the system is modified. If
we have observed the eigenvalue λi, then the principle called ”Wave Packet Reduction”
imposes the state ρ to collapse to the new reference state
ρ1i =
PiρPi
Tr[ρPi]
. (E.2)
Quantum Trajectory Theory is then the study of the modification of the state of a system
undergoing a sequence of measurements. In this way, with the fact that PiPj = 0 if i 6= j,
a second measurement of the same observable A, in the state ρ1i , should give
Pρ1i [to observeλi] = 1.
The principle (E.2) imposed the new state to be ρ2i = ρ
1
i . It means that after one measure-
ment, the information contained in the system is destroyed in the sense that the evolution
is stopped.
Actually, in physics applications, a model of indirect measurement is used in order to
not destroy the dynamic. The physical setup is the one of interaction between a small
system (atom) and a continuous field (environment). By performing a continuous time
quantum measurement on the field, after the interaction, we get a partial information of
the evolution of the small system without destroying it.
This partial information is governed by stochastic models of Belavkin equations. In the
literature, there are essentially two different evolutions.
1. If (ρt) designs the state of the system, then one evolution is described by a diffusive
equation :
dρt = L(ρt)dt+ [ρtC
⋆ + Cρt − Tr [ρt(C + C⋆)] ρt] dWt, (E.3)
where Wt describes a one-dimensional Brownian motion.
2. The other is given by a stochastic differential equation driven by a counting process :
dρt = L(ρt)dt+
[ J (ρt)
Tr[J (ρt)] − ρt
]
(dN˜t − Tr[J (ρt)]dt), (E.4)
where N˜t is a counting process with intensity
∫ t
0
Tr[J (ρs)]ds.
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Equations (E.3) and (E.4) are called classical Belavkin Equations. The solutions of these
equations are called “continuous quantum trajectories”. Such models describe essentially
the interaction between a two-level atom and a spin chain ([28],[29]). More complicated
models (with high degree of liberty) are given by diffusive evolution with jump described
by jump-diffusion stochastic differential equations.
Even in the classical cases (E.3) and (E.4), Belavkin equations pose tedious problems in
terms of physical and mathematical justifications. First rigorous results are due to Davies
[14] which has described the evolution of a two-level atom undergoing a continuous measu-
rement. Heuristic rules can be used to obtain classical Belavkin equations (E.3) and (E.4).
A rigorous way to obtain these stochastic models is to use Quantum Filtering Theory ([11],
[4]). Such approach needs high analytic technologies as Von Neumann algebra and condi-
tional expectation in operator algebra. The physical justification in this way is far from
being obvious and clear. Furthermore technical difficulties are increased by introducing
more degrees of liberty and such problems are not really treated.
A more intuitive approach consists in using a discrete model of interaction called “Quan-
tum Repeated interactions”. Instead of considering an interaction with a continuous field,
the environment is represented as an infinite chain of identical and independent quantum
system (with finite degree of liberty). Each part of the environment interacts with the small
system during a time interval of length h. After each interaction, a quantum measurement
of an observable of the field is performed. As regards the small system, the result of ob-
servation is rendered by a random modification of its reference state in the same fashion
of (E.2). Then the results of measurements can be described by classical Markov chains
called “discrete quantum trajectories”. Discrete quantum trajectories depend on the time
interaction h. By using Markov Chain Approximation Theory (using notion of infinitesimal
generators for Markov processes), stochastic models for Continual Quantum Measurement
Theory can be justified as continuous time limit of discrete trajectories. These models are
mathematically justified as follows. Infinitesimal generators are obtained as limit (h→ 0)
of generators of the Markov chains. These limit generators give then rise to general pro-
blems of martingale ([23],[19]). In this article, we show that such problems of martingale
are solved by solution of particular jump-diffusion stochastic differential equations, which
should model continuous time measurement theory. This approach and these models are
next physically justified by proving that the solutions of these SDEs can be obtained na-
turally as a limit (in distribution) of discrete quantum trajectories.
This article is structured as follows.
Section 1 is devoted to the description of the discrete model of quantum repeated
interactions with measurement. A probability space is defined to give account of the ran-
dom character and the Markov chain property of discrete quantum trajectories. Next we
shall focus on the dependence on h for these Markov chains and we introduce asymptotic
assumption in order to come into the question of convergence.
In Section 2, by using Markov chain approximation technics, we obtain continuous time
stochastic models as limits of discrete quantum trajectories. We compute natural infinite-
simal generators of Markov chains ; these generators also depend on the time interaction h.
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Therefore we obtain infinitesimal generators as limit (h→ 0) of those. It gives then rise to
general problems of martingale which are solved by jump-diffusion stochastic differential
equations.
Finally in Section 3, we show that discrete quantum trajectories converge in distribution
to the solution of stochastic differentials equations described in Section 2. The stochastic
model of jump-diffusion equations is then physically justified as the limit of this concrete
physical procedure.
E.1 Discrete Quantum Trajectories
E.1.1 Quantum Repeated Measurements
This section is devoted to make precise the mathematical model of indirect measure-
ment and the principle of “Quantum Repeated Interactions”. Such model is highly used
in physical applications in quantum optics or in quantum information (see Haroche [18]).
Let us start by describing the interaction model without measurement.
A small system is in contact with an infinite chain of identical and independent quantum
systems. Each copy of the chain interacts with the small system during a defined time h.
A single interaction is described as follows.
The small system is represented by the Hilbert space H0 equipped with the state ρ.
A copy of the environment is described by a Hilbert space H with a reference state β.
The compound system describing the interaction is given by the tensor product H0 ⊗H.
The evolution during the interaction is given by a self-adjoint operator Htot on the tensor
product. This operator is called the total Hamiltonian. Its general form is
Htot = H0 ⊗ I + I ⊗H +Hint
where the operators H0 and H are the free Hamiltonian of each system. The operator Hint
represents the Hamiltonian of interaction. This defines the unitary-operator
U = eihHtot
and the evolution of states of H0 ⊗H, in the Schro¨dinger picture, is given by
ρ 7→ U ρU⋆.
After this first interaction, a second copy of H interacts with H0 in the same fashion and
so on.
As the chain is supposed to be infinite, the Hilbert space describing the whole sequence
of interactions is
Γ = H0 ⊗
⊗
k≥1
Hk (E.5)
where Hk denotes the k-th copy of H. The countable tensor product
⊗
k≥1Hk means
the following. Consider that H is of finite dimension and that {X0, X1, . . . , Xn} is a fixed
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orthonormal basis of H. The orthogonal projector on CX0 is denoted by |X0〉〈X0|. This is
the ground state (or vacuum state) of H. The tensor product is taken with respect to X0
(for details, see [3]).
Remark : A vector Y in a Hilbert space H is represented by the application |Y 〉 from
C to H which acts with the following way |Y 〉(λ) = |λY 〉. The linear form on H are
represented by the operators 〈Z| which acts on the vector |Y 〉 by 〈Z||Y 〉 = 〈Z, Y 〉, where
〈 , 〉 denotes the scalar product of H.
The unitary evolution describing the k-th interaction is given by the operator Uk which
acts as U on H0 ⊗Hk, whereas it acts as the identity operator on the other copies of H.
If ρ is a state on Γ, the effect of the k-th interaction is :
ρ 7→ Uk ρU⋆k
Hence the result of the k first interactions is described by the operator Vk on B(Γ) defined
by the recursive formula : {
Vk+1 = Uk+1Vk
V0 = I
(E.6)
and the evolution of states is then given, in the Schro¨dinger picture, by :
ρ 7→ Vk ρ V ⋆k . (E.7)
We present now the indirect measurement principle. The idea is to perform a measurement
of an observable of the field after each interaction.
A measurement of an observable of Hk is modelled as follows. Let A be any observable
on H, with spectral decomposition A =∑pj=0 λjPj. We consider its natural ampliation on
Γ :
Ak :=
k−1⊗
j=0
I ⊗ A⊗
⊗
j≥k+1
I. (E.8)
The result of the measurement of Ak is random, the accessible data are its eigenvalues. If
ρ denotes the reference state of Γ, the observation of λj is obtained with probability
P [to observe λj] = Tr[ ρP
k
j ], j ∈ {0, . . . , p},
where P kj is the ampliation of Pj in the same way as (E.8). If we have observed the
eigenvalue λj, the “wave packet reduction” imposes that the state after measurement is
ρj =
P kj ρP
k
j
Tr[ ρP kj ]
.
Remark : This corresponds to the new reference state depending on the result of the
observation. Another measurement of the observable Ak (with respect to this new state)
would give P [to observe λj] = 1 (because PiPj = 0 if i 6= j). This means that only one
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measurement after each interaction gives a significant information. We recover the pheno-
mena expressed in the introduction. This justifies the principle of repeated interactions.
The repeated quantum measurements are the combination of the previous description
and the successive interactions (E.7). After each interaction, the measurement procedure
involves a random modification of the system. It defines namely a sequence of random
states which is called “discrete quantum trajectory”.
The initial state on Γ is chosen to be
µ = ρ⊗
⊗
j≥1
βj
where ρ is some state on H0 and each βi = β is a fixed state on H. We denote by µk the
new state after k interactions, that is :
µk = Vk µV
⋆
k .
The probability space describing the experience of repeated measurements is ΩN
⋆
, where
Ω = {0, . . . , p}. The integers i correspond to the indexes of the eigenvalues of A. We endow
ΩN
⋆
with the cylinder σ-algebra generated by the sets :
Λi1,...,ik = {ω ∈ ΩN
⋆
/ω1 = i1, . . . , ωk = ik}.
The unitary operator Uj commutes with all P
k, for any k and j with k < j. For any set
{i1, . . . , ik}, we can define the following non normalized state
µ˜(i1, . . . , ik) = (I ⊗ Pi1 ⊗ . . .⊗ Pik ⊗ I . . .) µk (I ⊗ Pi1 ⊗ . . .⊗ Pik ⊗ I . . .)
= (P kik . . . P
1
i1
) µk (P
1
i1
. . . P kik).
It is the non-normalized state which corresponds to the successive observation of the ei-
genvalues λi1 , . . . , λik during the k first measurements. The probability to observe these
eigenvalues is
P [Λi1,...,ik ] = P [to observe (λi1 , . . . , λik)] = Tr[µ˜(i1, . . . , ik)].
This way, we define a probability measure on the cylinder sets of ΩN
⋆
which satisfies the
Kolmogorv Consistency Criterion. Hence it defines a unique probability measure on ΩN
⋆
.
The discrete quantum trajectory on Γ is then given by the following random sequence of
states :
ρ˜k : Ω
N
⋆ −→ B(Γ)
ω 7−→ ρ˜k(ω1, . . . , ωk) = µ˜(ω1,...,ωk)Tr[µ˜(ω1,...,ωk)]
This next proposition follows from the construction and the remarks above.
Proposition 20 Let (ρ˜k) be the above random sequence of states. We have for all ω ∈ ΩN⋆ :
ρ˜k+1(ω) =
P k+1ωk+1 Uk+1 ρ˜k(ω) U
⋆
k+1 P
k+1
ωk+1
Tr
[
ρ˜k(ω)U⋆k+1 P
k+1
ωk+1
Uk+1
] .
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The following theorem is an easy consequence of the previous proposition.
Theorem 40 The discrete quantum trajectory (ρ˜n)n is a Markov chain, with values on the
set of states of H0
⊗
i≥1Hi. It is described as follows :
P [ρ˜n+1 = µ/ρ˜n = θn, . . . , ρ˜0 = θ0] = P [ρ˜n+1 = µ/ρ˜n = θn]
If ρ˜n = θn, then the random state ρ˜n+1 takes one of the values :
P n+1i (Un+1 θn U
⋆
n+1)P
n+1
i
Tr
[
(Un+1 θn U⋆n+1)P
n+1
i
] i = 0, . . . , p
with probability Tr
[
(Un+1 θn U
⋆
n+1)P
n+1
i
]
.
In general, one is more interested into the reduced state on the small system H0 only.
This state is given by taking a partial trace on H0. Let us recall what partial trace is. If
H is any Hilbert space, we denote by TrH[W ] the trace of a trace-class operator W on H.
Definition-Theorem 5 Let H and K be two Hilbert spaces. If α is a state on a tensor
product H ⊗ K, then there exists a unique state η on H which is characterized by the
property
TrH[ η X ] = TrH⊗K[α (X ⊗ I) ]
for all X ∈ B(H). This unique state η is called the partial trace of α on H with respect to
K.
Let α be a state on Γ, we denote by E0(α) the partial trace of α on H0 with respect to⊗
k≥1Hk. We define a random sequence of states on H0 as follows. For all ω in ΩN
⋆
, define
the discrete quantum trajectory on H0
ρn(ω) = E0[ρ˜n(ω)]. (E.9)
An immediate consequence of Theorem 1 is the following result.
Theorem 41 The quantum trajectory (ρn)n defined by formula (E.9) is a Markov chain
with values in the set of states on H0. If ρn = χn, then ρn+1 takes one of the values :
E0
[
(I ⊗ Pi)U(χn ⊗ β)U⋆ (I ⊗ Pi)
Tr[U(χn ⊗ β)U⋆ (I ⊗ Pi)]
]
i = 0 . . . p
with probability Tr [U(χn ⊗ β)U⋆ (I ⊗ Pi)].
Remark : Let us stress that
(I ⊗ Pi)U (χn ⊗ β)U⋆ (I ⊗ Pi)
Tr[U (χn ⊗ β)U⋆ (I ⊗ Pi)]
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is a state on H0 ⊗ H. In this situation, the notation E0 denotes the partial trace on H0
with respect to H. The infinite tensor product Γ is just needed to have a clear description
of the repeated interactions and the probability space ΩN
⋆
.
It is worth noticing that this Markov chain (ρk) depends on the time interaction h. By
putting h = 1/n, we can define for all t > 0
ρn(t) = ρ[nt]. (E.10)
It defines then a sequence of processes (ρn(t)) and we aim to show next that this sequence
of processes converges in distribution (n → ∞). As announced in the introduction, such
convergence is obtained from the convergence of Markov generators of Markov chains. The
following section is then devoted to present these generators for quantum trajectories.
E.1.2 Infinitesimal Generators
In all this section we fix a integer n. Let A be an observable and let ρn(t) be the process
defined from the quantum trajectory describing the successive measurements of A. In this
section, we investigate the explicit computation of the Markov generator An of the process
(ρn(t)) (we will make no distinction between the infinitesimal generators of the Markov
chains (ρk) and the process (ρn(t)) generated by this Markov chain). For instance, let us
introduce some notation.
Let work with H0 = CK+1. The set of operators on H0 can be identified with RP for
some P (we have P = 2(K+1)
2
, we will see later that we do not need to give any particular
identification). We set E = RP and the set of states becomes then a compact subset of
R
P (a state is an operator positive with trace 1). We denote by S the set of states and
E = RP . For any state ρ ∈ S, we define
L(n)i (ρ) = E0
[
(I ⊗ Pi)U(n)(ρ⊗ β)U⋆(n) (I ⊗ Pi)
Tr[U(n)(ρ⊗ β)U⋆(n) (I ⊗ Pi)]
]
i = 0 . . . p
pi(ρ) = Tr[U(n)(ρ⊗ β)U⋆(n)I ⊗ Pi] (E.11)
The operators L(n)i (ρ) represent transition states of Markov chains described in Theorem
(41) and the numbers pi(ρ) are the associated probabilities. Markov generators for (ρn(t))
are then expressed as follows.
Definition 7 Let (ρk) be a discrete quantum trajectory obtained from the measurement of
an observable A of the form A =
∑
λiPi. Let (ρn(t) be the process obtained from (ρk) by
the expression (E.10). Let define P (n) the probability measure which satisfies
P (n)[ρn(0) = ρ] = 1 (E.12)
P (n)[ρn(s) = ρk, k/n ≤ s < (k + 1)/n] = 1 (E.13)
P (n)[ρk+1 ∈ Γ
/M(n)k ] = Πn(ρk,Γ) (E.14)
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where Πn(ρ, .) is the transition function of the Markov chain (ρk) given by
Πn(ρ,Γ) =
p∑
i=0
pi(ρ)δL(n)i (ρ)
(Γ) (E.15)
for all Borel subset Γ ∈ B(RP ).
For all state ρ ∈ S and all functions f ∈ C2c (E) (i.e C2 with compact support), we
define
Anf(ρ) = n
∫
(f(µ)− f(ρ))Πn(ρ, dµ)
= n
p∑
i=0
(
f(L(n)i (ρ))− f(ρ)
)
pi(ρ). (E.16)
The operator An is called the “Markov generator” of the Markov chain (ρk) (or for the
process (ρn(t))).
The complete description of the generator An needs the explicit expression of L(n)i (ρ)
for all ρ and all i ∈ {0, . . . , p}. In order to establish this, we need to compute the partial
trace operation E0 on the tensor product H0⊗H. A judicious choice of basis for the tensor
product allow to make computations easier.
Let H0 = CK+1 and let (Ω0, . . . ,ΩK) be any orthonormal basis of H0. Recall that
(X0, . . . , XN) denotes an orthonormal basis of H. For the tensor product we choose the
basis
B = (Ω0 ⊗X0, . . . ,ΩK ⊗X0,Ω0 ⊗X1, . . . ,ΩK ⊗X1, . . . ,Ω0 ⊗XN , . . . ,ΩK ⊗XN).
In this basis, any (N + 1)(K + 1)× (N + 1)(K + 1) matrix M on H0 ⊗H can be written
by blocks as a (N +1)× (N +1) matrix M = (Mij)0≤i,j≤N where Mij are operators on H0.
Furthermore we have the following result which allows to compute easily the partial trace.
Claim 1 Let W be a state acting on H0⊗H. If W = (Wij)0≤i,j≤N , is the expression of W
in the basis B, where the coefficients Wij are operators on H0, then the partial trace with
respect to H is given by the formula :
E0[W ] =
N∑
i=0
Wii.
From this result, we can give the expression of the operators L(n)i (ρ). The reference state
of H is chosen to be the orthogonal projector on CX0, that is, with physical notations
β = |X0〉〈X0|.
This state is called the ground state (or vacuum state) in quantum physics. From general
result of G.N.S representation in C⋆ algebra, it is worth noticing that it is not a restriction.
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Indeed such representation allows to identify any quantum system (H, β) with another
system of the form (K, |X0〉〈X0|) where X0 is the first vector of an orthonormal basis of a
particular Hilbert space K (see [24] for details).
The unitary operator U(n) is described by blocks as U(n) = (Uij(n))0≤i,j≤N where the
coefficients Uij are (K +1)× (K +1) matrices acting on H0. For i ∈ {0, . . . , p}, we denote
Pi = (p
i
kl)0≤k,l≤N the eigen-projectors of the observable A. Hence the non-normalized states
E0[I ⊗ Pi U(h)(ρ⊗ β)U(h)⋆ I ⊗ Pi] and the probabilities pi(ρ) satisfy
E0[I ⊗ Pi U(n)(ρ⊗ β)U(n)⋆ I ⊗ Pi] =
∑
0≤k,l≤N
pikl Uk0(n)ρU
⋆
l0(n)
pi(ρ) =
∑
0≤k,l≤N
piklTr [Uk0(n)ρU
⋆
l0(n)] . (E.17)
By observing that the operator L(n)i (ρ) satisfies
L(n)i (ρ) =
E0[I ⊗ Pi U(n)(ρ⊗ β)U(n)⋆ I ⊗ Pi]
pi(ρ)
, (E.18)
for all i ∈ {0, . . . , p}, we have a complete description of the generator An. In order to
consider the limit of An, we present asymptotic assumption for the coefficient Uij(n) in the
following section.
E.1.3 Asymptotic Assumption
The choice of asymptotic for U(n) = (Uij(n)) are based on the works of Attal-Pautrat
in [3]. They have namely shown that the operator process defined for all t > 0 by
V[nt] = U[nt](n) . . . U1(n),
which describes the quantum repeated interactions, weakly converges (in operator theory)
to a process (V˜t) satisfying a Quantum Langevin equation. Moreover, this convergence is
non-trivian, only if the coefficients Uij(n) obey to certain normalization. When translated
in our context, it express that there exists operators Lij such that we have for all (i, j) ∈
{0, . . . , N}2 (recall N + 1 is the dimension of H)
lim
n→∞
nεij (Uij(n)− δijI) = Lij (E.19)
where εij =
1
2
(δ0i + δ0j). As the expression (E.17) given the expression of L(n)i (ρ) only
involves the first column of U(n), we only keep the following asymptotic
U00(n) = I − 1
n
L00 + ◦
(
1
n
)
Ui0(h) =
1√
n
Li0 + ◦
(
1√
n
)
for i > 0
Another fact which will be important in the computation of limit generators is the following
claim.
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Claim 2 The unitary condition implies that there exists a self-adjoint operator H such
that :
L00 = −
(
iH +
1
2
N∑
i=1
Li0L
⋆
i0
)
Furthermore we have for all ρ ∈ S :
Tr
[
L00ρ+ ρL
⋆
00 +
∑
1≤k≤N
Lk0ρL
⋆
k0
]
= 0
because Tr[U(n)ρU⋆(n)] = 1 for all n.
We can now apply these considerations to give the asymptotic expression of non-
normalized states and probabilities given by the expression (E.17). For the non-normalized
states, we have
E0[I ⊗ Pi U(n)(ρ⊗ β)U(n)⋆ I ⊗ Pi]
= pi00 ρ+
1√
n
∑
1≤k≤N
(
pik0Lk0ρ+ p
i
0kρL
⋆
k0
)
+
1
n
[
pi00 (L00ρ+ ρL
⋆
00) +
∑
1≤k,l≤N
piklLk0ρL
⋆
l0
]
+ ◦
(
1
n
)
(E.20)
with probabilities
pi(ρ) = Tr [I ⊗ Pi U(h)(ρ⊗ β)U(h)⋆ I ⊗ Pi]
= Tr
[
E0[I ⊗ Pi U(h)(ρ⊗ β)U(h)⋆ I ⊗ Pi]
]
= pi00 +
1√
n
Tr
[ ∑
1≤k≤N
(
pik0Lk0ρ+ p
i
0kρL
⋆
k0
)]
+
1
n
Tr
[(
pi00 (L00ρ+ ρL
⋆
00) +
∑
1≤k,l≤N
piklLk0ρL
⋆
l0
)]
+ ◦
(
1
n
)
. (E.21)
The asymptotic expression of L(n)i (ρ) given by the expression (E.18) follows then from
(E.20) and (E.21). Following the fact that pi00 is equal to zero or not, we consider three
cases.
1. If pi00 = 0, then we have
L(n)i (ρ) =
∑
1≤k,l≤N p
i
klLk0ρL
⋆
l0 + ◦(1)
Tr[
∑
1≤k,l≤N p
i
klLk0ρL
⋆
l0 + ◦(1)]
1Tr[
P
1≤k,l≤N p
i
kl
Lk0ρL
⋆
l0]6=0 + ◦ (1) (E.22)
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2. If pi00 = 1, then we have
L(n)i (ρ) = ρ+
1
n
[
(L00ρ+ ρL
⋆
00) +
∑
1≤k,l≤N
piklLk0ρL
⋆
l0
]
− 1
n
Tr
[
(L00ρ+ ρL
⋆
00) +
∑
1≤k,l≤N
piklLk0ρL
⋆
l0
]
ρ+ ◦
(
1
n
)
(E.23)
3. If pi00 /∈ {0, 1}, then we have
L(n)i (ρ)
= ρ+
1√
n
[
1
pi00
∑
1≤k≤N
(
pik0Lk0ρ+ p
i
0kρL
⋆
k0
)
− 1
pi00
Tr
( ∑
1≤k≤N
(
pik0Lk0ρ+ p
i
0kρL
⋆
k0
))× ρ]
+
1
n
[
1
pi00
(
pi00 (L00ρ+ ρL
⋆
00) +
∑
1≤k,l≤N
piklLk0ρL
⋆
l0
)
+
1
(pi00)
2
Tr
( ∑
1≤k≤N
(
pik0Lk0ρ+ p
i
0kρL
⋆
k0
))2 × ρ
− 1
pi00
Tr
(
pi00 (L00ρ+ ρL
⋆
00) +
∑
1≤k,l≤N
piklLk0ρL
⋆
l0
)
× ρ
− 1
(pi00)
2
∑
1≤k≤N
(
pik0Lk0ρ+ p
i
0kρL
⋆
k0
)× Tr( ∑
1≤k≤N
(
pik0Lk0ρ+ p
i
0kρL
⋆
k0
))]
+ ◦
(
1
n
)
(E.24)
It is worth noticing that all the ◦ are uniform in ρ because we work in the set of states S
which is compact.
With this description, we can now compute the generator limit of An for any quantum
trajectory. Next we can establish continuous time model for quantum measurement. This
is the main subject of the following section.
E.2 Jump-Diffusion Models of Quantum
Measurement
In this section, we show that the limit (n→∞) of generators An of discrete quantum
trajectories gives rise to explicit infinitesimal generators. From martingale problem tech-
Cle´ment Pellegrini 275
nics, we interpret these generators as generators of Markov processes. Besides we show that
these processes are solution of jump-diffusion stochastic differential equations which are a
generalization of the classical Belavkin equations (E.3) and (E.4) presented in Introduc-
tion.
Let us make precise the notion of martingale problem in our framework (see [23],[19],[13]
and [15] for complete references). We still consider the identification of the set of states as a
compact subset of E = RP for some P . Let Π be a transition kernel on E, let a(.) = (aij(.))
be a measurable mapping on E with values in the set of positive semi-definite symmetric
P × P matrices and let b(.) = (bi(.)) be a measurable function from E to E. Let f be any
C2c (E) and let ρ ∈ E. In this article, we consider infinitesimal generators A of the form
Af(ρ) =
P∑
i=1
bi(ρ)
∂f(ρ)
∂ρi
+
1
2
P∑
i,j=1
aij(ρ)
∂f(ρ)
∂ρi∂ρj
+
∫
E
[
f(ρ+ µ)− f(ρ)−
P∑
i=1
µi
∂f(ρ)
∂ρi
]
Π(ρ, dµ) (E.25)
The notion of problem of martingale associated with such generators is expressed as follows.
Definition 8 Let ρ0 ∈ E. We say that a measurable stochastic process (ρt) on some
probability space (Ω,F , P ) is a solution of the martingale problem for (A, ρ0), if for all
f ∈ C2c (E),
Mft = f(ρt)− f(ρ0)−
∫ t
0
Af(ρs)ds, t ≥ 0 (E.26)
is a martingale with respect to Fρt = σ(ρs, s ≤ t).
It is worth noticing that we must also define a probability space (Ω,F , P ) to make explicit
a solution of a problem of martingale.
In the following section, we show that Markov generators of discrete quantum trajectory
converges to infinitesimal generators of the form (E.25).
E.2.1 Limit Infinitesimal Generators
Before to express the proposition which gives the limit infinitesimal generators of An
defined in Section 1, we define some functions which appears in the limit. For all i and all
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state ρ ∈ S, set
gi(ρ) =
( ∑
1≤k,l≤N p
i
klLk0ρL
⋆
l0
Tr[
∑
1≤k,l≤N p
i
klLk0ρL
⋆
l0]
− ρ
)
vi(ρ) = Tr
[ ∑
1≤k,l≤N
piklLk0ρL
⋆
l0
]
hi(ρ) =
1√
pi00
[ ∑
1≤k≤N
(
pik0Lk0ρ+ p
i
0kρL
⋆
k0
)− Tr[ ∑
1≤k≤N
(
pik0Lk0ρ+ p
i
0kρL
⋆
k0
) ]
ρ
]
L(ρ) = L00ρ+ ρL
⋆
00 +
∑
1≤k≤N
Lk0ρL
⋆
k0. (E.27)
This next proposition concerning limit generators follows from results of asymptotic
described in Section 1.
Proposition 21 Let A be an observable with spectral decomposition A =
∑p
i=0 λiPi where
Pi = (p
i
kl)0≤k,l≤N are its eigen-projectors. Up to permutation of eigen-projectors, we can
suppose that p000 6= 0. We define the sets
I = {i ∈ {1, . . . , p}/pi00 = 0} and
J = {1, . . . , p} \ I.
Let (ρJn(t)) be the corresponding quantum trajectory obtained from the measurement of A
and let AJn be its infinitesimal generator (cf Definition 1). Let AJ be the limit generator (if
it exists) of AJn. It is described as follows.
1. If I = {1, . . . , p}, then p000 = 1 and J = ∅, we have for all f ∈ C2c (E) :
lim
n→∞
sup
ρ∈S
∣∣AJnf(ρ)−AJf(ρ)∣∣ (E.28)
where AJ satisfies
AJf(ρ) = Dρf
(
L(ρ)
)
+
∫
E
[
f
(
ρ+ µ
)
− f(ρ)−Dρf(µ)
]
Π(ρ, dµ), (E.29)
the transition kernel Π being defined as
Π(ρ, dµ) =
p∑
i=1
vi(ρ)δgi(ρ)(dµ).
2. If I 6= {1, . . . , p}, then p000 6= 1 and J 6= ∅, we have for all f ∈ C2c (E) :
lim
n→∞
sup
ρ∈S
∣∣AJnf(ρ)−AJf(ρ)∣∣ (E.30)
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where AJ satisfies
AJf(ρ) = Dρf(L(ρ)) + 1
2
∑
i∈J S{0}
D2ρf(hi(ρ), hi(ρ))
+
∫
E
[f(ρ+ µ)− f(ρ)−Dρf(µ)] Π(ρ, dµ), (E.31)
the transition kernel Π being defined as
Π(ρ, dµ) =
∑
i∈I
vi(ρ)δgi(ρ)(dµ).
Proof: Recall that S is the set of states and it is a compact subset of E. For any
i ∈ {0, . . . , p} and for any ρ ∈ S, let compute
lim
n→∞
AJnf(ρ)
For this aim, we use asymptotic results of Section 1. As was described, there are three
cases.
1. Suppose pi00 = 0, we have,
lim
n→∞
n
(
f(L(n)i (ρ))− f(ρ)
)
pi(ρ)
=
[
f
( ∑
1≤k,l≤N p
i
klLk0ρL
⋆
l0
Tr[
∑
1≤k,l≤N p
i
klLk0ρL
⋆
l0]
)
− f(ρ)
]
Tr
[ ∑
1≤k,l≤N
piklLk0ρL
⋆
l0
]
(E.32)
Moreover, since we have f ∈ C2c and since S is compact, the function defined on S
by [
f
( ∑
1≤k,l≤N p
i
klLk0ρL
⋆
l0
Tr[
∑
1≤k,l≤N p
i
klLk0ρL
⋆
l0]
)
− f(ρ)
]
Tr
[ ∑
1≤k,l≤N
piklLk0ρL
⋆
l0
]
is uniformly continuous. As a consequence, the asymptotic concerning this case (and
the fact that all the ◦ are uniform on S cf Section 1) implies the uniform convergence.
2. Suppose pi00 = 1, by using the Taylor formula of order one, we have
lim
n→∞
n
(
f(L(n)i (ρ))− f(ρ)
)
pi(ρ)
= Dρf
([
(L00ρ+ ρL
⋆
00) +
∑
1≤k,l≤N
piklLk0ρL
⋆
l0
]
−Tr
[
(L00ρ+ ρL
⋆
00) +
∑
1≤k,l≤N
piklLk0ρL
⋆
l0
]
ρ
)
(E.33)
To obtain the uniform result, we use asymptotic of Section 1 and the uniform conti-
nuity of Df on S.
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3. Suppose P i00 /∈ {0, 1}. By applying the Taylor formula of order two, we get the
convergence∑
i/pi00 /∈{0,1}
lim
n→∞
n
(
f(L(n)i (ρ))− f(ρ)
)
pi(ρ)
=
∑
i/pi00 /∈{0,1}
[
Dρf
((
pi00 (L00ρ+ ρL
⋆
00) +
∑
1≤k,l≤N
piklLk0ρL
⋆
l0
)
−Tr
[
pi00 (L00ρ+ ρL
⋆
00) +
∑
1≤k,l≤N
piklLk0ρL
⋆
l0
]
ρ
)
+
1
2pi00
D2ρf
( ∑
1≤k≤N
(
pik0Lk0ρ+ p
i
0kρL
⋆
k0
)− Tr[ ∑
1≤k≤N
(
pik0Lk0ρ+ p
i
0kρL
⋆
k0
) ]
ρ
,
∑
1≤k≤N
(
pik0Lk0ρ+ p
i
0kρL
⋆
k0
)− Tr[ ∑
1≤k≤N
(
pik0Lk0ρ+ p
i
0kρL
⋆
k0
) ]
ρ
)]
.
(E.34)
Let explain more precisely the last equality. When we use the Taylor formula for each
i such that pi00 /∈ {0, 1}, the term
Gi(ρ) =
1√
n
Dρf
( ∑
1≤k≤N
(
pik0Lk0ρ+ p
i
0kρL
⋆
k0
)−Tr( ∑
1≤k≤N
(
pik0Lk0ρ+ p
i
0kρL
⋆
k0
))
ρ
)
appears, but we have ∑
i/pi00 /∈{0,1}
Gi(ρ) = 0
since
∑
i/pi00 /∈{0,1} p
i
k0 =
∑
i/pi00 /∈{0,1} p
i
0k =
∑p
i=0 p0k =
∑p
i=0 pk0 = 0 for any k > 0
(indeed we have
∑p
i=0 Pi = I). Furthermore this convergence is uniform for the same
arguments as previously.
These three convergence allow us to obtain the two different cases of the proposition. The
first case of Proposition 2 follows from the first two convergences described above, the
second case follows from the first and the third convergences above. Before to describe this
in details, we have to notice that
p∑
i=0
∑
1≤k,l≤N
piklLk0ρL
⋆
l0 =
∑
1≤k≤N
Lk0ρL
⋆
k0
since we work with eigen-projectors (
∑p
i=0 Pi = Id). This fact will be used several times.
Moreover, we have
Tr[L(ρ)] = Tr
[
L00ρ+ ρL
⋆
00 +
∑
1≤k≤N
Lk0ρL
⋆
k0
]
= 0
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because of Claim 2 in Section 1 concerning the fact that U is a unitary operator.
Using these facts, in case pi00 = 0, the limit can be written as∫
E
[
f(ρ+ µ)− f(ρ)−Dρf(µ)
]
vi(ρ)δgi(ρ)(dµ) +Dρf(gi(ρ))vi(ρ).
Besides, we have
Dρf(gi(, ρ))vi(ρ) = Dρf
( ∑
1≤k,l≤N
piklLk0ρL
⋆
l0 − Tr
[ ∑
1≤k,l≤N
piklLk0ρL
⋆
l0
]
ρ
)
.
Hence it implies the first case of Proposition 2. For I = {1, . . . , p}, we get indeed
AJf (ρ) = Dρf(L(ρ)− Tr[L(ρ)]ρ) +
∫
E
[f(ρ+ µ)− f(ρ)−Dρf(µ)]Π(ρ, dµ)
= Dρf(L(ρ)) +
∫
E
[f(ρ+ µ)− f(ρ)−Dρf(µ)]Π(ρ, dµ).
A similar reasonment gives the expression of the infinitesimal generator in the second
case where I 6= {1, . . . , p} and the proposition is proved. 
It is worth noticing that generators AJ are generators of type (E.25), it suffices to
expand the differential terms Dρf and D
2
ρf in terms of partial derivatives
∂f
∂ρj
and ∂
2f
∂ρi∂ρj
.
In the next section, we present continuous time stochastic models which follows from
problems of martingale for the limit infinitesimal generators AJ .
E.2.2 Solutions of Problem of Martingale
In all this section, we consider an observable A with spectral decomposition
A =
∑
i∈I
λiPi +
∑
j∈J S 0
λjPj, (E.35)
where I and J are the subsets of {1, . . . , p} involved in Proposition 2. Let AJ be the
associated limit generator and let ρ0 be a state. In order to solve the problem of martingale
for (AJ , ρ0), by Definition 8, we have to define a probability space (Ω,F , P ) and a stochastic
process (ρJt) such that the process
Mft = f(ρJt )− f(ρ0)−
∫ t
0
AJf(ρJs)ds (E.36)
is a martingale for the natural filtration of (ρJt ).
A classical way to solve the problem of martingale is to define the solution through a
stochastic differential equation ([13],[16]).
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Let define a suitable probability space which satisfies the martingale problem. Consider
(Ω,F , P ) a probability space which supports a (p+1)-dimensional Brownian motion W =
(W0, . . . ,Wp) and p independent Poisson point processes (Ni)1≤i≤p on R2 and independent
of the Brownian motion.
As there are two types of limit generators in Proposition 21, we define two types of
stochastic differential equations in the following way. Let ρ0 be an initial deterministic
state.
1. In case J = ∅, we define the following stochastic differential equation on (Ω,F , P )
ρJt = ρ0 +
∫
L(ρJs−)ds+
p∑
i=1
∫ t
0
∫
R
gi(ρ
J
s−)10<x<vi(ρJs−) [Ni(dx, ds)− dxds] . (E.37)
2. In case J 6= ∅, we define
ρJt = ρ0 +
∫
L(ρJs−)ds+
∑
i∈J S{0}
∫ t
0
hi(ρ
J
s−)dWi(s)
+
∑
i∈I
∫ t
0
∫
R
gi(ρ
J
s−)10<x<vi(ρJs−) [Ni(dx, ds)− dxds] . (E.38)
In this way of writing, these stochastic differential equations have a meaning only if
the process-solution takes values in the set of states (in general the term vi(ρ) is not real
for all operator ρ). We must modify the expression in order to consider such equation in a
general way for all process which takes values in operators on H0. For all i, we define when
it has a meaning :
g˜i(ρ) =
∑
1≤k,l≤N p
i
klLk0ρL
⋆
l0
Re(vi(ρ))
.
Hence we consider the modified stochastic differential equations
ρJt = ρ0 +
∫
L(ρJs−)ds+
p∑
i=1
∫ t
0
∫
R
g˜i(ρ
J
s−)10<x<Re(vi(ρJs−)) [Ni(dx, ds)− dxds](E.39)
and
ρJt = ρ0 +
∫
L(ρJs−)ds+
∑
i∈J S{0}
∫ t
0
hi(ρ
J
s−)dWi(s)
+
∑
i∈I
∫ t
0
∫
R
g˜i(ρ
J
s−)10<x<Re(vi(ρJs−)) [Ni(dx, ds)− dxds] , (E.40)
Let ρ be a state. The fact that Re(vi(ρ)) = vi(ρ) and g˜i(ρ) = gi(ρ) implies that a solution
(ρJt ) of the equation (E.39) (resp (E.40)) is a solution of the equation (E.37) (resp (E.38))
when the process (ρJt ) takes values in the set of states.
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We proceed in the following way to solve the problem of martingale (E.36). Firstly
we show that the modified equations (E.39) and (E.40) admit a unique solution (we will
see below that it needs another modification), secondly we show that solutions of (E.39)
and (E.40) can be obtained as limit (in distribution) of discrete quantum trajectories (cf
Section 3). Finally we show that the property of being a process valued in the set of states
follows from convergence (cf Section 3) and we conclude that solutions of (E.39) and (E.40)
takes values in the set of states. Moreover, we show that they are solutions of problem of
martingale (E.36).
The fact that if solutions of (E.39) and (E.40) takes values in the set of states, they
are solutions of martingale problem (E.36) is expressed in the following proposition.
Proposition 22 Let ρ0 be any initial state.
If the modified stochastic differential equations (E.39) admits a solution (ρJt ) which
takes values in the set of states, then it is a solution of the problem of martingale (AJ , ρ0)
in the case I = {1, . . . , p}.
If the modified stochastic differential equations (E.40) admits a solution (ρJt ) which
takes values in the set of states, then it is a solution of the problem of martingale (AJ , ρ0)
in the case J 6= ∅.
As a consequence, if A˜J designs the infinitesimal generator of a solution of (E.40) or
(E.39), then we have A˜Jf(ρ) = AJf(ρ) for all state ρ and all functions f ∈ C2c .
Proof: Recall we assume that processes take values in the set of states. For any state
ρ, we have Re(vi(ρ)) = vi(ρ) and g˜i(ρ) = gi(ρ) and the part concerning the generators
follows. Concerning the martingale problem, it is a consequence of the Itoˆ formula. Let
ρJt = (ρ
J
1(t), . . . , ρ
J
P (t)) denote the coordinates of a solution of (E.37) or (E.38) (with
identification between the set of operators on H0 and RP ), we have for all f ∈ C2c
f(ρJt )− f(ρ0) =
P∑
i=1
∫ t
0
∂f(ρJs−)
∂ρJi
dρJi (s)
+
1
2
P∑
i,j=1
∫ t
0
∂f(ρJs−)
∂ρJi ∂ρ
J
j
d[ρJi (s), ρ
J
j (s)]
c
+
∑
0≤s≤t
[
f(ρJs)− f(ρJs−)−
P∑
i=1
∂f(ρJs−)
∂ρJi
∆ρJi (s)
]
(E.41)
where [ρJi (.), ρ
J
j (.)]
c denotes the continuous part of [ρJi (.), ρ
J
j (.)].
Let us deal with the case where J 6= ∅. If (ei)1≤i≤P designs the canonical basis of
R
P , then we have ρJi (t) = 〈ρJt , ei〉 for all t 6= 0. Hence we have dρJi (t) = 〈dρJt , ei〉. As a
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consequence we have for all i ∈ {1, . . . , P}
ρJi (t) = ρ0 +
∫
〈L(ρJs−), ei〉ds+
∑
k∈J S{0}
∫ t
0
〈
hk(ρ
J
s−), ei
〉
dWk(s)
+
∑
k∈I
∫ t
0
∫
R
〈gk(ρJs−), ei〉10<x<vk(ρJs−) [Nk(dx, ds)− dxds] . (E.42)
It implies that
[ρJi (t), ρ
J
j (t)]
c =
∑
k∈J S{0}
∫ t
0
〈
hk(ρ
J
s−), ei
〉 〈
hk(ρ
J
s−), ei
〉
ds
since [Wi(t),Wj(t)] = δijt. Furthermore, if we set by g
i
k(ρ) = 〈gk(ρ), ei〉, then we get that
the process
∑
0≤s≤t
[
f(ρJs)− f(ρJs−)−
P∑
i=1
∂f(ρJs−)
∂ρi
∆ρJi (s)
]
−
∑
k∈J
∫ t
0
∫
R
[
f(ρJs− + gk(ρ
J
s−))− f(ρJs−)−
P∑
i=1
∂f(ρJs−)
∂ρi
gik(ρ
J
s−)
]
10<x≤vk(ρJs−)Nk(dx, ds)
is a martingale. Hence we have
∑
k∈J
∫ t
0
∫
R
[
f(ρJs− + gk(ρ
J
s−))− f(ρJs−)−
P∑
i=1
∂f(ρJs−)
∂ρJi
gik(ρ
J
s−)
]
10<x≤vk(ρJs−)Nk(dx, ds)
−
∑
k∈J
∫ t
0
∫
R
[
f(ρJs− + gk(ρ
J
s−))− f(ρJs−)−
P∑
i=1
∂f(ρJs−)
∂ρJi
gik(ρ
J
s−)
]
10<x≤vk(ρJs−)dxds(E.43)
is a martingale because each Nk is a Poisson point process with intensity measure dx⊗ ds.
Furthermore we have∑
k∈J
∫ t
0
∫
R
[
f(ρJs− + gk(ρ
J
s−))− f(ρJs−)−
P∑
i=1
∂f(ρJs−)
∂ρJi
gik(ρ
J
s−)
]
10<x≤vk(ρJs−)dxds
=
∑
k∈J
∫ t
0
[
f(ρJs− + gk(ρ
J
s−))− f(ρJs−)−
P∑
i=1
∂f(ρJs−)
∂ρJi
gik(ρ
J
s−)
]
vk(ρ
J
s−)ds
=
∫ t
0
[
f(ρJs− + µ)− f(ρJs−)−DρJs−f(µ)
]
Π(ρJs−, dµ). (E.44)
As the Lebesgue measure of the set of times where ρJs− 6= ρJs is equal to zero, we get that
f(ρJt )− f(ρ0)−
∫ t
0
AJf(ρJs−)ds = f(ρJt )− f(ρ0)−
∫ t
0
AJf(ρJs)ds
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and it defines a martingale with respect to the natural filtration of (ρt) and the proposition
is proved. 
As announced, the first step consists in proving that equations (E.39) and (E.40) admit
a unique solution. Concerning the equation (E.39), we consider the following way of writing
ρJt = ρ0 +
∫ t
0
L(ρJs−)−
p∑
i=1
g˜i(ρ
J
s−)Re(vi(ρ
J
s−))ds
+
p∑
i=1
∫ t
0
∫
R
g˜i(ρ
J
s−)10<x<Re(vi(ρJs−))Ni(dx, ds), (E.45)
and in the same way for equation (E.40) we consider
ρJt = ρ0 +
∫ t
0
L(ρJs−)−
∑
i∈I
g˜i(ρ
J
s−)Re(vi(ρ
J
s−))ds+
∑
i∈J S{0}
∫ t
0
hi(ρ
J
s−)dWi(s)
+
∑
i∈I
∫ t
0
∫
R
g˜i(ρ
J
s−)10<x<Re(vi(ρJs−))Ni(dx, ds) (E.46)
Sufficient conditions (see [22]), in order to prove that equations (E.45) and (E.46)
admit a unique solution can be expressed as follows. On the one hand the functions L(.),
hi(.) and g˜i(.)Re(vi(.)) must be Lipschitz for all i. On the other hand functions Re(vi(.))
must satisfy that there exists a constant K such that we have, for all i and all operator ρ
on H0 ≃ RP
sup
ρ∈RP
|Re(vi(ρ))| ≤ K (E.47)
Actually such conditions (Lipschitz and (E.47)) are not satisfied by the functions L(.), hi(.),
Re(vi(.)) and g˜i(.)Re(vi(.)). However these functions are C
∞, hence these conditions are
in fact locally satisfied. Therefore a truncature method cam be used to make the functions
L(.), hi(.) and g˜i(.)Re(vi(.)) Lipschitz and functions Re(vi(.)) bounded. It is described as
follows.
Fix k > 0. A truncature method means that we compose the functions L(.), hi(.),
Re(vi(.) and g˜i(.)Re(vi(.)) with a truncature function φ
k of the form
φk(x) = (ψk(xi))i=1,...,P where (E.48)
ψk(xi) = −k1xi≤−k + xi1|xi|<k + k1xi 6=k (E.49)
(E.50)
for all x = (xi) ∈ RP . Hence, if F is any function defined on RP , we define the function
F k on RP by
F k(x) = F
(
φk(x)
)
for all x ∈ RP . By extension we will note F k(ρ) when we deal with operators on H0.
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As a consequence, functions Lk(.), hki (.) and g˜
k
i (.)Re(v
k
i (.) become Lipschitz. Further-
more, as φk is a bounded function, we have
sup
i
sup
ρ∈RP
|Re(vki (ρ))| ≤ K.
This theorem follows from these conditions.
Theorem 42 Let k ∈ R+ and let ρ0 be any operator on H0. The following stochastic
differential equations, in case J = ∅,
ρJt = ρ0 +
∫ t
0
Lk(ρJs−)−
p∑
i=1
g˜ki (ρ
J
s−)Re(v
k
i (ρ
J
s−))ds
+
p∑
i=1
∫ t
0
∫
R
g˜ki (ρ
J
s−)10<x<Re(vki (ρJs−))Ni(dx, ds), (E.51)
and in case J 6= ∅
ρJt = ρ0 +
∫ t
0
Lk(ρJs−)−
∑
i∈I
g˜ki (ρ
J
s−)Re(v
k
i (ρ
J
s−))ds+
∑
i∈J S{0}
∫ t
0
hki (ρ
J
s−)dWi(s)
+
∑
i∈I
∫ t
0
∫
R
g˜ki (ρ
J
s−)10<x<Re(vki (ρJs−))Ni(dx, ds) (E.52)
admit a unique solution.
Let AJk be the infinitesimal generator of the solution of an equation of the form (E.51)
or (E.52). For any f ∈ C2c and any state ρ, we have for all k > 1
AJkf(ρ) = AJf(ρ).
where AJ are the infinitesimal generators defined in Proposition 2. Furthermore in all
cases, the processes defined by
N
i
t =
∫ t
0
∫
R
10<x<Re(vki (ρJs−))Ni(dx, ds) (E.53)
are counting processes with stochastic intensity
t→
∫ t
0
[
Re(vi(ρ
J
s−))
]+
ds,
where (x)+ = max(0, x).
Proof: The part of this theorem concerning generators is the equivalent of Proposition
22. This follows from Proposition 22 and from the fact that, on the set of states S, we have
φk(ρ) = ρ for all k > 1. Indeed if ρ = (ρi)i=1,...,P is a state, we have |ρi| ≤ 1 for all i.
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The last part of this theorem follows from properties of Random Poisson Measure
Theory and is treated in details in [29] for classical Belavkin equations (E.4). The proof of
Theorem 3 follows from Lipschitz character and works of Jacod and Protter in [22].
Let us investigate the proof in the case where J 6= ∅ (the case J = ∅ is easy to adapt
to this case with a similar proof).
Let us prove that equation (E.52) admits a unique solution (we suppress the index
J in the solution to lighten the way of writing ; we suppress also the index k concerning
the truncature). As we have supi supρ∈RP |Re(vi(ρ))| ≤ K, we can consider Poisson point
process on R× [0, K] ; the part concerning the counting process can be then written as∫ t
0
∫
[0,K]
g˜i(ρs−)10<x<Re(vi(ρs−))N(dx, ds)
Hence for all i ∈ I the process
Ni(t) = card{Ni(., [0, t]× [0, K])} (E.54)
defines a classical Poisson process of intensity K. As a consequence, for all t, it defines a
random sequence {(τ ik, ξik), k ∈ {1, . . .Ni(t)}} where τ ik designs the jump time of Ni(.) and
the ξik’s are independent uniform random variables on [0, K]. Consequently, the solution of
the stochastic differential equation is given by
ρt = ρ0 +
∫ t
0
L(ρs−)ds−
∑
i∈I
∫ t
0
g˜i(ρs−)Re(vi(ρs−)ds
+
∑
i∈jS{0}
∫ t
0
hi(ρs−)dWi(s) +
∑
i∈I
Ni(t)∑
k=1
g˜i(ρτ i
k
−)1
0<ξi
k
≤Re
„
vi(ρτi
k
−
« (E.55)
The solution (E.55) is described as follow. Thanks to the Lipschitz property (following
from the truncature), there exists a unique solution (ρ1t ) of the equation
ρ1t = ρ0 +
∫ t
0
L(ρ1s−)ds−
∑
i∈I
∫ t
0
g˜i(ρ
1
s−)Re(vi(ρ
1
s−)ds
+
∑
i∈jS{0}
∫ t
0
hi(ρ
1
s−)dWi(s) (E.56)
For all i ∈ I, this solution (ρ1t ) defines the function t→ Re(vi(ρ1t−)). We define the random
stopping time
T1 = inf
{
t/
∑
i∈I
∫ t
0
∫
[0,K]
10<x<Re(vi(ρ1s−))Ni(dx, ds) > 1
}
.
By definition of Poisson point processes and by independence, we have for all i 6= j :
P
[
∃ t
/∫ t
0
∫
[0,K]
10<x<Re(vi(ρ1s−))Ni(dx, ds) =
∫ t
0
∫
[0,K]
10<x<Re(vi(ρ1s−))Nj(dx, ds)
]
= 0
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As a consequence at T1, there exists a unique index iT1 such that∫ T1
0
∫
[0,K]
1
0<x<Re
“
viT1
(ρ1s−)
”NiT1 (dx, ds) = 1,
and all the other terms concerning the other Poisson point processes (for different indexes
of iT1) are equal to zero. Moreover, we have almost surely∫ T1
0
∫
[0,K]
1
0<x<Re
“
viT1
(ρ1s−)
”NiT1 (dx, ds) =
NiT1∑
k=1
1
0<ξ
iT1
k
<Re
“
viT1
(ρ1
T1−
)
”
We define then the solution of (E.51) on [0, T1] in the following way{
ρt = ρ
1
t on [0, T1[
ρT1 = g˜iT1 (ρT1−)
(E.57)
The operator ρT1 can then be considered as the initial condition of the equation (E.56).
Therefore we consider for t > T1 the process (ρ
2
t ) defined by
ρ2t = ρT1 +
∫ t
T1
L(ρ2s−)ds−
∑
i∈I
∫ t
T1
g˜i(ρ
2
s−)Re(vi(ρ
2
s−)ds
+
∑
i∈jS{0}
∫ t
T1
hi(ρ
2
s−)dWi(s). (E.58)
In the same fashion as the definition of T1, we can define the random stopping time T2 as
T2 = inf
{
t > T1/
∑
i∈I
∫ t
T1
∫
[0,K]
10<x<Re(vi(ρ2s−))Ni(dx, ds) > 1
}
.
By adapting the expression (E.57), we can define the solution on [T1, T2] and so on. By in-
duction, we define then the solution of (E.51). The uniqueness comes from the uniqueness
of solution for diffusive equations of type of (E.58). Because of the fact that the intensity of
the counting process is bounded, we do not have time of explosion and we have a solution
defined for all time t (see [29] or [22] for all details concerning such stochastic differential
equations). 
Equations (E.51) or (E.52) (with truncature) admit then a unique solution (ρt). In
Section 3, from convergence result, we show that these solutions are valued in the set of
states, the truncature method will be then not necessary. Therefore solutions of (E.51) and
(E.52) become solutions of (E.45) and (E.46) and as they are valued in the set of states
they become solutions of (E.37) and (E.37).
Before to tackle the problem of convergence in Section 3, let us give a proposition
concerning martingale problem for (AJ , ρ0) (for some ρ0) and uniqueness of the solution
for such problem. This will be namely useful in Section 3.
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Proposition 23 Let ρ0 be any operator. Let AJk be the infinitesimal generator of the pro-
cess (ρJt ), solution of a truncated equation of the form (E.51) or (E.52).
The process (ρJt ) is then the unique solution in distribution of the martingale problem
(AJk , ρ0).
The fact that the solution of a stochastic differential equation (E.51) or (E.52) is a
solution of the martingale problem for the corresponding infinitesimal generator follows
from Ito formula as in Proposition 3.
This proposition means that all other solution of the martingale problem for (AJ , ρ0)
have the same distribution of the solution (ρJt ) of the associated stochastic differential
equation. This result is classical in Markov Process Generator Theory, it follows from the
pathwise uniqueness of the solutions of equations (E.51) and (E.52) (see [15] for a complete
reference about existence and uniqueness of solutions for problems of martingale).
E.3 Convergence of Discrete Quantum Trajectories
In all this section, we consider an observable A of the form (E.35) with associated
subset J and I as in Proposition 2. Furthermore we consider an integer k > 1 and the
associated truncated stochastic differential equations (E.51) or (E.52).
In this section, we show that the discrete quantum trajectory (ρJn(t)) (describing the
successive measurements of A) converges in distribution to the solution of the martingale
problem for (AJk , ρ0) given by the solution of the corresponding truncated equations (E.51)
or (E.52). Next we show that such convergence results allow to conclude that solutions of
(E.51) or (E.52) are valued in the set of states.
Let ρ0 be any initial state. In order to prove that the discrete trajectory starting from
ρ0 converges in distribution, we show at first that the finite dimensional distributions of the
discrete process (ρJn(t)) converge to the finite dimensional distribution of the solution of the
martingale problem (AJk , ρ0). Secondly we show that the discrete process (ρJn(t)) is tight
and the convergence follows. For the weak convergence of finite dimensional distributions,
we use the following theorem of Ethier and Kurtz [15] translated in the context of quantum
trajectories.
Theorem 43 Let AJk be the infinitesimal generator of the solution of the corresponding
equation (E.51) or (E.52). Let (Fnt ) be a filtration and let (ρJn(.)) be a ca`dla`g Fnt adapted-
process which is relatively compact (or tight). Let ρ0 be any state.
Suppose that :
1. The martingale problem (AJk , ρ0) has a unique solution(in distribution) ;
2. ρJn(0) = ρ0 ;
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3. for all m ≥ 0, for all 0 ≤ t1 < t2 < . . . < tm ≤ t < t + s, for all function (θi)i=1,...,m
and for all f in C2c we have :
lim
n→∞
E
[(
f(ρJn(t+ s))− f(ρJn(t)−
∫ t+s
t
AJkf(ρJn(s))ds
) m∏
i=1
θi(ρ
J
n(ti))
]
= 0. (E.59)
Then (ρJn(.)) converges in distribution to the solution of the martingale problem for (AJk , ρ0).
Theorem 4 of Ethier and Kurtz imposes to have uniqueness of solution for the martingale
problem, this follows from Proposition 4 of Section 2. This Theorem expresses the fact that
if a subsequence of (ρn(t)) converges in distibution to a stochastic process (Yt), necessarily
this process is a solution of the problem of martingale associated with (AJk , ρ0).. Indeed,
from the convergence property (E.59), the process (Yt) satisfies
E
[(
f(Yt+s)− f(Yt)−
∫ t+s
t
AJkf(Ys) ds
) m∏
i=1
θi(ρ
J
n(ti))
]
= 0. (E.60)
As this equality is satisfied for all m ≥ 0, for all 0 ≤ t1 < t2 < . . . < tm ≤ t < t+ s, for all
function (θi)i=1,...,m and for all f in C
2
c , this implies the martingale property of the process
t→ f(Yt)− f(Y0)−
∫ t
0
AJf(Ys)ds.
Hence, the uniqueness of the solution of the problem of martingale allow to conclude to the
convergence of finite dimensional distributions and the tightness property allow to conclude
to the convergence in distribution for stochastic processes.
Let us deal with the application of Theorem 4 in the context of quantum trajectories.
Concerning the definition of a filtration (Fnt ), we consider the natural filtration of the
discrete quantum trajectory (ρJn(t)), that is, if r/n ≤ t < (r + 1)/n we have
Fnt = σ(ρJn(s), s ≤ t) = σ(ρJp, p ≤ r).
It is obvious that Fnt = Fnr/n.
Assume tightness for instance. In order to conclude, it suffices to prove the assertion
(E.59). As k is supposed to be strictly larger than 1, recall that infinitesimal generators of
quantum trajectories AJ satisfy for all f ∈ C2c and for all states ρ
AJkf(ρ) = AJf(ρ).
The assertion (E.59) follows then from this proposition.
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Proposition 24 Let ρ0 be any state. Let (ρ
J
n(.)) be a quantum trajectory starting from ρ0.
Let Fnt be the natural filtration of (ρJn(.)). We have :
lim
n→∞
E
[(
f(ρJn(t+ s))− f(ρJn(t)−
∫ t+s
t
AJkf(ρJn(s))ds
) m∏
i=1
θi(ρ
J
n(ti))
]
= lim
n→∞
E
[(
f(ρJn(t+ s))− f(ρJn(t)−
∫ t+s
t
AJf(ρJn(s))ds
) m∏
i=1
θi(ρ
J
n(ti))
]
= 0 (E.61)
for all m ≥ 0, for all 0 ≤ t1 < t2 < . . . < tm ≤ t < t + s, for all functions (θi)i=1,...,m and
for all f in C2c .
Proof: The discrete quantum trajectory (ρJn(t)) is valued in the set of states, we then
have for all s ≥ 0
AJkf(ρJn(s)) = AJf(ρJn(s)).
Let m ≥ 0, let 0 ≤ t1 < t2 < . . . < tm ≤ t < t+ s, let (θi)i=1,...,m and let f be functions in
C2c , we have
E
[(
f(ρJn(t+ s))− f(ρJn(t)−
∫ t+s
t
AJf(ρJn(s))ds
) m∏
i=1
θi(ρ
J
n(ti))
]
= E
[
E
[(
f(ρJn(t+ s))− f(ρJn(t)−
∫ t+s
t
AJf(ρJn(s))ds
) m∏
i=1
θi(ρ
J
n(ti))
]
/Fnt
]
= E
[
E
[(
f(ρJn(t+ s))− f(ρJn(t)−
∫ t+s
t
Aif(ρn(s))ds
)
/Fnt
] m∏
i=1
θi(ρ
J
n(ti))
]
(E.62)
Let n be fixed, from definition of infinitesimal generators for Markov chains (see [31]) we
have that
f(ρJn(k/n))− f(ρ0)−
k−1∑
j=0
1
n
AJnf(ρJn(j/n)) (E.63)
is a (Fnk/n) martingale (this is the discrete equivalent of solutions for problems of martingale
for discrete processes).
Suppose r/n ≤ t < (r + 1)/n and l/n ≤ t + s < (l + 1)/n, we have Fnt = Fnr/n. The
random states ρJn(t) and ρ
J
n(t + s) satisfy then ρ
J
n(t) = ρ
J
n(r/n) and ρ
J
n(t + s) = ρ
J
n(l/n).
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The martingale property (E.63) implies then
E
[
f(ρJn(t+ s))− f(ρJn(t)
/
Fnt
]
= E
[
f(ρJn(l/n))− f(ρJn(k/n)
/
Fnr/n
]
= E
[
l−1∑
j=k
1
n
AJnf(ρn(j/n))
/
Fnr/n
]
= E
[∫ t+s
t
AJnf(ρJn(s))ds
/
Fnt
]
+E
[(
t− r
n
)
AJnf(ρJn(t)) +
(
l
n
− (t+ s)
)
AJnf(ρJn(t+ s))
/
Fnt
]
. (E.64)
As a consequence, we have∣∣∣∣∣E
[(
f(ρJn(t+ s))− f(ρJn(t)−
∫ t+s
t
AJf(ρJn(s))
) m∏
i=1
θi(ρ
J
n(ti))
] ∣∣∣∣∣
≤ E
[∣∣∣∣ ∫ t+s
t
(
AJnf(ρn(s))−AJf(ρJn(s))
)
ds
∣∣∣∣] m∏
i=1
‖θi‖∞
+E
[∣∣∣∣ (t− [nt]n
)
Anf(ρJn(t)) +
(
[n(t+ s)]
n
− (t+ s)
)
AJnf(ρJn(t+ s))
∣∣∣∣] m∏
i=1
‖θi‖∞
≤ M sup
ρ∈S
∣∣∣∣AJnf(ρ)−AJf(ρ)∣∣∣∣+ Ln supρ∈S
∣∣∣∣AJnf(ρ)∣∣∣∣ (E.65)
where M and L are constant depending on ‖hi‖ and s. Thanks to the condition of uniform
convergence of Proposition 2, we obtain
lim
n→∞
∣∣∣∣∣E
[(
f(ρJn(t+ s))− f(ρJn(t)−
∫ t+s
t
Aif(ρJn(s))
) m∏
i=1
θi(ρ
J
n(ti))
] ∣∣∣∣∣ = 0 (E.66)

Finally, in order to apply Theorem 4 of Ethier and Kurtz, it suffices to prove the
tightness of the discrete quantum trajectory. The following lemma will be useful when we
deal with this question.
Lemma 2 There exists a constant KJ such that for all (r, l) ∈ (N⋆)2 satisfying r < l, we
have almost surely :
E
[
‖ρJl − ρJr‖2
/
M(n)r
]
≤ KJ l − r
n
, (E.67)
where M(n)r = Fnr/n = σ{ρJj , j ≤ r}.
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Proof: Let us deal with the case where J 6= ∅ and I 6= ∅ (this is the most general case).
Let r < l, we have
E
[‖ρil − ρir‖2/M(n)r ] = E [E [‖ρil − ρir‖2/M(n)l−1]/M(n)r ]
Hence we have
E
[
‖ρJl − ρJr‖2/M(n)l−1
]
= E
∥∥∥∥∥
p∑
j=0
L(n)j (ρJl−1)1l+1j − ρJr
∥∥∥∥∥
2/
M(n)l−1

= E
[
p∑
j=0
∥∥∥L(n)j (ρJl−1)− ρJr∥∥∥2 pjl (ρJl−1)/M(n)l−1
]
= E
[
p∑
j=0
∥∥∥L(n)j (ρJl−1)− ρJl−1 + ρJl−1 − ρJr∥∥∥2 pjl (ρJl−1)/M(n)l−1
]
=
∑
j∈I
E
[∥∥∥L(n)j (ρJl−1)− ρJl−1 + ρJl−1 − ρJr∥∥∥2 pjl (ρJl−1)/M(n)l−1](E.68)
+
∑
j∈J S{0}
E
[∥∥∥L(n)j (ρJl−1)− ρil−1 + ρil−1 − ρik∥∥∥2 pjl (ρl−1)/M(n)l−1]
(E.69)
As I is supposed to be not empty, for the first term of (E.68) we have for all i ∈ I
pil(ρ
J
l−1) =
1
n
(vi(ρ
J
l−1) + ◦(1))
where functions vi(.) are defined in Section 2. As L(n)i (ρ) converges uniformly in ρ ∈ S, set
R = sup
j∈I
sup
n
sup
(ρ,µ)∈S2
{∥∥∥L(n)j (ρ)− µ∥∥∥2 (vi(ρ) + ◦(1))
}
.
This constant is finite because all the ◦′s are uniform in ρ. We have then almost surely
∑
j∈I
E
[∥∥∥L(n)j (ρJl−1)− ρJl−1 + ρJl−1 − ρJr∥∥∥2 pjl (ρJl−1)/M(n)l−1] ≤ card(J)×Rn
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For the second term of (E.68) we have∑
j∈J S{0}
E
[∥∥∥L(n)j (ρJl−1)− ρJl−1 + ρJl−1 − ρJr∥∥∥2 pjl (ρJl−1)/M(n)l−1]
=
∑
j∈J S{0}
E
[∥∥∥L(n)j (ρJl−1)− ρJl−1∥∥∥2 pjl (ρJl−1)/M(n)l−1]
+
∑
j∈J S{0}
E
[
2Re
(
〈L(n)j (ρJl−1)− ρJl−1, ρJl−1 − ρJr〉
)
pjl (ρ
J
l−1)
/
M(n)l−1
]
+
∑
j∈J S{0}
E
[∥∥ρJl−1 − ρJr∥∥2 pjl (ρJl−1)/M(n)l−1] (E.70)
Concerning the indexes j ∈ J ⋃{0}, we have
L(n)j (ρJl−1)− ρJl−1 =
1√
n
(hj(ρ
J
l−1) + ◦(1)).
In the same way as the constant R, we define
S = sup
j∈J S{0}
sup
n
sup
ρ∈S
‖hj(ρ) + ◦(1)‖2 pj(ρ).
For the first term of (E.70), it implies that we have almost surely∑
j∈J S{0}
E
[∥∥∥L(n)j (ρJl−1)− ρJl−1∥∥∥2 pjl (ρJl−1)/M(n)l−1] ≤ (cardJ + 1)× Sn .
Furthermore, as we have
∑
j∈J S{0} pjl (ρJl−1) ≤ 1 almost surely, we get almost surely∑
j∈J S{0}
E
[∥∥ρJl−1 − ρJr∥∥2 pjl (ρl−1)/M(n)l−1] ≤ E [∥∥ρJl−1 − ρJr∥∥2/M(n)l−1] .
For the second term of (E.70), we have∑
j∈J S{0}
E
[
2Re
(〈
L(n)j (ρJl−1)− ρJl−1, ρJl−1 − ρJr
〉)
pjl (ρ
J
l−1)
/
M(n)l−1
]
= E
2Re
〈 ∑
j∈J S{0}
(
L(n)j (ρJl−1)− ρJl−1
)
pjl (ρ
J
l−1) , ρ
J
l−1 − ρJr
〉/M(n)l−1

Let us treat this term. As in the proof of Proposition 2 concerning infinitesimal generators,
with the asymptotic of L(n)i in this situation, we have uniformly in ρ ∈ S :∑
j∈J S{0}
(
L(n)j (ρ)− ρ
)
pjl (ρ) =
1
n
(H(ρ) + ◦(1)),
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since the terms in 1/
√
n disappear by summing over j ∈ J ⋃{0}. As a consequence, by
defining the finite constant W as
W = sup
n
sup
(ρ,µ)∈S2
{∣∣∣∣∣∣2Re
〈 ∑
j∈J S{0}
n
(
L(n)j (ρ)− ρ
)
pjl (ρ) , ρ− µ
〉∣∣∣∣∣∣
}
,
we have then almost surely
∑
j∈J S{0}
E
[
2Re
(〈
L(n)j (ρJl−1)− ρJl−1, ρJl−1 − ρJr
〉)
pjl (ρ
J
l−1)
/
M(n)l−1
]
≤ W
n
Let us stress that the constant W are independent of l and r. Therefore, we can conclude
that there exists a constant KJ such that for all r < l, we have almost surely
E
[
‖ρJl − ρJr‖2 /M(n)l−1
]
≤ KJ
n
+ E
[∥∥ρJl−1 − ρJr∥∥2 /M(n)l−1] . (E.71)
It implies that almost surely
E
[
‖ρJl − ρJr‖2 /M(n)k
]
≤ KJ
n
+ E
[∥∥ρJl−1 − ρJr∥∥2 /M(n)r ] . (E.72)
Thus by conditioning successively by M(n)l−i with i ∈ {2, . . . , l − r} and by induction, we
can show
E
[
‖ρJl − ρJr‖2 /M(n)r
]
≤ KJ(l − r)
n
.
The same results hold when J = ∅ or I = ∅ by similar computations. 
This lemma implies the following proposition which expresses the tightness property of
the discrete quantum trajectory.
Proposition 25 Let (ρJn(t)) be the quantum trajectory. There exists some constant ZJ
such that for all t1 < t < t2 :
E
[‖ρn(t2)− ρn(t)‖2‖ρn(t)− ρn(t1)‖2] ≤ ZJ(t2 − t1)2. (E.73)
Therefore, the discrete quantum trajectory (ρJn(t)) is tight.
Proof: The inequality (E.73) implies the tightness of (ρn(t)) (see [10]). Let us prove
(E.73). It is worth noticing that M(n)k = Fnk/n where Fnt is the natural filtration of (ρJn).
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Thanks to the previous lemma we then have :
E
[‖ρJn(t2)− ρJn(t)‖2‖ρJn(t)− ρn(t1)‖2]
= E
[‖ρJn([nt2])− ρJn([nt])‖2‖ρJn([nt])− ρJn([nt1])‖2]
= E
[
E
[‖ρJn([nt2])− ρJn([nt])‖2‖ρJn([nt])− ρJn([nt1])‖2/Fn[nt]/n]]
= E
[
E
[‖ρJn([nt2])− ρJn([nt])‖2/Fn[nt]/n] ‖ρJn([nt])− ρn([nt1])‖2]
≤ E
[
KJ([nt2]− [nt])
n
‖ρJn([nt])− ρJn([nt1])‖2
]
≤ KJ([nt2]− [nt])
n
E
[
E
[‖ρJn([nt])− ρJn([nt1])‖2/Fn[nt1]/n]]
≤ KJ([nt2]− [nt])
n
KJ([nt]− [nt1])
n
≤ ZJ(t2 − t1)2,
with ZJ = 4(KJ)
2 and the result follows. 
Therefore we have proved the tightness property of discrete quantum trajectories and
we can now express the final theorem.
Theorem 44 Let A be an observable on H = CN+1 with spectral decomposition
A =
p∑
i=0
λiPi =
∑
i∈I
λiPi +
∑
j∈J S 0
λjPj, (E.74)
where :
1. For i ∈ {0, . . . , p} the operators Pi = (pikl)0≤k,l≤N are the eigen-projectors of A (sa-
tisfying p000 6= 0)
2. The sets I and J satisfy that I = {i ∈ {1, . . . , p}/pi00 = 0} and J = {1, . . . , p} \ I.
Let ρ0 be a state on H0. Let (ρJn(t)) be the discrete quantum trajectory describing the
repeated quantum measurements of A and starting with ρ0 as initial state.
1. Suppose J = ∅. Then the discrete quantum trajectory (ρJn(t)) converges in distribu-
tion in D[0, T ) for all T to the solution (ρJt ) of the stochastic differential equation
(E.51). Therefore the process (ρJt ) takes values in the set of states on H0. The dis-
crete quantum trajectory (ρJn(t)) converges then in distribution to the unique solution
of the following jump-diffusion Belavkin equation
ρJt = ρ0 +
∫
L(ρJs−)ds+
p∑
i=1
∫ t
0
∫
R
gi(ρ
J
s−)10<x<vi(ρJs−) [Ni(dx, ds)− dxds] (E.75)
2. Suppose J 6= ∅. Then the discrete quantum trajectory (ρJn(t)) converges in distribution
in D[0, T ) for all T to the solution (ρJt ) of the stochastic differential equation (E.52).
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The process (ρJt ) takes values in the set of states on H0. The discrete quantum tra-
jectory (ρJn(t)) converges then in distribution to the unique solution of the following
jump-diffusion Belavkin equation
ρJt = ρ0 +
∫
L(ρJs−)ds+
∑
i∈J S{0}
hi(ρ
J
s−)dWi(s)
+
∑
i∈I
∫ t
0
∫
R
gi(ρ
J
s−)10<x<vi(ρJs−) [Ni(dx, ds)− dxds] . (E.76)
Furthermore the processes defined by
N˜ it =
∫ t
0
∫
R
10<x<vi(ρJs−)Ni(dx, ds) (E.77)
are counting processes with stochastic intensities
t→
∫ t
0
vi(ρ
J
s−)ds.
As in Theorem 3, the last assertion concerning the counting processes of Theorem 5
follows from properties of Poisson Point processes Ni. It means actually that processes
defined by ∫ t
0
∫
R
10<x<vi(ρJs−)Ni(dx, ds)−
∫ t
0
vi(ρ
J
s−)ds (E.78)
are martingale with respect to the natural filtration of (ρJt ) (see [9],[12]). Let us prove the
convergence results of Theorem 5.
Proof: In all cases, the convergence result follows from Theorem 4 and Propositions 5
for the finite dimensional distribution convergence and from proposition 6 for the tightness.
In order to finish the proof of this theorem, we have to prove that solutions of stochastic
differential equations (E.51) and (E.52) takes values in the set of states. It is given by the
convergence in distribution.
Indeed, let (ρJn(t)) be converging to the corresponding solution (ρ
J
t ) of equation (E.51)
or (E.52), we have to prove that this solution is self-adjoint, positive with trace 1. By using
the convergence in distribution, we have for all z ∈ C2
ρJn(t)− (ρJn(t))⋆ D7−→
n→∞
ρJt − (ρJt )⋆ (E.79)
Tr [ρJn(t)]
D7−→
n→∞
Tr [ρJt ] (E.80)
〈z, ρJn(t)z〉 D7−→
n→∞
〈z, ρJt z〉 (E.81)
where D denotes the convergence in distribution for processes. As (ρJn(t)) takes values in
the set of states, we have almost surely for all t and all z ∈ C2
ρJn(t)− (ρJn(t))⋆ = 0, T r [ρJt ] = 1, 〈z, ρJn(t)z〉 ≥ 0.
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These properties are conserved at the limit in distribution and the process (ρJt ) takes then
values in the set of states. The proof of Theorem 5 is then complete. 
This theorem is then a mathematical and physical justification of stochastic models of
continuous time quantum measurement theory. Let us stress that in general it is difficult
to prove that equations () and () admit a unique solution which takes values in the set of
states. One can notice that such equations preserve the self adjoint and trace properties.
Concerning the positivity property, it is far from being obvious and it points out the
importance of the convergence result.
Let us conclude this article with some remarks concerning these continuous stochastic
models.
The first remark concerns the average of solutions of (E.75) or (E.76). Let (ρJt ) be a
solution of (E.75) or (E.76). In all cases, we have
E[ρJt ] =
∫ t
0
L(E[ρJs ])ds. (E.82)
This follows namely from martingale property of the Brownian motion and counting pro-
cesses. This remark concerning (E.82) means that the function
t→ E[ρJt ] ,
is the solution of the ordinary differential equation
dµt = L(µt)dt.
This equation is called the “Master Equation” in quantum mechanics and describes the
evolution of the reference state of the small system H0 without measurement. In average
continuous quantum trajectories evolve then as the solution of the Master equation (for all
measurement experiences).
The second remark concerns the classical Belavkin equations (E.3) and (E.4) presented
in Introduction. In [28] and [29], it is shown that such continuous model are justified from
convergence of stochastic integral and random coupling method (it does not use infinitesi-
mal generators theory) . With Theorem 5, we recover these equations by considering the
case where the measured observable A is of the form A = λ0P0+λ1P1. Indeed in this case,
we just have one noise at the limit as in the classical case.
The last remark concerns the uniqueness of a solution of the martingale problems. In
this article, we have made an identification with the set of operators on H0 and RP in order
to introduce definition of infinitesimal generators and notion of martingale problem (see
Section 2, Definition 2). As observed, the infinitesimal generators of quantum trajectories
can be written in term of the partial derivative in the following way
1
2
∑
i∈J S{0}
D2ρf(hi(ρ), hi(ρ)) =
1
2
P∑
i,j=1
aij(ρ)
∂f(ρ)
∂ρi∂ρj
(E.83)
Dρf(L(ρ) =
P∑
i=1
bi(ρ)
∂f(ρ)
∂ρi
(E.84)
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by expanding the differential terms. The matrix a(.) = (aij(.) is a semi definite matrix. Let
W be a P dimensional Brownian motion, the solution of the problem of martingale can
also be expressed as the solution of
ρJt = ρ0 +
∫ t
0
L(ρJs−)ds+
∫ t
0
σ(ρJs)dWs
+
∑
k∈I
∫ t
0
∫
R
g˜k(ρ
J
s−)10<x<Re(vk(ρJs−)) [Nk(dx, ds)− dxds] , (E.85)
where σ(.) is as matrix defined by σ(.)σt(.) = a(.) (see [13], [31] for more details on such
writing). Let us stress that, in this description we deal with a P dimensional Brownian
motion corresponding to the dimension of RP (which depends only on the dimension of H0)
whereas in Theorem 5 we consider a (p+1)-dimensional Brownian motion corresponding to
the number of eigenvalues (which only depends on the dimension of the interacting quantum
system H). As a consequence from uniqueness of martingale problem (Proposition 4) we
have two different descriptions of continuous quantum trajectories, but they are the same
as regards their distributions.
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