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Abstract
The SASL project at the University of the Western Cape is in the process of developing
a machine translation system that can translate fully-fledged phrases between South
African Sign Language (SASL) and English in real-time. To visualise sign language,
the system aims to make use of a 3D humanoid avatar created by van Wyk. Moemedi
used this avatar to create an animation system that visualises a small set of simple
phrases from very simple SignWriting notation input. This research aims to achieve an
animation system that can render full sign language sentences given complex SignWriting
notation glyphs with multiple sections. The specific focus of the research is achieving
animations that are accurate representations of the SignWriting input in terms of the
five fundamental parameters of sign language, namely, hand motion, location, orientation
and shape, as well as non-manual features such as facial expressions. An experiment
was carried out to determine the accuracy of the proposed system on a set of 20 SASL
phrases annotated with SignWriting notation. It was found that the proposed system is
highly accurate, achieving an average accuracy of 81.6%.
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Chapter 1
Introduction
1.1 Background
Effective communication is essential for daily interaction with others, whether it is of
a formal or informal nature. This interaction normally takes place by means of spoken
language between the participants of a conversation. However, when there is language
variation between two individuals, a communication barrier may occur. As an example,
consider a Deaf individual trying to communicate with a hearing individual. They do
not communicate using the same language and thus they will not understand each other.
The hearing person uses a spoken language while the Deaf individual relies on a Sign
Language (SL) to effectively communicate his/her point across.
Spoken languages are communicated orally, relying on sound patterns to convey mes-
sages. Sign Languages (SLs), on the other hand, rely on the use of gestures to portray
messages. These gestures are made up of manual and non-manual features. Manual
features refer to movements of the hands and the use of different hand shapes in differ-
ent locations and orientations. Body language and facial expressions are referred to as
non-manual features and play a significant role in communicating the context and tone
of the message. A communication barrier usually exists between the hearing and Deaf
communities due to the difference in modality between spoken and sign languages [54].
Not all people who can’t hear belong to Deaf communities. The term Deaf can be used
in two contexts. The first is deaf with a lower-case ‘d’. Individuals who fall in this group
consider their hearing loss solely as a medical or audiological condition. The term Deaf
with a capital ‘D’ refers to people who consider themselves part of the community of
people who use SLs as their first language.
1
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1.1.1 Deafness and Sign Language in South Africa
Deafness in South Africa is characterized by marginalization and poverty [27]. The 2011
national census of South Africa suggests that there are nearly 5 million people who
are Deaf or hard of hearing [75]. At least 540 000 of these people are profoundly Deaf
and use South African Sign Language (SASL) as their main communication medium.
Research has shown that up to 90% of Deaf children are born to hearing parents [54].
This results in a communication barrier between hearing parents and their deaf children.
To equip Deaf children with the necessary communication skills, parents send them to
schools for the Deaf.
In South Africa, only 14% of the teachers at schools for the Deaf are fluent in SASL, and
grade 12 is only offered at twelve of these schools, which are based in only 3 provinces [40].
The average Deaf person in South Africa finishes high school with an English reading
level equivalent to that of a grade 4 hearing student [33]. Very few Deaf students go
to University to obtain a tertiary education [57]. Referring to the previous statements,
most Deaf children become economically disadvantaged. As such, the Deaf in South
Africa are generally aﬄicted by poverty [27].
Although SASL has been recognized as the official language of the Deaf in South Africa,
public services such as medical assistance or legal representation are not offered in SASL.
Deaf people could make use of skilled SL interpreters to facilitate communication with
hearing people, but the services of SL interpreters are often costly and scarce [34]. The
ratio of interpreters to Deaf people in South Africa is very small [29, 34]. In some cases
privacy can be a problem when using an interpreter. For example, a Deaf person may
prefer to maintain the patient-doctor confidentiality when seeking medical advice. By
allowing Deaf people to communicate in SASL, these problems can be mitigated. Access
to SASL enables Deaf people to communicate.
1.1.2 Variations in South African Sign Language
SASL has many variations at the lexical level, in the same way that spoken languages
have variations in accent and are influenced by factors such as age, geographical region
and ethnicity [32]. Pronunciation of signs and the vocabulary used are affected by
dialectal variations. For instance, an older Deaf person might use a dialect which consists
of different vocabulary items than that of a Deaf child. The situation is the same between
a white Deaf person and a black Deaf person. As an example, consider the sign for basket
in SASL. A white signer indicates a basket being carried in the hand whereas a black
signer indicates a basket being carried on the head [72]. Dialects also vary according
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to geological region. Regardless of all the different dialects, the underlying grammar of
SASL remains the same for all South African Deaf people [57].
Apartheid in South Africa was one of the main historical factors for the great diversity
in SASL dialects. Deaf schools were segregated according to racial, language and ethnic
grouping [57]. The school attended by a Deaf child was determined by these factors.
This resulted in the emergence of unique varieties of SASL in each school. Thus, different
SASL varieties developed in different regions [57].
Nevertheless, research has shown that all the SASL variants are the same linguistically,
with dialect variations on the vocabulary level [3]. So, while there are at least four
different signs for the SASL word mother, the same grammatical signals on the face are
used in all four words [57].
1.2 Motivation
To help combat the communication barrier between hearing and Deaf communities, the
“Integration of Signed and Verbal Communication: South African Sign Language Recog-
nition and Animation” project [27] also known as the SASL project at the University of
the Western Cape (UWC) has made significant contributions towards the innovation in
technologies to aid translation between SASL and English.
The project aims to develop a machine translation system that can translate between
English phrases and SASL, and vice versa, in real-time. Such a system could be used to
bridge the communication gap between the hearing and Deaf communities by providing
a natural means for the Deaf community to communicate with the hearing.
One significant component of this system is the ability to capture English audio, convert
it into English text, translate the English text into a SL transcription notation, and
finally render fully-fledged SL sentences from the transcribed SL. This research focuses
on a portion of this component involving rendering SL sentences from transcribed SL.
To-date, the SASL project has developed a realistic and physically plausible humanoid
avatar [85] and this was subsequently used to animate a small subset of very simple SL
phrases from a SL transcription notation called SignWriting [56]. SignWriting and other
SL transcription notations are described and discussed in detail in a subsequent chapter.
This research aims to establish a foundation towards a system that can eventually render
full SASL sentences that are both accurate and intelligible from SignWriting notation.
Stokoe found that five fundamental parameters accurately characterize any sign language
gesture [77]. These are: non-manual features, as well as the motion, orientation, shape
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and location of the hands. Accuracy, therefore, refers to the ability of the system to
precisely model each of these parameters using the 3D humanoid avatar, given an input
sequence of SignWriting, completely regardless of any underlying meaning implied by
the SignWriting. Intelligibility, on the other hand, refers to a user’s ability to recognize
the meaning, if any, symbolized by the movements and actions rendered by the system
in the form of animations, regardless of any inaccuracies therein and how the rendering
is carried out.
In effect, accuracy considers the SignWriting sequences strictly as a sequence of move-
ments and actions that are completely independent of any meaning symbolized by those
movements and actions. The ability to accurately render SignWriting provides the abil-
ity to render any animation that can be represented in SignWriting notation, be it sign
language, choreography or otherwise. It is very important to note that, while an ac-
curate SL animation also implies an intelligible SL animation [56], the reverse is not
necessarily true. It is quite possible for an animation to have inaccuracies but still be
intelligible, given contextual and other information.
An analogy in spoken languages is the phrase “I is go to the shope to buy foods” in
which several spelling and grammatical mistakes are present, but the reader may easily
deduce from experience with English, as well as contextual information, that the sentence
actually means “I am going to the shop to buy food”. The sentence is intelligible but
not at all accurate. As such, intelligibility is a significantly more lenient measure than
accuracy.
It should also be considered that, given the same inaccurate English sentence mentioned,
a person that has only recently learnt English may struggle or fail to understand the sen-
tence, given a lack of experience with English. As such, intelligibility is also a subjective
measure. Accuracy, on the other hand, is an objective measure.
This research therefore focuses on and limits itself to rendering accurate animations from
SignWriting notation. While SASL animations will be used to determine the accuracy
of the system, it is imperative that the accuracy evaluation carried out is completely
regardless of the underlying meaning of the animations, as per the definition of accuracy.
In this regard, it is important that any subjective bias introduced into the evaluation of
the accuracy by a knowledge of the underlying meaning of the animations is eliminated.
As such, this research limits itself to evaluating the accuracy of the resulting system
using evaluators that are unknowledgeable in sign language.
It is, however, very clear that a future evaluation involving intelligibility that includes
sign language speakers is crucial to realizing the eventual accurate and intelligible SASL
rendering system towards which this research builds. It also clear that other input from
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the Deaf is also crucial in this regard. This aspect of the rendering system is left to
future work. The current research lays the foundation towards this eventual system by
implementing and realizing an accurate SL rendering system from SignWriting input.
1.3 Research Question
The previous discussion culminates in the formulation of the following research question:
Can accurate Sign Language sentences be rendered from SignWriting notation using a
3-dimensional humanoid avatar?
1.4 Research Methodology
This section details the research methodology used to conduct this research. A design
science approach will be used to address the research question presented in the previ-
ous section. The design science research methodology entails six steps that ensure the
development of operational principles and design theories. The six steps are shown in
Figure 1.1 highlighted in blue.
Figure 1.1: An overview of the design science research methodology.
The process begins with the awareness-of-problem phase in which the problem at hand
is understood. The suggestion phase which follows is used to envision novel functionality
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based on either existing or new elements. The suggestion phase involves a survey of the
literature to determine how others have approached a similar problem. The development
phase then ensues and entails implementing the intended system with a knowledge of
the literature derived from the suggestion phase.
The evaluation phase checks to see if the desired results have been achieved based on the
research question presented i.e. it determines whether or not the research question has
been successfully answered. If the desired results have not been achieved, the process
returns to obtaining an awareness of the problem to rethink the current design. The
phase that follows is the conclusion phase which either signals the end of a research cycle
or the deployment of an operation artefact. These results and findings are communicated
back into the process in the communication phase of the design process.
1.5 Thesis Outline
The remainder of the thesis is arranged as follows:
Chapter 2: Sign Languages: This chapter provides a detailed discussion on SLs. A
background on and history of SLs is provided. A discussion on several myths and
misconceptions about SLs in common belief is also carried out. The five parameters
that characterize SL gestures and determine the accuracy of SL animations are also
discussed in greater detail. Finally, a detailed description of various SL transcription
notations is provided.
Chapter 3: Sign Language Visualisation: This chapter describes the linguistic aspects
of SL that need to be considered when generating SL. It also reviews various methods
used in the literature to achieve SL visualisation, along with examples of systems in the
literature that use these methods.
Chapter 4: Design and Implementation: This chapter details the implementation of
the proposed system that renders accurate SASL sentences from SignWriting notation.
Chapter 5: Experimental Setup and Results: This chapter details the experiment
carried out to answer the research question posed in this chapter. A detailed analysis of
the results culminates in a clear answer to the research question.
Chapter 6: Conclusion: This chapter concludes the thesis, highlights the contributions
made towards the research and provides directions for future work.
 
 
 
 
Chapter 2
Sign Languages
Sign Languages (SLs) are the main communication medium in Deaf communities. They
are communicated in a visual-gestural modality, rather than orally as in the case of
spoken languages. This chapter discusses the basic concepts regarding Sign Languages.
Section 2.1 defines what SLs are. Section 2.2 discusses the history of how SLs were
determined to be real and independent languages. Section 2.3 explores common mis-
conceptions that exist relating to SLs, how these misconceptions may have come about
and why they are untrue. Section 2.4 provides an overview of the linguistic structure of
SLs. Section 2.5 reviews SL notations that may be used to write SLs. Each notation is
discussed along with their advantages and disadvantages.
2.1 What are Sign Languages?
A sign language is a language which uses visually transmitted sign patterns consist-
ing of simultaneous combinations of manual and non-manual features to fluidly express
a speaker’s thoughts. Manual features include hand shapes, hand location, palm ori-
entation and movements of the hands [77]. Body language and facial expressions are
considered to be non-manual features of sign language. Non-manual SL features help
establish the context and tone of the message being communicated.
Over the years, linguists have studied many SLs and found that they exhibit the same
fundamental properties that are exhibited in all languages [46]. SLs are therefore con-
sidered to be complete natural languages, with their own morphology, phonology and
syntax [77]. Sign languages weren’t always considered to be real and independent lan-
guages. The following section provides a brief history of SLs and how they came to be
considered as natural languages.
7
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2.2 History of Sign Languages
The exact origins of sign language are unknown [14] but one of the earliest written
records about sign language dates back to 5 BC. Socrates wrote “If we hadn’t a voice
or a tongue, and wanted to express things to one another, wouldn’t we try to make
signs by moving our hands, head, and the rest of our body, just as dumb people do at
present?” [6]. The first book on teaching sign language was published in 1620 by Juan
Pablo Bonet [10]. It is considered the first modern attempt at educating deaf children
using manual signs. A manual alphabet was derived to improve communication with
the Deaf. Figure 2.1 shows an engraving from the alphabet derived by Bonet [10].
Figure 2.1: An engraving of the letters H, I and L from Bonet’s manual alphabet [10].
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In 1755 a French priest named Abbe´ Charles-Michel de L´E´pe´e established the first
free school for the deaf in Paris [55]. He taught the deaf to communicate through a
system of gestures, hand signs and finger spelling. He developed a sign language system
by recognizing and learning the signs that were already being used by a group of deaf
people in Paris. He creatively added to the language resulting in a signed version of
French.
In 1778, Samuel Heinicke from Germany taught deaf people to read speech patterns
[55]. In 1817, Laurent Clerc, a graduate and former teacher in Paris, went to the United
States with Thomas Hopkins Gallaudet to establish the American School for the Deaf at
Hartford [55]. In 1864, a college for deaf people called The National Deaf-Mute College
was founded in Washington D.C. It would be later renamed Gallaudet University [55].
It was not until 1960 that the work of Stokoe at Gallaudet University proved that SLs are
in fact natural languages [55]. Stokoe began filming people using SL. He studied the SL
films and identified the elements of real languages that were present in SL. Before 1960,
SL was generally suppressed in educational programs for Deaf students. Instead, other
methods such as oralism, total communication and the Bilingual Bi-cultural method
were used to educate Deaf students. These three methods are briefly described in the
subsections below.
2.2.1 Oralism
Oralism is the practice of communicating by means of lip-reading and speech [7]. This
is not natural to SLs. It requires Deaf people to learn and practice mimicking mouth
shapes and breathing patterns. Most Deaf people that have been taught oralism later
go on to learn SL [7].
2.2.2 Total Communication
Total communication is the practice of using any mode of communication: SL combined
with oral, auditory, written and visual aids to convey a message [8]. The SL used
in total communication is more closely related to English. The philosophy of total
communication is that a number of communication methods are taught to the child,
thus allowing the child to develop his/her own communication preference. The use of
total communication may result in under-developed speech skills [8].
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2.2.3 Bilingual Bi-Cultural Method
The bilingual bi-cultural method involves teaching Deaf students SL as their first lan-
guage. The spoken or written language used by the majority of the hearing population
is viewed as a second language that can be acquired either after or along side the native
language. The second language is taught to the Deaf students in SL [38].
2.3 Myths and Misconceptions
The previous section discussed the history of SLs and how they came to be recognized
as complete natural languages. Despite the systematic linguistic research carried out on
SLs since the late 1970s, many myths and misconceptions about SLs still exist within
hearing communities. The following subsections discuss each of these misconceptions
and why they are untrue.
2.3.1 Myth: All Sign Languages Are The Same
One of the most common misconceptions about SL is that it is a single universal lan-
guage. There are numerous SLs that have developed independently in different parts of
the world. These SLs are different to each other due to the cultural diversity in each
country. The exact number of SLs that exist is not known. The Ethnologue of world
languages lists 121 SLs [18] with at least 25 different SLs existing in Africa alone [62].
Just as spoken languages differ in their lexicon and in the grammatical rules that they
adhere to, SLs also differ along these parameters [46]. SLs are most often named after the
country in which they are used. Examples of these are American Sign Language (ASL),
British Sign Language (BSL), Danish Sign Language (DSL), Chinese Sign Language
(CSL), South African Sign Language (SASL), etc. To emphasize the difference between
SLs, the signs for tree in different SLs are shown in Figure 2.2. The sign for tree in ASL
visualises a tree’s branches blowing in the wind by resting the elbow on one hand and
wiggling the other hand. In DSL, the outline of a tree is made, starting with the crown
and moving towards the trunk. In CSL, the sign for tree is represented by only outlining
the trunk of the tree.
Even though each country has it’s own SL, there may exist variations within a specific
SL. In South Africa, for example, there are variations in SASL at the lexical level between
regions, but the linguistic structure of all SASL variants remains the same. SLs might
not be universal, but there is an International Sign Language (ISL) formally known as
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Figure 2.2: The different signs for tree in ASL, DSL and CSL [46].
Gestuno [68]. It is a SL used by Deaf people to communicate at international events
and gatherings. The signs that make up ISL are naturally spontaneous and easy signs
in common use by Deaf people of different countries. Words are loaned from SLs from
around the world to make up the vocabulary of ISL. The name Gestuno is an Italian
word that references gestures and oneness. Hence Gestuno means “the unity of signs”.
The lexicon of ISL is limited and varies between signers of different countries. It also
has a limited vocabulary with only 1500 signs that make up ISL [37].
2.3.2 Myth: Sign Languages Are Based On Spoken Languages
Contrary to popular belief, SLs are not visual-gestural equivalents of spoken languages.
They are rich fully-fledged languages of their own. As such, the order of words in a
sentence of a specific SL may not correspond to the order of the words of the same
sentence in a spoken language. For example, the English sentence “We are going to the
shop” is actually signed as “Shop we go” in ASL. The verb going is performed before
the object shop, contrary to English. Another example is the English phrase “I am fine”
which is signed “Fine me” in ASL.
English has tense markers which are infused into the morphology of words as with, for
example, the suffix –ed, to indicate the past tense. ASL lacks such markers and indicates
the past tense using adverbs such as yesterday. SLs on the other hand have features
that are lacking in spoken languages, such as spatial references, explained in the next
chapter. As such, SLs and spoken languages are completely independent of each other.
2.3.3 Myth: Sign Languages Are Always Iconic
Iconicity in languages refers to the situation in which the form of a linguistic term,
whether spoken or signed, conveys the meaning of that term. In the 1970s iconicity
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was considered sub-standard and a language that was found to be highly iconic was
not considered a real language [48]. It is now realized that iconicity is a characteristic
of all languages, spoken and signed. It is however more abundant in SLs. This is due
to the fact that the grammatical structure of SLs relate more clearly to locations and
objects in the real world [70]. Since visual imagery in SLs are more readily recognizable
than sound imagery in spoken languages, SLs take advantage of their iconic potential.
However, this does not mean that all SL signs are of an iconic nature. Consider Figure
2.3 as an example. The ASL sign for cat is performed by the signer sketching the
whiskers of the animal but the ASL sign for mother is arbitrary, signed as shown in the
figure.
Figure 2.3: The ASL words for cat and mother [67].
2.3.4 Sign Language is Finger Spelling
Another misconception about SLs, but on a different order, is that SL is signed by means
of finger spelling. It is believed that SL words are spelled out using a different hand
shape for each letter. While finger spelling has a part to play in SLs, it’s role is relatively
small. Finger spelling is used to express the names of people, geographical places and
scientific words that are borrowed from spoken languages or for which there is no sign
available. Some signs are even based on the first letter of the English word. An example
of these type of signs are aunt and uncle in SASL. The sign aunt is signed with a hand
shape of the letter A and the sign for uncle is performed using the sign for the letter U.
Hand shapes for letters may also be combined into new signs. An example of this is the
American sign for I love you, made famous by Jimmy Carter in his 1976 presidential
campaign. The word combines the one-handed ASL alphabet signs for I, L, Y into the
sign I love you. Figure 2.4 shows how I love you is formed from these three letters.
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Figure 2.4: The ASL sign for I love you formed from the hand shapes of the letters
I, L and Y.
2.3.5 Myth: There Is No Way of Writing Sign Languages
Members of Deaf communities do not have an everyday written form of SL. English is
used by literate signers as their written language. It is mistakenly believed that SLs
cannot be real languages because they lack a written form. There are, however, many
spoken languages around the world that do not have a written form, and few would
question whether these are real languages [39]. Thus, the issue of a writing system is
irrelevant to the question of whether or not SLs are real languages. Many notations
have been proposed as a means to writing sign languages, but none of them have been
universally accepted as the written form.
Most of these notations were created by SL researchers studying the linguistic structure
of SLs. Some of them are being used as educational tools in schools of the Deaf in some
countries [39]. Examples of SL notations are Gloss, Stokoe, the Hamburg Notation
System (HamNoSys) and SignWriting. The notations can be used to represent signs in
any SL. These notations are discussed in more detail in section 2.5.
2.4 The Linguistic Structure of SLs
This section discusses the linguistic structure of SLs. To fully understand the linguistic
structure of SLs, a definition of the term Signing Space is necessary. Space is used
extensively as a grammatical tool in SLs to give meaning. There are two basic forms of
space; one is called Signing Space and the other is known as Neutral space [1]. Signing
Space is the area immediately in front of the signer from the waist level to just above
the head. It is like having a square picture frame surrounding the top half of the body.
The Neutral space, on the other hand, lays parallel to the floor and signs are performed
in front of the body at chest level. From here on forth, the term signing space refers to
a combination of the neutral and signing space.
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In linguistics, a phoneme is the smallest unit of the phonology of a language, which is
combined with other phonemes to form meaningful units such as words. SLs are charac-
terized by phonological processes analogous, yet dissimilar, to those of spoken languages.
Although there is a qualitative difference between spoken and signed phonemes, in that
SL phonemes are not based on sound and are spatial in addition to being temporal, they
fulfil the same role as phonemes in spoken languages. SL phonemes are divided into 5
categories: the shape, orientation, location and movement of the hands and non-manual
features [77]. The following subsections discuss each of these phonemes in more detail.
2.4.1 Hand Shape
Hand shape refers to the distinctive configuration that a hand takes as it is used to
form signs [84]. A change in hand shape can result in a change or even loss in the
meaning of a sign in the same way that a change in a sound unit in a spoken word
results in a different or no meaning. As an example, consider the ASL signs for school
and impossible; both have the same parameters for location, movement and orientation
but differ only in hand shape. Given the significance of the hand shape in a sign, it is
imperative that it is rendered correctly.
2.4.2 Location
Location in SL refers to the specific areas that a hand occupies as it is used to form
signs [84]. It is limited to the reach of the hands within the signing space. Location
does not have meaning on its own similar to how the phoneme b in the word bag does
not infer meaning on it’s own in English. A change in location of the hand can change
the meaning of a sign. Consider the ASL signs apple and onion; both have the same
parameters for hand-shape, movement and orientation but differ only in location.
2.4.3 Orientation
Orientation in SL refers to the distinct orientation of the hand when signing [84]. The
hand can be orientated in two orthogonal directions, namely; horizontal and vertical. As
with the previous parameters, changing the orientation of a sign could result in a change
in meaning. For example, consider the ASL signs for balance and maybe; they have the
same parameters for hand-shape, location and movement but differ in orientation. The
SASL signs live and now also only differ in orientation. Rendering orientation correctly
is an important factor in animating SL.
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2.4.4 Movement
The movement parameter in SL refers to the motion path that the hands take when
signing [84]. Movement of a sign may be used to indicate the doer or the action. Consider
the SASL signs help me and help you. In the sign help me, the hand moves towards the
signer which indicates that the signer needs help. The movement in the sign help you is
away from the signer, indicating the signer is offering help. The size of a referent object
may be indicated with the size of the associated movement. Similarly, the movement
may indicate the speed or rhythm of the referent object. Movement is also used to
indicate plurality or rate of occurrence with repetitive movement paths.
2.4.5 Non-manual features
In SL, non-manual features refer to the distinctive body postures and facial expressions
that accompany a sign [84]. They are used to indicate emphasis in a similar way that the
tone of voice indicates emphasis in spoken languages. Examples of non-manual features
include tilting of the head, shoulder raising and facial expressions. Facial expressions
include puffing the cheeks, raising eyebrows, wrinkling the forehead and blinking of the
eyes. Figure 2.5 depicts a signer puffing his cheeks to indicate the large size of an object.
Figure 2.5: Puffy cheeks indicating how fat an object is [49].
In spoken languages, speakers inflect their voices to indicate when they are asking a
question. Signers also inflect their questions, but instead of using voice inflections,
they use non-manual features. For example, questions for which a yes or no answer
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is expected should be asked while raising the eyebrows and tilting the head forward.
Figure 2.6 depicts the non-manual features used when asking a yes/no question.
Figure 2.6: The non-manual features used when asking a yes/no question [51].
When asking how or wh-questions, i.e. questions involving who, what, where and when,
the signer makes use of furrowed eyebrows and tilts the head backwards while leaning a
little forward. Figure 2.7 depicts a signer asking a where question.
Figure 2.7: The non-manual features used when asking a wh-question [50].
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2.5 Notations for Transcribing Sign Language
A Sign Language notation system (SLNS) is a writing system that may be used to record
or represent SLs for research and educational purposes [23, 74, 77]. There is currently
no universally accepted standard for transcribing SLs, with much debate around the
usefulness of these notations systems in SL to English translations [34]. Huenerfauth
stated “any symbolic representation of ASL performance will omit some amount of
detail, and choosing what details are acceptable to omit when developing an artificial
encoding scheme for a natural language is a challenging and error prone task” [34].
While this statement by Huenerfauth may be valid, the development of SLNSs has led to
the gathering of valuable information about SLs, resulting in a better understanding of
these languages [23, 74, 77]. The following subsections study each SLNS in more detail
and highlight how they represent the phonemes of SL explained in Section 2.4.
2.5.1 Stokoe Notation
In 1960, Dr William C. Stokoe Jr. published a paper on the structure of SLs to show
that they exhibit linguistic features shared by all real languages [77]. To prove his point,
Stokoe introduced the concept of cherology which is equivalent to the phonology of spo-
ken languages. Using the concept of cherology, Stokoe developed a phonetic notation
to aide in the study of SL or any gestural communication. This notation was subse-
quently named Stokoe notation [77]. A Stokoe transcription of a sign consists of 3 parts,
namely, the tabula (tab), the designator (dez) and the signation (sig). These can be
seen in Figure 2.8.
Figure 2.8: A breakdown of Stokoe notation’s structure.
The tab phoneme refers to the position of the hand relative to the body where a sign
is performed, such as parts of the face or body. The dez phoneme relates to the config-
uration of the hands as a sign is being performed, such as their shape and orientation.
The sig phoneme refers to the movement and transition between signs [77]. Figure 2.9
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depicts the Stokoe notation to represent an extract of the story Goldilocks and the three
bears.
Figure 2.9: An example of Stokoe notation – an extract from the story “Goldilocks
and the three bears” [71].
Stokoe notation is written linearly from left to right and uses the Latin alphabet and
numbers to represent hand shapes. Hand positions and movements are represented
using glyph icons. The symbols are arranged in a standard order; location, hand-shape,
orientation and movement [77]. To be used in machine translation, a notation system
needs to have a way to be represented on a computer. For this purpose, some researchers
have developed variants such as ASCII-Stokoe to encode phonemes as ASCII characters
[53].
The advantage of Stokoe notation is that hand shapes, hand positions and palm ori-
entations are clearly defined. Successive, repetitive and simultaneous motions can be
represented clearly as well. Stokoe notation is not without disadvantages. These include
the fact that the notation leaves out a significant amount of detail pertaining to non-
manual features. Another disadvantage is that Stokoe notation only defines a total of 19
hand-shapes and 13 locations, which is significantly less than the number of hand shapes
and locations used in SLs today [77]. The hand shape symbols are based on ASL finger
spelling rather than conforming to more linguistic descriptive categories. This notation
is not suitable for everyday use by Deaf people.
2.5.2 Hamburg Notation System (HamNoSys)
The Hamburg Notation System (HamNoSys) was developed in 1989 at the University of
Hamburg to help facilitate SL research [31, 83]. Like many SLNSs developed after the
1960s, HamNoSys is based on Stokoe notation, with successive versions and improve-
ments [83]. Similar to Stokoe, it is written from left to right. However, HamNoSys
uses a larger alphabet than Stokoe notation, with more than 200 iconic symbols used
to represent hand shapes and a set of 60 locations in front of the signer, thus making
descriptions of signs more accurate [82].
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The current version – HamNoSys 4 – has symbols to represent non-manual features of a
sign [82]. Some of the non-manual features in HamNoSys 4 include shoulder movements,
head movements, body movements, eye gaze, facial expressions and mouth shapes [20,
82]. The symbols of HamNoSys are ordered as follows; symmetry operator, non-manual
features, hand-shape, location and movement. HamNoSys is not specific to any national
finger spelling symbols and can be used to transcribe any SL hand shapes [83]. Figure
2.10 depicts the HamNoSys used to represent the German Sign Language (DGS) sign
going on.
Figure 2.10: German Sign Language (DGS) transcription of going on in HamNoSys
[43].
HamNoSys is not without limitations, chief of which is the fact that its linear repre-
sentation of a single sign can be long and complex. This makes it difficult to read a
sequence of signs in a phrase [21]. It is also ambiguous in the sense that there are no
exact values for the hand positions. In this regard, only concepts such as close to and
chest level are used [44]. The use of HamNoSys is also limited to researchers since differ-
ent transcriptions can be made of the same sign [44]. HamNoSys was never intended to
be a writing system for everyday use by Deaf people [31]. Instead its aim is to provide
researchers with a written medium to transcribe SL.
2.5.3 SignWriting
SignWriting was invented in 1974 by a dancer named Valerie Sutton. It is derived from
another notation system that she invented to record body movements of dancers [79].
SignWriting was developed with the intention of writing SLs for research purposes [79]
but has proven to be an effective writing medium for everyday use by Deaf people [79].
SignWriting is widely accepted and is being used to educate Deaf students [23, 79]. It
can be used to transcribe any SL. It is highly iconic in the sense that the symbols used
to represent signs are abstract pictures of the hands, face and body of a signer.
The system consists of more than 672 symbols for hand-shapes and orientation, move-
ments, facial expressions, shoulder movements, contacts, space and punctuation [79].
All the possible hand configurations of a signer are captured in SignWriting with the
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Figure 2.11: An example of SignWriting showing all the aspects of SL that are
represented in the sign.
hand categorized by the number of fingers used in the configuration [17]. Individual
SignWriting signs are not written in any specific direction. Instead, a 2-dimensional
space called a signbox is used to represent the signing space. However, multiple parts of
a SignWriting glyph are ordered from top-to-bottom.
Figure 2.11 shows a sign transcribed in SignWriting along with labels to show the differ-
ent aspects of SL being represented. The hand-shape and movement symbols are placed
within the signbox along with a head symbol which defines vertical and horizontal coor-
dinates for each symbol. The head symbol is used as a reference to encode the location
parameter of the hand shape and movement symbols, instead of representing locations
using symbols, which make SignWriting more intuitive. The location of contacts are in-
dicated by their arrangement within a signbox. Orientation is represented by the colour
of the hand-shape. SignWriting uses a principle that the palm of a signer is white and
the back of the hand is black [79]. Figure 2.12 depicts SignWriting of a passage from
the story “Goldilocks and the three bears”.
2.5.4 Comparison of Sign Language Notations
In an attempt to determine which notation is best suited for this project, a comparison
between SLNSs is presented. Both Stokoe and HamNoSys write SL on a phonetic level,
representing the phonemes of SL using specially created symbols. SignWriting on the
other hand represents signs using a phonographical syntax. The symbols which make
up signs are abstractions of a signers hands, face and body making it easier to use and
more intuitive for Deaf people. Stokoe and HamNoSys notations contain different set of
rules to order their symbols in a linear fashion. SignWriting uses the notion of signboxes.
This effectively represents the signing space available to a signer making it even more
intuitive to use for Deaf people.
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Figure 2.12: An example of SignWriting – an extract from the story “Goldilocks and
the three bears”.
When comparing the way these notations capture the linguistic aspects of a SL, Sign-
Writing is the most attractive option between the three. Stokoe notation leaves out a
significant amount of detail regarding non-manual features of signs. It is also based on
ASL, thus making it less effective with SLs from other countries. HamNoSys is ambigu-
ous in its representation of SLs since it does not define exact locations for hand positions.
Another issue is the fact that HamNoSys can have different correct transcriptions for
the same sign.
SignWriting mitigates the limitations of both Stokoe and HamNoSys. There is no am-
biguity between the symbols of SignWriting since each represents a unique aspect of SL.
It also represents the SL completely on the phonetic level capturing all the phonemes.
Furthermore, any sign can be transcribed due to the large number of symbols available.
SignWriting has been used to write a large number of documents in ASL, ranging from
newspapers and magazines to dictionaries and children’s literature [79]. It is also used
in Deaf schools in America to teach subjects such as Mathematics, History and English
in ASL.
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2.6 Summary
This chapter showed that SLs are real and natural languages independent from spoken
languages. It discussed common misconceptions surrounding SLs, along with why and
how these misconceptions are not true. The structure of SLs was explored, detailing
each phoneme individually. In order to animate signs using an avatar, a written form
of SL is required. The more commonly used notations were explored and compared to
determine which one is most suitable for the intended system. SignWriting was chosen
as the input notation due to its ability to capture all the phonemes of SL in an intuitive
manner. The next chapter discusses the visualisation of SLs and the various methods
used to achieve this.
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Sign Language Visualisation
The visualisation of sign languages, also referred to as sign language synthesis by Grieve-
Smith [30], is the process of using a visual medium to display sign languages. Visualisa-
tion of sign languages allows the Deaf to receive messages in their native language and
helps them to communicate more effectively with hearing individuals.
This chapter discusses issues pertaining to the visualisation of SL as well as different
methods used to achieve SL visualisation. It first discusses the availability of SASL
corpora, which can help in the evaluation of the generated SL, in Section 3.1. It also
discusses the linguistic aspects of SL that need to be considered when generating SL in
Section 3.2. The chapter then explores different methods used to achieve SL visualisation
along with examples of systems in the literature that use these methods in Section 3.3.
Once it is shown that the use of virtual avatars is ideal for this research, Section 3.4
focuses on this method. The chapter is then concluded.
3.1 Sign Language Corpora
A corpus is a large collection of text relating to a specific topic. In natural language
processing, it is either written or spoken material arranged in a logical manner, upon
which a linguistic analysis is based [60]. Spoken languages have large corpora available
such as the British National Corpus (BNC) and the Corpus of Contemporary American
English (COCA). This is because speech can easily be recorded, transcribed and arranged
in groups to create a corpus. The visual-gestural modality of SLs, as well as the fact
that SLs do not have a standardized written form, does not allow for the application of
this approach to SLs.
23
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Most SL corpora take the form of video-based libraries of native signers performing
various SL signs. These videos can then be annotated with a transcription notation,
but primarily exist in video-based form. Recently, the use of motion capture equipment
has been applied to this task as well. This has made it possible to accurately capture
the exact body configuration of signers as they perform gestures, but results in large
amounts of data. The hardware is also extremely costly.
Currently, ASL is well documented with various corpora, transcribed in various nota-
tions. SASL, on the other hand, is largely deficient in this regard, unfortunately. There
do not currently exist any extensive SASL corpora. Any corpora that do exist consist
of only a few words or sentences, and very few of these are transcribed. The language
is not formally documented. This is attributed to the state of illiteracy, poverty and
marginalization of the Deaf in South Africa, and to the scarcity of interpreters.
3.2 Factors to Consider When Visualising Sign Language
There are three linguistic aspects of SL that need to be catered for when visualising Sign
Language. As such, the choice of SL visualisation technique discussed in next section
needs to cater for these factors. These are spatial reference, verb inflection and classifier
predicates. They can dynamically affect the way signers produce future signs during the
conversation and thus affect the way SL is generated. The following subsections discuss
each of these factors.
3.2.1 Spatial Reference
The visual-gestural modality of SL allows signers to make use of the signing space for
grammatical and descriptive purposes. During a conversation, signers often associate
people, concepts, or other entities under discussion with locations around their bodies.
These locations act as place holders that denote the entities under discussion [22, 61].
Once an entity has been assigned to a place holder, it does not need to be described
again. These entities can later be referred to by pointing to the location in the signing
space with which it was associated. Signers may also aim their eye-gaze or tilt their head
in the direction of the location [61]. Figure 3.1 depicts a signer pointing to a spatial
reference point on his left.
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Figure 3.1: A signer pointing to a spatial reference point on his left [35].
Figure 3.2: Two different performances of the inflecting verb blame [35].
3.2.2 Verb Inflection
A verb may change its movement path or hand orientation to indicate the location where
a spatial reference point has been established [47]. Each verb has a standard movement
path that is affected by the subject and object’s location in the signing space. When
a verb is inflected in this manner, the signer does not need to mention the subject or
object in the sentence. Figure 3.2 shows an example of an inflecting verb blame. In the
first row of this figure, the subject on the right is blamed by the object on the left. In
the second row, the subject and object swap places, i.e. the subject is located on the
left and the object, on the right.
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Figure 3.3: Examples of classifiers; (a) represents a singular person, (b) can be used
to represent a flat surface such and a floor, (c) can be used to represent a small amount
of something and (d) can be used to denote the size or bulkiness of an object.
3.2.3 Classifier Predicates
A classifier is a hand shape that is used to convey semantic information about an entity
under discussion [26]. Classifiers can be used to describe the shape or size of an object,
demonstrate how the object moves, or convey how it relates to other objects or people.
Classifiers tend to mimic the general shape or movement of the entity being referred to.
Signs that contain classifiers are called classifier predicates. Figure 3.3 shows examples
of some common classifiers.
3.3 Sign Language Visualisation Approaches
This section discusses the main approaches used in the literature to achieve sign language
visualisation. There are two main methods of visualisation that are in common use;
video-based visualisation and avatar-based visualisation. The following Subsections 3.3.1
and 3.3.2 describe these methods in more detail along with their respective benefits and
drawbacks. A motivation is given in Subsection 3.3.3 to justify the use of one of these
approaches in this research.
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3.3.1 Sign Language Visualisation Using Videos
Video-based visualisation concatenates pre-recorded videos of human signers to generate
videos of SL sentences to communicate information to Deaf individuals. This approach
is commonly used to create sign language look-up dictionaries, where a one-to-one asso-
ciation between the phrase and the corresponding video exists. It is also used when the
usage domain of the system being produced is restricted to a specific topic such as postal
office or weather services. The systems developed by Cox et al.[16] and Gibet et al.[28]
use a video-based approach for sign language visualisation. They are discussed in a
subsequent section. The following subsections discuss the advantages and disadvantages
of video-based visualisation.
3.3.1.1 Benefits of Video-Based Visualisation
• Video-based visualisation allows for a large number of gestures to be captured
easily.
• As previously discussed, there is no need for a written form of Sign Language since
native signers are being recorded.
• The use of native signers also produces natural and realistic performances which
include both manual and non-manual features.
3.3.1.2 Drawbacks of Video-Based Visualisation
• The equipment used to record signers produces high quality videos such that both
manual and non-manual features can be clearly visualised. The storage of a suffi-
cient number of videos to create sentences requires a large amount of storage space
[30][76].
• Sending these high quality videos over the internet requires large amounts of band-
width [58].
• Correcting or updating videos is also a tedious task because, in such cases the
video must be recorded again.
• Concatenation of video clips into a sentence is a difficult process and introduces
more issues that need to be considered [76][73]. All the video clips in the set must
be captured using the same signer under the same conditions (i.e. lighting and
camera view) to ensure consistency between the individual video clips. The initial
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and end positions of the arms for all gestures need to be the same in order for a
smooth transition between the signs in the sentence to be achieved.
• Facial expressions need to be blended properly with corresponding signs to ensure
fluidity.
• Video-based visualisation is not good at catering for any of the linguistic aspects
discussed in Section 3.2. Spatial reference and inflecting verbs pose a problem due
to the fact that their movements are not known in advance. All the inflecting verbs
would have to be recorded with all the possible hand shapes that could occur in
that moment of the conversation for this to be possible. All the facial expressions
that could put emphasis on an inflecting verb need to be pre-recorded as well.
Classifier predicates can make the hand shape of a sign change to emphasise some
characteristic of the object being described. Video-based visualisation is only
suitable when the message being conveyed is known in advance.
3.3.2 Sign Language Visualisation Using Virtual Humanoid Avatars
Avatar-based visualisation makes use of a computer generated three-dimensional virtual
human to perform sign language. The avatar is animated to render a phrase or sentence
represented in a sign language notation. This method does not have the disadvantages
of video-based methods, and provides an attractive alternative to video as a means of
visualising SLs. The systems developed by Papadogiorgaki et al. [64], Grieves-Smith et
al. [30] and Zwitserlood et al. [88], explained in a subsequent section, are examples of
systems that use an avatar-based approach for sign language visualisation. The following
sections discuss the benefits and drawbacks of this method.
3.3.2.1 Benefits of Avatar-Based Visualisation
Avatar-based visualisation hosts a number advantages compared to the video-based
visualisation technique.
• The avatar can be modified according to the user’s preference, being either male
or female.
• It eliminates the issue of having to the keep the signer and the environment con-
stant during recordings.
• Avatar animation offers more control over the visualisation of signs. The point
of view from which the virtual camera renders the avatar, as well as the position
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of the avatar relative to the background, can be optimized to enhance clarity of
the sign. The speed of the signing motion can be controlled. This is particularly
important in cases in which an avatar is used to teach Sign Language. The speed
can be adjusted according to the sign language proficiency of the user.
• The linking of animated signs to create sentences can be done smoothly without
the presence of abrupt jumps between signs. These signs can also be broken up and
categorized into manual and non-manual components that serve as the building
blocks for the creation of new sign animations.
• The animation data can be stored and transmitted using only a fraction of the
storage space and bandwidth costs that the video equivalent require.
• Avatar-based visualisation can also handle verb inflections, spatial references and
classifier predicates by dynamically animating them such that they are visualised
according to the rules of SL [30, 65].
• Avatars can be interchanged at will during the animation because the avatar and
the signing notation are independent [42].
3.3.2.2 Drawbacks of Avatar-Based Visualisation
The use of avatar-based visualisation introduces some challenges that need to be over-
come.
• The first challenge is that an avatar that is capable of reproducing sign language
gestures needs to be modelled [85]. The avatar needs to be able to perform non-
manual features such as raising eyebrows and smiling, but doing so in a natural
manner. Such an avatar has been developed in [85] and forms part of the work
done in this thesis.
• The second challenge pertains to producing realistic animations. Sufficient anima-
tion data needs to be generated to ensure that the avatar’s movements are realistic
and natural. The generation of enough animation data could become a tedious
task.
• The final challenge is animating the avatar from a sign language notation system
(SLNS). The animator needs to fully understand the Sign Language Notation
System used to ensure that the animations represent the linguistic aspects of SL
correctly.
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3.3.3 Comparison of Sign Language Visualisation Approaches
A comparison of video-based and avatar-based visualisation is performed in order to
motivate the use of the avatar-based approach in this system.
Video-based visualisation relies heavily on a corpus to be readily available such that
sentences can be generated from the pre-recorded videos. As discussed in 3.1, there
are currently no available SASL corpora. The concatenation of pre-recorded videos also
proves to be challenging since consistency between the videos needs to be maintained.
These issues are mitigated when generating SL using an avatar. Generating SL using
video-based visualisation requires one to store multiple high quality videos. Avatar-based
visualisation only requires key frame and animation data to be stored at a fraction of the
storage space used for high quality videos. Transmitting generated SL over the internet
is more cost effective using avatar-based visualisation due to its relatively small storage
requirements.
Altering generated SL is also easier with avatar-based visualisation. In order to add or
alter content in a video-based system, the specific video needs to be recorded again with
the same consistency parameters previously used i.e. the same lighting conditions, the
same signer, etc. On the other hand animation data can easily be altered by a single
animator to add or alter content to an avatar-based system with the same consistency
parameters.
The linguistic factors discussed in section 3.2 are handled more effectively using avatar-
based visualisation. This is due to the fact that it is easier to generate dynamic animation
data than it is to concatenate pre-recorded videos on-the-fly.
As such, avatar-based visualisation is selected as the preferred sign language visualisation
technique in this research. The following section explains avatar-based visualisation
in more detail and gives examples of systems in the literature that make use of this
approach.
3.4 Avatar Animation Techniques
There are two main approaches used to animate humanoid avatars. These are motion
capture and key framing. The following subsections discuss each of these techniques in
greater detail.
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3.4.1 Animation of Avatars Using Motion Capture
Motion capture involves capturing the animation control parameters from a live actor
using specialised equipment. It involves the use of optical devices and/or sensors to
measure the position and orientation of body parts [4]. The input devices channel
data to the joints of a humanoid avatar [4]. This information allows the character to
mimic the movements of the actor. Some systems make use of wearable suits and gloves
coupled with potentiometers to capture body and facial movements [78]. Others in turn
use optical markers attached to an actor and specially designed cameras to capture the
body and facial movements [78]. The following subsections discuss the benefits and
drawbacks of avatar animation using motion capture.
3.4.1.1 Benefits of Motion Capture Animation
• The technique records realistic movements of an actor, accurately capturing the
movements performed.
• It allows physical movements that are difficult to model to be animated with ease.
• The amount of work needed to produce the animation is not directly proportional
to the length or complexity of the performance.
• If an error occurs, the performance can be easily recaptured, as opposed to man-
ually editing the animation data.
• The sensors capture vast amounts of movement data resulting in a more continuous
representation of the movement, making it easier to visualise [34].
3.4.1.2 Drawbacks of Motion Capture Animation
Motion capture animation makes use of specific hardware to capture the actors move-
ments, including specialised cameras, optical markers, and wearable suits and gloves
with potentiometers. The motion capture process is costly due to the price of the soft-
ware and equipment needed to do so [78][43][34]. The setting up and calibration of the
equipment is specialised, time consuming and difficult since each specific system has spe-
cific requirements and environmental conditions under which they operate [78][43][34].
In the case of the wearable suits and gloves, any metal in the recording area might inter-
fere with the data being captured [78]. Motion capture equipment can be cumbersome
and intrusive to the person being recorded. Figure 3.4 shows an example of this. The
data received from motion capture must also be pre-processed in order to make it usable
[34, 43].
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Figure 3.4: Motion capture equipment can be intrusive to the signer being recorded
[11].
3.4.2 Systems Which Use Motion Capture Animation
The following subsections describe systems in the literature that make use of motion
capture to visualising SLs by means of avatar animation. The systems discussed are
SignCom and TESSA.
3.4.2.1 SignCom
The SignCom system aims to improve the intelligibility of virtual human avatars convey-
ing French Sign Language (LSF) to Deaf individuals [28]. It studies the intelligibility of
sentences produced by an avatar. The dialogue between the user and avatar is processed
in real time, with a limited vocabulary coming from a restricted context [28].
The system is made up of two building blocks. The first component is a database which
contains motion capture data and semantic data allowing new utterances to be made
from signs contained in the database. The second is an animation engine that produces
animations dependant on the response of the user. The vocabulary database is obtained
using Vicon MX infrared camera technology which includes 12 motion capture cameras,
43 facial markers, 43 body markers, and 12 hand markers [28]. Figure 3.5 shows the
hand markers and the avatar used in the system.
The motion capture data is subjected to post-processing to produce complete anima-
tions. This includes animating the hands using inverse kinematics, cross-mapping of
facial motion data and the implementation of an automatic eye gaze animation system
[28]. The data from all these different channels are then combined into a single data
stream used to animate the avatar. An undisclosed number of evaluators were asked to
write down their impression of the system after using it [28]. Twelve of these evaluators
stated that the avatar produced poor hand configurations. Some evaluators stated that
the avatar lacked the necessary facial expressions to clearly bring its point across. Four
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Figure 3.5: Hand markers used during corpus collection for the SignCom project
along with the resulting avatar [28].
of the evaluators commented that the camera position needs to be adjusted such that
the user feels like the avatar is speaking directly to them. Three of the evaluators found
that the appearance of the avatar was distracting.
3.4.2.2 TESSA
The Text and Sign Support Assistant, or TESSA for short, is an example of a system
that uses motion capture to generate animations [16]. It was specifically developed to
assist in transactions between a Deaf person and a Post Office clerk by translating the
clerk’s speech into British Sign Language (BSL) [16]. The clerk’s speech is recognised by
the system which then synthesizes the correct sequence of signs in British Sign Language
using an avatar. A limited number of phrases from the most common transactions in
the Post Office were identified and supported by the system.
Motion capture is used to animate the avatar. Three methods are used to capture the
motion of different parts of the signers body. Cybergloves coupled with 18 resistive ele-
ments are used to record the position and orientation of the hands. The positions of the
waist, upper arm, head and upper torso are recorded using Polhemus magnetic sensors.
These sensors record position in three dimensional space relative to a magnetic field
source. Facial expressions are recorded using a helmet-mounted camera with infrared
filters. Infrared light emitting diodes are used to illuminate 18 Scotchlight reflectors
placed in regions of interest on the signer’s face [16]. The sensors are sampled between
30 to 60 Hz. The separate data streams are synthesised into a single raw motion-data
stream which is used to drive the virtual human. Figure 3.6 shows the equipment used
for motion capture in the TESSA system.
The system was tested to assess the intelligibility of the signs rendered. The system
achieved 61% accuracy for complete phrases and 81% for identification of sign units.
30% of the errors were due to inappropriate signs used for the phrases while the other
70% were due to unclear signing by the avatar [16].
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Figure 3.6: Motion capture equipment used in the TESSA system [81].
3.4.3 Animation of Avatars Using Key Frame Animation
Key frame animation is a technique that was developed at the Walt Disney studios
[63]. First, an experienced animator defines the most important frames of an animation
sequence. The less experienced animators are left to draw the in-between frames that
fall between the master animator’s key frames [63]. Almost all 3D animation software
is based on this approach. The system animator defines key poses of various objects,
such as the rotation of fingers relative to a character’s hands, at particular points on a
time-line. This process is known as setting key frames. The 3D animation software then
interpolates between the animation parameter values of subsequent frames, generating
the in-between frames and, thus, the required motion to complete the animation.
Parameter curve editors are available within most animation software [5, 9, 15]. The
parameter curve shows a graphical representation of an animation parameter’s value
over time. Altering the parameter curve allows the animator to fine tune the animation
by controlling its speed. The realism of key-frame animation depends largely on the
animator’s ability to set believable key-frames and interpolate between them correctly.
The following sections discuss the benefits and drawbacks of key frame animation.
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3.4.3.1 Benefits of Key Frame Animation
• Key-frame animation requires less storage space than motion capture animation.
• Animation data can be created without the need for specialised equipment result-
ing in a more cost effective solution.
• The animator has total control over the animation with the ability to fine tune it
using parameter curves.
• 3D animation software [5, 9, 15] allow for automatic key framing and interpolation
to aid the animator in the animation process.
3.4.3.2 Drawbacks of Key Frame Animation
• The animation process can become time consuming and complex.
• Specifying realistic movements and combining these smaller motions into large and
dynamic movements is a challenging process.
• 3D animation software are specialized and complex and require some training
before they can be used.
• Many of these software packages do not provide a dictionary lookup facility to aid
in creating more complex movements from stored key frames [5, 9, 15].
• The animator has to ensure that collisions between different parts of the character
do not occur.
3.4.4 Systems Which Use Key Frame Animation
The following subsections describe systems in the literature that make use of key fram-
ing to visualise SLs by means of key frame animation. They are: Vsigns, SignSynth,
ViSiCAST and eSIGN, Thetos, Synnenoese and the SASL project.
3.4.4.1 Vsigns
Vsigns is a system that makes use of key-frame animation. It was developed by Papado-
giorgaki et al. [65] at the Informatics and Telematics Institute in Greece to synthesise
Greek Sign Language from SignWriting notation. The system makes use of a MPEG-4
Body Animation Parameter (BAP) player developed by Ecole Poly-technique Federale
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Lausanne (EPFL) for hand and body animation and a MPEG-4 Face Animation Param-
eter (FAP) player developed by EPFL and the University of Geneva for facial animation.
The MPEG-4 animation players were integrated with the head and body of the avatar
to make it seem as though the animation was rendered by one program [65].
SignWriting Mark-up Language is interpreted and converted into MPEG-4 Face Body
Animation Parameters (FBAP) which is generated as Virtual Reality Mark-up Language
(VRML), an older Web3D technology, to animate H-Anim compliant avatars. Three
avatars were developed to facilitate the rendering of the constructed signs [65]. Figure
3.7 illustrates one of these avatars.
The system has a few point of criticism. No experimentation has been documented.
The use of VRML to animate avatars introduces complexities in the animation creation
process: the bones in the hands of H-Anim compliant avatars are also not flexible enough
to reproduce the hand shapes used in sign languages [20].
Figure 3.7: One of the avatars in the Vsigns system used to render sign language [65].
3.4.4.2 SignSynth
SignSynth is an online, non-profit and open source sign language visualisation system
developed at the University of New Mexico by Grieve-Smith [30]. The system also
makes use of VRML for 3D visualisation. ASCII-Stokoe is used as input to control an
avatar capable of rendering both manual and non-manual gestures in animations. The
ASCII-Stokoe is parsed with a Perl script which then provides input to a key-frame
generation module. The resulting output is a VRML file containing the avatar as well
as the animation data which get published on the Internet. There is no documentation
relating to the development and evaluation of the system.
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There are a few points of criticism relating to the system. According to the author, Sign-
Synth is not very flexible because it relies on ASCII-Stokoe as its underlying linguistic
representation [30]. The bones in the hands of H-Anim-compliant avatars are also not
flexible enough to reproduce the hand shapes used in sign languages [20]. Figure 3.8
shows the avatar used.
Figure 3.8: The avatar used in SignSynth to render sign language [2].
3.4.4.3 ViSiCAST and eSIGN
ViSiCAST and eSIGN were projects developed at the University of East Anglia, funded
by the European Union to translate from English to BSL [20, 43, 88]. ViSiCAST pro-
duced a stand-alone rendering application while eSIGN opted to create a plugin for
websites [88]. ViSiCAST uses an avatar created by Televisual Ltd named Visia. Visia is
capable of performing hand and body animations but unable to perform facial expres-
sions. eSIGN also makes use of an avatar created by Televisual named Guido. Guido is
more advanced than Visia due to the fact that it can perform body and hand animations
as well as facial expressions [20].
These systems makes use of a proprietary XML-based representation of HamNoSys
called SiGML to control the avatars [20, 44]. An animation generation engine takes the
SiGML as input and produces the key frames needed to animate the represented SL
phrase. Figure 3.9 shows the avatars used by ViSiCAST and eSIGN.
3.4.4.4 Thetos
The Silesian University of Technology developed a system called Thetos to facilitate
the translation between Polish and Polish Sign Language [25]. The system uses a 3D
animation rendering application developed using OpenGL for the visualisation of signs.
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Figure 3.9: (a) Visia from the ViSiCAST project [20]. (b) Guido used in the eSIGN
project [88].
A simple avatar consisting of hands with 15 degrees of freedom is used to visualise the
SL. Note that the system can only visualise manual gestures. Figure 3.10 shows the
avatar used in this system. A formal notation created and used by the Polish Deaf
community is used to animate the avatar. Key frames are created from this notation
and used to generate the desired animations of the signs.
Figure 3.10: The avatar used in the Thetos system [25].
3.4.4.5 The Synnenoese Project
Karpouzis et al. [41] developed a virtual signer to facilitate in the education of Greek
Sign Language (GSL) as part of the Synennoese project. Their avatar was designed using
the H-Anim standard and is only capable of performing manual gestures. The authors
in [41] implemented an interpreter that converts HamNoSys transcriptions into a key
frame-based scripting language called the Scripting Technology for Embodied Persona
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(STEP). This results in a VRML file which is used to control and animate the avatar
[41]. Figure 3.11 shows the avatar used in the system.
Figure 3.11: The avatar used in the Synnenoese project [41].
3.4.4.6 The SASL Project
The SASL project at the University of the Western Cape developed a sign language
visualisation system which uses key frame animation to render phrases in South African
Sign Language [56]. The avatar used in the system was created using an extended
version of the H-Anim standard for avatars such that hand, body, arm, finger and head
movements are as close to that of a real signer as possible [85]. MPEG-4 Face Definition
parameters were also implemented to cater for facial expressions.
SignWriting notation is used to represent South African Sign Language which gets con-
verted into SWML. The input is handle by SignText Editor [69], an interface for creating
SignWriting notation pictographs. The SWML is analysed and categorized into different
kinematic problems dependent on the symbols present in the sign [56]. Body anima-
tion parameters and face animation parameters are created from the SWML. These
key frames are interpolated using Blender‘s built-in interpolation methods. Figure 3.12
shows the avatar used in the system.
The system was evaluated to assess the accuracy of 8 simple SASL phrases rendered by
the system. The phrases were: thank you, hello, now, same, food, house, understand and
time. A high recognition accuracy of 92% was achieved across all the phrases [56]. This
 
 
 
 
Chapter 3. Sign Language Visualisation 40
research aims to produce a system that provides extended rendering capabilities to this
system by making it possible to render entire sentences, rather than simple phrases.
Figure 3.12: Avatar of the SASL project used to render sign language.
3.5 Summary
This chapter discussed methods of visualising Sign Language. Video-based visualisation
produces natural and realistic performances but it has a number of disadvantages that
make it unsuitable for this research. Avatar-based visualisation, on the other hand,
has a significant number of advantages over video-based visualisation. Avatar-based
visualisation can render spatial references, inflecting verbs and classifier predicates with
greater ease than the video-based alternative. The two main techniques for achieving
avatar-based visualisation were discussed as well as several systems in the literature that
implement these approaches.
The next chapter discusses the design and implementation of the system proposed in
this research.
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Design and Implementation
This chapter discusses the design and implementation of the system. It explores the
technologies and standards used to implement the system as well as detailing how the
animation parameters are generated from SWML. Section 4.1 explores the technologies
and methodology used to model and animate the humanoid avatar used with realistic
movements. Section 4.2 presents an overview of the system design, detailing the steps
taken to generate SL animations. Thereafter, the remaining sections of the chapter
discuss each of these steps in greater detail, as follows.
The structure of the input notation is explored in Section 4.3. Section 4.4 describes
the parser used in the system. The section provides a detailed description of how the
animation parameters are generated from each category of the SignWriting. Section 4.5
describes how interpolation is then used to create a smooth animation of the avatar
performing a SL sentence. Finally, the animation is exported as a video, as described in
Section 4.6. The chapter is then concluded.
4.1 Technologies Used to Implement the System
This section details the technologies and methodologies used to implement the SASL
humanoid avatar. An overview of MakeHuman and Blender, the open-source suites used
to model and animate the humanoid avatar, is provided. The Python SAX API, used
to parse XML files into Blender is also discussed. The H-Anim standard for modelling
humanoid avatars is also explored. The section then details the methodology designed
by van Wyk of the SASL group [85] to produce avatars that can perform realistic move-
ments.
41
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4.1.1 MakeHuman
MakeHuman is an open-source modelling tool designed for the prototyping of photo
realistic humanoid avatars in a short period of time [52]. It was originally designed by
Bastioni as a Python script which could be used in Blender, but the project grew to
such an extent that it was later developed as a standalone application.
MakeHuman uses a parametric system that allows users to change several attributes of a
default avatar to tweak it to their specific needs and produce unique avatars. Attributes
such as age, gender, muscle tone, weight and height can be altered by the click of the
mouse. The main design goal of the project is to be able to quickly produce humanoid
avatars and export them for use in other projects.
4.1.2 Blender
Blender is a free and open-source 3D modelling package developed and maintained by
the Blender Foundation [9]. It is an advanced key framing animation system that offers
a range of tools for modelling, rendering and animation. It was initially developed as
an internal and closed-source project to be used by NeoGeo and Not a Number (NaN)
animation studios in the late 90’s.
Blender was declared open-source and released under the GNU General Public License
when NaN went bankrupt in 2002. It is one of the most active open-source projects with
a large user community. The reason for its wide spread use can be attributed to its vast
array of tools and functions which allow users to model, shade, animate and render any
3D object.
Blender hosts a number of features that make it an attractive animation suite. Included
is a multi-window user interface which allows the user to customize the interface to
provide the most effective work-flow. It also has an advanced armature system that
supports scale, rotation and translation constraints. Blender supports the use of forward
kinematics (FK) as well as inverse kinematics (IK) constraints for it’s skeleton system,
thus simplifying the animation process.
Forward kinematics is the process of computing the end position of a model from the
animation parameters. Inverse kinematics is the reverse process where by the animation
parameters are computed from the end position of a model. Animations are created
using an intuitive key framing system which allows users to create key frames by posing
the model being animated and storing the key frames within a database for later use.
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To illustrate the use of FK and IK, consider the leg of an avatar consisting of three
sequentially connected bones representing the thigh bone, connected to a shin bone
which is, in turn, connected to one bone representing the foot as a whole. A rotation
or translation may be applied to a bone higher up in the bone hierarchy, in this case
the thigh bone. Bones that are descendants of this bone need to also be rotated and/or
translated accordingly to ensure that the bones remain correctly connected.
FK is used to achieve this by computing the correct corresponding positions and rotations
of all descendant bones. In contrast, a translation may be applied to a bone lower down
in the bone hierarchy, in this case the foot. The rotation and/or translation of bones
higher up in the hierarchy need to be adjusted to accommodate this translation while
ensuring that the bones remain connected. This is achieved by means of IK which carries
out this computation.
Blender also has an embedded Python interpreter with an application programming in-
terface (API). Python is a high level open source programming language. It incorporates
modules, exceptions, dynamic typing, very high level dynamic data types, and classes.
Blender has a vast number of libraries, including libraries that handles Internet data
and structured mark-up language processing such as XML [85].
4.1.3 Python SAX API
The Python Simple API for XML (SAX) is a library that can be used to retrieve data
from a XML file. It is a programming interface for event-based processing of XML
documents using parsers. The parser verifies the structure of the XML document by
validating it against a Document Type Definition (DTD).
The DTD is a set of declarations that define the structure of a XML document with
a list of elements. The structure of a SAX application consists of one or more input
sources, a parser and handler objects [59]. The parser reads the input source and a
sequence of events on the handler are raised. The SAX API defines four basic interfaces.
These interfaces are implemented as Python classes [59]:
• ContentHandler: This class implements the main SAX interface for document
handling events.
• DTDHandler: class for handling DTD events
• EntityResolver: class for resolving external entities
• ErrorHandler: this class is used to report all errors and warnings
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SAX defines methods that are used by programmers to implement the API. The basic
methods of the xml.sax package are:
• make parser() - This method creates and returns a SAX XMLReader object
• parse(filename, handler) - This method creates a parser and parses the given
document. The given document can be passed as either a file name or a stream.
The handler parameter is one of the SAX interfaces mentioned above.
4.1.4 H-Anim
The Humanoid Animation, or H-Anim for short, is a standard which describes skeletal
specifications for the creation of humanoid avatars [87]. The standard ensures that an
avatar created using an authoring tool from one vendor may be animated using tools
from another vendor. The standard has three design goals:
• Compatibility: The avatar should work in any compatible browser.
• Flexibility: No assumptions are made about the type of application that will use
the avatar.
• Simplicity: The standard can be used in it’s simplest form and extended at a later
stage if needed.
The standard is based on how the human body is segmented and connected. It describes
the avatar’s body as a collection of segments such as the forearm, hands and feet that are
connected to each other via the joints such as the elbows and ankles. For each segment,
the standard recommends relative proportions which may be used as guidelines during
the creation process, but are not compulsory.
H-Anim defines the skeleton of a humanoid avatar at 4 different levels of articulation
(LoA) ranging from 0 to 3. These levels specify the number of joints which are present in
the structure of the skeleton. The lowest LoA is 0 and contains a single bone to represent
the spine of the skeleton. As the LoA increases, more joints are implemented. LoA 1
contains arms and hands along with a spine that includes more bones. The highest
LoA, LoA 3, contains a complex near realistic spine which defines 72 bones in total.
The avatar used in this system uses LoA 2 which strikes a balance between complexity
and level of detail.
The H-Anim standard has a few limitations, regardless of how flexible it may be [85].
It does not define the exact location of the centre of any joints. Joint rotation limits
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that ensure that the avatar performs movements that are possible for humans are not
specified [85]. The bones of the hand defined by the H-Anim standard are not flexible
enough to produce the hand shapes used in SASL [20]. In terms of facial expressions,
H-Anim only defines a simple set of bones in the face that can be used to animate basic
facial expressions. Referring to the simplicity design goal of the standard, it suggests
the use of the MPEG-4 Facial Definition Parameters (FDP) on an H-Anim avatar to
implement facial expressions more accurately [87].
4.1.5 MPEG-4 Facial Definition Parameters
The MPEG-4 Face Body Animation specification is part of MPEG-4 International Stan-
dard (ISO14496) which deals with animation of the body and face of humanoid avatars.
The focus of this subsection is specifically the Face Definition Parameter (FDP) part of
the standard [86]. It defines two types of feature points on the face to allow complex
facial expressions to be animated.
The first type of feature points are known as control points. The movement of these
points mimics the muscle movements when a facial expression is performed. The second
type of feature points refer to standard locations on the face. Figure 4.1 shows the
control points highlighted in red and the standard locations highlighted in blue.
4.1.6 Van Wyk’s Framework for Avatar Creation
A framework for creating high-quality 3D humanoid avatars was developed by van Wyk
in [85] as part of the SASL project. The framework makes use of the technologies and
standards discussed in the previous subsection. The effectiveness of the framework was
demonstrated by van Wyk by using it to develop the humanoid avatar used in the work
of this thesis, named Man. This was followed by a demonstration of Man’s ability to
perform humanly plausible movements and poses. The following subsections provide
an overview of van Wyk’s framework and discuss the implementation and evaluation of
Man.
4.1.6.1 Overview of the Framework
Van Wyk’s methodology uses MakeHuman to create an initial humanoid avatar model
of high quality in a relatively short amount of time. Once the avatar is created, the body
is fitted with a modified H-Anim LoA 2 skeleton and the face is parametrised using the
MPEG-4 FDP. In doing so, the avatar is made capable of performing realistic movements
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Figure 4.1: The layout of the MPEG-4 Facial Definition Parameters on the face [86].
that are physically plausible to humans. The methodology also uses a database to
store predefined key-frames for a set of action animations. The animations can then
be generated seamlessly by calling up key-frames from the database. Figure 4.2 is a
graphical representation of van Wyk’s methodology taken from [85].
4.1.6.2 Implementation of the Humanoid Avatar Man
Van Wyk implemented Man using the methodology outlined in the previous section.
He created the initial model of Man in MakeHuman by adjusting the parameters of the
default model called the K-Mesh. The reader is referred to [85] for full specifications of
the parameter adjustments made on the K-Mesh to produce Man.
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Figure 4.2: An overview of van Wyk’s methodology taken from [85].
In MakeHuman, the avatar takes on the default pose called the Crucifixion pose. In
this pose, the avatar is in an upright position with its arms stretched out to the sides
and the jaw closed. The Crucifixion pose is also the required H-Anim default pose for
an avatar [87]. The Man model was allowed to remain in the Crucifixion pose, but the
jaw was opened in order to correctly parametrize the avatar’s face [85]. The model was
then exported as a WaveFront object file to be imported into Blender. The model was
up-scaled to 30 times its original size to be viewable in Blender. During the importation
of the model into Blender, small errors occurred which resulted in the vertices of the
model being incorrectly assigned. For instance, the texture that was suppose to be the
skin of the avatar was found on the teeth [85]. The model was carefully inspected and
these errors were manually corrected.
It was found that the eyeball models of MakeHuman were unnecessarily complicated
and were subsequently replaced with half-spheres. They were given material colours to
represent realistic looking eyeballs. Instead of creating separate models for clothes, a
different colour material was applied to the model’s torso and upper legs. Eyebrows were
implemented by applying a black material to the model where the eyebrows are situated.
The model was then fitted with a LoA 2 skeleton defined in the H-Anim standard.
Van Wyk also followed the naming convention for the bones suggested in the H-Anim
standard. In order to ensure realistic movements of the avatar, various bones were given
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rotational constraints. For a full specification of the rotational constraints the reader is
referred to [85]. Figure 4.3 shows the completed model for Man.
Figure 4.3: The complete model for Man along with a view of its skeletal layout.
Bones were placed on feature points ofMan’s face as defined by the MPEG-4 FDP speci-
fication. Additional bones were placed within the tongue to control it during animation.
Figure 4.4 shows Man’s face equipped with all the bones defined by the MPEG-4 FDP
specification. At this point Man was ready to be animated.
4.1.6.3 Evaluation of Man ’s Performance
The evaluation of Man’s performance aimed to evaluate the degree to which the avatar
can render different poses in real-time during animations. The test took place on a Mac
Book Pro with a 2.16 GHz Intel Core 2 Duo processor, 1GB RAM and an ATI Mobility
Radeon X 1600 graphics card. Van Wyk showed that his methodology resulted in an
avatar that could perform all the necessary poses needed during SL. A summary of the
posing results for Man are presented below. The reader is referred to [85] for full details
of the evaluation process.
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Figure 4.4: The complete model of Man’s face with bones placed according to the
MPEG-4 FDP specification.
• The spine is able to perform natural movements that are physically plausible. It
is capable of forward bending, extension, left and right lateral bending as well as
rotation, while the position of the pelvis remains fixed.
• The neck is able to perform left and right rotation, extension, flexion as well as
left and right lateral bending.
• The shoulder is able to perform extension, flexion, external and internal rota-
tion in the neutral position, elevation, abduction as well as internal and external
rotation in an abducted state.
• The elbow is able to perform supination, pronation and flexion.
• The wrist is able to perform dorsiflexion, palmar flexion, radial deviation and
ulnar deviation.
During animations of Man, the frame rate was also recorded in order to determine if the
avatar conforms to real-time requirements. For real-time animations to be achieved, a
frame rate of at least 15 frames per second (FPS) is necessary. It was shown that Man
can be animated at frame rates between 120 and 230 FPS, which is much higher than
the required real-time frame rate.
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4.2 System Design Overview
This section gives an overview of the process used by the proposed system to create SL
animations from the input notation. The input takes the form of SignWriting notation
constructed using the SignText Editor. The SignWriting is converted to SignWriting
Mark-up Language (SWML) by the SignText Editor and sent to the parser. The parser
analyses the structure of the SWML to determine if it is correct and extracts seman-
tic information about the phonemes in the sign. This information is used to generate
animation parameters. The animation parameters are in turn used to produce an ani-
mation of the sentence corresponding to the input. The system outputs a video of Man
performing the SL sentence represented in the input. Figure 4.5 shows the overview of
the system’s design.
1. Conversion of SignWriting Notation to SWML
The SignText Editor is used to create sentences in SignWriting. The editor is then
used to convert the sentences into SWML.
2. Parsing of the SWML
The SWML is parsed and validated to check the format of the XML file. The
SWML then goes through two phases. First, the SignWriting is analysed to see
if the structure of the sentence is correct. It is then dismantled into key poses
which are sequenced into individual kinematic problems. Each kinematic problem
is resolved separately.
3. Interpolation
The key poses are merged on the timeline and interpolated into a smooth animation
of the sentence.
4. Exporting the animation
The animation is exported to a standard video format. Man is rendered performing
the sentence.
The remaining sections of the chapter describe each of these steps in greater detail.
4.3 Input Notation
As discussed in section 2.5.3, SignWriting relies upon its graphical nature to make it
intuitive to use by Deaf individuals. This, in turn, makes it unsuitable for computer
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Figure 4.5: An overview of the system design.
processing. For SignWriting to be an efficient computer notation system, it should facil-
itate tasks such as storage, processing and indexing of signs. For this purpose, SWML
has been developed. The following sections discuss SWML, it’s symbol structure and
it’s creation. Subsection 4.3.1 provides an overview of SWML. Subsection 4.3.2 details
the symbol structure of SWML, used to create various symbols. Finally, Subsection
4.3.3 describes the SignText Editor used in the proposed system which allows the user
to create SignWriting symbols and export them into SWML format.
4.3.1 SignWriting Markup Language
SWML is an XML-based format for representing signs in SignWriting. It was developed
by Costa et al. [17] and represents SignWriting in a manner that can be used in computer
processing. The symbols are represented as plain text, which requires less space than
the graphical version of SignWriting. The plain text also allows for fast and efficient
transmission of the SWML. In cases where the animation needs to be transmitted over
the Internet, the SWML can be sent easily and the animation generated on the receiving
end. Due to its XML nature, it is application and computer platform-independent and
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can be used in any type of system, from language and document processing to translation
and animation [64]. Version 1.1 of SWML is used in this system and is defined by
the Document Type Definition (DTD) included in Appendix A. The following section
explains how the symbols are labelled to identify the aspect of SL that they relate to.
4.3.2 The Symbol Structure of SWML
Each symbol in SWML can be identified by a unique 6-tuple symbol identifier. This
identifier is used to determine which aspect of SL a symbol relates to. The 6-tuple
symbol identifier Sid is defined as:
Sid = (c, g, b, v, f, r) (4.1)
where symbols c, g, b, v, f and r specify all the transformations that a symbol was sub-
jected to at the time it was added to a SignWriting sign. The fields of the symbol
identifier are explained as follows:
• c = category. The symbols of SignWriting are categorized into 7 categories namely;
hands, movement, face-and-head, body, dynamics, punctuation and location for
sorting. The c field identifies the category that a symbol belongs to.
• g = group. Each category is further divided into different groups. Consider the
hands category as an example. There are 10 groups in this category, one for each
finger.
• b = base. The b field identifies the shape of the hand within a group. Some hand
shapes are very similar to each other thus, having the same base shape.
• v = variation. This field differentiates between variations in symbols with the
same base symbols.
• f = fill. This field specifies how the symbol is filled. In the case of the hand
category, this field specifies the orientation of the hand. For a facial expression
involving the eyes, v identifies which eye is included in the facial expression.
• r = rotation. This field specifies how a symbol was rotated when added to the
sign. Rotations occur in steps of 45◦.
Figure 4.6 shows an example of SWML, with the highlighted text representing specific
SignWriting symbols. SignWriting does not include a symbol for location. As explained
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Figure 4.6: An example of SWML.
in section 2.5.3, signs are constructed in a 2-dimensional space called a signbox. The x
and y position of a symbol within the signbox are denoted by Sx and Sy respectively.
The length and width of a symbol are denoted by Slength and Swidth respectively. Thus,
a symbol’s full definition is:
S = (Sid, Sx, Sy, Slength, Swidth) (4.2)
Referring to Figure 4.6, it can be seen that each of the three symbols has an x and
y location, followed by an 8-part identifier, delimited by the dash character, that is a
combination of the Sid followed by the Slength and Swidth. Signs are composed of a set
of symbols as follows:
Sign = S1, S2, S3, ..., Sn (4.3)
By merging signs and animating them consecutively, sentences can be formed as follows:
Sentence = sign1, sign2, ..., signn (4.4)
4.3.3 SignText Editor
The sentences are constructed using the SignText editor, a web application for writing
signs in SignWriting created by Sleivinski [69]. Figure 4.7 shows the interface of the
SignText Editor. Signs are constructed by selecting symbols from the symbol database
and positioning them correctly within the signbox. The control panel is used to navigate
through the symbol database. It also allows users to change attributes of symbols once
they are added to the sign. These include rotating and mirroring symbols. SignText
editor also has an option to convert the SignWriting into SWML, the format required by
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the proposed system. SignText editor is written in php and JavaScript. Once sentences
have been constructed, the JavaScript sends the SWML to the parser to be further
processed. The JavaScript saves the SWML input file to a local directory where it will
be accessible by the parser. Figure 4.8 shows the interface used to save the SWML.
Figure 4.7: The interface of SignText Editor.
Figure 4.8: The interface used to save the SWML.
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4.4 Parsing of the SignWriting Markup Language
The parser analyses and interprets the SWML from which animation parameters are
generated. The parser has three responsibilities. The first is to check if the format of
the sentence is correct. If the sentence is correct, it determines the order in which SWML
symbols should be processed. The parser then generates the animation parameters from
the SWML. The following three subsections detail how the parser performs each of these
tasks.
4.4.1 Checking the Format of the Sentence Being Processed
The parser checks if the sign is valid based on the rules of SignWriting. It also checks if
the symbols used to construct the sentence are used correctly. SignWriting has different
symbols relating to the left and the right hands. Referring to the right hand side of
Figure 4.9, the movement symbol used corresponds to a movement associated with
the left hand, but a right hand symbol is present. The parser picks up the mismatch
between the left hand movement symbol and the right hand symbol, and marks the
sign as incorrect. Incorrect signs are rejected by the parser and no further processing is
carried out. The correct method of constructing the sign is shown on the left hand side
of Figure 4.9. The sign is correct because the movement symbol and hand symbol refer
to the same hand.
Figure 4.9: An example of a signs written correctly and incorrectly based on the rules
of SignWriting.
4.4.2 Determining the Order in Which Symbols are Processed
Once the format of the sentence has been flagged as correct, the parser then determines
the order in which symbols should be processed. Before any ordering happens, the parser
categorises all the symbols into one of three categories. This is done by adding a label
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of the category to the SWML of each symbol. The system analyses the SWML and uses
the category field (c) to determine what category a symbol falls under. Table 4.1 shows
how the value of the category field c is used to determine the category of the symbol.
Value of c Category
01 Hand
02 Face
03 Movement
Table 4.1: Category assigned to each symbol based on the value of the category field
c.
The number of symbols in each category is computed and this value is stored. The parser
uses the number of symbols in each category, as well as the arrangement of symbols in
the sign, to determine the type of sign that is being processed. Two types of signs have
been identified; these are basic signs and compound signs.
A basic sign consists of, at most, one symbol from each category i.e. any combination
of one head symbol, one hand symbol and one movement symbol. If the same symbols
for hand shape and hand movement are used for both the left and right hand, the sign
is still considered to be a basic sign, even though two hand shape or movement symbols
are present. In such cases, the movement, location and orientation of the left and right
hands are mirrored. Furthermore the movement may be alternating or simultaneous,
but it is still considered a basic sign.
If the sign contains two or more symbols of the same category that are different, the
sign is considered to be a compound sign. A compound sign is considered to consist of
multiple basic signs. Figure 4.10 illustrates the two types of signs identified.
Figure 4.10: The two types of signs that are defined.
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As previously mentioned, the signs in SignWriting are not written from left to right.
Instead, signs can be read in any direction, dependent on the type of symbols used to
construct the sentence. The SignWriting movements are sequential, but are not parsed in
any specific direction. The hand shape that starts a sign follows the movement symbols
to the next hand shape symbol. The intended system uses the following approach to
determine the order in which the symbols must be processed.
All basic signs are processed in the following order: head symbols, hand shape symbols,
contact symbols and then movement symbols. The order differs slightly when working
with compound signs. The top-most head symbol is processed first. The hand shapes
which start the sign are then processed to establish the initial position of the hands.
All the movement symbols following the initial hand shapes for both the left and right
hands are then processed to determine and track the flow of the hands throughout the
rest of the sentence. At each stage in the process of tracking the hand movements, any
shape and contact symbols in the sentence are processed to effect these animations.
Figure 4.11 illustrates how a compound sign is ordered. This ordered list is passed onto
the next section of the parser such that animation parameters can be generated.
Figure 4.11: A graphical representation of the sorting performed by the parser.
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4.4.3 Generating Animation Parameters From SignWriting Markup
Language
Using the sorted list of symbols in SWML, the parser generates the animation param-
eters. It uses the information of the 6 tuple symbol ID to specify Body Animation
Parameters (BAPs) for the joints that correspond to the symbol ID. The following sub-
sections detail how the parser generates animation parameters for the hands, face and
movement categories.
4.4.3.1 Hand Symbols
Table 4.2 shows how the fields of the symbol ID are used to determine the exact config-
uration of a hand symbol.
Action Symbol ID fields
Determine hand shape referred to combination of (c, g, b, v)
Determine if hand is left or right rotation(r)
Determine direction of palm fill(f)
Determine to which plane the hand is parallel fill(f)
Determine rotation angle rotation(r)
Table 4.2: Breakdown of how the parser uses the symbol ID to determine the config-
uration of a hand symbol.
The basic symbols in SignWriting can go through multiple transformations when added
to a sign pictograph. These transformations include rotation, change in orientation, as
well as mirroring. All the basic hand shape symbols are right-handed by default, with
no rotation applied to them. Figure 4.12 depicts some of the basic right hand symbols
in SignWriting. Figure 4.13 shows all the rotations and orientations a right-hand index-
finger symbol can be subjected to.
Mirroring a right hand symbol results in the left hand version of that symbol. The
rotation (r) field of the symbol ID indicates whether or not a symbol is mirrored. The
rotation can have a value from 1 to 16, where a symbol refers to the right hand if
1 ≤ r ≤ 8 and refers to the left hand if 9 ≤ r ≤ 16 as can be seen in Figure 4.14.
The rotation field also indicates the degree to which the hand is rotated. This rotation
occurs in steps of 45◦. The right hand is rotated anti-clockwise and the left hand is
rotated clockwise. Figure 4.14 depicts all possible rotations for both the right and left
hands. If the system identifies a hand symbol in a sign, it needs to determine animation
parameters for the finger joints to produce the hand shape. To determine the actual
hand shape of a symbol, the first 4 parameters (c, g, b, v) of the symbol identifier are used.
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Figure 4.12: Right hand symbols for various hand shapes.
These specify the animation parameters of the finger joints to produce the corresponding
hand shape.
The human hand consists of 27 bones which are divided into 3 groups [80]. The groups
are as follows: the carpal bones (carpals), the metacarpal bones (metacarpals) and the
phalangeal bones (phalanges) [80]. The phalanges are further divided into the proximal,
middle and distal phalanges. As such, the hand has multiple Degrees of Freedom (DOF).
Thus, the human hands are very complex articulated structures. Figure 4.15 shows the
bones of the human hand. The hand of the avatar is structured in a similar way as can
be seen in Figure 4.16.
The distal phalanges of the avatar’s hand are Inverse Kinematics (IK) which can be
seen by their brown colour. The rest of the bones are Forward Kinetics (FK) enables to
ensure that hand shapes can be created with more ease. The finger joints are rotated
to achieve the hand shape represented in the sign. A predefined lookup table defines
animation parameters for the finger joints. The combination of the first 4 parameters
of the symbol ID are used as keys for the lookup table and to distinguish between the
different hand shapes.
Once the animation parameters for the finger joints are determined, the system then
needs to determine the orientation of the hand. There are two aspects to the hand
orientation in SignWriting. The first aspect is concerned with the direction in which the
palm of the signer is facing. This orientation is viewed from the signer’s point of view.
The possible directions are: palm facing the signer, side of hand facing the signer and
back of hand facing the signer. This is depicted in Figure 4.17.
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Figure 4.13: All possible angles of rotation and orientation for a right-hand index-
finger-up symbol in SignWriting.
Figure 4.14: The angles of rotations for left and right hands.
The second aspect of the orientation is concerned with the plane to which the hand is
parallel. The hand can be parallel to either the floor or the wall, as can be seen in Figure
4.18. The fill (f) of the symbol ID identifies the orientation and can be an integer value
between 1 and 6.
Table 4.3 details how the parser interprets the orientation in each plane for every view
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Figure 4.15: The bone structure of the human hands.
Figure 4.16: The avatar’s bone structure in the hands.
of the palm. As seen in the table, each value of f defines a unique combination of the
two orientation aspects described.
The fill and rotation fields are used to determine the animation parameters for the
elbow, shoulders and wrist to achieve the desired orientation and rotation of the hand.
The system processes all hand symbols using this approach and stores the resulting
animation parameters.
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Figure 4.17: The possible directions the signer’s palm can face [66].
Figure 4.18: Orientation of the hand along the floor plane and wall plane [66].
Palm Direction Wall Floor
Front 1 4
Side 2 5
Back 3 6
Table 4.3: Orientation as interpreted by the parser.
4.4.3.2 Facial Expression Symbols
Table 4.4 summarizes how the parser uses the fields of the symbol ID to determine the
exact configuration of a facial expression symbol.
Action Symbol ID fields
Determine part of the face referred to combination of (c, g, b, v)
Identify if the left, right or both parts of
the face are referred to
fill(f)
Table 4.4: Breakdown of how the parser uses the symbol ID to determine the config-
uration of a face symbol.
Facial expressions are a very important aspect of sign language because they express
grammar and portray feeling and interest towards the subject being communicated [12].
Examples of facial expressions in sign language include raising of eyebrows, blinking
eyes and various mouth shapes. Changing the facial expression of a sign can potentially
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change the meaning of a sign. The symbols relating to facial expressions encode infor-
mation about the parts of the face that move and how this movement should occur. The
system uses an approach similar to the previous category symbols to determine the Face
Animation Parameters (FAPs).
The face symbol is identified using the combination of the first 4 parameters (c, g, b, v)
of the symbol identifier. In cases where the facial expression refers to eyes, cheeks,
eyebrows and ears, the fill field is used to determine if the left, right or both parts must
move. If f = 1, both parts are included in the facial expression. If f = 2, only the
right part is included in the facial expression. If f = 3, only the left part is included
in the facial expression. Once the specific part or parts of the face to be animated are
identified, the rotation field is used to determine in which direction the motion of that
part of the face should take place.
As mentioned in section 4.1.6.2, additional bones are added to feature points on Mans
face. These bones do not have any constraints applied to them and, thus, unnatural
facial expressions can be created. Figure 4.19 depicts three natural facial expressions
produced by the avatar.
Figure 4.19: Three facial expressions rendered by the avatar.
Once the face is identified, along with the movements associated with it, the system
generates the FAPs. A predefined lookup table is used which defines FAPs for the
corresponding facial parts. After the FAPs are generated they are stored.
4.4.3.3 Movement Symbols
Table 4.5 summarizes how the parser uses the symbol ID to determine the configuration
of a movement symbol.
Arrows are used in SignWriting to indicate movement paths and direction. There are a
variety of arrows indicating movements associated with the left hand, right hand or both
hands moving simultaneously. Figure 4.20 depicts different types of movements for the
right hand, left hand and both hands along the different planes. Movements that occur
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Action Symbol ID fields
Determine the type of the movement combination of (c, g, b, v)
Identify the plane in which the movement lies combination of (c, g)
Identify to which hand the movement is associated fill (f)
Determine the direction of the movement rotation (r)
Determine the length of the movement variation (v)
Table 4.5: Breakdown of how the parser uses the symbol ID to determine the config-
uration of movement symbols.
parallel to the floor are indicated using arrows with single lines as tails. Movements that
occur parallel to a wall are indicated using arrows with double lines as tails.
Figure 4.20: Different types of movement symbols in SignWriting.
The different types of movements are identified using the combination of the first 4
parameters (c, g, b, v) of the symbol identifier. Using this combination, it is determined
if the movement in question is a straight movement, a curve, or circular movement. The
first 2 parameters (c, g) of the symbol ID also indicate whether the movement is along
the wall or floor plane.
The fill field indicates to which hand the movement is associated. If f = 1, the movement
is associated with the right hand. If f = 2, the movement is associated with the left
hand. If f = 3, the movement is associated with both the right and left hands. Each
hand has a different arrowhead associated with it as can been seen in Figure 4.20.
Movements associated with the right hand are indicated with a black arrowhead. Left
hand movements are indicated with a white arrowhead. If both hands are referred to
by the movement symbol, an open arrowhead is used.
As with the hand symbols, the movement symbols can also be rotated in 45◦ increments.
This determines the direction of the movement and is indicated by the rotation (r) field
of the symbol ID. The movements can be of varying lengths. To distinguish between
shorter and longer movements, the variation (v) field in the symbol ID is used.
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To produce the desired movement, the system makes use of key framing [13]. In this
technique, the starting point and the end point of the movement are defined. Interpo-
lation is then used to produce the in-between frames, resulting in a smooth transition
from the start to end points. Different movement types require varying numbers of key
frames to be defined. A straight movement only requires two key frames to be defined,
namely, the start and end points. A circular movement requires more key frames to
produce the desired movement. Figure 4.21 shows how more key frames are needed to
produce circular movements.
Figure 4.21: Varying number of key frames for straight and circular movements. The
red dots indicate the start and end points and the blue dots represent key frames.
SignWriting has symbols which specify the dynamics of a movement i.e. they indicate if
a movement is fast, normal or slow. This affects where the key frame is inserted on the
timeline. To determine the position of the next key frames on the timeline – denoted by
x – in cases where a dynamics symbol is present, the system uses the following equation:
xt+1 = xt + s∆t (4.5)
where xt is the current key frame, xt+1 is the following key frame, s is the speed of
the movement and ∆t = 20 frames. Three values for s have been defined to represent
the varying speeds of the movements. s = 1 indicates that a movement is fast, s = 2
indicates default speed movement and s = 3 indicates that the movement is slow. Thus,
if xt = 0, then the next key frame for a fast movement will be xt+1 = 20. If the movement
is of a default speed then xt+1 = 40 and for a slow movement xt+1 = 60. Thus, for fast
movements the distance between xt and xt+1 on the timeline is 20 frames. For default
speed and slow movements, the distance between key frames are 40 and 60 respectively.
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4.5 Interpolation Between Key Frames
All the symbols provided as input to the system in SWML format are converted to
animation parameters. The animation is represented as a series of key frame poses,
facial expressions and hand shapes. The system uses interpolation to acquire a smooth
transition between frames. This results in the avatar performing the sign represented
in the SignWriting. Consider Figure 4.22 as an example. Frames 1 and 6 are the key
frames created by the parser. Interpolation generates the in-between frames (frames 2
to 5) such that the hands gradually move towards each other until they make contact.
Figure 4.22: An example of interpolation between frames.
The avatar’s joints are rotated in order to achieve the correct orientation of the bones.
The following subsection describes quaternions which are used to describe and charac-
terize the orientation of a rigid body, and how they are used to interpolate between
frames.
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4.5.1 Quaternions
A quaternion is a 4-dimensional representation of rotations with 4 degrees of freedom.
The set of all possible rotations can be represented easily using quaternions. A rotation
is exactly the unit quaternion of the form:
a+ bi+ cj+ dk (4.6)
where a, b, c and d are real numbers that satisfy:
a2 + b2 + c2 + d2 = 1 (4.7)
Quaternions are advantageous due to the fact that they do not suffer from Gimbal lock
thus providing a more natural and accurate interpolation between frames. Blender’s
bone system uses quaternions to perform actions stored in key frame poses [85]. Consider
two key frames represented by quaternions q1 and q2 respectively. The interpolated
quaternion is then given by
q =
q1 sin(1− t)θ + q2 sin tθ
sin θ
(4.8)
where t is the amount of interpolation that needs to take place and lies in the range
[0, 1] [85]. This computation is carried out between every two key frames for a number
of t-values to determine the frames in between the key frames.
4.6 Exporting and Playing the Video of the Animation
Blender allows animations to be exported in many standard video formats, including
AVI, MPEG and QuickTime formats. The system exports the video to a location where
it is accessible to the SignText Editor. The video is then played on the web page which
was used to save the SWML. Figure 4.23 shows how the web page changes to allow the
video of the animation to be played.
4.7 Summary
This chapter introduced the technologies and standards used in this system. The ben-
efits of using these technologies were highlighted as well. Avatars created using the
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Figure 4.23: Interface used to play the video in the web page.
H-Anim standard do not have the necessary features to effectively visualize SL due to
its limitations. The chapter mentioned how the avatar was extended by a previous re-
searcher using the MPEG-4 FDP to satisfy the SL requirement. The chapter also gave
an overview of the proposed system’s design. It was found that Blender is a suitable
animation system to use to animate the avatar, since it provides all the features required
by this system. The chapter also explored the symbol structure of SWML which is used
as the input notation used to the animate the avatar. Each symbol category was dis-
cussed, with details provided as to how animation parameters are generated. The next
chapter discusses the experimental setup used to evaluate the system.
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Experimental Setup and Results
This chapter discusses the evaluation of the accuracy of the proposed SL rendering
system and presents and analyses the results. The experiment aimed to determine if
the system adheres to the criterion of accuracy which requires animations rendered by
the system to be accurate representations of SignWriting notation input, as originally
described in Chapter 1.
Section 5.1 provides a detailed discussion on the setup of the experiment carried out.
The results of this experiment are presented and analysed in Section 5.2. A summary of
the test results is provided in Section 5.3. Based on this summary, Section 5.4 concludes
the chapter with an answer to the research question set out in Chapter 1.
5.1 Experimental Setup
This section details the setup of the experiment that was used to evaluate the system.
The discussion of the experimental setup is divided into three sections.
Although provided in Chapter 1, Section 5.1.1 describes the criterion of accuracy that
the system must adhere to and motivates for a method to test this criterion in the pro-
posed SL rendering system. Section 5.1.2 describes the SASL data set used to evaluate
the system. Section 5.1.3 provides a detailed breakdown of the actual experimental
procedure, and how the data set was used in this regard.
5.1.1 Evaluation of Accuracy
As mentioned in Section 2.4 in Chapter 2, SignWriting conforms to the 5 SL parameters
that uniquely and accurately characterize any sign language gesture. These parameters
69
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are the shape, orientation, location and movement of the hands, and non-manual features
such as facial expressions. The criterion of accuracy requires for each of these parameters
to be correctly represented in the SL animation resulting from the rendering procedure
described in the previous chapter.
As mentioned in Chapter 1, it is imperative that the accuracy evaluation carried out is
completely regardless of the underlying meaning of the animations, as per this definition
of accuracy. In this regard, it is important that any subjective bias introduced into the
evaluation of the accuracy by a knowledge of the underlying meaning of the animations
is eliminated. As such, it is crucial to evaluate the accuracy of the resulting system using
evaluators that are unknowledgeable in the specific sign language that is rendered.
Two strategies can be devised to evaluate the accuracy of the SL animations produced by
the proposed SL rendering system. One strategy could be to get experts in SignWriting
to determine the accuracy of the animation given the input SignWriting notation, but
such experts must be unknowledgeable in SASL. A second strategy is similar to the
strategy employed by [19, 24] and involves the use of videos annotated with SignWriting
as follows: the SignWriting annotations are used as input to the proposed SL rendering
system, and the resulting animations are compared with the original annotated videos
to determine if the 5 parameters of the rendered video match those of the original video.
The evaluators in this case must also be unknowledgeable in SASL, and need not be
knowledgeable in SignWriting.
Several factors limit the use of the first strategy in this research. First, SignWriting
experts are virtually non-existent in South Africa. Efforts to find such experts proved
unsuccessful to researchers in the past [56]. Also, such experts in South Africa are
usually also experts in SASL, which conflicts with the accuracy criterion described. A
possible solution is to employ SignWriting experts from other countries. It is known that
Gallaudet University in the United States uses SignWriting as its language of instruction.
However, the use of these experts involves very high hourly costs, which makes their use
infeasible in this research. As such, the second strategy is employed in this research.
The second strategy requires a data set of SL videos annotated in SignWriting. Each
SignWriting annotation is used as input to the proposed SL rendering system to produce
a SL animation. A number of evaluators compare each animation and the corresponding
original SL video in terms of the 5 SL parameters and provide a measure of the accuracy
of each parameter.
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5.1.2 SASL Data Set
A SASL data set annotated in SignWriting was obtained from the Linguistics Depart-
ment at Rhodes University. The data set had been annotated in previous years by a
SignWriting expert who is no longer at the department. Upon inquiry, the department
mentioned that they no longer had any SignWriting experts. It is currently the only
known annotated SASL data set.
The data set contains 20 videos of proficient SASL signers signing various sentences of
varying lengths, annotated with their corresponding SignWriting. Each video in the set
is characterized by a number of sections in the video. A section consists of a segment of
the SASL sentence that consists of a specific facial expression and specific motion paths,
shapes, orientations and locations of the hands. Table 5.1 summarizes the sentences in
the data set and the number of sections in each sentence.
Sentence Number of sections
1 All students think they will pass 5
2 All the students will pass 4
3 All the tennis players will win 4
4 He teaches the child 3
5 I love you 1
6 One man is hunting three bucks 4
7 She teaches the children 3
8 The cow is being milked by the woman 4
9 The cow is being milked 2
10 The man is hunting a buck 3
11 The man is hunting the buck 4
12 The men are hunting the bucks 4
13 The woman is milking the cow 4
14 The woman milks the cow 4
15 The woman milks the cows 5
16 Three women are each wanting it 5
17 They will milk the cows 4
18 I want to get a balloon 3
19 I will give you a balloon 5
20 I give blue balloons 3
Total 74
Table 5.1: The annotated SASL sentences used to evaluate the system.
While the videos represent a wide variety of hand movements, shapes, orientations and
locations, as well as facial expressions, there is also some overlap between the sentences.
The number of sentences used is considerably larger than that of many other similar
studies [34–36, 45, 56], but it is desirable to experiment with a greater variety of sentences
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in future, once larger annotated SASL data sets are made available. At the present time,
only the data set that was used is available.
Figure 5.1: a) A simple SignWriting glyph supported by Moemedi’s system b) A com-
plex and compound SignWriting glyph that can be rendered by the proposed system.
For completeness-sake, the SignWriting glyphs for each of the sentences is provided in
Figures A.1 and A.2 in Appendix A. For comparison, Figure 5.1 provides an example of
the SignWriting glyph of a phrase that Moemedi’s system was capable of rendering and
an example of a significantly more complex glyph of a SASL sentence that the system
proposed in this research is now able to render.
The 20 SignWriting annotation sequences were used as input to the proposed SL ren-
dering system and 20 animations were produced, corresponding to the 20 SASL videos.
5.1.3 Experimental Procedure
A total of 15 evaluators of different age and gender were asked to participate in the
experiment. None of the evaluators are knowledgeable in SASL. For each evaluator,
each of the 20 animations and their corresponding original videos were played back
side-by-side at half speed such that the evaluator could clearly see the 5 parameters of
 
 
 
 
Chapter 5. Experimental Setup and Results 73
SignWriting being portrayed. The side-by-side viewing configuration of a specific video
and animation is henceforth referred to as the “video/animation pair”.
Each video/animation pair was played back section-by-section. Each section was dis-
played 5 times, and each time the evaluator was asked to evaluate one of the 5 parameters
as either being correct or incorrect. This is a stringent binary scoring system: the pa-
rameter is either completely correct or completely wrong. The evaluator was allowed
to request for the section to be played back a maximum of 3 times for each parameter
evaluation, after which the parameter in question was recorded as incorrect for that
section. The parameters were queried in this order: hand shape, hand orientation, hand
movement, hand location, and non-manual features.
Once all the parameters for a specific video/animation pair had been checked, the entire
video/animation pair was played back a final time at full speed. This time the evaluator
was asked to rate the resemblance between the animation and video on a scale of 0 to
7, whereby 0 meant no resemblance and 7 represented exactly the same. The evaluator
was allowed to request for a repeat viewing up to a maximum of 3 times.
The actual viewing order of video/animation pairs was randomized across evaluators.
In order to make this procedure clear, an example is provided. For a specific evaluator,
a video/animation pair is picked at random. Suppose the pair corresponds to Sentence
2. This video/animation pair has 4 sections. The evaluator is first asked to observe the
hand shapes and determine if the hand shapes in the animation correctly or incorrectly
match those of the video. The first section of the video/animation pair of Sentence 2 is
then displayed at half speed. The evaluator is allowed to request for the video/animation
pair of this section to replayed, but not more than 3 times.
After the hand shape is determined, the evaluator is asked to observe the hand orienta-
tion and determine if this parameter in the same section of the same video/animation
pair correctly or incorrectly matches those in the video. This process is repeated for the
next three parameters. The evaluation then moves on to section 2 of the sentence, and
this process is repeated. This is also repeated for sections 3 and 4.
Once all sections have been evaluated as described, the evaluator is asked to observe
the animation and video, and generally provide an impression, on a scale of 0 to 7, of
how closely the animation matches the video. The video/animation pair for the entire
Sentence 2 is then played back at full speed and the evaluator is asked to provide the
overall impression score. The evaluator is allowed to request for repeat viewings, but
no more than 3 times. This entire process is then repeated for the next video picked at
random, until all the videos have been evaluated.
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Note all the sentences consisted of a combined total of 74 parts, each of which was evalu-
ated for each of the parameters by 15 evaluators, resulting in a total of 1110 evaluations
for each parameter, across all sentences and evaluators. This resulted in a total of 5550
parameter evaluations in total, across all 5 parameters. Each evaluator therefore carried
out a total of 370 evaluations. As regards the rating evaluations, the 15 evaluators each
provided an overall impression rating for each of the 20 sentences resulting in a total of
300 ratings. In this case, each evaluator carried out 20 evaluations in total.
5.2 Results and Analysis
The complete set of results obtained for the experiment described in the previous section
is provided in Appendices A and B. Table A.1 in Appendix A summarizes the impression
rating results and Tables B.1–B.15 in Appendix B summarize the parameter accuracy
results. This section provides appropriate summarized and aggregated excerpts of the
data where relevant in order to provide an in-depth analysis of these results towards
obtaining an answer to the research question posed in Chapter 1.
The analyses carried out also aimed to determine whether the number of sections in
sentences affected the accuracy or rating achieved by sentences. A larger number of
sections in the sentence implies a greater sentence complexity. It is hoped that the
proposed SL rendering system is robust to sentence complexity, and can render sentences
of any complexity with a high accuracy.
It should be noted that the discussion may refer to the terms “hand shape” and “shape”
interchangeably, both referring to the hand shape parameter. Similarly, “orientation”,
“location” and “movement”, may also be used in this discussion to refer to the hand
orientation, hand location and hand movement parameters, respectively. The discussion
of the analysis of the results is partitioned into 6 subsections.
Section 5.2.1 provides an overview of the results of the accuracy evaluations carried
out. Sections 5.2.2 and 5.2.3 provide an analysis of the accuracy on a per-sentence and
per-evaluator basis, respectively, to determine the trend in accuracy with respect to
variations in sentences and evaluators. Section 5.2.4 provides a detailed breakdown of
the accuracy for each individual sign language parameter.
Finally, Sections 5.2.5 and 5.2.6 analyse the impression ratings given to sentences by
Evaluators. An attempt is made to determine if a relationship between the accuracy
and rating exists.
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5.2.1 Overall Accuracy
Out of a total of 5550 parameter evaluations, 4530 were considered to be accurate
representations of the SASL videos. This means that 81.6% of the parameter evaluations
were deemed correct by the evaluators, which is a very encouraging result, especially
given the large number of evaluations carried out.
Figure 5.2: Graph of average accuracy for each parameter across all 1110 evaluations
of each parameter.
Figure 5.2 graphically depicts the average accuracy for each parameter across all 1110
evaluations of each parameter. Overall, it is seen that the accuracy achieved by the 5
parameters are all very high and comparable to each other. No outliers are observed,
indicating that all five parameters were very accurately animated by the system.
It is observed that the hand shape, orientation and movement parameters achieved
exceptionally high accuracies higher than 80% across all evaluators and sentences with
accuracies of 89.4%, 85.0% and 80.5%, respectively. The remaining two parameters—
location and non-manual features—were also very close to the 80% mark with very high
accuracies of 77.0% and 79.4%, respectively.
It is clear that the hand shapes were very accurately animated as this parameter achieved
the highest accuracy. Out of a total of 1110 evaluations of this parameter, 992 were
correctly and accurately animated.
Each of the 74 sections across all 20 sentences were evaluated 5 times by each of the
15 evaluators, once for each parameter. This resulted in a total of 15 evaluations of
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each section, and a total of 1110 evaluations of the 74 sections overall. For exam-
ple, considering section 1 of Sentence 1, the evaluation of the set of all 5 parameters
{Hand Shape,Hand Orientation,Hand Location,Hand Movement,Non-Manual Features}
for this specific section of this specific sentence is referred to as a single “section evalu-
ation”. In total, there were 1110 of these section evaluations.
Figure 5.3: Pie-chart of the number of correct parameters for all 1110 section evalu-
ations.
In order to determine the percentage of section evaluations that were marked as having
all 5, 4 out of 5, 3 out of 5, 2 out of 5, etc. parameters correct, an analysis was carried
out. Figure 5.3 is a pie-chart that graphically summarizes the number of sections that
were determined as having, out of 5, a certain number of parameters correct.
It is clear from the pie-chart that the largest portion of the evaluations had either 4 out
of 5 or all 5 parameters correct, making up a total of 77% of the section evaluations.
This was followed by evaluations that had 3 out of the 5 parameters correct.
Only a very small number of the evaluations had 2 or less parameters correct, collectively
making up only 29 or 3.5% of the evaluations. It should further be noted that only 2
evaluations were marked as having all 5 parameters incorrect. These were section 2 of
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Sentence 17 as evaluated by Evaluator 1, and section 2 of Sentence 11 as evaluated by
Evaluator 4.
Regarding section 2 of Sentence 17, while Evaluator 5 marked this specific section as
having all 5 parameters incorrect, it is interesting to note that the majority of the other
evaluators marked this section as having either all 5 parameters correct (Evaluators 5
and 15), or at least having 4 out of 5 parameters correct (Evaluators 2, 6, 7, 9, 10, 12,
13, 17).
A similar observation is made for section 2 of Sentence 11 in which Evaluators 1, 2, 9,
11 and 15 all indicated that the section had all 5 parameters correctly animated, and
Evaluators 3, 5, 6, 7, 8, 12 and 13 indicated that 4 out of 5 of the parameters of the
section were correctly animated.
Therefore, it cannot be concluded that these sections were poorly animated by the
system, but rather that the evaluators in this case may have been mistaken or simply
decided to defer from the majority consensus that is clearly to the contrary.
Therefore, it can clearly be concluded that, overall, the proposed SL rendering system
is exceptionally accurate.
5.2.2 Per-Sentence Accuracy
Figure 5.4 graphically depicts the results of the average accuracy per sentence, across
all evaluators and parameters. It is observed from the graph, and it is very encouraging
to note, that all of the sentences achieve a high accuracy of higher than 70%. No
sentence achieves an accuracy less than 70%. While some sentences achieve visibly higher
accuracies than the rest, the accuracy across sentences is mostly closely distributed
around the average. No sentence achieves an accuracy that can be considered a low-
accuracy outlier.
Of the 20 sentences, 14 sentences achieve very high accuracies of 80% or higher. Of
these, 3 sentences achieve exceptionally high accuracies of 90% or higher. The highest
accuracy obtained is for Sentence 5, with a near-perfect accuracy of 98.7%. Only 6
sentences achieve an accuracy lower than 80%, but these are, as mentioned, all above
70%, with the lowest accuracy obtained being 70.2% for Sentence 7.
It was mentioned earlier that the sentences had a varied number of sections, with the
number of sections varying from 1 to 5. Only Sentence 5 had a single section. All other
sentences had 2 or more sections. It is clear that a larger number of sections indicates a
greater complexity in the sentence. An analysis was carried out to determine how, and
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Figure 5.4: Graph of average accuracy per sentence across all parameters and evalu-
ators.
to what degree, the number of sections—and hence, the sentence complexity—affected
the accuracy.
Figure 5.5 summarizes the average accuracy achieved by each number of sections. The
accuracy for each number of sections is the average across all the sentences with that
number of sections.
The graph clearly depicts that, regardless of the number of sections in, or complexity of,
the sentence, a very high accuracy is achieved. The average accuracy for sentences with
3 sections is slightly below 80%, but the accuracy of the sentences with all other numbers
of sections was above 80%. At the highest complexity of 5 sections, the sentences are
still 83.1% accurate, which is a very encouraging result.
It is observed that the smallest number of sections achieves the highest accuracy of
98.7%, closely followed by sentences that have 2 sections, with an accuracy of 92.7%. It
is very encouraging to note that, rather than observing any form of steady decline as the
number of sections increase thereafter, it is observed that the accuracy is approximately
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Figure 5.5: Graph of average accuracy versus number of sections across all sentences
and evaluators.
stable across sentences with 3, 4 and 5 sections. In fact, the accuracy achieved by
sentences with 4 sections is slightly higher than those with 3 sections, and the accuracy
of sentences with 5 sections is slightly higher than those with 4 sections.
These results indicate that the system is robust to increases in sentence complexity.
While sentences with 1 and 2 sections appear to achieve very high accuracies, the ac-
curacy cannot be considered as declining by any means with increases in complexity,
at least up to 5 sections. While this result is very encouraging, it is mentioned that a
further investigation is required in future to determine the robustness of the system to
sentences with larger numbers of sections when such data sets are made available.
5.2.3 Per-Evaluator Accuracy
The average accuracy across all evaluators was 81.6%. Figure 5.6 depicts the average
accuracy given by each evaluator across all sentences and parameters. The accuracy
ranged between 86.9% and 78.4%, corresponding to Evaluators 3 and 4 respectively.
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Figure 5.6: Graph of average accuracy per evaluator across all parameters.
A very small standard deviation of 2.7% in the accuracy across evaluators was observed,
demonstrating that all of the accuracies were very close, as can also be observed in the
figure. No outliers are observed. This is despite the fact that all the evaluations took
place completely independently.
This demonstrates a very high level of consistency in the accuracy of the SL rendering
system. It demonstrates that the animations produced by the proposed SL rendering
system did not appear accurate to only some evaluators, but to all evaluators unani-
mously. This strongly suggests that the system can scale to a large number of users.
5.2.4 Per-Parameter Accuracy
The following subsections provide analyses of the accuracy of each individual SL param-
eter.
5.2.4.1 Hand Shape
Figure 5.7 depicts the average hand shape accuracy for each sentence, across all eval-
uators. The sentences are sorted into groups, in descending order of the number of
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Figure 5.7: Graph of average accuracy of the hand shape parameter for each sentence
across all evaluators.
sections in the sentences. This grouping scheme is also used in the analyses of each of
the 4 remaining parameters provided in the next 4 sections.
Referring to the figure, 16 of the 20 sentences achieved an accuracy higher than 80%.
Out of these 16 sentences, 12 achieved an accuracy higher than 90%, with 4 achieving
100% accuracy. This result is very encouraging and shows that the system renders hand
shapes extremely well.
Only 4 sentences achieved an accuracy lower than 80%, Sentences 6, 10, 11 and 12. Of
these, 3 achieved high accuracies of no lower than 70%, and 1 achieved a good accuracy
of 66.7%.
An analysis was carried out to determine the cause of the apparently lower, but by
no means low, accuracies obtained by these sentences. All 4 of these sentences make
reference to a buck that is being hunted. Some of the evaluators commented that the
hand shape for hunt rendered in the animation differs from that of the SASL video and
marked the hand shape as incorrect. This caused a reduction in the accuracy of these
sentences.
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In general, the proposed SL rendering system is clearly accurate in terms of hand shape.
Analysing the effects of the number of sections in the sentence on the hand shape ac-
curacy, it can clearly be seen that the number of sections does not appear to have an
adverse effect on the hand shape accuracy. In fact, Sentences 1, 15, 16 and 19 which
have the most sections mostly achieve accuracies of higher than 95%, with Sentence 1
achieving a perfect accuracy of 100%.
The Sentences with 4 sections also achieve very high accuracies that are distributed
around an average of 85%. All of these accuracies are higher than 70%. The lowest
accuracy achieved is 66.7% by Sentence 10 which has 3 sections.
It is observed that Sentence 5, which is the only sentence with a single section, achieves a
perfect accuracy of 100%. This indicates that the hand shape in the one and only section
of this sentence was correctly rendered. A similar observation is made for Sentence 9
which is the only sentence with 2 sections. A future investigation involving a larger
number of sentences with 1 and 2 sections can highlight whether these numbers of
sections in a sentence categorically results in a perfect accuracy, but it is expected that
random errors in a larger data set will most likely result in a slightly lower accuracy
for both cases. It is reasonable to expect that the perfect accuracy, as opposed to
a high accuracy, is attributed to these specific sentences, and not to the number of
sections therein. At the present time, it can only be concluded that these sentences were
rendered well.
Therefore, it is clear that the proposed SL rendering system renders hand shapes very
accurately and is very robust to sentence complexity.
5.2.4.2 Orientation
Figure 5.8 depicts the average hand orientation accuracy for each sentence, across all
evaluators. As can be seen in the figure, 15 of the 20 sentences achieved an accuracy
higher than 80%. Of these, 7 achieved an accuracy higher than 90%, and 2 achieved a
perfect accuracy of 100%. Only 5 of the 20 sentences—Sentences 7, 8, 13, 15 and 17—
achieved an accuracy lower than 80% for hand orientation, but the accuracies obtained
by these sentences were by no means low. Sentence 13 achieved a high accuracy of 75.0%.
The remaining 4 of these 5 sentences all achieved good accuracies of no less than 65%,
with the lowest, but not low, accuracy being achieved by Sentence 15 with an accuracy
of 65.3%.
An analysis was carried out to determine the cause of the apparently lower, but not
low, accuracies obtained by Sentences 7, 8, 13, 15 and 17. Referring to Sentence 7, 10
 
 
 
 
Chapter 5. Experimental Setup and Results 83
Figure 5.8: Graph of average accuracy of the hand orientation parameter for each
sentence across all evaluators.
of the evaluators commented on an issue in the hand orientation of the animation of
section 2 of this sentence. The corresponding video shows a signer pointing outwards
to a spatial reference position. Many evaluators commented that the avatar does not
appear to accurately point in the same direction. Thus, the orientation parameter for
this section of the animation was largely marked as incorrect, causing a reduction in the
accuracy of the parameter for this sentence.
Sentences 8, 13, 15 and 17 all refer to a cow that is being milked. Evaluators commented
that the orientations of the hands during the sign cow appears to be slightly different
to the orientation of the hands in the corresponding videos. As such, they marked
the orientation of the hands in these cases as incorrect, lowering the accuracy of this
parameter in these sentences.
Another factor that caused a reduction in the hand orientation accuracy of Sentences 8,
13 and 15 was a reference to a woman that is milking cows in these sentences. Evalua-
tors commented that, during the sign for woman, the palm of the signer in the videos
appears to be orientated upwards, whereas the same sign in the animations has the palm
orientated slightly more towards the signer. Evaluators commented that this appeared
incorrect and marked the orientation for these sentences as incorrect.
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As such, the hand orientation of the signs cow and woman caused the apparently lower
orientation accuracy in Sentences 8, 13, 15 and 17.
It can be concluded that, if the orientation accuracy is lower in some sentences, this is
not caused by a general inaccuracy in the proposed SL rendering system, but a small
inaccuracy in specific signs. In general, the proposed SL rendering system is clearly
accurate in terms of hand orientation.
Analysing the effects of the number of sections in the sentence on the hand orientation
accuracy, it is observed that, similar to the hand shape parameter, the sentences with
5 sections are on or above 80% accuracy, with the exception of Sentence 15 which still
achieves a good accuracy of 65.3%. The sentences with 4 sections also achieve very high
hand orientation accuracies, with the majority of these sentences above 80% accuracy.
Only 3 sentences that have 4 sections achieve lower than 80% accuracy, but these are
observed to still achieve high and good accuracies of 75.0% and 66.7% respectively.
It is therefore clear that a high sentence complexity does not cause a reduction trend or
pattern in hand orientation accuracy.
The sentences with 3 sections exhibit a similar characteristic, with 3 of the 4 sentences
achieving hand orientation accuracies of higher than 80%. The only exception in this
case is Sentence 7, but this sentence achieves a good accuracy of 68.8%.
It is interesting to note that, once again, the only sentence with a single section—
Sentence 5—achieves a perfect accuracy of 100%. Similarly, Sentence 9, the only sentence
with 2 sections, also achieves a high and, in this case, a perfect accuracy. Once again, it
can only be concluded that the hand orientation in the one and only section of Sentence
5 and in the two sections of Sentence 9 were rendered very well. A future investigation
is required to investigate whether this is a trend across many other sentences with 1 and
2 sections as well.
It is concluded that the proposed SL rendering system renders the orientation of the
hands very accurately, and in a manner that is robust to sentence complexity.
5.2.4.3 Location
Figure 5.9 depicts the average hand location accuracy for each sentence, across all eval-
uators. Referring to Figure 5.9, 15 of the 20 sentences achieved very high accuracies
of higher than 70%. Furthermore, 9 of these 15 sentences achieved exceptionally high
accuracies of 80% and higher, with 4 sentences achieving 90% or higher accuracy for the
hand location parameter.
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Figure 5.9: Graph of average accuracy of the hand location parameter for each sen-
tence across all evaluators.
For the location, 2 of the sentences—Sentences 7 and 10—achieve accuracies of lower
than 60%. Although these accuracies are lower than those of all other sentences, these
accuracies can be considered at least as acceptable, since more than half of the evalua-
tions of the hand location in these sentences proved accurate.
An analysis was carried out to determine the cause of the apparently lower accuracies
obtained by these sentences. During one of the sections of Sentence 7, the hands of the
avatar collide with each other. Many evaluators commented that this was a violation
of the location parameter and marked the parameter for this section of the sentence as
incorrect. This significantly reduced the location accuracy of this sentence. The avatar
can not currently carry out any collision detection or prevention, and this is a potential
area of future work.
As regards Sentence 10, this sentence, as well as Sentences 6, 11 and 12, all refer to
a buck that is being hunted, as previously noted. The videos depict the sign for hunt
performed close to the shoulder region of the signer. During the animations, the avatar
appears to perform this sign closer to the chest area than the shoulder region. Many
evaluators commented that this was an erroneous location to perform the sign in, and
marked the sentences accordingly. It is, therefore, seen that this specific sign, i.e. hunt,
was the primary cause of reduction in the hand location accuracy of this sentence.
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Therefore, a conclusion similar to that made in the previous subsection is made that, if
the hand location accuracy is lower in some sentences, this is not caused by a general
inaccuracy in the proposed SL rendering system, but a small inaccuracy in specific
signs. In general, the proposed SL rendering system is clearly accurate in terms of hand
location.
Analysing the effects of the number of sections in the sentence on the hand location
accuracy, it is once again clear that the number of sections in the sentence does not
appear to have any direct effect on the accuracy. All the sentences with 5 sections
achieve very high and exceptional accuracies of higher than 70% and 80%, respectively.
As regards the sentences that have 4 sections, it is seen that the accuracies are very
varied, with many of these sentences achieving exceptionally high accuracies, and some
achieving lower accuracies. It, therefore, cannot be said that having 4 sections causes a
lower or higher accuracy.
The same trend is exhibited in sentences with 3 sections. A range of accuracies is
demonstrated. This demonstrates, again, that having a larger number of sections does
not negatively impact the accuracy.
It is interesting to note that, while not 100% in this case, Sentence 5 achieves a very
high accuracy of 93.3%. Sentence 9 achieves a similarly high accuracy.
It is concluded that the proposed SL rendering system renders the location of the hands
very accurately, and in a manner that is robust to sentence complexity.
5.2.4.4 Movement
Figure 5.10 depicts the average hand movement accuracy for each sentence, across all
evaluators. It is observed in the figure that 14 of the 20 sentences achieved an exceptional
movement accuracy of higher than 80%. Of these 14 sentences, 7 achieved an accuracy
higher than 90%, with 1 sentence achieving a perfect 100% accuracy for the movement
parameter. This means that 35% of the sentences achieved exceptionally high accuracies
of higher than 90%.
Sentences 4, 6, 10, 11 and 12 were below 70% accuracy, all of which can be considered
as good accuracies. Only Sentence 4 was below 60% accuracy, but considering that an
accuracy of 57.8% was achieved, more than half of all the movements of this specific
sentence were considered correct. As such, this accuracy can be considered as at least
acceptable.
An analysis was carried out to determine the cause of the apparently lower, but not
low, accuracies obtained by these sentences. Sentence 4 contains a movement that
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Figure 5.10: Graph of average accuracy of the hand movement parameter for each
sentence across all evaluators.
involves a rapid back-and-forth movement of the index finger, as is used commonly by
a parent to accuse or warn a child, in the sign for teach. Evaluators commented that
the avatar performs this movement differently to the signer performing the sentence in
the corresponding video. For this reason, the movement parameter of this sentence was
penalized quite heavily.
The Sentences 6, 10, 11 and 12 have been mentioned previously as referring to a buck
that is being hunted. For the hand shape and hand location, these sentences were marked
down for the sign hunt. In the case of the movement parameter, a different sign in these
sentences, the sign for buck, received criticism from evaluators. Evaluators commented
that the signer in the SASL video performs a subtle circular movement that is not
rendered by the avatar during the animations. This caused the movement parameter of
the relevant sections of these animations to be marked as incorrect.
As such, it is once again seen that subtle features of a few specific signs caused a
reduction in the movement accuracy of a handful of sentences, but that, overall, the
system is highly accurate in terms of rendering the movement parameter.
An analysis of the effects of the number of sections in the sentence on the hand movement
accuracy reveals that the previous statements maintaining that the number of sections in
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the sentence does not appear to adversely affect the parameter accuracy are once again
confirmed. It is seen that the sentences with 5 sections once again achieve exceptional
accuracies of higher than 80%. The sentences with 4 sections have a range of varied
accuracies. The average accuracy for these sentences—79.4%—is in this case lower, but
not low, than the average in previous parameters.
It was previously mentioned that this is caused by a few erroneous parameters in specific
signs of Sentences 6, 11 and 12 which happen to have 4 sections. As such, this is not
related to the number of sections in these sentences. A similar trend is, once again, also
exhibited for sentences with 3 sections.
Sentence 5 achieves a perfect accuracy of 100%, which again indicates that the movement
of this simple sentence was rendered correctly. A similar observation is made for Sentence
9 which has 2 sections.
It may appear, at this stage, that a trend is visible such that sentences with 5 sections
achieve higher than 80% accuracy, those with 4 and 3 sections achieve varied, but high,
accuracies, and the sentences with 2 and 1 sections achieve exceptionally high and, in
some cases, perfect accuracies.
However, it should be noted that there are a larger number of sentences with 4 sections
than those with 3 sections, and a larger number of sentences with 3 sections than those
with 5 sections. There is only 1 sentence with 2 sections, and only 1 sentence with 1
section. It is expected that, given a data set with a larger number of sentences with 1,
2, 3 and 5 sections, the range of accuracies will be exhibited similar to that observed in
sentences with 4 sections.
At this stage, it can be concluded that the number of sections does not appear to have
a negative impact on the movement accuracy. Similar to other parameters, it is also
concluded that the system generally renders the movement parameter very accurately
and is robust to sentence complexity in this regard.
5.2.4.5 Non-Manual Features
Figure 5.11 depicts the average non-manual feature accuracy for each sentence, across
all evaluators. It is observed in Figure 5.11 that 18 of the 20 sentences—90% of the
sentences—achieved excellent accuracies of higher than 70% in rendering non-manual
features. Of these, 7 achieved accuracies higher than 80%, with 4 sentences peaking at
higher than 90%.
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Figure 5.11: Graph of average accuracy of the non-manual feature parameter for each
sentence across all evaluators.
One sentence—Sentence 5—achieved an accuracy of 100.0% for non manual features.
The 2 sentences with lower than 70% accuracy were Sentences 3 and 7, but these sen-
tences achieved good accuracies of higher than 60%.
An analysis was carried out to determine the cause of the apparently lower, but not
low, accuracies obtained by these sentences. The signer of the SASL video for Sentence
3 uses his lips to mouth the word all in English while simultaneously performing the
SASL sign. SignWriting does not make any provision for mouthing of sign languages.
Mouthing is not considered part of the sign language at all, and is a skill that is only
obtained by sign language speakers that have received some form of English training.
The avatar does not mouth this word during that section of the animation, and so
it clearly does not resemble the video of the signer in this respect. All 15 evaluators
noticed this discrepancy and marked the non-manual feature parameter as incorrect for
this section. While the results are stated as is, it should be noted that it was not required
for the avatar to be able to perform this expression as it is not part of SASL. If these
evaluations were to be removed from the results, the accuracy of this parameter for this
sentence would increase to 100% for every evaluator.
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As regards Sentence 7, evaluators indicated that the facial expression performed by the
avatar did not match that made by the signer in the video. Evaluators mentioned that
the signer crunched the entire right side of her face inwards towards her right cheek,
whereas the avatar only managed to crunch up the mouth. This caused a reduction in
the non-manual feature accuracy of this sentence.
An analysis of the effects of the number of sections in the sentence on the non-manual
feature accuracy reveals that, in this case, the accuracies of sentences with 3, 4 and
5 sections are all very comparable, with most being above 70%. The sentences with
3 sections appear to be slightly more varied in accuracy, although they are generally
high. As in previous observations, the sentences with 2 sections and 1 section achieve
exceptionally high accuracies, with Sentence 5 achieving a perfect accuracy of 100%.
The fact that sentences with 5, 4 and 3 sections appear to achieve comparable accuracies
confirms previous statements that no trend in accuracy exists for these sections. As
regards the sentences with 1 and 2 sections, a larger data set is required to confirm
whether such sentences categorically achieve high accuracies, but it is believed that
these high accuracies are associated with these specific sentences and the ability of the
system to render them well. A larger data set will most likely reveal a range of accuracies
across sentences with 1 and 2 sections, similar to those observed for sentences with, for
example, 4 sections.
It is concluded that the number of sections in a sentence does not appear to negatively
impact the non-manual feature accuracy of the system. It is also concluded that the sys-
tem accurately renders non-manual features in a manner that is very robust to sentence
complexity.
5.2.5 Per-Sentence Rating
Figure 5.12 graphically depicts the average rating, out of 7, given to each sentence, across
all evaluators. It should be noted that the sentences have been sorted in descending order
of the number of sections in the sentences in order to also determine whether the number
of sections affects the average rating of sentences.
It is observed that the majority of the sentences, 19 of the 20 sentences, received very
high ratings of 5 and above out of 7. Of these, 6 received exceptional ratings of 6 out
of 7. Sentence 5 was rated as being perfect, with a score of 7 out of 7. Only 1 sentence,
Sentence 6, received a rating lower than 5 out of 7, but received a good rating of 4 out
of 7.
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Figure 5.12: Graph of average rating for each sentence across all evaluators.
The perfect rating given to Sentence 5 has been explained in previous sections. The
sentence had an almost perfect accuracy for every parameter and it is expected that
it would receive a high or perfect rating. As regards Sentence 6, it was explained
in previous sections that specific parameters of certain sections of the sentence were
marked as having been incorrectly rendered. These parameters were: the hand shape,
hand location and hand movement. Having small apparent errors in 3 of the 5 parameters
appears to have caused a reduction in the rating for this sentence.
An analysis of the effects of the number of sections in the sentence on the rating was
carried out. It is observed in the figure that sentences with 5, 4 and 3 sections all receive
very comparable ratings of 5 and above out of 7. It is clear that a larger number of
sections (3 and above) in a sentence does not appear to have any impact on the rating
of these sentences.
However, the sentence with only a single section received the only perfect rating of 7
out of 7. Whether or not having a single section in a sentence categorically results in
a perfect rating requires a further investigation in future on a data set with a larger
number of sentences of this type. It is believed, however, that a larger data set will
demonstrate a range of ratings, all high.
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Overall, these results demonstrate that the proposed SL rendering system is highly
robust to sentence complexity.
Figure 5.13: Line graph comparing the average rating and average accuracy for each
sentence.
In order to obtain an indication of any relationship between the rating and accuracy, Fig-
ure 5.13 depicts the rating and average accuracy for each sentence, across all evaluators
and parameters.
First, it is observed that both curves have a few fluctuations around the region corre-
sponding to Sentences 5 to 9, but are stable on the whole. The standard deviation in
the average rating and average accuracy is 0.7 points out of 7 and 6.0%, respectively.
These values indicate a small amount of fluctuation in the rating and accuracy across
sentences, which implies a high level of consistency by the system across sentences.
A very interesting trend is visible in the graph. It is observed that, overall, a relationship
does appear to exist between the rating and average accuracy, since the shape of the
curves of the two are very similar. This result is especially significant when it is noted
that the accuracy evaluations took place over individual sections of each sentence at
half-speed, whereas the rating evaluations were carried out over entire sentences and at
full speed, and separate to the accuracy evaluations.
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It may have been expected that the rating, which is an overall impression over entire
sentences at full speed, may yield very varied and subjective results, with clear outliers,
and very different from the average accuracy trend. However, the observation is to the
contrary, and indicates that the impression score is true to the accuracy evaluations and
may be considered as a very objective measure.
The trend implies that, as expected, the more accurate the rendering process, the better
the overall impression of the animation, generally regardless of the sentence complexity.
This adds relevance and strength to the aim of this research to focus on the accuracy of
individual parameters.
With exception to Sentences 5 and 20, and to smaller extent Sentences 17 and 19, it is
also observed that the rating is generally lower than the average accuracy by a small
margin that is quite comparable between the sentences. This can be attributed to the
fact that, when all the parameters are combined at full speed, the small errors in all
five parameters significantly affect the overall resemblance, resulting in a rating that is
slightly lower than the actual underlying accuracy.
Only Sentence 20 has a rating that is higher than its accuracy. It is not apparent
why this was, but the sentence animation appeared to display a higher resemblance
with the SASL video over the entire animation than when viewing it in sections and
per-parameter.
Sentence 5 receives a rating that is almost exactly the same as its accuracy. This sentence
has been discussed previously, and the cause of this may be attributed to the fact that
the sentence was rendered almost perfectly for all 5 parameters. This may imply that a
perfect accuracy also results in a perfect rating. A further investigation in future for a
larger number of sentences that achieve perfect ratings is required to confirm this.
It can be concluded that accurate rendering of a sentence is crucial to receiving a high
impression rating score. It is also concluded that the proposed SL rendering system
produces animations that yield very high impression ratings of the accuracy of the SASL
sentences.
5.2.6 Per-Evaluator Rating
Figure 5.14 graphically summarizes the average rating, out of 7, awarded by each eval-
uator, across all sentences. For comparison, the average accuracy awarded by each
evaluator has also been included in the figure.
First, it is observed that both curves have very few fluctuations and are almost com-
pletely stable. The standard deviation in the average rating and average accuracy is 0.4
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Figure 5.14: Line graph comparing the average rating and average accuracy for each
evaluator.
points out of 7 and 2.7%, respectively. Comparing this to the standard deviations in
these values across sentences (0.4 and 0.7, respectively), it is seen that these values are
considerably more stable.
This indicates a high level of consistency in the accuracy and rating awarded by eval-
uators. It may have been expected that a wider range in ratings and accuracies and a
more subjective trend would be observed across evaluators. However, a consistent trend
is observed.
Even more interesting is the observation that the trend and relationship between the
average rating and average accuracy is similar to the one observed in the per-sentence
comparison between these variables presented in the previous subsection. It is seen that,
once again, the shapes of the two curves are very similar and clearly appear to be linked.
In fact, the same trend is observed whereby the average accuracy is generally higher
than the average rating by a small margin. This confirms the observation made in the
previous subsection that when all the parameters are combined at full speed, the small
errors in all five parameters significantly affect the overall resemblance, resulting in a
rating that is slightly lower than the actual underlying accuracy.
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The only exception in this case is for Evaluator 3 who awarded, on average, almost ex-
actly the same rating as the accuracy awarded. This may be attributed to the sensitivity
or perceptiveness of this specific evaluator, among other factors. It is clear, however,
that this was an exceptional case and, in general, the average rating is lower than the
average accuracy.
This confirms the previous conclusion drawn that accurate rendering of a sentence is
crucial to receiving a high impression rating score. It is also firmly concluded that the
proposed SL rendering system produces animations that consistently yield very high
impression ratings of the accuracy across a variety of evaluators.
5.3 Summary of Results
A total of 5550 parameter evaluations took place across all parameters, sentences and
evaluators. Of these, 4530 evaluations were considered to be accurate. This means that
81.6% of the evaluations were considered accurate representations of their video counter-
parts. Overall, the average parameter accuracies across all evaluators and sentences were
all very high and comparable, but the hand shape and orientation parameters appeared
to be rendered at a moderately higher accuracy by the system in the animations.
When analysing the number of parameters that were deemed correct, out of 5, for the
1110 section evaluations across all sentences and evaluators, it was noted that 36% of
the sections were marked as having all 5 parameters correct and an additional 41% of
the sections achieved 4 out of 5 parameters correct. A very low 3.5% of the sections
were evaluated as having 2 or fewer parameters correct. The majority of the sections
evaluated, a total of 77% of the sections, were marked as having either all or 4 parameters
correctly rendered.
Analysing the accuracy on a per-sentence basis, it was observed that all the sentences
achieved higher than 70% accuracy, and 14 of the 20 sentences achieved an accuracy
higher than 80%. It was also shown that the number of sections that a sentence contains,
and therefore the complexity of the sentence, did not negatively affect the accuracy
achieved by a sentence.
The accuracies across evaluators ranged between 78.4% and 86.9% with a very small
standard deviation of 2.7%. It was noted that this demonstrates that the results obtained
from the evaluators were very consistent. It was concluded that the system appears to
scale well to large number of subjects.
 
 
 
 
Chapter 5. Experimental Setup and Results 96
When analysing the accuracies on a per-parameter basis, the system was shown to be
very accurate for every individual parameter, achieving very high accuracies for the
wide majority of sentences. Any lower accuracies that were observed were shown to
result from inaccuracies in specific parameters of specific signs, and not any general
inaccuracies in the system. Examples of these signs were buck, hunt and woman. It was
also confirmed repeatedly that the number of sections, and therefore sentence complexity,
did not appear to have any adverse effect on the accuracy of any individual parameter.
In terms of the impression rating of 0 to 7 given to entire sentences at full speed, a very
high average rating was observed, both, across sentences and across evaluators. The
ratings across sentences fluctuated slightly, but were consistent for the most part. The
ratings across evaluators were very stable and consistent, with very few fluctuations.
In both cases, a link between the rating and the average accuracy was observed and
demonstrated. The curves of the two variables were observed to generally maintain
a very similar shape, both across sentences and across evaluators. However, it was
also observed that the average accuracy is generally higher than the rating. This was
noted as demonstrating that rendering a sentence with a high accuracy is crucial to
obtaining a high impression score of the sentence accuracy from evaluators and users of
the system. This reaffirmed the focus of this research which was producing high accuracy
SL animations.
In every case, the results clearly demonstrated that the proposed SL rendering system
is highly accurate, consistent and robust to sentence complexity.
5.4 Conclusion
This chapter described the experiment carried out to assess the accuracy of the proposed
SL rendering system. An in-depth analysis of the results was carried out in order to
obtain an answer to the research question. Based on the summary of the results provided
in the previous section, the following conclusions can be drawn:
1. The proposed SL rendering system renders SASL sentences with a very high ac-
curacy. The system renders each of the 5 SL parameters accurately and is able to
accurately render all 5 or 4 out of 5 parameters in the majority of sentences.
2. The system is robust to variations in sentences. It achieves a high accuracy across
a variety of sentences, with 20 SASL sentences used in this case.
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3. Sentence complexity upto to 5 sections does not adversely affect the accuracy of
the proposed system. The system is able to render accurate sentences of even 5
sections, which were the most complex sentences considered in this study.
4. All 15 of the evaluators generally regarded the proposed system as highly accurate,
with no evaluators observed to noticeably differ from the consensus.
5. Even when the rendered animations were viewed at full-speed and entire sentences
at a time, a very high impression rating of how accurately each entire sentence
matched each entire SASL video was received by all 15 evaluators.
6. The impression rating very closely matched the accuracy across all evaluators and
sentences, but was generally consistently lower by a small margin, indicating that
the rating is more stringent than the accuracy. This was attributed to the fact
that small accuracy issues in specific signs in a sentence can combine to produce
a lower impression rating.
7. Very importantly, it was concluded that a high rendering accuracy at the parameter
level was crucial to obtaining a high accuracy impression rating at the sentence
level, which reaffirms the basis and focus of this research which is the focus on this
aspect of the rendering system.
Based on these conclusions, a response to the research question posed in Chapter 1 can
be presented. In response to the research question which was phrased as “Can accurate
Sign Language sentences be rendered from SignWriting notation using a 3-dimensional
humanoid avatar?”, it is stated that highly accurate Sign Language sentences can be
rendered from SignWriting notation using the 3-dimensional humanoid avatar in the
proposed SL rendering system, with an overall average accuracy of 81.6% achieved across
all 20 SASL sentences.
The next chapter concludes the thesis.
 
 
 
 
Chapter 6
Conclusion
The work presented in this thesis aimed to produce a system that can render entire
SL sentences from SignWriting notation using a 3D humanoid avatar. The focus of the
research was to ensure that the proposed system was accurate, that is, able to render
each of the 5 sign language parameters—non-manual features, as well as hand shape,
motion, orientation and location—in a correct and precise manner.
In response to the research question which was phrased as “Can accurate Sign Lan-
guage sentences be rendered from SignWriting notation using a 3-dimensional humanoid
avatar?”, it was stated, based on a detailed analysis of the results of an experiment, that
highly accurate Sign Language sentences can be rendered from SignWriting notation us-
ing the 3-dimensional humanoid avatar in the proposed SL rendering system. Overall,
the system was shown to be 81.6% accurate on a set of 20 SASL sentences.
This research has made a very significant contribution to the field of sign language
rendering in the form of a framework that allows animations of entire SL sentences to be
accurately rendered from complex and compound SignWriting input. No other system
that the researcher is aware of is capable of this task.
This is a very significant improvement from a previous system by Moemedi which could
only render a small number of very simple SL phrases. It is a significant milestone for the
SASL Project and has brought the project many steps closer to realizing an eventual
complete sign language rendering system. The proposed system can form a part of
the ultimate sign language rendering system incorporated into the machine translation
system of the SASL Research Group.
Additionally, there has been interest in using the proposed system to produce sign lan-
guage animations of sign language books written in SignWriting. Institutions such as
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Gallaudet University in the United States use SignWriting as their language of instruc-
tion. There exists a large body of information that is written in SignWriting. This
includes books on a variety of topics such as science, geography, history and fiction,
among others.
With the ability to animate entire SignWriting sentences for the first time, a very sig-
nificant application of the proposed system can be towards seamlessly producing SL
animations from the SignWriting in these books for the first time, allowing Deaf people
to access this wealth of written information in their native language. This can be the
basis on which to begin the assessment of the intelligibility of the animations of the
proposed SL rendering system, towards realizing the final complete rendering system.
The ability to render written SignWriting resources can be especially useful in countries
in which the Deaf are completely unable to read or write in SignWriting if the SignWrit-
ing resources are available in the native sign language. In South Africa, the notion that
such resources may eventually be translated into SASL holds particular promise for the
South African Deaf. The Deaf people in such cases can suddenly have access to a large
body of information that they were previously unable to access.
6.1 Directions for Future Work
A set of four recommendations for future work are provided in the following four sub-
sections.
6.1.1 Evaluating the Intelligibility of the Sentences Rendered
The sentences rendered in this research are an accurate representation of the SignWriting
from which they were created. A future study can focus on evaluating the extent to which
the rendered sentences are intelligible to Deaf individuals, both in the context of SASL
and other sign languages. A further evaluation can be carried out to determine how the
accuracies of the parameters rendered affects the intelligibility of the sentences. This
can also reveal whether specific parameters are more important than others, therefore
requiring more attention and improvement to enhance the intelligibility of the sentences.
6.1.2 Investigating Accuracy on Other SASL Data Sets
Unfortunately, there are currently no other known annotated SASL data sets. There
are efforts by the Linguistics department at Rhodes University to build towards large
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SASL corpora that include data sets annotated in SignWriting. If such data sets become
available, it will be interesting to assess the accuracy of the proposed SL rendering system
on a larger number and variety of signs. Evaluations of this type can either complete or
confirm the findings made in this research.
6.1.3 Implementing Collision Detection
The proposed SL rendering system does not currently have any collision detection. The
previous chapter mentioned that a specific sign was marked as incorrectly performed
when the hands collided and overlapped. Collision detection can ensure that the hands
of the avatar never collide with each other or other parts of the avatar. This could also
cause the avatar to look more natural and realistic during the animations.
6.1.4 Pluggable Avatars
The author of the 3D humanoid avatar used in this research, vanWyk [85], also developed
3 other avatars for the visualisation of sign language. These include an older man, a
child and a woman. The proposed system can be extended by adding an option to
change avatars, depending on the user’s preference. A comparison can then be carried
out to determine whether different avatars achieve different accuracies, using the results
presented in the previous chapter as a baseline.
6.2 Concluding Remarks
The researcher has gained a significant amount of experience and knowledge throughout
the period of this research. It is hoped that the knowledge passed on in this research
will serve as an aid and foundation to further advancements within the SASL project
and the field of sign language rendering in general.
 
 
 
 
Appendix A
Additional Test Results 1
Sentence
Evaluator
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
1 5 6 6 6 6 6 5 7 5 6 5 6 5 7 5
2 5 6 7 6 5 7 6 6 6 6 5 6 6 6 6
3 4 4 5 5 6 4 6 4 4 4 5 5 6 4 6
4 4 4 6 6 6 5 5 4 6 4 6 4 6 5 6
5 7 7 7 7 7 7 7 7 6 7 7 7 7 7 7
6 3 3 6 4 4 3 5 5 5 4 5 5 6 5 5
7 2 3 5 3 6 3 3 3 2 3 3 4 5 3 5
8 4 6 6 5 6 4 6 5 5 6 6 5 6 4 6
9 5 7 7 5 7 7 7 7 6 7 5 6 6 5 7
10 4 5 6 6 5 5 5 3 4 5 4 5 5 5 5
11 5 4 5 5 5 5 4 4 4 5 5 5 6 5 5
12 4 3 6 5 5 6 6 6 3 4 4 6 5 5 5
13 4 5 7 5 6 5 6 5 5 6 4 5 5 6 5
14 5 5 7 5 4 6 5 6 5 5 5 6 5 5 6
15 3 4 5 5 5 7 6 5 4 5 4 7 6 4 4
16 5 5 7 7 4 5 5 6 5 4 5 5 6 5 5
17 2 6 6 6 6 6 7 6 6 6 6 6 5 6 7
18 4 4 7 6 6 7 5 4 6 5 4 7 5 5 4
19 6 5 6 7 6 6 5 5 5 4 7 6 6 6 5
20 6 7 7 6 6 7 6 7 7 6 5 7 6 6 6
Table A.1: Impression ratings from 0 (no resemblance) to 7 (exactly the same)
awarded to each sentence by each evaluator.
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Figure A.1: SignWriting glyphs of the SASL Sentences 1 to 10 used in the evaluation
of the proposed system.
 
 
 
 
Appendix A. Additional Test Results 1 103
Figure A.2: SignWriting glyphs of the SASL Sentences 11 to 20 used in the evaluation
of the proposed system.
 
 
 
 
Appendix B
Additional Test Results 2
Table B.1: Accuracy results across all sentences and parameters for Evaluator 1.
Sentence Section Hand shape Orientation Location Movement NMF
1 1 1 1 1 1 0
2 1 1 1 1 1
3 1 1 1 1 0
4 1 0 1 1 0
5 1 1 0 1 1
2 1 1 1 1 1 0
2 1 1 1 1 1
3 1 1 1 1 0
4 1 1 0 1 1
3 1 1 1 0 0 0
2 1 1 1 1 1
3 1 1 1 1 0
4 1 1 1 1 1
4 1 1 1 1 1 1
2 1 1 1 0 1
3 1 1 0 1 0
5 1 1 1 1 1 1
6 1 1 1 1 1 1
2 1 1 1 1 1
3 1 1 0 0 0
4 0 0 0 1 0
7 1 1 1 1 1 1
2 1 1 1 1 0
Continued on next page
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Table B.1 (cont.)
Sentence Section Hand shape Orientation Location Movement NMF
3 0 0 0 0 1
8 1 1 0 1 1 1
2 1 1 1 1 1
3 1 0 1 1 0
4 1 0 1 1 1
9 1 1 1 1 1 1
2 1 1 1 0 1
10 1 1 1 0 1 1
2 1 1 1 0 1
3 0 1 0 1 1
11 1 1 1 0 1 1
2 1 1 1 1 1
3 1 1 1 0 0
4 0 1 0 1 1
12 1 1 1 1 0 1
2 0 1 0 1 0
3 1 1 1 1 1
4 0 1 0 1 1
13 1 1 0 1 1 1
2 1 1 1 1 0
3 0 1 1 1 1
4 1 1 0 1 1
14 1 1 0 1 1 1
2 1 1 1 1 1
3 1 1 1 1 1
4 0 1 1 1 1
15 1 1 1 1 1 1
2 1 0 1 1 0
3 1 0 1 1 1
4 1 0 0 1 1
5 1 1 0 1 1
16 1 1 0 1 1 1
2 1 1 1 1 1
3 1 1 1 1 0
4 1 1 1 0 1
5 1 1 1 1 1
Continued on next page
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Table B.1 (cont.)
Sentence Section Hand shape Orientation Location Movement NMF
17 1 1 1 1 1 1
2 0 0 0 0 0
3 1 0 0 1 1
4 1 1 0 0 1
18 1 1 1 0 1 1
2 1 1 1 1 1
3 1 1 0 1 0
19 1 1 1 1 1 1
2 1 1 0 1 0
3 1 1 1 0 1
4 1 1 1 1 1
5 1 1 1 1 1
20 1 1 1 1 1 1
2 1 1 0 1 1
3 1 1 1 1 1
Table B.2: Accuracy results across all sentences and parameters for Evaluator 2.
Sentence Section Hand shape Orientation Location Movement NMF
1 1 1 1 1 1 1
2 1 1 1 1 0
3 1 0 1 1 1
4 1 0 0 1 1
5 1 1 1 1 0
2 1 1 1 1 1 1
2 1 1 1 1 1
3 1 1 1 1 1
4 1 1 0 1 1
3 1 1 1 1 0 0
2 1 1 1 1 0
3 1 1 1 1 1
4 1 0 0 1 1
4 1 1 1 1 1 1
Continued on next page
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Table B.2 (cont.)
Sentence Section Hand shape Orientation Location Movement NMF
2 1 1 1 0 1
3 1 0 0 1 0
5 1 1 1 1 1 1
6 1 1 0 1 0 1
2 0 0 0 1 1
3 1 0 0 0 0
4 1 1 0 1 1
7 1 1 1 1 1 1
2 1 0 1 1 0
3 0 0 0 0 1
8 1 1 1 0 1 1
2 1 1 0 1 0
3 1 0 1 1 1
4 1 1 1 1 0
9 1 1 1 1 1 1
2 1 1 0 1 1
10 1 1 1 0 1 1
2 1 1 0 0 0
3 0 0 1 1 1
11 1 1 1 0 1 1
2 1 1 1 1 1
3 1 1 1 0 1
4 0 1 1 0 1
12 1 1 1 0 0 1
2 0 1 1 1 1
3 1 1 1 1 0
4 1 1 0 1 1
13 1 1 0 1 1 1
2 1 1 0 1 1
3 0 1 1 1 1
4 0 1 1 1 1
14 1 1 1 1 1 1
2 1 1 1 1 1
3 0 1 1 0 0
4 1 1 1 1 1
Continued on next page
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Table B.2 (cont.)
Sentence Section Hand shape Orientation Location Movement NMF
15 1 1 0 1 1 0
2 1 1 1 1 1
3 0 1 1 1 1
4 1 1 0 0 1
5 1 1 1 1 1
16 1 1 1 0 1 1
2 1 1 1 1 0
3 1 0 1 1 1
4 1 1 1 0 0
5 1 1 1 1 1
17 1 1 1 0 1 1
2 1 0 1 1 1
3 0 1 1 1 0
4 1 1 1 1 1
18 1 1 1 0 1 1
2 1 1 1 0 1
3 1 1 1 1 1
19 1 1 1 1 0 1
2 1 1 0 1 1
3 1 1 1 0 1
4 1 1 1 1 0
5 1 1 1 1 0
20 1 1 0 1 1 1
2 1 1 1 0 1
3 1 1 1 1 1
Table B.3: Accuracy results across all sentences and parameters for Evaluator 3.
Sentence Section Hand shape Orientation Location Movement NMF
1 1 1 1 1 1 0
2 1 1 1 1 1
3 1 1 1 1 1
4 1 1 1 1 1
Continued on next page
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Table B.3 (cont.)
Sentence Section Hand shape Orientation Location Movement NMF
5 1 1 1 1 1
2 1 1 1 1 1 1
2 1 1 1 1 1
3 1 1 1 1 1
4 1 1 1 1 1
3 1 1 1 0 0 1
2 1 1 1 1 0
3 1 1 1 1 1
4 1 1 1 1 0
4 1 1 1 1 1 1
2 1 1 1 0 1
3 1 1 1 0 1
5 1 1 1 1 1 1
6 1 1 1 1 1 0
2 1 1 1 1 1
3 1 1 1 0 1
4 1 1 0 1 1
7 1 1 1 1 1 1
2 1 1 0 1 0
3 1 1 0 0 1
8 1 1 1 1 1 1
2 1 1 0 1 0
3 1 0 1 1 1
4 1 1 1 1 1
9 1 1 1 1 1 1
2 1 1 1 1 1
10 1 1 1 0 1 1
2 1 1 1 1 1
3 0 1 1 1 1
11 1 1 1 0 1 0
2 1 1 0 1 1
3 1 1 1 1 1
4 0 1 1 0 1
12 1 1 1 1 1 1
2 1 1 1 1 1
Continued on next page
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Table B.3 (cont.)
Sentence Section Hand shape Orientation Location Movement NMF
3 1 1 1 1 1
4 1 1 0 1 0
13 1 1 1 1 1 1
2 1 1 1 1 0
3 1 0 1 1 1
4 1 1 1 1 1
14 1 1 1 1 1 1
2 1 1 1 1 0
3 1 1 1 0 1
4 1 1 1 1 1
15 1 1 1 1 1 1
2 1 0 1 1 0
3 1 0 1 1 1
4 1 0 0 1 1
5 1 1 1 1 1
16 1 1 1 1 1 1
2 1 1 1 1 1
3 1 1 1 1 0
4 1 1 1 0 1
5 1 1 1 1 0
17 1 1 1 1 1 1
2 1 0 1 1 0
3 1 1 1 1 1
4 1 0 1 1 1
18 1 1 1 0 1 1
2 1 0 1 1 1
3 1 1 1 1 0
19 1 1 0 1 1 1
2 0 1 1 1 0
3 1 0 1 1 1
4 1 1 0 1 1
5 1 1 1 1 1
20 1 1 0 1 1 1
2 1 1 1 0 1
3 1 1 1 1 1
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Table B.4: Accuracy results across all sentences and parameters for Evaluator 4.
Sentence Section Hand shape Orientation Location Movement NMF
1 1 1 1 1 0 1
2 1 1 1 1 1
3 1 1 1 1 1
4 1 1 1 1 1
5 1 1 0 0 1
2 1 1 1 1 1 1
2 1 1 1 1 1
3 1 1 1 0 1
4 1 1 0 0 1
3 1 1 1 0 0 0
2 1 1 1 1 1
3 1 1 1 1 1
4 1 1 0 1 1
4 1 1 1 1 1 1
2 1 1 1 0 1
3 1 1 1 1 0
5 1 1 1 1 1 1
6 1 1 1 1 1 1
2 0 1 0 1 1
3 1 1 1 0 1
4 0 0 1 1 1
7 1 1 1 1 1 1
2 1 1 0 1 0
3 0 1 0 1 1
8 1 1 1 1 1 1
2 0 1 1 0 0
3 1 1 0 1 1
4 1 1 1 0 1
9 1 1 1 1 1 1
2 0 1 0 1 1
10 1 1 1 0 0 1
2 1 1 1 0 1
Continued on next page
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Table B.4 (cont.)
Sentence Section Hand shape Orientation Location Movement NMF
3 0 1 1 1 1
11 1 1 1 0 0 1
2 0 0 0 0 0
3 1 1 1 0 1
4 0 1 1 1 1
12 1 1 1 0 0 1
2 0 0 0 1 1
3 1 1 1 1 0
4 0 1 1 1 1
13 1 1 0 1 1 1
2 1 1 0 0 1
3 0 1 1 1 1
4 1 1 0 1 1
14 1 1 1 1 1 1
2 1 1 1 1 1
3 0 1 0 0 1
4 1 1 0 1 1
15 1 1 1 1 1 0
2 1 0 1 1 1
3 0 1 1 1 1
4 1 0 0 1 1
5 1 1 0 1 1
16 1 1 1 1 1 1
2 1 1 1 1 1
3 0 1 1 1 0
4 1 1 1 1 1
5 1 1 1 1 1
17 1 1 1 1 1 1
2 1 0 1 0 1
3 1 1 0 1 1
4 1 1 0 1 0
18 1 1 1 1 1 1
2 0 1 1 1 1
3 1 1 1 0 0
19 1 0 1 1 1 1
2 1 1 0 1 1
Continued on next page
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Table B.4 (cont.)
Sentence Section Hand shape Orientation Location Movement NMF
3 0 1 1 1 1
4 1 1 0 1 0
5 1 1 1 1 1
20 1 0 1 1 1 1
2 1 1 0 1 1
3 1 1 0 1 0
Table B.5: Accuracy results across all sentences and parameters for Evaluator 5.
Sentence Section Hand shape Orientation Location Movement NMF
1 1 1 1 1 1 0
2 1 1 1 1 1
3 1 1 1 1 1
4 1 1 0 1 1
5 1 1 1 1 1
2 1 1 1 1 1 1
2 1 0 1 1 1
3 1 1 1 1 1
4 1 1 1 0 1
3 1 1 1 1 0 0
2 1 1 1 1 1
3 1 1 0 1 1
4 1 1 1 1 1
4 1 1 1 1 1 1
2 1 1 1 0 0
3 1 1 1 1 1
5 1 1 1 1 1 1
6 1 1 1 0 0 1
2 0 1 1 1 1
3 1 1 0 0 0
4 1 1 0 1 1
7 1 1 1 1 1 1
2 1 1 1 1 0
Continued on next page
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Table B.5 (cont.)
Sentence Section Hand shape Orientation Location Movement NMF
3 1 1 0 1 1
8 1 1 0 1 1 1
2 0 1 1 1 1
3 1 0 1 1 1
4 1 0 1 1 0
9 1 1 1 1 1 1
2 1 1 1 1 1
10 1 1 1 0 1 1
2 1 1 1 0 0
3 0 1 1 1 1
11 1 1 1 0 1 1
2 1 1 0 1 1
3 1 1 1 1 1
4 0 1 1 1 0
12 1 1 1 0 1 1
2 1 1 1 0 1
3 1 1 1 0 0
4 1 1 0 1 1
13 1 1 1 1 1 1
2 1 1 1 1 0
3 1 0 1 1 1
4 1 1 1 1 1
14 1 1 1 1 1 1
2 1 1 1 1 1
3 1 0 1 0 0
4 1 1 1 1 1
15 1 1 1 1 1 1
2 1 0 1 1 1
3 1 0 1 1 1
4 1 1 0 1 0
5 1 1 1 1 1
16 1 1 0 1 1 1
2 1 0 1 1 0
3 1 1 1 1 1
4 1 1 1 0 0
5 1 1 1 1 1
Continued on next page
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Table B.5 (cont.)
Sentence Section Hand shape Orientation Location Movement NMF
17 1 1 0 1 1 1
2 1 1 1 1 1
3 1 1 1 1 1
4 1 0 1 1 1
18 1 1 1 0 1 1
2 1 1 1 1 1
3 1 1 1 1 1
19 1 1 1 1 1 1
2 1 1 0 1 0
3 1 1 1 1 1
4 1 1 1 1 1
5 1 1 1 1 1
20 1 1 1 1 1 1
2 1 1 1 0 0
3 1 1 0 1 1
Table B.6: Accuracy results across all sentences and parameters for Evaluator 6.
Sentence Section Hand shape Orientation Location Movement NMF
1 1 1 1 1 1 1
2 1 1 1 1 1
3 1 0 1 1 0
4 1 0 0 1 1
5 1 1 1 1 1
2 1 1 1 1 1 1
2 1 1 1 1 1
3 1 1 1 1 1
4 1 1 1 1 1
3 1 1 1 0 0 0
2 1 1 1 1 1
3 1 1 1 1 0
4 1 1 1 1 1
4 1 1 1 1 1 1
2 1 1 1 0 0
Continued on next page
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Table B.6 (cont.)
Sentence Section Hand shape Orientation Location Movement NMF
3 1 1 0 0 1
5 1 1 1 1 1 1
6 1 1 1 1 0 1
2 1 1 1 1 1
3 1 1 0 0 0
4 0 0 1 1 0
7 1 1 1 1 1 1
2 1 0 0 1 0
3 0 0 0 0 1
8 1 1 0 1 1 1
2 0 1 1 1 1
3 1 1 0 1 0
4 1 0 1 1 1
9 1 1 1 1 1 1
2 1 1 1 1 1
10 1 1 1 1 0 0
2 1 1 0 0 1
3 0 1 1 1 1
11 1 1 1 1 0 1
2 1 1 1 1 0
3 1 1 0 0 1
4 0 1 1 1 1
12 1 1 1 0 1 1
2 0 1 1 0 1
3 1 1 1 0 0
4 1 1 0 1 1
13 1 1 0 1 1 0
2 1 0 1 1 1
3 1 1 1 1 1
4 1 1 1 1 1
14 1 1 1 1 1 1
2 1 0 1 1 1
3 1 1 1 0 0
4 1 1 1 1 1
Continued on next page
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Table B.6 (cont.)
Sentence Section Hand shape Orientation Location Movement NMF
15 1 1 0 1 1 1
2 1 0 1 1 0
3 1 1 1 1 1
4 1 1 0 1 1
5 1 1 1 1 1
16 1 1 0 1 1 1
2 1 0 1 1 1
3 1 1 1 1 1
4 1 1 1 0 1
5 1 1 1 1 0
17 1 1 0 1 1 1
2 1 0 1 1 1
3 1 1 1 1 0
4 1 1 1 1 0
18 1 1 1 0 1 1
2 1 0 1 1 1
3 1 1 1 1 1
19 1 1 0 1 1 0
2 1 1 0 1 1
3 1 0 1 1 0
4 1 1 1 1 1
5 1 1 1 1 1
20 1 1 0 1 1 1
2 1 1 1 1 1
3 1 1 1 1 1
Table B.7: Accuracy results across all sentences and parameters for Evaluator 7.
Sentence Section Hand shape Orientation Location Movement NMF
1 1 1 1 1 1 1
2 1 1 1 1 0
3 1 0 1 1 1
4 1 0 0 1 1
5 1 1 1 1 0
Continued on next page
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Table B.7 (cont.)
Sentence Section Hand shape Orientation Location Movement NMF
2 1 1 1 1 1 1
2 1 1 1 1 1
3 1 1 1 0 1
4 1 1 0 0 1
3 1 1 0 1 1 1
2 1 1 1 1 1
3 1 1 1 1 0
4 1 1 1 1 1
4 1 1 1 1 1 0
2 1 1 1 0 1
3 1 1 0 1 1
5 1 1 1 1 1 1
6 1 1 1 1 1 0
2 0 1 1 1 1
3 1 1 0 0 1
4 1 1 1 1 1
7 1 1 1 1 1 1
2 1 1 1 1 0
3 0 0 0 0 1
8 1 1 0 1 1 1
2 1 1 1 1 0
3 1 1 1 1 1
4 1 1 1 1 1
9 1 1 1 1 1 1
2 1 1 1 1 1
10 1 1 1 0 1 1
2 1 1 1 0 0
3 0 1 1 1 1
11 1 1 1 0 1 0
2 1 1 0 1 1
3 1 1 1 1 1
4 0 1 1 0 1
12 1 1 1 0 0 1
2 1 1 1 1 1
3 1 1 1 0 0
Continued on next page
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Table B.7 (cont.)
Sentence Section Hand shape Orientation Location Movement NMF
4 1 1 0 0 1
13 1 1 1 0 1 1
2 1 1 1 1 1
3 1 1 1 1 0
4 0 1 1 1 1
14 1 1 1 1 1 1
2 1 1 1 1 0
3 0 1 1 1 1
4 0 1 1 1 1
15 1 1 0 1 1 0
2 1 1 1 1 1
3 1 1 1 1 1
4 1 1 0 1 1
5 1 1 1 1 1
16 1 1 1 0 1 1
2 1 0 1 1 1
3 1 1 1 1 0
4 1 0 1 0 1
5 1 1 1 1 1
17 1 1 1 1 1 1
2 1 1 1 1 0
3 1 1 1 1 1
4 1 1 1 1 1
18 1 1 1 0 1 1
2 1 1 1 1 0
3 1 1 1 0 1
19 1 1 1 1 0 0
2 1 1 0 0 1
3 1 1 1 0 0
4 1 1 1 1 1
5 1 1 1 1 1
20 1 1 1 0 0 1
2 1 1 1 1 1
3 1 1 1 1 1
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Table B.8: Accuracy results across all sentences and parameters for Evaluator 8.
Sentence Section Hand shape Orientation Location Movement NMF
1 1 1 1 1 1 0
2 1 1 1 1 1
3 1 1 1 1 1
4 1 1 1 1 1
5 1 1 1 1 1
2 1 0 1 1 1 1
2 1 1 1 1 0
3 1 1 1 1 1
4 1 1 1 0 1
3 1 1 1 1 1 1
2 1 1 1 1 1
3 1 0 1 1 0
4 1 0 1 1 0
4 1 1 1 1 1 1
2 1 1 1 0 1
3 1 1 0 0 1
5 1 1 1 1 1 1
6 1 1 1 0 1 1
2 1 1 1 0 1
3 1 1 1 0 1
4 1 1 1 1 1
7 1 1 1 1 1 1
2 1 0 0 1 0
3 1 0 0 0 1
8 1 1 0 1 1 0
2 1 1 1 1 1
3 1 0 1 1 1
4 1 1 1 1 1
9 1 1 1 1 1 1
2 1 1 1 1 1
10 1 1 1 0 1 1
2 1 1 0 1 0
Continued on next page
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Table B.8 (cont.)
Sentence Section Hand shape Orientation Location Movement NMF
3 0 1 0 1 1
11 1 1 1 0 1 1
2 1 1 1 1 0
3 1 1 0 1 1
4 0 1 1 1 1
12 1 1 1 0 1 1
2 0 1 1 1 1
3 1 1 1 1 0
4 1 1 0 0 1
13 1 1 1 1 1 0
2 1 1 0 1 1
3 1 1 1 1 1
4 1 1 1 1 1
14 1 1 1 1 1 1
2 1 1 1 1 0
3 0 1 1 0 1
4 1 1 1 1 0
15 1 1 0 0 1 1
2 1 1 1 1 1
3 1 1 1 1 1
4 1 1 0 1 0
5 1 1 1 1 1
16 1 1 1 1 1 1
2 1 1 1 1 0
3 1 1 1 1 1
4 1 1 1 0 0
5 1 1 1 1 1
17 1 1 1 1 1 1
2 1 0 0 1 1
3 1 1 1 1 1
4 1 1 1 1 0
18 1 1 1 1 1 0
2 1 0 1 0 1
3 1 1 1 1 1
19 1 1 0 1 0 1
2 1 1 0 1 1
Continued on next page
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Table B.8 (cont.)
Sentence Section Hand shape Orientation Location Movement NMF
3 1 0 1 0 1
4 1 1 1 1 0
5 1 1 1 1 1
20 1 1 0 1 0 1
2 1 1 1 1 1
3 1 1 1 1 1
Table B.9: Accuracy results across all sentences and parameters for Evaluator 9.
Sentence Section Hand shape Orientation Location Movement NMF
1 1 1 1 0 1 1
2 1 1 1 1 1
3 1 1 1 1 1
4 1 1 0 1 0
5 1 1 1 1 1
2 1 0 1 1 1 1
2 1 1 1 1 1
3 1 1 1 1 1
4 1 1 1 1 1
3 1 1 1 1 0 1
2 1 1 1 1 1
3 1 1 0 1 0
4 1 1 1 1 1
4 1 1 1 1 1 1
2 1 1 0 0 1
3 1 1 1 1 1
5 1 1 1 0 1 1
6 1 1 1 0 1 0
2 0 1 1 1 1
3 1 1 0 1 1
4 1 1 0 1 1
7 1 1 1 1 1 1
2 1 1 1 1 0
Continued on next page
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Table B.9 (cont.)
Sentence Section Hand shape Orientation Location Movement NMF
3 0 0 0 0 1
8 1 1 0 0 1 1
2 0 1 1 1 1
3 1 1 1 1 0
4 1 1 1 1 1
9 1 1 1 1 1 1
2 1 1 0 1 1
10 1 1 1 0 1 1
2 1 1 1 0 1
3 0 1 1 0 1
11 1 1 1 0 1 1
2 1 1 1 1 1
3 1 1 1 0 1
4 0 1 1 0 1
12 1 1 1 0 0 1
2 0 1 1 0 1
3 1 1 1 0 0
4 1 1 0 1 1
13 1 1 0 1 1 1
2 1 1 0 1 1
3 0 1 1 1 1
4 0 1 1 1 1
14 1 1 1 1 1 1
2 1 1 1 1 0
3 0 1 1 0 0
4 1 1 1 1 1
15 1 1 0 1 1 0
2 1 1 1 1 1
3 0 1 1 1 1
4 1 1 0 0 1
5 1 1 1 1 1
16 1 1 1 0 1 1
2 1 1 1 1 0
3 1 0 1 1 1
4 1 1 1 0 0
5 1 1 1 1 1
Continued on next page
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Table B.9 (cont.)
Sentence Section Hand shape Orientation Location Movement NMF
17 1 1 1 0 1 1
2 1 0 1 1 1
3 0 1 1 1 0
4 1 1 1 1 1
18 1 1 1 0 1 1
2 1 1 1 0 1
3 1 1 1 1 1
19 1 1 1 1 0 1
2 1 1 0 1 1
3 1 1 1 0 1
4 1 1 1 1 0
5 1 1 1 1 0
20 1 1 0 1 1 1
2 1 1 1 0 1
3 1 1 1 1 1
Table B.10: Accuracy results across all sentences and parameters for Evaluator 10.
Sentence Section Hand shape Orientation Location Movement NMF
1 1 1 1 1 1 1
2 1 1 1 1 1
3 1 1 1 1 1
4 1 1 0 1 1
5 1 1 1 1 1
2 1 1 1 1 1 0
2 1 1 0 1 1
3 1 1 1 1 1
4 1 1 1 1 1
3 1 1 1 1 0 0
2 1 1 1 1 0
3 1 1 0 1 1
4 1 0 0 1 1
4 1 1 1 1 1 1
Continued on next page
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Table B.10 (cont.)
Sentence Section Hand shape Orientation Location Movement NMF
2 1 1 1 0 1
3 1 0 0 1 0
5 1 1 1 1 1 1
6 1 1 1 1 0 1
2 0 1 0 0 1
3 1 1 1 0 1
4 0 0 1 0 1
7 1 1 1 1 1 1
2 1 0 0 1 0
3 1 0 0 0 1
8 1 1 1 1 1 1
2 1 1 0 1 0
3 1 0 1 1 1
4 1 1 1 1 1
9 1 1 1 1 1 1
2 1 1 1 1 1
10 1 1 1 0 1 1
2 1 1 1 0 1
3 0 1 0 1 1
11 1 1 1 0 0 1
2 0 1 0 0 0
3 1 1 1 0 1
4 0 1 1 1 1
12 1 1 1 0 0 1
2 0 1 1 1 1
3 1 1 1 1 1
4 1 1 1 1 1
13 1 1 1 1 1 1
2 1 1 1 1 0
3 1 0 1 1 1
4 1 1 1 1 1
14 1 1 1 1 1 1
2 0 1 1 1 1
3 1 1 1 0 0
4 1 1 1 1 1
Continued on next page
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Table B.10 (cont.)
Sentence Section Hand shape Orientation Location Movement NMF
15 1 1 0 1 1 0
2 1 1 1 1 1
3 0 1 1 1 0
4 1 1 0 1 1
5 1 1 1 1 1
16 1 0 1 1 1 1
2 1 1 1 1 1
3 1 0 1 1 0
4 1 1 1 0 1
5 1 1 1 1 1
17 1 1 1 1 1 0
2 1 0 1 1 1
3 1 1 1 1 1
4 1 0 1 1 1
18 1 1 1 0 1 1
2 1 1 1 1 1
3 1 1 1 1 1
19 1 1 1 1 0 1
2 1 1 0 0 0
3 1 1 1 1 1
4 1 1 1 1 1
5 1 1 1 1 1
20 1 1 1 1 0 1
2 1 1 1 0 1
3 1 1 0 1 1
Table B.11: Accuracy results across all sentences and parameters for Evaluator 11.
Sentence Section Hand shape Orientation Location Movement NMF
1 1 1 1 1 1 1
2 1 1 1 1 0
3 1 1 1 0 1
4 1 1 0 1 0
5 1 1 1 1 1
Continued on next page
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Table B.11 (cont.)
Sentence Section Hand shape Orientation Location Movement NMF
2 1 0 1 1 1 1
2 1 1 1 1 1
3 1 1 1 0 1
4 1 1 1 0 1
3 1 1 0 1 0 1
2 1 1 1 1 0
3 1 1 0 1 0
4 1 1 1 1 1
4 1 1 1 1 1 1
2 1 1 1 0 1
3 1 1 0 1 1
5 1 1 1 1 1 1
6 1 1 1 0 0 1
2 1 1 1 1 1
3 1 1 0 1 1
4 1 1 0 1 1
7 1 1 1 1 1 1
2 1 1 1 1 0
3 1 1 0 0 1
8 1 1 1 1 1 1
2 1 1 1 1 1
3 1 1 0 1 0
4 1 1 1 1 1
9 1 1 1 1 1 1
2 1 1 0 1 0
10 1 1 1 0 1 1
2 1 1 0 1 0
3 0 1 1 1 1
11 1 1 1 0 1 1
2 1 1 1 1 1
3 1 1 0 1 1
4 0 1 1 1 1
12 1 1 1 0 1 1
2 1 1 1 0 1
Continued on next page
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Table B.11 (cont.)
Sentence Section Hand shape Orientation Location Movement NMF
3 1 1 1 0 0
4 1 1 0 1 1
13 1 1 1 0 1 1
2 1 1 1 1 1
3 1 1 1 1 1
4 1 1 1 1 1
14 1 1 1 1 1 1
2 1 1 1 1 0
3 1 1 1 0 1
4 1 1 1 1 1
15 1 1 1 0 1 0
2 1 0 1 1 1
3 1 1 1 1 1
4 1 1 0 1 1
5 1 1 1 1 0
16 1 1 1 1 1 1
2 1 1 1 1 0
3 1 1 1 1 1
4 1 1 1 1 0
5 1 1 1 1 1
17 1 1 1 0 1 1
2 1 1 1 1 1
3 1 1 1 1 0
4 1 0 1 1 1
18 1 1 1 0 1 1
2 1 1 1 1 1
3 1 1 1 0 1
19 1 1 1 0 1 1
2 1 1 0 0 1
3 1 1 0 1 1
4 1 1 1 1 0
5 1 1 1 1 1
20 1 1 1 0 1 1
2 1 1 1 1 1
3 1 1 1 1 1
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Table B.12: Accuracy results across all sentences and parameters for Evaluator 12.
Sentence Section Hand shape Orientation Location Movement NMF
1 1 1 1 1 1 1
2 1 1 1 1 1
3 1 0 1 1 0
4 1 0 0 1 1
5 1 1 1 1 1
2 1 1 1 1 1 1
2 1 1 1 1 1
3 1 1 1 1 1
4 1 1 1 1 1
3 1 1 1 0 0 0
2 1 1 1 1 1
3 1 1 1 1 0
4 1 1 1 1 1
4 1 1 1 1 1 1
2 1 1 1 0 0
3 1 1 0 0 1
5 1 1 1 1 1 1
6 1 1 1 1 0 1
2 1 1 1 1 1
3 1 1 0 0 0
4 1 1 1 0 0
7 1 1 1 1 1 1
2 1 0 1 1 0
3 1 1 1 0 1
8 1 1 0 1 1 1
2 0 1 1 1 1
3 1 1 0 1 0
4 1 0 1 1 1
9 1 1 1 1 1 1
2 1 1 1 0 1
10 1 1 1 1 0 0
2 1 1 1 0 1
Continued on next page
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Table B.12 (cont.)
Sentence Section Hand shape Orientation Location Movement NMF
3 0 1 1 1 1
11 1 1 1 1 0 1
2 1 1 1 1 0
3 1 1 0 0 1
4 0 1 1 1 1
12 1 1 1 0 1 1
2 0 1 1 0 1
3 1 1 1 0 0
4 1 1 0 1 1
13 1 1 0 1 1 0
2 1 0 1 1 1
3 1 1 1 1 1
4 1 1 1 1 1
14 1 1 1 1 1 1
2 1 0 1 1 1
3 1 1 1 0 0
4 1 1 1 1 1
15 1 1 0 1 1 1
2 1 0 1 1 0
3 1 1 1 1 1
4 1 1 0 1 1
5 1 1 1 1 1
16 1 1 1 1 1 1
2 1 0 1 1 1
3 1 1 1 1 1
4 1 1 1 0 1
5 1 1 1 1 0
17 1 1 0 1 1 1
2 1 0 1 1 1
3 1 1 1 1 0
4 1 1 1 1 0
18 1 1 1 1 1 1
2 1 0 1 1 1
3 1 1 1 1 1
19 1 1 0 1 1 0
2 1 1 0 1 1
Continued on next page
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Table B.12 (cont.)
Sentence Section Hand shape Orientation Location Movement NMF
3 1 0 1 1 0
4 1 1 1 1 1
5 1 1 1 1 1
20 1 1 0 1 1 0
2 1 1 1 1 1
3 1 1 1 1 1
Table B.13: Accuracy results across all sentences and parameters for Evaluator 13.
Sentence Section Hand shape Orientation Location Movement NMF
1 1 1 1 1 1 0
2 1 1 1 1 1
3 1 1 1 1 1
4 1 1 0 1 1
5 1 1 1 1 1
2 1 1 1 1 1 1
2 1 1 1 1 1
3 1 1 1 1 0
4 1 1 1 1 1
3 1 1 1 0 0 1
2 1 1 1 1 1
3 1 1 0 1 1
4 1 1 1 1 1
4 1 1 1 1 1 0
2 1 1 1 1 1
3 1 1 1 1 1
5 1 1 1 1 1 1
6 1 0 1 1 1 1
2 0 1 1 1 1
3 1 1 1 0 0
4 0 1 1 1 1
7 1 1 1 1 1 1
2 1 0 1 1 0
Continued on next page
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Table B.13 (cont.)
Sentence Section Hand shape Orientation Location Movement NMF
3 1 1 1 0 1
8 1 1 1 1 1 0
2 1 1 1 1 1
3 1 1 1 1 0
4 1 0 1 1 1
9 1 1 1 1 1 1
2 0 1 1 1 1
10 1 1 1 1 1 1
2 1 1 0 1 1
3 0 1 1 1 1
11 1 1 1 1 1 0
2 1 1 1 0 1
3 1 1 1 0 1
4 0 1 1 1 1
12 1 1 1 1 1 1
2 1 1 1 0 1
3 1 1 1 1 1
4 0 1 1 1 1
13 1 1 1 1 1 1
2 1 0 1 1 1
3 1 0 1 1 1
4 1 1 1 0 0
14 1 1 1 1 1 0
2 1 0 1 1 1
3 1 1 1 1 1
4 1 1 1 1 1
15 1 1 1 1 1 1
2 0 0 1 1 1
3 1 0 1 1 1
4 1 1 0 1 0
5 1 1 1 0 1
16 1 1 1 1 1 1
2 1 1 1 1 0
3 1 0 1 1 1
4 1 1 1 0 0
5 1 1 1 1 1
Continued on next page
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Table B.13 (cont.)
Sentence Section Hand shape Orientation Location Movement NMF
17 1 1 1 1 1 1
2 1 0 1 1 1
3 1 1 1 0 1
4 1 0 1 1 1
18 1 1 1 0 1 1
2 1 0 1 1 1
3 1 1 1 1 1
19 1 1 0 1 1 1
2 1 1 0 1 0
3 1 0 1 1 1
4 1 0 1 1 1
5 1 1 1 1 1
20 1 1 0 1 1 1
2 1 1 1 1 1
3 1 1 1 1 1
Table B.14: Accuracy results across all sentences and parameters for Evaluator 14.
Sentence Section Hand shape Orientation Location Movement NMF
1 1 1 1 1 1 1
2 1 1 1 1 1
3 1 1 1 1 1
4 1 1 0 1 1
5 1 1 1 1 1
2 1 1 1 1 1 1
2 1 0 1 1 1
3 1 1 1 1 1
4 1 1 1 1 0
3 1 1 0 1 1 1
2 1 1 1 1 0
3 1 1 0 1 1
4 1 0 1 1 1
4 1 1 1 1 1 1
Continued on next page
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Table B.14 (cont.)
Sentence Section Hand shape Orientation Location Movement NMF
2 1 1 1 0 0
3 1 1 0 0 1
5 1 1 1 1 1 1
6 1 0 1 1 0 1
2 0 1 1 1 1
3 1 1 1 0 1
4 1 1 0 1 1
7 1 1 1 1 1 1
2 1 0 1 1 0
3 1 1 0 0 1
8 1 1 1 1 1 1
2 0 1 1 0 1
3 1 1 0 1 0
4 1 0 1 1 1
9 1 1 1 1 1 1
2 0 1 1 0 1
10 1 1 1 0 1 1
2 1 1 1 0 0
3 0 1 0 1 1
11 1 1 1 0 1 1
2 1 0 1 0 0
3 1 1 0 0 1
4 0 1 1 1 1
12 1 1 1 1 0 1
2 1 1 1 1 1
3 1 1 1 1 0
4 0 1 1 1 1
13 1 1 1 1 0 1
2 1 0 1 1 1
3 1 0 1 1 0
4 0 1 1 1 1
14 1 1 1 1 1 1
2 1 0 1 1 0
3 1 0 1 0 1
4 0 1 1 1 1
Continued on next page
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Table B.14 (cont.)
Sentence Section Hand shape Orientation Location Movement NMF
15 1 1 0 1 1 1
2 0 1 1 0 1
3 1 0 1 1 0
4 1 1 0 1 1
5 0 1 1 0 1
16 1 1 0 1 1 1
2 1 1 0 1 1
3 1 1 1 1 0
4 1 1 0 0 1
5 1 1 1 1 1
17 1 1 1 1 1 1
2 1 0 1 1 0
3 0 1 1 0 1
4 1 1 1 1 1
18 1 1 1 0 1 1
2 1 0 1 1 0
3 1 1 1 0 1
19 1 1 0 1 1 1
2 1 1 1 0 1
3 1 0 1 1 1
4 1 0 1 1 0
5 1 1 1 1 1
20 1 1 0 1 0 1
2 1 1 1 1 1
3 1 1 0 1 1
Table B.15: Accuracy results across all sentences and parameters for Evaluator 15.
Sentence Section Hand shape Orientation Location Movement NMF
1 1 1 1 1 1 1
2 1 1 1 1 1
3 1 0 1 1 0
4 1 0 0 1 1
5 1 1 1 1 1
Continued on next page
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Table B.15 (cont.)
Sentence Section Hand shape Orientation Location Movement NMF
2 1 1 1 1 1 1
2 1 1 1 1 1
3 1 1 1 1 1
4 1 1 1 1 1
3 1 1 1 1 0 0
2 1 1 1 1 1
3 1 1 0 1 1
4 1 1 1 1 1
4 1 1 1 1 1 1
2 1 1 1 0 0
3 1 1 1 1 1
5 1 1 1 1 1 1
6 1 1 1 1 1 1
2 0 1 0 1 1
3 1 1 1 0 0
4 0 0 1 1 1
7 1 1 1 1 1 1
2 1 1 0 1 0
3 1 1 0 0 1
8 1 1 1 1 1 1
2 1 1 0 1 0
3 1 0 1 1 1
4 1 1 1 1 1
9 1 1 1 1 1 1
2 1 1 1 1 1
10 1 1 1 1 0 0
2 1 1 0 0 1
3 0 1 1 1 1
11 1 1 1 0 1 1
2 1 1 1 1 1
3 1 1 1 0 0
4 0 1 0 1 1
12 1 1 1 1 1 1
2 1 1 1 0 1
Continued on next page
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Table B.15 (cont.)
Sentence Section Hand shape Orientation Location Movement NMF
3 1 1 1 1 1
4 0 1 1 1 1
13 1 1 1 1 1 0
2 1 1 0 1 1
3 1 1 1 1 1
4 1 1 1 1 1
14 1 1 1 1 1 1
2 1 1 1 1 0
3 0 1 1 0 1
4 1 1 1 1 0
15 1 1 0 1 1 1
2 0 1 1 0 1
3 1 0 1 1 0
4 1 1 0 1 1
5 0 1 1 0 1
16 1 1 1 0 1 1
2 1 0 1 1 1
3 1 1 1 1 0
4 1 0 1 0 1
5 1 1 0 1 1
17 1 1 1 1 1 1
2 1 1 1 1 0
3 1 1 1 1 1
4 1 1 1 1 1
18 1 1 1 0 1 1
2 1 1 1 1 1
3 1 1 1 0 1
19 1 1 1 0 1 1
2 1 1 0 0 1
3 1 1 0 1 1
4 1 1 1 1 0
5 1 1 1 1 1
20 1 0 1 1 1 1
2 1 1 0 1 1
3 1 1 0 1 0
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