In Brief Rossi-Pool et al. show that the population response of dorsal premotor cortex codes information about event timing, parameters, and decision outcome of a temporal pattern discrimination task. The authors provide evidence that this population code co-varies with behavior.
INTRODUCTION
Many brain processes are involved during perceptual decision tasks. Central to understanding these brain processes is how the sequence of neuronal population responses unfolds between a subject's sensory receptor activation and their actions. The flutter submodality of tactile stimulation provides a convenient channel to study perceptual decision making based on the evaluation of temporal patterns. First, the same set of cutaneous receptors is activated because the stimulator moves perpendicularly to the skin (Talbot et al., 1968) . Second, this sensation is conveyed by a highly specific set of primary afferents to the spinal cord (Douglas et al., 1978) and thalamus (Vá zquez et al., 2013) , up to the primary somatosensory cortex (S1; Mountcastle et al., 1969; Salinas et al., 2000) . Third, humans and monkeys have similar detection and discrimination capacities (Talbot et al., 1968; LaMotte and Mountcastle, 1975) , in such a way that neural coding of flutter stimuli can be linked to perception in these tasks (Romo et al., 1998) . Thus, the temporal stimulus pattern is represented in a homogeneous population of peripheral and central neurons directly linked to flutter perception.
However, this is not the case in areas downstream of S1: they show a high heterogeneity among their neuronal responses during flutter tasks (Romo et al., 1999 (Romo et al., , 2002 (Romo et al., , 2003 de Lafuente and Romo, 2006) . In addition to heterogeneity among responses, single neurons by themselves show complex dynamics often attributable to more than one task component (''mixed selectivity''; Rigotti et al., 2013) . A reasonable approach to handle this heterogeneity and mixed selectivity is the use of dimensionality reduction methods; the resulting responses depict population activity in a compact format and could convey clearer, latent signals. The relevance of this approach is well supported by recent works showing the potentiality of these methods to decode population responses that cannot be inferred from single units (Kobak et al., 2016; Murray et al., 2017) .
Here, we focus on the population response recorded in dorsal premotor cortex (DPC), while trained monkeys performed a temporal pattern discrimination task (TPDT; Rossi-Pool et al., 2016) . During the TPDT, monkeys reported whether the temporal patterns of two vibrotactile stimuli (of equal mean frequency) were the same or different ( Figure 1A ). In each trial, monkeys had to pay attention to the first stimulus pattern (P1), store a trace of it during the delay between stimuli, and then pay attention to the second stimulus pattern (P2) and compare it to the trace of P1; finally, after another delay period in which the comparison between P2 and P1 had to be remembered, the monkey pressed one of two push buttons to indicate whether P2 = P1 (match) or P2 s P1 (non-match). As a prelude to our current work, the coding profile of each recorded neuron was exhaustively studied. We considered all possible combinations of relevant task parameters to determine the coding capacity of each neuron . We found that single DPC neurons coded the stimulus patterns as broader categories and signaled them during working memory, comparison, and postponed decision periods. Furthermore, a large proportion of DPC neurons exhibited mixed selectivity. Nevertheless, how the conjoined activity of the heterogeneous neuronal population of DPC relates to the TPDT remains an open question.
We consider that population level analyses could be a useful framework to address the above question. Hence, we ask: what are the most representative signals which we are able to extract from the population response? In particular, (1) we are interested in what coding components are employed to reach a decision during the comparison period. At this point, a transition in working memory occurs from coding P1 to coding the postponed decision report. (2) Are population readouts for P1 working memory similar to those for the decision? One could think that each code is maintained in different manners and/or by different groups of neurons. On the other hand, it is also plausible that the same neurons participate in maintaining working memory for both delay periods. (3) Furthermore, how related are the decision codes before and after the decision report? This moment was followed by a surge in single-neuron decision coding, which suggested it as another relevant period to be explored. (4) Additionally, we are also concerned about the purely temporal signals that might act as a substrate for coding dynamics in DPC throughout the task. (5) How are these population signals affected when monkeys perform a non-demanding variation of the task? In this control task, no parameter encoding was found in single neurons. (6) Importantly, we are interested in analyzing how population signals are altered during error trials. In this case, we expect decision readouts to be maintained, but inverted; however, it is an open question how other signals might be affected. (7) Monkeys performed the TPDT for several different mean frequencies. How robust are the population signals to these changes? Finally, (8) DPC has historically been linked to coding motor commands (Crammond and Kalaska, 2000) . Our previous single-unit results suggested a more perceptually involved role for this cortical area. Therefore, to what extent does our population approach support this notion?
Following the dimensionality-reduction approach, we could extract fundamental properties of the population responses to answer the questions outlined above. In terms of task parameter coding, we found that the dimensionality of DPC data could be reduced to two major components (readouts of the population's activity). One component represented information persistently and, surprisingly, was the same for both working memory periods, even if during each period the information was related to completely different task parameters. Convergence toward a single, stable mechanism could simplify the labor of decoding relevant task events for downstream areas. The other component coded information only transiently; this readout had an interesting behavior during errors. We identified that during the comparison period these two components can be combined to generate distinct neuronal population paths in a two-dimensional reduced subspace. Remarkably, to produce the different decoding components, neurons were not divided into different clusters. Moreover, these readout mechanisms are highly invariant to mean stimulus frequency, exhibiting an abstract format of population coding. Finally, we examined differences between non-coding temporal signals under different contexts. We identified signals in the TPDT whose intensities were reduced or completely vanished in the non-demanding task; this suggested that these signals were cognitively relevant. However, the temporal signals remained unchanged in error trials. These results show that the population response codes the active comparison and postponed choice that are specific to the context of the TPDT and emphasizes the role of DPC in perceptual decisions rather than a unique role in coding motor actions.
RESULTS

DPC Responsiveness during the TPDT
We recorded from single neurons in DPC ( Figure S1A ) while trained monkeys performed the TPDT ( Figure 1A ). Average task performance was around 85%, consistent across stimulus conditions and mean frequencies ( Figure S1B ). We identified single neurons with relevant coding during the TPDT. The relevant parameters considered were: P1 (grouped [G] or extended [E] patterns), P2 (G or E), class identity (each of the four P1-P2 combinations [c1 G-G; c2 G-E; c3 E-G; c4 E-E]), and decision (P2 = P1 or P2 s P1). Figure 1B shows the percentage of DPC 
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(A) Trials' sequence of events. The mechanical probe is lowered (pd), indenting (500 mm) the glabrous skin of one fingertip of the right restrained hand; the monkey places its free hand on an immovable key (kd). After a variable prestimulus period (2-4 s), the probe vibrates, generating one of two possible stimulus patterns (P1, either grouped [G] or extended [E]; 1 s duration); after a first delay (2 s), the second stimulus is delivered, again either of the two possible patterns (P2, either G or E; 1 s duration); after a second fixed delay (2 s) between the end of P2 and the probe up (pu), the monkey releases the key (ku) and presses with its free hand either the lateral or the medial push button (pb) to indicate whether P1 and P2 were the same (P2 = P1) or different (P2 s P1). P1 and P2 always had equal mean frequency.
(B) Percentage of neurons (n = 1,574) with significant coding as a function of time. The traces refer to P1 (cyan), P2 (green), class (pink, stimulus pair combinations), and decision coding (black neurons (n = 1,574) that coded task components. Single units coded more than one task parameter throughout the task (mixed selectivity). Figures S1C-S1T show examples of DPC neurons. In contrast to area 3b of S1, which showed a homogeneous response (see Rossi-Pool et al., 2016) , DPC displayed a high heterogeneity among its neuronal responses. Many relevant events occurred around a critical time point (t MAX = 3.65 s, orange dashed line in Figure 1 ) within the comparison period (P2 presentation). This critical moment corresponds to the time bin with the highest total instantaneous population variance ( Figure 1C ). Population variance at each time bin measured the response's variability associated with task parameters (Var INS , Equation 1). Figure 1C displays the dynamics of this instantaneous population variance. Time bins in which more neurons coded relevant task parameters lead to higher Var INS . During the period before P1, there is no task parameter to be coded, and therefore, variance among all classes should be the same. This means that Var INS within this period should approximate the endogenous inter-class variability. This could be considered as an upper bound to non-coding variability (Churchland et al., 2010) . This level of Var INS could be interpreted as an estimate of the basal variance associated with residual fluctuations ($2 sp/s). Hence, when Var INS is higher than its basal value, it should be associated with coding.
There was a high correspondence between Var INS and coding dynamics along the TPDT. At t MAX , Var INS reached its maximum value, and single neurons showed the richest coding heterogeneity (orange dashed lined in Figure 1 ). Focusing on the P1 period, the first neurons that coded P1 appeared at a coding latency of 386 ± 46 ms (cyan line in Figure 1B ). This coding latency is in accordance with the time at which Var INS became larger than its basal value: t = 395 ± 10 ms (blue line in Figure 1C ). Similarly to P1 coding ( Figure 1B) , Var INS waxed and waned during the delay between P1 and P2 ( Figure 1C ). Additionally, t MAX corresponded to a crucial moment in the population's coding dynamics ( Figure 1B ): extinction of P1 coding was followed by the emergence of categorical class-selective coding (pink line), then by the appearance of a small number of P2 coding neurons (green line), and finally by decision coding (black line). Also, the increment in decision coding that appeared after push button (pb) was reflected by an increase of Var INS .
Our first approach to simplify these complex dynamics, with a population level method, was to apply principal-component analysis (PCA) to the instantaneous covariance matrices. Since these matrices are calculated at single time bins, they contain no variance related to temporal signals. In Figure 1C , we show the variance captured by the first four principal components (PCs) at each time point. From P1 onset up to shortly before t MAX , the first PC (salmon trace) was enough to explain the temporal evolution of Var INS ; the difference in amplitude between the two traces is explained by the non-zero constant variance of the other PCs. This analysis showed that during the comparison period, the second and third PCs also emerged, capturing significant amounts of Var INS . These results indicated that, around t MAX , the coding became more complex. However, the variance captured by the fourth PC was constantly zero. Thus, three PCs were enough to capture Var INS .
Population Variance during the Light Control Task
To determine whether DPC signals depended on the cognitive context, we also tested many neurons (n = 462) in a control variant of the TPDT. In each trial, the monkeys received identical stimuli as in the TPDT, but the correct answer was indicated by a continual visual cue ( Figure S2A ). We refer to this task as the light control task (LCT). Under this condition, neurons no longer coded the identity of the stimuli patterns or the decision report ( Figure S2B ). Accordingly, Var INS remained constant and equal to its basal value during the LCT ( Figure S2C ). Even though the tactile stimuli and the final movement were the same as in the TPDT, the population's coding was only recruited when it was necessary to solve the TPDT. It should be noted that although neural coding was no longer present, the firing rate of neurons evolved with the LCT. As we will show below, population activity was still linked to timing some relevant events of the LCT.
Population Response Trajectories
At each time, we considered that the state of the DPC network was represented by a point in the n-dimensional space of firing rate responses, where each dimension corresponded to the firing rate of one neuron. To reduce bias in describing the population activity, we did not preselect neurons for tuning properties in any population level analysis. Therefore, the total number of recorded DPC neurons was always included. Thus, the network's state was described by combining 1,574 (462 for LCT) firing rates mostly recorded separately, representing a point in a 1,574-dimensional space. As each neuron's activity evolved over time, the point moved through this very large space, forming a trajectory which represented the population responses. Since we have four different classes, we expected different trajectories for each of them. Mante et al. (2013) have shown that the group of neural trajectories can be reliably studied within some much lower-dimensional subspaces rather than looking at all the dimensions. Specifically, we studied projections of the population activity onto components found via demixed-PCA (dPCA) and PCA to highlight different aspects of the population signals.
Dimensionality Reduction of Population Responses
As a first approach to identify a meaningful lower-dimensional subspace, we applied PCA to the covariance matrix calculated from the whole task (À1 to 7.5 s, Equation 7). It should be noted that PCA is a variance-based dimensionality-reduction technique, where information about stimuli and decisions is not taken into account. Thus, the new subspace, constructed with the PCs, preserved mixed selectivity but is deficient in emphasizing population coding of task parameters. In Figures S3A-S3E , we show the first five PCs obtained during the whole task period, ordered by their explained total variance (ETV; Equation 8). We display four traces, corresponding to the activity projections sorted by class. Notice that the neural activity projected onto the second and fourth PCs displays the transition from P1 to decision coding. Additionally, the first and third PCs represented P1 and class identity at the stimulation periods. Interestingly, the fifth PC showed a ramping temporal activity during the delay periods. Overall, PCs gave a complex picture, dominated by strong temporal dynamics (Machens et al., 2010) .
Importantly, PCA allowed us to estimate quantitatively the dimensionality of the population response across the whole task. To study this, we constructed a noise population covariance matrix that only included single trial variability ðX noise Þ. Using this matrix, we estimated, with two different methods, the fraction of ''signal + noise'' variance (calculated with X) that was related to noise. Figure S3G shows that only a few PCs captured a ''signal + noise'' variance larger than the noise variance estimates. These results showed that around 12 components are at least 50% above noise. Consistently, cumulative sums of these few components ( Figure S3F ) were enough to reach the estimated signal variance (dashed gray line).
We also used PCA on the population response recorded in the LCT (Figures S3H-S3L ). Even if the PCs did not show any coding, they still displayed temporal dynamics. Furthermore, all PCs seemed to be related to stimulus arrival or push button press; the ramping temporal activity disappeared under the LCT. Finally, we note that fewer components ($6) are above the noise variance estimates ( Figures S3M and S3N ). This could be expected from Figures S2B and S2C, which indicated that there was no coding and that only temporal signals could still be present.
Identifying Task Timing Signals from the Population Activity To derive a low-dimensional subspace that was more sensitive to task parameters, we used dPCA. In contrast to PCA, dPCA not only maximized the captured variance, but also separated the population response variability due to different task parameters (Kobak et al., 2016) . Using this approach, we were able to decompose the population dynamics into new components (dPCs), related to time, P1, P2, class, or decision coding. We observed that the response dimensionality, estimated with dPCA, was the same as the one found with PCA ( Figures S3G  and S3N ). Below, we describe the dPCs that captured most of the variance during the whole TPDT (À1 to 7.5 s).
The first five temporal dPCs, using the whole population (n = 1,574), are illustrated in Figures S4A-S4E . They are ordered according to their ETV (Equation 8). Due to temporal marginalization the class variance was averaged, imposing the projections of all classes to overlap. Arbitrarily, we chose c2 (orange trace) to be on top of the other traces. The projection of the neural activity onto the first temporal dPC ( Figure S4A ) strongly signaled the P1 and P2 periods. Moreover, this component captured 23.9% ETV, representing the most prominent signal. Surprisingly, the neural trajectories of the second dPC ( Figure S4B ) were more engaged on a population response immediately after pb. This component (13.5% ETV) is likely associated with the strong decision signal after probe up (pu; black trace, Figure 1B) . Interestingly, the third dPC showed stepped responses during stimuli, followed by persistence during each delay (Figure S4C ). This component captured 9.5% ETV, and by dPCA construction, it was orthogonal to the first dPC. Most notably, the fourth dPC projection ( Figure S4D , 8.25% ETV) was a temporal pacemaker during both delays: beginning in each stimulus period as a negative value and reaching its maximum value during P1 and P2 and after pb. We speculate that this pacemaker component is a signal that allows the network to predict the arrival of relevant events. Finally, the fifth dPC ( Figure S4E , 5.84% ETV) showed a ramping response only during the first delay.
To investigate the temporal differences between the TPDT and LCT, we took advantage of the fact that 462 neurons were tested under both task conditions. The TPDT temporal analysis, now restricted to these neurons, is presented in Figures 2A-2E . Note that the temporal signals of this subset of neurons (n = 462) matched those of the full dataset (n = 1,574; Figures  S4A-S4E ). However, there was a marked disappearance of some signals when the dPCs, calculated for the TPDT, were used to project the LCT population activity (Figures 2F-2J ). This means that we used the same axes to project the TPDT (Figures 2A-2E ) and LCT ( Figures 2F-2J ) population activities. This comparative analysis showed that the persistent ( Figure 2C ) and ramping (Figures 2D and 2E) activities were no longer present in the LCT projections ( Figures 2H-2J) . Notably, the signals after pb consistently appeared across all projections. This is evidence that these were, in a way, independent from those engaged before the pb press. Even the temporal dPCs optimized for the LCT population did not reveal equivalent signals, except for those related to stimuli arrival or after pb ( Figures 2K-2O ). The intensity of the sensory component clearly diminished during LCT (compare the y axis scale of Figure 2A -2F and 2L). We remark that the first and second dPCs, optimized for the LCT, took up a larger percentage of variance (30.5% and 19.5%, respectively) than the first and second dPCs in the TPDT (Figures 2A and 2B: 25.1% and 14.8% ETV, respectively) . This could be related to the change in dimensionality between TPDT and LCT ( Figure S3 ).
We emphasize that all signals observed during the LCT were not linked to coding any task parameters ( Figure S2 ). Furthermore, the absence of coding during the LCT entailed similar results when we used dPC ( Figures 2K-2O ) or PC ( Figures  S3H-S3L ) trajectories. Even if sensory and movement components of the dynamics are present in both task conditions, the persistent and pacemaker activity appeared to be recruited only when parameter coding was needed. The most plausible explanation was that this coding was not needed to solve the LCT, and therefore, some temporal dynamics disappeared or diminished their salience. Even when we optimized the dPC readouts for the LCT activity, we could not observe prominent signals equivalent to those found in the TPDT. It is important to note that the dimensionality in the LCT was estimated to be reduced to $6 components. This meant that it was highly unlikely that any relevant component related to a temporal signal was ignored.
Temporal Signals in Hit and Error Single Trials
To study the connection between DPC population activity and the monkey's behavior, we extended our analyses to single trials for both hits and errors. We constructed single trial activity matrices by pseudo-randomly selecting trials from all neurons (STAR Methods); we then plotted the average and standard deviation (SD) of repeated projections (1,000).
In Figures S5A-S5E , we show the average (solid lines) and SD (shading) of single trial projections onto the temporal dPCs. Interestingly, there was a high resemblance between the temporal signals in error ( Figures S5F-S5J ) and hit ( Figures  S5A-S5E ) trials. One could think that a mistake in temporal signaling could lead to an error. However, our results indicate that errors were not due to timing signals but were mostly related to task parameter coding (Figure 7 ). This contrasts to the difference observed between TPDT and LCT timing signals (Figure 2 ).
Decoding Task Parameters from the Population Response
To analyze DPC population coding associated with P1, P2, and decision, we marginalized the neural activity with respect to each one of these parameters and computed their respective covariance matrices using the whole TPDT (À1 to 7.5 s). It is important to mention that the temporal component was removed from each marginalization. We applied dPCA on each matrix and derived their decoding axes (dPCs). We obtained six components with ETVs above noise: two associated with P1 (P1-dPCs), one with P2 (P2-dPC), and three with decision (decision-dPCs).
In Figure 3 , we show the population trajectories when activity is projected onto each of these dPCs. When we focused on P1 ( Figures 3A and 3B ), the population projections showed two pairs of classes which closely overlapped: c1 with c2 (P1 = G) and c3 with c4 (P1 = E). Arbitrarily, we chose c1 (red) and c3 (green) to be on top in Figures 3A and 3B ; in Figures 3C-3F , we made similar choices. The first P1-dPC ( Figures 3A, 7 .2% ETV) represented the persistence of P1 coding during the first delay. The second P1-dPC ( Figure 3B ) captured 3.1% ETV, and around the middle of the first delay, the traces switched signs; this represented a transitory, switching coding of P1. We would like to highlight that by construction these two components are orthogonal; this means that we could not decode In this figure, we restricted our analysis to the population of n = 462 neurons that were recorded in both the temporal pattern discrimination task (TPDT) and the light control task (LCT).
(A-E) dPCA was applied to the temporal marginalized covariance matrix obtained from the whole TPDT (À1 to 7.5 s). Population activity, sorted by class identity, was projected onto each dPC. Components were ordered by their explained total variance (ETV, Equation 8 persistent and switching signals with the same readout (any attempt to combine the weights would degrade the signals; Kobak et al., 2016) . Importantly, at the level of single neurons, we consistently observed responses representative of first P1-dPC: neurons that coded P1 persistently ( Figure 4G , top). Additionally, there were single neurons which showed a temporal switching of P1 coding ( Figure 4G , bottom). This consistency did not have to be necessarily the case; a population signal could be decoded without having exemplars at the single-unit level.
When we analyzed the population dynamics in terms of P2, classes with identical P2 overlapped ( Figure 3C ): c1 with c3 (P2 = G) and c2 with c4 (P2 = E). In this case, P2 was only coded by the population around the end of the second stimulus period. Notably, and contrasting with P1-dPCs, the first P2-dPC only had 1.4% ETV. The short period with significant P2 coding and its small proportion of captured variance was consistent with the single-unit coding of P2 (green trace of Figure 1B ). In this case, it was not possible to find neurons with P2 coding analogous to first P2-dPC.
In terms of decision coding, classes with the same outcome overlapped ( Figures 3D-3F ). The first decision-dPC (Figures 3D, 5.2% ETV) captured persistent activity associated with match (c1 and c4) and non-match (c2 and c3) outcomes during the second delay. In contrast, the second decision-dPC ( Figure 3E ) was associated with the decision signal that appeared after pb press (2.1% ETV). The orthogonality between first and second decision-dPCs means that the optimal readout found to persistently decode the decision during the second delay was not strongly linked with the decision signal after pb press. Finally, the third decision-dPC ( Figure 3F , 1.2% ETV) showed a similar switching trajectory as the second P1-dPC ( Figure 3B ). Again, it was possible to find single neurons with decision-coding profiles analogous to each one of these components (Figures S1C, S1D, S1G, S1I, SIJ, S1L-S1O, S1R, and S1T).
Finally, we assessed the intervals where each of these projections yielded significant decoding using a single hit trial approach (STAR Methods). Each dPC was used to decode P1, P2, class, and decision identity. Color lines at the top of each panel indicate intervals during which each task parameter can be reliably decoded from single hit trials ( Figure 3 ). Remarkably, decision could be only decoded from the population activity 400 ms after P2 onset. Similarly, P1 could be decoded up until shortly after P2 offset ( Figure 3B ). Both results are in agreement with Figure 1B (cyan and black traces) and also with the time where the choice probability became significant ( Figure S7 from Rossi-Pool et al., 2016) . For completeness, in Figure S6 , we show the average (solid line), SD (shading), and some particular examples (thin lines) of single trial activity projections. Notice the agreement between the intervals with significant coding and the SD shading separation in Figure S6 .
Decoding Class from the Population Response
To study how the population response transited from P1 to decision coding, we focused on the role of class components throughout the course of the TPDT (À1, 7.5 s). Based on the percentage of class-coding neurons (pink trace, Figure 1B) , we considered that these responses could enable this transition. Thus, we computed dPCA using the class marginalized neural activity; this only removed the purely temporal responses. Figure 4 shows the neural projections onto the first three significant class-dPCs.
Remarkably, the first class-dPC ( Figure 4A , 11.2% ETV) represented the transition between persistent P1 to persistent decision coding. During the first delay, the neural trajectories overlapped according to P1 (c1 with c2, c3 with c4). In contrast, during the second delay, they overlapped according to decision outcome. Surprisingly, this readout could be used to decode P1 during the first delay and decision outcome during the second delay. Furthermore, we identified several single neurons Demixed principal-component analysis (dPCA) was applied to P1, P2, and decision marginalized covariance matrices obtained from the whole temporal pattern discrimination task (TPDT, À1 to 7.5 s). Population activity (n = 1,574), sorted by class identity, was projected onto each dPC and ordered by their explained total variance (ETV). Lines above traces mark time intervals where task parameters can be reliably decoded from single trials; colors as in Figure 1B .
(A and B) P1 marginalized. First two P1-dPCs:
mimicking the first class-dPC signal ( Figure 4G , top inset; Figures S1C, S1J, S1M, and S1N). It is important to point out that after removing the temporal responses, we did not impose any constraint to generate this persistent dynamic. Conversely, second class-dPC ( Figure 4B , 5.35% ETV) was a transitory coding component. Notice that we could identify early and late transients for P1 coding. Remarkably, the late coding traces each bifurcated into transitory class representations, where each one of the classes evolved separately during the comparison period. We speculate that this transitional dynamic is central to the neural process that facilitated the emergence of a decision from working memory. Representative neurons are displayed in Figure 4G and Figure S1G .
Lastly, the third class-dPC ( Figure 4C , 2.1% ETV) captured a class-selective memory that decayed as the second delay evolved. Almost an equal percentage of neurons coded class and decision during the second delay (pink and black traces, Figure 1B) . Despite these results, the first class-dPC, which persistently coded decision, was able to capture higher ETV (11.2%) than the third class-dPC. This could be interpreted as if the network's coding during the second delay was more involved in remembering decision outcome than class identity. We think this was related to differences in the individual responses that contributed to decision-and class-coding percentages. All neurons with class coding during the second delay showed low activity responses ( Figures S1K and S1S) ; thus, their contribution to the total population variance quickly decreased after P2 offset. On the other hand, many persistent decision-coding neurons showed high activity during the second delay ( Figure S1 ). Even if these two responses were the same in terms of percentages, the key distinction is their different contributions to activity variance.
We also performed a hit trial analysis to test the decoding significance of these dPCs. Figures S7A-S7C show the average of hit trial projections onto the first three class-dPCs with their SD and some examples. Colored lines indicate the periods of significant decoding. This test corroborated that first class-dPC ( Figure S7A ) significantly decoded P1 and the decision outcome during their respective delays. Likewise, second class-dPC (Figure S7B) showed significant early and late decoding of P1 during the first delay. All three class-dPCs displayed significant transient class decoding (pink line) during the comparison period. This supports the idea that class coding played an important role in the transition between P1 and decision persistent coding.
Importantly, the weights given by the first, second, and third class-dPCs ( Figures 4D-4F ) to each of the 1,574 neurons were equally distributed for positive and negative values. The unimodal weight distribution suggested that there was not a clear division between neurons that might participate in coding from those that do not. The distributions behaved like zero-centered Gaussians. In Figure 4G , we plot for each neuron its first and second class-dPC weights; we also show examples of neurons with Rate (Hz) large weights. No evidence for differentiated clusters of neurons was apparent; even if these signals were observed using orthogonal readouts, they were constructed from the same neuronal substrate (Machens et al., 2010) .
Persistent and Transitory Components during the Comparison Period
The previous evidence lead us to hypothesize that these two components, the mnemonic first class-dPC and the transitory second class-dPC, reflected the fundamental coding procedure employed by the DPC network during the TPDT. The proposed procedure could be streamlined as follows: the circuit engaged a persistent dynamic that mnemonically coded P1 in working memory, which was then bridged by transitory dynamics of class representation to a persistent decision code. The comparison period is the best candidate to study this hypothesis. As established in Figure 1 , this interval had the time bin with highest variance (t MAX = 3.65 s) and complex single-unit coding was generated around it. To analyze the comparison, we applied PCA to the population activity at this specific time bin (t MAX ). By computing the covariance matrix at one single time bin, temporal dynamics were removed. Since variance was only associated with differences in class activity, it was equivalent to apply PCA or dPCA. To fully explain the population variance at t MAX , we required three PCs ( Figure 1C) ; the comparison period was the only interval where this was the case. Thus, to project the neural activity throughout the course of the TPDT, we used the three PCs calculated at t MAX . Notably, the neural trajectories onto the first PC ( Figure 5A , 46.1% explained variance [EV] at t MAX ) reproduced the transient signal: early and late P1 coding and class-selective coding during the second stimulus. Furthermore, population projections onto the second PC ( Figure 5B , 34.6% EV at t MAX ) exhibited the shift from P1 to decision persistent coding. The order of PCs shown in Figure 5 corresponded to EV at t MAX ; however, when we ordered them by ETV (Equation 8, considering the whole task), the first and second PCs changed places. This inversion was consistent with the order of class-dPCs (compare Figures 5A and 5B against Figures 4A and 4B ). The third PC (19.3% EV at t MAX ) exhibited P2 coding ( Figure 5C ), which showed that there was a signal that significantly coded P1 and then P2, but confined exclusively to each stimulation period (Figure S7F) . Again, P2 coding was the least relevant in terms of variance.
We tested the decoding significance with single hit trials: Figures S7D-S7F show the average of trial projections onto the first three PCs, calculated at t MAX , with their SD and some examples. Note: PCs were obtained considering the activity at t MAX , which contrasted with dPCs, that were calculated with the whole TPDT (À1, 7.5 s). Nevertheless, PCs were able to decode the same parameters during the same time intervals. Also, and surprisingly, the second PC could significantly decode P1 and the decision throughout their respective delays. Consider that this readout was calculated at a single time bin (t MAX ) and thus had no direct information regarding the coding during any of the delays.
To provide a better picture during the comparison period, we employed a two-dimensional projection of the population activity backward and forward from t MAX ( Figure 5D ). We used the interval from 3 s to 4.5 s: from P2 onset up to half a second after P2 offset. We employed the first and second PCs at t MAX as projection axes. The activity started at the circle marks (t = 3 s, P2 onset), where the classes with the same P1 appeared together (c1 with c2; c3 with c4). As projections evolved, class separation emerged, defining four different lobes, one for each class at each graph quadrant. After evolving as separate trajectories, the classes came together according to their associated decision (c1 with c4; c2 with c3). Plainly, the transient class coding connected (through the lobes) the population response from P1 to decision coding. Importantly, we could significantly decode, using both PCs, the four classes with 100% accuracy from t = 3.45 to 3.9 s ( Figure S7G ). Despite the complexity and heterogeneity of individual neurons, this result provided a simple picture of the coding employed by the population to reach a decision (Movie S1 displays this population process). Given that the PCs at t MAX could significantly decode at other times, we studied their similarity to PCs obtained at other time bins. We did this by comparing these two readouts (either first or second PCs at t MAX ) against the most relevant component (first PC) obtained at each time bin of the TPDT. To compare them, we calculated the cosine similarity between the two vectors (Equation 6). The results are illustrated in Figure 5E . We found a high similarity between the transient first PC at t MAX and the readouts calculated during the first stimulus and late part of the first delay (light red trace). The weights of the second PC at t MAX , which can persistently decode P1 or decision, were similar to those obtained during the entire first and second delays. This is in agreement with the decoding capacity of the first and second PCs ( Figures S7D and S7E) .
The results described above supported two notions. First, this was evidence that these two components can be combined during the comparison period in a relevant manner. A signal built up a transient class-selective bridge, which could have allowed another population signal to dynamically transform its persistent coding from P1 to decision. Second, the decoding capacity and cosine similarity of the second PC across delays suggested that Figure 5E is the slice along t MAX = 3.65 s.
the same readout could be used to persistently decode P1 and decision outcome.
Persistent and Transient Components at Different Times
However, what is the meaning of the PCs calculated at a given time in relation to other moments of the TPDT? To test this quantitatively, we used the first PCs calculated at six other times (different from t MAX ) to study their significant decoding. The results, shown in Figures 6A-6F, were consistent with Figures 4 and 5. Remarkably, the first PC calculated during P1 presentation (t = 0.6 s) was able to significantly decode class identity during P2 presentation ( Figure 6A ). This meant that the readout, optimized during the arrival of P1, was capable of separating classes at the comparison period. This agrees with the idea of a transitory sensory signal. Moreover, we then used the first PC obtained during the first delay (t = 2 s) to project the population activity ( Figure 6B ). Even if this PC was optimized during the first delay, it was also able to significantly decode the decision outcome. Conversely, when we used the first PCs calculated during the second delay (t = 5 s and t = 6 s), they were also able to decode P1 during the first delay ( Figures 6D and 6E ). This is further evidence that a common readout mechanism could be implemented for both delays. Additionally, we also used the first PC calculated at t = 3.3 s ( Figure 6C ). This time was immediately before the extinction of P1 coding (cyan trace, Figure 1B) . Its dynamic was similar to those in Figures 6B, 6D , and 6E, but with a clear additional contribution by late transitory P1 coding. In summary, these results confirmed that these two main population responses (transitory and mnemonic) accounted for most of the parameter coding along the TPDT.
Interestingly, the first PC obtained at t = 6.7 s ( Figure 6F ) had a shorter significant period of decision coding during the delay. However, it had a strong decision signal immediately after pb, which was not present in Figures 6B-6E . This result suggested that this component arose quite independently from the persistent decision response (as in Figure 3E ). Thus, this supports the idea that two different signals accounted for decision coding, one before and another after pb (black trace, Figure 1B ).
Evidence for a Generic Persistent Mnemonic Readout
Could we use a generic, common, stable mnemonic readout to decode information from the two different delays? Such readout should be time invariant and persistently separable across stimulus conditions. Notice that in contrast to a previous study with only one delay (Murray et al., 2017) , the TPDT has two relevant delays. So far, we have shown consistent evidence that any readout that could decode information in one of the delays could also be used to extract relevant information in the other ( Figures  4A , 5B, and 6B-6E). The results shown in Figures 3A and 3D did not reflect this because of the marginalization procedure used in dPCA (marginalized P1 erased decision coding and vice versa).
Accordingly, to further test this idea, we applied PCA to timeaveraged activity covariance matrices to define two readouts: one during the first delay (stimulus-mnemonic) and another during the second delay (decision-mnemonic). The neural trajectories projected onto the stimulus-mnemonic component are shown in Figure 6G . Clearly, during the first delay, P1 coding was stable and persistent; using this readout, we were also able to decode the decision outcome significantly during the second delay (black line). Equivalent results were found using the decision-mnemonic component ( Figure 6H) ; it was possible to decode P1 significantly during the first delay (cyan line) using a readout constructed during the second delay. Note the resemblance between the projections obtained in Figure 6B , using a single time interval at the middle of the first delay (t = 2 s), and those in Figure 6G . Correspondingly, the projections in Figure 6D (t = 5 s) replicated the projections in Figure 6H . Thus, the same readout weights could be used to decode persistent activity associated with P1 (1 to 3 s) and decision (4 to 6 s). Moreover, the mnemonic components were unaffected when we used only a few single trials ($3) to construct both covariance matrices. This added evidence for the consistency of the readout, and it supported their biological plausibility.
To thoroughly quantify the similarity between components, we again applied cosine similarity. Here, we compared the first PCs obtained at any two times (t 1 against t 2 ). This analysis produced a matrix, given by CS(t 1 ,t 2 ), which is illustrated in Figure 6I . Notice that after t = 6.7 s, the components were uncorrelated with those obtained at previous times. This agreed with the idea that the decision signal after pb was independent of the other signals. Consistently with previous results (Figure 5E ), t MAX is clearly a slice of time where similarity decreased sharply. Also, the PCs calculated during the first delay ( Figure 6I , left lower quadrant) resembled those of the second delay (right lower quadrant). Symmetrically for the decision delay, the PCs obtained in the right upper quadrant were akin to those of the first delay. All these results revealed a novel mechanism, a generic mnemonic subspace, used by this DPC population to persistently represent in working memory both P1 and decision outcome through a common one-dimensional readout. This showed an efficient and optimized strategy of the DPC network.
Decoding from Error Trials
As a final set of analyses, we studied error trials using both dPCs and PCs. This yielded further evidence of the connection between DPC population readouts and the monkey's behavior. To achieve this, we constructed single error trial activity matrices by pseudo-randomly selecting them from all neurons (STAR Methods). We then plotted the average and SD of repeated projections (1,000) of these error activity matrices onto those P1-, P2-, decision-, and class-dPCs obtained from hit trials (Figure 7) . In Rossi-Pool et al. (2016), we classified different types of errors and identified two highly probable sources: (1) confounding P1 (47%) or (2) confounding P2 (43%) identity.
In Figure 7A , we used the persistent first P1-dPC to project error trial activity. Remarkably, no significant coding was found using this readout. This result agreed with our single neuron error trial study and marked the occurrence of type 1 errors. In Figure 7B , we show the average projection onto the second P1-dPC. Notably, P1 decoding was significant within the first stimulus period; this suggested that transitory (sensory) signals were not necessarily involved in all errors. This result was in agreement with a recent study that analyzed single neurons from medial premotor cortex (MPC) during a bimodal working memory task. It showed that sensory information was comparable between hit and error trials during stimulus presentation but decayed quickly afterward. Interestingly, the transitory first P2-dPC ( Figure 7C ) was no longer able to significantly decode at any time. However, our previous calculations showed that P2 coding was not relevant, neither in terms of variance nor in percentage of coding neurons.
All decision-dPC readouts ( Figures 7D-7F ) were able to significantly decode the decision during most of the same intervals as before. However, both error types should result in an inversion of decision outcome, which is indeed observed in Figures 7D-7I (compare to the equivalent hit traces in Figures 3 and 4) . This was consistent with previous single-unit studies that found high choice probabilities in DPC (Ponce-Alvarez et al., 2012) . For the case of first class-dPC (Figures 7G), we observed a collapse of P1 persistent coding during the first delay and an inversion of the decision code during the second delay (consistent with Figures 7A and 7D) . The transitory second class-dPC (Figures 7H) had significant early P1 coding, similar to Figure 7B . This is further evidence that transitory signals were not as affected as persistent ones during error trials.
Finally, the second and third class-dPCs ( Figures 7H and 7I ), which in hits had class coding, presented a collapse into inverted decision coding. This was due to the averaging of the two possible error types, which could both cause a mistake in class identity coding. Think, for example: when c4 (E-E) is mistaken by the monkey and ends in an error trial, this could be due to misinterpreting either P1 or P2, thus confusing c4 for either c2 (G-E) or c3 (E-G). This would make c4 coding collapse into an error decision of non-match. To deal with this problem, it is necessary to treat each type separately, but the amount of error trials was insufficient. In Figure S8 , we used the PCs at t MAX to project the error trial activity (contrast to Figures S7D-S7G ). Similar to Figure 7H , a collapse of class code and a significant interval of early P1 coding was observed in Figure S8A . Analogously to Figure 7C , the third PC at t MAX ( Figure S8C ) was not capable of decoding P2 or any other parameter during error trials. The collapse of the first PC ( Figure S8A ), together with the inversion of the second PC ( Figure S8B , analogous to Figure 7G ), gave rise to the deformed error lobes shown in Figure S8D .
Persistent and Transient Components Are Stimulus Frequency Independent
All of the above findings were obtained using a 5 Hz mean stimulus frequency (MSF). However, trained monkeys executed the task using different MSFs. Performance was highly consistent across all possible MSFs (3, 5, 6, 7, 10, or 15 Hz). In RossiPool et al. (2016), we found that 72% of the neurons roughly preserved their coding profiles when they were tested with more than one MSF. Additionally, single-unit coding percentages were minimally affected by these changes.
This raised the following question: to what extent were the persistent and transitory population components robust to MSF changes? To answer this, we used class-dPCA to analyze the activity for each MSF (Figure 8 ). It is important to note that the number of neurons was smaller than those studied with 5 Hz; consequently, projections showed much more fluctuations. However, the differences between the dPCs were minimal among MSFs. As before, the first class-dPCs (left panels) showed P1 persistent coding during the first delay, followed by decision persistent coding during the second delay. Crucially, these results suggested that this readout was invariant across MSFs. This is evidence that the underlying mechanism made the signals sufficiently robust to these variations. Analogously, the transitory component remained constant across MSFs (right panels). For each MSF, we identified early, late, and class coding in the second class-dPCs. Thus, these results gave us preliminary evidence that DPC received an abstract, categorical signal from early sensory cortices, independently of the number of pulses. Further studies in other cortical areas are needed to disentangle the transformation processes that generated this abstract, categorical representation in DPC.
DISCUSSION
Here, we sought to understand the population signals that were covered by the high diversity of individual responses of DPC neurons during the TPDT (Rossi-Pool et al., 2016) and their connection to the monkeys' behavior. Even if the population results were consistent with the single-unit approach, several hidden signals emerged from the conjoined activity of DPC neurons. We identified relevant readouts that coded the task parameters and others related to the timing of task events. We explored the role of these signals under different contexts in a non-demanding control task, during errors, and for different MSFs. The results suggested that the readouts arose from diffuse combinations of single neuron responses. The coding signals arrived at an elegant solution, consistent with the animals' psychophysical execution of the TPDT. Notoriously, this rich dynamic could be described with just two coding readouts: one that stored information persistently during both delays and another that transiently coded information. This transitory component could act as a link between the two persistent responses by coding the comparison between the two stimuli. We discuss these issues below. The population response during the second stimulus presentation, associated with the comparison between stimuli, showed the highest variance and most dynamically complex time interval (around t MAX ). The core of the task is precisely the comparison of the current stimulus pattern, P2, against the stored trace of the past, P1. To determine the role of the population signals during this period, we used two approaches: PCA and dPCA. Notably, we found similar results by applying class-dPCA to the whole task and by studying with PCA the covariance matrix at just t MAX . It appears that during this crucial interval, the two main components, the persistent coding of P1 and the transitory class coding, jointly built up the decision outcome. Therefore, the dynamic of the network transited with simple trajectories from P1 to decision persistent coding, making use of the class coding responses. Note that we do not mean that DPC population responses are sufficient for discrimination; rather, the intention is simply to understand the general signals that emerged from this neuronal population during the TPDT.
Interestingly, we did not find clusters of neurons specialized in any population signal. Hence, it was not possible to assign a group label for each neuron in the network. Rather, the readout weights form Gaussian-like distributions. Furthermore, the mean value of these distributions was approximately zero. Therefore, to define each readout, it was necessary to recruit the same proportion of neurons weighted positively and negatively. This supported the idea that this weight balance could be useful to subtract common noise and to improve coding performance (Romo et al., 2003; Carnevale et al., 2013) . It is important to note that this balance was not imposed methodologically: it emerged unsupervised. Our results revealed that there was a large resemblance between the readouts optimized to store P1 in working memory (1 to 3 s) and those optimized for decision outcome (4 to 6 s). Therefore, the same set of readout weights could be implemented by downstream areas to acquire persistent information in both delay periods. Furthermore, several studies have established a link between Hebbian learning and PCA (Oja, 1992; Pehlevan et al., 2015) . Hebbian rules could be used by downstream areas to develop readouts, similar to those obtained by PCs, that allow stable decoding across delays. These results conform well to the idea that during the stimulus presentation, this mnemonic component coexisted with an orthogonal sensory and transitory component that decayed at the beginning of both delays (Barak et al., 2010; Murray et al., 2017) . Notably, this transitory component could also be the same for the first (0 to 1 s) and second (3 to 4 s) stimulus presentation periods: with the same readout, we can first decode a P1 early signal and then the class identity. This would suggest that one single, biologically plausible, mnemonic readout was able to decode relevant information during both delays, orthogonally to a single transitory component. We consider that this is an important and novel result from our study.
Previously, we showed that coding in DPC neurons is highly invariant to MSF . To further quantify this, we studied the population components across frequencies. Here, we found that the same signals obtained with 5 Hz are exploited when other stimulus frequencies are presented. Notice that in contrast to DPC, S1 cortex only codes the stimulus parameters and only during the stimulus periods. We do not know how this stimulus faithful S1 representation is transformed into the abstract code observed in DPC. Whether this abstraction is constructed in DPC or in areas between S1 and DPC is an open question. A key area for generating this transformation between S1 and DPC could be the second somatosensory cortex (Romo et al., 2002) . Therefore, further studies (both at single unit and population levels) are needed to unravel the transformation of stimulus coding between S1 and DPC.
We investigated purely temporal signals in the neuronal population during the TPDT. Even if temporal dPCs are not related to task parameter coding, their high explained variance suggested that they were heavily involved in task execution. Note the large disparity between the whole-task variance explained by temporal components versus parameter-coding components. Similar differences have been found in at least four other tasks (Kobak et al., 2016) , suggesting that this is a general feature. We posit that these temporal signals could be understood as a large overhead necessary to provide an infrastructure on which the coding responses can develop, combine, and reach a decision during these tasks. One remarkable dynamic was the pacemaker-shaped component. We hypothesize that making use of it, the network could infer the time of arrival of task events. Whether these signals arise locally in DPC or are imported from another area(s) is not known.
These population responses arose only when the animal solved the TPDT. In the LCT, the population behaved differently. In this non-demanding task variant, the most important difference was that task parameter coding was no longer present. Surprisingly, during the LCT, most of the temporal signals observed in the TPDT had diminished intensities or vanished. However, some temporal signals were still identified. Notably, the remaining signals were only related to stimulus arrival and motor timing responses. This suggests that most signals were only generated during the TPDT: e.g., when the animal did not need to infer the arrival of important events, the pacemaker signal disappeared. This indicates that there are distinct temporal signals engaged during the TPDT. To further test this hypothesis, future studies could compare these temporal signals with those of a passive task (without movement).
The study of error trials allowed us to explore the role of each population component when the animal made a mistake. Importantly, we identified that temporal signals were unaffected when errors occur. This contrasts to the difference with the timing signals during the LCT. On the other hand, task parameter coding signals noticeably changed. This suggests that, in general, errors are not due to timing signals; they are mostly related to coding. Consistent with previous single DPC neuron studies, we observed that decision signals were inverted in error trials. Surprisingly, early P1 coding was still present, but not the persistent or late responses. This suggests that, in some cases, intermediate processes that transfer early coding into a persistent one might have gone wrong. Further studies are needed to analyze this and differentiate the effects of each type of error on the population activity. Nevertheless, these results are evidence that the population components we extracted are linked to the monkeys' behavior.
It is important to highlight that a large percentage of neurons continued coding the decision after the pb press. This is reflected in the population components. Remarkably, we found that this decision signal emerged quasiorthogonal to persistent decision coding. Additionally, this coding did not occur during the LCT; however, the purely temporal signals after pb remained unchanged between LCT and TPDT. Even if the functional role of this signal is not clear, it may be related with learning or reward processes; for example, the evaluation of choice outcome to adapt future decisions (Pardo-Vazquez et al., 2009) .
Even considering all the evidence presented here, there might be other ways of interpreting P1 coding signals during the TPDT. For example, they could reflect simple associations between the stimuli and push buttons, in which case the monkeys use a motor mnemonic plan. This plan could later change, during the comparison period, with the interaction of new sensory information and the previous mnemonic one. This interpretation would reframe the relationship between mnemonic subspaces. However, there are clear evidences that the two mnemonic signals are treated quite differently. Most prominently, during the first delay, we see a late increase in coding; this is not present for the decision signals of the second delay. But, either interpretation could be tested by new experiments, where motor actions are contextually conditioned. In any case, the fundamental question raised is about what the monkey is actually remembering. When considering these nuanced interpretation issues, it is important to underline that there is a difference between what the monkey remembers (in an autobiographical way) and the memory correlates we can find in the different areas of the monkey's brain. Additionally, we do not have direct evidence of the causal role of any specific signal in DPC (or any other frontal area).
Completely new experimental approaches would be required to address this problem. For example, experiments with microstimulation can be used to elicit memorizable and discriminable percepts by artificially activating homogeneous clusters of S1 neurons (Romo et al., 1998) . But, this approach appears unlikely in DPC because of its highly heterogeneous responses. Further, robust redundancy across circuits and their distributed processing make inhibition studies on specific frontal areas implausible. However, we consider that the high coding variances we observe are indirect evidence of the importance of these signals.
Recent studies have shown that recurrent network models were able to capture several features from neurophysiological experiments in different tasks (Carnevale et al., 2015; Chaisangmongkon et al., 2017; Mante et al., 2013) . Our results provide constraints for future network models. Hence, we propose that new studies may analyze temporal signals, persistent and transitory components, and abstract coding to contrast them with our empiric results. In particular, we argue that the existence of a common persistent component and the effect of errors and controls on temporal signals are important constraints. Analogously, to further understand the versatility of population responses, neurophysiological experiments from other tasks may be examined. Specifically, tasks with two or more delays may contribute to identify discrepancies and similarities with our results. Additionally, it is important to comprehend how these population signals build up across cortical areas. A key question is whether they arise abruptly or they gradually build up as sensory information evolves across areas (de Lafuente and Romo, 2006) . We hypothesize that the responses described in this study may not be restricted to this particular somatosensory task; the same optimal population strategy could be applied to solve other demanding cognitive tasks.
We note that it is not easy to infer population codes from single units. It is true that much of the population's characteristics are partially reflected by the single units (Elsayed and Cunningham, 2017) . However, in any scientific field, when one changes the scale of the number of agents studied by some orders of magnitude, the results could reveal novel, emergent behaviors. Here, we attempted to study the signals that emerged from the DPC population activity. We have done this by constructing readouts with both PCA and dPCA and then analyzing their behavior during the TPDT. Our results with the LCT and errors are evidence that the population components we extracted are linked to the monkeys' behavior. This supports the notion that they are related to relevant neural signals. Nevertheless, we consider it important to underline that no single methodological approach is sufficient to infer population codes. Single-unit metrics, PCA-like analyses, probabilistic decoders, and other methods can all contribute relevant insights into the circuits' dynamics. They reflect different complementary aspects of the underlying neural processes.
Finally, we remark that all these population responses were found in DPC. This area has historically been associated with motor commands (Crammond and Kalaska, 2000; Wise and Mauritz, 1985) . However, very recently, some studies using more demanding cognitive tasks reported single DPC neurons associated with the conversion of working memory to motor sequences (Ohbayashi et al., 2003) and decision making (Herná ndez et al., 2010; Ponce-Alvarez et al., 2012; Thura and Cisek, 2014) . Here, we identified many cognitively related population signals. Our results strongly question the limited premotor status previously assigned to this cortical area and rather support a role in more complex processes, such as perception, working memory, and decision making. Considering the evidence presented here, this area, and perhaps the whole premotor network, is actually associative and therefore not necessarily limited to generating motor actions, as suggested before.
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EXPERIMENTAL MODEL AND SUBJECT DETAILS
Experiments were performed in two adult male (6-11 years old) rhesus macaques (Macaca mulatta), ranging from 6 to 10 kg. Monkeys were handled according to the institutional standards of the National Institutes of Health and Society for Neuroscience. All protocols were approved by the Institutional Animal Care and Use Committee of the Instituto de Fisiología Celular of the National Autonomous University of Mexico (UNAM).
METHOD DETAILS Temporal Pattern Discrimination Task (TPDT)
The TPDT used here has already been described before . Briefly, two monkeys (Macaca mulatta) were trained to report whether the temporal structure of two vibrotactile stimuli (P1 and P2) of equal mean frequency was the same (P2 = P1) or different (P2sP1; Figure 1A ). Monkeys performed the task in blocks of trials in which the two stimulus patterns had a fixed mean frequency (3, 5, 6, 7 10, or 15Hz; see Figure 1A in Rossi-Pool et al., 2016) . Except for the analysis shown in Figure 8 , in the remaining figures we show analyses of neuronal activity recorded while animals performed the TPDT with 5Hz mean stimulus frequency. The right arm, hand and fingers were held comfortably but firmly through the experiments. The left hand operated an immovable key (elbow at $90
) and two push buttons in front of the animal, 25 cm away from the shoulder and at eye level. The centers of the push buttons are located 7 and 10.5 cm to the left of the midsagittal plane. Stimuli were delivered to the skin of one digit from the distal segment of the right, restrained hand, via a computer controlled stimulator (2mm round tip, BME Systems, Baltimore, MD). The initial skin indentation was 500mm (probe down event, ''pd'' in Figure 1A ). Vibrotactile stimuli consisted of trains of short mechanical pulses; each of those pulses consisted of a single-cycle sinusoid lasting 20ms. Time is always referenced to first stimulus onset (0 s corresponds to the start of P1). In a trial, P1 and P2 were delivered consecutively to the glabrous skin of one fingertip, separated by a fixed inter-stimulus delay period of 2 s (1 to 3 s). Each stimulus could be one of two possible patterns: a pattern of grouped pulses (upper trace of Figure 1A ; we will call it ''G'') or a pattern of extended pulses (lower trace of Figure 1A , which will be ''E''). Thus, in total there were four possible P1-P2 combinations, that we called classes: G-G (class 1, c1) , G-E (class 2, c2), E-G (class 3, c3) and E-E (class 4, c4). These were presented in pseudo-random order to the monkeys across trials. The monkeys were asked to report whether P2 = P1 (match: combinations E-E and G-G) or P2sP1 (non-match: combinations E-G and G-E) after a fixed delay period of 2 s (4 to 6 s) between the end of P2 and the mechanical probe up from the skin (probe up event, ''pu'' in Figure 1A ). The ''pu'' was the go signal that triggered the animal's release of the key (''ku'' in Figure 1A ). Discrimination was indicated by pressing one of two push buttons with the left hand (''pb'' in Figure 1A , lateral push button for P2 = P1, medial push button for P2sP1). Because the two stimulus patterns had equal mean frequency over their full duration (1 s), discrimination had to be based on comparison of their temporal structure. The animal was rewarded for correct decisions with a drop of liquid. REAGENT Light Control Task (LCT) During this task, events proceeded exactly as described above and in Figure 1A , except that when the probe touched the skin, one of the two push buttons was illuminated, indicating the correct choice ( Figure S2A ). The light was turned off when the probe lifted off the skin, triggering the hand/arm movement. The monkey was rewarded for pressing the previously illuminated push button. Thus, stimuli and arm movements were identical to those in the active task, but were cued by visual stimuli. The same 5Hz stimulus set used in the TPDT was delivered to the fingertip in the LCT.
Task Design and Performance
The TPDT is not a simple variation of the vibrotactile frequency discrimination task (VFDT, Romo et al., 1999) . Some cognitive demands and the basic structure of the tasks are similar: both require attention to two separate vibrotactile stimuli (TPDT: P1, P2; VFDT: f1, f2), working memory and a comparison to reach the decision report. However, the TPDT requires a very different transformation of the stimuli. Since they only differ by their temporal structure, any computation must be restricted to the internal structure of the responses to identify and categorize them (for more details, see Rossi-Pool et al., 2016) . Additionally, the comparison process is significantly different between the two tasks. Whereas the VFDT can be solved by computing a difference between the parametric representation of the stimulus frequencies to indicate whether f1 > f2 or f1 < f2, the TPDT offers no equivalent solution (in any trial P1 and P2 always have the same mean frequency). The TDPT demands a match (P2 = P1) versus non-match decision (P2sP1), thus the comparison employs categorical representations of the patterns.
In Figure S1B we quantified the average performance and its standard deviation across DPC recording sessions for each mean frequency. Even if each animal was trained between two and three years, this task was difficult enough not to allow 100% performance; this reflects the very high cognitive demands of the TPDT. To provide some context, the average training period to achieve similar performance levels for the VFDT was about six to eight months; for the vibrotactile detection task (de Lafuente and Romo, 2006) , the average time was two months. After training in the TPDT, the monkeys saturated their average performance at around 85% ( Figure S1B) ; the performance was statistically the same for each class. In summary, performance was consistent across mean frequencies and classes (conditions). Notably, repetition of the task during recording sessions did not improve animal's performance. However, the performance for the LCT was consistently 100%; this reflects that this guided task was not cognitively demanding, which was part of the intended design. As a final observation, the animals were first trained in the LCT, and then gradually introduced to the TPDT. During the recording sessions in DPC, animals switched between performing the TPDT and the LCT.
Recordings
Neuronal recordings were obtained with an array of seven independent movable microelectrodes (2-3 MU; Romo et al., 1999) inserted into the DPC, contralateral (left hemisphere) or ipsilateral (right hemisphere) to the stimulated hand. We collected neuronal data using the stimulus sets illustrated in Figure 1A of Rossi-Pool et al. (2016) ; usually 20 trials per stimulus pair (c1; c2; c3; c4). Recordings sites changed from session to session and the locations of the penetrations were used to construct surface maps of all the penetrations in DPC. This was done by marking the edges of the small chamber (7 mm in diameter) placed above DPC. Recording of DPC neurons was done in the same manner in the TPDT and LCT.
Datasets
We recorded 1574 DPC neurons using the TPDT stimulus set with 5Hz mean frequency. This dataset was the largest and it was used in all calculation, except for those shown in Figures 2 and 8 . The neuronal datasets with other mean frequencies where: 3Hz, n = 204; 6Hz, n = 265; 7Hz, n = 207; 10Hz, n = 145; 15Hz, n = 206. These neuronal datasets allowed us to study the consistency of the population coding dynamics across mean frequencies. Finally, we have a dataset of n = 462 neurons that were tested in both the LCT and in TPDT using the 5Hz mean frequency set. These neurons were used to compare temporal and coding signals between the cognitive demanding TPDT and the non-demanding LCT.
In all datasets, for each neuron we calculated a time-dependent firing rate per trial using a 200ms sliding window displaced every 50ms, beginning 1 s before stimulus pattern P1 until the end of the trial (1.5 s after the push button press). It is important to keep in mind that each dataset is defined by four dimensions: N, number of neurons; C, stimulus conditions (classes, always 4); T, time (À1 to 7.5 s, always 170 bins); K, number of hit trials (for each class). Further, we constructed a similar dataset with error trials for the 5Hz TPDT stimulus set. Each recorded neuron had on average 2.5 error trials for a given class. A remarkable characteristic of this task design is the low number of stimulus condition (four classes), which were equally demanding for the subject. This design allowed us to have, on average, 17.5 hit trials (and 2.5 error trials) per stimulus class for each studied neuron.
QUANTIFICATION AND STATISTICAL ANALYSIS
Single Neuron Coding This analysis was designed to quantify whether the activity of single DPC neurons was modulated as a function of time by the four stimulus conditions (which we call classes) used in the task: c1 (G-G); c2 (E-G); c3 (E-G) and c4 (E-E).
Using hit trials only, we constructed a neuron firing rate distribution for each class. At each time bin we used the receiver operating characteristic (ROC) to identify class-differential responses; using these class firing rate distributions, we computed the area under the ROC curve (AUROC value) for the six possible class comparisons: c1 versus c2; c1 versus c3; c1 versus c4; c2 versus c3; c2 versus c4; and c3 versus c4. To determine significant AUROC values, we performed a permutation test by randomly shuffling the class labels across trials and re-computing the AUROC values with the shuffled trials. If the un-shuffled AUROC value (s0.5) reached or exceeded the 95% of the distribution obtained from 1000 shuffled surrogates, responses for the two compared classes were labeled statistically different (p < 0.05); otherwise, they were labeled as equal. We should emphasize that statistical equality means that there is not enough neuronal response information to differentiate the two distributions, which it is what we were looking for; we did not imply that both distributions were exactly the same.
This analysis produced a binary word; for each bin we had six digits resulting from the six comparisons. In this coding scheme, the 0's are as important as the 1's. The criterion to assign both was very strict: to avoid random assignments at each time window, we only assigned a binary label of statistical equality (0) or inequality (1) if the same digit was kept for at least four consecutive bins (200ms), otherwise no label would be assigned and that time bin was excluded from the classification. This part of the coding scheme was designed to correct for multiple comparisons. It is important to note that for each time bin this procedure generates a unique code for each neural response. However, besides the four different coding profiles explained below, the rest of the possible 64 binary words represent mixed, ambiguous codes. Using the binary words computed from the six AUROC values as described above, each time bin was tested for classification into one of four possible coding profiles during the TPDT.
P1 Coding
This profile applied to responses that tracked the identity of the P1 pattern. In this case, the responses must be similar for classes c1 (G-G) and c2 (G-E), and for c3 (E-G) and c4 (E-E), which have the same P1, but must differentiate between all other class comparisons, which have different P1 patterns.
P2 Coding
As described above, but for responses that tracked the identity of P2. Responses must be similar for c1 and c3, and for c2 and c4, which have identical P2, and must be different for all other class combinations, which have different P2 patterns.
Class-Selective Coding
This profile corresponds to neurons that responded preferentially to one of the four classes. Time bins were labeled according to the class that selectively evoked a response. Four binary words were associated with this profile, but all followed the same rule: the preferred class evoked a different response than the three other classes, and those three non-preferred classes were indistinguishable between each other.
Decision Coding
This label was applied to two similar coding profiles, one that tracked the choice without any ambiguity, and another that tracked the choice with a relatively minor ambiguity. The former tracked the comparison between the two patterns (same versus different). In this case the responses must be similar for classes c1 (G-G) and c4 (E-E), and c2 (G-E) and c3 (E-G), which have the same outcomes (either P1 = P2 or P1sP2), and different for all other class comparisons, for which the outcomes are different. The ambiguous coding profile was applied to time bins encoding the same/different decision, as above, but which in addition, also differentiated between a pair of classes with identical outcomes.
Time bins in which none of the six comparisons fit any of the binary words just described above were considered as non-coding ones. Moreover, to consider that a neuron had significant coding, its profile had to be constant for at least five consecutive bins. Using this procedure for all of the recorded neurons, it was possible to depict the neurons' encoded signals as functions of time ( Figure 1B) . Two main motivations for this coding scheme were: 1) being able to quantitatively assess and describe all the possible neural codes during all task epochs, and 2) generating coding types that would not overlap in their meaning.
Population Analysis
As described before , single DPC neurons displayed a large repertoire of neuronal responses associated with one or several components of the TPDT. The decoding scheme used before clearly showed that single neurons coded the tasks components ( Figure 1B ), but how exactly the neuronal population of DPC responded during the TPDT is unknown. Here, we analyzed the neuronal population signals. For each neuron, we averaged per class the time-dependent firing rate of hit trials (c1, c2, c3 or c4). Using the peri-stimulus time histogram (PSTH) of each neuron, we constructed pseudo-simultaneous population responses by combining neural data mostly recorded separately. For each time and class, the population response is defined by an N-dimensional vector in which each component represents the firing rate from a different neuron. This means that including all the recorded neurons (N = 1574), we obtained a 1574-dimensional firing rate vector that depends on the time and class (rðt; cÞ)). The population firing rates averaged over all hit trials ðrðtÞÞ was an N-dimensional vector that measures the mean response for each neuron ðr i ðtÞÞ as a function of time.
Instantaneous Total Variance
At each time point, the instantaneous population variance (Var INS , Figure 1C , blue trace) was computed as the quadratic square sum of the firing rate fluctuations among classes and neurons:
This metric, normalized per neuron, measures the population's variation of firing rate between classes at each time point. This variation will be due to any class-related change in the population activity and also due to residual noise. The value of Var INS during the period immediately before P1 onset represented the inherent residual noise in the firing rate estimates ($2[sp/s]2); to be interpreted as a degree of population coding, Var INS should be higher than this resting state variance (basal variance). Accordingly, as we noted in the results section, the time at which P1 began to be coded ( Figure 1B, cyan trace) , coincided with the time at which Var INS became larger than the basal variance (tz400ms).
Demixed Principal Component Analysis (dPCA)
The algorithmic details and mathematical justification for this method were outlined by Kobak et al. (2016) . The method has a supervised and unsupervised part. In brief, dPCA decomposes the neural activity by different chosen task variables to compute marginalized covariance matrices (this is the supervised part, similar to choosing the variables to fit a linear model). Afterward, it carries out a principal component-like analysis over those matrices (this is completely unsupervised). In our task, we marginalized the population activity ðXÞ with respect to: time ðX t Þ, P1 identity ðX t;p1 Þ, P2 identity ðX t;p2 Þ, class identity ðX t;c Þ, and decision outcome ðX t;d Þ. To calculate the marginalization averages, we use the N-dimensional population activity:
X t = rðtÞ À r ; X t;c = rðt; cÞ À rðtÞ ; X t;p1 = rðt; p1Þ À rðtÞ; X t;p2 = rðt; p2Þ À rðtÞ ; X t;d = rðt; dÞ À rðtÞ Then, X f denotes the marginalized data matrices with f˛ft; ft; cg; ft; p1g; ft; p2g; ft; dgg (all the marginalization variables used in this study). Further, r is a vector with the mean firing rate over the whole task (À1 to 7.5 s), rðtÞ is the firing rate average over all hit trials at each time bin (joining the four classes, c1-c4), rðt; cÞ is the firing rate average per class (grouping trials according to each of the four classes), rðt; p1Þ is the firing rate average per P1 stimuli (splitting trials according to P1-identity, G or E), rðt; p2Þ is the firing rate average per P2 stimuli (separating trials according to P2-identity, G or E) and rðt; dÞ is the firing rate average per decision (dividing trials according to decision: P2 = P1 or P2sP1). To further clarify this computation, the i component, r i (t), represents the firing rate average of neuron i at time t, across all trials. Similarly, r i (t,d) would represent the firing rate average of neuron i at time t across trials with the same decision outcome (P2 = P1 or P2sP1). All X f matrices have the same sizes (see Kobak et al., 2016) . Once marginalization is performed, dPCA finds separate decoder and encoder matrices for each X f , by minimizing with reduced-ranked regression the term:
where X is the centered whole population data matrix (i.e., the average activity of each neuron is 0). The solution of this problem can be obtained analytically in terms of singular value decompositions (Kobak et al., 2016) . Each component of D f can be ordered by the amount of explained variance. The most prominent decoding axis is called the 1st demixed principal component (1st dPC) of variable f. To avoid dPCA over fitting, we introduced a regularization term and performed cross-validation to choose the regularization parameter.
To obtain Figures 2, 3 , and 4, we projected the N-dimensional data for a given class ðrðt; cÞÞ onto the most prominent decoding axis (k) of a given variable f. These projections were given by:
where dPC i k;f is the i component of the k most relevant axis of a demixed variable f. Here, we emphasize that dPCA finds the decoder and encoder of each marginalized variable, f, minimizing each L f separately. This means that we can calculate individually the demixed decoders for each parameter: time, P1-identity, P2-identity, class and decision outcome. In particular, in Figures 2 and S4 we used dPCA to identify the population temporal signals that explain most variance of the whole task time-marginalized covariance matrix ðX t Þ. Similarly, Figure 3 shows the most prominent demixed P1, P2 and decision components. Finally, in Figure 4 we identify the components that explain most variance of X t;c , separating the variance contribution of classes from its temporal signals.
With dPCA, we used the activity from the entire task (À1 to 7.5 s). Even if it is possible to use it with smaller time windows, the results would be analogous to PCA. Smaller time windows, by construction, have less time dependence. Thus, to analyze single time bins, we applied PCA, instead of dPCA.
Principal-Component Analysis (PCA) at Specific Time Bins
The main aim of PCA is to find a new coordinate system in which the data can be represented in a more succinct and compact manner. In other words, the idea is to define a low-dimensional subspace that captures most of the variance of the high-dimensional neural space. A noteworthy feature of PCA analysis is its connection to Hebbian synaptic learning, which has been explored by other researchers (Oja, 1992) . Here, we provide an abbreviated technical description. To characterize how the population activity covaries across classes as function of time, we performed PCA over classes (c1, c2, c3 or c4) at each time bin; except for Figure S3 where we combined variance over classes and time. PCA yields a new coordinate system for the N-dimensional data, in which the first coordinate accounts for as much of the variance of the neural population. The second coordinate accounts for as much of the remaining variance, and so on ( Figure 1C) ; however, each subsequent axis is restricted to be orthogonal to all previous axes. To obtain the new coordinate system, the covariance matrix of the N-dimensional data must be diagonalized. The firing rate covariance matrix summarizes the second-order statistics of the neuronal data. At each time bin, its C ij component is: where M is the number of classes (4 in our task), r i (t,c) denotes the trial-average firing rate of the neuron i, under class c, at time t, and r i ðtÞ is the firing rate average of neuron i across classes at time t. At any time bin, we obtain a different NxN symmetric covariance matrix C(t). The diagonalization of the covariance matrix, C = UDU T , yields a new coordinate system given by the columns of the matrix U. We refer to the columns of U as the principal components (PCs). On the other hand, D is a diagonal matrix of positive values. The diagonal elements of D give the amounts of population activity variance captured by the corresponding PCs. We then ordered the PCs depending on this amount of variance captured. The projection of the N-dimensional data onto the kth PC is given by:
where U ki is the i element of the k PC (U k ). Therefore, the PCs are linear readouts of the population activity; in other words, they are linear combinations of the firing rates of the individual neurons. Thus, the contribution of each neuron to a given PC k is given by the ith element of U k . These PCs can be thought of as a low-dimensional description of the population activity in this coding subspace. The U k (t*), obtained at time t*, could be used to project the N-dimensional population at all other times t; this would tell us if the PCs weights at time t* serve to decode task parameters during other periods of time (Figures 5 and 6 ).
To further check the consistency of our results, we replicated the previous analysis with another covariance matrix. This matrix was constructed using single hit trials, instead of averages. From each of the N = 1574 neurons we chose K = 14 hit trials per class, so its dimensions were Nx(TxCxK). As we substituted class averages by K hit trials, this new covariance matrix introduced more withinclass variability. The value of K was selected to be the minimum number of trials present for all neurons across all classes. Further, for neurons that were recorded on the same session (398 recording sessions), we attempted to select the same K trials for all of them; only if any particular trials was not present for a given neuron (due to instrumental noise or other experimental issues), another was randomly selected to fill its place. Even if this procedure maximizes the number of simultaneously recorded trials, the results were not qualitatively different from making a completely random choice of the K trials. Further, we also expected that the results between this new covariance matrix and the original one would be similar: this was indeed the case. Additionally, results were also similar when we performed calculations with a matrix constructed with fewer trials (K < 14) ; interestingly, results remained qualitatively the same with as few as K = 3 trials. All this consistency was probably due to the large number of neurons (N = 1574). For simplicity, in all figures we used the covariance matrix from Equation 4, except in Figures S7D-S7G , where we used the single trial approach with K = 14.
Cosine Similarity between PCs
To measure the similarity between two unit vectors, the cosine of the angle between them can be used. The cosine similarity (CS) is 1 for two equal vectors and 0 for orthogonal vectors (90 degree difference). It was computed as the inner product between the two vectors, CS = a$b. Except for the comparison period, the 1st PC was enough to explain most of the coding variance ( Figure 1C , salmon trace). We used CS to measure the similarity between the 1st PCs obtained at two different times (t 1 and t 2 ):
where U 1 (t 1 ) is the 1st PC obtained at time t 1 and U 1 (t 2 ) is the 1st PC obtained at time t 2 . In the case of similarity between PCs, CS is bounded in [0, 1] . In Figure 6I we show a heatmap of CS obtained by comparing the 1st PCs for all t 1 and t 2 combinations. In Figure 5E we compared the 1st and 2nd PCs obtained at t MAX , with the 1st PCs obtained at all other times t. For visual clarity we cut the gray trace around t MAX , where by construction, its value is 0. Higher values of cosine similarity indicated that the decoders changed the readout weights only slightly to capture higher amounts of variance.
PCA Computed with Time Intervals
In this case, the covariance matrix was obtained averaging over time bins, t, and classes, c: where T denotes the number of time bins and M is the number of classes. To define the PCs U ki , we chose the time interval [t 1 , t 2 ]. In Figure S3 , PCs were calculated using a time interval that includes the whole task: [-1, 7.5 s] for TPDT and LCT.
To define the stimulus-mnemonic and decision-mnemonic subspaces (Figures 6G and 6H ; see also Murray et al., 2017) , we instead used the time averaged activity from the 2 s intervals that include the whole first delay period [1, 3 s], or the whole second delay period [4, 6 s], respectively. The PCs obtained at these two intervals are used to quantify the coding significance throughout the TPDT (Figures 6G and 6H) .
Trial Variability and Decoding Efficiency
In order to study the single trial variability on each decoding axis we separated the data into training and testing sets, similarly to Kobak et al. (2016) . On each iteration, we randomly chose one trial from each neuron for each class, defining a single trial population activity X test . The remaining trials were averaged to form a training population activity X train . We attempted to decode with both dPCA and PCA. For dPCA we constructed different training matrices with marginalized population activities (as explained previously): time ( Figures S5A-S5E ), P1 identity (Figures 3A and 3B ; Figures S6A and S6B ), P2 identity ( Figure 3C ; Figure S6C ), decision outcome (Figures 3D-3F ; Figures S6D-S6F ) and class ( Figures S7A-S7C) . Note that X test and X train have the same dimensions (Nx(TxC), C = 4 classes). A similar decoding analysis was done on the PC signals shown in Figures 6A-6H . For PCA at t MAX ( Figures S7D-S7G ), we constructed the training matrix with the activity of the remaining trials at this time bin (t MAX = 3.65 s). As explained before, the dimension of X train in this case was Nx(TxCxK), C = 4 classes, K = 13 hit trials.
Next, we performed dPCA and PCA on the corresponding X train to obtain the different decoding axes. We then projected X test onto this axes. We repeated this procedure 1000 times. With all the iterations we obtained the mean value (wider line) and standard deviation (SD, colored shading) at each time bin for each class. On Figures S5A-S5E , S6, and S7, we displayed the mean and SD of all the projections; additionally, Figures S6 and S7show some single trial traces (5 for each class). Finally, we classified each test trial according to the closest class mean (Kobak et al., 2016; Murray et al., 2017) . The proportion of 1000 test trials classified correctly resulted in a time-dependent classification accuracy.
We then used 100 shuffles to compute the distribution of classification accuracies expected by chance. For each shuffled iteration and for each neuron, we shuffled all available trials between conditions, respecting the number of trials per condition. After that, the same classification procedure as described above was applied to the shuffled data to find mean classification accuracy for each parameter. Time periods when actual classification accuracy exceeded that of all 100 shuffles in at least five consecutive time bins are marked by colored lines above traces (Figures 3, 6 , S6, and S7; colors as indicated in Figure 1B ). In the case of class decoding ( Figure 6 ; Figures S7A-S7E ) at least the identity of two classes must be decoded significantly in a time bin to consider it. Note that for single neuron responses we only require that one class identity could be decoded; the stronger condition to decode at least two classes was only imposed to population responses. However, using the two PCs shown in Figure S7G we can decode all four classes with 100% efficiency during the time interval from 3.45 to 3.9 s (lobe formation).
It is worth noting that decoding significance at each time bin can be inferred from either the color shading or the shuffling procedure with almost exactly the same results. In Figures S6 and S7we can appreciate the high concordance of both approaches. Time bins where SDs (color shading) did not overlap are usually significant for decoding.
Decoding in Error Trials
We extended the analysis of single hit trial variability to error trials. In this case, we used the axes calculated with dPCA and PCA, using the hit trials' whole activity ðXÞ. Analogously, we now randomly chose one error trial per iteration for each neuron in each class. This built a single error trial population activity X error . In contrast to the previous procedure (for hits), X train is always just X. The rest was done in the same manner.
We remark that each recorded neuron had on average 2.5 error trials for a given class. In our previous work (Rossi-Pool et al., 2016) we identified different types of errors, according to different events that may provoke a mistake. We used a response template to estimate the occurrence of each type of error. We identified two highly probable sources of errors: 1) confounding the P1-identity; 2) confounding the P2-identity. Both types should result in an inversion of the decision outcome, which is indeed shown in Figures 7D-7I and S8A and S8B (compare to the equivalent hit traces in Figures 3, 4, and 5) . However, the limited number of error trials did not allow us to study each type separately (pre-classifying them with template responses) with any meaningful statistical power. Future experiments could attempt to increase the total number of trials and thus yield sufficient error trials of each type. We estimate that, for our task, 60 trials per class and neuron could have allowed the study of population dynamics for each type of error. Nevertheless, it is an important concern whether a monkey could sustain this heavy work load.
Explained Variance, Noise, and Dimensionality The fraction of explained variance for each decoder (D, Equation 2) is (Kobak et al., 2016) :
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