Let I ⊂ R be an open interval with 0 ∈
which is a discrete analogue of the Neumann problem about the rotationally symmetric spacelike graphs with a prescribed mean curvature function in some 
Introduction
Up to the last decade, little attention has been paid to the graphs of Dirichlet or Neumann boundary value problems for the prescribed mean curvature equation in some Friedmann-Lemaître-Robertson-Walker (FLRW) spacetimes; see [1, 2] . Recently, Mawhin and Torres [1] studied the existence of radially symmetric solutions for the Neumann problem with a prescribed mean curvature function in a certain family of FLRW spacetimes which, as it is well known, plays an important role in cosmology, where B(R) = {x ∈ R n :
|x| < R}, ∂u ∂v denotes the outward normal derivative of u, H : R × [0, +∞) → R is the prescribed mean curvature function, g ∈ C 1 (R) is the radius of the Universe at time t, and
is the Hubble's rate. By using the radial coordinate change, (1.1) can be reduced to a Neumann problem of quasilinear ordinary differential equation; see (6) in [1] . Its discrete analogue is the following:
where φ :
, ψ -1 is the inverse function of ψ, A particular significance in (1.2) lies in the fact that its numerical solutions can be used to guide the numerical computation work. On the other hand, the problem is interesting in itself. For example, when we discretize a differential equation, the properties of its solutions such as the existence, multiplicity, and uniqueness may not be shared between the continuous differential equation and its related discrete difference equation [3, p. 520] . Thus, we have to face new challenges and innovation.
Let θ , η ∈ R with θ < 0 < η. Denote I = (θ , η) and I = [θ , η]. We always make the following assumptions:
(A1) g ∈ C 1 (I) and g(t) > 0 on I;
= +∞ and lim t→η -
= -∞.
The function ψ : I → R is important in the sequel, therefore, and we rewrite it for the reader's convenience:
.
It is obvious that ψ(0) = 0 and ψ is strictly increasing by (A1). Let us state the main results of this paper. It is worth pointing out that the properties of solutions for the prescribed mean curvature problems in the Minkowski space L n+1 , which is the case of (1.1) with g(t) ≡ 1, have been extensively studied. In this setting, we mention the papers [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . However, in contrast with the continuous results mentioned, the number of references of the corresponding discrete results is significantly lower; see [15] [16] [17] [18] . The existence of solutions of the Neumann and periodic boundary value problems of semilinear differential equations has been extensively studied by many authors via the following Mawhin continuation theorem (see [19] [20] [21] [22] [23] and references therein). 
Then the equation Lx = Nx has a solution x ∈¯ .
However, this tool cannot be directly used to deal with the quasilinear problem (1.2). To prove Theorems 1.1 and 1.2, we have to construct an equivalent fixed point problem for (1.2); see Proposition 2.2. This is motivated by Mawhin and Torres [1] to treat the Neumann problems of the quasilinear differential equation (1.1).
For other results on the problems in some FLRW spacetimes, see [26] [27] [28] [29] and the references therein.
The rest of the paper is arranged as follows. In Section 2, we give some notations and state some preliminary results. Section 3 is devoted to proving the Theorems 1.1 and 1.2. Finally, we give some examples to illustrate our main results.
Some notations and preliminary results
Let us start with some notations.
as follows:
We are first concerned with the following discrete Neumann problem with singular discrete φ-Laplacian: 
Proof By direct computation it is easy to see that
This fact, together with the boundary conditions, implies (2.2) and (2.3).
Now, we consider the Neumann problem (1.2). Define
where
where φ -1 is the inverse function of φ(s), namely
Therefore, we get the following fixed point reformulation for (1.2).
Proposition 2.2 v ∈ R N is a solution of (1.2) if and only if v ∈ W N-2 and A(v) = v.
Proof Denote
With this notation, the function A is simply written as
that is,
On the other hand, for any k ∈ [2, N -1] Z , taking the forward difference between both members of v = A(v), we have
This fact, together with (2.7), yields that
Therefore, we conclude that v is also a solution of (1.2). We easily get the converse.
To study problem (1.2) by the Brouwer degree, we consider the following homotopy:
Notice that if λ = 1, then (2.8) is problem (1.1). If λ = 0, then (2.8) is the following problem:
For λ ∈ (0, 1], it follows from Proposition 2.1 that
Therefore (2.8) becomes
A similar argument shows that, conversely, (2.9) implies (2.8), so that they are equivalent for λ ∈ (0, 1].
and let < 1 be a constant. Consider the operators
, that is,
It is easy to check that A(·, λ) is a compact operator. 
Proof By Lemma 2.1, (λ, v) is a solution of (2.9) for some λ ∈ [0
, 1] if and only if v = A(v, λ).
By a simple calculation we have
and, accordingly,
Note that (1.4) yields that ψ : I → R is an increasing diffeomorphism, and hence ψ -1 :
R → I is an increasing homeomorphism such that
It follows from (A2) that
From this we get that there exists δ
Analogously, there exists δ * < 0 such that
On the other hand, if λ ∈ [0, 1] and v = A(v, λ), then (2.7) holds, that is,
We want to prove that δ * -(N -3) < v 2 < δ * + (N -3) . If on the contrary we assume that
, and, using (2.14), we obtain
which contradicts (2.7). Assume that v 2 ≤ δ * -(N -3) and using (2.15), we can obtain a similar contradiction. Hence, δ * -(N -3) < v 2 < δ * + (N -3), and by (2.12) we complete the proof. 
Proof It is obvious that the result is true for λ = 0. On the other hand, for any λ ∈ [0, 1], every solution v of (2.8) satisfies (2.9), and therefore, summing both members of (2.9) from 2 to k, together with the boundary conditions, we have
16) where G[v](k) is given by (2.5). Let us define
and, accordingly, (2.17) is solvable, that is, we can get a fixed γ * < 1 with γ < γ * .
The proof of main results
Proof of Theorem 1.1 Let
and let A be the fixed point operator defined in Lemma 2.1. By Lemma 2.2, Lemma 2.3, and the homotopy invariance of the Brouwer degree, we get that
At the same time, by the reduction property of the Brouwer degree we know that
where κ is a continuous function from R to R of the following form: Proof of Theorem 1.2 We may obtain Theorem 1.2 applying the same method (with obvious changes) as in the proof of Theorem 1.1. However, because of omitting condition (1.4), the range of ψ is J = (ψ(θ ), ψ(η)), and ψ -1 : J → I is no longer defined on R. Therefore
and by (A2), (2.13) is replaced by
Therefore, we must choose N in Lemma 2.2 satisfying
On the other hand, to overcome the omitted condition (1.5), we define
It is worth pointing out that M N and A N are well-defined since N < N H . Note that they decrease as N decreases. Similarly, if
which yields that
Combining this with the fact that M N decreases as N decreases, there clearly exists N H > 0 such that M N (N -1) < 1 for any N < N H solving (3.3), and accordingly, we can obtain a fixed γ * < 1 such that γ < γ * . , and N < 51.
