Abstract: An adaptation of classical artificial bee colony (ABC) algorithm based on imitating the foraging behaviour of honey bees is presented for constrained numerical optimisation problems. The modifications focus on improving the operator of candidate food sources updating by using a quantum delta potential well model. The well model described the behaviour of bees in a quantum multi-dimensional space and realises quick convergence of algorithm because of available food sources information utilisation. Furthermore, two dynamic tolerances changing in exponential form are introduced to help the honeybee colony converge around the feasible region. Finally, a general mechanism of selection probability which associates with the fitness of food source is proposed. The new algorithm called QABC is tested on a set of 13 benchmark constrained non-linear optimisation problems (CNOPs) and the comparison against the original algorithm and some state-of-the-art algorithms gives the reasons for the modification.
Introduction
Constrained optimisation (CO) problems are encountered in numerous applications. Construal optimisation, engineering design, VLSI design, economics, trajectory design, allocation and location problems are just a few of the scientific fields in which CO problems are frequently met (Schut, 2007) . General CO problem is indicated in: 
where , x ∈ ∈ ∈ n F S R R n is the real space of the vector of solutions x = [x 1 , x 2 , …, x n ] T , and each x i is bounded by lower and upper limits L i ≤ x i ≤ U i which defines the search space S. F called feasible region comprises the set of all solutions which satisfy problem constraints. m is the number of inequality constraints and p is the number of equality constraints.
At any point , x ∈ F the constraint g i that satisfies g i (x) = 0 is called the active constraints at point x. By extension, equality constraint h j is also called active at all points of F (Mezura-Montes et al., 2010) .
To handle equality constraints, they are transformed into inequality constraints as following expression (3), where δ is the tolerance allowed (10 -4 in this paper) (Michalewicz and Schoenauer, 1996) .
Different deterministic as well as stochastic algorithms have been developed for tackling CO problems. The application of deterministic algorithms is limited because they make strong assumptions on the continuity and differentiability of the objective function which are rarely met in real life application (Floudas and Pardalos, 1990; Himmelblau et al., 1972) . On the other hand, stochastic optimisation algorithms do not make such assumptions and have been successfully applied in solving CO problems during the past few years. Swarm intelligence (SI) comprises a set of stochastic optimisation algorithms based on the collaborative behaviour observed in simple living organisms such as ant colony optimisation (ACO) (Dorigo et al., 1996) , particle swarm optimisation (PSO) (Kennedy et al., 2001) , bacterial foraging optimisation (Passino, 2002) , fish school search (Bastos Filho et al., 2009) , glowworm swarm optimisation (Krishnanand and Ghose, 2006) . All of them are characterised by a decentralised control, self-organisation and adaptation (Schut, 2007) . Artificial bee colony (ABC) algorithm is a SI algorithm proposed by Karaboga (2005) , which can obtain better solution to unconstrained optimisation problems (Karaboga and Akay, 2009; Karaboga and Basturk, 2008, 2007a) . Many researchers devoted themselves to overcoming the disadvantages of original ABC algorithm, such as easily sinking in local optima, premature convergence and low convergence speed. A self-adaptation mechanism of mutation step size in ABC algorithm is presented by Alam et al. (2010) and the mutation step size varying exponentially can control exploitation and exploration of the whole colony dynamically. Lee and Cai (2011) introduced a novel colony diversity distinguish strategy used by scout in making choice of exploring or exploiting. Zhong et al. (2011) imposed chemotaxis behaviour of bacterial foraging optimisation algorithm on ABC algorithm to refine employed bees and onlooker bees regeneration operator, and strengthened optimisation ability of algorithm. An elimination rule and a new search strategy are applied in the iteration of ABC algorithm by Gao et al. (2011) and the individuals of group evolved based on difference, these modifications were beneficial to population diversity and convergence speed.
In 2007, ABC algorithm was firstly applied in solving CO problems by Karaboga and Basturk (2007b) and showed great competition in test of standard CO problems. And then, Karaboga et al. (2007) used ABC algorithm in training neural networks and it showed good exploration and exploitation capabilities in searching optimal weight set. Qzturk and proposed a hybrid algorithm by combining ABC algorithm and Levenberq-Marquardt (LM) algorithm in application of neural networks training. Salesman problem is successfully solved by a hybrid ABC algorithm proposed by Karaboga and Gorkemli (2011) . Mezura-Montes et al. (2010) adapted three new mechanisms to improve ABC algorithm's capability to solve CO problems and the new SF-ABC algorithm was test on a set of 24 benchmark problems, the results analysis showed that these modifications can improve the convergence speed but also cause easily sinking in local optima, because the scout regeneration mechanism destroyed the diversity of colony. In recent years, ABC algorithm for CO problems has been applied successfully in protein detection and prediction, dynamic route choice, redundancy reliability distribution and other fields and shows a great prospect of application in other fields. At the same time, comparing with other mature algorithm, such as PSO and its improved versions, the study on ABC algorithm for CO problems is still in primary stage, there are a series of problems to be overcome which are met in real life application, such as algorithm complexity, theoretical proofs, convergence capability, easily sinking in local optima and so on (Zhang and Meng, 2011) .
In this paper, the classical ABC is adapted with a series of mechanisms to improve its capability for CO problems. In order to achieve good performances on problem optimisation, the employed bee regeneration operator is modified by applying a quantum delta potential well to guide the search direction. With respect to the CO problem with small feasible region which is especially difficulty to solve, this paper introduces two dynamic tolerances changing in exponential form to handle constraints. Finally, a general mechanism of selection probability which associates with the fitness of food source is proposed.
The rest of this paper is organised as follows: Section 2 summarises classical ABC algorithm for CO problems. The modified ABC algorithm called QABC is presented in Section 3. Section 4 presents and discusses the experimental results. Finally, some conclusion and the future work are presented in Section 5.
The classical ABC algorithm used for CO problems
Among the algorithm based on the foraging behaviour of honey bees, the ABC was designed to deal with numerical optimisation (Michalewicz and Schoenauer, 1996) . Artificial bee colony consists of three groups: employed bees, onlooker bees and scout bees. The number of employed bees is equal to the number of food sources and each food source represents a possibility solution. The number of onlooker bees is equal to the number of food sources, too. Taking the profitability of food sources that employed bees feedback, every onlooker bee selects one food source in accordance with roulette principle, and then calculates a new solution randomly nearby this food source. If a food source does not improve for a certain number of iterations, it will be abandoned and replaced with a new food source by scouts.
There are four user-defined parameters in ABC algorithm: SN (the number of the food sources), MCN (total iterations number of algorithm), limit (the iteration times that a non-improved solution will be kept for) and modification rate (MR).
The onlooker bees chose food source based on roulette principle when employed bees share the information of their food sources in the hive by waggle dance. The choice probability of each food source is:
where fit i represents fitness of food source
The variation operator which employed bees and onlooker bees both use to produce a candidate solution is indicated in (5):
g is the present iteration number of algorithm, {1, 2, ,
x represents the i th food source in this iteration.
are randomly chosen indexes. Although k is determined randomly, it has to different from i. j φ is a random real number within [-1, 1] , D is the number of optimisation parameters, MR is a control parameter which controls whether the parameter, , g i j x will be modified or not.
Limit is an important control parameter of the ABC algorithm, assume that the abandoned source is x i and {1, 2, , },
and trial is the number of cycles that x i has been kept, then the operation which the scout bee adopt to discover a new food source can be described in (6).
( )
x max is the upper bound of food source and x min the lower bound.
In order to adapt the ABC algorithm for solving CO problems, Karaboga (Karaboga and Basturk, 2007b ) adopted Deb's constrained handling method (Goldberg and Deb, 1991 ). Deb's method uses a tournament selection operator, where two solutions are compared at a time, and the following criteria are always enforced:
1 any feasible solution is preferred to any infeasible solution 2 among feasible solution is preferred to any infeasible solution 3 among two infeasible solution, the one having smaller constraint violation is preferred.
Detailed pseudo-code of the ABC algorithm for solving CO problems is given below (Karaboga and Basturk, 2007b) : Based on the review of the traditional ABC algorithm for CO problems and inspired by the QPSO algorithm (Sun et al., 2004) and SF-ABC algorithm (Michalewicz and Schoenauer, 1996) to solve constrained non-liner optimisation problems (CNOPs), this paper proposes three modifications to the original ABC algorithm, and these modifications are designed specially to deal with CO problems with the properties of strong-coupling, strong non-linearity and small feasible region.
Employed bees with quantum behaviour
In the traditional ABC algorithm, the employed bee produces a candidate solution randomly nearby the old one in memory. The lack of comprehensive information utilisation leads to its slow convergence speed. This paper assumes that employed bees will have an adequacy information exchange in the process of waggle dance and they can choose more advisable search directions based on the present global best food source and other food sources. Inspired by Sun et al. (2004) , a quantum delta potential well model is introduced to alter employed bee regeneration operator. The new operator where a candidate food position v i from the old one in memory is indicated in expression (7) to (8).
1:1:
G g represents the best position among the food sources, C g represents the average position of the food sources. η is contraction-expansion coefficient (CE coefficient), it is another user-defined parameter, apart from SN, MSN, limit. Practice has proved the algorithm can achieve better effect when η varies from 1 to 0.5.
It is well known that both exploration and exploitation are necessary for ABC algorithm. In practice, the exploration and exploitation contradicts to each other. To keep the capability of algorithm's exploration, the solution search equations of unemployed bee and scout remain (5) and (6), because the stochastic quantity can keep the diversity of colony.
Dynamic tolerance for constraint-handing
CO problems with active inequality constraints or equality constraints is hard to solve with general algorithm, even the algorithm barely find the feasible region, the small region will limit the diversity of colony and destroy the capability of global convergence. Referred to Michalewicz and Schoenauer (1996) , two dynamic tolerances changing in exponential form are introduced in QABC algorithm to improve its capability of exploration.
ε-constrained method for greedy selection
The original CO problems can be transformed into a bi-objective unconstrained optimisation problem by using the sum of constraint violation (Φ) as the second objective. Φ can be obtained in expression:
Instead of using Deb's method to realise the greedy selection, ε-constrained method, originally proposed by Takahama and Sakai (2006) , is introduced to finish the greedy selection between candidate food source v i and present optimal food source . 
In this paper, ε which dynamically changes in exponential form varies with respect to (12):
ε is initialised with the sum of constraint violation of the best solution in the initial population. g c is the cycle number where ε value will become almost zero (ε(g c ) = 10 -32 in this paper), kg is the parameter to control the speed of changing, which can be obtained in expression (13):
Tolerance for equality constraints
In order to decrease the difficulty to find the feasible region of CO problems with equality constraints, a dynamic tolerance δ, originally proposed by Ben Hamada and Schoenauer (2002), is introduced in this work. δ is given in expression (14):
is the maximum value of which g i x deviating the equality constraints, δ(0) is initialised with the minimum one of 1 , , .
δ will become δ f in exponential form when cycle number is g c . kh is also the parameter to control the speed of reducing, which can be obtained in expression (15):
Operator to generate the probability of the solution
The operator indicated in (4) is only suitable for maximum problems whose fitness is small but bigger than 0. A new operator based on bubble sort is proposed to generate the probability of the solution. Better food source has less sequence number and worse food source locates in the tail of sequence. Comparison of two food sources taken with the ε-constrained greedy selection method, which is indicated in (11). Based on the rank, the fitness of the food source is calculated in (16) and the probability is calculated in (17).
i is the rank number of food source, i = 1, …, SN. To keep the diversity of colony, the minimum fitness of every food source is limited by 0.1. The trend of fitness with respect to the ranking is displayed in Figure 1 . 
Results and discussion
In order to evaluate the performance of the new QABC algorithm, three experiments with 13 well-known benchmark problems (Runarsson and Yao, 2000) were carried out: the first one consisted on an indirect comparison with the original ABC algorithm in Karaboga and Basturk (2007b) and SF-ABC proposed in Mezura-Montes et al. (2010) .
The second experiment is conducted to test the effectiveness of dynamic tolerances. Finally, a third experiment considered the comparison of QABC with respect to some state-of-the-art EAs to solve CO problems. Due to the space restrictions, the details of each test problem are not included in this paper. The complete definitions can be found in Runarsson and Yao (2000) and Table 1 presents the summary of the features of each benchmark function. In Table 1 , n indicates the dimensionality of the problem, ρ is the estimated size of the problem with respect to the whole search space. LI and NI are the number of linear and non-linear inequality constraints respectively. LE and NE are the number of linear and non-linear equality constraints. A indicates the number of active constraints.
Setting
In the three experiments, 30 independent runs were computed with QABC algorithm. The detail of parameters setting is given as following: SN = 20, MCN = 5,800, limit = 145, MR = 0.8, g c = 0.3 * 5,800 = 1,740, δ f = 0.0001. The MCN value was decreased to 3,800 in problems with equality constraints, because the δ value's updating led the re-valuation of the solutions. The original ABC algorithm and SF-ABC algorithm mentioned in this paper were set with the same parameter values which were used in original papers (Karaboga and Basturk, 2007b; Michalewicz and Schoenauer, 1996) . Table 1 Main feature of benchmark functions 
The first experiment
In order to test the effectiveness of the improvement, an indirect comparison between the original ABC algorithm [proposed in Karaboga and Basturk (2007b) ], SF-ABC [proposed in Michalewicz and Schoenauer (1996) ] and the new algorithm, QABC, was conducted in the first experiment. Table 2 shows the comparison of results between the three algorithms. As is seen in Table 2 , QABC obtained competitive results with the other algorithms in problems g03, g04, g06, g08, g11, g12, these problems are considered easy to solve by most methods of the state-of-the-art. In the problem g01 and g13, SF-ABC shows its disadvantage of easily sinking in local optimal. Investigate the reasons, exploration and exploitation is equally important in the ABC algorithm, scout regeneration mechanism which works when algorithm sinks in local optimal plays an important role in the capability exploration. The introduction of smart operator improves the convergence speed, but it also limits the probability of global search. In the QABC algorithm, the potential delta well model is introduced to improve the employed bee regeneration operator, so it can strengthen its capability of exploitation, and the remained scout and onlooker bee regeneration operators keep the capability of exploration. The g02 benchmark function is difficulty to solve because of its strong non-linear objective, and QABC improved the result. QABC also obtained superior results in g07, g09, g10 which have strong inequality constraints and have small feasible region. Benefit from the new candidate food source regeneration operator and dynamic tolerances, QABC also improve the result in g13. Taking g03 as an example, compare the evolution process of QABC without tolerances and QABC with tolerances, the result is displayed in Figure 3 . As seen in the figure, the algorithm can find the feasible region quickly and get the candidate optimal food source (maybe not in real feasible region), and then it converges to the optimal food source as the constraints become strict. Taking g09 as another example, the comparison of result is displayed in Figure 4 . As seen in Figure 4 , the dynamic tolerance still can improve the primary convergence capability to the CO problems only with inequality constraints.
The third experiment
Finally, the third experiment was conducted to compare QABC with some state-of-the-art algorithms for CO problems, and the statistical results are presented in Table 3 . The algorithms used in this comparison consist on SAPF-GA proposed by Tessema and Yen (2006) , HCOEA proposed by Wang et al. (2007) , ATMES proposed by Wang et al. (2008) and SF-ABC proposed by Mezura-Montes and Schoenauer (1996) . The comparison proved the competitive performance of QABC. 665.5387 Worst 30, 665 -6,961.046 -6,961.81388 -6,961.814 -6,961.814 -6,961.81387 Mean -6,953.061 -6,961.81388 -6,961.814 -6,961.814 -6,961.81387 Worst -6,943.304 -6,961.81388 -6,961.814 -6,961.814 -6,961.81387 Std. dev. 5.88E+00 8.51E-12 4.60E-12 0.00E+00 8.7E-10 
Conclusions and future work
In this paper, based on the study of ABC, an improved algorithm called QABC is presented. The new algorithm takes advantage of the quantum delta potential well model to guide the search of new candidate food source and dynamic tolerances in feasible region search. Three experiments on 13 well-known benchmark functions show that QABC algorithm with appropriate parameter outperforms the original ABC algorithm and obtains competitive results which compare with the ones proposed by state-of-the-art
EAs. An important subject of ongoing work is to carry on a sensitivity analysis of QABC to its parameters, research the parameter selection mechanism since suitable model can improve the capability of algorithm remarkably. Another direction of further investigation is to apply the algorithm in more benchmark functions and make sure in which type of problems the QABC is more efficient.
