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Abstract. In this paper, we show how the clausal temporal resolution technique
developed for temporal logic provides an effective method for searching for in-
variants, and so is suitable for mechanising a wide class of temporal problems.
We demonstrate that this scheme of searching for invariants can be also applied
to a class of multi-predicate induction problems represented by mutually recur-
sive deﬁnitions. Completeness of the approach, examples of the application of the
scheme, and overview of the implementation are described.
1 Introduction
The identiﬁcation of invariants within complex, often inductive, system descriptions, is
a vital component within the area of program veriﬁcation. However, identifying such
invariants is often complex. We are here concerned with ﬁnding invariants in a class of
multi-predicate recursive deﬁnitions by translation of the problem to ﬁrst-order tem-
poral logic followed by application of a clausal temporal resolution method. It has
been known for some time that ﬁrst-order temporal logic over the Natural numbers
(FOLTL, in short) is incomplete [Sza86]; that is, there exists no ﬁnitistic inference sys-
tem whichis soundandcompleteforthislogic or,equivalently,the set ofvalidformulae
of the logicis notrecursivelyenumerable.ThecompleteGentzen-likeproofsystemsfor
FOLTL contain the w-type inﬁnitary rule3 of inference [Kaw87]:
G ! D;y; G ! D; g y; ::: G ! D; g ny; :::
G ! D; y
(! w)
However, in some cases (in particular, in the propositional case [Pae88]), instead of the
w-type rule (! w) the following ﬁnitary rule can be used:
G ! D;I; I ! g I; I ! y
G ! D; y
(! )
Thisrulecorrespondstotheinductionaxiomwithintemporallogic:y^ (y g y))
y. TheformulaI is calledan invariantformulaandhasa close relationwith invariant
? Work supported by EPSRC grants GR/M46624, GR/M46631 and GR/R45367.
3 Intuitively, ‘ f ’ here stands for “in the next moment of time” and ‘ ’ stands for “always in
the future”; see x2 for the deﬁnitions.formulae in the logic of programs. Even in the propositional case, the search for such
invariants can be very expensive. It is quite a usual situation (e.g. in Hoare logic for
the partial correctness of while-programs) that the invariant has to be stronger than the
desired conclusion suggests.
To illustrate the difﬁculties in searching for invariants let us consider an example.
The sequent P(c); 8x(P(x)  g P(f(x)) ! 9yP(y) can be proved using as an in-
varianttheformulaI = (9xP(x) g 9xP(f(x)))^9xP(x). Atthesametimethemost
plausibleconjectureisthatthereisnoinvariantforthesequentP(c);8x(P(x)P(f(x));
8x(P(f(x))  g P(x)) ! 9yP(y): In both these cases our argumentsare heuristic
since both sequents lie outside of any known complete fragment of FOLTL.
Recently, the interesting monodic fragment of ﬁrst-order temporal logic has been
investigated [HWZ00]. This has a quite transparent (and intuitive) syntactic deﬁnition
and a ﬁnite Hilbert-like inference system [WZ01]. In [DF01] a clausal temporal resolu-
tionprocedurehasbeendevelopedcoveringa specialsubclassofthemonodicfragment,
namely the subclass of ground eventuality monodic problems. In this paper we apply
this clausal resolution methodin orderto give a sound and complete scheme for search-
ing for invariants for sequents of the form SP! y where SP is a monodic temporal
speciﬁcation and y is a ground ﬁrst-order formula.
There is some similarity between linear temporal logic over the Natural numbers
and Peano arithmetic. The induction axiom of Peano arithmentic j(0)^8 n(j(n) 
j(s(n)) )8 nj(n) correspondsto the induction axiom within temporallogic, and there
is a completeandconsistent Gentzen-likeproofsystem forPeano arithmenticwherethe
induction axiom is replaced by an w-type inference rule (!8 w) similar to (! w).
Because of that we will refer to the temporal problem SP ! y mentioned above
as a (ground) induction problem (taking into account that the formula y under is
ground).
Animportantaspectofthispaperisthatwe particularlyconsideraclassofinduction
problemsoverthe Naturalnumberswith recursive predicatedeﬁnitions.Suchrecursion
is difﬁcult for many systems to work with effectively, often leading to quite complex
and non-trivial induction schemes (see, for example, [BS00] where the use of mutu-
ally recursive deﬁnitions has been investigated and several heuristic multi-predicate
induction schemes have been developedin order to make implementationsof such deﬁ-
nitions useful). If such a problemwith mutually recursive deﬁnitions is translated into a
monodic ground induction problem then we can automate its proof, using our invariant
scheme. This aspect is demonstrated in examples later in the paper.
Structureofthepaper. We split ourpresentationinto two main parts:the ﬁrstessentially
concerns propositional (discrete, linear) temporal logic; the second targets a fragment
of monodic ﬁrst-order temporal logic [HWZ00, DF01]. While the propositional part is
clearly included within the ﬁrst-order part, we have chosen to introduce this separately
in order to give the reader a simpler introduction to the techniques involved. Thus,
in x3, we consider this propositional temporal fragment, providing formal justiﬁcation
and a simple example. Then, in x4, we consider ﬁrst-order monodic ground induction
problems, providing both completeness arguments and examples, and, in x5, outline
the current state of the implementation. Finally, in x6, we provide concluding remarks.
2Some technical proofs in x4 are ommited due to lack of space and can be found in the
full version of this paper, which is available as a technical report [BDFL02].
2 Preliminaries
We consider a ﬁrst-order temporal logic over the Natural numbers TL(N) v i aaﬁ r s t -
order temporal language TL. The language TL is constructed in a standard way (see
e.g. [Fis97, HWZ00]) from a classical (non-temporal) ﬁrst-order language L and a set
of future-time temporal operators ‘’( sometime), ‘ ’( always), and ‘ g ’( in the next
moment). Here, L does not contain equality or functional symbols, and formulae of L
without free variables are called groundformulae.The symbol ` denotes derivabilityin
ﬁrst-order classical logic.
Formulae in TLare interpreted in ﬁrst-order temporal structures of the form M =
hD;Ii; where D is a non-empty set, the domain of M,a n dI is a function associating
with every moment of time n 2 N an interpretation of predicate and constant symbols
of L over D. First-order (nontemporal)structures correspondingto each point of time n
will be denotedby Mn =hD;Ini where In =I(n). Intuitively,the interpretationsofTL-
formulae are sequencesof worlds such as M0;M1;:::;Mn::::An assignment in D is a
functiona fromthe setLv of individualvariablesofL to D. We requirethat(individual)
variables and constants of TL are rigid; thus, neither assignments nor interpretations
of constants depend on worlds.
The truth-relation Mn j=a j (or simply n j=a j,i fM is understood)in the structure
M, for the assignment a, is deﬁned inductively in the usual way under the following
semantics of temporal operators:
n j=a g j iff n+1j=a j;
n j=a j iff there exists a m  n such that m j=a j;
n j=a j iff m j=a j for all m  n:
Af o r m u l aj is said to be satisﬁable if there is a ﬁrst-order structure M a n da na s s i g n -
ment a such that M0 j=a j.I fM0 j=a j for every structure M and for all assignments,
then j is said to be valid. Note that formulae here are interpreted in the initial world
M0; that is an alternative but equivalent deﬁnition to the one used in [HWZ00].
We will begin by considering an invariant scheme over formulae corresponding to
propositional temporal logic. In that case any temporal structure is represented only
by the interpretation function I.
3 Propositional invariant scheme
We are here interested in a proof search method (an invariant scheme) for problems
which are representedin the form SPj= y,w h e r ey is a propositionalformula(with-
out temporal operators) and SP is a temporal speciﬁcation deﬁned below. In what fol-
lows we will not distinguish betweena ﬁnite set of formulaeX andthe conjunction
V
X
of formulae within it.
3Deﬁnition 1 (propositional temporal speciﬁcation). A propositional temporal speci-
ﬁcation SP is a triple <U;S;T > where
– U is the set of universal formulae, that is propositional formulae which are valid
in every state n 2 N (ensured in temporal logic by the ‘ ’).
– S is the set of initial formulae, that is propositional formulae which are true only
in the initial state 0 2 N.
– T is the set of step formulae (sometimes termed temporal or step rules), that is a
set of the formulae of the form p ) g r which are true in every state n 2 N.H e r ep
is a propositionsymbol (atom),r is propositionalformula, and) is a substitute for
implication. Without loss of generality we suppose that there are not two different
temporal step rules with the same left-hand sides.
– The formula U ^S ^ T is called the formula image of SP. When we refer to
validity, satisﬁability, logical consequences and such like, of a temporal speciﬁca-
tion, we refer to its formula image.
The intuitive meaning of a temporal speciﬁcation SP =< U;S;T > is that a temporal
interpretation I satisﬁes SP if I j= U ^S ^ T . Two temporal speciﬁcations, SP1
and SP2, are said to be equivalent if I j= SP1 if, and only if, I j= SP2 for any temporal
interpretationI.
We will prove SP j= y using an invariant rule slightly different from that given
earlier:
SP ! y^II ! g II ! g y
SP ! y
(! )
(1)
Our scheme for searching for an invariant formula I starts by transferring SP into a so-
called reduced temporal speciﬁcation. After that an analogue of the temporal resolution
rule [DF00, DFK02] is applied. At both stages we work with generalisations of step
rules, namely with merged step rules based on T [FDP01] of the form
n ^
i=1
pi ) g
n ^
i=1
ri
where (pi ) g ri) 2 T for all 1  i  n,a n dn  0. If n = 0 the degenerate merged
rule true) g true is produced.Clearly, everymergedstep rule based onT is a logical
consequence of T .
Deﬁnition 2 (y-favourable set of merged rules). A set of merged step rules G =
fA1 ) g B1;:::;Am ) g Bmgis calledy-favourablewithrespecttoU forsome propo-
sitional formula y, if the following conditions are satisﬁed:
1. U^Bj ` y for all 1  j  m; 2. U^Bj `
m W
i=1
Ai for all 1  j  m.
It is easy to see that if a setG =fA1 ) g B1;:::;Am ) g Bmg is y-favourablewith re-
spect toU then G ^ U j=(
m W
i=1
Ai  g y): The formula G ^ U^
m W
i=1
Ai can
be taken as a invariant formula for solving the problem SPj= y under the condition
that S ^U ` (y^
m W
i=1
Ai).
4Theorem 1 (correctness of the invariant scheme). Let SP =< U;S;T > be a tem-
poral speciﬁcation, y be a propositional formula, and there exists a y-favourable set
of merged rules G = fA1 ) g B1;:::;Am ) g Bmg based on T such that S ^U `
(y^
m W
i=1
Ai).T h e nS Pj= y.
Proof Let us take as an invariant I in (1) the formula G ^ U ^
m W
i=1
Ai.N o ww e
must prove that every sequent in the premise of this inference becomes valid after such
a substitution:
– j= SP ! y^I in accordance with the condition of the theorem that S ^U ` (y^
m W
i=1
Ai) and taking into account that T j=G;
– j=I ! g I because G ^ U^
m W
i=1
Ai implies G ^ U^ g
m W
i=1
Bi,a n d G ^
U^ g
m W
i=1
Bi implies G ^ U^ g
m W
i=1
Ai in accordancewith y-favourability
of G,a n d G ^ U ^ g
m W
i=1
Ai implies g ( G ^ U ^
m W
i=1
Ai);
– j= I ! g y because G ^ U ^
m W
i=1
Ai implies G ^ U ^
m W
i=1
g Bi ,a n d
G ^ U^
m W
i=1
g Bi implies g y in accordance with y-favourability of G. 2
What remains is to construct y-favourable sets of merged rules.
Deﬁnition 3 (reducedtemporalspeciﬁcation).AtemporalspeciﬁcationSP=<U;S;
T > is said to be reduced if, for any merged rule A ) g B based on T , the following
condition is satisﬁed: if U^B `? then U^A `? .
The intuition behind this reduction is explained further in Lemma 5 and Corollary 1.
Every temporal speciﬁcation SP is transformed into an equivalent reduced temporal
speciﬁcation, SP0, using the following lemma:
Lemma 1. Let SP =< U;S;T > be a temporal speciﬁcation, and fA ) g Bg be a
merged rule based on T such that U ^B `? . Then the speciﬁcation SP0 = < U [
f:Ag;S;T > is equivalent to SP.
The ﬁrst-order version of this lemma, Lemma 6, is proved in x4.
It is clear that, due to the ﬁniteness of the set of merged rules, every temporal speciﬁca-
tion becomes reduced after a ﬁnite number of the steps deﬁned in the previous lemma.
Theorem 2 (completeness of the invariant scheme). Let SP =< U;S;T > be a re-
duced temporal speciﬁcation and y be a propositional formula. If y is a (tempo-
ral) logical consequence of SP, i.e SP j= y, then there exists a set of merged rules
fA1 ) g B1;:::;Am ) g Bmg based on T such that this set is y-favourable w.r.t. U
and S ^U ` y^(
m W
j=1
Ai).
5In x4 the completeness of a ﬁrst-order version of the invariant scheme will be proved,
such that Theorem 2 will be a partial case of it.
Example 1. Consider predicatesevenand odd deﬁnedoverthe Natural numbers,where
the type of Natural numbers is constructed in the usual way by the constant 0 and the
free constructor s (successor): even(0)^odd(s(0));even(n) even(s(s(n)));odd(n) 
odd(s(s(n))). Suppose we wish to prove the following property:8n(even(n)_odd(n)).
Torepresentthisproblemin ourpropositionaltemporallogicformatlet usintroduce
two propositionalsymbols p and q intuitively meaning that pI(n) even(n) and qI(n) 
odd(n) in an intended temporal interpretation I, with auxiliary propositional symbols
p1 and q1. Thus interpretation is then deﬁned by a temporal speciﬁcation SP with the
following components:
U = / 0; S =

s1. p^q1
	
; T =

t1. q ) g q1; t2. q1 ) g q
t3. p ) g p1; t4. p1 ) g p

:
New symbols p1 and q1 have been introduced to rename formulae g p and g q, corre-
spondingly. Such renaming is required to obtain a standard representation of the tem-
poral speciﬁcation. The property to be checked is expressed by the formula (p_q).
The speciﬁcation SP is reduced and we can apply Theorem 1 immediately taking as a
(p_q)-favourable(w.r.t. / 0) set of mergedrules the pair fq^p1 ) g (q1^p); p^q1 )
g (p1 ^q)g. The premises of Theorem 1 are satisﬁed because of (p^q1) ` (p_q)
and (p^q1) ` ((q^ p1)_(p^q1)). Therefore SP j= (p_q) and the formula I =
((q^p1)_(p^q1))^ (((q^p1)  g (q1^p))^(p^q1  g (p1^q))) is an invari-
ant.
In the previous example we did not apply any reduction rule. The next example shows
that reducing a speciﬁcation may be necessary.
Example 2. Let this induction problem be deﬁned by a temporal speciﬁcation SP with
the following components:
U = / 0; S =

s1. p
	
; T =

t1. q ) g p; t2. p ) g q; t3. r ) g :p
	
:
Suppose we are interested whether SP j= (p_:r). The speciﬁcation SP is not re-
duced because the right-hand sides of (t1) and (t3) contradict each other, and we can-
not ﬁnd any (p_: r)-favourable (w.r.t. / 0) set of merged rules satisfying the condi-
tions of Theorem 1. So, according to Lemma 1, we derive a new universal formula
:q_:r and add it to U. This new speciﬁcation SP0 =< fu1. :q_:rg;S;T > is al-
ready reduced, and we can apply Theorem 1, taking as a set of merged rules (p_:r)-
favourable w.r.t. f:q_:rg, the pair of the original step rules fq ) g p; p ) g qg.
This pair becomes (p_:r)-favourable after extending U by (:q_:r) because, in
particular, (q^(:q_: r)) ` (p_:r). The premises of Theorem 1 are satisﬁed for
the reason that S ` (p_ r)^ (p_q): Therefore SP0 j= (p_: r) and the formula
I =(p_q)^ ((p  g q)^(q  g p))^ (:q_:r) is an invariant.
Notice that the induction problems in both considered examples cannot be resolved
by straightforward application of usual (one-step) induction. The ﬁrst example can be
tackledbytwo-stepinduction,butingeneralthetask ofﬁndinganappropriateinduction
scheme is a work of art [Bun01].
64 First-order invariant scheme
We now consider a more complex invariant scheme corresponding to a fragment of
ﬁrst-order temporal logic. A ﬁrst-order temporal speciﬁcation is a triple < U;S;T >
where S and U are the universal part and the initial part, respectively, given by ﬁnite
sets of (nontemporal) ﬁrst-order formulae, and T is the temporal part given by a ﬁnite
set of temporalstep formulae.All formulaearewritten inL extendedby a setof (unary)
predicate and propositional symbols. A temporal step formula has one of the following
forms:
P(x) ) g R(x) (predicate step formula),
p ) g r (propositional step formula),
whereP and p are unary(i.e. one-place)predicatesymbolandpropositionalsymbol,re-
spectively,R(x) and r are booleanexpressionscomposedfrom one-placepredicatesand
propositional symbols, respectively. Following [HWZ00] we restrict ourselves only to
monodic temporal speciﬁcations, that is where only one free variable is admitted under
every temporal operator. Otherwise, the induction problem becomes not only undecid-
able butnot evenpartiallydecidable.(SimulatingMinskymashinesbyformulaeof two-
variable monadic monodic ﬁrst-order temporal logic with equality given in [DFL02]
can be transformed into simulating them by non-monodic ground induction problems.)
Without loss of generality we suppose that there are no two distinct temporal step rules
with the same left-hand sides.
To deﬁne ﬁrst-order merged step rules we introduce the notions of colour schemes
andconstantdistributions[DF01]. Let P =<U;S;T > be a temporalspeciﬁcation.Let
C be the set of constants occurring in P.L e tT P = fPi(x) ) g Ri(x);j 1  i  Kg and
T p =fpj ) g rj j1 j kg be thesets of all predicatestep rulesandall propositional
step rules of T , respectively. We suppose that K  0a n dk  0; if K = 0(k = 0)i t
means that the set T P (T p)i se m p t y .
Let fP1;:::;PK;PK+1:::;PMg,0 K  M,a n dfp1;:::;pk;pk+1:::;pmg,0 k 
m, be sets of all (monadic) predicate symbols and propositional symbols, respectively,
occurring in T .L e tD be the set of all mappings from f1;:::;Mg to f0;1g,a n dQ
be the set of all mappings from f1;:::;mg to f0;1g.A ne l e m e n td 2 D (q 2 Q)i s
represented by the sequence [d(1);:::;d(M)] 2f 0;1gM ([q(1);:::;q(m)] 2f 0;1gm).
L e tu sc a l le l e m e n t so fD and Q predicate and propositional colours, respectively. Let
G be a subset of D,a n dq be an element of Q,a n dr be a map from C to G . A triple
(G;q;r) is called a colour scheme,a n dr is called a constant distribution.
Note 1. The notion of the colour scheme came from the well known method within the
decidability proof for the monadic class in classical ﬁrst-order logic (see, for example,
[BGG97]). In our case G is the quotient domain (a subset of all possible equivalence
classes of predicate values), q is a propositional valuation, and r is a standard inter-
pretation of constants in the domain G. We construct quotient structures based only
on the predicates and propositions which occur in the temporal part of the speciﬁca-
tion, because only these symbols are really responsible for the satisﬁability of temporal
constraints. Besides, we have to consider so-called constant distributions as, unlike in
the classical case, we cannot eliminate constants replacing them by existentially bound
variables – the monodicity property would be lost.
7For every colour scheme C = hG;q;ri let us construct the formulae FC, AC, BC in the
following way. In the beginning for every g 2 G and for q introduce the conjunctions:
Fg(x)=
V
g(i)=1&iM
Pi(x)^
V
g(i)=0&iM
:Pi(x); Fq =
V
q(i)=1&im
pi^
V
q(i)=0&im
:pi;
Ag(x)=
V
g(i)=1&iK
Pi(x); Aq =
V
q(i)=1&ik
pi;
Bg(x)=
V
g(i)=1&iK
Ri(x); Bq =
V
q(i)=1&ik
ri:
Now FC, AC, BC are of the following forms
FC =
^
g2G
9xFg(x)^Fq^
^
c2C
Fr(c)(c)^8x
_
g2G
Fg(x);
AC =
V
g2G
9xAg(x)^Aq^
V
c2C
Ar(c)(c)^8x
W
g2G
Ag(x);
BC =
^
g2G
9xBg(x)^Bq^
^
c2C
Br(c)(c)^8x
_
g2G
Bg(x):
We can consider the formula F C as a ‘categorical’ formula speciﬁcation of a quotient
structure given by a colour scheme. In turn, the formula AC represents the part of this
speciﬁcation which is ‘responsible’ just for ‘transferring’ temporal requirements from
the current world (quotient structure) to its immediate successors.
Deﬁnition 4 (merged step rule). Let SP be a ﬁrst-order temporal speciﬁcation, C is
a colour scheme for SP. Then the clause ( 8)(AC ) g BC) where AC and BC are
deﬁned as above is called a merged step rule for SP.
Notethatifbothsets fijiK;g2G;g(i)=1gandfijik;q(i)=1gareemptytherule
(AC ) g BC) degeneratesto (true ) g true). If a conjunction Ag(x), g 2 G,i se m p t y ,
that is its truth value is true, then the formula 8x
W
g2G
Ag(x)( 8x
W
g2G
Bg(x)) disappears
fromAC (BC). In the propositionalcase the rule(AC ) g BC) reducesto (Aq ) g Bq)
which corresponds to the deﬁnition of a propositional merged rule given earlier.
We now reproduce results relevant to the particular form of temporal speciﬁcations
used in [DF01]. Similar to [FDP01] we represent possible interpretations of a temporal
speciﬁcation <U;S;T > via the behaviour graph for this speciﬁcation.
Deﬁnition 5 (behaviourgraph). Givena speciﬁcationSP=<U;S;T > we construct
a ﬁnite directed graph G as follows. Every node of G is a colour schemeC for T such
that the set U [FC is satisﬁable.
For each node C =( G;q;r), we construct an edge in G to a node C0 =( G0;q0;r0),
if U^FC0 ^BC is satisﬁable. They are the only edges originating from C.
A node C is designated as an initial node of G if S ^U^FC is satisﬁable.
The behaviour graph H of SP is the full subgraph of G given by the set of all nodes
reachable from the initial nodes.
8It is easy to see that there is the following relation between behaviour graphs of two
temporal speciﬁcations when one of them is obtained by extending the universal part of
another one.
Lemma 2. Let SP1 =<U1;S;T > and SP2 =< U2;S;T > be two TLspeciﬁcations
such thatU1 U2. Then the behaviourgraph H2 of SP2 is a subgraphof the behaviour
graph H1 of SP1.
Proof The graph H2 is the full subgraph of H1 given by the set of nodes whose in-
terpretations satisfy U2 and which are reachable from the initial nodes of H1 whose
interpretations also satisfy U2. 2
Deﬁnition 6 (suitable pairs). Let (C;C0) where C =( G;q;r), C0 =( G0;q0;r0) be an
(ordered) pair of colour schemes for T . An ordered pair of predicate colours (g;g0)
where g 2 G, g0 2 G0 is called suitable if the formula U ^Fg0(x)^Bg(x) is satisﬁable.
Similarly, the ordered pair of propositional colours (q;q0) is suitable if U ^Fq0 ^Bq
is satisﬁable. The ordered pair of constant distributions (r;r0) is called suitable if, for
every c 2C, the pair (r(c);r0(c)) is suitable.
Let us note that the satisﬁability of Fg0(x)^Bg(x) implies Fg0(x) ` Bg(x) because the
conjunction Fg0(x) contains a valuation at x of all predicates occurring in the expression
Bg(x).
Lemma 3. Let H be the behaviour graph of a speciﬁcation <U;S;T > with an edge
from a node C =( G;q;r) to a nodeC0 =( G0;q0;r0).T h e n
– for every g 2 G there exists g0 2 G0 such that the pair (g;g0) is suitable;
– for every g0 2 G0 there exists g 2 G such that the pair (g;g0) is suitable;
– the pair of propositional colours (q;q0) is suitable;
– the pair of constant distributions (r;r0) is suitable.
Proof From the deﬁnition of a behaviour graph it follows that U^FC0 ^BC is satisﬁ-
able. Now to prove the ﬁrst item it is enough to note that satisﬁability of the expression
U ^FC0 ^BC implies satisﬁability of U ^(8x
W
g02G0
Fg0(x))^9xBg(x). This, in turn, im-
plies satisﬁability of its logical consequence U ^
W
g02G0
9x(Fg0(x)^Bg(x)). So, one of
the members of this disjunction must be satisﬁable. The second item follows from the
satisﬁability of U^(8x
W
g2G
Bg(x))^9xFg0(x). Other items are similar. 2
Let H be the behaviour graph of a speciﬁcation < U;S;T > and P = C0;:::;Cn;:::
be a path in H where Ci =( Gi;qi;ri).L e tG0 = S [fFCog and Gn = FCn ^BCn−1 for
n  1. According to the deﬁnition of a behaviour graph the set U [fGng is satisﬁable
for every n  0. According to classical model theory, since the languageL is countable
and does not contain equality the following lemma holds.
Lemma 4. Let k be a cardinal,kÀ0. Forevery n0,i fas e tU[fGng issatisﬁable,
then there exists an L-model Mn = hD;Ini of U [fGng such that for every g 2 Gn the
set D(n;g) = fa 2 D j Mn j= Fg(a)g is of cardinality k.
9Deﬁnition 7 (run). By a run in P we mean a function from N to
S
i2N
Gi such that for
every n 2 N,r (n) 2 Gn and the pair (r(n);r(n+1)) is suitable.
It followsfromthe deﬁnitionofH thatforeveryc2C the functionrc deﬁnedbyrc(n)=
rn(c) is a run in P.
Theorem 3. Let < U;S;T > be a satisﬁable temporal speciﬁcation. Then there exists
an inﬁnite path P = C0;:::;Cn;::: through the behaviour graph H for < U;S;T >
where C0 is an initial node of H.
Theorem 4. Let P = C0;:::;Cn;:::be an inﬁnite path through the behaviour graph H
for a temporal speciﬁcation SP =< U;S;T >, C0 is an initial node of H. Then there
exists a model M = hD;Ii of SP.
Proofs of theorems 3 and 4 can be found in the full paper [BDFL02].
So, all models of a speciﬁcation SP =< U;S;T > are represented by inﬁnite paths
through the behaviour graph for SP. Moreover, it is clear that the following relation
between an inﬁnite path P = C0;:::;Cn;:::through the behaviour graph H for SP and
the set of models M = hD;Ii deﬁned by Theorem 4 holds: for every propositional
symbol p and for every n 2 N there exists a model M = hD;Ii such that Mn j= p if,
and only if, the set U [fFCn;pg is satisﬁable. The same is true if we take, instead of a
propositional symbol p, any ground formula.
Now we are interested in an invariant scheme for problems of the form SP j= y,
where SP =< U;S;T > is a monodic ﬁrst-order temporal speciﬁcation, and y is a
ground formula. The ﬁrst step, as in the propositional case, is to transform SP into an
equivalent reduced speciﬁcation.
We note that the deﬁnitions of y-favourable sets of merged rules and reduced tem-
poral speciﬁcations carry over from the earlier propositional deﬁnitions.
Our interest in reduced speciﬁcations is caused by the following lemma.
Lemma 5. Let SP =< U;S;T > be a reduced temporal speciﬁcation and the be-
haviour graph H for SP be nonempty. Then all paths in H are inﬁnite.
Proof Suppose there is a path through H which is ﬁnite, that is there is a node C on
this path which has no successors. In this case the set U[fBCg is unsatisﬁable. Indeed,
suppose U [fBCg is satisﬁable, and hD0;I0i is a model of U [fBCg. Then following
the proofof Theorem4 we can deﬁnea colourschemeC0 such that hD0;I0ij =FC0.S i n c e
BC ^FC0 is satisﬁable there is an edge from the nodeC to the nodeC0 in the contradic-
tion with the choice of C as having no successors. So, U[fBCg is unsatisﬁable. Since
the speciﬁcation is reduced the set U [fACg also has to be unsatisﬁable. However it
contradicts the existence of C. 2
This lemma, together with Theorem 4, immediately implies the following.
Corollary 1. A reduced temporal speciﬁcation SP =< U;S;T > is satisﬁable if, and
o n l yi f ,t h es e tU[S is satisﬁable.
10Proof The behaviour graph H for SP is not empty because the set of its initial nodes
is not empty. 2
Every temporal speciﬁcation SP1 is transformed into an equivalent reduced temporal
speciﬁcation SP2 using the following lemma (the ﬁrst-order version of Lemma 1):
Lemma 6. Let SP1 =< U;S;T > be a temporal speciﬁcation, and A ) g B be a
merged rule based on T such that U ^B `? . Then the speciﬁcation SP2 = < U [
f:Ag;S;T > is equivalent to SP1.
Proof It is obvious that every model of SP2 is a model of SP1. To prove the inverse
inclusion suppose an interpretation, M = hD;Ii; is a model of SP1. Then for every
n 2 N it holds that Mn j= :A, otherwise it would be Mn+1 j= B in contradiction with
the condition that U^B is unsatisﬁable. So, M is a model of SP2. 2
This lemma justiﬁes the following inference rule over temporal speciﬁcations.
Deﬁnition 8 (reduction rule). Let SP =<U;S;T > be a temporal speciﬁcation, and
mT be the set of merged rules based on T . Then the reduction inference rule has the
following form
<U;S;T >
<U [f:Ag;S;T >
(red)
if there is a merged rule (A ) g B) 2 mT such that the set U[fBg is unsatisﬁable.
The saturation of U by the reduction rule terminates both in the ﬁrst-order and in the
propositionalcasesbecausetheset ofmergedrulesisalwaysﬁnite.Quiteanothermatter
is checkingthe conditionwhether U[fBg is unsatisﬁable. In generalthis problemcan
be undecidable. In order to avoid such a situation we have to suppose that the universal
part U of our speciﬁcation belongs to an arbitrary decidable fragment of ﬁrst-order
logic (one-variable monadic formulae :A and B cannot affect the decidability). The
same supposition relates to checking whether a set of merged rules is y-favourable.
The following two lemmas substantiate the invariant scheme which is required.
Proofs of both lemmas are given in [BDFL02].
Lemma 7. Let SP =< U;S;T > be a reduced temporal speciﬁcation and y be a
ground formula. If y is a (temporal) logical consequence of SP, that is SP j= y,
then S [U ` y.
Lemma 8. Let SP =< U;S;T > be a reduced temporal speciﬁcation and y be a
ground formula. If y is a (temporal) logical consequence of SP, that is SP j= y,
then there exists a set of merged rules G = fA1 ) g B1;:::;Am ) g Bmg based on T
such that G is y-favourable w.r.t. U and S [U `
m W
j=1
Ai.
Theorem 5 (correctnessand completeness of the invariant scheme). Let SP=< U;
S;T > be a reduced temporal speciﬁcation and y be a ground formula. Then y is a
(temporal) logical consequence of SP, that is SPj= y, if, and only if, S [U ` y and
there exists a set of merged rules G = fA1 ) g B1;:::;Am ) g Bmg based onT such
that G is y-favourable w.r.t. U and S [U `
m W
j=1
Ai.
11Proof Completeness is ensured by Lemmas 7 and 8. Correctness is carried from the
earlier propositional Theorem 1. 2
Note 2. The notion of a merged step rule given in Deﬁnition 4 and used through all
this section seems to be quite involved. However we can note that every such rule is
composed from a set of simpliﬁed merged rules of the form
8x((Pi1(x)_:::_Pil(x)) ) g8x(Ri1(x)_:::_Ril(x)))
9x((Pj1(x)^:::^Pjm(x)) ) g9x(Rj1(x)^:::^Rjm(x)))
for 1  i1 <:::il  K,1 j1 <:::jl  K plus the rules of the form (P1(c) )
g R1(c)) for every constant c occurring in the given SP,1 i  K. Now we can
replace merged rules of Deﬁnition 4 (let us call these rules as canonical merged step
rules) by simpliﬁed merged step rules. The only difference related to using simpliﬁed
merged step rules in inferences concerns the reduction rule (Deﬁnition 8), namely in-
stead of a merged step rule we have to take a set of simpliﬁed merged step rules. Then
we can consider applying canonical merged step rules as a special strategy of using
simpliﬁed merged step rules.
Example 3. We here give a simple example of multi-predicate mutually recursive deﬁ-
nitions,whichcanbedescribedasfollows.Considerthedeliveryofparticularfoodstuffs
at different moments in time. Here, the predicates deliver wood(b;t), deliver eggs(b;t)
and deliver flour(b;t) represent the delivery by ‘b’ of wood, eggs or ﬂour, at time ‘t’.
Now, we can specify the problem as follows. First, the initial condition:
1. 9x: deliver wood(x;0)
Now for the dynamic properties of delivery:
2. 8x: 8y: deliver eggs(x;y) ) deliver ﬂour(x;s(y)) _ deliver wood(x;s(y))
3. 8x: 8y: deliver wood(x;y) ) deliver eggs(x;s(y))
4. 8x: 8y: deliver ﬂour(x;y) ) deliver eggs(x;s(y))
Note 3. The intuitive meanings of these are that if x delivers eggs then x delivers ﬂour
or wood in the next moment, and if x delivers wood or ﬂour then x delivers eggs in the
next moment.
Finally, we wish to be able to prove
8n: 9x:
0
@
(deliver eggs(x;n) ^ deliver ﬂour(x;s(n))) _
(deliver eggs(x;n) ^ deliver wood(x;s(n))) _
deliver eggs(x;s(n))
1
A
from all of the above.
To achieve this, we ﬁrst translate the formulae to temporal logic, giving a speciﬁcation
<U;S;T > where the initial part S consists of the single formula
s1. 9x: deliver wood(x)
12the universal part U is empty, and the temporal part T is the following
t1. deliver eggs(x) ) g (deliver ﬂour(x) _ deliver wood(x))
t2. deliver wood(x) ) g deliver eggs(x)
t3. deliver ﬂour(x) ) g deliver eggs(x)
In renaming the above conclusion to a standard from, we introduce three new predicate
symbols, so that the conclusion becomes
9x:
 
(deliver eggs(x) ^: B(x))_(deliver eggs(x) ^: C(x))_:A(x)

or after equivalent transformations it becomes y where
y = 9x (deliver eggs(x) ^(:B(x)_:C(x))_9x:A(x):
We also add three new rules to the temporal part deﬁning the new predicate symbols
t4. B(x) ) g :deliver ﬂour(x)
t5. C(x) ) g :deliver wood(x)
t6. A(x) ) g :deliver eggs(x)
Now, we consecutively apply the reduction inference rule to merged rules
m1. 9x(deliver eggs(x)^B(x)^C(x))) g 9x

(deliver ﬂour(x)_deliver wood(x))
^ (:deliver ﬂour(x)^:deliver wood(x))

m2. 9x(deliver wood(x)^A(x)) ) g 9x(deliver eggs(x)^:deliver eggs(x))
m3. 9x(deliver ﬂour(x)^A(x)) ) g 9x(deliver eggs(x)^:deliver eggs(x))
deriving the following universal rules, respectively,
u1. 8x: deliver eggs(x)  (:B(x)_:C(x))
u2. 8x: deliver wood(x) : A(x)
u3. 8x: deliver ﬂour(x) : A(x)
The following set of merged rules is y-favourable with respect to U extended by
u1,u2,u3:
m4. 9x deliver eggs(x) ) g 9x (deliver ﬂour(x) _ deliver wood(x))
m5. 9x deliver wood(x) ) g 9x deliver eggs(x)
m6. 9x deliver ﬂour(x) ) g 9x deliver eggs(x)
Establishing S [U ` y^9x (deliver eggs(x) _ deliver wood(x)_ deliver ﬂour(x)) is
quite straightforward. So, all the conditions of Theorem 5 are satisﬁed.
5 Implementation.
The method described in this paper has been implemented as a part of a prototype
prover for temporal speciﬁcations in the lClam envinronment [RSG98]. lClam is a
proof planning [Bun88] system, implemented in Teyjus lProlog, a higher-order typed
logic programming language. A proof plan is a representation of a proof at some level
13of abstraction (usually above the level of basic inference rules, but not necessarily so).
In lClama proof plan is generated from a goal by the application of planning operators
called proof methods. Atomic methods are suitable for the implementation of basic
proof rules, or automated proof procedures, while compound methods are used to build
more complex proof strategies (or heuristics) from atomic methods.
Our system works with arithmetical translations of temporal formulae. For ﬁrst-
order(non-temporal)provingrequiredwithintheproveranatomicmethodproof tableau
re-implementingthesimple,butconvenientLeanTaptableauxprover[BP95]inlProlog,
is used. The kernel of the system is an atomic method mutual induction, implementing
an invariant scheme more general than one discussed above and applicable not only to
monodic speciﬁcations. Given a set of formulae, mutual induction ﬁrst separates it into
sets of step rules and universal and start parts. Then, to ensure the completeness for the
case of monodic speciﬁcations, three sub-methods are applied.
1. A sub-method for saturation of the universal part (reduction) given a (not neces-
sarily reduced) speciﬁcation, applies the reduction rule (see Deﬁnition 8) until the
speciﬁcation becomes reduced and the universal part saturated. A simple optimiza-
tion, based on the fact that any superset of an inconsistent set of formulae is itself
inconsistent, is also used.
2. Given a reduced speciﬁcation, SP, a further sub-method generates all merged rules
based on SP (using the representation given in Note 2) and collects only those,
whose right-hand side together with the universal part of SP implies the desired
conclusion.
3. Given a set, M, of merged rules, generatedby the previousmethod, the sub-method
for the loop search iterates oversubsets of M and generatessubgoals, i.e. ﬁrst-order
formulaeto prove,forcheckingthe side conditions(y-favourabilityandinitial con-
dition).
Initial experiments have indicated the viability of our approach. The system is capable
ofprovingalltheexamplesmentionedin thispaper,togetherwithsome(morecomplex)
non-monodic examples.
6C o n c l u s i o n
We have shown that the clausal resolution technique developed for temporal logic pro-
vides us with a method for searching for invariant formulae, and is particularly suit-
able for proving ground “always” conclusions of monodic temporal speciﬁcations. We
have demonstrated that this method can also be applied to the mechanization of multi-
predicate induction problems over the Natural numbers with mutually recursive deﬁni-
tions by translating them into temporal logic.
We have established the correctness of such an approach and have given several,
necessarily simpliﬁed, examples. Part of our future work concerns the extension of this
technique to temporal logics over more complex inductively generated structures of
time, in particular lists and trees, and the development of corresponding (complete)
invariant schemes. Other aspects of future work concern extending the scope of the
temporal resolution method and developing more complex invariant schemes within
14the ﬁrst-order temporallogic, in particular for monodic non-groundinductionproblems
and for the numerous induction problems (ground, but non-monodic) considered by
Pliuskevicius [Pli00, DFLP02]. As to the implementation, further work is needed to
develop optimizationsfor the proof search procedurein the monodiccase together with
strategies/heuristics applicable to non-monodicspeciﬁcations.
References
[BGG97] E. B¨ orger, E. Gr¨ adel, and Yu. Gurevich. The Classical Decision Problem. Springer,
1997.
[BP95] B. Beckert and J. Posegga. leanTAP: Lean, Tableau-based Deduction. Journal of
Automated Reasoning, Vol. 15, No. 3, pages 339-358, 1995.
[BS00] R.J. Boultonand K.Slind. Automatic derivation andapplication of induction schemes
for mutually recursive functions. In Proc. of CL 2000, volume 1861 of LNAI, 2000.
[Bun88] A. Bundy. The use of explicit plans to guide inductive proofs. In Proc. of 9th Inter-
national Conference on Automated Deduction Springer-Verlag, 1988.
[Bun01] A. Bundy. The Automation Of Proof By Mathematical Induction. In A. Robinson and
A. Voronkov, editors, Handbook of Automated Reasoning, volume 1, pages 845–912.
Elsevier Science and MIT Press, 2001.
[BDFL02] J. Brotherston, A. Degtyarev, M. Fisher and A. Lisitsa. Searching for Invariants using
Temporal Resolution. Technical Report ULCS-02-023, University of Liverpool, De-
partment of Computer Science, 2002, http://www.csc.liv.ac.uk/research/techreports/
[DF00] A. Degtyarev and M. Fisher. Propositional temporal resolution revised. In Proc. of
7th UK Workshop on Automated Reasoning (ARW’00). London, U.K., June 2000.
[DF01] A. Degtyarev and M. Fisher. Towards ﬁrst-order temporal resolution. In Proccedings
of KI-2001, volume 2174 of LNAI, 2001.
[DFL02] A. Degtyarev, M. Fisher and A. Lisitsa. Equality and monodic ﬁrst-order temporal
logic . Studia Logica, Vol.72, No.2, 2002.
[DFK02] A. Degtyarev, M. Fisher and B. Konev. Simpliﬁed clausal resolution procedure for
propositional linear-time temporal logic. To appear in Proc. of TABLEAUX’02, 2002.
[DFLP02] A. Degtyarev, M. Fisher, A.Lisitsa and R. Pliuskevicius. Simple decision procedures
for non-monodic decidable fragments of FOLTL. In preparation, 2002.
[FDP01] M. Fisher, C. Dixon, and M. Peim. Clausal temporal resolution. ACM Transactions
on Computation Logic, 2(1), January 2001.
[Fis97] M. Fisher. A normal form for temporal logics and its applications in theorem-proving
and execution. Journal of Logic and Computation, 7(4), 1997.
[HWZ00] I. Hodkinson, F. Wolter, and M. Zakharyaschev. Fragments of ﬁrst-order temporal
logics. Annals of Pure and Applied logic, 106:85–134, 2000.
[Kaw87] H. Kawai. Sequential Calculus for a First Order Inﬁnitary Temporal Logic. Zeitschrift
f¨ ur Mathematische Logic and Grundlagen der Mathematik, 33:423-432, 1987.
[Pae88] B. Paech. Gentzen Systems for Propositional Temporal Logics. Proccedings of
CSL’88, volume 385 of LNCS, p.240–253. Springer Verlag, 1988.
[Pli00] R. Pliuskevicius. A decidable deductive procedure for a restricted FTL. In Proc. of
7th UK Workshop on Automated Reasoning (ARW’00). London, U.K., June 2000.
[RSG98] J. Richardson, A. Smaill, and I. Green. System description: proof planning in higher-
order logic with lambdaclam. In Proc. of CADE’15, volume 1421 of LNAI, 1998.
[Sza86] A. Szalas. Concerning the semantic consequence relationin ﬁrst-order temporal logic.
Theoretical Computer Science, 47:329–334, 1986.
[WZ01] F. Wolter and M. Zakharyaschev. Axiomatizing the monodic fragment of ﬁrst-order
temporal logic. To appear in Annals of Pure and Applied logic., 2001.
15