This paper presents the development of a 2D high-order solver with unstructured spectral difference method for unsteady incompressible Navier-Stokes equations. Timemarching methods cannot be applied directly to incompressible flows because the governing equations are not hyperbolic. An artificial compressibility method (ACM) is employed in order to treat the inviscid fluxes using the traditional characteristics-based schemes. The viscous fluxes are computed using the averaging approach.
I. Introduction
In order to assist the design of devices which generate vortex dominated flows, such as micro air vehicle, wind turbine and tidal turbine blades, high-order unstructured methods become attractive due to its outstanding ability to control numerical dissipation. The aforementioned vortex dominated flows are largely incompressible and highly viscous and unsteady. In this paper, the development of an incompressible spectral difference (ISD) method for solving unsteady viscous flows is reported.
The Spectral Difference (SD) Method is a high-order efficient high-order approach based on differential strong form of the governing equations. The SD method combines elements from finite-volume and finitedifference techniques. It is able to achieve optimal order of accuracy for various compressible flows. 10, 12, 13, 25 The method is particularly attractive because it is conservative, and has a simple formulation and easy to implement. The first papers of unstructured SD method 16, 29 were developed for wave equations and compressible Euler equations respectively. Recently, it has been further developed for solving 3D turbulent compressible flows. 3, 15, 19, 20 One of the many challenges in solving incompressible Navier-Stokes equations comes from the weak coupling of the velocity and pressure fields. This coupling has to be treated in such a way as to ensure divergence-free of velocities. Two group of commonly used methods for handling velocity-pressure coupling in incompressible flows are pressure correction approach and artificial compressibility method.
The pressure-correction method (PCM) is perhaps the mostly widely used for incompressible flows. It was introduced by Harlow and Welch 8 for the calculation of unsteady flows. The basic idea is to formulate a Poisson equation for pressure corrections, and then to update the pressure and velocity fields until a divergence-free velocity field is reached.
The artificial compressibility method (ACM) for calculating steady flows was proposed by Chorin. 4 In this method, an artificial compressibility term is added to the continuity equation, and the unsteady terms in the momentum equations are returned. Hence, without considering the viscous terms, the system of equations becomes hyperbolic and traditional techniques developed for solving subsonic compressible flows can be applied. For unsteady flow problems, a dual time stepping scheme can be used together the ACM.
Rosenfeld et al
22 extended the ACM method to solve unsteady problems. To accelerate solution convergence within each physical time step, a multigrid method can be employed. Farmer et al 6 developed a multigrid scheme for the solution of the Euler equations in conjunction with the ACM and applied it to free surface flows. Yuan 31 implemented a geometric multigrid method for the ACM and successfully solved steady and unsteady viscous flow. Bassi et al. 2 firstly proposed an exact Riemann flux for ACM and successfully extended the discontinuous Galerkin method to handle steady incompressible flow problems.
The remaining part of this paper is arranged as the following. Section II provides the numerical formulation of the SD method. Section III presents the ACM formulations. In section IV, the approach to implementation of a p-multigrid method is reported. In section V, verification study of Taylor Couette flow is reported. Section VI presents simulations of laminar flow past a circular cylinder at Reynolds numbers 20 and 185 respectively.
II. Numerical Formulation of the SD method
The formulations of the equations employed in this paper are largely similar to the formulations of Liang et al 12 for unstructured quadrilateral grids. Consider the unsteady incompressible 2D Navier Stokes equations in conservative form
where Q is the vector of conserved variables; F and G are the total fluxes including both inviscid and viscous flux vectors, i.e. ∇F I − ∇F V = ∂F ∂x + ∂G ∂y . To achieve an efficient implementation, all elements in the physical domain (x, y) are transformed into a standard square element (0 ≤ ξ ≤ 1 and 0 ≤ η ≤ 1 ).
The transformation can be written as:
where K is the number of points used to define the physical element, (x i , y i ) are the cartesian coordinates at those points, and M i (ξ, η) are the shape functions. For present implementation, we define K as 4 nodal points for a linear element and 8 nodal points for a quadratic element. The metrics and the Jacobian of the transformation can be computed for each element. The Jacobian is can be expressed as:
The governing equations in the physical domain are then transferred into the computational domain, and the transformed equations take the following form:
In the standard element, two sets of points are defined, namely the solution points and the flux points, which are illustrated in figure 1 .
In order to construct a degree (N − 1) polynomial in each coordinate direction, solution at N points are required. The solution points in 1D are chosen to be the Gauss points defined by:
The flux points were chosen as Legendre-Gauss quadrature points plus the two end points 0 and 1, as suggested by 9 and. 28 Choosing P −1 (ξ) = 0 and P 0 (ξ) = 1, we can determine the higher-degree Legendre polynomials as 
The locations of these Legendre-Gauss quadrature points are the roots of equation P n (ξ) = 0. Using the solutions at N solution points, a degree (N − 1) polynomial can be built using the following Lagrange basis defined as:
Similarly, using the fluxes at (N + 1) flux points, a degree N polynomial can be built for the flux using a similar Lagrange basis defined as:
The reconstructed solution for the conserved variables in the standard element is just the tensor products of the three one-dimensional polynomials,
Similarly, the reconstructed flux polynomials take the following form:
The reconstructed fluxes are only element-wise continuous, but discontinuous across cell interfaces. In our case, we have used the simple Rusanov solver 23 to compute the interface inviscid fluxes. An averaging approach 10, 25 is employed for computing viscous fluxes at these interfaces. In summary, the algorithm to compute the inviscid flux derivatives consists of the following steps:
1. Given the conservative variables at the solution points, the conservative variables are computed at the flux points. The inviscid fluxes at the interior flux points can also be determined from the polynomials based on the solution points.
2. The inviscid fluxes at the element interfaces are computed using the Riemann solver. Given the normal direction of the interface n, and the averaged normal velocity component V n and the sound speed c, the inviscid flux on the interface can be determined.
3. The derivatives of the inviscid fluxes are computed at the solution points using the derivatives of Lagrange operators l ( ∂F ∂ξ
4. The convective term ∇F I (Q) can be readily determined after transforming these derivatives back the physical domain.
III. Formulation of the Artificial Compressibility Method
The 2D Navier-Stokes equations have an additional viscous terms dependent on not only conservative variables but also their gradients. To illustrate the treatment of viscous flow terms, one can write the Navier-Stokes equations in conservation terms as
The conservative variables Q and Cartesian components f I (Q) and g I (Q) of the inviscid flux vector F I (Q) are given by
Here ρ is the density, u and v are the velocity components in x and y directions, p = P/ρ and P stands for the static pressure. The ratio γ is chosen as 1.25.
We define the element interface normal velocity as V n = un x + vn y and c = √ V 2 n + γ. Three characteristics for the above incompressible flow system with artificial compressibility are V n + c, V n and V n − c.
The Cartesian components f V (Q, ∇Q) and g V (Q, ∇Q) of viscous flux vector F V (Q, ∇Q) are given by
where ν is the kinematic viscosity. The procedures to get viscous fluxes can be described as the following steps:
1. reconstruct Q f at the flux points from the conservative variables at the solution points using equation (10).
2. average the field of Q f on the element interfaces as
For interior flux points, Q f = Q f . Meanwhile, appropriate boundary conditions shall be applied for specific edge flux points.
3. evaluate ∇Q at solution points from Q f using equation (12) where
4. reconstruct ∇Q from solution points to flux points and using equation (10), average them on the element interfaces as
5. use Q f and ∇Q f in order to compute the viscous flux vectors described in equation (15) at the element interfaces.
III.A. Time marching scheme
We write Eq. (13) in a different form by adding a pseudo-time derivative term:
where
. Flows with either steady or unsteady solutions are considered in this paper. All computations utilize a fourth-order accurate, strong-stability-preserving five-stage Runge-Kutta scheme 24 for treating the pseudo time τ and a second-order backward Euler scheme to deal with the physical time marching, i.e. ∂Q/∂t ≈ 1 2∆t
. For the continuity equation, ∂Q/∂t is set as zero.
IV. p-multigrid Method
The p-multigrid method has been implemented in conjunction with the spectral difference method for compressible Euler equations 14 and compressible Navier-Stokes equations. 
X Compute the defect at level p by
X Restrict the latest solution and the defect to the lower polynomial level p − 1 by
X call the recursive subroutine at lower level as V cycle(p − 1)
X correct the solution at p level usingQ p = Q p + C p .
X Iterate over pseudo time step at level p for smoothing according to Eq. (16). A cubic curved wall boundary is used for both inner and outer cylinders. The inner cylinder spins clockwisely at a speed of 10 and the outer cylinder is fixed. No-slip boundary conditions are applied for both inner and outer cylinders. The Reynolds number is 10 based on inner cylinder spinning tangential velocity, its radius (=1) and ν = 1. Three grids with 24 × 2, 36 × 3 and 48 × 4 cells are shown in figure 2. Fig.  2 (d) presents a typical pressure contour obtained by the fourth-order ISD method for the incompressible Taylor-Couette flow.
We obtained desired numerical orders in terms of L1 and L2 accuracies for V velocity component as shown in table 1. The results shown in table 1 are obtained using three levels of polynomails for both third-order and four-order ISD method. For the multigrid method with the highest p level of 3, a V cycle consists of 1-1-6-1-1 iterations at p = 3, p = 2 and p = 1 respectively. On the other hand, for the multigrid method with the highest p level of 4, a V cycle consists of 1-1-6-1-1 iterations at p = 4, p = 2 and p = 1 respectively. The maximum accuracy of fourth-order is demonstrated in the table. The explicit Runge-Kutta scheme becomes slow when the polynomial order is increased. However, the fifth-order and even higher accuracy can also be demonstrated using the implicit LU-SGS method. Figures 4 (a) and (b) present the residual dropping rates against physical time and CPU time respectively. The computations on a single-level grid were performed on grid B using the fourth-order ISD method. In contrast, the computations on a three-level p-multigrid were performed using V cycles consisting of 1-1-6-1-1 iterations of smoothing operations on p = 4, p = 2 and p = 1 respectively. Both single-level and three-level computations were performed at the same time step size ∆t = 8 · 10 −4 for marching over physical time using the second-order backward differencing scheme and ∆τ = 4 · 10 −4 for marching over pseudo time using the RK5 scheme. The three-level p-multigrid method requires less than half of the physical time to drop the residual level below 3 · 10 −11 compared to the single-level fourth order ISD method. From figure 4 (b) , one can see that a speedup factor of approximately four is obtained by the three-level p-multigrid method.
This test case verifies that the 2D code remains its ability to generate optimal order of accuracy even with curved boundaries. The multigrid method for the fourth-order ISD method is able to achieve a speedup factor of approximately 4.
VI. Laminar flow past a cylinder
Incompressible viscous flow past a cylinder is also investigated by the SD-ACM method. We investigate two test cases with Reynolds numbers of 20 and 185 respectively based on cylinder diameter.
A 2D unstructured grid consisting of only quadrilateral elements is shown in Fig. 5 . The Dirichlet boundary condition is applied for pressure and velocity at the inlet. In transverse direction, slip wall condition is employed top and bottom boundaries. Velocity values are extrapolated and pressure is fixed for outlet boundary. The cylinder wall is imposed with velocity no-slip condition where the pressure is extrapolated.
VI.A. Reynolds number 20
The predicted drag coefficient is 2.08 in our simulation which is close to the value of 2.1 measured by Tritton 27 and 2.045 computed by Dennis and Chang. 5 Figure 6 presents velocity streamlines around a cylinder at Reynolds number of 20 predicted by the fourth order SD-ACM code with a cubic wall boundary representation. Fig. 7 presents solution convergence rates for the fourth-order ISD method on a single-p grid and a four-level p-multigrid. For the four-level p-multigrid method, we use 3 V cycles within each physical time step. Each V cycle consists of 1-1-1-6-1-1-1 times of RK5 smoothing operations at four different p levels. Fig. 7 (a) shows that the p-multigrid method is able to drop the residual to a lower level and at a faster rate. Fig. 7 
VI.B. Oscillating cylinder at Reynolds number 185 on a single grid
In this section, uniform flow past a transversely oscillating cylinder is simulated at a Reynolds number of 185. The cylinder is imposed with an oscillating profile for its center with Y (t) = A e cos(2πf e t). A e = 0.2D stands for the maximum amplitude of oscillation. The excitation frequency f e is 1.1 times of the natural shedding frequency. In our simulation, the inflow velocity is 0.2m/s and the cylinder diameter is 1 meter. We compare the time history of the lift coefficients obtained by the 2D SD-ACM code to one predicted by the PCM in Guilmineau and Queutey. 7 The agreement is excellent as shown in figure 8. Figure 9 presents the unsteady vorticity shedding behind the oscillating cylinder at a time instant. In this simulation, the fourth-order SD method is used with the ACM and dual-time stepping approach. The cylinder wall is treated with a cubic boundary representation.
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VI.C. Oscillating cylinder at Reynolds number 185 on multiple grids
We again compute the unsteady flow past an oscillating cylinder at Reynolds number 185. A three-level pmultigrid method is applied. It consists of three polynomials levels, with the highest p set as 4. Within each physical time step, three V cycles are typically employed. Each V cycle consists of 1-1-6-1-1 R-K iterations at p = 4, p = 2 and p = 1 levels respectively. Figure 10 shows the time histories of lift and drag coefficients obtained by this three-level p-multigrid method. The ISD results agree well with the results published by Guilmineau and Queuitey. 7 Note that the ISD method with p-multigrid acceleration requires approximately one vortex shedding period to establish smooth profile of C l and five vortex shedding periods to establish smooth time history of C d due to initial transient period. In other words, the pressure correction method is faster to establish reasonable pressure distribution around the cylinder the ACM. Moreover, comparing to the single-level ISD method, we could achieve a speed up factor higher than 2 by this p-multigrid method for convergence of physical time marching. 
VII. Concluding Remark
An incompressible flow solver is successfully developed using the Spectral Difference method and an artificial compressibility approach. The dual time stepping technique is successfully implemented which allows this solver to solve 2D unsteady viscous flows. The ISD method is further accelerated by a p-multigrid scheme. The solvers are verified and validated using a 2D incompressible Taylor-Couette flow and a laminar flow past a circular cylinder at Reynolds number 20. Finally, this ISD solver is applied to simulate flow past an oscillating cylinder at Reynolds number 185 on a single-p-level grid as well as multiple-p-level grid. A factor of approximately four is achieved for convergence acceleration based on the present implementation for the steady viscous flow problem. A speedup factor higher than 2 is obtained for unsteady flow. The solution convergence can be further improved by an implicit time stepping method and this will be a direction of our future research. Meanwhile, the p-multigrid ACM with dual time stepping scheme can also be applied to the discontinuous Galerkin method, spectral volume method and flux reconstruction approach by Huynh, 
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