Background: Based on the clinical needs, we introduce a novel sleep stage visualization and prediction algorithm based on two electroencephalogram signals. New Method: The nonlinear-type time-frequency analysis and diffusion geometry are combined to extract and visualize intrinsic sleep dynamics features. The hidden Markov model is trained to predict the sleep stage. Results: The extracted features reconstruct the nonlinear geometric structure of the sleep dynamics. The prediction algorithm is validated on a publicly available benchmark database, Physionet Sleep-EDF SC * and ST * , and a private database of sleep apnea subjects with the leave-one-subject-out cross validation. The overall accuracy and macro F1 achieve 82.66% and 74.95% in Sleep-EDF SC * , 76.7% and 71.7% in Sleep-EDF ST * , and 63.2% and 49.7% in the private database. Comparison with Existing Methods: The performance is compatible or slightly better than the state-of-the-art results. Conclusion: In addition to visualizing the geometric structure of different sleep stages, the prediction result suggests its potential in practical applications.
Introduction
Sleep is a universal recurring dynamical and physiological activity in mammals. According to American Academy of Sleep Medicine (AASM) [1, 2] that generalizes Rechtschaffen and Kales (R&K) criteria [3] , the sleep dynamics can be divided into two broad stages, the rapid eye movement (REM) and the nonrapid eye movement (NREM), and the NREM stage is further divided into shallow sleep (stage N1 and N2) and deep sleep (stage N3). Up to now, we have accumulated a lot of physiological knowledge about sleep dynamics [4] and a lot of research is actively carried out to explore the unknowns [5] . Despite those unknowns, it has been well known that a distortion of sleep dynamics could lead to catastrophic outcomes. For example, REM disturbance slows down the perceptual skill improvement [6] , deprivation of slow wave sleep is associated with Alzheimer's disease [7] , insufficient N2 sleep is associated with weaning failure [8] , several public disasters are caused by low sleep quality [9] , etc. Therefore, in addition to the interest stemming from physiological aspects, we have a lot of clinical applications from knowing the sleep dynamics.
The polysomnography (PSG) is the gold standard of evaluating the sleep dynamics. However, scoring the overnight sleep stage from the PSG outputs by human experts is time consuming and error-prone due to the huge signal loading [10] . Due to the advance of the technology and computational power, in the past decades a lot of effort has been devoted to establish an artificial intelligence (AI) system for the automatic sleep stage annotation purpose. In addition to being able to accurately score sleep stages, an ideal AI system should also be able to "self-learn" or accumulate knowledge from the historical database. In other words, when the database with experts' annotations grows, an ideal AI system should be able to provide a more accurate results. Note that despite the well accepted homeostasis assumption of physiological system, physiological dynamics vary from subject to subject. Therefore, the main challenge of this self-learning capability is handling the inter-individual variability. This challenge is actually ubiquitous -for a new-arriving subject, how to utilize the existing database with the expert annotations?
In this paper, we focus on the electroencephalogram (EEG) signal, and propose a novel algorithm to achieve the above-mentioned challenges -an accurate automatic sleep stage scoring AI system that can self-learn. The feature extraction part of the algorithm is based on a combination of modern signal processing tools, including the synchrosqueezing transform (SST) [11, 12, 13] and diffusion map (DM) [14] or diffusion-based sensor fusion (alternating DM (ADM) [15, 16] and multiview DM [17] ). The learning part of the algorithm for a new subject is based on finding "similar subjects" in the existing database, and establishing a model tailored for the new subject by the hidden Markov model (HMM) [18] .
The EEG signal, as a time series, is a summation of several oscillatory components with diverse spectra, each of which depicts a portion of the brain dynamics. SST is a nonlinear-type time-frequency analysis technique, which allows us to "decouple" the spectra of those oscillatory components from the EEG signal. This decoupling is attained by nonlinearly deform the spectrogram provided by the short time Fourier transform (STFT) according to the EEG phase information. Compared with the spectrogram, SST provides a sharpened spectrogram, and alleviates the blurring effect of the spectrogram caused by the uncertainty principle. We call the outcome the synchrosqueezed EEG spectral features. From a different perspective, the information hidden in the synchrosqueezed EEG spectral features contain not only the magnitude of STFT (the spectrogram), but also the EEG phase information.
The synchrosqueezed EEG spectral feature, however, is in general different from the intrinsic sleep dynamics. This difference comes from various resources. For example, the EEG sensor could be viewed as a nonlinear deformation of the inaccessible brain dynamics. Thus, even if we could extract all pieces of information from the EEG signal via the synchrosqueezed EEG spectral feature, an extra step is needed to recover the intrinsic sleep dynamics. We consider DM [14] or diffusion-based sensor fusion, like ADM [15, 16] and multiview DM [17] , depending on how many EEG channels we have, for this purpose. The synchrosqueezed EEG spectral features are re-organized by the DM/diffusionbased sensor fusion to recover the intrinsic sleep dynamics. We call the output features of the EIG-based DM/diffusion-based sensor fusion the intrinsic sleep dynamical features.
For the learning step, based on the physiological knowledge, we first take the available phenotype information of the new-arriving subject to determine "similar subjects" from the existing database. Then, based on the intrinsic sleep dynamical features and the annotations of these similar subjects, a prediction model for the new subject is established by the HMM.
To evaluate the performance of the proposed algorithm, we consider the publicly available benchmark database, the PhysioNet Sleep-EDF SC * database [19] , which consists of healthy subjects without any sleep-related medication, the PhysioNet Sleep-EDF ST * [19] , which consists of subjects who had mild difficulty falling asleep. To further evaluate the algorithm, we analyze the sleep database collected from the sleep center at Chang Gung Memorial Hospital (CGMH), Linkou, Taoyuan, Taiwan, which consists of subjects with different levels of sleep apnea syndrome.
Related Work
There have been many proposed algorithms for the sake of automatic sleep stage scoring. Among many papers, we shall distinguish two common cross validation (CV) schemes. According to whether the training data and the testing data come from different subjects, the literature is divided into two groups, leave-one-subject-out and non-leave-one-subject-out CV. When the validation set does not overlap the set used for the training purpose, we call it the leaveone-subject-out CV scheme; otherwise we call it the non-leave-one-subject-out CV scheme. The main challenge of the leave-one-subject-out CV scheme comes from the inter-individual variability, but this scheme is close to the real-world scenario -how to predict the sleep dynamics of a new arrival subject from a given annotated database. On the other hand, in the non-leave-one-subjectout CV scheme, the training set and the testing set are dependent, and the performance might be over-estimated. In this work, to better evaluate the proposed algorithm caused by the inter-individual variability issue, we focus on the leave-one-subject-out CV scheme, and only summarize papers considering the leave-one-subject-out CV scheme and single-or two-channel EEG signal.
In [20] , time-domain and frequency-domain features are designed to predict awake, REM, light NREM stage (N1 and N2 are combined) and deep sleep stage by support vector machine. The performance is evaluated in a private database with 4 subjects. In [21] , 104 features are extracted from the EEG signals and selected features are used to classify 4 sleep stages (N1 and N2 are combined) by the random forest. The following papers classify 5 sleep stages like our work. In [22] , time-domain and frequency-domain features are used as the input layer of the stacked sparse autoencoder, which is a specific type of neural network models, with the sigmoid activation function. The performance of the stacked sparse autoencoder was evaluated in the publicly available benchmark database, Sleep-EDF SC * [19] , and the overall accuracy was 78.9%. Instead of extracting features based on the domain knowledge, features in [23] are automatically learned by the convolutional neural networks (CNNs). The overall accuracies was 74.8% for the same Sleep-EDF SC * database. In [24] , the authors also proposed a deep learning model, named DeepSleepNet, which utilized CNNs to extract features and apply the bidirectional Long Short-Term Memory to learn the stage transition rules from EEG epochs. The DeepSleepNet algorithm reaches the state-of-art 82.0% of overall accuracy on the Sleep-EDF SC * database. In [25] , a similar approach based on the deep CNN with modifications is considered and achieves a compatible result.
The rest of this paper is organized as follows. In Section 2, we introduce the proposed algorithm, where we summarize the theoretical background of STFTbased SST and introduce the synchrosqueezed EEG spectrum as the dynamical features in Section 2.1, we describe how to apply the diffusion geometry to integrate and fuse the dynamical features in Section 2.2, and the HMM is summarzied to automatically score the sleep stages in Section 2.3. The results of applying the proposed algorithm to two databases are shown in Section 4.
Method
The algorithm is composed of two essential steps -the feature extraction and the learning, and is summarized in Figure 1 . In this work, we only consider the spectral information of EEG to generate our features. In the feature extraction step, we extract spectral information from the EEG signal by the SST (indicated by Part 1 in Figure 1) , and apply the DM or ADM (indicated by Part 2 in Figure 1 ) with a properly designed metric to determine the final features. In the learning step, we take the HMM to build up the prediction model. Below, we detail the algorithm step by step, and postpone several technical details to the Online Supplementary.
Feature extraction step, part 1: Synchrosqueezed EEG spectrogram
In this subsection, we introduce the synchrosqueezed EEG spectrogram based on the STFT-based SST [12] algorithm. The basic idea underlying SST is utilizing the phase information in the STFT of the EEG signal to sharpen the spectrogram. There are two benefits. First, the phase information that is commonly ignored in the spectrogram is preserved. Second, the uncertainty principle intrinsic to the spectrogram is alleviated and the spectrogram is sharpened, which can prevent the "energy leakage" caused by the blurring effect inherited in Figure 1 : The flow chart of the proposed feature extraction steps and a visualization of the extracted features by the diffusion map and sensor fusion are shown. The signal is from subject SC414 in Sleep-EDF SC * [19] , where Channel 1 is Fpz-Cz and channel 2 is Pz-Oz. In the bottom figure, only the result of ADM is shown. The ratios of the stages Awake, REM, N1, N2, and N3 are 14.8%, 21.9%, 5.7%, 47.5%, and 10.1%.
the uncertainty principle associated with the STFT. These two benefits allow us a better quantification of the EEG dynamics. The SST algorithm is composed of three steps -extract the local dynamics of the EEG signal by the STFT, manipulate the phase information, and sharpen the spectrogram according to the extracted phase.
Take x ∈ R n to be the digitalized EEG signal sampled uniformly every τ second from a subject during his/her sleep. For j = 1, 2, . . ., the STFT at (jτ )-th second is directly implemented by the weighted Fourier transform:
where k ∈ {0, 1, . . . , K − 1}, K ∈ N is a parameter used to adjust the frequency resolution, h(z) is the standard Gaussian function, and H > 0 is the bandwidth of the Gaussian window. The SST is then implemented as
where
and Dh is the derivative of h. Note that S x (j, ·) ∈ R K is the synchrosqueezed EEG spectrogram at (jτ )-th second, which can be viewed as a dynamical spectral feature for the sleep dynamics. We refer the reader with interest to Section SI.7 in Online Supplementary for more details of SST.
Finally, we convert the synchrosqueezed EEG spectrogram into the features we have interest. In this work, we follow the standard sleep stage scoring, the R&K [3] or AASM classifications [2] , and take an epoch for the sleep stage evaluation to be 30 seconds long. Therefore, we have J := N τ /30 epochs. For the j-th epoch, we get a 10-dimension vector
] that include the total energy
and the energy ratios on 9 frequency regions in the spectral domain, including 
In practice we observed that suitably dividing the beta wave frequency range, 14 ∼ 25 Hz, and the low-gamma wave frequency range, 25 ∼ 49, into finer bands leads to higher classification accuracy, so we consider the frequency bands {R } =1,...,9 in this work. We call u (j) , j = 1, . . . , J, the synchrosqueezed EEG spectral feature of the j-th epoch.
Feature extraction step, part 2: (Alternating) diffusion map
In the optimal situation, the sleep dynamics at each epoch can be faithfully reflected by the synchrosqueezed EEG spectral features. However, the synchrosqueezed EEG spectral features might be erroneous due to the inevitable noise, other sensor-specific artifacts and the information distortion caused by the observation procedure. We then have to stabilize these features to better quantify the intrinsic sleep dynamics. For this purpose, we apply DM. DM is a nonlinear manifold learning algorithm that not only is robust to noise but respects the nonlinear structure of the intrinsic dynamics. We summarize it below and its generalization to fuse information from multiple channels.
Integrate single channel information -Diffusion map
Take the synchrosqueezed EEG spectral features
, which is a point cloud in an Euclidean space. First, from the point cloud U
x , we build a graph with U x being vertices. The affinity between the features u (i) and u (j) is defined
where > 0 is chosen by the user and d(·, ·) is the metric chosen by the user to compare two synchrosqueezed EEG spectral features. Thus, we have a J × J affinity matrix W x . Note that according to the noise analysis in [26] , when the signal to noise ratio is small, it is beneficial to set the diagonal terms of the affinity matrix to 0. Next, define the degree matrix D x of size J × J, which is diagonal, as
With matrices W x and D x , we could define a random walk on the point cloud U x with the transition matrix given by the formula
Since A x is similar to the symmetric matrix D
, it has a complete set of right eigenvectors φ 1 , φ 2 , · · · , φ J ∈ R J with corresponding eigenvalues
= OΛO , where O is a J × J orthonormal matrix and Λ is a J × J diagonal matrix, we have A x = U ΛV , where
where j = 1, . . . , J and t > 0 is the diffusion time chosen by the user, andd is an estimate of the dimension of the intrinsic state. Here,d can be obtained according to the spectral gap in the decay of the eigenvalues {λ j } J j=1 . Clearly, Φ x t (u (j) ) consists of the second tod + 1 coordinates of e j U Λ t , where e j is the unit J-dim vector with the j-th entry 1. In other words, the synchrosqueezed EEG spectral features U x are converted into a set of new features in Rd via the DM. Therefore, we obtain our final feature for the recorded EEG signal x, which is denoted as
We call them the intrinsic sleep features for the EEG signal x. In this work, we choosed = 10.
Note that the diffusion process plays an essential role in the whole algorithm, since (8) is based on the diffusion nature of the random walk with the transition matrix (7) . Based on a series of theoretical papers [27, 28, 29] , we know that the Riemannian manifold hosting the inaccessible intrinsic sleep features is almost isometrically recovered by DM (8) . In addition to recovering the intrinsic state space, another important property of DM is its robustness to noise. Essentially, the diffusion process could be viewed as a nonlinear "averaging" process. This viewpoint has been captured and proved in [30, 26] . We refer readers with interest to Section SI.8 in the Online Supplementary for a summary of the theoretical background of DM and more literature citations. In this work, we choose the "local Mahalanobis" distance [31, 32] as the metric d(·, ·) in (5). The local Mahalanobis distance is defined in (SI. 23 ) and details for this distance can be found in Section SI.9 in the Online Supplementary. See Figure 1 for an example of DM whend = 3. It is clear that epochs of different sleep stages are clustered and separated, and this shows the reason we call F x the intrinsic sleep features.
Fuse two channels via diffusion
If only one EEG signal x is available, we proceed to the learning step in Section 2.3 with the intrinsic sleep features F x for channel x. If we have two or more channels, we can take them into account simultaneously. In general, this problem is understood as the sensor fusion problem. While different EEG channels capture information from the same brain, the information recorded might vary and they might be contaminated by brain-activity irrelevant artifacts from different resources, including noise and other sensor-specific nuisance. These artifacts not only deteriorate the quality of the extracted features but might also mislead the analysis result. The main purpose of sensor fusion is distilling the brain information and removing those unwanted artifacts.
To simply the discussion, we assume that we have two simultaneously recorded EEG channels x and y, and the discussion could be directly generalized to the case with more channels [33] . For each channel, we apply Sections 2.1 and 2.2 to obtain its intrinsic sleep features, denoted as F x ⊂ Rd x and F y ⊂ Rd y respectively, whered x might be different fromd y . A naive way to combine information from x and y is simply concatenating features and form a new feature of sizê d x +d y . However, due to the inevitable sensor-specific artifacts or errors, such a concatenating scheme might not be the optimal route to fuse sensors [33] . We consider the recently developed diffusion approaches to fuse sensor information, including ADM [15, 16] and co-clustering [34] (a special case of multiview DM [17] ). Essentially, the information from different sensors are "diffused" to integrate the common information, and simultaneously eliminate artifacts or noise specific to each sensor.
For ADM, we first form a new transition matrix:
where A x and A y are the transition matrices (7) associated with the channel x and y. Under the assumption that both EEG channels x and y share an isometric common manifold, following the analysis in [15] , the L 2 distance between the i-th row and the j-th row of A serves as a distance between the "common information" associated with the i-th and the j-th epochs. We call this distance the common metric. Then, run DM with (5) replaced by the common metric between the i-th epoch and the j-th epoch. Denote the first d nontrivial eigenvectors of the associated transition matrix by ψ 2 , . . . , ψd +1 , whered is chosen to be 10 in this work. For the co-clustering, we choose
and define a diagonal matrixD ∈ R 2J×2J so that its i-th diagonal entry is the sum of the i-th row of M . Denote q i ∈ R J to be the i-th left eigenvector of the transition matrixD −1 M . Since the transition matrixD −1 M is associated with the random walk on the bipartite graph formed from epochs of x and y, its eigenvectors "co-clustering" two channels [34] , and hence we can use its eigenvectors as features for the sleep stage. We provide more technical details of co-clustering in Section SI.10 in the Online Supplementary. Since for each i, q i (l) and q i (J + l) correspond to the l-th epoch for each l ∈ {1, . . . , J}, we could consider the 2d vector, [q 2 (j) · · · qd +1 (j) q 2 (J + j) · · · qd +1 (J + j)], to be another set of features associated with the sleep stage of the j-th epoch, where j ∈ {1, . . . , J} andd is chosen to be 10 in this work.
With ADM and co-clustering, call thed + 2d dimensional vector
the common intrinsic sleep feature associated with the j-th epoch. Denote
. An illustration of the result of ADM withd = 3 is shown in Figure 1 .
Learning step: Sleep Stage Classification by the Hidden Markov Model
In this work, we choose the standard and widely used algorithm HMM for the classification purpose. HMM is particularly powerful if we want to model a sequence of variables that changes randomly in time. Although it is standard, to make the paper self-contained, we provide a summary of the HMM and the numerical detail of establishing the model in Section SI.11 in the Online Supplementary.
Statistics
To evaluate the performance of the proposed automatic sleep scoring algorithm, we consider the leave-one-subject-out cross validation (CV). For each database, one subject is randomly chosen as the testing set and the other subjects form the training set. For the testing subject, we take the phenotype information to find the K most similar subjects to establish the HMM model. The impact of age on the sleep dynamics [35] and EEG signal [36, 37] is wellknown, so the EEG information from subjects with similar age will provide more information. While the sleep dynamics is influenced by other phenotype information, since age is the common information among databases we consider, we determine the K most similar subjects by the age. Note that this approach imitate the real scenario -for a new-arriving subject, we can score its sleep stages by taking the existing database with annotation into account.
All performance measurements used in this paper are computed through the unnormalized confusion matrix M ∈ R 5×5 . For 1 ≤ p, q ≤ 5, the entry M pq represents the number of expert-assigned p-class epochs, which were predicted to the q-class. The precision (PR p ), recall (RE p ), and F1-score (F1 p ) of the p-th class, where p = 1, . . . , 5, are computed respectively through
The overall accuracy (ACC), macro F1 score (Macro-F1) and kappa (κ) coefficient are computed respectively through
Material
To evaluate the proposed algorithm, we consider the following two databases, one is from the public repository PhysioNet and the other one is collected from the sleep lab.
The first dataset is Sleep-EDF Database [Expanded] from Physionet [19] . It contains two subsets (marked as SC * and ST * ). The first subset SC * comes from healthy subjects without any sleep-related medication. The subset SC * contains Fpz-Cz/Pz-Oz EEG signals recorded from 10 males and 10 females without any sleep-related medication, and the age range is 25-34 year-old. There are two approximately 20-hour recordings per subject, apart from a single subject for whom there is only a single recording. The EEG signals were recorded during two subsequent day-night periods at the subjects' home. The sampling rate is 100 Hz. The second subset ST * was obtained in a 1994 study of temazepam effects on the sleep of subjects with mild difficulty falling asleep. The subset ST * contains Fpz-Cz/Pz-Oz EEG signals recorded from 7 males and 15 females, who had mild difficulty falling asleep. Since this data set is originally used for studying the effects of temazepam, the EEG signals were recorded in the hospital for two nights, one of which was after temazepam intake. Only their placebo nights can be downloaded from [19] . The sampling rate is 100 Hz. For both SC * and ST * sets, each 30s epoch of EEG data has been annotated into the classes Awake, REM, N1,N2, N3 and N4. The epochs corresponding to movement and unknown stages were excluded and the the epochs labeled by N4 are relabeled to N3 according to the AASM standard. For more details of the database, we refer the reader to https://www.physionet.org/physiobank/database/ sleep-edfx/.
The second database is from the sleep center at Chang Gung Memorial Hospital (CGMH), Linkou, Taoyuan, Taiwan, where the subjects have different severity level of sleep apnea syndrome. A standard PSG study was performed with at least 6 hours of sleep to confirm the presence or absence of OSA from the clinical subjects suspected of sleep apnea at the sleep center. The Institutional Review Board of CGMH approved the study protocol (No. 101-4968A3). The whole night signals were recorded by Alice 5 data acquisition system (Philips Respironics, Murrysville, PA). Standard signals, such as EEG signals (O1A2, O2A1, C3A2 and C4A1), oral-nasal airflows, piezo-based abdominal and thoracic movement signals, electrocardiogram (ECG), electromyography (EMG), and photoplethysmography (PPG), were recorded. We focus on the EEG signals here, which are recorded at the sampling rate 200 Hz. We collected 45 subjects. The overnight sleep stages for all 30 seconds epochs, including Awake, REM, N1, N2 and N3, are provided by two sleep experts. Among 45 subjects, there are 39 males and 6 females, and there are 3, 10 and 32 subjects with mild (5<AHI≤15), moderate (15<AHI≤30) and severe SAS (AHI>30) respectively. The ages of the mild, moderate and severe groups are 41 ± 7.93, 56.6 ± 13.2 and 50 ± 12, respectively. The average of sleep recording time is 6.16± 0.22 hours.
Results
We report the results of applying the proposed algorithm to the abovementioned two databases. To have a fair comparison, the commonly considered features from the spectrogram are considered. The spectrogram is evaluated by the pwelch method, and we consider two scenarios for the comparison. First, we take the features from the spectrogram for the training and testing in the learning step. Second, we apply the EIG and DM (or ADM) to estimate the intrinsic dynamics from the spectrogram.
Sleep-EDF database (SC*)
We start from showing the visualization of the intrinsic sleep features and the common intrinsic sleep features from 12 different subjects. See Figure 2 for Table 1 : Comparison matrix obtained from 20-fold leave-one-subject-out cross-validation on Fpz-Cz and Pz-Oz channels from the Sleep-EDF SC * database. The overall accuracy equals 82.66%, the macro F1 score equals 74.95% and Cohen's kappa equal 0.76. The training set consist of (a) the complete first-night recordings of 9 subjects and (b) their second-night recordings with class-balanced random sampling. a visualization of DM, ADM and multiview DM. Clearly, we see that Awake, REM, N2 and N3 stages are well clustered in all plots, while N1 is less clustered and tends to mixed up with other stages. Moreover, in ADM and multiview DM, we further see a "circle" with a hole in the middle, and the sleep stages are organized on the circle and follow the usual sleep dynamics pattern.
Since there are long periods of wakefulness at the start and the end of recordings, when a subject is not sleeping, [24] only includes 30 minutes of such periods just before and after the sleep periods. To have a fair comparison, we also follow this truncation rule in this work. In the end, the labeled epochs are imbalanced, with 42.4% epochs labeled N2 and only 6.6% epochs labeled N1.
We run the leave-one-subject-out CV with K = 9. For each subject in the testing set, we take epochs of nine most similar subjects collected during the first night into account, and balance classes by taking the epochs from the second night. The averaged confusion matrix of the proposed algorithm over 20 subjects is shown in Table 1 . The overall accuracy is 82.66% and the macro F1 is 74.95%, with Cohen's kappa 0.76. Note that the N1 prediction is relatively low compared with other stages. Particularly, the F1 is 33.1% and most N1 epochs are classified as REM or N2. This misclassification is related to the scattered N1 epochs in Figure 2 that can be visually observed, and it is the main reason to drag down the overall accuracy and macro F1. We also note that N3 is commonly classified wrongly as N2, Awake is commonly classified wrongly as N1, and REM is commonly classified wrongly as N2.
Authors of [22, 23, 24] handle the imbalanced data issue by setting the number of epochs per-stage per recording belonging the training data (consisting of 19 subjects) equal to the number of epochs of the least represented stage, N1. To have a fair comparison and test the stability of the proposed algorithm, we apply the same scheme. The averaged confusion matrix of the proposed algorithm over 20 subjects is shown in Table 2 . The overall accuracy is 82.3% and the macro F1 is 75.7%, with Cohen's kappa 0.758. Note that the N1 prediction accuracy is slightly better compared with that reported in Table 1 , while F1 
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. The ratios of the stages Awake, REM, N1, N2, and N3 are 17.1%, 18.7%, 3.3%, 47.4%, and 13.5% respectively. Each point corresponds to a 30-second epoch. Table 2 : Comparison matrix obtained from 20-fold leave-one-subject-out cross-validation on Fpz-Cz and Pz-Oz channels from the Sleep-EDF SC * database. The overall accuracy equals 82.3%, the macro F1 score equals 75.70% and Cohen's kappa equal 0.758. The training set consist of two-night recordings of the remaining 19 subjects with class-balanced random sampling, which is the same as the class balancing method used in [22, 23, 24] . being 37% is still relatively low.
To appreciate the importance of each step in the algorithm, we report the results when some steps of the algorithm are removed. We consider the following different combinations (confusion matrices not shown).
1. If we consider the spectral features directly from the spectrogram but not SST, and then apply sensor fusion to reorganize features, the overall accuracy equals 82.1%, the macro F1 score equals 72.3% and Cohen's kappa equal 0.748.
2. If the ADM is not applied to reorganize the synchrosqueezed EEG features, i.e., we apply HMM directly to predict sleep stages from the concatenated synchrosqueezed EEG features from two channels, the overall accuracy equals 79.7%, the macro F1 score equals 70.0% and Cohen's kappa equal 0.716.
3. If we do not use the local Mahalanobis distance to measure the similarity between synchrosqueezed EEG spectral features but the ordinary L 2 distance for sensor fusion, the overall accuracy is 73.6%, the macro F1 score is 65.6%, with Cohen's kappa 0.63.
4. If we only consider multiview DM to fuse information, the overall accuracy is 79% with the macro F1 score 71%. On the other hand, if we replace the sensor fusion step by a direct concatenation of intrinsic sleep features from both sensors, the overall accuracy is 63% with the macro F1 score 57%. This result is consistent with that reported in [33] .
5.
The above results are all based on two channels. If we only apply the analysis to the single Fpz-Cz channel; that is, we run HMM on the intrinsic sleep features extracted from Fpz-Cz, the overall accuracy equals 78.5%, the macro F1 score equals 67.9% and Cohen's kappa equal 0.701. If we take the single Pz-Oz channel, the overall accuracy equals 79.3%, the macro F1 score equals 70.3% and Cohen's kappa equal 0.71.
Compared these results with that reported in Table 1 , we see that the accuracy is consistently downgraded. Lastly, in Table 3 , we compare performance of the proposed algorithm and several reported algorithms validated by the leave-one-subject-out CV scheme.
Sleep-EDF database (ST*)
See Figure 3 for a visualization of ADM and multiview DM of the ST* database. While Awake, REM, N2 and N3 stages are still well clustered in all plots, compared with the normal subjects in SC* database, the separation and the "circle" are less clear.
We run the leave-one-subject-out CV with K = 9. The averaged confusion matrix of the proposed algorithm over 22 subjects is shown in Table 4 . The overall accuracy is 76.1% and the macro F1 is 71%, with Cohen's kappa 0.66. In this database, there are 10% epochs labeled as N1. Although it is slightly higher than that of SC * database, the prediction performance of N1 is 41.9%, which is still relatively low. Also, note that the prediction performance of N3 is lower, and a significant portion of N3 is mis-classified as N2. If we run HMM directly on the synchrosqueezed EEG spectral feature without running ADM, the overall accuracy becomes 64%, and the macro F1 score becomes 61% with Cohen's kappa 0.67. If we only consider multiview DM to fuse information, the overall accuracy is 75% with the macro F1 score 71%; if we replace the sensor fusion step by a direct concatenation of intrinsic sleep features from both sensors, the overall accuracy is 64% with the macro F1 score 61%. Again, the overall performance is downgraded.
CGMH database
See Figure 4 for a visualization of ADM and multiview DM of the CGMH database. Clearly, compared with those from the SC* and ST* databases, while the sleep stages Awake, REM, N2 and N3 are still well clustered, the "circle" does not exist.
We again run the leave-one-subject-out CV with K = 9. The averaged confusion matrix of the proposed algorithm over 45 subjects is shown in Table  5 . The overall accuracy is 63.2% and the macro F1 is 49.7%, with Cohen's kappa 0.45. At first glance, this result is not ideal. However, note that this database is composed of subjects with heterogeneous background, particularly the sleep apnea, and this classification result is consistent with the clinical finding that the more severe the sleep apnea is, the worse the consistency is among experts. Physiologically it is not surprising. The sleep dynamics of a subject with severe sleep apnea is impacted by the apnea events, and hence the more irregular pattern inside the EEG signal.
To have a closer look at this effect, in Figure 5 we show a scatter plot of prediction accuracy versus apnea-hypopnea index (AHI). The linear regression fit is ACC = −0.3AHI + 77.49 with r 2 = 0.3 and both the intercept and AHI covariate are statistically significant, with the significant level set to 0.05. This result shows that the higher the AHI is, the more severe the sleep apnea is. It 
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. The ratios of the stages Awake, REM, N1, N2, and N3 are 7%, 22%, 8%, 45%, and 18% respectively. Each point corresponds to a 30-second epoch. 
. The ratios of the stages Awake, REM, N1, N2, and N3 are 13.4%, 9.8%, 18.2%, 53.9%, and 4.7%, respectively. Each point corresponds to a 30-second epoch. is clear that higher the sleep apnea is, the lower the prediction accuracy is. For the 13 subjects with AHI≤30, the overall accuracy is 70.5%, the macro F1 score is 55.7%, and Cohen's kappa is 0.493. For the 32 subjects with AHI>30, the overall accuracy is 60.2%, the macro F1 score is 54.5%, and Cohen's kappa is 0.432. In this database, since we have more than 2 channels, we could take three channels, O1A2, O2A1 and C3A2, into account to obtain more sleep dynamics information and hence a better prediction accuracy. As predicted, the overall performance increases so that the overall accuracy is 68.4%, the macro F1 score is 54.8%, with Cohen's kappa 0.54 (confusion matrix not shown).
Discussion
The proposed feature, the common intrinsic sleep feature, is shown to well capture the geometric structure of the sleep dynamics. Specifically, by the modern nonlinear-type TF analysis and diffusion technique, the inaccessible intrinsic state represented by the common intrinsic sleep feature is then robustly recovered from the EEG signal. When combined common intrinsic sleep features with the learning algorithm HMM, we provide an accurate prediction model, and the result is at least compatible with, or better than, several state-of-theart algorithms. The state-of-the-art result we compare with depends on neural network (NN). While NN works well in general, it is often criticized to work as black boxes. For medical problems and datasets, due to the non-negligible portion of ambiguous annotations [38] , we need to be careful when interpreting its performance. The algorithm we proposed, on the other hand, has a clear and clean interpretation with solid mathematical supports. It is anyway interesting to ask if combining the designed feature extraction algorithm and NN could lead to a better prediction model, and we leave this problem to our future work. Although our overall prediction accuracy is compatible with the state-ofthe-art prediction algorithm in the Sleep-EDF SC* database, like [24] , we see that the prediction accuracy of N1 is relatively low by our algorithm (F1 is 37% by our method and 46.6% in [24] ), and this low N1 accuracy downgrades the overall accuracy. This low prediction rate of N1 is also seen in the Sleep-EDF ST* and CGMH databases. This low prediction rate partially comes from the relatively small size of N1 epochs, and partially comes from the algorithm and available channels. Based on the AASM criteria [1, 2] , to distinguish N1 and REM, we need electrooculogram and electromyogram, which are not available in the dataset. The EEG backgrounds of N1 and N2 are the same, and experts distinguish N1 and N2 by the K-complex or spindle, as well as the 3-minute rule. While the synchrosqueezed EEG spectral features capture the K-complex or spindle behavior, the 3-minute rule is not considered in the algorithm. Note that in order to handle the inter-individual variability for the inter-individual prediction, the temporal information among epochs is not fully utilized in this work. How to incorporate the temporal information into the algorithm will be explored in the future. Furthermore, while the vertex sharp is a common "landmark" indicating transition from N1 to N2, this feature is not always present and a rule-based approach is needed to include this temporally transient feature. On the other hand, it is well known that different EEG leads provide different information for N1. For example, the occipital lead has a stronger alpha wave strength, compared with the central lead, when transiting from wakefulness to N1. When there are multiple EEG leads, this lead information could be taken into account to further improve the accuracy. On the other hand, it is interesting to see how deep neural network approach can achieve 46.6% accuracy under the same condition. This suggests that some unclear distinguishable EEG structure of N1 that is not sensible by human can be efficiently extracted by the deep neural network framework proposed in [24] . Since the proposed features depend solely on the spectral information, we may need features of other category to capture this unseen N1 structure. Note that in addition to N1, the prediction performance of N3 is also lower in the Sleep-EDF ST* database, where the subjects take temazepam before data recording. It has been well known that in general benzodiazepine hypnotics [39] reduces the low frequency activity and enhances spindle frequency. Since our features are mainly based on the spectral information, a N3 epoch might look more like N2 epochs, and hence the confusion and the lower performance. This outcome emphasizes the importance of the drug history when design the algorithm.
The performance of the proposed algorithm in the CGMH database is lower than that in the Sleep-EDF database. While the prediction accuracies of awake and N2 are reasonable, the prediction accuracies of REM, N1 and N3 are all low. Specifically, REM and N1 are highly mixed with Awake and N2. Also, a significant portion of N3 is mis-classified as N2. The main reason is that all subjects in that database have sleep apnea of different degree of severity, which interrupts the sleep dynamics with different frequency. The low accuracy of N1 has been discussed above, and the same reason carries over here. It is well known that REM is vulnerable to apnea events and hence sleep dynamics fluctuation due to the lower arousal threshold. As a consequence, pathophysiologically, the fluctuation and transition among REM, N1 and Awake is frequent due to the apnea events. The transition can be so frequent that different features of different stages show up in one epoch. Due to these possible bizarre EEG patterns, sleep experts need a more delicate information to determine the sleep stage, including different channels and temporal information. For example, to determine arousal events from REM, the muscle activity information is necessary, but this information is not available to us. To distinguish N2 and REM, the temporal relationship of features of REM and N2 needs to be taken into account, but in our algorithm the temporal relationship is not used. These facts explain why REM gets confused with N1, Awake and N2. Ideally, since N3 has a distinguishable spectral behavior, we should be able to easily classify it. The low accuracy of N3 might come from the "fragile EEG pattern" of the interrupted N3 due to sleep apnea. For example, if an arousal event happens at 20-th second of a N3 epoch so that the last 10 seconds is filled in by the alpha wave, there delta wave information might be limited and the overall behavior of the epoch becomes similar to N2, particularly when a K complex happens. In short, the more sleep apnea events, the sleep dynamics is more frequently interrupted, and hence the fluctuation. This has been shown in Figure 5 . In short, while the proposed algorithm provides a reasonable prediction result for subjects with sleep apnea, it is not good enough, particularly for subjects with AHI greater than 30. Since sleep apnea is an influential factor of the sleep dynamics and the interaction between sleep dynamics and sleep apnea is intricate, a new analysis approach is needed. Probably we even need different sensor for this purpose, but this is out of the scope of the current paper and will be explored in our future work.
In Figures 2, 3 and 4 , we show the underlying geometric structure of the sleep dynamics captured by the proposed algorithm -the awake, REM, N2 and N3 are well clustered, with N1 scattered around awake, REM, and N2. Furthermore, in Figures 2, 3 , we can even visualize a "circle", while it is less clear in Figure 3 . An interesting physiological finding from these plots is the close relationship between N3 and awake. Note that the same result is also shown in Figure 1 . This geometric relationship indicates the similarity between the common intrinsic sleep features of N3 and awake stages. This similarity comes from the well known fact that before arousal, particularly across the descending part of sleep cycles and in the first cycle, we can observe the "deltalike burst" that mimics the delta wave specific for N3 stages [40, 41] . Note that epochs from one subject are used to generate Figure 1 , and 12 different subjects are pooled together to generate Figures 2 and 3 , and we see the same geometric structure. This finding indicates that this distribution is consistent across subjects. On the other hand, due to the sleep apnea disturbance, this "circle" no longer exists. This indicates the interruption of sleep dynamics by sleep apnea and hence the frequent random transition from one sleep stage to another.
One main clinical application of sleep dynamics prediction is for a more accurate sleep apnea screening. With the sleep stage information, the apneahypopnea index could be calculated. For that purpose, it is a common consensus to consider fewer channels for the patient to wear. While more channels provide more information, they may disturb the sleep. The respiratory flow is a common channel that people consider to screen the sleep apnea at home. In addition to provide the sleep apnea information, it has been known that the respiratory flow signal also contains abundant information about the sleep stage, which is based on different physiological mechanism compared with the EEG signal [42] . In this scenario, the proposed algorithm has the potential to incorporate the information hidden in the flow signal and design a more accurate prediction system.
In this work, for each given subject, we take the age into account to find "similar subjects" to train the model to automatically annotate the sleep stage of the given subject. This choice is based on the limitation of the available databases. This idea allows us to establish a "self-evolving" artificial intelligence system for the automatic annotation purpose. What we considered in this paper is a special case of the general picture. Note that the inter-individual variability among individuals is inevitable, and this variability is the main obstacle toward a self-evolving system that can self-learn like a human being. Our solution is respecting the physicians' decision making process and clinical experience to build up the system. Specifically, in this paper we take the impact of age on the sleep dynamics [35] and EEG signal [36, 37] into account. Another benefit of this phenotype based approach is its flexibility for the growing database. While it is widely believed that the larger the database is, the more accurate model we can establish, we should take the limited computational resource into account. By only choosing those subjects sharing similar phenotype to establish the prediction model, the computational efficiency can be achieved. To further validate and develop this proposed self-evolving system, in the future study we will include the electrical health record information, and mimic physicians' decision-making rules to determine the similarity between subjects.
Despite the strength of the proposed method, the discussion is not complete without mentioning its limitations. While we testes the algorithm on two databases, and compare our results with those of state-of-the-art algorithms, those databases are small. To draw a conclusion and confirm its clinical applicability, a large scale and prospective study is needed. While with two channels our algorithm could outperform that reported in [24] that depends on only one channel, when we have only one channel, our algorithm does not perform better (For Fpz-Cz, the accuracy and F1 of our algorithm are 78.5% and 67.9%, while the accuracy and F1 reported in [24] are 82% and 76.9%. For Pz-Oz, the accuracy and F1 of our algorithm are 79.3% and 70.3%, while the accuracy and F1 reported in [24] are 79.8% and 73.1%). As discussed above, this limitation comes from the poor features for N1 classification. We need to find features that can better quantify N1 dynamics, and better understand how and why the deep neural network achieves the accuracy. Although extended theoretical understandings of applied algorithms have been established in the past decade, there are still open problems we need to explore. For example, the statistical property of SST on EEG and the relationship between ADM and multiview DM. Particularly, while ADM and multiview DM look similar, they are developed under different motivations, and the consequence is never discussed. Another open problem is how to take the temporal information into account when we deal with the inter-individual prediction. Note that in the current algorithm, although the temporal relationship of epochs is considered in the HMM model, it is not taken into account to design the feature. The above mentioned limitations will be studied and reported in the future work.
Conclusion
A novel sleep stage prediction algorithm based on nonlinear-type time-frequency analysis and diffusion geometry with solid mathematical background and interpretable features based on two channel EEG signals is proposed and tested on two databases. In addition to visually seeing the relationship between different sleep stages, the prediction result suggests its potential in practical applications.
Supplement to
"Diffusing synchrosqueezed EEG spectrum -a novel unsupervised exploration of intrinsic sleep dynamics"
by Gi-Ren Liu and Yu-Lun Lo and Yuan-Chung Sheu and Hau-Tieng Wu SI.7. More discussion of SST
In this section, we provide a continuous version of SST. For a given recorded EEG signal f , its STFT is defined by
where h is the chosen window, t ∈ R is the time, and ω ∈ R is the frequency. As a complex-valued function, the local phase information of f could be approximated by
Intuitively, the phase function records the number of oscillations, and this intuition leads us to calculate the following reassignment rule:
where means taking the imaginary part. The spectrogram of f is finally sharpened by re-allocating the coefficients of the spectrogram according to the reassignment rule:
where ξ > 0 is the frequency. Intuitively, at each time t, we identify all spectrogram entities that contain oscillatory components at frequency ξ by δ |Ω , and put all identified entities in the (t, ξ) slot. We call S (h) f (t, ξ) the synchrosqueezed EEG spectrogram. In addition to providing a sharp and concentrated spectrogram, it has been proved in [13] that SST is robust to different kinds of noise. This property is desirable since the EEG signal is commonly noisy. For theoretical developments and more discussions, we refer readers to [11, 12, 13] .
To have a better insight of the SST algorithm, look at the following toy example. Take a harmonic function f (t) = e i2πω0t , where ω 0 > 0 is constant.
SI.1
By a direct calculation, we have V
From (SI.15), we know that the instantaneous frequency of f (t) can be recovered from the phase information of V
Sg(ω,t) , which means that the spectra energy near ω is spread from ω − Im 1 2πH
for any t > 0. Thus, to obtain a sharp spectrogram, we only need to reallocate the spectrogram to the right frequency ω 0 . And this motivates the design of the SST.
The numerical algorithm detailed in Section 2.1 in the main article is a direct discretization of the above-mentioned continuous setup for SST, and hence the synchrosqueezed EEG spectrogram.
SI.8. Summary of mathematical theory beyond diffusion map
Graph Laplacian based algorithms have attracted a lot of attention in the supervised learning society. Diffusion map [14] is one of those successful algorithms. To better understand the theoretical foundation of DM, in the past decade, several works have been done based on the differential geometry framework; see, for example, [27, 43, 44, 45, 46, 47, 28, 48, 49, 50, 51, 52, 29] . In this section we summarize those theoretical results.
Supposing a data set X = {x i } n i=1 ⊂ R p is independently and identically sampled from a random vector X with the range supported on a low dimensional manifold embedded in R p with some mild conditions; for example, the manifold is smooth, the metric g is induced from R p and could be well approximated from the dataset and the sampling density function is smooth enough. When n → ∞, the transition matrix A defined in (7) in the main article converges to a continuous diffusion operator defined on the manifold when the metric is chosen to be d(x i , x j ) = x i − x j R p . If the sampling scheme is uniform, we can further approximate the Laplace-Beltrami operator of the manifold, denoted as ∆ g , when → 0; if the sampling scheme is non-uniform but smooth enough, by estimating the density function we could correct the diffusion process by the α-normalization scheme proposed in [14] , and again approximate the LaplaceBeltrami operator of the manifold when → 0. The convergence happens both in the pointwise sense and spectral sense [51, 52, 29] . Therefore, we can view the eigenvectors and eigenvalues of A as approximation of the eigenfunctions and eigenvalues of the Laplace-Beltrami operator associated with the manifold.
With the Laplace-Beltrami operator, we could apply the spectral embedding theory [53, 27] to embed the manifold (and hence the data) using the eigenfunctions of the diffusion operator. Specifically, if we have ∆ g f l = −λ l f l , where λ 1 = 0 < λ 2 ≤ λ 3 , . . ., the spectral embedding is defined as
where t > 0 is the diffusion time, and c is a constant depending on t. Note that the embedding defined in (8) in the main article is a discretization of φ t . We also define D t (x, y) = φ t (x)−φ t (y) 2 to be the diffusion distance. This embedding SI.2 allows us to reveal the geometric and topological structure of the manifold, and hence the structure of the dataset. In particular, it is shown in [27] that φ t is an almost isometric embedding when t is small enough; in [54] , it is shown that the local geodesic distance of the manifold could be well approximated by the diffusion distance, when the diffusion time is long enough compared with the geodesic distance. Lastly, when combined with the finite dimensional embedding result of the spectral embedding theory of the Laplace-Beltrami operator shown in [49, 50] , we could guarantee that with a finite sampling points, when n is large enough, we can reconstruct the manifold with a given accuracy. This is the embedding property that we expect to reorganize the dataset. The ability to reconstruct the underlying intrinsic structure is not the only significant strength of DM. It has been shown in [30, 26] that DM is also robust to noise in the following sense. Suppose the data point y i ∈ Y comes from contaminating a clean sample x i by some noise ξ i . Suppose ξ i satisfies some mild conditions, like the finite variance and the noise level is reasonably controlled. Note that we do not require ξ i to be identical from point to point. Denote the transition matrix built up from {y i } n i=1 as W (noisy) . Under this condition, the deviation of W (noisy) from W is well controlled by the noise level in the norm sense. Thus, we conclude that the eigenvectors of W (noisy) with sufficiently large eigenvalues could be well reconstructed from W . This is the robustness property we expect from DM to analyze the noisy data.
With the embedding property and the robustness property, we can well approximate the underlying geometric structure from the noisy dataset. To show this, recall that the clean points {x i } n i=1 are sampled from a manifold as discussed above. By the Weyl's law [53] , and spectral convergence of DM, the eigenvalues of W 0 decays exponentially fast. Therefore, by the robustness property, the first few eigenvectors and eigenvalues could be well reconstructed. However, the eigenvectors with small eigenvalues will be highly contaminated. Since eigenvalues of the clean data decay fast, those eigenvectors with small eigenvalues are not that informative from the spectral embedding viewpointalthough DM is a nonlinear map, whend is chosen large enough, the finite dimensional embedding result guarantees that we can reconstruct the manifold, and hence DM is an almost isometric embedding. Therefore, we conclude that DM with the truncation scheme allows us to a well reconstruction of the clean data up to a tolerable error. We call this property the recovery property.
SI.9. Local Mahalanobis distance and empirical intrinsic geometry
To recover the intrinsic sleep dynamics, we need a sophisticated metric to organize the synchrosqueezed EEG spectral features. In this paper, we consider the local Mahalanobis distance as the metric. To motive how the local Mahalanobis distance is designed and how it is incorporated into the inter-individual prediction framework, below we review the dynamics system model, the empirical intrinsic geometry (EIG) model [31, 32] . Then we show how to generalize the EIG model to carry out the inter-individual sleep dynamics prediction, and detail the desired local Mahalanobis distance. where cut(U 1 , U 2 ) := i∈U1,j∈U2
andD is a diagonal matrix, whose i-th diagonalD i,i entry represents the degree of the i-th vertex; that is,D i,i = 2J j=1 M i,j . Given two disjoint sets U 1 and U 2 with V = U 1 ∪ U 2 , the generalized partition vector q = [q j ] j=1,...,2J ∈ R 2J×1 is defined by
(SI. 28) It is shown in [34, Theorem 3] that
which implies that the problem of finding a balanced partition with small cut value can be relaxed and cast as an eigenvalue problem as follows
The minimizer of (SI.30) is the eigenvector ofD −1 M corresponding to the second largest eigenvalue q 2 , and the bipartition is achieved by running k-mean on {q 2 (i)} 2J i=1 ⊂ R with k = 2. The first J entries of q 2 (as well as other eigenvectors) are associated with the clustering of the first sensor, and the last J entries are associated with the clustering of the second sensor. The result is the "co-cluster" of the two sensors. To co-cluster vertices associated with two sensors into more than two clusters, or usually called multiway clustering, we can directly generalize the whole idea, including the normal cut functional and the spectral clustering. Then take 2k eigenvectors, q 2 , . . . , q 2k+1 , into account and run k-mean on
The theoretical guarantee based on the generalized Cheeger's inequality is provided by [59] .
In this work, for two EEG sensors x and y, we define the affinity matrix M by taking the product of affinities of two sensors by
where W x and W y are the affinity matrices corresponding to the first and second channel, respectively. Note that the (i, j)-th entry of W x W y describes how similar the information of i-th epoch captured by the x channel and the information of j-th epoch captured by the y channel. Denote q l to be the l-th eigenvector ofD −1 M . By the above discussion, we know that q 2 (i), · · · qd +1 (i) provide the co-clustering information of the i-th epoch captured by the x channel, and q 2 (J + i), · · · , qd +1 (J + i) provide the co-clustering information of the i-th epoch captured by the y channel. Since both channels provide information, for each i ∈ {1, . . . , J}, we consider a concatenation of both, [q 2 (i) · · · qd +1 (i) q 2 (J + i) · · · qd +1 (J + i)] , to be the feature of the sleep dynamics of the i-th epoch. Note that this approach is exactly the same as the multiview DM [17] when there are two sensors. Note that the multiview DM is more general than simply co-clustering since it can fuse information from multiple sensors. Its theoretical property and its relationship with other algorithms will be explored in the future work.
SI.11. Hidden Markov Model (HMM)
In general, a HMM can be viewed as a doubly embedded stochastic sequence with a sequence that is not observable (hidden-state sequence) and can only be observed through another stochastic sequence (observable sequence). An HMM can be fully specified by the hidden-state space, the hidden-state transition matrix, the observation space, the emission probability matrix, and the initial status. From the training dataset, the HMM could be established as a prediction model for the testing dataset. Below, we provide a summary of the HMM and its numerical details.
SI.11.1. Summary of HMM
The hidden-state space S consists of five sleep stages: Awake, REM, N1, N2, and N3. To simply the notation, we label Awake, REM, N1, N2 and N3 by 1, 2, 3, 4 and 5, respectively; that is, S = {1, . . . , 5}. The sleep stage on the j-th epoch is viewed as a random variable S j , whose realization is denoted by s j ∈ S. Assume that the time series {S 0 , S 1 , S 2 , ...} is homogeneous and the hidden-state transition matrix M := (m ij ) 1≤i,j≤5 satisfies m ij = P (S t+1 = j | S t = i).
(SI.32)
By the homogeneous assumption, the probability of hidden-state transition on the right hand side of (SI.32) can be estimated by the number of transitions from state i to state j normalized by the number of transitions from state i, i.e., m ij = #{t: st=i,st+1=j} #{t: st=i} . The common intrinsic sleep features F x,y = {v j } J j=1 can be viewed as our observation for the hidden-state sequence {s j } J j=1 . We create a codebook to quantize {v j } J j=1 and define the observation state space by the Linde-Buzo-Gray (LBG) algorithm [60] . Denote the codebook as O for the observation state space, which is represented by symbols {1, 2, . . . , |O|}, where |O| is the cardinality of O. Based on the above vector quantization, we have an observable time series {O 1 , O 2 , . . . , O J }, where O j is the random variable describing the observation at the j-th epoch, which takes a value from the codebook O. The realization of O j is denoted as o j .
SI.8
Consider the emission probability E := (e j (k)) j∈S,k∈O to quantify the probability of observing state k from the j-th hidden state, and assume the following relationship e j (k) = P (O t = k | S t = j).
(SI.33)
Based on the time-homogeneous assumption, E can be estimated by the accumulated number of times in hidden state j and simultaneously observing symbol k normalized by the number of times in hidden state j; that is,ê j (k) = Also we have the Markov property for this chain.
SI.11.2. Numerical details of HMM
Given the trained HMM, that is, the estimated hidden-state transition matrix, the estimated emission probability matrix, and the initial status, we now detail an algorithm to estimate the sleep stages of the testing subject T := {v 1 , . . . , v J }, where J is the number of epochs. By the codebook, T is vectorquantized into {o 1 , . . . , o J }. By Markov property, our goal is to find the most possible sequence of hidden states for the testing subject i.e., a path (s * 1 , . . . , s * J ) that maximizes the probability This fact motivates us the following algorithm to find ν t (j). First of all, for t = 1, ν 1 (j) = P (o 1 , S 1 = j) = m s0j e j (o 1 ) = m 1j e j (o 1 ), where j ∈ S. For t = 2, for t = 2, . . . , J and j ∈ S. Denote the maximizer of the right hand side of (SI.39) by V (j, t+1), which can be interpreted as the best relay point connecting the node S t+1 = j with the most likely path that emits the symbols o 1 , . . . , o t+1 . With {V (·, t)} t=1,...,J+1 , we can find the optimal path from the state F at time index J + 1 iteratively as follows: For details, see [18] .
SI.10
