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Abstract
The two-user multiple-input multiple-output (MIMO) fast-fading interference channel (IC) with an arbitrary
number of antennas at each of the four terminals is studied under the settings of Shannon feedback, limited Shannon
feedback, and output feedback, wherein all or certain channel matrices and outputs, or just the channel outputs,
respectively, are available to the transmitters with a finite delay. While for most numbers of antennas at the four
terminals, it is shown that the DoF regions with Shannon feedback and for the limited Shannon feedback settings
considered here are identical, and equal to the DoF region with just delayed channel state information (CSIT), it
is shown that this is not always the case. For a specific class of MIMO ICs characterized by a certain relationship
between the numbers of antennas at the four nodes, the DoF regions with Shannon and the limited Shannon
feedback settings, while again being identical, are strictly bigger than the DoF region with just delayed CSIT. To
realize these DoF gains with Shannon or limited Shannon feedback, a new retrospective interference alignment
scheme is developed wherein transmitter cooperation made possible by output feedback in addition to delayed
CSIT is employed to effect a more efficient form of interference alignment than is feasible with previously known
schemes that use just delayed CSIT. The DoF region for just output feedback, in which each transmitter has delayed
knowledge of only the receivers’ outputs, is also obtained for all but a class of MIMO ICs that satisfy one of two
inequalities involving the numbers of antennas.
Index Terms
Degrees of freedom, delayed CSIT, feedback, interference channel, interference alignment, MIMO, Shannon
feedback.
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2I. INTRODUCTION
THE characterization of the capacity of channels with feedback, where the channel outputs are known to thetransmitter(s) with a finite delay, is a classical problem in information theory. For example, it is well known
that feedback can not increase the capacity of a memoryless point-to-point channel [1]. Moreover, feedback can
not increase the capacity of a point-to-point channel with additive, correlated Gaussian noise by more than one bit
[1]. Interestingly, multi-user channels exhibit a different behavior. In particular, feedback can enhance the capacity
of even the memoryless multiple access channel (MAC) [2], [3] but again this improvement is bounded for the
Gaussian MAC [3]. There has also been much interest in characterizing the capacity region of other memoryless
networks with feedback such as the broadcast channel (BC) [4]. However, due to the apparent intractability of such
problems for more complex topologies, capacity approximations have been sought. Of these approximate capacity
metrics, the degrees of freedom (DoF) region has received considerable attention. The DoF region denotes the
rate of growth of the capacity region with respect to the logarithm of the signal-to-noise ratio (SNR) in the limit
of asymptotically high SNR. For example, it can be deduced from [5] that for the 2-user Gaussian MIMO IC
output feedback can not enhance the DoF region when there is perfect and instantaneous CSIT. In [6], the feedback
capacity region is characterized to within a constant gap of 2 bits for the single-antenna (or SISO) IC. Further, it is
well known that feedback fails to improve the DoF regions of the Gaussian MIMO MAC and the Gaussian MIMO
BC. It is not yet known if there are networks with instantaneous CSIT for which (output) feedback enhances the
DoF region.
While the DoF of networks under the idealized assumptions of perfect, often global, and instantaneous CSIT have
been well studied for numerous networks, the much more conservative setting of isotropic fading with transmitters
having no CSIT has recently been extensively studied as well [7]–[14]. Networks without CSIT but with (output)
feedback have also been considered from which it is known that in the absence of CSIT feedback can enhance the
DoF regions of the K-user BC [15]–[17], the 2-user SISO X channel [18], and 3-user SISO IC [10], [18]. Thus,
unlike the instantaneous CSIT case, feedback can be beneficial even from the DoF perspective when there is no
CSIT. This suggests that the benefit of feedback depends critically on the availability of CSIT since it is vastly
different at the two extremes of having instantaneous CSIT and having no CSIT whatsoever.
Moving beyond models that are either too idealized on the one extreme, or too conservative on the other, we
consider here the delayed CSIT model wherein the channel state varies independently across time and the transmitters
know perfectly the past channel states (cf. [15], [16], [18]). For such a setting we investigate the question of whether
output feedback can improve the DoF region. Clearly, this question can be definitively answered only for networks
for which the DoF with (just) delayed CSIT are known, of which there are but few. Of all networks for which
the DoF are known except for the MIMO IC, this question has so far been answered in the negative. In particular,
it is known that with delayed CSIT output feedback can not increase (a) the sum-DoF of the K-user MISO BC
with at least K transmit antennas [15], (b) the DoF region of the 2-user MIMO BC [16], (c) the sum-DoF of the
3-user MIMO BC with N antennas at all three receivers and at most 2N antennas at the transmitter [17] and (d)
the 2× 2× 2 interference network [19].
The only other exact characterization for the DoF region with (just) delayed CSIT is provided by the authors in
[20] for the two-user MIMO IC with an arbitrary number of antennas at each of the four terminals. Consequently,
by obtaining the complete DoF region of this general two-user MIMO IC with delayed CSIT and output feedback
(i.e., under Shannon feedback), and showing that for some cases there is a strict enhancement of the DoF region
over that with just delayed CSIT, we answer the question of whether output feedback can enhance the DoF region
of a network with delayed CSIT for the first time in the affirmative.
In particular, it is shown here that if Mi and Ni, respectively, denote the number of antennas at the ith transmitter
and the ith receiver of a two-user MIMO IC, then the DoF region with Shannon feedback is strictly bigger than
the corresponding delayed-CSIT DoF region, if and only if one of the two inequalities, namely,
M1 > N1 +N2 −M2 > N1 > N2 > M2 > N2N2 −M2
N1 −M2
or its symmetric counterpart (obtained by switching the user indices), holds. For MIMO ICs for which neither of
these two inequalities holds output feedback does not improve the delayed CSIT DoF region.
To derive our main result, we first obtain an outer-bound to the DoF region with Shannon feedback. This outer
bound is then shown to be achievable for all but the above described class of MIMO ICs using just delayed
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Fig. 1. The (M1,M2, N1, N2) MIMO IC with Shannon Feedback
CSIT. For the class where the DoF region is strictly larger than that with delayed CSIT, we develop a new
retrospective interference alignment scheme in which each transmitter – using the side information available to it –
reconstructs and transmits the previously transmitted signal of the other transmitter to provide an opportunity to its
paired receiver to cancel the interference it encountered at a previous time instant, while simultaneously delivering
new useful linear combinations to the unpaired receiver. Consequently, Shannon feedback induces a new form of
transmitter cooperation which is key to realizing the DoF gains attainable with Shannon feedback over that with
just delayed CSIT.
Moreover, it is seen that to achieve this more efficient interference alignment all of the channel matrices and
outputs are not needed at both transmitters. In particular, two limited Shannon feedback settings are described that
are sufficient to achieve the DoF region with Shannon feedback. It is also observed that if in addition to delayed
CSIT the feedback is allowed to be some designable function of past channel outputs and states, a setting that is
more optimistic than Shannon feedback, the DoF region doesn’t expand over that of the DoF region in the Shannon
feedback case. Furthermore, with just output feedback without any form of CSIT, it is shown that the DoF region
is the same as that for delayed CSIT with the exception of a class of MIMO ICs characterized by one of two
inequalities involving the numbers of antennas at the four terminals. For this class, the DoF region remains an open
problem at this time.
The rest of the paper is organized as follows. Section II-A describes the model of MIMO IC under various
assumptions about feedback, states the main results of this work on the DoF regions under these assumptions and
provides an example of the new retrospective interference alignment scheme. Proofs of the results are contained in
Sections III and IV and the appendix.
II. CHANNEL MODELS, MAIN RESULTS, AND IA WITH SHANNON FEEDBACK
In Section II-A, the MIMO IC model with Shannon feedback, limited Shannon feedback, output feedback and
designable Shannon feedback are described. Section II-B contains the main results on the DoF regions under these
settings. In Section II-C, we discuss how interference alignment can be achieved with Shannon and limited Shannon
feedback. Section II-D provides some insight on the main results.
A. The MIMO IC with Shannon Feedback
The MIMO IC consists of two transmitters, denoted as T1 and T2, and their corresponding receiver, labeled R1
and R2, respectively, as in Fig. 1. The (M1,M2, N1, N2) MIMO IC is defined via the input-output relationships
Y1(t) = H11(t)X1(t) +H12(t)X2(t) +W1(t), (1)
Y2(t) = H21(t)X1(t) +H22(t)X2(t) +W2(t), (2)
where, at time t, Yi(t) ∈ CNi×1 is the signal received by the ith receiver; Xi(t) ∈ CMi×1 is the signal transmitted
by the ith transmitter; Hij(t) ∈ CNi×Mj is the channel matrix between the ith receiver and the jth transmitter;
4Fig. 2. Comparison of the DoF regions of a MIMO IC
Wi(t) ∈ CNi×1 is the additive white Gaussian noise at the ith receiver; and there is a power constraint of P on
the transmit signals, i.e., E||Xi(t)||2 ≤ P ∀ i, t.
For simplicity, we study here the case of additive white Gaussian noise, i.e., all entries of Wi(t), i = 1, 2, are
independent and identically distributed (i.i.d.) according the complex normal distribution with zero-mean and unit-
variance (denoted, henceforth, as CN (0, 1)). Further, we assume that the channel matrices are i.i.d. Rayleigh faded,
i.e., all elements of all channel matrices are i.i.d. according to CN (0, 1) distribution (denoted as i.i.d. ∼ CN (0, 1)).
Next, it is assumed that the realizations of additive noises and channel matrices are i.i.d. across time and that they
are mutually independent of each other.
Throughout this paper, both receivers are taken to know all channel matrices perfectly. Since there is no delay
constraint on decoding it is assumed, without loss of generality, that CSI is available instantaneously to the receivers.
Further, all terminals are always assumed to know the distribution of the channel matrices.
We start by defining the term Shannon feedback (cf. [18]) and later consider other types of feedback. Here,
the two transmitters are assumed to know the channel matrices and the channel outputs perfectly with a finite
delay. This delay is taken to be of 1 symbol time without loss of generality. In particular, the channel matrices
{Hij(t)}2i,j=1 and the channel outputs Y1(t) and Y2(t) are taken to be known perfectly to both transmitters at time
t+ 1.
Notation: For n ≥ 0, H(n) 4= {H11(t), H12(t), H21(t), H22(t)}nt=1 if n ≥ 1 and H(n) = φ (φ = some constant)
if n = 0. Similarly, for each i ∈ {1, 2}, Y i(n) = {Yi(t)}ni=1 if n ≥ 1 and Y i(n) = φ if n = 0.
Let M1 and M2 be two independent messages to be sent by T1 and T2, respectively, over a block length of n,
where the message Mi is intended for the ith receiver. It is assumed that Mi is distributed uniformly over a set
of cardinality 2nRi(P ), Ri(P ) ≥ 0, when there is a power constraint of P at the transmitters. A coding scheme for
blocklength n consists of two encoding functions f (n)i = {f (n)i,t }nt=1, i = 1, 2, such that
Xi(t) = f
(n)
i,t
(
Mi, H(t− 1), Y 1(t− 1), Y 2(t− 1)
)
with E||Xi(t)||2 ≤ P ∀ i, t,
and two decoding functions such that
Mˆi = g(n)i
(
Y i(n), H(n)
)
where i ∈ {1, 2}.
A rate tuple
(
R1(P ), R2(P )
)
is said to be achievable if there exists a sequence (over n) of coding schemes such
that probability of M1 6= Mˆ1 or M2 6= Mˆ2 tends to zero as n→∞.
The capacity region C(P ) is defined to be the set of all achievable rate tuples (R1(P ), R2(P )) when the power
constraint at the transmitters is P . The DoF region with Shannon feedback is defined as
DS
4
=
{
(d1, d2) ∈ R2+
∣∣∣ ∀ (w1, w2) ∈ R2+,
w1d1 + w2d2 ≤ lim sup
P→∞
1
log2 P
[
sup(
R1(P ),R2(P )
)
∈C(P )
{
w1R1(P ) + w2R2(P )
}]}
,
5where R2+ denotes the set of pairs of non-negatives real numbers, and lim supP→∞ stands for the limit superior
[21] as P →∞. It can be easily proved that the DoF region DS is closed [21] and convex [1].
Consider next the MIMO IC under four other settings defined below.
• Designable Shannon feedback: both transmitters know the channel matrices {Hij(t)}i,j and modified channel
outputs Y˜1(t) and Y˜2(t) at time t + 1 (in general, with some finite delay), where, for each i ∈ {1, 2},
Y˜i(t) ∈ CNi×1 is a deterministic function of Y i(t) and H(t).
• Limited Shannon feedback of Type 1: each transmitter knows the other receiver’s incoming channels and
outputs with some delay (which, without loss of generality we take to be 1 time unit), i.e., the ith transmitter
knows the channel matrices Hji(t) and Hjj(t) and the received signal Yj(t) all at time t + 1, for each
(i, j) ∈ {(1, 2), (2, 1)}.
• Limited Shannon feedback of Type 2: each transmitter is provided at each time its own receiver’s outputs as
well as the four channel matrices, all with some delay (which, without loss of generality we take to be 1 time
unit); i.e., the ith transmitter knows Yi(t) and {Hjk(t)}2j,k=1 at time t+ 1.
• Output feedback: both transmitters know the channel outputs Y1(t) and Y2(t) at time t + 1 (or, in general,
with a delay of finite number of time slots) but they have no knowledge of channel matrices whatsoever.
The DoF regions of the MIMO IC under these settings can be defined in analogous manner to that with Shannon
feedback, and are denoted, respectively, as DdS, DlS1, DlS2, and Dop. Since the designable Shannon feedback
setting is stronger than that of Shannon feedback and the limited Shannon feedback and output feedback settings
are weaker, we have that
DdS ⊇ DS ⊇ DlS1, DS ⊇ DlS2, DS ⊇ Dop.
Furthermore, the conditions of delayed CSIT, instantaneous CSIT, and instantaneous CSIT with output feedback
are defined as follows:
• delayed CSIT: the channel matrices {Hij(t)}2i,j=1 are known to the transmitters at time t+ 1;
• instantaneous CSIT: the channel matrices {Hij(t)}2i,j=1 are known to the transmitters instantaneously (i.e., at
time t); and
• instantaneous CSIT and output feedback: the channel matrices {Hij(t)}2i,j=1 are known to the transmitters at
time t, and additionally, they know the channel outputs Y1(t) and Y2(t) at time t+ 1.
The DoF regions corresponding to these three assumptions can again be defined analogously, and are denoted,
respectively, as DdCSI, DiCSI, and DiCSI&op. Clearly,
DdCSI ⊆ DiCSI, DS ⊆ DiCSI&op.
B. Main Results
The characterization of DiCSI&op below asserts that, in the presence of instantaneous CSIT, output feedback can
not improve the DoF region.
Lemma 1: For the MIMO IC with i.i.d. Rayleigh fading, the DoF region with instantaneous CSIT and output
feedback is given by
DiCSI&op =
{
(d1, d2)
∣∣∣0 ≤ d1 ≤ min(M1, N1), 0 ≤ d2 ≤ min(M2, N2)
d1 + d2 ≤ min
[
M1 +M2, N1 +N2,max(M1, N2),max(M2, N1)
]}
.
Moreover, DiCSI = DiCSI&op.
Proof: See Appendix A.
6Definition 1: The region DSouter is defined as
DSouter
4
=
{
(d1, d2)
∣∣∣ L0i 4= 0 ≤ di ≤ min(Mi, Ni), i = 1, 2;
L1
4
=
d1
min(N1 +N2,M1)
+
d2
min(N2,M1)
≤ min(N2,M1 +M2)
min(N2,M1)
;
L2
4
=
d1
min(N1,M2)
+
d2
min(N1 +N2,M2)
≤ min(N1,M1 +M2)
min(N1,M2)
;
L3
4
= d1 + d2 ≤ min
[
M1 +M2, N1 +N2,max(M1, N2),max(M2, N1)
]}
.
Note that the first two bounds on d1 and d2 have been denoted as L01 and L02 respectively; while the last three
bounds on the weighted sums of d1 and d2 are denoted respectively by L1, L2, and L3.
Theorem 1 (Outer-Bound with Shannon feedback): For the MIMO IC with i.i.d. Rayleigh fading, the DoF
region with Shannon feedback is outer-bounded by the region DSouter, i.e.,
DS ⊆ DSouter.
Proof: See Section III.
Definition 2: For a given i ∈ {1, 2}, Condition i is said to hold whenever the inequality
Mi > N1 +N2 −Mj > Ni > Nj > Mj > NjNj −Mj
Ni −Mj
holds for j ∈ {1, 2} with j 6= i.
Clearly, the two conditions are symmetric counterparts of each other. Moreover, the two conditions can not be true
simultaneously. Condition i can not hold if Nj ≥ Ni.
Theorem 2 (The DoF Region with Shannon feedback): For the MIMO IC with i.i.d. Rayleigh fading, the
DoF region with Shannon feedback is equal to the region DSouter, i.e.,
DS = DSouter.
Proof: It is sufficient to prove that the region DSouter is achievable when there is Shannon feedback. We assume
without loss of generality that N1 ≥ N2 (note, under this assumption, that Condition 2 can not hold).
Suppose Condition 1 does not hold. Then from [20, Theorem 2], we observe that
DSouter = D
dCSI,
so that the theorem follows by noting that DdCSI ⊆ DS ⊆ DSouter.
Thus, it is only required to show that the region DSouter is achievable when Condition 1 holds. The detailed proof
is given in Section IV.
The basic idea behind the interference alignment (IA) based achievability scheme developed in Section IV to
prove the above theorem is illustrated via an example in Section II-C which shows that DS 6= DdCSI and provides
insight as to why the DoF regions are not always identical. Further, Section II-D compares the techniques used to
achieve IA under Shannon feedback and under delayed CSIT.
Remark 1 (Comparison of DS and DdCSI): Using Theorem 2 above and [20, Theorem 2], we observe that
DS 6= DdCSI if and only if Conditions 1 or 2 hold. In other words, in the presence of delayed CSIT, output feedback
helps in improving the DoF region only when Conditions 1 or 2 hold.
Remark 2: Using Lemma 1, we observe that output feedback can not enhance the DoF region when there is
instantaneous CSIT. In contrast, output feedback improves the DoF region when there is just delayed CSIT.
The next two corollaries extend the above results to MIMO ICs with limited Shannon feedback of Type I and
Type II, just output feedback and with designable Shannon feedback.
7Corollary 1: For the MIMO IC with i.i.d. Rayleigh fading, we have
DlS1 = DlS2 = DdS = DS.
Proof: See Appendix B-A.
Corollary 2: For the MIMO IC with i.i.d. Rayleigh fading, we have
Dop = DS,
if neither of the following two inequalities hold: min(M1, N1) > N2 > M2 and min(M2, N2) > M1 > N1.
Proof: See Appendix B-B
Thus, the above corollary yields the DoF region with output feedback for a large class of MIMO ICs. When one
of the above two conditions holds the DoF region with output feedback is not known.
Following the submission of a conference version of this work, and simultaneously with its publication in [22],
Tandon et. al. reported the DoF region for limited Shannon feedback of Type II in [23].
C. Retrospective Interference Alignment with Shannon Feedback
With Theorem 2 in hand, we know that DS ⊃ DdCSI in general. However, the proof of this theorem is involved,
and therefore, we provide an example in which DS 6= DdCSI by demonstrating that a point outside DdCSI can be
achieved with Shannon feedback. The proof that this scheme works is based on a series of simple propositions.
In particular, we consider the (6, 2, 4, 3) MIMO IC shown in Fig. 3. For this IC, the DoF regions with just
delayed CSIT and with Shannon feedback are plotted in Fig. 2, from which we observe that the former is strictly
smaller than the latter. Moreover, it is clear from Fig. 2 that when d2 = 2, d1 ≤ 53 with delayed CSIT. Here, we
prove the achievability the DoF pair (127 , 2) with Shannon feedback, which establishes that D
S 6= DdCSI since
12
7 >
5
3 .
Toward this end, we show that by coding over 7 times slots, 12 and 14 DoF can be achieved for the first and
the second transmit-receive pairs, respectively. In our scheme, T2 transmits 2 data symbols (DSs) intended for R2
over each time slot and thus a total of 14 DSs are sent; whereas T1 transmits 6 DSs intended for R1 at t = 1 and
t = 4. Further, at t = 7, we show that desired DSs can be successfully decoded by both receivers.
Consider first a transformation which simplifies the description of our scheme. At time t, the ith receiver can
compute a unitary matrix Ui2(t) such that it is deterministic function of Hi2(t) and the bottom (Ni−2) rows of the
transformed matrix Ui2(t)Hi2(t) consist only of zeros. Using it, the ith receiver evaluates the transformed output
Ui2(t)Yi(t). Henceforth, the transformed quantities Ui2(t)Hi2(t) and Ui2(t)Yi(t) are denoted simply as Hi2(t) and
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Fig. 3. The (6, 2, 4, 3) MIMO IC Considered in Section II-C
8𝐻11 
𝐻12 
𝐻21 
𝐻22 
𝑢5 
𝑢4 
𝑢3 
𝑢2 
𝑢1 
𝑣2 
𝑣1 
𝐿𝐶21 + 𝐼21 
𝐿𝐶22 + 𝐼22 
𝐼23 
𝐿𝐶11 + 𝐼11 
𝐿𝐶12 + 𝐼12 
𝐿𝐶13 
𝐿𝐶14 
𝐼22 
𝐼23 
0 
0 0 
0 
0 
𝐼21 
0 
0 
0 
0 
𝑣4 
𝑣3 
𝑣6 
𝑣5 
𝑣3 
𝑣4 
𝐼22 
𝑣5 
𝑣6 
𝐼21 
𝐼23 
𝐼22 
𝐼21 
𝑡 =  1 
𝑡 =  1 
𝑡 = 2 𝑡 = 3 
𝑡 = 2 𝑡 = 3 
𝑢6 
• R1 can decode its desired symbols if it knows 𝐼12. 
• R2, after decoding 𝑣1 and 𝑣2, can compute 𝐼12. 
• T1 knows 𝑣1 and 𝑣2 at 𝑡 = 2, and hence also 𝐼12. 
T1 
T2 
R1 
R2 
Ignore 
unused ! 
Fig. 4. IA scheme for Achieving ( 12
7
, 2) with Shannon Feedback over the (6, 2, 4, 3) MIMO IC: t = 1 to t = 3
Yi(t), respectively. Evidently, the transmit signal X2(t) affects only the first two entries of (the transformed) Yi(t).
Hence, throughout this subsection, we assume without loss of generality that the bottom (Ni − 2) rows of Hi2(t)
consist only of zeros for all t, and thus, the signal X2(t) can affect only the first two antennas of R1 and R2 (see
also Fig. 3).
Consider the operation of the scheme at t = 1; see also Fig. 4. At this time, T1 transmits i.i.d. complex Gaussian
DSs
{
ui}6i=1 intended for R1, while T2 sends i.i.d. complex Gaussian DSs v1 and v2 for R2. Thus, the transmit
signals are formed (for a vector Vi, Vij denotes its jth entry) as follows: X1i(1) = ui ∀ i ∈ [1 : 6] and X2j(1) = vj ,
j = 1, 2. The received signals at R1 and R2 can be written as follows (note that since the additive noises do not
alter a DoF result, they are ignored) with desired and interfering linear combinations of data symbols defined using
the symbols LC and I , respectively, so that
Y1i(1) = H1i1(1)X1(1) +H1i2(1)X2(1), i ∈ [1 : 4]
= H1i1(1)
[
u∗1 u∗2 · · · u∗6
]∗︸ ︷︷ ︸
4
= LC1i
+H1i2(1)
[
v∗1 v∗2
]∗︸ ︷︷ ︸
4
= I1i
Y2i(1) = H2j2(1)X2(1) +H2j1(1)X1(1) j ∈ [1 : 2]
= H2j2(1)
[
v∗1 v∗2
]∗︸ ︷︷ ︸
4
= LC2j
+H2j1(1)
[
u∗1 u∗2 · · · u∗6
]∗︸ ︷︷ ︸
4
= I2j
,
and moreover, since we have assumed without loss of generality that the bottom (Ni − 2) rows of Hi2(t) consist
only of zeros ∀ t and i, we have I13 = I14 = LC23 = 0 (see also Fig. 4). Thus,
Y1i(1) = LC1i + I1i i ∈ [1 : 2],
Y1i(1) = LC1i i ∈ [3 : 4],
Y2j(1) = LC2j + I2j j ∈ [1 : 2], and
Y23(1) = I23.
At time t = 1, both receivers encounter interference, and therefore, can not decode their desired data symbols.
Moreover, the interference at a given antenna of a receiver is the linear combination of the DSs sent by its unpaired
9transmitter. Thus, each transmitter can compute the past interference encountered by its unpaired receiver using
just delayed CSI, as stated in the following proposition.
Proposition 1: T1, at time t = 2, can compute I2j ∀ j ∈ [1 : 3] using just delayed CSI.
Proof: T1 knows DSs ui’s; and time t = 2, and it also knows H2j1(1) because of delayed CSIT knowledge
and hence I2j = H2j1(1)
[
u∗1 u∗2 · · · u∗6
]∗.
Hence, at t = 2 and t = 3, T1 transmits I2j ∀ j ∈ [1 : 3] as shown in Fig. 4, while T2 continues to transmit 2
new DSs intended for R2. In particular, the transmit signals are given as
X1i(2) = X1i(3) = 0 ∀ i ∈ [1 : 3],
X14(2) = I23, X15(2) = I22, X16(2) = 0
X14(3) = I23, X15(3) = X16(3) = 0
X21(2) = v3, X22(2) = v4
X21(3) = v5, X22(3) = v6,
where v3, · · · , v6 are i.i.d. complex Gaussian DSs intended for R2. Consider now the decoding operation at the
receivers, starting with R2. The following proposition states that R2 can decode the desired DSs v1, · · · , v6 at time
t = 3.
Proposition 2: At time t = 2, R2 can decode v3, v4, and I22. At time t = 3, R2 can decode v5, v6, and I21.
After determining I22 and I21, R2 can evaluate v1 and v2, and thus, at t = 3, decoding is successful at R2.
Proof: At time t = 1, R2 knows I23. Hence, it can subtract the contribution due to I23 from Y2(2). Thus,
equivalently, for R2, only 3 transmit antennas sending a non-zero signal at this time. Therefore, R2, via simple
channel inversion, can determine v3, v4, and I22. That at time t = 3, R2 can decode v5, v6, and I21 follows
similarly. After knowing the values of I21 and I22, R2 can evaluate Y21(1)− I21 = LC21, and similarly, LC22. In
other words, at t = 3, it can obtain 2 linear combinations (LCs) of v1 and v2. Thus, it can decode v1 and v2.
Consider now the case of R1. At t = 3, as per the next proposition, R1 knows I21, I22, and I23. Since these are
linear combinations of u1, · · · , u6, they are useful for R1.
Proposition 3: R1 can determine the values of I22 and I23 at time t = 2, and that of I21 at time t = 3.
Proof: R1 can simply ignore the first two receive antennas, which experience interference due to the signal of
T2. Then, using the last two antennas, it can compute the required symbols using channel inversion.
Thus, at t = 3, R1 gets 5 linear combinations, namely, LC23, LC24, I21, I22, and I23, of 6 desired DSs. Thus,
it needs one more useful linear combination for successful decoding. Consider the next proposition.
Proposition 4: Given that R1 knows the values of LC23, LC24, I21, I22, and I23, it can decode the six symbols
u1, u2, · · · , u6, provided it knows I12.
Proof: If R1 knows LC23, LC24, I21, I22, and I23, then it is sufficient for it to know one more linear combination
of u1, u2, · · · , u6, which it can compute using I12 as follows: Y12(1)− I12 = LC12 is a linear combination of R1’s
desired symbols.
Hence, it is sufficient to communicate the value of I12 to R1. Consider the following proposition.
Proposition 5: T1 can compute I12 at t = 2 using Shannon feedback, but not using just delayed CSI. Moreover,
R2 knows I12 at time t = 3.
Proof: Because of Shannon feedback, T1 knows Y2(1), H21(1), and H22(1) at time t = 2 by virtue of Shannon
feedback. Since it knows X1(1) by default, it can compute(
H22(1)
)†{
Y2(1)−H21(1)X1(1)
}
=
(
H22(1)
)†
H22(1)X2(1) = X2(1)
at time t = 2, where
(
H22(1)
)†
is the pseudo-inverse of H22(1) [24]. Subsequently, it can evaluate I12, which is
a linear combination of v1 and v2. R2, after decoding v1 and v2 at time t = 3, can compute I12 since it knows all
channel matrices.
Thus, in light of this proposition, T1 can convey I12 to R1 at time t = 6 without interfering with decoding at R2.
Consider the next block of 3 time slots, i.e., for t = 4, 5, 6. The scheme here is identical to that for the first three
time slots; see Fig. 5. At time t = 4, T1 transmits DSs u′1, u′2, · · · , u′6 intended for R1. T2, on the other hand,
transmits DSs v′1, v′2, · · · , v′6 for R2. Here, the superscript prime is used to indicate the quantities that are specific
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Fig. 6. IA scheme for Achieving ( 12
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, 2) with Shannon Feedback over the (6, 2, 4, 3) MIMO IC: t = 7
to this block of three time slots. The only change in the transmission scheme is that at time t = 6, T1 transmits
I12. Consider the following propositions which will be used to describe decoding at the receivers.
Proposition 6: Consider receiver R2: (a) at time t = 5, R2 can decode v′3, v′4, and I ′22 (b) at time t = 6, R2
can decode v′5, v′6, and I ′21 and (c) after determining I ′22 and I ′23, R2 can evaluate v′1 and v′2, and thus, at t = 6,
R2 can perform successful decoding.
Proof: The proofs of Parts (a) and (c) similar to those of Parts (i) and (iii) of Proposition 2. Further, Part (b)
follows from the proof of Proposition 2(ii) by noting that I12 is known to R1 at time t = 3.
Proposition 7: Consider receiver R1: (a) R1 knows I12 at time t = 6, from which it can decode u1, u2, · · · ,
u6, (b) R1 can compute I ′22 and I ′23 at time t = 5, and I ′21 at time t = 6 (c) if R1 is conveyed the value of I ′12 at
time t = 7, it can decode u′1, u′2, · · · , u′6 and (d) T1 knows I ′12 at time t = 5.
Proof: The four parts follow respectively from Propositions 4, 3, 4, and 5.
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Fig. 7. IA scheme for Achieving ( 5
3
, 2) with Delayed CSIT over the (6, 2, 4, 3) MIMO IC
Thus, as per the two propositions, at t = 6, R2 can decode all symbols sent to it until that time, whereas R1 can
do the same if it is delivered the value of I ′12 at time t = 7. Next, consider t = 7. As shown in Fig. 6, T1 transmits
just I ′12, while T2 sends two new data symbols v”1 and v”2 . It is easy to show that R1 can decode I ′12, whereas R2
can decode v”1 and v
”
2 . Hence, as desired, we can achieve a DoF pair (12, 14) over 7 symbol times.
It is instructive to compare the above Shannon feedback scheme with the delayed-CSIT coding scheme of [20]
that can only achieve the pair (53 , 2) over the (6, 2, 4, 3) MIMO IC as illustrated in Fig. 7 in terms of the notation
introduced earlier in this sub-section. In this latter case, by coding over 3 time slots, we achieve 5 and 6 DoF for
the two transmit-receive pairs, respectively. Note that T1 can not determine I12 (and I ′12) with just delayed CSIT,
and thus only 5 linear combinations can be delivered to R1 over a span of 3 time slots. Hence, T1 transmits only
5 DSs for R1 at time t = 1, which R1 can decode at t = 3. Except for this difference (compare Figs. 4 and 7),
this coding scheme is identical to the Shannon feedback coding scheme.
Note that under this delayed-CSIT scheme, the sixth antenna of R1 is never used. Moreover, one of the last
two antennas of R1, say, the fourth, remains unused, although it never experiences interference. In other words, in
the delayed-CSIT scheme, some of the resources are not utilized. Shannon feedback on the other hand permits the
exploitation of these resources – the sixth antenna of T1 is used with Shannon feedback and both interference-free
antennas of R1 are used under the Shannon-feedback scheme at t = 4, 5, 6 – thereby outperforming delayed CSIT
feedback.
D. Comparison of IA with Shannon Feedback and IA with Delayed CSIT
In the Shannon-feedback coding scheme of the previous sub-section (and more generally of Section IV), one
may observe that the following two types of techniques are used to achieve IA:
1) Since the interference at a given receiver is a linear combinations of the DSs sent by its unpaired transmitter,
each transmitter, using delayed CSIT, can evaluate and then transmit the interference seen in the past by its
unpaired receiver to convey new useful linear combinations to its paired receiver without creating any new
additional interference to the unpaired receiver.
2) Equipped with the knowledge of past channel outputs and past channel matrices, each transmitter can compute
and transmit the interference encountered in the past by its paired receiver to provide an opportunity to its
paired receiver to cancel the past interference while conveying useful information to its unpaired receiver.
Note that the DoF-region-optimal IA-based achievability schemes developed in [20] for the MIMO IC with just
delayed CSIT make use of the first technique but not the second one, because the latter is feasible only in the
presence of output feedback. Output feedback with delayed CSIT on the other hand enables each transmitter to
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compute the past transmit signal of the other transmitter which introduces partial transmitter cooperation which is
infeasible when there is just delayed CSIT; remarkably, this transmitter cooperation reveals all available signaling
dimensions and achieves the DoF gains promised by Shannon feedback.
Note that while transmitter cooperation is induced by output feedback regardless of whether there is instantaneous
CSIT or delayed CSIT, it is only in the case of delayed CSIT that such cooperation provides a DoF-region improve-
ment. With instantaneous CSIT, the transmit signals can be suitably beamformed to cause minimal interference at
the receivers. With delayed CSIT however, transmit beamforming can not be employed and hence the receivers
experience a relatively high amount of interference so that output feedback is more effective.
III. PROOF OF THEOREM 1
If (d1, d2) ∈ DS, then (d1, d2) ∈ DiCSI&op. Therefore, by Lemma 1, bounds L01, L02, and L3 must hold at any
(d1, d2) ∈ DS. Now, note that L1 and L2 are symmetric counterparts of each other (i.e., any one of them can be
obtained from the other by changing the user ordering). Hence, it is sufficient to prove that L1 holds, which is the
goal of the remainder of this section.
Before we prove that L1 is an outer-bound, we introduce some further notation used henceforth in the paper.
Notation: The set of four channel matrices at time t is denoted by H(t), i.e., H(t) =
{
Hij(t)
}
where i, j ∈ {1, 2}.
For integers n1 and n2, if n1 ≤ n2, [n1 : n2] = {n1, n1+1, · · · , n2}; whereas if n1 > n2, then [n1 : n2] denotes the
empty set. For a random variable X(t), X([n1 : n2]) = {X(t)}n2t=n1 if n1 ≤ n2, whereas X([n1 : n2]) denotes an
empty set if n1 > n2. Further, for n ≥ 1, X(n) = X([1 : n]). For the received signal Yi(t) and the channel matrix
Hik(t), the jth entry and the jth row are denoted respectively by Yij(t) and Hijk(t). Further, whenever n1 ≤ n2
and n3 ≤ n4, Yi[n1:n2](t) = {Yij(t)}n2j=n1 , Yi[n1:n2]([n3 : n4]) =
{{Yij(t)}n2j=n1}n4t=n3 , Hi[n1:n2]j(t) is the channel
matrix from jth transmitter to channel outputs Yi[n1:n2](t) (see Fig. 8); however, if n1 > n2 and/or n3 > n4, then
Yi[n1:n2](t) and Yi[n1:n2]([n3 : n4]) denote empty sets. Moreover, for n ≥ 1, Y i[n1:n2](n) = Yi[n1:n2]([1 : n]). Finally,
o(log2 P ) denotes any real-valued function x(P ) of P such that limP→∞
x(P )
log2 P
= 0.
We will show that the bound L1 must hold at any (d1, d2) ∈ DS. We first apply Fano’s inequality to upper-bound
13
the rates achievable for the two users starting below with R2.
nR2 ≤ I
(
M2;Y 2(n)
∣∣∣H(n))+ nn (3)
= h
(
Y 2(n)
∣∣∣H(n))− h(Y 2(n)∣∣∣M2, H(n))+ nn (4)
= h
(
Y 2(n)
∣∣∣H(n))− n∑
t=1
h
(
Y2(t)
∣∣∣Y 2(t− 1),M2, H(n))+ nn (5)
≤ h
(
Y 2(n)
∣∣∣H(n))− n∑
t=1
h
(
Y2(t)
∣∣∣Y 2(t− 1),M2, X2(t), H(n))+ nn, (6)
= h
(
Y 2(n)
∣∣∣H(n))− n∑
t=1
h
(
Y2(t)
∣∣∣Y 2(t− 1),M2, X2(t), H(t))+ nn, (7)
where n → 0 as n→∞; the inequality (6) holds since conditioning reduces entropy [1]; and the equality in (7)
follows on noting that random variables
{
Y2(t), Y 2(t− 1),M2, X2(t)
}
are independent of H([t+ 1 : n]).
We next use Fano’s inequality at R1 assuming that it knows the received signal Y2(t) instantaneously and also
the message M2 to obtain the following:
nR1 ≤ I
(
M1;Y 2(n), Y 1(n),M2
∣∣∣H(n))+ nn
= I
(
M1;Y 1(n), Y 2(n)
∣∣∣M2, H(n))+ nn (8)
=
n∑
t=1
h
(
Y1(t), Y2(t)
∣∣∣Y 1(t− 1), Y 2(t− 1),M2, H(n))
−
n∑
t=1
h
(
Y1(t), Y2(t)
∣∣∣Y 1(t− 1), Y 2(t− 1),M2,M1, H(n))+ nn (9)
=
n∑
t=1
h
(
Y1(t), Y2(t)
∣∣∣Y 1(t− 1), Y 2(t− 1),M2, X2(t), H(n))
−
n∑
t=1
h
(
Y1(t), Y2(t)
∣∣∣Y 1(t− 1), Y 2(t− 1),M2,M1, X1(t), X2(t), H(n))+ nn (10)
=
n∑
t=1
h
(
Y1(t), Y2(t)
∣∣∣Y 1(t− 1), Y 2(t− 1),M2, X2(t), H(t))
−
n∑
t=1
h
(
Y1(t), Y2(t)
∣∣∣Y 1(t− 1), Y 2(t− 1),M2,M1, X1(t), X2(t), H(t))+ nn (11)
=
n∑
t=1
h
(
Y1(t), Y2(t)
∣∣∣Y 1(t− 1), Y 2(t− 1),M2, X2(t), H(t))
−
n∑
t=1
h
(
W1(t),W2(t)
)
+ nn (12)
=
n∑
t=1
{
h
(
Y1(t), Y2(t)
∣∣∣Y 1(t− 1), Y 2(t− 1),M2, X2(t)H(t))+ o(log2 P ) + n} , (13)
where various steps follow because of the following reasons: the equality in (8) holds due to the independence of
the two messages; equality (9) holds because of the definition of the mutual information and the chain rule for
the differential entropy; equality (10) follows by noting that the transmit signal Xi(t) is a deterministic function
of Mi, Y 1(t − 1), Y 2(t − 1), and H(t); (11) holds since all the involved random variables are independent of
H([t + 1 : n]); (12) holds because translation does not change differential entropy, and W1(t) and W2(t) are
independent of Y 1(t− 1), Y 2(t− 1), M2, M1, X1(t), X2(t), and H(t); the final equality holds since the noises
are i.i.d. across time and their statistics are independent of P .
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Lemma 2: Let m1
4
= min(M1, N1 +N2) and m2
4
= min(M1, N2). Then, for each t ∈ [1 : n], we have
1
m2
h
(
Y2(t)
∣∣∣Y 2(t− 1),M2, X2(t), H(t))
≥ 1
m1
h
(
Y1(t), Y2(t)
∣∣∣Y 1(t− 1), Y 2(t− 1),M2, X2(t), H(t))+ o(log2 P )
where the term o(log2 P ) is constant with n.
Proof: See Section III-A.
Combining the bounds in (7), (13), and the one in Lemma 2, we get
1
m2
R2 ≤ 1
m2 · nh
(
Y 2(n)
∣∣∣H(n))+ n
m2
−
{
1
m1
R1 − o(log2 P )− n
}
⇒ R2
m2
+
R1
m1
≤ min(N2,M1 +M2)
m2
· log2 P + n
(
1
m2
+ 1
)
+ o(log2 P ),
where the last inequality holds since the DoF of the point-to-point MIMO channel are equal to the minimum of
the number of transmit and receive antennas. Since n → 0 as n→∞, we now have
R2
m2
+
R1
m1
≤ min(N2,M1 +M2)
m2
· log2 P + o(log2 P )
⇒ d2
m2
+
d1
m1
≤ lim sup
P→∞
R2
m2
+
R1
m1
≤ min(N2,M1 +M2)
m2
as desired.
A. Proof of Lemma 2
In the following two lemmas, it is shown that although the received signals Y1(t) and Y2(t) are N1 and N2
dimensional, respectively, only the first m1 −m2 and m2 entries of them are relevant as far as the current DoF
analysis is concerned.
Lemma 3: If m2 = min(M1, N2), we have the following:
h
(
Y2(t)
∣∣∣Y 2(t− 1),M2, X2(t), H(t)) ≥ h(Y2[1:m2](t)∣∣∣Y 2(t− 1),M2, X2(t), H(t))+ o(log2 P ),
where the term o(log2 P ) is constant with n.
Proof: Follows from the techniques in [20, Proof of Lemma 2].
Lemma 4: If m1 = min(M1, N1 +N2), then
h
(
Y1(t), Y2(t)
∣∣∣Y 1(t− 1), Y 2(t− 1),M2, X2(t), H(t))
≤ h
(
Y1[1:m1−m2](t), Y2[1:m2](t)
∣∣∣Y 1(t− 1), Y 2(t− 1),M2, X2(t), H(t))+ o(log2 P ).
where the term o(log2 P ) is constant with n.
Proof: Follows from the techniques in [20, Proof of Lemma 3].
If m1 −m2 = 0, Lemma 2 holds trivially. Hence, in the following, we may consider without loss of generality
that m1 > m2.
We now prove the following lemma which is critical in the proof of Lemma 2.
Lemma 5: Let Q(t) 4=
{M2, H(t), Y 2(t − 1), X2(t)}. For an i ∈ [1 : m2 − 1] and a k ∈ [1 : m1 −m2], if
j = i+ 1 and l = k + 1, we have the following equalities:
h
(
Y2i(t)
∣∣∣Q(t), Y2[1:i−1](t)) = h(Y2j(t)∣∣∣Q(t), Y2[1:i−1](t));
h
(
Y2m2(t)
∣∣∣Q(t), Y2[1:m2−1](t)) = h(Y11(t)∣∣∣Q(t), Y2[1:m2−1](t));
h
(
Y1k(t)
∣∣∣Q(t), Y2[1:m2](t), Y1[1:k−1](t)) = h(Y1l(t)∣∣∣Q(t), Y2[1:m2](t), Y1[1:k−1](t)).
Proof: It is sufficient to prove the first equality. Define Y ′2(t) = Y2(t)−H22(t)X2(t) = H21(t)X1(t)+W2(t).
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Toward this end, we have the following sequence of equalities,
h
(
Y2i(t)
∣∣∣Q(t), Y2[1:i−1](t))
= h
(
Y2i(t)
∣∣∣M2, H(t), Y 2(t− 1), X2(t), Y2[1:i−1](t)) (14)
= h
(
Y ′2i(t)
∣∣∣M2, H(t− 1), Y 2(t− 1), X2(t), Y ′2[1:i−1](t), H2[1:i]1(t), H11(t), H12(t), H22(t), H2[i+1:N2]1(t)) (15)
= h
(
Y ′2i(t)
∣∣∣M2, H(t− 1), Y 2(t− 1), X2(t), Y ′2[1:i−1](t), H2[1:i]1(t)) (16)
= EH2i1(t)=a h
(
Y ′2i(t)
∣∣∣M2, H(t− 1), Y 2(t− 1), X2(t), Y ′2[1:i−1](t), H2[1:i−1]1(t), H2i1(t) = a) (17)
= EH2j1(t)=a h
(
Y ′2j(t)
∣∣∣M2, H(t− 1), Y 2(t− 1), X2(t), Y ′2[1:i−1](t), H2[1:i−1]1(t), H2j1(t) = a) (18)
= h
(
Y ′2j(t)
∣∣∣M2, H(t− 1), Y 2(t− 1), X2(t), Y ′2[1:i−1](t), H2[1:i−1]1(t), H2j1(t)) (19)
= h
(
Y2j(t)
∣∣∣M2, H(t− 1), Y 2(t− 1), X2(t), Y2[1:i−1](t), H(t)), (20)
where the various equalities hold as follows: (14) holds by the definition of Q(t); (15) holds because translation
does not change differential entropy [1]; (16) follows by noting that
{
H11(t), H12(t), H22(t), H2[i+1:N2]1(t)
}
are
independent of
{
Y ′2i(t),M2, H(t−1), Y 2(t−1), X2(t), Y ′2[1:i−1](t), H2[1:i]1(t)
}
(note the present channel matrices
are independent of the present and the past channel inputs and noises); (17) holds by the definition of the conditional
differential entropy; (18) holds because conditioned on
{M2, H(t−1), Y 2(t−1), X2(t), Y ′2[1:i−1](t), H2[1:i−1]1(t)},
the joint distribution of
{
H2i1(t), X1(t),W2i(t)
}
is identical to that of
{
H2j1(t), X1(t),W2j(t)
}
; (19) holds by the
definition of the conditional differential entropy; (20) holds since
{
H2i1(t), H2[i+2:N2]1(t), H11(t), H12(t), H22(t)
}
are independent of
{
Y ′2j(t),M2, H(t−1), Y 2(t−1), X2(t), Y ′2[1:i−1](t), H2[1:i−1]1(t), H2j1(t)
}
and since translation
does not change differential entropy.
Note that the first equality in the above lemma asserts that the signals Y2i(t) and Y2j(t) received at the ith and
jth antenna, respectively, of R2 have equal differential entropy, when conditioned on the channel matrices H(t),
the message M2 and the transmit signal X2(t) of T2, the past channel outputs Y 2(t− 1), and the present channel
outputs Y2[1:i−1](t) at some other receive antennas. We refer to this property as the statistical equivalence of the
channel outputs, which essentially says that given the past and present channel outputs, the signals received at any
two antennas of the system provide an equal amount of information aboutM1. Note that this property of statistical
equivalence of the channel outputs was shown to hold in [20] for the case of delayed CSIT. Here, on the other
hand, the same property is shown to be true under the stronger setting of Shannon feedback.
The above lemma yields the following simple corollary, where Q(t) =
{M2, H(t), Y 2(t− 1), X2(t)} as before.
Corollary 3: For an i ∈ [1 : m2−1] and a k ∈ [1 : m1−m2], if j = i+1 and l = k+1, we have the following:
h
(
Y2i(t)
∣∣∣Q(t), Y2[1:i−1](t)) ≥ h(Y2j(t)∣∣∣Q(t), Y2[1:i](t));
h
(
Y2m2(t)
∣∣∣Q(t), Y2[1:m2−1](t)) ≥ h(Y11(t)∣∣∣Q(t), Y2[1:m2](t));
h
(
Y1k(t)
∣∣∣Q(t), Y2[1:m2](t), Y1[1:k−1](t)) ≥ h(Y1l(t)∣∣∣Q(t), Y2[1:m2](t), Y1[1:k](t)).
Proof: Follows from the previous lemma by invoking the fact that conditioning reduces entropy [1].
Lemma 6: We have
m1 · h
(
Y2[1:m2](t)
∣∣∣Q(t)) ≥ m2 · h(Y1[1:m1−m2](t), Y2[1:m2](t)∣∣∣Q(t), Y 1(t− 1)).
16
Proof: By the previous corollary and the chain rule for the differential entropy, we get
1
m2
h
(
Y2[1:m2](t)
∣∣∣Q(t)) = 1
m2
m2∑
i=1
h
(
Y2i(t)
∣∣∣Q(t), Y2[1:i−1](t))
≥ h
(
Y2m2(t)
∣∣∣Q(t), Y2[1:m2−1](t))
≥ h
(
Y11(t)
∣∣∣Q(t), Y2[1:m2](t))
≥ 1
m1 −m2h
(
Y1[1:m1−m2](t)
∣∣∣Q(t), Y2[1:m2](t)).
This yields
(m1 −m2) · h
(
Y2[1:m2](t)
∣∣∣Q(t)) ≥ m2 · h(Y1[1:m1−m2](t)∣∣∣Q(t), Y2[1:m2](t))
≥ m2 · h
(
Y1[1:m1−m2](t)
∣∣∣Q(t), Y 1(t− 1), Y2[1:m2](t)) (21)
since conditioning reduces entropy. Similarly, we can obtain
m2 · h
(
Y2[1:m2](t)
∣∣∣Q(t)) ≥ m2 · h(Y2[1:m2](t)∣∣∣Q(t), Y 1(t− 1)). (22)
The lemma can now be obtained by adding the inequalities in (21) and (22).
The inequality in Lemma 2 can now be derived by combining the results of Lemmas 3, 4, and 6, and by noting
that the sum or the difference of two o(log2 P ) terms yields another o(log2 P ) term.
IV. PROOF OF THEOREM 2
As mentioned before, it is sufficient to prove that the outer-bound DSouter is achievable when Condition 1 holds.
Throughout this section, it is assumed that Condition 1 holds.
Here, bound L2 can be easily shown to be redundant (it is implied by L3), and thus can be ignored. Further, in
the present case, bounds L1 and L3 are given by
L1 ≡ d1
M ′1
+
d2
N2
≤ 1 and L3 ≡ d1 + d2 ≤ N1,
where M ′1
4
= min(M1, N1 +N2).
The typical shape of the outer-bound is shown in Fig. 9, where Po2,1 is the point of intersection of the line
d2 = M2 and the one corresponding to bound L1, similarly Po2,3, and P1,3 is the point of intersection of lines
corresponding to bounds L1 and L3. Moreover,
P02,1 ≡
(
M ′1
N2 −M2
N2
,M2
)
, P1,3 ≡
(
M ′1
N1 −N2
M ′1 −N2
, N2
M ′1 −N1
M ′1 −N2
)
, and Po2,3 ≡ (N1 −M2,M2).
Depending on whether the d2-coordinate of P1,3 is less than M2 or not, we have to consider two cases separately.
• Case A: M ′1 ≥ N2N1−M2N2−M2 :
Here, bound L1 is redundant. Moreover, from Fig. 9, one may observe that if Po2,3 ∈ DS then DSouter = DS.
Hence, we find here sufficient to prove that Po2,3 ∈ DS.
• Case B: M ′1 < N2N1−M2N2−M2 :
Here, bounds L1 and L3 are both active. From Fig. 9, we observe the sufficiency of proving that Po2,1, P1,3 ∈ DS.
Next, we propose a generic retrospective interference alignment scheme, which is used later to prove that Po2,3 ∈
DS under Case A and Po2,1, P1,3 ∈ DS under Case B with an appropriate choice of parameters. This scheme is
specified in terms of the parameters
T, t1, t2,
{
m1(i)
}T
i=1
, and
{
m2(i)
}T
i=1
, (23)
where T, t1, t2 ∈ N, m1(i),m2(i) ∈ N ∪ {0} ∀ i, and Design Criteria 1-5, which are stated in the sequel. It
is developed such that if, for a given a DoF pair P ≡ (d1, d2) and the given (M1,M2, N1, N2) MIMO IC, the
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Fig. 9. Two Possible Shapes of the Outer-Bound when Condition 1 Holds
parameters in (23) can be chosen as functions of (d1, d2) and (M1,M2, N1, N2) so that Design Criteria 1-5 are
satisfied, then the DoF pair P ≡ (d1, d2) ∈ DS of the given (M1,M2, N1, N2) MIMO IC.
Consider now the retrospective interference alignment scheme. The goal is to prove that a given DoF pair
P ≡ (d1, d2) ∈ DS. Let us first state two important design criteria.
Design Criterion 1: Choose positive integers t1 and t2 such that t1 + t2 = T .
Design Criterion 2: Choose a positive integer T such that Td1 and Td2 are integers.
Now, choose a B ∈ N and set
T ? = (B + 1) · T, d?i = B · T · di, where i ∈ {1, 2}, and P ? ≡
(
d?1
T ?
,
d?1
T ?
)
=
(
d1
1 + 1B
,
d2
1 + 1B
)
.
It will be proved that for any positive integer B, by coding over T ? time slots, we can simultaneously achieve d?1
and d?2 DoF for the two users respectively. This implies that P ∈ DS, since the DoF region is closed, and the point
P ? converges to P as B →∞. Thus, our aim in the following is to prove the achievability of point P ?.
The entire duration of T ? is divided into B + 1 blocks, each consisting of T time slots. Each block is further
divided into two phases with Phase One having t1 time slots and Phase Two the remainder of t2 = T − t1 time
slots.
Definition 3: Define two functions b(t), the index of the block to which time slot t belongs, and t(t), the index
of that time slot within Block b(t), as
b(t) =
⌈
t
T
⌉
and t(t) = t− T · (b(t)− 1).
Note that t(t) ∈ [1 : T ]. Thus, each time slot t can be uniquely identified by the pair (b(t), t(t)). Block b,
b ∈ [1 : B+1], consists of time slots t ∈ [b′T +1 : b′T +T ], where b′ 4= b−1; we let Phase One of block b consist
of time slots t ∈ [b′T + 1 : b′T + t1] and Phase Two the remaining time slots t ∈ [b′T + t1 + 1 : b′T + t1 + t2].
The general structure of our achievability scheme has the following features:
• In each of the first B blocks, T1 and T2 respectively transmit Td1 and Td2 i.i.d. complex Gaussian data
symbols (DSs) intended for R1 and R2, respectively. In Block B + 1, no new DS is sent.
• In each time slot, T2 transmits an appropriate number of new DSs intended for R2, and therefore, in some
sense, it does not play an active role in aligning interference (as in the example of Section II-C).
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• T1, on the other hand, transmits all Td1 DSs, to be transmitted over a given block during Phase One of that
block (time slots t = 1 or t = 4 constitute Phase One in the example of Section II-C). It signals over Phase
Two such that at the end of each block, (a) R2 can decode all DSs sent to it over that block, and (b) R1 can
decode all DSs sent to it over the previous block (note that t = 2, 3 or t = 4, 5 are counterparts of Phase Two
in the example of Section II-C). To meet these objectives optimally, T1 needs to align interference at both
receivers.
• Finally, the goal of Block B + 1 is to allow R1 to decode all DSs of Block B by not sending any new data
(Block B + 1, in some sense, corresponds to time slot t = 7 in the example of Section II-C).
Let T1 and T2 transmit m1(i) and m2(i) DSs intended for their respective receivers at the ith time slot of any
given block (except, the last block) where these design parameters are chosen according to following criterion.
Design Criterion 3: Choose non-negative integers m1(i) and m2(i), i ∈ [1 : T ] , as follows.
• m1(i) = 0 ∀ i ∈ [t1 + 1 : T ] (recall, t1 + t2 = T );
• m1(i) ≤M ′1 ∀ i ∈ [1 : t1] and
∑T
i=1m1(i) =
∑t1
i=1m1(i) = Td1;
• m2(j) ≤M2 ∀ j ∈ [1 : T ] and
∑T
j=1m2(j) = Td2.
At time t ∈ [1 : BT ], T1 transmits m1
(
t(t)
)
complex Gaussian DSs, denoted by u1i
(
b(t), t(t)
)
, whereas T2
transmits m2
(
t(t)
)
complex Gaussian DSs, denoted by u2i
(
b(t), t(t)
)
. Note that all DSs{{{
u1i(b, t)
}m1(t)
i=1
}T
t=1
}B
b=1
and
{{{
u2j(b, t)
}m2(t)
j=1
}T
t=1
}B
b=1
are i.i.d. Note that since m1(i) = 0 ∀ i ∈ [t1+1 : t1+ t2], no new DS is transmitted by T1 to R1 over Phase Two
of any block so as to enable interference alignment and to ensure successful decoding.
The transmission scheme of T1 and T2 are described next. Focusing on Block b, where b ∈ [1 : B], the operation
of T1 and T2 is described over the two phases separately. We start below with Phase One of Block b. See also
Tables I-III, where the main points about the operation of this scheme are summarized.
Block b, Phase One: Here, t ∈ [b′T + 1 : b′T + t1] with b ∈ [1 : B] and b′ = b − 1. This phase is a data
transmission phase.
At time t ∈ [b′T + 1 : b′T + t1] with b ∈ [1 : B], T1 and T2 respectively transmit m1
(
t(t)
)
and m2
(
t(t)
)
DSs
as follows:
X1i(t) = u1i
(
b(t), t(t)
)
, ∀ i ∈
[
1 : m1
(
t(t)
)]
, and
X1i(t) = 0, ∀ i ∈
[
m1
(
t(t)
)
+ 1 :M1
]
; and
X2j(t) = u2j
(
b(t), t(t)
)
, ∀ j ∈
[
1 : m2
(
t(t)
)]
, and
X2j(t) = 0, ∀ j ∈
[
m2
(
t(t)
)
+ 1 :M2
]
.
Consider now the signals received by R1 and R2 during Phase One. Since we are interested in the achievability
of the DoF, we ignore throughout the presence of additive noise since it can not affect a DoF result. Then for a
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t ∈ [b′T + 1 : b′T + t1] with b ∈ [1 : B], we have
Y1i(t) = H1i1(t)X1(t) +H1i2(t)X2(t) · · · i ∈ [1 : N1]
= H1i1(t)

u11
(
b(t), t(t)
)
u12
(
b(t), t(t)
)
...
u1m1(t(t))
(
b(t), t(t)
)
0[M1−m1(t(t))]×1

︸ ︷︷ ︸
4
= LC
[1]
1i (b(t),t(t))
+H1i2(t)

u21
(
b(t), t(t)
)
u22
(
b(t), t(t)
)
...
u2m2(t(t))
(
b(t), t(t)
)
0[M2−m2(t(t))]×1

︸ ︷︷ ︸
4
= LC
[2]
1i (b(t),t(t))
;
Y2j(t) = H2j1(t)X1(t) +H2j2(t)X2(t) · · · j ∈ [1 : N2]
= H2j1(t)

u11
(
b(t), t(t)
)
u12
(
b(t), t(t)
)
...
u1m1(t(t))
(
b(t), t(t)
)
0[M1−m1(t(t))]×1

︸ ︷︷ ︸
4
= LC
[1]
2j (b(t),t(t))
+H2j2(t)

u21
(
b(t), t(t)
)
u22
(
b(t), t(t)
)
...
u2m2(t(t))
(
b(t), t(t)
)
0[M2−m2(t(t))]×1

︸ ︷︷ ︸
4
= LC
[2]
2j (b(t),t(t))
.
Here, LC[k]ij
(
b, t
)
represents the linear combination of DSs sent by the kth transmitter at time t = (b − 1)T + t,
and it affects the signal received by the ith receiver at its jth antenna. Note here that LC[1]2j
(
b(t), t(t)
)
is a linear
combination of DSs intended only for R1, while it causes interference to R2. Note the collection{{
LC
[1]
2j
(
b, t
) }N2
j=1
}t1
t=1
is referred to henceforth as the interference seen by R2 during Phase One of Block b. Evidently, interference at R2
is useful for R1. This completes the description of the operation over Phase One.
Consider next the second phase of Block b ∈ [1 : B]. Here, T2 continues to transmit data. T1, on the other hand,
employs two interference alignment techniques (described in Section II-D) over Phase Two. In the first one, T1
transmits a part of the interference seen by R2 over Phase One of the previous block (this idea is not used during
Block 1), and under the second technique, it transmits all DSs of T2 sent earlier over Phase One of the same block.
Now, as shown shortly, if over each time slot of Phase Two T1 transmits an appropriate numbers of DSs of T2
and the interfering linear combinations at R2 then at the end of each block R2 can decode the desired DSs sent
over the same block, while R1 can decode those sent over the previous block.
Lemma 7: At time t = b′T + t1 + 1, T1 can obtain (a) DSs
{
u2i
(
b(t), t(t)
)}
∀ i ∈
[
1 : m2
(
t
(
t
))]
and
t ∈
[
b′T+1 : b′T+t1
]
, and (b) linear combinations
{
LC
[1]
2j
(
b(t), t(t)
)}
, ∀ j ∈ [1 : N2] and t ∈
[
b′T+1 : b′T+t1
]
.
Proof: Consider symbols in (a). By virtue of Shannon feedback, T1 knows all past channel matrices H(t), the
received signal Y2(t), as well as its own transmit signal. Hence, for each t ∈ [b′T + 1 : b′T + t1], it can compute
Y2(t)−H21(t)X1(t) = H22(t)X2(t).
Since N2 > M2 under Condition 1, and the channel matrices are Rayleigh faded, H22(t) is almost surely a one-to-
one map. Hence, based on the value of H22(t)X2(t), T1 can determine X2(t). In other words, at t = b′T + t1+1,
T1 can perfectly evaluate data symbols {{
u2i
(
b(t), t
)}m2(t)
i=1
}t1
t=1
.
That T1 can obtain the symbols in part (b) of the lemma can be shown analogously.
Next, consider the transmission strategy of T1 over Phase Two. We need to construct two sets
{PLC(b, i)}t2i=1
and
{PDS(b, i)}t2i=1 for each b ∈ [1 : B+1]. The set PLC(b, i) contains the linear combinations that interfere with
R2 over Phase One of Block b − 1 (except, for b = 1, for which this set is empty) and that are to be sent by T1
over the ith time slot of Phase Two of Block b. Moreover, the set PDS
(
b, i
)
contains DSs that are sent by T2 over
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Phase One, Block 1: t is such that b(t) = 1 and t(t) ∈ [1 : t1].
node operation at time t
T1 transmits DSs u1i(1, t(t)), i ∈ [1 : m1(t(t))].
T2 transmits DSs u2j(1, t(t)), j ∈ [1 : m2(t(t))].
R1 receives Y1i(t) = LC
[1]
1i (1, t(t)) + LC
[2]
1i (1, t(t)), i ∈ [1 : N1].
R2 receives Y2j(t) = LC
[1]
2j (1, t(t)) + LC
[2]
2j (1, t(t)), j ∈ [1 : N2].
Phase Two, Block 1: t is such that b(t) = 1 and t(t) ∈ [1 : t2].
node operation
T1 retransmits DSs
{{
u2i(1, t)
}m2(t)
i=1
}t1
t=1
sent by T2 over Phase One.
At any time at most N2 −M2 antennas are active.
T2 transmits u2j(1, t(t)), j ∈ [1 : m2(t(t))].
R1 Gets linear combinations
{{
LC
[1]
1i (1, t)
}N1
i=1
}t1
t=1
.
R2 Can decode all DSs sent over this block.
Knows the values of linear combinations
{{
LC
[1]
2j (1, t)
}N2
j=1
}t1
t=1
.
TABLE I
BLOCK 1 OF THE RETROSPECTIVE INTERFERENCE ALIGNMENT SCHEME WITH SHANNON FEEDBACK
Phase One of Block b and that are to be retransmitted by T1 over the ith time slot of Phase Two of Block b. In
terms of these sets the transmissions of T1 and T2 are then described.
With an aim of constructing sets
{
PLC
(
b, i
)}t2
i=1
and
{
PDS
(
b, i
)}t2
i=1
for each b ∈ [1 : B + 1], consider the
following. Let (c − d)+ 4= max{0, c − d}, |S| denote the cardinality of set S, SLC(1) = φ (the empty set), and
SDS(B + 1) = φ. Further, define
nreq(i)
4
=
(
m1(i)−N1
)+
, where i ∈ [1 : t1]
for a b ∈ [2 : B + 1], SLC(b) 4=
{{
LC
[1]
2i
(
b− 1, t)}nreq(t)
i=1
}t1
t=1
, and
for a b ∈ [1 : B], SDS(b) 4=
{{
u2i
(
b, t)
}m2(t)
i=1
}t1
t=1
.
Here, the set SLC(b), b ≥ 2, contains linear combinations that interfere with R2 over Block b− 1 and the elements
of this set are chosen such that if all linear combinations in this set are delivered to R1 then R1 can decode all
desired DSs sent over Block b− 1. Moreover, sets {PLC(b, i)}t2i=1 are constructed by partitioning the set SLC(b).
Further, the set SDS(b), b ≤ B, contains all DSs sent by T2 over Phase One of Block b, and by partitioning this
set, smaller sets
{
PDS
(
b, i
)}t2
i=1
are formed.
Note that ∣∣∣SLC(b)∣∣∣ = t1∑
t=1
nreq(t) and
∣∣∣SDS(b)∣∣∣ = t1∑
t=1
m2(t).
Consider next two more design criteria which ensure that the cardinalities of these sets are appropriately bounded.
Design Criterion 4: Choose t1, t2, and m2(t), where t ∈ [1 : t1], such that∣∣∣SDS(b)∣∣∣ = t1∑
t=1
m2(t) ≤ (N2 −M2) · t2.
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Phase One, Block b, b ∈ [2 : B]:
node operation at time t
T1 transmits DSs u1i(b, t(t)), i ∈ [1 : m1(t(t))].
T2 transmits DSs u2j(b, t(t)), j ∈ [1 : m2(t(t))].
R1 receives Y1i(t) = LC
[1]
1i (b, t(t)) + LC
[2]
1i (b, t(t)), i ∈ [1 : N1].
R2 receives Y2j(t) = LC
[1]
2j (b, t(t)) + LC
[2]
2j (b, t(t)), j ∈ [1 : N2].
Phase Two, Block b, b ∈ [2 : B]:
node operation
T1 transmits DSs
{{
u2i(b, t)
}m2(t)
i=1
}t1
t=1
and linear combinations
{{
LC
[1]
2j
(
b− 1, t)}nreq(t)
j=1
}t1
t=1
.
At any time, at most N2 −M2 DSs and N1 −N2 linear combinations are transmitted.
T2 transmits u2j(b, t(t)), j ∈ [1 : m2(t(t))].
R1 Gets linear combinations
{{
LC
[1]
1i (b, t)
}N1
i=1
}t1
t=1
and
{{
LC
[1]
2j
(
b− 1, t)}nreq(t)
j=1
}t1
t=1
.
Can decode all DSs sent over Block b− 1.
R2 Can decode all DSs sent over this Block.
Knows the values of linear combinations
{{
LC
[1]
2j (b, t)
}N2
j=1
}t1
t=1
.
TABLE II
BLOCK b, b ∈ [2 : B], OF RETROSPECTIVE IA SCHEME WITH SHANNON FEEDBACK
Design Criterion 5: Choose t1, t2, and m1(t), where t ∈ [1 : t1], such that∣∣∣SLC(b)∣∣∣ = t1∑
t=1
nreq(t) ≤ (N1 −N2) · t2.
If these two criteria are satisfied, sets SDS(b) and SLC(b) can be partitioned as follows.
• Partition SLC(b) into t2 disjoint subsets each of cardinality at most N1 −N2 so that
SLC(b) =
t2⋃
i=1
PLC
(
b, i
)
and
∣∣PLC(b, i)∣∣ ≤ N1 −N2. (24)
• Partition SDS(b) into t2 disjoint subsets each of cardinality at most N2 −M2 so that
SDS(b) =
t2⋃
i=1
PDS
(
b, i
)
and
∣∣PDS(b, i)∣∣ ≤ N2 −M2. (25)
Suppose for each i ∈ [1 : t2],
PLC
(
b, i
)⋃PDS(b, i) = {pj(b, i)}, j ∈ [1 : ∣∣PLC(b, i)∣∣+ ∣∣PDS(b, i)∣∣ ].
Over Phase Two of Block b, T1 transmits all the elements of the set SLC(b)
⋃SDS(b), while T2 continues to
transmit DSs intended for R2. See also Tables I-III.
Block b, Phase Two: Here, t ∈ [b′T + t1 + 1 : b′T + t1 + t2].
At time t ∈ [b′T + t1 + 1 : b′T + t1 + t2] with b ∈ [1 : B + 1], T1 transmits the elements of set PLC
(
b, t(t)−
t1
)⋃PDS(b, t(t)− t1) as follows:
X1i(t) =
pi
(
b(t), t(t)− t1
)
, if i ∈
[
1 :
∣∣∣PLC(b(t), t(t)− t1)∣∣∣+ ∣∣∣PDS(b(t), t(t)− t1)∣∣∣ ],
0, if i ∈
[
1 +
∣∣∣PLC(b(t), t(t)− t1)∣∣∣+ ∣∣∣PDS(b(t), t(t)− t1)∣∣∣ :M1].
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During Phase Two of Block b, T2 transmits DSs
{{
u2j(b, t)
}m2(t)
j=1
}T
t=t1+1
if b ≤ B, and remains silent over the
last Block. Thus, we have the following: for t ∈ [b′T + t1 + 1 : b′T + t1 + t2] with b ≤ B,
X2j(t) = u2j
(
b(t), t(t)
)
, j ∈
[
1 : m2
(
t(t)
)]
, and
X2j(t) = 0, j ∈
[
m2
(
t(t)
)
+ 1 :M2
]
,
whereas for t ∈ [BT + t1 + 1 : BT + t1 + t2] (i.e., over Block B + 1),
X2(t) = 0.
This completes the description of the transmission strategy of T1 and T2.
Consider now the decoding operation starting with R2. The following two lemmas enable an inductive proof that
R2 can decode all desired DSs. See also Tables I-III.
The next lemma proves that R2 can decode all DSs sent to it over Block 1.
Lemma 8: At time t = T , R2 can decode DSs{{
u2j(1, t)
}m2(t)
j=1
}T
t=1
sent to it over Block 1.
Proof: Recall that for Block 1, the set SLC(1) is empty. Thus, over Phase Two of Block 1, T1 transmits all
elements of the set SDS(1), i.e., T1 retransmits all DSs
{{
u2i(1, t)
}m2(t)
i=1
}t1
t=1
that are sent by T2 over Phase One
of this block. Moreover, since |PDS (1, i)| ≤ N2−M2, ∀ i, b, T1, at any time during Phase Two, transmits at most
N2 −M2 elements of the set SDS(1) =
{{
u2i(1, t)
}m2(t)
i=1
}t1
t=1
. This implies that at any time during Phase Two
of Block 1, at most N2 transmit antennas are active (i.e., they send a non-zero signal). Since the Rayleigh-faded
channel matrices are full rank almost surely, R2, equipped with N2 antennas, can determine the transmit signal
via simple channel inversion. Therefore, at time t ∈ [t1 + 1 : T ], R2 can decode all DSs belonging to the set
PDS
(
b(t), t(t) − t1
)
and also those transmitted by T2 at that time, namely, u2i
(
1, t(t)
)
, i ∈
[
1 : m2
(
t(t)
)]
.
Therefore, at the end of Block 1, i.e., at t = T , R2 can decode all DSs sent to it over this block.
The next lemma deals with decoding of DSs sent to R2 over Block b, b ∈ [2 : B].
Lemma 9: Consider Block b, b ∈ [2 : B]. If, at time t = (b− 1)T , R2 has successfully decoded all DSs{{
u2i(b− 1, t)
}m2(t)
i=1
}T
t=1
sent to it over Block (b− 1), then at time t = bT , it can decode all DSs{{
u2i(b, t)
}m2(t)
i=1
}T
t=1
sent to it over Block b.
Proof: Suppose at time t = (b−1)T , R2 has decoded successfully all DSs sent to it over Block (b−1). Thus,
R2, at time t = (b− 1)T , can determine the values of linear combinations
LC
[2]
2j
(
b− 1, t) = H2j2((b− 2)T + t)

u21
(
b− 1, t)
u22
(
b− 1, t)
...
u2m2(t)
(
b− 1, t)
0[M2−m2(t)]×1
 , ∀ j ∈ [1 : N2] and t ∈ [1 : t1],
and hence, it can also evaluate
LC
[1]
2j
(
b− 1, t) = Y2j((b− 2)T + t)− LC[2]2j (b− 1, t) , ∀ j ∈ [1 : N2] and t ∈ [1 : t1].
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Phase One, Block B + 1: No operation is performed.
Phase Two, Block B + 1:
node operation
T1 transmits linear combinations
{{
LC
[1]
2j
(
B, t
)}nreq(t)
j=1
}t1
t=1
.
T2 remains silent
R1 Gets linear combinations
{{
LC
[1]
2j
(
B, t
)}nreq(t)
j=1
}t1
t=1
.
Can decode all DSs sent over Block B.
R2 idle
TABLE III
BLOCK B + 1 OF RETROSPECTIVE IA SCHEME WITH SHANNON FEEDBACK
In particular, R2 at time t = (b− 1)T knows values of all elements of set
SLC(b) =
{{
LC
[1]
2i
(
b− 1, t)}nreq(t)
i=1
}t1
t=1
.
Consider now the operation over Phase Two of Block b, i.e., for a t ∈ [(b− 1)T + t1 + 1 : (b− 1)T + t1 + t2].
Since R2 already knows the values of elements of set SLC(b), it can subtract from Y2(t) the contribution due to
the elements of set PLC
(
b, t(t)− t1
) ⊂ SLC(b), which are transmitted by T1 at time t. After this subtraction, from
the perspective of R2, not more than N2 transmit antennas are active. Therefore, as mentioned before, R2 can use
channel inversion to determine the elements of set PDS
(
b, t(t)− t1
)
and also u2i
(
b, t(t)
) ∀ i ∈ [1 : m2(t(t))].
Combined with the result of the previous lemma that all Block 1 DSs can be decided at t = T , the above lemma
can now be applied recursively to show that R2 can decode all desired DSs sent over the first B blocks. Since no
new DSs are transmitted over the last (B + 1)th block, decoding is successful at R2.
Consider now the decoding procedure at R1. See also Tables I-III. It turns out that R1, at the end of a given
block, does not observe a sufficient number of interference-free linear combinations required to decode desired DSs
sent over that block. However, the missing linear combinations are sent to it over the next block. Hence, DSs sent
over a given block are decodable at R1 at the end of the next block. Since no new DS is sent over the final block,
decoding is successful at R1 at the end of Block B + 1.
The above claims about how decoding works at R1 are proved using a series of three lemmas. The first two
specify the linear combinations that are known to R1 at the end of each block. The third lemma makes use of the
first two to prove that all desired DSs are decodable at R1 at the end of Block B + 1.
Lemma 10: At the end of Block 1, i.e., time t = T , R1 can obtain linear combinations
LC
[1]
1i
(
1, t(t)
) ∀ i ∈ [1 : N1] and t ∈ [1 : t1].
Proof: As with R2, R1 at t = T can determine the DSs{{
u2i
(
1, t(t)
)}m2(t(t))
i=1
}t1
t=1
.
Hence it can evaluate
LC
[2]
1i
(
1, t
)
= H1i2(t)

u21
(
1, t
)
u22
(
1, t
)
...
u2m2(t)
(
1, t
)
0[M2−m2(t)]×1
 , ∀ i ∈ [1 : N1] and t ∈ [1 : t1],
and then, LC[1]1i
(
1, t
)
= Y1i(t)− LC[2]1i
(
1, t
)
, ∀ i ∈ [1 : N1] and t ∈ [1 : t1].
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Lemma 11: At the end of Block b, b ∈ [2 : B], i.e., at t = bT , R1 can obtain the linear combinations{{
LC
[1]
1i
(
b, t
)}N1
i=1
}t1
t=1
and
{{
LC
[1]
2i
(
b− 1, t)}nreq(t)
i=1
}t1
t=1
.
Further, at the end of Block B + 1, R1 can obtain the linear combinations{{
LC
[1]
2i
(
B, t
)}nreq(t)
i=1
}t1
t=1
.
Proof: Consider the operation over Phase Two of Block b, b ≤ B i.e., for t ∈ [b′T + t1 + 1 : b′T + t1 + t2]
with b ≤ B. At any time during this phase, at most N1 transmit antennas are active. Hence, via simple channel
inversion, R1 can determine the transmit signal during this phase. Thus, at the end of this phase, i.e., at t =
bT , R1 knows the values of elements of the sets SLC(b) and SDS(b). This implies that at the end of Block b
R1 knows linear combinations
{{
LC
[1]
2i
(
b − 1, t)}nreq(t)
i=1
}t1
t=1
, which are contained in the set SLC(b). Further, it
knows DSs
{{
u2i(b, t)
}m2(t)
i=1
}t1
t=1
, from which it can compute
{{
LC
[2]
1i
(
b, t
)}N1
i=1
}t1
t=1
, and subsequently obtain{{
LC
[1]
1i
(
b, t
)}N1
i=1
}t1
t=1
.
The last part of the lemma can be proved using similar arguments.
Lemma 12: At the end of Block b, where b ∈ [2 : B + 1], R1 can decode data symbols{{
u1i(b− 1, t)
}m1(t)
i=1
}t1
t=1
sent to it over Block b− 1.
Proof: First recall that no new DSs are transmitted to R1 during Block B + 1. Therefore, we will focus on
Block b − 1, where b ∈ [2 : B + 1]. It will be shown that given any t such that b(t) = b − 1, all DSs sent by T1
to R1 at time t can be decoded by R1 at the end of Block b. Moreover, since no new DSs are sent to R1 over
Phase Two of any block, we may assume, without loss of generality, that t(t) ∈ [1 : t1]. Thus, in the following, we
consider a time slot t with b(t) = (b− 1), b ∈ [2 : B + 1], and t(t) ∈ [1 : t1] or t = (b− 2)T + t with t ∈ [1 : t1].
At this time, T1 transmits DSs {
u1i
(
b− 1, t(t)
)}
, i ∈
[
1 : m1
(
t(t)
)]
.
To decode these DSs, it is sufficient for R1 to know m1
(
t
(
t
))
linearly independent linear combinations of these
data symbols. Consider the following collection of linear combinations:{
LC
[1]
1i
(
b− 1, t(t))}N1
i=1
and
{
LC
[1]
2i
(
b− 1, t(t))}nreq(t(t))
i=1
.
These are m1
(
t(t)
)
linear combinations of DSs
{
u1i
(
b−1, t(t))}, i ∈ [1 : m1(t(t))], and since the Rayleigh-faded
channel matrices are full rank with probability 1, these linear combinations are almost surely linearly independent.
Hence, if R1 knows the values of these linear combinations, it can decode data symbols transmitted at time t.
Moreover, by combining the results of previous two lemmas, we observe that R1 can determine the linear
combinations
{
LC
[1]
1i
(
b−1, t(t))}N1
i=1
at the end of Block (b−1), while it can obtain linear combinations
{
LC
[1]
2i
(
b−
1, t(t)
)}nreq(t(t))
i=1
at the end of Block b. Thus, at the end of Block b, R1 can decode all DSs sent to it at time t,
which belongs to Phase One of Block b− 1. Hence, at the end of Block b, R1 can decode all DSs sent to it over
Block b− 1.
Thus, we conclude that by coding over T ? time slots, (d?1, d
?
2) DoF can be achieved as desired. This completes
the description of our generic retrospective interference alignment scheme.
We will now use this scheme to prove that Po2,3 ∈ DS under Case A and Po2,1, P1,3 ∈ DS under Case B in the
following three subsections.
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A. Proof of Po2,3 ∈ DS under Case A
Recall that under Case A, Condition 1 holds and
M ′1 ≥ N2
N1 −M2
N2 −M2 ,
and Po2,3 ≡ (d1, d2) = (N1 −M2,M2).
We use the generic retrospective interference alignment scheme with the parameters chosen as follows:
T = N2, t1 = N2 −M2, t2 =M2, and m2(t) =M2 ∀ t ∈ [1 : T ].
It is easy to verify that this choice satisfies Design Criteria 1 and 2.
In order to choose m1(t), t ∈ [1 : t1], consider the following:⌈
N2
N1 −M2
N2 −M2
⌉
≥ N2N1 −M2
N2 −M2 ≥
⌊
N2
N1 −M2
N2 −M2
⌋
⇒ t1 ·
⌈
N2
N1 −M2
N2 −M2
⌉
≥ t1 ·N2N1 −M2
N2 −M2 ≥ t1 ·
⌊
N2
N1 −M2
N2 −M2
⌋
⇒ t1 ·
⌈
N2
N1 −M2
N2 −M2
⌉
≥ N2(N1 −M2) = Td1 ≥ t1 ·
⌊
N2
N1 −M2
N2 −M2
⌋
,
This suggests that we can choose m1(t), t ∈ [1 : t1] as
m1(t) ∈
{⌊
N2
N1 −M2
N2 −M2
⌋
,
⌈
N2
N1 −M2
N2 −M2
⌉}
, ∀t ∈ [1 : t1], such that
Td1 = N2(N1 −M2) =
t1∑
t=1
m1(t),
where bxc denotes the largest integer that is less than or equal to x. It can be verified that this choice of parameters
satisfies Design Criterion 3. Furthermore, Design Criterion 4 holds since (N2 − M2)t2 = (N2 − M2)M2 and∑t1
t=1
m2(t) =M2t1 =M2(N2 −M2). Next we prove that Design Criteria 5 is satisfied as well.
First we show that m1(t) ≥ N1 ∀ t ∈ [1 : t1] for which it is sufficient to prove that⌊
N2
N1 −M2
N2 −M2
⌋
≥ N1.
This inequality is proved as follows:
N1 ≥ N2 ⇒ N1 −M2 ≥ N2 −M2 ⇒ M2
N2 −M2 + 1 ≥
M2
N1 −M2 + 1
⇒ N2
N2 −M2 ≥
N1
N1 −M2 ⇒ N2
N1 −M2
N2 −M2 ≥ N1 ⇒
⌊
N2
N1 −M2
N2 −M2
⌋
≥ N1,
as desired. Now, making use of the fact that m1(t)−N1 ≥ 0 ∀ t ∈ [1 : t1], we obtain the following:∣∣∣SLC(b)∣∣∣ = t1∑
t=1
nreq(t) =
t1∑
t=1
{
m1(t)−N1
}
=
t1∑
t=1
{
m1(t)
}
−N1t1 = Td1 −N1t1 · · · by Design Criteria 3
= N2(N1 −M2)−N1(N2 −M2) · · · by the choice of t1 and T
= M2(N1 −N2) = (N1 −N2)t2,
which proves that Design Criteria 5 is satisfied. Since all Design Criteria 1-5 hold, we know that Po2,3 ∈ DS.
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B. Proof of Po2,1 ∈ DS under Case B
Recall that under Case A, Condition 1 holds and
M ′1 < N2
N1 −M2
N2 −M2 .
Here,
Po2,1 ≡ (d1, d2) =
(
M ′1
N2 −M2
N2
,M2
)
.
We use the generic retrospective interference alignment scheme with the following choice of parameters:
T = N2, t1 = N2 −M2, t2 =M2,
m1(t) = M
′
1 ∀ t ∈ [1 : t1],
m2(t) = M2 ∀ t ∈ [1 : T ].
It is easy to verify that Design Criteria 1-3 are satisfied. Design Criterion 4 holds because
∑t1
t=1
m2(t) =M2t1 =
M2(N2 −M2) = (N2 −M2)t2. Consider now the proof that the last criterion is satisfied.
Here, nreq(t) =M ′1 −N1 ∀ t ∈ [1 : t1]. Hence,∣∣∣SLC(b)∣∣∣ = (M ′1 −N1)t1 = (M ′1 −N1)(N2 −M2).
Design Criterion 5 because
M ′1 ≤ N2
N1 −M2
N2 −M2 · · · by definition of Case B
⇒M ′1(N2 −M2) ≤ N2(N1 −M2) = (N1 −N2)M2 +N1(N2 −M2)
⇒ (M ′1 −N1)(N2 −M2) ≤ (N1 −N2)M2
⇒ |SLC(b)| ≤ (N1 −N2)t2.
Since all Design Criteria hold, Po2,1 ∈ DS under Case B.
C. Proof of P1,3 ∈ DS under Case B
Here,
P1,3 ≡ (d1, d2) =
(
M ′1
N1 −N2
M ′1 −N2
, N2
M ′1 −N1
M ′1 −N2
)
.
Set
T =M ′1 −N2, t1 = N1 −N2, t2 =M ′1 −N1
and m1(t) =M1 ∀ t ∈ [1 : t1].
In order to choose m2(t), consider the following argument.
M ′1 ≤ N2
N1 −M2
N2 −M2 ⇒M
′
1(N2 −M2) ≤ N2(N1 −M2)
⇒ N2(M ′1 −N1) ≤M2(M ′1 −N2)
⇒M2N1 −M2M ′1 +N2(M ′1 −N1) ≤M2N1 −M2N2
⇒M2(N1 −N2) =M2t1 ≥ (N2 −M2)(M ′1 −N1).
Therefore, we may select m2(t), t ∈ [1 : t1], such that
0 ≤ m2(t) ≤M2 ∀ t ∈ [1 : t1] and
t1∑
t=1
m2(t) = (N2 −M2)(M ′1 −N1);
and m2(t) =M2, ∀t ∈ [t1 + 1 : t1 + t2].
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It can be easily verified that the above choice of parameters satisfies the first three design criteria. Design Criterion
4 holds because
(N2 −M2)t2 = (M2 −M2)(M ′1 −N1)
t1∑
t=1
m2(t).
Similarly, it is easy to verify that Design Criterion 5 holds. Therefore, we have that that P1,3 ∈ DS under Case B.
V. CONCLUSION
In this paper, the fast fading MIMO IC is studied under the Shannon feedback setting in which the transmitters are
assumed to have perfect knowledge of the channel matrices and the channel outputs, both with a finite delay. Under
such a setting, the DoF region is determined with the proof involving in part the demonstration of a key achievability
result that in some cases output feedback can improve the DoF region in presence of delayed CSIT. To realize
the DoF gains attainable with Shannon feedback, this new achievability scheme not only employs all interference
alignment techniques that are feasible with just delayed CSIT, but in addition, also exploits the additional transmitter
cooperation that output feedback can induce. This result is further strengthened by identifying scenarios of limited
Shannon feedback in which the entire Shannon-feedback DoF region is achievable even under the knowledge of
some of the channel matrices and channel outputs at the transmitters. For example, the three DoF regions under just
delayed CSIT, just output feedback, and Shannon feedback are proved to be identical for a large class of MIMO
ICs. Moreover, while this work obtains the DoF region under output feedback for a large class of MIMO ICs, its
complete characterization and its relationship to the delayed CSIT and Shannon feedback DoF regions remains an
open problem that merits further investigation.
APPENDIX A
PROOF OF LEMMA 1
The regionDiCSI&op is achievable with just instantaneous CSIT [5]. Thus, it is sufficient to prove thatDiCSI&op is
an outer-bound to the DoF region of the MIMO IC with instantaneous CSIT and output feedback. Toward this end,
recall that the DoF achievable over the point-to-point MIMO channel can not exceed the minimum of the number of
transmit and receive antennas [25] (this is referred as the ‘single-user’ bound). This implies that di ≤ min(Mi, Ni)
for each i ∈ {1, 2}. Consider now the bound on d1 + d2. Even if both transmitters and both receivers are assumed
to cooperate, the total sum-DoF are limited by M1 +M2 and N1 + N2 due to the single-user bound. Therefore,
d1+ d2 ≤ min{M1+M2, N1+N2}. Now, due to symmetry, it is sufficient to show that d1+ d2 ≤ max(M1, N2).
The proof of this claim, which makes use of techniques developed in [5], is given below.
A. Proof of d1 + d2 ≤ max(M1, N2) with Instantaneous CSIT and Output Feedback
As stated earlier, it is sufficient to prove that d1 + d2 ≤ max(M1, N2).
Lemma 13: For the MIMO IC with i.i.d. Rayleigh fading and N2 ≥M1,
d1 + d2 ≤ N2
when there is instantaneous CSIT and output feedback.
Proof: The proof of this lemma is based on the techniques developed in [5]. This lemma can not however
be immediately deduced from [5, Theorem 9] because (i) the model of IC with cooperation studied in [5, Section
IV] does not include the case of output feedback considered here and (ii) in the IC considered in [5], the channel
matrices are time-invariant and deterministic (not fading) and (iii) the IC is known to be not separable in general
[26], [27] . See Appendix A-B for the complete proof.
Thus, as per the above lemma, the required inequality holds when N2 ≥ M1. When N2 < M1, as argued in
[28], [5], we may add M1 −N2 antennas at R2 (which can not reduce the DoF region), and then apply the above
lemma to prove that d1+ d2 ≤M1 if M1 > N2. Therefore, we together have d1+ d2 ≤ max(M1, N2), as desired.
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B. Proof of Lemma 13
This lemma is proved by making use of the techniques developed in [5, Proof of Theorem 9].
Let U1(t)
4
= H11(t)X1(t) +W1(t) and U2(t)
4
= H21(t)X1(t) +W2(t). Then we have the following corollary,
which is stated using the notation of Section II-A.
Corollary 4 (Lemma 8, [5]): The following is true:
X1(n) ← M1, M2, U1(n− 1), U2(n− 1), H(n);
X2(n) ← M2, U1(n− 1), U2(n− 1), H(n);
Y 1(n), Y 2(n) ← M2, U1(n), U2(n), H(n),
where a← b denotes the fact that a is a deterministic function of b.
Proof: Can be proved via induction.
We now apply Fano’s inequality assuming that R1 knows the message M2, and signals U1(n) and U2(n) to
obtain
nR1 ≤ I
(
M1;Y 1(n), U1(n), U2(n)
∣∣∣M2, H(n))+ nn
= I
(
M1;U1(n), U2(n)
∣∣∣M2, H(n))+ nn
= h
(
U1(n), U2(n)
∣∣∣M2, H(n))− h(U1(n), U2(n)∣∣∣M2,M1, H(n))+ nn,
where the first equality holds since Y 1(n)←
{M2, U1(n), U2(n), H(n)}. Now, following the analysis in [5, Proof
of Theorem 9], we get
h
(
U1(n), U2(n)
∣∣∣M2, H(n)) ≤ h(Y 2(n)∣∣∣M2, H(n))+ n∑
t=1
h
(
U1(t)
∣∣∣U2(t), H(n))
h
(
U1(t)
∣∣∣U2(t), H(n)) ≤ o(log2 P )
h
(
U1(n), U2(n)
∣∣∣M2,M1, H(n)) ≥ n · o(log2 P ),
where o(log2 P ) is constant with n. These bounds give
nR1 ≤ h
(
Y 2(n)
∣∣∣M2, H(n))+ n · o(log2 P ) + nn. (26)
Now Fano’s inequality applied at R2 yields
nR2 ≤ I
(
M2;Y 2(n)
∣∣∣H(n))+ nn
≤ h
(
Y 2(n)
∣∣∣H(n))− h(Y 2(n)∣∣∣M2, H(n))+ nn (27)
The desired bound can now be derived by adding inequalities in (26) and (27), and subsequently applying the
single-user bound (cf. [5, Proof of Theorem 9]).
APPENDIX B
PROOFS OF COROLLARIES 1 AND 2
A. Proof of Corollary 1
First consider the case of limited Shannon feedback. Since DlS1,DlS2 ⊆ DS, it is sufficient to prove that the
DoF regions DlS1 and DlS2 are achievable when there is limited Shannon feedback of Types 1 and 2, respectively.
In other words, we need to prove that the region DSouter is achievable under two types of limited Shannon feedback,
which we do next. Again, assume without loss of generality that N1 ≥ N2.
If Condition 1 does not hold, then DSouter = D
dCSI. Then, as pointed out in [20], the region DdCSI is achievable
when for each i ∈ {1, 2}, the ith transmitter knows Hji(t) and Hjj(t), j ∈ {1, 2} with j 6= i, with a delay. Hence,
when Condition 1 does hold, the region DSouter = D
dCSI is achievable with limited Shannon feedback of Types 1
and 2.
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When Condition 1 holds, the region DSouter is shown to be achievable with Shannon feedback of both types by
developing a coding scheme in Section IV. It can be verified that this coding scheme works even under limited
Shannon feedback of both types.
Hence, together, we have proved that DSouter is achievable with limited Shannon feedback.
For the setting of designable Shannon feedback: Clearly, DS ⊆ DdS. Hence, it is sufficient to prove that the
region DSouter is an outer-bound, even under designable Shannon feedback. Toward this end, the proof of Theorem
1 can be easily modified to apply to the general case of designable Shannon feedback.
B. Proof of Corollary 2
The first part of the corollary follows trivially since the setting of Shannon feedback is stronger than that of
output feedback. To prove the second part of the corollary, we assume below without loss of generality that
N1 ≥ N2; and prove that the region DS = DSouter is achievable with output feedback, whenever the inequality
min(M1, N1) > N2 > M2 does not hold (note, with N1 ≥ N2, the second inequality in the statement of the
corollary can never be true). This is the goal of the remainder of this sub-section.
Here, by no side-information at the transmitters, we mean the setting where the transmitters have no knowledge
whatsoever of the channel states and the channel outputs; and denote the corresponding DoF region by Dno which
is known from the literature [9]–[11], [13].
Throughput the remainder of this subsection, we assume that the inequality min(M1, N1) > N2 > M2 does not
hold. Then
Dno ⊆ Dop ⊆ DS = DdCSI = DSouter ⊆ DiCSI = DiCSI&op.
From [20, Table I], we observe that Dno = DdCSI, if the following two inequalities do not hold:
• M1 > max(N1, N2), M2 ≥ N1, and M2 > N2 (Case A.I.3 in [20, Table I]); and
• M1 > max(N1, N2) and N1 > M2 ≥ N2 (Case A.II.2 in [20, Table I]).
Hence, whenever Cases A.I.3 and A.II.2 do not hold (recall the inequality min(M1, N1) > N2 > M2 is not true),
then
Dno = DdCSI ⇒ Dno = DdCSI = Dop = DS;
and thus the corollary holds.
We now proceed to Cases A.I.3 and A.II.2, under which we want to show that DdCSI = Dop. Toward this end,
for Case A.I.3 and A.II.2, the region DdCSI has been shown to be achievable under delayed CSIT by developing
two IA-based coding scheme in [20, Section VI] and [20, Section VII], respectively. Although these schemes have
been developed there for delayed-CSIT case, they work even with output feedback. Therefore, using the schemes
of [20, Section VI] and [20, Section VII], we conclude that DdCSI = Dop under Cases A.I.3 and A.II.2.
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