To estimate the density or abundance of a cetacean species using acoustic detection data, it is necessary to correctly identify the species that are detected. Developing an automated species classifier with 100% correct classification rate for any species is likely to stay out of reach. It is therefore necessary to consider the effect of misidentified detections on the number of observed data and consequently on abundance or density estimation, and develop methods to cope with these misidentifications. If misclassification rates are known, it is possible to estimate the true numbers of detected calls without bias. However, misclassification and uncertainties in the level of misclassification increase the variance of the estimates. If the true numbers of calls from different species are similar, then a small amount of misclassification between species and a small amount of uncertainty around the classification probabilities does not have an overly detrimental effect on the overall variance. However, if there is a difference in the encounter rate between species calls and/or a large amount of uncertainty in misclassification rates, then the variance of the estimates becomes very large and this dramatically increases the variance of the final abundance estimate.
To estimate the density or abundance of a cetacean species using acoustic detection data, it is necessary to correctly identify the species that are detected. Developing an automated species classifier with 100% correct classification rate for any species is likely to stay out of reach. It is therefore necessary to consider the effect of misidentified detections on the number of observed data and consequently on abundance or density estimation, and develop methods to cope with these misidentifications. If misclassification rates are known, it is possible to estimate the true numbers of detected calls without bias. However, misclassification and uncertainties in the level of misclassification increase the variance of the estimates. If the true numbers of calls from different species are similar, then a small amount of misclassification between species and a small amount of uncertainty around the classification probabilities does not have an overly detrimental effect on the overall variance. However, if there is a difference in the encounter rate between species calls and/or a large amount of uncertainty in misclassification rates, then the variance of the estimates becomes very large and this dramatically increases the variance of the final abundance estimate. Over the last two decades, researchers and managers have become increasingly aware of the advantages of using passive acoustic monitoring over visual cues to detect marine mammals. Many studies, in particular those processing large datasets from long-term fixed hydrophone deployments, rely on automatic detectors and species classifiers to decrease the time and cost of analysis.
The repertoire of vocalizations by marine mammals is large and highly variable across species. Some species, such as large whales, produce calls that are easily recognized by an experienced observer or by an automatic classifier. However, many of the delphinid species produce highly variable calls where the frequency range of the different species' vocalizations overlaps to a large degree. These sounds are more challenging to classify. Classification algorithms have been developed by a number of researchers to identify delphinid sounds (e.g., Datta and Sturtivant, 2002; Gillespie et al., 2013; Oswald et al., 2007) . The rate of misclassification in these examples was determined by testing the classifiers on recordings of species whose identity had been determined visually. However, none of these classifiers are perfect, and there remains considerable misclassification between species.
In any management strategy, accurate and precise quantification of population size ("abundance") is crucial to develop appropriate management actions. A standard method for estimating abundance based on acoustic detections is cue counting, where the cues are the vocalizations detected (Marques et al., 2009 (Marques et al., , 2011 . The general formula to estimate a species' abundance from cues is given bŷ
where n is the number of detected cues,ĉ is the estimated proportion of false positives detected (calls classified as the species of interest which originated from other species or other sources of noise), a is the area in which cues can be detected,P is the estimated average probability of a cue being detected within this area during recording time T,r is the estimated cue production rate and A is the total study area (Marques et al., 2009) . Apart from the fact that this formula requires knowledge of the cue production (i.e., vocalization) rate, which is unknown for many species, the abundance estimate in Eq.
(1) only considers the presence of one species at a time in the area of interest. In this paper, we only address the issue of determining the true number of calls v _ , which in Eq. (1) is the term
. Marques et al. (2009) estimated the proportion of false positive detections,ĉ, by visually examining 30 periods of 10 min from 6 days of recordings, a process which relied heavily on a human operator being able to distinguish between the sounds of interest and a range of other sound sources.
If the main source of false positive detections is the presence of other species with similar vocalizations in the study area, then the rate of false positive detections will be strongly related to the relative call densities from the different species. For example, if we know that species A and B are often confused by the classifier, and that species B is much more common or more vocal than species A, then a high percentage of the detections attributed by the classifier to species A will in fact be false positives detections resulting from the presence of species B. If on the other hand, species B were extremely rare or very silent, then there would be few misclassifications assigned to species A from species B.
Since we are interested in estimating the density of multiple species within a given study area, it becomes necessary to replace the (1 -c _ ) term with the more general equation
where v _ and n are now vectors representing the true numbers of calls and the numbers of calls counted for each species after misclassification, respectively, and M is a more general misclassification operator.
The level of misclassification between species can generally be described in terms of a confusion matrix (e.g., Oswald et al., 2007; Gillespie et al., 2013) , which summarizes the probabilities for correct, false positive and false negative classifications of all species considered. The confusion matrix [Eq. (3) ] is a square matrix of dimension m Â m in which each element of the matrix p ij is the probability of classifying species j (column) as species i (rows). In particular, the entries for i ¼ j represent the probabilities of correctly classifying a species (success) and the off-diagonals (i 6 ¼ j) are probabilities of incorrectly classifying species j as species i (failure). A small p ij , 8 I 6 ¼j, means a low misclassification rate of species j as species i while a large p ij , 8 i 6 ¼ j, means a high misclassification rate. On the other hand, a small p ij , 8 i ¼ j, means a low correct classification rate of species j and vice versa for a high p ij , 8 i ¼ j. Hence, the confusion matrix is given as
where
The expected number of detected calls E(n) for each species following misclassification is therefore given by
and it follows that the true number of detections for each species can be estimated usinĝ
where C À1 is the inverse of the confusion matrix C. Species classification is a stochastic process where each classification may be considered as an independent random event. In addition, we cannot assume that the confusion matrix is known precisely since it is typically derived from a finite sample of real data. Gillespie et al. (2013) show uncertainties, expressed as a measure of standard deviation, ranging from 0.04 to 0.48 for the probabilities of a typical confusion matrix. The stochastic nature of the classification process combined with our imperfect knowledge of the confusion matrix add to the uncertainty of any estimate of the true number of detected cues (v) and consequently, to the uncertainty of estimated species abundance if misclassification is taken into account.
With this in mind, this paper presents the first statistical analysis of the effects of species misclassification in acoustic surveys. In particular, it examines the bias and precision of the estimates of the true number of detected calls from multiple species which arise from the stochastic nature of the confusion process, as well as the uncertainty within the confusion matrix. We achieved this by looking at hypothetical confusion matrices and simulated data.
After a brief description of the classification process in mathematical terms, which also serves as an introduction of notation, we begin by looking at a simple model containing only the stochasticity within the classification process. We TABLE I. The five different confusion matrixes (a-e) used during the simulation studies. Confusion matrix a is the identity matrix (no misclassification), b and c both have a high correct classification rate, but differ in that the misclassification rates of b are equal between species, whereas they are different in c. Confusion matrices d and e both have low rates of correct classification and again differ in that misclassification is equal between species in d, but varies in e. then extend this analysis by incorporating uncertainty in the rates of misclassification.
II. THE CLASSIFICATION PROCESS
We assume that classification events are independent of each other. Thus the classification for each species j can be described as the outcome of a multinomial process, where the vector of probabilities of the corresponding multinomial distribution is given by the jth column of the confusion matrix.
The numbers of trials in these multinomial distributions are the true number of detections v, i.e., v j is the number of trials, or the true number of detections for species j.
The expected observed number of vocalizations of species i (n i ) is equal to the number of vocalizations of species i correctly classified as species i plus the false positive classifications when vocalizations of another species j 6 ¼ i have been misclassified as species i,
The following interpretation will be useful when simulations are considered later on: Since we have identified each column with the probability vector of a multinomial distribution, it follows from Eq. (6) that the observed data for species i (n i ) is the sum of the output values of the ith components of m multinomial distributions, i.e.,
with the number of trials being the true number of detections v j and the multinomial probability for species j being the jth column p. j of the confusion matrix, e.g., n 1 is the sum of the first realized values of m multinomial distributions.
III. METHODS
For this study, we have not considered the effects of animal encounter rate, which can be an important source of uncertainty on animal abundance estimates, but would detract from the primary purpose of this paper which is to examine the effects of misclassification. We therefore consider only the following two sources of uncertainty:
(1) The stochastic nature of the classification process.
(2) Uncertainty in our knowledge of the classifier performance (i.e., uncertainty on the values of the elements of the confusion matrix).
First, we only consider the stochastic nature of the classification process, by assuming that the confusion matrix is known (i.e., no uncertainty). In a second step, we include additional uncertainty in the values of the confusion matrix itself. The bias and variance on our estimates of the true number of detected calls was assessed using five different confusion matrixes (Table I ) with increasing levels of misclassification. These include the identity matrix (i.e., no misclassification) and four others containing both low and high rates of misclassification with the misclassification being either the same (scenarios b or d) or differing for each species (scenarios c or e).
For each confusion matrix we evaluated the bias and variance using both balanced data (i.e., same number of calls for each species, scenario 1) and unbalanced data (i.e., differing numbers of calls per species, scenario 2). All models were developed with four species. For balanced data, we assumed that the true number of calls was exactly 3000 for each species. For unbalanced data, we selected values of 8000, 3000, 950, and 50 calls, respectively. Thus the total number of calls is the same as the balanced data, but with a 160-fold difference in the number of vocalizations between the most and the least abundant species.
The ten different scenarios (five confusion matrixes with balanced and unbalanced data) are summarized in Table II.   TABLE II 
Balanced data
Unbalanced data For the simple case, in which the variance within the values of the confusion matrix is assumed zero, we have derived an analytical solution for the bias and variance on the true number of detected calls (Appendix). However, when uncertainty is added to the confusion matrix, the analytical approach becomes more complex, so we also explore bias and variance through simulation. When variability in the values of the confusion matrix is added to the model, bias and precision are measured from simulation only.
For each simulation (b), the numbers of misclassified, or observed, calls n b were generated from the sum of four multinomial distributions with parameters v b representing the true number of calls and p's being the confusion matrix probabilities [Eq. (7)]. The estimated true number of callsv b was then estimated by multiplying the inverse of the confusion matrix by the number of misclassified (observed) calls Eq. (8),
For each scenario, this process was repeated 10 000 times and the mean [Eq. (A3) in Appendix] and variance [Eq. (A10) in Appendix] of the estimatedv calculated. When uncertainty in the confusion matrix was considered, the columns p j of the confusion matrix are considered to be realizations of a probability distribution. To meet the requirement that columns have to sum to 1, this distribution was chosen to be a Dirichlet. The Dirichlet distribution is a multivariate probability distribution parameterized by a vector a of positives reals, p $ Dir(a) where P k i¼1 p ij ¼ 1 (Gelman, 2004) .
For each of the 10 000 simulation trials, new values for the confusion matrix probabilities p ij were generated from a Dirichlet distribution; these were then used in the same multinomial misclassification process as for the simpler situation. The true number of callsv was again estimated using the inverse of the mean of the confusion matrix used to simulate the observed data [Eq. (5)].
Simulations were run with two levels (low and high) of uncertainty on the confusion matrix. In both situations, the alpha parameters of the Dirichlet distribution were selected such that the means of the parameters were equal to the confusion matrix probabilities of the different scenarios (Table  III) . However to generate low uncertainty in the confusion matrix, the parameters were selected to have a variance equal to 0.01 on average. The parameters for the high uncertainty were selected to match a variance of 0.1 observed with real data of Gillespie et al. (2013) .
IV. RESULTS
Through this study the variance was represented by the coefficient of variation (CV), which is the standard deviation of the estimate divided by the estimate, generally reported in percent. When uncertainties in the probabilities of the confusion matrix were not taken into account, the analytical approach (Appendix) demonstrated that the means ofv were an unbiased estimate of the truth (n), (Table IV) . The simulations verified this result (Table V) ; no significant difference between means and variances calculated analytically and estimated through simulation was observed.
As expected, without misclassification, the estimates were unbiased and precise (CV ¼ 0). A decrease in the rate of correct classifications (scenarios b and c versus d and e) did not affect thev estimate's means, but it did significantly increase the variance and so the CV of these estimates (Fig. 1) .
Where there were different numbers of calls from the four species, we again obtained unbiased estimates of the true numbers of calls [ Fig. 1(B) ]. The CV on the estimates of numbers of the more common species dropped (due to lower variance coming from misclassifications of the rarer species) but the CV of the estimates of the numbers of rare species Fig. 2 and Table V) .
When uncertainty in the confusion matrix was included, the simulations again showed unbiased estimation ofv for all the misclassification scenarios (Table VI and Table VII) . However, adding uncertainty to the confusion matrix generated a large increase in the CV due to an increase of the variance (Fig. 3) . With balanced data the CV, across all scenarios, increased on average from 2% without uncertainty to 11.7% with low uncertainty and to 87.7% with high uncertainty [ Fig. 3(A) ].
With the unbalanced data the average CV across all scenarios for the common species (species A and B) increased on average from 1.4% without uncertainty to 9% with low uncertainty to 68.6% with high uncertainty in the confusion matrix. For the rare species (species D) the average CV across the five scenarios was at 124.9% without uncertainty rising to 1009.3% with a low level of uncertainty and 7030.3% with a high level of uncertainty [ Fig. 3(B) ]. With the high variability in the confusion matrix some individual simulation results gave some negative estimates ofv, which is clearly not possible with real data.
The presence of uncertainties in the confusion matrix did not alter the fact that a confusion matrix with low misclassification will give a more precise estimation ofv than a confusion matrix with a high misclassification rates (Tables  VI and VII) .
V. DISCUSSION
Our results show that it is possible to derive unbiased estimates the true number of detections of each species from data containing misclassified acoustic detections. However the precision of the estimates is strongly related to the degree of misclassification (Fig. 1 ) and the degree of uncertainty within the confusion matrix (Fig. 3) .
A low CV (<10%) on the estimated numbers of calls can be achieved in some situations, such as when there are similar numbers of calls between species, a low misclassification rate, and low uncertainty within the confusion matrix. In cases where there are large differences in the numbers of detected calls between species (scenarios 2.x), the uncertainty is much higher on the estimates of the number of calls from the rarer species. In the more optimistic scenarios (low misclassification rate and low uncertainty within the confusion matrix), the CV for the common species A and B varied between 0.55% to almost 9%. However, the CV rises close to 100% for less common species (species C) in scenarios with a high rate of misclassification and low uncertainty for the values of the confusion matrix. For species with a very low encounter rate (Species D), even with a small level of uncertainty and low misclassification rate, the CV is higher than 400%, reaching the value of 2500% with a high misclassification rate. With uncertainties in the confusion matrix similar to those observed in real data (Gillespie et al., 2013) , the CV is higher than 50%, even for common species, and the estimate becomes totally uninformative for the rare species (CV > 10 000%).
From our results it appears that uncertainty in the confusion matrix is the parameter responsible of most of the variance of the estimates. Indeed the average CV, across all species and all misclassification rates, is 70 times higher when a high level of uncertainty (average CV across 4 species ¼ 1885) is assumed for the confusion matrix than where there is no uncertainty in the confusion matrix (average CV across 4 species ¼ 27). Whereas the average variance, across all species and all levels of uncertainty within the confusion matrix, is only 29 times higher for models with a high misclassification rate (mean CV ¼ 13 211) than for models with a low misclassification rate (mean CV ¼ 450). A CV of 10% on a density estimate is considered as very good, a CV of 20% as reasonable and a CV of 100% near useless (Thomas and Marques, 2012 ). Particularly for rare species, CV's are often high, generally due to a low encounter rate. For example, Hammond et al. (2002) used visual line transect distance sampling methods to estimate the abundance of the relatively common European harbor porpoise, Phocoena phocoena, with a CV of 14%, but the abundance of the rarer common dolphin Delphinus delphis from the same survey, had a CV of 67%. Gerrodette et al. (2011) estimated the abundance of the extremely rare Vaquita Phocoena sinus in the Gulf of California with a CV of 73%.
In this paper, we have only considered uncertainty in estimates of the true number of detections due to misclassification. In practice, however, significant contributions to the overall CV can be expected from the estimate of detection range, the encounter rate, and the estimate of vocalization (cue) rate which is unknown for many species. Thomas and Marques (2012) outline a number of methods for estimating both detection range and cue rate and the method chosen will be dependent on both the species and the study area.
Clearly the additional contributions to the overall CV of an acoustic abundance estimate from both misclassification and from uncertainty of the vocalization rate are important. However, acoustic survey methods using fixed sensors can often collect significantly more data than visual surveys, which will reduce the contribution to the CV from the encounter rate.
If we consider the species for which the true number of detection is estimated with a CV lower than 50% (for example, common species A and B), we can hope that, despite unavoidable misclassifications, acoustic detections provide useful information. However for the rare species, a small amount of misclassification from the more common species can render the acoustic data useless for all practical purposes.
Uncertainty on the values of the confusion matrix depends heavily on the amount and the quality of the available training data. The more data available to train the classifier, the more accurate are the statistics of the classified sounds used in the whistle classifier and the uncertainty on the values of the confusion matrix decreases. However, whistle classifiers should ideally be trained using visually confirmed data from the same study area since it is know that different sub-populations of a species may produce significantly different vocalizations (e.g., Rendell et al., 2006; Riesch et al., 2006; May-Collado and Wartzok, 2008; Janik, 2009 ). When developing a classifier for use in a particular study, there may therefore be a trade-off between the desire to acquire as much data as possible from multiple studies, possibly in different geographic areas and the desire to use a smaller amount of locally acquired data.
Being able to know the true number of detections from misidentified observed data is not a problem specific to the cue counting method discussed in this paper. In the case of estimating abundance of cetacean population using unidentified acoustic cues, the first question will always be about the true number of detections of each species, irrespective of the specific survey method applied. Thus, at its root, the problem considered here arises equally in any situation where it is known that there is misclassification between multiple species.
Since the uncertainty on the estimate of each species as highly dependent on the presence of other species, incorporating information on the likely abundance of calls from other species will hopefully lead to more robust estimates. We are therefore developing a Bayesian model which incorporates prior information on the relative abundance of calls from different species (based on previous survey work and information on call rates) as well as the uncertainty on the values in the confusion matrix.
