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Abstract
The structure of uniformly continuous quantum Markov semigroups with
atomic decoherence-free subalgebra is established providing a natural decom-
position of a Markovian open quantum system into its noiseless (decoherence-
free) and irreducible (ergodic) components. This leads to a new character-
isation of the structure of invariant states and a new method for finding
decoherence-free subsystems and subspaces. Examples are presented to il-
lustrate these results.
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1 Introduction
Quantum Markov Semigroups (QMS) T = (Tt)t≥0 on the von Neumann al-
gebra B(h) of all bounded operators on a complex separable Hilbert space
h describe the evolution of open quantum systems in quantum optics and
quantum information processing.
The structure of uniformly continuous QMS and their generators has been
analyzed by several authors starting from the early works by Davies[17],
Spohn[37], Lindblad[28], Christensen and Evans[16] (see, for instance, [4, 32,
33] and the references therein). In most of these investigations, concern has
been focused on the structure of the generator and the relationships between
its algebraic properties and structural properties of the underlying open quan-
tum system.
In recent years, there has been a growing interest in the use of QMSs to
model open quantum systems having subsystems which are not affected by
decoherence (see Lidar and Whaley [27], Knill and Laflamme[29], Olkiewicz[8,
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30, 31], Ticozzi and Viola[35], see also [12, 13, 14] and the references therein).
In these applications the QMS (in the Heisenberg picture) acts as a semi-
group of automorphisms of a von Neumann subalgebra N (T ) of B(h), called
the decoherence-free subalgebra. This subalgebra allows identification of noise
protected subsystems where states evolve unitarily, moreover, its structure
and relationship with the set of fixed points also has important consequences
on the asymptotic behaviour of the QMS (see [18, 22, 23, 37]).
In this paper, exploiting the explicit structure of purely atomic von Neu-
mann algebras, we give a full description of the structure of uniformly con-
tinuous QMSs with atomic decoherence-free subalgebra.
Our first result, Theorem 11, shows that, when N (T ) is a type I factor,
the Hilbert space h is (isomorphic to) the tensor product of two Hilbert spaces
k and m, N (T ) is isomorphic to B(k)⊗ 1m where 1m is the identity operator
on m and the operators in a Gorini-Kossakowski-Sudarshan-Lindblad (GKSL)
representation of the generator factorise accordingly. Linear maps Tt (up to
unitary isomorphism) factorise as T kt ⊗ T mt where T k and T m are QMS on
B(k) and B(m) respectively and the QMS T k acts as a semigroup of automor-
phisms (T kt (x) = eitKxe−itK for some self-adjoint K on k). In this way the
decoherence-free (noise protected) part of the system turns out to be essen-
tially independent of the noisy part of the system. This result shows, roughly
speaking, that the only way of maintaining a subsystem free from decoherence
is by keeping it isolated.
The main result, Theorem 12, concerns the case where N (T ) is an atomic
algebra and so it is a direct sum of type I factors and the above considerations
apply to each term of the direct sum.
Our result has important consequences. The first concerns the structure of
all invariant states of QMSs with a faithful invariant state, which is completely
characterised by Theorem 21 extending to infinite dimensional Hilbert space
h a result by Baumgartner and Narnhofer [6]. The second, Theorem 22, is a
simple sufficient condition for establishing environment induced decoherence
([30, 31, 12]). Moreover, the decomposition h = ⊕i∈I (ki ⊗mi) of the Hilbert
space h as in Theorem 12 allows us to identify immediately decoherence-free
quantum subsystems, in the sense of Ticozzi and Viola [35], and decoherence-
free subspaces, as defined by Lidar et al. [27] (see also [3]), of a given quantum
Markovian system.
The decoherence-free subalgebra plays a key role in all the above decompo-
sitions. Indeed, starting from the leading idea that an atomic subalgebra has
a special structure, we undertake the analysis of the structure of the genera-
tor of an arbitrary uniformly continuous QMS T on B(h) and find an infinite
dimensional generalisation of all the main known results.
The structure of the paper is as follows. In section 2 we recall the defi-
nitions and review some basic properties of the decoherence-free subalgebra
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N (T ) and the set of fixed points F(T ) for the maps Tt. In order to make our
exposition self-contained we collect there several preliminary results scattered
in the literature. Moreover, we also prove (Proposition 5) that the center
of N (T ) is contained in F(T ). In section 3 we establish our main results
Theorems 11 and 12. In the next section we prove our result on the struc-
ture of invariant states also deducing spectral properties of the Hamiltonian
K in the decoherence-free part of the QMS (Lemma 19) and showing that
the decoherence-free subalgebra of irreducible QMSs is trivial (Proposition
17). In section 5 we discuss the applications to environment induced deco-
herence and decoherence-free subsystems and subspaces. In the final section
we present two examples, generic and circulant QMSs, to illustrate how our
results work in a concrete set-up. The appendix discusses a known character-
isation of atomic von Neumann algebras that we have been unable to find in
the wealthy literature on the subject.
2 The decoherence-free subalgebra of a QMS
Let h be a complex separable Hilbert space. A QMS on the algebra B(h) of
all bounded operators on h is a semigroup T = (Tt)t≥0 of completely positive,
identity preserving normal maps which is also weakly∗ continuous. We will
make the assumption from now on that T is indeed uniformly continuous i.e.
limt→0+ sup‖x‖≤1 ‖Tt(x)− x‖ = 0. Its generator L can be represented in the
well-known (see [32, 33]) Gorini-Kossakowski-Sudarshan-Lindblad (GKSL)
form as
L(x) = i[H,x]− 1
2
∑
ℓ≥1
(L∗ℓLℓx− 2L∗ℓxLℓ + xL∗ℓLℓ) , (1)
where H = H∗ and (Lℓ)ℓ≥1 are operators on h such that the series
∑
ℓ≥1 L
∗
ℓLℓ
is strongly convergent and [·, ·] denotes the commutator [x, y] = xy − yx.
The choice of operators H and (Lℓ)ℓ≥1 is not unique (see Parthasarathy [32]
Theorem 30.16), however, this will not create any inconvenience in this paper.
Given a GKSL representation of L we call L0
L0(x) := −1
2
∑
ℓ≥1
(L∗ℓLℓx− 2L∗ℓxLℓ+ xL∗ℓLℓ) , x ∈ B(h),
dissipative part of L and iδH(x) := i[H,x] Hamiltonian part of L by abuse of
language. Clearly, we have L = iδH + L0.
The decoherence-free (DF) subalgebra of T is defined by
N (T ) = {x ∈ B(h) | Tt(x∗x) = Tt(x)∗Tt(x), Tt(xx∗) = Tt(x)Tt(x)∗ ∀ t ≥ 0}.
(2)
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It is a well known fact that N (T ) is the biggest von Neumann subalgebra of
B(h) on which every Tt acts as a ∗-automorphism by the following (see e.g.
Evans[19] Theorem 3.1, [18] Proposition 2.1).
Proposition 1 Let T be a quantum Markov semigroup on B(h) and let N (T )
be the set defined by (2). Then
1. N (T ) is Tt-invariant for all t ≥ 0,
2. for all x ∈ N (T ), y ∈ B(h) and t ≥ 0 we have Tt(x∗y) = Tt(x∗)Tt(y)
and Tt(y∗x) = Tt(y∗)Tt(x),
3. N (T ) is a von Neumann subalgebra of B(h).
Proof. (1) Let x ∈ N (T ) and t > 0. For all s > 0 we have
Ts (Tt(x∗x)) = Ts+t(x∗x) = Ts+t(x∗)Ts+t(x) = Ts (Tt(x)∗) Ts (Tt(x)) .
Exchanging x and x∗ we find the identity
Ts (Tt(xx∗)) = Ts (Tt(x)) Ts (Tt(x)∗) .
Thus, Tt(x) belongs to N (T ).
(2) For all t ≥ 0 and x, y ∈ B(h) define Dt(x, y) = Tt(x∗y) − Tt(x∗)Tt(y).
For every state ω on B(h) and every complex number z, by the complete
positivity of Tt, we have ω (Dt(zx+ y, zx+ y)) ≥ 0. Now, if x ∈ N (T ), then
ω (Dt(x, x)) = 0 so that
0 ≤ ω (Dt(zx+ y, zx+ y)) = 2ℜe (z¯ω (Dt(x, y))) + ω (Dt(y, y))
for all complex number z. It follows that ω (Dt(x, y)) = 0 i.e. Tt(x∗y) =
Tt(x∗)Tt(y), by the arbitrarity of ω, and (2) is proved.
(3) N (T ) is a vector space by (2). Moreover, for all x, y ∈ N (T ), we have
Tt((xy)∗(xy)) = Tt(y∗)Tt(x∗)Tt(x)Tt(y) = Tt((xy)∗)Tt(xy).
The invariance of N (T ) for the adjoint is obvious. Finally, for any net (xγ)γ
of elements of N (T ) converging σ-strongly to a x in B(h) we have
Tt(x∗x) = lim
γ
Tt(x∗xγ) = lim
γ
Tt(x∗)Tt(xγ) = Tt(x∗)Tt(x).
Therefore x belongs to N (T ) and (3) is proved. 
The decoherence-free subalgebra N (T ) can be characterised as follows.
Proposition 2 For all self-adjoint H in a GKSL representation of the L as
in (1) we have
N (T ) ⊆ {x ∈ B(h) | Tt(x) = eitHx e−itH ∀ t ≥ 0} .
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Proof. If x belongs to N (T ), then, differentiating the identity Tt(x∗x) =
Tt(x∗)Tt(x) at t = 0, we have L(x∗x) = x∗L(x) + L(x∗)x. Computing
L(x∗x)− x∗L(x)− L(x∗)x =
∑
ℓ≥1
[Lℓ, x]
∗ [Lℓ, x] (3)
for an arbitrary x ∈ B(h), we find [Lℓ, x] = 0 for x ∈ N (T ). Moreover, since
N (T ) is a ∗-algebra, x∗ ∈ N (T ) so that [Lℓ, x∗] = 0 and, taking the adjoint,
[L∗ℓ , x] = 0. It follows that L(x) = i [H,x] for all x ∈ N (T ).
Now fix t > 0 and x ∈ N (T ). For all 0 ≤ s ≤ t, Ts(x) ∈ N (T ) and,
differentiating with respect to s,
d
ds
ei(t−s)HTs(x)e−i(t−s)H = iei(t−s)H [H,Ts(x)] e−i(t−s)H
− iei(t−s)HHTs(x)e−i(t−s)H
− iei(t−s)HTs(x)He−i(t−s)H
= 0.
We thus deduce that the function s 7→ ei(t−s)HTs(x)e−i(t−s)H is constant on
[0, t], and taking its values at s = 0 and s = t, we find Tt(x) = eitHxe−itH . 
In addition, we can characterise ([22] Theorem 2.1) N (T ) in terms of
operators H,Lℓ in any GKSL representation of L. First define iterated com-
mutators δnH(X) recursively by δ
0
H(X) = X, δ
1
H (X) = [H,X], δ
n+1
H (X) =
[H, δnH(X)].
Proposition 3 The decoherence-free subalgebra N (T ) is the commutant of
the set of operators
{δnH(Lℓ), δnH (L∗ℓ) | n ≥ 0, ℓ ≥ 1} . (4)
Proof. If x ∈ N (T ), then Tt(x) ∈ N (T ) by Proposition 1 (1), and so
L(x) = limt→0+ t−1(Tt(x) − x) ∈ N (T ). Moreover, arguing as in the proof
of Proposition 2, we find [Lℓ, x] = 0 = [L
∗
ℓ , x] and L(x) = i[H,x] = iδH(x) ∈
N (T ). We now proceed by induction. Clearly all elements of N (T ) commute
with δ0H(Lℓ) = Lℓ and δ
0
H(L
∗
ℓ ) = L
∗
ℓ . Suppose that they commute with δ
n
H(Lℓ)
and δnH(L
∗
ℓ ) for some n, then, by the Jacobi identity[
x, δn+1H (Lℓ)
]
= − [H, [δnH(Lℓ), x]]− [δnH(Lℓ), [x,H]] = 0
because [x,H] = iL(x) ∈ N (T ). Thus, all elements of N (T ) commute with
δn+1H (Lℓ) and, also with δ
n+1
H (L
∗
ℓ ) = −δn+1H (Lℓ)∗ because N (T ) is a ∗-algebra.
This shows that N (T ) is contained in the commutant of the set (4).
Conversely, if x belongs to the commutant of the set (4), then it commutes
with Lℓ, L
∗
ℓ and so L(x) = iδH(x). Moreover, δH(x) commutes with Lℓ and L∗ℓ
5
because, by the Jacobi identity, [Lℓ, δH(x)] = −[H, [x,Lℓ]] − [x, δH(Lℓ)] = 0
and, similarly, [L∗ℓ , δH(x)] = 0. Suppose, by induction, that Ln(x) = inδnH(x)
and δkH(x) commutes with δ
n−k
H (Lℓ) and δ
n−k
H (L
∗
ℓ ) for all k ≤ n, for some n.
Then, Ln+1(x) = inL(δnH(x)) and so
Ln+1(x) = in+1δn+1H (x) +
1
2
∑
ℓ≥1
(L∗ℓ [δ
n
H(x), Lℓ] + [L
∗
ℓ , δ
n
H(x)]Lℓ)
= in+1δn+1H (x)
Moreover, by repeated use of the Jacobi identity, we have[
δkH(x), δ
n+1−k
H (Lℓ)
]
= −
[[
δk−1H (x), δ
n+1−k
H (Lℓ)
]
,H
]
−
[[
δn+1−kH (Lℓ),H
]
, δk−1H (x)
]
=
[
δk−1H (x), δ
n+2−k
H (Lℓ)
]
= . . . =
[
x, δn+1H (Lℓ)
]
= 0,
and, similarly,
[
δkH(x), δ
n+1−k
H (L
∗
ℓ )
]
= 0. It follows that Ln(x) = inδnH(x) for
all n ≥ 0 and so Tt(x) = e itHx e−itH , thus x ∈ N (T ) by Proposition 2. 
It is worth noticing here that Proposition 3 holds for any GKSL represen-
tation of the generator L. Indeed, even if the operators Lℓ,H are not uniquely
determined by L (see [32] Theorem 30.6) all other possible choices are of the
form
L′ℓ =
∑
m
uℓmLm + zm1, H
′ = H + c+
1
2i
(X −X∗)
where (uℓm)ℓ,m≥1 is a unitary matrix, (zm)m≥1 is a sequence of complex scalars
such that
∑
m |zm|2 <∞, c ∈ R and X =
∑
m,j zmumjLj. As a consequence,
the commutant of the set of operators in Proposition 3 does not change re-
placing Lℓ,H by L
′
ℓ,H.
Propositions 2 and 3 have been extended to weakly∗ continuous QMS with
generators in a generalised GKSL form in [18].
Our investigation is concerned with the implications of the structure of
N (T ), as a von Neumann subalgebra of B(h), on the structure of T . Let 1k
denote the identity operator on a Hilbert space k. We begin by recalling some
basic definitions on operator algebras (see Takesaki [34]).
Definition 4 Let M be a von Neumann algebra acting on h.
(a) The center Z(M) of M is the von Neumann algebra of elements x of
M commuting with all y ∈ M,
(b) M is a factor if Z(M) = C1h.
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(c) M is a type I factor if it is a factor and possesses a non-zero minimal
projection.
Throughout the paper we will assume that
N (T ) = ⊕i∈IpiN (T )pi (5)
where (pi)i∈I is an (at most countable) family of mutually orthogonal non-
zero projections, which are minimal projections in the center of N (T ), such
that
∑
i∈I pi = 1 and each von Neumann algebra piN (T )pi is a type I factor.
It is known that this property characterises atomic von Neumann algebras.
We include a proof in the Appendix for completeness.
Proposition 5 Let M be an atomic von Neumann algebra and let (αt)t≥0 be
a weak* continuous semigroup of ∗-automorphisms on M. Then αt(x) = x
for all x ∈ Z(M) and t ≥ 0.
Proof. Let (pi)i∈I be a family of mutually orthogonal projections which are
minimal in Z(M) such that ∑i∈I pi = 1. Given x ∈ Z(M), every pixpi
belongs to piZ(M)pi = Cpi by minimality; hence, it is enough to prove that
every pi is a fixed point for α.
Since αt is a ∗-automorphism, clearly {αt(pi) | i ∈ I } is a family of mu-
tually orthogonal projections; in particular this family is contained in Z(M),
because for all x ∈M we have x = αt(y) for some y ∈ M, and so
xαt(pi) = αt(ypi) = αt(piy) = αt(pi)x
for all i ∈ I. Moreover, every pjαt(pi)pj is clearly a projection in Z(M) for
each j ∈ I, because
(pjαt(pi)pj)
2 = pjαt(pi)pjαt(pi)pj = pjαt(pi)
2pj = pjαt(pi)pj
and (pjαt(pi)pj)
∗ = pjαt(pi)pj. In addition, we have also pjαt(pi)pj ≤ pj
since αt(pi) ≤ αt(1) = 1. Therefore, by the minimality of projections pj, for
every t ≥ 0, either pjαt(pi)pj = 0 or pjαt(pi)pj = pj. By the weak∗ continuity
of the map t 7→ αt(pi), we find piαt(pi)pi = pi and pjαt(pi)pj = 0 for j 6= i. It
follows that piαt(p
⊥
i )pi = piαt(1−pi)pi = 0, so that piαt(p⊥i ) = αt(p⊥i )pi = 0,
by the positivity of αt(pi), and αt(pi) = pi. 
We now study the structure of N (T ).
Proposition 6 If N (T ) is an atomic algebra, then its center Z(N (T )) is
contained in the set of fixed points of all the maps Tt.
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Proof. We know from Proposition 2 that every Tt acts as a ∗-automorphism
on N (T ) with inverse x 7→ e−itHx eitH . Defining αt as the restriction of Tt to
N (T ) for all t ≥ 0, we obtain a weak* continuous group of ∗-automorphism
on N (T ) and the conclusion follows from Proposition 5. 
We now briefly recall some results on the set
F(T ) = {x ∈ B(h) | Tt(x) = x, ∀t ≥ 0} . (6)
of fixed points for the linear maps Tt that will be useful in the sequel. Clearly,
F(T ) is a vector space containing 1, and a ∈ F(T ) if and only if a∗ ∈ F(T );
moreover it is norm-closed and weakly∗-closed, and so it is an operator system.
Lemma 7 An orthogonal projection p ∈ B(h) belongs to F(T ) if and only if
it commutes with the operators Lℓ and H of any GKSL representation of L.
Proof. Clearly, if p commutes with the operators Lℓ and H, then L(p) = 0
and Tt(p) = p for all t ≥ 0.
Conversely, if Tt(p) = p for all t ≥ 0, then L(p) = 0. Left and right
multiplying by the orthogonal projection p⊥ = 1− p, we have
0 = p⊥L(p)p⊥ = p⊥
∑
ℓ≥1
L∗ℓpLℓp
⊥
and so pLℓp
⊥ = 0. Similarly, starting from L(p⊥) = L(1−p) = L(1)−L(p) =
0, we find p⊥Lℓp = 0. Taking the adjoints we also obtain pL
∗
ℓp
⊥ = p⊥L∗ℓp = 0,
and so p commutes with Lℓ and L
∗
ℓ . As a results L(p) = i[H, p] = 0 and p
also commutes with H. 
The following example shows that F(T ), unlike N (T ), may not be an
algebra. We refer to [12], section 4, for additional examples.
Example 1 Let h = C3 with canonical orthonormal basis (ei)0≤i≤2 and let
L be the generator in the GKSL form with a single non-zero operator L =
|e0〉〈e2| and H = L∗L = |e2〉〈e2|. A straightforward computation yields, for a
3× 3 matrix a = (aij)0≤i,j≤2 we have
L(a) = (a00 − a22)|e2〉〈e2|
−
(
1
2
+ i
)
(a02|e0〉〈e2|+ a12|e1〉〈e2|)
−
(
1
2
− i
)
(a20|e2〉〈e0|+ a21|e2〉〈e1|) .
Thus, a is a fixed point for the QMS generated by L if and only if a02 = a12 =
a20 = a21 = 0 and a00 = a22. Now, it is easy to see that, for such an a, the
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matrix a∗a also satisfies L(a∗a) = 0 if and only if, by (3), a commutes with
L, namely a10 = 0.
Since by Proposition 3 every element in N(T) commutes with L and L∗,
another computation shows that, if a ∈ N (T ), then it commutes with L and
L∗, therefore aij = 0 for i 6= j and a00 = a22. In this case, since δH(L) = L, it
also commutes also with all the iterated commutators δnH(L) = L, δ
n
H(L
∗) =
L∗. In other words, a belongs to N (T ) if and only if aij = 0 for i 6= j and
a00 = a22. Hence, in this example N (T ) ⊆ F(T ).
In many situations, however, F(T ) is an algebra and is contained in N (T ).
Further simple but useful properties (see [19, 22, 23]) are collected in the
following proposition.
Proposition 8 The following hold:
1. the fixed points set F(T ) is a ∗-algebra if and only if it is contained in
the decoherence-free subalgebra N (T ),
2. if the QMS T has a faithful normal invariant state, then F(T ) is a von
Neumann subalgebra of B(h),
3. if F(T ) is a von Neumann subalgebra of B(h), then it coincides with the
commutant of the set of operators {Lℓ, L∗ℓ ,H | ℓ ≥ 1 }.
Proof. (1) If F(T ) is contained in N (T ), then, for all x ∈ F(T ) ⊆ N (T ), we
have Tt(x∗x) = Tt(x∗)Tt(x) = x∗x and x∗x ∈ F(T ). Conversely, if F(T ) is a ∗-
algebra, then, for all a ∈ F(T ), a∗a ∈ F(T ), thus Tt(a∗a) = a∗a = Tt(a∗)Tt(a)
and a belongs to N (T ).
(2) Let ρ be a faithful invariant state for T . If Tt(x) = x for all t ≥ 0, then,
by complete positivity x∗x = Tt(x∗)Tt(x) ≤ Tt(x∗x), and tr (ρ(Tt(x∗x)− x∗x)) =
0 by the invariance of ρ. Thus Tt(x∗x) = x∗x for all t ≥ 0 because ρ is faithful
and so x∗x ∈ F(T ).
(3) If F(T ) is a von Neumann subalgebra of B(h), then it is generated
by its projections which belong to the commutant of {Lℓ, L∗ℓ ,H | ℓ ≥ 1} by
Lemma 7. Thus F(T ) is contained in this commutant. Conversely, any x
commuting with Lℓ, L
∗
ℓ ,H satisfies L(x) = 0 and so Tt(x) = x. 
We finish this section by recalling two results on the asymptotic behaviour
of a QMS related with F(T ) and N (T ). The first one follows from an appli-
cation of the mean ergodic theorem (see [23] (Theorem 1.1)).
Theorem 9 For a QMS T with a faithful invariant state the limit
E(x) = w∗ − lim
t→∞
1
t
∫ t
0
Ts(x)ds
exists for all x ∈ B(h) and defines a T -invariant normal conditional expecta-
tion E onto the von Neumann algebra F(T ) of fixed points for T .
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The second one, proved in [23] Theorem 3.3, ensures that maps Tt converge
to the above conditional expectation as t tends to infinity.
Theorem 10 Suppose that there exists a faithful family of normal invariant
states for the QMS T . Then F(T ) = N (T ) implies that
w∗ − lim
t→∞
Tt(x) = E(x)
The idea behind this result is quite simple. If x ∈ N (T ), then Tt(x) =
eitHx e−itH , thus we may find some x for which Tt(x) oscillates (for instance
an eigenvector of L with purely imaginary eigenvalue). This can not happen
if F(T ) = N (T ).
3 The structure of QMS with atomic deco-
herence-free subalgebra
In this section we prove our main results on the structure of QMS with atomic
decoherence-free subalgebra. The starting point of our analysis is Proposition
6. Since the central projections pi in (5) are fixed points for Tt, by Lemma 7,
we have Ln(pixpi) = piLn(x)pi, for all n ≥ 0 and so
Tt(pixpi) = Tt(pi)Tt(x)Tt(pi) = piTt(x)pi (7)
for each x ∈ N (T ) and each factor piN (T )pi is Tt-invariant.
Moreover, it would not be difficult to see that the decoherence-free subal-
gebra of the restriction of T to bounded operators on pih is piN (T )pi. Thus,
we begin by considering the case where N (T ) is a type I factor and investigate
the implications on the structure of T .
We recall that, by well known results on the structure of type I factors (see
e.g. Jones [25], Theorem 4.2.1), in this case, there exist two Hilbert spaces k
and m and a unitary operator U : h→ k⊗m such that
UN (T )U∗ = B(k)⊗ 1m. (8)
Exploiting this structure we can prove our first result.
Theorem 11 Suppose that N (T ) is a type I factor, and let k, m be Hilbert
spaces and U : h→ k⊗m a unitary operator satisfying (8). Then:
1. for every GKSL representation (1) of the generator L by means of op-
erators Lℓ,H, we have
ULℓU
∗ = 1k ⊗Mℓ ∀ ℓ ≥ 1, UHU∗ = K ⊗ 1m + 1k ⊗M0,
where Mℓ are operators on m such that the series
∑
ℓM
∗
ℓMℓ is strongly
convergent and K (resp. M0) is a self-adjoint operator on k (resp. m),
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2. defining the GKSL generators Lk on B(k) and Lm on B(m) by
Lk(a) = i [K,a] , (9)
Lm(y) = i [M0, y]
− 1
2
∑
ℓ≥1
(M∗ℓMℓ y − 2M∗ℓ yMℓ + yM∗ℓMℓ) (10)
the QMSs T k on B(k) generated by Lk and T m on B(m) generated by
Lm satisfy UTt(x)U∗ = (T kt ⊗ T mt )(UxU∗) for all x ∈ B(h),
3. we have T kt (a) = eitKa e−itK for all a ∈ B(k), t ≥ 0; moreover, N (T k) =
B(k) and N (T m) = C1m.
Proof. Let Lℓ,H be the operators of a GKSL representation (1) of the
generator L. Since N (T ) is contained in the commutant of Lℓ and L∗ℓ by
Propostion 3, it follows that ULℓU
∗ and UL∗ℓU
∗ belong to the commutant of
B(k)⊗1m and so they are operators of the form 1k⊗Mℓ and 1k⊗M∗ℓ for some
bounded operator Mℓ on m. The series
∑
ℓ≥1M
∗
ℓMℓ is strongly convergent
on m because, if we fix a vector u ∈ k, then, for each vector v ∈ m we have
u⊗

 ∑
1≤ℓ≤n
M∗ℓMℓ v

 = ∑
1≤ℓ≤n
(1k ⊗Mℓ)∗ (1k ⊗Mℓ) (u⊗ v)
= U

 ∑
1≤ℓ≤n
L∗ℓLℓ

U∗(u⊗ v)
for all n ≥ 1, and the series ∑ℓ L∗ℓLℓ is strongly convergent on h.
We now turn to UHU∗. For any x ∈ N (T ) we have UxU∗ = x0⊗1m with
x0 ∈ B(k) and Tt(x) = eitHx e−itH , so that
UTt(U∗(x0 ⊗ 1m)U)U∗ = (UeitHU∗) (x0 ⊗ 1m) (UeitHU∗)∗.
By the Tt-invariance of N (T ), the right-hand side has the form
(Wt ⊗ 1m)(x0 ⊗ 1m)(Wt ⊗ 1m)∗
for a one-parameter group (Wt)t∈R of unitary operators on k. Thus, by defin-
ing Vt = Ue
itHU∗, we have
Vt(x0 ⊗ 1m)V ∗t = (Wt ⊗ 1m)(x0 ⊗ 1m)(Wt ⊗ 1m)∗
namely, for all x0 ∈ B(k),
((Wt ⊗ 1m)∗Vt) (x0 ⊗ 1m) = (x0 ⊗ 1m) ((Wt ⊗ 1m)∗Vt) .
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It follows that (Wt⊗1m)∗Vt must be of the form 1k⊗Rt with unitaries Rt on
m and, by the group property of (Vt)t∈R, also (Rt)t∈R must be a group. De-
noting iK and iM0 the generators of the unitary groups (Wt)t∈R and (Rt)t∈R
respectively, we find
UHU∗ = K ⊗ 1m + 1k ⊗M0. (11)
This proves 1.
To prove 2, note first that Lk and Lm generate QMSs T k and T m and
UL(U∗(a⊗ y)U)U∗ = Lk(a)⊗ y + a⊗ Lm(y),
for all a ∈ B(k), y ∈ B(m), so that, by the weak∗ density of the linear span
of operators a⊗ y in B(h), the QMSs (UTt(U∗ · U)U∗)t≥0 and (T kt ⊗ T mt )t≥0
have the same generator.
Clearly T kt (a) = eitKa eitK for all t ≥ 0, and so N (T k) = B(k). Moreover,
if p is a projection in N (T m), then, by Proposition 3 of the decoherence-free
subalgebra, p commutes with all iterated commutators δnM0(Mℓ), δ
n
M0
(M∗ℓ )
(n ≥ 0, ℓ ≥ 1). Thus, recalling (11), 1k ⊗ p commutes with all iterated
commutators
δnUHU∗(1k ⊗Mℓ) = UδnH(Lℓ)U∗ δnUHU∗(1k ⊗M∗ℓ ) = UδnH(L∗ℓ)U∗,
i.e. it belongs to UN (T )U∗ = B(k)⊗ 1m and so p = 1m.
This proves 3. 
Theorem 11 shows that maps Tt factorise as the composition of the com-
muting maps T kt ⊗IB(m) and IB(k)⊗T mt where IB(m) (resp. IB(k)) is the identity
map on B(m) (resp. B(k)). The former is the decoherence-free factor and the
latter is the decoherence-affected factor by item 3. The generator L of T is the
sum of two commuting generators IB(k) ⊗ Lm and Lk ⊗ IB(m) = i [K ⊗ 1m, · ].
This result can be be interpreted as the independence of the decoherence-free
(noiseless) and the noisy part of the system.
Remark 1 If N (T ) is an atomic algebra, by Proposition 31, we can find
a family (pi)i∈I of mutually orthogonal projections which are minimal in
Z(N (T )) such that∑i∈I pi = 1 and satisfying (5). Moreover, each piN (T )pi
a type I factor acting on the Hilbert space pih; thus, there exist two countable
sequences of Hilbert spaces (ki)i∈I , (mi)i∈I , and unitary operators Ui : pih→
ki ⊗mi such that
UipiN (T )piU∗i = B(ki)⊗ 1mi , UipiB(h)piU∗i = B(ki ⊗mi). (12)
Therefore, defining U = ⊕i∈IUi, we obtain a unitary operator U : h →
⊕i∈I(ki ⊗mi) such that
UN (T )U∗ = ⊕i∈I (B(ki)⊗ 1mi) . (13)
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We now establish our main result using the structure of N (T ) given by
(13).
Theorem 12 Suppose that N (T ) is an atomic algebra and let (ki)i∈I , (mi)i∈I
be two countable sequences of Hilbert spaces and U = ⊕i∈IUi be a unitary
operator associated with a family (pi)i∈I as in Remark 1. Then:
1. for every GSKL representation of L by means of operators H, (Lℓ)ℓ≥1,
we have
ULℓU
∗ = ⊕i∈I
(
1ki
⊗M (i)ℓ
)
for a collection (M
(i)
ℓ )ℓ≥1 of operators in B(mi), such that the series∑
ℓ≥1M
(i)∗
ℓ M
(i)
ℓ strongly convergent for all i ∈ I, and
UHU∗ = ⊕i∈I
(
Ki ⊗ 1mi + 1ki ⊗M (i)0
)
for self-adjoint operators Ki ∈ B(ki) and M (i)0 ∈ B(mi), i ∈ I,
2. defining on the algebra B (⊕i∈I (ki ⊗mi))
Ldf = i [⊕i∈I(Ki ⊗ 1mi), · ] (14)
and Lda as the Lindblad operator given by
{⊕i∈I
(
1ki
⊗M (i)ℓ
)
,⊕i∈I(1ki ⊗M (i)0 ) | l ≥ 1},
we find the commuting generators Ldf and Lda of two commuting QMSs
T df (the decoherence-free semigroup) and T da (the decoherence-affected
semigroup) such that T˜t = T dat ◦ T dft = T dft ◦ T dat , where T˜ is the QMS
defined by
T˜t(UxU∗) = UTt(x)U∗ ∀x ∈ B(h). (15)
In particular, we have
Lda(x) = ⊕i∈I
(
IB(ki) ⊗ Lmi
)
(x) = ⊕i∈I (ai ⊗ Lmi(yi))
for all x = ⊕i∈I(ai ⊗ yi) with a ∈ B(ki) and y ∈ B(mi), where Lmi is
given by (10),
3. the action of T df is explicitly given by T dft (x) = eitKxe−itK for all x ∈
B (⊕i∈I (ki ⊗mi)), where K is the self-adjoint operator ⊕i∈I(Ki ⊗ 1mi);
moreover N (T df) = B (⊕i∈I (ki ⊗mi)) and N (T da) = UN (T )U∗.
Proof. Note that, since each pi is a fixed point for Tt, by Proposition
6, the algebra piB(h)pi = B(pih) is preserved by the action of every map
Tt, and so we can consider the restriction of T to this algebra, getting a
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QMS on B(pih) denoted by T (i). Since, for all x ∈ N (T ), by Proposition 1
and Lemma 7 we have Tt(pix∗pixpi) = piTt(x∗pix)pi = piTt(x∗)Tt(pix)pi =
piTt(x∗)piTt(x)pi = Tt(pix∗pi)Tt(pixpi), namely pixpi ∈ N (T )(i), it is easy to
see that the decoherence-free subalgebra N (T (i)) of T (i) is exactly piN (T )pi .
Moreover, given a GSKL representation of L by means of operatorsH, (Lℓ)ℓ≥1,
since pi ∈ N (T ) commutes with every Lℓ by Proposition 3, and consequently
also with H (being pi a fixed point), the operators piHpi, (piLℓpi)ℓ≥1 pro-
vide a GSKL representation of the generator L(i) of T (i). Therefore, applying
Theorem 11 to T (i), we get
UipiLℓpiU
∗
i = 1ki ⊗M (i)ℓ UipiHpiU∗i = Ki ⊗ 1mi + 1ki ⊗M (i)0
for some operators Ki = K
∗
i in B(ki) and M (i)0 = (M (i)0 )∗, (M (i)ℓ )ℓ≥1 in B(mi).
Since U = ⊕i∈IUi, item 1 is proved.
The claim 2 follows by the same argument of Theorem 11 claim 2.
The explicit action of T df is also clear, and soN (T df) = B (⊕i∈I (ki ⊗mi)).
Finally, by Proposition 3, an operator x is in N (T da) if and only if it
commutes with all iterated commutators
δn
⊕i∈I
(
1ki
⊗M
(i)
0
)
(
⊕i∈I
(
1ki
⊗M (i)ℓ
))
= δnUHU∗
(
⊕i∈I
(
1ki
⊗M (i)ℓ
))
= UδnH(Lℓ)U
∗,
δn
⊕i∈I
(
1ki
⊗M
(i)
0
)
(
⊕i∈I
(
1ki
⊗M (i)∗ℓ
))
= δnUHU∗
(
⊕i∈I
(
1ki
⊗M (i)∗ℓ
))
= UδnH(L
∗
ℓ )U
∗,
because all Kj ⊗ 1mj and 1ki ⊗M (i)ℓ commute, and so x ∈ UN (T )U∗.

Remark 2 Note that, in particular, the central projection pi is minimal in
N (T ) if and only if ki is a one-dimensional space, i.e. UipiN (T )piU∗i = C1mi .
Moreover, defining the QMS T˜ as in (15), we have
T˜t(a⊗ b) = eitKiae−itKi ⊗ T mit (b)
for all a ∈ B(ki), b ∈ B(mi), i ∈ I, t ≥ 0, where T mi is the QMS on B(mi)
generated by Lmi . Finally, N (T mi) = C1mi for all i ∈ I.
Theorem 12 also provides a constructive method for finding the decoherence-
free part of a quantum Markovian evolution starting from the decomposition
(5). The following proposition turns out to be useful when we want to identify
N (T ).
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4 Structure of normal invariant states
In this section we give a complete description of invariant states of a QMS
with atomic decoherence-free subalgebra. We omit the word normal in order
to simplify the terminology since we are interested only in normal states;
moreover states will be often identified with their densities.
We begin by recalling some well-known properties of invariant states. The
support projection s(ρ) of a state ρ is defined as the orthogonal projection
onto its range. More precisely, if ρ =
∑
j∈J λj |ej〉〈ej | with (ej)j orthonormal
vectors in h and λj > 0 for all j ∈ J , then s(ρ) =
∑
j∈J |ej〉〈ej |. In particular,
ρ is faithful if and only if s(ρ) = 1.
The support projection p of an invariant state ρ is subharmonic ([20])
Theorem II.1, [38] Theorem 1) i.e. Tt(p) ≥ p for all t ≥ 0. Useful properties
of subharmonic projections are collected in the following proposition (see e.g.
[23]).
Proposition 13 Let p ∈ B(h) be a suhbarmonic projection. Then:
1. for all state σ with s(σ) ≤ p, the support of the normal state T∗t(σ) also
satisfies s(T∗t(σ)) ≤ p for all t ≥ 0,
2. pTt(pxp)p = pTt(x)p for all x ∈ B(h), t ≥ 0
3. the one-parameter family of linear maps (T pt )t≥0 defined by T pt (x) =
pTt(x)p for x ∈ pB(h)p is a QMS on pB(h)p, called the reduced QMS,
4. p is harmonic, i.e. Tt(p) = p for all t ≥ 0, if and only if it belongs to
the commutant {Lk, L∗k,H | k ≥ 1}′; in this case if ρ is a T -invariant
state such that tr (ρp) 6= 0, then
ρp := pρp/tr (ρp) (16)
is an invariant state for the reduced QMS T p; moreover, if ρ is faithful,
then ρp is faithful on pB(h)p (i.e. s(ρp) = p).
Proof. 1. If p⊥ is the orthogonal projection 1− p, for all t ≥ 0 we find 0 ≤
tr
(T∗t(σ)p⊥) = tr (σTt(p⊥)) ≤ tr (σp⊥) = 0. It follows that p⊥T∗t(σ)p⊥ = 0
and so, by positivity of T∗t(σ), we have T∗t(σ) = pT∗t(σ)p.
2. Let x be a positive operator in B(h). Every state ω with support
smaller than p satisfies ω = pω = ωp, therefore we have tr (ωpTt(pxp)p) =
tr (T∗t(ω)pxp). Now, since also the support of T∗t(ω) is smaller than p, we
find
tr (ωpTt(pxp)p) = tr (T∗t(ω)x) = tr (ωTt(x)) = tr (ωpTt(x)p)
and the conclusion follows.
3. For all x ∈ pB(h)p and t, s ≥ 0 we have from 2
T pt+s(x) = pTt (Ts(x)) p = pTt (pTs(x)p) p = pTt (T ps (x)) p = T pt (T ps (x)) .
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Moreover, since p is subharmonic and smaller than 1, we have also T pt (p) = p.
Complete positivity and continuity properties are immediate.
4. The first part of the claim follows from Lemma 7.
It is clear that s(ρp) ≤ p. Since p commutes with each Lk, L∗k and with
H, we have Tt(x) = Tt(pxp) = pTt(x)p for all x ∈ pB(h)p and t ≥ 0. Hence,
we find
tr (ρpT pt (x)) =
tr (ρ pTt(pxp)p)
tr (ρp)
=
tr (ρTt(x))
tr (ρp)
=
tr (ρx)
tr (ρp)
= tr (ρpx)
and so ρp is a T p-invariant state. Assume now that ρ faithful. Given x ∈ B(h)
such that pxp ≥ 0, the equality 0 = tr (ρpx) = tr (ρpxp) /tr (ρp) implies
pxp = 0 by the faithfulness of ρ. Hence, ρp is faithful on pB(h)p. 
We refer the interested reader to the recent paper [24] for additional in-
formation on the support of states evolving under the action of a QMS.
If (qi)i∈I is a collection of subharmonic projections, the projection p onto
the linear span of subspaces qih is also subharmonic ([38] Proposition 3). We
can then define the (fast) recurrent projection pR as the smallest projection
in h containing the support of all invariant states
pR := sup{s(σ) | σ invariant state}.
Moreover, we can always find an invariant state having pR as support (see
Theorem 4 of [38]). As a consequence, the reduced QMS T pR on pRB(h)pR =
B(pR(h)) has a faithful invariant state.
Since this section is devoted to the description of invariant states, in the
sequel, we consider this reduced semigroup dropping the exponent pR and
assuming the existence of a faithful invariant state.
As a consequence we have the following
Proposition 14 Let T be a QMS with a faithful invariant state ρ and let
N (T ) be as in (5) with (pi)i∈I minimal projections in the center of N (T ).
Then piσpj = 0 for all i 6= j and for every invariant state σ.
Proof. Since central projections pi, pj are in F(T ), for all t ≥ 0 and x ∈ B(h)
we have Tt(pjxpi) = pjTt(x)pi and also T∗t(piσpj) = piT∗t(σ)pj for all trace
class operator σ. It follows that
tr (piσpjx) = tr (piT∗s(σ)pjx) = tr (σTs(pjxpi)) = tr (σpjTs(x)pi)
for all invariant state σ and x ∈ B(h). Integrating on [0, t] and dividing by t
we find
tr (piσpjx) = tr
(
σpj
(
t−1
∫ t
0
Ts(x)ds
)
pi
)
,
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and, taking the limit as t→∞, by Theorem 9, we have,
tr (piσpjx) = tr (piσpjE(x))
where E(x) ∈ F(T ). Now, since F(T ) is also contained inN (T ) = ⊕i∈IpiN (T )pi,
we get pjE(x)pi = 0 for i 6= j as well as tr (piσpjx) = 0, and so piσpj = 0 by
the arbitrarity of x. 
Item 4 of Proposition 13 and Proposition 14 show that, for studying the
structure of invariant states, (with a unitary transformation as in Theorem
11) we can restrict ourselves to the case where we are given a QMS T with
N (T ) = B(k) ⊗ 1m with a faithful invariant state ρ. In other words, we can
now identify T˜ and T and suppose that N (T ) is a type I factor.
Before we begin our study of this case, it will be useful to remind ourselves
of some properties of partial traces. We refer to S. Attal’s lecture notes [5]
for proofs. Given two Hilbert spaces k and m, for every f ∈ m we define the
bounded operator
|f〉
m
: k→ k⊗m, |f〉
m
e = e⊗ f
with adjoint operator
m 〈f | : k⊗m→ k, m 〈f |u⊗ v = 〈f, v〉u.
For a trace-class operator σ on k⊗m the partial trace of σ with respect to m
is the trace-class operator on k defined by
trm (σ) =
∑
n≥1
m 〈fn|σ |fn〉m ,
where (fn)n≥1 is an orthonormal basis of m. It can be shown that the above
series is convergent with respect to the trace norm and its sum does not depend
on the choice of the orthonormal basis ofm. Moreover, the partial trace trm (σ)
is the only trace-class operator on k satisfying tr (σa⊗ 1m) = tr (trm (σ) a) for
all a ∈ B(k).
Lemma 15 Let T be a QMS on B(k⊗m) with an invariant state ρ such that
Tt(a ⊗ b) = T kt (a) ⊗ T mt (b) for all t ≥ 0, a ∈ B(k), b ∈ B(m) where T k and
T m are QMS on B(k) and B(m) respectively. The partial trace trm (ρ) (resp.
trk (ρ)) is an invariant state for the QMS T k (resp. T m). Furthermore, if ρ
is faithful, then also trm (ρ) and trk (ρ) are faithful.
Proof. For all a ∈ B(k), by the properties of the partial trace, we have
tr
(
trm (ρ) T kt (a)
)
= tr
(
ρ
(
T kt (a)⊗ 1m
))
= tr (ρTt(a⊗ 1m))
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so that, by the invariance of ρ,
tr
(
trm (ρ) T kt (a)
)
= tr (ρ(a⊗ 1m)) = tr (trm (ρ) a) .
This proves that trm (ρ) is an invariant state for the QMS T k. Clearly, we
can prove that trk (ρ) is an invariant state for the T m in the same way.
Finally, if ρ is faithful on B(k⊗m), then also trm (ρ) is faithful on B(m)
because, for all positive b ∈ B(m), 1k⊗b is positive and we have tr (trm (ρ) b) =
tr (ρ(1k ⊗ b)). We can check in the same way that trk (ρ) is faithful. 
We now study invariant states for the QMS T m. We begin by recalling the
notion of irreducibility and highlighting its relationship with the structure of
N (T ).
Definition 16 A QMS T on a von Neumann algebra M is said to be irre-
ducible if there exist no non-trivial projection p ∈ M satisfying Tt(p) ≥ p for
all t ≥ 0.
Proposition 17 Assume that N (T ) is atomic and there exists a faithful in-
variant state ρ. If T is irreducible, then both N (T ) and F(T ) are trivial.
Proof. Since F(T ) is a von Neumann subalgebra of B(h), if it were non-
trivial, it would contain a non-trivial projection p so that Tt(p) = p contra-
dicting irreducibility.
As a consequence, by Proposition 6, the center of N (T ) is trivial, i.e. N (T )
is a type I factor and we can apply Theorem 11. Let k and K, be as in
Theorem 11. If K is not a multiple of the identity operator on k, considering
a non-trivial projection p on k commuting with K, the operator p ⊗ 1m is a
non-trivial projection p which is a fixed point for T contradicting irreducibil-
ity. Thus, since K is a multiple of the identity operator, for all a ∈ N (T ), we
have Tt(a) = a so that N (T ) = F(T ) is trivial. 
We now exploit properties of irreducible QMS for characterising invariant
states of semigroups T mi .
Theorem 18 Let T be a QMS on B(k ⊗ m) with a faithful invariant state
ρ and N (T ) = B(k) ⊗ 1m. Then the QMS T m on B(m) is irreducible, has a
unique invariant state τm and, for all trace-class operator η on m, we have
w − lim
t→∞
T m∗t (η) = tr (η) τm (17)
Proof. Let p be a non-zero subharmonic projection for T m, i.e. T mt (p) ≥ p
for all t ≥ 0, then 1k⊗p is a subharmonic projection for T . By the invariance
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of ρ we have tr (ρ(Tt(1k ⊗ p)− 1k ⊗ p)) = 0, and so Tt(1k ⊗ p) = 1k ⊗ p since
ρ is faithful. This means that
1k ⊗ p ∈ F(T ) ⊆ N (T ) = B(k)⊗ 1m,
i.e. p = 1m. Thus T m is irreducible.
Moreover, since ρ is a faithful invariant state for T , its partial trace trk (ρ)
is a faithful invariant state for T m by Lemma 15, and so N (T m) is trivial
thanks to Proposition 17. Therefore, F(T m) = N (T m) = C1m. It follows
then from Theorem 10 that w∗− limt→∞ T mt (b) ∈ F(T m) exists and is a mul-
tiple of the identity operator. Taking the trace with respect to the invariant
state τm := trk (ρ) the limit is easily shown to be tr (τmb). It follows that, for
all trace-class operator η on B(m) and all b ∈ B(m) we have then
lim
t→∞
tr (T m∗t (η)b) = tr (η) tr (τmb)
and (17) is proved. 
In the proof of our result on the structure of invariant states we need the
following
Lemma 19 Let α = (αt)t≥0 be a semigroup of automorphisms of B(k) given
by αt(a) = e
itKae−itK for some bounded self-adjoint operator K on k. If ω is
a faithful normal invariant state for α, then K has pure point spectrum.
Proof. Let ω =
∑
j≥1 ωjqj be the spectral decomposition of ω with strictly
positive eigenvalues in decreasing order ω1 > ω2 > . . . and qj finite-dimensional
mutually orthogonal projections such that
∑
j≥1 qj = 1. Clearly, e
−itKω eitK =
ω since ω is an invariant state and e−itKωn eitK = ωn by the homomorphism
property for all n ≥ 1, and so∑
j≥1
ωnj e
−itKqj e
itK =
∑
j≥1
ωnj qj. (18)
Dividing both sides by ωn1 > 0 and taking the limit as n → ∞, we find
e−itKq1e
itK = q1 for all t ≥ 0 and so q1 commutes with K. Removing the
term j = 1 in (18) we can prove by the same argument that q2 commutes
with K and so on recursively. It follows that K =
∑
j qjKqj. Clearly, each
qjKqj is a self-adjoint operator on the finite-dimensional space qjh, and so we
can find an orthonormal basis of eigenvectors of K of each of these subspaces.
Vectors of these orthonormal bases form an orthonormal basis of h by the
faithfulness of ω. 
We can now prove the main theorem characterising the structure of T -
invariant states.
19
Theorem 20 Let T be a QMS on B(k⊗m) with a faithful invariant state ρ
and N (T ) = B(k)⊗1m and let τm be the unique invariant state of the partially
traced semigroup T m. If η is a T -invariant state, then
η = σ ⊗ τm (19)
where σ is a state on B(k) whose density commutes with K.
Proof. By Lemma 19 we can find an orthonormal basis (ej)j≥1 of eigenvectors
of K so that Kej = κjej for some κj ∈ R. Moreover, if η is an invariant state,
we can define trace-class operators on m by products of bounded and trace-
class operators, as ηjk = k〈ej |η|ek〉k so that
η =
∑
j,k≥1
|ej〉〈ek| ⊗ ηjk.
By Theorem 11
η = T∗t(η) =
∑
j,k≥1
ei(κk−κj)t|ej〉〈ek| ⊗ T m∗t (ηjk)
and so, by the linear independence of rank one operators |ej〉〈ek|,
ei(κj−κk)tηjk = T m∗t (ηjk)
for all j, k. Each operator T m∗t (ηjk) tends to tr (ηjk) τm as t→∞ (in the weak
topology) by Theorem 18. Thus, if κj 6= κk, we find tr (ηjk) = 0, while, if
κj = κk we have tr (ηjk) τm = ηjk. It follows that
η =
∑
j,k
(tr (ηjk) |ej〉〈ek|)⊗ τm.
Defining σ :=
∑
j,k tr (ηjk) |ej〉〈ek|, (19) follows. Finally, a straightforward
computation yields
Kσ − σK =
∑
j,k
(tr (ηjk) (κj − κk)) |ej〉〈ek| = 0,
since tr (ηjk) = 0 for κj 6= κk, and so K commutes with σ. 
If N (T ) is not a type I factor, but it is atomic, then from Theorem 20 and
Proposition 14 we have immediately the following
Theorem 21 Assume that N (T ) is atomic and there exists a faithful T -
invariant state. Let (pi)i∈I , (ki)i∈I , (mi)i∈I , (Ki)i∈I , U : h → ⊕i∈I (ki ⊗mi)
be as in Theorem 12. A T -invariant state η can be written in the form
UηU∗ =
∑
i∈I
tr (ηpi) σi ⊗ τmi
where, for every i ∈ I,
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1. τmi is the unique T mi-invariant state which is also faithful,
2. σi is a density on ki commuting with Ki.
Remark 3 Under the conditions of Theorem 21, all Ki have pure point spec-
trum by Lemma 19. By considering the spectral decomposition Ki =
∑
j κjqij
with (qij)j∈Ji mutually orthogonal projections such that
∑
j∈Ji
qij = 1ki (and
κj 6= κj′ for j 6= j′), we can write the unitary isomorphism
ki ⊗mi = (⊕j∈Jiqijki)⊗mi.
Now every density σ commuting with Ki can be written in the form σ =∑
j∈Ji
σj where (σj)j∈Ji is a collection of positive trace-class operators on
subspaces qijki normalized by
∑
j∈Ji
tr (σj) = 1. Clearly, if the projection qij
is one-dimensional, i.e. the eigenvalue κj is simple, then σj is a scalar rj , say,
in [0, 1]. As a consequence, every invariant state supported in ki ⊗ mi turns
out to be written (up to a unitary isomorphism) in the form
σ ⊗ τmi =
∑
j∈Ji
σj ⊗ τmi =
∑
j∈Ji, dim(qij)=1
rjτmi +
∑
j∈Ji,dim(qij)>1
σj ⊗ τmi
for positive constants rj and arbitrary trace-class operators σj on eigenspaces
of Ki with dimension strictly bigger than 1.
From Theorem 21 it follows that each invariant state can be written as∑
k
ckτk +
∑
m
dmηm ⊗ τm
where ck and dm are non-negative numbers,
∑
k ck +
∑
m dm = 1, ηm can
be any density matrix on an eigenspace of some Ki with dimension strictly
bigger than 1, and τm is the unique invariant state of some T mi .
The same result holds for any QMS with atomic decoherence-free subal-
gebra N (T R) of the semigroup T R reduced by the fast recurrent projection
pR.
This generalises the result proved by Baumgartner and Narnhofer in [6]
(Theorem 7) in the finite dimensional case.
5 Applications to decoherence
In this section we apply our results to the study of environment induced
decoherence ([8, 12, 30, 31]) and to the identification of subsystems of an
open quantum system which are not affected by decoherence ([3, 27, 29, 35]).
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5.1 Environment induced decoherence
We say that there is environmental induced decoherence (EID) on the system
described by T if there exists a Tt-invariant and ∗-invariant weak* closed
subspace M2 of B(h) such that:
(EID1) B(h) = N (T )⊕M2 with M2 6= {0},
(EID2) w∗ − limt→∞ Tt(x) = 0 for all x ∈ M2.
We refer to [12] Section 2 for a discussion of this concept. As an application
of our result on the structure of QMS we will now give a sufficient condition
for EID.
Theorem 22 Assume that N (T ) is atomic and T possesses a faithful normal
invariant state. Then EID holds.
Proof. Since T possesses a faithful normal invariant state ρ, say, it is
enough to establish the existence of a normal conditional expectation E onto
N (T ) = ⊕i∈I (B(ki)⊗ 1mi) which is compatible with ρ, i.e. such that ρ◦E = ρ
(Theorem 18 of [15]).
Given x ∈ B(h), we write x =∑l,m plxpm with minimal projections in the
center of N (T ) as in (5), and identify each plxpm with a bounded operator
xlm : km⊗mm → kl⊗ml. Identifying an operator on ki⊗mi with its extension
as the zero operator on the orthogonal subspace, we then define
E : B(h)→ N (T ), E(x) :=
∑
i∈I
Ei(xii)
with Ei : B(ki ⊗mi)→ B(ki)⊗ 1mi given by
Ei(a) =
∑
j
mi
〈fj | (1ki ⊗ τmi)a | fj〉mi ⊗ 1mi ,
for each a ∈ B(ki ⊗ mi), where τmi is the unique faithful invariant state
for T mi and (fj)j is an orthonormal basis of mi diagonalizing τmi . It is
easy to see that every Ei is a positive normal map such that E2i = Ei and
Ei(1ki⊗mi) = 1ki⊗mi , so that each Ei is a normal conditional expectation
onto B(ki) ⊗ 1mi . Consequently, E is a normal conditional expectation onto
N (T ) = ⊕i∈I (B(ki)⊗ 1mi).
Now, we have to show that E is compatible with ρ. First, note that, since ρ
is invariant, by Theorem 21 we have ρ =
∑
i∈I σi⊗τi for some trace-class oper-
ators σi on ki commuting with Ki. Therefore, tr (ρx) =
∑
i∈I tr ((σi ⊗ τi)xii),
with xii = pixpi, for all x ∈ B(h), and tr (ρE(x)) =
∑
i∈I tr (ρEi(xii)), so that
it is enough to prove that every Ei is compatible with σi ⊗ τi.
22
Now, for a ∈ B(ki ⊗mi) we easily compute
tr ((σi ⊗ τi)Ei(a)) =
∑
j
tr ((σi ⊗ τi)(mi〈fj | (1ki ⊗ τi)a | fj〉mi ⊗ 1mi))
=
∑
j
tr (σi mi〈fj | (1ki ⊗ τi)a | fj〉mi ⊗ τi)
=
∑
j
tr (σi mi〈fj | (1ki ⊗ τi)a | fj〉mi)
= tr ((σi ⊗ 1mi)(1ki ⊗ τi)a) = tr ((σi ⊗ τi)a) ,
from which the required result follows. 
5.2 Decoherence-free subsystems and subspaces
A quantum subsystem can be thought of intuitively as “portion” of the full
system, whose states, in the simplest setting, faithfully embody quantum
information. More precisely, following Ticozzi and Viola ([35] Definition 4),
we call quantum subsystem of a system on h a system whose Hilbert space is
a tensor factor hs of a subspace hsf of h, i.e.
h = hsf ⊕ hr = (hs ⊗ hf)⊕ hr (20)
for some factor hf and remainder space hr.
Definition 23 Let h be decomposed as in (20). We say that hs supports a
decoherence-free (or a noiseless) subsystem for some QMS T on B(h) if and
only the evolution of a factorised initial state ρ = ρs ⊗ ρf , with ρs state on
B(hs) and ρf state on B(hf), is given by
T∗t(ρ) = UtρsU∗t ⊗ T f∗t(ρf)
for t ≥ 0, where Ut is a unitary operator on hf and T f is a QMS on B(hf).
We say that hs supports a decoherence-free subspace if hf is one-dimensional,
i.e. h ≃ hs ⊕ hr.
Note that the above definition of decoherence-free subspace is clearly
equivalent to the usual one (see [27] Definition 1).
Applying Theorem 12 we can easily identify quantum subsystems for a
given QMS. Indeed, using the same notation as in Theorem 12, we have the
following
Proposition 24 If N (T ) is an atomic algebra then:
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1. every subspace ki with factor mi and remainder space ⊕j∈I\{i}(kj ⊗mj),
supports a decoherence-free subsystem for T ,
2. every ki with dimmi = 1 supports a decoherence-free subspace for T ; in
particular, we have M
(i)
ℓ = λ
(i)
ℓ 1mi for all ℓ and M
(i)
0 = αi1mi for some
λ
(i)
ℓ , αi ∈ R,
3. every subspace ⊕j∈Jkj , where J ⊆ I1 := {i ∈ I | dimmi = 1, λ(i)ℓ =
λℓ ∀ ℓ} (for some collection (λℓ)ℓ≥1 ⊆ R) with trivial factor hf = C and
remainder space ⊕j∈I\J(kj ⊗ mj), supports a decoherence-free subspace
for T .
Proof. All the above can be proved straightforwardly applying Theorem 12.
We check, for instance, item 3.
We have to show that
T∗t(|u〉〈u| ⊗ 1) = e−itK |u〉〈u|eitK ⊗ 1 (21)
for some self-adjoint operator K on ⊕j∈Jkj and for all u ∈ ⊕j∈Jkj .
So, let u =
∑
j∈J uj with uj ∈ kj for j ∈ J , and let Kj be the self-adjoint
operator on kj in Theorem 12(2), identified with its standard ampliation to
h. Theorem 12 gives
T∗t(|uj〉〈uj | ⊗ 1) = e−itKj |uj〉〈uj |eitKj ⊗ 1.
Now, given j, h ∈ J , we have
L∗(|uj〉〈uh| ⊗ 1) = −i (|(Kj + αj)uj〉〈uh| − |uj〉〈(Kh + αh)uh|)⊗ 1
= −i[(Kj + αj)⊕ (Kh + αh), |uj〉〈uh|]⊗ 1,
since the action of the dissipative part on |uj〉〈uh| is 0 beingM (j)l = λℓ =M (h)ℓ
for j, h ∈ J and for every ℓ. Therefore, we obtain
L∗(|u〉〈u|) =
∑
j,h∈J
L∗(|uj〉〈uh|)
= −i
∑
j,h∈J
[(Kj + αj)⊕ (Kh + αh), |uj〉〈uh|]⊗ 1
= −i
∑
j,h∈J
[⊕l∈J(Kl + αl), |uj〉〈uh|]⊗ 1
= −i [⊕j∈J(Kj + αj), |u〉〈u|] ⊗ 1
and, consequently, equation (21) is satisfied with K := ⊕j∈J(Kj + αj). 
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6 Examples
6.1 Generic semigroups
Take h = ℓ2(I) the Hilbert space of square-summable, complex-valued se-
quences, with I ⊆ N a finite or infinite set, and denote by (en)n∈I the canonical
orthonormal basis of h.
We consider a class of uniformly continuous QMSs on B(h) whose gener-
ators can be represented in the canonical GKSL form
L(x) = G∗x+
∑
j 6=m
L∗mjxLmj + xG
where
G = −
∑
m∈N
(γmm
2
+ iκm
)
|em〉〈em|, Lmj = √γmj |ej〉〈em|,
for j 6= m with κm ∈ R, γmj ≥ 0 for every m 6= j, γmm := −
∑
j 6=m γmj < +∞
for any m, and
sup
i
|κi| < +∞, sup
i
|γii| < +∞. (22)
Note that L is bounded thanks to condition (22), and can be written in the
form
L(x) = i[H,x]− 1
2
∑
j 6=m
(
L∗jmLjmx− 2L∗jmxLjm + xL∗jmLjm
)
with H =
∑
j∈I κj |ej〉〈ej |.
These semigroups, called generic, were introduced by Accardi and Kozyrev
in [2]; they arise in the stochastic limit of a open quantum system with generic
Hamiltonian, interacting with a zero mean, gauge invariant, Gaussian field
(see also [1, 10]).
The restriction of L to the diagonal algebra D, generated by rank one
projections |en〉〈en|, is the generator Γ of a classical time continuous Markov
chain (Xt)t≥0 with states I (see [10]). In particular, denoted by T the QMS
generated by L, for every x =∑n∈I f(n)|en〉〈en| ∈ D, we have
L(x) =
∑
n∈I
(Γf)(n)|en〉〈en|, Γf =
∑
j∈I
γnjf(j)ej , (23)
Tt(|en〉〈en|) =
∑
k∈I
P {Xt = n |X0 = k} |ek〉〈ek| ∀n ∈ I. (24)
For these semigroups, we recall the characterisation of the decoherence-
free subalgebra N (T ) (see [14] Theorem 9 and [11] Theorem 26). Note first
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of all that [H,Lmj ] = (κj − κm)Lmj and so δnH(Lmj) = (κj − κm)nLmj for all
n ≥ 0. It follows immediately from Proposition 3 that N (T ) is the commutant
of the set {Lmj , L∗mj | j,m ∈ I}, i.e. the commutant of the set of rank-one
operators { |ej〉〈em|, |em〉〈ej | : j,m ∈ I, γjm + γmj > 0 }. Clearly a self-
adjoint x belongs to this commutant if and only if |xej〉 〈em| = |ej〉 〈xem|,
namely xej = χjej and xem = χmem with χj = χm = χ ∈ R. Moreover,
if γjm 6= 0, but there exists k1, . . . kn in I with γjk1γk1k2 · · · γknm 6= 0, then
xej = χej, xek1 = χek1 , . . . , xem = χem.
Thus, denoting by Cn n ≥ 1, communication classes of states i such that
γij + γji > 0 for some j 6= i with respect to the standard equivalence relation
on states associated with the rates matrix Q obtained from Γ, for example,
in the following way Qij = γij + 2
−j1{γji>0} for i 6= j, Qii = −
∑
j 6=iQij, and
denoting by
Iso := {i ∈ I : γij = γji = 0 ∀ j 6= i}
the set of the isolated states of the Markov chain (Xt)t, we have the following
result:
Proposition 25 The decoherence-free subalgebra of the generic QMS gener-
ated by (22) is the von Neumann subalgebra of B(h) generated by projections
pn =
∑
k∈Cn
|ek〉〈ek| with n ≥ 1, corresponding to the above communication
classes, and by rank-one operators |ei〉〈ej | with i, j ∈ Iso.
Proof. We want now to find a maximal family of mutually orthogonal mini-
mal projections in Z(N (T )), in order to apply Theorem 12.
An operator x ∈ N (T ) can be represented as x0 +
∑
n≥1 χnpn with x0 =
p0xp0 ∈ B(p0h) and χn ∈ C. Therefore, an element y = y0 +
∑
n≥1 znpn in
N (T ), with y0 = p0yp0 ∈ B(p0h) and zn ∈ C, commutes with all x ∈ N (T ) if
and only if y0 commutes with all operators x0 ∈ B(p0h), namely y0 = z0p0 for
some z0 ∈ C. Consequently, since every pn with n ≥ 1 is minimal in N (T ),
Remark 2 formula (12), yields
pnh ≃ mn ∀n ≥ 1, p0h ≃ k0
for some complex Hilbert spaces (mn)n≥1 and k0, while Hilbert spaces m0
and (kn)n≥1 are one-dimensional. By Theorem 12, the decoherence-free and
decoherence-affected semigroups are generated by
Ldf = i[ p0Hp0 , · ] Lda = L − Ldf .

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6.2 Circulant QMS
In the previous example for each minimal central projection pi either ki or mi
is trivial, i.e. one-dimensional. We now consider a paradigm case exhibiting
non-trivial ki and mi for the same index i.
Let h = Cd (d ≥ 2), let n ∈ {1, . . . , d − 1} and let J the unitary circular
shift defined by Jei = ei−1 (sum modulo d) with respect to an orthonormal
basis of h. We consider the QMS on B(h) =Md(C) generated by (1) with
L1 = z1J
n, L2 = z2J
∗n = z2J
−n
where z1, z2 are complex constants with z1 ·z2 6= 0, Lℓ = 0 for ℓ ≥ 2. We begin
by considering H = 0. This is a circulant QMS of those studied by Bolan˜os
and Quezada in [9].
Let k = GCD(n, d) (Greatest Common Divisor) and let d = km. The
decoherence-free subalgebra N (T ) = {Jn, Jn∗}′ is characterised as follows.
Proposition 26 The algebra N (T ) is the commutant of {Jk, J−k}′.
Proof. The set of powers hn (mod d) with h ∈ Z is {0, k, 2k, . . . , (m− 1)k}.
Indeed, since nk−1 and dk−1 are coprime, we can find integers a, b such that
ank−1 + bdk−1 = 1 i.e. k = an + bd, and so k = an mod d. Let x ∈
N (T ) = {Jn, J−n}′, then [x, Jk] = [x, Jan] = 0 and [x, J−k] = [x, J−an] = 0,
thus N (T ) ⊆ {Jk, J−k}′. On the other hand, since n = hk for some natural
number h, if [x, Jk] = 0 = [x, J−k], by induction on j we have also [x, Jkj ] =
0 = [x, J−kj ] and so [x, Jn] = [x, Jhk] = 0, [x, J−n] = [x, J−hk] = 0, namely
{Jk, J−k}′ ⊆ N (T ). 
Proposition 27 The center Z(N (T )) of N (T ) is the double commutant
{Jk, J−k}′′ (the abelian ∗-algebra generated by Jk), namely the linear space
P(Jk) of complex polynomials in Jkh for 0 ≤ h ≤ m− 1.
Proof. Clearly
Z(N (T )) = N (T ) ∩N (T )′ = {Jk, J−k}′ ∩ {Jk, J−k}′′.
Note that Jk, J−k ∈ {Jk, J−k}′ therefore the double commutant of {Jk, J−k}
is contained in the commutant of {Jk, J−k} and Z(N (T )) = {Jk, J−k}′′.
Since J is a normal operator this is the algebra generated by Jk. Indeed, by
definition, all powers Jkh are contained in {Jk, J−k}′′ because they commute
with every operator commuting with Jk and J−k and so P(Jk) ⊆ {Jk, J−k}′′.
Conversely, P(Jk) is a ∗-algebra and contains Jk and J−k = Jk(d−1), therefore
it coincides with {Jk, J−k}′′. Finally we can restrict exponents to kh with
0 ≤ h ≤ m− 1 by the Cayley-Hamilton theorem. 
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We now identify minimal central projections. Since the ∗-algebra gener-
ated by the normal operator Jk coincides with the vector space generated by
its spectral projections, these turn out to be minimal central projections in
N (T ).
Spectral projections of Jk can be found explicitly from the well-known
spectral decomposition of the circulant matrix J . Let ω := e2πi/d be a primi-
tive d-th root of unit; eigenvalues of J and corresponding eigenvectors are
λj = ω
j vj =
1√
d
(1, ωj , . . . , ωj(d−1)).
for j = 0, . . . , d− 1. It follows that
J =
d−1∑
j=0
ωj|vj〉〈vj | and so Jk =
d−1∑
j=0
ωjk|vj〉〈vj |.
Now, writing j ∈ {0, . . . , d − 1} as j = mr + h with 0 ≤ h ≤ m − 1 =
d k−1 − 1, we find that r must belong to {0, . . . , k− 1} and the eigenvalues of
Jk are
ωjk = e2πi(r+h/m) = e2πih/m, h = 0, . . . ,m− 1,
since d = km. Moreover, for each h = 0, . . . ,m − 1, eigenvectors of ωjk =
e2πi(r+h/m) are vectors vmr+h with r ∈ {0, . . . , k − 1}. As a result of these
computations defining
ph =
k−1∑
r=0
|vmr+h〉〈vmr+h|, h = 0, . . . ,m− 1, (25)
we have
Jk =
d−1∑
j=0
ωjk|vj〉〈vj | =
m−1∑
h=0
k−1∑
r=0
ω(mr+h)k|vmr+h〉〈vmr+h|
=
m−1∑
h=0
k−1∑
r=0
e2πih/m|vmr+h〉〈vmr+h|
=
m−1∑
h=0
e2πih/mph.
and (ph)0≤h≤m−1 is the collection of all minimal central projections in N (T ).
We can now read off the factorisations of Theorems 11 and 12. Let
(fr)0≤r≤k−1 be an orthonormal basis of C
k. For each h = 0, . . . ,m− 1 define
the unitary operator
Uh : phC
d → Ck, Uhvmr+h = fr, r = 0, . . . , k − 1,
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so that we obtain the unitary U := ⊕m−1h=0 Uh
U : Cd → ⊕m−1h=0 Ck = ⊕m−1h=0 (kh ⊗mh)
with kh = C
k,mh = C for h = 0, . . . ,m− 1.
It turns out that UhJ
kU∗hfr = ω
(mr+h)kfr = e
2πih/mfr for all r = 0, . . . , k− 1,
i.e. UhJ
kU∗h = Sh with Sh := e
2πih/m
1Ck . Hence, we have
UhJ
nU∗h = S
n/k
h = e
2πihn/d
1Ck and UJ
nU∗ = ⊕m−1h=0
(
e2πihn/d1Ck
)
.
Finally, since UN (T )U∗ = ⊕m−1h=0 {UhJnU∗h , UhJ−nU∗h}′, we immediately get
UN (T )U∗ = ⊕m−1h=0 Mk(C).
We now propose another formulation with a slightly different unitary oper-
ator in order to choose a non-trivial Hamiltonian leading to a decoherence-free
subalgebra with non-trivial Hilbert space k and non-trivial multiplicity space
m. Let (fr)0≤r≤k−1 and (gh)0≤h≤m−1 be orthonormal bases of C
k and Cm.
For each j let j = mr + h the division of j by m with remainder of h and
define the unitary
F : Cd → Ck ⊗ Cm, Fvj = Fvmr+h = fr ⊗ gh.
It turns out that FJkF ∗ = 1Ck ⊗ S where S is the unitary operator on Cm
defined by Sgh = ω
hkgh = e
2πih/mgh, and also FJ
nF ∗ = 1Ck ⊗ Sn/k.
The decoherence-free subalgebra N (T ) is the commutant of {Jk, J−k}
by Proposition 26, therefore it is isomorphic to the algebra operators x ⊗ y
where x ∈ Mk(C) and y belongs to the commutant of S. This is generated
by operators x ⊗ |gh〉 〈gh| 0 ≤ h ≤ m − 1, therefore we recover the previous
decomposition
FN (T )F ∗ ≃ ⊕m−1i=0 Mk(C)
and ki = C
k,mi = C for i = 0, . . . ,m − 1. Moreover, since H = 0, we have
F(T ) = N (T ) = {Lk, L∗k | k = 1, 2 }′ and the decoherence-free semigroup is
the trivial semigroup of identity maps.
However, if we consider the GKSL generator with the above L1, L2 and
Hamiltonian
H = F ∗ (K ⊗ 1Cm + 1Ck ⊗M0)F
with K and M0 self-adjoint on C
k and Cm respectively and such that the
commutant of {δlM0(Sn/k), δlM0(Sn/k) | l ≥ 0 } in Mm(C) is trivial, then
FN (T )F ∗ ≃Mk(C)⊗ 1Cm
is a factor and k1 = C
k, m1 = C
m.
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If n/k and m are coprime (e.g. for n = 10, d = 15 so that k = 5,m = 3
and n/k = 2), then Sn/k has non nondegenerate spectrum, namely eigenvalues
ωhn = e2πihn/mk = e2πihn/d, for h = 0, . . . ,m− 1, are simple and we can write
Sn/k =
m−1∑
h=0
ωhn|gh〉〈gh|.
Since the subalgebra of Mm(C) generated by S
n/k is maximal abelian, any
X in the commutant of Sn/k which contains {δlM0(Sn/k), δlM0(Sn/k) | l ≥ 0 }′
must be diagonal in the basis (gh)0≤h≤m. We take, for instance,
M0 =
m−1∑
h=0
(|gh+1〉〈gh|+ |gh−1〉〈gh|)
so that F ∗1Ck ⊗M0Fvmr+h = vmr+h+1 + vmr+h−1. Computing the commu-
tator [M0, S
n/k] we find
=
m−1∑
h,h′=0
(
ωh
′n|gh+1〉〈gh||gh′〉〈gh′ |+ ωh′n|gh−1〉〈gh||gh′〉〈gh′ |
)
−
m−1∑
h,h′=0
(
ωh
′n|gh′〉〈gh′ ||gh+1〉〈gh|+ ωh′n|gh′〉〈gh′ ||gh−1〉〈gh|
)
=
m−1∑
h=0
ωhn|gh+1〉〈gh|+
m−1∑
h=0
ωhn|gh−1〉〈gh|
−
m−1∑
h=0
ω(h+1)n|gh+1〉〈gh| −
m−1∑
h=0
ω(h−1)n|gh−1〉〈gh|
=
m−1∑
h=0
(
ωhn − ω(h+1)n
)
|gh+1〉〈gh| −
m−1∑
h=0
(
ω(h−1)n − ωhn
)
|gh−1〉〈gh|
An operator X =
∑
h zh|gh〉〈gh| commutes with [M0, Sn/k] if and only if
[X, [M0, S
n/k]] =
m−1∑
h=0
(
ωhn − ω(h+1)n
)
(zh+1 − zh) |gh+1〉〈gh|
−
m−1∑
h=0
(
ω(h−1)n − ωhn
)
(zh−1 − zh) |gh−1〉〈gh| = 0,
By the linear independence of rank-one operators |gh+1〉〈gh|, |gh−1〉〈gh| (h =
0, . . . , d − 1), X commutes with [M0, Sn/k] if and only if zh = zh+1 for all h,
i.e. X is a multiple of the identity operator.
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By Theorem 12, the decoherence-free and decoherence-affected semigroups
are now generated by
Ldf = i[F ∗(K ⊗ 1Cm)F, · ] Lda = L − Ldf .
Appendix
First of all, we recall some preliminary definitions and results. Given a von
Neumann algebra M, we denote by Pmin(M) the set of its minimal projec-
tions. If p is a projection inM, its central support zp is the smallest projection
in the center Z(M) of M such that p ≤ zp. We refer to Takesaki ([34] Defi-
nition 5.9 p.155) for the following definition.
Definition 28 Let M be a von Neumann algebra acting on h. M is called
atomic if for every non-zero projection p ∈ M there exists q ∈ Pmin(M),
q 6= 0, such that q ≤ p.
Note that, since every projection q ∈ pMp is smaller than p, we have
p ∈ Pmin(M) if and only if pMp = Cp.
Lemma 29 Let M be a type I factor. Then M is atomic.
Proof. By Theorem 4.2.1 in [25] we know that M is unitarily equivalent to
B(k) ⊗ 1m for some k and m Hilbert spaces. Since B(k) ⊗ 1m is clearly an
atomic algebra and every unitary isomorphism maps minimal projections into
minimal projections, we can conclude that M is atomic too. 
Lemma 30 If p is a non-zero minimal projection in M, then its central
support zp is a non-zero minimal projection in Z(M).
Proof. By definition, zp is different from 0. Let q ∈ Z(M) be a non-zero
projection such that q ≤ zp. Then qp = pq = pqp ≤ pzpp = p, since p and q
commute and p ≤ zp by definition of central support. Now, the minimality
of p in M implies either qp = 0, i.e. p ≤ q⊥, or qp = p, i.e. p ≤ q ≤ zp. In
this latter case we can conclude that q = zp by definition of zp. Otherwise,
if p ≤ q⊥, then p = pzp ≤ zpq⊥ ≤ zp, so that zp − q = zpq⊥ = zp, since
zpq
⊥ is a projection in Z(M). As a consequence we have q = 0, which is a
contradiction. 
Proposition 31 Let M be a von Neumann algebra. The following are equiv-
alent:
1. M is atomic;
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2. there exists a collection (pi)i∈I of mutually orthogonal projections in
Pmin(Z(M)) such that
∑
i∈I pi = 1 and each piMpi is a type I fac-
tor.
Proof. 1.⇒ 2. Thanks to Lemma 30 we can find a maximal family (pi)i∈I of
mutually orthogonal minimal projections in Z(M). Let p =∑i∈I pi. If p 6= 1,
by the atomicity ofM we can find a non-zero minimal projection q ∈ M such
that q ≤ p⊥. Denoting by zq the central support of q, by definition of zq
we have q ≤ zq ≤ p⊥, since p⊥ is a projection in Z(M) which majorizes q.
Finally, zq is minimal in Z(M) by Lemma 30, contradicting the maximality
of (pi)i∈I and proving that
∑
i∈I pi = 1.
In order to check that each piMpi is a factor it is enough to prove that its
center, which is a von Neumann algebra, contains only trivial projections.
So, let q ∈ Z(piMpi) be a non-zero projection; since we have 0 = [q, pix] =
[piq, x] for all x ∈ M, piq belongs to Z(M), and so q = piq = piqpi ∈
piZ(M)pi = Cpi by minimality of pi in Z(M). We thus conclude that q = pi,
i.e. Z(piMpi) = Cpi and piMpi is a factor.
Finally, since M is atomic, for every i ∈ I there exists a non-zero minimal
projection qi ∈ M such that qi ≤ pi; therefore, each qi is a non-zero minimal
projection in piMpi and the factor piMpi is type I.
2.⇒ 1. First of all we note that M = ⊕i∈IpiMpi since every x ∈ M can
be written as x =
∑
i∈I pixpi, because pi in Z(M) and
∑
i pi = 1 .
We now show that M is atomic (Definition 28). Let p ∈ M be a non-zero
projection, so that p =
∑
i∈I pippi with pippi a projection in piMpi for all
i ∈ I. Since every piMpi is a type I factor, it is atomic by Lemma 29; hence,
given j ∈ I such that pjppj is not trivial, we can find a non-zero minimal
projection q ∈ pjMpj with q ≤ pjppj. But q is minimal in M too, and so we
can conclude that q ≤ pjppj ≤
∑
i∈I pippi = p. 
Remark 4 Note that, if h is separable, then the index set I introduced in the
previous Lemma is necessarily countable, having h = ⊕i∈Ipih.
A necessary and sufficient condition for M to be atomic is given by the fol-
lowing result due to Tomiyama [36], Theorem 5.
Theorem 32 Let M be a von Neumann algebra acting on h. Then M is
atomic if and only if there exists a normal conditional expectation E : B(h)→
M such that Ran E =M.
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