Abstract
Introduction
The National Highway Transport Safety Administration, a U.S. Department of Transport (DoT) agency, estimates that drowsy driving was responsible for 72,000 crashes, 44,000 non-fatal injuries, and 800 deaths in the year 2013 [1] , many of the injured and the dead include unsuspecting pedestrians. This is totally avoidable if there is a way to alert the driver when (a). the vehicle operator is drowsy (b) . when the vehicle is in proximity of a pedestrian.
Neural Networks, especially a Deep Learning framework, could be very useful in this regard. Deep Learning has seen tremendous growth in recent years, especially in areas of natural language processing, computer vision, and object detection [2, 3, 4] . It has the potential to identify the onset of drowsiness in vehicle operators, in real time and generate warnings especially when in proximity to pedestrians. While this work, can easily be extended to detect proximity to other vehicles or obstacles, for the scope of this paper we will only restrict the study to detecting pedestrians. The neural network architecture proposed in this study is based on Convolutional Neural Networks (CNN), which is commonly applied to analyzing visual imagery.
Drowsiness is defined as feeling of being sleepy and lethargic. Since the identification of drowsiness is a multicomponent evaluation process including yawning, closure of eyes, tilting of head etc., the current study is only proposed to limit the scope to eye diagnostics. In other words, the CNN model would determine if the vehicle operators' eyes are open or closed. The framework includes using two cameras on the car dashboard -one looking inward maintaining focus on the vehicle operator and which connects to the drowsiness detection network, the other looking outside to detect pedestrian movements.
To achieve the final objective, the work is divided into three parts: The details of the individual approach for the CNN models for the pedestrian and drowsiness detectors have been discussed in the next section.
Problem Statement
While there has been previous work in drowsiness detection [7, 8] and pedestrian detection [9, 10] , combining these two in a deep learning framework builds on the
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The model (as a proof-of-concept study) has been implemented in MATLAB [11] , because combining the output of the two neural networks and feeding the same in an Arduino [12] kit to generate a response, is easier than in PyTorch. This algorithm is expected to be easily scalable in PyTorch [13] or any other deep learning framework (TensorFlow [14] , Caffe [15] ).
For the facial feature detection algorithm, the dataset is obtained from [reference: eye gaze, eye closure, mouth dataset]. For the pedestrian traffic detection, the Caltech pedestrian dataset has been used [9] .
Technical Approach
Convolutional Neural Network (CNN) is like an ordinary neural network which is made of neurons that consist of learnable weights [16] . CNNs make use of layers of spatial convolutions that are well suited for images, which exhibit strong spatial correlations. In the past other studies [7, 8] have used CNNs to develop drowsiness detectors. For the current study, we use the Viola and Jones Algorithm (VJA) [17] to detect faces in conjunction with using a CNN architecture. It has been widely shown earlier that the VJA is very successful in detecting facial features [7] . We start off with a four-layer CNN architecture consisting of 20 neurons in each hidden layer. The output of the CNN is passed through a softmax layer for classification.
A few technical challenges that can emerge based on the current setting of the network/training are: -1\ Detection of eye gaze when the subject is wearing opaque sunglasses. 2\ Detection of titling of the head, an important feature of the drowsiness paradigm. 3\ Detection of features during low light or night (dark) conditions.
It is the hope to tackle some of these challenges over the next few weeks before the final submission is made.
For the pedestrian detector, it is proposed to use the inbuilt MATLAB detection system [18] . Some of the challenges that remain include detection of pedestrians during lowlight conditions and it is expected to be worked upon over the next few weeks.
Intermediate/Preliminary Results
The training for the drowsiness detector has been done so far and there are some interesting results. While it is expected to provide full network architecture as well as accuracy details in the final report, to test the robustness of the model, we take images from the web and try to determine the performance of the model on random images. Figure 2 shows a random image of a singular subject which is most likely the scenario of the inward facing camera, where the camera is focused on the vehicle operator. The bounding boxes marked as 'roi' or region of interest showing accurately capturing the facial features of the subject. However, when tested on a popular image from the internet, to check the robustness of the model, it appears the model doesn't seem to correctly classify the bounding boxes every time. This corner case is however a very unlikely scenario because the inward facing camera is not expected to detect more than one or maybe two (passenger in the backseat) of the vehicle and is expected to perform better. This theory would be tested as new data would be generated over the next few weeks by the author. Facial features (eyes and mouth) recognition on multiple subjects shows misclassification and the need to improve the model further. But in our problem situation a case for multiple people in a single frame would be very uncommon. Image taken from [20] 
