ABSTRACT
INFORMATION MODELING
Information modeling is the process of formally documenting the problem domain for the purpose of understanding and communication among stakeholders (Siau, 1996 (Siau, , 1998 Mylopoulos, 1992) . Information models are central to information systems analysis and design. On one hand, they provide the conceptual basis for communicating and thinking about information systems (Willumsen, 1993) . On the other hand, they provide a formal basis for tools and techniques used in the design and development of information systems (Kung and Solvberg, 1986) . The phrase "Let a thousand flowers bloom" offers an apt description of the current state of information modeling field which is inundated by hundreds of different modeling methods (Bubenko, 1986; Olle et al., 1982) and over 1000 brand name methodologies worldwide (Jayaratna, 1994) . The quest by researchers to develop the next modeling technique has been wittily termed the YAMA (Yet Another Modeling Approach) syndrome and the NAMA (Not Another Modeling Approach) hysteria.
Structured modeling was one of the most important modeling paradigms. It is a data-oriented approach with dataflow as the central feature. Even though the object-oriented method became popular in early 1980s, it was not until 1990s that a shift to object-oriented modeling began to emerge, and the object-oriented paradigm gradually became the standard approach throughout the whole software development process (Engels and Groenewegen, 2000) . The focus of object-oriented modeling is objects, which interact with each other in the system through their inherent behaviors (Rumbaugh et al., 1991) .
Ironically, it was a so-called method war that hindered the success of objectoriented modeling approaches in the beginning of the 90s (Engels and Groenewegen, 2000) . There were more than fifty objectoriented methods in 1994 (Booch et al., 1999) . As a result, users of these methods encountered tremendous trouble finding a modeling language that could completely meet their needs in object-oriented modeling and design. The object-oriented method war came to an end by an industry standard modeling language: Unified Modeling Language (UML) (Siau and Cao, 2001) .
Despite the vibrant research arena in modeling, most modeling methods are introduced based on the common sense and intuition of researchers. Theoretical foundation is either non-existent or considered non-essential (Siau et al., 1997) . For example, Coad and Yourdon (1991, p. 16) wrote: "It would be intellectually satisfying to the authors if we could report that we studied the philosophical ideas behind methods of organization, from Socrates and Aristotle to Descartes and Kant. Then, based on the underlying methods human beings use, we could propose the basic constructs essential to an analysis method. But in truth we cannot say that, nor did we do it." (emphasis added) However, one's common sense may be wrong and radically misleading at times. Churchland (1988) pointed out that our common-sense psychological framework can be a false and radically misleading conception of the cause of human behavior and the nature of cognitive activity.
The resulting effect of the haphazardness is the dramatic changes in modeling constructs as one moves from one modeling paradigm to another. For example, one wonders why such varied constructs like activities (Kung and Solvberg, 1986; Lundberg et al., 1981) , processes (Jackson, 1983) , data flows (Gane and Sarson, 1979; Yourdon, 1989) , entities (Chen, 1976 , Teorey 1990 ), objects (Coad and Yourdon 1991 Embley et al., 1992 , Rumbaugh et al., 1991 Yourdon et al., 1995) , actors (Booch et al., 1999) , and use cases (Booch et al., 1999) are used for information modeling.
When there are so many modeling methods available without strong theoretical foundation or empirical evidence, evaluation of these methods becomes a necessity. Evaluation techniques are needed to study, compare, and contrast the various modeling methods. Mylopoulos (1992) stated that "a good model allows one to build a description of the subject matter -including the system, the information it will handle and the environment it will function in -that is consistent to the way humans conceptualize the same subject matter." The last point is especially important because it brings to attention a dimension that is often forgotten by researchers -modeling methods are built by the humans for use by the humans. Researchers develop information models, and information models can be redesigned. By contrast, we cannot change the design of humans. Although the human subsystem is intelligent and adaptive, we cannot change the basic properties that define his/her strengths and weaknesses. In other words, if an information model is to be easy and efficient to communicate with, the model must be compatible with and supportive of the information processing characteristics of the human mind.
HUMAN FACTORS IN EVALUATION TECHNIQUES
Therefore, the design of evaluation criteria for modeling methods should keep in mind that humans are directly involved in the modeling process -as the creators and consumers of the information models. Evaluation techniques that lose the "human touch" will miss an essential part of the picture.
In this paper, we proposed an evaluation approach based on the human information-processing paradigm and a cognitive science theory, known as the Theory on Equivalence of Representations, by Simon (1978) .
HUMAN INFORMATION-PROCESSING MODEL
According to Newell and Simon (1972) , all humans are information-processing systems (IPS), and hence come equipped with certain common basic features. This information-processing position is currently the dominating viewpoint in cognitive psychology, and the most frequently employed framework for the study of memory. One of the popular and wellknown human information-processing models is the Adaptive Control of Thought (ACT) architecture proposed by Anderson (1983 Anderson ( , 1993 Anderson ( , 1995 and Anderson and Lebiere (1998) . The ACT architecture is shown in Figure 1 .
The ACT architecture consists of three types of memories: declarative, production, and working. The declarative and production are long term memory. Declarative memory contains factual knowledge that human can report or describe, whereas production memory is knowledge that people can only manifest in their performance (Anderson 1993) . In other words, declarative knowledge is knowing that something is the case and production knowledge is knowing how to do something (Gagne et al. 1993) .
Working memory, in contrast to declarative and production memories, contains the information that the system has currently access to, consisting of information retrieved from long-term declarative memory as well as temporary structures deposited by encoding processes and the action of productions.
The interaction between the memories and outside world is also depicted in the architecture. The encoding process deposits information about the outside world into working memory whereas performance process converts commands in working memory into behavior. The storage process can create permanent records in declarative memory of the contents of working memory, and can increase the strength of existing records in declarative memory. The retrieval process retrieves information from declarative memory into working memory. In the match process, data in working memory are put into correspondence with the conditions of productions. The execution process deposits the actions of matched productions into working memory. The whole process of production matching followed by execution is known as production application. The next three subsections will discuss the characteristics of the three types of memory in more detail.
Working Memory
The working memory is activation based; it contains the activated portion of the declarative memory plus declarative structures generated by production firings and perception. Working memory is a temporary memory that cannot hold data over any extended duration. Information in this memory store decays within about 10 seconds (Murdock 1961) unless it is rehearsed. In addition to being of limited duration, working memory is of limited capacity. Miller (1956) claimed that working memory holds 7 + 2 units of information while Simon (1974) said that it holds only about 5 units. Whatever the actual number, the important point is that it is small. Because of its small size, working memory is often referred to as the "bottleneck" of the human information-processing system.
Declarative Memory
The long-term declarative memory is represented in the form of a semantic net. A basic unit of declarative knowledge in the human information-processing system is the proposition and is defined as the smallest unit of knowledge that can possess a truth value (Anderson, 1983) . Complex units of knowledge are broken down into propositions. For example, "Rectangles Represent Entities" and "Diamonds Represent Relationships" are two propositions related to ER diagrams.
Production Memory
Unlike declarative knowledge which is static, production knowledge is represented in the form of productions. Each piece of knowledge is called a production because it "produces" some bit of mental or physical behavior. Productions are for-mally represented as IF-THEN contingency statements, in which the IF part of the statements contains the conditions that must exist for the rule to be fired, and the THEN part contains the action that will be executed when the conditions are met. The productions are also known as conditionaction pairs and is very similar to the IF-THEN statement in programming languages. For example, the following is the production rule for identifying a relationship construct in the ER model.
IF
Figure is a diamond shape (condition) THEN It represents a relationship (action) With this understanding of the human information processing paradigm, we introduced a cognitive science theory, known as the Theory on Equivalence of Representations, by Simon (1978) as the theoretical foundation for evaluating information modeling methods. Simon (1978) , in proposing the Theory of Equivalence of Representations, argued that it is impossible to find an entirely neutral language in which to describe representations of information, for a language is in itself a form of representation. This difficulty can be overcome, at least in part, by not attempting to describe representations directly, but by discussing them instead in terms of the equivalence of representations. At the core of this theory is the notion of Informational and Computational Equivalence of representations (Simon, 1978; Larkin and Simon, 1987) .
THEORY ON EQUIVALENCE OF REPRESENTATIONS

Informational Equivalence
Two representations are informationally equivalent if all of the information in one is also inferable from the other, and vice versa (Larkin and Simon, 1987) . In other words, the transformation from one to the other entails no loss of information, i.e., each can be constructed from the other. For example, Simon (1978) argued that in an appropriate informationprocessing system, the statements "Distance equals average velocity times time" and "S=W*T" are informationally equivalent. The presupposition that it is for an appropriate information-processing system is important for informational equivalence. Not only does the information-processing system needs to know the meanings of S, W, and T, but it also has to understand that "=" is "equal", and "*" is the same as "times" in the other statement.
An example of informational equivalence in information modeling (for a person that is trained in ER diagram) are the following two models (Figure 2 and Figure  3 ), which are taken from Embley et al. 's book (1992, pp. 28-29) . 
Computational Equivalence
Two representations are computationally equivalent if the same information can be extracted from each (the same inferences drawn) with about the same amount of computation. Based on the definition, there are two conditions to be satisfied for computational equivalence (Larkin and Simon, 1987) : a) the two representations must be informationally equivalent and, b) any inference that can be easily and quickly drawn from the information given explicitly in one can also be drawn easily and quickly from the information given explicitly in the other, and vice versa.
As an example, consider the two DFDs (Figure 4 and Figure 5 ). In the first case, all the information is depicted on one level. In the second case, the leveling technique is used, and we have a parent diagram and a child diagram. The two cases contain the same information and are there- fore informationally equivalent. The two DFDs are, however, not computationally equivalent. Because there are two levels in the second case (i.e., two diagrams), a reader needs to shift his/her attention between the two levels if the information he/she needs span both the diagrams. The reader is also required to trace the flow of data from the parent diagram to the child diagram, and this requires additional processing.
Before we discuss the implication of the theory on evaluation of information modeling methods, we need to first describe the nature of cognitive activities involved in understanding an information model.
COMPONENTS OF INFORMATION MODEL
A model is an abstract representation of some aspect of the real world. According to Simon and Larkin (1987) , a representation consists of both data structures and programs operating on them to make new inferences.
Data Structure
In the case of information modeling, a data structure is some particular way of organizing information in the modeling method. For example, in the ER approach, information such as "John Owns Car" can be organized using the data structure (using Chen, 1976 notation) consisting of entities and relationship as shown in Figure 6 :
We can differentiate between two types of representation in information modeling: sentential and diagrammatic representations.
Sentential Representation
A data structure in which elements appear in a single sequence is called a sentential representation. In this representation, the expressions form a sequence which corresponds, on a one-to-one basis, to the sentences in a natural-language description of the problem. An example of sentential representation in information modeling would be the use of Structured English (see Gane and Sarson, 1979) .
Diagrammatic Representation
More often than not, the information model is represented using diagrammatic representation (e.g., DFD & ER diagrams). A data structure in which information is indexed by two-dimensional location is called a diagrammatic representation. In a diagrammatic representation, the expressions correspond, on a one-to-one basis, to the components of a diagram describing the problem. Each expression contains the information that is stored at one particular locus in the diagram, including information about relations with the adjacent loci.
Program
Based on the ACT architecture, there are three types of processes involved in understanding a given information model. To illustrate the processes, we will assume a reader trying to locate a relationship in Chen's (1976) ER diagram. 
Encoding and Search Process
The encoding and search process operates on the data elements and data structures of the information model, seeking to locate sets of elements that satisfy the conditions of one or more productions in the production memory. Using the example above, a reader will encode and search for data elements (e.g., rectangles and diamonds) contained in the ER diagram.
Match Process
In this process, the condition parts of productions in the production memory are matched to the data elements located through encoding and search (in the working memory). In our example above, a reader will match the data elements encoded to the condition parts of productions in the production memory.
Execution Process
Once a match is identified, the production is executed (or fired) to produce new (inferred) knowledge from the data structure. For example, if the data element encoded matched the symbol for a relationship (diamond for Chen's ER diagram), the reader could infer that the data element encoded is a relationship.
Attention Management System
Since the data structures for a model are complex and the working memory has limited capacity, an attention management system is required to determine what portion of the data structure is currently attended to and can trigger the productions in the production memory. For example, a reader needs the attention management system to focus on one data element (i.e., rectangle or diamond) at a time in the ER diagram.
IMPLICATION OF THE THEORY FOR MODELING METHODS EVALUATION
Based on the Theory of Equivalence, modeling methods can be evaluated or compared based on two criteria: informational and computational equivalence. Informational equivalence is a useful concept in comparing the information content whereas computational equivalence is valuable in evaluating different possible modeling methods -e.g., one-level DFD versus multi-level DFD, collaboration diagrams versus sequence diagrams, etc.
Informational Equivalence
Informational equivalence is a valuable measure for comparing the information contents of modeling methods from the same paradigm. An example of informational equivalence is shown in the two UML models (Figure 7 and Figure 8 ), both of them modeling a ticket-ordering process. Even though the collaboration diagram models the relationships and message passing among participating objects and/or actors whereas the sequence diagram focuses on the sequence of messages passed among objects and/or actors, the information inferred from them is the same.
It should be pointed out that the information-processing systems for individuals are different. In other words, two representations might be informationally equivalent for individual A, but not informationally equivalent for individual B if B does not have the necessary production knowledge to infer the same information from both representations. In the above example, for an individual who does not know the notation of UML's collaboration diagrams or sequence diagrams, the representations (i.e., collaboration diagram and sequence diagram) will be informationally inequivalent. For certain representations (e.g., ER and relational representations), training and experience could make two initially informationally inequivalent representations informationally equivalent for certain users.
Computational Equivalence
Computational equivalence is a valuable measure for comparing computational efficiency of information modeling methods from the same paradigm (e.g., objectoriented paradigm). As stated in the definition, computational equivalence is only applicable if the two representations are informationally equivalent. For example, it does not make sense to compare ER and DFD on computational efficiency unless they are informationally equivalent. Larkin and Simon (1987) argued that the computational efficiency of a representation depends on three factors -data structure, program, and attention management -and on how well these three factors work together. Whether one representation is more computationally efficient than another depends on what productions are available for searching the data structure, for recognizing relevant chunks of information, and for deducing inferences from that information (Simon, 1978) .
Take the preceding collaboration diagram and sequence diagram for example. Even though they are informationally equivalent, these two models are not necessarily computationally equivalent depending on users' needs. If the user tries to follow the sequence of messages, the inference can be easily and quickly drawn from the sequence diagram, which explicitly arranges the messages in a top-down order.
Take the two ER diagrams shown in Figures 9 and 10 . For an appropriate information-processing system that understands the concepts of ER diagram (e.g., nouns are entities and verbs are relationships), the two ER diagrams are informationally equivalent, but not computationally equivalent. Although both use the same topology and wordings, the use of the diamondshaped symbol for relationship in the first diagram facilitates attention management. In the first diagram, the readers could quickly form meaningful chunks of information (e.g., two entities with a connecting relationship) by identifying the relationships in the model. The diamond-shaped relationships serve as cues and the readers could use it to focus attention on part of a diagram and guide the shifts in attention.
In the second diagram, the readers have to analyze groups of wordings before they could form meaningful chunks of information. For example, encoding of groups of words such as "Maintain", "Vehicle", and "Produce" would be meaningless. Because both entities and relationships are represented using the same symbol (i.e., rectangle), additional processing is required to identify a meaningful group of words. Cognitive psychologists have pointed out that human abilities to recognize information are highly sensitive to the exact form (representation) in which the information is presented to the senses (or to memory). Information that is presented explicitly is much easier to be recognized than information that is only presented implicitly (such as the second ER diagram where the readers have to figure out which words represent relationships). With the second ER diagram, even expert ER users will need to spend some time adapting to the diagram where relationships are presented in the same symbol as entities. They will have to acquire new productions or modify their existing sets of productions with condition sides amended to the new symbol for relationships:
IF
Figure is a rectangle shape (condition) and word is a verb THEN It represents a relationship (action)
The efficiency of computation (for any representation) could be improved with training and experience. Users reaching the automated stage will be able to perform the computations almost effortlessly. However, users at the automated stage are susceptible to cognitive biases as their production sets are fine-tuned and highly specialized. They will have difficulty recognizing information that is relevant to a situation and retrieving it from long-term memory if the situation is slightly different from the norm. For example, in a study (Siau et al. , 1997 , it was found that expert ER users tend to ignore the semantic information and focus only on syntactic information (even when there is an apparent contradiction between the two). The production rule to ensure that the semantic and syntactic information are consistent does not appear to exist in the production sets of the experts. On the other hand, most novice ER users seem to realize the contradiction (Siau et al., , 1997 . In other words, the experts appear to have removed that production rule (i.e., checking the consistency of semantic and syntactic information) from their production sets since in general the semantic and syntactic information are in agreement.
The Theory on Equivalence of Representations is, however, of little use in evaluating individual diagrams from different domains or paradigms. For example, consider the DFD and ER approach. A DFD represents the processes and flows of data in the organization whereas an ER diagram represents the data requirements of the organization. It is almost impossible to infer the organizational processes from the ER diagrams. The DFD and ER are, therefore, not informationally equivalent. Also, it is quite meaningless to argue that one representation is better than the other unless we know about the nature of the task (i.e., the objective of the representation). Most of the time, DFD and ER are complementary to each other. Similar argument applies to Class diagram and Use Case diagram. Also, the concept of computational equivalence is not applicable unless the individual diagrams are informationally equivalent.
OPERATIONALIZATION OF INFORMATIONAL AND COMPUTATIONAL EQUIVALENCE
interpret the information models to see if all information from one model could also be gathered from the other. Alternatively, we could ask the subjects to write down information that can be interpreted from both models, and then compare to see if the information is the same. Verbal protocol (Ericsson and Simon 1993) could also be used to gather the information that can be interpreted from the models. For informational equivalence, it is important that the information-processing system be taken into account as two information models might be informationally equivalent for one information-processing system but not for another. That is, the experience and background of the subjects in the study need to be controlled. Training and experience could also make certain information models informationally equivalent (e.g., ER and relational models).
Computational efficiency could be assessed with time and accuracy measurement. A representation is more computationally efficient than another if the same inferences could be made faster and easier. Operationally, for time measurement, we can measure the time required for the subjects' to response to questions (e.g., True/False questions) derived from the information models. Verbal protocol (Ericsson and Simon 1993) could be used to analyze the number of computation steps required for subjects to understand or interpret the models. Alternatively, computational efficiency could be measured using accuracy of interpretation. A computationally more efficient information model would allow inferences to be made more easily and with fewer computational steps. Accuracy of interpretation can be done using paper-and-pencil test or thinking-aloud protocol.
CONCLUSIONS
To conclude, we introduce the concepts of human information processing paradigm and the theory of equivalence of representations. We then relate the two concepts to evaluating modeling methods. The concepts of informational and computational equivalence can be used for comparing and evaluating information modeling methods. The concept of informational equivalence is important as it ensures that we are not comparing apples to oranges, which is one of the common flaws in comparing different modeling methods that are used to capture different types of information (e.g., class diagram versus use case diagram). Computational equivalence provides an added level of comparison (i.e., efficiency) when models are informationally equivalent.
