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I
Je vends des pommes, des poires,
et des scoubidoubi-ou ah. . .
Sacha Distel, Scoubidou (des
pommes. . . des poires. . .), 
Toutes les théories physiques comprennent à un moment ou à un autre (le plus
souvent dès le début) un principe de symétrie. Un philosophe arguerait qu’elles ne
sont qu’un artiﬁce créé par l’Homme pour pouvoir approcher de manière maitri-
sée des problèmes complexes et que rien ne force la Nature, a priori, à posséder des
symétries. Toujours-est-il que les théories physiques que nous avons baties pour mo-
déliser la Nature en sont remplies et que ces principes de symétrie permettent parfois
d’anticiper de nouvelles propriétés vériﬁées ensuite par l’expérience. Ainsi, l’étude
des symétries elles-mêmes est indissociable des progrès réalisés et à venir en phy-
sique théorique et en mathématiques.
Si la symétrie présentée par un cercle ou un réseau cristallin est évidente, celle
présentée par un plat de spaghettis ou une pelote de laine l’est moins. Intuitivement,
on associe à la notion de symétrie une structure rigide, parfaitement déﬁnie par des
contraintes sans lesquelles l’Homme ne pourrait voir « la même chose ». De fait, tout
réside dans la déﬁnition de cette « même chose », et nous quittons à cette ﬁn le do-
maine de la rhétorique pour celui des mathématiques. Les symétries sont alors en-
codées par l’action d’un groupe et celui qui décrit l’action d’un coup de fourchette
dans un plats de spaghettis (inﬁnis) est appelé groupe des tresses.
Il existe souvent de nombreuses manières de déﬁnir un groupe précis, et ceci est
particulièrement vrai pour le groupe des tresses. Si nous le déﬁnissons par généra-
teurs et relations, nous pouvons obtenir, entre autres, une relation appelée relation
de tresses par les mathématiciens ou équation de Yang-Baxter par les physiciens. La
première chose qui saute aux yeux lorsque l’on rencontre cette relation est sa symé-

trie syntaxique : si A et B sont des générateurs tels que AB ≠ BA, alors
ABA = BAB.
Sa simplicité permet à cette relation d’apparaître dans de nombreux domaines de la
physique ou des mathématiques.
Le premier à avoir formalisé le groupe des tresses est Emil Artin en  [],
bien que la relation de tresse ait apparu dans les travaux d’Adolf Hurwitz une tren-
taine d’années plus tôt lors d’investigations sur la classiﬁcation topologique des poly-
nômes complexes [, ]. Les tresses, dans leur acceptation commune, intéressaient
déjà depuis longtemps les mathématiciens puisque Gauß écrivait dans ses carnets
vers  qu’elles semblaient fournir une bonneméthode pour coder des nœuds [],
assertion qui a été prouvée cent ans plus tard par James Alexander [].
Après l’article fondateur d’Artin, de nombreuses propriétés et connexions avec
d’autres domaines des mathématiques ont été découvertes : en , Artin identiﬁe
le groupe des tresses comme sous-groupe du groupe d’automorphismes du groupe
libre et résoud le problème des mots []. En , Ralph Fox et Lee Neuwirth redé-
couvrent l’interprétation originelle de Hurwitz du groupe des tresses comme groupe
fondamental d’un espace de conﬁgurations []. En , FrankGarside résoud dans
son unique article le problème des mots et le problème de conjugaison [], et cette
procédure peut être appliquée à une généralisation du groupe de tresses que sont les
groupes d’Artin-Tits [, ]. En , Joan Birman identiﬁe le groupe des tresses
avec un groupe de diﬀéotopie []. Cette approche a permis à Stephen Bigelow de
démontrer, en  seulement, que les groupes des tresses étaient linéaires, c’est-à-
dire isomorphes à un sous-groupe du groupe linéaire et admettent alors une repré-
sentation ﬁdèle [, ]. Le temps qu’il a fallu pour obtenir ce résultat fondamental
montre bien que sous l’apparente simplicité du groupe des tresses se cache un objet
mathématique complexe. De la même manière, il a fallu attendre Patrick Dehornoy
en  pour découvrir que le groupe des tresses est un groupe ordonnable []. En
, Vaughan Jones découvre un nouveau polynôme invariant de nœud (plus tard
généralisé comme un cas particulier du polynôme HOMFLY-PT [, ]) à l’aide de
représentations des groupes des tresses sur des algèbres de Hecke [, ]. En ,
Edward Witten créé une théorie quantique des champs topologique qui permet de
donner une interprétation physique au polynôme de Jones [].
L’équation de Yang-Baxter apparait en physique dans de nombreux domaines.
Chen Ning Yang l’a inventée en  lors de l’étude du problème quantique à plu-
sieurs corps en une dimension interagissant via des fonctions δ de Dirac. En intro-
duisant l’Ansatz de Bethe, il découvre que la matrice de diﬀusion S à n particules
se factorise en produit de matrices S à deux particules et que l’équation de Yang-
Baxter est alors une condition de cohérence de cette factorisation [, ]. En ,
Rodney Baxter étudie le modèle à huit sommets enmécanique statistique et retrouve
l’équation de Yang-Baxter comme une condition nécessaire à la commutation dema-
trices de transfert []. Il découvre six ans plus tard que même dans le cas d’un réseau
arbitraire, la fonction de partition est inchangée lors de déplacements parallèles aux
mailles et appelle cette propriété Z-invariance []. L’année suivante, Alekandr Za-
molodchikov montre que le mécanisme de factorisation des matrices S est le même
que celui de la Z-invariance [].
Au début des années , Evgeny Sklyanin, Ludwig Fadeev et Leon Takhtajan
concilient les résultats des systèmes intégrables quantiques et classiques en créant la
méthode de diﬀusion quantique inverse (QISM) et donnent une version dite clas-
sique de l’équation de Yang-Baxter []. Il apparait alors que lors de la quantiﬁca-
tion de systèmes classiques, certaines structures subissent des transformations quan-
tiques. Enparticulier, certaines algèbres deLie sont transformées enunedéformation
(un développement en série formelle) de leur algèbre universelle enveloppante. Vla-
dimir Drinfeld se rend alors compte aumilieu des années  [, ] que le langage
des algèbres de Hopf permet décrire ces déformations dans le cadre de la QISM, et
l’équation de Yang-Baxter est alors satisfaite par une matrice prenant en compte la
déformation d’une algèbre de Hopf cocommutative en une algèbre de Hopf presque
cocommutative, donnant ainsi formellement naissance aux groupes quantiques.
orn
Nous observons donc que l’équation de Yang-Baxter est au cœur de nombreux
problèmes aussi bien en mathématiques qu’en physique. Ainsi, tout résultat concer-
nant cette équation est susceptible d’avoir des applications dans diﬀérentes branches.
Le propos de cette thèse est d’établir une nouvelle solution de cette équation, et nous
présentonsmaintenant le plan que nous avons choisi. Dans une première partie, nous
introduisons les groupes des tresses qui sont le support des résultats de cette thèse.
Nous donnons plusieurs déﬁnitions aﬁn de mettre en exergue son ubiquité, et nous
étudions très brièvement le problème des mots comme prétexte à l’obtention de pro-
priétés utiles. Ce chapitre ne contient que des résultats standards et permet de préci-
ser les notations et conventions pour le lecteur averti.
Dans un second chapitre, nous passons dans l’algèbre de groupe du groupe des
tresses et nous présentons les analogues tressés. Ils constituent un sujet assez récent
et relativement peu étudié des mathématiques. De prime abord, on peut s’interroger
sur leur place dans une thèse portant sur l’équation de Yang-Baxter. Le fait est qu’ils
se sont imposés dans le principal résultat de cette thèse de manière relativement in-
attendue. De manière remarquable, les analogues tressés que nous présentons per-
mettent de construire une combinatoire tressée. En eﬀet, nous étudions dans ce cha-
pitre des objets de l’algèbre de groupe du groupe des tresses qui sont analogues (!) à
des factorielles et des coeﬃcients binomiaux. À l’instar de ces derniers, ils sont sou-
mis à de nombreuses propriétés et relations combinatoires comme le développement
binomial de Newton ou la convolution de Chu-Vandermonde. Une autre propriété
remarquable des analogues tressés est qu’ils sont aussi analogues d’autres analogues
célèbres : les q-analogues. Ainsi nous pouvons intercaler ces derniers entre les ana-
logues tressés et leurs objets classiques et construire une chaîne « analogue tressé »
→« q-analogue »→ «objet classique ». À la ﬁn de ce chapitre, nous présentons pour la
beauté de l’art des analogues tressés pour les nombres de Fuß-Catalan. Ces derniers
n’apparaissent pas par la suite, mais leur traitement est direct à la vue des concepts
présentés auparavant. Ce chapitre contient donc des résultats plus ou moins stan-
dards sur les analogues tressés et permet de terminer les préparatifs à l’abord de la
seconde partie de cette thèse. La sous-section sur les nombres de Fuß-Catalan est
originale.
La seconde partie de cette thèse est divisée en deux chapitres. Dans le troisième
chapitre, nous précisons la déﬁnition d’un tressage en utilisant le langage des catégo-
ries. Nous postulons alors une certaine structure sur des relations de commutation
entre tenseurs et nous dérivons le système d’équations qui doit être satisfait pour que
ces relations encodent un tressage. Ce système d’équations comporte une inﬁnité
d’équations non-linéaires dont les variables sont des éléments de l’algèbre de groupe
du groupe des tresses. Nous approchons donc le système aux petits ordres et étu-
dions ses propriétés principales. Nous arrivons alors à conjecturer une solution dont
nous démontrons la validité. Nous étudions ensuite certaines propriétés de cette solu-
tion. En particulier, nousmontrons qu’elle est unique à un isomorphisme près. Après
avoir exprimé son inverse, nous montrons que la forme présentée de cette solution
étant polynomiale en les générateurs du groupe des tresse (elle appartient à la restric-
tion de l’algèbre de groupe du groupe des tresse au monoïde des tresses positives),
elle est alors la seule dont l’inverse soit polynomiale en l’inverse des générateurs.
Nous nous intéressons alors au cas unidimensionnel et nous donnons l’expression
de cette solution en termes de q-analogues. Nous terminons le chapitre en montrant
que cette solution n’appartient pas au noyau de la projection canonique du groupe
des tresses sur le groupe symétrique.
Dans le dernier chapitre de cette thèse, nous généralisons la solution obtenue
au troisième chapitre. Plus précisément, nous modiﬁons la structure imposée sur
les relations de commutation entre tenseurs en stipulant qu’elles se décomposent
sur des tenseurs dont les ordres sont congrus aux ordres des tenseurs de départ mo-
dulo un nombre entier arbitraire. Nous étudions alors de quelle manière le système
d’équations est modiﬁé et nous adaptons en conséquence les formules présentées
au second chapitre. Nous conjecturons alors une solution à ce nouveau système dont
nous démontrons la validité. Lesmatrices correspondant à ces tressages étant parcou-
rues de plus ou moins larges bandes diagonales de zéros, nous qualiﬁons de zébrés
ces nouveaux tressages. Le contenu de ces deux chapitres est totalement original.
Nous fournissons enﬁn en annexe les équations constituant les premiers stades
du système résolu au troisième chapitre.
orn
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Première partie
Le groupe des tresses et les analogues
tressés
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Le groupe des tresses est le terrain de jeu de cette thèse. Ce groupe est présent
dans de très nombreux domaines des mathématiques et de la physique. Le fait le
plus remarquable est sans doute la disparité entre la simplicité de certaines de ses
déﬁnitions et la richesse des propriétés dont il jouit.
Dans ce chapitre, nous donnons plusieurs déﬁnitions dumême objet pour forcer
l’emphase sur son ubiquité. Nous étudions ensuite quelques propriétés et nous nous
intéressons au problème des mots. Sa résolution fournit en eﬀet un plan commode à
l’introduction de certains concepts et l’établissement de propriétés. Nous nous pen-
chons enﬁn sur deux éléments particuliers et indispensables à la formulation des
analogues tressés.
. Définitions
.. Définition géométrique
Nous commençons par donner une version géométrique et intuitive des tresses,
ainsi que de la structure de groupe dont elle peuvent être munies.
Soit Pn = {p1, . . . , pn} un ensemble de n points d’aﬃxes réelles dans C. Sans
perte de généralité, nous pouvons choisir pk = k, 1 ≤ k ≤ n.
Un sous-ensemble deC×[0, 1] formé par l’union de n arcs disjoints liant Pn×{0}
à Pn × {1}, monotones dans la seconde variable, représente une tresse dite géomé-
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trique à n brins. Elle correspond à la notion usuelle de tresse. Deux tresses géomé-
triques sont équivalentes s’il est possible de déformer l’une en l’autre par le biais
d’une famille continue de tresses géométriques et nous parlerons alors d’isotopie ré-
gulière (et non ambiante puisque les arcs sont monotones dans la seconde variable).
Nous pouvons dessiner une tresse géométrique dans le plan en projetantC×[0, 1]
sur [1, n]× [0, 1], le long de la composante imaginaire. Nous demandons cependant
que la tresse soit en position dite générale ou régulière, i.e. de telle manière que
les images des brins s’intersectent transversalement, avec exactement deux brins à
chaque point d’intersection. À chaque point d’intersection (ou croisement), nous
enregistrons l’information perdue lors de la projection en brisant la courbe du brin
passant en dessous (celui qui, au point d’intersection, avait la composante imaginaire
la plus grande par exemple) de part et d’autre du croisement, voir la ﬁgure .. Nous
parlerons dans ce cas du diagramme d’une tresse, et un théorème de Reidemeister
assure alors que l’isotopie régulière est prise en compte par l’équivalence des dia-
grammes sous les mouvements de Reidemeister de type (II) et (III), cf. ﬁgure . [].
Le mouvement de type (I) étendrait l’équivalence à une isotopie ambiante, ce qui est
exclu pour les tresses (mais autorisé pour les entrelacs). Les éléments du groupe des
tresses sont les classes d’équivalence des tresses par isotopie régulière. Par la suite,
nous sous-entendrons ces classes quand nous parlerons de tresses.
a) b)
F .: Diagrammes a) d’une tresse géométrique à  brins, et b) d’un objet qui
n’est pas une tresse géométrique (ici un entrelacs singulier).
Nous pouvons déﬁnir une multiplication pour deux tresses ayant des nombres
de brins identiques. Si A et B sont deux tresses à n brins, nous déﬁnissons le pro-
duit AB comme la tresse obtenue en fusionnant la ﬁn (concordement à la variable
temporelle) des brins de A avec le début de ceux de B, et en redimensionnant de
telle sorte qu’AB ⊂ C × [0, 1]. Nous observons alors que la tresse où tous les brins
sont des segments parallèles est un élément neutre pour cette multiplication. Cela
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≃
(I)
≃
(III)
≃
(II)
F .: Mouvements de Reidemeister de types (I), (II) et (III).
permet de déﬁnir l’inverse d’une tresse. Si nous notons A−1 la tresse symétrique à
A par rapport au plan C × { 1
2
}, nous nous apercevons qu’en passant au niveau des
diagrammes, chaque croisement de AA−1 est dans la conﬁguration d’unmouvement
de Reidemeister de type (II) ou de son symétrique par rapport à un plan vertical (dis-
joint des brins). Dès lors, AA−1 est isotope à l’élément neutre. Puisque A−1 est aussi
une tresse et peut toujours être construite, la multiplication déﬁnie ci-dessus munit
automatiquement les tresses àmême nombre de brins d’une structure de groupe que
l’on appelle groupe des tresses à n brins et que l’on note Bn .
.. Présentation d’Artin
La présentation classique du groupe des tresses est celle donnée par Artin en 
[]. Le groupe des tresses à n brins Bn est le groupe engendré par n − 1 générateurs
σi , 1 ≤ i ≤ n − 1 soumis aux relations
σiσi+1σi = σi+1σiσi+1 si 1 ≤ i ≤ n − 2, (.)
σiσ j = σ jσi si ∣i − j∣ ≥ 2. (.)
L’équation (.) est appelé relation de tresses ou équation de Yang-Baxter, et (.),
commutation à distance ou relation de localité. Concernant l’équivalence de cette
déﬁnition du groupe des tresse avec celle du groupe des tresses géométriques, on
pourra consulter [] par exemple. C’est l’approche du groupe des tresses privilégiée
dans cette thèse.
Nous avons représenté sur la ﬁgure . les diagrammes correspondant à un géné-
rateur et à son inverse. En identiﬁant la multiplication à droite par la concaténation
en bas, nous ﬁxons ainsi une convention que nous utiliserons tout au long de cette
thèse. Nous avons représenté sur les ﬁgures . et . les diagrammes correspondant
à des relations liant les générateurs de la présentation d’Artin. Nous notons que les
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⋯⋯
1 i − 1 i i + 1 i + 2 n
σi σ−1i
⋯⋯
1 i − 1 i i + 1 i + 2 n
F .: Diagrammes d’un générateur σi d’Artin ainsi que de son inverse.
a) b)
≃≃
F .: Diagrammes correspondant aux égalités a) σ1σ−11 = 1 et b) σ1σ3 = σ3σ1.
≃
F .: Diagramme correspondant à l’égalité σ1σ2σ1 = σ2σ1σ2.
diagrammes .a) et . correspondent respectivement aux mouvements de Reide-
meister de type (II) et (III).
.. Présentation de Birman, Ko et Lee
Une autre présentation du groupe des tresses a été donnée par Joan Birman, Ki
Hyoung Ko et Sang Jin Lee en  [, ]. Nous déﬁnissons, à l’aide des générateurs
d’Artin, σs,t = (σt−1⋯σs+1)σs(σ−1s+1⋯σ−1t−1), 1 ≤ s < t ≤ n. Déﬁnissons de plus σs,t = σt,s ,
avec la convention d’écrire en premier le plus petit indice. La présentation dite BKL
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⋯
⋯
⋯
⋯ ⋯
1 ss − 1 t − 1 t t + 1s + 1 nt − 2
F .: Diagramme d’un générateur σs,t de la présentation BKL.
a pour générateurs {σs,t , 1 ≤ s < t ≤ n} et comme relations
σs,tσr,s = σr,tσs,t = σr,sσr,t si 1 ≤ r < s < t ≤ n, (.)
σs,tσq,r = σq,rσs,t si (t − r)(t − q)(s − r)(s − q) > 0. (.)
Cette présentation est parfois appelée présentation duale de celle d’Artin en raison
du rôle joué par certains éléments (voir p.). Notons que cette présentation contient
les générateurs d’Artin puisque σi = σi,i+1, pour tout i = 1, 2, . . . , n − 1. Nous avons
représenté le diagramme d’un générateur de cette présentation sur la ﬁgure ..
.. Groupes de difféotopie
Soit D2 un disque de C. Nous notons Dn la paire (D2, Pn) où Pn est un ensemble
de n points sur l’axe réel à l’intérieur de D2. Le groupe de diﬀéotopie (ou mapping
class group) MCG(Dn) est le groupe de l’ensemble des classes d’isotopies des homéo-
morphismes préservant l’orientation φ∶D2 → D2 qui ﬁxent le bord point par point
et qui ﬁxent globalement Pn , c’est-à-dire ∀z ∈ ∂D2, φ(z) = z et ∀z′ ∈ Pn , φ(z′) ∈ Pn.
Deux homéomorphismes φ et ψ représentent donc le même élément si et seulement
s’ils sont isotopes via une famille d’homéomorphismes ﬁxant point par point le bord
et Pn . La structure de groupe est donnée par composition.
On peut démontrer que les groupes Bn et MCG(Dn) sont isomorphes [, ].
Avec la présentation d’Artin, privilégiée pour les questions algorithmiques, c’est le
point de vue le plus utilisé dans la littérature.
Dans [], les auteurs remarquent que tout homéomorphisme de Dn ﬁxant le
bord et les pointures peut être représenté par son action sur une triangulation de
D2, en particulier sur le diamètre réel (supportant donc Pn). Nous avons alors une
représentation graphique appelée diagramme en courbes, cf. ﬁgures . et ..
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F .: Illustration intuitive du générateur σ2 de B4 vu comme un homeomor-
phisme. On considère une tresse géométrique rigide à travers laquelle on fait glisser
un cercle rigide supportant une membrane ﬂexible percée de quatre trous.
b b b bb b b b b b
1 σ2
b b
F .: Diagrammes en courbes de deux éléments du groupe des tresses B4.
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b b b b
⊗
1 i
b
i + 1
b b b b
⊗
1 i
b
i + 1
xi xi+1
xi
xixi+1x−1i
σi
F .: L’action d’un élément de Bn sur les générateurs du groupe fondamental
de Dn
.. Groupe d’homotopie et groupe libre
Nous venons de voir qu’un élément de Bn pouvait être vu comme un homéo-
morphisme de Dn sur lui même. En particulier, un tel homéomorphisme envoie des
boucles de Dn sur d’autres et induit ainsi un automorphisme de son groupe fonda-
mental [, ]. Ce dernier est le groupe libre de rang n Fn : pour chaque pointure i,
1 ≤ i ≤ n, on choisit une boucle qui en fait le tour et on la note xi . De telles boucles
génèrent le groupe fondamental de Dn. En observant la ﬁgure ., nous obtenons un
homomorphisme de Bn sur Aut(Fn), σi ↦ σ̃i , 1 ≤ i < n avec
σ̃i ∶
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
xi ↦ xixi+1x−1i ;
xi+1 ↦ xi ;
xk ↦ xk , pour k ≠ i, i + 1.
.. Espaces de configuration
L’espace de conﬁguration de n points dans le plan complexe C est
Cnˆ = {(z1, . . . , zn) ∈ C ×⋯×C∣zi ≠ z j si i ≠ j} .
Nous noterons z⃗ = (z1, . . . , zn) un point de Cnˆ . Le groupe symétriqueSn agit sur Cnˆ
en permutant les coordonnées dans chaque z⃗ ∈ Cnˆ. L’espace orbite de cette action est
alors Cn = Cnˆ/Sn et nous notons τ la projection associéeCnˆ → Cn. En choisissant un
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point de base p⃗ = (p1, . . . , pn), on déﬁnit le groupe des tresses Bn ainsi que le groupe
des tresses pures Pn (cf. ..) comme les groupes fondamentaux
Bn = π1(Cn , τ(p⃗)) et Pn = π1(Cnˆ , p⃗).
Dans ce cas, l’isotopie des tresses géométriques est reportée vers l’homotopie des
chemins de π1(Cn , τ(p⃗)).
.. Groupes quantiques
Nous présentons les algèbres deHopf quasi-triangulaires et le lien qui existe entre
ces dernières et l’équation de Yang-Baxter.
Le point de départ est une algèbre de HopfU, c’est-à-dire un espace vectorielU
sur un corps k, muni de cinq applications : une multiplication m∶U ⊗U →U, une
unité η∶k → U, une comultiplication ∆∶U → U ⊗U, une coünité є∶U → k, et un
anti-automorphisme, l’antipode S∶U →U.
Ces applications ne peuvent être déﬁnies de manière indépendante. On trouvera
les relations qui les lient dans [] ou [] par exemple. Toujours-est-il que l’algèbre
enveloppante d’une algèbre de Lie g est une algèbre de Hopf si nous déﬁnissons les
cinq applications précédement citées de la manière suivante : la multiplication est la
multiplication ordinaire deU(g), η(α) = α1 (α ∈ k). Sur les générateurs x de g, la
comultiplication est ∆0(x) = x⊗1+1⊗x, la coünité є(x) = 0 et l’antipode S(x) = −x.
Cette algèbre deHopf est cocommutative, c’est-à-dire τ○∆ = ∆, où τ est l’application
de transposition : τ(a ⊗ b) = b ⊗ a.
Nous entendons par déformation de U la déformation du coproduit ∆0 en un
autre coproduit ∆ tel que le développement formel en série de ce dernier est ∆(x) =
∆0(x) + αϕ1(x) + α2ϕ2(x) + . . . , où ϕk ∈U ⊗U. On appelle α paramètre de défor-
mation.
Une algèbre de Hopf est dite presque cocommutative si il existe un élément inver-
sibleR ∈U ⊗U tel que
τ ○ ∆(x)R =R∆(x), ∀x ∈U, (.)
Nous supposons ce cas de ﬁgure pour la suite. On peut en eﬀet montrer qu’une dé-
formation cocommutative d’une algèbre enveloppante universelle est toujour triviale
[].
Une algèbre de Hopf est alors quasi-triangulaire si
(∆ ⊗ 1)R =R13R23 , (1⊗ ∆)R =R13R12, (.)
.. Déﬁnitions 
où, siR =∑ a(1) ⊗ b(2), la notation utilisée est
Ri j =∑1⊗⋯⊗ a(1) ⊗⋯⊗ b(2) ⊗⋯⊗ 1,
où R apparait en i-ème et en j-ème position. Par la suite, on ommettra le signe
somme.
Calculons maintenant (1⊗ τ ○∆)R de deux manières diﬀérentes : en vertu de la
deuxième partie de (.), nous avons
(1⊗ τ ○ ∆)R = (1⊗ τ)(1⊗ ∆)R = (1⊗ τ)R13R12 =R12R13.
Cependant, en vertu de (.), nous avons
(1⊗ τ ○ ∆)R =R23((1⊗ ∆)R)R−123 =R23R13R12R−123 .
L’égalité des deux équation précédentes implique alors que
R12R13R23 =R23R13R12, (.)
l’équation de Yang-Baxter (quantique). On appele R-matrice une matrice solution
de cette équation. Pour toute représentation matricielle ρ sur un espace vectoriel V
de l’algèbreU, R = (ρ⊗ρ)(R) est une matrice solution des mêmes équations. Ainsi,
les algèbres deHopf quasi-triangulaires permettent de générer plusieurs solutions de
la sorte à partir d’une seule solutionR.
Considérons donc une algèbre de Hopf quasi-triangulaireU et soitU∗ l’algèbre
de Hopf duale. L’appariement entre U et U∗ satisfait les relations ⟨∆a, x ⊗ y⟩ =
⟨a, xy⟩ et ⟨a ⊗ b, ∆x⟩ = ⟨ab, x⟩. Soit alors ρ une représentation deU sur un espace
vectoriel V . On a donc ρ(x) = T ij (x), x ∈ U. Sur les éléments de matrice T ij , le
coproduit s’exprime simplement :
⟨∆T ij , x ⊗ y⟩ = ⟨T ij , xy⟩ = T ij (xy) = T ik(x)Tkj (x) =
= ⟨T ik , x⟩⟨Tkj , y⟩ = ⟨T ik ⊗ Tkj , x ⊗ y⟩,
et ainsi
∆T ij = T
i
k ⊗ T
k
j . (.)
Les relations de commutation entre les éléments dematriceT ij sont exprimées à l’aide
d’une R-matrice R, l’image de la R-matrice universelleR = ai ⊗ bi dans la représen-
tation ρ : R = ρ(ai)⊗ ρ(bi). Soit ∆(x) = uα ⊗ vα. Alors,
⟨T1T2, x⟩ = ⟨T1 ⊗ T2, uα ⊗ vα⟩ = T1(uα)T2(vα). (.)
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PuisqueH est presque cocommutative, nous avons uα⊗vα =R−1(vα⊗uα)R et ainsi
⟨T1 ⊗ T2, uα ⊗ vα⟩ = ⟨T1 ⊗ T2,R−1(vα ⊗ uα)R⟩
= (T1 ⊗ T2)(R−1(vα ⊗ uα)R)
= (T1 ⊗ T2)(R−1) (T1 ⊗ T2)(vα ⊗ uα) (T1 ⊗ T2)(R)
= R−1T1(vα)T2(uα)R
= R−1T2(uα)T1(vα)R.
Si nous comparons se résultat à (.), nous obtenons la relation T1T2 = R−1T2T1R ou
plutôt
RT1T2 = T2T1R
Nous pouvons réécrire cette relation de manière diﬀérente []. Soit P la permuta-
tion des facteurs dans V ⊗ V , P(x ⊗ y) = y ⊗ x, et soit Rˆ = PR alors PRT1T2 =
PT2T1R = T1T2PR et ainsi
RˆT1T2 = T1T2Rˆ. (.)
On peut se demander la forme que prend l’équation de Yang-Baxter exprimée en
termes deR-matrice Rˆ. Notons tout d’abord que P12P23P12 = P12(P13P23) = (P23P12)P23
(les parenthèses repèrent juste les opérateurs permutés par rapport à l’étape précé-
dente). Si nous multiplions l’équation de Yang-Baxter (.) à gauche par P12P13P23,
nous obtenons
P12P13P23R12R13R23 = P12P13P23R23R13R12
(P23P12)P23R12R13R23 = P12(P23P12)R23R13R12
P23P12(R13P23)R13R23 = P12P23(R13P12)R13R12
P23(R23P12)(R12P23)R23 = P12(R12P23)(R23P12)R12
soit
Rˆ23Rˆ12Rˆ23 = Rˆ12Rˆ23Rˆ12. (.)
. Propriétés
Nous rassemblons ici quelques propriétés du groupe des tresses Bn . Les groupes
B0 et B1 sont triviaux, le groupe B2, qui ne possède qu’un générateur, est isomorphe
à (Z,+). Ce sont les seuls groupes des tresses abéliens. Le dernier isomorphisme
classique est B3 qui est isomorphe au groupe de nœud du nœud de trèﬂe (le groupe
fondamental du complément du nœud dans R3)[].
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Le groupe Bn est un sous-groupe de Bn+1. Les relations (.) et (.) sont en eﬀet
invariantes lors de la translation σi ↦ σi+1 (et σ j ↦ σ j+1). Nous pouvons ainsi en-
gendrer Bn+1 en adjoignant à Bn un générateur σn tel que σnσn−1σn = σn−1σnσn−1 et
σnσi = σiσn pour tout i ≤ n − 2, tout en conservant les relations n’impliquant pas
σn . De fait, il existe une séquence de sous-groupes B0 ⊂ B1 ⊂ ⋯ ⊂ Bn , et nous note-
rons B∞ la limite inductive de cette séquence quand n tend vers l’inﬁni. Ainsi, B∞
est présenté par une inﬁnité dénombrable de générateurs soumis aux relations (.)
et (.). C’est de cette limite qu’il sera question par la suite quand nous réferrerons
au groupe des tresses, sauf mention explicite.
Le centre de Bn est assez petit : il est généré par l’élément (σ1σ2⋯σn−1)n . Nous
verrons plus tard que cet élément correspond au carré de la tresse fondamentale ∆n.
.. Deux involutions remarquables
Considérons la présentation d’Artin. Il existe, dans Bn , deux involutions remar-
quables. La première, notée ιv, est l’automorphisme σi ↦ σn−i , 1 ≤ i ≤ n − 1. La
seconde est l’anti-automorphisme canonique ιh∶ σi ↦ σi , 1 ≤ i ≤ n − 1. Nous utilise-
rons souvent ces applications dans la suite de cette thèse.
Au niveau des tresses géométriques, la première envoie une tresse vers son image
sous une rotation de±π selon un axe porté par n
2
×[0, 1]. La seconde envoie une tresse
vers son image sous une rotation de ±π selon l’axe R × 1
2
(voir ﬁgure .). Puisque
ces deux rotations d’angle π ont des axes orthogonaux, elle commutent. Ce résultat
peut directement être observé sur les générateurs : ιv n’agit que sur les indices, alors
que ιh n’agit que sur l’ordre des générateurs.
Nous verrons plus tard comment l’automorphisme ιv peut être réalisé comme
une conjugaison dans Bn .
.. Ordre invariant
Il a été démontré assez récemment que les groupes des tresses sont ordonnables
(unilatèrement) [], c’est-à-dire qu’il existe une relationnotée<, invariante à gauche,
c’est-à-dire telle que, pour f , , h ∈ Bn , f < ⇒ h f < h (ou f h < h pour un ordre
invariant à droite). Nous rappelons le résultat standard (voir [] par exemple) :
Proposition . L’algèbre de groupe d’un groupe ordonnable est une algèbre à division,
c’est-à-dire qu’elle ne contient pas de diviseur de zéro.
Démonstration. Soient x = ∑ni=1 αi i et y = ∑mj=1 β jh j deux éléments de kG avec G
un groupe ordonnable à gauche, où i , h j ∈ G et où l’on suppose que la somme pour
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ιv
ιv
ιh ιh
F .: L’action des deux involutions ιv et ιh sur le diagramme d’une tresse à
six brins.
y est écrite de telle manière que h j < h j+1. Les coeﬃcients αi et β j sont des éléments
non-nuls de k. Le produit xy est donc
xy =
n
∑
i=1
m
∑
j=1
αiβ jih j.
La nullité du produit xy impliquerait qu’un terme soit annulé par d’autres. Parmi les
nm termes du produit, considérons le terme αpβqphq tel que phq soit minimal par
rapport à l’ordre. En particulier, phq ≤ ph1, mais l’invariance à gauche implique
l’inégalité opposée, ainsi phq = ph1 et alors hq = h1. Dès lors, si khl est minimal,
nous devons avoir l = q = 1 et donc k = p. Ceci implique que phq est l’unique
élément minimal du développement et puisque αpβq ≠ 0, le produit ne peut être
nul.
Corollaire . L’algèbre de groupe kB∞ est une algèbre à division.
Le monoïde B+∞ est ordenable de la même manière, et ainsi, k[B+∞] ne possède
pas de diviseurs de zéro non plus. L’unicité du tressage tensoriel exposé dans cette
thèse dépend directement de ce résultat.
Une autre conséquence directe de l’existence d’un ordre invariant est l’absence
d’éléments de torsion dans le groupe des tresses. En eﬀet, pour 1 ≠  ∈ Bn si 1 < ,
1 < k ∀k, et si  < 1, k = 1⇒ 1+k = , impossible si  ≠ 1, et ainsi k < ℓ si k < l .
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Ce résultat était connu bien avant l’existence d’un ordre invariant. La question de
savoir si tout groupe sans torsion admet un ordre invariant reste à ce jour ouverte.
. Groupes d’Artin-Tits
Nous présentons ici les liens qui existent entre Bn et le groupe symétrique Sn.
Nous considerons le groupe symétrique comme groupe de Coxeter aﬁn d’introduire
la notion de groupe des tresses généralisé ou groupe d’Artin-Tits.
.. Liens avec le groupe symétrique
Pour ﬁxer les notations, rappelons qu’une présentation (Σ∣R) est la donnée d’un
ensemble de générateurs Σ et d’un ensemble de relations R liant ces générateurs.
Nous remplacerons les parenthèses par des crochets lorsque nous considérerons l’ob-
jet (groupe, monoïde, . . .) engendré par cette présentation.
En tant que groupe de Coxeter,Sn est isomorphe au groupe de symétrie du n−1-
simplexe régulier, c’est-à-dire An−1 dans la classiﬁcation à l’aide de diagrammes de
Coxeter-Dynkin [, ]. Le groupe Sn a donc pour présentation
Sn = ⟨σ̂1, σ̂2, . . . , σ̂n−1 ∣(σ̂i σ̂ j)(mAn−1 )i j = 1⟩ , (.)
avec (mAn−1)i j la matrice symétrique (n − 1) × (n − 1)
(mAn−1)
i j
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 3 2 2 ⋯ 2
3 1 3 2 ⋯ 2
2 3 1 3 ⋱ ⋮
2 2 3 1 ⋱ 2
⋮ ⋮ ⋱ ⋱ ⋱ 3
2 2 ⋯ 2 3 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
Les générateurs des présentations des groupes de Coxeter sont des involutions
(mii = 1), ce qui permet leurs formulations compactes. On peut cependant vériﬁer
que la présentation
Sn = ⟨σ̂1, σ̂2, . . . , σ̂n−1∣σ̂2i = 1, prod(σ̂i , σ̂ j , (mAn−1)i j) = prod(σ̂ j , σ̂i , (mAn−1) ji)⟩ ,
(.)
avec prod(x , y,m) = xyxy . . . , un mot de 2m lettres, est équivalente à la présen-
tation (.). Nous avons ici découplé la torsion des générateurs de la présentation.
Nous vériﬁons alors que la présentation
(σ1, σ2, . . . , σn−1∣prod(σi , σ j , (mAn−1)i j) = prod(σ j , σi , (mAn−1) ji))
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est celle du groupe des tresses à n brins.
Un groupe d’Artin-Tits est un groupe construit à partir d’une présentation de
Coxeter que l’on prive de l’involutivité de ses générateurs [, , ]. Ainsi, Bn est
le groupe d’Artin-Tits associé au groupe symétrique Sn. De nombreuses propriétés,
notamment concernant le problème desmots, sont partagées par les groupes d’Artin-
Tits. Quand le groupe de Coxeter est d’ordre ﬁni, on parlera de groupe d’Artin-Tits
sphérique []. C’est le cas du groupe des tresses. Mentionnons qu’il existe des gé-
néralisations aux groupes de Coxeter non ﬁnis ou à des matrices qui ne sont pas des
matrices de Coxeter, mais elles sont moins bien comprises que le cas sphérique [].
Dans le cas qui nous intéresse, il existe ainsi une projection canonique π∶Bn →
Sn, σi ↦ σ̂i , 1 ≤ i ≤ n − 1. Les relations liant les générateurs étant les mêmes, c’est
un homomorphisme surjectif de groupes, dont le noyau est un sous-groupe normal
appelé groupe des tresses pures et noté Pn, et nous avons la suite exacte
1Ð→ Pn Ð→ Bn Ð→Sn Ð→ 1. (.)
.. Le problème des mots dans le groupe des tresses
Le problème des mots pour un groupe consiste à décider, dans une présentation
donnée, si deux mots représentent le même élément du groupe. De prime abord
d’aspect technique, c’est en réalité un problème fondamental, et Max Dehn en fai-
sait déjà, avec le problème de conjugaison, un des problèmes classiques de décision
[].
On sait depuis Novikov et Boone [, ] qu’il existe des groupes à présentation
ﬁnie pour lesquels le problème des mots est indécidable, historiquement un des pre-
miers exemples de problème indécidable qui ne soit ni un problème de logique ni
d’algorithmique. Ce n’est pas le cas pour le groupe des tresses : les problèmes des
mots et de conjugaison ont été résolus par Garside pour le groupe des tresses en 
[], et cette solution a été étendue aux groupes d’Artin-Tits sphériques à la fois par
Brieskorn et Saito et par Deligne en  [, ].
Les aspects décisionnaires n’apparaissent pas dans cette thèse, mais l’étude du
problème des mots (et de conjugaison) dans le groupe des tresses est riche en ensei-
gnements. Il a en eﬀetmené à de nouvelles découvertes et amélioré la compréhension
du groupe des tresses. De nos jours, il constitue le fer de lance de la recherche dans
ce domaine, et dans ceux, nombreux, qui s’y rattachent.
Le problème des mots dans Bn peut être résolu de nombreuses manières. Nous
présentons ici l’approche de Garside [], quoique nous obtiendrons déjà le résultat
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attendu en chemin. Nous déﬁnirons alors un élément particulier qui sera utile dans
la suite de la thèse.
... Renversement de mot
Pour Σ un ensemble non vide de lettres, nous parlerons de Σ-mot pour un mot
composé de lettres de Σ, et de Σ±-mot pour unmot composé de lettres de Σ∪Σ−1, où
Σ−1 est une copie disjointe de Σ contenant une lettre σ−1i pour chaque σi de Σ. Ainsi,
les Σ-mots sont dits positifs, et la présentation d’un groupe (Σ∣R) sera dite positive si
R est constitué uniquement de relations u = v avec u et v des Σ-mots non vides. Nous
noterons (Σ∣R)+ la présentation du monoïde correspondant. Notons alors qu’une
présentation d’un groupe d’Artin-Tits comme celle donnée par (.) est positive,
mais pas celle du groupe de Coxeter correpondant puisque σ2i = ε où ε est le mot
vide.
Définition . Soit (Σ∣R) une présentation positive de groupe etw ,w′ deux Σ±-mots.
Nous dirons quew estR-renversable à droite enw′ et nous noteronsw
R
↷ w′ siw′ peut
être obtenu de w en un nombre ﬁni d’étapes consistant soit à enlever des sous-mots
σ−1i σi , soit à remplacer des sous-mots σiσ j par vu−1 tels que (σiv = σ ju) ∈ R.
Le R-renversement à droite consiste à utiliser les relations de R pour déplacer
les lettres négatives à droite et les positives à gauche en transformant itérativement
des motifs −+ en motifs +−. Nous notons que l’eﬀacement de σ−1i σi est compatible
si nous considèrons (abusivement) que pour tout σi ∈ Σ, la relation triviale σi = σi
appartient à R. Nous déﬁnissons le R-renversement à gauche demanière symétrique.
Si (σiv = σ ju) ∈ R, alors et σiσ j et vu−1 sont R-équivalents et w R↷ w′ implique
que w et w′ représentent le même élément de ⟨Σ∣R⟩. De même, si u, v , u′ et v′ sont
des mots positifs tels que u−1v
R
↷ v′u′−1, uv′ et vu′ représentent le même élément
de ⟨Σ∣R⟩+. Plus particulièrement, si u et v sont des mots positifs, u−1v R↷ ε implique
que u et v représentent le même élément de ⟨Σ∣R⟩+. Nous dirons que la présentation
(Σ∣R)+ est complète pour le renversement à droite si la réciproque est vraie. C’est le
cas bilatèrement pour le groupe des tresses, mais aussi pour tout groupe d’Artin-Tits,
et nous déduisons alors de la complétude pour le renversement que tout monoïde
d’Artin-Tits est simpliﬁable, c’est-à-dire que, pour tous u, v ,w ,w′ ∈ ⟨Σ∣R⟩+, uw =
uw′ ⇒ w = w′ et wv = w′v ⇒ w = w′(voir [, ]).
Définition . On dira que z est un plus petit commun multiple à droite ou ppcm à
droite de deux éléments x et y d’un monoïde M si z est un multiple à droite pour
x et y, c’est-à-dire qu’il existe xz et yz tels que z = xxz = yyz , et que tout multiple
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commun à droite de x et y est un multiple à droite de z. De même, on dira que z est
un plus grand commun diviseur à gauche ou pgcd à gauche de deux éléments x et y
de M s’il existe zx et zy dans M tels que zx = z−1x et zy = z−1y et que tout diviseur
commun à gauche de x et y est un diviseur à gauche de z. On déﬁnit les communs
multiples à gauche et communs diviseurs à droite de manière symétrique.
Dans le cas dumonoïdeB+n , aucun élément ne possède une chaîne inﬁnie de divi-
seurs et l’existence de ppcm à droite (resp. à gauche) est équivalente à l’existence de
pgcd à gauche (resp. à droite). Or on démontre tout couple d’éléments d’unmonoïde
d’Artin-Tits admet un pgcd à droite et un pgcd à gauche []. Dès lors, le monoïde
muni B+n de la relation de divisibilité forme un treillis [].
Un théorème d’Ore [, ] implique qu’un monoïde simpliﬁable M pour le-
quel tout couple d’éléments admet un multiple commun à droite se plonge dans un
groupe de fractions à droite, c’est-à-dire qu’il existe un groupe G contenant M et tel
que tout élément de G admette la décomposition xy−1, avec x , y dans M. La propo-
sition impliquant des multiples communs à gauche est vraie aussi. Ainsi le monoïde
B+n se plonge dans Bn et le groupe des tresses est un groupe de fractions, à gauche et à
droite. En conséquence, le renversement des mots résout le problème des mots pour
le groupe des tresses.
Le cas général des groupes d’Artin-Tits est moins simple, car l’existence de pgcd
n’implique pas forcément celle de ppcm. Cependant, Paris a démontré par une mé-
thode diﬀérente que les monoïdes d’Artin-Tits se plongent dans leurs groupes res-
pectifs (leurs groupiﬁcations) [].
... Structure de Garside
Nous considérons le cas de groupes d’Artin-Tits sphériques, c’est-à-dire associés
à un groupe de Coxeter d’ordre ﬁni. Par la suite, Γ dénote le graphe (ou une matrice)
de Coxeter d’un groupe de Coxeter WΓ, et AΓ et A+Γ les groupe et monoïde d’Artin-
Tits correspondant. La présentation associée à Γ est (ΣΓ∣RΓ).
Soit w ∈ WΓ, on appelle longueur de w (par rapport à ΣΓ) et on note ℓ(w)
le plus petit entier k ≥ 0 tel que w soit le produit de k éléments de ΣΓ. On appelle
décomposition réduite dew (par rapport à ΣΓ) toutmotw de longueur égale à ℓ(w).
Nous avons alors ℓ(ww′) ≤ ℓ(w) + ℓ(w′) (l’égalité étant réalisée lorsque le mot
ww′ est une décomposition réduite de ww′). Pour un graphe de Coxeter Γ, nous
avons le lemme suivant :
Lemme  (Lemme d’échange, []Ch.IV, n○. lemme ). Si u est un mot réduit et si
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σ̂iu n’est pas réduit, il existe alors un mot réduit u′ obtenu en enlevant une lettre de u
tel que σ̂iu′ et u représentent le même élément de WΓ. En conséquence, si u et u′ sont
deuxmots réduits représentant le même élément deWΓ, on peut passer de l’un à l’autre
en utilisant des uniquement les relations RΓ de la présentation.
Corollaire  ([] et []Ch.IV, n○. prop. ). Soit Γ un graphe de Coxeter,
(i) Pour tout x ∈WΓ, ℓ(x σ̂i) = ℓ(x) ± 1 ;
(ii) Un groupe de Coxeter WΓ est d’ordre ﬁni si et seulement si il existe un élément
w0 de longueur maximale. Dans un tel cas, l’élément w0 est unique et si u est un
mot réduit, w0 admet une expression commençant par u ainsi qu’une expression
ﬁnissant par u.
Soit π∶AΓ →WΓ le morphisme surjectif de groupes d’un groupe d’Artin-Tits sur
son groupe de Coxeter. On déﬁnit une application réciproque à droite ϖ∶WΓ → AΓ
(une section) telle que pour w ∈WΓ, ϖ(w) soit un élément de AΓ représenté par une
décomposition réduite w. Autrement dit, le domaine de ϖ est l’ensemble des mots
réduits deWΓ, c’est-à-dire des mots tels que ℓ(ww′) = ℓ(w)+ℓ(w′). On appelle cette
application réciproque section de Matsumoto [, , ].
Lemme . Soit w0 l’élément le plus long d’un groupe de Coxeter ﬁni WΓ, et soit ∆Γ =
ϖ(w0), alors, pour tout élément x de A+Γ, les propositions suivantes sont équivalentes :
(i) x est dans l’image de ϖ ;
(ii) x est un diviseur à gauche de ∆Γ ;
(iii) x est un diviseur à droite de ∆Γ.
Démonstration. Supposons que (i) soit vraie, alors x résulte d’une décomposition
réduite u dans WΓ. En vertu du corollaire , le mot w0 a alors une décomposition
réduite de la formeuv. En relevant à AΓ, nous obtienons ∆Γ = xϖ(v), ce qui implique
(ii). On utilise le même argument de manière symétrique pour impliquer (iii).
Montrons maintenant la réciproque (ii) ⇒ (i). Soit Im(ϖ) l’image de ϖ. Un
diviseur à gauche d’un élément x ∈ Im(ϖ) est dans Im(ϖ). En eﬀet, supposons que
y soit un diviseur à gauche de x dans A+
Γ
. Il existe alors une expression σi1⋯σip de x
telle que y ait pour expression σi1⋯σiq avec q ≤ p. Puisque les relations RΓ préservent
la longueur, toutes les expressions de x dans A+
Γ
sont de longueur p et l’expression
σ̂i1⋯σ̂ip est donc une décomposition réduite de π(x) dansWΓ. Le corollaire  impli-
quant que la multiplication par σ̂i augmente ou diminue la longueur d’une unité au
plus, un préﬁxe d’unmot réduit est unmot réduit, et ainsi y = ϖ(π(y)) ∈ Im(ϖ). En
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particulier, tout diviseur à gauche de ∆Γ est dans l’image deϖ, c’est-à-dire (ii)⇒ (i).
L’argument pour (iii)⇒ (i) est symétrique.
Définition . Un élément ∆ d’un monoïde M est appelé élément de Garside si ses
diviseurs à gauche et à droite coïncident, génèrent M et sont en nombre ﬁni. Un
monoïde de Garside est un couple (M, ∆) où M est un monoïde simpliﬁable pout
lequel tout couple d’éléments admet un ppcm à gauche et à droite, et où ∆ est un
élément de Garside deM. Enﬁn, siG est un groupe, une structure de Garside pourG
est un monoïde de Garside (M, ∆) tels que M soit un sous-monoïde de G et que G
soit un groupe de fractions à droite et à gauche deM.
Proposition . Soit Γ le graphe de Coxeter d’un groupe WΓ ﬁni, et soit ∆Γ le relevé
du plus long élément de WΓ à A+Γ, alors (A+Γ , ∆Γ) est une structure de Garside pour le
groupe d’Artin-Tits AΓ.
Démonstration. Les générateurs σi = ϖ(σ̂i) de A+Γ appartiennent à l’image de ϖ. En
vertu du lemme , ils divisent à gauche et à droite le relevé du plus long élément deWΓ.
Ainsi les diviseurs de ∆Γ génèrent A+Γ. Puisque les diviseurs de ∆Γ sont en bijection
avec les éléments deWΓ, ils sont en nombre ﬁni, et ∆Γ est bien un élément de Garside
de A+Γ.
Toujours en vertu du lemme , deux éléments de Im(ϖ) admettent ∆Γ comme
multiple commun à droite. Le monoïde A+Γ est alors simpliﬁable et tout couple d’élé-
ments admet un ppcm à droite ainsi qu’à gauche (cf. []). Ainsi, AΓ est un groupe
de fractions à droite et à gauche de A+
Γ
.
Pour la suite, nous notons x ∧ y le pgcd à gauche de x et y.
Proposition . Si (M, ∆) est une structure de Garside pour G, tout élément de G
admet une unique expression x−1y avec x , y ∈ M et x ∧ y = 1.
Si (Σ, R) est une présentation pour M complète pour le renversement, la décompo-
sition unique d’un élément représenté par unmot w est obtenue par un double renverse-
ment de w : on écrit w en vu−1 en reversant à droite, puis vu−1 en u′−1v′ en renversant
à gauche. Alors, u′ et v′ représentent respectivement x et y.
Démonstration. La décomposition est unique : soit x−1y = x′−1y′. Choisissons z, z′
tels que zx = z′x′. On a alors zy = zxx−1y = z′x′x′−1y′ = z′y′. l’hypothèse x ∧ y = 1
implique que zx ∧ zy = z. Similairement, x′ ∧ y′ = 1 implique que z′x′ ∧ z′y′ = z′ et
alors z = zx ∧ zy = z′x′ ∧ z′y′ = z′, soit x = x′ et y = y′.
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Concernant la seconde partie, w, vu−1 et u′−1v′ représentent le même élément de
G. Par construction, u′v et v′u représentent le ppcm à gauche des éléments représen-
tés par v et u et n’ont donc pas d’autre diviseur commun que 1.
On se restreint donc à chercher des formes normales dans le monoïde deGarside.
Pour unmonoïde de Garside (M, ∆), les diviseurs de ∆ sont dits simples, et pour tout
couple x , y du monoïde, on notera x ⊇ y si tout diviseur simple à gauche de xy est
un diviseur à gauche de y. On peut alors montrer que x ⊇ y ⊇ z implique que x ⊇ yz
[, ].
Proposition . Soit (M, ∆) un monoïde de Garside. Tout élément de M admet une
unique décomposition x1⋯xp avec x1, . . . , xp simples et tels que xk ⊇ xk+1 pour tout k.
Démonstration. Tout élément x de M admet s1
.
= x ∧ ∆ comme diviseur simple
maximal. Déﬁnissons par récurrence sk = (s−1k−1⋯s−11 ) ∧ ∆. Si x divise ∆c , le proces-
sus doit s’arrêter après c étapes et les éléments sk sont donc en nombre ﬁni. Alors,
sk ⊇ sk+1⋯sp pour tout k et plus particulièrement sk ⊇ sk+1.
Supposons que s1⋯sp soit une décomposition satisfaisant les hypothèses de la
proposition, alors sk ⊇ sk+1⋯sp et sk est le diviseur simple maximal de sk⋯sp pour
tout k, et la décomposition est donc celle énoncée.
Cette décomposition est appelée forme normale à gauche de x et l’entier p com-
plexité (ou longueur canonique) de x.
... Application au groupe des tresses
Le groupe des tresses Bn est le groupe d’Artin-Tits associé au groupe symétrique
Sn avec pour générateurs les n − 1 transpositions d’éléments voisins (i, i + 1) = σ̂i ,
1 ≤ i ≤ n −1. L’élément le plus long deSn estw0 = (1, n)(2, n −1)⋯(⌊ n2 ⌋, ⌊ n2 ⌋+1) =
(1, 2)(1, 3)⋯(1, n) avec ⌊k⌋ la partie entière de k. Cet élément est constitué de (n
2
)
générateurs et possède (n
2
)∏n−1k=1(2k − 1)k−n écritures réduites diﬀérentes (une pour
chaque tableau d’Young correspondant au diagramme (n−1, n−2, . . . , 1), voir []),
et est maximal pour les ordres de Bruhat (ou fort) et faible []. Relevé au groupe des
tresses, cet élément a pour expression ∆n = (σ1)(σ2σ1)⋯(σn−1σn−2⋯σ1).
Le monoïdeB+n muni de ∆n forme donc une structure de Garside pour le groupe
des tresses Bn . L’élément de Garside ∆n étant un commun multiple à gauche et à
droite pour tous les générateurs σi du monoïde, on peut s’en servir comme dénomi-
nateur universel et toute tresse z de Bn peut alors s’écrire comme ∆knx avec k ∈ Z et
x ∈ B+n . La décomposition est unique si l’on requiert que k, appelé alors inﬁmum de
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z, soit maximal. La longueur canonique (ou complexité) c est le nombre d’éléments
simples nécessaires à l’écriture de x et on appelle supremum de z la somme de l’inﬁ-
mum et de la longueur canonique, ces concepts étant utiles pour l’étude du problème
de conjugaison [, ].
Dès lors, la donnée de k et de x sous forme normale constitue une forme dite
forme canonique à gauche ou le greedy normal form (voire tout sous-ensemble de
{le, greedy, normal, standard, canonical, Garside} form). L’approche de Garside
n’est, de loin, pas la méthode la plus eﬃcace pour résoudre le problème des mots.
Elle a été considérablement améliorée au cours des années [, , , , , , ].
Considérons la présentation BKL de la sous-section ... Nous avons dans ce
cas n(n−1)
2
générateurs σs,t , 1 ≤ s < t ≤ n et l’élément de Garside est de la forme
δn = σn−1,n⋯σ2,3σ1,2, de longueur n−1 vis-à-vis des générateurs de cette présentation.
Ces valeurs mises en rapport avec les n − 1 générateurs et l’élément de Garside de
longueur n(n−1)
2
de la présentation d’Artin font que l’on considère cette présentation
comme la présentation duale de celle d’Artin. L’ensemble des diviseurs à gauche de
δn est de cardinal le n-ième nombre de Catalan
(2n)!
(n+1)!n! , plus petit que les n! diviseurs
de ∆n []. Ceci a contribué à la publicité initiale de cette présentation, car les auteurs
de [] pensaient alors pouvoir trouver un algorithme polynomial pour le problème
de conjugaison (cf. infra), mais la croissance exponentielle des nombres de Catalan
rend le problème aussi coûteux qu’avec la présentation d’Artin. Si elle n’améliore
pas le problème de conjugaison dans le groupe des tresses, l’existence même de cette
présentationprouve qu’il peut exister plusieurs structures deGarside pour ungroupe
donné. Il semble que les présentations d’Artin et de Birman, Ko et Lee soient les
seules présentations positives du groupe des tresses pour lesquelles une structure
de Garside existe []. Il a été prouvé [] que tout groupe d’Artin-Tits sphérique
admet une présentation duale et on trouvera explicitement ces présentations dans
[]. Cependant, le problème de savoir si tout groupe deGarside admet une structure
de Garside duale, où même le nombre de structures de Garside admissibles pour un
groupe d’Artin reste à l’heure actuelle ouvert.
... Solutions alternatives
Il existe de nombreuses solutions au problème desmots dans le groupe des tresses.
Celle de Garside n’est historiquement pas la première, puisqu’Artin avait déjà trouvé
une autre forme normale, obtenue par une procédure appelée peignage (ou combing
[]). La déﬁnition de formes normales n’est pas la seule méthode pour résoudre le
problème des mots.urston a démontré que Bn était automatique [], c’est-à-dire
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qu’il existe un automate ﬁni permetant de résoudre le problème des mots. Ce der-
nier est basée sur les le greedy normal form et traduit le fait que l’on puisse déﬁnir
la forme normale de wσi à partir de celle de w à l’aide d’un transducteur. Pour n
ﬁxé, la complexité du problème des mots est alors quadratique sur la longueur des
mots. Notons que le retournement des mots évoqué plus haut possédait déjà cette
caractéristique. Pour plus d’informations, on pourra consulter [, ] ou [] par
exemple.
.. Le problème de conjugaison et la cryptographie tressée
Le problème de conjugaison consiste, dans sa version la plus simple, à décider si
pour deux éléments donnés x et x′ dans un groupe, il existe y dans ce groupe tel que
x = y−1x′y. Une variante plus complexe demande un algorithme pour trouver y s’il
existe. Nous présentons très brièvement dans cette sous-section la problématique
de sa résolution dans le groupe des tresses ainsi qu’une application potentielle : la
cryprographie.
... Le problème de conjugaison dans Bn
S’il existe de nombreux algorithmes pour résoudre le problème des mots dans
le groupe des tresses, un seul est connu pour le problème de conjugaison. Ce der-
nier, inventé par Garside [], consiste à trouver un ensemble ﬁni de conjugués pour
un élément w nommé Summit Set et noté SSx , et tel que si x est un conjugé de x′,
SSx = SSx′ , alors que dans le cas contraire, SSx ∩ SSx′ = ∅. Dans le cas où cet en-
semble est trouvé, il donne aussi l’élément v tel que x = y−1x′y. Malheureusement
(ou heureusement pour d’autres, cf. infra) et après de nombreuses améliorations, cet
algorithme reste exponentiel aussi bien dans la longueur des mots que dans le rang
du groupe des tresses.
L’ensemble SSx dans sa totalité et un élément de SSx′ doivent donc être calcu-
lés pour décider si x et x′ sont conjugués. Si l’extraction d’un élément de SSx′ peut
être mené rapidement, la taille de SSx est en général inprédictible. Le problème a
été simpliﬁé dans [], où l’on se restreint à calculer un sous-ensemble SSSx de SSx
appelé Super Summit Set. Il est consitué de tous les éléments conjugués à x ayant la
complexité la plus petite possible. On associe à une tresse x de Bn ayant pour forme
normale (k; x1, . . . , xc) les tresses
∂+(x) = ∆kn ⋅ x2⋯xc∆knx1∆−kn et ∂−(x) = ∆kn ⋅ ∆knxc∆−kn x1⋯xc−1 ,
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appelées respectivement cyclage et décyclage de x [, ]. Par construction, elle sont
conjuguées à x. Si une tresse x n’appartient pas à son SSS, c’est-à-dire qu’elle n’a pas
la complexitéminimale dans sa classe de conjugaison, alors en la cyclant ou décyclant
au plus n(n−1)
2
fois, on trouvera un conjugué à x de complexité strictement plus petite
[]. Ainsi, en répétant l’opération, on arrive à obtenir en un ensemble ﬁni d’étapes
un conjugué x∗ ∈ SSS(x).
Si un élément x appartient à son SSS, alors l’ensemble SSS tout entier peut être
obtenu en saturant x par les conjugaisons par des tresses simples, et en ne conservant
que les éléments même complexité que x. On continue jusqu’à ce qu’on ne puisse
plus rajouter de conjuguées. On a ainsi une procédure pour décider si deux tresses x
et x′ sont conjuguées :
– En cyclant et décyclant, on trouve un conjugué x∗ à x appartenant à SSS(x) ;
– En cyclant et décyclant, on trouve un conjugué x′∗ à x′ appartenant à SSS(x′) ;
– On détermine l’intégralité de SSS(x) en saturant x∗ par conjugaison par des
tresses simples ;
– Alors x et x′ sont conjuguées si et seulement si x′∗ ∈ SSS(x).
Si l’on a gardé une trace des tresses avec lesquelles on conjugue à chaque étape, on
trouve aussi y tel que x = y−1x′y. Cependant, en remarquant qu’il y a n! tresses
simples dans Bn , on devine que le problème de l’énumération de SSS(x) reste coû-
teux en temps pour des valeurs typiques comme n = 50.
Il existe un sous-ensemble de SS encore plus petit déﬁni dans [] et appeléUltra
Summit Set qui semble rendre la complexité polynomiale.
... Cryptographie tressée
En cryptographie moderne, deux problèmes sont levés : comment crypter un
message, et comment faire pour que les sempiternels Alice et Bob s’accordent sur
le choix d’une clef ? Dans la pratique, les méthodesmajoritaires sont respectivement
l’algorithmeRivest-Shamir-Adleman (RSA) et l’échangede clefsDifﬁe-Hellman-Mer-
kle. Ils reposent respectivement sur les diﬃcultés de la factorisation de grands nom-
bres et du calcul du logarithmediscret. Les autres schémas de cryptographie reposent
principalement sur des variantes et combinaisons de ces deux problèmes.Cependant,
Peter Shor a trouvé deux célèbres algorithmes polynomiaux en temps résolvant ces
problèmes [], la diﬃculté étant reportée au fait qu’ils sont conçus pour un ordina-
teur quantique. Toutefois, la réalisation d’une telle machine (et les tresses peuvent
y jouer un rôle, voir [, , ]) mettrait à mal la majorité des systèmes cryptogra-
phiques utilisés. Des alternatives à ces deux problèmes sont donc souhaitables.
À première vue, le problème de conjugaison semble être un bon candidat : on sait
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manipuler les tresses relativement rapidement puisque le problème des mots est ré-
solu en temps polynomial, et le problème de conjugaison reste diﬃcile. De nombreux
schémas utilisant les tresses ont été proposés, mais aucun n’a résisté à des attaques
menées à l’aide d’ordinateurs personnels. Il y a deux obstacles à l’implémentation
d’une cryptographie tressée. Concernant les nombres premiers, il n’y a pas d’ambi-
guïté : plus ils sont grands, plus leur produit sera diﬃcile à factoriser. Pour les tresses,
il existe deux paramètres : le rang du groupe dans lequel on travaille, et la longueur
des mots considérés. Si le rang est trop petit, on résoud facilement le problème de
conjugaison. S’il est trop grand, et de manière surprenante, des tresses générées aléa-
toirement se sont trouvées trop simples pour résister à des attaques [, ]. Enﬁn, si
on augmente trop la longueur des mots, le problème des mots devient signiﬁcatif et
nuit à la mise en place pratique. De manière générale, les schémas sont mis en place
avec des mots de l’ordre de mille lettres dans B50.
Le second problème est que la cryptographie moderne repose sur deux piliers
séculaires. Depuis Euclide, la communauté mathématique a eu le temps de se rendre
compte de la diﬃculté réelle de tels problèmes. Le problème de conjugaison dans le
groupe des tresses a été résolu aumilieu du XXe siècle, mais est étudié activement de-
puis une vingtaine d’années pendant lesquelles de nombreux progrès ont été réalisés.
La diﬃculté du problème de conjugaison repose à l’heure actuelle uniquement sur
notre méconnaissance des Summit Sets, et il semble prématuré de vouloir construire
un système reposant sur notre ignorance d’un sujet assez récent.
. Éléments et identités remarquables
Commençons par déﬁnir un endomorphisme canonique et une notation pra-
tique. Nous notons avec une ﬂèche pointant vers le haut suivie d’un nombre ℓ l’image
d’un élément de B∞ sous l’action de l’endomorphisme σi ↦ σi+ℓ
.
= σ↑ℓi . Nous éten-
dons canoniquement cette notation aux algèbres de groupe du groupe des tresses et
du groupe symétrique.
.. Tressage élémentaire
Nous présentons ici deux types d’éléments remarquables du groupe des tresses.
On peut considérer le générateur σi comme celui correspondant au diagramme où
un brin (le i + 1-ème) passe au dessus (selon la convention adoptée ici) d’un autre
(le i-ème). On généralise cette notion et on notera β
a,b
la tresse dont le diagramme
correspond à celui où a brins passent par dessus b brins. Nous allons maintenant
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traduire la multiplication du groupe des tresses pour ces éléments. On a facilement
l’expression en termes de générateurs pour la tresse dont le diagramme correspond
à un brin passant par dessus b brins :
β1,b = σbσb−1⋯σ1,
et celle dont le diagramme correspond à a brins passant par dessus un brin :
βa,1 = σ1σ2⋯σa .
Nous déﬁnissons conventionellement βa,0 = β0,a = 1, ∀a. On a clairement β↑a1,1 =
σa+1. Dès lors, les relations (.) et (.) prennent respectivement les formes
β↑i1,1β
↑i+1
1,1 β
↑i
1,1 = β
↑i+1
1,1 β
↑i
1,1β
↑i+1
1,1 si 0 ≤ i ≤ n − 2, (.)
β↑i1,1β
↑ j
1,1 = β
↑ j
1,1β
↑i
1,1 si ∣i − j∣ ≥ 2. (.)
Ainsi, sans même connaître explicitement β
a,b
, nous savons déjà que, pour k ≥ a+b,
βa,bβ
↑k
c,d
= β↑k
c,d
βa,b . (.)
Nous pouvons alors donner l’expression de β
a,b
: on commence par faire passer
le premier des a brins par dessus b brins, puis on répète l’opération avec le second,
et ce jusqu’au a-ième, et ainsi,
βa,b = β1,bβ
↑1
1,b⋯β↑a−11,b (.)
= (σbσb−1⋯σ1)(σb+1σb⋯σ2)⋯(σa+b−1σa+b−2⋯σa). (.)
Par construction même, on a pour 0 < k < a,
βa,b = β1,bβ
↑1
1,b
⋯β↑k−1
1,b
⋅ β↑k
1,b
β↑k+1
1,b
⋯β↑a−1
1,b
= βk,bβ
↑k
a−k,b . (.)
⋯
⋯
a brins
⋯
⋯
b brins
β
1,b βa,1
F .: Représentation diagrammatique des éléments β1,b et βa,1.
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Considérons le produit β↑i
1,b
β↑i+1
1,b
. Le j-ème générateur de β↑i+1
1,b
commute à gauche
jusqu’au j-ème générateur de β↑i
1,b
. Dans l’expression (.), nous pouvons ainsi re-
grouper à gauche les premiers générateurs de chaque β↑i
1,b
, 0 ≤ i ≤ a − 1, et répéter
l’opération avec les seconds et ainsi de suite jusqu’au dernier pour trouver
βa,b = (σbσb+1⋯σa+b−1)(σb−1σb⋯σa+b−2)⋯(σ1σ2⋯σa) (.)
= β↑b−1a,1 β
↑b−2
a,1 ⋯βa,1 . (.)
Ici encore, par construction et pour 0 < k < b,
βa,b = β
↑b−1
a,1 β
↑b−2
a,1 ⋯β↑ka,1 ⋅ β↑k−1a,1 β↑k−2a,1 ⋯βa,1 = β↑ka,b−kβa,k . (.)
L’équivalence des déﬁnitions (.) et (.) est assurée par le fait que les générateurs
satisfont la relation de tresse. Dans le dernier chapitre de cette thèse, nous introdui-
sons des éléments acceptent les éléments β
a,b
comme cas particulier, et pour lesquels
nous vériﬁons explicitement la cohérence des généralisations des relations (.) et
(.).
Notons que β↑i1,1β
↑i+1
1,1 = β
↑i
2,1 et la relation de tresse (.) peut alors s’écrire
β↑i2,1β
↑i
1,1 = β
↑i+1
1,1 β
↑i
2,1 si 1 ≤ i ≤ n − 2.
Nous allons maintenant généraliser cette relation. Pour tout 0 ≤ k < a + b,
βa+b,1β
↑k
1,1 = σ1⋯σkσk+1σk+2σk+3⋯σa+b ⋅ (σk+1)
= σ1⋯σkσk+1σk+2(σk+1)σk+3⋯σa+b
= σ1⋯σk(σk+2)σk+1σk+2σk+3⋯σa+b
= (σk+2)σ1⋯σkσk+1σk+2σk+3⋯σa+b
= β↑k+11,1 βa+b,1,
et cette propriété s’étend aisément à β
a,b
dont tous les générateurs ont un index stric-
tement inférieur à a + b :
βa+b,1βa,b = β
↑1
a,b
βa+b,1,
mais β
a+b,c = β
↑c−1
a+b,1β
↑c−2
a+b,1⋯βa+b ,1 et nous pouvons appliquer récursivement la pro-
priété précédente pour trouver
βa+b,cβa,b = β
↑c
a,b
βa+b,c , (.)
ou, puisque (.) implique que β
a+b,c = βb,cβ
↑b
a,c = βa,cβ
↑a
b,c
,
βb,cβ
↑b
a,cβa,b = β
↑c
a,b
βa,cβ
↑a
b,c
, (.)
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β4,3 β2,3β
↑2
2,3
≃
=
F .: Représentation diagrammatique de la décomposition β4,3 = β2,3β
↑2
2,3.
β4,3 β
↑2
4,1β4,2
≃
=
F .: Représentation diagrammatique de la décomposition β4,3 = β
↑2
4,1β4,2.
or, en vertu de (.), β↑ba,cβa,b = β
↑c
a,b
βa,c = βa,b+c , et (.) implique que
βb,cβa,b+c = βa,b+cβ
↑a
b,c
. (.)
Les relations (.), (.), (.) et (.) font que la famille {β
a,b
}a,b≥0 est un tressage
dans la catégorie des tresses (voir []). L’équation (.) peut être considérée comme
une version étendue de l’équation de Yang-Baxter. Elle réapparaitra au chapitre .
.. Tresse fondamentale
Un autre élément remarquable a déjà été évoqué plus haut concernant les formes
normales. On déﬁnit donc l’élément de Garside ∆n de Bn de la manière suivante :
∆n = β1,1β1,2⋯β1,n−1 (.)
= (σ1)(σ2σ1)⋯(σn−1σn−2⋯σ1). (.)
.. Éléments et identités remarquables 
β1,1β1,2β1,3β1,4 ∆5=
≃
F .: Représentation diagrammatique de la décomposition β1,1β1,2β1,3β1,4 =
∆5.
Proposition . Pour tous entiers k ≤ n,
∆n = ∆kβn−k ,k∆n−k (.)
Démonstration. Par déﬁnition, on a
∆n = β1,1β1,2⋯β1,k−1β1,k⋯β1,n−1 = ∆kβ1,k⋯β1,n−1 .
À partir du terme β
1,k
, on factorise les tressages à l’aide de (.) : β
1,k+1 = β
↑1
1,k
β1,1,
β
1,k+2 = β
↑2
1,k
β1,2, jusqu’au dernier terme, β1,n−1 = β
↑n−k−1
1,k
β
1,n−k−1 . Dès lors, le pre-
mier facteur de chaque terme commute à distance avec tous les seconds facteurs des
termes situés à gauche. En regroupant ces facteurs à gauche, on obtient alors
β1,k⋯β1,n−k−1 = β1,kβ↑11,k⋯β↑n−k−11,k ⋅ β1,1β1,2⋯β1,n−k−1
= βn−k ,k∆n−k .
Corollaire . Pour n et p deux entiers, on a le monomorphisme de groupes Bn → Bpn
donné par σi ↦ ∆
↑(i−1)p
2p , 1 ≤ i ≤ n − 1.
Démonstration. Sous cette application, et pour 1 ≤ i ≤ n − 1, nous avons σiσi+1σi ↦
∆↑(i−1)p2p ∆
↑ip
2p ∆
↑(i−1)p
2p , mais en vertu de (.) et (.),
∆↑(i−1)p2p ∆
↑ip
2p ∆
↑(i−1)p
2p = ∆
↑(i−1)p
p β
↑(i−1)p
p,p ∆
↑(i−1)p
p ∆
↑ip
p β
↑ip
p,p∆
↑ip
p ∆
↑(i−1)p
p β
↑(i−1)p
p,p ∆
↑(i−1)p
p
= β
↑(i−1)p
p,p β
↑ip
p,pβ
↑(i−1)p
p,p ∆
2↑(i−1)p
p ∆
2↑ip
p ∆
2↑(i+1)p
p
= β
↑ip
p,pβ
↑(i−1)p
p,p β
↑ip
p,p∆
2↑(i−1)p
p ∆
2↑ip
p ∆
2↑(i+1)p
p
= ∆↑ipp β
↑ip
p,p∆
↑ip
p ∆
↑(i−1)p
p β
↑(i−1)p
p,p ∆
↑(i−1)p
p ∆
↑ip
p β
↑ip
p,p∆
↑ip
p
= ∆↑ip2p ∆
↑(i−1)p
2p ∆
↑ip
2p ,
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l’image de σi+1σiσi+1. Puisque ∆
↑ip
2p ∆
↑ jp
2p = ∆
↑ jp
2p ∆
↑ip
2p si ∣i− j∣ > 1, le corollaire est prouvé.
Nous reviendrons sur cette propriété dans le dernier chapitre.
Proposition . Pour a + b + c ≤ n,
∆nβ
↑c
a,b = β
↑n−a−b−c
b,a ∆n (.)
Démonstration. En vertu de (.), on a pour k > 1 la quasi-commutation β
1,kσk =
σk−1β1,k , soit en appliquant reccursivement,
∆k+1σk = β1,1β1,2⋯β1,kσk
= β1,1β1,2⋯β1,k−1σk−1β1,k
= β1,1σ1β1,2⋯β1,k−1β1,k
= σ1β1,1β1,2⋯β1,k−1β1,k
= σ1∆k+1,
et cette égalité est aussi vraie pour k = 1 puisque ∆2 = σ1. Ainsi en vertu de (.) et
pour k < n,
∆nσk = ∆n−k−1βk+1,n−k−1∆k+1σk
= ∆n−k−1βk+1,n−k−1σ1∆k+1
= ∆n−k−1σn−k+1βk,n−k∆k+1
= σn−k∆n−k−1βk+1,n−k−1∆k+1
= σn−k∆n .
On en déduit alors que pour k < n, ∆nβ
↑k−1
1,1 = β
↑n−k−1
1,1 ∆n, et ainsi, pour j + k ≤ n,
∆nβ
↑k−1
1, j = ∆nβ
↑ j+k−2
1,1 ⋯β↑k−11,1
= β
↑n− j−k−1
1,1 ∆nβ
↑ j+k−3
1,1 ⋯β↑k−11,1
= β
↑n− j−k
1,1 β
↑n− j−k+1
1,1 ⋯β↑n−k−11,1 ∆n
= β
↑n− j−k
j,1 ∆n ,
ce qui implique que, pour a + b + c ≤ n
∆nβ
↑c
a,b
= ∆nβ
↑c
1,b
β↑c+1
1,b
⋯β↑c+a−1
1,b
= β↑n−b−c−1
b,1
∆nβ
↑c+1
1,b
⋯β↑c+a−1
1,b
= β↑n−b−c−1b,1 β
↑n−b−c−2
b,1 ⋯β↑n−b−c−ab,1 ∆n
= β↑n−a−b−c
b,a
∆n ,
comme attendu.
.. Éléments et identités remarquables 
Corollaire . L’automorphisme de Bn ιv∶ σi ↦ σn−i , 1 ≤ i ≤ n − 1 peut être réalisé
comme la conjugaison par ∆n.
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Break it up, break it up ! I’m sick of
all this bloody ﬁghting. If it’s not
the bloody Treaty of Utrecht it’s
the bloody binomial theorem !
Eric Idle, Monty Python’s Flying
Circus, Royal Episode
Le propos de ce chapitre est de construire des analogues tressés pour la facto-
rielle, les coeﬃcients binomiaux et les symboles de Pochhammer. Ces analoques ap-
paraissent de manière explicite dans le tressage tensoriel. Nous commencerons par
des rappels sur les q-analogues. Le sujet étant très vaste, nous nous restreignons aux q-
analogues dont nous donnerons des analogues tressés en second lieu. Ces analogues
jouent un rôle primordial dans la suite de cette thèse.
. Rappels sur les q-analogues
Nous commençons par un exemple : soit q ∈ k, considérons la série
[n]q =
n−1
∑
j=0
q j = 1 + q + q2 +⋯ + qn−1 . (.)
Il est clair que lorsque q tend vers 1, [n]q tend vers n. La q-série [n]q est l’archétype
de ce que l’on appelle un q-analogue ou q-extension : la généralisation aux q-séries

 Chapitre . Analogues tressés
d’un objet mathématique que l’on qualiﬁera de « classique » (ici le nombre n) telle
qu’elle se réduise à cet objet quand q tend vers une certaine valeur (ici 1). Dans ce
cas particulier, on parlera donc du q-nombre [n]q. Il existe cependant d’autres types
d’analogues que les q-séries, et d’autres objets classiques que les nombres entiers.
Notons que l’on impose pas ici de structure particulière ni sur les analogues, ni sur
leur contrepartie classique. Dès lors, la condition d’existence d’un analogue pour un
objet est très lâche : il faut juste qu’il existe une application de l’analogue vers l’objet
classique ! La qualité et l’interêt des analogues se mesurent donc au nombre de simi-
litudes ou d’analogies entre les deux objets. Comme nous allons le voir par la suite,
les q-analogues supportent une généralisation non-seulement aux entiers naturels,
mais aussi à la factorielle, aux symboles de Pochhammer ou aux coeﬃcients bino-
miaux. Ils peuvent aussi généraliser des objets et des structures plus élaborées comme
l’exponentielle, les fonctions hypergéométriques, la dérivation, l’analyse de Fourier,
etc. Dans tous les cas, la littérature est très fournie et on trouvera plus d’informations
sur les q-analogues et leur utilisation pratique dans [], [], [] ou [] par exemple.
.. q-nombres et q-factorielles
Nous venons de voir un q-analogue d’un nombre, le q-nombre [n]q. Notons que
si n est un entier naturel (ce qui est supposé par la suite), [n]q est un polynôme de
degré n − 1 et que puisque [n]q − q [n]q = 1 − qn , [n]q = 1−qn1−q . On a aussi, pour
0 ≤ b ≤ a,
[a − b]q + qa−b [b]q = 1 − qa−b + qa−b − qa1 − q = [a]q . (.)
Nous déﬁnissons aussi un q-analogue pour la factorielle de n :
[n]q! = [n]q [n − 1]q⋯ [1]q . (.)
Puisque c’est un polynôme en q, il est clair que limq→1 [n]q! = n!.
.. q-coefficients binomiaux
Nanti de la q-factorielle, on peut déﬁnir un q-analogue pour les coeﬃcients bi-
nomiaux [, , ] :
[n
k
]
q
=
[n]q!
[k]q! [n − k]q! . (.)
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Dès lors,
[n + 1
k
]
q
=
[n + 1]q!
[k]q! [n + 1 − k]q!
=
[n + 1]q [n]q!
[k]q! [n + 1 − k]q!
(.)
=
([k]q + qk [n + 1 − k]q) [n]q!
[k]q! [n + 1 − k]q!
=
[n]q!
[k − 1]q! [n − k + 1]q! + qk
[n]q!
[k]q! [n − k]q! ,
et on obtient ainsi un q-analogue de la première relation de Pascal :
[n + 1
k
]
q
= [ n
k − 1]q + qk[nk]q . (.)
À la vue de (.), ces coeﬃcients ont la symétrie
[n
k
]
q
= [ n
n − k]q . (.)
Ainsi, [n + 1
k
]
q
= [ n + 1
n + 1 − k]q = [nk]q + qn+1−k[ nk − 1]q
fournit un second q-analogue pour la première relation de Pascal :
[n + 1
k
]
q
= [n
k
]
q
+ qn+1−k[ n
k − 1]q . (.)
Nous avons donc facilement obtenu deux q-analogues diﬀérents d’un même objet
classique. Ceci est dû au fait que la formule de sommation des q-nombres (.) n’est
pas symétrique à droite lorsque b → a−b, alors que sa limite l’est. Nous retrouverons
un phénomène semblable dans le cas des analogues tressés, ainsi qu’un degré de
liberté supplémentaire dû à l’action non triviale de l’endomorphisme σi ↦ σi+ℓ dans
Bn et à la non-commutativité des objets considérés.
À l’aide de ces relations, et puisque
[n
0
]
q
= [n
n
]
q
= 1,
on peut montrer récursivement que ces coeﬃcients sont des polynômes en q. Déﬁnis
par (.), ils ont pour degré la diﬀérence des degrés du numérateur et du dénomina-
teur, c’est-à-dire n(n−1)
2
− ( k(k−1)
2
− (n−k)(n−k−1)
2
) = k(n − k). Puisque ce sont des
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polynômes, il n’y a pas de précautions particulières à prendre lors du passage à la
limite et on a bien
lim
q→1
[n
k
]
q
= (n
k
).
Puisque [n]q! = (1−qn)(1−qn−1)⋯(1−q)(1−q)n , on a
[n
k
]
q
=
(1 − qn)(1 − qn−1)⋯(1 − qn−k+1)(1 − qk)(1 − qk−1)⋯(1 − q) = k−1∏i=0 (1 − q
n−i)(1 − qi+1) = (q; q)n(q; q)k (q; q)n−k , (.)
où (q; q)x est un symbole de Pochhammer déﬁnit dans la sous-section suivante. Ces
q-coeﬃcients binomiaux sont aussi appelés coeﬃcients (ou polynômes) gaussiens.
Notons que [n]q−1 = q1−n [n]q, [n]q−1 ! = q n(n−1)2 [n]q! et alors [nk]q−1 = q−k(n−k)[nk]q.
Puisque le coeﬃcient [n
k
]
q
est de degré k(n − k), on en déduit que les coeﬃcients
gaussiens sont des polynômes symétriques. Dans la littérature, certains préfèrent dé-
ﬁnir les q-coeﬃcients binomiaux comme [[ n
n−k]]q = q−k(n−k)[nk]q2 qui est une quantité
symétrique lors de l’échange de q en q−1 (voir [] par exemple).
Ces coeﬃcients possèdent aussi une interpretation combinatoire. Par exemple,
le coeﬃcient [m+n
m
]
q
est la fonction génératrice du nombre de partitions d’un entier
k dont le diagramme de Ferrer (ou d’Young) est contenu dans un rectangle de cô-
tés m et n. C’est d’ailleurs cette interprétation qui a amené Sylvester à démontrer
l’unimodalité de la séquence des coeﬃcients du polynôme [ k
n−k]q, voir [, , , ]
par exemple. De même, le coeﬃcient [ k
n−k]q compte le nombre de sous-espaces de di-
mension k de Fnq , où Fq est un corps ﬁni d’ordre q (et donc où q est la puissance d’un
nombre premier), voir [] pour la démonstration ainsi que d’autres interprétations.
À l’instar des coeﬃcients binomiaux, les q-coeﬃcients binomiaux sont sujets à
de nombreuses identitées, elles-même le plus souvent q-analogues d’identités impli-
quant des coeﬃcient binomiaux. Par exemple, à l’aide d’applications multiples des q-
analogues de la première relation de Pascal, on trouve directement deux q-analogues
pour chacune des deux secondes identités de Pascal (corollaires  et  du traité ori-
ginal [] ou upper et parallel summation dans [], et Christmas Stockingeorems
ailleurs) : [n + 1
k + 1]q =
n
∑
j=k
q(k+1)(n− j)[ j
k
]
q
=
n
∑
j=k
q j−k[ j
k
]
q
, (.)
et [n + k + 1
k
]
q
=
k
∑
j=0
q j[n + j
j
]
q
=
k
∑
j=0
q(n+1)(k− j)[n + j
j
]
q
. (.)
Nous avons aussi un q-analogue pour la convolution de Vandermonde,
[m + n
k
]
q
=
k
∑
j=0
q(m− j)(k− j)[m
j
]
q
[ n
k − j]q , (.)
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ainsi que pour la factorisation de coeﬃcients multinomiaux
[n
k
]
q
[n − k
ℓ
]
q
= [ n
k, ℓ
]
q
= [n
ℓ
]
q
[n − ℓ
k
]
q
. (.)
Nous donnons enﬁn une relation moins célèbre, q-analogue de l’identité (.) de
[] :
∑
k
(−1)kq k(k+1)2 +k(ℓ−m)[m
k
]
q
[n + ℓ − k
ℓ
]
q
= [n + ℓ −m
n
]
q
. (.)
Cette identité (dumoins son analogue tressé qui est déﬁni dans la prochaine section)
est utilisée plus tard dans cette thèse.
.. q-symboles de Pochhammer
Nous déﬁnissons aussi un q-analogue pour le symbole de Pochhammer :
(s; q)n = n−1∏
k=0
(1 − sqk), (.)
Le symbole de Pochhammer classique ou factorielle croissante (s)n = (s+n−1)!(s−1)!
n’est pas directement la limite du q-symbole de Pochhammer quand q tend vers 1.
Cependant,
[s + n − 1]q!
[s − 1]q! = [s]q [s + 1]q⋯ [s + n − 1]q
=
(1 − qs)(1 − qs+1)⋯(1 − qs+n−1)
(1 − q)n
=
(qs ; q)n
(1 − q)n ,
et on a donc la limite
lim
q→1
(qs ; q)n
(1 − q)n = (s)n .
En revanche, il apparaît par déﬁnition que la limite des q-symboles de Pochhammer
n’est pas mystérieuse puisque
lim
q→1
(s; q)n = (1 − s)n .
On peut par ailleurs relier les q-symboles de Pochhammer aux q-coeﬃcients bino-
miaux à l’aide du q-théorème binomial [] :
(s; q)n =
n
∑
k=0
(−1)k[n
k
]
q
skq
k(k−1)
2 (.)
Nous ne démontrons pas ces formules ici car elles correspondent à une prescription
particulière (la représentation triviale σi ↦ q) d’analogues tressées que nous allons
maintenant présenter.
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. Analogues tressés
Nous allons présenter ici quelques analogues tressés. Comme nous le verrons par
la suite, les analogues tressés peuvent être considérés commedes analogues non com-
mutatifs de q-analogues, et donc d’objets classiques. Les analogues tressés sont des
éléments de l’algèbre de groupe du groupe des tresses B∞. L’analogie peut être réa-
lisée en considérant la représentation triviale σi ↦ q. Le rôle joué par les diﬀérentes
puissances de q dans le cas des q-analogue sera ici joué par les tressages β. Ces ana-
logues sont beaucoup moins connus que les q-analogues, mais comme nous allons
le voir, leurs propriétés sont saisissantes et leur existence même laisse présager qu’il
existe toute une combinatoire tressée.
.. Nombres tressés et symétriseurs
Nous suivons ici le même plan que pour les q-analogues. Le point de départ est
l’algèbre de groupe kB∞. Pour ce qui nous intéresse, les principales diﬀérences entre
les éléments de kB∞ et k[q] proviennent du nombre de générateurs (une inﬁnité
dénombrable pour la première, un seul pour la seconde) et que l’endomorphisme
σi ↦ σi+ℓ a une action non triviale dans kBn . Nous avons vu au chapitre précédant
que le tressage βx,y est constitué de xy générateurs et ainsi, la représentation triviale
σi ↦ q envoie cet élément sur qxy . Cependant, βx,y et βx′ ,y′ , avec xy = x
′y′ sont tous
deux envoyés sur qxy . De même, les éléments β↑x1,1 et β
↑y
1,1 sont tous deux envoyés sur
q, quels que soient x et y. Il n’existe pas de méthode canonique ou algorithmique
pour générer des analogues tressés à partir de q-analogues.
Commenous l’avons vu au chapitre précédent, il existe dans le groupe des tresses
Bn deux involutions remarquables : l’anti-automorphisme canonique ιh∶ σi ↦ σi , et
l’automorphisme ιv∶ σi ↦ σn−i . Nous avons déjà vu que le second peut être réalisé
comme la conjugaison par ∆n. Nous prolongeons canoniquement ces deux applica-
tions à kBn . Si la première se laisse prolonger dans kB∞, la seconde dépend explicite-
ment du rang du groupe des tresses considéré. Nous utilisererons donc la convention
suivante : l’action de ιv sur un élément x↑y de kB∞ est réalisée comme la conjugaison
par ∆
k
avec k le plus petit entier tel que x↑y ∈ kBk .
Commençons par déﬁnir le nombre tressé
{n} = n−1∑
j=0
β1, j = 1 + β1,1 + β1,2 +⋯ + β1,n−1 . (.)
Il est alors évident que lors de la représentation triviale σi ↦ q, {n} ↦ [n]q.
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Nous avons aussi, pour 0 ≤ b ≤ a,
{a − b} + {b}↑a−b β1,a−b = a−b−1∑
j=0
β1, j + b−1∑
j=0
β↑a−b1, j β1,a−b
Mais β↑a−b1, j β1,a−b = β1,a−b+ j, et un changement d’index de sommation permet de
réunir les deux sommes pour trouver
{a − b} + {b}↑a−b β1,a−b = {a} . (.)
Cette formule est à comparer à (.). Nous obtenons automatiquement trois autres
analogues tressés pour le q-nombre [n]q en considérant l’action de ιh, ιv et ιh ○ ιv sur
{n} . Plus particulièrement,
ιh({n}) = {n}⋆ =
n−1
∑
j=0
β j,1 = 1 + β1,1 + β2,1 +⋯+ βn−1,1,
et nous avons la formule de sommation
{a − b}⋆ + βa−b,1 {b}↑a−b⋆ = {a}⋆ . (.)
Nous pouvons déﬁnir d’une manière similaire à la q-factorielle la factorielle tres-
sée :
{n}! = {n} {n − 1}↑1 {n − 2}↑2⋯{1}↑n−1 . (.)
Par construction, il est immédiat de constater que dans la représentation triviale σi ↦
q, {n}!↦ [n]q!.
La factorielle tressée possède une propriété remarquable par rapport aux nom-
bres tressés : elle est invariante sous les deux involutions ιh et ιv. Dans l’algèbre kS∞,
déﬁnissons le symétriseur d’ordre n
Ŝ(n) = ∑
∈Sn
.
Cet élément jouit de nombreuses propriétés. Par déﬁnition, il commute avec tout
élément de Sn, et en particulier avec ∆̂n. Ainsi, ∆̂nŜ(n)∆̂−1n = Ŝ(n), c’est-à-dire
ι̂v (Ŝ(n)) = Ŝ(n).
Si  est un élément deSn, alors ι̂h() = 1. Dès lors, si l’on applique l’anti-automor-
phisme canonique à Ŝ(n), chaque élément est envoyé vers son inverse et alors
ι̂h (Ŝ(n)) = Ŝ(n).
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Projetons canoniquement {n} sur kSn. En termes de permutations, {̂n} .= π({n})
correspond à la somme des n permutations (12 . . . i)i=ni=1 . Les éléments de {̂n}! =
{̂n}{̂n − 1}↑1⋯{̂1}↑n−1 sont donc de la forme (12 . . . i1)(23 . . . i2)⋯(in), avec k ≤
ik ≤ n. Clairement, ces éléments sont en bijection avec l’ensemble des n-uplets
{i1, . . . , in}, i ≠ ℓ⇒ ik ≠ iℓ qui est de cardinal n! (ik correspond à l’antécédent de k).
{̂n}! est donc la somme de n! permutations diﬀérentes de n éléments, c’est-à-dire
{̂n}! = Ŝ(n).
Les involutions ιv et ιh n’inﬂuant pas sur la réductibilité des mots ni dansSn, ni dans
Bn , on en déduit que
ιv({n}!) = ιh({n}!) = {n}! = S(n). (.)
En appliquant ιh à (.), on obtient alors une nouvelle égalité :
{n}! = {1}↑n−1⋆ ⋯{n − 2}↑2⋆ {n − 1}↑1⋆ {n}⋆ . (.)
.. Battages quantiques
On déﬁnit les battages quantiques de manière similaire aux q-coeﬃcients bino-
miaux, c’est-à-dire comme le rapport de factorielles tressés (ou symétriseurs). Ainsi,
Шk,n−k = {n}! ⋅ {k}!−1 {n − k}!−1↑k (.)
On observe que
Шk,n+1−k = {n + 1}! ⋅ {k}!−1 {n + 1 − k}!−1↑k
(.)
= {n}!↑1 {n + 1}⋆ ⋅ {k}!−1 {n + 1 − k}!−1↑k
(.)
= {n}!↑1 ({k}⋆ + βk,1 {n − k + 1}↑k⋆ ) ⋅ {k}!−1 {n + 1 − k}!−1↑k
= {n}!↑1 ⋅ {k − 1}!−1↑1 {n + 1 − k}!−1↑k−1+1++ {n}!↑1 ⋅ {k}!−1↑1 {n − k}!−1↑k+1βk,1
=Ш↑1
k−1,n+1−k +Ш↑1k,n−kβk,1,
soit
Шk,n+1−k =Ш
↑1
k−1,n+1−k +Ш↑1k,n−kβk,1. (.)
Cette relation est un analogue tressé pour le q-analogue de la première relation de
Pascal (.). À la diﬀérence des (q-)coeﬃcients binomiaux, les battages ne sont pas
symétriques dans leurs arguments. Nous avons cependant la relation
∆nШk,n−k =Шn−k,k∆n , (.)
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c’est-à-dire ιv (Шk,n−k) =Шn−k,k . En eﬀet, en vertu de (.),
∆nШk,n−k = ∆n {n}! ⋅ {k}!−1 {n − k}!−1↑k
= {n}! ⋅ ∆n {k}!−1 {n − k}!−1↑k
= {n}! ⋅ {k}!−1↑n−k∆n {n − k}!−1↑k
= {n}! ⋅ {k}!−1↑n−k {n − k}!−1∆n
=Шn−k,k∆n .
Nous pouvons alors conjuguer par ∆n+1 la relation (.) pour obtenir
Шn+1−k,k = ∆
−1
n+1Ш
↑1
k−1,n+1−k∆n+1 + ∆−1n+1Ш↑1k,n−kβk,1∆n+1
= ∆−1n+1∆n+1Шn+1−k,k−1 + ∆−1n+1∆n+1Шn−k,kβ↑n−k1,k ,
soit, en eﬀectuant le changement de variables k → n + 1 − k,
Шk,n+1−k =Шk,n−k +Шk−1,n−k+1β↑k−11,n−k+1 . (.)
Nous avons donc deux analogues tressés pour la première relation de Pascal (.),
pour les battages quantiques déﬁnis par (.). Évidemment, Nous pouvons considé-
rer l’image de ces battages sous l’anti-automorphisme canonique ιh. Nous aurions
alors obtenu
ιh (Шk,n−k) =Ш⋆k,n−k = {k}!−1 {n − k}!−1↑k ⋅ {n}!, (.)
ainsi que les deux relations de Pascal
Ш⋆k,n+1−k =Ш
↑1
⋆k−1,n+1−k + β1,kШ↑1⋆k,n−k (.)
et
Ш⋆k,n+1−k =Ш⋆k,n−k + β↑k−1n−k+1,1Ш⋆k−1,n−k+1 . (.)
Ces battages n’intervenant pas par la suite, nous laisserons de côté leurs propriétés
qui peuvent être aisément déduites de celles des battages déﬁnis par (.).
Puisque Ш0,n = Шn,0 = 1, et en vertu de (.) ou (.), les battages quantiques
sont des polynômes en les générateurs σi . Puisque (.)(ou (.)) est envoyée par
la représentation triviale σi ↦ q vers (.)(ou (.)), les battages quantiques sont
envoyés vers les q-coeﬃcients binomiaux
Шk,n−k
σi↦q
z→ [n
k
]
q
.
On trouvera l’expression des premiers battages dans le tableau ..
 Chapitre . Analogues tressés
n Battage
 Ш0,0 = 1

Ш0,1 = 1
Ш1,0 = 1

Ш0,2 = 1
Ш1,1 = 1 + β1,1
Ш2,0 = 1

Ш0,3 = 1
Ш1,2 = 1 + β1,1 + β1,2
Ш2,1 = 1 + β↑11,1 + β2,1
Ш3,0 = 1

Ш0,4 = 1
Ш1,3 = 1 + β1,1 + β1,2 + β1,3
Ш2,2 = 1 + β↑11,1 + β1,1β↑11,1 + β↑21,1β↑11,1 + β1,1β↑21,1β↑11,1 + β2,2
Ш3,1 = 1 + β↑21,1 + β↑12,1 + β3,1
Ш4,0 = 1

Ш0,5 = 1
Ш1,4 = 1 + β1,1 + β1,2 + β1,3 + β1,4
Ш2,3 = 1 + β↑11,1 + β↑11,2 + β2,1 + β↑11,3 + β1,1β↑11,2 + β2,2 + β1,1β↑11,3 + β1,2β↑11,3 + β2,3
Ш3,2 = 1 + β↑21,1 + β↑12,1 + β↑21,2 + β3,1 + β↑31,1β↑12,1 + β↑12,2 + β↑31,1β3,1 + β↑12,1β3,1 + β3,2
Ш4,1 = 1 + β↑31,1 + β↑22,1 + β↑13,1 + β4,1
Ш5,0 = 1
T .: Expression des battages Шk,n−k jusqu’à n = 5
.. Analogues tressés 
+ + + +
++ + +
+ + +
+
F .: Les diagrammes des dix tresses géométriques composant le battageШ2,3
L’interprétation combinatoire des battages quantiques est évidente si l’on dessine
les diagrammes correspondant à chaque monôme. Ainsi, le battage Ш
k,n−k contient
des tresses de Bn, où un bloc de k brins considéré à la ﬁn de la tresse se mélange à un
bloc de n−k brins restant, sans que jamais les k brins et les n−k ne semélangent intra-
sèquement. Le battage quantique est la somme de tous les diagrammes possibles res-
pectant cette condition. Projété sur le groupe symétrique, il correspond à la somme
de tous les inverses des permutations qui préservent l’ordre relatif d’ensembles con-
nexes de k et n − k éléments. Évidemment, il existe (n
k
) telles permutations. Consi-
dérer la représentation triviale σ̂i ↦ 1 pour un battage revient donc à compter le
nombre de ses éléments.
On a, pour les battages, deux équivalents pour chaque Christmas Stockingeo-
rem : en appliquant récursivement les relations (.) et (.), on trouve
Шk+1,n−k =
n
∑
j=k
Ш↑n− j+1k, j−k βk+1,n− j =
n
∑
j=k
Шk, j−kβ
↑k+1
1, j−k (.)
et
Шk,n+1 =
k
∑
j=0
Ш↑k− j+1j,n β
↑k− j
j,1 =
k
∑
j=0
Ш j,nβ
↑ j+1
k− j,n+1 , (.)
 Chapitre . Analogues tressés
que l’on comparera aux équations (.) et (.)
Nous considérerons la convolution de Vandermonde tressée dans la section sui-
vante, après avoir introduit les symboles de Pochhammer tressés.
Nous avons un analogue pour la factorisation des coeﬃcients multinomiaux (ou
trinomial revision dans []). On a en eﬀet
Шk,n−kШ
↑k
n−k−ℓ,ℓ =Шk,n−k−ℓ,ℓ =Шn−ℓ,ℓШk,n−k−ℓ (.)
puisque tous les éléments commutent à distance :
Шk,n−kШ
↑k
n−k−ℓ,ℓ = {n}! {k}!−1 {n − k}!−1↑k {n − k}!↑k {n − k − ℓ}!−1↑k {ℓ}!−1↑n−ℓ
= {n}! {k}!−1 {n − k − ℓ}!−1↑k {ℓ}!−1↑n−ℓ
= {n}! {n − ℓ}!−1 {ℓ}!−1↑n−ℓ {n − ℓ}! {k}!−1 {n − k − ℓ}!−1↑k
=Шn−ℓ,ℓШk,n−k−ℓ .
Marc Rosso a déﬁni une algèbre pour laquelle le produit des éléments est réalisée par
l’action des battages. La propriété (.) implique alors directement que les algèbres
de battages quantiques sont associatives [, , ].
Nousmentionnons aussi pour y faire référence plus tard les quasi-commutations
évidentes
Шk,n−kβℓ,n = βℓ,nШ
↑ℓ
k,n−k et Ш
↑ℓ
k,n−kβn,ℓ = βn,ℓШk,n−k . (.)
Nous avons enﬁn la relation importante pour la suite :
Proposition . Pour i, j et l
∑
k
(−1)kШk, j−k∆↑kj−kШ↑kl ,i−kβl ,k = ∆ jШ↑ jl− j,i . (.)
Démonstration. Nous allons procéder par récurrence sur les variables j, i et l . Notons
que cette égalité est un analogue tressé pour l’identité (.) de [], après négation
supérieure du membre de droite ((n
k
) = (−1)k(n+k−1
k
)). Nous commençons par véri-
ﬁer l’hypothèse de récurrence sur j. En chemin, nous allons générer par application
successive de (.) et (.) trois sommes. La première satisfait la récurrence, alors
que les deux autres s’annulent mutuellement. Pour j = 0, la relation est clairement
vraie pour tout i et l . Sèq lors, pour j + 1, le premier battage du membre de gauche
de (.) se décompose à l’aide de (.) en deux nouveaux battages de tailles plus
petites. Nous pouvons alors séparer la somme en deux nouvelles, précisément,
∑
k
(−1)kШk, j−k∆↑kj+1−kШ↑kl ,i−kβl ,k , (.)
.. Analogues tressés 
et
∑
k
(−1)kШk−1, j−k+1β↑k−11, j−k+1∆↑kj+1−kШ↑kl ,i−kβl ,k . (.)
L’étape clef consiste à décomposer le second battage de (.) à l’aide de (.) :
Ш↑k
l ,i−k =Ш
↑k+1
l−1,i−k +Ш↑k+1l ,i−k−1β↑kl ,1
Cela permet de décomposer (.) en deux sommes distinctes :
∑
k
(−1)kШk, j−k∆↑kj+1−kШ↑k+1l−1,i−kβl ,k , (.)
et
∑
k
(−1)kШk, j−k∆↑kj+1−kШ↑k+1l ,i−k−1β↑kl ,1βl ,k . (.)
Ainsi, l’expressiondumembrede gauchede (.) pour j+1 est (.)+(.)+(.).
Nous vériﬁons alors que (.) + (.) = 0 : en réalisant le changement de variable
de sommation k = k′ + 1 dans (.), nous obtenons
(.) = −∑
k
(−1)k′Шk′ , j−k′β↑k′1, j−k′∆↑k′+1j−k′ Ш↑k′+1l ,i−k′−1βl ,k′+1.
Notons que dans (.), β↑k
l ,1
β
l ,k
= β
l ,k+1. D’un autre côté, la déﬁnition (.) nous per-
met de construire un élément deGarside plus gros dans (.) : β↑k
′
1, j−k′∆
↑k′+1
j−k′ = ∆
↑k′
j−k′+1.
Il est alors immédiat de constater que (.) est formellement égale à l’opposée de
(.). Il ne reste ainsi que (.). Nous avons
Шk, j−k∆
↑k
j+1−kШ
↑k+1
l−1,i−kβl ,k = β1, j ⋅Ш↑1k, j−k∆↑k+1j−k Ш↑k+1l−1,i−kβ↑1l−1,k ⋅ (.)
En eﬀet, le membre de droite de (.) est
(.R) = β1, j ⋅Ш↑1k, j−k∆↑k+1j−k Ш↑k+1l−1,i−kβ↑1l−1,k
(.)
= [Шk, j−k∆↑kj−kβ1,1 j]Ш↑k+1l−1,i−kβ↑1l−1,k
(.)
= Шk, j−k∆
↑k
j−k [β↑k1, j−kβ1,k]Ш↑k+1l−1,i−kβ↑1l−1,k
(.)(.)
= Шk, j−k [∆↑kj−k+1] [Ш↑k+1l−1,i−kβ1,k] β↑1l−1,k
(.)
= Шk, j−k∆
↑k
j−k+1Ш
↑k+1
l−1,i−k [βl ,k] .
(.)
Dès lors,
∑
k
(−1)kШk, j−k∆↑kj+1−kШ↑k+1l−1,i−kβl ,k =
= β1, j∑
k
(−1)kШ↑1
k, j−k∆
↑k+1
j−k Ш
↑k+1
l−1,i−kβ
↑1
l−1,k =
= β1, j∆
↑1
j Ш
↑ j+1
l− j+1,i = ∆ j+1Ш
↑ j+1
l− j+1,i , (.)
 Chapitre . Analogues tressés
ce qui montre la récurrence sur j. La récurrence sur i et l est directe : à l’aide de la
relation de Pascal (.), nousmontrons aisément que le membre de gauche de (.)
se décompose comme un battage selon ces deux arguments. Les valeurs aux bords
étant les mêmes, la proposition est démontrée.
.. Extension aux arguments négatifs
Nous pouvons étendre la déﬁnition des battages aux arguments négatifs. Nous
rappelons que la factorielle décroissante (ouproduit séquentiel descendant) est (n)k =
n(n−1)⋯(n− k+1), avec la notation de [] (voir []). Notons que pour n naturel,(−n)k = −n(−n−1)⋯(−n− k+1) = (−1)kn(n+1)⋯(n+ k−1) = (−1)k(n+ k−1)k .
Ainsi, ni nous substituons m par −n dans le coeﬃcient binomial (m
k
) = (m)k
k!
, nous
obtenons
(−n
k
) = (−n)k
k!
= (−1)k (n + k − 1)k
k!
= (−1)k(n + k − 1
k
) (.)
Cette relation parfois appelée négation supérieure possède un grand intérêt pratique,
voir [] par exemple. Puisque
(−n
k
) = (−1)k(n + k − 1
k
) = (−1)2k(−(n + k − 1) + k − 1
k
) = (−n
k
), (.)
cette relation est valide quelle que soit le signe de n. Notons que la symétrie vis-à-vis
de l’argument du bas est perdue, (−n
k
) ≠ ( −n−n−k), mais nous avons toutefois
(−n − 1
k
) = (−1)k(n + k
k
) = (−1)k(n + k
n
) = (−1)n+k(−k − 1
n − 1 ), (.)
et ainsi (−1)k(−n − 1
k − 1 ) = (−1)n(−k − 1n − 1 ). (.)
Cette relation, qui n’est valide que pour n et k naturels, est la contrepartie dans le
triangle de Pascal « supérieur » de la relation (n
k
) = ( n
n−k). Si cette dernière met en re-
lation des coeﬃcients situés sur la même ligne dans le triangle de Pascal « inférieur »,
la relation (.) lie des coeﬃcients situés sur la même colonne du triangle supérieur,
voir ﬁgure ..
Nous allons maintenant procéder à une construction analogue pour déﬁnir les
battages avec un argument négatif (le second, nous discuterons l’autre cas à la ﬁnde la
sous-section). Avant de commencer, il nous faut prolonger la déﬁnition des nombres
tressés et des tressages élémentaires aux arguments négatifs. Nous introduisons une
autre involution, et nous notons par une dague l’automorphisme de kB∞ σi ↦ σ
†
i
.
=
.. Analogues tressés 
0
⋮
⋯
0(4
0
)
0(3
0
)(4
1
)
0(2
0
)(3
1
)(4
2
)
0(1
0
)(2
1
)(3
2
)(4
3
)
0(0
0
)
(1
1
)(2
2
)(3
3
)(4
4
)
0(−1
0
)
0
0
0
0
0
0
(−1
1
)
0
(−2
0
)
0
(−1
2
)
0
(−3
0
)(−2
1
)
0
(−1
3
)
0
(−4
0
)(−3
1
)(−2
2
)
0
0
(−1
4
)
(−5
0
)(−4
1
)(−3
2
)(−2
3
)
F .: Le triangle de Pascal étendu
0
0
Ш0,4
0
Ш0,3
Ш1,3
0
Ш0,2
Ш1,2
Ш2,2
0
Ш0,1
Ш1,1
Ш2,1
Ш3,1
0
Ш0,0
Ш1,0
Ш2,0
Ш3,0
Ш4,0
0
Ш0,−1
0
0
0
0
0
0
Ш1,−2
0
Ш0,−2
0
Ш2,−3
0
Ш0,−3
Ш1,−3
0
Ш3,−4
0
Ш0,−4
Ш1,−4
Ш2,−4
0
0
Ш4,−5
Ш0,−5
Ш1,−5
Ш2,−5
Ш3,−5
⋮
⋯
F .: Le triangle de Pascal étendu pour les battages
 Chapitre . Analogues tressés
σ−1i , ∀i. Nous notons par une double dague l’action successive de l’automorphisme
précédent et la conjugaison par la tresse fondamentale.
Nous avons la décomposition (.) :
β1,y = β
↑y−x
1,x β1,y−x .
En spéciﬁant y = 0 dans cette relation, nous obtenons
β1,−x = β
−1↑−x
1,x . (.)
Pour les nombres tressés, nous avons la décomposition (.) :
{y − x} + {x}↑y−x β1,y−x = {y} , (.)
et en spéciﬁant y = 0, nous obtenons
{−x} = −{x}↑−x β1,−x = −{x}↑−x β−1↑−x1,x = −({x} β−11,x)↑−x , (.)
or, en vertu de (.) et (.),
{x} β−11,x = x−1∑
j=0
β1, j ⋅ β−11, jβ−1↑ j1,x− j = x−1∑
j=0
β
−1↑ j
1,x− j ,
mais β−1↑ j1,x− j = ∆
−1
x+1β
−1
x− j,1∆x+1 si 0 ≤ j ≤ x − 1, et ainsi
{x} β−11,x = ∆−1x+1 x−1∑
j=0
β−1x− j,1∆x+1 = ∆
−1
x+1
x
∑
j′=1
β−1j′ ,1∆x+1 =
= ∆−1x+1
x−1
∑
j′′=0
β−1↑1j′′ ,1 β
−1
1,1∆x+1 = ∆
−1
x+1
x−1
∑
j′′=0
β−1↑1j′′ ,1 ∆x+1β
−1↑x−1
1,1 , (.)
cependant,
∆−1x+1
x−1
∑
j′′=0
β−1↑1j′′ ,1 ∆x+1 = ∆
−1
x+1β
−1
x,1
x−1
∑
j′′=0
β−1↑1j′′ ,1 βx,1∆x = ∆
−1
x
x−1
∑
j′′=0
β−1j′′ ,1∆x
or β−1j′′ ,1 = β
†
1, j′′ , et ainsi
{−x} = −∆−1↑−xx x−1∑
j′′=0
β†↑−x1, j′′ ∆
↑−x
x β
†↑−1
1,1 = −{x}‡↑−x β†↑−11,1 . (.)
Étendons maintenant la déﬁnition de la factorielle décroissante tressée aux nom-
bres négatifs. Classiquement, nous avons (n)k = n(n−1)⋯(n− k +1). Nous déﬁnis-
sons alors
{n}k = ⎧⎪⎪⎨⎪⎪⎩
∏k−1j=0 {n − j}↑ j si n ≥ 0
∏0j=−k+1 {n + j}↑− j si n < 0 , (.)
.. Analogues tressés 
où l’on écrit tout d’abord le terme correspondant à la borne inférieure du produit
puis les successeurs à droite. Nous vériﬁons alors immédiatement qu’en considérant
la représentation triviale σi ↦ 1, pour n naturel, {n}k ↦ n(n − 1)⋯(n − k + 1) et
{−n}k ↦ (−n− k+1)(−n− k+2)⋯n. À la vue de l’équation (.), nous avons alors
{−n}k = {−n − k + 1}↑k−1 {−n − k + 2}↑k−2⋯{−n − 1}↑1 {−n}
= {−(n + k − 1)}↑k−1 {−(n + k − 2)}↑k−2⋯{−n}
= (−1)k {n + k − 1}‡↑−n β†↑k−21,1 {n + k − 2}‡↑−n β†↑−k−31,1 ⋯{n}‡↑−n β†↑−11,1
= (−1)k {n + k − 1}‡↑−n {n + k − 2}‡↑−n⋯{n}‡↑−n β†↑k−21,1 β†↑−k−31,1 ⋯β†↑−11,1 ,
(.)
mais β†↑k−21,1 β
†↑−k−3
1,1 ⋯β†↑−11,1 = β†↑−11,k et
{n + k − 1}‡↑−n {n + k − 2}‡↑−n⋯{n}‡↑−n =
= ∆↑−nn−k+1 {n + k − 1}†↑−n {n + k − 2}†↑−n+1⋯{n}†↑−n+k−1 ∆−1↑−nn−k+1 (.)
impliquent alors que
{−n}k = (−1)k∆↑−n
n+k−1 {n + k − 1}†k↑−n ∆−1↑−nn+k−1β†↑−11,k (.)
Nous avons Ш
k,n−k = {n}k {k}!−1. En substituant n par −n, cette expression devient
Шk,−(n+k) = {−n}k {k}!−1 = (−1)k∆↑−nn+k−1 {n + k − 1}†k↑−n ∆−1↑−nn+k−1β†↑−11,k {k}!−1.
(.)
Notons que {x}!† = ∆−1x {x}! = ∆†x {x}! puisque ∆x est divisible par toute tresse
simple (le relevé de toute permutation de Sx) à droite (ou à gauche par ailleurs). Le
reste correspond alors à la somme de n! inverses de tresses simples diﬀérentes, ce qui
prouve l’assersion. Nous avons alors
∆−1↑−n
n+k−1β
†↑−1
1,k
{k}!−1 = ∆−1↑−n
n+k−1β
†↑−1
1,k
{k}!†−1∆†
k
= {k}!†−1↑−n∆−1↑−n
n+k−1β
†↑−1
1,k
∆†
k
,
mais β†↑−1
1,k ∆
†
k = ∆
†↑−1
k+1 et
∆↑−n
n+k−1 {n + k − 1}†k↑−n {k}!†−1↑−n∆−1↑−nn+k−1 = ∆↑−nn+k−1Ш†↑−nk,n−1∆−1↑−nn+k−1 =Ш†↑−nn−1,k ,
et nous pouvons alors conclure
Шk,−n−k = (−1)kШ†↑−nn−1,k∆†↑−1k+1 . (.)
Cette relation préserve la relation de Pascal (.) :
Шk,−n−k =Ш
↑1
k−1,−n−k +Ш↑1k,−n−k−1βk,1.
 Chapitre . Analogues tressés
En eﬀet, via (.), cette relation devient
Ш†↑−n
n−1,k∆
†↑−1
k+1 = −Ш†↑−nn,k−1∆†k +Ш†↑−nn,k ∆†k+1βk,1 (.)
mais le fait que ∆†↑−1
k+1 = β
†↑−1
1,k
∆†
k
et ∆†
k+1βk,1 = ∆
†
k
β†
1,k
β
k,1
= ∆†
k
permet de simpliﬁer
(.) des deux côtés à droite par ∆†
k
. Nous obtenons alors après réarrangement et en
décalant de n brins vers la gauche
Ш†
n,k
=Ш†
n,k−1 +Ш†n−1,kβ†↑n−11,k
qui n’est autre que la relation de Pascal (.). Nous remarquons donc que la relation
(.) se réalise pour les battages avec argument négatif à droite comme (.) pour
des battages avec arguments positifs. En revanche, (.) n’est pas satisfaite par les
battages avec argument négatif à droite. Cela n’est pas surprenant dans la mesure où
nous avons montré que cette relation est liée à l’identiﬁcation ∆nШn,n−k =Шn−k,n∆n
qui n’est vraie que lorsque les arguments sont positifs (cf. supra). Nous pouvons
cependant reﬂéter pour les battages avec argument négatif à droite la symétrie des
colonnes du triangle de Pascal supérieur. Nous avons
Шk,−n−1−k = (−1)kШ†↑−n−1n,k ∆†↑−1k+1 , (.)
mais Ш†
n,k
= ∆†
n+kШ
†
k,n
∆
n+k or
Шn,−n−1−k = (−1)nШ†↑−k−1k,n ∆†↑−1n+1 (.)
et ainsi,
Шk,−n−1−k = (−1)k−n∆†↑−n−1n+k Ш↑k−nn,−n−1−k∆↑k−n−1n+1 ∆↑−n−1n+k ∆†↑−1k+1 , (.)
ou, de manière plus symétrique,
(−1)k∆↑−1
n+k ⋅Ш↑nk,−n−1−k∆↑n−1k+1 = (−1)nШ↑kn,−n−1−k∆↑k−1n+1 ⋅ ∆↑−1n+k (.)
est un analogue tressé de la relation (.).
.. Symboles de Pochhammer tressés
Nous pouvons déﬁnir un analogue tressé pour les symboles de Pochhammer,
avec s ∈ k :
Π(s; β1,1)n .= Π(s)n =
n−1
∏
k=0
(1 − sβ1,k) = (1 − s) (1 − sβ1,1)⋯(1 − sβ1,n−1) . (.)
.. Analogues tressés 
Nous déﬁnissons aussi formellement le symbole tronqué à gauche
δΠ(s)n .= Π(s)−1δ Π(s)δ+n .
Clairement, dans la représentation triviale σi ↦ q, Π(s)n ↦ (s; q)n, et δΠ(s)n ↦
(s;q)n+δ
(s;q)δ
. Nous avons aussi les quasi-commutations évidentes
Π(s)nβℓ,n = βℓ,nΠ(s)↑ℓn et Π(s)↑ℓn βn,ℓ = βn,ℓΠ(s)n . (.)
Ce symbole peut être développé à l’aide d’un analogue tressé pour le théorème
binomial standard :
Proposition .
δΠ(s)n =
n
∑
i=0
(−1)isiШ↑δi,n−iβi,δ∆i . (.)
Démonstration. Nous allons le démontrer par récurrence sur δ. Nous devons vériﬁer
au préalable que la récurrence peut s’initialiser correctement. Vériﬁons-le donc par
récurrence sur n. Si δ = 0, l’équation (.) est clairement vraie pour n = 1 (triviale
par convention pour n = 0). Dès-lors, pour n → n + 1,
0Π(s)n+1 = 0Π(s)n ⋅ (1 − sβ1,n)
=
n
∑
i=0
(−1)isiШi,n−i∆i ⋅ (1 − sβ1,n)
= 1 + n∑
i=1
(−1)i siШi,n−i∆i + n−1∑
i′=0
(−1)i′+1si′+1Шi′ ,n−i′∆i′β1,n+
+ (−1)n+1sn+1∆nβ1,n .
(.)
On souhaite maintenant ammener le plus à gauche possible l’élément β1,n apparais-
sant dans les deux derniers termes. Notons que puisque i′ ≤ n, on peut décomposer
β1,n = β
↑i′
1,n−i′β1,i′ , et donc
∆i′β1,n = ∆i′β
↑i′
1,n−i′β1,i′ = β
↑i′
1,n−i′∆i′β1,i′ = β
↑i′
1,n−i′β1,i′∆i′+1 = β
↑i′
1,n−i′∆i′+1. (.)
Ainsi, utiliser (.) et réaliser le changement de variable de sommation i′ = i − 1
dans la seconde somme permet de la réécrire dans la première :
δΠ(s)n+1 = 1 + n∑
i=1
(−1)isi [Шi,n−i +Шi−1,n−i+1β↑i−11,n−i+1]∆i + (−1)n+1sn+1∆n+1 (.)
mais, en vertu de (.),
Шi,n−i +Шi−1,n−i+1β↑i−11,n−i+1 =Шi,n+1−i ,
 Chapitre . Analogues tressés
ce qui permet de réécrire lemembre de droite de (.) commeune sommede 0 à n+
1 et de ﬁnir la preuve de l’initialisation. On souhaite maintenant vériﬁer l’hypothèse
de récurrence pour δ. Par construction, il suﬃt alors de vériﬁer que
δΠ(s)n (1 − sβ1,δ+n) = (1 − sβ1,δ) δ+1Π(s)n .
On a δΠ(s)n (1 − sβ1,δ+n) = δΠ(s)n+1 mais
δΠ(s)n+1 = n+1∑
i=0
(−1)isiШ↑δi,n+1−iβi,δ∆i
(.)
=
n+1
∑
i=0
(−1)i siШ↑δ+1i−1,n+1−iβi,δ∆i + n+1∑
i′=0
(−1)i′ si′Ш↑δ+1i′ ,n−i′β↑δi′ ,1βi′ ,δ∆i′
=
n
∑
i′=0
(−1)i′+1si′+1Ш↑δ+1i′ ,n−i′βi′+1,δ∆i′+1 + n∑
i′=0
(−1)i′ si′Ш↑δ+1i′ ,n−i′βi′ ,δ+1∆i′
=
n
∑
i′=0
(−1)i′+1si′+1Ш↑δ+1i′ ,n−i′βi′+1,δβi′ ,1∆i′ + δ+1Π(s)n+1
= −sβ1,δ n∑
i′=0
(−1)i′ si′Ш↑δ+1i′ ,n−i′βi′ ,δ+1∆i′ + δ+1Π(s)n+1
= (1 − sβ1,δ) δΠ(s)n+1,
car
βi′+1,δ ⋅ ∆i′+1 = β1,δβ↑1i′ ,δ ⋅ βi′ ,1∆i′ = β1,δβi′ ,δ+1∆i′ ,
ce qui ﬁnit la preuve du theorème binomial tressé.
Nous pouvons alors simplement obtenir un analogue tressé pour la convolution
de Vandermonde :
Proposition .
Шa+c,b+d =∑
j
Шa− j,b+ jШ
↑a+b
c+ j,d− jβ
↑a− j
c+ j,b+ j . (.)
Démonstration. Nous avons
Π(s)n = Π(s)kkΠ(s)n−k ,
c’est-à-dire
n
∑
i=0
(−1)i siШi,n−i∆i = k∑
i=0
n−k
∑
j=0
(−1)i+ jsi+ jШi,k−i∆iШ↑kj,n−k− jβ j,k∆ j
=
k
∑
i=0
n−k
∑
j=0
(−1)i+ jsi+ jШi,k−iШ↑kj,n−k− jβ j,k∆↑ ji ∆ j,
.. Analogues tressés 
soit, en réalisant dans le membre de droite le changement de variables i′ = i+ j, j′ = j,
n
∑
i=0
(−1)i siШi,n−i∆i =
=
n
∑
i′=0
min(n−k,i′)
∑
j′=max(0,i′−k)
(−1)i′ si′Шi′− j′ ,k−i′+ j′Ш↑kj′ ,n−k− j′β j′ ,k∆↑ j′i′− j′∆ j′ ,
mais, β
j′ ,k
∆↑ j
′
i′− j′∆ j′ = β
↑i′− j′
j′ ,k−i′+ jβ j′ ,i′− j′∆
↑ j′
i′− j′∆ j′ = β
↑i′− j′
j′ ,k−i′+ j∆i′ , et ainsi
n
∑
i=0
(−1)i siШi,n−i∆i = n∑
i′=0
(−1)i′ si′ ⎛⎝
min(n−k,i′)
∑
j′=max(0,i′−k)
Шi′− j′ ,k−i′+ j′Ш
↑k
j′ ,n−k− j′β
↑i′− j′
j′ ,k−i′+ j
⎞⎠∆i′ .
En identiﬁant termes à termes, nous terminons la démonstration.
.. Nombres de Fuß-Catalan
Nous pouvons déﬁnir récursivement les battages à l’aide de la relation de Pascal
(.) via
Шx,y =Ш
↑1
x−1,y +Ш↑1x,y−1βx,1 (.)
etШx,y = 0 si y < 0 etШ0,y = 1 si 0 ≤ y. Un phénomène intéressant se produit si nous
relachons les conditions aux bords.Déﬁnissons donc récursivement les élémentsF(α)x,y
tels que, pour α ∈ Z,
F
(α)
x,y = F
(α)↑1
x−1,y + F(α)↑1x,y−1βx,1 (.)
et F(α)
ℓ,(α−1)ℓ = 0, 0 < ℓ et F
(α)
0,k
= 1, 0 ≤ k.
Clairement, F(0)
k,n−k =Шk,n−k . De plus, pour α = 1, les conditions aux bords F
(1)
ℓ,0 =
0 permettent d’identiﬁer F(1)
k,n−k =Шk,n−k−1 . Nous avons aussi le
Lemme . Pour k ≥ 0,
F
(α)
1,α+k =Ш1,k = {k + 1} . (.)
Démonstration. Par applications répétées de (.), et puisqueF(α)1,α−1 = 0, nous avons
F
(α)
1,α+k = 1 + F(α)↑11,α+k−1β1,1
= 1 + β1,1 + F(α)↑21,α+k−2β1,2
= 1 + β1,1 + β1,2 +⋯+ F(α)↑k1,α+k−kβ1,k
= 1 + β1,1 + β1,2 +⋯+ β1,k + 0
= ∑kj=0β1, j = {k + 1} .
 Chapitre . Analogues tressés
Nous donnons maintenant l’explication de la dénomination de ces éléments :
nous avons la propriété suivante :
Proposition . Dans la représentation triviale σi ↦ 1,
F
(α)
x,y ↦
y − (α − 1)x
x + y (x + yx ). (.)
Démonstration. Sous ce morphisme, le membre de droite de (.) est envoyé vers
y − (α − 1)(x − 1)
x + y − 1 (x + y − 1x − 1 ) + y − 1 − (α − 1)xx + y − 1 (x + y − 1x ) =
=
y − 1 − (α − 1)x
x + y − 1 ((x + y − 1x − 1 ) + (x + y − 1x )) + αx + y − 1(x + y − 1x − 1 )
=
y − 1 − (α − 1)x
x + y − 1 (x + yx ) + αx + y − 1 xx + y(x + yx )
= ( y − 1 − (α − 1)x
x + y − 1 + αx + y − 1 xx + y)(x + yx )
= (x + y − 1
x + y − 1) y − (α − 1)xx + y (x + yx ) = y − (α − 1)xx + y (x + yx ),
et les conditions limites,
F
(α)
ℓ,(α−1)ℓ = 0↦
(α − 1)ℓ − (α − 1)ℓ
αℓ
(αℓ
ℓ
) = 0,
et
F
(α)
0,k
= 1↦
k
k
(k
0
) = 1,
0 < ℓ, 0 ≤ k ﬁnissent la preuve.
Corollaire . Dans la représentation triviale σi ↦ 1,
F
(α)
n−1,(α−1)n+1 ↦
1(α − 1)n + 1(αnn ) .= C(α)n ,
les nombres de Fuß-Catalan d’ordre α.
Démonstration. D’après la proposition précédente,
F
(α)
n−1,(α−1)n+1 ↦
(α − 1)n + 1 − (α − 1)(n − 1)
αn
( αn
n − 1)
↦
α
αn
n(α − 1)n + 1 (αn)!n!((α − 1)n)!
↦
1(α − 1)n + 1(αnn ).
.. Analogues tressés 
Plus particulièrement, dans la représentation triviale, F(2)n−1,n+1 ↦
1
n+1(2nn ) = Cn,
le n-ième nombre de Catalan. Ces nombres possèdent de très nombreuses interpré-
tations combinatoires (voir [] par exemple ), et nous allons voir comment les mo-
nômes constitutifs de F(2)n−1,n+1 sont en bijection avec quelques objets dénombrés par
de tels nombres.
n Cn F
(2)
n−1,n+1
1 1 1
2 2 1 + σ1
3 5 1 + σ2 + σ1σ2 + σ3σ2 + σ1σ3σ2
4 14 1+σ3+σ3σ2+σ2σ3+σ1σ2σ3+σ4σ2σ3+σ5σ3σ2+σ3σ4σ2σ3+σ5σ4σ2σ3+
σ4σ1σ2σ3 + σ3σ5σ4σ2σ3 + σ3σ4σ1σ2σ3 + σ5σ4σ1σ2σ3 + σ3σ5σ4σ1σ2σ3
T .: Les premiers nombres de Catalan tressés
Nous pouvons donner une interprétation combinatoire à ces éléments. Nous rap-
pelons qu’un mot de Dyck de type α et de longueur αn est une chaîne de αn lettres
X1, . . . , Xα telle que tout préﬁxe contient autant ou plus de lettres Xi que de lettres X j,
1 ≤ i < j ≤ α. Par exemple, pour α = 2 et n = 3, X1X1X1X2X2X2 ou X1X2X1X1X2X2
sont des mots de Dyck, mais X1X2X2X1X1X2 n’en est pas un puisque le préﬁxe
X1X2X2 contient plus de X2 que de X1. Un chemin de Dyck de type α et de longueur
αn est un chemin (x1(t), . . . , xα(t))∣t=nαt=0 de Nα, monotone pour chaque coordon-
née, et tel que (x1(0), . . . , xα(0)) = (0, . . . , 0), (x1(nα), . . . , xα(nα)) = (α, . . . , α),
et xi(t) ≥ x j(t) si i < j, ∀t ∈ [0, nα]. Les mots de Dyck peuvent canoniquement être
mis en bijection avec les chemins de Dyck en lisant les mots de gauche à droite et en
associant à chaque lettre Xi un déplacement d’une unité dans la direction portant la
coordonnée xi . Le nombre de chemins de Dyck de type α et de longueur nα est le
nombre de Fuß-Catalan C(α)n . Par exemple, pour α = 2 et n = 3, il existe cinq chemins
(et donc cinq mots) de Dyck, cf. ﬁgure ..
Dans le cas particulier α = 2, nous pouvons remplacer les symboles X1 et X2 res-
pectivement par "(" et ")" et les mots de Dyck correspondent alors aux expressions
correctement parenthésées. Par exemple, les mots de la ﬁgure . correspondent res-
pectivement aux expressions ((())), (()()), ()(()), (())() et ()()(). Nous consta-
tons que les permutations associées aux monômes de l’image de F(2)n−1,n+1 sous l’anti-
automorphisme ιh correspondent aux permutations des éléments de l’ensemble or-
. Le recencement des interprétations combinatoires des nombres de Catalan est
une passion de Richard Stanley. En juillet , il en dénombre 166 sur sa page web
http://www-math.mit.edu/~rstan/ec/.
 Chapitre . Analogues tressés
X1X1X1X2X2X2 X1X1X2X1X2X2 X1X2X1X1X2X2 X1X1X2X2X1X2 X1X2X1X2X1X2
F .: Les cinq chemins et mots de Dyck de longueur  pour α = 2.
donné {X1, . . . , X1, X2, . . . , X2}, chaque plage contenant α lettres, qui génèrent les
mots de Dyck. Nous pouvons donc associer à chaque monôme de F(2)n−1,n+1 un mot et
un chemin de Dyck. Les chemins de la ﬁgure . correspondent respectivement aux
monômes de F(2)2,4 du tableau . ou de la ﬁgure ..
1 σ2 σ1σ2 σ3σ2 σ1σ3σ2
F .: Les cinq diagrammes des tresses constituant le nombre de Catalan tressé
F
(2)
1,3 .
Nous savons que les nombres de Fuß-Catalan C(α)n comptent le nombre d’arbres
α-aires complets à n nœuds, ou similairement le nombre de manières d’associer n
applications d’un opérateur α-aire à n+1 facteurs. Nous allons utiliser une bijection
entre les chemins de Dyck et les arbres pour associer un arbre à chaque monôme de
F
(α)
n−1,(α−1)n+1 . Nous nous restreignons pour simpliﬁer au cas α = 2 et donc aux arbres
binaires, la généralisation à α ∈ N étant directe.
Considérons un arbre binaire à n nœuds. On appelle préordre transversal ou par-
cours préﬁxe la procédure qui consiste à parcourir un arbre via l’algorithme , où
Gauche(n) et Droite(n) renvoient les nœuds enfants respectivement à gauche et à
droite d’un nœud n.
.. Analogues tressés 
Algorithme  Préordre transversal
E: un nœud n d’un arbre
Transcription Dyck (n)
si Gauche(n)≠ ∅ alors
Préordre transversal (Gauche(n))
finsi
siDroite(n)≠ ∅ alors
Préordre transversal (Droite(n))
finsi
De manière plus imagée, il consiste à parcourir l’arbre (en dehors) en partant à
gauche de la première branche gauche et en conservant toujours une branche à droite.
Cette procédure appliquée à la racine d’un arbre binaire permet de visiter une fois et
une seule chaque nœud. Pour α arbitraire, l’algorithme comprend α conditions sur
les enfants. Pour contruire le mot de Dyck, on part du mot vide. Nous choisissons
d’orienter les arbres de bas en haut, i.e. la racine est le nœud le plus bas. Si on se
déplace vers le haut et vers la gauche, la fonction Transcription Dyck (n) concatène
à droite la lettre X1 avec le mot de Dyck, si on se déplace vers le bas et vers la droite,
elle concatène la lettre X2, et elle ne fait rien dans les autres cas. Dans le cas particu-
lier de F(2)2,4 , les arbres correspondants sont représentés sur la ﬁgure .. Si nous no-
tons par des parenthèses l’opérateur binaire correspondant, nous obtenons alors res-
pectivement les parenthésages (((ab)c)d), ((a(bc))d), (a((bc)d)), (a(b(cd))) et
((ab)(cd)). Historiquement, les nombres deCatalan ont été découverts par Euler (et
X1X1X1X2X2X2 X1X1X2X1X2X2 X1X2X1X1X2X2 X1X1X2X2X1X2 X1X2X1X2X1X2
F .: Les cinq arbres binaires à trois nœuds et les mots de Dyck correspon-
dants.
son assistant Fuß) lors de l’étude de dissections de polygones réguliers en triangles
par des diagonales. Ainsi il existe Cn manières de disséquer un polygone à n+2 côtés
en triangles en tenant compte de l’orientation. La bijection entre de telles dissections
et les arbres binaires est très simple : on choisit le centre d’un côté particulier du poly-
gone disséqué qui sera la racine de l’arbre. Ce côté est aussi le côté d’un triangle et on
 Chapitre . Analogues tressés
trace deux segments joignant ce point auxmilieux des deux autres côtés, considérant
que milieu du côté à gauche (resp. à droite) de la médiane issue du point particulier
est un enfant à gauche (resp. à droite) de la racine, et on répète itérativement la procé-
dure pour chaque enfant. Le segments tracés dessinent alors directement les arbres
binaires recherchés. Pour n = 3, nous avons représenté les dissections d’un penta-
gone ainsi que les mots de Dyck correspondants sur la ﬁgure .. Ainsi, nous avons
X1X1X1X2X2X2 X1X1X2X1X2X2 X1X2X1X1X2X2 X1X1X2X2X1X2 X1X2X1X2X1X2
F .: Les cinq dissections de pentagone en triangles par des diagonales et les
mots de Dyck correspondants.
vu que nous pouvions associer à certaines tresses des mots, des chemins de Dyck,
des arbres et des dissections. Compte tenu du grand nombre d’interprétations com-
binatoires des nombres de Catalan, il est probable que l’approche tressée apporte un
regard nouveau sur certains problèmes.
Remarque . Pour α = −1, dans la représentation triviale, F(−1)k,n−2k ↦ nn−k (n−kk ). Com-
binatoirement, cela correspond au nombre de manières de sélectionner k objets non
consécutifs deux à deux parmis n objets rangés en cercle (pour n objets rangés en
ligne, il existe (n−k+1
k
) telles sélections). Cette observation a été utilisée par Kaplansky
pour démontrer une conjecture de Touchard sur le problème des ménages, voir [,
, ].
Remarque . Nous pouvons appliquer récursivement la relation (.) sur elle mê-
me pour trouver deux généralisations des formules de sommation supérieures (.)
et parallèles (.). Nous trouvons alors
F
(α)
k,(α−1)k+n =
n
∑
j=1
F
(α)↑n− j+1
k−1,(α−1)k+ jβk,n− j (.)
et
F
(α)
k,(α−1)n =
k
∑
j=0
F
(α)↑k− j+1
j,(α−1)n−1β
↑k− j
j,1 . (.)
On déﬁnit le nombre de ballots B(m, j) = m− j
m+ j(m+ jj ). Ces nombres apparaissent
dans le problème éponymequi consiste à évaluer la probabilité que, dans une élection
.. Analogues tressés 
entre deux candidats A et B, A ait constament plus de voix que B lors du dépouille-
ment, voir [, ]. En substituant k = m − 1, n = m + 1 et α = 2 dans (.), nous
obtenons
F
(2)
m−1,m+1 =
m−1
∑
j=0
F
(2)↑m− j
j,m β
↑m−1− j
j,1 (.)
qui est envoyée par la représentation triviale sur
Cn =
m−1
∑
j=0
m − j
m + j(m + jj ) = m−1∑j=0 B(m, j). (.)
Cette relation est exposée dans [] par exemple. Nous pouvons alors considérer F(2)j,m
comme un analogue tressé du nombre de ballot B(m, j).
Nous terminons ce chapitre par un tableau récapitulatif de quelques analogues
tressés utiles pour la suite.
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Deuxième partie
Tressages d’espaces de tenseurs

C
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

T ’  
However beautiful the strategy,
you should occasionally look at the
results.
Winston Churchill
Nous sommes maintenant parés pour aborder le résultat principal de cette thèse.
Dans ce chapitre, nous formalisons la notion de tressage aperçue dans le premier
chapitre. Nous déﬁnissons ensuite le problème et lui donnons une solution dont nous
étudions quelques propriétés. Comme nous le verrons, cette solution est construite
à partir d’analogues tressés déﬁnis au chapitre précédent.
. Tressages
Projeté sur le groupe symétrique, chaque membre de la relation (.) correspond
à la permutation (i, i+2) des éléments d’un ensemble {1, 2, . . . , n}. Localement, elle
envoie le sous-ensemble {i, i+1, i+2} vers {i+2, i+1, i}, et (.) correspond à l’égalité
de deux réalisations de cette transformation en termes de transpositions d’éléments
voisins. Ainsi, on peut commencer par transposer les deux premiers, puis les deux
derniers, et à nouveau les deux premiers, ou bien commencer par les deux derniers,

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puis les deux premiers et enﬁn les deux derniers. L’équation (.) est le relevé à Bn
de cette propriété qui est celle caractérisant un tressage.
Les tressages se formalisent aisément dans le langage des catégories [, ]. Soit
C une catégorie tensorielle (oumonoïdale) stricte, c’est-à-dire une catégorie Cmunie
d’un foncteur⊗∶C×C → C appelé produit tensoriel, et sans contrainte d’associativité.
Le fait d’être strict n’est pas restrictif puisque toute catégorie tensorielle est équiva-
lente à une catégorie tensorielle stricte (voir par exemple []). Nous trivialisons
simplement les contraintes d’associativité pour raccourcir les notations, mais ce qui
suit peut être prolongé aux catégories tensorielles avec contrainte d’associativité.
Notons τ∶C × C → C × C le foncteur de renversement (ﬂip) déﬁni par τ(U ,V) =(V ,U) pour tout couple d’objetsU et V de C. Dès lors, une contrainte de commuta-
tivité ϑ est un isomorphismenaturel ϑ∶ ⊗→ ⊗τ, et donc un isomorphisme fonctoriel
ϑU ,V ∶U ⊗V → V ⊗U .
Une catégorie tressée est alors une catégorie tensorielle munie d’une telle con-
trainte de commutativité, appelée tressage, qui permet la commutativité des deux
hexagones du théorème de cohérence de Mac Lane [, ]. Dans notre cas sans
contrainte d’associativité, ils se résument à des triangles :
ϑU ,V⊗W = (1V ⊗ ϑU ,W)(ϑU ,V ⊗1W) et ϑU⊗V ,W = (ϑU ,W ⊗1V)(1U ⊗ ϑV ,W), (.)
pour tous objectsU ,V etW de C. Cependant, le tressage hérite de la fonctorialité du
ﬂip, c’est-à-dire que
( ⊗ f )ϑU ,V = ϑU ′ ,V ′( f ⊗ ), (.)
pour tous morphismes f ∶U → U ′ et ∶V → V ′.
Plus particulièrement, si on spéciﬁe f = ϑU ,V ∶U⊗V → V⊗U et  = 1W ∶W →W
dans (.), on retrouve directement, à l’aide de la seconde égalité de (.), une variante
étendue de l’équation de Yang-Baxter :
(ϑV ,W ⊗1U)(1V ⊗ ϑU ,W)(ϑU ,V ⊗1W) = (1W ⊗ ϑU ,V)(ϑU ,W ⊗1V)(1U ⊗ ϑV ,W). (.)
On obtiendrait bien sûr un résultat similaire avec une prescription opposée pour f
et , et la première égalité de (.). Nous remarquons qu’il existe deux manières de
réordonner un triplet U ⊗V ⊗W enW ⊗V ⊗U à l’aide de tressages et l’égalité (.)
reﬂète précisément cette équivalence. Elle correspond en eﬀet à la commutativité du
diagramme suivant :
.. Tressages 
U ⊗ V ⊗W
U ⊗W ⊗ V
W ⊗U ⊗ V
V ⊗U ⊗W
V ⊗W ⊗U
W ⊗ V ⊗U (1W ⊗ ϑU ,V)
(ϑU ,W ⊗ 1V)
(1U ⊗ ϑV ,W)
(ϑV ,W ⊗ 1U)
(1V ⊗ ϑU ,W)
(ϑU ,V ⊗ 1W)
Deplus, ceci implique que l’isomorphismenaturel ϑV ,V est une solutionde l’équa-
tion de Yang-Baxter pour tout objet V d’une catégorie tressée. Si V est un espace
vectoriel de dimension ﬁnie, on appelle la paire (V , ϑV ,V) espace vectoriel tressé et
dans ce cas on note traditionnelement Rˆ .= ϑV ,V (voir la sous-section ..). Le propos
de ce chapitre est de construire un tressage de l’espace des tenseurs T(V) =⊕k V⊗k ,
satisfaisant (.) à partir d’une solution Rˆ de l’équation de Yang-Baxter.
.. Tressage pour un espace de tenseurs
Soit k un corps commutatif de caractéristique nulle, et V un k-espace vectoriel
tressé de dimension N et de tressage Rˆ. Ce tressage induit une représentation du
groupe des tresses Bn → Aut(V⊗n) via σi ↦ Rˆi,i+1 .= 1⊗(i−1)V ⊗ Rˆ⊗1⊗(n−i−1)V , où Rˆ agit
sur les i-ème et i + 1-ème copies de V . Cette représentation est tacite dans toute la
suite de cette thèse.
Considérons maintenant l’espace de tenseurs T(V) = ⊕k V⊗k . Nous désirons
en faire un espace tressé à l’aide du tressage Rˆ, c’est-à-dire trouver une R-matrice
R∶T(V) ⊗ T(V) → T(V) ⊗ T(V). Nous prolongeons la notation des indices des
R-matrices Rˆ à R, et nous cherchons donc un automorphisme de T(V) ⊗ T(V) tel
que, dans T(V) ⊗ T(V) ⊗ T(V),
R12R23R12 = R23R12R23, (.)
oùRi j agit sur les i-ème et j-ème copies deT(V). Nous avons vu à la section .que la
famille {βy,x}, x , y ≥ 0 forme un tressage dans la catégorie des tresses. Nous pouvons
identiﬁer les objets de cette catégorie avec les diﬀérentes puissances tensorielles de
V dans T(V), et ainsi la matrice R telle que R∣
V⊗k⊗V⊗n−k
= β
n−k ,k , 0 ≤ k ≤ n est un
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tressage de T(V). On qualiﬁe ce tressage de diagonal puisque dans ce cas
R∣
V⊗k⊗V⊗n−k
∶V⊗k ⊗ V⊗n−k → V⊗n−k ⊗ V⊗k . (.)
Nous avons l’isomorphisme canonique V⊗l ⊗ V⊗k → V⊗(l+k). Le résultat principal
de cette thèse est la construction d’un tressageR de T(V) tel que, non trivialement,
R∣
V⊗k⊗V⊗n−k
∶V⊗k ⊗ V⊗n−k → ⊕
i+ j=n
V⊗i ⊗V⊗ j . (.)
Étant donnée une base pour V , la restriction de R à⊕nk=0 V⊗k ⊗V⊗n−k est donc
une matrice carrée (n + 1)Nn ×(n + 1)Nn . Par ailleurs, nous avons T(V)⊗T(V) ≃
⊕n (⊕nk=0V⊗k ⊗V⊗n−k) et à n ﬁxé, nous adoptons pour⊕nk=0 V⊗k ⊗ V⊗n−k la base
lexicale inverse sur l’ordre des tenseurs
{V⊗n ⊗ V⊗0,V⊗n−1 ⊗ V⊗1, . . . ,V⊗0 ⊗V⊗n} .
En raisonde l’ordre arbitraire des tenseurs quenous allonsmanipuler, l’utilisation
d’indices tensoriels est rapidement rédhibitoire. Nous adoptons donc la notation sui-
vante : l’élément x i1 i2 ...ia ⊗ y j1 j2 ... jb ∈ V⊗a⊗V⊗b sera noté x
a⟩y
↑a
b⟩ . Pour être plus précis,
si nous dénotons par 1, 2, . . . , k les copies de V dans V⊗k , nous noterons x↑a
b⟩ un ten-
seur d’ordre b appartenant aux copies numérotées de 1 + a à a + b. Par convention,
x
0⟩ ∈ V
⊗0
≃ k. Dans la restriction de R à V⊗a ⊗ V⊗b , nous noterons { a bc } la sous-
matrice de taille N(a+b) ×N(a+b) agissant sur un élément de V⊗c ⊗V⊗a+b−c . Avec ces
notations, nous pouvons écrire l’action correspondant à (.)
R∣
V⊗b⊗V⊗c
∶ x i1 ...ib ⊗ y j1 ... jc ↦ b+c∑
k=0
{ b ck } i1 ...ib j1 ... jch1 ...hk l1 ... lb+c−k yh1 ...hk ⊗ x l1 ... lb+c−k
comme
R∣
V⊗b⊗V⊗c
∶ xb⟩y↑bc⟩ ↦ b+c∑
k=0
{ b ck } yk⟩x↑kb+c−k⟩ . (.)
Cependant, il se trouve, a posteriori, qu’un tel tressage pour lequel à ordre constant
tous les éléments de matrice { n− j j
k
}, 0 ≤ j, k ≤ n sont non nuls n’existe pas. Nous
nous restreignons alors à un la quête d’un tressage tel que { n− j j
k
} = 0 si k > j. Dans
un tel cas, (.) se réduit à
R∣
V⊗b⊗V⊗c
∶ xb⟩y↑bc⟩ ↦ c∑
k=0
{ b cc−k } yc−k⟩x↑c−kb+k⟩ . (.)
Par exemple,
R∣
V⊗3⊗V⊗2
∶ x
3⟩y
↑3
2⟩ ↦ { 3 22 } y2⟩x↑23⟩ + { 3 21 } y1⟩x↑14⟩ + { 3 20 } y0⟩x↑05⟩ .
.. Génèse d’une solution 
.. Relation de tresse pour un espace de tenseurs
Pour être un tressage, R doit satisfaire l’équation de Yang-Baxter, ou de manière
équivalente R∣
V⊗b⊗V⊗c
doit satisfaire l’équation (.). Avec les notations que nous ve-
nons de déﬁnir, nous sommes capables de réécrire cette relation sous forme matri-
cielle pour un espace de tenseurs.
Considérons trois tenseurs x
b⟩ , y
↑b
c⟩ , et z
↑b+c
d⟩ . L’équation (.) implique que les
deux manières de réordonner le triplet x
b⟩y
↑b
c⟩ z
↑b+c
d⟩ , à l’aide des relations de commu-
tation (.), doivent coïncider. Si nous appliquons la procédure qui commence par
permuter les deux derniers tenseurs (le membre de gauche de (.)), nous obtenons
xb⟩y
↑b
c⟩ z
↑b+c
d⟩ =
d
∑
k1=0
d−k1∑
k2=0
c+k1∑
k3=0
{ c dd−k1 }↑b{ b d−k1d−k1−k2 }{ b+k2 c+k1c+k1−k3 }↑d−k1−k2×
× zd−k1−k2⟩y↑d−k1−k2c+k1−k3⟩ x↑c+d−k2−k3b+k2+k3⟩ .
En appliquant la procédure qui commence par permuter les deux premiers tenseurs
(le membre de droite de (.)), nous obtenons alors
xb⟩y
↑b
c⟩ z
↑b+c
d⟩ =
c
∑
k′
1
=0
d
∑
k′
2
=0
d−k′2∑
k′
3
=0
{ b cc−k′1 }{ b+k′1 dd−k′2 }↑c−k′1{ c−k′1 d−k′2d−k′2−k′3 }×
× zd−k′
2
−k′
3
⟩y
↑d−k′2−k
′
3
c−k′1+k
′
3⟩
x
↑c+d−k′1−k
′
2
b+k′1+k
′
2⟩
.
Bien entendu, ces deux expressions doivent être égales. Nous réalisons alors le chan-
gement de variables de sommation i = k1+k2 = k′2+k′3 et l = k1−k3 = k′3−k′1. Cela per-
met d’égaler les termes apparaissant devant un même triplet z
d−i⟩y
↑d−i
c+l⟩ x
↑c+d−i+l
b+i−l⟩ . Les
sommes sur i et l étant alors les mêmes des deux côtés, Nous réalisons l’égalité terme
à terme pour i et l . Nous obtenons alors comme formematricielle de l’équation (.)
pour l’espace des tenseurs le système
i
∑
k=max(0,l)
{ c dd−k }↑b{ b d−kd−i }{ b+i−k c+kc+l }↑d−i =
=
min(i,c+l)
∑
k=max(0,l)
{ b cc+l−k }{ b−l+k dd−i+k }↑c+l−k{ c+l−k d−i+kd−i }, (.)
avec 0 ≤ i ≤ d et −c ≤ l ≤ i.
. Génèse d’une solution
Dans cette section, nous commençons par approcher le système (.) pour de
petites valeurs, et nous constatons quelques propriétés.
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.. Remarques préliminaires
Avant d’aller plus loin, nous ﬁxons des conventions. Le système (.) provient
du réordonnement de trois quantités tensorielles d’ordres respectifs b, c, et d, et dès-
lors implique au plus des tenseurs appartenant à V⊗(b+c+d). Soit n un nombre. Nous
choisissons alors de considérer le sous-système généré par (.) pour toutes les conﬁ-
gurations pour lesquelles b+ c+d = n et nous appellerons n l’ordre du sous-système.
Considérons maintenant le nombre d’équations générées pour un ordre donné.
Pour c et d ﬁxés, nous obtenons, à partir des valeurs possibles de i et l , (1 + d)(1 +
c+ 1
2
d) équations. Pour b+ c+d = n ﬁxé, nous générons alors (n+2)4−(n+2)2
12
nouvelles
équations, mais introduisons seulement (n+1)(n+2)
2
nouvelles variables par rapport à
l’ordre n − 1. Le système est donc hautement surdéterminé.
Avec les notations que nous avons déﬁnies, le tressage diagonal de T(V) agit sur
des vecteurs comme
x1⟩y
↑1
1⟩ ↦ β1,1y1⟩x
↑1
1⟩ ,
mais dans notre cas,
R∣
V⊗V
∶ x1⟩y↑11⟩ ↦ { 1 11 } y1⟩x↑11⟩ + { 1 10 } y0⟩x2⟩ ,
et nous imposons alors par cohérence avec le tressage diagonal
{ 1 11 } ∝ β1,1.
Nous verrons dans la section suivante que cette prescription est tout-à-fait générale.
En raison de la forme des relations de commutation (.), nous sommes amenés à
considérer un tressage de T(V) comme une représentation de l’algèbre de groupe
kB∞. Le fait que cette algèbre soit une algèbre à division nous a alors permis de sim-
pliﬁer certaines équations de (.) et ainsi conjecturer une solution.
.. Étude du système aux petits ordres
Dans cette sous section, nous approchons le système aux petits ordres. Nous
avons porté en annexe l’integralité des équations du système jusqu’à l’ordre .
... Ordre 0
Le sous-système n’est constitué que d’une équation triviale { 0 00 }{ 0 00 }{ 0 00 } ={ 0 00 }{ 0 00 }{ 0 00 }. Nous sommes donc libres de ﬁxer la valeur
{ 0 00 } = q˙
.. Génèse d’une solution 
... Ordre 1
Il y a, à cet ordre, six équations et trois nouvelles inconnues. Une d’elles dépend
de la valeur des deux autres qui restent sans contraintes. Les deux inconnues libres
sont { 0 11 } et { 1 00 } et nous choisissons, pour simpliﬁer a posteriori,
{ 0 11 } = q˙2p↑ and { 1 00 } = q˙2p↓.
L’inconnue restante ne l’est alors plus car le système impose que
{ 0 10 } = q˙ (1 − q˙−2{ 1 00 }{ 0 11 }) . (.)
Nous cherchons ici une solution où tous les éléments { x yz } apparaissant dans le
tressage (.) sont non nuls et nous ajoutons donc « à la main» la condition q˙2 ≠ p
↑
p
↓
.
Pour résumer nous avons jusque ici
{ 0 00 } = q˙, { 0 10 } = q˙(1 − q˙2p↑p↓), { 0 11 } = q˙2p↑, { 1 00 } = q˙2p↓.
Nous pouvons d’ores et déjà donner l’expression de { 0 nn } à tout ordre. En sub-
stituant b = c = 0, d = n > 0 et i = l = 1 dans (.), nous obtenons la relation
q˙p↑{ 0 nn−1 }{ 0 n−1n−1 } = { 0 nn }{ 0 nn−1 }. (.)
Nous avons { 0 11 } = q˙2p↑ et par induction { 0 n−1n−1 } commute avec { 0 nn−1 }. L’équa-
tion (.) peut alors être simpliﬁée des deux côtés par le terme présupposé non nul{ 0 nn−1 } pour obtenir { 0 nn } = q˙p↑{ 0 n−1n−1 } et donc
{ 0 nn } = qn+1pn↑ . (.)
De la mêmemanière, substituer b = d = i = 0, c = n > 0 et l = −1 permet d’exprimer
{ n 00 } = qn+1pn↓ . (.)
... Ordre 
À partir de maintenant, nous ne considérons qu’un sous-ensemble d’équations
nécessaires à la déﬁnition des nouvelles variables. Nous faisons l’hypothèse (qui sera
conﬁrmée par la suite) que les équations omises n’apportent pas d’information sup-
plémentaire sur les inconnues.
Nous avons, à cet ordre, la relation importante
{ 1 11 }{ 1 11 }↑1{ 1 11 } = { 1 11 }↑1{ 1 11 }{ 1 11 }↑1
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qui n’est autre que l’équation de Yang-Baxter. La prescription réalisée plus haut est
donc générale et dans kB+2 , nous choisissons de normaliser a posteriori le système
en posant { 1 11 } = q˙3p↑p↓β1,1. Les éléments { 0 22 } et { 2 00 } étant déﬁnis par (.) et
(.), il reste alors trois inconnues. À cet ordre, elle commutent toutes et l’équation
q˙3p↑p↓(1 − q˙2p↑p↓){ 0 21 }β1,1 + { 0 20 }{ 0 21 } = q˙(1 − q˙2p↑p↓){ 0 21 }
peut être simpliﬁée des deux côtés par { 0 21 } pour obtenir
{ 0 20 } = q˙(1 − q˙2p↑p↓)(1 − q˙2p↑p↓β1,1).
Il reste alors deux inconnues, mais les équations restantes ne les déﬁnissent pas
individuellement. Elles déﬁnissent en revanche leur produit { 1 10 }{ 0 21 } ∶
{ 1 10 }{ 0 21 } = q˙4p↑p↓(1 − q˙2p↑p↓)(1 − q˙2p↑p↓β1,1)(1 + β1,1). (.)
Une étude exhaustive des petits ordres montre qu’il n’existe pas, ni à cet ordre, ni
aux suivants, de relation permettant de ﬁxer une factorisation pour ce produit. Nous
sommes ainsi libres de choisir n’importe quelle expression compatible avec (.)
pour { 1 10 } et { 0 21 }. Pour la suite, nous faisons le choix
{ 1 10 } = q˙2p↓(1 − q˙2p↑p↓β1,1) et { 0 21 } = q˙2p↑(1 + β1,1)(1 − q˙2p↑p↓),
les autres possibilités étant étudiées dans la section ..
... Ordre 3
À cet ordre, nous découvrons une structure initiée à l’ordre 2 et qui se perpétue
à tous les ordres : à l’aide d’éléments d’ordres inférieurs, nous pouvons exprimer la
plupart des inconnues, dans le cas présent,
{ 0 33 } = q˙4p3↑, { 1 22 } = q˙4p2↑p↓β2,1, { 2 11 } = q˙4p1↑p2↓β1,2, { 3 00 } = q˙4p3↓,
et { 1 21 } = q˙3p↑p↓(1 + β↑11,1)β1,1(1 − q˙2p↑p↓β↑11,1).
Il reste alors un ensemble de variables dont l’expression dépend d’un choix pour
la factorisation du produit
{ 2 10 }{ 0 32 } = q˙6p2↑p2↓(1 − q˙2p↑p↓)(1 − q˙2p↑p↓β1,2)(1 + β↑21,1 + β2,1).
Comme à l’ordre précédent, il n’y a pas de relations supplémentaires ni à cet ordre,
ni aux suivants, pour ﬁxer une factorisation. Nous choisissons alors
{ 2 10 } = q˙3p2↓(1 − q˙2p↑p↓β1,2) et { 0 32 } = q˙3p2↑(1 + β↑21,1 + β2,1)(1 − q˙2p↑p↓).
.. Génèse d’une solution 
Une fois ce choix fait, nous pouvons exprimer les trois inconnues restantes dont
l’expression dépend des valeurs individuelles de { 2 10 } et { 0 32 } :
{ 1 20 } = q˙2p↓(1 − q˙2p↑p↓β1,1)(1 − q˙2p↑p↓β1,2),
{ 0 31 } = q˙2p↑(1 + β1,1 + β1,2)(1 − q˙2p↑p↓)(1 − q˙2p↑p↓β↑11,1),
et { 0 30 } = q˙(1 − q˙2p↑p↓)(1 − q˙2p↑p↓β1,1)(1 − q˙2p↑p↓β1,2).
Le fait que { 0 22 } ait pu être exprimé directement à l’ordre 2 vient de la commutativité
de B2. Cette propriété disparaît à partir de l’ordre 3. Nous verrons toutefois dans
la section . que cet élément n’est pas sensible au choix de factorisation, mais sa
détermination à l’aide des équations (.) exige la connaissance explicite d’éléments
qui en dépendent.
... Ordres supérieurs
À l’ordre 4, presque toutes les inconnues sont déterminées à partir d’éléments
d’ordres inférieurs. Toutefois, l’expression des éléments { 3 10 }, { 2 20 }, { 1 30 }, { 0 40 },{ 0 41 }, { 0 42 } et { 0 43 } dépend à nouveau d’un choix de factorisation pour le produit{ 3 10 }{ 0 43 } dont la valeur est parfaitement déterminée à partir d’élément d’ordres
inférieurs.
Comme nous l’avons déjà mentionné, le système (.) est très largement surdé-
terminé. Aux petits ordres, nous avons réussi à trouver une solution, et nous avons
observé qu’une grande partie des équations générées était redondante. Nous faisons
donc l’hypothèse qu’une solution existe et que la structure préssentie aux petits ordres
se propage pour tout n. Nous avons alors extrait de (.) un sous-système minimal
qui, par hypothèse, fournit toute l’information encodée dans (.) et suﬃt donc à
déterminer une solution à tout ordre. Comme nous l’avons remarqué, il existe deux
types d’équations : celles déﬁnissant univoquement les nouveaux éléments à l’aide
d’éléments d’ordres inférieurs (les éléments entourés de la ﬁgure .), et celles expri-
mant des relations entre éléments du même ordre (les éléments de la ﬁgure . liés
par des ﬂèches) et qui permet leur détermination explicite dès lors qu’un choix de
factorisation est eﬀectué pour l’expression du produit { n−1 10 }{ 0 nn−1 } (voir section
.). Ce dernier cas concerne à l’ordre n l’ensemble
An = {{ n−1 10 }, { n−2 20 }, . . . , { 1 n−10 }} ∪ {{ 0 nn−1 }, { 0 nn−2 }, . . . , { 0 n1 }} ∪ {{ 0 n0 }}
Le sous-système sus-mentionné est alors séparé en deux parties. La première est
composée de trois équations formelles diﬀérentes et permet de déﬁnir explicitement
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{ 0 00 }
{ 0 10 } { 0 11 }
{ 1 00 }
{ 0 30 } { 0 31 }
{ 1 20 }
{ 0 32 }
{ 1 21 }
{ 2 10 }
{ 3 00 }
{ 1 22 }
{ 0 33 }
{ 2 11 }
{ 0 20 } { 0 21 }
{ 1 10 }
{ 0 22 }
{ 1 11 }
{ 2 00 }
F .: Les éléments de matrice non-nuls du tressage recherché dans la base
lexicale inverse ordre par ordre et leur détermination : les éléments avec hachures
obliques simples sont les paramètres libres de la solution, ceux avec hachures croi-
sées obliques sont des éléments dont on ne connait que l’expression de leur produit,
ceux entourés d’un trait pointillé dépendent d’un choix de factorisation du produit
des éléments croisés obliques du même ordre, et les éléments restant sont détermi-
nées univoquement à partir d’éléments du même ordre ou d’ordres inférieurs.
le premier groupe d’inconnues, celles entourées dans la ﬁgure . :
{ 0 n−ω1n−ω1−1 }↑ω1{ ω1 n−ω1−1n−ω1−1 }{ ω1 11 }↑n−1−ω1 =
= { ω1 00 }{ ω1 n−ω1n−ω1 }{ 0 n−ω1n−ω1−1 }, (.)
{ 1 ω2−1ω2−1 }↑n−ω2{ n−ω2 ω2−1ω2−1 }{ n−ω2 10 }↑ω2−1 =
= { n−ω2 10 }{ n−ω2+1 ω2−1ω2−1 }{ 0 ω2−1ω2−1 }, (.)
ω4∑
k=0
{ 0 n−ω3n−ω3−k }↑ω3{ ω3 n−ω3−kn−ω3−ω4 }{ ω3+ω4−k k0 }↑n−ω3−ω4 =
= { ω3 00 }{ ω3 n−ω3n−ω3−ω4 }{ 0 n−ω3−ω4n−ω3−ω4 }, (.)
.. Twist 
avec 0 ≤ ω1 ≤ n − 2, 1 ≤ ω2 ≤ 2, 1 ≤ ω3 ≤ n − 2 et 1 ≤ ω4 ≤ n − ω3 − 1.
La seconde partie est aussi séparée en trois équations formelles qui lient les in-
connues restantes à l’ordre n :
ω5∑
k=0
{ 0 ω5ω5−k }↑n−ω5{ n−ω5 ω5−k0 }{ n−k k0 } = q˙{ n−ω5 00 }{ n−ω5 ω50 }, (.)
1
∑
k=0
{ n−1 11−k }{ 0 1−k0 }{ 1−k n−1+kn−1 } = 1∑
k=0
{ 0 n−1n−1−k }{ k 1k }↑n−1−k{ n−1−k k0 }, (.)
ω6∑
k=0
{ 0 nn−k }{ 0 n−kn−ω6 }{ ω6−k k0 }↑n−ω6 = q˙{ 0 nn−ω6 }{ 0 n−ω6n−ω6 }, (.)
avec 2 ≤ ω5 ≤ n − 1 et 2 ≤ ω6 ≤ n (les plages ne sont pas symétriques puisque le
cas ω5 = n mène à la même équation que ω6 = n). Ce sous-système n’est bien sûr
ni unique ni canonique. Il semble toutefois donner les équations les plus simples. À
l’aide de ce dernier, nous sommes parvenus à conjecturer une solution à tout ordre.
. Twist
Nous venons de voir qu’une solution au système (.) semble exister. Supposons
donc que nous ayons un tressageR∶T(V)⊗2 → T(V)⊗2 et F un autre tressage, inver-
sible, de T(V) tel que
R12F23F12 = F23F12R23 et R23F12F23 = F12F23R12, (.)
alors
F23F12F23 ⋅R12R23R12 = F12F23F12 ⋅R23R12R23, (.)
mais le membre de gauche de cette équation est égal à
F23F12F23 ⋅R12R23R12 = F23R23F12F23R23R12
= F23R23F
−1
23F23F12F23R23R12
= F23R23F
−1
23F12F23F12R23R12
= F23R23F
−1
23F12R12F23F12R12
= F23R23F
−1
23F12R12F
−1
12F12F23F12R12
= F23R23F
−1
23F12R12F
−1
12F23F12F23R12
= F23R23F
−1
23F12R12F
−1
12F23R23F
−1
23 ⋅ F23F12F23.
et le membre de droite de (.) est obtenu par la substitution des indices 12 ↔ 23.
Nous en déduisons que si R et F sont deux solutions de l’équation de Yang-Baxter
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{ 1 n−1n−2 } {
1 n−1
n−1 }
⋯
{ 0 n
0
}
{ 1 n−1
0
}
{ 2 n−20 }
{ n−2 20 }
{ n−1 1
0
}
{ n 00 }
{ 0 n
1
} { 0 n
2
} { 0 nn−2 } {
0 n
n−1 }
{ 1 n−1
1
} { 1 n−1
2
}
{ 2 n−2
1
}
{ n−2 2
1
}
{ n−1 1
1
}
{ 2 n−2n−2 }
⋯
⋯
⋮ ⋮
{ 0 nn }
{ n−2 2
2
}
{ 2 n−2
2
}
⋮ . . .
(.)
(.)
(.)
(.)
(.)
(.)
(.)
(.)
(.)(.)(.)(.)(.)
F .: L’ensemble des éléments apparaissant à l’ordre n ainsi que les équations
qui permettent leur détermination.
satisfaisant (.), alors FRF−1 est aussi une solution de l’équation de Yang-Baxter,
appelée twist de la solution R par F. Nous allons, grâce à cette procédure, absorber
un degré de liberté du tressage tensoriel, plus précisément fusionner les dépendances
en p
↑
et en p
↓
en une seule.
Considérons donc un twist diagonal F tel que
F∶ xb⟩y↑bc⟩ ↦ µb,c Pb,c yc⟩x↑cb⟩ ,
où µb,c ∈ k et Pb,c est l’opérateur de ﬂip V⊗b⊗V⊗c → V⊗c⊗V⊗b . Cet opérateur satis-
fait naturellement l’équation de Yang-Baxter. Pour qu’il soit un twist, F soit satisfaire
.. Twist 
les équations (.) qui se traduisent respectivement sur ses éléments de matrice F,
comme
c
∑
=0
{ b c }F↑b+c−,dF,dzd⟩y↑d⟩x↑d+b+c−⟩ = c∑
=0
F↑b
c,d
Fb,d{ b c }↑dzd⟩y↑d⟩x↑d+b+c−⟩
et
d
∑
h=0
{ c dh }↑bFb,hF↑hb,c+d−hzh⟩y↑hc+d−h⟩x↑c+db⟩ = d∑
h=0
Fb,cF
↑c
b,d
{ c dh }zh⟩y↑hc+d−h⟩x↑c+db⟩
soit, après quasi-commutation des éléments de R avec les ﬂips,
µb+c−,d µ,d = µb,dµc,d , 0 ≤  ≤ c, (.)
et
µb,hµb,c+d−h = µb,cµb,d , 0 ≤ h ≤ d . (.)
En posant b = 0, c = x + 1 et  = 1 dans (.), nous trouvons µx,dµ1,d = µ0,dµx+1,d
soit
µx,d = µ
x
1,dµ
−(x−1)
0,d
, (.)
et en posant c = 0, d = y + 1 et h = 1 dans (.), µb,1µb,y = µb,0µb,y+1 soit
µb,y = µ
y
b,1µ
−(y−1)
b,0 . (.)
En substituant (.) dans (.), nous obtenons ﬁnalement
µx,y =
µxy11 µ
(x−1)(y−1)
00
µ(x−1)y01 µ
x(y−1)
10
,
avec les paramètres libres µ00, µ11, µ01 et µ10. Lors du twist R → (FRF−1)21 (la per-
mutation ﬁnale sert à rétablir la triangularité originale), les éléments de matrice de
R sont aﬀectés de telle sorte que
{ x yz } → µy,xµ−1x+y−z,z{ x yz } = µ(x−z)(y−z) (µ01µ10)
x−z { x yz } (.)
où µ = µ11µ00
µ10µ01
. En particulier, nous avons
{ 0 11 } → µ10µ01{ 0 11 } et { 1 00 } → µ01µ10{ 1 00 } (.)
et nous pouvons proﬁter de la liberté sur µ01 et µ10 pour avoir, après twist, { 0 11 } ={ 1 00 }. L’égalité est réalisée si µ210 = p↓p↑ µ201. Nous faisons le choix µ10 =
√
p↓
p↑
µ01 et
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µ = 1. Déﬁnissons q = q˙−1
√
p
↑
−1p
↓
−1. Nous multiplions alors le twist de la solution
par qq˙−1. Ce faisant, nous considérons alors la solution q˙−2
√
p
↑
−1p
↓
−1(FRF−1)21 en
notant q la valeur de { 0 00 }. Cette solution est celle que nous aurions obtenue en
posant { 0 00 } = q, { 0 11 } = { 1 00 } = q2 et { 1 11 } = q3β1,1 (c’est-à-dire en posant
p
↑
= p
↓
= 1 dans la sous-section .), mais nous venons de voir qu’elle est équivalente,
à un twist près, à la solution esquissée dans la sous-section précédente, et nous nous
plaçons donc dans ce cas de ﬁguire par la suite.
. Solution
Nous sommesmaintenant en mesure d’écrire une solution pour le système (.) :
Proposition . Déﬁnissons aΠ
b
.
= aΠ(q2)
b
, alors les éléments
{ x yz } = q(1+x+z) ⋅Ш↑xz,y−z ⋅ βz,x ⋅ xΠ↑zy−z (.)
avec q2 ≠ 1 et 0 ≤ z ≤ y sont non-nuls et forment une solution dans kB+∞ de (.).
Démonstration. Notons tout d’abord que puisque q−2 ≠ 1, Π1 = (1 − q2) ≠ 0. Cette
restriction sur les valeurs possibles de q assure qu’un symbole de Pochhammer tressé
n’annule pas l’expression présentée. La restriction sur z implique quant à elle que les
battages sont non-nuls. Puisque le groupe des tresses est libre de torsion et que les
éléments déﬁnis par (.) sont des polynômes en les générateurs de B+∞, ils sont
non-nuls.
La preuve consiste alors simplement à injecter l’Ansatz (.) dans le système
(.) pour vériﬁer sa validité. Puisque les termes générés sont assez longs, nous trai-
terons, par commodité, chaque côté du système de manière séparée. Ainsi, nous no-
terons respectivement (.L) et (.R) les côtés gauche et droit du système (.) dans
lequel on a injecté l’Ansatz (.), et nous devons donc vériﬁer que (.L) = (.R).
Plus précisement, nous avons
(.L) = i∑
k=max(0,l)
q(1+c+d−k)+(1+b+d−i)+(1+b+(i−k)+c+l)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
(qL)
×
×Ш↑c+b
d−k,kβ
↑b
d−k,c ⋅ cΠ↑b+d−kk ⋅Ш↑bd−i,i−kβd−i ,b ⋅ bΠ↑d−ii−k ××Ш↑b+d−k
c+l ,k−l β
↑d−i
c+l ,b+(i−k) ⋅ b+i−kΠ↑c+d−(i−l)k−l , (.)
.. Solution 
et
(.R) = min(i,c+l)∑
k=max(0,l)
q(1+b+c−(k−l))+(1+b+(k−l)+d−(i−k))+(1+c−(k−l)+d−i)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
(qR)
×
×Ш↑b
c−(k−l),k−l βc−(k−l),b ⋅ bΠ↑c−(k−l)k−l ⋅Ш↑b+cd−(i−k),i−kβ↑c−(k−l)d−(i−k),b+(k−l)×× b+k−lΠ↑c+d−(i−l)
i−k ⋅Ш↑c−(k−l)d−i,k βd−i ,c−(k−l) ⋅ c−(k−l)Π↑d−ik . (.)
Nous allons maintenant procéder à de nombreux réarrangements. Notons tout
d’abord que le second symbole de Pochhammer de (.L) peut être déplacé et réécrit
à gauche du dernier symbole de Pochhammer. Ce faisant, il commute à distance avec
tous les termes qu’il rencontre sauf β↑d−i
c+l ,b+(i−k) avec lequel il quasi-commute en vertu
de (.) :
bΠ↑d−i
i−k β
↑d−i
c+l ,b+(i−k) = β
↑d−i
c+l ,b+(i−k)
bΠ↑c+d−(i−l)
i−k .
Par déﬁnition même, ce symbole peut être fusionné avec le suivant :
bΠ↑c+d−(i−l)
i−k ⋅ b+i−kΠ↑c+d−(i−l)k−l = bΠ↑c+d−(i−l)i−l .
Le même phénomène se produit avec les premiers et seconds symboles de Pochham-
mer de (.R) et mène au même symbole fusionné, indépendant de l’indice de som-
mation k. De plus, ce nouveau symbole de Pochhammer qui apparaît à la position
du second commute à distance avec tous les termes à sa droite et peut être réécrit à la
même position que dans le membre de gauche. Puisque ces symboles ne dépendent
pas de l’indice de sommation et que l’identité sied dans une algèbre à division, on
peut simpliﬁer de ce symbole (.L) et (.R) à droite. Nous renommons ces deux
membres simpliﬁés (.L)′ et (.R)′.
Dans (.L)′ on réalise les factorisations suivantes :
β↑b
d−k,c = β
↑b
d−i ,cβ
↑b+d−i
(i−k),c et β
↑d−i
c+l ,b+(i−k) = β
↑b+d−i
c+l ,(i−k)β
↑d−i
c+l ,b
Notons que le symbole de Pochhammer restant commute à distance avec tous les
termes à droite jusqu’à la gauche du dernier battage. Ainsi, en utilisant (.), on
peut facilement vériﬁer que les termes de (.L)′ compris entre le monôme en q et
ce symbole de Pochhammer sont
Ш↑c+b
d−k,kβ
↑b
d−i ,cβ
↑b+d−i
(i−k),cШ
↑b
d−i,i−kβd−i ,b =Ш
↑c+b
d−k,kШ
↑c+b
d−i,i−kβ
↑b
d−i ,cβd−i ,bβ
↑b+d−i
(i−k),c .
Les deux battages se factorisent de manière diﬀérente à l’aide de (.) :
Ш↑c+b
d−k,kШ
↑c+b
d−i,i−k =Ш
↑c+b
d−i,i−k,k =Ш
↑c+b
d−i,iШ
↑c+b+d−i
i−k,k ,
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et on obtient
(.L)′ = i∑
k=max(0,l)
(qL) ⋅Ш↑b+c
d−i,iβd−i ,b+c ⋅Ш↑c+b+d−ii−k,k β↑b+d−i(i−k),c×
× cΠ↑b+d−k
k
⋅Ш↑b+d−k
c+l ,k−l β
↑b+d−i
c+l ,i−k ⋅ β↑d−ic+l ,b (.)
Le traitement de (.R)′ demande un peu plus de travail. Les termes entre le
premier battage et le dernier symbole de Pochhammer sont, en vertu de (.) et
(.),
βc−(k−l),bШ
↑b+c
d−(i−k),i−k ⋅ β↑c−(k−l)d−(i−k),b+(k−l)Ш↑c−(k−l)d−i,k βd−i ,c−(k−l) =
=Ш↑b+cd−i,k,i−kβc−(k−l),bβ
↑c−(k−l)
d−(i−k),b+(k−l)βd−i ,c−(k−l) , (.)
mais, concordement à (.) et (.),
β↑c−(k−l)
d−(i−k),b+(k−l) = β
↑b+c−(k−l)
d−i ,(k−l) β
↑c−(k−l)
d−i ,b β
↑b+c+d−(i+k−l)
k,k−l β
↑c+d−(i+k−l)
k,b
(.)
et ainsi
βc−(k−l),bβ
↑c−(k−l)
d−(i−k),b+(k−l)βd−i ,c−(k−l) =
(.)
= βc−(k−l),b [β↑b+c−(k−l)d−i ,k−l β↑c−(k−l)d−i ,b β↑b+c+d−(i+k−l)k,k−l β↑c+d−(i+k−l)k,b ] βd−i ,c−(k−l)
(.)(.)
= [β↑b+c−(k−l)
d−i ,k−l βc−(k−l),b] β↑c−(k−l)d−i ,b [βd−i ,c−(k−l)β↑b+c+d−(i+k−l)k,k−l β↑c+d−(i+k−l)k,b ]
(.)
= β↑b+c−(k−l)
d−i ,k−l [β↑bd−i ,c−(k−l)βd−i ,bβ↑d−ic−(k−l),b] β↑b+c+d−(i+k−l)k,k−l β↑c+d−(i+k−l)k,b
(.)(.)
= [β↑b
d−i ,c] βd−i ,b [β↑b+c+d−(i+k−l)k,k−l β↑d−ic−(k−l),b] β↑c+d−(i+k−l)k,b
(.)(.)
= [βd−i ,b+c] β↑b+c+d−(i+k−l)k,(k−l) [β↑d−ic+l ,b] .
Remarquons que l’on peut utiliser (.) pour faire quasi-commuter le dernier fac-
teur de cette expression avec le symbole de Pochhammer qui lui succède dans (.R)′.
Pour ﬁnir, nous pouvons factoriser le multi-battage de (.) comme
Ш↑b+c
d−i,k,i−k =Ш
↑b+c
d−i,iШ
↑b+c+d−i
k,i−k
et ainsi réécrire (.R)′ sous la forme
(.R)′ = min(i,c+l)∑
k=max(0,l)
(qR) ⋅Ш↑b+c
d−i,iβd−i ,b+c ⋅Ш↑b+d−ic−(k−l),k−lШ↑b+c+d−ik,i−k ×
× β↑b+c+d−(i+k−l)
k,(k−l) ⋅ c−(k−l)Π↑b+d−ik ⋅ β↑d−ic+l ,b . (.)
.. Solution 
Il est alors immédiat de constater que les deux premiers termes suivant le monôme
en q dans (.) et (.), tout comme les derniers, sont les même et ne dépendent pas
de l’indice de sommation k. Comme précédemment, on réalise la simpliﬁcation par
ces trois termes. Nous remarquons alors que les termes restant alors dans les deux ex-
pressions sont tous décalés d’aumoins (b+d− i) positions. La relation (.) = (.)
reste vraie si on la ramène en première position. On réalise donc la simpliﬁcation par
les trois éléments énoncée, puis le décalage en première position aﬁn de simpliﬁer la
notation, et nous renommons le résultat (.L)′′ et (.R)′′.
Il est maintenant temps de développer les symboles de Pochhammer tressés à
l’aide du théorème binomial (.). Celui de (.L)′′ donne
cΠ↑(i−k)k =
k
∑
j=0
(−1) jq2 j ⋅Ш↑c+(i−k)j,k− j β↑(i−k)j,c ∆↑(i−k)j .
et on incorpore le monôme en q dans (qL) pour obtenir
(qL)′ = q3+2(b+c+d)−2k+l+2 j .
De l’autre côté, le symbole de Pochhammer restant dans (.R)′′ est
c−(k−l)Πk =
k
∑
j=0
(−1) jq2 jШ↑c−(k−l)
j,k− j β j,(c−(k−l))∆ j,
et rajouter le monôme en q dans (qR) donne ici
(qR)′ = q3+2(b+c+d)−2i+l+2 j . (.)
Nous allons maintenant réarranger les éléments générés par le developpement des
symboles de Pochhammer dans leurs membres respectif. Avant cela, nous remar-
quons que tous les battages en jeu sont non-nuls exactement à l’intérieur des plages
de sommation. Nous allons donc, pour alléger la notation, omettre les bornes des in-
dices de sommation et laisser les battagesmaintenir cette information et commander
ces sommes. Concernant (.L)′′, nous avons
(.L)′′ = ∑
k, j
(−1) j(qL)′ ⋅ Ш↑c
i−k,kβi−k,cШ
↑c+(i−k)
j,k− j β
↑(i−k)
j,c ∆
↑(i−k)
j ⋅ Ш↑(i−k)c+l ,k−l βc+l ,i−k .
(.)
Puisque le second battage commute à distance avec les éléments qui le précède, nous
pouvons, à l’aide de (.), factoriser
Ш↑c
i−k,kШ
↑c+(i−k)
j,k− j =Ш
↑c
i−k, j,k− j =Ш
↑c
j+i−k,k− jШ
↑c
i−k, j .
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De plus, nous avons, en vertu de (.),
βi−k ,cβ
↑(i−k)
j,c = β j+i−k ,c .
Le nouveau deuxième battage quasi-commute avec cet élément, concordement à
(.) et nous pouvons alors réécrire
(.L)′′ =∑
k, j
(−1) j(qL)′ ⋅Ш↑c
j+i−k,k− jβ j+i−k ,cШi−k, j∆
↑(i−k)
j Ш
↑(i−k)
c+l ,k−l βc+l ,i−k . (.)
Par commodité pour la suite, on réalise le changement de variables de sommation
j = j′− i + k et k = i − k′, et nous notons (qL)′′ l’image de (qL)′ sous ce changement.
Alors
(.L)′′ = ∑
k′ , j′
(−1) j′−k′(qL)′′ ⋅Ш↑cj′ ,i− j′β j′ ,cШk′ , j′−k′∆↑k′j′−k′Ш↑k′c+l ,i−k′−lβc+l ,k′ . (.)
De l’autre côté, nous avons
(.R)′′ =∑
k, j
(−1) j(qR)′ ⋅Шc−(k−l),k−lШ↑ck,i−kβ↑c−(k−l)k,k−l Ш↑c−(k−l)j,k− j β j,(c−(k−l))∆ j. (.)
Comme précédemment, nous déplaçons le troisième battage à droite du second en
le faisant quasi-commuter à gauche en vertu de (.), et alors
Ш↑c
k,i−kШ
↑c
j,k− j =Ш
↑c
j,k− j,i−k =Ш
↑c
j,i− jШ
↑c+ j
k− j,i−k .
Notons par ailleurs que
β↑c−(k−l)
k,k−l β j,(c−(k−l))
(.)
= [β↑c−(k−l)
j,k−l β
↑c−(k− j−l)
k− j,k−l ] β j,(c−(k−l))
(.)
= β↑c−(k−l)
j,k−l [β j,(c−(k−l))β↑c−(k− j−l)k− j,k−l ]
(.)
= [β j,c] β↑c−(k− j−l)k− j,k−l .
(.)
Ainsi, nous pouvons réécrire
(.R)′′ =∑
k, j
(−1) j(qR)′Ш↑cj,i− jβ j,cШ↑ jc−(k−l),k−lШ↑c+ jk− j,i−kβ↑c−(k− j−l)(k− j),(k−l)∆ j. (.)
Nous avons vu dans (.) que le monôme en q ne dépend pas de l’indice de som-
mation k. Nous pouvons alors réaliser la somme sur k comme une convolution de
Vandermonde et réécrire à l’aide de (.)
∑
k
Ш↑ j
c−(k−l),k−lШ
↑c+ j
k− j,i−kβ
↑c−(k− j−l)
k− j,k−l =Ш
↑ j
c+l− j,i−l , (.)
.. Unicité de la solution 
soit, en quasi-commutant et en fusionnant à l’aide de (.),
(.R)′′ =∑
j
(−1) j(qR)′ ⋅Ш↑cj,i− jβ j,c∆ jШ↑ jc+l− j,i−l . (.)
L’égalité entre (.) et (.) peut être considérée comme une égalité entre des
polynômes en q à coeﬃcients dans kB+∞, et doit donc être réalisée à puissance de q
identique. Le changement de variables eﬀectué plus haut pour obtenir (.) implique
alors que l’égalité doit être réalisée pour chaque j′ = j, et nous nous sommes donc
ramenés à vériﬁer que
∑
k
(−1)kШk, j−k∆↑kj−kШ↑kc+l ,i−l−kβc+l ,k = ∆ jШ↑ jc+l− j,i−l . (.)
En vertu de la proposition , cette relation est vraie, et ainsi (.) est bien une solu-
tion de (.).
. Unicité de la solution
Nous allons maintenant discuter de l’unicité de la solution (.). Nous avons
trouvé cette solution en resolvant les petits ordres du système (.) et en conjectu-
rant une forme générale qui est, comme nous venons de le voir, bel et bien un tres-
sage. Aux petits ordres, nous avons fait trois observations : la première est que les
équations générées à l’ordre n n’apportent pas de nouvelle information sur les va-
riables d’ordres strictement plus petits. Cela a permis de résoudre le système ordres
par ordres, avec l’espoir qu’aucune information contradictoire (ou supplémentaire
et compatible, cf. infra) n’apparaisse aux ordres suivants. Le fait que (.) soit bien
un tressage conﬁrme cette hypothèse.
La seconde observation concerne les degrés de liberté d’une solution.Nous avions
quatre variables possédant des degrés de liberté, précisément { 0 00 }, { 0 11 }, { 1 00 } et{ 1 11 }. Cette dernière doit satisfaire l’équation de Yang-Baxter, et nous sommes libres
de choisir toute solution inversible. Nous imposons que tous les éléments dematrice
générés soient non nuls, et cela implique une relation supplémentaire sur les trois élé-
ments restants (voir la déﬁnition (.) de l’élémént { 0 10 }). Cependant, nous avons
absorbé la dépendance de la solution en { 0 11 } et { 1 00 } à l’aide d’un twist et d’un
redimensionnement (cf. section .) et la non nullité de { 0 10 } est alors simplement
équivalente à { 0 00 }2 ≠ 1.
La troisième observation concerne le dernier degré de liberté du système. Nous
avons remarqué qu’à l’ordre n, presque toutes les inconnues étaient déﬁnies à l’aide
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de variables d’ordres inférieurs. Seul l’ensemble
An={{ n−1 10 }, { n−2 20 }, . . . , { 1 n−10 }} ∪ {{ 0 nn−1 }, { 0 nn−2 }, . . . , { 0 n1 }} ∪ {{ 0 n0 }}
requiert une attention particulière. Le système (.) fournit des relations liant les in-
connues des sous-ensembles présentés deAn et déﬁnir un élément dans chaque sous
ensemble permet de déﬁnir la totalité du sous-ensemble. L’élément { 0 n0 } est à part
car il peut aussi bien appartenir au premier sous-ensemble qu’au second. Le système
fournit aussi une expression faite d’éléments d’ordres inférieurs ou déjà déﬁnis pour
le produit { n−1 10 }{ 0 nn−1 }, mais n’indique aucune prescription particulière pour sa
factorisation. Ainsi, la valeur prise par le sous-ensembleAn dépend d’un choix pour
la factorisation du produit { n−1 10 }{ 0 nn−1 }. C’est le dernier degré de liberté restant
pour la solution et il se présente à tout ordre strictement supérieur à un.
.. Changement de variables
À l’ordre 2, les éléments { 2 01 } et { 1 10 } commutent (ils appartiennent à kB+2 qui
est abélienne) et nous reportons la discussion sur cette propriété à la sous-section
suivante. Ormis ce fait, rien (excepté la polynomialité de la solution) ne nous em-
pêche de choisir { 2 01 } = 1 et d’assigner le reste du produit (voir (.)) à { 1 10 }.
Puisque les variables à l’ordre 3 sont déﬁnies à l’aide de variables d’ordre 2 (etmoins).
Ainsi, ce choix particulier aura un eﬀet sur les éléments d’ordre 3 et supérieurs. De
plus, à l’ordre 3, nous avons aussi une liberté pour factoriser le produit { 2 10 }{ 0 32 }
dont l’expression est par ailleurs dépendante du choix eﬀectué à l’ordre précédent.
Cela semble mener à une inﬁnité de solutions, mais nous allons voir qu’elles corres-
pondent simplement à l’expression de (.) dans des bases diﬀérentes.
Proposition . Soit un ensemble d’éléments inversibles {W(k) ∈ kBk}nk=0. Si les élé-
ments de matrice { x yz }, x + y ≤ n sont une solution du système (.) jusqu’à l’ordre
n, alors { x yz }′ =W(x)W(y)↑x{ x yz }W(z)−1W(x + y − z)−1↑z ,
où x + y ≤ n est aussi une solution de (.).
Démonstration. Notons tout d’abord que W(n)W(m)↑n = W(m)↑nW(n), puisque
le plus grand indice des générateurs de W(n) est au plus n − 1 et le plus petit de
W(m)↑n aumoins n+1. Cette remarque est aussi vraie pour les inverses. La preuve est
alors directe et consiste à remplacer { x yz } par { x yz }′ dans (.). Les nouveaux termes
W qui dépendent des indices de sommation k se simpliﬁent directement grâce à la
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commutation à distance susmentionnée. Ceux qui restent peuvent être extraits des
sommes et sont les mêmes de chaque côtés de l’équation.
Proposition . Déﬁnissons un ensemble d’éléments inversibles {W(k) ∈ kBk}∞k=0 tels
queW(k) = 1 si k < n. Alors, le changement de variables de la proposition () coïncide
avec la solution alternative de (.) où l’on choisit une prescription diﬀérente de (.)
pour la factorisation du produit { n−1 10 }{ 0 nn−1 }.
Démonstration. Nous dénoterons par une apostrophe la solution obtenue de (.)
par un changement de variables et par une étoile celle obtenue pour une assignation
diﬀérente pour { n−1 10 } et { 0 nn−1 }.
Puisque W(k) = 1 si k < n, toutes les variables d’ordre strictement inférieur à n
ne sont pas aﬀectées par le changement de variables.
À l’ordre n, les seuls éléments qui dépendent de l’assignationde{ n−1 10 } et{ 0 nn−1 }
forment l’ensemble An évoqué plus haut. Du point de vue du changement de va-
riables, les seuls éléments { x n−xz } modiﬁés sont ceux pour lesquels x = 0 ou x = n
ou z = 0 ou z = n. Cependant, x = n ⇒ z = 0 puisque z ≤ n − x, et alors{ n 00 }′ = W(n){ n 00 }W(n)−1 mais { n 00 } commute avec W(n) et n’est donc pas
modiﬁé. Similairement, z = n ⇒ x = 0 et { 0 nn } n’est pas modiﬁé. Il ne reste ainsi
que les éléments pour lesquels (x = 0 et z ≠ n) ou (z = 0 et x ≠ n), c’est-à-dire
précisément l’ensemble An.
Il est clair que le changement de variables correspond au choix alternatif pour{ n−1 10 } et { 0 nn−1 } puisque
{ n−1 10 }⋆{ 0 nn−1 }⋆ = { n−1 10 }{ 0 nn−1 } =
= { n−1 10 }W(n)−1W(n){ 0 nn−1 } = { n−1 10 }′{ 0 nn−1 }′ ,
mais nous devons nous assurer que cette propriété se propage correctement aux
autres éléments, à commencer par l’ensemble An.
Pour déﬁnir les éléments { n−ω5 ω50 }⋆, 2 ≤ ω5 ≤ n − 1, nous utilisons les rela-
tions (.). Nous les réécrivons pour collecter tous les { n−ω5 ω50 }⋆ dans le membre
de droite :
ω5−1∑
k=1
{ 0 ω5ω5−k }↑n−ω5{ n−ω5 ω5−k0 }{ n−k k0 }⋆ =
= ({ n−ω5 00 } (q − { 0 ω50 }↑n−ω5) − { n 00 }{ 0 ω5ω5 }){ n−ω5 ω50 }⋆. (.)
Notons que les inconnues du n-ième ordre apparaissent seulement aux positions les
plus à droite des deux côtés (les termes diagonaux sont déjà déﬁnis, qui plus est in-
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changés). Pour ω5 = 2,
{ 0 21 }↑n−2{ n−2 10 }{ n−1 10 }⋆ = ({ n−2 00 } (q − { 0 20 }↑n−2) − { n 00 }{ 0 22 }){ n−2 20 }⋆.
(.)
Exprimer { n−1 10 }⋆ comme { n−1 10 }′ dans le membre de gauche mène simplement à
une multiplication à droite parW(n)−1 dumembre de gauche avec la solution (.).
Puisque l’égalité sied dans une algèbre à division, il n’y a alors pas d’ambiguïté à
déﬁnir { n−2 20 }⋆ = { n−2 20 }W(n)−1 = { n−2 20 }′ . Puisque toutes les inconnues res-
tantes de la forme { n−ω′5 ω′5
0
}⋆, 3 ≤ ω′5 ≤ n − 1 sont déﬁnies inductivement à par-
tir de cette relation impliquant des éléments { n−ω5 ω50 }⋆, ω5 < ω′5, nous déduisons{ n−ω5 ω50 }⋆ = { n−ω5 ω50 }W(n)−1 = { n−ω5 ω50 }′ , 2 ≤ ω5 ≤ n − 1.
La même méthode peut être appliquée avec les relations (.) et une multipli-
cation à gauche par W(n) pour obtenir { 0 nn−ω6 }⋆ = W(n){ 0 nn−ω6 } = { 0 nn−ω6 }′ ,
2 ≤ ω6 ≤ n − 1 (notons que ω6 = n implique aussi une multiplication à droite par
W(n)−1, comme dans le cas précédent). Ainsi, à l’ordre n, l’ensembleAn est modiﬁé
concordement à la proposition, et la solution alternative coïncide avec un change-
ment de variables.
Aux ordres suivants, les termes diagonaux demeurent inchangés. En eﬀet, les
composants des W satisfont à la fois (.) et (.) et ainsi,
W(m)W(p)↑m{m pp }W(p)−1W(m)−1↑p=W(m)W(m)−1{m pp }W(p)W(p)−1={m pp }
et la solution alternative coïncide avec le changement de variables pour les termes
diagonaux, à tout ordre.
À l’ordre n+1, nous réécrivons (.) pour collecter les termes d’ordre n+1 dans
le membre de droite :
ω4∑
k=1
{ 0 n+1−ω3n+1−ω3−k }⋆↑ω3{ ω3 n+1−ω3−kn+1−ω3−ω4 }⋆{ ω3+ω4−k k0 }⋆↑n+1−ω3−ω4 =
= ({ ω3 00 }{ 0 n+1−ω3−ω4n+1−ω3−ω4 } − { ω3+ω4 00 }{ 0 n+1−ω3n+1−ω3 })×× { ω3 n+1−ω3n+1−ω3−ω4 }⋆, (.)
avec 1 ≤ ω3 ≤ n − 1 et 1 ≤ ω4 ≤ n − ω3. Nous avons déjà vu que jusqu’à l’ordre
n, la solution alternative coïncidait avec un changement de variables. Puisque tous
les éléments du membre de gauche de cette équation sont au plus d’ordre n, nous
pouvons décrire l’eﬀet d’un choix diﬀérent de factorisation à l’aide d’un changement
de variables. En vertu de commutations à distance et d’annulations, nous trouvons
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alors que chaque sommand est multiplié à gauche par W(ω3)W(n + 1 − ω3)↑ω3 et
à droite par W(n + 1 − ω3 − ω4)−1W(ω3 + ω4)−1↑n+1−ω3−ω4 , tous deux indépendants
de l’indice de sommation. Dans le membre de droite, le premier facteur est composé
d’un terme diagonal (qui plus est scalaire) qui n’est pas aﬀecté par un diﬀérent choix
de factorisation. Le seul terme restant est alors { ω3 n+1−ω3n+1−ω3−ω4 } qui est, pour un
autre choix de factorisation, multiplié des deux côtés par les mêmes éléments que le
membre de gauche, comme prédit par un changement de variables.
Pour pouvoir étendre cette propriété aux ordre supérieurs, nous devons ﬁnale-
ment vériﬁer que l’ensemble An+1 est modiﬁé de la même manière par un choix
diﬀérent de factorisation et par un changement de variables. La relation (.) donne
pour le produit { n 10 }⋆{ 0 n+1n }⋆
q{ n 10 }⋆{ 0 n+1n }⋆ = { 0 10 } ({ 0 nn }{ n 00 } − { n 11 }{ 1 nn })+{ 0 nn−1 }⋆{ 1 11 }↑n−1{ n−1 10 }⋆.
Dans le membre de droite de cette relation, le dernier terme est celui de (.) multi-
plié à gauche par W(n) et à droite par W(n)−1. Le premier terme, bien qu’inchangé,
est multiplié des deux côtés de la même manière. Ainsi,
{ n 10 }⋆{ 0 n+1n }⋆ =W(n){ n 10 }{ 0 n+1n }W(n)−1 ,
ce qui est compatible avec le changement de variables susmentioné. Bien sûr, nous
rencontrons un nouveau degré de liberté, mais la ﬁn de cette preuve assurera que tout
nouveau choix de factorisation pourra être construit comme un autre changement
de variables commençant à l’ordre n + 1.
Maintenant, à l’ordre n, nous déﬁnissons { n+1−ω5 ω50 }⋆, 2 ≤ ω5 ≤ n à l’aide des
relations (.)
ω5−1∑
k=1
{ 0 ω5ω5−k }⋆↑n+1−ω5{ n+1−ω5 ω5−k0 }⋆{ n+1−k k0 }⋆ =
= ({ n+1−ω5 00 } (q − { 0 ω50 }⋆↑n+1−ω5) − { n+1 00 }{ 0 ω5ω5 }){ n+1−ω5 ω50 }⋆. (.)
Si ω5 = 2,
{ 0 21 }↑n−1{ n−1 10 }⋆{ n 10 }⋆ = ({ n−1 00 } (q − { 0 20 }↑n−1) − { n+1 00 }{ 0 22 }){ n−1 20 }⋆.
Nous savons déjà comment le membre de gauche est transformé pour la solution al-
ternative : il est multiplié à droite parW(n+1)−1 (la présence d’un terme supplémen-
taire de ce côté n’y change rien). Ainsi, la propriété observée à l’ordre n se perpetue
à l’ordre suivant, au moins pour ω5 = n − 1. Pour ω5 = n, le membre de gauche est
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en plus multiplié à gauche par W(n)↑1. En multipliant concordement le membre de
droite, et en insérant W(n)−1↑1W(n)↑1 après le facteur entre parenthèses, nous abou-
tissons à la même conclusion : { n+1−ω5 ω50 }⋆ = { n+1−ω5 ω50 }W(n+1)−1 = { n+1−ω5 ω50 }′ ,
2 ≤ ω5 ≤ n.
Comme précédement, cette procédure peut être menée avec les relations (.)
pour obtenir { 0 n+1n+1−ω6 }⋆ =W(n + 1){ 0 n+1n+1−ω6 } = { 0 n+1n+1−ω6 }′ , 2 ≤ ω6 ≤ n, (et
comme avant, ω6 = n + 1 mène à une multiplication supplémentaire et compatible à
droite par W(n + 1)−1) , ce qui ﬁnit de montrer que la solution alternative à l’ordre
n + 1 coïncide avec le changement de variables présenté. Dès lors, la résolution des
équations (.) à l’ordre n + 1 construit une relation de récurrence qui propage le
choix de factorisation aux ordres successifs commeun changement de variables.
Corollaire . Soit F(k, n) =∏kα=n { α−1 10 } et G(k, n) =∏kα=n { 0 αα−1 }−1, avec n ≥ 2
et { x yz } déﬁnis par la solution (.). Alors en vertu de (), le changement de va-
riables pour lequelW(k) = F(k, n) correspond à la solution où { n−2 10 }′ = { n−2 10 } et{ n−1 10 }′ = 1. Similairement, le changement de variables pour lequelW(k) = G(k, n)
correspond à la solution pour laquelle { 0 n−1n−2 }′ = { 0 n−1n−2 } et { 0 nn−1 }′ = 1.
.. Un palindrome
Comme annoncé plus haut, à l’ordre 2 nous avons une possibilité de plus car
les éléments de matrices commutent. Ainsi, nous pouvons choisir { 1 10 }⋆ ∝ { 0 21 }
et { 0 21 }⋆ ∝ { 1 10 }. Nous allons maintenant voir de quelle manière cette liberté est
prise en compte par un changement de variables.
Soit ιh l’anti-automorphisme canonique de kB∞ et S(n) le symétriseur d’ordre
n (voir chapitre ). Nous rappelons que ιhβa,b = βb,a et ιhS(n) = S(n). Considérons
alors le produit
Ξn = { 0 10 }{ 1 10 }{ 2 10 }⋯{ n−1 10 } × { 0 nn−1 }⋯{ 0 32 }{ 0 21 }{ 0 10 }. (.)
Proposition . Le produit Ξn est invariable sous un changement de base.
Démonstration. Directe en utilisant (). Nous collectons un scalaire à gauche et son
inverse à droite, les autres termes s’annulant mutuellement.
Nous choisissons alors la solution (.), pour laquelle { n−1 10 } = qn ⋅ n−1Π1 et{ 0 nn−1 } = qn ⋅ Π1Шn−1,1. Il est alors facile de constater que Ξn = qn(n+1)(Π1)n ⋅
ΠnS(n), où Πn =∏n−1k=0(1 − q2β1,k) est un symbole de Pochhammer tressé.
.. Unicité de la solution 
Proposition . L’élement Ξn est un palindrome dans kB∞, c’est-à-dire ιhΞn = Ξn ou
plus explicitement, S(n)ιhΠn = ΠnS(n).
Démonstration. Nous procédons par récurrence avec des symboles de Pochhammer
génériques. Les cas n = 0, 1, 2 étant clairement vrais, on suppose que pour n arbi-
traire, S(n)ιhΠ(s)n = Π(s)nS(n). Alors, pour n + 1,
S(n + 1)ιhΠ(s)n+1 = S(n + 1)(1 − sβn,1)ιhΠ(s)n
(.)(.)
= Шn,1S(n)ιhΠ(s)n − sШ1,nS(n)↑1βn,1 ιhΠ(s)n
(h.r.)
= Шn,1Π(s)nS(n) − sШ1,nβn,1Π(s)nS(n)
= (Шn,1 − sШ1,nβn,1)Π(s)nS(n).
(.)
Nous avons besoin du lemme suivant :
Lemme . (Шn,1 − sШ1,nβn,1)Π(s)n = Π(s)n+1Шn,1 . (.)
Démonstration. Nous procédons encore par récurrence. Notons que les relations de
Pascal (.) et (.) impliquent que
Шn+1,1 = 1 +Шn,1β↑n1,1 =Ш↑1n,1 + βn+1,1, (.)
et
Ш1,n+1 =Ш1,n + β1,n+1 . (.)
Supposons que (.) soit vraie pour n arbitraire (elle est vraie pour n = 0), alors pour
n + 1,
(Шn+1,1+sШ1,n+1βn+1,1)Π(s)n+1 =
(.)(.)
= Π(s)n+1 (1 − sβ1,n+1βn+1,1)++ [(Шn,1 − sШ1,nβn,1)Π(s)n] β↑n1,1(1 − sβ1,n)
(h.r.)
= Π(s)n+1 (1 − sβ1,n+1βn+1,1 +Шn,1β↑n1,1(1 − sβ1,n))
= Π(s)n+1 ([1 +Шn,1β↑n1,1] − sβ1,n+1[Ш↑1n,1 + βn+1,1])
(.)(.)
= Π(s)n+1 (1 − sβ1,n+1)Шn+1,1 = Π(s)n+2Шn+1,1 ,
(.)
comme attendu.
En injectant (.) dans (.), nous pouvons alors réécrire
S(n + 1)ιhΠ(s)n+1 = Π(s)n+1Шn,1S(n) = Π(s)n+1S(n + 1),
ce qui ﬁnit la preuve de la proposition.
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Corollaire . Il existe un changement de base pour lequel { k−1 10 }′ = ιh{ 0 kk−1 } et{ 0 kk−1 }′ = ιh{ k−1 10 } pour chaque k ≤ n. Ce changement de base correspond àW(n) =
S(n)−1 ⋅Πn = ιhΠn ⋅ S(n)−1.
Dans kB+2 l’action de ιh est triviale puisqu’il n’y a qu’un générateur, et le corro-
laire indique alors que la solution pour laquelle { 1 10 }⋆ = { 0 21 } et { 0 21 }⋆ = { 1 10 } cor-
respond à un changement de base. Les symboles de Pochhammer tressés ainsi que les
symétriseurs pouvant être déﬁnis pour une valeur de n arbitrairement grande, nous
concluons que cette solution correspond à celle pour laquelle { x yz }⋆ = ιh{ z x+y−zx }.
Ainsi, nous avons vu dans cette section que la liberté oﬀerte pour la factorisation
des produits { n−1 10 }{ 0 nn−1 } pour chaque n pouvait entièrement être prise en compte
par un changement de variables. Nous allons voir dans la section suivante que la
solution (.) possède une propriété unique.
. Inverse
Nous avons vu que toutes les solutions du système (.) sont de la forme (.).
Nous constatons aisément qu’en renommant les copies des espaces dans un ordre
décroissant, on trouve une solution correspondant à un tressage dont l’image est
formée par des tenseurs dont l’ordre lexical croît. Plus précisément, si on postule des
relations de commutation de la forme
xb⟩y
↑b
c⟩ ↦
b
∑
k=0
{ b cc+k }∗ yc+k⟩x↑c+kb−k⟩ , (.)
elles forment un tressage si
{ x yz }∗ = q(1+y+x+y−z)∗ ⋅Ш∗(z − y, x + y − z) ⋅ β↑z−y∗y,x+y−z ⋅ z−1∏
є=y
(1 − q2∗ ⋅ β∗є,1) . (.)
Bien entendu, étant données des valeurs pour q∗ et β∗1,1, tous les tressages de la forme
(.), dépendant à chaque ordre du choix de factorisationduproduit{ 1 n−1n }∗{ n 01 }∗,
peuvent être obtenues par un changement de variables dans (.). Puisque l’inverse
d’un tressage est aussi un tressage, et en vertu de la triangularité de la solution (.),
son inverse est de la forme (.). Nous devons donc trouver un éventuel changement
de variables dans (.) pour en faire l’inverse de (.).
Soient [ x yz ] les éléments de l’inverse, nous avons
n
∑
i=0
{ x n−xi } [ i n−iy ] = δxy . (.)
.. Inverse 
Les termes diagonaux permettent de ﬁxer q∗ = q−1 et β∗1,1 = β
−1
1,1. On a alors β∗a,b =
β−1
b,a
. Pour x = n − 1 et y = n, (.) donne
n
∑
i=0
{ n−1 1i } [ i n−in ] = { n−1 10 } [ 0 nn ] + { n−1 11 } [ 1 n−1n ] = 0,
c’est-à-dire
[ 1 n−1n ] = −({ n−1 11 })−1{ n−1 10 } [ 0 nn ] .
Le membre de droite de cette équation est complètement déterminé et permet de
trouver
[ 1 n−1n ] = q−n (1 − q−2 ⋅ β−11,n−1) = qn∗ (1 − q2∗ ⋅ β∗n−1,1) = { 1 n−1n }∗.
On en déduit deux conséquences : [ 1 n−1n ] est complètement déterminé, et ainsi tous
les éléments à cet ordre le sont. De plus, aucun changement de variables n’est néces-
saire et
[ x yz ] = { x yz }∗.
Proposition . À un changement scalaire de variables ou un twist près, la solution
(.) est la seule solution de (.) qui soit polynomiale en β1,1 et dont l’inverse soit
polynomiale en β−11,1.
Démonstration. Nous constatons directement que l’inverse déﬁnie par (.) avec
q∗ = q−1 et β∗1,1 = β
−1
1,1 est un polynôme en β
−1
1,1. La proposition () indique que tout
choix diﬀérent pour la factorisation du produit { n−1 10 }{ 0 nn−1 } est équivalent à un
changement de variables dans la solution (.).
Supposons un autre choix de factorisation à l’ordre n, alors W(n) est par dé-
ﬁnition un polynôme en [β1,1 , β−11,1] et nous pouvons imposer sans perte de géné-
ralité W(x) = 1 pour x < n. Nous avons { n−1 10 } = qn(1 − q2β1,n−1) qui est pre-
mier (ou atomique) dans l’algèbre du monoïde B+∞. Si on souhaite que { n−1 10 }⋆ ={ n−1 10 }W(n)−1 reste polynomial, soitW(n)−1 est un polynôme en β1,1, soitW(n)−1
est un polynôme en [β1,1, β−11,1] divisant à droite (1 − q2β1,n−1), c’est-à-dire (1 −
q2β1,n−1)−1 fois un polynôme en β1,1.
De l’autre côté, { 0 nn−1 } = qnШn−1,1 est premier aussi, et W(n) est soit un poly-
nôme en β1,1, soit un polynôme en [β1,1, β−11,1] divisant à gauche Шn−1,1, c’est-à-dire
un polynôme en β1,1 fois Шn−1,1
−1.
L’intersection de ces conditions pour n > 2 contient seulement deux cas (le troi-
sième étant scalaire) : soit W(n) ∝ (1 − q2β1,n−1), soit W(n) ∝ Шn−1,1−1. Pour le
premier cas,
[ n 01 ]⋆ =W(n) [ n 01 ] ∝ (1 − q2β1,n−1)Ш∗(1, n − 1),
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alors que pour le second,
[ 1 n−1n ]⋆ = [ 1 n−1n ]W(n)−1 ∝ (1 − q−2β∗n−1,1)Шn−1,1 .
Pour le premier cas, le plus haut ordre est celui de β1,n−1 et pour le second, celui de
βn−1,1. Ainsi, dans les deux cas, le plus haut ordre pour les générateurs est n − 1 et le
résultat n’est pas un polynôme en β−11,1.
Pour n = 2, le cas W(n) ∝ (1 − q2β1,n−1)Шn−1,1−1 est aussi permis, mais son ac-
tion mène simplement à la transposition de la solution (.), reportant la propriété
aux ordres suivants.
. Le cas unidimensionnel
Quand V est unidimensionnel, le générateur β1,1 = t est un scalaire. La solution
(.) prend alors la forme
{ x yz } = q1+x+z[yz]t txz (q
2; t)x+y−z(q2; t)x , (.)
où [n
m
]
q
est un q-coeﬃcient binomial et (a; q)n = ∏n−1k=0(1 − aqk) un q-symbole de
Pochhammer (voir chapitre ). Ici, tous deux dépendent du paramètre t. En dévolop-
pant le symbole de Pochhammer à l’aide du théorème binomial, on obtient
{ x yz } = y−z∑
j=0
(−1) jq1+x+z+2 j[y
z
]
t
[y − z
j
]
t
=
y−z
∑
j=0
(−1) jq1+x+z+2 j[ y
z, j
]
t
. (.)
Dans la limite t → 1,
{ x yz }t=1 = q1+x+z(yz)(1 − q2)y−z , (.)
qui, injectée dans (.) et après réarrangement, donne l’identité
∑
k
(a
k
)(b + k
k − c)(1 − q)kqa−k =∑k (ak)( bk − c)(1 − q)k . (.)
En spéciﬁant q = 1
2
, on obtient plus particulièrement, avec d = a − c,
∑
k
(a
k
)(a + b − k
d − k ) =∑k (ak)( bd − k)2k . (.)
Revenons au tressage (.). Soit φ le nombre d’or. Les prescriptions q = −φ et
q = φ−1 .= φ¯ permettent de simpliﬁer d’avantage l’expression du tressage. En eﬀet,(1 − φ2) = −φ et (1 − φ¯2) = φ¯, et alors
{ x yz }−φ = (−1)1+x+yφ1+x+y(yz) (.)
.. Remarque 
et { x yz }φ¯ = φ¯1+x+y(yz). (.)
Ainsi, les matrices
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
−φ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋯⋅ φ2 φ2 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋯⋅ φ2 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋯⋅ ⋅ ⋅ −φ3 −2φ3 −φ3 ⋅ ⋅ ⋅ ⋅ ⋯⋅ ⋅ ⋅ −φ3 −φ3 ⋅ ⋅ ⋅ ⋅ ⋅ ⋯⋅ ⋅ ⋅ −φ3 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋯⋅ ⋅ ⋅ ⋅ ⋅ ⋅ φ4 3φ4 3φ4 φ4 ⋅⋅ ⋅ ⋅ ⋅ ⋅ ⋅ φ4 2φ4 φ4 ⋅ ⋯⋅ ⋅ ⋅ ⋅ ⋅ ⋅ φ4 φ4 ⋅ ⋅ ⋯⋅ ⋅ ⋅ ⋅ ⋅ ⋅ φ4 ⋅ ⋅ ⋅ ⋯
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋅ ⋮ ⋮ ⋮ ⋱
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
et⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
φ¯ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋯⋅ φ¯2 φ¯2 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋯⋅ φ¯2 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋯⋅ ⋅ ⋅ φ¯3 2φ¯3 φ¯3 ⋅ ⋅ ⋅ ⋅ ⋯⋅ ⋅ ⋅ φ¯3 φ¯3 ⋅ ⋅ ⋅ ⋅ ⋅ ⋯⋅ ⋅ ⋅ φ¯3 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋯⋅ ⋅ ⋅ ⋅ ⋅ ⋅ φ¯4 3φ¯4 3φ¯4 φ¯4 ⋅⋅ ⋅ ⋅ ⋅ ⋅ ⋅ φ¯4 2φ¯4 φ¯4 ⋅ ⋯⋅ ⋅ ⋅ ⋅ ⋅ ⋅ φ¯4 φ¯4 ⋅ ⋅ ⋯⋅ ⋅ ⋅ ⋅ ⋅ ⋅ φ¯4 ⋅ ⋅ ⋅ ⋯
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋅ ⋮ ⋮ ⋮ ⋱
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
où les points représentent 0, réalisent des tressages de l’espace des polynômes non
commutatifs à deux indéterminées x et y dans la base lexicale inverse ordre par ordre{x0y0, x1y0, x0y1, x2y0, x1y1, . . .}.
. Remarque
Proposition . Soit π la projection canonique kB∞ → kS∞ et ϖ∶kS∞ → kB∞ la
section de Matsumoto correspondante (voir p.), alors pour la solution (.),
ϖ ○ π({ x yz }) = { x yz }.
 Chapitre . Tressages d’espaces de tenseurs
Démonstration. Puisque { x yz } ∈ kB+∞, il est suﬃsant de vériﬁer qu’aucun monôme
non trivial dans la solution (.) n’appartient au noyau de π, c’est-à-dire que la
restriction { x yz }∣kP+∞ est proportionelle à l’identité.
Au niveau des tresses géométriques, cela signiﬁe que deux brins ne se croisent
jamais plus d’une fois (la contraposée étant une condition nécessaire pour qu’une
tresse non trivale soit pure). Si nous développons le symbole de Pochammer de (.)
à l’aide de (.), et que nous oublions les coeﬃcients scalaires, nous trouvons une
somme de termes de la forme
Ш↑xz,y−zβz,xШ
↑x+z
k,y−z−kβ
↑z
k,x∆
↑z
k =Ш
↑x
z,k,y−z−kβz+k,x∆
↑z
k . (.)
On adopte la convention du chapitre  pour les générateurs, à savoir une mutiplica-
tion verticale de haut en bas, et pour β↑i1,1 le diagrammeoù le i-ème brin (en comptant
en bas) passe en avant du i + 1-ème. On comptera les brins à partir du bas et de la
gauche par la suite.
Pour chaque monôme constitutif de Ш
a,b
, chacun des a premiers brins peut au
plus croiser une fois chacun des b brins restant, et ne croise jamais un des a − 1
autres premiers brins. Réciproquement, aucun des b brins ne croise un des b−1 brins
restants. Ainsi, dansШ
a,b
, si un des premiers a brins croise un des b suivants, ce sera
en avant de ces derniers. La même chose est vraie pour β
a,b
puisque cet élément est
constitutif de Ш
a,b
. Enﬁn, l’élément ∆a introduit pour chaque brin exactement un
croisement avec chacun des a − 1 brins restants.
Nous voyons alors que la tresse géométrique contenue dans . est constituée
de quatre ensembles de respectivement z, k, x, et y − z − k brins (voir ﬁgure .).
Les z premiers brins sont en avant de tous les autres, et ne se croisement pas. Les k
brins suivants croisent en avant des x + y − z − k restant, se croisant exactement une
fois chacun. les deux ensembles restants ne se croisent pas. Ainsi, tout monôme de
la solution (.) peut être représenté par une tresse géométrique dans laquelle deux
brins se croisent au plus une fois. Cemonôme est alors projeté sur unedécomposition
réduite de kSn.
orn
.. Remarque 
∆↑z
k
⋯
⋯⋯
⋯ ⋯⋯⋯
⋯ ⋯
⋯
⋯⋯
⋯
βz,x
β↑z
k,y−z−k
⋯⋯⋯
Ш↑xz,y−z
Ш↑x+z
k,y−z−k
z k x y − z − k
x y
⋯
⋯ ⋯
F .: Un monôme du tressage (.)
C








T 
Now go away or I shall taunt you a
second time !
John Cleese,Monty Python and the
Holy Grail
Dans le chapitre précédent, nous avons trouvé un tressage de l’espace des ten-
seurs T(V). Plus particulièrement, ce dernier realise les relations de commutation
xb⟩y
↑b
c⟩ =
c
∑
k=0
{ b cc−k } yc−k⟩x↑c−kb+k⟩ , (.)
avec tous les { x yz } non nuls si 0 ≤ z ≤ y. Pour diverses raisons, on peut désirer des
relations de commutation qui préservent la parité de l’ordre des tenseurs, ce qui n’est
pas le cas de (.). Ainsi, nous souhaitons avoir un tressage qui s’exprime comme les
relations de commutation
xb⟩y
↑b
c⟩ =
⌊ c
2
⌋
∑
k=0
{ b cc−2k }′ yc−2k⟩x↑c−2kb+2k⟩ (.)
où ⌊ j⌋ représente la partie entière d’unnombre rationnel j. La solution simple{ x yz }′ ={ x yz }, cette dernière étant exprimée par (.), n’est plus un tressage. Il faut donc
trouver une nouvelle solution à de nouvelles équations. À la vue des relations de com-
mutation (.), nous nous attendons à ce que les équations conditionnant un tressage

 Chapitre . Tressage zébré
(2)R∣V⊗k⊗V⊗l
k+l=6
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
{ 0 60 } 0 { 0 62 } 0 { 0 64 } 0 { 0 66 }
0 { 1 51 } 0 { 1 53 } 0 { 1 55 } 0{ 2 40 } 0 { 2 42 } 0 { 2 44 } 0 0
0 { 3 31 } 0 { 3 33 } 0 0 0{ 4 20 } 0 { 4 22 } 0 0 0 0
0 { 5 11 } 0 0 0 0 0{ 6 00 } 0 0 0 0 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(3)R∣V⊗k⊗V⊗l
k+l=6
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
{ 0 60 } 0 0 { 0 63 } 0 0 { 0 66 }
0 0 { 1 52 } 0 0 { 1 55 } 0
0 { 2 41 } 0 0 { 2 44 } 0 0{ 3 30 } 0 0 { 3 33 } 0 0 0
0 0 { 4 22 } 0 0 0 0
0 { 5 11 } 0 0 0 0 0{ 6 00 } 0 0 0 0 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
F .: Restriction à l’ordre 6 des relations de commutation pour respectivement
α = 2 et α = 3, dans la base lexicale inverse sur l’ordre des tenseurs.
soient assez similaires à celles du système (.). Nous verrons que c’est le cas. Une
solution qui préserve la parité est une solution dont les éléments { x yz }′ non nuls sont
ceux pour lesquels z ≡ y mod (2) (et 0 ≤ z ≤ y dans notre cas). Dans ce chapitre,
nous généralisons ce type de relations de commutation à d’autres où les éléments
non nuls sont ceux pour lesquels z ≡ y mod (α) et 0 ≤ z ≤ y, avec α un entier non
nul. On qualiﬁera alors de α-zébrées des relations de commutation qui préservent le
reste de la division entière par α et qui sont alors de la forme
xb⟩y
↑b
c⟩ =
⌊ c
α
⌋
∑
k=0
{ b cc−αk } yc−αk⟩x↑c−αkb+αk⟩ . (.)
La dénomination «zébré» provient du fait que les blocs correspondant à un ordre
donné dans la matrice agissant sur T(V) sont parcourus de bandes diagonales de
zéros. Les éléments nons nuls forment alors des bandes diagonales d’un élément de
large qui sont séparées les unes des autres par des bandes de α−1 zéros de large (voir
ﬁgure .). Notons que la solution (.) qui préserve l’ordre des tenseurs modulo 1
est donc un tressage 1-zébré.
.. Variations 
. Variations
Soit α un entier naturel non nul. Pour x un autre entier, nous avons la décompo-
sition x = αx + x, avec x et x respectivement les quotient et reste de la division de x
par α.
.. Tressage élémentaire zébré
Nous déﬁnissons ici une extension des tressages βx,y utilisés jusqu’ici. Pour sim-
pliﬁer les explications dans les calculs, nous adoptons la convention suivante : une
expression apparaissant entre crochets est le résultat de l’application de la relation à
laquelle il est fait référence en début de ligne.
Soient (α + 1)2 élements β♯y,x ∈ kB+x+y , 0 ≤ x , y ≤ α, tels que, pour x , y, z ∈ [0, α],
β♯↑xz,y β
♯
z,xβ
♯↑z
y,x = β
♯
y,xβ
♯↑y
z,x β♯z,y , et β
♯
0,x = 1 = β
♯
x,0 . (.)
Nous voulons alors déﬁnir β♯Y ,X pour tous entiers X et Y à l’aide des relations
β♯Y ,X = β
♯↑X+αδ
Y ,α(X−δ)β
♯
Y ,X+αδ
(.)
et
β♯Y ,X = β
♯
Y+αδ′ ,X
β♯↑Y+αδ
′
α(Y−δ′),X , (.)
avec δ ∈ [0, X] et δ′ ∈ [0,Y]. Nous devons avant toute chose vériﬁer que ces rela-
tions sont cohérentes et compatibles. Nous observons que si ces éléments existent,
ils peuvent commuter à distance,
β♯Y1 ,X1β
♯↑Z
Y2 ,X2
= β♯↑ZY2 ,X2β
♯
Y1 ,X1
si X1 + Y1 ≤ Z , (.)
puisque (.) et (.) impliquent toutes deux β♯Y1 ,X1 ∈ kBX1+Y1 et β
♯↑Z
Y2 ,X2
∈ kB↑ZX2+Y2 .
Si nous appliquons deux fois (.), nous obtenons, avec 0 ≤ δ2 ≤ δ1 ≤ X,
β♯Y ,X
(.)
= [β♯↑X+αδ1
Y ,α(X−δ1)
β♯
Y ,X+αδ1
]
(.)
= β♯↑X+αδ1
Y ,α(X−δ1)
[β♯↑X+αδ2
Y ,α(δ1−δ2)
β♯
Y ,X+αδ2
]
= β♯↑X+αδ2+α(δ1−δ2)
Y ,α(X−δ2−(δ1−δ2))
β♯↑X+αδ2
Y ,α(δ1−δ2)
⋅ β♯
Y ,X+αδ2
(.)
= [β♯↑X+αδ2
Y ,α(X−δ2)
] β♯
Y ,X+αδ2
(.)
= [β♯Y ,X] .
Il en est de même pour deux applications successives de (.). Ces deux relations
sont donc auto-cohérentes. Considérons alors l’application successive de (.) puis
 Chapitre . Tressage zébré
de (.). Nous obtenons
β♯Y ,X
(.)
= [β♯↑X+αδ1
Y ,α(X−δ1)
β♯
Y ,X+αδ1
]
(.)(.)
= [β♯↑X+αδ1
Y+αδ′
1
,α(X−δ1)
β♯
↑X+Y+α(δ1+δ′1)
α(Y−δ′1),α(X−δ1)
] [β♯
Y+αδ′
2
,X+αδ1
β♯
↑Y+αδ′2
α(Y−δ′
2
),X+αδ1
] . (.)
Nous devons alors considérer les cas δ′1 ≤ δ
′
2 et δ
′
1 ≥ δ
′
2. Dans le premier cas, et à
l’aide de (.),
β♯
Y+αδ′
2
,X+αδ1
= β♯
Y+αδ′
1
,X+αδ1
β♯↑Y+αδ
′
1
Y+α(δ′
2
−δ′
1
),X+αδ1
, (.)
mais β♯↑X+Y+α(δ1+δ
′
1)
α(Y−δ′
1
),α(X−δ1)
commute à distance avec β♯
Y+αδ′
1
,X+αδ1
en vertu de (.). De plus,
le dernier terme de (.) peut être fusionné avec le dernier de (.) à l’aide de (.) :
β♯
↑Y+αδ′1
Y+α(δ′2−δ
′
1),X+αδ1
β♯
↑Y+αδ′2
α(Y−δ′2),X+αδ1
= β♯
↑Y+αδ′1
Y+α(Y−δ′1),X+αδ1
,
Ainsi, le membre de droite de (.) peut être réécrit comme
β♯↑X+αδ1
Y+αδ′
1
,α(X−δ1)
β♯
Y+αδ′
1
,X+αδ1
β♯↑X+Y+α(δ1+δ
′
1)
α(Y−δ′
1
),α(X−δ1)
β♯↑Y+αδ
′
1
Y+α(Y−δ′
1
),X+αδ1
=
= β♯
Y+αδ′
1
,X
β♯
↑Y+αδ′1
Y+α(Y−δ′
1
),X
= β♯Y ,X . (.)
Dans le cas δ′1 ≥ δ
′
2, nous réécrivons le dernier terme de (.) comme
β♯↑Y+αδ
′
2
α(Y−δ′
2
),X+αδ1
= β♯↑Y+αδ
′
2
α(δ′
1
−δ′
2
),X+αδ1
β♯↑Y+αδ
′
1
α(Y−δ′
1
),X+αδ1
.
Le premier terme de cette expression peut être fusionné avec β♯
Y+αδ′
2
,X+αδ1
pour obte-
nir
β♯
Y+αδ′
2
,X+αδ1
β♯↑Y+αδ
′
2
α(δ′
1
−δ′
2
),X+αδ1
= β♯
Y+αδ′
1
,X+αδ1
,
permettant de retrouver l’expression (.) et ﬁnissant ainsi de vériﬁer la compatibi-
lité de (.) et (.). À l’aide de ces relations, nous pouvons réaliser une factorisation
remarquable :
Proposition . Pour tout X et Y, on a la décomposition
β♯Y ,X = β
♯↑X
Y ,αX
⋅ β♯
Y ,X
⋅ β♯↑X+YαY ,αX ⋅ β♯↑YαY ,X . (.)
Ainsi, à l’aide de (.) et (.), tout élément β♯Y ,X peut être exprimé à l’aide de
produits d’éléments β♯y,x , 0 ≤ x , y ≤ α (voir ﬁgure .). De plus, (.) se propage à de
tels éléments :
Proposition . Pour tout X, Y et Z,
β♯↑XZ,Yβ
♯
Z,Xβ
♯↑Z
Y ,X = β
♯
Y ,Xβ
♯↑Y
Z,Xβ
♯
Z,Y . (.)
.. Variations 
8 = 2 + 2 × 3 4 = 1 + 1 × 3
F .: Décomposition de β♯4,8 = β
♯↑2
1,6 β
♯
1,2β
♯↑3
3,6 β
♯↑1
3,2 pour α = 3.
Démonstration. Nous allons procéder par récurrence sur X , Z etY . Cette relation est
par déﬁnition vraie si X ,Y , Z ≤ α. Supposons qu’elle le soit pour un triplet {X ,Y , Z}
ainsi que pour tout triplets {Xˆ , Yˆ , Zˆ}, 0 ≤ Xˆ ≤ X, 0 ≤ Yˆ ≤ Y et 0 ≤ Zˆ ≤ Z. Alors,
pour X˙ = X + 1, nous sommes face à deux cas : soit X˙ = X + 1, X˙ = X (si α ≠ 1), soit
X˙ = 0, X˙ = X + 1. Dans le premier cas,
β♯
Y ,X˙
β♯↑Y
Z,X˙
β♯Z,Y = β
♯
Y ,X+1β
♯↑Y
Z,X+1β
♯
Z,Y
(.)(.)
= [β♯↑X+1Y ,αX β♯Y ,X+1] [β♯↑Y+X+1Z,αX β♯↑YZ,X+1] β♯Z,Y
(.)
= β♯↑X+1Y ,αX [β♯↑Y+X+1Z,αX β♯Y ,X+1] β♯↑YZ,X+1β♯Z,Y
(h.r.)
= β♯↑X+1Y ,αX β
♯↑Y+X+1
Z,αX [β♯↑X+1Z,Y β♯Z,X+1β♯↑ZY ,X+1]
(h.r.)
= [β♯↑X+1Z,Y β♯↑X+1Z,αX β♯↑Z+X+1Y ,αX ] β♯Z,X+1β♯↑ZY ,X+1
(.)
= β♯↑X+1Z,Y β
♯↑X+1
Z,αX [β♯Z,X+1β♯↑Z+X+1Y ,αX ] β♯↑ZY ,X+1
(.)(.)
= β♯↑X+1Z,Y [β♯Z,X+1+αX] [β♯↑ZY ,X+1+αX]
= β♯↑X˙Z,Yβ
♯
Z,X˙
β♯↑Z
Y ,X˙
(.)
 Chapitre . Tressage zébré
β♯0,0
β♯0,1 α=1 β
♯
1,0
β♯0,2 β
♯
1,1 β
♯
2,0
β♯0,3 β
♯
1,2 α=2 β
♯
2,1 β
♯
3,0
β♯0,4 β
♯
1,3 β
♯
2,2 β
♯
3,1 β
♯
4,0
β♯0,5 β
♯
1,4 β
♯
2,3 β
♯
3,2 β
♯
4,1 β
♯
5,0
F .: Les ensembles d’éléments nécessaires à la déﬁnition des éléments β♯x,y
pour α = 1 et α = 2.
Le second cas, X˙ = 0, X˙ = X + 1, donne
β♯
Y ,X˙
β♯↑Y
Z,X˙
β♯Z,Y = β
♯
Y ,α(X+1)β
♯↑Y
Z,α(X+1)β
♯
Z,Y
(.)(.)
= [β♯↑αY ,αXβ♯Y ,α] [β♯↑Y+αZ,αX β♯↑YZ,α] β♯Z,Y ,
(.)
par exemple. À partir de ce point, ces éléments vont suivre exactement le même algo-
rithme que celui du premier cas etmener à lamême conclusion.De plus, en raison du
rôle symétrique de X et de Z dans (.), la vériﬁcation de l’hypothèse de récurrence
sur Z est similaire, suivant juste une direction opposée.
Dès lors, soit Y˙ = Y + 1. Comme précédemment, nous sommes face à deux cas.
Nous ne vériﬁons que le premier, le second étant procéduralement le même. Ainsi,
si Y˙ = Y + 1, Y˙ = Y , alors
β♯
Y˙ ,X
β♯↑Y˙
Z,X+αX
β♯
Z,Y˙
= β♯Y+1,Xβ
♯↑Y+1
Z,X β
♯
Z,Y+1
(.)(.)
= [β♯
Y+1,X
β♯↑Y+1αY ,X ] β♯↑Y+1Z,X [β♯↑Y+1Z,αY β♯Z,Y+1]
(h.r.)
= β♯
Y+1,X
[β♯↑X+Y+1Z,αY β♯↑Y+1Z,X β♯↑Z+Y+1αY ,X ] β♯Z,Y+1
(.)
= [β♯↑X+Y+1Z,αY β♯Y+1,X] β♯↑Y+1Z,X [β♯Z,Y+1β♯↑Z+Y+1αY ,X ]
(h.r.)
= β♯↑X+Y+1Z,αY [β♯↑XZ,Y+1β♯Z,Xβ♯↑ZY+1,X] β♯↑Z+Y+1αY ,X
(.)(.)
= [β♯↑X
Z,Y+1+αY
] β♯Z,X [β♯↑ZY+1+αY ,X]
= β♯↑X
Z,Y˙
β♯Z,Xβ
♯↑Z
Y˙ ,X
,
(.)
ce qui ﬁnit de vériﬁer l’hypothèse de récurrence et prouve la proposition.
.. Variations 
.. Choix admissibles
Intéressons-nous maintenant aux choix admissibles pour les éléments β♯x,y , c’est-
à-dire ceux pour lesquels les équations (.) sont satisfaites. Les éléments βx,y dont
nous nous sommes servis jusqu’alors sont bien évidemment compatibles avec ces
relations et nous pouvons choisir β♯x,y = βx,y . Cependant, pour α > 1, nous n’avons
plus d’équations qui imposent que les éléments β♯x,y , 0 ≤ x , y ≤ α soient construits
à partir de β♯1,1. Nous imposons seulement la condition β
♯
x,0 = β
♯
0,x = 1, 0 ≤ x ≤
α aﬁn que les relations (.) et (.) soient toujours bien déﬁnies. Dès lors, nous
pouvons légitimement nous demander quels sont les ensembles de α2 éléments de
kB∞ satisfaisant (.). Commençons par un exemple. Pour α = 2 , nous avons vu à
la ﬁn du premier chapitre que ∆4 satisfaisait à l’équation de Yang-Baxter (corollaire
). Si nous imposons alors β♯2,2 = ∆4, nous sommes en droit de nous demander quels
choix restent possibles (s’ils existent) pour la déﬁnition des éléments restants. Il n’y
a que trois relations (.) qui impliquent β♯2,2 et d’autres éléments non triviaux :
β♯↑21,2 β
♯
1,2β
♯↑1
2,2 = β
♯
2,2β
♯↑2
1,2 β
♯
1,2, β
♯↑1
2,2 β
♯
2,1β
♯↑2
2,1 = β
♯
2,1β
♯↑2
2,1 β
♯
2,2, (.)
et
β♯↑22,1 β
♯
2,2β
♯↑2
1,2 = β
♯
1,2β
♯↑1
2,2 β
♯
2,1 (.)
Nous savons par ailleurs que ∆4 = β1,1β2,2β1,1 (cf. prop. ). L’équation β
♯↑1
1,2 β
♯
1,1β
♯↑1
2,1 =
β♯2,1β
♯↑2
1,1 β
♯
1,2 implique que β
♯
1,2 et β
♯
2,1 sont non triviaux si β
♯
1,1 statisfait l’équation de
Yang-Baxter de manière non triviale et est donc proportionel à β1,1. Nous pouvons
alors supposer les quasi-commutations
β1,1β
♯
1,2 = β
♯
1,2β
↑1
1,1 et β
↑1
1,1β
♯
2,1 = β
♯
2,1β1,1 (.)
(c’est une condition suﬃsante pour que (.) soit satisfaite). En substituant dans les
équations (.) et (.), nous trouvons après simpliﬁcation
β♯↑21,2 β
♯
1,2β
↑1
2,2 = β2,2β
♯↑2
1,2 β
♯
1,2, β
↑1
2,2β
♯
2,1β
♯↑2
2,1 = β
♯
2,1β
♯↑2
2,1 β2,2, (.)
et
β♯↑22,1 β2,2β
♯↑2
1,2 = β
♯
1,2β
↑1
2,2β
♯
2,1. (.)
Si β♯1,2 = β1,2 et β
♯
2,1 = β2,1, les équations (.), (.) et (.) sont satisfaites. Ce-
pendant, en posant β♯1,2 = β1,2β1,1 = ∆3 et β
♯
2,1 = β2,1β
↑1
1,1 = ∆3, l’équation (.)
est satisfaite et les équations (.) et (.) reconstruisent respectivement (.) et
(.). Ainsi en modiﬁant β♯2,2, nous avons trouvé au moins quatre choix simples,
pour α = 2 :
 Chapitre . Tressage zébré
α = 2 β♯1,1 β
♯
2,1 β
♯
1,2 β
♯
2,2
Choix 1 β1,1 β2,1 β1,2 β2,2
Choix 2 β1,1 β2,1 β1,2 ∆4
Choix 3 β1,1 ∆3 ∆3 β2,2
Choix 4 ∆2 ∆3 ∆3 ∆4
Nous pouvons cependant aller plus loin :
Proposition . L’équation (.) est préservée lors de l’action à gauche de kBx ×kB↑xy
sur β♯y,x , 0 ≤ x , y ≤ α.
Démonstration. Soit ν(i)ℓ ∈ kBℓ ,, i = 1, . . . , 6 et 0 ≤ ℓ ≤ α. En multipliant à gauche
le membre de gauche de (.) par ν(1)x ν
(2)
x ν
(3)↑x
y ν
(4)↑x
y ν
(5)↑x+y
z ν
(6)↑x+y
z , nous obtenons
grâce à de multiples (quasi-)commutations
ν(1)x ν
(2)
x ν
(3)↑x
y ν
(4)↑x
y ν
(5)↑x+y
z ν
(6)↑x+y
z β♯
↑x
z,y β
♯
z,xβ
♯↑z
y,x =
= (ν(3)↑xy ν(5)↑x+yz β♯↑xz,y ) (ν(1)x ν(6)↑xz β♯z,x) (ν(2)↑zx ν(4)↑x+zy β♯↑zy,x) , (.)
résultat identique à celui que l’on obtiendrait en multipliant à gauche le membre de
droite de (.) par le même élément. Nous pouvons ainsi redéﬁnir β♯
′
y,x = νxµ
↑x
y β♯y,x ,
0 ≤ x , y ≤ α et νx ∈ kBx , µy ∈ kBy .
Entre autres, le choix β♯y,x = ∆x+y , 0 ≤ x , y ≤ α est un choix admissible puisque
∆x+y = ∆x∆
↑x
y βy,x . Ainsi, il existe x!y! manières de déﬁnir un tressage simple β
♯
y,x
compatible avec l’équation (.). Pour α donné, il existe alors∏αx,y=1 x!y! = sf(α)2α
conﬁgurations simples, avec sf(x) = 1!2!⋯x! la superfactorielle de x. Pour α = 2,
cela correspond à 16 conﬁgurations ; pour α = 3, 126 = 2985984.
.. Battages et tresses fondamentales zébrés
Nous pouvons dès à présent déﬁnir des variantes pour les battages et les éléments
de Garside. Nous qualiﬁerons abusivement de zébrés ces éléments puisqu’ils sont
utiles à la déﬁnition d’un tressage zébré. Soit le morphisme d’algèbres de groupes
ζα ∶kBn → kBαn , β↑i1,1 ↦ β♯↑iαα,α . Nous notons alors Ш♯k,n−k .= ζα(Шk,n−k) et ∆♯αn .=
ζα(∆n). Attention, nous avons préféré conserver pour les indices l’information com-
binatoire des battages au détriment de leur taille. Ainsi Ш♯
k,n−k ∈ kBαn , minimale-
ment, et est la somme de (n
k
)monômes.
Puisque β♯x,y = βx,y est un choix admissible, nous pouvons considérer grossiè-
rement ces nouveaux éléments comme des (α, α)-cablages des éléments originaux
puisque le seul tressage élémentaire utilisé est β♯α,α .
.. Variations 
Nous exprimons ici l’image sous ζα de nombreuses identités déﬁnies dans les
sections . et ., principalement pour y faire référence plus tard. Ainsi, les éléments
de Garside zébrés suivent la relation de récurrence
∆♯
α(n+1) = ∆
♯
αnβ
♯
α,αn et ∆
♯
0 = 1, (.)
ainsi que la décomposition
∆♯αn = ∆
♯
αk
β♯
α(n−k),αk∆
♯
α(n−k) (.)
et la commutation spéciale
∆♯αnβ
♯↑αc
αa,αb = β
♯↑α(n−a−b−c)
αb,αa ∆
♯
αn si a + b + c ≤ n (.)
Les battages satisfont évidemment
Ш♯
k,n−kβ
♯
ℓα,nα = β
♯
ℓα,nαШ
♯↑ℓα
k,n−k et Ш
♯↑ℓα
k,n−kβ
♯
nα,ℓα = β
♯
nα,ℓαШ
♯
k,n−k . (.)
et la relation de récurrence
Ш♯
k,n+1−k =Ш
♯↑α
k−1,n+1−k +Ш♯↑αk,n−kβ♯αk,α . (.)
Ils possèdent aussi la symétrie
Ш♯
k,n−k∆
♯
αn = ∆
♯
αnШ
♯
n−k,k (.)
et satisfont donc à l’autre analogue pour la première relation de Pascal
Ш♯
k,n−k +Ш♯k−1,n−k+1β♯↑α(k−1)α,α(n−k+1) =Ш♯k,n−k+1 . (.)
Nous avons enﬁn la factorisation
Ш♯
a,b+cШ
♯↑a
b,c
=Ш♯
a,b,c
=Ш♯
a+b,cШ
♯
a,b
, (.)
ainsi que l’analogue de la convolution de Vandermonde
∑
k
Ш♯
a−k,b+kШ
♯↑α(a+b)
c+k,d−k β
♯↑α(a−k)
α(c+k),α(b+k) =Ш
♯
a+c,b+d . (.)
et l’identité
∑
k
(−1)kШ♯
k, j−k∆
♯↑αk
α( j−k)Ш
♯↑αk
l ,i−kβ
♯
αl ,αk
= ∆♯α jШ
♯↑α j
l− j,i . (.)
 Chapitre . Tressage zébré
.. Structure interne
Comme nous allons le voir dans la suite, l’élaboration d’un tressage α-zébré de-
mande l’introduction de nouveaux degrés de liberté. Dans le cas α = 1, ils corres-
pondent aux scalaires p
↑
et p
↓
que nous avons absorbé à l’aide d’un twist. Nous consi-
dèrerons l’action d’un twist scalaire sur une solution zébrée dans la section ...
Déﬁnissons donc les 2(α + 1) éléments p
↿x et p⇃x de k[Bx], 0 ≤ x ≤ α, tels que,
pour x , y ≤ α,
p↿0 = 1 = p⇃0, p↿x p⇃x = p⇃x p↿x , (.)
et
p⇃yβ
♯
y,x p↿x = p
↑y
↿xβ
♯
y,x p
↑x
⇃y , p
↑x
↿yp↿xβ
♯
y,x = β
♯
y,x p↿yp
↑y
↿x , et p
↑x
⇃yp⇃xβ
♯
y,x = β
♯
y,x p⇃yp
↑y
⇃x .
(.)
Comme précédement, nous déﬁnissons p
↿X et p⇃X pour tout entier à l’aide des rela-
tions
p↿X = p↿X p
↑X
↿αX et p↿αX = p↿αp
↑α
↿α⋯p↑α(X−1)↿α , (.)
and
p⇃X = p⇃X p
↑X
⇃αX et p⇃αX = p⇃αp
↑α
⇃α⋯p↑α(X−1)⇃α . (.)
Notons que ces décompositions sont équivalentes à
p↿X = p↿X+αk p
↑X+αk
↿α(X−k) et p⇃X = p⇃X+αk p
↑X+αk
⇃α(X−k), 0 ≤ k ≤ X , (.)
mais ici, tous les termes créés par une décomposition commutent à distance et ainsi,
la commutation requise dans (.) se prolonge à ces éléments. Puisque (.) est
formellement identique aux relations (.) et (.), la relation (.) (qui est identique
à (.)) se prolonge aussi à ces éléments et pour tout couple d’entiers X et Y , nous
avons la relation
p↑Y
↿X p⇃Yβ
♯
Y ,X = p⇃Yβ
♯
Y ,X p↿X = β
♯
Y ,X p↿X p
↑X
⇃Y , (.)
ainsi que celle obtenue après la permutation de p
↿
et p
⇃
.
L’introduction des nouveaux éléments induit de nouvelles relations :
Proposition . Nous avons
p↿nШ
♯↑n
k,n−k =Ш
♯↑n
k,n−k p↿n et p⇃nШ
♯↑n
k,n−k =Ш
♯↑n
k,n−k p⇃n . (.)
Démonstration. La preuve étant la même dans les deux cas, nous ne montrons que
la première. Notons que la partie p
↿n
correspondant au reste dans p
↿n commute à
distance avec le battage. Par construction et en temps qu’opérateur agissant à gauche,
.. Variations 
le battage zébré mélange des groupes de α brins de large. Ainsi, puisque les termes
restant p↑n
↿αn = p
↑n
↿αp
↑n+α
↿α ⋯p↑n+α(n−1)↿α sont les mêmes et occupent chacun α brins, le
battage ne fait que réordonner ces éléments non discernables. Nous sommes assurés
par (.) que les p↑n+αk
↿α , 0 ≤ k ≤ n − 1 commutent convenablement avec les β♯↑n+αlα,α ,
0 ≤ k ≤ n constituant les monômes du battage.
.. Symboles de Pochhammer zébrés
Nous déﬁnissons maintenant un analogue zébré pour les symboles de Pochham-
mer. Il y en a un par reste t de la division par α possible. Soit
k
t
Π(s)♯1 = (1 − sβ♯↑tα,αk ⋅ p↑t↿αβ♯α,tβ♯t,αp↑t⇃α) ,
avec s ∈ k. Nous déﬁnissons alors le symbole de Pochhammer α-zébré de type t
comme
t
Π(s)♯n = 0 tΠ(s)♯11 tΠ(s)♯1⋯n−1 tΠ(s)♯1,
ainsi que sa variante tronquée
δ
t
Π(s)♯n = ( tΠ(s)♯δ)−1 tΠ(s)♯δ+n . (.)
Dans le cas α = 1, il n’y a qu’un reste, 0, et β♯
α,t
= β♯
t,α
= 1, p
↿1 = p↑, p⇃1 = p↓ (ces
deux valeurs étant égalées à 1 par un twist), et nous retrouvons bien le symbole de
Pochhammer des chapitres précédents.
Proposition . Si k < n, nous avons
p↿n
k
n
Π(s)♯1 = k nΠ(s)♯1p↿n et p⇃nk nΠ(s)♯1 = k nΠ(s)♯1p⇃n (.)
et
β♯m,n
k
n
Π(s)♯↑m1 = k nΠ(s)♯1β♯m,n et β♯n,mk nΠ(s)♯1 = k nΠ(s)♯↑m1 β♯n,m (.)
Démonstration. Les deux premières égalités sont les conséquences directes d’appli-
cations répétées de (.) et de la déﬁnition des termes p
↿n et p⇃n.
 Chapitre . Tressage zébré
Pour la troisième égalité, nous avons
β♯
m,n+αnβ
♯↑n+m
α,αk
β♯↑m
α,n
β♯↑m
n,α
(.)(.)
= [β♯↑α(k+1)+n
m,α(n−k−1)β
♯↑αk+n
m,α β
♯
m,n+αk] [β♯↑mα,n+αk] β♯↑mn,α
(.)
= β♯↑α(k+1)+n
m,α(n−k−1) [β♯α,n+αkβ♯↑αm,n+αkβ♯m,α] β♯↑mn,α
(.)(.)
= [β♯
α,n+αkβ
♯↑α(k+1)+n
m,α(n−k−1)] [β♯↑α+nm,αk β♯↑αm,n] β♯m,αβ♯↑mn,α
(.)(.)
= β♯
α,n+αk [β♯↑α+nm,α(n−1)] [β♯n,αβ♯↑nm,αβ♯m,n]
(.)(.)
= β♯
α,n+αk [β♯n,αβ♯↑α+nm,α(n−1)] [β♯m,n+α]
(.)(.)
= [β♯↑n
α,αk
β♯
α,n
] β♯
n,α
[β♯
m,n+αn] .
(.)
Il ne reste alors que le facteur p↑n
↿αp
↑n
⇃α qui, concordement à (.), quasi-commute :
β♯
m,n+αnp
↑n
↿αp
↑n
⇃α = p
↑n+m
↿α p
↑n+m
⇃α β
♯
m,n+αn ,
et permet de conclure. La dernière égalité est prouvée de manière similaire.
Nous pouvons enﬁn obtenir un analogue zébré au théorème binomial
Proposition . Nous avons
δ
t
Π(s)♯n =
n
∑
i=0
(−1)isiШ♯↑αδ+ti,n−i β♯↑tαi,αδ∆♯↑tαi p↑t↿αiβ♯αi,tβ♯t,αi p↑t⇃αi , (.)
Démonstration. Comme pour le cas α = 1, nous allons procéder par récurrence sur
δ. Nous vériﬁons l’initialisation pour δ = 0 en menant une récurrence sur n. La
proposition étant clairement vraie pour n = 0, 1, supposons que (.) soit vraie
pour une valeur de n arbitraire. Alors, pour n + 1,
0
t
Π(s)♯n+1 = 0 tΠ(s)♯nn tΠ(s)♯1
=
n
∑
i=0
(−1)i siШ♯↑ti,n−i∆♯↑tαi p↑t↿αiβ♯αi,tβ♯t,αi p↑t⇃αi (1 − sβ♯↑tα,α(n+δ)p↑t↿αβ♯α,tβ♯t,αp↑t⇃α)
= 1 + n∑
i=1
(−1)i siШ♯↑ti,n−i∆♯↑tαi p↑t↿αiβ♯αi,tβ♯t,αi p↑t⇃αi+
+ n−1∑
i=0
(−1)i+1si+1Ш♯↑ti,n−i∆♯↑tαi p↑t↿αiβ♯αi,tβ♯t,αi p↑t⇃αiβ♯↑tα,αn p↑t↿αβ♯α,tβ♯t,α p↑t⇃α++ (−1)n+1sn+1∆♯↑tαn p↑t↿αnβ♯αn,tβ♯t,αnp↑t⇃αnβ♯↑tα,αn p↑t↿αβ♯α,tβ♯t,α p↑t⇃α .
(.)
Nous allons maintenant déplacer le plus possible à gauche les β♯↑tα,αn apparaissant dans
les deux derniers termes de cette équation. Notons que puisque i ≤ n, nous pouvons
décomposer
β♯↑tα,αn = β
♯↑t+αi
α,α(n−i)β
♯↑t
α,αi ,
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et alors
∆♯↑tαi p
↑t
↿αiβ
♯
αi,t
β♯
t,αi
p↑t
⇃αi [β♯↑tα,αn] = [β♯↑t+αiα,α(n−i)]∆♯↑tαi p↑t↿αiβ♯αi,tβ♯t,αi p↑t⇃αi [β♯↑tα,αi] .
Maintenant,
p↑t
↿αiβ
♯
αi,t
β♯
t,αi
p↑t
⇃αiβ
♯↑t
α,αi p
↑t
↿αβ
♯
α,t
β♯
t,α
p↑t
⇃α
(.)
= β♯
αi,t
β♯
t,αi
β♯↑tα,αiβ
♯
α,t
β♯
t,α
[p↑t+α
↿αi p
↑t
↿αp
↑t+α
⇃αi p
↑t
⇃α]
(.)
= β♯
αi,t
[β♯↑αi
α,t
β♯α,αiβ
♯↑α
t,αi
] β♯
t,α
p↑t
↿α(i+1)p
↑t
⇃α(i+1)
(.)
= [β♯↑tα,αiβ♯α,tβ♯↑ααi,t] β♯↑αt,αiβ♯t,αp↑t↿α(i+1)p↑t⇃α(i+1)
(.)(.)
= β♯↑tα,αi [β♯α(i+1),t][β♯t,α(i+1)] p↑t↿α(i+1)p↑t⇃α(i+1)
= β♯↑tα,αi p
↑t
↿α(i+1)β
♯
α(i+1),tβ
♯
t,α(i+1)p
↑t
⇃α(i+1) .
(.)
De même,
∆♯↑tαi β
♯↑t
α,α(n+δ) = ∆
♯↑t
αi β
♯↑t+α(i+δ)
α,α(n−i) β
♯↑t
α,αi
(.)
= [β♯↑t+α(i+δ)
α,α(n−i) ]∆♯↑tαi β♯↑tα,αi
(.)
= β♯↑t+αi
α,α(n−i) [∆♯↑tα(i+1)] .
(.)
À l’aide des relations (.) and (.), nous pouvons réécrire les deux derniers
termes de (.). Dès lors, réaliser le changement de variable de sommation i′ = i−1
dans la seconde somme permet de l’incorporer dans la première pour obtenir
0
t
Π(s)♯nn tΠ(s)♯1 = 1 + n∑
i=1
(−1)i si [Ш♯↑ti,n−i +Ш♯↑ti−1,n−i+1β♯↑α(i−1)+tα,α(n−i+1)]×× ∆♯↑tαi p↑t↿αiβ♯αi,tβ♯t,αi p↑t⇃αi++ (−1)n+1sn+1β♯↑t
α(n+1),αδ∆
♯↑t
α(n+1)p
↑t
↿α(n+1)β
♯
α(n+1),tβ
♯
t,α(n+1)p
↑t
⇃α(n+1) ,
(.)
mais en vertu de (.),
Ш♯↑ti,n−i +Ш♯↑ti−1,n−i+1β♯↑α(i−1)+tα,α(n−i+1) =Ш♯↑ti,n+1−i ,
ce qui permet de réécrire le membre de droite de (.) comme une somme allant
de 0 à n + 1 et ainsi termine l’induction sur n.
Nous allons alors procéder à la vériﬁcation de la récurrence sur δ. Comme pour
le cas α = 1, il suﬃt de vériﬁer que
δ
t
Π(s)♯n (1 − sβ♯↑tα,α(n+δ) ⋅ p↑t↿αβ♯α,tβ♯t,αp↑t⇃α) = (1 − sβ♯↑tα,αδ ⋅ p↑t↿αβ♯α,tβ♯t,αp↑t⇃α) δ+1 tΠ(s)♯n .
Notons que par déﬁnition,
δ
t
Π(s)♯n (1 − sβ♯↑tα,α(n+δ) ⋅ p↑t↿αβ♯α,tβ♯t,α p↑t⇃α) = δ tΠ(s)♯n+1 ,
 Chapitre . Tressage zébré
alors
δ
t
Π(s)♯n+1 =
n+1
∑
i=0
(−1)isiШ♯↑αδ+ti,n+1−iβ♯↑tαi,αδ∆♯↑tαi p↑t↿αiβ♯αi,tβ♯t,αi p↑t⇃αi
(.)
=
n+1
∑
i=0
(−1)i siШ♯↑α(δ+1)+ti−1,n+1−i β♯↑tαi,αδ∆♯↑tαi p↑t↿αiβ♯αi,tβ♯t,αi p↑t⇃αi+
+ n+1∑
i=0
(−1)isiШ♯↑α(δ+1)+ti,n−i β♯↑αδ+tαi,α β♯↑tαi,αδ∆♯↑tαi p↑t↿αiβ♯αi,tβ♯t,αi p↑t⇃αi
=
n
∑
i′=0
(−1)i′+1si′+1Ш♯↑α(δ+1)+ti′ ,n−i′ β♯↑tα(i′+1),αδ×× ∆♯↑t
α(i′+1)p
↑t
↿α(i′+1)β
♯
α(i′+1),tβ
♯
t,α(i′+1)p
↑t
⇃α(i′+1)++ n∑
i=0
(−1)i siШ♯↑α(δ+1)+ti,n−i β♯↑tαi,α(δ+1)∆♯↑tαi p↑t↿αiβ♯αi,tβ♯t,αi p↑t⇃αi .
(.)
Dans la somme sur i′, nous avons
β♯↑t
α(i′+1),αδ∆
♯↑t
α(i′+1) = β
♯↑t
α,αδ
β♯↑t+α
αi′ ,αδ
⋅ ∆♯↑t+ααi′ β♯↑tαi′ ,α , (.)
et
β♯
α(i′+1),tβ
♯
t,α(i′+1) = β
♯
αi′ ,t
β♯↑αi
′
α,t
β♯↑αi
′
t,α
β♯
t,αi′
. (.)
Ainsi, en multipliant (.) par (.) à droite,
β♯↑t
α(i′+1),αδ∆
♯↑t
α(i′+1)β
♯
α(i′+1),tβ
♯
t,α(i′+1) = β
♯↑t
α,αδ
β♯↑t+α
αi′ ,αδ
∆♯↑t+ααi′ β
♯↑t
αi′ ,αβ
♯
αi′ ,t
β♯↑αi
′
α,t
β♯↑αi
′
t,α
β♯
t,αi′
(.)
= β♯↑t
α,αδ
β♯↑t+α
αi′ ,αδ
∆♯↑t+ααi′ [β♯αi′ ,t+α] β♯↑αi
′
α,t
β♯↑αi
′
t,α
β♯
t,αi′
(.)
= β♯↑t
α,αδ
β♯↑t+α
αi′ ,αδ
∆♯↑t+ααi′ [β♯α,tβ♯t,α] β♯αi′ ,t+αβ♯t,αi′
(.)(.)
= β♯↑t
α,αδ
[β♯
α,t
β♯
t,α
]β♯↑t+α
αi′ ,αδ
∆♯↑t+ααi′ [β♯↑tαi′ ,αβ♯αi′ ,t]β♯t,αi′
(.)
= β♯↑t
α,αδ
β♯
α,t
β♯
t,α
β♯↑t+α
αi′ ,αδ
[β♯↑tαi′ ,α∆♯↑tαi′] β♯αi′ ,tβ♯t,αi′
(.)
= β♯↑t
α,αδ
β♯
α,t
β♯
t,α
[β♯↑t+α
αi′ ,α(δ+1)]∆♯↑tαi′β♯αi′ ,tβ♯t,αi′ .
(.)
Les éléments internes p↑t
↿α et p
↑t
⇃α suivent le même chemin que β
♯
α,t
et β♯
t,α
. Grâce à
la commutation à distance avec le battage, nous donc pouvons réécrire la première
somme de (.) comme
−sβ♯↑tα,αδ p↑t↿αβ♯α,tβ♯t,αp↑t⇃α n∑
i′=0
(−1)i′ si′Ш♯↑α(δ+1)+ti′ ,n−i′ β♯↑tαi′ ,α(δ+1)∆♯↑tαi′ p↑t↿αi′β♯αi′ ,tβ♯t,αi′ p↑t⇃αi′ ,
c’est-à-dire
δ
t
Π(s)♯n+1 = (1 − sβ♯↑tα,αδ ⋅ p↑t↿αβ♯α,tβ♯t,αp↑t⇃α) δ+1 tΠ(s)♯n ,
ce qui montre la récurrence sur δ et ﬁnit la démonstration de la proposition.
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. Système et solution
.. Système zébré
Nous établissons ici le système d’équations que doivent satisfaire les éléments de
matrice d’un tressage zébré. Nous utilisons la même procédure qu’à la sous-section
.., à savoir le réordonnement d’un triplet de tenseurs x
b⟩y
↑b
c⟩ z
↑b+c
d⟩ de deuxmanières
diﬀérentes, cette fois-ci à l’aide des relations de commutation (.).
Si nous commençons par les deux derniers tenseurs, nous aboutissons à
xb⟩y
↑b
c⟩ z
↑b+c
d⟩ =
=
d
∑
k1=0
d−k1
∑
k2=0
c+k1
∑
k3=0
{ c dd−αk1 }↑b{ b d−αk1d−α(k1+k2) }{ b+αk2 c+αk1c+α(k1−k3) }↑d−α(k1+k2)×
× zd−α(k1+k2)⟩y↑d−α(k1+k2)c+α(k1−k3)⟩ x↑c+d−α(k2+k3)b+α(k2+k3)⟩ . (.)
La procédure qui commence par les deux premiers tenseurs aboutit quant à elle à
xb⟩y
↑b
c⟩ z
↑b+c
d⟩ =
=
c
∑
k′1=0
d
∑
k′2=0
d−k′2∑
k′3=0
{ b cc−αk′1 }{ b+αk
′
1 d
d−αk′2
}↑c−αk′1{ c−αk′1 d−αk′2
d−α(k′2+k
′
3)
}×
× zd−α(k′
2
+k′
3
)⟩y
↑d−α(k′2+k
′
3)
c−α(k′
1
−k′
3
)⟩ x
↑c+d−α(k′1+k
′
2)
b+α(k′
1
+k′
2
)⟩ . (.)
Les relations de commutation sont donc assiciatives si (.) = (.). Nous réalisons
dans ces deux relations le changement de variables i = k1+k2 = k′2+k′3 et l = k1−k3 =
k′3− k′1. Il permet d’égaliser termes à termes les éléments agissant sur le même triplet
z
d−αi⟩y
↑d−αi
c+αl⟩ x
↑c+d+α(i−l)
b+α(i−l)⟩ , et ((.) = (.)) est alors équivalente à
i
∑
k=max(0,l)
{ c dd−αk }↑b{ b d−αkd−αi }{ b+α(i−k) c+αkc+αl }↑d−αi =
=
min(i,c+l)
∑
k=max(0,l)
{ b cc−α(k−l) }{ b+α(k−l) dd−α(i−k) }↑c−α(k−l){ c−α(k−l) d−α(i−k)d−αi } (.)
avec 0 ≤ i ≤ d et −c ≤ l ≤ i.
.. Solution zébrée
Proposition . Soit
t
Π♯n
.
=
t
Π(1)♯n, alors
{ X YZ } = q ⋅Ш♯↑X+ZZ ,Y−Z ⋅ p⇃Xβ♯Z,X p↿Z ⋅ X XΠ♯↑ZY−Z (.)
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est une solution du système (.)
Démonstration. La preuve est la même que pour le cas α = 1, mais un peu plus
longue. Elle consiste à injecter l’Ansatz (.) dans le système (.) pour vériﬁer
sa validité. Comme précédement, nous allons séparer les membres de gauche et de
droite du système (.) et nous noterons alors respectivement (.L) et (.R)
les membres de gauche et de droite de (.) dans lesquels nous avons injecté (.).
Pour être plus explicite, nous devons alors vériﬁer que (.L) = (.R) avec
(.L) = i∑
k=max(0,l)
q3Ш♯↑c+b+d
d−k,k p
↑b
⇃cβ
♯↑b
d−αk,c p
↑b
↿d−αk ⋅ c cΠ♯↑b+d−αkk ×
×Ш♯↑b+d
d−i,i−k p⇃bβ
♯
d−αi,b p↿d−αi ⋅ b bΠ♯↑d−αii−k ×
×Ш♯↑b+d−αk+c
c+l ,k−l p
↑d−αi
⇃b+α(i−k)β
♯↑d−αi
c+αl ,b+α(i−k) p
↑d−αi
↿c+αl ⋅ b+i−k bΠ♯↑c+d−α(i−l)k−l , (.)
et
(.R) =
min(i,c+l)
∑
k=max(0,l)
q3Ш♯↑b+c
c−(k−l),k−l p⇃bβ
♯
c−α(k−l),b p↿c−α(k−l) ⋅ b bΠ♯↑c−α(k−l)k−l ×
×Ш♯↑b+c+d
d−(i−k),i−k p
↑c−α(k−l)
⇃b+α(k−l)β
♯↑c−α(k−l)
d−α(i−k),b+α(k−l) p
↑c−α(k−l)
↿d−α(i−k) ⋅ b+k−l bΠ♯↑c+d−α(i−l)i−k ×
×Ш♯↑c−α(k−l)+d
d−i,k p⇃c−α(k−l)β
♯
d−αi,c−α(k−l) p↿d−αi ⋅ c−(k−l) cΠ♯↑d−αik , (.)
Dans (.L), le second symbole de Pochhammer peut être déplacé vers la droite
jusqu’à la gauche du dernier. En chemin, il commute à distance avec tous les termes
qu’il rencontre sauf β♯↑d−αi
c+αl ,b+α(i−k) avec lequel il quasi-commute conformément à (.) :
b
b
Π♯↑d−αii−k β
♯↑d−αi
c+αl ,b+α(i−k) = β
♯↑d−αi
c+αl ,b+α(i−k)
b
b
Π
♯↑c+d−α(i−l)
i−k .
Dès lors, les deux derniers symboles de Pochhammer peuvent être fusionnés par
déﬁnition (.) :
b
b
Π♯
↑c+d−α(i−l)
i−k
b+i−k bΠ♯
↑c+d−α(i−l)
k−l =
b
b
Π♯
↑c+d−α(i−l)
i−l . (.)
Le même phénomène se produit avec les premier et second symboles de Poch-
hammer dans (.R) et mène au même symbole que (.), indépendant de la va-
riable de sommation k. De plus, ce nouveau symbole, qui apparaît en position du
second, commute à distance à droite avec tous les termes restants. Nous pouvons
alors procéder à la simplication à droite des équations (.L) et (.R) par le sym-
bole (.). Nous remarquons par ailleurs que dans les deux équations, le facteur p
⇃b
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commute à distance à gauche avec tous ses prédécesseurs, et de la même manière, le
facteur p
↿d−αi commute à distance à droite avec tous ses successeurs. Nous renom-
mons alors respectivement (.L)′ et (.R)′ les équations (.L) et (.R) sim-
pliﬁées de (.), p
⇃b
et p
↿d−αi .
Dans (.L)′ nous procédons aux scissions suivantes :
β♯↑b
d−αk,c = β
♯↑b
d−αi,cβ
♯↑b+d−αi
α(i−k),c
p↑b
↿d−αk = p
↑b
↿d−αi p
↑b+d−αi
↿α(i−k)
p↑d−αi
⇃b+α(i−k) = p
↑d−αi
⇃b
p↑b+d−αi
⇃α(i−k)
β♯↑d−αi
c+αl ,b+α(i−k) = β
♯↑b+d−αi
c+αl ,α(i−k)β
♯↑d−αi
c+αl ,b
(.)
Notons que le terme p↑d−αi
⇃b de la troisième équation commute à distance avec le bat-
tage à sa gauche dans (.L)′. Cette commutation est implicite dans la suite. Notons
aussi que le symbole de Pochhammer restant commute à distance à droite jusqu’à la
gauche du dernier battage. Ainsi, en utilisant (.), nous pouvons vériﬁer que les
facteurs de (.L)′ autres que le symbole de Pochhammer sont
Ш♯↑c+b+d
d−k,k p
↑b
⇃cβ
♯↑b
d−αi,cβ
♯↑b+d−αi
α(i−k),c p
↑b
↿d−αi p
↑b+d−αi
↿α(i−k) Ш
♯↑b+d
d−i,i−kβ
♯
d−αi,b p
↑d−αi
⇃b
=
=Ш♯↑c+b+d
d−k,k Ш
♯↑c+b+d
d−i,i−k p
↑b
⇃c p⇃bp
↑b+c
↿d−αiβ
♯↑b
d−αi,cβ
♯
d−αi,bβ
♯↑b+d−αi
α(i−k),c p
↑b+d−αi
↿α(i−k) . (.)
Les deux battages peuvent se factoriser diﬀéremment en vertu de (.) :
Ш♯↑c+b+d
d−k,k Ш
♯↑c+b+d
d−i,i−k =Ш
♯↑c+b+d
d−i,i−k,k =Ш
♯↑c+b+d
d−i,i Ш
♯↑c+b+d−αi
i−k,k ,
et on a donc
(.L)′ = i∑
k=max(0,l)
Ш♯↑c+b+d
d−i,i p
↑b
⇃c p⇃bp
↑b+c
↿d−αiβ
♯↑b
d−αi,cβ
♯
d−αi,b×
×Ш♯↑c+b+d−αii−k,k β♯↑b+d−αiα(i−k),c p↑b+d−αi↿α(i−k) ⋅ c cΠ♯↑b+d−αkk ××Ш♯↑b+d−αk+c
c+l ,k−l p
↑b+d−αi
⇃α(i−k) β
♯↑b+d−αi
c+αl ,α(i−k) ⋅ β♯↑d−αic+αl ,b p↑d−αi↿c+αl (.)
Regardons maintenant (.R)′. Les facteurs entre le premier battage et le sym-
bole de Pochhammer sont, en vertu de (.),
β♯
c−α(k−l),b p↿c−α(k−l)Ш
♯↑b+c+d
d−(i−k),i−k p
↑c−α(k−l)
⇃b
p↑b+c−α(k−l)
⇃α(k−l) ×× β♯↑c−α(k−l)
d−α(i−k),b+α(k−l) p
↑c−α(k−l)
↿d−α(i−k)Ш
♯↑c−α(k−l)+d
d−i,k p⇃c−α(k−l)β
♯
d−αi,c−α(k−l) =
= p
⇃bp
↑b
⇃cШ
♯↑b+c+d
d−i,k,i−k p
↑b+c
↿d−α(i)β
♯
c−α(k−l),bβ
♯↑c−α(k−l)
d−α(i−k),b+α(k−l)β
♯
d−αi,c−α(k−l) p
↑d−αi
↿c+αl , (.)
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mais (.) et (.) impliquent que
β♯↑c−α(k−l)
d−α(i−k),b+α(k−l) = β
♯↑b+c−α(k−l)
d−αi,α(k−l) β
♯↑c−α(k−l)
d−αi,b β
♯↑b+c+d−α(i+k−l)
αk,α(k−l) β
♯↑c+d−α(i+k−l)
αk,b
(.)
et ainsi
β♯
c−α(k−l),bβ
♯↑c−α(k−l)
d−α(i−k),b+α(k−l)β
♯
d−αi,c−α(k−l) =
(.)
= β♯
c−α(k−l),b[β♯↑b+c−α(k−l)d−αi,α(k−l) β♯↑c−α(k−l)d−αi,b β♯↑b+c+d−α(i+k−l)αk,α(k−l) ×× β♯↑c+d−α(i+k−l)
αk,b
]β♯
d−αi,c−α(k−l)
(.)(.)
= [β♯↑b+c−α(k−l)
d−αi,α(k−l) β
♯
c−α(k−l),b] β♯↑c−α(k−l)d−αi,b ×× [β♯
d−αi,c−α(k−l)β
♯↑b+c+d−α(i+k−l)
αk,α(k−l) β
♯↑c+d−α(i+k−l)
αk,b
]
(.)
= β♯↑b+c−α(k−l)
d−αi,α(k−l) [β♯↑bd−αi,c−α(k−l)β♯d−αi,bβ♯↑d−αic−α(k−l),b]×× β♯↑b+c+d−α(i+k−l)
αk,α(k−l) β
♯↑c+d−α(i+k−l)
αk,b
(.)(.)
= [β♯↑b
d−αi,c] β♯d−αi,b [β♯↑b+c+d−α(i+k−l)αk,α(k−l) β♯↑d−αic−α(k−l),b] β♯↑c+d−α(i+k−l)αk,b
(.)
= β♯↑b
d−αi,cβ
♯
d−αi,bβ
♯↑b+c+d−α(i+k−l)
αk,α(k−l) [β♯↑d−αic+αl ,b ] .
Nous remarquons qu’à l’aide de (.) et (.), nous pouvons réécrire le dernier
facteur de cette expression, ainsi que son successeur dans (.), à droite du symbole
de Pochhammer dans (.R)′. Pour ﬁnir, le battage de (.) se factorise comme
Ш♯↑b+c+dd−i,k,i−k =Ш
♯↑b+c+d
d−i,i Ш
♯↑b+c+d−αi
k,i−k
et nous pouvons alors réécrire (.R)′ comme
(.R)′ = min(i,c+l)∑
k=max(0,l)
p↑b
⇃c p⇃bШ
♯↑b+c+d
d−i,i p
↑b+c
↿d−α(i)β
♯↑b
d−αi,cβ
♯
d−αi,bШ
♯↑b+d+c−αi
c−(k−l),k−l×
×Ш♯↑b+c+d−αi
k,i−k β
♯↑b+c+d−α(i+k−l)
αk,α(k−l)
c−(k−l) cΠ♯↑b+d−αik β
♯↑d−αi
c+αl ,b p
↑d−αi
↿c+αl . (.)
Nous pouvons alors immédiatement constater que les six premiers ainsi que les deux
derniers facteurs de (.) et (.) sont les mêmes et peuvent être extraits de la
somme. Comme précédement, nous simpliﬁons donc ces deux expressions par ces
huit facteurs. Tous les facteurs restants ont un décalage d’au moins (b + d − αi) po-
sitions. Nous ramenons donc les deux nouveaux membres en première position et
nous les renommons respectivement comme (.L)′′ et (.R)′′.
Il est maintenant temps de développer les symboles de Pochhammer à l’aide de
(.). Le symbole de (.L)′′ est
c
c
Π♯
↑α(i−k)
k
=
k
∑
j=0
(−1) jШ♯↑c+α(i−k)
j,k− j β
♯↑c+α(i−k)
α j,αc ∆
♯↑c+α(i−k)
α j p
↑c+α(i−k)
↿α j ×
× β♯↑α(i−k)
α j,c
β♯↑α(i−k)
c,α j
p↑c+α(i−k)
⇃α j . (.)
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et celui de (.R)′′,
c−(k−l) cΠ♯k =
k
∑
j=0
(−1) jШ♯↑c−α(k−l)
j,k− j β
♯↑c
α j,α(c−(k−l))∆
♯↑c
α j p
↑c
↿α jβ
♯
α j,c
β♯
c,α j
p↑c
⇃α j . (.)
Nous allons maintenant réarranger ces nouveaux facteurs dans leurs membres res-
pectifs. Notons que les battages sont non nuls exactement à l’intérieur des plages de
sommation. Nous oublions donc cette information et laissons les sommes courir de−∞ à +∞, les battages conservant les termes nécessaires. Pour (.L)′′, nous avons
(.L)′′ =∑
k, j
(−1) jШ♯↑c
i−k,kβ
♯
α(i−k),c p↿α(i−k)Ш
♯↑c+α(i−k)
j,k− j β
♯↑c+α(i−k)
α j,αc ×
× ∆♯↑c+α(i−k)α j p↑c+α(i−k)↿α j β♯↑α(i−k)α j,c β♯↑α(i−k)c,α j p↑c+α(i−k)⇃α j Ш♯↑c+α(i−k)c+l ,k−l ×× p
⇃α(i−k)β
♯
c+αl ,α(i−k) . (.)
Puisque le second battage commute à distance à gauche avec les deux facteurs qui le
précèdent, nous pouvons factoriser à l’aide de (.)
Ш♯↑c
i−k,kШ
♯↑c+α(i−k)
j,k− j =Ш
♯↑c
i−k, j,k− j =Ш
♯↑c
j+i−k,k− jШ
♯↑c
i−k, j . (.)
De plus, nous pouvons réécrire les termes internes à l’immédiate droite de ces deux
battages. Ce faisant, les termes de même type fusionnent par déﬁnitions (.) et
(.). À l’immédiate droite des deux battages, nous avons ainsi
p↑c
↿α(i−k)p
↑c+α(i−k)
↿α j p
↑c
⇃α(i−k)p
↑c+α(i−k)
⇃α j = p
↑c
↿α( j+i−k)p
↑c
⇃α( j+i−k) (.)
Remarquons que l’application consécutive de (.) puis (.) implique que
β♯
α(i−k),cβ
♯↑c+α(i−k)
α j,αc β
♯↑α(i−k)
α j,c
= β♯
α(i−k),cβ
♯↑α(i−k)
α j,c = β
♯
α( j+i−k),c . (.)
Le second battage de (.) commute à distance avec les termes (.) et quasi-com-
mute avec le tressage élémentaire (.) en vertu de (.). Nous pouvons ainsi ré-
écrire
(.L)′′ =∑
k, j
(−1) jШ♯↑c
j+i−k,k− j p
↑c
↿α( j+i−k)p
↑c
⇃α( j+i−k)×
× β♯
α( j+i−k),cШ
♯
i−k, j∆
♯↑α(i−k)
α j β
♯↑α(i−k)
c,α j
Ш♯↑c+α(i−k)
c+l ,k−l β
♯
c+αl ,α(i−k) .
Par commodité pour la suite, nous réalisons dès à présent le changement de variables
de sommation j = j′ − i + k et k = i − k′ :
(.L)′′ = ∑
k′ , j′
(−1)( j′−k′)Ш♯↑cj′ ,i− j′ p↑c↿α j′ p↑c⇃α j′×
× β♯α j′ ,cШ♯k′ , j′−k′∆♯↑αk′α( j′−k′)β♯↑αk′c,α( j′−k′)Ш♯↑c+αk′c+l ,i−k′−lβ♯c+αl ,αk′ . (.)
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De l’autre côté, nous avons
(.R)′′ =∑
k, j
(−1) jШ♯↑c
c−(k−l),k−lШ
♯↑c
k,i−kβ
♯↑c−α(k−l)
αk,α(k−l) Ш
♯↑c−α(k−l)
j,k− j ×
× β♯↑c
α j,α(c−(k−l))∆
♯↑c
α j p
↑c
↿α jβ
♯
α j,c
β♯
c,α j
p↑c
⇃α j . (.)
Comme précédemment, nous pouvons réécrire le troisième battage à droite du se-
cond, toujours en utilisant (.). Nous avons alors, en vertu de (.),
Ш♯↑ck,i−kШ
♯↑c
j,k− j =Ш
♯↑c
j,k− j,i−k =Ш
♯↑c
j,i− jШ
♯↑c+α j
k− j,i−k .
De plus, notons que
β♯↑c−α(k−l)
αk,α(k−l) β
♯↑c
α j,α(c−(k−l)) = β
♯↑c−α(k−l)
α j,α(k−l) β
♯↑c−α(k− j−l)
α(k− j),α(k−l)β
♯↑c
α j,α(c−(k−l))
= β♯↑c−α(k−l)
α j,α(k−l) β
♯↑c
α j,α(c−(k−l))β
♯↑c−α(k− j−l)
α(k− j),α(k−l)
= β♯↑cα j,αcβ
♯↑c−α(k− j−l)
α(k− j),α(k−l)
(.)
alors
β♯↑c−α(k−l)
αk,α(k−l) β
♯↑c
α j,α(c−(k−l))∆
♯↑c
α j p
↑c
↿α jβ
♯
α j,c
β♯
c,α j
p↑c
⇃α j =
= p↑c
↿α jp
↑c
⇃α jβ
♯↑c−α(k−l)
αk,α(k−l) β
♯↑c
α j,α(c−(k−l))∆
♯↑c
α j β
♯
α j,c
β♯
c,α j
=
= p↑c
↿α jp
↑c
⇃α jβ
♯↑c
α j,αcβ
♯↑c−α(k− j−l)
α(k− j),α(k−l)β
♯
α j,c
∆♯α jβ
♯
c,α j
.
Nous pouvons ainsi réécrire
(.R)′′ =∑
k,l
(−1) jШ♯↑cj,i− j p↑c↿α jp↑c⇃α jβ♯↑cα j,αc×
×Ш♯↑c+α j
c−(k−l),k−lШ
♯↑c+α j
k− j,i−kβ
♯↑c−α(k− j−l)
α(k− j),α(k−l)∆
♯↑c
α j β
♯
α j,c
β♯
c,α j
. (.)
Grâce aux manipulations que nous venons d’eﬀectuer, nous pouvons réaliser la som-
me sur k comme une convolution de Vandermonde (.) :
∑
k
Ш♯↑c+α j
c−(k−l),k−lШ
♯↑c+α j
k− j,i−kβ
♯↑c−α(k− j−l)
α(k− j),α(k−l) =Ш
♯↑c+α j
c+l− j,i−l , (.)
et alors, en fusionnant à l’aide de (.),
(.R)′′ =∑
j
(−1) jШ♯↑cj,i− j p↑c↿α jp↑c⇃α jβ♯α j,c∆♯α jβ♯c,α jШ♯↑c+α jc+l− j,i−l (.)
L’équation (.L)′′ = (.R)′′ doit être réalisée pour tout choix compatible
pour p
↿α et p⇃α, et doit ainsi être réalisée termes à termes pour tout j
′
= j dans (.)
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et (.). Tout cela simpliﬁe drastiquement la vériﬁcation puisque la dernière étape
de la preuve est de montrer que
∑
k
(−1)kШ♯
k, j−k∆
♯↑αk
α( j−k)β
♯↑αk
c,α( j−k)Ш
♯↑c+αk
c+l ,i−l−kβ
♯
c+αl ,αk = ∆
♯
α jβ
♯
c,α j
Ш♯↑c+α j
c+l− j,i−l . (.)
Dans le membre de gauche, nous scindons le dernier tressage élémentaire à l’aide
(.) :
β♯
c+αl ,αk = β
♯
c,αk
β♯↑c
α(c+l),αk ,
mais le premier de ces deux nouveaux éléments commute à distance à gauche avec le
battage et peut être fusionné à l’aide de (.) avec le tressage élémentaire à sa gauche :
β♯↑αk
c,α( j−k)β
♯
c,αk
= β♯
c,α j
.
Ce nouveau tressage quasi-commute à gauche avec l’élément de Garside et le pre-
mier battage (il les décale de c positions). Dans le membre de droite, ce tressage
quasi-commute de la même manière avec l’élément de Garside. Nous procédons à
la simpliﬁcation par cet élément à gauche des deux côtés. Il reste alors une identité
dont tous les termes sont décalés d’aumoins c positions. En la ramenant en première
position, nous devons montrer
∑
k
(−1)kШ♯
k, j−k∆
♯↑αk
α( j−k)Ш
♯↑αk
c+l ,i−l−kβ
♯
α(c+l),αk = ∆
♯
α jШ
♯↑α j
c+l− j,i−l , (.)
mais cette relation n’est autre que (.) avec i − l → i, j → j, c + l → l , ce qui ﬁnit la
preuve.
. Propriétés
Explorons maintenant quelques propriétés de cette solution.
.. Twist scalaire
Lorsque α = 1, nous avons quatre paramètres dont dépend la solution : q, p
↑
, p
↓
et β1,1 (voir sections . et .). Dans ce cas particulier, p↑ et p↓ sont des éléments de
kB+1 ≃ k. Nous avons alors fusionné sans encombre la dépendance en ces éléments de
la solution (.) à l’aide d’un twist scalaire, c’est-à-dire pour lequel les coeﬃcients
µx,y sont des scalaires.
Pour α générique, les degrés de liberté p
↿x et p⇃x , 0 ≤ x ≤ α sont des éléments
de kB+x , et si nous comptons avoir quelque action sur ces derniers à l’aide d’un twist,
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nous devons introduire des coeﬃcients µx,y appartenant à des algèbres de groupes
non abéliennes. Cela pose un problème quand on cherche à résoudre les équations
caractérisant un twist, puisqu’on ne sait alors pas comment ces coeﬃcients quasi-
commutent avec la solution (.), et nous ne pouvons alors pas extraire de système
simple pour les éléments de matrice. En revanche, dans le cas scalaire, on observe
une variation du cas exposé dans la section ..
Supposons que le twist soit de la même forme que dans la section .. En écrivant
les deux relations qui doivent etre satisfaites, nous extrayons deux systèmes :
µb+α(c−),d µc+α,d = µb,d µc,d , 0 ≤  ≤ c, (.)
et
µb,d+αhµb,c+α(d−h) = µb,cµb,d , 0 ≤ h ≤ d . (.)
En posant b = x, c = x + 1, c = x et  = 1 dans (.), nous trouvons µx+αx ,dµx+α,d =
µx ,dµα(x+1)+x ,d soit
µx,d = (µx+α,d)x (µx,d)−(x−1) . (.)
De même, en posant c = y, d = y + 1, d = y et h = 1 dans (.), nous trouvons
µb,y+αµb,y+αy = µb,yµb,α(y+1)+y soit
µb,x = (µb,y+α)y (µb,y)−(y−1) . (.)
En substituant (.) dans (.), nous obtenons ﬁnalement
µx,y =
(µx+α,y+α)xy (µx ,y)(x−1)(y−1)(µx,y+α)(x−1)y (µx+α,y)x(y−1) , (.)
avec 4α2 paramètres libres µa,b , 0 ≤ a, b ≤ 2α − 1.
.. Absorption des degrés de liberté internes
À la vue des résultats des sous-sections .. et .., nous pouvons nous deman-
der s’il est possible d’absorber les degrés de liberté oﬀert par les éléments p
↿y et p⇃x
dans la déﬁnition des éléments β♯y,x en déﬁnissant β♭y,x = p⇃x p
↑x
↿yβ
♯
y,x , 0 ≤ x , y ≤ α. Ce-
pendant, nous avons { X 00 } = qp⇃X , { 0 0Z } = qp↿Z et { Xα YαYα } = qp⇃Yαp↑Xα↿Yαβ♯Yα,Xα . Si
nous déﬁnissons β♭0,x = p⇃x ou β
♭
y,0 = p↿y, nous perdons les formules pour la décom-
position des éléments β♭Y ,X , pour la même raison que nous ne pouvions absorber
le nombre q dans des éléments p
↿y et p⇃x . Ceci ne pose qu’un problème pratique
puisqu’il suﬃrait alors de forcer la décomposition à se comporter comme celle des
éléments β♯Y ,X .
.. Propriétés 
Les battages et les symboles de Pochhammer (en faisant abstraction des éléments
qui dépendent du reste de la division par α) sont construits à l’aide de l’élément β♯α,α .
Si nous modiﬁons la déﬁnition de l’élément β♭α,α = p⇃αp
↑α
↿αβ
♯
α,α pour faire disparaître
les éléments p
↿α et p⇃α de l’expression de { α αα }, nousmodiﬁons de facto l’expression
des battages et des symboles de Pochhammer. Il convient alors de distinguer les élé-
ments « combinatoires » (les monômes des battages et les éléments qui ne dépendent
pas du reste de la division par α dans les symboles de Pochhammer) des autres élé-
ments (le monôme central et les éléments qui dépendent du reste dans les symboles
de Pochhammer). L’expression du tressage devient alors
{ X YZ } =Ш♯↑X+ZZ ,Y−Z ⋅ β♭Z,X ⋅ X XΠ♯ ♭↑ZY−Z ,
avec
k
X
Π♯ ♭1 = (1 − β♯↑Xα,αk ⋅ β♭α,Xβ♭X,α) .
L’expression est plus simple, mais nous venons de voir qu’elle n’est qu’une réécriture
de l’expression (.) avec une notation diﬀérente. Ces degrés de liberté ne semblent
pas pouvoir être reportés dans un twist.
orn
Annexe

A





P    (.)
Nous rassemblons exhaustivement ici les quatres premiers ordres du système
d’équations (.) que doivent satisfaire les éléments de matrice { x yz } d’un tressage
de l’espace des tenseurs. Nous repérons les équations à l’aide du symbole ∣i1 i2 i3
i′
1
i′
2
i′
3
∣ et
l’équation correspondante est alors obtenue en considérant les éléments de matrice
qui agissent sur z
i′
1
⟩y
↑i′1
i′
2
⟩x
↑i′1+i
′
2
i′
3
⟩ lorsque l’on réordonne de deux manières diﬀerentes
un triplet x
i1⟩
y↑i1
i2⟩
z↑i1+i2
i3⟩
. Pour des raisons d’édition, nous modiﬁons la notation des
variables de la manière suivante : nous portons en italique en bas à droite un éven-
tuel décalage de l’élément de matrice le long des brins. Nous omettons cette valeur
lorsque le décalage est nul. Ainsi, {x yz t} = { x yz }↑t . Pour les ordres 0, 1, 2, 3 et 4, nous
énumérons alors respectivement 1, 6, 20, 50 et 105 équations.
A. Ordre ,  équation
∣000
000
∣ {0 00 }{0 00 }{0 00 } = {0 00 }{0 00 }{0 00 }
A. Ordre ,  équations
∣001
100
∣ {0 11 }{0 11 }{0 00 1} = {0 00 }{0 11 }{0 11 }∣001
001
∣ {0 11 }{0 10 }{1 00 } + {0 10 }{0 00 }{0 10 } = {0 00 }{0 10 }{0 00 }∣001
010
∣ {0 10 }{0 00 }{0 11 } = {0 00 }{0 11 }{0 10 }

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∣010
001
∣ {1 00 }{0 00 }{0 10 } = {0 10 }{1 00 }{0 00 }∣010
010
∣ {1 00 }{0 00 }{0 11 } = {0 11 }{0 00 1}{1 00 }∣100
001
∣ {0 00 1}{1 00 }{1 00 } = {1 00 }{1 00 }{0 00 }
A. Ordre ,  équations
∣002
200
∣ {0 22 }{0 22 }{0 00 2} = {0 00 }{0 22 }{0 22 }∣002
101
∣ {0 22 }{0 21 }{1 00 1} + {0 21 }{0 11 }{0 10 1} = {0 00 }{0 21 }{0 11 }∣002
110
∣ {0 21 }{0 11 }{0 11 1} = {0 00 }{0 22 }{0 21 }∣002
002
∣ {0 22 }{0 20 }{2 00 } + {0 21 }{0 10 }{1 10 } + {0 20 }{0 00 }{0 20 } = {0 00 }{0 20 }{0 00 }∣002
011
∣ {0 21 }{0 10 }{1 11 } + {0 20 }{0 00 }{0 21 } = {0 00 }{0 21 }{0 10 }∣002
020
∣ {0 20 }{0 00 }{0 22 } = {0 00 }{0 22 }{0 20 }∣011
101
∣ {1 11 }{0 11 }{0 10 1} = {0 10 }{1 11 }{0 11 }∣011
110
∣ {1 11 }{0 11 }{0 11 1} = {0 11 }{0 11 1}{1 11 }∣011
002
∣ {1 11 }{0 10 }{1 10 } + {1 10 }{0 00 }{0 20 } = {0 10 }{1 10 }{0 00 }∣011
011
∣ {1 11 }{0 10 }{1 11 } + {1 10 }{0 00 }{0 21 } = {0 11 }{0 10 1}{1 00 } + {0 10 }{1 11 }{0 10 }∣011
020
∣ {1 10 }{0 00 }{0 22 } = {0 11 }{0 11 1}{1 10 }∣020
002
∣ {2 00 }{0 00 }{0 20 } = {0 20 }{2 00 }{0 00 }∣020
011
∣ {2 00 }{0 00 }{0 21 } = {0 21 }{1 00 1}{1 00 }∣020
020
∣ {2 00 }{0 00 }{0 22 } = {0 22 }{0 00 2}{2 00 }∣101
101
∣ {0 11 1}{1 11 }{1 00 1} = {1 00 }{1 11 }{0 11 }∣101
002
∣ {0 11 1}{1 10 }{2 00 } + {0 10 1}{1 00 }{1 10 } = {1 00 }{1 10 }{0 00 }∣101
011
∣ {0 10 1}{1 00 }{1 11 } = {1 00 }{1 11 }{0 10 }∣110
002
∣ {1 00 1}{1 00 }{1 10 } = {1 10 }{2 00 }{0 00 }∣110
011
∣ {1 00 1}{1 00 }{1 11 } = {1 11 }{1 00 1}{1 00 }∣200
002
∣ {0 00 2}{2 00 }{2 00 } = {2 00 }{2 00 }{0 00 }
A.. Ordre ,  équations 
A. Ordre ,  équations
∣003
300
∣ {0 33 }{0 33 }{0 00 3} = {0 00 }{0 33 }{0 33 }∣003
201
∣ {0 33 }{0 32 }{1 00 2} + {0 32 }{0 22 }{0 10 2} = {0 00 }{0 32 }{0 22 }∣003
210
∣ {0 32 }{0 22 }{0 11 2} = {0 00 }{0 33 }{0 32 }∣003
102
∣ {0 33 }{0 31 }{2 00 1} + {0 32 }{0 21 }{1 10 1} + {0 31 }{0 11 }{0 20 1} = {0 00 }{0 31 }{0 11 }∣003
111
∣ {0 32 }{0 21 }{1 11 1} + {0 31 }{0 11 }{0 21 1} = {0 00 }{0 32 }{0 21 }∣003
120
∣ {0 31 }{0 11 }{0 22 1} = {0 00 }{0 33 }{0 31 }∣003
003
∣ {0 33 }{0 30 }{3 00 } + {0 32 }{0 20 }{2 10 } + {0 31 }{0 10 }{1 20 } + {0 30 }{0 00 }{0 30 } = {0 00 }{0 30 }{0 00 }∣003
012
∣ {0 32 }{0 20 }{2 11 } + {0 31 }{0 10 }{1 21 } + {0 30 }{0 00 }{0 31 } = {0 00 }{0 31 }{0 10 }∣003
021
∣ {0 31 }{0 10 }{1 22 } + {0 30 }{0 00 }{0 32 } = {0 00 }{0 32 }{0 20 }∣003
030
∣ {0 30 }{0 00 }{0 33 } = {0 00 }{0 33 }{0 30 }∣012
201
∣ {1 22 }{0 22 }{0 10 2} = {0 10 }{1 22 }{0 22 }∣012
210
∣ {1 22 }{0 22 }{0 11 2} = {0 11 }{0 22 1}{1 22 }∣012
102
∣ {1 22 }{0 21 }{1 10 1} + {1 21 }{0 11 }{0 20 1} = {0 10 }{1 21 }{0 11 }∣012
111
∣ {1 22 }{0 21 }{1 11 1} + {1 21 }{0 11 }{0 21 1} = {0 11 }{0 21 1}{1 11 } + {0 10 }{1 22 }{0 21 }∣012
120
∣ {1 21 }{0 11 }{0 22 1} = {0 11 }{0 22 1}{1 21 }∣012
003
∣ {1 22 }{0 20 }{2 10 } + {1 21 }{0 10 }{1 20 } + {1 20 }{0 00 }{0 30 } = {0 10 }{1 20 }{0 00 }∣012
012
∣ {1 22 }{0 20 }{2 11 } + {1 21 }{0 10 }{1 21 } + {1 20 }{0 00 }{0 31 } = {0 11 }{0 20 1}{1 00 } + {0 10 }{1 21 }{0 10 }∣012
021
∣ {1 21 }{0 10 }{1 22 } + {1 20 }{0 00 }{0 32 } = {0 11 }{0 21 1}{1 10 } + {0 10 }{1 22 }{0 20 }∣012
030
∣ {1 20 }{0 00 }{0 33 } = {0 11 }{0 22 1}{1 20 }∣021
102
∣ {2 11 }{0 11 }{0 20 1} = {0 20 }{2 11 }{0 11 }∣021
111
∣ {2 11 }{0 11 }{0 21 1} = {0 21 }{1 11 1}{1 11 }∣021
120
∣ {2 11 }{0 11 }{0 22 1} = {0 22 }{0 11 2}{2 11 }∣021
003
∣ {2 11 }{0 10 }{1 20 } + {2 10 }{0 00 }{0 30 } = {0 20 }{2 10 }{0 00 }∣021
012
∣ {2 11 }{0 10 }{1 21 } + {2 10 }{0 00 }{0 31 } = {0 21 }{1 10 1}{1 00 } + {0 20 }{2 11 }{0 10 }∣021
021
∣ {2 11 }{0 10 }{1 22 } + {2 10 }{0 00 }{0 32 } = {0 22 }{0 10 2}{2 00 } + {0 21 }{1 11 1}{1 10 }∣021
030
∣ {2 10 }{0 00 }{0 33 } = {0 22 }{0 11 2}{2 10 }
 Annexe A. Premiers ordres
∣030
003
∣ {3 00 }{0 00 }{0 30 } = {0 30 }{3 00 }{0 00 }∣030
012
∣ {3 00 }{0 00 }{0 31 } = {0 31 }{2 00 1}{1 00 }∣030
021
∣ {3 00 }{0 00 }{0 32 } = {0 32 }{1 00 2}{2 00 }∣030
030
∣ {3 00 }{0 00 }{0 33 } = {0 33 }{0 00 3}{3 00 }∣102
201
∣ {0 22 1}{1 22 }{1 00 2} = {1 00 }{1 22 }{0 22 }∣102
102
∣ {0 22 1}{1 21 }{2 00 1} + {0 21 1}{1 11 }{1 10 1} = {1 00 }{1 21 }{0 11 }∣102
111
∣ {0 21 1}{1 11 }{1 11 1} = {1 00 }{1 22 }{0 21 }∣102
003
∣ {0 22 1}{1 20 }{3 00 } + {0 21 1}{1 10 }{2 10 } + {0 20 1}{1 00 }{1 20 } = {1 00 }{1 20 }{0 00 }∣102
012
∣ {0 21 1}{1 10 }{2 11 } + {0 20 1}{1 00 }{1 21 } = {1 00 }{1 21 }{0 10 }∣102
021
∣ {0 20 1}{1 00 }{1 22 } = {1 00 }{1 22 }{0 20 }∣111
102
∣ {1 11 1}{1 11 }{1 10 1} = {1 10 }{2 11 }{0 11 }∣111
111
∣ {1 11 1}{1 11 }{1 11 1} = {1 11 }{1 11 1}{1 11 }∣111
003
∣ {1 11 1}{1 10 }{2 10 } + {1 10 1}{1 00 }{1 20 } = {1 10 }{2 10 }{0 00 }∣111
012
∣ {1 11 1}{1 10 }{2 11 } + {1 10 1}{1 00 }{1 21 } = {1 11 }{1 10 1}{1 00 } + {1 10 }{2 11 }{0 10 }∣111
021
∣ {1 10 1}{1 00 }{1 22 } = {1 11 }{1 11 1}{1 10 }∣120
003
∣ {2 00 1}{1 00 }{1 20 } = {1 20 }{3 00 }{0 00 }∣120
012
∣ {2 00 1}{1 00 }{1 21 } = {1 21 }{2 00 1}{1 00 }∣120
021
∣ {2 00 1}{1 00 }{1 22 } = {1 22 }{1 00 2}{2 00 }∣201
102
∣ {0 11 2}{2 11 }{2 00 1} = {2 00 }{2 11 }{0 11 }∣201
003
∣ {0 11 2}{2 10 }{3 00 } + {0 10 2}{2 00 }{2 10 } = {2 00 }{2 10 }{0 00 }∣201
012
∣ {0 10 2}{2 00 }{2 11 } = {2 00 }{2 11 }{0 10 }∣210
003
∣ {1 00 2}{2 00 }{2 10 } = {2 10 }{3 00 }{0 00 }∣210
012
∣ {1 00 2}{2 00 }{2 11 } = {2 11 }{2 00 1}{1 00 }∣300
003
∣ {0 00 3}{3 00 }{3 00 } = {3 00 }{3 00 }{0 00 }
A. Ordre ,  équations
∣004
400
∣ {0 44 }{0 44 }{0 00 4} = {0 00 }{0 44 }{0 44 }
A.. Ordre ,  équations 
∣004
301
∣ {0 44 }{0 43 }{1 00 3} + {0 43 }{0 33 }{0 10 3} = {0 00 }{0 43 }{0 33 }∣004
310
∣ {0 43 }{0 33 }{0 11 3} = {0 00 }{0 44 }{0 43 }∣004
202
∣ {0 44 }{0 42 }{2 00 2} + {0 43 }{0 32 }{1 10 2} + {0 42 }{0 22 }{0 20 2} = {0 00 }{0 42 }{0 22 }∣004
211
∣ {0 43 }{0 32 }{1 11 2} + {0 42 }{0 22 }{0 21 2} = {0 00 }{0 43 }{0 32 }∣004
220
∣ {0 42 }{0 22 }{0 22 2} = {0 00 }{0 44 }{0 42 }∣004
103
∣ {0 44 }{0 41 }{3 00 1} + {0 43 }{0 31 }{2 10 1} + {0 42 }{0 21 }{1 20 1} + {0 41 }{0 11 }{0 30 1} = {0 00 }{0 41 }{0 11 }∣004
112
∣ {0 43 }{0 31 }{2 11 1} + {0 42 }{0 21 }{1 21 1} + {0 41 }{0 11 }{0 31 1} = {0 00 }{0 42 }{0 21 }∣004
121
∣ {0 42 }{0 21 }{1 22 1} + {0 41 }{0 11 }{0 32 1} = {0 00 }{0 43 }{0 31 }∣004
130
∣ {0 41 }{0 11 }{0 33 1} = {0 00 }{0 44 }{0 41 }∣004
004
∣ {0 44 }{0 40 }{4 00 }+{0 43 }{0 30 }{3 10 }+{0 42 }{0 20 }{2 20 }+{0 41 }{0 10 }{1 30 }+{0 40 }{0 00 }{0 40 } ={0 00 }{0 40 }{0 00 }∣004
013
∣ {0 43 }{0 30 }{3 11 } + {0 42 }{0 20 }{2 21 } + {0 41 }{0 10 }{1 31 } + {0 40 }{0 00 }{0 41 } = {0 00 }{0 41 }{0 10 }∣004
022
∣ {0 42 }{0 20 }{2 22 } + {0 41 }{0 10 }{1 32 } + {0 40 }{0 00 }{0 42 } = {0 00 }{0 42 }{0 20 }∣004
031
∣ {0 41 }{0 10 }{1 33 } + {0 40 }{0 00 }{0 43 } = {0 00 }{0 43 }{0 30 }∣004
040
∣ {0 40 }{0 00 }{0 44 } = {0 00 }{0 44 }{0 40 }∣013
301
∣ {1 33 }{0 33 }{0 10 3} = {0 10 }{1 33 }{0 33 }∣013
310
∣ {1 33 }{0 33 }{0 11 3} = {0 11 }{0 33 1}{1 33 }∣013
202
∣ {1 33 }{0 32 }{1 10 2} + {1 32 }{0 22 }{0 20 2} = {0 10 }{1 32 }{0 22 }∣013
211
∣ {1 33 }{0 32 }{1 11 2} + {1 32 }{0 22 }{0 21 2} = {0 11 }{0 32 1}{1 22 } + {0 10 }{1 33 }{0 32 }∣013
220
∣ {1 32 }{0 22 }{0 22 2} = {0 11 }{0 33 1}{1 32 }∣013
103
∣ {1 33 }{0 31 }{2 10 1} + {1 32 }{0 21 }{1 20 1} + {1 31 }{0 11 }{0 30 1} = {0 10 }{1 31 }{0 11 }∣013
112
∣ {1 33 }{0 31 }{2 11 1} + {1 32 }{0 21 }{1 21 1} + {1 31 }{0 11 }{0 31 1} = {0 11 }{0 31 1}{1 11 } + {0 10 }{1 32 }{0 21 }∣013
121
∣ {1 32 }{0 21 }{1 22 1} + {1 31 }{0 11 }{0 32 1} = {0 11 }{0 32 1}{1 21 } + {0 10 }{1 33 }{0 31 }∣013
130
∣ {1 31 }{0 11 }{0 33 1} = {0 11 }{0 33 1}{1 31 }∣013
004
∣ {1 33 }{0 30 }{3 10 } + {1 32 }{0 20 }{2 20 } + {1 31 }{0 10 }{1 30 } + {1 30 }{0 00 }{0 40 } = {0 10 }{1 30 }{0 00 }∣013
013
∣ {1 33 }{0 30 }{3 11 }+{1 32 }{0 20 }{2 21 }+{1 31 }{0 10 }{1 31 }+{1 30 }{0 00 }{0 41 } = {0 11 }{0 30 1}{1 00 }+{0 10 }{1 31 }{0 10 }∣013
022
∣ {1 32 }{0 20 }{2 22 } + {1 31 }{0 10 }{1 32 } + {1 30 }{0 00 }{0 42 } = {0 11 }{0 31 1}{1 10 } + {0 10 }{1 32 }{0 20 }
 Annexe A. Premiers ordres
∣013
031
∣ {1 31 }{0 10 }{1 33 } + {1 30 }{0 00 }{0 43 } = {0 11 }{0 32 1}{1 20 } + {0 10 }{1 33 }{0 30 }∣013
040
∣ {1 30 }{0 00 }{0 44 } = {0 11 }{0 33 1}{1 30 }∣022
202
∣ {2 22 }{0 22 }{0 20 2} = {0 20 }{2 22 }{0 22 }∣022
211
∣ {2 22 }{0 22 }{0 21 2} = {0 21 }{1 22 1}{1 22 }∣022
220
∣ {2 22 }{0 22 }{0 22 2} = {0 22 }{0 22 2}{2 22 }∣022
103
∣ {2 22 }{0 21 }{1 20 1} + {2 21 }{0 11 }{0 30 1} = {0 20 }{2 21 }{0 11 }∣022
112
∣ {2 22 }{0 21 }{1 21 1} + {2 21 }{0 11 }{0 31 1} = {0 21 }{1 21 1}{1 11 } + {0 20 }{2 22 }{0 21 }∣022
121
∣ {2 22 }{0 21 }{1 22 1} + {2 21 }{0 11 }{0 32 1} = {0 22 }{0 21 2}{2 11 } + {0 21 }{1 22 1}{1 21 }∣022
130
∣ {2 21 }{0 11 }{0 33 1} = {0 22 }{0 22 2}{2 21 }∣022
004
∣ {2 22 }{0 20 }{2 20 } + {2 21 }{0 10 }{1 30 } + {2 20 }{0 00 }{0 40 } = {0 20 }{2 20 }{0 00 }∣022
013
∣ {2 22 }{0 20 }{2 21 } + {2 21 }{0 10 }{1 31 } + {2 20 }{0 00 }{0 41 } = {0 21 }{1 20 1}{1 00 } + {0 20 }{2 21 }{0 10 }∣022
022
∣ {2 22 }{0 20 }{2 22 }+{2 21 }{0 10 }{1 32 }+{2 20 }{0 00 }{0 42 } = {0 22 }{0 20 2}{2 00 }+{0 21 }{1 21 1}{1 10 }+{0 20 }{2 22 }{0 20 }∣022
031
∣ {2 21 }{0 10 }{1 33 } + {2 20 }{0 00 }{0 43 } = {0 22 }{0 21 2}{2 10 } + {0 21 }{1 22 1}{1 20 }∣022
040
∣ {2 20 }{0 00 }{0 44 } = {0 22 }{0 22 2}{2 20 }∣031
103
∣ {3 11 }{0 11 }{0 30 1} = {0 30 }{3 11 }{0 11 }∣031
112
∣ {3 11 }{0 11 }{0 31 1} = {0 31 }{2 11 1}{1 11 }∣031
121
∣ {3 11 }{0 11 }{0 32 1} = {0 32 }{1 11 2}{2 11 }∣031
130
∣ {3 11 }{0 11 }{0 33 1} = {0 33 }{0 11 3}{3 11 }∣031
004
∣ {3 11 }{0 10 }{1 30 } + {3 10 }{0 00 }{0 40 } = {0 30 }{3 10 }{0 00 }∣031
013
∣ {3 11 }{0 10 }{1 31 } + {3 10 }{0 00 }{0 41 } = {0 31 }{2 10 1}{1 00 } + {0 30 }{3 11 }{0 10 }∣031
022
∣ {3 11 }{0 10 }{1 32 } + {3 10 }{0 00 }{0 42 } = {0 32 }{1 10 2}{2 00 } + {0 31 }{2 11 1}{1 10 }∣031
031
∣ {3 11 }{0 10 }{1 33 } + {3 10 }{0 00 }{0 43 } = {0 33 }{0 10 3}{3 00 } + {0 32 }{1 11 2}{2 10 }∣031
040
∣ {3 10 }{0 00 }{0 44 } = {0 33 }{0 11 3}{3 10 }∣040
004
∣ {4 00 }{0 00 }{0 40 } = {0 40 }{4 00 }{0 00 }∣040
013
∣ {4 00 }{0 00 }{0 41 } = {0 41 }{3 00 1}{1 00 }∣040
022
∣ {4 00 }{0 00 }{0 42 } = {0 42 }{2 00 2}{2 00 }∣040
031
∣ {4 00 }{0 00 }{0 43 } = {0 43 }{1 00 3}{3 00 }
A.. Ordre ,  équations 
∣040
040
∣ {4 00 }{0 00 }{0 44 } = {0 44 }{0 00 4}{4 00 }∣103
301
∣ {0 33 1}{1 33 }{1 00 3} = {1 00 }{1 33 }{0 33 }∣103
202
∣ {0 33 1}{1 32 }{2 00 2} + {0 32 1}{1 22 }{1 10 2} = {1 00 }{1 32 }{0 22 }∣103
211
∣ {0 32 1}{1 22 }{1 11 2} = {1 00 }{1 33 }{0 32 }∣103
103
∣ {0 33 1}{1 31 }{3 00 1} + {0 32 1}{1 21 }{2 10 1} + {0 31 1}{1 11 }{1 20 1} = {1 00 }{1 31 }{0 11 }∣103
112
∣ {0 32 1}{1 21 }{2 11 1} + {0 31 1}{1 11 }{1 21 1} = {1 00 }{1 32 }{0 21 }∣103
121
∣ {0 31 1}{1 11 }{1 22 1} = {1 00 }{1 33 }{0 31 }∣103
004
∣ {0 33 1}{1 30 }{4 00 } + {0 32 1}{1 20 }{3 10 } + {0 31 1}{1 10 }{2 20 } + {0 30 1}{1 00 }{1 30 } = {1 00 }{1 30 }{0 00 }∣103
013
∣ {0 32 1}{1 20 }{3 11 } + {0 31 1}{1 10 }{2 21 } + {0 30 1}{1 00 }{1 31 } = {1 00 }{1 31 }{0 10 }∣103
022
∣ {0 31 1}{1 10 }{2 22 } + {0 30 1}{1 00 }{1 32 } = {1 00 }{1 32 }{0 20 }∣103
031
∣ {0 30 1}{1 00 }{1 33 } = {1 00 }{1 33 }{0 30 }∣112
202
∣ {1 22 1}{1 22 }{1 10 2} = {1 10 }{2 22 }{0 22 }∣112
211
∣ {1 22 1}{1 22 }{1 11 2} = {1 11 }{1 22 1}{1 22 }∣112
103
∣ {1 22 1}{1 21 }{2 10 1} + {1 21 1}{1 11 }{1 20 1} = {1 10 }{2 21 }{0 11 }∣112
112
∣ {1 22 1}{1 21 }{2 11 1} + {1 21 1}{1 11 }{1 21 1} = {1 11 }{1 21 1}{1 11 } + {1 10 }{2 22 }{0 21 }∣112
121
∣ {1 21 1}{1 11 }{1 22 1} = {1 11 }{1 22 1}{1 21 }∣112
004
∣ {1 22 1}{1 20 }{3 10 } + {1 21 1}{1 10 }{2 20 } + {1 20 1}{1 00 }{1 30 } = {1 10 }{2 20 }{0 00 }∣112
013
∣ {1 22 1}{1 20 }{3 11 } + {1 21 1}{1 10 }{2 21 } + {1 20 1}{1 00 }{1 31 } = {1 11 }{1 20 1}{1 00 } + {1 10 }{2 21 }{0 10 }∣112
022
∣ {1 21 1}{1 10 }{2 22 } + {1 20 1}{1 00 }{1 32 } = {1 11 }{1 21 1}{1 10 } + {1 10 }{2 22 }{0 20 }∣112
031
∣ {1 20 1}{1 00 }{1 33 } = {1 11 }{1 22 1}{1 20 }∣121
103
∣ {2 11 1}{1 11 }{1 20 1} = {1 20 }{3 11 }{0 11 }∣121
112
∣ {2 11 1}{1 11 }{1 21 1} = {1 21 }{2 11 1}{1 11 }∣121
121
∣ {2 11 1}{1 11 }{1 22 1} = {1 22 }{1 11 2}{2 11 }∣121
004
∣ {2 11 1}{1 10 }{2 20 } + {2 10 1}{1 00 }{1 30 } = {1 20 }{3 10 }{0 00 }∣121
013
∣ {2 11 1}{1 10 }{2 21 } + {2 10 1}{1 00 }{1 31 } = {1 21 }{2 10 1}{1 00 } + {1 20 }{3 11 }{0 10 }∣121
022
∣ {2 11 1}{1 10 }{2 22 } + {2 10 1}{1 00 }{1 32 } = {1 22 }{1 10 2}{2 00 } + {1 21 }{2 11 1}{1 10 }∣121
031
∣ {2 10 1}{1 00 }{1 33 } = {1 22 }{1 11 2}{2 10 }∣130
004
∣ {3 00 1}{1 00 }{1 30 } = {1 30 }{4 00 }{0 00 }
 Annexe A. Premiers ordres
∣130
013
∣ {3 00 1}{1 00 }{1 31 } = {1 31 }{3 00 1}{1 00 }∣130
022
∣ {3 00 1}{1 00 }{1 32 } = {1 32 }{2 00 2}{2 00 }∣130
031
∣ {3 00 1}{1 00 }{1 33 } = {1 33 }{1 00 3}{3 00 }∣202
202
∣ {0 22 2}{2 22 }{2 00 2} = {2 00 }{2 22 }{0 22 }∣202
103
∣ {0 22 2}{2 21 }{3 00 1} + {0 21 2}{2 11 }{2 10 1} = {2 00 }{2 21 }{0 11 }∣202
112
∣ {0 21 2}{2 11 }{2 11 1} = {2 00 }{2 22 }{0 21 }∣202
004
∣ {0 22 2}{2 20 }{4 00 } + {0 21 2}{2 10 }{3 10 } + {0 20 2}{2 00 }{2 20 } = {2 00 }{2 20 }{0 00 }∣202
013
∣ {0 21 2}{2 10 }{3 11 } + {0 20 2}{2 00 }{2 21 } = {2 00 }{2 21 }{0 10 }∣202
022
∣ {0 20 2}{2 00 }{2 22 } = {2 00 }{2 22 }{0 20 }∣211
103
∣ {1 11 2}{2 11 }{2 10 1} = {2 10 }{3 11 }{0 11 }∣211
112
∣ {1 11 2}{2 11 }{2 11 1} = {2 11 }{2 11 1}{1 11 }∣211
004
∣ {1 11 2}{2 10 }{3 10 } + {1 10 2}{2 00 }{2 20 } = {2 10 }{3 10 }{0 00 }∣211
013
∣ {1 11 2}{2 10 }{3 11 } + {1 10 2}{2 00 }{2 21 } = {2 11 }{2 10 1}{1 00 } + {2 10 }{3 11 }{0 10 }∣211
022
∣ {1 10 2}{2 00 }{2 22 } = {2 11 }{2 11 1}{1 10 }∣220
004
∣ {2 00 2}{2 00 }{2 20 } = {2 20 }{4 00 }{0 00 }∣220
013
∣ {2 00 2}{2 00 }{2 21 } = {2 21 }{3 00 1}{1 00 }∣220
022
∣ {2 00 2}{2 00 }{2 22 } = {2 22 }{2 00 2}{2 00 }∣301
103
∣ {0 11 3}{3 11 }{3 00 1} = {3 00 }{3 11 }{0 11 }∣301
004
∣ {0 11 3}{3 10 }{4 00 } + {0 10 3}{3 00 }{3 10 } = {3 00 }{3 10 }{0 00 }∣301
013
∣ {0 10 3}{3 00 }{3 11 } = {3 00 }{3 11 }{0 10 }∣310
004
∣ {1 00 3}{3 00 }{3 10 } = {3 10 }{4 00 }{0 00 }∣310
013
∣ {1 00 3}{3 00 }{3 11 } = {3 11 }{3 00 1}{1 00 }∣400
004
∣ {0 00 4}{4 00 }{4 00 } = {4 00 }{4 00 }{0 00 }
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Résumé
Le sujet de cette thèse est l’établissement d’une nouvelle solution de l’équation de Yang-Baxter.
Cette équation est présente dans de très nombreux domaines de la physique théorique (systèmes
intégrables, mécanique statistique, QISM,. . .) ou desmathématiques (théorie des nœuds, groupes
quantiques,. . .), mais l’étude de ses solutions est diﬃcile (équations non-linéaires, variables non-
commutatives, etc.). Une solution de l’équation de Yang-Baxter est aussi appelée tressage.
Dans une première partie, nous présentons des résultats généraux sur le groupe des tresses et
son algèbre de groupe. Nous nous intéressons ensuite aux analogues tressés que l’on peut consi-
dérer comme des analogues non-commutatifs de q analogues. Nous présentons entre autres des
analogues pour les coeﬃcients binomiaux, les symboles de Pochhammer et les nombres de Fuß-
Catalan, ainsi que pour le développent binomial et la convolution de Vandermonde. Ces deux
premiers chapitres contiennent des résultats plus ou moins standards et forment l’assise des ré-
sultats qui suivent. La déﬁnition des nombres de Fuß-Catalan est toutefois originale.
Dans une seconde partie, nous abordons les tressages d’espaces de tenseurs. Nous commençons
par présenter les équations qui doivent être satisfaites par un tel objet et nous donnons une so-
lution dont nous montrons l’unicité. Dans un dernier chapitre, nous plaçons ce tressage dans
un contexte plus général et nous présentons les tressages dits « zébrés » qui prennent en compte
une éventuelle cyclicité dans l’ordre des tenseurs sur lesquels ils se projettent. Le contenu de ces
deux derniers chapitres est original. Nous fournissons ainsi une nouvelle solution de l’équation
de Yang-Baxter et explorons ses propriétés.
Mot-clefs : Tressage, Groupe des tresses, Équation de Yang-Baxter, Analogue tressé.
Abstract
e main result of this thesis is the presentation of a new solution of the Yang-Baxter equation.
is equation appears in many areas of theoretical physics (integrable systems, statistical me-
chanics, QISM,. . .) and of mathematics (knot theory, quantum groups,. . .), but the study of its
solutions is quite diﬃcult (non-linear equations, non commutative variables, etc.). A solution of
the Yang-Baxter equation is also called braiding.
In a ﬁrst part, we present general results about the braid group and its group ring. We then
focus on braided analogs which may be seen as non commutative analogs of q-analogs. We
present, among other results, analog for binomial coeﬃcients, Pochhammer symbols and Fuß-
Catalan numbers, as well as analogs for the standard binomial expansion formula and the Chu-
Vandermonde convolution. ese two ﬁrst chapters contain quite standard results and set the
basis of the results appearing in the sequel.e part on Fuß-Catalan numbers is original.
In a second part, we study tensor braidings.We begin by setting oﬀ the systemof equations which
must be fulﬁlled and give a solution. We proove that this solution is unique and we study some
of its properties. In a last chapter, we put this solution in a more general framework and present
"striped" braidings which are taking account of a cyclic pattern on the orders of tensors on which
they project. e result contained in these two last chapter is original. We thus present a new
solution of the Yang-Baxter equation and explore its properties.
Keywords: Braiding, Braid group, Yang-Baxter equation, Braided analogue.
Discipline : Physiqueéorique
Laboratoire : Centre de Physiqueéorique
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