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ABSTRACT
We present results from the analysis of a multiphase Ovi - broad Lyα absorber at
z = 0.19236 in the HST /COS spectrum of PG 1121+ 422. The low and intermediate
ionization metal lines in this absorber have a single narrow component, whereas the
Lyα has a possible broad component with b(H i) ∼ 71 km s−1. Ionization models
favor the low and intermediate ions coming from a T ∼ 8, 500 K, moderately dense
(nH ∼ 10
−3 cm−3) photoionized gas with near solar metallicities. The weak Ovi
requires a separate gas phase that is collisionally ionized. The Ovi coupled with BLA
suggests T ∼ 3.2× 105 K, with significantly lower metal abundance and ∼ 1.8 orders
of magnitude higher total hydrogen column density compared to the photoionized
phase. SDSS shows 12 luminous (> L∗) galaxies in the ρ 6 5 Mpc, |∆v| 6 800 km s−1
region surrounding the absorber, with the absorber outside the virial bounds of the
nearest galaxy. The warm phase of this absorber is consistent with being transition
temperature plasma either at the interface regions between the hot intragroup gas and
cooler photoionized clouds within the group, or associated with high velocity gas in the
halo of a . L∗ galaxy. The absorber highlights the advantage of Ovi-BLA absorbers
as ionization model independent probes of warm baryon reserves.
Key words: galaxies: halos, intergalactic medium, quasars: absorption lines, quasars:
individual:PG 1121 + 422, ultraviolet: general
1 INTRODUCTION
The diffuse circumgalactic and intergalactic medium is
predicted and observed to contain the vast majority of
the cosmic budget of baryons compared to those that
have condensed to form stars and the interstellar medium
in galaxies (Persic & Salucci 1992; Rauch et al. 1997;
Weinberg et al. 1997; Fukugita et al. 1998; Cen & Ostriker
1999; Tripp et al. 2000; Cen & Ostriker 2006; Bregman
2007; Tepper-Garc´ıa et al. 2011; Tumlinson et al. 2011b;
Savage et al. 2014; Wakker et al. 2015; Danforth et al.
2016). A considerable fraction (∼ 40%) of these baryons are
at shock-heated warm-hot temperatures of T ∼ 105− 107 K
in the form of intergalactic filaments and sheets of the Cos-
mic Web, as intra-cluster and intra-group gas, and also in
⋆ Email: anand@iist.ac.in
galaxy halos, as far out as several hundred kiloparsec. Exam-
ining this gaseous phase is of central importance to under-
standing how baryonic matter is reorganized in the universe
as a result of structure formation, and for learning about
the influence of the large-scale environments on the chemi-
cal and physical properties of gas outside of galaxies.
A promising approach for probing this high temperature
phase has been the use of absorption lines from ions such as
Ovi, Ne viii, and Mg x. However, the intergalactic (IGM)
and the circumgalactic medium (CGM) are complex mul-
tiphase environments where the warm-hot medium is often
kinematically entwined with high column density low ioniza-
tion gas (e.g., Masiero et al. 2005; Savage et al. 2010, 2011a;
Tumlinson et al. 2011; Narayanan et al. 2012; Pachat et al.
2016). Careful analysis of individual absorption systems is
necessary to sort out the physical conditions, chemical abun-
dances, and baryonic columns in the low and high ionization
c© 2017 RAS
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gas phases of such absorbers and establish the presence of a
warm-hot medium.
The cooler phase in multiphase absorbers is best stud-
ied through low ionization potential species such as C ii,
O ii, Si ii and Mg ii, with the intermediate ions such as
C iii and Si iii adding additional valuable constraints for
this phase. The low ionization medium is typically found
to be of moderately high density (nH . 10
−3 cm−3), with
relatively low temperatures (T . 3 × 104 K) and compact
sizes L . 100 pc (e.g., Rigby et al. 2002; Tripp et al. 2002;
Ding et al. 2003a,b; Masiero et al. 2005). The ionization in
this phase is largely regulated by the extragalactic UV back-
ground radiation.
The physical conditions in the high ionization gas in
multiphase absorbers, seen through the absorption signa-
tures of Ovi (C iv, and occasionally Nv) have often been
ambiguous. Under collisional ionization equilibrium (CIE),
the C iv ionization fraction peaks at T = 105 K, and
Ovi at T = 2.5 × 105 K (Gnat & Sternberg 2007). Both
ions have strong resonant doublet lines in the UV, which
make them suitable probes of warm gas. However, these
high ions can also be produced in photoionized gas with
low densities of nH ∼ 10
−4 − 10−5 cm−3 and tempera-
tures that are at least an order of magnitude lower com-
pared to CIE (e.g., Tripp et al. 2008; Hussain et al. 2017).
The ambiguity in ionization is a concern, as the metal
abundances, absorber sizes and the total baryonic masses
inferred tend to be completely different for photoioniza-
tion and collisionally ionization models. The possibility of
non-equilibrium ionization fractions due to delayed ion-
electron recombination in a rapidly cooling gas has to
be also considered while modeling the high ionization gas
(Gnat & Sternberg 2007). In some samples of multiphase
absorbers, the presence of T > 105 K gas has become ap-
parent through the detection of Ne viii and Mg x, as the
origin of such ions are best explained through collisional
ionization (Savage et al. 2005; Narayanan et al. 2009, 2011;
Savage et al. 2011a,b; Tripp et al. 2011; Meiring et al. 2013;
Hussain et al. 2015; Qu & Bregman 2016; Bordoloi et al.
2016; Pachat et al. 2017).
Theoretical models also yield divergent views on the
origin of intervening Ovi absorbers. The numerical simu-
lations of Kang et al. (2005); Oppenheimer & Dave´ (2009)
and Oppenheimer et al. (2012) lead to a photoionization ex-
planation for Ovi absorbers, whereas Smith et al. (2011);
Tepper-Garc´ıa et al. (2011) and McQuinn & Werk (2017)
find Ovi is predominantly produced in warm and hot
plasma, indicating that the ion cannot be directly used as a
tracer of T & 105 K shocked gas.
The key to establishing the presence of a warm-hot
medium in multiphase absorbers is to have ionization in-
dependent measurements of gas phase temperatures. In gas
where the velocity dispersion is predominantly thermal, the
different line widths of H i and the metal lines can be used
to establish the temperature. In some Ovi absorbers, the
presence of a thermally broad Lyα (BLA, b > 40 km s−1)
component has been observed. Under pure thermal broaden-
ing, b(H i) > 40km s−1 corresponds to T > 105 K. The high
S/N , low-z Ovi survey of Savage et al. (2014) contains a list
of 14 such absorbers (see their Table 5) for which the narrow
and broad line widths of Ovi and H i directly indicates the
presence of gas with T & 105 K.
The challenge in this approach is in identifying the BLA
feature amidst the strong absorptions from the cooler gas
phases within the absorber. With the neutral hydrogen frac-
tion being very low (fH i = N(H i)/N(H) < 1.8× 10
−5) at
T > 105 K, the BLA is most likely a shallow feature that
can go undetected if the S/N at the Lyα absorption is poor,
or if the absorption from the cold H i gas is too strong and
kinematically wide. In certain cases, the BLA materializes as
broad wings on the narrow low ionization Lyα feature. The
Cosmic Origins Spectrograph (COS), with its superior sen-
sitivity over current and previous UV spectrographs, has en-
abled the discovery of many such BLA features in multiphae
Ovi absorbers observed at high S/N (e.g., Narayanan et al.
2010b; Savage et al. 2011a,b, 2012, 2014).
In this paper we report on the detection and analysis
of a weak Ovi 1031, 1037 doublet in a multi-phase interven-
ing absorber. The strong Lyα absorption shows the likely
presence of a BLA, which along with the Ovi points to the
presence of a warm phase in the absorbing medium. In Sec.
2, we present information on the COS data. In Sec. 3, mea-
surements on the multiphase absorber are described, along
with a detailed analysis of the probable BLA detection. Sec.
4 deals with results from various ionization models for the
absorber. In Sec. 5, we present information on galaxies in
the vicinity of the absorber. We conclude in Sec 6 with a
summary of the key results and a brief discussion on the
possible astrophysical origin of this absorber.
2 DATA ANALYSIS
The QSO PG 1211 + 422 (Green et al. 1986) has an emis-
sion redshift of zem = 0.225 according to the reanalysis of
SDSS quasar redshifts carried out by Hewett & Wild (2010),
which corrects for systematic biases in the pipeline SDSS
redshifts. The QSO was observed with COS (Green et al.
2012) in April 2011 as part of the instrument GTO pro-
gram (Cycle 18, PID 12024, PI James Green). The spec-
tra were obtained using the G130M and G160M gratings
with integration times of 15.1ks and 17.4ks respectively.
The separate exposures were retrieved from the HST/COS
MAST archive1, and processed using the STScI developed
CalCOS (v3.0) pipeline. We used the method described
by Wakker et al. (2015) to remove the wavelength offsets
present in the pipeline processed individual exposures. The
method involves cross-correlating the absorption lines in the
individual spectra to establish the relative offsets as a func-
tion of wavelength. In the case of PG 1121+422, the offsets
varied by up to 30 km s−1 from one side of a segment to
the other side. After applying the necessary shifts to pro-
duce a combined spectra, we aligned the Galactic ISM lines
with the Galactic 21-cm emission. In spectral regions with
no ISM lines, we used the lines of the Lyman series in the
associated (z = 0.21979) absorber to determine the offsets.
In the case of PG 1121 + 422, this alignment required a sec-
ond order polynomial fit to the offset as a function of wave-
length, with shifts varying from −20 km s−1 near 1200 A˚
to +40 km s−1 near 1750 A˚. The final relative and absolute
1 https://archive.stsci.edu/
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offsets were estimated as better than 5 km s−1. This proce-
dure removes the issue that COS spectra that are coadded
without adequately correcting for the wavelength dependent
offsets is likely to produce blurred versions of spectral line
features.
The individual exposures thus adjusted were combined
by adding the counts in each pixel, and converting the sum
back to a flux. The errors were calculated using pure Pois-
son statistics, which has empirically been shown to produce
the correct result when measuring the rms around a fitted
continuum (Wakker et al. 2015). At the brightness level of
PG 1121+422, the background and dark counts are negligi-
ble.
Detector fixed pattern noise features are mitigated to
a large extent in the coaddition process itself, as the ex-
posures were obtained with different G130M and G160M
grating central wavelength settings. The coadded spectrum
was resampled to two wavelength pixels per resolution el-
ement (FWHM = 17 − 20 km s−1). The resultant spec-
trum with wavelength coverage from 1130 − 1800 A˚ has
S/N ∼ 18, 20, 11 per resolution element at the redshifted lo-
cations of Lyα, Ovi 1031 and Si iv 1393 of the z = 0.19236
absorber. The spectrum was normalized by fitting low-order
polynomials to the continuum over wavelength intervals of
20 A˚.
3 MEASUREMENTS ON THE ABSORBER AT
Z = 0.19236
In the HST/COS spectrum, the z = 0.19236 absorber
is detected through its H i Lyman lines, C ii, Si ii,
C iii, Si iii, Si iv, and Ovi lines. Additionally, COS of-
fers coverage of transitions of N ii, N iii, and Nv, which
are non-detections at > 3σ significance. In Figure 1,
we show the various absorption lines covered by COS.
The HST/Faint Object Spectrograph (FOS) archival
data for this sightline provide an upper limit on the
C iv λλ1548, 1550 lines which are also non-detections.
The equivalent width measurements on the various lines
are given in Table 1. The rest-frame equivalent widths
Wr(C ii 1334) = 158 ± 17 mA˚, and Wr(Si ii 1260) =
125 ± 10 mA˚ indicate that this is a weak Mg ii class of
absorber (Narayanan et al. 2005). In other words, the sys-
tem would have Wr(Mg ii 2796) < 300 mA˚ if there was
coverage of the Mg ii λλ2796, 2803 doublet lines. Weak
Mg ii absorbers are optically thin in H i, with unsaturated
and kinematically simple metal line features (Rigby et al.
2002). As a separate class of metal line absorbers, they are
thought to have a different astrophysical origin compared
to strong Mg ii systems with Wr(Mg ii 2796) > 300 mA˚.
The strong Mg ii systems have kinematically broad (∆v >
200 km s−1) and saturated metal lines whose incidence is
well correlated with L > 0.05L∗ galaxies (Churchill et al.
2005; Kacprzak et al. 2011) at close impact parameters
(ρ < 100 kpc Chen et al. 2010b; Bordoloi et al. 2011). The
absorber number density evolution with redshift is differ-
ent for the strong and weak Mg ii absorbers, an addi-
tional indication that the two class of absorbers are of
different origin (Narayanan et al. 2005; Nestor et al. 2005;
Prochter et al. 2006; Lynch et al. 2006; Narayanan et al.
2008; Zhu & Me´nard 2013).
We applied Voigt profile fits to the detected lines using
the Fitzpatrick & Spitzer (1997) routine. The model profiles
were convolved with the empirically determined line-spread
functions of COS by Kriss (2011) at the observed wave-
length of each line. Simultaneous line fitting was employed
wherever more than one line from a single species was de-
tected. The fit results are shown in Figure 1 and Table 2. In
addition, line measurements done using the apparent opti-
cal depth (AOD) method of Savage & Sembach (1991) are
listed in Table 1. The AOD method provides the true col-
umn density for unsaturated lines and is useful to reveal the
presence of unresolved line saturation (a saturated line ap-
pearing unsaturated because of the instrumental broadening
of the line feature).
The Ovi absorption is weak, and is detected at > 3σ
only in the 1031 A˚ line of the doublet. The absorber rest-
frame equivalent width of Wr(Ovi 1031) = 33 ± 9 mA˚ we
measure for this line is consistent with the non-detection of
the Ovi 1037 transition at > 3σ. We note the presence of
a weaker feature at the anticipated location of Ovi 1037
(λ = 1237.24 A˚), with Wr = 12 ± 7 mA˚ and a total
column density of log [Na, cm
−2] = 13.29 ± 0.39 ob-
tained by integrating the apparent column densities, Na(v),
over the velocity interval [−65,+65] km s−1. The Na(v)
comparison of Figure 2 shows this feature agreeing with
the Ovi 1031 over [−40,+40] km s−1, the interval within
which the 1031 A˚ absorption is clearly evident. We infer
the feature to be Ovi 1037 with a detection significance
of 1.7σ. Its presence, albeit at low significance, augments
the detection of Ovi 1031, with a joint significance of 4.0σ
for the Ovi 1031, 1037 doublet (assuming that the equiv-
alent width errors are dominated by photon count statis-
tics). We also considered the prospect of Ovi 1031 being
a weak Lyα feature at z = 0.01216. The Lyα has a red-
shift path length of ∆z = 0.012 over this particular sight-
line, considering the path length up to the redshifted wave-
length of Ovi 1031. The dN(Lyα)/dz ∼ 178 at low-z for
weak lines with 13.1 < log N(H i) < 14.0 (Williger et al.
2006) does not strongly favor (N ∼ 2) the feature being
an interloping Lyα. The line identification for this sightline
does not associate the feature at the redshifted wavelength
(λ = 1230.46 A˚) of Ovi 1031 with metal lines from any of
the other absorbers along this sight line. The line list pub-
lished by Danforth et al. (2016) also agrees with this2. Thus,
the possibility of the Ovi 1031 being an interloping feature
is small.
The H i absorption is seen in Lyα− δ transitions. The
Lyδ line is at the extreme blue edge of the COS spectrum
where S/N is poor. Lyman lines of higher order are at wave-
lengths outside the coverage of COS. The Lyman transitions
are strongly saturated. The Lyα line shows the presence of
at least two kinematically separate components; a strong
and heavily saturated core absorption at v ∼ 0 km s−1,
and a narrower, weak absorption between −140 6 v 6
−80 km s−1. This second component is too shallow to be
seen in the higher order Lyman lines. The fit with such a
two component model is shown in Figure 3. The weak com-
ponent at v ∼ −101 km s−1 is possibly a little narrower and
stronger than what the fitting routine recovers. The best fit
2 https://archive.stsci.edu/prepds/igm/
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Figure 1. Continuum normalized spectra of relevant transitions associated with the z = 0.19236 absorber towards PG 1121 + 422. The
horizontal axis is velocity in the rest-frame of the absorber, where v = 0 km s−1 stands for z = 0.19236. The vertical error bars represent
1σ uncertainty in flux values. Overlaid are Voigt profile model fits whose parameters are given in Table 1. The C iv information comes
from HST/FOS spectra. The H i lines require a two component model profile, whereas all the remaining lines are explained by a single
component.
c© 2017 RAS, MNRAS 000, 1–??
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Table 1. AOD Measurements of Transitions associated with the z = 0.19236 absorber
Transition Wr (mA˚) log [Na, cm−2] [−v, + v] (km s−1)
H i 1215 706 ± 11 > 14.5 [-175, 175]
H i 1026 393 ± 14 > 15.2 [-150, 150]
H i 972 356 ± 12 > 15.5 [-115, 115]
C ii 1334 158 ± 17 14.05 ± 0.06 [-60, 60]
C ii 1036 103 ± 10 14.06 ± 0.05 [-60, 60]
N ii 1083 < 30 < 13.4 [-60, 60]
Si ii 1260 125 ± 9 13.00 ± 0.05 [-60, 60]
Si ii 1193 78 ± 11 13.10 ± 0.09 [-60, 60]
Si ii 1190 44 ± 11 13.12 ± 0.09 [-60, 60]
C iii 977 162 ± 9 13.63 ± 0.05 [-60, 60]
N iii 989 < 27 13.5 [-60, 60]
Si iii 1206 156 ± 9 13.09 ± 0.05 [-60, 60]
Si iv 1393 33 ± 20 12.68 ± 0.29 [-60, 60]
Si iv 1402 < 63 < 13.2 [-60, 60]
Nv 1238 < 22 < 13.0 [-60, 60]
Ovi 1031 33 ± 9 13.48 ± 0.12 [-60, 60]
Ovi 1038 < 24 < 13.6 [-60, 60]
C iv 1548 (FOS) < 72 < 13.2 [-60, 60]
The different columns are the equivalent width of the transition in the rest-frame of the absorber, the integrated apparent column density, and the velocity
range of integration. For strongly saturated lines, a lower limit is quoted for the column density, and for lines not detected at > 3σ, an upper limit is quoted.
The Si iv 1393 line is formally a 1.7σ detection because of the low S/N in the redshifted region of the spectrum. Nonetheless, the presence of a distinct
absorption feature at the expected location (see Figure 1) is why we have listed a formal measurement for this transition.
Table 2. Voigt Profile Fit Measurements of Transitions associated with the z = 0.19236 absorber
Transition v (km s−1) log [N (cm−2)] b(km s−1)
H i 1215 − 972 −101 ± 4 12.97± 0.10 11 ± 3
−4 ± 4 16.44 ± 0.09 25 ± 4
1a 14.02 ± 0.14 71 ± 4b
Ovi 1031, 1037 1± 5 13.46 ± 0.09 21 ± 3
Si ii 1260, 1193, 1190 −2 ± 3 13.10 ± 0.11 18 ± 4
C ii 1334, 1036 1 ± 3 14.12 ± 0.06 17 ± 4
C iii 977 −4 ± 3 13.84 ± 0.10 23 ± 3
Si iii 1206 −2 ± 2 13.20 ± 0.09 21 ± 3
Si iv 1393, 1402 6 ± 5 12.66 ± 0.21 22 ± 4
Comments - (a) The third H i component was obtained by fixing the centroid of the component at the same velocity as Ovi. (b) The BLA’s b-parameter is
poorly constrained. Taking into account systematic uncertainties (discussed in Sec 2), we adopt a value of 71+22
−14
km s−1.
is achieved when an additional broad component is added
to explain the edges and wings of Lyα, especially redward
of the core absorption. In Sec 3.1, we discuss the H i profile
fit results in greater detail.
Using the apparent optical depth (AOD) method of
Savage & Sembach (1991), we measure column densities of
C iii 977 and Si iii 1206 as log Na(C iii) = 13.63 ± 0.05
and log Na(Si iii) = 13.09 ± 0.05. These are 0.21 dex and
0.11 dex lower than the profile fit column densities for the
C iii 977 and Si iii 1206 respectively, implying that these
lines are saturated. AODmethod underestimates the column
density of unresolved lines. The profile fit results are more
reliable, as they take line saturation into account to some
extent. The Voigt profile models for these two lines are not
unique. The fitting routine permits the b and N to vary over
a small range of values, yielding acceptable fits to the line
features. The true uncertainty in the line parameters derived
from the fit should account for this. Keeping this in mind,
we adopt a value of log N(C iii) = 13.84+0.38−0.07 by varying
the b values in the range of 17−25 km s−1, outside of which
the models do not fit the data well. The range of b values is
based on the line widths of the low ions (C ii, Si ii) and the
core H i which dominates the absorption. A similar analy-
sis on Si iii 1206 gives log N(Si iii) = 13.20+0.23−0.08 km s
−1.
Both C iii and Si iii lines closely follow the core absorption
in H i, suggestive of similar gas phase origins.
c© 2017 RAS, MNRAS 000, 1–??
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Figure 2. The figure compares the run of apparent column densities of various transitions against system velocity. The quantity along
the Y-axis has to be scaled with the mutliplicative factor given at the top of each panel. The left panel shows Ovi 1031 and 1037
lines. The 1037 line is not a formal detection at > 3σ significance, but a weak absorption (Wr = 12 ± 7 mA˚) is seen at the expected
location of the Ovi 1037 line. The middle panel show both C ii transitions as consistent with each other with no compelling evidence
for unresolved saturation or contamination. The right panel show Si ii transitions. At the core of the absorption, the weaker Si ii 1190
line has slightly higher apparent column density compared to the two other lines of the multiplet, indicating that the stronger Si ii lines
are midly saturated. We take this into saturation effect account while adopting a value from profile fitting for the column density of Si ii
as explained in Sec 2. We also see mild excess absorption in the 1193 line v ∼ +40 km s−1 which could be contamination, as there is no
evidence for such a component in the other two Si ii lines or the C ii lines.
The agreement between the Na(v) profiles of the mul-
tiple lines of C ii rules out strong saturation effects in
those lines (see Figure 3). For Si ii, the weaker lines
(1190 A˚, 1193 A˚) show slightly higher Na(v) profiles than
the stronger ones, with a difference of 0.12 dex between in-
tegrated apparent column densities (Na) of 1190 A˚ (weak-
est of the three transitions) and the 1260 (strongest) lines.
However, the individual AOD column densities of the
Si ii 1260, 1193, and 1190 transitions are within the 1σ
uncertainty in their column densities, and also from the si-
multaneous profile fitting of the three lines (see Table 1),
suggesting only minor levels of unresolved saturation. Fur-
thermore, applying the AOD method to data which is not of
high S/N is known to overestimate the column densities be-
cause of the inclusion of noisy pixels during apparent column
density integration (Fox et al. 2005).
3.1 The Detection of Broad H i Absorption
A single component simultaneous fit to the Lyman transi-
tions explains the strong absorption in the core of Lyα with
some certainty. A second narrow component is needed to
fit the weak absorption at v ∼ −101 km s−1. Such a two
component fit, however, does not trace the absorption along
the Lyα’s wings, particularly across the velocity interval of
[+65,+150] km s−1. The disagreement between the model
fit and the observed line is illustrated in the top panel of
Figure 4.
As the H i lines are strongly saturated, there exists
the possibility of the column density being higher than the
log N(H i) ∼ 1016.44 cm−2, the value profile fitting results
yield. The lack of coverage of the redshifted Lyman limit for
this absorber force us to resort to indirect means to estab-
lish the true total H i column density. In Figure 3 we show
synthetic profiles of Lyα for H i column densities of N 6
1017.2 cm−2 (LLS, τ
912A˚
> 1) overlaid on the data. The ad-
ditional weak and narrow component at v ∼ −101 km s−1 is
also added to the synthetic profile. We find column densities
in the range 1017.2 . N(H i) . 1017.5 cm−2 for the core com-
ponent, resulting in profiles with b-values of 25− 21 km s−1,
tracing the absorption in the wings of the Lyα, suggesting
that the absorber could be a Lyman limit system. However,
the model absorptions for N(H i) > 1017.2 cm−2 tend to be
a bit stronger than what the data suggests in the core re-
gions of the profile (−50 . ∆v . 50 km s−1) as can be seen
from Figure 3. An alternative to this is the possible pres-
ence of a third H i component to explain the Lyα feature,
in which the core H i column density remains sub-Lyman
limit. We prefer this latter scenario, among the two possi-
ble scenarios, for the following reasons. The redshift number
density (dN/dz) of strong Mg ii absorbers closely follows
the dN/dz of Lyman limit systems (Stengler-Larrea et al.
1995; Nestor et al. 2005; Me´nard & Chelouche 2009) over
0.4 < z < 2. Thus, the weak Mg ii absorbers ought to be
sub-Lyman limit systems with 1015.8 < log N(H i) < 1016.8
(Churchill et al. 1999; Rigby et al. 2002; Narayanan et al.
2005). The strength of C ii and Si ii lines in this absorber
makes it a typical weak Mg ii system (Narayanan et al.
c© 2017 RAS, MNRAS 000, 1–??
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Figure 3. The figure compares synthetic Lyα with Lyman limit column densities of N(H i) = 1017.2, 1017.5, 1017.8 cm−2 (solid red
curve) with the observed Lyα profile. Within this range, the lower values of H i column density tend to result in larger b-values and
broader profile fits in the core regions of the absorption. For N(H i) > 1017.5 cm−2, the synthetic profiles are not consistent with Lyα
or the higher order Lyman lines in the wings of the absorption profile, suggesting that the H i in this absorber is possibly sub-Lyman
limit.
Figure 4. The figure compares H i profile fit models with and without a BLA. The top panel (A) shows H i lines modeled using a
combination of two Voigt components at v ∼ −101 and v ∼ −4 km s−1 (red curve). Such a model does not explain the absorption
at the velocity edges of the Lyα profile (indicated by the shaded regions). In the middle panel (B) we have attempted to explain the
absorption in the positive velocity wing of the Lyα with a free fit involving two narrow components whose contributions are shown as
yellow dashed lines centered at v = 82 and 129 km s−1. The velocities for the components thus obtained are significantly offset from Ovi
with b(H i) << b(Ovi). Such an approach of using multiple narrow components to explain the absorption along the positive and negative
velocity wings of Lyα does not reveal the H i that is associated with Ovi. In the bottom panel (C) are profiles with a combination of the
narrow components shown in panel (A) and a third component which is broad but shallow (dashed, blue curve). The shallow component
has a b(H) = 71 km s−1 and is centered at the velocity of Ovi. The composite of these three components is the red curve. The component
centroids are indicated by the vertical tick marks. Statistically, such a three component model yields a slightly better fit (χ2ν = 0.8) than
a two component fit (χ2ν = 1.1) of panel (A). The additional broad component helps to match the absorption in the positive and negative
velocity wings of Lyα profile simultaneously. The fit values are given in Table 1.
c© 2017 RAS, MNRAS 000, 1–??
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2005), whose accompanying H i we expect to be sub-Lyman
limit. In addition, the redshift path length for Lyα in this
COS spectrum is 0 6 z 6 0.22. From the dN/dz ∼ 0.25
for LLS at z < 0.5 (Ribaudo et al. 2011), their anticipated
incidence in the available path length comes out as low
(N ∼ 0.06), implying a low probability for the absorber to be
optically thick at the Lyman limit. Lastly, ionization mod-
els (see Sec 4.1) imply the Ovi in this absorber traces a
gas phase different from the low and intermediate ions. The
hydrogen associated with this Ovi phase would be a sepa-
rate component contributing to the H i absorption. Based
on these, we proceed with a three component solution to the
H i to account for the absorption in the core and along the
wings.
In Figure 4, we compare the results from the earlier two
component model with a new three component Voigt profile
model. A simultaneous fit to the Lyman transitions with
three components result in the third component being kine-
matically broad and shallow. While fitting, the third com-
ponent’s velocity was fixed to the velocity of Ovi. Keeping
the velocity as a free parameter does not allow the fitting
routine to converge to a meaningful solution (large uncer-
tainties in the derived v and b values) as this third compo-
nent is shallow and is blended with the absorption in the
core. The narrow component dominates the absorption in
the core, whereas the broader component contributes more
towards the absorption in the wings of the profile, especially
between [+65,+150] km s−1 of Lyα. Statistically, such a
three component model offers an improved fit with reduced
χ2ν = 0.8 than a fit without the broad component (χ
2
ν = 1.1).
In the three component fit, the broad component with
b(H i) ∼ 71 km s−1 is, by definition, a BLA. The b value
of the BLA has to be firmly established, as it is the basis
for estimating the gas temperature in the absorber, indepen-
dent of modeling assumptions. The formal errors from the
fitting routine (listed in Table 1), ignore the few potential
sources of systematic uncertainties, primarily the ambiguity
in continuum placement and in the line parameters of the
core H i component. The continuum 20 A˚ along both sides
of the Lyα is fairly featureless (see Figure 5), well defined
with a polynomial of order 3, and hence likely to be of lim-
ited concern to the BLA fit results.
To assess the core component’s influence on the BLA
properties, we lowered the b paramter of the core absorp-
tion from 25 km s−1 to 21 km s−1, below which it will not
be realistic as the hydrogen would be narrower than the in-
termediate ionization metal lines. With b(H i) = 21 km s−1,
the core absorption is fitted with log N(H i) = 17.18 ± 0.09,
and the BLA with b(H) = 57 ± 4 km s−1 and log N(H i) =
14.30 ± 0.16. In this case, the H i from the core, close to
being a Lyman limit system, would begin to contribute to-
wards the absorption in the wings as seen in Figure 3. Such
a high column density for the core H i is not preferred
for reasons mentioned earlier in this section. Nonetheless,
we use it for establishing limits on the BLA line parame-
ters. With b(H i) = 29 km s−1 for the core component, the
BLA parameters come out as b(H i) = 93 ± 5 km s−1 and
log N(H i) = 13.63 ± 0.17. Raising the b of the core ab-
sorption in H i to values greater than 29 km s−1 result in
profile models that are inconsistent with the Lyβ and Lyγ
line shapes. Based on these, the BLA parameters are modi-
fied to log N(H i) = 14.02 ± 0.17 and b(H) = 71+22−14 km s
−1
accounting for the systematic uncertainties in the estimation
of the core absorption in H i.
A possible alternative to a BLA is the presence of a few
narrow components to explain the excess absorption in the
interval [+65,+150] km s−1 of Lyα. The number of com-
ponents required to do this is uncertain as no well defined
kinematic substructure is seen for Lyα at v > 60 km s−1.
We tried fitting the H i by replacing the BLA with two nar-
row components, the results of which are shown in the mid-
dle panel of Figure 4. The best fit model places these two
additional components at v = +82 ± 4 km s−1 and v =
+129 ± 3 km s−1, with column densities of log N(H i) =
12.71 ± 0.40, and log N(H i) = 12.81 ± 0.51, but very nar-
row b-values of b(H i) = 4 ± 1 km s−1 and 3 ± 2 km s−1
respectively, indicating that these components are much nar-
rower than the resolution of COS. A similar narrow and weak
component would be additionally required to explain the ex-
cess absorption between [−180,−100] km s−1. Such a model
with three additional weak and narrow components in place
of a broad-H i component does not explain the H i associ-
ated with Ovi. The additional components end up being too
narrow for the relatively broad Ovi, as the profile fitting ex-
ercize for H i reveals. In contrast, the excess absorption at
both the positive and the negative velocity ends of the Lyα
are simultaneously explained by a single BLA component
(see bottom panel of Figure 4).
4 IONIZATION MODELING
To determine the physical properties and chemical abun-
dances in the absorber, we explored photoionization equi-
librium models, pure collisional ionization equilibrium mod-
els, and hybrid models that consider both photoioniza-
tion and collisional ionization equilibrium processes concur-
rently. The results from these are explained in the subse-
quent sections. In the models we use the Khaire & Srianand
(2015b) model of the extragalactic ionizing UV background
for z = 0.19 as the ionizing radiation. The conven-
tional Haardt & Madau (2012) ionizing background under-
estimates the H i photoionization rate by a factor of ∼
1.5 − 3 at low-z (Kollmeier et al. 2014; Shull et al. 2015;
Wakker et al. 2015; Gaikwad et al. 2017a; Viel et al. 2017).
Khaire & Srianand (2015b) resolve this by adopting the re-
cent estimates of QSO emissivity and star formation history
(Khaire & Srianand 2015a) in the rendering of the ionizing
background.
Photoionization can be amplified by the presence of a
local radiation field from an AGN or an actively star forming
galaxy (e.g., Suresh et al. 2017). The SDSS distribution of
galaxies along the line of sight (see Sec 5) is complete only
for galaxies L > 5L∗. There could be actively star-forming
galaxies or relatively faint AGNs in close proximity to the
absorber, below the magnitude limit of SDSS spectroscopic
survey. Also, as Segers et al. (2017) and Oppenheimer et al.
(2017) have proposed, galaxies with past AGN activity in
time scales shorter than the recombination time scales of
high ions (t . 106 yrs) can have enhanced Ovi ionization
fractions in their haloes. We cannot dismiss such a scenario.
The size of the proximity zone for a z = 0.2 AGN with typ-
ical L∗ luminosity is estimated to be ∼ 410 kpc, obtained
by taking L∗ from Schulze et al. (2009) with a typical QSO
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Figure 5. The COS spectrum over a 20 A˚ region around the Lyα line associated with the z = 0.19236 absorber. The smooth red curve
is the continuum model for the region. The features at 1445.0 A˚ and 1454.8 A˚ are likely to be Lyα absorptions from z = 0.189 and
z = 0.197 respectively.
SED from Stevans et al. (2014) and H i photoionization rate
from Gaikwad et al. (2017a). One may naively assume that
the 4L∗ galaxy at 850 kpc projected separation from the ab-
sorber (see Table 3) could have hosted a bright AGN of 4L∗
luminosity in the past. The proximity zone created by such
an AGN would be of radius 820 kpc. If the AGN was active
for more that 2.7 Myrs (820 kpc/c), detectable amounts of
Ovi can still be present in its proximity fossil zone. Along
similar lines, we cannot reject the possibility of Ovi aris-
ing in the proximity fossil zone of some other undetected
faint galaxy near to the absorber. However, with the vari-
ous unknown parameters linked to any past AGN activity,
such as the luminosity it had, its spectral energy distribu-
tion at Ovi ionization energies, the AGN’s lifetime or its
duty cycle we cannot generate an appropriate local radia-
tion field to include in our ionization models. Hence we re-
strict our models to the scenario in which photoionization
from the extragalactic UV background is dominating the
ionization in the gas over any local extreme UV source. Rel-
ative heavy element abundances we use in the models are
based on the solar reference standard of [C/H]⊙ = −3.57,
[N/H]⊙ = −4.17, [O/H]⊙ = −3.31, and [Si/H]⊙ = −4.49
given by Asplund et al. (2009).
4.1 Photoionization Models
Photoionization (PI) calculations were performed using
Cloudy (ver. C13.05), last described by Ferland et al. (2013).
Cloudy models the absorbing cloud as uniform density plane-
parallel slabs in the presence of a radiation field. For the H i
column density of the strong saturated core absorption com-
ponent, we ran a suite of PI models for densities in the range
of −4.0 6 log [nH, cm
−3] 6 −1.5, the results of which are
shown in Figure 6.
The density solution for the photoionized gas phase
comes from the observed column density ratio between ad-
jacent ionization stages of the same element. From the
PI models, we find that the log [N(C ii)/N(C iii)] =
0.28 ± 0.10 is valid for nH ∼ 15 × 10
−3 cm−3, and
log [N(Si ii)/N(Si iii)] = −0.10 ± 0.11 is valid for nH ∼
3 × 10−3 cm−3, which differ by a factor of five, but compa-
rable within the simplistic assumptions inherent to Cloudy
models and the errors in the column density estimates. Both
C iii and Si iii have uncertainty in their column density and
therefore the estimated densities can be lower, but not too
far from these values.
The carbon abundance is constrained by the observed
N(C ii). For [C/H] < −0.1, the observed N(C ii) is never
reproduced by the models for any density. Similarly, Si ii
is also underproduced at all densities if [Si/H] < −0.2. For
[C/H] = 0 and [Si/H] = −0.1, we find the column density
ratios between the low and intermediate ionization stages
of carbon and silicon agreeing for a narrow range of den-
sities between nH = (5 − 8) × 10
−3 cm−3 (represented by
the shaded region of Figure 6). This phase is also consis-
tent with the observed column density of Si iv and the non-
detection of C iv. At this density, the non-detection of N ii,
N iii, and Nv require [N/H] 6 −0.4. The lower limit of near-
solar metallicity for the low ionization material in the ab-
sorber is typical of weak Mg ii absorbers whose metallic-
ities are found to be, on average, an order of magnitude
higher than damped Lyα absorbers (DLAs) and sub-DLAs
(Misawa et al. 2008).
Assuming the density of this low ionization phase of the
gas to be nH = 6 × 10
−3 cm−3 (log nH = −2.2), the PI
models yield a total hydrogen column density of N(H) =
1.3 × 1018 cm−2, electron temperature of T = 8, 550 K and
an absorber path length of L = 67 pc. The temperature pre-
dicted by the model indicates that the core H i component
and metal lines in the photoionized gas are broad due to
turbulence, which is consistent with their similar b values.
The different b-values of Si ii (or C ii) and H i solve for a
temperature of T ∼ 1.9 × 104 K, with a non-thermal con-
tribution of bnt ∼ 17 km s
−1 to the line widths. The range
of temperature predicted by the photoionization models for
nH = (5− 8) × 10
−3 cm−3 is comparable to this.
Interestingly, the predicted Ovi column density from
this phase is more than 6 dex lower than its observed value,
for solar abundance. The chances of Ovi coming from a
higher photoionized phase can be ruled out as such a phase
would also produce substantial amounts of C ii, C iii, C iv,
Si iii, and Si iv, which would make the model predictions
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Figure 6. Photoionization modeling result for the strong H i component. The curves represent the variation of predicted column density
with density for the different ions. The observed column density, with its 1σ uncertainty, is indicated by the thick portion of each curve.
The ions of nitrogen are all non-detections and hence provide only an upper limit on the column density. For the given relative elemental
abundances, the photoionization models reproduce the observed column densities of C ii, C iii, Si ii, Si iii and Si iv from the same gas
phase with nH = (5− 8)× 10
−3 cm−3, indicated by the yellow shaded box. This gas phase however produces an Ovi column density 6
dex smaller than observed.
inconsistent with what the observations indicate. This is ev-
ident from Figure 6. The PI modeling clearly suggests that
the Ovi in this absorber is not a tracer of photonized gas.
We also considered the possibility of the absorber hav-
ing a two phase photoionization structure with a low ion-
ization phase tracing C ii, Si ii and a higher ionization gas
responsible for the intermediate ionization C iii, Si iii and
the Si iv. Such a model has several limitations. Firstly, a con-
straint on density, independent of gas metallicity is usually
obtained by considering that the adjacent ionization stages
of an element (such as C ii and C iii, or Si ii and Si iii) are
tracing the same phase. If instead we assume that the C ii
and C iii are tracing separate gas phases, we have no unique
solution for the density in the absorber. Secondly, the data
provides no means to ascertain the H i associated with such
a mixture of low and intermediate ionization phase struc-
ture. The metallicity that we arrive at, in such a case, for
the separate gas phases would at best be only lower lim-
its. Lastly, for the separate intermediate ionization phase to
not overproduce C ii, the density has to be log nH < −2.0
(see Figure 6) such that N(C ii) < N(C iii). However, this
phase traced by C iii would also start contributing C iv sig-
nificantly, such that N(C iv) > N(C iii) for log nH < −3.5.
However, C iv is a non-detection in the absorber. These lim-
itations compel us to confine to a single phase solution de-
scribed earlier that explain the low and intermediate ions si-
multaneously. Irrespective of all these, the PI models clearly
suggest that the Ovi has to have a separate origin unless
the relative elemental abundances are significantly deviant
from solar values.
4.2 Collisional Ionization Models
We also considered the collisional ionization equilibrium
(CIE) models of Gnat & Sternberg (2007) to investigate
the origin of Ovi. The strong H i absorption component
is most likely associated with the photoionized, low ioniza-
tion, high density gas phase explained in the previous sec-
tion. For the Ovi phase, we adopt the H i column density
of the BLA component. Figure 7 shows CIE models for a
range of equilibrium temperatures. The separate widths of
the BLA and Ovi set the temperature in this gas phase
to T = (1.8 − 5.2) × 105 K [log (T/K) = 5.26 − 5.72]. The
models recover the observed column density of Ovi from the
BLA gas cloud for [O/H] = −2.5 dex, at T = 3.2 × 105 K,
which is very close to the temperature at which the Ovi
ionization fraction peaks [fOvi = N(O
5+/N(O) ∼ 20%)]
during CIE. At this temperature, the model predicts a total
hydrogen column density of N(H) = 8.2 × 1019 cm−2 for
the BLA - Ovi gas phase, which is ∼ 1.8 orders of magni-
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tude more than the total hydrogen column density in the
photoionized strong H i absorber. The metallicity estimate
carries an uncertainty of ∼ ±0.17 dex, imposed by the BLA
column density error. The low metallicity is interesting as
it is in the range expected for the warm gas in galaxy halos
and IGM.
The temperature suggested by the b(BLA) and b(Ovi)
is within the T = (1.8−5.2)×105 K range where the gas can
promptly cool, leading to non-equilibrium ionization frac-
tions (e.g., Savage et al. 2014). Under non-CIE conditions,
recombination will be delayed compared to the rapidly de-
creasing temperature of the gas. In our models, this can
impact the inferred [O/H] as the ionization fraction of Ovi
could be lower compared to CIE conditions. The non-CIE
calculations of Gnat & Sternberg (2007) show that the ion-
ization fraction of Ovi is lower by ∼ 25% at T = 3.2×105 K
and [O/H] = −2.5 compared to CIE. This would require
the [O/H] in the warm gas phase to be higher by approxi-
mately the same factor to match with the observed N(Ovi).
The non-CIE predictions are also shown in Figure 7. How-
ever, non-equilibrium conditions do not alter the ionization
fraction of H i in any appreciable manner. Thus, the total
hydrogen column density estimate remains unchanged from
the CIE estimate.
4.3 A Hybrid Model of Photoionization &
Collisional Ionization Equilibrium
A more involved collisional ionization model should also
include the additional ionization due to extragalactic UV
background photons. Ideally such hybrid models should ap-
ply the non-CIE scenario, since the estimated gas temper-
ature in our case coincides with the peak of the cooling
curve for shock heated gas (Gnat & Sternberg 2007). How-
ever, integrating non-CIE calculations with photoionization
is a highly involved process and beyond the scope of the
current work. Therefore we restrict the hybrid models to
the simultaneous treatment of CIE and photoionization. At
the mean temperature of T = 3.2 × 105 K set by the b-
values of BLA and Ovi and [O/H] = −2.5, the hybrid mod-
els predict densities of nH . 10
−4 cm−2 for the warm gas
phase, with higher oxygen abundances requiring lower densi-
ties. This phase has nearly the same H i ionization fraction
as CIE, and hence a similar total hydrogen column density
of N(H) . 8× 1019 cm−2, and an approximate line of sight
thickness of L ∼ 265 kpc.
5 GALAXIES NEAR THE ABSORBER
The quasar field is covered by SDSS. A search through
SDSS DR13 database (SDSS Collaboration et al. 2016) for
extended sources within 5 Mpc of projected separation and
∆v < 800 km s−1 of the absorber reveals 12 galaxies. These
galaxies listed in Table 3 have an internal velocity disper-
sion of ∼ 517 km s−1, with a mean velocity of 45 km s−1
relative to the absorber. The nearest galaxy is at 858 kpc
distance. We estimate the halo radius of this galaxy to be
Rvir = 287 kpc using the scaling relationship between Rvir
and L given by Stocke et al. (2014). The galaxy is thus too
far out in projected separation to be causally linked to the
absorber.
The SDSS spectroscopic data is 90% complete down
to an approximate r-band magnitude of r < 17.8, equal
to a luminosity of & 5 L∗ at z ∼ 0.2 (Ilbert et al. 2005).
Thus, SDSS is sampling only the most luminous galaxies
at the redshift of this absorber. To verify whether the in-
cidence of so many luminous galaxies within our chosen
search window is unusual, we sampled 100 random regions
of SDSS for galaxies at z = 0.19 within a similar search
window. The results of the sampling, shown in Figure 9,
indicates a less than 1% probability of finding 6 or more
luminous galaxies in a similar region of space by random
coincidence. The absorber thus seems to be residing in a
galaxy overdensity region, which is consistent with its phys-
ical properties, as warm H i gas is known to be strongly cor-
related with the spatial distribution of galaxies and large-
scale filaments (Stocke et al. 2014; Nevalainen et al. 2015;
Wakker et al. 2015; Pachat et al. 2016; Tejos et al. 2016).
The N(H i) ∼ 1016.4 cm−2 of this absorber is reminis-
cent of circumgalactic gas. Absorber-galaxy surveys show
correlations of high column densities (and strong equiva-
lent widths) with regions that are not too far from galaxies
(ρ . 300 kpc, |∆v| . 400 km s−1 Wakker & Savage 2009;
Prochaska et al. 2017). If such a galaxy exists for our ab-
sorber, it will have to be of . L∗ luminosity. The galaxy
will also have to be significantly closer (ρ . 200 kpc) to the
line-of-sight since the size of gas haloes is known to scale with
galaxy luminosity (Chen et al. 1998, 2001b; Kacprzak et al.
2008). As SDSS is sampling only the bright end of the galaxy
luminosity function, it is within reason to assume that there
are many more galaxies fainter than L∗ within the same field
of view. Single band NICMOS/F160W images, of compara-
tively smaller field of view (0.9×0.9 sq.arcmin), for this field
show 5 additional galaxies fainter than 19 AB-magnitude
within 0.75 arcminute (ρ < 150 kpc) of the absorber whose
redshifts are unknown (see Table 3). If any of these NIC-
MOS galaxies are coincident in redshift with the absorber,
it would place the absorber within their virial radii. With the
data available to us, it is difficult to establish whether the
warm absorber is circumgalactic material associated with an
. L∗ galaxy or intergalactic gas within a group environment.
Deeper galaxy observations yielding redshift information is
required to explore these scenarios further.
6 SUMMARY & DISCUSSION
The main results of our analysis are as follows:
(i) The absorber at z = 0.19236 has H i, C ii, Si ii, C iii,
Si iii, Si iv and Ovi lines detected. The rest-frame equiv-
alent widths of C ii and Si ii indicate that this is a weak
Mg ii class of absorber. The Ovi associated with the ab-
sorber is also weak.
(ii) The H i and metal lines have kinematically simple
profiles. The metal lines are all adequately explained by a
single component, whereas the Lyα shows the need for a
broad component with b(H i) = 71+22−14 km s
−1 to explain
the absorption along its wings. The simple kinematic nature
of this absorber, with two or less absorbing components, is
typical of the Ovi absorber population detected at low red-
shifts.
(iii) Ionization models suggest the presence of multiple
gas phases in the absorber. The low ionization gas traced
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Figure 7. Column density predictions from CIE models for the intermediate and high ions. The horizontal axis is the collisional ionization
equilibrium temperature. The models were generated for the H i column density of the BLA component. The observed Ovi is reproduced
by the CIE models for [O/H] = −2.5 dex, at T ∼ 3 × 105 K, within the range of temperatures allowed by the b values of the BLA and
Ovi (yellow shaded region). This CIE phase makes insignificiant contributions towards the other ions. The dashed curve is the prediction
from a constant volume radiatively cooling gas which is not in ionization equilibrium. The curve is for [O/H] = −1.0 dex implying that
under non-CIE conditions, the abundance in the warm gas phase has to be higher by & 1 dex than for CIE.
Figure 8. The left panel shows the distribution of the 12 SDSS galaxies listed in Table 3 relative to the PG 1121 + 422 quasar sightline.
The quasar position is indicated by the star symbol at (0, 0) coordinates. The galaxies are the filled circles where the colors indicate
the velocity offset in km s−1 of the absorber from the systemic velocity of each galaxy. For reference, the physical scale of 250 kpc,
corresponding to the approximate virial radius of an L∗ galaxy, is also indicated. The right panel is the frequency distribution of
finding a certain number of galaxies in the SDSS database by random coincidence. The distribution was obtained by sampling a 5 Mpc,
|∆v| = 800 km s−1 search window around a 100 random locations at z = 0.19. The probability of finding 6 or more galaxies by random
coincidence is < 1%
c© 2017 RAS, MNRAS 000, 1–??
Ovi - BLA Absobrer 13
Table 3. Galaxies Proximate to the Absorber
RA (J2000) Dec (J2000) zgal ∆v (km s
−1) η (arcmin) ρ (Mpc) g (mag) r (mag) Mg (mag) (L/L
∗)g
SDSS Galaxies
171.11949 42.09552 0.19399 ± 0.00004 403 ± 11 4.4325 0.8580 18.9 17.6 −21.7 4.1
171.18777 41.94499 0.19222 ± 0.00004 −42 ± 11 5.1683 1.0004 18.5 17.2 −22.0 5.6
171.19225 41.93347 0.19151 ± 0.00005 −222 ± 13 5.8865 1.1394 18.6 17.5 −21.8 4.4
171.12613 41.93261 0.19432 ± 0.00004 485 ± 11 6.0266 1.1665 18.2 16.8 −22.4 7.9
171.46507 42.12255 0.19202 ± 0.00004 −93 ± 11 14.5623 2.8187 19.0 17.7 −21.5 3.5
171.43398 41.88480 0.19035 ± 0.00004 −512 ± 11 14.8642 2.8771 18.9 17.6 −21.6 3.7
170.82166 41.95994 0.19540 ± 0.00004 755 ± 11 15.7900 3.0563 18.3 17.1 −22.2 6.6
171.55173 42.07291 0.18987 ± 0.00004 −635 ± 11 17.5048 3.3882 17.9 16.5 −22.7 9.8
171.21216 41.72097 0.18959 ± 0.00004 −704 ± 11 18.6207 3.6042 18.5 17.2 −21.9 5.3
171.38535 42.32946 0.19518 ± 0.00003 701 ± 8 20.5452 3.9767 18.5 17.2 −22.1 5.8
171.21986 41.67559 0.19124 ± 0.00005 −290 ± 13 21.3648 4.1354 17.9 16.5 −22.7 9.9
170.60429 41.92870 0.19514 ± 0.00004 691 ± 11 25.6506 4.9649 18.8 17.6 −21.7 4.1
RA (J2000) Dec (J2000) η (arcmin) ρ (Mpc) mAB (mag) Label
NICMOS galaxies
171.1372321 42.0310633 0.1973 0.0378 22.3 N2
171.1372759 42.0337335 0.2293 0.0439 22.2 N3
171.1366955 42.0262385 0.3911 0.0749 21.8 N1
171.1318351 42.0274755 0.5017 0.0961 19.5 N4
171.1253927 42.0299198 0.7292 0.1397 22.2 N5
Comments - In the top table are the galaxies as seen by SDSS within 5 Mpc of projected separation from the line of sight and |∆v| = 800 km s−1 of the
absorber. Column 3 lists the spectroscopic redshifts of the galaxies, column 4 is the systemic velocity of the galaxy relative to the absorber, column 5 is the
projected separation in the plane of the sky between the line of sight to the background quasar and the location of the galaxy, column 6 is the projected
separation in Mpc (derived using an angular scale of 3.226 kpc (arcsec)−1 at z = 0.19, Wright (2006)), columns 7 & 8 are the apparent magnitudes in the
SDSS g, and r bands, columns 9 & 10 list the absolute magnitudes and the luminosities of the galaxies after including K-correction. The K-corrections were
calculated using the analytical expression given by Chilingarian et al. (2010). The galaxy absolute magnitudes were calculated by determining the
luminosity distances for a flat ΛCDM universe with H0 = 69.6 km s
−1 Mpc−1, Ωm = 0.286, ΩΛ = 0.714 (Bennett et al. 2014). The Schechter absolute
magnitude M∗g = −20.2 for z = 0.19 was taken from Ilbert et al. (2005), and carries an uncertainty of ∼ 0.2 mag, which translates into a luminosity
uncertainty of ∼ 20%. The bottom segment of the table lists galaxies identified in the single band NICMOS image of the quasar field. The AB magnitudes
listed for NICMOS galaxies are isophotal magnitudes in the F160W filter.
by C ii, Si ii, C iii, Si iii and Si iv is a predominantly pho-
toionized medium with nH ∼ 6× 10
−3 cm−3, T ∼ 8, 550 K,
total hydrogen column density of N(H) ∼ 1.3 × 1018 cm−2
and absorber line of sight thickness of L ∼ 65 pc, with [C/H]
∼ 0, [Si/H] ∼ −0.2 dex, and [N/H] 6 −0.7 dex, with an un-
certainty of ± 0.1 dex in the metallicity. The column density
of Ovi from this photoionized gas is ∼ 6 dex smaller than
its observed value.
(iv) The Lyα is best fitted with a three component model
where the weaker component is a BLA with log N(H i) =
14.02 ± 0.17 and b(H) = 71+22−14 km s
−1. The different b-
values of Ovi and BLA solve for a temperature of T = (1.8−
5.2) × 105 K.
(v) In CIE models, the weak Ovi is produced in low
metallicity gas ([O/H] = −2.5 ± 0.17) at T = 3.2 × 105 K,
and N(H) = 8.2 × 1019 cm−2, which is ∼ 1.8 orders of
magnitude greater than the column density of total hy-
drogen in the cooler photoionized medium of the absorber.
Models that integrate both photoionization and CIE calcu-
lations predict the density in this warm gas phase to be
nH . 10
−4 cm−3.
(vi) The SDSS spectroscopic database shows 12 galaxies
within ρ = 5 Mpc and |∆v| = 800 km s−1 of the absorber
suggesting that the absorption is tracing a galaxy overden-
sity region, with the nearest galaxy at a projected separa-
tion of ρ = 858 kpc. A NICMOS single band image of the
quasar field reveals galaxies within several arcseconds of the
sightline, much fainter than the detection threshold of SDSS.
The absorber could be well within the virial radii of these
galaxies if they are coincident with the absorber. Establish-
ing the redshift of these galaxies through follow-up ground
based observations can lead to a conclusion on whether this
warm absorber is tracing multiphase intragroup gas or the
CGM of a . L∗ galaxy.
Building on the important low redshift Ovi survey with
HST/STIS of Tripp et al. (2008), Savage et al. (2014) found
in a much higher S/N blind survey with COS of 54 Ovi ab-
sorption systems that in as many as half the number of cases,
the absorption systems are kinematically simple with a sin-
gle component for Ovi and a superposition of a narrow and
broad component for H i. The absorber described in this
paper shares this kinematic simplicity. The BLA and Ovi
integrated column densities are comparable to their respec-
tive median values from the larger sample of Savage et al.
(2014). The low ionization lines also possess a similar kine-
matic structure. This strikingly repetitive trend could be
hinting at a significant fraction of warm Ovi absorbers trac-
ing a simple two-phase temperature-density medium, such
as in the case of highly ionized Galactic high velocity clouds
(HVCs).
The Ovi in Galactic HVCs are produced through col-
lisional ionization in transition temperature gas formed
at the interface layers between a dense nH ∼ (1 −
10) × 10−3 cm−3 photoionized T ∼ 104 K cloud and a
T ∼ 106 K coronal halo in which the cloud is embedded
(Sembach et al. 2003; Fox et al. 2004, 2005; Wakker et al.
2012). The near alignment of the cold and warm gas phases,
the T > 105 K temperature and the relatively low Ovi col-
umn density of N(Ovi) = 1013.4 cm−2 for the absorber
agrees with the general predictions from interface models
(Boehringer & Hartquist 1987; Savage & Lehner 2006). If
the line of sight is intercepting a galaxy group environment,
as suggested by the excess of bright galaxies at the location
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of the absorber, the Ovi can also form at the interface be-
tween the diffuse and hot (T ∼ 106.5 K) intra-group medium
and the T . 104 K photoionized clouds within the group
(Stocke et al. 2014, 2017). Bielby et al. (2017) provide an
example where such low ionization gas clouds are relics of
past outflows from galaxies that belong to the group.
This view of collisionally ionized interface gas is also
compatible with predictions of cosmological simulations that
model accretions and outflows from galaxies. Such simula-
tions show C ii, Si ii, and Mg ii tracing compact halo clouds
belonging to galactic outflows of recent origin, with the high-
ions such as Ovi coming from a more extended and diffuse
circumgalactic medium shaped by ancient outflows older
than a billion years (Oppenheimer et al. 2012; Ford et al.
2014, 2016). Such a scheme also explains the higher propor-
tion of metals we find in the absorber’s low ionization gas
compared to the Ovi phase, and their different thicknesses
along the line-of-sight.
However, the same simulations of Oppenheimer & Dave´
(2009) and Oppenheimer et al. (2012) end up predicting av-
erage temperatures of T ∼ 1.5 × 104 K for the Ovi, which
does not accord well with the absorber discussed here, or
the 14 absorbers in the larger sample of Savage et al. (2014).
The derived temperatures from the combined BLA - Ovi
line widths are a better match with the T ∼ 2×105 K value
obtained by Tepper-Garc´ıa et al. (2011) and Smith et al.
(2011) in their cosmological simulations that employ pho-
toionization and collisional ionization simultaneously to
compute gas ionization fractions. Such departures of sim-
ulation predictions from observations are expected because
of the different assumptions and treatment of physics built
into the various simulations, and the wide range of physi-
cal properties that the Ovi absorbers embody. It reaffirms
the need to analyze individual absorption systems in detail,
to get close to their true physical and chemical properties,
even as large absorption line surveys bring out global statis-
tics on these absorber populations. Specifically, the analysis
of this absorber reasserts the importance of Ovi-BLA ab-
sorbers as direct probes of shock-heated tenuous gas with
T & 105 K. High S/N spectroscopic observations using COS
are required to discover shallow BLA features and weak Ovi
in multiphase absorbers, and the low metallicity, warm bary-
onic gas reserves they trace outside of galaxies.
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