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1. Introduction
We denote by J the matrix of all ones and by I the identity matrix. Tournament matrices are square
matrices T with entries in {0, 1} and such that T + T ′ = J − I. An n × n tournament matrix T is
called regular if each of the row sums of T is (n− 1)/2. Since the row sums are integers, a tournament
matrix can only be regular if n is odd and in this case it is known that the regular tournament matrices
maximize the Perron root over the class of all n × n tournament matrices. For even n Brualdi and Li
[4] conjectured that the matrix
TBL =
⎛
⎝ U′n/2 Un/2
U′n/2 + I Un/2
⎞
⎠
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is among the tournamentmatrices thatmaximize the Perron root. Herewe have denotedUk thematrix
with ones above the main diagonal and zeros on and below the diagonal. The objective of this article
is to prove this fact.
For recent results on tournament matrices and their relationship in the wider concept of digraphs,
the reader should consult Brualdi [3] and the references therein, particularly Kirkland [8,9].
We denote by |||X||| the 2 operator norm of the matrix X . If X is a nonnegative square matrix, we
denote by ρ(X) the Perron root of X . We denote by 1 the vector of ones.
Theorem 1. Let n be an even integer n  2 and T be a tournamentmatrix of order n. Thenρ(T)  ρ(TBL)
and in case of equality, T is permutationally similar to TBL .
The proof of this theorem is the text of this article within which a sequence of related matrices are
introduced, namely T , A, S, Q , X and Z each defined in terms of the preceding one. These matrices are
obtained from the matrix T occurring in Theorem 1. We subscript these matrices with BL to indicate
the corresponding matrix derived from TBL rather than T .
The theorem is easily verified if n = 2, so in the rest of this article we assume that n  4 is an even
integer.
If T is a tournament matrix, then the corresponding adjusted tournament matrix has the form
A = 2T + I. Adjusted tournament matrices have diagonal entries equal to 1, off-diagonal entries in
{0, 2} and satisfy A+A′ = 2J. Clearly ρ(A) = 2ρ(T)+1 and ρ(ABL) = 2ρ(TBL)+1 so the conjecture
can be restated in terms of adjusted tournament matrices.
Skew-tournament matrices S have the form S = A − J = T − T ′. They are skew-symmetric with
off-diagonal entries in {−1, 1}. We work mainly with skew-symmetric matrices.
2. Restatement of the problem in terms of the characteristic polynomial
We have for A an adjusted tournament matrix and μ real that
det(I − μA) = det(I − μS − μJ)
= det(I − μS)det(I − μ(I − μS)−1J)
= det(I − μS)
(
1 − μtr((I − μS)−1J)
)
= det(I − μS)
(
1 − μ1′(I − μS)−11
)
.
The inverse (I − μS)−1 exists since the eigenvalues of S are pure imaginary.
The characteristic polynomial of the Brualdi–Li matrix is known, Hemasinha et al. [6]. This leads to
the expression
1
2
μ2
(
(1 + μ)n − (1 − μ)n
)
+ 1
2
(1 − nμ)
(
(1 + μ)n + (1 − μ)n
)
(1)
for det(I − μABL). Notice that the term in μn+1 is zero in (1).
Lemma 2. Let A be any adjusted tournament matrix. If det(ρ(ABL)I − A)  0 then the Perron root of A
cannot exceed ρ(ABL).
Proof. Suppose not. Then it follows that A has at least two real characteristic roots (counted by mul-
tiplicity) that are  ρ(ABL). Now according to a result of Brauer and Gentry [2] (based on a result of
Bendixson [1]), the characteristic roots of A all have nonnegative real part. Therefore
n = tr(A)  2ρ(ABL)  2(n − 1),
a contradiction. We note that the inequality ρ(ABL)  n− 1 follows from the elementwise inequality
ABL1  (n − 1)1 and [7, Theorem 8.1.26].
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LetμBL = ρ(ABL)−1. By Lemma2 theBrualdi–Li conjecture is verified if for every skew-tournament
matrix S of even order n  4, we can show that
1 − μBL1′(I − μBLS)−11  0,
since det(I − μBLS) > 0. We may use the expansion (I − μBLS)−1 = ∑∞k=0 μkBLSk since a beautiful
theorem of Pick [10] asserts that |||S|||  cot
(
π
2n
)
and we have
μBL|||S|||  μBL cot
(
π
2n
)
 1
n − 1
2n
π
 8
3π
< 1 (2)
for n  4. See Gregory et al. [5] for an English language proof of Pick’s Theorem.
Now since ξ ′Skξ = 0 for k odd and any real vector ξ , we have
1 − μBL1′(I − μBLS)−11= 1 − μBL1′(I − μ2BLS2)−11
= 1 − nμBL + μ3BLs′(I − μ2BLS2)−1s
= 1 − nμBL + μ3BLs′(I − μBLS)−1s,
where s = S1. So to show det(I − μBLA)  0, it would suffice to show that
−(nμBL − 1) + μ3BLs′(I − μBLS)−1s  0. (3)
Note that by (1) and det(I − μBLABL) = 0 we have
nμBL − 1 = μ2BL
(1 + μBL)n − (1 − μBL)n
(1 + μBL)n + (1 − μBL)n > 0.
Similarly,
−(nμBL − 1) + μ3BLs′(I − μBLS)−1s > 0 (4)
would imply det(I − μBLA) > 0.
While the conjecture is formulated in this way, for technical reasons we want to eliminate the case
where ‖s‖ is too large.
Lemma 3. If μ3BL‖s‖2 > (nμBL − 1)
(
1 + μ2BL cot
(
π
2n
)2)
, then
det(I − μBLA) > 0
holds.
This lemma is stated with strict inequalities. The reason is that we do not wish to eliminate the
cases where det(I − μBLA) = 0. These cases have to be allowed to fall through to the end of the proof
so that they can be identified to establish the final assertion of Theorem 1.
Proof. We have
s′(I − μBLS)−1s = s′(I − μ2BLS2)−1s
 ‖s‖
2
1 + μ2BL cot
(
π
2n
)2 .
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We note that I − μ2BLS2 = I + μ2BLS′S and consequently, the largest eigenvalue of the real symmetric
matrix I − μ2BLS2 is 1 + μ2BL|||S|||2  1 + μ2BL cot
(
π
2n
)2
by application of Pick’s Theorem [10]. The
lemma now follows since (4) holds.
Henceforth, we can assume that
μ3BL‖s‖2  (nμBL − 1)
(
1 + μ2BL cot
(
π
2n
)2)
. (5)
3. Restatement in terms of the flipped matrix Q
The inequality det(I − μBLA)  0 is equivalent to (3). The vector s = S1 has odd integer entries
summing to zero. Let D be the diagonal matrix with entries sgn(sj), for j = 1, . . . , n and let Q = DSD.
Then Q is again a skew-symmetric tournament matrix and (3) becomes
−(nμBL − 1) + μ3BLu′(I − μBLQ)−1u  0, (6)
where uj = |sj|  1, for j = 1, . . . , n. Furthermore by Lemma 3 we may always assume that
μ3BL‖u‖2  (nμBL − 1)
(
1 + μ2BL cot
(
π
2n
)2)
(7)
holds.
Nowwe reverse the argument introduced earlier. Since det(I −μBLQ) > 0, (6) is equivalent to the
nonnegativity of
−(nμBL − 1)det(I − μBLQ)
(
1 − μ
3
BL
nμBL − 1u
′(I − μBLQ)−1u
)
= −(nμBL − 1)det(I − μBLQ)det
(
I − μ
3
BL
nμBL − 1 (I − μBLQ)
−1uu′
)
= −(nμBL − 1)det
(
I − μBLQ − μ
3
BL
nμBL − 1uu
′
)
.
Since we have nμBL > 1, the required condition is
det
(
I − μBLQ − βuu′
)
 0, (8)
where β = μ
3
BL
nμBL − 1 is introduced as a shorthand notation.
We denote byW the skew symmetric matrix with ones above the diagonal.
Proposition 4. Let the permutation σ of {1, 2, . . . , n} be defined by
σ(j) =
⎧⎨
⎩ 2j − 1 if 1  j  n/2,2j − n if n/2 < j  n.
(i) Then the (j, k) entry of SBL is (−1)σ(j)+σ(k)sgn(σ (k) − σ(j)).
(ii) QBL is permutationally similar to W.
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Proof. We observe concerning the quantity (−1)σ(j)+σ(k)sgn(σ (k) − σ(j)).
• If 1  j, k  n/2 then the quantity is sgn(k − j).
• If 1  j  n/2 and n/2 < k  n then the quantity is 1 if j > k − n/2 and −1 if j  k − n/2.
• If n/2 < j  n and 1  k  n/2 then the quantity is 1 if j − n/2  k and −1 if j − n/2 < k.
• If n/2 < j, k  n then the quantity is sgn(k − j).
This completes the proof of the first assertion.
We define sBL = SBL1 so that sBL j =
⎧⎨
⎩−1 if 1  j  n/21 if n/2 < j  n = (−1)σ(j). Thus the (j, k) entry of
QBL is wσ(j),σ (k).
Amazingly, equality holds in (8) when Q = W and u = 1. To see this we observe that starting
with A = ABL, we have u = 1 and equality obtains in (3), (6) and (8). The corresponding Q = QBL is
permutationally similar toW by Proposition 4.
It is worth observing that since
μ2BL
nμBL − 1 =
(1 + μBL)n + (1 − μBL)n
(1 + μBL)n − (1 − μBL)n > 1
for n  4 (but not for n = 2, μBL = 1 in that case), the matrix
X = μBLQ + βuu′
has strictly positive entries.
4. Restatement in terms of Perron roots
Lemma 5. Suppose that ρ(X), the Perron root of X satisfies ρ(X)  1. Using the technical condition (7)
we have det(I − X)  0.
Proof. SinceX is a realmatrix, the characteristic roots ofX are either real or occur in complex conjugate
pairs. The complex conjugate pairs do not affect the sign of det(λI − X) for λ real. We argue by
contradiction. Suppose that det(I−X) > 0. Then there would have to be an even number (counted by
multiplicity) of real characteristic roots exceedingunity. But sinceρ(X)  1and1 isnot a characteristic
root, we must have ρ(X) > 1 and there must be at least two real characteristic roots (counted by
multiplicity) exceeding unity. By the Bendixson Theorem [1] all the characteristic roots of X have
nonnegative real part. Hence tr(X) > 2 and so
‖u‖2μ3BL
nμBL − 1 > 2.
Using the technical assumption (7), this gives
2 < 1 + μ2BL cot
(
π
2n
)2
which is seen to be false for n  4 by (2).
The inequality det(I − μBLA)  0 is now seen to be a consequence of ρ(X)  1. But we have
J  uu′ elementwise, so it will suffice to define Z = μBLQ + βJ and show that ρ(Z)  1.
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Note that if u = 1, then ρ(X) > ρ(Z). The advantage of the current problem over the original
one is that the extremal Q is the W matrix which is easy to understand. In the original problem, the
extremal T is the Brualdi–Li matrix TBL which is harder to understand.
5. Final resolution
At this pointwe nowwiden the scope of the problem in order to be able to use continuousmethods.
The final theorem that we establish to complete the proof of the Brualdi–Li conjecture is the following.
Theorem 6. LetQ denote the set of all skew-symmetric real matrices Q with entries bounded in absolute
value by 1. Let Z = μBLQ + βJ, then ρ(Z)  1 for all Q ∈ Q.
Theorem 6 will be deduced from Propositions 7 and 8 below.
We observe that themapping Q → ρ(Z) is a continuous function on a compact spaceQ and hence
must attain its minimum value. It therefore makes sense to look for local minimum points.
Proposition 7. Let Q be a local minimum point for the above problem. Then there exists Q˜ ∈ Q of the
specific block form⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0 J · · · J
−J 0 · · · J
...
. . .
. . .
...
−J −J . . . 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
(9)
such that ρ(Z˜) = ρ(Z) where Z˜ = μBLQ˜ + βJ. In (9) we have denoted by J the matrix of ones of the
appropriate shape for the block in which it resides. The zero blocks on the block diagonal are all square but
not necessarily the same size.
If the zero diagonal blocks are all 1 × 1, then Q˜ is theW matrix and ρ(Z˜) = 1. If there is only one
diagonal block, then Q˜ is zero and ρ(Z˜) = nβ > 1. Note that in fact it will be shown later that Q˜ is a
local minimum point only in the case Q˜ = W .
Proof. We proceed by making a variation. Consider Q(t) = Q + tE and Z(t) = Z + tE and let λ be
a simple eigenvalue of Z. As t varies near zero, the corresponding eigenvalue λ(t) of Z(t) varies in a
smooth way. It is well known that
dλ
dt
(0) = w
′Ev
w′v
wherew and v are left and right eigenvectors of Z , respectively, [7, Theorem 6.3.12].Within the current
context, Z has strictly positive entries and hence the Perron root is a simple characteristic root [7,
Theorem 8.2.11]. Let w and v be the left and right Perron vectors of Z and suppose (after applying
a permutational similarity) that they are arranged so that vjw
−1
j is decreasing. Now suppose that
vjw
−1
j > vkw
−1
k (so that j < k) and that qj,k < 1. Then we choose E = eje′k − eke′j . As t increases from
0, then qj,k(t) = qj,k + t and indeed for small t, the entries of Q(t) continue to be bounded by 1 in
absolute value. We find that
dρ(Z(t))
dt
(0) = w
′Ev
w′v
< 0
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so that Q cannot be a local minimum point. It follows that if Q is a local minimum point, then Z takes
the block form
Z =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
Z1 (β + μBL)J · · · (β + μBL)J
(β − μBL)J Z2 · · · (β + μBL)J
...
. . .
. . .
...
(β − μBL)J (β − μBL)J . . . Zm
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
.
The blocks are defined by the constancy classes of vjw
−1
j . The corresponding diagonal blocks of Q are
denoted Qj so that Zj = μBLQj + βJ with J sized appropriately. Thus, we have
v =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
t1ζ1
t2ζ2
...
tmζm
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
and w =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
ζ1
ζ2
...
ζm
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
where the ζj are positive vectors and the tj are positive scalars. The Perron equations corresponding
to the jth block are
j−1∑
k=1
(β − μBL)Jtkζk + Zjtjζj +
m∑
k=j+1
(β + μBL)Jtkζk = ρ(Z)tjζj (10)
and
j−1∑
k=1
(β + μBL)Jζk + Z′j ζj +
m∑
k=j+1
(β − μBL)Jζk = ρ(Z)ζj. (11)
Multiplying (11) by tj and adding to (10) and using the fact that Zj + Z′j = 2βJ, it follows that ζj is a
scalar multiple of 1. But substituting this back into (11), we see that Qj1 is a scalar multiple of 1. Since
1′Qj1 = 0, it must be that Qj1 is the zero vector. This does not necessarily imply that Qj is zero, but it
does imply that if each Qj were replaced by zero and Zj by βJ, then the same Perron equations would
continue to hold. But since the vectors v and w are positive, it must be that the Perron root of
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
βJ (β + μBL)J · · · (β + μBL)J
(β − μBL)J βJ · · · (β + μBL)J
...
. . .
. . .
...
(β − μBL)J (β − μBL)J . . . βJ
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
.
is also ρ(Z). Hence the result.
Proposition 8. Let Q be an element of Q of the form (9). Then ρ(Z)  1 where Z denotes μBLQ + βJ.
Proof. If all the blocks in (9) are 1 × 1 then Q = W and we are done since ρ(μBLW + βJ) = 1.
Otherwise, let Q(t) = (1 − t)Q + tW . Then Q(t) ∈ Q for 0  t  1. Now when t > 0, each row
(except the first) of Z(t) = μBLQ(t)+βJ is different fromand elementwise dominated by the previous
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row. Hence the entries of the right Perron vector of Z(t) are strictly decreasing. Similarly the entries
of the left Perron vector are strictly increasing. Applying very similar calculus arguments to those in
the proof of Proposition 7, we see that
dρ(Z(t))
dt
(t) < 0
for 0 < t  1. Thus ρ(Z(t)) decreases strictly as t increases from 0 to 1 and the result is proved.
Proof of Theorem 6 1. This follows immediately from Propositions 7 and 8.
This completes the proof of Theorem 1 except for the equality assertion.
If equality ρ(T) = ρ(TBL), holds then tracing through the proof, we can assert that u = 1 and that
Q is permutational similar toW . So, after replacing T with a permutationally similar matrix, we have
Q = W . NowW = Q = DSD so
Ws = DSDs = DS1 = Ds = 1.
But W is invertible, so s = W−11 is uniquely determined and given by sj = (−1)j . So S = DWD
is also uniquely determined and is permutationally similar to SBL by Proposition 4. Hence a further
permutational similarity applied to T will yield TBL.
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