Trained recurrent neural networks are commonly used both in neuroscience and in machine learning. Recently, several attempts were made to understand the dynamics of such trained networks. Understanding how these dynamics arise through learning, however, is an uncharted territory. Here, we study this process in a simple setting -learning to memorize analog values, leading to the formation of a line attractor. We show that problems associated with sequential learning of different tasks also occur in this setting. Specifically, catastrophic forgetting dramatically hinders a local learning rule from converging. In contrast, we show that the FORCE algorithm avoids this issue, and analyze the underlying causes. Using these insights, we suggest steps towards a more biologically plausible version of FORCE, as well as an approach to design optimal training protocols.
Introduction
In recent years, trained recurrent neural networks were used as a model for several experimental tasks in Neuroscience [1, 2, 3, 4, 5] . While some progress was made on understanding the dynamics of networks following training [1, 6] , the formation of these dynamics throughout learning remains a puzzle. We study this process in a simple setting -the formation of a line attractor associated with learning to memorize analog values.
Recurrent neural networks were both designed [7, 8, 9, 10] and trained [11, 12, 13] to memorize analog values. In designed networks, memory is implemented by a continuum of fixed points -a line attractor. The stability properties of this line attractor were studied to understand where they arise from, how they can be imrpoved [14] , and how they link to experimental observations [15] . For trained networks, if the memory duration is long and variable enough [11] , a line attractor also emerges, and can be detected by reverse engineering methods [6, 1, 16] .
Learning to memorize analog values entails two interacting dynamical processes. Within a single trial, the system is expected to converge to a stable fixed point, representing the memorized value. On a longer timescale, learning requires integrating sequentially presented trials into a coherent behavior. We show that the interaction between these slow and fast processes can lead to training success or failure, depending on the learning rule used. The slower process -sequential learning from many trials -was mostly studied in the context of learning multiple tasks. In this case, the danger of catastrophic forgetting was stressed, and several suggestions were made on how to alleviate it [17, 18, 19] .
Here, we use reverse engineering to follow the formation of a line attractor throughout training. We show that, depending on the learning rule, the sequential nature of learning can cause catastrophic interference within a single task. By studying the cross-talk between the slow and fast processes, we expose the underlying causes for training success and failure. We use a rate based recurrent neural network (RNN), defined by the equations ( Figure 1A ):
where x i is the input to neuron i = 1, . . . , N , J is a random connectivity matrix with elements sampled iid from N (0, g 2 /N ), r i = φ(x i ) is the firing rate with φ(x) = tanh(x), and the external inputs u are fed through weights B i . The current state of the network is defined by x ∈ R N and the output of the network z = w T out r is fed back through weights w F B . We use N = 1000, g = 1.2, τ = 100msec.
We consider the case where only the output weights are modified during training, which facilitates our analysis. Because of the feedback connection, training still modifies network dynamics, and thus allows successful training of the task. We also verified that the main effects are qualitatively similar when training the internal connections as well.
The task
We present transient stimuli to the network, and train it to output their value for a long time after stimulus removal ( Figure 1B ). The stimulus amplitudes are uniformly sampled from [1, 5] , and are presented for 500 msec, followed by a delay period uniformly sampled from [0.5, 6] sec. The task: at each trial a stimulus with amplitude in the range [1, 5] is presented for 500 msec (blue). The delay period between different stimuli is uniformly distributed between 0.5 and 6 seconds. The desired behavior is to output this value for the entire trial duration (orange).
Learning rules
We inspect the learning process using two different training methods:
FORCE algorithm [20] , based on recursive least squares (RLS), with the following update rule:
where P (t) is a running estimate of the inverse correlation matrix of the network rates r plus a regularization term, and f (t) is the target output.
Although it is widely used, FORCE is not biologically plausible because the modification of a given synapse depends on information from the entire neural population. These locality considerations led the authors of [20] to suggest a local learning rule:
Least mean squares (LMS), in which the modification rule for the output weights is
where e − (t) is defined as in FORCE, and η(t) is a time-varying learning rate: dη/dt = η(−η + |e| γ ). A further step towards biological realism was made by the introduction of a reward based learning rule [21] . This rule was described as leading to convergence on the same set of tasks as FORCE, albeit with a convergence rate that is slower than FORCE and similar to LMS.
Results
We trained networks for 300 trials using either FORCE or LMS. Figure 2 shows that while FORCE training resulted in almost perfect performance, this was not the case for LMS. Closer inspection of the LMS output during testing indicates that the network converged to a fixed point corresponding to the last trained stimulus value. Because in [20, 21] LMS was shown to require roughly 10 times more trials to converge than FORCE, we continued training for a further 10 4 trials, but to no avail. The supplementary information shows a variant of this task in which we were able to get slightly better performance after 45000 trials, but still very far from the performance of FORCE after 300 trials. To gain insight into the underlying reasons for this behavior, we reverse engineer the network to uncover it's dynamics. Following [6] , we define a scalar function q(x) = 1 2 |ẋ| 2 which is zero for fixed points. In a successfully trained network, we expect to find an approximate line attractor -a one dimensional manifold of very low q values. Each point along this line represents a memorized value. Because we only train the output weights, the location of this line attractor is pre-determined in the following manner. For a given output value z(t) ≡ A, the open loop system (in which the target output A is fed back to the network) converges to a unique stable statex which is given by:x = Jφ(x) + w F B A. This happens for A that are large enough to suppress chaos [22] , which is true for the values used in this work. Figure 3A showsx for the entire output range [1, 5] in PCA space.
Training the output weights can determine whether thesex are indeed fixed points ( w T outr = A ), and whether they are stable. Figure 3B What enables FORCE-trained networks to have many fixed points, while LMS only leads to a single one? Our results suggest that both algorithms will lead to a fixed point after the first trial, but only FORCE will maintain this fixed point after the second trial. We investigate this hypothesis in a slightly reduced setup.
Reduced setup
In order to disambiguate the pure formation and maintenance of fixed points from input pulse effects and transitions between fixed points, we investigate a reduced setup of the task. Instead of using external inputs to shift between the various output levels, we use the fact that the internal statex is precisely defined by output values. We thus use these states as initial conditions for each trial, and eliminate external input.
Training the network on the first trial leads to a fixed point using either algorithm. But the FORCE algorithm, through its use of recursive least squares, maintains a matrix P that implicitly contains information on past trials. P is a running estimate for the inverse of the correlation matrix of the network rates r plus a regularization term:
The eigenvectors of P are thus approximately the principal components of the activity, but since P retains the inverse of the activity history, the eigenvalues of these principle components will be very low. The update of synaptic weights in FORCE is proportional to P (Equation 3), and thus protects the directions most visited (e.g. fixed points) from further change.
In our task (even in the reduced setup), each trial begins with a short transient until the network converges into the fixed point corresponding to the current target value. Assuming that the time spent at the fixed pointr is significantly longer than the transient period, we can write the following approximation for P following the first trial:P
where T is trial duration. The eigenvalues of P (which we call the nominal case) andP after a single trial are shown in Figure 4 . The lowest eigenvalue in both matrices is (α + Tr Tr ) −1 , which corresponds to the eigenvectorr. The transient history is reflected in the eigenvalues of the nominal P , and not inP . The first two trials. The second trial is learned via (A) nominal FORCE, leading to two stable fixed points (B) FORCE usingP , leading to one stable and one unstable fixed point or (C) LMS leading to a single fixed point. Top row: Output during testing, after two training trials. Middle row: q values along the expected final line attractor after the first (blue) and second (orange) trials. Bottom row: the spectrum of the network linearized around r 1 after the second trial (not shown in C because there is no fixed point). α = 1, A 1 = 1, A 2 = 5.
Now that we understand the information stored in P , we can examine what happens during the second trial ( Figure 5 ). We denote the targets of the two trials A 1 and A 2 , with the corresponding putative fixed points r 1 and r 2 . We perform the training in both LMS and three variants of FORCE: nominal FORCE with P , FORCE usingP and FORCE using a full reset P = (αI) −1 .
Training with nominal FORCE results in two stable fixed points ( Figure 5A ), indicating that r 1 was preserved. Both LMS and a full reset of P after the first trial cause the network to forget the first value, and as a result, only one fixed point corresponding to the last value A 2 remains ( Figure 5C shows LMS which is nearly identical to the full reset case). UsingP , which contains information on the fixed point r 1 , but not the transients leading to it, results in an intermediate behavior. The resulting network contains two fixed points, but only the one corresponding to the last value is stable ( figure 5B ).
These results demonstrate how information regarding the existence of fixed points and their stability is stored in P during the learning process. It also illustrates how the transient history is crucial for stability.
Using these insights we now turn to two applications. First, we suggest a step towards a more biologically plausible version of FORCE that still learns the task. Second, we show how choosing the order of stimulus presentation can affect the resulting network dynamics.
Modified FORCE algorithm
The FORCE algorithm suffers from two plausibility issues. First, the algorithm requires storing N 2 values in order to update N synapses. Second, the update rule is highly non-local. To alleviate these problems, two modifications to FORCE were suggested. The first, LMS, within the original paper [20] , and a later suggestion using reinforcement learning [21] which was claimed to be equivalent to LMS. In both cases, it was hypothesized that it is possible to learn the same tasks, albeit with slower convergence. Our results, however, indicate that there might be a qualitative difference that will prevent these local rules from converging to full performance because of the destruction of old fixed points. We also simulated the reward based rule, and observed a behavior similar to LMS.
Here, we show how the first of the above issues can be addressed. Instead of maintaining N 2 values representing the full history r(t), we only keep the last few (three) fixed points, O(N ) values:
where µ indexes the trials. Figure 6 compares the performance of this rule (yellow) to other variants of FORCE. Panel A shows that it reaches low error values, while panel B illustrates the meaning of this error by plotting the drift for various initial conditions. This result is apparently at odds with Figure 5B , in which erasing the transient information from P destabilized the old fixed point. We believe that the reason this learning rule eventually converges is that there is high correlation between the variousx values, and thus protecting a few fixed points can have a greater effect. 
Choosing the order of trials
In both the training of animals (shaping, [23] ) and of artificial networks (curriculum learning, [24] ), people have observed that the order of training can have an effect on the final performance. Our results indicate an interplay between the stability of learned fixed points and the process of learning. We hypothesize that this feature can be used to design optimal training sequences.
As a proof of concept, we compare learning when the stimuli are presented continuously from 1 to 5 (forward, Figure 7A blue) or from 5 to 1 (backward, Figure 7A red) . We see that during this sweep (first 40 trials), the error decreases in a very different profile for the two directions. Strikingly, after this single sweep we transition to a random presentation of stimuli (dashed lines) and find that this initial sweep has a long lasting effect on performance. The supplemental material shows further tests of this effect, including better extrapolation to untrained stimuli.
Why is the forward sweep better? The different stimuli are associated with different intrinsic stabilities. To see that we compute the output weights solution using ordinary least squares on the entire line ofx. This guarantees a line of fixed points, but does not guarantee stability. Figure 7B shows the two leading eigenvalues around these fixed points. As expected, one of them is a zero eigenvalue, while the other varies across the stimulus range. Because the lower values are unstable, the backward sweep is forced to make large changes to the readout weight towards the end of training, and these hurt the quality of the line attractor in the high values.
How can one identify such stability properties in a real life setting? The insets in Figure 7B show the test results after only two trials in the forward or backward direction. The qualitative differences indicate that it is possible to assess such stability properties, and possibly modify the order of trials accordingly. 
Discussion
In this work we followed the formation of a line attractor through the online training of a recurrent neural network. By doing so we were able to demonstrate that problems usually associated with sequential learning of multiple tasks are also relevant in this setting. We showed that FORCE, an RLS based algorithm, avoids catastrophic forgetting by implicitly avoiding updates to previously visited directions. By dissecting the contributions of the various parts of a trial to this implicit memory, we could understand how the maintenance of fixed points and their stability leads to learning.
We focused on the FORCE algorithm, due to its simplicity and usage within neuroscience inspired tasks [25, 12] . This algorithm, however, is not biologically plausible. Both LMS and a reward based rule were suggested as slower, but effective plausible versions of FORCE. Our results indicate that this might not be the case in more complex tasks such as the one studied here. Furthermore, we suggest a different route towards plausible learning -by maintaining a small number of recent states in the P matrix we are able to converge with O(N ) storage, but still using non-local updates. It might be possible to integrate our suggestion with other recent works [18, 19] to obtain a quickly converging local version of FORCE.
Although we stress the sequential nature of learning, the fact that this is a single task leads to important distinctions from the sequential learning of uncorrelated tasks. In our case, the rate vectors corresponding to different points along the line attractor are highly correlated. This is the reason that it is possible to achieve stability even when removing the transient contributions to P . Shaping, or choosing an optimal sequence of training examples, is a topic of importance in both animal training and machine learning research [23, 24] . Our results indicate that when dynamical systems, such as recurrent neural networks, are considered, stability can play a major role in this aspect. In the future, it might be possible to probe the system to understand its stability properties, and use this information to guide the ordering of the following stimuli.
Understanding the dynamics of trained recurrent neural networks is an important and difficult challenge [4, 26, 5] . Understanding the formation of these dynamics is an even more formidable task. Here, we take a first step towards this goal and show that it sheds light on the nature of learning rules, and can provide clues on how to improve learning. The next steps towards this goal are expected to provide even more.
