A technique is developed here which yields the asymptotic expansion, in the two limits h -+ 0+ and h -+ + co, for a class of functions defined by integrals
INTRODUCTION
Let f(2) and k(t) be complex-valued locally integrable functions on (0, co) and let I(h) denote the integral I(X) = jm h(At)f(t) dt (1.1) when it exists. In later sections we shall impose more detailed conditions on f and h, but for now we assume only that f and h grow at most algebraically near 0+ and +co, and that I(h) is well-defined for large enough A. We may regard I(h) as an integral transform off, with kernel h, and will thus write W) = fqf; 4 (1.2) for this h-transform off. In two previous investigations [IO, 111 we have obtained the asymptotic expansion, near 0+ and +co respectively, for two other transforms of this type. In this paper, using methods and theorems from our earlier work, we shall obtain the asymptotic expansion near +co for the given I(h).
Through the symmetry of our assumptions on f and h, this expansion for I(X) near + cc will also contain the expansion near O+. Indeed, if E is a small parameter, and if F is the transform of h with kernel .f, then we can interchange the roles off and h, observe that
d(c) = j"f(,-'u)h(u)du = F[h; c-l], (1.3) "
and thereby express I(E) in the form (1.1) with large parameter X = c-l. Thus, in fact, the results of this paper will yield the asymptotic expansion of an integral J(4 = jr W'Qf(Q dt (l-4) for any real number p, and for s near either 0+ or + co.
In our preceding paper [l l] we required f to grow at most algebraically near Of and found an asymptotic expansion for H[f; A] near +a, with a kernel h which decayed exponentially near + 00. In that investigation, unlike this one, we saw that functions f could be allowed which grew exponentially near +co, but then showed that the expansion for H[f; A] to any O(P), would depend only on the behavior off near Of. Thus if h grows at most algebraically near O+, then we can force this preceding result into the present context; for, since our technique yields an expansion in powers and logarithms of A, we obtain the same series after replacing f in H[f; A] by the truncated function fi , which is defined through f&) = f(t) when these exist; but we wish to avoid hypotheses needed only for the convergence of such expressions. Thus in Section 2, as in our previous work, we shall split f at t = I as shown in (IS), and split h at t = 1 similarly, so that the resulting four integrals in (1.7) will converge, each in a suitable half plane.
Then by further requirements imposed on f and Iz, we shall find that their
Mellin transforms can be defined by analytic continuation, each again in a suitable half plane, even when the integrals (1.7) converge nowhere.
In Section 3, for large real A, we shall use our techniques to express I(h) as a sum of contour integrals, and to displace all the resulting contours to the right. Successive terms in the asymptotic expansion of I(A) will then appear as residues, and the remainder will again be a contour integral, which we can estimate by standard inequalities. We shall find it convenient to enumerate special cases in this development according to the behavior off near 0+ and that of h near +co, and to dismiss certain cases by reference to our preceding paper [I 11. If we assume h to be given, then we shall see, as in our treatment of Laplace transforms [lo] , that the expression for I(X) separates, except when terms coalesce, into a local series and a gZobaZ series. These series are so called because the former depends on the asymptotic behavior off near O+ while the latter depends on the generalized moments off, that is, on the values of M[f, ,z] or its analytic continuation.
In Section 4, for complex X with large modulus, the preceding results will be extended to give expansions valid throughout a sector. In particular, we shall find that the growth conditions needed to displace our contours indefinitely are satisfied when h is itself expressible as an integral transform; and we shall thus obtain a large family of kernels for which our results hold without detailed estimates. Finally in Section 5, to show the range of our theorems, we shall apply them to several examples, including the Hankel and generalized Stieltjes transforms [9, p. 2131 which exhibit some of the more interesting results.
Mellin transforms have special importance for our development because I(h), through the Parseval theorem, can be expressed as a contour integral of the Barnes type [17, Sets. 14.5 and 16.41, so that the powers and logarithms of h which we anticipate in its expansion will arise simply as residues of the integrand. Moreover, the integrand, being a product of Mellin transforms, will be meromorphic in a strip or half plane, so that complex function theory will apply to this problem, even though f and h may not be at all smooth. A similar function-theoretic method is commonly used to approximate inverse Laplace transforms [3, pp. 167-1781, and is known to yield an expansion of the form C c,,P exp( -rJ). Tn.-n Thus if we were to anticipate an expansion such as (1.8), rather than one in powers and logarithms, then we would expect to use Laplace rather than Mellin transforms. The utility of Barnes integral representations has long been observed in special cases [21; 241 and has further been pointed out by Abramowitz [20, Ex. 91 .
We might further predict the occurrence of Mellin transforms rather than, say, Laplace transforms because H[f; X] can be rewritten as a Mellin convolution, i.e., fm 4 = [~*g'lhf (4.
(1.9)
Here g = t-lf (t-l) so that its Mellin transform is related simply to that off.
We point out that the asymptotic expansion of Mellin convolutions is considered briefly by Doetsch [6, [22, 23, 25, 26, 27, 281 .
By considering at length several spaces of generalized functions, Jones [12] has proved various general results for integral transforms of such functions; and from these in turn he has obtained some expansion theorems as X ---f + XI for integrals of the form
Here the function f is C" except at a finite number of critical points while the kernel h, also C", obeys a family of growth conditions.
CONTINUATION OF MELLIN TRANSFORMS

Letf(t)
and h(t), as before, be complex-valued locally integrable functions on (0, co); and let a, To obtain the asymptotic expansion of I(h) for X near i-00 by our method, we need to define the Mellin transforms off and h in suitable half planes. However, we shall assume neither that b < a nor that d < c, though such conditions would insure that those transforms, as given by (1.7) converge absolutely in --a < Re(z) < --b and -c < Re(z) < -d respectively.
Instead, we shall define these transforms by analytic continuation, under the requirements (2.6) and (2.13) soon to be imposed. To accomplish this we first introduce fi and fi as in (I .5), and correspondingly h, and h, given by continuation. We wish now to generate the asymptotic expansion near + co for the h-transform
having remarked earlier that this yields the asymptotic expansion, near either 0+ or + co, for the formally larger class of integrals (1.4). To insure that h(ht)f(t) shall be integrable near both 0+ and + co, hence that I(A) shall be absolutely convergent for sufficiently large (or small) A, we assume hereafter that To abbreviate the statements and proofs of the following theorems, we define for j, k = I,2 the functions
Then by (3.6), each GjB(z) is holomorphic in the corresponding domain Djk , but by Lemmas 1 and 2 each Gj,(z) is holomorphic or meromorphic in a right half plane including Di, . Thus (2.11) and (2.18) imply (3.8) at least for Re(z) > max[l + b, -cl, so that (3.4) and (3.11) below yield an expansion of I(h). (3.9)
Suppose further that there exists q 3 p for which sup{1 Gjk(x + +)I : P < x < 4) + 0 as y-+&co (3.10) and for which Gjk(q + iy) isinL.l(--m <y < +co). Then 444 = p<R~zl <g Res{--h-zGk(x)) + @W /I]:: X-zGjk(z) dz (3.11) and the last integral is O(h-g) as h -+ co.
Proof.
We observe that for h > 0 for arbitrarily large q, as we anticipated in (3.5).
Having required h in Section 2 to satisfy (2.13), and distinguished three cases in Lemma 2 for the coefficients ce , we shall now divide our principal theorems according to the same possibilities for h. The results for the case in which Re(ce) > 0 for some L will be stated without proof as Theorem 2, since they have been obtained in our previous paper [I 1, Theorem 31. In Theorem 3 we shall expand I(A) when all Re(c!) = 0 but some c, f 0, and in Theorem 4 we shall expand I(X) when all C~ = 0. Hypotheses (3.18), (3.21) and (3.25) in these theorems will sometimes follow directly from Lemmas 1 and 2, but must otherwise be established through additional smoothness assumptions on f and h, as in our previous paper [ll, Lemmas 3 and 41. However, for convenience in treating complex A, a stronger condition which implies these special hypotheses will be stated in Theorem 5. where any residues which appear must arise from poles of M[ fi; 1 -z].
(d) The integral in (3.17) and (3.19) is 0(X-') as X -+ +a, so that ;f the above assumptions holdfor arbitrarily large r, then (a), (b) or (c)yields an infnite asymptotic expansion for I(h).
Proof. See [I 1, Theorem 31.
Remarks. If in Theorem 2 all bt = 0, then by (2.9) the sum in (3.19) can be written q<Re(;a m )<s X--l--Johns go ("j) (-log A)i M'"-VG 1 + GJ, (3.20) where Proof. These results all follow from (3.4) and (3.8) by shifting the contour of (3.11) to the right and then bounding the integral of (3 .22) If in Theorem 3 all b! = 0, then by (2.9) the third sum in (3.23) can be written in the form (3.20) , and the first two sums can be written similarly. Hence if Theorem 3 holds for arbitrarily large r, then (3.23) also yields an infinite asymptotic expansion in powers and logarithms of h, whose coefficients again reflect local properties off and global properties of h. Thus any logarithms in the expansion of I(X) near + co will reflect logarithms in the expansion off(t) near O+. Remarks. As before, if Theorem 4 holds for arbitrarily large r, then (3.24) and (3.25) yield infinite asymptotic expansions in powers and logarithms of h. Moreover, we can usually take q not only greater than max[l + b, -cl, as specifically assumed, but also to the left of all poles of G(z), so that only poles of the individual Gik(z) from the region where G(z) has not been defined will contribute terms to the expansions (3.24) and (3.26) . However, if all bt = 0 and if q is chosen as just described, then in (3.24) and (3.26) any residues of G,, must arise from poles of M[f,; 1 -X] and any residues of G,,(z) must arise from poles of M[h,; z]. Thus the sum containing G,,(z) will be similar to (3.20) , and the sum containing G,,(z) will be similar to (3.20) with f and h interchanged.
Of course, if all b! = 0 then, despite the choice of q, the sums containing G,,(z) and G(z) will involve poles of both M[fi; 1 -z] and M[h,; z], and will thus reflect both local and global properties of both f and h. In particular, if 1 + a, + d, is never zero, so that no poles of these two transforms coincide, and if c,, = b,% = 0 for n > 0, so that no logarithms appear in (2.6) and (2.13), then the last sum in (3.26) can be written On the other hand, if poles of these two transforms do coincide, then the series for I(h), by virtue of this coalescence, will include logarithmic terms even though (2.6) and (2.13) have none.
In particular problems the assumptions of Theorems 2, 3 and 4 can often be verified either through inspection of the required Mellin transforms, or through known properties of Fourier transforms, e.g. [I 1, Lemma 31. However, for our prospective generalization to complex A, it will prove convenient in the next theorem to give stronger and simpler hypotheses from which the same conclusions follow. 
EXPANSION THEOREMS FOR COMPLEX A
Under the assumptions of Theorems 2 through 4, or the stronger assumptions of Theorem 5, we have obtained an asymptotic expansion of I(h) for large positive h and thus, through (1.3), an expansion of I(h) for small positive X as well. In some problems [ 11, Example 4.21 no better result can be expected, but in practice the resulting series may often be valid in some sector of the complex h-plane. In this section we therefore obtain first a "sectorial" expansion from growth conditions placed on our Mellin transforms, and then develop conditions on f and h sufficient for the applicability of these results. The assumptions now to be required are all stronger than those of Theorem 5. x are explicitly known, the growth condition required in Theorem 6 for these transforms may be somewhat harder to verify than the assumptions (2.6), (2.13) and (3.2); since the growth condition is imposed in a region where the defining integrals for both transforms may not converge. Furthermore we can exhibit a function h (or alternatively a function f) which meets the assumptions of Theorem 5 but not those of Theorem 6. Indeed if (--P log3 t)-1/2 exp( l/log t), h(t) = lo, O<t<1,
then we have
which is obtained by setting t = exp(-u) and observing that M[h; z] is a well-known Laplace transform. Thus it is useful to have more immediately applicable criteria for the validity of Theorem 6. We shall develop here criteria only for the kernel h, since those for the function f may then be obtained by symmetry. Thus we note intitially that in proving Theorem 6 it is sufficient to require that h(t) be locally integrable on K(x, ,6,) the set of all kernels h which satisfy these requirements and collect in the following lemma useful closure properties of this set. In proving (f) we note first, by arguments like those for (2. The next few results generate specific functions h which lie in some K(x, 0). In particular, Lemma 4 yields a family appropriate for the kernels treated in Theorem 2, while Lemma 5 yields a family appropriate for the kernels treated in Theorems 3 and 4. These lemmas imply that Theorem 6 holds whenever the kernel h is itself an integral transform of the type considered in our preceding paper, such as, for example, a Laplace transform. To abbreviate our arguments, for any 0, > 0 we define the "punctured" sector s(b) = {t : t f 0, I arg(t)I G e,h (4.10) and for any complex-valued function h on this sector S(e,,) we define the bound qh, eo; R) = SUP{/ h(R exp(ie))I : 1 e 1 G e,j. Proof.
This is a slight specialization of a result in our preceding paper [II, Lemma 41. Recently N. Bleistein has pointed out to us that the following theorem can be proved by extending slightly an argument in our previous paper [ In(t) = J t-exp(-npl) h*W f *(4 du 0 in which the In(t) are clearly holomorphic on S(e,). But on each subset within S(6),) of form 0 < 7r < / t 1 < 7s , this sum is uniformly convergent, since if we choose n large enough so that to exp(-n) < E, and if we put y = exp(-a -c -l), then we find Let f*(t) be a complex-valued locally integrable function on (0, CCI) for which (2.6) holds as t + 0+ and f*(t) = O(P) as t-to+-f*(t) = O(expW)) as t--t +a for some p > -1 and any real v. Suppose that the integral
can be analytically continued into some S(Q with 0 < 0, < n/2. Then h satisfies (2.13) for some admissible cc , and lies in K(x, , 0) for all 8 < 8, and < 7~12, where x0 is determined by (4.29).
Proof. Since h(t) is an integral transform of the type H[f; A] these conclusions follow from Theorem 2 and Lemma 5b.
For completeness, we summarize this discussion in Proof. All these results hold provided that the p(j, K) of Theorems 2 through 4 can be defined.
EXAMPLES
In this last section we illustrate some applications of the preceding results. As our first example, we use Theorem 7 to generate a number of "good" kernels for Theorem 6, that is, kernels which belong to some set K(x, 0) as defined just prior to Lemma 3. As our second example we use Theorem 6 to obtain the asymptotic expansion for a class of transforms, including the generalized Stieltjes transform, which have algebraic kernels. Finally, as our third example we use Theorem 5 to obtain the asymptotic expansion for the Hankel transform, which, like the Fourier transform, has an oscillatory kernel. EXAMPLE 1.
Consider any kernel of form
where P(t) and Q(t) are polynomials in t with the degree of Q greater than that of P. By expanding P/Q in partial fractions, we can readily see that ( where Ja is the Bessel function of the first kind; and (5.9) is holomorphic in Re(t) > 0, so that B,, = nj2 in the corollary. It is of interest that (5.9) has algebraic behavior as t approaches either 0+ or + co, although formally this kernel involves an exponential function. On the function f we need impose only the general conditions (2.6) and x F(P, 01 + P + n; a + Is; 1 -a-') (5.14) as h -+ $-co. By Example 1 and Theorem 6 we conclude further that (5.14) holds as 1 X 1 -+ co in the sector 1 arg(h)] < 71. If we had allowed If, as often assumed,f(t) is C" except at a finite number of critical points, then the growth conditions of Theorem 4, and thus the conclusions, may not be valid. Indeed, by analogy with Fourier transforms, we expect that discontinuities in the derivatives of f (t) at points to > 0 will yield oscillatory terms in the asymptotic expansion of Z(X) as X + + co. Such terms are not given directly by our technique; but if to > 0 and if h 4 + 00 then the Bessel function in I(h) may be replaced by its asymptotic form, the point to may be translated to the origin, and the contribution from to may be thereby reduced to the contribution from the origin of a Fourier-type integral. Thus, through the use of neutralizers [4, p. 241, the problem for suchf(t) may be reduced to the expansion of one-sided Fourier and Hankel transforms, each with no critical points forf(t) except the origin. All such Fourier transforms may then be treated like this Hankel transform, and the expansion thereby obtained for a more generalf.
We might obtain conditions from Lemmas 3-5 under whichI could be expanded in a sector, but we shall be content here with an expansion for real X. Thus we shall assume specifically (1) thatf(t) is C" on (0, co); (2) that Re(a,) > -v -9; (3) that allf("J(t) have expansions like (5.25) as t -O+;
and (4) that all f t%)(t) are O(t-+--<) as t -+ +oo for some E > 0. Assumptions (1) and (4) are implied by the reduction off(t) just obtained through neutralizers, while assumption (2) is needed merely for integrability near 0 +. Assumption (3) implies [7, p. 211 that the series forf ("j(t) is the n'th derivative of the series forf(t), and serves to exclude exponentially small, but rapidly oscillating, terms. Assumption (3) is satisfied in particular when f(t) is C" at O-t, and when (5. 1 -x -zjq = jIrn exp(u -XU) r,(exp(u)) exp( -zju) du (5.30) This last integral is the Fourier transform of a C" function all of whose derivatives vanish exponentially as u ---f &co, so that finally M[rk; 1 -x -iy] is o(I y I-") for all n as y ---f &cc by a standard theorem for Fourier transforms [7, p. 471 . Iff(t) is merely C" for some finite n then I(h) can still be expanded by our method. However in this case, as expected, the integral (4.2) will not converge for arbitrarily large Y, so that we would obtain only a finite expansion of I(X) plus a remainder, rather than the full infinite expansion (5.28).
