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1 Introduction
This paper concerns the theory of inverse spectral problems. Such problems consist in re-
covering differential operators from their spectral characteristics. Inverse spectral problems
have applications in quantum mechanics, geophysics, chemistry, electronics and other branches
of science and engineering (see, e.g., [1] and references therein). The basic results of the in-
verse problem theory were obtained for operators induced by the Sturm-Liouville expression
ℓy := −y′′ + q(x)y with the regular (i.e., square integrable) potential q (see [1–4]). In recent
years, spectral analysis of differential operators with singular coefficients from spaces of dis-
tributions has attracted much attention of mathematicians (see [5–32]). Properties of spectral
characteristics and solutions of differential equations with singular coefficients were studied
in [5–14]. Some aspects of inverse problem theory for differential operators with singular coeffi-
cients have been investigated in [15–32]. Nevertheless, a number of open questions still remain
in this field.
In this paper, we consider the differential expression ℓy = −y′′ + q(x)y with the singular
complex-valued potential q from the class W−12 (0, π). This means that q = σ
′, where σ is a
function from L2(0, π), and the derivative is understood in the sense of distributions. Then the
differential expression ℓy can be represented in the following form:
ℓy = −(y[1])′ − σ(x)y[1] − σ2(x)y,
where y[1](x) := y′(x)− σ(x)y(x) is the so-called quasi-derivative.
Consider the boundary value problem
ℓy = λy, x ∈ (0, π), (1.1)
y[1](0)− hy(0) = 0, y[1](π) +Hy(π) = 0,
where h and H are complex constants, functions y, y[1] are absolutely continuous on [0, π] and
(y[1])′ ∈ L2(0, π). Without loss of generality we assume that h = 0. One can easily achieve this
condition by the shift σ(x) := σ(x) + h. Thus, we denote by L = L(σ,H) the boundary value
problem for equation (1.1) with the boundary conditions
y[1](0) = 0, y[1](π) +Hy(π) = 0. (1.2)
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Let ϕ(x, λ) be the solution of equation (1.1) satisfying the initial conditions ϕ(0, λ) = 1,
ϕ[1](0, λ) = 0. The functions ϕ(x, λ), ϕ[1](x, λ) are entire by λ for each fixed x ∈ [0, π]. The
spectrum of L is a countable set of complex eigenvalues {λn}∞n=0 (|λn| ≤ |λn+1|, n ≥ 0). The
eigenvalues coincide with the zeros of the characteristic function ∆(λ) := ϕ[1](π, λ)+Hϕ(π, λ).
For simplicity, we assume that all the eigenvalues are simple, i.e., λn 6= λk for n 6= k. The case
of multiple eigenvalues can be treated similarly to [33].
Define the weight numbers as follows:
αn :=
(∫ pi
0
ϕ2(x, λn) dx
)−1
, n ≥ 0.
The numbers {λn, αn}∞n=0 are called the spectral data of L. The paper is devoted to the following
problem.
Inverse Problem 1.1. Given the spectral data {λn, αn}n≥0, find σ and H .
The goal of this paper is to solve Inverse Problem 1.1 by the method of spectral mappings
developed by Yurko (see [1, 34]). We prove the uniqueness theorem, obtain a constructive
algorithm of solution together with necessary and sufficient conditions of solvability for Inverse
Problem 1.1 in the self-adjoint and the non-self-adjoint cases.
The method of spectral mappings consists in reduction of a nonlinear inverse problem to a
linear equation in a Banach space (the so-called main equation). This reduction is based on the
Cauchy-Poincare´ contour integration in the complex plane of the spectral parameter. These
ideas first appeared in the papers of Levinson [35] and Leibenson [36,37]. Later on, the method
of spectral mappings allowed Yurko and his followers to solve inverse problems for higher-order
differential operators, for differential systems, for differential operators on geometrical graphs,
and for other operator classes appearing in applications (see [1,34,38,39] and references therein).
We note that, for different classes of differential operators, the construction of the main equation
and of an appropriate Banach space differs and may require significant modifications comparing
with the classical Sturm-Liouville operator.
For the Sturm-Liouville inverse problems with singular potentials, the majority of the known
results were obtained by development of the Gelfand-Levitan method (see [15–17, 25]) and of
the Trubowitz approach (see [18, 21, 24, 28]). The results of all those papers related to inverse
problems concern only the self-adjoint case, in which σ is real-valued. Some ideas of Yurko’s
method were applied to some special issues of inverse problem theory for differential operators
with singular coefficients on graphs in [20,30,32]. Nevertheless, it was unknown how to obtain
necessary and sufficient conditions of inverse problem solvability, being a crucial issue of inverse
problem theory, by using the method of spectral mappings. This paper aims to cover this gap.
To present our ideas, we choose the simplest problem (1.1)-(1.2) as a model example. In the
future, we plan to generalize our approach to other important classes of differential operators.
We hope that Yurko’s method will be useful for further extension of inverse problem theory, in
particular, to non-self-adjoint operators with singular coefficients.
It worth to mention that the inverse problem for equation (1.1) with the Dirichlet boundary
conditions y(0) = y(π) = 0 in the self-adjoint case was studied by Hryniv and Mykytyuk
in [15]. They also formulated the results for the case of the Robin boundary conditions (1.2)
without detailed proofs. Anyway, the case of the Robin boundary conditions can be reduced
to the case of the Dirichlet boundary conditions by the Darboux-type transformations. For the
Sturm-Liouville operators with singular potentials, such transformations were recently obtained
by Guliyev [31]. This is another way to solve our inverse problem in the self-adjoint case.
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Nevertheless, as far as we know, Inverse Problem 1.1 in the non-self-adjoint case has not been
studied before.
Throughout this paper, we follow the general strategy of Yurko’s method from [1, Sections
1.4, 1.6] and focus on the differences caused by the singular potential in more detail. Sec-
tion 2 provides preliminaries, in particular, transformation operators and asymptotic formulas
for solutions of equation (1.1). Section 3 is devoted to the uniqueness theorem for Inverse Prob-
lem 1.1. In Section 4, we construct the main equation of the inverse problem in an appropriate
Banach space and investigate the properties of the operator, participating in that equation. In
Section 5, we formulate and prove our main theorems on necessary and sufficient conditions of
the inverse problem solvability (Theorem 5.1 for the self-adjoint case and Theorem 5.9 for the
non-self-adjoint case). Section 5 contains also Algorithm 5.8 for constructive solution of the
inverse problem. In Appendix, an auxiliary lemma concerning entire functions is proved.
2 Preliminaries
First of all, let us introduce some notations:
• λ = ρ2, τ := Im ρ, ρn :=
√
λn, arg ρn ∈ [−pi2 , pi2 ), n ≥ 0.
• The symbol C denotes various positive constants independent of x, n, λ, etc.
• The notation {κn} is used for various sequences from l2.
• The notation κa(ρ) is used for various entire functions in ρ of exponential type not greater
than a and such that
∫
R
|κa(ρ)|2 dρ <∞. By Paley-Wiener Theorem,
κa(ρ) =
∫ a
−a
f(x) exp(iρx) dx, f ∈ L2(−a, a).
Further we need the estimate κa(ρ) = o(exp(|τ |a)) as |ρ| → ∞ uniformly by arg ρ.
• 〈z, y〉 := zy[1] − z[1]y.
The following theorem provides transformation operators for the solution ϕ(x, λ) and its
quasi-derivative ϕ[1](x, λ).
Theorem 2.1. The following relations hold
ϕ(x, λ) = cos ρx+
∫ x
0
K (x, t) cos ρt dt, (2.1)
ϕ[1](x, λ) = −ρ sin ρx+ ρ
∫ x
0
N (x, t) sin ρt dt+ C (x), (2.2)
where the kernels K and N are square integrable in the region D := {(x, t) : 0 < t < x < π}
and the function C is continuous on [0, π]. Moreover, for each fixed x ∈ (0, π], the functions
K (x, .) and N (x, .) belong to L2(0, x) and the corresponding L2-norms ‖K (x, .)‖L2(0,x) and
‖N (x, .)‖L2(0,x) are uniformly bounded with respect to x ∈ (0, π]. Analogously, for each fixed
t ∈ [0, π), the functions K (., t) and N (., t) belong to L2(t, π) and the corresponding L2-norms
are uniformly bounded with respect to t ∈ [0, π).
Note that the representation (2.1) for ϕ(x, λ) was obtained in [8]. We prove Theorem 2.1,
since we especially need the formula (2.2).
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Proof. Using equation (1.1), one can easily show that the following system of Volterra integral
equations is fulfilled:
ϕ(x, λ) = cos ρx+
∫ x
0
(
cos ρ(x− t)σ(t)− sin ρ(x− t)
ρ
σ2(t)
)
ϕ(t, λ) dt
−
∫ x
0
sin ρ(x− t)
ρ
σ(t)ϕ[1](t, λ) dt, (2.3)
ϕ[1](x, λ) = −ρ sin ρx−
∫ x
0
(ρ sin ρ(x− t)σ(t) + cos ρ(x− t)σ2(t))ϕ(t, λ) dt
−
∫ x
0
cos ρ(x− t)σ(t)ϕ[1](t, λ) dt. (2.4)
Formal substitution of the representations (2.1), (2.2) into (2.3), (2.4) yields the following
system of integral equations with respect to the triple (K ,N ,C ):
K (x, t) = K0(x, t) + IK (K ,N ,C ),
N (x, t) = N0(x, t) + IN (K ,N ,C ),
C (x) = C0(x) + IC (K ,C ),

 (2.5)
where
K0(x, t) =
1
2
σ
(
x+t
2
)
+ 1
2
σ
(
x−t
2
)− 1
2
∫ x
0
σ2(s) ds− 1
4
∫ x
t
(
σ2(x−s
2
)− σ2(x+s
2
)
)
ds,
N0(x, t) =
1
2
σ
(
x+t
2
)− 1
2
σ
(
x−t
2
)
+ 1
2
∫ x
0
σ2(s) ds+ 1
4
∫ x
t
(
σ2(x−s
2
) + σ2(x+s
2
)
)
ds,
C0(x) = −12
∫ x
0
σ2(t) dt− 1
4
∫ x
0
(σ2(x+t
2
) + σ2(x−t
2
)) dt,
IK (K ,N ,C ) =
1
2
∫ x
x−t
K (s, t− x+ s)σ(s) ds+ 1
2
∫ x−t
x−t
2
K (s, x− s− t)σ(s) ds
+
1
2
∫ x
x+t
2
K (s, x− s+ t)σ(s) ds− 1
2
∫ x
t
dξ
(∫ x
x−ξ
K (s, ξ − x+ s)σ2(s) ds
+
∫ x−ξ
x−ξ
2
K (s, x− s− ξ)σ2(s) ds−
∫ x
x+ξ
2
K (s, x− s+ ξ)σ2(s) ds
)
+
1
2
∫ x
x−t
N (s, t− x+ s)σ(s) ds− 1
2
∫ x−t
x−t
2
N (s, x− s− t)σ(s) ds
− 1
2
∫ x
x+t
2
N (s, x− s+ t)σ(s) ds−
∫ x−ξ
0
C (s)σ(s) ds,
IN (K ,N ,C ) = −1
2
∫ x
x−t
K (s, t− x+ s)σ(s) ds− 1
2
∫ x−t
x−t
2
K (s, x− s− t)σ(s) ds
+
1
2
∫ x
x+t
2
K (s, x− s+ t)σ(s) ds+ 1
2
∫ x
t
dξ
(∫ x
x−ξ
K (s, ξ − x+ s)σ2(s) ds
+
∫ x−ξ
x−ξ
2
K (s, x− s− ξ)σ2(s) ds+
∫ x
x+ξ
2
K (s, x− s+ ξ)σ2(s) ds
)
− 1
2
∫ x
x−t
N (s, t− x+ s)σ(s) ds+ 1
2
∫ x−t
x−t
2
N (s, x− s− t)σ(s) ds
4
− 1
2
∫ x
x+t
2
N (s, x− s+ t)σ(s) ds+
∫ x−ξ
0
C (s)σ(s) ds,
IC (K ,C ) = −1
2
∫ x
0
dξ
(∫ x
x−ξ
K (s, ξ − x+ s)σ2(s) ds+
∫ x−ξ
x−ξ
2
K (s, x− s− ξ)σ2(s) ds
+
∫ x
x+ξ
2
K (s, x− s+ ξ)σ2(s) ds
)
−
∫ x
0
C (s)σ(s) ds.
We solve the system (2.5) by iterations:
Kn+1 := IK (Kn,Nn,Cn), Nn+1 := IN (Kn,Nn,Cn), Cn+1 := IC (Kn,Cn), n ≥ 0.
Induction yields the estimates:
|Kn(x, t)|, |Nn(x, t)| ≤ 12
(|σ(x+t
2
)|+ |σ(x−t
2
)|)Qn(x)√xn
n!
+ anQn+1(x)
√
xn−1
(n−1)!
,
|Cn(x)| ≤ anQn+1(x)
√
xn
n!
, n ≥ 1,
where Q(x) = ‖σ‖L2(0,x) and a is a positive constant depending on ‖σ‖L2(0,pi). Consequently,
the series
K :=
∞∑
n=0
Kn, N :=
∞∑
n=0
Nn
converge in L2(D), and the series
C (x) :=
∞∑
n=0
Cn(x)
converges absolutely and uniformly on [0, π]. By construction, the functions K , N , and C
satisfy the relations (2.1), (2.2), and all the other claimed properties.
For each fixed x ∈ [0, π], the relations (2.1) and (2.2) yield the asymptotic formulas
ϕ(x, λ) = cos ρx+ κx(ρ), ϕ
[1](x, λ) = −ρ sin ρx+ ρκx(ρ) + ϕ[1](x, 0), (2.6)
∆(λ) = −ρ sin ρπ + ρκpi(ρ) + ∆(0). (2.7)
The relation (2.7) implies the standard estimate from below:
|∆(λ)| ≥ Cδ|ρ| exp(|τ |π), ρ ∈ Gδ, |ρ| ≥ ρ∗, (2.8)
Gδ := {ρ ∈ C : |ρ− n| ≥ δ, n ∈ Z}. (2.9)
Here we mean that, for every δ > 0, there exist positive constants ρ∗ and Cδ such that (2.8)
holds.
Denote by S(x, λ) and Ψ(x, λ) the solutions of equation (1.1) satisfying the initial conditions
S(0, λ) = 0, S [1](0, λ) = 1, Ψ(π, λ) = 1, Ψ[1](π, λ) = −H.
For each fixed x ∈ [0, π], the functions Ψ(x, λ) and S(x, λ) are entire in λ. The following
asymptotic formulas can be obtained similarly to (2.6):
Ψ(x, λ) = cos ρ(π − x) + κpi−x(ρ), Ψ[1](x, λ) = ρ sin ρ(π − x) + ρκpi−x(ρ) + Ψ[1](x, 0). (2.10)
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The Weyl solution Φ(x, λ) is the solution of equation (1.1), satisfying the boundary con-
ditions Φ[1](0, λ) = 1, Φ[1](π, λ) + HΦ(π, λ) = 0. The Weyl function is defined as follows:
M(λ) := Ψ(0, λ). One can easily obtain the relations
Φ(x, λ) = −Ψ(x, λ)
∆(λ)
, M(λ) = −Ψ(0, λ)
∆(λ)
, (2.11)
Φ(x, λ) = S(x, λ) +M(λ)ϕ(x, λ), (2.12)
〈ϕ(x, λ),Φ(x, λ)〉 ≡ 1. (2.13)
Consequently, Φ(x, λ) for each fixed x ∈ [0, π] and M(λ) are meromorphic functions of λ with
simple poles at λ = λn, n ≥ 0. Note that
Res
λ=λn
M(λ) = αn, n ≥ 0. (2.14)
Lemma 2.2. The following asymptotic relations hold
ρn = n+ κn, αn =
2
π
+ κn, n ≥ 0. (2.15)
Proof. The asymptotic formula for ρn is obtained by the standard method, based on Rouche´’s
Theorem and the relation (2.7). In order to study the asymptotic behavior of αn, we com-
bine (2.11) and (2.14):
αn = −Ψ(0, λn)d
dλ
∆(λn)
. (2.16)
In view of (2.7) and (2.10), we have
Ψ(0, λ) = cos ρπ + κpi(ρ),
d
dλ
∆(λ) = −π
2
cos ρπ + κpi(ρ).
Putting ρn = n+ κn, we arrive at the relation αn =
2
pi
+ κn.
Spectral data asymptotics analogous to (2.15) for the case of the Dirichlet boundary condi-
tions are provided in [15, 24].
Similarly to [1, Theorem 1.4.6], we obtain the formula
M(λ) =
∞∑
n=0
αn
λ− λn . (2.17)
Thus, the Weyl function is uniquely determined by the spectral data and vice versa. Therefore
Inverse Problem 1.1 is equivalent to the following one.
Inverse Problem 2.3. Given the Weyl function M(λ), find σ and H .
3 Uniqueness
The goal of this section is to prove the uniqueness theorem for Inverse Problem 1.1, by using
the method of spectral mappings.
Along with the problem L = L(σ,H), we consider another problem L˜ = L(σ˜, H˜) of the
same form as L, but with different coefficients σ˜ and H˜ . We agree that, if a certain symbol γ
denotes an object related to L, the symbol γ˜ with tilde will denote the analogous object related
to L˜. We emphasize the difference of quasi-derivatives for these two problems: y[1] = y′−σy for
L and y[1] = y′ − σ˜y for L˜. The following theorem says that the spectral data uniquely specify
the problem L(σ,H).
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Theorem 3.1. If λn = λ˜n and αn = α˜n for all n ≥ 0, then σ = σ˜ in L2(0, π) and H = H˜.
Proof. Introduce the matrix of spectral mappings P (x, λ) = [Pjk(x, λ)]j,k=1,2 as follows:
P (x, λ)
[
ϕ˜(x, λ) Φ˜(x, λ)
ϕ˜[1](x, λ) Φ˜[1](x, λ)
]
=
[
ϕ(x, λ) Φ(x, λ)
ϕ[1](x, λ) Φ[1](x, λ).
]
(3.1)
Using (3.1) and (2.13), we derive the relations (the arguments (x, λ) are omitted for brevity):
P11 = ϕΦ˜
[1] − Φϕ˜[1], P12 = Φϕ˜− ϕΦ˜. (3.2)
Consequently,
P11 = 1 + ϕ(Φ˜
[1] − Φ[1])− Φ(ϕ˜[1] − ϕ[1]), P12 = Φ(ϕ˜− ϕ)− ϕ(Φ˜− Φ). (3.3)
It follows from (2.6)-(2.8) and (2.11) that, for each fixed x ∈ [0, π],
ϕ(x, λ) = O(exp(|τ |x)), ϕ˜(x, λ)− ϕ(x, λ) = o(exp(|τ |x))
ϕ˜[1](x, λ)− ϕ[1](x, λ) = o(ρ exp(|τ |x))
}
ρ ∈ C,
Φ(x, λ) = O(ρ−1 exp(−|τ |x)), Φ˜(x, λ)− Φ(x, λ) = o(ρ−1 exp(−|τ |x))
Φ˜[1](x, λ)− Φ[1](x, λ) = o(exp(−|τ |x))
}
ρ ∈ Gδ,
as |ρ| → ∞ uniformly by arg ρ. Substituting these estimates into (3.3), we obtain
P1j(x, λ)− δ1j = o(1), ρ ∈ Gδ, |ρ| → ∞, (3.4)
where j = 1, 2, δjk is the Kronecker delta.
Furthermore, according to (3.2) and (2.12), we get
P11 = ϕS˜
[1] − Sϕ˜[1] + (M˜ −M)ϕϕ˜[1],
P12 = Sϕ˜− ϕS˜ + (M − M˜)ϕϕ˜.
In view of (2.17), the conditions of the theorem imply M(λ) ≡ M˜(λ). Consequently, the
functions P1j(x, λ) are entire in λ-plane for each fixed x ∈ [0, π], j = 1, 2. Using (3.4) and
Liouville’s Theorem, we conclude that P11(x, λ) ≡ 1, P12(x, λ) ≡ 0. Then the relation (3.1)
yields ϕ(x, λ) ≡ ϕ˜(x, λ).
Subtracting the relations
−(ϕ′ − σϕ)′ − σ(ϕ′ − σϕ)− σ2ϕ = λϕ,
−(ϕ′ − σ˜ϕ)′ − σ˜(ϕ′ − σ˜ϕ)− σ˜2ϕ = λϕ,
we obtain the relation
((σ − σ˜)ϕ)′ = (σ − σ˜)ϕ′,
which holds a.e. on (0, π). In addition, the function (σ− σ˜)ϕ is absolutely continuous on [0, π].
Fix such λ that ϕ(x, λ) 6= 0, x ∈ [0, π]. Then it is clear that the function (σ − σ˜) is absolutely
continuous on [0, π] and (σ − σ˜)′ = 0 a.e. on (0, π). Thus σ − σ˜ ≡ C. Using the boundary
conditions ϕ[1](0, λ) = 0 and ϕ˜[1](0, λ) = 0, we conclude that σ(0) − σ˜(0) = 0, so σ(x) = σ˜(x)
a.e. on (0, π). Hence the quasi-derivatives y[1] coincide for L and L˜. Comparing the boundary
conditions of L and L˜ at x = π, we conclude that H = H˜.
7
4 Main equation in a Banach space
In this section, Inverse Problem 1.1 is reduced to a linear equation in a Banach space. First,
we use the contour integration in the λ-plane to derive an infinite system of linear equations
(see Lemma 4.1). Second, a special Banach space is introduced, and the system is rewritten as
the so-called main equation in that space. Third, we investigate the properties of the operator
participating in the main equation. Those properties play an important role in the next section.
Suppose that we have two boundary value problems L = L(σ,H) and L˜ = L(σ˜, H˜). Every-
where below, we assume that σ˜(x) = H = 0, x ∈ [0, π]. Define the function
D˜(x, λ, µ) :=
〈ϕ˜(x, λ), ϕ˜(x, µ)〉
λ− µ =
∫ x
0
ϕ˜(t, λ)ϕ˜(x, µ) dt. (4.1)
Introduce the notations
λn0 := λn, λn1 := λ˜n, ρn0 := ρn, ρn1 := ρ˜n, αn0 := αn, αn1 := α˜n,
ϕni(x) := ϕ(x, λni), ϕ˜ni(x) := ϕ˜(x, λni), i = 0, 1,
ξn := |ρn − ρ˜n|+ |αn − α˜n|, n ≥ 0.
In [1, Section 1.6.1], the following estimates have been obtained:
|D˜(x, λ, λkj)| ≤ C exp(|τ |x)|ρ− k|+ 1 , |D˜(x, λ, λk0)− D˜(x, λ, λk1)| ≤
C exp(|τ |x)ξk
|ρ− k|+ 1 , (4.2)
|D˜(x, λni, λkj)| ≤ C|n− k|+ 1 , |D˜(x, λni, λk0)− D˜(x, λni, λk1)| ≤
Cξk
|n− k|+ 1 , (4.3)
where x ∈ [0, π], Re ρ ≥ 0, n, k ≥ 0, i, j = 0, 1.
Lemma 4.1. The following relation holds
ϕ˜(x, λ) = ϕ(x, λ) +
∞∑
k=0
(αk0D˜(x, λ, λk0)ϕk0(x)− αk1D˜(x, λ, λk1)ϕk1(x)) (4.4)
where the series converges absolutely and uniformly by x ∈ [0, π] and by λ on any compact set.
Proof. Consider the contour S (τ) := (−∞+ iτ,+∞+ iτ) in the ρ-plane, τ > 0. Denote by Υ
the contour in the λ-plane which the image of S (τ) under the mapping λ = ρ2. Let Ξ be the
image of the half-plane {Imρ > τ} under this mapping. We choose τ > 0 such that λnj ∈ Ξ for
all n ≥ 0, j = 0, 1. In view of the asymptotics (2.15), such τ always exists. Define the region
CN := {λ ∈ C : |λ| < (N + 1/2)2}, N ∈ N.
Denote by ΥN and ΓN the boundaries of the regions Ξ ∩ CN and CN , respectively (with the
counter-clockwise circuit).
Repeating the arguments of the proof of [1, Lemma 1.6.3], we obtain the relation
ϕ(x, λ) = ϕ˜(x, λ) +
1
2πi
∫
ΥN
ϕ˜(x, λ)P11(x, ξ) + ϕ˜
[1](x, λ)P12(x, ξ)
λ− ξ dξ + εN(x, λ), (4.5)
where
εN(x, λ) = − 1
2πi
∫
ΓN
ϕ˜(x, λ)(P11(x, ξ)− 1) + ϕ˜[1](x, λ)P12(x, ξ)
λ− ξ dξ.
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Using (3.4), we show that limN→∞ εN(x, λ) = 0 uniformly by x ∈ [0, π] and λ on compact sets.
Substituting (3.2) into (4.5), we obtain
ϕ(x, λ) = ϕ˜(x, λ) +
1
2πi
∫
ΥN
(
ϕ(x, λ)(ϕ(x, ξ)Φ˜[1](x, ξ)− Φ(x, ξ)ϕ˜[1](x, ξ))
+ ϕ˜[1](x, λ)(Φ(x, ξ)ϕ˜(x, ξ)− ϕ(x, ξ)Φ˜(x, ξ))
) dξ
λ− ξ + εN(x, λ)
Using (2.12) and (4.1), we derive the relation
ϕ˜(x, λ) = ϕ(x, λ) +
1
2πi
∫
ΥN
D˜(x, λ, ξ)(M(ξ)− M˜(ξ))ϕ(x, ξ) dξ + εN(x, λ),
because the terms with S(x, ξ) and S˜(x, ξ) vanish by Cauchy Theorem. Calculating the integral
by Residue Theorem and passing to the limit as N →∞, we arrive at (4.4).
Define the set of indices J := {(n, i) : n ≥ 0, i = 0, 1} and the functions
R˜ni,kj(x) := (−1)jαkjD˜(x, λni, λkj), (n, i), (k, j) ∈ J. (4.6)
Setting λ = λni in (4.4), we obtain the following system of linear equations with respect to
{ϕni}(n,i)∈J :
ϕ˜ni(x) = ϕni(x) +
∞∑
k=0
1∑
j=0
R˜ni,kj(x)ϕkj(x), (n, i) ∈ J. (4.7)
Note that the series in (4.7) converges only in the sense limN→∞
∑N
k=0(. . . ). Therefore, further
we transform (4.7) into a linear equation in a special Banach space.
Let B be the Banach space of infinite sequences in the form f = {fni}(n,i)∈J , satisfying the
conditions:
(i) If λn0 = λn1, then fn0 = fn1.
(ii) ‖f‖B := supn≥0max{|fn0|, χn|fn0 − fn1|} <∞, where
χn =
{
|ρn0 − ρn1|−1, if ρn0 6= ρn1,
0, otherwise.
For simplicity, we assume that λn0 6= λk1 for n 6= k. One can easily achieve this condition
by a shift of the spectrum.
In view of the asymptotic formulas (2.15) and (2.6), for each fixed x ∈ [0, π], the sequences
φ(x) := {ϕni(x)}(n,i)∈J and φ˜(x) := {ϕ˜ni(x)}(n,i)∈J belong to B. For each fixed x ∈ [0, π], we
define the linear operator R˜(x) : B → B, acting on an element f ∈ B by the following rule:
(R˜(x)f)ni :=
∞∑
k=0
1∑
j=0
R˜ni,kj(x)fkj, (n, i) ∈ J. (4.8)
Lemma 4.2. For each fixed x ∈ [0, π], the operator R˜(x) is bounded and can be approximated
by finite-dimensional operators with respect to the operator norm ‖.‖B→B.
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Proof. Using (4.6) and (4.8), we obtain
(R˜(x)f)ni =
∞∑
k=0
(αk0D˜(x, λni, λk0)fk0 − αk1D˜(x, λni, λk1)fk1)
=
∞∑
k=0
(
(αk0 − αk1)D˜(x, λni, λk0)fk0 + αk1(D˜(x, λni, λk0)− D˜(x, λni, λk1))fk0
+ αk1D˜(x, λni, λk1)(fk0 − fk1)
)
.
Since f ∈ B, we have
|fk0| ≤ ‖f‖B, |fk0 − fk1| ≤ ‖f‖Bξk, k ≥ 0. (4.9)
Using (2.15), (4.3), and (4.9), we conclude that
|(R˜(x)f)ni| ≤ C‖f‖B
∞∑
k=0
ξk
|n− k|+ 1 , (n, i) ∈ J. (4.10)
Analogously, one can show that
|(R˜(x)f)n0 − (R˜(x)f)n1| ≤ C‖f‖B|ρn0 − ρn1|
∞∑
k=0
ξk
|n− k|+ 1 , n ≥ 0. (4.11)
Combining (4.10) and (4.11) and using the definition of ‖.‖B, we arrive at the important
estimate
‖R˜(x)‖B→B ≤ C sup
n≥0
∞∑
k=0
ξk
|n− k|+ 1 . (4.12)
Since {ξk} ∈ l2, we get
‖R˜(x)‖B→B ≤ C
(
∞∑
k=0
ξ2k
)1/2
.
Hence, the operator R˜(x) is bounded from B to B uniformly by x in [0, π].
In addition, the operator R˜(x) is approximated by the finite-dimensional operators R˜N (x),
N →∞, acting by the rule:
(R˜N (x)f)ni =
N∑
k=0
1∑
j=0
R˜ni,kj(x)fkj, f ∈ B, (n, i) ∈ J.
Note that our definition of the operator R˜(x) is slightly different from the definition of the
operator H˜(x) in [1, Section 1.6.1]. The authors of [1] define their operator in the standard space
m of bounded sequences but by more complicated formulas than ours. These two approaches
are equivalent, but our approach is more convenient for future generalizations to matrix Sturm-
Liouville operators.
Thus, for each fixed x ∈ [0, π], the relations (4.7) can be considered as the following linear
equation in the Banach space B:
(I + R˜(x))φ(x) = φ˜(x), (4.13)
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where I is the identity operator in B. We call (4.13) the main equation of Inverse Problem 1.1.
Using this equation, one can constructively solve the inverse problem. Indeed, φ˜(x) and R˜(x)
can be constructed by the spectral data {λn, αn}∞n=0 and the model problem L˜. The solution
φ(x) of the main equation is related with σ and H . We describe the algorithm for solving
Inverse Problem 1.1 in more detail in Section 5. Now we study some important properties of
the operator R˜(x).
Lemma 4.3. For each fixed x ∈ [0, π], the operator R˜(x) maps B into l2 and is bounded from
B to l2 uniformly by x ∈ [0, π].
Proof. Using (4.1), (4.6), and (4.8), we derive
gni(x) := (R˜(x)f)ni =
∞∑
k=0
∫ x
0
cos(ρnit)(fk0 cos(ρk0t)− fk1 cos(ρk1t)) dt, (n, i) ∈ J. (4.14)
By virtue of the estimates (2.15) and (4.9), the series
F (t) :=
∞∑
k=0
(fk0 cos(ρk0t)− fk1 cos(ρk1t))
converges in L2(0, π) and
‖F‖L2(0,pi) ≤ C‖f‖B. (4.15)
Consequently, one can swap the sum and the integral in (4.14) and arrive at the relation
gni(x) =
∫ x
0
F (t) cos(ρnit) dt. (4.16)
In view of (2.15), the sequences {cos(ρnit)}n≥0 for i = 0, 1 are Riesz bases in L2(0, π) (see [40]).
The formula (4.16) gives the Fourier coefficients of the functions F[0,x](t) with respect to the
corresponding biorthonormal bases, where
F[0,x](t) =
{
F (t), t ∈ (0, x),
0, t ∈ (x, π).
Hence, {gni(x)}(n,i)∈J ∈ l2 and
‖{gni(x)}‖l2 ≤ C‖F[0,x]‖L2(0,pi) ≤ C‖F‖L2(0,pi) ≤ C‖f‖B.
This yields the claim.
Lemma 4.4. Suppose that f = {fni}(n,i)∈J ∈ B and gni(x) := (R˜(x)f)ni. Then the sequence
{(gn0 − gn1)(x)}∞n=0 belongs to l1 for each fixed x ∈ [0, π] and
‖{(gn0 − gn1)(x)}‖l1 ≤ C‖f‖l2,
where the constant C does not depend on x.
Proof. Using (2.15), we obtain the relation
cos(ρn0t)− cos(ρn1t) = cos((n + κn)t)− cos(nt) = −κnt sin(nt) +O(κ2n), (4.17)
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where the O-estimate is uniform with respect to t ∈ [0, π]. Substituting (4.17) into (4.16), we
get
gn0(x)− gn1(x) =
∫ x
0
F (t)(cos(ρn0t)− cos(ρn1t)) dt = kn(x)κn + rn(x),
kn(x) := −
∫ x
0
F (t)t sin(nt) dt, |rn(x)| ≤ Cκ2n‖F‖L2(0,pi).
For the Fourier coefficients {kn(x)}, we have(
∞∑
n=0
|kn(x)|2
)1/2
≤ C‖F‖L2(0,pi), x ∈ [0, π].
Consequently,
∞∑
n=0
|gn0(x)− gn1(x)| ≤ C‖F‖L2(0,pi).
The latter estimate together with (4.15) yield the assertion of the lemma.
Lemma 4.5. R˜(x) is continuous with respect to x ∈ [0, π] in the space of linear bounded
operators from B to B.
Proof. Let x0 and x be arbitrary points in [0, π]. Following the proof of Lemma 4.2, we show
that
‖R˜(x)− R˜(x0)‖B→B ≤ C|x− x0|
N∑
k=1
ξk + C sup
n≥0
∞∑
k=N+1
ξk
|n− k|+ 1
for every N ∈ N. For the second term, we have
TN := C sup
n≥0
∞∑
k=N+1
ξk
|n− k|+ 1 ≤ C1
(
∞∑
k=N+1
ξ2k
)1/2
.
Hence, for each fixed ε > 0, one can choose N ∈ N such that TN < ε2 . Fix this value of N and
x0 ∈ [0, π]. Then one can find sufficiently small δ > 0 such that, for every x ∈ [0, π] satisfying
|x− x0| ≤ δ, the following estimate holds
C|x− x0|
N∑
k=1
ξk ≤ ε
2
.
Thus, for each fixed x0 ∈ [0, π] and ε > 0, there exists δ > 0 such that, for every x ∈ [0, π]
satisfying |x − x0| ≤ δ, we have ‖R˜(x) − R˜(x0)‖B→B ≤ ε, i.e., R˜(x) is continuous at every
x0 ∈ [0, π].
5 Necessary and sufficient conditions
In this section, we provide necessary and sufficient conditions of solvability for Inverse Prob-
lem 1.1. First, we consider the self-adjoint case, when the function σ(x) is real-valued and
the constant H is real. For this case, we formulate the necessary and sufficient conditions in
Theorem 5.1 and prove the sufficiency part of that theorem. An essential part of our proof
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is Lemma 5.2, which asserts the unique solvability of the main equation (4.13). Further, we
develop the constructive Algorithm 5.8 for solving Inverse Problem 1.1. In the end of this
section, necessary and sufficient conditions are obtained for the general non-self-adjoint case
(see Theorem 5.9).
Theorem 5.1. For numbers {λn, αn}∞n=0 to be the spectral data of a boundary value problem
L(σ,H) in the self-adjoint case (i.e., σ(x), x ∈ (0, π), and H are real), it is necessary and
sufficient to fulfill the following conditions:
(i) λn, αn are real, αn > 0 and λn 6= λk for all n, k ≥ 0, n ≥ k.
(ii) The asymptotic formulas (2.15) hold.
The necessity part of Theorem 5.1 is already known, so we focus on the proof of sufficiency.
Let {λn, αn}∞n=0 be arbitrary numbers satisfying the conditions (i), (ii) of Theorem 5.1. Using
{λn, αn}∞n=0 and the model problem L˜ = L(0, 0), we construct the Banach space B, the element
φ˜(x) ∈ B, and the operator R˜(x) : B → B for each x ∈ [0, π], as it was described in the previous
section. Consider the equation (4.13) with respect to the unknown element φ(x).
Lemma 5.2. For each fixed x ∈ [0, π], the operator R˜(x) : B → B has a bounded inverse, so
the main equation (4.13) has a unique solution φ˜(x) ∈ B.
Proof. Let x ∈ [0, π] be fixed. By Lemma 4.2, the operator R˜(x) can be approximated by
finite-dimensional operators. Therefore, according to Fredholm’s Theorem, it is sufficient to
prove that the corresponding homogeneous equation
(I + R˜(x))β(x) = 0, β(x) = {βni(x)}(n,i)∈J ∈ B, (5.1)
has the only solution β(x) = 0 in B. Since β(x) = −R˜(x)β(x), Lemmas 4.3 and 4.4 imply that
{βni(x)}(n,i)∈J ∈ l2, {βn0(x)− βn1(x)}∞n=0 ∈ l1. (5.2)
Define the functions
γ(x, λ) := −
∞∑
k=0
(αk0D˜(x, λ, λk0)βk0(x)− αk1D˜(x, λ, λk1)βk1(x)), (5.3)
Γ(x, λ) := −
∞∑
k=0
(αk0E˜(x, λ, λk0)βk0(x)− αk1E˜(x, λ, λk1)βk1(x)), (5.4)
E˜(x, λ, µ) :=
〈Φ˜(x, λ), ϕ˜(x, µ)〉
λ− µ , (5.5)
B(x, λ) := γ(x, λ)Γ(x, λ).
The function γ(x, λ) is entire in the λ-plane, the functions Γ(x, λ) and B(x, λ) are mero-
morphic in λ with the simple poles {λni}. In view of (5.1), γ(x, λni) = βni, (n, i) ∈ J . It is
easy to check that
Res
λ=λn0
B(x, λ) = αn0|βn0(x)|2, Res
λ=λn1
B(x, λ) = 0 (if λn0 6= λn1). (5.6)
Using (5.3), we derive
γ(x, λ) =−
∞∑
k=0
(αk0 − αk1)D˜(x, λ, λk0)βk0(x)−
∞∑
k=0
αk1(D˜(x, λ, λk0)− D˜(x, λ, λk1))βk0(x)
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−
∞∑
k=0
αk1D˜(x, λ, λk1)(βk0(x)− βk1(x)).
Using (2.15), (4.2), and (5.2), we get
|γ(x, λ)| ≤ C(x) exp(|τ |x)
∞∑
k=0
θk
|ρ− k|+ 1 . (5.7)
Here and below, ρ =
√
λ, Re ρ ≥ 0, and the notation {θk} is used for various sequences from
l1. Analogously, using (5.4) and (5.5), we obtain the estimate
|Γ(x, λ)| ≤ C(x)|ρ| exp(−|τ |x)
∞∑
k=0
θk
|ρ− k|+ 1 , ρ ∈ Gδ, |ρ| ≥ ρ
∗,
for sufficiently large ρ∗ and sufficiently small δ > 0. Hence,
|B(x, λ)| ≤ C(x)|ρ|
(
∞∑
k=0
θk
|ρ− k|+ 1
)2
≤ C(x)|ρ|
∞∑
k=0
(
√
θk)
2 ·
∞∑
k=0
(
√
θk)
2
(|ρ− k|+ 1)2 , ρ ∈ Gδ, |ρ| ≥ ρ
∗.
Suppose that λ ∈ ΓN , ΓN = {λ : |λ| = (N + 1/2)2}, N ∈ N is sufficiently large. Then
|B(x, λ)| ≤ C(x)fN
N
, fN :=
∞∑
k=0
θk
(N + 1/2− k)2 .
Obviously, {fN} ∈ l1. This implies
lim
N→∞
fN
1/N
= 0.
Thus there exists a sequence {Nk} such that B(x, λ) = o(N−2k ) as k →∞ uniformly by λ ∈ ΓNk .
Consequently,
lim
k→∞
∫
ΓNk
B(x, λ) dλ = 0.
Calculating the integral by the Residue Theorem and using (5.6), we arrive at the relation
lim
k→∞
Nk∑
n=0
αn0|βn0(x)|2 = 0.
Since αn0 > 0, we get βn0(x) = 0 for all n ≥ 0.
Consider the entire function
∆(λ) := π(λ0 − λ)
∞∏
n=1
λn − λ
n2
. (5.8)
It follows from the relation γ(x, λn) = βn0(x) = 0, n ≥ 0, that the function γ(x,λ)∆(λ) is entire. In
addition, (2.15) and (5.8) imply the estimate (2.8). The estimate (5.7) yields that γ(x, λ) =
O(exp(|τ |x)). Consequently,
γ(x, λ)
∆(λ)
= O(ρ−1), |ρ| → ∞.
By virtue of Liouville’s Theorem, γ(x, λ) ≡ 0. Hence, βn1(x) = γ(x, λn1) = 0, n ≥ 0. Thus we
have shown that the homogeneous equation (5.1) has the only solution β(x) = 0, so the lemma
is proved.
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Lemma 5.3. Let φ(x) = {ϕni(x)}(n,i)∈J be the solution of the main equation (4.13). Then
its elements can be represented in the form ϕni(x) = cos(nx) + ψni(x), (n, i) ∈ J , where the
functions ψni(x) are continuous on [0, π], the sequence {ψni(x)}(n,i)∈J belongs to l2 for each fixed
x ∈ [0, π], and ‖{ψni(x)}‖l2 is uniformly bounded for x ∈ [0, π]. Moreover, the series
Θ(x) :=
∞∑
n=0
(ψn0 − ψn1)(x) cos(nx) (5.9)
converges in L2(0, π), and {(ψn0 − ψn1)(π)}∞n=0 ∈ l1.
Proof. By Lemma 5.2, there exists the operator P˜ (x) = (I + R˜(x))−1, bounded for each fixed
x ∈ [0, π]. In particular, ‖P (x0)‖ <∞. Here and below ‖.‖ = ‖.‖B→B. By Lemma 4.5, R˜(x) is
continuous at x = x0, so there exists δ > 0 such that, for every x ∈ [0, π] satisfying |x−x0| ≤ δ,
the following estimate holds:
‖R˜(x0)− R˜(x)‖ ≤ 1
2‖P (x0)‖ .
Using [1, Lemma 1.5.1], we obtain that
P˜ (x)− P˜ (x0) =
∞∑
k=1
(R˜(x0)− R˜(x))k(P˜ (x0))k+1.
Consequently,
‖P˜ (x)− P˜ (x0)‖ ≤ 2‖P˜ (x0)‖2‖R˜(x0)− R˜(x)‖ → 0, x→ x0.
Thus P˜ (x) is continuous in x in the space of linear bounded operators from B to B, so
‖P˜ (x)‖B→B is uniformly bounded for x ∈ [0, π]. Since φ(x) = P˜ (x)φ˜(x), we get that φ(x)
is continuous by x in B and ‖φ(x)‖B is uniformly bounded for x ∈ [0, π].
Denote
ψni(x) := ϕni(x)− cos(nx), ψ˜ni(x) := ϕ˜ni(x)− cos(nx), (5.10)
ψ(x) := {ψni(x)}(n,i)∈J , ψ˜(x) := {ψ˜ni(x)}(n,i)∈J .
The main equation (4.13) yields
ψ(x) = ψ˜(x)− R˜(x)φ(x). (5.11)
Using the asymptotic formulas (2.15), we get that ψ˜(x) ∈ l2 and ‖ψ˜(x)‖l2 is bounded uniformly
by x ∈ [0, π]. Together with Lemma 4.3, this yields that ψ(x) ∈ l2 and ‖ψ(x)‖l2 is uniformly
bounded by x ∈ [0, π].
According to Lemma 4.4, we have
{(R˜(x)φ(x))n0 − (R˜(x)φ(x))n1}∞n=0 ∈ l1. (5.12)
Using (4.17), we get
ψ˜n0(x)− ψ˜n1(x) = cos((n+ κn)x)− cos(nx) = −κnx sin(nx) + O(κ2n).
Consider the series
Θ˜(x) :=
∞∑
n=0
(ψ˜n0 − ψ˜n1)(x) cos(nx) = −x
2
∞∑
n=0
κn sin(2nx) +
∞∑
n=0
O(κ2n). (5.13)
Obviously, the series Θ˜(x) converges in L2(0, π). Combining (5.11), (5.12) and (5.13), we
conclude that the series (5.9) converges in L2(0, π) and {(ψn0 − ψn1)(π)}∞n=0 ∈ l1.
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Construct the function σ(x) and the real H as follows:
σ(x) := −2
∞∑
n=0
(
αn0ϕn0(x)ϕ˜n0(x)− αn1ϕn1(x)ϕ˜n1(x)− 12(αn0 − αn1)
)
, (5.14)
H := −
∞∑
n=0
(αn0ϕn0(π)ϕ˜n0(π)− αn1ϕn1(π)ϕ˜n1(π)− (αn0 − αn1)). (5.15)
Lemma 5.4. The series (5.14) converges in L2(0, π) and the series (5.15) converges.
Proof. Substituting (5.10) into (5.14), we represent σ(x) in the form
σ(x) = −2(Z1(x) + Z2(x) + Z3(x)),
Z1(x) :=
∞∑
n=0
(αn0 − αn1)
(
cos2(nx)− 1
2
)
=
∞∑
n=0
κn cos(2nx),
Z2(x) :=
2
π
∞∑
n=0
(ψn0(x) + ψ˜n0(x)− ψn1(x)− ψ˜n1(x)) cos(nx) = 2
π
(Θ(x) + Θ˜(x)),
Z3(x) :=
∞∑
n=0
(αn0 − αn1)(ψn0(x) + ψ˜n0(x)) cos(nx) +
∞∑
n=0
(αn0ψn0(x)ψ˜n0(x)− αn1ψn1(x)ψ˜n1(x))
Obviously, Z1(x) converges in L2(0, π). The convergence of Z2(x) in L2(0, π) follows from
Lemma 5.3. Lemma 5.3 also implies that the sequences {ψni(x)} and {ψ˜ni(x)} belong to l2,
and their elements are continuous on [0, π]. Therefore the series Z3(x) converge absolutely and
uniformly on [0, π]. Hence, σ ∈ L2(0, π).
Substituting (5.10) into (5.15), we get
H =
2(−1)n+1
π
∞∑
n=0
(ψn0(π) + ψ˜n0(π)− ψn1(π)− ψ˜n1(π))
+ (−1)n+1
∞∑
n=0
(αn0 − αn1)(ψn0(π) + ψ˜n0(π))−
∞∑
n=0
(αn0ψn0(π)ψ˜n0(π)− αn1ψn1(π)ψ˜n1(π))
By virtue of Lemma 5.3, we have ψ(π) ∈ l2 and {(ψn0 − ψn1)(π)} ∈ l1, and the same relations
are valid for ψ˜(π). Using (2.15) together with Lemma 5.3, we conclude that the series for H
converges.
Consider the problem L = L(σ,H), where σ and H are constructed by (5.14) and (5.15),
respectively.
Lemma 5.5. The numbers {λn, αn}∞n=0 coincide with the spectral data of L(σ,H).
In order to prove Lemma 5.5, along with {λn, αn}∞n=0, we consider the data {λNn , αNn }∞n=0
defined as follows:
λNn =
{
λn, n ≤ N,
λ˜n, n > N,
αNn =
{
αn, n ≤ N,
α˜n, n > N,
N ∈ N. (5.16)
For each fixed N ∈ N, the data {λn, αn}∞n=0 satisfy necessary and sufficient conditions
for being the spectral data of the Sturm-Liouville problem with a regular potential (see [1,
16
Theorem 1.6.2]). Hence, there exist a real-valued function qN ∈ L2(0, π) and reals hN , gN such
that {λNn , αNn }∞n=0 are the spectral data of the boundary value problem
−y′′ + qN(x)y = λy, x ∈ (0, π),
y′(0)− hNy(0) = 0, y′(π) + gNy(π) = 0.
The latter problem is equivalent to L(σN , HN) with
σN(x) := hN +
∫ x
0
qN(t) dt, HN := gN + σN (π). (5.17)
By virtue of [1, Lemma 1.6.5], the data qN , hN and gN can be constructed by the formulas
εN0 (x) :=
N∑
n=0
(αn0ϕ
N
n0(x)ϕ˜n0(x)− αn1ϕNn1(x)ϕ˜n1(x)), (5.18)
qN(x) = −2 d
dx
εN0 (x), h
N = −εN0 (0), gN = εN0 (π). (5.19)
Here φN(x) = {ϕNni(x)}(n,i)∈J is the solution of the main equation
(I + R˜N(x))φN(x) = φ˜N(x), (5.20)
analogous to (4.13). The operator R˜N(x) and the infinite vector φ˜N(x) are constructed similarly
to R˜(x) and φ˜(x), respectively, by using the data {λNn , αNn }∞n=0 and the model problem L˜ =
L(0, 0). Note that ϕ˜Nni(x) = ϕ˜ni(x) for all n ≤ N , i = 0, 1, and ϕNn0(x) = ϕNn1(x), ϕ˜Nn0(x) = ϕ˜Nn1(x)
for all n > N .
Using (5.17)-(5.19), we derive the formulas
σN(x) = −2
N∑
n=0
(
αn0ϕ
N
n0(x)ϕ˜n0(x)− αn1ϕNn1(x)ϕ˜n1(x)− 12(αn0 − αn1)
)
, (5.21)
HN = −
N∑
n=0
(αn0ϕ
N
n0(π)ϕ˜n0(π)− αn1ϕNn1(π)ϕ˜n1(π)− (αn0 − αn1)). (5.22)
Lemma 5.6. σN → σ in L2(0, π) and HN → H as N →∞, where σ, H, σN , HN are defined
by (5.14), (5.15), (5.21), (5.22), respectively.
Proof. According to the main equations (4.13) and (5.20), the following relations hold for
n ≤ N , i = 0, 1, x ∈ [0, π]:
ϕni(x) +
∞∑
k=0
1∑
j=0
R˜ni,kj(x)ϕkj(x) = ϕ˜ni(x),
ϕNni(x) +
N∑
k=0
1∑
j=0
R˜ni,kj(x)ϕ
N
kj(x) = ϕ˜ni(x).
Subtraction yields
(ϕni(x)− ϕNni(x)) +
N∑
k=0
1∑
j=0
R˜ni,kj(x)(ϕkj(x)− ϕNkj(x)) +
∞∑
k=N+1
1∑
j=0
R˜ni,kj(x)ϕkj(x) = 0.
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Define θN(x) = {θNni(x)}(n,i)∈J as follows:
θNni(x) :=
{
ϕni(x)− ϕNni(x), n ≤ N,
0, n > N.
For each fixed x ∈ [0, π] and N ∈ N, the sequence θN (x) belongs to B and satisfies the equation
(I + R˜(x))θN(x) = ζN(x), (5.23)
where ζN(x) = {ζNni(x)}(n,i)∈J ∈ B,
ζNni(x) :=
{
−∑∞k=N+1 R˜ni,kj(x)ϕkj(x), n ≤ N,
0, n > N.
Analogously to the proof of Lemma 4.2, we obtain the estimate:
‖ζN(x)‖B ≤ C‖ϕ(x)‖B sup
n≥0
∞∑
k=N+1
ξk
|n− k|+ 1 → 0, N →∞,
uniformly by x ∈ [0, π].
According to Lemmas 5.2 and 5.3, the operator (I+R˜(x))−1 exists and is bounded uniformly
by x ∈ [0, π]. Consequently, the solution θN(x) = (I + R˜(x))−1ζN(x) of equation (5.23) tends
to zero in B as N → ∞ uniformly by x ∈ [0, π]. Using Lemma 4.3, we get R˜(x)θN(x) ∈ l2
and ‖R˜(x)θN (x)‖l2 → 0, ‖ζN(x)‖l2 → 0 as N → ∞ uniformly by x ∈ [0, π]. Using (5.23), we
conclude that θN (x) ∈ l2 and ‖θN(x)‖l2 → 0 as N → ∞ uniformly by x ∈ [0, π]. Now relying
on Lemma 4.4 and its proof, we obtain
lim
N→∞
N∑
n=0
|θNn0(x)− θNn1(x)| = 0 (5.24)
uniformly by x ∈ [0, π].
Subtracting (5.21) from (5.14), we get
σ(x)− σN(x) = −2(S N1 (x) + S N2 (x)),
S
N
1 (x) :=
N∑
n=0
(αn0(ϕn0(x)− ϕNn0(x))ϕ˜n0(x)− αn1(ϕn1(x)− ϕNn1(x))ϕ˜n1(x)),
S
N
2 (x) :=
∞∑
n=N+1
(αn0ϕn0(x)ϕ˜n0(x)− αn1ϕn1(x)ϕ˜n1(x)).
By Lemma 5.4, the series for σ(x) converges in L2(0, π), so ‖S N2 ‖L2 → 0 as N →∞. In order
to prove the same for S N1 , we derive
S
N
1 (x) =
N∑
n=0
(αn0 − αn1)θNn0(x)ϕ˜n0(x) +
2
π
N∑
n=0
θNn0(x)(ϕ˜n0(x)− ϕ˜n1(x))
+
2
π
N∑
n=0
(θNn0(x)− θNn1(x)) cosnx. (5.25)
Recall that {αn0−αn1} ∈ l2, ‖θN (x)‖l2 → 0 as N →∞, ϕ˜n0(x) = O(1), {ϕ˜n0(x)− ϕ˜n1(x)} ∈ l2
and (5.24) holds. Therefore, all the three sums in (5.25) tend to zero as N → ∞ uniformly
by x ∈ [0, π]. Thus σN → σ in L2(0, π) as N → ∞. Analogously, we show that HN → H as
N →∞, by subtracting (5.22) from (5.15).
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Lemma 5.7. Suppose that σ and σN , N ∈ N, are arbitrary functions from L2(0, π) such that
σN → σ in L2(0, π) as N → ∞ and H, HN , N ∈ N, are arbitrary reals such that HN → H
as N →∞. Let {λn, αn}∞n=0 and {λNn , αNn }∞n=0 be the spectral data of the problems L(σ,H) and
L(σN , HN), respectively. Then
lim
N→∞
∞∑
n=0
(|ρNn − ρn|+ |αNn − αn|)2 = 0. (5.26)
Proof. Theorem 2.1 implies that
∆(λ) = −ρ sin ρπ + ρ
∫ pi
0
P(t) sin ρt dt+ D , P ∈ L2(0, π), (5.27)
where
P(t) := N (π, t)−H
(
1 +
∫ pi
t
K (π, s) ds
)
, D := C (π) +H
(
1 +
∫ pi
0
K (π, s) ds
)
.
Similarly, the characteristic function ∆N (λ) of the problem L(σN , HN) can be represented in
the form
∆N (λ) = −ρ sin ρπ + ρ
∫ pi
0
P
N(t) sin ρt dt+ DN , PN ∈ L2(0, π).
Analyzing the proof of Theorem 2.1, we obtain that, if σN → σ in L2(0, π) and HN → H
as N →∞, then PN → P in L2(0, π) and DN → D as N →∞. By virtue of Lemma 6.1, we
get
lim
N→∞
∞∑
n=0
|ρNn − ρn|2 = 0. (5.28)
It remains to prove the similar relation for αn. Using (2.16), we obtain
αn − αNn =
d
dλ
∆(λn)(Ψ
N(0, λNn )−Ψ(0, λn)) + ( ddλ∆(λn)− ddλ∆N(λNn ))Ψ(0, λn)
d
dλ
∆(λn)
d
dλ
∆N(λNn )
. (5.29)
Differentiating (5.27), we get
d
dλ
∆(λ) = −π
2
cos ρπ − 1
2ρ
sin ρπ +
1
2
∫ pi
0
tP(t) cos ρt dt+
1
2ρ
∫ pi
0
P(t) sin ρt dt. (5.30)
Analogously to (2.1), we have
Ψ(0, λ) = cos ρπ +
∫ pi
0
R(t) cos ρt dt, R ∈ L2(0, π). (5.31)
The relations similar to (5.30), (5.31) are valid for the functions d
dλ
∆N (λ), ΨN(0, λ) with PN ,
RN instead of P, R, respectively. If σN → σ in L2(0, π) as N → ∞, we have RN → R in
L2(0, π).
For sufficiently large N0 and N ≥ N0, the relations (2.15), (5.28), (5.30), and (5.31) imply
the estimates
| d
dλ
∆(λn)|−1 ≤ C, | ddλ∆N(λNn )|−1 ≤ C, | ddλ∆(λn)| ≤ C, |Ψ(0, λn)| ≤ C,
|ΨN(0, λNn )−Ψ(0, λn)| ≤ C(|ρn − ρNn |+ |rˆNn |),
| d
dλ
∆(λn)− ddλ∆N (λNn )| ≤ C(|ρn − ρNn |+ |pˆNn |+ |dˆNn |),

 (5.32)
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where
rˆNn =
∫ pi
0
(R(t)−RN(t)) cosnt dt, pˆNn =
∫ pi
0
t(P(t)−PN(t)) cosnt dt,
dˆNn =
∫ pi
0
(P(t)−PN (t)) sinnt dt.
Recall that PN → P and RN → R in L2(0, π) as N →∞. Using Bessel’s Inequality for the
Fourier coefficients, we get
lim
N→∞
∞∑
n=0
(|rˆNn |2 + |pˆNn |2 + |dˆNn |2) = 0. (5.33)
Combining (5.28), (5.29), (5.32) and (5.33), we arrive at (5.26).
In view of the asymptotics (2.15), the relation (5.26) holds for the data {λNn , αNn }∞n=0, N ∈ N,
defined by (5.16). By virtue of Lemma 5.6, σN → σ in L2(0, π) and HN → H as N → ∞.
Therefore, by Lemma 5.7, the spectral data of L(σN , HN) converge to the spectral data of
L(σ,H) in the sense (5.26). Hence, the initially given numbers {λn, αn}∞n=0 are the spectral
data of the problem L, so Lemma 5.5 is proved. Lemmas 5.2-5.5 together yield the sufficiency
part of Theorem 5.1.
Finally, we arrive at Algorithm 5.8 for constructive solution of Inverse Problem 1.1.
Algorithm 5.8. Let the data {λn, αn}∞n=0 be given. We need to find σ and H .
1. Take the model problem L˜ = L(0, 0).
2. Construct the sequence φ˜(x) = {ϕ˜ni(x)}(n,i)∈J and the operator R˜(x), using (4.1), (4.6).
3. Solve the main equation (4.13) and so get φ(x) = {ϕni(x)}(n,i)∈J .
4. Find σ and H by the formulas (5.14) and (5.15), respectively.
Now we proceed to the non-self-adjoint case, when σ(x), x ∈ (0, π), andH are not necessarily
real. In this case, the proof of Lemma 5.2 fails. Therefore, we include the requirement of the
unique solvability of the main equation into the necessary and sufficient conditions, given by
the following theorem. We say that the problem L(σ,H) belongs to the class V if λn 6= λk for
all n 6= k.
Theorem 5.9. For numbers {λn, αn}∞n=0 to be the spectral data of a boundary value problem
L(σ,H) ∈ V, it is necessary and sufficient to fulfill the following conditions:
(i) λn 6= λk, αn 6= 0 for all n, k ≥ 0, n ≥ k.
(ii) The asymptotic formulas (2.15) hold.
(iii) For each fixed x ∈ [0, π], the operator (I + R˜(x)) : B → B has the bounded inverse.
Theorem 5.9 is analogous to [1, Theorem 1.6.3] for the case of a regular potential. By
necessity, condition (iii) is proved similarly to [1, Theorem 1.6.1]. The sufficiency part follows
from Lemmas 5.3-5.5, which are also valid for the non-self-adjoint case.
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6 Appendix
In this section, we prove the auxiliary proposition (Lemma 6.1), which is used in the proof
of Lemma 5.7. Note that analogous propositions for the case of regular potentials have been
obtained and applied to inverse problems in [41] (see Lemma 3) and in [42] (see Lemma 5).
Consider arbitrary entire functions of the form
∆(λ) = −ρ sin ρπ + ρ
∫ pi
0
P(t) sin ρt dt+ D , (6.1)
∆˜(λ) = −ρ sin ρπ + ρ
∫ pi
0
P˜(t) sin ρt dt+ D˜ , (6.2)
where λ = ρ2, the functions P, P˜ belong to L2(0, π), and D , D˜ are constants. Rouche´’s
Theorem implies that ∆(λ) and ∆˜(λ) have the zeros {ρ2n}∞n=0 and {ρ˜2n}∞n=0, respectively,
arg ρn, arg ρ˜n ∈ [−pi2 , pi2 ) and
ρn = n+ κn, ρ˜n = n + κ˜n, {κn}, {κ˜n} ∈ l2. (6.3)
Lemma 6.1. Let ∆(λ) be a function of the form (6.1) with simple zeros {ρ2n}∞n=0. Then there
exists δ > 0 (depending on ∆(λ)) such that, for any function P˜ ∈ L2(0, π) and any constant
D˜ satisfying the estimates
‖P − P˜‖L2(0,pi) ≤ δ, |D − D˜ | ≤ δ, (6.4)
the zeros {ρ˜2n}∞n=0 of the function ∆˜(λ) defined by (6.2) satisfy the estimate(
∞∑
n=0
|ρn − ρ˜n|2
)1/2
≤ C(‖P − P˜‖L2(0,pi) + |D − D˜ |), (6.5)
where the constant C depends only on ∆(λ) and not on P˜, D˜.
Proof. Consider the contours γn,r := {ρ ∈ C : |ρ− ρn| = r}, where the radius r > 0 is fixed and
so small that the contours {γn,r}n≥0 do not intersect with each other and (−ρm) 6∈ int γn for
all n,m ≥ 0. (The case ρn = 0 requires minor changes). Define s(ρ) := ∆(ρ2), s˜(ρ) := ∆˜(ρ2).
If P˜ and D˜ satisfy the estimates (6.4) for some δ > 0, then
|s(ρ)| ≥ C0
n + 1
, |s(ρ)− s˜(ρ)| ≤ C(n+ 1)δ, ρ ∈ γn,r, n ≥ 0,
where the constants C0 and C depend on r and not on n, ρ, P˜, D˜ . Consequently, we can
choose a sufficiently small δ > 0 such that
|s(ρ)− s˜(ρ)|
|s(ρ)| < 1, ρ ∈ γn,r, n ≥ 0.
By Rouche´’s Theorem, we conclude that, for each n ≥ 0, the function s˜(ρ) has exactly one
simple zero ρ˜n inside γn,r.
The Taylor formula yields
s(ρ˜n) = s(ρ) +
d
dρ
s(θn)(ρ˜n − ρn), θn ∈ int γn,r, n ≥ 0. (6.6)
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Subtracting (6.2) from (6.1), we get
s(ρ˜n)− s˜(ρ˜n) = ρ˜n
∫ pi
0
Pˆ(t) sin ρ˜nt dt+ Dˆ , Pˆ := P − P˜, Dˆ := D − D˜ . (6.7)
Combining (6.6) and (6.7), we arrive at the relation
ρ˜n − ρn =
(
d
dρ
s(θn)
)−1(
ρ˜n
∫ pi
0
Pˆ(t) sin ρ˜nt dt+ Dˆ
)
. (6.8)
Using (6.1) and (6.3), we obtain the estimate∣∣ d
dρ
s(ρ)
∣∣ ≥ C(n + 1), ρ ∈ int γn,r, n ≥ 0. (6.9)
We also represent sin ρ˜nt in the form
sin ρ˜nt = sinnt + κn(t),
{
max
t∈[0,pi]
|κn(t)|
}
n≥0
∈ l2. (6.10)
Substituting (6.9) and (6.10) into (6.8), we get
|ρ˜n − ρn| ≤ C
(
|pˆn|+ ‖Pˆ‖L2(0,pi)κn +
|Dˆ |
n+ 1
)
, n ≥ 0, (6.11)
where {pˆn}∞n=0 are the Fourier coefficients:
pˆn :=
∫ pi
0
Pˆ(t) sinnt dt.
Using Bessel’s Inequality, (6.4), and (6.11), we obtain the estimate (6.5).
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