Crustal complexity from regional waveform tomography: Aftershocks of the 1992 Landers earthquake, California by Helmberger, D. V. et al.
JOURNAL OF GEOPHYSICAL RESEARCH, VOL. 106, NO. B1, PAGES 609-620, JANUARY 10, 2001 
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Abstract. We construct a two-dimensional velocity section sampling the Mojave crustal block in 
southern California by modeling shear wave (SH) seismograms. Our approach uses individual 
generalized rays computed from a layered model. The model is divided into blocks with variable 
velocity perturbations uch that ray responses are allowed to shift relative to each other to maxi- 
mize synthetic waveform fits to data. An efficient simulated annealing algorithm is employed in 
this search. The technique is applied to a collection of 25 aftershocks (Landers earthquake) as re- 
corded at two stations, GSC and PFO, separated by -200 km, which bracket the event population 
along the Landers fault system. The events are assumed to have known mechanisms and epicen- 
ters, but both their depths and origin times are allowed to vary. The results indicate considerable 
variation, especially in the top layer (up to + 13%), which mirrors surface geology. Best fitting 
models contain a low-velocity zone in the lower crust if we constrain the crustal thickness (29 km) 
from receiver function analysis. Reduced lower crustal velocities imply crustal weakening, which 
appears compatible with the shallow seismogenic zone found in the northern end of this section. 
There is also evidence for a lateral jump in velocity of several percent across the San Andreas with 
the faster velocities on the west. 
1. Introduction 
A large number of regional earthquakes have been recorded 
on broadband instruments with the implementation of modern 
equipment, especially in southern California. These data con- 
tain an immense amount of information about source proc- 
esses and crustal structure, but it has proved difficult to un- 
scramble these features. Most efforts to date have concentrated 
on the recovery of source parameters, whereas studies aimed at 
resolving crustal structure traditionally employ controlled 
sources. Such studies have many advantages over those using 
earthquakes as sources in that the origin time and location are 
fixed and an array of stations can be situated to maximize path 
sampling. Waveform modeling has been used to improve 
models based on travel times by applying forward modeling, 
essentially trial and error perturbations. Uniqueness and reso- 
lution are largely based on qualitative arguments with few at- 
tempts to quantify measures of fit. Some attempts have been 
made using the formalism introduced by Backus and Gilbert 
[1967] where the nonlinear problem of matching waveforms is 
achieved by constructing derivatives from a nearby starting 
model [Mellman, 1980; Chapman and Orcutt, 1980]. This 
technique proves successful at long periods but requires good 
starting models at the short periods discussed in this paper 
because the nonlinear behavior of the inversion only allows 
local minima to be reached. The objective of this paper is to 
develop a new method that is more robust by applying a simu- 
lating annealing algorithm [Song and Helmberger, 1998]. We 
generate a large number of approximate synthetics by allowing 
various phases, S, S,,S, sSmS, etc., to shift relative to one an- 
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other and choosing those that are compatible with tomo- 
graphic block-like models. 
In section 2, we introduce the SH seismograms used in the 
modeling along with a review of previous studies used to con- 
strain the sources and crustal thickness in this region. Sec- 
tions 3 and 4 are on our new method and the resulting velocity 
structure for the Mojave crustal block. Section 5 addresses 
some issues of increasing further resolution by adding more 
model constraints provided by receiver function analysis and 
speculation on possible joint inversions. 
2. Data and Study Area 
The aftershocks used in this study are taken from a subset 
of those analyzed by dones and Helmberger [1998]. They ap- 
plied a grid search procedure called the cut and paste method 
to determine the source parameters of the larger Landers after- 
shocks. The method matched the whole three-component 
seismograms with synthetics by splitting the P,• (extended P 
wave) from the stronger surface waves and fitting segments in- 
dividually. Depth estimates were controlled by the interfer- 
ence of P,, pP,, and sP,, in combination with the strength of P,,t 
to Rayleigh wave [Zhao and Helmberger, 1994; Zhu and 
Helmberger, 1996]. Thus it is model-dependent. The Landers 
aftershocks are mostly strike-slip with their mechanisms and 
depth estimates given in Table 1. These solutions are in gen- 
eral agreement with those of Hauksson et al. [1993] except for 
some differences in depth estimates, mostly <3 km [see dones 
and Helmberger, 1998]. Their locations relative to two TER- 
RAscope stations bracketing this region are displayed in Fig- 
ure 1. A sample of the waveform fits (tangential component) 
for some of these events at PFO and GSC is displayed in Figure 
2. The two deep events, 24 and 31, can be identified by the 
lack of significant surface waves. Other source features are the 
lowest stress drop event (19) and the highest (24), as is appar- 
ent from their source durations (Table 1). Note that these 
source parameters were determined by the full TERRAscope ar- 
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Table 1. Event Source Parameters 
Event Date Time, UT Depth, 
km 
5 July 5, 1992 1055:43 8 
6 July 5, 1992 2118:27 8 
7 July 5, 1992 2233:46 8 
8 July 6, 1992 1200:59 8 
9 July 8, 1992 0223:11 8 
13 July 20, 1992 0408:23 8 
14 July 20, 1992 0448:01 7 
15 July 20, 1992 1313:19 5 
16 July 24, 1992 0723:56 11 
17 July 24, 1992 1814:36 8 
18 July 25, 1992 0431:59 8 
19 July 28, 1992 1827:03 5 
20 Aug. 5, 1992 2222:40 6 
21 Aug. 8, 1992 1537:43 8 
22 Aug. 11, 1992 0611:17 8 
23 Aug. 15, 1992 0824:14 6 
24 Aug. 31, 1992 0925:40 12 
25 Sept. 9, 1992 1250:45 8 
26 Sept. 15, 1992 0847:11 8 
27 Oct. 2, 1992 0719:57 5 
28 Oct. 11, 1992 1238:12 8 
29 Aug. 21, 1993 0146:38 9 
30 June 16, 1994 1624:27 5 
31 Aug. 1, 1994 2134:31 14 
32 Aug. 7, 1994 1510:25 8 
Su'ike, 
deg 
331 
344 
336 
330 
162 
320 
358 
348 
344 
351 
2 
310 
146 
168 
336 
338 
154 
112 
156 
189 
170 
208 
148 
0 
352 
Dip, Rake, T/2, Moment, Mw 
deg deg s dyn cm 
80 169 0.30 5.6X10 22 4.5 
70 142 0.75 1.3xlO 24 5.4 
64 140 0.35 4.0xlO 22 4.4 
76 182 0.30 2.0xlO 22 4.2 
66 156 0.25 7.9x1022 4.6 
84 224 0.30 7.1xlO 2• 3.9 
82 204 0.40 4.0xlO 22 4.4 
71 183 0.30 5.6x1022 4.5 
60 260 0.15 5.0xlO 2• 3.8 
80 173 0.45 2.2x1023 4.9 
76 238 0.50 !.lx1023 4.7 
40 100 0.50 1.1x1023 4.7 
82 210 0.30 7.9X10 22 4.6 
64 164 0.20 2.0X10 22 4.3 
80 170 0.15 1.4x1022 4.1 
58 190 0.15 5.6x1022 4.5 
90 160 0.15 2.0x1022 4.2 
62 110 0.25 2.0x1022 4.2 
76 188 0.55 6.3x1023 5.2 
83 313 0.25 7.9x1022 4.6 
64 140 0.30 4.0x1022 4.4 
54 278 0.30 5.6x1022 4.5 
61 193 0.50 1.1x1023 4.7 
78 202 0.20 4.0x1022 4.4 
64 184 0.28 3.5x102• 3.7 
ray; see Jones and Helmberger [1998] for details. These syn- 
thetics were generated from the Jones model, displayed in Fig- 
ure 3, and contain the various mechanisms and appropriate 
depths. Many of the fits are relatively good with noticeable 
SmS and sSmS phases. Station PFO has a particularly strong 
sSmS relative to S (first arrival) for events 9 and 7, while sSmS 
at station GSC is not so obvious. This same feature was ob- 
served by Mori and Helmberger [1996] at short periods. These 
synthetics show a particularly strong SmS near 92 km• where it 
reaches critical angle in the Jones model. However, the data 
have a relatively stronger SmS relative to S, higher (SmS/S) ratio 
than the synthetics. This feature is in agreement with short pe- 
riod ratios discussed by Mori and Helmberger [1996]. Essen- 
tially, this ratio increases rapidly near this range indicative of 
a shadow zone boundary possibly caused by a low-velocity 
zone (LVZ) in the lower crust. Such a situation was considered 
by Ammon and Zandt [1993] in their receiver function analysis 
of the Landers' broadband station. This station is situated 
near the center of the profile, as displayed in Figure 1. 
Since a trade-off can occur between the differential travel 
times of SmS relative to S involving the crustal thickness and 
LVZs, it is essential to independently fix the crustal depth. 
Receiver function analysis can be used for this purpose as ar- 
gued by Zhu and Kanamori [2000], who have mapped the 
crustal thickness in southern California. However, there are 
still some trade-offs in thickness depending on the number of 
layers allowed and assumptions about LVZs. Thus we have in- 
verted the GSC receiver functions in this study with results 
displayed in Figure 3, two-layered model (REC1) and a 21- 
1ayered model (REC2). The latter model shows some resem- 
blance to the Landers receiver results [Ammon and Zandt, 
1993]. We will show synthetics for these models later. First, 
we will address the issue of modeling regional records of the 
type displayed in Figure 2. Developing such a technique is 
the main objective of this paper where we will assume the 
sources are known and search for a (two-dimensional) model 
compatible with observations at GSC and PFO. 
3. Method 
In recent years, there has been widespread use of synthetic 
seismograms to help constrain velocity models such as in the 
development of the Jones model displayed in Figure 3. These 
models are produced by trial and error perturbations generally 
referred to as forward modeling. Our waveform modeling ap- 
proach has been introduced earlier by Song and Helmberger 
[1998] with respect to generating pseudo-Green's functions 
based on "master events." From generalized ray theory [Helm- 
berger and Engen, 1980], a synthetic seismogram consists of a 
series of ray responses, Ri(t), that describe energy packets ar- 
riving at the receiver along various paths as displayed in Fig- 
ure 4. These synthetics, S(t), were constructed by summing 
over ray paths (n): 
S(t) - • R• (t) * f(t), (1) 
i=1 
where f(t) contains the source information. The timing of each 
individual ray with m segments is determined by 
m 
t i -- pr + • rl• d•, 
j=l 
(2) 
where r is the source-receiver separation, • is the vertical 
slowness, d1 is the layer thickness, and p is the ray parameter. 
The number of required rays is determined by comparing the 
generalized ray synthetic against the reflectivity method [see 
Song and Helmberger, 1998]. To ihe first order, the individual 
ray response Ri (t) can be considered a constant and a new syn- 
thetic, R] (t), for a neighboring model generated by correcting 
for the timing shift, 
R] (t)-R i (t + At)where At- (3) 
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Figure 1. Topographic map of southern California showing Landers aftershocks as black, white, and gray 
stars. The source mechanisms are after Jones and Helmberger [1998]. The size of the focal spheres is propor- 
tional to the event magnitude. Two stations, GSC and PFO, are shown as dark triangles. The small dots indi- 
cate surface reflection points of ray paths for sSmS phases (near events) and surface multiples of upgoing S 
(near stations). The darkness of these dots indicates phase strength relative to a I-D reference model. 
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Figure 2. Comparison of (left) observations with (right) syn- 
thetics predicted from source estimation [Jones and Helm- 
berger, 1998]. Traces have been plotted on a reduced velocity 
section (t- A/3.6). Note that deep events arrive early (event 3 1 
at PFO) and shallow events arrive late (event 9 at PFO). The 
range estimates and depths have been included in the middle 
and on the right. Note also that some events appear to be mis- 
aligned caused by origin-time problems, i.e., event 23. The 
dashed reference lines have been added to indicate the main ar- 
rivals, but since the depths are not uniform, we can expect sig- 
nificant shifts. Note the relatively large delay of sS,S for 
event 31 (depth of 14 km). 
The shift At is determined by tomographic approximation, 
with the velocity perturbation, dsj, and the path length, /j, in 
each block j. This approximation can be used to generate syn- 
thetics for finite faults [Song and Helmberger, 1996] and is a 
common assumption used in tomographic approaches. If we 
allow each ray response to shift in time and to vary in ampli- 
tude, synthetic fits to data can be dramatically improved. The 
more freedom we allow in the process, the better the synthetic 
fits to data [Song and Helmberger, 1998]. Our approach is to 
parameterize the problem so that the travel time of each ray re- 
sponse is associated with a block velocity model. The travel 
time of an individual ray is controlled by the integral slow- 
ness along its path expression (2), which allows relatively 
coarse model parameterization. The amplitudes of the ray re- 
sponses, however, are more sensitive to the velocity perturba- 
tion and usually depend on very local changes in the velocity 
model. Changing the amplitude of individual rays, compared 
to changing their travel time, proves relatively harder to 
achieve with only a few blocks in the velocity model. Thus we 
will usually fix the amplitude of each ray response based on 
the 1-D model and focus on the timing effect of the model pa- 
rameterization, as described above. 
Our modeling involves multiple parameters. Event depth, 
origin time, and model velocity along an individual ray path 
all contribute to the timing of the ray response. With each set 
of parameters, individual ray responses are shifted differently 
in time, with their interference constructing a different syn- 
thetic seismogram. The problem is defined in terms of obtain- 
ing an optimal set of parameters that minimizes the least 
squares error between data and synthetics. The search is con- 
ducted with a simulated annealing algorithm, as discussed in 
several recent seismological studies [e.g., Sen and Stoffa, 
1991; Zhao and Frohlich, 1996]. Figure 5 shows one such ex- 
ample. The reconstruction involves shifting back all the sur- 
face wave forming rays, a fraction of a second for the first ray, 
and gradually increasing to over a second for the last ray. The 
three rays forming SmS are shifted differentially, with the mid- 
dle trace moving back slightly. These small adjustments pro- 
duce a relatively good match of synthetic to observed wave- 
form, although the ratio of S to SmS is too large in the syn- 
thetic relative to the observed. The latter feature is difficult to 
correct without attenuating S or introducing more complex 
structure along the path. 
Since surface multiples can easily overwhelm SmS and SSmS, 
we damp the penalty of misfit with time, thus emphasizing the 
fit over the time interval particular to the downgoing rays. To 
do this, we applied to both the data and the synthetics a damp- 
ing factor f(t), defined as a function of time, t, where x = (t -to) 
/ (t, - to). 
t<t o 
f(t) = (4) 
e -x t < to. 
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Figure 3. The Jones model is taken from Jones and Helm- 
berger [1998]. The GRT model is the 1-D reference model used 
in generating the individual ray responses. The NEG model is 
a 1-D model containing some low-velocity deep structure. The 
REC1 and REC2 models were produced by a receiver function 
analyses containing 2 and 21 layers, respectively. 
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Figure 4. (a) Columns of synthetics (strike-slip) produced by 
generalized rays [Helmberger et al., 1983], with upgoing sur- 
face wave rays on the left, downgoing (SINS) in the middle, and 
complete waveforms on the right. The ranges are noted on the 
right in km. (b) Synthetic at 100 km with labels of important 
arrivals. The model is given in Figure 3 (GRT) where the crust- 
mantle transition consists of two layers, allowing for some 
flexibility in characterization. 
Time constants to and tl are marked with vertical bars in Figure 
5. With this damping factor the beginning of the observations 
near the arrival time is emphasized in the inversion, and it 
places more resolution on the model recovery of the deep 
crust. 
As demonstrated in Figure 5, a small shift in timing of SInS 
relative to direct S can usually improve fits. The flexibility 
provided by the interference with the two neighboring reflec- 
tions is also very useful in modeling the SInS triplication. Ad- 
justing the timing in the surface layer multiple can likewise 
improve fits, although we have downweighted their contribu- 
tions to concentrate on the deeper structure. As discussed in 
more detail later, the surface waves are sensitive to the changes 
in azimuth because of the position of local basins. That is, 
paths from the northernmost events cross local structures as 
they approach each station quite differently than the south- 
emmost events (see Figure 1). This forces the solution to take 
on an average shift (block). 
4. Results 
Preliminary runs revealed a tendency for faster velocities to 
occur toward the west. This feature has been observed before 
[Mori and Helmberger, 1996]. Thus we allowed a separate set 
of boxes for the section west of the San Andreas, although 
such a boundary cannot be identified precisely. We also ex- 
perimented with a set of boxes for the surface layer. Results 
assuming three surface layer sections are given in Plate 1. 
Since it is difficult to judge how significant any particular 
simulation may be, we started by comparing inversion results 
as a function of the number of events used in the modeling, in 
particular 7, 19, and 25. The events chosen are indicated in 
Figure 1 and have been picked to be representative of the 
population. The results proved quite stable with very rapid 
GSC (Event 07) A=91.9 km, h=8 km 
I 
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I 
I 
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Initial Syn. 
Data 
I 8 sec 
Inversion 
Result 
sS 
ssS 
sssS 
-' '-""V'cx-•  sssssS 
SuS 
SMS 
SLS 
Figure 5. Pseudo-Green's function simulation procedure. The 
top trace displays the synthetics constructed from 1-D Green's 
function with appropriate mechanism and moment. Middle 
trace displays data, and lower trace displays the pseudo- 
Green's function. An amplification factor has been added to 
maximize the correlation with the data since the moment esti- 
mate comes from the network average and does not necessarily 
agree with individual observations. The lower set of traces 
show the shifting of the surface waves (direct plus surface mul- 
tiples, six responses, and the bottom three include the SInS 
rays). Note the small shifts back in time to match the data, dot- 
ted (original) and solid (shifted). Reference lines have been 
added to better observe the ray-shifting procedure. 
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GSC (a) 7 Events PFO 
(b) 19 Events 
(c) 25 Events 
• 57 
-13% +13% 
Plate 1. Comparison of results a  a function f the number of the events used. (a) Result of inversion using 7
events (white stars in Figure 1); (b) 19 events (black and white stars); and (c) 25 events (all stars). The upper 
layer is divided into three blocks, while the lower layers have only one division assumed to be at roughly the 
San Andreas fault boundary. Inthese inversions, source depth is allowed to move by up to 3 km except that 
they are not allowed to cross layer boundaries. The event origin times can vary by up to 1 s. The velocity step 
sizes are 1%. 
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Plate 2. Comparison of results (25 events) with various assumptions about source constraints. Origin times 
have been allowed to vary in steps of 0.2 s over the range of +1 s, and the step size in depth variations have 
been set at I km. Velocities are allowed to vary up to 18% in steps of 1%. The black boxes specify the origi- 
nal depth, while the position of colored boxes indicates the relocated depth. The actual color indicates the 
origin time delay (negative) or advancement (positive). 
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Figure 6. System energy, or the LS error between data and syn- 
thetics, as a function of the number of iterations into the in- 
version, where both the event origin time and the source depth 
are allowed to vary. The asymptotes for the other three cases 
shown in Plate 2 are indicated by the lines. 
times. The velocity structure appears quite similar to Plate 2a 
and the results found in Plate 1, with a low-velocity layer de- 
veloping at depth on the GSC section. Plate 2d allows both 
the source depth and origin time to vary. As one would expect, 
the assumption allowing the most freedom yields the best fits. 
This can be seen in Figure 6, which indicates the energy error 
produced by the simulated annealing procedure. The number 
of parameters increases from top to bottom with Line a con- 
taining 10 variables (4 velocities in top layer, and 2 each in 
layers 2, 3, and 4). Line b contains 25 more parameters, which 
is the same as in Line c. Line d contains a total of 60 parame- 
ters and yields the best possible fits with the lowest energy 
asymptote. The other cases have similar plots of points but 
converging on higher energy levels as displayed in Figure 6. 
Choosing the most reasonable solution becomes difficult. Our 
approach is to examine all the waveform comparisons and 
source constraints to arrive at a reasonable geophysical inter- 
polation. While Plate 2d produced some excellent fits, it 
moved some of the sources into the top layer, which is not ap- 
propriate for our original approximations (source must stay in 
original layer). Moreover, the goodness of fit is not that much 
better than Plate 2c. Plate 2b also violates the source layer cri- 
terion. Examining forward calculations for the whole array for 
these events demonstrates that the source depths are quite well 
constrained, primarily by the interference of p,and sp,[Jones 
and Helmberger, 1998]. However, the origin time remains the 
most uncertain since it can trade off with the velocity model. 
Thus we prefer the model in Plate 2c, where the top layer ranges 
changes in the surface layers ranging over +13%. The section 
enclosing the upper Coachella Valley appears particularly 
slow, which might be expected. Actually, the surface variation 
in this section is quite compatible with local geology as can 
be seen by comparing with Figure 1 where the mountainous 
regions appear relatively fast relative to the basins. 
A rather surprising result is the low-velocity zone added at 
the base of the crust. This feature appears robust and it is 
caused by a required offset (delay) between the direct arrival 
and $mS. A thicker crust would also increase the delay but 
moves the critical reflection range beyond 85 km, which vio- 
lates the data. The thickness used here is 28 km, which is also 
compatible with the receiver function results of Zhu and Ka- 
namori [2000] and Ammon and Zandt [1993]. Our parameter- 
ization precludes resolving the true depth of such a zone but 
only indicates low-velocity occurring below the direct arrival 
paths. The large velocity contrast across the San Andreas is 
probably a maximum estimate. Part of it can be reduced by al- 
lowing the origin time and depth to vary and introducing a 
block directly below PFO. 
4.1 Trade-offs and Goodness of Fits 
The results in Plate 2 use all 25 events but also allow some 
more variables by including an additional block beneath PFO, 
which can affect absolute velocities. Plate 2a does not allow 
the origin time or the source depth to change where V.,, is al- 
lowed to vary in 1% step sizes. In Plate 2b we allow the source 
depth to vary in steps of 4-1 km with the origin time fixed. 
Note that most of the events move upward (dotted boxes), 
which tends to lengthen the separation between $ and Sins by 
shifting $ forward (ahead) and $mS back (behind). This feature 
eliminates the need for lowering the lower crust velocities. 
Plate 2c displays the results for fixed depth but variable origin 
GSC PFO 
Result 
09__ 9 lOgkin 
26 
1 5 
_ 1[' 
79km 111k_m 
: 8 sec t 
Figure 7. Example comparisons of 1-D synthetics (top trace), 
with data (middle), and simulated (after shifting) (bottom) for 
four events (7, 9, 26, and 27). The vertical bars indicate the to 
and t• time mark for the damping function described in text. 
Source-receiver distances are shown. 
I 10 sec I 
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Depth (km) 
+30% -30% 
Event 08 Event 26 
54 
Inversion 
ta 
•al Syn 
Figure 8. Simulation exercise with PFO data from events 8 and 26, in an attempt to resolve shallow structure 
near station PFO. Both amplitude and timing are allowed to vary. Top panel displays the amplification and 
shifting of individual rays, with the ray paths shown to the left. Middle panel compares data (middle trace) 
with synthetics before (bottom trace) and after (top) the inversion. Bottom panel shows the resulting model. 
The reference model contains two shallow layers with thicknesses of 2.5 and 3 km and velocities of 2.6 and 
3.45 (km/sec) respectively. 
617 
in velocities from 2.26, 2.86, 2.18, and 2.24 from left to right. 
The latter block is probably too low and may be affected by the 
Coachella Valley as discussed later. 
4.2 Waveform Comparisons 
After experimenting with the full set of 34 events, we elimi- 
nated 9 events, mostly because only one station was available. 
Thus we worked with 50 recordings. A sample of the im- 
provements in waveform matchings obtained by applying 
these shifting perturbations is displayed in Figure 7 for our 
preferred model in Plate 2c. Because of the geometry, most 
events are either near GSC or PFO and thus only one station 
samples the Moho triplication. These four events display 
some of the more important constraints where the timing be- 
tween S and SmS is being fit simultaneously. It also indicates 
some of the shortcomings of approximating a 3-D crust with 
such an idealized 2-D model containing only a few layers. 
To focus our efforts on resolving the Moho structure, we 
applied the damping factor (l/e), starting at the first bar and 
ending at the second, as discussed earlier. Thus sSmS resolu- 
tion may have suffered somewhat, in that this particular phase 
is not fit very well for the top two events in Figure 7 at PFO. 
However, the strength of sSmS is too weak in the original syn- 
thetic response (Figure 2) so that fitting these pulses without 
amplifying those ray responses probably cannot be achieved. 
To produce stronger sSrnS at these ranges requires moving 
critical angle to smaller ranges, introducing a stronger low- 
velocity zone in the lower event or thinning the crust. A sim- 
ple experiment was carried out to investigate the role of ampli- 
tude variation as a function of azimuth and ray parameter. In 
this experiment, we applied the time shifts to the ray responses 
produced by the 25-event inversion (Plate 2c) and only allow 
the amplitude of the ray responses to vary by a factor of 2. In 
this way, we inverted for an amplitude factor for each ray, 
which is the ratio between the observation and the 1-D ray syn- 
thetics. This ratio is presented in Figure 1 as shaded dots, 
plotted at surface reflection points of individual rays along 
the ray path. The darkness of the dots is proportional to the 
amplitude ratio for the corresponding rays. The pattern near 
the events is indicative of sSmS variations, whereas the pattern 
near the stations is controlled by the strengths of the surface 
bounce multiples. Some of the rapid changes in the former are 
indicative of shallow focusing and defocusing, and some are 
caused by deeper structure as mentioned above. Variations in 
the shallow structure are more obvious and correlate with ge- 
ology. For example, at PFO (Figure 1), paths crossing the 
Coachello Valley requires amplified multiples, while paths to 
the north are reduced. One single layer is not very effective in 
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Figure 9. Receiver function comparison of data (thick) versus 
synthetics (short dashed) over four ray parameters (sec/km), 
(0.075, 0.065, 0.055, 0.045). The bottom set of traces (long 
dashed) allows only a two-layer crust, while the upper set of 
traces allows 21 layers (see Figure 3). The first arrow indicates 
a P-to-S conversion associated with a shallow interface 
(probably within the top 4 km). Ps is probably the Moho- 
converted phase and PpP•. is the crustal multiple. 
modeling these local surface waves as can be seen in Figure 7 
(event 26), which is one of the reasons for downweighting 
their contributions to the waveforms. 
We initiated a few runs to test the feasibility of determining 
local structures with a few of the PFO records including event 
26. The results are displayed in Figure 8, where both timing 
and amplitudes are allowed to vary. Introducing the low- 
velocity blocks proved effective in producing the ringing as 
shown in the data and the increased amplifications in later 
multiples that would be expected as modeled in 2-D finite dif- 
ference experiments [i.e., Dreger and Helmberger, 1990]. 
However, the model variations are extreme, and again the need 
to regenerate ray responses with the updated models is evi- 
dent. 
5. Discussion 
The above attempts at inverting whole regional recordings 
have probably revealed more about the difficulty of the prob- 
lem than about the true structure. In contrast, many record sec- 
tions from conventional refraction profiling (explosions) look 
quite simple and have been modeled convincingly [i.e., Fuis et 
al., 1982]. Thus, why should modeling these earthquake data 
be so difficult? There are many reasons: S velocity structure is 
probably more complex than P velocity structure with its 
stronger dependence on temperature; earthquakes have com- 
plex source characteristics, and we do not really know where 
they occurred and when. Moreover, the various sources excite 
the waveguide differently, producing more 3-D effects than 
presently appreciated (at least by US authors). To proceed, we 
can use the results of other, more well-developed techniques to 
limit the parameter space or invert in conjunction. One such 
useful approach for recovering crustal structure is receiver 
function analysis by inverting teleseismic P wave signatures. 
5.1. Crustal Structure From Receiver Functions 
Following this approach, one assumes that the P wave re- 
corded on the vertical component can be considered to be ef- 
fectively the source history and remove it from the radial by 
deconvolution [i.e., Ammon et al., 1990]. Laterally scattered 
phases can be reduced by further stacking over azimuth at con- 
stant ray parameter. A further refinement in receiver function 
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Figure 10. Comparison of (middle) data and synthetics for 
(left) model REC1 (2-layer model) and (right) REC2 (21-layer 
model). Synthetics are computed with the reflectivity method. 
The record sections are plotted with a reduced velocity of 3.6 
km/s as before. Source-receiver distances are shown on the 
left, and event depths are shown on the right. Event numbers 
(Table 1)and station names are given in the middle column 
containing the waveform data. 
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Figure 11. Synthetics (NG, Figure 3) against observations 
with timing shifts above synthetics (indicated in seconds) de- 
rived by Jones and Helmberger [1998]. Included are the 
ranges in km (91 to 153). The event numbers and station 
names are given on the left, indexed to Table 1. 
analysis introduced by Zhu and Kanamori [2000] treats the 
trade-off in Moho depth estimation caused by variation in the 
Vp/V sratio. They stack at arrival times for PpPs and PsPs + 
PpS sbased on various assumptions f crustal thickness H and 
VlfV s ratios. Numerical experiments produced convincing re- 
sults displaying consistency at neighboring stations. How- 
ever, attempts at retrieving information about layering become 
more problematic, as discussed below. Figure 9 shows the 
stacked receiver functions for station GSC from 290 teleseis- 
mic events. We divided these events into four groups accord- 
ing to their incidence angles (as measured by the ray parameter 
p) and stack all receiver functions in each group. This reduces 
the effect of lateral structural variation. The prominent signals 
in the receiver functions in Figure 9 are a P-to-S conversion 
from a shallow velocity interface,-1 s after the direct P, and 
the Moho P• phase at-4 s. The Moho multiple conversion 
phase PvPs occurs at-12 s and tends to be difficult to identify 
even on the stacked traces. The four-averaged receiver func- 
tions were inverted simultaneously for a 1-D velocity model 
near GSC. We first limited the number of layers in the crust to 
2 and found an "optimal" simple model to satisfy the major 
features on the receiver functions, as mentioned above. Then 
we relaxed the limitation and divided the model into many 
layers with thicknesses of 1 to 2 km (total of 21 layers). Both 
models are shown in Figure 3. The 21-layer model produces a 
better fit to the data. However, examining the waveform fits 
shows that part of the complexity in the model is the result of 
the inversion trying to fit the shallow P•. This phase displays 
some rapid variations with ray parameters and azimuths that 
are most likely caused by lateral structural variation. There- 
fore it is possible that some nonplanar structures are mapped 
into the complexity of the 1-D model. 
5.2 Waveform Comparisons 
These models can be tested against the regional data with 
synthetic predictions given in Figure 10. Although some 
comparisons how promise, most do not fit as well as those in 
Figure 2. Overall, the 2-layer model fits the regional observa- 
tions better than the 21-layer model (error estimate). The 2- 
layer model fits the separation between the first arrival (S) and 
(SINS) quite well at some stations, i.e., event 24/PFO, except the 
first arrival is too strong in the synthetic. Appealing features 
from the 21-layer model are the strengths of sSmS at the nearest 
ranges (90-114 km) and the SSS development (about 12 s 
back) at the larger ranges (120 to 153 km). Also, the weak be- 
ginning of direct S agrees with the observations quite well. 
These two models appear to bracket the observations, and de- 
signing a new model capturing the best features from these test 
models could be pursued, or using the receiver data along with 
the regional data directly in a joint inversion. Alternately, we 
could use these results to fix the Moho depth [Zhu and Ka- 
namori, 2000]. Both GSC and PFO yield a depth of 29 km, and 
assuming this value, we can generate a new model containing a 
low-velocity zone in the lower crust (Figure 3 (NEG)) compati- 
ble with our modeling exercise. Synthetic productions are 
given in Figure 11. These fits are actually quite good and ex- 
plain nicely the weak S onset common in the data. However, 
the difficulty with explaining the strong Sins at 09/GSC and 
the strength of sSmS at 09/PFO remains a problem. These fea- 
tures could probably be explained by allowing some windows 
in the fastest crustal layers. That is, the SInS phase could reach 
critical angle at a shorter distance if a section of the fastest 
layer in the upper crust (lid) is missing in some segment. Such 
features appear to be observed in some of the P wave tomo- 
graphic models along this profile [Hauksson, 2000]. 
Thus, to obtain better modeling results, we need to regener- 
ate these ray responses with the 2-D perturbations to move our 
synthetics closer to data. This approach appears possible us- 
ing the new analytical method designed for this purpose, Ni et 
al. [2000] and will be pursued in future efforts. 
In summary, evidence for strong SInS and sSmS arrivals rela- 
tive to weak S (A sx•s < 95 km and A sSmS < 110 km) argues for 
slow velocities in the lower crust beneath the western Mojave 
block (Landers). This feature seems to correlate with the rela- 
tive shallow seismicity and recent estimates of viscoelastic 
behavior in this particular region (Landers) as reported by 
Deng et al. [1998]. Thus a more complete inversion of local 
seismic waveforms may help us understand the lower crust and 
the role it plays in tectonic processes. 
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