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Abstract
Using a fixed point relation of the square-root type and the basic fourth-order method, improved methods of fifth and sixth order
for the simultaneous determination of simple zeros of a polynomial are obtained. An increase in convergence is achieved without
additional numerical operations, which points to high computational efficiency of the accelerated methods. The main aim of this
work is the convergence analysis of improved simultaneous methods given under computationally verifiable initial conditions in
the spirit of Smale’s point estimation theory.
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1. Introduction
One of the most attractive topics of research in the theory of iterative processes in the last two decades is
establishing convergence conditions that depend only on available data; see [8]. The main goal of this work is to
state computationally verifiable initial conditions which provide guaranteed convergence of simultaneous methods
presented in [6] and improve some results given recently in [9].
Let
P(z) = zn + an−1zn−1 + · · · + a1z + a0 (ai ∈ C)
be a monic polynomial of degree n having only simple (real or complex) zeros ζ1, . . . , ζn . For distinct approximations
z1, . . . , zn to these zeros, let us introduce the quantities
Wi = P(zi )n∏
j=1
j 6=i
(zi − z j )
, Gi =
n∑
j=1
j 6=i
W j
zi − z j , Bi =
Wi
1+ Gi . (1)
A high order iterative method for the simultaneous approximation of simple polynomial zeros given by the iterative
formula
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zˆi = zi − 2Wi
1+ Gi +
√
(1+ Gi )2 + 4Wi ∑
j 6=i
W j
(zi−z j )(zi−Wi−z j )
(i = 1, . . . , n) (2)
was recently considered in [9]. Here zˆi denotes a new approximation. Starting from initial approximations
z(0)1 , . . . , z
(0)
n and the initial condition in the form
max
1≤i≤n
|z(0)i − ζi | <
min
1≤i, j≤n, j 6=i |ζi − ζ j |
4(n − 1)+ 2 , (3)
the authors proved that the presented method (2) has order of convergence five. Let us note that the method (2) was
already considered in [6], while its interval version was stated in [7].
The aim of this work is to point to further improvement of the convergence order without any additional calculations
and to state computationally verifiable initial conditions that guarantee the convergence of accelerated methods. This
is in the spirit of the famous Smale “point estimation theory” [8], that assumes the use of only available data. Let us
note that the initial condition (3) requires the knowledge of the (sought) zeros, which is not of practical usage.
2. Accelerated simultaneous methods
Using the quantities introduced by (1) we can define the following two iterative methods for the simultaneous
determination of simple zeros of a polynomial:
zˆi = zi −Wi (Durand–Kerner [2,3], or Weierstrass-like method), (4)
zˆi = zi − Wi1+ Gi = zi − Bi (Börsch-Supan’s method [1]). (5)
The quantities Wi and Bi are called the Weierstrass and the Börsch-Supan corrections, respectively. The method (4)
possesses quadratic convergence, while the method (5) converges cubically.
Using a very simple approach, the following fixed point relation was derived in [6]:
ζi = zi − 2Wi
1+ Gi +
√√√√(1+ Gi )2 + 4Wi n∑
j=1
j 6=i
W j
(zi−z j )(ζi−z j )
(i = 1, . . . , n). (6)
This relation was again derived in [9] by a more complicated procedure using Lagrange interpolation with special
nodes. Taking certain approximations c(k)j of ζ j in the sum on the right-hand side of the fixed point relation (6), the
following methods were developed in [6]:
zˆi = zi − 2Wi
1+ Gi +
√√√√(1+ Gi )2 + 4Wi n∑
j=1
j 6=i
W j
(zi−z j )(c(k)i −z j )
(i = 1, . . . , n, k = 1, 2, 3), (7)
where c(1)i := zi (the current approximation),
c(2)i := zi −Wi (the Weierstrass approximation),
c(3)i := zi − Bi (the Börsch-Supan approximation).
We observe that the family of iterative methods (7) contains the method proposed in [9] with c(2)i = zi − Wi , so that
the method (2) can be regarded as a rediscovered method. Furthermore, let us note that the family of methods (7) does
not contain derivatives of the polynomial P .
3. Initial conditions and guaranteed convergence
The convergence order of the methods (7) was determined in [6] assuming that initial approximations are good
enough, but without detailed quantitative convergence analysis and initial conditions. In this work we establish
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computationally verifiable initial conditions which guarantee the convergence of (7); namely, these conditions depend
only on initial approximations z(0)1 , . . . , z
(0)
n to the zeros ζ1, . . . , ζn of a polynomial P , its degree n and the polynomial
coefficients a0, a1, . . . , an−1. The convergence analysis will be performed simultaneously for all three methods
defined by (7) and associated corrections c(1)i , c
(2)
i and c
(3)
i .
For m = 0, 1, . . . let
d(m) = min
j 6=i |z
(m)
i − z(m)j |
be the minimal distance between approximations obtained in the mth iteration, and let
W (m)i =
P(z(m)i )
n∏
j=1
j 6=i
(
z(m)i − z(m)j
) , w(m) = max
1≤ j≤n
|W (m)j |.
For simplicity, we will often omit the iteration index. First, we give some assertions necessary for the main
convergence theorem.
Lemma 1. Let z1 . . . , zn be distinct numbers satisfying the inequality w < cnd, 1/(2n) > cn > 0. Then the disks
D1 :=
{
z1; |W1|1− ncn
}
, . . . , Dn :=
{
zn; |Wn|1− ncn
}
are mutually disjoint and each of them contains one and only one zero of the polynomial P, that is
ζi ∈
{
zi ; |Wi |1− ncn
}
(i = 1, . . . , n). (8)
The proof of Lemma 1 was given in [5, Ch. 1].
In the sequel, we will assume that the condition
w < cnd, cn = 13n (9)
is fulfilled. The inequality (9) is stronger than w < d/(2n) so that the assertion of Lemma 1 holds. Throughout this
work we will always assume that the polynomial degree n is ≥ 3. From (8) it follows that
|εi | = |zi − ζi | < |Wi |1− ncn <
w
1− ncn <
cn
1− ncn d =
d
2n
. (10)
In what follows the superscript index k ∈ {1, 2, 3} will indicate the employed method for the family (7). Let
γ (k)n =

2.6(8n − 5)3n4
(2n − 1)4(2n + 1)3 , k = 1;
5.2(8n − 5)4n6
(2n − 1)6(2n + 1)3(3n − 1) , k = 2;
2.6(8n − 5)4n5
(2n − 1)6(2n + 1)3 , k = 3.
Lemma 2. Let z1 . . . , zn be distinct approximations to the zeros ζ1, . . . , ζn , and let εi = zi − ζi , εˆi = zˆi − ζi , where
zˆ1, . . . , zˆn are approximations produced by the iterative methods (7). If (9) holds, then
|εˆi | ≤ γ
(k)
n
dk+2
|εi |b(k+5)/2c
 n∑
j=1
j 6=i
|ε j |

b(k+2)/2c
(i = 1, . . . , n, k = 1, 2, 3),
where bac denotes the integral part of a real number a.
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Lemma 3. Let z1, . . . , zn be distinct approximations to the zeros ζ1, . . . , ζn of a polynomial P, and let zˆ1, . . . , zˆn be
new approximations obtained using the iterative formula (7). If the inequality (9) holds, then for all i = 1, . . . , n we
have
(i) d < 15n15n−16 dˆ;
(ii) ŵ < cn dˆ.
The proofs of Lemmas 2 and 3 are elementary, but cumbersome and voluminous and we omit them. The complete
proofs can be found in [4] or on the URL http://www.miodragpetkovic.com/download/convergence-proofs.pdf.
Using the assertions of Lemmas 1–3 we are able to establish the main convergence theorem for the iterative methods
(7).
Theorem 1. If the initial approximations z(0)1 , . . . , z
(0)
n satisfy the initial condition
w(0) < cnd
(0), cn = 13n , (11)
then the iterative methods (7) are convergent with the order of convergence k + 3 (k = 1, 2, 3).
Proof. We prove the assertions of Theorem 1 by mathematical induction. Since (9) and (11) are of the same form, all
estimates given in Lemmas 2 and 3 are valid for the index m = 1, which is the part of the proof with respect to m = 1.
Furthermore, the inequality (ii) in Lemma 3 coincides with (9) so that the assertions of Lemmas 2 and 3 are valid for
the next index, etc. Hence, by induction, we obtain the implication
w(m) < cnd
(m) ⇒ w(m+1) < cnd(m+1),
which plays an important role in the convergence analysis of the methods (7); it involves the initial condition (11)
under which all inequalities given in Lemmas 2 and 3 are valid for all m = 0, 1, . . . . In particular, having in mind
Lemmas 3(i) and 2, we obtain
d(m)
d(m+1)
<
15n
15n − 16 (12)
and
|ε(m+1)i | ≤
γ
(k)
n
[d(m)]k+2 |ε
(m)
i |b(k+5)/2c
 n∑
j=1
j 6=i
|ε(m)j |

b(k+2)/2c
(i = 1, . . . , n, k = 1, 2, 3), (13)
for each iteration index m = 0, 1, . . . .
Substituting
t (m)i =
[
15n
15n − 16 (n − 1)
b(k+2)/2c γ
(k)
n
[d(m)]k+2
]1/(k+2)
|ε(m)i | (m = 0, 1, 2, . . . , k = 1, 2, 3) (14)
in (13), we obtain
t (m+1)i ≤
15n − 16
15n(n − 1)b(k+2)/2c
d(m)
d(m+1)
[t (m)i ]b(k+5)/2c
 n∑
j=1
j 6=i
t (m)j

b(k+2)/2c
.
Hence, by virtue of (12),
t (m+1)i ≤
1
(n − 1)b(k+2)/2c [t
(m)
i ]b(k+5)/2c
 n∑
j=1
j 6=i
t (m)j

b(k+2)/2c
(i = 1, . . . , n, k = 1, 2, 3). (15)
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According to (10) we have |ε(0)i | < d(0)/(2n). Using this inequality, from (14) we find for m = 0
t (0)i <
[
15n
15n − 16 (n − 1)
b(k+2)/2c γ
(k)
n
[d(0)]k+2
]1/(k+2)
d(0)
2n
=
[
15n
15n − 16 (n − 1)
b(k+2)/2c γ
(k)
n
(2n)k+2
]1/(k+2)
(i = 1, . . . , n, k = 1, 2, 3).
Using the programming package Mathematica 5 we found that the sequences of n in the last bracket are
monotonically decreasing for all k = 1, 2, 3 and n ≥ 3 and we estimate taking n = 3
t (0)i < 0.5 (k = 1, 2, 3, n ≥ 3).
Put t = maxi t (0)i ; then obviously t (0)i ≤ t < 0.5 for all i = 1, . . . , n and n ≥ 3. Hence, we conclude from (15) that
the sequences {t (m)i } (and, consequently, {|ε(m)i |}) tend to 0 for all i = 1, . . . , n. Therefore, z(m)i → ζi (i ∈ In) and the
methods of (7) are convergent. From (13) it follows that the order of convergence of the iterative methods (7) is equal
four (method without correction, k = 1), five (method with the Weierstrass correction Wi , k = 2) and six (method
with the Börsch-Supan correction Bi , k = 3). 
It is worth noting that the convergence theorem is stated under computationally verifiable initial conditions, which
is of practical interest (compare with (3)).
We emphasize that the quantities Wi and Gi , involved in the corrections c
(2)
i = Wi and c(3)i = Bi = Wi/(1+ Gi ),
are already calculated in the implementation of the basic fourth-order method (see (6) and (7) with c(1)i = zi ). This
means that the higher order of convergence (from 4 to 5 and 4 to 6, respectively) is achieved without additional
numerical operations, which points to a high computational efficiency of the accelerated methods.
The numerical results obtained by the considered methods (7) were given in [6] so we omit them in this note.
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