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Abstract. In our former work [K. Tadaki, Local Proceedings of CiE 2008, pp. 425–434,
2008], we developed a statistical mechanical interpretation of algorithmic information
theory by introducing the notion of thermodynamic quantities at temperature T , such as
free energy F (T ), energy E(T ), and statistical mechanical entropy S(T ), into the theory.
These quantities are real functions of real argument T > 0. We then discovered that, in
the interpretation, the temperature T equals to the partial randomness of the values of
all these thermodynamic quantities, where the notion of partial randomness is a stronger
representation of the compression rate by program-size complexity. Furthermore, we
showed that this situation holds for the temperature itself as a thermodynamic quantity.
Namely, the computability of the value of partition function Z(T ) gives a sufficient
condition for T ∈ (0, 1) to be a fixed point on partial randomness. In this paper, we
show that the computability of each of all the thermodynamic quantities above gives
the sufficient condition also. Moreover, we show that the computability of F (T ) gives
completely different fixed points from the computability of Z(T ).
Key words: algorithmic randomness, fixed point theorem, partial randomness, Chaitin
Ω number, algorithmic information theory, thermodynamic quantities
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1 Introduction
Algorithmic information theory (AIT, for short) is a framework for applying information-theoretic
and probabilistic ideas to recursive function theory. One of the primary concepts of AIT is the
program-size complexity (or Kolmogorov complexity) H(s) of a finite binary string s, which is defined
∗A preliminary version of this paper appeared in the Proceedings of the Symposium on Logical Foundations of
Computer Science 2009 (LFCS’09), S. Artemov and A. Nerode (Eds.), Lecture Notes in Computer Science, Springer-
Verlag, Vol.5407, pp.422–440, January 3-6, 2009, Deerfield Beach, Florida, USA.
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as the length of the shortest binary program for the universal self-delimiting Turing machine U to
output s. By the definition, H(s) is thought to represent the degree of randomness of a finite binary
string s. In particular, the notion of program-size complexity plays a crucial role in characterizing
the randomness of an infinite binary string, or equivalently, a real number.
In [19] we developed a statistical mechanical interpretation of AIT. In the development we
introduced especially the notion of thermodynamic quantities, such as partition function Z(T ), free
energy F (T ), energy E(T ), statistical mechanical entropy S(T ), and specific heat C(T ), into AIT.
These quantities are real numbers which depend on temperature T , any positive real number. We
then proved that if the temperature T is a computable real number with 0 < T < 1 then, for
each of these thermodynamic quantities, the partial randomness of its value equals to T , where
the notion of partial randomness is a stronger representation of the compression rate by means of
program-size complexity. Thus, the temperature T plays a role as the partial randomness of all the
thermodynamic quantities in the statistical mechanical interpretation of AIT. In [19] we further
showed that the temperature T plays a role as the partial randomness of the temperature T itself,
which is a thermodynamic quantity of itself. Namely, we proved the fixed point theorem on partial
randomness,1 which states that, for every T ∈ (0, 1), if the value of partition function Z(T ) at
temperature T is a computable real number, then the partial randomness of T equals to T , and
therefore the compression rate of T equals to T , i.e., limn→∞H(Tn)/n = T , where Tn is the first n
bits of the base-two expansion of T .
In this paper, we show that a fixed point theorem of the same form as for Z(T ) holds also for
each of free energy F (T ), energy E(T ), and statistical mechanical entropy S(T ). Moreover, based
on the statistical mechanical relation F (T ) = −T log2 Z(T ), we show that the computability of
F (T ) gives completely different fixed points from the computability of Z(T ).
The paper is organized as follows. We begin in Section 2 with some preliminaries to AIT and
partial randomness. In Section 3, we review the previous results [19] on the statistical mechanical
interpretation of AIT and the fixed point theorem by Z(T ), which is given as Theorem 3.4 in the
present paper. Our main results; the fixed point theorems by F (T ), E(T ), and S(T ), are presented
in Section 4, and their proofs are completed in Section 5. In the last section, we investigate some
properties of the sufficient conditions for T to be a fixed point in the fixed point theorems.
2 Preliminaries
2.1 Basic notation
We start with some notation about numbers and strings which will be used in this paper. N =
{0, 1, 2, 3, . . . } is the set of natural numbers, and N+ is the set of positive integers. Q is the set of
rational numbers, and R is the set of real numbers. Let f : S → R with S ⊂ R. We say that f is
increasing (resp., decreasing) if f(x) < f(y) (resp., f(x) > f(y)) for all x, y ∈ S with x < y. We
denote by f ′ the derived function of f .
Normally, o(n) denotes any function f : N+ → R such that limn→∞ f(n)/n = 0. On the other
hand, O(1) denotes any function g : N+ → R such that there is C ∈ R with the property that
|g(n)| ≤ C for all n ∈ N+.
{0, 1}∗ = {λ, 0, 1, 00, 01, 10, 11, 000, . . . } is the set of finite binary strings, where λ denotes the
empty string. For any s ∈ {0, 1}∗, |s| is the length of s. A subset S of {0, 1}∗ is called prefix-free if
1 The fixed point theorem on partial randomness is called a fixed point theorem on compression rate in [19].
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no string in S is a prefix of another string in S. For any partial function f , the domain of definition
of f is denoted by dom f . We write “r.e.” instead of “recursively enumerable.”
Let α be an arbitrary real number. ⌊α⌋ is the greatest integer less than or equal to α, and ⌈α⌉
is the smallest integer greater than or equal to α. For any n ∈ N+, we denote by αn ∈ {0, 1}
∗ the
first n bits of the base-two expansion of α − ⌊α⌋ with infinitely many zeros. For example, in the
case of α = 5/8, α6 = 101000.
We say that a real number α is computable if there exists a total recursive function f : N+ → Q
such that |α− f(n)| < 1/n for all n ∈ N+. We say that α is left-computable if there exists a total
recursive function g : N+ → Q such that g(n) ≤ α for all n ∈ N+ and limn→∞ g(n) = α. On the
other hand, we say that a real number α is right-computable if −α is left-computable. The following
(i) and (ii) then hold:
(i) A real number α is computable if and only if α is both left-computable and right-computable.
(ii) A real number α is right-computable if and only if the set { r ∈ Q | α < r } is r.e.
See e.g. Weihrauch [22] for the detail of the treatment of the computability of real numbers.
2.2 Algorithmic information theory
In the following we concisely review some definitions and results of algorithmic information the-
ory [4, 5, 6]. A computer is a partial recursive function C : {0, 1}∗ → {0, 1}∗ such that domC
is a prefix-free set. For each computer C and each s ∈ {0, 1}∗, HC(s) is defined by HC(s) =
min
{
|p|
∣∣ p ∈ {0, 1}∗ & C(p) = s} (may be ∞). A computer U is said to be optimal if for each
computer C there exists d ∈ N with the following property; if C(p) is defined, then there is a p′
for which U(p′) = C(p) and |p′| ≤ |p|+ d. It is easy to see that there exists an optimal computer.
Note that the class of optimal computers equals to the class of functions which are computed by
universal self-delimiting Turing machines (see Chaitin [4] for the detail). We choose a particular
optimal computer U as the standard one for use, and define H(s) as HU (s), which is referred to as
the program-size complexity of s, the information content of s, or the Kolmogorov complexity of s
[8, 11, 4]. It follows that for every computer C there exists d ∈ N such that, every s ∈ {0, 1}∗,
H(s) ≤ HC(s) + d. (1)
Based on this we can show that there exists c ∈ N such that, for every s 6= λ,
H(s) ≤ |s|+ 2 log2 |s|+ c. (2)
An element of domU is called a program for U .
Chaitin’s halting probability Ω is defined by Ω =
∑
p∈domU 2
−|p|. For any α ∈ R, we say that α
is weakly Chaitin random if there exists c ∈ N such that n− c ≤ H(αn) for all n ∈ N
+ [4, 6]. Then
Chaitin [4] showed that Ω is weakly Chaitin random. For any α ∈ R, we say that α is Chaitin
random if limn→∞H(αn) − n = ∞ [4, 6]. It is then shown that, for every α ∈ R, α is weakly
Chaitin random if and only if α is Chaitin random (see Chaitin [6] for the proof and historical
detail). Thus Ω is Chaitin random.
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2.3 Partial randomness
In the works [16, 17], we generalized the notion of the randomness of a real number so that the
degree of the randomness, which is often referred to as the partial randomness recently [2, 13, 3],
can be characterized by a real number T with 0 ≤ T ≤ 1 as follows.
Definition 2.1 (weak Chaitin T -randomness). Let T ∈ R with T ≥ 0. For any α ∈ R, we say that
α is weakly Chaitin T -random if there exists c ∈ N such that Tn− c ≤ H(αn) for all n ∈ N
+.
Definition 2.2 (T -compressibility). Let T ∈ R with T ≥ 0. For any α ∈ R, we say that α is
T -compressible if H(αn) ≤ Tn+ o(n), which is equivalent to lim supn→∞H(αn)/n ≤ T .
In the case of T = 1, the weak Chaitin T -randomness results in the weak Chaitin randomness.
For every T ∈ [0, 1] and every α ∈ R, if α is weakly Chaitin T -random and T -compressible, then
lim
n→∞
H(αn)
n
= T. (3)
The left-hand side of (3) is referred to as the compression rate of a real number α in general. Note,
however, that (3) does not necessarily imply that α is weakly Chaitin T -random. Thus, the notion
of partial randomness is a stronger representation of compression rate.
Definition 2.3 (Chaitin T -randomness, Tadaki [16, 17]). Let T ∈ R with T ≥ 0. For any α ∈ R,
we say that α is Chaitin T -random if limn→∞H(αn)− Tn =∞.
In the case of T = 1, the Chaitin T -randomness results in the Chaitin randomness. Obviously,
for every T ∈ [0, 1] and every α ∈ R, if α is Chaitin T -random, then α is weakly Chaitin T -random.
However, in 2005 Reimann and Stephan [13] showed that, in the case of T < 1, the converse does
not necessarily hold. This contrasts with the equivalence between the weak Chaitin randomness
and the Chaitin randomness, each of which corresponds to the case of T = 1. Recently, Kjos-
Hanssen [10] showed that the distinction between the weak Chaitin T -randomness and the Chaitin
T -randomness has important applications to the research on the notion of T -capacitability and its
related notions [9, 14].
3 The previous results
In this section, we review some results of the statistical mechanical interpretation of AIT, developed
by our former work [19]. We first introduce the notion of thermodynamic quantities into AIT in
the following manner.
In statistical mechanics, the partition function Zsm(T ), free energy Fsm(T ), energy Esm(T ),
entropy Ssm(T ), and specific heat Csm(T ) at temperature T are given as follows:
Zsm(T ) =
∑
x∈X
e
− Ex
kBT , Fsm(T ) = −kBT lnZsm(T ),
Esm(T ) =
1
Zsm(T )
∑
x∈X
Exe
− Ex
kBT , Ssm(T ) =
Esm(T )− Fsm(T )
T
,
Csm(T ) =
d
dT
Esm(T ),
(4)
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where X is a complete set of energy eigenstates of a quantum system and Ex is the energy of an
energy eigenstate x. The constant kB is called the Boltzmann Constant, and the ln denotes the
natural logarithm.2
We introduce the notion of thermodynamic quantities into AIT by performing Replacements 1
below for the thermodynamic quantities (4) in statistical mechanics.
Replacements 1.
(i) Replace the complete set X of energy eigenstates x by the set domU of all programs p for U .
(ii) Replace the energy Ex of an energy eigenstate x by the length |p| of a program p.
(iii) Set the Boltzmann Constant kB to 1/ ln 2.
For that purpose, we first choose a particular recursive enumeration p1, p2, p3, p4, . . . of the
infinite r.e. set domU as the standard one for use throughout the rest of this paper.3 Then,
motivated by the formulae (4) and taking into account Replacements 1, we introduce the notion of
thermodynamic quantities into AIT as follows.
Definition 3.1 (thermodynamic quantities in AIT, [19]). Let T be any real number with T > 0.
(i) The partition function Z(T ) at temperature T is defined as limk→∞Zk(T ) where
Zk(T ) =
k∑
i=1
2−
|pi|
T .
(ii) The free energy F (T ) at temperature T is defined as limk→∞ Fk(T ) where
Fk(T ) = −T log2 Zk(T ).
(iii) The energy E(T ) at temperature T is defined as limk→∞Ek(T ) where
Ek(T ) =
1
Zk(T )
k∑
i=1
|pi| 2
−
|pi|
T .
(iv) The statistical mechanical entropy S(T ) at temperature T is defined as limk→∞ Sk(T ) where
Sk(T ) =
Ek(T )− Fk(T )
T
.
(v) The specific heat C(T ) at temperature T is defined as limk→∞Ck(T ) where Ck(T ) = E
′
k(T ),
the derived function of Ek(T ).
2 For the thermodynamic quantities in statistical mechanics, see e.g. Chapter 16 of [1] and Chapter 2 of [21]. To
be precise, the partition function is not a thermodynamic quantity but a statistical mechanical quantity.
3 Actually, the enumeration {pi} can be chosen quite arbitrarily, and the results of this paper are independent of
the choice of {pi}. This is because the sum
Pk
i=1 2
−|pi|/T and
Pk
i=1 |pi| 2
−|pi|/T in Definition 3.1 are positive term
series and converge as k → ∞ for every T ∈ (0, 1) (see Lemma 4.5 (i) below). For the sake of convenience, however,
we choose {pi} to be a recursive enumeration of domU in this paper.
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Note that Z(1) = Ω in particular. Then Theorems 3.2 and 3.3 below hold for these thermody-
namic quantities in AIT.
Theorem 3.2 (properties of Z(T ) and F (T ), [16, 17, 19]). Let T ∈ R.
(i) If 0 < T ≤ 1 and T is computable, then each of Z(T ) and F (T ) converges and is weakly
Chaitin T -random and T -compressible.
(ii) If 1 < T , then Z(T ) and F (T ) diverge to ∞ and −∞, respectively.
Theorem 3.3 (properties of E(T ), S(T ), and C(T ), [19]). Let T ∈ R.
(i) If 0 < T < 1 and T is computable, then each of E(T ), S(T ), and C(T ) converges and is
Chaitin T -random and T -compressible.
(ii) If 1 ≤ T , then both E(T ) and S(T ) diverge to ∞. In the case of T = 1, C(T ) diverges to
∞.4
The above two theorems show that if T is a computable real number with T ∈ (0, 1) then the
temperature T equals to the partial randomness (and therefore the compression rate) of the values of
all the thermodynamic quantities in Definition 3.1. Note also that the weak Chaitin T -randomness
of thermodynamic quantities for T < 1 in Theorems 3.2 is strengthen to the Chaitin T -randomness
in Theorem 3.3 in exchange for the divergence of thermodynamic quantities at T = 1.
In statistical mechanics or thermodynamics, among all thermodynamic quantities one of the
most typical thermodynamic quantities is temperature itself. Inspired by this fact in physics and
the above observation on the role of the temperature T in the statistical mechanical interpretation of
AIT, the following question thus arises naturally: Can the partial randomness of the temperature T
equal to the temperature T itself in the statistical mechanical interpretation of AIT ? This question
is rather self-referential. However, we can answer it affirmatively in the following form.
Theorem 3.4 (fixed point theorem on partial randomness, [19]). For every T ∈ (0, 1), if Z(T ) is
computable, then T is weakly Chaitin T -random and T -compressible, and therefore
lim
n→∞
H(Tn)
n
= T.
Theorem 3.4 is just a fixed point theorem on partial randomness, where the computability of
the value Z(T ) gives a sufficient condition for a real number T ∈ (0, 1) to be a fixed point on partial
randomness. Thus, the above observation that the temperature T equals to the partial randomness
of the values of the thermodynamic quantities in the statistical mechanical interpretation of AIT is
further confirmed. In this paper, we confirm this observation much further by showing that fixed
point theorems of the same form as Theorem 3.4 hold also for free energy F (T ), energy E(T ), and
statistical mechanical entropy S(T ). For completeness, we include the proof of Theorem 3.4 in
Appendix A.
4 It is still open whether C(T ) diverges or not in the case of T > 1.
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4 The main results
The following three theorems are the main results of this paper.
Theorem 4.1 (fixed point theorem by free energy). For every T ∈ (0, 1), if F (T ) is computable
then T is weakly Chaitin T -random and T -compressible.
Theorem 4.2 (fixed point theorem by energy). For every T ∈ (0, 1), if E(T ) is computable then
T is Chaitin T -random and T -compressible.
Theorem 4.3 (fixed point theorem by statistical mechanical entropy). For every T ∈ (0, 1), if
S(T ) is computable then T is Chaitin T -random and T -compressible.
First, note that the weak Chaitin T -randomness of T in Theorems 3.4 is strengthen to the
Chaitin T -randomness of T in Theorems 4.2 and 4.3.
The proof of Theorem 4.1 uses Theorems 4.6, 4.8, and 4.9 below. On the other hand, the
proofs of Theorems 4.2 and 4.3 use Theorems 4.7, 4.8, and 4.9 below. All these proofs also use
Theorem 4.4 below, where the thermodynamic relations in statistical mechanics are recovered by
the thermodynamic quantities of AIT. We complete the proofs of Theorems 4.1, 4.2, and 4.3 in the
next section. Compared with the proof of Theorem 4.1, the proofs of Theorems 4.2 and 4.3 are
more delicate.
Theorem 4.4 (thermodynamic relations).
(i) F ′k(T ) = −Sk(T ), E
′
k(T ) = Ck(T ), and S
′
k(T ) = Ck(T )/T for every k ∈ N
+ and every
T ∈ (0, 1).
(ii) F ′(T ) = −S(T ), E′(T ) = C(T ), and S′(T ) = C(T )/T for every T ∈ (0, 1).
(iii) Sk(T ), Ck(T ) ≥ 0 for every k ∈ N
+ and every T ∈ (0, 1). There exists k0 ∈ N
+ such that, for
every k ≥ k0 and every T ∈ (0, 1), Sk(T ), Ck(T ) > 0. Moreover, S(T ), C(T ) > 0 for every
T ∈ (0, 1).
The proof of Theorem 4.4 uses Lemma 4.5 below. For each T ∈ (0, 1), we defineW (T ) and Y (T )
as limk→∞Wk(T ) and limk→∞ Yk(T ), respectively, where Wk(T ) =
∑k
i=1 |pi| 2
−
|pi|
T and Yk(T ) =∑k
i=1 |pi|
2 2−
|pi|
T .
Lemma 4.5.
(i) For every T ∈ (0, 1), the limit values Z(T ), W (T ), and Y (T ) exist, and are positive real
numbers.
(ii) The sequence {Zk(T )}k of functions of T is uniformly convergent on (0, 1) in the wider sense.
The same holds for the sequences {Wk(T )}k and {Yk(T )}k.
(iii) The function Z(T ) of T is continuous on (0, 1). The same holds for the functions W (T ) and
Y (T ).
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Proof. (i) Suppose that T is an arbitrary real number with T ∈ (0, 1).
First, we show that Yk(T ) converges as k →∞. Since T < 1, there is l0 ∈ N
+ such that
1
T
− 2
log2 l
l
≥ 1
for all l ≥ l0. Then, since limk→∞ |pk| = ∞, there is k0 ∈ N
+ such that |pi| ≥ l0 for all i > k0.
Thus, we see that, for each i > k0,
|pi|
2 2−
|pi|
T = 2
−
„
1
T
−2
log2|pi|
|pi|
«
|pi|
≤ 2−|pi|.
Hence, for each k > k0,
Yk(T )− Yk0(T ) =
k∑
i=k0+1
|pi|
2 2−
|pi|
T ≤
k∑
i=k0+1
2−|pi| < Ω = Z(1).
Therefore, since {Yk(T )}k is an increasing sequence of positive real numbers bounded to the above,
it converges to a positive real number as k →∞, as desired.
Note that 0 < Zk(T ) ≤ Wk(T ) ≤ Yk(T ) for every k ∈ N
+, and the sequences {Zk(T )}k and
{Wk(T )}k of positive real numbers are increasing. It follows that Zk(T ) and Wk(T ) converge to a
positive real number as k →∞.
(ii) Note that, for every k ∈ N+ and every t, T ∈ (0, 1) with t ≤ T ,
0 < Z(t)− Zk(t) =
∞∑
i=k+1
2−
|pi|
t ≤
∞∑
i=k+1
2−
|pi|
T = Z(T )− Zk(T ).
It follows that the sequence {Zk(T )}k of functions of T is uniformly convergent on (0, 1) in the
wider sense. In the same manner, we can show that the sequences {Wk(T )}k and {Yk(T )}k are
uniformly convergent on (0, 1) in the wider sense.
(iii) Note that, for each k ∈ N+, the mapping (0, 1) ∋ T 7→ Zk(T ) is a continuous function.
It follows from Lemma 4.5 (ii) that the function Z(T ) of T is continuous on (0, 1). In the same
manner, we can show that the functions W (T ) and Y (T ) of T are continuous on (0, 1).
The proof of Theorem 4.4 is then given as follows.
Proof of Theorem 4.4. (i) First, from Definition 3.1 we see that, for every k ∈ N+ and every
T ∈ (0, 1),
Fk(T ) = −T log2 Zk(T ), (5)
Ek(T ) =
Wk(T )
Zk(T )
, (6)
Sk(T ) =
Wk(T )
TZk(T )
+ log2 Zk(T ), (7)
Z ′k(T ) =
ln 2
T 2
Wk(T ), (8)
W ′k(T ) =
ln 2
T 2
Yk(T ). (9)
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Thus, by straightforward differentiation, we can check that the relations of Theorem 4.4 (i) hold.
For example, it follows from (7) and (6) that, for every k ∈ N+ and every T ∈ (0, 1),
S′k(T ) =
1
T
E′k(T )−
1
T 2
Wk(T )
Zk(T )
+
1
ln 2
Z ′k(T )
Zk(T )
.
Using the definition Ck(T ) = E
′
k(T ) and the equation (8) we see that, for every k ∈ N
+ and every
T ∈ (0, 1), S′k(T ) = Ck(T )/T .
(ii) From (6), (8), (9), and the definition Ck(T ) = E
′
k(T ), we see that, for every k ∈ N
+ and
every T ∈ (0, 1),
Ck(T ) =
ln 2
T 2
{
Yk(T )
Zk(T )
−
(
Wk(T )
Zk(T )
)2}
. (10)
Thus, using Lemma 4.5 (i) above and the equations (5), (6), (7), and (10), we can first see that
the limit values F (T ), E(T ), S(T ), and C(T ) exist for every T ∈ (0, 1). Using Lemma 4.5 in
whole and the equations (7) and (10), we can next check that the sequences {−Sk(T )}k, {Ck(T )}k
and {Ck(T )/T}k of functions of T are uniformly convergent on (0, 1) in the wider sense. Hence,
Theorem 4.4 (ii) follows immediately from Theorem 4.4 (i).
(iii) From (7) we see that, for every k ∈ N+ and every T ∈ (0, 1),
Sk(T ) = −
k∑
i=1
2−
|pi|
T
Zk(T )
log2
2−
|pi|
T
Zk(T )
.
Thus, Sk(T ) ≥ 0 for every k ∈ N
+. We also see that, for every k ≥ 2 and every T ∈ (0, 1),
Sk(T ) ≥ −
2−
|p1|
T
Zk(T )
log2
2−
|p1|
T
Zk(T )
> 0.
Hence, for every T ∈ (0, 1),
S(T ) ≥ −
2−
|p1|
T
Z(T )
log2
2−
|p1|
T
Z(T )
> 0.
On the other hand, from (10) we see that, for every k ∈ N+ and every T ∈ (0, 1),
Ck(T ) =
ln 2
T 2
k∑
i=1
{|pi| − Ek(T )}
2 2
−
|pi|
T
Zk(T )
. (11)
Thus, Ck(T ) ≥ 0 for every k ∈ N
+ and every T ∈ (0, 1). We note that there exists l ∈ N+ such that
|pl| ≤ |pi| for every i ∈ N
+. It is then easy to see that there exists k0 ∈ N
+ such that, for every
k ≥ k0 and every T ∈ (0, 1), |pl| < Ek(T ). This is because there exists i ∈ N
+ such that |pl| < |pi|.
Thus, by (11) we see that, for every k ≥ max{l, k0} and every T ∈ (0, 1),
Ck(T ) ≥
ln 2
T 2
{|pl| − Ek(T )}
2 2
−
|pl|
T
Zk(T )
> 0. (12)
It is also easy to see that |pl| < E(T ) for every T ∈ (0, 1). It follows from (12) that C(T ) > 0 for
every T ∈ (0, 1).
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Theorem 4.6. Let f : (0, 1) → R. Suppose that f is increasing and there exists g : (0, 1)×N+ → R
which satisfies the following four conditions:
(i) limk→∞ g(T, k) = f(T ) for every T ∈ (0, 1).
(ii) {(q, r, k) ∈ Q× (Q ∩ (0, 1)) × N+ | q < g(r, k)} is an r.e. set.
(iii) For every T ∈ (0, 1), there exist a ∈ N, k0 ∈ N
+, and t ∈ (T, 1) such that, for every k ≥ k0
and every x ∈ (T, t), g(x, k) − g(T, k) ≤ 2a(x− T ).
(iv) For every T ∈ (0, 1), there exist b ∈ N and k1 ∈ N
+ such that, for every k ≥ k1,
2−
|pk+1|
T
−b ≤ g(T, k + 1)− g(T, k).
Then, for every T ∈ (0, 1), if f(T ) is right-computable then T is weakly Chaitin T -random.
Proof. The proof of Theorem 4.6 is obtained by slightly simplifying the proof of Theorem 4.7
below.
Theorem 4.7. Let f : (0, 1) → R. Suppose that f is increasing and there exists g : (0, 1)×N+ → R
which satisfies the following four conditions:
(i) limk→∞ g(T, k) = f(T ) for every T ∈ (0, 1).
(ii) {(q, r, k) ∈ Q× (Q ∩ (0, 1)) × N+ | q < g(r, k)} is an r.e. set.
(iii) For every T ∈ (0, 1), there exist a ∈ N, k0 ∈ N
+, and t ∈ (T, 1) such that, for every k ≥ k0
and every x ∈ (T, t), g(x, k) − g(T, k) ≤ 2a(x− T ).
(iv) For every T ∈ (0, 1), there exist b ∈ N, c ∈ N+, and k1 ∈ N
+ such that, for every k ≥ k1,
|pk+1|
c2−
|pk+1|
T
−b ≤ g(T, k + 1)− g(T, k).
Then, for every T ∈ (0, 1), if f(T ) is right-computable then T is Chaitin T -random.
Proof. Suppose that T ∈ (0, 1) and f(T ) is right-computable. Then there exists a total recursive
function h : N+ → Q such that f(T ) ≤ h(m) for all m ∈ N+ and limm→∞ h(m) = f(T ).
Since the condition (iii) holds for g, there exist a ∈ N, k0 ∈ N
+, and t ∈ (T, 1) such that
g(x, k) − g(T, k) ≤ 2a(x− T ) (13)
for every k ≥ k0 and every x ∈ (T, t). We choose any one n0 ∈ N
+ such that 0.Tn + 2
−n < t for all
n ≥ n0. Such n0 exists since T < t and limn→∞ 0.Tn + 2
−n = T . Since Tn is the first n bits of the
base-two expansion of T with infinitely many zeros, we further see that T < 0.Tn + 2
−n < t for all
n ≥ n0.
On the other hand, since the condition (iv) holds for g, there exist b ∈ N, c ∈ N+, and k1 ∈ N
+
such that
|pk+1|
c2−
|pk+1|
T
−b ≤ g(T, k + 1)− g(T, k)
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for every k ≥ k1. Without loss of generality, we can assume that k1 = k0. Thus, since g(T, k) is
increasing on k with k ≥ k0 and the condition (i) holds,
|pi|
c 2−
|pi|
T
−b < f(T )− g(T, k) (14)
if i > k ≥ k0.
Now, given Tn with n ≥ n0, one can effectively find ke,me ∈ N
+ such that ke ≥ k0 and
h(me) < g(0.Tn+2
−n, ke). This is possible because f(T ) < f(0.Tn+2
−n), limk→∞ g(0.Tn+2
−n, k) =
f(0.Tn + 2
−n), and the condition (ii) holds for g. It follows from f(T ) ≤ h(me) and (13) that
f(T )− g(T, ke) < g(0.Tn + 2
−n, ke) − g(T, ke) ≤ 2
a−n. It follows from (14) that, for every i > ke,
|pi|
c 2−
|pi|
T
−b < 2a−n and therefore cT log2 |pi| − (a+ b)T < |pi| − Tn. Thus, by calculating the set
{U(pi) | i ≤ ke } and picking any one finite binary string s which is not in this set, one can then
obtain s ∈ {0, 1}∗ such that cT log2H(s)− (a+ b)T < H(s)− Tn.
Hence, there exists a partial recursive function Ψ: {0, 1}∗ → {0, 1}∗ such that
cT log2H(Ψ(Tn))− (a+ b)T < H(Ψ(Tn))− Tn
for all n ≥ n0. Applying this inequality to itself, we have cT log2 n < H(Ψ(Tn)) − Tn + O(1), for
all n ∈ N+. On the other hand, using (1), there is cΨ ∈ N such that H(Ψ(Tn)) ≤ H(Tn) + cΨ for
all n ≥ n0. It follows that cT log2 n < H(Tn)− Tn+O(1). Hence, T is Chaitin T -random.
Theorem 4.8. Let f : (0, 1) → R. Suppose that f is increasing and there exists g : (0, 1)×N+ → R
which satisfies the following three conditions:
(i) For every T ∈ (0, 1), limk→∞ g(T, k) = f(T ).
(ii) For every T1, T2 ∈ (0, 1) with T1 < T2, there exists k0 ∈ N
+ such that, for every k ≥ k0 and
every x ∈ [T1, T2], g(x, k) ≤ f(x).
(iii) The set {(q, r, k) ∈ Q× (Q ∩ (0, 1)) × N+ | q < g(r, k)} is r.e.
Then, for every T ∈ (0, 1), if f(T ) is right-computable then T is also right-computable.
Proof. Suppose that T ∈ (0, 1). We choose any t1, t2 ∈ Q with 0 < t1 < T < t2 < 1. Then,
since the condition (ii) holds for g, there exists k0 ∈ N
+ such that g(x, k) ≤ f(x) for every k ≥ k0
and every x ∈ [t1, t2]. Suppose further that f(T ) is right-computable. Then there exists a total
recursive function h : N+ → Q such that f(T ) ≤ h(m) for all m ∈ N+ and limm→∞ h(m) = f(T ).
Thus, since f is increasing and the condition (i) holds for g, we see that, for every r ∈ Q ∩ [t1, t2],
T < r if and only if ∃m ∃ k ≥ k0 h(m) < g(r, k). Since the condition (iii) holds for g, the set
{ r ∈ Q∩ [t1, t2] | ∃m ∃ k ≥ k0 h(m) < g(r, k) } is r.e. and therefore the set { r ∈ Q∩ [t1, t2] | T < r }
is r.e. It follows from T ∈ (t1, t2) that T is right-computable.
Theorem 4.9. Let f : (0, 1) → R. Suppose that there exists g : (0, 1)×N+ → R which satisfies the
following six conditions:
(i) For every T ∈ (0, 1), limk→∞ g(T, k) = f(T ).
(ii) For every T ∈ (0, 1), there exists k0 ∈ N
+ such that, for every k ≥ k0, g(T, k) < f(T ).
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(iii) For every T ∈ (0, 1), there exist a ∈ N, k1 ∈ N
+, and t ∈ (T, 1) such that, for every k ≥ k1
and every x ∈ (T, t), g(x, k) − g(T, k) ≥ 2−a(x− T ).
(iv) For every T ∈ (0, 1), there exist b ∈ N, c ∈ N, and k2 ∈ N
+ such that, for every k ≥ k2,
g(T, k + 1)− g(T, k) ≤ |pk+1|
b 2−|pk+1|/T+c.
(v) For each k ∈ N+, the mapping (0, 1) ∋ T 7→ g(T, k) is a continuous function.
(vi) {(q, r, k) ∈ Q× (Q ∩ (0, 1)) × N+ | q > g(r, k)} is an r.e. set.
Then, for every T ∈ (0, 1), if f(T ) is left-computable and T is right-computable, then T is T -
compressible.
Proof. Suppose that T ∈ (0, 1). Since the condition (ii) holds for g, there exists k0 ∈ N+ such that
g(T, k) < f(T ) (15)
for every k ≥ k0. Since the condition (iii) holds for g, there exist a ∈ N, k1 ∈ N
+, and t ∈ (T, 1)
such that
g(x, k) − g(T, k) ≥ 2−a(x− T ) (16)
for every k ≥ k1 and every x ∈ (T, t). Since the condition (iv) holds for g, there exist b ∈ N, c ∈ N,
and k2 ∈ N
+ such that
g(T, k + 1)− g(T, k) ≤ |pk+1|
b 2−|pk+1|/T+c (17)
for every k ≥ k2. Without loss of generality, we can assume that k0 = k1 = k2.
Suppose further that T is right-computable and f(T ) is left-computable. Then there exists a
total recursive function A : N+ → Q such that T < A(l) < t for all l ∈ N+ and liml→∞A(l) = T ,
and there exists a total recursive function B : N+ → Q such that B(m) ≤ f(T ) for all m ∈ N+ and
limm→∞B(m) = f(T ).
Let u be an arbitrary computable real number with T < u < 1, and let β =
∑∞
i=1 |pi|
b 2−|pi|/u.
Note that this limit exists and is weakly Chaitin u-random (see Theorem 3.2 (a) of [17] and Theorem
3 (i) of [19]). Thus, the base-two expansion of β contains infinitely many zeros and infinitely many
ones.
Given n and β⌈Tn/u⌉ (i.e., the first ⌈Tn/u⌉ bits of the base-two expansion of β − ⌊β⌋), one can
effectively find ke ∈ N
+ such that ke ≥ k0 and
0.β⌈Tn/u⌉ + ⌊β⌋ <
ke∑
i=1
|pi|
b 2−
|pi|
u .
This is possible since 0.β⌈Tn/u⌉+⌊β⌋ < β and limk→∞
∑k
i=1 |pi|
b 2−|pi|/u = β. Since β−(0.β⌈Tn/u⌉+
⌊β⌋) ≤ 2−⌈Tn/u⌉ ≤ 2−Tn/u, it is then shown that
∞∑
i=ke+1
|pi|
b 2−
|pi|
u = β −
ke∑
i=1
|pi|
b 2−
|pi|
u < 2−Tn/u.
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Raising both ends of this inequality to the power u/T and using the inequality xz + yz ≤ (x+ y)z
for real numbers x, y > 0 and z ≥ 1, we have
∞∑
i=ke+1
|pi|
b 2−
|pi|
T ≤
∞∑
i=ke+1
|pi|
bu
T 2−
|pi|
T < 2−n.
Using (17) and the condition (i), it follows that
f(T )− g(T, ke) <
∞∑
i=ke+1
|pi|
b 2−
|pi|
T
+c < 2c−n. (18)
On the other hand, since the condition (v) holds for g, g(T, ke) = liml→∞ g(A(l), ke). Obviously,
g(T, ke) < f(T ) by (15). Thus, since the condition (vi) holds for g, one can then effectively find
le,me ∈ N
+ such that g(A(le), ke) < B(me). It follows from (18) and (16) that
2c−n > f(T )− g(T, ke) ≥ B(me)− g(T, ke) > g(A(le), ke)− g(T, ke) ≥ 2
−a(A(le)− T ).
Thus, 0 < A(le)− T < 2
a+c−n. Let rn be the first n bits of the base-two expansion of the rational
number A(le) with infinitely many zeros. Then |A(le)− 0.rn | < 2
−n. It follows from |T − 0.Tn | <
2−n that | 0.Tn − 0.rn | < (2
a+c+2)2−n. Hence, Tn = rn, rn± 1, rn± 2, . . . , rn± (2
a+c +1), where
Tn and rn are regarded as a dyadic integer. Thus, there are still 2
a+c+1 + 3 possibilities of Tn, so
that one needs only a+ c+ 3 bits more in order to determine Tn.
Thus, there exists a partial recursive function Φ: N+×{0, 1}∗×{0, 1}∗ → {0, 1}∗ such that, for
every n ∈ N+, there exists s ∈ {0, 1}∗ with the properties that |s| = a+ c+3 and Φ(n, β⌈Tn/u⌉, s) =
Tn. It follows from (2) that H(Tn) ≤ |β⌈Tn/u⌉| + o(n) ≤ Tn/u + o(n), which implies that T is
T/u-compressible. Since u is an arbitrary computable real number with T < u < 1, it follows that
T is T -compressible.
5 The proofs of the main results
In this section we complete the proofs of our main results; Theorems 4.1, 4.2, and 4.3.
5.1 The proof of Theorem 4.1
We first complete the proof of Theorem 4.1, based on Theorems 4.4, 4.6, 4.8, and 4.9, as follows.
Let f : (0, 1) → R with f(T ) = −F (T ), and let g : (0, 1) × N+ → R with g(T, k) = −Fk(T ).
First, it follows from Theorem 4.4 (ii) and (iii) that f is increasing.
Obviously, limk→∞ g(T, k) = f(T ) for every T ∈ (0, 1). Using the mean value theorem we see
that, for every T ∈ (0, 1) and every k ∈ N+,
2−
|pk+1|
T
Zk+1(T )
< lnZk+1(T )− lnZk(T ) <
2−
|pk+1|
T
Zk(T )
. (19)
It follows that, for every T ∈ (0, 1) and every k ∈ N+, g(T, k) < g(T, k+1) and therefore g(T, k) <
f(T ). At this point, the conditions (i) and (ii) of Theorem 4.6, all conditions of Theorem 4.8, and
the conditions (i), (ii), (v), and (vi) of Theorem 4.9 hold for g.
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Using (19) we see that, for every T ∈ (0, 1) and every k ∈ N+,
T2−
|pk+1|
T
Zk+1(T ) ln 2
< g(T, k + 1)− g(T, k) <
T2−
|pk+1|
T
Zk(T ) ln 2
.
Thus, the condition (iv) of Theorem 4.6 and the condition (iv) of Theorem 4.9 hold for g.
Using the mean value theorem and Theorem 4.4 (i) and (iii), we see that
Sk(T )(x− T ) ≤ g(x, k) − g(T, k) ≤ Sk(t)(x− T ) (20)
for every k ∈ N+ and every T, x, t ∈ (0, 1) with T < x < t. On the other hand, we see that, for
every k ∈ N+ and every T ∈ (0, 1),
Ek+1(T )− Ek(T ) =
Zk(T ) |pk+1| −Wk(T )
Zk+1(T )Zk(T )
2−
|pk+1|
T .
Recall here that, for every T ∈ (0, 1), limk→∞Zk(T ) and limk→∞Wk(T ) exist and are positive
by Lemma 4.5 (i). It follows from limk→∞ |pk+1| = ∞ that, for every T ∈ (0, 1), there exists
k0 ∈ N
+ such that, for every k ≥ k0, Ek(T ) < Ek+1(T ) and therefore Sk(T ) < Sk+1(T ) by
(19). Using Theorem 4.4 (iii), we see that, for every T ∈ (0, 1), there exists k1 ∈ N
+ such that,
for every k ≥ k1, 0 < Sk1(T ) ≤ Sk(T ) < S(T ). Thus, using (20), for every T, t ∈ (0, 1) with
T < t, there exists k2 ∈ N
+ such that Sk2(T ) > 0 and for every k ≥ k2 and every x ∈ (T, t),
Sk2(T )(x− T ) ≤ g(x, k)− g(T, k) < S(t)(x− T ). Therefore, the condition (iii) of Theorem 4.6 and
the condition (iii) of Theorem 4.9 hold for g.
Thus, Theorem 4.6, Theorem 4.8, and Theorem 4.9 result in the following three theorems,
respectively.
Theorem 5.1. For every T ∈ (0, 1), if F (T ) is left-computable then T is weakly Chaitin T -
random.
Theorem 5.2. For every T ∈ (0, 1), if F (T ) is left-computable then T is right-computable.
Theorem 5.3. For every T ∈ (0, 1), if both F (T ) and T are right-computable then T is T -
compressible.
Theorem 4.1 follows immediately from these three theorems.
5.2 The proof of Theorem 4.2
We complete the proof of Theorem 4.2, based on Theorems 4.4, 4.7, 4.8, and 4.9, as follows.
Let f : (0, 1) → R with f(T ) = E(T ), and let g : (0, 1) × N+ → R with g(T, k) = Ek(T ). First,
by Theorem 4.4 (ii) and (iii), we see that E′(T ) = C(T ) > 0 for every T ∈ (0, 1). Thus f is
increasing.
Obviously, limk→∞ g(T, k) = f(T ) for every T ∈ (0, 1). At this point, the conditions (i) and (ii)
of Theorem 4.7, the conditions (i) and (iii) of Theorem 4.8, and the conditions (i), (v), and (vi) of
Theorem 4.9 hold for g.
We see that, for every k ∈ N+ and every T ∈ (0, 1),
Ek+1(T )− Ek(T ) =
Zk(T ) |pk+1| −Wk(T )
Zk+1(T )Zk(T )
2−
|pk+1|
T . (21)
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Recall here that, for every T ∈ (0, 1), limk→∞Zk(T ) and limk→∞Wk(T ) exist and are positive by
Lemma 4.5 (i). It follows from limk→∞ |pk+1| = ∞ that, for every T ∈ (0, 1), there exist a ∈ N,
b ∈ N, and k0 ∈ N
+ such that, every k ≥ k0,
|pk+1| 2
−
|pk+1|
T
−a ≤ g(T, k + 1)− g(T, k) ≤ |pk+1| 2
−
|pk+1|
T
+b. (22)
Thus, the condition (iv) of Theorem 4.7 and the condition (iv) of Theorem 4.9 hold for g. It follows
from (22) that, for every T ∈ (0, 1), there exists k0 ∈ N
+ such that, every k ≥ k0, g(T, k) <
g(T, k + 1) and therefore g(T, k) < f(T ). Thus, the condition (ii) of Theorem 4.9 holds for g.
Using Lemma 4.5 (ii) and (iii) in addition to Lemma 4.5 (i), we can show a stronger statement
than the inequalities (22). The stronger statement for the lower bound of (22) is needed here. That
is, based on (21), Lemma 4.5, and limk→∞ |pk+1| = ∞, we can show that, for every T1, T2 ∈ (0, 1)
with T1 < T2, there exist a ∈ N and k0 ∈ N
+ such that, every k ≥ k0 and every x ∈ [T1, T2],
|pk+1| 2
−
|pk+1|
x
−a ≤ g(x, k + 1)− g(x, k).
It follows that the condition (ii) of Theorem 4.8 holds for g.
Now, using the mean value theorem and Theorem 4.4 (i), we see that, for every k ∈ N+ and
every T, x, t ∈ (0, 1) with T < x < t, there exists y ∈ (T, x) such that
g(x, k) − g(T, k) = Ck(y)(x− T ). (23)
On the other hand, using (10) we see that, for every k ∈ N+ and every T ∈ (0, 1), Ck+1(T )−Ck(T )
is calculated as
ln 2
T 2
2−
|pk+1|
T
Zk+1(T )
[
|pk+1|
2 −
{
Wk+1(T )
Zk+1(T )
+
Wk(T )
Zk(T )
}
|pk+1|
+
{
Wk+1(T )
Zk+1(T )
+
Wk(T )
Zk(T )
}
Wk(T )
Zk(T )
−
Yk(T )
Zk(T )
]
.
Thus, based on Lemma 4.5 and limk→∞ |pk+1| = ∞, we can show that, for every T1, T2 ∈ (0, 1)
with T1 < T2, there exist a ∈ N and k0 ∈ N
+ such that, every k ≥ k0 and every y ∈ [T1, T2],
|pk+1|
2 2
−
|pk+1|
y
−a ≤ Ck+1(y)− Ck(y).
It follows from Theorem 4.4 (iii) that, for every T1, T2 ∈ (0, 1) with T1 < T2, there exist a ∈ N and
k0 ∈ N
+ such that, every k ≥ k0 and every y ∈ [T1, T2],
0 < minCk0([T1, T2]) ≤ Ck(y) < maxC([T1, T2]), (24)
where minCk0([T1, T2]) = min{Ck0(z) | z ∈ [T1, T2] } and maxC([T1, T2]) = max{C(z) | z ∈
[T1, T2] }. In particular, maxC([T1, T2]) exists. This is because the function C(T ) of T is continuous
on (0, 1) by Lemma 4.5 and (10). It follows from (23) and (24) that, for every T, t ∈ (0, 1) with
T < t, there exist a ∈ N, b ∈ N, and k0 ∈ N
+ such that, for every k ≥ k0 and every x ∈ (T, t),
2−a(x− T ) ≤ g(x, k) − g(T, k) < 2b(x− T ). Therefore, the condition (iii) of Theorem 4.7 and the
condition (iii) of Theorem 4.9 hold for g.
Thus, Theorem 4.7, Theorem 4.8, and Theorem 4.9 result in the following three theorems,
respectively.
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Theorem 5.4. For every T ∈ (0, 1), if E(T ) is right-computable then T is Chaitin T -random.
Theorem 5.5. For every T ∈ (0, 1), if E(T ) is right-computable then T is also right-computable.
Theorem 5.6. For every T ∈ (0, 1), if E(T ) is left-computable and T is right-computable, then T
is T -compressible.
Theorem 4.2 follows immediately from these three theorems.
5.3 The proof of Theorem 4.3
In a similar manner to the proof of Theorem 4.2 described in the previous subsection, we can
prove Theorem 4.3, based on Theorems 4.4, 4.7, 4.8, and 4.9. It is easy to convert the proof of
Theorem 4.2 into the the proof of Theorem 4.3, because of the similarity between E′k(T ) = Ck(T )
and S′k(T ) = Ck(T )/T given in Theorem 4.4 (i).
6 Some properties of the sufficient conditions
In this section, we investigate some properties of the sufficient conditions for T to be a fixed point
in the fixed point theorems on partial randomness; Theorems 3.4, 4.1, 4.2, and 4.3. First we show
Theorems 6.1, 6.2, 6.3, and 6.4 below on the sufficient conditions.
Theorem 6.1 ([19]). The set {T ∈ (0, 1) | Z(T ) is computable } is dense in (0, 1).
Proof. Since the function 2−l/T of T is increasing on (0, 1) for each l ∈ N+, the function Z(T )
of T is increasing on (0, 1). On the other hand, the function Z(T ) of T is continuous on (0, 1)
by Lemma 4.5 (iii). Thus, since the set of all computable real numbers is dense in R, the result
follows.
Theorem 6.2. The set {T ∈ (0, 1) | F (T ) is computable } is dense in (0, 1).
Proof. It follows from Theorem 4.4 (ii) and (iii) that the function F (T ) of T is a decreasing con-
tinuous function on (0, 1). Since the set of all computable real numbers is dense in R, the result
follows.
In the same manner as the proof of Theorem 6.2, we can prove the following theorems for each
of E(T ) and S(T ).
Theorem 6.3. The set {T ∈ (0, 1) | E(T ) is computable } is dense in (0, 1).
Theorem 6.4. The set {T ∈ (0, 1) | S(T ) is computable } is dense in (0, 1).
Since the relation F (T ) = −T log2 Z(T ) holds from Definition 3.1, we can show the following
theorem on the relation between the sufficient conditions in the fixed point theorems by Z(T ) and
F (T ).
Theorem 6.5. There does not exist T ∈ (0, 1) such that both Z(T ) and F (T ) are computable.
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Proof. Contrarily, assume that both Z(T ) and F (T ) are computable for some T ∈ (0, 1). Since
F (T ) = −T log2 Z(T ) and 0 < Z(T ) < 1, it is easy to see that T is computable. It follows from
Theorem 3.2 (i) that Z(T ) is weakly Chaitin T -random. However, this contradicts the assumption
that Z(T ) is computable, and the result follows.
Thus, the computability of F (T ) gives completely different fixed points from the computability
of Z(T ). This implies that neither the computability of Z(T ) nor the computability of F (T ) is the
necessary condition for T to be a fixed point on partial randomness at all.
In a similar manner, we can prove the following two theorems using the relations S(T ) =
E(T )/T + log2 Z(T ) and S(T ) = (E(T )− F (T ))/T , respectively.
Theorem 6.6. There does not exist T ∈ (0, 1) such that Z(T ), E(T ), and S(T ) are all computable.
Theorem 6.7. There does not exist T ∈ (0, 1) such that F (T ), E(T ), and S(T ) are all computable.
Using the property of a fixed point in the fixed point theorems, we can show the following
theorem.
Theorem 6.8. Sa∩Sb = ∅ for any distinct computable real numbers a, b ∈ (0, 1], where Sa = {T ∈
(0, 1) | Z(aT ) is computable }.
Proof. Let T ∈ (0, 1), and let a be a computable real number with a ∈ (0, 1]. Suppose that
Z(aT ) is computable. Then, by Theorem 3.4, limn→∞H((aT )n)/n = aT . Note that H((aT )n) =
H(Tn) +O(1) for all n ∈ N
+. It follows that limn→∞H(Tn)/n = aT .
Thus, for every computable real numbers a, b ∈ (0, 1], if Sa ∩ Sb 6= ∅ then a = b.
As a corollary of Theorem 6.8, we have the following, for example.
Corollary 6.9. For every T ∈ (0, 1), if Z(T ) is computable, then Z(T/n) is not computable
for every n ∈ N+ with n ≥ 2. In other words, for every T ∈ (0, 1), if the sum
∑∞
i=1 2
−|pi|/T is
computable, then the corresponding power sum
∑∞
i=1
(
2−|pi|/T
)n
is not computable for every n ∈ N+
with n ≥ 2.
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A The proof of Theorem 3.4
For completeness, we prove here Theorem 3.4, based on Theorems 4.6, 4.8, and 4.9, in a similar
manner to the proof of Theorem 4.1 given in Section 5.
Let f : (0, 1) → R with f(T ) = Z(T ), and let g : (0, 1) × N+ → R with g(T, k) = Zk(T ). First,
it follows that f is increasing.
Obviously, limk→∞ g(T, k) = f(T ) for every T ∈ (0, 1). It follows that, for every T ∈ (0, 1) and
every k ∈ N+,
g(T, k + 1)− g(T, k) = 2−
|pk+1|
T .
Thus, for every T ∈ (0, 1) and every k ∈ N+, g(T, k) < g(T, k + 1) and therefore g(T, k) < f(T ).
At this point, the conditions (i), (ii), and (iv) of Theorem 4.6, all conditions of Theorem 4.8, and
the conditions (i), (ii), (iv), (v), and (vi) of Theorem 4.9 hold for g.
Using the mean value theorem we see that, for every k ∈ N+ and every T, x, t ∈ (0, 1) with
T < x < t,
ln 2
t2
Wk(T )(x− T ) < g(x, k) − g(T, k) <
ln 2
T 2
Wk(t)(x− T ),
where Wk(T ) =
∑k
i=1 |pi| 2
−
|pi|
T , as defined before Lemma 4.5 in Section 4. Note that, for every
t ∈ (0, 1), Wk(t) is increasing on k, and W (t) = limk→∞Wk(t) exists by Lemma 4.5 (i). Thus we
see that
ln 2
t2
W1(T )(x− T ) < g(x, k) − g(T, k) <
ln 2
T 2
W (t)(x− T ),
for every k ∈ N+ and every T, x, t ∈ (0, 1) with T < x < t. Therefore, the condition (iii) of
Theorem 4.6 and the condition (iii) of Theorem 4.9 hold for g.
Thus, Theorem 4.6, Theorem 4.8, and Theorem 4.9 result in the following three theorems,
respectively.
Theorem A.1. For every T ∈ (0, 1), if Z(T ) is right-computable then T is weakly Chaitin T -
random.
Theorem A.2. For every T ∈ (0, 1), if Z(T ) is right-computable then T is also right-computable.
Theorem A.3. For every T ∈ (0, 1), if Z(T ) is left-computable and T is right-computable, then T
is T -compressible.
Theorem 3.4 follows immediately from these three theorems.
19
