The Southern Ocean is central to the global climate and the global carbon cycle, and to the climate's response to increasing levels of atmospheric greenhouse gases, as it ventilates a large fraction of the global ocean volume. Global coupled climate models and earth system models, however, vary widely in their simulations of the Southern Ocean and its role in, and response to, the ongoing anthropogenic trend. Due to the region's complex water-mass structure and dynamics, Southern Ocean carbon and heat uptake depend on a combination of winds, eddies, mixing, buoyancy fluxes, and topography. Observationally based metrics are critical for discerning processes and mechanisms, and for validating and comparing climate and earth system models. New observations and understanding have allowed for progress in the creation of observationally based data/model metrics for the Southern Ocean. Metrics presented here provide a means to assess multiple simulations relative to the best available observations and observational products. Climate models that perform better according to these metrics also better simulate the uptake of heat and carbon by the Southern Ocean. This report is not strictly an intercomparison, but rather a distillation of key metrics that can reliably quantify the ''accuracy'' of a simulation against observed, or at least observable, quantities. One overall goal is to recommend standardization of observationally based benchmarks that the modeling community should aspire to meet in order to reduce uncertainties in climate projections, and especially uncertainties related to oceanic heat and carbon uptake.
Introduction
The exchanges of heat and carbon dioxide between the atmosphere and ocean are important to Earth's climate under conditions of anthropogenic forcing. Observations show that 93% of the extra energy in the Earth System due to the radiative imbalance at the top of the atmosphere has accumulated in the ocean (Fasullo & Trenberth, 2012) . The Southern Ocean south of 308S occupies 30% of the surface ocean area and exerts significant influence on the climate system. Model simulations and observational analyses of the Southern Ocean indicate that: (1) 67-98% of the excess heat that is transferred from the atmosphere into the ocean each year is stored south of 208S (Roemmich et al., 2015) ; (2) the Southern Ocean south of 308S accounts for nearly half of the annual oceanic uptake of anthropogenic carbon dioxide from the Special Section:
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Supporting Information: Supporting Information S1 Figure S1 This study's goal is to present what the authors consider to be representative ''useful'' metrics for: (1) assessing a model simulation of the Southern Ocean, especially with respect to its role in the uptake of anthropogenic heat and carbon; and (2) highlighting leading-order processes that lead to intermodel simulation differences (i.e., how are the models different from observed, and what causes these differences). A similar guide for the assessing Antarctic climate simulations was also recently published (Bracegirdle et al., 2016) . That study focused on large-scale climate metrics associated with twenty-first century simulations, whereas this analysis is more narrowly focused on metrics related to heat and carbon uptake. This study is an overview of the need for, and the utility of, observationally based metrics for model intercomparisons generally, and of the Southern Ocean in particular. We present those metrics that are rich in potential analyses and provide insight into the workings of the models and the Southern Ocean. Assessment of each metric, however, is potentially worthy of its own paper discussing the history, comparative strengths and weaknesses of the observations, and of different metric formulations applied in the literature, correlations with significant ocean processes (physical, chemical, biological) , etc. Forthcoming studies by us and other researchers will do just this.
The next section of this study discusses our methods, including how we define the term ''metric,'' and to which observationally based data sets we compare the model simulations. We discuss their applicability for the climatically important parameters we want to determine (e.g., we measure temperature but want to quantify heat content anomalies, and we measure DIC and pH but want to quantify the net air/sea CO 2 flux). We also discuss some technical considerations that we encountered while formulating these metrics. Section 3 presents results of different metrics applied to six different simulations and discusses the relevance of each to the workings of the Southern Ocean in general and specifically to the effect on the uptake of heat and carbon. In section 4, we illustrate the utility of derived metrics, calculated from observational data, for assessing heat and carbon update, and we end with a summary of the utility of metrics and the potential for new ones as new observational data become available. We have included, as supporting information, a host of other metrics that we considered but determined were ancillary to our main focus on heat and carbon uptake.
Metrics, Data, and Models
For our purposes, a metric is any quantity or quantifiable pattern that summarizes a particular process or the response in a model to known forcings. We focus here on key metrics associated with the sequestration of heat and CO 2 into the ocean that are directly observable (e.g., SST) or calculable (e.g., heat content).
In this report, we use the following terms:
1. observational data are quantities measured with a sensor (such as temperature, carbon content, humidity, pH, wind speed and direction, etc., including measurements from satellites), or based on direct measurements (such as heat content and wind stress, etc.) that are provided as time series at individual locations, or as 3-D or 4-D gridded products; 2. state estimation data are the output of a data-assimilating numerical model in which the differences between the model output and the observations are minimized over a multiyear assimilation window using fourdimensional variational assimilation (e.g., the Southern Ocean State Estimate, SOSE, Mazloff et al., 2010) ; 3. reanalysis data are like state estimation data, in that they are computed using variational assimilation, but the method is adapted for numerical weather prediction and uses a time window of a few days, allowing for tighter constraint to observations than in state estimation; and 4. simulation data are the output of numerical simulations in which all quantities are internally generated, except for the initial conditions, the internal parameters (including the model parameterization schemes), and the external parameters and boundary conditions such as: the size and rotation rate of the planet, the solar constant, and the quantities of radiatively important gases in the atmosphere (as in CMIP1-CMIP3) or the net radiative imbalance at the top of the atmosphere in 2100 (as in CMIP5). Wherever possible, model simulations are compared to actual observations and the atlases based on them, but when observations are too sparse in space and/or time to form a complete picture, we rely on modelassisted state estimates and reanalyses as well as metrics derived from observations through parameterizations, bulk formulae, or other empirical relationships.
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Observationally Based Sources
For this study, we compare ocean temperature-based metrics of the model simulations to the 2013 World Ocean Atlas (WOA13; Garcia et al., 2014; Locarnini et al., 2013; Zweng et al., 2013) . Gridded versions are available through the National Oceanographic Data Center (NODC, https://www.nodc.noaa.gov/OC5/ woa13/woa13data.html). Since 1982, the World Ocean Atlas (Levitus, 1982) has provided consistent, complete, up-to-date data on the ocean's temperature, salinity, and nutrients, compiled from satellite measurements, ship-based observations, profiling floats, and other sources.
Observations of the relevant species integral to quantifying the state of the oceanic carbon system-dissolved inorganic carbon (DIC) or total carbon (TCO 2 or RCO 2 ); alkalinity; pH and pCO 2 -have been synthesized, standardized, and mapped into regularly gridded data sets, first in the Global Ocean Data Analysis Project (GLODAP, Key et al., 2004) and more recently as part of GLODAPv2 (Key et al., 2015 . GLODAPv2 serves as our observational benchmark for pH, calculated from total alkalinity and DIC; these data are available from CDIAC (http://cdiac.ornl.gov/oceans/GLODAPv2/).
Climate and atmospheric reanalyses, like the Climate Forecast System Reanalysis (CFSR, Saha et al., 2010) , the National Center for Environmental Prediction (NCEP) reanalysis (Kalnay et al., 1996) , the NCEP2 reanalysis (Kanamitsu et al., 2002) , and the ECMWF (European Centre for Medium-Range Weather Forecasts) Reanalysis (ERA40, Uppala et al., 2005) Verdy & Mazloff, 2017) , includes both physical and biogeochemical properties of the ocean (between January 2008 and December 2012) to determine the ''best-fit'' ocean state. B-SOSE, while currently available at a lower 1/38 resolution than SOSE, continues to improve, by incorporating a rapidly growing quantity of observational data and incorporating biogeochemical processes (Galbraith et al., 2015) . We use B-SOSE velocities as our ''observed'' benchmark, but we re-emphasize that these velocities are really model estimates, and at 1/38 resolution, B-SOSE is still coarser than eddy-simulating, so observed velocities likely differ in eddy-rich areas. Supporting information Figure S13 includes data from the original 2006-2010 SOSE at the higher (1/68) resolution.
Model Simulations
All model output used in this study was submitted as part of the IPCC-AR5/CMIP5 intercomparisons and were downloaded from the Program for Climate Model Diagnosis and Intercomparison (PCMDI, now the Earth System Grid Federation, ESGF, https://esgf-node.llnl.gov/projects/esgf-llnl/). Each of the simulations is for the ''Historical'' period and includes prescribed atmospheric CO 2 and all other the forcing mechanisms (radiative, aerosol, etc.), from 1860 through 2005 (Taylor et al., 2012) . The CMIP5 models include different ozone forcing fields ranging from prescribed to prognostic stratospheric ozone changes, resulting in different responses of the SH westerlies to any changes in stratospheric ozone. The model output presented here includes the average of all simulated months from January 1986 to December 2005, a 20 year annual average. When more than one member of an ensemble was submitted, we used only the first member. Five of the simulations we examine are from Earth System Models (ESM) that include explicit carbon cycling within and between the various climate system components (atmosphere, ocean, land, vegetation) . The sixth simulation is from a coupled atmosphere-ocean global climate model in which the carbon is an external parameter and only affects the radiative properties of the atmosphere. References and websites for these model simulations are shown in Table 1 .
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These six models were chosen based on some simple criteria. First and foremost, each had all of the variables that were needed to calculate the metrics we wished to present. Second, during the analysis of the simulations and the writing of this study, the PCMDI database suffered an outside hack and was unavailable for almost 12 calendar months; we were satisfied that the models for which we had data represented a reasonable cross section of the available models in that, as a group, these captured some features well while other features had large intermodel differences. This paper has been written to document the metrics rather than to present a complete intercomparison. Our original intent and future goal is to assess and publish a focused, thorough intercomparison of all the available CMIP5 simulations that have reported all of the necessary variables.
Careful attention must be paid to the processing of both the observationally based data and the model output in order to ensure a clean comparison. Several of the CMIP5 models used here (GFDL-ESM2M, MIROC-ESM, MRI-ESM1) have reported their output on nonstandard grids (that is, a grid in which latitude or longitude is not uniformly represented by a single model index), most often due to a curvilinear remapping in the native ocean model grid employed to address the singularity at the North Pole. This complicates quantitative comparisons of variables along standard sections (lines of latitude or longitude) and the creation of ensembles from multiple models. Care must be taken to ensure that information is not lost-especially for velocity values near coastlines. For these models, output was linearly interpolated (from all the valid nearby points) onto a regular 18-by-18 grid (with FERRET, http://ferret.pmel.noaa.gov). Although interpolation of simulated fields to a standard grid makes the analysis more convenient, it makes closing of heat and carbon budgets challenging. Nonlinear terms, such as advective and parameterized fluxes of heat and biogeochemical quantities, need to be calculated on the native model grids and integrated in time.
Results
We now present several observationally based metrics associated with the Southern Ocean circulation, heat and carbon uptake, and biological recycling. Some metrics are pattern-based: individual features or groups of features demonstrate where data/model differences lie. Some metrics can be reduced to a single number: e.g., the strength of the ACC transport at Drake Passage or the latitude of the maximum zonal mean winds over the Southern Ocean. We leave our assessment of ''derived'' metrics-quantities that are not measured directly, but are calculated based on parameterizations, bulk formulae, or other empirical relationships-to the Discussion section. Additional metrics are also discussed in the supporting information.
Wind Stress
The strength, extent, and latitudinal position of the Southern Hemisphere surface westerlies ( Figure 1 ) are crucial to the simulation of the circulation, vertical exchange and overturning, and heat and carbon fluxes over the Southern Ocean. The net transfer of wind energy to the ocean depends critically on the strength and latitudinal structure of the winds. Equatorward-shifted winds are less aligned with the latitudes of the Ferrari & Wunsch, 2009) , it is essential that simulations get the winds right. The Southern Hemisphere westerlies have intensified over recent decades, and this intensification will likely continue into the future with increasing greenhouse gas addition. Gent (2016) has recently summarized the expected impact on the meridional overturning in the Southern Ocean, pointing out the important opposing effect of eddy activity. Other previous studies that have assessed CMIP5 and/or CMIP3 simulations using various metrics related to the wind stress include Bracegirdle et al. (2013) , Sen Gupta et al. (2009) , and Meijers et al. (2012) .
Stratification in the Southern Ocean, nominally the observed vertical density gradient, is a result of the balance between Ekman advection, surface buoyancy fluxes, and eddy-induced buoyancy fluxes (e.g., Marshall Figure 1g ) has a strong localized westerly patch in the southernmost Ross Sea at 788S leading to the strong westerly stress at that latitude in Figure 2 (magenta line). & Radko, 2003; Marshall & Speer, 2012) , so biases in any of these will lead to errors in the isopycnal slopes and water mass properties. Critically important for the heat and carbon uptake are the effects of the winds in driving the deep upwelling around Antarctica due to the surface divergence of the Ekman flow south of the wind stress maximum and surface convergence north of it. The strong upwelling and subsequent downwelling provide the pathway between the deep ocean and the atmosphere allowing for the sequestration of heat and carbon in the deep and the renewal of surface nutrients. As has been shown, the openness of this doorway to the deep ocean affects the overall sensitivity of coupled climate and earth system models to anthropogenic change (Russell et al., 2006b; Stouffer et al., 2006) . Additionally, winds affect the heat and carbon uptake via sea ice export, and the strength of the Weddell and Ross gyres (Cheon et al., 2014; Holland & Kwok, 2012) . Figure 1 shows the monthly mean zonal wind stress (in N/m 2 ) for all months in the period of record: years January 1981 through December 2010 for the CFSR reanalysis data (our proxy for the observations); January 2008 through December 2012 for the B-SOSE assimilated data; and January 1986 through December 2005 for the CMIP5 simulations. The data are presented as a polar stereographic plot for each data set, and grid lines are added (in green) every 608 of longitude (at 08, 608E, 1208E, 1808, 1208W, and 608W) and every 158 of latitude (at 758S, 608S, 458S, and 308S). Figure 2 shows the zonal mean of the plots in Figure 1 at all longitudes over the ocean only. As noted in the fourth and fifth IPCC assessments, most of the models have their maximum zonal wind stress equatorward of the reanalysis and this systematic bias may affect the models' response to increasing radiative forcing (Flato et al., 2013; Randall et al., 2007) .
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As in the reanalysis (Figure 1a ), all simulations have the strongest surface westerlies in the Indian sector of the Southern Ocean between 558S and 458S, although each simulation has its zonal-mean zonal wind stress northward (equatorward) of the observations (Figure 2 ). The zonal extent of the maximum zonal winds (dark purple, 0.2 N/m 2 ) has significant intermodel variability, although most simulations have a local Figure 2 . The zonal and annual means of the zonal wind stress (N/m 2 ) for each of the eight maps in Figure 1 -note that each of the model simulations (colors) and B-SOSE (gray) have the peak wind stress equatorward of the observations (black). Also shown are the latitudes of the observed ''poleward zero wind stress'' and the ''equatorward zero wind stress'' which delineate the ''width of the westerly band'' discussed in the text and highlighted in Table 2 .
Journal of Geophysical Research: Oceans 10.1002/2017JC013461 maximum in the wind stress immediately south of New Zealand (at 558S, 1708E). Each model has easterly winds along the Antarctic coast that are less intense than in the CFSR reanalysis. The B-SOSE assimilation has a less intense maximum in both magnitude and extent than the observations or any of the model simulations except for MIROC-ESM. Note that the equatorward zero zonal wind stress line is fairly consistent across data sets, but the width of the westerly band varies due to variations in the poleward extent of this band, and this has consequences for heat and carbon uptake (see Table 2 ).
Fronts: Polar and Subantarctic
The main fronts in the Southern Ocean, the Polar Front in the midst of the Antarctic Circumpolar Current, and the Subantarctic Front marking its northern extent, are indicated by sharp gradients in temperature and nutrients. Most of the transport of the ACC occurs along these two frontal boundaries, and they are essential for the upwelling of nutrients (and ecosystem dynamics) and the uptake of heat and carbon. For our purposes, we chose not to assess the other main fronts in the Southern Ocean, specifically the Subtropical Front that separates the colder southern water from the subtropical gyre to the north, or the Southern ACC Front and Southern Boundary that mark the southern side of the ACC and that are coincident with the winter sea ice edge in many sectors. The Subantarctic and Polar Fronts are marked by steep isopycnal surfaces roughly separating the surface waters from the intermediate waters and the intermediate waters from the deep waters of the Antarctic (Orsi et al., 1995) . The locations of these fronts are tied both to the varying sea surface height field and to the bottom topography. Frontal locations are pertinent to the ongoing discussion of the importance of eddies to the meridional heat transport across and the meridional overturning of the ACC (Marshall & Speer, 2012) .
There have been several recent efforts to identify the Polar and/or Subantarctic Fronts in the Southern Ocean from satellite data of sea surface height (Gille, 2014; Shao et al., 2015; Sokolov & Rintoul, 2007 and of sea surface temperature (Dong et al., 2006; Freeman & Lovenduski, 2016; Kostianoy et al., 2004; Moore et al., 1999) , with some resulting differences due to methodologies and assumptions. Data and model simulations can be compared to each other directly-once a definition of location of the front is agreed upon. As the fronts mark locations of steep temperature gradients and more intense vertical motion, any latitudinal offset will affect the local air-sea temperature differences and has the potential to bias the net heat and carbon fluxes.
The definitions of the fronts used here (see Figure 3 caption) are simplified versions derived from Orsi et al. (1995, cf. )-who used hydrographic subsurface measurements to identify the locations of the steeply sloping isopycnals that separate water masses. Moving northward, we define the Polar Front as the location where the minimum temperature in the top 200 m exceeds 28C, and the Subantarctic Front as the poleward location where the temperature at 400 m exceeds 48C. We choose these definitions as an easy way to indicate the wide disparity among the model simulations. A nonobservationally based metric, relating the position of the ACC core to flow-weighted latitude, is presented by Sen Gupta et al. (2009) : while this metric does present a concise way to compare simulations to each other, we chose an observationally based metric. The frontal positions are clearly tied to the bathymetry (see supporting information Figure S14 ), most notably the southward dip just west of the Campbell Plateau (centered at 1708E) and the northward turn just east of it. All of the data sets show the northward excursion of both fronts immediately downstream of the Drake Passage and the general shift southward across the Indian and the Pacific. There are clearly large differences between the simulations, some of which are tied to the underlying topography (CSIRO generally, see supporting information Figure SXX ) and some to the temperature-based definition of the fronts: e.g., ESM2M in the South Pacific centered around 1208W where the Subantarctic Front, defined as the poleward location of the 48C isotherm at 400 m, is significantly southward due to the overall warm bias of the simulation.
ACC Transport
Observations of the hydrographic properties along a section are the main way we determine the transport in the ocean across that section. Accordingly, measurements of the temperature and salinity throughout the water column are the ''bedrock'' on which our understanding of the ocean and its circulations rests. Transports, however, are not directly measurable: transport calculations rely on certain assumptions (especially a ''level of known motion'') that are difficult to assess in places (e.g., the ACC). The study by Donohue et al. (2016) reported the barotropic and baroclinic transport in Drake Passage derived from the CPIES array. A model-based metric of the ACC transport reported by Meijers et al. (2012) uses the barotropic transport Orsi et al (1995) , the Polar Front is defined here as the poleward location of the 28C isotherm of the temperature minimum between 0 and 200 m; the Subantarctic Front is defined here as the poleward location of the 48C isotherm at 400 m. FL2016 use the observed temperature gradient at the surface to define the Polar Front. In general, the thick black line (WOA13) and the thick gray line (FL2016) are close to each other, except in the Western Indian around the Kerguelen Plateau (608-808E) where the satellite data have it north of the plateau while the ocean temperature definition has it south of the plateau.
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The transport of the Antarctic Circumpolar Current (ACC) through Drake Passage is a critical metric for SO simulations. By changing the volumes and properties of ventilated waters, the strength and location of the ACC impact both the properties and the meridional overturning circulation of the Southern Ocean (B€ oning et al., 2008; Dufour et al., 2013; Heuz e et al., 2015) . The ACC transport depends on several different simulation features: strength and position of the Southern Hemisphere westerlies, meridional isopycnal slope, salt import from the Atlantic across 308S via North Atlantic Deep Water production, net heat flux gradient across the current, etc. (Russell et al., 2006a) , so it is a reasonable measure of the overall simulation of the SO.
However, even this ''simple'' metric has been hard to verify observationally; previous estimates of the baroclinic ACC transport have generally been similar: 134 6 11.2 Sv by Whitworth & Peterson (1985) (1 Sv 5 10 6 m 3 /s); a mean of 137 6 8 Sv with variability of 627 Sv by Cunningham et al. (2003) and Meredith et al. (2011) ; 127.7 61.0 Sv with a standard deviation of 8.1 Sv by Chidichimo et al. (2014) . The most recent estimate (Donohue et al., 2016) , based on direct measurements of the barotropic bottom transport with the cDrake array (Chereskin et al., 2012) , reports a total ACC transport of 173.3 610.7 Sv, comprised of a The net transport through Drake Passage in model simulations is simply the surface to bottom integral of the zonal velocity between the tips of the Antarctic Peninsula and South America (Figure 4) .
Here, for each model, we integrate along the longitude closest to 698W (without interpolation). As noted by Russell et al. (2006a) and others, there are a host of reasons why a simulation can have the wrong ACC transport. The leading problems are: (1) winds that are too weak and too far equatorward;
(2) an incorrect gradient in air-sea fluxes of heat and freshwater over the ACC; (3) not enough salt being exported from the Atlantic as part of NADW that upwells on the southern side of the ACC; (4) incorrect bottom topography; and (5) errors in the near-bottom flows. Biases in the isopycnal slopes, which are partly explained by uncertainties in eddy parameterizations, can also explain biases in the simulated ACC strength. Biases in the details of the flow into and out of Drake Passage (especially its vertical structure) and stratification will lead to biases in the zonal heat/carbon transport and interbasin communication.
In our CMIP5 model subset, models with more wind over the latitudes of Drake Passage generally have a stronger ACC, although MIROC is an outlier-it has weak, equatorward-shifted winds (Table 2 & Figure 1 ), yet has the strongest ACC of the models presented. The MIROC simulation highlights an important point: any individual metric cannot determine the ''realism'' of a simulation; only in combination can analysis of standardized metrics assure us that a model is getting ''the right answer for the right reason.'' In coarse resolution models discussed here, the ACC transport is also sensitive to the parameterization of the eddyinduced momentum dissipation (''eddy viscosity''), which tends to be smaller in numerical simulations with higher horizontal resolution. Note that the 1/38 resolution B-SOSE reanalysis shows the clear frontal structures that characterize the complex surface flow in the ACC. This structure is poorly represented by the coarser resolution (18 meridional) simulations discussed here.
Sea-Ice
Sea-ice concentration and extent have a first-order role in setting ocean surface freshwater and heat fluxes, as well as the global sea ice-albedo feedback. Sea ice around Antarctica grows outward from the continent every winter and retreats back every summer. Figure 5 shows the maximum and minimum extent from the NCEP2 reanalysis and the various models. Seasonality of sea ice and its thickness influence deep and bottom water formation via brine-rejection processes and via open-ocean convection (e.g., Heuz e et al., 2013), with implications for the heat and carbon cycles (e.g., Bernardello et al., 2014; Bitz et al., 2006) . Sea-ice can influence the air/sea exchange of heat and carbon by influencing the midlatitude jet stream (Kidston et al., 2011) , ocean circulation or ACC transport (Hogg, 2010) , mode/intermediate water mass formation, and ocean stratification and overturning circulation (Abernathy et al., 2016) . More directly, sea-ice is a physical barrier to air/sea exchange, and it impacts lightlimited phytoplankton photosynthesis. In Southern Ocean primary production algorithms, less surface ice coverage in a particular year results in more biological productivity (Arrigo et al., 2008) , enhancing the biological ocean carbon uptake. The new generation of Argo floats with biogeochemical sensors (papers in this issue) will strongly enhance our ability to estimate the biological carbon pump and the sea-ice-biology link.
Sea-ice extent is well-measured from satellites, although there is an uncertainty associated with concentrations less than 15% per pixel. Ice thickness is much more difficult to infer from satellites. NSIDC, NASA, ASPECT all have direct observations of sea ice extent at both poles and the various reanalyses (CFSR, NCEP, and NCEP2) have reasonable representations of the annual cycle.
The quality of sea-ice models has improved dramatically over the last decades (Turner et al., 2013; Zunz et al., 2013) . Biases in sea-ice can reflect wind and ocean-current-driven transport anomalies and heat flux anomalies in the ocean and atmosphere, as well as biases that are intrinsic to the sea ice component formulations. The simulation of sea ice in the models shown in Figure 5 differs widely: the ESM2M model has significantly less ice than observed in all months with virtually no ice in the summer, while the MRI model grows its ice too quickly in fall, and the CSIRO model does not melt back far enough or fast enough in spring. Ice thickness is highly correlated with ice extent (more so in winter), and most of the models have plausible distributions of ice thickness.
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3.5. Lateral Exchanges at the Northern Boundary Ideally, we want to quantify the mean and fluxes for a given property in a given region in order to create a budget: for the Southern Ocean, this reduces to the air/sea flux, the land/sea flux, and the transport across 308S, along with the observed changes in the total or mean quantity (e.g., heat, fresh water, momentum, Figure 5 . Annual sea ice extent (maximum in blue, minimum in red) from reanalysis, state estimation, and several of the coupled climate models submitted as part of the CMIP5/IPCC-AR5 process. The blue region is the mean extent for September, the time of maximum sea ice coverage in the observations, and the red areas are the mean extent in February, the time of minimum coverage in the observations. The edge of full coverage is defined by the 15% areal coverage contour-below 15%, the satellites have a hard time determining the difference between ice and open water (NSIDC). Several of the models have their maximum or minimum coverage either a month before or a month after the month shown here (e.g., HadGEM has its maximum coverage in October-see Figure 5g Figure 5g , the annual cycle of sea ice area (in 10 6 km 2 ) from each of the eight plots. Sea ice in the CFSR reanalysis (not shown) is quite similar to NCEP2.
Journal of Geophysical Research: Oceans 10.1002/2017JC013461 carbon, etc.). Although the large-scale surface fluxes of heat and fresh water are not directly observable, the volume, heat, and tracer exchanges between the Southern Ocean and other ocean basins are powerful metrics for constraining budgets. These metrics are created with an ''inverse-type'' analysis where information on flow volume (shown in Figure 6a ) or heat (Figure 6b ) is mapped onto density layers and then calculated across various sections. An inverse analysis, where flow and tracer quantities are assigned to finely divided density layers is preferable in the climate context we are assessing because it is the net transport of heat and carbon out of the Southern Ocean that matters, as opposed to the classical water mass analysis preferred in a purely oceanographic setting in which water masses are defined based on observed hydrographic properties (e.g., defining Antarctic Intermediate Water as the salinity minimum as in Sall ee et al., 2013a, 2013b) that determine how a particular water mass is being altered.
Observations at 308S, which crosses the subtropical gyres in all three oceans, derived from hydrography and tracer studies, indicate four main depth regimes: southward flow at the surface, northward flow of mode and intermediate waters, southward transport of deep water, and northward transport of bottom water. Observations also indicate a net southward flow of heat into the Southern Ocean, primarily in the Indian Ocean sector, compensated somewhat by the northward Atlantic heat transport. This flow analysis reveals strengths and weaknesses of each simulation with respect to both flow and hydrography.
Hydrographic data offer a means to determine large-scale internal ocean velocities. Volume and heat fluxes depend on a reference velocity estimate, which is often estimated by inverse analysis (e.g., Macdonald & Wunsch, 1996; Ganachaud & Wunsch, 2000) . Assimilation systems such as B-SOSE could potentially serve as a basis for these sorts of metrics, but thus far suffer from inadequacies in the models at the basis of the state estimates, particularly in the deep ocean. Calculating these metrics requires great care. Monthly nonlinear terms must be calculated from instantaneous (rather than monthly mean) velocity/temperature values. To ensure a meaningful interpretation, this metric needs to be provided as a standard model diagnostic and on the native model grid. Care must be taken when the native model grid has its temperature and salinity grid points at different locations than its velocity grid points (Arakawa B-grids and C-grids, Arakawa & Lamb, 1977) : regridding of data-especially velocity-should be used as sparingly as possible, so that net transports are only minimally affected: analytical Talley (2008) . The comparison with Talley (2008) assumes that the model's water mass characteristics are similar to those observed in the real ocean, however, in some cases this leads to a somewhat incomplete representation of the computed transports from the model simulation. The dark blue bars are the integrated totals for each layer and can be compared to the magenta lines, which are the observed values from Talley (2008) . The narrower red bars are equal subdivisions of each blue layer. Unlike the Talley (2008) analysis, we have not separated out the Ekman transport (although we corrected the ''observed'' quantities (in purple) to reflect this, by adding the Ekman transport to the Surface Layer transport). The topmost blue bar in Figure 6a indicates the net transport across 308S-note that both ESM2M and MRI have a significant net northward flow across 308S. The topmost blue bar in Figure 6b indicates the total heat transport across 308S. Positive values are northward transport (out of the Southern Ocean). Also included in Figure 6a are the transports across 328S using the inverse methods described in Lumpkin and Speer (2007) , along with their associated uncertainty for each layer. Note that there may be differences due to the exact location of the sections for each basin between the models (all at 308S), Lumpkin and Speer (2007, all at 328S) and Talley (2008, 328S in the Atlantic and Indian, and 288S in the Pacific).
Journal of Geophysical Research: Oceans
10.1002/2017JC013461 errors are minimized when the volume and heat fluxes are computed using the same formulation that the model itself uses.
For the layer volume transports, we first ''sort'' the grid points at 308S by their density (r h , r 2 , and r 4 ) according to the layer definitions provided by Talley (2008) . This can also be carried in neutral density coordinates, as is common in recent transport analyses. Extra attention must be paid at the transitions between the density ranges to ensure that no grid points are missed and/or double counted. The layered volume transports are then just the zonal and depth integrated velocity in each layer given in 10 6 m 3 /s (Sv). The layer heat/ temperature transports are calculated in a similar fashion: the velocity, temperature (in 8C), in situ density (in kg/m 3 ), and specific heat (J/kg/8) are multiplied together and integrated; the heat transport is given in PW (10 15 J/s). In the future, it would be preferable to have the models record the simulated explicit and parameterized advective heat and carbon transports, so that true budgets could be determined.
The models simulate the four-layer flow pattern (Figure 6a) , although MIROC has a net northward flow in the surface layer. The flows at all levels tend to be weaker than the observations, although this analysis could be hiding relatively strong flows in the same density class that cancel each other out.
Equally important is the realistic stratification at the northern boundary of the Southern Ocean. Biases in the isopycnal depths and in temperature at these isopycnals will lead to errors in the heat exchanges even if the circulation in pressure coordinates is generally realistic. Our analysis (see supporting information Figure S9) demonstrates that models tend to be too dense below 1,000 m and too light above 1,000 m, with the largest biases found in the Indian and Pacific sectors. These density biases complicate the definition of the four layers used in this section. Sall ee et al. (2013a Sall ee et al. ( , 2013b explicitly address the issue of density bias on calculated transports across 308S using dynamically linked water mass definitions.
Northward transport within the intermediate layer is simulated reasonably well; all models, however, tend to put a large part of the transport into light density classes, which is consistent with the density bias discussed above. In contrast, all models (with the exception of HadGEM) underestimate the southward volume transport of the deep water. Given the fact that most of these simulations form a realistic amount of the North Atlantic Deep Water (NADW), this bias indicates an unrealistic ''short-circuiting'' of NADW due to excessive midlatitude upwelling or excessive flow of NADW directly into Indo-Pacific Ocean. ESM2M and MRI have virtually no bottom water in the right density range. Curiously, both ESM2M and MRI have northward nonzero net transports across 308S, of 4 and 2 Sv, respectively. While a nonzero net transport could indicate an excess of precipitation over evaporation south of 308S, flows of this magnitude are larger than expected. Parameterized transport terms, not considered here, could possibly account for the differences.
The models each underestimate the southward heat transport across 308S: the observed transport is 0.9 6 0.3 PW (Talley, 2008) ; CanESM has about 66% of that (0.6 PW), CSIRO has 50%, ESM2M has 33% and HadGEM and MRI have about 10%. Warm bias in the deep water, particularly in the 36.8-45.6 density classes, partially compensates for too weak a volume transport, reducing the biases in the heat transport. MIROC has a decidedly unrealistic net northward transport of heat out of the Southern Ocean.
CO 2 Flux
Of increased focus in the Southern Ocean are the biogeochemical responses and feedbacks to increases in atmospheric CO 2 and resulting changes in ocean physical forcing. Biogeochemical metrics that dovetail into the physical metrics described above are transport of nutrients and carbon across 308S, CO 2 surface fluxes, and surface inorganic carbon parameters, in particular pH and calcium carbonate (aragonite/calcite) saturation states. Data-based validation of biogeochemical models is hampered by a dearth of data in this region and significant data-interpolation errors: statistical approaches to fill in the large spatial and temporal gaps have uncertainties and challenges (Palmer et al., 2010) . With the increasing focus on the role of the Southern Ocean in controlling the global cycles of carbon and nutrients (e.g., Bernardello et al., 2014; Marinov et al., 2006) , and feedbacks on climate, a large increase in Southern Ocean data gathering is occurring aided by autonomous measurements, primarily from profiling floats (Johnson et al., 2017) , but also from ships of opportunity (Munro et al., 2015) . Improvements in data-based approaches such as multilinear regressions and neural networks are providing improved fields for robust model-data comparisons. The metrics below illustrate the first steps on a path to rapidly improving assessment tools.
The CMIP5 model-average estimates that 43% (63%) of the accumulated global oceanic uptake of anthropogenic carbon since the mid-nineteenth century has occurred in the Southern Ocean (Fr€ olicher et al., 10.1002 10. /2017JC013461 2015 . Note that the uptake of ''anthropogenic carbon'' is not an observable quantity, but the fraction of carbon entering the ocean due to the anthropogenic overburden can be derived based on other relationships and other properties, such as transient tracers (Gruber et al., 1996; Khatiwala et al., 2013; Sabine et al., 2004) . In the preindustrial era, the Southern Ocean was clearly a source of carbon to the atmosphere due to the exposure of old, carbon-enriched deep water to the overlying atmosphere. Due to the increasing atmospheric burden, subduction along the Subantarctic Front (see Figure 3 ) has become a significant sink for carbon (anthropogenic and/or natural). Simulating this uptake accurately depends on the physical circulation, the wind position, the wind stress (vis-a-vis the gas exchange rate) and the simulated ocean carbon system: specifically, the volume of deep water that is exposed to the modern surface atmosphere and how much carbon it contains will strongly affect the magnitude of the Southern Ocean sink.
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The LDEO Surface Ocean CO 2 data set, available through CDIAC or directly at (http://www.ldeo.columbia. edu/res/pi/CO2/), has nearly all of the ship-based and other measurements of ocean surface pCO 2 , standardized to a common year and quality controlled. The air/sea pCO 2 difference, along with the NCEP2 wind speed climatology for the calculation of the gas exchange rate, has been used to determine the net flux of carbon through the air/sea interface for each month (Takahashi et al., 2009 , gridded data downloaded from http://www.ldeo.columbia.edu/res/pi/CO2/carbondioxide/pages/air_sea_flux_2010.html). The anthropogenic CO 2 uptake from this data set is 2.0 Pg/yr of carbon globally, in line with estimates of the global Figure 7h is the zonal mean of each of the data sets (in gC/m 2 /yr); and Figure 7i is the cumulative integral of the net CO 2 flux from 908S to 308S (in PgC/yr). The CanESM2 simulation has an order-of-magnitude more uptake and outgassing than the other simulations. The location of the Subantarctic Front (as seen in Figure 3 ) from the WOA13 is shown in magenta in Figure 7a .
Journal of Geophysical Research: Oceans 10.1002/2017JC013461 oceanic uptake from the late 1990s and early 2000s (2.2 Pg/yr in the 1990's from Ciais et al., 2013, See Table  2 ). Interestingly, 0.9 Pg/yr (or 45%) of this uptake occurs south of 308S, in agreement with the model based estimates (43% 6 3% for the CMIP5 ensemble mean). The climatological results in the Southern Ocean are in line with a neural network based CO 2 flux estimate of Landsch€ utzer et al. (2015) .
Models simulate large areas of ingassing north of 408S and large areas of outgassing south of 408S. Relative to the Takahashi data set, the general patterns are consistent, but simulations have both too much ingassing and outgassing, with the outgassing band extending further north across models (Figure 7) . The weaker signal in the Takahashi et al. (2009) data set may be due to the fact that it is the reconstructed flux in 1995; the models show the 1986-2005 average, but are more heavily weighted to the latter decade due to the accelerating rate of atmospheric CO 2 growth.
The advent of biogeochemically sensored floats is likely to increase our understanding of carbon cycling in the Southern Ocean due to both biology and solubility, and biogeochemical floats are providing unprecedented year-round data. This information will provide better targets against which to compare the simulations.
pH
Ocean acidification, the decrease in oceanic pH due to the absorption of CO 2 , is an acknowledged and growing concern. Southern Ocean acidification is projected to lead to aragonite undersaturation in select (2030 , McNeil & Matear, 2008 . Monitoring and accurately simulating the Southern Ocean surface pH and its trend is critical. Small differences can potentially have large effects on simulated acidification trends as calcification rates are especially sensitive to small changes in the pH.
The GLODAPv2 data set (Key et al., 2015; Lauvset et al., 2016; Olsen et al., 2016) provides annually averaged, gridded climatological pH data calculated from the measured alkalinity and total dissolved inorganic carbon (DIC), at the in situ temperature and pressure in the Southern Ocean. GLODAP is heavily biased to summer time measurements when the pH is higher: pH at the surface in the Southern Ocean in winter is lower due to ice cover, lack of biological activity, and deep mixing. The BGC Argo floats will shortly surpass these limited observations and provide detailed depth and seasonal information as well as giving us the opportunity to spot trends as they happen. Early results indicate that the mean float pH is significantly lower than the GLODAPv2 mean, due to ocean acidification and the much older age of the GLODAP data. The difference is consistent with the expected rate of acidification (Johnson et al., 2017) . Finally, the new Biogeochemical Southern Ocean State Estimate (B-SOSE, Verdy & Mazloff, 2017) shows clear signs of recent acidification at the surface. Figure 8 shows the annually averaged pH over the top 50 m. Ekman-driven surface divergence brings old, carbon-rich, low pH water to the surface: this feature is generally captured in the model simulations with some differences between the specific pH values present. All of the simulations have lower pH water in the upwelling region than is seen in GLODAPv2 as expected. Several of the simulations have excessively alkaline waters north of the ACC (e.g., CanESM) leading to anomalously high pH and several have too acidic, low pH, water in the upwelling region (e.g., MIROC). Since the simulated pH is sensitive to the simulated DIC content and the simulated alkalinity, and the uptake of anthropogenic carbon depends, in turn, on the simulated pH (and carbon etc.). Accurate projections of future uptake by the Southern Ocean will depend on simulating a very accurate pH (to better than 0.01) in the surface water.
Wind observations are from the CFSR reanalysis (Saha et al., 2010) and the observed ACC transport is from Donohue et al. (2016) . The total annual uptakes of heat and carbon can be considered as derived rather than observed since they are based on changes in storage, rather than observations of the flux. These are also recent estimates since they are based on data collected between 1993 and 2010. The ''observed'' carbon uptake (normalized for 2005) is taken from Takahashi et al. (2009) , and the ''observed'' heat uptake calculation is described in the text. The last column shows the fraction of the global uptake of carbon that is taken up south of 308S. The CSIRO model is a coupled climate model, not an earth system model and does not explicitly simulate carbon. B-SOSE is the Biogeochemical Southern Ocean State Estimate (Verdy & Mazloff, 2017) and does not simulate the ocean north of 308S.
Discussion
The geographical distribution of the surface heat flux and its net integrated value (''heat uptake'') are both critical for the heat balance of the Southern Ocean and the global response to increased greenhouse forcing. But as noted in section 3.1, one of the biggest observational shortcomings is that the net buoyancy flux-the heat flux and the fresh water flux-at the ocean's surface cannot be measured directly. While the radiative components of the total heat uptake-net incident shortwave radiation and net outgoing longwave radiation-are routinely measured (adjusting for clouds), there are considerable uncertainties and different products disagree substantially (see Bourassa et al., 2013 for a detailed discussion). Latent and sensible heat exchanges cannot be measured from orbit and are generally calculated from bulk formulae or in reanalyses. The various heat flux components can be found at: OAFlux (WHOI); J-OFURO2 (Japan); ICOADS; HOAPS (Hamburg); GSSTF2c & GSSTF3 (Goddard); and FLUXNET:MTE (MPI); all are accessible through https://climatedataguide.ucar.edu/variables/atmosphere/latent-sensible-heat-flux. Also, the NCEP, NOAA-CIRES, NCEP2 data sets are available through the Physical Sciences Division at NOAA's Earth System Research Laboratory (www.esrl.noaa.gov/psd).
We can, however, estimate the longer-term net heat flux into the Southern Ocean by assessing changes in heat storage as follows: (1) Rhein et al. (2013) reported an annual ocean uptake of 0.257 PW between 1993 and 2010; (2) Roemmich et al. (2015) calculate from the Argo array that the net ocean heat storage above 2,000 m increased at a rate between 5.6 and 7.9 3 10 21 (J/yr), equivalent to a global uptake of between Journal of Geophysical Research: Oceans 10.1002/2017JC013461 0.18 and 0.25 PW annually between 2006 and 2013-which would be a minimum estimate since Argo does not observe heat changes below 2,000 m which we know are warming (Purkey & Johnson, 2010 , 2013 and is, therefore, consistent with Rhein et al. (2013) ; and (3) Fr€ olicher et al. (2015) determined that the Southern Ocean is responsible for 75% (622%) of the global heat uptake over the historical period across the CMIP5 model mean. If we assume that heat uptake in the Rhein et al. (2013) study and the heat uptake in the Figure 9 . (a) Scatter plot of the width of the Southern Hemisphere westerly wind band (in degrees of latitude) against the annual-mean integrated heat uptake south of 308S (in PW-negative uptake is heat lost from the ocean), along with the ''best fit'' linear relationship (slope 5 20.128 PW/8 latitude) for the models and observations shown in Figure 1 . The calculation of the ''observed'' heat flux into the Southern Ocean is described in the text. The correlation is significant above the 98% level based on a simple t test. (b) Scatter plot of the width of the Southern Hemisphere westerly wind band (in degrees of latitude) against the annualmean integrated carbon uptake south of 308S (in Pg C/yr), along with the ''best fit'' linear relationship for the all the points (orange line) and excluding the B-SOSE data (gray line). Calculation of the ''observed'' carbon flux into the Southern Ocean is described in the text. The correlation of the linear fit to the data (without B-SOSE) is significant above the 99% level based on a simple t test. (c) Scatter plot of the net heat uptake south of 308S (in PW) against the annual-mean integrated carbon uptake south of 308S (in Pg C/yr), along with the ''best fit'' linear relationship for all the points (orange line) and excluding the B-SOSE data (gray line). B-SOSE's carbon uptake may be different, in part, due to the later time period over which the state estimate is determined (2008-2012).
Journal of Geophysical Research: Oceans 10.1002/2017JC013461 Roemmich et al. (2015) study are consistent for their period of overlap (2006) (2007) (2008) (2009) (2010) , and that the Fr€ olicher et al. (2015) relationship is relatively constant, then taken together, these imply that the Southern Ocean took up at least 0.19 60.07 PW annually, although Meijers et al. (2011) found the net heat input over the Southern Ocean between 1992 and 2010 was significantly smaller (0.026 6 0.005 PW annually).
Heat flux components are standard variables in the CMIP5 model simulations, and the models are quantitatively consistent with the observations, at least in the zonal mean (not shown). Table 2 and Figure 9a show the integrated heat flux south of 308S from the model simulations, B-SOSE and as calculated above. Several models are shedding heat through the Southern Ocean, rather than taking in heat as is seen in the observations. This is not inconsistent with Fr€ olicher et al. (2015), however, who noted that the increased uptake of heat by the Southern Ocean since the Industrial Revolution is often expressed as a dramatic reduction in the heat loss, rather than actual uptake (and this is similar to the carbon uptake assessment). Assessing the mechanisms and causes of these biases will be essential in our effort to reduce the uncertainty associated with future climate projections.
Our analysis revealed a significant correlation between the Southern Hemisphere surface westerly wind profile and the air/sea exchange of heat and carbon over the Southern Ocean in the CMIP5 simulations. The southern limit of the annual mean westerlies (defined as the latitude where the annual mean zonal wind stress shifts from westerly to easterly) is correlated with the net heat uptake over the Southern Ocean (south of 308S) in the models at 20.796, and this correlation is significant at the 95% level (based on a simple t test) even though we only consider seven members. The correlation is stronger and more significant (-0.890 at 98.5%,) when we consider the entire latitudinal width of the westerly band (see Figures 2, 9a, and Table 2 ). Correlations of the heat uptake and carbon uptake with other wind-related metrics (e.g., the maximum zonal-mean wind stress, the latitude of the maximum wind stress, and the integral of the total wind stress between 708S and 408S) were all lower and not significant.
That the heat uptake by the Southern Ocean inversely scales with the location of northward surface flow and more broadly with the width of the westerlies is not surprising: a narrower band of westerlies has steeper gradients on both sides of the maximum wind stress and therefore more Ekman divergence south of the maximum and more convergence north of the maximum. As the intense divergence moves northward, where the underlying surface water becomes less dense, and is more directly over the open latitudes of Drake Passage where divergence cannot be balanced by a mean geostrophic return flow, the winds become more effective at driving a larger upwelling from deeper in the water column. This allows additional cold water to come into contact with the atmosphere and take up some heat before being subducted again as either bottom water or intermediate water. Swart and Fyfe (2012) report a smaller equatorward bias of the mean wind position in CMIP5 relative to CMIP3 (a 18 improvement) and a significant reduction in the spread of models around the mean with respect to the mean zonal wind speed. Despite the improvement, however, models still consistently place the Southern Hemisphere surface westerly winds equatorward of their observed positions as shown in Figure 2 .
This equatorward bias of the maximum zonal wind stress reduces the rate at which anthropogenic heat and carbon can be taken up in the deep ocean and would therefore be expected to result in an underestimation of the total uptake of heat and carbon by the Southern Ocean. The equatorward shift can also explain errors in simulated Antarctic Intermediate Water (AAIW), particularly its tendency to be too salty in many climatemodel simulations (Russell et al., 2006a; Sloyan & Kamenkovich, 2007) : the simulation of AAIW matters, especially in ESMs, since it underlies most of the global thermocline (Talley, 2013) and is the source of most of the nutrients upwelled outside of the Southern Ocean (Marinov et al., 2006; Sarmiento et al., 2004) .
As is seen with heat uptake, carbon uptake is also highly correlated in the models with both the width of the Southern Hemisphere westerly band (gray line in Figure 9b , r 5 20.936, significant at 99.4%) and also with the net heat uptake south of 308S but with slightly lower correlation and significance (gray line in Figure 9c , r 5 0.779, significant at >93%). The representation of the latitudinal structure (and strength) of the Southern Hemisphere westerlies is thus critical to the overall uptake of both heat and carbon across simulations. Although heat uptake in B-SOSE exhibits the expected relationship with the winds, the carbon uptake is significantly lower than expected. This difference in carbon uptake may be due, in part, to the later time period over which the state estimate is determined (2008) (2009) (2010) (2011) (2012) . Future work will expand this study to include other models and other forcing scenarios to assess the reliability of these relationships.
Conclusions
Observationally based metrics are a powerful and objective tool for evaluating progress in reducing uncertainties in future climate projections. The Southern Ocean Working Group, jointly sponsored by US CLIVAR and Ocean Carbon and Biogeochemistry, brought together Southern Ocean experts from diverse backgrounds to discuss which observations and variables best capture the overall quality of a Southern Ocean simulation. We have presented several of these metrics here for both simulations and observations: winds, ACC transport, frontal positions, sea-ice, heat uptake, and carbon-related metrics. These metrics are useful for reducing uncertainties in climate projections, especially those related to oceanic heat and carbon uptake. It is important to keep in mind, however, that while both are anthropogenically forced, carbon and heat do not always respond the same to changes in climate. Differences between the net CO 2 and heat uptake are caused by differences in uptake kinetics, air-sea equilibration time scales, atmospheric boundary conditions, and biology, among other things. A host of other metrics are presented as supporting information figures including upper ocean heat content, P-E fields, DIC, nitrate, zonal current velocity, and clouds. These additional metrics are important for various considerations, but were deemed supplemental to this particular analysis of heat and carbon uptake.
Most notably, we find that the uptake of both carbon and heat is highly correlated to the simulated width of the Southern Hemisphere westerlies band. The width of the westerlies band, in turn, depends largely on the latitude at which the westerlies transition to polar easterlies near Antarctica (where the annual mean zonal wind stress is zero). A narrower band and a more northward polar zero zonal wind stress line, especially when it is more directly over the Drake Passage (628S-568S), increases the magnitude of the simulated surface divergence and places it over less dense isopycnals, making it more effective at mixing deeper into the water column (along those isopycnal surfaces). This exposes additional cold water to the overlying warmer atmosphere and increases the overall heat uptake. The connection between the pattern of the winds and overall carbon uptake is similar, although slightly weaker.
Vertical motion (forced by the wind) has a direct effect on the simulation of several of the other metrics discussed in this paper, namely surface pH and sea ice extent, as well as playing an indirect role on the vertical structure of the exchanges across 308S. While these variables are strong indicators of the overall quality of a simulation, each depends on both the internally generated vertical structure (tied to the physical circulation and/or the biogeochemical cycling) and on the patterns of the induced upwelling. Attention to detail is needed to avoid accepting the ''right answer for the wrong reason.'' Important metrics relating the winds to the ACC have been thoroughly discussed elsewhere (Meijers et al., 2012; Russell et al., 2006a Russell et al., , 2006b Sen Gupta et al., 2009 ), but it should be noted that the ACC transport through Drake Passage and the net heat uptake in the Southern Ocean are also well correlated (r 5 0.78, significant at the 95% level), although both depend on the winds rather than directly affecting each other. While the ACC strength is better correlated with the maximum wind strength and position (not shown), the heat and carbon uptake were best correlated with the overall width.
Here we focused on the role of large-scale observations in assessing the fidelity of climate simulations in the Southern Ocean. We also must emphasize that observationally based metrics play another key role by quantifying the smaller-scale physics that must be parameterized in climate models. For example, the recent Diapycnal and Isopycnal Mixing Experiment in the Southern Ocean (DIMES) has provided the first direct estimates of lateral and vertical diffusivities: parameters that play a key role in setting the ACC zonal transport and the meridional overturning circulation (Tulloch et al., 2014; Watson et al., 2013) . It is important that the modeling community adopt the results of these process studies to reduce uncertainty in parameterized physics.
At this point, our way forward requires two essential tracks: first, we, collectively, must carry out rigorous assessments of all model simulations against these and potentially all observationally based metrics in order to evaluate the biases in the models, reduce our intermodel differences, and reduce the uncertainty in our projections of the future. Second, we need to encourage and bring about the continued expansion of the available accurate observations: we are excited by the increasing availability of biogeochemical data from the nascent BGC-Argo efforts as well as the prospect of new data generated as part of the SOOS efforts.
In order to ensure their inclusion in the various model intercomparison projects that are part of the upcoming CMIP6, we encourage all modeling centers to make their simulations available in standard, orthogonal grids Journal of Geophysical Research: Oceans 10.1002/2017JC013461 (latitude versus longitude versus depth) and to calculate and report quantities with significant covariance (e.g., lateral heat fluxes) for better budget calculations. Toward this goal, the Earth System Model Evaluation Tool (ESMValTool; http://www.esmvaltool.org/, Eyring et al., 2016) is an invaluable resource for the climate modeling and assessment community that allows for routine comparison of single or multiple models against observations. Several of us are working on developing packages for the metrics discussed in this study to be included in the ESMValTool, and we strongly encourage other modeling groups to do the same.
