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THE DIHEDRAL RIGIDITY CONJECTURE FOR n-PRISMS
CHAO LI
Abstract. We prove the following comparison theorem for metrics
with nonnegative scalar curvature, also known as the dihedral rigid-
ity conjecture by Gromov: for n ≤ 7, if an n-dimensional prism has
nonnegative scalar curvature and weakly mean convex faces, then its di-
hedral angle cannot be everywhere not larger than its Euclidean model,
unless it is isometric to an Euclidean prism. The proof relies on con-
structing certain free boundary minimal hypersurface in a Riemannian
polyhedron, and extending a dimension descent idea of Schoen-Yau. Our
result is a localization of the positive mass theorem.
1. Introduction
In a paper [Gro14] from 2014, Gromov proposed the first steps towards
understanding Riemannian manifolds with scalar curvature bounded below.
He suggested that a polyhedron comparison theorem should play a role
analogous to that of the Alexandrov’s triangle comparisons for spaces with
sectional curvature lower bounds [ABN86]. Precisely, let Mn be a convex
polyhedron in Euclidean space, and g a metric on M . Denote the Euclidean
metric g0. Gromov made the following conjecture (see section 2.2 of [Gro14],
and section 7, Question F1 of [Gro18a]):
Conjecture 1.1 (The dihedral rigidity conjecture). Suppose (M,g) has
nonnegative scalar curvature and weakly mean convex faces, and along the
intersection of any two adjacent faces, the dihedral angle of (M,g) is not
larger than the (constant) dihedral angle of (M,g0). Then (M,g) is isometric
to a flat Euclidean polyhedron.
When n = 2, Conjecture 1.1 follows directly from the Gauss-Bonnet for-
mula. In fact, given a Riemann surface (M2, g), the Gauss curvature of
Kg > 0 everywhere if and only if there exists no geodesic triangle with total
inner angle smaller than π. This fact is generalized by Alexandrov [ABN86]
in the study of sectional curvature lower bounds in all dimensions.
As a first step towards Conjecture 1.1, Gromov studied the case for cubes,
and obtained the following theorem:
Theorem 1.2 ([Gro14]). Let M = [0, 1]n be a cube, and g be a Riemannian
metric on M . Then (M,g) cannot simultaneously satisfy:
(1) The scalar curvature of g is positive;
(2) Each face of M is strictly mean convex with respect to the outward
normal vector field;
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(3) Everywhere the dihedral angle between two faces of M is acute.
The crucial observation is that conditions (2) and (3) may be interpreted
as C0 properties of the metric g. Thus, Gromov proposed a possible of
definition of ‘R ≥ 0’ for C0 metrics:
R(g) ≥ 0⇔ there exists no cube M
with mean convex faces and everywhere acute dihedral angle.
Using Theorem 1.2, Gromov is able to deduce the following convergence
result for scalar curvature. We remark that this result has been generalized
by Bamler [Bam16] using Ricci flow.
Corollary 1.3. Let Mn be a smooth manifold, g, gk, k ≥ 1 be a sequence
of smooth metrics on M . Suppose the scalar curvature of gk is nonnegative
everywhere on M , and that gk → g in C0 as tensors. Then the scalar
curvature of g is also everywhere nonnegative.
Gromov’s proof (or at least a sketch of proof) of Theorem 1.2 is based on
an beautiful idea involving doubling cube n times, and reduce the conjecture
to the well-known fact that the n-dimensional torus admits no metric with
positive scalar curvature. See [LM18] and [Li17] for a detailed discussion.
We note that a related technique has recently been explored by Kazaras
[Kaz19] for the study of singular 4-manifolds.
However, this idea leaves the following two questions open. First, it relies
on the fact that the cube is the fundamental domain of Zn action on Rn,
hence is not applicable to general polytopes. Second, and perhaps more im-
portantly, this argument cannot handle the rigidity statement in Conjecture
1.1. In fact, even in the Euclidean space, it is unknown whether one can
perturb a flat convex polyhedron, such that the faces are still minimal sur-
faces, while the dihedral angles between them remain the same. See section
1.5 of [Gro14].
In dimension 3, Conjecture 1.1 is verified by the author [Li17] for a large
collection of polytopes, including the cubes and all 3-simplices. The idea
is to relate Conjecture 1.1 with a natural geometric variational problem of
capillary type. The primary scope of this paper is to extend the idea in [Li17]
and prove Conjecture 1.1 for a general type of polyhedra, called prisms, of
dimensions up to 7.
Definition 1.4. Let n ≥ 2, and P0 ⊂ R2 be an Euclidean polygon whose
interior dihedral angles are all no larger than π/2. We call the polyhedron
P = P0 × [0, 1]n−1 a prism.
Conjecturally the condition that all interior angles of P0 do not exceed
π/2 is technical- it guarantees sufficient regularity of solutions to certain
elliptic equations, as will be seen from the paper. The primary objective of
this paper are Riemannian polyhedra which admits a degree one map onto
an Euclidean prism. Precisely, we make the following definition.
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Definition 1.5. We call a closed manifold with boundary M a polyhedron,
if its boundary is piecewise C2,α smooth hypersurfaces intersecting trans-
versely; If Pn is an Euclidean prism and Mn is a polyhedron, we call M is
over-prism of type P , if it admits a degree one map Φ onto P , such that for
each integer k ∈ [0, n] and on each k-face of M , the restriction of Φ is also
a degree one map to a k-face of P .
We now state the main result of this paper.
Theorem 1.6. Let 2 ≤ n ≤ 7, Pn be an Euclidean prism. Assume Mn
is a polyhedron, over-prism of type P . Then Conjecture 1.1 holds for M .
Precisely, if g is a C2,α metric on M such that
(1) The scalar curvature of g is nonnegative;
(2) Each face of M is weakly mean convex;
(3) The dihedral angles between adjacent faces of M is everywhere not
larger than the corresponding (constant) dihedral angles of P .
Then (M,g) is isometric to an Euclidean prism.
It would be interesting to contextualize Theorem 1.6 in the study of scalar
curvature on smooth manifolds with boundary. Following the positive mass
theorem by Schoen-Yau [SY79a] and Witten [Wit81], Shi-Tam [ST02] es-
tablished a comparison theorem for smooth convex regions in R3. See also
([Mia02, EMW12]). Precisely, let Ω ⊂ R3 is a convex domain, and (Ω0, g)
is smooth Riemannian manifold with R(g) ≥ 0, such that ∂Ω and ∂Ω0 are
isometric with induced metrics. Then∫
Ω
HdA−
∫
Ω0
H0dA ≥ 0, (1.1)
whereH,H0 are the mean curvatures of Ω, Ω0, respectively. The quantity on
the left in (1.1) is the Brown-York quasi-local mass of ∂Ω. See [LY06, WY09]
for more discussions. The deep phenomenon illustrated by these results is
that for a smooth Riemannian manifold with boundary (Ω, g), R(g) in Ω
and H(g) on ∂Ω are a pair of quantities that behave oppositely.
Theorem 1.6 is an extension of the above observation to Riemannian
polyhedron Mn. In fact, if we view ∂M as a varifold, then its total first
variation has support on its faces as well as on its edges (intersection of
adjacent faces), but not on any lower dimensional singular strata of ∂M .
Moreover, if F1, F2 are two adjacent faces, then along E = F1 ∩ F2, the
singular mean curvature of ∂M is equal to (π−∡(F1, F2))δE . We therefore
observe that Theorem 1.6 precisely states that one cannot increase the scalar
curvature of an Euclidean prism, while increase its boundary mean curvature
the same time.
We remark that dihedral angle deficit also relates to the positive mass
theorem. In a recent paper [Mia19], Miao gave an explicit formula of the
ADM mass of an asymptotically flat 3-manifold in terms of the interior
scalar curvature, boundary mean curvature and the dihedral angle deficit of
large coordinate cubes. Notably, if the conditions (1)-(3) in Theorem 1.6 are
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all satisfied for large geodesic cubes, the mass is non-positive. This result
is inspired by a previous work of Stern [Ste19] (see also [BKKS19, BS19]),
and (for now) only works in 3 dimensions. In section 5, we will see that
Theorem 1.6 gives a rapid proof of the positive mass theorem, thus may be
regarded as a localized positive mass theorem. It would be interesting to
further study the connection between Conjecture 1.1 and mass/ quasi-local
mass in future.
1.1. An outline of the proof. From now on we fix an Euclidean prism
Pn = P 20 × [0, 1]n−2. Denote gEuclid the Euclidean metric on P . Suppose
(Mn, g) is a Riemannian polyhedron, over-prism of type P , and g is a C2,α
metric on M . Let Φ : M → P be the degree one map. We first apply
a bending construction to M due to Gromov (Section 11 of [Gro18b], see
appendix A for a detailed description), which asserts that if (M,g) satisfies
conditions (1)-(3) of Theorem 1.6, then one can deform the metric to a C2,α
metric g˜, such that (M, g˜) satisfies condition (1) and (2), and for between
any two adjacent faces F1, F2 of M ,
∡g˜(F1, F2) = ∡gEuclid(Φ(F1),Φ(F2)) along F1 ∩ F2.
Therefore, throughout the paper we assume, without loss of generality,
that P = P0×[0, 1]n an Euclidean prism, (M,g) is a Riemannian polyhedron,
Φ : M → P a degree one map, and that the dihedral angle of (M,g) is
everywhere equal to the corresponding dihedral angle, constant along each
edge, decided by (P, gEuclid).
As a side remark, we can combine this bending construction with Theorem
1.4 and Theorem 1.5 in [Li17], and establish Conjecture 1.1 for 3-dimensional
cones and prisms. In particular (see more detailed discussions in Appendix
A),
Theorem 1.7. Conjecture 1.1 holds for all 3-dimensional simplices.
Back to prisms. Our idea is inspired by the classical dimension descent
technique of Schoen-Yau. We perform induction on the dimension n. When
n = 2, the Gauss-Bonnet theorem implies that∫
M
KdA+
∫
∂M
kgds+
∑
V is a vertex
(π − ∡(V )) = 2πχ(M). (1.2)
Since M admits a degree one map onto P and the sum of exterior angles of
P is 2π, we conclude that the sum of exterior angles of M is at least 2π. On
the other hand, since M is connected, χ(M) ≤ 1. Thus, (1.2) implies that
K = 0 in M and kg = 0 on ∂M . Hence M is isometric to a planar polygon.
Now suppose n ≥ 3. We denote
FT = Φ
−1(P0 × [0, 1]n−3 × {1}), FB = Φ−1(P0 × [0, 1]n−3 × {0}),
FL = ∂M \ (FT ∪ FB),
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and call the faces FT , FB , FL top, bottom and lateral faces of M . Consider
the variational problem
I = inf
Ω∈C
{Hn−1(∂Ω ∩ M˚)} (1.3)
where Ω is taken from the collection
C =
{
Ω = Φ−1(Ω˜) : Ω˜ is an open set of P,P0 × [0, 1]n−3 × {1} ⊂ Ω˜,
(
Ω˜ ∩ P0 × [0, 1]n−3
)
× {0} = ∅
}
.
Let Σ = ∂Ω ∩ M˚ . In other words, we consider the least area hyper-
surface Σ separating the top faces FT with the bottom face FB . By the
Federal-Fleming compactness theorem, the minimizer of (1.3) is obtained
by an integral current Ω, and ∂Ω is also integral. Also, if Ω ∈ C, then
Φ|∂Ω∩M˚ is a degree one map onto P0 × [0, 1]n−3. Since current convergence
preserves homology type, we conclude that the minimizing hypersurface Σ
also has a degree one map onto P0× [0, 1]n−3. Hence, (Σ, g) is a Riemannian
polyhedron, over-prism of type P0 × [0, 1]n−3.
A great challenge is to establish suitable regularity for the hypersurface Σ.
Notably, the regularity theory of free boundary minimal surface in general
non-smooth domains is far from being understood. In our setting, this is
done in two steps. First, we extend a weak boundary maximum principle by
Li-Zhou [LZ17] for free boundary varifolds in smooth manifolds, to a strong
maximum principle in our polyhedron. The conclusion is that the minimizer
Σ is either disjoint from FT and FB , or entirely lies in FT or FB . Then we
extend the regularity theory developed in [EL] and prove that Σ is a C2,α
hypersurface, when dimension n ≤ 7.
The crucial observation is that, after a conformal deformation, Σ will
be a Riemannian polyhedron satisfying conditions (1)-(3) of Theorem 1.6.
By repeating the argument, we construct a slicing of M by free boundary
minimal hypersurfaces
Σ2 ⊂ · · · ⊂ Σn−1 ⊂M
where each Σj is a j-dimensional Riemannian polyhedron, over-prism of type
P0 × [0, 1]j−2, and conditions (1)-(3) are satisfied. By induction, each Σj is
isometric to a flat Euclidean prism.
Finally we perform the rigidity analysis. Rigidity phenomenon in scalar
curvature has caught lots of attentions in recent years, see [CG00, BBN10,
CEM18] and the survey article [Bre12]. We extend an elegant idea of
Carlotto-Chodosh-Eichmair [CCE16] in the study of effective positive mass
theorems, which was inspired on earlier works on deformations of met-
rics with other curvature conditions (see [Ehr76, AR89, Liu13]). Precisely,
through an argument involving a family of well-chosen local conformal de-
formations, we prove that M contains a dense collection of free boundary
area minimizing surfaces, whose boundaries are also dense on ∂M . This is
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enough to guarantee that M is isometric to an Euclidean prism. To carry
out the argument, we establish new curvature estimates of free boundary
minimal hypersurfaces in a Riemannian polyhedron, inspired by previous
work by Guang-Li-Zhou [GLZ18].
1.2. Some future perspectives. We speculate that the minimal slicing
strategy should be able to prove Conjecture 1.1 for more polytopes. Pre-
cisely, we define a class of n-dimensional Euclidean polyhedron Pn as follows.
Let P2 be the collection of all convex polygons. Given Pn−1, defined Pn be
the set of n-dimensional Euclidean polyhedra P , such that P has a topolog-
ical foliation where all leaves are parallel and are similar to a fixed element
Pn−1 ⊂ Pn−1 1. In particular, the prisms in Definition 1.4 as well as all
n-dimensional simplices are in Pn. We now describe a heuristic argument
that would imply conjecture 1.1 for a polyhedron P ∈ Pn.
For the sake of simplicity, let us assume P is a simplex. Fix a vertex v
of P . Let FB be the opposite face of v in P . Denote other faces of P by
{Fj}kj=1, and the interior angle between Fj and FB by γj. 2 Consider the
variational problem
I = inf

Hn−1(∂Ω ∩ M˚)−
k∑
j=1
cos γjHn−1(∂Ω ∩ Φ−1(Fj))

 (1.4)
for Caccioppoli sets Ω of M , in the class C as before. The minimizer of
(1.4) Ω gives a capillary minimal hypersurface Σ = Ω ∩ M˚ . Inductively one
obtains a slicing of M by capillary minimal hypersurfaces
Σ2 ⊂ · · · ⊂ Σn−1 ⊂M
and thus by applying the very same geometric argument as this paper, one
proves Conjecture 1.1.
The entire difficulty is the lack of regularity theory for capillary surfaces.
De Philippis-Maggi [DPM15] has the best partial regularity for capillary
energy function so far, which states that when the domain is C1,1, energy
minimizing capillary hypersurface has singularities of codimension at least
2. Conjecturally this is not sharp. We also note that the recent progress by
Schoen-Yau [SY17] suggests that one may be able to carry out the slicing
argument with presence of singularities. These are interesting questions to
investigate in future.
Acknowledgement: The author wishes to thank Rick Schoen, Brian
White, Otis Chodosh and Nick Edelen for various helpful conversations that
are important for several stages of this project, as well as Misha Gromov,
Fernando Marques and Michael Eichmair for their interests in this work.
Special thanks go to Christina Sormani for organizing Emerging Topic on
Scalar Curvature Seminar, from which the author learned a lot. Part of
1That is, each leaf is congruent up to scaling, but not rotation, to an (n−1) dimensional
polyhedron Pn−1.
2In the case of a prism, each γj = pi/2.
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2. Preliminaries of Riemannian polyhedron and free boundary
minimal surfaces
In this section we review some preliminary facts on the Riemannian ge-
ometry in a polyhedron, and on free boundary minimal surface in domains
with piecewise smooth boundary. We also include a regularity theorem for
free boundary minimal hypersurfaces in polyhedron domains.
2.1. Local geometry of a Riemannian polyhedron. Let Mn be a Rie-
mannian polyhedron such that any two adjacent faces meet at constant angle
along their intersection. Let p ∈ ∂M lying on k faces, Fi, i = 1, · · · , k. Thus,
a local neighborhood of p inM is diffeomorphic to the region {(x1, · · · , xn) :
x21 + · · · + x2n < r2, xj ≥ 0, j = 1, · · · , k}, where under this diffeomorphism,
the face Fj got mapped onto {xj = 0}. Denote the interior angle between Fi
and Fj by γij . We recall the following basic facts of Riemannian geometry,
whose proof is a simple generalization of Lemma 2.1 in [LZ17].
Lemma 2.1. There exists a constant δ > 0, a neighborhood U of p in M ,
and a foliation F s1 with s ∈ [0, δ), of U , such that F 01 = F1 ∩ U , and each
F s1 meets Fj at constant angle γ1j , j = 1, · · · , k.
By adapting Lemma 2.1 to each face Fj , j = 1, · · · , k, and possibly shrink
the neighborhood, we find, for each j = 1, · · · , k, a foliation {F sj }s∈[0,δ), such
that F 0j = Fj ∩ U , and for each pair i 6= j, F si meets Fj at constant angle
γij. For each j = 1, · · · , k and a point q ∈ U , define the function xj(q) = s
if and only if q ∈ F sj . Then extend {xj}kj=1 to {xj}nj=1, such that the latter
gives a diffeomorphism of U to a region in [0,∞)k ×Rn−k. Therefore, we
have the following lemma, which is a slight generalization to the existence
of local Fermi coordinates on smooth manifolds with boundary.
Lemma 2.2. Let (M,g) be a Riemannian polyhedron whose adjacent faces
meet at constant angle along their intersection. For any p ∈ ∂M where p lies
on k different faces F1, · · · , Fk, there is a local coordinate system {xj}nj=1,
such that Fj is given by {xj = 0}, j = 1, · · · , k and the metric satisfies
g(∂i, ∂j) = − cos γij , g(∂i, ∂i) = 1 on Fi, for i 6= j, 1 ≤ i, j ≤ k.
2.2. Preliminaries of free boundary minimal surfaces. We briefly de-
scribe the geometry of free boundary minimal surfaces. Let (M,g) be an
n-dimensional Riemannian polyhedron, and g is a C2,α metric. Suppose
(Σ, ∂Σ) ⊂ (M,∂M) is an embedded hypersurface. We say (Σ, ∂Σ) is an em-
bedded free boundary minimal hypersurface, if the interior of Σ is minimal
(having zero mean curvature), and Σ meets ∂M orthogonally on the smooth
part of ∂M .
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Free boundary minimal hypersurfaces are the critical points of (n − 1)-
dimensional volume functional of (M,g) among class of all embedded hy-
persurfaces. Given a vector field Y in M which is tangential to ∂M , let ψt
be the one-parameter family of diffeomorphisms generated by Y . Then for ε
small enough, ψt(Σ) is a smoothly embedded hypersurface in M . The first
variational formula implies that
d
dt
∣∣∣∣
t=0
Hn−1(ψt(Σ)) = −
∫
Σ
X · ~HdV +
∫
∂Σ
X · ηdS, (2.1)
where ~H is the mean curvature vector field of Σ, η is the outward conormal
vector field of ∂Σ ⊂ Σ, dV and dS are the induced volume forms on Σ and
∂Σ, respectively. It is then clear that Σ is a critical point of the (n − 1)-
dimensional volume functional, if and only if (2.1) vanishes for all admissible
vector fields Y , which is equivalent to the fact that ~H ≡ 0 and that Σ meets
∂M orthogonally.
The second variational formula for a free boundary minimal hypersurface
is given as
d2
dt2
∣∣∣∣
t=0
Hn−1(ψt(Σ)) = Q(f, f)
=
∫
Σ
|∇Σf |2 − (|AΣ|2 +RicM (ν, ν))f2dV −
∫
∂Σ
II∂M (ν, ν)f
2dA. (2.2)
Here ν is the unit normal vector field of Σ in M , f = Y · ν is the normal
component of the variation, AΣ is the second fundamental form of Σ in M ,
II is the second fundamental form of ∂M in M , RicM is the Ricci curvature
of M . We have adopted the sign convention that AΣ > 0 for convex hyper-
surfaces in Rn. In particular, the unit 2-sphere in R3 has constant mean
curvature 2.
Call a two-sided free boundary minimal hypersurface Σ stable, if its sec-
ond variation is always nonnegative. By (2.2), Σ is stable, if and only if
Q(f, f) ≥ 0 for any smooth function f .
2.3. Regularity of free boundary area minimizing currents. In [EL],
the authors established a regularity theory for free boundary varifolds in
locally convex domains. We briefly describe the results relevant to this
paper. Given an integer 2 ≤ k ≤ n − 1, let C0 = W 20 × [0,∞)k−2 be a
polyhedral cone, where W0 ⊂ R2 is a convex wedge region
W0 = {(r, θ) : r ≥ 0, 0 ≤ θ ≤ θ0}
in polar coordinates, here θ0 ∈ (0, π). Notice that C0 is the tangent cone of a
convex Riemannian polyhedron at a boundary point. Suppose Φ : B1(0
n)→
Rn be a C2,α mapping with
Φ(0) = 0, DΦ(0)|0 = Id, |Φ− Id|C2,α(B1) ≤ Γ ≤ 1.
Let C = Φ(C0 ×Rn−k).
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Assume Σ be an area minimizing current in C, such that 0 ∈ sptΣ, and
Σ has free boundary, in the sense that δΣ(X) = 0 for all vectors X ∈
C1c (B1,R
n) which are tangential to C. We then have the following theorem:
Theorem 2.3. Suppose Σ is an area minimizing current in C, 0 ∈ sptΣ.
There are constants α0(θ0), δ(θ0, n), ρ ∈ (0, 1), and some linear subspace
Rn−k−1 ⊂ Rn−k, such that for any α ∈ (0, α0), if Γ ≤ δ2, then there exists
a C1,α function u : (C0 ×Rn−k−1) ∩Bρ(0)→ R, so that
Σ ∩Bρ = [graphu].
Moreover, we have the following estimate:
|Du(x1)−Du(x2)| ≤
( |x1 − x2|
ρ
)α
. (2.3)
Theorem 2.3 is proved in [EL] via an Allard type theorem for free bound-
ary varifolds:
Theorem 2.4. Suppose V is a free boundary stationary varifold in C, 0 ∈
sptV . There are constants ε(θ0, n), α0(θ0), ρ(0, 1), such that if
‖V ‖(B1(0)) ≤ (1 + ε)Hn−1((C0 ×Rn−k−1) ∩B1(0)),
then V ∩Bρ(0) is given by the graph of a C1,α function u, for all α ∈ (0, α0),
with the estimates 2.3 holds.
We refer the readers to [EL] for a detailed proof. Also, since the result is
purely local, with straightforward modifications, it also works in Riemannian
polyhedra with the same dihedral angle assumptions.
3. Ancillary estimates for free boundary area minimizing
hypersurfaces
3.1. A strong maximum principle for varifolds with free bound-
ary. We observe that (1.3) is a problem with barriers, since we require that
FT ⊂ Ω and FB ∩Ω = ∅. In general, minimization problem with barriers do
not necessarily produce a minimal surface. However, in our setting, since
both barriers, FT and FB , are mean convex hypersurfaces, along which the
dihedral angle of M is everywhere π/2, any varifold that is stationary for
(1.3) should be disjoint from both FT and FB , and hence is a minimal hy-
persurface Σ. This is achieved via the following varifold maximum principle.
Theorem 3.1. Let Σ = Ω ∩ M˚ be a varifold, stationary in the class C for
(1.3). Assume that FT and FB are weakly mean convex. Then either sptΣ
is disjoint from the closure of FT and FB, or Σ lies entirely in FT or FB.
Before embarking into the proof, we remark that analogous maximum
principles have been established in various settings. If Σ is a C2 hypersur-
face, this is just interior maximum principle and boundary Hopf lemma for
elliptic equations. For varifolds without boundary, a strong maximum prin-
ciple in codimension was proved by Solomon-White [SW89]. White [Whi10]
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then generalized the theorem to arbitrary codimension. Similar statements
hold if the ambient manifold has various types of singularities. See, e.g.
[Sim87, Wic14]. For free boundary varifolds, a weak maximum principle
was done by Li-Zhou [LZ17]. Theorem 3.1 is an extension of [LZ17] when
the ambient manifold is not necessarily smooth. Also, the strong maximum
principle for stationary varifold is previously unknown, even in smooth am-
bient manifolds. Our proof is inspired by [SW89] and [LZ17].
As a consequence of Theorem 3.1, the minimizer of (1.3) gives an area
minimizing hypersurface with free boundary along FL. Combined with The-
orem 2.3, we have know Σ is a C1,α hypersurface. Further more, with the
angle assumption in 1.4, we can upgrade C1,α to C2,α by Appendix B.
Theorem 3.2. Let Ω be the minimizer of (1.3). Then Σ = Ω∩M˚ is a C2,α
hypersurface up to its corners.
We first prove the weak maximum principle as follows.
Proposition 3.3. In addition to the assumptions of Theorem 3.1, assume
that FT , FB are strictly mean convex. Then sptΣ ∩ FT = sptΣ ∩ FB = ∅.
Proof. It suffices to prove that sptΣ ∩ FB = ∅. Assume, for the sake of
contradiction, that there exists p ∈ sptΣ ∩ FB . By the maximum principle
[SW89], p ∈ ∂FB . We construct a vector field X supported in a neigh-
borhood of p, tangential to FL, and points into M along FB , such that
δΣ(X) < 0. We proceeds as in [LZ17]. Suppose a neighborhood U of p is
diffeomorphic to {(x1, · · · , xn) : |x| ≤ r, xj ≥ 0, j = 1, · · · , k}, where FB ∩U
lies on {x1 = 0}, Fj ∩ U , 2 ≤ j ≤ k, lies on {xj = 0}, and the coordinate
functions {xi}ni=1 are given by Lemma 2.2. Now extend the metric tensor
smoothly into Br(0) ⊂ Rn, such that {x1 = 0} is still normal to other faces.
Denote M∗ the region given by {(x1, · · · , xn) : xj ≥ 0, j = 2, · · · , k}. With
slight abuse of notation, we denote the neighborhood of p in this larger
Riemannian manifold by U .
For ε > 0 small enough, define a hypersurface Γ ⊂ ∂M∗ ∩ U by letting
Γ = {x ∈ ∂M∗ \ ∂M : dist∂M∗(x, ∂FB ∩ ∂M∗) = εdist4∂M∗(x, p)}.
Using the coordinate system in Lemma 2.1, we find a hypersurface FB in
M∗ with ∂FB ∩ U = Γ. Notice that FB and FB touches in second order at
p, and meets Fj , 2 ≤ j ≤ k, orthogonally. Take the foliation F sB given by
Lemma 2.1 such that F
s
B is orthogonal to Fj , and define s to be the function
in U such that s(q) is the value for which q ∈ F s(q)B . Thus, ∇s = ψν for
some function ψ, where ν is the unit normal vector field of FB
s(q)
. Note
that ψ(p) = 1, and ν is tangential to Fj , j = 2, · · · , k.
Define a vector field X on M∗ by letting X(q) = φ(s(q))ν(q), where φ(s)
is a cutoff function defined by φ(s) = e1/(s−ε) when 0 ≤ s ≤ ε, φ = 0 when
s ≥ ε. In U , X is a vector field tangential to ∂M along Fj , j ≥ 2, and is
inward pointing on FB , provided that ε is sufficiently small.
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Near p, take a new coordinate system {xj}nj=1 in the polyhedron enclosed
by faces FB, F2, · · · , Fn, given by Lemma 2.2. Let {ei = ∂i/|∂i|} be the unit
frame. Note that at p, 〈e1, ej〉 = 0, j ≥ 2. Define a bilinear form Q on TM∗
by letting Q(u, v)(q) = 〈∇uX, v〉 (q). We calculate the components of Q. By
straightforward calculation, we have that Q(e1, e1) = φ
′ψ, and for i, j ≥ 2,
Q(ei, ej) = −φAFB (ei, ej), Q(ei, e1) = 0, Q(e1, ei) = φ 〈∇νν, ei〉 . Here AFB
is the second fundamental form of the hypersurface FB with respect to ν.
Since FB is a small C
2 perturbation of FB , by taking ε ∈ (0, ε0) and the
neighborhood U sufficiently small, we have | 〈∇νν, ei〉 |, |AF
s
B | < K for some
constant K depending only on (M,g). In particular, for small ε and U , and
2 ≤ i, j ≤ n, |Q(ei, ej)|, |Q(ei, e1)|, |Q(e1, ei)| ≤ K. Also, by construction of
φ, it is straightforward to check that φ′ ≤ − 1
ε2
φ. Finally, since ψ(p) = 1, by
possibly taking U sufficiently small, we have that ψ ≥ 12 in U .
We verify that for any q ∈ U , any (n−1)-dimensional subspace P ⊂ TqM ,
trP Q < 0. Let c0 > 0 be a lower bound of the mean curvature of F
s
B for
s ∈ [0, δ). If P = TqF sB, then trP Q ≤ −c0 < 0. If P 6⊂ TF
s
B
q , since P
and TqF
s
B are two (n − 1) dimensional subspaces of TqM ≃ Rn, there is
an orthonormal basis v1, · · · , vn−1 of P , such that v1, · · · , vn−2 ∈ TqF sB ,
vn−1 6∈ TqF sB. Take orthogonal decomposition vn−1 = cos θv0 + sin θν,
v0 ∈ TqF s1 and v0 ⊥ vj, j = 1, · · · , n − 2. In particular, v0, · · · , vn−2 is
an orthonormal basis of TqF
s
B, and v0 ⊥ ν. We express v0 as a linear
combination of {e2, · · · , en}: v0 =
∑n
j=2 ajej . Notice that {ej}nj=2 is not
orthonormal in U , but 〈ei, ej〉 (p) = cos γij . So if we take the neighborhood
U small enough, |aj | < 2, for each j = 2, · · · , n.
trP Q =
n−1∑
i=1
Q(vi, vi) =
n−1∑
i=0
Q(vi, vi) + sin
2 θ(Q(ν, ν)−Q(v0, v0))
+ sin θ cos θ(Q(ν, v0) +Q(v0, ν))
= −φHF sB + sin2 θ
(
φ′ψ + φAF
s
B (ν0, ν0)
)
+ sin θ cos θQ(ν, v0)
≤ −c0φ+ sin2 θφ
(
− 1
2ε2
+K
)
+ sin θ cos θ
n∑
j=2
ajQ(ν, ej)
≤ −c0φ+ φ
(
−sin
2 θ
2ε2
+K sin2 θ + 2(n− 1)K| sin θ cos θ|
)
≤ −c0φ+ φ
(
− 1
2ε2
+K +
2(n − 1)2K2
c0
)
sin2 θ + φ
c0
2
cos2 θ
≤ −c0
2
φ,
(3.1)
for all θ ∈ [0, 2π], provided we take ε ∈ (0, ε0) and ε0 > 0 is small enough
(depending onK,n, c0). This shows that trP Q < 0 for all (n−1) dimensional
12 CHAO LI
subspace P . In particular, δV (X) < 0 whenever sptV ∩U 6= ∅. This finishes
the proof.

We proceed to the proof of Theorem 3.1. The idea here is greatly in-
spired by the strong maximum principle for elliptic equations: assuming
that FB , FT are only weakly mean convex, if Σ touches, say FB , but do not
entirely coincide with it, then we can deform FB to a strictly mean convex
surface F˜B , violating Proposition 3.3. This has been carried out for varifolds
without boundary in [SW89]. Suppose p ∈ sptΣ ∩ ∂FB , and in a neighbor-
hood U of p in M , there is a diffeomorphism Φ : {(x1, · · · , xn) : xj ≥ 0, j =
1, · · · , k} → U with Φ({x = 0}) ⊂ FB . As in the proof of Proposition 3.3,
we extend the metric g to {(x1, · · · , xn) : xj ≥ 0, j = 2, · · · , k}, such that
FB is still orthogonal to the lateral faces Φ({xj = 0}), j = 2, · · · , k. For the
rest of the argument, we describe the open set U by the coordinates {xj}nj=1
via Φ.
For regularity purposes, we define the following domains, over which we
will construct our free boundary hypersurface:
Dr =

(x2, · · · , xn) : x2, · · · , xk ≥ 0,
k∑
j=2
(xj +
r
n− 1)
2 +
n∑
j=k+1
x2j ≤ r2

 .
And similarly,
Γr =

(x2, · · · , xn) : x2, · · · , xk ≥ 0,
k∑
j=2
(xj +
r
n− 1)
2 +
n∑
j=k+1
x2j = r
2

 ,
and Tr be the set inside Br(0), where at least one of xj, j = 2, · · · , k, is
equal to 0. Notice that Γr meets each lateral face {xj = 0}, 2 ≤ j ≤ n, at
an acute interior angle. We then define the space C2,α0 (Dr) to be functions
u ∈ C2,α(Dr) such that u = 0 on Γr. For u ∈ C2,α(Dr), let Fu be the
hypersurface defined by x1 = u(x2, · · · , xn) in M . We prove the following
foliation result:
Lemma 3.4. There exists ε0 > 0, such that for any r, s ∈ (−ε0, ε0), f ∈
C2,α(Dr) with |f |C2,α(Dr) < ε0, and t ∈ [−r/2, r/2], there exists a function
u = ur,s,f,t ∈ C2,α(Dr), such that u = f + t on Sr, and the hypersurface
Fu is a free boundary hypersurface in M whose mean curvature is s with
respect to the outward unit normal. Moreover, for each fixed choice of r, s, f ,
{Fu}t∈[−r/2,r/2] is a gives a foliation of a neighborhood of p.
Proof. We use the implicit function theorem. Consider the rescaled manifold
Mr = r
−1(M − p). Clearly Mr is a Riemannian polyhedron, and we can
define the corresponding domains D1,Γ1, and the diffeomorphism Φ : D1 →
Mr ∩B1(0) analogously. Define a map
h : R×R×C2,α0 (D1)× C2,α(D1)→ C0,α(D1)
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by letting h(r, t, v, f) = Hv+f+t − sr, where Hv+f+t is the mean curvature
of Fv+f+t with respect to outward unit normal. Also,
ξ : R×R× C2,α0 (D1)× C2,α(D1)→ C1,α(T1)
by letting ξ(r, t, v, f) =
〈
ηM , ηFv+f+t
〉
, where ηM , ηFv+f+t are the outward
unit conormal ofM , Fv+f+t along T1, respectively. Finally, define Θ = h⊗ξ.
It is checked in the appendix of [Whi87] that Θ is a C1 map between the
Banach spaces. Since when r → 0, Mr converges in C2,α Cheeger-Gromov
sense to an Euclidean polyhedron, hence we have the following linearized
operator:
D4(0, t, 0, 0)(v) = Lv =
(
∆v,
∂v
∂η
,
)
.
Clearly v 7→ Lv has trivial kernel in C2,α0 (D1). Notice that D1 = B1(0) ∩
(W2 × [0,∞)k−2 ×Rn−k−2) is an Euclidean polyhedron, where we assumed
that the dihedral angle of W2 is less than or equal to π/2. By the regularity
theory developed in Appendix B, choosing α ∈ (0, 1) properly,
‖v‖2,α,D1 ≤ C(‖∆v‖0,α,D1 + ‖vη‖T1).
Thus, by the implicit function theorem, for each t ∈ [−1/2, 1/2] and
sufficiently small r and ‖f‖2,α,D1 , there exists a function v = vr,f,t such that
Fv meets ∂M orthogonally and has mean curvature sr. Define ur,s,f,t =
vr,f,t + f + t. Note that when r = 0, f = 0, u = t for each t ∈ [−1/2, 1/2].
Since Θ is a C1 map, ∂u∂t > 0 for small r, f . Thus Fu gives a foliation in a
neighborhood of p. 
Now we prove Theorem 3.1.
Proof of Theorem 3.1. It suffices to prove that if sptΣ contains a point p ∈
FB , it contains a neighborhood of p in FB . By [SW89], we only need to
consider the case when p ∈ ∂FB . For r sufficiently small, consider a small
neighborhood Φ(Dr × [−r, r]) of p. Assume, for the sake of contradiction,
that sptΣ and FB does not coincide. Then there is r sufficiently small, such
that Γr×{0} is not entirely contained in sptΣ. Take a function f ∈ C2,α(Γr),
f ≥ 0 (but not identically 0), and such that spt f ∩ sptΣ = ∅. Now extend
f to C2,α(Dr), and by slight abuse of notation, we denote the extension also
by f .
Taking r, ‖f‖2,α,Dr small, we can apply Lemma 3.4 and find a local fo-
liation Fur,s,f,t . Fix a choice of r. Since sptΣ lies strictly above FB over
Γr ∩ spt f , by possibly replacing f with εf where ε > 0 is small enough,
sptΣ also lies above Fur,s,f,0 over Γr. Fix this choice of f . Let us,t = ur,s,f,t.
Since u0,0 ≥ 0 (but not identically 0) on Γr, by the Hopf maximum principle
for minimal surfaces, u0,0 > 0 in Dr \ Γr. In particular, u0,0(0) > 0. Now
fix a choice of s > 0 such that us,0(0) > 0.
Consider the foliation {Fur,s,f,t}t∈[−1/2,1/2] for r, s, f chosen as above. Let
ut = ur,s,f,t. We see that each leaf Fut is mean convex with respect to
the outward unit normal, and Fu0 lies above sptΣ over p, and at the same
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time, lies below sptΣ over Γr. Define t0 be the smallest value of t for which
Fut intersects sptΣ. Then t0 < 0. We observe that sptΣ and Fut0 has an
intersection in Dr \ Γr, but Fut0 is strictly mean convex. This contradicts
Proposition 3.3.

3.2. Curvature estimates for free boundary area minimizing hy-
persurfaces. We now establish curvature estimates for free boundary min-
imizing hypersurfaces in a Riemannian polyhedron. This will be used in a
compactness argument later in the proof of Theorem 1.6. The proof is a
rescaling argument together with the regularity theory in Theorem 2.3.
Theorem 3.5. Suppose (M,g) satisfies the same assumptions as in The-
orem 1.6, (Σ, ∂Σ) ⊂ (M,∂M) is a properly embedded free boundary area
minimizing hypersurface. Then
sup |AΣ| ≤ C(M,g),
where C > 0 is a constant depending only on (M,g). Moreover, for a
compact family of choices of C2,α metrics g, the constant C can be chosen
uniformly.
We separate the proof into a few steps. Recall that the rescale limit of
M near a boundary point takes the form C = W0 × [0, 1)k−2 ×Rn−k, here
W0 ⊂ R2 is a wedge region with opening angle not larger than π/2. Recall
also that C0 =W0 × [0, 1)k .
Lemma 3.6. Suppose n ≤ 7. For any ε > 0, there exists a constant β ∈
(0, 1) such that the following holds: for any free boundary area minimizing
hypersurface Σ ⊂ C ∩B1(0), 0 ∈ Σ,
Hn−1(Σ ∩Bβ(0)) ≤ (1 + ε)Hn−1((C0 ×Rn−k−1) ∩Bβ(0)). (3.2)
Proof. Suppose the contrary, that there exists a sequence of free boundary
area minimizing hypersurfaces Σj ⊂ C ∩ B1(0), 0 ∈ Σj, and a sequence
βj → 0, such that
Hn−1(Σj ∩Bβj(0)) ≥ (1 + ε)Hn−1((C0 ×Rn−k−1) ∩Bβj(0)).
Since Σj is of free boundary, and that the position vector field is tangential
to ∂C, we the monotonicity formula holds for Σj. In particular, for each
σ ∈ [βj , 1],
Hn−1(Σj ∩Bσ(0)) ≥ (1 + ε)Hn−1((C0 ×Rn−k−1) ∩Bσ(0)).
However, by standard convergence theory for free boundary area minimizing
hypersurfaces, Σj converge (as integral currents) to Σ. By the lower semi-
continuity of density and the fact that Σ is area minimizing, we find that
Hn−1(Σ ∩Bσ(0)) = lim
j→∞
Hn−1(Σj ∩Bσ(0)),
for a dense set of σ ∈ (0, 1). On the other hand, by Theorem 2.3, Σ is C1,α
regular up to its corners, and T0Σ = C0 ×Rn−k−1, contradiction. 
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Corollary 3.7. Suppose n ≤ 7, C =W0× [0, 1)k−2×Rn−k, and Σ ⊂ C is a
free boundary area minimizing hypersurface. Then Σ is part of a hyperplane
in Rn.
Proof. Without loss of generality assume 0 ∈ Σ, and ν(0) = (0, · · · , 0, 1).
For a real number r > 0, consider the rescaled surface Σr = r
−1Σ. By
Lemma 3.6, there is a constant β such that (3.2) holds for each Σr. By
Theorem 2.4, there exist ρ, α > 0 such that Σr ∩Bρβ(0) is given as a graph
ur with [Dur]0,α,Bρβ < c1, for some constant c1 independent of r. Since
ur solves the minimal surface equation with Neumann boundary condition,
by Appendix B, we have that ur ∈ C2,α(C). Thus, the Schauder estimate
implies that
|D2u| < c2, in Bρβ/2(0).
By scaling, this implies that
sup
Brρβ/2(0)
|AΣ| < c2r−1.
Taking r→∞, we have that AΣ = 0 everywhere. 
We now prove Theorem 3.5.
Proof. Suppose the statement is false, and there exists a sequence of free
boundary area minimizing hypersurfaces Σj such that λj = sup |AΣj | → ∞.
Note that each Σj is a C
2,α regular hypersurface, thus sup |AΣj | is achieved,
with |AΣj |(xj) = λj . By possibly taking a further subsequence, we assume
that pj → p ∈M . Define the rescale ηj on M by letting ηj(z) := λj(z− pj).
We then obtain a sequence of embedded area minimizing free boundary
hypersurfaces
(Σ′j , ∂Σ
′
j) = (ηj(Σj), ηj(∂Σj)) ⊂ (ηj(M), ∂(ηjM)).
Moreover, |AΣ′j | = 1, and |AΣ′j | ≤ 1 everywhere.
The manifold ηj(M), equipped with the induced Riemannian metric, con-
verge, in the sense of C2,α Cheeger-Gromov to a polyhedron C ⊂ Rn, where
up to a rigid motion of Rn, C = W0 × [0,∞)k−2 × Rn−k. Here W0 is a
two dimensional wedge whose opening angle is not larger than π/2. Since
supx∈Σ′j |AΣ′j | ≤ 1 everywhere, locally Σ′j can be represented as the graph of
a C2 function satisfying an elliptic PDE with uniformly bounded coefficients
and Neumann boundary condition. Thus, Σ′j converges locally smoothly as
C2,α graphs to a limit hypersurface Σ∞. Note that Σ∞ must coincide with
the current limit of Σ′j, which is a free boundary area minimizing hypersur-
face in C (which exists by compactness of area minimizing currents). By
Corollary 3.7, Σ∞ is planar. This contradicts the fact that |AΣ′j |(0) = 1. 
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Remark 3.8. With a standard point picking trick, one can also obtain the
following local curvature estimate: suppose Σ is free boundary area minimiz-
ing hypersurface in Bp(R), where p ∈M , we have that
sup
x∈Bp(R/2)
|AΣ|(x) ≤ C(p,R,M).
Remark 3.9. It would be interesting to study the notion of “stability” of a
minimal surface in a polyhedron region, and prove an analogous curvature
estimate for stable surfaces with uniformly bounded area. The difficulty is
that, being stable with respect to tangential vector fields do not necessarily
prevent “large” singular sets from happening. For example, consider a do-
main C = W0 × R in R3, where W0 = {(r, θ) : r ≥ 0, θ ∈ [0, θ0]} is a
convex wedge, with θ0 < π/2. Then the plane {θ = θ1} in C is stable (but
not minimizing), but has a line {r = 0} × R of singular sets. It is then
tricky to conclude what will happen, if we consider, instead of C, a small
C2,α perturbation of C.
4. Rigidity and splitting of minimal slicing
In this section we are going to prove Theorem 1.6. We have already seen
that Theorem 1.6 follows directly from the Gauss-Bonnet theorem when
n = 2. Suppose Theorem 1.6 holds for all (n − 1) dimensional Riemannian
polyhedron, over-prism of type P . We are going to prove that the same
statement holds for dimension n. Consider the variational problem (1.3)
and let Ω be the minimizer of it. Let Σ = Ω∩ M˚ . By Theorem 3.1, we have
either Σ is disjoint from FT and FB , in which case it is a free boundary area
minimizing hypersurface, or Σ entirely coincide with either FT (or FB), in
which case the face FT (or FB) itself is a free boundary area minimizing
hypersurface. In either case, by Theorem 2.3, Σ is C2,α up to its corners.
Moreover, Σ is a Riemannian polyhedron, over-prism of type P1, where
P1 =W0× [0, 1]n−2. Note that since Σ meets ∂M orthogonally, its dihedral
angle is everywhere equal to the constant dihedral angle given by P1.
Since Σ is free boundary and minimizing, the stability inequality implies
that
Q(f, f) =
∫
Σ
|∇f |2 − (|AΣ|2 +Ric(ν, ν))f2dV −
∫
∂Σ
II∂M (ν, ν)f
2dS ≥ 0,
(4.1)
for any smooth function f on Σ. Here II∂M is the second fundamental form
of ∂M taken with respect to outward unit normal vector field.
By the Gauss equation, we have
Ric(ν, ν) + |AΣ|2 = 1
2
(RM −RΣ + |AΣ|2), (4.2)
where RM , RΣ are the scalar curvature of M,Σ, respectively. The second
variation form therefore becomes
Q(f, f) =
∫
Σ
|∇f |2− 1
2
(RM−RΣ+ |AΣ|2)f2dV −
∫
∂Σ
II∂M (ν, ν)f
2dS. (4.3)
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Since Σ is stable, the principal eigenvalue of the variational problem (see
section 2 of [MNS17], or [Sch06]) associated to the second variation form
satisfies:
λ1 = inf
ϕ∈L2(Σ)
Q(ϕ,ϕ)∫
Σ ϕ
2dV
≥ 0. (4.4)
The associated eigenfunction ϕ ∈ W 1,2(Σ) satisfies, in the weak sense, the
elliptic equation{
∆Σϕ+
1
2(RM −RΣ + |AΣ|2)ϕ = −λ1ϕ in Σ,
∂ϕ
∂ν = II(ν, ν)ϕ on ∂Σ.
(4.5)
By assumption, the dihedral angles of adjacent faces of Σ are all not larger
than π/2. We then apply Proposition B.3 and conclude that the solution to
(4.5) is C2,α to the corners. To do so, we verify that in the case that when
two adjacent faces of Σ meet orthogonally, the compatibility condition (B.2)
is satisfied. Notice that this condition is necessary for a solution to have
Ho¨lder continuous second derivatives.
Lemma 4.1. Suppose Fi, Fj are two adjacent faces of M meeting orthogo-
nally, where Σ∩ Fi,Σ ∩Fj are non-empty. Let ei, ej be the outward normal
vector field of Fi, Fj in M . Then
∇ej(IIFi(ν, ν)) = ∇ei(IIFj(ν, ν)).
holds along the intersection Fi ∩ Fj ∩ Σ.
Proof. Fix a point p ∈ Fi ∩ Fj ∩ Σ. Extend ei(p), ej(p), ν(p) to be a nor-
mal coordinate frame in a neighborhood of p, such that at p, all covariant
derivatives are zero. We apply the Codazzi equation on the hypersurface
Fi ⊂M , and obtain
∇ IIFi(ej , ν, ν) = ∇ IIFi(ν, ej , ν).
Since the local coordinates is normal,
∇ej(IIFi(ν, ν)) = ∇ IIFi(ej , ν, ν) = ∇ IIFi(ν, ej , ν) = ∇ν 〈∇eiej , ν〉
holds at p. Similarly, ∇ei(IIFj(ν, ν)) = ∇ν
〈∇ejei, ν〉 at p. Notice that
∇eiej = ∇ejei, hence the conclusion of lemma holds. 
Given Lemma 4.1, the solution ϕ to (4.5) is in C2,α(Σ), by virtue of the
Proposition B.3 in Appendix B.
Let g1 be the induced metric on Σ. Using the induction hypothesis, we
prove the following property of Σ.
Proposition 4.2. The hypersurface Σ, equipped with the induced metric
g1, is isometric to an Euclidean prism. Moreover, Σ ⊂M is infinitesimally
rigid: we have that
RicM (ν, ν) = 0, |AΣ| = 0 on Σ,
and II∂M (ν, ν) = 0 on ∂Σ.
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Proof. Let ϕ be a positive function on Σ, under the conformal change of
metric
g2 = ϕ
2
n−2 g1,
the scalar curvature changes by
R(g2) = ϕ
−
n
n−2
(
−2∆ϕ+R(g1)ϕ+ n− 1
n− 2
|∇ϕ|2
ϕ
)
; (4.6)
Where ∆ and∇ are taken with respect to the metric g1. The mean curvature
of ∂Σ ⊂ Σ with respect to the outward unit conormal vector field changes
via
H∂Σ(g2) = ϕ
−
1
n−2
(
H∂Σ(g1) +
1
ϕ
∂ϕ
∂ν
)
. (4.7)
Now we choose ϕ > 0 to be the solution to (4.5). Then the scalar curva-
ture satisfies
R(g2) = ϕ
−
n
n−2
(
(RM + |AΣ|2 + λ1)ϕ+ n− 1
n− 2
|∇ϕ|2
ϕ
)
≥ 0. (4.8)
The boundary mean curvature becomes
H∂Σ(g2) = ϕ
−
1
n−1 (H∂Σ(g1) + II(ν, ν)).
Let {ej}n−2j=1 be an orthonormal frame in an open set of ∂Σ. Since Σ meets
∂M orthogonally, the conormal vector η of ∂Σ in Σ is the same as the
conormal vector of ∂M in M . Therefore ej , j = 1, · · · , n− 2, ν and η forms
an orthogonal basis in an open neighborhood of ∂M . Therefore, we verify
that
H∂Σ(g1) + II(ν, ν) =
n−2∑
j=1
〈∇ejej , η〉+ 〈∇νν, η〉 = H∂M . (4.9)
Here H∂M represents the mean curvature of ∂M in M , with respect to the
outward unit normal vector field ν. We therefore conclude that
H∂Σ(g2) = ϕ
−
1
n−2H∂M ≥ 0. (4.10)
Observe that the dihedral angles of Σ are equal to the dihedral angles of
M , since Σ meets ∂M orthogonally. Moreover, the conformal deformation
does not change dihedral angles. We therefore conclude, by (4.8) and (4.10),
that (Σ, g2) is an overcubic manifold of dimension (n− 1) with nonnegative
scalar curvature, weakly mean convex faces, and everywhere non-obtuse di-
hedral angles. By induction, (Σ, g2) is isometric to an Euclidean rectangular
solid. Tracking equalities in (4.8) and (4.10), we conclude that, with respect
to metric g1:
RM = 0, AΣ = 0, λ1 = 0, ∇ϕ = 0 on Σ,
and H∂M = 0 on ∂Σ.
In particular, ϕ is a constant function. This implies that (Σ, g1) is also
isometric to a flat Euclidean rectangular solid. The fact that (Σ, g1) is
infinitesimally rigid then follows. 
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We then proceed to the proof of Theorem 1.6. The basic idea is to confor-
mally deform the metric locally near the infinitesimally rigid hypersurface
Σ, and solve the variational problem (1.3) in a new metric. As a result,
we are able to conclude that each side of Σ contains a dense collection of
flat Euclidean rectangular solids. This important technique first appeared
in [CCE16], and were also used in [CEM18]. Though these papers are writ-
ten only for 3 dimensional manifolds, we observe that the idea within can
be extended in higher dimensions, as long as the minimizer to the relevant
variational problem is regular.
Proof of Theorem 1.6. Let (Mn, g) be an over-prism polyhedron as in the
assumption of Theorem 1.6, Σn−1 ⊂M be a free boundary area minimizing
hypersurface. Suppose M+ ⊂ M is a region separated by Σ containing FT .
By the strong maximum principle (Theorem 3.1), either Σ is disjoint with
FT and FB , or Σ completely coincides with FT or FB . In the latter case,
Σ = FT (or FB), and itself is an area minimizing hypersurface.
Fix r0 > 0 small to be determined later. Fix a point p ∈ M+, such
that distg(p,Σ) ∈ (1.5r0, 2.5r0) and distg(p, ∂M) > 4r0. Denote by r(x)
the distance function to p with respect to the metric g. We take r0 small
enough, such that the function ∂r∂ν > 0 in Σ ∩B3r0(p).
Claim: There exists an ε > 0 and a family of Riemannian metrics
{g(t)}t∈(0,ε) on M in the conformal class of g, with the following proper-
ties:
(1) g(t)→ g smoothly as t→ 0;
(2) g(t) = g on M \B3r0(p);
(3) g(t) ≤ g as metrics on M , with strict inequality on B3r0(p) \Br0(p).
(4) R(g(t)) > 0 on B3r0(p) \Br0(p).
(5) Surface Σ is weakly mean convex and strictly mean convex at one
interior point with respect to the metric g(t), and the unit normal
vector field pointing outward from M+.
The construction of these conformal metrics follows from an extension of
the Appendix J of [CCE16], which we describe here for the sake of com-
pleteness.
Let f ∈ C∞(R) be a non-positive function supported in [0, 3], such that
in (1, 3),
f(s) = − exp
(
16n + 8
s
)
.
This is to make sure that f satisfies the inequalities f ′(s) > 0, (4n−1)f ′(s)+
sf ′′(s) < 0 for s ∈ (1, 3).
Let r0 < inj(M,g) be small enough to guarantee that in any geodesic
ball B3r0(q), the inequality ∆g(dist
2
g(·, q)) < 8n is satisfied. On M , define
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v(x) = r20f(r(x)/r0). In B3r0(p) \Br0(p), we then check that
∆gv = r0f
′
(
r
r0
)
∆gr + f
′′
(
r
r0
)
< (4n − 1)r0
r
f ′
(
r
r0
)
+ f ′′
(
r
r0
)
< 0. (4.11)
The metric g(t) is then defined as g(t) = (1 + tv)
4
n−2 g. We verify that
conditions (1)-(5) are satisfied by {g(t)}. Conditions (1)-(3) are straightfor-
ward. To see (4), we note that
R(g(t)) = (1 + tv)−
n+2
n−2
(−4(n − 1)t
n− 2 ∆gv +R(g)(1 + tv)
)
> 0.
To see (5), we notice that along Σ,
HΣ,g(t) = (1 + tv)
−
n
n−2
(
HΣ,g +
2(n− 1)t
n− 2
∂v
∂ν
)
≥ 0.
The claim is proved.
To proceed, observe that (M+, g(t)) is an overcubic manifold that satisfies
all the conditions satisfied by (M,g). Now M+ has top face FT and bottom
face Σ. We consider the variational problem in M+ analogous to (1.3):
I = inf{Hn−1(∂Ω ∩ M˚+)g(t) :
is an open set of finite perimeter containing FT ,Ω ∩Σ = ∅.}
By the strong maximum principle (Theorem 3.1) and the regularity theory
(Theorem 2.3), I is achieved by an open set Ωt. Consider Σt = Ωt ∩ M˚ .
Then Σt is C
2,α to its corners. Notice that Σt is disjoint from Σ by the
convexity condition (5) of the metric g(t). Also Σt must intersect B3r0(p),
otherwise we would have:
|Σ|g ≤ |Σt|g = |Σt|gt ≤ |Σ|gt < |Σ|g,
contradiction (where the last inequality comes from condition (4)). Also,
Proposition 4.2 implies that R(g(t)) ≡ 0 on Σt. Since R(g(t)) > 0 in
B3r0(p) \Br0(p), we conclude that Σt ∩Br0(p) 6= ∅.
As t→ 0, consider the family of hypersurfaces {Σt}t∈(0,ε). By the curva-
ture estimate (Theorem 3.5), Σt subsequentially converges in C
2,α to a free
boundary area minimizing surface Σ′ ⊂M+. Moreover, Σ′ ∩Br0(p) 6= ∅. In
particular, Σ′ and Σ are disjoint.
This argument, carried out on each of the free boundary minimizing hy-
persurface, with varying choices of the small radius r0 and point p, implies
that the whole regionM+ (andM \M+ likewise) contains a collection of free
boundary area minimizing hypersurfaces {Σρ}ρ∈A, where ∪ρ∈AΣρ is dense
in M+. By Proposition 4.2, each Σ
ρ is isometric to an Euclidean rectan-
gular solid, and is also infinitesimally flat in M . We also observe that ∂Σρ
is also dense in the boundary. Precisely, for any point q ∈ ∂M+ and any
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ε > 0, there is a free boundary area minimizing surface Σρ that intersects
Bε(q)∩M+, ρ ∈ A. By the curvature estimate (Theorem 3.5), Σρ must also
intersects ∂M+ in some BCε(q), for some uniform constant C (independent
of the choice of q and ε).
Pick a hypersurface Σρ. For notational simplicity, assume without loss
of generality that ρ = 0 and Σρ = Σ. Extend the unit normal vector field
ν of Σ to a smooth vector field X, such that X is tangential on ∂M . Let
φt be the one-parameter family of diffeomorphisms generated by φt. For ρ
sufficiently small, Σρ can be represented as a graph
{φuρ(x)(x) : x ∈ Σ}.
Fix a point x0 ∈ Σ. Arguing as (2) in [Liu13], the functions {uρ(x)/u(x0)}
converges in C2,α(Σ), as ρ→ 0, to a function u that satisfies
(∇2Σu)(X,Y ) +RmM (ν,X, Y, ν) = 0, for all tangential vectors X,Y.
Taking trace, we have ∆Σu = 0. Also, since each Σ
ρ meets ∂M orthogonally,
we have ∂u∂η = 0 on ∂Σ. We therefore conclude that u = 0 on Σ, and hence
RmM(ν,X, Y, ν) = 0. Using the Gauss-Codazzi equations on Σ, and the
fact that |AΣ| = 0, we then obtain that RmM = 0 on Σ. By density of
{Σρ}, we conclude that RmM = 0 in M+. By Proposition 4.2, II = 0 on
each face of ∂Σρ. Since Σρ is dense in ∂M+, we conclude that each face of
∂M+ is totally geodesic. This implies that M+ is isometric to an Euclidean
prism. Combined with a similar argument for M \M+, we conclude that
(M,g) is isometric to an Euclidean prism. 
Remark 4.3. We remark that the geometric argument in section 4 is very
robust, and can potentially be used for Conjecture 1.1 for different polytopes,
as long as the corresponding variational problem produces a C2,α hypersur-
face. For instance, if the minimizer to (1.4) is C2,α to its corners, then one
can establish Conjecture 1.1 for n-dimensional simplices.
5. Application to the positive mass theorem
In this section we observe that Conjecture 1.1 implies the positive mass
theorem in a rather straightforward manner. In fact, it would be enough to
assume Conjecture 1.1 holds for a single Euclidean polyhedron P :
Conjecture 5.1. Suppose Conjecture 1.1 holds for P . That is, for any Rie-
mannian polyhedron (M,g) admitting a degree one map onto P , conditions
(1)-(3) in Conjecture 1.1 imply that (M,g) is flat.
We will see that this is enough to imply the positive mass theorem for an
n-dimensional asymptotically flat manifold.
Theorem 5.2. Suppose Conjecture 5.1 holds for a certain Euclidean poly-
hedron P . Then the positive mass theorem holds: Suppose (Sn, g) is asymp-
totically flat manifold, then the ADM mass on each end of S is nonnegative.
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Proof. 3Suppose S \K is diffeomorphic to Rn \Br(0) with K compact, and
the ADM mass is negative. By the work of [SY79b] and an observation of
Lohkamp, there exists a non-flat metric g˜ on S with R(g˜) ≥ 0, and g˜ is
isometric to the Euclidean metric on S \K. Since P is an Euclidean poly-
hedron, one can take a sufficiently large rescale of P , which we also denote
by P , such that ∂P lies entirely inside Rn \ BR(0). Now ∂P , isometrically
embedded as a boundary in S \ K, bounds a Riemannian polyhedron M .
Observe that M admits a degree one map onto P by simply taking K to
{0} and M \ K to P \ {0}. However, (M, g˜) satisfies all 3 conditions in
Conjecture 5.1, thus g˜ should be flat, contradiction. 
Appendix A. Bending construction of hypersurfaces
In this section we review a bending construction due to Gromov. For
more details, we refer the readers to page 701, section 11.3 of [Gro18b]. Our
objective is the following proposition, which reduces the Conjecture 1.1 to
the statement of Theorem 1.6, by fixing the dihedral angles between faces
of a polyhedron.
Proposition A.1. Assume (Mn, g) is a Riemannian polyhedron with a C∞
metric g, such that
(1) Each face of M is weakly mean convex;
(2) There exists a smooth function α defined on the (n − 2)-skeleton E
of M , which is constant along each edge Fi ∩ Fj , such that for any
point q ∈ E, the dihedral angle q is less than or equal to α(q).
Then there exists a Riemannian polyhedron M ′ ⊂ M , such that with the
induced metric, M ′ satisfies that
(1) Each face of M ′ is weakly mean convex;
(2) The dihedral angle at every q ∈ E is equal to α(q).
Gromov’s idea of proof of Proposition A.1 is by induction, which we very
briefly describe as follows. Take one face F0 ⊂ M . We fix a vector field X
in M , such that X is transversal to Σ0 and points inward M , but tangential
to all the other faces of M . Let φ = φ(x, t) be the flow generated by the
vector field X. Let f be a smooth function defined on Σ0. Define
Ff = {φ(p, f(p) : x ∈ F0)}.
By the tubular neighborhood theorem, Σf is isotopic to Σ0 when ‖f‖C0 is
small enough. Hence by replacing the face F0 by Ff and keeping all the
other faces the same, we may obtain a new polyhedronM ′ ⊂M . It remains
to check the conditions on mean curvature and on dihedral angle. Let Hf
and θf be the mean curvature (with respect to outward unit normal) and
3The proof we give here assumes that S has one end. The general case can be handled
similarly by cutting the other ends along strictly mean convex hypersurfaces of S.
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the dihedral angle of the surface Ff . The linearized operator of Hf and θf
is then given by
∂t|t=0H(tf) = ∆f + (RicM (ν, ν) + |A|2)f,
∂t|t=0 cos θ(tf) = −
∂f
∂η
+ 〈ν,∇νX〉 f.
(A.1)
Denote Λ > 0 be an upper bound of RicM (ν, ν) + |A|2 and 〈ν,∇νX〉.
Then one may choose a function f such that |f |C0 is sufficiently small, but
∆f ≥ 2Λ|f |, ∂f∂η ≤ −2Λ|f |. (See, for instance, the function f in the proof of
Theorem 1.6.) By the implicit function theorem, we then may increase the
mean curvature and the dihedral angle the same time. Notice that during
this process, we do not change the dihedral angle between other faces.
Once we have fixed the dihedral angle between F0 and other faces, we
may repeat this process and inductively increase the dihedral angle between
all pairs of faces.
A.1. Application to dihedral rigidity in dimension three. As an ap-
plication of Proposition A.1, we may generalize the main results of [Li17]
to all polyhedra of cone or prism types. In Theorem 1.4 and 1.5 of [Li17],
for the purpose of regularity of the capillary functional minimizer, an ex-
tra condition on the dihedral angles was needed. Let us briefly recall these
results. Given an Euclidean flat cone or prism P and a Riemannian poly-
hedron (M3, g) diffeomorphic to P , let Fj , j = 1, · · · , k be the side faces of
M , F ′j be the side faces of P . Let B
′ be the base face of P . Denote the
(constant) dihedral angle between F ′j and B
′ by γj . Then in Theorem 1.4
and 1.5 of [Li17], it was assumed that
|π − (γj + γj+1)| < ∡(Fj , Fj+1). (A.2)
Theorem A.2 (Theorem 1.4 of [Li17]). Assume P is an Euclidean cone or
prism, (M3, g) is a Riemannian polyhedron diffeomorphic to P , such that
(A.2) holds. Then (M,g) cannot simultaneously satisfy that R(g) ≥ 0 in the
interior of M , each face of M is mean convex, and that the dihedral angles
of M is everywhere less than the corresponding dihedral angle of P .
Notice that Proposition A.1 enables us to increase the dihedral of a Rie-
mannian polyhedron, and at the same time do not decrease face mean cur-
vature and the interior scalar curvature. Therefore the lower bound in con-
dition (A.2) may, without loss of generality, be dropped.
In Theorem 1.5 of [Li17], another condition, namely γj ∈ (0, π/2] for
j = 1, · · · , k, is assumed, in order to get the full dihedral rigidity statement.
In the case that P is a simplex, this condition is automatically true: consider
all the four distances from a vertex of the simplex P to its opposite face.
Suppose v is the vertex with the least distance among the four. Regarding
P a cone with vertex v, then its side faces (faces that contain v) meet the
base face (the face that does not contain v) at dihedral angles in (0, π/2).
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In particular, we conclude that the dihedral rigidity conjecture holds for all
three dimensional simplices, without any extra conditions:
Theorem A.3. Let P be a simplex in R3, g0 is the Euclidean metric on P .
Suppose g a Riemannian metric on P , such that R(g) ≥ 0 in the interior of
M , each face of M is weakly mean convex, and the dihedral angles of (P, g)
is everywhere not larger than the corresponding dihedral angle of (P, g0).
Then up to a scaling, (P, g) is isometric to (P, g0).
Appendix B. Elliptic regularity in Riemannian polyhedron
We prove some regularity results for second order elliptic equations in a
Riemannian polyhedron. For the purpose of this paper, we only consider the
case of a Riemannian prism, as in Definition 1.5. Let (Mn, g) be a Riemann-
ian prism with (closed) faces {Fi}. We assume that each face Fi is a C2,α
hypersurface, and each pair of adjacent faces Fi, Fj intersects transversely
at constant angle. The Riemannian metric g is also assumed to be C2,α in
M . Consider an elliptic equation{
Lu = 0 in M,
∂u
∂ν = qu on ∂M.
(B.1)
Here, we assume that L is a linear elliptic operator, such that the second
order part is Laplacian. (Later we will apply this appendix to study regu-
larity of minimal surfaces in M , and regularity of solutions to (4.5).) We
also assume that q is a function, C1,α when restricted on each face of M ,
and satisfies the compatibility condition
∂
∂νj
(q|Fi) =
∂
∂νi
(q|Fj ) (B.2)
along the intersection Fi ∩ Fj , for each pair of orthogonal adjacent faces
Fi, Fj .
Since (M,g) is a Lipschitz domain, by classical theory in elliptic PDE, we
know that any weak solution to (B.1) is in C0,α(M), and is locally C2,α in
the interior of M and on the smooth part of ∂M (namely, on the (n − 1)
dimensional strata of ∂M). Hence it suffices to consider (B.1) on the corners
of M (namely, on d dimensional strata of ∂M with 0 ≤ d ≤ n − 2). Since
the regularity theory is local in nature, we can fix a point p at the corner. A
fundamental observation to utilize the dihedral angle condition is to write
the equation in the coordinate system constructed in Lemma 2.2.
Precisely, suppose a neighborhood of p in M is diffeomorphic to the do-
main Ω = {(x1, · · · , xn) : xj ≥ 0, j = 1, · · · , k}, for some integer k ∈ [2, n].
(In the case where k = 1, p is on the smooth part of the boundary, and the
solution is automatically C2,α.) Then p lies on the intersection of k faces
of M , say F1, · · · , Fk. Note that Fi meets Fj along an interior constant
dihedral angle γij. Moreover, by definition 1.4, for all but at most one pair
of (i, j), i ≤ j, γij = π/2. Denote θ0 = γ12. Then θ0 ∈ (0, π/2]. Take the
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coordinate system (x1, · · · , xn) constructed in Lemma 2.2. Then ∂i is the
outward unit normal vector for Fi. We further make a change of coordinates
x′2 = (cot θ0)x1 +
1
sin θ0
x2.
By slight abuse of notation, we will write x2 for x
′
2. As a consequence,
g(∂i, ∂j) = 0 along each Fi, whenever i 6= j and 1 ≤ i, j ≤ k. To illustrate
the advantage of this coordinate system, we note that an Euclidean prism
will be given by W2× [0,∞)k−2×Rn−k, where W2 is a wedge region on the
x1, x2 plane. The equation (B.1) can be written in the following form:

aijuij + biui + cu = f in Ω ∩B1,
∂u
∂ν = 0 on ∂Ω ∩B1,
u = g on Ω ∩ ∂B1.
(B.3)
where the coefficients satisfies
Λ−1|ξ|2 ≤ aijξiξj ≤ Λ|ξ|2
aij , bi, c ∈ C0,α(Ω ∩B1) with |aij |0,α, |bi|0,α, |c|0,α ≤ Λ.
aij = 0 on {xi = 0},whenever j 6= i, 1 ≤ i, j ≤ k.
(B.4)
We note that the equations in our geometric argument satisfies this prop-
erty:
Remark B.1. In local coordinates, the Laplacian operator takes the form
∆gu =
1√
det g
∂i
(√
det ggij∂ju
)
= gijuij + lower order terms.
Since gij=0 on Fi for 1 ≤ i, j ≤ k, i 6= j, (B.4) is satisfied.
Remark B.2. We will see that the minimal surface equation also satisfies
the assumptions (B.4). By Theorem 2.3, a free boundary area minimizing
hypersurface in M is locally a C1,α graph over its tangent plane. The mini-
mal surface equation takes the form
F (gij , u, ui)uij + lower order terms = 0
with Neumann boundary conditions. Here F is a smooth function depending
analytically on the metric gij , the graphical function u and its first deriva-
tives. In particular, if ui = 0 along xi = 0, and j 6= i, Fij = 0.
Proposition B.3. Suppose u ∈ C1,α(Ω ∩B1) ∩ W 2,2(Ω ∩ B1) is a weak
solution to (B.3), where the coefficient satisfies (B.4), and f ∈ C0,α(Ω ∩B1),
g ∈ C0(Ω). Then u ∈ C2,α(Ω ∩B1/2).
Proof. By the standard regularity theory, one has C2,α regularity for u in
the interior of Ω∩B1 and along the smooth part of ∂Ω∩B1. We first rewrite
the equation as
aijuij = f − biui − cu,
with the same boundary conditions.
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Denote W = W2 ×Rn−2. Consider the even extension u¯ of u, defined in
W ∩B1, by letting
u¯(x1, · · · , xn) = u(x1, x2, |x3|, · · · , |xk|, xk+1, · · · , xn).
Since u ∈ C1,α(Ω ∩B1) and ∂u∂ν = 0 on ∂W ∩ B1, u¯ ∈ C1,α(W ∩ B1). We
prove that u¯ is the weak solution to an elliptic equation with C0,α coefficients
in W ∩B1. Fix a point x = (x1, · · · , xn). For each pair of (i, j), denote an
integer τij ∈ {0, 1, 2} as follows: if i = j, then τij = 0; otherwise, τij is the
number of the elements k ∈ {i, j} where xk < 0. Define
a¯ij(x1, · · · , xn) = (−1)τij (x1,··· ,xn)aij(x1, x2, |x3|, · · · , |xk|, xk+1, · · · , xn).
Notice that a¯ij is a C
0,α function in B1. In fact, across each face xk = 0,
either a¯ij is an even extension of aij, or a¯ij is an odd extension with aij = 0
along xk.
Similarly, for each i, define τi ∈ {0, 1} as follows: if xi ≥ 0 then τi = 0;
otherwise let τi = 1. Then define
b¯i(x1, · · · , xn) = (−1)τi(x1,··· ,xn)b(x1, x2, |x3|, · · · , |xk|, xk+1, · · · , xn).
We observe that the function b¯iu¯i is a C
0,α function in B1. Indeed, along
each xk = 0, either i 6= k and b¯iu¯i is an even extension, or i = k and ui = 0
along xi = 0.
Finally we just define c¯, f¯ , g¯ as the even extension of c, f, g. Then u¯ is a
weak solution to
a¯iju¯ij = f¯−b¯iu¯i−c¯u¯ in W ∩B1, u¯ = g¯ on W ∩∂B1, ∂u
∂ν
= 0 on ∂W ∩B1.
We thus conclude that u ∈ C2,α(W ∩ B1/2(0)). Indeed, if we write the
wedge region W0 ⊂ R2 as {(r, θ) : r ≥ 0, 0 ≤ θ ≤ θ0} in polar coordinates,
let W1 = {(r, θ) : r ≥ 0, 0 ≤ θ ≤ θ0/2}, W2 = {(r, θ) : r ≥ 0, θ0/2 ≤ θ ≤ θ0},
then u solves the same equation with mixed boundary conditions inW1, W2,
where θ0 ∈ (0, π/4]. By Theorem 1 in [AK82], u¯ ∈ C2,α(W ∩ B1/2). Thus
we have that u ∈ C2,α(Ω ∩B1/2(0)). 
We are now ready to conclude the regularity needed for the paper.
Corollary B.4. Assume 3 ≤ n ≤ 7. Let (Mn, g) be an over cubic Riemann-
ian manifold with g a C2,α metric, and the dihedral angle is everywhere π/2.
Let Σn−1 be a properly embedded volume minimizing hypersurface of M with
free boundary. Then Σ is a C2,α graph over its tangent plane everywhere.
Corollary B.5. Let M be as above. Suppose u ∈ W 1,2(M) is a weak solu-
tion to {
∆gu+ cu = f in M,
∂u
∂ν = qju on Fj .
Here c, f ∈ C0,α(M), and qj ∈ C1,α(Fj) satisfy the compatibility condition
∂
∂νj
qi =
∂
∂νi
qj
THE DIHEDRAL RIGIDITY CONJECTURE FOR n-PRISMS 27
along the intersection Fi ∩ Fj . Then u ∈ C2,α(M ).
Proof. By standard elliptic regularity in Lipschitz domains, u is C0,α smooth.
Since the functions qj satisfies the compatibility condition, there exists a
C2,α function in the interior of M , and on the smooth part of ∂M . Also,
since M is locally convex, it follows that u ∈ C1,α(M).
Since {qj} satisfies the compatibility condition, there exists a function
v0 ∈ C2,α(M ) such that ∂v0∂ν = qj on Fj . Let v = ev0 . Then it is straightfor-
ward to check that the function w = uv ∈W 2,2(M) is a weak solution to an
equation in the form{
∆gw +~b · w + cw = f in M,
∂w
∂ν = 0 on ∂M.
Since w ∈ C1,α(M ), by possibly subtracting lw on both sides, where l is
a large constant, we may also without loss of generality assume that the
constant term c is non-positive. Near each point p at the corner of M ,
consider the equation

∆gw0 +~b · w0 + cw0 = f in M ∩Bρ(p),
∂w0
∂ν = 0 on ∂M ∩Bρ(p),
w0 = w on M ∩ ∂Bρ(p).
By Proposition B.3, the solution w is in C2,α(M ∩ Bρ/2(p)). On the other
hand, the maximum principle implies that w = w0 in M ∩Bρ(p). We then
conclude that w ∈ C2,α(M), and hence u ∈ C2,α(M ). 
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