Response Surface Methodology (RSM) searches for the input combination maximizing the output of a real system or its simulation. RSM is a heuristic that locally fits first-order polynomials, and estimates the corresponding steepest ascent (SA) paths. However, SA is scale-dependent; and its step size is selected intuitively. To tackle these two problems, this 
Introduction
Response Surface Methodology (RSM) is a stagewise heuristic that searches for the input combination maximizing the output (finding the minimum is equivalent to finding the maximum of 'minus' the output; the maximization problem is without explicit constraints or We define the estimated signal/noise ratio (say) as (1) where denotes the estimate of in the following local first-order polynomial approximation:
where y denotes the regression predictor of the corresponding expected output; e denotes white noise; that is, e is normally, identically, and independently distributed (NIID) with zero mean and constant variance .
Note: Each of the k ratios in (1) equals Student's statistic t under the null-hypothesis of zero input effect, . However, this does not mean that we propose to test this . Actually, if we use OLS to estimate = , then is the Best Linear Unbiased Estimator (BLUE). Testing makes sense only if we have good reasons to postulate such a hypothesis. But in our case, effects that are not significant in a certain stage, may still be practically important in that stage -or in later stages! And unimportant factors may be significant if the signal/noise ratio is high: in applications of RSM to random simulation the simulation may have small 'intrinsic' noise, or very many simulation runs may be executed if computer time per run is small; in deterministic simulation the intrinsic noise is zero, by definition.
The OLS estimator of the regression parameters is Note: Obviously, the first rows of X are identical and equal to , ..., the last rows of X are identical and equal to . A simulation example is a single-server simulation with w in (3) denoting the vector of average waiting times per replicate, and in (2) denoting the traffic rate.
Because of (1) through (3), we call the estimated signal of input j. The signal's noise (see equation 1's denominator) is the square root of the corresponding element on the main diagonal of
For example, (2) implies that is the second element on the main diagonal of (4). Equation (4) leads to the estimated noise: replace the unknown parameter in (4) by the mean squared residual (MSR) estimator (5) where denotes the output for input combination i and replicate r, and denotes the OLS regression predictor for the simulation's input combination i that follows from
For example, (6) combined with (2) gives .
The variance of this predictor is a function of x (input combination for which estimate is computed), since elementary regression analysis gives
Notice that x in (7) may correspond with either one of the actually observed input combinations X -as in (6) -or a new point. A new point means interpolation or extrapolation.
To illustrate the implications of (7), suppose that X is orthogonal; that is, =
. Combining (4) and (7) then gives
Obviously, the regression predictor becomes less reliable, as the number of observations N decreases. Likewise, the predictor gets inaccurate, as the noise increases (for example, a single-server simulation implies that a higher traffic rate not only increases the mean but also -8-
the variance of waiting times so the intrinsic simulation noise increases and so does the white noise e). But what is the effect of x, the point that we wish to predict?
In Appendix 1 we derive the design point that minimizes the variance of the regression predictor, (say) . Note that where the element 1 corresponds with the intercept . We find = where is the covariance matrix of which equals excluding the intercept (also see equation 4):
where is a scalar, b a k-dimensional vector, and C a k × k matrix. Hence, if X is orthogonal, then (8) is minimal at the center of the experimental area: = 0 (also see the 'funnel' shape of Figure 1 , discussed below). Hence, extrapolation should be less trusted as the extrapolated point moves farther away into regions not yet observed. This property will guide our ASA.
(The term 'trust region' is used in nonlinear optimization; see Conn, Gould, and Toint 2000.) 
Two new search techniques
We consider a lower (one-sided) 1 -confidence interval for the predictor based on (2), given x. This interval ranges from infinity down to where denotes the 1 -quantile of the distribution of t with N -q degrees of freedom, and follows from the basic linear-regression formulas in (4) through (7). The first term in (9) concerns the signal, whereas the second term concerns the noise.
Note: When we consider a set of x values, then the set of intervals following from (9) has a joint (simultaneous) probability lower than 1 -. This complication is ignored in our two techniques.
Technique 1 (ASA) finds the x that maximizes the minimum output predicted through (9), (say) . This gives both a search direction and a step size. First we prove in Appendix 2 that the objective function in (9) is concave in d. Next in Appendix 3 we derive the following explicit solution for the optimal input values of the next observation:
where is the ASA direction, and the step size specified by (10b) where is the vector of estimated first-order effects (so it excludes the intercept ).
Technique 2 still maximizes , but the new point is restricted to the SA path; that is, the search direction is specified by the estimated local gradient, . In Appendix 4
we derive the optimal step size (say) along this path:
This step size is unique, because (9) is concave (see Appendix 2).
We derive the following mathematical properties and interpretations of these two techniques.
The first term in (10a) means that the path on which the next observation is placed, starts from the point with minimal predictor variance, namely (also see end of §2).
The second term means that this path is in the ASA direction; that is, the classic SA direction (second term's last factor) is adjusted for the covariance matrix of , which is C (see §2, last paragraph). Finally, the step size is quantified in (10b).
For the orthogonal case ( = ) it is easy to verify that = 1/N, b = 0, and C = I/N, so (10) reduces to This solution implies identical search directions for ASA and SA, in case of orthogonality.
Moreover, for the orthogonal case we prove that the two techniques coincide (both the search direction and the step size are the same), provided SA starts from the design center; see Appendix 4.
In practice, however, designs are not orthogonal. The classic textbooks on Design Of Experiments (DOE) and RSM do present many orthogonal designs (for example, 2 k -p designs), but these designs use standardized inputs (say) , that is, inputs ranging between -1 and +1, with an average value of zero. In practice, we apply the following linear transformation to obtain original inputs that range between and :
-11-
Consequently, the first-order polynomial regression model (2) implies that and (say) -the main effects of the original and standardized inputs respectively -are related as follows:
Hence, the steepest-ascent path directions for the original and the standardized inputs differ (unless = 1). (The interpretation of standardization is controversial in mathematical statistics; see the many references in Kleijnen 1987, pp. 221, 345.) We prove that ASA is scale independent; see Appendix 5. So ASA is not affected by switching from (say) inches to centimeters when measuring inputs. Driessen et al. (2001) prove that ASA is also independent of linear transformations with g 0 in (13).
In case of large signal/noise ratios (defined in equation 1), the denominator under the square root in (10b) is negative so this equation does not give a finite solution for ; that is, (9) can be driven to infinity (unbounded solution). Indeed, if the noise is negligible, we have a deterministic problem, which our technique is not meant to address (many other researchersincluding Conn et al. (2000) -study optimization of deterministic simulation models.)
In case of a small signal/noise ratio, no step is taken. Actually, we distinguish two cases: (i) the signal is small, (ii) the noise is big. These two cases are discussed next.
In case (i), the signal may be small because the first-order polynomial approximation is bad. Then we should switch to an alternative metamodel using transformations of such as log( ) and 1/ (inexpensive alternative), a second-order polynomial, which adds and with > j (expensive because many more observations are required to estimate the corresponding effects), etc.; see the RSM literature (for example, Irizarry et al. 2001 ).
In case (ii), however, the first-order polynomial may fit, but the intrinsic noise may be high (also see the comment below equation 8). To decrease this noise, we should increase the number of observations, N; see the denominator in (8). Hence, we should increase either n or (see the definitions below equation 3). When our technique gives a value that is 'close' to one of the old points, then in practice we may increase . Otherwise we observe a new combination: we increase n. So our technique suggests an approach to the old problem of how to choose between either using the next observation to increase the accuracy of the current local approximation, or trusting that approximation and moving into a new area! A different approach is discussed in Kleijnen (1975, p. 360) . In the literature on maximizing the output of deterministic simulation, this is called the geometry improvement problem; see Conn et al. (2000) . More research on this problem is needed.
If we specify a different value in , then (10) gives a different step size (in the same direction). Obviously, increases to infinity, as decreases to zero. So, a sufficiently small always gives a finite solution. However, if we increase , then we make a bigger step. And we prefer to take a bigger step, in order to get quicker to the top of the response surface! We feel that a reasonable maximum value is 0.20 (so we are '80% sure'); however, more empirical research is needed.
Note: We assume that the noise (defined in equation 2) has zero mean when deriving the 1 -confidence interval in (9), which leads to the techniques in (10) and (11). Actually, the locally fitted first-order polynomials may show lack of fit so the expected value of (defined in equation 5) exceeds ; see the lack-of-fit tests in many RSM textbooks.
Fortunately, this bias has the 'right' sign; that is, this bias increases in (10) and (11) so that it decreases the step size.
To obtain a better understanding of ASA -especially its step size -we apply this technique to the following three numerical examples:
(i) single input, and orthogonal X;
(ii) two inputs, and orthogonal X;
(iii) two inputs, and one-at-a-time X.
For each example, we study several cases; that is, different signal/noise ratios. We suppose that the regression estimates happen to equal the true values: = and = . Without loss of generality we take = 0 and = 1 ( and X determine the noise of ; see equation 4). We start with example (iii), which is most relevant for practice; then we summarize results for the other two examples.
We use a non-orthogonal design, namely a one-factor-at-a-time design with = (-1, -1), = (1, -1), and = (-1, 1) so n = 3 (= q). To estimate through the MSR in (5), we duplicate combination 1: = 2 so N = 4. We consider two extreme signal/noise cases. (1.2759, 0.0128); so the input with the highest signal changes almost 30%.
Comparison of the ASA and SA search directions through Monte Carlo experiments
We perform Monte Carlo experiments to compare the search directions of the two techniques, ASA and SA. The Monte Carlo method is an efficient and effective way to estimate the behavior of search techniques applied to random simulations (such as discrete-event dynamic systems, including simulated queuing and inventory systems); see Appendix 6.
We experiment with two inputs: k = 2. Our Monte Carlo experiments generate output w (defined below equation 3) through second-order polynomials in two inputs with white noise:
RSM fits first-order polynomials defined in (2) locally, and then estimates the SA (see §1). The global experimental area is the area over which the inputs of the real system can be varied, or the area over which the simulation model is assumed to be valid. We assume that this area is the unit square: -1 1 and -1 1. In the local area we use a specific design D, namely a one-at-a-time design (as in §4). The specific local area is the upper corner of Figure 2 , discussed below.
There are infinitely many polynomials that satisfy (16). To study the scale dependence problem, we apply a linear transformation to the canonical case, as follows. We define the Carlo experiment we know that the truly optimal search direction is the vector (say) e that starts at and ends at the true optimum (0, -0.001); also see Figure 3 below. We compute the angle (say) between this true search direction e and the estimated search direction v:
So, the smaller the resulting is, the better the search technique performs.
We take 100 macro-replications. Each time we apply the two techniques to the same I/O data (w, , ). Then we compute the 100 search directions v for ASA; see Figure 3 . We characterize 's empirical distribution through its average, standard deviation, and specific quantiles. This gives Table 1 Next we investigate the effects of (see e in equation 16): we increase from 0.10 to 0.25. We use the same random numbers as we used for the smaller noise. Now the estimated search directions may be very wrong. ASA still performs better, unless we focus on outliers (see the 95% or 100% quantiles in the right-hand part of Table 1 ).
Finally, we consider interaction between the two inputs: we take = = = 0;
= -2, = -1; = 2 in (16). We again find that ASA is better; see Table 2 .
Conclusions
In this paper we addressed the problem of searching for the input combination that gives the maximum output. RSM is a classic techniques for tackling this problem, but it has two wellknown problems: (i) RSM uses steepest ascent (SA), which is scale-dependent; (ii) RSM intuitively selects the step size on the SA path.
To address these two problems, we devised two new techniques. In technique 1 -called adapted SA or ASA -we select both a step direction and a step size. In technique 2, we use classic SA but we select a step size inspired by ASA.
Our main conclusion is that -except for orthogonal cases -ASA gives a better search direction than SA, because ASA is scale-independent.
Appendix 1. Derivation of the minimum variance of the regression predictor
The variance of the regression predictor at follows from (4) and (7), where without loss of generality we take a unit variance, = 1:
This can be rewritten as where , b, and C are defined in §2.
Because C is positive definite, the necessary and sufficient condition for the point that gives minimal variance (say) is which gives If X is orthogonal, then b = 0 so the variance is minimal at the design center: = 0.
Appendix 2. Proof of the concavity in d for the objective function (9)
In (9) the first term is linear, and the second term has the factors and , which are positive. Hence, it suffices to show that is convex in d.
If in this expression the factor ( ) is not orthogonal, then we orthogonalize by the well-known Gramm-Schmidt QR method. It can be proven that convexity is preserved by linear transformations, so it suffices to show convexity for the orthogonal case. (9) is an 'easy' problem; that is, the local maximum is the global maximum.
Appendix 3. Maximization of the objective function (9)
We rewrite (9) We assume that the SA path starts from = , which is the point at which the predictor variance is minimal; if X is orthogonal, then b = 0 so = 0 (see Appendix 1). In SA we make a step of size (say) in the direction. This means
Substitution of into the regression predictor (9) gives Since this expression is concave in , it is easy to verify that defined in (11) indeed maximizes .
Comparison with Appendix 3 proves that in the orthogonal case the two techniques coincide -provided SA starts from the design center. Hence, it is much more efficient and effective to generate test data for the simulation methodology through sampling from the latter equation, (6.5), instead of (6.1) and (6.2).
Indeed, using (6.5) requires less computer time, and guarantees that the white noise assumption holds, including the desired value for the variance of the white noise. The alternative -using (6.1) and (6.2) -would require very long runs, especially for high traffic rates 1 this alternative requires n .
Finally, even if the researcher has solved the problems resulting from using (6.1) and -25-(6.2), the following additional problem arises. Often, sensitivity analysis and optimization locally approximate the I/O function f(x) through low-order polynomials. But then the question is: for which values of the traffic rate is a first-order polynomial adequate?
To solve the latter problem, we use a second-order polynomial for in (6.5). After all, (6.4) is no more than a simple example of ; in practice the simulation models are much more complex than M/M/1 so they have unknown .
In conclusion, to test a simulation methodology we generate data through a static, random Monte Carlo model such as (6.5); we do not use a dynamic stochastic simulation model such as (6.1) combined with (6.2). So, the Monte Carlo technique is both efficient and effective. 
