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We study the behavior of solutions of the modiﬁed Stefan problem in the plane for
polygonal interfaces. We are particularly interested in a solution near a singularity of
either the loss of a facet or the breaking of a facet. We establish precise regularity
results if a facet disappears. We use them to establish the existence of a weak solution
with singular data, i.e., when some of the zero-crystalline-curvature facets have zero
length. # 2002 Elsevier Science (USA)
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We study the crystalline versions of the modiﬁed Stefan problem with
kinetic undercooling in the plane. By deﬁnition the interfacial curve is a
polygon. The particular problem we are interested in is the behavior of
a solution near a singularity. The singularity in question is the vanishing of a
zero-crystalline-curvature facet or the breaking of a facet.
The system under consideration was derived by Gurtin and Matias [8] as
a model for crystal growth. The heat transport in the vessel O; the law
prescribing the normal velocities Vi’s of the facets, and the Gibbs–Thomson
law read as follows (see [8]). We note that the Gibbs–Thomson relation has
to be suitably reformulated because the interfacial curve is a polygon; i.e.,
eut ¼ Du in
[
05t5T
ðO1ðtÞ [ O2ðtÞÞ;
[ru]nj ¼ Vj; j ¼ 1; . . . ;N ;
Z
sjðtÞ
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SINGULAR STEFAN PROBLEM 341where N is the number of facets si of the polygonal interface sðtÞ and e > 0:
The notation will be explained in Section 2.
We remark here that the above problem was formulated by Herring in the
metallurgical literature in the 1950s; see [10]. Later, it was independently
rediscovered by Ben Amar and Pomeau [2] and Gurtin and Matias [8].
For the sake of notational convenience we shall keep N ﬁxed. However,
for some non-empty set of indices Z f1; . . . ;Ng; if i 2Z; then we have
Gi ¼ 0 and Lið0Þ ¼ 0 (or LiðtÞ ! 0 as t ! T > 0). In this case we clearly have
that Zc :¼ f1; . . . ;Ng=Z is non-empty, too.
We remark that the system (1.1) has been studied already for regular data,
i.e., when all facets have positive length. In this case we have already shown
in [18, 19] that weak solutions to (1.1) exist and that they are unique
provided that we augment (1.1) with suitable initial data and boundary
conditions. We have also established in [19] some geometric properties of the
small interfaces. In [20] we studied the passage to the limit as e goes to zero.
However, here we keep e > 0 ﬁxed.
Let us mention that the above problem for smooth interfaces is also well-
posed. This was established in the early 1990s; see [4] and [15]. It turns out
that b > 0 is quite important. The problem for b ¼ 0 and smooth interfaces
was studied by Luckhaus [14] and in greater generality by Almgren and
Wang [1]. In particular, they showed that uniqueness fails. Uniqueness is an
open problem also if we admit general interfaces for b > 0; see Soner [21].
Let us return to the problem of studying singularities of (1.1). We show
the existence of weak solutions emerging from a singularity; however, we do
not show their uniqueness. The problem is that the notion of a weak
solution does not specify the position of a new zero-crystalline-curvature
zero-length facet. Uniqueness seems closely related to stability of motion.
We put off this problem for this paper, but it requires further research.
Interestingly, we establish the regularity of solutions which enter or leave
a singularity (see the beginning of Section 3 for the deﬁnition). For the
purpose of stating these results we introduce the notion of an admissible
temperature distribution at the instant t; roughly speaking, this means that
uðtÞ 
XN
i¼1
fiðzðtÞÞViðtÞ 2 HsðOÞ; 8s52:
The elements fiðzðtÞÞ shall be described later in Section 2.
We may state the results of the present paper in the following way:
Theorem A. Suppose that u0 is admissible and the weak solution ðz; uÞ
enters a singularity at t ¼ T ; i.e., LiðtÞ ! 0 as t ! T ; and Gi ¼ 0 for i 2Z:
Then, for all t 2 ½0; T ; uðtÞ is admissible and Vi 2 Ca½0; T ; i ¼ 1; . . . ;N ; for all
a51
4
:
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But we think the result concerning facet breaking is more important. We
shall show this in Section 4.
Theorem B. Suppose u0 is admissible and Z=| is such that i 2Z=| iff
Gi ¼ 0 and Lið0Þ ¼ 0: Then, there exists a weak solution to (1.1) such that for
all t 2 ½0; T Þ; uðtÞ is admissible and Vi 2 Cað½0; T ÞÞ; i ¼ 1; . . . ;N ; for all a514:
These results permit a continuation of solutions after each loss of a facet
and the possible creation of new ones. However, this is not quite a corollary
implying global existence since we do not consider here all of the possible
topological catastrophes. On the other hand, evolution past singularity has
been established already for motion of polygons by crystalline curvature.
The authors of [5] and [6] treated the case of graphs, while in [12] the case of
any closed polygon is covered.
The problem of breaking facets has been studied numerically. Let us
mention the numerical simulations presented in [16] and [3]. These results
are not directly applicable here, but they may provide hints for the analysis
of the questions of (i) the stability of motion and (ii) uniqueness. We plan to
address these issues elsewhere.
We now brieﬂy describe the contents of this paper. In Section 2 we explain
the notation and we recall the weak formulation and its basic properties.
In Section 3 we investigate the behavior of solutions while entering a
singularity. We pay special attention to the regularity questions. In the last
section we establish the existence of a solution for the facet-breaking problem.
2. PRELIMINARIES
First of all, we shall complete the description of our problem and the
notation. In our setting u is the normalized temperature; i.e., it is zero at melting
ﬂat interfaces. It is also continuous across the interface. The evolving crystal
occupies O1ðtÞ; the remaining part, O2ðtÞ; of the container O is ﬁlled with melt,
i.e., O ¼ O1ðtÞ [ sðtÞ [ O2ðtÞ; where sðtÞ ¼ O1ðtÞ \ O2ðtÞ is the interface. We
assume that O; O1ðtÞ; and O2ðtÞ are regions in R
2 and O1ðtÞ  O: At last we
assume that the boundary @O of O is smooth. The interface sðtÞ ¼ @O1 \ @O2 is
a polygon with facets si; s ¼
SN
i¼1 si: The vertices of sðtÞ are numbered
counterclockwise. The ith facet si of s is determined by its vertices vi and viþ1;
and Li ¼ jvi  viþ1j is the length of si: The perimeter L of s is equal to
PN
i¼1 Li:
We denote by Vi the velocity of si in the direction of the outer normal ni:
Precisely,
ViðtÞ ¼
d
dt
ziðtÞ;
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ziðtÞ ¼
distðliðtÞ; lið0ÞÞ if ðviðtÞ  við0ÞÞ  ni > 0;
distðliðtÞ; lið0ÞÞ if ðviðtÞ  við0ÞÞ  ni50;
(
ð2:1Þ
and liðtÞ is the line containing siðtÞ: The deﬁnition of Vi in (1.1) involves the
jump [  ] across sðtÞ: This quantity is given by
[f]ðx0Þ ¼ lim
O2ðtÞ]x!x0
fðxÞ  lim
O1ðtÞ]x!x0
fðxÞ; x0 2 sðtÞ ¼ @O1ðtÞ \ @O2ðtÞ:
Previously (cf. [18, 19]) we studied admissible polygonal interfaces, implicitly
assuming that all facets have positive length. Admissibility means here that
the outer normals ni to the facets si belong to the setS of normals of a given
Wulff shape W (cf. Sections 7 and 12 in [7]). Moreover, we require that
normals to successive facets in s must be neighboring normals to W : Here,
we shall consider generalized admissible polygonal interfaces. We shall call a
polygon g generalized admissible, if:
(a) There exists a family fgðtÞgt2½0;Z; Z > 0; of polygons, which may be
represented as gðtÞ ¼ gðzðtÞÞ; where the signed distance functions zi; i ¼
1; . . . ;N ; are deﬁned by (2.1) and the mapping t/zðtÞ is C1:
(b) For all t 2 ½0; ZÞ the polygons gðtÞ are admissible and gðZÞ ¼ g:
(c) There existsZ; a subset of f1; . . . ;Ng (its complement is denoted by
Zc), such that if Li; i ¼ 1; . . . ;N ; denote facets of g; then
Li ¼ 0 and Gi ¼ 0 iff i 2Z
and
Li > 0 iff i 2Zc:
(d) There exists some d > 0 such that
LiðtÞ > 0 and Gi ¼ 0 for all i ¼ 1; . . . ;N and t 2 ½0; ZÞ;
LiðtÞ5d for i 2Zc and lim
t!Z
LiðtÞ ¼ 0 for i 2Z:
We note that in the case Z is non-empty (and hence Zc is non-void,
too) we in fact distinguish a number of points on the polygon g; which
are not vertices, and assign to them zero length and zero crystalline
curvature.
For the sake of the present analysis we may think of W as being a given,
convex polygon with N0 edges numbered counterclockwise. Let us note that
PIOTR RYBKA344N5N0 and that the equality holds if s is convex. We shall not require any
additional information about W :
The kinetic coefﬁcients bj > 0 are constants, and so are Gj; j ¼ 1; . . . ;N ;
and they are deﬁned depending on s as (see Section 12.5 in [7])
Gj ¼
‘j if s is locally convex near both vertices vi; viþ1;
‘j if s is locally concave near both vertices vj; vjþ1;
0 otherwise;
8><
>:
where ‘j is the length of the edge of the Wulff shape with normal nj:
Let us point out that Gj is closely related to the underlying interface
energy density f (which is basically deﬁned on the unit circle). This is due to
the fact that f enters the deﬁnition of the Wulff shape W (see Section 7 of [7]
and especially Section 7.5). It follows from this deﬁnition that if di is the
distance from the origin to the ith edge of W ; then
di ¼ f ðniÞ;
where ni is the outer normal to the ith edge of W :
Interestingly, Gj=Lj is the crystalline weighted curvature of sj: The
relevant deﬁnition, which does not need any differential structure of s; is
given in [22, p. 423]. If zi are as deﬁned in (2.1) and z ¼ ðz1; . . . ; zN Þ; i.e., sðzÞ
is a polygon resulting from s by moving the entire facet si by zi in the
direction of the normal ni; AðzÞ is the area surrounded by sðzÞ; and LðzÞ is the
perimeter of sðzÞ; then the crystalline weighted curvature Ki of si is
Ki ¼  lim
Dzi!0
Lðzþ eiDziÞ  LðzÞ
Aðzþ eiDziÞ  AðzÞ
;
where ei; i ¼ 1; . . . ;N ; are the standard unit vectors of the coordinate axis in
RN : This limit may be evaluated with the aid of the lemma below whose
proof we leave to the reader (cf. also [18]).
Lemma 2.1. Let us suppose that we are given a polygon s with its edges si
numbered counterclockwise, i ¼ 1; . . . ;N : If Li is the length of the edge si and
yi is the (oriented) angle between the normals ni1 and ni to si1 and si;
respectively, then
DLi :¼ Liðzþ DzÞ  LiðzÞ
¼ Dziðctan yi þ ctan yiþ1Þ þ
Dzi1
sin yi
þ
Dziþ1
sin yiþ1
; ð2:2Þ
where Dz ¼ ðDz1; . . . ;DzN Þ: If we further assume that s is a convex polygon,
the origin belongs to the region bounded by s; and di is the distance from the
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Li ¼ diðctan yi þ ctan yiþ1Þ þ
di1
sin yi
þ
diþ1
sin yiþ1
:
Here, by convention, sNþ1 ¼ s1; etc.
In order to obtain a closed system we augment the equations (1.1) with
initial and boundary data. We consider here only the homogeneous
Dirichlet boundary data
uj@O ¼ 0 for t50:
This choice gives us some technical advantages. We shall not consider the
Neumann condition, which is physically relevant, because our tools do not
apply directly to it.
We impose the initial condition
uð0; xÞ ¼ u0ðxÞ; sð0Þ ¼ s0:
In [18, 19] we deﬁned a weak solution of (1.1) on ½0; T Þ as a pair ðz; uÞ;
where z is as in (2.1) and z 2 C1ð½0; T Þ;RN Þ; zð0Þ ¼ 0; u 2 Cað½0; T Þ;H 10 ðOÞÞ
with uð0Þ ¼ u0; ut 2 L1locð½0; T Þ;H
1ðOÞÞ (where H1ðOÞ is the dual of H 10 ðOÞ).
Finally, the identities
ehut; hi ¼ 
Z
O
ruðt; xÞ  rhðxÞ dx
þ
XN
j¼1
Z
sjðtÞ
VjðtÞhðxÞ dl; 8h 2 H10 ðOÞ; ð2:3aÞZ
sjðtÞ
u dl ¼ Gj  bjLjðtÞVjðtÞ; j ¼ 1; . . . ;N ; ð2:3bÞ
hold, where h; i is the pairing between H1ðOÞ and H 10 ðOÞ:
Now, we shall recall the deﬁnition of fi: Let us suppose that si ¼ siðzÞ is a
facet of s ¼ sðzÞ: Then, due to the Riesz Representation Theorem, fi  fiðzÞ
is the unique element of H 10 ðOÞ satisfying (see [18, 19])Z
si
h dl ¼ ðh; fiÞH1
0
ðOÞ; 8h 2 H
1
0 ðOÞ:
As a matter of fact, fi is smoother than just H 10 ðOÞ: The proper scale of smoot-
hness is provided by fractional Sobolev spaces or fractional powers of L2ðOÞ (see
[9, Chap. 1] for the deﬁnition). Our ﬁrst observation is expressed below.
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X ¼ L2ðOÞ: We define A: DðAÞ  X ! X by the formulas Au ¼ Du and
DðAÞ ¼ H 2ðOÞ \ H 10 ðOÞ: Then, A is a self-adjoint operator; moreover, A is
positive definite, i.e.,
sðAÞ5l > 0; ð2:4Þ
and hence A is sectorial. Thus, the spaces X a; a50; are well-defined; in
particular, we have
X 1=2 ¼ H10 ðOÞ:
The fact thatA is sectorial implies that etD is an analytic semigroup (see [9,
Theorem 1.3.4]). In the present work we will use various bounds on ðDÞaetD
(see [9, Chap. I]) as well as the integral representation of the solution. Namely,
we have (see formula (5.6) right at the bottom of p. 780 in [19])
uðtÞ ¼ eDt=eu0 
1
e
XN
i¼1
Z t
0
DeDðttÞ=efiðzðtÞÞViðtÞ dt: ð2:5Þ
Notation. Throughout the paper vector quantities are set in bold, e.g., z ¼
ðz1; . . . ; zN Þ; the inner product in R
k is denoted by a dot; e.g., a  b ¼Pk
i¼1 aibi; jaj is the Euclidean norm jaj
2 ¼ a  a: Finally, ðf ; gÞH 1
0
ðOÞ is the
inner product in H10 ðOÞ; i.e., ðf ; gÞH10 ðOÞ ¼
R
Orf ðxÞ  rgðxÞ dx and jjf jj
2 ¼
ðf ; f ÞH1
0
ðOÞ: We shall also write jj  jjs for jj  jjX s=2 ; in particular, jj  jj0 ¼
jj  jjL2ðOÞ: We remind the reader that by Lemma 2.2 the norms jj  jj1 and jj  jj
are equivalent. We shall use another shorthand: for a function u : ½0; T  ! R
we will write ½ua for supt=s2½0;T  juðtÞ  uðsÞj jt  sj
a: We also write jj  jjC0 ¼
jj  jjCð½0;T Þ; where there is no ambiguity about T :
3. VANISHING OF FACETS
We shall investigate in this article just one type of singularity, namely, the
vanishing or creation of a zero-crystalline-curvature zero-length facet, but
the free boundary sðtÞ remains a generalized admissible polygon. In the ﬁrst
case we shall say that the solution enters a singularity. In the second case we
will say that the solution exits a singularity.
In the present section we will study a solution entering a singularity at
t ¼ T : In other words, we consider a special but important case of a
topological catastrophe at t ¼ T : In the next section we study exiting a
singularity; i.e., the initial data are singular.
First we recall the existence result for weak solutions of (2.3) in a slightly
modiﬁed form compared to [19,20]. In order to state the proposition we
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u: ½0; T Þ ! H10 ðOÞ is admissible at time t if
uðtÞ 
XN
i¼1
ViðtÞfiðzðtÞÞ 2 X 1d; 8d 2 ð0; 1: ð3:1Þ
In the special case of t ¼ 0 we shall say that the initial data uð0Þ ¼ u0 is
admissible. It is quite clear that if u is admissible at t; then uðtÞ enjoys the
regularity of fiðzðtÞÞ; namely uðtÞ 2 X 3=4d; for all d 2 ð0; 3=4:
Proposition 3.1. Let us suppose that s0 is an admissible polygon and u0 is
an admissible datum. Then, there exist T > 0 and a unique weak solution to
(2.3), which satisfies
z 2 C1;að½0; T Þ;RN Þ; u 2 Cgð½0; T Þ;X s=2Þ;
where 05a51
2
and 05g; s are such that gþ s53=2:
Proof. The existence part are proved in [18, Propostion 3.2]. However,
we assumed there that the initial condition u0 is compatible, meaning that
u0 
XN
i¼1
Við0Þfiðzð0ÞÞ 2 X 1: ð3:2Þ
Nonetheless, a scrutiny of the proof of [18, Theorem 3.1] reveals that what
was actually used in the proof was the condition (3.1) but not (3.2). Thus,
the existence holds.
The uniqueness result of [19, Theorem 3.6] does not depend upon the use
of admissibility or compatibility of data. ]
Let us note that the above proposition yields solutions with more
temporal regularity than is stipulated in the deﬁnition of weak solutions.
The question we address in this section is the existence of a limit of a
weak solution as t ! T in the setting described above. In fact, we
establish
Theorem 3.2. Let us suppose that ðz; uÞ is a weak solution to (2.3) such
that
lim
t!T
LiðtÞ ¼ 0; i 2Z;
lim
t!T
LiðtÞ5m > 0; i 2Zc: ð3:3Þ
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(i) limt!T VðtÞ exists and is finite and sðT Þ is a generalized admissible
polygon.
(ii) limt!T uðtÞ exists in X s=2 for each s53=2; in particular,
sup
t2½0;T Þ
jjuðtÞjjL1ðOÞ  C51:
Moreover, if V 2 Cað½0; T ;RN Þ for all a51=4; then u is admissible at time
t ¼ T :
Proof. We shall establish this theorem in a number of steps.
Step 1. Proposition 3.1 assures us that for all t 2 ½0; T Þ we have u 2 X s=2
for all s 2 ½1; 3=2Þ: Hence, by the embedding theorem (see [9, 1.6.1]), u 2
L1ðOÞ: However, in order to show that supt2½0;T Þ jjuðtÞjjL1ðOÞ is ﬁnite we have
to reexamine the proof of [19, Theorem 5.3]. The starting point is the
constant variation formula (2.5)
uðtÞ ¼ eDt=eu0 
1
e
Z t
0
DeDðttÞ=e
XN
i¼1
fiðzðtÞÞViðtÞ dt: ð3:4Þ
We split this sum into two parts, one for indices inZ and the second for all
the rest. Hence,
jjuðtÞjjs4 jje
Dt=eu0jjs
þ
1
e
Z t
0
jjðDÞ1deDðttÞ=e
X
i2Z
ðDÞs=2þdfiðzðtÞÞjj0jViðtÞj dt
þ
1
e
Z t
0
jjðDÞ1deDðttÞ=e
X
i2Zc
ðDÞs=2þdfiðzðtÞÞjj0jViðtÞj dt;
where s=2þ d53=4 and d > 0 is arbitrary. We note that facets with indices
in Z have zero-crystalline curvature, i.e., Gi ¼ 0; this leads to simpliﬁcation
of (2.3b). At this point we recall [18, Lemma 3.3] which states that
jjfizðtÞjjs=24CL
a
i : ð3:5Þ
Now, with the help of (3.5) and [9, Theorem 1.4.3] we arrive at
jjuðtÞjjs4Ce
lt=ejju0jjs þ C
Z t
0
ðt  tÞ1þdelðttÞ=e
X
i2Z
Lai
Z
si
u dl



LiðtÞ dt
þ C
Z t
0
ðt  tÞ1þdelðttÞ=e
X
i2Zc
Lai
jGjj þ j
R
si
u dlj
LiðtÞ
dt;
SINGULAR STEFAN PROBLEM 349where l ¼ min sðAÞ > 0 (see (2.4)), a > 0; and aþ s53=2: By the Embedding
Theorem [9, 1.6.1] for s > 1 we have jjujjL1ðOÞ4Cjjujjs: Now, in order to
estimate the ﬁrst sum it is sufﬁcient to recall that LiðtÞ4diamðOÞ for i ¼
1; . . . ;N ; and we bound the second one using (3.3). After simple algebra for
some C > 0 we come to
jjuðtÞjjL1ðOÞ4Cjju0jjs þ CN ðdiamOÞ
a
Z t
0
ðt  tÞ1þdelðttÞ=ejjuðtÞjjL1ðOÞ dt
þ C
Z t
0
ðt  tÞ1þdelðttÞ=e
X
i2Zc
ðdiamOÞa
jGjj
m
dt:
At this point we may apply a generalization of a Gronwall Lemma (see
[9, Lemma 7.1.1]) to conclude that
jjuðtÞjjL1ðOÞ4K51; for all t5T : ð3:6Þ
Step 2. Keeping (3.6) in mind we come to estimates on Vj’s,
jVi j4
jGi j
mbi
þ Kbi; for i 2Z
c;
K
bi
; for i 2Z:
(
Step 3. We will establish the existence of the limit of z as t goes to T :
Obviously,
ziðtÞ ¼ zið0Þ þ
Z t
0
ViðtÞ dt:
Thus, it follows immediately from Step 2 that the limt!T zðtÞ exists. Now,
because of continuity of the mappings
z/fiðzÞ; i ¼ 1; . . . ;N ;
the limit limt!T fiðzðtÞÞ exists in X s=2; s53=2; and equals fiðzðT ÞÞ; i ¼
1; . . . ;N : For i 2Z we may conclude with the help of (3.5) that fiðzðT ÞÞ ¼ 0:
It is also clear that sðT Þ is a generalized admissible polygon.
Step 4. We shall show the existence of the limit limt!T uðtÞ in X s=2;
s53=2: It is sufﬁcient to study the integrand in the representation formula
(3.4). Namely, it is enough to establish that the integrand as a function on
½0; T Þ into X s=2 is integrable. For this purpose we use (3.5) and the bound
for Vi proved in Step 2. The remaining calculations are similar to
those performed in Step 1 and we leave them to the interested reader. We
PIOTR RYBKA350conclude that
Z T
0
DeDðTtÞ=e
XN
i¼1
fiðzðtÞÞ




s
jViðtÞj dt4K5þ1 ð3:7Þ
holds for any positive s such that s53=2:
Step 5. We ﬁrst show the existence of a limit limt!T ViðtÞ if i 2Zc: In
this case we may write using (2.3b) that
ViðtÞ ¼
Gi
biLi

1
biLi
ðuðtÞ; fiðzðtÞÞÞH1
0
ðOÞ:
Since we know that limt!T uðtÞ exists in H10 ðOÞ and z has a limit,
too, and (3.3) holds, our claim follows. More work, however, is required
if some zero-curvature facets disappear at t ¼ T : By (2.3b) and (3.4) we
have
ViðtÞ ¼ 
1
biLi
ðeDt=eu0; fiðzðtÞÞÞH1
0
ðOÞ

1
ebiLi
Z t
0
DeDðttÞ=e
XN
j¼1
fjðzðtÞÞVjðtÞ dt; fiðzðtÞÞ
 !
H 1
0
ðOÞ
¼ I1 þ I2 ð3:8Þ
(cf. also [19, formula (3.7)]). We recall that by [19, Lemma 3.5] we have for
z40 that
ðDeDzfiÞðxÞ ¼ 
Z
si
Gðx; y; zÞ dy; ð3:9Þ
where G is the Green function for the heat equation in O with homogeneous
Dirichlet boundary conditions (see [13]; cf. also [19, Lemma 3.4]). We recall
that
Gðx; y; zÞ ¼ Kzðx yÞ þ H ðx; y; zÞ; ð3:10Þ
where Kzðx yÞ ¼ ð4pzÞ
1 expððx yÞ2=4zÞ and H : %O O ½0; T  ! R is
smooth, being a solution to
DyH ðx; y; tÞ ¼ 0 in O;
H ðx; y; tÞ ¼ Ktðx yÞ on @O:
SINGULAR STEFAN PROBLEM 351Our further treatment of (3.9) requires a good description of si: By Section 2
we may write
si ¼ fx 2 R
2 : x ¼ mi  ti þ vi; ti 2 ½0;Lig; ð3:11Þ
where mi is a unit vector and vi is an endpoint of si:
After integration by parts, taking into account (3.9) and (3.11), we
conclude that I1 takes the form
I1 ¼
1
bi
Z 1
0
Z
O
Gðx;mi  xLiðtÞ þ viðtÞ; tÞu0ðxÞ dx dx:
Since viðtÞ and LiðtÞ have limits as t ! T so does I1 because of the Lebesgue
theorem.
The analysis of I2 uses a similar idea, but our starting point is slightly
different. Because of (3.9) and the smoothing action of eDz for z > 0 (cf. the
proof of [19, Lemma 3.5]) we may write that
I2ðtÞ ¼ lim
Z!0þ
Z tZ
0
1
ebiLiðtÞ
DeDðttÞ=e
XN
j¼1
fjðzðtÞÞVjðtÞ; fiðzðtÞÞ
 !
H1
0
ðOÞ
dt
¼  lim
Z!0þ
Z tZ
0
DeDðttÞ=ð2eÞ
XN
j¼1
fjðzðtÞÞVjðtÞ;DeDðttÞ=ð2eÞfiðzðtÞÞ
 !
L2ðOÞ
dt

1
ebiLiðtÞ
¼  lim
Z!0þ
Z tZ
0
XN
j¼1
Z
O
Z
sjðtÞ
G x; y;
t  t
2e
 
VjðtÞ dy

Z
siðtÞ
G x; y;
t  t
2e
 dy dx dt
ebiLiðtÞ
;
where we also used the fact that A and eAt are selfadjoint (see
Lemma 2.2).
By an argument similar to the one applied to I1 we can see that
I2ðtÞ ¼
1
ebi
Z t
0
Z
O
XN
j¼1
VjðtÞ
Z
sjðtÞ
G x; y;
t  t
2e
 
dy

Z 1
0
G x; mixLiðtÞ þ viðtÞ;
t  t
2e
 
dx dx dt:
It is now clear that I2 has a limit as t goes to T :
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fulﬁlled at t ¼ T : Let us note that by formula (3.4) we have
uðT Þ 
XN
i¼1
ViðT ÞfiðzðT ÞÞ
¼ eDT=e u0 
XN
i¼1
ViðT ÞfiðzðT ÞÞ
 !

1
e
Z T
0
DeDðTtÞ=e
XN
i¼1
ðViðtÞ  ViðT ÞÞfiðzðtÞÞ dt

1
e
Z T
0
DeDðTtÞ=e
XN
i¼1
ViðT ÞðfiðzðtÞÞ  fiðzðT ÞÞÞ dt
¼ I0 þ I1 þ I2:
It is obvious that I0 2 X 1:
We turn our attention to I1: First we ﬁx an arbitrary d 2 ð0; 14Þ and set
s ¼ 3=2 d=2 > 0; a ¼ 1
4
 d=2; and g ¼ d=2: For the purpose of estimating
I1 we use [9, 1.4.3] and (3.5). Since for all a514 we have that V 2 C
0;a½0; T ; we
arrive at
jjI1jj2d 4
Z T
0
1
e
jjðDÞ2ds=2eDðTtÞ=e
XN
i¼1
ðViðtÞ  ViðT ÞÞðDÞ
s=2fiðzðtÞÞjj0 dt
4
CN
e
Z T
0
ðT  tÞ2þdþs=2þa dt½Vaðdiam OÞ
g
4
CN
e
½Vaðdiam OÞ
g
Z T
0
ðT  tÞ1þd=4 dt ¼
CN
ed
½Va ðdiam OÞ
gT d=4:
Our claim follows.
In order to bound I2 we recall that jjfiðz1Þ  fiðz2ÞjjH1
0
ðOÞ4Cjz1  z2j
1=2 (see
[17, Lemma 2]). Hence
jjI2jj2d4
Z T
0
1
e
jjðDÞ2d1=2eDðTtÞ=e
XN
i¼1
ViðT ÞðDÞ
1=2ðfiðzðtÞÞfiðzðT ÞÞÞjj0 dt
4
C
e
jjVjjC½0;T 
Z T
0
ðT  tÞ3=2þdjzðtÞ  zðT Þj1=2 dt ¼
C
ed
jjVjj2C½0;T T
d: ]
Remark. One piece of information needed to establish Theorem A is
missing. We have not yet shown that the condition
V 2 Cað½0; T ;RN Þ; for all a 2 ð0; 1=4Þ;
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next section. It will be shown in Proposition 4.5.
An important conclusion from this proposition is that no loss of spatial
regularity occurs at a singularity, i.e., when LiðT Þ ¼ 0: Moreover, all of the
quantities involved are well-deﬁned. Thus we could evolve the surface again
after performing the necessary removal of zero-length facets.
4. SINGULAR FACETS AS INITIAL DATA
We present here our main result. We will show the existence of weak
solutions to (2.3) with given singular data; i.e., we assume that for i 2Z;
Lið0Þ ¼ 0 and Gi ¼ 0; where Z=|; Zc=|: Since we do not address here the
issue of how these facets are placed nor how original facets are shattered, we
do not obtain uniqueness of solutions. The answer to this issue is closely
related to the stability of evolution and we leave it for further studies.
We have shown in the previous section that weak solutions enjoy a
considerable amount of smoothness even while entering a singularity at t¼ T ; i.e.,
uðT Þ 2 X s=2;
for all s53=2: Moreover, if a global character of H .older continuity of V is
known, i.e., if
V 2 Ca½0; T ; 8a51=4; ð4:1Þ
then u is admissible for all t4T ; i.e.,
uðtÞ 
XN
i¼1
ViðtÞfiðzðtÞÞ 2 L1ð½0; T ;X s=2Þ; 8s52:
Thus, it is legitimate to assume in the problem of facet breaking that the
initial condition u0 is admissible.
Under this hypothesis we are able to show that there exists a weak
solution to (2.3) and that it satisﬁes
V 2 C 0;að½0; T0Þ;R
N Þ; 8a51=4:
Moreover, methods developed here in Lemma 4.3 permit us to conclude that
the problem of entering a singularity enjoys the regularity expressed in (4.1).
Thus, we may conclude that if the above singularities are the only possible
ones, then we may construct ðz; uÞ as a weak solution to (2.3) on ½0; TmaxÞ
such that for all t 2 ½0; TmaxÞ; uðtÞ is admissible and V 2 C0;að½0; TmaxÞ;R
N Þ for
all a51
4
:
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below for Vi’s, which follows from (3.8). It appeared as the formula for
dzi=dt at the bottom of p. 765 in [19],
ViðtÞ ¼
Gi
biLi

1
biLi
Z
siðtÞ
Z
O
Gðx; y; tÞu0ðyÞ dy dx

1
ebiLi
XN
j¼1
Z t
0
Z
siðtÞ
Z
sjðtÞ
Gðx; y; t  tÞVjðtÞ dy dx dt; i ¼ 1; . . . ;N ;
ð4:2Þ
where G is the Green function for the heat equation (see (3.9) and
[19, Lemma 3.4]). Here is our main result.
Theorem 4.1. Suppose that u0 is admissible and s0 is a generalized
admissible polygon. Then, there is T > 0; z 2 C1;að½0; T Þ;RN Þ; u 2 C0;að½0; T Þ;
X s=2Þ; for all a 2 ð0; 1=4Þ; sþ a53=2 such that ðz; uÞ is a weak solution to (2.3).
Before we present the proof of this theorem we make some comments and
explain the main ideas. We split our work into a couple of lemmas.
Let us ﬁrst remark that for a singular problem we can indeed guarantee
lower temporal smoothness of V than in the case of regular data. However,
it is not clear if this is a deﬁciency of the method of the proof or a genuine
phenomenon. On the other hand, some temporal H .older regularity of V is
necessary for the whole method to work.
Before we start, for the sake of deﬁniteness, if i 2Z; then we shall write
Við0Þ ¼ ð1=biÞu0ðxiÞ; where fxig ¼ sið0Þ: We note that this expression is
well-deﬁned, because u0 is continuous.
It is time now to explain the idea of the proof. Let us suppose that u is a
postulated solution. Then, the temporal H .older continuity implies that (4.2)
holds (see [19, Sect. 3] for details). We shall treat (4.2) as an integral
equation for velocities V: Let us introduce some convenient notation,
ðDðVÞÞi ¼
Gi
Libi
; if i 2Zc;
0; if i 2Z;
(
ðLðVÞÞiðtÞ ¼ 
1
biLi
Z
siðtÞ
Z
O
Gðx; y; tÞu0ðyÞ dy dx; i ¼ 1; . . . ;N ;
ðNðVÞÞiðtÞ ¼ 
1
ebiLi
XN
j¼1
Z t
0
Z
siðtÞ
Z
sjðtÞ
G x; y;
t  t
e
 
VjðtÞ dy dx dt;
i ¼ 1; . . . ;N :
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function g we have that h1
R h
0 gðxÞ dx! gð0Þ: We shall see that D;N;L:
Cð½0; T ;RN Þ ! Cð½0; T ;RN Þ are continuous and that their sum DþNþL
is compact. Moreover, we can determine some T > 0 such that DþNþL
maps a ball in Cð½0; T ;RN Þ into itself. Thus, the Schauder ﬁxed point
theorem (see, e.g., [11, Theorem 8.2.3]) is applicable, yielding the existence
of at least one solution to V ¼ DðVÞ þNðVÞ þLðVÞ: These are accom-
plished in Lemma 4.2. In the next lemma we show that all ﬁxed points of
DþNþL are H .older continuous. Thus, solutions to (4.2) belong to the
class of functions for which this representation was derived.
Our task is ﬁnished with showing that solutions to (4.2) yield weak
solutions of (2.3); i.e., we have to deﬁne u in a suitable manner.
We now start carrying out the program.
Lemma 4.2. There exists a T0 > 0 such that the operators N;L are
well-defined on Cð½0; T ;RN Þ for each T5T0: Moreover, T0 is such that
there exists at least one V belonging to Cð½0; T ;RN Þ which is a solution to
V ¼ DðVÞ þNðVÞ þLðVÞ:
Proof. We shall establish suitable estimates for kernels ofL andN: We
start with N: In [19, Sect. 3] we set
Mijðz1; z2; zÞ ¼
Z
siðz1Þ
Z
sjðz2Þ
Gðx; y; zÞ dx dy:
We showed in [19, Lemma 3.7] a result which can be restated in the
following way: if i 2Zc; then
jMijðz1; z2; zÞj4
Cﬃﬃ
z
p ðjz1j þ jz2jÞ:
This inequality implies that for i 2Zc the operators
Cð½0; T ÞN]z/NiðzÞ
¼ 
1
ebiLiðtÞ
Z t
0
XN
j¼1
MijðzðtÞ; zðtÞ; ðt  tÞ=eÞVj dt 2 Cð½0; T Þ ð4:3Þ
are compact (see [11, Theorem 7.6.2]).
We now modify the deﬁnition of Mij for i 2Z: Namely, we set
%M ijðz1; z2; zÞ ¼
1
ebiLiðz1Þ
Z
siðz1Þ
Z
sjðz2Þ
Gðx; y; zÞ dx dy:
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j %M ijðz1; z2; zÞj4
Cﬃﬃ
z
p ðjz1j þ jz2jÞ ð4:4Þ
with C independent of z1; z2: This inequality will imply thatNi: Cð½0; T Þ
N !
Cð½0; T Þ are compact also for i 2Z: In order to show (4.4) we shall perform a
string of estimates. For this purpose we use again the deﬁnition of G (see (3.9)).
This suggests splitting the estimates.
We ﬁrst work with
%M
0
ijðz1; z2; zÞ ¼
Z
siðz1Þ
1
ebiLiðz1Þ
Z
sjðz2Þ
eðxyÞ
2=4z
4pz
dx dy:
This deﬁnition makes sense also for Li ¼ 0: At this point we need a good
estimate from below for jx yj2; when x 2 siðz1Þ; y 2 sjðz2Þ: We refer the
reader to the proof of [19, Lemma 3.7] for details. The formulae (3.8) and
(3.11) in [19] now take the form
jx yj25ðt2i þ t
2
j Þð1 cos yÞ; ð4:5Þ
for x 2 siðz1Þ; y 2 sjðz2Þ; where ti 2 Ii (respectively, tj 2 Ij) is an arclength
parameter on siðz1Þ and jIij ¼ Li (respectively, sjðz2Þ; jIjj ¼ Lj) and y ¼
mini¼1;...;N yi: Thus,
j %M
0
ijðz1; z2; zÞj4
1
ebiLiðz1Þ
Z
siðz1Þ
et
2
i ð1cos yÞ=4z
2
ﬃﬃﬃﬃﬃ
pz
p dti
Z
sjðz2Þ
et
2
j ð1cos yÞ=4z
2
ﬃﬃﬃﬃﬃ
pz
p dtj
4
1
2ebi
ﬃﬃﬃﬃﬃ
pz
p : ð4:6Þ
We have to check that the same estimate holds for
%M
00
ijðz1; z2; zÞ ¼
Z
siðz1Þ
1
biLiðz1Þ
Z
sjðz2Þ
H ðx; y; zÞ dx dy:
But as long as dist ðsiðz1Þ;OÞ5Z > 0; then H ðx; y; zÞ4cðZÞ independently of z:
Hence,
j %M
00
ijj4cðZÞLjðz2Þ ð4:7Þ
and (4.4) holds.
Now, due to the estimates (4.6) and (4.7) we may apply [11, Theorem
7.6.2]. This yields the compactness of N:
Let us note that the compactness of D follows immediately from the
Lipschitz continuity of the maps z! LiðzÞ and the boundedness of jjVjjCð½0;T Þ:
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establish thatLðVÞ is H .older continuous with the H .older norm independent
of V: Our notation will become simpler after we recall that u0 2 H 10 ðOÞ has
an extension by zero to a function in H 1ðR2Þ: Later we shall not make any
distinction between u0 and its extension. As before, we split L into two
parts corresponding to kernels the Kzðx yÞ and H ðx; y; zÞ;
ðL0ðVÞÞiðtÞ ¼
1
biLiðtÞ
Z
siðtÞ
Z
R2
Kt=eðx yÞu0ðyÞ dy dx;
ðL00ðVÞÞiðtÞ ¼
1
biLiðtÞ
Z
siðtÞ
Z
O
H ðx; y; t=eÞu0ðyÞ dy dx: ð4:8Þ
We rewrite and rearrange L0 by changing the variables, i.e.,
ðL0ðVÞÞiðtÞ ¼
1
4pbiLiðtÞ
Z
siðtÞ
Z
R2
ee
1
4
y2u0ðx y
ﬃﬃ
t
p
Þ dy dx
¼
1
4pbi
Z 1
0
Z
R2
ee
1
4
y2u0ðLiðtÞmixþ viðtÞ  y
ﬃﬃ
t
p
Þ dy dx:
For the sake of convenience we set DhF ðtÞ :¼ F ðt þ hÞ  F ðtÞ: We now
patiently estimate DhðL0ðVÞÞi: Obviously, we have
DhðL0ðVÞÞiðtÞ ¼
Z 1
0
Z 1
0
Z
R2
e
1
4
y2ru0ðoÞ  ðw1 þ w2Þ ds dy dx;
where
o ¼miðLiðt þ hÞsþ LiðtÞð1 sÞÞ þ ðviðt þ hÞ  y
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t þ h
p
Þs
þ ðviðtÞ  y
ﬃﬃ
t
p
Þð1 sÞ;
w1 ¼ ðLiðt þ hÞ  LiðtÞÞmi þ viðt þ hÞ  viðtÞ;
w2 ¼ yð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t þ h
p

ﬃﬃ
t
p
Þ:
We note that by Lemma 2.1 jw1j4ChjjVjjC0 : By integration by parts we
come to
DhðL0ðVÞÞiðtÞ ¼
Z 1
0
Z 1
0
Z
R2
u0ðoÞre
e 1
4
y2  w1 ds dy dx
þ
Z 1
0
Z 1
0
Z
R2
u0ðoÞ divðye
e 14y
2
Þ ds dy dxð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t þ h
p

ﬃﬃ
t
p
Þ:
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½ðL0ðVÞÞ1=24CjOj
1=2jju0jj0ðjjVjjC½0;T  þ 1Þ: ð4:9Þ
We now estimate DhL00ðVÞ: Proceeding as above, we can see that for w1 as above
jDhL00ðVÞj4
Z
R2
Z
IiðtÞ
max
OZOZ½0;T 
@H
@x

 jw1j þ maxOZOZ½0;T  @H@t

h
 
ju0ðyÞj dy dti;
where OZ ¼ fx 2 O : distðx; @OÞ5Zg: We recall that si are separated away
from the boundary; i.e., siðtÞ  OZ > 0; for t4T : Hence,
maxOZOZ½0;T ðj
@H
@x j þ j
@H
@t jÞ4KðZÞ
and
jDhL00ðVÞ4
Z
O
ju0j
Z
IiðtÞ
KðZÞðjjVjC½0;T  þ 1Þh dy dti
4 jOj1=2K jju0jj0hðjjVjjC0 þ 1Þ: ð4:10Þ
Combining (4.9) and (4.10) yields that if V 2 BðVð0Þ;RÞ; then
½LðVÞ1=24CðRÞjju0jj0:
Let us now ﬁx R > 0; we shall ﬁnd T > 0 such that BðVð0Þ;RÞ  Cð½0; T ;RN Þ
is mapped by DþNþL into itself. For this purpose we note that (4.4)
and Lemma 2.1 imply that
Z t
0
XN
j¼1
MijðzðtÞ; zðtÞ; ðt  tÞ=eÞVjðtÞ dt


4CjjVjjC0
Z t
0
ðt  tÞ1=2ðjzðtÞj þ jzðtÞjÞ dt
4CT 3=2jjVjj2C0 ; for i ¼ 1; . . . ;N : ð4:11Þ
Now, we obtain that
jjVð0Þ DðVÞ LðVÞ NðVÞjjC04jjVð0Þ DðVÞ LðVÞjjC0 þ jjNðVÞjjC0 :
We will study Við0Þ  ðDðVÞÞi  ðLðVÞÞi separately for i 2Z and i 2Z
c:
Because of the deﬁnitions of L and D we note that for i 2Zc we have
Við0Þ DðVÞiðtÞ  ðLðVÞÞiðtÞ ¼
Gi 
R
sið0Þ
u0 dl
biLið0Þ

Gi 
R
siðtÞ
eDt=eu0 dl
biLiðtÞ
:
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jVið0Þ  ðDðVÞÞiðtÞ  ðLðVÞÞiðtÞj
4
jGij
bi
jLiðtÞ  Lið0Þj
Lið0ÞLiðtÞ
þ
1
bi
jLiðtÞ  Lið0Þj
Lið0ÞLiðtÞ
Z
sið0Þ
u0


þ
1
biLiðtÞ
Z
siðtÞ
ðeDt=eu0  u0Þ dl


¼ J :
We now restrict T by requiring that
LiðtÞ5
1
2
Lið0Þ; for t4T ; i 2Z:
We can guarantee this inequality because
LiðtÞ5Lið0Þ  CjjVjjC½0;T T5Lið0Þ  CRT : ð4:12Þ
Thus, we obtain also the estimate for T ;
T4
1
2
Lið0Þ=CR; for i 2Zc:
Furthermore, for any Z 2 ð0; 1
4
Þ;
J4C
ðjGij þ jju0jjL1ðOÞLið0ÞÞjjVjjL1ðOÞT
biL2i ð0Þ
þ
C
biL
1=2
i ð0Þ
jjeDt=eu0  u0jj1=2þ2Z:
Now, by [9, 1.4.3],
J4Cð1þ jju0jjL1ðOÞÞRT þ Ce
1T 1=2jju0jjs; ð4:13Þ
where C ¼ CðLð0ÞÞ; s ¼ 12þ 2Zþ
1
253=2:
If i 2Z; then the bound
jVið0Þ  ðLðVÞÞiðtÞ
Z
siðtÞ
eDt=eu0j4T 1=2RC ð4:14Þ
follows immediately from (4.9) and (4.10).
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jjVð0Þ DðVÞ LðVÞ NðVÞjjC½0;T 
4CT 3=2R2 þ CT 1=2ðjju0jjs=2 þ Rð1þ jju0jjL1ðOÞÞT
1=2Þ þ CT 1=2R
¼ T 1=2F ðT ;R; u0Þ:
It is now clear that for any ﬁxed positive R and admissible u0 we can ﬁnd
T0 > 0 such that
T 1=20 F ðT0;R; u0Þ4R;
and the constraint (4.12) is satisﬁed.
Thus, we conclude that the compact operator
NþLþD
maps a convex set BðVð0Þ;RÞ into itself. We invoke the Schauder Fixed Point
Theorem to deduce the existence of a solution to
V ¼NðVÞ þLðVÞ þDðVÞ: ]
We note that the Schauder ﬁxed point theorem does not guarantee the
uniqueness of a solution.
Lemma 4.3. Any fixed point constructed in Lemma 4.2 is H .older
continuous with H .older exponent a; for all a51
4
:
Proof. We know that DðVÞ and LðVÞ are H .older continuous, with
H .older exponent a ¼ 1=2: Thus, it is sufﬁcient to establish the H .older
continuity ofNðVÞ: We shall split the estimates of ½NðVÞa in a way similar
to that we used before (see (4.8) for the bounds of ½LðVÞ1=2Þ: For this
purpose we introduce two short hand notations,
Z t
0
XN
j¼1
%M
0
ijðzðtÞ; zðtÞ; ðt  tÞ=eÞVjðtÞ dt ¼: M
0
iðtÞ;
Z t
0
XN
j¼1
%M
00
ijðzðtÞ; zðtÞ; ðt  t=eÞVjðtÞ dt ¼: M
00
i ðtÞ:
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ebiDhM
0ðtÞ
¼
Z tþh
t
1
Liðt þ hÞ
Z
siðtþhÞ
XN
j¼1
Z
sjðtÞ
1
t þ h t
exp 
eðx yÞ2
t þ h t
 
VjðtÞ dx dy dt
þ
Z t
0
1
Liðt þ hÞ
Z
siðtþhÞ

1
LiðtÞ
Z
siðtÞ
 XN
j¼1
Z
sjðtÞ
VjðtÞ
t þ h t
 exp 
eðx yÞ2
t þ h t
 
dx dy dt
þ
Z t
0
XN
j¼1
1
LiðtÞ
Z
siðtÞ
exp eðxyÞ
2
tþht
 
 exp eðxyÞ
2
tt
 
t þ h t
VjðtÞ dx dy dt
þ
Z t
0
XN
j¼1
1
LiðtÞ
Z
siðtÞ
exp 
eðx yÞ2
t  t
 
1
t þ h t

1
t  t
 
VjðtÞ dx dy dt
¼ I1 þ I2 þ I3 þ I4:
We will estimate each term separately. But ﬁrst we gather the facts that we
will use in our work.
Fact 1. We know that if x 2 siðz1Þ; y 2 sjðz2Þ; then (4.5) holds; i.e.,
jx yj25ðt2i þ t
2
j Þð1 cos yÞ ð4:15Þ
for some sets of arclength parameters ti; tj:
Fact 2. For any a 2 ð0; 1Þ there is some Ca > 0 such that
1 ejxj4Cajxja; 8x 2 R: ð4:16Þ
We begin with estimating I1: By (4.15) we have
jI1j4
Z tþh
t
1
Liðt þ hÞ
Z
IiðtþhÞ
Z
IjðtÞ
XN
j¼1
exp 
eðt2i þ t
2
j Þð1 cos yÞ
t þ h t
 !
VjðtÞ dx dy dt
t þ h t
;
where Iiðt þ hÞ (resp. IjðtÞ) are the intervals to which belong the
arclength parameters ti (resp. tj) and jIiðt þ hÞj ¼ Liðt þ hÞ (resp.
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jI1j4
Z tþh
t
Z
IiðtþhÞ
exp 
et2i ð1 cos yÞ
t þ h t
 XN
j¼1
Z
IjðtÞ
exp 
et2j ð1 cos yÞ
t þ h t
 !

jVjðtÞj
Liðt þ hÞ
dt4
Z tþh
t
dt
2
ﬃﬃﬃ
p
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t þ h t
p jjVjjC½0;T 4h1=2ﬃﬃﬃpp jjVjjC½0;T :
We turn our attention to I2: We change the variables of integration,
I2 ¼
Z t
0
Z 1
0
XN
j¼1
Z
sjðtÞ
1
t þ h t
Dh exp 
ðmjxLiðtÞ þ viðtÞ  yÞ
2
t  t
 ! !
 VjðtÞ dy dx dt
¼
Z t
0
Z 1
0
XN
j¼1
Z
sjðtÞ
exp ðmjxLiðtþhÞþviðtþhÞyÞ
2
tþht
 
t þ h t
XVjðtÞ dy dx dt;
where
X ¼ 1 exp
DhðmjxLiðtÞ þ viðtÞ  yÞ
2
t  t
 !
:
At this point we have to consider two cases,
(a) ðmjxLiðt þ hÞ þ viðt þ hÞ  yÞ
2 > ðmjxLiðtÞ þ viðtÞ  yÞ
2;
(b) ðmjxLiðt þ hÞ þ viðt þ hÞ  yÞ
24ðmjxLiðtÞ þ viðtÞ  yÞ
2:
But here we consider only (a); the treatment of (b) is completely
analogous. By (4.16) we have
jI2j4
Z t
0
Z 1
0
XN
j¼1
Z
sjðtÞ
exp 
ðmjxLiðtþhÞþviðtþhÞyÞ
2
tþht
 
t þ h t

jwja
ðt þ h tÞa
jVjðtÞj dy dx dt:
In the above formula we set
w ¼ DhðmjxLiðtÞ þ viðtÞ  yÞ
2:
It is easy to check that
jwj4Ch½diamðOÞ þ jyj:
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jI2j4
Z t
0
C
Liðt þ hÞ
Z
siðtþhÞ
XN
j¼1
Z
sjðtÞ
exp eðxyÞ
2
tþht
 
ðt þ h tÞ1þa
hað1þ jyjaÞ dx dy dt:
We may now estimate this integral in exactly the same way we dealt with I1;
we see that
jI2j4
Z t
0
CjjVjjC0
Liðt þ hÞ
Z
IiðtþhÞ
e
et2i ð1cos yÞ
tþht
ðt þ h tÞ1=2þa
dti

XN
j¼1
Z
IjðtÞ
e
et2j ð1cos yÞ
tþht
ð1þ taj Þh
aﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t þ h t
p dtj:
Hence,
jI2j4
Z t
0
ChajjVjjC½0;T 
ðt þ h tÞ1=2þa
dt ¼ ChajjVjjC½0;T T
1=2a;
where a51
2
:
We now turn our attention to I3; the inequality (4.16) will provide us with
jI3j ¼
Z t
0
1
LiðtÞ
Z
siðtÞ
XN
j¼1
Z
sjðtÞ
exp eðxyÞ
2
tþht
 
t þ h t
 1 exp 
ehðx yÞ2
ðt þ h tÞðt  tÞ
  
dx dy dt
4
Z t
0
Caha
LiðtÞ
Z
siðtÞ
XN
j¼1
Z
sjðtÞ
expðeðxyÞ
2
tþht Þ
ðt þ h tÞ1þa
jx yj2a
ðt  tÞa
dx dy dt:
The remaining calculations are similar to the previous ones. Thus, we
conclude that
jI3j4haCjjVjjCð½0;T ÞT
1=22a;
where necessarily a51
4
: It is also clear that the estimate for I3 does not permit
us any larger a:
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calculations leading to the estimates of jI2j; i.e.,
jI4j4
Z t
0
1
LiðtÞ
Z
siðtÞ
XN
j¼1
Z
sjðtÞ
hah1a expððxyÞ
2
tt Þ
ðt  tÞðt þ h tÞ1aþa
dx dy dt
4ChaT 1=2a;
where a51
2
:
The remaining estimates for M00j ; j ¼ 1; . . . ;N ; are easier and are left to
the interested reader. ]
Proof of Theorem 4.2. We are now ready for the proof. We show that
ðz; uÞ is a weak solution to (2.3) if and only if V 2 Ca½0; T  is a solution to
(4.2) and
uðtÞ ¼ eDt=eu0 
1
e
Z t
0
DeDðttÞ=e
XN
i¼1
fiðzðtÞÞViðtÞ dt: ð4:17Þ
Let us assume ﬁrst that ðu; zÞ is a weak solution, then dzdt ¼ V is H .older
continuous and (4.17) obviously holds. Thus, we could use the repre-
sentation formula in the way we did in [19], deriving (4.2). We stress that
Lið0Þ ¼ 0 plays no role here.
Let us now conversely suppose that V is a solution to (4.2), such that
V 2 Ca½0; T : We deﬁne uðtÞ by (4.17). Then, (2.3b) is obviously satisﬁed. We
have to check that ut 2 L1ð½0; T Þ;H1ðOÞÞ and that (2.3a) holds. Set U ¼
D1u; U0 ¼ D
1u0; then because of the H .older continuity of V; the
equation (4.17) becomes
U ¼ eDt=eU0 þ
1
e
Z t
0
eDðttÞ=e
XN
i¼1
fiðzðtÞÞViðtÞ dt:
It is a well-known fact that the above equation is equivalent to
Ut ¼
1
e
DU þ
XN
i¼1
fiðzðtÞÞViðtÞ
(see [9, Sect. 3.3.2]). Since Ut 2 L1ð½0; T Þ;H 10 ðOÞÞ; we obtain ut 2
L1ð½0; T Þ;H1ðOÞÞ (cf. [19, Sect. 3]).
Now, Lemma 4.2 yields the existence of solutions to (4.2) and Lemma 4.3
assures us that they are H .older continuous in time. The theorem follows. ]
SINGULAR STEFAN PROBLEM 365We are now in position to ﬁnish the proof of Theorem A or to show that
all assumptions of Theorem 3.2 hold.
Proposition 4.2. If ðz; uÞ is a weak solution entering a singularity at
t ¼ T ; then V 2 Cað½0; T ;RN Þ for all a51
4
:
Proof. By theorem 3.2, representation (4.2) holds up to t ¼ T (i.e., we
can pass to the limit). Moreover, the argument in Lemma 4.3 does not
distinguish between on entering singularity or facet breaking. The H .older
estimates obtained there will thus be valid. ]
We may now conclude that we may continue our solutions until a
different singularity than the one treated here occurs.
Proposition 4.5. If u0 is admissible, then there exits Tmax > 0 such that a
weak solution ðz; uÞ to (2.3) exists on ½0; TmaxÞ and at each time instant t the
interface sðtÞ is a generalized admissible polygon, and the only singularity
occurring in ½0; TmaxÞ is a vanishing of zero-crystalline-curvature facets or facet
breaking. Moreover, for all a51=4 we have V 2 Cað½0; T Þ;RN Þ:
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