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I
Agente Recomendador Hı´brido de Objetos de Aprendizaje
Resumen
En esta tesis se presentara´ una investigacio´n para disen˜ar e implementar un prototipo de
Agente Recomendador Hı´brido que sugiera recursos de aprendizaje para un curso a
partir de la aplicacio´n de te´cnicas de minerı´a de datos.
Este recomendador toma como insumos el Disen˜o instruccional y la Teorı´a de Estilos de
Aprendizaje para que a partir de estos elementos se realicen las fases de bu´squeda,
seleccio´n y recomendacio´n de los Objetos de Aprendizaje en un repositorio en la nube.
Abstract
In this thesis research we present the model and prototype of a Hybrid Recommender
Agent to suggest learning resources for a course from applying data mining techniques.
This recommender takes as inputs the Instructional Design and Learning Styles Theory
to perform the search, selection and recommendation of learning objects on a repository
in the cloud.
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1 Introduccio´n
En una encuesta realizada en Estados Unidos, el 68 % de los estudiantes universita-
rios y de educacio´n superior reciben una formacio´n basada en demostraciones y lecturas;
donde el docente es quie´n transmite el conocimiento y ellos repiten los procesos; sin em-
bargo, esto no prepara al estudiante para los adaptarse a los cambios, tener pensamiento
crı´tico y adquirir habilidades a largo plazo (Wang, 2007).
Por esta razo´n, el proceso de ensen˜anza-aprendizaje se ha replanteado desde el punto
de vista pedago´gico y de alfabetizacio´n en la informacio´n; donde el profesor ha pasado
a ser un motivador del pensamiento y la incorporacio´n de teorı´as de aprendizaje cola-
borativo y de aprendizaje sociocultural, buscan reforzar el pensamiento independiente y
reflexivo en el estudiante (Wang, 2007).
Durante la planeacio´n de un curso se analizan y definen los objetivos, habilidades y ac-
titudes que se van a fomentar durante la leccio´n. Para alcanzar los objetivos planteados,
se debe guiar el proceso de aprendizaje del estudiante de forma tal que adquiera las ha-
bilidades progresivamente y en un contexto particular. De esta manera, definir el objetivo
del curso, los mecanismos de evaluacio´n y el plan detallado de las actividades, son so´lo
una pequen˜a parte del disen˜o de un curso y carecen de sentido si no se puede lograr el
aprendizaje.
El proceso de planeacio´n o disen˜o de un curso se basa en gran medida en la seleccio´n de
las actividades que esta´n sujetas al criterio o conocimiento del docente. Estas actividades,
por lo general, son presentaciones o exposiciones magistrales en cursos tradicionalmente
presenciales, mixtos o virtuales y se conforman en la mayorı´a de las veces de lecturas
complementadas con actividades de discusio´n grupal como foros, blogs o wikis.
Adema´s se presenta la caracterı´stica, segu´n criterio de expertos, que la cantidad de ob-
jetos disponibles para un tema especı´fico solo puede restringirse mediante criterios brin-
dados por el experto en la materia a ensen˜ar, lo que hace de la pra´ctica de seleccio´n o
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recomendacio´n de los objetos una actividad poco frecuentada por el docente.
Los sistemas recomendadores utilizan diversas te´cnicas al generar recomendaciones per-
sonalizadas para los usuarios o grupos de usuario, por ejemplo mediante te´cnicas de re-
comendacio´n colaborativas, basadas en contenidos, demogra´ficas, entre muchas otras.
Aunque existen otras propuestas de clasificacio´n donde se toman en consideracio´n ma´s
que solo las te´cnicas utilizadas para el ana´lisis de datos (Montaner, Lo´pez, y De La Rosa,
2003; Adomavicius y Tuzhilin, 2005; Jameson, 2009).
La clasificacio´n de este tipo de sistemas se ha centrado en la forma en que recopilan la in-
formacio´n y los algoritmos utilizados para procesarla. Sin embargo, existen sistemas que
utilizan dos o ma´s te´cnicas de recomendacio´n distintas y se denominan recomendadores
hı´bridos. Los sistemas recomendadores hı´bridos buscan compensar las debilidades de
una te´cnica con las fortalezas de otra al generar las recomendaciones y ası´ mejorar la
calidad de las recomendaciones (Burke, 2007; Ricci, Rokach, y Shapira, 2011).
El presente documento pretende exponer una investigacio´n del estado del arte de los
agentes recomendadores y un prototipo denominado Agente Recomendador Hı´brido de
Objetos de Aprendizaje (ARHOA en adelante) que tome como base el disen˜o instruccio-
nal de un curso, ası´ como las competencias asociadas a las actividades de la leccio´n.
Esto con el fin de analizar los metadatos que describen a una serie de objetos de apren-
dizaje (OA en adelante) y determinar cuales de ellos podrı´an ser u´tiles como recursos en
la leccio´n descrita.
1.1. Organizacio´n del documento
El presente documento de tesis esta´ organizado en seis capı´tulos que buscan presen-
tar la propuesta de investigacio´n, su desarrollo y las conclusiones adquiridas tras cumplir
los objetivos de investigacio´n planteados.
El capı´tulo 1 presenta la investigacio´n en te´rminos generales y el impacto esperado al
desarrollarla como tesis. Adema´s, acota los alcances y la profundidad de la investigacio´n
que se presentara´ en el documento.
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Seguidamente, el capı´tulo 2 presenta el contexto de la investigacio´n y los conceptos que
interactu´an para dar forma a este recomendador de objetos de aprendizaje. En este
capı´tulo se expone la influencia de las TIC’s en los entornos educativos; ası´ como los
diferentes to´picos que son la base para el disen˜o de la propuesta de investigacio´n, como
lo son los estilos de aprendizaje, modelos de atributos, disen˜o instruccional y los objetos
de aprendizaje.
En el capı´tulo 3 se presentan las generalidades de los sistemas recomendadores y su
relacio´n con los entornos educativos. Se presentan las principales caracterı´sticas de los
sistemas recomendadores, ası´ como los criterios que se utilizan para su clasificacio´n e
hibridacio´n.
Despue´s de haber definido los conceptos clave que dara´n forma a la propuesta y su re-
lacio´n; se presentara´ el disen˜o sugerido como mecanismo de resolucio´n para el prototipo
de agente recomendador. El capı´tulo 4 corresponde al disen˜o del agente y contiene las
descripciones de dominio del trabajo, ası´ como una serie de condiciones que fueron to-
madas en consideracio´n para satisfacer los objetivos iniciales.
Ma´s adelante, en el capı´tulo 5 se describe el proceso seguido en la implementacio´n del
agente, las herramientas que fueron utilizadas para este fin y los resultados que se ob-
tuvieron tras aplicar cada una de las consideraciones del disen˜o. Tambie´n se exhiben
algunos elementos clave para realizar el intercambio de informacio´n con algunos paque-
tes de la plataforma del TEC Digital y los repositorios de objetos de aprendizaje.
Y para finalizar, se incluyeron las principales conclusiones alcanzadas al realizar esta te-
sis y el trabajo futuro que fue identificado como posibles extensiones o aplicaciones del
conocimiento adquirido como parte del capı´tulo 6.
Adema´s, al final del documento se incluye una seccio´n de anexos con informacio´n rele-
vante para el disen˜o e implementacio´n del agente y otra correspondiente a las referencias
utilizadas a lo largo de la investigacio´n.
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1.2. Definicio´n del problema
La incorporacio´n progresiva de las Tecnologı´as de Informacio´n y Comunicacio´n (TICs)
en el proceso de ensen˜anza-aprendizaje se ha visto como una oportunidad de mejora y
expansio´n al incentivar la participacio´n de los estudiantes y profesores a trave´s del uso
de la tecnologı´a (Enfoques Estrate´gicos sobre las TICs en Educacio´n en Ame´rica Latina
y el Carible, 2013).
El proceso de ubicacio´n, seleccio´n y recomendacio´n de los contenidos o evaluaciones
asociados a las actividades de un curso es largo y que se basa una serie de criterios
que son brindados por un profesor experto en la materia. Adema´s, dada la cantidad de
recursos digitales disponibles el principal problema ya no es encontrar materiales, sino,
seleccionar aquellos que tienen alguna utilidad para la leccio´n.
Es por este motivo que se propone un modelo para integrar te´cnicas de minerı´a de datos,
cosecha de metadatos mediante OAI-PMH 1 y SQI2, disen˜o centrado en el usuario y pro-
cesamiento de lenguaje natural en este proceso de bu´squeda y seleccio´n de recursos.
Para esto, se realizara´ un ana´lisis de los recursos disponibles en un ROA3, con el fin de
identificar los factores crı´ticos a considerar durante las fases de clasificacio´n y recomen-
dacio´n de OA4; de modo que fuera posible identificar aquellos con mayor afinidad con
respecto a las descripciones brindadas en los documentos facilitados por el profesor.
De este modo, mediante la aplicacio´n de distintas te´cnicas de minerı´a de datos y tex-
tual, se propone la utilizacio´n de recursos como el Disen˜o Instruccional (DI), el Modelo
de Competencias o de Gestio´n de Atributos (MoGa) y la Teorı´a de Estilos de Aprendizaje
(TEA) como elementos estructurales para la seleccio´n de recursos; ya que aportan una
descripcio´n detallada de los elementos que deben ser cubiertos durante la leccio´n.
1OAI-PMH, Acro´nimo de Open Archives Initiative Protocol for Metadata Harvesting o Iniciativa de Pro-
tocolo de Archivos Abiertos para la Recoleccio´n de Metadatos.
2SQI, Acro´nimo de Simple Query Interface y responde al identificador CWA 15454:2005 del Comite´ Eu-
ropeo de Normalizacio´n(CEN).
3ROA, Acro´nimo de Repositorio de Objeto de Aprendizaje
4OA, Acro´nimo de Objeto de Aprendizaje
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Tras concretar el proceso de investigacio´n y avanzar con el desarrollo del prototipo, se
encontro´ que el agente so´lo podrı´a utilizar el DI y la informacio´n disponible en TEA para
catalogar los OA; y quedo´ pendiente la incorporacio´n del MoGA en las fases de recomen-
dacio´n.
1.3. Justificacio´n
El Instituto Tecnolo´gico de Costa Rica (TEC) es una institucio´n dedicada a la edu-
cacio´n superior en distintas a´reas de especializacio´n. En este contexto, el TEC Digital
representa la unidad dedicada a dar apoyo a la academia mediante la integracio´n de las
TICs en la docencia5.
En esta tesis se presentan las bases teo´ricas y un prototipo de herramienta integrada a la
plataforma educativa TEC Digital, capaz de analizar y recomendar una serie de objetos
de aprendizaje con distintos niveles de afinidad con respecto a las actividades definidas
en un DI, MoGa y TEA.
A continuacio´n, se describe su justificacio´n en te´rminos de innovacio´n, impacto y profun-
didad.
1.3.1. Innovacio´n
Al realizar un ana´lisis de la literatura se encuentran referencias a trabajos previos
relacionados con el desarrollo de agentes de bu´squeda de objetos de aprendizaje, por
ejemplo LORSE, que crea mu´ltiples agentes que se conectan a distintos repositorios
de OA (Baldiris, Bacca, Rojas, Guevara, y Fabregat, 2011). Por otra parte, DELPHOS
se centra en caracterı´sticas como la palabras clave, frecuencia de descarga, similaridad
o evaluacio´n previa del OA utilizando el descubrimiento mediante vecinos ma´s cercano
(Zapata-Gonzalez, Menendez, Prieto, y Romero, 2011) para establecer sus recomenda-
ciones.
5Disponible en http://www.tec-digital.itcr.ac.cr/register/sitio/quienessomos.html
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Sin embargo, ambos agentes esta´n relacionados con bu´squedas a partir de los descrip-
tores introducidos manualmente por el usuario y al historial de consultas de un repositorio
particular.
Con el Agente Recomendador Hı´brido de Objetos de Aprendizaje, se propone utilizar la
informacio´n disponible en los documentos del DI, MoGa y TEA para recomendar un ban-
co de recursos para actividades previamente descritas por el profesor; de modo que la
tarea de filtrar los recursos se simplifique tras automatizar la seleccio´n de descriptores
para una actividad y aplicar una serie de criterios de preseleccio´n y calificacio´n que van
ma´s alla´ de la habilidad de un motor de bu´squeda.
1.3.2. Impacto
Con la creacio´n de un Agente Recomendador Hı´brido de Objetos de Aprendizaje pa-
ra sugerir los OA asociados a las actividades descritas en un DI, se le puede delegar
la recomendacio´n de los OA al agente, de modo que elija aquellos que responda a las
descripciones brindadas por el profesor. Adema´s, se pueden definir criterios de recomen-
dacio´n que permitan filtrar desde distintos repositorios solo aquellos elementos que mejor
se adapten a los requerimientos del LMS.
Este agente funcionara´ para cualquier curso para el que se defina el DI; sin embargo,
los principales beneficiados sera´n aquellos facilitadores que se encuentren trabajando en
procesos de migracio´n de sus cursos presenciales a bimodales o virtuales, ya que podra´n
reducir el tiempo requerido para filtrar y seleccionar los recursos digitales que le podrı´an
interesar para sus lecciones.
Los OA usados para una leccio´n pueden ser documentos comunes en diferentes for-
matos, por ejemplo documentos de texto, presentaciones, gra´ficos, entre otros; o bien,
pueden estar empaquetados en formato como IMS-LD, SCORM o Common Cartridge.
Los OA empaquetados pueden cargarse dentro de Unidades de Aprendizaje (UA). Donde
se entienda UA como paquetes de materiales que pueden incluir actividades, evaluacio-
nes, servicios, entre otros; que son ejecutables por un LMS y en su definicio´n se pueden
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incluir objetivos de aprendizaje, roles, actividades y recursos, entre otros; mientras que
los OA son cualquier recurso que pueden ser utilizados o referenciado durante el apren-
dizaje (Chaco´n Rivas y Garita, 2013).
De este modo, se apoyara´ en el tiempo que los docentes deben dedicar para la construc-
cio´n de materiales nuevos y les permitira´ dedicarle ma´s tiempo a las labores asociadas a
transmitir conocimiento.
1.3.3. Profundidad
En te´rminos generales la investigacio´n se centrara´ en validar la hipo´tesis de que es
posible recomendar un banco de recursos a partir de los documentos facilitados por el
docente mediante la aplicacio´n de te´cnicas de minerı´a de datos y procedimientos de
calificacio´n que son utilizados en los sistemas recomendadores.
1.4. Objetivos
1.4.1. Objetivo general
Disen˜ar e implementar un prototipo de agente que sugiera recursos consumidos desde
repositorios de objetos de aprendizaje de acuerdo al modelo planteado en un disen˜o
instruccional y que se ajusten al modelo de competencias oficial establecido para un
curso y los estilos de aprendizaje de los estudiantes.
1.4.2. Objetivos especı´ficos
Elaborar un estudio del estado del arte en el dominio de agentes recomendadores
de objetos de aprendizaje y su relacio´n con las plataformas de gestio´n del aprendi-
zaje.
Analizar los objetos de aprendizaje e implementar una herramienta que permita
evaluar el contenido de sus elementos descriptores.
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Utilizar el DI de un curso como base para sugerir la recomendacio´n de recursos de
aprendizaje.
Implementar un mecanismo que permita sugerir aquellos recursos disponibles en
un repositorio de objetos de aprendizaje que fomenten las competencias de los
estudiantes sobre la estructura definida para un curso.
1.5. Alcance
No se considerara´ la evaluacio´n y catalogacio´n de calidad de OA como parte de los
alcances de la tesis; ya que existen otras herramientas que se pueden encargar de
este proceso y responden a un problema distinto al que se desea abordar.
Se asume que existen esquemas para el manejo de las competencias y del DI con
informacio´n precargada, antes de la definicio´n del agente.
La definicio´n de las de competencias o atributos a utilizar queda fuera del alcance
de la tesis.
Se asume que la evaluacio´n y la catalogacio´n inicial de los OA es dada por un
agente externo.
Se encuentra fuera de los alcances de esta tesis la creacio´n y/o configuracio´n de un
LORs.
La presente propuesta se enfoca en te´rminos de la evaluacio´n de la calidad de los
criterios de bu´squeda con respecto a los metadatos, por lo tanto, la interpretacio´n
del lenguaje natural excede los alcances establecidos.
2 Contexto teo´rico
En este capı´tulo se presentara´n una serie de conceptos relacionados con psicologı´a,
pedagogı´a y computacio´n que son claves para comprender el contexto en el que se desa-
rrolla la investigacio´n de tesis y las caracterı´sticas de la informacio´n con la que se va a
trabajar.
El capı´tulo esta´ dividido en cinco secciones, donde se describen en te´rminos generales el
concepto de aprendizaje permanente, la influencia del aprendizaje por competencias en
la industria, la relacio´n de los estilos de aprendizaje con las competencias y se introduce
el concepto de OA.
2.1. Aprendizaje permanente
El concepto de aprendizaje permanente o ”lifelong learning” fue tomado dentro del
proceso de Bolonia para crear “una sociedad basada en el conocimiento donde, las es-
trategias de aprendizaje son necesarias para enfrentar los retos de la competitividad y el
uso de las nuevas tecnologı´as, mejorar la cohesio´n social, la igualdad de oportunidades
y la calidad de vida” (Bologna Process, 1999).
Este proceso, constituye una iniciativa que busca solventar los cambios en el proceso de
ensen˜anza-aprendizaje que se dieron en los u´ltimos an˜os en el sistema de educacio´n
superior dentro del marco europeo y se enfoca en la adquisio´n de competencias, o resul-
tados de aprendizaje que contribuyan al correcto desempen˜o de los profesionales en un
a´rea particular, del mismo modo que se ha intentado en Ame´rica Latina para empezar a
crear una sociedad que se adapte al constante cambio del mercado (Propuestas y Accio-
nes para la transformacio´n de la Educacio´n Superior en Ame´rica Latina, s.f.).
De este modo, se puede decir que los trabajos convergen en la necesidad de replantear
los planes de estudio mediante herramientas pedago´gicas que faciliten la adquisicio´n
9
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de conocimientos, competencias y aptitudes en las distintas disciplinas. Desarrollando
un plan de accio´n global de educacio´n permanente y homologacio´n de competencias
(Declaracio´n mundial sobre la educacio´n superior en el siglo XXI: Visio´n y Accio´n, 1998).
La evolucio´n de las tecnologı´as de informacio´n ha repercutido directamente en la edu-
cacio´n, por lo que se han realizado esfuerzos que permitan aprovechar estas nuevas
herramientas en favor del aprendizaje. Un ejemplo de estas herramientas son los LMS1;
sin embargo, estas herramientas son de poca utilidad si no se pueden gestionar los con-
tenidos y adaptarlos a las necesidades de los estudiantes (Boticario y Santos, 2007).
Las nuevas tendencias, enfocan al usuario como una unidad con necesidades propias y
u´nicas en un entorno particular, por lo que en el a´mbito educativo ha aparecido un nuevo
tipo de entorno, denominado PLE 2 y buscan solventar las necesidades especı´ficas de
cada estudiante mediante agentes o minerı´a de datos.
Algunos ejemplos de estas adaptaciones son:
Sistema para Generacio´n de Sugerencias de Rutas de Aprendizaje Adaptativas en
Entornos de e-learning: demostro´ la utilidad de aprovechar las rutas adaptativas
para reforzar el conocimiento sobre el contenido de un curso tras aplicar redes ba-
yesianas para decidir si una actividad es recomendable para un estudiante dado su
promedio(Ga´mez Suazo, 2012; Suazo, Rodriguez, y Rivas, 2012).
LORSE: crea mu´ltiples agentes que se conectan a distintos repositorios de OA y
actu´an como buscadores (Baldiris y cols., 2011).
DELPHOS: es un sistema recomendador hı´brido para el repositorio AGORA 3 y basa
sus sugerencias en palabras clave, frecuencia de descarga, similaridad o evaluacio´n
previa del OA utilizando el descubrimiento mediante vecinos ma´s cercano (Zapata-
Gonzalez y cols., 2011).
1LMS: Acro´nimo para Learning Management Systems o Sistema de Gestio´n de Aprendizaje por sus
siglas en ingle´s.
2PLE: Acro´nimo para Personal Learning Environments, o Entornos de Aprendizaje Personalizados por
sus siglas en ingle´s.
3AGORA es el acro´nimo para Ayuda para la Gestio´n de Objetos Reusables de Aprendizaje.
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Un ejemplo pero en otra lı´nea de disen˜o, propone una evolucio´n de la arquitectura de
los OA hacia agentes inteligentes denominados ILOs 4, gobernados por un ILOR5 que
es comandado desde el LMS. En esta propuesta cada agente de OA autogestiona sus
atributos para interactuar con el administrador gracias a una cualidad de los OA en la que
se puede separar el contenido de la descripcio´n del entorno (Gomes, 2005).
2.2. Estilos de aprendizaje
Segu´n (Sternberg y Grigorenko, 1997), el estudio de los estilos de aprendizaje consti-
tuye un vı´nculo entre dos ramas de la psicologı´a, conocidas como cognicio´n y personali-
dad; por lo que la forma en la que se razona y percibe la informacio´n puede variar con el
tiempo (Witkin, Goodenough, y cols., 1981).
Para corregir el desface del aprendizaje en la etapa educativa y la incursio´n en un trabajo,
se ha propuesto una serie de enfoques que pretenden mejorar la calidad de la educa-
cio´n para ajustarla a las necesidades de la industria, por ejemplo, el proceso de Bolonia,
que se enfoca en la obtencio´n de competencias. Estas competencias son vistas como
resultados de aprendizaje cuantificables y contribuyen al correcto desempen˜o de los pro-
fesionales en un a´rea en particular (Bologna Process, 1999; Sı´ntesis de la Legislacio´n de
la UE , s.f.) .
La categorizacio´n y utilizacio´n de te´cnicas de ensen˜anza que se pueden aplicar para los
distintos estilos de aprendizaje busca entregarle al docente una herramienta que le permi-
ta ajustar su estilo de ensen˜anza al estilo de aprendizaje preferido por sus estudiantes y
desarrollar una leccio´n de manera que todos reciban la informacio´n de un modo accesible
(Felder y Silverman, 1988; Felder, Felder, y Dietz, 2002).
4ILO: Acro´nimo para Intelligent Learning Object o Objetos de Aprendizaje Inteligentes por sus siglas en
ingle´s.
5ILOR: Acro´nimo para Intelligent Learning Object Repository o Repositorio de Objetos de Aprendizaje
Inteligentes por sus siglas en ingle´s.
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2.3. Modelo de aprendizaje basado en competencias
La tendencia del mundo globalizado busca crear un profesional con un alto conoci-
miento te´cnico y con una formacio´n integral que les permita adaptarse a los cambios del
mercado para generar resultados. Producto de este nuevo esquema de necesidades, se
han replanteando las metodologı´as de trabajo, buscando la generacio´n de habilidades y
capacidades en los estudiantes, ma´s que enfocarse en la transmisio´n de conocimientos y
es en este nuevo paradigma donde se introduce el concepto de modelo curricular basado
en competencias (Mertens, 1998).
A nivel acade´mico es frecuente referenciar los modelos basados en competencias como
“modelos basados en atributos”. En (Canadian Engineering Accreditation Board. Accredi-
tation Criteria and Procedures, 2010) se considera el uso del te´rmino “competencia” para
el a´mbito de la pra´ctica laboral o en la industria, por lo que es frecuente encontrar en la
literatura el uso de los te´rminos competencias, atributos, habilidades blandas, resultados
de aprendizaje, syllabus, entre otros, en forma indiferente (Gluga, Kay, y Lever, 2012).
2.4. Disen˜o instruccional
Segu´n (Arjona y Blando, 2005), “El Disen˜o Instruccional es un proceso en donde se
analizan, organizan y presentan objetivos, informacio´n, actividades, me´todos, medios y
el proceso de evaluacio´n, que al conjugarse entre sı´ conforman el contenido de un curso
con miras a generar experiencias satisfactorias de aprendizaje.”, o en otras palabras, es
un proceso que el profesor lleva a cabo y que consiste en planificar el curso, tema por
tema y actividad por actividad para guiar el proceso educativo del estudiante.
De esta forma, se denomina “disen˜o instruccional” tanto al proceso como al producto que
se genera. Siendo el resultado, generalmente una tabla o documento con el detalle de las
actividades a desarrollar durante las lecciones; en este detalle se incluyen los objetivos,
contenidos, materiales a utilizar y las evaluaciones de los aprendizajes.
Este proceso estructura un curso o unidades de aprendizaje como una coleccio´n de con-
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ceptos compuestos por caracterı´sticas de los estudiantes, temas o contenidos, objetivos
actitudinales y de conceptos, materiales o actividades y evaluaciones.
El proceso de planeacio´n o disen˜o de un curso se basa en gran medida en la seleccio´n de
las actividades que esta´n sujetas al criterio o conocimiento del docente y de las fuentes
de informacio´n disponibles en el momento. Estas actividades son presentaciones o expo-
siciones magistrales en los cursos tradicionalmente presenciales; mientras que en curso
mixtos y virtuales se conforman la mayorı´a de las veces de lecturas complementadas con
actividades de discusio´n grupal como foros, blogs o wikis.
2.5. Objetos de aprendizaje en la educacio´n
Segu´n la IEEE, un OA se define como “cualquier entidad, digital o no digital, que
puede ser usada para el aprendizaje, educacio´n o capacitacio´n” (IEEE-Learning Techno-
logy Standars Committee, s.f.). Esto quiere decir, que cualquier elemento dida´ctico desde
ima´genes, documentos, herramientas de evaluacio´n, etc, puede ser considerado como
OA.
El esta´ndar LOM-IEEE 6 ofrece un esquema conceptual para la estructura de las instan-
cias de metadatos de los OA que permita la bu´squeda, evaluacio´n, adquisio´n y uso de los
recursos por parte de los instructores, estudiantes o procesos de software automatizados
(Draft Standard for Learning Object Metadata, 2002); este esta´ndar esta´ avalado por el
LTSC 7 de la IEEE, quie´n es el encargado de producir especificaciones y esta´ndares para
las tecnologı´as de e-learning (Draft Standard for Learning Object Metadata, 2002).
Existen mu´ltiples iniciativas para estandarizar los OA y convertirlos en elementos porta-
bles entre las plataformas y muchas de estas iniciativas se basan en el uso de metadatos
para describir el contenido de cada ı´tem. Estos metadatos se utilizan como llaves dentro
6LOM-IEEE, Acro´nimo de Learning Object Model, o Modelo de Objetos de Aprendizaje propuesto por
la IEEE.
7LTSC, Acro´nimo de Learning Technology Standards Committee o Comite´ de Esta´ndares para las Tec-
nologı´as de Aprendizaje.
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de un sistema de cata´logos o repositorios en donde los ı´tems u OA pueden ser “cosecha-
dos” con base en sus descriptores.
Por ejemplo, la iniciativa de OpenArchives busca proveer un framework de interoperabili-
dad basado en cosecha de metadatos y que se denomina OAI-PMH; donde hay dos tipos
principales de participantes del proceso: los proveedores de datos que son los adminis-
tradores del sistema que ofrecen soporte para el OAI-PMH y administran los repositorios
y los proveedores de servicios, quienes usan los metadatos recolectados vı´a OAI-PMH
como una base para crear servicios con valor agregado (Lagoze, Van de Sompel, Nelson,
y Warner, 2002).
Existen modelos para empaquetar OA con el fin de lograr su reutilizacio´n en diferentes
LMS. Estos modelos son:
SCORM 8: fue propuesto por ADL 9 y comprende “un conjunto de esta´ndares te´cni-
cos que le permiten a los sistemas de aprendizaje basados en la Web encontrar,
importar, compartir, reutilizar y exportar contenidos en una forma estandarizada”
(Advanced Distributed Learning Initiative: SCORM 2004 4th Edition, s.f.).
IMS-LD: propuesto por el IMS Global Consortium y permite “especificar distintas
estrategias de aprendizaje y co´mo las fuentes de aprendizaje encajan dentro de
las mismas” (Ve´lez Ramos, Baldiris, Nassiff, y Fabregat Gesa, 2008). Este modelo
describe co´mo empaquetar y transferir contenido usando XML para organizar los
OA, y permite definir distintas formas de recorrer un conjunto de mismo recursos de
aprendizaje (IMS Global Learning Consortium, 2012).
Common Cartridge: Tambie´n fue propuesto por el IMS Global Consortium y fue
definido para resolver dos problemas; el primero, proveer un formato esta´ndar para
representar materiales de cursos en los LMS y el segundo, permitir la publicacio´n de
8SCORM, Acro´nimo de Shareable Content Object Reference Model o Modelo de Referencia de Objetos
de Contenido Compatible.
9ADL, Acro´nimo de Advanced Distribuited Learning.
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materiales en forma “modular, distribuida, interactiva y personalizable” (IMS Global
Common Cartridge Profile: Implementation, 2014).
En general, los diferentes enfoques coinciden que los objetos de aprendizaje deben cum-
plir al menos las siguientes caracterı´sticas:
Accessibilidad: Los OA pueden ser almacenados y referenciados desde la base de
datos gracias a los metadatos con los que fueron etiquetados.
Reusabilidad: Permite la reutilizacio´n de los recursos en distintos contextos.
Interoperabilidad: los OA puede ser independientes de los sistemas de administra-
cio´n de conocimiento.
2.5.1. Tipos de Repositorios de Objetos de Aprendizaje
Los repositorios de OA nacen en respuesta a las necesidades de los entorno de e-
learning para reutilizar material dida´ctico, con el fin de almacenar y compartir OA digitales.
Estos elementos se presentan como mo´dulos de contenidos y metadatos que puedan ser
reutilizables por las comunidades o cursos y responden al paradigma de orientacio´n a
objetos (Bannan-Ritland, Dabbagh, y Murphy, 2000; Wiley, 2003).
En estas bibliotecas digitales se almacenan diversos tipos de recursos de aprendizaje y
los descriptores que ayudan a categorizarlos, con lo que se facilita el flujo de contenidos
y las bu´squedas gracias a los mecanismos de indexacio´n (Lo´pez, 2005).
Adema´s, estas bibliotecas constituyen una oportunidad ante la creciente demanda de
educacio´n en todos los paı´ses, la capacidad limitada de la educacio´n tradicional, el es-
fuerzo y costo que implica la construccio´n de materiales de aprendizaje multimedia y
aprovechan las posibilidades que ofrece Internet (Globe Alliance, 2012).
Las federaciones de OA buscan organizar los materiales alojados en diversos reposito-
rios de modo que se centralice el acceso a la informacio´n contenida en un solo portal.
Un ejemplo de estas organizaciones es la alianza GLOBE, la cua´l ofrece un conjunto de
servicios y herramientas en lı´nea a disposicio´n de sus miembros para el intercambio de
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recursos de aprendizaje y se presenta como una comunidad mundial abierta guiada por
una serie de principios que buscan fomentar el intercambio de OA y la participacio´n de los
miembros como colaboradores activos tanto en la produccio´n de material, como en las
mejoras a los esta´ndares abiertos con base a sus experiencias de implementacio´n(Globe
Alliance, 2012).
Todos estos conceptos pertenecen a distintas ramas de conocimiento, pero es necesario
comprender su utilidad para aprovechar la relacio´n que existe entre ellos al modelar una
solucio´n que pretenda integrarlas. De este modo, los conceptos mencionados en este
capı´tulo se estara´n utilizando ma´s adelante en los capı´tulos de disen˜o de la solucio´n y
resultados de la implementacio´n.
3 Generalidades de los sistemas Recomenda-
dores
Los sistemas recomendadores son “sistemas de informacio´n que sugieren ı´tems a
usuarios basados en su comportamiento y/o otros tipos de datos“ (Ricci y cols., 2011) y
en su mayorı´a esta´n enfocados a procesos de toma de decisiones donde el usuario no
tiene suficiente conocimiento para evaluar las alternativas de ı´temes que podrı´an resultar
potencialmente de intere´s.
Segu´n (Ricci y cols., 2011), la funcio´n principal de los sistemas recomendadores depende
de los objetivos que hayan sido planteados al momento de su definicio´n e implementacio´n;
pero en te´rminos generales suelen utilizar tres tipos de objetos:
I´tems: Se le llama ı´tem a los elementos que se van a recomendar.
Usuarios: Los modelos de usuario codifican las necesidades y preferencias de un
usuario dentro del sistema.
Transacciones: Son las interacciones entre el usuario y el sistema y pueden ser
recolectados de forma implı´cita o explı´cita.
Una vez identificadas sus partes, los sistemas recomendadores tienen como funcio´n prin-
cipal identificar los ı´tems que puede ser de utilidad para un usuario. De modo que debe ser
capaz de predecir la utilidad esperada de cada ı´tem para so´lo seleccionar los que sean de
intere´s y clasificarlos con base a algu´n mecanismo de comparacio´n (Ricci y cols., 2011) .
Desde el an˜o 2006, la ACM organiza una conferencia llamada “RecSys” (Recommender
Systems) dedicada a la presentacio´n de resultados de las nuevas investigaciones, sis-
temas y te´cnicas aplicadas a diversos campos de los sistema de recomendaciones (por
ejemplo, algoritmos de escalabilidad, casos de estudio, grupos de recomendacio´n, mode-
lado de usuario, aprendizaje automa´tico para recomendaciones, entre otras).
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Segu´n la ACM, se define recomendacio´n como una forma particular de filtrado de infor-
macio´n que explota los comportamientos anteriores de los usuarios y sus similitudes para
generar una lista de informacio´n a la medida de las preferencias de un usuario final (ACM,
2012).
Existen numerosos enfoques para el desarrollo de sistemas recomendadores y algunos
Figura 3.1: Clasificacio´n de los sistemas de recomendaciones segu´n el modelo y la
heurı´stica utilizada. Tomado de (Adomavicius y Tuzhilin, 2005)
de ellos fueron investigados por Adomavicius y Tuzhilin. En su ana´lisis, se sintetizaron las
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caracterı´sticas de varios sistemas y presento´ un resumen de los resultados obtenidos en
la tabla de la figura 3.1 que muestra las formas ma´s comunes para generar las recomen-
daciones de acuerdo al tipo de implementacio´n y a las heurı´sticas utilizadas (Adomavicius
y Tuzhilin, 2005).
Por otro lado, Jameson propone una serie de clasificaciones alternativas donde se inclu-
ye una para la forma en que los sistemas adaptables al usuario le ayudan a recuperar
informacio´n (Jameson, 2009). Segu´n su propuesta, existen tres situaciones tı´picas en las
que podemos identificar los enfoques de un sistema:
Soporte a navegador: donde los usuarios pueden realizar bu´squedas sobre ı´tems
y usar las referencias cruzadas entre ellos, como en los sistemas hipermedia o de
noticias.
Soporte para bu´squeda y filtrado basado en consultas: como los mecanismos de
bu´squeda por palabras clave, pero en este enfoque se mejoran los criterios de se-
leccio´n mediante el modelo construido por el usuario con base en otros recursos de
informacio´n como documentos o criterios de orden.
Proveer informacio´n de forma esponta´nea: se captura informacio´n mientras los usua-
rios realizan diversas tareas y con base en esto se le presenta informacio´n que
puede ser u´til para el usuario.
Se define agente como aquellas aplicaciones que toman decisiones por sı´ mismas con el
fin de conseguir sus objetivos de una forma ra´pida, en un entorno cambiante y con una
alta probabilidad de fallo (Weiß, 1999).
Segu´n (Russell y Norvig, 2002) existen diversos tipos de agentes que pueden ser cate-
gorizados de acuerdo a las propiedades del entorno en las que se desenvuelven, pero el
entorno no es la u´nica variable en cuanto al comportamiento de los agentes. Para definir
a un agente como inteligente, este debe ser capaz de realizar acciones flexibles y auto´no-
mas para alcanzar sus objetivos de disen˜o, donde flexibilidad significa tres cosas (Weiß,
1999) :
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Reactividad: El agente debe percibir su entorno y responder a los cambios que
ocurren para satisfacer los objetivos de disen˜o.
Pro-actividad: debe ser capaz de mostrar un comportamiento enfocado en alcanzar
los resultados y tomar la iniciativa para satisfacer los objetivos.
Habilidad social: debe ser capaz de interactuar con otros agentes y tal vez humanos,
para satisfacer sus objetivos.
3.1. Sistemas adaptativos al usuario
En los entornos de e-learning existen numerosos trabajos sobre interfaces adaptativas
y agentes que aprenden sobre el comportamiento de usuarios individuales y adaptan su
comportamiento de formas no triviales. Segu´n la clasificacio´n de Jameson, los sistemas
UAS1 se pueden adaptar de acuerdo a su forma y la funcionalidad y una de sus principa-
les aplicaciones pra´cticas esta´ en los sistemas para recomendaciones de productos o de
ana´lisis de afinidad que se usan en los sitios web comerciales (Jameson, 2009).
Estos sistemas ofrecen tres enfoques principales para seleccionar los productos: el prime-
ro, con base en un u´nico ranking definido por el usuario que utiliza el sistema, el segundo
mediante filtros colaborativos y el tercero, mediante un ciclo iterativo en el que el sistema
propone una solucio´n y la reevalu´a con el ranking que le da el usuario a su seleccio´n.
La diferencia clave entre los sistemas adaptativos y otros tipos de sistemas interactivos
esta´ en la utilizacio´n de me´todos para adquirir y explotar los modelos de usuarios.
Los sistemas de recomendaciones le agregan a los entornos en lı´nea una guı´a sobre las
tendencias del comportamiento de las personas y realizan las sugerencias basadas en
esta informacio´n, por lo que pueden ser catalogados como sistemas que intentan actuar
como humanos. Para lograr esto, se involucran modelos matema´ticos para determinar la
relacio´n que pueden tener las acciones de una persona con respecto a las dema´s y se
pueden interpretar como una asociacio´n de comportamientos.
1UAS, acro´nimo de User Adaptive Systems, o Sistemas Adaptativos al Usuario.
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Estos sistemas suelen categorizar sus recomendaciones en tres tipos principales: basa-
dos en contenidos, colaborativos y los enfoques de recomendaciones hı´bridos (Adomavicius
y Tuzhilin, 2005).
Segu´n esta u´ltima clasificacio´n, se puede decir que el agente propuesto se puede ubi-
car dentro de la categorı´a de bu´squeda y filtrado basado en consultas. De este modo,
Jameson identifica tres principales problemas que debe enfrentar un sistema de reco-
mendaciones con estas caracterı´sticas:
El usuario puede desconocer los aspectos del producto que le interesan o que pue-
den ser determinantes en su decisio´n.
Si el usuario no esta´ relacionado con los conceptos usados para describir el pro-
ducto no podra´ realizar bu´squedas efectivas.
Ordenar de forma adecuada la informacio´n que se recupero´ para tomar una decisio´n
y mostra´rsela al usuario.
A estos problemas se puede agregar la falta de informacio´n suficiente y relevante para
adaptarse y que los procesos de recuperacio´n de informacio´n puede ser complejos e
influir en los procesos de decisio´n de un modo innecesario.
3.2. Sistemas Recomendadores en el a´mbito educativo
En el contexto particular de la educacio´n, los sistemas recomendadores esta´n dando
sus primeros pasos, por lo que es necesario realizar una revisio´n del estado del arte de
la aplicacio´n de dichas tecnologı´as actualmente disponibles en la academia.
Segu´n (Manouselis, Drachsler, Vuorikari, Hummel, y Koper, 2011) en un ana´lisis de di-
versos sistemas de recomendacio´n utilizados para las tecnologı´as educativas, se plantea
que la cantidad de recursos potencialmente u´tiles para la educacio´n puede resultar abru-
madora; y es por este motivo, que los sistemas recomendadores han tomado fuerza en
el a´mbito educativo. Su propuesta se centro´ en un ana´lisis de los recursos disponibles en
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las a´reas de Hipermedia Adaptativa para la Educacio´n y redes de aprendizaje que han
colaborado en el desarrollo de los sistemas denominados TELs 2, tanto en los sistemas
educativos formales, como los informales.
En su recopilacio´n, los autores aclaran que los objetivos para los sistemas recomendado-
res vinculados a procesos educativos difieren de los de sus contrapartes comerciales e
incluso pueden agregar requerimientos nuevos a problemas sencillos . Es por este moti-
vo, que en su contexto particular, existen modelos y teorı´as pedago´gicas que tienen como
misio´n enriquecer el aprendizaje y que deben tomarse en consideracio´n antes de iniciar
cualquier implementacio´n.
Los primeros intentos de incorporar las funcionalidades de los sistemas recomendadores
en procesos de aprendizaje se remontan aproximadamente al an˜o 2000. Algunos de ellos
que han sido mencionados en (Manouselis y cols., 2011), son los siguientes:
Altered Vista: fue creado para propagar informacio´n sobre la calidad de los recursos
de aprendizaje (Manouselis y cols., 2011).
RACOFI3, el cua´l fue presentado de manera informal el 12 de Agosto del 2003
y su objetivo fue realizar recomendaciones a usuarios en lı´nea acerca de audios
correspondientes a objetos de aprendizaje utilizando filtros basados en reglas y
colaborativos (Anderson y cols., 2003; Manouselis y cols., 2011).
QSIA 4: Es un sistema enfocado en compartir recursos que le permite al usuario
determinar quienes van a ser parte de su insumo en el filtro colaborativo (Manouselis
y cols., 2011).
CYCLADES: Es un sistema que propone la evaluacio´n de distintos recursos digi-
tales disponibles en repositorios a trave´s del OAI-PMH. Este sistema utilizo´ filtros
colaborativos para determinar las posibles recomendaciones u´tiles a sus usuarios;
2TEL, Acro´nimo de Technology Enhanced Learning
3RACOFI, Acro´nimo de Rule-Applying Collaborative Filtering
4QSIA, Acro´nimo de Question Sharing and Interactive Assignments
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enfoca´ndose en el intercambio de documentos. (Gross, 2003; Manouselis y cols.,
2011).
CoFind5: Es un prototipo capaz de aprovechar recursos libres disponibles en internet
y centro´ su enfoque en el uso de etiquetas para exponer los metadatos del contexto
educativo (Manouselis y cols., 2011).
ISIS: Utiliza un enfoque hı´brido para recomendar rutas de navegacio´n sobre re-
cursos de aprendizaje utilizando informacio´n social relacionada a otros usuarios y
metadatos de los estudiantes y actividades de aprendizaje (Drachsler y cols., 2009;
Manouselis y cols., 2011).
TORMES6: Es un sistema recomendador sema´ntico basado en conocimientos di-
sen˜ando para reflejar las necesidades del estudiante al estar bajo distintos escena-
rios y al mismo tiempo, ofrecerle al educador control al seleccionar lo que se le va
a estar presentando a sus alumnos (Santos y Boticario, 2010, 2011). Fue disen˜ado
por el grupo de investigacio´n aDeNu7 de la UNED Espan˜a, quienes han dado gran-
des pasos en cuanto a la aplicacio´n de sistemas recomendadores a distintas etapas
del proceso educativo.
Willow: Es un sistema de evaluaciones adaptativo asistido por computadora me-
diante la aplicacio´n de te´cnicas de minerı´a de datos (Pascual-Nieto, Santos, Perez-
Marin, y Boticario, 2011). Este sistema ya ofrecı´a soporte para modelos de usuario
y procesamiento de lenguaje natural como su antecesor Atenea, y se le creo´ una
extensio´n para ofrecer las recomendaciones en los distintos escenarios enfoca´ndo-
se en el proceso de seleccio´n de las preguntas (Perez-Marin, Alfonseca, Rodriguez,
5CoFind, Acro´nimo de Collaborative Filter in N Dimensions
6TORMES, Acro´nimo de Tutor-Oriented Recommendations Management for Educational Systems, es
un sistema disen˜ado para integrarse con la plataforma educativa mediante servicios web con el fin de
recomendarle al educador recursos disponibles dentro de la misma plataforma
7aDeNu,Acro´nimo de Adaptacio´n Dina´mica de sistemas de Educacio´n oNline basada en el modelado
de Usuario. Disponible en https://adenu.ia.uned.es/web/
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y Pascual-Nieto, 2006; Pe´rez-Marı´n, Alfonseca, y Rodrı´guez, 2006).
Entre otros, los cuales se encuentran en su mayorı´a en fase de disen˜o o proto-
tipos y existen pocos registros sobre validaciones incluyendo interaccio´n humana
(Manouselis y cols., 2011).
El enfoque del modelo para SERS8 presentado en (Santos y Boticario, 2011), implica
aprovechar los aspectos sema´nticos que dejan por fuera los sistemas recomendadores
tradicionales, incluso los referentes a la usabilidad, accesibilidad e interoperabilidad de
los recursos en distintos escenarios. Para esto los autores plantearon tres requerimientos
mı´nimos al disen˜ar este tipo de sistemas: el uso de un modelo de recomendaciones, el
uso de una arquitectura orientada a servicios abierta y una interfaz de usuario para des-
plegar los resultados.
Uno de los enfoques de los sistemas hipermedia, busca facilitar la generacio´n de recur-
sos web adaptativos mediante la utilizacio´n de cuatro componentes ba´sicos para alcanzar
una arquitectura abierta. Estos cuatro componentes corresponden al modelo del dominio,
el modelo de usuario, el modelo de adaptacio´n/dominio9 y el motor de adaptacio´n10. Di-
cha arquitectura se denomina AHA11 y fue desarrollado por la Universidad de Eindhoven
(De Bra y cols., 2003; Stash y De Bra, 2004).
Otro modelo de adaptacio´n para las recomendaciones es el utilizado en las redes de
aprendizaje, el cua´l, permite aprovechar los me´todos y la infraestructura de los siste-
8SERS, Acro´nimo de Semantic Educational Recommender Systems, son sistemas recomendadores
enfocados en los LMS y se caracterizan por su capacidad para guiar al estudiante en la plataforma de
aprendizaje en ambientes de educacio´n formales (Santos y Boticario, 2011).
9Modelo de adaptacio´n/dominio: Es un archivo XML en el que se describen las reglas de adaptacio´n
para el modelo de usuario. Segu´n (De Bra y cols., 2003), es realizado con una herramienta de autorı´a con
la que se accede a los conceptos y relaciones y define los prerrequisitos del sistema.
10Motor de adaptacio´n: Es la parte del sistema encargada de realizar las actualizaciones a partir de las
descripciones dadas por el modelo de adaptacio´n.
11AHA, Acro´nimo de Adaptive Hipermedia Architecture. Fue desarrollado para sistemas web adaptativos
e inspirado por el modelo AHAM, el cua´l a su vez, es una extensio´n del modelo de referencia de hipertexto
de Dexter (De Bra y cols., 2003).
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Figura 3.2: Esquema de arquitectura de AHA. Tomado de Stash y De Bra, 2004.
mas distribuidos para darle apoyo al desarrollo de las competencias de los estudiantes
(Manouselis, Drachsler, Verbert, y Duval, 2012). Adema´s, estas redes permiten monito-
rear el comportamiento del estudiante y ajustar el sistema a sus necesidades de aprendi-
zaje.
3.3. Limitaciones de los algoritmos de recomendacio´n
Una te´cnica comu´n dentro de los sistemas recomendadores, consisten en la combi-
nacio´n de dos o ma´s te´cnicas con el fin de mejorar el desempen˜o de la posible reco-
mendacio´n. De este modo, se busca compensar las deficiencias de una te´cnica, con las
fortalezas de otra. Sin embargo, para decidir cua´les te´cnicas se pueden combinar, es ne-
cesario conocer las principales carcterı´sticas de cada uno de los me´todos utilizados para
su construccio´n.
Se han realizado numerosos trabajos en los cuales se recopilan las caracterı´sticas princi-
pales de las te´cnicas utilizadas para generar recomendaciones (Resnick y Varian, 1997;
Burke, 2002; Adomavicius y Tuzhilin, 2005; Burke, 2007; Manouselis y Costopoulou, 2007;
Ricci y cols., 2011; Manouselis y cols., 2011, 2012). Las principales te´cnicas para generar
recomendaciones que mencionan estos autores son las siguientes:
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Colaborativos: Son aquellos sistemas que intentan generar las recomendaciones
ma´s acertadas basa´ndose en las recomendaciones de otras personas que han te-
nido gustos o preferencias similares (Manouselis y cols., 2012). Un perfil de usuario
de este tipo, consiste tı´picamente de un vector de items y un rating que aumenta
continuamente con las interacciones de usuarios a trave´s del tiempo (Burke, 2007).
Demogra´ficos: Se refiere a aquellos que usan la informacio´n demogra´fica de los
atributos del perfil de un usuario para realizar su clasificacio´n y asignarle las posibles
recomendaciones de su intere´s (Burke, 2007).
Basados en utilidad: Realiza las sugerencias tomando como base la utilidad de cada
objeto para el usuario, por lo que el problema central consiste en co´mo crear la
funcio´n de utilidad para cada uno de ellos (Burke, 2002; Manouselis y Costopoulou,
2007).
Basados en conocimientos: Realizan inferencias lo´gicas mediante reglas para deter-
minar las preferencias del usuario. Es decir, posee informacio´n sobre co´mo puede
un item en especı´fico, ajustarse a las necesidades de un usuario (Burke, 2002).
Basados en contenidos: Utilizan una serie de descriptores iniciales tanto para los
usuarios como para los itemes que se van a recomendar; de modo que se puede
usar esa informacio´n para predecir los intereses del usuario (Manouselis y Costo-
poulou, 2007), es decir, entrena el perfil del usuario basa´ndose en las caracterı´sticas
de los items con los que ha interactuado (Burke, 2002).
Basados en preferencias: Aquellos sistemas que intentan generar los posibles va-
lores que darı´an los usuarios al evaluar aquellos ı´temes que au´n no han visto
(Adomavicius y Tuzhilin, 2005)
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3.4. Te´cnicas de hibridacio´n
Las te´cnicas de hibridacio´n se utilizan para compensar las debilidades de una te´cnica
de recomendacio´n con las fortalezas de otra; con el fin de mejorar la calidad de la reco-
mendacio´n que se va a presentar al usuario o solucionar algu´n problema como el “cold
start” 12 .
Existen numerosas te´cnicas, algunas de ellas sensibles al orden y otras que no lo son.
Por ejemplo, las te´cnicas de pesos, mixtas, intercambio y mezcla de caracterı´sticas no
son sensibles al orden; por otro lado, las dema´s sı´ pueden verse afectadas por el or-
den de las entradas (Burke, 2002; Ricci y cols., 2011). Algunas de las te´cnicas comunes
usadas para lograr la hibridacio´n en dichos sistemas son:
Pesos: Los resultados de varias recomendaciones se combinan en una sola res-
puesta.
Intercambios: El sistema cambia de te´cnica de recomendacio´n de acuerdo a la si-
tuacio´n.
Mixtos: Se dan los resultados de diferentes recomendadores al mismo tiempo.
Combinacio´n de caracterı´sticas: Las recomendaciones de diferentes orı´genes de
datos se combinan en un u´nico algoritmo de recomendacio´n.
Cascada: Un recomendador refina la salida de otro.
Aumentar la caracterı´sticas: La salida de un recomendador, se usa como carac-
terı´stica de entrada de otro.
Meta-nivel: El modelo aprendido por un recomendador, se usa como entrada para
otro.
12“Cold Start”: Es un problema que se origina cuando ingresan nuevos usuarios al sistema y no se cuenta
con informacio´n suficiente para generarle una recomendacio´n.
CAPI´TULO 3. GENERALIDADES DE LOS SISTEMAS RECOMENDADORES 28
La seleccio´n de la te´cnica apropiada para la hibridacio´n de me´todos, depende del tipo
de informacio´n con el que vamos a trabajar y el objetivo final de realizar la combinacio´n.
Algunos autores, como R. Burke en (Burke, 2002), proponen que algunas combinaciones
pueden resultar en un ana´lisis redundante de los datos, o bien, pueden dar como resul-
tado combinaciones que no son posibles o u´tiles para el usuario final. Es por este motivo
que el ana´lisis del contexto y los datos disponibles para el recomendador, juegan un papel
crucial antes de iniciar cualquier disen˜o.
3.5. Herramientas de recomendacio´n
Al igual que en otros a´mbitos del desarrollo de software, la reutilizacio´n de compo-
nentes busca reducir el tiempo invertido en realizar implementaciones de algoritmos bien
conocidos y estudiados; de modo que no se le reste tiempo a la implementacio´n y refi-
namiento de las nuevas propuestas de algoritmos (Ekstrand, Ludwig, Konstan, y Riedl,
2011).
Existen mu´ltiples librerı´as y APIs de recomendacio´n que se encuentran implementadas
bajo licencias OpenSource y esta´n disponibles para trabajos acade´micos y comerciales.
En estas implementaciones se pueden encontrar algoritmos asociados a recuperacio´n de
informacio´n, aprendizaje automa´tico y generacio´n de diversos tipos de recomendaciones.
Algunos ejemplos de estas implementaciones son:
The Lemur Project 13: Es un toolkit que ofrece mu´ltiples herramientas para recu-
peracio´n de la informacio´n con consultas, manipulacio´n de estructuras en XML y
mecanismos de sumarizacio´n, filtrado y categorizacio´n en las recomendaciones.
Este proyecto fue desarrollado en conjunto por la Universidad de Massachusetts y
Carnegie Mellon.
13Lemur Project, disponible en http://www.lemurproject.org/
CAPI´TULO 3. GENERALIDADES DE LOS SISTEMAS RECOMENDADORES 29
SLIM14: es una librerı´a que ofrece me´todos de recomentacio´n del tipo top-n basados
en modelos de dispersio´n lineal, para generar recomendaciones mediante filtros
colaborativos y matrices de similitud.
Apache Mahout15: es una librerı´a para aprendizaje automa´tico que ofrece una am-
plia gama de algoritmos como filtros colaborativos o de recomendacio´n, medidas
de simitud entre vectores, minerı´a de patrones, regresiones, algoritmos evolutivos,
entre otros.
LensKit 16: Es una herramienta basada en Java que implementa algoritmos cola-
borativos y herramientas para rendir su rendimiento. Adema´s, permite administrar
las configuraciones, modelar procesos y comparar nuevas implementaciones contra
otras de algoritmos existentes mediante un API.
myCBR17 : es una herramienta de recuperacio´n basada en similitud y fue construı´da
en conjunto por el centro de competencias CBR del DFKI en Alemania y la escue-
la de computacio´n y tecnologı´a de la Universidad del Oeste de Londres en Reino
Unido.
Duine18 : Es un framework que ofrece siete te´cnicas de prediccio´n, entre ellas: razo-
namiento basado en casos, razonamiento basado en ge´neros, popularidad y filtros
colaborativos
PREA19 : es una aplicacio´n en Java que ofrece comparaciones entre algoritmos para
filtrado colaborativo; ası´ como ofrece conjuntos de datos para experimentacio´n.
14SLIM, disponible en http://glaros.dtc.umn.edu/gkhome/slim/overview
15Apache Mahout, disponible en http://mahout.apache.org/
16LensKit, disponible en http://lenskit.grouplens.org/
17MyCBR, disponible en http://www.mycbr-project.net/
18Duine, disponible en http://www.duineframework.org/
19PREA, acro´nimo de ”Personalized Recommendation Algorithms Toolkit”, disponible en
http://prea.gatech.edu
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WEKA20: Es una coleccio´n de algoritmos de aprendizaje automa´tico para tareas de
minerı´a de datos que incluye herramientas para realizar las tareas preprocesamien-
to de datos, clasificacio´n, regresiones, clustering, reglas de asociacio´n y visualiza-
cio´n.
Entre otros.
Estos API’s y librerı´as son herramientas probadas que permiten a quienes las utilizan,
reutilizar co´digos funcionales y optimizados. De modo que agilizan los procesos de imple-
mentacio´n de la tecnologı´a en diferentes contextos de operacio´n.
Para el ARHOA se utilizara´n las definiciones de algoritmos provistos por estos API’s tras
una fase de preprocesamiento de los datos, especı´ficamente el de Lenskit para aprove-
char las adaptaciones para recomendacio´n en entornos colaborativos. Mientras que para
la construccio´n de los perfiles de curso, se utilizara´n los algoritmos provistos por WEKA
para manipulacio´n de textos.
20WEKA, acro´nimo de ”Waikato Environment for Knowledge Analysis ”
4 Disen˜o del agente
En este capı´tulo se presentara´n aspectos te´cnicos asociados al disen˜o del agente y
su contexto de operacio´n. Adema´s, se discutira´n aspectos como la arquitectura general
del sistema, las necesidades especiales del disen˜o y finalmente, se presentara´ un modelo
detallado del agente a construir.
El agente propuesto se ubicarı´a en la categorı´a de hı´brido, ya que utilizara´ distintas te´cni-
cas de recomendacio´n para generar sus resultados. Se emplea un recomendador basado
en contenidos enlazado en cascada con un recomendador colaborativo; y finalmente se
desplegara´ la informacio´n mediante una representacio´n mixta con la recomendacio´n por
estilos de aprendizaje (Adomavicius y Tuzhilin, 2005; Burke, 2007).
Si se enfoca el disen˜o de la arquitectura segu´n la estructuracio´n tı´pica de los sistemas re-
comendadores; se deberı´a separar la lı´nea de desarrollo en dos subproblemas: la defini-
cio´n del perfil del curso y generar la recomendacio´n. Sin embargo, en el enfoque expuesto
en SERS se an˜aden otros requerimientos para aprovechar otros aspectos sema´nticos de
los entornos educativos, como el uso de una arquitectura orientada a servicios abierta y
una interfaz de usuario para desplegar los resultados.
El uso de herramientas como disen˜o instruccional y los modelos de aprendizaje basados
en atributos o competencias, ofrecen, mediante prosa, una descripcio´n de las metas de
aprendizaje que se esperan alcanzar con cada unidad. Sin embargo, actualmente en el
TEC no existe un modelo de atributos estandarizado para las carreras, por lo que los es-
fuerzos para crearlo se centran en algunas escuelas que se encuentran en un plan piloto
para implementarlas dentro de su curriculum.
Desde la perspectiva del agente, la informacio´n facilitada por el TEC Digital se estarı´a
aprovechando como una base de datos de la que se pueden extraer textos del DI, MoGa
y TEA; y adema´s, se desea aprovechar la informacio´n histo´rica de bu´squedas similares,
para refinar los procesos de recomendacio´n.
31
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4.1. Metodologı´a
La metodologı´a de trabajo se puede abordar desde distintas perspectivas debido a las
caracterı´sticas de los datos y las tareas que se deben realizar.
Primero se puede ver como un problema de minerı´a de datos (DM), debido a que se de-
be analizar y procesar altos volu´menes de datos semiestructurados y tomar decisiones a
partir de esta informacio´n.
Figura 4.1: Tareas relacionadas con el enfoque del tema de investigacio´n
Dado que es necesario identificar frases u´tiles para realizar bu´squedas a partir de una
serie de documentos textuales, se puede considerar un problema de procesamiento de
lenguaje natural (NLP). Estos documentos contienen erro´res ortogra´ficos y contenidos
que no son significativos para describir cada actividad, de modo que hay que aplicar una
serie de tareas propias de los NLP para elegir so´lo aquellos textos de utilidad.
Si nos centramos en la forma de recuperar los ı´tems a evaluar, se deben realizar cone-
xiones utilizando agentes HTTP para recuperar los OA que van a ser analizados. Estos
agentes deben conectarse a repositorios de OA usando distintas interfases y recuperan-
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do recursos en distintos formatos.
Finalmente, una vez recuperados los recursos y descritas las actividades, es necesario
sugerir aquellos OA que mejor se adapten a las descripciones dadas para las actividades
del curso; de modo que se puede ver como un problema relacionado con sistemas reco-
mendadores (RecSys).
Al ser una investigacio´n en la que se relacionan distintas a´reas del conocimiento, ele-
gir una metodologı´a de trabajo u´nica serı´a insuficiente o dejarı´a por fuera aspectos que
podrı´an abordarse mejor siguiendo otro modelo; por lo que se propone tropicalizar las
metodologı´as de trabajo para aproximar una mejor solucio´n.
Se utilizara´ como base el modelo de los sistemas recomendadores al descomponer el pro-
blema principal en dos subproblemas: construccio´n del perfil y generar la recomendacio´n.
De este modo, al trabajar cada uno de estos subproblemas por separado, se aplicara´n las
tareas especı´ficas relacionadas con otras a´reas del conocimiento segu´n sea necesario;
de modo que durante el desarrollo de la investigacio´n y del prototipo se encontrara´n re-
ferencias y tareas que relacionadas con distintos enfoques de trabajo como se puede
apreciar en la figura 4.1.
4.2. Arquitectura general
Los procesos involucrados en la adquisicio´n, preprocesamiento y ana´lisis de datos,
son elementos fundamentales para alcanzar el e´xito en una implementacio´n que esta´ re-
lacionada con la identificacio´n de patrones y/o necesidades de un usuario con base en la
informacio´n disponible.
Existen trabajos que se han enfocado en la adquisio´n de modelos de usuario para plata-
formas de elearning con entornos adaptativos; de modo que se puedan ajustar los am-
bientes a las necesidades del usuario a partir de una serie de reglas de adaptacio´n y un
banco de recursos (Boticario y Santos, 2007); por lo que este trabajo se centrara´ en la
recomendacio´n de un posible banco de OA para las actividades de un curso en particular.
Antes de definir una arquitectura para la aplicacio´n, es necesario identificar la forma en
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que se relacionan los conceptos que se van a ver involucrados en el disen˜o. Es por esta
razo´n, que en la figura 4.2 se muestra a nivel macro la relacio´n que existe entre los ele-
mentos definidos mediante el DI, MoGa y TEA.
Co´mo se puede apreciar en este diagrama, cada una de las actividades del DI pueden
tener uno o ma´s objetivos definidos; los cuales, responden a diversas metas. Estas metas
son las llamadas competencias o atributos que el estudiante deberı´a adquirir al realizar
dicha actividad.
Figura 4.2: Relacio´n entre conceptos de DI, MoGa, TEA y OA
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Segu´n las TEA, un estudiante puede tener inclinaciones hacia uno o ma´s estilos de apren-
dizaje, los cuales varı´an a lo largo de los estudios. Por este motivo, existen mu´ltiples ca-
minos para alcanzar una misma meta; y por ende, la preferencia hacia un OA u otro con
el fin de mejorar la experiencia del aprendizaje puede variar de acuerdo al estilo que se
este´ buscando satisfacer.
Con esta informacio´n, se espera que el agente sea capaz de analizar aquellos OA dispo-
nibles en un repositorio que tengan mayor grado de coincidencia con las descripciones
brindadas en los documentos y es por esto, que en la seccio´n 4.2.1 se presentara´ mayor
detalle sobre las caracterı´sticas de cada uno de ellos.
Estos conceptos representan la informacio´n que se podra´ obtener desde la plataforma
del TEC Digital, sin embargo, existe informacio´n adicional que es necesaria y no se en-
cuentra solamente en la plataforma; por lo que la figura 4.3 muestra a nivel conceptual,
donde se ubican los distintos orı´genes de datos para el agente.
Co´mo se puede apreciar en la figura, se tienen tres orı´genes principales de datos:
Servidores del Departamento de Admisio´n y Registro del TEC: Ofrecen una interfaz
para consumir los servicios web del Departamento de Admisio´n y Registro (DAR);
de modo que la plataforma del TEC Digital puede implementarlos para consultar
informacio´n. De estos servicios web se espera obtener la lista de cursos que son
equivalentes para un DI.
Plataforma del TEC Digital: Ofrece la plataforma del LMS y posee las aplicaciones
del MoGa y el DI. En esta plataforma funciona el paquete ws-servicios que consume
la interfaz disponible de los servicios web del DAR y se espera que contenga la
descripcio´n que alimentara´ los estilos de aprendizaje.
Servidores del ROA: Contiene los OA disponibles en un repositorio y se ofrecen
mediante un API para consumo.
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Figura 4.3: Diagrama de Interaccio´n de los orı´genes de datos
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Cada uno de estos elementos retorna distintos tipos de informacio´n y en distintos forma-
tos; por lo que a continuacio´n se procedera´ a detallar los tipos de datos con los que se
trabajara´.
4.2.1. Tipos de datos
La mayorı´a de los datos con los que se trabajara´n esta´n dados mediante campos de
texto en una base de datos o en formato XML; por lo que la fase de preprocesamiento de
datos es crı´tica para lograr la interaccio´n y reducir ambigu¨edades textuales.
4.2.1.1. DI y MoGa
Como se menciono´ previamente en la seccio´n 2.4 sobre el disen˜o intruccional; e´ste
consiste en un planeamiento detallado de las lecciones que se impartira´n.
En este documento se incluyen elementos que van desde el propo´sito del curso, hasta
los conocimientos previos mı´nimos que debe tener su poblacio´n meta; por lo que es dado
mediante lenguaje natural por el profesor. Un ejemplo de esto se puede apreciar en la
figura 4.4; que muestra una fraccio´n de la planificacio´n semanal de un curso.
Figura 4.4: Fragmento de la planificacio´n semanal en un DI para un curso bimodal de
programacio´n en TCL.
CAPI´TULO 4. DISEN˜O DEL AGENTE 38
La aplicacio´n para DI desde la cua´l se tomara´ la informacio´n, sigue un esquema de al-
mancenamiento similar al del documento. En el DI se organizan los contenidos por sesio´n
con la descripcio´n de las actividades a desarrollar . Esta aplicacio´n cuenta con un siste-
ma visual de sema´foros para indicar el avance en el desarrollo de la planeacio´n del curso
como se muestra en la figura 4.5, por lo que podrı´a darse alguna situacio´n en la que un
usuario solicite una recomendacio´n para un DI con informacio´n insuficiente.
Figura 4.5: Sistema de sema´foros para la GUI de DI
En el caso del MoGA, se conecta con el DI mediante una relacio´n existente con las ac-
tividades de aprendizaje. Estas actividades se asocian a instrumentos que nos permiten
seguir las evidencias de los estudiantes para una determinada competencia y tambie´n
esta´n descritas mediante lenguaje natural en un campo de tipo texto.
4.2.1.2. TEA
Los estilos de aprendizaje consistira´n en una serie de descriptores para cada uno
de los estilos descritos por Felder y Silverman para los estudios en ingenierı´a (Felder y
Silverman, 1988). Adema´s, para realizar la clasificacio´n de los OA, se debera´ contar con
la definicio´n de distintos niveles de afinidad de cada estilo con respecto a los distintos
tipos de recursos que se podrı´an obtener del repositorio.
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Estos criterios de afinidad se podra´n brindar mediante etiquetas que describan los grados
de pertenencia de los elementos con respecto a un subconjunto u otro.
4.2.1.3. Equivalencias entre cursos
Utilizar u´nicamente un documento del DI y su MoGa asociado para establecer las pa-
labras clave relevantes para un curso, deja un grado de confiabilidad1 y de soporte 2 muy
bajo en las reglas de asociacio´n3 que se pueden identificar dentro de un conjunto de da-
tos.
Ahora bien, ¿que´ significa que un curso posee un curso equivalente para el agente?; esto
significa que puede existir otro DI y otro MoGA que se supone que cumple con el mismo
conjunto de requisitos de aprendizaje que el curso que esta´ en proceso de revisio´n. Por
este motivo, sus descriptores se pueden utilizar para validar los elementos clave que se
encontraron en los documentos evaluados al inicio y con esto, se pueden balancear mejor
los porcentajes de confiabilidad y los grados de soporte de las reglas de asociacio´n. En
otras palabras, mientras ma´s informacio´n existe, mejor va a ser la aproximacio´n.
La informacio´n en la que se indica si un curso tiene otros equivalentes es administrada
por el DAR y puede ser accedida a trave´s de sevicios web. De este modo, la informacio´n
potencial que puede ser aportada por los cursos equivalentes en los distintos planes de
estudio excede las 6866 equivalencias, reportadas para 3173 cursos.
Otro ejemplo de posible utilizacio´n de estos datos se aprecia en la figura 4.6, donde se
esta´ trazando un mapa de las relaciones entre los cursos equivalentes segu´n la informa-
cio´n que se puede recuperar en los servicios web del DAR. En esta figura se pueden
apreciar grupos densos de nodos que se conectan y representan aquellos cursos que
1Grado de confiabilidad: Porcentaje del total de transacciones o grupos de datos que cumplen una regla.
2Grado de soporte: Probabilidad de que dado un dato o evento X, se llegue a un dato o evento Y.
3Reglas de Asociacio´n: Descubrir reglas de asociacio´n o aprenderlas, consiste en el proceso de identifi-
car reglas de dependencias entre distintos grupos para predecir la ocurrencia de un objeto o item, basa´ndo-
nos en la ocurrencia de otros (Gorunescu, 2011) .
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Figura 4.6: Representacio´n de cursos equivalente con grafo de expansio´n generado me-
diante algoritmo Yifan-Hu Multinivel con 3 capas.
tienen un mayor nu´mero de cursos equivalentes identificados. Este comportamiento nos
lleva a otro detalle que se debe tomar en cuenta al evaluar los cursos equivalentes segu´n
el DAR, que es la existencia de cursos que son comunes a ma´s de a una carrera.
Algunos de los cursos que son considerados como equivalentes pertenecen a contextos
muy distintos (por ejemplo, tomando en consideracio´n los cursos de formacio´n humanı´sti-
ca y las consideradas como culturales y deportivas). Estos cursos comparten caracterı´sti-
cas mı´nimas, o casi nulas entre sı´, y si se consideran con la misma prioridad que los
documentos que describen el curso que vamos a analizar mediante el agente, podrı´an
insertar ruido en la toma de decisiones.
En las figuras 4.7 y 4.8 se aprecia mejor el impacto que pueden tener sobre la toma de
decisiones si se les aplica el mismo peso que a los documentos del DI y del MoGa que
estarı´a evaluando el agente. Bajo las condiciones actuales de trabajo para el agente, esta
lista no es significativa, pero la existencia de 228 cursos considerados como equivalentes
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Figura 4.7: Muestra de datos con
agregacio´n de cursos equivalentes
Figura 4.8: Fragmento de representacio´n de las
relaciones de equivalencia mediante grafos diri-
gidos
para formacio´n humanı´stica con sus respectivos documentos de DI y MoGa podrı´an cau-
sar un caos al intentar identificar un patro´n entre ellos si no existe un contexto comu´n que
los este´ delimitando.
4.2.1.4. Consultas al ROA
Como ROA fuente para realizar las consultas se eligio´ el repositorio Ariadne, el cua´l,
permite realizar bu´squedas cruzadas con otros repositorios que pertenecen a GLOBE
como LORNET, MERLOT y LACLO; adema´s, cuenta con miles de OA disponibles que
pueden descargarse en mu´ltiples formatos.
Este repositorio da soporte principalmente a IEEE-LTSC LOM4 , pero tambie´n soporta
Dublin Core y el ISO/IEC MLR y puede realizar la conversio´n entre tipos de metadatos de
forma automa´tica5. Otra de sus ventajas, es que cuenta con una herramienta de bu´sque-
4La especificacio´n del borrador esta´ en el sitio ltsc de la IEEE bajo la ruta http://ltsc.ieee.org/wg12/
files/LOM 1484 12 1 v1 Final Draft.pdf, en ese mismo archivo se presenta una tabla de equivalencias
con respecto al esta´ndar de Dublin Core
5Informacio´n disponible en http://www.ariadne-eu.org/content/technologies
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da denominada ”ARIADNE finder” que permite realizar bu´squedas sobre el repositorio y
esconde los protocolos y esta´ndares de la vista del usuario.
Para dar soporte a los derechos de autor, este ROA incluye descriptores asociados a
los costos de uso de los OA, tipos de documentos, formatos, usos pedago´gicos del OA,
contexto , nivel para el que fue construı´do y niveles de dificultad, duracio´n, nivel de in-
teractividad, entre otros(Duval y cols., 2001). Estos recursos disponibles en el repositorio
vienen en forma de juegos, fotos, videos y textos que esta´n dados por recursos como
archivos .doc, .html, .pdf, .ppt, .txt y otros formatos multimedia.
4.2.1.5. Historiales de bu´squedas
Dado que de momento no se pretende crear un ROA que se conecte con el consorcio;
no se pretende crear una base de datos nueva con los OA descargados despue´s de cada
recomendacio´n. Sin embargo, sı´ se pueden reutilizar los metadatos de los OA elegidos
por el profesor despue´s de cada bu´squeda.
Los metadatos que describen los OA que el profesor ha elegido como u´tiles para su lec-
cio´n, pueden ampliar o refinar el conjunto de metadatos a partir de los cuales se realizara´n
otras bu´squedas para cursos equivalentes.
Cuando se cuente con ma´s informacio´n histo´rica, sera´ posible crear perfiles descriptores
por carreras y cursos, de modo, que se podrı´an crear alianzas estrate´gicas para fortalecer
los nodos o cursos que conectan mu´ltiples disciplinas. Ası´ como buscar estrate´gias que
creen nuevos vı´nculos en aquellas carreras donde au´n no se haya explotado el trabajo
interdisciplinario.
4.2.2. Identificacio´n de las tareas de adaptacio´n
La informacio´n para refinar los perfiles de bu´squeda viene dada en forma de metada-
tos expresados mediante diferentes formatos de encapsulacio´n para XML 6, los cuales se
pueden expandir mediante distintos me´todos de codificacio´n de orden (Tatarinov y cols.,
6XML, Acro´nimo de eXtensive Meta Language por sus siglas en ingle´s
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2002) para convertirlos en operaciones sobre una base de datos relacional. Esta infor-
macio´n puede ser procesada mediante algoritmos que permita explorar la estructura de
a´rbol con el fin de seleccionar de mu´ltiples elementos mediante ana´lisis de patrones co-
mo se sugiere en (Al-Khalifa y cols., 2002) y ası´ obtener los textos que sera´n reducidos
mediante algoritmos de minerı´a de datos y recuperacio´n de informacio´n para retornar un
porcentaje de certeza en la recomendacio´n.
Al trabajar con colecciones textuales reducidas para la generacio´n del perfil de cada curso
y enfocarnos en el disen˜o de una solucio´n de propo´sito general para cursos de diferentes
contextos, el uso de diccionarios de entrenamiento no esta´ siendo contemplado como una
opcio´n viable en esta fase de investigacio´n. Sin embargo, no se descarta la construccio´n
o integracio´n posterior de diccionarios enfocados en dominios de conocimiento especı´fi-
cos.
El proceso de seleccio´n de los recursos candidatos esta´ relacionado directamente con
la calidad y la precisio´n de la descripcio´n de los contenidos de los OA y las actividades
del DI; de modo que sera´ necesaria una o ma´s fases de extraccio´n y adaptacio´n de las
dimensiones de los elementos involucrados con el fin de reducir las cardinalidad de las
representaciones vectoriales y mejorar los tiempos de respuesta de los algoritmos aplica-
dos.
Adema´s, dado que los metadatos que describen a un OA proviene de repositorios ex-
ternos y deben ser obtenidos mediante consultas a servicios web, se intentara´ minimizar
la cantidad de consultas que se disparara´n para recuperar informacio´n y de ser posible,
se espera refinar las bu´squedas con cada seleccio´n. Este comportamiento al refinar las
bu´squedas es tı´pico de los sistemas recomendadores colaborativos, ya que la interaccio´n
de los usuarios con el sistema determinan el flujo de las adaptaciones del perfil.
4.2.3. Adquisio´n de datos del curso
Segu´n (Webb, Pazzani, y Billsus, 2001), la forma en que se construye un modelo de
usuario puede responder a distintos propo´sitos:
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Identificar los procesos cognitivos que ocultan las acciones del usuario
determinar las diferencias entre las habilidades de un usuario normal y un experto
determinar los patrones o preferencias ocultas en el comportamiento del usuario
determinar las caracterı´sticas del usuario.
En nuestro caso, la “adquisicio´n del modelo del usuario” del agente estara´ asociada al
curso para el que fue definido el DI, y se contruye con el fin de determinar las principales
caracterı´sticas y necesidades que se deben satisfacer.
Dado que los documentos de DI y del MoGa vienen dados en lenguaje natural, se debe
Figura 4.9: Extraccio´n de frases para un perfil de curso usando un enfoque de minerı´a de
datos.
buscar un mecanismos que simplifique los procesos de bu´squeda y procesamiento de
textos. Por este motivo, se utilizara´n te´cnicas para reducir los bloques de texto expresados
en lenguaje natural a un subconjunto de palabras que sean significativas para describir el
curso y ma´s u´tiles a nivel computacional; especı´ficamente mediante el uso de palabras
de parada en espan˜ol y reglas para reducir las expresiones.
Enfocando este problema desde el punto de vista de la minerı´a de datos, como se puede
apreciar en la figura 4.9, las fases para este proceso de construccio´n del perfil sera´n las
siguientes:
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Obtencio´n de datos: Se recuperan los textos disponibles para describir a las activi-
dades de un DI.
Preprocesamiento : Consiste en estandarizar el formato de los textos obtenidos co-
mo posibles palabras claves. Se validan los textos contra un diccionario de palabras
de parada y se convierten a mayu´sculas o minu´sculas con el fin de descartar pala-
bras duplicadas de la lista de candidatas antes de evaluarlas.
Definicio´n del estudio: Determinar los subconjuntos de palabras clave relevantes
para cada una de las actividades definidas para un curso en particular
Procesar la informacio´n: Una asignacio´n de pesos le dara´ la relevancia a cada uno
de los te´rminos para elegir aquellos que ameriten ser incluı´dos dentro de las opcio-
nes de bu´squeda del sistema recomendador.
Una vez generado y validado el conjunto de palabras clave se podra´ usar esta informacio´n
para construir un perfil ba´sico del curso que se podrı´a representar como se muestra en
el ejemplo de la tabla 4.1, la cua´l muestra la frecuencia de aparicio´n de te´rminos en la
descripcio´n textual de cada actividad. La matriz interior representa la cantidad de veces
que aparece cada te´rmino y esta´ agrupando los te´rminos de cada actividad del DI en un
u´nico vector que la representa; por lo que posteriormente sera´ sometida a un proceso de
reduccio´n para convertirla en una estructura de datos ma´s representativa y con menor
impacto computacional.
Visto de un modo simplificado, cada actividad es un modelo con mu´ltiples atributos por
satisfacer que esta´n determinados por los contenidos textuales de los documentos que
las describen. Para esto, es necesario evaluar la relevancia de cada uno de sus atributos
y su impacto sobre otras actividades que pertenecen al mismo vecindario, o coleccio´n
de actividades para un DI. La agregacio´n de todos estos descriptores dara´n forma a un
perfil general del curso, de modo que pueda compararse su descripcio´n contra la de otros
documentos equivalentes.
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Te´rminos
t1 t2 t3 ... tn−1 tn
Actividades
Act. 1 1 1 0 ... 8 1
Act. 2 4 1 1 ... 1 1
Act. 3 0 1 1 ... 1 0
Act. 4 2 0 0 ... 2 1
Act. 5 2 1 3 ... 1 2
Act. m ... ... ... ... ... ...
Tabla 4.1: Perfil ba´sico de curso esperado, sin la agregacio´n de actividades
Te´rminos
t1 t2 t3 ... tn−2 tn−1 tn
Curso 1 22 10 40 20 ... 8 12
Tabla 4.2: Perfil general esperado de un curso con agregacio´n de te´rminos de las activi-
dades
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4.2.4. Generacio´n de la recomendacio´n
Determinar si un OA es relevante o no para una actividad especı´fica, puede ser una
decisio´n ambigua; ya que depende del contexto y del criterio de quien este´ eligiendo
el conjunto de actividades. Adema´s, utilizar u´nicamente el soporte brindado por los do-
cumentos originales del DI y del MoGa del curso, serı´a restringir el conjunto de datos
disponibles en otros contextos que pueden tener relacio´n directa con las actividades; por
lo que se reducirı´an los niveles de confiabilidad debido a la escasez de informacio´n.
Co´mo parte de la informacio´n obtenida de la base de datos, se pueden identificar al me-
nos cinco categorı´as o grupos de pertenencia para las actividades recuperadas en el
momento de intentar generar una recomendacio´n para un curso:
La actividad en evaluacio´n (C1).
Actividades pertenecientes al mismo curso (C2), pero que no son la que estamos
evaluando en el momento.
Actividades descritas en cursos equivalentes que tienen similitudes con la actividad
en evaluacio´n (C3).
Actividades descritas en cursos equivalentes que tienen similitudes con otras ac-
tividades del DI, pero con poca similitud con la actividad que esta´ en evaluacio´n
(C4).
Pertenecientes a cursos equivalentes, pero que no tienen similitud con ninguno de
los descriptores del DI (C5). En este caso, se considerarı´a que la actividad descrita
es especı´fica del dominio del curso equivalente; por lo que no se tomara´ en cuenta
para evaluar los descriptores.
Para cada una de estas posibles categorı´as se desea determinar el grado de influencia
que sera´ utilizado al calcular la funcio´n de peso de cada una de las palabras clave.
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4.2.4.1. Relevancia de te´rminos
Segu´n (Bramer, 2007), una forma comu´n de calcular los pesos consiste en contar la
cantidad de apariciones de un te´rmino en un documento; otro enfoque consiste en utilizar
variables binarias para indicar la presencia o ausencia del mismo dentro de documento
y con esta informacio´n, calcular sus distancias mediante modelos de espacio vectorial.
El algoritmo denominado TF-IDF7 es una herramienta probada y ampliamente difundida
para el ana´lisis de textos en uno o mu´ltiples documentos. Este algoritmo se basa en el
principio de que los te´rminos ma´s comunes tendra´n mayor frecuencia de aparicio´n en la
coleccio´n de documentos, por lo que es una medida que expresa cua´n relevante es una
palabra para un documento dentro de una coleccio´n.
La estimacio´n por TF-IDF se da en te´rmino de dos variables: la frecuencia de apariciones
de una palabra sobre un documento y la medida inversa de la frecuencia de aparicio´n en
los documentos disponibles.
La frecuencia relativa se calcula contra el total de apariciones de un te´rmino sobre el do-
cumento y existen distintos tipos de ajustes para calcularla junto con el IDF. Por ejemplo,
en (Bramer, 2007), el valor de la frecuencia esta´ dado por la cantidad de veces que apa-
rece un te´rmino j en en documento i. Mientras que el IDF, responde al log2 nnj , donde nj
es el nu´mero de documentos que contienen el te´rmino tj y n es el total de documentos.
Por otro lado, en (Witten, Frank, y Hall, 2011) se propone la utilizacio´n de un enfoque
logarı´tmico para normalizar el vector a una misma distancia euclideana, como se muestra
en la siguiente fo´rmula para el IDF :
IDF (t) =
 0 si frec(t,d)=0− log2 |d||dt| en otro caso
Otro ejemplo de ajuste es el propuesto en (Han, Kamber, y Pei, 2006), en este ajuste,
se aplican logaritmos para obtener la frecuencia de aparicio´n relativa del te´rmino sobre
7TF-IDF, acro´nimo de ”term-frequency / inverse- document-frequency”.
CAPI´TULO 4. DISEN˜O DEL AGENTE 49
un documento (segu´n los autores, esta fo´rmula esta´ basada en el sistema SMART8 de la
Universidad de Cornell). La fo´rmula utilizada para calcular el TF-IDF esta´ dado por :
TF (t, d) =
 0 si frecuencia de apariciones = 01 + log(1 + frec(t, d))) en otro caso
IDF (t) =
 0 si frec(t,d)=0log 1+|d||dt| en otro caso
En este ejemplo, dt es el nu´mero de documentos que contienen el te´rmino buscado y d
representa al total de documentos disponibles. Adema´s, frec(t, d) se reemplaza por log t,
donde t es la cantidad de apariciones del te´rmino sobre el documento. En cualquier caso
de ajuste deseado, la fo´rmula final para el TD-IDF estara´ dada por:
ftd−idf (t, d,D) = tf(t, d)Xidf(t,D)
Usando esta fo´rmula, podemos pasar del modelo de curso presentado en la figura 4.2 a
una representacio´n basada en la en cuantificadores de relevancia dentro de un contexto.
Con esta informacio´n generada a partir del ana´lisis del total de descriptores del curso,
podemos establecer la importancia que tiene cada te´rmino con respecto a los dema´s de
su dominio. Adema´s, estos valores obtenidos para cada documento se pueden distribuir
entre los descriptores de sus actividades; de modo que podemos ordenar la prioridad que
tiene cada metadato especı´ficamente para las actividades desde una perspectiva global
de los documentos y manteniendo la prioridad que tiene definida dentro del curso, como
se muestra en la figura 4.3.
8SMART; acro´nimo de ”System for the Mechanical Analysis and Retrieval of Text”. Es un sistema de
recuperacio´n de informacio´n desarrollado por la universidad de Cornell, muchos de los conceptos de IR
se desarrollaron durante su investigacio´n, entre los que se puede incluir los modelos de espacio vectorial,
retroalimentacio´n de relevancia y las clasificaciones de Roccio.
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Te´rminos
t1 t2 t3 ... tn−1 tn tn+1 tn+2 ... tm tm+1 ... tk
Act. del curso
Act. 1 0.0003 1.03 0 ... 0.09 0.15 0 0 ... 0 0 ... 0
Act. 2 4.000 0.893 1.4 ... 0.3341 0.0004 0 0 ... 0 0 ... 0
Act. n ... ... ... ... ... ... ... ... ... ... ... ... ...
Equivalente 1
Act. 1 0 0 0 ... 3.42323 0.2342 0 3.5233 ... 0.55 0 ... 0
Act. 2 0 0 2.3234 ... 0.234 1.3234 0.663 0.2342 ... 0.2342 0 ... 0
Act. 3 2.742 0 0 ... 0 0 1.865 1.33 ... 1.6344 0 ... 0
Act. m ... ... ... ... ... ... ... ... ... ... ... ... ...
Equivalente k
Act. 1 1.342 1.333 0 ... 8 0.67 0 0 ... 0.4289 0 ... 0
Act. 2 2.6634 1.40 0.3 ... 0 0.342 1.12 0.53 ... 0.34 0 ... 0
Act. k ... ... ... ... ... ... ... ... ... ... ... ... ...
Tabla 4.3: Perfil de cursos esperado con los cursos vecinos.
4.2.4.2. Recomendacio´n por descriptores
Al intentar elegir los descriptores para una actividad especı´fica, podemos buscar so-
lo aquellos que tenemos registrados, o bien, podemos aprovechar los que nos podrı´an
aportar otras actividades descritas en cursos equivalentes que tengan similitudes con las
actividad que estamos evaluando.
Existen mu´ltiples algoritmos utilizados para determinar la similitud entre documentos, por
ejemplo la similitud por correspondencia de coseno, la correlacio´n de Pearson, el coefi-
ciente de Jaccard y el coeficiente de traslape, entre otros. Estas medidas para comparar
documentos no solo se pueden aplicar a te´rminos especı´ficos, sino que pueden ajustarse
a familias de palabras sobre las que se le han aplicado algoritmos de ”stemming”9 con el
fin de reducir la cantidad de te´rminos que los representan (Bramer, 2007).
Para la comparacio´n de dos documentos utilizando la correlacio´n de coseno, se busca
determinar el a´ngulo que representa la similitud entre un documento d1 representado
en v1 y el documento d2, representado mediante v2. Para determinar la distancia de sus
9Stemming: son algoritmos que reducen las variables morfolo´gicas de las palabras en el documento
para agruparlas bajo una misma raı´z que las represente. Su utilizacio´n puede ser muy efectiva para reducir
el nu´mero de palabras que representan al documento, pero puede incurrir en errores sema´nticos como
agrupar te´rminos que no tengan relacio´n (Bramer, 2007).
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a´ngulos, se puede utilizar la fo´rmula presentada en (Han y cols., 2006), donde el producto
de v1 · v2 corresponde a la evaluacio´n del producto vectorial de v1 y v2; mientras que ‖v1‖
y ‖v2‖ representan la magnitud de los vectores. De modo que:
v1 · v2 =
∑n
i=1 v1iv2i
‖vi‖ = √vi · vi
sim(v1, v2) =
v1 · v2
‖v1‖ ‖v2‖
sim(v1, v2) =
∑n
i=1 v1iv2i√
v1 · v1√v2 · v2 =
∑n
i=1 v1iv2i√∑n
i=1 v
2
1i
√∑n
i=1 v
2
2i
Al utilizar este modelo de similitud, si se obtiene un coseno de cero significa que los
documentos no tienen similitudes entre sus te´rminos mientras que un valor de 1 indica
que son ide´nticos, y dado que no hay valores negativos en los vectores, el a´ngulo que
se construye no sera´ mayor a 90 grados. Aplicando esta fo´rmula a un ejemplo concreto,
sean v1 = [1, 2, 3] y v2 = [1, 2, 6], tenemos que:
‖vi‖ = √vi · vi
‖v1‖ = √v1 · v1
=
√∑n
i=1 v1iv1i
=
√∑n
i=1 v
2
1i
=
√∑3
i=1 v
2
1i
=
√
12 + 22 + 32
=
√
1 + 4 + 9
=
√
14
‖v2‖ =
√
12 + 22 + 62 =
√
1 + 4 + 36 =
√
41
v1 · v2 =
∑n
i=1 v2iv1i = 1 ∗ 1 + 2 ∗ 2 + 3 ∗ 6 = 1 + 4 + 18 = 23
sim(v1, v2) =
v1 · v2
‖v1‖ ‖v2‖
=
23
√
14 ∗ √41
= 0,960001
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Una vez determinados las actividades similares a cada una de las que esta´n descritas
en el curso en evaluacio´n; podemos decir que se delimita un vecindario para cada una
de ellas y es posible proceder a identificar aquellos metadatos adicionales que nos apor-
tara´ cada una de las nuevas actividades descritas en el sub-dominio. Como se puede
apreciar en la tabla 4.3, al utilizar los cursos equivalentes se multiplican los datos que
tenemos para evaluar, por lo que es necesario aplicar algoritmos que mejoren los tiem-
pos de respuesta y extraigan aquellos metadatos que no sean representativos para las
bu´squedas en cada actividad.
4.2.4.3. Aporte del historial de seleccio´n de OA
Con el historial de navegacio´n sobre los OA recomendados para un curso es posible
recuperar informacio´n implı´cita y explı´cita asociada al comportamiento de los usuarios
finales del sistema.
La seleccio´n de mu´ltiples OA para previsualizar sus metadatos antes de elegir alguno
para una actividad, o no seleccionar del todo los OA presentados sugiere que existen
desajustes sobre la funcio´n de recomendacio´n, o bien, que los descriptores de la activi-
dad estaban incompletos antes de generar la recomendacio´n.
Co´mo primer mecanismo de ajuste, se asumira´ que si un usuario navega por cinco OA
dentro de los top-N recomendados y no selecciona ninguno; se debe a un error en la
fo´rmula aplicada sobre los OA para determinar su afinidad. En este caso, se buscara´n
los metadatos que compartan los OA visualizados que no coincidan con los descriptores
base de la actividad (aquellos que sean comunes solo a los OA) y se bajara´n de prioridad
en la lista de recomendacio´n todos los OA que coincidan con ellos.
Por otro lado, si un usuario selecciona un OA recomendado de alguna de las actividades
que se encuentran en el grupo C3 descrito en la primer seccio´n de 4.2.4 y clasificados
en 4.2.4.2, se les subira´ de prioridad a aquellos OA que compartan los te´rminos u´nicos
asociados a ese OA que respondio´ a las necesidades especı´ficas del usuario despue´s de
la recomendacio´n.
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Para determinar el valor asociado a la prioridad que se incrementara´ o decrementara´, se
usara´ como aproximacio´n la funcio´n dada por:
cantidad de veces seleccionado
cantidad de veces visto ∗ Total de metadatos u´nicosTotal de metadatos del OA
Este ajuste se aplicara´ al valor asignado en la recomendacio´n de cada OA segu´n sea el
caso. Para el caso de las actividades que sean parte del conjunto C4 y C5 no influira´n en
el ajuste.
4.2.4.4. Recomendacio´n por estilos de aprendizaje
Los estilos de aprendizaje esta´n asociados a las preferencias de un estudiante durante
el proceso de ensen˜anza-aprendizaje, por lo que su definicio´n implica que esta´ asociado
a un modelo de usuario ma´s que a un modelo de curso.
Desde el punto de vista del recomendador, no se podrı´a generar una sugerencia directa
para los estudiantes sin contar con un perfil de usuario que los describa y actualmente
no se cuenta con suficiente informacio´n para construirlo. Sin embargo se podrı´a generar
una clasificacio´n de los recursos utilizando como referencia la categorı´a de documento a
la que pertenece.
Las figuras 4.10 y 4.11 muestran dos clasificaciones de los recursos disponibles en
ARIADNE. La figura 4.10 fue tomada de una de las presentaciones disponibles en si-
tio web oficial del repositorio y representa las categorı´as de recursos de aprendizaje que
se encuentran en e´l. Por otro lado, la segunda imagen es un fragmento de los tipos de
recurso que se pueden encontrar en el mismo repositorio usando el ARIADNE Finder.
Para definir la pertenencia de los OA a cada estilo, primero se categorizaron los diversos
tipos de recursos disponibles (juegos, fotos, videos, textos en formato .doc, .html, .pdf,
.ppt, .txt y otros formatos multimedia) en alguna de las categorı´as propuestas para or-
ganizar los recursos y seguidamente, se utilizo´ el criterio de un experto para definir la
posible utilidad de las categorı´as con respecto a cada estilo de aprendizaje.
Como referencia se utilizaron las dicotomı´as de Felder y Silverman, De este modo, la
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Figura 4.10: Tipos de OA
disponibles ARIADNE. To-
mado de http://www.ariadne-
eu.org/content/more-info
Figura 4.11: Fragmento de tipos
de OA disponibles en el repositorio
segu´n AriadneFinder. Disponible en
http://ariadne.cs.kuleuven.be/finder/ariadne/
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matriz de utilidad esperada contiene las dicotomı´as definidas para los distintos estilos de
aprendizaje como se puede ver en la figura 4.12.
Figura 4.12: Valores de aprovechamiento asociados a las categorı´as generales de objetos
a partir del criterio experto.
Para alinear los metadatos de los OA con la utilidad esperada para un estilo de aprendiza-
je, basta con extraer el tipo de documento que contiene para determinar su categorı´a y de
este modo conocer la utilidad que se espera para un estilo de aprendizaje en particular.
En el momento en que se cuente con un modelo de usuario para los estudiantes, este
mecanismo de clasificacio´n serı´a reemplazado por un algoritmo de recomendacio´n que
determine la utilidad de los OA del banco de recursos sugeridos y los organice de acuerdo
al estilo de aprendizaje especı´fico del usuario que lo desee utilizar.
4.2.5. Arquitectura detallada
Despue´s de tener claras las relaciones de conceptos y los elementos que componen
este agente, se puede presentar la integracio´n de sus componentes en la figura 4.13.
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Figura 4.13: Arquitectura detallada de la solucio´n
Esta figura refleja la secuencia en la que debera´n interactuar cada una de las partes con
el fin de generar una recomendacio´n al usuario final.
Algunos de sus componentes son “cajas negras” que contienen algoritmos o conexiones
con repositorios remotos y todas convergen en un mecanismo de recomendacio´n simpli-
ficado que puede segmentar sus funcionalidades a trave´s de casos de uso.
La similitud de cosenos se utilizara´ tras extraer los metadatos significativos de los OA
recuperados mediante consultas. Una vez seleccionados los ma´s afines, se refinara´ el
proceso de bu´squeda aplicando el TF-IDF con el fin de unificar la recomendacio´n.
Segu´n las descripciones brindadas en (Adomavicius y Tuzhilin, 2005; Burke, 2007), nues-
tro sistema recomendador se ubica en la categorı´a de hı´brido por una serie de elementos
que forman parte de su estructuracio´n. La primera de ellos, es el uso de caracterı´sticas
propias de los sistemas colaborativos (aplicacio´n de la similitud de coseno y balanceo de
pesos con las evaluaciones de los usuarios), demogra´ficos (delimitacio´n de vecindarios
de acuerdo a las caracterı´sticas del curso) y de los basados en contenidos (aplicacio´n del
TF-IDF) combinadas en los procesos asociados al entrenamiento y generacio´n de la re-
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comendacio´n. Adema´s, la construccio´n de la hibridacio´n al generar las recomendaciones
se da mediante el uso de te´cnicas como el procesamiento en cascada y manejo de pesos
(ajustes de peso mediante metadatos y aumento de caracterı´sticas) y la utilizacio´n de
representaciones mixtas (al incluir los estilos de aprendizaje en la clasificacio´n del OA).
4.3. Problemas asociados al disen˜o
Existen otros posibles problemas que esta´n relacionados al proceso de disen˜o y ana´li-
sis de datos, los cuales se presentan a continuacio´n:
Asociaciones le´xicas
Las asociaciones le´xicas son las palabras que esta´n compuestas por dos o ma´s te´rmi-
nos; o mejor dicho, son una frase y podrı´an verse excluı´das de las listas de palabras clave
por el uso de diccionarios de datos al manipular los texto.
Es necesario encontrar un mecanismo que permita identificar estos casos para aprove-
charlos en los procesos de bu´squeda de recursos, por ejemplo, la medida de informacio´n
mutua.
Cold Start
El problema de Cold Start se da cuando ingresan nuevos usuarios al sistema y existe
poca informacio´n para generar una recomendacio´n, o bien, se agrega un nuevo ı´tem a las
colecciones y no se cuenta con para´metros suficientes para recomendarlo a los usuarios.
La solucio´n a este tipo de problemas suele encontrarse al combinar te´cnicas colaborati-
vas y basadas en contenidos; de modo que el sistema ya no solo dependa de informacio´n
explı´cita en la base de datos.
Algo similar ocurre con los algoritmos para “suavizado” que se utilizan cuando una reco-
mendacio´n retorna cero. En este caso, ninguno de los ı´tems disponibles coincide con las
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preferencias de los usuarios; por lo que se deben modificar los criterios de recomendacio´n
para alcanzar una respuesta.
Evaluacio´n del modelo
Como cualquier sistema, es necesario evaluar que la propuesta realizada es adecuada
para lograr los objetivos propuestos. En nuestro caso la evaluacio´n realizada tiene como
objetivo comprobar la validez de las tareas de adaptacio´n propuestas para recomendar
OA pertinentes para un determinado curso.
Estas evaluaciones del rendimiento se basan en conteos de los registros de prueba co-
rrecta o incorrectamente predichos, por lo que se suelen clasificar en dos tipos principa-
les: la evaluacio´n explı´cita (que es brindada por el usuario, por ejemplo los sistemas de
calificacio´n mediante estrellas o puntos) o la implı´cita (deducida del comportamiento, ya
que si una sugerencia es pertinente, es posible que sea tomada por el usuario).
En el contexto de los sistemas recomendadores, las evaluaciones solo pueden darse en
te´rminos nume´ricos ya que la aplicacio´n de otro tipo de me´tricas se ve afectado por los
factores subjetivos de la recomendacio´n y los constantes cambios del entorno de prue-
bas.
Algunos de los algoritmos comunes para medir el rendimiento de un sistema son:
MAE10 , o Error Medio Absoluto. Consiste en determinar la magnitud media del error
al realizar la clasificacio´n.
RMSE11 es una medida utilizada para estimar la distancia entre un modelo y los
valores observados. Junto con el MAE, ayudan a determinar la variacio´n que se
puede presentar en el margen de error.
RAE12 , o Error Absoluto Relativo. Es el total absoluto del error y compara tanto los
datos del modelo como los del conjunto de entrenamiento.
10MAE, Acro´nimo de Mean Absolute error
11RMSE, Acro´nimo de Root Mean Squeared Error
12RAE, Acro´nimo de Relative Absolute Error
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Precisio´n: La probabilidad de que un elemento sea relevante.
Pasadas sobre la base de datos
Tasas de falsos positivos
Para la validacio´n del modelo de la clasificacio´n por estilos de aprendizaje se realizara´ una
validacio´n cruzada mediante clasificadores Bayesianos, de a´rbol y basados en reglas con
el fin de aplicar so´lo aquel con mejores resultados con respecto al porcentaje de aciertos,
RMSE y MAE.
En cuanto a la validacio´n de las recomendaciones del prototipo en general, sera´ nece-
sario esperar a un plan piloto para capturar informacio´n que permita realizar los ana´lisis
respectivos.
5 Implementacio´n y resultados
En este capı´tulo se presentara´ el resumen del proceso de implementacio´n del pro-
totipo para verificar la validez de la propuesta de solucio´n planteada y los resultados
obtenidos durante el proceso.
5.1. Consideraciones te´cnicas
Existen distintos tipos de herramientas y repositorios de algoritmos que se pueden
utilizar para facilitar la manipulacio´n de textos e interpretar su contenido. Algunas esta´n
asociadas al ana´lisis textual en concreto, mientras que otras esta´n ma´s relacionadas con
el proceso de recomendacio´n. Por lo que a continuacio´n se presenta su aplicacio´n a las
distintas etapas de desarrollo del sistema.
5.1.1. Extensiones de PostgreSQL para manipulacio´n de datos
El postgres-contrib provee caracterı´sticas adicionales para la base de datos, algunas
de las cuales se encuentran en pruebas antes de ser incluı´das como parte del nu´cleo de
PostgreSQL. La librerı´a pg similarity1 ofrece una serie de implementaciones para calcular
similitudes sobre datos y es configurable para trabajar sobre bases de datos especı´ficas
(la instalacio´n no afecta a todas las bases de datos en el servidor); sin embargo, las prue-
bas realizadas para realizar la integracio´n con postgresql 8.4 no brindaron los resultados
esperados y la plataforma de dotlrn instalada produccio´n funciona con esta versio´n de
base de datos.
Por otro lado, la librerı´a smlr sı´ es integrable con PostgreSQL 8.4 y permite realizar las
estimaciones mediante un sistema que se denomina FTS2; el cua´l, a partir de la aplica-
1Los instaladores esta´n disponibles en github.
2FTS, Acro´nimo de Full Text Search
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cio´n de trigramas sobre un texto; determina los valores de similitud entre dos cadenas
completas de texto y la librerı´a de “fuzzystring” ofrece la medida de Levenshtein, la cua´l
esta´ asociada a la cantidad de tranformaciones requeridas para convertir una cadena de
caracteres en otra.
Sin embargo, este tipo de ana´lisis no permite realizar la poda de las palabras clave, ya
que el resultado se da sobre el total del documento; por lo que es necesario recurrir a
otros mecanismos que nos permita la seleccio´n de las palabras claves.
La extensio´n de trigramas (pg trgm) nos da acceso al manejo de ma´rgenes de error en los
textos y ana´lisis por trigramas en las palabras o frases encontradas. Sin embargo, segu´n
el sitio web oficial de postgresql 3, esta herramienta de soporte morfolo´gico no incluye las
caracterı´sticas para ana´lisis de palabras compuestas o frases. De modo que so´lo ofrece
soporte para diccionarios de MySpell y Hunspell; con las operaciones ba´sicas de Huns-
pell para palabras compuestas.
Co´mo alternativa para este inconveniente con el ana´lisis textual, se busco´ una solucio´n
mediante la utilizacio´n de WEKA 4, que es una coleccio´n de algoritmos de aprendizaje
desarrollado por la Universidad de Waikato, Australia y es ampliamente utilizada a nivel
acade´mico para ana´lisis de datos.
5.2. Adquisicio´n del Modelo del Curso
Para preprocesar los textos y generar los conjuntos de entrenamiento se utilizaron
elementos propios de Postgresql y WEKA.
Se implemento´ un proyecto en Java donde se incluyo´ la versio´n 3.7.11 de WEKA pa-
ra desarrolladores. En este proyecto se modifico´ el conector de WEKA para realizar la
conexio´n con Postgres y se implementaron tareas adicionales para manipular los datos.
Adema´s, se incluyeron funciones especı´ficas para el preprocesamiento, como la aplica-
3http://www.postgresql.org/docs/9.1/static/textsearch-dictionaries.html
4Acro´nimo de Waikato Environment for Knowledge Analysis, y disponible en
http://www.cs.waikato.ac.nz/ml/weka/
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cio´n de reglas para reducir la cardinalidad de los conjuntos resultantes y la lectura de los
verbos a excluir. De este modo, el intercambio de datos se manejo´ sin pasar por archivos
en disco intermedios y una vez cargados, se procedio´ a preprocesarlos mediante filtros y
clasificadores.
Para el caso de los datos provenientes de DI, se agrego´ un prefijo al identificador de cada
actividad y se asigno´ como nombre de clase; ası´, al exportar los contenidos a formato
.arff cada identificador representara´ a una clase y los texto contendra´n la descripcio´n de
la actividad, como se muestra en el fragmento de archivo a continuacio´n:
@relation 15051_di
@attribute num_sesion {actividad_7,actividad_8,actividad_1,...}
@attribute nom_actividad string
@data
actividad_7,’ER al Modelo Relacional. Presenta ...’
actividad_8,’Quiz ...’
...
El atributo denominado num sesion contiene los identificadores de las actividades defi-
nidas, mientras que nom actividad contiene el texto que describe a dicha actividad. Sin
embargo, au´n no se han aplicado los filtros para tratar los textos como vectores ni se ha
normalizado la representacio´n de su contenido; por lo que cada descripcio´n representa a
un elemento u´nico e independiente de los dema´s.
Despue´s de aplicar los filtros para convertir las descripciones de las actividades a cade-
nas de caracteres y convertir a minu´sculas todos los textos, obtenemos una reduccio´n
importante de palabras, que se reflejara´n posteriormente en la matriz que representa al
modelo del curso.
El disen˜o de sistemas que trabajen con lenguaje natural en espan˜ol se ha centrado en las
caracterı´sticas morfolo´gicas, sinta´cticas y sema´nticas del idioma. Sin embargo, la aplica-
cio´n de las te´cnicas tradicionales en recuperacio´n de la informacio´n, como el stemming y
la extraccio´n de las palabras de parada, producen pe´rdidas importantes de informacio´n.
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Por este motivo, algunas de las propuestas para mejorar los precisio´n de las evaluaciones
de datos se han inclinado a aplicar te´cnicas mixtas o de mayor complejidad computacio-
nal (Atserias y cols., 2006; Bick, 2006).
El uso de diccionarios de propo´sito general y especı´fico para dominios particulares es
otra pra´ctica comu´n, sin embargo, requiere de una coleccio´n importante de documen-
tos y de la validacio´n por parte de expertos en el a´rea. Adema´s, existen reconocedores
de nombres de entidades (NER, acro´nimo de Name Entity Recognizer por sus siglas en
ingle´s) , etiquetadores de las partes de la oracio´n (POS o POST, Part-of-Speech Tagger,
por sus siglas en ingle´s) y extractores de frases (Chunkers) que son componentes de los
sistemas de procesamiento de lenguaje natural y ayudan a mejorar la comprensio´n de las
expresiones brindadas.
Se encontraron numerosas referencias de sistemas que utilizan estas herramientas como
por ejemplo CLIPS5 , FreeLing(Atserias y cols., 2006), OpenNLP6 ,Stanford Named En-
tity Recognizer 7, Phora (Palomar y cols., 2001), Cavorite8 , OpenCalais9, OpenNLP Pos
Taggin Engine de Apache Stanbol, entre otras. Que utilizan desde bases de datos le´xicas
hasta modelos de ana´lisis de texto probabilı´stico, perceptrones u ontologı´as para realizar
las clasificaciones de las frases y ponerlas disponibles para los usuarios finales.
Wordnet10 es una base de datos le´xica que originalmente fue definida para el idioma
ingle´s, sin embargo, existen wordnets en diversos idiomas, entre ellos el espan˜ol. La co-
leccio´n de la versio´n 3.0 11 se denomina MCR30 y esta´ disponible bajo la licencia GNU
Lesser General Public License, de modo que puede ser compartido y utilizado por cual-
quier usuario, pero no modificado. Esta coleccio´n ofrece 36681 palabras en espan˜ol con
5CLIPS, acro´nimo de Computational Linguistics & Psycholinguistics, de la Universidad de Antwerp. Es un
centro de investigacio´n cuyo sitio web esta´ disponible en http://www.clips.ua.ac.be/pages/using-wikicorpus-
nltk-to-build-a-spanish-part-of-speech-tagger
6OpenNLP, disponible en http://opennlp.apache.org/
7Stanford NER, disponible en http://nlp.stanford.edu/software/CRF-NER.shtml
8Cavorite, http://cavorite.com/labs/nlp/opennlp-models-es/
9OpenCalais, http://www.opencalais.com
10Disponible en wordnet.princeton.edu
11Disponible para descarga en compling.hss.ntu.edu.sg/omw/
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sus respectivos clasificadores, relaciones y sino´nimos; los cuales, en nuestro caso, sera´n
utilizado para reducir el conjunto de palabras que constituyen el perfil de un curso, junto
con los Ngramas y tokens extraı´dos de los textos.
El filtro de aprendizaje no supervisado, denominado StringToWordVector, ofrece la posibi-
lidad de realizar ca´lculos de frecuencia de aparicio´n, TF-IDF y parametrizar el mı´nimo de
apariciones de una palabra para ser considerada dentro de la matriz de confusio´n12. Ası´,
una vez aplicado el primer filtro, podemos convertir los datos cargados a una estructura
ma´s representativa a nivel computacional:
@relation ’15051_di-weka.filters.unsupervised.attribute.String...
@attribute num_sesion {a7,a8,a2,a3,a4,a5,a1,a6}
@attribute ’\\011identificaci\\303\\263n’ numeric
@attribute actores/objetos/entidades numeric
@attribute atributos numeric
.....
@attribute usuario numeric
@attribute usuarios numeric
@data
{2 1,13 1,18 2,23 1,26 1}
{1 3,3 1,4 1,5 1,6 1,7 1,8 1,14 1,16 1,18 1,21 3,23 1,25 1,27 1}
{0 a8,39 1}
{0 a2,12 1,46 1,47 1,53 1,54 1,55 1,56 1,58 1,62 1}
...
Esta estructura es la que se presento´ en la seccio´n de disen˜o en la tabla 4.1 y representa
la cantidad de apariciones de cada te´rmino en las distintas actividades del agente. Estos
mismos valores se pueden normalizar con el fin de delimitarlos a un rango especı´fico de
valores (generalmente 0 y 1) como se muestra en la figura 5.1.
En el caso de PostgreSQL, el FTS permite realizar bu´squedas sobre una estructura de-
nominado tsvector, el cua´l, reduce un texto completo a un vector de palabras. Las bu´sque-
12http://weka.sourceforge.net/doc.dev/weka/filters/unsupervised/attribute/StringToWordVector.html
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Figura 5.1: Muestra de matriz normalizada
das sobre este tipo de estructuras esta´n reducidas a consultas simples de pertenencia
de te´rminos y porcentajes de similitud. Por ejemplo, para consultar por la frase “mapa de
conceptos” dentro de un texto; se debe introducir por ejemplo {mapa & concepto} como
condicio´n, o bien un texto convertido al formato de ts query. Por otro lado, la medida de
similaridad ofrecida por la librerı´a de trigramas esta´ directamente relacionada con la can-
tidad de trigramas extraı´dos de las cadenas de texto a analizar, de modo que se puede
caer en errores de interpretacio´n al encontrar que cadenas que contienen al mismo sub-
conjunto de palabras buscado, poseen medidas de similitud distintas debido su longitud.
Existen otros mecanismos de consulta que se puede aplicar sobre PG, ya que existen
otros comandos que se pueden utilizar para realizar bu´squedas sobre textos sin la con-
versio´n explı´cita a un modelo vectorial.
Como caso de estudio se utilizo´ el disen˜o instruccional de un curso equivalente al TI-
3600: Bases de Datos para Administracio´n de Tecnologı´as de Informacio´n y se aplicaron
una serie de procesos que buscan mejorar la calidad de los criterios de bu´squeda y se-
leccio´n automa´ticos.
En la figura 5.2 se muestran los resultados obtenidos al aplicar distintas te´cnicas de ex-
traccio´n de tokens sobre documentos. Co´mo se puede apreciar, las distintas te´cnicas
generan resultados con variantes significativas en la cardinalidad de sus conjuntos de
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Figura 5.2: Cardinalidad de resultados de los me´todos para extraccio´n de tokens aplica-
dos en el caso de estudio.
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respuesta. La aplicacio´n de diccionarios o colecciones de palabras a extraer, reduce sig-
nificativamente la cantidad de resultados obtenidos; del mismo modo que lo hace la co-
rrecta identificacio´n del idioma bajo en que se esta´ trabajando.
En el caso particular de aquellas te´cnicas aplicadas sobre textos con stemmers, los con-
juntos fueron mucho menores a aquellos otros en los que no se utilizo´ esta misma te´cni-
ca; siendo la aplicacio´n de stemmers en espan˜ol sobre un tsvector el conjunto con menor
cardinalidad de respuesta, pero tambie´n con menor utilidad para un lector humano o un
buscador. Mientras que el conjunto con mayor cardinalidad de elementos se obtuvo al
aplicar el wordtokenizer de weka sin stemmer y sin una bolsa de palabras, en cuyo caso,
se conservo´ el sentido de las palabras, pero se genero´ un mayor volumen de informacio´n
que no es precisamente relevante.
Como parte de los resultados obtenidos, aquellos conjuntos con mayor cardinalidad habı´an
sido afectados por la deteccio´n de palabras con errores ortogra´ficos como palabras nue-
vas e independientes; del mismo modo que la aparicio´n de las mayu´sculas en distintas
partes de la oracio´n ejercicio´ cierta influencia en la forma de escribir las siglas, por lo que
fue necesario un preprocesamiento para mejorar los resultados obtenidos.
La figura 5.3 muestra el diagrama simplificado de preprocesamiento de los textos para
Figura 5.3: Diagrama simplificado de Preprocesamiento de datos
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extraer los elementos a buscar en el reprositorio. En este diagrama se reflejan las tres
entradas ba´sicas para realizar la reduccio´n: los registros de la base de datos con las des-
cripciones de las actividades, el conjunto de palabras de parada preseleccionadas para
reducir los tokens a extraer y un subconjunto de la coleccio´n MCR30 con verbos y sus
conjugaciones.
En dicho diagrama se muestran tres subprocesos principales, la extraccio´n de informa-
cio´n de la base de datos, la reduccio´n de Ngramas y la reduccio´n de Tokens. Dichos
procesos encapsulan de una serie de tareas que buscan aproximar las funciones de los
chunkers y los NER, ya que este tipo de tareas excede los alcances de la tesis, pero
forman una parte crı´tica de la construccio´n de los modelos de bu´squeda y se describira´n
a continuacio´n.
El proceso de reduccio´n de frases representado en la figura 5.4 inicia con la extraccio´n
Figura 5.4: Diagrama del proceso de reduccio´n de frases
de informacio´n de la base de datos y se procesa mediante Weka. Como se menciono´ an-
teriormente, en Weka, la extraccio´n de Ngramas consiste en la construccio´n de frases, no
en combinaciones de letras como ocurre en el caso de PostgreSQL.
Para la construccio´n de los Ngramas, se definio´ un rango de dos a N palabras, donde el
valor por omisio´n cuando no se especifı´ca en valor de N ma´ximo se asigna automa´tica-
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mente a 8. El resultado de esta construccio´n de palabras retorna todas las combinaciones
de frases consecutivas posibles a partir del texto original que describe cada actividad. De
modo que si procesamos la frase: “sistemas administradores de bases de datos”, el re-
sultado sin reducir consistira´ de 21 Ngramas posibles a partir de la misma expresio´n si no
se descartan las palabras de parada, y 19 si se excluyen las palabras de parada.
Por esta razo´n, se utilizo´ un proceso empı´rico a fin de reducir la cantidad de expresiones
que se puedan generar a partir de un mismo texto. La razo´n principal para no utilizar una
herramienta de procesamiento de lenguaje natural en esta fase se debe a que existen
pocas herramientas especı´ficas para trabajar con el idioma espan˜ol, la herramienta que
presento´ mejores resultados fue freeling 3.1 13, sin embargo al extraer los archivos del
API se produjeron errores que no permitieron su integracio´n con el co´digo, pero no se
descarta su posterior integracio´n con el sistema.
Una vez construı´dos los posibles Ngramas, se procedio´ a reducir la cardinalidad del con-
junto de resultados mediante una serie de reglas simples:
Eliminar los Ngramas que inician o terminen con palabras de parada: Las palabras
de parada incluyen expresiones como “y”, “de”, “la”, “los”, “en”, entre otras. Estas
palabras por lo general representan conectores gramaticales y carecen de sentido
para una bu´squeda. Cualquier frase que inicie o termine con una de las palabras de
esta lista, contara´ con otra dentro del conjunto de respuestas que contenga la misma
frase, pero sin las palabras de parada al inicio o al final, por lo que no representa
una pe´rdida su eliminacio´n.
Eliminar los Ngramas que inician con nu´meros: Al construir las frases, los nu´meros
se incluyen dentro de las combinaciones de palabras. En esta reduccio´n se conside-
raron solo los nu´meros del inicio de las frases para no descartar las caracterı´sticas
de versio´n o an˜o de un elemento, por ejemplo “SQL 2000 en el servidor” tiene sen-
tido, pero “2000 en el servidor” carece del mismo o bien, nos podrı´a desviar del
contexto de la bu´squeda.
13http://nlp.lsi.upc.edu/freeling/
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Eliminar los Ngramas que representan verbos: Tanto en espan˜ol como en otros
idiomas existen verbos compuestos o formados por ma´s de una palabra. Se uso´ la
coleccio´n MCR30 como referencia para intentar reducir la frecuencia de captura de
estas expresiones. Por ejemplo: “salida del sol” = “amanecer”.
Una vez reducido el conjunto de Ngramas que representan a cada actividad, se regis-
tran en la base de datos y se procede a una segunda fase de reduccio´n del conjunto de
respuestas. Para este punto au´n se cuenta con inconsistencias en la sintaxis y con diver-
sas representaciones de la misma palabra, ya sea por faltas ortogra´ficas, o por simples
cambios en la forma de representar las entidades. Para lo cual que se aprovechara´n las
caracterı´sticas de los trigramas de PostgreSQL, donde cada trigrama es representado por
tres letras, en lugar de tres palabras.
La seleccio´n de las entidades se realizo´ de un modo sencillo, primero se eligieron todas
aquellas palabras que inician por mayu´scula (extraı´das directamente de los documentos)
y no esta´n definidas despue´s de un punto y seguido como posibles entidades candida-
tas. Posteriormente se seleccionaron aquellas que no representan a verbos o palabras
conjugadas (se extrae la raı´z mediante los diccionarios de postgresql) y se seleccionan
aquellas que no sufrieron cambios.
Como tercer paso, se eligieron aquellas que incluyen ma´s de una mayu´scula como posi-
bles siglas y para aquellas que aparecen en formas distintas, por ejemplo “SQL” y “Sql”,
se eligio´ como representacio´n la que aparezca ma´s veces dentro de los documentos y
se procedio´ a realizar una actualizacio´n sobre los Ngramas y Tokens generados. Cabe
rescatar que esta no es una solucio´n definitiva para la extraccio´n de entidades, ya que se
detectaron inconsistencias con verbos o apellidos que quedaron catalogados como enti-
dades candidatas, pero no se encontro´ un procedimiento efectivo para separarlas y esta
es un a´rea que compete al procesamiento de lenguaje natural, sin embargo, su aporte
para reducir los Ngramas y Tokens generados no es despreciable.
La deteccio´n de cambios sobre frases similares no es un proceso trivial a partir de tri-
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Figura 5.5: Clasificacio´n de los pares de fra-
ses aplicando la distancia de Levenshtein y
Similarity.
Figura 5.6: Relacio´n de longitud de los pa-
res de frases con respecto a la distancia de
Levenshtein y Similarity.
gramas. El uso de las distancia de Levenshtein14 como para´metro de referencia no es
suficiente para determinar si una palabra fue convertida en otra, por ejemplo: entre “ba-
se” y “bases” se esta´ trabajando sobre el mismo concepto y la distancia es igual a 1, sin
embargo, entre “ldf” y “mdf” la distancia tambie´n es igual a 1, pero se trata de un concepto
distinto.
Si por otro lado se utiliza la medida de similitud provista por el paquete de trigramas, nos
encontramos con un comportamiento similar. La similitud entre “base” y “bases” ronda el
60 %, mientras que “ldf” y “mdf ” rondan el 30 %. Pero para casos donde la longitud de
las palabras es mayor, el margen de error se amplı´a significativamente. Es por esta razo´n
que se planteo la idea de aprovechar las ventajas de ambas te´cnicas de comparacio´n
para modificar u´nicamente aquellas frases que cumplan con ciertos criterios de similitud.
Como primer criterio, se seleccionaron solo las frases de la misma longitud de palabra
para ser evaluadas contra sus similares; en este caso, la longitud esta´ dada por la longi-
tud del arreglo que se puede formar al separar el texto mediante espacios.
Una vez seleccionadas las palabras de la misma longitud, se procede a calcular su dis-
14Distancia de Leveshtein: Distancia que indica la cantidad de transformaciones que deben aplicarse a
una palabra para convertirla en otra y que es aplicable sobre cadenas de texto de distintas longitudes.
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tancia de Levenshtein y su porcentaje de similitud. Para ser consideradas de similares, se
necesita un porcentaje de similitud superior al 60 % y una distancia de Levenshtein menor
o igual a la longitud de la frase + 1.
Esta aproximacio´n en los valores se dio´ tras analizar los Ngramas y Tokens recuperados
para las actividades del caso de prueba. En el gra´fico 5.5 se muestra un clu´ster con la
relacio´n de los textos encontrados en el caso de prueba. Para esto, se comparo´ cada
uno de las frases encontradas contra aquellas que tuvieran su misma longitud de palabra
para identificar las posibles variaciones de la misma frase. Para generar los valores de los
ejes del conjunto de entrenamiento se calculo´ su similitud y la distancia de Levenshtein
existente entre ellas, y posteriormente, se clasificaron de forma semiautomatizada para
determinar si se trataba del mismo texto pero con variantes mı´nimas (errores de orto-
grafı´a, diferencias entre siglas, tildes, entre otras) o de textos completamente distintos.
Las instancias representadas en azul representan aquellos pares que no estaban rela-
cionados de ninguna manera; mientras que los representados en rojo, son aquellos que
tenı´an algu´n grado de relacio´n entre sı´.
De los 3822 pares de frases construı´dos, 21 pares representan frases con algu´n tipo de
relacio´n entre ellas. Se logro´ detectar un leve incremento en la distancia de Levenshtein,
pero la muestra no fue lo suficientemente grande como para determinar una funcio´n de
crecimiento que satisfaga todos los casos. En cuanto a las medidas de similitud, se man-
tuvieron relativamente constantes, con un valor mı´nimo cercano al 0.6 en aquellos pares
relacionados como se muestra en la figura 5.7 .
Figura 5.7: Resumen de valores extraı´dos para los pares de frases que tienen relacio´n.
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Para frases de longitud mayor o igual a cinco no se encontraron casos de inconsisten-
cias en cuanto a la escritura de los textos. Esto se debe a que las frases largas similares
generalmente fueron extraı´das de una misma actividad, por lo que su similitud va a ser
cercana a uno (casi ide´nticos) o si coinciden en longitud y son distintos, se va a tratar de
frases que provienen de textos completamente distintos, como se puede apreciar en la
misma representacio´n del clu´ster de resultados pero con una me´trica de color asociada a
la longitud de textos en la figura 5.6. Por esta razo´n, se decidio´ asumir que para aquellas
frases ma´s largas se esperarı´a una mayor cantidad de cambios en las palabras pero con
un comportamiento en los valores de similitud proporcional al comportamiento identifi-
cado en las frases de menor longitud. Este aspecto se puede solventar posteriormente
con la integracio´n de una herramienta especı´fica para procesamiento de lenguaje natural
que ofrezca deteccio´n de grupos nominales, donde la evaluacio´n por distancias de frases
pasarı´a a ser problema de una aplicacio´n especializada en clasificacio´n sema´ntica de ex-
presiones textuales.
Para seleccionar la frase que debe reemplazar a otra, se utilizo´ el criterio de mayorı´a
simple de apariciones de las frases cuando el caso ası´ lo permite. De otro modo, cuan-
do existe un empate en las frecuencias de aparicio´n de cada una de ellas, se procede
a descomponerlas por cada una de sus palabras, por ejemplo en el caso de que “bases
de dato” y “base de datos” posean la misma frecuencia de aparicio´n dentro de los do-
cumentos, se procedera´ a comparar sus elementos de uno a uno, seleccionando aque´l
que aparezca con ma´s frecuencia; por ejemplo, “bases” y “base”, “dato” y “datos” para
construir una frase a partir de ambas expresiones. Finalmente, en caso de llegar a pala-
bras sueltas y no encontrar un valor para elegir por mayorı´a simple, se procedera´ a elegir
aquella palabra que sea de mayor longitud, y si au´n ası´ se encuentra una igualdad de
condiciones, se elegira´ la palabra mayor mediante comparacio´n de caracteres.
La figura 5.8 representa el proceso de extraccio´n y reduccio´n de tokens y que se utili-
za parcialmente en la extraccio´n de los Ngramas. El proceso se desarrolla en dos flujos
con objetivos distintos, el primero de ellos es la extraccio´n de tokens con las me´tricas de
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Figura 5.8: Diagrama del proceso de reduccio´n de tokens
conteo simples, que sera´n utilizadas en las evaluaciones de los Ngramas y el segundo
es la extraccio´n de tokens con su TF-IDF asociado para determinar la relevancia de cada
palabra en las actividades con respecto al total de documentos a tratar.
El proceso de reduccio´n de los tokens extraı´dos es similar al aplicado a los Ngramas, sin
embargo, se utilizaron algunas condiciones distintas para restringir au´n ma´s el conjunto
de resultados. En la extraccio´n de tokens, se asume automa´ticamente que los elementos
dentro lista de palabras de parada que se le dio´ como para´metro a Weka sera´n elimina-
das del conjunto de resultados, por lo que los filtros adicionales que se aplicaron son los
siguientes:
Eliminar los tokens que representan nu´meros: Por la misma razo´n mencionada en
los Ngramas, un nu´mero por sı´ solo no ofrece informacio´n para ser significativo al
describir algo.
Eliminar los tokens que poseen longitud uno: Se eliminan las letras sueltas que no
se contemplaron dentro de la lista de palabras de parada.
Eliminar los tokens que representan verbos.
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Despue´s de aplicar estas reducciones los flujos se bifurcan. De este modo, se procede a
realizar una denormalizacio´n15 de las instancias usando la suma como operacio´n para el
conteo de apariciones y se agrupan todas las dimensiones generadas en un solo regis-
tro. Mientras que para las instancias que llevan el TF-IDF se aplica una normalizacio´n de
resultados para ajustar el rango de valores entre 0 y 1.
Dado que los valores de frecuencia generados para el TF-IDF se ven afectados por las
inconsistencias en los textos y la cantidad de actividades (documentos); se realizo´ un pre-
procesamiento de los mismos antes de aplicar el algoritmo. Para este paso se trabajo´ so-
bre copias de los contenidos originales y se corrigieron utilizando los valores recuperados
a partir de los Ngramas generados y el conteo de apariciones de cada palabra; ası´, una
vez reducidas las ambigu¨edades textuales, se procedio´ a iniciar el ca´lculo del mismo.
Una vez finalizado el proceso de preprocesamiento, la cardinalidad de los conjuntos de
resultados obtenidos se redujo significativamente y los resultados de la aplicacio´n de los
distintos procesos se reflejan en la siguiente tabla.
Orı´gen de datos Sigla Total Num. Elementos u´nicos
Ngramas (weka) N 218 168
Tokens con TF-IDF ** (weka) T 152 99
Tokens con conteo de aparicio´n ** (weka) C 163 91
Siglas (Postgres) S 6 4
Entidades Candidatas (Postgres) P 18 12
Los elementos etiquetados con “**” son listas extraı´das utilizando palabras de parada y
reduccio´n de frases como fueron descritas en los distintos procesos de preprocesamien-
to; de modo que se redujo la cardinalidad de los conjuntos de miles de combinaciones a
unos pocos cientos.
Finalmente, estos resultados se transformaron en formato XML para representar los des-
15Denormalizacio´n: En weka, consiste en un filtro que agrupa los conjuntos que pertenecen a distintas
instancias de la misma clase en una sola. Es el equivalente a agrupar todos los registros que cumplen una
condicio´n dada.
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criptores de cada actividad, donde la categorı´a del te´rmino indica la forma en que fue
extraı´do del texto y ma´s adelante se utilizara´ para dar pesos durante el proceso de re-
comendacio´n. La figura 5.9 muestra un fragmento de este perfil y cada uno de estos
te´rminos se utilizara´ para disparar las bu´squedas contra el ROA remoto. Los te´rminos
identificados con la clase 0 son siglas (por ejemplo: SQL), los de clase 1 son frases que
no contienen conectores gramaticales como “y”, “o”, “u”, “e”; seguidamente, los de clase
2 son palabras sueltas que no se encuentran como parte de ninguna frase extraı´da en los
Ngramas y los de clase 3 son aquellas frases que sı´ poseen conectores gramaticales.
Figura 5.9: Ejemplo de XML con el perfil de los textos que describen a un curso
5.3. Conexio´n con ROA
Para consumir recursos de un ROA es necesario construir o utilizar un cliente que
ofrezca soporte para la cosecha de metadatos respetando las normativas establecidas
para los agentes robo´ticos HTTP. Esta normativa busca que los agentes no se conviertan
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atacantes contra los repositorios 16 en los que se desean realizar las cosechas de datos.
Figura 5.10: Diagrama simplificado de conexio´n con el ROA
Ariadne dispone de una serie de servicios y tecnologı´as para exponer sus recursos.
Entre las tecnologı´as que se utilizan, destacan el uso de OAI-PMH para realizar cose-
cha entre repositorios, SQI para realizar consultas, SPI17 para realizar publicaciones y
RSS18 para notificar a los interesados sobre los nuevos OA agregados a las colecciones
disponibles(Odriozola, Luis, Ochoa, Parra Chico, y Duval, 2011). La seleccio´n de uno u
otro mecanismo para consumir los recursos depende de las necesidades del usuario fi-
nal, en nuestro caso particular, se intento´ realizar la cosecha mediante dos mecanismos:
el OAI-PMH y el SQI.
16Guı´as para desarrollo de agentes sobre OAI disponibles en http://www.openarchives.org/OAI/2.0/guidelines-
harvester.htm
17SPI, Acro´nimo de Simple Publishing Interface y responde al identificador CWA 16097:2010 del CEN.
18RSS, Acro´nimo de Really Simple Syndication.
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Los OA retornados por el servicio de OAI-PMH pueden venir dados tanto en LOM-IEEE19
como en Dublin Core. La especificacio´n de LOM-IEEE, si se aplica completa, ofrece ma´s
informacio´n sobre el tipo de OA y su contenido de la que nos ofrece Dublin Core, adema´s,
los servicios de SQI para los que se encontraron referencias en la wiki de ARIADNE20
utilizan este mismo formato para retornar los metadatos; por estas dos razones, se selec-
ciono´ el LOM-IEEE para recuperar los recursos.
En te´rminos generales, LOM agrupa sus descriptores en nueve categorı´as principales, y
a su vez, cada una de estas categorı´as se descompone en una serie de elementos que
pueden variar en cuanto al nu´mero de apariciones segu´n esta´ definido en el esta´ndar.
Estas categorı´as aportan distintos tipos de informacio´n y segu´n la descripcio´n brindada
en (Draft Standard for Learning Object Metadata, 2002), las funciones de cada una de
ellas son las siguientes:
General: contiene informacio´n que describe al OA como un todo.
LifeCycle: posee datos sobre la historia del OA y como esto a afectado su evolucio´n.
Meta-metadata: agrupa informacio´n sobre las instancias de los metadatos en sı´.
Technical: contiene los requerimientos te´cnicos y caracterı´sticas te´cnicas del OA.
Educational: presenta las caracterı´sticas educativas y pedago´gicas del OA.
Rights: contiene los derechos de propiedad intelectual y condiciones del uso.
Relation: presenta informacio´n sobre la relacio´n que tiene el OA con otros OA.
Annotation: posee informacio´n sobre el uso del objeto, quie´n lo creo´ y cuando.
Classification: describe al OA de acuerdo a un sistema de clasificacio´n en particular.
19LOM-IEEE, esta´ndar de LOM propuesto por la IEEE y disponible en
http://ltsc.ieee.org/wg12/files/LOM 1484 12 1 v1 Final Draft.pdf
20Disponible en http://ariadne.cs.kuleuven.be/globe-wiki/index.php/Members Technical Information
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Figura 5.11: Elementos y estructura del esquema conceptual de LOM.
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En la figura 5.11 se muestra a grandes rasgos el contenido de cada una de las clases
que esta´n definidas en LOM-IEEE y su ubicacio´n a nivel jera´rquico dentro del esquema.
La informacio´n contenida en estas categorı´as es utilizada por los buscadores para identi-
ficar los elementos relevantes para un usuario; sin embargo, utilizar todos los metadatos
en una bu´squeda no es pra´ctico, ya que una bu´squeda sobre todos los elementos des-
criptores de los OA en una coleccio´n de millones de registros incrementarı´a los tiempos
de respuesta de forma significativa. Por ejemplo, el AriadneFinder realiza las bu´squedas
sobre metadatos especı´ficos a traves de un archivo denominado finder.js que indica los
para´metros a utilizar y dispara las bu´squedas contra elementos especı´ficos de los des-
criptores del objeto; como lo son el formato, idioma y el contexto, dejando de lado otros
aspectos que tambie´n forman parte de los metadatos disponibles.
5.3.1. Integracio´n del OAI-PMH
El paquete tds-oai desarrollado en el TEC Digital, ofrece un cliente para realizar cose-
cha de metadatos en un servidor OAI-PMH a trave´s de los verbos esta´ndar definidos para
el protocolo; por lo que se uso´ inicialmente como herramienta intermedia para recuperar
la informacio´n en formato LOM-IEEE asociada a los registros de los OA.
Con el fin de realizar un intercambio exitoso de recursos, en el OAI-PMH se definen una
serie verbos esta´ndar para realizar las comunicaciones y que contituyen el protocolo de
solicitudes y respuestas entre los agentes y repositorios. Es a partir de estos seis verbos
que es posible el intercambio informacio´n21 :
GetRecord : Recupera un registro de metadatos especı´fico del repositorio a partir
de su identificador de item y el formato de metadatos que se incluira´ en el mismo.
Identify : Recupera informacio´n sobre el repositorio. Alguno de los elementos retor-
nados incluyen el nombre del repositorio, la versio´n del protocolo de OAI-PMH que
soporta, URL y datos sobre su granularidad, entre otros.
21http://www.openarchives.org/OAI/2.0/openarchivesprotocol.htm#ProtocolMessages
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ListIdentifiers: Es una versio´n reducida de ListRecords que solo retorna los enca-
bezados de los registros. Entre sus para´metros se puede agregar filtros para se-
leccionar registros en un rango de fechas, con un tipo especı´fico de formato de
metadatos y el para´metro set le permite realizar bu´squedas bajo ciertos criterios de
pertenencia, entre otros.
ListMetadataFormats: Retorna los formatos de metadatos soportados por el reposi-
torio y se puede limitar la bu´squeda a un elemento especı´fico dentro del repositorio.
ListRecords: Retorna los registros del repositorio (harvesting) y permite restringir la
cosecha con criterios de pertenencia o rangos de fechas.
ListSets: Devuelve la estructura del repositorio. Por ejemplo, los cata´logos que con-
tiene, de modo que esta informacio´n se puede usar para cosechas selectivas.
Los flujos de control de las solicitudes realizadas en Ariadne son regulados mediante lis-
tas incompletas de 100 OA en cada consulta y se administra la secuenciacio´n mediante
tokens de reanudacio´n o resumptionTokens. Cada uno de estos tokens tiene la funcio´n
de hacer manejable el flujo de datos entre proveedores y clientes, ya que en repositorios
muy grandes la transferencia de miles de registros en una u´nica consulta culmina en so-
brecargas durante la transferencia.
Los tokens de reanudacio´n solo se incluyen cuando se deben manejar listas de elementos
incompletas, de modo que la concatenacio´n de todos los elementos retornados constitu-
ya la lista completa de recursos disponibles. Adema´s, su sintaxis no esta´ especificada por
el OAI-PMH, por lo sus para´metros son opcionales, pero se podrı´an encontrar elementos
como la fecha de vencimiento (o tiempo de vida del token), el taman˜o de la lista completa
disponible en el repositorio (cardinalidad) y el cursor, o nu´mero de elementos que fueron
retornados 22. Este mecanismo permite realizar consultas sobre un OA u´nico mediante
su identificador o sobre cata´logos especı´ficos, y recuperar los metadatos disponibles para
los OA que se encuentren dentro de este rango.
22 http://www.openarchives.org/OAI/openarchivesprotocol.html
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Una vez iniciadas las pruebas se hizo evidente que el volumen de metadatos retornados
durante la cosecha excedı´a la capacidad del equipo en el que se ejecuta el prototipo y
no se encontro´ un mecanismo esta´ndar para cuantificar el total de OA que serı´an recu-
perados desde el repositorio; ya que como se menciono´ anteriormente, la cardinalidad
del repositorio es un elemento opcional dentro del resumptionToken y sin este dato, no es
posible ni siquiera aproximar un tiempo de respuesta por parte del sistema sin mantener
una copia de los OA del repositorio, por lo que se procedio´ a buscar una alternativa me-
diante otro protocolo para reducir la cardinalidad de los conjuntos de OA obtenidos; en
este caso, se procedio´ a implementar una interface para el SQI.
5.3.2. Integracio´n de SQI
Figura 5.12: Diagrama de interaccio´n entre dos repositorios. Tomado de (Simon y cols.,
2005).
Como segundo mecanismo para la recuperacio´n de informacio´n, se implemento´ un
cliente para utilizar el servicio de SQI de Ariadne. El SQI fue planteado para las inter-
acciones entre los repositorios asociados a GLOBE y permite realizar bu´squedas sobre
los metadatos de los OA contenidos en el repositorio, retornando solo aquellos que cum-
plan la condicio´n dada mediante una consulta. De este modo, el primer filtro aplicado
sobre los OA se delega al repositorio en sı´, por lo que el volumen de OA se reduce sig-
nificativamente. La implementacio´n del servicio se resume en trece me´todos disponibles
mediante servicios web que describen las conexiones sincro´nicas y asincro´nicas con el
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ROA destino, e incluye un me´todo que retorna la cardinalidad de la respuesta dentro de
su especificacio´n (Simon y cols., 2005).
El lenguaje para consulta sobre los repositorios esta´ construı´do en capas y se denomina
PLQL, o ProLearn Query Language, y se utiliza como formato de intercambio de consul-
tas sobre el protocolo SQI. Esto se logra combinando la bu´squeda por patrones de texto
exactos o bien, mediante palabras clave.
Figura 5.13: Ejemplos de sintaxis de los distintos niveles de PLQL
La figura 5.13 muestra un ejemplo de la sintaxis utilizada en los distintos niveles de PLQL.
Segu´n la pa´gina referente a los lenguages de consulta de Ariadne23, el nivel 0 correspon-
de a la bu´squeda de palabras clave o te´rminos y ofrece el mismo tipo de consultas que
el VSQL. El nivel 1 se pueden especificar campos especı´ficos dentro de los metadatos
sobre los que se desean realizar las bu´squedas; mientras que en el nivel 2 se podrı´an
utilizar pare´ntesis sobre las rutas. En el caso particular del servicio web que brinda sopor-
te para los colaboradores de Ariadne para consumir servicios mediante SQI, el lenguaje
predeterminado esta´ definido para PLQLv1, sin embargo, se puede modificar la configu-
racio´n deseada para trabajar con otras capas de sintaxis.
Otra ventaja en la definicio´n del protocolo radica en que permite realizar bu´squedas
sincro´nicas y asincro´nicas utilizando cuentas ano´nimas y autenticadas. Para realizar las
pruebas con los OA se utilizo´ una cuenta ano´nima realizando consultas sincro´nicas; ya
23http://ariadne.cs.kuleuven.be/lomi/index.php/QueryLanguages stable
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que no todos los repositorios implementan la bu´squeda asincro´nica, la cua´l es uno de los
principios para realizar bu´squedas federadas y exceden los alcances de la investigacio´n.
En la pra´ctica, el protocolo ofrece un modelo simplificado de consultas sobre el ROA; sin
embargo, no todos los repositorios implementan la totalidad de los me´todos al publicar
el servicio. De modo que la potencia del protocolo se ve reducida por una subutilizacio´n
de las funcionalidades definidas. Un ejemplo identificado durante las pruebas fue el co-
mando para modificar la cardinalidad de las respuestas deseadas, el cua´l no se encuentra
implementado en el servicio web de Ariadne-Partners a Mayo del 2014. Al realizar consul-
tas especı´ficas sobre el repositorio, los conjuntos de respuesta vienen dados en bloques
de 12 OA y si se desea recuperar un conjunto mayor de metadatos, se debe recurrir a
un modelo de iteraciones sobre listas parciales muy similar al necesario para utilizar el
OAI-PMH; de modo que se recae en el problema de las copias parciales del repositorio;
con la ventaja de conocer la cardinalidad ma´xima que puede alcanzar la respuesta.
Para refinar las consultas utilizando SQI, se puede especificar el bloque exacto de me-
tadatos sobre el que se deben cumplir los criterios dados, o bien, se pueden especifi-
car bu´squedas abiertas que intenten encontrar coincidencias en cualquier parte de los
descriptores. Por esta razo´n, es importante conocer el estado de los metadatos que se
encuentran en el ROA, con el fin de determinar en cua´les casos resulta relevante espe-
cificar la ubicacio´n y cuales bloques contienen ma´s informacio´n para compararla con las
descripciones generadas en el perfil del curso.
5.3.3. Tendencias en la disponibilidad de metadatos
En el estudio empı´rico realizado por (Najjar, Ternier, y Duval, 2003) sobre 3.900 ins-
tancias de OA en ARIADNE, se expone que para esa fecha, solamente los descriptores
de granularidad (por ejemplo: leccio´n, capı´tulo, entre otros) eran utilizados en casi todas
las descripciones de los OA, principalmente porque eran un requisito obligatorio en las
versiones previas de la herramienta de autorı´a.
Otros elementos de descripcio´n como el contexto dida´ctico, el nivel de interactividad,
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densidad sema´ntica y nivel de dificultad existı´an en alrededor del 50 % de las instancias.
Adema´s, los OA con texto narrativo, ejercicios, hipertextos y presentaciones representa-
ban la mayorı´a de las formatos de documentos disponibles en el repositorio.
Segu´n el ana´lisis de metadatos disponible en la wiki de Globe 24 con fecha de su u´ltima
actualizacio´n al 17 de Febrero del 2010, sobre una muestra de 400.000 instancias de OA
extraı´das de LACLO, ARIADNE y EUN, ma´s del 95 % de los OA contenı´an los elementos
definidos en LOM como: General (Identifier, Title, Language), Technical (Location), Meta-
metadata (Identifier, Contributor, Contributor: date, rol, entity) y Rights (CopyrightAndOt-
herRestrictions, Description); mientras que ma´s del 60 % poseı´an dentro de su definicio´n
los bloques de General (Description, Keywords), Lifecycle (Contributor: date, entity), Edu-
cational (LearningResourceType), Rights (Cost) y Classification (Taxon, Purpose).
Estos datos revelan un incremento en la utilizacio´n de los descriptores especificados en
los OA en general con respecto a su utilizacio´n si lo comparamos con el estudio que le
precede; sin embargo, el detalle brindado en el sitio, no es suficiente para determinar la
calidad de los mismo y so´lo se puede asumir su existencia en el XML.
Posteriormente, en (Ochoa, Klerkx, Vandeputte, y Duval, 2011) se realizo´ otro estudio
sobre 630.317 instancias, que representan ma´s del 50 % de los recursos registrados en
el consorcio de GLOBE para ese momento y fueron obtenidos mediante harvesting con
OAI-PMH. El origen de los OA se dio´ a partir de la siguiente distribucio´n: ARIADNE Fun-
dation (374.857 instancias), LRE (169.736 instancias), LACLO (49.943 instancias), OER
(25.794 instancias), KOCK (7.183 instancias), LORNET (1.804 instancias) y OUJ (1.000
instancias).
En este documento se planteo´ la existencia de distintos orı´genes de datos para los re-
positorios, ası´ como de importantes diferencias en cuanto a la forma de administrar los
metadatos.
Una de las principales diferencias mencionadas radica en que a pesar de que muchos de
los repositorios incluyen recursos de otros ROA, existen casos como LRE, OER y LOR-
24http://ariadne.cs.kuleuven.be/globe-wiki/index.php/MetadataAnalysis
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NET que enriquecen los metadatos de los OA recuperados (de forma manual, automa´tica
o semiautoma´tica) para mantener el esta´ndar de sus repositorios; o bien, el caso de
LACLO, el cua´l mencionan que construye todos sus metadatos de forma automatizada
(Ochoa y cols., 2011).
En cuanto a la utilizacio´n de las distintas secciones definidas para un OA en LOM, los
autores realizan la aclaracio´n de que para el momento de la publicacio´n (2011) muchos
de los ROA no utilizan el esta´ndar en su ma´xima extensio´n, por lo que es posible encon-
trar bloques agregados dentro del nodo padre, lo cua´l se ve reflejado en el ana´lisis de
frecuencia de aparicio´n de cada uno de los metadatos que se presentan en el artı´culo.
Otro dato relevante es que segu´n su ana´lisis de frecuencia, ma´s del 90 % de la muestra de
datos incluı´an los metadatos asociados a General (Title, Identifier, Language), Technical
(Location) y Meta-metadata (Identifier), mientras que si se amplı´a el margen de toleran-
cia a ma´s del 60 % de las muestras, aparecen metadatos como General (Description),
Lifecycle (Contribute: Role, Entity), Educational (LearningResourceType), Meta-metadata
(Contribute : Role, Entity), Rights (CopyRight, Cost, Description, taxonPath) y Classifica-
tion (TaxonPath, Purpose).
En este estudio, los autores presentan una gra´fica en la que expone que solo entre el
40 % y 50 % de las muestras incluı´an algu´n tipo de informacio´n referente al contexto edu-
cativo, el tipo de usuario para el que fueron disen˜ados o su edad. De este bloque de
instancias con algu´n tipo de informacio´n educacional, el 40 % incluı´a el tipo de recurso,
el rol de usuario para el que fue disen˜ado, contexto y edad. Por otro lado,ma´s del 10 %
ofrecı´a datos sobre los niveles y tipos de interactividad e idiomas y menos del 10 % apor-
taba algu´n tipo de detalle sobre la dificultad, densidad y tiempo.
En cuanto a la disponibilidad de recursos por idiomas en particular; los repositorios han
atravesado por una serie de cambios donde los autores plantean la incorporacio´n de
nuevos colaboradores como causa de la diversificacio´n. Incluso mencionan el problema
existente con las nomenclaturas para especificar el idioma en los metadatos.
La definicio´n formal de LOM, establece que los idiomas deben ser dados siguiendo las
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normas del ISO 639:1988 con el subco´digo de paı´s definido en el ISO 3166-1:1997, y el
valor “none” so´lo es aceptado en algunas secciones (Draft Standard for Learning Object
Metadata, 2002); por lo que es posible encontrar “spa”, “es”, “es-CR”, ”es-ES”, entre otros
valores reconocidos para representar el idioma espan˜ol.
Estas diferencias se vuelven importantes al intentar recuperar la cardinalidad de una res-
puesta mediante SQI; ya que los valores obtenidos cuando se especifica la bu´squeda
para un metadata especı´fico, difieren significativamente de los obtenidos cuando no se
especifica donde buscar.
La figura 5.14 refleja estas diferencias en cuanto a la cardinalidad de respuestas. La
Figura 5.14: Elementos ma´s frecuentes al especificando la bu´squeda sobre los metadatos
de idioma utilizando el ISO 639-1 e ISO 639-2 como criterio de bu´squeda
gra´fica representa los 20 valores que aparecen con mayor frecuencia al lanzar consul-
tas mediante el protocolo SQI apuntando hacia las colecciones de ARIADNE Partners y
utilizando las definiciones brindadas por el ISO 639-1 e ISO 639-2 (correspondientes al
alpha2 y alpha 3 del del ISO 639:1988), ası´ como la cardinalidad de una consulta lanzada
utilizando esa misma etiqueta de idioma, si no se especifica el bloque de metadatos en el
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que se desea restringir la bu´squeda.
Los distintos valores de q representan las consultas sobre secciones especı´ficas del LOM
de modo que q1 representa una bu´squeda sobre lom.general.language, q2 esta´ asocia-
do a una bu´squeda sobre lom.educational.language y q3 al lom.metametadata.language.
Mientras que de q4 a q7, se representan los elementos que se encuentran en las intesec-
ciones de estos conjuntos y el q8 coincide con la aparicio´n de esa secuencia de texto en
cualquier parte de los metadatos como se muestra en la figura 5.15.
Figura 5.15: Diagrama de Venn con la representacio´n de las consultas realizadas median-
te SQI al repositorio.
Para Mayo del 2014, Ariadne reporta 830.297 instancias de OA en el Finder, sobre las
cuales se realizaron consultas para extraer los idiomas registrados. De las instancias con
el rubro lom.general.language en espan˜ol, se identificaron 3.645 OA con la etiqueta “es”
y 106.710 con la etiqueta “es-EC”. Para los otros grupos que contienen un descriptor de
idioma (Educational y Meta-metadata), solamente se encontraron recursos bajo la etique-
ta “es”.
Por otro lado, dentro de las muestras de datos recuperados se identificador OA etiqueta-
dos como objetos en espan˜ol, cuyas descripciones venı´an dadas en otros idiomas; por lo
que la aplicacio´n de una consulta especı´fica para OA etiquetados en espan˜ol, no es una
garantı´a de que la respuesta sera´ completamente confiable.
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5.3.4. Preseleccio´n de los OA
Para la preseleccio´n de los OA que se van a evaluar se tomaron en consideracio´n tres
premisas ba´sicas:
Los OA recuperados deben ser afines a las etiquetas extraı´das al construir el perfil
de las actividades del curso.
No es razonable intentar procesar todos los OA que responden a una etiqueta, por lo
que debemos intentar maximizar la afinidad de los OA desde la fase de preseleccio´n.
La aplicacio´n de un filtro de idioma explı´cito no garantiza que los OA retornados
realmente van a estar dados en dicho idioma y un mismo te´rmino puede existir en
mu´ltiples idiomas.
Para controlar las dimensiones de los conjuntos a evaluar, se definieron dos para´metros
para definir topes de la cardinalidad de los conjuntos de OA: el primero asociado a la
cantidad ma´xima de elementos que se van a recuperar por cada etiqueta, de modo que si
el conjunto de OA que se podrı´a recuperar excede este valor; se procederı´a a modificar la
consulta para ajustar las dimensiones del mismo y en u´ltima instancia, se truncarı´a el con-
junto de OA que satisfacen la etiqueta. Mientras que el segundo para´metro, esta´ asociado
a la cantidad ma´xima de OA que sera´n retornados como respuesta al final del proceso de
evaluacio´n y recomendacio´n.
Antes de realizar la recuperacio´n de los OA, se realiza una serie de consultas para iden-
tificar aquellas que podrı´an retornar algu´n resultado con respecto al perfil de la actividad,
con lo que se vuelve a aplicar una reduccio´n de las expresiones que lo representan. En
esta ocasio´n, los elementos no son descartados del perfil y solamente se remueven de la
lista de consultas. En caso de encontrar expresiones para las que se exceda la cantidad
de elementos ma´xima a recuperar, se procede a formar expresiones, utilizando la sinta-
xis de PLQL que se presento´ en la seccio´n 5.3.2, para buscar so´lo aquellos OA que se
encuentren en los puntos de interseccio´n de dos o ma´s expresiones.
CAPI´TULO 5. IMPLEMENTACIO´N Y RESULTADOS 90
Figura 5.16: Muestra de datos obtenida al realizar la bu´squeda sin el filtro por idioma para
la actividad 1.
La figura 5.16 muestra un fragmento de los metadatos de los OA recuperados al reali-
zar una bu´squeda de materiales para la primera actividad del DI de pruebas. En esta
bu´squeda no se aplico´ ningu´n tipo de filtro y solamente se recuperaron aquellos OA que
contienen los textos identificados como parte del perfil del curso. Como se puede apre-
ciar, la ausencia de un filtro de idioma ha ocasionado que los recursos recuperados se
encuentren en idiomas distintos al espan˜ol, a pesar de que los textos brindados como
para´metro respondı´an a este idioma.
Al final del proceso de preseleccio´n de OA, se descartan aquellos que este´n duplicados
ya que un mismo OA puede contener varias etiquetas dadas para un perfil y los elementos
restantes son los que se procederı´an a evaluar para generar la recomendacio´n.
5.4. Generacio´n de la recomendacio´n
En esta seccio´n se procedera´ a describir el proceso utilizado para generar el ranking
de los OA recuperados del repositorio y los resultados obtenidos de la aplicacio´n de los
algoritmos utilizados.
Para evaluar los OA y generar las recomendaciones se descompuso el problema de hi-
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bridacio´n en dos fases, la primera en un mecanismo de recomendacio´n en cascada a
partir de una recomendacio´n basada en contenidos y otra colaborativa; mientras que la
segunda esta´ centrada en un despliegue de informacio´n mixto para incorporar la reco-
mendacio´n por estilos de aprendizaje.
5.4.1. Hibridacio´n en cascada
El proceso de hibridacio´n en cascada consiste en utilizar la salida de un recomendador
como entrada del segundo(Burke, 2007). La hipo´tesis que se maneja para realizar esta
hibridacio´n, es que al trabajarse con contenidos textuales se puede aproximar la similitud
que mantienen los OA con respecto a la descripcio´n de la actividad y con la navegacio´n
del usuario, se puede mejorar dicha aproximacio´n para identificar elementos que fueron
excluı´dos durante la fase de construccio´n del perfil del curso.
5.4.1.1. Recomendacio´n basada en contenidos
Para construir este recomendador se marco´ como objetivo aprovechar el contenido
textual disponible en los metadatos de los recursos para definir una serie de atributos que
los describan.
Tomando como referencia la disponibilidad de contenidos en los metadatos definidos pa-
ra LOM que fueron descritos en la seccio´n 5.3.3, se eligieron como descriptores el tı´tulo
del OA y las descripciones brindadas por las secciones de General y Educational, sin
embargo no se descarta la posibilidad de ampliar las entradas de datos.
Para estimar el grado de afinidad entre los textos se utilizo´ primeramente la similitud
de cosenos; de modo que se construyeron los vectores descriptores de cada OA y se
realizo´ una comparacio´n utilizando esta medida con los tokens como para´metro de refe-
rencia.
Para establecer los tokens a conservar para cada OA, se procedio´ a aplicarles el mismo
proceso al que fueron sometidas las actividades de aprendizaje para extraer el conteo de
tokens; de modo que para cada uno de ellos solamente se recuperaron los tokens que
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sobrevivieron al proceso de poda y extraccio´n del palabras de parada que fue definido
para la construccio´n de los perfiles.
Una vez calculado el a´ngulo de la descripcio´n de cada OA, con respecto a la descripcio´n
de la actividad, se seleccionaron aquellos top-N ma´s cercanos y se procedio´ a realizar un
ana´lisis por frases, con el fin de refinar el ranking generado por esta primer clasificacio´n,
usando como N, un para´metro definido dentro de la base de datos para restringir la car-
dinalidad de la respuesta final esperada.
Figura 5.17: Diagrama de secuencia para recomendacio´n por contenidos
La figura 5.17 representa el proceso que se desencadena cuando se solicita calcular una
recomendacio´n para una actividad para la que ya han sido registrados descriptores a par-
tir del calculo del perfil de un DI particular.
A grandes rasgos, el proceso se puede resumir de la siguiente forma:
Recuperar el bloque del perfil: Consiste en buscar las palabras o frases que se ex-
trajeron para describir la actividad durante la construccio´n del perfil del curso. Estos
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textos son los que se utilizara´n para realizar las bu´squedas contra el repositorio.
Iniciar sesio´n: Para realizar cualquier tipo de consulta, ya sea sincro´nica o asincro´ni-
ca en un ROA con servicio de SQI se debe contar con identificador de sesio´n. Este
nu´mero es el que nos permite autenticarnos en el repositorio y es requerido para
cada consulta o comando que se desee ejecutar, adema´s, un mismo identificador
es va´lido para toda la sesio´n de trabajo que se ejecute.
Preseleccio´n de OA: Como se menciono´ en el capı´tulo de disen˜o, no se esta´ tra-
bajando con diccionarios de dominio especı´fico; de modo, que muchas de las fra-
ses que se conservan para un perfil pueden carecer de relevancia al realizar una
bu´squeda. Se incluyo´ una validacio´n a partir de una de los me´todos del SQI pa-
ra retornar la cardinalidad esperada al realizar una consulta y esta´ descrito en la
preseleccio´n de OA.
Extraer los descriptores y calcular similitudes: Una vez recuperados los OA de la
preseleccio´n, se procedio´ a descomponer el bloque de LOM-IEEE que lo conforma
para extraer los textos que aportan una descripcio´n textual del OA. Para esta ta-
rea se consumio´ una funcio´n del tds-oai para extraer los hijos de un documento en
formato LOM-IEEE y retornarlos en forma de lista de TCL; posteriormente se ex-
trajeron los elementos de intere´s para ser analizados. En este caso, se recupero´ el
tı´tulo de OA y las descripciones del bloque de General y Educational.
Para cada OA se realizo´ la extraccio´n de atributos para construir un vector que lo
describa y se comparo´ mediante el ca´lculo de similitud de cosenos contra el vector
que describe la actividad que esta´ en evaluacio´n.
Recuperar los elementos ma´s afines: Una vez finalizados los ca´lculos con la simili-
tud de cosenos se procede a seleccionar solo aquellos top-N elementos que ofrez-
can mayor similitud con la descripcio´n de la actividad y se construye un documento
para ser desplegado en pantalla a partir de las funciones del paquete xml-bus.
CAPI´TULO 5. IMPLEMENTACIO´N Y RESULTADOS 94
Despue´s de aplicar la similitud de cosenos sobre los metadatos de los OA, los que queda-
ron dentro del top-N venı´an dados en espan˜ol. Esto es relevante porque no fue indicado
explı´citamente en la consulta, pero el conjunto de palabras que describen a la actividad
traen implı´cito el idioma en su definicio´n; de modo que las descripciones de los OA ma´s
afines cumplira´n esta misma condicio´n y esto representa una importante diferencia en
cuanto a los resultados obtenidos por la preseleccio´n de OA sin ningu´n criterio de filtro.
Como parte de las dificultades te´cnicas identificadas para calcular la similitud, se en-
contro´ que algunos de los textos de las descripciones venı´an dados en formato URL
UTF-8, de modo que aparecen caracteres en hexadecimal que debı´an ser modificados
para ser asociados a las dimensiones apropiadas.
Adema´s, dentro de los recursos que retorno´ el ROA se encuentran elementos que satis-
facen un patro´n de texto, por ejemplo,“base” y “bases” nuevamente. De modo que los OA
que contengan uno u otro valor van a obtener distintas medidas de similitud que no sera´n
las ma´s aproximadas al modelo original. Esto se puede validar al encontrar similitudes de
coseno iguales a cero generadas para OA que se recuperaron bajo un criterio de texto
existente dentro del perfil. La figura 5.18 muestra un ejemplo de esta situacio´n en la que
OA que ya pasaron por un proceso de preseleccio´n caen a cero tras un ca´lculo de si-
militud de cosenos, de modo que se excluyen del top-N que va a pasar como entrada al
siguiente recomendador.
Figura 5.18: Muestra de resultados al calcular similitud de cosenos a los descriptores de
OA.
La primer recomendacio´n de tipo top-N para los OA usando la similitud de coseno como
referencia no es suficiente para decir que los recursos recuperados podrı´an ser de utilidad
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para una actividad de este DI. Siguiendo con el ejemplo de la actividad 1, en cuyo caso
la descripcio´n es:
”Presentacio´n de conceptos de datos e informacio´n.
Introduccio´n a Bases de datos.
Entrega y presentacio´n del programa del curso.
Presentacio´n.”
Se obtuvieron una serie de OA relacionados con el tema de bases de datos; sin embar-
go, las aproximaciones distan mucho de ser las ma´s certeras para la descripcio´n textual
brindada por el profesor para la actividad.
Figura 5.19: Top-10 OA sugeridos para la actividad 1 del DI.
5.4.1.2. Recomendacio´n colaborativa
La aplicacio´n del algoritmo de TF-IDF puede ser considerado como un algoritmo pro-
pio de entornos basados en contenidos (Adomavicius y Tuzhilin, 2005) o de entornos
colaborativos (Burke, 2007) segu´n la propuesta del autor.
El principio teo´rico detra´s de dicho algoritmo permitirı´a determinar cuales palabras son
ma´s significativas para un documento que para otro y estarı´a recibiendo como entrada el
resultado de la aplicacio´n del algoritmo de similitud de cosenos para priorizar los OA .
Para aplicar este algoritmo sobre los OA que fueron reorganizados mediante la aplicacio´n
de similitud de cosenos, se le dio´ prioridad dentro del subconjunto de elementos a aque-
llos que contaran con una sumatoria de valores mayor. Para esto se extrajo una u´nica
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aparicio´n de cada te´rmino contenido dentro del OA que fuera correspondiente a otro del
perfil; de modo, que so´lo se contabilizo´ una aparicio´n de cada te´rmino por OA.
Como mecanismo auxiliar se utilizo´ la medida de similarity y de Levenshtein de Post-
greSQL, ya que en la similitud de cosenos se encontro´ que se estaban ignorando di-
mensiones por detalles de escritura. La figura 5.20 muestra los primeros 15 elementos
Figura 5.20: Aplicacio´n de Hibridacio´n en cascada
obtenidos tras aplicar la hibridacio´n para la actividad 1. La columna de Sumatoria (TF-
IDF) muestra el valor total que se obtuvo para el OA tras sumarizar los valores de TF-IDF
de los tokens del perfil que contiene. Estos valores fueron generados para cada palabra
a partir de la coleccio´n total de actividades, de modo que un te´rmino que aparece sola-
mente en una actividad, tendra´ un valor mayor que otros que son compartidos por varias
actividades. La columna de coincidencias contiene la cantidad de te´rminos contenidos en
ese OA tras aplicar la comparacio´n con las herramientas de PostgreSQL.
La muestra de resultados reorganizada indico´ que los OA con mayor afinidad para la acti-
vidad 1 esta´n asociados al tema “Introduccio´n a las bases de datos” y “Conceptos ba´sicos
de bases de Datos Relacionales” ; sin embargo, si se aplica la similitud de cosenos con
un tolerancia a errores, los conjuntos de resultados pueden variar. Para probar las dife-
rencias de resultados en cuanto al orden de aplicacio´n de los algoritmos, las figuras 5.21
y 5.22 muestran los resultados tras dar prioridad en distinto orden a los mecanismos invo-
lucrados. La figura 5.21 muestra una priorizacio´n de la cantidad de coincidencias que se
hallaron con respecto al perfil de la actividad. En este caso, los OA ma´s afines au´n giran
en torno al tema de bases de datos seguidos por los que se asocian a los programas de
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Figura 5.21: Priorizacio´n de coincidencias
entre perfiles con ajuste de textos.
Figura 5.22: Priorizacio´n del TF-IDF
curso. En el caso de la figura 5.22 , la priorizacio´n se dio´ con respecto a los valores de
TF-IDF encontrados; en este caso, aquellos OA que contengan palabras u´nicas para la
actividad van a quedar mejor posicionados dentro del ranking. Por este motivo, los OA
relacionados con los programas de curso consiguieron mejores posiciones con respecto
a los que podrı´an ser ma´s afines a otros contenidos de la actividad.
Las variaciones en los resultados obtenidos muestran que au´n es necesario un ajuste
que permita refinar los procesos de recomendacio´n; principalmente si se toma en cuenta
que la muestra de datos utilizada pertenece a un u´nico dominio en particular.
5.4.2. Hibridacio´n mixta
El proceso de hibridacio´n mixta consisten en brindar al usuario una recomendacio´n
con los resultados por separado de dos sistemas recomendadores (Burke, 2007).
La representacio´n de esta hibridacio´n se dara´ a partir del despliegue de la hibridacio´n
en cascada en conjunto con el despliegue de resultados de la clasificacio´n por estilos de
aprendizaje.
5.4.2.1. Clasificacio´n por estilos de aprendizaje
Para la recomendacio´n por estilos de aprendizaje se construyo´ un clasificador a partir
de los principales tipos de recursos encontrados en el repositorio.
Como herramienta para adquirir el conjunto de entrenamiento inicial, se utilizo´ una en-
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cuesta enfocada hacia profesionales con conocimientos en el a´rea de estilos de apren-
dizaje; donde se presento´ una serie de tipos de recursos y se le solicito´ al experto en la
materia clasificarlos de acuerdo al posible aprovechamiento de cada uno de ellos con res-
pecto a los distintos estilos de aprendizaje. Esta herramienta consto´ de cinco preguntas,
donde se presento´ cada una de las dicotomı´as de Felder y Silverman, sin embargo tras
la apertura de la encuenta so´lo se conto´ con la colaboracio´n de un experto en la materia
para facilitar los datos solicitados.
Seguidamente se procedio´ a extraer la informacio´n recopilada en limesurvey en formato
CSV para cargarlo sobre WEKA y realizar un ana´lisis de los resultados obtenidos.
Producto de estos datos recopilados, se generaron registros que fueron destinados a
Figura 5.23: Gra´fica de utilidad de los recursos generado con WEKA.
construir el modelo de entrenamiento para el recomendador a partir de 22 categorı´as de
documentos separados cada una en las 5 dicotomı´as.
La figura 5.23 esta´ dividida en dos secciones; la primera corresponde a la utilidad general
que le fue dada a cada categorı´a de documento; mientras que la segunda parte mues-
tra un resumen de la utilidad total que se encontro´ en las categorı´as por cada estilo de
aprendizaje. La clase representada por los colores corresponde a tres posibles valores
de utilidad, que en este caso serı´an: bajo (azul), medio (rojo) y alto (cyan).
Estos datos se utilizaron para generar un modelo de entrenamiento que se aplico´ poste-
riormente a los OA recuperados por el agente, donde inicialmente se considero´ la posibili-
dad de utilizar un a´rbol de decisio´n J48 para realizar la clasificacio´n de los recursos. Esta
CAPI´TULO 5. IMPLEMENTACIO´N Y RESULTADOS 99
primer prueba retorno´ una tasa de aciertos muy baja (alrededor del 54% en el mejor de
los casos), por lo que se procedio´ a analizar otros posibles clasificadores que obtuvieran
mejores rendimientos.
Para seleccionar el clasificador se analizaron los resultados de aplicar distintos clasifi-
cadores sobre el conjunto de entrenamiento disponible y se seleccionaron aquellos con
mejores rendimientos para proceder a probarlos con un subconjunto de datos de prueba.
La figura 5.24 muestra los resultados obtenidos mediante la aplicacio´n de clasificadores
Figura 5.24: Tabla de rendimiento de los clasificadores
de tipo bayesiano, basados en reglas y mediante a´rboles de decisio´n. Los datos pre-
sentados corresponden a aquellos algoritmos cuya tasa de aciertos supero´ el 50% y se
incluyeron otras mediciones correspondientes a los ma´rgenes de error que fueron previa-
mente mencionadas en el capı´tulo de disen˜o. Adema´s, sobre ellos se aplico´ un para´metro
que indica que se debe utilizar el mismo conjunto que lo genero´ como conjunto de entre-
namiento; ası´ que los resultados obtenidos son los asociados al mejor caso posible.
A partir de esta tabla podemos extraer que los mejores exponentes dentro de esta lista
de clasificadores tomando solamente en cuenta el porcentaje de aciertos esta´n dados
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por los clasificadores bayesianos AODEsr25, HNB26 y WAODE27 , por los a´rboles ID328,
RandomForest y RamdomTree y los clasificadores basados en reglas PRISM y Nnge29.
Por las caracterı´sticas del conjunto de datos que vamos a evaluar en los OA no se tiene
previsto la incorporacio´n de inco´gnitas ajenas al conjunto de entrenamiento, ni se consi-
dera necesario un ajuste exhaustivo de las ramas del clasificador. Tomando en cuenta las
me´tricas con ma´rgenes de error ma´s bajos y que los algoritmos de clasificacio´n basados
en reglas se generan a partir de a´rboles de decisio´n, se eligio´ ID3 para construir el mode-
lo de clasificacio´n final. Este algoritmo siempre cubre el 100% de los casos identificados
en el conjunto de entrenamiento con e´xito, y adema´s sirvio´ de base para otros algoritmos
como el J48 y PRISM.
5.4.3. Recomendacio´n por Competencias
En cuanto a la recomendacio´n por competencias se intento´ aplicar la misma metodo-
logı´a utilizada para el ana´lisis de los contenidos del DI; sin embargo se llego´ a un agujero
entre lo que la teorı´a reconoce como correcto y las posibilidades de aplicarlo a nivel pra´cti-
co al intentar reflejar un objetivo en te´rminos de contenidos.
A grandes rasgos, la definicio´n de una competencia o habilidad esta´ asociada a los obje-
tivos que deberı´a alcanzar un estudiante al realizar una actividad o al finalizar sus progra-
mas de estudios; pero la informacio´n disponible dentro de la definicio´n de los metadatos
a nivel educativo es escasa y no fue posible identificar un patro´n o solucio´n para traducir
un esquema basado en objetivos a otro basado en contenidos utilizando LOM.
En (Baldiris, Santos, Boticario, y Fabregat, 2008; Baldiris, Santos, Barrera, y cols., 2008)
se modelan los conocimientos por objetivos a partir de la taxonomı´a de Bloom utilizando
25AODEsr, Acro´nimo de Average One-Dependence Estimator Subsumption Resolution
26HNB, Acro´nimo de Hidden Naı¨ve Bayes
27WAODE, Acro´nimo de Weightily Average One Dependence Estimator
28ID3, Acro´nimo de Iterative Dichotomiser 3
29Nnge, Acro´nimo de Nearest Neighbour using non-nested generalized exemplars
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IMS-LIP30 e IMS-RCDEO31, pero para cada recurso utilizado en la adaptacio´n se mode-
laron manualmente los niveles de conocimiento esperados y el estilo de aprendizaje; de
modo que este enfoque no se podrı´a aplicar dina´micamente en el modelo de recomenda-
cio´n esperado.
La definicio´n del IMS-RCDEO provee referencias a las descripciones de las competencias
para ser intercambiadas entre diversos sistemas como los LMS y permite su extensio´n a
partir de la incorporacio´n de modelos en XML. Adema´s, incluye documentacio´n especı´fica
segmentada en distintos manuales donde se incluyen rubros para describir la accesibili-
dad, guı´as para la interoperabilidad entre herramientas y reutilizacio´n de competencias,
entre otras.
En las guı´as de informacio´n del modelo, se mencionan cinco elementos que lo constitu-
yen:
Identifier: Es un identificador u´nico que sigue la misma estructura de LOM (Catalo-
gue, Entry) para referenciar las competencias en cualquier sistema.
Title: Es un texto entendible por humanos para etiquetar la competencia y puede
venir en varios idiomas.
Description: Es un texto opcional entendible por humanos que describe la compe-
tencia y puede venir en varios idiomas.
Definition: Es una estructura opcional que brinda una descripcio´n ma´s completa de
la competencia u objetivo y suele estar asociada a modelos que describen como
esta´ estructurada la competencia o co´mo se definio´ su estructura. Puede incluir
elementos como habilidades, estandares e indicadores descritos a trave´s de una
serie de subelementos que lo conforman.
30IMS-LIP, Acro´nimo de IMS Learner Information Package . Disponible en
http://www.imsglobal.org/profiles/
31RCDEO, Acro´nimo de IMS Reusable Definition of Competency or Educational Objective . Disponible en
http://www.imsglobal.org/competencies/
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Meta-metadata: Es un registro opcional que se sugiere que debe seguir las normas
de la seccio´n meta-metadata de IEEE-LOM.
A nivel teo´rico estos elementos permitirı´an realizar una bu´squeda estructurada de re-
cursos y catalogarlos apropiadamente de acuerdo a un modelo de competencias. Sin
embargo para lograr esto, los metadatos de los OA deben estar dados de acuerdo a la
especificacio´n del modelo que se esta´ analizando y como se presento´ en la seccio´n 5.3.3,
los metadatos de los OA no esta´n disponibles en todos los casos.
Por otro lado, la construccio´n de los identificadores esta´ sujeta a un modelo de compe-
tencias definido para el sistema y para el momento de entrega de esta investigacio´n, el
TEC no posee un esquema de competencias oficial aprobado por la institucio´n, de modo
que cualquier propuesta que se pueda presentar serı´a realizada sin un modelo apropiado
para el contexto.
5.5. Interfaz gra´fica de usuario
El disen˜o de interfaces de usuario accesibles y eficaces ha tomado fuerza en los u´lti-
mos an˜os; de modo que ya no solo se busca generar recomendaciones; sino que el
despliegue de la informacio´n sea u´til para quien la reciba.
El TEC Digital cuenta con un equipo de profesionales encargados de velar por esta mi-
sio´n, y se encargan tanto de los proceso de disen˜o, como los de validacio´n una vez que
ha sido puesto a prueba una implementacio´n.
La interfaz de usuario sugerida por el equipo de comunicacio´n visual, busca conservar la
armonı´a con los disen˜os de las interfaces previamente disen˜adas para el MoGA y el DI,
como se puede apreciar en la imagen 5.25; que corresponde a la pantalla de inicio para
el usuario de la aplicacio´n.
En esta pantalla se podra´ apreciar un menu´ lateral donde el usuario podra´ seleccionar la
actividad dentro del DI para la cua´l desear realizar la bu´squeda de recursos de aprendi-
zaje en el repositorio de su seleccio´n. Actualmente, so´lo se esta´ realizando la conexio´n
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con el servicio publicado para Ariadne-Partners.
Figura 5.25: Vista del menu´ para seleccionar actividades
Posteriormente, se le ofrecera´ al usuario final una serie de OA ordenados de acuerdo a
la afinidad que tiene con la actividad seleccionada. Esta pantalla incluye elementos de
navegacio´n y esta´ pensada para que las preferencias del usuario final se almacenen me-
diante un click sobre el OA en pantalla.
Los detalles de un OA estara´n disponibles mediante un click sobre la lista que se desplie-
ga en la pantalla de inicio y sera´ posible visualizar algunos de los metadatos relevantes
disponibles a trave´s de la descripcio´n dada en LOM. En el detalle se incluira´ el vı´nculo
de descarga para el OA, de modo que si un usuario desea, puede ir directamente al URL
origen del recurso y evaluarlo por sı´ mismo, ma´s alla´ de la informacio´n disponible en la
descripcio´n.
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Figura 5.26: Vista previa de OA que se le ofrecera´n al usuario final
6 Conclusiones
Este capı´tulo de conclusiones presenta los principales hallazgos identificados a lo lar-
go del proceso de investigacio´n y validacio´n de la propuesta.
A modo general, la propuesta de un proceso de automatizacio´n para la recomendacio´n
de OA a partir de los documentos del DI y la teorı´a de estilos de aprendizaje es viable. Sin
embargo, falta madurar los procesos de disen˜o y representacio´n de los meta-elementos
que son necesarios para llevar a cabo esta tarea.
Segu´n las descripciones brindadas en (Adomavicius y Tuzhilin, 2005; Burke, 2007), nues-
tro sistema recomendador se ubica en la categorı´a de hı´brido por el uso de caracterı´sticas
de los sistemas colaborativos (aplicacio´n de la similitud de cosenos), demogra´ficos (deli-
mitacio´n de vecindarios de acuerdo a las caracterı´sticas del curso) y de los basados en
contenidos (aplicacio´n del TF-IDF) para generar la recomendacio´n en cascada y median-
te representaciones mixtas.
Al generar el modelo para los estilos de aprendizaje se encontro´ una serie de elementos
sin me´tricas nume´ricas definidas dentro de la documentacio´n analizada. Estos elementos
describen caracterı´sticas que son relevantes para la toma de decisiones con respecto a
cua´les recursos seleccionar y su interpretacio´n es un reto para los sistemas recomenda-
dores.
Por otro lado, el esquema utilizado para modelar la gestio´n de atributos del MoGA actual-
mente esta´ enfocado en la trazabilidad de las evidencias de aprendizaje del estudiante a
trave´s de la utilizacio´n de recursos. La informacio´n que puede aportar un esquema basa-
do en evidencias serı´a mejor aprovechada en sistemas enfocados en modelos de usuario
(o User Model) ya que la informacio´n con que se alimenta y su evolucio´n depende de los
progresos que tengan los estudiantes.
La aplicacio´n de te´cnicas de clustering y distintas medidas de similitud sobre los meta-
datos permite realizar aproximaciones de recomendacio´n sobre recursos disponibles en
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los ROA; sin embargo, es necesario mejorar la calidad de la informacio´n contenida en los
metadatos si se desea establecer un modelo efectivo de evaluacio´n y catalogacio´n.
La disponibilidad de textos sin calidad en cuanto a la redaccio´n, contexto, nivel educativo
esperado, entre otros; dificulta las tareas de preprocesamiento y validacio´n de las hipo´te-
sis que se pueden plantear a partir de ellos.
La validacio´n del proceso para generar recomendaciones a partir de informacio´n incom-
pleta requiere de la incorporacio´n de personal especializado en procesos de ensen˜anza
y aprendizaje. De este modo, se podrı´a aprovechar su conocimiento para validar los re-
sultados y colaborar con el disen˜o de las adaptaciones del algoritmo de recomendacio´n
para contrarrestar los efectos de los datos faltantes.
La especificacio´n de LOM-IEEE esta´ pensada para compartir recursos educativos pero
presenta importantes deficiencias si se desea modelar las caracterı´sticas de los procesos
educativos que se aplican en la actualidad. Estas caracterı´sticas se podrı´an representar
si se agrega una dimensio´n sema´ntica a la especificacio´n o bien, como se sugiere en
(Baldiris, Santos, Boticario, y Fabregat, 2008), utilizando otra especificacio´n como el IMS-
RCDEO para representar los modelos de atributos y los objetivos de aprendizaje.
Hallazgos derivados del ana´lisis del contexto
Despue´s de analizar la documentacio´n relacionada tanto con los recursos de apren-
dizaje como con los sistemas recomendadores y sus aplicaciones en los entornos edu-
cativos, se encontro´ una serie de aspectos que au´n se encuentran sin resolver y que
representan una oportunidad de mejora.
La aplicacio´n de me´tricas nume´ricas a caracterı´sticas psicolo´gicas humanas esta´ sujeta
a la interpretacio´n de quie´n desarrolla la me´trica y a la capacidad de validacio´n de los
instrumentos utilizados al realizar la medicio´n.
Los me´todos de investigacio´n cualitativa asociados a los procesos psicolo´gicos requieren
de modelos difusos para su utilizacio´n dentro de los paradigmas computacionales. Por
esta razo´n es necesario difuminar los ma´rgenes que establecen los puntos exactos de in-
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flexio´n para una categorı´a con respecto a otra y esto solo se puede establecer mediante
el trabajo con equipos multidisciplinarios que apoyen y fundamenten los cambios sobre
los modelos construı´dos desde sus distintas perspectivas.
Con el proceso de preseleccio´n y reduccio´n de los conjuntos de OA candidatos, se iden-
tifico´ la duplicidad de registros como una deficiencia de coleccio´n particular con la que
se esta´ trabajando. Estos OA duplicados generan registros adicionales que deben ser
evaluados y se podrı´an mejorar los rendimientos de la aplicacio´n y posiblemente del re-
positorio, si se realizaran mantenimientos perio´dicos para eliminar o agrupar estos OA
que comparten ubicacio´n y descripciones.
El tiempo de respuesta requerido para evaluar los metadatos de un OA aumenta en fun-
cio´n del taman˜o de las descripciones que contiene y la longitud de dicha descripcio´n no
es un indicador relevante para determinar la afinidad de un recurso con respecto a una
actividad.
Al analizar la informacio´n asociada a la disponibilidad de los metadatos se evidencio´ que
a pesar de los esfuerzos por mejorar su calidad, los elementos con mayor soporte desde
el 2003 son los identificadores, la ubicacio´n del recurso y el idioma. Esta informacio´n es
suficiente para diferenciar los OA, pero no para realizar una recomendacio´n de recursos
para las actividades de un curso.
Se identifico´ que para realizar una recomendacio´n de OA es necesario enfocarse en
metadatos que describen aspectos acade´micos y de contenido, lo que implica utilizar me-
tadatos con menor soporte en el repositorio pero que aportan un valor agregado a las
descripciones de los recursos.
En cuanto al protocolo de consultas SQI, se encontraron diferencias importantes asocia-
das a la cardinalidad de una respuesta obtenida al especificar la bu´squeda para un meta-
dato especı´fico y cuando no se especifica donde buscar. Esto toma importancia cuando
se desea aplicar filtros a los OA, por ejemplo, el idioma que puede venir dado en mu´ltiples
formatos y estar en distintas secciones de la especificacio´n en LOM.
El proceso de etiquetado manual en los contenidos de los metadatos produce erro´res en
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las descripciones que van desde elementos ortogra´ficos hasta la total ausencia de des-
criptores y este tipo de problemas debe ser enfrentado por cualquier recomendador que
se desee disen˜ar para el trabajo con OA, del mismo modo que la duplicidad de registros
dentro de los repositorios afecta el procesamiento y las recomendaciones generadas.
Hallazgos sobre la propuesta de solucio´n
De las principales contribuciones en la construccio´n de la propuesta de solucio´n a los
problemas planteados se han obtenido en las siguientes conclusiones :
El proceso de reduccio´n de los Ngramas mediante “stripping” no es suficiente para formar
frases coherentes y relevantes dentro del idioma espan˜ol, del mismo modo que la apli-
cacio´n de algoritmos como el TF-IDF o similitudes de coseno de forma independiente no
son indicadores reales de la relevancia pra´ctica de los te´rminos para un tema en particu-
lar.
Adema´s, las ambigu¨edades sema´nticas y sinta´cticas del espan˜ol dificultan la construc-
cio´n de un analizador de expresiones que tome en consideracio´n los tiempos verbales,
sujetos, signos de puntuacio´n y errores ortogra´ficos, entre otras propiedades del idioma
que requieren de la implementacio´n de mecanismos de desambiguacio´n estructural del
idioma.
La aplicacio´n de mecanismos de desambiguacio´n estructural propios de los sistemas de
procesamiento de lenguaje natural, representan por sı´ solos un proyecto de investigacio´n
y desarrollo complejo, pero su aplicacio´n para identificar grupos nominales puede mejorar
la calidad de los descriptores utilizados para construir el perfil de curso.
Por otro lado, cualquier herramienta que desee realizar un ana´lisis de los contenidos de
los metadatos debe contemplar al menos:
Soporte para mu´ltiples idiomas: O bien, definir estrategia para filtrar OA de acuerdo
al idioma real que contienen.
Soporte para esta´ndares te´cnicos especı´ficos: Puesto que las descripciones pue-
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den venir codificadas en formatos especı´ficos que introducen ruido a los textos, por
ejemplo las codificaciones para URL en UTF8.
Tolerancia a errores de redaccio´n: Debido a que muchos de los contenidos de los
metadatos son introducidos manualmente por usuarios del repositorio.
Tolerancia a fallos en el etiquetado de los metadatos: Puesto que muchos de los
OA no cumplen con la especificacio´n de LOM completa, de modo que se pueden
combinar etiquetas sobre el campo padre de la estructura; o bien, no existir del todo.
Hallazgos sobre disponibilidad de recursos
Las especificaciones de las interfases establecidas para comunicaciones entre los re-
positorios ofrecen modelos robustos, que permiten personalizar y mejorar la calidad de
las respuestas esperadas ante una consulta. Estas consultas pueden ser realizadas en
distintos modelos de sintaxis; sin embargo su utilidad real esta´ limitada por la implemen-
tacio´n de los me´todos disponibles para el repositorio que se esta´ referenciando.
A partir de las pruebas realizadas con el SQI para recuperar metadatos desde distintos
ROA, se encontro´ que los me´todos relacionados con la cardinalidad de las respuestas
no esta´n disponibles en todos los repositorios. Esto representa una dificultad te´cnica al
realizar bu´squedas de recursos fuera de las interfases de navegacio´n web que ofrecen
los ROA y complica la tarea de recuperar informacio´n.
Se encontro´ que el acceso mediante servicios web produce una latencia en el tiempo de
respuesta que podrı´a mejorarse si los algoritmos estuvieran directamente integrados al
repositorio o bien, si las implementaciones del SQI y OAI-PMH estuvieran completas para
reducir la cantidad de consultas necesarias para obtener una respuesta.
En la descripcio´n general de IEEE-LOM no se incluyen rubros para identificar el mecanis-
mo de encapsulacio´n de los recursos digitales; de modo que las lecciones con objetivos
de aprendizaje definidos y otros elementos de caracter educativo quedan reducidos a los
detalles que aporte quie´n redacte los metadatos del OA. Adema´s, dentro de los OA recu-
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perados para las pruebas no se encontro´ ninguno que incluya descripciones asociadas a
los esta´ndares te´cnicos de su encapsulacio´n.
Ante la cantidad de metadatos obtenidos mediante el OAI-PMH y SQI se hizo evidente
que el volumen de informacio´n recuperada durante la cosecha excede la capacidad del
equipo en el que se ejecuta el prototipo. Adema´s, se determino´ que se pueden conseguir
resultados equivalentes mediante la aplicacio´n de ambos mecanismos, ya que el OAI-
PMH se puede configurar con comandos de cosecha selectiva para comportarse como lo
harı´a una consulta con SQI; con la diferencia de no ser posible determinar la cardinalidad
de la respuesta a obtener.
Al ejecutar el prototipo con el DI de pruebas se identificaron 1108 posibles asociacio-
nes hacia 701 recursos distintos que podrı´an ser u´tiles de acuerdo a los para´metros de
la bu´squeda definidos. Al evaluar estos recursos, se identificaron 335 elementos corres-
pondientes a lecturas (archivos en formato .doc, .pdf y .html), 89 fueron presentaciones
(archivos en formato .ppt y .pptx) y so´lo 22 recursos de ima´genes (archivos en formato
.jpg y .tiff), de modo que al menos para la muestra obtenida, se ha mantenido vigente
el patro´n de disponibilidad de recursos desde el 2003, donde la mayorı´a de los recursos
compartidos corresponden a elementos textuales y presentaciones.
6.1. Resumen del cumplimiento de los objetivos
Al realizar el estudio del estado del arte de los sistemas recomendadores en el a´mbi-
to educativo, se encontro´ que su aplicacio´n es relativamente reciente y que existen
muchas oportunidades para aprovechar sus caracterı´sticas en distintos procesos de
las plataformas de gestio´n del aprendizaje.
La implementacio´n de una herramienta que analice los descriptores de los OA es
viable y permite trabajar con los contenidos disponibles; sin embargo, la calidad de
los textos contenidos es un factor crı´tico para cualquier tarea que se desee realizar
con ellos.
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El disen˜o instruccional aporta informacio´n relevante que permite aproximar una re-
comendacio´n de recursos; sin embargo, su utilidad esta´ limitada por la calidad de
las descripciones de la leccio´n brindadas por el docente. Las descripciones deben
ser claras y con suficiente contenido para limitar los contextos en los que se bus-
cara´n los recursos, adema´s, utilizar descripciones muy densas no garantiza que se
encontrara´n recursos apropiados.
Encontrar los recursos que ayuden a fomentar las competencias de aprendizaje
a partir de una descripcio´n de contenidos no es viable en este momento. Existen
elementos que au´n no han sido definidos para realizar el mapeo con respecto a
LOM y los ROA. Adema´s, actualmente el TEC no cuenta con un modelo de atributos
oficial para trabajarlos y los mecanismos que han implementados otras entidades se
basan en cata´logos, ma´s que en bu´squedas de contenidos dina´micos.
6.2. Resumen de la contribucio´n al estado del arte
A continuacio´n se citan de manera puntual los aportes realizados a partir de este tra-
bajo de investigacio´n, partiendo de la hipo´tesis inicial, en la cua´l se propone una solucio´n
para el problema de filtrar y seleccionar un banco de recursos de forma automa´tica a par-
tir de los documentos de disen˜o instruccional de un curso, los estilos de aprendizaje y los
modelos de competencias con la aplicacio´n de te´cnicas de minerı´a de datos.
Se demostro´ que la construccio´n de perfiles para un sistema recomendador a partir
de contenidos dados en prosa implica la integracio´n de procesos asociados al pro-
cesamiento de lenguaje natural que requieren de procesos complejos y costosos a
nivel computacional, pero permiten acotar las frases y transformarlas en estructuras
manipulables dentro de un sistema de recomendacio´n.
Se demostro´ que es posible generar recomendaciones para construir un banco de
recursos para un curso a partir de los documentos de disen˜o instruccional de un
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curso y los estilos de aprendizaje mediante la aplicacio´n de te´cnicas de minerı´a de
datos. En este caso se valido´ mediante la utilizacio´n de medidas de similitud como
lo son la similitud coseno, el TF-IDF y el ana´lisis de clu´sters para reconocer las
relaciones entre variables.
Se ofrecio´ evidencia puntual de la necesidad de integrar expertos en el a´rea de
ensen˜anza-aprendizaje durante el proceso de disen˜o de los esta´ndares de inter-
cambio de recursos digitales educativos, debido a que el modelo actual no toma en
consideracio´n los requerimientos de los modelos educativos vigentes.
Se ofrecio´ una aproximacio´n para la correccio´n ortogra´fica en espan˜ol sin integrar
un NLP para reducir las dimensiones de los vectores que representan los perfiles
de un curso y sus actividades, de propo´sito general y sin requerir de un diccionario
de dominio especı´fico.
Se identifico´ una serie de mejoras importantes que se pueden aplicar al modelo con
el fin de refinar los procesos de recomendacio´n de un banco de recursos que no
esta´ sujeto a un dominio particular.
6.3. Trabajos futuros
A partir de la investigacio´n realizada se identificaron nuevas lı´neas de trabajo que
ofrecen nichos sin explorar, o bien, que ofrecen oportunidades de mejorar en las diversas
a´reas de conocimiento involucradas en este proceso.
En cuanto a las mejoras a la propuesta, se identificaron los siguientes elementos:
Proceso de extraccio´n de descriptores: Mediante la integracio´n de herramientas
especializadas en distintas fases del procesamiento de lenguaje natural como me-
canismo de mejora para el prototipo. En esta tesis no se considero´ el procesamiento
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de lenguaje natural dentro de los alcances de la aplicacio´n, sin embargo, se identi-
ficaron tareas especı´ficas que deben ser enlazadas en este tipo de sistemas para
facilitar las tareas de recomendacio´n.
Por ejemplo, incorporar un diccionario de correcio´n ortogra´fica y un diccionario del
tipo thesaurus, con el fin de mejorar la calidad de los textos actualizados de forma
automa´tica; o bien, identificar el idioma de los textos retornados para los casos don-
de el etiquetado de los metadatos es deficiente.
Durante la fase de investigacio´n se encontraron servicios web gratuitos con limitan-
tes sobre la cantidad de consultas por hora, o bien servicios de pago para detectar
el idioma de las cadenas de caracteres. Tambie´n se encontro´ una librerı´a “Open-
source” en java para esta misma funcionalidad, pero trabaja a partir de archivos de
texto; por lo que su eventual adaptacio´n hacia cadenas de caracteres podrı´a ser
aprovechada por el recomendador y mejorar los filtros sobre los OA u´tiles.
La incorporacio´n de un POSTagger para el idioma espan˜ol como parte del prepro-
cesamiento mejorarı´a de forma signicativa la calidad y el tiempo de respuesta de
las bu´squedas, ya que se podrı´an extraer u´nicamente las entidades formales dentro
de los criterios de bu´squeda y se darı´a un paso hacia la construccio´n de un modelo
sema´ntico a partir de texto sencillos.
Otra posible a´rea de intere´s que se abre con esta investigacio´n es la aplicacio´n de
mecanismos de desambiguacio´n estructural en el ana´lisis de contenidos, tanto de
las descripciones de los cursos como en los contenidos de los OA.
Disen˜o de algoritmos aplicados: En el a´rea de disen˜o de algoritmos siempre hay
oportunidades de mejora. En esta lı´nea en particular queda mucho por hacer para
mejorar la aproximacio´n de los recursos sugeridos y los tiempos de respuesta.
La aplicacio´n del modelo sugerido en el prototipo demostro´ que es posible generar
las recomendaciones para el banco de datos; pero es necesario mejorar la defini-
cio´n y la precisio´n de las funciones utilizadas para generar la utilidad esperada de
un recurso.
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Adema´s, es necesario generar un estudio formal de las diferencias al aplicar la pro-
puesta comparada con otros algoritmos de recomendacio´n que se puedan ajustar a
modelos vectoriales.
Ana´lisis del esquema de etiquetado automa´tico de LACLO: Durante la revisio´n
de materiales se encontro´ una mencio´n a con respecto a un modelo de etiquetado
automatizado en el repositorio LACLO, pero no fue posible encontrar referencias
puntuales sobre su implementacio´n.
El ana´lisis del modelo utilizado para generar metadatos de forma automa´tica pue-
de contribuir a mejorar el proceso de desambiguacio´n de metadatos y con esto, a
mejorar la precisio´n de las recomendaciones.
Adaptacio´n para soporte a ontologı´as: Durante las fases de revisio´n de mate-
riales y trabajos de distintas fuentes se encontraron mu´ltiples modelos basados en
ontologı´as que permitirı´an ampliar las capacidades de expansio´n y adaptacio´n del
sistema.
Redaccio´n de artı´culo para difusio´n de resultados: Se escribira´ al menos una
publicacio´n para difundir el conocimiento generado en esta investigacio´n.
6.4. Futuras investigaciones
Aparte de las mejoras que se pueden aplicar al modelo propuesto, se identificaron
otras a´reas de intere´s para investigaciones futuras que podrı´an aportar conocimientos
nuevos o oportunidades de mejoras en a´reas relacionadas.
Estructuracio´n de procesos de mantenimiento de los ROA
Para los alcances de esta investigacio´n no se analizaron los procesos internos de los
repositorios, pero sı´ fue posible identificar duplicados y errores de etiquetado dentro de
los recursos retornados. Adema´s, en las fases iniciales de la investigacio´n, las pruebas
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con ARIADNE-MEMBERS fueron canceladas debido a labores de mantenimiento sobre
esa coleccio´n. Especı´ficamente, las modificaciones sobre la estructura de metadatos de
LOM en los recursos a retornar.
A nivel de disen˜o de procesos, se identificaron deficiencias en cuanto a la calidad de los
metadatos que describen los OA y su disponibilidad, por lo que es necesario establecer
un protocolo de mantenimientos o redisen˜o de los procesos de etiquetado que ayude a
reducir las duplicidades y los agujeros de meta-informacio´n.
Las mejoras en la calidad de los metadatos permitirı´an un intercambio ma´s fluı´do de
informacio´n y simplificarı´an los procesos de identificacio´n y clasificacio´n de recursos rele-
vantes que serı´a aprovechado tanto por usuarios como por quienes esta´n a cargo de los
ROA.
Estudios sobre la aplicacio´n y utilidad real de los protocolos de inter-
cambio de informacio´n
A pesar de existir la definicio´n de protocolos para el intercambio de informacio´n entre
los repositorios, no fue posible utilizar todas las funciones en los ROA de prueba y no se
encontro´ informacio´n actualizada sobre la implementacio´n de las funciones especı´ficas
entre los miembros del consorcio.
Las tablas de disponibilidad de funciones se limitan a indicar si un miembro ofrece so-
porte para OAI-PMH bajo cua´l versio´n, y si ofrece SQI y con cua´l nivel. Pero no ofrecen
informacio´n sobre funciones especı´ficas como cambios en la sintaxis a utilizar, o bien, si
ofrecen soporte a cambios en la cardinalidad de la respuesta esperada.
Un estudio formal de la disponibilidad de funciones contribuirı´a a actualizar el estado del
arte del proceso de intercambio de informacio´n entre repositorios.
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Establecer un modelo para alinear las competencias con respecto a
los OA
En el caso del modelo por competencias, los perfiles de egreso se plantean integran-
do conocimientos, habilidades y actitudes que deben ser adquiridas durante el proceso
educativo.
Estas habilidades no han sido modeladas dentro de LOM, por lo que au´n queda abierto
a propuestas de representacio´n y esta´ pendiente un modelo para representarlo o inferirlo
de los contenidos de los OA.
A Anexos
Requerimientos de instalacio´n
Para consumir recursos de terceros, siempre es necesario identificar los requerimien-
tos mı´nimos para realizar la instalacio´n y configuracio´n de los recursos. En nuestro caso,
estaremos consumiendo funciones de dos fuentes especializadas: los servicios provistos
por el ROA y una serie de librerı´as de PostgreSQL encargada de facilitar funciones para
XML y minerı´a de datos.
Inicialmente se considero´ utilizar el API de recomendacio´n provisto por el Lenskit, pero el
aporte de la integracio´n no era significativo en esta fase del prototipo. Para su consumo
se necesita contar al menos con los siguientes elementos:
Java JDK 1.6.
Maven 2.2 o superior.1
En cuanto a los requerimientos especiales sobre PostgreSQL, solo se necesitara´ agregar
las extensiones disponibles en el paquete contrib. En las versiones posteriores a la 9.1
y 9.2, este paquete viene incluı´do dentro de la instalacio´n ba´sica; sin embargo, en los
servidores del TEC Digital, se encuentra instalada la versio´n 8.4.
Las extensiones previamente mencionadas ofrecen funciones para manejo de XML me-
diante Xpath 1.0 y librerı´as para procesamiento de textos con algoritmos propios de los
procesos de minerı´a de datos.
Tambie´n es necesario contar con una librerı´a que permita la integracio´n de co´digo en Ja-
va y Tcl; debido a que el toolkit de recomendacio´n esta´ escrito en Java y la plataforma del
TEC Digital esta´ contruı´da sobre dotLRN. El co´digo escrito para este LMS esta´ escrito en
1Apache Maven, disponible en http://maven.apache.org/. Es una herramienta utilizada para construir y
administrar proyectos desarrollados en Java.
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su mayorı´a sobre Tcl y se publica sobre aolserver.
Algunos ejemplos de las librerı´as que facilitan este intercambio de co´digo y se pueden
utilizar son las siguientes:
Jacl: es un inte´rprete de Tcl 8.x escrito en Java para ejecutar co´digo de Java sobre
aplicaciones en Tcl.
Swank2: es un toolkit gra´fico para Jacl que permite usar co´digo en java sobre los
widgets de Tk.
Jtcl3: es un inte´rprete de Tcl escrito en Java que implementa la mayorı´a de sus
funciones y es compatible con Tcl 8.4.
Tcl Blend4: es una extensio´n de Tcl que permite la comunicacio´n entre el interprete
de Java y el de Tcl. Se usa para ejecutar co´digo escrito en Java sobre un proceso
de Tcl.
Finalmente, las dependencias de la informacio´n del TEC Digital se centran en la existencia
de datos para el curso en las aplicaciones de DI y MoGa; mientras que con respecto al
DAR se requiere la disponibilidad de los servicios web institucionales asociados a las
equivalencias de cursos.
2 Swank, disponible en https://swank.kenai.com/
3 Jtcl, disponible en https://jtcl.kenai.com/
4 Tcl Blend, disponible en http://tcljava.sourceforge.net/docs/website/getstart.html
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Resumen de OA disponibles por dialecto de espan˜ol en
Ariadne Partners
OA por dialecto de espan˜ol disponibles en Ariadne-Partners
Idioma Cantidad de OA encontrados
Co´digo Paı´s General Metametadata Educational
es-AR Argentina 0 0 0
es-BO Bolivia 0 0 0
es-CL Chile 0 0 0
es-CO Colombia 0 0 0
es-CR Costa Rica 0 0 0
es-DO Repu´blica Dominicana 0 0 0
es-EC Ecuador 106710 0 0
es-ES Castilla-Espan˜a 0 0 0
es-GT Guatemala 0 0 0
es-HN Honduras 0 0 0
es-MX Me´xico 0 0 0
es-NI Nicaragua 0 0 0
es-PA Panama´ 0 0 0
es-PE Peru´ 0 0 0
es-PR Puerto Rico 0 0 0
es-PY Paraguay 0 0 0
es-SV El Salvador 0 0 0
es-UY Uruguay 0 0 0
es-VE Venezuela 0 0 0
es Espan˜ol gene´rico 3645 15 716
spa Espan˜ol gene´rico 13 13 0
Tabla A.1: Resumen de la cardinalidad de conjuntos recuperados al consultar por dialec-
tos de Espan˜ol
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Tabla comparativa de te´cnicas de recomendacio´n
Te´cnica Ventajas Desventajas
Basados en uti-
lidad
Puede evaluar caracterı´sticas ajenas a los ı´temes en
la ecuacio´n (por ejemplo: tiempos de entrega) (Burke,
2007)
La funcio´n de utilidad debe ser capaz de revisar todas
las caracterı´sticas de los objetos que este´n en evaluacio´n
(Burke, 2007)
Poco u´til para dominios con muchas caracterı´sticas (Burke,
2007).
Basados en co-
nocimientos
Se puede rastrear el orı´gen de las recomendaciones
(Ricci y cols., 2011) .
Las recomendaciones son solo para un dominio es-
pecı´fico(Ricci y cols., 2011)
Las soluciones a las inconsistencias en los requeri-
mientos se pueden solucionar automa´ticamente (Ricci
y cols., 2011) .
La definicio´n del cata´logo de conocimientos, el conocimien-
to funcional y el conocimiento del usuario es complicado y
debe ajustarse a las necesidades de los usuarios.
Basados en
contenidos
Utiliza la informacio´n de otros usuarios con perfiles o
preferencias similares para determinar la mejor reco-
mendacio´n (Manouselis y Costopoulou, 2007)
No posee capacidad de aprendizaje, por lo que requiere de
conocimientos para generar la recomendacio´n (Manouselis
y Costopoulou, 2007) .
Demogra´ficos Permite realizar personalizaciones por a´rea,edad,
idioma, etc (Ricci y cols., 2011).
Existe poca literatura de su aplicacio´n directa a sistemas
recomendadores (Ricci y cols., 2011)
No requiere de analisis contextual (Manouselis y cols.,
2011).
Solo recomienda los itemes populares
No presenta el problema de ”cold-start” (Manouselis y
cols., 2011).
Colaborativos Son mejores para universos con pocos items y usua-
rios dina´micos (Burke, 2007).
Varios usuarios pueden evaluar el mismo item muchas ve-
ces (Manouselis y cols., 2011).
La calidad mejora con el tiempo (Burke, 2007) La calidad depende de la informacio´n histo´rica.
Independientes del dominio(Manouselis y cols., 2011) Depende de las evaluaciones cruzadas de los usuarios.
Puede recomendarle al usuario itemes que aun no ha
visto (Manouselis y cols., 2011)
Problemas al inicio para manipular nuevos usuarios y nue-
vos itemes(Manouselis y cols., 2011)
Es el modelo de implementacio´n ma´s sencillo (Ricci y
cols., 2011)
No puede recomendar algo que no ha sido evaluado (Ricci
y cols., 2011).
Insensible a cambios en preferencias (Ricci y cols., 2011).
Tabla A.2: Ventajas y Desventajas de las te´cnicas de recomendacio´n
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Entorno de desarrollo para el recomendador
Java JDK7
Apache Maven6 Lenskit
IDE para Java
Crear un proyecto en Maven
Instalar: apt-get install maven
Una vez concluı´da la instalacio´n se puede probar la instalacio´n de maven mediante el
siguiente comando:
mvn --version
Al ejecutar este comando, el sistema operativo debe retornar la informacio´n asociada a la
versio´n de java y el equipo sobre el que se esta´ ejecutando la aplicacio´n:
Posteriormente, se procede a crear el proyecto. Esto puede realizarse mediante un en-
torno de desarrollo para Java, o bien desde lı´nea de comando con el siguiente co´digo:
mvn archetype:generate \
-DarchetypeGroupId=org.grouplens.lenskit \
-DarchetypeArtifactId=lenskit-archetype-simple-analysis \
-DarchetypeVersion=2.0 \
-DinteractiveMode=no \
-DgroupId=tecDigital \
-DartifactId=arhoa \
-Dversion=0.1
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Lo que nos creara´ un proyecto nuevo sobre la carpeta en la que nos encontremos utili-
zando la plantilla para ana´lisis simple de lenskit, como se muestra a continuacio´n:
Dentro de la carpeta de proyecto, se creara´n una serie de archivos y carpetas. La carpe-
ta src/main/java contiene el co´digo fuente, la carpeta src/test/java contiene el co´digo de
prueba y el archivo pom.xml file contiene el POM5 del proyecto. La creacio´n del proyec-
to puede demorarse debido a que maven descarga archivos desde repositorios hacia el
equipo donde se esta´ creando el nuevo proyecto 6.
5POM, acro´nimo de Project Object Model
6http://maven.apache.org/guides/getting-started/maven-in-five-minutes.html
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Para usar lenskit con Maven, existen dos arquetipos7 (plantillas de proyecto) que permiten
configurar proyectos nuevos:
lenskit-archetype-simple-analysis : configura el proyecto al mı´nimo y coloca todos
los archivos sobre la misma carpeta.
lenskit-archetype-fancy-analysis: para proyectos ma´s sofisticados que utilizan las
estructuras de carpetas de src y target de Maven apropiadamente y permiten esca-
lar hacia evaluaciones mu´ltiples y ana´lisis de scripts.
Adema´s, el archivo pom.xml es el archivo de configuracio´n para los proyectos en Maven
y contiene la mayorı´a de la informacio´n necesaria para construir el proyecto.
Para construir el proyecto, se debe posicionar sobre la carpeta del proyecto. En nuestro
caso, ahroa, y ejecutar el siguiente comando en la terminal:
mvn package
Si el comando no encuentra errores, inicia la descarga de los paquetes asociados me-
diante el arquetipo y sus dependencias (entre ellas se incluye el groovy).
7https://bitbucket.org/grouplens/lenskit/wiki/GettingStarted
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Una vez finalizadas las descargas, se le retorna al usuario un mensaje con el estado y el
nuevo taman˜o del proyecto:
Y podemos visualizar la nueva estructura del proyecto con los archivos actualizados por
maven:
Finalmente, para probar que el .jar que genera la aplicacio´n es va´lido, se realiza la prueba
mediante el comando:
java -cp target/arhoa-0.1.jar tecDigital.App
El cua´l, muestra como resultado:
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Configuracio´n de Jacl y Tcl Blend
Jacl y Tcl Blend ofrecen un paquete en Tcl llamado ”java”, el cual permite usar coman-
dos para que objetos creado en Java interactu´en desde el Tcl 8.
Instalacio´n de Jacl
Asumiendo que la carpeta de instalacio´n sera´ /opt/jacl y que el openjdk se encuentra
sobre /usr/lib/jvm:
cd /tmp/jacl
tar -xzvf jacl1.4.1.tar.gz
mkdir build
cd build
../jacl1.4.1/configure --prefix=/opt/jacl \
--with-jdk=/usr/lib/jvm/java-6-openjdk/
Despue´s de ejecutar estos comandos, iniciara´ una descompresio´n hasta que creen los
archivos de configuracio´n como se muestra en la siguiente figura:
Posteriormente se procede a ejecutar contruir e instalar el jacl con los siguientes coman-
dos:
8http://tcljava.sourceforge.net/docs/website/getstart.html
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make
make install
Con lo que finalizara´ el proceso de instalacio´n del jacl:
Para verificar los mo´dulos instalados se puede usar el siguiente comando:
make test
Y durante su ejecucio´n se indican aquellos elementos que han reportado errores. El test
de Jacl encontro´ mu´ltiples errores en el manejo de buffers e hilos al ser compilado; ası´ co-
mo elementos relacionados con la codificacio´n de los comandos. La u´ltima actualizacio´n
de este proyecto fue en el 2009; sin embargo fue posible ejecutar funciones escritas en
tcl sobre e´l, como se puede apreciar en la siguiente figura.
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Al utilizar esta herramienta para ejecutar comandos desde un archivo, se obtiene el mismo
resultado:
A partir del 26 de noviembre del 2010, se lanzo´ Jtcl como parte del proceso de moderni-
zacio´n del Jacl9 que fue iniciado por Google Summer of Code en el 2009; entregando su
versio´n 2.6.0 el 4 de Agosto del 201310. Esta versio´n solo incluye cambios sobre el Jacl y
los usuarios de TclBlend pueden seguir utilizando las extensiones bajo este nombre.
Para instalar el Jtcl, simplemente se descarga la versio´n a utilizar y se descomprime sobre
la carpeta seleccionada para la instalacio´n.
9http://wiki.tcl.tk/27453
10https://jtcl.kenai.com/news.html
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Posteriormente, se ingresa a la carpeta jtcl-(versio´n descargada) y se ejecuta el archivo
jtcl con el nombre del archivo tcl o bien, utilizando el modo interactivo (al igual que con
Jacl):
En caso de desear ejecutar un archivo en particular, se utiliza la siguiente sintaxis:
jtcl filename arg arg ...
Y al ejecutar el archivo de pruebas utilizado con el Jacl, nos da el siguiente resultado:
Instalacio´n de TclBlend
Tcl Blend es un paquete en TCL que provee acceso a clases en java desde el tcl y su
u´ltima versio´n estable fue la 1.4.1, entregada en el Abril del 2008.
Para realizar la instalacio´n del tclBlend, es necesario contar con el tcl8.4 y la librerı´a de th-
reads habilitada. En un sistema con Ubuntu estas librerı´as se encuetra en /usr/share/tclt-
k/tcl8.4 y en /usr/lib/tcltk/thread2.6.5/, una vez identificadas estas rutas podemos proceder
a compilar el tclBlend. Asumiremos que la carpeta de instalacio´n sera´ /opt/tclBlend y que
se utilizara´ /usr/lib/jvm/java-6-openjdk/ como jdk. Entonces, ejecutamos:
cd build_tclblend/
../tclBlend1.4.1/configure --prefix=/opt/tclblend \
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--with-tcl=/usr/share/tcltk/tcl8.4 \
--with-thread=/usr/lib/tcltk/thread2.6.5 \
--with-jdk=/usr/lib/jvm/java-6-openjdk/
make
make install
Para ejecutarlo deben estar instaladas las librerı´as de desarrollo del tcl (tcl8.4-dev), de
otro modo el archivo de configuracio´n no reconocera´ el tcl instaladas. Adema´s, es nece-
sario modificar el script de instalacio´n para adecuar la ruta hacia el tclsh.
Segu´n se indica el instalador, adema´s se pueden tener problemas al compilar con gcc
4.0.1 y 4.0.2; por lo que el sistema automa´ticamente aborta la instalacio´n con las versio-
nes superiores a 4 para evitar la incompatibilidad con el optimizador de co´digo.
Al igual que con el Jacl, con tclBlend se detectaron errores al ejecutar los test de funcio-
namiento:
Al finalizar el proceso de instalacio´n, se instalaron los siguientes archivos:
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/opt/tclblend/bin/jtclsh: es el archivo de inicializacio´n del tclBlend
tcljava.jar: archivos comunes tanto para el tclBlend como para el Jacl.
tclblend.jar: archivos especı´ficos del tclBlend.
libtclblend.so: librerı´a compartida para el tclBlend.
Otras opciones para ejecutar java con TCL
Las pruebas realizadas con el tclBlend no fueron exitosas. El riesgo de fallo al ejecu-
tar los co´digos en java es muy alto y afecta al sistema completo. Adema´s, implica utilizar
software que no ha sido sometido a mantenimiento desde hace algunos an˜os y bajar la
versio´n de algunas de las librerı´as reconocidas como estables para el sistema operativo
con el fin de completar los procesos de instalacio´n (especı´ficamente gcc y sus dependen-
cias).
Tras revisar las implementaciones realizadas sobre la plataforma, se encontraron dos me-
canismos alternativos para utilizar co´digo desarrollado en Java sobre TCL. La primera de
ellas consiste en utilizar applets enlazados directamente sobre el archivo adp de la pa´gi-
na web a desplegar en la plataforma. En esta forma de implementacio´n se pueden pasar
para´metros tomados desde el co´digo TCL asociado a dicha pa´gina y no queda compro-
metida la integridad de la instalacio´n, ya que la utilizacio´n del recurso queda restringida
al elemento que lo invoque.
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La segunda opcio´n consiste en utilizar el comando eval directamente sobre un archivo
TCL, con el fin de invocar un co´digo en java. Este comando le delega al sistema operativo
la ejecucio´n del comando que fue brindado como cadena de texto.
eval "java -cp target/arhoa-0.1.jar tecDigital.App"
Finalmente, se encontraron referencias sobre la posibilidad de utilizar co´digo en java in-
vocado desde el javascript de una aplicacio´n.
B Glosario
I
ILO: Acro´nimo para Intelligent Learning Object o Objetos de Aprendizaje Inteligentes.
Son OA que autogestionan sus atributos para interactuar con un ILOR (Gomes, 2005).
ILOR: Acro´nimo de Intelligent Learning Object Repository o, Repositorio de Objetos de
Aprendizaje Inteligentes (Gomes, 2005).
L
LOM-IEEE: Acro´nimo de Learning Object Metadata propuesto por la IEEE. Es un
esta´ndar que describe las caracterı´sticas de los metadatos que deberı´a contener un OA
que utilice LOM; incluye tipos de datos, longitudes y cardinalidades permitidas.
M
MoGa: Modelo de Competencias o de Gestio´n de Atributos
O
OA: Objeto de Aprendizaje. Segu´n la IEEE, es “cualquier entidad, digital o no digi-
tal, que puede ser usada para el aprendizaje, educacio´n o capacitacio´n” (IEEE-Learning
Technology Standars Committee, s.f.).
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OAI-PMH, Acro´nimo de Open Archives Initiative Protocol for Metadata Harvesting o Ini-
ciativa de Protocolo de Archivos Abiertos para la Recoleccio´n de Metadatos.
R
ROA: Repositorio de Objetos de Aprendizaje o Learning Object Repository . Es una
biblioteca de recursos digitales donde se almacenan colecciones de Objetos de Aprendi-
zaje.
S
SPI, Acro´nimo de Simple Publishing Interface y responde al identificador CWA 16097:2010
del CEN.
SQI, Acro´nimo de Simple Query Interface y responde al identificador CWA 15454:2005
del Comite´ Europeo de Normalizacio´n(CEN).
T
TEA: Siglas utilizadas para referirse a la teorı´a de estilos de aprendizaje. En este do-
cumento se trabajo´ alrededor de las dicotomı´as de Felder y Silverman.
TF-IDF: Acro´nido de Term Frecuency / Inverse Document Frecuency.
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U
UA: Unidad de Aprendizaje, son paquetes de materiales que pueden incluir activi-
dades, evaluaciones, servicios, entre otros; que son ejecutables por un LMS y en su
definicio´n se pueden incluir objetivos de aprendizaje, roles, actividades y otros recursos
(Chaco´n Rivas y Garita, 2013).
W
WEKA: Es una coleccio´n de algoritmos opensource para ana´lisis de datos implemen-
tado por la universidad de Waikato.
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