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Abstract—The online monitoring data in distribution networks
contain rich information on the running states of the networks.
By leveraging the data, this paper proposes a spatio-temporal
correlation analysis approach for anomaly detection and location
in distribution networks. First, spatio-temporal matrix for each
feeder line in a distribution network is formulated and the
spectrum of its covariance matrix is analyzed. The spectrum
is complex and exhibits two aspects: 1) bulk, which arises from
random noise or fluctuations and 2) spikes, which represents
factors caused by anomaly signals or fault disturbances. Then, by
connecting the estimation of the number of factors to the limiting
empirical spectral density of covariance matrices of residuals,
the spatio-temporal parameters are accurately estimated, during
which free random variable techniques are used. Based on the
estimators, anomaly indicators are designed to detect and locate
the anomalies by exploring the variations of spatio-temporal
correlations in the data. The proposed approach is sensitive to
the anomalies and robust to random fluctuations, which makes
it possible for detecting early anomalies and reducing false
alarming rate. Case studies on both synthetic data and real-world
online monitoring data verify the effectiveness and advantages
of the proposed approach.
Index Terms—anomaly detection and location, distribution
networks, online monitoring data, spatio-temporal correlation
analysis, free random variable
I. INTRODUCTION
THIS paper is driven by the need of anomaly detection andlocation using online monitoring data in a distribution
network. The anomalies caused by some fault disturbances
may present intermittent, asymmetric, and sporadic spikes,
which are random in magnitude and could involve sporadic
bursts as well, and exhibit complex, nonlinear, and dynamic
characteristics [1]. What’s more, with numerous branch lines
and changeable network topology, it is questionable that
traditional model-based approaches are capable of fully and
accurately detecting and locating the anomalies in the dis-
tribution network, because they are usually based on certain
assumptions and simplifications.
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With significant deployment of online monitoring devices
in distribution networks, a large amount of data is collected.
In order to leverage the data, many advanced analytics have
been developed in recent years. For example, in [2], one-
class support vector machines (SVMs) is proposed for time-
series novelty detection. In [3], time-series voltage data from
online monitoring system is used to compute Lyapunov com-
ponent to estimate voltage stability. In [4], dimensionality of
synchrophasor data is analyzed and a PCA-based dimension
reduction algorithm is developed for early event detection.
In [5], stacked long short term memory (LSTM) networks
are developed for time-series anomaly detection. In [6], by
modeling streaming PMU data as random matrix flow, an
algorithm based on multiple high dimensional covariance
matrix tests is developed for system state estimation. In [7],
structured neural networks are proposed for anomaly detection
in manufacturing systems.
For a system with multiple measurement devices installed,
the multi-dimensional data collected through them contains
rich information on the system states. In terms of data struc-
ture, spatio- (cross-) and temporal (auto) correlation should
be considered when analyzing the system states. Then several
open questions are raised, for example: 1) What is the spatio-
temporal correlation of the data? 2) How to characterize or
measure the spatio-temporal correlation of the data? 3) What
is the relationship between the spatio-temporal correlation of
the data and the state of the system? It is questionable for
the conventional model-based methods to model the complex
system, let alone addressing the above questions.
Factor models are important tools for reducing the dimen-
sionality and extracting the relevant information in analyzing
high-dimensional data, which have been well studied in statis-
tics and econometrics. In [8], factor models are used for mod-
eling a large number of economic variables, and the structure
of residuals is exploited for estimating the number of factors.
In [9], restrictions on the structure of residuals are imposed to
improve the performance of estimating weak factors in asset
pricing. In [10], a new estimator is proposed for determining
the number of factors by maximizing the radio of two adjacent
eigenvalues, which has good finite sample properties on Monte
Carlo simulation data. In [11], factor models are successfully
applied to financial high-frequency data analysis. In [12], a
new approach to estimate high-dimensional factor models is
proposed. The proposed approach can effectively capture the
structural information of the data and outperforms other known
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2methods. Considering the structure of the real-world online
monitoring data is complex and cannot be trivially dissected
by simple techniques, it is meaningful to apply factor models
for the real data analysis in distribution networks.
In this paper, based on exploring the spatio-temporal cor-
relation of the data amongst multiple monitoring devices in a
distribution network, a new approach for anomaly detection
and location is proposed. It leverages the spatio-temporal
similarities amongst the data, and realizes anomaly detection
and location by measuring the variations of the spatio-temporal
correlation of the data. The main advantages of the proposed
approach can be summarized as follows: 1) It is a purely data-
driven approach without requiring too much prior knowledge
on the complex topology of the network. 2) It is sensitive to
the variation of the spatio-temporal correlation of the online
monitoring data, which makes it possible for detecting the
anomalies in an early phase. Because the correlation of the
data usually changes immediately once an anomaly occurs. 3)
It is theoretically and experimentally justified that the proposed
approach is robust to random fluctuations and measuring errors
in the data, which can help reduce the false alarming rate. 4)
The approach is suitable for both online and offline analysis.
The rest of this paper is organized as follows. Section
II analyzes the empirical spectrum distribution of the on-
line monitoring data and the anomaly detection problem is
formulated as the estimation of spatio-temporal parameters.
In Section III, the anomaly detection and location approach
based on spatio-temporal correlation analysis is proposed and
discussed. Both synthetic data from IEEE 33-bus, 57-bus test
system and real-world online monitoring data from a grid
are used to validate the effectiveness and advantages of the
proposed approach in Section IV. Conclusions are presented
in Section V.
II. PROBLEM FORMULATION
In this section, the empirical spectrum distribution (ESD)
of the covariance matrix of the online monitoring data in a
distribution network under both normal and abnormal feeder
operating states is first analyzed. Then, the residuals obtained
by subtracting principal components from the real data are
formulated and discussed. The anomaly detection and location
problem is connected to the estimation of spatio-temporal
parameters.
A. Empirical Spectrum Distribution of the Online Monitoring
Data
We apply the Marchenko-Pastur law (M-P law) [13] for
the online monitoring data from a distribution network. Def-
inition about the M-P law can be found in Appendix A.
Figure 1 shows three-phase voltage magnitude curves collected
from one feeder line. The feeder contained 63 distribution
transformers in total. On the low voltage side of each trans-
former, one online monitoring device was installed, through
which three-phase voltage measurement can be obtained. The
data were sampled every 15 minutes and the sampling time
was from 2017/3/1 00:00:00 to 2017/3/14 23:45:00, thus a
189 × 1344 data set was formulated. Let R be a 189 × 672
Fig. 1. Three-phase voltage magnitude curves.
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Fig. 2. The ESD of the covariance matrix of Rˆ and its comparison with the
theoretical M-P law under both normal and abnormal feeder operating states.
moving window on the data set and we convert R into the
standard form Rˆ through
rˆij = (rij − µ (ri))× σ (rˆi)
σ (ri)
+ µ (rˆi), (1)
where ri = (ri1, ri2, ...), µ(rˆi) = 0, and σ(rˆi) = 1. The
covariance matrices of Rˆ corresponding to the normal and
abnormal data windows in Figure 1 are calculated and the
ESDs with top 5 factors removed are shown in Figure 2.
From Figure 2, It can be observed that the spectrum of
covariance matrix of Rˆ typically exhibits two aspects: bulk
(i.e., the blue bars) and spikes (i.e., the deviating eigenvalues).
The bulk arises from random noise or fluctuations and the
spikes are mainly caused by fault disturbances. It is noted that
the spectrum can not be fit by the M-P law whether the feeder
line operates in normal or abnormal state, but the region of the
bulk and the size of the spikes are different when the feeder
line operates in different states. Therefore, the spectrum can
not be trivially dissected by using the M-P law, and we must
consider a new approach to depict the complex spectrum for
detecting anomalies more accurately.
B. Residual Formulation and Discussion
From subsection II-A, the spectrum of the covariance matrix
of Rˆ inspires us to decompose the real-world online monitor-
ing data into systematic components (factors) and idiosyncratic
noise (residuals). Assume matrix R is of N measurements and
T observations, thus a factor model regarding R can be written
as
R = LF + U, (2)
where L is an N × p matrix of factor loadings, F is a p× T
matrix of factors, p is the number of factors, and U is an N×T
3matrix of residuals. For the real-world online monitoring data,
the ESD of the covariance matrix of the residuals does not fit
to the M-P law, no matter how many factors are removed, as
is shown in Figure 3.
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Fig. 3. No matter how many factors are removed, the ESD of the covariance
matrix of the residuals from the real-world online monitoring data does not
converge to the M-P law.
In order to estimate the spectrum of the real residuals, we
connect the estimation of the number of factors to the limiting
ESD of the covariance matrix of U . Assume there are cross-
and auto-correlated structures in U , then it can be denoted as
U = A
1/2
N SB
1/2
T . The covariance matrix of U is written as
Σ = 1T UU
T = 1T A
1/2
N SBTS
TA
1/2
N , where S is an N × T
matrix, AN and BT are N × N and T × T symmetric non-
negative definite matrices, respectively representing cross- and
auto- covariances. The structures of AN and BT are restricted
so that they can be determined by the parameter set θ (i.e.,
θ = (θAN , θBT )). For example, a simple case is that each
residual has the same cross-correlation with parameter β and
an exponentially decaying auto-correlation with parameter τ ,
i.e., AN = {(AN )ii = 1, (AN )ij,i 6=j = β, i, j = 1, · · · , N},
BT = {(BT )st = exp(−|s − t|/τ), s, t = 1, · · · , T}. The
objective of our estimation method is to match the eigenvalue
distribution of Σ to that of the covariance matrix of residuals
constructed from real data. The latter is controlled by the
number of removing factors (i.e., parameter p), and the former
is determined by the parameter set θ. We can search p and
θ, such that the spectral distance between the model (i.e.,
ρmodel(θ)) and real data (i.e., ρreal(p)) is minimized. A
difficulty in the implementation is the calculation of ρmodel(θ)
for general AN and BT . Therefore, we make two assumptions
here for simplifying the modeling for AN and BT .
Assumption 1: The cross-correlations of the real residual
U (p) are effectively eliminated by removing p factors, thus,
AN ≈ IN×N .
Assumption 2: The auto-correlations of the real residual
U (p) are exponentially decreasing, thus, {BT }ij = b|i−j|, with
|b| < 1.
From Assumption 1 and 2, the calculation of ρmodel(θ) is
replaced by ρmodel(b), and the minimization problem has only
two parameters, i.e., p and b. The two parameters effectively
characterize the features of the spectrum from real data: p
controls the range of spikes, and b reflects the shape of the
bulk. Combining the spectrum analysis results in Section II-A,
p and b can be used as the basis for detecting the anomalies
in distribution networks.
III. ANOMALY DETECTION AND LOCATION IN
DISTRIBUTION NETWORKS
Based on the discussions above, by using the online mon-
itoring data in distribution networks, a spatio-temporal cor-
relation analysis approach is proposed for anomaly detection
and location. In this section, the estimation method of factor
models in equation (2) is illustrated in detail, in which FRV
techniques [14] are used to calculate the modeled spectral
density. Then, specific steps of the proposed anomaly detection
and location approach are given, and the advantages of the ap-
proach are systematically analyzed. Finally, more discussions
about the proposed approach are presented.
A. Factor Model Estimation
From Section II-B, we can estimate p and b by minimizing
the spectral distance between the model and the real data,
which is stated as
{pˆ, bˆ} = arg min
p,b
D(ρreal(p), ρmodel(b)), (3)
where ρreal(p) represents the ESD of the covariance matrix of
the residuals constructed by removing p factors from the real
data, ρmodel(b) is the limiting spectral density of the modeled
covariance matrix characterized by parameter b, and D is the
spectral distance measure.
In order to obtain ρreal(p), we firstly obtain the residuals by
removing p largest principal components from the real data.
Because for high dimensional data, principal components can
approximately mimic all true factors [15]. Considering the
factor model in equation (2), the p−level residual Uˆ (p) is
calculated by
Uˆ (p) = R− Lˆ(p)Fˆ (p), (4)
where Fˆ (p) is an p×T matrix of p principal components from
correlation matrix of R, Lˆ(p) is an N × p matrix of factor
loadings, estimated by multivariate least squares regression of
R on Fˆ (p), namely
Lˆ(p) = R ∗ inv(Fˆ (p)), (5)
where inv() denotes the pseudo-inverse operation. The covari-
ance matrix of Uˆ (p) is calculated as
Σ
(p)
real =
1
T
Uˆ (p)Uˆ (p)
T
, (6)
and ρreal(p) is the ESD of Σ
(p)
real.
Then we calculate ρmodel(b) by using FRV techniques. For
the autoregressive model U :
Uit = bUi,t−1 + εit, (7)
4where |b| < 1 and εit ∼ N(0, 1 − b2). The FRV techniques
provide analytic derivation for the eigenvalue distribution of
Σ
(b)
model =
1
T UU
T . The implementation steps are briefly
described here. 1.
1) Get ρmodel(λ; b) from the Green’s function GΣmodel(z):
ρmodel(λ; b) = − 1
pi
lim
→0+
=GΣmodel(λ+ i), (8)
where = represents getting the imaginary part operation,
λ is the eigenvalue variable and  is the imaginary part.
2) The Green’s function GΣmodel(z) can be obtained from
the moments’ generating function MΣmodel(z):
GΣmodel(z) =
MΣmodel(z) + 1
z
for |z| 6= 0. (9)
3) Solve the polynomial equation for M ≡MΣmodel(z):
a4c2M4 + 2a2c(−(1 + b2)z + a2c)M3 + ((1− b2)2z2
−2a2c(1 + b2)z + (c2 − 1)a4)M2 − 2a4M − a4 = 0,
(10)
where a =
√
1− b2 and c = NT . In practice, the 4th or-
der polynomial can be solved by using numpy.roots()
function in Python. For the multiple roots obtained, the
largest one will be selected.
See Appendix B for details.
The spectral distance measure D must be sensitive to the
information disparity in ρreal(p) and ρmodel(b). Here, we
use Jensen-Shannon divergence, a symmetrized version of
Kullback-Leibler divergence, which is defined as
D(ρreal||ρmodel) = 1
2
∑
i
ρ
(i)
real log
ρ
(i)
real
ρ(i)
+
1
2
∑
i
ρ
(i)
model log
ρ
(i)
model
ρ(i)
, (11)
where ρ = ρreal+ρmodel2 . It is noted that D(ρreal||ρmodel)
becomes smaller as ρreal approaches ρmodel, and vice versa.
Therefore, the optimal parameter set (pˆ, bˆ) can be obtained by
minimizing the spectral distance D.
B. Spatio-Temporal Correlation Analysis Approach for
Anomaly Detection and Location
From Section II, we know that the number of removed
factors p and the autoregressive rate b can be used to indicate
the variations of spatial and temporal correlation of the data.
Based on the estimated parameter pˆ, we design a partial linear
eigenvalue statistics for the eigenvalues corresponding to the
removed pˆ factors to measure the spatial correlation, which is
defined as
Nφ =
pˆ∑
i=1
φ(λi), (12)
where λ1 > λ2 > · · · > λpˆ, and φ(·) is a test function
that makes a linear or nonlinear mapping for the eigenvalues
λi. The commonly used test functions include chebyshev
polynomial (such as φ(λ) = 2λ2−1), information entropy (i.e.,
φ(λ) = −λlnλ), likelihood radio function (i.e., φ(λ) = λ −
lnλ−1), and wasserstein distance (i.e., φ(λ) = λ−2√λ+1).
More details about the test functions can be found in our
previous work [16]. As an indicator to measure the spatial
correlation of the data,Nφ is more accurate and robust than the
estimated number of factors pˆ, because the latter is susceptible
to the weak factors caused by random fluctuations. Meanwhile,
the estimated parameter bˆ is directly used to measure the
temporal correlation of the real data. It can effectively emulate
the variation of the temporal correlation of the data, and
provide an insight into system dynamics. To be mentioned
is that, if the residual processes of the real data are not auto-
correlated, bˆ will be far different from the true value.
According to the matrix theory, the contribution rate of
the j−th (1 ≤ j ≤ N ) row to the eigenvalue λi of a
covariance matrix can be measured by the j−th element of the
corresponding principal component Fˆ (i). See Appendix C for
proofs. This inspires us to realize anomaly location by using
the estimated pˆ factors and the corresponding eigenvectors. An
anomaly location indicator is designed as
η =
pˆ∑
i=1
λi|Fˆ (i)|, (13)
where η is a vector of length N .
In real applications, we can move a certain length window
on the collected data set D at continuous sampling times
and the last sampling time is the current time, which enables
us to track the variations of spatio-temporal correlations of
the online monitoring data in real-time. For example, at the
sampling time tj , the obtained raw data matrix R(tj) ∈ RN×T
is formulated by
R(tj) = (d(tj−T+1),d(tj−T+2), · · · ,d(tj)), (14)
where d(tk) = (d1, d2, · · · , dN )H for tj−T+1 ≤ tk ≤ tj is
the sampling data at time tk. Thus, Nφ(tj), bˆ(tj) and η(tj)
are produced for the sampling time tj . In order to realize
anomaly declare automatically, the confidence level 1 − α of
each anomaly indicator is calculated and compared with the
defined threshold (1−α)th. Take Nφ for example, for a series
of time T ′ (tj−T ′+1 ∼ tj), Nφ is considered to follow a
student’s t-distribution with T ′−1 degrees of freedom. At the
sampling time tj , the anomaly indicatorNφ(tj) is standardized
by
Nˆφ(tj) = Nφ(tj)− µ(Nφ)
σ(Nφ) , (15)
where Nφ(tj) ∈ Nφ, µ(Nφ) and σ(Nφ) are the mean and
standard deviation of Nφ, and Nˆφ follows the standard t-
distribution. Thus, We can obtain the confidence level 1−α of
Nφ(tj) once Nˆφ(tj) is calculated. For example, let Nˆφ(tj) =
2.650 and T ′ = 14, then the confidence level 1 − α is 98%.
Thus, the anomaly can be declared automatically by comparing
1− α with (1− α)th, .
Based on the research mentioned above, an anomaly detec-
tion and location approach based on spatio-temporal correla-
tion analysis is designed. The fundamental steps are given as
follows. Steps 4 ∼ 8 are conducted for calculating the ESD of
the covariance matrix of the real residuals, Steps 9 ∼ 10 are for
calculating the limiting spectral density of the built covariance
model, and the spectral distance of them are calculated and
5saved in each iteration shown in Step 11. In Step 12, the
optimal parameter set corresponding to the minimum spectral
distance is obtained for each sampling time. Based on the
steps above, Nφ and bˆ are calculated as indicators to detect
anomalies and η is calculated for anomaly location.
Steps of spatio-temporal correlation analysis for anomaly detection
and location in distribution networks
1. For each feeder, construct a spatio-temporal data set D by arranging
three-phase voltage measurements from all monitoring devices within
the feeder in chronological order.
2. At each sampling time tj :
3. Obtain the corresponding data matrix R(tj) ∈ RN×T by using
an N × T window on D;
4. For the number of removing factors p = 1, 2, · · ·
5. Get the real residuals Uˆ(p)(tj) through equation (4);
6. Normalize Uˆ(p)(tj) into the standard form through equation (1);
7. Calculate the covariance matrix of the standardized Uˆ(p)(tj), i.e.,
Σ
(p)
real(tj);
8. Obtain the ESD of Σ(p)real(tj), i.e., ρ
(p)
real(tj);
9. For the autoregressive rate b ∼ U [0, 1]
10. Obtain ρ(b)model(tj) through equation (8), (9) and (10);
11. Calculate the spectral distance D(ρ(p)real(tj)||ρ
(b)
model(tj))
through equation (11) and save them;
12. Obtain the optimal parameter set (pˆ(tj), bˆ(tj)) through equation (3);
13. Calculate the spatial indicator Nφ(tj) through equation (12);
14. Calculate the location indicator η(tj) through equation (13);
15. Draw the Nφ − t, bˆ− t and η − t curves for each feeder in a series
of time to realize anomaly detection and location.
The anomaly detection approach proposed is driven by the
online monitoring data in distribution networks, and based on
high-dimensional statistical theories. It reveals the variations of
spatio-temporal correlations of the input data when anomalies
occur and can detect the anomalies in an early phase by
controlling both the number of factors and the autoregressive
rate. Compared with traditional model-based methods, the
proposed approach is purely driven by data and does not
require too much prior knowledge about the complex topology
of the distribution network. It is robust against small random
fluctuations and measuring errors in the network, which can
help reduce the false alarming rate. What’s more, the proposed
approach is practical for real-time anomaly detection and
location by moving a certain length window method.
C. More Discussions About the Proposed Approach
The first issue we want to discuss is the assumptions made
in the proposed approach. In Section II-B, we assume that
the cross-correlations of the real residuals can be effectively
eliminated by removing p factors and the temporal correla-
tions of them are exponentially decreasing. However, for the
real-world online monitoring data in a distribution network,
whether this assumption holds is questionable. Meanwhile, the
factor model estimation method in Section III-A is suitable for
large-dimensional data matrix in theory. However, in practice,
the dimensions of the online monitoring data for some feeder
lines are moderate, such as hundreds or less. Here, we will
check how well our built covariance model can fit the real
residuals, results of which are shown in Figure 4.
Figure 4(a) and 4(b) respectively show the fitting result of
our built covariance model to the real residuals under both
normal and abnormal feeder line operating states. It can be
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Fig. 4. Fit of our built model to the real residuals constructed from the
real-world online monitoring data. The built model with estimated pˆ and bˆ
fits the real residuals very well (the spectral distance between the model and
residuals: 0.026 (left) and 0.028 (right)). For comparison, the M-P law for
the real residuals is plotted (the spectral distance between the M-P law and
residuals: 0.109 (left) and 0.296 (right)).
observed that, with optimal parameter set (pˆ, bˆ), our built
model can fit the real residuals well no matter whether the
feeder line operates in normal or abnormal state. In contrast,
the M-P law does not fit the real residuals. The well fitted
result validates our assumption for the real residuals, and it
verifies the feasibility of the proposed approach for analyzing
the medium dimensional data. Furthermore, it is noted that the
estimated pˆ and bˆ are different when the feeder line operates
in different states, which explains why they can be used as
basic indicators to detect the anomalies.
The second issue we want to discuss here is how can the
proposed approach be integrated into distribution management
system (DMS). In Section III-B, we calculate the confidence
level 1 − α of the anomaly indicator for each sampling time
and compare it with the threshold (1− α)th for declaring an
anomaly. In practice, we can divide the operating states of
the feeders into emergency, high risk, preventive and normal,
and combine them with the calculated values of 1 − α. For
example, if 1− α > 90%, the operating state of the feeder is
diagnosed as in emergency state and further analysis will be
conducted. In this way, the proposed approach can be used for
assessing the operational risks of feeders in DMS.
Another issue is the delay tolerance. The data collected from
different monitoring devices will arrive with different delays,
which will cause data disalignment or incompletion. In theory,
the proposed approach is a correlation analysis approach based
on spectrum analysis, which has been proved to be robust
to the data disalignment in [17]. In practice, compared with
the large size data window for each sampling time, the data
disalignment caused by small delay can almost be ignored. If
high data delay exists, the data collected can be divided into
different groups according to the delay tolerance. The data
matrix formulated in each group is analyzed by the proposed
approach and the results are fused to serve as the anomaly
indicator.
IV. CASE STUDIES
In this section, the proposed anomaly detection and location
approach is validated with both synthetic data from IEEE
33-bus and 57-bus test systems and the real-world online
monitoring data in a distribution network. Detailed information
about IEEE 33-bus and 57-bus test systems can be found
6TABLE I
ASSUMED SIGNALS FROM BUS 21 TO 22 IN CASE 1.
fBus tBus Sampling Time Impedance(p.u.)
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Fig. 5. The synthetic data generated from IEEE 33-bus distribution test
system. One anomaly signal was set at ts = 501.
in case33.m and case57.m in Matpower package [18]. The
simulation environment is MATLAB2016. Five cases in dif-
ferent scenarios were designed: 1) The first case, leveraging
the synthetic data from IEEE 33-bus distribution test system,
tested the effectiveness of the proposed approach for anomaly
detection and location. 2) The implications of parameter p
and b involved in the approach were explored in the second
case. The synthetic data was generated from IEEE 57-bus
test system which can be considered as a distribution network
system connected with distributed generators; 3) In the third
case, we illustrated the advantages of the proposed approach
in anomaly detection by comparing it with other existing
techniques. 4) The last two cases, using the real-world online
monitoring data, validated the effectiveness and advantages of
the proposed approach.
A. Case Study with Synthetic Data
1) Case Study on the Effectiveness of the Proposed Ap-
proach: In this case, the synthetic data generated from IEEE
33-bus distribution test system contained 33 voltage measure-
ment variables with sampling 1000 times. In order to test the
effectiveness of the proposed approach, an assumed anomaly
signal was set by a sudden increase of impedance from bus 21
to 22 and others stayed unchanged, which was shown in Table
I. The generated data is shown in Figure 5. In the experiment,
the size of the moving window was set to be 33 × 200. For
each moving window D, the autoregressive (AR) noise with
a decaying rate b = 0.5 (i.e., Eit = 0.5 ∗ Ei,t−1 + εit,
where εit ∼ N(0, 1 − 0.52) so that the variance of Et is 1.)
was introduced into the data to represent random fluctuations
and measuring errors. The scale of the added AR noise is
calculated as m =
√
var(D)
var(E)∗SNR , where var(·) denotes the
variance operation, and SNR is the signal-noise-rate which
was set to be 500. The experiment was repeated for 20 times
and the results were averaged. Here, we chose the likely-hood
radio function (i.e., φ(λ) = λ− lnλ− 1;) as the test function
in equation (12).
Figure 6(a) and Figure 6(b) show the Nφ − t and bˆ − t
curves generated with continuously moving windows. It is
noted that the curves begin at ts = 200, because the initial
window includes 199 times of historical sampling and the
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Fig. 6. The anomaly detection result in Case 1.
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Fig. 7. The anomaly location result in Case 1.
present sampling data. In calculating the confidence level 1−α
for each data point in the detection curves, Nφ and bˆ during
continuous 200 points (199 historical points and the current
point) were considered to follow the student’s t-distribution.
The detection processes are shown as follows:
I. During ts = 200 ∼ 500, Nφ and bˆ remain almost constant
and the corresponding values of 1−α are small, which means
the system operates in normal state and the spatio-temporal
correlations of the data stay almost unchanged. For example,
at ts = 500, the calculated 1 − α of Nφ, bˆ are 34.123%,
29.294%, respectively.
II. From ts = 501, Nφ and bˆ begin to change and the
corresponding values of 1−α increase rapidly, which indicates
an anomaly signal occurs and the spatio-temporal correlations
of the data begin to change. For example, at ts = 501, the
calculated 1−α of Nφ, bˆ are 99.328%, 99.999%, respectively.
It is noted that Nφ − t and bˆ − t curves are almost inverted
U-shape, because the delay lag of the anomaly signal to the
spatio-temporal indicators is equal to the window’s width.
Furthermore, the anomaly is located through the proposed
approach, result of which is shown in Figure 7. It can be
observed that, from ts = 501, the location indicator η
increases rapidly and η21 is significantly higher than others,
which indicates anomaly occurred on bus 21. For example,
at ts = 501, the calculated 1 − α corresponding to bus
21 and others (such as bus 20) are 99.682% and 21.194%,
respectively. The anomaly location result coincides with the
assumed signal location in Table I.
2) Case Study on the Implications of p and b: In case 1,
7TABLE II
ASSUMED SIGNALS FOR ACTIVE LOAD OF BUS 20, 30 AND 40 IN CASE 2.
Bus Sampling Time Active Power(MW)
20 ts = 1 ∼ 500 5
ts = 501 ∼ 1000 10
30 ts = 1 ∼ 510 5
ts = 511 ∼ 1000 10
40 ts = 1 ∼ 520 5
ts = 521 ∼ 1000 10
Others ts = 1 ∼ 1000 Unchanged
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Fig. 8. The synthetic data generated from IEEE 57-bus test system. Multiple
anomaly signals were set at ts = 501, ts = 511, ts = 521, respectively.
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Fig. 9. Multiple anomaly signal detection result in Case 2.
it is observed the estimated pˆ and bˆ are different when the
system operates in different states. In this case, we will further
explore what drives them. The IEEE 57-bus test system can be
considered as a distribution network connected with distributed
generators, and it was used to generate the synthetic data.
During the simulations, a change of the active load at one bus
was considered as an anomaly event.
In order to interpret p, multiple anomaly signals were set,
which is shown in Table II. The generated data is shown in
Figure 8. In the experiment, the size of the moving window
was set to be 57× 200 and the other parameters were set the
same as in case 1). The experiment was repeated for 20 times
with results being averaged. The generated pˆ − t curve and
Nφ − t curve with continuously moving windows are shown
in Figure 9. Interpretations of p are stated as follows:
I. During ts = 200 ∼ 500, pˆ and Nφ remain nearly 1 and
1.37, which means no strong factor appears.
II. From ts = 500 to ts = 501, pˆ and Nφ increase from
nearly 1, 1.37 to 2, 70.23, respectively, which indicates one
strong factor is estimated. From ts = 510 to ts = 511, pˆ and
Nφ increase from nearly 2, 87.46 to 3, 119.09, respectively,
which indicates another new strong factor is estimated. Similar
analysis result can be obtained from ts = 520 to ts = 521.
Combining the anomaly signals set in Table II, it can be
concluded that pˆ is driven by the number of anomaly events.
III. From ts = 701 to ts = 730, pˆ decreases by 1 per
10 sampling times, which coincides with the decrease of the
TABLE III
AN ASSUMED SIGNAL FOR ACTIVE LOAD OF BUS 20 IN CASE 2.
Bus Sampling Time Active Power(MW)
20 ts = 1 ∼ 500 10
ts = 501 ∼ 1000 10→ 60
Others ts = 1 ∼ 1000 Unchanged
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Fig. 10. The synthetic data generated from IEEE 57-bus test system. An
increasing anomaly signal was set at ts = 501. With the increase of the
anomaly signal, the voltage collapses at ts = 980.
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Fig. 11. The increasing anomaly signal detection result in Case 2.
number of anomaly signals contained in the moving window.
To illustrate the meaning of b, an increasing anomaly signal
was set, which is shown in Table III. The generated data
is shown in Figure 10. The parameters were set the same
as above. The generated bˆ − t curve and Nφ − t curve
with continuously moving windows are shown in Figure 11.
Interpretations of b are stated as follows:
I. During ts = 200 ∼ 500, bˆ and Nφ remain almost
constant, which indicates the system operates in normal state.
II. During ts = 501 ∼ 979, bˆ increases gradually, which
coincides with the variation of voltage caused by the gradually
increasing signal. From ts = 980, bˆ begins to increase rapidly,
which coincides with voltage collapse. It is noted that Nφ
increases rapidly since ts = 501, which indicates the spatial
correlation of the residuals has been eliminated effectively.
Combining the anomaly signal set in Table III, it can be
concluded that bˆ is driven by the scale of anomaly signal.
3) Case Study on the Advantages of the Proposed Approach:
In this case, by comparing with one-class support vector
machines (SVMs) [2], structured autoencoders (AEs) [7],
long short term memory (LSTM) networks [5], and spectrum
analysis (SA) based on the M-P law [19], we validated the
advantages of the proposed approach for anomaly detection,
i.e., more sensitive to the variation of the spatio-temporal
correlation in the data and robust to random fluctuations
and measuring errors. The synthetic data generated in Figure
10 was used to test the detection performances of different
approaches. In the experiment, SNR was set to be 200. For
SVMs, AEs and LSTM, we train the detection models only
8TABLE IV
PARAMETER SETTINGS INVOLVED IN THE DETECTION APPROACHES.
Approaches Parameter Settings
SVMs the upper bound on the fraction of training errors
v: 0.03;
the kernel function: K(xi,xj) = (0.01xiTxj)
3;
AEs
the model depth: 3;
the number of neurons in each layer of encoder:
57, 32, 16;
the number of neurons in each layer of decoder:
16, 32, 57;
the initial learning rate: 0.001;
the activation function: sigmoid;
the minimum reconstruction error: 0.00001;
the optimizer: Adam.
LSTM
the time steps: 1;
the model depth: 3;
the number of neurons in each layer: 57, 64, 57;
the initial learning rate: 0.001;
the activation function: sigmoid, tanh;
the minimum reconstruction error: 0.00001;
the optimizer: Adam.
SA the moving window’s size: 57× 200;the test function: φ(λ) = λ− logλ− 1.
STA
the moving window’s size: 57× 200;
the test function: φ(λ) = λ− logλ− 1;
the searching range of p: 1 ∼ 5;
the searching step of b: 0.01.
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Fig. 12. Anomaly detection results of different approaches in Case 3.
using a normal data sequence during ts = 1 ∼ 200 and
compute the testing errors for the remaining sequence (i.e.,
ts = 201 ∼ 1000), in which one sampling data is used
as a training/testing sample. The parameters involved in the
proposed spatio-temporal analysis (STA) approach and the
other methods are set as in Table IV.
The anomaly detection results of different approaches are
normalized into [0, 1], which are shown in Figure 12. For
SVMs, the normalization result of signed distance to the
separating hyperplane is plotted; for AEs and LSTM, the
normalized values of testing errors are plotted; for SA, the
normalized value of linear eigenvalue statistics (LES) is plot-
ted; for STA, the normalized value of Nφ × bˆ is plotted.
Compared with the other approaches, STA is capable of
detecting the anomaly signal much earlier (i.e., ts = 501)
and easier, which indicates it is more sensitive to the anomaly
signal and robust to the random fluctuations and measuring
errors. The reason lies that, for each sampling time, a spatio-
temporal data window instead of only the current sampling
data is analyzed in the proposed approach. The average result
makes the approach more robust to the random fluctuations
and measuring errors.
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Fig. 13. The online monitoring data with anomaly time and index recorded.
The anomaly time is 2017/3/25 12:00:00 and the anomaly index is 82 ∼ 87.
2017
/3/14
2017
/3/16
2017
/3/18
2017
/3/20
2017
/3/22
2017
/3/24
2017
/3/26
Date
0
50
100
150
200
S
p
a
ti
a
l 
In
d
ic
a
to
r
(a) Nφ − t curve
2017
/3/14
2017
/3/16
2017
/3/18
2017
/3/20
2017
/3/22
2017
/3/24
2017
/3/26
Date
0.2
0.3
0.4
0.5
0.6
0.7
0.8
T
e
m
p
o
ra
l 
In
d
ic
a
to
r
(b) bˆ− t curve
Fig. 14. Effectiveness of our approach for voltage disturbance detection.
B. Case Study with Real-World Online Monitoring Data
In this subsection, the online monitoring data obtained from
a distribution network in Hangzhou city of China is used
to validate the proposed approach. The distribution network
contains 200 feeder lines with 8000 distribution transformers.
For each feeder line, multiple online monitoring devices are
installed and the online monitoring data are sampled every
15 minutes. Anomaly information for each feeder line was
recorded during the operation. In the following cases, three-
phase voltages were chosen as the measurement variables to
formulate the data matrices. Voltage disturbance was consid-
ered as the anomaly item.
4) Case Study on Voltage Disturbance: Voltage disturbance
is an complex anomaly type in distribution networks, which
may be caused by short circuit fault, sudden load change, or
connection of distribution generation (DG), etc. In this case,
we validated the effectiveness of the proposed approach by
analyzing one feeder line suffering from voltage disturbance.
43 online monitoring devices were installed on the feeder
line and the researched data were sampled from 2017/3/14
00:00:00 to 2017/3/27 23:45:00, thus a 129 × 1344 data
matrix was formulated. The data with anomaly time and
location information recorded are shown in Figure 13. In the
experiment, the moving window’s size was set to be 129×192.
The generated Nφ − t and bˆ − t curves with continuously
moving windows are shown in Figure 14. In the figure, the
red dashed line marks the beginning time of the anomaly. In
calculating the confidence level 1 − α for each data point in
the detection curves, Nφ and bˆ during continuous 672 points
(671 historical points and the current point) were considered
to follow the student’s t-distribution. The detection processes
can be obtained as:
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Fig. 15. The ESD of the covariance matrix of the residuals from the real-
world online monitoring data can be fitted very well by our built model with
the estimated pˆ and bˆ, while can not be fitted by the M-P law. The optimal
parameters estimated are different when the feeder operates in different states.
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Fig. 16. Effectiveness of our approach for voltage disturbance location.
I. During 2017/3/14 00:00:00∼2017/3/25 04:30:00, Nφ and
bˆ remain almost constant and the values of 1 − α are small,
which indicates the feeder line operates in normal state. For
example, at 2017/3/25 04:30:00, the calculated 1 − α of
Nφ × bˆ is 61.450%. As is shown in Figure 15(a), the ESD
of covariance matrix of the residuals can be fitted well by
the built model with pˆ = 18, bˆ = 0.4658 when the feeder line
operates in normal state, but it does not fit the M-P law.
II. From 2017/3/25 04:45:00, Nφ and bˆ begin to change
and the corresponding values of 1−α increase rapidly, which
indicates anomaly occurs and the operating state of the feeder
line is becoming worse. For example, at 2017/3/25 04:45:00,
the calculated 1 − α of Nφ × bˆ is 91.383%. Considering the
recorded anomaly time is 2017/3/25 12:00:00, the proposed
approach is able to detect the anomaly in an early phase.
Figure 15(b) shows, in abnormal state, the ESD of covariance
matrix of residuals can be fitted well by our built model with
pˆ = 37, bˆ = 0.5544.
Furthermore, the anomaly is located, result of which is
shown in Figure 16. It can be observed that, from 2017/3/25
04:45:00, the location indicator η increases rapidly and
η82∼87 are higher than others (such as η80), which indicates
the anomaly indexes are 82 ∼ 87. For example, at 2017/3/25
04:45:00, the values of 1 − α for η82∼87 and η80 are
99.866%, 99.682%, 99.487%, 99.927%, 99.963%, 99.975%,
and 33.375%, respectively. The anomaly location results
coincide with the recorded indexes in Figure 13.
5) Case Study on Comparison with Other Approaches: In
TABLE V
PARAMETER SETTINGS INVOLVED IN THE DETECTION APPROACHES.
Approaches Parameter Setting
SVMs
the upper bound on the fraction of training errors
v: 0.1;
the kernel function:
K(xi,xj) = exp(− 12N ||xi − xj ||2);
AEs
the model depth: 3;
the number of neurons in each layer of encoder:
b{1, 0.6, 0.3} ×Nc;
the number of neurons in each layer of decoder:
b{0.3, 0.6, 1} ×Nc;
the initial learning rate: 0.001;
the activation function: sigmoid;
the minimum reconstruction error: 0.00001;
the optimizer: Adam.
LSTM
the time steps: 96;
the model depth: 3;
the number of neurons in each layer: {1, 1, 1}×N ;
the initial learning rate: 0.001;
the activation function: sigmoid, tanh;
the minimum reconstruction error: 0.00001;
the optimizer: Adam.
SA the moving window’s size: N × 192;the test function: φ(λ) = λ− logλ− 1.
STA
the moving window’s size: N × 192;
the test function: φ(λ) = λ− logλ− 1;
the searching range of p: 1 ∼ bN
2
c;
the searching step of b: 0.01.
this case, we compare the proposed approach with one-class
SVMs, structured AEs, LSTM and SA based on the M-P
law by detecting the anomalies in a distribution network.
180 feeder lines with 80 anomaly records during 2017/3/1
00:00:00∼2017/3/28 23:45:00 were analyzed. The parameters
involved in the detection approaches were set as in Table V.
For SVMs, AEs and LSTM, we trained the detection models
using 7 days’ normal data sequence and computed the testing
errors for the sequence to be analyzed; for SA, the LES was
calculated for each moving window; for STA, Nφ × bˆ was
calculated for each moving window. The value of 1 − α for
each data point in the detection curves was calculated and
(1− α)th was set as 95%.
To compare the detection performances of different ap-
proaches, we use the true detecting rate (TDR) and
false alarming rate (FAR) to measure the performance
of each approach. The TDR and FAR are defined as
TDR =
Ncr
Ngt
FAR =
Nal −Ncr
Nal
, (16)
where Ncr is the number of anomalies that are correctly de-
tected, Ngt denotes the number of ground-truth anomalies, and
Nal is the number of all detected alarms. The higher the TDR
and the smaller the FAR, the better detection performance of
an approach. Meanwhile, in order to compare the efficiency of
different approaches, the average calculation time (ACT )
for each sampling time was counted. For SVMs, AEs and
LSTM, the ACT for each testing sample was counted, which
does not include the model training time. The experiments
were conducted on a server with 2.60 GHz central processing
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TABLE VI
COMPARISON RESULTS OF DIFFERENT DETECTION APPROACHES.
Approaches TDR(%) FAR(%) ACT (s)
SVMs 65.00 45.83 0.0012
AEs 86.25 21.59 0.024
LSTM 77.50 27.91 0.087
SA 70.00 30.86 0.790
STA 85.00 16.04 3.326
unit (CPU) and 8.00 GB random access memory (RAM). The
comparison results are shown in Table VI.
From Table VI, it can be observed that structured AEs and
STA outperform the other approaches in anomaly detection
accuracy. It is noted that STA has the smallest FAR, which in-
dicates it is more robust to random fluctuations and measuring
errors in the data. Meanwhile, it can be seen that our proposed
approach has the highest ACT for the reason of searching p
and b with minimal step size. In practice, the efficiency of the
proposed approach can be improved by restricting the search-
ing ranges empirically and using a larger searching step size.
Considering that the online monitoring data in the researched
network are sampled every 15 minutes, the proposed approach
is practical for online data analysis. Compared with SVMs,
structured AEs and LSTM, STA is an unsupervised approach
and it does not rely on any labels. Compared with SA based on
the M-P law, STA is more accurate in dissecting the complex
spectrum of the real data, which makes it more sensitive to
the variation of the correlation in the data.
V. CONCLUSION
By analyzing the structure information of the online moni-
toring data in distribution networks, a spatio-temporal correla-
tion analysis approach is proposed for anomaly detection and
location in this paper. It is capable of detecting the anomalies
in an early phase by exploring the variation of the spatio-
temporal correlation in the data. The spatial and temporal
indicators we designed are able to indicate the data behaviour
accurately. The proposed approach is purely data-driven and
it does not require prior knowledge on the complex topology
of the distribution network. It is robust to random fluctuations
or measuring errors in the data, which can help reduce the
false alarming rate. The case studies with synthetic data verify
the effectiveness and advantages of the proposed approach and
offer explanations on the involved spatio-temporal parameters.
Through the real-world online monitoring data from a distri-
bution network, we validate the approach and compare it with
the other existing techniques. The results show the advantages
of the proposed approach for anomaly detection and location,
and it can be served as a primitive for analyzing the spatio-
temporal data in distribution networks.
APPENDIX A
MARCHENKO-PASTUR LAW
Let X = {xi,j} be a N × T random matrix, whose entries
are independent identically distributed (i.i.d.) variables with
the mean µ(x) = 0 and the variance σ2(x) < ∞. The
corresponding covariance matrix is defined as Σ = 1T XX
H .
As N,T →∞ but c = NT ∈ (0, 1], according to the M-P law,
the ESD of Σ converges to the limit with probability density
function (PDF)
fMP (x) =
{
1
2picσ2x
√
(b− x)(x− a), a ≤ x ≤ b
0, others
, (17)
where a = σ2(1−√c)2, b = σ2(1 +√c)2.
APPENDIX B
DERIVATION DETAILS OF THE POLYNOMIAL EQUATION
Definition 1: The Green’s Function (or Stieltjes Transform).
GH(z) =
∫
ρH(λ)
z − λ dλ, (18)
where ρH(λ) is the spectral density (i.e., the eigenvalue
density) of the random matrix H, which can be reconstructed
from the Green’s Function by calculating its imaginary part
ρH(λ) = − 1
pi
lim
ε→0+
=GΣmodel(λ+ iε). (19)
Definition 2: Moment.
The n-th moment of ρH(λ) is defined as
mH,n =
∫
ρH(λ)λ
ndλ. (20)
Definition 3: Moment generating function.
GH(z) =
∞∑
n=0
mH,n
zn+1
. (21)
MH(z) =
∞∑
n=1
mH,n
zn+1
. (22)
Thus, the relation between MH(z) and GH(z) can be derived
through equation (21) and (22)
MH(z) = zGH(z)− 1. (23)
Definition 4: N-transform.
NH(z) is the inverse transform of MH(z), namely,
MH(NH(z)) = NH(MH(z)) = z. (24)
For the empirical covariance matrix Σ = 1T UU
T =
1
T A
1/2
N SBTS
TA
1/2
N , the N-transform of Σ can be derived as
NΣ(z) = N 1
T A
1/2
N SBTS
TA
1/2
N
(z)
= N 1
T SBTS
TAN (z) (cyclic property of trace)
=
z
1 + z
N 1
T SBTS
T (z)NAN (z) (FRV multiplication law)
=
z
1 + z
N 1
T S
TSBT (rz)NBT (z) (cyclic property of trace)
=
z
1 + z
rz
1 + rz
N 1
T S
TS(rz)NBT (rz)NAN (z) (FRV )
= rzNBT (rz)NAN (z)
.
(25)
Considering M ≡ MΣ(z) and its inverse relation to N-
transform, we can obtain
z = rMNBT (rM)NAN (M). (26)
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In Section II-B, we assume the cross-correlations of the
real residuals are effectively eliminated by removing factors.
Thus, the cross-correlation matrix AN = IN , and NAN (z) =
NIN (z) = 1+1/z. By combining equation (26), we can obtain
z = r(1 +M)NBT (rM)
m
rM = MBT (
z
r(1 +M)
)
. (27)
In Section II-B, we assume the auto-correlations of the real
residuals follow an autoregressive process, thus {BT }it =
|b|i−t. By using Fourier-transform, the moment generating
function of BT is given by
MBT (z) = −
1
√
1− z
√
1− (1+b2)21−b2 z
. (28)
Thus, by combining equation (27) and (28), we can obtain the
object polynomial in equation (10).
APPENDIX C
PROOF FOR ANOMALY LOCATION
Let Fˆ and λ be the principal components and corresponding
eigenvalues from the covariance matrix C = 1TRR
H , where
R is an N × T real matrix. According to the matrix theory,
we can obtain
CFˆ (i) = λiFˆ
(i). (29)
The derivation of equation (29) regarding its entries cjk(j, k =
1, · · · , N) is
dC
dcjk
Fˆ (i) + C
dFˆ (i)
dcjk
=
dλi
dcjk
Fˆ (i) + λi
dFˆ (i)
dcjk
. (30)
Since C is real and symmetric, there exists (Fˆ (i))
H
Fˆ (i) = 1.
Left multiply (Fˆ (i))
H
for equation (30), we can obtain
dλi
dcjk
= (Fˆ (i))
H dC
dcjk
Fˆ (i), (31)
where dλidcjk gets the value of 1 only for the entry cjk in C and
0 for the others. Thus, equation (31) can be simplified as
dλi
dcjk
= Fˆ (i,j)Fˆ (i,k), (32)
where Fˆ (i,j) and Fˆ (i,k) represent the j−th and k−th element
of the principal component Fˆ (i). Then the contribution of the
j−th row’s elements to λi can be measured by
N∑
k=1
(
dλi
dcjk
)
2
= (Fˆ (i,j))
2
N∑
k=1
(Fˆ (i,k))
2
= (Fˆ (i,j))
2
. (33)
REFERENCES
[1] M. R. Jaafari Mousavi, “Underground distribution cable incipient fault
diagnosis system,” Ph.D. dissertation, 2007.
[2] J. Ma and S. Perkins, “Time-series novelty detection using one-class
support vector machines,” Proc. IJCNN, pp. 1741–1745, 2003.
[3] S. Dasgupta, M. Paramasivam, U. Vaidya, and V. Ajjarapu, “Real-time
monitoring of short-term voltage stability using pmu data,” IEEE Trans.
Power Syst., vol. 28, no. 4, pp. 3702–3711, Jul. 2013.
[4] L. Xie, Y. Chen, and P. R. Kumar, “Dimensionality reduction of
synchrophasor data for early event detection: Linearized analysis,” IEEE
Trans. Power Syst., vol. 29, no. 6, pp. 2784–2794, Nov. 2014.
[5] P. Malhotra, L. Vig, G. Shroff, and P. Agarwal, “Long short term
memory networks for anomaly detection in time series,” Proc. ESANN,
pp. 89–94, 2015.
[6] L. Chu, R. C. Qiu, X. He, Z. Ling, and Y. Liu, “Massive streaming
pmu data modeling and analytics in smart grid state evaluation based
on multiple high-dimensional covariance tests,” IEEE Trans. Big Data,
vol. 4, no. 1, pp. 55–64, Mar. 2018.
[7] J. Liu, J. Guo, P. Orlik, M. Shibata, D. Nakahara, S. Mii, and M. Taka´cˇ,
“Anomaly detection in manufacturing systems using structured neural
networks,” 13th WCICA, pp. 175–180, 2018.
[8] G. Kapetanios, “A testing procedure for determining the number of
factors in approximate factor models with large datasets,” Journal of
Business & Economic Statistics, vol. 28, no. 3, pp. 397–409, 2010.
[9] M. Harding, “Estimating the number of factors in large dimensional
factor models,” J. Econometrics, 2013.
[10] S. C. Ahn and A. R. Horenstein, “Eigenvalue ratio test for the number
of factors,” Econometrica, vol. 81, no. 3, pp. 1203–1227, 2013.
[11] M. Pelger, “Large-dimensional factor modeling based on high-frequency
observations,” J. Econometrics, vol. 208, no. 1, pp. 23–42, 2019.
[12] J. Yeo and G. Papanicolaou, “Random matrix approach to estimation
of high-dimensional factor models,” arXiv preprint arXiv:1611.05571,
2016. [Online]. Available: https://arxiv.org/abs/1611.05571
[13] V. A. Marcˇenko and L. A. Pastur, “Distribution of eigenvalues for some
sets of random matrices,” Math. USSR-Sbornik, vol. 1, no. 4, pp. 457–
483, 1967.
[14] Z. Burda, A. Jarosz, M. A. Nowak, and M. Snarska, “A random matrix
approach to varma processes,” New J. Phys., vol. 12, no. 7, p. 075036,
2010.
[15] J. H. Stock and M. W. Watson, “Forecasting using principal components
from a large number of predictors,” J. Am. Stat. Assoc., vol. 97, no. 460,
pp. 1167–1179, 2002.
[16] X. Shi, R. Qiu, X. He, L. Chu, and Z. Ling, “Anomaly
detection and location in distribution networks: A data-driven
approach,” arXiv preprint arXiv:1801.01669, 2018. [Online]. Available:
https://arxiv.org/abs/1801.01669
[17] X. He, L. Chu, R. C. Qiu, Q. Ai, and Z. Ling, “A novel data-
driven situation awareness approach for future gridsłusing large random
matrices for big data modeling,” IEEE Access, vol. 6, pp. 13 855–13 865,
2018.
[18] R. D. Zimmerman, C. E. Murillo-Sanchez, and R. J. Thomas, “Mat-
power: Steady-state operations, planning, and analysis tools for power
systems research and education,” IEEE Trans. Power Syst., vol. 26, no. 1,
pp. 12–19, Feb. 2011.
[19] X. He, Q. Ai, R. C. Qiu, W. Huang, L. Piao, and H. Liu, “A big data
architecture design for smart grids based on random matrix theory,”
IEEE trans. Smart Grid, vol. 8, no. 2, pp. 674–686, Mar. 2017.
