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Abstract
Sequence discriminative training criteria have long been a stan-
dard tool in automatic speech recognition for improving the per-
formance of acoustic models over their maximum likelihood /
cross entropy trained counterparts. While previously a lattice
approximation of the search space has been necessary to reduce
computational complexity, recently proposed methods use other
approximations to dispense of the need for the computationally
expensive step of separate lattice creation.
In this work we present a memory efficient implementation
of the forward-backward computation that allows us to use uni-
gram word-level language models in the denominator calcula-
tion while still doing a full summation on GPU. This allows for
a direct comparison of lattice-based and lattice-free sequence
discriminative training criteria such as MMI and sMBR, both
using the same language model during training.
We compared performance, speed of convergence, and sta-
bility on large vocabulary continuous speech recognition tasks
like Switchboard and Quaero. We found that silence modeling
seriously impacts the performance in the lattice-free case and
needs special treatment. In our experiments lattice-free MMI
comes on par with its lattice-based counterpart. Lattice-based
sMBR still outperforms all lattice-free training criteria.
Index Terms: speech recognition, acoustic modeling, sequence
discriminative training, lattice-free MMI
1. Introduction
Hybrid hidden Markov models (HMM) [1] have been used for
decades in state-of-the-art large vocabulary continuous speech
recognition (LVCSR) systems. Gaussian hybrid HMMs have
since been replaced with feed forward deep neural networks
(DNN) [2] and recurrent long short-term memory neural net-
works (LSTM)[3]. All approaches have a common discrepancy
that while they are modeling speech which is sequential data,
the training criterion maximum likelihood or cross-entropy is
defined on the frame level and minimizes the frame error rate
(FER). However, the recognition is done on sequence-level and
also incorporates additional knowledge sources like the lan-
guage model. Furthermore, the evaluation criterion is the word
error rate (WER). This mismatch between training and recog-
nition suggests that using training criteria which are based on
whole sequences and incorporate additional knowledge sources
can be helpful.
Sequence discriminative training of neural networks for
Automatic Speech Recognition (ASR) has been shown to pro-
vide a significant reduction in word error rates, in contrast to
cross-entropy training for each prevalent modeling technique.
Discriminative Gaussian HMMs (GHMMs) achieved best per-
formance when trained using sequence-discriminative criteria
like maximum mutual information (MMI) [4], minimum phone
error (MPE) [5] or minimum Bayes risk (MBR) related criteria
[6]. Significant improvements using sequence-discriminative
criteria for feed forward networks have been reported in liter-
ature [7, 8]. These improvements hold true for deep bidirec-
tional LSTM-RNNs (BLSTM), although BLSTMs inherently
make use of the whole sequence and are able to incorporate
more contextual information [9].
One shortcoming of these criteria is, that for the calculation
of the gradients for model updates forward backward computa-
tions over the exponentially growing set of all possible HMM
state sequences are necessary. To make these computations
feasible, some approximations are necessary. The traditional
way to approximate the search space is to only consider all
likely HMM state sequences, which are obtained by decoding
the training data with a pretrained model. The search space is
thereby confined to the search lattices which have to be created
beforehand and stored to disk. Implicit-lattice methods, which
do not store lattices, have been explored in the past [10].
Recently a different, lattice-free approach has been pro-
posed [11]. Here the search space is not confined to some
predetermined state sequences, only the calculation of numer-
ator statistics which encode the supervision information is re-
stricted to loosely follow some fixed, predetermined alignment.
Additionally the language model (LM) has been simplified by
limiting the LM context to phone-level four-gram which al-
lows for more frequent recombination of state paths. This ap-
proach has been adopted and adapted to different sequence cri-
teria [12, 13], score-fusion and system combination [14, 15] and
settings where we completely dispense with the need of initial
GMM models [16].
In this work we aim to get a better understanding of the
differences between lattice-based and lattice-free versions of
sequence discriminative training criteria. We therefore pro-
pose two implementations of the forward backward computa-
tions which have a lower memory consumption of onlyO(√T )
and O(log(T )) respectively compared to the O(T ) of a stan-
dard implementation [17, 18]. This allows us, at the expense
of longer runtime, to dispense of the need of lattices while still
avoiding many other approximations used in other lattice-free
implementations. With this we can make use of full length ut-
terances and/or more complex language models.
2. Lattice-Free vs. Lattice-Based Training
In this work we want to highlight the similarities and the differ-
ences between the previously proposed lattice-free, our newly
proposed lattice-free, and our lattice-based implementation us-
ing the MMI objective function as an example.
On a high level, the MMI criterion is given as the log pos-
terior probability of the reference word sequence w˜N˜1 given the
audio data xT1 . A decomposition into similar contributions per
training utterance is straight-forward.
FMMI = log
(
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1
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)
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Then the usual decomposition into acoustic model and language
model is employed and a sequence of time-aligned states is in-
troduced as a hidden variable to arrive at the well-known result
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Where {wN1 } means the set of all possible word sequences of
any length and {sT1 ∈ wN1 } means the set of all HMM state
sequences that are compatible with the given word sequence.
Now different schemes apply different approximations.
2.1. Lattice-Based Training
In the classical, lattice-based approach, the sums in the denom-
inator are approximated. Instead of summing over all possible
word sequences the sum is restricted to a set of likely word se-
quences which are determined via a decoding run on the training
data. An utterance specific lattice of hypotheses containing the
word identities and word boundary times is written to disk and
loaded every time this specific utterance is encountered during
the training.
At training time, all possible state sequences for each word
arc are constructed and aligned within the given word boundary
times. For each hypothesis word arc the best state path is cho-
sen. This can be seen as a Viterbi approximation in Equation 2,
but formally this is incorrect since a single word sequence can
appear with multiple state paths given that they have different
word boundary times.
The probabilities can then be modeled by choice, e.g. use
an n-gram count-based language model and the usual 3-state
HMM topology.
2.2. Memory-Efficient Lattice-free Training
In the previously proposed approach for lattice-free MMI no ut-
terance specific restrictions of the denominator sums apply. In-
stead, the search space is reduced by constraining the language
model context to a phoneme n-gram and simplifying the HMM
topology.
In [11], the sum in the numerator is constrained to loosely
follow the reference GMM alignment up to a tolerance of a few
frames. In [19], this constrained was relaxed. Here, the align-
ment only indirectly influences the state sequences, as the train-
ing utterances were cut into chunks with boundaries determined
from the initial alignment.
In this work we aim at a direct comparison of lattice-free
and lattice-based sequence discriminative training and intend
to introduce as few constraints and approximations as possible.
We therefore keep the original 3-state HMM topology with self
loops and skips and also use a word-based language model (un-
igram). There is no restriction on or modification of the length
of the training utterances.
This naturally leads to an increased search space, which di-
rectly translates to an increased usage of GPU resources. In a
straightforward implementation of the forward backward com-
putations one would do one forward pass while storing the α
values to memory and one backwards pass while loading the α
values and only keeping the current β value in memory. This
leads to a linear memory complexity in terms of time and num-
ber of states which would be prohibitive given the full search
graph.
Instead, while doing the forward pass we only store a se-
lected few checkpoints to memory and immediately discard the
other α values. During the backwards pass these checkpoints
are loaded and only the α values for this specific block are re-
computed and stored to memory. If we choose the block size
to be
√
T frames, then the memory consumption goes down to
O
(
S · 2
√
T
)
at the expense of having to do the forward pass
twice.
This reduction is usually sufficient to handle all training
samples of reasonable length. If a handling of longer sequences
is necessary we propose a more complicated scheme with mul-
tiple layers of checkpointing where for each sub-block we again
use checkpoints within the block to further reduce memory con-
sumption. Ideally, if in each iteration the block size is reduced
by a factor 1
2
, we arrive at a scheme with logarithmic memory
consumption. The disadvantage is, that in this case the α values
have to be reconstructed and discarded more often so that the
time requirement is increased by a factor log(T ).
Further savings can be obtained by pruning away states with
low occupation probability and only checkpointing a reduced
number of states to memory [17]. But this approach would then
reintroduce restrictions on the sums as in the lattice-based case
and is therefore not applied.
An overview of the proposed methods can be seen in Ta-
ble 1. For our experiments we used equidistant checkpoints if
not noted otherwise.
Table 1: Memory and runtime complexity of proposed al-
gorithms in terms of total number of frames T , number of
states S and edges E in the decoding graph
Checkpoints Runtime Memory
none E · T S · T
equidistant E · T S · √T
logarithmic E · T log(T ) S · log(T )
3. Experimental setup
For our experiments we used the Switchboard training data.
Since our cross-entropy baseline on this task has already
strongly been optimized, we also report results on data collected
in the Quaero project [20]. The size of the training data is com-
parable. We use the 300h portion of the original Switchboard
corpus and 250h of broadcast news and pod-casts for Quaero
The acoustic model is a 6-layer bidirectional LSTM with
500 cells per layer and direction. We use 4500/9000 clustered
triphone states as targets (Quaero/Switchboard). We use L2 nor-
malization, dropout [21], gradient noise [22], and focal loss [23]
as regularization techniques. No speaker adaptation or data per-
turbation techniques were used. The models are first trained un-
til convergence with the cross-entropy (CE) objective function.
The CE Model is used to generate the lattices for lattice-based
sequence discriminative training. Both lattice-based and lattice-
free training is initialized with the CE Model and the learning
rate is chosen to be smaller than in the CE training.
For lattice-free training, the search space is constructed as a
static composition of a word-level unigram language model, the
training lexicon, triphone context with across word coarticula-
Table 2: Number of states and edges in the decoding graph
for different corpora
Corpus States Edges
Switchboard [11] 24k 220k
Switchboard 185k 660k
Quaero 375k 1.25M
Librispeech 550k 2.5M
tion, and the 3-state HMM topology. The final size of the search
space automaton is many times larger compared to the previous
approach [11]. Sizes are given in Table 2.
Decoding is done with a count-based fourgram language
model.
4. Results
4.1. Denominator Language Model
An important difference between lattice-free and lattice-based
sequence training is the language model used in training. We
would like to compare the influence of different language model
context lengths on lattice-based sequence training performance.
Tables 3 and 4 show the results for lattice-based MMI and
sMBR training for different language models used in compari-
son with the best lattice-free result.
For the Quaero dataset, we see that for best performance a
bigram language model should be used. This is in accordance
to previous results [24]. For Switchboard we only saw improve-
ments if a fourgram language model was used and even degra-
dations if a unigram was used instead.
Table 3: Influence of language model context on lattice-
based sequence training performance on the Switchboard
300h dataset. Numbers are WER [%].
Criterion LM train LM lattice Total SWB
CE - - 14.4 9.9
MMI 1gram 1gram 15.2 10.3
1gram 4gram 15.4 10.5
4gram 4gram 14.3 9.6
lattice-free 1gram - 14.2 9.9
sMBR 1gram 1gram 14.4 9.7
1gram 4gram 14.2 9.4
4gram 4gram 13.9 9.5
lattice-free 1gram - 14.3 10.0
Table 4: Influence of language model context on lattice-
based sequence training performance on the Quaero
dataset. Numbers are WER [%].
Criterion LM train LM lattice dev’10 eval’13
CE - - 14.2 10.7
MMI 1gram 1gram 13.8 10.3
2gram 2gram 13.4 10.2
4gram 4gram 13.9 10.5
lattice-free 1gram - 13.8 10.3
sMBR 1gram 1gram 13.5 10.2
2gram 2gram 13.2 10.0
4gram 4gram 13.7 10.4
lattice-free 1gram - 13.8 10.4
An advantage of lattice-free sequence discriminative train-
ing is the reduced training time and disk space footprint. The
disk space argument is certainly true, the lattices take up sev-
eral gigabytes of storage while the search space automaton only
needs a few ten megabytes and can be generated on the fly.
4.2. Runtime Performance
We now compare the runtime performance of lattice-based and
lattice-free sequence training with the baseline cross-entropy
training in Table 5. For a fair comparison we have to addition-
ally include the time it takes to create and post-process the lat-
tices in the timing information. We decided to not do it here as
these calculations are trivially parallelizable over many cheap
CPU cores, so if it is necessary to quickly train and deploy a
model, this task may only take a fraction of overall training
time. Also, in frame-wise cross entropy training we have the
possibility to split all utterances into equally sized chunks of
small length (e.g. 50 frames) to further speed up the computa-
tion. This is not realistic for sequence criteria without imposing
strong approximations on the criterion [11]. We therefore give
two numbers for cross-entropy, one with and one without usage
of the chunking technique.
Table 5: Training time and real time factor (rtf) per full
epoch on the Switchboard data set for different training
criteria
Criterion Time [h] RTF
CE 3.5 0.012
– chunking 5.0 0.017
Lattice-based MMI 35.0 0.12
Lattice-free MMI 34.2 0.11
We found a tenfold increase in training times per epoch in-
dependent of the method used compared to the cross-entropy
baseline. Interestingly, there is already an increase by factor
1.5 when going from a chunked to a non-chunked training pro-
cedure. The time used for the numerator and denominator cal-
culations is about 85% of the total training time. This is in
strong contrast to the results reported in [11], where these cal-
culations only took up a small fraction of the total training time.
But this discrepancy is to be expected, as the training time is
proportional to the number of edges in the search graph and as
our implementation does the forward computations twice (cf.
Section 2).
This is, however, not a severe limitation of our approach,
since we use sequence discriminative training only as a fine-
tuning step after successfully training a cross-entropy model.
The total time spent for discriminative training of the neural
network is still comparable to the frame-wise training time.
4.3. Convergence Speed
We also want to compare lattice-based and lattice-free methods
in terms of convergence speed. In Figure 1 the progression of
word error rate over two epochs of training is shown.
We observe that the lattice-based curve not only converges
faster to a minimum but also achieves slightly better error rates
given the same conditions. For the lattice-based case, we also
confirmed previous observations [15, 8] that most of the im-
provements from sequence discriminative training happen in
a fraction of an epoch. The lattice-free curve shows first an
increased error rate which then goes down below the cross-
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Figure 1: Convergence speed of lattice-free and lattice-
based MMI training on Quaero dataset, both using uni-
gram word LM. WER on the dev2010 set.
entropy starting point. This might indicate that the lattice-free
model leaves the vicinity of a local optimum around the CE-
model. It does, however, not lead to a lower error rate.
4.4. Silence
An important observation of our experiments was that silence
requires far more attention in the lattice-free case than if lattices
are used.
It is common practice to introduce a scale to each probabil-
ity model to separately broaden or sharpen the distribution and
to tune the relative weight of each model separately. When we
use Viterbi approximation, only the relative scales matter. For
sequence training and when using the sum also the value of the
global scale matters.
In lattice-based sequence training it has empirically been
found that setting the language model scale to 1 and reducing
the acoustic scale by a factor on theorder of the best LM scale
used in recognition gives generally good performance [8, 24].
For lattice-free training, this choice leads to a serious degrada-
tion in performance as more and more frames are classified as
silence frames. Figure 2 shows how the silence ratio changes
over the course of the training.
For lattice-based training the ratio stays constant. In the
lattice-free case, the ratio increases depending on the scales.
The best performance for lattice-free training was achieved by
not scaling the models, i.e. setting all scales to 1.
4.4.1. Silence weight for sMBR
In our experiments with lattice-free sMBR criterion we noticed
a severe degradation compared with the lattice-based case. In
[12] it was suggested to downweight silence frames in the accu-
racy computation by a constant factor. We also tried this (Table
6) but found that this weighting did not influence the result.
Table 6: Influence of weighting silence frame accuracy by
a constant factor for lattice-free sMBR training. Numbers
represent WER [%].
Silence weight Total SWB
100 14.3 10.0
10−1 14.3 10.0
10−2 14.3 10.0
10−3 14.4 10.0
4.4.2. Acoustic and Language Model scales
As already shown in Figure 2 the scales of our models used
during training can have a strong influence on the convergence
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Figure 2: Fraction of the training frames classified as si-
lence over time for the cross-entropy (CE) baseline and
lattice-based (LB) and lattice-free (LF) MMI trained mod-
els using different acoustic model scales (AM).
of lattice-free training. In Table 7 we present our results.
While a low acoustic scale can seriously degrade the perfor-
mance of the trained model, if it falls under a certain threshold,
the language model scale seems to be of minor influence.
Table 7: Influence of acoustic (AM) and language model
(LM) scale on training performance for lattice-free MMI
training. The other scale has been kept constant at 1.0.
Numbers represent WER [%] on the total Hub5’00 set.
AM scale Total
0.1 26.0
0.2 14.7
1.0 14.2
LM scale Total
0.2 14.2
1.0 14.2
10.0 14.3
5. Conclusions
In this work we presented a memory-efficient approach for cal-
culating lattice-free sequence training criteria on GPU despite
using a full word language model and full length utterances.
Comparing lattice-based and lattice-free training criteria
we found that with careful tuning the lattice-free MMI trained
model approaches the performance of a comparable lattice-
based MMI model. The Lattice-based sMBR criterion still out-
performs all lattice-free training criteria while the lattice-free
version consistently performed worst.
Special attention is required with respect to silence frames
in the lattice-free case. Without restrictions on set word-
boundaries silence tends to dominate the model. Similar prob-
lems have been encountered in the case of frequent realignments
using LSTM acoustic models in the context of full-sum training
or CTC [25].
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