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Abstract
Public transportation is an effective tool to tackle many urban transportation problems. Due to its
higher capacity and reliability, rail transit often serves as the main means to connect major trip origins
and destinations in a metropolitan area. We have witnessed that rail transit systems continue to be built
or extended in cities around the world, including the cities in the U.S. As transit supply increases,
planning concepts such as Transit-Oriented Development (TOD) seek to integrate urban environment
with transit systems in order to promote transit use. Traditionally it is thought that people's travel
behavior is shaped by travel time or monetary costs only, but the emergence of many recent studies
suggests that the built environment also plays a role in people's travel decisions.
This research examines the relationship between rail transit station ridership and the factors
categorized into three groups: transportation system, built environment, and socio-demographics. The
stations of Boston's rail transit system are analyzed. The method used is the direct demand approach
with OLS regression. Bootstrapping and spatial regression are also used as enhanced models.
Variables concerning each station as well as the station catchment area were considered and tested.
This research finds that factors related to transportation system, land use, pedestrian environment, and
socio-demographics are important. Different combinations of predictors are found during different
time periods, reflecting the temporal difference in travel patterns. The findings of this research are in
line with the TOD concept that certain elements of the built environment, such as higher levels of
employment and population in the station area, and a more walkable environment, are associated with
increased transit ridership. The results could lend support to future transit line planning, the design of
neighborhood road networks, and land use policy-making.
Thesis Supervisor: P. Christopher Zegras
Title: Associate Professor of Transportation and Urban Planning
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1 Introduction
1.1 Background
Public transportation serves as an important mode of transportation in many major cities in the world.
It has many benefits over private transportation: It takes up less road space to transport a traveler, and
may save commuting costs and reduce carbon emissions. It alleviates traffic congestion and provides
mobility to urban residents. Also, public transportation promotes health, for taking transit requires the
act of walking. Each additional kilometer walked per day was found to be associated with a 4.8%
reduction in the likelihood of obesity (Frank et al., 2004). The rail transit system in a metropolitan area
may include subway and/or light rail. Rail transit often serves as the main means to connect major trip
origins and destinations in a metropolitan area due to its higher capacity, frequency, and reliability of
arrival time compared to bus system in general.
As the gas prices remain high and the call for sustainable development has been popular over the
recent years, many government agencies in the U.S. and other countries alike have proposed plans to
encourage rail transit use. On the systems side, more and more new or extended rail transit lines have
been built in the U.S during last several decades. The number of fixed guideway systems in the U.S.
has more than tripled since 1970, and among the systems light rail has witnessed the largest growth
percentage. Since 1972, the overall ridership has grown more than 55 percent. Bus ridership has grown
17% over the time period while heavy rail and light rail ridership have more than doubled (APTA,
2012). On the urban development side, planning concepts such as Transit-Oriented Development
(TOD) have been implemented to make tighter connections between travelers and transit services.
Many metropolitan's planning agencies have proposed TOD guidelines to promote the use of rail
transit (e.g. BART, 2003; DART, 2008; EEA, 2013; and MARTA, 2010). The guidelines are set to let
rail transit stations to be the focal areas of regional development, reducing the need of auto
dependence induced by future population and employment growth.
As rail transit has been promoted in many places to tackle urban transportation problems, a question
regarding how many passengers a station would attract naturally arises. To put it another way, what
are the relevant factors that are associated with ridership at the station level? Station-level ridership
matters not only because the TOD concept considers a station the focal point of a
community/neighborhood, but also when it comes to planning new transit lines and designing new
transit facilities, estimated demand would affect route location choice, schedule planning, and the
designed capacity of a station.
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This study attempts to answer such question, studying the rail transit system of the Boston
metropolitan area.
1.2 Objective
The objective of this study is to assess the factors that are associated with rail transit ridership at the
station-level in the Boston metropolitan area. Within the objective, this study will examine several key
issues as following:
(1) Elements of built environment associated with station-level ridership
(2) Elements of transportation system associated with station-level ridership
(3) Temporal variation of station-level ridership
(4) The methods of forecasting station-level ridership
(5) Urban-form assessment measures
(6) The issue of transit access and station catchment area
(7) Discussion of policies concerning transit planning, providing more walkable environment, and
land use planning.
1.3 Scope
This study focuses on analyzing Metro Boston's urban rail transit system, which is operated by the
Massachusetts Bay Transportation Authority (MBTA) and includes both heavy rail and light rail.
Commuter rail is not included because the characteristics of commuter rail are quite different from that
of heavy rail and light rail, in terms of service purpose, coverage area, fare, service frequency, distance
between stations, and vehicle type. The MBTA's heavy rail consists of Red Line (without Mattapan
Line), Orange Line, and Blue Line, while light rail consists of Green Line and Mattapan Line. Red
Line has two branches: Braintree and Ashmont branches. Four branches are within Green Line:
Boston College "B" Branch, Cleveland Circle "C" Branch, Riverside "D" Branch, and Heath Street "E"
Branch. Heavy rail and light rail together consist of 64 route miles of service.
The temporal scope is set to be year 2010 and data from 2010 or close to 2010 are collected. Figure 1-
1 shows the route map of the MBTA's transit system.
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transportation system are presented. Finally, the continuing and future transit-related plans are
discussed.
Chapter 4 explores the methods of this study. Firstly the methods of defining station catchment area
are presented. The selection and handling of the set of dependent and independent variables are then
discussed. Finally the process of modeling is presented.
Chapter 5 presents the findings of the modeling and discusses the implication of the results of the
different models and how the predictive powers of variables change in different models.
Chapter 6 concludes with the discussion of policy implications, limitations of this research, and the
suggestions for future researchers.
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2 Literature Review
2.1 Rail Transit and Its Relationship with Built Environment
The definition of sustainable development, according to the 1987 United Nations World Commission
on Environment and Development, is "Meeting the needs of the present without compromising the
ability of future generations to meet their own needs." (Asmar, 2009) However, we have witnessed
continuous urban sprawl in past decades. Between 1982 and 1997, the amount of urbanized land used
for development increased by 45 percent from 51 million acres to 76 million acres in 1997, yet
population grew only by 17 percent (Smart Growth Network, 2002).
Increasing need for more road capacity came together with urban sprawl. Auto-dominated suburban
areas are home to the majority of Americans, and the car dependence causes congestion, undermined
air quality, and the urban heat island effect due to the overly paved ground. The annual delay per
commuter is 38.0 hours in 2011. Although it is a drop from the highest level (43.1) in 2004 through
2006, there is still much difference compared to 1982's 15.5 hours (TTI, 2012). Providing more road
capacity cannot solve the issue; on the contrary, it would attract more auto traffic demand, and thus
congestion yet again follows.
Therefore, transit systems continue to be important in cities as an alternative to private transportation.
According to the American Public Transportation Association (APTA), without transit, drivers would
have consumed 303 million more gallons of gasoline and spent additional 796 million hours due to
added roadway congestion during 2010. Overall, transit saves drivers 16.8 million costs of congestion
(APTA, 2012). Figure 2-1 provides the annual trends of fuel, travel time and money savings of transit.
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Figure 2-1: Trends of transit congestion savings
(Source: APTA, 2012)
In order to provide transit systems more cost effectively and encouraging more to take transit, it is
crucial to understand the factors that drive transit ridership. Built environment is an important factor
that influences transit ridership, and several planning concepts, such as smart growth, new urbanism,
and TOD accentuate its importance.
Smart growth seeks to inhibit urban sprawl and provide a variety of transportation choices (Smart
Growth Network, 2002), and new urbanism broadens the concept of smart growth and stresses the
importance of improving the quality and utility of pedestrian travel in a community. The Congress for
the New Urbanism (CNU), supported by advocates from the fields of urban design, development,
academia, citizen activism, and government policy, published the Charter of New Urbanism that lists
several guidelines of new urbanism. The Charter argues that neighborhoods should be compact,
pedestrian friendly, and mixed use, and many activities of daily living should occur within walking
distance, allowing independence to those who do not drive. Interconnected network of streets should
be designed to encourage walking. Also, concentrations of civic, institutional, and commercial activity
should be embedded in neighborhoods, not isolated in remote, single-use complexes (CNU, 2000).
Another important concept related to new urbanism is Transit Oriented Development (TOD), which
integrates the ideas of smart growth and new urbanism and further describes the importance of letting
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transit station be the prominent center of a community. High density and quality development should
be located near transit station, so that those who take transit as a commute mode would benefit from
satisfying their daily needs. Because pedestrian is the main character in transit use, providing safe,
easy access between origin or destination and transit station is also of paramount importance.
According to the Metropolitan Area Planning Council (MAPC), there are several principles of TOD
(MAPC, 2012):
* A diversity of land uses, including employment and common destinations
e Higher levels of density appropriate to the community context
* A mix of housing options and dedicated housing affordability
* Intermodal connectivity (pedestrian and bicycle connections, other transit)
e Green infrastructure and open space
* Low parking requirements and alternatives to car ownership (e.g., Zipcar)
* High quality urban design and sense of place
2.2 Station Access and Station Catchment Area
According to the TOD concept, built environment in the station area is an important factor related to
transit usage; we may now explore the concepts of station access and station catchment area.
Transit is not the mode of transportation that provides door-to-door travel. Therefore, transit access
becomes crucial in drawing potential users. A transit station may draw more potential users if
accessing the station becomes easier, for instance, with more and better quality of access modes.
Unlike commuter rail for which car access is important, urban rail transit generally relies on non-
private-vehicle modes such as walking, bicycling, and transfer bus to access stations, due to denser
development along the lines and limited parking availability. Table 2-1 shows the speed characteristics
and corresponding ten minute traveling distance of these three access modes.
Table 2-1: Traveling speed and 10-minute traveling distance of walking, bicycling, and bus
Mode Walking Bicycling Bus
Assumed average speed (mph) 3 12 20
10-min traveling distance (mile) 0.5 2 3.33
Table 2-2 shows the access and egress mode shares in several cities in the world. From the mode share
surveys in these cities, we see that walking is an important access or egress mode for urban rail transit.
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Table 2-2: Access and egress mode shares of rail transit systems
Mode Netherlands San Tokyo, Shanghai, Singapore Taipei,
Francisco, Japan China Taiwan
USA
A E A E A E A E A E A E
Walk 24% 48% 24% 76% 60% 88% 51% 81% 70% 67% 48% 57%
Bicycling 39% 12% 1% 1% 17% 2% 11% 1% 0% 1% 2% 1%
Public 24% 27% 24% 19% 17% 9% 29% 13% 28% 31% 32% 35%
Transport
and taxi
Car 13% 10% 51% 4% 4% 1% 1% 2% 1% 1% 3% 1%
Others 0% 3% 0% 0% 5% 0% 8% 3% 0% 0% 12% 10%
A: Access; E: Egress
(Source: Tay, 2012; and Lin, 2002)
In the Boston case, according to the systemwide passenger surveys conducted by the Central
Transportation Planning Staff (CTPS) for MBTA, walk access is the predominant mode of accessing
stations across all four lines, the mode shares of access are summarized in Table 2-3.
Table 2-3: Shares of station access modes in four lines of Boston's rail transit system
Access mode Red Line Orange Line Blue Line Green Line
Walk 56.6% 51.4% 53.0% 80.7%
Drive/Park 13.2% 11.2% 22.2% 3.6%
Drop-off 4.3% 4.5% 5.9% 1.4%
Taxi 0.1% 0.0% 0.1% 0.1%
Shuttle/Van 1.2% 0.2% 0.5% 0.5%
Bicycle 0.9% 0.4% 0.3% 0.1%
Other private 0.2% 0.3% 0.0% 0.2%
mode
Public transport 23.5% 32.1% 17.9% 13.4%
(Source: CTPS, 2010)
The pedestrian catchment area is determined by the area delineated by the maximum distance a transit
user is willing to reach by foot. Some factors may influence maximum distance one is willing to walk
such as travelers' socio-demographics, trip length, type of transit (commuter rail, rapid transit, or bus),
and inter-station spacing.
Furthermore, the quality of built environment was found to be also associated with walking distance.
Jiang et al. (2012) explored the bus rapid transit station context and corridor type, and their
relationship with the distance people are willing to walk to access the station in Jinan, China, and
found that certain characteristics - median transit-way station location, shaded corridors, busy and
interesting streets - increase the walking distance of assessing transit stations.
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Studies suggest that distance of origin or destination to transit station is a crucial factor in determining
if travelers would use transit system or not. Ewing and Cervero (2010)'s study suggested that a one
percent decrease in household's distance to transit station leads to a 0.29 increase in transit use, and
Cervero (2007) also found that those living within one half mile of a rail station were around four
times as likely to commute by rail as those living within a distance within half to three miles. Zegras
(2010) found that as those household's distances to metro stations increase, their vehicle kilometers
traveled (VKT) also increase in Santiago de Chile.
Despite the potential factors that may affect each traveler's accepted distance to walk, in previous
research and public transit industry practice, quarter (0.25) mile buffer around a bus stop and one half
(0.5) mile buffer around rail stations are commonly used as the station catchment area (El-Geneidy et
al., 2010), representing the walking distance that a traveler walks 5 minutes to reach a bus stop and 10
minutes to reach a rail station at the average speed of 3 mph. One half mile is the generally accepted
distance for delineating the transit catchment area; Guerra et al. (2011) mention it as the de facto
standard for the TOD planning in America.
Two types of bases of drawing buffer areas have been found in literature. One is the Euclidean-
distance buffer, based on drawing a half-mile radius circle around a station. Another type is the
network-distance buffer, based on the actual road network that people are able to travel. Figure 2-2
and 2-3 show the examples of these two buffers.
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Figure 2-2: Example of the Euclidean 2 mile buffer around a station
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Figure 2-3: Example of the network-distance Y2 mile buffer around a station
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2.3 Transit Station Ridership
Transit planners and policy-makers need to know the influences of changes in transit service and the
built environment on transit ridership. It is important to know these influences for several reasons
(Chu, 2004). Competing demands for adding new services, changing, or maintaining demands for
existing services always exist. It is better for planners and policy-makers to know this information in
order to allocate limited resources. Also, transit agencies have to request budgets for proposing service
plans to their governing board. Ridership forecasts affect both cost and revenue. In service plans,
network and schedule planning treat ridership forecast as the important inputs.
There have been more interests in estimating station-level ridership in the past decade. Before that,
route or segment level had been accentuated. Although segment-level ridership is an advancement
from the route-level, both levels still have limitations. It is difficult for these models to take into
account important station-level characteristics that might explain the variation of ridership across
stations (Chu, 2004). Therefore, estimating station-level transit ridership allows us to look deep into
the actual locations where demand emerges.
Two approaches to modeling transit station ridership exist - the disaggregate approach and the
aggregate approach. The disaggregate approach considers each individual or household as an agent,
and based on the utility theory, when people decide to travel, they would choose the way of traveling
that maximizes their utility, or equally minimizes their dis-utility, such as travel time and costs. This
disaggregate approach to estimating station ridership is part of the regional four-step travel model, in
which transit station is not the center of study, but merely the access point for those who would use
transit after mode share estimation.
The aggregate approach, also referred to as the direct demand approach, on the other hand directly
derives transit station demand from explanatory variables, based on regression models. Some variables
commonly included in the regional travel are not considered because direct demand approach
specifically focuses on the transit service and the characteristics of a node (station), instead of the
origin-destination characteristics of a trip.
The aggregate approach has an advantage in terms of cost and time of preparing and processing the
data, because regional travel modeling requires household travel surveys that may take a fair amount
of time to complete.
Table 2-4 summarizes the studies found in the literature that uses the direct demand approach to
estimate station ridership.
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Table 2-4: Studies using direct demand approach to estimate station ridership
Authors Transit type Method Study area
Cervero et al. (2010) BRT OLS Regression Los Angeles, CA
Cervero (2006) Heavy rail and LRT OLS Regression SF Bay Area, CA and
St. Louis, MO
Chu (2004) Bus Poisson Regression Jacksonville, FL
Dill et al. (2013) LRT and bus OLS Regression 3 regions in OR
Estupinan and BRT Factor Analysis and Two- Bogota, Colombia
Rodriguez (2008) stage Simultaneous
Regression
Kuby, et al. (2004) LRT OLS Regression 9 U.S. metropolitan
areas
Lin and Shin (2008) Heavy and medium- OLS Regression Taipei, Taiwan
capacity rail
Ryan and Frank Bus OLS Regression San Diego, CA
(2009)
Sohn and Shim (2010) Heavy rail OLS Regression and Seoul, Korea
Structural Equation
Modeling
Tay (2012) Heavy rail OLS Regression Singapore
These studies suggest that both elements of built environment and transit service are found to be
significant in explaining station-level transit ridership. For instance, Cervero et al. (2010) studied Bus
Rapid Transit (BRT) station ridership in the area of Los Angeles, CA. They proposed three classes of
variables: BRT service attributes, location and neighborhood attributes within the mile buffer of a
stop, and bus stop/site attributes. They found that the number of daily buses, number of feeder bus
lines, number of rail feeder trains, population density, distance to nearest stop, and a few interactive
terms are significant and included in the final model.
Dill et al. (2013) explored the role of service and urban form in predicting stop-level transit ridership
in three regions in Oregon. They proposed four groups of independent variables - socio-demographics,
transit service, transportation infrastructure, and land use. Many of the variables in all four groups
were found to be significant, such as transfer stop, park and ride facility, street connectivity, job
accessibility, population, pedestrian destinations within the buffer area, and distance to city center.
Kuby et al. (2004) studied LRT station ridership in 9 U.S. metropolitan areas and proposed 17
variables that belong to five categories: (1) traffic generation; (2) intermodal connection; (3) citywide
(4) network structure; and (5) socioeconomic. They found that many variables are significant, such as
employment, population, bus connections, terminal station, transfer station, normalized average travel
time to other stations, and the percent of households that rent.
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Sohn and Shim (2010) analyzed the relevant factors associated with metro station boardings in Seoul,
Korea. 24 independent variables that belong to three groups - built environment, external connectivity,
and intermodal connection were hypothesized and tested. They found that employment, commercial
floor area, office floor area, net population density, number of transfers, number of feeder bus lines,
and transfer station dummy variable are significantly associated with station boardings.
Estupinan and Rodriguez (2008) explored the relationship between built environment characteristics
and station boardings for Bogota's BRT. They hypothesized variables that belong to four groups:
station characteristics, physical attributes, perceived characteristics, and neighborhood attributes. They
found that environmental supports for walking and personal and environmental barriers to cars are
related to higher BRT boardings in Bogota, Colombia.
Probing into the issue of last-mile solutions in Singapore, Tay (2012) found that porosity, a pedestrian
connectivity measure, is significantly positively associated with higher station ridership.
2.4 Methods of Measuring Urban Form
Since the literature review suggests that built environment plays a role in shaping station ridership, this
section of literature reviews papers specifically targeting the evaluation of urban form.
Based on new urbanism and TOD concepts, street connectivity is a critical component of
neighborhood design, because it determines how easy one can reach the destination within the
neighborhood or around transit stations. Traditional grid-like street network with smaller blocks
provides higher street connectivity than a network with large blocks and many 3-way intersections or
cul-de-sacs because the travel distance between two points is shorter in the former one.
Song and Knaap (2004) conducted an urban form study based on the Portland, Oregon, metropolitan
area. They proposed several quantitative measures of urban form to gauge urban sprawl and computed
the values for neighborhoods of varying age in Washington County, Oregon. Their measures are
categorized as five groups (A through E) as following:
(A) Street Design and Circulation Systems
(1) Internal connectivity - number of intersections divided by sum of the number of
intersections and the number of cul-de-sacs
(2) Block perimeter - median perimeter of blocks
(3) Blocks - number of blocks divided by the number of housing units
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(4) Length of cul-de-sacs - median length of cul-de-sacs
(5) External connectivity - median distance between ingress/egress (access) points
(B) Density
(1) Lot size - median lot size of single-family dwelling units (SFDUs)
(2) SFDU density - SFDUs divided by the residential area of the neighborhood
(3) Floor space - median floor space of SFDUs
(C) Land Use Mix
(1) Mix actual - acres of commercial, industrial, and public land uses in the neighborhood
divided by the number of housing units
(2) Mix zoned - acres of land zoned for central commercial, general commercial,
neighborhood commercial, office commercial, industrial, and mixed land uses in the
neighborhood divided by the number of housing units
(D) Accessibility
(1) Commercial distance - median distance to the nearest commercial use
(2) Bus distance - median distance to the nearest bus stop
(3) Park distance - median distance to the nearest park
(E) Pedestrian Access
(1) Pedestrian commercial - percentage of SFDUs within a quarter mile of all existing
commercial areas
(2) Pedestrian transit - percentage of SFDUs within a quarter mile of all existing bus stops
By applying these urban form measures in the neighborhoods built at different times, they had four
findings: (1) Neighborhoods in Washington County have increased in SFDU density since 1960s; (2)
Internal street connectivity and pedestrian access to commercial areas and bus stops have improved
since early 1990s; (3) External connectivity continues to decline; and (4) The mixing of land uses
remains limited.
Brownson et al. (2009) reviewed the three techniques of measuring built environment relevant to the
study of physical activity (transportation activity, leisure activity, or total activity) - (1) Perceived
measures obtained by telephone interview or self-administered questionnaires; (2) observational
measures obtained using systematic observational methods (audits); and (3) archival data sets that are
often layered and analyzed with GIS. GIS measures simply means the measures derived primarily
from existing spatial data sources. Although some issues of reliability, validity, and comparability of
GIS-based measures may inevitably exist, using GIS to characterize built environment has an
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important advantage of generating objective, quantitative measures. The authors stated that common
GIS-based measures can be sorted into the following categories:
(1) Population density
(2) Land use mix
(3) Access to recreational facilities
(4) Street pattern
(5) Sidewalk coverage
(6) Vehicular traffic
(7) Crime
(8) Other, such as building design, public transit, slope, greenness/vegetation
(9) Composite variable/index
For the street pattern type of measure, the authors note, the most common ones are intersection density,
percentage of four way intersections, and number of intersections per length of street network.
Composite variables/indices are thought to capture the inter-relatedness of many built environment
characteristics, minimize the effect of spatial collinearity, and ease the communication of results. For
instance, Frank et al. (2005) proposed an index called "walkability index" that takes into account
residential density, land use mix, and street connectivity simultaneously to gauge the walkability of
neighborhoods.
The review in this section reveals different approaches to measuring different types of built
environment. In addition to the usual fields of transportation and urban planning, the study of urban
form also relates to physical activity, which is in the field of health and preventive medicine. It is also
worth noting that the increasing capabilities of GIS software and data availability have enabled rapid
advancements in understanding urban form in a quantitative and interpretable way.
2.5 Regression Analysis
2.5.1 OLS Regression
From the review of existing studies on the estimation of transit station ridership with the direct
demand approach, we see that ordinary-least-square (OLS) regression is the most common method to
gauge the effect of different factors on the ridership. Regression analysis is a statistical method that
analyzes the relationship between variables - To construct a form of relationship between one or a set
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of independent variables and a dependent variable. Building a regression model with two or more
independent variables explores their inter-relationship and the contributing effect of each independent
variable to the dependent variables.
The results of regression analysis can be used for explanation or prediction of a phenomenon. After
gathering data and using statistical inference to derive the coefficients, one is able to know how each
independent variable influences the dependent variable, whether the relationship is statistically
significant, and which variable is more or less important in terms of size of effect given the existence
of other variables. The coefficients of variables also allow us to predict the outcome assuming a
change in one or more independent variables. Linear regression is the most common form of
regression analysis, and it consists of two parts - (1) The part explained by one or a set of independent
variables, and (2) The unexplained part. If only one independent variable exists, it can be formulated
as follows, where E denotes the error term (unexplained part):
Y = fpo + fix + e
In OLS regression, the method of least squares is used to estimate the parameters. The target of this
method is to find a fitted line that minimizes the sum of square errors, or the sum of square distance
between observation and the expected value. Again assuming only one independent variable is present;
the form to minimize the sum of distance can be expressed by:
N N
min enz = min [yn - (#0 + f 1 xn)] 2
n=1 n=1
By partially differentiate both Po and p1 to find the values of po and Pi that minimizes the value of the
sum of square errors, the simultaneous equations can be expressed by:
X P=1 n2 N
= -2 [yn - (f#0 + f#1x.)] = 0
(9#0 n=1
N2 [yn - (f + i1xn)]xn = 0
n=1
The simultaneous equations therefore become:
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N N
y n = nflo + xnf1
n=1 n=1
N N N
nYn Y nO + Xn 2f31
=1 n=1 n=1
As a result, the estimated parameters fio and f$1 can be expressed by:IN
1 =(Xn - )2
= - y1 2
The regression line therefore is:
9 = fo + $1 x
If more than one independent variable exists, the general form of the regression model can be
expressed in the form of matrix by:
YNx1 = XNx(K+1) f(K+1)xl + ENx1
_y 1 x ... XK] fgo-
whereY= ,X= 1 X2 1  - X2K]E - E2jN is sample size, and K is the
YN_ XN1 -- XNK AK -EN
number of independent variables in the model.
Similarly, the estimated parameters 4 can be expressed by:
4 = (X'X)-X'Y
The regression line is:
p = 4 0 + 1x1 + 1x2 +'--+ #KK
There exist statistical tests that can be conducted to test if a model is appropriate. The first one is to
test if the overall relationship between the dependent variable and one or a set of independent variables
in the model is statistically significant. The null hypothesis can be written as:
Ho: #1 = f2 ='=K 0
Then the F-statistic can be used:
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If F K= = J; )2 /K > FKN-K-1,a (where N is sample size, K is the number of
N-K-1 'N-K-1
independent variables in the model, and a is the level of significance), we can reject the null
hypothesis and confirm that at least some of the independent variables have effect on the dependent
variable.
If we are to test if the individual contribution of each independent variable, the ratio of each parameter
13k to the standard error of each parameter S(fik) can be used as the standard of testing. The null
hypothesis in this case can be expressed as
Ho: Ik = 0
Then the t-statistic can be used:
If t| = |)| > tN-K-1 (where N is sample size, K is the number of independent variables in the
model, and a is the level of significance), we can reject the null hypothesis that the specific
independent variable has no effect on the dependent variable.
Another concept is the goodness of fit. The explanatory power of the independent variable(s) to the
dependent variable can be denoted as the coefficient of determination, or R2 . It represents the
percentage of variation of the dependent variable that can be explained by the independent variable(s).
The mathematical form is:
= SSR EN 1n -y)2R = --- =
SST l(yn - Y)2
R 2 takes the value between 0 and 1, and higher R 2 indicates higher explanatory power. It can be used
as the standard to compare different models. The adjusted R 2 (Ra 2 ) is used to compare a less restricted
to a more restricted model, and to assess the explanatory value of adding an additional independent
variable to a model. It can be expressed by:
Ra 2 = 1 - (1 - R2)
where N is the number of observations and K is the number of independent variables in the model.
The regression models have three basic assumptions:
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(1) Normality: Errors follow normal distribution.
(2) Homoscedasticity: Errors have the constant variance.
(3) Independence: Errors have independence; the errors of different levels of the independent
variables(s) would not be affected by one another.
2.5.2 Bootstrapping
Bootstrapping is a method of resampling with replacement that can be used to enhance the regression
models when the sample size is small. This nonparametric approach allows us to estimate the sampling
distribution of a statistic empirically without making assumptions about the form of the population,
and without deriving the sampling distribution explicitly (Fox and Weisberg, 2012). In other words, it
uses the data in the sample as the population from which repeated samples are drawn. There are two
ways to apply the bootstrapping method: (1) Treat independent variables as random and boostrapped
samples are selected from the observations directly; and (2) Treat independent variables as fixed and
perform resampling on the residuals of the fitted regression model. When the sample size is small, it
can provide more accurate inferences because it does not require distributional assumptions (Fox,
2008).
2.5.3 Spatial Regression
Spatial regression, as its name implies, takes into account the spatial effect of a certain phenomenon.
The basic idea behind it is that nearby areas are more related to distant areas. In real life, we have
witnessed many phenomena affected by clustering, such as property values and political tendency.
Property values may be the most obvious case of spatial dependence; the price of a house is highly
affected by that of nearby houses, despite the difference among the individual characteristics of the
houses. Spatial dependence can even partly explain the political system of the countries. Studies show
that democratic transitions in many Latin America countries seem to have been influenced by
processes in other neighboring countries, and democracy levels of the countries around the world
appear to have spatial association as well (Ward and Gleditsch, 2007). Moreover, vehicle usage in the
U.S. was found to also have spatial dependence (Glass et al, 2012). A lot of data in studies are
organized on spatial units. The characteristics of these units may be highly clustered in particular
spatial regions. Therefore it makes sense to assume that the spatial dependencies across the
observations exist. Ignoring these dependencies hinders our ability to generate meaningful inferences
about the processes we study. Thus, spatial regression models incorporate this important information
about how phenomena are spatially interconnected (Ward and Gleditsch, 2007).
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The first issue of conducting spatial analysis is how to measure the proximity of the observations. A
matrix containing useful spatial information is called row-normalized connectivity weights matrix,
denoted as W. If we assume that a region can only be affected by its adjacent regions, and each
adjacency takes equal weights, we may construct a weights matrix W where each row sums up to one
by dividing the number of links to which a particular region is connected. Figure 2-4 and Table 2-5
describe the case showing the connection of eight European countries and their respective weights
matrix.
Norway
Finland nmr
Germ at!y
France
italy
Figure 2-4: Adjacency of eight European countries
(Source: Ward and Gleditsch, 2007)
Table 2-5: Weights matrix of eight European countries
Denmark Finland France Germany Italy Norway Sweden UK
Denmark 0 0 0 1/3 0 1/3 1/3 0
Finland 0 0 0 0 0 1/2 1/2 0
France 0 0 0 1/3 1/3 0 0 1/3
Germany 1/4 0 1/4 0 1/4 0 1/4 0
Italy 0 0 1/2 1/2 0 0 0 0
Norway 1/3 1/3 0 0 0 0 1/3 0
Sweden 1/4 1/4 0 1/4 0 1/4 0 0
UK 0 0 1 0 0 0 0 0
(Source: Ward and Gleditsch, 2007)
Similarly, we can also construct a weights matrix based on the distances between one location and
other locations. Now the matrix elements in each row still sum up to one, yet they are weighted by the
distance between the two locations.
After the construction of the weights matrix, the Moran's I test can be used as an initial test for the
possible existence of spatial dependence. The Moran's I statistic is a global correlation of the values of
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an observation with those of its neighbors. The dependent variable is used for analysis in this research,
without considering the input information from independent variables. The generalized Moran's I
statistic can be denoted as:
I n )]i E;, wgj (yg - y)(y; - f-)
(Yg i7 wji W) E (yi - y)
where w is the element of the weights matrix W and y is the variable of our concern
Higher values of I suggest stronger positive spatial clustering, meaning that the values of the
neighboring observations are more similar to one another.
To correct the potential spatial correlation in the model, two alternative models to OLS regression
exist: (1) Spatial Lag Model; and (2) Spatial Error Model (Root, 2010). In the spatial lag model, we
treat the spatial association as an important element shaping the value of the dependent variable, and
therefore add a spatially lagged dependent variable on the right-hand side of the equation. The spatial
lag model can be expressed by:
y= pWy+XJ3+E
where Wy is the spatially lagged dependent variable, p is the coefficient of the spatially lagged
dependent variable, X is the matrix of independent variables, the same as the one in OLS regression.
Another way of correcting the spatial correlation is to consider spatial correlation a nuisance only. In
this case, we only need to correct the error term of the initial equation. The spatial error model
examines the spatial autocorrelation between the residuals of adjacent locations. It can be denoted as:
y= XP+E
E = AWE+ {
where E is the error term that is spatially weighted by the weight matrix W. A is the coefficient of
spatial error, and { denotes the uncorrelated error terms.
By including the spatial element to correct for potential spatial autocorrelation among the observations,
we may capture the spatial dynamics that affect the phenomena of our interest and get more accurate
statistical inference of the models we build.
In sum, this chapter reviews the planning concepts that link transit use to built environment, the
concepts of station access and station catchment area, methods of forecasting station ridership,
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methods of measuring built environment, and the relevant regression analysis tools. The modeling
framework and selection of variables are based on the findings of the literature review.
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3 The Boston Case
3.1 Introduction to Boston
Boston is one of the oldest major cities in the northeast region in America, with a history dating back
to the first part of the 17th century. The city of Boston is relatively compact; some 625 thousand
people live in 48.4 square miles of land area. The Boston-Cambridge-Newton metropolitan statistical
area (MA-NH MSA) has about 4.6 million people, making it the 10th largest metropolitan area in the
U.S. By one measure, Boston is the fifth most congested metropolitan area in America, with 53 hours
of yearly delay per commuter (TTI, 2012). Its commute-by-transit share is the third-highest among all
metropolitan areas in America, trailing only New York City and Washington, D.C. (Litman, 2012).
Table 3-1 shows the most congested metropolitan areas in the U.S. according to the Texas A&M
Transportation Institute (TTI) and Figure 3-1 shows the cities ranked by the share of central city
commutes by rail and bus transit.
Table 3-1: Congestion conditions in the most-congested metropolitan areas in the U.S.
Yearly Delay per Auto Excess Fuel per Auto Congestion Cost per
Urban Area Commuter Travel Time Index Commuter Auto Commuter
Ho"s Ran Value Rank Galons Rank Dollars Rank
Ver Large Average (15 areas) 52 1.27 24 1,128
WasVnton DC-VA-MD 67 1 132 4 32 1 1398
LsAngelesLonh-antAnaCA 61 2 137 1 27 3 1,300 2
SanranciscoOadand CA 61 2 1 22 .23 25 6 '126. 4.
New York-Newark NY-NJ-CT 59 4 133 .3 .28 2 1.281 .3
Boston MA-NH4U 53 5 129 6 263 4 1;147 6
Houston TX 52 6 126 10 23 12 1,09 8
AtantaGA 51 7 124 17 23 12 1.120 7
ci.o-LAN 51 7 125 14 24 a 1153 5
Philadlpha PA-NJ-DEMD 48 9 126 10 23 12 1;018 12
Seat!6 WA 48 9 ,26 10 22 15 1,050 10
Iatro FL 47 15 14. 25 6 993 13
GsOortWo gthtaOnTX 45 13 $ 126 10 20 19 957 15
DetrvMi 40 25 1U8 37 186 30 8 9 27
SaDiegocA 37 37 618 37 15 48 774 41
Phoenix-MesaAZ . 35 40 1 18 37 20 19 837 30
(Source: TTI, 2012)
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Figure 3-1: Cities ranked by commute-by-transit share (Source: Litmn, 2012)
Boston has one of the oldest public transportation systems in America. The history can be dated back
to the horsecar era in the 19th century. The city grew with the development built around transit
stations. 57%/ of Boston's (referring to the city itself instead of metro area) population and 79% of its
jobs are located within an approximately ten-m-inute walk of a rapid transit or commuter rail station.
From 1990 to 2000, Boston's population had grown about 3%. However from 1990 to 2001, auto
registrations had grown about 36%. According to a national survey, parking costs in Boston are the
second highest in the country, behind only New York City (CTPS, 2002).
At the city level, the Boston Redevelopment Authority (BRA) is the principle agency responsible for
Boston's land use planning. By updating zoning codes, the BRA seeks to manage growth by allowing
higher densities closer to transportation nodes. It also restricts building heights and densities in historic
districts, protects open space, and provides design guidelines for new development. All large projects
with equal to or more than 50 thousand square feet of gross floor area must be approved by the BRA
(BTI, 2008).
At the regional level, the Metropolitan Area Planning Council (MAPC) is a regional planning agency
in Metropolitan Boston with 101 cities and towns. It serves to promote smart growth and regional
collaboration. Its smart growth principles are set to integrate transportation and land use planning in
the region (MAPC, 2010). Figure 3-2 shows the metropolitan area for which the MAPC is responsible.
At the state level, a number of initiatives have been implemented to manage growth. The Executive
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Office of Environmental Affairs (EOEA) provides funds for buildout analysis of all communities in
Massachusetts (CTPS, 2003).
The Boston Region Metropolitan Planning Organization (MPO) is responsible for conducting the
federally required metropolitan transportation-planning process for the Boston metropolitan area. The
MPO uses this process to develop a vision for the region and then decides how to allocate federal and
state transportation funds to programs and projects - roadway, transit, bicycle, and pedestrian - that
support that vision (CTPS, 2013a). The staff to MPO, the Central Transportation Planning Staff
(CTPS) intends to develop a resource of expertise in transportation planning and analysis to promote
interagency cooperation, to ensure consistency among planning efforts, to reduce redundancy, and to
fill gaps in the capabilities of MPO members (CTPS, 2013b).
The MAPCRegion and its Subregions
Figure 3-2: The MAPC region and its subregions (Source: MAPC, 2010)
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3.2 The Public Transportation System in Boston
The Massachusetts Bay Transportation Authority (MBTA) is the public transportation agency in
Boston. The key points of the historically important events of Boston's public transportation are
summarized as follows (MBTA, 2013):
* The first horsecar line in Boston started in 1856.
* During the mid to late 19th century, some twenty horsecar companies offered service to
Boston and surrounding communities.
* Boston's first electric streetcar line began operation in 1889, only one year after the America's
debut of electric streetcar in Richmond, Virginia.
* The widespread streetcar system was then the dominant means for people to get about urban
places.
* Boston reached one historically important milestone in the U.S.: First subway in 1897. This
subway tunnel was built for streetcars under the already streetcar-congested Tremont Street in
Boston.
* Over the next four decades, the public transportation system expanded greatly in Boston.
The once-existed electric streetcar lines are later converted to subway, light rail, or bus routes. After
decades of extension and rerouting of subway and light rail lines, in 1988 the rapid transit system
(excluding the later-added bus rapid transit lines) finally transformed into today's scale.
The MBTA is the fifth-largest among U.S. metropolitan areas' transit agencies, with 356 million
unlinked passenger trips and 1.7 billion passenger miles reported in 2010 (APTA, 2012). Table 3-2
shows the top 10 largest transit agencies in the U.S.
Table 3-2: 10 largest transit agencies in the U.S.
Urbanzed Area 0nirIked Passenger Mites
Transit Agency (First City and Passenger Trips
State Names Only) Thousands Rank Thousands Rank
MTA New York City transit(NYCT New York. NY ,274,296:1 1 1 i610,895:6 1
Chicago Transit Authority(CTA) Chicago, IL 516,873.1 2 2,003,807.5 6
Los Angeles County Metropolitan Transp. Autt'(LACMTA) tos Angeles. CA 463,016.6 3 2,176i332.4 4
Washington Metropolitan Area Transit Authority(WMATA) Washington, DC -418,125,7 4 2,055.177.1 5
Massachusetts Say Transportation Authority(MBTA) Boston, MA 356,060.3 5 1.704,706.3 8
Southeastern Pennsylvania Transp. Auth.(SEPTA) Philadelphia, PA 346,884.3 6 1,557,532.5 10
New Jersey Transit Corporation(NJ TRANSIT) New York, NY 267,719.2 7 3,254,352.8 2
San Francisco Municipal Rallway(MUNI) San Francisco CA 217.021.0 a 455,100.1 18
Metropolitan Atlanta Rapid Transit Authority(MARTA) Atlanta, GA- 146,249.1 9 772,693.9 13
MTA Bus Cornpany(MTASUGS) New York, NY 120,237.0 10 360,812.0 25
(Source: APTA, 2012)
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Public transportation in Boston includes rapid transit, commuter rail, bus, and commuter boat lines.
The MBTA service district is made up of 175 cities and towns, and covering 3,244 square miles and
around 4.7 million (2000 Census) people (MBTA, 2010). The hub-and-spoke rapid transit lines of this
study's concern are as follows (CTPS, 2003):
(1) Red Line: 21-mile heavy rail line running on two branches between Alewife Station in North
Cambridge to both Ashmont Station in Dorchester and Braintree Station in Braintree.
(2) Mattapan Line: Light rail/trolley line connecting with the heavy-rail Red Line and operating
between Ashmont Station and Mattapan through the Dorchester neighborhood of Boston and
the town of Milton.
(3) Orange Line: 11-mile heavy rail line operating between Oak Grove Station in Malden and
Forest Hills in Jamaica Plain.
(4) Blue Line: 6-mile heavy rail line, operating between Wonderland Station in Revere and
Bowdoin Station in Boston.
(5) Green Line: 23-mile light rail line over four branches: Boston College Branch (B Branch),
Cleveland Circle Branch (C Branch), Riverside Branch (D Branch), and Heath Street Branch
(E Branch).
These routes have a revenue vehicle fleet size of 667. Total route mile service is 79.6 (MBTA, 2010).
These rail transit routes along with other public transportation routes are shown in Figure 3-3.
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Figure 3-3: MBTA system map (Source: MBTA website)
Among the rail transit lines, the combination of Green Line (including four branches) and Mattapan
Line has the highest ridership based on total unlinked trip, followed by Red Line, Orange Line, and
Blue Line. The annual ridership by line in FY 2010 is summarized in Table 3-3.
Table 3-3: Annual ridership of Boston's rail transit system
Line Unlinked trips
Heavy rail - Red Line 74,445,042
Heavy rail - Orange Line 54,596,634
Heavy rail - Blue Line 17,876,009
Light Rail - Green Line and Mattapan Line 75,916,005
(Source: MBTA, 2010)
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Service frequencies of these lines are presented in Table 34. The Red Line Braintree Branch and
Ashmont Branch both have 9-minute headways during morning rush hours. Therefore the combined
section between Alewife Station and JFK/UMass Station has shorter headways. Mattapan Line,
Orange Line, and Blue Line all have 5-minute headways; while the four branches of Green Line each
has a 6 to 7-minute headway during morning rush hours. The downtown Green Line stations enjoy
shorter headways because trains from and to multiple branches run through these stations.
Table 34: Service frequencies of Boston's rail transit system on weekdays
RAPID WEEKDAY
TRANSIT RMu uAT
FIRST HOUR MIDDAY EVENING NIGHT LASTLINE TRIP SERVICE SERVICE SERVICE SERVICE TRIP
RED LINE
LV ALEWIFE 524AM 9 MINS 14MNS. 12 PAN& 12 MINS 12:15AM
LV SRAINTREE 5:15AM - MINS, 14MINS. 12 MINS 12 AINS. 12:18AM
LV ALEWIFE 5:16AM 9 MHNS 14MINS. 12 MiNS, 12 MIN. 12:22AM
LV ASHMONT 5:16AM 9 MINS. 14MNS. 12 MINS, 12 MINS. 12:30AM
"M" LV ASHMONT 5:17AM 5 MINS 8 MINS. 12 MINS, 12 M&NS 1:05AM
LVMATTAPAN 5:05AM S MINS. 8 NUNS. 12 MNS. 12 MINS 12S53AM
BLUE UNE*
LV WONDERLAND 513AM 5 MINS. 9 MINS. 9MINS. 13MINS. 1226AM
LV WOODISLAND 5-15W 5 PINS. 9 MINS. 9MINS 13MN5. 1233AM
LVGOV'TCENTER 53AM 5 MINS. 9 MINS, 9INS. 13MINS. 1249AM
ORANGEINE
LV OAK GROVE 5:16AM SMINS. SaINS. 1OWNS. 10MN 1230AM
LV FOREST HILLS 5:16AM SteiNs. SMINS. 10WNS. IOMINS. 12-35AM
GREEN LINE
'8" LV BOSTON COLLEGE 501AM S MINS. SMINS 10 PANS. 11MINS. 12-10AM
LV GOVERNMENT CTR. 5:39AM S MINS. 9NS. 10 MINS. I1MINS, 1252AM
"C* LV CLEVELAND CIR. 5:O1AMP 7 WNS, 10 MINS. 7 MINS. 14 PMNS. 1210AM
LV NORTH STATION 5:55AM 7 MINS. 10 MINS 7MINS 14 NUNS. 12:52AM
"D' LV RIVERSIDE 4:58AM 6 PAINS. 11 ANS, 10 MINS 13 MINS. 12:05AM
LV GOVERNMENT CTR. 5:34AM 6 MINS. 11 MINS. 10 MINS. 13 MINS. 12:47AM
"E"LV LECHMERE 5:01AM 6 MANS. 8 MINS. 10 WINS. 14 MINS. 1230AM
LV HEATh STREET 5:30AM S WNS, 8 NN& 10 PAINS. 14 MNS. 1247AM
(Source: MBTA website)
3.3 Future Transit-Related Plans in Boston
TOD is regarded as the means to promote transit use and integrated transportation-land use planning in
Boston. The Massachusetts government has developed the Smart Growth/ Smart Energy Toolkit as the
guidelines of planning, zoning, and site design for promoting smart growth. TOD is one component of
the Smart Growth/ Smart Energy Toolkit (EEA, 2013).
The MAPC has the regional TOD goals to promote the use of transit. The MAPC estimates that transit
station areas could accommodate more than 76,000 new housing units and space for more than
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130,000 new jobs by 2035, which accounts for almost one-third of the projected housing unit growth
regionwide and more than half of the projected job growth (MAPC, 2012). The plans suggest that
transit stations be the focal areas of regional development, reducing the need of auto dependence
induced by future population and employment growth.
One of the important ongoing MBTA projects is the Green Line Extension that will extend the MBTA
Green Line from a relocated Lechmere Station in Cambridge to Union Square in Somerville and
College Avenue in Medford. It is expected to bring local mobility to Somerville and Medford residents
and regional mobility as well as reduce vehicle miles traveled (VMT) and congestion on the road
(MassDOT, 2013).
The projected Green Line extension map is shown in Figure 3-4.
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Figure 3-4: Proposed Green Line Extension corridor (Source: MassDOT, 2013)
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4 Methods
4.1 Delineation of Station Catchment Area
According to the literature review, there exist two ways to define station catchment area - Euclidean
buffer or the network-based buffer. The buffer area this research uses is the network-based buffer
because it reflects the actual potential traveling paths that pedestrians are able to use. Following the
TOD concept and previous empirical studies, a % mile distance is used, translating to a 10-minute
walking time.
The first step to drawing the buffer areas around stations is to define the actual path a pedestrian is
able to use to travel. The road network data used is the Massachusetts Road Inventory 2011. It
contains various attributes of the roads, such as the functional classification, facility type, and road
width. The roads and streets included are very complete; small alleyways, places, or even pedestrian-
only or bike-only paths are included. In order to sift out the road network that can be used by
pedestrians, the limited access highways and arterials without sidewalks or in the tunnel are excluded.
Also, any road that is a ramp facility is excluded. Figure 4-1 shows the roads that are excluded from
the network, such as the Storrow Drive, the Massachusetts Turnpike, 1-93, and tunnels connecting
Boston to East Boston and Logan Airport.
Figure 4-1: Roads excluded from the road network
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Based on the redefined network and the MBTA transit network shapefile, the buffer area of each
station is drawn with the GIS software ArcMap. The station is assumed to be connected to the nearest
road. The example of the buffer station area is shown in Figure 4-2. Some suburban stations have two
entrances from both sides of land separated by the rail track. In this case, two nodes for both sides are
used to represent that the station can be accessed from both sides. Figure 4-3 shows an example
(Quincy Center Station) of this situation.
Figure 4-2: 1/2 mile buffer area for Porter Station
Figure 4-3: Quincy Center Station and its nearby road network
Because the distance between two nearby stations of the same line is shorter than a mile in many
sections of the transit system, a % mile buffer area setting would lead to many overlapped buffer areas.
Therefore, for population and employment, a buffer area exclusive to each station of the same line is
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applied to address this issue. Only the overlapping of buffer areas of the same line is prevented
because different lines provide different accessibility to travelers.
This adjusted buffer area is not applied to variables other than population and employment because for
these variables what we care is the overall characteristics of the environment around station area,
instead of the quantity of population or employment.
Figure 4-4: mile exclusive buffer areas of several Mattapan Line stations
Figure 4-5: W 2mile excusive buffer areas of several Orange Line stations
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4.2 Selection of Dependent Variables
The dependent variables are station ridership - boardings. The time period of analysis is 2010, so data
from 2010 or close to 2010 are collected. The data on boardings are from two sources. The first source
is the Automatic Fare Collection (AFC) dataset of the MBTA stations with fare-collecting gates from
MAPC. The station boardings were recorded by hour of day from September 1, 2009 to August 31,
2010 for 61 stations. The primary interest is the weekday daily boardings. The dataset also allows us
to explore boardings during different periods of day and weekends and holidays. Therefore, in addition
to weekday daily boardings, weekday AM peak (7am-Oam), weekday off-peak (1Oam-4pm; and 7pm-
10pm), weekday PM peak (4pm-7pm) boardings, and weekend/holiday boardings are also collected as
the dependent variables for this study.
The second source, for Green Line surface stations and Mattapan Line stations are counts from CTPS
and MBTA. The Green Line's boardings were recorded by hour. The station boarding counts of Green
Line B Branch and E Branch were conducted in fall 20101, that of C Branch were conducted in fall
2010/spring 2011, and D Branch in fall 2011. Mattapan Line's counts are from the trip-based counts of
passengers getting on and off the train, conducted in winter 2010. The average numbers of riders who
board or alight at each stop were recorded, along with the trip departure time. Then I use the travel
time based on Google Maps' schedule to calculate when riders board the train of each trip. Based on
these data, I obtained the weekday daily boardings, and weekday AM peak, weekday off-peak, and
weekday PM peak boardings for Green Line surface and Mattapan Line stations. Mattapan Line also
has the weekend/holiday boardings.
In sum, the models that analyze weekday daily boardings, weekday AM peak boardings, weekday off-
peak boardings, and weekday PM peak boardings are considered the full model - containing all 120
stations of the MBTA rail transit network. The model of weekend/holiday boardings has a sample size
of 66, including only the stations with AFC data and Mattapan Line.
The description of the five kinds of dependent variables is summarized in Table 4-1, and Figure 4-6
and 4-7 show the stations for analysis.
'With a few exceptions. Brigham Circle, MFA, and LMA's station counts were conducted in spring 2007, and
part of Northeastern Station's couints were in spring 2011.
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Table 4-1: Boardings of different time periods
Dependent variable Sample size N Source
(Stations)
Weekday daily boardings 120 AFC dataset, Green Line surface station
counts, and Mattapan Line counts
Weekday AM peak boardings 120 AFC dataset, Green Line surface station
counts, and Mattapan Line counts
Weekday off-peak boardings 120 AFC dataset, Green Line surface station
counts, and Mattapan Line counts
Weekday PM peak boardings 120 AFC dataset, Green Line surface station
counts, and Mattapan Line counts
Weekend/holiday boardings 66 AFC dataset and Mattapan Line counts
Figure 4-6: 120 stations for analysis
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Figure 4-7: 66 stations for analysis
4.3 Processing of Dependent Variables
The AFC data came in the format of MS Access. Data queries were implemented to extract the
weekday daily, weekday AM peak (7an-10am), weekday off-peak (10am-4pm; and 7pm-10pm),
weekday PM peak (4pm-7pm), and holiday/weekend boardings. Green Line surface stations and
Mattapan stations boarding counts data are in the MS Excel format, and the ridership is extracted from
calculation in MS Excel.
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Figure 4-8 through Figure 4-12 show the graphs representing the weekday daily, weekday AM peak,
weekday off-peak, weekday PM peak, and holiday/weekend boardings by station. The detailed
numbers are presented in Section A.3 in Appendix.
Weekday daily boardings
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Weekday AM peak boardings
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Figure 4-9: Weekday AM peak boardings by station
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Figure 4-10: Weekday Off-peak boardings by station
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Stations aligned in the order of Red Line, Mattapan Line, Orange Line, Blue Line, and Green Line (E to B Branch); north to
south; east to west (N=120)
Figure 4-11: Weekday PM peak boardings by station
Weekend/holiday boardings
Stations aligned in the order of Red Line, Mattapan Line, Orange Line, Blue Line, and Green Line (underground stations);
north to south; east to west (N=66)
Figure 4-12: Weekend/holiday boardings by station
4.4 Selection of Independent Variables
The potential factors that would be associated with travel behavior can be categorized into three
groups: Socio-demnographics, Built Environment, and Transportation System. According to the
literature review and data availability, the independent variables by group selected for this study are
summarized in Table 4-2, along with their expected sign of association with ridership, and data
sources. The Group Built Environment has two subgroups - Land Use and Pedestrian Environment
that reflect the different natures of the variables associated with each subgroup. Transportation System
includes the variables related to transit service (e.g. heavy rail), transit network (e.g. number of bus
connections), and station characteristics (e.g. terminal station).
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Table 4-2: Independent variables selected for this study
Group Variable name Expected Reason for the expected sign Source
sign
Average household vehicle - More vehicle use equals less transit use
ownership 1
6 Median household income - Richer people may have higher value of
time
Population + Population produces trips 2
Population density +
Employment + Employment attracts trips 3
Employment density +
d Development mix + Higher land use mix in the station area 2, 3
Retail mix + encourages transit use
Entropy - Land use mix +
Intersection density + 4
Four-way intersection + Higher street connectivity may encourage
z ~ density more walking and transit use
o Four-way intersection +
> percentage
W Average sidewalk width + More comfortable walking environment
Sidewalk density + may encourage more walking and transit
Average road width - use
Walk score + Better combined walking environment 5
Walk index + may encourage more walking and transit 2, 3, 4
use
Line specific variables + Heavy rail tends to have higher ridership 6
Heavy rail +
Inter-station spacing + Shorter inter-spacing disperses ridership 7
Transfer station + Transfer station has more traveling
opportunities
Terminal station + Terminal station may attract additional
riders from outside the network
0 Number of bus connections + Bus is an access mode 6, 8
Parking availability + Parking lots provides park-and-ride 8
opportunities
[ Accessibility + Higher accessibility means more 3, 7
convenience of using transit
Distance to CBD - The closer to CBD, the more convenience 7
of reaching opportunities
1: American Community Survey (ACS) 2006-2010 Estimates; 2: Census 2010; 3: MAPC 2010-projected; 4:
Massachusetts Road Inventory 2011; 5: Walk Score website; 6: Ridership and Service Statistics 2010; 7: MBTA
Transit Network; 8: MBTA Website
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4.5 Processing of Independent Variables
This section describes in detail the definition of the variables, the process of calculating their values,
and their hypothesized relationship with station ridership. Descriptive statistics will be presented in
Table 4-5 and the correlation matrix of the variables in Table 4-6 at the end of this section as a
summary.
(1) Socio-demographics
* Average household vehicle ownership and median household income
Both vehicle ownership and household income are thought to be negatively associated with station
ridership. Households that own more cars may have less likelihood of using transit, and people with
higher income may have higher value of time and therefore are less likely to use transit.
The values of these two variables are obtained from the American Community Survey (ACS) 2006-
2010 estimates. The ACS is a large and regular survey conducted by the U.S. Census Bureau.
Household vehicle ownership came with a spatial unit of Census tract level, while household income
with the Census block group level. It is assumed that the value is uniformly distributed within each
tract or block group. The value for each station is weighted by the percentages of tract or block group
areas within the station catchment area. The same method is applied to population and employment to
derive the value for each station.
(2) Built Environment - Land Use
* Population
Population is thought to be positively associated with station ridership. It is drawn from Census 2010
data. The spatial unit is block. In order to prevent population from being double counted, the value
calculated for each station is based on the exclusive station catchment area of the same line.
* Population density
Population density is thought to be positively associated with station ridership. Among all variables
other than population and employment that attempt to measure the overall environment around each
station area, it is based on the original catchment area of each station (double counting is not
prevented). Population density can be defined as:
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_Population counts
Population density = ( )Area square mile
If the sizes the station catchment areas are the same, more population directly translates to higher
density. But due to the existence of many overlapped areas, population (which prevents double-
counting) and population density (which measures the overall environment with respect to population
density level around each station area) are used as two separate measures.
0 Employment
Employment is thought to be positively associated with station ridership. Higher employment levels
around transit stations mean that more jobs are accessible by transit. Employment data are from
MAPC's MetroFuture 2030 Projections published in 2007. The data used is the projected employment
in 2010 with the Traffic Analysis Zone (TAZ) level. Again like population, employment is based on
the exclusive station catchment area of the same line in order to prevent employment from being
double counted.
0 Employment density
Employment density is thought to be positively associated with station ridership. Higher value means
there is higher employment density in the environment around each station area. The same as
population density, it is based on the original station catchment area. Employment density can be
expressed by:
_Employment counts
Employment density = (mquare mile)Area square mile
* Retail employment/ Retail employment density
Based on the data, employment can be broken down into three categories: basic, service, and retail.
Retail employment and retail employment density are tested for the weekday off-peak and
weekend/holiday models because it is assumed that retail employment is more important than total
employment during these time periods as a trip attractor. The method of obtaining these variables is
the same as previously defined employment and employment density.
* Development mix
Development mix is one measure of land use mix, which has been thought to reduce trip generation
rates by internally capturing the potential trips that would otherwise spread over the regional network.
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Based on one of the measures to classify rail transit stations in Metro Boston by MAPC, development
mix denotes the employment share of the total intensity (MAPC, 2012). It measures the balance of
residents and jobs around transit stations. It can be expressed by:
Development mix = Employment
Population + Employment
* Retail mix
Retail mix is similar to development mix. Again, it is hypothesized that retail employment is more
important than total employment during weekday off-peak and weekend/holiday periods; therefore,
retail mix is used to measure the retail job-resident balance. It can be expressed by:
Retail mix =Retail employment
Population + Retail employment
* Entropy - Land use mix
Another popular way of gauging the mix of land use is the entropy measure. The concept originated
from physical sciences, and denotes the randomness versus order within a spatial pattern (Ewing et al.,
2001). Its value ranges from 0 and 1. Entropy - Land use mix in this research is defined as:
Entropy - Land use mix
-[P(Pop) * ln(P(Pop) + P(Service) * ln(P(Service) + P(Retail) * ln(P(Retail))]
In (3)
where Pop is population, P(Pop) is the proportion of population, Service is service employment, and
Retail is retail employment.
(Population, employment, retail employment, and service employment in the formulas of
population density, employment density, development mix, retail mix, and entropy-land use mix are
based on the original station catchment area, instead of the exclusive station catchment area used to
calculate the three "variables" - population, employment, and retail employment.)
(3) Built Environment - Pedestrian Environment
* Intersection density
Intersection density is assumed to be positively associated with station ridership. Higher intersection
density is thought to be related to higher connectivity for pedestrian travel, because pedestrian do not
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have to detour around a large parcel of land in order to reach their destinations. Pedestrians have much
lower speed than cars do, so in theory they are more affected by levels of street connectivity.
Intersection density is calculated based on the Massachusetts Road Inventory. Because the road
inventory contains small alleyways, places, and circles thoroughly, many of the nodes on the network
are not the intersections in the traditional sense (e.g. with traffic lights or control, discontinued
centerline, and/or crosswalk). In this situation, a small alley (terrace) just protrudes from the street.
Based on observations, this type of alleys is generally less than 30 feet wide. Therefore, a new network
containing only the roads as wide as or wider than 30 feet is created. An intersection is a node in this
new network.
It can be expressed by:
Number of Intersections counts
Intersection density =Area re mile
Four-way intersection density/ Four-way Intersection percentage
Calculation of the number of four-way intersections is based on the same network for defining
intersection density. Four-way intersection is a proxy for a traditional grid-like street network, which
is thought to have higher connectivity than a network with many three-way intersections or cul-de-sacs
especially for pedestrians. Grid-like street network allows pedestrians to travel to their destinations in
a more direct route. The network distance traveled is generally closer to the straight-line distance. Both
four-way Intersection density and four-way intersection percentage are thought to be positively
associated with station ridership. They can be expressed by:
Number of four - way Intersections counts
Four - way intersection density = (Area square mile
Number of four - way intersections
Four - way intersection percentage = Number of intersections
Number of intersections
Average sidewalk width
Wider sidewalk relates to better pedestrian environment for it provides more comfortable space for
people to walk. Average sidewalk width is calculated from the road network that has sidewalks. It is
defined as:
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Ae L SW width i * L Leni + Ei L SW width i * R LenitAverage sidewalk width = ~ e~+X ea(feet)
Xi L Leni + Ei R Leni
where L SW width i is the width of the left-side sidewalk on road section i, L Leni is the length of the
road section i that has the left-side sidewalk, R SW width i is the width of the right-side sidewalk on
road section i, and R Leni is the length of the road section i that has the right-side sidewalk.
0 Sidewalk density
Higher sidewalk density is thought to denote better pedestrian environment as well. This measure is
calculated by dividing the sum of length of all roads with sidewalks by the station area. Roads with
both sidewalks are counted as twice. It is defined as:
Sidewalk densiy = Sum of length of all roads with sidewalks miles
Area square mile
(Roads with sidewalks on both sides counted twice)
* Average road width
This measure is intended to capture the ease of crossing streets. Streets that are too wide make
crossing difficult for pedestrians. Only crossing at intersections is considered, so this measure follows
the same criterion for defining intersections - only roads with a 30 feet or wider right-of-way are
selected for analysis. The average road width is calculated by:
Average road width = RW * Lenj (feet)Ej Leni
where ROW i is the right-of-way of the road section i, Leni is the length of the road section i
* Walk score
Walks score is a composite measure of walkability proposed by the Walk Score company. It includes
three components (Walk Score, 2011):
1) Walking routes and distances to amenities
2) Scores for individual amenity categories
3) Road connectivity metrics such as intersection density and block length
The measure is calculated by first mapping the walking distance from an address to amenities in 9
categories. The weight of each category is presented in Table 4-3. Multiple amenities are counted for
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some categories, e.g. the first restaurant counted has a 0.75 weight, and second one 0.45, and so on.
Then the score is weighted by distance between the origin and the amenity. The distance decay
function is used to determine the penalty for the increased distance. Figure 4-13 shows this distance
decay function. Then the score is normalized to a score from 0 to 100. Also, two measures of
pedestrian friendliness are included in the algorithm intersection density and average block length.
The score of a location receives a penalty by the standards shown in Table 4-4, up to 10% of the total
score.
Table 4-3: Weights of the amenities used in walk score
Amenity type Weights
Grocery 3
Restaurants 0.75, 0.45, 0.25, 0.25, 0.225, 0.225, 0.225, 0.225, 0.2, 0.2
Shopping 0.5, 0.45, 0.4, 0.35, 0.3
Coffee 1.25, 0.75
Banks 1
Parks
Schools
Books 1
Entertainment 1
(Source: Walk Score, 2011)
Figure 4-13: Distance decay function used in walk score (Source: Walk Score, 2011)
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Table 4-4: Two street connectivity measures used in walk score
Intersection density (intersections per square mile)
Level Penalty
Over 200 No penalty
150-200 1%
120-150 2%
90-120 3%
60-90 4%
Under 60 5%
Average block length (in meters)
Under 120 m No penalty
120-150 in 1%
150-165 in 2%
165-180 m 3%
180-195 m 4%
Over 195 in 5%
(Source: Walk Score, 2011)
* Walk index
Walk index is a variation of the walk indices used in Frank et al. (2005)'s study linking physical
activity to urban form and Christian et al. (201 1)'s analysis on the relationship between land use mix
and walk behavior. It incorporates the three Ds of built environment - Density (residential density),
Design (street connectivity), and Diversity (land use mix). Originally intersection density was used as
a proxy for street connectivity, yet in this research the four-way intersection density is used instead to
capture the effect of both density and grid-like street pattern. A potential issue of measuring built
environment is that measures of urban form are usually correlated, for instance, areas with higher
residential density may also have higher levels of land use mix and higher connectivity. The advantage
of using the composite measure is that it can avoid the multicollinearity issue caused by potentially
high correlations between single measures (Frank et al., 2005).
Higher densities and mixed land use relates to more residents or employees within walking distance of
transit stations. They also lead to higher propensity to walk or to use transit, and to lower auto
ownership. More people on the streets also add a sense of security and vitality (Smart Growth
Network, 2002). Assuming equal weights of the three measures, walk index is calculated by summing
up the standard Z scores of the three previously-defined measures in a station catchment area. The
formula is:
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Walk index =
Std_Z_Score(population density) + Std_Z_Score(four - way intersection density) +
Std_Z_Score(Entropy - Land use mix)
(4) Transportation System
* Line specific variables (a set of categorical variables)
In addition to the unique characteristics of each station, station ridership may also be affected by the
specific line that serves the station because different lines have different levels of service and serve as
different roles in the regional travel network. Hence, Line specific variables are added to the study to
represent the route effect on station ridership. There are five different lines (branches do not count), so
four categorical variables are needed. The control line is set to be Mattapan Line, so the four
categorical variables are Red Line, Orange Line, Blue line, and Green Line. For instance, if the station
is in Mattapan Line, all the four categorical variables are set to be 0, and if the station is in Green Line,
then the variable Green Line is 1 while the other three variables are 0.
* Heavy rail
It is assumed that heavy rail lines were originally planned to accommodate more ridership demand
than light rail lines, and therefore stations with heavy rail lines are expected to have higher ridership.
Heavy rail is a dummy variable that is 1 if the station is in a heavy rail line. For the station in which
passengers can transfer between a heavy rail line and a light rail line, it is still given a value of 1.
Heavy rail generally has higher service capacity (more cars in a train and more space per car).
* Inter-station spacing
This variable is expected to be positively associated with station ridership. This variable is defined as
the average distance from a station to its nearest two stations. Smaller inter-station spacing generally
relates to lower station ridership because each station has higher likelihood of sharing ridership
potential with its neighbor stations. The unit of analysis is mile.
* Transfer station
A transfer station is expected to have higher ridership because of the availability of accessing two lines.
Transfer station is a dummy variable with a value of 1 if the station is accessible to two lines, 0
otherwise. A station is considered a transfer station only if it can be used to transfer between two lines
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(different colors), not of a single line branches. There exist only six transfer stations: Park Street,
Downtown Crossing, State, Government Center, North Station, and Haymarket.
* Terminal station
Terminal stations are assumed to be positively associated with ridership because if those who live in
the peripheral area want to take transit, they would converge on the terminal stations. Also, many of
the terminal stations have large parking lots to allow park-and-ride travelers. Terminal station is a
dummy variable with a value of 1 if the station is a terminal station, 0 otherwise.
* Number of bus connections
It is assumed to be positively associated with station ridership because bus connections increase the
public-transportation accessibility of a transit station by linking more potential transit riders along the
bus routes. Studies show that accessing by public transportation (including taxi) accounts for about
17% to 32% of all access modes in different cities (see Table 2-2).
There is a free or discounted transfer between rail transit and bus,2 and a free transfer between two bus
routes within two hours in the current policy. This provides an incentive for rail transit riders to utilize
bus service.
I define the number of bus connections as the number of bus lines that have a stop at the rail station.
The infonnation is from MBTA's website and the report Ridership and Statistics 2010 (MBTA, 2010).
Some bus lines do not operate on weekends or only operate from Monday to Saturday. A 0.5 value is
used to describe the bus lines that operate on Saturday but not Sunday for the number of bus
connections in the weekend/holiday models.
* Parking availability
Parking availability is assumed to be positively associated with station ridership. It is a dummy
variable with a value of 1 of there is parking facility in the station, 0 otherwise. Only the parking
facility directly operated by MBTA (i.e. MBTA station's parking lot) is counted. The information is
drawn from the MBTA website. Stations with parking facilities are generally located in suburbs or city
edges. Although parking management or reduced parking is one means of implementing TOD,
suburbs are generally more auto-oriented; a station is therefore expected to have higher ridership if it
has a parking facility.
2 If transferring between a rail transit line and bus route, the total amount of fare charged is the fare of riding the
rail transit line.
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e Accessibility
Accessibility measures the level of opportunities (in this research, employment) a location (in this
research, station) can reach given the friction induced by travel cost, time, or distance (in this research,
travel time) between a location and those opportunities. Higher employment accessibility by transit is
assumed to be positively associated with station ridership.
The Hansen type gravity of accessibility, reviewed by Geurs and van Wee (2004) and used by Zegras
(2010) is adapted here. It typically reflects the macro-level accessibility to spatially distributed
activities. The gravity-based accessibility of location i has a general form:
Accessiblityi = WjFi
jEL
where Wj is the total opportunities of interest in location j; L is a set of locations other than i; and Fij is
the friction or impedance function between location i and location j.
The level of opportunities W in this research is the employment in each station catchment area. The
friction function Fij used here is the gamma function described in NCHRP Report 365 (TRB, 1998).
The general form of the friction gamma function is:
Fij = a * tijb e cti
where tij is the travel time between location i and location j; e is the base of natural logarithms; a is an
optional scaling factor; and b and c are parameters based on the calibration results.
Based on the travel time distribution by walk plus transit in the Boston metropolitan area in the MIT
1.254 course teaching material (Murga, 2012), the calibrated set of parameters b and c by type of trip
are:
Home - Based Work (HBW): b = -0.02, c = -0.055
Home - Based Shop (HBShop): b = -0.85, c = -0.2
I use the HBW's set of coefficients for the analysis of ridership in the weekday daily, weekday AM
peak, and weekday PM peak models, and HBShop's set of coefficients for the analysis of ridership in
the weekday off-peak and weekend/holiday models to reflect the assumed different dominant trip
purposes during different time periods. Likewise, total employment is used as the opportunity for the
weekday daily, weekday AM peak, and weekday PM peak models, and retail employment for the
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weekday off-peak and weekend/holiday models. tij in this case is the travel time (in minute) between
stations by rail transit only. tij is obtained from Google Maps, reflecting the total travel time a traveler
would spend if taking rail transit from one station to another at 12pm on a typical weekday. I use
0.00001 as the value of scaling factor a for the total employment accessibility and 0.01 for the retail
employment accessibility to obtain similarly scaled coefficients with other variables.
* Distance to CBD
Distance to CBD is another measure associated with accessibility. CBD concentrates employment
opportunities and commercial activities, so a station close to CBD means that people who board this
station can access these opportunities quickly. In addition, the transfer stations are located in the
downtown area of Boston, so proximity to CBD also means more convenience to transfer to other
lines. The CBD is set to be both Park Street and Downtown Crossing stations, because all directions
coming from these two stations are called "outbound" and going into these stations are called
"inbound." The unit of analysis is mile.
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Table 4-5: Descriptive statistics of the independent variables
Variable Minimum Median Mean Maximum Standard
Deviation
Average household vehicle 0.396 0.912 0.937 1.789 0.349
ownership
Median household income 18,379.8 64,820.7 69,391.4 166,080.3 28,120.0
Population 44.1 4,496.9 5,020.6 22,305.8 3,585.0
Population density 1,349.7 21,242.0 20,922.4 52,889.5 10,622.5
Employment 13.1 1,957.7 8,859.3 125,746.5 19,295.5
Employment density 311.5 9,346.6 37,214.1 296,678.2 68,277.5
Retail employment 1.4 265.1 887.0 8,134.8 1,549.1
Retail employment density 12.9 1,217.4 3,711.5 22,986.6 5,524.0
Development mix 0.047 0.321 0.407 0.957 0.264
Retail mix 0.003 0.072 0.122 0.593 0.138
Entropy - Land use mix 0.181 0.616 0.593 0.970 0.179
Intersection density 31.46 176.93 182.78 372.32 64.93
Four-way intersection density 0.00 44.02 50.92 141.70 30.04
Four-way intersection 0.00 0.237 0.267 0.658 0.118
percentage
Average sidewalk width 4.03 7.16 7.35 11.49 1.44
Sidewalk density 11.12 44.43 44.22 70.00 12.47
Average road width 39.90 59.20 59.43 95.13 10.77
Walk score 38.00 89.00 84.43 100.00 12.89
Walk index -4.570 0.049 -0.003 4.968 2.123
Red Line - - 0.183 - -
Orange Line - - 0.158 - -
Blue Line - - 0.1 - -
Green Line - - 0.542 - -
Heavy rail - - 0.425 - -
Inter-station spacing 0.109 0.460 0.530 2.528 0.385
Transfer station - - 0.05 - -
Terminal station - - 0.108 - -
Number of bus connections 0 1 2.875 16 3.938
(weekday) (N=120)
Number of bus connections 0 2 3.235 14.5 3.513
(weekend) (N=66)
Parking availability - - 0.225 - -
Accessibility (total 0.786 2.683 2.941 5.701 1.342
employment)
Accessibility (retail 0.208 8.316 18.307 99.983 24.603
employment)
Distance to CBD 0 3.471 3.864 11.624 2.571
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Table 4-6: Correlation matrix of the independent variables
Variable (1) (2) (3) (4) (5) (6) (7) (8) (9)
Average household 1 0.59 -0.42 -0.77 -0.40 -0.51 -0.37 -0.53 -0.46
vehicle ownership (1)
Median household 0.59 1 -0.29 -0.48 0.03 0.01 -0.03 -0.05 -0.05
income (2)
Population (3) -0.42 -0.29 1 0.55 0.19 0.17 0.41 0.32 0.10
Population density (4) -0.77 -0.48 0.55 1 0.07 0.15 0.24 0.31 0.03
Employment (5) -0.40 0.03 0.19 0.07 1 0.90 0.84 0.79 0.65
Employment density (6) -0.51 0.01 0.17 0.15 0.90 1 0.64 0.88 0.76
Retail employment (7) -0.37 -0.03 0.41 0.24 0.84 0.64 1 0.82 0.62
Retail employment -0.53 -0.05 0.32 0.31 0.79 0.88 0.82 1 0.72
density (8)
Development mix (9) -0.46 -0.05 0.10 0.03 0.65 0.76 0.62 0.72 1
Retail mix (10) -0.34 0.01 0.14 0.03 0.77 0.82 0.80 0.88 0.79
Entropy - Land use mix -0.25 -0.14 0.17 0.17 -0.02 0.01 0.31 0.23 0.50
(11)
Intersection density (12) -0.41 -0.15 0.46 0.34 0.50 0.56 0.41 0.50 0.24
Four-way intersection -0.55 -0.18 0.51 0.41 0.64 0.70 0.70 0.78 0.49
density (13)
Four-way intersection -0.45 -0.21 0.37 0.35 0.38 0.40 0.58 0.60 0.37
percentage (14)
Average sidewalk width -0.83 -0.56 0.31 0.56 0.38 0.47 0.41 0.55 0.51
(15)
Sidewalk density (16) -0.56 -0.18 0.59 0.53 0.50 0.56 0.53 0.62 0.27
Average road width (17) -0.51 -0.13 0.01 0.46 0.08 0.14 0.19 0.30 0.23
Walk score (18) -0.67 -0.16 0.36 0.63 0.33 0.41 0.41 0.50 0.38
Walk index (19) -0.74 -0.37 0.58 0.75 0.33 0.41 0.59 0.62 0.48
Red Line (20) 0.04 -0.15 0.19 -0.19 0.19 0.11 0.15 0.03 0.20
Orange Line (21) -0.17 -0.11 0.22 0.00 0.27 0.22 0.27 0.20 0.23
Blue Line (22) -0.08 -0.12 0.06 -0.08 0.24 0.25 0.05 0.17 0.03
Green Line (23) -0.15 0.27 -0.21 0.37 -0.19 -0.11 -0.14 -0.02 -0.09
Heavy rail (24) -0.10 -0.28 0.35 -0.19 0.31 0.28 0.24 0.18 0.27
Inter-station spacing (25) 0.43 0.12 0.06 -0.52 -0.10 -0.17 0.03 -0.16 0.16
Transfer station (26) -0.27 0.07 0.06 0.04 0.70 0.66 0.34 0.52 0.42
Terminal station (27) 0.18 0.00 -0.08 -0.25 -0.08 -0.08 -0.06 -0.09 -0.05
No. of bus connections -0.14 -0.24 0.23 -0.09 0.19 0.14 0.29 0.14 0.23
(weekday) (28)
No. of bus connections -0.04 -0.18 0.09 -0.04 -0.09 -0.13 0.04 -0.11 -0.01
(weekend) (29)
Parking Availability (30) 0.47 0.16 -0.27 -0.58 -0.09 -0.13 -0.11 -0.17 0.04
Accessibility (total -0.63 -0.29 0.46 0.29 0.59 0.69 0.56 0.71 0.71
employment) (31)
Accessibility (retail -0.54 -0.06 0.32 0.30 0.72 0.83 0.62 0.85 0.70
employment) (32)
Distance to CBD (33) 0.85 0.37 -0.41 -0.60 -0.48 -0.57 -0.42 -0.58 -0.49
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Table 4-6: Correlation matrix of the independent variables (cont.)
(10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) (21)
(1) -0.34 -0.25 -0.41 -0.55 -0.45 -0.83 -0.56 -0.51 -0.67 -0.74 0.04 -0.17
(2) 0.01 -0.14 -0.15 -0.18 -0.21 -0.56 -0.18 -0.13 -0.16 -0.37 -0.15 -0.11
(3) 0.14 0.17 0.46 0.51 0.37 0.31 0.59 0.01 0.36 0.58 0.19 0.22
(4) 0.03 0.17 0.34 0.41 0.35 0.56 0.53 0.46 0.63 0.75 -0.19 0.00
(5) 0.77 -0.02 0.50 0.64 0.38 0.38 0.50 0.08 0.33 0.33 0.19 0.27
(6) 0.82 0.01 0.56 0.70 0.40 0.47 0.56 0.14 0.41 0.41 0.11 0.22
(7) 0.80 0.31 0.41 0.70 0.58 0.41 0.53 0.19 0.41 0.59 0.15 0.27
(8) 0.88 0.23 0.50 0.78 0.60 0.55 0.62 0.30 0.50 0.62 0.03 0.20
(9) 0.79 0.50 0.24 0.49 0.37 0.51 0.27 0.23 0.38 0.48 0.20 0.23
(10) 1 0.32 0.38 0.64 0.47 0.40 0.42 0.20 0.40 0.47 0.18 0.20
(11) 0.32 1 -0.05 0.17 0.31 0.38 -0.02 0.33 0.33 0.63 0.06 0.04
(12) 0.38 -0.05 1 0.74 0.25 0.26 0.86 -0.16 0.45 0.48 0.20 0.20
(13) 0.64 0.17 0.74 1 0.80 0.51 0.79 0.16 0.49 0.74 0.16 0.13
(14) 0.47 0.31 0.25 0.80 1 0.54 0.46 0.35 0.33 0.69 0.07 -0.03
(15) 0.40 0.38 0.26 0.51 0.54 1 0.41 0.62 0.47 0.68 -0.08 0.13
(16) 0.42 -0.02 0.86 0.79 0.46 0.41 1 0.07 0.59 0.62 0.14 0.22
(17) 0.20 0.33 -0.16 0.16 0.35 0.62 0.07 1 0.46 0.45 -0.31 -0.06
(18) 0.40 0.33 0.45 0.49 0.33 0.47 0.59 0.46 1 0.68 0.00 0.04
(19) 0.47 0.63 0.48 0.74 0.69 0.68 0.62 0.45 0.68 1 0.01 0.08
(20) 0.18 0.06 0.20 0.16 0.07 -0.08 0.14 -0.31 0.00 0.01 1 -0.15
(21) 0.20 0.04 0.20 0.13 -0.03 0.13 0.22 -0.06 0.04 0.08 -0.15 1
(22) 0.16 -0.26 0.16 0.25 0.19 0.18 0.10 -0.05 -0.21 -0.04 -0.16 -0.07
(23) -0.15 0.15 -0.16 -0.16 -0.06 0.06 -0.06 0.44 0.31 0.17 -0.47 -0.38
(24) 0.29 -0.05 0.32 0.30 0.12 0.11 0.28 -0.31 -0.12 0.03 0.55 0.50
(25) 0.11 0.24 -0.18 -0.13 -0.08 -0.30 -0.24 -0.34 -0.32 -0.19 0.52 0.10
(26) 0.49 -0.10 0.40 0.36 0.12 0.21 0.39 0.01 0.21 0.15 0.09 0.32
(27) 0.02 -0.01 -0.17 -0.17 -0.12 -0.16 -0.24 -0.15 -0.35 -0.21 0.04 -0.00
(28) 0.21 0.19 0.17 0.13 0.03 0.12 0.10 -0.08 0.03 0.11 0.31 0.44
(29) -0.04 0.21 0.04 -0.12 -0.20 -0.04 -0.03 0.04 0.08 0.02 0.10 0.30
(30) 0.02 0.05 -0.31 -0.23 -0.14 -0.34 -0.42 -0.31 -0.50 -0.36 0.16 0.09
(31) 0.63 0.28 0.44 0.66 0.52 0.69 0.57 0.23 0.42 0.58 0.18 0.39
(32) 0.74 0.15 0.48 0.69 0.48 0.53 0.61 0.24 0.46 0.53 0.04 0.35
(33) -0.41 -0.18 -0.43 -0.60 -0.46 -0.77 -0.61 -0.47 -0.68 -0.65 0.05 -0.25
66
Table 4-6: Correlation matrix of the independent variables (cont.)
(22) (23) (24) (25) (26) (27) (28) (29) (30) (31) (32) (33)
(1) -0.08 -0.15 -0.10 0.43 -0.27 0.18 -0.14 -0.04 0.47 -0.63 -0.54 0.85
(2) -0.12 0.27 -0.28 0.12 0.07 0.00 -0.24 -0.18 0.16 -0.29 -0.06 0.37
(3) 0.06 -0.21 0.35 0.06 0.06 -0.08 0.23 0.09 -0.27 0.46 0.32 -0.41
(4) -0.08 0.37 -0.19 -0.52 0.04 -0.25 -0.09 -0.04 -0.58 0.29 0.30 -0.60
(5) 0.24 -0.19 0.31 -0.10 0.70 -0.08 0.19 -0.09 -0.09 0.59 0.72 -0.48
(6) 0.25 -0.11 0.28 -0.17 0.66 -0.08 0.14 -0.13 -0.13 0.69 0.83 -0.57
(7) 0.05 -0.14 0.24 0.03 0.34 -0.06 0.29 0.04 -0.11 0.56 0.62 -0.42
(8) 0.17 -0.02 0.18 -0.16 0.52 -0.09 0.14 -0.11 -0.17 0.71 0.85 -0.58
(9) 0.03 -0.09 0.27 0.16 0.42 -0.05 0.23 -0.01 0.04 0.71 0.70 -0.49
(10) 0.16 -0.15 0.29 0.11 0.49 0.02 0.21 -0.04 0.02 0.63 0.74 -0.41
(11) -0.26 0.15 -0.05 0.24 -0.10 -0.01 0.19 0.21 0.05 0.28 0.15 -0.18
(12) 0.16 -0.16 0.32 -0.18 0.40 -0.17 0.17 0.04 -0.31 0.44 0.48 -0.43
(13) 0.25 -0.16 0.30 -0.13 0.36 -0.17 0.13 -0.12 -0.23 0.66 0.69 -0.60
(14) 0.19 -0.06 0.12 -0.08 0.12 -0.12 0.03 -0.20 -0.14 0.52 0.48 -0.46
(15) 0.18 0.06 0.11 -0.30 0.21 -0.16 0.12 -0.04 -0.34 0.69 0.53 -0.77
(16) 0.10 -0.06 0.28 -0.24 0.39 -0.24 0.10 -0.03 -0.42 0.57 0.61 -0.61
(17) -0.05 0.44 -0.31 -0.34 0.01 -0.15 -0.08 0.04 -0.31 0.23 0.24 -0.47
(18) -0.21 0.31 -0.12 -0.32 0.21 -0.35 0.03 0.08 -0.50 0.42 0.46 -0.68
(19) -0.04 0.17 0.03 -0.19 0.15 -0.21 0.11 0.02 -0.36 0.58 0.53 -0.65
(20) -0.16 -0.47 0.55 0.52 0.09 0.04 0.31 0.10 0.16 0.18 0.04 0.05
(21) -0.07 -0.38 0.50 0.10 0.32 -0.00 0.44 0.30 0.09 0.39 0.35 -0.25
(22) 1 -0.36 0.39 -0.00 0.18 0.06 -0.03 -0.19 0.09 0.24 0.15 -0.15
(23) -0.36 1 -0.83 -0.47 -0.02 -0.11 -0.40 -0.12 -0.31 -0.32 -0.06 -0.03
(24) 0.39 -0.83 1 0.51 0.27 0.08 0.49 0.26 0.26 0.52 0.28 -0.19
(25) -0.00 -0.47 0.51 1 -0.14 0.07 0.28 0.20 0.54 0.02 -0.16 0.37
(26) 0.18 -0.02 0.27 -0.14 1 -0.08 0.19 -0.04 -0.03 0.43 0.65 -0.32
(27) 0.06 -0.11 0.08 0.07 -0.08 1 0.21 0.29 0.33 -0.18 -0.17 0.28
(28) -0.03 -0.40 0.49 0.28 0.19 0.21 1 0.94 0.22 0.29 0.15 -0.10
(29) -0.19 -0.12 0.26 0.20 -0.04 0.29 0.94 1 0.16 -0.10 -0.15 0.08
(30) 0.09 -0.31 0.26 0.54 -0.03 0.33 0.22 0.16 1 -0.16 -0.22 0.49
(31) 0.24 -0.32 0.52 0.02 0.43 -0.18 0.29 -0.10 -0.16 1 0.82 -0.80
(32) 0.15 -0.06 0.28 -0.16 0.65 -0.17 0.15 -0.15 -0.22 0.82 1 -0.66
(33) -0.15 -0.03 -0.19 0.37 -0.32 0.28 -0.10 0.08 0.49 -0.80 -0.66 1
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4.6 Modeling Framework
This section describes the modeling process. The basic regression model used is the OLS regression.
After finding several equally acceptable OLS regression models, bootstrapped regression and spatial
regression are applied to improve the original model.
4.6.1 OLS Regression
Forward selection, backward selection, as well as the manual testing of different combinations of the
independent variables is used as the technique to find models that fit well. In order to avoid the multi-
collinearity issue, the first criterion I set is that the combination of variables would not have a bivariate
correlation that exceeds the level of 0.7 (absolute value).
Because one variable explains away the predicting power of another variable, the multicollinearity
problem caused by the high correlation between two independent variables has the following
consequences (Chen, 2009):
(1) The sign of the coefficient of a variable may be the opposite of the expected sign
(2) Insignificance of statistical testing of a variable that is individually highly correlated to the
dependent variable
(3) Non-additivity of R2 (Adding the second variable would not improve the share of explained
variation much)
In OLS, two indices exist to check for multicollinearity: (1) Variance Inflation Factor (VIF); and (2)
Condition Index (CI). Each independent variable has a VIF value while a model (a combination of
variables) has one CI value. Normally, when VIF value is higher than 10 or CI value is higher than 30,
there may be serious multicollinearity issues.
The goal is to find the highest Ra 2 , while satisfying the basic assumptions of normality and
independence. If there is a sign of heteroscedasticity (a common situation in regression modeling), a
correction is made to obtain the reasonable significance of statistical testing of variables.
Normality can be checked by examining the residuals by the Lilliefors (Kolmogorov-Smirnov) test. If
residuals show "insignificance" in K-S test, it means that there is no evidence to reject the assumption
of normality. The Durbin-Watson statistic is the statistical index for examining the assumption of
independence of errors. Assuming the assumption of independence is satisfied, most of the residual
autocorrelations should fall within the 95% confidence bands around 0, which are located at about
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2
+ , where N is the sample size (Nau, 2005). The Durbin-Watson statistic should be within the range:
[2 (1 - ( ), 2 (1 - (- -], where N is the sample size.
Because the presence of heteroscedasticity would affect the validity of statistical significance of
variables, a consistent estimator of the standard errors under heteroscedasticity, based on White's
revised and robust OLS covariance matrix (White, 1980) is used to correct a model that shows signs of
heteroscedasticity. The coefficients would remain the same in this correction, but the standard errors
and t-ratios (and therefore statistical significance) would be modified.
4.6.2 Bootstrapping
After finding one or several good-fitting models, bootstrapping is applied. It is a method of resampling
with replacement that can be used to enhance the regression models when the sample size is small or
certain OLS assumptions are not met. The statistical program R is used to implement the bootstrapping
process, with the number of repetitions set as 5,000. Bootstrapping would not alter R 2or Ra 2 , but the
coefficients as well as statistical significance of each variable may change. Bootstrapped regression
serves as a simulation to see if the predictive power of the independent variables changes if the sample
size is large.
Because bootstrapping simulates the situation of large sample size, I base the significance test
(deriving p-values) of variables on comparing the bootstrapped test statistic (bootstrapped
coefficient/bootstrapped standard error) to the z score of normal distribution.
4.6.3 Spatial Regression
In order to capture the spatial effect on the station ridership, spatial regression is applied as an
enhanced model over the original OLS regression models. The first step is to create the spatial weights
matrix W. With the GIS-Statistical program Open Geoda, the weights matrix is derived based on the
MBTA transit network shapefile. The distance between two stations is the spatial referenced Euclidean
distance. The numbers of neighbors is set as 5 (in other words, each station is assumed to be related to
its nearest five stations).
The created weights matrix is then used to conduct the Moran's I test for spatial autocorrelation. If
there is potential spatial autocorrelation, two spatial regression models, spatial lag model and spatial
error model are constructed. These procedures were implemented with the statistical program R
(Anselin, 2003; and Anselin, 2005).
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4.6.4 Box-Cox Transformation
Although normal distribution of the variables is not a requirement for regression analysis, when the
dependent variable is not normally distributed (e.g. skewed to left to right), modeling it in regression
models may cause the models to be unfit - not following the basic assumptions such as normality. A
transformation technique, Box-Cox transformation, can be used to stabilize the dependent variable.
The formula for Box-Cox transformation can be expressed by:
A - Y , when A * 0
{n(y), when 2 = 0
When A.= 0, the Box-Cox transformation becomes the commonly known log transformation. Log
transformation is common in many academic fields. First of all, it is necessary to examine the
distribution of the dependent variable to determine what value A should take to make it normally
distributed. Table 4-7 presents the Lilliefors (Kolmogorov-Smirnov) test results of these values. The
null hypothesis H0 is normality, so if the p-value exceeds a certain significance level, say 0.1, we
cannot reject the null hypothesis that the values are normally distributed. Figure 4-14 through 4-18
show the distributions of the original, square root, fourth root, and natural log transformed boardings
of weekday daily, weekday AM peak, weekday off-peak, weekday PM peak, and holiday/weekend.
Table 4-7: K-S normality test of the original and transformed boardings during different time periods
Time period Boardings Boardings"2  Boardings"4  Ln(Boardings)
Weekday daily 0.000 0.001 0.325 0.227
Weekday AM peak 0.000 0.000 0.062 0.311
Weekday off-peak 0.000 0.002 0.771 0.023
Weekday PM peak 0.000 0.000 0.148 0.120
Weekend/holiday 0.023 0.980 0.096 0.000
p-value shown
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Figure 4-14: Distributions of the original and transformed weekday daily boardings
The distributions show that the original boardings are highly skewed to left, and the fourth roots of
boardings tend to be more normally distributed; taking the natural log of boardings would over-
transform the data, making the distribution skewed to the right side. The result of K-S test finds that
the fourth roots of boardings have the highest p-value, so the fourth roots of boardings are used as the
dependent variable for the weekday daily models.
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Figure 4-15: Distributions of the original and transformed weekday AM peak boardings
The distributions show that the fourth roots of boardings are slightly less-transformed, while the
natural logs of boardings are slightly over-transformed. The result of K-S test gives the logs of
boardings the highest p-value. Initially the logs of boardings enter into modeling first, but it is found
that models built upon them do not have a good fit (do not satisfy either normality or independence
assumption), and for the same combinations of variables, the R, 2 is lower than the models built upon
the fourth roots of boardings as the dependent variable. Therefore, the second best option fourth roots
of boardings are used as the dependent variable for weekday AM peak models. The distribution figure
looks fine and the p-value of K-S test shows only very limited non-normality issue.
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Figure 4-16: Distributions of the original and transformed weekday off-peak boardings
The distributions and K-S test result both suggest the fourth roots of boardings are normally
distributed. Therefore, they are used as the dependent variable in the weekday off-peak models.
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Figure 4-17: Distributions of the original and transformed weekday PM peak boardings
From the distributions, we see that the fourth roots of boardings are slightly under-transformed, and
the natural logs of boardings are slightly over-transformed. Comparing the p-values, these two are
very similar; they both pass the normality test. Since the p-value of the fourth roots of boardings are
slightly higher than that of the natural logs of boardings, fourth roots of boardings are used as the
dependent variable for the weekday PM Peak models.
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Figure 4-18: Distributions of the original and transformed weekend/holiday boardings
The sample size of the weekend/holiday models reduces to 66, so the original distribution of the
boardings is not as highly skewed towards left as the weekday models. By comparing the distributions
and the p-values of K-S test, the square roots of boardings in this case are apparently most normally
distributed, so they are used as the dependent variable for the weekend/holiday models.
In sum, this chapter describes how I delineate the station catchment area, collect and calculate the
variables, and use the regression models to test the variables. The overall modeling framework is
summarized in Figure 4-19.
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OLS Regression
1. Avoidance of multicollinearity
2. Testing of assumptions
3. Correction for potential heteroseedasticity (if necessary)
Improving OLS models
Bootstrapping
\-/
Comparison of different models
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Spatial Regression
1. Moran's I test
2. Spatial lag model
3. Spatial error model
Figure 4-19: Modeling framework
5 Findings and Discussion
5.1 Weekday Daily Ridership
If the original scale of the estimated coefficient of a variable is much different from other variables,
the value of the variable would be multiplied by a constant to obtain a similarly scaled coefficient
estimate.
After testing the different combinations of independent variables, the OLS regression model that has
the highest Raz while showing no signs of multicollinearity and satisfying normality and
independence assumptions (if heteroscedasticity is present, the model will be corrected using White's
robust standard errors to obtain the adjusted statistical significance for each variable) is as follows
(Weekday Daily Model 1):
Boardings"4 = f(Line specific variables, inter-station spacing, terminal station, number of bus
connections, parking availability, employment, population, four-way intersection percentage,
distance to CBD), e
where e is the random error term
Table 5-1: Basic indices and OLS estimate of Weekday Daily Model 1
Dependent variable: Boardings"4
Variables Beta Std. Std. T- Significance Partial VIF
error beta statistic correlations
Constant 3.663 0.578 6.334 0.000
Red Line 2.044 0.490 0.353 4.172 0.000 0.374 4.155
Orange Line 1.752 0.480 0.285 3.650 0.000 0.333 3.548
Blue Line 1.190 0.498 0.159 2.389 0.019 0.225 2.580
Green Line 1.221 0.362 0.271 3.372 0.001 0.310 3.760
Inter-station spacing 1.700 0.388 0.291 4.380 0.000 0.390 2.562
Terminal station 0.700 0.338 0.097 2.071 0.041 0.196 1.276
Number of bus 0.151 0.030 0.263 4.962 0.000 0.432 1.637
connections I
Parking availability 0.351 0.326 0.065 1.077 0.284 0.104 2.139
Employment 0.202 0.067 0.173 3.032 0.003 0.281 1.900
(x 0.0001)
Population (x 0.0001) 1.210 0.328 0.192 3.689 0.000 0.336 1.584
Four-way intersection 2.739 1.000 0.144 2.740 0.007 0.256 1.604
percentage
Distance to CBD -0.206 0.060 -0.235 -3.457 0.001 -0.317 2.698
F-statistic (p-value): 39.57 (0.000)
R 2 : 0.816, R, 2 : 0.795
Durbin-Watson: 1.704
K-S test of residuals, p-value: 0.128
Condition Index (CI): 18.316
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In this model, all 12 variables (four line specific variables) except parking availability are significant
at the at least 0.05 level. The Durbin-Watson statistic and K-S normality test show that it satisfies the
independence and normality assumptions. VIF and CI values indicate that the multicollinearity issue is
not present. Table 5-1 shows the basic indices and OLS estimate of the variables. All of the
correlations are not close to the 0.7 level (the correlation matrix of variables is shown in Table A- 1 in
Appendix).
For the line specific dummy variables, the base scenario is Mattapan Line, so the positive sings of all
four line specific variables mean that the stations of these lines generally have higher boardings than
that of Mattapan Line. The high significance of each line specific variable also means that, in addition
to the unique characteristics of each station, station ridership is highly related to the line that passes
through it; different lines serve as different roles in the entire network.
Inter-station spacing, which is defined as the average distance between a station to its nearest two
stations, is a significant variable. It confirms the expectation that close proximity of stations disperses
station-level ridership, especially when overlapped station service areas abound (e.g. many Green Line
stations are located close to their nearby stations). Terminal station is significant at the 0.05 level. The
number of bus connections is found to be highly significant, reflecting bus a means to connect to a rail
station. Parking availability is not near significance and only improves the Ra2 of the model very
slightly. Employment and population are highly significant predictors of ridership too, although the
coefficient of population is higher than employment. This means that an additional resident tends to
generate more ridership than one more employee in the station catchment area.
The pedestrian environment variable, four-way intersection percentage, is found to be significant. It is
a variable used as a proxy for the traditional grid-like network, which is thought to provide higher
street connectivity to pedestrians.
Distance to CBD is also significant. Its negative coefficient suggests that the closer the stations to the
downtown area, the higher boardings are observed, controlling for other factors. This may be related to
the convenience of taking transit to travel to the downtown area. In the downtown area, it is also easier
to transfer to other rail lines due to Boston's hub-and-spoke rail network.
Figure 5-1 shows the graph of actual versus predicted boardings of Weekday Daily Model 1, based on
the OLS estimate. The graph shows that although some station boardings are over-predicted, and
others are under-predicted, the actual and predicted lines generally follow the same pattern.
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Figure 5-1: Actual boardings vs. predicted boardings of Weekday Daily Model 1
5.2 Weekday AM Peak Ridership
e Boardings"4 = f(Heavy rail, inter-station spacing, transfer station, terminal station, number of
bus connections, parking availability, employment density, population density, sidewalk
density, four-way intersection percentage, household income), e
where e is the random error term
For the weekday AM Peak ridership, again the Box-Cox transformed fourth roots of boardings are the
dependent variable. The basic indices and OLS estimate of the variables of the best assumption-
satisfying model found during this period (Weekday AM Peak Model 1) are presented in Table 5-2.
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Table 5-2: Basic indices and OLS estimate of Weekday AM Peak Model 1
Dependent variable: Boardings" 4
Variables Beta Std. Std. T- Probability Partial VIF
Error Beta statistic Correlations
Constant 0.241 0.493 0.489 0.626
[0.663]*
Heavy rail 1.212 0.243 0.385 4.985 0.000 0.432 2.946
[0.000]
Inter-station spacing 1.465 0.288 0.361 5.082 0.000 0.439 2.495
[0.003]
Transfer station 0.546 0.459 0.076 1.188 0.238 0.114 2.044
[0.643]
Terminal station 0.506 0.252 0.101 2.006 0.047 0.190 1.253
[0.190]
Number of bus 0.134 0.021 0.336 6.223 0.000 0.514 1.445
connections [0.000]
Parking availability 0.665 0.236 0.178 2.819 0.006 0.262 1.977
[0.080]
Employment density -0.057 0.016 -0.250 -3.481 0.001 -0.318 2.556(X 0.0001) [0.191]
Population density 0.446 0.118 0.303 3.775 0.000 0.341 3.191
(x 0.0001) [0.002]
Sidewalk density 0.029 0.010 0.233 3.029 0.003 0.280 2.913
[0.009]
Four-way intersection 1.014 0.729 0.077 1.392 0.167 0.133 1.504
percentage [0.170]
Household income 0.100 0.036 0.179 2.805 0.006 0.261 2.020(X 0.0001) 
_ I 1 [0.016]
F-Statistic (p-value): 35.13 (0.000)
R2 : 0.782, Ra2 : 0.759
Durbin-Watson: 1.801
K-S test of residuals, p-value: 0.718
Condition Index (CI): 21.183
* p-value adjusted by White's robust standard error
Because the Breusch-Pagan test shows signs of heteroscedasticity, White's robust errors are used to
correct the T-statistics and subsequently significance of the variables. After correction, the p-values of
these variables are higher than uncorrected ones, but all variables except transfer station, terminal
station, employment density, and four-way intersection percentage are still significant at the at least
0.1 level.
In this model, heavy rail, inter-station spacing, and number of bus connections are again highly
significant. The fact that population density has high significance and employment density has a
negative coefficient conforms to the expectation that boardings in morning peak hours are mostly
home-based, and the location with high employment density has less trip production. It is also found
that terminal station and parking availability tend to explain away the influence of distance to CBD,
and distance to CBD is not a better predictor than terminal station and parking availability. Even
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though the coefficient of household income does not have the expected sign, it is a significant variable
in the model.
Although terminal station and four-way intersection percentage are not significant, including them in
the model improves the Raz. It is also found that parking availability is a significant factor in
explaining ridership. This happens because stations with parking facilities are generally located in
suburbs where morning commuters take the train. This also confirms that parking facility is highly
utilized in these stations, improving the rider attracting power of these suburban stations.
Sidewalk density is defined as the total length of sidewalks per area (roads with sidewalks on both
sides are counted twice). More length of sidewalk translates to more walkable street connectivity. It is
found to be a significant variable at the 0.01 level here. Figure 5-2 shows the actual vs. predicted
boardings of Weekday AM Peak Model 1.
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Figure 5-2: Actual boardings vs. predicted boardings of Weekday AM Peak Model 1
5.3 Weekday Off-peak Ridership
Boardings"P = f(Line specific variables, inter-station spacing, terminal station, number of bus
connections, retail employment density, population, four-way intersection percentage, distance
to CBD), e
where A is the random error term
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During the weekday off-peak period (defined as 10am-4pm; and 7pm-10pm), the best assumption-
satisfying model found (Weekday Off-peak Model 1) is presented in Table 5-3.
Table 5-3: Basic indices and OLS estimate of Weekday Off-peak Model 1
Dependent variable: Boardings"
Variables Beta Std. Std. T- Probability Partial VIF
error beta statistic correlations
Constant 3.207 0.486 6.602 0.000
Red Line 1.648 0.379 0.351 4.352 0.000 0.386 3.443
Orange Line 1.293 0.380 0.260 3.398 0.001 0.311 3.094
Blue Line 0.976 0.395 0.161 2.472 0.015 0.231 2.251
Green Line 0.987 0.304 0.271 3.244 0.002 0.298 3.689
Inter-station spacing 1.245 0.295 0.263 4.215 0.000 0.376 2.061
Terminal station 0.511 0.280 0.087 1.827 0.071 0.173 1.211
Number of bus 0.126 0.026 0.272 4.930 0.000 0.429 1.614
connections
Retail employment 0.756 0.209 0.229 3.617 0.000 0.329 2.123
density
(X 0.0001)
Population (x 0.0001) 0.879 0.262 0.173 3.357 0.001 0.307 1.404
Four-way intersection 1.234 0.923 0.080 1.337 0.184 0.128 1.898
percentage I I
Distance to CBD -0.192 0.050 -0.270 -3.863 0.000 -0.348 2.588
F-Statistic (p-value): 38.37 (0.000)
R2 : 0.796, R' 2 : 0.776
Durbin-Watson: 1.715
K-S test of residuals, p-value: 0.388
Condition Index (CI): 17.791
All line specific variables are significant at the at least 0.05 level. Inter-station spacing and the number
of bus connections are still highly significant, while terminal station is significant at the 0.1 level.
Retail employment and retail employment density prove to be better predictors than employment or
employment density in the model, especially retail employment density. If retail employment density
is replaced by retail employment, the difference between Ra2 is about 0.01 and the model still well
behaves. It conforms to our expectation that people tend to travel for the shopping purpose during the
off-peak period. Population is again an important predictor, as is distance to CBD. They are both
significant at the 0.01 level. Four-way intersection percentage again improves the Ra2 , but unlike
weekday daily models, its p-value is only 0.18. Replacing four-way intersection percentage with walk
index would drop the Ra2 slightly and the p-value of walk index would be 0.33.
Figure 5-3 shows the graph of actual versus predicted boardings of Weekday Off-peak Model 1.
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Figure 5-3: Actual boardings vs. predicted boardings of Weekday Off-peak Model 1
5.4 Weekday PM Peak Ridership
Boardings"4 = f(Line specific variables, inter-station spacing, terminal station, number of bus
connections, employment density, population, walk index, accessibility, average road width),
E
where e is the random error term
The basic indices and OLS estimate of the variables of the best assumption-satisfying model found
during the weekday PM peak period (Weekday PM Peak Model 1) are presented in Table 5-3.
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Table 5-4: OLS estimate of Weekday PM Peak Model 1
Dependent variable: Boardings"
Variables Beta Std. Std. T- Probability Partial VIF
error beta statistic Correlation
Constant 0.531 0.704 0.755 0.452
If Red Line 1.462 0.403 0.308 3.632 0.000 0.331 3.691
If Orange Line 1.071 0.387 0.213 2.766 0.007 0.258 3.036
If Blue Line 0.597 0.421 0.098 1.418 0.159 0.136 2.428
If Green Line 0.785 0.328 0.213 2.392 0.018 0.225 4.063
Inter-station spacing 0.911 0.282 0.190 3.224 0.002 0.298 1.787
Terminal station 0.514 0.281 0.087 1.829 0.070 0.174 1.159
Number of bus 0.082 0.027 0.175 3.085 0.003 0.286 1.649
connections
Employment density 0.086 0.019 0.319 4.462 0.000 0.396 2.617
(X 0.0001)
Population (x 0.0001) 0.773 0.325 0.150 2.379 0.019 0.224 2.049
Walk index 0.086 0.067 0.099 1.288 0.201 0.124 3.043
Accessibility 0.320 0.121 0.233 2.645 0.009 0.248 3.972
Average road width 0.019 0.010 0.110 1.847 0.068 0.176 1.805
F-Statistic (p-value): 33.79 (0.000)
R2 : 0.791, R. 2 : 0.768
Durbin-Watson: 1.644
K-S test of residuals, p-value: 0.429
Condition Index (CI): 27.276
Although putting employment instead of employment density makes the Ra 2 of the model higher, it
also makes the Durbin-Watson statistic too low to be in the acceptable range. Therefore, employment
density is included in Model 1. Compared to Weekday Daily Model 1, population is found to be less
significant in this case (although it is still significant at the 0.05 level). Even during the PM peak
period, terminal station is still found to be significant at the 0.1 level. The coefficient of average road
width does not have the expected sign but including it improves the Ra2 of the model slightly. Figure
5-4 shows the actual versus predicted boardings of Weekday PM Peak Model 1.
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Figure 5-4: Actual boardings vs. predicted boardings of Weekday PM Peak Model 1
5.5 Weekend/Holiday Ridership
eBoardings'm = f(Line specific variables, inter-station spacing, terminal station, number of bus
connections, retail employment density, population, distance to CBD, household income), e
where e is the random error term
The Box-Cox transformed square roots of boardings are the dependent variable. The basic indices and
OLS estimate of the variables of the best assumption-satisfying weekend/holiday model
(Weekend/Holiday Model 1) are presented in Table 5-5.
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Table 5-5: OLS estimate of Weekend/Holiday Model 1
Dependent variable: Boardings"m
Variables Beta Std. Std. T- Probability Partial VIF
error beta statistic correlation
Constant 12.911 9.722 1.328 0.190
If Red Line 19.120 5.516 0.363 3.466 0.001 0.427 3.027
If Orange Line 3.981 5.435 0.073 0.732 0.467 0.099 2.711
If Blue Line 14.907 5.957 0.224 2.502 0.015 0.322 2.207
If Green Line 14.096 6.500 0.219 2.169 0.035 0.283 2.814
Inter-station spacing 10.973 4.954 0.179 2.215 0.031 0.289 1.793
Terminal station 9.741 5.395 0.128 1.806 0.077 0.239 1.388
Number of bus 2.699 0.502 0.379 5.381 0.000 0.591 1.369
connections
Retail employment 12.134 3.311 0.332 3.665 0.001 0.446 2.257
density
(X 0.0001)
Population (x 0.0001) 14.680 4.349 0.241 3.375 0.001 0.417 1.407
Distance to CBD -3.083 0.960 -0.338 -3.213 0.002 -0.401 3.050
Household income 1.197 0.928 0.090 1.290 0.203 0.173 1.328
(X 0.0001)
F-statistic (p-value): 20. 15 (0.000)
Rz: 0.804, Ra 2 : 0.764
Durbin-Watson: 1.830
K-S test of residuals, p-value: 0.886
Condition Index (CI): 18.577
All line specific variables except Orange Line are found to be significant. Due to the different size of
observations, the results of the line specific variables cannot be compared to the weekday models
directly. Yet we can still observe something out of the results. First, comparing only heavy rail lines,
the Orange Line's coefficient drops to the last place, and its p-value is not close to significance. In
Weekday Daily Model 1, Orange Line's coefficient only trails Red Line. This may be related to the
role Orange Line plays in the regional network. Only a few Green Line stations enter this model, and
the coefficients and significance of these stations are at the same level of Blue Line and even higher
than Orange Line. These underground Green Line stations are located near or at the downtown area, so
these results are not surprising.
Inter-station spacing is again included in the model, yet its p-value rises to 0.03. This could be a
reflection of the 66 stations analyzed for weekend/holiday models - Most of them are heavy rail
stations so the variation in inter-station spacing is smaller in this case. Terminal station is still
significant at the 0.1 level. The number of bus connections, as in the weekday models, is a highly
significant variable again. This suggests that even on the weekend bus lines are still highly utilized.
The other four variables included in this model are retail employment density, population, distance to
CBD, and household income. Retail employment unsurprisingly fits better than total employment on
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the weekends. Retail employment and retail employment density show very similar predicting power,
but the model with the latter one has a higher Ra 2 . Household income does not have the expected sign
and is not significant, but including it in the model improves the Ra 2 of the model slightly.
Figure 5-5 shows the actual vs. predicted boardings of Weekend/Holiday Model 1.
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Figure 5-5: Actual boardings vs. predicted boardings of Weekend/Holiday Model 1
5.6 Summary
5.6.1 Comparison of Different Weekday Daily Models
In addition to the model that shows the highest Ra 2, several models that contain different
combinations of variables are also found to have very similar predicting power. They all satisfy the
independence assumption, pass the K-S normality test and have safe CI and VIF values. White's
robust errors are only applied to Model 2 which does not pass the Breusch-Pagan heteroscedasticity
test. Besides the OLS estimate, bootstrapped and spatial regression are also presented as the
enhancement to the original OLS model. Only the type of spatial regression (i.e. lag or error) that has
overall statistical significance is presented. The comparison of these 6 models is shown in Table 5-6.
The comparison of different models with similar predictive power allows us to see the big picture of
the factors affecting weekday daily station ridership.
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Although replacing distance to CBD with accessibility, replacing four-way intersection percentage
with four-way intersection density, excluding parking availability, and including average sidewalk
width in Model 1 would form an assumption-satisfying model with an Ra 2 slightly higher, the
correlation between accessibility and average sidewalk width is 0.69 and the CI value of the model
would be 28.95. This suggests that the model has some signs of multicollinearity so it is not presented.
In the weekday daily models, employment, which measures the exclusive employment level of each
station, seems to be a slightly better predictor than employment density, which measures the overall
environment with regard to employment density of the station area. Replacing employment with
employment density would somewhat lower the Ra2 of the models. Thus, in Model 1 through 6 only
employment is used.
There are variables replaceable by another one in model while not changing the coefficients of other
variables and the overall predictive power much. For instance, the combination of four line specific
variables are replaceable by heavy rail. The number of bus connections, employment, and population
are consistently important across all models. Although terminal station is less significant than inter-
station spacing or the number of bus connections, it still consistently exerts some explanatory power
throughout the models. It is not included in Model 3 because it would make the model non-normal.
Although adding transfer station into Model 5 or 6 would improve the Ra2 slightly, it already has a
high bivariate correlation (0.701) with employment. It is not surprising since the six transfer stations
are located in the downtown area where employment level is also high. In addition, employment of
transfer stations is based on the union of the exclusive buffer areas of the two lines, which already
captures the assumption that transfer stations tend draw potential passengers of the two lines.
Parking availability is not found to be a consistently important predictor; it is insignificant in Model 1
and 4 only when it is paired with distance to CBD and line specific variables, the Ra 2 of the model
would improve very slightly.
The two pedestrian environment variables, four-way intersection percentage, and walk index are found
to be generally replaceable by one another and to be significant. Four-way intersection density could
replace four-way intersection percentage in the weekday daily models, but the Ra 2s of the models
would be lower. Walk index is a composite measure that takes into account the 3Ds of built
environment- density, diversity, and design that are thought to be related to physical activity and
transit use. It generally fits well, especially in the models including heavy rail instead of line specific
variables.
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Accessibility, distance to CBD, and vehicle ownership have very similar positions in the models. The
correlations between accessibility and distance to CBD, and between distance to CBD and vehicle
ownership are high at over the 0.8 level (absolute value), and the correlation between accessibility and
vehicle ownership is around the mid-high 0.63 level (absolute value).
Accessibility is not shown to replace distance to CBD in Model 1 because it would make parking
availability highly insignificant and the Ra2 of the model would drop slightly. Replacing vehicle
ownership with accessibility in Model 2 would make the model non-normal. The high correlation (-
0.74) between walk index and vehicle ownership prevents the combination of them from entering the
models, so vehicle ownership only enters Model 2. Although their coefficients in the models are
different, their significances are similar to each other. As the distance from the downtown area
increases, accessibility generally decreases while distance to CBD and vehicle ownership increase.
Bootstrapped results do not change the coefficients or significance much. In Model 1, 3 and 4, spatial
error regression does not show overall significance, while both spatial lag and error regression enter
into Model 2, 5 and 6. The spatial lag variable somehow explains away some influence of accessibility,
distance to CBD, and vehicle ownership.
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Table 5-6:
Dependent variable: Boardings/
Comparison of weekday daily models
Model 1 Model 2
Regression OLS B-S Spatial OLS B-S Spatial
Type
- - Lag - - Lag Error
R2  0.816 - - 0.811 - -
Ra2  0.795 - - 0.792 - - -
p/A - - 0.179 - - 0.202 0.250
(0.018) (0.006) (0.071)
Constant 3.663 3.559 2.551 4.119 4.021 2.726 4.434
(0.000) (0.000) (0.000) (0.000) [0.000] (0.000) (0.002) (0.000)
Red Line 2.044 2.063 1.792 1.920 1.944 1.674 1.881
(0.000) (0.000) (0.000) (0.000) [0.005] (0.001) (0.000) (0.000)
Orange Line 1.752 1.796 1.514 1.868 1.921 1.549 1.718
(0.000) (0.002) (0.001) (0.000) [0.008] (0.002) (0.001) (0.000)
Blue Line 1.190 1.224 0.970 1.243 1.278 0.968 1.116
(0.019) (0.013) (0.038) (0.015) [0.034] (0.017) (0.040) (0.050)
Green Line 1.221 1.238 1.147 1.094 1.126 1.052 1.025
(0.001) (0.002) (0.001) (0.005) [0.023] (0.011) (0.003) (0.011)
Heavy rail - - - - - - -
Inter-station 1.700 1.765 1.491 1.935 1.999 1.617 1.939
spacing (0.000) (0.000) (0.000) (0.000) [0.004] (0.000) (0.000) (0.000)
Terminal 0.700 0.719 0.617 0.631 0.642 0.563 0.662
station (0.041) (0.053) (0.050) (0.052) [0.075] (0.050) (0.058) (0.024)
Number of bus 0.151 0.149 0.157 0.144 0.141 0.153 0.139
connections (0.000) (0.000) (0.000) (0.000) [0.000] (0.000) (0.000) (0.000)
Parking 0.351 0.298 0.228 -
availability (0.284) (0.394) (0.452)
Employment 0.202 0.216 0.179 0.228 0.246 0.193 0.232
(x 0.0001) (0.003) (0.022) (0.004) (0.001) [0.040] (0.012) (0.002) (0.001)
Population 1.210 1.237 1.177 1.083 1.121 1.091 1.082
(x 0.0001) (0.000) (0.004) (0.000) (0.001) [0.025] (0.007) (0.000) (0.000)
Four-way 2.739 2.827 2.355 2.935 2.950 2.412 2.507
intersection (0.007) (0.009) (0.011) (0.004) [0.011] (0.006) (0.009) (0.011)
percentage
Walk index - - - - - -
Accessibility - -
Distance to -0.206 -0.200 -0.138 - - - -
CBD (0.001) (0.004) (0.026)
Vehicle - - - -1.298 -1.284 -0.838 -1.383
ownership (0.003) [0.015] (0.008) (0.056) (0.002)
Spatial lag or error model is presented only if the overall model (Wald-statistic) is statistically significant at the
0.1 level.
Coefficient, (p-value), and [p-value adjusted by White's robust standard error] shown.
B-S: Bootstrapped regression
90
Table 5-6: Comparison of weekday daily models (cont.)
Dependent variable: Boardings" 4
Model 3 Model 4
Regression type OLS B-S Spatial OLS B-S Spatial
- - Lag - - Lag
R2 0.803 - - 0.812 -
Ra 2  0.785 - - 0.791 - -
p/A - - 0.189 - - 0.176
(0.028) (0.025)
Constant 3.041 3.048 2.348 4.599 4.493 3.371
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Red Line 2.026 2.067 1.759 1.931 1.931 1.684
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Orange Line 1.617 1.715 1.392 1.554 1.601 1.324
(0.001) (0.002) (0.002) (0.001) (0.003) (0.003)
Blue Line 1.441 1.502 1.168 1.231 1.280 0.987
(0.005) (0.003) (0.015) (0.017) (0.012) (0.040)
Green Line 1.175 1.207 1.074 0.967 0.975 0.946
(0.002) (0.003) (0.002) (0.010) (0.009) (0.005)
Heavy rail - - - - - -
Inter-station spacing 1.469 1.516 1.324 1.706 1.790 1.510
(0.000) (0.000) (0.000) (0.000) (0.001) (0.000)
Terminal station - - - 0.717 0.737 0.629
(0.039) (0.066) (0.049)
Number of bus 0.163 0.162 0.168 0.143 0.141 0.151
connections (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Parking availability - - - 0.410 0.342 0.290
(0.214) (0.319) (0.342)
Employment 0.191 0.210 0.185 0.227 0.244 0.204
(x 0.0001) (0.007) (0.040) (0.004) (0.001) (0.007) (0.001)
Population 0.941 0.968 1.022 1.039 1.053 1.086
(x 0.0001) (0.011) (0.014) (0.003) (0.007) (0.016) (0.002)
Four-way intersection - - - - - -
percentage
Walk index 0.141 0.150 0.112 0.161 0.172 0.118
(0.063) (0.039) (0.110) (0.031) (0.014) (0.092)
Accessibility 0.330 0.296 0.179 - - -
(0.008) (0.043) (0.186)
Distance to CBD - - - -0.193 -0.180 -0.137
(0.004) (0.020) (0.035)
Vehicle ownership -
Both models pass the Breusch-Pagan heteroscedasticity test
Spatial lag or error model is presented only if the overall model (Wald-statistic) is statistically significant at the
0.1 level
Coefficient and (p-value) shown
B-S: Bootstrapped regression
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Table 5-6: Comparison of weekday daily models (cont.)
Dependent variable: Boardings"4
Model 5 Model 6
Regression OLS B-S Spatial OLS B-S Spatial
Type
- - Lag Error - - Lag Error
R2 0.793 - - - 0.798 - -
Rp2  0.778 - - - 0.783 -
p/A - - 0.181 0.309 - - 0.166 0.230
(0.041) (0.020) (0.042) (0.090)
Constant 4.236 4.241 3.471 4.045 5.365 5.315 4.218 5.408
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Red Line - - - - -
Orange Line - - - - - -
Blue Line - - - - - - -
Green Line - - - - - - - -
Heavy rail 0.941 0.963 0.758 0.924 0.944 0.935 0.694 1.007
(0.006) (0.001) (0.021) (0.007) (0.003) (0.001) (0.033) (0.001)
Inter-station 1.515 1.570 1.380 1.500 1.907 1.987 1.705 1.821
spacing (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Terminal 0.616 0.644 0.515 0.686 0.748 0.779 0.647 0.763
station (0.067) (0.114) (0.108) (0.024) (0.029) (0.069) (0.045) (0.015)
Number of bus 0.155 0.151 0.163 0.155 0.156 0.152 0.162 0.156
connections (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Parking - - - - - - - -
availability
Employment 0.286 0.300 0.267 0.281 0.301 0.313 0.267 0.296
(x 0.0001) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Population 0.749 0.795 0.847 0.805 0.742 0.791 0.842 0.760
(X 0.0001) (0.046) (0.061) (0.016) (0.025) (0.045) (0.051) (0.015) (0.033)
Four-way
intersection - - - - - - -
percentage
Walk index 0.244 0.253 0.208 0.183 0.219 0.223 0.174 0.194
(0.001) (0.001) (0.003) (0.016) (0.003) (0.001) (0.015) (0.009)
Accessibility 0.247 0.227 0.108 0.323 - - - -
(0.057) (0.104) (0.459) (0.021)
Distance to - - - - -0.165 -0.165 -0.122 -0.165
CBD (0.011) (0.020) (0.055) (0.015)
Vehicle - -
ownership
Both models pass the Breusch-Pagan heteroscedasticity test
Coefficient and (p-value) shown
B-S: Bootstrapped regression
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To conclude the findings in the weekday daily models, first of all, the essential factors related to the
transit system - line specific variables and heavy rail turn out to influence station ridership at a
significant level. This confirms the importance of the role regional transit network plays. Two
traditionally thought important factors of built environment, employment and population, are found to
affect station ridership significantly. If the size of station areas is fixed, higher employment or
population level translates to higher density. Yet in the weekday daily models, employment density
and population density fit worse than the employment and population assigned to each station area of
the same line exclusively.
Two pedestrian environment variables - four-way intersection percentage and walk index generally fit
well with the other variables in the models. Even four-way intersection density is also found to be
significant in model testing, but because of their lower R 2s, these models are not presented. The fact
that four-way intersection percentage and walk index do not have high correlations with other
variables in the models makes their position in the models appropriate.
The coefficients of distance to CBD and accessibility indicate that station ridership tends to diminish
gradually as distance between a station to the downtown area increases. Vehicle ownership also
increases when the distance between station and downtown area increases; this may be because of
many reasons, such as housing type, parking fees or availability, or household socio-economic
characteristics.
5.6.2 Comparison of Different Weekday AM Peak Models
In Model 2, employment density in Model 1 is replaced by accessibility. It is significant and its
negative sign also reflects the spatial pattern of morning commuting trips - commuters who live in the
outer part of the city board the trains. Adding transfer station to Model 2 would make the Ra2 of the
model lower.
Model 3 presents the situation in which heavy rail in Model 1 is replaced by line specific variables and
population density is replaced by population. Household income and transfer station are excluded
because including them would make the Ra 2 lower. Population also fits well during this time period.
The coefficients and significance of the variables initially included in Model 1 do not change much.
Vehicle ownership is not found to be a consistently significant or near significant variable in different
combinations, so it is not included in the models.
Again bootstrapping and spatial regression are applied to these models. After applying bootstrapping
and spatial regression the coefficients and significance of variables are similar. Sidewalk density is
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found to be significant across the models. The correlation matrix of the variables in weekday AM peak
models is presented in Table A-2 in Appendix.
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Table 5-7: Comparison of weekday AM peak models
Dependent variable: Boardings"
Model 1 Model 2
Regression type OLS B-S Spatial OLS B-S Spatial
- - Lag Error - - Lag Error
R2  0.782 - - - 0.768 - - -
Ra2  0.759 - - - 0.747 - - -
p/A - - 0.194 0.362 - - 0.203 0.284
(0.017) (0.037) (0.015) (0.078)
Constant 0.241 0.205 -0.419 0.676 0.772 0.710 0.106 0.966
(0.626) (0.686) (0.432) (0.187) (0.116) (0.215) (0.839) (0.065)
[0.663] [0.219]
Heavy rail 1.212 1.169 0.987 1.175 1.351 1.334 1.171 1.314
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
[0.000] [0.000]
Inter-station 1.465 1.593 1.331 1.477 1.611 1.707 1.447 1.535
spacing (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
[0.003] [0.001]
Transfer station 0.546 0.601 0.710 0.970
(0.238) (0.513) (0.095) (0.026) - - - -
[0.643]
Terminal station 0.506 0.571 0.479 0.512 0.400 0.424 0.344 0.390
(0.047) (0.084) (0.040) (0.023) (0.127) (0.255) (0.155) (0.101)
[0.190] [0.336]
Number of bus 0.134 0.132 0.136 0.121 0.138 0.137 0.143 0.131
connections (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
[0.000] [0.000]
Parking 0.665 0.593 0.610 0.686 0.609 0.592 0.553 0.663
availability (0.006) (0.045) (0.005) (0.001) (0.013) (0.053) (0.014) (0.003)
[0.080] [0.074]
Employment -0.057 -0.058 -0.062 -0.057
density (0.001) (0.081) (0.000) (0.001) - - - -
(x 0.0001) [0.191]
Population 0.446 0.450 0.402 0.352 0.524 0.531 0.484 0.442
density(x 0.0001) (0.000) (0.001) (0.000) (0.006) (0.000) (0.000) (0.000) (0.001)
[0.002] [0.000]
Sidewalk density 0.029 0.031 0.030 0.028 0.022 0.023 0.023 0.023
(0.003) (0.003) (0.001) (0.003) (0.022) (0.029) (0.009) (0.014)
[0.009] [0.058]
Four-way 1.014 0.892 0.983 1.372 0.981 0.901 1.012 1.210
intersection (0.167) (0.202) (0.146) (0.061) (0.209) (0.281) (0.160) (0.121)
percentage [0.170] [0.280]
Accessibility -0.204 -0.209 -0.239 -0.176
- - - - (0.017) (0.021) (0.003) (0.062)
[0.038]
Household 0.100 0.095 0.096 0.070 0.089 0.087 0.087 0.073
income (0.006) (0.010) (0.004) (0.065) (0.014) (0.016) (0.009) (0.051)
(x 0.0001) [0.016] 1 1 [0.026] 1
Coefficient, (p-value), and [p-value adjusted by White's robust standard error] shown.
B-S: Bootstrapped regression
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Table 5-7: Comparison of weekday AM peak models (cont.)
Dependent variable: Boardings"
Model 3
Regression type OLS B-S Spatial
- - Lag Error
R2  0.774 - -
Ra2  0.749 - - -
p/ - - 0.211 0.324
(0.008) (0.031)
Constant 1.038 0.998 0.317 1.305
(0.025) (0.036) (0.526) (0.005)
[0.054]
Red Line 1.653 1.636 1.420 1.577
(0.000) (0.000) (0.000) (0.000)
[0.001]
Orange Line 1.538 1.547 1.309 1.379
(0.000) (0.001) (0.000) (0.000)
[0.006]
Blue Line 1.101 1.117 0.830 0.864
(0.004) (0.008) (0.018) (0.053)
[0.026]
Green Line 0.839 0.837 0.769 0.698
(0.003) (0.009) (0.002) (0.023)
[0.021]
Inter-station 1.151 1.201 0.996 1.177
spacing (0.000) (0.002) (0.000) (0.000)
[0.012]
Terminal station 0.385 0.419 0.352 0.374
(0.139) (0.164) (0.136) (0.105)
[0.250]
Number of bus 0.111 0.109 0.114 0.105
connections (0.000) (0.000) (0.000) (0.000)
[0.000]
Parking availability 0.781 0.739 0.742 0.807
(0.002) (0.019) (0.001) (0.000)
[0.037]
Employment -0.055 -0.055 -0.053 -0.045
density (0.000) (0.023) (0.000) (0.007)
(x 0.0001) [0.058]
Population 0.666 0.708 0.623 0.694
(x 0.0001) (0.021) (0.025) (0.018) (0.012)
[0.072]
Sidewalk density 0.032 0.032 0.031 0.027
(0.002) (0.004) (0.001) (0.005)
[0.015]
Four-way 1.115 1.031 0.973 1.270
intersection (0.135) (0.157) (0.154) (0.087)
percentage [0.149]
Coefficient, (p-value), and [p-value adjusted by White's robust standard error] shown.
B-S: Bootstrapped regression
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5.6.3 Comparison of Different Weekday Off-peak Models
Table 5-8 shows the comparison of Modell through Model 2, in which distance to CBD is replaced by
vehicle ownership. Adding four-way intersection percentage into Model 2 would make the model non-
nonnal. Model 2's Ra is lower than Model l's by 0.009, yet the overall contribution of each distance
to CBD and vehicle ownership stays similar. Accessibility (retail employment opportunities with
home-based shop friction) is not shown in the models because it has a high bivariate correlation (0.85)
with retail employment density, and when it is paired with retail employment, it would make retail
employment highly insignificant. Pairing distance to CBD with walk index makes the Ra 2 slightly
lower.
Bootstrapped and spatial regression results are also presented in Table 5-8. Both approaches do not
change the coefficients and significance of variables much.
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Table 5-8: Comparison of weekday off-peak models
Dependent variable: Boardings"4
Model 1 Model 2
Regression OLS B-S Spatial OLS B-S Spatial
Type
- - Lag - - Lag Error
R2 0.796 - - 0.787 - -
Ra2 0.776 - - 0.767 - - -
p/ - - 0.147 - - 0.176 0.253
(0.081) (0.036) (0.062)
Constant 3.207 3.165 2.451 4.093 4.063 3.033 4.118
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Red Line 1.648 1.653 1.502 1.522 1.517 1.367 1.571
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Orange Line 1.293 1.301 1.150 1.261 1.271 1.071 1.228
(0.001) (0.001) (0.002) (0.001) (0.001) (0.003) (0.001)
Blue Line 0.976 0.988 0.855 0.987 0.995 0.835 0.950
(0.015) (0.008) (0.023) (0.015) (0.013) (0.030) (0.041)
Green Line 0.987 0.997 0.955 0.804 0.809 0.800 0.776
(0.002) (0.002) (0.001) (0.013) (0.014) (0.007) (0.023)
Inter-station 1.245 1.296 1.082 1.331 1.401 1.120 1.291
spacing (0.000) (0.000) (0.000) (0.000) (0.001) (0.000) (0.000)
Terminal 0.511 0.529 0.450 0.325 0.347 0.296 0.364
station (0.071) (0.086) (0.089) (0.241) (0.273) (0.252) (0.148)
Number of 0.126 0.125 0.130 0.114 0.112 0.122 0.110
bus (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
connections
Retail 0.756 0.774 0.605 0.986 1.007 0.778 0.956
employment (0.000) (0.001) (0.005) (0.000) (0.000) (0.000) (0.000)
density
(x 0.0001)
Population 0.879 0.909 0.883 0.923 0.947 0.935 0.968
(x 0.0001) (0.001) (0.003) (0.000) (0.001) (0.004) (0.000) (0.000)
Four-way 1.234 1.240 1.194
intersection (0.184) (0.226) (0.166) - - -
percentage
Distance to -0.192 -0.194 -0.150 - - - -
CBD (0.000) (0.001) (0.005)
Vehicle - - - -1.353 -1.377 -1.010 -1.316
ownership (0.000) (0.000) (0.008) (0.001)
All models pass the Breusch-Pagan heteroscedasticity test
Spatial lag or error model is presented only if the overall model (Wald-statistic) is statistically significant at the
0.1 level
Coefficient and (p-value) shown
B-S: Bootstrapped regression
98
5.6.4 Comparison of Different Weekday PM Peak Models
Table 5-9 shows the comparison of three models that show similar predicting power and their
bootstrapped and spatial regression variation. Because average road width does not have the expected
sign and makes the CL surge to 27, Model 2 presents the combination without average road width.
Walk index becomes significant in Model 2.
In Model 3, accessibility in Model 2 is replaced with distance to CBD. Adding average road width into
it would make the CI value be higher than 30, and Adding terminal station into Model 3 would make
the Ra 2 rise to 0.761, closer to the level of Model 1, yet the model would be non-normal. Adding
average road width would make the CI value surge past 30, so it is not included in Model 3.
Bootstrapped and spatial regression do not change the coefficients and significance of the variables
much.
If walk index is replaced by four-way intersection percentage, Model 1 through 3 would have a
Durbin-Watson statistic too low to be acceptable or become non-normal. It is found that replacing
employment density with employment in Model 1 and 2 would make the Durbin-Watson statistics of
these models too low, and in Model 3 would make the model non-normal. Due to the high correlation
(0.74, absolute value) between walk index and vehicle ownership, and replacing walk index with four-
way intersection percentage and accessibility or distance to CBD with vehicle ownership in Model 1
through 3 makes the Durbin-Watson statistic too low and the models are not normal, vehicle
ownership is not shown in the models.
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Table 5-9:
Dependent variable: Boardings" 4
Comparison of weekday PM peak models
Model 1 Model 2
Regression type OLS B-S Spatial OLS B-S Spatial
- - Error - - Error
R2 0.791 - - 0.785 - -
Ra 2  0.768 - - 0.763 - -
p/A - - 0.313 - - 0.331
(0.025) (0.023)
Constant 0.531 0.515 0.462 1.510 1.487 1.578
(0.452) (0.498) (0.543) (0.002) (0.003) (0.002)
Red Line 1.462 1.430 1.487 1.416 1.390 1.438
(0.000) (0.000) (0.000) (0.001) (0.001) (0.001)
Orange Line 1.071 1.072 1.062 1.060 1.060 1.051
(0.007) (0.002) (0.007) (0.008) (0.003) (0.008)
Blue Line 0.597 0.607 0.553 0.648 0.663 0.585
(0.159) (0.077) (0.269) (0.130) (0.062) (0.256)
Green Line 0.785 0.789 0.672 0.941 0.952 0.787
(0.018) (0.021) (0.058) (0.004) (0.004) (0.027)
Inter-station spacing 0.911 0.989 0.883 0.863 0.933 0.819
(0.002) (0.004) (0.002) (0.003) (0.004) (0.005)
Terminal station 0.514 0.529 0.549 0.502 0.519 0.539
(0.070) (0.076) (0.029) (0.080) (0.069) (0.034)
Number of bus 0.082 0.082 0.077 0.086 0.087 0.082
connections (0.003) (0.009) (0.001) (0.002) (0.006) (0.001)
Employment density 0.086 0.089 0.088 0.079 0.081 0.084
(x 0.0001) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Population 0.773 0.812 0.841 0.621 0.652 0.680
(x 0.0001) (0.019) (0.019) (0.007) (0.053) (0.035) (0.024)
Walk index 0.086 0.092 0.055 0.122 0.128 0.080
(0.201) (0.226) (0.401) (0.062) (0.079) (0.216)
Accessibility 0.320 0.304 0.332 0.379 0.366 0.392
(0.009) (0.036) (0.010) (0.002) (0.014) (0.002)
Distance to CBD - - -- -
Average road width 0.019 0.019 0.021 -
(0.068) (0.075) (0.053)
Both models pass the Breusch-Pagan heteroscedasticity test
Coefficient and (p-value) shown
B-S: Bootstrapped regression
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Table 5-9: Comparison of weekday PM peak models (cont.)
Dependent variable: Boardings" 4
Model 3
Regression type OLS B-S Spatial
- - Lag Error
R2  0.775 - -
Ra 2  0.755 - --
p/A - - 0.219 0.314
(0.013) (0.030)
Constant 3.096 3.039 2.074 3.210
(0.000) (0.000) (0.000) (0.000)
Red Line 1.253 1.218 1.118 1.391
(0.004) (0.005) (0.005) (0.001)
Orange Line 0.963 0.948 0.794 0.999
(0.020) (0.027) (0.041) (0.015)
Blue Line 0.580 0.571 0.461 0.625
(0.190) (0.149) (0.263) (0.230)
Green Line 0.677 0.682 0.682 0.624
(0.039) (0.045) (0.023) (0.085)
Inter-station spacing 1.224 1.309 0.989 1.068
(0.000) (0.001) (0.001) (0.001)
Terminal station - - - -
Number of bus 0.102 0.103 0.107 0.099
connections (0.000) (0.000) (0.000) (0.000)
Employment density 0.101 0.102 0.080 0.099
(x 0.0001) (0.000) (0.000) (0.000) (0.000)
Population 0.661 0.684 0.709 0.691
(X 0.0001) (0.043) (0.021) (0.018) (0.025)
Walk index 0.122 0.126 0.079 0.084
(0.065) (0.073) (0.205) (0.202)
Accessibility -- -
Distance to CBD -0.144 -0.145 -0.098 -0.144
(0.009) (0.077) (0.069) (0.015)
Average road width - - -
The models passes the Breusch-Pagan heteroscedasticity test
Coefficient and (p-value) shown
B-S: Bootstrapped regression
101
5.6.5 Comparison of Different Weekend/Holiday Models
Table 5-10 compares the models with each of population and population density. The accessibility
used for weekend/holiday models is based on the home-to-shop friction which puts higher penalty to
travel time, so the value is affected mostly by the employment level of nearby stations. Its mid-to-high
correlations with retail employment and retail employment density (0.67 and 0.84, respectively)
suggest that retail employment levels are related to nearby stations. If retail employment density is
replaced by retail employment and distance to CBD is replaced by accessibility in Model 1 and 2, the
Ra2 of the models would drop below 0.7. Retail employment (density) is found to fit in the models
better than employment (density), and moreover retail employment density fits better than retail
employment.
Model 3 presents the situation in which distance to CBD in Model 1 is replaced by vehicle ownership.
Vehicle ownership is also a significant variable. Walk score could replace retail employment (density),
for they generally describes the retail level at the station catchment area. Yet pairing walk score with
distance to CBD or vehicle ownership would make the CI surge pass the threshold 30, and these
models have lower Ra 2 s, so it is not included in the models. The spatial lag variable again explains
away partly the influence of distance to CBD, making it insignificant in spatial lag regression.
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Table 5-10: Comparison of weekend/holiday models
Dependent variable: Boardingsm
Model 1 Model 2
Regression Type OLS B-S Spatial OLS B-S Spatial
- - Lag Error - - Lag Error
R2 0.804 - - - 0.788 - - -
Rp2  0.764 - - - 0.745 - - -
p/A - - 0.302 0.413 - - 0.301 0.411
(0.004) (0.106) (0.006) (0.092)
Constant 12.911 11.635 -0.373 23.304 7.656 5.743 -3.090 18.794
(0.190) (0.252) (0.969) (0.012) (0.537) (0.632) (0.786) (0.106)
Red Line 19.120 18.635 16.245 19.381 20.350 20.014 17.365 20.648
(0.001) (0.000) (0.001) (0.000) (0.001) (0.000) (0.000) (0.000)
Orange Line 3.981 3.807 1.134 3.851 4.025 3.844 1.218 4.174
(0.467) (0.539) (0.810) (0.465) (0.480) (0.542) (0.805) (0.446)
Blue Line 14.907 14.833 12.432 11.146 14.996 15.093 12.392 11.809
(0.015) (0.009) (0.014) (0.125) (0.019) (0.013) (0.020) (0.116)
Green Line 14.096 13.322 12.935 12.327 10.893 10.302 10.452 10.079
(0.035) (0.070) (0.019) (0.037) (0.122) (0.158) (0.076) (0.108)
Inter-station spacing 10.973 11.963 6.953 8.239 12.584 13.622 8.205 9.411
(0.031) (0.032) (0.109) (0.082) (0.019) (0.026) (0.076) (0.060)
Terminal station 9.741 9.667 7.480 8.092 9.690 9.439 7.264 8.034
(0.077) (0.074) (0.102) (0.076) (0.091) (0.079) (0.131) (0.090)
Number of bus 2.699 2.709 2.774 2.407 2.854 2.884 2.907 2.502
connections (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Retail employment 12.134 12.697 10.073 13.838 11.662 12.150 9.761 13.726
density (x 0.0001) (0.001) (0.001) (0.001) (0.000) (0.001) (0.002) (0.001) (0.000)
Population 14.680 15.199 12.953 12.619 - - - -
(x 0.0001) (0.001) (0.004) (0.000) (0.001)
Population density - - - - 5.633 5.881 4.487 4.573
(x 0.0001) (0.014) (0.027) (0.019) (0.030)
Distance to CBD -3.083 -3.002 -1.535 -2.714 -2.957 -2.826 -1.493 -2.595
(0.002) (0.004) (0.104) (0.008) (0.006) (0.011) (0.137) (0.018)
Household income 1.197 1.230 1.016 0.148 1.502 1.572 1.169 0.443
(x 0.0001) (0.203) (0.183) (0.194) (0.865) (0.160) (0.098) (0.191) (0.648)
Both models pass the Breusch-Pagan heteroscedasticity test
Coefficient and (p-value) shown
B-S: Bootstrapped regression
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Table 5-10: Comparison of weekend/holiday models (cont.)
Dependent variable: Boardingsm2
Model 3
Regression Type OLS B-S Spatial
- - Lag Error
R2 0.794 - - -
Rp 2  0.752 - -
p/A - - 0.337 0.452
(0.002) (0.074)
Constant 18.907 17.519 -1.827 25.382
(0.118) (0.186) (0.879) (0.017)
Red Line 18.486 18.062 16.431 19.137
(0.003) (0.002) (0.001) (0.001)
Orange Line 4.741 4.677 1.986 4.798
(0.405) (0.475) (0.680) (0.375)
Blue Line 16.017 16.104 13.367 11.889
(0.011) (0.007) (0.009) (0.119)
Green Line 14.497 13.703 13.906 12.827
(0.038) (0.056) (0.014) (0.035)
Inter-station spacing 9.846 10.534 5.498 7.099
(0.056) (0.048) (0.206) (0.144)
Terminal station 6.085 6.132 5.291 4.549
(0.250) (0.228) (0.224) (0.283)
Number of bus 2.644 2.637 2.765 2.345
connections (0.000) (0.000) (0.000) (0.000)
Retail employment 10.172 10.647 9.542 13.549
density (x 0.0001) (0.009) (0.011) (0.002) (0.000)
Population 14.003 14.741 12.857 12.778
(x 0.0001) (0.003) (0.011) (0.001) (0.001)
Population density - - -
(x 0.0001)
Distance to CBD - - - -
Vehicle ownership -24.066 -23.520 -7.850 -16.260
(0.010) (0.021) (0.372) (0.060)
Household income 2.521 2.548 1.421 0.905
(x 0.0001) (0.023) (0.018) (0.124) (0.387)
The models passes the Breusch-Pagan heteroscedasticity test
Coefficient and (p-value) shown
B-S: Bootstrapped regression
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5.6.6 Simulation
Table 5-11 shows the elasticities of station boardings with respect to a 1% change in the respective
variable, as calculated via simulation. The boardings of the original scenario are the sum of the
original predicted boardings of each station, and a 1% change in each variable at a time is applied to
all stations to gauge the effect of each variable, ceteris paribus.
The elasticities of boardings with respect to different variables are calculated with the following
formula:
[Boardingsnew 
- Board ingsorginai]
Boardingsoriginal
0.01
From the table, for instance in Weekday Daily Model 1, we can see that if there is one percent increase
in the inter-station spacing, there would be an about 0.5 percentage increase in boardings. All of the
elasticities are below 1. This is not a surprising result since ridership is affected by many factors.
Population has a higher elasticity than employment in employment in the Weekday Daily Model 1.
Increasing the four-way intersection percentage by 1 percent would lead to about 0.18 to 0.38
percentage increase in ridership during different time periods. The number of bus connections
consistently show about 0.25 to 0.45 elasticities during different time periods.
The elasticities should be viewed with caution. First, different variables have different scales of values
and they represent different types of characteristics. Second, these elasticities are calculated from the
ridership change in all stations, but different observations have different elasticities based on their
associated values, Third, different best models have different combinations of variables, so the
elasticity of each variable during different time periods only reflects the simulation results of each
model. Yet we can still have a basic picture about how the change in each variable alone affects the
ridership in the best models during different time periods.
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Table 5-11: Elasticities of station boardings with respect to a 1% change in the respective variable in
best models across different time periods
Model Weekday Weekday Weekday Weekday Weekend/Holiday
Daily Model 1 AM Peak Off-peak PM Peak Model 1
Model 1 Model 1 Model 1
Inter-station spacing 0.493 0.702 0.435 0.324 0.235
Number of bus 0.348 0.451 0.366 0.251 0.325
connections
Employment 0.178 - - -
Employment density - -0.144 - 0.494 -
Retail employment - - 0.294 - 0.268
density
Population 0.352 - 0.331 0.313 0.319
Population density - 0.572 - -
Four-way 0.376 0.182 0.219 -
intersection
percentage
Sidewalk density - 0.876 - -
Accessibility - - - 0.779 _
Distance to CBD -0.276 - -0.304 - -0.269
Vehicle ownership - - - -
Household income and average road width which do not have the expected sign are not included.
5.6.7 Conclusions
Comparing different combinations of variables during different time periods leads to several points of
observations. First, line specific variables or heavy rail is an important predictor across models, as are
inter-station spacing and the number of bus connections. Second, the different coefficients and
significance of employment (density) and population (density) confirm the travel pattern during
different time periods: in AM peak hours, employment density has a negative sign and population
density is highly significant; in PM peak hours, employment density has higher significance than
population; and on the all day, population is still more important than employment. Third, pedestrian
environment variables are found to show some influence in all weekday models (four-way intersection
percentage in daily, AM peak, off-peak, and PM peak; walk index in daily and PM peak; and sidewalk
density in AM peak). Fourth, accessibility, distance to CBD, or vehicle ownership is also an important
predictor during different time periods. Lastly, Section A.2 in Appendix shows the partial correlations
between vehicle ownership vs. distance to CBD or accessibility in the models during different time
periods. It is found that distance to CBD consistently has a higher partial influence than vehicle
ownership.
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6 Summary and Suggestions
6.1 Policy Implications
I use the direct demand approach to study the factors that are associated with station ridership. I use
the Massachusetts Road Inventory to draw the station catchment area based on the /2 mile street
network-distance buffer around a station. These factors are the characteristics of a station or its station
catchment area, and they belong to three groups: transportation system, built environment, and socio-
demographics. I use the AFC data and boarding counts to obtain ridership during different time
periods, and examine relevant factors that are associated with ridership during different time periods.
Also, I present several models that have similar predictive power during each time period to ensure the
robustness of estimates.
The results of the station ridership models reflect some policy implications. First, line specific
variables and/or heavy rail dummy variable are found to be important across different time periods.
Although there is difference in the coefficients of different lines in the combination of line specific
variables, heavy rail could also replace line specific variables in some cases. This implies that there is
more resemblance than discrepancy among heavy rail lines with regard to their contributing power to
station ridership. There could be other unexplored factors affecting line specific variables, such as
service frequency, the length of each line, or the travel time advantage compared to the road corridor
that runs along it. These potential factors are beyond the scope of this research.
The number of bus connections is found to be highly significant across all time periods. This result is
consistent with previous research (e.g. Sohn and Shim, 2010 and Cervero, et al., 2010). Connecting
bus lines can extend the service scope of rail transit. Therefore, it is crucial for transportations planners
to take this transfer behavior as an important element in the transportation network as a whole.
Because Boston's rail transit lines generally have short headways, the service intensity of these
connecting bus lines are more important when it comes to transferring between the two.
Station-area employment level is an important contributor to ridership. The only exception is that
during the AM peak period its negative coefficient reflects the dominating home-based morning
commuting trips. Building more employment opportunities in the stations areas means people can
reach these activities without cars. If the size of the station areas is the same and there is no overlapped
catchment area, higher employment levels mean exactly higher density. Employment (exclusively
assigned to each station) is a better predictor in the weekday daily models, while employment density
becomes better in the PM peak models. This suggests the dominant boarding behavior in the
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downtown or near downtown areas where employment density is high in PM rush hours; even though
density double-counts some portion of employment, it is still a better and highly significant predictor.
As expected, retail employment (density) fits better than employment (density) in the off-peak models
and weekend/holiday models. This suggests the importance of difference in trip-attracting ability
among different kinds of employment across different time periods.
Station-area population is an important factor during different time periods, even in the PM peak
models. Although population density fits worse than population during all time periods (except during
the weekday AM peak period, population density fits well in the models), the composite variable, walk
index, that includes it as one of the three elements, turns out to be important. Like employment, if the
size of catchnent area is the same and no overlapped areas exist; more population translates directly to
higher density. So the result of population as a significant variable still conforms to one of the TOD
principles to add more population to create higher density.
This research finds several pedestrian friendly environment factors: four-way intersection percentage,
walk index, and sidewalk density, and four-way intersection density. The last factor is not shown in
the models because even though in some cases it can be an alternative to four-way intersection
percentage, these models show lower Ra 2 s. Traditional grid-like street network, for which four-way
intersection percentage is a proxy, can be a double-edged sword. It improves the connectivity of
pedestrians; yet on the other hand, it may also simultaneously improve the connectivity of auto travel.
Theoretically, lower street connectivity affects pedestrians more than auto drivers, because the friction
of travel time tends to be higher for pedestrians. The result of this research is in line with the idea that
grid-like network favors walking and transit use - controlling for other variables four-way intersection
percentage is positively associated with station boardings, and its correlation with other variables, VIF
and CI values all show it has no multicollinearity issues. To prevent the negative effect of other edge
of the sword - increasing auto connectivity and therefore encouraged auto travel, transportation
management measures such as such as traffic calming, safer crosswalks, or managed parking can be
applied to station areas. The purposes of these measures are twofold: (1) to create an environment in
favor of pedestrians instead cars; and (2) to prevent the diversion of passing traffic to neighborhood-
level streets due to higher connectivity. For instance, when there is more friction to driving on
neighborhood-level streets, there is less likelihood for passing drivers to utilize these streets, leaving
them mainly for pedestrians to use. The tranquility of housing neighborhoods therefore can be
preserved.
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Besides traffic calming measures, grid-like road network can also be designed to ensure the
classification of road functions by differentiating road width or putting traffic signals or signs, so that
while pedestrians could enjoy higher connectivity brought by the grid-like road network, passing
vehicular traffic is restricted to only pre-defined major roads.
Another variable, walk index, is also found to be important. This measure has the advantage to
measure the combined effect of density, diversity, and design simultaneously and prevents the
potential multicollinearity issue. Previous studies (e.g. Christian et al. (2011)) found that people who
live in more walkable neighborhoods have higher odds of walking. Walking and transit use are two
often inter-related behaviors, since riding transit requires the act of walking, no matter what access
mode one uses to get to a transit station. Land use mix is not included in the models, but walk index
which incorporates it turns out to be important. This result is in line with the TOD concept describing
the combined effect of several factors on pedestrian friendly environment or transit use. Sidewalk
density is found to be significant in the AM peak models. It is unknown why it only fits well during
this time period but not others; an area worth further research. Sidewalk density incorporates both the
availability and length, so it partly represents street connectivity as well.
Accessibility is also found to be important in many models. This result shows the effect of the network:
not only is the employment level in the station catchment area important, but also the relative
convenience to travel to other locations to reach employment opportunities. Due to the hub-and-spoke
structure of Boston's rail network, the accessibility by rail transit calculated in this research is very
spatially related - Accessibility gradually decreases from the city center to outer part of the city.
Other studies have also found the importance of distance to CBD. For instance, Zegras (2010) found
that distance to CBD has a strong effect on household's auto use. In this research, distance to CBD is
negatively associated with station boardings (except during the AM peak period). The result supports
the idea of compact city to reduce the auto use (and therefore more transit use). The only socio-
demographic variable included in the models is average household vehicle ownership. Its high
correlation with distance to CBD means it is also very spatially dependent. Due to various reasons
such as household socio-demographics, parking fees and availability, and convenience of public
transportation, areas away from CBD tends to have higher vehicle ownership. Through comparing
partial correlations in Section A.2 in Appendix, we see that distance to CBD has a higher partial
influence than vehicle ownership across models. We may infer from this result that owning a vehicle
does not constrain one from riding transit, at least in the station catchment area. This yields good
policy implications. Even though in the U.S. cars are generally affordable, some measures to improve
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transit attractiveness such as improving accessibility and reducing travel time can still encourage more
to take transit.
The station catchment area in this research is based on the % mile network distance, translating to a
10-minute walking time. Although the standard of H mile is more empirically based than theoretically,
previous studies suggest people's tendency to take transit does decline sharply when walking-to-
station distance exceeds one half mile. For example, Cervero (2007) found that the tendency of those
living within a half mile of a rail station to commute by rail is about four times as high as that of those
who live between one half to three miles. The high significance of several built environment variables,
especially employment, population and walk index, indicates that the catchment area defined by one
half mile seems to capture the station area characteristics well. The high significance of inter-station
spacing implies that in transit line planning, the effect of overlapped areas caused by close inter-station
spacing on station ridership should not be ignored.
6.2 Research Limitations
e Causality
One apparent limitation of this research is that the regression models themselves do not reveal the
causality between independent and dependent variables; only the relationship is directly interpretable.
To capture causality, one has to construct the time order of the occurrences - if the assumed cause
occurs before the assumed effect. Future research can be conducted at certain stations, for example,
that have gone through major developments, and by comparing the station ridership before and after
the new developments to gauge the effects of changes in different factors.
* Spatial Regression
This research applies spatial regression to the original OLS regression to capture the potential spatial
dependence of the ridership. The number of potential nearby stations (locations) that may be related to
each station in this research is assumed to be five, and the spatial weights are based on distances;
however, it is basically unknown how far the scope of spatial dependence is. Distance may not be a
perfect way to weight the effect of spatial autocorrelation either; for instance, even if two
neighborhoods are located close to each other, they may be separated by physical entities such as
rivers and wide highways so the interaction between these neighborhoods could be limited.
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Proxy for pedestrian friendly environment
Many quantitative measures that potentially capture the pedestrian environment are calculated in this
research, such as intersection density, sidewalk width, and walk index. Although some measures, such
as four-way intersection percentage and walk index are found to be important, these measures may not
be fully representative of the true friendliness of pedestrian environment. Other factors, some
quantitative, some qualitative, may also affect pedestrians' perceptions about how walkable an area is.
For instance, crime rate, lighting at night, planting, the presence of signal or stop controlled crosswalk,
traffic flow on the road or at the intersection, and sidewalk cleanliness may all affect how pedestrians
feel the environment. In fact, research has used techniques to assess the environment directly from the
pedestrians' responses, such as the stated preference techniques to gauge pedestrians' values with
respect to different aspects of walking environment. Since probing into the techniques of evaluating
the perceived pedestrian environment would lead to another entirely different thesis, the focus of this
research is just on the GIS -based quantitative measures.
* Transit service
Because headways of Boston's rail transit lines are generally short, this research does not take into
account the difference in rail transit service except line specific variables and heavy rail dummy
variable. Yet the difference in transit service intensity of different lines may also affect people's
willingness to take transit. People naturally want to take the lines that have higher frequencies and are
less crowded. The load factor could be influential too. So even though adding more population or
employment in the station catchment area may presumably increase station ridership, if the trains
during the AM or PM peak period are already at or close to its capacity, the potential increase in
ridership could be limited.
This research focuses on the broad picture of the transit network and the characteristics of the station
area; therefore the detailed difference in transit service of each rail line is not considered.
* Built environment outside station catchment area
Although the variables calculated based on the station catchment areas in this research turn out to be
important measures, there could also be other factors outside of the areas. The station area is only one
part of the entire neighborhood, so the characteristics of an entire neighborhood, instead of that of only
the station area, may also influence ridership.
111
e Other factors
There are other factors that are not included in the models in this research but they may influence
one's willingness to ride transit. For instance, attributes of socio-demographics of the users other than
vehicle ownership and income, perceived qualities like cleanliness of cabin or station, other built
environment factors that are not easily examined with GIS -based measures like traffic calming and
social environment like crime may also shape people's decisions to take transit or not.
6.3 Future Research Directions
e Bicycling as the access mode
Station access by non-auto mode is not limited to only walking or bus connections. The popularity of
bicycling has been increasing recently in many U.S. cities. For instance, according to ACS 2006-2010,
the bicycle commute rate in Portland, OR is already 5.4%, followed by Minneapolis's 3.7% and San
Francisco's 3.0% (TRB, 2012). Bicycling can be a solution to the first-mile problem - Connecting
home to transit stations seanilessly and expanding the service area. To encourage people to use bikes
to get around city, Boston's bike sharing system "Hubway" was launched in 2011, and the docking
stations are located at important locations and are still expanding.
Bike parking facilities at stations and bike paths around station areas are thought to encourage bike
access or egress. Bicycling and walking alike are both "active transportation" that neither require fossil
fuel and nor produce pollution, so encouraging people to utilize these two models would improve the
station access or egress and also improve the environment. There exists potential for future research on
the effect of these Hubway bike docking stations on station ridership.
0 Bus as the access mode
Bus connection is found to be a highly important predictor across all models in this research. However,
the measure used considers only the quantity of bus lines. Service frequency, capacity, or the length of
bus routes is not considered. Future research can address the effect of length of the bus routes connect
to the stations. For instance, how long are people willing to spend on bus transferring to rail lines?
* Exploring built environment
As stated in the previous chapter, this research mainly uses GIS -based measures to gauge built
environment variables. Some composite measures, such as walk score and walk index are also tested.
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However, there remains other ways to measure built environment, especially the pedestrian
enviromnent that may be a combination of many factors. Further research can look into pedestrians'
perceptions from survey-based techniques or various pedestrian level of service (LOS) measures to
assess pedestrian friendliness of environment. As to the two basic measures of built environment -
population and employment, residential and commercial floor space could be alternatives. More
diversified classification of land use can also capture land use mix in a more comprehensive way.
0 Poorly predicted stations
The boardings of some stations are poorly predicted. For example, in Davis Station, the predicted
boardings in Weekday Daily Model 1 are 5,145 fewer than actual boardings, while in Downtown
Crossing Station, the model over-predicts 14,405 more boardings than actual boardings. It is worth
being a future area of research on why the actual boardings of these stations are much different from
the predicted boardings.
6.4 Conclusions
This research that uses the direct demand approach to find the relationship between factors of
transportation system, built environment, and socio-demographics and station ridership during
different time periods gives us some insights. First, the predictive power of variables changes during
different time periods. Second, built environment factors in the station catchment area turn out to be
important; this is in line the TOD concept that the environment of station areas is crucial in deciding
station ridership levels. Third, more walkable environment (as measured in four-way intersection
percentage and walk index) is associated with higher station ridership, controlling for other factors.
The results of this research could support the promotion of transit use, transit line planning, the design
of neighborhood road networks, and land use policy-making.
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Appendix
A.1 Correlation between Independent Variables
Table A-1: Correlation matrix of the independent variables in weekday daily models
(1) (2) (3) (4) (5) (6) (7) (8) (9)
Inter-station 1 0.28 -0.10 0.06 -0.08 -0.19 0.02 0.37 0.43
spacing (1)
Number of bus 0.28 1 0.19 0.23 0.03 0.11 0.29 -0.10 -0.14
connections (2)
Employment (3) -0.10 0.19 1 0.19 0.38 0.33 0.59 -0.48 -0.40
Population (4) 0.06 0.23 0.19 1 0.37 0.58 0.46 -0.41 -0.42
Four-way -0.08 0.03 0.38 0.37 1 0.69 0.52 -0.46 -0.45
intersection
percentage (5)
Walk index (6) -0.19 0.11 0.33 0.58 0.69 1 0.58 -0.65 -0.74
Accessibility (7) 0.02 0.29 0.59 0.46 0.52 0.58 1 -0.80 -0.63
Distance to CBD 0.37 -0.10 -0.48 -0.41 -0.46 -0.65 -0.80 1 0.85
(8) 1 1 -__-__ II___
Vehicle 0.43 -0.14 -0.40 -0.42 -0.45 -0.74 -0.63 0.85 1
ownership (9) _ 1 1 1
Not including line specific, heavy rail, terminal station, and parking availability dummy variables.
Table A-2: Correlation matrix of the independent variables in weekday AM peak models
(1) (2) (3) (4) (5) (6) (7) (8) (9)
Inter-station 1 0.28 -0.17 0.06 -0.52 -0.24 -0.08 0.02 0.12
spacing (1)
Number of bus 0.28 1 0.14 0.23 -0.09 0.10 0.03 0.29 -0.24
connections (2)
Employment -0.17 0.14 1 0.17 0.15 0.56 0.40 0.69 0.01
density (3)
Population (4) 0.06 0.23 0.17 1 0.55 0.59 0.37 0.46 -0.29
Population -0.52 -0.09 0.15 0.55 1 0.53 0.35 0.29 -0.48
density (5)
Sidewalk density -0.24 0.10 0.56 0.59 0.53 1 0.46 0.57 -0.18
(6)
Four-way -0.08 0.03 0.40 0.37 0.35 0.46 1 0.52 -0.21
intersection
percentage (7)
Accessibility (8) 0.02 0.29 0.69 0.46 0.29 0.57 0.52 1 -0.29
Household 0.12 -0.24 0.01 -0.29 -0.48 -0.18 -0.21 -0.29 1
income (9) 1 1 1 1 1 1 1
Not including heavy rail, transfer station, line specific, terminal station, and parking availability dummy
variables.
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Table A-3: Correlation matrix of the independent variables in weekday
(1) (2) (3) (4) (5) (6) (7)
Inter-station 1 0.28 -0.16 0.06 -0.08 0.37 0.43
spacing (1)
Number of bus 0.28 1 0.14 0.23 0.03 -0.10 -0.14
connections (2)
Retail -0.16 0.14 1 0.32 0.60 -0.58 -0.53
employment
density (3)
Population (4) 0.06 0.23 0.32 1 0.37 -0.41 -0.42
Four-way -0.08 0.03 0.60 0.37 1 -0.46 -0.45
intersection
percentage (5)
Distance to CBD 0.37 -0.10 -0.58 -0.41 -0.46 1 0.85
(6)
Vehicle 0.43 -0.14 -0.53 -0.42 -0.45 0.85 1
ownership (7)
Not including line specific and terminal station dummy variables.
Table A-4: Correlation matrix of the independent variables in weekday PM peak models
(1) (2) (3) (4) (6) (7) (8) (9)
Inter-station 1 0.28 -0.17 0.06 -0.19 0.02 0.37 -0.34
spacing (1)
Number of bus 0.28 1 0.14 0.23 0.11 0.29 -0.10 -0.08
connections (2)
Employment -0.17 0.14 1 0.17 0.41 0.69 -0.57 0.14
density (3)
Population (4) 0.06 0.23 0.17 1 0.58 0.46 -0.41 0.01
Walk index (6) -0.19 0.11 0.41 0.58 1 0.58 -0.65 0.45
Accessibility (7) 0.02 0.29 0.69 0.46 0.58 1 -0.80 0.23
Distance to CBD 0.37 -0.10 -0.57 -0.41 -0.65 -0.80 1 -0.47
(8)
Average road -0.34 -0.08 0.14 0.01 0.45 0.23 -0.47 1
width (9) 
_ 
Not including line specific and terminal station dummy variables.
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off-peak models
Table A-5: Correlation matrix of the independent variables in weekend/holiday models
(1) (2) (3) (4) (5) (6) (7) (8)
Inter-station 1 0.20 -0.38 -0.12 -0.38 0.43 0.37 -0.06
spacing (1)
Number of bus 0.20 1 -0.11 0.09 -0.04 0.08 -0.04 -0.18
connections (2)
Retail -0.38 -0.11 1 0.22 0.44 -0.63 -0.64 0.27
employment
density (3)
Population (4) -0.12 0.09 0.22 1 0.83 -0.39 -0.50 -0.29
Population -0.38 -0.04 0.44 0.83 1 -0.61 -0.74 -0.31
density (5)
Distance to CBD 0.43 0.08 -0.63 -0.39 -0.61 1 0.86 -0.43
(6)
Vehicle 0.37 -0.04 -0.64 -0.50 -0.74 0.86 1 0.23
ownership (7)
Household -0.06 -0.18 0.27 -0.29 -0.31 -0.43 0.23 1
income (8)
Not including line specific and terminal station dummy variables.
A.2 Partial Correlation Analysis
It is of our interest to know whether vehicle ownership has a stronger influence than accessibility or
distance to CBD. The comparison of partial correlation of vehicle ownership vs. accessibility or
distance to CBD with respect to boardings in the weekday daily models is shown in Table A-6. Partial
correlations suggest that controlling for other variables, both accessibility and distance to CBD have
higher partial correlations than vehicle ownership. This suggests at least in the station area in this case,
accessibility and distance to CBD exert more influence on station ridership than vehicle ownership,
although the difference tends to be slight.
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Table A-6: Partial correlations of vehicle ownership vs. accessibility or distance to CBD in weekday
daily models
Dependent variable: Boardings"4
Variable Partial Controlling for
Correlation
Vehicle ownership -0.149 Red Line, Orange Line, Blue Line, Green Line, inter-station
spacing, terminal station, number of bus connections,
employment, population, four-way intersection percentage,
accessibility
Accessibility 0.208 Red Line, Orange Line, Blue Line, Green Line, inter-station
spacing, terminal station, number of bus connections,
employment, population, four-way intersection percentage,
vehicle ownership
Vehicle ownership -0.097 Red Line, Orange Line, Blue Line, Green Line, inter-station
spacing, terminal station, number of bus connections,
employment, population, walk index, accessibility
Accessibility 0.232 Red Line, Orange Line, Blue Line, Green Line, inter-station
spacing, terminal station, number of bus connections,
employment, population, walk index, vehicle ownership
Vehicle ownership -0.102 Red Line, Orange Line, Blue Line, Green Line, inter-station
spacing, terminal station, number of bus connections,
employment, population, four-way intersection percentage,
distance to CBD
Distance to CBD -0.160 Red Line, Orange Line, Blue Line, Green Line, inter-station
spacing, terninal station, number of bus connections,
employment, population, four-way intersection percentage,
vehicle ownership
Vehicle ownership -0.045 Red Line, Orange Line, Blue Line, Green Line, inter-station
spacing, terminal station, number of bus connections,
employment, population, walk index, distance to CBD
Distance to CBD -0.179 Red Line, Orange Line, Blue Line, Green Line, inter-station
spacing, terminal station, number of bus connections,
employment, population, walk index, vehicle ownership
Since both distance to CBD and vehicle ownership are not included in the weekday AM peak models
and the coefficient of accessibility is negative, the partial correlation analysis during the weekday AM
peak period is not presented. The partial correlations of vehicle ownership vs. distance to CBD with
respect to boardings in weekday off-peak models are shown in Table A-7. It is found that the distance
to CBD is a stronger predictor than vehicle ownership, although the difference is slight. This result is
the same as weekday daily models.
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Table A-7: Partial correlations of vehicle ownership vs. accessibility or distance to CBD in weekday
off-peak models
Dependent variable: Boardings" 4
Variable Partial Correlation Controlling for
Vehicle ownership -0.102 Red Line, Orange Line, Blue Line, Green Line, inter-
station, terminal station, number of bus connections, retail
employment density, population, four-way intersection
percentage, distance to CBD
Distance to CBD -0.203 Red Line, Orange Line, Blue Line, Green Line, inter-
station, terminal station, number of bus connections, retail
employment density, population, four-way intersection
percentage, vehicle ownership
Vehicle ownership -0.083 Red Line, Orange Line, Blue Line, Green Line, inter-
station, terminal station, number of bus connections, retail
employment density, population, walk index, distance to
CBD
Distance to CBD -0.209 Red Line, Orange Line, Blue Line, Green Line, inter-
station, terminal station, number of bus connections, retail
employment density, population, walk index, vehicle
ownership
Partial correlations of vehicle ownership vs. accessibility or distance to CBD with respect to boardings
in the weekday PM peak models are presented in Table A-8. They show that like daily models,
accessibility has a higher partial correlation, and like daily and off-peak models, distance to CBD also
has a higher partial correlation.
Table A-8: Partial correlations of vehicle ownership vs. accessibility or distance to CBD in weekday
PM peak models
Dependent variable: Boardings" 4
Variable Partial Controlling for
Correlation
Vehicle Ownership -0.096 Red Line, Orange Line, Blue Line, Green Line, inter-station
spacing, terminal station, number of bus connections,
employment density, population, walk index, accessibility
Accessibility 0.250 Red Line, Orange Line, Blue Line, Green Line, inter-station
spacing, terminal station, number of bus connections,
employment density, population, walk index, vehicle ownership
Vehicle ownership -0.020 Red Line, Orange Line, Blue Line, Green Line, inter-station
spacing, terminal station, number of bus connections,
employment density, population, walk index, distance to CBD
Distance to CBD -0.223 Red Line, Orange Line, Blue Line, Green Line, inter-station
spacing, terminal station, number of bus connections,
employment density, population, walk index, vehicle ownership
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The partial correlations of vehicle ownership vs. distance to CBD with respect to boardings in the
weekend/holiday models are shown in Table A-9. Consistent with other time periods, the distance to
CBD still has a stronger influence on ridership than vehicle ownership.
Table A-9: Partial correlations of vehicle ownership vs. distance to CBD in weekend/holiday models
Dependent variable: Boardingsm2
Variable Partial Controlling for
Correlation
Vehicle ownership -0.090 Red Line, Orange Line, Blue Line, Green Line, inter-
station spacing, terminal station, number of bus
connections, retail employment density, population,
household income, and distance to CBD
Distance to CBD -0.237 Red Line, Orange Line, Blue Line, Green Line, inter-
station spacing, terminal station, number of bus
connections, retail employment density, population,
household income, and vehicle ownership
A.3 Values of Variables
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Table A-10: Values of variables
Station Weekday Weekday Weekday Weekday Weekend/ Vehicle
daily AM peak off-peak PM peak holiday ownership
boardings boardings boardings boardings boardings
Alewife 10044 4659 2750 1709 4434 0.990
Davis Square 11202 5035 3606 1567 6409 1.225
Porter Square 8288 3759 2686 1178 4648 1.029
Harvard Square 21043 3994 9268 5853 14302 0.767
Central Square 14445 3744 5692 3693 8401 0.833
Kendall 13838 1260 5336 6575 5144 0.644
Charles/MGH 10843 1350 4669 4141 4090 0.510
Park St 18472 1110 8401 7471 10240 0.525
Downtown 21950 976 9398 10551 8102 0.520
Crossing
South Station 21491 4831 6913 7931 8703 0.568
Broadway 4336 1310 1546 1008 1909 0.824
Andrew 5514 1477 2192 1108 2905 0.889
JFK/UMass 7797 1548 3674 1880 3463 0.954
North Quincy 6485 2751 1977 986 2296 1.337
Wollaston 4281 2143 1098 368 1911 1.346
Quincy Center 7732 3437 2364 869 3214 1.030
Quincy Adams 3938 1850 940 570 1474 1.233
Braintree 4562 1847 964 571 1855 1.719
Savin Hill 1977 797 639 234 1003 1.070
Fields Corner 4410 1374 1629 635 2085 1.045
Shawmut 2184 931 625 221 875 1.059
Ashmont 8745 2797 3109 1553 3741 1.094
Cedar Grove 91 50 19 11 33 1.208
Butler 143 92 22 9 29 1.238
Milton 240 98 81 45 120 1.536
Central Ave 521 178 186 82 273 1.556
Valley Road 44 25 8 4 8 1.787
Capen St 58 33 13 3 8 1.789
Mattapan 1504 371 676 304 721 1.399
Oak Grove 5874 3255 1138 517 2225 1.178
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Table A-10: Values of variables (cont.)
Station Weekday Weekday Weekday Weekday Weekend/ Vehicle
daily AM peak off-peak PM peak holiday ownership
boardings boardings boardings boardings boardings
Malden 11185 5208 3507 1179 5020 1.021
Wellington 7254 3303 1940 1073 2782 1.361
Sullivan Square 9037 2834 3210 1757 4360 1.258
Community 4103 691 2350 902 1313 1.094
College
North Station 15945 5244 4958 3970 6274 0.532
Haymarket 11065 2158 4565 2669 7619 0.522
State 12218 459 4687 6286 3457 0.529
Chinatown 5866 396 2928 2037 3455 0.519
Tufts Medical 5722 679 2490 2154 2086 0.553
Center
Back Bay 16303 3378 5626 6040 5939 0.695
Mass Ave 5429 1242 2236 1428 2652 0.470
Ruggles 8929 1550 3825 2795 3136 0.462
Roxbury Crossing 4079 941 1965 802 1599 0.725
Jackson Square 5030 1638 1857 913 2289 0.783
Stony Brook 3206 1377 1064 474 1678 1.026
Green St 3151 1367 1072 453 1421 1.061
Forest Hills 13598 5599 4311 1731 5455 0.947
Wonderland 5155 2490 1360 463 2398 0.985
Revere Beach 3046 882 1147 443 2420 1.109
Beachmont 2499 978 803 278 1344 1.238
Suffolk Downs 759 246 268 139 560 1.196
Orient Heights 3614 1392 1101 457 1875 1.006
Wood Island 1875 640 563 284 998 1.024
Airport 6753 1486 2856 1205 5141 0.947
Maverick 8483 2556 3074 1339 5069 0.627
Aquarium 4462 243 1948 1587 3868 0.518
Government 10586 662 4729 4336 6994 0.532
Center
Bowdoin 1429 85 594 735 - 0.519
Lechmere 6346 1337 2767 1733 4787 0.953
Science Park 1110 81 528 429 1165 0.632
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Table A-10: Values of variables (cont.)
Station Weekday Weekday Weekday Weekday Weekend/ Vehicle
daily AM peak off-peak PM peak holiday ownership
boardings boardings boardings boardings boardings
Boylston 6799 441 3335 2094 5295 0.540
Arlington 8104 513 3423 3536 4351 0.683
Copley 13193 1624 6097 4231 9392 0.692
Hynes 8992 1228 4007 2586 7335 0.575
Convention
Center
Prudential 3556 441 1734 1081 3372 0.556
Symphony 1849 396 825 393 1461 0.474
Northeastern 2625 383 1421 626 - 0.459
University
Museum of Fine 1676 165 961 494 - 0.524
Arts
Longwood 3793 325 2058 1264 - 0.521
Medical Area
Brigham Circle 2535 380 1035 977 - 0.522
Fenwood Road 213 86 76 42 - 0.580
Mission Park 525 202 218 82 - 0.722
Riverway 483 242 158 61 - 0.873
Back of the Hill 35 14 11 6 - 0.880
Heath Street 801 217 404 150 - 0.874
Kenmore 8611 1228 3853 2009 6572 0.436
Fenway 3488 501 1614 1114 - 0.626
Longwood 2719 333 1074 1249 - 0.827
Brookline 3230 882 1255 900 - 1.033
Village
Brookline Hills 1225 406 463 263 - 1.252
Beaconsfield 1075 588 301 120 - 1.286
Reservoir 3404 1278 1235 554 - 1.188
Chestnut Hill 1416 349 591 328 - 1.748
Newton Centre 1891 574 800 388 - 1.649
Newton 1627 592 510 427 - 1.640
Highlands
Eliot 814 458 184 100 - 1.652
Waban 545 267 162 88 - 1.785
Woodland 957 292 311 277 - 1.661
Riverside 1933 555 685 524 - 1.516
St. Marys Street 1508 302 667 460 - 0.771
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Table A-10: Values of variables (cont.)
Station Weekday Weekday Weekday Weekday Weekend/ Vehicle
daily AM peak off-peak PM peak holiday ownership
boardings boardings boardings boardings boardings
Hawes Street 336 104 144 84 - 0.871
Kent Street 377 138 127 101 - 0.916
St. Paul St (C 835 357 273 162 - 0.937
Branch)
Coolidge Corner 3383 876 1531 812 - 0.973
Summit Avenue 914 482 296 106 - 0.968
Brandon Hall 345 198 99 33 - 0.965
Fairbanks 434 246 119 53 - 1.010
Washington 1067 440 427 137 - 1.054
Square
Tappan Street 668 290 247 104 - 1.087
Dean Road 388 209 127 48 - 1.083
Englewood 549 305 168 57 - 1.038
Avenue
Cleveland Circle 1425 434 566 328 - 1.069
Blandford Street 1540 98 915 455 - 0.396
Boston University 1747 77 936 633 - 0.516
East
Boston University 2194 71 1155 802 - 0.596
Central
Boston University 794 41 444 253 - 0.765
West
St. Paul Street (B 1296 192 637 379 - 0.772
Branch)
Pleasant Street 1167 143 551 275 - 0.776
Babcock Street 1387 258 626 406 - 0.821
Packards Corner 2654 744 1234 506 - 0.801
Harvard Avenue 3602 949 1592 716 - 0.814
Griggs 1203 508 390 197 - 0.722
Street/Long
Avenue
Allston Street 1437 596 550 206 - 0.720
Warren Street 2047 570 1138 245 - 0.753
Washington 1885 684 764 285 - 0.785
Street
Sutherland Road 856 425 275 92 - 0.850
Chiswick Road 615 260 229 94 - 0.897
Chestnut Hill 626 163 239 161 - 0.908
Avenue
South Street 214 90 71 33 - 0.965
Boston College 1136 172 607 281 - 1.307
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Table A-10: Values of variables (cont.)
Station Median Population Population Employment Employment Retail
household density density employment
income
Alewife 62740 3428 9416 4145 12379 268
Davis Square 71200 8925 19715 3458 7538 799
Porter Square 78504 10261 21226 3446 7224 1438
Harvard 53457 10542 23772 15706 35314 3307
Square
Central 63824 15403 29611 11168 21510 1620
Square
Kendall 55273 2917 8602 17923 53777 492
Charles/MGH 59680 9595 36919 18136 74176 810
Park St 67583 7795 26370 66046 271135 5461
Downtown 73997 5985 20936 94307 296678 6907
Crossing
South Station 92088 2276 13006 81128 288971 2259
Broadway 78799 4110 9915 11455 29149 517
Andrew 41019 7023 16152 3346 7481 532
JFK/UMass 47794 5113 15812 3576 7615 353
North Quincy 58404 4763 8607 7641 14754 571
Wollaston 61198 8617 13893 1470 2507 591
Quincy 56697 4479 8535 9742 18675 2726
Center
Quincy 71051 949 3408 2278 8431 40
Adams
Braintree 52847 1118 2533 2685 6057 1634
Savin Hill 56956 5342 16051 1560 5557 257
Fields Corner 39629 9561 21215 1984 4294 273
Shawmut 43892 6562 20889 770 2623 141
Ashmont 51596 7285 19024 774 2081 103
Cedar Grove 46451 2393 8238 737 2448 126
Butler 36951 369 7886 252 4372 8
Milton 66892 1564 6571 679 2605 70
Central Ave 78614 2302 7313 553 1907 238
Valley Road 113769 566 5034 30 311 1
Capen St 110291 793 6412 34 320 2
Mattapan 70744 3858 10087 682 1740 193
Oak Grove 54304 3872 11157 457 1319 92
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Table A-10: Values of variables (cont.)
Station Median Population Population Employment Employment Retail
household density density employment
income
Malden 40228 8113 16180 7549 14687 813
Wellington 90404 44 1350 448 13625 12
Sullivan Square 77892 3138 10579 3540 11967 440
Community 81771 747 5452 1376 10086 275
College
North Station 82629 6608 28460 15095 86766 1065
Haymarket 85112 7033 28196 25049 188520 3049
State 80588 3477 15447 125746 291913 8005
Chinatown 60493 6962 25076 33743 188385 3208
Tufts Medical 48835 5746 34256 11787 95364 899
Center
Back Bay 76578 13521 31258 51264 105151 8135
Mass Ave 37268 22306 52890 11107 28288 1985
Ruggles 18380 8064 29576 4126 18624 280
Roxbury Crossing 39270 8075 21458 2556 7968 213
Jackson Square 40274 7545 21158 2010 5711 259
Stony Brook 56240 7334 20774 1239 3775 87
Green St 72182 5851 14133 1684 4270 268
Forest Hills 66353 4599 9579 1154 2504 129
Wonderland 33766 1466 11039 524 5035 216
Revere Beach 44107 6978 20356 1013 3281 203
Beachmont 49274 5085 12298 467 1358 154
Suffolk Downs 54680 1284 8910 266 1525 9
Orient Heights 54293 4559 14244 517 1757 66
Wood Island 55706 2829 13403 768 3613 238
Airport 58737 11868 27294 2278 6818 342
Maverick 35598 9426 32226 2623 9704 383
Aquarium 95619 6433 20470 25953 267320 3095
Government 76066 5050 18234 79358 267791 3808
Center
Bowdoin 69889 9707 25797 32364 193794 1849
Lechmere 77296 5265 15463 10565 31567 2556
Science Park 71011 3872 21934 9803 84691 235
126
Table A-10: Values of variables (cont.)
Station Median Population Population Employment Employment Retail
household density density employment
income
Boylston 48403 8348 26113 27920 155310 2790
Arlington 69508 5966 25457 22648 108411 2488
Copley 76327 8029 29358 30263 132557 5357
Hynes Convention 64975 15455 41772 16146 46438 4346
Center
Prudential 58434 6407 34903 8937 94965 2320
Symphony 43157 13542 50434 6924 35596 1353
Northeastern 39332 6001 43216 3152 26713 592
University
Museum of Fine 41635 4488 35192 4269 29147 263
Arts
Longwood 34619 5039 26446 9624 57049 294
Medical Area
Brigham Circle 34608 462 29424 363 69216 40
Fenwood Road 43363 4454 28709 20305 63224 476
Mission Park 61937 2509 25194 856 44722 32
Riverway 77298 4648 21720 2542 24079 313
Back of the Hill 71047 425 22495 424 15583 9
Heath Street 65700 3097 19662 3060 14753 63
Kenmore 32193 3992 35891 4974 31089 1582
Fenway 59036 10359 30567 8467 26134 956
Longwood 79078 4538 15641 9816 27525 406
Brookline Village 98214 8617 20637 5142 12746 481
Brookline Hills 116248 4170 12824 1766 5918 285
Beaconsfield 149939 4168 13015 823 2707 200
Reservoir 118211 6531 15084 821 2086 206
Chestnut Hill 160780 1184 2853 428 1032 103
Newton Centre 140618 2713 5338 1984 3936 490
Newton Highlands 111218 2092 6165 616 1901 267
Eliot 127108 1395 6129 306 1637 92
Waban 166080 1777 3551 563 1120 13
Woodland 150370 928 2966 1679 4523 11
Riverside 118461 582 3790 326 2115 17
St. Marys Street 65867 5761 21347 3967 15515 558
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Table A-10: Values of variables (cont.)
Station Median Population Population Employment Employment Retail
household density density employment
income
Hawes Street 72249 1434 21573 756 8203 127
Kent Street 80220 3225 23373 1900 9285 150
St. Paul St (C 79589 4412 27165 886 9408 96
Branch)
Coolidge Corner 80492 5623 29936 2993 9606 861
Summit Avenue 75957 5294 28728 1244 8935 376
Brandon Hall 79204 398 26889 13 7423 3
Fairbanks 95089 1978 25000 290 4321 72
Washington Square 100397 1625 24264 288 3145 62
Tappan Street 105851 2642 22312 416 3022 169
Dean Road 114363 3790 21938 577 2780 129
Englewood 94768 3609 25197 195 2446 54
Avenue
Cleveland Circle 92853 4647 19877 597 2210 182
Blandford Street 27418 1688 35149 1103 30154 100
Boston University 39227 2247 30840 589 18962 52
East
Boston University 46579 4658 26237 2449 19351 360
Central
Boston University 64483 449 18383 1501 12956 174
West
St. Paul Street (B 67354 1824 24027 546 12439 65
Branch)
Pleasant Street 64982 2250 29005 679 13297 54
Babcock Street 64667 2962 33692 1566 13760 349
Packards Corner 56899 4506 33243 1931 13909 544
Harvard Avenue 58291 5973 34197 2201 9164 932
Griggs Street/Long 52717 3184 36329 438 6869 247
Avenue
Allston Street 48052 4421 32559 503 6752 155
Warren Street 42547 4116 30332 3076 9945 103
Washington Street 56324 5771 29070 2032 6237 118
Sutherland Road 54039 5371 32912 499 3823 106
Chiswick Road 48265 2465 33645 240 2265 57
Chestnut Hill 54154 4344 26218 447 2179 175
Avenue
South Street 49175 3748 21258 395 2231 26
Boston College 90214 5389 15653 1517 4063 28
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Table A-10: Values of variables (cont.)
Station Retail Development Retail mix Entropy - Intersection Four-way
employment mix Land use density intersection
density mix density
Alewife 990 0.568 0.095 0.782 58.24 5.55
Davis Square 1804 0.277 0.084 0.663 308.80 66.87
Porter Square 2935 0.254 0.121 0.640 317.88 62.81
Harvard 7438 0.598 0.238 0.897 215.97 67.49
Square
Central 3117 0.421 0.095 0.774 340.23 113.41
Square
Kendall 1495 0.862 0.148 0.494 88.79 20.72
Charles/MGH 3226 0.668 0.080 0.690 265.01 93.93
Park St 17858 0.911 0.404 0.488 273.93 97.06
Downtown 18539 0.934 0.470 0.438 299.38 114.53
Crossing
South Station 15861 0.957 0.549 0.375 276.81 123.54
Broadway 1300 0.746 0.116 0.783 99.33 58.14
Andrew 1182 0.317 0.068 0.546 192.95 45.53
JFK/UMass 772 0.325 0.047 0.553 158.34 30.16
North Quincy 1118 0.632 0.115 0.757 156.32 36.88
Wollaston 1007 0.153 0.068 0.454 247.75 103.89
Quincy 5228 0.686 0.380 0.954 175.10 47.58
Center
Quincy 149 0.712 0.042 0.671 106.99 42.80
Adams
Braintree 3686 0.705 0.593 0.970 79.05 15.81
Savin Hill 861 0.257 0.051 0.500 193.11 44.36
Fields Corner 646 0.168 0.030 0.448 222.59 45.55
Shawmut 525 0.112 0.025 0.331 271.47 60.89
Ashmont 272 0.099 0.014 0.288 270.11 39.78
Cedar Grove 373 0.229 0.043 0.558 189.96 39.03
Butler 297 0.357 0.036 0.670 86.74 28.91
Milton 393 0.284 0.056 0.604 118.33 27.31
Central Ave 680 0.207 0.085 0.494 147.95 25.04
Valley Road 13 0.058 0.003 0.196 110.73 25.84
Capen St 33 0.047 0.005 0.181 121.11 24.22
Mattapan 492 0.147 0.047 0.421 175.56 27.99
Oak Grove 270 0.106 0.024 0.280 193.01 35.34
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Table A-10: Values of variables (cont.)
Station Retail Development Retail Entropy - Intersection Four-way
employment mix mix Land use density intersection
density mix density
Malden 1592 0.476 0.090 0.774 193.44 52.23
Wellington 357 0.910 0.209 0.476 31.46 0.00
Sullivan 1480 0.531 0.123 0.814 197.76 36.87
Square
Community 2017 0.649 0.270 0.902 73.21 14.64
College
North Station 7973 0.753 0.219 0.746 245.45 58.44
Haymarket 12889 0.870 0.314 0.569 318.03 85.62
State 20099 0.950 0.565 0.417 335.03 125.13
Chinatown 17403 0.883 0.410 0.601 246.79 100.39
Tufts 10277 0.736 0.231 0.792 236.73 98.64
Medical
Center
Back Bay 16888 0.771 0.351 0.833 226.89 117.23
Mass Ave 4976 0.348 0.086 0.708 200.35 83.66
Ruggles 1211 0.386 0.039 0.688 147.99 24.16
Roxbury 524 0.271 0.024 0.589 195.00 42.86
Crossing
Jackson 639 0.213 0.029 0.529 246.23 39.93
Square
Stony Brook 247 0.154 0.012 0.376 269.10 50.06
Green St 596 0.232 0.040 0.546 238.35 42.95
Forest Hills 268 0.207 0.027 0.509 130.71 18.67
Wonderland 1760 0.313 0.137 0.745 164.56 56.19
Revere Beach 805 0.139 0.038 0.427 219.47 61.12
Beachmont 406 0.099 0.032 0.337 157.49 40.50
Suffolk 90 0.146 0.010 0.389 73.47 11.60
Downs
Orient 207 0.110 0.014 0.287 134.29 39.17
Heights
Wood Island 1116 0.212 0.077 0.418 158.72 67.54
Airport 984 0.200 0.035 0.465 109.09 64.36
Maverick 1223 0.231 0.037 0.528 227.11 92.64
Aquarium 17190 0.929 0.456 0.460 372.32 141.70
Government 19734 0.936 0.520 0.458 305.57 104.71
Center
Bowdoin 13631 0.883 0.346 0.550 298.77 78.51
Lechmere 7568 0.671 0.329 0.939 165.61 100.55
Science Park 5072 0.794 0.188 0.641 99.20 11.45
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Table A-10: Values of variables (cont.)
Station Retail Development Retail Entropy - Intersection Four-way
employment mix mix Land use density intersection
density mix density
Boylston 17922 0.856 0.407 0.673 254.30 95.08
Arlington 12989 0.810 0.338 0.736 230.23 99.91
Copley 22987 0.819 0.439 0.816 175.20 115.26
Hynes 13142 0.526 0.239 0.911 172.37 84.03
Convention
Center
Prudential 19819 0.731 0.362 0.907 195.23 107.48
Symphony 7085 0.414 0.123 0.787 188.18 74.82
Northeastern 3755 0.382 0.080 0.738 141.15 31.96
University
Museum of Fine 2282 0.453 0.061 0.740 162.32 27.05
Arts
Longwood 1892 0.683 0.067 0.660 189.98 39.67
Medical Area
Brigham Circle 1947 0.702 0.062 0.638 215.79 53.95
Fenwood Road 1843 0.688 0.060 0.650 218.94 49.97
Mission Park 1513 0.640 0.057 0.684 194.14 41.78
Riverway 1005 0.526 0.044 0.714 183.57 32.02
Back of the Hill 608 0.409 0.026 0.673 143.64 17.59
Heath Street 385 0.429 0.019 0.667 156.35 20.39
Kenmore 8131 0.464 0.185 0.868 132.91 70.89
Fenway 3059 0.461 0.091 0.779 150.59 40.64
Longwood 1199 0.638 0.071 0.704 163.31 44.78
Brookline 1205 0.382 0.055 0.702 208.94 35.88
Village
Brookline Hills 887 0.316 0.065 0.669 203.30 47.69
Beaconsfield 607 0.172 0.045 0.498 154.47 45.28
Reservoir 499 0.121 0.032 0.389 133.69 44.56
Chestnut Hill 249 0.266 0.080 0.649 69.89 4.82
Newton Centre 972 0.424 0.154 0.835 152.33 25.39
Newton 816 0.236 0.117 0.612 244.18 36.76
Highlands
Eliot 492 0.211 0.074 0.554 204.24 20.77
Waban 27 0.240 0.007 0.520 148.75 23.80
Woodland 32 0.604 0.011 0.635 70.83 8.33
Riverside 111 0.358 0.029 0.657 77.88 19.47
St. Marys Street 2227 0.421 0.094 0.774 159.98 32.00
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Table A-10: Values of variables (cont.)
Station Retail Development Retail Entropy - Intersection Four-way
employment mix mix Land use density intersection
density mix density
Hawes Street 1197 0.275 0.053 0.628 204.41 61.57
Kent Street 1464 0.284 0.059 0.646 201.27 66.40
St. Paul St (C 2198 0.257 0.075 0.634 206.73 55.82
Branch)
Coolidge Corner 2462 0.243 0.076 0.618 198.93 55.77
Summit Avenue 2667 0.237 0.085 0.615 168.16 43.68
Brandon Hall 2272 0.216 0.078 0.580 163.50 33.25
Fairbanks 1196 0.147 0.046 0.445 143.00 22.88
Washington 950 0.115 0.038 0.379 145.30 22.79
Square
Tappan Street 937 0.119 0.040 0.392 142.43 22.97
Dean Road 762 0.112 0.034 0.373 156.38 38.09
Englewood 747 0.088 0.029 0.312 167.00 43.10
Avenue
Cleveland Circle 640 0.100 0.031 0.340 135.82 44.49
Blandford Street 6365 0.462 0.153 0.843 138.07 60.40
Boston 2358 0.381 0.071 0.732 163.75 54.58
University East
Boston 2202 0.424 0.077 0.752 160.34 55.39
University
Central
Boston 1575 0.413 0.079 0.743 167.72 47.17
University West
St. Paul Street (B 2074 0.341 0.079 0.709 173.99 53.53
Branch)
Pleasant Street 2752 0.314 0.087 0.692 212.96 61.65
Babcock Street 3230 0.290 0.087 0.660 193.66 56.06
Packards Corner 4084 0.295 0.109 0.666 206.02 54.61
Harvard Avenue 3609 0.211 0.095 0.523 211.27 57.62
Griggs 2836 0.159 0.072 0.452 188.48 41.61
Street/Long
Avenue
Allston Street 1709 0.172 0.050 0.482 186.54 37.31
Warren Street 1071 0.247 0.034 0.574 191.71 37.51
Washington 473 0.177 0.016 0.462 178.31 39.86
Street
Sutherland Road 586 0.104 0.017 0.336 184.20 39.61
Chiswick Road 501 0.063 0.015 0.235 150.81 31.12
Chestnut Hill 581 0.077 0.022 0.276 134.70 25.11
Avenue
South Street 333 0.095 0.015 0.315 128.90 16.81
Boston College 78 0.206 0.005 0.481 52.61 5.01
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Table A-10: Values of variables (cont.)
Station Four-way Average Sidewalk Average road Walk Walk
intersection sidewalk width density width score index
percentage
Alewife 0.095 5.39 14.33 45.46 74 -1.54
Davis Square 0.217 7.38 60.58 47.96 97 0.81
Porter Square 0.198 6.91 58.96 49.25 92 0.69
Harvard Square 0.313 7.24 46.46 53.03 98 2.53
Central Square 0.333 6.55 63.52 44.45 100 3.92
Kendall 0.233 8.26 33.88 64.71 91 -2.73
Charles/MGH 0.354 7.52 61.28 60.21 92 3.48
Park St 0.354 8.95 61.39 58.46 97 1.46
Downtown 0.383 9.07 62.23 57.26 95 1.26
Crossing
South Station 0.446 8.50 57.08 59.82 94 0.46
Broadway 0.585 8.01 39.99 58.71 85 0.27
Andrew 0.236 7.91 45.02 55.69 82 -0.90
JFK/UMass 0.190 8.22 40.83 58.40 72 -1.40
North Quincy 0.236 6.11 39.07 49.20 69 -0.71
Wollaston 0.419 5.18 60.67 47.08 71 0.33
Quincy Center 0.272 6.21 45.03 51.60 92 0.75
Quincy Adams 0.400 6.77 22.97 61.57 66 -1.49
Braintree 0.200 5.18 16.74 53.43 75 -0.79
Savin Hill 0.230 6.75 46.68 42.71 80 -1.20
Fields Corner 0.194 6.87 59.74 44.71 83 -0.97
Shawmut 0.224 6.81 59.30 47.15 77 -1.14
Ashmont 0.147 6.76 56.71 44.26 75 -2.27
Cedar Grove 0.205 6.66 39.71 45.96 75 -1.79
Butler 0.333 7.08 18.48 43.44 74 -1.53
Milton 0.231 5.92 27.78 45.50 82 -2.08
Central Ave 0.169 5.46 30.40 45.10 78 -2.70
Valley Road 0.233 4.11 23.95 44.89 58 -4.56
Capen St 0.200 4.03 31.28 42.84 57 -4.57
Mattapan 0.159 6.41 41.82 64.84 66 -2.75
Oak Grove 0.183 6.67 36.86 42.47 45 -3.20
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Table A-10: Values of variables (cont.)
Station Four-way Average Sidewalk Average road Walk Walk
intersection sidewalk width density width score index
percentage
Malden 0.270 7.50 50.30 53.06 88 0.61
Wellington 0.000 6.67 18.05 67.22 78 -4.20
Sullivan 0.186 6.81 38.14 59.89 82 -0.20
Square
Community 0.200 7.70 33.02 70.38 78 -0.94
College
North Station 0.238 8.14 64.17 62.76 98 1.81
Haymarket 0.269 8.13 70.00 60.37 97 1.71
State 0.373 8.72 67.44 60.37 95 0.98
Chinatown 0.407 9.24 57.61 59.33 98 2.09
Tufts Medical 0.417 8.73 62.16 59.50 98 3.96
Center
Back Bay 0.517 9.13 67.34 70.16 98 4.54
Mass Ave 0.418 8.39 57.54 67.18 97 4.75
Ruggles 0.163 8.02 30.31 73.98 88 0.45
Roxbury 0.220 7.33 45.68 53.90 83 -0.24
Crossing
Jackson 0.162 7.54 54.70 49.46 74 -0.71
Square
Stony Brook 0.186 7.02 56.79 43.40 78 -1.26
Green St 0.180 6.28 53.61 39.90 86 -1.17
Forest Hills 0.143 6.83 35.55 51.18 71 -2.62
Wonderland 0.341 7.85 24.85 62.48 60 0.09
Revere Beach 0.278 8.11 44.48 58.02 62 -0.64
Beachmont 0.257 6.31 33.19 54.42 65 -2.60
Suffolk 0.158 7.53 32.51 54.95 60 -3.59
Downs
Orient 0.292 7.92 36.47 56.88 80 -2.74
Heights
Wood Island 0.426 8.77 40.39 60.85 57 -1.14
Airport 0.509 8.14 45.12 52.46 71 0.33
Maverick 0.408 8.63 52.95 54.19 78 2.09
Aquarium 0.381 8.14 69.37 58.22 97 2.24
Government 0.343 8.94 65.27 61.18 95 0.78
Center
Bowdoin 0.263 8.63 65.25 60.64 97 1.14
Lechmere 0.607 7.52 41.85 60.24 89 3.08
Science Park 0.115 8.62 38.11 71.00 91 -0.96
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Table A-10: Values of variables (cont.)
Station Four-way Average Sidewalk Average road Walk Walk
intersection sidewalk width density width score index
percentage
Boylston 0.374 9.44 58.04 59.94 98 2.41
Arlington 0.434 9.86 60.80 71.80 98 2.86
Copley 0.658 9.69 62.15 82.95 100 4.19
Hynes 0.488 9.49 55.97 80.18 94 4.85
Convention
Center
Prudential 0.551 9.14 58.30 71.05 97 4.97
Symphony 0.398 8.88 52.76 68.33 97 4.66
Northeastern 0.226 8.79 37.13 67.68 92 2.28
University
Museum of 0.167 8.83 34.45 63.80 91 1.37
Fine Arts
Longwood 0.209 8.42 39.49 58.55 95 0.52
Medical Area
Brigham 0.250 8.22 45.72 55.04 95 1.15
Circle
Fenwood Road 0.228 8.15 48.57 55.37 88 1.02
Mission Park 0.215 8.24 38.78 58.57 88 0.61
Riverway 0.174 7.96 40.13 59.12 83 0.12
Back of the 0.122 8.62 31.70 61.88 83 -0.52
Hill
Heath Street 0.130 8.59 35.85 58.25 77 -0.73
Kenmore 0.533 11.09 46.24 84.85 89 3.62
Fenway 0.270 9.58 41.03 72.97 95 1.60
Longwood 0.274 7.52 38.95 62.74 85 -0.08
Brookline 0.172 6.98 45.55 56.06 94 0.08
Village
Brookline Hills 0.235 5.45 49.75 51.56 80 -0.45
Beaconsfield 0.293 5.35 43.46 61.99 91 -1.47
Reservoir 0.333 5.92 37.28 61.79 89 -1.91
Chestnut Hill 0.069 4.54 18.57 56.37 78 -2.93
Newton Centre 0.167 5.68 33.21 46.85 83 -0.97
Newton 0.151 5.16 44.49 47.78 74 -1.76
Highlands
Eliot 0.102 5.00 41.64 50.16 69 -2.62
Waban 0.160 4.92 29.89 43.07 71 -2.95
Woodland 0.118 4.71 11.12 57.52 38 -2.88
Riverside 0.250 5.35 31.50 42.11 45 -2.30
St. Marys 0.200 8.74 39.76 77.00 97 0.42
Street
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Table A-10: Values of variables (cont.)
Station Four-way Average Sidewalk Average Walk Walk
intersection sidewalk density road width score index
percentage width
Hawes Street 0.301 7.49 42.89 70.02 95 0.61
Kent Street 0.330 6.81 43.69 64.69 91 1.05
St. Paul St (C Branch) 0.270 6.83 44.40 66.64 94 0.98
Coolidge Corner 0.280 6.72 46.79 65.05 94 1.15
Summit Avenue 0.260 6.72 46.00 69.90 97 0.61
Brandon Hall 0.203 6.74 47.04 75.27 89 -0.10
Fairbanks 0.160 6.32 47.03 73.89 91 -1.38
Washington Square 0.157 6.26 44.44 72.05 97 -1.83
Tappan Street 0.161 5.97 44.41 67.35 98 -1.93
Dean Road 0.244 5.89 46.46 63.98 91 -1.57
Englewood Avenue 0.258 6.01 45.87 67.35 94 -1.44
Cleveland Circle 0.328 6.18 38.71 66.59 89 -1.73
Blandford Street 0.438 11.49 40.64 95.13 92 3.06
Boston University East 0.333 10.80 41.93 89.35 92 1.83
Boston University 0.345 9.99 39.82 84.55 92 1.54
Central
Boston University 0.281 8.19 40.16 74.29 94 0.48
West
St. Paul Street (B 0.308 8.08 40.45 71.96 92 1.03
Branch)
Pleasant Street 0.289 7.46 45.60 67.52 92 1.67
Babcock Street 0.289 6.94 48.06 61.53 98 1.75
Packards Corner 0.265 6.88 50.24 58.66 91 1.69
Harvard Avenue 0.273 6.75 51.48 53.60 92 1.08
Griggs Street/Long 0.221 6.70 45.68 51.05 91 0.35
Avenue
Allston Street 0.200 6.67 43.48 50.76 86 0.02
Warren Street 0.196 6.99 39.87 51.17 86 0.33
Washington Street 0.224 6.31 45.61 51.17 89 -0.34
Sutherland Road 0.215 6.40 47.99 57.86 91 -0.69
Chiswick Road 0.206 6.45 45.16 60.85 82 -1.48
Chestnut Hill Avenue 0.186 6.74 39.41 64.17 77 -2.14
South Street 0.130 6.98 34.09 62.70 74 -2.67
Boston College 0.095 5.84 22.34 59.27 65 -2.66
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Table A-10: Values of variables (cont.)
Station Red Orange Blue Green Heavy Inter-station Transfer Terminal
Line Line Line Line rail spacing station station
Alewife 1 0 0 0 1 1.07 0 1
Davis Square 1 0 0 0 1 0.88 0 0
Porter Square 1 0 0 0 1 0.85 0 0
Harvard Square 1 0 0 0 1 1.00 0 0
Central Square 1 0 0 0 1 0.98 0 0
Kendall 1 0 0 0 1 0.87 0 0
Charles/MGH 1 0 0 0 1 0.68 0 0
Park St 1 0 0 1 1 0.35 1 0
Downtown 1 1 0 0 1 0.24 1 0
Crossing
South Station 1 0 0 0 1 0.57 0 0
Broadway 1 0 0 0 1 0.83 0 0
Andrew 1 0 0 0 1 0.81 0 0
JFK/UMass 1 0 0 0 1 0.73 0 0
North Quincy 1 0 0 0 1 2.53 0 0
Wollaston 1 0 0 0 1 1.04 0 0
Quincy Center 1 0 0 0 1 1.30 0 0
Quincy Adams 1 0 0 0 1 1.60 0 0
Braintree 1 0 0 0 1 1.86 0 1
Savin Hill 1 0 0 0 1 0.85 0 0
Fields Corner 1 0 0 0 1 0.80 0 0
Shawmut 1 0 0 0 1 0.62 0 0
Ashmont 1 0 0 0 1 0.50 0 1
Cedar Grove 0 0 0 0 0 0.46 0 0
Butler 0 0 0 0 0 0.43 0 0
Milton 0 0 0 0 0 0.31 0 0
Central Ave 0 0 0 0 0 0.37 0 0
Valley Road 0 0 0 0 0 0.36 0 0
Capen St 0 0 0 0 0 0.29 0 0
Mattapan 0 0 0 0 0 0.28 0 1
Oak Grove 0 1 0 0 1 0.78 0 1
137
Table A-10: Values of variables (cont.)
Station Red Orange Blue Green Heavy Inter-station Transfer Terminal
Line Line Line Line rail spacing station station
Malden 0 1 0 0 1 1.25 0 0
Wellington 0 1 0 0 1 1.47 0 0
Sullivan Square 0 1 0 0 1 1.03 0 0
Community 0 1 0 0 1 0.83 0 0
College
North Station 0 1 0 1 1 0.50 1 0
Haymarket 0 1 0 1 1 0.27 1 0
State 0 1 1 0 1 0.23 1 0
Chinatown 0 1 0 0 1 0.25 0 0
Tufts Medical 0 1 0 0 1 0.43 0 0
Center
Back Bay 0 1 0 0 1 0.63 0 0
Mass Ave 0 1 0 0 1 0.53 0 0
Ruggles 0 1 0 0 1 0.46 0 0
Roxbury 0 1 0 0 1 0.55 0 0
Crossing
Jackson Square 0 1 0 0 1 0.52 0 0
Stony Brook 0 1 0 0 1 0.51 0 0
Green St 0 1 0 0 1 0.62 0 0
Forest Hills 0 1 0 0 1 0.70 0 1
Wonderland 0 0 1 0 1 0.39 0 1
Revere Beach 0 0 1 0 1 0.57 0 0
Beachmont 0 0 1 0 1 0.63 0 0
Suffolk Downs 0 0 1 0 1 0.50 0 0
Orient Heights 0 0 1 0 1 0.78 0 0
Wood Island 0 0 1 0 1 0.81 0 0
Airport 0 0 1 0 1 0.58 0 0
Maverick 0 0 1 0 1 0.80 0 0
Aquarium 0 0 1 0 1 0.64 0 0
Government 0 0 1 0 1 0.22 1 0
Center
Bowdoin 0 0 1 0 1 0.19 0 1
Lechmere 0 0 0 1 0 0.68 0 1
Science Park 0 0 0 1 0 0.58 0 0
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Table A-10: Values of variables (cont.)
Station Red Orange Blue Green Heavy Inter-station Transfer Terminal
Line Line Line Line rail spacing station station
Boylston 0 0 0 1 0 0.31 0 0
Arlington 0 0 0 1 0 0.37 0 0
Copley 0 0 0 1 0 0.42 0 0
Hynes 0 0 0 1 0 0.47 0 0
Convention
Center
Prudential 0 0 0 1 0 0.33 0 0
Symphony 0 0 0 1 0 0.30 0 0
Northeastern 0 0 0 1 0 0.31 0 0
University
Museum of Fine 0 0 0 1 0 0.29 0 0
Arts
Longwood 0 0 0 1 0 0.25 0 0
Medical Area
Brigham Circle 0 0 0 1 0 0.18 0 0
Fenwood Road 0 0 0 1 0 0.16 0 0
Mission Park 0 0 0 1 0 0.18 0 0
Riverway 0 0 0 1 0 0.16 0 0
Back of the Hill 0 0 0 1 0 0.14 0 0
Heath Street 0 0 0 1 0 0.11 0 1
Kenmore 0 0 0 1 0 0.47 0 0
Fenway 0 0 0 1 0 0.46 0 0
Longwood 0 0 0 1 0 0.55 0 0
Brookline 0 0 0 1 0 0.63 0 0
Village
Brookline Hills 0 0 0 1 0 0.65 0 0
Beaconsfield 0 0 0 1 0 0.60 0 0
Reservoir 0 0 0 1 0 0.72 0 0
Chestnut Hill 0 0 0 1 0 1.24 0 0
Newton Centre 0 0 0 1 0 1.15 0 0
Newton 0 0 0 1 0 0.78 0 0
Highlands
Eliot 0 0 0 1 0 0.80 0 0
Waban 0 0 0 1 0 0.84 0 0
Woodland 0 0 0 1 0 0.69 0 0
Riverside 0 0 0 1 0 0.57 0 1
St. Marys Street 0 0 0 1 0 0.43 0 0
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Table A-10: Values of variables (cont.)
Station Red Orange Blue Green Heavy Inter-station Transfer Terminal
Line Line Line Line rail spacing station station
Hawes Street 0 0 0 1 0 0.19 0 0
Kent Street 0 0 0 1 0 0.16 0 0
St. Paul St (C 0 0 0 1 0 0.19 0 0
Branch)
Coolidge Corner 0 0 0 1 0 0.23 0 0
Summit Avenue 0 0 0 1 0 0.20 0 0
Brandon Hall 0 0 0 1 0 0.15 0 0
Fairbanks 0 0 0 1 0 0.17 0 0
Washington 0 0 0 1 0 0.19 0 0
Square
Tappan Street 0 0 0 1 0 0.18 0 0
Dean Road 0 0 0 1 0 0.19 0 0
Englewood 0 0 0 1 0 0.20 0 0
Avenue
Cleveland Circle 0 0 0 1 0 0.20 0 1
Blandford Street 0 0 0 1 0 0.23 0 0
Boston University 0 0 0 1 0 0.18 0 0
East
Boston University 0 0 0 1 0 0.24 0 0
Central
Boston University 0 0 0 1 0 0.24 0 0
West
St. Paul Street (B 0 0 0 1 0 0.14 0 0
Branch)
Pleasant Street 0 0 0 1 0 0.14 0 0
Babcock Street 0 0 0 1 0 0.16 0 0
Packards Corner 0 0 0 1 0 0.26 0 0
Harvard Avenue 0 0 0 1 0 0.27 0 0
Griggs Street/Long 0 0 0 1 0 0.19 0 0
Avenue
Allston Street 0 0 0 1 0 0.16 0 0
Warren Street 0 0 0 1 0 0.24 0 0
Washington Street 0 0 0 1 0 0.30 0 0
Sutherland Road 0 0 0 1 0 0.26 0 0
Chiswick Road 0 0 0 1 0 0.21 0 0
Chestnut Hill 0 0 0 1 0 0.22 0 0
Avenue
South Street 0 0 0 1 0 0.39 0 0
Boston College 0 0 0 1 0 0.51 0 1
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Table A-10: Values of variables (cont.)
Station No. of bus No. of bus Parking Accessibility Accessibility Distance
connections connections availability (total (retail to CBD
(weekday) (weekend) employment) employment)
Alewife 7 1.5 1 2.33 5.04 6.08
Davis Square 6 6 0 2.76 10.85 5.01
Porter Square 3 3 0 3.08 13.53 4.31
Harvard Square 13 10.5 0 3.50 12.15 3.31
Central Square 8 6.5 0 4.15 20.14 2.31
Kendall 4 1 0 4.52 28.44 1.36
Charles/MGH 0 0 0 4.98 36.33 0.58
Park St 2 2 0 5.68 96.63 0.00
Downtown 15 5.5 0 5.43 82.71 0.00
Crossing
South Station 6 2.5 1 4.69 41.34 0.34
Broadway 3 3 0 4.84 30.34 1.14
Andrew 7 4.5 0 4.43 17.47 2.00
JFK/UMass 4 3.5 0 3.94 11.24 2.76
North Quincy 3 2 1 2.70 4.76 6.30
Wollaston 2 1 1 2.44 8.18 7.12
Quincy Center 15 11.5 1 2.01 2.66 8.39
Quincy Adams 1 1 1 1.73 6.59 9.72
Braintree 2 2 1 1.38 1.19 11.58
Savin Hill 1 0.5 1 3.47 6.27 3.46
Fields Corner 7 5.5 0 2.94 3.76 4.46
Shawmut 0 0 0 2.64 3.49 5.05
Ashmont 10 9 0 2.37 3.29 5.70
Cedar Grove 0 0 0 2.22 2.73 6.04
Butler 0 0 1 2.01 3.04 6.62
Milton 1 0 1 1.90 3.24 6.91
Central Ave 1 1 0 1.79 1.72 7.24
Valley Road 0 0 0 1.70 3.46 7.66
Capen St 0 0 0 1.61 3.02 7.96
Mattapan 8 6.5 1 1.51 0.92 8.24
Oak Grove 4 2.5 1 2.82 5.00 6.12
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Table A-10: Values of variables (cont.)
Station No. of bus No. of bus Parking Accessibility Accessibility Distance
connections connections availability (total (retail to CBD
(weekday) (weekend) employment) employment)
Malden 13 10.5 1 3.08 3.70 5.35
Wellington 9 9 1 3.71 9.66 3.62
Sullivan 12 10.5 1 4.34 17.71 2.41
Square
Community 0 0 0 4.88 34.27 1.56
College
North Station 1 0 1 5.32 68.64 0.61
Haymarket 15 7.5 0 5.64 99.98 0.39
State 4 1.5 0 5.05 87.51 0.28
Chinatown 2 2 0 5.32 75.29 0.24
Tufts Medical 3 3 0 5.30 90.98 0.49
Center
Back Bay 3 2 0 4.46 33.83 1.09
Mass Ave 2 1 0 4.36 44.53 1.75
Ruggles 14 10 0 3.97 26.89 2.15
Roxbury 10 8 0 3.57 14.51 2.67
Crossing
Jackson 5 4 0 3.20 8.99 3.24
Square
Stony Brook 1 0.5 0 3.03 8.81 3.72
Green St 1 0.5 0 2.71 4.44 4.26
Forest Hills 16 14.5 1 2.43 3.15 4.96
Wonderland 12 7.5 1 21 3.22 5.93
Revere Beach 3 2.5 0 2.41 4.42 5.54
Beachmont 1 1 1 2.65 4.46 4.79
Suffolk 0 0 1 2.96 4.79 4.27
Downs
Orient 1 1 1 3.31 6.53 3.80
Heights
Wood Island 3 2 0 3.70 9.96 2.71
Airport 1 1 0 4.13 16.67 2.18
Maverick 5 3 0 4.62 31.36 1.56
Aquarium 0 0 0 5.14 52.50 0.59
Government 0 0 0 5.70 87.88 0.26
Center
Bowdoin 0 - 0 4.89 38.34 0.45
Lechmere 4 4 1 3.86 9.95 1.88
Science Park 0 0 0 4.72 39.35 1.20
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Table A-10: Values of variables (cont.)
Station No. of bus No. of bus Parking Accessibility Accessibility Distance
connections connections availability (total (retail to CBD
(weekday) (weekend) employment) employment)
Boylston 1 1 0 5.67 90.75 0.25
Arlington 1 1 0 5.33 97.35 0.61
Copley 8 4.5 0 5.06 73.42 0.99
Hynes 3 2 0 4.67 46.16 1.49
Convention
Center
Prudential 1 1 0 4.73 47.31 1.36
Symphony 3 2 0 4.30 30.03 1.64
Northeastern 1 - 0 3.94 19.84 1.95
University
Museum of 6 - 0 3.57 13.43 2.26
Fine Arts
Longwood 2 - 0 3.21 11.39 2.53
Medical Area
Brigham 2 - 0 3.14 11.94 2.76
Circle
Fenwood 2 - 0 2.94 9.06 2.88
Road
Mission Park 2 - 0 2.83 10.18 3.09
Riverway 2 - 0 2.68 5.14 3.24
Back of the 1 - 0 2.68 7.61 3.41
Hill
Heath Street 2 - 0 2.51 5.64 3.52
Kenmore 5 3.5 0 3.95 26.98 1.94
Fenway 2 - 0 2.76 8.41 2.49
Longwood 0 - 0 2.61 13.19 2.86
Brookline 4 - 0 2.39 8.26 3.60
Village
Brookline 1 - 0 2.30 8.64 4.12
Hills
Beaconsfield 0 - 0 2.07 5.19 4.90
Reservoir 2 - 0 1.86 3.91 5.33
Chestnut Hill 0 - 1 1.68 4.54 6.35
Newton 1 - 0 1.49 3.89 7.81
Centre
Newton 1 - 0 1.43 5.72 8.65
Highlands
Eliot 1 - 1 1.35 4.71 9.38
Waban 0 - 1 1.09 0.94 10.25
Woodland 0 - 1 0.86 0.35 11.05
Riverside 1 - 1 0.79 0.21 11.62
St. Marys 1 - 0 2.45 5.59 2.57
Street
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Table A-10: Values of variables (cont.)
Station No. of bus No. of bus Parking Accessibility Accessibility Distance
connections connections availability (total (retail to CBD
(weekday) (weekend) employment) employment)
Hawes Street 0 - 0 2.35 10.42 2.79
Kent Street 0 - 0 2.22 9.62 2.96
St. Paul St (C 0 - 0 2.12 13.03 3.12
Branch)
Coolidge Corner 1 - 0 1.99 7.37 3.34
Summit Avenue 0 - 0 1.90 11.09 3.58
Brandon Hall 0 - 0 1.81 11.16 3.74
Fairbanks 0 - 0 1.80 10.59 3.88
Washington 1 - 0 1.71 8.38 4.09
Square
Tappan Street 0 - 0 1.71 7.50 4.26
Dean Road 0 - 0 1.61 6.80 4.45
Englewood 0 - 0 1.62 7.42 4.64
Avenue
Cleveland Circle 2 - 0 1.53 4.37 4.84
Blandford Street 0 - 0 3.05 7.60 2.17
Boston 0 - 0 2.90 8.55 2.40
University East
Boston 1 - 0 2.73 5.02 2.53
University
Central
Boston 4 - 0 2.35 5.28 2.87
University West
St. Paul Street (B 1 - 0 2.24 7.09 3.01
Branch)
Pleasant Street 0 - 0 2.13 8.88 3.16
Babcock Street 0 - 0 2.02 8.90 3.29
Packards Corner 1 - 0 1.91 8.26 3.48
Harvard Avenue 1 - 0 1.72 5.02 3.81
Griggs 0 - 0 1.57 6.94 4.01
Street/Long
Avenue
Allston Street 0 - 0 1.49 6.44 4.20
Warren Street 0 - 0 1.39 5.08 4.34
Washington 1 - 0 1.26 3.36 4.68
Street
Sutherland Road 0 - 0 1.21 3.04 4.95
Chiswick Road 0 - 0 1.09 2.96 5.21
Chestnut Hill 2 - 0 1.03 1.68 5.37
Avenue
South Street 0 - 0 0.98 2.42 5.65
Boston College 0 - 0 0.86 0.92 6.16
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