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FREQUENCY CRITERIA FOR EXPONENTIAL STABILITY
ORAN GANNOT
Abstract. We discuss some frequency-domain criteria for the exponential stability
of nonlinear feedback systems based on dissipativity theory. Applications are given
to convergence rates for certain perturbations of the damped harmonic oscillator.
1. Introduction
1.1. Overview. This paper concerns exponential stability for nonlinear feedback sys-
tems of Lur’e type. While a more general viewpoint is adopted in §2, the examples we
consider are all of the form
z˙ = Az +Bφ(Cz), (1.1)
where A,B,C are matrices with values in K = C or R, and φ is a continuous function.
In general, an autonomous system z˙ = f(z) with f continuous is said to be r-
exponentially stable at a given rate r ≥ 0 if x = 0 is an equilibrium point and there is
an increasing continuous function κ, with κ(0) = 0, such that
|z(t)| ≤ κ(|z(0)|) exp(−rt)
for each solution x and every t ≥ 0 for which x exists (a posteriori these solutions are
bounded, hence exist globally).
Criteria for exponential stability of systems (1.1), including frequency domain for-
mulations, can be deduced from standard results in hyperstability and dissipativity
theory. A brief but self-contained exposition of the necessary material is presented
in §2, complete with simple proofs. Special attention is given to critical cases where
the linear block has marginal stability properties, is not necessarily minimal, and the
frequency inequalities are non-strict.
In particular, we provide a simplified proof of Popov’s hyperstability theorem [PG,
§16, Theorem 1]. This result (in its full generality) is often overlooked in modern
literature on the subject, but deserves to be better known. We also provide a new
version of Popov’s criterion for exponential stability that applies to nonlinearities with
uncontrolled growth.
Although frequency criteria for exponential stability have been studied for a long
time (see, e.g., [Bli, BLR, HS, AC] for some recent results), even the simplest applica-
tions to mechanical systems are practically absent in the literature. A class of examples
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related to the Lie´nard equation is discussed in §1.2 below. For many of these exam-
ples, a direct time-domain approach is impractical; in contrast, the frequency-domain
criteria described in this paper provide a systematic reduction in the number of free
parameters, which substantially simplifies the analysis. These examples show that
frequency methods still have an important role to play in analytic proofs of stability
results for simple mechanical systems.
1.2. Applications. The simplest applications are to second-order equations. As an
illustration we consider a class of dissipative Hamiltonian systems on R2d of the form
z˙ = (J − S)∇H(z), (1.2)
where J is the usual symplectic matrix, and the symmetric part S ≥ 0 represents
resistive elements of the system. Here
z = (q, p) ∈ R2d, H(x) = 1
2
|p|2 + f(q),
and f : Rd → R is a given potential. Assume that S = diag(τI, 2σI), where σ > 0
and τ ≥ 0 are constant, so (1.2) becomes
q˙ = p− τ∇f(q),
p˙ = −2σp−∇f(q). (H)
The system (H) with τ = 0 represents a class of Rayleigh–Lie´nard oscillators with
constant damping:
q˙ = p
p˙ = −2σp−∇f(q). (H0)
The case τ ≥ 0 has received less attention. Note that (H) is equivalent to the second-
order equation
q¨ +
(
2σ + τ 2∇2f(q)) q˙ + (1 + 2στ∇f(q)) = 0. (1.3)
Equations of this form are sometimes called Hessian-damped; although several works
have considered (1.3), including other first-order representations (for example [AABR,
ACPR, APR2, SDJS, ABR, APR1, ACFR]), its simple Hamiltonian formulation ap-
pears to have been overlooked. Discrete analogues of (H) with τ > 0 play an important
role in accelerating the convergence of iterative convex optimization methods [SDJS].
To state the main results, we recall some classes of nonlinearities. Givenm < L ≤ ∞,
a continuous function φ : Kn → Kn is said to belong to the sector [m,L] if
Re〈mw − φ(w), w − L−1φ(w)〉 ≤ 0 (1.4)
for all w ∈ Kn, with the obvious interpretation when L = ∞. Sector bounded non-
linearities play a central role in the classical passivity-based conditions for Lyapunov
stability (e.g., the circle and Popov criteria — cf. §2.5).
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Now let K = R, and suppose that φ = ∇f for some potential f : Rn → R. Even if
φ belongs to a sector [m,∞], its potential can be far from convex. Following [NNG],
a C1 function f : Rn → R is said to be m-quasi-strongly convex (with respect to the
origin) if ∇f belongs to the sector [m,∞] and
f(w)− 〈∇f(w), w〉+ (m/2)|w|2 ≤ f(0) (1.5)
for all y ∈ Rn. The latter condition further limits the possible concavity of f versus
its growth. This terminology is not entirely standard, and similar conditions appear
in the literature under different names.
Theorem 1. Suppose that m > 0, σ > 0, and r > 0 satisfy
r ≤ 2σ/3, m ≥ 2rσ − r2. (1.6)
If ∇f belongs to the sector [m,∞] and f is m-quasi-strongly-convex, then (H0) is
r-exponentially stable.
Theorem 1 fails to show that the nonlinear problem is stable at the same exponential
rate as the linear problem, namely the one where f is quadratic and ∇2f ≥ mI. A
spectral analysis (see Lemma 3.1) shows that the linear problem is r-exponentially
stable if and only if r ≤ σ and m ≥ 2rσ − r2, and at least one of these inequalities is
strict.
The proof of Theorem 1 follows from a new Popov-type frequency criterion (see
Lemma 2.19). When at least one of the inequalities in (1.6) is strict, feasibility of the
frequency-domain criterion is equivalent to the existence of a time-domain Lyapunov
function
V (z) = 〈Pz, z〉+ f(q)− f(0) (1.7)
satisfying V˙ ≤ −2rV . Sufficient conditions for the existence of a suitable matrix P
can be formulated as a semidefinite program, and an explicit formula is easily guessed
from numerical experiments. One possibility is
P =
[
r2I rI
rI I/2
]
,
which has the property that P + diag(mI/2, 0) is positive definite precisely when at
least one of the inequalities in (1.6) is strict. Note that this P depends on the rate r,
and it is unclear how its form could be reasoned a priori.
When the upper sector bound is unknown, namely ∇f is only known to belong to
the sector [m,∞], the best rate guaranteed by Theorem 1 occurs when
r = 2σ/3− ε, σ2 = 9m/8,
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yielding r =
√
m/2 − ε for any ε > 0. This is in contrast to the linear problem over
the same sector, where the best rate is
r =
√
m− ε
for any ε > 0, achieved in the critically damped regime σ2 = m. If r > 2σ/3, then
r-exponential stability still holds provided ∇f is known to lie in a certain finite sector:
Theorem 2. Suppose that m > 0, σ > 0, r > 0, and L > m satisfy
2σ/3 < r < σ, m ≥ 8r2 − 10rσ + 4σ2,
L ≤ m+ 2(σ − r)
3r − 2σ ·max
(
m− 4rσ + 4r2, 2m− 4rσ + 2r2) .
If ∇f belongs to the sector [m,L] and f is m-quasi-strongly-convex, then (H0) is r-
exponentially stable.
If ∇f belongs to a finite sector (but f is not quasi-strongly convex), a more conser-
vative Popov-type criterion establishes the following weaker result.
Theorem 3. Suppose that m > 0, σ > 0, r > 0, and L > m satisfy
r < σ, m ≥ 2rσ, L ≤ (2σ − r)m
r
.
If ∇f belongs to the sector [m,L], then (H0) is r-exponentially stable.
We can also consider the case where ∇f is time-dependent. Of course some mild
conditions should be imposed to ensure that (1.1) is solvable, but these are immaterial
for the analysis below — it certainly suffices to assume that ∇f is jointly continuous
in (t, z). Now suppose that z 7→ ∇f(t, z) belongs to a sector [m,L] uniformly in t ≥ 0.
A version of the classical circle criterion, which in the time domain corresponds to a
quadratic Lyapunov function V (z) = 〈Pz, z〉, yields the following.
Theorem 4. Suppose that m > 0, σ > 0, r > 0, and L > m satisfy
r < σ, m ≥ 2rσ − r2, L ≤ m+ 4(σ − r)(σ − r + (m− 2rσ + r2)1/2).
If x 7→ ∇f(t, z) belongs to the sector [m,L] for all t ≥ 0, then (H0) is r-exponentially
stable.
Theorem 4 complements Theorem 2 when 2rσ − r2 ≤ m < 8r2 − 10rσ + 4σ2, and
complements Theorem 3 in the range 2rσ − r2 ≤ m < 2rσ.
When τ is allowed to be positive, a quantitative version of the Aizerman conjecture
holds for (H): if m, σ > 0 are fixed, then the optimal rate r⋆ that holds uniformly for
linear ∇f in the sector [m,∞] as τ ranges over [0,∞) also holds for the nonlinear prob-
lem, with the same optimal value of τ . This is true even if ∇f has time-dependence.
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Theorem 5. Given m > 0 and σ > 0, let
r⋆ =
3σ +
√
2m+ σ2
2
, τ⋆ =
σ +
√
2m+ σ2
m
.
If x 7→ ∇f(t, z) belongs to the sector [m,∞] for all t ≥ 0, then (H) is r⋆-exponentially
stable.
As mentioned above, this result is sharp in the following sense: if r > r⋆, then
for each τ ≥ 0 there exists k ∈ [m/2,∞) such that the conclusion of Theorem 5 is
false when f(q) = k|q|2. For simplicity, do not consider the finite sector analogues of
Theorem 5.
All of the results in this section are established by verifying that certain frequency
criteria hold, parameterized by a number of Lagrange multipliers that must be chosen
appropriately. We stress that the results above all represent optimal applications of
these criteria with respect to the multipliers. As far as we are aware, Theorems 1,
2, 3, and 4 provide the best known global convergence rates for (H0) under the given
hypotheses. Theorem 5, which quantifies the stabilizing role played τ > 0, also appears
to be new; weaker results appear in [SDJS, ACFR].
1.3. Notation. (1) Let A(s) be a matrix with entries in the field K(s) of rational
functions. Denote by rankK(s)A(s) its normal rank, namely its rank over K(s). Equiv-
alently,
rankK(s)A(s) = max{rankA(s0) : s0 ∈ C is not a pole of A(s)}.
and rankK(s)A(s) = rankA(s0) for all but finitely many s0 ∈ C.
(2) Given a square matrix M , we write ReM = (M +M∗)/2.
2. Exponential stability
2.1. Dissipativity. A detailed treatment of dissipativity theory can be found in the
foundational papers [Wil3, Wil4], as well as [HM1, HM2]. In this section we provide
a brief review of the relevant material. A parallel development for nonlinear systems
is given in [Wil3, HM1]. Consider a linear time-invariant (LTI) system with state
x ∈ Km, input u ∈ Kn:
x˙ = Ax+Bu. (2.1)
Unless otherwise specified, we restrict our attention to inputs u ∈ L2loc(R+;Kn) which
are locally square-integrable. Dissipativity is defined with respect to a fixed quadratic
form σ : Km+n → R, referred to as the supply rate. Write
σ(x, u) = 〈Qx, x〉 + 2Re〈Sx, u〉+ 〈Ru, u〉, (2.2)
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where Q, S, R are matrices of the appropriate sizes with Q = Q∗ and R = R∗. For
[t0, t1] ⊂ [0,∞], the integral
E(x, u, t0, t1) =
∫ t1
t0
σ(x(s), u(s)) ds (2.3)
is interpreted as the energy supplied to the system over the time period [t0, t1] when
driven by the input u. Finally, let
M =
[
Q S
S∗ R
]
(2.4)
denote the Hermitian matrix associated with σ.
Definition 2.1. A function V : Km → R is called a storage function for (A,B,M) if
the dissipation inequality
V (x(t1))− V (x(t0)) ≤ E(x, u, t0, t1) (2.5)
holds whenever [t0, t1] ⊂ [0,∞) and x˙ = Ax + Bu. The triple (A,B,M) is said to be
cyclodissipative if it admits a storage function.
In many references, storage functions are required to be nonnegative. There are at
least two distinguished candidates for storage functions (when they exist). Define the
available storage Va by
Va(x0) = sup{−E(x, u, 0, T ) : x˙ = Ax+Bu, T ≥ 0, x(0) = x0, x(T ) = 0},
which represents the greatest amount of energy that can be extracted in motions
driving the system from state x0 to the origin. Similarly, the required supply Vr is
defined by
Vr(x0) = inf{E(x, u, 0, T ) : x˙ = Ax+Bu, T ≥ 0, x(0) = 0, x(T ) = x0}.
If (A,B) is controllable, then Vr <∞ and Va > −∞. The following result gives several
characterizations of cyclodissipativity with respect to a given supply rate; the proof
follows from straightforward manipulations of the definitions.
Lemma 2.2 ([Wil3, Wil4]). If (A,B) is controllable, then the following conditions are
equivalent:
(1) (A,B,M) is cyclodissipative,
(2) Vr > −∞,
(3) Va <∞,
(4) E(x, u, 0, T ) ≥ 0 whenever x˙ = Ax+Bu and T ≥ 0 is such that x(0) = x(T ).
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If any of these conditions are satisfied, then Vr(0) = Va(0) = 0, and any storage
function normalized by V (0) = 0 satisfies
Va ≤ V ≤ Vr.
Because the underlying system is linear, even more is true: there exist Hermitian
matrices P− ≤ P+ satisfying
Vr(x) = 〈P−x, x〉, Va = 〈P+x, x〉, (2.6)
and if (A,B) is controllable, then (A,B,M) is cyclodissipative if and only if it admits
a quadratic storage function. When K = R, the matrices P± can be chosen with real
entries.
Definition 2.3. The triple (A,B,M) is said to be dissipative if it admits a nonnegative
storage function.
The following analogue of Lemma 2.2 holds.
Lemma 2.4 ([Wil3, Wil4]). If (A,B) is controllable, then the following conditions are
equivalent:
(1) (A,B,M) is dissipative,
(2) Vr ≥ 0,
(3) E(x, u, 0, T ) ≥ 0 for every T ≥ 0 whenever x˙ = Ax+Bu and x(0) = 0.
From the differential version of the dissipation inequality (2.5), cyclodissipativity is
equivalent to the existence of P = P ∗ ∈ Km×m satisfying the linear matrix inequality
Λ(P ) =
[
2ReA∗P PB
B∗P 0
]
−
[
Q S∗
S R
]
≤ 0. (LMI)
If P can be chosen positive semidefinite, then (A,B,M) is dissipative.
2.2. KYP Lemma. First we recall necessary and sufficient frequency conditions un-
der which the linear matrix inequality (LMI) admits a Hermitian solution P . Introduce
the Popov function
Π(η, ζ) =
[
(η¯I − A)−1B
I
]∗ [
Q S∗
S R
] [
(ζI − A)−1B
I
]
,
which is a meromorphic function of (η, ζ). If P ∈ Km×m, then[
(η¯I −A)−1B
I
]∗ [
2ReA∗P PB
B∗P 0
] [
(ζI −A)−1B
I
]
= (ζ + η)B∗(ηI − A∗)−1P (ζI − A)−1B. (2.7)
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If Λ(P ) ≤ 0 admits a Hermitian solution, then it follows from (2.7) and (LMI) that
the frequency condition
Π(−iω, iω) ≥ 0 whenever ω ∈ R and det(iωI − A) 6= 0 (FDI)
holds. Although the following version of the Kalman–Yakubovich–Popov (KYP) lemma
is well-known, a short proof is included for the reader’s convenience.
Lemma 2.5. If (A,B) is controllable, then Λ(P ) ≤ 0 admits a solution P = P ∗ if and
only if (FDI) holds.
Proof. According to Lemma 2.2, to show that Λ(P ) ≤ 0 admits a solution (namely
(A,B,M) is cyclodissipative), it suffices to show that Va < ∞, where the supply rate
σ is given by (2.2). Let T ≥ 0. Suppose that w = (x, u) satisfies
x˙ = Ax+Bu, x(0) = x0, x(T ) = 0. (2.8)
Since (A,B) is controllable, there exists w1 = (u1, x1) of compact support satisfying
(2.8), such that
suppw1 ⊂ (−∞, T ], w(t) = w1(t) for t ∈ [0, T ].
Moreover, the restriction of w1 to (−∞, 0) can be chosen to depend only on x0. By
Plancherel’s formula, (FDI) implies that E(x1, u1,−∞, T ) ≥ 0. In particular,
E(x1, u1,−∞, 0) ≥ −E(x, u, 0, T ),
which shows that Va(x
0) <∞ for all x0 ∈ Km. 
Given a solution P = P ∗ of Λ(P ) ≤ 0, one can always find K ∈ Kq×m and L ∈ Kq×n
such that[
2ReA∗P PB
B∗P 0
]
−
[
Q S∗
S R
]
= −
[
K∗
L∗
] [
K L
]
, rank
[
K L
]
= q. (2.9)
A priori, the number of rows q is bounded above by m + n. Referring to (2.7), any
such decomposition allows us to write
Π(η, ζ) = (ζ + η)B∗(ηI − A∗)−1P (ζI − A)−1B +G(η¯)∗G(ζ), (2.10)
where the transfer matrix G(s) = L+K(sI−A)−1B has q rows. This in turn provides
a spectral factorization
Π(−s, s) = G(−s¯)∗G(s). (2.11)
Restricting (2.11) to the imaginary axis shows that q ≥ rankK(s)Π(−s, s).
Recall the notation P+ and P− for the Hermitian matrices corresponding to the
required supply and available storage, respectively (when they exist). If (A,B) is
controllable and (A,B,M) is dissipative, then
q = rankK(s)Π(−s, s) (2.12)
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for any factorization (2.9) associated with P±. It is also well-known that the transfer
matrix corresponding G(s) to an extremal solution has certain stability properties.
Since these facts will be used later on, we present an elementary proof adapted from
[Meg] (when R is nonsingular the result follows from classical results about the alge-
braic Riccati equation [Wil1]).
Lemma 2.6. Let (A,B) be controllable, and suppose that Λ(P ) ≤ 0 admits a Hermit-
ian solution. If (K±, L±) is such that the factorization (2.9) holds for P±, then
dimker
[
A− sI B
K± L±
]∗
= 0 whenever ± Re s < 0.
Proof. We only consider P+, with the P− case being similar. Suppose on the contrary
that there exists λ ∈ C such that Reλ < 0 and[
v
z
]∗ [
A− λI B
K+ L+
]
= 0,
[
v
z
]
6= 0. (2.13)
Note that v 6= 0, otherwise z = 0 as well since [K+ L+] has full row rank. Also z 6= 0
since (A,B) is controllable. If x˙ = Ax+ Bu, then from (2.13) the function e−λt〈x, v〉
satisfies
e−λT 〈x(T ), v〉 − 〈x(0), v〉 = −
∫ T
0
e−λs 〈K+x(s) + L+u(s), z〉 ds.
Suppose that x(0) = 0 and x(T ) = x0. Since z 6= 0 and Reλ < 0, by Cauchy–Schwarz
there exists c > 0 such that
c|〈x0, v〉|2 ≤
∫ T
0
|K+x(t) + L+u(t)|2 dt.
Crucially, this c is independent of T as well. From the dissipation inequality,
Vr(x0) +
∫ T
0
|K+x(t) + L+u(t)|2 dt = E(x, u, 0, T ).
Now choose x0 6= 0 such that 〈x0, v〉 6= 0. Taking the infimum over all T ≥ 0 and (u, x)
with x(0) = 0 and x(T ) = x0 contradicts the definition of Vr. 
We now show that (2.12) holds. For any rational function G(s) = L+K(sI−A)−1B,
there holds the identity
rankK(s)
[
A− sI B
K L
]
= rankK(s)
[
I 0
K(sI − A)−1 I
] [
A− sI B
K L
]
= rankK(s)
[
A− sI B
0 G(s)
]
= m+ rankK(s)G(s).
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In the setting of Lemma 2.6, the normal rank of the left-hand side is m + q, which
indeed implies (2.12). If Π(−s, s) has full normal rank, then L is necessarily a square
matrix.
To conclude this section, consider the behavior of (LMI) and the Popov function
under the transformations
x∼ = T
−1x, u∼ = u− Fx, (2.14)
where T ∈ Km×m is invertible and F ∈ Kn×m. Given (A,B,M, P ), let
A∼ = T
−1(A+BF )T,
B∼ = T
−1B,
Q∼ = T
∗(Q+ 2ReS∗F + F ∗RF )T,
R∼ = R,
S∼ = (S +RF )T,
P∼ = T
∗PT,
(2.15)
where M∼ is defined as in (2.4) by replacing (Q,R, S) with (Q∼, R∼, S∼). If we define
the affine matrix function Λ∼ as in (LMI) by replacing (A,B,M) with (A∼, B∼,M∼),
then
Λ∼(P∼) =
[
T 0
F I
]∗
Λ(P )
[
T 0
F I
]
,
and E∼(x∼, u∼, 0, t) = E(x, u, 0, t) when the left-hand side is defined in the obvious
way. In particular, dissipativity of (A,B,M) is preserved under changes of variable of
the form (2.14). Furthermore, if Π∼(η, ζ) is the transformed Popov function, then
Π(η, ζ) = W (η¯)∗Π∼(η, ζ)W (ζ),
where
W (s) = I − F (sI −A)−1B.
In particular, Π(s¯, s) ≥ 0 if and only if Π∼(s¯, s) ≥ 0, apart from finitely many s. It is
also clear that if (A,B) is controllable, then so is (A∼, B∼).
2.3. Nonnegative storage functions. In general it is difficult to characterize the
existence of positive semidefinite solutions to Λ(P ) ≤ 0. The following notion of
minimal stability is due to Yakubovich and Popov.
Definition 2.7. (A,B,M) is minimally stable if for each x0 ∈ Km there exists (x, u)
with x˙ = Ax+Bu such that
x(0) = x0, E(x, u, 0, t) ≤ 0 for all t ≥ 0, x(t)→ 0 as t→∞.
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If (A,B,M) is minimally stable, then every continuous storage function normalized
by V (0) = 0 is nonnegative: for each x0 ∈ Km, minimal stability and the dissipation
inequality imply that
V (x(t)) ≤ V (x0),
at which point it suffices to let t→∞ to deduce that V (x0) ≥ 0. In particular, every
Hermitian solution of Λ(P ) ≤ 0 is positive semidefinite. Moreover, it is easy to see
that minimal stability is invariant under the transformations considered in (2.15). In
the notation there, (A,B,M) is minimally stable if and only if (A∼, B∼,M∼) is.
If A is Hurwitz and Q ≤ 0, then (A,B,M) is minimally stable: simply take u = 0
and let x solve the asymptotically stable system x˙ = Ax with x(0) = x0. Equivalently,
this can be seen from the Lyapunov inequality
2ReA∗P ≤ Q
implied by the upper left block of (LMI). More generally, invariance under state
feedback implies the following.
Lemma 2.8. If there exists F ∈ Kn×m such that A+BF is Hurwitz and
Q + 2ReS∗F + F ∗RF ≤ 0, (2.16)
then (A,B) is minimally stable.
Proof. Apply (2.15). 
If Q ≤ 0, then (2.16) holds for F = −δS provided δ ∈ [0, 2/‖R‖]. Thus, one way to
verify the hypotheses of Lemma 2.8 is to show that A− δBS is Hurwitz for δ in this
range.
Another path towards positivity involves strengthened frequency domain conditions.
From (2.7), if Λ(P ) ≤ 0 admits a solution P ≥ 0, then
Π(s¯, s) ≥ 0 whenever Re(s) ≥ 0 and det(sI −A) 6= 0. (FDI+)
This is of course a stronger condition than (FDI) in general. It was claimed in [Wil1]
that the converse also holds, but Willems later provided a counterexample [Wil2]. In
the latter reference it was pointed out that sufficiency does hold if there is a decom-
position
σ(x, u) = |C1x+D1u|2 − |C2x+D2u|2, (2.17)
where D1 is square; for a complete proof, see [RV]. The following closely related con-
dition was essentially considered by Moylan [Moy] (although some details are missing
in the latter reference).
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Lemma 2.9. If (A,B) is controllable and there exists F ∈ Kn×m such that
Q + 2ReS∗F + F ∗RF ≤ 0, (2.18)
then Λ(P ) ≤ 0 admits a solution P ≥ 0 if and only if (FDI+) holds.
Proof. We show that (FDI+) implies the existence of a solution P ≥ 0 to Λ(P ) ≤ 0.
From (2.18) and (2.15), we can assume that Q ≤ 0. First, suppose that R > 0. With
the feedback F = −R−1S, we can furthermore assume our system (A,B,M) satisfies
M =
[
Q− SR−1S 0
0 R
]
.
If we factor Q− SR−1S = −C∗C for some C, then Π(s¯, s) = −H(s)∗H(s) +R, where
H(s) = C(sI − A)−1B. If C = 0, then P = 0 solves Λ(P ) ≤ 0. Otherwise, in an
appropriate basis, we can assume that A has a detectability decomposition
A =
[
A11 0
A21 A22
]
, B =
[
B1
B2
]
, C =
[
C1 0
]
, (2.19)
where (A11, C1) is detectable and (A11, B1) is controllable. Now (FDI+) implies that
H(s) has no poles in the closed right half-plane; since the poles of H(s) and the
eigenvalues of A11 coincide in the closed right half-plane, we conclude that A11 is
Hurwitz. Since (FDI) holds, there is a Hermitian solution
P =
[
P11 P12
P21 P22
]
to Λ(P ) ≤ 0, where the block decomposition is the same as in (2.19). Thus P11 ≥ 0,
since it satisfies the Lyapunov inequality
2ReA∗11P11 ≤ −C∗1C1.
It is easy to check that if
P0 =
[
P11 0
0 0
]
,
then P0 ≥ 0 and Λ(P0) ≤ 0 as well.
Even if R is not invertible, the argument above applies if R is replaced by R + εI
for any ε > 0. This implies the dissipation inequality∫ T
0
σ(x(s), u(s)) + ε|u(s)|2 ds ≥ 0
for every T ≥ 0 whenever x˙ = Ax + Bu and x(0) = 0. Let ε → 0 and apply Lemma
2.4 to finish the proof. 
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In general, the existence of a decomposition (2.17) is distinct from the hypotheses
of Lemma 2.9. However, when R > 0, they coincide; this is easily deduced from the
fact that (2.17) implies M has at most n positive eigenvalues.
The relationship is between Lemmas 2.8 and 2.9 may not be clear at first glance. To
complete our discussion, we show that they are equivalent when (A, S) is detectable.
For simplicity we assume that Q ≤ 0.
Lemma 2.10. Suppose that (A,B) is controllable, (A, S) is detectable, and Q ≤ 0. If
(FDI) holds, then the following are equivalent.
(1) (A,B) is minimally stable,
(2) Every Hermitian solution of Λ(P ) ≤ 0 satisfies P ≥ 0,
(3) (FDI+) holds,
(4) There exists δ ∈ (0, 2/‖R‖) such that A− δBS is Hurwitz.
Proof. Clearly (1) ⇒ (2) ⇒ (3) and (4) ⇒ (1), so it remains to show that (3) ⇒ (4).
If G(s) = S(sI − A)−1B and Gδ(s) = S(sI − A+ δBS)−1B, then
Gδ(s) = (I + δG(s))
−1G(s).
Since (A− δBS,B) is controllable and (A− δBS, S) is detectable, every eigenvalue of
A − δBS in the closed right half-plane is a pole of Gδ(s). If δ > 0, then Gδ(s) has a
pole at s ∈ C if and only if s is not a pole of G(s) and det(I + δG(s)) = 0. But if
Re s ≥ 0 and s ∈ C is not a pole of G(s), then
2ReG(s) +R ≥ Π(s) ≥ 0
since Q ≤ 0. Thus det(I + δG(s)) 6= 0 provided δ ∈ (0, 2/‖R‖), and hence A− δBS is
Hurwitz (cf. [Wil4, Lemma 1]). 
There exist other frequency conditions under which Λ(P ) ≤ 0 admits positive semi-
definite solutions [Mol, TR, WT, PG], but these are not discussed here.
2.4. Hyperstability. Next, we turn our attention to hyperstability, which is a notion
of robust stability for LTI systems due to Popov [PG].
Definition 2.11. (A,B,M) is hyperstable if there exists c > 0 such that for all t ≥ 0,
|x(t)| ≤ c(|x(0)|+ β) (2.20)
whenever x˙ = Ax+ Bu and E(x, u, 0, t) ≤ β2 for all t ≥ 0.
Hyperstability is closely related to Safonov’s graph separation property and the mod-
ern theory of integral quadratic constraints [MR, SA, CS, SV], but these connections
are not pursued here.
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Lemma 2.12. If (A,B,M) is hyperstable, then (FDI+) holds.
Proof. Suppose that s ∈ C is not an eigenvalue of A and that Π(s¯, s) is not positive-
semidefinite. Then there exists a nonzero u0 ∈ Kn such that
〈Π(s¯, s)u0, u0〉 < 0.
If u(t) = estu0 and x(t) = (sI − A)−1u(t), then clearly E(x, u, 0, t) ≤ 0 for all t ≥ 0.
On the other hand, if Re s > 0, then |x(t)| → ∞ as t→ ∞, which contradicts (2.20).
Thus Π(s¯, s) ≥ 0 for all Re s > 0, and hence also for Re s = 0 by continuity (away
from the eigenvalues of A). 
Popov formulated sufficient conditions for the equivalence between (FDI) and hy-
perstability. Proofs and even precise statements of these results are difficult to find in
the English language literature. Furthermore, Popov’s original argumentation relies
on the construction of a normal form for the output-zeroing problem whose complexity
detracts from the underlying ideas; in this section we provide streamlined proofs.
We will need some basic results on the existence of zero-dynamics for LTI systems.
Consider an LTI system with input u ∈ Kn, state x ∈ Kn and output v ∈ Kq:
x˙ = Ax+Bu,
v = Cx+Du.
Denote by Z the set of all functions (x, u) such that x˙ = Ax+ Bu and Cx+Du = 0
a.e., where u ∈ L1loc(R+;Kn) and x is absolutely continuous. For a different perspective
on the following lemma (whose constructive proof is close in spirit to [PG, §36]), see
[Isi, §6.1].
Lemma 2.13. If G(s) = D + C(sI −A)−1B has full normal column rank, then there
exists F ∈ Kn×m such that (x, u) ∈ Z implies u = Fx a.e., and
x˙ = (A+BF )x.
Furthermore, rangeD is orthogonal to range(C +DF ).
Proof. Since rankK(s)G(s) = n, the restriction of G(s) to any subspace of R
n is not
identically zero. Of course the normal rank of G(s) is also invariant under any feedback
(A,B,C,D) 7→ (A+BF,B,C +DF,D).
Temporarily assume that D = 0. Set U = Rn and V = Rq. Thus we view B as a
function on U , and C as a function with values in V. Since G(s) is not identically zero,
there exists a smallest integer p ≥ 0 for which the Markov parameter CApB is nonzero
(otherwise G(s) would vanish to infinite order at infinity). Define
F1 = −(CApB)†CAp+1,
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where (CApB)† denotes the Moore–Penrose inverse of the operator CApB : U → V.
Set U1 = kerCApB ⊂ U , and notice that dimU1 < dimU since CApB 6= 0.
Now suppose that (x, u) ∈ Z. Differentiating p times the identity Cx = 0 yields
CAp+1x = −CApBu
a.e. Thus u = F1x + u1 a.e., where u1 = ((CA
pB)†(CApB) − I)u is contained in U1,
and
x˙ = (A+BF1)x+Bu1,
v = Cx.
If U1 = {0}, then we are done. Otherwise, use that the transfer of the system (2.4)
acting on U1 is not identically zero either. Repeat the same procedure, replacing A
with A+BF1. Since the dimension of the input space is strictly reduced at each step,
we obtain a terminating chain of subspaces
{0} = UN ⊂ · · · ⊂ U1 ⊂ U
and a sequence F1, . . . , FN . For i > 1 the range of Fi is contained in Ui−1 ⊂ U = Rn,
and by a slight abuse of notation we consider Fi as a map R
m → Rn. If F = F1 +
· · ·+ FN , then iteratively following the steps above, we find that
x˙ = (A+BF )x, u = Fx
whenever (x, u) ∈ Z, as desired.
Finally, suppose that D 6= 0. In that case, set U0 = kerD and F0 = −D†C. Let
u0 = u− F0x and consider the transformed equation
x˙ = (A+BF0)x+Bu0,
v = (C +DF0)x+Du0.
If (x, u) ∈ Z, then u0 is entirely contained in U0. Now I − DD† is the orthogonal
projection onto V0 = (rangeD)⊥, so rangeD is orthogonal to range(C + DF0) owing
to
C +DF0 = (I −DD†)C.
To finish the proof, repeat the argument above from the beginning, replacing (A,C)
with (A + BF0, C + DF0), the input space U with U0, and the output space V with
V0. By construction Fi for i > 0 takes values in U0, so
C +DF = C +DF0
and hence rangeD remains orthogonal to range(C +DF ). 
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Lemma 2.13 implies that if (x, u) ∈ Z, then x is entirely contained in the unobserv-
able subspace
S =
∞⋂
l=0
ker(C +DF )(A+BF )l.
In particular, the map Z ∋ (x, u) 7→ x(0) takes its values in S. This map is an
isomorphism between Z and S, whose inverse is
S ∋ x0 7→ (e(A+BF )tx0, F e(A+BF )tx0). (2.21)
In the following lemma we continue to assume the hypotheses of Lemma 2.13.
Lemma 2.14. A number s ∈ C is an eigenvalue of (A+BF )|S if and only if
dimker
[
A− sI B
C D
]
6= 0.
Proof. If x0 is an eigenvector of (A + BF )|S with eigenvalue λ ∈ C and we define
u0 = Fx0, then (2.21) implies [
A− λI B
C D
] [
x0
u0
]
= 0.
The converse argument is similar. 
In order to show that a given system is hyperstable, it is sufficient (but not neces-
sary) to show that the system is dissipative with a positive definite quadratic storage
function. This follows immediately from the dissipation inequality (2.5).
Proposition 2.15 ([PG, §16, Theorem 1]). Suppose (A,B) is controllable, (A,B,M)
is minimally stable, and detΠ(−s, s) is not identically zero. If (FDI) holds, then
(LMI) admits a positive definite solution.
Proof. We show that P = P+ as in (2.6) is positive definite. Consider a factorization
of the form (2.9). Note that L is square from the comments following Lemma 2.6 and
from the fact that Π(−s, s) has full normal rank. Also, with G(s) = L+K(sI−A)−1B,
rankK(s)G(s) = rankK(s)Π(−s, s) = n
from the equality (2.11) considered on the imaginary axis.
Suppose that x0 is such that Px
0 = 0. Let (x, u) be a trajectory as in the definition
of minimal stability, with x(0) = x0. Since P ≥ 0 by minimal stability, the dissipation
inequality
〈Px(t), x(t)〉 − 〈Px0, x0〉+
∫ t
0
|Kx(s) + Lu(s)|2 ds = E(x, u, 0, t)
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implies that Px = 0 and Kx+ Lu = 0 a.e. In terms of the LTI system
x˙ = Ax+Bu,
v = Kx+ Lu,
we thus have (x, u) ∈ Z. In particular, x is contained in S and x˙ = (A + BF )x
according to Lemma 2.13. The system matrix[
A− sI B
K L
]
is square, and Lemma 2.6 implies that it is invertible in the open left-half plane.
Consequently (A + BF )|S has no eigenvalues in the open left half-plane according to
Lemma 2.14. Since by definition x(t)→ 0 as t→∞, it must be that x(0) = x0 = 0. 
Popov showed that for hyperstability, the rank condition on Π(−s, s) can be re-
laxed somewhat. Adopting the notation and hypotheses of Lemma 2.13, we need an
additional observation:
rangeB|kerD ∩ S = {0}.
Indeed, suppose to the contrary that there exists u0 ∈ kerD for which Bu0 ∈ S.
Set u(t) = estu0. If we choose s ∈ C not an eigenvalue of (A + BF )|S , then x(t) =
est(sI − A− BF )−1Bu0 satisfies
(x, u+ Fx) ∈ Z.
Thus u = 0 identically, and in particular u0 = 0.
Since rangeB|kerD ∩ S = {0}, we can choose an observability decomposition in the
form
A+BF =
[
A11 0
A21 A22
]
, B =
[
B11 B12
0 B22,
]
, C +DF =
[
C1 0
]
, (2.22)
where (A11, C1) is observable. Here A22 = (A+BF )|S , and the block structure of B is
with respect to the decomposition Rn = kerD ⊕ (kerD)⊥. Furthermore, B11 has full
column rank: if there is u1 ∈ kerD for which B11u1 = 0, then G(s) cannot have full
normal rank.
We also use that hyperstability is invariant under transformations of the form (2.15),
which follows immediately from the fact that c−1|x| ≤ |x∼| ≤ c|x| for some c > 0 and
E(x, u, 0, t) = E∼(x∼, u∼, 0, t).
Proposition 2.16 ([PG, §16, Theorem 1]). Suppose that B is nonzero, (A,B,M) is
minimally stable, and detΠ(η, ζ) is not identically zero. Then (A,B,M) is hyperstable
if and only if (FDI) holds.
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Proof. We provide a proof when (A,B) is controllable. Otherwise, one can pass to a
controllable subsystem and separately estimate the residual part. Since this is rela-
tively straightfoward and mostly unrelated to the rest of the proof, we refer the reader
to [PG, §16] for the details.
According to Lemma 2.12, hyperstability implies that (FDI) holds, so we focus on the
converse. Since (A,B) is controllable, (FDI) implies that (LMI) has a Hermitian solu-
tion P , which is positive semidefinite by minimal stability. Consider any factorization
(2.9). In addition to G(s) = L+K(sI −A)−1B, also define H(s) = P 1/2(sI −A)−1B.
Thus (2.10) can be written in the form
Π(η, ζ) = (η + ζ)H(η¯)∗H(ζ) +G(η¯)∗G(ζ).
By hypothesis det Π(η, ζ) is not identically zero, which implies that
Ψ(s) =
[
G(s)
H(s)
]
has full normal column rank: otherwise, for each ζ0 ∈ C not an eigenvalue of A,
there would exist u0 ∈ Kn such that G(ζ0)u0 = H(ζ0)u0 = 0. This implies that
detΠ(η, ζ0) = 0 for all η ∈ C not an eigenvalue of A, and hence the determinant is
zero as a rational function of two variables.
Apply Lemma 2.13 with the system matrices (A,B,C,D), where
C =
[
K
P 1/2
]
, D =
[
L
0
]
. (2.23)
Note that Ψ(s) = D + C(sI −A)−1B. From this we deduce two important facts.
(1) Firstly, kerP = S. To see this, we argue as in Proposition 2.15: if x0 ∈ Km
is such that Px0 = 0, then by minimal stability there exists (x, u) ∈ Z for which
x(0) = x0, and hence x0 ∈ S. Conversely, if x0 ∈ S, then (C + DF )x0 = 0, which
implies P 1/2x0 = 0 by (2.23).
(2) We also show that (A + BF )|S is Hurwitz. Let x0 ∈ S be an eigenvector of
(A+BF )|S with eigenvalue λ ∈ C. By minimal stability, there exists (x, u) ∈ Z such
that x(0) = x0 and x(t)→ 0 as t→∞. Thus x(t) = e(A+BF )tx0 = eλtx0, so Reλ < 0.
Since hyperstability is invariant under transformations of the form (2.15), we now
proceed to consider the system obtained by replacing u with u∼ = u − Fx (we also
freely consider transformations x 7→ T−1x, but this is not reflected in the notation).
Fix a decomposition (2.22), and partition
x = (x1, x2), u∼ = (u1, u2)
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accordingly, where x2 ∈ S and u1 ∈ kerD. Thus
x˙1 = A11x1 +B11u1 +B12u2,
x˙2 = A21x1 + A22x2 +B22u2
Suppose that E∼(x, u∼, 0, t) ≤ β2 for all t ≥ 0. Since kerP = S, the dissipation
inequality implies that
|x1(t)| ≤ c(|x(0)|+ β) (2.24)
for some c > 0. It thus remains to estimate |x2(t)|, where
x2(t) = e
A22tx2(0) +
∫ t
0
eA22(t−s) (A21x1(s) +B22u2(s)) ds.
In light of (2.24) and the fact that A22 = (A+BF )|S is Hurwitz, the only troublesome
term is ∫ t
0
eA22(t−s)B22u2(s) ds. (2.25)
According to Lemma 2.13, range(C+DF ) is orthogonal to rangeD, so range(K+LF )
and rangeL are also orthogonal by (2.23). Now the dissipation inequality implies that∫ t
0
|(K + LF )x(s) + Lu∼(s)|2 ds ≤ β2 + |P 1/2x(0)|2.
By orthogonality, |(K + LF )x+ Lu∼|2 ≥ |Lu∼|2 ≥ |u2|2/c for some c > 0. Thus∫ t
0
|u2(s)|2 ds ≤ c(|x(0)|2 + β2)
for some c > 0. By Cauchy–Schwarz, (2.25) can be bounded (in absolute value) by a
multiple of |x(0)|+ β, as desired. 
There are cases where Proposition 2.15 is not applicable, but where nevertheless
observability conditions can be used to show that every Hermitian solution of Λ(P ) ≤ 0
is nonsingular. For an example where this is useful, see §3.7.
Lemma 2.17. Suppose that P = P ∗ satisfies Λ(P ) ≤ 0. If (A, S) is observable and
there exists K ∈ Kn×n such that
Q + 2ReS∗KS + (KS)∗R(KS) ≤ 0, det(I +RK) 6= 0,
then detP 6= 0.
Proof. First assume that Q ≤ 0. Given δ > 0, apply (2.15) with F = −δS. From the
upper left block of the resulting inequality Λ∼(P ) ≤ 0,
(A− δBS)∗P + P (A− δBS) ≤ −S∗(2δI − δ2R)S.
Take any δ ∈ (0, 2/‖R‖), and note that (A − δBS, S∗(2δI − δ2R)S) is observable.
Since the right-hand side is negative semidefinite, standard facts about the Lyapunov
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equation imply that detP 6= 0. In general, first apply the feedback (2.15) with F =
KS. The previous argument applies provided the pair (A + BKS, (I + RK)S) is
observable, which is true if, e.g., I +RK is invertible. 
2.5. Stability criteria. In this section we record two frequency conditions for ex-
ponential stability which are analogues of the classical circle and Popov criteria.
First we record a version of the circle criterion that applies to systems of the form
z˙ = Az +Bφ(Cz); the proof is standard, and is essentially unaffected by the inclusion
of the exponential rate r. Let
H(s) = C(s− A)−1B (2.26)
denote the transfer matrix of the associated linear block. Also define
Φ(η, ζ) = H(η)∗ +H(ζ)− 2L−1I (2.27)
for use in the next lemma.
Lemma 2.18. Let r ≥ 0, and let φ : Kn → Kn belong to the sector [0, L], where
0 < L ≤ ∞. Suppose that the following conditions hold.
(1) B 6= 0,
(2) A+ kBC + rI is Hurwitz for some k ∈ [0, L],
(3) det Φ(η, ζ) is not identically zero, where Φ(η, ζ) is given by (2.27).
If the frequency inequality
ReH(iω − r) ≤ L−1I (2.28)
holds whenever ω ∈ R and det(A− (iω − r)I) 6= 0, then the system z˙ = Az +Bφ(Cz)
is r-exponentially stable.
Proof. Given r ≥ 0, consider the LTI system
x˙ = (A+ rI)x+Bu,
y = Cx.
(2.29)
Define the supply rate σ(x, u) = −Re〈u, y〉+ L−1|u|2, in which case
M =
[
Q S∗
S R
]
= 1
2
[
0 −C∗
−C 2L−1I
]
.
According to Lemma 2.8, the Hurwitz assumption on A + kBC + rI implies that
(A + rI, B,M) is minimally stable: since k ∈ [0, L], the control u = kCx satisfies
E(x, u, 0, t) ≤ 0. The corresponding Popov function is
Π(η, ζ) = −1
2
Φ(η¯ − r, ζ − r). (2.30)
If det Φ(η, ζ) does not vanish identically, then the hypotheses of Proposition 2.16 are
satisfied, and hence (A+ rI, B,M) is hyperstable.
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Now suppose that z˙ = Az + Bφ(Cz). If we set x = ertz and u = ertφ(e−rty), then
the pair (x, u) satisfies x˙ = (A + rI)x + Bu. Furthermore, by the sector condition,
(x, u) satisfies
E(x, u, 0, t) ≤ 0 for all t ≥ 0.
Since (A+ rI, B,M) is hyperstable, there exists c > 0 such that
ert|z(t)| ≤ c|z(0)|
whenever z˙ = Az +Bφ(Cz). 
Next, suppose that K = R. We give a Popov-type criterion for the exponential
stability of systems z˙ = Az + B∇f(Cz). This extends a result of Bliman [Bli] albeit
under slightly different hypotheses. When f is quasi-strongly convex, the criterion
presented below is potentially less conservative than the one in [Bli], and applies even
if ∇f belongs to an infinite sector (which is useful for the applications in §3). Set
Φ(η, ζ) = (λ+ µη¯ + ν(η¯ + 2r))H(η)∗ + (λ+ µζ + ν(ζ + 2r))H(ζ)
+ 2µrLH(η)∗H(ζ)− 2λL−1I, (2.31)
where λ, µ, ν ∈ R are parameters and H(s) is given by (2.26). Bliman considered the
case ν = 0, but where f is not necessarily quasi-strongly convex.
Lemma 2.19. Let r > 0, and let f : Rn → R be such that ∇f belongs to the sector
[0, L], where 0 < L ≤ ∞. Let λ, µ, ν ≥ 0, and suppose that the following conditions
are satisfied.
(1) B 6= 0,
(2) A+ kBC + rI is Hurwitz for some k ∈ [0, L],
(3) det Φ(η, ζ) is not identically zero, where Φ(η, ζ) is given by (2.31),
(4) µ = 0 if L =∞,
(5) ν = 0 if f is not 0-strongly quasi-convex.
If the frequency inequality
Re [(λ+ µ(iω − r) + ν(iω + r)H(iω − r)] + µLrH(iω − r)∗H(iω − r)
≤ λL−1I (2.32)
holds whenever ω ∈ R and det(A − (iω − r)I) 6= 0, then z˙ = Az + B∇f(Cz) is
r-exponentially stable.
Proof. As in the proof of Lemma 2.18, we consider the LTI system x˙ = (A+ rI)x+Bu
and set y = Cx. By a slight abuse of notation, we also introduce the additional output
y˙ = C(A+ rI)x+ CBu.
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If x˙ = (A+ rI)x+Bu, then y˙ defined in this way is indeed the time derivative of the
function y = Cx. Define the following supply rates:
σ0(x, u) = −〈u, y〉+ L−1|u|2
σ1(x, u) = −〈u, y˙ − ry〉 − rL|y|2,
σ2(x, u) = −〈u, y˙ + ry〉.
The matrices defining these quadratic forms are
M0 = −12
[
0 C∗
C −2L−1I
]
,
M1 = −12
[
rLC∗C A∗C∗
CA 2ReCB
]
,
M2 = −12
[
0 (A + 2rI)∗C∗
C(A+ 2rI) 2 ReCB
]
.
Finally, set σ = λσ0 + µσ1 + νσ2 and M = λM0 + µM1 + νM2. We show that
(A + rI, B,M) is hyperstable using Proposition 2.16. The Popov function for this
system is
Π(η, ζ) = −1
2
Φ(η¯ − r, ζ − r),
whose determinant is not identically zero by hypothesis. Furthermore, (2.32) implies
that (FDI) holds. It remains to show that (A+ rI, B,M) is minimally stable. For this
we adapt another argument due to Popov [PG, §25].
Given x0 ∈ Rm, we seek a pair (x, u) satisfying the conditions of minimal stability
by first solving the system
x˙ = (A+ rI + kBC)x+Bρ, x(0) = x0
with an (as of yet) unspecified function ρ, and then setting u = kCx + ρ. If ρ ∈
L2(R+;R
n), then x(t)→ 0 as t→∞ since A+ rI + kBC is Hurwitz.
We can assume that k > 0, otherwise it suffices to choose u = 0 as the control. If ρ
has a locally square-integrable derivative, then σ(x, u) can be written entirely in terms
of (u, ρ) by replacing y with (u− ρ)/k and y˙ with (u˙− ρ˙)/k. Thus
σ0(x, u) = k
−1〈u, ρ〉+ (L−1 − k−1)|u|2 ≤ k−1〈u, ρ〉.
Similarly,
σ1(x, u) = k
−1〈u, ρ˙− u˙〉+ rk−1〈u, u− ρ〉 − rLk−2|u− ρ|2
≤ k−1〈u, ρ˙− u˙〉+ rk−1〈u, ρ〉,
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and
σ2(x, u) = k
−1〈u, ρ˙− u˙〉+ rk−1〈u, ρ− u〉
≤ k−1〈u, ρ˙− u˙〉+ rk−1〈u, ρ〉.
Altogether then,
σ(x, u) ≤ k−1(µ+ ν)〈u, ρ˙〉+ k−1(λ+ r(µ+ ν))〈u, ρ〉 − k−1〈u, u˙〉. (2.33)
We can assume that µ+ ν > 0, otherwise we are in the situation of Lemma 2.18 where
it suffices to let ρ = 0. The first two terms on the right-hand side of (2.33) vanish if
we choose ρ to be any solution of
(µ+ ν)ρ˙+ (λ+ r(µ+ ν))ρ = 0.
Since r > 0, any such solution is square-integrable. With this choice,
E(x, u, 0, t) ≤ −k−1
∫ t
0
〈u(s), u˙(s)〉 ds ≤ 1
2
k−1|u(0)|2.
By specifying the initial condition ρ(0) = −kCx0, we arrange that u(0) = 0, and hence
E(x, u, 0, t) ≤ 0 as desired.
Now suppose that z˙ = Az+Bφ(Cz). As in the proof of Lemma 2.18, we set x = ertz
and u = ertφ(e−rty). The sector condition implies that
E0(x, u, 0, t) ≤ 0 for all t ≥ 0,
where the left-hand side is defined in the obvious way. Next, note that by replacing
the potential f with f − f(0), we can assume that f(0) = 0 and f ≥ 0. Now compute
e2rtf(e−rty(t))− f(y(0)) =
∫ t
0
2re2rsf(e−rsy(s)) + 〈u(s), y˙(s)− ry(s)〉 ds. (2.34)
If L <∞, then the sector condition and f(0) = 0 imply that f(w) ≤ (L/2)|w|2, which
can be used to bound the first term under the integral in (2.34). If f is 0-strongly
quasi-convex, then we instead use f(w) ≤ 〈∇f(w), w〉. In either case
Ej(x, u, 0, t) ≤ f(y(0)), j = 1, 2.
Combining these results,
E(x, u, 0, t) ≤ (µ+ ν)f(y(0)) for all t ≥ 0.
Since (A+ rI, B,M) is hyperstable, there exists c > 0 such that
e2rt|z(t)|2 ≤ c(|z(0)|2 + f(Cz(0)))
whenever z˙ = Az +B∇f(Cz), which implies r-exponential stability. 
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In the context of Lemma 2.18, if L < ∞, then the detΠ(η, ζ) is not identically
zero provided both |η| and |ζ | are sufficiently large. If the first Markov parameter CB
vanishes, then the same is true with regards to Lemma 2.19, since it implies that any
linear multiple of H(s) is strictly proper.
If (A,B) is controllable and the hypotheses of Proposition 2.15 are satisfied in
Lemma 2.18, then there exists a quadratic Lyapunov function V (z) = 〈Pz, z〉 with
P > 0 such that
V˙ ≤ 2rV
along trajectories of z˙ = Az + Bφ(Cz). Similarly, for Lemma 2.19 we obtain the
existence a Lyapunov function V (z) = 〈Pz, z〉+ f(Cz)− f(0).
3. Dissipative Hamiltonian systems
3.1. Preliminaries. Let x = (q, p) be coordinates on the phase space R2d = Rd×Rd,
where d ≥ 1. Given a C1 function f : Rd → R, define the Hamiltonian
H(x) = 1
2
|p|2 + f(q)− f(0).
By replacing f with f − f(0) we will assume that f(0) = 0. Assume ∇f belongs to a
sector [m,L] for some 0 < m < L ≤ ∞ (see §1.2). Consider the system
x˙ = (J − S)∇H(x),
where J is the standard symplectic matrix, and S ∈ R2d×2d is positive semidefinite.
Partition
S =
[
S11 S12
S21 S22
]
,
where S11, S22 are positive semidefinite and S
∗
12 = S21. Rewrite this system in the
Lur’e form
x˙ = Ax+Bu,
u = ∇g(Cx), (3.1)
where g(q) = f(q)− (m/2)|q|2, and the matrices A,B,C are given by
A =
[ −mS11 I − S12
−m(I + S21) −S22
]
, B =
[ −S11
−I − S21
]
, C =
[
I 0
]
.
Next, assume that S12 = 0 = S21. In that case it is easy to see (A,B) is controllable
and (A,C) is observable. Finally, assume that S11, S22 are multiples of the identity
S11 = τI, S22 = 2σI,
where σ > 0 and τ ≥ 0.
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From the resulting block structure, we can assume that d = 1 as far as verifying the
hypotheses of Lemmas 2.18 or 2.19 is concerned. Thus
H(s) =
1 + 2στ + τs
det(sI −A) =
−(1 + 2στ + τs)
s2 + (2σ + τm)s +m(1 + 2στ)
, (3.2)
where H(s) = C(sI − A)−1B is the scalar transfer function. Similarly, the Popov
function in either Lemma 2.18 or 2.19 can be assumed scalar.
3.2. The linear problem. In order for the system (H) to be r-exponentially stable
when ∇f belongs to a sector [m,L], it is necessary for
A+ (k −m)BC + rI =
[
r − kτ 1
−k r − 2σ
]
(3.3)
to be marginally stable whenever k ∈ [m,L]. By a marginally stable matrix we mean
one whose eigenvalues lie in the closed left half-plane, and whose purely imaginary
eigenvalues are semisimple. The characteristic polynomial of (3.3) is
χ(s) = s2 + (2σ − 2r + kτ)s+ k + r2 − 2rσ + (2σ − r)kτ. (3.4)
For the roots of χ to lie in the closed left half-plane, the linear and constant terms of
χ must be nonnegative. First we record the observations needed to analyze (H0).
Lemma 3.1. If τ = 0, then (3.3) is marginally stable for every k ≥ m if and only if
r ≤ σ, m ≥ 2rσ − r2,
and at least one of these inequalities is strict. Furthermore, the following hold.
(1) If r < σ and m > 2rσ − r2, then A + rI is Hurwitz.
(2) If r < σ and m = 2rσ−r2, then A+ rI has distinct eigenvalues 0 and 2(r−σ),
and A+ δBC + rI is Hurwitz for any δ > 0.
Proof. This follows directly from (3.4). 
If r = σ and m > 2rσ− r2, then A+ rI has distinct eigenvalues ±i(m− σ2)1/2, but
A+ δBC + rI is not Hurwitz for any δ ≥ 0.
Lemma 3.2. If τ > 0 and (3.3) is marginally stable for each k ≥ m, then
r ≤ min(2σ + τ−1, σ +mτ/2), mτ(2σ + τ−1 − r) ≥ 2rσ − r2. (3.5)
If r = 2σ + τ−1 = σ + τm/2, then A + rI has distinct imaginary eigenvalues, and
A+ δBC + rI is Hurwitz for any δ > 0.
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Proof. The constraints (3.5) come from the roots of (3.4) for k = m and in the limit as
k →∞. If r = σ+ τm/2, then the linear term in χ vanishes for k = m; if additionally
r = 2σ + τ−1, then the constant term is r2 − 2rσ for k = m, which is strictly positive
since
r2 = (2σ + τ−1)r > 2σr.
The Hurwitz statement follows because both the linear and constant terms in (3.4) are
strictly increasing with k when τ > 0. 
Thus the optimal pair (r⋆, τ⋆) for the linear problem over the sector [m,∞] is obtained
by solving r = 2σ + τ−1 = σ + τm/2. The resulting values are
r⋆ =
3σ +
√
2m+ σ2
2
, τ⋆ =
σ +
√
2m+ σ2
m
, (3.6)
as in the statement of Theorem 5.
3.3. Proof of Theorem 4. Theorem 4 is an application of Lemma 2.18. Suppose
that
r < σ, m ≥ 2rσ − r2.
Given m < L ≤ ∞, set l = L−m. The relevant frequency inequality (2.28) is
ReH(iω − r) ≤ 1/l. (3.7)
Let F denote the set of l > 0 such that (3.7) holds whenever ω ∈ R and iω − r is not
an eigenvalue of A. Our aim is to compute
lsup = supF .
Later we will verify the remaining hypotheses of Lemma 2.18.
After placing over the common denominator l| det(A + rI − iωI)|2, the inequality
(3.7) is equivalent to
ω4 + βω2 + γ ≥ 0 for all ω ∈ R, (3.8)
where the coefficients are given by
γ = (m− 2rσ + r2)(l +m− 2rσ + r2),
β = 2(σ2 −m) + 2(σ − r)2 − l.
Given that the polynomial in (3.8) is quadratic in ω2, define the following two feasibility
sets:
F1 = {l > 0 : γ > 0 and 4γ − β2 ≥ 0}, (3.9)
F2 = {l > 0 : γ ≥ 0 and β ≥ 0}. (3.10)
These sets depend implicitly on m, σ, r, and F = F1 ∪ F2.
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Lemma 3.3. If r < σ and m ≥ 2rσ − r2, then
lsup = 4
(
(σ − r)2 + (σ − r)(m− 2rσ + r2)1/2) .
Proof. (1) If m = 2rσ− r2, then γ = 0. Thus (3.8) holds if and only if l ∈ F2, namely
β ≥ 0. But β ≥ 0 if and only if l ≤ 4(σ − r)2, so
lsup = 4(σ − r)2.
(2) If m > 2rσ− r2, then γ > 0 for all l ≥ 0. Define h = 4γ−β2, which is a concave
quadratic function of l:
h(l) = −l2 + 8(σ − r)2l + 16(m− σ2)(σ − r)2.
The discriminant of h with respect to l is
disc(h; l) = 64(σ − r)2(m− 2rσ + r2) > 0,
so h has two real roots l±. Furthermore, h
′(0) = 8(σ − r)2 > 0, so l+ > 0. Explicitly,
l+ = 4
(
(σ − r)2 + (σ − r)(m− 2rσ + r2)1/2) .
Now β is a decreasing function of l, and clearly h > 0 at a positive root of β (if one
exists) since γ > 0. Thus l+ exceeds any positive root of β, which implies that
l+ = supF1 ≥ supF2,
and hence l+ = max(supF1, supF2) = lmax. 
To finish the proof of Theorem 4, we must verify the three hypotheses of Lemma
2.18: (1) Clearly B 6= 0, and in fact, (A,B) is controllable. (2) According to Lemma
3.1, A + rI + δBC is Hurwitz for arbitrarily small δ > 0. (3) Since we are assuming
l ≤ lmax and lmax is finite, the comments following Lemma 2.19 show that Φ(η, ζ) is
not identically zero. Furthermore, since (A,B) is controllable, there exists a quadratic
Lyapunov function establishing r-exponential stability in the sector [m,m+ lsup]. 
3.4. Proof of Theorem 3. Recall here the parametric assumptions r < σ and m ≥
2rσ − r2. The only assumption on f is that ∇f belongs to a finite sector [m,L]. As
will be apparent from the proof, there is no loss in assuming that
m > 2rσ − r2,
since if equality holds, then one can do no better than Theorem 4. The proof of
Theorem 3 is an application of Lemma 2.19 with ν = 0. If l = L − m, then the
frequency inequality (2.32) is
Re [(λ+ µ(iω − r))H(iω − r)] + µrl|H(iω − r)|2 ≤ λ/l (3.11)
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For a given µ ≥ 0, let F(µ) denote the set of l > 0 such that (3.11) holds whenever
ω ∈ R and iω − r is not an eigenvalue of A. Equivalently, l ∈ F(µ) if and only if
λω4 + βω2 + γ ≥ 0 for all ω ∈ R, (3.12)
where the coefficients are given by
γ = −(l +m− 2rσ + r2)(lrµ− λ(m− 2rσ + r2)),
β = 2λ(σ2 −m) + 2λ(σ − r)2 − l(λ− µ(2σ − r)).
If λ = 0, then (3.12) fails to hold near ω = 0 unless µ = 0 as well. Since λ = µ = 0 is
not a relevant case, we therefore rescale λ = 1. Henceforth, consider γ, β as functions
of both l and µ.
For a fixed µ ≥ 0, define F1(µ) and F2(µ) as in (3.9) and (3.10), respectively. Also
define the relaxed feasible set
F ′1(µ) = {l > 0 : γ ≥ 0 and 4γ − β2 ≥ 0}.
Finally, let F , F1, F ′1, F2 denote the unions of F(µ), F1(µ), F ′1(µ), F2(µ) over µ ≥ 0,
respectively. The goal is to compute
lsup = supF .
As in the proof of Lemma 3.3, define h = 4γ − β2.
Lemma 3.4. supF ′1 ≥ supF2.
Proof. Since m > 2rσ− r2, we already have supF2(0) ≤ supF1(0) = supF ′1(0) by the
results of §3.3. Assume now that µ > 0, in which case the inequality γ(l, µ) ≥ 0 is
equivalent to
l ≤ γ0/µ, γ0 = m− 2rσ + r
2
r
> 0. (3.13)
Also write β(l, µ) in the form
β(l, µ) = β0 − l(1− β1µ),
where β1 > 0 but the sign of β0 depends on the underlying parameters. Consider the
zero sets of γ and β in the quadrant {l > 0, µ > 0}.
(1) If β0 < 0, then the zero sets intersect at most once, and any possible intersection
(l0, µ0) must satisfy µ0 > β
−1
1 . If there is an intersection at (l0, µ0), then
γ(l0, µ0) = β(l0, µ0) = 0 =⇒ h(l0, µ0) = 0,
and hence l0 ∈ F ′1. Furthermore, F2(µ) = ∅ for µ < µ0. Since γ0/µ is a decreasing
function of µ, any feasible l ∈ F2 must satisfy l ≤ l0, which proves the result. If there
is no intersection, then F2 = ∅.
(2) If β0 > 0, then the zero sets always intersect at some (l0, µ0) with µ0 < β
−1
1 .
This is true since β0/(1 − β1µ) is increasing for µ ∈ [0, β−11 ) and grows unboundedly
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as µ → β−11 , while γ0/µ is decreasing. Thus l0 ∈ F ′1. Since β0/(1 − β1µ) is increasing
and γ0/µ is decreasing, any l ∈ F2 must satisfy l ≤ l0.
(3) If β0 = 0, then the zero set of β is a vertical line at µ0 = β
−1
1 , which always
intersects the graph of γ0/µ at some (l0, µ0). This time F2(µ) = ∅ for µ < µ0. Finally,
argue as in the first part. 
Next, we compute supF ′1. An explicit expression for h is
h(l, µ) =− (1 + (6r − 4σ)µ+ (2σ − r)2µ2)l2
+ 8(σ − r)(σ − r + (m− 2σ2 + rσ)µ)l
+ 16(σ − r)2(m− σ2).
(3.14)
This is a concave quadratic function of l. To see this, note that the coefficient of l2 is a
concave quadratic function of µ whose discriminant with respect to µ is 32r(r−σ) < 0.
Since the coefficient of l2 is −1 when µ = 0, it is negative for all µ. The discriminant
of h with respect to l is also quadratic in µ, and
∂2µ disc(h; l) = 128m(σ − r)2(m− 2rσ + r2) > 0,
so this discriminant is convex. Furthermore,
disc(disc(h; l);µ) = 16384(m− r2)2(σ − r)2(σ2 −m).
When m ≤ σ2, let µ− ≤ µ+ denote the roots of µ 7→ disc(h; l), and define
Iµ =
{
(−∞, µ−] ∪ [µ+,∞) if m ≤ σ2,
R if m > σ2.
(3.15)
Thus h(l, µ) has real roots l±(µ) for each µ ∈ Iµ. Moreover, l±(µ) is a smooth function
of µ for µ ∈ Jµ, where
Jµ =
{
(−∞, µ−) ∪ (µ+,∞) if m ≤ σ2
R if m > σ2.
(3.16)
Since l+(µ) is the larger of the two roots and l 7→ h(l, µ) is a concave quadratic,
it follows that ∂h(l+(µ), µ) < 0. The sign of l
′
+(µ) on Jµ is the same as that of
∂µh(l+(µ), µ), because
∂lh(l+(µ), µ) · l′+(µ) = −∂µh(l+(µ), µ). (3.17)
A direct calculation gives
∂µh(l, µ) = l · (8(σ − r)(m− 2rσ + r2)− 2l(4µσ2 − 2σ(1 + 2µr) + r(3 + µr))). (3.18)
If there exists µ0 ∈ Jµ for which l+(µ0) = 0, then l+ = 0 identically on the connected
component containing µ0. In particular, the sign of l+ is constant on each connected
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component of Jµ. It is also clear from (3.14) that
l±(µ)→ 0 as µ→ ±∞. (3.19)
Consider the following cases:
(1) If m > σ2, then l+ clearly attains its maximum over Iµ = R at some point µmax.
Since l+(0) > 0 by the results of §3.3, we must also have l+(µmax) > 0. Furthermore,
µmax is a critical point of l+.
(2) If m ≤ σ2, then l+ is nonpositive on (µ+,∞). In fact, if m = σ2, then l+ = 0
identically on (µ+,∞). Thus 0 ∈ (−∞, µ−), so l+ > 0 on (−∞, µ−) and l+ attains its
maximum at some µmax ∈ (−∞, µ−]. Actually, since l′+(µ) < 0 near µ− (since l+ is
the larger of the two roots l±), it follows that µmax ∈ (−∞, µ−), and µmax is a critical
point of l+.
According to (3.18), there is exactly one critical point µ⋆ for l+, obtained by solving
the simultaneous equations ∂lh(l, µ) = h(l, µ) = 0 and using that l⋆ = l+(µ⋆) is
necessarily positive:
µ⋆ =
m− 2rσ
2mσ −mr, l⋆ = l+(µ⋆) =
2m(σ − r)
r
> 0.
Thus we must have µmax = µ⋆, so l+ achieves its global maximum over Iµ at µ⋆. If
µ⋆ ≤ 0, then l+(µ) attains its maximum on Iµ ∩R+ at µ = 0. Note that µ⋆ > 0 if and
only if m > 2rσ. We have thus shown that
supF ′1 =
{
l⋆ = l+(µ⋆) if m > 2rσ,
l+(0) if m ≤ 2rσ.
Finally, γ(l⋆, µ⋆) = (m− r2)2 > 0 and γ(l+(0), 0) > 0 by the results of §3.3, so in fact
supF = supF ′1.
Since this is again a finite-sector problem, the same argument as at the end of §3.3
shows that Theorem 3 follows from Lemma 2.19. 
3.5. Proof of Theorem 1. Here we study exponential stability in the infinite sector
[m,∞] when f is m-quasi-strongly convex. In order to apply Lemma 2.19, we must
take µ = 0. In that case, the frequency inequality is
Re [(λ+ ν(iω + r))H(iω − r)] ≤ 0. (3.20)
This condition is equivalent to
βω2 + γ ≥ 0 for all ω ∈ R,
where the coefficients are given by
γ = (λ+ νr)(m− 2rσ + r2),
β = −λ + ν(2σ − 3r).
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The frequency criterion reduces to γ ≥ 0 and β ≥ 0. We always have γ ≥ 0. To
ensure β ≥ 0, we must have ν > 0 (otherwise λ = ν = 0, which is not a relevant case).
Furthermore, the largest value of r > 0 for which β ≥ 0 occurs when λ = 0, namely
r ≤ 2σ/3.
To finish the proof, we must verify the hypotheses of Lemma 2.19. It is easy to see
that Φ(η, ζ) is not identically when at least one of the inequalities r ≤ 2σ/3 and
m ≥ 2rσ − r2 is strict, since then
s 7→ Re [(s+ 2r)H(s)]
is not identically zero. In that case, Proposition 2.15 even implies the existence of
Lyapunov function in the form V (z) = 〈Pz, z〉 + g(q) − g(0). In the critical case
r = 2σ/3 and m = 2rσ − r2, simply let η →∞ and observe that
Φ(∞, s) = (s+ 2r)H(s)
is not identically zero. 
3.6. Proof of Theorem 2. Theorem 3 leaves open the possibility that a larger sector
of stability can be established when f is m-quasi-strongly convex. In view of Theorem
1, we can assume that
2σ/3 < r < σ.
We also take m > 2rσ − r2. Setting l = L − m with L < ∞, the general frequency
inequality from Lemma 2.16 is
Re [(λ+ µ(iω − r) + ν(iω + r)H(iω − r)] + µrl|H(iω − r)|2 ≤ λ/l
First we find the largest allowed sector when λ = 0, and then address the problem for
λ > 0.
When λ = 0, we can assume ν > 0 (see §3.3), and hence rescale so that ν = 1. In
that case, the frequency condition is equivalent to
βω2 + γ ≥ 0 for all ω ∈ R,
where this time
γ = r((m− 2rσ + r2)− µ(l +m− 2rσ + r2))
β = 2σ − 3r + µ(2σ − r).
The feasible set F consists of l > 0 for which γ ≥ 0 and β ≥ 0. The largest allowed
value of l occurs when µ ≥ 0 is chosen to be the smallest number for which β ≥ 0,
namely
µ⋆ =
3r − 2σ
2σ − r > 0. (3.21)
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In that case β vanishes, and we can solve for
supF = 4(σ − r)(m− 2rσ + r
2)
3r − 2σ , (3.22)
We can again apply Lemma 2.16, since Φ(∞, s) = ((1+µ⋆)s+2r)H(s) is not identically
zero.
Next, suppose that λ > 0, in which case we rescale λ = 1. The frequency condition
takes the form
ω4 + βω2 + γ ≥ 0 for all ω ∈ R, (3.23)
where the coefficients are given by
γ = −µrl2 + (1 + r(ν − µ))(m− 2rσ + r2)l + (m− 2rσ + r2)2,
β = 2(σ2 −m) + 2(σ − r)2 − l(1 + (3r − 2σ)ν − (2σ − r)µ).
Let h = 4γ − β2, viewed as a function of l, µ, ν. In complete analogy with §3.4, define
F , F1, F ′1, F2, as well as their pointwise analogues F1(µ, ν), F ′1(µ, ν), F2(µ, ν).
Lemma 3.5. supF ′1 ≥ supF2.
Proof. It suffices to show that supF2(µ, ν) ≤ supF ′1 for each µ, ν ≥ 0. If µ = 0, then
γ(l, µ, ν) > 0 for all l, ν > 0. Otherwise, if µ > 0 is fixed, then γ(l, µ, ν) ≥ 0 if and
only if
l ≤ γ1(µ, ν),
where ν 7→ γ1(µ, ν) is a strictly increasing function ν. Indeed, γ is a concave quadratic
function of l, and
disc(γ; l) = (1 + (µ− ν)2r2 + 2r(µ+ ν))(m− 2rσ + r2)2 > 0.
Since γ(0, µ, ν) = (m − 2rσ + r2)2 > 0, it follows that l 7→ γ(l, µ, ν) has two real
roots, one positive and one negative. If we let γ1(µ, ν) denote the positive root, then
ν 7→ γ1(µ, ν) is an increasing function since
∂νγ(l, µ, ν) = lr(m− 2rσ − r2) > 0.
See the discussion surrounding (3.17) for a similar argument. Although the geometry
of the zero sets of β and γ is different here, one can perform a case-by-case analysis
similar to the proof of Lemma 3.4. Because this is straightforward (though more
tedious in the present context), the details are omitted. 
For every µ, ν ≥ 0, the function l 7→ h(l, µ, ν) is again a concave quadratic. To see
this, compute
∂2l h(l, µ, ν) = −2µ2(r − 2σ)2 + 4µ(3r − 2σ)((2σ − r)ν − 1)− 2(1 + (3r − 2σ)ν)2,
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which is a concave quadratic function of µ that is negative when µ = 0 since r > 2σ/3.
Furthermore,
disc(∂2l h;µ) = −64r(2(σ − r) + (2σ − r)(3r − 2σ)ν),
which is therefore negative for all ν ≥ 0. Thus the coefficient of l2 is negative for all
µ, ν ≥ 0.
By first fixing µ ≥ 0 and varying ν ≥ 0, we perform an analysis similar to the one
in §3.4. Since r > 2σ/3,
∂2ν disc(h; l) = 128(m− 2rσ + r2)(m− 4rσ + 4r2)(σ − r)2 > 0,
so this discriminant is convex with respect to ν. Also,
disc(disc(h; l); ν) = 16384(σ2 −m)(σ − r)4(m− 2rσ + r2)
× (4r2(m− 2rσ + r2)µ2 + 4r2(3r − 2σ)µ+m− 2rσ + r2).
The last factor is positive, so the sign of the discriminant is the same as the sign of
σ2 −m (cf. §3.4).
When m ≤ σ2, let ν−(µ) ≤ ν+(µ) denote the roots of ν 7→ disc(h; l) for a fixed
µ ≥ 0. For a given µ ≥ 0, we can define sets Iν(µ) ⊃ Jν(µ) in analogy with (3.15),
(3.16), satisfying the following properties:
(1) l 7→ h(l, µ, ν) has real roots l±(µ, ν) for ν ∈ Iν(µ),
(2) l±(µ, ν) are smooth functions of ν for ν ∈ Jν(µ).
Actually, if ν0 ∈ Jν(µ0), then l± is a smooth function of (µ, ν) in a neighborhood
of (µ0, ν0). As in (3.17), the sign of ∂ν l+(µ, ν) on Jν(µ) agrees with the sign of
∂νf(l+(µ, ν), µ, ν). Next, compute
∂νh(l, µ, ν) =
l · (8(σ − r)(m− 2r2 + (3r − 2σ)σ)− 2l(3r − 2σ)(1− (2σ − r)µ+ (3r − 2σ)ν).
Thus the sign of l+(µ, ν) is constant on each connected component of Jν(µ). Since
l+(µ, 0) > 0 by the results of §3.4, it follows that l+(µ, ν) > 0 for all ν in the connected
component of Iν(µ) containing ν = 0.
In fact, arguing exactly as in §3.4, one can show that 0 ∈ (ν+(µ),∞), and ν 7→
l+(µ, ν) attains its maximum over Iν(µ) at a point νmax(µ) which is a critical point of
ν 7→ l+(µ, ν). Any critical point ν⋆(µ) of ν 7→ l+(µ, ν) must satisfy
ν⋆(µ) =
4(σ − r) (m− 2r2 + (3r − 2σ)σ)
l⋆(µ)(3r − 2σ)2 +
(2σ − r)µ− 1
3r − 2σ , (3.24)
34 ORAN GANNOT
where l⋆(µ) = l+(µ, ν⋆(µ)). Plugging this into h, it follows that l⋆(µ) satisfies the
equation
4µr(3r − 2σ)2l2 + 8(3r − 2σ)(1− 2µr)(σ − r)(m− 2rσ + r2)l
− 16(σ − r)2(m− 4rσ + 4r2)(m− 2rσ + r2) = 0.
If µ = 0, then there is precisely one solution to this equation, which must therefore
be l⋆(µ). If µ > 0, this quadratic two has real roots, the smaller of which is negative.
Thus l⋆(µ) is given by the larger of the two roots.
As a corollary, ν 7→ l+(µ, ν) has precisely one critical point, which must be νmax(µ).
Furthermore,
∂2νh(l⋆(µ), µ, ν⋆(µ)) = −2(3r − 2σ)2l2⋆(µ) 6= 0,
so by the implicit function theorem applied to (µ, ν) 7→ ∂νh(l+(µ, ν), µ, ν) and unique-
ness of the critical point, ν⋆(µ) is a smooth function of µ. Here we use that
∂ν(∂νh(l+(µ, ν), µ, ν)) = ∂
2
νh(l+(µ, ν), µ, ν)
when evaluated at ν = ν⋆(µ), since ∂νl+(µ, ν⋆(µ)) = 0. The function l⋆(µ) = l+(µ, ν⋆(µ))
is therefore also smooth.
Next, observe that ∂µl+(µ, ν⋆(µ)) = ∂µl⋆(µ) since ∂νl+(µ, ν⋆(µ)) = 0. Differentiate
(µ, ν) 7→ h(l+(µ, ν), µ, ν) in µ and plug (3.24) into ∂µh(l⋆(µ), ν, µ⋆(µ)) to find
∂lh(l⋆(µ), µ, ν⋆(µ)) · ∂µl⋆(µ) = 4r · l⋆(µ)(l⋆(µ)− α), (3.25)
where we define
α =
4(σ − r)(m− 2rσ + r2)
3r − 2σ > 0.
Notice that α is precisely the right-hand side of (3.22). Consider the following two
cases.
(1) First suppose that l⋆(0) ≤ α. From (3.25) viewed as a differential equation
satisfied by l⋆(µ), it follows that l⋆(µ) ≤ α for all µ ≥ 0. Certainly then,
supF ′1 ≤ α.
In that case, we can do no better than by choosing λ, µ, ν ≥ 0 with λ = 0, as discussed
at the beginning of this section. Now compute
ν⋆(0) =
m− 8r2 + 10rσ − 4σ2
(m− 4rσ + 4r2)(3r − 2σ) , l⋆(0) =
2(σ − r)(m− 4rσ + 4r2)
3r − 2σ .
A direct calculation then shows
l⋆(0) ≤ α if and only if m ≥ 2r2.
Also note that if l⋆(0) < α, then l⋆(µ)→ α as µ→∞. Plugging this into (3.24),
ν⋆(µ) ∼ 2σ − r
3r − 2σµ
FREQUENCY CRITERIA FOR EXPONENTIAL STABILITY 35
as µ→∞, which is consistent with (3.21) in the limit.
(2) Next, suppose that l⋆(0) > α. Thus, l⋆(µ) is a decreasing function of µ from the
differential equation (3.25). If
m ≥ 8r2 − 10rσ + 4σ2,
then ν⋆(0) ≥ 0, and supF ′1 = l⋆(0) > α. Also,
γ(l⋆(0), 0, µ⋆(0)) =
r2(m− 2rσ + r2)2
(3r − 2σ)2 > 0,
so supF = supF ′1. Thus when m ≥ 8r2 − 10rσ + 4σ2, the largest possible sector for
any choice of µ, ν, λ ≥ 0 occurs when µ = 0. In that case, r-exponential stability
follows from Lemma 2.19. 
3.7. Proof of Theorem 5. The proof is an application of Lemma 2.18, where recall
L =∞. Thus the frequency inequality is just
ReH(iω − r) ≤ 0.
The frequency condition can be rewritten as
βω2 + γ ≥ 0 for all ω ∈ R,
where the coefficients are given by
γ = (rτ − 1− 2στ)(m− 2rσ + r2 +mτ(2σ − r)),
β = 1 + τ(r −mτ).
If r = 2σ+ τ−1 = σ+ τm/2, then β = γ = 0. Furthermore, A+ δBC + r⋆I is Hurwitz
for all δ > 0 according to Lemma 3.2, and Φ(∞, s) = H(s) is not identically zero. Thus
Lemma 2.18 establishes r⋆-exponential stability. Moreover, although Proposition 2.15
does not apply, we can instead use Lemma 2.17 to deduce the existence of quadratic
Lyapunov function, since (A,B) is controllable and (A,C) is observable. 
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