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COHOMOLOGY RINGS OF FINITE-DIMENSIONAL POINTED HOPF
ALGEBRAS OVER ABELIAN GROUPS
N. ANDRUSKIEWITSCH, I. ANGIONO, J. PEVTSOVA, S. WITHERSPOON
Abstract. We show that the cohomology ring of a finite-dimensional complex pointed
Hopf algebra with an abelian group of group-like elements is finitely generated. Our
strategy has three major steps. We first reduce the problem to the finite generation
of cohomology of finite dimensional Nichols algebras of diagonal type. For the Nichols
algebras we do a detailed analysis of cohomology via the Anick resolution reducing the
problem further to specific combinatorial properties. Finally, to check these properties
we turn to the classification of Nichols algebras of diagonal type due to Heckenberger.
In this paper we complete the verification of these combinatorial properties for major
parametric families, including Nichols algebras of Cartan and super types and develop
all the theoretical foundations necessary for the case-by-case analysis. The remaining
discrete families are addressed in a separate publication. As an application of the main
theorem we deduce finite generation of cohomology for other classes of finite-dimensional
Hopf algebras, including basic Hopf algebras with abelian groups of characters and finite
quotients of quantum groups at roots of one.
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1. Introduction
1.1. Antecedents. A fundamental result in representation theory of a finite group scheme
[FS, Theorem 1.1] is that its cohomology satisfies the finite generation property. Using
the language of Hopf algebras it can be phrased as follows. Let H be a finite-dimensional
cocommutative Hopf algebra over a field k. Then
(fgc-a) The cohomology ring H(H,k) is finitely generated.
(fgc-b) For any finitely generated H-module M , H(H,M) is a finitely generated module
over H(H,k).
Prior to the Friedlander-Suslin theorem, the result was known for group algebras of
finite groups [G, V, Ev], restricted enveloping algebras [FP, AJ] and finite dimensional
subalgebras of the Steenrod algebra [Wi]. At the end of the introduction of [FS], the
authors observe that the cohomology ring of a finite-dimensional commutative Hopf algebra
is easily seen to be finitely generated using the structure as in [Wa] and add:
We do not know whether it is reasonable to expect finite generation of the
cohomology of an arbitrary finite-dimensional Hopf algebra.
Slowly, evidence confirming that this is indeed a reasonable question has emerged. In
[GK] the cohomology ring of Lusztig’s small quantum groups uq(g) (in characteristic 0)
under some restrictions on the parameters was identified as the coordinate ring of the
nilpotent cone of the Lie algebra g. The restrictions on the parameters were weakened in
[BNPP]. The finite generation of cohomology was established for the duals of Lusztig’s
small quantum groups (in characteristic 0) [Go], for Lusztig’s small quantum groups in
positive characteristic [Dru1], for finite supergroup schemes [Dru2], for finite-dimensional
complex pointed Hopf algebras whose group of grouplike elements is abelian and has order
coprime to 210 [MPSW], for some pointed Hopf algebras of dimension p3 [NWW, EOW]
(in characteristic p > 0), for the bosonizations of the Fomin-Kirillov algebra FK3 with
the group algebra of S3 and its dual [SV], for Drinfeld doubles of some infinitesimal group
schemes [FN]. In all the cases above, the approach is based to a greater or lesser extent
on the knowledge of the structure of the Hopf algebras under consideration.
Finite tensor categories were introduced in [EO], where it was also conjectured that
finite generation holds in this more general context. A systematic study of this question
was started in [NP].
1.2. The main result and applications. In the present paper we work over an alge-
braically closed field k of characteristic 0. For brevity we shall say that an augmented
algebra H has finitely generated cohomology (abbreviated as fgc) when both (fgc-a) and
(fgc-b) hold. Our main result is the following:
Theorem 1.2.1. Let H be a finite-dimensional pointed Hopf algebra whose group of group-
like elements is abelian. Then H has finitely generated cohomology.
The class of finite-dimensional pointed Hopf algebras is the best understood and the
subclass of those with abelian group of group-like elements is the only one whose classifica-
tion is essentially complete. Theorem 1.2.1 goes beyond the situation treated in [MPSW]
but uses the same approach to the classification of pointed Hopf algebras proposed in
[AS1, AS2]. Let us mention the main differences between the setting of [MPSW], that
invoked the classification result [AS3], and the present work. In the former, the associated
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braided vector space V (described below) was of Cartan type and the deformations of the
defining relations in the liftings took values in the group algebras. These restrictions, in
the terminology introduced in [NPe], guaranteed that the Nichols algebra B(V ) had a
smooth integration Q → B(V ) by an algebra of finite global dimension. That property,
though not stated as explicitly, was crucial for the techniques in [MPSW]. When the re-
striction on the order of the group of group-like elements G(H) is dropped, V belongs to
the list in the celebrated classification of [H2] but is not necessarily of Cartan type. The
defining relations of the Nichols algebras and their deformations are more involved, see
[An1, An2, AAG, AnG, GaJ, He] and conceptually different resulting in the absence of the
crucial smooth integration property. In particular, as our results demonstrate, generating
classes of the cohomology ring of a general Nichols of diagonal type can lie in arbitrary
large degrees - though we do have control over these degrees - whereas in the context of
[MPSW] and whenever the algebra is smoothly integrable, generating classes lie in degree
2. Hence, handling this more general case of all Nichols algebras of diagonal type calls for
development of new techniques which we present in this work.
We state two direct applications of Theorem 1.2.1 extending further the number of types
of finite-dimensional Hopf algebras with finitely generated cohomology. We also observe
that Theorem 3.1.7 provides another class of Hopf algebras satisfying fgc.
Theorem 1.2.2. Let H be a finite-dimensional basic Hopf algebra whose group of char-
acters is abelian. Then H has finitely generated cohomology.
Basic Hopf algebras with abelian group of characters are just the duals of the Hopf
algebras in Theorem 1.2.1; thus Theorem 1.2.2, that generalizes [Go], follows from Theorem
1.2.1, Lemma 2.1.1, Corollary 3.2.3 and Theorem 5.0.6.
Theorem 1.2.3. Let H be a finite-dimensional Hopf algebra that fits into an extension
k→ K → H → L→ k, where K is semisimple and L is either pointed with abelian group
of group-like elements or else basic with abelian group of characters. Then H has fgc.
Theorem 1.2.3 follows from Lemma 3.2.5 and one of the previous two theorems. Quo-
tients of algebras of functions on quantum groups at roots of one (of various kinds) were
classified in [AG, Ga, GaG]. In particular, these results provide families of Hopf algebras
H that fit into an extension k → k|G| → H → L → k where G is a finite group and L
is a finite-dimensional basic Hopf algebra with abelian group of characters; thus Theorem
1.2.3 applies to them.
1.3. Scheme of the proof of Theorem 1.2.1. Let H be a finite-dimensional pointed
Hopf algebra with abelian group of group-like elements Γ := G(H) so that the coradical
of H is H0 ≃ kΓ. Let D(H) be the the Drinfeld double of H, let grH be the graded
Hopf algebra associated to the coradical filtration and let V be the infinitesimal braiding
of H, see §2.2. We know that grH ≃ B(V )#kΓ [An2]. Then the Nichols algebra B(V )
is finite-dimensional. We shall use V # = Homk(V, k) to denote the k-linear dual. The key
point in the proof of Theorem 1.2.1 is the following.
Theorem 1.3.1. Let U be a braided vector space of diagonal type such that the Nichols
algebra B(U) has finite dimension. Then B(U) has fgc.
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This Theorem being proved, the rest of the proof proceeds in the following steps:
Theorem 1.3.1 +3 B(V ), B(V #) have fgc
Theorem 3.1.6 +3 grH, (grH)# have fgc
Theorem 5.0.6

H has fgc D(H) has fgc
Theorem 3.2.1ks D(grH) has fgc+3
Theorem 2.2.4ks
Remark 1.3.2. Let H be a finite-dimensional Hopf algebra whose coradical H0 is a Hopf
subalgebra, beyond the setting of Theorem 1.2.1, for instance H pointed but with non-
abelian group of group-like elements G(H). Let V be the infinitesimal braiding of H.
Then grH ≃ R#H0 where R is a connected graded Hopf algebra in
H0
H0
YD and B(V ) is
a graded Hopf subalgebra of R. To prove that H has fgc following the scheme above we
would need to address these problems:
(i) Prove that B(V ) and B(V #) have fgc.
(ii) Is R = B(V )? (in all known examples in characteristic 0 the answer is positive). If
not, prove that R and R# have fgc.
(iii) Prove Lemma 3.1.4 for any semisimple Hopf algebra (and not just for group algebras
and their duals). Together with (ii) this would give that grH, (grH)# have fgc.
(iv) Extend Theorem 5.0.6 to prove that D(grH) has fgc. Even in the pointed case, we
would need Lemma 3.1.4 for D(kG(H)) to prove this conjectural extension.
(v) Is H a cocycle deformation of grH or at least Morita equivalent to grH as in §2.1?
(in all known examples in characteristic 0 the answer is positive). This would imply
that D(H), and a fortiori H, have fgc since Theorem 3.2.1 holds in general.
We also notice that a large part of this approach could be used in positive characteristic
under approppriate assumptions, e.g. the coradical H0 needs to be a semisimple Hopf
subalgebra.
1.4. Finite-generation of cohomology for Nichols algebras. We next outline the
proof of Theorem 1.3.1 referring to §2.3 for unexplained terminology.
1.4.1. Reduction to the connected case. By Theorem 5.0.1, we conclude that Theorem 1.3.1
holds for U if and only if it holds for UJ for every connected component J ∈ X .
We assume for the rest of this Subsection that the Dynkin diagram of U is connected.
1.4.2. The Anick resolution. The Nichols algebra B(U) has a convex PBW-basis, hence
a suitable filtration. Its associated graded ring grB(U) is a quantum linear space. The
cohomology ring of grB(U) is well-known, but we provide a computation using the Anick
resolution [Ani] specifically in order to relate it to permanent cycles in a suitable spectral
sequence. See §4.3.
Since the Anick resolution is compatible with the mentioned filtration on B(U), we
may use a spectral sequence argument based on Evens Lemma 3.3.2 to reduce the finite
generation of H(B(U),k) to the verification of the following statement.
Condition 1.4.1. For every positive root γ ∈ ∆U+, there exists Lγ ∈ N such that the
cochain
(
x
Lγ
γ
)∗
is a cocycle in the Anick resolution, that is, represents an element in
H(B(U),k).
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If Condition 1.4.1 holds, then Theorem 4.4.3 implies that B(U) has fgc.
1.4.3. Reduction to Weyl-equivalence. In practice, given U we shall prove that Condition
1.4.1 holds for any braided vector space with the same Dynkin diagram as U , particularly
for U#. Let G be any finite abelian group such that U is realized in kG
kGYD. By Theorem
3.1.6 and Theorem 5.0.6 we see that D(B(U)#kG) has fgc.
We apply this last claim as follows: let U ′ be a braided vector space of diagonal type
which is Weyl-equivalent to U . This implies that U ′ is realized as Yetter-Drinfeld module
over G and there is an algebra isomorphism
D(B(U)#kG) ≃ D(B(U ′)#kG).
By Corollary 3.2.2 B(U ′) has fgc.
1.4.4. Verification of Condition 1.4.1. We argue case-by-case using the list of [H2]; by the
preceding discussion we just need to consider one representative in each Weyl-equivalence
class—and we could choose the most convenient for our purpose. We also argue recursively
on dimU . All in all, we reduce the verification to claims on Nichols algebras of diagonal
type, see §6.2 and we deal with them using information on the PBW-basis from [AA].
1.5. Organization of the paper. Part I starts with a recollection of facts on Hopf and
Nichols algebras in Section 2. Section 3 contains several preliminary results on cohomology
including the passage from the cohomology of B(V ) to the cohomology of B(V )#kΓ and
versions of the Evens Lemma and the May spectral sequence crucial for our arguments.
Section 4 presents the Anick resolution and the reduction to Condition 1.4.1. In the last
Section 5 of this Part it is shown that the Drinfeld double of B(V )#kΓ has fgc provided
that B(V ) has via considerations of cohomology for twisted tensor products.
Parts II is devoted to the proof of Condition 1.4.1. Section 6 presents the strategy of the
verification with proofs of technical Lemmas postponed to Section 10. We verify Condition
1.4.1 for finite-dimensional Nichols algebras of diagonal type belonging to families with
continuous parameter. We proceed case by case in Sections 7, 8 and 9 corresponding
respectively to classical (Cartan, standard and super) types, exceptional (Cartan, standard
and super) types, and Nichols algebras with the same root systems as the modular Lie
algebras wk(4) and br(2). The remaining Nichols algebras of diagonal type are dealt with
in a separate publication [AAPPW] of more computational nature.
1.6. Conventions. For ℓ < θ ∈ N0, we set Iℓ,θ = {ℓ, ℓ + 1, . . . , θ}, Iθ = I1,θ. Let GN be
the group of roots of unity of order N in k and G′N the subset of primitive roots of order
N ; G∞ =
⋃
N∈NGN and G
′
∞ = G∞ − {1}. If L ∈ N and q ∈ k
×, then (L)q :=
∑L−1
j=0 q
j.
All vector spaces, algebras and tensor products are over k. We use V # to denote the
linear dual to a vector space V , V # = Homk(V, k).
By abuse of notation, 〈ai : i ∈ I〉 denotes either the group, the subgroup or the vector
subspace generated by all ai for i in an indexing set I, the meaning being clear from the
context. Instead, the subalgebra generated by all ai for i ∈ I is denoted by k〈ai : i ∈ I〉.
If A is an associative augmented algebra and M is an A-module, then we set
Hn(A,M) = ExtnA(k,M), H(A,M) = ⊕n∈N0 H
n(A,M).
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In particular Hn(A,k) = ExtnA(k,k) ≃ Ext
n
A⊗Aop(A,k). Thus H(A,k) = ⊕n∈N0 H
n(A,k) is
isomorphic to the Hochschild cohomology HH(A,k) = ⊕n∈N0 Ext
n
A⊗Aop(A,k).
Let P∗(A) be the normalized bar resolution of k in the category of left A-modules and
let Ω∗(A) = HomA(P∗(A),k), in particular Ω
n(A) = Homk(A
(n)
+ ,k).
Let Γ̂ = Homab(Γ,k
×) be the character group of an abelian group Γ.
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Part I. From cohomology of Nichols algebras to cohomology of Hopf algebras
2. Finite-dimensional Hopf algebras
2.1. Morita equivalence of Hopf algebras. In this subsection, no restrictions on the
the field k are needed. Let H be a finite-dimensional Hopf algebra. We refer to [R] for
the definitions of the Drinfeld double D(H) of H and of the (braided tensor) category
H
HYD of Yetter-Drinfeld modules over H. It is well-known that
H
HYD is the Drinfeld center
of the category of H-modules and that it is braided tensor equivalent to the category of
D(H)-modules.
Let H ′ be another finite-dimensional Hopf algebra. Borrowing terminology from [Mu,
ENO], we say that H and H ′ are Morita equivalent, denoted H ∼Mor H
′, if there is an
isomorphism of quasitriangular Hopf algebras D(H) ≃ D(H ′). This is not the same as
Morita equivalent as algebras!
Lemma 2.1.1. H is Morita equivalent to H ′ in the following cases:
(a) H ′ ≃ H#, the dual Hopf algebra.
(b) H ′ ≃ HF is a twist of H [Dr, Re], i.e. there exists F ∈ H ⊗ H invertible such that
HF = H as algebra and has the comultiplication ∆F = F∆F−1.
(c) H ′ ≃ Hσ is a cocycle deformation of H [DoT], i.e. there exists an invertible 2-cocycle
σ : H ⊗ H → k such that Hσ = H as coalgebra and has the multiplication x ·σ y =
σ(x(1) ⊗ y(1))x(2)y(2)σ
−1(x(3) ⊗ y(3)).
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Proof. (a) is folklore; (b) follows since the categories of H and HF -modules are tensor
equivalent [Dr, p. 1422]. Finally (c) is a consequence of the preceding, as (Hσ)
# ≃ (H#)F
where F = σ in H# ⊗H#. 
2.2. The role of Nichols algebras. The notion of a Nichols algebra originated in inde-
pendent work of Nichols and Woronowicz. Here we give a brief account of its importance
in the structure of finite-dimensional Hopf algebras and refer to the surveys [AS2, A] for
the precise definitions and details. Recall that k is algebraically closed of characteristic 0.
The classification of finite-dimensional Hopf algebras can be organized in four classes.
Let H be a Hopf algebra, H0 its coradical [R] and H[0] = k〈H0〉 its Hopf coradical, a Hopf
subalgebra of H [AC]. The classes are:
(a) H = H0, i.e. H is cosemisimple.
(b) H = H[0] 6= H0.
(c) H 6= H[0] = H0.
(d) H 6= H[0] 6= H0.
Hopf algebras in class (a) are semisimple by a theorem of Larson and Radford. Albeit
families of examples and some classification results in low dimension are known, no sys-
tematic approach to the classification is available. Similarly for class (b). Nichols algebras
are relevant to the study of classes (c) and (d).
Let H be in class (c) i.e. H0 is a proper Hopf subalgebra. Let grH be the graded Hopf
algebra associated to the coradical filtration of H; then
grH ≃ R#H0(2.2.1)
where R = ⊕n∈N0R
n is a connected graded Hopf algebra in the braided monoidal category
H0
H0
YD, called the diagram of H. We also say that H is a lifting of R, or of R#H0. Then
R is coradically graded, hence its subalgebra generated by V := R1 is isomorphic to the
Nichols algebra B(V ); see [AS2] for details. The braided vector space V is an important
invariant of H called its infinitesimal braiding. It is expected that
R ≃ B(V ),(2.2.2)
∃σ : grH ⊗ grH → k such that (grH)σ ≃ H.(2.2.3)
Assume that (2.2.2) and (2.2.3) hold. By (a conjectural generalization of) Theorem
3.1.7 and Corollary 3.2.3, we see that the core of the question is to verify fgc for B(V )
and for the Drinfeld double D(grH).
Assume that H0 is a group algebra kΓ, in which case H is called pointed, with Γ abelian
(then V is of diagonal type). Then (2.2.2) holds by [An2, Theorem 2], see also [AS3,
Theorem 5.5]; notice that the proof uses the classification in [H2] and the main result
on convex orders from [An1]. Moreover (2.2.3) also holds [AnG, Theorem 1.1], based on
previous studies of the lifting question and the explicit relations from [An2, Theorem 3.1],
that again uses [H2, An1]. Summarizing,
Theorem 2.2.4. Let H be a finite-dimensional pointed Hopf algebra such that G(H) is
abelian. Then H is a cocycle deformation of the bosonization of a Nichols algebra of
diagonal type: H ≃ (B(V )#kG(H))σ. Hence H ∼Mor grH. 
We also point out that (2.2.2) and (2.2.3) have been verified in most known examples
in class (c) beyond pointed Hopf algebras with abelian group of group-like elements.
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Finally, let H be in class (d). Then one considers the graded Hopf algebra grH associ-
ated to the standard filtration of H [AC]; again
grH ≃ R#H[0](2.2.5)
where R = ⊕n∈N0R
n is a connected graded Hopf algebra in the braided monoidal category
H[0]
H[0]
YD. But it is not known whether R is coradically graded, or its subalgebra R′ generated
by V := R1 is isomorphic to the Nichols algebra B(V ). Nevertheless B(V ) is a quotient
of R′ but the present approach does not allow to reduce the question of finitely generated
cohomology for H to the analogous question for B(V ).
2.3. Nichols algebras of diagonal type. Since finite-dimensional Nichols algebras of
diagonal type are central in this paper, we present here the features more relevant for
our goals and refer to [AA] for an exposition. The input is a matrix of non-zero scalars
q = (qij)i,j∈I where I = Iθ, θ ∈ N. To this datum we attach a braided vector space of
diagonal type V with a basis (xi)i∈I and braiding c
q ∈ GL(V ⊗ V ) given by
cq(xi ⊗ xj) = qijxj ⊗ xi, i, j ∈ I.
The corresponding Nichols algebra is a graded connected algebra with strong properties
denoted here mostly as Bq instead of B(V ). For these Nichols algebras substantial infor-
mation is available.
2.3.1. Dynkin diagrams and positive roots. We codify as usual the matrix q in a (gener-
alized) Dynkin diagram D with vertices numbered by I and labelled with qii, while two
different vertices i and j are joined by an edge only if q˜ij := qijqji 6= 1 in which case the
edge is labelled with q˜ij:
qii
◦
i
q˜ij qjj
◦
j
.(2.3.1)
Two different matrices with the same Dynkin diagram are called twist-equivalent [AS2].
The Nichols algebra Bq has a very useful N
I
0-grading given by the rule deg xi = αi, i ∈ I,
where (αi)i∈I is the canonical basis of Z
θ. By [Kh, Theorem 2.2], Bq has a PBW basis
B =
{
se11 . . . s
et
t : t ∈ N0, si ∈ S, s1 > · · · > st, 0 < ei < h(si)
}
.
where S is an ordered set of NI0-homogeneous elements and h : S 7→ N∪ {∞} is a function
called the height. The following set does not depend on the choice of B:
∆q+ := {deg s : s ∈ S} ⊂ N
I
0.
Occasionally we set ∆V+ = ∆
q
+. The elements of ∆
q
+ are called the (positive) roots of Bq.
We assume from now on that
dimBq <∞.
Then ∆q+ is a finite set and the map S → ∆
q
+, s 7→ deg s, is bijective. Also ∆
q
+ admits a
convex (total) order in the sense
α, β, α + β ∈ ∆q+, α < β =⇒ α < α+ β < β.
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See [An1]. The convex order is not unique; in the case-by-case analysis below we use that
of [AA] except when a more suitable choice is possible that we mention explicitly.
A connected component of D is a subset J of I such that the matrix qJ = (qij)i,j∈J gives
rise to a connected Dynkin subdiagram DJ of D and is maximal with this property. Let X
be the set of connected components of D. If J ∈ X , then we identify ∆qJ+ with the subset
∆J+ of ∆
q
+ of roots with support in J . We also denote by VJ the subspace of V spanned
by (xj)j∈J . By a result of Gran˜a, we have
Bq ≃
⊗
J∈X
BqJ , ∆
q
+ =
∐
J∈X
∆J+.(2.3.2)
Here ⊗ means the braided tensor product of algebras.
2.3.2. Classification. The classification of the matrices q such that dimBq < ∞ was
achieved in [H2] (the result is slightly more general). By the preceding discussion we
may assume that D is connected. As in [AA] we organize the classification in 4 types:
(a) Cartan type.
(b) Super type.
(c) Modular type.
(d) UFO type.
The type refers to the connection with different parts of Lie theory, see loc. cit. We
shall check Condition 1.4.1 for each entry of the classification of [H2].
2.3.3. Root vectors. For brevity, we set
xij = adc xi(xj), i 6= j ∈ I;(2.3.3)
more generally, the iterated braided commutators are
xi1i2···ik := (adc xi1) · · · (adc xik−1) (xik ), i1, i2, · · · , ik ∈ I.(2.3.4)
In particular, we will use repeatedly the following further abbreviation:
x(k l) := xk (k+1) (k+2)...l, k < l.(2.3.5)
Using a fixed convex order, we define the root vector xα ∈ Bq for every α ∈ ∆
q
+ as
iterated braided commutators proceeding case-by-case, see [AA].
For those q with dimBq < ∞, the defining relations of Bq were given in [An1, An2],
again see [AA], but these are not needed in this paper. Instead, we use systematically
[An1, Theorem 4.9]; that is, for α < β ∈ ∆q+ and a suitable defined qαβ ∈ k
×, we have
xαxβ − qαβxβxα ∈
∑
α<γ1≤γ2≤···≤γt<β∈∆
q
+
kxγ1xγ2 . . . xγt .(2.3.6)
2.4. Realizations. Let Γ be a finite abelian group. A Yetter-Drinfeld module V over kΓ
is determined by families (gi)i∈Iθ of elements of Γ and characters (χi)i∈Iθ in Γ̂. Then V is
a braided vector space of diagonal type with braiding matrix q = (qij)i,j∈I with respect to
a basis (xi)i∈I, i.e. c(xi ⊗ xj) = qijxj ⊗ xi, i, j ∈ I, where qij = χj(gi). That is, the same
braided vector space V with braiding matrix q = (qij)i,j∈I can be realized in many ways
over many Γ. Even more, it can be realized over other Hopf algebras than group algebras
over abelian groups. To discuss the possible realizations we need the notion of a YD-pair.
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Let H be a Hopf algebra. A pair (g, χ) ∈ G(H)×Homalg(H,k) is a YD-pair for H if
χ(h) g = χ(h(2))h(1) g S(h(3)), h ∈ H.(2.4.1)
When this is the case, g ∈ Z(G(H)); also kχg = k with action and coaction given by χ and
g respectively, is in HHYD. YD-pairs classify the 1-dimensional objects in
H
HYD. Note that,
if dimH <∞, then (g, χ) is a YD-pair for H if and only if (χ, g) is a YD-pair for H#.
Definition 2.4.2. Let V be a braided vector space of diagonal type with braiding matrix
q = (qij)i,j∈I. A principal realization of V over H is a family (gi, χi)i∈I of YD-pairs such
that χj(gi) = qij, i, j ∈ I, so that V ∈
H
HYD via kxi ≃ k
χi
gi , and the braiding c is the
categorical one from HHYD.
Given a principal realization of V over H, we have Γ := 〈g1, . . . , gθ〉 ≤ Z(G(H)); hence
we can also realize V as an object in kΓ
kΓYD.
Example 2.4.3. If Γ is a finite group, then the YD-pairs of H = kΓ are of the form
(g, χ) ∈ Z(Γ)×Homgrp(Γ,k
×). For example, the YD-pairs for GLn(p) are (diag(t), ϕdet
n),
where t ∈ F×p and ϕ ∈ F̂
×
p .
Example 2.4.4. Not all realization is principal: if g ∈ Z(Γ) and ρ ∈ IrrepΓ with dim ρ =
d > 1 and ρ(g) = ζ id, then the simple Yetter-Drinfeld module M(g, ρ) [A, Example 24] is
a braided vector space of diagonal type with braiding matrix (qij)i,j∈Id where qij = ζ for
all i, j. Other examples arise from simple Yetter-Drinfeld modules M(g, ρ) such that the
elements in the conjugacy class of g commute with each other.
2.5. The Drinfeld double of a bosonization. Recall that char k = 0. Let L be a Hopf
algebra whose coradical L0 is a Hopf subalgebra and let H be another Hopf subalgebra of
L. Then H0 = L0 ∩H by [R, 4.2.2] and this is a Hopf subalgebra of H. By [R, 4.4.11] we
have an injective map of graded Hopf algebras grH →֒ grL. Let R and S be the diagrams
of H and L respectively, see (2.2.1). Hence we have an injective map of graded braided
Hopf algebras R →֒ S.
Let L be a finite-dimensional Hopf algebra. The Drinfeld double of L, denoted by D(L),
is a Hopf algebra whose underlying coalgebra is L⊗L#op. Let
〈
−,−
〉
: L⊗L# → k denote
the evaluation map. The multiplication on D(L) is given by the following formula:
(h ⊲⊳ f)(h′ ⊲⊳ f ′) =
〈
f(1), h
′
(1)
〉〈
f(3),S(h
′
(3))
〉
(hh′(2) ⊲⊳ f
′f(2)), f, f
′ ∈ L# h, h′ ∈ L,
where h ⊲⊳ f := h⊗ f in D(L) and fr = m(f ⊗ r) is the multiplication in L# rather than
in L#op.
Let K be a semisimple Hopf algebra, hence cosemisimple by the Larson-Radford the-
orem. Let V ∈ KKYD with dimB(V ) < ∞ and H = B(V )#K. Then V
# ∈ K
#
K#
YD
appropriately and H# ≃ B(V #)#K#. Since D(H) ≃ H#
cop
⊗ H as coalgebras, the
coradical of H, respectively H#, can be identified with K, respectively K#. We identify
D(K) with a Hopf subalgebra of D(H) in a natural way.
The following result generalizes, with an analogous proof, Theorem 2.5 in [Be].
Proposition 2.5.1. The Drinfeld double D(H) is a lifting of a Nichols algebra B(W )
where W = V ⊕ V # and V braided commutes with V #.
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Proof. First, the coradical D(H)0 ofD(H) equalsD(K); this follows from [R, 4.1.8]. Hence
the coradical filtration ofD(H) is a Hopf algebra filtration and grD(H) ≃ R#D(K), where
R = ⊕n≥0R
n is the diagram of D(H). Let W = R1. By the preceding paragraph applied
to L = D(H) and either H = H or H = H#, we have morphisms of braided vector
spaces V →֒W and V # →֒ W ; we have V ⊕ V # →֒W by comparing the D(K)-comodule
structures. Recall that dimB(V ) dimB(V #) ≤ dimB(V ⊕V #) and the equality holds iff
V and V # braided commute [Gr, Theorem 2.2]. Then
dimD(H) = dimB(V ) dimK dimB(V #) dimK#
≤ dimB(W ) dimD(K) ≤ dimR dimD(K) = dimD(H),
hence R = B(W ) = B(V ⊕ V #) and V and V # braided commute. 
Assume next that K = kΓ where Γ is a finite abelian group; recall that Γ̂ is the group
of characters of Γ. Then
kΓ̂ ∼= (kΓ)#,
D(kΓ) ∼= k(Γ× Γ̂) ∼= kΓ⊗ (kΓ)#.
Let (gi)i∈Iθ and (χi)i∈Iθ be (dual) generating families in Γ and Γ̂ respectively. Let V ∈
kΓ
kΓYD with a basis (xi)i∈I such that the action and coaction of Γ on xi are given by χi and
gi respectively, i ∈ I. Assume that B(V ) has finite dimension and let H = B(V )#kΓ. Let
(yi)i∈I be the basis of V
# dual to (xi)i∈I. Then H
#cop ≃ B(V #)#kΓ̂ where the action
and coaction of Γ̂ on yi are given by gi and χ
−1
i respectively, i ∈ I. Also W = V ⊕V
# can
be realized in
k(Γ×Γ̂)
k(Γ×Γ̂)
YD extending these structures. See [Be, Theorem 2.5] for details. Let
I(V ) = ker(T (V )→ B(V )) be the ideal of defining relations of the Nichols algebra B(V ).
The following statement is well-known.
Proposition 2.5.2. D(H) is isomorphic to the quotient of T (W )#k(Γ× Γ̂) by the ideal
generated by I(V ), I(V #) and the relations
xiyj − χ
−1
j (gi)yjxi = δi,jχ
−1
i (gi) (1− giχi) , i, j ∈ I.(2.5.3)
Outline of the proof. By the preceding discussion there is a morphism of Hopf algebras
T (W )#k(Γ× Γ̂)→ D(H) whose kernel J contains I(V ), I(V #) and the relations (2.5.3),
see the proof of [Be, Theorem 2.5]. The induced map T (W )#k(Γ × Γ̂)/J → D(H) is
clearly surjective and preserves the coradical filtration. Since the associated graded map
is injective, the claim follows. 
3. Cohomology
3.1. Invariants. Let H be a Hopf algebra and A an H-module algebra. The ring of
invariants is the subalgebra
AH = {x ∈ A : h · x = εH(h)x ∀h ∈ H}.
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Let now K be a semisimple, hence finite-dimensional, Hopf algebra. Let t ∈ K be a
normalized integral, that is kt = ε(k)t = tk for all k ∈ K and ε(t) = 1. Let A be a
K-module algebra and let R : A→ A be the Reynolds operator R(x) = t ·x, x ∈ A. Then
◦ The Reynolds operator is a projector, R2 = R, and imR = AK .
◦ R is a morphism of K-modules.
◦ R is a morphism of RK-bimodules: R(xyz) = xR(y)z, for x, z ∈ AK and y ∈ A.
The following result, a variation of a classical argument by Hilbert, is well-known.
Lemma 3.1.1. Let K be a semisimple Hopf algebra. Let A = ⊕n∈N0A
n be a graded K-
module algebra that is connected and (right) Noetherian. Let M be a finitely generated
A#K-module. Then AK is finitely generated and MK is a finitely generated AK-module.
Proof. Let I = A(AK)+ be the left ideal of A generated by the augmentation ideal of A
K .
Since A is Noetherian, I is finitely generated; we may assume that I = 〈f1, . . . , fM 〉, where
fi ∈ A
K is homogeneous of degree di. We claim that A
K = k〈f1, . . . , fM 〉. For this we shall
prove that any f ∈ AK homogeneous of degree d belongs to k〈f1, . . . , fM 〉. If d = 0, this
follows by connectedness. If d > 0, then we may write f =
∑
i aifi with ai either 0 or else
homogeneous of degree d − di. Then f = R(f) =
∑
iR(ai)fi and R(ai) ∈ k〈f1, . . . , fM 〉
by the recursive hypothesis, so f ∈ k〈f1, . . . , fM 〉.
For the module statement, note that the hypothesis of [Mo, Theorem 4.4.2] holds; namely
the map denoted there tˆ is the Reynolds operator R. Hence A is a right Noetherian AK -
module, and thus finitely generated over AK . Thus M is a Noetherian AK -module. Since
MK is an AK-submodule, it is also Noetherian, therefore finitely generated over AK . 
If R is an H-module algebra, then H acts on Ω∗(R) via the comultiplication and the
antipode, and a fortiori on H(R,k). The following proposition is well-known.
Proposition 3.1.2. Let K be a semisimple Hopf algebra and let R be a finite-dimensional
K-module algebra. Let M be an R#K-module. Then
H(R#K,k) ≃ H(R,k)K , H(R#K,M) ≃ H(R,M)K ,
and the action of H(R#K,k) on H(R#K,M) is precisely that induced by the isomorphisms
and the action of H(R,k) on H(R,M).
Proof. This is well-known; the first isomorphism is for example [SV, Theorem 2.17]. In
case K is a group algebra, the relevant spectral sequence is the Lyndon-Hochschild-Serre
spectral sequence [Ev, §§7.2, 7.3] which collapses since K is semisimple. 
Now we pass to algebras in HHYD. An algebra A in
H
HYD is braided commutative if the
multiplication mA satisfies mA = mAcA,A, that is
xy = (x(−1) · y)x(0), x, y ∈ A.(3.1.3)
If A is braided commutative, then AH is central in A. We elaborate on an idea of [MPSW];
for this we do not need the commutativity of Γ.
Lemma 3.1.4. Let Γ be a finite group and let A be a braided commutative algebra either
in kΓ
kΓYD or in
kΓ
kΓ
YD. Assume that A is finitely generated (as an algebra). Then A is
Noetherian.
14 N. ANDRUSKIEWITSCH, I. ANGIONO, J. PEVTSOVA, S. WITHERSPOON
Proof. Let N be the exponent of Γ. We deal first with kΓ
kΓYD. As an object in
kΓ
kΓYD,
A is Γ-graded: A = ⊕g∈ΓAg. Thus, if A = k〈f1, . . . , fM 〉, then we may assume that
each fi belongs to Agi for some gi ∈ Γ. Then f
N
i ∈ AgNi
= Ae. Since A is braided
commutative, fNi fj = (g
N
i ·fj)f
N
i = fjf
N
i for all i, j. Then B = k〈f
N
1 , . . . , f
N
M 〉 is a central
subalgebra of A and is Noetherian by Hilbert’s Basissatz. Now A is a finitely generated
B-module, actually A =
∑
0≤ai≤N
B fa11 . . . , f
aM
M . Thus A is a Noetherian B-module hence
a Noetherian algebra. We deal next with k
Γ
kΓ
YD. Since H = kΓ has a basis of idempotents
δg, g ∈ Γ, again A is Γ-graded: A = ⊕g∈ΓAg where Ag = δgA. Thus, if A = k〈f1, . . . , fM 〉,
with each fi ∈ Agi for some gi ∈ Γ, then f
N
i ∈ AgNi
= Ae = δeA. But δe is the integral of
k
Γ, thus again fNi ∈ A
H is central. Then we proceed as previously. 
We wonder whether any finitely generated braided commutative algebra is Noetherian.
We need the following result from [MPSW].
Proposition 3.1.5. [MPSW, Corollary 3.13] Let H be a Hopf algebra and let R be a
bialgebra in HHYD. Assume that either H or R is finite-dimensional. Then the (opposite of)
the Hochschild cohomology HH(R,k) is a braided commutative graded algebra in HHYD. 
Actually [MPSW, Theorem 3.12] gives more: the claim is true if R is a bialgebra in an
abelian braided monoidal category C where the needed hom-objects exist.
Theorem 3.1.6. Let Γ be a finite group and let R be a finite-dimensional Hopf algebra in
kΓ
kΓYD. Let M be a finitely generated R#kΓ-module. If R has fgc, then so does R#kΓ.
Proof. By Proposition 3.1.5, Lemma 3.1.4 and the hypothesis, H(R,k) is Noetherian. Then
H(R,k)Γ is finitely generated by Lemma 3.1.1. By Proposition 3.1.2, H(R#kΓ,k) ≃
H(R,k)Γ is finitely generated. We next prove: IfM is finitely generated, then H(R#kΓ,M)
is finitely generated as an H(R#kΓ,k)-module. For this, we may induct on the length of
the composition series of M , and so it suffices to prove it in case M is simple. Let R+
denote the augmentation ideal of R. Note that R+M is an R#kΓ-submodule of M and
therefore R+M = 0 (by Nakayama), that is, M |R is a trivial R-module. We conclude
that H(R,M) is finitely generated as an H(R,k)-module. By Lemma 3.1.1, it follows that
H(R,M)K is finitely generated over H(R,k)K . 
We are ready for one of our main results.
Theorem 3.1.7. Let V be a braided vector space of diagonal type such that
(a) the Nichols algebra B(V ) is finite-dimensional,
(b) V is realizable over a finite abelian group,
(c) H(B(V ),k) is finitely generated.
Let K be a semisimple Hopf algebra and assume that V is realizable over K. Then
B(V )#K has fgc.
Proof. The proof is the same as for the previous result. By (b), (c), Proposition 3.1.5
and Lemma 3.1.4, H(B(V ),k) is Noetherian. Then H(B(V ),k)K is finitely generated by
Lemma 3.1.1. By Proposition 3.1.2 and (a), H(B(V )#K,k) ≃ H(B(V ),k)K is finitely
generated. The proof of the module statement is similar. 
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Observation 3.1.8. If V admits a principal realization over K, then (b) holds. Notice
that (a) does not imply (b): take V of dimension 2 with braiding matrix
q11 q12
q−112 q22

where q11 ∈ G
′
M , q12 /∈ G∞, q22 ∈ G
′
N , N,M > 1. However we do not know if V being
realizable over K semisimple implies (b).
3.2. Subalgebras, extensions.
Theorem 3.2.1. Let R be an augmented subalgebra of a finite-dimensional augmented
algebra A, over which A is projective as a right R-module under multiplication. If A has
fgc, then so does R.
Proof. By the right module version of the Eckmann-Shapiro Lemma [Ben, Corollary 2.8.4],
for each n, and any R-module M , there is an isomorphism of vector spaces,
Hn(R,M) ≃ ExtnA(k,HomR(A,M)) = H
n(A,HomR(A,M)),
where HomR(A,M) is the coinduced right A-module. (The action is given by (f · a)(b) =
f(ab) for all a, b ∈ A, f ∈ HomR(A,M). Then f · a is indeed a right R-module ho-
momorphism.) These isomorphisms, one for each n, provide an isomorphism of H(A,k)-
modules H(R,M) ≃ H(A,HomR(A,M)). Now when M is a finite-dimensional R-module,
HomR(A,M) is finite-dimensional as a vector space. For M = k, a set of generators of
H(A,HomR(A,k)) as a module for H(A,k), together with the restriction to R of a set of
generators of H(A,k), generates H(R,k) as a k-algebra. For an arbitrary finite-dimensional
moduleM , HomR(A,M) is then a finite-dimensional module over H(A,k) and, hence, over
H(R,k). 
If K is a Hopf subalgebra of a finite-dimensional Hopf algebra H, then H is free as a
left or right module over K with respect to multiplication by the Nichols–Zo¨ller Theorem.
Thus Theorem 3.2.1 applies to inclusions of Hopf algebras, in particular to the inclusion
of a finite-dimensional Hopf algebra into its Drinfeld double, see [NP, Theorem 3.4]. For
further reference we state a useful application of Theorem 3.2.1.
Corollary 3.2.2. Let H be a finite-dimensional Hopf algebra and V ∈ HHYD such that
dimB(V ) <∞. If D(B(V )#H) has fgc, then so does B(V ).
These ideas apply in particular to Morita equivalence of Hopf algebras as in §2.1.
Corollary 3.2.3. If H ∼Mor H
′ and D(H) has fgc, then so does H ′.
Question 3.2.4. Is the fgc property for Hopf algebras invariant under Morita equivalence
in the sense of §2.1?
Lemma 3.2.5. Let k → K → H → L → k be an extension of finite-dimensional Hopf
algebras. If K is semisimple and L has finitely generated cohomology, then so does H.
The proof makes use of a variation of the classical Hochschild-Serre spectral sequence.
Proof. Let M be an L-module and N an H-module. By [CE, Chapter 16, Theorem 6.1]
there exists a convergent spectral sequence
ExtpL
(
M,ExtqK(k, N)
)
=⇒ Extp+qH (M,N).
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In particular, if M ≃ k, then
ExtpL
(
k,ExtqK(k, N)
)
=⇒ Extp+qH (k, N).
Now Ext0K(k, N) ≃ N
K and, since K is semisimple, ExtqK(k, N) = 0 when q > 0. If also
M ≃ k, then
Ep,q2 := Ext
p
L
(
k,ExtqK(k,k)
)
=⇒ Extp+qH (k,k).
Now Ext0K(k,k) ≃ k and, since K is semisimple, Ext
q
K(k,k) = 0 when q > 0. Hence E
p,q
2 ≃
Ep,q∞ , thus ⊕n∈N0 Ext
n
H(k,k) is finitely generated, as it has a filtration whose associated
graded algebra is ⊕n∈N0 Ext
n
L(k,k). Similarly ⊕n∈N0 Ext
n
H(k, N) is a finitely generated
module over ⊕n∈N0 Ext
n
L(k, N) for any H-module N . 
3.3. Evens Lemma. Let R = ⊕n∈N0R
n be an N0-graded ring with a decreasing algebra
filtration FnR, n ∈ N0, compatible with the grading. We shall assume that F
iRn = 0 for i
sufficiently large. Then the associated graded ring E0(R) =
∑
i F
iR/F i+1R is N20-graded.
Similarly, the graded E0(R)-module associated to an N0-graded R-module N with a
decreasing module filtration is N20-graded. Again, F
iN j = 0 for i sufficiently large. The
following proposition is [Ev, Section 2, Proposition 2.1].
Proposition 3.3.1. Let R be a graded filtered ring and N a graded filtered R-module as
above. If E0(N) is (left) Noetherian over E0(R), then N is Noetherian over R. 
The following result is a non-commutative version of [MPSW, Lemma 2.5], adapted in
turn from [FS, Lemma 1.6] and inspired by early work of Evens.
Let Ep,q1 ⇒ E
p+q
∞ be a multiplicative spectral sequence of bigraded k-algebras concen-
trated in the half plane p + q ≥ 0. Recall that x ∈ Ep,qr is called a permanent cycle if
di(x) = 0 for all i ≥ r. More precisely, if i > r, di is applied to the image of x in Ei.
Lemma 3.3.2. [Shr, Lemma 2.6]
(a) Let C∗,∗ be a bigraded k-algebra such that for each fixed q, Cp,q = 0 for p sufficiently
large. Assume that there exists a bigraded map of algebras φ : C∗,∗ → E∗,∗1 such that
(1) φ makes E∗,∗1 into a left Noetherian C
∗,∗-module, and
(2) the image of C∗,∗ in E∗,∗1 consists of permanent cycles.
Then E∗∞ is a left Noetherian module over Tot(C
∗,∗).
(b) Let E˜p,q1 ⇒ E˜
p+q
∞ be a spectral sequence that is a bigraded module over the spectral
sequence E∗,∗. Assume that E˜∗,∗1 is a left Noetherian module over C
∗,∗ where C∗,∗
acts on E˜∗,∗1 via the map φ. Then E˜
∗
∞ is a finitely generated E
∗
∞-module. 
3.4. The May spectral sequence. Let A be a Hopf algebra equipped with an increasing
multiplicative filtration A0 ⊂ A1 ⊂ A2 . . . ⊂ A. We fix a (non-canonical) vector space
splitting A ≃ A0 ⊕ A+ so that A/A+ ≃ A0. Let (P, d) = (Vn ⊗ A, d) be a free resolution
of the trivial module k satisfying the following properties.
Condition 3.4.1. (1) Vn is a finite-dimensional vector space, the action of A on Pn is
on the last factor A.
(2) P q is equipped with an increasing filtration . . . FiPn ⊂ Fi+1Pn . . ..
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(3) For any x ∈ FiVn = Fi(Vn ⊗ 1) := FiPn ∩ (Vn ⊗ 1), we have
d(x) ∈ FiVn−1 ⊗A0 + Fi−1Vn−1 ⊗A+.
Example 3.4.2. We will apply this setting in at least two different situations.
(i) When P q is the bar resolution and F q is the coradical filtration, see Theorem ??. In
this case A0 is the coradical.
(ii) When P q is the Anick resolution of k for B(V ), and the filtration is given by the
PBW basis induced by the convex ordering of the roots, see Theorem 4.4.3. In this
case A0 = k and we identify A+ with the augmentation ideal.
We set up a version of May spectral sequence analogous to the one in [GK, 5.5]. We
follow the construction in May [May] but without assuming that the module M is filtered.
Such a spectral sequence is also constructed in [BKN, §9] using a non-canonical filtration
on M induced by the filtration on A.
Theorem 3.4.3. Let A be a filtered finite-dimensional Hopf algebra , (P q, d) be a projective
resolution of the trivial module k, and assume that A and P q satisfy Condition 3.4.1. Let
M be an A-module. Then there exists a converging cohomological spectral sequence
E˜∗1 = H
∗(grA,MA0)⇒ H
∗(A,M)
equipped with a natural module structure over the multiplicative spectral sequence
E∗1 = H
∗(grA, k)⇒ H∗(A, k).
The action of grA on MA0 is via the projection grA→ A0 and then restricting the action
of A on M to the action of the subalgebra A0 ⊂ A.
Proof. Let C
q
(A,M) := HomA(P q,M) be the complex computing H
∗(A,M). Let
F iCn(A,M) := {f ∈ HomA(Pn, A) | f↓Fi−1Pn = 0} ⊂ C
n(A,M)
be a decreasing filtration on C
q
(A,M) making it into a filtered complex.
As Vn ⊂ Pn, we have an induced filtration (of vector spaces) on V q: FiVn = Fi(Vn⊗1) =
FiPn ∩ (Vn ⊗ 1). Using the isomorphism HomA(Vn ⊗A,M) ≃ Homk(Vn,M), we make the
identifications:
F iCn(A,M)
F i+1Cn(A,M)
=
{f : Vn →M | f↓Fi−1Vn = 0}
{f : Vn →M | f↓FiVn = 0}
≃
Homk(Vn/Fi−1Vn,M)
Homk(Vn/FiVn,M)
≃ Homk
(
FiVn
Fi−1Vn
,M
)
.
Letting n be the total and i be the internal degree, we have
Homk
(
FiVn
Fi−1Vn
,M
)
≃ HomgrA
(
FiPn
Fi−1Pn
,Mtr
)
≃ Hn,i(grA,Mtr).
Let E˜i,n−i0 (M) :=
F iCn(A,M)
F i+1Cn(A,M)
. Since A is finite-dimensional, the filtration is finite
and, hence, this defines the 0 page of the spectral sequence of a filtered complex C
q
(A,M)
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converging to H(A,M). We have identified the terms of the double complex E˜∗0(M) with
the complex C
q
(grA,MA0) computing cohomology H
∗(grA,MA0). To identify E˜
∗
1(M)
and H(grA,MA0) as complexes, it suffices to show that the differentials in E˜
∗(M) and
E˜∗(MA0) are the same, that is, that the differential dM in the spectral sequence only
depends on the A0-module structure on M .
Consider the differential dM :
E˜i,n−i0 (M) Homk
(
FiVn
Fi−1Vn
,M
)
E˜i,n−1−i0 (M)
dM
OO
Homk
(
FiVn−1
Fi−1Vn−1
,M
)
.
dM
OO
Let f ∈ Homk
(
FiVn−1
Fi−1Vn−1
,M
)
, x¯ ∈
FiVn
Fi−1Vn
, and let x ∈ FiVn be a representative of x¯. By
Condition 3.4.1(3) we can write d(x) = v0 ⊗ a0 + v
′ ⊗ a′ with a0 ∈ A0 and v
′ ∈ Fi−1Vn−1.
We now compute
dM (f)(x¯) = f(dM (x))
= f(v¯0)a0 + f(v¯
′)a′
∗
= f(v¯0)a0
= f(dMA0 (x)) = dMA0 (f)(x¯)
The equality (*) holds since v¯′ = v′ mod Fi−1Vn−1 = 0.
The statement about the action of E1(k) acting on E˜1(M) follows from the construction
of the spectral sequence. 
4. The Anick resolution
4.1. The setup. In this section we discuss the Anick graph and the construction of the
Anick resolution [Ani, Fa, CoU]. Let V be a finite-dimensional vector space with a basis
(xi)i∈I, and I an ideal of T (V ) such that ǫ(I) = 0, where ǫ : T (V ) → k is the standard
augmentation map, ǫ(xi) = 0 for all i ∈ I. Thus the algebra A := T (V )/I has an
augmentation map ǫ : A → k.
4.1.1. The tips. Let X be the set of words on the letters (xi)i∈I (including the empty word
1). Notice that X is a basis of T (V ). Let x, y ∈ X. We say that x is a subword of y if
there exist w, z ∈ X such that y = wxz. If w = 1, respectively z = 1, then we say that x
is a prefix, respectively a suffix, of y.
Let ℓ : X → N0 be the length function. The lex-length order < on X is defined as
follows: given v,w ∈ X, we say that v < w if either ℓ(v) < ℓ(w) or else ℓ(v) = ℓ(w) and v
is less than w for the lexicographical order (induced by the numeration of the basis). This
is a total order on X compatible with left and right multiplication.
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Here is a way to give a set of generators of the ideal I. Given f ∈ I − 0, write f as a
linear combination of elements of X; let xf be the largest element of X (with respect to
<) with non-zero coefficient. Then xf is called the tip of f . Consider the set of all tips of
all elements in I − 0. A tip t is minimal if each subword of x is not a tip (Anick calls a
minimal tip an obstruction). Let T be the set of minimal tips of I. For each t ∈ T we pick
ωt ∈ I such that t is the tip of ωt (which is not unique in general). Arguing recursively on
<, it is possible to show that
I = 〈ωt : t ∈ T 〉.
For each w ∈ X we also denote by w its image in A = T (V )/I. By [Ani, Lemmas 1.1
and 1.2], the set
B = {w ∈ X : t is not a subword of w ∀t ∈ T }(4.1.1)
is a basis of A.
4.1.2. The chains. Let n ∈ N0. We describe the n-chains which are words defined from
the minimal tips; they will provide a basis of the n-th term of the Anick resolution of A.
The unique 0-chain is the empty word 1. The 1-chains are the letters, i.e. the xi’s. Let
n ≥ 1. An n-chain is a word w such that:
(a) w admits a factorization w = uv such that u is an (n− 1)-chain and the suffix v does
not contain any minimal tip as a subword (i.e., does not contain any tip);
(b) for every suffix y 6= 1 of u as in (a), the word yv contains a minimal tip as a subword;
(c) any other prefix w′ of w does not satisfy (a) and (b) simultaneously.
Let M(n) be the set of n-chains. We urge the reader to check that M(2) is the set of minimal
tips—all requirements are needed.
There exists an alternative way to express the definition of n-chains. A word w =
xi1 · · · xit , ij ∈ I, is an (n+ 1)-chain if there exist integers aj , bj , 1 ≤ j ≤ n, such that
(1) 1 = a1 < a2 ≤ b1 < a3 ≤ b2 < · · · < an ≤ bn−1 < bn = t;
(2) xiajxiaj+1 . . . xibj−1xibj ∈ T for all 1 ≤ j ≤ n;
(3) for all 1 ≤ m ≤ n, the words xi1 · · · xis , s < bm, are not m-chains.
By [Ani, Lemma 1.3] the integers aj, bj satisfying (1)–(3) are uniquely determined and
• xi1 · · · xibn−1 is the unique prefix which is an (n− 1)-chain, and
• xibn−1+1 · · · xit does not contain any element of T as a subword.
Example 4.1.2. We fix N ≥ 2, V of dimension 1, x ∈ V − 0, I = 〈xN 〉. Thus T = {xN}.
Now M(0) = {1}, M(1) = {x}, and we claim that
M(2k) = {xNk}, M(2k + 1) = {xNk+1}, k ≥ 1.
Moreover a2i−1 = (i− 1)N + 1, a2i = (i− 1)N + 2, b2i−1 = iN , b2i = iN + 1. We proceed
by induction on k. If k = 2, then M(1) = {xN} since this is the unique minimal tip, and
{xN+1} is a 2-chain with a1 = 1, a2 = 2, b1 = N , b2 = N+1; thus, each word x
N+j, j > 1,
is not a 2-chain since xN+1 is a prefix of xN+j.
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Assume that k ≥ 2 and the statement holds for k. To compute M(2k + 2), we start
with the unique (2k + 1)-chain xkN+1 and the integers aj , bj already determined: a2k+1
should satisfy b2k−1 = kN < a2k+1 ≤ b2k = kN + 1, hence a2k+1 = kN + 1. Hence
M(2k + 2) = {x(k+1)N}. For M(2k + 3), we have that x(k+1)N+1 is a (2k + 3)-chain, hence
this is the unique (2k+3)-chain: indeed, if w = xs ∈ M(2k+3), then s > (k+1)N since w
should contain the (2k+2)-chain x(k+1)N as a prefix; but if s > (k+1)N , then w contains
the (2k + 3)-chain x(k+1)N+1 as a prefix so it cannot be a (2k + 3)-chain.
Let V(n) be the k-vector space with basis M(n). Then
M̂(n) := {u⊗ w : u ∈ M(n), w ∈ B}
is a basis of V(n)⊗A. Given u⊗ w, v ⊗ z ∈ M̂(n), if uw = vz, then u = v, w = z; indeed,
if ℓ(u) ≤ ℓ(v), then the n-chain u is a prefix of the n-chain v and (3) implies that u = v.
Hence the order on X induces an order on M̂(n): u⊗ w < v ⊗ z if uw < vz.
4.1.3. The Anick graph. We next introduce a graph which helps to compute the chains of
the Anick resolution [CoU]. Let Γ be the graph whose set of vertices is given by the union
of {1}, X and the set of all proper suffixes of the minimal tips. For the arrows, there exists
one arrow from 1 → x for each x ∈ X, and one arrow u → v if the word uv contains a
unique minimal tip such that it is a suffix of uv (possibly the word uv).
A basis of the free module of n-chains of the Anick resolution is given by paths of length
n starting at 1. Thus:
• There exists a unique 0-chain: 1.
• The set X gives a basis of the 1-chains.
• The set of minimal tips gives a basis of the 2-chains.
Notice that vertices v not connected to 1 (that is, without a path from 1 to v) do not
contribute new elements for the basis of chains, hence we may omit them and the related
arrows.
Example 4.1.3. Let ζ ∈ G′12, q ∈ k
×. We want to determine the Anick graph of the
Nichols algebra Bq of [AA, §10.7.5] (The scalar q corresponds to q12 in loc. cit.) In terms
of the PBW generators, Bq is presented by generators x1, x1112, x112, x12, x2, and relations
x41 = 0, x1x1112 = ζ
3q x1112x1, x1x112 = −q x112x1 + x1112,
x21112 = 0, x1x12 = ζ
9q x12x1 + x112, x1x2 = q x2x1 + x12
x3112 = 0, x1112x112 = ζ
2q x112x1112, x1112x12 = ζ
10q2 x12x1112 − q(1 + ζ)x
2
112,
x312 = 0, x112x12 = ζq x12x112, x1112x2 = −q
3x2x1112 + ζ
5q2 x12x112,
x22 = 0, x12x2 = −q x2x12, x112x2 = −q
2 x2x112 − q12(1 + ζ
9)x212.
Thus the set of obstructions is
M(2) = {x41, x
2
1112, x
3
112, x
3
12, x
2
2, x1x1112, x1x112, x1x12, x1x2,
x1112x112, x1112x12, x1112x2, x112x12, x112x2, x12x2}
and the Anick graph is
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There exists a vertex x21 with a loop on itself which we omit since this vertex is not
connected to 1. Using the graph we compute
M(3) = {x51, x
4
1x1112, x
4
1x112, x
4
1x12, x
4
1x2, x1x
2
1112, x
3
1112, x
2
1112x112, x
2
1112x12, x
2
1112x2,
x1x
3
112, x1112x
3
112, x
4
112, x
3
112x12, x
3
112x2, x1x
3
12, x1112x
3
12, x112x
3
12, x
4
12, x
3
12x2,
x1x
2
2, x1112x
2
2, x112x
2
2, x12x
2
2, x
3
2, x1x1112x112, x1x1112x12, x1x1112x2, x1x112x12,
x1x112x2, x1x12x2, x1112x112x12, x1112x112x2, x1112x12x2, x112x12x2}.
4.1.4. The resolution. We consider the Anick resolution of the A-module k. In [Ani, The-
orem 1.4] Anick introduced an A-free complex
V(n)⊗A
dn // V(n− 1)⊗A
dn−1 // V(1)⊗A
d1 // A
ǫ // k // 0(4.1.4)
and k-linear maps sn : V(n)⊗A → V(n+1)⊗A, n ∈ N0, such that (4.1.4) is an A-resolution
of k and s q is a contracting homotopy:
dn+1sn + sn−1dn = idV(n)⊗A for all n ∈ N.(4.1.5)
The maps dn, sn−1 are defined recursively; see for example [NWW, §4.1] for a left
module version. For n = 1, the map d1 is determined by
d1(x⊗ 1) = x for all x ∈ M(1),
while for s0 we give the values on each w ∈ B:
s0(w) = x⊗ z, w = xz, x ∈ M(1), z ∈ B.
Now assume that d1, . . . , dn−1, s0, . . . , sn−2 were already defined and satisfy:
(4.1.5) di−1di = 0, si−2si−1 = 0, for all 1 ≤ i ≤ n− 1.
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The morphisms of A-modules dn : V(n)⊗A → V(n− 1)⊗A are determined by
dn(u⊗ 1) = v ⊗ t− sn−2dn−1(v ⊗ t), u ∈ M(n), u = vt, v ∈ M(n− 1), t ∈ B.
Now we define sn−1. From (4.1.5), V(n−1)⊗A = ker dn−1⊕ im sn−2. We start by defining
(sn−1)| im sn−2 ≡ 0, so sn−1sn−2 = 0. Now we define (sn−1)| ker dn−1 recursively on the
order of the leading term of each element of ker dn−1, which we write in terms of the basis
M̂(n− 1). We require dn(sn−1)| ker dn−1 = idker dn−1 . Let
K =
∑
j∈Im
aj uj ⊗ bj ∈ ker dn−1, aj ∈ k
×, uj ∈ M(n− 1), bj ∈ B.
We assume that u1 ⊗ b1 is bigger than uj ⊗ bj for all j > 1. We write uj = vjtj, where
vj ∈ M(n− 2), tj ∈ B. Hence
0 = dn−1(K) = a1 v1 ⊗ t1b1 + K̂, K̂ :=
∑
j≥2
ajdn−1(uj ⊗ bj)− sn−3dn−2(a1v1 ⊗ t1b1)
Hence t1b1 /∈ B, otherwise v1 ⊗ t1b1 is the biggest element of M̂(n − 1) in the previous
expression of dn−1(K) with non-zero coefficient. Now we write b1 = w1y1, where w1 is the
shortest prefix of b1 such that t1w1 /∈ B. Hence u1w1 = v1t1w1 ∈ M(n). Hence we set
sn−1(K) := a1 u1w1 ⊗ y1 + sn−1
∑
j∈Im
aj uj ⊗ bj − dn(a1 u1w1 ⊗ y1)
 .(4.1.6)
Below the differentials dn and the maps sn will be denoted simply by d and s.
4.2. Application to Nichols algebras. We consider now the Anick resolution of a
Nichols algebra Bq of diagonal type associated to the presentation given by PBW gener-
ators (xβ)β∈∆q+ . We fix a convex order on ∆
q
+, which induces a total order on the letters:
xβ1 > xβ2 > · · · > xβm . We set Nβ = ord qββ .
The defining relations of Bq are
x
Nβ
β = 0, Nβ finite;(4.2.1) [
xβi , xβj
]
c
=
∑
ni+1,...,nj−1∈N0
c(i,j)ni+1,...,nj−1 x
nj−1
βj−1
. . . x
ni+1
βi+1
, i < j.(4.2.2)
where c
(i,j)
ni+1,...,nj−1 ∈ k can be computed explicitly [An1, Lemma 4.5].
We denote by xβ, β ∈ ∆
q
+, the set of letters for the tips and the chains, to distinguish
them from the generators xβ of the Nichols algebra Bq. The minimal tips are the following:
xαxβ, α > β ∈ β ∈ ∆
q
+; x
Nβ
β , β ∈ ∆
q
+.(4.2.3)
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Hence the Anick graph looks locally as
1
zz✈✈
✈✈
✈✈
✈✈
✈✈
$$❍
❍❍
❍❍
❍❍
❍❍
❍
xα

// xβ

xNα−1α
CC ::✉✉✉✉✉✉✉✉✉✉✉✉✉✉✉✉✉✉✉✉✉
x
Nβ−1
β
CC
for α > β, where if Nα = 2, then the loop between xα and x
Nα−1
α is understood to be
collapsed to a loop from xα to itself, and similarly for xβ . If Nα > 3, then there exist
vertices xtα and x
Nα−t
α for each 2 ≤ t ≤ Nα − 2, and arrows between them. These vertices
are not connected to 1 and are omitted.
Now we describe the set of chains. For each δ ∈ ∆q+ we set
fδ : N0 → N0, fδ(2k) = Nβk, fδ(2k + 1) = Nβk + 1, k ∈ N0.(4.2.4)
The set of all n-chains, n ∈ N, is given by
M(n) =
{
x
fβ1(n1)
β1
x
fβ2(n2)
β2
. . . x
fβm(nm)
βm
:
∑
nj = n
}
.(4.2.5)
4.3. Quantum linear spaces. These are the less complicated Nichols algebras of diagonal
type. Let q = (qij)i,j∈I be as above and assume that qijqji = 1 for all i 6= j ∈ I. Let
I
′ = {i ∈ I : qii ∈ G
′
∞} and for i ∈ I
′, set Ni = ord qii. Then Bq is presented by generators
yi, i ∈ I, with relations
yiyj = qijyjyi, i < j ∈ I,(4.3.1)
yNii = 0, i ∈ I
′.(4.3.2)
Proposition 4.3.3. The cohomology ring of Bq is generated by ηi for i ∈ I and ξj, for
j ∈ I′ with relations
ξhξj = q
NhNj
hj ξjξh, h < j ∈ I
′,
ηiξj = q
Nj
ij ξjηi, i ∈ I, j ∈ I
′,
ηiηk = −qikηkηi, i < k ∈ I,
η2i = 0, i ∈ I, Ni > 2,
ηiξi = ξiηi, i ∈ I
′.
(4.3.4)
If Ni = 2, then η
2
i = ξi. If M is a finitely generated Bq-module, then H(Bq,M) is finitely
generated as a module over H(Bq,k).
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Proof. We will construct the Anick resolution K q of k as a Bq-module. The following
notation will be helpful. For each i, 1 ≤ i ≤ θ, let σi, τi : N0 → N0 be the functions defined
by
σi(a) =
 1, if a is oddNi − 1, if a is even,
and τi(a) =
a∑
j=1
σi(j) for a ≥ 1, τ(0) = 0.
We claim that the differential d of the Anick resolution is given as follows:
d(y
τ1(a1)
1 · · · y
τθ(aθ)
θ ⊗1) =
θ∑
i=1
(∏
ℓ<i
(−1)aℓq
−σi(ai)τℓ(aℓ)
ℓi
)
y
τ1(a1)
1 · · · y
τi(ai−1)
i · · · y
τθ(aθ)
θ ⊗y
σi(ai)
i ,
where we set y
σi(0)
i = 0. This is the right module analog of a formula from [MPSW, §4],
for an explicitly constructed minimal resolution of k as a Bq-module. (There is a slight
difference in comparison of our formulas to those in [MPSW] since we are working with
right modules. This also leads to a slight difference in relations among the generators.)
The resolution from [MPSW] is in fact the Anick resolution: The modules in the Anick
resolution will have the same vector space dimension in each degree by construction, im-
plying that the Anick resolution is also minimal in this case, and so comparison maps
between the Anick resolution and this one must be isomorphisms in each degree.
Next apply HomS(−,k) to K q in order to compute Ext
∗
S(k,k). Note that d
∗ is the
zero map since y
σi(ai)
i acts as 0 on k. Thus in degree n the cohomology is a vector
space of dimension
(
n+θ−1
θ−1
)
. Now let ξi ∈ HomS(K2,k) be the function dual to y
Ni
i ⊗ 1
and ηi ∈ HomS(K1,k) be the function dual to yi ⊗ 1. Identify these functions with the
corresponding elements in H2(S,k) and H1(S,k), respectively. We claim that ξi, ηi generate
H(S,k). We also denote by ξi and ηi the corresponding chain maps ξi : Kn → Kn−2 and
ηi : Kn → Kn−1 given by
ξi(y
τ1(a1)
1 · · · y
τθ(aθ)
θ ⊗ 1)=
∏
ℓ>i
q
−Niτℓ(aℓ)
iℓ y
τ1(a1)
1 · · · y
τi(ai−2)
i · · · y
τθ(aθ)
θ ⊗ 1
ηi(y
τ1(a1)
1 · · · y
τθ(aθ)
θ ⊗ 1)=∏
ℓ<i
q
−(σi(ai)−1)τℓ(aℓ)
ℓi
∏
ℓ>i
(−1)aℓq
−τℓ(aℓ)
iℓ y
τ1(a1)
1 · · · y
τi(ai−1)
i · · · y
τθ(aθ)
θ ⊗ y
σi(ai)−1
i .
Note this implies that if ai is even and Ni > 2, then ηi(y
τ1(a1)
1 · · · y
τθ(aθ)
θ ⊗ 1) = 0, since
yNi−2i acts as 0 on k. Calculations show that these maps satisfy the following equations:
(4.3.5) ξiξj = q
NiNj
ij ξjξi, ηiξj = q
Nj
ij ξjηi, and ηiηj = −qijηjηi
for all i < j, and ηiξi = ξiηi for all i, with one exception: If Ni = 2, then η
2
i = ξi (so
that we may leave ξi out of our choice of generators, or not, as is convenient), while
if Ni > 2, then η
2
i = 0. Due to these equations, any element in the subalgebra of
Ext∗S(k, k) generated by the ξi and ηi may be written as a linear combination of ele-
ments of the form ξb11 · · · ξ
bθ
θ η
c1
1 · · · η
cθ
θ with bi ≥ 0 and ci ∈ {0, 1}. Such an element takes
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yb1N1+c1 · · · ybθNθ+cθθ ⊗ 1 to a nonzero scalar multiple of 1 and all other S-basis elements
of K∑(2bi+ci) to 0. Recall that the dimension of Hn(S,k) is (n+θ−1θ−1 ); consequently, the
elements ξb11 · · · ξ
bθ
θ η
c1
1 · · · η
cθ
θ form a k-basis for H(S,k).
For the last statement, we may induct on the length of a composition series of M , and
it suffices to prove the statement in the case that M is a simple module. The generators
of Bq are all nilpotent, and so the only simple module is the trivial module k, for which
the statement is clear. 
4.4. Cohomology of graded algebras with convex PBW basis. Here we consider a
graded connected algebra R = ⊕n∈N0R
n with a finite PBW-basis B = B({1}, X, <, h); that
is X is a finite subset of R with r = |X| elements, < a total order on X (with a numeration
X = {x1, x2, . . . } such that i < j if and only if xi < xj) and a function h : X → N ∪ {∞},
xi 7→ Ni (h is called the height), such that
B =
{
xerr x
er−1
r−1 . . . x
e2
2 x
e1
1 : 0 ≤ ei < Ni
}
is a k-basis of R. Let I = {1, . . . , r} and I′ = {i ∈ I : Ni < ∞}. We assume that the
elements of X are homogeneous: xj ∈ R
dj , dj ∈ N. We set
deg b = (e1, . . . , er,
∑
j
ejdj) ∈ N
r+1
0 , b = x
er
r x
er−1
r−1 . . . x
e2
2 x
e1
1 ∈ B.
Let  be the lexicographical order, reading from the right, on Nr+10 . We consider the
N
r+1
0 -filtration on R given by
Rf = 〈b ∈ B : deg b  f〉, f = (f1, . . . , fr+1) ∈ N
r+1
0 .
Inspired by [DCK], we also assume that the PBW-basis B is convex, i.e. (Rf )f∈Nr+10
is an
algebra filtration. It can be shown that the PBW-basis B is convex if and only if
(a) for every i, j ∈ I with i < j, there exists qij ∈ k such that
xixj = qijxjxi +
∑
f≺deg xi+deg xj
Rf ;(4.4.1)
(b) for every i ∈ I′,
xNii ∈
∑
f≺Ni deg xi
Rf .(4.4.2)
See [AAH]. We call this the PBW-filtration. Assume that in (4.4.1), qij 6= 0 for all i < j.
Then the associated graded algebra S := grR is a quantum linear space, i.e. it is presented
by generators yi (the class of xi) and relations (4.3.1), (4.3.2).
The PBW basis gives rise to the Anick resolution computing H(R, k) and H(R,M) for an
R-moduleM as in §4.1. By construction of the resolution, xℓiNii are chains of cohomological
degree 2ℓi. In the next theorem we prove that if the dual cochains (x
ℓiNi
i )
∗ are cocycles,
then H∗(R, k) has fgc.
Theorem 4.4.3. Let R be a graded connected algebra with a finite convex PBW-basis
satisfying all of the assumptions above. Suppose that there exist positive integers ℓi for
any i with Ni < ∞, such that the cochains
(
x
ℓiNi
i
)∗
are cocycles on the Anick resolution,
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that is, represent elements in H(R,k). Then H(R,k) is finitely generated and H(R,M) is
finitely generated as a module over H(R,k) for any finitely generated R-module M .
Proof. Observe that grR is a quantum linear space. By Proposition 4.3.3, the cohomology
H(grR,k) is finitely generated over its subalgebra generated by ξℓii for all i ∈ I
′, since it
is generated by all ξi, ηi. Since the Anick resolution for R is compatible with the PBW-
filtration on R, there exists an associated spectral sequence E convergent to H(R,k) whose
E1-page is H(grR,k); see Theorem 3.4.3. Moreover, the cochains (x
ℓiNi
i )
∗ are the images
of ξℓii in the spectral sequence (see the proof of Proposition 4.3.3) and so by assumption,
the ξℓii are permanent cycles. Thus the hypotheses of Lemma 3.3.2 are satisfied, and,
hence, H(R,k) is left Noetherian. (That is, grH(R,k) is Noetherian, from which it follows
that H(R,k) is Noetherian.) Finite generation follows from Lemma 3.1.1 taking K to be
a trivial algebra there.
If M is a finitely generated R-module, then since the Condition 3.4.1 is satisfied, Theo-
rem 3.4.3 implies that H(R,M) is finitely generated as an H(R,k)-module. 
The following corollary is immediate since Nichols algebras of diagonal type have convex
PBW bases.
Corollary 4.4.4. Let Bq be a finite-dimensional Nichols algebra of diagonal type. If Bq
satisfies Condition 1.4.1, then it has fgc. 
5. Cohomology of the Drinfeld double
In this section we prove that if the bosonization of a Nichols algebra of diagonal type
has fgc then so does its Drinfeld double.
We briefly recall the general definition of a twisting map τ for two algebras A and B:
Let τ : B ⊗ A → A ⊗ B be a bijective k-linear map for which τ(1B ⊗ a) = a ⊗ 1B ,
τ(b⊗ 1A) = 1A ⊗ b for all a ∈ A and b ∈ B, and the following compositions of maps from
B ⊗B ⊗A⊗A to A⊗B are equal:
τ ◦ (mB ⊗mA) = (mA ⊗mB)(1⊗ τ ⊗ 1)(τ ⊗ τ)(1⊗ τ ⊗ 1),
where mA (respectively, mB) denotes multiplication on A (respectively, on B), and 1
denotes an identity map. The twisted tensor product algebra A⊗τ B is A⊗B as a vector
space, and its multiplication is the composition (mA ⊗mB)(1⊗ τ ⊗ 1).
If A and B are Hopf algebras, we say that τ is a Hopf twisting if A⊗τB is a Hopf algebra
with coalgebra structure being the usual tensor product of coalgebras (no twisting), and
A, B are Hopf subalgebras. The augmentation map is ǫA ⊗ ǫB : A⊗τ B → k.
We assume that the Hopf twisting τ is compatible with coradical filtrations, that is for
CA0 ⊂ C
A
1 ⊂ · · · and C
B
0 ⊂ C
B
1 ⊂ · · ·
the coradical filtrations of A and B, we have
τ(CBb ⊗ C
A
a ) ⊂
∑
r+s≤a+b
CAr ⊗ C
B
s .
Then the associated graded space gr(A⊗τ B) is again a Hopf algebra.
We will need a special case of the twisting construction to apply it to Nichols algebras:
Assume that A and B are graded by abelian groups Γ and Γ′. Let t : Γ × Γ′ → k× be a
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bicharacter (that is, it induces a homomorphism Γ⊗Z Γ
′ → k× of abelian groups). Define
τ : B ⊗A→ A⊗B by τ(b⊗ a) = t(|a|, |b|)a ⊗ b for all homogeneous a ∈ A, b ∈ B, where
|a| ∈ Γ, |b| ∈ Γ′ denote grading. In order to distinguish a twisted tensor product algebra
A ⊗τ B for which the twisting τ is defined by a bicharacter t in this way, we will write
A⊗t B for this twisted tensor product algebra.
Due to the following result of Bergh and Oppermann [BO, Theorem 3.7], the cohomology
of A⊗t B can be computed.
Theorem 5.0.1. Let A and B be augmented algebras graded by abelian groups Γ and Γ′.
Let t be a bicharacter on Γ× Γ′. There is a twisting map tˆ, induced by the bicharacter t,
for which
H(A⊗t B,k) ∼= H(A,k)⊗tˆ H(B,k).
Let A = R#kΓ and B = (R#kΓ)# with R = B(V ). Let D = D(A) be the Drinfeld
double of A. Since A and B are subalgebras of D = D(A) and, as a vector space, D is
isomorphic to A⊗B, there is an isomorphism of algebras,
D ∼= A⊗τ B,
where A⊗τ B is a twisted tensor product algebra whose twisting map τ : B⊗A→ A⊗B
is defined to correspond to multiplication in D. The augmentation map on D(A) is
ǫD(A) = ǫA ⊗ ǫB).
Recall that A and B are both coradically graded. With respect to the coradical filtration
on D, there is indeed an isomorphism
grD ∼= A⊗t B
for some bicharacter t on grading groups of A and B. The bicharacter t is defined by
the braiding c and the group action. See, for example, [Be]. Hence, as a consequence of
Theorem 5.0.1, H∗(grD,k) can be computed in terms ofH∗(A,k) andH∗(B,k). Moreover,
since grD is a Hopf algebra, its cohomology is graded commutative so the bicharacter tˆ
takes values ±1.
To show that D has finitely generated cohomology we will establish that H∗(D,k) has
“enough” cocycles and apply Evens Lemma (3.3.2).
Let P q, Q q be bar resolutions of k as an A-module and as a B-module. Then as in [BO,
SW] for left modules, we may form the twisted tensor product resolutions P q ⊗τ Q q and
P q⊗tQ q of k as a right A⊗τ B-module and a right A⊗
tB-module, respectively. We recall
here briefly this construction, and translate to right modules: As a complex of vector
spaces, each of P q⊗τ Q q and P q⊗
tQ q is simply P q⊗Q q, and it remains to define the A⊗τ B-
and A⊗t B-module structures on each vector space Pi ⊗Qj . We will do this for A⊗τ B,
and A⊗t B is similar. For each j, define τj : Qj ⊗A→ A⊗Qj by iterating τ . The right
module structure is defined by the following composition of maps:
(5.0.2) Pi⊗Qj ⊗A⊗B
1⊗ τj⊗1 // Pi⊗A⊗Qj⊗B
ρPi⊗ρQj // Pi ⊗Qj ,
where ρPi and ρQj denote the module structure maps.
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Lemma 5.0.3. Let f ∈ HomA(Pi,k) be a cocycle. Then f extends to a cocycle representing
an element in H∗(D,k). A similar statement holds for H∗(B,k).
Proof. The first statement will follow from the construction of the resolution P q⊗τ Q q and
the definitions. The second statement involves switching the order of P q and Q q. This
asymmetry in the proof is due to the asymmetry of choosing to work with right modules
instead of left modules.
Let f ∈ HomA(Pi,k) be a cocycle. We first claim that f⊗ǫB, as a function on Pi⊗τQ0 =
Pi ⊗τ B, is an A⊗τ B-module homomorphism.
Consider
(5.0.4) (f ⊗ ǫB)((x⊗ y) · (a⊗ b))
where x ∈ Pi, a ∈ A, and b, y ∈ B. Expression (5.0.4) can be evaluated by first applying
1 ⊗ τ ⊗ 1 to x ⊗ y ⊗ a ⊗ b, then applying f ⊗ ǫA ⊗ ǫB ⊗ ǫB to the result, since f is an
A-module homomorphism and A acts trivially on k. We wish to show this is equal to
(5.0.5) ((f ⊗ ǫB)(x⊗ y)) · (a⊗ b) = (f ⊗ ǫB)(x⊗ y)ǫD(A)(a⊗ b) = f(x)ǫB(y)ǫA(a)ǫB(b).
It suffices to show this for all y from a set of generators of B, for all a from a set of
generators of A, and for all x ∈ Pi and b ∈ B. If either a or y is an element of the field k,
the expression (5.0.4) is equal to
(f ⊗ ǫB)((x · a)⊗ (y · b)) = f(x · a)ǫB(y · b) = f(x)ǫB(y)ǫA(a)ǫB(b),
as desired. Now assume that a and y are generators in the kernel of the augmentation
maps for A and B, respectively, so each is either a root vector or a difference of group
elements. The case where either is a difference of group elements is straightforward since
applying ǫ to either of the middle two factors will yield 0 after applying τ . Now assume
that a and y are both root vectors. Then by Proposition 2.5.2 we have that in D(A),
ya = λay + κ(1− gχ)
where λ, κ are scalars, g ∈ Γ, χ ∈ Γ̂. Then
(f ⊗ ǫB)((x ⊗ y) · (a⊗ b)) =
(f ⊗ ǫA ⊗ ǫB ⊗ ǫB)(λx⊗ a⊗ y ⊗ b+ κx⊗ 1⊗ 1⊗ b− κx⊗ g ⊗ χ⊗ b) =
λf(x)ǫA(a)ǫB(y)ǫB(b) + κ(f(x)ǫB(b)− f(x)ǫA(g)ǫB(χ)ǫB(b) =
0
where the first term disappears since ǫB(y) = 0 and the second two terms cancel out since
ǫA(g) = ǫB(χ) = 1. We also have f(x)ǫB(y)ǫA(a)ǫB(b) = 0 since ǫB(y) = 0. Therefore
the expressions (5.0.4) and (5.0.5) are equal, as desired. It follows that f ⊗ ǫB is an
A⊗τ B-module homomorphism, that is, f ⊗ ǫB ∈ HomA⊗τB(Pi ⊗Q0,k).
By hypothesis, 0 = d∗i+1(f) = fdi+1 where di+1 : Pi+1 → Pi is the differential. Letting
d denote the differential on P q ⊗τ Q q,
d∗(f ⊗ ǫB) = (f ⊗ ǫB)(di+1 ⊗ 1 + (−1)
i ⊗ d1) = fdi+1 ⊗ ǫB + (−1)
if ⊗ ǫBd1 = 0.
Therefore f ⊗ ǫB is a cocycle representing an element of H(D,k).
Now let g ∈ HomB(Qj ,k) be a cocycle representing an element of H(B, k). Note that
A⊗τ B ∼= B⊗τ−1A. Let Q q⊗τ−1 P q be the twisted tensor product resolution corresponding
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to this inverse twisting τ−1. By the above arguments, g ⊗ ǫ is a cocycle representing an
element of H(A ⊗τ B, k). Since P q ⊗τ Q q is quasi-isomorphic to Q q ⊗τ−1 P q (in fact, a
comparison map is given by iterating τ), there is a cocycle g′ defined on the resolution
P q⊗τ Q q corresponding to g⊗ǫ on Qi⊗τ−1 P0. Note that in general g
′ will not equal ǫA⊗g,
due to the twisting.

Theorem 5.0.6. If the Nichols algebra R = B(V ) and its dual R# have fgc, then the
Drinfeld double D = D(B(V )#kΓ) of the bosonization B(V )#kΓ has fgc.
Proof. Let A = R#kΓ and B = A#. By hypothesis, A and B have finitely generated co-
homology, specifically, the cohomology H(A,k) is a finite module over a finitely generated
commutative subalgebra, and similarly for H(B,k). Choose generators of these commuta-
tive subalgebras and representative cocycles on P q and Q q; we will use these in a spectral
sequence argument in combination with Theorem 5.0.1.
As a consequence of the Theorem 5.0.1, A⊗tB has finitely generated cohomology since
both A and B do. Of necessity, since A ⊗t B is also a Hopf algebra, H(gr(A ⊗τ B),k)
is graded commutative, and so tˆ will in the end only take values ±1. We will next show
that A ⊗τ B also has finitely generated cohomology. This relies on existence of needed
cocycles. Let f ∈ HomA(Pi,k) be a cocycle representing an element of H(A,k). Then by
Lemma 5.0.3, f extends to a cocycle representing an element of H(A ⊗τ B,k). A similar
statement holds for H(B,k).
Next note that the filtration on A⊗τB induces a filtration on the resolution P q⊗τQ q. Let
E be the corresponding spectral sequence. Page E1 is H(A⊗
tB,k), which by Theorem 5.0.1
is isomorphic to H(A,k)⊗tˆH(B,k). The cohomology H(A⊗τ B,k) is the homology of the
total complex of the bicomplex
HomA⊗τB(P q ⊗τ Q q,k).
By the above argument, a cocycle f ∈ HomA(Pi,k) representing an element of H
i(A,k)
may be extended to a cocycle f ⊗ ǫ ∈ HomA⊗τB(Pi ⊗τ Q0,k) representing an element of
H(A ⊗τ B,k). This is thus a permanent cocycle in the spectral sequence E. Moreover, it
corresponds to f ⊗ ǫ, this time representing an element of the E1-page H(A,k)⊗
tˆH(B,k).
Similarly, a cocycle g ∈ HomB(Qj,k) representing an element of H
j(B,k) may be extended
to a cocycle g′ ∈ HomA⊗τB(P0⊗τ Qj ,k) representing an element of H(A⊗τ B,k). Thus we
obtain, for each chosen generator of H(grA⊗τ B,k), a permanent cocycle in the spectral
sequence. Applying the spectral sequence Lemma 3.3.2, since H(A⊗tB,k) is a finite module
over a finitely generated (commutative) subalgebra, H(A ⊗τ B,k) is finitely generated.
(A commutative subalgebra can be found by taking high enough powers of the chosen
generators since the defining parameters and thus also the values of the bicharacter tˆ are
all roots of unity.)
Now let M be a finitely generated A ⊗τ B-module. Then H(A ⊗τ B,M) is a graded
module over H(A⊗τ B,k). The coradical filtration on A⊗τ B induces a filtration on the
bar resolution K q of k as A ⊗τ B-module and thus on HomA⊗τB(K q,M). Let E˜
∗ be the
corresponding spectral sequence. Arguing as in [Ja, §I.9.13], we get a spectral sequence
E˜∗M = H(grA⊗τ B,k)⊗M ⇒ H(A⊗τ B,M).
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which is a module over the spectral sequence E˜∗. By Lemma 3.3.2, H(A⊗τB,M) is finitely
generated over H(A⊗τ B,k). 
Part II. Permanent cocycles for Nichols algebras of diagonal type
In this Part we deal with
Condition 1.4.1. Let U be a braided vector space of diagonal type whose Nichols
algebra is finite-dimensional. For every positive root γ ∈ ∆U+, there exists Lγ ∈ N such
that the cochain
(
x
Lγ
γ
)∗
is a cocycle on the Anick resolution, i.e. represents an element in
H(B(U),k).
We shall prove that Condition 1.4.1 holds for one representative U of each Weyl-
equivalence class in the classification of [H2]. By Theorem 4.4.3 this shows that B(U)
has fgc and as explained in §1.4, this implies Theorem 1.3.1. We argue also by induction
on dimU ; in other words we often assume that the root γ has full support, i.e. supp γ = I.
Towards this, we choose the representative U in the Weyl-equivalence class in such a way
that Condition 1.4.1 was already verified for any proper subdiagram.
We discuss the strategy in Section 6, a summary been given in § 6.4. Proofs of the
technical statements in this Section are deferred to Section 10. We proceed case by case
in Sections 7 (classical Cartan and super types), 8 (exceptional Cartan and super types)
and 9 (modular types wk(4) and br(2)). The remaining Nichols algebras of diagonal type
in the classification are dealt with in Part III [?].
6. The strategy
6.1. The setup. Let q be the braiding matrix of U and denote by Bq the corresponding
Nichols algebra as before. For δ ∈ ∆q+ recall that Nδ = ord qδδ. Recall that the set of
n-chains, n ∈ N, is given by
M(n) =
{
x
fδ1 (n1)
δ1
x
fδ2 (n2)
δ2
. . . x
fδm(nm)
δm
:
∑
nj = n
}
,(4.2.5)
where for δ ∈ ∆q+ we introduce fδ : N0 → N0 by
fδ(2k) = Nδk, fδ(2k + 1) = Nδk + 1, k ∈ N0.
The starting point is the following straightforward observation.
Remark 6.1.1. Let γ ∈ ∆q+ and L ∈ N.
(a) xLγ is a chain if and only if L is of the form ℓNγ or ℓNγ + 1, for some ℓ ∈ N.
(b) A cochain (xLγ )
∗ is a cocycle if and only if for any chain c ∈ M(n + 1) such that
d(c ⊗ 1) ∈ V(n) ⊗ Bq, when written as a linear combination of basis elements, the
term xLγ ⊗ 1 has zero coefficient.
Because of Theorem 4.4.3 and Remark 6.1.1 (a) we shall assume that L = ℓNγ for ℓ ∈ N.
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We reduce the set of chains c ∈ M(n+1) to be considered in (b) using degree and grading
constraints. First, since the relations of Bq are N
I
0-homogeneous by definition we have:
Lemma 6.1.2. The differential of the Anick resolution preserves the NI-grading. 
Let c = x
fδ1 (n1)
δ1
x
fδ2 (n2)
δ2
. . . x
fδm(nm)
δm
∈ M(n+ 1) such that
d(c⊗ 1) = . . .+ λx
ℓNγ
γ ⊗ 1 + . . . , λ 6= 0,
as a linear combination of basis elements. By Lemma 6.1.2 and since x
ℓNγ
γ is a 2ℓ-chain,
we have the following constraints:
fδ1(n1)δ1 + · · ·+ fδm(nm)δm = ℓNγγ,(6.1.3)
n1 + · · ·+ nm = 2ℓ+ 1.(6.1.4)
Henceforth we refer to the conditions (6.1.3) and (6.1.4) on the chains as the NI0-grading
and homological degree constraints. Writing the roots as linear combinations of
simple roots, (6.1.3) and (6.1.4) boil down to a system of equations on {n1, . . . , nm, ℓ}.
Let γ ∈ ∆q+ and ℓ ∈ N. We summarize now the approaches to verify that (x
ℓNγ
γ )∗ is a
cocycle using Remark 6.1.1 (b). Thus we need to consider the chains c ∈ M(n + 1) in (b)
up to degree and grading constraints.
◦ We introduce integers Pγ , Qγ in §6.2. If Nγ > Pγ , Qγ , then (x
Nγ
γ )∗ is a cocycle of degree
2, by Lemma 6.2.5. Here ℓ = 1.
We may assume that γ is not simple, otherwise it is covered by the previous discussion.
Then there are β, δ ∈ ∆q+ such that β < γ < δ, γ = β + δ. If Nγ is small, typically 2 or 3,
then the condition Nγ > Pγ , Qγ does not hold.
◦ Assume that Nγ = 2 and condition (6.2.9) holds. Then (x
Nγ
γ )∗ is a 2-cocycle by Lemma
6.2.8. Again ℓ = 1.
◦ Condition (6.2.9) is about the relations between the root vectors xβ, xγ , xδ. If it does
not hold, then a finer analysis is needed. We summarize in Proposition 6.3.2 all possible
cases that we need to check in this setting when Nγ = 2.
◦ Similarly we summarize in Proposition 6.3.23 all possible cases to check when Nγ > 2
and the condition Nγ > Pγ , Qγ does not hold.
Propositions 6.3.2 and 6.3.23 depend on several Lemmas whose proof is deferred to
Section 10.
The techniques presented in Lemma 6.2.5, Lemma 6.2.8, Proposition 6.3.2 and Propo-
sition 6.3.23 are applied to those Dynkin diagrams in the list of [H2] with a continuous
parameter in Sections 7, 8 and 9. The remaining diagrams in the classification are treated
in Part III.
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6.2. Degree 2 cocycles. We discuss two techniques to get generators of degree 2 in
cohomology from root vectors. First we introduce Pγ and Qγ that under suitable conditions
imply the existence of the cocycles.
Definition 6.2.1. Let γ ∈ ∆q+. We define
Pγ = max{P ∈ N : ∃ distinct δ1, δ2, δ3 ∈ ∆
q
+ such that δ1 + δ2 + δ3 = Pγ},
Qγ = max{Q ∈ N : ∃ distinct δ1, δ2 ∈ ∆
q
+ such that Nδ1δ1 + δ2 = Qγ}.
We set Pγ = 0, respectively Qγ = 0 if no such relation exists.
Remark 6.2.2. For any specific γ ∈ ∆q+, the computation of Pγ , Qγ depends only on the
combinatorics of the corresponding root system, see for example Lemma 6.2.7. We will
leave these calculations for an interested reader in the later sections as they are straight-
forward to do in any specific case.
Example 6.2.3. If γ is simple, then Pγ = Qγ = 0. Also, if γ is not simple, then
Pγ ≥ 2.(6.2.4)
For, since γ is not simple, γ = β + δ for some distinct β, δ ∈ ∆q+, hence 2γ = γ + β + δ.
Lemma 6.2.5. Let γ ∈ ∆q+. If Nγ > Pγ , Qγ, then (x
Nγ
γ )∗ is a cocycle of degree 2. In
particular, if γ is simple, then (x
Nγ
γ )∗ is a cocycle of degree 2.
Proof. To show that (x
Nγ
γ )∗ is a cocycle, we use Remark 6.1.1 (b). That is, we show that
there is no chain c ∈ C3 such that x
Nγ
γ ⊗ 1 is among the terms, with nonzero coefficient,
of d3(c⊗ 1) ∈ C2 ⊗A.
The chains in C3 are of the form x
Nβ+1
β , x
Nβ
β xδ, xβx
Nδ
δ and xβxδxη. We consider these
cases separately.
For c = x
Nβ+1
β , d3(c) = x
Nβ
β ⊗ xβ, which is not of the required form.
Let c = x
Nβ
β xδ. If x
Nγ
γ ⊗1 is present in d3(c⊗1), then Lemma 6.1.2 implies that we have
a numerical relation
Nββ + δ = Nγγ,
which contradicts the assumption Nγ > Qγ . The case xβx
Nδ
δ is similar.
Finally, if c = xβxδxη, and x
Nγ
γ ⊗ 1 is present in d3(c⊗ 1), then we have a relation
β + δ + η = Nγγ
which again contradicts the assumption Nγ > Pγ . 
Because of the previous Lemma we need to compute Pγ and Qγ ; this is simplified via
the following result. Let W be the Weyl groupoid of the Nichols algebra Bq, see [H1] or
[AA].
Lemma 6.2.6. Let δ1, δ2, δ3 ∈ ∆
q
+. Then there exist w ∈ W and τ ∈ Sθ such that
w(δi) ∈ ∆
p
+ ∩
(
Zγτ(1) + Zγτ(2) + Zγτ(3)
)
, i = 1, 2, 3,
for a suitable p.
Proof. See [CuH, Theorem 2.3]. 
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Lemma 6.2.7. Assume that q is of Cartan type and that γ is not simple.
(a) In types Aθ, Dθ and Eθ, we have Pγ = 2 and Qγ = 1.
(b) In types Bθ, Cθ and F4, we have Pγ ≤ 3 and Qγ = 2.
(c) In type G2, Pγ ≤ 4 and Qγ ≤ 3.
Proof. (a) Type A: Let γ = γij with i < j. Suppose that there exists P ∈ N such that
Pγij = γkℓ + γmn + γsu with k ≤ m ≤ s (and the three roots in the right are different).
Then the coefficient of γk in the right hand side is at most 3, so P ≤ 3. If P = 3, then
k = m = s = i and ℓ, n, u are all different. If, say, u is the largest of them, then the
coefficient of γu in the right hand side is 1, a contradiction. Thus Pγ = 2 by (6.2.4). Next,
suppose that there exists P, t ∈ N such that Pγij = tγkℓ + γmn (and the two roots in the
right are different). Arguing as before, we see that P ≤ 1, and (6.2.4) applies. Types D,E:
this follows from Type A and Lemma 6.2.6.
(b) Type B: Let γ1, . . . , γθ be the simple roots with γθ the short root. Then the roots
come in three flavors: γi+. . .+γj , i < j < θ, γi+. . .+γθ, and γi+. . .+γj−1+2γj+. . .+2γθ,
i < j ≤ θ. Hence, the maximum P is 3 and Pγ ≤ 3; similarly, Qγ ≤ 2. Note that Pγ = 3
and Qγ = 2 can occur, e.g.
(γθ−2 + γθ−1) + (γθ−2 + γθ−1 + γθ) + (γθ−2 + γθ−1 + 2γθ) = 3(γθ−2 + γθ−1 + γθ).
Type C: The coefficient of γθ in γ is 0 or 1, but in the former, γ belongs to a sub-diagram
of type Aθ−1 that was already settled. Looking at the coefficient of γθ in both sides of
δ1 + δ2 + δ3 = Pγ, we conclude that P ≤ 3. Similarly, Qγ ≤ 2. Note that Pγ = 3 and
Qγ = 2 can occur, e.g.
(2γθ−2 + 2γθ−1 + γθ) + (γθ−2 + γθ−1 + γθ) + γθ = 3(γθ−2 + γθ−1 + γθ).
Type F : this follows from Types B and C and Lemma 6.2.6.
(c) By inspection. 
By Lemma 6.2.5 we may assume γ is not simple. If Nγ = 2, then the Lemma does
not apply. The second technique provides an explicit computation of the differential of a
suitable chain in this setting. Let s = sn be as in (4.1.6).
Lemma 6.2.8. Let γ ∈ ∆q+ be such that Nγ = 2 and the following conditions hold:
(a) For all β, δ ∈ ∆q+, β < δ, γ = β + δ,
xβxγ = qβγxγxβ, xγxδ = qγδxδxγ , qββ = qδδ.(6.2.9)
(b) If γ1, γ2, γ3 ∈ ∆
q
+ are three different roots, γi 6= γ, then γ1 + γ2 + γ3 6= 2γ.
(c) If γ1, γ2 ∈ ∆
q
+, γ1 6= γ2, then Nγ1γ1 + γ2 6= 2γ.
Then (x2γ)
∗ is a cocycle of degree two.
Proof. By Remark 6.1.1 we have to check that the coefficient of x2γ ⊗ 1 in d(c⊗ 1) is zero
for all 3-chains c of degree 2γ. By (b) and (c) we have to deal with c = xβxγxδ, where
β, δ ∈ ∆q+, β < δ, γ = β + δ: Here we use the convexity to deduce that β < γ < δ.
Fix β, δ ∈ ∆q+ such that β < δ and γ = β + δ. By (4.2.2),
xβxδ = qβδxδxβ + bxγ +
∑
β<ν1≤···≤νk<δ:
∑
νi=γ
bν1,...,νkxνk . . . xν1
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for some bxγ , bν1,...,νk ∈ k. Using the convexity again we see that if ν1 ≤ · · · ≤ νk are such
that
∑
νi = γ, then ν1 < γ < νk.
By definition of the differential on 2-chains and (a),
d(xβxδ ⊗ 1) = xβ ⊗ xδ − qβδxδ ⊗ xβ − bxγ ⊗ 1−
∑
bν1,...,νkxνk ⊗ xνk−1 . . . xν1 ,
d(xβxγ ⊗ 1) = xβ ⊗ xγ − qβγxγ ⊗ xβ, d(xγxδ ⊗ 1) = xγ ⊗ xδ − qγδxδ ⊗ xγ .
Using these computations and (a),
d(xβxγxδ ⊗ 1) = xβxγ ⊗ xδ − sd
(
xβxγ ⊗ xδ
)
= xβxγ ⊗ xδ − s
(
xβ ⊗ xγxδ − qβγxγ ⊗ xβxδ
)
= xβxγ ⊗ xδ − s
(
qγδxβ ⊗ xδxγ − qβγxγ ⊗
(
qβδxδxβ + bxγ +
∑
bν1,...,νkxνk . . . xν1
))
= xβxγ ⊗ xδ − qγδxβxδ ⊗ xγ − s
(
(qγδ − qβγ)bxγ ⊗ xγ − qβγqβδxγ ⊗ xδxβ
+
∑
bν1,...,νk(qγδxνk ⊗ xνk−1 . . . xν1xγ − qβγxγ ⊗ xνk . . . xν1) + qβγqβδqγδxδ ⊗ xγxβ
)
= xβxγ ⊗ xδ − qγδxβxδ ⊗ xγ + (qβγ − qγδ)bx
2
γ ⊗ 1 + qβγqβδxγxδ ⊗ xβ
+
∑
bν1,...,νkqβγxγxνk ⊗ xνk−1 . . . xν1
− s
(∑
bν1,...,νkxνk ⊗
(
qγδxνk−1 . . . xν1xγ − qβγqγνkxγxνk−1 . . . xν1
)
−
∑
bν1,...,νkqβγs(fxγ ,xνkxνk−1 . . . xν1)
)
Here fxγ ,xνk = [xγ , xνk ]c − xγxνk + qγνkxνk ⊗ xγ . We claim that
d(xβxγxδ ⊗ 1) = xβxγ ⊗ xδ − qγδxβxδ ⊗ xγ + (qβγ − qγδ)bx
2
γ ⊗ 1 + qβγqβδxγxδ ⊗ xβ
+
∑
bν1,...,νkqβγxγxνk ⊗ xνk−1 . . . xν1 .
According with the previous computation we should prove that s annihilates
xνk ⊗
(
qγδxνk−1 . . . xν1xγ − qβγqγνkxγxνk−1 . . . xν1
)
, s(fxγ ,xνkxνk−1 . . . xν1).(6.2.10)
For the elements on the right of (6.2.10) we use that s2 = 0. For the elements on the left
of (6.2.10), due to the convexity of the PBW basis, xνk−1 . . . xν1xγ and xγxνk−1 . . . xν1 are
linear combinations of products xµj . . . xµ1 , with ν1 ≤ µ1 ≤ · · · ≤ µj ≤ νk−1 and µj ≤ γ.
Hence µj ≤ νk, so they are linear combinations of
xνk ⊗ xµj . . . xµ1 = s(xνkxµj . . . xµ1),
and we use again that s2 = 0. Finally, using the claim and that
qβγ − qγδ = qββqβδ − qβδqδδ
(6.2.9)
= 0,
the coefficient of x2γ ⊗ 1 is zero. 
6.3. Higher degree cocycles. We now assume that we are not in the situations of §6.2.
We shall compute all chains c ∈ M(2ℓ + 1) satisfying the degree and grading constraints
(6.1.3) and (6.1.4) and verify that the condition in Remark 6.1.1 (b) is satisfied. As before
γ ∈ ∆q+ is fixed.
Let fδ : N0 → N0 be the function defined in (4.2.4) for δ ∈ ∆+.
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6.3.1. Nγ = 2. Here the constraints (6.1.3) and (6.1.4) take the form∑
δ∈∆+
fδ(nδ)δ = Lγ,
∑
δ∈∆+
nδ = L+ 1.(6.3.1)
In the following mega statement we collect all possible conditions that we may need to
verify on γ to conclude that (xLγ )
∗ is an L-cocycle. We explain the scheme of the proof up
to the specific computation of differentials that is postponed to Section 10.
Proposition 6.3.2. Let L = 2ℓ ∈ N even. Assume that each solution (nδ)δ∈∆+ ∈ N
∆+
0 of
the equations (6.3.1) is of one of the forms (A), (B), (C), (D), (E), (F), (G), (H), (I) or
(J). Then (xLγ )
∗ is an L-cocycle.
(A) nγ = L− 1, nα = nβ = 1 and nϕ = 0 for the other ϕ ∈ ∆+; where α, β ∈ ∆+ satisfy
α < β, α+ β = γ,(6.3.3)
the corresponding PBW generators satisfy (10.1.8),
and L satisfies (L)− qαα
qββ
= 0.(6.3.4)
(B) nγ = L−2, nα = nβ = nδ = 1 and nϕ = 0 for the other ϕ ∈ ∆+. where α, β, δ, η ∈ ∆+
satisfy
α < η < γ < β < δ, γ + η = α+ β, η + δ = γ,(6.3.5)
the corresponding PBW generators satisfy (10.1.11),
and L satisfies c
(L)
αβγ :=
L∑
k=0
(−q˜αγ)
k(k + 1)q˜βγ = 0.(6.3.6)
(C) nγ = L− 3, nα = 2, nβ = nδ = 1 and nϕ = 0 for the other ϕ ∈ ∆+ where α, β, δ, η, τ
satisfy
α < η < γ < τ < β < δ, γ + τ = α+ β, η + δ = γ,
Nα = 2 α+ τ = γ + η, η + β = 2τ,
(6.3.7)
the corresponding PBW generators satisfy (10.1.16),
and L satisfies (L)q˜γα q˜γβ +
L−1∑
j=1
c
(j)
ατγ = 0.(6.3.8)
(D) nγ = L− 2, nα = nβ = nδ = 1 and nϕ = 0 for the other ϕ ∈ ∆+, where α, β, δ, η, τ ∈
∆+ satisfy
α < β < γ < τ < η < δ,
α+ δ = γ + η, β + δ = η + τ,
γ + δ = 2η + τ, η + β = γ.
(6.3.9)
the corresponding PBW generators satisfy (10.1.24),
and L satisfies c
(L)
αβγ = 0.(6.3.10)
(E) nγ = L − 3, nα = nβ = nδ = nη = 1 and nϕ = 0 for the other ϕ ∈ ∆+, where
α, β, δ, τ, µ, η ∈ ∆+ satisfy
α < β < δ < γ < τ < µ < η, α+ µ = γ = β + τ, η + δ = γ + τ + µ.(6.3.11)
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the corresponding PBW generators satisfy (10.1.33),
and L satisfies d
(L)
αβδγ :=
L−1∑
k=0
q˜ kδγ(k + 1)q˜αγ (k + 2)q˜βγ = 0.(6.3.12)
(F) nγ = L−2, nα = nβ = nδ = 1 and nϕ = 0 for the other ϕ ∈ ∆+, where α, β, δ, η ∈ ∆+
satisfy
α < η < γ < β < δ, γ + η = α+ δ, η + β = γ,(6.3.13)
the corresponding PBW generators satisfy (10.1.43),
and L satisfies c
(L)
αδγ = 0.(6.3.14)
(G) nγ = L−2, nα = nβ = nδ = 1 and nϕ = 0 for the other ϕ ∈ ∆+, where α, β, δ, η ∈ ∆+
satisfy
α < β < γ < η < δ, γ + η = β + δ, η + α = γ,(6.3.15)
the corresponding PBW generators satisfy (10.1.49),
and L satisfies c
(L)
−δαγ = 0.(6.3.16)
(H) nγ = L − 2, nα = nβ = nδ = 1 and nϕ = 0 for the other ϕ ∈ ∆+, where
α, β, δ, η, τ, µ, ν ∈ ∆+ satisfy
α < τ < β < γ < µ < ν < η < δ, α+ δ = η + τ, β + δ = ν + γ,
β + η = µ+ γ, α+ ν = γ,
(6.3.17)
the corresponding PBW generators satisfy (10.1.55),
and L satisfies c
(L)
−δαγ = 0.(6.3.18)
(I) nγ = L − 3, nα = nβ = nδ = nη = 1 and nϕ = 0 for the other ϕ ∈ ∆+, where
α, β, ν, µ, δ, η ∈ ∆+ satisfy
α < β < ν < γ < µ < δ < η, β + δ = γ + ν, ν + η = µ+ γ, α+ µ = γ,(6.3.19)
the corresponding PBW generators satisfy (10.1.63),
and L satisfies d
(L)
α+β,δ,α,γ = 0.(6.3.20)
(J) nγ = L − 3, nα = nβ = nδ = nη = 1 and nϕ = 0 for the other ϕ ∈ ∆+, where
α, β, δ, η, ν, µ ∈ ∆+ satisfy
α < β < δ < γ < µ < ν < η, β + η = γ + ν, δ + ν = µ+ γ, α+ µ = γ,(6.3.21)
the corresponding PBW generators satisfy (10.1.63),
and L satisfies d
(L)
β−ν αγ = 0.(6.3.22)
Proof. As Nγ = 2, x
n
γ ⊗ 1 is a n-chain for all n ∈ N; hence x
L
γ ⊗ 1 is so. By assumption
all (L+ 1)-chains of degree Lγ are one of the following forms: xαx
L−1
γ xβ, for a pair (α, β)
satisfying (6.3.3); xαx
L−2
γ xβxδ, for a 4-tuple (α, β, δ, η) satisfying (6.3.5); x
2
αx
L−3
γ xβxδ, for
a 5-tuple (α, β, δ, η, τ) satisfying (6.3.7), xαxβx
L−2
γ xδ, for a 5-tuple (α, β, δ, η, τ) satisfying
(6.3.9), xαxβxδx
L−2
γ xη, for a 6-tuple (α, β, δ, τ, ϕ, η) satisfying (6.3.11), xαx
L−2
γ xβxδ, for
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a 4-tuple (α, β, δ, η) satisfying (6.3.13), xαxβx
L−2
γ xδ, for a 4-tuple (α, β, δ, η) satisfying
(6.3.15), xαxβx
L−2
γ xδ, for a 7-tuple (α, β, δ, η, τ, µ, ν) satisfying (6.3.17), xαxβx
L−3
γ xδxη, for
a 6-tuple (α, β, ν, µδ, η) satisfying (6.3.19).
◦ Fix a pair (α, β) satisfying (6.3.3). To simplify the notation, call ζ := − qαγqγβ = −
qαα
qββ
.
We can apply Lemma 10.1.7 since conditions (10.1.8) hold by hypothesis. Assume first
that L = 2a+ 1 is odd. Hence the coefficient of xLγ ⊗ 1 in d(xαx
L−1
γ xβ ⊗ 1) is
bq2aγβ
{
(−ζ − 1) (a)(−ζ)2 − (−ζ)
2a
}
= −bqL−1γβ
{
(1 + ζ) (a)ζ2 + ζ
2a
}
= −bqL−1γβ (L)ζ .
If L = 2a is even, then the coefficient of xLγ ⊗ 1 in d(xαx
L−1
γ xβ ⊗ 1) is
bq2a−1γβ (−ζ − 1) (a)(−ζ)2 = −bq
L−1
γβ (1 + ζ) (a)ζ2 = −bq
L−1
γβ (L)ζ .
By (A) such coefficient is zero in both cases.
◦ Fix a 4-tuple (α, β, δ, η) satisfying (6.3.5). We can apply Lemma 10.1.10 since conditions
(10.1.11) hold by hypothesis. Hence the coefficient of xLγ ⊗ 1 in d(xαx
L−2
γ xβxδ ⊗ 1) is
zero by (B).
◦ Fix a 5-tuple (α, β, δ, η, τ) satisfying (6.3.7). We can apply Lemma 10.1.15 since condi-
tions (10.1.16) hold by hypothesis. Hence the coefficient of xLγ ⊗ 1 in d(x
2
αx
L−3
γ xβxδ ⊗ 1)
is zero by (C).
◦ Fix a 5-tuple (α, β, δ, η, τ) satisfying (6.3.9). We can apply Lemma 10.1.23 since condi-
tions (10.1.24) hold by hypothesis. Hence the coefficient of xLγ ⊗ 1 in d(xαxβx
L−2
γ xδ ⊗ 1)
is zero by (D).
◦ Fix a 6-tuple (α, β, δ, τ, ϕ, η) satisfying (6.3.11). We can apply Lemma 10.1.32 since con-
ditions (10.1.33) hold by hypothesis. Hence the coefficient of xLγ ⊗1 in d(xαxβxδx
L−2
γ xη⊗
1) is zero by (E).
◦ Fix a 4-tuple (α, β, δ, η) satisfying (6.3.13). We can apply Lemma 10.1.42 since (10.1.43)
holds by hypothesis. Hence the coefficient of xLγ ⊗ 1 in d(xαx
L−2
γ xβxδ⊗ 1) is zero by (F).
◦ Fix a 4-tuple (α, β, δ, η) satisfying (6.3.15). We apply Lemma 10.1.48 since (10.1.49)
holds by hypothesis: The coefficient of xLγ ⊗ 1 in d(xαxβx
L−2
γ xδ ⊗ 1) is zero by (G).
◦ Fix a 7-tuple (α, β, δ, η, τ, µ, ν) satisfying (6.3.17). We can apply Lemma 10.1.54 since
(10.1.55) holds by hypothesis: The coefficient of xLγ ⊗ 1 in d(xαxβx
L−2
γ xδ ⊗ 1) is zero by
(H).
◦ Fix a 6-tuple (α, β, ν, µ, δ, η) satisfying (6.3.19). We apply Lemma 10.1.62 since (10.1.63)
holds by hypothesis: The coefficient of xLγ ⊗ 1 in d(xαxβx
L−3
γ xδxη ⊗ 1) is zero by (I).
◦ Fix a 6-tuple (α, β, δ, η, ν, µ) satisfying (6.3.21). We apply Lemma 10.1.70 since (10.1.71)
holds by hypothesis: The coefficient of xLγ ⊗ 1 in d(xαxβxδx
L−3
γ xη ⊗ 1) is zero by (J).
Thus the coefficient of xLγ ⊗ 1 in d(c) is zero for all c ∈ M(L + 1) and Remark 6.1.1
applies. 
38 N. ANDRUSKIEWITSCH, I. ANGIONO, J. PEVTSOVA, S. WITHERSPOON
6.3.2. Nγ > 2. We carry out a similar analysis when the assumption is Nγ > 2 instead.
Proposition 6.3.23. Let γ ∈ ∆+ be such that Nγ > 2 and for all pairs (α, β) ∈ ∆
2
+ such
that
α < β and α+ β = (Nγ − 1)γ,(6.3.24)
the corresponding PBW generators satisfy (10.1.8). Let fδ : N0 → N0 be the function de-
fined in (4.2.4) for each δ ∈ ∆+. Assume that ℓ ∈ N satisfies the following two conditions:
(a) For each pair (α, β) ∈ ∆2+ satisfying (6.3.24) the scalars qαγ and qγβ satisfy(qαγ
qγβ
− 1
)
(ℓ)( qαγ
qγβ
)Nγ = 0.(6.3.25)
(b) The solutions (nδ)δ∈∆+ ∈ N
∆+
0 of the equations∑
δ∈∆+
fδ(nδ)δ = ℓNγγ,
∑
δ∈∆+
nδ = 2ℓ+ 1(6.3.26)
are all of the form nγ = 2(ℓ − 1) + 1, nα = nβ = 1, for any pair (α, β) satisfying
(6.3.24), and nδ = 0 for the remaining δ ∈ ∆+.
Then (x
ℓNγ
γ )∗ is a 2ℓ-cocycle.
Proof. Fix a pair of positive roots (α, β) satisfying (6.3.24). We can apply Lemma 10.1.7
since conditions (10.1.8) hold by hypothesis and conclude that the coefficient of x
LNγ
γ ⊗ 1
in d(xαx
Nγ(L−1)+1
γ xβ ⊗ 1) is zero by (a).
By (b) all (2L + 1)-chains of degree LNγγ are of the form xαx
Nγ(L−1)+1
γ xβ, for a pair
(α, β) satisfying (6.3.24). Thus the coefficient of x
LNγ
γ ⊗1 in d(c) is zero for all c ∈ M(2L+1)
and Remark 6.1.1 applies. 
Next we deal with the scalars c
(L)
αβγ and d
(L)
αβδγ . Given r, s, t ∈ k, let
c
(L)
r,s :=
L−1∑
k=0
rk(k + 1)s, d
(L)
r,s,t :=
L−1∑
k=0
rk(k + 1)s(k + 2)t.(6.3.27)
Notice that c
(L)
αβγ = c
(L)
q˜αγ ,q˜βγ
and d
(L)
αδβγ = d
(L)
q˜αγ ,q˜βγ ,q˜δγ
.
Lemma 6.3.28. (a) Assume that (L)r = 0. Then c
(L)
r,s = −sc
(L)
s,r
(b) Assume that (L)r = 0 = (L)s and rs 6= 1. Then c
(L)
r,s = 0.
(c) Assume that (L)r = 0 = (L)s for L ≥ 3 and rs 6= 1. Then d
(L)
r,s,s = 0.
Proof. For (a) we compute
c
(L)
r,s =
L−1∑
k=0
rk
( k∑
j=0
sj
)
=
L−1∑
i=0
si
( L−1∑
k=i
rk
)
=
L−1∑
i=1
si
(
(L)r − (i)r
)
= −
L−1∑
i=1
si(i)r
= −
L−2∑
k=0
sk+1(k + 1)r = −s
L−1∑
k=0
sk(k + 1)r = −sc
(L)
s,r .
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Now (b) follows using (a). Indeed, we have that c
(L)
r,s = −sc
(L)
s,r = rsc
(L)
r,s ; as rs 6= 1 by
hypothesis, we have that c
(L)
r,s = 0.
Next we deal with (c). As rs 6= 1 and (L)r = (L)s = 0, we have that (L)rs = 0; thus
c
(L)
rs,s = 0 by (b). Also,
(L+1
2
)
s
= 0. Then we compute
d
(L)
r,s,s = (2)s
L−1∑
k=0
rk
(
k + 2
2
)
s
= (2)s
L−1∑
k=0
rk
((k + 1
2
)
s
+ sk(k + 1)s
)
= (2)s
L−1∑
k=1
rk
(
k + 1
2
)
s
+ (2)sc
(L)
rs,s = (2)s
L−2∑
j=0
rj+1
(
j + 2
2
)
s
= (2)sr
L−1∑
j=0
rj
(
j + 2
2
)
s
= rd(L)r,s,s.
As r 6= 1 we have that d
(L)
r,s,s = 0. 
For each δ ∈ ∆+, let a
δ
i ∈ N0 be the coordinate of αi in δ: that is, δ =
∑
i∈I a
δ
iαi.
6.4. Summary of the algorithm. The procedure is as follows:
◦ We fix one type in the classification. We choose a representative of the Weyl-equivalence
with the care that the proper subdiagrams were already treated.
◦ We fix γ ∈ ∆q+. We assume that γ has full support; recall that Lemma 6.2.5 takes care
of simple roots.
◦ We compute Nγ , Pγ , Qγ .
Then we apply one of the following criteria:
(I) If Nγ
#
> Pγ , Qγ , then (x
Nγ
γ )∗ is a cocycle of degree 2.
(II) If Nγ = 2 and (6.2.9) holds, then (x
Nγ
γ )∗ is a 2-cocycle.
(III) Assume that Nγ = 2 but (6.2.9) does not hold. We define
Lγ = lcm
(
{2} ∪
{
ord(−
qαα
qββ
) : γ = α+ β, α, β ∈ ∆q+
})
.
We find all families (nδ)δ∈∆q+
of non-negative integers satisfying (6.3.1) with L = Lγ .
We check that any of these families (nδ)δ∈∆q+
has one of the forms (A), . . . , or (J)
in Proposition 6.3.2. Then (x
Lγ
γ )∗ is a cocycle.
(IV) Assume that Nγ > 2 but inequality # does not hold. We define
Lγ = lcm
(
{Nγ} ∪
{
ord
((qαγ
qγβ
)Nγ) : (Nγ − 1)γ = α+ β, α, β ∈ ∆q+}).
We find all families (nδ)δ∈∆q+ of non-negative integers satisfying (6.3.26) with L =
Lγ . We check that any of these families (nδ)δ∈∆q+ has one of the forms (a), . . . in
Proposition 6.3.23. Then (x
Lγ
γ )∗ is a cocycle.
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Actually we distinguish two classes of types in the classification of finite-dimensional
Nichols algebras of diagonal type. In the first the braiding matrices have continuous
parameters and correspondingly the values of Nγ might depend on these parameters. Then
arguments by hand are needed. These are the types treated in Sections 7, 8 and 9.
The second class consists of the remaining types where the braiding matrices are so to
say discrete. For them we compute Nγ , Pγ , Qγ and the suitable families (nδ)δ∈∆q+ using
a computer program developed by He´ctor Pen˜a Pollastri towards these goals. We then
check whether (nδ)δ∈∆q+ has one of the forms (A), . . . , or (J), respectively (a), . . . by hand
using the defining relations, or at least the convex order, of Bq. The types in this class
are those treated in Part III (to appear later).
The implicit numeration of any generalized Dynkin diagram is from the left to the right
and from bottom to top; otherwise, the numeration appears below the vertices.
7. Classical types
7.1. Types Aθ and A(j|θ− j), θ ≥ 1, j ∈ I⌊ θ+1
2
⌋. Let q be a root of 1 of order N ≥ 2. In
this subsection, we deal with the Nichols algebra Bq of standard diagonal type Aθ, that is
associated to the Dynkin diagram
q11
◦
q˜12 q22
◦
q˜23 q33
◦
qθ−1 θ−1
◦
q˜θ−1 θ qθθ
◦
where the qii’s are either −1, q or q
−1 and locally the edges are of the following forms:
q
◦
q−1q−1
,
q−1
◦
qq
,
−1
◦
q−1q
,
−1
◦
qq−1
.
For more information, see [AA, §4.1, §5.1]. The aim of this Section is to prove that
Condition 1.4.1 holds for types Aθ and A(j|θ − j), θ ≥ 1, j ∈ I⌊ θ+1
2
⌋. That is,
Proposition 7.1.1. For every γ ∈ ∆q+, there exists Lγ ∈ N such that (x
Lγ
γ )∗ is a cocycle.
We start by setting the notation. Let
αij =
∑
k∈Ii,j
αk, i ≤ j ∈ I.(7.1.2)
The set of positive roots is ∆+ = {αi j | i, j ∈ I, i ≤ j}; this set is ordered lexicographically
on the subindex (i, j). Let r = |∆+| =
(θ+1
2
)
; we have a numeration ∆+ = {βi | i ∈ Ir} so
that βk < βℓ if k < ℓ.
We set Nij := ord qαij , that is Nij = Nα if α = αij. For simplicity we set Ni = Nii for
all i. Then
Nij =
{
2 |{k ∈ Ii,j : qkk = −1| is odd,
N |{k ∈ Ii,j : qkk = −1| is even.
(7.1.3)
The root vectors are
xαii = xαi = xi, i ∈ I,
xαij = x(ij) = [xi, xαi+1 j ]c, i < j ∈ I,
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see (2.3.5); we order them lexicographically: x1 < x(12) < · · · < x2 < · · · < xθ. Thus
{xnθθθ x
nθ−1θ
(θ−1θ)x
nθ−1θ−1
θ−1 . . . x
n1θ
(1θ) . . . x
n11
1 | 0 ≤ nij < Nij}
is a PBW-basis of Bq. The defining relations in terms of the PBW-generators are
x(ij)x(ik) = qαijαikx(ik)x(ij), i ≤ j < k;
x(ik)x(jk) = qαikαjkx(jk)x(ik), i < j ≤ k;
x(ij)x(j+1 k) = qαijαj+1 kx(j+1k)x(ij) + x(ik), i ≤ j < k;
x(ij)x(kℓ) = qαijαkℓx(kℓ)x(ij), i ≤ j < k − 1 ≤ ℓ− 1;
x(iℓ)x(jk) = qαiℓαjkx(jk)x(iℓ), i < j ≤ k < ℓ;
x(ij)x(kℓ) = qαijαkℓx(kℓ)x(ij) + (1− q˜j,j+1)qαijαkjx(iℓ)x(kj), i < k ≤ j < ℓ;
x
Nij
(ij) = 0, i ≤ j.
The relations are homogeneous with respect to the Nθ0-grading, an observation that will
be useful later. As an example we draw the Cojocaru-Ufnarovski graph that encodes the
Anick resolution for the Nichols algebra Bq of type A2 in case N1, N12, N2 > 2:
1
uu❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧❧
 ))❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘
x1

// 77x12 //

x2

xN1−11
AA ;;✇✇✇✇✇✇✇✇✇✇✇✇✇✇✇
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦
xN12−112
AA ;;✇✇✇✇✇✇✇✇✇✇✇✇✇✇✇✇
xN2−12
AA
Observe that in this case N1 = N12 = N2 and we are in Cartan type. The chains are then
C0={x1, x12, x2},
C1={x
N1
1 , x
N12
12 , x
N2
2 , x1x12, x1x2, x12x2},
C2={x
N1+1
1 , x
N12+1
12 , x
N2+1
2 , x
N1
1 x12, x
N1
1 x2, x1x
N12
12 , x1x
N2
2 , x12x
N2
2 , x
N12
12 x2, x1x12x2},
C3={x
2N1
1 , x
2N12
12 , x
2N2
2 , x
N1
1 x
N12
12 , x
N1
1 x12x2, x
N1
1 x
N2
2 , x
N1+1
1 x12, x
N1+1
1 x2,
x1x
N12+1
12 , x1x
N2+1
2 , x1x12x
N2
2 , x
N12+1
12 x2, x
N12
12 x
N2
2 , x12x
N2+1
2 },
and so on. In case N1 = 2, the loop between x1 and x
N1−1
1 is understood to be collapsed
to a loop from x1 to itself, and similarly for the other root vectors.
In order to apply Remark 6.1.1, we start by the following Claim.
Claim 1. Let α be a non-simple root with Nα = 2. Let c ∈ CN+1(A) a chain such that
d(c) ∈ CN (A) has a term x
N
α ⊗ 1 with nonzero coefficient. Write c = x
a1
β1
. . . xarβr ⊗ 1, where
aj ∈ N0 for all j. If Nβi > 2, then ai = 0, 1 and∑
i∈I
ai = N + 1.(7.1.4)
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Indeed, we may safely assume that α = α1θ = α1 + · · · + αθ for simplicity. Since d is
homogeneous, Nα1θ
∗
=
∑
i∈Ir
aiβi. Assume that
S := {i ∈ Ir : Nβi > 2, ai > 1}
is non-empty. If i ∈ S, then ai ≥ N by looking at the Anick graph, hence ai = N by ∗.
Also, the supports of the βi with i ∈ S are disjoint. Let K = {k ∈ I : k /∈ suppβi, i ∈ S};
observe that K is non-empty because Nα = 2, cf. (7.1.3). Now∑
i/∈S
aiβi
by ∗
= Nα−N
∑
i∈S
βi = N
∑
k∈K
αk.
Pick k ∈ K and compute the coefficient of αk in the last expression; then∑
i/∈S
ai ≥
∑
i/∈S,k∈suppβi
ai = N.
Now the cohomological degree of xa1β1 . . . x
ar
βr
sums up ai for each i /∈ S and 2 for each i ∈ S
(one arrow in, one out). Thus
N + 1 =
∑
i/∈S
ai + 2|S| ≥ N + 2.
This contradiction shows that S = ∅ and the claim is proved.
The following result on root systems of type A should be well-known; we provide a proof
for completeness of the argument.
Lemma 7.1.5. Let γ, γ1, . . . , γn+1 ∈ ∆+ with γ1 ≤ γ2 ≤ . . . ≤ γn+1. Assume that
γ1 + . . .+ γn+1 = nγ.(7.1.6)
Then
γ2 = γ3 = . . . = γn = γ, γ = γ1 + γn+1.
Proof. We may assume that γ = α1+ . . .+αθ for otherwise we reduce to a smaller θ. Since
we have n+1 roots in the sum which contains each simple root with coefficient exactly n, we
must have that γ1, . . . , γn have α1 in the support but γn+1 does not. Similarly, γ2, . . . , γn+1
must have αθ in their support but γ1 does not. Hence, the supports of γ2, . . . , γn contain
all simple roots. We conclude that γ2 = . . . = γn = γ, thus γ1 + γn+1 = γ by (7.1.6). 
Claim 2. Let γ ∈ ∆+ and let c ∈ Cn(R) be a chain of degree n+ 1. Assume that
(a) d(c⊗ 1) = . . . +Cxnγ ⊗ 1 + . . . for some C 6= 0,
(b) The polynomial degree of c is n+ 1.
Then there exist α, β ∈ ∆+
c = xαx
n−1
γ xβ, γ = α+ β.
Proof. By (b), we may write c = xγ1 . . . xγn+1 ⊗ 1, where γ1 ≤ γ2 ≤ . . . ≤ γn+1 ∈ ∆+.
Since d is Nθ0-homogeneous, (7.1.6) holds by (a). Thus Lemma 7.1.5 applies. 
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Claim 3. Let α, β, γ ∈ ∆+ with γ = α+ β. Let ℘ = −
qαα
qββ
. Assume that Nγ = 2. Then
d(xαx
j−1
β xγ ⊗ 1) = xαx
j−1
γ ⊗ xβ − qγ,βxαx
j−2
γ xβ ⊗ xγ
+ (−1)jqα,βq
j−1
α,γ x
j−1
γ xβ ⊗ xα − q
j−1
γ,β (j)℘x
j
γ ⊗ 1.
Proof. The defining relations say that
xαxγ = qα,βxγxα + xγ , xαxβ = qα,γxβxα, xβxγ = qγ,βxγxβ.
Hence we are in the setting of Lemma 10.1.7. We consider two cases.
First we assume that j = 2a + 1 is odd. The only thing we need to prove is that the
coefficient of xjγ ⊗ 1 is of the given form. We compute
qj−1γ,β
{(
qα,γ
qγ,β
− 1
)
(a)( qα,γ
qγ,β
)2 −
(
qα,γ
qγ,β
)2a}
= qj−1γ,β ((−℘− 1)(a)(−℘)2 − (−℘)
2a)
= −qj−1γ,β (1 + ℘)(1 + ℘
2 + . . .+ ℘2a−2 + ℘2a) = −qj−1γ,β (2a + 1)℘ = −q
j−1
γ,β (j)℘.
Next we assume that j = 2a+ 2 is even. We do a similar calculation for the coefficient
of xjγ ⊗ 1.
qj−1γ,β
(
qα,γ
qγ,β
− 1
)
(a+ 1)(
qα,γ
qγ,β
)2 = qj−1γ,β (−℘− 1)(a + 1)(−℘)2
= −qj−1γ,β (1 + ℘)(1 + ℘
2 + . . . + ℘2a) = −qj−1γ,β (2a+ 2)℘ = −q
j−1
γ,β (j)℘.

Proof of Proposition 7.1.1. First, if Nγ > 2, then (x
Nγ
γ )∗ is a cocycle in degree 2 by
Lemma 6.2.5, cf. Lemma 6.2.7 (a). Let γ be a non-simple root with Nγ = 2.
By Remark 6.1.1, it suffices to show that there is no c ∈ CN (R) such that d(c) contains
xNγ ⊗ 1 with a non-zero coefficient. Assume that this happens. By Claim 1, c satisfies
the hypothesis (b) of Claim 2. Hence c = xαx
N−1
γ xβ ⊗ 1 for some α and β. But x
N
γ ⊗ 1
does not enter in d(xαx
N−1
γ xβ ⊗ 1) with a non-zero coefficient for any α, β, γ ∈ ∆
+ with
γ = α+ β. Indeed, ℘ = −
qαα
qββ
= q±1, see (7.1.3); taking j = N , the coefficient in Lemma
3 is qj−1γ,β (j)℘ = 0. 
7.2. Types Bθ and B(j|θ − j), θ ≥ 1, j ∈ Iθ−1. Let q be a root of 1 of order N > 2. In
this subsection, we deal with the Nichols algebras Bq of diagonal types Bθ or B(j|θ − j).
In the first case, the Dynkin diagram is
q2
◦
q−2 q2
◦
q−2 q2
◦
q2
◦
q−2 q
◦
while in the second we may assume that the corresponding diagram is
q−2
◦
q2 q−2
◦
q−2
◦
q2 −1
◦
j
q−2 q2
◦
q2
◦
q−2 q
◦
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The set of positive roots in both cases is
∆+ = {αik | i ≤ k ∈ I} ∪ {αiθ + αkθ | i < k ∈ I}.(7.2.1)
We fix the following convex order:
α1 < α12 < · · · < α1θ < α1θ + αθ < · · · < α1θ + α2 θ
< α2 < α23 < · · · < αθ−1 < αθ−1 θ < αθ−1 θ + αθ < αθ.
(7.2.2)
We set Nik := ord qαik , Mik := ord qαiθ+αkθ , that is Nik = Nα if α = αik, Mik = Nα if
α = αiθ + αkθ. Let M = ord q
2, P = ord(−q). Then
Nik =

2 i ≤ j ≤ k < θ,
M i ≤ k < j or j < i ≤ k < θ;
P i ≤ j < k = θ,
N j < i < k = θ;
Mik =
{
2 i ≤ j < k
M i < k ≤ j or j < i < k.
Here we set j = 0 if q is of Cartan type. For more information, see [AA, §4.2, §5.2].
In this Section we prove that Condition 1.4.1 holds for types Bθ and B(j|θ − j), θ ≥ 1,
j ∈ Iθ−1. We need the following technical result.
Lemma 7.2.3. Let γ = α1θ, assume Nγ = 3, and let (α, β) be a pair of positive roots such
that
(1) α+ β = 2γ,
(2) α = α1k, β = α1θ + αk+1 θ for some k ∈ Iθ−1,
(in particular, (α, β) satisfy α < β).
Then the relations between the root vectors xα, xβ and xγ are of the form
xαxγ = qαγxγxα, xγxβ = qγβxβxγ , xαxβ = qαβxβxα + bx
2
γ , b ∈ k
Proof. The statement follows by the repeated application of the convexity and homogeneity
of the relations.We prove xαxγ = qαγxγxα first. For any η ∈ ∆+ such that α < η < γ, we
must have η = α1r for some k < r < θ by (7.2.2). From here, we see that is impossible to
find η1, . . . , ηt such that α+ γ 6= η1 + · · ·+ ηt and α < ηi < γ. Hence, xαxγ = qαγxγxα by
(2.3.6).
For the second relation, if η ∈ ∆+ is such that γ < η < β, then η = α1θ + αrθ for some
k < r < θ. Hence β + γ 6= η1 + · · ·+ ηt if α < ηi < γ, so xγxβ = qγβxβxγ .
The last relation follows similarly: α < η1 ≤ · · · ≤ ηt < β are such that
∑
i ηi = α + β
if and only if k = 2 and η1 = η2 = γ. 
Proposition 7.2.4. For every γ ∈ ∆q+, there exists Lγ ∈ N such that (x
Lγ
γ )∗ is a cocycle.
Proof. Let γ be a positive non-simple root. Arguing recursively we may assume that γ has
full support. Hence, either γ = α1θ or else there exists k ∈ I2,θ such that γ = α1θ + αkθ.
First we consider γ = α1θ. It is easy to check that Pγ = 3 and Qγ = 1. Hence, if Nγ > 3,
then Lemma 6.2.5 applies and (x
Nγ
γ )∗ is a 2-cocycle. Next we consider the case Nγ = 3:
that is, either N = 3 if the braiding is of Cartan type, or else N = 6 if not.
All the pairs (α, β) as in (6.3.24) are of the form α = α1k, β = α1θ + αk+1 θ for some
k ∈ Iθ−1. Fix a pair (α, β). By Lemma 7.2.3, xα, xβ, xγ satisfy (10.1.8). Also,
qαγ
qγβ
= 1
for all of them, so we take L = 1. Now we look for solutions of (6.3.26). That is,
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δ∈∆+
fδ(nδ)δ = 3γ,
∑
δ∈∆+
nδ = 3. We check that there is no solution with nδ = 3
neither with nδ = 2, δ ∈ ∆+. Hence we are forced to look for solutions with nγt = 1 for
three different roots γt ∈ ∆+ (and 0 for the other roots). We write γt =
∑
i∈I a
(t)
i αi. As∑
t a
(t)
i = 3 for all i ∈ I, we have a
(t)
1 = 1 for all t ∈ I3, and either a
(t)
θ = 1 for all t ∈ I3,
or a
(t)
θ = 2 for some t ∈ I3. If a
(t)
θ = 1 for all t ∈ I3, then γt = γ for all t, a contradiction.
Hence we may assume a
(1)
θ = 0, a
(2)
θ = 2, a
(3)
θ = 1. Then γ1 = α1k, γ2 = α1θ + αk+1 θ,
γ3 = γ, for some k ∈ Iθ−1. Thus Proposition 6.3.23 applies and (x
3
γ)
∗ is a 2-cocycle.
Now we consider γ = α1θ + αkθ, k ∈ I2,θ. Here, Pγ = 2 and Qγ = 1. If Nγ > 2, then
Lemma 6.2.5 applies and (x
Nγ
γ )∗ is a 2-cocycle. Next we consider the case Nγ = 2: that
is, either N = 4 if the braiding is of Cartan type, or else k > j if the braiding is of type
B(j|θ−j). Let α < β be a pair of positive roots as in (6.3.3). We have several possibilities:
◦ α = α1 i−1, β = αiθ + αkθ, i < k. Arguing as in Lemma 7.2.3, the relations between the
root vectors are of the form:
xαxγ = qαγxγxα, xγxβ = qγβxβxγ , xαxβ = qαβxβxα + bxγ , b ∈ k.
◦ α = α1 i−1, β = αkθ +αiθ, k < i ≤ θ. The relations between root vectors are of the form
xαxγ = qαγxγxα, xγxβ = qγβxβxγ , xαxβ = qαβxβxα + bxγ +
i−1∑
t=k+1
btxαkθ+αtθxα1 t−1 ,
for some b, bt ∈ k.
◦ α = α1θ, β = αkθ. Arguing as in Lemma 7.2.3,
xαxγ = qαγxγxα, xγxβ = qγβxβxγ , xαxβ = qαβxβxα + bxγ +
θ−1∑
t=k+1
btxα1θ+αtθxαk t−1 ,
for some b, bt ∈ k.
In all cases the root vectors satisfy (10.1.8), and − qααqββ = q
±2, so we take L =M .
Next we look for solutions of (6.3.1). In the Cartan case with N = 4, we have∑
δ∈∆+
nδ = 3: we easily discard the possibility that nδ ≥ 2 for some δ ∈ ∆+, so ex-
actly three of them are one, and nϕ = 0 for the remaining ϕ ∈ ∆+. Arguing as in
the case γ = α1θ we check that all solutions are of form nγ = nα = nβ = 1 for a pair
(α, β) satisfying (6.3.3). Next we consider the case B(j|θ − j), k > j. We have that∑
δ∈∆+: 1∈supp δ
fδ(nδ) =M . Let η ∈ ∆+ such that 1 ∈ supp η and nη > 0.
• If η = α1θ, then nη = 1: otherwise, fη(nη) ≥ P = 2M > M =
∑
δ∈∆+: 1∈supp δ
fδ(nδ), a
contradiction.
• If η = α1i, i < j, then nη = 1. Suppose on the contrary that nη > 1. Then nη = 2, since
fη(nη) ≤M = Nη. This implies that nδ = 0 for all δ 6= α1i such that i ∈ supp δ.
Let δ ∈ ∆+ such that a
δ
i+1 = 2. Then nδ = 0 since i ∈ supp δ. Thus
M =
∑
δ∈∆+: aδi+1=1
fδ(nδ),
∑
δ∈∆+: aδi+1=1
nδ < M.
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Then ni+1 ℓ = 2 for some ℓ > i, which implies that nδ = 0 for all δ 6= αi+1 ℓ such that
ℓ ∈ supp δ. Recursively, there exist i0 = 1 < i1 = i < i2 < · · · < is = j − 1 such that
nδ =
{
2 δ = αir−1ir , r ∈ Is,
0 δ 6= αir−1ir , supp δ ∩ Ij−1 6= ∅.
On the other hand, if aδj = 1, then either Nδ = 1, or δ = αiθ, i < j, in which case nδ ≤ 1
since Nδ = P = 2M . Hence nδ = fδ(nδ) for all δ such that a
δ
j = 1. Using this fact,
M =
∑
δ∈∆+
fδ(nδ)a
δ
j =
∑
δ∈∆+: aδj=1
nδ + 2
∑
δ∈∆+: aδj=2
fδ(nδ)
≤
∑
δ∈∆+−{η}
nδ + 2
∑
δ∈∆+: aδj=2
fδ(nδ) ≤M − 1 + 2
∑
δ∈∆+: aδj=2
fδ(nδ).
Thus nµ 6= 0 for some µ ∈ ∆+ such that a
µ
j = 2; but j − 1 ∈ suppµ, a contradiction.
• If either η = α1i or else η = α1θ + αiθ, j ≤ i < θ, then Nη = 2, so fη(nη) = nη.
• If η = α1θ + αiθ, i < j, then nη = 1. Otherwise,
M =
∑
δ∈∆+: j−1∈supp δ
fδ(nδ)a
δ
j−1 ≥ 2fη(nη) ≥ 2M,
and we get a contradiction.
Hence fδ(nδ) = nδ for all δ such that 1 ∈ supp δ. Therefore,∑
δ∈∆+: 1/∈supp δ
nδ =M + 1−
∑
δ∈∆+: 1∈supp δ
nδ =M + 1−
∑
δ∈∆+: 1∈supp δ
fδ(nδ) = 1.
That is, there exists a unique root β ∈ ∆+ such that 1 /∈ suppβ and nβ 6= 0; moreover
nβ = 1 for this root β. Thus fδ(nδ) = nδ for all δ and we may translate to solve (6.3.1)
as follows: find γt ∈ ∆+, t ∈ IM+1, not necessarily different such that
∑
t γt = Mγ.
Write γt =
∑
i∈I a
(t)
i αi. Hence we may assume that a
(t)
1 = 1 for t ∈ IM , a
(M+1)
1 = 0. As∑
t∈IM+1
a
(t)
k = 2M and each a
(t)
k ≤ 2, at least M − 1 of them are 2, and for the other two
a
(t)
k ’s, either both are 1, or else one of them is 2 and the other is 0. Hence we may assume
that a
(t)
k = 1 for t ∈ IM−1. This forces to have γt = γ for t ∈ IM−1, γM + γM+1 = γ.
Hence all the hypotheses of Proposition 6.3.2 hold, and (x
Lγ
γ )∗ is a cocycle. 
7.3. Type Bθ,j standard, j ∈ Iθ−1. Here ζ ∈ G
′
3. In this subsection, we deal with Nichols
algebras Bq of standard type Bθ,j. We assume that the corresponding diagram is
−ζ
◦
−ζ −ζ
◦
−ζ
◦
−ζ −1
◦
j
−ζ −ζ
◦
−ζ
◦
−ζ ζ
◦
The set of positive roots is (7.2.1), and we fix the same convex order, see (7.2.2). For more
information, see [AA, §6.1]. We prove that Condition 1.4.1 holds for type Bθ,j standard:
Proposition 7.3.1. For every γ ∈ ∆q+, there exists Lγ ∈ N such that (x
Lγ
γ )∗ is a cocycle.
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Proof. Let γ be a positive non-simple root. Arguing recursively we may assume that γ has
full support. Hence, either γ = α1θ or else there exists k ∈ I2,θ such that γ = α1θ + αkθ.
First we consider γ = α1θ. Here, Pγ = 3 and Qγ = 2, Nγ = 3. All the pairs (α, β) as in
(6.3.24) are of the form α = α1k, β = α1θ + αk+1 θ for some k ∈ Iθ−1. By Lemma 7.2.3,
xαxγ = qαγxγxα, xγxβ = qγβxβxγ , xαxβ = qαβxβxα + bkx
2
γ , for some bk ∈ k,
so the root vectors satisfy (10.1.8). Also,
qαγ
qγβ
= 1 for all of them, so we take L = 1. Now
we look for solutions of (6.3.26). As in the proof of Proposition 8.6.1, there exists a pair
(α, β) as in (6.3.24) such that nγ = nα = nβ = 1, and nδ = 0 for the remaining roots
δ ∈ ∆q+. Thus Proposition 6.3.23 applies and (x
3
γ)
∗ is a 2-cocycle.
Now we consider γ = α1θ + αkθ, k ∈ I2,θ. Here we have Pγ = 2 and Qγ = 1. Hence, if
k ≤ j, then Lemma 6.2.5 applies since Nγ = 6, so (x
6
γ)
∗ is a 2-cocycle. Next we consider
the case k > j, so Nγ = 2. The pairs α < β as in (6.3.3) are the same as in Proposition
8.6.1, the root vectors satisfy (10.1.8) and − qααqββ = −ζ
±1, so we take L = 6. Also, the
same argument as in the case B(j|θ− j) in Proposition 8.6.1 shows that there exists a pair
(α, β) as in (6.3.24) such that nγ = 4, nα = nβ = 1, and nδ = 0 for the remaining roots
δ ∈ ∆q+. Hence all the hypotheses of Proposition 6.3.2 hold, and (x
6
γ)
∗ is a cocycle. 
7.4. Type Cθ. Let q be a root of 1 of order N > 2. In this subsection, we deal with the
Nichols algebras Bq of diagonal type Cθ: the Dynkin diagram is
q
◦
q−1 q
◦
q−1 q
◦
q
◦
q−2 q2
◦ .
The set of positive roots is
∆+ = {αij | i ≤ j ∈ I} ∪ {αiθ + αj θ−1 | i ≤ j ∈ Iθ−1}.(7.4.1)
We fix the following convex order:
α1 < α12 < · · · < α1θ−1 < α1θ + α1 θ−1 < α1θ + αθ−1 < · · · < α1θ + α2θ−1
< α1θ < α2 < α23 < · · · < αθ−1 < αθ−1 θ < αθ−1 θ + αθ−1 < αθ.
(7.4.2)
Let M = ord q2. It follows from the definition that
Nγ =
{
M, γ = αiθ + αiθ−1 or γ = αθ;
N, γ = αiθ + αjθ−1, i < j, or γ = αij , (i, j) 6= (θ, θ).
For more information, see [AA, §4.3]. The aim of this Section is to prove that Condition
1.4.1 holds for type Cθ. More precisely,
Proposition 7.4.3. For every γ ∈ ∆q+, (x
Nγ
γ )∗ is a 2-cocycle.
Proof. Let γ be a positive non-simple root. Arguing recursively we may assume that γ has
full support. Hence, either γ = α1θ or else there exists j ∈ Iθ−1 such that γ = α1θ+αj θ−1.
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First we consider γ = α1θ. In this case we have Pγ = 3 and Qγ = 1. Hence, if Nγ > 3,
then Lemma 6.2.5 applies and (x
Nγ
γ )∗ is a 2-cocycle.
Now assume that Nγ = 3: that is, N = 3. The unique pair (α, β) as in (6.3.24) is
α = α1θ + α1 θ−1, β = αθ. Arguing as in Lemma 7.2.3, the relations are of the form
1
xαxγ = qαγxγxα, xγxβ = qγβxβxγ , xαxβ = qαβxβxα + bx
2
γ for some b ∈ k,
and then the root vectors satisfy (10.1.8). Also,
qαγ
qγβ
= 1 for all of them, so we take L = 1.
Now we look for solutions of (6.3.26). That is,
∑
δ∈∆+
fδ(nδ)δ = 3γ,
∑
δ∈∆+
nδ = 3. We
check that there is no solution with nδ = 3 neither with nδ = 2, δ ∈ ∆+. Hence we look for
solutions with nγt = 1, for three different roots γt ∈ ∆+ (and nδ = 0 for the other roots).
We write γt =
∑
i∈I a
(t)
i αi. As
∑
t a
(t)
i = 3 for all i ∈ I, we have a
(t)
θ = 1 for all t ∈ I3, and
either a
(t)
1 = 1 for all t ∈ I3, or a
(t)
1 = 2 for some t ∈ I3. The case a
(t)
θ = 1 for all t ∈ I3
gives a contradiction: either γt = γ for all t, or else
∑
t a
(t)
θ−1 > 3. Hence we may assume
a
(1)
1 = 2, a
(2)
1 = 0, a
(3)
1 = 1. Then γ1 = α1θ + α1 θ−1, γ2 = αθ, γ3 = γ. Thus Proposition
6.3.23 applies and (x3γ)
∗ is a 2-cocycle.
Now we consider γ = α1θ+αjθ−1, j ∈ Iθ−1. In this case, Pγ = 2 and Qγ = 1. If Nγ > 2,
then Lemma 6.2.5 applies and (x
Nγ
γ )∗ is a 2-cocycle. Hence we need to study the case
Nγ = 2: that is, N = 4 and γ = α1θ + α1θ−1. Let α < β be a pair of positive roots as in
(6.3.3). We have the following possibilities:
◦ α = α1 i−1, β = α1θ + αiθ, i ∈ I2,θ−1. There exist b, bt ∈ k such that
xαxγ = qαγxγxα, xγxβ = qγβxβxγ , xαxβ = qαβxβxα + bxγ +
θ−1∑
t=i+1
btxα1θ+αt θ−1xα1 t−1 .
◦ α = α1θ, β = α1 θ−1. In this case,
xαxγ = qαγxγxα, xγxβ = qγβxβxγ , xαxβ = qαβxβxα + xγ .
In all cases the root vectors satisfy (10.1.8), and − qααqββ = −1, so we take L = 2.
Next we look for solutions of (6.3.1). That is,
∑
δ∈∆+
fδ(nδ)δ = 2γ,
∑
δ∈∆+
nδ = 3. Let
µ ∈ ∆+ be such that nµ 6= 0, θ ∈ suppµ. Notice that
2 =
∑
δ∈∆+: θ∈supp δ
fδ(nδ)a
δ
θ =
∑
δ∈∆+: θ∈supp δ
fδ(nδ),
so nµ ≤ fµ(nµ) ≤ 2. Suppose that nµ = 2. Then µ = αiθ + αi θ−1 for some i ∈ Iθ−1 since
Nµ = fµ(2) ≤ 2, and there exists η 6= µ such that nη = 1, nδ = 0 if δ 6= µ, η. But then
4α1 i−1 = 2γ − 2µ =
∑
δ 6=µ
fδ(nδ)δ = fη(1)η = η,
a contradiction. Hence nµ = 1 for all µ ∈ ∆+ such that nµ 6= 0, θ ∈ suppµ. Then
there exist three different roots γi ∈ ∆+ such that nγi = 1, and we may assume that
θ ∈ supp γ2 ∩ suppγ3, θ /∈ suppγ1. As γ2 6= γ3, we may assume γ2 6= γ, so a
γ2
1 = 1. This
implies that aγ11 = 1, so γ1 = α1i for some i ∈ Iθ−1, and a
γ3
1 = 2, so γ3 = γ.
1Indeed, xα = [x1 θ−1, x1θ]c, xγ = x1θ, and using q-Jacobi identity we have that b = q(q−1)
∏
i∈Iθ−1
qiθ .
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Hence all the hypotheses of Proposition 6.3.2 hold, and (x
Nγ
γ )∗ is a 2-cocycle. 
7.5. Type Dθ. Let q ∈ G
′
N , n ≥ 2. Let Bq be a Nichols algebra of type Dθ. That is, the
generalized Dynkin diagram of Bq has the form
q
◦
q
◦
q−1 q
◦
q−1 q
◦
q
◦
q−1 q
◦
q−1
q−1 q
◦
The set of positive roots is
∆q+ = {αi j | i ≤ j ∈ I, (i, j) 6= (θ − 1, θ)}
∪ {αi θ−2 + αθ | i ∈ Iθ−2} ∪ {αi θ + αj θ−2 | i < j ∈ Iθ−2}.
(7.5.1)
We fix the following convex order:
α11 < α12 < · · · < α1 θ−1 < α1 θ−2 + αθ < α1θ < α1θ + αθ−2 < . . .
< α1θ + α2 θ−2 < α22 < α23 < · · · < αθ−2 < αθ−2 θ−1 < αθ−2 + αθ
< αθ−2 θ < αθ−1 < αθ.
For more information, see [AA, §4.4]. The aim of this Section is to prove that Condition
1.4.1 holds for type Dθ. More precisely,
Proposition 7.5.2. For every γ ∈ ∆q+, (x
Nγ
γ )∗ is a 2-cocycle.
Proof. By Lemma 6.2.7, Pα = 2 and Qα = 1 for all non-simple roots α. Hence, if N > 2,
then Lemma 6.2.5 applies and (x
Nγ
γ )∗ is a 2-cocycle for all roots α.
Next we assume N = 2, that is, q = −1. We will apply Proposition 6.3.2. Let γ be
a positive non-simple root. Arguing recursively we may assume that γ has full support.
Hence, either γ = α1θ or else there exists k ∈ I2,θ−2 such that γ = α1θ + αk θ−2. We look
for pairs α < β ∈ ∆+ such that γ = α + β. Notice that qαα = qββ = −1 = −
qαα
qββ
in any
case so we may guess that L = 2.
First we consider γ = α1θ. All the pairs (α, β) as in (6.3.3) are of the form α = α1j ,
β = αj+1 θ for some j ∈ Iθ−1. Similar to Lemma 7.2.3,
xαxγ = qαγxγxα, xγxβ = qγβxβxγ , xαxβ = qαβxβxα + bxγ for some b ∈ k,
so the root vectors satisfy (10.1.8). Next we look for solutions of (6.3.1). That is, 2γ =
δ1+δ2+δ3, δi ∈ ∆+. We write δj =
∑
i∈I a
(j)
i αi. As a
(j)
i is 0 or 1 for i = 1, θ−1, θ, we may
fix a
(1)
1 = a
(2)
1 = 1, a
(3)
1 = 0 and see the possible pairs of roots such that a
(m)
θ−1 = a
(n)
θ−1 = 1,
respectively a
(p)
θ = a
(r)
θ = 1. Suppose that no one of the δi’s has coefficient 1 for the three
simple roots simultaneously. Then we may assume a
(1)
θ−1 = a
(3)
θ−1 = 1, a
(2)
θ = a
(3)
θ = 1, so
a
(j)
θ−2 > 0 for all j ∈ I3, a contradiction. Hence we assume a
(1)
θ−1 = a
(1)
θ = 1, so a
(1)
i ≥ 1 for
all i ∈ I. If either a
(2)
θ−1 = 1 or a
(2)
θ = 1, then a
(2)
θ−2 ≥ 1, which implies a
(1)
θ−2 = 1 and so
δ1 = γ. Otherwise a
(3)
θ−1 = 1 = a
(3)
θ , then a
(3)
θ−2 ≥ 1, which implies again δ1 = γ.
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Finally, let γ = α1θ + αk θ−2. Let α < β be a pair of positive roots as in (6.3.3). Then
the coefficient of α1 is one for just one of them (and zero for the other): it should be α,
since α < β. We have several possibilities:
◦ α = α1 j−1, β = αjθ + αk θ−2, j < k. Then
xαxγ = qαγxγxα, xγxβ = qγβxβxγ , xαxβ = qαβxβxα + bxγ for some b ∈ k.
◦ α = α1 j−1, β = αkθ + αj θ−2, k < j ≤ θ − 2. Then
xαxγ = qαγxγxα, xγxβ = qγβxβxγ , xαxβ = qαβxβxα + bxγ +
j−1∑
t=k+2
btxαkθ+αt θ−2xα1 t−1 ,
for some b, bt ∈ k.
◦ α = α1 θ−1, β = αkθ−2 + αθ. Then
xαxγ = qαγxγxα, xγxβ = qγβxβxγ , xαxβ = qαβxβxα + bxγ ,
for some b, bt ∈ k.
◦ α = α1θ, β = αk θ−2. Then
xαxγ = qαγxγxα, xγxβ = qγβxβxγ , xαxβ = qαβxβxα + bxγ +
j−1∑
t=k+1
btxα1θ+αt θ−2xαk t−1 ,
for some b, bt ∈ k.
◦ α = α1θ + αj θ−2, β = αk j−1, k < j ≤ θ − 2. Then
xαxγ = qαγxγxα, xγxβ = qγβxβxγ , xαxβ = qαβxβxα + bxγ +
j−1∑
t=k+1
btxα1θ+αt θ−2xαk t−1 ,
for some b, bt ∈ k.
In each case the justification relies on the homogeneity of the relations and is similar
to Lemma 7.2.3; we leave the details to an interested reader. Therefore the root vectors
satisfy (10.1.8). Next we look for solutions of (6.3.1). That is, 2γ = δ1 + δ2 + δ3, δi ∈ ∆+.
We write δj =
∑
i∈I a
(j)
i αi.
When k = θ − 2, first consider the case δ1 = αθ−2. Then a
(i)
j = 1 for i = 1, θ − 1, θ
and j = 2, 3, so δ2, δ3 have full support. This implies that a
(i)
j = 1 for 2 ≤ i < θ − 2 and
j = 2, 3, and we need that a
(θ−2)
j = 1 for one of them; that is, either δ2 = γ or else δ3 = γ.
If δj 6= αθ−2 for all j ∈ I3, then
2α1θ = 2sθ−2(γ) = sθ−2(δ1) + sθ−2(δ2) + sθ−2(δ3), sθ−2(δj) ∈ ∆+.
Applying the previous case, sθ−2(δj) = α1θ for some j ∈ I3, so δj = γ.
If k < θ − 2, then we argue recursively. Indeed, we first consider the case δ1 = αk and
argue as in the case k = θ − 2 to show that either δ2 = γ or else δ3 = γ. If δj 6= αθ−2 for
all j ∈ I3, then
2α1θ + αk+1 θ−2 = 2sk(γ) = sk(δ1) + sk(δ2) + sk(δ3), sk(δj) ∈ ∆+.
Hence sk(δj) = α1θ + αk+1 θ−2 for some j ∈ I3, which means that δj = γ for some j ∈ I3.
Hence all the hypotheses of Proposition 6.3.2 hold, and (x2γ)
∗ is a 2-cocycle. 
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7.6. Type D(j|θ − j), θ ≥ 1, j ∈ Iθ−1. Let q be a root of 1 of order N > 2. In this
subsection, we deal with the Nichols algebras Bq of type D(j|θ− j). We may assume that
the corresponding diagram is
q−1
◦
q q−1
◦
q−1
◦
q −1
◦
j
q−1 q
◦
q
◦
q−2 q2
◦
The set of positive roots is
∆q+ = {αik | i ≤ k ∈ I} ∪ {αiθ + αk θ−1 | i < k ∈ Iθ−1}
∪ {αiθ + αiθ−1 | i ∈ Ij+1,θ−1}.
(7.6.1)
Thus (7.6.1) is a subset of the set (7.4.1) of positive roots of type Cθ: We fix the convex
order in ∆q+ obtained from (7.4.2). For more information, see [AA, §5.3]. We prove
Condition 1.4.1 for type D(j|θ − j):
Proposition 7.6.2. For every γ ∈ ∆q+, there exists Lγ ∈ N such that (x
Lγ
γ )∗ is a cocycle.
Proof. Let γ be a positive non-simple root. Arguing recursively we may assume that γ has
full support. Hence, either γ = α1θ or else there exists k ∈ Iθ−1 such that γ = α1θ+αk θ−1.
First we consider γ = α1θ. Again, one can easily check that Nγ = 2, Pγ = 3 and Qγ = 1.
Let α < β be a pair of positive roots as in (6.3.3). Then there exists i ∈ Iθ−1 such that
α = α1i, β = αi+1 θ. Now,
xαxγ = qαγxγxα, xγxβ = qγβxβxγ , xαxβ = qαβxβxα + bxγ for some b ∈ k,
hence the root vectors satisfy (10.1.8), and − qααqββ ∈ {q
−1, q−2}, so we take L = N .
There exist 4-tuples (α, β, δ, η) ∈ ∆4+ as in (6.3.5):
α = α1i < η = α1 θ−1 < γ < β = α1θ + αi+1 θ−1 < δ = αθ.
The corresponding PBW generators satisfy (10.1.11); indeed, there exists b ∈ k such that
[xα, xβ]c = qαβxβxα + bxγxη, xηxδ = qηδxδxη + xγ , and the other pairs of root vectors
q-commute. Now c
(N)
αβγ = 0 by Lemma 6.3.28 (b) since q˜αγ = q˜βγ = q
−1.
Next we look for solutions of (6.3.1). We claim that fη(nη) = nη for all η ∈ ∆+.
◦ If Nη = 2, then this holds by definition of fη.
◦ If η = αiθ + αk θ−1, i < k ≤ θ − 1, then Nη = N , so fη(k) ≥ N if k ≥ 2. As
2fη(nη) ≤
∑
δ∈∆q+
fη(nη)a
δ
θ−1 = N,
we have that nη ≤ 1, so fη(nη) = nη.
◦ Let η = αik, with i ≤ k < j. Then Nη = N . Suppose that nη ≥ 2: as fη(s) > N if
s > 2, we may have nη = 2: moreover, nδ = 0 for all δ 6= αik such that δ ∩ Ii,k 6= ∅ since
N =
∑
δ∈∆q+
fδ(nδ)a
δ
t = N +
∑
δ 6=αik :t∈supp δ
fδ(nδ)a
δ
t for all t ∈ Ii,k.
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Now if k + 1 < j, then nδ = 0 for all δ 6= αk+1 t, t ≥ k + 1: as
∑
δ∈∆q+
fδ(nδ)a
δ
k+1 = N ,
we have nαk+1 t = 2 for some k+1 ≤ t < j. Thus we may assume k = j− 1. Let δ ∈ ∆
q
+
be such that j ∈ supp δ. Then nδ = 0 if j − 1 ∈ supp δ, and Nδ = 2 if j − 1 /∈ supp δ, so
N =
∑
δ∈∆q+:j∈supp δ
fδ(nδ)a
δ
j =
∑
δ:j∈supp δ, j−1/∈supp δ
fαjt(nαjt) =
∑
δ:j∈supp δ, j−1/∈supp δ
nαjt .
This implies that
∑
δ∈∆q+
nδ ≥ N + 2, a contradiction. Then nη ≤ 1, so fη(nη) = nη.
◦ Let η = αik, j < i ≤ k. Then Nη = N and an argument as in the previous case shows
that we have that nη ≤ 1, so fη(nη) = nη.
◦ Similar situation holds for η = αiθ + αi θ−1: Nη =M but again nη ≤ 1, so fη(nη) = nη.
As the claim holds, we may rewrite the problem as follows: find γi ∈ ∆
q
+, i ∈ IN+1,
such that
∑
γi = Nγ. As a
δ
1 = 1 if 1 ∈ supp δ, a
δ
θ = 1 if θ ∈ supp δ, there exist θ− 1 roots
such that 1, θ ∈ suppγi: we may fix that 1, θ ∈ suppγi for i ≥ 3. As N =
∑N+1
i=3 a
γi
θ−1 and
aγiθ−1 ≥ 1, there exists at most one i ≥ 3 such that a
γi
θ−1 = 2:
• if aγiθ−1 = 1 for all i ≥ 3, then γi = γ for all i ≥ 3 and γ1 + γ2 = γ.
• if aγ3θ−1 = 2, then γi = γ for all i ≥ 4 and γ3 = α1θ + αk θ−1 for some k ∈ I2,θ−1. Hence
γ1 + γ2 = α1 k−1 + αθ, so γ1, γ2 are α1 k−1, αθ.
Hence all the hypotheses of Proposition 6.3.2 hold, and (x
Lγ
γ )∗ is a cocycle.
Now we consider γ = α1θ + αi θ−1, i ∈ I2,θ−1. In this case, Pγ = 2 and Qγ = 1. Let
i ≤ j. Then Nγ = N > 2, so Lemma 6.2.5 applies and (x
Nγ
γ )∗ is a 2-cocycle.
Next we assume that i > j, so Nγ = 2. The pairs (α, β) as in (6.3.3) are the following:
◦ α = α1θ, β = αi θ−1. As in Lemma 7.2.3,
xαxγ = qαγxγxα, xγxβ = qγβxβxγ , xαxβ = qαβxβxα + bxγ for some b ∈ k.
◦ α = α1θ + αk θ, β = αi k−1, k ∈ Ii+1,θ−1. Then
xαxγ = qαγxγxα, xγxβ = qγβxβxγ , xαxβ = qαβxβxα + bxγ +
θ−1∑
t=k+1
btxαi t−1xα1θ+αt θ ,
for some b, bt ∈ k.
◦ α = α1k−1, β = αk θ + αi θ−1, k ∈ Ij+1,i−1. Then
xαxγ = qαγxγxα, xγxβ = qγβxβxγ , xαxβ = qαβxβxα + bxγ +
i−1∑
t=k+1
btxαtθ+αi θxα1 t−1
for some b, bt ∈ k.
◦ α = α1 i−1, β = αiθ + αi θ−1. In this case,
xαxγ = qαγxγxα, xγxβ = qγβxβxγ , xαxβ = qαβxβxα + bxγ for some b ∈ k.
Hence all the pairs of root vectors satisfy (10.1.8) and− qααqββ ∈ {q
−1, q−2}, so we take L = N .
Now we look for solutions of (6.3.1); i.e.
∑
δ∈∆+
fδ(nδ)δ = Nγ,
∑
δ∈∆+
nδ = N + 1. Let
η ∈ ∆q+ such that 1 ∈ supp η, Nη > 2 and nη 6= 0. Suppose that nη ≥ 2. Arguing
as for the case γ = α1θ, there exists t ∈ Ij−1 such that η = α1t and nη = 2. This
implies that nδ = 0 for all δ ∈ ∆
q
+ such that supp δ ∩ It 6= ∅. Recursively, there exist
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t0 = 0 < t1 = t < t2 < · · · < ts = j − 1 such that nη = 2 if η = αir−1+1 ir , r ∈ Is,
and nδ = 0 for all δ ∈ ∆
q
+ such that supp δ ∩ Ij−1 6= ∅. Now, if j ∈ supp δ, then either
j−1 supp δ (so nδ = 0 by the previous argument) or a
δ
j = 1, Nδ = 2, so fδ(nδ) = nδ. Thus,
N =
∑
δ∈∆q+:j∈supp δ
fδ(nδ)a
δ
j =
∑
δ∈∆q+:j∈supp δ
nδ.
But then
N + 1 =
∑
δ∈∆q+
nδ ≥ nη +
∑
δ∈∆q+:j∈supp δ
nδ = N + 2,
a contradiction. Thus we have that fη(nη) = nη for all η ∈ ∆
q
+ such that 1 ∈ supp η since
either Nη = 2 or else nη ≥ 1. From here,
N =
∑
δ∈∆q+:1∈supp δ
fδ(nδ)a
δ
j =
∑
δ∈∆q+:1∈supp δ
nδ,
As
∑
δ∈∆q+
nδ = N + 1, there exists a unique η ∈ ∆+ such that nη 6= 0 and 1 /∈ supp η;
moreover, nη = 1. Again we may rewrite the problem as follows: find γk ∈ ∆
q
+, k ∈ IN+1,
such that
∑
k γk = Nγ. As a
δ
1 = 1 if 1 ∈ supp δ, a
δ
θ = 1 if θ ∈ supp δ, there exist θ − 1
roots such that 1, θ ∈ suppγk: we may fix that 1, θ ∈ supp γk for k ≥ 3. Also, a
γk
i ≤ 2 and∑
t a
γk
i = 2N , so either a
γk
i = 2 for exactly N of them and 0 for the remaining one a
γk
i ,
or else aγki = 2 for exactly N − 1 of them and 1 for the remaining two a
γk
i ’s. A detailed
study case-by-case shows that γi = γ for i ≥ 3, and γ1 + γ2 = γ. Hence all the hypotheses
of Proposition 6.3.2 hold, and (xNγ )
∗ is a cocycle. 
8. Exceptional types
8.1. Type Eθ. Let q ∈ G
′
N , n ≥ 2. Let Bq be a Nichols algebra of type Eθ, 6 ≤ θ ≤ 8.
That is, the generalized Dynkin diagram of Bq has the form
q
◦
2
q
◦
1
q−1 q
◦
3
q
◦
4
q−1
q−1 q
◦
5
q−1 q
◦
θ
Here ∆q = ∆ is a root system of type Eθ. We fix the following convex orders on the sets
of positive roots:
E6 :1, 2, 13, 3, 1234, 134, 234, 24, 34, 4, 123
2425, 123425, 23425, 12345, 1345, 2345, 345, 245,
45, 5, 1223243526, 123243526, 123242526, 12324256, 12342526, 23242526, 1234256, 234256,
123456, 23456, 2456, 13456, 3456, 456, 56, 6;
E7 : roots of support contained in I6 ordered as for E6 followed by
1222334453627, 122334453627, 122324453627, 122324353627, 12324353627, 122324352627,
12232435267, 12324352627, 1232435267, 12324252627, 1232425267, 123242567,
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1234252627, 123425267, 12342567, 1234567, 134567, 234252627, 23425267, 2342567,
234567, 24567, 34567, 4567, 567, 67, 7;
E8 : roots of support contained in I7 ordered as for E7 followed by
122334465564738, 122334465564728, 122334465563728, 122334465463728, 122334455463728,
122234455463728, 122333455463728, 12333455463728, 122233455463728, 12233455463728,
122233445463728, 12233445463728, 12232445463728, 122233445363728, 12233445363728,
12232445363728, 12232435363728, 1232435363728, 122233445362728, 12233445362728,
12232445362728, 12232435362728, 12232435262728, 1232435362728, 1232435262728,
1232425262728, 123425262728, 23425262728, 1223344655647382, 12223344536278,
1223344536278, 1223244536278, 1223243536278, 123243536278, 1223243526278,
122324352678, 123243526278, 12324352678, 123242526278, 12324252678, 1232425678,
12342526278, 1234252678, 123425678, 12345678, 1345678, 2342526278, 234252678,
23425678, 2345678, 245678, 345678, 45678, 5678, 678, 78, 8.
For more information, see [AA, §4.5]. The aim of this Section is to prove that Condition
1.4.1 holds for type Eθ. We need first the following result.
Lemma 8.1.1. Let β < δ ∈ ∆q+ be such that γ = β + δ ∈ ∆
q
+.
(a) If µ1 ≤ · · · ≤ µk ∈ ∆+ satisfy
∑
i µi = β + γ, then either µ1 ≤ β or else µk ≥ γ.
(b) If µ1 ≤ · · · ≤ µk ∈ ∆+ satisfy
∑
i µi = δ + γ, then either µ1 ≤ γ or else µk ≥ δ.
Proof. Let (·, ·) be the symmetric positive definite form on Rθ such that (ν, ν) = 2 for all
ν ∈ ∆. Then −1 ≤ (µ, µ′) ≤ 1 if ν 6= ν ′ ∈ ∆. As β + δ ∈ ∆, (β, δ) = −1; thus (β, γ) = 1.
Next we prove (a): the proof of (b) is analogous. Let µ1 ≤ · · · ≤ µk be such that∑
i µi = β + γ. Note that k ≥ 2, since β + γ = 2β + δ /∈ ∆. Suppose on the contrary that
β < µ1 ≤ · · · ≤ µk < γ. Then k ≥ 3, since (µi, β) ≤ 1 and
3 = (β + γ, β) =
∑
i
(µi, β).
Assume that k ≥ 4. Then there exist j 6= ℓ such that (µj, µℓ) = −1 since
6 = (β + γ, β + γ) =
∑
i
(µi, µi) +
∑
i 6=j
(µi, µj) ≤ 8 +
∑
i 6=j
(µi, µj).
Thus µj + µℓ ∈ ∆+, µj < µj + µℓ < µℓ and we can replace the set {µi}i∈Ik by(
{µi}i∈Ik − {µj , µℓ}
)
∪ {µj + µℓ}.
Hence, recursively, we may assume that k = 3. But using the computer we check that
ν1+ν2+ν3 6= β+γ for all the 3-uples β < ν1 ≤ ν2 ≤ ν3 < γ so we get a contradiction. 
Proposition 8.1.2. For every γ ∈ ∆q+, (x
Nγ
γ )∗ is a 2-cocycle.
Proof. By Lemma 6.2.7, Pγ = 2 and Qγ = 1 for all non-simple roots γ. Hence, if N > 2,
then Lemma 6.2.5 applies and (x
Nγ
γ )∗ is a 2-cocycle for all roots γ.
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Next we assume N = 2, that is, q = −1. We will apply Lemma 6.2.8. Let γ be a positive
non-simple root. For each pair β < δ ∈ ∆q+ such that γ = β + δ, we have that
xβxγ = qβγxγxβ, xγxδ = qγδxδxγ
by (4.2.2) and Lemma 8.1.1, and qββ = qδδ = −1. Hence (6.2.9) holds.
Let γ1, γ2, γ3 ∈ ∆
q
+ be three different roots such that γ1 + γ2 + γ3 = 2γ. By Lemma
6.2.6 there exists w ∈ W such that the support of w(γi) is of size ≤ 3, and a fortiori γ too.
As w(γ1) +w(γ2) +w(γ3) = 2w(γ) and these roots are contained in a subdiagram of type
A3 or A2×A1, we conclude that γi = γ for some i ∈ I3. Using a similar argument we also
check that 2γ1 + γ2 6= 2γ for all γ1 6= γ2 ∈ ∆
q
+. Hence all the hypothesis of Lemma 6.2.8
hold, and (x2γ)
∗ is a 2-cocycle. 
8.2. Type F4. Let q be a root of 1 of order N > 2, M = ord q
2. In this section, we deal
with a Nichols algebra Bq of Cartan type F4, that is associated to the Dynkin diagram
q
◦
q−1 q
◦
q−2 q2
◦
q−2 q2
◦
For more information, see [AA, §4.6]. The set of positive roots with full support is
{1224334, 1224324, 1223324, 1222324, 122234, 123324, 122324, 12243342, 12234, 1234}.
The aim of this Section is to prove that Condition 1.4.1 holds for type F4. More precisely,
Proposition 8.2.1. For every γ ∈ ∆q+, (x
Nγ
γ )∗ is a 2-cocycle.
Proof. By induction on the rank it is enough to consider γ with full support. We have:
if γ ∈ {1223324, 123324, 122324, 12234, 1234}, then Nγ = N, Pγ = 3, Qγ = 2;
if γ ∈ {1224334, 1224324, 1222324, 122234, 12243342}, then Nγ =M, Pγ = 2, Qγ = 2.
Hence, if N > 4, then Nγ > Pγ , Qγ for all γ with full support. Thus (x
Nγ
γ )∗ is a 2-cocycle
for all γ with full support by Lemma 6.2.5.
Next we assume N = 4. If γ ∈ {1223324, 123324, 122324, 12234, 1234}, then Nγ = 4 >
Pγ , Qγ , so (x
Nγ
γ )∗ is a 2-cocycle by Lemma 6.2.5.
Now we consider γ ∈ {1224334, 1224324, 1222324, 122234, 12243342}. Let α < β be a
pair of positive roots as in (6.3.3). We have the following possibilities:
◦ γ = 1224334, α = 3, β = 1224324. There exists b ∈ k such that [xα, xβ ]c = bxγ .
◦ γ = 1224334, α = 23, β = 1223324. There exist b, b1 ∈ k such that
[xα, xβ]c = bxγ + b1x1224324x3.
◦ γ = 1224334, α = 223, β = 1222324. There exist b, bt ∈ k such that
[xα, xβ ]c = bxγ + b1x1224324x3 + b2x1223324x23.
◦ γ = 1224334, α = 123, β = 123324. There exist b, bt ∈ k such that
[xα, xβ]c = bxγ + b1x1224324x3 + b2x1223324x23 + b3x1222324x223.
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◦ γ = 1224334, α = 1223, β = 122324. There exist b, bt ∈ k such that
[xα, xβ ]c = bxγ + b1x1224324x3 + b2x1223324x23 + b3x1222324x223 + b4x123324x123.
◦ γ = 1224334, α = 12223, β = 22324. There exist b, bt ∈ k such that
[xα, xβ ]c = bxγ + b1x1224324x3 + b2x1223324x23 + b3x1222324x223
+ b4x123324x123 + b5x122324x123.
◦ γ = 1224324, α = 223, β = 122234. There exist b ∈ k such that [xα, xβ]c = bxγ .
◦ γ = 1224324, α = 1223, β = 12234. There exist b, b1 ∈ k such that
[xα, xβ ]c = bxγ + b1x122234x223.
◦ γ = 1224324, α = 12223, β = 2234. There exist b, bt ∈ k such that
[xα, xβ ]c = bxγ + b1x122234x223 + b2x12234x1223.
◦ γ = 1224324, α = 2, β = 1223324. There exists b ∈ k such that [xα, xβ ]c = bxγ .
◦ γ = 1224324, α = 12, β = 123324. There exist b, bt ∈ k such that
[xα, xβ ]c = bxγ + b1x122234x223 + b2x1223324x2.
◦ γ = 1222324, α = 3, β = 122234. There exists b ∈ k such that [xα, xβ]c = bxγ .
◦ γ = 1222324, α = 123, β = 1234. There exist b, b1 ∈ k such that
[xα, xβ ]c = bxγ + b1x122234x3.
◦ γ = 1222324, α = 12223, β = 34. There exist b, bt ∈ k such that
[xα, xβ]c = bxγ + b1x122234x3 + b2x1234x123.
◦ γ = 1222324, α = 1, β = 122324. There exist b, b1 ∈ k such that
[xα, xβ ]c = bxγ + b1x122234x3.
◦ γ = 122234, (α, β) one of the pairs (12, 1234), (12223, 4), (1, 12234). There exists b ∈ k
such that [xα, xβ]c = bxγ .
◦ γ = 12243342, α = 122324, β = 12234. There exists b ∈ k such that [xα, xβ ]c = bxγ .
◦ γ = 12243342, α = 123324, β = 1234. There exist b, b1 ∈ k such that
[xα, xβ ]c = bxγ + b1x12234x122324.
◦ γ = 12243342, α = 122234, β = 22324. There exist b, bt ∈ k such that
[xα, xβ ]c = bxγ + b1x12234x122324 + b2x1234x123324.
◦ γ = 12243342, α = 1222324, β = 2234. There exist b, bt ∈ k such that
[xα, xβ ]c = bxγ + b1x12234x122324 + b2x1234x123324 + b3x22324x122234.
◦ γ = 12243342, α = 1223324, β = 234. There exist b, bt ∈ k such that
[xα, xβ]c = bxγ + b1x12234x122324 + b2x1234x123324 + b3x22324x122234 + b4x234x1223324.
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◦ γ = 12243342, α = 1224324, β = 34. There exist b, bt ∈ k such that
[xα, xβ]c = bxγ + b1x12234x122324 + b2x1234x123324 + b3x22324x122234
+ b4x234x1223324 + b5x234x1223324.
◦ γ = 12243342, α = 1224334, β = 4. There exist b, bt ∈ k such that
[xα, xβ]c = bxγ + b1x12234x122324 + b2x1234x123324 + b3x22324x122234
+ b4x234x1223324 + b5x234x1223324 + b6x34x1224324.
In all cases [xα, xγ ]c = 0 = [xγ , xβ ]c: the proof of all these relations follow as in Lemma
7.2.3. Hence the root vectors satisfy (10.1.8), and − qααqββ = −1; then we take L = 2.
Next we look for solutions of (6.3.1). That is,
∑
δ∈∆q+
fδ(nδ)δ = 2γ,
∑
δ∈∆q+
nδ = 3.
Notice that nδ 6= 3 for all δ ∈ ∆
q
+: otherwise nη = 0 for all η 6= δ, so 2γ = fδ(3)δ,
a contradiction. Hence, either 2γ = fγ1(2)γ1 + γ2 or else 2γ = γ1 + γ2 + γ3 for some
γi 6= γj ∈ ∆
q
+. By Lemma 6.2.6 there exists w ∈ W such that γ
′
i = w(γi) have support
in a rank 3 subdiagram, so γ′ = w(γ) has the same support: this subdiagram is either of
Cartan type B3 or C3. Looking at the corresponding cases (see the proofs of Propositions
8.6.1 and 7.4.3) the solutions for γ′ are γ′3 = γ
′, γ′1+ γ
′
2 = γ
′. Hence, all solutions for γ are
of form nγ = nα = nβ = 1 for a pair (α, β) satisfying (6.3.3), and nϕ = 0 for the remaining
ϕ ∈ ∆+. Hence all the hypotheses of Proposition 6.3.2 hold, and (x
Lγ
γ )∗ is a 2-cocycle.
Finally we consider N = 3. If γ ∈ {1224334, 1224324, 1222324, 122234, 12243342}, then
Nγ = 3 > Pγ , Qγ , so (x
Nγ
γ )∗ is a 2-cocycle by Lemma 6.2.5.
Now we consider γ ∈ {1223324, 123324, 122324, 12234, 1234}. Let α < β be a pair of
positive roots as in (6.3.24). We have the following possibilities:
◦ γ = 1223324, α = 1224324, β = 1222324. There exist b ∈ k such that [xα, xβ ]c = bx
2
γ .
◦ γ = 1223324, α = 1224334, β = 122234. There exist b, b′ ∈ k such that
[xα, xβ]c = bx
2
γ + b
′ x1222324x1224324.
◦ γ = 123324, α = 1224324, β = 22324. There exist b ∈ k such that [xα, xβ]c = bx
2
γ .
◦ γ = 123324, α = 1224334, β = 2234. There exist b, b′ ∈ k such that
[xα, xβ]c = bx
2
γ + b
′ x22324x1224324.
◦ γ = 122324, α = 1222324, β = 22324. There exist b ∈ k such that [xα, xβ]c = bx
2
γ .
◦ γ = 122324, α = 1224334, β = 34. There exist b, b′ ∈ k such that
[xα, xβ]c = bx
2
γ + b
′ x22324x1222324.
◦ γ = 12234, α = 122234, β = 2234. There exist b ∈ k such that [xα, xβ ]c = bx
2
γ .
◦ γ = 12234, α = 1224324, β = 4. There exist b, b′ ∈ k such that
[xα, xβ ]c = bx
2
γ + b
′ x2234x122234.
◦ γ = 1234, α = 122234, β = 34. There exist b ∈ k such that [xα, xβ ]c = bx
2
γ .
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◦ γ = 1234, α = 1222324, β = 4. There exist b, b′ ∈ k such that
[xα, xβ ]c = bx
2
γ + b
′ x34x122234.
In all cases [xα, xγ ]c = 0 = [xγ , xβ]c, and
qαγ
qγβ
= 1: the proof of all these relations follow as
in Lemma 7.2.3. Therefore the root vectors satisfy (10.1.8), so we take L = 1.
Next we look for solutions of (6.3.1). That is,
∑
δ∈∆q+
fδ(nδ)δ = 3γ,
∑
δ∈∆q+
nδ = 3.
Notice that nδ 6= 3 for all δ ∈ ∆
q
+: otherwise nη = 0 for all η 6= δ, so 3γ = fδ(3)δ,
a contradiction. Hence, either 3γ = fγ1(2)γ1 + γ2 or else 3γ = γ1 + γ2 + γ3 for some
γi 6= γj ∈ ∆
q
+. Again we use Lemma 6.2.6 to reduce to rank 3 subdiagrams and looking
at the proofs of Propositions 8.6.1 and 7.4.3 we conclude that all the solutions for γ are of
form nγ = nα = nβ = 1 for a pair (α, β) satisfying (6.3.24), and nϕ = 0 for the remaining
ϕ ∈ ∆+. Hence all the hypotheses of Proposition 6.3.23 hold, and (x
Nγ
γ )∗ is a 2-cocycle. 
8.3. Type G2 Cartan. Let q be a root of 1 of order N > 3. Set
M =
{
N, 3 does not divide N ;
N/3, 3 divides N.
In this section, we deal with a Nichols algebra Bq of Cartan type G2, with Dynkin diagram
q
◦
q−3 q3
◦ .
The set of positive roots is
∆+ = {1, 1
32, 122, 1322, 12, 2}.(8.3.1)
We take as generators x1, x2, as well as
x1112 := (adc x1)
3x2, x112 := (adc x1)
2x2,
x11212 := [x112, x12]c, x12 := (adc x1)x2.
(8.3.2)
We order these root vectors: x1 < x1112 < x112 < x11212 < x12 < x2.
The aim of this Section is to prove that Condition 1.4.1 holds for type G2. More
precisely,
Proposition 8.3.3. For every γ ∈ ∆q+, (x
Nγ
γ )∗ is a 2-cocycle.
Proof. ◦ For γ = 132, the case N1112 > 2 follows by Lemma 6.2.5 again. Assume now that
N1112 = 2 (that is, N = 6). We will apply Proposition 6.3.2. The unique pair as in (6.3.3)
is α = α1, β = 2α1 + α2, since the following relations hold:
x1x112 = x1112 + q
2q12 x112x1, x1x1112 = q
3q12 x1112x1, x1112x112 = q
3q12 x112x1112.
In this case, − qααqββ = −1 so we take L = 2. The unique solution of (6.3.1) is n1 = n132 =
n122 = 1, and nδ = 0 for the remaining roots. Hence Proposition 6.3.2 applies and (x
2
1112)
∗
is a 2-cocycle.
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◦ For γ = 122, the case N112 > 4 follows by Lemma 6.2.5. Assume now that N112 = 4. We
will apply Proposition 6.3.23. The unique pair as in (6.3.24) is α = 3α1+α2, β = 3α1+2α2,
since the following relations hold:
x1112x11212 = −(q + 1)q
2
12x
3
112 − q
3
12 x11212x1112, x1112x112 = q
3q12 x112x1112,
x112x11212 = q
3q12 x11212x112.
Here
qαγ
qγβ
= 1, so we take L = 1. The unique solution of (6.3.26) is n132 = n122 = n1322 = 1,
and nδ = 0 for the remaining roots. Hence Proposition 6.3.23 applies: (x
4
112)
∗ is a 2-cocycle.
◦ For γ = 1322, the case N11212 > 2 follows by Lemma 6.2.5. Assume now that N11212 = 2
(that is, N = 6). We will apply Proposition 6.3.2. The pairs as in (6.3.3) are α = 2α1+α2,
β = α1 + α2, and α = 3α1 + α2, β = α2, since the following relations hold:
x112x12 = x11212 + q
2q12 x12x112, x112x11212 = q
2
12 x11212x112,
x11212x12 = q
2
12 x12x11212;
x1112x2 = −(3)qq12 x11212 − q
3
12 x2x1112 − 2q
2q212 x12x112, x1112x11212 = q
3
12 x11212x1112,
x11212x2 = q
3
12 x2x11212.
In both cases, − qααqββ = −1 so we take L = 2. The solutions of (6.3.1) are
• n112 = n1322 = n12 = 1, and nδ = 0 for the remaining roots, or
• n132 = n1322 = n2 = 1, and nδ = 0 for the remaining roots.
Hence Proposition 6.3.2 applies and (x211212)
∗ is a 2-cocycle.
◦ For γ = 12, the case N12 > 4 follows by Lemma 6.2.5. Assume now that N12 = 4. We
will apply Proposition 6.3.23. The unique pair as in (6.3.24) is α = 3α1 + 2α2, β = α2,
since the following relations hold:
x11212x2 = −2(1 + q)q
2
12 x
3
12 + qq
4
12 x2x11212, x11212x12 = q
3q12 x12x11212,
x12x2 = q
3q12 x2x12.
Here
qαγ
qγβ
= 1, so we take L = 1. The unique solution of (6.3.26) is n1322 = n12 = n2 = 1,
nδ = 0 for the remaining roots. Hence Proposition 6.3.23 applies: (x
4
12)
∗ is a 2-cocycle. 
Table 1. The roots with full support of G2; γ1 < γ = γ1 + γ2 < γ2
γ Nγ , Cartan Nγ , (8.4.1) b Pγ Qγ γ1 γ2 Lγ , Cartan Lγ , (8.4.1) b
132 M 8 2 2 1 122 M 8
122 N 4 4 3 1 12 N 8
1322 M 2 2 1 122 12 M 8
132 2
12 N 8 4 3 1 2 N 8
60 N. ANDRUSKIEWITSCH, I. ANGIONO, J. PEVTSOVA, S. WITHERSPOON
8.4. Type G2 standard. Let ζ ∈ G
′
8. In this section, we deal with a Nichols algebra Bq
of standard type G2 associated to any of the Dynkin diagrams
a:
ζ2
◦
ζ ζ
◦, b:
ζ2
◦
ζ3 −1
◦ , c:
ζ
◦
ζ5 −1
◦ .(8.4.1)
The set of positive roots is again (8.3.1). Thus we take as generators x1, x2, as well as
(8.3.2) with the same order for these root vectors: x1 < x1112 < x112 < x11212 < x12 < x2.
For more information, see [AA, §6.2]. We prove Condition 1.4.1 for type G2 standard:
Proposition 8.4.2. For every γ ∈ ∆q+, there exists Lγ ∈ N such that (x
Lγ
γ )∗ is a cocycle.
Proof. We just consider the diagram (8.4.1) b.
◦ For γ = 132, (x81112)
∗ is a 2-cocycle by Lemma 6.2.5.
◦ For γ = 122, we will use Proposition 6.3.23. The unique pair as in (6.3.24) is α = 3α1+α2,
β = 3α1 + 2α2, since the following relations hold:
x1112x11212 = q
2
12x
3
112 − q
3
12 x11212x1112, x1112x112 = −q12 x112x1112,
x112x11212 = ζ
5q12 x11212x112.
In this case,
(
qαγ
qγβ
)Nγ
= −1 so we take L = 2. The unique solution of (6.3.26) is n122 = 3,
n132 = n1322 = 1, nδ = 0 for the remaining roots. Hence Proposition 6.3.23 applies and
(x8112)
∗ is a 4-cocycle.
◦ For γ = 1322, we will use Proposition 6.3.2. The pairs as in (6.3.3) are α = 2α1 + α2,
β = α1 + α2, and α = 3α1 + α2, β = α2, since the following relations hold:
x112x12 = x11212 + ζ
3q12 x12x112,
x112x11212 = ζ
7q12 x11212x112,
x11212x12 = q12 x12x11212;
x1112x2 = ζ
3(4)ζ5q12 x11212 − q
3
12 x2x1112 − ζ
2(2)ζ3q
2
12 x12x112,
x1112x11212 = ζ
3q312 x11212x1112,
x11212x2 = q
3
12 x2x11212.
In both cases, − qααqββ = ζ
7 so we take L = 8. The solutions of (6.3.1) are
• n1322 = 7, n112 = n12 = 1, and nδ = 0 for the remaining roots, or
• n1322 = 7, n132 = n2 = 1, and nδ = 0 for the remaining roots.
Hence Proposition 6.3.2 applies and (x811212)
∗ is an 8-cocycle.
◦ For γ = 12, (x812)
∗ is a 2-cocycle by Lemma 6.2.5. 
8.5. Type D(2, 1;α). Here q, r, s 6= 1, qrs = 1; N = ord q, M = ord r, P = ord s. In this
section, we deal with a Nichols algebra Bq of super type D(2, 1;α) with Dynkin diagram
q
◦
1
q−1 −1
◦
2
r−1 r
◦
3
.
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We fix the following convex order on the set of positive roots:
1 < 12 < 123 < 1223 < 2 < 23 < 3.
For more information, see [AA, §5.4]. We prove Condition 1.4.1 for type D(2, 1;α):
Proposition 8.5.1. For every γ ∈ ∆q+, there exists Lγ ∈ N such that (x
Lγ
γ )∗ is a cocycle.
Proof. By induction on the rank it is enough to consider γ with full support. We start
with γ = 123. The pairs (α, β) of positive roots as in (6.3.3) are (1, 23) and (12, 3). As
x1x23 = q12q13x23x1 + x123, x1x123 = qq12q13x123x1, x123x23 = −q12q13x23x123;
x12x3 = q13q23x3x12 + x123, x12x123 = −q13q23x123x12, x123x3 = rq13q23x3x123.
the root vectors satisfy (10.1.8). As − qααqββ = q, respectively = r, we may take L =
lcm{N,M,P}. There exists a 4-tuples (α, β, δ, η) ∈ ∆4+ as in (6.3.5):
α = 1 < η = 12 < γ = 123 < β = 1223 < δ = 3.
The corresponding PBW generators satisfy (10.1.11); indeed,
xαxβ = qαβxβxα + qq12q13(1− s)xγxη, xηxδ = qηδxδxη + xγ ,
and the other pairs of root vectors q-commute. Now c
(N)
αβγ = 0 by Lemma 6.3.28 (b) since
q˜αγ = q, q˜βγ = s. Next we look for solutions of (6.3.1). There exist three solutions:
◦ n123 = L− 1, n1 = n23 = 1, nδ = 0 if δ 6= 123, 1, 23;
◦ n123 = L− 1, n12 = n3 = 1, nδ = 0 if δ 6= 123, 12, 3;
◦ n123 = L− 2, n1 = n123 = n3 = 1, nδ = 0 if δ 6= 123, 1, 12
3 , 3;
Hence all the hypotheses of Proposition 6.3.2 hold, and (x
Lγ
γ )∗ is a cocycle.
Now we consider γ = 1223. If Nγ > 2 = Pγ , then Lemma 6.2.5 applies and (x
Nγ
γ )∗ is a
2-cocycle. Now assume that Nγ = 2. The following relations between root vectors hold:
x123x2 = −q12q32x2x123 + x1223,
x123x1223 = q12q32x1223x123, x1223x2 = q12q32x2x1223;
x12x23 = −q12q13q23x23x12 − q23x1223 + q12(r − 1)x2x123,
x12x1223 = −q12q13q23x123x12, x1223x23 = −q12q13q23x23x123.
Hence for each pair (α, β) as in (6.3.3), the PBW generators satisfy (10.1.8). Now L = 2
satifies the hypothesis of Proposition 6.3.2, so (x2γ)
∗ is a 2-cocycle. 
8.6. Type F(4). Let q be a root of 1 of order N > 3. Set M = ord q2, P = ord q3.
In this subsection, we deal with the Nichols algebras Bq of diagonal type F(4). We may
assume that the corresponding diagram is
q2
◦
1
q−2 q2
◦
2
q−2 q
◦
3
−1
◦
4
q−1
We fix the following convex order on ∆q+:
1, 12, 123, 1232 , 12232, 2, 23, 232 , 3, 122334, 122324, 12324, 2324, 1223342, 1234, 234, 34, 4.
For more information, see [AA, §5.5]. The aim of this Section is to prove:
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Proposition 8.6.1. For every positive root γ, there exists a positive integer Lγ such that
the chain (x
Lγ
γ )∗ is a cocycle.
Proof. Let γ be a positive non simple root. Arguing recursively we may assume that γ has
full support. That is, γ ∈ {122334, 122324, 12324, 1223342, 1234}.
If γ = 122324, then Nγ = 2 = Pγ . First we look for pairs α < β as in (6.3.3). We have
the following posibilities:
◦ (α, β) = (2, 12324) or (α, β) = (23, 1234). There exists b ∈ k such that [xα, xβ ]c = bxγ .
◦ (α, β) = (12, 2324). There exist b, b1 ∈ k such that
[xα, xβ]c = bxγ + b1x12324x2.
◦ (α, β) = (123, 234) or (α, β) = (12232, 4). There exist b, b1 ∈ k such that
[xα, xβ ]c = bxγ + b1x1234x23.
In all cases [xα, xγ ]c = 0 = [xγ , xβ ]c, so the root vectors satisfy (10.1.8), and
(
− qααqββ
)N
= 1:
the proof of all these relations follow as in Lemma 7.2.3. Hence we take L = N .
Next we check that (12, 2, 122334, 12324, 2324, 1223342) is a 6-uple (α, β, δ, τ, ϕ, η) sat-
isfying (6.3.11). As q˜αγ = q
2 = q˜βγ , q˜δγ = q
−1, we have that d
(L)
αβδγ = d
(L)
q−1,q2,q2
= 0 by
Lemma 6.3.28 (c). Hence (E) holds in this case.
Now we look for 4-uples (α, β, δ, η) satisfying (6.3.13). There are three possibilities:
(2, 123, 12324, 1223342), (2, 122334, 12324, 1234) and (12232, 1234, 234, 23). In these cases,
q˜αγ = q
2, q˜βγ = q
−1. Hence c
(L)
αβγ = c
(L)
q2,q−1
= 0 by Lemma 6.3.28 (b), and (F) holds.
We look for 4-uples (α, β, δ, η) satisfying (6.3.15). A possibility is (12, 23, 1223342, 2324).
As q˜αγ = q
2 and q˜δγ = q
−1; thus c
(L)
−δαγ = c
(L)
q,q2
= 0 by Lemma 6.3.28 (b), and (G) holds.
Now (12, 122334, 234, 1223342, 1234, 2, 12324, 2324) is a 7-uple (α, β, δ, η, τ, µ, ν) satisfying
(6.3.17). As q˜αγ = q
2, q˜δγ = q
−1, we have that c
(L)
−δ,α,γ = c
(L)
q,q2
= 0 by Lemma 6.3.28 (a).
Hence (H) holds in this case.
Also, (2, 12232, 122334, 12324, 1223342, 1234) and (12, 12232, 122334, 2324, 1223342, 234) are
6-uples (α, β, ν, µ, δ, η) satisfying (6.3.19). As q˜αγ = q˜βγ = q
2, and q˜δγ = q
−1 in both cases,
we have that d
(L)
α+β,δ,α,γ = d
(L)
q4,q−1,q2
= 0 by Lemma 6.3.28 (b). Thus (I) holds in this case.
Notice that γ1 = 2, γ2 = 12, γ3 = 12
232, γ4 = γ5 = 12
23342 satisfy
∑
i∈I5
γi = 4γ.
Hence, if N1223342 = 2, then n2 = n12 = n12232 = 1, nγ = n1223342 = 2 is a solution of
(6.3.1). The coefficient of x6γ ⊗ 1 is zero in d(x2x12x12232x
2
γx
2
1223342 ⊗ 1) by Lemma 10.1.79.
Finally we look for solutions of (6.3.1), i.e.
∑
δ∈∆q+
fδ(nδ)δ = Nγ,
∑
δ∈∆q+
nδ = N + 1.
Set η = 1223342. Looking at the coefficient of α4:
N =
∑
δ∈∆q+
fδ(nδ)a
δ
4 = 2fη(nη) +
∑
δ 6=η, 4∈supp δ
nδ ≥ 2fη(nη).
As Nη =M , we have that nη ≤ 3. Suppose that nη = 3: necessarily N = 3M and∑
δ 6=η, 3,4∈supp δ
nδ = 3M − n4 − 2fη(3) =M − n4 − 2.
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Looking at the coefficient of α3:∑
δ:3∈supp δ,4/∈supp δ
fδ(nδ)a
δ
3 = 6M −
∑
δ 6=η, 3,4∈supp δ
nδa
δ
3 − 3fη(3)
≤ 6M −
∑
δ 6=η, 3,4∈supp δ
nδ − 3fη(3) = 2M + n4 − 1 < 3M = N.
By inspection, fδ(2)a
δ
3 = Nδa
δ
3 = N for all δ such that 3 ∈ supp δ, 4 /∈ supp δ, so nδ ≤ 1
for those δ. This implies that fδ(nδ) = nδ for all δ 6= η such that 3 ∈ supp δ. Using this
fact, the coefficients of α2 and α3 give the following equalities:
6M =
∑
δ:2∈supp δ
fδ(nδ)a
δ
2 = f12(n12) + f2(n2) + 2(M + 1) +
∑
δ 6=η:2,3∈supp δ
nδa
δ
2
6M =
∑
δ:3∈supp δ
fδ(nδ)a
δ
3 = 3(M + 1) +
∑
δ 6=η:3∈supp δ
nδa
δ
3
From these two equalities:
f12(n12) + f2(n2) =M + 1 +
∑
δ 6=η:3∈supp δ
nδa
δ
3 −
∑
δ 6=η:2,3∈supp δ
nδa
δ
2
=M + 1 + n1232 + n232 + n3 + n122334 + n12324 + n2324 + n34 ≥M + 1.
As n122334 + n12324 + n2324 + n34 ≤M − n4 − 2 and n1232 , n232 , n3 ≤ 1, we have that
f12(n12) + f2(n2) ≤M + 1 + 3 +M − n4 − 2 ≥ 2M + 2− n4 ≤ 2M − 2.
But this is a contradiction since N2 = N12 = P . A similar argument holds if we suppose
that nη = 2, so nη ≤ 1.
Hence nδ = fδ(nδ) for all δ such that 4 ∈ supp δ, so we may translate the equations
to the following problem: Find γi ∈ ∆
q
+, i ∈ IN+1, such that
∑
i∈IN+1
γi = Nγ. As∑
aγi1 = N and a
δ
1 ≤ 1 for all δ ∈ ∆
q
+, we may assume that a
γi
1 = 1 for i ∈ IN , a
γN+1
1 = 0.
As
∑
aγi2 = 2N and a
δ
2 ≤ 2 for all δ ∈ ∆
q
+, there are two possible cases: either a
γi
2 = 2
for N of them, aγi2 = 0 for the remaining root, or else a
γi
2 = 2 for N − 1 of them, a
γi
2 = 1
for the remaining two roots. In any case N − 1 roots have aγi2 = 2, and as a
δ
2 = 2 implies
that aδ1 = 1, we may assume that a
γi
2 = 2 for all i ∈ IN−1, so a
γi
3 ≥ 2 for all i ∈ IN−1. As∑
aγi3 = 2N , at most two of a
γi
3 ’s are equal to 3. Therefore we have three cases:
(a) aγ13 = a
γ2
3 = 3, a
γi
3 = 2 for i ∈ I3,N−1. Hence a
γN
3 = a
γN+1
3 = 0, which implies that
aγN4 = a
γN+1
4 = 0. As
∑
aγi4 = 2N , at least one of them is equal to 2. With all these
conditions we find exactly two solutions:
γ1 = 12
23342, γ2 = 12
2334, γi = γ, i ∈ I3,N−1, γN = 12, γN+1 = 2;
γ1 = γ2 = 12
23342, γ3 = 12
232, γi = γ, i ∈ I4,N−1, γN = 12, γN+1 = 2.
The last solution requires 2 = f1223342(n) for some n ∈ N: the unique possibility is
N1223342 = 2, n = 2.
(b) aγ13 = 3, a
γi
3 = 2 for i ∈ I2,N−1. Hence either a
γN
3 = 1, a
γN+1
3 = 0 or else a
γN
3 = 0,
a
γN+1
3 = 1. In the first case, γN+1 = 2, so a
N
2 = 1. The solutions are:
γ1 = 12
23342, γi = γ, i ∈ I2,N−2, γN−1 = 12
232, γN = 1234, γN+1 = 2;
64 N. ANDRUSKIEWITSCH, I. ANGIONO, J. PEVTSOVA, S. WITHERSPOON
γ1 = 12
23342, γi = γ, i ∈ I2,N−1, γN = 123, γN+1 = 2;
γ1 = 12
2334, γi = γ, i ∈ I2,N−1, γN = 1234, γN+1 = 2.
Now we consider aγN3 = 0, a
γN+1
3 = 1. Notice that a
γN
2 , a
γN+1
2 ≤ 1, so a
γN
2 = a
γN+1
2 = 1.
This implies that γN = 12. We have three solutions:
γ1 = 12
23342, γi = γ, i ∈ I2,N−2, γN−1 = 12
232, γN = 12, γN+1 = 234;
γ1 = 12
23342, γi = γ, i ∈ I2,N−1, γN = 12, γN+1 = 23;
γ1 = 12
2334, γi = γ, i ∈ I2,N−1, γN = 12, γN+1 = 234.
(c) aγi3 = 2 for all i ∈ IN−1. In this case, exactly N of the a
γi
4 ’s are 1, and the remaining
one is 0. Hence either
γ1 = 12
232, γi = γ, i ∈ I2,N−1, γN = 1234, γN+1 = 234,
or γi = γ, for all i ∈ IN−1, so γN + γN+1 = γ: the possible pairs (γN , γN+1) are
(123, 234), (1234, 23), (2, 1234), (12, 2324), (12232, 4).
Hence all the hypothesis of Proposition 6.3.2 hold, and (x
Lγ
γ )∗ is a cocycle.
If γ = 122334, then Nγ = 2 = Pγ . First we look for pairs α < β as in (6.3.3). We have
the following posibilities:
(12232, 34), (1232, 234), (232, 1234), (3, 122324), (23, 12324), (123, 2324).
In all cases [xα, xγ ]c = 0 = [xγ , xβ ]c, so the root vectors satisfy (10.1.8), and
(
− qααqββ
)N
= 1.
Hence we take L = N .
Next we check that (1232, 232, 122324, 1234, 234, 1223342) is a 6-uple (α, β, δ, τ, ϕ, η) sat-
isfying (6.3.11). As q˜αγ = q
2 = q˜βγ , q˜δγ = q
−1, we have that d
(L)
αβδγ = d
(L)
q−1,q2,q2
= 0 by
Lemma 6.3.28 (c). Hence (E) holds in this case.
Now we look for 4-uples (α, β, δ, η) satisfying (6.3.13). There are five possibilities:
(1232, 23, 1223342, 12324), (12232, 3, 1223342, 122324), (1232, 122324, 2324, 3),
(232, 122324, 12324, 3), (12232, 12324, 2324, 23).
Here q˜αγ = q
2, q˜βγ = q
−1. Hence c
(L)
αβγ = c
(L)
q2,q−1
= 0 by Lemma 6.3.28 (b), and (F) holds.
We look for 4-uples (α, β, δ, η) satisfying (6.3.15). A possibility is (123, 232, 1223342, 2324).
As q˜αγ = q
2 and q˜δγ = q
−1; thus c
(L)
−δαγ = c
(L)
q,q2
= 0 by Lemma 6.3.28 (b), and (G) holds.
Now (232, 12232, 122324, 1234, 1223342, 12324) and (1232, 12232, 122324, 234, 1223342, 2324)
are 6-uples (α, β, ν, µ, δ, η) satisfying (6.3.19). As q˜αγ = q˜βγ = q
2, and q˜δγ = q
−1 in both
cases, we have that d
(L)
α+β,δ,α,γ = d
(L)
q4,q−1,q2
= 0 by Lemma 6.3.28 (b). Thus (I) holds.
Also γ1 = 12
232, γ2 = 123
2, γ3 = 23
2, γ4 = γ5 = 12
23342 satisfy
∑
i∈I5
γi = 4γ. Hence,
if N1223342 = 2, then n12232 = n1232 = n232 = 1, nγ = n1223342 = 2 is a solution of (6.3.1).
The coefficient of x6γ ⊗ 1 is zero in d(x12232x1232x232x
2
γx
2
1223342 ⊗ 1) by Lemma 10.1.79.
COHOMOLOGY RINGS OF FINITE-DIMENSIONAL HOPF ALGEBRAS 65
Finally we look for solutions of (6.3.1), i.e.
∑
δ∈∆q+
fδ(nδ)δ = Nγ,
∑
δ∈∆q+
nδ = N + 1.
Looking at the coefficient of α4 we get as in the previous case that nδ = fδ(nδ) for all δ
such that 4 ∈ supp δ, so we may translate the equations to the following problem: Find
γi ∈ ∆
q
+, i ∈ IN+1, such that
∑
i∈IN+1
γi = Nγ. As
∑
aγi1 = N and a
δ
1 ≤ 1 for all δ ∈ ∆
q
+,
we may assume that aγi1 = 1 for i ∈ IN , a
γN+1
1 = 0. As
∑
aγi3 = 3N and a
δ
3 ≤ 3 for all
δ ∈ ∆q+, at least N − 2 of these roots satisfy a
γi
3 = 3 and we have three cases:
(a) aγ13 = 0, a
γi
3 = 3 for i ∈ I2,N+1. Then a
γi
1 = 1, a
γi
2 = 2, a
γi
4 ≥ 1 for i ∈ I2,N+1 but there
is no solution in this case.
(b) aγ13 = 1, a
γ2
3 = 2, a
γi
3 = 3 for i ∈ I3,N+1. Then a
γi
1 = 1, a
γi
2 = 2, a
γi
4 ≥ 1 if i ≥ 3, so
aγ11 + a
γ2
1 = 1, a
γ1
2 + a
γ2
2 = 2, a
γ1
4 + a
γ2
4 ≤ 1.
If aγ14 = a
γ2
4 = 0, then we obtain the following solutions
γ1 = 123, γ2 = 23
2, γ3 = 12
23342, γi = γ if i ∈ I4,N+1;
γ1 = 123
2, γ2 = 23, γ3 = 12
23342, γi = γ if i ∈ I4,N+1;
γ1 = 12
232, γ2 = 3, γ3 = 12
23342, γi = γ if i ∈ I4,N+1.
Otherwise γi = γ for all i ≥ 3; that is, γ1 + γ2 = γ, and the possible pairs (γ1, γ2) are
(12232, 34), (1232, 234), (232, 1234), (3, 122324), (23, 12324), (123, 2324).
(c) aγi3 = 2 for i ∈ I3, a
γi
3 = 3 for i ∈ I4,N+1. Then a
γi
1 = 1, a
γi
2 = 2, a
γi
4 ≥ 1 if i ≥ 4, so
aγ11 + a
γ2
1 + a
γ3
1 = 2, a
γ1
2 + a
γ2
2 + a
γ3
2 = 4, a
γ1
4 + a
γ2
4 + a
γ3
4 ≤ 2.
If aγ14 = a
γ2
4 = a
γ3
4 = 0, then the unique solution is
γ1 = 12
232, γ2 = 123
2, γ3 = 23
2, γ4 = γ5 = 12
23342, γi = γ if i ∈ I6,N+1.
For this solution we need N1223342 = 2, which implies that N = 6.
If aγ14 = 1, a
γ2
4 = a
γ3
4 = 0, then the solutions are
γ1 = 12
2324, γ2 = 123
2, γ3 = 23
2, γ4 = 12
23342, γi = γ if i ∈ I5,N+1;
γ1 = 123
24, γ2 = 12
232, γ3 = 23
2, γ4 = 12
23342, γi = γ if i ∈ I5,N+1;
γ1 = 23
24, γ2 = 123
2, γ3 = 12
232, γ4 = 12
23342, γi = γ if i ∈ I5,N+1.
If aγ14 = a
γ2
4 = 1, a
γ3
4 = 0, then the unique solution is
γ1 = 12
2324, γ2 = 23
24, γ3 = 123
2, γi = γ if i ∈ I4,N+1;
γ1 = 123
24, γ2 = 12
2324, γ3 = 23
2, γi = γ if i ∈ I4,N+1;
γ1 = 23
24, γ2 = 123
24, γ3 = 12
232, γi = γ if i ∈ I4,N+1.
Hence all the hypothesis of Proposition 6.3.2 hold, and (x
Lγ
γ )∗ is a cocycle.
If γ = 12324, then Nγ = 2 = Pγ . The pairs α < β as in (6.3.3) are (1, 23
24), (123, 34),
(α, β) = (1232, 4). In all cases [xα, xγ ]c = 0 = [xγ , xβ ]c, so the root vectors satisfy (10.1.8),
and
(
− qααqββ
)N
= 1. Hence we take L = N .
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Now (1232, 1234, 34, 3) is a 4-uples (α, β, δ, η) satisfying (6.3.13). Here, q˜αγ = q
2, q˜βγ =
q−1, so c
(L)
αβγ = c
(L)
q2,q−1
= 0 by Lemma 6.3.28 (b), and (F) holds.
Next we check that (1, 3, 1223342, 2324) and (1, 122334, 34, 2324) are 4-uples (α, β, δ, η)
satisfying (6.3.15). As q˜αγ = q
2 and q˜δγ = q
−1 in both cases, c
(L)
−δαγ = c
(L)
q,q2
= 0 by Lemma
6.3.28 (b), and (G) holds.
Also, (1, 1232, 122334, 2324, 1223342, 34) is a 6-uple satisfying (6.3.19). As q˜αγ = q˜βγ = q
2
and q˜δγ = q
−1, we have that d
(L)
α+β,δ,α,γ = d
(L)
q4,q−1,q2
= 0 by Lemma 6.3.28 (b). Thus (I)
holds in this case.
Finally we look for solutions of (6.3.1), i.e.
∑
δ∈∆q+
fδ(nδ)δ = Nγ,
∑
δ∈∆q+
nδ = N + 1.
Looking at the coefficient of α4 and arguing as in the case γ = 12
2324, we find that
nδ = fδ(nδ) for all δ, so we translate the equations to the following problem: Find γi ∈ ∆
q
+,
i ∈ IN+1, such that
∑
i∈IN+1
γi = Nγ. As
∑
aγi1 = N and a
δ
1 ≤ 1 for all δ ∈ ∆
q
+, we may
assume that aγi1 = 1 for i ∈ IN , a
γN+1
1 = 0. Using a detailed study as the previous case we
check that the solutions are
γ1 = 12
23342, γi = γ, i ∈ I2,N−2, γN−1 = 123
2, γN = 1, γN+1 = 34;
γ1 = 12
23342, γi = γ, i ∈ I2,N−1, γN = 1, γN+1 = 3;
γ1 = 12
2334, γi = γ, i ∈ I2,N−1, γN = 1, γN+1 = 34.
γ1 = 123
2, γi = γ, i ∈ I2,N−1, γN = 1234, γN+1 = 34,
or γi = γ, for all i ∈ IN−1, so γN + γN+1 = γ: the possible pairs (γN , γN+1) are (123, 34),
(1234, 3), (1, 2324), (1232, 4). Hence all the hypothesis of Proposition 6.3.2 hold, and (x
Lγ
γ )∗
is a cocycle.
If γ = 1234, then Nγ = 2 = Pγ . The pairs α < β as in (6.3.3) are (1, 234), (123, 4),
(12, 34). In all cases [xα, xγ ]c = 0 = [xγ , xβ ]c, so the root vectors satisfy (10.1.8), and(
− qααqββ
)N
= 1. Hence we take L = N .
Next we check that (1, 1223242, 234, 4) and (12, 12324, 4, 34) are 4-uples (α, β, δ, η) sat-
isfying (6.3.15). As q˜αγ = q
2 and q˜δγ = q
−1 in both cases, c
(L)
−δαγ = c
(L)
q,q2
= 0 by Lemma
6.3.28 (b), so (G) holds.
Notice that γ1 = 1, γ2 = 12, γ3 = 12
23342, γ4 = 4 satisfy
∑
i∈I4
γi = 3γ. The corre-
sponding root vectors q-commute so the coefficient of x6γ ⊗ 1 in d(x1x12x1223342x
N−3
γ x4⊗ 1)
is zero by Remark 10.1.2.
Finally we look for solutions of (6.3.1), i.e.
∑
δ∈∆q+
fδ(nδ)δ = Nγ,
∑
δ∈∆q+
nδ = N + 1.
Looking at the coefficient of α4 and arguing as in the case γ = 12
2324, we find that
nδ = fδ(nδ) for all δ, so we translate the equations to the following problem: Find γi ∈ ∆
q
+,
i ∈ IN+1, such that
∑
i∈IN+1
γi = Nγ. As
∑
aγi1 = N and a
δ
1 ≤ 1 for all δ ∈ ∆
q
+, we may
assume that aγi1 = 1 for i ∈ IN , a
γN+1
1 = 0. Using a detailed study as the previous case we
check that the solutions are
γ1 = 12
23342, γi = γ, i ∈ I2,N−2, γN−1 = 12, γN = 1, γN+1 = 4;
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γ1 = 12
2324, γi = γ, i ∈ I2,N−1, γN = 1, γN+1 = 4.
γ1 = 12, γi = γ, i ∈ I2,N−1, γN = 123
24, γN+1 = 4,
or γi = γ, for all i ∈ IN−1, so γN + γN+1 = γ: the possible pairs (γN , γN+1) are (123, 4),
(1, 234), (12, 34). Hence Proposition 6.3.2 applies and (x
Lγ
γ )∗ is a cocycle.
Finally, if γ = 1223342, then Nγ =M , Pγ = 2, Qγ = 1. If N 6= 6, then Nγ > Pγ = 2, Qγ ,
so (x
Nγ
γ )∗ is a 2-cocycle by Lemma 6.2.5. Next we assume N = 6; that is, Nγ = 2. Let
α < β be a pair of positive roots as in (6.3.3). We have the following posibilities:
◦ α = 2324, β = 1234. There exists b ∈ k such that [xα, xβ ]c = bxγ .
◦ α = 12324, β = 234. There exist b, b1 ∈ k such that
[xα, xβ ]c = bxγ + b1x1234x2324.
◦ α = 122324, β = 34. There exist b, bt ∈ k such that
[xα, xβ ]c = bxγ + b1x1234x2324 + b2x234x12324.
◦ α = 122334, β = 4. There exist b, bt ∈ k such that
[xα, xβ]c = bxγ + b1x1234x2324 + b2x234x12324 + b3x34x122324.
In all cases [xα, xγ ]c = 0 = [xγ , xβ]c, so the root vectors satisfy (10.1.8), and −
qαα
qββ
= −1:
the proof of all these relations follow as in Lemma 7.2.3. Hence we take L = 2.
Next we look for solutions of (6.3.1). That is,
∑
δ∈∆q+
fδ(nδ)δ = 2γ,
∑
δ∈∆q+
nδ = 3.
Suppose that nη = 3 for some η ∈ ∆
q
+, then nδ = 0 for δ 6= η and 2γ = (Nη + 1)η, a
contradiction. Now suppose that nη = 2, nτ = 1 for η 6= τ : 2γ = Nηη + τ . As a
η
1, a
τ
1 ≤ 1
and 2 = Nηa
η
1 + a
τ
1 , we have that a
η
1 = 1, Nη = 2, a
τ
1 = 0. As 4 = 2a
η
2 + a
τ
2 and a
η
2 ≤ 2,
aτ2 ≤ 1, we have that a
η
2 = 2, a
τ
2 = 0. Thus τ ∈ {3, 34, 4}, but there is no solution for these
cases, a contradiction.
Therefore, nη = nτ = nµ = 1 for three different roots η, τ, µ. As a
η
1, a
τ
1 , a
µ
1 ≤ 1 and
2 = aη1 + a
τ
1 + a
µ
1 , we may assume a
η
1 = a
τ
1 = 1, a
µ
1 = 0. As a
η
2, a
τ
2 ≤ 2, a
µ
2 ≤ 1 and
4 = aη2 + a
τ
2 + a
µ
2 , either a
η
2 = a
τ
2 = 2, a
µ
2 = 0 or else a
η
2 = 2, a
τ
2 = a
µ
2 = 1. In the first
case, aη3, a
τ
3 ≤ 3, a
µ
3 ≤ 1 and 6 = a
η
3 + a
τ
3 + a
µ
3 , so either a
η
3 = a
τ
3 = 3, a
µ
3 = 0 or else
aη3 = 3, a
τ
3 = 2, a
µ
3 = 1; in both cases we are forced to get η = γ = τ +µ, and moreover we
obtain only two possibilities, either τ = 122324, µ = 34 or else τ = 122334, µ = 4. In the
second case, aη4 ≤ 2, a
τ
4 , a
µ
4 ≤ 1 and 4 = a
η
4 + a
τ
4 + a
µ
4 , so a
η
4 = 2, a
τ
4 = a
µ
4 = 1, and again
we are forced to get η = γ = τ + µ, and moreover we obtain only two possibilities, either
τ = 12324, µ = 234 or else τ = 1234, µ = 2324.
Hence all the hypothesis of Proposition 6.3.23 hold, and (x
Nγ
γ )∗ is a 2-cocycle. 
8.7. Type G(3). Let q be a root of 1 of order N > 3. In this section, we deal with a
Nichols algebra Bq of super type G(3), associated to the Dynkin diagram
−1
◦
1
q−1 q
◦
2
q−3 q3
◦
3
.
For more information, see [AA, §5.6]. The set of positive roots with full support is
{123, 1223, 1233, 12332, 12432}.
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We fix the following convex order of ∆q+:
1 < 12 < 123 < 1223 < 1233 < 12332 < 12432 < 2 < 233 < 223 < 2332 < 23 < 3.
It comes from Lyndon words once we fix the order of the letters 1 < 2 < 3 and differs from
the one in [AA, §5.6]. We prove Condition 1.4.1 for type G(3):
Proposition 8.7.1. For every γ ∈ ∆q+, there exists Lγ ∈ N such that (x
Lγ
γ )∗ is a cocycle.
Proof. It is enough to prove the statement for γ with full support.
◦ For γ = 123, we apply Proposition 6.3.2. The pairs as in (6.3.3) are α = α1, β = α2+α3,
and α = α1 + α2, β = α3 since the following relations hold:
xαxβ = xγ + qαβ xβxα, xαxγ = qα xγxα, xγxβ = qβ xβxγ .
As − qααqββ = q, respectively q
3, L should be a multiple of N .
Let L = ord(−q). Now (6.3.5) holds for α = 1, β = 1223, δ = 3, η = 12, and the root
vectors satisfy (10.1.11); the scalars q˜αγ = q
−1 and q˜βγ = q
−2 satisfy c
(L)
αβγ = 0.
Also, (6.3.7) holds for α = 1, β = 12332, δ = 3, η = 12, τ = 1223, and the root vectors
satisfy (10.1.16); the scalars q˜αγ = q
−1, q˜βγ = q
−1, q˜τγ = q
−2 satisfy (6.3.8).
Let (nδ)δ∈∆q+
be a solution of (6.3.1). If n3 = 0, then
L(α1 + α2) = s3(Lγ) =
∑
δ∈∆q+
fδ(nδ)s3(δ),
and s3(δ) ∈ ∆
q
+ if δ 6= α3. As Nδ = Ns3(δ), we have that fδ = fs3(δ), so we have a system
as in (6.3.1) for α1 +α2 in place of γ and we may restrict the support to α1, α2. The new
system has a unique solution, which gives place to the solution of the original system:
• n1 = n23 = 1, n123 = L− 1, nδ = 0 for all the other δ ∈ ∆
q
+.
Next we assume n3 6= 0. Suppose that n1223 > 1. Then f1223(n1223) ≥ N , so the coefficient
of α2 in
∑
δ∈∆q+
fδ(nδ)δ is ≥ 2N , a contradiction. Hence n1223 ≤ 1, and then f1223(n1223) =
n1223 ≤ 1. The coefficient of α1 in this sum is
n1 + n12 + n123 + n1223 + n1233 + n12332 + n12432 = L.
As the sum of all nδ’s is L + 1 and n3 6= 0, we have n3 = 1, n2 = n233 = n223 = n2332 =
n23 = 0. Now we look at the coefficients of α2, α3 in the equality
∑
δ∈∆q+
fδ(nδ)δ = Lγ:
L = n12 + n123 + 2n1223 + 3n1233 + 3n12332 + 4n12432 ,
L = 1 + n123 + n1223 + n1233 + 2n12332 + 2n12432 .
Thus n12+n1223+2n1233+n12332+2n12432 = 1, which implies that n1233 = n12432 = 0 and
two of the three numbers n12, n1223, n12332 are zero (the remaining one being 1). Looking
at the three possibilities, we have three solutions:
• n12 = n3 = 1, n123 = L− 1, nδ = 0 for all the other δ ∈ ∆
q
+;
• n1 = n3 = n1223 = 1, n123 = L− 2, nδ = 0 for all the other δ ∈ ∆
q
+;
• n1 = 2, n12332 = n3 = 1, n123 = L− 3, nδ = 0 for all the other δ ∈ ∆
q
+.
Hence Proposition 6.3.2 applies and (xL123)
∗ is a cocycle.
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◦ For γ = 1223, the case Nγ > 3 follows by Lemma 6.2.5. Assume now that Nγ = 3.
We will work as in Proposition 6.3.23. The pairs as in (6.3.24) are (1, 12432), (12, 12332),
(123, 1233), since for each one of these pairs the following relations hold:
xαxβ = bαβx
2
γ + qαβ xβxα, xαxγ = qαγ xγxα, xγxβ = qγβ xβx112, bαβ ∈ k.
As
qαγ
qγβ
= 1 for the three cases, we take L = 1. We look for solutions of (6.3.26):∑
δ∈∆q+
nδ = 3,
∑
δ∈∆q+
fδ(nδ)δ = 3γ.
If nγ ≥ 2, then fγ(nγ) ≥ 3, a contradiction. Then nγ ≤ 1, so fγ(nγ) = nγ . Looking at
the coefficient of α1 we get the equation:
3 = n1 + n12 + n123 + n1223 + n1233 + n12332 + n12432 .(8.7.2)
Hence nδ = 0 for δ = 2, 2
33, 223, 2332, 23, 3. Looking at the coefficients of α2 and α3,
6 = n12 + n123 + 2n1223 + 3n1233 + 3n12332 + 4n12432 ,(8.7.3)
3 = n123 + n1223 + n1233 + 2n12332 + 2n12432 .(8.7.4)
From (8.7.2) and (8.7.4), n1 + n12 = n12332 + n12432 . From (8.7.4), n12332 + n12432 ≤ 1. If
n1 = n12 = 0, then n12332 = n12432 = 0: the solution is n123 = n1223 = n1233 = 1. Next
we assume n1 + n12 = 1 = n12332 + n12432 . If n1223 = 1, then the solutions give pairs as in
(6.3.24). Otherwise we have a unique solution: n12 = n123 = n12432 = 1, nδ = 0 otherwise.
Hence we have to compute d(x12x123x12432 ⊗ 1). Notice that
x12x12432 = −q
3q312q
2
13q
2
23 x12432x12 + b1x1233x1223,
x123x12432 = −q
3q312q13q
2
32 x12432x123 + b2x12332x1223,
x12x12332 = −q
2q212q
2
13q
2
23 x12332x12 + b3x
2
1223 + b4x1233x123,
x123x1233 = −q
2q212q
2
32 x1233x123 + b5x
2
1223,
for some bj ∈ k. Using these relations, we get
d(x12x123x12432 ⊗ 1) = x12x123 ⊗ x12432 − s(x12 ⊗ x123x12432 + q13q23x123 ⊗ x12x12432)
= x12x123 ⊗ x12432 − s
(
− q3q312q13q
2
32 x12 ⊗ x12432x123 + b2x12 ⊗ x12332x1223
− q3q312q
3
13q
3
23 x123 ⊗ x12432x12 + q13q23b1x123 ⊗ x1233x1223
)
= x12x123 ⊗ x12432 − b2x12x12332 ⊗ x1223 − s
(
− q3q312q13q
2
32 x12 ⊗ x12432x123
− b2q
2q212q
2
13q
2
23 x12332 ⊗ x12x1223 + b2b3x1223 ⊗ x
2
1223 + b2b4x1233 ⊗ x123x1223
− q3q312q
3
13q
3
23 x123 ⊗ x12432x12 + q13q23b1x123 ⊗ x1233x1223
)
= x12x123 ⊗ x12432 − b2x12x12332 ⊗ x1223 + q
3q312q13q
2
32 x12x12432 ⊗ x123
− s
(
q712q23q
3
13 x12432 ⊗ x123x12 − b1q
3q312q13q
2
32x1233 ⊗ x1223x123
+ b2q
3q312q
3
13q
3
23 x12332 ⊗ x1223x12 + b2b3x1223 ⊗ x
2
1223 − qq12q32b2b4x1233 ⊗ x1223x123
− q3q312q
3
13q
3
23 x123 ⊗ x12432x12 + q13q23b1x123 ⊗ x1233x1223
)
= x12x123 ⊗ x12432 − b2x12x12332 ⊗ x1223 + q
3q312q13q
2
32 x12x12432 ⊗ x123
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− q13q23b1x123x1233 ⊗ x1223 + q
3q312q
3
13q
3
23 x123x12432 ⊗ x12
+ (q13q23b1b5 − b2b3)x
3
1223 ⊗ 1.
We compute the scalars bj using the form of the Lyndon words and the q-Jacobi identity:
b1 = q
2
12q13q23q(1− q), b2 = q
2
12q13q(1− q), b3 = q12q13q
3
23q(1 + q), b5 = q12q23q(1 + q).
Hence q13q23b1b5−b2b3 = 0. Thus the coefficient of x
3
1223⊗1 in d(c) is zero for all 2-chains
c, so (x31223)
∗ is a 2-cocycle.
◦ For γ = 1233, we will apply Proposition 6.3.2. The pairs (α, β) as in (6.3.3) are (1, 233),
(12, 223), (1223, 2), since the following relations hold:
xαxβ = xγ + qαβ xβxα, xαxγ = qα xγxα, xγxβ = qβ xβxγ .
As − qααqββ = q, respectively q
2, q3, L should be a multiple of N .
Let L = ord(−q). Now (6.3.9) holds for α = 12, β = 1223, δ = 233, and the root vectors
satisfy (10.1.11); the scalars q˜αγ = q
−1, q˜βγ = q
−2 satisfy (6.3.10).
Also, (6.3.7) holds for α = 12, β = 12432, δ = 233, η = 123, τ = 1223, and the root
vectors satisfy (10.1.16); the scalars q˜αγ = q
−1, q˜βγ = q
−1, q˜τγ = q
−2 satisfy (6.3.8).
Let (nδ)δ∈∆q+
be a solution of (6.3.1). If n2 = 0, then
N(α1 + α2 + α3) = s2(Nγ) =
∑
δ∈∆q+
fδ(nδ)s3(δ),
and s2(δ) ∈ ∆
q
+ if δ 6= α2. As Nδ = Ns2(δ), we have that fδ = fs2(δ), so we have a system
as in (6.3.1) for α1+α2+α3 in place of γ. The new system has four solutions, which gives
place to the following solutions of the original system:
• n12 = n223 = 1, n1233 = N − 1, nδ = 0 for all the other δ ∈ ∆
q
+;
• n1 = n233 = 1, n1233 = N − 1, nδ = 0 for all the other δ ∈ ∆
q
+;
• n12 = n233 = n1223 = 1, n1233 = N − 2, nδ = 0 for all the other δ ∈ ∆
q
+;
• n12 = 2, n12432 = n233 = 1, n1233 = N − 3, nδ = 0 for all the other δ ∈ ∆
q
+.
Next we assume n2 6= 0. Suppose that n1223 > 1. Then f1223(n1223) ≥ N , so the coefficient
of α1 in
∑
δ∈∆q+
fδ(nδ)δ is ≥ N ; this forces to nδ = 0 for any δ 6= α2 since fδ(nδ)δ must have
α1, α3 with coefficient zero, and this gives a contradiction. Hence n1223 = f1223(n1223) ≤ 1.
The coefficcient of α1 in this sum is
n1 + n12 + n123 + n1223 + n1233 + n12332 + n12432 = N.
As the sum of all nδ’s is N + 1 and n2 6= 0, we have n2 = 1, n3 = n233 = n223 = n2332 =
n23 = 0. Now we look at the coefficients of α2, α3 in the equality
∑
δ∈∆q+
fδ(nδ)δ = Nγ:
3N = 1 + n12 + n123 + 2n1223 + 3n1233 + 3n12332 + 4n12432 ,
N = n123 + n1223 + n1233 + 2n12332 + 2n12432 .
Thus n1+2n123 + n1233 +2n12332 +4n12432 = 1, which implies that n123 = n12332 = 0 and
two of the three numbers n1, n1233, n12432 are zero (the remaining one being 1). Reducing
the three previous equations, we get n12 + n1233 = N − 1, n12 + 3n1233 ≥ 3N − 3, so we
have a unique solution:
• n1223 = n2 = 1, n1233 = N − 1, nδ = 0 for all the other δ ∈ ∆
q
+.
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Hence Proposition 6.3.2 applies and (xL1233)
∗ is a cocycle.
◦ For γ = 12332, we will apply Proposition 6.3.2. The pairs (α, β) as in (6.3.3) are (1, 2332),
(123, 223), (1223, 23), (1233, 3), since the following relations hold:
xαxβ = xγ + qαβ xβxα, xαxγ = qα xγxα, xγxβ = qβ xβxγ .
As − qααqββ ∈ {q, q
2, q3}, L should be a multiple of N .
Let L = ord(−q). Now (6.3.9) holds for α = 123, β = 1223, δ = 2332, and the root
vectors satisfy (10.1.11); the scalars q˜αγ = q
−1, q˜βγ = q
−2 satisfy (6.3.10).
Also, (6.3.7) holds for α = 123, β = 12432, δ = 2332, η = 12, τ = 1223, and the root
vectors satisfy (10.1.16); the scalars q˜αγ = q
−1, q˜βγ = q
−1, q˜τγ = q
−2 satisfy (6.3.8).
Let (nδ)δ∈∆q+ be a solution of (6.3.1). If n3 = 0, then
N(α1 + 3α2 + α3) = s3(Nγ) =
∑
δ∈∆q+
fδ(nδ)s3(δ),
and s3(δ) ∈ ∆
q
+ if δ 6= α3. As Nδ = Ns3(δ), we have that fδ = fs3(δ), so we have a system
as in (6.3.1) for α1 + 3α2 + α3 in place of γ. The new system has five solutions, which
gives place to the following solutions of the original system:
• n1223 = n23 = 1, n12332 = N − 1, nδ = 0 for all the other δ ∈ ∆
q
+;
• n123 = n223 = 1, n12332 = N − 1, nδ = 0 for all the other δ ∈ ∆
q
+;
• n1 = n2332 = 1, n12332 = N − 1, nδ = 0 for all the other δ ∈ ∆
q
+;
• n123 = n2332 = n1223 = 1, n12332 = N − 2, nδ = 0 for all the other δ ∈ ∆
q
+;
• n123 = 2, n12432 = n2332 = 1, n12332 = N − 3, nδ = 0 for all the other δ ∈ ∆
q
+.
Next we assume n3 6= 0. An analogous analysis as for the root 12
33 shows that the unique
solution is:
• n1233 = n3 = 1, n12332 = N − 1, nδ = 0 for all the other δ ∈ ∆
q
+.
Hence Proposition 6.3.2 applies and (xL12332)
∗ is a cocycle.
◦ For γ = 12432, we apply Proposition 6.3.2 again. The pairs (α, β) as in (6.3.3) are
(12, 2332), (1233, 23), (1223, 223), (123, 233), (12332, 2), since the following relations hold:
xαxβ = xγ + qαβ xβxα, xαxγ = qα xγxα, xγxβ = qβ xβxγ .
As − qααqββ ∈ {q, q
2, q3}, L should be a multiple of N .
Let L = ord(−q). Now (6.3.9) holds for α = 1233, β = 1223, δ = 2332, and the root
vectors satisfy (10.1.11); the scalars q˜αγ = q
−1, q˜βγ = q
−2 satisfy (6.3.10).
Also, (6.3.7) holds for α = 1233, β = 12332, δ = 2332, η = 1, τ = 1223, and the root
vectors satisfy (10.1.16); the scalars q˜αγ = q
−1, q˜βγ = q
−1, q˜τγ = q
−2 satisfy (6.3.8).
Let (nδ)δ∈∆q+ be a solution of (6.3.1). If n2 = 0, then
N(α1 + 3α2 + 2α3) = s2(Nγ) =
∑
δ∈∆q+
fδ(nδ)s2(δ),
and s2(δ) ∈ ∆
q
+ if δ 6= α2. As Nδ = Ns2(δ), we have that fδ = fs2(δ), so we have a system
as in (6.3.1) for α1 + 3α2 + 2α3 in place of γ. The new system has six solutions, which
gives place to the following solutions of the original system:
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• n1223 = n223 = 1, n12432 = N − 1, nδ = 0 for all the other δ ∈ ∆
q
+;
• n12332 = n223 = 1, n12432 = N − 1, nδ = 0 for all the other δ ∈ ∆
q
+;
• n12 = n2332 = 1, n12432 = N − 1, nδ = 0 for all the other δ ∈ ∆
q
+;
• n123 = n233 = 1, n12432 = N − 1, nδ = 0 for all the other δ ∈ ∆
q
+;
• n1233 = n2332 = n1223 = 1, n12432 = N − 2, nδ = 0 for all the other δ ∈ ∆
q
+;
• n1233 = 2, n12332 = n2332 = 1, n12432 = N − 3, nδ = 0 for all the other δ ∈ ∆
q
+.
Next we assume n2 6= 0. An analogous analysis as for the root 12
33 shows that the unique
solution is:
• n12332 = n2 = 1, n12432 = N − 1, nδ = 0 for all the other δ ∈ ∆
q
+.
Hence Proposition 6.3.2 applies and (xL12432)
∗ is a cocycle. 
9. Parametric modular types
9.1. Modular type wk(4). Here θ = 4, q 6= ±1. In this subsection, we deal with a Nichols
algebra Bq of diagonal type wk(4). We may assume that the corresponding diagram is
q
◦
q−1 −1
◦
−1 −1
◦
−q −q−1
◦ .(9.1.1)
We fix the following convex order on ∆q+:
1, 12, 2, 1223, 123, 23, 3, 122324, 12324, 2324, 12234, 1234, 234, 34, 4.
For more information, see [AA, §7.1]. Let M = ord(−q): We may assume that N ≤ M .
Note that
Nδ =

N if δ ∈ {1, 12324, 2324},
M if δ ∈ {4, 12234, 1223},
2 otherwise.
We prove Condition 1.4.1 for type wk(4):
Proposition 9.1.2. For every γ ∈ ∆q+, there exists Lγ ∈ N such that (x
Lγ
γ )∗ is a cocycle.
Proof. We may assume that γ has full support i.e. γ ∈ {122324, 1234, 12324, 12234}.
First we consider γ = 122324. Here Nγ = 2. The pairs α < β such that α+ β = γ are:
(3, 12234), (23, 1234), (123, 234), (1223, 34), (2, 12324), (12, 2324).
For all pairs, xαxγ = qαγxγxα, xγxβ = qγβxβxγ . Also, there exist bi ∈ k such that
[x3, x12234]c = b1 xγ , [x123, x234]c = b2 xγ + b3 x1234x23,
[x23, x1234]c = b4 xγ , [x1223, x34]c = b5 xγ + b6 x3x12234 + b7 x23x1234 + b8 x234x123,
[x2, x12324]c = b9 xγ , [x12, x2324]c = b10 xγ + b11 x12324x2.
Thus the root vectors satisfy (10.1.8), and − qααqββ ∈ {−1,±q
±1}; hence we take L =M .
Next we check that (23, 12324, 12234, 3), (123, 2324, 12234, 3) and (1223, 12324, 234, 123)
are 4-tuples (α, β, δ, η) satisfying (6.3.5). As q˜αγ = −1, q˜βγ = q, we have that c
(L)
αβγ =
c
(L)
−1,q = 0 by Lemma 6.3.28 (b). Hence (B) holds.
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Finally we compute the solutions of (6.3.1). That is,∑
δ:1∈supp δ
fδ(nδ) =M,
∑
δ:4∈supp δ
fδ(nδ) =M,(9.1.3) ∑
δ:2∈supp δ
fδ(nδ)a
δ
2 = 2M,
∑
δ:3∈supp δ
fδ(nδ)a
δ
3 = 2M.(9.1.4) ∑
δ∈∆q+
nδ =M + 1.(9.1.5)
Let (nδ) be a solution of (6.3.1). We claim that nδ ≤ 1 if Nδ 6= 2. To prove it, first we
note that n4, n1223, n12234 ≤ 2 by (9.1.3). If n4 = 2, then nδ = 0 if 4 ∈ supp δ, δ 6= 4, so
2M =
∑
δ∈∆q+
fδ(nδ)a
δ
3 = f1223(n1223) + n123 + n23 + n3 ≤ f1223(2) +
∑
δ 6=4,1223
nδ
≤M + (M − 1) = 2M − 1,
a contradiction. Hence n4 ≤ 1. Next we suppose that n1223 = 2. Then nδ = 0 if either
1 ∈ supp δ or else 2 ∈ supp δ, δ 6= 1223. From (9.1.5), n3+n34+n4 =M+1−n1223 =M−1,
but we check directly that there are no solutions of (9.1.3) and (9.1.4) with these conditions.
Hence n1223 ≤ 1. Analogously, n12234 ≤ 1.
Next we check that n1, n2324, n12324 ≤ 1. The proof is analogous to the cases n4, n1223,
n12234 if N = M . Thus we assume that N < M : that is, M = 2N , N odd. By (9.1.3),
n1, n2324, n12324 ≤ 4. We deal first with n12324.
• Suppose that n12324 = 4. Then nδ = 0 if supp δ ∩ {1, 3, 4} 6= ∅ by (9.1.3) and (9.1.4),
and also n2 = 2N . But from (9.1.5), n2 = 2N − 3, a contradiction.
• Suppose that n12324 = 3. Then
∑
δ 6=12324 nδ = 2N − 2. By (9.1.4),
n122324 = f122324(n122324)a
122324
4 ≤ N − 1.
By the first equality of (9.1.4) and the previous computations
3N − 1 =
∑
δ 6=12324
fδ(nδ)a
δ
2 = 2f122324(n122324) + 2f1223(n1223) + 2f12234(n12234)
+
∑
δ:aδ2=1
nδ ≤ 2n122324 + 2 + 2 + (2N − 2− n122324) ≤ 3N − 1.
The equality holds if and only if n122324 = N − 1, n1223 = n12234 = 1, but in this case
the second equation of (9.1.4) does not hold.
• Suppose that n12324 = 2. Then
∑
δ 6=12324 nδ = 2N − 1, and by (9.1.4), n122324 ≤
N . A similar computation as for the previous case shows that the equality 3N − 1 =∑
δ 6=12324 fδ(nδ)a
δ
2 holds if and only if n122324 = N , n1223 = n12234 = 1, but again the
second equation of (9.1.4) does not hold.
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The same argument applies for n2324. Finally we check that n1 ≤ 1. If n1 = 4, then nδ = 0
for all δ 6= 4 such that 4 ∈ supp δ, so
2M =
∑
δ:3∈supp δ
fδ(nδ)a
δ
3 = n3 + n23 + n123 + n1223 ≤
∑
δ 6=4
nδ
(9.1.5)
= M − 3,
a contradiction. Now suppose that 2 ≤ n1 ≤ 3: by (9.1.3), n122324 ≤ N and
4N =
∑
δ 6=12324
fδ(nδ)a
δ
3 ≤ 2n122324 + 2 + 2 + (2N − 2− n122324) ≤ 3N + 2,
a contradiction. Hence nδ ≤ 1 if Nδ 6= 2, so fδ(nδ) = nδ for all δ ∈ ∆
q
+. Then we look for
γi ∈ ∆
q
+, i ∈ IM+1, such that
∑
i∈IM+1
γi =Mγ. As a
δ
3 ≤ 2 for all δ ∈ ∆
q
+, there exist two
possibilities up to permutations of these roots:
◦ aγi3 = 2 for IM , a
γM+1
3 = 0. As a
δ
2 ≤ 2 for all δ ∈ ∆
q
+, at least M − 1 roots satisfy that
aγi2 = 2, and we know that a
γM+1
2 ≤ 1, so γi = γ for i ∈ IM−1 up to permutation, and
γM + γM+1 = γ.
◦ aγi3 = 2 for IM−1, a
γM
3 = a
γM+1
3 = 1. Again at least M − 1 roots satisfy that a
γi
2 = 2.
If these roots are γi, i ∈ IM−1, then γi = γ for i ∈ IM−1 up to permutation, and
γM + γM+1 = γ. Otherwise we may assume that γi = γ for i ∈ IM−2, a
γM−1
2 = a
γM
2 = 1,
a
γM+1
2 = 2. We have three possibilities for (γM−1, γM , γM+1):
(12324, 23, 12234), (2324, 123, 12234), (12324, 234, 1223).
Hence all the hypotheses of Proposition 6.3.2 hold, and (xMγ )
∗ is a cocycle.
Next we consider γ = 1234. Here Nγ = 2. The pairs α < β such that α + β = γ
are (1, 234), (12, 34), (123, 4). For all pairs, xαxγ = qαγxγxα, xγxβ = qγβxβxγ and there
exist b ∈ k such that [xα, xβ]c = bxγ . Thus the root vectors satisfy (10.1.8) and −
qαα
qββ
∈
{−1,±q}; hence we take L =M .
Next we check that (12, 12324, 4, 34), (1, 12324, 34, 234) and (1, 122324, 4, 234) are 4-
tuples (α, β, δ, η) satisfying (6.3.15). As (q˜δγ , q˜βγ) are respectively (−q
−1,−1), (−1, q),
(−q−1, q), we have that c
(L)
−δαγ = 0 by Lemma 6.3.28 (b). Hence (G) holds.
Finally we check that (1, 12324, 12234, 4, 234, 34) is a 6-tuple (α, β, δ, η, µ, ν) satisfying
(6.3.21). As q˜αγ = q = q˜βγ , q˜νγ = −1, we have that d
(L)
β−ναγ = 0 by Lemma 6.3.28 (c).
Hence (J) holds.
Next we look for solutions of (6.3.1). That is, (9.1.5) and∑
δ:1∈supp δ
fδ(nδ) =M,
∑
δ:4∈supp δ
fδ(nδ) =M,(9.1.6) ∑
δ:2∈supp δ
fδ(nδ)a
δ
2 =M,
∑
δ:3∈supp δ
fδ(nδ)a
δ
3 =M.(9.1.7)
Let (nδ) be a solution of (6.3.1). We claim that nδ ≤ 1 if Nδ 6= 2. By (9.1.7),
M ≥ 2f1223(n1223), 2f12234(n12234).
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As N1223 = N12234 = M we have that n1223, n12234 ≤ 1. Now suppose that n4 ≥ 2. By
(9.1.6) we have that n4 = 2. Then nδ = 0 for all δ 6= 4 such that 4 ∈ supp δ. By (9.1.7),
M =
∑
δ:3∈supp δ
fδ(nδ)a
δ
3 = n123 + n23 + n3 ≤
∑
δ 6=4
nδ =M − 1,
a contradiction.
We also have that n2324, n12324 ≤ 1 if N = M , and n2324, n12324 ≤ 2 if M = 2N .
Suppose that M = 2N and n1a2324 = 2, a ∈ {0, 1}. We have that nδ = 0 for all δ such
that 3 ∈ supp δ, δ 6= 1a2324. By (9.1.6), f4(n4) =M : that is, n4 = 2, a contradiction.
Finally suppose that n1 ≥ 2. By (9.1.6),
M =
∑
δ:4∈supp δ
fδ(nδ) =
∑
δ:4∈supp δ
nδ ≤
∑
δ 6=1
nδ ≤M − 1,
a contradiction. Hence nδ ≤ 1 if Nδ 6= 2, so fδ(nδ) = nδ for all δ ∈ ∆
q
+. Then we look
for γi ∈ ∆
q
+, i ∈ IM+1, such that
∑
i∈IM+1
γi = Mγ. As a
δ
1, a
δ
4 ≤ 1 for all δ ∈ ∆
q
+,
there exist exactly M roots such that aγi1 = 1, respectively a
γi
4 = 1. Thus there exist
M − 1 roots γi such that a
δ
1 = a
δ
4 = 1, which implies that supp γi = {1, 2, 3, 4} for these
roots. We may assume that aγi1 = a
γi
4 = 1 for all i ∈ IM−1 and we have three possibilities
up to permutations of the roots: either aγM1 = a
γM
4 = 1, a
γM+1
1 = a
γM+1
4 = 0, or else
aγM1 = a
γM+1
4 = 1, a
γM+1
1 = a
γM
4 = 0. For the first case, a
γi
2 , a
γi
3 ≥ 1 for all i ∈ IM and we
have a contradiction. Hence aγM1 = a
γM+1
4 = 1, a
γM+1
1 = a
γM
4 = 0. For i ∈ IM−1 we write
γi = 12
ai3bi4, ai, bi ∈ I2. We also write γM = 12
aM 3bM , γM+1 = 2
aM+13bM+14. At most
one of the ai, respectively bi, is 2 for i ∈ IM−1. We analyze each case.
◦ ai = 1 = bi = 1 for all i ∈ IM−1. Hence γi = γ for all i ∈ IM−1 and γM + γM+1 = γ.
◦ ai = 1 for all i ∈ IM−1, bi = 1 for all i ∈ IM−2, bM−1 = 2. Here bM = bM+1 = 0, so
γi = γ for all i ∈ IM−2, γM−1 = 123
24, γM = 12, γM+1 = 4.
◦ ai = 1 for all i ∈ IM−2, bi = 1 for all i ∈ IM−1, aM−1 = 2. Here aM = aM+1 = 0, so
γi = γ for all i ∈ IM−2, γM−1 = 12
234, γM = 1, γM+1 = 34.
◦ ai = bi = 1 for all i ∈ IM−2, aM−1 = bM−1 = 2. Here aM = bM = aM+1 = bM+1 = 0, so
γi = γ for all i ∈ IM−2, γM−1 = 12
2324, γM = 1, γM+1 = 4.
◦ ai = 1 for all i ∈ IM−2, bi = 1 for all i ∈ IM−1 − {M − 2}, aM−1 = bM−2 = 2. Here
γi = γ for all i ∈ IM−3, γM−2 = 123
24, γM−1 = 12
234, γM = 1, γM+1 = 4.
Hence all the hypotheses of Proposition 6.3.2 hold, and (xMγ )
∗ is a cocycle.
Finally we consider γ = 12324, 12234. We have Pγ = 2, Qγ = 1, so Pγ , Qγ < Nγ . By
Lemma 6.2.5 (x
Nγ
γ )∗ is a 2-cocycle. 
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9.2. Modular type br(2). Here θ = 2, ζ ∈ G3, q /∈ G3. In this subsection, we deal
with a Nichols algebra Bq of modular type br(2), that is associated to any of the Dynkin
diagrams
a1
✤ // ζ◦
q−1 q
◦ , a2
✤ // ζ◦
ζ2q ζq−1
◦ .(9.2.1)
For more information, see [AA, §7.2]. Since (9.2.1 b) has the same shape as (9.2.1 a)
but with ζq−1 instead of q, we just discuss the latter. Essentially this is very similar to
standard B2. The corresponding set of positive roots with full support is
{2α1 + α2, α1 + α2}.
Table 2. The roots with full support of br(2); γ1 < γ2, (Nγ − 1)γ = γ1 + γ2
γ Nγ Pγ Qγ γ1 γ2 Lγ
122 M 2 1 1 12 2
12 3 3 2 122 2 ord q3
Let M = ord(ζq−1). We order the root vectors: x1 < x112 < x12 < x2.
We prove Condition 1.4.1 for type br(2).
Proposition 9.2.2. For every γ ∈ ∆q+, (x
Nγ
γ )∗ is a 2-cocycle.
Proof. As before we just consider non-simple roots, i.e. with full support.
◦ For γ = 122, the case N112 > 2 follows by Lemma 6.2.5. Assume now that N112 = 2. We
will apply Proposition 6.3.2. The unique pair as in (6.3.3) is α = α1, β = α1 + α2, since
the following relations hold:
x1x12 = x112 + ζq12 x12x1, x1x112 = ζ
2q12 x112x1, x112x12 = ζ
2q12 x12x112.
As − qααqββ = −1, we take L = 2. The unique solution of (6.3.1) is n112 = n1 = n12 = 1, and
n2 = 0. Hence Proposition 6.3.2 applies and (x
2
112)
∗ is a 2-cocycle.
◦ For γ = 12, we will apply Proposition 6.3.23. The unique pair as in (6.3.24) is α =
2α1 + α2, β = α2, since the following relations hold:
x112x2 = (q − ζ)q12 x
2
12 + qq
2
12 x2x112, x112x12 = ζ
2q12 x12x112,
x12x2 = qq12 x2x12.
In this case,
qαγ
qγβ
= ζ2q−1: as q 6= ζ2, we take L = ord q3. The unique solution of (6.3.26)
is n12 = L − 1, n12 = n2 = 1, and n2 = 0, so Proposition 6.3.23 applies and (x
L
12)
∗ is a
2L-cocycle. 
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10. Proofs of the Computational Lemmas
10.1. Given γ ∈ ∆+, let gγ : N0 → N0 be the function
gγ(n) := fγ(n)− fγ(n− 1) =
{
1, n odd,
Nγ − 1 n even.
(10.1.1)
Remark 10.1.2. Let β1 < β2 < β3 be positive roots such that the corresponding root
vectors q-commute:
xβixβj = qβiβj xβjxβi , for all i < j.
For each n ∈ N,
d(xβ1x
fβ2 (n)
β2
⊗ 1) = xβ1x
fβ2(n−1)
β2
⊗ x
gβ2(n)
β2
+ (−1)nq
fβ2(n)
β1β2
x
fβ2(n)
β2
⊗ xβ1 ,(10.1.3)
d(x
fβ1(n)
β1
xβ2 ⊗ 1) = x
fβ1 (n)
β1
⊗ xβ2 − q
gβ1(n)
β1β2
x
fβ1(n−1)
β1
xβ2 ⊗ x
gβ1(n)
β1
(10.1.4)
d(xβ1x
fβ2(n)
β2
xβ3 ⊗ 1) = xβ1x
fβ2(n)
β2
⊗ xβ3 − q
gβ2(n)
β2β3
xβ1x
fβ2(n−1)
β2
xβ3 ⊗ x
gβ2(n)
β2
(10.1.5)
− (−1)nqβ1β3q
fβ2 (n)
β1β2
x
fβ2 (n)
β2
xβ3 ⊗ xβ1 ,
d(x
fβ1(n)
β1
xβ2xβ3 ⊗ 1) = x
fβ1 (n)
β1
xβ2 ⊗ xβ3 − qβ2β3x
fβ1(n)
β1
xβ3 ⊗ xβ2(10.1.6)
+ q
gβ1(n)
β1β2
q
gβ1(n)
β1β3
x
fβ1(n−1)
β1
xβ2xβ3 ⊗ x
gβ1(n)
β1
.
In fact, the root vectors q-commute by hypothesis so we can compute the differentials
as in the proof of Proposition 4.3.3.
The next results will allow us to identify some cocycles of degree higher than 2.
Lemma 10.1.7. Let n ∈ N0. Let α < δ1, . . . , δn < γ < η1, . . . , ηn < β be positive roots.
Assume that the relations among the corresponding root vectors take the form
xαxβ = qαβxβxα + bx
Nγ−1
γ +
n∑
j=1
bjxηjxδj ,
xαxγ = qαγxγxα, xδjxγ = qδjγxγxδj ,
xγxβ = qγβxβxγ , xγxηj = qγηjxηjxγ ,
(10.1.8)
for some scalars b, b1, . . . , bn. Then, for all a ≥ 1, d(xαx
aNγ
γ xβ ⊗ 1) =
xαx
aNγ
γ ⊗ xβ − q
Nγ−1
γβ xαx
Nγ(a−1)+1
γ xβ ⊗ x
Nγ−1
γ
− qαβq
aNγ
αγ x
aNγ
γ xβ ⊗ xα −
n∑
j=1
bjq
aNγ
αγ x
aNγ
γ xηj ⊗ xδj
+ bq
aNγ
γβ
{(
qαγ
qγβ
− 1
)
(a)( qαγ
qγβ
)Nγ −
(
qαγ
qγβ
)aNγ}
x
aNγ+1
γ ⊗ x
Nγ−2
γ ;
and for all a ≥ 0, d(xαx
aNγ+1
γ xβ ⊗ 1) =
xαx
aNγ+1
γ ⊗ xβ − qγβxαx
aNγ
γ xβ ⊗ xγ + qαβq
aNγ+1
αγ x
aNγ+1
γ xβ ⊗ xα
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+
n∑
j=1
bjq
aNγ+1
αγ x
aNγ+1
γ xηj ⊗ xδj + bq
aNγ+1
γβ
(
qαγ
qγβ
− 1
)
(a+ 1)(
qαγ
qγβ
)Nγ xNγ(a+1)γ ⊗ 1.
Notice that the first equality in (10.1.8) forces
(Nγ − 1)γ = α+ β = δj + ηj for all j ∈ In.(10.1.9)
Proof. We need the following computation:
d(xαxβ ⊗ 1) = xα ⊗ xβ − qαβxβ ⊗ xα − bxγ ⊗ x
Nγ−2
γ −
n∑
j=1
bjxηj ⊗ xδj
The proof of the lemma is by induction on a. First we compute:
d(xαxγxβ ⊗ 1) = xαxγ ⊗ xβ − s(d(xαxγ ⊗ 1)xβ)
= xαxγ ⊗ xβ − s(xα ⊗ xγxβ − qαγxγ ⊗ xαxβ)
= xαxγ ⊗ xβ − s
(
qγβxα ⊗ xβxγ − qαγxγ ⊗
(
qαβxβxα + bx
Nγ−1
γ +
n∑
j=1
bjxηjxδj
))
= xαxγ ⊗ xβ − qγβxαxβ ⊗ xγ + s
(
qαγqαβ
(
xγ ⊗ xβ − qγβxβ ⊗ xγ
)
xα
+ b(qαγ − qγβ)xγ ⊗ x
Nγ−1
γ +
n∑
j=1
bj
(
qαγxγ ⊗ xηj − qγβqδjγxηj ⊗ xγ
)
xδj
)
= xαxγ ⊗ xβ − qγβxαxβ ⊗ xγ +
n∑
j=1
bjqαγxγxηj ⊗ xδj + qαγqαβxγxβ ⊗ xα
+ b(qαγ − qγβ)x
Nγ
γ ⊗ 1 + s
( n∑
j=1
bj
(
qαγqγηj − qγβqδjγ
)
s(1⊗ xηjxγxδj )
)
,
which agrees with the second formula for a = 0 since s ◦ s = 0. Next we compute
d(xαx
Nγ
γ xβ ⊗ 1) = xαx
Nγ
γ ⊗ xβ − s(d(xαx
Nγ
γ ⊗ 1)xβ)
= xαx
Nγ
γ ⊗ xβ − s
(
q
Nγ−1
γβ xαxγ ⊗ xβx
Nγ−1
γ + qαβq
Nγ
αγ x
Nγ
γ ⊗ xβxα
+ q
Nγ
αγ bx
Nγ
γ ⊗ x
Nγ−1
γ +
n∑
j=1
bjq
Nγ
αγ x
Nγ
γ ⊗ xηjxδj
)
= xαx
Nγ
γ ⊗ xβ − q
Nγ−1
γβ xαxγxβ ⊗ x
Nγ−1
γ
− b
(
q
Nγ
αγ − q
Nγ−1
γβ qαγ + q
Nγ
γβ
)
x
Nγ+1
γ ⊗ x
Nγ−2
γ −
n∑
j=1
bjq
Nγ
αγ x
Nγ
γ xηj ⊗ xδj
− qαβq
Nγ
αγ x
Nγ
γ xβ ⊗ xα,
and by (10.1.9), this agrees with the first formula in the lemma when a = 1. Now assume
the second formula given in the lemma holds when a is replaced by a− 1. Then
d(xαx
aNγ
γ xβ ⊗ 1) = xαx
aNγ
γ ⊗ xβ − s(d(xαx
aNγ
γ ⊗ 1)xβ)
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= xαx
aNγ
γ ⊗ xβ − s
(
xαx
Nγ(a−1)+1
γ ⊗ x
Nγ−1
γ xβ + q
aNγ
αγ x
aNγ
γ ⊗ xαxβ
)
= xαx
aNγ
γ ⊗ xβ − s
(
q
Nγ−1
γβ xαx
Nγ(a−1)+1
γ ⊗ xβx
Nγ−1
γ + qαβq
aNγ
αγ x
aNγ
γ ⊗ xβxα
+ bq
aNγ
αγ x
aNγ
γ ⊗ x
Nγ−1
γ +
n∑
j=1
bjq
aNγ
αγ x
aNγ
γ ⊗ xηjxδj
)
.
Use the induction hypothesis to rewrite the term q
Nγ−1
γβ xαx
Nγ(a−1)+1
γ ⊗xβx
Nγ−1
γ to obtain
d(xαx
aNγ
γ xβ ⊗ 1) = xαx
aNγ
γ ⊗ xβ − s
(
q
Nγ−1
γβ d(xαx
(a−1)Nγ+1
γ xβ ⊗ x
Nγ−1
γ )
− qαβq
(a−1)Nγ+1
αγ q
Nγ−1
γβ x
(a−1)Nγ+1
γ xβ ⊗ xαx
Nγ−1
γ
− bq
aNγ
γβ
(
qαγ
qγβ
− 1
)
(a)(
qαγ
qγβ
)Nγ xaNγγ ⊗ xNγ−1γ
−
n∑
j=1
bjq
Nγ−1
γβ q
(a−1)Nγ+1
αγ x
(a−1)Nγ+1
γ xηj ⊗ xδjx
Nγ−1
γ + qαβq
aNγ
αγ x
aNγ
γ ⊗ xβxα
+ bq
aNγ
αγ x
aNγ
γ ⊗ x
Nγ−1
γ +
n∑
j=1
bjq
aNγ
αγ x
aNγ
γ ⊗ xηjxδj
)
= xαx
aNγ
γ ⊗ xβ − q
Nγ−1
γβ xαx
(a−1)Nγ+1
γ xβ ⊗ x
Nγ−1
γ
+ s
(
qαβq
aNγ
αγ q
Nγ−1
γβ x
(a−1)Nγ+1
γ xβ ⊗ x
Nγ−1
γ xα
+ bq
aNγ
γβ
(qαγ
qγβ
− 1
)
(a)(
qαγ
qγβ
)Nγ − q
aNγ
αγ
q
aNγ
γβ
 xaNγγ ⊗ xNγ−1γ − qαβqaNγαγ xaNγγ ⊗ xβxα
+
n∑
j=1
bjq
Nγ−1
γβ q
(a−1)Nγ+1
αγ q
Nγ−1
δjγ
x
(a−1)Nγ+1
γ xηj ⊗ x
Nγ−1
γ xδj −
n∑
j=1
bjq
aNγ
αγ x
aNγ
γ ⊗ xηjxδj
)
.
Now use the formula d(x
aNγ+1
γ ⊗1) = x
aNγ
γ ⊗xγ , (10.1.4) and (10.1.9) to rewrite the above
expression as
xαx
aNγ
γ ⊗ xβ − q
Nγ−1
γβ xαx
Nγ(a−1)+1
γ xβ ⊗ x
Nγ−1
γ − qαβq
aNγ
αγ x
aNγ
γ xβ ⊗ xα
+ bq
aNγ
γβ {(
qαγ
qγβ
− 1)(a)( qαγ
qγβ
)Nγ − (
qαγ
qγβ
)aNγ}x
aNγ+1
γ ⊗ x
Nγ−2
γ −
n∑
j=1
bjq
aNγ
αγ x
aNγ
γ xηj ⊗ xδj .
This agrees with the first claimed formula in the lemma.
Now we use the first formula to obtain the second formula:
d(xαx
aNγ+1
γ xβ ⊗ 1) = xαx
aNγ+1
γ ⊗ xβ − s(d(xαx
aNγ+1
γ ⊗ 1)xβ)
= xαx
aNγ+1
γ ⊗ xβ − s(xαx
aNγ
γ ⊗ xγxβ − q
aNγ+1
αγ x
aNγ+1
γ ⊗ xαxβ)
= xαx
aNγ+1
γ ⊗ xβ − s
(
qγβxαx
aNγ
γ ⊗ xβxγ − qαβq
aNγ+1
αγ x
aNγ+1
γ ⊗ xβxα
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− bq
aNγ+1
αγ x
aNγ+1
γ ⊗ x
Nγ−1
γ −
n∑
j=1
bjq
aNγ+1
αγ x
aNγ+1
γ ⊗ xηjxδj
)
.
By our induction hypothesis, we may use the first formula in the statement of the lemma
to rewrite the term qγβxαx
aNγ
γ ⊗ xβxγ , obtaining
xαx
aNγ+1
γ ⊗ xβ − s
(
qγβd(xαx
aNγ
γ xβ ⊗ xγ) + qαβq
aNγ
αγ qγβx
aNγ
γ xβ ⊗ xαxγ
− bq
aNγ+1
γβ {(
qαγ
qγβ
− 1)(a)( qαγ
qγβ
)Nγ − (
qαγ
qγβ
)aNγ}x
aNγ+1
γ ⊗ x
Nγ−1
γ
+
n∑
j=1
bjq
aNγ
αγ qγβx
aNγ
γ xηj ⊗ xδjxγ − qαβq
aNγ+1
αγ x
aNγ+1
γ ⊗ xβxα
− bq
aNγ+1
αγ x
aNγ+1
γ ⊗ x
Nγ−1
γ −
n∑
j=1
bjq
aNγ+1
αγ x
aNγ+1
γ ⊗ xηjxδj
)
= xαx
aNγ+1
γ ⊗ xβ − qγβxαx
aNγ
γ xβ ⊗ xγ
− s
(
qαβq
aNγ+1
αγ (qγβx
aNγ
γ xβ ⊗ xγxα − x
aNγ+1
γ ⊗ xβxα)
− bq
aNγ+1
γβ {(
qαγ
qγβ
− 1)(a)( qαγ
qγβ
)Nγ − (
qαγ
qγβ
)aNγ + (
qαγ
qγβ
)aNγ+1}x
aNγ+1
γ ⊗ x
Nγ−1
γ
−
n∑
j=1
bjq
aNγ
αγ
(
qαγx
aNγ+1
γ ⊗ xηj − qγβqδjγx
aNγ
γ xηj ⊗ xγ
)
xδj
)
.
Now we use the formula d(x
Nγ(a+1)
γ ⊗1) = x
aNγ+1
γ ⊗x
Nγ−1
γ , (10.1.4) and (10.1.9) to rewrite
the above expression as
xαx
aNγ+1
γ ⊗ xβ − qγβxαx
aNγ
γ xβ ⊗ xγ + qαβq
aNγ+1
αγ x
aNγ+1
γ xβ ⊗ xα
+ bq
aNγ+1
γβ {(
qαγ
qγβ
− 1)(a + 1)( qαγ
qγβ
)Nγ }x
Nγ(a+1)
γ ⊗ 1 +
n∑
j=1
bjq
aNγ+1
αγ x
aNγ+1
γ xηj ⊗ xδj ,
which agrees with the second claimed formula in the lemma. 
Lemma 10.1.10. Let α < η < γ < β < δ be positive roots such that Nγ = 2 and the
relations among the corresponding root vectors take the form
xαxβ = qαβxβxα + b1xγxη, xηxδ = qηδxδxη + b2xγ ,(10.1.11)
for some scalars b1, b2 and the other pairs of root vectors q-commute. Then, for all n ≥ 0,
d(xαx
n
γxβxδ ⊗ 1) = xαx
n
γxβ ⊗ xδ − qβδxαx
n
γxδ ⊗ xβ + qγβqγδxαx
n−1
γ xβxδ ⊗ xγ
+ (−qαγ)
nqαβqαδx
n
γxβxδ ⊗ xα − qηδb1(−1)
n−1qnαγ(n+ 1)q˜βγx
n+1
γ xδ ⊗ xη
+ b1b2c
(n)
αβγ(−qγα)
−nxn+2γ ⊗ 1.
(10.1.12)
where c
(n)
αβγ :=
n∑
k=0
(−q˜αγ)
k(k + 1)q˜βγ , n ∈ N.
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Notice that the equalities in (10.1.11) force
γ + η = α+ β, η + δ = γ.(10.1.13)
Hence the following equality also holds: 2γ = α+ β + δ.
Proof. First we claim that
d(xαx
n
γxβ ⊗ 1) = xαx
n
γ ⊗ xβ − qγβxαx
n−1
γ xβ ⊗ xγ − qαβ(−qαγ)
nxnγxβ ⊗ xα
− b1(−qαγ)
n(n+ 1)q˜βγx
n+1
γ ⊗ xη
(10.1.14)
The proof is by induction on n. When n = 0,
d(xαxβ ⊗ 1) = xα ⊗ xβ − s0d1(xα ⊗ xβ) = xα ⊗ xβ − qαβxβ ⊗ xα − b1xγ ⊗ xη.
Now assume that (10.1.14) holds for n. Let cn = (−qαγ)
n(n + 1)q˜βγ . We compute:
d(xαx
n+1
γ xβ ⊗ 1) = xαx
n+1
γ ⊗ xβ − sd(xαx
n+1
γ ⊗ xβ)
= xαx
n+1
γ ⊗ xβ − s
(
qγβxαx
n
γ ⊗ xβxγ + (−qαγ)
n+1xn+1γ ⊗ (qαβxβxα + b1xγxη)
)
= xαx
n+1
γ ⊗ xβ − qγβxαx
n
γxβ ⊗ xγ − s
(
(−qαγ)
n+1qαβx
n+1
γ ⊗ xβxα
+ (−qαγ)
n+1b1x
n+1
γ ⊗ xγxη + qγβqαβ(−qαγ)
nxnγxβ ⊗ xαxγ + qγβb1cnx
n+1
γ ⊗ xηxγ
)
= xαx
n+1
γ ⊗ xβ − qγβxαx
n
γxβ ⊗ xγ − b1
(
qγβqηγcn + (−qαγ)
n+1
)
xn+2γ ⊗ xη
− (−qαγ)
n+1qαβsd
(
xn+1γ xβ ⊗ xα
)
.
Now the inductive step follows using Remark 10.1.2 and
qηγ = qαγqβγq
−1
γγ = −qαγqβγ .
Next we prove by induction on n that there exist en ∈ k such that:
d(xαx
n
γxβxδ ⊗ 1) = xαx
n
γxβ ⊗ xδ − qβδxαx
n
γxδ ⊗ xβ + qγβqγδxαx
n−1
γ xβxδ ⊗ xγ
+ (−qαγ)
nqαβqαδx
n
γxβxδ ⊗ xα − qηδb1cn−1x
n+1
γ xδ ⊗ xη + b1b2enx
n+2
γ ⊗ 1.
The proof is again by induction. When n = 0,
d(xαxβxδ ⊗ 1) = xαxβ ⊗ xδ − s1d2 (xαxβ ⊗ xδ)
= xαxβ ⊗ xδ − s1 (qβδxα ⊗ xδxβ − qαβqαδxβ ⊗ xδxα − b1xγ ⊗ (qηδxδxη + b2xγ))
= xαxβ ⊗ xδ − qβδxαxδ ⊗ xβ − s1
(
− qαβqαδxβ ⊗ xδxα − qηδb1xγ ⊗ xδxη
− b1b2xγ ⊗ xγ + qβδqαδxδ ⊗ (qαβxβxα + b1xγxη)
)
= xαxβ ⊗ xδ − qβδxαxδ ⊗ xβ + b1b2x
2
γ ⊗ 1 + qηδb1xγxδ ⊗ xη
− s1
(
− qαβqαδxβ ⊗ xδxα + qβδqαδxδ ⊗ (qαβxβxα + b1xγxη)− qγδqηδb1xδ ⊗ xγxη
)
= xαxβ ⊗ xδ − qβδxαxδ ⊗ xβ + b1b2x
2
γ ⊗ 1 + qηδb1xγxδ ⊗ xη + qαβqαδxβxδ ⊗ xα
− b1(qβδqαδ − qγδqηδ)s
(
xδ ⊗ xγxη
)
.
Now assume that the formula holds for n. Using (10.1.14):
d(xαx
n+1
γ xβxδ ⊗ 1) = xαx
n+1
γ xβ ⊗ xδ − sd(xαx
n+1
γ xβ ⊗ xδ)
= xαx
n+1
γ xβ ⊗ xδ − s
(
qβδxαx
n+1
γ ⊗ xδxβ − qγβqγδxαx
n
γxβ ⊗ xδxγ
− qαβqαδ(−qαγ)
n+1xn+1γ xβ ⊗ xδxα + b1cn+1x
n+2
γ ⊗ (qηδxδxη + b2xγ)
)
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= xαx
n+1
γ xβ ⊗ xδ − qβδxαx
n+1
γ xδ ⊗ xβ − s
(
qβδqγδqγβxαx
n
γxδ ⊗ xβxγ
+ qβδqαδ(−qαγ)
n+1xn+1γ xδ ⊗ (qαβxβxα + b1xγxη)− qγβqγδxαx
n
γxβ ⊗ xδxγ
− qαβqαδ(−qαγ)
n+1xn+1γ xβ ⊗ xδxα − b1cn+1x
n+2
γ ⊗ (qηδxδxη + b2xγ)
)
Next we use the inductive hypothesis, the relation x2γ = 0, (10.1.5) and (10.1.6):
d(xαx
n+1
γ xβxδ ⊗ 1) = xαx
n+1
γ xβ ⊗ xδ − qβδxαx
n+1
γ xδ ⊗ xβ + qγβqγδxαx
n
γxβxδ ⊗ xγ
− s
(
− qγβqγδ(−qαγ)
n+1qαβqαδx
n
γxβxδ ⊗ xγxα − qγβqγδqηγqηδb1cn+1x
n+1
γ xδ ⊗ xγxη
+ b1b2enqγβqγδx
n+2
γ ⊗ xγ + qβδqαδ(−qαγ)
n+1xn+1γ xδ ⊗ (qαβxβxα + b1xγxη)
− qαβqαδ(−qαγ)
n+1xn+1γ xβ ⊗ xδxα − b1cn+1x
n+2
γ ⊗ (qηδxδxη + b2xγ)
)
= xαx
n+1
γ xβ ⊗ xδ − qβδxαx
n+1
γ xδ ⊗ xβ + qγβqγδxαx
n
γxβxδ ⊗ xγ
+ qαβqαδ(−qαγ)
n+1xn+1γ xβxδ ⊗ xα − b1b2(enqγβqγδ − cn+1)x
n+3
γ ⊗ 1
+ qηδb1cn+1x
n+2
γ xδ ⊗ xη,
and the inductive step follows. To finish the proof we have to compute en. Note that
e0 = 1, en+1 = −enqγβqγδ + cn+1, for all n ≥ 0.
By (10.1.13) and using that qγγ = −1,
qγδ = q
2
γγq
−1
γαq
−1
γβ = q
−1
γαq
−1
γβ .
Hence en = c
(n)
αβγ(−qγα)
−n for all n ≥ 0. 
Lemma 10.1.15. Let α < η < γ < τ < β < δ be positive roots such that Nγ = Nα = 2
and the relations among the corresponding root vectors take the form
xαxβ = qαβxβxα + b1xτxγ , xηxδ = qηδxδxη + b2xγ ,
xαxτ = qατxτxα + b3xγxη, xηxβ = qηβxβxη + b4x
2
τ ,
(10.1.16)
for some scalars bj ∈ k and the other pairs of root vectors q-commute. Then, for all n ≥ 0,
d(x2αx
n
γxβxδ ⊗ 1) = x
2
αx
n
γxβ ⊗ xδ − qβδx
2
αx
n
γxδ ⊗ xβ + qγβqγδx
2
αx
n−1
γ xβxδ ⊗ xγ
+ (−qαγ)
nqαβqαδxαx
n
γxβxδ ⊗ xα + q
n
γβq
n+1
ηγ qηδb1b3x
n+2
γ xδ ⊗ xη
+
qn+1αγ
qn+2γα qγβ
(
(n+ 1)q˜γα q˜γβ +
n∑
j=1
c
(j)
ατγ
)
b1b2b3x
n+3
γ ⊗ 1.
(10.1.17)
Notice that the equalities in (10.1.16) force
γ + τ = α+ β, η + δ = γ, α+ τ = γ + η, η + β = 2τ.(10.1.18)
Thus the following equality also holds: 3γ = 2α+ β + δ.
Proof. Let n ∈ N0. A computation similar to (10.1.14) proves that
d(xαx
n
γxτ ⊗ 1) = xαx
n
γ ⊗ xτ − qγτxαx
n−1
γ xτ ⊗ xγ − qατ (−qαγ)
nxnγxτ ⊗ xα
− b3(−qαγ)
n(n+ 1)q˜τγx
n+1
γ ⊗ xη,
(10.1.19)
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d(xαx
n
γxβ ⊗ 1) = xαx
n
γ ⊗ xβ − qγβxαx
n−1
γ xβ ⊗ xγ − qαβ(−qαγ)
nxnγxβ ⊗ xα
− (−qαγ)
nb1x
n
γxτ ⊗ xγ .
(10.1.20)
Now we compute more differentials:
d(x2αx
n
γxβ ⊗ 1) = x
2
αx
n
γ ⊗ xβ − qγβx
2
αx
n−1
γ xβ ⊗ xγ − qαβ(−qαγ)
nxαx
n
γxβ ⊗ xα
+ qnγβq
n+1
ηγ b1b3x
n+2
γ ⊗ xη − (−qαγ)
n+1b1xαx
n
γxτ ⊗ xγ ,
(10.1.21)
d(xαx
n
γxβxδ ⊗ 1) = xαx
n
γxβ ⊗ xδ − qβδxαx
n
γxδ ⊗ xβ + qγβqγδxαx
n−1
γ xβxδ ⊗ xγ
+ (−qαγ)
nqαβqαδx
n
γxβxδ ⊗ xα + (−qαγ)
nqγδb1x
n
γxτxδ ⊗ xγ ,
(10.1.22)
First we prove (10.1.21) by induction on n. For n = 0,
d(x2αxβ ⊗ 1) = x
2
α ⊗ xβ − s
(
qαβxα ⊗ xβxα + b1xα ⊗ xτxγ
)
= x2α ⊗ xβ − b1xαxτ ⊗ xγ − qαβxαxβ ⊗ xα + s
(
qηγb1b3xγ ⊗ xγxη
+ (qατ qαγ + qαβ)b1xτ ⊗ xγxα
)
= x2α ⊗ xβ − b1xαxτ ⊗ xγ − qαβxαxβ ⊗ xα + qηγb1b3x
2
γ ⊗ xη.
Assume that (10.1.21) holds for n. By inductive hypothesis, x2γ = 0, (10.1.19) and
(10.1.20):
d(x2αx
n+1
γ xβ ⊗ 1) = x
2
αx
n+1
γ ⊗ xβ − s
(
qγβx
2
αx
n
γ ⊗ xβxγ + (−qαγ)
n+1xαx
n+1
γ ⊗ xαxβ
)
= x2αx
n+1
γ ⊗ xβ − qγβx
2
αx
n
γxβ ⊗ xγ − s
(
qγβqαβ(−qαγ)
nxαx
n
γxβ ⊗ xαxγ
− qn+1γβ q
n+1
ηγ b1b3x
n+2
γ ⊗ xηxγ + (−qαγ)
n+1qαβxαx
n+1
γ ⊗ xβxα
+ (−qαγ)
n+1b1xαx
n+1
γ ⊗ xτxγ
)
= x2αx
n+1
γ ⊗ xβ − qγβx
2
αx
n
γxβ ⊗ xγ − (−qαγ)
n+1qαβxαx
n+1
γ xβ ⊗ xα
− s
(
(−qαγ)
n+1b1xαx
n+1
γ ⊗ xτxγ − q
n+1
γβ q
n+1
ηγ b1b3x
n+2
γ ⊗ xηxγ
+ (−qαγ)
2n+2qαβb1x
n+1
γ xτ ⊗ xγxα
)
= x2αx
n+1
γ ⊗ xβ − qγβx
2
αx
n
γxβ ⊗ xγ − (−qαγ)
n+1qαβxαx
n+1
γ xβ ⊗ xα
− (−qαγ)
n+1b1xαx
n+1
γ xτ ⊗ xγ + q
n+1
γβ q
n+2
ηγ b1b3s
(
xn+2γ ⊗ xγxη)
)
,
so (10.1.21) follows since s
(
xn+2γ ⊗ xγxη) = x
n+3
γ ⊗ xη.
Now we prove (10.1.22) by induction on n. For n = 0,
d(xαxβxδ ⊗ 1) = xαxβ ⊗ xδ − s
(
qβδxα ⊗ xδxβ − qαβqαδxβ ⊗ xδxα − qγδb1xτ ⊗ xδxγ
)
= xαxβ ⊗ xδ − qβδxαxδ ⊗ xβ − s
(
qβδqαδxδ ⊗ (qαβxβxα + b1xτxγ)
− qαβqαδxβ ⊗ xδxα − qγδb1xτ ⊗ xδxγ
)
= xαxβ ⊗ xδ − qβδxαxδ ⊗ xβ + qγδb1xτxδ ⊗ xγ + qαβqαδxβxδ ⊗ xα.
Now assume that (10.1.22) holds for n. Using (10.1.20), Remark 10.1.2 three times, in-
ductive hypothesis, x2γ = 0 = x
2
α,
d(xαx
n+1
γ xβxδ ⊗ 1) = xαx
n+1
γ xβ ⊗ xδ − s
(
qβδxαx
n+1
γ ⊗ xδxβ − qγβqγδxαx
n
γxβ ⊗ xδxγ
− qαβ(−qαγ)
n+1qαδx
n+1
γ xβ ⊗ xδxα − (−qαγ)
n+1qγδb1x
n+1
γ xτ ⊗ xδxγ
)
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= xαx
n+1
γ xβ ⊗ xδ − qβδxαx
n+1
γ xδ ⊗ xβ − s
(
− qγβqγδxαx
n
γxβ ⊗ xδxγ
+ qβδqγδqγβxαx
n
γxδ ⊗ xβxγ + qαδ(−qαγ)
n+1qβδx
n+1
γ xδ ⊗ (qαβxβxα + b1xτxγ)
− qαβ(−qαγ)
n+1qαδx
n+1
γ xβ ⊗ xδxα − (−qαγ)
n+1qγδb1x
n+1
γ xτ ⊗ xδxγ
)
= xαx
n+1
γ xβ ⊗ xδ − qβδxαx
n+1
γ xδ ⊗ xβ + qγβqγδxαx
n
γxβxδ ⊗ xγ
− s
(
− qγβqγδ(−qαγ)
n+1qαβqαδx
n
γxβxδ ⊗ xγxα
+ qαβqαδ(−qαγ)
n+1qβδx
n+1
γ xδ ⊗ xβxα + qαδ(−qαγ)
n+1qβδb1x
n+1
γ xδ ⊗ xτxγ
− qαβ(−qαγ)
n+1qαδx
n+1
γ xβ ⊗ xδxα − (−qαγ)
n+1qγδb1x
n+1
γ xτ ⊗ xδxγ
)
= xαx
n+1
γ xβ ⊗ xδ − qβδxαx
n+1
γ xδ ⊗ xβ + qγβqγδxαx
n
γxβxδ ⊗ xγ
+ (−qαγ)
n+1qγδb1x
n+1
γ xτxδ ⊗ xγ − s
(
− qγβqγδ(−qαγ)
n+1qαβqαδx
n
γxβxδ ⊗ xγxα
+ qαβqαδ(−qαγ)
n+1qβδx
n+1
γ xδ ⊗ xβxα − qαβ(−qαγ)
n+1qαδx
n+1
γ xβ ⊗ xδxα
)
= xαx
n+1
γ xβ ⊗ xδ − qβδxαx
n+1
γ xδ ⊗ xβ + qγβqγδxαx
n
γxβxδ ⊗ xγ
+ (−qαγ)
n+1qγδb1x
n+1
γ xτxδ ⊗ xγ + qαβ(−qαγ)
n+1qαδx
n+1
γ xβxδ ⊗ xα.
Finally we prove (10.1.17) by induction on n. Notice that root vectors corresponding to
α < η < γ < τ < δ satisfy (10.1.11), so d(xαx
n
γxτxδ ⊗ 1) is given by (10.1.12). We claim
that
d(x2αx
n
γxβxδ ⊗ 1) = x
2
αx
n
γxβ ⊗ xδ − qβδx
2
αx
n
γxδ ⊗ xβ + qγβqγδx
2
αx
n−1
γ xβxδ ⊗ xγ
+ (−qαγ)
nqαβqαδxαx
n
γxβxδ ⊗ xα + q
n
γβq
n+1
ηγ qηδb1b3x
n+2
γ xδ ⊗ xη + cnb1b2b3x
n+3
γ ⊗ 1
for some scalar cn. For n = 0,
d(x2αxβxδ ⊗ 1) = x
2
αxβ ⊗ xδ − s
(
qβδx
2
α ⊗ xδxβ − qγδb1xαxτ ⊗ xδxγ − qαβqαδxαxβ ⊗ xδxα
+ qηγb1b3x
2
γ ⊗ (qηδxδxη + b2xγ)
)
= x2αxβ ⊗ xδ − qβδx
2
αxδ ⊗ xβ − s
(
− qγδb1xαxτ ⊗ xδxγ − qαβqαδxαxβ ⊗ xδxα
+ qηγqηδb1b3x
2
γ ⊗ xδxη + qηγb1b2b3x
2
γ ⊗ xγ + qβδqαδxαxδ ⊗ (qαβxβxα + b1xτxγ)
)
= x2αxβ ⊗ xδ − qβδx
2
αxδ ⊗ xβ + qγδb1xαxτxδ ⊗ xγ − s
(
− qαβqαδxαxβ ⊗ xδxα
+ qατqαδqγδb1xτxδ ⊗ xαxγ + qηδqγδb1b3xγxδ ⊗ xηxγ + qηγqηδb1b3x
2
γ ⊗ xδxη
+ (qηγ + qγδ)b1b2b3x
2
γ ⊗ xγ + qβδqαδqαβxαxδ ⊗ xβxα
)
= x2αxβ ⊗ xδ − qβδx
2
αxδ ⊗ xβ + qγδb1xαxτxδ ⊗ xγ + qαβqαδxαxβxδ ⊗ xα
+ (qηγ + qγδ)b1b2b3x
3
γ ⊗ 1− s
(
(qαβ + qατqαγ)qαδqγδb1xτxδ ⊗ xγxα
+ qηδqγδb1b3xγxδ ⊗ xηxγ + qηγqηδb1b3x
2
γ ⊗ xδxη
)
= x2αxβ ⊗ xδ − qβδx
2
αxδ ⊗ xβ + qγδb1xαxτxδ ⊗ xγ + qαβqαδxαxβxδ ⊗ xα
+ qγδ(1− q˜
−1
γδ )b1b2b3x
3
γ ⊗ 1 + qηγqηδb1b3x
2
γxδ ⊗ xη.
Now assume that (10.1.17) holds for n. Using (10.1.21), Remark 10.1.2, inductive hypoth-
esis, x2γ = 0 = x
2
α, (10.1.12), (10.1.22),
d(x2αx
n+1
γ xβxδ ⊗ 1) = x
2
αx
n+1
γ xβ ⊗ xδ − s
(
qβδx
2
αx
n+1
γ ⊗ xδxβ − qγβqγδx
2
αx
n
γxβ ⊗ xδxγ
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− qαβ(−qαγ)
n+1qαδxαx
n+1
γ xβ ⊗ xδxα − (−qαγ)
n+2qγδb1xαx
n+1
γ xτ ⊗ xδxγ
+ qn+1γβ q
n+2
ηγ b1b2b3x
n+3
γ ⊗ xγ + q
n+1
γβ q
n+2
ηγ qηδb1b3x
n+3
γ ⊗ xδxη
)
= x2αx
n+1
γ xβ ⊗ xδ − qβδx
2
αx
n+1
γ xδ ⊗ xβ − s
(
qγβqγδqβδx
2
αx
n
γxδ ⊗ xβxγ
+ qαδ(−qαγ)
n+1qβδxαx
n+1
γ xδ ⊗ (qαβxβxα + b1xτxγ)− qγβqγδx
2
αx
n
γxβ ⊗ xδxγ
− qαβ(−qαγ)
n+1qαδxαx
n+1
γ xβ ⊗ xδxα − (−qαγ)
n+2qγδb1xαx
n+1
γ xτ ⊗ xδxγ
+ qn+1γβ q
n+2
ηγ b1b2b3x
n+3
γ ⊗ xγ + q
n+1
γβ q
n+2
ηγ qηδb1b3x
n+3
γ ⊗ xδxη
)
= x2αx
n+1
γ xβ ⊗ xδ − qβδx
2
αx
n+1
γ xδ ⊗ xβ + qγβqγδx
2
αx
n
γxβxδ ⊗ xγ
− s
(
− qγβqγδ(−qαγ)
n+1qαβqαδxαx
n
γxβxδ ⊗ xγxα
+ qγβqγδcnb1b2b3x
n+3
γ ⊗ xγ + qγβqγδqηγq
n
γβq
n+1
ηγ qηδb1b3x
n+2
γ xδ ⊗ xγxη
+ qαβqαδ(−qαγ)
n+1qβδxαx
n+1
γ xδ ⊗ xβxα + qαδ(−qαγ)
n+1qβδb1xαx
n+1
γ xδ ⊗ xτxγ
− qαβ(−qαγ)
n+1qαδxαx
n+1
γ xβ ⊗ xδxα − (−qαγ)
n+2qγδb1xαx
n+1
γ xτ ⊗ xδxγ
+ qn+1γβ q
n+2
ηγ b1b2b3x
n+3
γ ⊗ xγ + q
n+1
γβ q
n+2
ηγ qηδb1b3x
n+3
γ ⊗ xδxη
)
= x2αx
n+1
γ xβ ⊗ xδ − qβδx
2
αx
n+1
γ xδ ⊗ xβ + qγβqγδx
2
αx
n
γxβxδ ⊗ xγ
+ (−qαγ)
n+2qγδb1xαx
n+1
γ xτxδ ⊗ xγ − s
(
− qγβqγδ(−qαγ)
n+1qαβqαδxαx
n
γxβxδ ⊗ xγxα
+ qγβqγδcnb1b2b3x
n+3
γ ⊗ xγ + qγβqγδqηγq
n
γβq
n+1
ηγ qηδb1b3x
n+2
γ xδ ⊗ xγxη
+ qαβqαδ(−qαγ)
n+1qβδxαx
n+1
γ xδ ⊗ xβxα − qαβ(−qαγ)
n+1qαδxαx
n+1
γ xβ ⊗ xδxα
+ qn+1γβ q
n+2
ηγ b1b2b3x
n+3
γ ⊗ xγ + q
n+1
γβ q
n+2
ηγ qηδb1b3x
n+3
γ ⊗ xδxη
− qγδqηγqηδq
2n+3
αγ (n+ 2)q˜τγb1b3x
n+2
γ xδ ⊗ xγxη − qγδq
2n+4
αγ qατ qαδb1x
n+1
γ xτxδ ⊗ xγxα
+ (−qαγ)
n+2qγδb1b2b3(−qγα)
−n−1
c
(n+1)
ατγ x
n+3
γ ⊗ xγ
)
= x2αx
n+1
γ xβ ⊗ xδ − qβδx
2
αx
n+1
γ xδ ⊗ xβ + qγβqγδx
2
αx
n
γxβxδ ⊗ xγ
+ (−qαγ)
n+2qγδb1xαx
n+1
γ xτxδ ⊗ xγ + qαβ(−qαγ)
n+1qαδxαx
n+1
γ xβxδ ⊗ xα
− s
(
qn+1γβ q
n+2
ηγ qηδb1b3x
n+3
γ ⊗ xδxη
+ (qγβq
n
γβq
n+1
ηγ qηδ − qηδq
2n+3
αγ (n+ 2)q˜τγ )qγδqηγb1b3x
n+2
γ xδ ⊗ xγxη
+
(
qn+1γβ q
n+2
ηγ + qγβqγδcn − q
n+2
αγ qγδq
−n−1
γα c
(n+1)
ατγ
)
b1b2b3x
n+3
γ ⊗ xγ
)
.
Hence the claim follows using Remark 10.1.2 and that d(xn+4γ ⊗1) = x
n+3
γ ⊗xγ . The scalars
cn are defined recursively by the equation:
cn+1 = q
n+1
γβ q
n+2
ηγ + qγβqγδcn − q
n+2
αγ qγδq
−n−1
γα c
(n+1)
ατγ .
Thus (10.1.17) follows using (10.1.18) to express all the roots in terms of α, β, γ. 
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Lemma 10.1.23. Let α < β < γ < τ < η < δ be positive roots such that Nγ = 2 and the
relations among the corresponding root vectors take the form
xαxδ = qαδxδxα + b1xηxγ , xβxδ = qβδxδxβ + b2xηxτ ,
xγxδ = qγδxδxγ + b3x
2
ηxτ , xαxτ = qατxτxα + b4xγxβ,
xβxη = qβηxηxβ + b5xγ ,
(10.1.24)
for some scalars bj ∈ k and the other pairs of root vectors q-commute. Then, for all n ≥ 0,
d(xαxβx
n
γxδ ⊗ 1) = xαxβx
n
γ ⊗ xδ − qγδxαxβx
n−1
γ xδ ⊗ xγ
− (−qβγ)
nqβδxαx
n
γxδ ⊗ xβ + qαβ(−qαγ)
nqαδxβx
n
γxδ ⊗ xα
−
(
qn−1γη (n)−
qβγ
qγη
b3b5 + (−qβγ)
nb2
)
xαx
n
γxη ⊗ xτ
+ qαβ(−qαγ)
nb1b1xβx
n
γxη ⊗ xγ − b3xαxβx
n−1
γ xη ⊗ xηxτ
−
qαβ
qnαγq
n
γβ
(
n∑
k=0
(−q˜αγ)
k(k + 1)q˜βγ
)
b1b5x
n+2
γ ⊗ 1.
(10.1.25)
Notice that the equalities in (10.1.24) force
α+ δ = γ + η, β + δ = η + τ, γ + δ = 2η + τ, η + β = γ.(10.1.26)
Thus the following equality also holds: 2γ = α+ β + δ.
Proof. A recursive computation on n ∈ N shows that
d(xnγxδ ⊗ 1) = x
n
γ ⊗ xδ − qγδx
n−1
γ xδ ⊗ xγ − b3x
n−1
γ xη ⊗ xηxτ .(10.1.27)
The root vectors corresponding to β < γ < η satisfy (10.1.8), so by Lemma 10.1.7,
d(xβx
n
γxη ⊗ 1) = xβx
n
γ ⊗ xη − qγηxβx
n−1
γ xη ⊗ xγ − qβη(−qβγ)
nxnγxη ⊗ xβ
+ b5q
n
γη(n+ 1)−
qβγ
qγη
xn+1γ ⊗ 1.
(10.1.28)
We need more auxiliary results:
d(xαxβx
n
γxη ⊗ 1) = xαxβx
n
γ ⊗ xη − qγηxαxβx
n−1
γ xη ⊗ xγ
− (−qβγ)
nqβηxαx
n
γxη ⊗ xβ + qαβ(−qαγ)
nqαηxβx
n
γxη ⊗ xα
− qnγη(n+ 1)−
qβγ
qγη
b5xαx
n+1
γ ⊗ 1,
(10.1.29)
d(xαx
n
γxδ ⊗ 1) = xαx
n
γ ⊗ xδ − qγδxαx
n−1
γ xδ ⊗ xγ − (−qαγ)
nqαδx
n
γxδ ⊗ xα
− b3xαx
n−1
γ xη ⊗ xηxτ − (−qαγ)
nb1x
n
γxη ⊗ xγ ,
(10.1.30)
d(xβx
n
γxδ ⊗ 1) = xβx
n
γ ⊗ xδ − qγδxβx
n−1
γ xδ ⊗ xγ − (−qβγ)
nqβδx
n
γxδ ⊗ xβ
− b3xβx
n−1
γ xη ⊗ xηxτ −
(
(−qβγ)
nb2 − b3b5q
n
γη(n)−
qβγ
qγη
)
xnγxη ⊗ xτ .
(10.1.31)
We start with the proof of (10.1.29) by induction on n. For n = 0,
d(xαxβxη ⊗ 1) = xαxβ ⊗ xη − s
(
qβηxα ⊗ xηxβ + b5xα ⊗ xγ − qαβqαηxβ ⊗ xηxα
)
= xαxβ ⊗ xη − qβηxαxη ⊗ xβ + qαβqαηxβxη ⊗ xα − b5xαxγ ⊗ 1.
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Now assume that (10.1.29) holds for n. By Remark 10.1.2, inductive hypothesis and
(10.1.28),
d(xαxβx
n+1
γ xη ⊗ 1) = xαxβx
n+1
γ ⊗ xη − s
(
qγηxαxβx
n
γ ⊗ xηxγ
+ (−qβγ)
n+1xαx
n+1
γ ⊗ (qβηxηxβ + b5xγ)− qαβ(−qαγ)
n+1qαηxβx
n+1
γ ⊗ xηxα
)
= xαxβx
n+1
γ ⊗ xη − qγηxαxβx
n
γxη ⊗ xγ − s
(
(−qβγ)
nqβηqγηqβγxαx
n
γxη ⊗ xγxβ
− qαβ(−qαγ)
nqαηqγηqαγxβx
n
γxη ⊗ xγxα − qαβ(−qαγ)
n+1qαηxβx
n+1
γ ⊗ xηxα
+ (−qβγ)
n+1qβηxαx
n+1
γ ⊗ xηxβ + (q
n+1
γη (n+ 1)−
qβγ
qγη
+ (−qβγ)
n+1)b5xαx
n+1
γ ⊗ xγ
)
= xαxβx
n+1
γ ⊗ xη − qγηxαxβx
n
γxη ⊗ xγ − q
n+1
γη (n+ 2)−
qβγ
qγη
b5xαx
n+2
γ ⊗ 1
− (−qβγ)
n+1qβηxαx
n+1
γ xη ⊗ xβ + qαβ(−qαγ)
n+1qαηxβx
n+1
γ xη ⊗ xα.
Next we prove (10.1.30) by induction on n. For n = 0,
d(xαxδ ⊗ 1) = xα ⊗ xδ − qαδxδ ⊗ xα − b1xη ⊗ xγ .
Now assume that (10.1.30) holds for n. Using Remark 10.1.2 three times, inductive
hypothesis and (10.1.27):
d(xαx
n+1
γ xδ ⊗ 1) = xαx
n+1
γ ⊗ xδ − s
(
xαx
n
γ ⊗ (qγδxδxγ + b3x
2
ηxτ )
+ (−qαγ)
n+1xn+1γ ⊗ (qαδxδxα + b1xηxγ)
)
= xαx
n+1
γ ⊗ xδ − b3xαx
n
γxη ⊗ xηxτ − qγδxαx
n
γxδ ⊗ xγ − s
(
(−qαγ)
n+1b1x
n+1
γ ⊗ xηxγ
+ qαδ(−qαγ)
n+1xn+1γ ⊗ xδxα − (−qαγ)
n+1qαδqγδx
n
γxδ ⊗ xγxα
+ q2αη(−qαη)
nqατb3x
n
γxη ⊗ xηxτxα + q
2
αη(−qαγ)
nb3b4x
n
γxη ⊗ xηxγxβ
)
= xαx
n+1
γ ⊗ xδ − b3xαx
n
γxη ⊗ xηxτ − qγδxαx
n
γxδ ⊗ xγ − (−qαγ)
n+1b1x
n+1
γ xη ⊗ xγ
− qαδ(−qαγ)
n+1xn+1γ xδ ⊗ xα.
Now we prove (10.1.31) by induction on n. For n = 0,
d(xβxδ ⊗ 1) = xβ ⊗ xδ − qβδxδ ⊗ xβ − b2xη ⊗ xτ .
We assume that (10.1.31) holds for n. Using Remark 10.1.2 three times, (10.1.28),
inductive hypothesis and (10.1.27):
d(xβx
n+1
γ xδ ⊗ 1) = xβx
n+1
γ ⊗ xδ − s
(
qγδxβx
n
γ ⊗ xδxγ + b3xβx
n
γ ⊗ x
2
ηxτ
+ qβδ(−qβγ)
n+1xn+1γ ⊗ xδxβ + (−qβγ)
n+1b2x
n+1
γ ⊗ xηxτ
)
= xβx
n+1
γ ⊗ xδ − qγδxβx
n
γxδ ⊗ xγ − b3xβx
n
γxη ⊗ xηxτ − s
(
dnqγδx
n
γxη ⊗ xτxγ
− qγδ(−qβγ)
n+1qβδx
n
γxδ ⊗ xγxβ + qβδ(−qβγ)
n+1xn+1γ ⊗ xδxβ
+ q2βηqβτ (−qβγ)
nb3x
n
γxη ⊗ xηxτxβ + qβη(−qβγ)
nqγτb3b5x
n
γxη ⊗ xτxγ
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+
(
(−qβγ)
n+1b2 − b3b5q
n
γη(n + 1)−
qβγ
qγη
)
xn+1γ ⊗ xηxτ
)
= xβx
n+1
γ ⊗ xδ − qγδxβx
n
γxδ ⊗ xγ − b3xβx
n
γxη ⊗ xηxτ − qβδ(−qβγ)
n+1xn+1γ xδ ⊗ xβ
−
(
(−qβγ)
n+1b2 − b3b5q
n+1
γη (n+ 1)−
qβγ
qγη
)
xn+1γ xη ⊗ xτ .
Finally we prove (10.1.25). To do so, we prove that there exist cn, dn, en ∈ k such that
d(xαxβx
n
γxδ ⊗ 1) = xαxβx
n
γ ⊗ xδ − qγδxαxβx
n−1
γ xδ ⊗ xγ − (−qβγ)
nqβδxαx
n
γxδ ⊗ xβ
+ qαβ(−qαγ)
nqαδxβx
n
γxδ ⊗ xα − cn xαx
n
γxη ⊗ xτ − b3xαxβx
n−1
γ xη ⊗ xηxτ
+ dn x
n
γxη ⊗ xγ − enb1b5x
n+2
γ ⊗ 1.
For n = 0,
d(xαxβxδ ⊗ 1) = xαxβ ⊗ xδ − s
(
xα ⊗ (qβδxδxβ + b2xηxτ )− qαβxβ ⊗ xαxδ
)
= xαxβ ⊗ xδ − qβδxαxδ ⊗ xβ − b2xαxη ⊗ xτ + s
(
qαβqαδxβ ⊗ xδxα + qαβb1xβ ⊗ xηxγ
− (qβδb1 + qαηb2b4)xη ⊗ xγxβ − qατqαηb2xη ⊗ xτxα − qαβqαδqβδxδ ⊗ xβxα
)
= xαxβ ⊗ xδ − qβδxαxδ ⊗ xβ − b2xαxη ⊗ xτ + qαβqαδxβxδ ⊗ xα + qαβb1xβxη ⊗ xγ
+ qαβb1b5x
2
γ ⊗ 1− s
(
(qβδb1 + qαηb2b4 − qβηqβγqαβb1)s(xηxγxβ)
)
.
We assume that (10.1.25) holds for n. Using Remark 10.1.2 twice, (10.1.29), inductive
hypothesis, (10.1.30), (10.1.28), (10.1.31)
d(xαxβx
n+1
γ xδ ⊗ 1) = xαxβx
n+1
γ ⊗ xδ − s
(
qγδxαxβx
n
γ ⊗ xδxγ + b3xαxβx
n
γ ⊗ x
2
ηxτ
+ (−qβγ)
n+1xαx
n+1
γ ⊗ xβxδ − qαβ(−qαγ)
n+1xβx
n+1
γ ⊗ xαxδ
)
= xαxβx
n+1
γ ⊗ xδ − qγδxαxβx
n
γxδ ⊗ xγ − b3xαxβx
n
γxη ⊗ xηxτ − s
(
qγδenb1b5x
n+2
γ ⊗ xγ
+ qγδ(−qβγ)
nqβγqβδxαx
n
γxδ ⊗ xγxβ + qγδqαβ(−qαγ)
n+1qαδxβx
n
γxδ ⊗ xγxα
+ (−qβγ)
n+1qβδxαx
n+1
γ ⊗ xδxβ + qγδcnb2xαx
n
γxη ⊗ xτxγ
+ (−qβγ)
nq2βηqβτb3xαx
n
γxη ⊗ xηxτxβ + (−qβγ)
nqβηqγτb3b5xαx
n
γxη ⊗ xτxγ
− qαβ(−qαγ)
nq2αηqατb3xβx
n
γxη ⊗ xηxτxα − qαβ(−qαγ)
nq2αηb3b4xβx
n
γxη ⊗ xηxγxβ
+
(
qnγη(n+ 1)−
qβγ
qγη
b3b5 + (−qβγ)
n+1b2
)
xαx
n+1
γ ⊗ xηxτ
− qαβ(−qαγ)
n+1b1xβx
n+1
γ ⊗ xηxγ − qαβ(−qαγ)
n+1qαδxβx
n+1
γ ⊗ xδxα
)
= xαxβx
n+1
γ ⊗ xδ − qγδxαxβx
n
γxδ ⊗ xγ − (−qβγ)
n+1qβδxαx
n+1
γ xδ ⊗ xβ
− b3xαxβx
n
γxη ⊗ xηxτ −
(
qnγη(n + 1)−
qβγ
qγη
b3b5 + (−qβγ)
n+1b2
)
xαx
n+1
γ xη ⊗ xτ
− s
(
− qαβ(−qαγ)
n+1b1xβx
n+1
γ ⊗ xηxγ − qαβ(−qαγ)
n+1qαδxβx
n+1
γ ⊗ xδxα
+
(
qnγη(n+ 1)−
qβγ
qγη
b3b5 + (−qβγ)
n+1b2
)
qαη(−qαγ)
n+1xn+1γ xη ⊗ xαxτ
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+ qγδenb1b5x
n+2
γ ⊗ xγ + qαβq
n+1
αγ qαδq
n+1
βγ qβδx
n+1
γ xδ ⊗ xβxα
+ qγδqαβ(−qαγ)
n+1qαδxβx
n
γxδ ⊗ xγxα + (−qβγ)
n+1qβδ(−qαγ)
n+1b1x
n+1
γ xη ⊗ xγxβ
− qαβ(−qαγ)
nq2αηqατb3xβx
n
γxη ⊗ xηxτxα − qαβ(−qαγ)
nq2αηb3b4xβx
n
γxη ⊗ xηxγxβ
)
= xαxβx
n+1
γ ⊗ xδ − qγδxαxβx
n
γxδ ⊗ xγ − (−qβγ)
n+1qβδxαx
n+1
γ xδ ⊗ xβ
− b3xαxβx
n
γxη ⊗ xηxτ −
(
qnγη(n + 1)−
qβγ
qγη
b3b5 + (−qβγ)
n+1b2
)
xαx
n+1
γ xη ⊗ xτ
+ qαβ(−qαγ)
n+1b1xβx
n+1
γ xη ⊗ xγ + qαβ(−qαγ)
n+1qαδxβx
n+1
γ xδ ⊗ xα
− s
((
qαβ(−qαγ)
n+1qn+1γη (n+ 2)−
qβγ
qγη
+ qγδen
)
b1b5x
n+2
γ ⊗ xγ
+
(
qnγη(n+ 1)−
qβγ
qγη
b3b5 + (−qβγ)
n+1b2
)
qαη(−qαγ)
n+1b4s(x
n+1
γ ⊗ xηxγxβ)
− qαβ(−qαγ)
nq2αηb3b4s(xβx
n
γ ⊗ x
2
ηxγxβ)
)
.
Hence the inductive step follows since s2 = 0 and s
(
xn+2γ ⊗ xγ
)
= xn+3γ ⊗ 1; for the last
step we use the equalities
s(xn+1γ ⊗ xηxγxβ) = x
n+1
γ xη ⊗ xγxβ, s(xβx
n
γ ⊗ x
2
ηxγxβ) = xβx
n
γxη ⊗ xηxγxβ,
which follow since x2γ = 0 and xγxη = qγηxηxγ . The formula for cn, dn is explicit, while
for the en’s we have the recursive expression: e0 = qαβ,
en+1 = qαβq
n+1
αγ q
−n−1
γβ (n + 2)q˜βγ + q
−1
γαq
−1
γβ en, n ≥ 0,
where we use (10.1.26) to express δ and η in terms of α, β and γ. 
Lemma 10.1.32. Let α < β < δ < γ < τ < ϕ < η be positive roots such that Nγ = 2 and
the relations among the corresponding root vectors take the form
xαxϕ = qαϕxϕxα + b1xγ ,
xβxτ = qβτxτxβ + b2xγ , xδxη = qδηxηxδ + b3xϕxτxγ ,
(10.1.33)
for some scalars bi, and the other pairs of root vectors q-commute. Then, for all n ≥ 0,
d(xαxβxδx
n
γxη ⊗ 1) = xαxβxδx
n
γ ⊗ xη − qγηxαxβxδx
n−1
γ xη ⊗ xγ
− (−qδγ)
nqδηxαxβx
n
γxη ⊗ xδ + qβδ(−qβγ)
nqβηxαxδx
n
γxη ⊗ xβ
− qαβqαδ(−qαγ)
nqαηxβxδx
n
γxη ⊗ xα − (−qδγ)
nb3xαxβx
n
γxϕ ⊗ xτxγ
− qαβqγϕ(n+ 1)q˜αγ (−qδγ)
nb1b3xβx
n+1
γ xτ ⊗ xγ −
qαβqγη
(−qδγ)n
d
(n)
αβδγx
n+3
γ ⊗ 1,
(10.1.34)
where d
(n)
αβδγ :=
n∑
k=0
q˜ kδγ(k + 1)q˜αγ (k + 2)q˜βγ , n ∈ N.
Notice that the equalities in (10.1.33) force
α+ ϕ = γ = β + τ, η + δ = γ + τ + ϕ.(10.1.35)
Hence the following equality also holds: 3γ = α+ β + δ + η.
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Proof. We may apply Lemma 10.1.7 to the 3-tuples α < γ < ϕ and β < γ < τ to obtain
d(xαx
n
γxϕ ⊗ 1) = xαx
n
γ ⊗ xϕ − qγϕxαx
n−1
γ xϕ ⊗ xγ − (−qαγ)
nqαϕx
n
γxϕ ⊗ xα
+ b1qγϕ(n+ 1)q˜αγx
n+1
γ ⊗ 1,
(10.1.36)
d(xβx
n
γxτ ⊗ 1) = xβx
n
γ ⊗ xτ − qγτxβx
n−1
γ xτ ⊗ xγ − (−qβγ)
nqβτx
n
γxτ ⊗ xβ
+ b2qγτ (n+ 1)q˜βγx
n+1
γ ⊗ 1,
(10.1.37)
for all n ≥ 0. The next step is to prove by induction on n the following equalities:
d(xαxβx
n
γxϕ ⊗ 1) = xαxβx
n
γ ⊗ xϕ − qγϕxαxβx
n−1
γ xϕ ⊗ xγ
− (−qβγ)
nqβϕxαx
n
γxϕ ⊗ xβ + qαβ(−qαγ)
nqαϕxβx
n
γxϕ ⊗ xα
+ qαβq
n
γϕ(n+ 1)q˜αγb1xβx
n+1
γ ⊗ 1,
(10.1.38)
d(xδx
n
γxη ⊗ 1) = xδx
n
γ ⊗ xη − qγηxδx
n−1
γ xη ⊗ xγ − (−qδγ)
nqδηx
n
γxη ⊗ xδ
− (−qδγ)
nb3x
n
γxϕ ⊗ xτxγ ,
(10.1.39)
d(xαxδx
n
γxη ⊗ 1) = xαxδx
n
γ ⊗ xη − qγηxαxδx
n−1
γ xη ⊗ xγ
− (−qδγ)
nqδηxαx
n
γxη ⊗ xδ + qαδ(−qαγ)
nqαηxδx
n
γxη ⊗ xα
− (−qδγ)
nb3xαx
n
γxϕ ⊗ xτxγ − qγϕ(n + 1)q˜αγ (−qδγ)
nb1b3x
n+1
γ xτ ⊗ xγ ,
(10.1.40)
d(xβxδx
n
γxη ⊗ 1) = xβxδx
n
γ ⊗ xη − qγηxβxδx
n−1
γ xη ⊗ xγ
− (−qδγ)
nqδηxβx
n
γxη ⊗ xδ + qβδ(−qβγ)
nqβηxδx
n
γxη ⊗ xβ
− (−qδγ)
nb3xβx
n
γxϕ ⊗ xτxγ .
(10.1.41)
We start with (10.1.38). For n = 0 we have
d(xαxβxϕ ⊗ 1) = xαxβ ⊗ xϕ − s
(
qβϕxα ⊗ xϕxβ − qαβxβ ⊗ (qαϕxϕxα + b1xγ)
)
= xαxβ ⊗ xϕ − qβϕxαxϕ ⊗ xβ − s
(
qβϕqαϕqαβxϕ ⊗ xβxα + qβϕb1xγ ⊗ xβ
− qαβqαϕxβ ⊗ xϕxα − qαβb1xβ ⊗ xγ
)
= xαxβ ⊗ xϕ − qβϕxαxϕ ⊗ xβ + qαβqαϕxβxϕ ⊗ xα + qαβb1xβxγ ⊗ 1.
We assume that (10.1.38) holds for n. Using Remark 10.1.2 three times, inductive hypoth-
esis, (10.1.36), (10.1.33) and x2γ = 0, we compute
d(xαxβx
n+1
γ xϕ ⊗ 1) = xαxβx
n+1
γ ⊗ xϕ − s
(
qγϕxαxβx
n
γ ⊗ xϕxγ
+ (−qβγ)
n+1qβϕxαx
n+1
γ ⊗ xϕxβ − qαβ(−qαγ)
n+1xβx
n+1
γ ⊗ (qαϕxϕxα + b1xγ)
)
= xαxβx
n+1
γ ⊗ xϕ − qγϕxαxβx
n
γxϕ ⊗ xγ − (−qβγ)
n+1qβϕxαx
n+1
γ xϕ ⊗ xβ
− s
(
qαβ(−qαγ)
n+1qαϕqγϕxβx
n
γxϕ ⊗ xγxα + qβϕqαβq
n+1
αγ q
n+1
βγ qαϕx
n+1
γ xϕ ⊗ xβxα
− qαβ(−qαγ)
n+1qαϕxβx
n+1
γ ⊗ xϕxα − (−qβγ)
n+1qβϕb1qγϕ(n+ 2)q˜αγx
n+2
γ ⊗ xβ
− (qγϕ(n+ 1)q˜αγ + (−qαγ)
n+1)qαβb1xβx
n+1
γ ⊗ xγ
)
= xαxβx
n+1
γ ⊗ xϕ − qγϕxαxβx
n
γxϕ ⊗ xγ − (−qβγ)
n+1qβϕxαx
n+1
γ xϕ ⊗ xβ
+ qαβqγϕ(n + 2)q˜αγb1xβx
n+2
γ ⊗ 1 + qαβ(−qαγ)
n+1qαϕxβx
n+1
γ xϕ ⊗ xα.
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Now we prove (10.1.39). For n = 0,
d(xδxη ⊗ 1) = xδ ⊗ xη − qδηxη ⊗ xδ − b3xϕ ⊗ xτxγ .
We assume that (10.1.39) holds for n. By Remark 10.1.2 and inductive hypothesis,
d(xδx
n+1
γ xη ⊗ 1) = xδx
n+1
γ ⊗ xη − s
(
qγηxδx
n
γ ⊗ xηxγ + (−qδγ)
n+1xn+1γ ⊗ xδxη
)
= xδx
n+1
γ ⊗ xη − qγηxδx
n
γxη ⊗ xγ − (−qδγ)
n+1b3x
n+1
γ xϕ ⊗ xτxγ
− (−qδγ)
n+1qδηx
n+1
γ xη ⊗ xδ.
Next we prove (10.1.40). For n = 0,
d(xαxδxη ⊗ 1) = xαxδ ⊗ xη − s
(
qδηxα ⊗ xηxδ + b3xα ⊗ xϕxτxγ − qαδqαηxδ ⊗ xηxα
)
= xαxδ ⊗ xη − b3xαxϕ ⊗ xτxγ − qδηxαxη ⊗ xδ − s
(
qδηqαηqαδxη ⊗ xδxα
+ qαϕqατqαγb3xϕ ⊗ xτxγxα + b1b3xγ ⊗ xτxγ − qαδqαηxδ ⊗ xηxα
)
= xαxδ ⊗ xη − b3xαxϕ ⊗ xτxγ − qδηxαxη ⊗ xδ + qαδqαηxδxη ⊗ xα − b1b3xγxτ ⊗ xγ .
We assume that (10.1.40) holds for n. Using Remark 10.1.2 three times, inductive hypoth-
esis, (10.1.36), (10.1.39), we have
d(xαxδx
n+1
γ xη ⊗ 1) = xαxδx
n+1
γ ⊗ xη − s
(
qγηxαxδx
n
γ ⊗ xηxγ + (−qδγ)
n+1qδηxαx
n+1
γ ⊗ xηxδ
+ (−qδγ)
n+1b3xαx
n+1
γ ⊗ xϕxτxγ + qαδ(−qαγ)
n+1qαηxδx
n+1
γ ⊗ xηxα
)
= xαxδx
n+1
γ ⊗ xη − qγηxαxδx
n
γxη ⊗ xγ − (−qδγ)
n+1b3xαx
n+1
γ xϕ ⊗ xτxγ
− s
(
− (−qδγ)
n+1qδηqγηxαx
n
γxη ⊗ xγxδ + qαδ(−qαγ)
n+1qαηqγηxδx
n
γxη ⊗ xγxα
+ (−qδγ)
n+1qδηxαx
n+1
γ ⊗ xηxδ + qαδ(−qαγ)
n+1qαηxδx
n+1
γ ⊗ xηxα
+ qn+2αγ qαϕqατq
n+1
δγ b3x
n+1
γ xϕ ⊗ xτxγxα + qγϕ(n+ 2)q˜αγ (−qδγ)
n+1b1b3x
n+2
γ ⊗ xτxγ
)
= xαxδx
n+1
γ ⊗ xη − qγηxαxδx
n
γxη ⊗ xγ − (−qδγ)
n+1b3xαx
n+1
γ xϕ ⊗ xτxγ
− (−qδγ)
n+1qδηxαx
n+1
γ xη ⊗ xδ + qαδ(−qαγ)
n+1qαηxδx
n+1
γ xη ⊗ xα
− qγϕ(n + 2)q˜αγ (−qδγ)
n+1b1b3s
(
xn+2γ ⊗ xτxγ
)
.
As x2γ = 0 and xγxτ = qγτxτxγ , we have that s
(
xn+2γ ⊗ xτxγ
)
= xn+2γ xτ ⊗ xγ ; hence the
inductive step follows.
Now we prove (10.1.41). For n = 0,
d(xβxδxη ⊗ 1) = xβxδ ⊗ xη − s
(
qδηxβ ⊗ xηxδ + b3xβ ⊗ xϕxτxγ − qβδqβηxδ ⊗ xηxβ
)
= xβxδ ⊗ xη − qδηxβxη ⊗ xδ − b3xβxϕ ⊗ xτxγ − s
(
qδηqβηqβδxη ⊗ xδxβ
+ qβϕb3xϕ ⊗ (qβτxτxβ + b2xγ)xγ − qβδqβηxδ ⊗ xηxβ
)
= xβxδ ⊗ xη − qδηxβxη ⊗ xδ − b3xβxϕ ⊗ xτxγ + qβδqβηxδxη ⊗ xβ.
We assume that (10.1.41) holds for n. Using Remark 10.1.2 three times, inductive hypoth-
esis and (10.1.39), we have
d(xβxδx
n+1
γ xη ⊗ 1) = xβxδx
n+1
γ ⊗ xη − s
(
qγηxβxδx
n
γ ⊗ xηxγ + (−qδγ)
n+1qδηxβx
n+1
γ ⊗ xηxδ
+ (−qδγ)
n+1b3xβx
n+1
γ ⊗ xϕxτxγ + qβδ(−qβγ)
n+1qβηxδx
n+1
γ ⊗ xηxβ
)
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= xβxδx
n+1
γ ⊗ xη − qγηxβxδx
n
γxη ⊗ xγ − (−qδγ)
n+1b3xβx
n+1
γ xϕ ⊗ xτxγ
− (−qδγ)
n+1qδηxβx
n+1
γ xη ⊗ xδ − s
(
qβδ(−qβγ)
n+1qβηqγηxδx
n
γxη ⊗ xγxβ
+ qβδ(−qβγ)
n+1qβηxδx
n+1
γ ⊗ xηxβ + q
n+1
δγ q
n+1
βγ qβϕb3x
n+1
γ xϕ ⊗ (qβτxτxβ + b2xγ)xγ
+ qn+1δγ qδηq
n+1
βγ qβηqβδx
n+1
γ xη ⊗ xδxβ)
)
= xβxδx
n+1
γ ⊗ xη − qγηxβxδx
n
γxη ⊗ xγ − (−qδγ)
n+1b3xβx
n+1
γ xϕ ⊗ xτxγ
− (−qδγ)
n+1qδηxβx
n+1
γ xη ⊗ xδ + qβδ(−qβγ)
n+1qβηxδx
n+1
γ xη ⊗ xβ.
Finally, we prove (10.1.34) by induction on n. For n = 0,
d(xαxβxδxη ⊗ 1) = xαxβxδ ⊗ xη − s
(
qδηxαxβ ⊗ xηxδ + b3xαxβ ⊗ xϕxτxγ
− qβδqβηxαxδ ⊗ xηxβ + qαβqαδqαηxβxδ ⊗ xηxα
)
= xαxβxδ ⊗ xη − b3xαxβxϕ ⊗ xτxγ − qδηxαxβxη ⊗ xδ
− s
(
qβηqβδqδηxαxη ⊗ xδxβ − qαβqαηqαδqδηxβxη ⊗ xδxα
+ qβϕqβτqβγb3xαxϕ ⊗ xτxγxβ − qαβqαϕqατqαγb3xβxϕ ⊗ xτxγxα
− qαβb1b3xβxγ ⊗ xτxγ − qβδqβηxαxδ ⊗ xηxβ + qαβqαδqαηxβxδ ⊗ xηxα
)
= xαxβxδ ⊗ xη − b3xαxβxϕ ⊗ xτxγ − qδηxαxβxη ⊗ xδ + qβδqβηxαxδxη ⊗ xβ
− qαβqαδqαηxβxδxη ⊗ xα + qαβb1b3xβxγxτ ⊗ xγ − qαβqγτ [2]q˜βγb1b2b3x
3
γ ⊗ 1.
We assume that (10.1.34) holds for n. Using Remark 10.1.2 twice, inductive hypothesis,
(10.1.38), (10.1.40), (10.1.41), (10.1.37), we have
d(xαxβxδx
n+1
γ xη ⊗ 1) = xαxβxδx
n+1
γ ⊗ xη − s
(
qγηxαxβxδx
n
γ ⊗ xηxγ
+ (−qδγ)
n+1qδηxαxβx
n+1
γ ⊗ xηxδ + (−qδγ)
n+1b3xαxβx
n+1
γ ⊗ xϕxτxγ
− qβδ(−qβγ)
n+1qβηxαxδx
n+1
γ ⊗ xηxβ + qαβqαδ(−qαγ)
n+1qαηxβxδx
n+1
γ ⊗ xηxα
)
= xαxβxδx
n+1
γ ⊗ xη − qγηxαxβxδx
n
γxη ⊗ xγ − (−qδγ)
n+1b3xαxβx
n+1
γ xϕ ⊗ xτxγ
− s
(
qγη(−qδγ)
nqδγqδηxαxβx
n
γxη ⊗ xγxδ + q
n+2
βγ qβϕq
n+1
δγ b3xαx
n+1
γ xϕ ⊗ qβτxτxγxβ
− qγηqβδ(−qβγ)
nqβγqβηxαxδx
n
γxη ⊗ xγxβ − qγηqαβqαδ(−qαγ)
n+1qαηxβxδx
n
γxη ⊗ xγxα
+ (−qδγ)
n+1qδηxαxβx
n+1
γ ⊗ xηxδ − qαβq
n+2
αγ qαϕqατq
n+1
δγ b3xβx
n+1
γ xϕ ⊗ xτxγxα
+ qγηqαβq
−n−1
δγ d
(n)
αβδγb1b2b3x
n+3
γ ⊗ xγ − qαβqγϕ(n+ 2)q˜αγ (−qδγ)
n+1b3b1xβx
n+2
γ ⊗ xτxγ
− qβδ(−qβγ)
n+1qβηxαxδx
n+1
γ ⊗ xηxβ + qαβqαδ(−qαγ)
n+1qαηxβxδx
n+1
γ ⊗ xηxα
)
= xαxβxδx
n+1
γ ⊗ xη − qγηxαxβxδx
n
γxη ⊗ xγ − (−qδγ)
n+1b3xαxβx
n+1
γ xϕ ⊗ xτxγ
− (−qδγ)
n+1qδηxαxβx
n+1
γ xη ⊗ xδ + qβδ(−qβγ)
n+1qβηxαxδx
n+1
γ xη ⊗ xβ
− s
(
− qγηqαβqαδ(−qαγ)
n+1qαηxβxδx
n
γxη ⊗ xγxα
− qαβq
n+2
αγ qαϕqατq
n+1
δγ b3xβx
n+1
γ xϕ ⊗ xτxγxα
− qγηqαβq
−n−1
δγ d
(n)
αβδγb1b2b3x
n+3
γ ⊗ xγ − qαβqγϕ(n+ 2)q˜αγ (−qδγ)
n+1b3b1xβx
n+2
γ ⊗ xτxγ
+ qαβqαδ(−qαγ)
n+1qαηxβxδx
n+1
γ ⊗ xηxα − q
n+1
δγ qδηqαβq
n+1
αγ qαηqαδxβx
n+1
γ xη ⊗ xδxα
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+ qβδq
n+1
βγ qβηqαβqαδq
n+1
αγ qαηxδx
n+1
γ xη ⊗ xβxα
− qγϕq
n+1
δγ qβδq
n+1
βγ qβη(n+ 2)q˜αγb1b3x
n+2
γ xτ ⊗ xγxβ
)
= xαxβxδx
n+1
γ ⊗ xη − qγηxαxβxδx
n
γxη ⊗ xγ − (−qδγ)
n+1b3xαxβx
n+1
γ xϕ ⊗ xτxγ
− (−qδγ)
n+1qδηxαxβx
n+1
γ xη ⊗ xδ + qβδ(−qβγ)
n+1qβηxαxδx
n+1
γ xη ⊗ xβ
− qαβqαδ(−qαγ)
n+1qαηxβxδx
n+1
γ xη ⊗ xα − s
(
qαβqγηq
−n−1
δγ d
(n)
αβδγb1b2b3x
n+3
γ ⊗ xγ
− qαβqγϕ(n+ 2)q˜αγ (−qδγ)
n+1b3b1xβx
n+2
γ ⊗ xτxγ
− qγϕq
n+1
δγ qβδq
n+1
βγ qβη(n+ 2)q˜αγb1b3x
n+2
γ xτ ⊗ xγxβ
)
= xαxβxδx
n+1
γ ⊗ xη − qγηxαxβxδx
n
γxη ⊗ xγ − (−qδγ)
n+1qδηxαxβx
n+1
γ xη ⊗ xδ
+ qβδ(−qβγ)
n+1qβηxαxδx
n+1
γ xη ⊗ xβ − qαβqαδ(−qαγ)
n+1qαηxβxδx
n+1
γ xη ⊗ xα
− (−qδγ)
n+1b3xαxβx
n+1
γ xϕ ⊗ xτxγ − qαβqγϕ(n+ 2)q˜αγ (−qδγ)
n+1b1b3xβx
n+2
γ xτ ⊗ xγ
− qαβ
(
qγη(−qδγ)
−n
d
(n)
αβδγ − qγϕ(n+ 2)q˜αγ (−qδγ)
n+1qγτ (n+ 3)q˜βγ
)
b1b2b3s(x
n+3
γ ⊗ xγ).
Thus the proof of the inductive step follows since qγδqγδ = qγγqγτqγϕ = −qγτqγϕ and
s(xn+3γ ⊗ xγ) = x
n+4
γ ⊗ 1. 
Lemma 10.1.42. Let α < η < γ < β < δ be positive roots such that Nγ = 2 and the
relations among the corresponding root vectors take the form
xαxδ = qαδxδxα + b1xγxη + b2xβx
2
η, xηxβ = qηβxβxη + b3xγ ,(10.1.43)
for some scalars b1, b2, b3 and the other pairs of root vectors q-commute. Then, for all
n ≥ 0,
d(xαx
n
γxβxδ ⊗ 1) = xαx
n
γxβ ⊗ xδ − qβδxαx
n
γxδ ⊗ xβ + qγβqγδxαx
n−1
γ xβxδ ⊗ xγ
+ (−qαγ)
nqαβqαδx
n
γxβxδ ⊗ xα + b1(−qαγ)
n(n+ 1)q˜δγx
n+1
γ xβ ⊗ xη
+ qαβ(n+ 2)q˜βδδNβ ,2b2x
n
γx
2
β ⊗ x
2
η − qβδ(−qγα)
−nb1b3c
(n)
αδγx
n+2
γ ⊗ 1.
(10.1.44)
Notice that the equalities in (10.1.43) force
γ + η = α+ δ, η + β = γ.(10.1.45)
Hence the following equality also holds: 2γ = α+ β + δ.
Proof. Lemma 10.1.7 applied to η < γ < β says that the following formula holds for n ≥ 0:
d(xηx
n
γxβ ⊗ 1) = xηx
n
γ ⊗ xβ − qγβxηx
n−1
γ xβ ⊗ xγ − (−qηγ)
nqηβx
n
γxβ ⊗ xη
+ b3qγβ(n+ 1)q˜ηγx
n+1
γ ⊗ 1,
(10.1.46)
Next we prove that the following formula holds for all n ≥ 0:
d(xαx
n
γxδ ⊗ 1) = xαx
n
γ ⊗ xδ − qγδxαx
n−1
γ xδ ⊗ xγ − (−qαγ)
nb2x
n
γxβ ⊗ x
2
η
− (−qαγ)
n(n+ 1)q˜δγb1x
n+1
γ ⊗ xη − (−qαγ)
nqαδx
n
γxδ ⊗ xα
(10.1.47)
For n = 0 we have that
d(xαxδ ⊗ 1) = xα ⊗ xδ − s
(
qαδxδxα + b1xγxη + b2xβx
2
η
)
= xα ⊗ xδ − b1xγ ⊗ xη − b2xβ ⊗ x
2
η − qαδxδ ⊗ xα
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Now assume that (10.1.47) holds for n. Using Remark 10.1.2, inductive hypothesis,
d(xαx
n+1
γ xδ ⊗ 1) = xαx
n+1
γ ⊗ xδ − s
(
qγδxαx
n
γ ⊗ xδxγ + (−qαγ)
n+1xn+1γ ⊗ xαxδ
)
= xαx
n+1
γ ⊗ xδ − qγδxαx
n
γxδ ⊗ xγ − s
(
(−qαγ)
n+1qαδx
n+1
γ ⊗ xδxα
+ (−qαγ)
n+1(1 + q˜γδ(n+ 1)q˜δγ )b1x
n+1
γ ⊗ xγxη + (−qαγ)
n+1b2x
n+1
γ ⊗ xβx
2
η
+ q2ηγqγδ(−qαγ)
nb2x
n
γxβ ⊗ xγx
2
η − (−qαγ)
n+1qαδqγδx
n
γxδ ⊗ xγxα
)
= xαx
n+1
γ ⊗ xδ − qγδxαx
n
γxδ ⊗ xγ − (−qαγ)
n+1(n+ 2)q˜δγb1x
n+2
γ ⊗ xη
− (−qαγ)
n+1qαδx
n+1
γ xδ ⊗ xα − (−qαγ)
n+1b2x
n+1
γ xβ ⊗ x
2
η.
Now we prove (10.1.44) by induction on n. When n = 0,
d(xαxβxδ ⊗ 1) = xαxβ ⊗ xδ − s
(
qβδxα ⊗ xδxβ − qαβxβ ⊗ xαxδ
)
= xαxβ ⊗ xδ − qβδxαxδ ⊗ xβ − qβδb1b3x
2
γ ⊗ 1− qηβqβδb1xγxβ ⊗ xη
+ qαβ(2)q˜βδδNβ ,2b2x
2
β ⊗ x
2
η + qαβqαδxβxδ ⊗ xα,
since xβ ⊗ xγxη = s(xβxγxη) and s(xβ ⊗ xβx
2
η) = 0: either xβ ⊗ xβx
2
η = s(x
2
βx
2
η) if Nβ 6= 2
or qβδq
2
ηβ = qβδq
2
γβ = −qαβ q˜βδ if Nβ = 2. Now assume that (10.1.50) holds for n. Using
Remark 10.1.2, (10.1.47) and inductive hypothesis,
d(xαx
n+1
γ xβxδ ⊗ 1) = xαx
n+1
γ xβ ⊗ xδ − s
(
qβδxαx
n+1
γ ⊗ xδxβ − qγβqγδxαx
n
γxβ ⊗ xδxγ
− (−qαγ)
n+1qαβx
n+1
γ xβ ⊗ (qαδxδxα + b1xγxη + b2xβx
2
η)
)
= xαx
n+1
γ xβ ⊗ xδ − qβδxαx
n+1
γ xδ ⊗ xβ + qγβqγδxαx
n
γxβxδ ⊗ xγ
− qβδ(−qγα)
−n+1
c
(n+1)
αδγ b1b3x
n+3
γ ⊗ 1− (−qαγ)
n+1qηβqβδ(n+ 2)q˜δγb1x
n+2
γ xβ ⊗ xη
+ qαβ(n+ 2)q˜βδδNβ ,2b2x
n
γx
2
β ⊗ x
2
η + (−qαγ)
n+1qαβqαδx
n+1
γ xβxδ ⊗ xα,
which completes the inductive step. 
Lemma 10.1.48. Let α < β < γ < η < δ be positive roots such that Nγ = 2 and the
relations among the corresponding root vectors take the form
xβxδ = qβδxδxβ + b1xηxγ , xαxη = qαηxηxα + b2xγ ,(10.1.49)
for some scalars b1, b2 and the other pairs of root vectors q-commute. Then, for all n ≥ 0,
d(xαxβx
n
γxδ ⊗ 1) = xαxβx
n
γ ⊗ xδ − qγδxαxβx
n−1
γ xδ ⊗ xγ
− (−qβγ)
nqβδxαx
n
γxδ ⊗ xβ + (−qαγ)
nqαβqαδxβx
n
γxδ ⊗ xα
− (−qβγ)
nb1xαx
n
γxη ⊗ xγ − q
n
γδc
(n)
−δ,α,γb1b2x
n+2
γ ⊗ 1.
(10.1.50)
Notice that the equalities in (10.1.49) force
γ + η = β + δ, η + α = γ.(10.1.51)
Hence the following equality also holds: 2γ = α+ β + δ.
Proof. The following formula holds for all n ≥ 0:
d(xβx
n
γxδ ⊗ 1) = xβx
n
γ ⊗ xδ − qγδxβx
n−1
γ xδ ⊗ xγ − (−qβγ)
nqβδx
n
γxδ ⊗ xβ
− (−qβγ)
nb1x
n
γxη ⊗ xγ .
(10.1.52)
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The proof is analogous to (10.1.14), see also the proof of (10.1.30). Next, we apply Lemma
10.1.7 for α < γ < η (no other intermediate roots) to get
d(xαx
n
γxη ⊗ 1) = xαx
n
γ ⊗ xη − qγηxαx
n−1
γ xη ⊗ xγ − qαη(−qαγ)
nxnγxη ⊗ xα
− (−qαγ)
n(n+ 1)q˜αγb2x
n+1
γ ⊗ 1.
(10.1.53)
Now we prove (10.1.50) by induction on n. When n = 0,
d(xαxβxδ ⊗ 1) = xαxβ ⊗ xδ − s (qβδxα ⊗ xδxβ + b1xα ⊗ xηxγ − qαβqαδxβ ⊗ xδxα)
= xαxβ ⊗ xδ − b1xαxη ⊗ xγ − qβδxαxδ ⊗ xβ − s
(
qαβqαδqβδxδ ⊗ xβxα
+ qαγqαηb1xη ⊗ xγxα + b1b2xγ ⊗ xγ − qαβqαδxβ ⊗ xδxα
)
= xαxβ ⊗ xδ − b1xαxη ⊗ xγ − qβδxαxδ ⊗ xβ + qαβqαδxβxδ ⊗ xα − b1b2x
2
γ ⊗ 1.
Now assume that (10.1.50) holds for n. Using Remark 10.1.2, inductive hypothesis, the
relation x2γ = 0, (10.1.53), (10.1.52),
d(xαxβx
n+1
γ xδ ⊗ 1) = xαxβx
n+1
γ ⊗ xδ − s
(
qγδxαxβx
n
γ ⊗ xδxγ + (−qβγ)
n+1b1xαx
n+1
γ ⊗ xηxγ
+ (−qβγ)
n+1qβδxαx
n+1
γ ⊗ xδxβ − qαβ(−qαγ)
n+1qαδxβx
n+1
γ ⊗ xδxα
)
= xαxβx
n+1
γ ⊗ xδ − qγδxαxβx
n
γxδ ⊗ xγ − (−qβγ)
n+1b1xαx
n+1
γ xη ⊗ xγ
− (−qβγ)
n+1qβδxαx
n+1
γ xδ ⊗ xβ − s
(
− qαβ(−qαγ)
n+1qαδxβx
n+1
γ ⊗ xδxα
− qαγ(−qαγ)
nqαβqαδqγδxβx
n
γxδ ⊗ xγxα
+ (qn+1γδ c
(n)
−δ,α,γ + q
n+1
βγ q
n+1
αγ (n+ 2)q˜αγ )b1b2x
n+2
γ ⊗ xγ
+ qn+1βγ qαηq
n+2
αγ b1x
n+1
γ xη ⊗ xγxα − q
n+1
βγ qβδqαβq
n+1
αγ qαδx
n+1
γ xδ ⊗ xβxα
)
= xαxβx
n+1
γ ⊗ xδ − qγδxαxβx
n
γxδ ⊗ xγ − (−qβγ)
n+1b1xαx
n+1
γ xη ⊗ xγ
− (−qβγ)
n+1qβδxαx
n+1
γ xδ ⊗ xβ + qαβ(−qαγ)
n+1qαδxβx
n+1
γ xδ ⊗ xα
− (qn+1γδ c
(n)
−δ,α,γ + q
2(n+1)
γγ q
−n−1
δγ (n+ 2)q˜αγ )b1b2x
n+3
γ ⊗ 1,
and the inductive step follows. 
Lemma 10.1.54. Let α < τ < β < γ < µ < ν < η < δ be positive roots such that Nγ = 2
and the relations among the corresponding root vectors take the form
xαxδ = qαδxδxα + b1xηxτ , xβxδ = qβδxδxβ + b2xνxγ ,
xβxη = qβηxηxβ + b3xµxγ , xαxν = qανxνxα + b4xγ ,
(10.1.55)
for some scalars bi and the other pairs of root vectors q-commute. Then, for all n ≥ 0,
d(xαxβx
n
γxδ ⊗ 1) = xαxβx
n
γ ⊗ xδ − qγδxαxβx
n−1
γ xδ ⊗ xγ
− (−qβγ)
nqβδxαx
n
γxδ ⊗ xβ + (−qαγ)
nqαβqαδxβx
n
γxδ ⊗ xα
+ qαβ(−qαγ)
nb1xβx
n
γxη ⊗ xτ − (−qβγ)
nb2xαx
n
γxν ⊗ xγ
− qnγδc
(n)
−δ,α,γb2b4x
n+2
γ ⊗ 1.
(10.1.56)
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Notice that the equalities in (10.1.55) force
α+ δ = η + τ, β + δ = ν + γ, β + η = µ+ γ, α+ ν = γ.(10.1.57)
Hence the following equality also holds: 2γ = α+ β + δ.
Proof. We need some auxiliary computations. First we apply Lemma 10.1.7 to α < γ < ν:
d(xαx
n
γxν ⊗ 1) = xαx
n
γ ⊗ xν − qγνxαx
n−1
γ xν ⊗ xγ − qαν(−qαγ)
nxnγxν ⊗ xα
− (−qαγ)
n(n+ 1)q˜αγb4x
n+1
γ ⊗ 1.
(10.1.58)
Next we claim that the following formulas hold for all n ≥ 0:
d(xαx
n
γxδ ⊗ 1) = xαx
n
γ ⊗ xδ − qγδxαx
n−1
γ xδ ⊗ xγ − (−qαγ)
nqαδx
n
γxδ ⊗ xα
− (−qαγ)
nb1x
n
γxη ⊗ xτ ,
(10.1.59)
d(xβx
n
γxδ ⊗ 1) = xβx
n
γ ⊗ xδ − qγδxβx
n−1
γ xδ ⊗ xγ − (−qβγ)
nqβδx
n
γxδ ⊗ xβ
− (−qβγ)
nb2x
n
γxν ⊗ xγ ,
(10.1.60)
d(xβx
n
γxη ⊗ 1) = xβx
n
γ ⊗ xη − qγηxβx
n−1
γ xη ⊗ xγ − (−qβγ)
nqβηx
n
γxη ⊗ xβ
− (−qβγ)
nb3x
n
γxµ ⊗ xγ .
(10.1.61)
The proof of each equality is analogous to (10.1.14).
Now we prove (10.1.56) by induction on n. When n = 0,
d(xαxβxδ ⊗ 1) = xαxβ ⊗ xδ − s
(
qβδxα ⊗ xδxβ + b2xα ⊗ xνxγ − qαβxβ ⊗ xαxδ
)
= xαxβ ⊗ xδ − b2xαxν ⊗ xγ − qβδxαxδ ⊗ xβ − s
(
− qαβqαδxβ ⊗ xδxα − qαβb1xβ ⊗ xηxτ
+ qανb2xν ⊗ xαxγ + b2b4xγ ⊗ xγ + qαβqαδqβδxδ ⊗ xβxα + qτβqβδb1xη ⊗ xβxτ
)
= xαxβ ⊗ xδ − b2xαxν ⊗ xγ − qβδxαxδ ⊗ xβ + qαβb1xβxη ⊗ xτ + qαβqαδxβxδ ⊗ xα
− s
(
b2b4xγ ⊗ xγ − qαβb1b3xµ ⊗ xγxτ
)
,
which is (10.1.56) for n = 0 since
s
(
xγ ⊗ xγ
)
= x2γ ⊗ 1, s
(
xµ ⊗ xγxτ
)
= s ◦ s
(
xµxγxτ
)
= 0.
Now assume that (10.1.50) holds for n. Using Remark 10.1.2, inductive hypothesis, the
relation x2γ = 0, (10.1.58), (10.1.59), (10.1.60), (10.1.61),
d(xαxβx
n+1
γ xδ ⊗ 1) = xαxβx
n+1
γ ⊗ xδ − s
(
qγδxαxβx
n
γ ⊗ xδxγ + (−qβγ)
n+1b2xαx
n+1
γ ⊗ xνxγ
+ qβδ(−qβγ)
n+1xαx
n+1
γ ⊗ xδxβ − qαβ(−qαγ)
n+1qαδxβx
n+1
γ ⊗ xδxα
− qαβ(−qαγ)
n+1b1xβx
n+1
γ ⊗ xηxτ
)
= xαxβx
n+1
γ ⊗ xδ − qγδxαxβx
n
γxδ ⊗ xγ − (−qβγ)
n+1b2xαx
n+1
γ xν ⊗ xγ
− s
(
− qγδ(−qβγ)
n+1qβδxαx
n
γxδ ⊗ xγxβ + qγδ(−qαγ)
n+1qαβqαδxβx
n
γxδ ⊗ xγxα
− qγδqαβ(−qαγ)
nb1xβx
n
γxη ⊗ xτxγ + qγδ(−qβγ)
nb2xαx
n
γxν ⊗ x
2
γ
+ (qn+1γδ c
(n)
−δ,α,γ + q
n+1
αγ q
n+1
βγ (n+ 2)q˜αγ )b2b4x
n+2
γ ⊗ xγ
+ qβδ(−qβγ)
n+1xαx
n+1
γ ⊗ xδxβ − qαβ(−qαγ)
n+1qαδxβx
n+1
γ ⊗ xδxα
− qαβ(−qαγ)
n+1b1xβx
n+1
γ ⊗ xηxτ + qανq
n+2
αγ q
n+1
βγ b2x
n+1
γ xν ⊗ xγxα
)
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= xαxβx
n+1
γ ⊗ xδ − qγδxαxβx
n
γxδ ⊗ xγ − (−qβγ)
n+1b2xαx
n+1
γ xν ⊗ xγ
− qβδ(−qβγ)
n+1xαx
n+1
γ xδ ⊗ xβ + qαβ(−qαγ)
n+1b1xβx
n+1
γ xη ⊗ xτ
+ qαβ(−qαγ)
n+1qαδxβx
n+1
γ xδ ⊗ xα − s
(
− qαβq
n+1
αγ q
n+1
βγ b1b3x
n+1
γ xµ ⊗ xγxτ
+ qn+1γδ (c
(n)
−δ,α,γ + q
n+1
αγ q
n+1
βγ q
−n−1
γδ (n+ 2)q˜αγ )b2b4x
n+2
γ ⊗ xγ
)
.
As α+ β = 2γ − δ, we have qn+1αγ q
n+1
βγ q
−n−1
γδ = q˜
−n−1
γδ . Also, s(x
n+2
γ ⊗ xγ) = x
n+3
γ ⊗ 1, so
d(xαxβx
n+1
γ xδ ⊗ 1) = xαxβx
n+1
γ ⊗ xδ − qγδxαxβx
n
γxδ ⊗ xγ − (−qβγ)
n+1b2xαx
n+1
γ xν ⊗ xγ
− qβδ(−qβγ)
n+1xαx
n+1
γ xδ ⊗ xβ + qαβ(−qαγ)
n+1b1xβx
n+1
γ xη ⊗ xτ
+ qαβ(−qαγ)
n+1qαδxβx
n+1
γ xδ ⊗ xα − q
n+1
γδ c
(n+1)
−δ,α,γb2b4x
n+3
γ ⊗ 1
+ qαβq
n+1
αγ q
n+1
βγ b1b3s
(
xn+1γ xµ ⊗ xγxτ
)
.
Next we claim that xn+1γ xµ ⊗ xγxτ = s(x
n+1
γ ⊗ xµxγxτ ). Indeed,
d(xn+1γ ⊗ xµxγxτ ) = x
n
γ ⊗ xγxµxγxτ = qγµx
n
γ ⊗ xµx
2
γxτ = 0,
so xn+1γ ⊗ xµxγxτ ∈ ker dn, and we compute
s
(
xn+1γ ⊗ xµxγxτ
)
= xn+1γ xµ ⊗ xγxτ + s
(
xn+1γ ⊗ xµxγxτ − d(x
n+1
γ xµ ⊗ xγxτ )
)
= xn+1γ xµ ⊗ xγxτ + s
(
xn+1γ ⊗ xµxγxτ − (x
n+1
γ ⊗ xµxγxτ − qγµx
n
γxµ ⊗ x
2
γxτ )
)
= xn+1γ xµ ⊗ xγxτ .
From this claim, s
(
xn+1γ xµ ⊗ xγxτ
)
= 0, and the inductive step follows. 
Lemma 10.1.62. Let α < β < ν < γ < µ < δ < η be positive roots such that Nγ = 2 and
the relations among the corresponding root vectors take the form
xβxδ = qβδxδxβ + b1xγxν , xνxη = qνηxηxν + b2xµxγ ,
xαxµ = qαµxµxα + b3xγ ,
(10.1.63)
for some scalars bi, xγ q-commutes with the other root vectors and the following pairs
of root vectors also q-commute: (xα, xβ), (xα, xν), (xα, xδ), (xα, xη), (xβ , xν), (xβ, xη),
(xν , xδ), (xν , xη), (xµ, xδ), (xµ, xη). Then, for all n ≥ 0,
d(xαxβx
n
γxδxη ⊗ 1) = xαxβx
n
γxδ ⊗ xη + (−qβγ)
n(n+ 1)q˜δγb1b2xαx
n+1
γ xµ ⊗ xγ
− qδηxαxβx
n
γxη ⊗ xδ + qνη(−qβγ)
n(n+ 1)q˜δγb1xαx
n+1
γ xη ⊗ xν
+ qγδqγηxαxβx
n−1
γ xδxη ⊗ xγ + (−qβγ)
nqβδqβηxαx
n
γxδxη ⊗ xβ
− qαβ(−qαγ)
nqαδqαηxβx
n
γxδxη ⊗ xα − qαγq
n
γδq
n
γηd
(n)
α+β,δ,α,γb1b2b3x
n+3
γ ⊗ 1.
(10.1.64)
Notice that the equalities in (10.1.63) force
β + δ = γ + ν, ν + η = µ+ γ, α+ µ = γ.(10.1.65)
Hence the following equality also holds: 3γ = α+ β + δ + η.
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Proof. We need some auxiliary computations. By (10.1.14)
d(xβx
n
γxδ ⊗ 1) = xβx
n
γ ⊗ xδ − qγδxβx
n−1
γ xδ ⊗ xγ − qβδ(−qβγ)
nxnγxδ ⊗ xβ
− (−qβγ)
n(n+ 1)q˜δγb1x
n+1
γ ⊗ xν
(10.1.66)
Next we apply Lemma 10.1.7 to α < γ < µ:
d(xαx
n
γxµ ⊗ 1) = xαx
n
γ ⊗ xµ − qγµxαx
n−1
γ xµ ⊗ xγ − qαµ(−qαγ)
nxnγxµ ⊗ xα
− (−qαγ)
n(n+ 1)q˜αγb3x
n+1
γ ⊗ 1.
(10.1.67)
Now we prove the following equality by induction on n:
d(xαxβx
n
γxδ ⊗ 1) = xαxβx
n
γ ⊗ xδ − qγδxαxβx
n−1
γ xδ ⊗ xγ
− (−qβγ)
nqβδxαx
n
γxδ ⊗ xβ + qαβ(−qαγ)
nqαδxβx
n
γxδ ⊗ xα
− (−qβγ)
n(n+ 1)q˜δγb1xαx
n+1
γ ⊗ xν .
(10.1.68)
d(xβx
n
γxδxη ⊗ 1) = xβx
n
γxδ ⊗ xη − qδηxβx
n
γxη ⊗ xδ
+ qγδqγηxβx
n−1
γ xδxη ⊗ xγ + (−qβγ)
n(n+ 1)q˜δγb1b2x
n+1
γ xµ ⊗ xγ
+ (−qβγ)
nqβδqβηx
n
γxδxη ⊗ xβ + (−qβγ)
nqνη(n+ 1)q˜δγb1x
n+1
γ xη ⊗ xν .
(10.1.69)
Indeed, for n = 0 we have:
d(xαxβxδ ⊗ 1) = xαxβ ⊗ xδ − s
(
qβδxα ⊗ xδxβ + b1xα ⊗ xγxν − qαβqαδxβ ⊗ xδxα
)
= xαxβ ⊗ xδ − qβδxαxδ ⊗ xβ − b1xαxγ ⊗ xν − s
(
− qαβqαδxβ ⊗ xδxα
+ qαγqανb1xγ ⊗ xνxα + qαβqβδqαδxδ ⊗ xβxα
)
= xαxβ ⊗ xδ − qβδxαxδ ⊗ xβ − b1xαxγ ⊗ xν + qαβqαδxβxδ ⊗ xα.
And for the other equality,
d(xβxδxη ⊗ 1) = xβxδ ⊗ xη − s
(
qδηxβ ⊗ xηxδ − qβδqβηxδ ⊗ xηxβ − b1xγ ⊗ xνxη
)
= xβxδ ⊗ xη − qδηxβxη ⊗ xδ − s
(
− qβδqβηxδ ⊗ xηxβ − qνηb1xγ ⊗ xηxν
− b1b2xγ ⊗ xµxγ + qβδqβηqδηxη ⊗ xδxβ + qβηqδηb1xη ⊗ xγxν
)
= xβxδ ⊗ xη − qδηxβxη ⊗ xδ + b1b2xγxµ ⊗ xγ + qνηb1xγxη ⊗ xν + qβδqβηxδxη ⊗ xβ.
Now assume that (10.1.68) holds for n. Using Remark 10.1.2 repeatedly, inductive
hypothesis, the relation x2γ = 0 and (10.1.66),
d(xαxβx
n+1
γ xδ ⊗ 1) = xαxβx
n+1
γ ⊗ xδ − s
(
qγδxαxβx
n
γ ⊗ xδxγ + (−qβγ)
n+1b1xαx
n+1
γ ⊗ xγxν
+ (−qβγ)
n+1qβδxαx
n+1
γ ⊗ xδxβ − qαβ(−qαγ)
n+1qαδxβx
n+1
γ ⊗ xδxα
)
= xαxβx
n+1
γ ⊗ xδ − qγδxαxβx
n
γxδ ⊗ xγ − s
(
(−qβγ)
n+1qβδxαx
n+1
γ ⊗ xδxβ
+ (−qβγ)
n+1(1 + qγδqνγ(−qβγ)
−1(n+ 1)q˜δγ )b1xαx
n+1
γ ⊗ xγxν
− qαβ(−qαγ)
n+1qαδxβx
n+1
γ ⊗ xδxα − (−qβγ)
n+1qβδqγδxαx
n
γxδ ⊗ xγxβ
+ qαβ(−qαγ)
n+1qαδqγδxβx
n
γxδ ⊗ xγxα
)
= xαxβx
n+1
γ ⊗ xδ − qγδxαxβx
n
γxδ ⊗ xγ − (−qβγ)
n+1qβδxαx
n+1
γ xδ ⊗ xβ
− (−qβγ)
n+1(n + 2)q˜δγb1xαx
n+2
γ ⊗ xν − s
(
− qαβ(−qαγ)
n+1qαδxβx
n+1
γ ⊗ xδxα
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+ qαβ(−qαγ)
n+1qαδqγδxβx
n
γxδ ⊗ xγxα + qαβq
n+1
αγ qαδq
n+1
βγ qβδx
n+1
γ xδ ⊗ xβxα
+ qn+2αγ q
n+1
βγ (n+ 2)q˜δγb1x
n+2
γ ⊗ xαxν
)
= xαxβx
n+1
γ ⊗ xδ − qγδxαxβx
n
γxδ ⊗ xγ − (−qβγ)
n+1qβδxαx
n+1
γ xδ ⊗ xβ
− (−qβγ)
n+1(n + 2)q˜δγb1xαx
n+2
γ ⊗ xν + qαβ(−qαγ)
n+1qαδxβx
n+1
γ xδ ⊗ xα.
Next we assume that (10.1.69) holds for n. Using (10.1.66), inductive hypothesis, Re-
mark 10.1.2, the relation x2γ = 0,
d(xβx
n+1
γ xδxη ⊗ 1) = xβx
n+1
γ xδ ⊗ xη − s
(
qδηxβx
n+1
γ ⊗ xηxδ − qγδqγηxβx
n
γxδ ⊗ xηxγ
− (−qβγ)
n+1qβδqβηx
n+1
γ xδ ⊗ xηxβ − (−qβγ)
n+1(n+ 2)q˜δγb1x
n+2
γ ⊗ xνxη
)
= xβx
n+1
γ xδ ⊗ xη − qδηxβx
n+1
γ xη ⊗ xδ + qγδqγηxβx
n
γxδxη ⊗ xγ − s
(
− (−qβγ)
n+1(n+ 2)q˜δγb1b2x
n+2
γ ⊗ xµxγ − (−qβγ)
n+1qνη(n+ 2)q˜δγb1x
n+2
γ ⊗ xηxν
− (−qβγ)
n+1qβδqβηx
n+1
γ xδ ⊗ xηxβ
+ qνηqγη(−qβγ)
n+1(1 + q˜γδ(n+ 1)q˜δγ )b1x
n+1
γ xη ⊗ xγxν
+ qδη(−qβγ)
n+1qβδqβηx
n+1
γ xη ⊗ xδxβ − qγδqγη(−qβγ)
n+1qβδqβηx
n
γxδxη ⊗ xγxβ
)
= xβx
n+1
γ xδ ⊗ xη − qδηxβx
n+1
γ xη ⊗ xδ + qγδqγηxβx
n
γxδxη ⊗ xγ
+ (−qβγ)
n+1(n+ 2)q˜δγb1b2x
n+2
γ xµ ⊗ xγ + (−qβγ)
n+1qνη(n+ 2)q˜δγb1x
n+2
γ xη ⊗ xν
− s
(
− (−qβγ)
n+1qβδqβηx
n+1
γ xδ ⊗ xηxβ + qδη(−qβγ)
n+1qβδqβηx
n+1
γ xη ⊗ xδxβ
− qγδqγη(−qβγ)
n+1qβδqβηx
n
γxδxη ⊗ xγxβ
)
= xβx
n+1
γ xδ ⊗ xη − qδηxβx
n+1
γ xη ⊗ xδ + qγδqγηxβx
n
γxδxη ⊗ xγ
+ (−qβγ)
n+1(n+ 2)q˜δγb1b2x
n+2
γ xµ ⊗ xγ + (−qβγ)
n+1qνη(n+ 2)q˜δγb1x
n+2
γ xη ⊗ xν
+ (−qβγ)
n+1qβδqβηx
n+1
γ xδxη ⊗ xβ.
Finally we prove (10.1.64) by induction on n. When n = 0,
d(xαxβxδxη ⊗ 1) = xαxβxδ ⊗ xη − s
(
qδηxαxβ ⊗ xηxδ − qβηqβδxαxδ ⊗ xηxβ
− qνηb1xαxγ ⊗ xηxν − b1b2xαxγ ⊗ xµxγ + qαβqαδqαηxβxδ ⊗ xηxα
)
= xαxβxδ ⊗ xη − qδηxαxβxη ⊗ xδ + qβηqβδxαxδxη ⊗ xβ − s
(
− qνηb1xαxγ ⊗ xηxν
− b1b2xαxγ ⊗ xµxγ + qβηqδηb1xαxη ⊗ xγxν + qαβqαδqαηxβxδ ⊗ xηxα
− qαβqαηqαδqδηxβxη ⊗ xδxα + qαβqαδqαηqβηqβδxδxη ⊗ xβxα
)
= xαxβxδ ⊗ xη − qδηxαxβxη ⊗ xδ + qβηqβδxαxδxη ⊗ xβ + qνηb1xαxγxη ⊗ xν
+ b1b2xαxγxµ ⊗ xγ − s
(
qαβqαδqαηxβxδ ⊗ xηxα + qαγ(2)q˜αγb1b2b3x
2
γ ⊗ xγ
− qαβqαηqαδqδηxβxη ⊗ xδxα + qαβqαδqαηqβηqβδxδxη ⊗ xβxα
+ qαγqαηqανqνηb1xγxη ⊗ xνxα + qαµq
2
αγb1b2xγxµ ⊗ xγxα
)
= xαxβxδ ⊗ xη − qδηxαxβxη ⊗ xδ + qβηqβδxαxδxη ⊗ xβ + qνηb1xαxγxη ⊗ xν
+ b1b2xαxγxµ ⊗ xγ − qαβqαδqαηxβxδxη ⊗ xα − qαγ(2)q˜αγb1b2b3x
3
γ ⊗ 1,
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which is (10.1.64) for n = 0. Now assume that (10.1.64) holds for n. Using (10.1.68),
Remark 10.1.2, inductive hypothesis, the relation x2γ = 0, (10.1.67), (10.1.69),
d(xαxβx
n+1
γ xδxη ⊗ 1) = xαxβx
n+1
γ xδ ⊗ xη − s
(
qδηxαxβx
n+1
γ ⊗ xηxδ
− (−qβγ)
n+1qβδqβηxαx
n+1
γ xδ ⊗ xηxβ + qαβ(−qαγ)
n+1qαδqαηxβx
n+1
γ xδ ⊗ xηxα
− qγδqγηxαxβx
n
γxδ ⊗ xηxγ − (−qβγ)
n+1(n+ 2)q˜δγb1xαx
n+2
γ ⊗ (qνηxηxν + b2xµxγ)
)
= xαxβx
n+1
γ xδ ⊗ xη − qδηxαxβx
n+1
γ xη ⊗ xδ − s
(
− (−qβγ)
n+1qβδqβηxαx
n+1
γ xδ ⊗ xηxβ
+ qαβ(−qαγ)
n+1qαδqαηxβx
n+1
γ xδ ⊗ xηxα − qγδqγηxαxβx
n
γxδ ⊗ xηxγ
− qνη(−qβγ)
n+1(n+ 2)q˜δγb1xαx
n+2
γ ⊗ xηxν + qγηqδηqγδxαxβx
n
γxη ⊗ xδxγ
− (−qβγ)
n+1(n + 2)q˜δγb1b2xαx
n+2
γ ⊗ xµxγ − qαβ(−qαγ)
n+1qαδqαηqδηxβx
n+1
γ xη ⊗ xδxα
+ (−qβγ)
n+1qβηqδηxαx
n+1
γ xη ⊗ (qβδxδxβ + b1xγxν)
)
= xαxβx
n+1
γ xδ ⊗ xη − qδηxαxβx
n+1
γ xη ⊗ xδ + qγδqγηxαxβx
n
γxδxη ⊗ xγ
− s
(
qαβ(−qαγ)
n+1qαδqαηxβx
n+1
γ xδ ⊗ xηxα − (−qβγ)
n+1(n+ 2)q˜δγb1b2xαx
n+2
γ ⊗ xµxγ
− (−qβγ)
n+1qβδqβηxαx
n+1
γ xδ ⊗ xηxβ − qνη(−qβγ)
n+1(n + 2)q˜δγb1xαx
n+2
γ ⊗ xηxν
+ (−qβγ)
n(qνη(n+ 1)q˜δγqνγqγδqγη − qβγqβηqδη)b1xαx
n+1
γ xη ⊗ xγxν
− qαβ(−qαγ)
n+1qαδqαηqδηxβx
n+1
γ xη ⊗ xδxα + (−qβγ)
n+1qβδqβηqδηxαx
n+1
γ xη ⊗ xδxβ
− (−qβγ)
n+1qβδqβηqγδqγηxαx
n
γxδxη ⊗ xγxβ − qαγq
n+1
γδ q
n+1
γη d
(n)
α+β,δ,α,γb1b2b3x
n+3
γ ⊗ xγ
+ qαβ(−qαγ)
n+1qαδqαηqγδqγηxβx
n
γxδxη ⊗ xγxα
)
= xαxβx
n+1
γ xδ ⊗ xη − qδηxαxβx
n+1
γ xη ⊗ xδ + qγδqγηxαxβx
n
γxδxη ⊗ xγ
+ (−qβγ)
n+1(n + 2)q˜δγb1b2xαx
n+2
γ xµ ⊗ xγ + qνη(−qβγ)
n+1(n+ 2)q˜δγb1xαx
n+2
γ xη ⊗ xν
+ (−qβγ)
n+1qβδqβηxαx
n+1
γ xδxη ⊗ xβ − s
(
− qαβ(−qαγ)
n+1qαδqαηqδηxβx
n+1
γ xη ⊗ xδxα
+ qαβ(−qαγ)
n+1qαδqαηxβx
n+1
γ xδ ⊗ xηxα + qαβq
n+1
αγ qαδqαηq
n+1
βγ qβδqβηx
n+1
γ xδxη ⊗ xβxα
+ qαβ(−qαγ)
n+1qαδqαηqγδqγηxβx
n
γxδxη ⊗ xγxα
− qαγq
n+1
γδ q
n+1
γη (q˜
n+1
αγ q˜
n+1
βγ (n + 2)q˜δγ (n+ 3)q˜αγ + d
(n)
α+β,δ,α,γ)b1b2b3x
n+3
γ ⊗ xγ
+ qαµq
n+3
αγ q
n+1
βγ (n+ 2)q˜δγb1b2x
n+2
γ xµ ⊗ xγxα
+ qανq
n+2
αγ qαηqνηq
n+1
βγ (n+ 2)q˜δγb1x
n+2
γ xη ⊗ xνxα
)
= xαxβx
n+1
γ xδ ⊗ xη − qδηxαxβx
n+1
γ xη ⊗ xδ + qγδqγηxαxβx
n
γxδxη ⊗ xγ
+ (−qβγ)
n+1(n + 2)q˜δγb1b2xαx
n+2
γ xµ ⊗ xγ + qνη(−qβγ)
n+1(n+ 2)q˜δγb1xαx
n+2
γ xη ⊗ xν
+ (−qβγ)
n+1qβδqβηxαx
n+1
γ xδxη ⊗ xβ − qαβ(−qαγ)
n+1qαδqαηxβx
n+1
γ xδxη ⊗ xα
− qαγq
n+1
γδ q
n+1
γη d
(n+1)
α+β,δ,α,γb1b2b3s
(
xn+3γ ⊗ xγ
)
,
and the inductive step follows. 
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Lemma 10.1.70. Let α < β < δ < γ < µ < ν < η be positive roots such that Nγ = 2 and
the relations among the corresponding root vectors take the form
xβxη = qβηxηxβ + b1xνxγ ,
xδxν = qδνxνxδ + b2xµxγ , xαxµ = qαµxµxα + b3xγ ,
(10.1.71)
for some scalars bi and all other pairs of root vectors q-commute except possibly (xβ , xµ).
Then, for all n ≥ 0,
d(xαxβxδx
n
γxη ⊗ 1) = xαxβxδx
n
γ ⊗ xη − qγηxαxβxδx
n−1
γ xη ⊗ xγ
− (−qδγ)
nqδηxαxβx
n
γxη ⊗ xδ + qβδ(−qβγ)
nqβηxαxδx
n
γxη ⊗ xβ
+ qβδ(−qβγ)
nb1xαxδx
n
γxν ⊗ xγ − qαβqαδ(−qαγ)
nqαηxβxδx
n
γxη ⊗ xα
+ qβδq
n
γηd
(n)
β−ν αγb1b2b3x
n+3
γ ⊗ 1.
(10.1.72)
Notice that the equalities in (10.1.71) force
β + η = γ + ν, δ + ν = γ + µ, α+ µ = γ.(10.1.73)
Hence the following equality also holds: 3γ = α+ β + δ + η.
Proof. We need some auxiliary computations. By (10.1.60),
d(xβx
n
γxη ⊗ 1) = xβx
n
γ ⊗ xη − qγηxβx
n−1
γ xη ⊗ xγ − (−qβγ)
nqβηx
n
γxη ⊗ xβ
− (−qβγ)
nb1x
n
γxν ⊗ xγ ,
(10.1.74)
d(xδx
n
γxν ⊗ 1) = xδx
n
γ ⊗ xν − qγνxδx
n−1
γ xν ⊗ xγ − (−qδγ)
nqδνx
n
γxν ⊗ xδ
− (−qδγ)
nb2x
n
γxµ ⊗ xγ .
(10.1.75)
Now we prove the following equality by induction on n:
d(xαxβx
n
γxη ⊗ 1) = xαxβx
n
γ ⊗ xη − qγηxαxβx
n−1
γ xη ⊗ xγ − (−qβγ)
nb1xαx
n
γxν ⊗ xγ
− (−qβγ)
nqβηxαx
n
γxη ⊗ xβ + qαβ(−qαγ)
nqαηxβx
n
γxη ⊗ xα.
(10.1.76)
Indeed for n = 0 we have:
d(xαxβxη ⊗ 1) = xαxβ ⊗ xη − s
(
qβηxα ⊗ xηxβ + b1xα ⊗ xνxγ − qαβqαβxβ ⊗ xηxα
)
= xαxβ ⊗ xη − b1xαxν ⊗ xγ − qβηxαxη ⊗ xβ + qαβqαηxβxη ⊗ xα.
Now assume that (10.1.76) holds for n. By Remark 10.1.2, inductive hypothesis and
(10.1.74),
d(xαxβx
n+1
γ xη ⊗ 1) = xαxβx
n+1
γ ⊗ xη − s
(
qγηxαxβx
n
γ ⊗ xηxγ
+ (−qβγ)
n+1xαx
n+1
γ ⊗ (qβηxηxβ + b1xνxγ)− qαβ(−qαγ)
n+1qαηxβx
n+1
γ ⊗ xηxα
)
= xαxβx
n+1
γ ⊗ xη − qγηxαxβx
n
γxη ⊗ xγ − (−qβγ)
n+1b1xαx
n+1
γ xν ⊗ xγ
− (−qβγ)
n+1qβηxαx
n+1
γ xη ⊗ xβ + qαβ(−qαγ)
n+1qαηxβx
n+1
γ xη ⊗ xα.
102 N. ANDRUSKIEWITSCH, I. ANGIONO, J. PEVTSOVA, S. WITHERSPOON
Next we apply Lemma 10.1.48 to α < δ < γ < µ < ν to get:
d(xαxδx
n
γxν ⊗ 1) = xαxδx
n
γ ⊗ xν − qγνxαxδx
n−1
γ xν ⊗ xγ
− (−qδγ)
nqδνxαx
n
γxν ⊗ xδ + (−qαγ)
nqαδqανxδx
n
γxν ⊗ xα
− (−qδγ)
nb2xαx
n
γxµ ⊗ xγ − q
n
γνc
(n)
−ν,α,γb2b3x
n+2
γ ⊗ 1.
(10.1.77)
Now we prove by induction on n that
d(xβxδx
n
γxη ⊗ 1) = xβxδx
n
γ ⊗ xη − qγηxβxδx
n−1
γ xη ⊗ xγ − (−qδγ)
nqδηxβx
n
γxη ⊗ xδ
+ (−qβγ)
nqβδqβηxδx
n
γxη ⊗ xβ + qβδ(−qβγ)
nb1xδx
n
γxν ⊗ xγ .
(10.1.78)
Indeed, for n = 0 we have
d(xβxδxη ⊗ 1) = xβxδ ⊗ xη − s
(
qδηxβ ⊗ xηxδ − qβδqβηxδ ⊗ xηxβ − qβδb1xδ ⊗ xνxγ
)
= xβxδ ⊗ xη − qδηxβxη ⊗ xδ + qβδqβηxδxη ⊗ xβ + qβδb1xδxν ⊗ xγ .
Now we assume that (10.1.78) holds for n. Using Remark 10.1.2, inductive hypothesis,
(10.1.74), (10.1.75),
d(xβxδx
n+1
γ xη ⊗ 1) = xβxδx
n+1
γ ⊗ xη − s
(
qγηxβxδx
n
γ ⊗ xηxγ + (−qδγ)
n+1qδηxβx
n+1
γ ⊗ xηxδ
− qβδ(−qβγ)
n+1qβηxδx
n+1
γ ⊗ xηxβ − qβδ(−qβγ)
n+1b1xδx
n+1
γ ⊗ xνxγ
)
= xβxδx
n+1
γ ⊗ xη − qγηxβxδx
n
γxη ⊗ xγ − (−qδγ)
n+1qδηxβx
n+1
γ xη ⊗ xδ
+ qβδ(−qβγ)
n+1b1xδx
n+1
γ xν ⊗ xγ + qβδ(−qβγ)
n+1qβηxδx
n+1
γ xη ⊗ xβ
− qn+1βγ q
n+1
δγ qδη(1− q˜βδ)b1s
(
xn+1γ xν ⊗ xγxδ
)
,
and the inductive step follows since xn+1γ xν ⊗ xγxδ = s(x
n+1
γ ⊗ xνxγxδ).
Finally we prove (10.1.72) by induction on n. When n = 0,
d(xαxβxδxη ⊗ 1) = xαxβxδ ⊗ xη − s
(
qδηxαxβ ⊗ xηxδ − qβδqβηxαxδ ⊗ xηxβ
− qβδb1xαxδ ⊗ xνxγ + qαβqαδqαηxβxδ ⊗ xηxα
)
= xαxβxδ ⊗ xη − qδηxαxβxη ⊗ xδ + qβδqβηxαxδxη ⊗ xβ + qβδb1xαxδxν ⊗ xγ
− qαβqαδqαηxβxδxη ⊗ xα + qβδb1b2b3x
3
γ ⊗ 1.
Now assume that (10.1.72) holds for n. Using Remark 10.1.2, inductive hypothesis,
(10.1.76), (10.1.77) and (10.1.78)
d(xαxβxδx
n+1
γ xη ⊗ 1) = xαxβxδx
n+1
γ ⊗ xη − s
(
qγηxαxβxδx
n
γ ⊗ xηxγ
+ (−qδγ)
n+1qδηxαxβx
n+1
γ ⊗ xηxδ − qβδ(−qβγ)
n+1qβηxαxδx
n+1
γ ⊗ xηxβ
− qβδ(−qβγ)
n+1b1xαxδx
n+1
γ ⊗ xνxγ + qαβqαδ(−qαγ)
n+1qαηxβxδx
n+1
γ ⊗ xηxα
)
= xαxβxδx
n+1
γ ⊗ xη − qγηxαxβxδx
n
γxη ⊗ xγ − (−qδγ)
n+1qδηxαxβx
n+1
γ xη ⊗ xδ
+ qβδ(−qβγ)
n+1b1xαxδx
n+1
γ xν ⊗ xγ + qβδ(−qβγ)
n+1qβηxαxδx
n+1
γ xη ⊗ xβ
− s
(
qαβqαδ(−qαγ)
n+1qαηxβxδx
n+1
γ ⊗ xηxα − qαβqαδq
n+1
αγ qαηq
n+1
δγ qδηxβx
n+1
γ xη ⊗ xδxα
− qαβqαδ(−qαγ)
n+1qαηqγηxβxδx
n
γxη ⊗ xγxα + qβδq
n+1
βγ q
n+2
αγ qαδqανb1xδx
n+1
γ xν ⊗ xγxα
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− qβδ(q
n+1
γη d
(n)
β−ν αγ + q
n+1
γν c
(n+1)
−ν,α,γ(−qβγ)
n+1)b1b2b3x
n+3
γ ⊗ xγ
+ qβδq
n+1
βγ qβηqαβqαδq
n+1
αγ qαηxδx
n+1
γ xη ⊗ xβxα
)
= xαxβxδx
n+1
γ ⊗ xη − qγηxαxβxδx
n
γxη ⊗ xγ − (−qδγ)
n+1qδηxαxβx
n+1
γ xη ⊗ xδ
+ qβδ(−qβγ)
n+1b1xαxδx
n+1
γ xν ⊗ xγ + qβδ(−qβγ)
n+1qβηxαxδx
n+1
γ xη ⊗ xβ
− qαβqαδ(−qαγ)
n+1qαηxβxδx
n+1
γ xη ⊗ xα + qβδq
n+1
γη d
(n+1)
β−ν αγb1b2b3x
n+4
γ ⊗ 1,
and the inductive step follows. 
Lemma 10.1.79. Let α < β < τ < δ < µ < ν < γ < κ < ι < η be positive roots such that
Nγ = Nη = Nκ = 2 and the relations among the corresponding root vectors take the form
xαxδ = qαδxδxα + b1x
2
τxβ, xδxη = qδηxηxδ + b2xκxγxµ + b3xγxν ,
xτxη = qτηxηxτ + b4xκxγ , xαxµ = qαµxµxα + b5xτxβ,
xµxη = qµηxηxµ + b6xιxγ , xνxη = qνηxηxν + b7xιxκxγ ,
xβxκ = qβκxκxβ + b8xγ , xαxι = qαιxιxα + b9xγ ,
(10.1.80)
for some scalars bj ∈ k and the other pairs of root vectors q-commute, except possibly
(xτ , xµ), (xµ, xκ), (xδ, xκ). Then
d(xαxβxδx
2
γx
2
η ⊗ 1) = xαxβxδx
2
γxη ⊗ xη + q
2
γηxαxβxδxγx
2
η ⊗ xγ
+ q2δγ(3)q˜γηb3b7xαxβx
3
γxι ⊗ xκxγ + q
2
δγqνη(3)q˜γηb3xαxβx
3
γxη ⊗ xν
+ q2δγqµηqγηb2xαxβx
2
γxκxη ⊗ xγxµ + q
2
δγq
2
δηxαxβx
2
γx
2
η ⊗ xδ
+ q2δγq
2
γκc
(3)
βηγb2b6b8xαx
4
γxι ⊗ xγ + q
2
δγq
2
γκqµηc
(3)
βηγb2b8xαx
4
γxη ⊗ xµ
− qβδq
2
βγq
2
βηxαxδx
2
γx
2
η ⊗ xβ + qαβq
2
βγq
2
βηq
2
τγqγηb1b4xβxτx
2
γxκxη ⊗ xγxβ
− qαβq
2
βγq
2
βηq
2
τγq
2
τηb1xβxτx
2
γx
2
η ⊗ xτxβ + qαβqαδq
2
αγq
2
αηxβxδx
2
γx
2
η ⊗ xα
− qαβqβτq
2
βγq
2
βηq
−2
γβ q
2
τγc
(3)
βηγb1b4b8xτx
4
γxη ⊗ xβ − q
2
δγq
2
γκd
(4)
αβηγb2b6b8b9x
6
γ ⊗ 1.
(10.1.81)
Notice that the equalities in (10.1.16) forces
α+ δ = β + 2τ, δ + η = κ+ γ + µ, δ + η = γ + ν,
τ + η = κ+ γ, α+ µ = τ + β, µ+ η = ι+ γ,
ν + η = ι+ κ+ γ, β + κ = γ, α+ ι = γ.
(10.1.82)
Thus the following equality also holds: 4γ = α+ β + δ + 2η.
Proof. First we note that Lemma 10.1.7 applies for α < γ < ι, and Lemma 10.1.48 applies
for β < τ < γ < κ < η. Hence the following formulas hold for all n ≥ 0:
d(xαx
n
γxι ⊗ 1) = xαx
n
γ ⊗ xι − qγιxαx
n−1
γ xι ⊗ xγ − qαι(−qαγ)
nxnγxι ⊗ xα
− (−qαγ)
n(n+ 1)q˜αγb9x
n+1
γ ⊗ 1,
(10.1.83)
d(xτx
n
γxη ⊗ 1) = xτx
n
γ ⊗ xη − qγηxτx
n−1
γ xη ⊗ xγ − (−qτγ)
nqτηx
n
γxη ⊗ xτ
− (−qτγ)
nb4x
n
γxκ ⊗ xγ ,
(10.1.84)
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d(xβx
n
γxκ ⊗ 1) = xβx
n
γ ⊗ xκ − qγκxβx
n−1
γ xκ ⊗ xγ − qβκ(−qβγ)
nxnγxκ ⊗ xβ
− (−qβγ)
n(n+ 1)q˜βγb8x
n+1
γ ⊗ 1,
(10.1.85)
d(xβxτx
n
γxη ⊗ 1) = xβxτx
n
γ ⊗ xη − qγηxβxτx
n−1
γ xη ⊗ xγ
− (−qτγ)
nqτηxβx
n
γxη ⊗ xτ + (−qβγ)
nqβτqβηxτx
n
γxη ⊗ xβ
− (−qτγ)
nb4xβx
n
γxκ ⊗ xγ − q
n
γηc
(n)
−η,β,γb4b8x
n+2
γ ⊗ 1.
(10.1.86)
We also need some auxiliar computations. These are straightforward and we omit the
details:
d(xαxβxδ ⊗ 1) = xαxβ ⊗ xδ − qβδxαxδ ⊗ xβ + qαβb1xβxτ ⊗ xτxβ
+ qαβqαδxβxδ ⊗ xα,
(10.1.87)
d(xαxβxκ ⊗ 1) = xαxβ ⊗ xκ − b8xαxγ ⊗ 1− qβκxαxκ ⊗ xβ
+ qαβqακxβxκ ⊗ xα,
(10.1.88)
d(xαxδxγ ⊗ 1) = xαxδ ⊗ xγ − qδγxαxγ ⊗ xδ + qαδqαγxδxγ ⊗ xα
+ qτγqβγb1xτxγ ⊗ xτxβ,
(10.1.89)
d(xαxδxη ⊗ 1) = xαxδ ⊗ xη − qδηxαxη ⊗ xδ − b2xαxκ ⊗ xγxµ − b3xαxγ ⊗ xν
+ qαδqαηxδxη ⊗ xα + qβηb1b4xτxκ ⊗ xγxβ + qβηqτηb1xτxη ⊗ xτxβ,
(10.1.90)
d(xβxτxκ ⊗ 1) = xβxτ ⊗ xκ − qτκxβxκ ⊗ xτ + qβτb8xτxγ ⊗ 1
+ qβτqβκxτxκ ⊗ xβ,
(10.1.91)
d(xβxδxη ⊗ 1) = xβxδ ⊗ xη − qδηxβxη ⊗ xδ − b2xβxκ ⊗ xγxµ − b3xβxγ ⊗ xν
+ qβδqβηxδxη ⊗ xβ − b2b8x
2
γ ⊗ xµ,
(10.1.92)
d(xβx
2
κ ⊗ 1) = xβxκ ⊗ xκ + b8xγxκ ⊗ 1 + q
2
βκx
2
κ ⊗ xβ,(10.1.93)
d(xβxκxη ⊗ 1) = xβxκ ⊗ xη − qκηxβxη ⊗ xκ + b8xγxη ⊗ 1 + qβκqβηxκxη ⊗ xβ,(10.1.94)
d(xτxκxη ⊗ 1) = xτxκ ⊗ xη − qκηxτxη ⊗ xκ + qτκqτηxκxη ⊗ xτ
+ qκτ (2)ηκb4x
2
κ ⊗ xγ ,
(10.1.95)
d(xτx
2
η ⊗ 1) = xτxη ⊗ xη + qγηb4xκxη ⊗ xγ + q
2
τηx
2
η ⊗ xτ ,(10.1.96)
d(xδxγxη ⊗ 1) = xδxγ ⊗ xη − qγηxδxη ⊗ xγ + qδγqδηxγxη ⊗ xδ
+ qδγb2xγxκ ⊗ xγxµ + qδγ(2)q˜γηb3x
2
γ ⊗ xν .
(10.1.97)
d(xδx
2
η ⊗ 1) = xδxη ⊗ xη + b3b7xγxι ⊗ xκxγ + qνηb3xγxη ⊗ xν
+ qγηqµηb2xκxη ⊗ xγxµ + q
2
δηx
2
η ⊗ xδ.
(10.1.98)
Next we compute differentials of some 4-chains, using the previous computations on
3-chains and Remark 10.1.2:
d(xαxβxδxγ ⊗ 1) = xαxβxδ ⊗ xγ − qδγxαxβxγ ⊗ xδ + qβδqβγxαxδxγ ⊗ xβ
− qαβqβγqτγb1xβxτxγ ⊗ xτxβ − qαβqαδqαγxβxδxγ ⊗ xα,
(10.1.99)
d(xαxδx
2
γ ⊗ 1) = xαxδxγ ⊗ xγ + q
2
δγxαx
2
γ ⊗ xδ − qαδq
2
αγxδx
2
γ ⊗ xα
− q2τγq
2
βγb1xτx
2
γ ⊗ xτxβ,
(10.1.100)
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d(xαxβxδxη ⊗ 1) = xαxβxδ ⊗ xη − qδηxαxβxη ⊗ xδ − b3xαxβxγ ⊗ xν
− b2xαxβxκ ⊗ xγxµ − b2b8xαx
2
γ ⊗ xµ + qβδqβηxαxδxη ⊗ xβ
− qαβqβηb1b4xβxτxκ ⊗ xγxβ − qαβqβηqτηb1xβxτxη ⊗ xτxβ
− qαβqαδqαηxβxδxη ⊗ xα + qβτqαβqβηb1b4b8xτx
2
γ ⊗ xβ,
(10.1.101)
d(xαxβxκxη ⊗ 1) = xαxβxκ ⊗ xη − qκηxαxβxη ⊗ xκ + qβκqβηxαxκxη ⊗ xβ
+ b8xαxγxη ⊗ 1− qαβqακqαηxβxκxη ⊗ xα,
(10.1.102)
d(xαxβxγxκ ⊗ 1) = xαxβxγ ⊗ xκ − qγκxαxβxκ ⊗ xγ + qβγqβκxαxγxκ ⊗ xβ
+ q−1γβ (2)q˜βγb8xαx
2
γ ⊗ 1− qαβqαγqακxβxγxκ ⊗ xα,
(10.1.103)
d(xαxδxγxη ⊗ 1) = xαxδxγ ⊗ xη − qγηxαxδxη ⊗ xγ + qδγqδηxαxγxη ⊗ xδ
+ qδγb2xαxγxκ ⊗ xγxµ − qαδqαγqαηxδxγxη ⊗ xα
− qτγqβγqβηb1b4xτxγxκ ⊗ xγxβ + qδγb3xαx
2
γ ⊗ xν
− qβγqβηqτγqτηb1xτxγxη ⊗ xτxβ − q
2
αγqακqδγb2b5x
2
γxκ ⊗ xτxβ,
(10.1.104)
d(xαxδx
2
η ⊗ 1) = xαxδxη ⊗ xη + qνηb3xαxγxη ⊗ xν + q
2
δηxαx
2
η ⊗ xδ
+ qµηqγηb2xαxκxη ⊗ xγxµ − q
2
βηqγηb1b4xτxκxη ⊗ xγxβ
− q2βηq
2
τηb1xτx
2
η ⊗ xτxβ − qαδq
2
αηxδx
2
η ⊗ xα,
(10.1.105)
d(xβxτxγxκ ⊗ 1) = xβxτxγ ⊗ xκ − qγκxβxτxκ ⊗ xγ + qτγqτκxβxγxκ ⊗ xτ
− qβτq
−1
γβ (2)q˜βγb8xτx
2
γ ⊗ 1− qβτqβγqβκxτxγxκ ⊗ xβ,
(10.1.106)
d(xβxτxκxη ⊗ 1) = xβxτxκ ⊗ xη − qκηxβxτxη ⊗ xκ + qτκqτηxβxκxη ⊗ xτ
− qβτb8xτxγxη ⊗ 1− qγκq
−1
ηκ (2)q˜κηb4xβx
2
κ ⊗ xγ
− qβτqβκqβηxτxκxη ⊗ xβ − qκηb4b8x
2
γxκ ⊗ 1,
(10.1.107)
d(xβxτx
2
η ⊗ 1) = xβxτxη ⊗ xη + q
2
τηxβx
2
η ⊗ xτ − qβτq
2
βηxτx
2
η ⊗ xβ
+ qγηb4xβxκxη ⊗ xγ + b4b8x
2
γxη ⊗ 1,
(10.1.108)
d(xβxδxγxη ⊗ 1) = xβxδxγ ⊗ xη − qγηxβxδxη ⊗ xγ + qδγqδηxβxγxη ⊗ xδ
+ qδγb2xβxγxκ ⊗ xγxµ + qδγ(2)q˜γηb3xβx
2
γ ⊗ xν
+ qβγqδγ(2)q˜γηb2b8x
3
γ ⊗ xµ − qβδqβγqβηxδxγxη ⊗ xβ,
(10.1.109)
d(xβxδx
2
η ⊗ 1) = xβxδxη ⊗ xη + b3b7xβxγxι ⊗ xκxγ + qνηb3xβxγxη ⊗ xν
+ qµηqγηb2xβxκxη ⊗ xγxµ + q
2
δηxβx
2
η ⊗ xδ − qβδq
2
βηxδx
2
η ⊗ xβ
+ qµηb2b8x
2
γxη ⊗ xµ + b2b6b8x
2
γxι ⊗ xγ ,
(10.1.110)
d(xβxγx
2
κ ⊗ 1) = xβxγxκ ⊗ xκ + q
2
γκxβx
2
κ ⊗ xγ − qβγb8(2)q˜γκx
2
γxκ ⊗ 1
− qβγq
2
βκxγx
2
κ ⊗ xβ,
(10.1.111)
d(xβxγxκxη ⊗ 1) = xβxγxκ ⊗ xη − qκηxβxγxη ⊗ xκ + qγκqγηxβxκxη ⊗ xγ
− qβγ(2)q˜γκb8x
2
γxη ⊗ 1− qβγqβκqβηxγxκxη ⊗ xβ,
(10.1.112)
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d(xτxγxκxη ⊗ 1) = xτxγxκ ⊗ xη − qκηxτxγxη ⊗ xκ + qγκqγηxτxκxη ⊗ xγ
− qτγqτκ(2)q˜κηb4xγx
2
κ ⊗ xγ − qτγqτκqτηxγxκxη ⊗ xτ ,
(10.1.113)
d(xτxγx
2
η ⊗ 1) = xτxγxη ⊗ xη + q
2
γηxτx
2
η ⊗ xγ − qτγqγηb4xγxκxη ⊗ xγ
− qτγq
2
τηxγx
2
η ⊗ xτ ,
(10.1.114)
d(xδx
2
γxη ⊗ 1) = xδx
2
γ ⊗ xη − qγηxδxγxη ⊗ xγ − q
2
δγb2x
2
γxκ ⊗ xγxµ
− q2δγ(3)q˜γηb3x
3
γ ⊗ xν − q
2
δγqδηx
2
γxη ⊗ xδ,
(10.1.115)
d(xδxγx
2
η ⊗ 1) = xδxγxη ⊗ xη + q
2
γηxδx
2
η ⊗ xγ − qδγ(2)q˜γηb3b7x
2
γxι ⊗ xκxγ
− qδγqνη(2)q˜γηb3x
2
γxη ⊗ xν − qδγqµηqγηb2xγxκxη ⊗ xγxµ − qδγq
2
δηxγx
2
η ⊗ xδ.
(10.1.116)
Next we compute differentials of some 5-chains:
d(xαxβxδx
2
γ ⊗ 1) = xαxβxδxγ ⊗ xγ + q
2
δγxαxβx
2
γ ⊗ xδ − qβδq
2
βγxαxδx
2
γ ⊗ xβ
+ qαβq
2
βγq
2
τγb1xβxτx
2
γ ⊗ xτxβ + qαβqαδq
2
αγxβxδx
2
γ ⊗ xα,
(10.1.117)
d(xαxβxδxγxη ⊗ 1) = xαxβxδxγ ⊗ xη + qδγ(2)q˜γηb3xαxβx
2
γ ⊗ xν
− qγηxαxβxδxη ⊗ xγ + qδγqδηxαxβxγxη ⊗ xδ + qδγb2xαxβxγxκ ⊗ xγxµ
− qβδqβγqβηxαxδxγxη ⊗ xβ + qαβqβγqβηqτγqτηb1xβxτxγxη ⊗ xτxβ
− qδγq
−1
γβ c
(2)
βηγb2b8xαx
3
γ ⊗ xµ + qαβqβγqβηqτγb1b4xβxτxγxκ ⊗ xγxβ
+ qαβqαδqαγqαηxβxδxγxη ⊗ xα + qαβqβτqβηq
−1
ηγ q
−1
γβ c
(2)
βηγb1b4b8xτx
3
γ ⊗ xβ,
(10.1.118)
d(xαxβxδx
2
η ⊗ 1) = xαxβxδxη ⊗ xη + b3b7xαxβxγxι ⊗ xκxγ + q
2
δηxαxβx
2
η ⊗ xδ
+ qνηb3xαxβxγxη ⊗ xν + qµγqµηqγηb2xαxβxκxη ⊗ xγxµ
− qβδq
2
βηxαxδx
2
η ⊗ xβ + b2b6b8xαx
2
γxι ⊗ xγ − (4)q˜αγb2b6b8b9x
4
γ ⊗ 1
+ qµηb2b8xαx
2
γxη ⊗ xµ + qαβq
2
βηq
2
τηb1xβxτx
2
η ⊗ xτxβ
+ qαβqβγq
2
βηqγηb1b4xβxτxκxη ⊗ xγxβ + qαβqαδq
2
αηxβxδx
2
η ⊗ xα
− qβτqαβq
2
βηb1b4b8xτx
2
γxη ⊗ xβ,
(10.1.119)
d(xαxβx
2
γxκ ⊗ 1) = xαxβx
2
γ ⊗ xκ − qγκxαxβxγxκ ⊗ xγ − q
2
βγqβκxαx
2
γxκ ⊗ xβ
− q−2γβ (3)q˜βγb8xαx
3
γ ⊗ 1 + qαβq
2
αγqακxβx
2
γxκ ⊗ xα,
(10.1.120)
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d(xαxβxγxκxη ⊗ 1) = xαxβxγxκ ⊗ xη − qκηxαxβxγxη ⊗ xκ
− q−1γβ (2)q˜βγb8xαx
2
γxη ⊗ 1 + qγκqγηxαxβxκxη ⊗ xγ
− qβγqβκqβηxαxγxκxη ⊗ xβ + qαβqαγqακqαηxβxγxκxη ⊗ xα,
(10.1.121)
d(xαxδx
2
γxη ⊗ 1) = xαxδx
2
γ ⊗ xη − qγηxαxδxγxη ⊗ xγ − q
2
δγ(2)q˜γηb3xαx
3
γ ⊗ xν
− q2δγb2xαx
2
γxκ ⊗ xγxµ − q
2
δγqδηxαx
2
γxη ⊗ xδ + qαδq
2
αγqαηxδx
2
γxη ⊗ xα
+ qβηq
2
τγq
2
βγqτηb1xτx
2
γxη ⊗ xτxβ + qβηq
2
τγq
2
βγb1b4xτx
2
γxκ ⊗ xγxβ,
(10.1.122)
d(xαxδxγx
2
η ⊗ 1) = xαxδxγxη ⊗ xη − qδγqνη(2)q˜γηb3xαx
2
γxη ⊗ xν
− qδγ(2)q˜γηb3b7xαx
2
γxι ⊗ xκxγ + qδγc
(2)
αηγb3b7b9x
4
γ ⊗ xκ
− qδγqµηqγηb2xαxγxκxη ⊗ xγxµ + q
2
γηxαxδx
2
η ⊗ xγ − qδγq
2
δηxαxγx
2
η ⊗ xδ
+ qβγq
2
βηqτγq
2
τηb1xτxγx
2
η ⊗ xτxβ + qτγqβγq
2
βηqγηb1b4xτxγxκxη ⊗ xγxβ
+ q2αγqακqβηqδγb2b4b5x
2
γx
2
κ ⊗ xγxβ + qαδqαγq
2
αηxδxγx
2
η ⊗ xα
+ q2αγqακqβηqδγqτηb2b5x
2
γxκxη ⊗ xτxβ,
(10.1.123)
d(xβxτx
2
γxκ ⊗ 1) = xβxτx
2
γ ⊗ xκ − qγκxβxτxγxκ ⊗ xγ − q
2
τγqτκxβx
2
γxκ ⊗ xτ
+ qβτq
−2
γβ (3)q˜βγb8xτx
3
γ ⊗ 1 + qβτq
2
βγqβκxτx
2
γxκ ⊗ xβ,
(10.1.124)
d(xβxτxγxκxη ⊗ 1) = xβxτxγxκ ⊗ xη − qκηxβxτxγxη ⊗ xκ
− qτγqτκ(2)q˜κηb4xβxγx
2
κ ⊗ xγ + qγκqγηxβxτxκxη ⊗ xγ
− qτγqτκqτηxβxγxκxη ⊗ xτ + qβτq
−1
γβ (2)q˜βγb8xτx
2
γxη ⊗ 1
+ qβτqβγqβκqβηxτxγxκxη ⊗ xβ − qκηq
−1
ηγ (2)q˜γηb4b8x
3
γxκ ⊗ 1,
(10.1.125)
d(xβxτxγx
2
η ⊗ 1) = xβxτxγxη ⊗ xη + q
2
γηxβxτx
2
η ⊗ xγ − qτγqγηb4xβxγxκxη ⊗ xγ
− qτγq
2
τηxβxγx
2
η ⊗ xτ + qβτqβγq
2
βηxτxγx
2
η ⊗ xβ + q
−1
γη c
(2)
−β−ηγb4b8x
3
γxη ⊗ 1,
(10.1.126)
d(xβxδx
2
γxη ⊗ 1) = xβxδx
2
γ ⊗ xη − qγηxβxδxγxη ⊗ xγ − q
2
δγqδηxβx
2
γxη ⊗ xδ
− q2δγb2xβx
2
γxκ ⊗ xγxµ − q
2
δγ(3)q˜γηb3xβx
3
γ ⊗ xν
+ qβδq
2
βγqβηxδx
2
γxη ⊗ xβ − qβγq
−1
γβ q
2
δγc
(3)
βη b2b8x
4
γ ⊗ xµ,
(10.1.127)
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d(xβxδxγx
2
η ⊗ 1) = xβxδxγxη ⊗ xη − qδγ(2)q˜γηb3b7xβx
2
γxι ⊗ xκxγ
− qδγ(2)q˜γηqνηb3xβx
2
γxη ⊗ xν − qδγqµηqγηb2xβxγxκxη ⊗ xγxµ
+ q2γηxβxδx
2
η ⊗ xγ − qδγq
2
δηxβxγx
2
η ⊗ xδ + qβδqβγq
2
βηxδxγx
2
η ⊗ xβ
− qβγqδγ(2)q˜γηb2b6b8x
3
γxι ⊗ xγ − qβγqδγqµη(2)q˜γηb2b8x
3
γxη ⊗ xµ,
(10.1.128)
d(xβx
2
γx
2
κ ⊗ 1) = xβx
2
γxκ ⊗ xκ + q
2
γκxβxγx
2
κ ⊗ xγ
+ q2βγ(3)q˜βγb8x
3
γxκ ⊗ 1 + q
2
βκq
2
βγx
2
γx
2
κ ⊗ xβ,
(10.1.129)
d(xβx
2
γxκxη ⊗ 1) = xβx
2
γxκ ⊗ xη − qκηxβx
2
γxη ⊗ xκ + qγκqγηxβxγxκxη ⊗ xγ
+ qβκq
2
βγqβηx
2
γxκxη ⊗ xβ + q
2
βγ(3)q˜βγb8x
3
γxη ⊗ 1,
(10.1.130)
d(xτx
2
γxκxη ⊗ 1) = xτx
2
γxκ ⊗ xη − qκηxτx
2
γxη ⊗ xκ + qγκqγηxτxγxκxη ⊗ xγ
+ q2τγqτκ(2)q˜κηb4x
2
γx
2
κ ⊗ xγ + q
2
τγqτκqτηx
2
γxκxη ⊗ xτ ,
(10.1.131)
d(xτx
2
γx
2
η ⊗ 1) = xτx
2
γxη ⊗ xη + q
2
γηxτxγx
2
η ⊗ xγ
+ q2τγqγηb4x
2
γxκxη ⊗ xγ + q
2
τγq
2
τηx
2
γx
2
η ⊗ xτ ,
(10.1.132)
d(xδx
2
γx
2
η ⊗ 1) = xδx
2
γxη ⊗ xη + q
2
γηxδxγx
2
η ⊗ xγ
+ q2δγ(3)q˜γηb3b7x
3
γxι ⊗ xκxγ + q
2
δγqνη(3)q˜γηb3x
3
γxη ⊗ xν
+ q2δγqµηqγηb2x
2
γxκxη ⊗ xγxµ + q
2
δγq
2
δηx
2
γx
2
η ⊗ xδ.
(10.1.133)
First we check (10.1.117). Using (10.1.99), Remark 10.1.2, (10.1.100),
d(xαxβxδx
2
γ ⊗ 1) = xαxβxδxγ ⊗ xγ − s
(
− q2δγxαxβxγ ⊗ xγxδ + qβδq
2
βγxαxδxγ ⊗ xγxβ
− qαβq
2
βγq
2
τγb1xβxτxγ ⊗ xγxτxβ − qαβqαδq
2
αγxβxδxγ ⊗ xγxα
)
= xαxβxδxγ ⊗ xγ + q
2
δγxαxβx
2
γ ⊗ xδ − qβδq
2
βγxαxδx
2
γ ⊗ xβ
− s
(
− qαβq
2
βγq
2
τγb1xβxτxγ ⊗ xγxτxβ − qαβqαδq
2
αγxβxδxγ ⊗ xγxα
− qαβq
2
αγqαδq
2
δγxβx
2
γ ⊗ xδxα − qαβq
2
αγq
2
δγb1xβx
2
γ ⊗ x
2
τxβ
+ qβδq
4
βγq
2
τγb1xτx
2
γ ⊗ xτx
2
β + qαβqαδq
2
αγqβδq
2
βγxδx
2
γ ⊗ xβxα
)
= xαxβxδxγ ⊗ xγ + q
2
δγxαxβx
2
γ ⊗ xδ − qβδq
2
βγxαxδx
2
γ ⊗ xβ
+ qαβq
2
βγq
2
τγb1xβxτx
2
γ ⊗ xτxβ + qαβqαδq
2
αγxβxδx
2
γ ⊗ xα.
For (10.1.118), we use (10.1.99), (10.1.101), Remark 10.1.2, (10.1.104), (10.1.106), (10.1.86),
(10.1.109), xαx
2
γ ⊗ xνxβ = s(xαxγ ⊗ xγxνxβ), x
3
γ ⊗ xµxα = s(x
2
γ ⊗ xγxµxα),
d(xαxβxδxγxη ⊗ 1) = xαxβxδxγ ⊗ xη − s
(
qγηxαxβxδ ⊗ xηxγ − qδγqδηxαxβxγ ⊗ xηxδ
+ qβδqβγqβηxαxδxγ ⊗ xηxβ − qδγb2xαxβxγ ⊗ xκxγxµ − qδγb3xαxβxγ ⊗ xγxν
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− qαβqβγqβηqτγqτηb1xβxτxγ ⊗ xηxτxβ − qαβqβγqβηqτγb1b4xβxτxγ ⊗ xκxγxβ
− qαβqαδqαγqαηxβxδxγ ⊗ xηxα
)
= xαxβxδxγ ⊗ xη − qγηxαxβxδxη ⊗ xγ + qδγqδηxαxβxγxη ⊗ xδ + qδγb2xαxβxγxκ ⊗ xγxµ
+ qδγ(2)q˜γηb3xαxβx
2
γ ⊗ xν − qβδqβγqβηxαxδxγxη ⊗ xβ − qδγq
−1
γβ c
(2)
βηγb2b8xαx
3
γ ⊗ xµ
+ qαβqβγqβηqτγqτηb1xβxτxγxη ⊗ xτxβ + qαβqβγqβηqτγb1b4xβxτxγxκ ⊗ xγxβ
+ qαβqαδqαγqαηxβxδxγxη ⊗ xα + qαβqβτqβηq
−1
ηγ q
−1
γβ c
(2)
βηγb1b4b8xτx
3
γ ⊗ xβ .
For (10.1.119), we use (10.1.101), Remark 10.1.2, (10.1.102), (10.1.105), (10.1.83), (10.1.107),
(10.1.108), (10.1.110) and (10.1.84):
d(xαxβxδx
2
η ⊗ 1) = xαxβxδxη ⊗ xη − s
(
− qνηb3xαxβxγ ⊗ xηxν − b3b7xαxβxγ ⊗ xιxκxγ
− q2δηxαxβxη ⊗ xηxδ − qδηb2xαxβxη ⊗ xκxγxµ − qδηb3xαxβxη ⊗ xγxν
− qγηqµηb2xαxβxκ ⊗ xηxµxγ − b2b8xαx
2
γ ⊗ (qµηxηxµ + b6xιxγ) + qβδq
2
βηxαxδxη ⊗ xηxβ
− qαβq
2
βηqγηb1b4xβxτxκ ⊗ xηxβxγ − qαβq
2
βηqτηb1xβxτxη ⊗ (qτηxηxτ + b4xκxγ)xβ
− qαβqαδq
2
αηxβxδxη ⊗ xηxα + qβτqαβq
2
βηb1b4b8xτx
2
γ ⊗ xηxβ
)
= xαxβxδxη ⊗ xη + b3b7xαxβxγxι ⊗ xκxγ + qνηb3xαxβxγxη ⊗ xν
+ qµγqµηqγηb2xαxβxκxη ⊗ xγxµ + q
2
δηxαxβx
2
η ⊗ xδ − qβδq
2
βηxαxδx
2
η ⊗ xβ
+ b2b6b8xαx
2
γxι ⊗ xγ − (4)q˜αγb2b6b8b9x
4
γ ⊗ 1 + qµηb2b8xαx
2
γxη ⊗ xµ
+ qαβq
2
βηq
2
τηb1xβxτx
2
η ⊗ xτxβ + qαβqβγq
2
βηqγηb1b4xβxτxκxη ⊗ xγxβ
+ qαβqαδq
2
αηxβxδx
2
η ⊗ xα − qβτqαβq
2
βηb1b4b8xτx
2
γxη ⊗ xβ.
Next we check (10.1.120) using Remark 10.1.2, (10.1.103) and x3γ ⊗ xα = s
(
x2γ ⊗ xγxα
)
:
d(xαxβx
2
γxκ ⊗ 1) = xαxβx
2
γ ⊗ xκ − s
(
qγκxαxβxγ ⊗ xκxγ + q
2
βγqβκxαx
2
γ ⊗ xκxβ
+ q2βγb8xαx
2
γ ⊗ xγ − qαβq
2
αγqακxβx
2
γ ⊗ xκxα
)
= xαxβx
2
γ ⊗ xκ − qγκxαxβxγxκ ⊗ xγ − q
2
βγqβκxαx
2
γxκ ⊗ xβ − q
−2
γβ (3)q˜βγb8xαx
3
γ ⊗ 1
+ qαβq
2
αγqακxβx
2
γxκ ⊗ xα.
For (10.1.121) we use (10.1.103), Remark 10.1.2, (10.1.102) and (10.1.112):
d(xαxβxγxκxη ⊗ 1) = xαxβxγxκ ⊗ xη − s
(
qηκxαxβxγ ⊗ xηxκ − qγκqγηxαxβxκ ⊗ xηxγ
+ qβγqβκqβηxαxγxκ ⊗ xηxβ + q
−1
γβ (2)q˜βγb8xαx
2
γ ⊗ xη − qαβqαγqακxβxγxκ ⊗ xαxη
)
= xαxβxγxκ ⊗ xη − qκηxαxβxγxη ⊗ xκ − q
−1
γβ (2)q˜βγb8xαx
2
γxη ⊗ 1
+ qγκqγηxαxβxκxη ⊗ xγ − qβγqβκqβηxαxγxκxη ⊗ xβ + qαβqαγqακqαηxβxγxκxη ⊗ xα.
To check (10.1.122) we use (10.1.100), (10.1.104), Remark 10.1.2, (10.1.84) and (10.1.115):
d(xαxδx
2
γxη ⊗ 1) = xαxδx
2
γ ⊗ xη − s
(
qγηxαxδxγ ⊗ xηxγ + q
2
δγqδηxαx
2
γ ⊗ xηxδ
+ q2δγb2xαx
2
γ ⊗ xκxγxµ + q
2
δγb3xαx
2
γ ⊗ xγxν − qβηq
2
τγq
2
βγqτηb1xτx
2
γ ⊗ xηxτxβ
− qβηq
2
τγq
2
βγb1b4xτx
2
γ ⊗ xκxγxβ − qαδq
2
αγqαηxδx
2
γ ⊗ xηxα
)
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= xαxδx
2
γ ⊗ xη − qγηxαxδxγxη ⊗ xγ − q
2
δγ(2)q˜γηb3xαx
3
γ ⊗ xν − q
2
δγb2xαx
2
γxκ ⊗ xγxµ
− q2δγqδηxαx
2
γxη ⊗ xδ + qαδq
2
αγqαηxδx
2
γxη ⊗ xα + qβηq
2
τγq
2
βγqτηb1xτx
2
γxη ⊗ xτxβ
+ qβηq
2
τγq
2
βγb1b4xτx
2
γxκ ⊗ xγxβ + qαδq
2
αγqαηq
2
δγ(3)q˜γηb3s
(
x3γ ⊗ xνxα
)
,
and we use that x3γ ⊗ xνxα = s
(
x2γ ⊗ xγxνxα
)
. To prove (10.1.123) we use (10.1.104),
(10.1.105), (10.1.83), Remark 10.1.2, (10.1.113), (10.1.114) and (10.1.116):
d(xαxδxγx
2
η ⊗ 1) = xαxδxγxη ⊗ xη − s
(
− q2γηxαxδxη ⊗ xηxγ + qδγqδηxαxγxη ⊗ xδxη
+ qδγb2xαxγxκ ⊗ xγxµxη − qαδqαγqαηxδxγxη ⊗ xαxη
− qτγqβγqβηb1b4xτxγxκ ⊗ xγxβxη + qδγb3xαx
2
γ ⊗ xνxη
− qβγqβηqτγqτηb1xτxγxη ⊗ xτxβxη − q
2
αγqακqδγb2b5x
2
γxκ ⊗ xτxβxη
)
= xαxδxγxη ⊗ xη + q
2
γηxαxδx
2
η ⊗ xγ − qδγqνη(2)q˜γηb3xαx
2
γxη ⊗ xν
− qδγ(2)q˜γηb3b7xαx
2
γxι ⊗ xκxγ + qδγc
(2)
αηγb3b7b9x
4
γ ⊗ xκ − qδγq
2
δηxαxγx
2
η ⊗ xδ
− qδγqµηqγηb2xαxγxκxη ⊗ xγxµ + qτγqβγq
2
βηqγηb1b4xτxγxκxη ⊗ xγxβ
+ qβγq
2
βηqτγq
2
τηb1xτxγx
2
η ⊗ xτxβ + q
2
αγqακqβηqδγb2b4b5x
2
γx
2
κ ⊗ xγxβ
+ qαδqαγq
2
αηxδxγx
2
η ⊗ xα + q
2
αγqακqβηqδγqτηb2b5x
2
γxκxη ⊗ xτxβ.
We compute (10.1.125) using (10.1.106), (10.1.86), (10.1.107), (10.1.111), (10.1.112),
(10.1.84), (10.1.113) and Remark 10.1.2:
d(xβxτxγxκxη ⊗ 1) = xβxτxγxκ ⊗ xη − s
(
qκηxβxτxγ ⊗ xηxκ − qγκqγηxβxτxκ ⊗ xηxγ
+ qτγqτκqτηxβxγxκ ⊗ xηxτ + qτγqτκb4xβxγxκ ⊗ xκxγ
− qβτq
−1
γβ (2)q˜βγb8xτx
2
γ ⊗ xη − qβτqβγqβκqβηxτxγxκ ⊗ xηxβ
)
= xβxτxγxκ ⊗ xη − qκηxβxτxγxη ⊗ xκ − qτγqτκ(2)q˜κηb4xβxγx
2
κ ⊗ xγ
+ qγκqγηxβxτxκxη ⊗ xγ − qτγqτκqτηxβxγxκxη ⊗ xτ + qβτq
−1
γβ (2)q˜βγb8xτx
2
γxη ⊗ 1
+ qβτqβγqβκqβηxτxγxκxη ⊗ xβ − qκηq
−1
ηγ (2)q˜γηb4b8x
3
γxκ ⊗ 1.
Next we check (10.1.124) using Remark 10.1.2, (10.1.106) and (10.1.85):
d(xβxτx
2
γxκ ⊗ 1) = xβxτx
2
γ ⊗ xκ − s
(
qγκxβxτxγ ⊗ xκxγ + q
2
τγqτκxβx
2
γ ⊗ xκxτ
− qβτq
2
βγqβκxτx
2
γ ⊗ xκxβ − qβτq
2
βγb8xτx
2
γ ⊗ xγ
)
= xβxτx
2
γ ⊗ xκ − qγκxβxτxγxκ ⊗ xγ − q
2
τγqτκxβx
2
γxκ ⊗ xτ + qβτq
−2
γβ (3)q˜βγb8xτx
3
γ ⊗ 1
+ qβτq
2
βγqβκxτx
2
γxκ ⊗ xβ.
For (10.1.126) we use (10.1.86), (10.1.108), (10.1.112), Remark 10.1.2 and (10.1.114):
d(xβxτxγx
2
η ⊗ 1) = xβxτxγxη ⊗ xη − s
(
− q2γηxβxτxη ⊗ xηxγ + qτγq
2
τηxβxγxη ⊗ xηxτ
+ qτγqτηb4xβxγxη ⊗ xκxγ + qτγqγηb4xβxγxκ ⊗ xηxγ
− qβτqβγq
2
βηxτxγxη ⊗ xηxβ − q
−1
ηγ (2)q˜γηb4b8x
3
γ ⊗ xη
)
= xβxτxγxη ⊗ xη + q
2
γηxβxτx
2
η ⊗ xγ − qτγqγηb4xβxγxκxη ⊗ xγ − qτγq
2
τηxβxγx
2
η ⊗ xτ
+ qβτqβγq
2
βηxτxγx
2
η ⊗ xβ + q
−1
γη c
(2)
−β−ηγb4b8x
3
γxη ⊗ 1.
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The proof of (10.1.127) is similar, using Remark 10.1.2, (10.1.109), (10.1.85) and (10.1.115):
d(xβxδx
2
γxη ⊗ 1) = xβxδx
2
γ ⊗ xη − s
(
qγηxβxδxγ ⊗ xηxγ + q
2
δγqδηxβx
2
γ ⊗ xηxδ
+ q2δγb2xβx
2
γ ⊗ xκxγxµ + q
2
δγb3xβx
2
γ ⊗ xγxν − qβδq
2
βγqβηxδx
2
γ ⊗ xηxβ
)
= xβxδx
2
γ ⊗ xη − qγηxβxδxγxη ⊗ xγ − q
2
δγqδηxβx
2
γxη ⊗ xδ − q
2
δγb2xβx
2
γxκ ⊗ xγxµ
− q2δγ(3)q˜γηb3xβx
3
γ ⊗ xν + qβδq
2
βγqβηxδx
2
γxη ⊗ xβ − qβγq
−1
γβ q
2
δγc
(3)
βη b2b8x
4
γ ⊗ xµ.
For (10.1.128) we use (10.1.109), (10.1.110), Remark 10.1.2, (10.1.112) and (10.1.116):
d(xβxδxγx
2
η ⊗ 1) = xβxδxγxη ⊗ xη − s
(
− q2γηxβxδxη ⊗ xηxγ + qδγq
2
δηxβxγxη ⊗ xηxδ
+ qδγqδηb2xβxγxη ⊗ xκxγxµ + qδγqδηb3xβxγxη ⊗ xγxν
+ qδγqµηqγηb2xβxγxκ ⊗ xηxγxµ + qδγ(2)q˜γηqνηb3xβx
2
γ ⊗ xηxν
+ qδγ(2)q˜γηb3b7xβx
2
γ ⊗ xιxκxγ + qβγqδγqµη(2)q˜γηb2b8x
3
γ ⊗ xηxµ
+ qβγqδγ(2)q˜γηb2b6b8x
3
γ ⊗ xιxγ − qβδqβγq
2
βηxδxγxη ⊗ xηxβ
)
= xβxδxγxη ⊗ xη + q
2
γηxβxδx
2
η ⊗ xγ − qδγ(2)q˜γηb3b7xβx
2
γxι ⊗ xκxγ
− qδγ(2)q˜γηqνηb3xβx
2
γxη ⊗ xν − qδγqµηqγηb2xβxγxκxη ⊗ xγxµ
− qδγq
2
δηxβxγx
2
η ⊗ xδ + qβδqβγq
2
βηxδxγx
2
η ⊗ xβ
− qβγqδγ(2)q˜γηb2b6b8x
3
γxι ⊗ xγ − qβγqδγqµη(2)q˜γηb2b8x
3
γxη ⊗ xµ.
We check (10.1.129) using (10.1.85), (10.1.111) and Remark 10.1.2:
d(xβx
2
γx
2
κ ⊗ 1) = xβx
2
γxκ ⊗ xκ − s
(
− q2γκxβxγxκ ⊗ xκxγ − qβκq
2
βγb8x
2
γxκ ⊗ xγ
− q2βκq
2
βγx
2
γxκ ⊗ xκxβ − q
2
βγ(3)q˜βγb8x
3
γ ⊗ xκ
)
= xβx
2
γxκ ⊗ xκ + q
2
γκxβxγx
2
κ ⊗ xγ + q
2
βγ(3)q˜βγb8x
3
γxκ ⊗ 1 + q
2
βκq
2
βγx
2
γx
2
κ ⊗ xβ.
For (10.1.130) we use (10.1.85), Remark 10.1.2 and (10.1.112):
d(xβx
2
γxκxη ⊗ 1) = xβx
2
γxκ ⊗ xη − s
(
qκηxβx
2
γ ⊗ xηxκ − qγκqγηxβxγxκ ⊗ xηxγ
− qβκq
2
βγqβηx
2
γxκ ⊗ xηxβ − q
2
βγ(3)q˜βγb8x
3
γ ⊗ xη
)
= xβx
2
γxκ ⊗ xη − qκηxβx
2
γxη ⊗ xκ + qγκqγηxβxγxκxη ⊗ xγ
+ qβκq
2
βγqβηx
2
γxκxη ⊗ xβ + q
2
βγ(3)q˜βγb8x
3
γxη ⊗ 1.
Now we compute (10.1.131) using Remark 10.1.2, (10.1.84) and (10.1.113),
d(xτx
2
γxκxη ⊗ 1) = xτx
2
γxκ ⊗ xη − s
(
qκηxτx
2
γ ⊗ xηxκ − q
2
γηxτxγxκ ⊗ xηxγ
− q2τγqτκqτηx
2
γxκ ⊗ xηxτ − q
2
τγqτκb4x
2
γxκ ⊗ xκxγ
)
= xτx
2
γxκ ⊗ xη − qκηxτx
2
γxη ⊗ xκ + qγκqγηxτxγxκxη ⊗ xγ + q
2
τγqτκ(2)q˜κηb4x
2
γx
2
κ ⊗ xγ
+ q2τγqτκqτηx
2
γxκxη ⊗ xτ .
For (10.1.132) we use (10.1.84), (10.1.114) and Remark 10.1.2:
d(xτx
2
γx
2
η ⊗ 1) = xτx
2
γxη ⊗ xη − s
(
− q2γηxτxγxη ⊗ xηxγ − q
2
τγqτηb4x
2
γxη ⊗ xκxγ
− q2τγq
2
τηx
2
γxη ⊗ xηxτ − q
2
τγqγηb4x
2
γxκ ⊗ xηxγ
)
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= xτx
2
γxη ⊗ xη + q
2
γηxτxγx
2
η ⊗ xγ + q
2
τγqγηb4x
2
γxκxη ⊗ xγ + q
2
τγq
2
τηx
2
γx
2
η ⊗ xτ .
Finally we compute (10.1.133) using (10.1.115), (10.1.116) and Remark 10.1.2:
d(xδx
2
γx
2
η ⊗ 1) = xδx
2
γxη ⊗ xη − s
(
− q2γηxδxγxη ⊗ xηxγ − q
2
δγqµηqγηb2x
2
γxκ ⊗ xηxγxµ
− q2δγ(3)q˜γηb3b7x
3
γ ⊗ xιxκxγ − q
2
δγqνη(3)q˜γηb3x
3
γ ⊗ xηxν − q
2
δγqδηb3x
2
γxη ⊗ xγxν
− q2δγqδηb2x
2
γxη ⊗ xκxγxµ − q
2
δγq
2
δηx
2
γxη ⊗ xηxδ
)
= xδx
2
γxη ⊗ xη + q
2
γηxδxγx
2
η ⊗ xγ + q
2
δγ(3)q˜γηb3b7x
3
γxι ⊗ xκxγ
+ q2δγqνη(3)q˜γηb3x
3
γxη ⊗ xν + q
2
δγqµηqγηb2x
2
γxκxη ⊗ xγxµ + q
2
δγq
2
δηx
2
γx
2
η ⊗ xδ.
Next we compute differentials of some 6-chains:
d(xαxβxδx
2
γxη ⊗ 1) = xαxβxδx
2
γ ⊗ xη − qγηxαxβxδxγxη ⊗ xγ − q
2
δγ(3)q˜γηb3xαxβx
3
γ ⊗ xν
− q2δγb2xαxβx
2
γxκ ⊗ xγxµ − q
2
δγqδηxαxβx
2
γxη ⊗ xδ + qβδq
2
βγqβηxαxδx
2
γxη ⊗ xβ
− q2δγq
−2
γβ c
(3)
βηγb2b8xαx
4
γ ⊗ xµ − qαβq
2
βγqβηq
2
τγb1b4xβxτx
2
γxκ ⊗ xγxβ
− qαβq
2
βγqβηq
2
τγqτηb1xβxτx
2
γxη ⊗ xτxβ − qαβqαδq
2
αγqαηxβxδx
2
γxη ⊗ xα
+ qαβq
2
βγqβηqβτq
−2
γβ (3)q˜βγq
2
τγb1b4b8xτx
4
γ ⊗ xβ,
(10.1.134)
d(xαxβxδxγx
2
η ⊗ 1) = xαxβxδxγxη ⊗ xη + q
2
γηxαxβxδx
2
η ⊗ xγ − qδγ(2)q˜γηqνηb3xαxβx
2
γxη ⊗ xν
− qδγ(2)q˜γηb3b7xαxβx
2
γxι ⊗ xκxγ − qδγqγηqµηb2xαxβxγxκxη ⊗ xγxµ
− qδγq
2
δηxαxβxγx
2
η ⊗ xδ + qαβqβγq
2
βηqτγqγηb1b4xβxτxγxκxη ⊗ xγxβ
+ qδγq
−1
γβ c
(2)
βηγb2b6b8xαx
3
γxι ⊗ xγ + qδγqγκd
(3)
αβηγb2b6b8b9x
5
γ ⊗ 1
+ qδγq
−1
γβ qµηc
(2)
βηγb2b8xαx
3
γxη ⊗ xµ + qβδqβγq
2
βηxαxδxγx
2
η ⊗ xβ
− qαβqβγq
2
βηqτγq
2
τηb1xβxτxγx
2
η ⊗ xτxβ − qαβqαδqαγq
2
αηxβxδxγx
2
η ⊗ xα
− qαβqβτq
2
βηq
−1
ηγ q
−1
γβ c
(2)
βηγb1b4b8xτx
3
γxη ⊗ xβ ,
(10.1.135)
d(xαxβx
2
γxκxη ⊗ 1) = xαxβx
2
γxκ ⊗ xη − qκηxαxβx
2
γxη ⊗ xκ + qγκqγηxαxβxγxκxη ⊗ xγ
+ q−2γβ (3)q˜βγb8xαx
3
γxη ⊗ 1 + q
2
βγqβκqβηxαx
2
γxκxη ⊗ xβ − qαβq
2
αγqακqαηxβx
2
γxκxη ⊗ xα,
(10.1.136)
d(xαxδx
2
γx
2
η ⊗ 1) = xαxδx
2
γxη ⊗ xη + q
2
γηxαxδxγx
2
η ⊗ xγ + q
2
δγ(2)q˜γηb3b7xαx
3
γxι ⊗ xκxγ
− q2δγc
(3)
αηγb3b7b9x
5
γ ⊗ xκ + q
2
δγqνη(2)q˜γηb3xαx
3
γxη ⊗ xν + q
2
δγq
2
δηxαx
2
γx
2
η ⊗ xδ
+ q2δγqµηqγηb2xαx
2
γxκxη ⊗ xγxµ − q
2
βηq
2
τγq
2
βγqγηb1b4xτx
2
γxκxη ⊗ xγxβ
− q2βηq
2
τγq
2
βγq
2
τηb1xτx
2
γx
2
η ⊗ xτxβ − qαδq
2
αγq
2
αηxδx
2
γx
2
η ⊗ xα,
(10.1.137)
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d(xβxτx
2
γxκxη ⊗ 1) = xβxτx
2
γxκ ⊗ xη − qκηxβxτx
2
γxη ⊗ xκ + qγκqγηxβxτxγxκxη ⊗ xγ
+ q2τγqτκ(2)q˜κηb4xβx
2
γx
2
κ ⊗ xγ + q
2
τγqτκqτηxβx
2
γxκxη ⊗ xτ − qβτq
−2
γβ (3)q˜βγb8xτx
3
γxη ⊗ 1
− qβτq
2
βγqβκqβηxτx
2
γxκxη ⊗ xβ − q
2
γηqκηc
(2)
−η,β,γb4b8x
4
γxκ ⊗ 1,
(10.1.138)
d(xβxτx
2
γx
2
η ⊗ 1) = xβxτx
2
γxη ⊗ xη + q
2
γηxβxτxγx
2
η ⊗ xγ + q
2
τγqγηb4xβx
2
γxκxη ⊗ xγ
+ q2τγq
2
τηxβx
2
γx
2
η ⊗ xτ − qβτq
2
βγq
2
βηxτx
2
γx
2
η ⊗ xβ + q
2
γηc
(2)
−η,β,γb4b8x
4
γ ⊗ xη.
(10.1.139)
d(xβxδx
2
γx
2
η ⊗ 1) = xβxδx
2
γxη ⊗ xη + q
2
γηxβxδxγx
2
η ⊗ xγ + q
2
δγ(3)q˜γηb3b7xβx
3
γxι ⊗ xκxγ
+ q2δγqνη(3)q˜γηb3xβx
3
γxη ⊗ xν + q
2
δγqµηqγηb2xβx
2
γxκxη ⊗ xγxµ
+ q2δγq
2
δηxβx
2
γx
2
η ⊗ xδ − qβδq
2
βγq
2
βηxδx
2
γx
2
η ⊗ xβ
− qβγqγκq
2
δγc
(3)
βη b2b6b8x
4
γxι ⊗ xγ − qβγqγκq
2
δγc
(3)
βη qµηb2b8x
4
γxη ⊗ xµ.
(10.1.140)
First we deal with (10.1.134): using (10.1.117), Remark 10.1.2, (10.1.118), (10.1.120),
(10.1.122), (10.1.124), (10.1.86) and (10.1.127):
d(xαxβxδx
2
γxη ⊗ 1) = xαxβxδx
2
γ ⊗ xη − s
(
qγηxαxβxδxγ ⊗ xηxγ + q
2
δγxαxβx
2
γ ⊗ qδηxηxδ
+ q2δγxαxβx
2
γ ⊗ b2xκxγxµ + q
2
δγxαxβx
2
γ ⊗ b3xγxν − qβδq
2
βγqβηxαxδx
2
γ ⊗ xηxβ
+ qαβq
2
βγqβηq
2
τγb1xβxτx
2
γ ⊗ (qτηxηxτ + b4xκxγ)xβ + qαβqαδq
2
αγqαηxβxδx
2
γ ⊗ xηxα
)
= xαxβxδx
2
γ ⊗ xη − qγηxαxβxδxγxη ⊗ xγ − q
2
δγ(3)q˜γηb3xαxβx
3
γ ⊗ xν
− q2δγb2xαxβx
2
γxκ ⊗ xγxµ − q
2
δγqδηxαxβx
2
γxη ⊗ xδ + qβδq
2
βγqβηxαxδx
2
γxη ⊗ xβ
− q2δγq
−2
γβ c
(3)
βηγb2b8xαx
4
γ ⊗ xµ − qαβq
2
βγqβηq
2
τγb1b4xβxτx
2
γxκ ⊗ xγxβ
− qαβq
2
βγqβηq
2
τγqτηb1xβxτx
2
γxη ⊗ xτxβ − qαβqαδq
2
αγqαηxβxδx
2
γxη ⊗ xα
+ qαβq
2
βγqβηqβτq
−2
γβ (3)q˜βγq
2
τγb1b4b8xτx
4
γ ⊗ xβ.
Next we compute (10.1.135): using (10.1.118), (10.1.119), Remark 10.1.2, (10.1.121),
(10.1.123), (10.1.83), (10.1.125), (10.1.126), (10.1.128) and (10.1.84):
d(xαxβxδxγx
2
η ⊗ 1) = xαxβxδxγxη ⊗ xη − s
(
qδγ(2)q˜γηb3xαxβx
2
γ ⊗ (qνηxηxν + b7xιxκxγ)
− q2γηxαxβxδxη ⊗ xηxγ + qδγqδηxαxβxγxη ⊗ (qδηxηxδ + b2xκxγxµ + b3xγxν)
+ qδγqγηqµηb2xαxβxγxκ ⊗ xηxγxµ − qβδqβγq
2
βηxαxδxγxη ⊗ xηxβ
+ qαβqβγq
2
βηqτγqτηb1xβxτxγxη ⊗ (qτηxηxτ + b4xκxγ)xβ
− qδγq
−1
γβ c
(2)
βηγb2b8xαx
3
γ ⊗ xµxη + qαβqβγq
2
βηqτγqγηb1b4xβxτxγxκ ⊗ xηxγxβ
+ qαβqαδqαγq
2
αηxβxδxγxη ⊗ xηxα + qαβqβτq
2
βηq
−1
ηγ q
−1
γβ c
(2)
βηγb1b4b8xτx
3
γ ⊗ xηxβ
)
= xαxβxδxγxη ⊗ xη + q
2
γηxαxβxδx
2
η ⊗ xγ − qδγ(2)q˜γηb3b7xαxβx
2
γxι ⊗ xκxγ
− qδγ(2)q˜γηqνηb3xαxβx
2
γxη ⊗ xν − qδγqγηqµηb2xαxβxγxκxη ⊗ xγxµ
− qδγq
2
δηxαxβxγx
2
η ⊗ xδ + qαβqβγq
2
βηqτγqγηb1b4xβxτxγxκxη ⊗ xγxβ
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+ qδγq
−1
γβ c
(2)
βηγb2b6b8xαx
3
γxι ⊗ xγ + qδγqγκd
(3)
αβηγb2b6b8b9x
5
γ ⊗ 1 + qδγq
−1
γβ qµηc
(2)
βηγb2b8xαx
3
γxη ⊗ xµ
+ qβδqβγq
2
βηxαxδxγx
2
η ⊗ xβ − qαβqβγq
2
βηqτγq
2
τηb1xβxτxγx
2
η ⊗ xτxβ
− qαβqαδqαγq
2
αηxβxδxγx
2
η ⊗ xα − qαβqβτq
2
βηq
−1
ηγ q
−1
γβ c
(2)
βηγb1b4b8xτx
3
γxη ⊗ xβ .
For (10.1.136) we use (10.1.120), Remark 10.1.2, (10.1.121) and (10.1.130):
d(xαxβx
2
γxκxη ⊗ 1) = xαxβx
2
γxκ ⊗ xη − s
(
qκηxαxβx
2
γ ⊗ xηxκ − qγκqγηxαxβxγxκ ⊗ xηxγ
− q2βγqβκqβηxαx
2
γxκ ⊗ xηxβ − q
−2
γβ (3)q˜βγb8xαx
3
γ ⊗ xη + qαβq
2
αγqακqαηxβx
2
γxκ ⊗ xηxα
)
= xαxβx
2
γxκ ⊗ xη − qκηxαxβx
2
γxη ⊗ xκ + qγκqγηxαxβxγxκxη ⊗ xγ
+ q−2γβ (3)q˜βγb8xαx
3
γxη ⊗ 1 + q
2
βγqβκqβηxαx
2
γxκxη ⊗ xβ − qαβq
2
αγqακqαηxβx
2
γxκxη ⊗ xα.
For (10.1.137) we use (10.1.122), (10.1.123), (10.1.83), (10.1.131), (10.1.132) and (10.1.133):
d(xαxδx
2
γx
2
η ⊗ 1) = xαxδx
2
γxη ⊗ xη − s
(
− q2γηxαxδxγxη ⊗ xηxγ − q
2
δγqνη(2)q˜γηb3xαx
3
γ ⊗ xηxν
− q2δγ(2)q˜γηb3b7xαx
3
γ ⊗ xιxκxγ − q
2
δγqµηqγηb2xαx
2
γxκ ⊗ xηxγxµ − q
2
δγq
2
δηxαx
2
γxη ⊗ xηxδ
− q2δγqδηb2xαx
2
γxη ⊗ xκxγxµ − q
2
δγqδηb3xαx
2
γxη ⊗ xγxν + qαδq
2
αγq
2
αηxδx
2
γxη ⊗ xηxα
+ q2βηq
2
τγq
2
βγq
2
τηb1xτx
2
γxη ⊗ xηxτxβ + q
2
βηq
2
τγq
2
βγqτηb1b4xτx
2
γxη ⊗ xκxγxβ
+ q2βηq
2
τγq
2
βγqγηb1b4xτx
2
γxκ ⊗ xηxγxβ
)
= xαxδx
2
γxη ⊗ xη + q
2
γηxαxδxγx
2
η ⊗ xγ + q
2
δγ(2)q˜γηb3b7xαx
3
γxι ⊗ xκxγ
− q2δγc
(3)
αηγb3b7b9x
5
γ ⊗ xκ + q
2
δγqνη(2)q˜γηb3xαx
3
γxη ⊗ xν + q
2
δγqµηqγηb2xαx
2
γxκxη ⊗ xγxµ
+ q2δγq
2
δηxαx
2
γx
2
η ⊗ xδ − q
2
βηq
2
τγq
2
βγqγηb1b4xτx
2
γxκxη ⊗ xγxβ
− q2βηq
2
τγq
2
βγq
2
τηb1xτx
2
γx
2
η ⊗ xτxβ − qαδq
2
αγq
2
αηxδx
2
γx
2
η ⊗ xα.
Next we compute (10.1.138) using (10.1.124), (10.1.86), (10.1.125), (10.1.129), (10.1.130),
(10.1.84) and (10.1.131):
d(xβxτx
2
γxκxη ⊗ 1) = xβxτx
2
γxκ ⊗ xη − s
(
qκηxβxτx
2
γ ⊗ xηxκ − qγκqγηxβxτxγxκ ⊗ xηxγ
− q2τγqτκb4xβx
2
γxκ ⊗ xκxγ − q
2
τγqτκqτηxβx
2
γxκ ⊗ xηxτ
+ qβτq
−2
γβ (3)q˜βγb8xτx
3
γ ⊗ xη + qβτq
2
βγqβκqβηxτx
2
γxκ ⊗ xηxβ
)
= xβxτx
2
γxκ ⊗ xη − qκηxβxτx
2
γxη ⊗ xκ + qγκqγηxβxτxγxκxη ⊗ xγ
+ q2τγqτκ(2)q˜κηb4xβx
2
γx
2
κ ⊗ xγ + q
2
τγqτκqτηxβx
2
γxκxη ⊗ xτ − qβτq
−2
γβ (3)q˜βγb8xτx
3
γxη ⊗ 1
− qβτq
2
βγqβκqβηxτx
2
γxκxη ⊗ xβ − q
2
γηqκηc
(2)
−η,β,γb4b8x
4
γxκ ⊗ 1.
For (10.1.139) we use (10.1.86), (10.1.126), (10.1.130), Remark 10.1.2 and (10.1.132):
d(xβxτx
2
γx
2
η ⊗ 1) = xβxτx
2
γxη ⊗ xη − s
(
− q2γηxβxτxγxη ⊗ xηxγ − q
2
τγq
2
τηxβx
2
γxη ⊗ xηxτ
− q2τγqγηb4xβx
2
γxκ ⊗ xηxγ − q
2
τγqτηb4xβx
2
γxη ⊗ xκxγ
+ qβτq
2
βγq
2
βηxτx
2
γxη ⊗ xηxβ − q
2
γηc
(2)
−η,β,γb4b8x
4
γ ⊗ xη
)
= xβxτx
2
γxη ⊗ xη + q
2
γηxβxτxγx
2
η ⊗ xγ + q
2
τγqγηb4xβx
2
γxκxη ⊗ xγ + q
2
τγq
2
τηxβx
2
γx
2
η ⊗ xτ
− qβτq
2
βγq
2
βηxτx
2
γx
2
η ⊗ xβ + q
2
γηc
(2)
−η,β,γb4b8x
4
γ ⊗ xη.
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The proof of (10.1.140) is similar, using in this case (10.1.127), (10.1.128), Remark
10.1.2, (10.1.130) and (10.1.133):
d(xβxδx
2
γx
2
η ⊗ 1) = xβxδx
2
γxη ⊗ xη − s
(
− q2γηxβxδxγxη ⊗ xηxγ − q
2
δγqδηb3xβx
2
γxη ⊗ xγxν
− q2δγqδηb2xβx
2
γxη ⊗ xκxγxµ − q
2
δγq
2
δηxβx
2
γxη ⊗ xηxδ − q
2
δγqµηqγηb2xβx
2
γxκ ⊗ xηxγxµ
− q2δγ(3)q˜γηb3b7xβx
3
γ ⊗ xιxκxγ − q
2
δγqνη(3)q˜γηb3xβx
3
γ ⊗ xηxν + qβδq
2
βγq
2
βηxδx
2
γxη ⊗ xηxβ
− qβγq
−1
γβ q
2
δγc
(3)
βη b2b6b8x
4
γ ⊗ xιxγ − qβγq
−1
γβ q
2
δγc
(3)
βη qµηb2b8x
4
γ ⊗ xηxµ
)
= xβxδx
2
γxη ⊗ xη + q
2
γηxβxδxγx
2
η ⊗ xγ + q
2
δγ(3)q˜γηb3b7xβx
3
γxι ⊗ xκxγ
+ q2δγqνη(3)q˜γηb3xβx
3
γxη ⊗ xν + q
2
δγqµηqγηb2xβx
2
γxκxη ⊗ xγxµ
+ q2δγq
2
δηxβx
2
γx
2
η ⊗ xδ − qβδq
2
βγq
2
βηxδx
2
γx
2
η ⊗ xβ
− qβγqγκq
2
δγc
(3)
βη b2b6b8x
4
γxι ⊗ xγ − qβγqγκq
2
δγc
(3)
βη qµηb2b8x
4
γxη ⊗ xµ.
Finally we compute (10.1.81). Using (10.1.134), (10.1.135), Remark 10.1.2, (10.1.136),
(10.1.137), (10.1.138), (10.1.139), (10.1.140) and (10.1.84):
d(xαxβxδx
2
γx
2
η ⊗ 1) = xαxβxδx
2
γxη ⊗ xη − s
(
− q2γηxαxβxδxγxη ⊗ xηxγ
− q2δγ(3)q˜γηb3xαxβx
3
γ ⊗ xνxη − q
2
δγb2xαxβx
2
γxκ ⊗ xγxµxη − q
2
δγqδηxαxβx
2
γxη ⊗ xδxη
+ qβδq
2
βγqβηxαxδx
2
γxη ⊗ xβxη − qαβq
2
βγqβηq
2
τγb1b4xβxτx
2
γxκ ⊗ xγxβxη
− q2δγq
−2
γβ c
(3)
βηγb2b8xαx
4
γ ⊗ xµxη − qαβq
2
βγqβηq
2
τγqτηb1xβxτx
2
γxη ⊗ xτxβxη
− qαβqαδq
2
αγqαηxβxδx
2
γxη ⊗ xαxη + qαβq
2
βγqβηqβτq
−2
γβ (3)q˜βγq
2
τγb1b4b8xτx
4
γ ⊗ xβxη
)
= xαxβxδx
2
γxη ⊗ xη + q
2
γηxαxβxδxγx
2
η ⊗ xγ + q
2
δγ(3)q˜γηb3b7xαxβx
3
γxι ⊗ xκxγ
+ q2δγqνη(3)q˜γηb3xαxβx
3
γxη ⊗ xν + q
2
δγqµηqγηb2xαxβx
2
γxκxη ⊗ xγxµ
+ q2δγq
2
δηxαxβx
2
γx
2
η ⊗ xδ − qβδq
2
βγq
2
βηxαxδx
2
γx
2
η ⊗ xβ
+ q2δγq
2
γκc
(3)
βηγb2b6b8xαx
4
γxι ⊗ xγ + q
2
δγq
2
γκqµηc
(3)
βηγb2b8xαx
4
γxη ⊗ xµ
+ qαβq
2
βγq
2
βηq
2
τγqγηb1b4xβxτx
2
γxκxη ⊗ xγxβ − qαβq
2
βγq
2
βηq
2
τγq
2
τηb1xβxτx
2
γx
2
η ⊗ xτxβ
+ qαβqαδq
2
αγq
2
αηxβxδx
2
γx
2
η ⊗ xα − qαβqβτq
2
βγq
2
βηq
−2
γβ q
2
τγc
(3)
βηγb1b4b8xτx
4
γxη ⊗ xβ
− q2δγq
2
γκd
(4)
αβηγb2b6b8b9x
6
γ ⊗ 1.
This completes the proof. 
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