Abstract-The main challenges of visual object tracking arise from the arbitrary appearance of the objects that need to be tracked. Most existing algorithms try to solve this problem by training a new model to regenerate or classify each tracked object. As a result, the model needs to be initialized and retrained for each new object. In this paper, we propose to track different objects in an object-independent approach with a novel twoflow convolutional neural network (YCNN). The YCNN takes two inputs (one is an object image patch, the other is a larger searching image patch), then outputs a response map which predicts how likely and where the object would appear in the search patch. Unlike the object-specific approaches, the YCNN is actually trained to measure the similarity between the two image patches. Thus, this model will not be limited to any specific object. Furthermore, the network is end-to-end trained to extract both shallow and deep dedicated convolutional features for visual tracking. And once properly trained, the YCNN can be used to track all kinds of objects without further training and updating. As a result, our algorithm is able to run at a very high speed of 45 frames-per-second. The effectiveness of the proposed algorithm can also be proved by the experiments on two popular data sets: OTB-100 and VOT-2014.
means that the parameters in the model need to be trained and updated for a specific object. In a generative model, the basis vectors used to represent the object need to be initialized to track new target. Similarly, the discriminative classifier for object tracking in a discriminative model needs to be retrained to track new objects. Specifically, the l 1 tracker [2] tries to represent an object by target templates and trivial templates, however those templates need to be learned from the given object in the first frame. In the recent KCF [3] tracker, a kernelized ridge regression model is trained to predict the object location. But the regression model must be frequently updated during tracking. Though these object-specific trackers have demonstrated outstanding robustness and accuracy, two natural defects need to be handled. First, the frequent training and updating will slow down the running speed as shown in some recent CNN-based tracking algorithms [4] [5] [6] . Second, the tracker is more likely to drift away from the object especially during a long-term tracking, as a result of the frequent updating.
Recently, convolutional neural networks (CNN) have achieved great success in a number of computer vision tasks such as image classification, object detection, face recognition and so on. However, it is not that easy to train a deep CNN with strong generalization ability in an end-to-end manner for visual tracking, due to the limitation of training sequences. A popular alternative solution is to transfer the CNN which is pre-trained from large scale image classification datasets like ImageNet [7] . But this may weaken the power of CNN because of the huge gap between classifying an object and predicting the location of an object.
In this paper, we propose an object-independent approach to predict the object location. Unlike the usual convolutional neural networks for object detection and classification, in which only one image is passed through the convolutional layers, here the network consists of two convolutional flows, one is for the object patch to be tracked, the other is for the search patch where the object may appear. In each flow both shallow and deep convolutional features are extracted. The shallow features are useful to discriminate the object from background and the deep features show superiority of recognizing an object with varying appearance. Then, We concatenate the features outputted by the two convolutional flows, and pass them through the fully connective layers to output a two-dimensional response map, which shows where and how likely the object is to appear in the search patch. The model is named YCNN because the data flow in this model looks like a horizontal "Y." Due to the lack of labeled tracking sequences, our YCNN is firstly trained with search patches and object patches clipped from images in ImageNet [7] . Considering that the object appearance usually varies in real tracking tasks, those object and search patches are manually manipulated by rotating, translating, adding noise and so on. Finally, the YCNN is fine-tuned with data pairs extracted from labeled video sequences.
In a typical tracking task, there may exist various challenges such as deformation, partial occlusion and rotation. To deal with these challenges, we also propose a confidence-score based tracking framework. We assign a confidence score to each tracked object patch based on how well the object was tracked. When predicting in a new frame, a number of tracked object patches are selected to jointly predict object location, but each of the predictions is weighted by the corresponding confidence score. Then the final location can be predicted according to the weighted mean map. With such a framework, our tracker will be more robust to handle these various challenges.
Compared to most object-specific approaches, our YCNN based tracker has three main features. First, this is, as far as we know, one of the first once-for-all approaches, i.e. once trained, ready to track all. It can run at a high speed as no on-line training is needed. Second, the YCNN is end-to-end trained so that the representation power of CNN can be fully exploited. Third, the YCNN is trained to predict the location of an object in search patches rather than background, i.e. the objectness is considered. So, it will be less sensitive to the spatial perturbation of the initial given object patch.
II. RELATED WORK Most visual tracking algorithms are based on either generative model or discriminative model. In generative models, a valid object candidate is supposed to be reconstructed with a number of templates learned from the initial object. For example, Ross et al. [8] propose a subspace model, based on incremental algorithms for principal component analysis, to represent the object appearance. Sparse coding [2] , [9] can also be exploited to reconstruct the target. Another approach, as the discriminative models usually do, is to develop a classifier which discriminates the object from background. A number of discriminative trackers that incorporate various models such as boosting [10] , multiple instance learning [11] , structured SVM [12] , and kernelized correlation filter [3] , [13] , [14] , have achieved great success. However, the above mentioned trackers are all limited to handcrafted features and need to be retrained and updated frequently.
Most existing CNN-based trackers try to transfer a CNN pre-trained for image recognition such as VGG-Net [15] . In [16] , a pre-trained convolutional network is used to extract both shallow and deep convolutional features, then those features are utilized to predict the location of the object with correlation filters. Wang et al. [4] propose a general network to capture the category information of target and a specific network to discriminate the object from background. In [5] , CNN is adopted to predict a target-specific saliency map which highlights the object region. In [17] , CNNs are trained by sequentially learning an optimal ensemble of base learners.
And the convolution layers are masked with binary map so as to reduce over-fitting. Qi et al. [18] propose to hedge multiple weak trackers which are based on correlation filters, into a stronger tracker. Note that, the basic CNN features used in [4] , [5] , and [16] [17] [18] are all originally trained for image recognition, which may not perform well in visual tracking tasks. Recently, Nam et al. [6] proposed a multi-domain convolutional neural network for visual tracking. The network is composed of shared layers and multiple branches of domainspecific layers, and can be fully pre-trained with labeled video sequences. However, those object-specific approaches [4] [5] [6] all need to update the model on-line, and run at a relatively low speed.
The proposed algorithm in this paper is similar to three recent trackers [20] [21] [22] as they all use the two-flow network architecture to track. Note that, the three papers and this paper are open to public at almost the same time. 1 Besides, our algorithm is different from these three papers in several aspects. In [20] , the boundary box of target is directly predicted by the three-layers regression network. The regression network is quite simple and efficient, but it also results in high instability especially when the background is cluttered or when the appearance of an object changes dramatically. Furthermore, the regression network assumes that the object would always appear in the next frame, however this is not always true as the object may be occluded. Another problem for [20] is that the regression network provides no way to evaluate how well the object is tracked. And it will be difficult to recover from a wrongly tracked result, which is critical for a tracking algorithm with no on-line training. In [21] , two Siamese networks are adopted to extract hierarchical convolutional features for the query patch and the search patch respectively. The object candidates are randomly cropped from the search patch and then each of them is compared to the query patch to find the best candidate. This will significantly slow the running speed. Another issue for [21] is that, the predictions highly rely on the similarities between the query patch and the candidates, but the objectness of candidates is ignored. Different from [20] , [21] , our network is trained to output a heat map which indicates how likely the object appears in a specific location. The tracking problem is then reformulated as a similarity measurement problem between the object patch and the search patch. The maximum value then indicates how confident the object is tracked. What's more, in our algorithm a confidence-score based tracking framework is proposed to handle the varying object appearance. In [22] the network also takes two input image patches (one object patch and one search patch), and outputs a score map. The score map is generated as the output of a cross-correlation layer, so that each entry in the score map is predicted independently. Our experiments show that this can significantly improve the accuracy. However, the objectness of target is ignored, which may make it sensitive 1 The first version of this paper is firstly submitted to arXiv.org (arXiv:1604.07507v1).
The paper [20] appeared in arXiv.org (arXiv:1604.01802v1) only several days before our arXiv submission. Reference [21] firstly appeared in arXiv.org (arXiv:1605.05863v1) several days after this paper. And the first version of [22] (arXiv:1606.09549v1) is almost two months after our submission. to spatial perturbation. Moreover, only the last tracked object patch is utilized for tracking. The tracker is more likely to drift away when the object is occluded.
III. YCNN
The basic motivation of the proposed YCNN originates from the idea that, instead of tracking an object by classifying numerous candidates, we can learn a classifier to judge how the candidate looks like the object. In this way, the classifier will not be limited to any specific objects, which is useful for training a tracker that must track a wide variety of different types of objects. Technically, it is practicable to develop a convolutional network which takes two images with same sizes and output a scalar value which measures how the two images look like each other. But it would be complicated and redundant when tracking an object because there will be lots of candidates to be compared with the target. A more intelligent and efficient approach is to develop a CNN that takes an object image and a much larger search image, and outputs a prediction map which indicates how likely the object is to appear in the search image.
A. Architecture
The schematic diagram of our YCNN is shown in figure 1 . We have noticed that a much deeper network such as the VGG-Net [15] with at most 16 convolutional layers is powerful to capture the semantic information for object detection or image recognition. But in our model, the main task is to measure the similarities between two images, and deep semantic information will be redundant for this task. Here, we build a three-layer hierarchical convolutional network to extract both shallow and deep features. The shallow features can be extracted from the first convolutional layer. To reduce the dimension of shallow features, a convolutional layer with only 4 filters is appended. The more detailed network settings are listed in table I.
Note that, both the object flow and search flow share the same convolutional filters in order to reduce the number of parameters to be trained.
B. Loss Function
For training the YCNN, we need to manually generate prediction map for each pair of object image and search image. The labeled map M L follows a Gaussian shape, and the peak with value 1 indicates the real location of the object in the search image. The loss function for training YCNN can be straightforwardly defined as,
Here, · 2 means the l-2 norm. M denotes the output map of YCNN and each entry in M can be regarded as a prediction sample in the corresponding location. The above defined loss function is quite simple and efficient for computing, but it does not work very well in practice. In fact, our initial tests show that, with such a kind of loss function the YCNN is to be trapped at local optimal points and output a plain zero map. This predicament is potentially due to two issues. First, the tracking is based on positive predictions (i.e. larger values in M). The model should focus on making positive predictions with less error. But in equation 1, both positive and negative predictions are evenly weighted. Second, because nearly 95 percent of entries in the training label M L are near 0, the contribution of positive labels would be significantly suppressed. To deal with this predicament, we design an improved l-2 loss function as follows.
defines an exponential weighting map, in which the losses for positive predictions will be highly weighted while the losses for negative predictions will be strongly suppressed. a and b here denote the factors to reshape the weighting map. The sign function sign(x) used in equation 3 returns 1 if x ≥ 0 otherwise −1. So equation 3 defines a binary indicating map in which 1 means the absolute error between prediction and label is greater than or equal to a given threshold T h while 0 means less error. Finally the improved loss function is defined in equation 4. Here means element-wise product. By masking the original error map with the indicating map, most of the negative samples would be significantly suppressed while the positive samples almost not influenced. This is because the prediction errors of negative samples tend to be small but with a large number, while for positive samples they will be large but with a smaller number.
C. Two-Stage Training
Generating enough data pairs for training such a CNN with strong generalization ability is also challenging. The training data of object patches and search patches can be extracted from different frames of labeled sequences. But only hundreds of labeled sequences are publicly available and the object appearances in the tracking sequences are too monotonous to train the YCNN for general object tracking. To solve this problem, we firstly train the YCNN with single image.
1) Training With Single Image:
ImageNet has provided millions of high-quality images of different object categories. This is a large and helpful dataset for training a network with high generalization ability. Here we extract both object patch and search patch from a single image in ImageNet, as shown in figure 2a. However, the object appearance in the search patch will be identical to the object patch. To simulate real scenario, a number of data augmentation techniques, such as rotation, translation, illumination variation, mosaic, and salt-and-pepper noise, are adopted to manipulate both object patches and search patches as shown in figure 2b . Note that, the extracted training data are all limited to the labeled objects in the image. So, the YCNN is, to some extent, trained to predict the location of an object rather than background, i.e. the objectness is taken into account.
2) Fine-Tuning With Tracking Sequence:
To make the YCNN more robust when tracking in real scenarios, we further fine-tune it with training data extracted from real tracking sequences. Both object patch and search patch can be clipped from different frames in a tracking sequence. It should be noted that the object patch and the object in the search patch should share similar appearance and the object patch should appear before the search patch. Suppose the frame number for extracting object patch and search patch are f obj and f sec respectively. Then they must be subjected to 0 < f sec − f obj ≤ f . The video sequences are collected from ALOV300+ [23] ) with more than 300 sequences. Moreover, in ALOV300+, a number of diverse circumstances, such as illumination, motion, clutter, occlusion and so on, are covered. In our experiments, f is set to 20 which results in more than 1 million training data pairs. With a larger f , more training data pairs can be extracted. However, the training data are more likely to be contaminated because the object may be occluded or out-of-view. Unlike training from a single image, here no data augmentation technique except translation is used.
IV. VISUAL TRACKING VIA YCNN
In a typical tracking sequence, the object appearance may undergo significant changes. To be adaptive to the changes, N previous tracked object patches are used to predict the location of object via YCNN. Those N patches are randomly selected and each of them is assigned a confidence score which indicates how confident the object was tracked. The object patch with higher confidence score will have more weight when predicting the location whereas lower confidence means less weight.
Let S k be the search patch in k-th frame and O a i , i = 1, 2, . . . , N be N selected object patches with frame number a i respectively. And the prediction map output by Fig. 2. (a) The first row shows the object patch cropped from the labeled images in ImageNet. The second row shows the search patch around the object. The last row shows the training labels in which red color means higher probability that the object appears in that location. (b) Rotation apply only to object patch, while translation only to search patch. All the rest apply to both object and search patches. The search patch is always translated randomly.
YCNN with given object patch O a i and search patch S k can be defined as Y (O a i , S k ) . Then the combined prediction map M k and the prediction confidence score c k can be defined as follows.
The location of object in k-th frame can be easily located according to the indexes of the maximum value of M k . A wrongly tracked object may lead to drifting in subsequent frames. To get around this, we define a tracking confidence threshold c Th , and those object patches with confidence score less than c Th will never be selected to predict the location.
For scale estimation, we adopt a naive implementation by repeating the above procedure on scaled search patches. Suppose the size of object tracked in the last frame is W × H . For each i ∈ { − [24] to train the YCNN. In the first training stage, more than 1.2 million train images provided by ILSVRC 2012 are used. And the size of search patch is set to 2.5 times the size of the labeled object. Because the search patch need to be large enough to cover enough background context in order to train a network with higher discriminating ability, we discard some images in which the area of a labeled object is larger than 0.3 times the area of the image. The parameter 0.3 here is empirically picked. In fact, it does not make much difference to the final experiments. The training label map M L is generated following a Gaussian function with peak value of 1. The location of the peak value indicates the true location of object. And the variance of the Gaussian function is set to 0.1 times the size of object as in [3] . A larger variance will produce more false positives and be more likely to drift away during tracking. However a smaller variance leads to less positive samples which slows down the training speed. In this stage, the learning rate is set to 1e-4. And the batch size is set to 256.
In the second training stage, the dataset ALOV300+ [23] with 314 sequences is used to extract training data. We also excluded some sequences which are listed in the supplementary material, because they have been included in our test datasets. In this stage, the learning rate is reduced to 1e-5, and the batch size is set to 128.
2) Tracking Setup: In our confidence-score based tracking framework, N previously tracked object patches need to be selected to predict the new object state. The frame number of the selected object patch is generated as a Planck discrete exponential random variable, i.e. the last tracked object will be more likely to be selected. In our experiments, N is set to 5 and the shape parameter for generating this Planck distribution is set to 0.1. The confidence score c 1 for the initial given object patch is set as max(Y (O 1 , S 1 ) ). The confidence threshold c Th is then set to half of c 1 . For scale estimation, we set the scaled search patch number to 3 and the scale factor s is set to 1.05. The experiments are conducted on OTB-100 with 100 sequences [25] , OTB-50 with 50 sequences [25] , and VOT-2014 with 25 sequences [26] . It should be noted that the OTB-50 is a more challenging subset of OTB-100 and is different from the CVPR2013 benchmark which is proposed in [27] .
B. Overall Results on OTB Benchmark
The performance of a tracking algorithm is usually evaluated in two aspects. One is based on the Center Location Error and the other is based on the Overlap Rate, as in [27] . The performance in terms of the Center Location Error is evaluated by Precision Plots, in which the percentages of successfully tracked frames under different location error thresholds are plotted. The performance rank is based on the score of a given threshold of 20 pixels. Similarly, the performance can also be evaluated by Success Plots based on the Overlap Rate. For each given overlap threshold we can calculate the percentage of frames whose Overlap Rate is above the threshold. Then the algorithms can be ranked according to the area under curve (AUC) of the Success Plots. We refer to [25] for more detailed evaluation methodology. To evaluate the robustness against both the spatial perturbation and temporal perturbation, the tracking algorithms are tested on spatial robustness evaluation (SRE) and temporal robustness evaluation (TRE), in addition to the usual one-pass evaluation (OPE). In SRE, the initial given boundary box is perturbed by shifting or scaling the boundary boxes. In TRE, several segments of the original sequences are adopted to evaluate the performance.
We compare our proposed algorithm (denoted as YCNN) with other 9 state-of-the-art tracking algorithms, such as STC [28] , Struck [12] , SCM [29] , KCF [3] , DSST [30] , MEEM [31] , TGPR [32] , CF2 [16] , HDT [18] . The 10 trackers are evaluated on OTB-100 and OTB-50 separately. The overall results of Precision Plots and Success Plots in OPE, TRE, SRE are shown in figure 3. Our proposed YCNN fails to outperform CF2 and HDT, which all use deeply learned convolutional features. However, CF2 and HDT need to be updated frequently during tracking, which makes them run at relatively slow speed. Our YCNN outperforms MEEM and the other trackers in most of the success plots, but fails in the precision plots and achieves the fourth place in the precision plots. This is mainly because that YCNN is not updated during tracking, so it is more likely to drift to similar objects. It is also interesting that most trackers suffer from a significant drop in SRE, in which the initial ground truth of target is manually manipulated. Especially for CF2 and HDT, the AUC scores fall by nearly 9%. Our YCNN falls by only 4%. It seems that the proposed YCNN is less sensitive to the spatial perturbation. This is potentially attributed to the end-to-end training for predicting the location of objects rather than background, as mentioned in section III-C.
C. Attribute Based Comparison
A typical tracking sequence may contain a variety of challenges, such as illumination variation (IV), out-of-plain rotation (OPR), scale variation (SV), occlusion (OCC), deformation (DEF), motion blur (MB), fast motion (FM), in-plain rotation (IPR), out-of-view (OV), background cluttered (BC), and low resolution (LR) . To analyze the ability of handling different challenges, the tracking results are further evaluated on those sequences in OTB-100 with the 11 different attributes. The results based on center location error and overlap rate are shown in table II and table III respectively. The results have shown that, the proposed algorithm achieves the best performance in attributes of scale variation (SV) and low resolution (LR), in terms of the Area-Under-Curve (AUC) score. It seems that YCNN does better when there exists high contrast between the object and the background. As shown in figure 4 , the targets in sequence Skiing and Tiger2 are of high saliency and they can be tracked by YCNN accurately. But it does not work that well when handling backgroundcluttered sequences. For example, in sequence subway and Walking2, the YCNN drifts away from the true object when a similar object appears in the search area.
D. Results on VOT-2014
We further evaluate our proposed algorithm on the popular Visual Object Tracking (VOT-2014) dataset with 25 sequences. The VOT benchmark is a little bit different from the OTB benchmark that, in VOT the trackers will be reset if they lost the target, i.e. the IoU between the predicted boundary box and the ground truth is zero. So, in the VOT benchmark, the performance of a tracker is evaluated based on two quantities: the Accuracy Rank and the Robustness Rank.
We compare our YCNN with 9 popular trackers selected from the VOT-2014 challenges [26] and two recent similar trackers GOTURN [20] and SiamFC [22] . The ranking plot of the VOT-2014 results is shown in figure 5 . The SimaFC achieves the first rank in terms of accuracy and the PLT_13 achieves the first rank in terms of robustness. We focus on the comparison between the three off-line trained trackers (YCNN, GOTURN, and SiamFC). Our YCNN outperforms GOTURN with a large margin in terms of robustness, and achieves nearly the same accuracy rank as GOTURN. The robustness of YCNN is slightly better than SiamFC, but the accuracy rank of SiamFC is much better than our YCNN. This is potentially attributed to that each entry in the prediction map in SiamFC is predicted independently by introducing a cross-correlation layer. This will significantly reduce the number of parameters to be trained. However, in GOTURN and our YCNN there are millions of parameters to be trained.
It seems that SiamFC is a more promising approach to train a similarity-measure-based network for visual tracking. But SiamFC ignores the temporal information, as only the last tracked object patch is selected for tracking. This may weaken the robustness. In our YCNN, we propose a confidence-score based framework to adaptively select object patches in order to improve the robustness.
E. Speed Analysis
A good tracker should not only track an object accurately but also run fast. The traditional CNN-based tracking algorithms, though have achieved great success in terms of accuracy and robustness, suffer from their low running speed. We have listed the implementation details and tracking speed of some recent CNN-based tracking algorithms and our proposed YCNN in table IV. The trackers proposed in [4] , [6] , and [33] all run slowly, which is mainly due to the frequent retraining and updating of the CNN. However, the [20] , [22] , and our YCNN all run at a very high speed, regardless of the differences in implementation details. This is mainly because no backpropagation is needed in the two-flow CNN when tracking an object. Our YCNN runs relatively slower than [20] and [22] , because we select more than 1 object patches for generating the prediction map. This will increase the computation, but also improve the robustness.
VI. CONCLUSION
In this paper, we propose a novel two-flow CNN (YCNN) for visual tracking. This network takes one object patch and one search patch, and outputs one heat map which indicates how likely the object appears in the search patch. In this approach, the visual tracking problem is reformulated as a similarity measurement problem between the object patch and the candidates in the search patch. The YCNN based tracker is different from most of previously published trackers that it provides an object-independent approach for visual tracking. The proposed algorithm is able to run at a very high speed of 45 fps, which is much faster than most existing tracking algorithms. The effectiveness of the proposed algorithm can be proved by the extensive experiments.
