In practice, evolutionary algorithms are widely used to find good solutions to hard combinatorial optimization problems. In theory, it is necessary to answer the question of how good approximation solutions these algorithms can produce. This paper aims to estimate the approximation performance ratio in each generation. Using the average convergence rate of evolutionary algorithms, an exponential decay is proposed as a theoretical prediction for the approximation performance ratio. A theoretical analysis proves that the prediction is exact for some initialization and this is confirmed by experiments. However, experimental results also reveals that the prediction is not good for other initialization. Therefore, in order to improve the prediction, it is necessary to consider other transition probabilities.
I. INTRODUCTION
In practice, evolutionary algorithms (EAs) are widely used to find good solutions to hard combinatorial optimization problems. Many experimental results claim that EAs can obtain good quality solutions to these hard problem quickly. Nevertheless, from the viewpoint of the N P -hard theory [1] , no efficient algorithm exists for solving NP-hard combinatorial optimization problems at the present and possibly for ever. Therefore it is unlikely that EAs are efficient in solving hard combinatorial optimization problems too. Instead of searching the exact solution to hard optimization problems, it is more reasonable to expect that EAs could find some good approximation solutions efficiently.
In theory, it is necessary to answer the question of how good approximation solutions EAs can produce for hard combinatorial optimization problems. Current work focuses on checking whether EAs are α-approximation algorithms [2] for some α > 0. The research has attracted a lot of interests in recently years. Various combinatorial optimization problems have been investigated, including the minimum vertex cover problem [3] , [4] , the partition problem [5] , the minimum multicuts problem [4] , the set cover problems [6] , the minimum label spanning tree problem [7] and many others not listed here.
This paper studies the approximation performance of EAs from a different viewpoint. It aims to estimate the approximation performance ratio of the best solution founded by an EA in each generation, but without considering whether the EA is an α-approximation algorithm or not. The problem in this paper is described as follows: Given an EA for maximizing a fitness function f (x), let f opt be the optimal fitness and f t the fitness of the best solution in the tth generation. The approximation ratio of the tth generation solutions is f t /f opt and the approximation performance ratio [8] is (f opt − f t )/f opt , while the latter measures the error between the approximation ratio and 1. The goal is to find a function β(t) such that
An interesting question is whether the above error decays exponentially fast? That is, β(t) = ε t for some ∈ (0, 1)? This paper aims to provide an initial study using the average convergence rate of EAs [9] .
The paper is arranged as follows: Section II reviews the links to related work. Section III defines the approximation performance ratio. Section IV introduces Markov modeling. Section V makes an theoretical analysis. Section VI conducts a case study of pseudo-Boolean functions. Section VII reports experimental results. Section VIII summarizes the paper.
II. LINKS TO RELATED WORK
The approximation performance ratio problem is a special case of the convergence rate problem. As iterative methods, the convergence rate of an EA asks the question of how fast f t approaches f opt ? A formal description is given as follows [10] . Suppose that the EA is modeled by a finite Markov chain with a transition matrix P, in which a state is a population. Let p t be the probability distribution of the tth generation population on a population space, π an invariant probability distribution of P. Then p t is called convergent to π if lim t→∞ p t − π = 0 where · is a norm. The convergence rate problem of an EA is to obtain a function β(t) such that p t − π ≈ β(t) p 0 − π . If let
then it leads to the approximation performance ratio problem. In fact, the above · is a norm which will be proven in Section V. According to [11] , there are two approaches to analyze the convergence rate of EAs for discrete optimization. The first approach is based on the eigenvalues of the transition matrix associated with an EA. Suzuki [12] derived a lower bound of convergence rate for simple genetic algorithms through analyzing eigenvalues of the transition matrix. Schmitt and Rothlauf [13] found that the convergence rate is determined by the second largest eigenvalue of the transition matrix. The other approach is based on Doeblin's condition. Using the minorization condition in Markov chain theory, He and Kang [10] proved that for the EAs with time-invariant genetic operators, the convergence rate can be bounded by p t − π ≤ t where ≤ (0, 1). The research in this paper is also linked to fixed budge analysis [14] . The purpose of fixed budget analysis is to find a bound β(t) such that f t ≤ β(t) or f t ≥ β(t). Jansen and Zarges [14] discussed two algorithms: random local search and the (1 + 1) EA and obtained such bounds on some well-known example problems. Fixed budget analysis focuses on bounding f t itself; but the emphasis of this paper is on the error (f t − f opt )/f opt , which is within the framework of EAs' convergence rate. This makes the analysis in this paper different from [14] .
III. APPROXIMATION PERFORMANCE RATIO
Consider a maximization problem, that is, max{f (x); x ∈ S} where S is a finite set. Without loss of generality, suppose that f (x) ≥ 0. Denote the maximal value by f opt . An EA for solving the problem is regarded as an iterative procedure (Algorithm 1): initially construct a population of solutions Φ 0 ; then given the t-th generation population Φ t , generate a new population Φ t+1 in a probabilistic way. This procedure is repeated until an optimal solution is found.
Algorithm 1 An EA 1: initialize a population of solutions Φ 0 and set t ← 0; 2: while Φ t doesn't include an optimal solution do
generate a new population of solutions Φ t+1 ; 4:
The set of all populations is represented by a Cartesian set: P = S × · · · × S. Because of randomness, Φ t is a random variable representing the tth generation population. X ∈ P is its value. Given an initial population Φ 0 = X, the fitness of the tth generation population Φ t is defined by the best fitness value among its individuals, denoted by f (Φ t | X). Since f (Φ t | X) is a random variable, we consider its expected value f t (X) := E[f (Φ t | X)]. For the sake of notation, f t (X) is denoted by f t in short. The approximation ratio of the tth generation population is f t /f opt . The approximation performance ratio [8] of the tth generation population is defined by
The average reduction ratio of P R t for t generations is
then
In order to estimate P R t , it is sufficient to estimate RR t and P R 0 .
IV. MARKOV CHAIN MODELING OF EAS
Genetic operators in EAs could be either time-invariant or time-variant [10] . This paper only consider time-invariant operators. Such an EA can be modeled by a homogeneous Markov chain [9] with transition probabilities
Let P denote the transition matrix with entries Pr(X, Y ). A population is called optimal if it includes an optimal solution; otherwise called non-optimal. Let P opt denote the set of optimal populations, and P non = P \ P opt . Because of the stopping criterion, the optimal set is always absorbing,
Transition matrix P can be split into four parts:
where A is a submatrix representing probability transitions among optimal states; O a submatrix for probability transitions from optimal states to non-optimal ones, of which all entries take the value of zero; B a submatrix denoting probability transitions from non-optimal states to optimal ones; and Q a submatrix for probability transitions among non-optimal states. Since Φ t is a random variable, we investigate the probability distribution of Φ t instead of Φ t itself. Let p t (X) denote the probability of Φ t at the state X, p t (X) := Pr(Φ t = X). Let vector (X 0 , X 1 , X 2 , · · · ) denote all states in P where X 0 represents the optimal states. Let vector
T denote the probability distribution of Φ t in P and
T denote the probability distribution of Φ t in the non-optimal set P non . Here notation v is a column vector and v T the row column with the transpose operation. An EA is called convergent if lim t→+∞ Pr(Φ t ∈ P opt ) = 1, or equivalently lim t→+∞ p t = π where π = (1, 0, 0 · · · )
T . The convergence rate refers to the order of how fast p t converges to π [10] . Consider probability transitions among non-optimal states only, which can be represented by matrix iteration
The initial probability distribution satisfies q 0 ≥ 0 where 0 = (0, 0, · · · ) T .
V. THEORETICAL ANALYSIS
Using the average convergence rate of EAs described in [9] ,we may estimate the bound on the reduction ratio RR t . The analysis is almost is the same as that in [9] only with a tiny modification.
The expected fitness value f t is given as follows:
Then it follows
Let f denote the vector
T . Then (10) can be rewritten in a vector form
For a vector v, denote its norm (depending on the dimension of v)
The above norm is a little different from that in [9] :
We prove it is a vector norm. Since v = 0 if and only if v = 0; av = |a| v and v 1 + v 2 ≥ v 1 + v 2 , thus v is a vector norm. According to the definition of the above norm, we have P R t = p t − π = q t .
For a matrix M, let M be the induced matrix norm, given by
The theorem below provides an upper bound on the reduction ratio RR t and also its limit . It is a variant of [9, Theorem 1] and the proofs are the same.
Theorem 1: Let Q be the transition submatrix associated with a convergent EA. For any q 0 = 0, 1) The reduction ratio for t iterations is upper-bounded by
2) The limit of the reduction ratio for t generations is upper-bounded by
where ρ(Q) is the spectral radius (i.e., the supremum among the absolute values of all eigenvalues of Q). 3) Under random initialization (that is, Pr(Φ 0 = X) > 0 for any X ∈ P non or q 0 > 0), it holds
4) Under particular initialization (that is, set 1 q 0 = v/|v| where v is an eigenvector corresponding to the eigenvalue ρ(Q) with v ≥ 0 but v = 0. The existence of such a v is given in the proof), it holds for all t ≥ 1,
Proof: 1) From (8):
Hence
which proves the first conclusion.
2) According to Gelfand's spectral radius formula [15, p.619], we get
The second conclusion follows by combining (20) with (14).
3) Since Q ≥ 0, according to the extension of Perron-Frobenius' theorems to non-negative matrices [15, pp. 670], ρ(Q) is an eigenvalue of Q. There exists an eigenvector v corresponding to ρ(Q) such that v ≥ 0 but v = 0. In particular,
Let max(v) denote the maximum value of the entries in vector v. Due to random initialization, q 0 > 0. Let min(q 0 ) denote the minimum value of the entries in vector q 0 . Set
From (21), we get
Thus vector u is an eigenvector of ρ(Q). Let w = q 0 − u. Then from (22), we know w ≥ 0. Since q 0 = u + w, w ≥ 0 and Q ≥ 0, we deduce that
It follows that
Since both |u T · f non | and |q T 0 · f non | are independent of t, we let t → +∞ and get
then we get
The third conclusion follows by combining (28) with (15). 4) Set q 0 = v/ i v i where v is given in Step 3. Then q 0 is an eigenvector corresponding to the eigenvalue ρ(Q) such that ρ(Q)q
Thus we have for any t ≥ 1
which gives the fourth conclusion. The above theorem shows that under random initialization,
Therefore it is expected that the exponential decay, P R t := ρ(Q) t P R 0 , could provide a theoretical prediction for the approximation performance ratio P R t . According to (17) , the prediction is exact for a specific initialization.
VI. PSEUDO-BOOLEAN FUNCTIONS
Now we conduct a case study of a (1 + 1) EA for maximizing easiest and hardest functions in pseudo-Boolean optimization. Let N = {1, · · · , n} and x = (x 1 , · · · , x n ) ∈ B n := {0, 1} n , a pseudo-Boolean function f : B n → R is uniquely represented as multi-linear polynomials of the form [16] ,
where c M is a coefficient related to the subset M. According to [16] , the pseudo-Boolean optimization problem is NP-hard. The (1+1) elitist EA adopts bitwise mutation and elitist selection.
• Bitwise Mutation. Given Φ t , flip each bit independently with a probability 1/n. Denote the child by Ψ t .
• Elitist Selection. Choose the best from Φ t ∪ Ψ t to be Φ t+1 .
Consider the class of all pseudo-Boolean functions with the same optimum at 1 := (1 · · · 1) and denote it by F. According to [17] , the OneMax function is the easiest in the fitness class F to the (1+1) EA, given by
There are infinite easiest fitness functions to the (1 + 1) EA, for example,
The running time of the EA on all easiest fitness functions is the same. Let's calculate the spectral radius ρ(Q) for the (1+1) EA on easiest functions.
The transition matrix P of the (1+1) EA on an easiest function is described as follows:
where transition probabilities are
1 n 1 n n−1 . It equals to the transition probability Pr(X, X) where f (X) = F L 1 . The predicted approximation performance ratio is calculated by the following formula:
According to [17] , the Fully Deceptive function function is the hardest in the fitness class F to the (1+1) EA, given by
There are infinite hardest fitness functions to the (1 + 1) EA, for example,
The running time of the EA on all hardest fitness functions is the same. Let's calculate the spectral radius ρ(Q) for the (1+1) EA on hardest functions.
The transition matrix P of the (1+1) EA on a hardest function is described as follows:
Since the transition matrix is lower-triangular, the spectral radius ρ(Q) = p 11 = 1− 1 n n . It equals to the transition probability Pr(X, X) for f (X) = F L 1 . Then the predicted approximation performance ratio is calculated by the following formula:
VII. EXPERIMENTAL RESULTS
Experiments are implemented for the (1 + 1) EA maximizing functions f 1 to f 4 . Experimental setting are given as follows. The length of binary strings is set to n = 10. The number of generations is 200 on functions f 1 and f 2 , and 500 on functions f 3 and f 4 . The number of runs is 10, 000. f t is averaged over these runs. The initial solution Φ 0 is chosen at random with two expected values: Figures 1 and 2 illustrate the approximation performance ratio and predicted approximation performance ratio on easiest functions f 1 (x) and f 2 (x) respectively. The computational values and predicted values coincide very well. Figures 3 and 4 illustrate the approximation performance ratio and predicted approximation performance ratio on the hardest functions f 3 (x) and f 4 (x) respectively. The computational values and predicted values coincide very well when f 0 = F L 1 , but not when f 0 = F L n/2 . This is because the spectral radius ρ(Q) only utilizes the transition probability p 11 . Hence when predicting the performance ratio starting from f 0 = F L n/2 , it is necessary to consider other transition probabilities too. This also implies that the approximation performance ratio can not be expressed simply by P R t = ε t P R 0 for some ∈ (0, 1). 
VIII. CONCLUSIONS
In this paper we have linked the average convergence rate of an EA with its approximation performance ratio together. We propose the exponential decay ρ(Q) t P R 0 as a theoretical prediction for the approximation performance ratio P R t . Theoretical analysis shows that the prediction is exact for some initialization and it is confirmed by experiments. However, experimental results also reveals that the prediction is not good for other initialization. This is because in the case study, the spectral radius ρ(Q) only utilizes the transition probability p 11 . Therefore, in order to improve the prediction, it is necessary to consider other transition probabilities. This is our follow-on research work.
