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SUMMARY
As the demand for high-speed data communications over conventional channels such as
coaxial cables and twisted pairs grows, it becomes neccesary to optimize every aspect of the
communication system at reasonable cost to meet this demand effectively. The choice of a
line code is one of the most important aspects in the design of a communications system, as
the line code determines the complexity, and thus also the cost, of several circuits in the
system. It has become known in recent years that a multilevel line code is preferable to a
binary code in cases where high-speed communications are desired. Apart from ternary
codes, not many multilevel codes are available. Some of the existing line codes also suffer
from serious drawbacks regarding a lack of complying to input restrictions, small values of
efficiency, and great code complexity.
In this study, Markov models and values of channel capacity are presented for several
classes of restricted multilevel sequences which are thought to be of practical importance in
view of the channel input restrictions that these codes satisfy. Different coding methods are
used to construct low-complexity encoders and decoders for generating and decoding these
sequences with high values of efficiency, good error behaviour and favourable power
spectral densities.
OPSOMMING
Om effektief in die groeiende aanvraag na datakommunikasie teen hoe spoed met die
gebruikmaking van konvensionele kanale soas koaksiale kabels en gedraaide lynpare te
voldoen, het dit nodig geword om elke aspek van die kommunikasiestelsel teen redelike
koste te optimiseer. Die keuse van 'n lynkode is een van die belangrikste aspekte in die
ontwerp van 'n kommunikasiestelsel. Die lynkode bepaal die kompleksiteit, en dus oak die
koste, van verskeie stroambane in die stelsel. Dit het gaandeweg duidelik geword dat 'n
multivlak lynkode verkieslik is bo 'n binere kode in gevalle waar kommunikasie teen 'n hoe
tempo verlang word. Mgesien van ternere kodes is daar huidiglik nie baie multivlak
lynkodes beskikbaar nie. Sommige van die beskikbare kodes het oak emstige nadele wat
betref swak voldoening aan insetbeperkings, lae waardes van effektiwiteit, en hoe vlakke
van kompleksiteit.
In hierdie studie word Markovmodelle en waardes van kanaalkapasiteit aangebied vir
verskeie klasse van insetbeperkte multivlak sekwensies wat as tegnologies belangrik geag
word in die lig van die insetbeperkings wat hierdie sekwensies bevredig. Verskillende
koderingstegnieke word gebruik om eenvoudige enkodeerders en dekodeerders te konstrueer
wat hierdie sekwensies opwek en dekodeer met hoe waardes van effektiwiteit, goeie
foutgedrageienskappe en gunstige drywingspektraaldigthede.
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CHAPTER 1 : Introduction
The main argument in favour of the use of digital communications systems for the
communication of analog signals such as speech, is the higher signal-to-noise ratio
obtainable with a digital system. The analog waveform is sampled, and the value of each of
these points is represented by a binary number, typically 8 or 16 bits long. This
representation of the waveform is called pulse code modulation (PCM), These bits are then
transmitted serially, and the waveform is reconstructed at the receiver end. It is obvious that
the digitised version of the waveform has a much higher bandwidth than the original
waveform, since several bits have to be transmitted for each sampling point. In practical
communications systems, especially those utilizing metallic cables such as coaxial cables
and twisted wire pairs, bandwidth is of paramount importance, because this is what
determines how many channels can be fitted onto a single cable.
The question that now arises is: Is it not possible to find a tradeoff between the smaller
bandwidth of the analog waveform and the higher signal-to-noise ratio of the corresponding
PCM signal, such that the advantages of both signals are utilised to some extend? This
objective can be achieved by the use of multilevel line coding. With such a scheme, the
data bits of the PCM signal are mapped onto another signal which is still discrete or digital,
but with more than two possible signal levels, ie a pulse amplitude modulation (PAM)
signal. The method in which the PCM signal is mapped onto the PAM signal is referred to
as line coding. Apart from a reduction in bandwidth over the original binary PCM signal,
proper line coding can also ensure that the PAM signal has some desired properties, such as
frequent transitions between symbols and freedom from a zero-frequency component.
The object of this study was to develop such line codes with an information theoretic
approach, since these codes are often derived somewhat empirically.
In chapter 2, a general model of a digital communications system is presented. The signals
at various points in the system are defined, and the concept of a baseband communications
system is introduced. The system diagram and notation were kept very close to that
presented by Cariolaro et al [1], because this notation is again used in chapter 8, where
Cariolaro's algorithm is applied to find the power spectral densities of the new line codes
developed in chapter 6.
Chapter 3 presents a study of various transmission aspects in a baseband communications
system, with special reference to the ISDN subscriber loop. Effects such as noise and
intersymbol interference are discussed, together with digital signal processing units, such as
equalizers and echo cancelers.
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Chapter 4 can be seen as a chapter devoted to the information theory of multilevel
sequences. Markov models corresponding to multilevel sequences which satisfy various
classes of input restrictions are presented, together with methods for determining values of
channel capacity for these sequences. Several tables containing channel capacities are also
presented.
David Lin et al [2] rightfully remarked: "The first acquaintance with the alphanumeral soup
of line codes which have been considered for Basic Access digital subscriber loop use can
be a bewildering experience for a new-comer in this field." Chapter 5 provides a summary
of existing multilevel codes with four or more signal levels that was found through an
extensive literature search.
Chapter 6 presents the synthesis of eight new multilevel line codes. The Markov models
presented in chapter 4 were used as starting points for the synthesis of the new codes.
Different code construction algorithms were then applied to the Markov models to find the
codes.
A channel model which was used for determining the error behaviour of the new codes, as
well as some existing pseudoternary filled bipolar codes, are discussed in chapter 7.
Simulation results are then presented.
Chapter 8 provides an example to illustrate the algorithm of Cariolaro et al for calculating
the power spectral densities of line codes. The power spectral densities of the new codes are
then presented.
An overview and discussion of the first eight chapters are contained in chapter 8. In this
chapter results are discussed, and suggestions for further research are made.
Appendixes A to D provide summaries and discussions of the computer programs that were
used during the course of this study. Appendix E contains a list of the programs on the
included floppy disk.
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CHAPTER 2 : Baseband communications
In this chapter a brief description of the ISDN subscriber loop is given as an example of an
important baseband communications link. A general model of a line coder is then presented,
and the signals that occur at different points within the system are defined. The notation
adopted in this chapter will be used throughout the text.
2.1 THE ISDN SUBSCRIBER LOOP
One very important baseband communications system is the integrated services digital
. network, or ISDN system [2]. This system will eventually be standarised and able to cover
most locations in the world, similar to the current telephone system. In particular, the
standard user will be connected to the network via the ISDN basic access. The basic access
comprises of two 64k bits/second channels called Bvchannels, and a 16 kbits/second
signalling channel called a D-channel. The basic access is sometimes referred to as 2B+D.
The information transmission rate for 2B+D is 2 x 64 + 16 =144 kbits/second. The actual
line rate has been set at around 160 bits/second, where the extra 16 kbits/second is used for
synchronization and other maintenance information. The basic access communication takes
place in full duplex mode, and the existing telephone channel or twisted pair wire is used in
order to save costs. Furthermore, the user is connected directly to the nearest central office,
which can be as far away as about 7 km, without any regeneration of the signal. To achieve
this, complex digital signal processing (DSP) is used, making it neccesary to use very large
scale integration (VLSI) techniques when manufacturing the transceiver chips. The correct
choice of a line coding scheme can reduce the required performance and thus the
complexity of the DSP units, making the manufacturing of the transceivers easier and more
cost-effective.
2.2 MODEL OF A LINE CODING SYSTEM
Two fundamental classes of signals can be found in synchronous data transmission systems
[lJ:
(i) Continuous-time real-valued signals, where the time-domain variables, ie moments
in time at which the signals can undergo a change in amplitude, and range of possible
signal amplitudes. can be described by the real numbers, IR.
(ii] Discrete-time finite-valued signals, in which the time domain is of the form
Z(T) = L., -T, 0, T, 2T,.. }, ie the signals can only undergo a change in amplitude at the
times which are elements of the set Z(T). The possible amplitudes of the signal form a
finite set .% which is referred to as an alphabet when it consists of symbols, and a
dictionary when it consists of groups of symbols. The quantity T represents the spacing
5
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CHAPTER 2 : Baseband communications
between two consecutive values of the signal, and f =i represents the rate of the signal in
number of values per second.
Figure 2.1 shows a model of a line coder for a digital communications system [1] The
decoder is the image of this diagram:
A c
1 1
2 WORD 2
a SiP pis c DIGITALSOURCE f-MODULATOR
m
CODER n
FIGURE 2.1
Model of a coding system
The following signals occur in the system of Fig. 2.1:
(i) The source-symbol sequence, or the data transmitted by the source, which is the
signal aft), t E Z(T
s
) ' where T
s
is the source-symbol period. The alphabet A= {al, ..,aK} is
usually the binary alphabet, in which case K = 2 and ~= {D,I}.
(ii) The data is framed into blocks of a fixed length m by the serial-to-parallel converter
(SIP) to yield the source-word sequence
(2.1)
The dictionary ~ consists of all the possible groups of length m formed by the elements of
.A:; i.e. 9) is the mth extention of .A:; or 9) = J6ffi.
S S
(iii) The word coder maps every source-word onto a code-word of length n to yield the
code-word sequence,
(2.2)
The dictionary 9)c is in general a subset of the n-th extention of the code-symbol alphabet.
~ or 9) C ~n.
c
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(iv) The parallel-to-serial converter deframes the code-word sequence Ctt) into symbols.
The result is the code-symbol sequence, ctr), t E Z(T). For proper synchronization,
c
T = mT = nT.
s c
(v) The output of the digital modulator is the modulated signal, xtt): t E Z(T ), which is
c
the signal that is placed on the line.
The line coding scheme refers to all the processes from the serial - to - parallel converter to
the parallel to serial converter in Fig. 2.1. If all the possible n - tuples of the symbols of tI
are used by the word coder, i.e. if 9) = tin, then the line code is referred to as a saturated
c
code. If the code is not a saturated code, the remaining words can be used to transmit
framing information or to do error monitoring [3]. The mapping ratio is defined as
mR=-.
n
(2.3)
The radix of the line code is the cardinality of the code - symbol alphabet, ~ If the digital
modulator performs frequency - shift - keying, amplitude - shift - keying etc., the highest
frequency content of xtt) is in general much higher than the data rate, f
s
=i- .Such schemes
s
are often used in cases where the communications channel is a radio - frequency channel.
However, in some cases the channel has a low - pass characteristic with a cutoff frequency
that is close to, or even well below. the required data rate f
s'
If the digital modulator
performs pulse - amplitude - modulation (PAM) [4], then the minimum frequency range or
bandwidth that the channel must have to transmit the signal xtt) is f
x
=~ [1]. Thus if
c
R =I, then f = f, and if R> I, then f < f. In systems where PAM is used, the
x s x s
communications system is referred to as a baseband system.
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CHAPTER 3 : Transmission aspects of baseband corns
The subscriber connection to the ISDN central office is called the subscriber loop, or the
ISDN V-interface. The If-interface has most of the practical problems encountered in
baseband communications systems, thus a description of a V-interface transceiver would
cover most signal processing aspects of baseband communications. Fig. 3.1 shows a block
diagram of an ISDN V-interface transceiver [2].
TRANSMIT ~ LINE HSCRAMBlERf.-FlLTER CODER
1r 1"
LINE
- - HYBRID
ECHO
- CANCELER
1r
- EQUALIZER~ LINE ~ DESCRAMBLERDECODER ...
~
1"
TIMING
CIRCUIT
FlGURE 3.1
ISDN If-Interface transceiver structure
3.1 NOISE
Because of the fact that the twisted pair that forms the communications channel for the
U-interface is not screened, the signal that is transmitted on the line is subjected to additive
noise due to electromagnetic coupling between the twisted pair and various noise sources.
The most important sources of noise in the digital subscriber loop are the following [5]:
(i) Impulse noise occurs in the form of pulses, which result mainly from the operation
of central office equipment. This kind of noise is more prominent in cases where
electromechanical switching devices are used. The induced pulse amplitudes typically fall
in the range 10mV to 40mV. with durations of between 30ps and lOOps. The occurence of
the pulses can range between once every six seconds on some central office loop
terminations, to about once every three minutes at the subscriber premises.
(ii) Echo noise refers to reflections on the line as a result of discontinuous change in
line characteristics. This is similar to the reflection of light waves from mirrors or glass
9
CHAPTER 3 : Transmission aspects of baseband corns
edges, since the line is used to guide the electromagnetic waves which corresponds to the
signal. Factors that cause reflections to occur are frequency variability of line characteristic
impedances, incorrect line characteristic impedances, guage changes and bridged taps.
Bridged taps are open-ended lines which branch out from the main line. A reason for the
existence of bridged taps is a lack of a priori knowledge about the distribution of future
subscribers at the time of the laying of the cable [2]. Echo noise also refers to echoes
caused by imperfect isolation in the hybrids. This will be described in more detail under the
heading 'hybrid'.
(iii) Near-end crosstalk and far-end crosstalk (NEXT and FEXT). Fig. 3.2 shows a
simple representation of the NEXT and FEXT mechanisms between two digital subscriber
loops [2]. NEXT and FEXT are the crosstalk between cable pairs in a multistrand cable
which contains many such twisted pairs.
TRANSCEIVER I r TRANSCEIVER
'"
NEX) ~
TRANSCEIVER I TRANSCEIVER
FlGURE 3.2
NEXT and FEXTmechanisms
NEXT refers to the crosstalk disturbance of the outgoing signal of one transceiver on the
incoming signal of another transceiver nearby. Similarly, FEXT refers to the effect of that
same disturbance on the outgoing signal. FEXT levels is much smaller than NEXT levels,
because the FEXT is attenuated along the line together with the signal it disturbs. NEXT is
considered to be the dominant source of noise in the digital subscriber loop [6], especially
for frequencies above 20kHz [5]. NEXT can be modeled as additive noise with a Gaussian
amplitude distribution [7]. The NEXT power transfer function can be approximated as
Kf312, where f denotes frequency and K is a constant. The value of K is typically in the
c c
range 10-14 to 10-13 [2].
3.2 INfERSYMBOL INfERFERENCE
The transfer function of the DSL varies widely between different loops. However, the loops
11"\
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have bandpass characteristics with a low-pass cutoff frequency of around 100 kHz and a
high-pass cutoff frequency determined by the transformer coupling between the transceiver
and the line. It is mainly the low-pass characteristic of the channel that causes intersymbol
interference osn. If the channel is an ideal, bandlimited channel which is bandlimited to
the frequency W, then the transfer function of the channel is [8] :
{
I ; Iwl < W
BGw) =
0; lwl '?:.W
The bandlimited pulse can then be used, with a frequency content of
{ ~; Iwl <WGGw) = 0; Iwl '?:.W
Such a pulse has the shape of the well - known sine function in the time domain:
sin(Wt)
gf t ) = Wt
(3.1)
(3.2)
(3.3)
This function is not limited to the time interval of the original pulse, but can still have a
noticable amplitude at the receiver after two or three time intervals. This causes every pulse
to interfere with other pulses. This effect is called intersymbol interference. Another kind of
lSI is controlled lSI, which is used in partial response signalling [8].
3.3 EQUALIZER
Fig. 3.3 shows a structure of the block labeled 'equalizer' in the transceiver structure of
Fig. 3.1. If we assume that all lSI and other forms of echo are effectively cancelled by echo
cancellers, then the input signal to the slicer is [8]:
Q(t) =x'(t) + ntt), t E Z(T
c
>' (3.4)
Here x'(tl denotes the modulated signal from the line coder at the other end of the channel,
xlt), after it is attenuated by the channel. T is the code - symbol period and ntt) is the
c
additive channel noise. Suppose ntt) is white Gaussian noise with power spectral density
Soljw) =NO' If there is no receive filter. i.e. if the transfer function of the receive filter is
] I
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from
h)brid
RECEIVE
-
~- OCt) J c'Ct)
-SAMPLER ..FILTER SLICER To decoder
Timing tone
FIGURE 3.3
Equalizer structure
Ftco) = 1, then the power E[ Inlt) 12] in ntt), t E Z(T ) is infinite. This means that the signal
c
ctt) is swamped by the noise. If, however, the receive filter is an ideal, lowpass filter with
cutoff frequency W:
FGw) = K rectfco.W), (3.5)
where K is a normalizing constant, then the variance of the noise samples at the slicer input
is [8]:
2
2 2 WNoK,
o: = E[ In(t) I ] = ;r 0.6)
It is clear from <3.6) that the noise samples at the input of the slicer becomes smalIer if the
bandwidth of the receive filter, W, 'is made smaller. However, W cannot be made arbitrarily
smalI, for a value of W that is too small will both introduce more lSI and remove more
frequency components from the signal, rounding the pulse shapes and closing the eye
pattern. The slicer is a decision device which views every symbol of Q(t) and makes a
decision on which allowable symbol it represents. The output of the slicer is c'(t), t E Z(T ),
c
which equals the code - symbol sequence eft) except that some symbols have changed due
to the additive channel noise (wrong decisions made by the sliced,
The receive filter is often designed for the filter and channel in parallel to have a flat
frequency response up to W, where W > Wch' the low-pass cutoff frequency of the channel.
To achieve this, all frequency components in the range Wch to W is amplified. This means
that the noise in that frequency range is also amplified, causing noise enhancement, which
can be reduced by the use of the nonlinear decision feedback equaliser. If the channel
response is not known a priori. then adaptive equalisers are used, as in ISDN systems.
12
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3.4 THE HYBRID
The hybrid is also known as a two - to - four wire converter. It is used to merge the two
directions of transmission, making full - duplex communication on a single twisted pair
possible. Fig. 3.4 shows the diagram of a hybrid [2,8] :
TRANSMIT
yet)
R
I Two wire
Four
wire
RECEIVE
c +I---------~
r(t) + )(t)
FlGURE3.4
Hybrid diagram
The modulated transmit signal y'(t) is voltage - divided by the series combination of the
resistor R and the transformer, which has an impedance Zo' the characteristic impedance of
the line. The resulting component of y'(t) on point A is :
Zoy' (t)
yt t ) =---
Zo + R
(3.7)
The received signal x'(tl also appears on point A, so that the signal on point A is:
VA = ytt) + x'(t). (3.8)
The transmit signal y'(t} is also fed through a second voltage divider, i.e. the series
combination of Rand ZB. The resulting signal on point B is an estimate of ytt):
13
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(3.9)
The signal on point Cis:
(3.10)
The quantity (ytt) - y(t» is the 'echo' component of the transmit signal that 'leaks through'
to the receive port, point C. It is clear from (3.7) and (3.9) that if ZB = Zo' the transmit and
receive signals will be perfectly isolated. However, due to the difference in channel
characteristics, this is hardly ever possible in practice. An echo canceller is then used to
estimate and subtract the echo component of the transmit signal from the receive port.
3.5 ECHO CANCELLER
The echo canceller is basically a digital filter that is used to estimate the transmitted signal's
echo signal and then subtract it from the receive signal. Fig. 3.5 shows a diagram of such a
filter with n taps:
y<t>-y<1;>
F1GURE 3.5
Echo canceller with n taps
The input to the filter is the modulated transmit signal, ylt). The filter simulates the transfer
characteristics of the channel, and the output is an estimate of the total echo component of
vtt) (from both near - end and far - end hvbrids). The filter coefficients ao- a and bo- b. • n 11
14
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are adjusted to simulate the channel as accurately as possible. The blocks denoted by z'
each represents a time delay of v seconds. The very high required performance of the
canceller (50 to 70dB cancellation may be required) makes it neccesary for precision
devices and many filter taps to be used [2,8]. It is often neccesary for the canceler filter
coefficients to be adaptive as in the case of the equalizer.
3.6 TIMING RECOVERY
It is neccesary to have knowledge of the encoder clock signal at the receiver in order to
synchronise the receiver with the input signal and to sample each received symbol at the
correct instant. One method is to transmit an external clock signal to the receiver. This
method can be very expensive because additional transmission circuits is required. A clock
component can also be added to the line. However, apart from additional bandwidth or
power needed [8], this method can have other adverse effects like the cancellation of the
clock by the data [3]. The method that is most commonly used comprises of deriving the
clock signal from the received signal.
The two fundamental types of timing recovery are deductive and inductive [8]. Figure 3.6
shows a block diagram of the deductive timing recovery process.
«». TIMING PHASE TIming tone to slicer ...
-
-
TONE
-
LOCKED
-
From line DE1ECTOR LOOP
FIGURE 3.6
Deductive timing recovery
In this kind of timing recovery, a timing tone is derived directly from the received signal.
The average frequency of the timing tone is exactly equal to the symbol rate. However, the
phase may not always be exactly correct, causing timing jitter. Timing jitter causes the
received signal to be sampled at suboptimal times. An additional phase-locked-loop (PLLl
can be used to reduce the timing jitter, as in Fig. 3.6.
A diagram of the inductive timing recovery process is shown in Fig. 3.7. Inductive timing
recovery uses a feedback loop with a PLL. In deductive timing recovery, the PLL was an
added optimization. In inductive timing recovery the PLL is an integral part of the system.
Both the timing recovery methods places requirements on the statistics of the received
signal to be able to perform to specifications. Specifically. the received signal should have
15
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To slicer
-....
R(t) /' ESTIMATE . LOOP
- TIMING - FILTER
- ~~ ....
-ERROR
Timing tone
yeO
--
--
FIGURE 3.7
Inductive timing recovery
frequent transitions between symbols. The further apart the transitions are, the greater the
timing jitter will be.
3.7 BASELINE WANDER
Two simple AC-coupling networks is shown in Fig. 3.8 [3] :
+
x(t) x' (t) x(t)
1: 1
+
X' (t)
For both these networks we have:
t
1 1 fx'(t) = ') xtt) - - x'(x) dx ,
_ r
o
FIGURE 3.8
AC Coupling networks
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where r == 2RC or 2~ . The second term on the right-hand side of (3.11) denotes the
distortion introduced by the AC-coupIing network, also known as baseline wander. In a
digital system it is due to the accumulated disparity or running digital sum (RDS) of. the
code sequence.
In order to keep the baseline wander effect within required limits, r should be made large
enough, or the code sequence should have tight limits on the values of the RDS. To make r
large, L or C must be made larger, which means increased size and cost. The second
alternative is more feasible, as coding can be used to guarantee limits on the possible values
of the RDS.
3.8 SCRAMBLERS
Whenever the line coding scheme does not provide a guaranteed limit on the values that the
RDS can assume, or a guaranteed minimum frequency of transitions between symbols, data
scramblers can be used to improve the situation.
A scrambler is used to convert an arbitrary binary sequence into a binary sequence with a
quasi-random character [9]. A quasi-random signal satisfies the following:
(i) The number of zeros and the number of ones are approximately equal in a
given period.
n
(ii) The probability of appearance of any sequence of length n is (~) .
(iii) The autocorrelation is similar to that of white noise, i.e. a delta function.
An n-stage feedback shift register can be used to construct a scrambler [9]. With the right
feedback, such a register can produce a sequence with the maximum possible period (2n-1).
If n is chosen large enough, the sequence appears to be a quasi-random signal. There are
two fundamental ways to build a scrambler utilizing the sequence from such a register. The
distinction is made between self-synchronizing scramblers and reset scramblers. Fig. 3.9
shows a diagram of a self - synchronizing scrambler and descrambIer. The blocks in Fig.
3.9 each denotes a delay of one bit period. The coefficients d}, d2,... ,dn are either one or
zero, depending on whether the corresponding output of the register forms part of the
feedback function. The feedback sequence is denoted by rtt), t E Z(T ) and the information
s
(data) sequence by att), t E Z(T). This type of scrambler is used if there is no way to
s
transmit special synchronizing characters to the receiver. The main drawback of this
scrambler is that certain periodic data signals may still lead to undesirable sequences at the
17
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aCt)
Scrambler
bet)
CHANNEL
b( t)
aCt)
Descrambier
FIGURE 3.9
A self - synchronizing scrambler
output of the scrambler. Another problem is that isolated channel errors may lead to more
than one data error at the decoder output.
Monitoring circuits can be used with the scrambler to prevent periodic signals with a period
shorter than m bits to occur. Depending on the line code, such sequences could cause
spectral lines or a zero - frequency component to appear (eg the 281Q line code described
in chapter 5>' A monitoring circuit monitors the contents of the register, and changes a
feedback bit when a short periodic signal is detected. A similar circuit at the receiver
detects the change and remove the effect of the monitoring circuit. This method is only
meaningful if certain periodic input signals are to be expected. If the input signal is already
a quasi-random signal, this circuit can with equal probability have a favourable or
unfavourable effect.
Fig. 3.10 shows a diagram of a reset scrambler. This type of scrambler is used when the
transmission of synchronization characters are possible. The signal rtt) is now independent
of the information signal att). The reset pulse is applied to both the scrambler and the
descrambler at the same time. synchronizing them. In this case no error multiplication
because of the scrambler occurs.
18
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Reset pulse
CHANNEL
a(t)
Descrambler
FIGURE 3.10
A reset scrambler
It should be noted that theprobabiJity for any sequence to occur after scrambJing is still
(~)n. This means that undesirable sequences can still occur with finite probability, a point in
favour of line codes which comply to tight input restrictions.
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CHAPTER 4 : Markov models and channel capacity
In this chapter information theoretical aspects of sequences that is suitable for transmission
over a baseband communications channel is taken under consideration. Paragraph 4.1
describes the input restrictions that is common for such communications channels. The
concepts of information and channel capacity of discrete noiseless channels are considered
in paragraph 4.2. Three methods for determining channel capacity, together with values of
capacity for some classes of multilevel input restricted channels are discussed in
paragraphs 4.3 to 4.5.
4.1 INPUT RESTRICTIONS
In order to ensure that the discrete communications channel is able to carry the coded
sequence with a low probability of error, the code sequence should generally comply to one
or both of the following input restrictions [3] :
(i) Spectral null at zero frequency:
Since most communications channels utilizing metallic cables such as coaxial cables and
twisted pairs employ transformer coupling to make power feeding possible, the coded
sequence should contain no zero frequency components, and have relatively small
low - frequency contents.
The instantaneous accumulated charge or running digital sum (RDS) of a code sequence of
length l is defined as:
l
r l =L C<kTc) '
k=l
(4.1)
The difference between the maximum and minimum values of r l for all values of l is
called the digital sum variation (DSV). The parameter C is defined as [10]:
C = max I r l I
l
I · .. I 0 I C DSVt symmetry exists WIt 1 respect to r l = . t len = -2- .
(4.2)
Pierobon [11] proved that the spectrum of the code sequence Ic } vanishes at zero
k
frequency if and only if the RDS. or C, is bounded. C should also be bounded to keep the
effects of baseline wander to a minimum.
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(ii) Runlength restrictions:
The code sequence should have frequent transitions between symbols to enable the clock
signal of the encoder to be derived from the code sequence at repeaters or at the receiver.
The parameters Lmax and Lmin denotes the maximum and minimum runlengths of any
symbol between transitions. When these parameters are used with a symbol as subscript,
(eg L~ax), it denotes the maximum or minimum runlength of that symbol (ie '0').
4.2 INFORMATION AND CHANNEL CAPACITY.
The output of a discrete information source can be viewed as consisting of messages, each
consisting of a sequence of symbols. Not all messages contain the same amount of
information [12]. If the information source can emit one of q possible messages s , s , ...,s ,
with probabilities of occurence p , p , ... ,p , then the amount of information conveyed b}
1 2 q
the message s is defined as :
k
1I(s ) = log(~ )
k 'Pk
(4.3)
It is clear from (4.3) that a message with a high probability of occurrence has a small
information content, and vice versa. The base of the logarithm in (4.3) determines the unit
assigned to the information. If the base is 2, the unit is bit. If two possible messages sand
1
s occur with equal probability p =p =0.5, then each message conveys -log (0.5) = 1 bit
2 1 2 2
of information. This property makes the bit a suitable measure of information in cases
where the information source is binary, emitting one of two binary digits (0 or 1) with equal
probability.
If the information source emits a long sequence of L symbols in a statistically independant
manner, then the symbol s will occur approximately p f times in the sequence. If we treat
k k
symbols as messages of length one, then the information content of the symbol s is
k
-log (p). Hence the p f occurences of s contributes an information content of
2 k k k
-p flog (p ) bits. If the source emits q possible symbols, then the total information content
k 2 k
of the sequence is :
q
I -'- ""total L.J
i = 1
tp log (l)
i 2 P.
I
bits. (4.4)
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The channel capacity of a noiseless, discrete, input restricted communications channel is
defined as [13] :
log N(l)
H = Lim 2 bits/symbol,
l ~ 00 l
(4.5)
where N(l) denotes the number of possible unique sequences of length l satisfying the
input restrictions of the channel. As the unit indicates, H denotes an upper bound on the
average information content of a symbol in long sequences. The amount of information
conveyed with each symbol depends on the mapping ratio, R, as defined in (2.3). Thus H is
the highest value of R that can be achieved by any encoder that generates a sequence
suitable for transmission over the channel. The sequence utilization efficiency of a coding
strategy is defined accordingly as [10]:
R
'1 = -x 100%.
H
(4.6)
The value of channel capacity for a channel with input restrictions can be determined in
three ways, namely by enumerating the number of allowed sequences N(l) for large values
of L, by finding a recursion formula for N(l) in terms of N(l - 1), N(l - 2), ..., or by using
the Markov model corresponding to the allowed sequences. These methods are described in
detail in the following sections.
4.3 ENUMERATING MULTILEVEL SEQUENCES.
Consider a quaternary (four-level) sequence consisting of the symbols +3, +1, -1, and -3.
The symbols for this and the other sequences considered later was chosen such that
symmetry about the zero signal level, and the same Euclidean distance between adjacent
signal levels are maintained. If the sequence is to be transmitted over a channel with an
input restriction C =2, the Markov model for the sequence is shown in Fig 4.1. Such a
sequence is referred to as a charge - constrained (CC) sequence. In the graph every node
corresponds to a value of accumulated charge or running digital sum (RDS), therefore the
RDS is the state variable for the graph. A quaternary symbol is associated with each edge,
and is the corresponding output symbol when the edge is traversed. It can be noted from the
graph that although no runlength restrictions are imposed directly by the channel input
restrictions, the runlengths are indirectly limited by the bounds on C. From inspection,
Lmax =Lmax =4, and Lmax = Lmax =1.
-I +1 +3-3
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-3
AGURE 4.1
Markov model for the quaternary sequence with C =2
Let N ([) denote the number of possible unique sequences of length [ satisfying the
k
channel input restrictions with a RDS value of rL=k.
It is clear from Fig 4.1 that
N. 2(l ) =No(1) = N2(l ) =2, and
N.I(l) =NI(l) =3.
Furthermore, from inspection of the Markov model,
N_/l> =No(l) =Nz<[) =N_l([- 1) + Nl(l- 1), and
N.
l
(l> =N
l
([) = N_2(l - 1) + No(l - 1) + N2 ([ - 1)
A computer program was written to determine N([) for different values of
program, (4.7) and (4.8) were used as initial values for (4.9) and (4.10) to
N UL -C s k ~ C. To obtain NUL the formula
k
(4.7)
(4.8)
(4.9)
(4.10)
[. In this
determine
C
NU)=I
k = -C
N U)
k
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was used. The program was also used to find N(l) for similar sequences with values of C of
3,4, and 5 respectively. Equation (4.5) was then used to find values of H that approach the
correct values as L is made larger. Table (4.1) lists values of N(l) and approximate values
of H for quaternary sequences with C =2, 3, 4, and 5, and for increasing values of i.
Special programming had to be done to handle the very large numbers in Table 4.1. The
program is described in Appendix A.
C l N(l) Approximate H
2 10 3.8880000 E 0004 1.5247
100 4.0414664 E 0039 1.3157
500 1.7249742 E 0195 1.2971
1000 5.9510719 E 0389 1.2948
10000 2.8524755 E 3891 1.2927
3 10 3.5503800 E 0005 1.8437
100 9.7660070 E 0047 1.5942
500 4.0687420 E 0236 1.5720
1000 2.4218047 E 0472 1.5692
10000 2.1299031 E 4716 1.5667
4 10 1.2147220 E 0006 2.0212
100 2.7766500 E 0052 1.7421
500 3.0459336 E 0258 1.7173
1000 1.0813566 E 0516 1.7142
10000 8.6784490 E 5151 1.7114
5 10 2.5771440 E 0006 2.1297
100 9.9744790 E 0054 1.8270
500 8.7993937 E 0270 1.8001
1000 7.5232589 E 0540 1.7968
10000 4.4829350 E 5399 1.7937
TABLE 4.1
Approximate values of H for quaternary charge limited
sequences
The approximate values of H in Table 4.1 were plotted against l for the sequences with
C =2. This graph is shown in Fig 4.2. The dotted line represents the correct value of H,
namely 1.2925 bits/symbol. It is clear from the graph that the approximate values of H
become more accurate as l is made larger.
r
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FlGURE4.2
Graph of approximate values of H against l for quaternary sequences
with C =2.
4.4 RECURSIONS AND THE CHARACTERISTIC EQUATION
In this paragraph two methods of determining channel capacity by means of finding a
recursion formula for a restricted sequence is described. The difference between the
methods lies in the way in which the characteristic equation is obtained. In paragraph 4.4.1
a recursion formula corresponding to the Markov model of Fig. 4.1 is obtained by
inspection of the Markov model and a trellis diagram. This calculation is then extended to
the more general q - nary case (q even) with C =~. Paragraph 4.4.2 presents a method for
deriving the characteristic equation for a charge - constrained (CC) q - nary sequence with q
even for any value of C by finding a set of recursion formulas, one corresponding to each
value of RDS. In paragraph 4.4.3 a similar method for calculating H for CC q - nary
sequences (q odd) is discussed.
4.4.1 Direct determination of the recursion formula
The channel capacity corresponding to the Markov model of Fig 4.1 will now be calculated
by using recursions and finding the characteristic equation. Similar techniques were used by
Tang and Bahl [14] for determining the channel capacity of q - nary runlength - limited
sequences. Fig 4.3 shows a trellis diagram corresponding to the Markov model of Fig 4.1.
26
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k
FIGURE 4.3
Trellis diagram corresponding to the Markov model of Fig 4.1.
In this diagram, each horizontal level represents a charge level or value of RDS, while time,
or t, progresses along the x - axis. A similar diagram was presented by Norris and
Bloomberg [15] for (d.k.c) binary sequences. The diagram originates from the state rL=0
with a +1 output. It is interesting to note that the diagram repeats itself after every second
symbol interval. From inspection of the trellis diagram, it can be seen that there are always
six unique paths from each node in the diagram to a node two symbol intervals later.
Remembering (4.11), this observation can be written as
N(l) =6 N(i - 2).
The formula of (4.12) can also be derived more analytically as follows:
From (4.7) and (4.8) :
N.2(l) =No(l) = N2(l), and
N.1(l) =N1(l).
Hence N.2(l) + No(l) + N 2(l) = 3 No(l), and
N-I (l) + N1(l) = 2 N1(l).
Substituting (4.15) and (4.16) into (4.11) :
(4.12)
(4.13)
(4.14)
(4.15)
(4.16)
(4.17)
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From (4.9), (4.10), (4.15) and (4.16):
NO(l) = 2 (3 NO(l- 2», and
N1(l) =3 (2 N1(l- 2».
By substituting (4.18) and (4.19) into (4.17), (4.12) is obtained:
N(l) = 6 [3 No(l- 2) + 2 N1(l- 2)]
N(l) = 6 N(l- 2).
(4.18)
(4.19)
(4.12)
Equation (4.12) is a recursion formula for N(l) corresponding to the Markov model of
Fig. 4.1. If zl = N(l) is substituted into (4.12), i.e. if the z - transform is applied to (4.12) :
By multiplying (4.13) with i - l:
l=6
(4.13)
(4.14)
Equation (4.14) is the characteristic equation for the sequences corresponding to the Markov
model of Fig 4.1. The channel capacity corresponding to the Markov model of Fig 4.1 can
be calculated by
H = log )-rrnx'
2
where~ is the largest real root of (4.14) [13].
For the case under consideration,
H =log (.;-6) =1.29248 bits/symbol.
2
(4.15)
(4.16)
A more general version of (4.14) can be derived for charge - constrained q - nary
sequences, similar to the quaternary sequences corresponding to Fig 4.1, with C =~. The
symbols that the sequences consists of, are all the odd integer values of s, where
-2C + 1 $ s $ 2C - 1. Formulas similar to (4.9) and (4.10) for the previous case were found.
They are:
28
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and
Substituting (4.17) and (4.18) into (4.11) :
From (4.17), (4.18) and (4.19),
C
N(l) = C (C + 1) L
k = -C
N (l - 2) =C (C + 1) N(l - 2).
k
(4.20)
Equation (4.20) is the recursion formula for N(l) for the class of sequences under
consideration. When the z - transform is applied to (4.20):
2
so that z = C (C + 1). (4.21)
Equation (4.21) is the characteristic equation corresponding to the q - nary sequences with q
even and C = l Note that equation (4.12) can be obtained from (4.21) by setting C =2.
4.4.2 Capacity of CC q - nary sequences with q even
In some cases a homogeneous set of recursion formulas can be derived instead of a single
recursion formula for N(l). The characteristic equation can then be obtained by entering the
coefficients of the set of equations into a square matrix, and determining the characteristic
equation of the matrix. Similar techniques were used by Norris and Bloomberg [15] for
charge - constrained, runlength - limited binary sequences, and by French et al [11] for
(D,K) - constrained multilevel sequences where the minimum and maximum runlengths of
the different symbols are bounded independently. The class of charge - constrained q - nary
sequences (q even) which are charge - constrained to arbitrary values of C is now
considered. The symbols that these sequences consists of, are the values of s, where
29
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(4.22)
Using (4.22) a recursion formula for Nk (l) can be written:
q
Nk(l) =L Nk+2i_q_lu - 1); -C s k s C.
i = 1
After applying the z - transform to (4.23) and re - arranging:
q
£1 I Nk+2i_q_l - Nk = 0; -c s k s C.
i = I
(4.23)
(4.24)
Equation (4.24) Is a set of 2C + 1 homogeneous equations. If the coefficients of
Nk, k = -C, -C+ 1, .. ,C are entered into the square matrix B, then the channel capacity is
H = log A , where A is the largest real eigenvalue of the matrix B.
2 max rrax
Sequences corresponding to the Markov model of Fig 4.1, ie quaternary sequences with
C =2 forms part of the class of sequences just considered, and can thus be used as example
for illustrating the procedure. Substituting q =4 and C =2 into (4.24) :
-1 -1 N -I N -I N N 0
z N_s + z -3 + z -I + z 1 - -2 =
-1 -1 N -1 N -1 N N 0
z N-4 + z -2 + z 0 + Z 2 - -1 =
-1 -1 N -1 N -1 N N - 0
z N_3 + z -I + Z I + Z 3 - 0-
-1 T -1 N -1 N -1 N N - 0
Z N-2 + z 0 + Z 2 + Z 4 - 1-
-I -I N -I N -1 N N 0
Z N_ 1 + Z 1 + Z 3 + Z 5 - 2 = (4.25)
Remembering that Nk = 0 for k ~ -C and k ~ C, and entering the coefficients of Nk in the
equations of (4.25) into the matrix B such that the coefficients of N_c is entered into the
first column of B, the coefficients of N_C+1 is entered into the second collumn etc., then B
can be written :
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-1 -I 0 -I 0z z
-1
-1 -1 0 -1z z z
B= 0 -1 -1 -1 0 (4.26)z z
-1 0 -1 -1 -1z z z
0 -1 0 -1 -1z z
Evaluating det(B) = 0, the characteristic equation is obtained:
(4.27)
Equation (4.27) is identical to (4.12), since the same class of sequences was considered in
both cases.
4.4.3 Capacity of CC q - nary sequences with q odd.
Consider a quinternary (5 - level) sequence consisting of the symbols -2, -1, 0, 1, and 2. If
the sequence complies to input restrictions C = 1 and Lorrax = 1, then the Markov model for
the sequence is shown in Fig 4.4. In this case, Lorrax can be varied independently of C, since
the symbol '0' does not contribute to the RDS of a sequence.
+1
+2
-1
+1
-2
FIGURE 4.4
Markov model for the 5 - level sequence with C = 1 and LO" = 1.
Figure 4.5 shows the trellis diagram corresponding to the Markov model of Fig ..t.4. The
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k
FlGURE4.5
Trellis diagram for 5 - level sequences with C = 1 and LO" = 1.
diagram originates from a + 1 output. Consider a class of charge - constrained q - nary
sequences (q odd) with arbitrary values of C and LOX, and with Ltn =O. The symbols that
these sequences consist of, are all the integer values of s, where
L-q/2J ~s~ Lq/2J. (4.28)
The sequences corresponding to Fig 4.5 fOnTIS a special case of this class of sequences with
q =5, C = 1, and LoX = 1. From (4.28) and inspection of Fig 4.5 :
k =-C, -C+l, .. , C.
Applying the z - transform to (·"'29) :
32
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Lq/2J
-1
z
s=- Lq/2J
k = -C, -C+1, .. , C.
Lq/2J
£P I Nk _s - L
P - 2s=- Lq/2J -
£P N - N = O'k k '
(4.30)
Equation (4.30) is a set of 2 C + 1 homogeneous equations similar to (4.24), and the
channel capacity can be obtained in the same way as in the previous example. In particular,
if the sequences corresponding to the Markov model of Fig 4.4 are considered, then the
matrix B can be written as:
B=
-1
-1 -2
z +z
-1 -2
z + z
-1 -2
z + z
-1
-I -2
z +z
-1 -2
z + z
-I -2
z + z
-1
(4.31)
The characteristic equation for this case is :
6 4 3 2
-z + 3 z + 8 z + 9 z + 6 z + 2 =0
After solving (4.32), the channel capacity was obtained as H =1.45 bits/symbol.
4.5 MARKOV MODELS AND VALUES OF CHANNEL CAPACITY FOR
RESTRICTED MULTILEVEL SEQUENCES.
(4.32)
For any class of q - nary constrained sequences, the value of the channel capacity can also
be obtained by first constructing the corresponding Markov model. The connection matrix.
A, is then found, where a.. is the number of edges in the Markov model from state i to state
I)
j. The channel capacity can then be calculated by [13]:
H = log;" ,
2 mIX
where ). is the largest real root of the equation
max
det [A - j.. I] =o.
(4.33)
(4.34)
This was also done by Ferreira ct (If [10] for some classes of constrained ternary sequences.
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The connection matrix corresponding to the Markov model of Fig 4.1 is :
0 1 0 1 0
1 0 1 0 1
A= 0 1 0 1 0
1 0 1 0 1
0 1 0 1 0
The eigenvalues of A are
calculated from (4.33) as :
(4.35)
0, -2.4495 and 2.4495. Thus the channel capacity can be
H = log (2.4495) = 1.2925 bits/symbol,
2
which corresponds to (4.16).
(4.36)
Values of channel capacity were calculated in this way for q - nary sequences with
4 ~ q ~ 7, and for three classes of input restrictions. The classes are charge - constrained
(CC) sequences, runlength - limited (RLL) sequences, and charge - constrained, maximum
runlength - limited (CCMXRLL) sequences. Computer programs were written to automate
this process. These programs are discussed in Appendix A. Values of H for CC, RLL, and
CCMXRLL sequences are presented in paragraph 4.5.1, 4.5.2, and 4.5.3, respectively.
4.5.1 Charge - constrained sequences.
Values of channel capacity for CC sequences are presented first. These sequences can be
completely characterised by the 2 - tuple (q, C) if q is even, and by the 3 - tuple
(q, C, LOX) if q is odd, since the symbol '0' does not contribute to the value of the running
digital sum or accumulated charge. The sequences corresponding to the Markov model of
Fig 4.1 are CC sequences with (q, C) =(4, 2), while the sequences corresponding to Fig 4.4
are CC sequences with (q, C, LOX) = (5, 1, 1). In general, for CC sequences and for any
symbol s :
Lmax =L2Cjs J' s ;t 0
s
(4.37)
The general Markov model for quaternary CC sequences, ie (q.C) = (4, C) sequences, is
shown in Fig 4.6. Fig 4.1 is obtained from Fig 4.6 if C =2. Values of channel capacity for
CC quaternary sequences is tabulated in Table 4.2 for various values of C.
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C 2 3 4 5 6
H 1.2925 1.5665 1.7111 1.7934 1.8448
C 7 8 9 10 00
H 1.8791 1.9031 1.9207 1.9338 2.0000
TABLE 4.2
Values of H for CC quaternary sequences.
Fig 4.7 shows a general Markov model for CC quinternary (5, C, L()'} sequences. In the
case where C = 1 and La = 1, Fig 4.7 reduces to Fig 4.4, corresponding to
(q, C, La) =(5, 1, 1). Table 4.3 shows values of capacity for sequences corresponding to
Fig 4.7 for different values of C and La'
A Markov model for CC six - level sequences with C =3, ie (q, C,) =(6, 3) sequences, is
shown in Fig 4.8. Extention to higher allowed values of C follows naturally. Values of H
for these sequences are tabulated in Table 4.4.
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FIGURE 4.6
General markov model for CC quaternary sequences
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General Markov model for CC 5 - level sequences.
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Lmax
0
1 2 3 4 5 00
C
1 1.4500 1.5458 1.5726 1.5809 1.5836 1.5850
2 1.8967 1.9581 1.9720 1.9754 1.9762 1.9765
3 2.0566 2.1084 2.1192 2.1216 2.1221 2.1223
4 2.1320 2.1797 2.1893 2.1913 2.1917 2.1919
5 2.1736 2.2192 2.2281 2.2299 2.2303 2.2304
00 2.2716 2.3125 2.3201 2.3216 2.3219 2.3219
TABLE 4.3
Values of channel capacity (bits/symbol) for charge-constrained
quintemary sequences.
C 3 4 5 6 7
H 1.7925 2.0283 2.1741 2.2704 2.3361
C 8 9 10 11 12
H 2.3831 2.4180 2.4445 2.4651 2.4815
C 13 14 15 16 00
H 2.4948 2.5056 2.5146 2.5222 2.5850
TABLE 4.4
Values of H for CC six - level sequences.
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+5
FIGURE 4.8
Markov model for (q, C,) = (6, 3) sequences.
Figure 4.9 shows a general Markov model for CC seven - level sequences,
ie for (q, C, L~) =(7, C, Lo)sequences. Values of H for these
sequences are tabulated in Table 4.5.
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FIGURE 4.9
General Markov model for CC seven - level sequences.
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Lmax
0 1 2 3 00
C
2 2.1579 2.2043 2.2135 2.2159
3 2.4106 2.4456 2.4516 2.4529
4 2.5357 2.5655 2.5703 2.5713
5 2.6058 2.6338 2.6381 2.6389
6 2.6498 2.6764 2.6803 2.6810
7 2.6790 2.7047 2.7085 2.7091
00 2.7809 2.8037 2.8068 2.8074
TABLE 4.5
Values of channel capacity (bits/symbol) for
charge-constrained seven-level sequences.
4.5.2 Runlength - limited sequences.
The class of sequences without any RDS constraints, but with runlength - limitations
(RLL sequences) is considered in this section. These sequences can be completely
characterised by the 3 - tuple (q, Lmin, Lmax). The general Markov model for a quinternary
RLL sequence is shown in Fig 4.10. The state variables are the entry symbol, and the
current runlength of the entry symbol. The models for RLL sequences with other values of
q are similar to Fig 4.10. The valuesof channel capacity can easily be obtained by using the
recursion formula derived by Tang and Bahl [14] for q - nary RLL sequences:
Lmax_1
NU) = (q - 1) I ;-":u - i - 1)
i=Lmin-1
After applying the z - transform :
Lmax_1
~ -i-1(q - 1) LJ z - 1 =0
41
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Hcan then calculated by H =log). , where). is the largest real root of (4.39).
2 max max
. FIGURE 4.10
General Markov model for RLL quintemary sequences
For the special cases where Lmax =Lmin =1, the Markov model is a regular graph of order
q, ie a graph with one edge from each state to each other state. From (4.39) and [17] the
largest eigenvaluev A , of such a graph equals q - 1. Thus, for these cases, H can be
max
calculated by :
H =log ). =log (q - 1).
2 max 2
(4.40)
=
Tables 4.6 to 4.9 contain values of channel capacity for RLL sequences with 4,5, 6, and 7
signal levels respectively for different values of Lmin and Lmax.
4.2
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LntaX 1 2 3 4 5 6 00
Lmin
1 1.5850 1.9227 1.9824 1.9957 1.9989 1.9997 2.0000
2 0.7925 1.0730 1.1543 1.1835 1.1950 1.2034
3 0.5283 0.7524 0.8313 0.8654 0.8982
TABLE 4.6
Values of channel capacity (bits/symbol) for runlength-limited quaternary sequences.
Lmax
!
1 2 3 4 5 6 00 I
Lmin I
1 2.0000 2.2716 2.3125 2.3201 2.3216 2.3219 2.3219
2 1.0000 1.2528 1.3210 1.3437 1.3520 1.3570
3 0.6667 0.8759 0.9462 0.9751 1.0000
TABLE 4.7
Values of channel capacity (bits/symbol) for runlength-limited quinternary sequences.
LntaX 1 2 3 4 5 6 00
Lmin
,
1 2.3219 2.5494 2.5793 2.5840 2.5848 2.5849 2.5850
2 1.1610 1.3936 1.4529 1.4713 1.4776 1.4809
3 0.7740 0.9721 1.0363 1.0616 1.0815
TABLE 4.8
Values of channel capacity (bits/symbol) for runlength-lirnited six-level sequences.
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Lmax 1 2 3 4 5 6 00
L min
1 2.5850 2.7809 2.8037 2.8068 2.8073 2.8073 2.8074
2 1.2925 1.5096 1.5622 1.5776 1.5826 1.5850
3 0.8616 1.0510 1.1105 1.1331 1.1498
TABLE 4.9
Values of channel capacity (bits/symbol) for runlength-limited seven-level sequences.
4.5.3 Charge - constrained, maximum runlength - limited sequences
The last class of restricted sequences to be considered is charge - constrained, maximum
runlength - limited (CCMXRLL) sequences. With these sequences, Lrmx can be made
shorter than the bounds imposed by C. CCMXRLL sequences can be completely
characterised by the 3 - tuple (q, C, LrnlX). Figure 4.11 shows the origin of the general
Markov model for a CCMXRLL quintemary sequence. The state variables are the entry
symbol, current runlength of the entry symbol, and current value of the RDS. The
rectangular states are those with a current runlength of one. Tables 4.10 to 4.13 contain
values of channel capacity for CCMXRLL sequences with 4, 5, 6, and 7 signal levels
respectively for various values of C and LmlX.
Lmax
1 2 3 4 5 C-LIMITED
C
2 1.0526 1.2180 1.2789 1.2925 1.2925 1.2925 iII
3 1.2828 1.5120 1.5548 1.5641 1.5661 1.5665 II
4 1.3957 1.6635 1.7003 1.7088 1.7107 1.7111 I
I
5 1.4550 1.7429 1.7832 1.7911 1.7929 1.7934
00 1.5850 1.9227 1.9824 1.9957 1.9989 2.0000
TABLE 4.10
Values of channel capacity (bits/symbol) for CCMXRLL quaternary sequences.
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FIGURE 4.11
General Markov model for a CCMXRLL quintemary sequence
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Although a thorough literature search was conducted, not many existing q - nary line codes
with q ~ 4 could be found. Codes with q =2 and q =3 (binary and ternary codes) have
been documented extensively elsewhere [3], and will not be discussed here.
5.1 MULTILEVEL FEEDBACK BALANCED CODES.
With the well - known bipolar or alternate mark inversion (AMI) ternary code (q = 3) [3],
each 0 in the binary data is represented by a zero output level (ie a '0'), whereas every
data - 1 is represented by a pulse (ie a '+' or a '-'), such that pulses alternate in polarity. An
example of a data sequence and the corresponding AMI - representation is :
I NPUT DATA 0 1 1000 101 1
AMI OUTPUT 0 + - 000 + 0 - +
It is obvious that C =1 for the AMI code.
The feedback balanced code [18] is a multilevel (q ~ 3) version of the bipolar code. The
input data is first converted into blocks or groups of m bits each. Each possible group is
then mapped onto a q - nary output symbol, where at least one of the output symbols is
invertible, ie the inverse of at least one of the symbols, apart from the zero symbol, forms
part of the code - symbol alphabet, ~ If all the symbols are invertible, the code is said to
be completely balanced (the RDS is bounded), otherwise it is partially balanced (the RDS is
not bounded). Negative integrated feedback is employed to monitor the RDS in order to
decide whether a symbol with positive or negative amplitude should be used in cases where
the symbol is invertible. Table 5.1 shows examples of feedback balanced codes (FBC) if the
input data is converted into groups of two data bits.
INPUT COMPLETE PARTIAL
DATA FBC FBC
7-Level 5-Level 5-Level 6-Level
00 0 0 0 +1
01 ±2 ±2 ±1 ±3
10 ±1 +1 +2 -1
11 ±3 -1 -2 ±5
TABLE 5.1
EXAMPLES OF MULTILEVEL FBC.
Disadvantages of these codes are:
48
CHAPTER 5 : Previous multilevel line codes
A high number of output levels are needed, especially for complete FBC, where 2m + 1
levels are used, where each input data word is m bits long, resulting in a low value of l'J, the
sequence utilisation efficiency. For example, the complete FBC in Table 5.1 generates a CC
seven - level sequence with C =3 and La =00. From Table 4.5, the channel capacity of
such a sequence is 2.4529 bits/symbol. The sequence utilization efficiency is thus
l'J = 2.4~29 = 81.5%. Normally, n » 90% for a line code. In the first three examples of
Table 5.1 a long sequence of data - zeros will result in a long output sequence consisting of
the zero output symbol without any transition between symbols, similar to the AMI code.
Such a sequence makes efficient clock extraction impossible. Certain sequences in the input
data can result in large values of RDS if a partial FBC is used, intensifying problems with
power feeding and baseline wander.
5.2 MULTll..EVEL BALANCED CODES.
In this class of block codes [19], codewords with zero RDS and length L are used. The
number of such words for q - nary sequences (q odd) are obtained by the recursion
formula :
-
m
No(l) = No(l- 1) + 2 I Nk(l- 1);
k=1
where the notation of Chapter 4 are used, m =y, and
{
1; for Ik I s m
N (1) = .
k 0; for Ik I > m
If q is even:
m
No(l) = L Nk_I/2(l - 1);
k= - m+1
where m =I land Nk (1) can again be obtained from (5.2>'
As an example, if q = 4 is substituted in (5.3), then
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(5.4)
It is not possible to obtain q - nary (q even) balanced codewords if l is an even number,
because of the restriction of the level of the l - th symbol.
Table 5.2 shows the number of such codewords for different values of the number of levels,
q, and codeword length, t:
l Number of levels
3 4 5 6 7
2 3 4 5 6 7
3 7 19 37
4 19 44 85 146 231
5 51 381 1451
6 141 580 1751 4332 9331
TABLE 5.2
Number of codewords for different values of l and q.
Table 5.3 shows the largest possible mapping ratio that can be achieved by using the set of
codewords corresponding to each entry in Table 5.2. These mapping ratios can be
calculated by :
-
L log2NO(l ) J
R=-----
l
l Number of levels
3 4 5 6 7
2 1/2 2/2 2/2 2/2 2/2
3 2/3 4/3 5/3
4 4/4 5/4 6/4 7/4 7/4
5 5/5 8/5 10/5
6 7/6 9/6 10/6 12/6 13/6
TABLE 5.3
Highest possible mapping ratios for balanced block codes
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5.3 TIIE 4L7-4 CODE
This code [20] is a four - level code which maps every group of seven data bits onto a
codeword of length 4 symbols. The code uses 44 codewords with a RDS of 0, 40 with a
RDS of ± 2,30 with a RDS of ± 4, and 14 with a RDS of ± 6. The words are grouped into
two subsets M+ and M-, according to their RDS (positive or negative), whereas words with
a zero RDS belong to both subsets. Members of M+ is transmitted when the RDS of the
coded sequence is negative, and vice versa.
The 4L7-4 code generates a quaternary sequence with -4:5 RDS :5 6. The RDS at the end of
a transmitted word is always even. The power spectral density vanishes at zero frequency,
and has a relative flat midband area.
5.4 ELEFfHERIOU AND CIDECIYAN'S QUATERNARY CODES.
Eleftheriou et al [21] presented some CC quaternary codes which are suitable for use over
partial - response channels. These codes has certain minimum euclidean distance properties
between allowed output sequences, making them suitable for maximum - likelihood
decoding. The spectra of the codes vanishes at zero frequency. The codes generate
quaternary CC sequences, therefore the runlengths of the symbols are also bounded. In
general, the codes are named mBnQ, denoting that the mapping ratio is R =!!!. , ie every m
n
data bits are mapped onto n quaternary symbols. This notation is also used in chapter 6,
where new codes are developed. Table 5.4 is a summary of the codes developed in [21]
together with some properties.
CODE VITERBI STATES PATI-I MEMORY
2B1Q 4 00
5B4Q 6 4
8B6Q 8 24
8B6Q 10 24
9B6Q 12 24
TABLE 5.4
Summary of Eleftheriou's codes
5.5 TIIE 3B2Q CODE.
The encoder for this code is shown in Table 5.5 [3]. The modes are interchanged when the
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first two data bits are the same. For this code Umx = 2, and the DSV is 9, thus C = 5. The
code is state - independently decodable.
DATA MODE A MODEB
000 -3-1 +3+1
001 -1-3 +1+3
010 -1+1 -1+1
011 -3+3 -3+3
100 +1-1 +1-1
101 +3-3 +3-3
110 -3+1 +3-1
111 +1-3 -1+3
TABLE 5.5
Encoder for the 3B2Q code.
5.6 THE 16B9Q LINE CODE.
As the name indicates, this code maps every 16 data bits onto 9 quaternary code symbols
[22]. Every group of 16 data bits is divided into two words of eight bits each. The RDS is
kept within limits by the inversion of some of these eight - bit half - words. Each
9 - symbol output consists of two four - symbol quaternary half - words with a ninth symbol
added to indicate which. of the half - words, if any, have been inverted. For this code,
-13:::; RDS:::; 12.
5.7 THE 2B1Q LINE CODE.
This very well - known code has been selected as the standard line code for the subscriber
loop in North - American ISDN systems [23]. Every group of two data bits is mapped onto
a quaternary symbol. Since 22 =4, all the quaternary symbols are used, thus 2B1Q is
referred to as a saturated code. Furthermore, since log (4) = 2, the code has the highest
2
mapping ratio possible for any quaternary code [13]. However, this high mapping ratio is
obtained at the expense of the code not being able to satisfy any input restrictions.
Table 5.6 shows the encoder table for the 2B1Q code.
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DATA OUTPUT
00 -3
01 -1
10 +3
11 +1
TABLE 5.6
Encoder for 2BIQ.
Table 5.6 can easily be derived as follows : If the first data bit is a zero, then the output
symbol will be positive, and vice versa. If the second data bit is a zero, then the output
symbol will have an amplitude of 3, and vice versa.
5.8 TUNEY'S 8B4QI CODE.
Tunev [24] presented a quinternary (five - level) code which maps every group of eight data
bits onto 4 quinternary symbols. The encoder consists of two states, while the RDS can take
on four values, ie C =2, and Lmax =6 for this code.
5.9 THE BK-45 LINE CODE.
A block diagram of the BK-45 coding scheme is shown in Fig. 5.1. [25]
5)1
A
o.to. PNK-45 y(t) Bo.lo.ncing c(t-
-SIP 20. - Coder unit
RDS
RDS
Counter
D
FlGVRE 5.1
A BK-45 coding system.
In the system of Fig. 5.1 every group of two data bits is mapped onto a quinternary code
-
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symbol by the PNK-45 unbalanced coder, yielding the sequence [y}. The balancing unit has
a built - in serial buffer of length 5 symbols. In the balancing unit, the value of RDS from
the RDS counter is used to determine when the RDS of the sequence Iyl will rise above the
acceptable limits. Whenever this happens, a group of 4 symbols of y is replaced by a
balancing combination of opposite weight.
Decoding is the reverse of the encoding process, but it is not neccesary to calculate the
RDS at the decoder. For the BK-45 code a single, isolated channel error can cause up to 10
errors in the received data, while DSV =7 and LmIX = 3.
5.10 THE L742 CODE
This seven - level code has been constructed with the sequence - state coding methods of
Franaszek [26,27]. Every group of four data bits is mapped onto two seven - level code
symbols for a mapping ratio of R =2. For this code DSV = 6 and LmIX = 4. With only two
exceptions, codewords with an Euclidean distance of one between them were assigned to
groups of data bits which differ only in one binary digit. This property limits error
propagation. Furthermore, state - independent decoding is possible. The encoder table is
shown in Table 5.7. One of three code alphabets are used, depending on the value of the
RDS.
DATA RDS =1,2 RDS =3,4 RDS = 5,6
0000 +3-3 -1+1 -1+1
0001 +30 -2+1 -2+1
0010 0+1 0+1 -1-3
0011 +20 +20 -3+1
0100 0+2 0+2 -2-2
0101 +3+1 -2+2 -2+2
0110 +1+1 +1+1 0-3
0111 +10 +10 -3+2
1000 +3-2 -10 -10
1001 +3-1 -20 -20
1010 +2-2 +2-2 -3+1
1011 +2-1 +2-1 -30
1100 0+3 -1-1 -1-1
1101 +2+2 0-1 0-1
1110 +1+3 0-2 0-2
1111 +1-1 +1-1 -3+3
TABLE 5.7
Encoder for the L742 code.
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CHAPTER 6 : Synthesis of new multilevel line codes
Consider an encoder for a line code which maps every group of m data bits onto n code
symbols, generating a code sequence which satisfy a certain set of channel input
restrictions, eg C, LmIX , and Lmin. From (2.3) the mapping ratio of the encoder is R = r;:. If
the channel capacity of the restricted sequence is H, then the sequence utilization efficiency
is '1 =~ x 100% from (4.6).
If the encoder generates all possible sequences complying to the given set of input
restrictions, then the encoder is said to be maxentropic, and R = H, so that '1 = 100%. If the
communications channel can transfer a sequence which complies to the given set of input
restrictions with a given low probability of error, then the channel is capable of transferring
H bits of information per symbol in long independent sequences with the same low
probability of error. Therefore, if R is smaller than H, the full capacity of the channel is not
utilized. Thus an important property of a line code is that R should be as close to H as
possible, or that '1 should be as high as possible. The tables in chapter 4 containing values
of channel capacity were searched for values that are equal to, or slightly higher than 1, 1.3,
or 1.5 bits/symbol, as these correspond to mapping ratios of 1/1, 4/3, 3/2, and 2/1,
respectively. Attempts were then made to construct codes for generating these sequences
from the Markov model of the sequence, henceforth referred to as the graph G.
With multilevel line codes, code complexity, ie the number of encoder states and the length
of the serial buffers in the encoder and decoder, is of paramount importance.
Communications engineers often select a line code on grounds of low complexity rather
than any other features. The Markov models corresponding to restricted multilevel
sequences are generally quite large, ie they have many states. These graphs typically have
9, 12, or even more states. The main reason for this is that non return to zero (NRZ)
notation is used when setting up these Markov models, because a non return to zero
inversion (NRZI) notation for q-nary sequences with q > 2 does not exist. NRZI notation is
generally used for binary sequences, as this notation allows a Markov model with only half
of the number of states as the corresponding model when NRZ notation is used. Another
reason for the large number of states is the number of signal levels with different
amplitudes. An encoder consisting of 9 or 12 states are considered quite complex as far as
line codes are concerned. It is therefore important that the coding synthesis method being
used lends itself to the reduction of the number of states through state elimination or state
merging. For this reason, the sequence - state Coding methods of Franaszek were found to
be very suitable for the synthesis of multilevel line codes. Most of the codes developed in
this chapter are therefore constructed with these coding methods. With the exception of
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one code, all the codes that are constructed in this chapter with the sequence - state coding
methods have less than half the number of states of the original Markov models, yet with
high values of sequence utilization efficiency. Also with the exception of the QRLL code,
state - independent decoders were found without the need for look - ahead or look - back
decoding. These decoding methods lengthens the decoder buffer and increases error
propagation. On the other hand, the state - splitting coding method tends to increase the
number of encoder states. Furthermore, when state - splitting is used, look - ahead
decoding, and sometimes look - back decoding, has to be used in order to obtain a
state - independent decoder. State - splitting is more suitable to binary codes, where the
Markov models are less complex, and the utilization of channel capacity much more
critical.
If the encoder maps every m data bits onto n code symbols, and the decoder has a sliding
window of only n code symbols, then a single, isolated channel error can cause at most m
data bit errors to occur at the decoder output. A code with a mapping ratio of 2/1 would
thus be preferrable to a code with a mapping ratio of 8/4, if both codes generate sequences
complying to the same input restrictions.
In sections 6.1 to 6.3, different coding methods for finding a code, given the Markov model,
graph G, are illustrated [28]. The sequence - state coding methods of Franaszek [26] are
discussed in section 6.LSection 6.2 deals with the sliding block code algorithm [29], and
section 6.3 describes the block coding methods of Freiman and Wyner [30].
6.1 SEQUENCE - STATE CODING METHODS
The synthesis of a number of multilevel line codes for generating sequences with various
mapping ratios and input restrictions, which were constructed with the sequence - state
coding methods of Franaszek [26], are presented in detail in this section.
6.1.1 The 2BZf and 2B2TA line codes
Ferreira et al [10] presented Markov models and values of channel capacity for some
classes of restricted ternary (three - level) sequences. The Markov model for a ternary
sequence with C =1 and LffilX =2 is shown in Fig 6.1. We call this graph the graph G. The
state variables are the current value of RDS and the current runlength of zeros, and the
states are numbered from 1 to 9.
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f1GURE 6.1
Markov model for ternary sequences with C =1 and LI1BX =2
The channel capacity of sequences corresponding to this Markov model is
1.2001 bits/symbol. This means that if an encoder is constructed which generates sequences
corresponding to the Markov model with a mapping ratio of I, then the encoder will have a
sequence utilization efficiency of '1 =I.2~Ol =83%. The connection matrix A for G is [31] :
0 1 0 1 0 0 0 0 0
1 0 1 0 1 0 0 0 0
0 1 0 0 0 1 0 0 0
0 1 0 0 0 0 1 0 0
A= 1 0 1 0 0 0 0 1 0 (6.1)
0 1 0 0 0 0 0 0 1
0 1 0 0 0 0 0 0 0
I
1 0 1 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
'-
58
CHAPTER 6 : Synthesis of new multilevel Iioc codes
If every data bit is to be mapped onto one code symbol (R = i) with the graph G as
encoder, then each state in G should have at least 2m =2 outgoing edges. However, some
of the rows in A has row sums of only 1, which means that the states in G which
correspond to these rows each have only one outgoing edge.
The matrix An can also be set up, such that a.. in An denotes the number of edges in the
I)
graph Gn from state i to state j. Alternatively, a.. in An denotes the number of unique paths
I)
of length n in G from state i to state j. In this case, the matrix A2 corresponding to G2 is :
1 1 1 0 1 0 1 0 0
1 2 1 1 0 1 0 1 0
1 1 1 0 1 0 0 0 1
A2
1 1 1 0 1 0 0 0 0
1 2 1 1 0 1 0 0 0 (6.2)
1 1 1 0 1 0 0 0 0
1 0 1 0 1 0 0 0 0
0 2 0 1 0 1 0 0 0
1 0 1 0 1 0 0 0 0
The labels of the edges in the graph G2, ie the groups of two code symbols, can either be
obtained by inspection of the graph G or by means of the transition matrix, B [27,30]. In
this matrix, b.. is all the labels of the edges from state i to state j in G. The symbol 4J is used
IJ
when no edges exist from state i to state j. The matrix Bn thus contains all the groups of n
symbols which are the labels of the edges in the graph Gn. The transition matrix B which
corresponds to the graph G of Fig 6.1 is:
4J + 4J 0 4J q, 4J q, 4J
- 4J + 4J 0 4J 4J q, 4J
4J - 4J 4J 4J 0 4J q, 4J
4J + 4J 4J 4J q, 0 4J 4J
B= - 4J + 4J 4J 4J 4J 0 4J (6.3)
4J - 4J 4J 4J 4J 4J q, 0
4J + 4J 4J 4J q, 4J q, 4J
- 4J + 4J 4J 4J 4J q, 4J
4J - 4J q, 4J q, q, q, 4J
If an encoder with a mapping ratio of R =~ is to be constructed directly from the graph G2,
then each edge in G2 should have at least 22 =4 outgoing edges. However, some of the
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rows in A2 have row sums of only three.
It was found that a set of principal states [30], which is a subset of the states of G2 exists, ie
a set of states such that each state has at least 2m outgoing edges terminating in one of the
states in the set. The set of principal states which exists in G2 consists of the states 1, 2, 3,
and 5. The connection matrix for the graph G2 with all but the abovementioned states
deleted, ie the graph G2', can be obtained by deleting the corresponding rows and columns
of A2. The resulting matrix is :
1
2
1
2
1
1
1
1
1
o
1
o
(6.4)
2' 'The transition matrix corresponding to G ,namely B2 is:
[
+- 0+ ++ +0
2' 0- -+/+- 0+ ~B = 0- -+ -0
0- -+/+- 0+ ~ I (6.5)
The graph G2', which corresponds to the connection matrix A2' and the transition matrix
B2', is shown in Fig 6.2. If two or more states, henceforth called 'old states', have identical
outgoing edges terminating in the same states, then these old states can be merged to a
single, new state [32]. The incoming edges of all the old states are all redirected to
terminate in the new state, while the new state has the set of outgoing edges that was
common to the old states. From inspection of (6.4) it is clear that rows 1 and 3, as well as
rows 2 and 4 are identical, implicating that there is a possibility that one or both of the
abovementioned pairs of states can be merged. It is clear from Fig 6.2 that states 2 and 5
have identical outgoing edges which terminates in the same states, so that states 2 and 5 can
be merged to a single new state, reducing G2' to a graph with three states, each with four
outgoing edges. This graph can then be used to construct an encoder with a mapping ratio
of R =~. Construction of such a line coding scheme consists of attempting to assign every
possible unique group of m information bits to one or more different groups of n code
symbols, such that no group of code symbols has more than one group of information bits
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FIGURE 6.2
2'
. The graph G
assigned to it, and every state has every possible group of information bits assigned to
exactly one of its outgoing edges. The process is made easier if the same group of
information bits is assigned to the same group of code symbols in cases where such a group
corresponds to one of the outgoing edges of more than one state in the graph. If this is
succesfull, a decoder consisting of a serial buffer (sliding block) of length n symbols and a
simple lookup table can be constructed, limiting the number of data errors due to a single,
isolated channel error to at most m bits.
Such an assignment of groups of data bits to groups of code symbols is not necessarily
unique, and in this example two encoders were found [35]. The two codes differ with
respect to spectral properties and error propagation properties, which is presented in detail
in the next two chapters. The two codes were named 2B2T and 2B2TA. The 2B2TA code
should be chosen where favourable error propagation properties are more important than the
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suppression of line components in the power spectral density, and vice versa. The state
machine (Mealy machine) representations of the encoders are shown in graph form in
Figures 6.3 and 6.4 respectively. In these graphs, each edge is associated with a group of
two code symbols, and a group of two data bits which are shown in brackets.
FIGURE 6.3
Encoder for the 2BZf line code with q =3, R =1, 7J =83%, C =1, and LJTBX =2
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FIGURE 6.4
Encoder for the 2BZI'A line code
The encoders can also be presented in a finite state machine table form. The encoders for
the 2B2T and the 2B2TA codes are given in Table 6.1 and Table 6.2, respectively.
STATE A STATEB STATEC
DATA CODE Next CODE Next CODE Next
stale slale slale
00 + - A + - B - - A
01 0 + B 0 + C - 0 B
10 + + C - + B - + C
11 + 0 B 0 - A 0 - B
TABLE 6.1
Encoder for the 2B2T line code.
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STATE A STATEB STATEC
DATA CODE Next CODE Next CODE Next
state state state
00 + - A + - B - - A
01 + 0 B 0 - A 0 - B
10 0 + B 0 + C - 0 B
11 + + C - + B - + C
TABLE 6.2
Encoder for the 2B2TA line code.
The state - independent sliding block decoder for the 2B2T code is shown in Table 6.3, and
that of the 2B2TA code in Table 6.4. In these tables all the possible buffer contents are
shown, together with the groups of data that it represents.
BUFFER CONTENTS DATA BUFFER CONTENTS DATA
+ - o 0 0 + 0 1
- - - 0
+ + 1 0 + 0 1 1
- + 0 -
TABLE 6.3
Decoder for the 2B2T line code
BUFFER CONTENTS .DATA BUFFER CONTENTS DATA
+ - o 0 + 0 0 1
- - 0 -
- 0 1 0 + + 1 10 + - +
TABLE 6.4
Decoder for the 2B2TA line code
The two new ternary line codes are compared to other, commonly used ternary line codes
[10,3] with respect to input restrictions and mapping ratio in Table 6.5. It is clear from the
table that 2B2T and 2B2TA satisfy the tightest input restrictions of all the codes listed.
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CODE C LIIDX R
AMI 1 00 1
HDB3 2 3 1
B6ZS 2 5 1
4B3T 4 6 1.333
CODE C LIIDX R
MS43 3 5 1.333
PST 2 2 1
2B2T 1 2 1
2B2TA 1 2 1
TABLE 6.5
Comparing ternary line codes
6.1.2 THE 3B2Q line code
From Table 4.2 the channel capacity of a charge - constrained (CC) quaternary sequence
with C =3 is 1.5665 bits/symbol, thus an encoder that generates the abovementioned
sequence with a mapping ratio of R =~ =1.5, has a value of YJ of 95.7%.
The Markov model or graph G for the abovementioned sequence belongs to the family of
graphs in Fig 4.6, with C = 3. Since a mapping of R = ~ is desired, the encoder should be
constructed from the graph G2. The connection matrix A2 which corresponds to the graph
G2 .IS :
2 0 2 0 2 0 1
0 3 0 3 0 2 0
2 0 3 0 3 0 2
A2 = 0 3 0 4 0 3 0 (6.6)
2 0 3 0 3 0 2
0 2 0 3 0 3 0
1 0 2 0 2 0 2
It is interesting to note that rows 2, 4, and 6 in the matrix A2 only has nonzero entries in
columns 2, 4 and 6, while rows 1, 3, 5, and 7 only has nonzero entries in columns 1, 3, 5.
and 7. This means that the graph G2 consists of two sets of states, with no edges between
the sets. This property holds for all CC q - nary sequences, with q even, and makes finding
a set of principal states easier.
For this case, a set of principal states is desired such that each state has at least 23 = 8
outgoing edges. It is clear from inspection of (6.6) that states 2, 4, and 6 in G2 form such a
set. From (6.6) the row sum of the fourth row. or the number of outgoing edges of state 4 in
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G2 is ten. Since only 8 edges are needed, two can be eliminated. The edges labeled +1+1
and -1-1 were eliminated in order to shorten Lmax. Assignment of groups of three data bits
to the edges was done, and a state - independent decoder was found. The encoder is shown
in Fig 6.5, and in table form in Table 6.6.
+1-1(000)
-1+1(010)
+3-3(001)
-3+3(011)
+1-1(000)
-1+1(010)
FIGURE 6.5
Encoder for the 3B2Q code with q = 4, R =~, T'/ = 95.7%, C = 3, and LJ1IIX = 4
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STATE A STATEB STATEC
DATA CODE Next CODE Next CODE Next
state state state
000 +1 -1 A +1 -1 B +1 -1 C
001 +3 -3 A +3 -3 B -1 -1 B
010 -1 +1 A -1 +1 B -1 +1 C
011 +1 +1 B -3 +3 B -3 +3 C
100 +3 -1 B +3 -1 C -3 -1 A
101 -1 +3 B -1 +3 C -1 -3 A
110 +3 +1 C -3 +1 A -3 +1 B
111 +1 +3 C +1 -3 A +1 -3 B
TABLE 6.6
Encoder table for the 3B2Q line code.
The state - independent, sliding - block decoder for the 3B2Q line code is shown in
Table 6.7.
BUFFER CONTENTS DATA BUFFER CONTENTS DATA
+1 -1 000 +3 -3 001
-1 -1
-1 +1 010 +1 +1 011
-3 +3
+3 -1 100 -1 +3 101
- 3 -1 -1 -3
+3 +1 110 +1 +3 111
-3 +1 +1 -3
TABLE 6.7
Decoder for the 3B2Q line code.
6.1.3 The QRLL line code
It was explained in section 4.4 that the Markov model for a q - nary RLL sequence with
Lmax = 1 is a regular graph of order q. From Table 4.6, the channel capacity of such a
sequence with q =4 is 1.5850 bits/symbol, and the connection matrix for a regular graph of
order 4 (Graph G) is :
{)7
A=
011 1
1 0 1 1
110 1
1 110
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(6.7)
The connection matrix A2 corresponding to the graph G2 is :
322 2
2 3 2 2
223 2
222 3
(6.8)
If an encoder is to be constructed from the graph G2 with a mapping ratio of R =~, then
each row in the matrix A2 should have a row sum of at least 8. It is clear from (6.8) that
each row in A2 has a row sum of 9. One outgoing edge of each state in G2 can thus be
deleted. Edges labeled +3-3 and -3+3 were eliminated as far as possible in an attempt to
reduce crosstalk. It is not possible in this case to assign groups of three data bits to groups
of two code symbols in such a way that state - independent, sliding - block decoding can be
done with a serial buffer length of two at the decoder. However, if look - back of one code
symbol is employed in the decoder, ie a serial buffer with length three is used, then a
decoder can be found. The code was named QRLL. The encoder is shown in table form in
Table 6.8, and graphically in Fig 6.6. Table 6.9 shows the decoder with a buffer length of 3.
Decoding takes place after every second quaternary code symbol is shifted into the buffer.
STATE A STATE B STATEC SfATE 0
I,
I
DATA CODE Next CODE Next CODE Next CODE Next I
state state state state
000 -3 -1 D +3 +1 B +3 +1 B +3 +1 B iI
001 +1 +3 A -3 -1 D +1 +3 A +1 +3 A
,
010 -1 -3 C -1 -3 C -1 -3 C -3 -1 0
011 +1 -1 D -3 +1 B +1 -1 D +1 -1 D i
100 -1 +1 B -1 +1 B -1 +1 B -3 +1 B i
101 +1 -3 C +3 -3 C +1 -3 C +1 -3 C
110 -3 +1 B +3 -1 D +3 -1 D +3 -1 D
111 -1 +3 A -1 +3 A -1 +3 A -3 +3 A
,
TABLE 6.8
Encoder for the QRLL line code.
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+3+1(000)
+3-1(110)
FIGURE 6.6
. 3
Encoder for the QRLL code with q =4, R =2' TJ = 94.6%, LIJDX = 1
/;.0
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BUFFER CONTENTS DATA BUFFER CONTENTS DATA
+1 +3 +1 +3 +1 +3
-1 +3 +1 000 -1 +1 +3 001
-3 +3 +1 -3 +1 +3
+3 -3 -1 +1 -3 -1
+3 -1 -3 +3 +1 -1
+1 -1 -3 010 +1 -3 +1 011
-1 -3 -1 -1 +1 -1
-3 -1 -3 -3 +1 -1
+3 -1 +1 +3 +1 -3
+1 -1 +1 100 +1 +3 -3 101
-1 -3 +1 -1 +1 -3
-3 -1 +1 -3 +1 -3
+3 -3 +1 +3 -1 +3
+1 +3 -1 110 +1 -1 +3 111
-1 +3 -1 -1 +3 +3
-3 +3 - 1 -3 -1 +3
TABLE 6.9
Decoder for the QRLL line code.
6.1.4 The 1B1Q line code
From Table 4.10, the channel capacity of a quaternary CCMXRLL sequence with C =2 and
Lmax =1 is 1.0526 bits/symbol. An encoder which generates such a sequence with a
mapping ratio of one would thus have a sequence utilization efficiency of '1 =95%. The
Markov model corresponding to the abovementioned sequence (graph G) is shown in
Fig 6.7. The connection matrix is :
0 0 0 0 1 0 0 0 0 1 0 0
0 0 0 0 1 0 0 0 0 1 0 0
0 1 0 0 0 0 1 0 0 0 0 1
0 0 0 0 0 0 1 0 0 0 0 1
0 1 0 0 0 0 0 0 0 0 0 1
A= 0 0 0 0 0 0 0 0 1 0 0 0 (6.9)
0 0 0 1 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 1 0
1 0 0 0 0 1 0 0 0 0 0 0
1 0 0 0 0 1 0 0 0 0 1 0
0 0 1 0 0 0 0 1 0 0 0 0
0 0 1 0 0 0 0 1 0 0 0 0
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Markov model for the CCMXRLL quaternary sequence with LrtIlX = 1 and C = 2
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The corresponding transition matrix is :
tP tP tP tP +1 tP tP tP tP +3 tP tP
tP tP tP tP +1 1> q) q) 1> +3 tP q)
tP -1 <P tP tP tP +1 tP tP tP tP +3
tP <P tP tP 1> 1> +1 1> tP 1> 1> +3
tP -1 tP tP <P tP tP tP tP tP tP +3 (6.10)B= <P <P tP tP 1> 1> tP 1> +1 <P tP tP
tP tP <p -1 tP tP <p tP tP tP tP tP
-3 tP tP tP <p 1> 1> <P tP tP +1 tP
-3 tP tP <p 1> -1 1> tP <P tP tP <P
-3 <P tP tP tP -1 tP tP tP <p +1 <p
tP <p -3 tP tP tP tP -1 tP tP tP tP
tP tP -3 tP <p <P 1> -1 tP tP tP <p
If the states with numbers 4, 6, 7, and 9 are eliminated from G to form G', then the
transition matrix corresponding to G', namely B', can be obtained from B by eliminating the
rows and columns with the abovementioned indexes. The resulting matrix is :
r \P \P tP +1 q) q) +3 ep ep. t tP +1 <p q) +3 1> tP
: -1 tP tP <p <p q) <p +3
tP -1 tP tP ep q) 1> ep +3
B'= -3 tP tP tP ep <p <p +1 tP (6.11)
-3 <p tP tP <p <P q) +1 tP
tP tP -3 tP -1 1> q) tP ep
tP tP -3 ep -1 1> 1> q) q)
It is clear from (6.11) that rows 1 and 2, 3 and 4, 5 and 6, and 7 and 8 are identical, thus
these pairs of states in the graph G' can be merged to form a graph with four states, each
with two outgoing edges. It can also be seen from (6.11) that the states each has one
outgoing edge labeled +1 or -1. and another edge with a label of +3 or -3. This property
makes easy decoding possible. Every data - 1 is mapped onto a symbol with an amplitude
of 1, whereas every data - 0 is mapped onto a symbol with an amplitude of 3. The encoder
table is shown in Table 6.10. and in graph form in Fig 6.8. The code was named 1B1Q.
CHAPTER 6 : Synthesis of new multilevel line codes
SfATE A STATEB SfATEC SfATED
DATA CODE Next CODE Next CODE Next CODE Next
state state state state
0 +3 C +3 D -3 A -3 B
1 +1 B -1 A +1 D -1 C
TABLE 6.10
Encoder table for the 1B1Q line code
-30
+3(0)
+1(1) -1(1) +1(1) -1(1)
+3(0)
-3(0)
FIGURE 6.8
Encoder for the IBIQ code with q = 4, R =~, 1J = 95%, C = 2, and LmlX = 1.
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6.1.5 The 3B2QI line code
The Markov model (graph a) corresponding to a quintemary (five - level) CC sequence
with C =1 and LQ" =2 belongs to the family of sequences of Fig 4.7. From Table 4.3, the
channel capacity of such a sequence is 1.5458 bits/symbol.
The connection matrix corresponding to the graph a2 is :
2 2 2 0 1 1 1 0 0
2 2 2 1 0 1 0 1 0
2 2 2 1 1 0 0 0 1
A2 =
2 2 2 0 1 1 0 0 0
2 2 2 1 0 1 0 0 0 (6.12)
2 2 2 1 1 0 0 0 0
2 1 1 0 1 1 0 0 0
1 2 1 1 0 1 0 0 0
1 1 2 1 1 0 0 0 0
If states 7, 8 and 9 of G2 are eliminated to form G2', then the connection matrix for a2' can
be obtained by removing the corresponding rows and columns from the matrix A2. The
resulting matrix is :
2 2 2 0 1 1
2 2 2 1 0 1
2' 2 2 2 1 1 0 (6.13)A = 2 2 2 0 1 1
2 2 2 1 0 1
2 2 2 1 1 0
It is clear from (6.13) that G2' consists of six states, each with eight outgoing edges. It was
furthermore found that states 1 and 4, 2 and 5, and 3 and 6 can be merged, resulting in a
graph with 3 states, each with 8 outgoing edges labeled with two quintemary symbols.
Assignment of groups of 3 data bits to the edges was done to develop an encoder with a
mapping ratio of R =~. The code was then named 3B2QI. The encoder table is shown in
Table 6.11, While it is represented in graph form in Fig 6.9. The decoder is presented in
Table 6.12.
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SfATE A STATEB STATEC
DATA CODE Next CODE Next CODE Next
state state state
000 +1 -1 A +1 -1 B -2 +2 C
001 +2 -2 A -1 +1 B -1 +1 C
010 +2 0 C 0 -1 A 0 -1 B
011 +1 +1 C +1 -2 A -2 0 A
100 0 +2 C -1 0 A -1 0 B
101 +2 -1 B -1 +2 C 0 -2 A
110 0 +1 B 0 +1 C -1 -1 A
111 +1 0 B +1 0 C -2 +1 B
+1-1(000)
TABLE 6.11
Encoder for the 3B2QI line code
+1-1(000)
-1+1(001)
FlGURE6.9
Encoder for the 3B2QI code with q =5, R =~, " =97%, C =1, and LIlDX =2
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BUFFER CONTENTS DATA
+1 -1 000
-2 +2
+2 -2 001
-1 +1
+2 0 OlDo -1
+1 +1
+1 -2 011
-2 0
BUFFER CONTENTS DATA
0 +2 100
-1 0
o +1 110
-1 -1
+1 0 111
-2 +1
+2 -1
-1 +2 101
o -2
--
TABLE 6.12
Decoder for the 3B2QI line code
6.1.6 The 2BIQI line code
It can be seen from Table 4.7 that a RLL quintemary sequence with Lrmx = 1 has a channel
capacity of exactly 2 bits/symbol. An encoder which generates this sequence with a
mapping ratio of 2 would thus have a sequence utilization efficiency of '1 =100%. Very
simple encoding and decoding rules were found to generate the abovementioned sequence
with a mapping ratio of R= 2. If every group of two data bits are to be mapped onto one
code symbol, then 22 = 4 unique symbols are needed. However, the runlength restriction
should also be satisfied. This can be done by reserving the remaining five-level symbol for
cases where the same group of data bits is repeated. It is thus proposed that if a group is
repeated, a 0 is transmitted. If the same group is repeated again, the original symbol
allocated to the data is transmitted, etc. This code was named 2BIQI. Table 6.13 shows the
mapping of the different groups of data bits onto code symbols.
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DATA SYMBOL
00 -2
01 -1
10 +1
11 +2
repeat 0
TABLE 6.13
Encoder / decoder table for 2BIQI
A finite - state machine representation for the encoder is shown in table fonn in Table 6.14.
STATE A STATE B STATEC STATED STATE E
DATA CODE Next CODE Next CODE Next CODE Next CODE Next
state state state state state
00 0 B -2 A -2 A -2 A -2 A
01 -I C -I C 0 B -I C -I C
10 +1 D +1 D +1 D 0 B +1 D
11 +2 E +2 E +2 E +2 E 0 B
TABLE 6.14
Encoder for the 2BIQI code with q = 5, R = 2, TJ = 100%, and LmlX = 1
An example of a data sequence and corresponding coded sequence is :
DATA:
CODE SEQUENCE:
11 00 10 00 00 01 0 1 01
+2 -2 +1 -2 0 -1 0 -1
At the decoder, every symbol is decoded as representing a group of two data bits
corresponding to Table 6.13. If the symbol 0 is received, it is considered as representing the
previous group of two data bits. This code is similar to the 2B1Q code described in
section 5.7. However the 2BIQ code does not satisfy any input restrictions, whereas the
2B1QI code has the runlength restriction LmIX = 1.
6.1.7 The 4B2H line code
From Table 4.4, the channel capacity of a CC six - level sequence with C =5 is
2.1741 bits/symbol. The markov model (graph G) for such a sequence is an extention of the
graph in Fig 4.8. which is the Markov model for CC six - level sequences with C =3. No
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subset of states in the graph G could be found such that each state has at least four outgoing
edges. The connection matrix corresponding to the graph G2 is :
3 0 3 0 3 0 3 0 2 0 1
0 4 0 4 0 4 0 3 0 2 0
3 0 4 0 4 0 4 0 3 0 2
0 4 0 5 0 5 0 4 0 3 0
A2 =
3 0 4 0 5 0 5 0 4 0 3
0 4 0 5 0 6 0 5 0 4 0 (6.14)
3 0 4 0 5 0 5 0 4 0 3
0 3 0 4 0 5 0 5 0 4 0
2 0 3 0 4 0 4 0 4 0 3
0 2 0 3 0 4 0 4 0 4 0
1 0 2 0 3 0 3 0 3 0 3
It can be seen from (6.14) that the graph G2 consists of two seperate parts, similar to the
case described in section 6.1.2. In order to construct an encoder with a mapping ratio of
R =~, each state in the encoder should have 24 = 16 outgoing edges. States 2, 4, 6, 8 and
10 in the graph G2 forms a set of principal states in which each state has more than 16
outgoing edges. Edges can then be eliminated until each state has 16 outgoing edges left.
Since the maximum runlength of one symbol in the graph G is
LmlX =L~ix =L~ix =2C =10, edges with labels +1+1 and -1-1 were eliminated as far as
possible in an effort to shorten Lmlx. A maximum runlength of Lnwc =4 could be achieved
in this way. This means that the coded sequence is actually a CCMXRLL sequence with
C = 5 and Lnwc = 4. From Table 4.12; the channel capacity of such a sequence is 2.1734
bits / symbol. Furthermore, edges labeled +5-5 and -5+5 were eliminated where possible in
an attempt to limit crosstalk levels. The code was named 4B2H. The encoder table is shown
in Table 6.15, while the state - independent, sliding - block decoder is shown in Table 6.16.
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STATE A STATE B STATE C STATED STATE E
DATA CODE Next CODE Next CODE Next CODE Next CODE Next
state state state state state
0000 -1+1 A -1+1 B -1+1 C -1+1 D -1+1 E
0001 +1-1 A +1-1 B +1-1 C +1-1 D +1-1 E
0010 +3-3 A +3-3 B +3-3 C +3-3 D -5-3 A
0011 +3+5 E -3+3 B -3+3 C -3+3 D -3+3 E
0100 +5+3 E -3+1 A -3+1 B -3+1 C -3+1 D
0101 +3+3 D +3+3 E -1-3 A -1-3 B -1-3 C
0110 +1+5 0 +1+5 E +1-5 A +1-5 B +1-5 C
0111 +5+1 0 +5+1 E -3+5 D -3+5 E -3-5 A
1000 +1+3 C +1+3 D +1+3 E -5+3 C -5+3 D
1001 +3+1 C +3+1 D +3+1 E +3-5 C -5-1 B
1010 -1+5 C -1+5 0 -1+5 E -3-1 B -3-1 C
1011 +5-1 C +5-1 D +5-1 E -5+1 B -5+1 C
1100 +1+1 B +1-3 A +1-3 B +1-3 C +1-3 0
1101 +3-1 B +3-1 C +3-1 D +3-1 E
-3-3 B
1110 -1+3 B -1+3 C -1+3 D -1+3 E -1-1 0
1111 +5-3 B +5-3 C +5-3 D -1-5 A -1-5 B
TABLE 6.15
Encoder for the 4B2H code with q = 6, R = ~, '1 = 92%, C = 5, and Lrmx = 4
BUFFER CONTENTS DATA
-1 +1 0000
+1 -1 0001
+3 -3 0010
-5 -3
+3 +5 0011
-3 +3
+5 +3 0100
-3 +1
+3 +3 0101
-1 -3
+1 +5 0110
+1 -5
+5 +1
-3 +5 0111
-3 -5
BUFFER CONTENTS DATA
+1 +3 1000
-5 +3
-1 +5 1010
-3 -1
+5 -1 1011
-5 +1
+1 +1 1100+1 -3
+3 -1 1101
-3 -3
-1 +3 1110
-1 -1
+5 -3 1111
-1 -5
+3 +1
+3 -5 1001
-5 -1
TABLE 6.16
Decoder for the 482H line code
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6.2 SLIDING BLOCK CODE ALGORITHM
In this section, the sliding block code algorithm of Adler et at [29] is illustrated with an
example. A tutorial exposition of the algorithm was given by Siegel [33] and Immink [34].
Consider a CC ternary sequence with C = 1, LO = 1, and with the constraint that the
symbol 0 may only be transmitted when the current value of RDS is zero, ie the encoder
immediately returns to the RDS =0 charge level when RDS i: O. This will further suppress
low frequency components in the power spectral density and inhibit baseline wander. The
Markov model (graph G) corresponding to such a sequence is shown in Fig 6.10.
3
2
1
4
--
FIGURE 6.10
Markov model for a CC ternary sequence with the symbol '0' prohibited when RDS i: 0
The connection matrix corresponding to the graph G is :
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1 0 1 1
o 1 0 0
1 0 1 0
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(6.15)
The channel capacity was calculated as 0.8232 bits/symbol. An encoder which generates
this sequence with a mapping ratio of R =~ would thus have a sequence utilization
efficiency of fJ = 97.2%. The connection matrix AS corresponding to the graph GS is:
[
4 4 4 2
6 8 6 4
444 2
4 4 4 4
(6.16)
It is clear from evaluating the row sums in (6.16) that states 1 and 3 in GS each has 14
outgoing edges. However, 24 =16 outgoing edges are needed at each state to construct the
desired encoder. According to the sliding block code algorithm, an 'approximate
eigenvector', v, should be found, such that
An >2mv-v. (6.17)
The quantity 2m is called the 'approximate eigenvalue'. The vector v is a collumn matrix of
the same dimension as A. The i - th component of v is called the 'weight' of state i in the
graph o".
For this example, an approximate eigenvector was found to be :
v= [t ] (6.18)
--
Equation (6.18) indicates that state 2 in G5 should be split into two 'offspring states', while
the remaining states should not be split. The transition matrix B5 corresponding to G5 is :
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+0-+- +-+-+ +0-++ +0-+0
+0+-- ++--+ +0+-+ +0+-0
+-+0- +-++- +-+0+
++-0- ++-+- ++-0+
-+-+- 0-+-+ -+-++ -+-+0
-++-- -+0-+ -++-+ -++-0
+--+- +-0-+ +--++ +--+0
+-+-- 0+--+ +-+-+ +-+-0
0-+0- 0-++- 0-+0+
B5 =
0+-0+ -+0+- 0+-0+
+-0+- (6.19)
0+-+-
-0-+- --+-+ -0-++ -0-+0
-0+-- -+--+ -0+-+ -0+-0
--+0- --++- --+0+
-+-0- -+-+- -+-0+
-+-+- -+0-+ -+-++ -+-+0
-++-- +-0-+ -++-+ -++-0
+--+- -+0+- +--++ +--+0
+-+-- +-0+- +-+-+ +-+-0
The splitting rule requires that all the edges in G5 which terminates in state 2 should be
redirected to both offspring states, while the outgoing edges of state 2 should be partitioned
into two groups between the offspring states, such that the sum of the weights of the
terminal states of edges in a group is an integer multiple of the approximate eigenvalue 24,
with the possible exception of one group. All the sequences in the second column of B5
terminate in state 2, which has a weight of 2. The sequences in the second row of B5 denote
the outgoing edges of state 2, and should thus be partitioned into two groups according to
the splitting rule. It was found from inspection of (6.19) that the total weight of the terminal
states of edges in the second row of B5 which start or end with the symbol 0 is 16. The
total weight of the terminal states of the remaining entries in the second row of B5 is also
16. These two groups of outgoing edges of state 2 were chosen as outgoing edges for the
two offspring states, which were called 2a and 2b. The transition matrix according to the
graph G5 in which state 2 is split into 2a and 2b, namely G5', is :
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+0-+- +-+-+ +-+-+ +0-++ +0-+0
+0+-- ++--+ ++--+ +0+-+ +0+-0
+-+0- +-++- +-++- +-+0+
++-0- ++-+- ++-+- ++-0+
0-+0- 0-+-+ 0-+-+ 0-+0+ -+-+0
0+-0- 0+--+ 0+--+ 0+-0+ -++-0
0-++- 0-++- +--+0
0+-+- 0+-+- +-+-0
-+-+- -+0-+ -+0-+ -+-++
5' -++-- +-0-+ +-0-+ -++-+B = +- -+- -+0+- -+0+- +--++ (6.20)
+-+-- +-0+- +-0+- +-+-+
-0-+- --+-+ --+-+ -0-++ -0-+0
-0+-- -+--+ -+--+ -0+-+ -0+-0
--+0- --++- --++- --+0+
-+-0- -+-+- -+-+- -+-0+
-+-+- -+0-+ -+0-+ -+-++ -+-+0
-++-- +-0-+ +-0-+ -++-+ -++-0
+--+- -+0+- -+0+- +--++ +--+0
l +-+-- +-0+- +-0+- +-+-+ +-+-0
It can be seen from (6.20) that state 4 in G5' has twenty outgoing edges. However, only
sixteen are needed. If the four sequences in the fifth column of the last row in B5' are
eliminated, then rows 2 and 5 of B5' are identical, which means that states 2b and 4 in G5'
can be merged into a single state. An encoder and state - independent decoder was found,
and the code was named 4B5T. The encoder table is shown in Table 6.17.
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STATE A STATEB STATEC STATED
DATA CODE Next CODE Next CODE Next CODE Next
state state state state
0000 +0-+- A 0-+0- A -+-+- A -+-+- C
0001 +0+-- A 0+-0- A +--+- A -0-+- A
0010 +-+0- A 0-+-+ B -++-- A -0+-- A
0011 ++-0- A 0+--+ B +-+-- A --+0- A
0100 +-+-+ B 0-++- B +-0+- B -+-0- A
0101 ++--+ B 0+-+- B -+0-+ B --+-+ B
0110 +-++- B 0-+-+ C +-0-+ B -+--+ B
0111 ++-+- B 0+--+ C -+0+- B --++- B
1000 +-+-+ C 0-++- C +-+-+ D --+-+ C
1001 ++--+ C 0+-+- C -+0-+ C -+--+ C
1010 +-++- C 0-+0+ D +-0-+ C --++- C
1011 ++-+- C 0+-0+ D -+0+- C -+-+- B
1100 +0-++ D -+-+0 C +-0+- C -0-++ D
1101 +0+-+ D -++-0 C -+-++ D -0+-+ D
1110 +-+0+ D +--+0 C -++-+ D --+0+ D
1111 ++-0+ D +-+-0 C +--++ D -+-0+ D
TABLE 6.17
Encoder table for the 4BST line code
A state - independent sliding - block decoder which uses look - ahead decoding of five
symbols was found, and is presented in Table 6.18. The symbols c; and 1jJ represents
possible groups of five code' symbols. In the decoding table, the symbol 1jJ denotes any
ternary sequence of length five symbols which starts or ends with the symbol '0'. On the
other hand, the symbol c; denotes any ternary sequence of length five symbols which does
not start or end with the symbol '0'. The symbols c; and 1jJ thus represent the five most
recent symbols to be shifted into the decoder buffer, which is ten symbols long. Decoding
takes place after every five symbols are shifted into the buffer.
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BUFFERCONT DATA
+0-+- 0000
0-+0-
-+-+- ~
+0+-- 0001
0+-0-
+--+-
-0-+-
+-+0- 0010
0-+-+ ljJ
-++--
. -0+--
++-0- 0011
0+--+ tp
+-+--
--+0-
+-+-+ tp 0100
0-++- ljJ
+-0+- ljJ
-+-0-
++--+ ljJ 0101
0+-+- ljJ
-+0-+ ljJ
--+-+ ljJ
+-++- ljJ 0110
0-+-+ ~
+-0-+ ljJ
-+--+ tp
++-+- tp 0111
0+--+ ~
-+0+- tp
--++- ljJ
BUFFERCONT DATA
+-+-+ ~ 1000
0-++- ~
--+-+ ~
++--+ ~ 1001
0+-+- ~
-+0-+ ~
-+--+ ~
+-++- ~ 1010
0-+0+
+-0-+ ~
--++- ~
++-+- ~ 1011
0+-0+
-+0+- ~
-+-+- ljJ
+0-++ 1100
-+-+0
+-0+- ~
-0-++
+0+-+ 1101
-++-0
-+-++
-0+-+
+-+0+ 1110
+--+0
-++-+
--+0+
++-0+ 1111
+-+-0
+--++
-+-0+
TABLE 6.18
Decoder for the 4BST line code
6.3 BLOCK CODING TECHNIQUES
With a block code, every group of data bits is always mapped onto the same group (block)
of code symbols. The block encoder can be viewed as a finite - state - machine encoder
which has only one state. A block encoder with a mapping ratio of R =m maps every group
n
of m data bits onto a block or codeword of n code symbols. As was the case with the
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previous coding methods, the basic problem is to construct an encoder given the graph of
the Markov model. The resulting code sequence then satisfies the input restrictions which
was built into the Markov model (graph G). Freiman and Wyner [30] presented a systematic
method for obtaining optimum block codes. This method is especially useful for channels
with finite memory. The method is illustrated in this section with an example.
Figure 6.11 shows the Markov model (graph G) for a RLL ternary sequence with LmIX = 1.
The state variables are the entry symbol, and the current runlength of the entry symbol.
3
1
FIGURE 6.11
Markov model for a RLL ternary sequence with Lrmx = 1
A sequence a which may start from some state in G is called an allowable sequence. If the
sequence a induces a transition from state i to state j in G, the transition can be denoted as
g(a,i) =j.
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A channel is said to be of finite memory with a channel memory p if g({3,i) is independent
of i for all states i from which (3, an allowable sequence of length p, is allowable. Whenever
r, the length of a, is greater than or equal to p, the terminal state of the sequence a, ie
gtez.i), is denoted by g(a). It can be seen from inspection of Fig 6.11 that g(-) =1, g(O) =2,
and g(+) =3. The channel depicted by the graph G thus have a channel memory of p =1.
Let the symbol ~r denote a set of maximum cardinality of allowable sequences of length r,
r ~ p, with the property that any concatenation of elements of ~r is also an allowable
sequence. The set ~ is then an optimum r-symbol block code for the channel or Markov
r
model under consideration, and while ~r is not neccesarily unique, n
r,
the number of
codewords in any ~r' is unique for a given channel [30].
Since r ~ p, each codeword a of ~r defines a terminal state g(a). S is then the set of
terminal states so defined by ~r' Given an optimum code ~r and S, then ~r is precisely those
sequences of length r which induce transitions from every state in S to some state in S.
Possible sets of terminal states may therefore be considered in an attempt to determine ~ .
r
Let T' be any subset of states of G, and let ~r(T') be the set of all sequences of length r
which induce transitions from every state in T' to some state in 1". Then
~ = maximum ~ (T')
r T' r
(6.22)
Define the partial ordening '-+' on the states such that i -+ j, if every sequence a which is
allowable from i, is also allowable from j. A set of states, T, is referred to as a complete
terminal set when: If i e T and i -+ j, then jeT. It is proved in [30] that it is only neccesary
to consider complete terminal sets for T' in the maximization of (6.22) in order to obtain
optimum block codes.
In the graph G in Fig 6.11, no pair of states, states i and j, exists such that i -+ j. The graph
G thus has three complete terminal sets, each consisting of a single state. They are :
(6.23)
Let n . denote the number of sequences in ~ (T.). From the symmetry in the graph G, it isIJ r J
clear that n . is equal for j =1, 2, or 3. It is therefore only neccesary to determine n inIJ rl
order to obtain nr"
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It is shown in [30] that if J t(r) denotes the number of allowable sequences a of length ru,
which satisfy gtez.u) =t, then:
n . =~ ~ J ( ) (r - p),
1] L..J L..J g u ,I
uer. teT.
J J
(6.24)
where F. denotes the set of all sequences of length p which are allowable from every state
J
in T.. Define N. (z), the generating function of n . as :
J J 1]
00
N.(z) =~ n . l,
J L..J 1)
r =p
and F t(z), the generating function of J t(r) as :
u u,
00
(6.25)
(6.26)
It is clear from (6.24) that F ( ) t has to be evaluated for each sequence u in r., and forgu, J
each state t in T. in order to determine N.(z). For the graph G of Fig 6.11 and the set
J J
T. ={I} :
J
(6.27)
If the connection matrix corresponding to graph G is A, then Fi/z) can be determined by
6. ..
) J 1F..(z =-r,
1J U
(6.28)
where 6. denotes the determinant of the matrix [I - zA], and 6... is the j,i-th cofactor ofJl
[I - zA]. For the example,
() 2 2 2 3 6 4 10 5 ?? 6 4? 7N1 z = z + z + z + z + -_ Z + _ Z + .. (6.29)
The set of codewords ~r can be determined by means of the transition matrix, B, as before.
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As an example, it can be seen from (6.29) that if r =4, then n =6. The set ~ is then:
r r
~r = {O-O-, 0+0-, +-+-,0-+-, +-0-, +O+-} (6.30)
Any 4 elements of ~ can be chosen to be mapped onto groups of 2 data bits for a mapping
r
ratio of R =~. Decoding is no problem since all the codewords in ~r are unique.
When r < p, or the channel is not of finite memory, the above procedures is not valid, and
n . can not be determined without evaluating Br first.
lJ
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The error propagation properties of a communications system which uses a specific line
code can be determined by simulation on a computer. The error propagation properties of
the new line codes which were presented in chapter 6 were determined, and are presented
here. The channel model that was used in the simulations is described in paragraph 7.1,
while the results are presented in paragraph 7.2.
7.1 CHANNEL MODEL
Near-end crosstalk (NEXT) is considered to be the dominant source of noise in the ISDN
digital subscriber loop [6], especially for frequencies above 20 kHz [5]. The probability
distribution function of the NEXT amplitude can be assumed to be Gaussian [7,36]. The
noise on the channel was therefore assumed to be additive Gaussian noise.
It was assumed that the digital signal processing (DSP) modules in the communications
system are ideal, ie the number of data errors caused by nonideal operation of the DSP units
causing effects like timing jitter [8] were assumed to be negligible in comparison to that
caused by the additive Gaussian noise on the channel. It was also assumed that the
signal-to-noise ratio is large, so that the probability of any symbol to be received as a
symbol other than itself or an adjacent symbol (nearest in Euclidean distance) is negligible.
If the probability for an error to occur is e, then the probability for two adjacent code
symbols to be in error is e2, since errors are statistically independent. In view of the
assumed high signal-to-noise ratio and corresponding small value of e, it would suffice only
to consider isolated errors, since e » e2 » e3 etc. A hard-decision decoder was used..
Figure 2.1 shows the transition diagram for a discrete q-nary channel as desribed above if
the code sequence consists of symbols sl' s2' .. ,Sq'
7.2 RESULTS ON ERROR PROPAGATION PROPERTIES
For a specific line code, let a single, isolated channel error have a probability Po of causing
no data errors at the decoder output, a probability PI of causing one error, a probability P2
of causing 2 errors, etc. If the mapping ratio of the line code is R :::: m, and the sliding block
n
decoder has a serial buffer of length b ~ n, then a single, isolated channel error cannot cause
more than r~1x m data errors to occur at the decoder output ie p :::: 0 'v' x > rQ1x m
n ' x n'
This means that
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Sq---~=----------..--------~---=:=-----
8
1p
8 3 ---oc:::::----------...------------=:=-----
8 1
FlGURE 7.1
Channel transition diagram
r~ 1 x m
L Px = 1.
x = 0
(7.1)
Figure 7.2 shows a graph of p against x for the 2B2T, 2B2-TA, and 4B5T line codes
x '
respectively.
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Px
1.2
1
0.8
0.6
0.4
0.2
0
0 1 2 3 4 5 6 7 8
X
I 0 2B2T - 2B2TA - .BST ~
FIGURE 7.2
Error propagation of the new ternary line codes
Figure 7.3 shows Px against x for the IBIQ, QRLL and 3B2Q codes.
Px
0.8 .-----------,---------------------,
0.6
0.4
0.2
0
0 1 2 3 4 5
X
I
DORLL _3820 _1810 I
FIGURE 7.3
Error propagation properties for the new quaternary line codes
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Figure 7.4 shows P against x for the 2BIQI, 3B2QI, and 4B2H line codes.
x
Px
0.7r-------------------------~
0.6
0.5
0.4
0.3
0.2
0.1
0
0 1 2 3 4 5
x
I 0 2B1QI - 3B2QI - 4B2H I
FlGURE 7.4
Error propagation properties of the new quintemary and six - level line codes
The error behaviour of a few commonly - used filled bipolar codes [3] were also
investigated. When decoding these codes, the zero substitution sequence was detected in
different ways for the HDBn and BnZS codes. The sequence that was used for detection is
indicated in brackets where the results are presented. A 'B' denotes a pulse that adheres to
the bipolar rule. A 'X' represents any ternary symbol. 'B/O' denotes either a pulse obeying
the bipolar rule or a ternary zero, and a 'V' represents a pulse that violates the bipolar rule.
Figure 7.5 and Fig 7.6 show values of Px against x for some HDBn codes and some BnZS
codes, respectively.
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FIGURE 7.5
Error propagation properties for some HDBn codes
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~ B4ZS (V X V X)
_ 86ZS (X V x x V X)
FIGURE 7.6
Error propagation properties for some BnZS codes
The bit error rate (BER) of a data communications system at any instant is the probability
for a data bit at the decoder output to be in error. If the probability for a channel error to
occur is e, e small, and the channel model of paragraph 7.1 is again used, then the BER can
be approximated by :
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BER::::e L i
= 0
p .e small
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(7.2)
r~ 1 X m
The quantity Lip i in (7.2) is called the error multiplication factor (EMF). Table 7.2
i = 0
shows values of EMF for the line codes investigated. These values were varified with
computer simulations.
LINE CODE EMF
HDB2(B/0 0 V) 1.74
HDB2(X X V) 1.73
HDB3(B/0 0 0 V) 1.59
HDB3(X X X V) 2.14
B4ZS(V B V B) 1.42
B4ZS(V X V X) 1.35
B6ZS(0 V B 0 V B) 1.16
B6ZS(X V X X V X) 1.13
PST 1.00
LINE CODE EMF
2B2T 1.94
2B2TA 1.00
4B5T 2.05
1B1Q 0.75
3B2Q 1.75
QRLL 2.11
3B2QI 1.85
2B1QI 1.27
4B2H 1.67
TABLE 7.1
Values of EMF for the codes investigated
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CHAPTER 8 : Power spectral densities of new line codes
In this chapter the calculated power spectral densities (PSD) of the new line codes are
presented. The PSD of the coded sequence should have little low-frequency components to
minimize distortion of the signal due to the low-frequency cutoff characteristics of the
channel. Furthermore, the high-frequency components should also be limited, due to the
severe channel attenuation at high frequencies (typically above 100kHz for a twisted pair).
These two requirements mean that most of the signal energy should be concentrated in the
f
midband area, ie around 2c, where fc = ~ as in chapter 2. The spectral lines, or discrete
C
parts of the PSD, should be as small as possible in order to reduce crosstalk and to avoid
. the problem of phase-locked-loops in the timing recovery circuits locking on to the
frequency of the spectral line.
The method of Cariolaro, Pierobon and Tronca [1] was used for calculating the PSD of the
codes. A worked example to illustrate the method is presented in 8.1, while the PSD for the
other codes are presented in 8.2. A computer program which implements the
abovementioned method was used for the calculations. The program was written by
Whalley [37]. Measured spectra for some of the new codes, as well as measured eye
patterns can be obtained from the work of Menyennett [38].
8.1 PSD OF TIlE PST CODE.
The pair-selected ternary (PST) line coder [3,39] maps every two data bits onto two ternary
code symbols (see table 8.1). The resulting code sequence consists of the symbols ',+', '-',
and '0', with Lrmx =2 and C =2. This code was chosen for illustration purposes because it
is relatively simple (the encoder has two states, each with four outgoing edges), and the
method of Cariolaro et al entails very laborious calculations, increasing rapidly in
complexity as the code increases in number of states and number of outgoing edges per
state.
Using the notation of Cariolaro et ai, the two encoder states are called 0'1 and 0'2' The
encoder table for the PST code is shown in Table 8.1. An index variable, u, which
corresponds to the row number, is also shown in the table.
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STATE 0"1 STATE 0"2
DATA CODE Next CODE Next u
state state
00 - + 0 1 - + O2 1
01 0 + O2 0 - 0 1 2
10 + 0 O2 - 0 0 1 3
11 + - 0 1 + - O2 4
TABLE 8.1
Encoder for the PST line code
A finite - state machine is defined as a 5 - tuple .At= (!iJ, !iJ, ~ g, h), where :
s c
(i) The input set is the source dictionary ~ = Am ={ai' .. ,~}, where
mK=I AI ' (8.1)
and I A I denotes the cardinality of the source alphabet, A. For the state machine of
Table 8.1,
A= { 0,1 }, and
!iJ ={00,01, 10, 11 }.
s
(ii) The output set is the code dictionary ~ ={YI , .. ,YJ }, where
For the FSM of Fig 8.1,
r&= { -, 0, + }, and
!iJ = { -+. 0+, 0-, +0, -0. +-}.
c
(8.2)
(8.3)
(8.4)
(8.5)
(8.6)
(iii) The state set 9= { ai' ., ,01 } collects the possible values of the state sequence
stt), t E Z(T). For the example,
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(8.7)
(iv) The state transition function g: !fJx ~ -I !fJ determines the next state as a
s
function of the present state and the input source word:
s(t + T) =g{ stt), A(t) }. (8.8)
(v) The output function h : !fJx ~ -I ~ determines the output code - word in terms
s c
of state and input source - word :
C(t) =h{ sit), A(t} l. (8.9)
For each source - word a E ~, an output matrix r , and a state transition matrix E are
u s u u
defined:
The output matrix r is of dimension I X n, where I is the number of states of the
u
encoder and n is the codeword length, as in chapter 2. The i - th row of r is the
u
code - word
y. =h(a.,a ).
lU 1 U
(ii) The state transition matrix E
u
is an I x I binary matrix with (i,j)th entry
{
1, if g(a. ,a ) = a.
1 u J
E (ij) = .
u
0, otherwise
For the PST encoder:
and
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If the probability for a data bit at the input of the encoder to be a 'I' is p, and the
probability for the bit to be a '0' is q, then q =1 - p, and the source - word probabilities are
given by:
Mu m-Muq =p q
u
where M denotes the number of ones in the source - word a .
u u
For the PST code,
The (i.jlth entry of the transition probability matrix Tl is the conditional probability
(8.13)
(8.14)
P( stt + T) =a. / stt) =i ).
J
The matrix Il can be calculated by
K
n="qE.
.L..J u u
u = 1
.. (8.15)
(8.16)
Where K is the number of data words, K =2m. For the PST code, from (8.14) and (8.16),
the matrix n was found to be
2pq ]2·
P + q
(8.17)
If the data source is random, then p =q =0.5, and
The row vector 1C of size I contains the first - order state probabilities:
101
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x(i) = P( slt) = a. ).
1
CHAPTER 8 : Power spectral densities of new line codes
(8.19)
The vector x is the normalized solution of the matrix equation
x =xII.
For the PST code with Il as in (8.18), x was determined:
The k - step transition probabilities collected in the matrix Ilk are defined as :
Ilk(i,j) =P( s(t + kT) =a. / stt) =a. ).
J 1
The matrix Ilk can be calculated by
The limiting value of Ilk' ie Li m Ilk' can be calculated by :
k-l oo
II =wx
00 '
(8.20)
(8.21)
(8.22)
(8.23)
(8.24)
where w is a column vector of size I with all the entries equal to one. The rows of Il are
, 00
therefore equal to x.
For the PST code,
(8.25)
The matrix D is defined as the diagonal matrix D =diag{ ml), .. ,m!) }. For the PST code:
-
[.!. o]D= ~ I .
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The matrix Bfz) can be calculated by:
B(z) ={zU - ( n - n
oo
) } -I,
where U is the identity matrix. For the PST code:
B(z) = [ ~ ~r
The matrix Ylz) can be calculated by
where m is the codeword mean value :
c
and CO' C1' and C2 can be determined by :
K
Co =L ~ r u D r u'
u = 1
K
C 1 =L ~ r u D Eu (U - nJ. and
u = 1
1 ()1
(8.27)
(8.28)
(8.29)
(8.30)
(8.31)
(8.32)
(8.33)
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It is clear from (8.13) and (8.14) that when p =~ for the PST code, then
1qu =4" 'rJ 1 ~ u ~ 4. (8.34)
Substituting these values for q together with x from (8.21) and r from (8.11) into (8.30) :
u u
K
1 11 ~m =-[--] r
c 4 22 u
u = 1
m =[00]
c
(8.35)
If values for q , T , and D is obtained from (8.34), (8.11), and (8.26) respectively and
u u
substituted into (8.31), then Co is obtained for the PST code:
1 [ 3 -2 ]Co =4" -2 3 . (8.36)
When values for q , r , D, E and n is substituted from (8.34), (8.11), (8.26) (8.12), and
u u u co
(8.25) respectively into (8.32), then C1 is obtained for the PST code:
1 [-11]C1 = 8 -1 1 (8.37)
Similarly, if q from (8.34) and r from (8.11) is substituted into (8.33), then Cz for theu u
PST code is obtained :
(8.38)
Values for Co' C1, Cz' and B(z) for the PST code can be obtained from (8.36), (8.37),
(8.38) and (8.28) respectively. These values were substituted into (8.29) to obtain Yfz) for
the PST code :
-Y (z) = ~ [ 3 - 2~ -2 - 2~ 1.
-2 - - 3 --2Z 2Z
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Once Y(z) is known, the continuous part of the codeword spectral density can be calculated
by:
W (e)(f) =T [ Ytz) + Y'(z-1) I, z =expQ2.71/r),
e
(8.39)
If Ytz) from (8.38) is substituted into (8.39), then W (e)(f) is obtained for the PST code:
e
[
6 _! £1 - ! z
W (e) (f) =I 2 2
c 8 1 -1 1
-4--z --z2 2
1 -1 1 1-4- zz -Zz
1 -1 1 .6--z --z2 2
(8.40)
The parallel - to - serial converter in Fig 2.1 is an N . input, one - output interpolating filter
with frequency response
V(f) = -N1 [1, exp(-j2nfT ), .. , exp(-j2.7lf(N-l)T )]',
e e
The continuous part of the code - symbol PSD is given by :
For the PST code, N = 2, and V(f) is therefore:
1 [ 1 1V(f)=- ,2 cos(2.nf1) - j sin(2,;'lfT
e
)
because exp(-j2.1IfT ) =cos(2.1IfT ) - j sin(2.1IfT I.
e e e
(8.41)
(8.42)
(8.43)
(8.44)
If W (d(f) from (8.40) and V(f) from (8.43) are substituted into (8.42), then W(e)(f), or the
e
code - symbol PSD for the PST line code is obtained.
After multiplying the matrices in (8.42), simplifying the expression, and setting w =2:rfT ,
e c
the following expression for W(c)(f) is obtained:
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If roT =2JlfT, then
z =expGwT)
=cos(wT) + j sin(wT) ,
and
From (8.46) and (8.47) :
After substituting (8.48) into (8.45) and simplifying :
(8.46)
(8.47)
(8.48)
(8.49)
For the PST code, N =2. Therefore, if the code - symbol period T =I, then T =2, and
e
wT =2w . If the value T =1 are substituted into (8.49), then the continuous code - symbole e
PSD for the PST code is obtained, with the frequency axis normalized to f
e
=T1 =1.
e
The discrete part of the code - word PSD is given by :
00
W (d) (f) = m' m ~
e e e L.J
k = _00
1
o(f - kF), F = T (8.50)
The discrete part of the code - symbol sequence can then be calculated by :
(8.51)
--
However, from (8.35) m =[0 0 ] for the PST code. From (8.50) W (d) (0 =0 for this case
e c'
and thus W(d) (f) =0 for the PST code if p =0.5.
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The PSD for the PST code can thus be calculated completely from (8.49). Equation (8.49)
was evaluated, and the graph is shown in Fig 8.1. As expected, the PSD vanishes at zero
frequency, because the RDS is bounded.
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FlGURE 8.1
PSD for sequences corresponding to the PST code if p = 0.5
8.2 POWER SPECfRAL DENSITIES FOR THE NEW LINE CODES
The power spectral densities for the new codes that were presented in Chapter 6 are shown
in this section. The continuous part of the PSD is shown as a graph for each code, whereas
the discrete part or spectral line amplitudes are presented in table form. It is clear from
Fig 8.1 that the PSD for the PST ,code is symmetrical around ~ f
c.
Since this is true for all
the codes considered, only one half of the symmetrical PSD is presented in each case. The
PSD is also presented for p = 0.3, p = 0.5, and p = 0.7 in each case, in order to get an idea
of how the PSD fluctuates as p changes, as in a practical communications system. A
limitation of the algorithm is that it cannot deal with codes that exhibit a certain periodic
motion in their state sequences, stt) [37]. It is clear from inspection of the 1B1Q encoder
(Table 6.10 or Fig 6.8) that once stt) = A or sft) = D, then s(t + T) = B or slt + T) = C, and
vice versa. The PSD for 1B1Q can thus not be obtained from the algorithm, and is therefore
not presented here. A measured PSD is however presented in [38]. The continuous PSD for
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2B2T, 2B2TA, and SB4T is presented in Fig 8.2, Fig 8.3, and Fig 8.4, respectively.
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FIGURE 8.2
Continuous PSD for sequences of the 2BZf code
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Continuous PSD for sequences of the 2BZfA code
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Continuous PSD for sequences of the 4BST code
Continuous PSD graphs for 3B2Q, QRLL, 3B2QI, 2Bl QI, and 4B2H are shown in Fig 8.5
to Fig 8.9. It can be seen from Fig 8.6 and Fig 8.8 that the PSD of QRLL and 2BIQI is not
zero at zero frequency, because these codes were not designed to be DC - free. The PSD of
2BIQI does however exhibit a reduced PSD at lower frequencies.
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Continuous PSD for sequences of the 3B2Q code
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Continuous PSD for sequences of the QRLL code
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Continuous PSD for sequences of the 4B2H code
Spectral lines are present at multiples of the code - word rate f =~ =fin. Table 8.1 contains
values of spectral line amplitudes rounded to 4 digits for the 2B2T, 2B2TA, 3B2Q, QRLL,
3B2QI, and 4B2H codes for different values of p.
DATA - 1 PROBABILITY
P = 0.3 P = 0.5 p= 0.7
CODE !.f f !.f f !.f f2 c c 2 c c 2 c c
2B2T 0 0.033 0 0 0.001 0.005
2B2TA 0 0.128 0 0 0 0.128
3B2Q 0 0.191 0 0 0 0.008
QRLL 0.053 0.037 0 0 0.009 0.177
3B2QI 0 0 0 0 0 0.004
4B2H 0 0.078 0 0.002 0 0.446
TABLE 8.1
Discrete PSD for some line codes with n = 2.
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For the 2B1QI code, the spectra line amplitude at the frequency f is 0.243
c
when p =0.3 or p =0.7, and 0 when p =0.5.
The discrete PSD for the 4B5T line code is shown in Table 8.2.
FREQUENCY
PROBABILITY !.f ~f ~f ~f f5 c 5 c 5 c 5 c c
p =0.3 0 0 0.022 0.022 0
P =0.5 0 0 0 0 0
p =0.7 0 0.001 0.014 0.014 0.001
TABLE 8.2
Discrete PSD for the 4B5T CODE
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CHAPTER 9 : Discussion and overview
The choice of a line code for a communications system is ironically one of the factors not
always receiving adequate consideration from communications design engineers. The reason
for this can be found in the fact that multilevel line code design and information theory
have been considered two seperate subjects, at least to some extend. The result of this is
that many line codes have been designed in a empirical way. The aim of this study was to
use information theoretical methods to find values of channel capacity for multilevel
sequences of practical interest, and construct new line codes for generating these sequences.
A number of classes of restricted multilevel sequences which were thought to be of
practical importance in view of typical desired input restrictions were identified, and
Markov models corresponding to these sequences were set up. A general characteristic
equation was found for one class of restricted multilevel sequences. Recursion formulas and
methods for finding a characteristic equation using these formulas were presented for a few
classes of sequences. Several tables containing values of channel capacity were also
presented.
A brief description of the existing multilevel line codes was presented. Apart from the fact
that there are not many of these codes available, some of them suffer serious drawbacks
regarding a lack of complying to input restrictions, small values of efficiency, and great
code complexity.
The detailed synthesis of several new multilevel line codes satisfying various classes of
input restrictions were presented. Table 9.1 is a summary of the new line codes.
CODE q R TJ C LIJIlX
2B2T 3 2/2 83% 1 2
2B2TA 3 2/2 83% 1 2
4B5T 3 4/5 97.2% 1 2
3B2Q 4 3/2 95.7% 3 4
QRLL 4 3/2 94.6% 00 1
IBIQ 4 1/1 95% 2 1
3B2QI 5 3/2 97% 1 2
2BIQI 5 2/1 100% 00 1
4B2H 6 4/2 92% 5 4
TABLE 9.1
Summary of the new line codes.
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The mapping of data bits onto the code sequence, once a suitable finite state machine for
the encoder is found, is not unique. Different mappings can lead to codes with different
spectral and error propagation properties. An example of this is the 2B2T and 2B2TA
codes. It is clear from Fig 7.2 and Tab~e 7.1 that the 2B2TA code has error behaviour
superiour to that of the 2B2T code. However, Table 8.1 shows that 2B2T has smaller line
components in its PSD than 2B2TA. These factors should be taken into account when
selecting one of these codes. All the other codes showed good error behaviour and
favourable PSD, thus no attempt was made to alter the respective mappings of data bits
onto code symbols. It can be seen from Fig 7.5, Fig 7.6, and Table 7.1 that the BnZS codes
showed more favourable error behavior than the HDBn codes. The reason for this is that the
zero substitution sequences used with the BnZS codes do not contain as many zero symbols
as the corresponding sequences used with HDBn codes. It can be seen from Fig 7.1 that the
probability for the symbol '0' to be received as another ternary symbol when q =3 is 2p,
whereas the probability for a ternary pulse to be received as a symbol other than itself is
only p. From Table 7.1, the EMF for the 1B1Q code is 0.75. This value is very low for any
line code with R ~ 1. It is clear from Fig 8.8 that although 2B1QI is not DC-free, it has
reduced power contents at low frequencies.
A high value of R is very important for a line code used in the ISDN subscriber loop. At
the moment, the 2BIQ line code is used (see paragraph 5.7). The 2B1QI line code has the
same value of R than 2B1Q, but it has 5 levels instead of 4, and it satisfies tight runlength
restrictions. However, 2BIQI does suffer some lost signal-to-noise ratio immunity compared
to 2B1Q because of the extra signal level. The 4B2H line code also has the same value of
R, but with six signal levels. This code satisfies charge and runlength restrictions. The
4B2H line code could thus be considered for the ISDN subscriber loop. The 3B2Q code has
a mapping ratio of 1.5 instead of 2, but it has only four signal levels, and it satifies tight
input restrictions. The experimental study of Menyennett [38] also showed that this code
has favourable crosstalk properties. The 3B2Q code could thus also be considered for the
subscriber loop. The 3B2Q code is also recommended for use in the South-African Diginet
system, which basically comprises of one full duplex baseband channel over a twisted pair
at data rates of 64 kbits/s or lower. Alternatively, 2B2T or 2B2TA can be used for this and
other systems of comparable or lower data rates over twisted pairs.
Topics for further research could include the synthesis of multilevel error-correcting codes
satisfying the classes of input restrictions considered in this study, the synthesis of
multilevel codes with specific spectral shaping properties like a zero at the Nyquist
frequency [34], higher order zeros at zero frequency, and the generating of a pilot tone, ie a
large, constant spectral line at a fixed frequency, Furthermore, the use of multilevel codes
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on partial - response channels, and the construction of multilevel self - equalizing codes can
be investigated. The definition of input restrictions to simplify echo cancelling can also be
undertaken. Another topic of interest could be the use of multilevel codes on optic - fibre
channels.
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APPENDIX A: Programs for enumerating quaternary CC •.•
During the course of this study, several computer programs were written, mostly to do
laborious and lengthy calculations and searches. Instead of presenting long listings of all the
programs used, only essential parts of some programs are presented and discussed in order
to convey an understanding of the algorithm used in each case. The programming language
Turbo Pascal were used for all the programs.
The program that was used for obtaining the results in paragraph 4.3 are discussed in this
appendix. The program determines N([) for charge - constrained quaternary sequences
corresponding to the Markov model of Fig 4.6, by making use of recursion formulas as
explained in section 4.3.
It can be seen from inspection of Table 4.1 that N([) becomes very large as l is made
larger. Special programming measures had to be taken to handle these large numbers. This
entails the conversion of the numbers into exponential format, ie the format in which values
for N(l) are presented in Table 4.1. Numbers in this format can be added only if their
exponent parts are the same. Part of the initialising procedure of the program, which assign
values to Nk(1) is :
BEGIN
KMl[l] := 2;
KMl[2] := 3;
KMI[3] := 3;
KMI [States] :=2;
KMI [States-I] := 3;
KMl[States-2] := 3;
FOR Index := 4 TO (States - 3) DO
KMI[Index] := 4;
NT:=O;
NTex:= 0;
In the listing, the variables KMI[Index] denotes Nk(l- 1), with k = Index. The variables
NT and NTex denotes the number and exponent parts of N([), respectively. The constant
States denotes the number of states in the Markov model., ie 2 C + 1. The following listing
shows how the exponent parts of the numbers are matched, so that they can be added. A
variable 'Greatest are used to hold the value of the largest exponent. The numbers are then
converted so that all the exponent parts are equal to this value:
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Greatest := KM1ex[l];
FOR Index := 1 TO States DO
IF KMlex[Index] > Greatest THEN Greatest := Klvl lexjlndex];
FOR Index := 1 TO States DO
BEGIN
IF KM1ex[Index] < Greatest THEN
REPEAT
KM1 [Index] := KMI [Indexj/lO:
KM1ex[Index] := KM1ex[Index]+1;
UNTIL KM1ex[Index] = Greatest;
END;
{exponents are now matched and numbers can be added}
In the following listing. the recursion formulas are applied to obtain Nk(l) as a function of
Nk(l - 1). The variables Kllndex] and Kexllndex] denotes the number and exponent parts of
Nk(l) respectively. where k = Index.
FOR Index := 1 TO States DO
BEGIN
IF (Index >= 4) AND (Index <= (States - 3)) THEN
K[Index] := KMl[Index - 1] + KM1[Index + 1] +
KMl[Index - 3] + KMl[Index + 3];
IF (Index = 2) OR (Index = 3) THEN
K[Index] := KM1[Index-l] + KMl[Index + 1] + Klvl ljlndex + 3];
IF Index =1 THEN
K[Index] := KMl[2] + KMl[4];
IF (Index = (States - l»OR (Index =(States - 2)) THEN
K[Index] := KMl[Index - 1] + KMl[Index + 1] + KM1[Index - 3];
IF Index = States THEN
K[Index] := KMl[Index - 1] + KM1[Index - 3];
Kex[Index] := Greatest;
END;
APPENDIX A: Programs for enumerating quaternary CC ..•
The numbers are now converted again so that each number part is less than ten. Exponents
are then matched, and N(l) is determined by :
FOR Index := 1 TO States DO
NT := NT + Kjlndex]:
NTex := Greatest;
The number part of N(l) is now made less than ten :
IF NT >= 10 THEN
REPEAT
NT:= NT/lO;
NTex := NTex + 1;
UNTIL NT < 10;
This loop is executed Ltimes, where l refers to the corresponding entry in Table 4.1.
\.
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APPENDIX B: Programs to determine the connection ..•
In this appendix, programs that were written to determine the· connection matrix of a
Markov model, given the channel input restrictions, are discussed. Once the connection
matrix is known, the channel capacity can be determined as described in paragraph 4.5. The
programs were used to determine the connection matrices, which were then imported into
the mathematical program PC - MATLAB, where the channel capacity was calculated.
Programs for determining the connection matrix for various classes of Markov models are
discussed in the following sections.
B.t CHARGE - CONSTRAINED SEQUENCES
These programs were used to determine the connection matrix for CC sequences, in order to
obtain the values of channel capacity presented in section 4.5.1. The programs for the
six - level and seven - level sequences will be discussed to illustrate the methods for
sequences where the symbol '0' is not allowed, and where it is allowed, respectively.
The following listing is that of the main program :
BEGIN
Initialise;
Calculate_A;
PrintMatrix;
Store;
END.
The procedure Initialise sets all the entries of the connection matrix A to zero. The
procedure Calculate_A determines the entries of A by taking into account the possible
six - level code symbols:
PROCEDURE Calculate_A;
BEGIN
FOR Y := 1 TO States DO
BEGIN
IF (y-S) > 0 THEN
A[y,y-5] := A[y,y-5] + 1;
IF (y-J) > 0 THEN
A[y,y-3] := Aly.y-Jl + 1;
IF (y-I) > 0 THEN
Ajy.y-I] := Aly.y-I] + 1;
128
-APPENDIX B: Programs to determine the cooncctioo ...
IF (y+1) <= States THEN
Ajy.y-i I] := A[y,y+1] + 1;
IF (y+3) <= States THEN
A[y,y+3] := A[y,y+3] + 1;
IF (y+S) <= States THEN
A[y,y+S] := A[y,y+S] + 1;
END;
END;
The procedure PrintMatrix prints the connection matrix to screen, and the procedure Store
stores the matrix on disk for use by PC - MATLAB.
For the seven - level sequences, the procedure Calculate_A is :
PROCEDURE Calculate_A;
BEGIN
FOR y := 1 TO (2*Cm+1) DO
FOR x := 1 TO L01 DO
FOR Index:= 1 TO 3 DO
BEGIN
Bstate:= (x-l)*(2*Cm+1)+y;
IF (y--lndex) <= (2*Cm+1) THEN
""A[Bstate,(y+Index)] := A[Bstate.(y+Index)] + 1;.
IF (x < L01) AND (Index = 1) THEN
A[Bstate.x*(2*Cm+1)+y] := A[Bstate.x*(2*Cm+1)+y] + 1;
IF (y-Index) > 0 THEN
A[Bstate,(y-Index)] := A[Bstate.(y-Index)] + 1;
END;
END;
The variable Cm denotes C, and L01 denotes the quantity LOax + 1.
B.2 CCMXRLL SEQUENCES
These programs were used to determine the values of capacity presented in section 4.5.3.
The program for CCMXRLL quintemary sequences, corresponding to the general Markov
model of Fig 4.11, is discussed here.
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The following listing is that of a procedure to determine the number of states in the Markov
model, ie the value of the variable States, given the values of the constants Land C. which
denote Lmax and C respectively. The variable Charge_Level denotes the current value of the
RDS (horizontal level in Markov model). while Symbol denotes the code symbol under
consideration.
PROCEDURE CountStates;
BEGIN
States := 0;
FOR Charge_Level:= -C TO C DO
FOR Symbol := -2 TO 2 DO
BEGIN
IF ABS(Charge_Level - Symbol) <= C THEN {Rectangular state exists}
BEGIN
States := States + 1;
IF ABS(Charge_Level + Symbol*(L-1» <= C THEN {Runlength not bounded by
C}
States := States + L - 1;
i := L-2;
IF (i > 0) AND (ABS(Charge_Level + Symbol*(L-l) > C) THEN {Runlength
bounded by C}
REPEAT
IF ABS(i*Symbol + ChargeLevel) <= C THEN
States := States + i;
i := i-I;
UNTIL ((ABS(Charge_Level + Symbol*G+1» <= C) OR (i = 0»;
END;
END;
END;
A two - dimensional variable StateVar is defined as :
StateVar :ARRAY [l .. States,l .. 3] OF INTEGER;
In the variable SrateVar, there is a row for each state. Each row is of length three.
containing the state variables, ie the runlength in the first position, the entry symbol in the
second position, and the current charge - level or RDS in the third position. TIle entries of
no
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the variable StateVar are then determined by the following procedure:
PROCEDURE DetennineStateVar;
BEGIN
Index:= 0;
FOR Charge_Level := -C TO C DO
FOR Symbol := -2 TO 2 DO
BEGIN
IF ABS(Charge_Level - Symbol) <= C THEN {Rectangular state exists}
BEGIN
Index := Index + 1;
StateVarjlndex.I] := 1;
StateVar[Index,2] := Symbol;
StateVar[Index,3] := Charge_Level;
11 := 2;
IF (ABS(Charge_Level + Symbol) <= C)
AND (L> 1) THEN {SubStates exists}
REPEAT
Index :=Index + 1;
StateVar[Index,l] := II;
Statevarllndex.Z] := Symbol;
StateVar[Index,3] := Charge_Level + (11-1) * Symbol;
11 :~ I1+1;
UNTIL (II =L+l) OR «ABS(Charge_Level + (ll-l)*SymboI)) > C);
END;
END;
END;
The connection matrix corresponding to the Markov model, Ie the variable AA, is
determined by the procedure DetermineAA :
PROCEDURE DetennineAA;
BEGIN
FOR Bstate := 1 TO States DO
FOR Symbol := -2 TO 2 DO
FOR Index := 1 TO States DO
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BEGIN
IF (StateVar[Bstate,2] =StateVar[Index,2])
AND (StateVar[Bstate,l] = StateVarjlndex.Ij-I)
AND (StateVar[Bstate,3] = State'Varllndex.Sj-Symbol)
AND (Symbol = StateVar[Bstate,2])
THEN
AA[Bstate,Index] := AA[Bstate,lndex] + 1;
IF (State'Var[Index.Z] =Symbol)
AND (Statevarjlndex.l] = 1)
AND (StateVar[Bstate,3] = Statevarllndex.Jl-Symbol)
AND (StateVar[Bstate,2] <> StateVar[Index,2])
THEN
AA[Bstate,Index] := AA[Bstate,lndex] + 1;
END;
END;
In the procedure, each state is considered seperately (Bstate). For each symbol, and for each
state, a test is then carried out to determine whether Bstate and the state under consideration
are connected in the Markov model. The first IF-statement in the procedure determine
whether the states are connected and have the same entry symbol, whereas the second
IF-statement counts the transitions between states with different entry symbols.
It was explained in chapter 7 that states with the same set of outgoing edges can be merged.
In the program, states were merged where possible to obtain ,a smaller connection matrix.
This proved to be advantageous, because the program PC-MATLAB has a limitation on the
size of matrix that can be handled, and the merging procedure enabled some channel
capacities to be obtained that would otherwise not have been possible with the software
used.
The procedure Calculate_A determines the matrix A, which is the connection matrix after
all possible mergings of states took place:
PROCEDURE Calculate_A;
VAR
Found
Estate
:BOOLEAN;
:INTEGER;
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BEGIN
Size := States;
Bstate := 0;
REPEAT
Bstate := Bstate + 1;
i := Bstate;
REPEAT
i:=i+1;
Found := TRUE;
FOR j := 1 TO Size DO
IF AA[i,j] <> AA[Bstate,j] THEN Found := FALSE;
UNTIL (i =Size) OR (Found = TRUE);
IF Found = TRUE THEN
BEGIN
Estate := i:
FOR j := 1 TO Size DO
AAU,Bstate] := AAU,Bstate] + AAU,Estate]; {Add Collurnns]
FOR i := Estate TO Size -1 DO
FOR j := 1 TO Size DO
AAU,i] := AAU,i+1]; {Shift Collumns}
FOR i := Estate To Size-I DO
FOR j := 1 TO Size DO
AA[i,j] := AA[i+l,j]; {Shift Rows}
Size := Size - 1;
Bstate := 0;
END;
UNTIL Bstate =Size-I:
WRITELN(Size);
END;
The procedure searches for two identical rows in the connection matrix. When found, the
corresponding columns are added, and the rows and columns are shifted one position
inward from the second state. The part of AA is then stored without the last (States - Size)
rows and columns under the name A for use by PC - MATLAB.
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Programs were written to automate the search for the approximate eigenvector in the sliding
block code algorithm described in paragraph 6.2. The program determines the connection
matrix in the same way as the programs described in the previous paragraph. The matrix An
is then calculated. The following procedure calculates A2, denoted by AA in the listing:
PROCEDURE Asquare;
BEGIN
FOR i:= 1 TO States DO
FOR j := 1 TO States DO
FOR Index := 1 TO States DO
AA[i,j] := AA[i,j] + A[i,Index]*A[Index,j];
END;
The following listing is that of a procedure which calculates 2m , denoted by the vector u,
and Any, denoted by w. The procedure then compares theu and w to determine whether v
satisfies equation (6.17) :
PROCEDURE Calc_and_Camp;
BEGIN
FOR i := 1 TO States DO {rows}
BEGIN
ulil := exp(m*ln(2»*v[i]; {2Am}
wli] := 0;
FOR Index := 1 TO States DO {columns}
wji] := w[i] + AAH,Index] * vllndex]:
END;
Found := TRUE;
FOR i := 1 TO States DO
IF w[i] < ulil THEN Found := FALSE;
END;
The following procedure finds new values for v. As it is written at the moment, it places up
to four elements equal to 2 in v. It is easily modified for different numbers of elements not
equal to one, and for different values of these elements:
l35
PROCEDURE Search
VAR
N1,N2,N3,N4,N5 :INTEGER;
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BEGIN
FOR N1 := 1 TO States-4 DO
FOR N2 := N1+1 TO States-3 DO
FOR N3 := N1+2 TO States-2 DO
FOR N4 := N1+3 TO States-1 DO
FOR N5 := N1+4 TO States DO
BEGIN
FOR j := 1 TO States DO
vlil := 1;
v[N1] := 2;
v[N2] := 2;
v[N3] := 2;
v[N4] := 2;
v[N5] := 2;
Calc_and_Comp;
IF Found =TRUE THEN EXIT;
END;
END;
136
APPENDIX
-
I
-
PROGRAMS TO
DETERMINE
ERROR -
BEHAVIOUR
137
I
I
I
i
II
I
I
i
!
II
:\
Iii
I
ii
,j
it
\![,
I·
Ii
,I
I
Ii
APPENDIX D: Programs to dctcmtine CITOI' behaviour
In this appendix, programs which were used for simulations to determine error propagation
properties and error multiplication factors are described. The 3B2Q code is used as an
example.
D.1 PROGRAMS TO DETERMINE ERROR PROPAGATION PROPERTIES
The procedure MakeData determines m data bits and load it into the buffer SendData :
PROCEDURE MakeData;
BEGIN
FOR Index := 1 TO 3 DO
SendData[Index] := ROUND(INT(RANDOM + 0.5»;
Dat := 4*SendData[l] + 2*SendData[2] + SendData[3];
END;
The procedure MakeErrors takes the code symbol SendSym, and changes it to another code
symbol according to Fig 7.1 :
PROCEDURE MakeErrors;
VAR
Sym :INTEGER;
BEGIN
rand := RANDOM;
Sym := Sendsym;
IF (Sendsym = 3) THEN
Sym := 1;
IF (Sendsym = 1) AND (rand < 0.5) THEN
Sym:= 3;
IF (Sendsym = 1) AND (rand >= 0.5) THEN
Sym := -1;
IF (Sendsym = -1) AND (rand < 0.5) THEN
Sym := 1;
IF (Sendsym = -1) AND (rand >= 0.5) THEN
Sym := -3;
IF (Sendsym = -3) THEN
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Sym := -1;
Sendsym := Sym;
END;
The procedure Send determines the n code symbols corresponding to the dataword stored in
SendData according to the encoding table (Table 6.6). This code symbols are loaded into
the buffer RecCode. The procedure also chooses one element of RecCode, and then change
this symbol with the procedure MakeError :
PROCEDURE Send;
VAR
NewState :CHAR;
BEGIN
FOR Index:= 1 TO 2 DO
BEGIN
IF State = 'A' THEN Sendsym := AsymjDat.Index]:
IF State = 'B' THEN SendSym := Bsym[Dat,Index];
IF State = 'C' THEN Sendsym := Csym[Dat.Index]:
IF (Error = 0) AND (Index = 1) THEN
MakeErrors;
IF (Error = 1) AND (Index =2) THEN
MakeErrors;
RecCode[Index] := Sendsym;
END;
IF State = 'A' THEN NewState:= Anextjljat]:
IF State = 'B' THEN NewState := BnextlDat]:
IF State = 'C' THEN NewState := Cnextjlzat]:
State := NewState;
END;
The procedure Decode decodes the contents of the buffer RecCode according to the decoder
table (Table 6.7). The output of the decoder is stored in the buffer RecData. The buffers
RecData and SendData are then compared to determine the number of errors caused by the
single channel error.
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PROCEDURE Decode;
BEGIN
FOR Index:= 1 TO 3 DO
RecData[Index] := 0;
IF (RecCode[l] = -1) AND (RecCode[2] = 1) THEN
RecData[2] := 1;
IF «RecCode[l] = 3) AND (RecCode[2] = .n OR
«RecCode[l] = -3) AND (RecCode[2] = -1) THEN
RecData[l] := 1;
IF «RecCode[l] = 3) AND (RecCode[2] = 1)) OR
«RecCode[l] = -3) AND (RecCode[2] = 1)) THEN
FOR Index:= 1 TO 2 DO
RecData[Index] := 1;
IF «RecCode[l] = 3) AND (RecCode[2] = -3» OR
«RecCode[l] = -1) AND (RecCode[2] = -1» THEN
RecData[3] := 1;
IF «RecCode[l] = 1) AND (RecCode[2] = 1» OR
«RecCode[l] = -3) AND (RecCode[2] = 3» THEN
FOR Index := 2 TO 3 DO
RecData[Index] := 1;
IF «RecCode[l] = -1) AND (RecCode[2] = 3)) OR
«RecCode[l] = -1) AND (RecCode[2] = -3» THEN
BEGIN
RecData[l] := 1;
RecData[3] := 1;
END;
IF «RecCode[l] = 1) AND (RecCode[2] = 3» OR
«RecCode[l] = 1) AND (RecCodelz] = -3») THEN
FOR Index:= 1 TO 3 DO
Recljatajlndex] := 1;
FOR Index:= 1 TO 3 DO
IF RecData[Index] <> SendData[Index] THEN
ErrorsReceived := ErrorsReceived + 1;
END;
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The following listing is that of the main program :
VAR
Count :INTEGER;
BEGIN {MainProgram}
Initialise;
FOR j := 1 TO 30000 DO
BEGIN
Count:= 5 + ROUND(INT(RANDOM*20»;
FOR i := 1 TO Count DO
BEGIN
MakeData;
Send;
Decode;
END;
ErrorsReceived := 0;
MakeData;
Error := ROUND(INT(RANDOM+0.5»;
Send;
Error:= 2;
Decode;
FOR i ;= 1 TO 3 DO
BEGIN
MakeData;
Send;
Decode;
END;
PROP[ErrorsReceived] := PROP[ErrorsReceived] + 1;
END;
FOR i := 0 TO 4 DO
WRITE(PROP[i],' ');
END.
D.2 PROGRAMS TO DETERMINE TIlE EMF
This program is very similar to the one described in the previous section, and only the
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procedures that have changed are listed here. The variable p in the procedure MakeErrors
denotes the variable p in Fig 7.1.
PROCEDURE MakeErrors;
VAR
Sym :INTEGER;
BEGIN
Sym := Sendsym;
IX := (171*IX) MOD 30269;
IY := (172*IY) MOD 30307;
IZ := (170*IZ) MOD 30323;
rand := FRAC((IX/30269)+(IY/30307)+(IZ/30323));
IF (Sendsym = 3) AND (rand <= p) THEN
Sym := 1;
IF (Sendsym = 1) AND (rand < p) THEN
Sym := 3;
IF (Sendsym = 1) AND (rand >= p) AND (rand <= (2*p)) THEN
Sym := -1;
IF (Sendsym = -1) ANI;>. (rand < p) THEN
Sym := 1;
IF (Sendsym =-1) AND (rand >= pl AND (rand <= (2*p)) THEN
Sym := -3;
IF (Sendsym = -3) AND (rand <= p) THEN
Sym := -1;
Sendsym := Sym;
END;
The procedure Send now changes to :
PROCEDURE Send;
VAR
NewState :CHAR;
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BEGIN
FOR Index := 1 TO 2 DO
BEGIN
IF State = 'A' THEN Sendsym := AsimjDat.Index];
IF State = 'B' THEN SendSym := Bsim [Dat.Index];
IF State ='C' THEN Sendsym := CsimjDat.lndex];
MakeErrors;
RecCode[Index] := Sendsym;
END;
IF State = 'A' THEN NewState := AnextjDat]:
IF State = 'B' THEN NewState := BnextjDat]:
IF State = 'C' THEN NewState := CnextjDat]:
State := NewState;
END;
The following is a listing of the main program :
BEGIN {MainProgram}
Inisialise;
FORj := 1 TO 30 DO
BEGIN
FOR i := 1 TO 10000 DO
BEGIN
MakeData;
Send;
Decode;
k:= k+3;
END;
WRITELN(ErrorsReceived!(k»; {each block = 3 bits}
END;
END.
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APPENDIX E: List of programs 00 the floppy disk
A list of programs on the included floppy disk is given here. All the programs are written in
Turbo Pascal (version 5 or upward), and all the filenames have the extention .pas.
The program that was described in Appendix A :
ALGKAP
Programs described in appendix B :
Q
QI
H
D
TELTOESQ
and QLC
TELQI and
QILC
TELH and
HLC
TELD and
DLC
Determines A for CC quaternary sequences.
Determines A for CC quinternary sequences.
Determines A for CC six - level sequences.
Determines A for CC seven - level sequences.
Determines A for CCMXRLL quaternary sequences
Determines A for CCMXRLL quinternary sequences.
Determines A for CCMXRLL six - level sequences
Determines A for CCMXRLL seven - level sequences
Programs described in appendix C :
KODT
KODQ
KODQI
KODH
KODD
.-
Finds the approximate eigenvector for a ternary sequence
Finds the approximate eigenvector for a quaternary sequence
Finds the approximate eigenvector for a quintemary sequence
Finds the approximate eigenvector for a six - level sequence
Finds the approximate eigenvector for a seven - level sequence
Programs described in appendix D :
2B2TFOUT
2B2TPROP
2B2TAFOU
2B2TAPRO
4BSTFOUT
4BSTPROP
Determines the EMF of 2B2T
Determines the error propagation of 2B2T
Determines the EMF of 2B2TA
Determines the error propagation of 2B2TA
Determines the EMF of 4BST
Determines the error propagation of 4BST
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3B2QFOUT
3B2QPROP
QRLL
QRLLPROP
IBIQPROP
3B2QIFOU
3B2QIPRO
2BIQIFOU
2BIQIPRO
PSTPROP
4B2HFOUT
4B2HPROP
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Determines the EMF of 3B2Q
Determines the error propagation of 3B2Q
Determines the EMF of QRLL
Determines the error propagation of QRLL
Determines the error propagation of IBIQ
Determines the EMF of 3B2QI
Determines the error propagation of 3B2QI
Determines the EMF of 2BIQI
Determines the error propagation of 2BIQI
Determines the error propagation of PST
Determines the EMF of 4B2H
Determines the error propagation of 4B2H
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