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HYERS-ULAM STABILITY FOR HYPERBOLIC RANDOM
DYNAMICS
LUCAS BACKES AND DAVOR DRAGICˇEVIC´
Abstract. We prove that small nonlinear perturbations of random lin-
ear dynamics admitting a tempered exponential dichotomy have a ran-
dom version of the shadowing property. As a consequence, if the expo-
nential dichotomy is uniform, we get that the random linear dynamics is
Hyers-Ulam stable. Moreover, we apply our results to study the conser-
vation of Lyapunov exponents of the random linear dynamics subjected
to nonlinear perturbations.
1. Introduction
The foundations of the theory of chaotic dynamical systems dates back
to the work of Poincare´ [30] and is now a well developed area of research.
An important feature of chaotic dynamical systems, already observed by
Poincare´, is the sensitivity to initial conditions: any small change to the
initial condition may led to a large discrepancy in the output. This fact
makes somehow complicated or even impossible the task of predicting the
real trajectory of the system based on approximations. On the other hand,
many chaotic systems, like uniformly hyperbolic dynamical systems [1, 12],
exhibit an important property stating that, even though a small error in the
initial condition may led eventually to a large effect, there exists a true orbit
with a slightly different initial condition that stays near the approximate
trajectory. This property is known as the shadowing property and its study
was initiated in the seminal papers of Anosov [1] and Bowen [12]. Their
original approach which was based on the invariant manifold theory was
later greatly simplified by Mayer and Sell [22] as well as Palmer [25], who
presented purely analytic proofs of the shadowing property in the context
of uniformly hyperbolic dynamics. We refer to the books [27, 29] for more
details and further references on the shadowing theory.
More recently, numeruous authors have begun to study a similar problem
in the context of differential or difference equations. More precisely, they are
concerned with formulating sufficient conditions under which one is able to
find an exact solution of a differential or difference equation in a vicinity of
an approximate solution. If the equation possesses this property, we say that
it exhibits Hyers-Ulam stability. This terminology is used due to the fact
that Ulam [38] proposed a similar type of problem for functional equations,
whose partial solution was provided by Hyers [18].
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As already mentioned, in the recent years many results dealing with
Hyers-Ulam stability (discussing both its presence and lack of it) of differ-
ential and difference equations have been obtained. We in particular refer
to the works of Brzde¸k, Popa and Xu [8, 9, 10, 11], Jung [19], Popa [31, 32],
Popa and Ras¸a [33, 34], Wang, Fecˇkan and Tian [40], Wang, Fecˇkan and
Zhou [41], Xu [42] as well as Xu, Brzde¸k and Zhang [43].
The relationship between hyperbolicity and Hyers-Ulam stability has been
systematically studied in a series of papers by C. Bus¸e and collaborators [6,
13, 14]. Let us briefly describe the main results from [6]. Assume that A is
a complex matrix of order m and consider the associated dynamics
xn+1 = Axn, n ≥ 0. (1)
Then, it was established in [6] that the following statements are equivalent:
• A is hyperbolic, i.e. the spectrum of A doesn’t intersect the unit
circle;
• there exists L > 0 such that for any ε > 0 and any sequence (yn)n≥0 ⊂
C
m such that
sup
n≥0
‖yn+1 −Ayn‖ ≤ ε,
there exists a solution (xn)n≥0 ⊂ C
m of (1) such that
sup
n≥0
‖xn − yn‖ ≤ Lε.
In other words, each approximate solution of (1) is close to an exact
solution.
We note that similar result concerned with a difference equation
xn+1 = Anxn, n ≥ 0, (2)
where (An)n≥0 is a periodic sequence of complex matrices were obtained
in [13].
A recent advancement in this line of the research was made in [5] (with the
arguments based on [4], which in turn are inspired by versions of shadowing
lemma for nonautonomous dynamics [16]). More precisely, we study (2) in
the infinite-dimensional case and without an assumption on the periodicity
of the sequence (An)n≥0. We have proved that if the sequence (An)n≥0
admits an exponential dichotomy then (2) exhibits Hyers-Ulam stability
(showing that also that the converse holds in the finite-dimensional case).
In fact, we show that the same conclusion holds true if we slightly perturb
linear dynamics (2), i.e. if we consider nonlinear dynamics
xn+1 = Anxn + fn(xn), n ≥ 0,
where (fn)n≥0 is a sequence of suitable Lipschitz (nonlinear) maps on X.
The objective of this paper is to establish results similar to those in [5] in
the context of random dynamical systems. The theory of random dynamical
systems is by now very well developed and its relevance in studying vari-
ous real-life phenomena (such as for example those modelled by stochastic
differential equations) is widely recognized. We refer to [2] for a detailed
exposition of this theory.
As usual in random dynamics, we start with a base space which is a proba-
bility space (Ω,F ,P) together with an P-preserving invertible transformation
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σ : Ω → Ω. Furthermore, we have a family of linear operators (A(ω))ω∈Ω
acting on some Banach space X and a family (fω)ω∈Ω of (nonlinear) maps
on X. For ω ∈ Ω, we consider the nonlinear dynamics
xn+1 = A(σ
n(ω))xn + fσn(ω)(xn), n ∈ Z. (3)
We show that if the cocycle generated by the linear part of (3) admits a so-
called tempered exponential dichotomy and under suitable assumptions for
nonlinear maps fω, in a vicinity of each suitable approximate solution of (3)
we can find an exact solution. In the particular case, when the linear part
of (3) admits a uniform exponential dichotomy, our results imply that (3)
is Hyers-Ulam stable.
In contrast to [5], besides considering a random dynamics (and not nonau-
tonomous dynamics given by a sequence of maps), we also:
• deal with the situation when the linear part of (3) admits a tempered-
exponential dichotomy, i.e. it is nonuniformly hyperbolic. The con-
cept of nonuniform hyperbolicity originated in the landmark works
of Oseledets [23] and particularly Pesin [28] and proved to be a non-
trivial and far-reaching extension of the classical theory of uniformly
hyperbolic dynamical systems initiated by Smale [36]. For extension
of this theory to the case of infinite-dimensional dynamics we refer to
the works of Ruelle [35], Man˜e´ [21], Thieullen [37], Lian and Lu [20],
Zhou, Lu and Zhang [44], Blumenthal and Young [7] and additional
references therein.
• consider a broader class of approximate solutions of (3) than those
in [5]. More precisely, we now deal with situations when the error in
the one step iteration of the dynamics is no longer uniform over time.
We stress that those novelties require us to substantially modify our previous
arguments from [5].
2. Preliminaries
Let X be an arbitrary Banach space and let B(X) denote the space of
all bounded operators on X. Furthermore, consider a probability space
(Ω,F ,P) together with a P-preserving invertible transformation σ : Ω→ Ω.
We will assume that P is ergodic.
Let A : Ω → B(X) be a strongly measurable map, i.e. ω → A(ω)x is
a measurable map for each x ∈ X. We consider the associated cocycle
A : Ω× N0 → B(X) defined by
A(ω, n) =
{
Id if n = 0;
A(σn−1(ω)) · · ·A(σ(ω))A(ω) if n ∈ N.
Observe that
A(ω, n+m) = A(σm(ω), n)A(ω,m), for ω ∈ Ω and m,n ∈ N0.
We recall some notions of central importance to our results.
Definition 1. A measurable map K : Ω→ (0,∞) is said to be a tempered
random variable if
lim
n→±∞
1
n
logK(σn(ω)) = 0, for P-a.e. ω ∈ Ω.
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Definition 2. We say that A admits a tempered exponential dichotomy if
there exist λ > 0, a tempered random variable K : Ω→ (0,∞), a σ-invariant
set Ω′ ⊂ Ω with P(Ω′) = 1 and a strongly measurable map Π: Ω → B(X)
such that for ω ∈ Ω′:
1. Π(ω) is a projection on X;
2.
Π(σn(ω))A(ω, n) = A(ω, n)Π(ω) for n ∈ N; (4)
3. for n ∈ N,
A(ω, n)|KerΠ(ω) : KerΠ(ω)→ KerΠ(σ
n(ω))
is invertible;
4.
‖A(ω, n)Π(ω)‖ ≤ K(ω)e−λn, n ≥ 0 (5)
and
‖A(ω,−n)(Id −Π(ω))‖ ≤ K(ω)e−λn, n ≥ 0, (6)
where
A(ω,−n) :=
(
A(σ−n(ω), n)|Ker Π(σ−n(ω))
)−1
.
Remark 1. It was proved in [3] that if A satisfies the assumptions of the
version of the Multiplicative ergodic theorem established in [17] and has all
nonzero Lyapunov exponents that then it admits a tempered exponential di-
chotomy. Hence, the notion of a tempered exponential dichotomy is ubiqui-
tous from the ergodic theory point of view.
From now on, we assume that A is a cocycle that admits a tempered
exponential dichotomy. Let fω : X → X, ω ∈ Ω, be a family of (nonlinear)
maps. For ω ∈ Ω, we consider the associated nonlinear and nonautonomous
dynamics (3). Observe that (3) can be written as
xn+1 = Fσn(ω)(xn) n ∈ Z, (7)
where
Fω := A(ω) + fω.
We now introduce a family of adapted norms. For ω ∈ Ω′ and x ∈ X, let
‖x‖ω := sup
n≥0
(‖A(ω, n)Π(ω)x‖eλn) + sup
n≥0
(‖A(ω,−n)(Id −Π(ω))x‖eλn).
Note that it follows from (5) and (6) that
‖x‖ ≤ ‖x‖ω ≤ 2K(ω)‖x‖, for ω ∈ Ω
′ and x ∈ X. (8)
We need the following classical lemma whose proof we include for the sake
of completness.
Lemma 1. We have that for each ω ∈ Ω′, n ≥ 0 and x ∈ X,
‖A(ω, n)Π(ω)x‖σn(ω) ≤ e
−λn‖x‖ω (9)
and
‖A(ω,−n)(Id −Π(ω))x‖σ−n(ω) ≤ e
−λn‖x‖ω. (10)
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Proof. We have that
‖A(ω, n)Π(ω)x‖σn(ω) = sup
m≥0
(‖A(σn(ω),m)Π(σn(ω))A(ω, n)Π(ω)x‖eλm)
= sup
m≥0
(‖A(ω, n +m)Π(ω)x‖eλm)
= e−λn sup
m≥0
(‖A(ω, n +m)Π(ω)x‖eλ(m+n))
≤ e−λn‖x‖ω,
and hence (9) holds. Similarly, we have
‖A(ω,−n)(Id −Π(ω))x‖σ−n(ω)
= sup
m≥0
(‖A(σ−n(ω),−m)(Id −Π(σ−n(ω)))A(ω,−n)(Id −Π(ω))x‖eλm)
= sup
m≥0
(‖A(ω,−m− n)(Id−Π(ω))x‖eλm)
= e−λn sup
m≥0
(‖A(ω,−m − n)(Id−Π(ω))x‖eλ(m+n))
≤ e−λn‖x‖ω,
and consequently (10) also holds. 
Before we state our first result, we will introduce additional terminology.
Definition 3. For r > 0 and a two-sided sequence of positive real numbers
δ : Z→ (0,∞), we say that δ is r-admissible if:
sup
n∈Z
max
{
δ(n + 1)
δ(n)
,
δ(n)
δ(n + 1)
}
≤ r.
3. Main results
The following is our first result.
Theorem 1. Assume that A admits a tempered exponential dichotomy and
let Ω′ ⊂ Ω, λ > 0 and K : Ω → (0,∞) be as in the Definition 2. Further-
more, suppose that ε > 0, c ≥ 0 are such that ε ≤ λ and that
2ceλ−ε
1 + e−ε
1− e−ε
< 1. (11)
Finally, we assume that
‖fω(x)− fω(y)‖ ≤
c
K(σ(ω))
‖x− y‖, for ω ∈ Ω′ and x, y ∈ X. (12)
Then, there exists L = L(λ, ε, c) > 0 such that for every eλ−ε-admissible
sequence δ : Z → (0,∞), every ω ∈ Ω′ and an arbitrary sequence (yn)n∈Z ⊂
X satisfying
‖yn − Fσn−1(ω)(yn−1)‖ ≤
δ(n)
2K(σn(ω))
for n ∈ Z, (13)
there is a solution (xn)n∈Z of (7) with the property that
‖xn − yn‖ ≤ Lδ(n), for each n ∈ Z. (14)
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Proof. We will split the proof into several lemmas. Let us begin by intro-
ducing some auxiliarly notation. Set
Yδ,∞ :=
{
z = (zn)n∈Z ⊂ X : sup
n∈Z
(
δ(n)−1‖zn‖σn(ω)
)
<∞
}
.
It is easy to verify that Yδ,∞ is a Banach space with respect to the norm
‖z‖δ,∞ := sup
n∈Z
(
δ(n)−1‖zn‖σn(ω)
)
.
Furthermore, we define Γω : Yδ,∞ → Yδ,∞ by
(Γωz)n =
∞∑
k=0
A(σn−k(ω), k)Π(σn−k(ω))zn−k
−
∞∑
k=1
A(σn+k(ω),−k)(Id −Π(σn+k(ω)))zn+k.
We need the following auxiliarly result.
Lemma 2. We have that Γω is a well-defined and bounded linear operator
on Yδ,∞. Furthermore,
‖Γω‖ ≤
1 + e−ε
1− e−ε
. (15)
Proof of the lemma. Obviously Γω is linear. Moreover, observe that for each
z = (zn)n∈Z ∈ Yδ,∞, it follows from (9) and (10) that
δ(n)−1‖(Γωz)n‖σn(ω) ≤ δ(n)
−1
∞∑
k=0
e−λk‖zn−k‖σn−k(ω)
+ δ(n)−1
∞∑
k=1
e−λk‖zn+k‖σn+k(ω)
=
∞∑
k=0
e−λk
δ(n − k)
δ(n)
δ(n − k)−1‖zn−k‖σn−k(ω)
+
∞∑
k=1
e−λk
δ(n + k)
δ(n)
δ(n + k)−1‖zn+k‖σn+k(ω)
≤
∞∑
k=0
e−λke(λ−ε)kδ(n − k)−1‖zn−k‖σn−k(ω)
+
∞∑
k=1
e−λke(λ−ε)kδ(n + k)−1‖zn+k‖σn+k(ω)
≤
( ∞∑
k=0
e−εk +
∞∑
k=1
e−εk
)
‖z‖δ,∞
=
1 + e−ε
1− e−ε
‖z‖δ,∞.
Hence, by taking supremum over all n ∈ Z, we obtain that
‖Γωz‖δ,∞ ≤
1 + e−ε
1− e−ε
‖z‖δ,∞.
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We conclude that Γω is well-defined and bounded operator. In addition,
(15) holds. 
In the following lemma we explain the role of the operator Γω.
Lemma 3. For ω ∈ Ω′ and z = (zn)n∈Z,w = (wn)n∈Z ∈ Yδ,∞, the following
statements are equivalent:
1. Γωz = w;
2. for n ∈ Z,
wn −A(σ
n−1(ω))wn−1 = zn. (16)
Proof of the lemma. Let us assume that Γωz = w. For each n ∈ Z, we have
that
wn −A(σ
n−1(ω))wn−1
=
∞∑
k=0
A(σn−k(ω), k)Π(σn−k(ω))zn−k
−A(σn−1(ω))
∞∑
k=0
A(σn−k−1(ω), k)Π(σn−k−1(ω))zn−k−1
−
∞∑
k=1
A(σn+k(ω),−k)(Id −Π(σn+k(ω)))zn+k
+A(σn−1(ω))
∞∑
k=1
A(σn+k−1(ω),−k)(Id −Π(σn+k−1(ω)))zn+k−1
=
∞∑
k=0
A(σn−k(ω), k)Π(σn−k(ω))zn−k
−
∞∑
k=0
A(σn−k−1(ω), k + 1)Π(σn−k−1(ω))zn−k−1
−
∞∑
k=1
A(σn+k(ω),−k)(Id −Π(σn+k(ω)))zn+k
+
∞∑
k=1
A(σn+k−1(ω),−(k − 1))(Id −Π(σn+k−1(ω)))zn+k−1
= Π(σn(ω))zn + (Id−Π(σ
n(ω)))zn
= zn.
Thus,
wn −A(σ
n−1(ω))wn−1 = zn, for n ∈ Z.
Let us now establish the converse. Assume that (16) holds for each n ∈ Z.
Set
wsn := Π(σ
n(ω))wn and w
u
n := wn − w
s
n.
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It follows from (4) and (16) that
wsn = Π(σ
n(ω))A(σn−1(ω))wn−1 +Π(σ
n(ω))zn
= A(σn−1(ω))Π(σn−1(ω))wn−1 +Π(σ
n(ω))zn
= A(σn−1(ω))Π(σn−1(ω))A(σn−2(ω))wn−2
+A(σn−1(ω))Π(σn−1(ω))zn−1 +Π(σ
n(ω))zn
= A(σn−2(ω), 2)Π(σn−2(ω))wn−2
+A(σn−1(ω), 1)Π(σn−1(ω))zn−1 +A(σ
n(ω), 0)Π(σn(ω))zn.
Proceeding inductively, we find that that
wsn = A(σ
n−k(ω), k)Π(σn−k(ω))wn−k
+
k−1∑
j=0
A(σn−j(ω), j)Π(σn−j(ω))zn−j ,
for each k ∈ N. Passing to the limit when k →∞ and using (9), we conclude
that
wsn =
∞∑
k=0
A(σn−k(ω), k)Π(σn−k(ω))zn−k, for n ∈ Z. (17)
Similarly, one can show that
wun = −
∞∑
k=1
A(σn+k(ω),−k)(Id −Π(σn+k(ω)))zn+k, for n ∈ Z. (18)
By (17) and (18), we have that Γωz = w and the proof of the lemma is
complete. 
For n ∈ Z, we define gn : X → X by
gn(x) = fσn(ω)(x+ yn)− fσn(ω)(yn) + Fσn(ω)(yn)− yn+1
= fσn(ω)(x+ yn) +A(σ
n(ω))yn − yn+1,
for x ∈ X. Furthermore, for z = (zn)n∈Z ∈ Yδ,∞, set
(S(z))n := gn−1(zn−1), n ∈ Z.
We need the following estimate.
Lemma 4. For zi = (zin)n∈Z ∈ Yδ,∞, i = 1, 2 we have that
‖S(z1)− S(z2)‖δ,∞ ≤ 2ce
λ−ε‖z1 − z2‖δ,∞.
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Proof of the lemma. By (8) and (12), we have that
‖S(z1)− S(z2)‖δ,∞
= sup
n∈Z
(
δ(n)−1‖gn−1(z
1
n−1)− gn−1(z
2
n−1)‖σn(ω)
)
= sup
n∈Z
(
δ(n)−1‖fσn−1(ω)(z
1
n−1 + yn−1)− fσn−1(ω)(z
2
n−1 + yn−1)‖σn(ω)
)
≤ sup
n∈Z
(
2K(σn(ω))δ(n)−1‖fσn−1(ω)(z
1
n−1 + yn−1)− fσn−1(ω)(z
2
n−1 + yn−1)‖
)
≤ sup
n∈Z
(
2K(σn(ω))δ(n)−1
c
K(σn(ω))
‖z1n−1 − z
2
n−1‖
)
≤ sup
n∈Z
(
2cδ(n)−1‖z1n−1 − z
2
n−1‖σn−1(ω)
)
= sup
n∈Z
(
2c
δ(n − 1)
δ(n)
δ(n − 1)−1‖z1n−1 − z
2
n−1‖σn−1(ω)
)
≤ 2ceλ−ε sup
n∈Z
(
δ(n − 1)−1‖z1n−1 − z
2
n−1‖σn−1(ω)
)
= 2ceλ−ε‖z1 − z2‖δ,∞,
and the conclusion of the lemma follows. 
For z ∈ Yδ,∞, let
T (z) = ΓωS(z). (19)
It follows from Lemmas 2 and 4 that
‖T (z1)− T (z2)‖δ,∞ ≤ 2ce
λ−ε 1 + e
−ε
1− e−ε
‖z1 − z2‖δ,∞, for z
i ∈ Yδ,∞, i = 1, 2.
(20)
Let L > 0 be such that it satisfies
1 + e−ε
1− e−ε
+ 2ceλ−ε
1 + e−ε
1− e−ε
L = L.
Set
D := {z ∈ Yδ,∞ : ‖z‖δ,∞ ≤ L}.
The final ingredient of the proof is the following lemma.
Lemma 5. We have that T (D) ⊂ D.
Proof of the lemma. We begin by observing that (8) and (13) imply that
‖S(0)‖δ,∞ = sup
n∈Z
(δ(n)−1‖yn − Fσn−1(ω)(yn−1)‖σn(ω))
≤ sup
n∈Z
(δ(n)−12K(σn(ω))‖yn − Fσn−1(ω)(yn−1)‖)
≤ 1.
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Hence, it follows from (20) that for any z ∈ D, we have that
‖T (z)‖δ,∞ ≤ ‖T (0)‖δ,∞ + ‖T (z)− T (0)‖δ,∞
≤ ‖Γω‖ · ‖S(0)‖δ,∞ + ‖T (z) − T (0)‖δ,∞
≤
1 + e−ε
1− e−ε
+ 2ceλ−ε
1 + e−ε
1− e−ε
‖z‖δ,∞
≤
1 + e−ε
1− e−ε
+ 2ceλ−ε
1 + e−ε
1− e−ε
L
= L,
and thus the desired conclusion holds. 
By (20) and Lemma 5, we have that T is a contraction on D and thus
it has a unique fixed point z = (zn)n∈Z ∈ D. Hence, ΓωS(z) = z and
consequently Lemma 3 implies that
zn −A(σ
n−1(ω))zn−1
= fσn−1(ω)(zn−1 + yn−1)− fσn−1(ω)(yn−1) + Fσn−1(ω)(yn−1)− yn
= fσn−1(ω)(zn−1 + yn−1) +A(σ
n−1(ω))yn−1 − yn,
for each n ∈ Z. Therefore, the sequence (xn)n∈Z defined by
xn = yn + zn n ∈ Z,
is a solution of (7). Moreover, we have (using (8)) that
sup
n∈Z
(δ(n)−1‖xn − yn‖) ≤ sup
n∈Z
(δ(n)−1‖xn − yn‖σn(ω)) = ‖z‖δ,∞ ≤ L,
which readily implies (14). 
Remark 2. Observe that the error allowed in the one step iteration of the
dynamics (13) is not necessarily uniform over time as it is in the usual shad-
owing type results. In particular, Theorem 1 extends previous results even
in the nonautonomous context and under a uniform exponential dichotomy
assumption.
As a consequence of the previous construction we get that the solution
of (7) is actually unique whenever we require that the deviation of the
pseudotrajectory from the true one is small with respect to the adapted
norm. Indeed, we have the following result.
Corollary 1. Suppose we are in the hypothesis of Theorem 1 and let (yn)n∈Z
be a sequence satisfying (13). Then, there exists a solution (xn)n∈Z of (7)
satisfying
‖xn − yn‖σn(ω) ≤ Lδ(n), for each n ∈ Z.
Moreover, this solution is unique.
Proof. Existence of such a solution follows readily from the proof of Theorem
1. So, it remains to observe that it is unique.
Let (xn)n∈Z be a solution of (7) associated to (yn)n∈Z by the “existence
part” and consider w = (wn)n∈Z given by wn = xn−yn. We start observing
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that w is a fixed point for the operator T given by (19). Indeed,
(S(w))n = gn−1(wn−1)
= fσn−1(ω)(wn−1 + yn−1)− fσn−1(ω)(yn−1) + Fσn−1(ω)(yn−1)− yn
= fσn−1(ω)(xn−1) +A(σ
n−1(ω))yn−1 − yn
= fσn−1(ω)(xn−1) +A(σ
n−1(ω))xn−1 −A(σ
n−1(ω))wn−1 − yn
= xn −A(σ
n−1(ω))wn−1 − yn
= wn −A(σ
n−1(ω))wn−1.
Consequently, using property (4),
(Γω(S(w)))n
=
∞∑
k=0
A(σn−k(ω), k)Π(σn−k(ω))(S(w))n−k
−
∞∑
k=1
A(σn+k(ω),−k)Π(σn+k(ω))(S(w))n+k
=
∞∑
k=0
A(σn−k(ω), k)Π(σn−k(ω))
(
wn−k −A(σ
n−k−1(ω))wn−k−1
)
−
∞∑
k=1
A(σn+k(ω),−k)
(
Id−Π(σn+k(ω))
)(
wn+k −A(σ
n+k−1(ω))wn+k−1
)
= Π(σn(ω))wn + (Id−Π(σ
n(ω)))wn
= wn.
Therefore, recalling that T (w) = Γω(S(w)), it follows that
T (w) = w
as claimed.
Moreover,
‖w‖δ,∞ = sup
n∈Z
(δ(n)−1‖wn‖σn(ω))
= sup
n∈Z
(δ(n)−1‖xn − yn‖σn(ω))
≤ L.
Consequently, since T is a contraction from D = {z ∈ Yδ,∞ : ‖z‖δ,∞ ≤ L} to
itself and, in particular, its fixed point in D is unique, the result follows. 
Corollary 2 (Expansivity). Suppose that the hypothesis of Theorem 1 hold
and let (xn)n∈Z and (yn)n∈Z be solutions of (7) satisfying
‖xn − yn‖σn(ω) ≤ Lδ(n), for each n ∈ Z.
Then, (xn)n∈Z = (yn)n∈Z.
Proof. Obviously (yn)n∈Z satisfies (13) and moreover it is shadowed by itself
and by (xn)n∈Z. Thus, uniqueness given by the previous corollary implies
(xn)n∈Z = (yn)n∈Z as claimed. 
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Corollary 3. Assume that A admits a tempered exponential dichotomy and
let Ω′ ⊂ Ω, λ > 0 and K : Ω → (0,∞) be as in the Definition 2. Further-
more, suppose that c ≥ 0 satisfies
2c
1 + e−λ
1 − e−λ
< 1, (21)
and that (12) holds. There exists L = L(λ, c) > 0 such that for any t > 0,
ω ∈ Ω′ and a sequence (yn)n∈Z ⊂ X such that
‖yn − Fσn−1(ω)(yn−1)‖ ≤
t
2K(σn(ω))
for n ∈ Z,
then there exists a solution (xn)n∈Z of (7) with the property that
‖xn − yn‖ ≤ Lt, for each n ∈ Z.
Proof. It only remains to apply Theorem 1 in the particular case when
δ : Z → (0,∞) is a constant map δ(n) = t, n ∈ Z. Indeed, observe that
δ is an 1-admissible sequence and thus the desired conclusion follows from
Theorem 1 applied for ε = λ (observe that in this case (11) and (21) coin-
cide). 
We stress that Theorem 1 in particular applies to linear dynamics
xn+1 = A(σ
n(ω))xn, n ∈ Z. (22)
Corollary 4. Assume that A admits a tempered exponential dichotomy and
let Ω′ ⊂ Ω, λ > 0 and K : Ω → (0,∞) be as in the Definition 2. Further-
more, suppose that 0 < ε ≤ λ. Then, there exists L = L(λ, ε) > 0 such that
for any ω ∈ Ω′ and a sequence (yn)n∈Z ⊂ X such that
‖yn −A(σ
n−1(ω))yn−1‖ ≤
δ(n)
2K(σn(ω))
for n ∈ Z,
there is a solution (xn)n∈Z of (22) with the property that (14) holds.
Proof. The desired conclusion follows directly from Theorem 1 applied to
the case when fω = 0. In this case c = 0 and consequently (11) is trivially
satisfied. 
We also have the following version of Corollary 3.
Corollary 5. Assume that A admits a tempered exponential dichotomy and
let Ω′ ⊂ Ω, λ > 0 and K : Ω → (0,∞) be as in the Definition 2. Then,
there exists L = L(λ) > 0 such that for any t > 0, ω ∈ Ω′ and a sequence
(yn)n∈Z ⊂ X such that
‖yn −A(σ
n−1(ω))yn−1‖ ≤
t
2K(σn(ω))
for n ∈ Z,
then there exists a solution (xn)n∈Z of (22) with the property that
‖xn − yn‖ ≤ Lt, for each n ∈ Z.
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3.1. Uniform hyperbolicity. Let us now interpret Theorem 1 in the case
when A is uniformly hyperbolic.
Definition 4. We say that A admits a uniform exponential dichotomy if
there exist K,λ > 0 and a family of projections Π(ω), ω ∈ Ω such that for
every ω ∈ Ω:
1. Π(σn(ω))A(ω, n) = A(ω, n)Π(ω) for n ∈ N;
2. for n ∈ N,
A(ω, n)|KerΠ(ω) : KerΠ(ω)→ KerΠ(σ
n(ω))
is invertible;
3.
‖A(ω, n)Π(ω)‖ ≤ Ke−λn, n ≥ 0 (23)
and
‖A(ω,−n)(Id−Π(ω))‖ ≤ Ke−λn, n ≥ 0, (24)
where
A(ω,−n) :=
(
A(σ−n(ω), n)|Ker Π(σ−n(ω))
)−1
.
Then, we have the following consequence of Theorem 1.
Corollary 6. Assume that A admits a uniform exponential dichotomy and
let λ,K > 0 be as in the Definition 4. Furthermore, suppose that ε > 0,
c ≥ 0 are such that ε ≤ λ and that (11) holds. Finally, we assume that
‖fω(x)− fω(y)‖ ≤ c‖x− y‖, for ω ∈ Ω and x, y ∈ X.
Then, there exists L = L(λ, ε, c) > 0 such that for every eλ−ε-admissible
sequence δ : Z→ (0,∞), ω ∈ Ω and a sequence (yn)n∈Z ⊂ X such that
‖yn − Fσn−1(ω)(yn−1)‖ ≤ δ(n) for n ∈ Z, (25)
there is a solution (xn)n∈Z of (7) such that (14) holds.
Proof. One only needs to apply Theorem 1 in the case when Ω′ = Ω, K(ω) =
K and replace δ with n 7→ δ(n)2K . 
As in the general case, our results in particular apply to linear dynam-
ics (22). We shall formulate only a version of Corollary 5 in this context.
Corollary 7. Assume that A admits a uniform exponential dichotomy and
let λ,K > 0 be as in the Definition 4. Then, there exists L = L(λ) > 0 such
that for any t > 0, ω ∈ Ω and a sequence (yn)n∈Z ⊂ X such that
‖yn −A(σ
n−1(ω))yn−1‖ ≤ t for n ∈ Z,
then there exists a solution (xn)n∈Z of (22) with the property that
‖xn − yn‖ ≤ Lt, for each n ∈ Z.
Remark 3. The result obtained in Corollary 7 can be described as a Hyers-
Ulam stability result for the random linear dynamics given by (22) under
the assumption that it admits a uniform exponential dichotomy.
Let us now obtain a partial converse to Corollary 7.
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Proposition 1. Assume that A is an invertible cocycle, i.e. that A(ω) is an
invertible operator for each ω ∈ Ω. Furthermore, suppose that there exists
L > 0 such that for each sequence (yn)n∈Z ⊂ X such that
‖yn −A(σ
n−1(ω))yn−1‖ ≤ 1 for n ∈ Z, (26)
then there exists a solution (xn)n∈Z of (22) with the property that
‖xn − yn‖ ≤ L, for each n ∈ Z. (27)
Finally, assume that (22) has no bounded solutions. Then, A admits a
uniform exponential dichotomy.
Proof. Let us fix ω ∈ Ω and take an arbitrary z = (zn)n∈Z ⊂ X such that
‖z‖∞ := supn∈Z‖zn‖ <∞. Take a sequence (yn)n∈Z ⊂ X such that
yn −A(σ
n−1(ω))yn−1 =
1
‖z‖∞
zn, for n ∈ Z.
Observe that (yn)n∈Z satisfies (26). Hence, there exists a solution (xn)n∈Z
of (22) satisfying (27). Consequently, the sequence w = (wn)n∈Z ⊂ X given
by
wn = ‖z‖∞(yn − xn) n ∈ Z,
is a solution of (22). In addition,
‖w‖∞ = sup
n∈Z
‖wn‖ ≤ L‖z‖∞.
Hence, by applying results from [15], we conclude that A admits a uniform
exponential dichotomy. 
4. Conservation of Lyapunov exponents
In this section we present an application of our results to the theory
of Lyapunov exponents. More precisely, we prove that Lyapunov exponents
associated with a random linear dynamics admitting a tempered exponential
dichotomy remain unchanged under small nonlinear perturbations.
In order to simplify exposition, we will restrict ourselves to the case when
X = Rd and A : Ω → GL(d,R). Moreover, we consider the linear cocycle
A : Ω× Z→ GL(d,R) defined by
A(ω, n) =


A(σn−1(ω)) · · ·A(σ(ω))A(ω) if n ≥ 1;
Id if n = 0;
A(σ−|n|(ω))−1 · · ·A(σ−2(ω))−1A(σ−1(ω))−1 if n < 0.
Assuming log+ ‖A(ω)±1‖ ∈ L1(P), it follows from the Oseledets theo-
rem [23] that there exist numbers λ1(A,P) > . . . > λk(A,P), called the
Lyapunov exponents, and a decomposition Rd = E1ω ⊕ . . . ⊕ E
k
ω, called the
Oseledets splitting, into vector subspaces depending measurably on ω such
that for P-almost every ω ∈ Ω,
A(ω)Eiω = E
i
σ(ω) and λi(A,P) = limn→±∞
1
n
log ‖A(ω, n)x‖ (28)
for every non-zero x ∈ Eiω and 1 ≤ i ≤ k (see for instance [39]). By
diminishing Ω′ given in Definition 2, if necessary, we may assume that all
these claims hold true for every ω ∈ Ω′.
HYERS-ULAM STABILITY FOR HYPERBOLIC RANDOM DYNAMICS 15
From now on assume we are in the hypothesis of Theorem 1. Moreover,
assume the sequence δ : Z→ (0,+∞) grows sub-exponentially, that is,
lim
n→±∞
1
n
log δ(n) = 0 (29)
and that the nonlinear perturbations fω : R
d → Rd, ω ∈ Ω, are small in the
sense that
‖fσn(ω)(x)‖ <
δ(n)
2K(σn(ω))
for every ω ∈ Ω and x ∈ Rd. Observe that this last condition is consistent
in the sense that there are examples satisfying it. For instance, it is clear
that such a family of maps do exist whenever δ(m) > δ > 0 for every
m ∈ Z and K is bounded above along orbits. In particular, whenever
δ(m) is constant and A admits a uniform exponential dichotomy (and thus,
K(ω) < K for every ω) this condition only means that the maps fω are
uniformly bounded. Decreasing the constant c given in (12), if necessary,
we have that Fω = A(ω)+ fω is a homeomorphism (see [4, Section 4.1]) and
thus we can consider the cocycle
F(ω, n) =


Fσn−1(ω) ◦ · · · ◦ Fσ(ω) ◦ Fω if n ≥ 1;
Id if n = 0;
F−1
σ−|n|(ω)
◦ · · · ◦ F−1
σ−2(ω)
◦ F−1
σ−1(ω)
if n < 0.
We define the forward and backward Lyapunov exponents of F at ω in the
direction x ∈ Rd, respectively, by
λ+(F , ω, x) = lim sup
n→+∞
1
n
log ‖F(ω, n)x‖
and
λ−(F , ω, x) = lim sup
n→−∞
1
n
log ‖F(ω, n)x‖.
Theorem 2. For every i = 1, 2, . . . , k there exist x ∈ Rd, ω ∈ Ω′ and
∗ ∈ {+,−} so that
λi(A,P) = λ
∗(F , ω, x).
Reciprocally, for every x ∈ Rd and ω ∈ Ω′ there exists i ∈ {1, 2, . . . , k} such
that
λ+(F , ω, x) = λi(A,P) or λ
−(F , ω, x) = λi(A,P).
In other words, what we are proving is that all the Lyapunov exponents
of A are also Lyapunov exponents of F and, reciprocally, at least one of the
Lyapunov exponents λ+(F , ω, x) and λ−(F , ω, x), ω ∈ Ω′ and x ∈ Rd, of F
is also a Lyapunov exponent of A.
Proof. Given i ∈ {1, 2, . . . , k}, let ω ∈ Ω′ and x ∈ Eiω be so that
λi(A,P) = lim
n→±∞
1
n
log ‖A(ω, n)x‖. (30)
Since A admits a tempered exponential dichotomy, we have that all the Lya-
punov exponents of A are nonzero. Assume for the moment that λi(A,P) <
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0. Considering (xn)n∈Z given by xn = A(ω, n)x, we have that xn+1 =
A(σn(ω))xn for evey n ∈ Z. Moreover,
‖xn+1 − Fσn(ω)(xn)‖ = ‖ − fσn(ω)(xn)‖ <
δ(n)
2K(σn(ω))
.
In particular, (xn)n∈Z satisfies (13) and thus, by Theorem 1, there exists a
sequence (yn)n∈Z satisfying yn+1 = Fσn(ω)(yn), n ∈ Z, so that
‖xn − yn‖ < Lδ(n) for every n ∈ Z. (31)
We are going to observe now that λi(A,P) = λ
−(F , ω, y0). It follows from
(30) that
−λi(A,P) = lim
n→+∞
1
n
log ‖A(ω,−n)x‖ > 0
which can be rewritten as
−λi(A,P) = lim
n→+∞
1
n
log ‖x−n‖ > 0.
Thus, using (29) and (31) it follows that
lim
n→+∞
1
n
log ‖y−n‖ = −λi(A,P)
and consequently,
λ−(F , ω, y0) = lim sup
n→−∞
1
n
log ‖F(ω, n)y0‖ = λi(A,P)
as claimed. Similarly we consider the case when λi(A,P) > 0 getting that
λ+(F , ω, y0) = lim sup
n→+∞
1
n
log ‖F(ω, n)y0‖ = λi(A,P).
We now prove the converse statement by proceeding similarly to what we
did above. Let x ∈ Rd and ω ∈ Ω′ be given. Considering (xn)n∈Z given by
xn = F(ω, n)x, we have that xn+1 = Fσn(ω)(xn), n ∈ Z. Moreover,
‖xn+1 −A(σ
n(ω))xn‖ = ‖fσn(ω)(xn)‖ <
δ(n)
2K(σn(ω))
.
In particular, (xn)n∈Z satisfies (13) in the case when fω ≡ 0 for every ω ∈ Ω
and thus, by Theorem 1, there exists a sequence (yn)n∈Z satisfying yn+1 =
A(σn(ω))yn, n ∈ Z, so that
‖xn − yn‖ < Lδ(n) for every n ∈ Z. (32)
Since ω ∈ Ω′, it follows that
lim
n→+∞
1
n
log ‖yn‖ = lim
n→+∞
1
n
log ‖A(ω, n)y0‖ = λi(A,P)
for some i ∈ {1, 2, . . . , k}. Now, since A admits a tempered exponential
dichotomy it follows that λi(A,P) 6= 0. If λi(A,P) > 0 then using (29) and
(32) we conclude that
λi(A,P) = lim
n→+∞
1
n
log ‖xn‖ = lim
n→+∞
1
n
log ‖F(ω, n)x‖ = λ+(F , ω, x)
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as claimed. If, on the other hand, λi(A,P) < 0 then proceeding as in the
first part of the proof we get that
λi(A,P) = lim
n→−∞
1
n
log ‖xn‖ = lim
n→−∞
1
n
log ‖F(ω, n)x‖ = λ−(F , ω, x)
concluding the proof. 
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