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Abstract 
Life or death choices of cells in Drosophila depend on the accumulation of critical levels 
of pro-apoptotic factors such as hid. Ionizing radiation (IR) causes lesions to 
macromolecules in cells that trigger damage responses and result in death of cells 
expressing critical amounts of hid. Cells are eliminated by apoptosis to prevent the 
transfer of damaged genetic material to daughter cells. However, some cells must be 
preserved in order for organisms to survive and regenerate. Therefore, genes that limit 
apoptosis can enhance organismal survival. The ban miRNA limits apoptosis after IR 
exposure by regulating the 3'UTR of hid. Though important for developmental apoptosis 
and proliferation, ban is also activated by radiation-induced apoptosis, and promotes 
organismal and cellular survival after IR exposure. To better understand how pro- and 
anti-apoptotic factors regulate survival after IR exposure I screened for genes that could 
modify ban function in a dose-dependent manner. I identified Tie, a receptor tyrosine 
kinase in the VGFR/PDGFR family, as an important regulator of IR-induced increases in 
ban activity and levels. Previously, the only known role for Tie in Drosophila was in long-
range signaling in border cell migration. Although tie is not required for development, it 
is required for radiation survival. These suggest that tie instructs ban activity in radiation 
responses. Additionally, tie is required for protection from radiation-induced apoptosis 
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conferred by death of neighboring cells.  
 Although many questions remain to be answered, this work provides a further 
level of insight into how life and death decisions of cells are regulated following 
exposure to IR. Since IR is used in cancer therapies to induce apoptosis, I hope that 
this work could contribute to development of more effective cancer therapies.  
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Chapter 1: Introduction 
Ionizing radiation exposure causes cellular damage that can result in cell death. 
Ionizing radiation (IR) is energy in the form of waves or particles that has enough force 
to remove electrons from atoms. Naturally occurring sources of IR such as radon, 
sunlight, and radioactive elements from the earth's crust contribute 81% of the radiation 
exposure we receive (NCRP Report No. 93). Another significant source of IR exposure 
is X-rays from medical applications (11%) (NCRP Report No. 93). Ionizing radiation 
causes direct damage to the lipids, proteins, and genetic material in cells as well as 
secondary damage to macromolecules from the free radicals created by energy 
deposition. It is estimated that 1 Gray (1 Gy = absorption of 1 joule of energy per kg of 
matter) of radiation causes 100,000 ionizing events in one mammalian cell nucleus, of 
which 2,000 target DNA (Goodhead 1994). Many different kinds of lesions in DNA are 
generated by IR such as single strand breaks, base modifications, double strand breaks 
(DSB), and DNA-protein cross links (Ward 1988).  
 The best studied of IR damage responses are those that occur as a 
consequence of double-stranded breaks (DSB) in DNA. Responses to DSB are 
relatively well conserved across eukaryotes. It is generally accepted that of the cellular 
damages that occur, double strand breaks are the most consequential, since in general, 
cells defective in repair mechanisms for single strand and other lesions caused by IR do 
not kill cells as unambiguously as DSB (reviewed in (Roos and Kaina 2012)). In 
contrast, cells defective in repair responses to double-strand breaks such as non-
homologous end joining (NHEJ) or homologous repair are sensitive to IR (Barber, 
Hickenbotham et al. 2006). Additionally, when double strand breaks are introduced into 
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mouse fibroblast cells through electroporation of restriction enzymes into cells, 
apoptosis is robustly induced (Lips and Kaina 2001). 
 Whether other cellular damages caused by IR are tolerated, elicit repair 
programs of their own, or induce cell death remains mostly undefined. There is 
evidence that free radical oxygen species (ROS) and lipid peroxidases such as those 
generated by IR induce apoptosis that can be inhibited by Bcl-2 (Kane, Sarafian et al. 
1993) although the ability of ROS to induce apoptosis is not entirely undebated 
(Muschel, Bernhard et al. 1995). It has also been suggested that a significant source of 
IR-induced apoptosis may result from non-DSB lesions: DNA base modifications, single 
strand breaks, and clusters of lesions in close proximity to each other can all result in 
initiation of the DSB DNA damage response (reviewed in (Roos and Kaina 2012)).  
 Below, I will briefly summarize conserved key players and events in the response 
to double strand DNA damage in eukaryotes (For a detailed review, see (Su 2006)). 
DSB result in three structural changes to DNA: decondensation of chromatin around the 
site of the break (Kruhlak, Celeste et al. 2006), exposure of single-stranded DNA from 
resection, and modification by phosphorylation of the histone variant H2AX (Rogakou, 
Pilch et al. 1998). Sensors of these structural changes recruit mediators and 
transducers of DNA damage signals to DNA. Decondensation of chromatin is thought to 
expose histone modifications necessary for recruitment of downstream repair factors 
such as the phosphatidylinositol-3 (PI3) kinase-like kinase Ataxia Telangiectasia 
Mutated (ATM), since factors that decondense chromatin without IR result in activation 
of ATM (Bakkenist and Kastan 2003).  Exposure of ssDNA recruits the binding complex 
Replication Protein A (RPA), which mediates recruitment of DNA damage sensors 
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including the ATR (ATM and Rad-related) complex and the Rad17-RFC (Replication 
factor C) complex (Zou, Liu et al. 2003); (Zou and Elledge 2003). H2AX is modified 
minutes after exposure to IR to amplify recruitment of DNA repair proteins to the site of 
damaged DNA (Rogakou, Pilch et al. 1998). Subsequently, ATM and ATR transduce 
the DNA damage signal by phosphorylating and activating the serine-threonine kinases 
Chk1 and Chk2. Together, signals from these four kinases regulate cellular response to 
IR.   
Apoptosis is an important response to DNA damage. Apoptosis is a form of 
programmed cell death that is defined by morphological and biochemical changes 
(Hengartner and Bryant 2000). These changes include condensation of the nucleus and 
cytoplasm, activation of caspases and nucleases to degrade cellular proteins and DNA, 
and fragmentation of cells into membrane-bound bodies that undergo phagocytosis by 
neighboring cells, and are distinct from those that typify other types of cell death such 
as necrosis (reviewed in (Wyllie 1994)). Apoptosis is genetically programmed cell death 
and requires the induction of transcription and protein synthesis (Jacobson, Weil et al. 
1997). Both intrinsic and extrinsic stimuli can induce apoptosis. Cell surface 'death 
receptors' of the tumor necrosis factor (TNF) receptor gene family mediate extrinsic 
signals from ligands such as CD95-ligand, TNFα, lymphotoxin-α, and TRAIL (Walczak 
and Krammer 2000). Alternately, intrinsic apoptosis involves disruption of the 
mitochondrial membrane by internal cytotoxic stimuli and pro-apoptotic signaling 
molecules of the Bcl-2 family (Green and Kroemer 2004). Subsequent release of 
cytochrome- c, Smac/DIABLO (Second Mitchondrial Activator of Caspases), Omi/HtrA2, 
endonuclease G and AIF (Apoptosis Inducing Factor) promote caspase activation or act 
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as death-effectors themselves (Saelens, Festjens et al. 2004). Since ionizing radiation 
induced DNA damage triggers the activation of intrinsic apoptosis signaling cascades, I 
will focus my discussion on the intrinsic pathway.  
Life or death decisions of cells after IR rely on reaching critical accumulations of 
pro-apoptotic signals. The decision of a metazoan cell to induce cell cycle arrest or 
apoptosis in response to DSB is determined largely by activation of p53 by ATM, ATR, 
Chk1 and Chk2. Normally, p53 is maintained at low levels by Mdm2, an E3 ubiquitin 
ligase that targets p53 for degradation (Kubbutat, Jones et al. 1997). Phosphorylation of 
p53 disrupts its interaction with Mdm2, stabilizing p53 and allowing its activity: ionizing 
radiation-induced phosphorylation of p53 by Chk2 on Ser20 prevents Mdm2 mediated 
degradation of p53 (Hirao, Kong et al. 2000). Additionally, ATM phosphorylates p53 on 
Ser15 in response to IR, contributing to p53 transcriptional activation (Canman and Lim 
1998), (Khanna, Keating et al. 1998). Finally, ATR also phosphorylates p53 on Ser15 
and Ser70, contributing to p53 transcriptional activity after IR (Tibbetts, Brumbaugh et 
al. 1999). Once activated, p53 controls the transcriptional activation of a large array of 
genes to induce DNA repair, cell cycle arrest or apoptosis.  
 In mammals, p53 induces intrinsic apoptosis by activating transcription of pro-
apoptotic members of the Bcl-2 family, including BAX, Noxa, and PUMA (Miyashita and 
Reed 1995); (Nakano and Vousden 2001); (Oda, Ohki et al. 2000). Normally, BAX and 
another Bcl-2 family member, BAK, are bound and neutralized by the anti-apoptotic 
members of the Bcl-2 family such as BCL-2 and BCL-xL (reviewed in (Youle and 
Strasser 2008). Noxa and PUMA release BAX and BAK from their inhibitors, allowing 
them to localize to the mitochondria, resulting in mitochondrial permeabilization (Wei, 
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Zong et al. 2001); (Ming, Wang et al. 2006). Upon mitochondrial permeabilization, 
cytochrome-c is released from the intermembrane space of the mitochondria into the 
cytosol, where it complexes with Apaf-1, dATP, and Caspase-9, to form the 
apoptosome (Bao and Shi 2007). Caspase-9 is activated in the apoptosome and 
activates effector caspases 3,6, and 7 to cause apoptotic death of the cell. Other pro-
apoptotic factors are also released from the mitochondria after permeabilization, such 
as Smac/DIABLO, and Omni/HTRA2. Both of these act as inhibitors of IAPs (Inhibitor of 
Apoptosis Proteins). IAPs normally bind to and neutralize caspases (Du, Fang et al. 
2000); (Verhagen, Ekert et al. 2000). IAPs are characterized by the presence of at least 
one BIR (Baculovirus Inhibitory Repeat) domain, which mediates binding and inhibition 
of caspases (Salvesen and Duckett 2002); (Silke, Kratina et al. 2005).  Smac/DIABLO 
binds to a surface groove in the BIR3 domain of XIAP (X-linked IAP), freeing active 
caspase-9 from XIAP (Liu, Sun et al. 2000). 
 Execution of apoptosis involves convergence of various signals upon caspase 
activation. Caspases are cysteine proteases that are constitutively expressed as 
inactive precursors. Activation is achieved by cleavage at specific aspartic acid residues 
to remove an inhibitory N-terminal domain (reviewed in (Domingos and Steller 2007)). 
Caspases generally fall into two categories: initiator caspases, for example, caspase-9, 
and effector caspases, for example caspases 3 and 7 (Salvesen and Abrams 2004).  
 In Drosophila, DNA damage-induced apoptosis has several distinct differences 
from the canonical pathway in mammalian systems. Similar to mammalian systems, the 
p53 homolog (Dmp53) is activated by Chk2-dependent phosphorylation in response to 
DNA damage and plays an important role in inducing apoptosis (Brodsky, Weinert et al. 
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2004); (Xu, Xin et al. 2001). However, in contrast to mammalian systems, there is no 
obvious Mdm2 homolog in Drosophila, and Dmp53 is dispensable for cell cycle arrest 
(Ollmann, Young et al. 2000). Additionally, while the of role mitochondrial cytochrome-c 
release in Drosophila apoptosis is heavily debated, it seems to be less important than it 
is in mammals (reviewed in (Krieser and White 2009)). Though Drosophila homologs of 
the Bcl-2 family have been identified (Debcl and Buffy), they seem to be less important 
than Smac/DIABLO orthologs reaper (rpr), head involution defective (hid), grim, and 
sickle (skl) in inducing apoptosis (reviewed in (Krieser and White 2009)).  
 Apoptosis in Drosophila is primarily regulated by inputs from this family of four 
pro-apoptotic genes termed 'RHG,' consisting of rpr, hid, grim, and skl (White, Grether 
et al. 1994). The 'RHG' genes are necessary and sufficient for apoptosis, since 
deletions of these genes result in defects in apoptosis, and overexpression of these 
genes causes apoptosis (White, Grether et al. 1994). Because these genes act upon a 
common target (Diap1), and because of the dosage-dependence of their action, it has 
been suggested that in development as well as after IR exposure, the activity of these 
genes accumulates up to a threshold, after which a cell's decision to undergo apoptosis 
is irreversible (Brodsky, Weinert et al. 2004). Linked at a single ~300 kb locus, the 'H99' 
locus, the 'RHG' proteins induce cell death by binding to and stimulating proteolysis of 
the Inhibitor of Apoptosis Proteins, or IAPs. All four 'RHG' proteins share an N-terminal 
motif that mediates inhibition of the Drosophila IAP, Diap1 (Goyal, McCall et al. 2000). 
Once initiator caspases are freed from Diap1, they activate effector caspases to induce 
apoptosis in a process very similar to that in mammals. In response to IR, rpr, hid, and 
skl are transcriptionally induced in a p53-dependent manner (Wichmann, Jaklevic et al. 
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2006). In fact, rpr is a direct transcriptional target of p53 (Brodsky, Nordstrom et al. 
2000). E2F1, a transcription factor, can also induce apoptosis independent of p53 via 
hid (Wichmann, Uyetake et al. 2010).  
 While a cell's decision to induce apoptosis in response to IR is influenced by a 
threshold level of all 'RHG' genes, dosage of hid may be particularly important in life or 
death choices (Brodsky, Weinert et al. 2004). While rpr and grim are expressed only in 
cells that are about to die, hid transcripts are also found in cells not destined for 
immediate death (Grether, Abrams et al. 1995). In particular, damage-induced 
apoptosis may require a critical threshold of hid. Heterozygotes of strong loss-of-
function alleles of hid are viable, and therefore able to induce developmental apoptosis, 
but are unable to induce apoptosis in response to damage (Brodsky, Weinert et al. 
2004). In contrast, rpr can induce death in response to IR when mutated (Moon, Di 
Stefano et al. 2008). Diverse pathways regulate apoptosis through activation and 
repression of hid. These are discussed in detail in Appendix 2 (Bilak and Su 2009), and 
will be briefly reviewed in the following paragraphs.  
 During development, regulation of apoptosis is essential for sculpting tissues. Hid 
is regulated throughout Drosophila development by EGFR/Ras signaling, the Hippo 
tumor suppressor pathway, and the hormone ecdysone. It is not known whether 
transcriptional regulation of hid is achieved through upregulation of transcription or 
changes in hid mRNA stability. It is known that E2F, Foxo and Fos all bind to the hid 
promoter region (Moon, Frolov et al. 2005); (Tanaka-Matakatsu, Xu et al. 2009); (Luo, 
Puig et al. 2007).  
 Short range receptor tyrosine kinase signaling through EGFR represses Hid to 
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allow survival of nearby cells in the pupal retina, larval eye imaginal disc, and embryonic 
midline glia (Miller and Cagan 1998); (Sawamoto, Taguchi et al. 1998); (Baker and Yu 
2001); (Yu, Yoo et al. 2002); (Bergmann, Tugentman et al. 2002). More distant cells are 
allowed to die through upregulation of Hid, resulting in precise sculpting of developing 
tissues.  
 Genetic evidence suggests that EGFR inhibits Hid through activation of RAS and 
downstream effectors RAF/MAPK and PI3 Kinase/Akt (Bergmann, Tugentman et al. 
2002); (Kurada and White 1998). Active RAS transduces signals through the p110 
subunit of PI3Kinase, activating the Akt-1 kinase. A form of RAS that only interacts with 
PI3K induces moderate suppression of hid in Drosophila eye (Bergmann, Agapite et al. 
1998). One possible mechanism for this pathway has been described in the case of UV 
irradiation, where RAS represses hid transcription through PI3K/Akt mediated inhibition 
of Foxo (Luo, Puig et al. 2007).  
 Signaling through RAF/MAPK inhibits hid at transcript and post-translational 
levels. Embryonic levels of hid mRNA are reduced when RAF or RAS signaling are 
constitutively activated with gain of function mutations or overexpression of the 
transcription factor and RAS/MAPK target Pointed (Kurada and White 1998). RAS also 
suppresses Hid post-transcriptionally in the embryo and developing eye, through 
MAPK-dependent phosphorylation on 5 consensus sites. Mutation of these sites 
renders Hid more lethal in S2 cells (Bergmann, Agapite et al. 1998).  
 The hippo tumor suppressor pathway also contributes to regulation of hid, 
promoting hid expression (Udan, Kango-Singh et al. 2003). The same cells in eye discs 
whose survival during larval stages is preserved by EGFR signaling are culled during 
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pupal stages through an increase in hid transcript levels. Mutants in hippo pathway 
show an increase in hid transcripts and fail to undergo programmed cell death (Udan, 
Kango-Singh et al. 2003). Interestingly, the ban miRNA, known to limit hid expression, is 
repressed by Hpo signaling (Thompson and Cohen 2006); (Nolo, Morrison et al. 2006). 
 During metamorphosis, extensive pruning of cells takes place in response to 
upregulation of hid transcripts through a signaling cascade initiated by the steroid 
hormone Ecdysone via its receptor EcR (Jiang, Lamblin et al. 2000).   
 Post-translational activity of Hid is also regulated by sub-cellular localization. Hid 
contains a C-terminal domain which confers mitochondrial localization when expressed 
in human cells (Haining, Carboy-Newcomb et al. 1999). Hid overexpression in S2 cells 
induces mitochondrial fragmentation and requires active caspases (Abdelwahid, 
Yokokura et al. 2007).   
 Regulation of Hid protein translation has been shown to occur by two different 
mechanisms mediated by the hid 3'UTR, which is over 2 kb long. Several miRNAs, 
including miR-6, miR 2/13, and bantam (ban) have been implicated in limiting Hid 
expression. Anti-sense oligo injection of ban, miR-6 and miR 2/13 causes apoptosis and 
increased levels of Hid protein in embryos (Leaman, Chen et al. 2005). Additionally, 
miR-6 depletion alleviates repression of a GFP reporter with hid 3'UTR (Leaman, Chen 
et al. 2005). ban's role in limiting hid is well studied and is discussed in detail in 
subsequent paragraphs. Additionally, translational repression of Hid is achieved through 
a Nos response element (NRE) in the hid 3'UTR, which is bound by RNA-binding 
protein Nos (Sato, Hayashi et al. 2007). Nos-mediated repression of hid occurs in 
primordial germ cells to prevent apoptosis in the germline. 
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 Interestingly, epigenetic regulation can also play a part in hid induction by IR. In 
embryos, an Irradiation Responsive Enhancer Region (IRER) ~250 kb from hid is 
required for the induction of hid (and rpr) transcripts after IR (Zhang, Lin et al. 2008). 
However, as the IRER acquires a more 'closed' chromatin state via Histone deacetylase 
3 (HDAC3) and other chromatin remodelers after stage 12 of embryogenesis, induction 
of hid and rpr is less robust (Zhang, Lin et al. 2008). HDAC3 also is relevant for 
induction of apoptosis in larval wing discs (Zhu, Bornemann et al. 2008).  
 Importantly, factors that regulate hid under normal conditions are also able to 
contribute to life or death decisions after IR exposure. For example, genetic evidence 
indicates that in the dorsal/ventral boundary of imaginal wing discs, called the 'ZNC' or 
Zone of Non-Proliferating Cells, the E2F transcription factor represses hid transcription 
(Moon, Frolov et al. 2005). After IR, the ZNC of Dp mutants (a co-factor for E2F1) 
displays elevated apoptosis (Moon, Di Stefano et al. 2008). Additionally, the ban 
microRNA limits Hid expression during development through five ban consensus 
sequences in the hid 3'UTR (Brennecke, Hipfner et al. 2003). Ectopic ban can repress 
apoptosis induced by overexpression of Hid (Brennecke, Hipfner et al. 2003). ban's role 
in regulating hid is consistent with the ban mutant phenotype: overexpression of ban 
induces proliferation and limits apoptosis (Hipfner, Weigmann et al. 2002); (Brennecke, 
Hipfner et al. 2003). After exposure to IR, ban similarly limits hid: ban mutants suffer 
excess apoptosis, and a GFP sensor transgene with the hid 3'UTR is depressed after 
IR. Depression of the transgene is abolished by mutation of the ban consensus sites 
(Appendix 3: Jaklevic et al. 2008).  
ban is a microRNA regulated by diverse signaling pathways. Initially puzzling 
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researchers, ban was discovered in a region containing no predicted coding genes in an 
overexpression screen to identify genes that could promote developmental tissue 
growth (Hipfner, Weigmann et al. 2002). Subsequent analysis indicated that ban 
encodes a 21-nt microRNA (Brennecke, Hipfner et al. 2003). ban is located in an 
intergenic region and transcribed as an autonomous transcription unit (Brennecke, 
Hipfner et al. 2003). miRNAs are a group of evolutionarily conserved non-coding RNAs 
from 18-25 nt in length that regulate stability or translation of mRNA targets by base-
pairing to sequences in 3'UTR (Bartel 2009). In metazoans, targets typically have 
imperfect complementarity with miRNAs, except for the region known as the “seed” 
sequence from nucleotides 2-7 or 8 at the 5’ end of the microRNA, which generally has 
perfect complementarity with target sequences (Lai 2002). 
 Since the discovery of miRNAs, much has been elucidated about the regulation 
of miRNA activity. Promoter regions of autonomously expressed miRNAs are highly 
similar to those of protein coding genes, indicating that promoters are controlled in a 
manner similar to those of protein-coding genes (Ozsolak, Poling et al. 2008); 
(Corcoran, Pandit et al. 2009). In addition to transcriptional control, specific miRNA 
regulation has been shown to occur via modulation of expression levels through control 
of various stages in biogenesis (Reviewed in (Winter, Jung et al. 2009)). During 
mammalian miRNA biogenesis, miRNAs are transcribed by RNA polymerase II or RNA 
polymerase III as precursor molecules termed pri-RNAs. Pri-mRNAs fold into hairpins, 
which are trimmed first by Drosha into ~70 nt pre-miRNAs, exported to the cytoplasm 
via the nuclear export factor Exportin-5, then further processed by Dicer into ~20 bp 
miRNA duplexes. Finally, one strand of this duplex is incorporated into a miRNA-
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induced silencing complex (miRISC) (reviewed in (Krol, Loedige et al. 2010)).  
Each step in miRNA processing can be regulated to control levels of specific 
mature miRNAs. For example, Drosha processing activity is regulated by levels of the 
double-stranded RNA binding protein DGCR8 (DiGeorge critical region 8), with which it 
complexes (Gregory, Yan et al. 2004). Additionally, specific processing of miRNAs can 
be mediated by the RNA helicases p72 and p68, as well as the heterogeneous nuclear 
ribonucleoprotein A1 (hnRNP A1) (Fukuda, Yamagata et al. 2007); (Guil and Caceres 
2007). Drosha processing can also be inhibited; Lin-28 supresses Drosha-mediated 
processing of pri-let-7 (Viswanathan, Daley et al. 2008). At the next step of processing, 
stability of the Dicer (Drosophila Dicer1) partner TRBP (Tar RNA binding protein), 
homologue of Drosophila Loquacious, can modulate pre-miRNA processing 
(Chendrimada, Gregory et al. 2005); (Paroo, Ye et al. 2009).  
Additionally, miRNAs can be regulated by components of the RISC complex into 
which they are incorporated. The core protein component of a RISC is one of the 
Argonaute proteins, which are a family of small-RNA-guiding RNA-binding proteins 
defined by a single stranded RNA-binding PAZ domain (Lingel et al., 2003; Song et al., 
2003). There are five Argonaute proteins encoded by the Drosophila genome, and 
these are divided into two sub-groups, of which one, the Ago group, binds both miRNAs 
and siRNAs and is comprised of Ago1 and Ago2. Ago1 and Ago2 contain a 
characteristic Piwi domain, a structural homolog of the DNA-directed RNA 
endonuclease, RNase H (Song et al 2004). The Piwi domain binds the phosphate 
backbone of small RNAs to arrange the RNA so that the seed sequence is displayed. 
(Ma et al., 2005; Yuan et al. 2005). In general, Ago1 and Ago2 differ in that Ago1 loaded 
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complexes repress mRNA targets with multiple, partially complementary miRNA-binding 
sites in their 3’UTRs, but Ago2 loaded complexes silence mRNAs with more fully 
complementary miRNA-binding sites (Forstemann et al. 2007). In Drosophila, Ago1 
associates with most miRNAs, while Ago2 associates with only a subset of miRNAs 
(Forstemann et al. 2007). Loading onto Ago1 or Ago2 complexes is competitive and 
may be determined by the structure of the small-RNA duplex rather than as previously 
thought, by biogenesis: when the central region (~nt 9-10) of the miRNA/miRNA* duplex 
is unpaired, Ago1 preferentially binds, while extensively paired duplexes are loaded 
onto Ago2 (Tomari, et al. 2007). Typically, Ago1 associated miRNAs target mRNAs in 
their 3’UTRs. Since there is imperfect sequence complementarity between the seed 
region and the mRNA, these interactions do not result in mRNA cleavage, but instead 
cause a reduction in translation initiation and induction of mRNA decay due to disruption 
of the polyA tail/cap interaction by Ago1 and its partner protein GW182 (Iwasaki and 
Kawamata et al. 2009). Conversely, Ago2-complexed small RNAs bind targets in and 
outside of the 3’UTR and initiate endonucleolytic cleavage of the mRNAs through 
Ago2’s slicer activity for perfectly complimentary sequences, but block translation 
initiation for less perfectly complementary sequences (Iwasaki and Kawamata et al. 
2009). In general, bantam loads primarily onto Ago1 complexes (Okamura et al., 2004).  
 miRNA function can also be modulated by control of miRNA degradation. In 
comparison to mRNAs, miRNAs are quite stable (Gantier, McCoy et al. 2011). However, 
factors such as uridylation, presence of target mRNA, as well as intrinsic sequence 
elements can affect the persistence of a miRNA (reviewed in (Zhang, Qin et al. 2012)). 
For example, in Drosophila S2 cells, levels of mature ban miRNA decrease in the 
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presence of reporter mRNAs bearing perfect target sequences (Ameres, Hung et al. 
2011). 
 However, miRNA activity is not always determined by expression. RNA-binding 
proteins, particularly those that bind to 3’UTR of mRNA, can also modulate the function 
of miRNAs. For example, in human cells, the RNA binding protein HuR associates with 
the 3'UTR of CAT1 mRNA after stress, limiting the effect of miR-122 upon the CAT1 
3'UTR (Bhattacharyya, Habermacher et al. 2006). However, repression of cMyc mRNA 
by let-7 miRNA is enhanced by binding of HuR (Kim, Kuwano, Srikantan et al. 2009). 
Additionally, in human and zebrafish cells, RNA-binding protein Dead end (Dnd1) blocks 
accessibility of target mRNAs, prohibiting the function of several miRNAs (Kedde, 
Strasser et al. 2007).  
 It is not known whether ban is regulated through transcription alone, or during 
subsequent stages in biogenesis and sorting. Evidence indicates that ban is 
transcriptionally regulated to influence growth through convergence of signals from the 
overlapping Dpp (Decapentaplegic) growth pathway and the hpo (Hippo) tumor 
suppressor pathway. The transcription factor yorkie (yki), a component of the hpo 
pathway, is a known transcriptional activator of ban (Thompson and Cohen 2006); 
(Nolo, Morrison et al. 2006). However, yki does not bind directly to DNA but uses a 
variety of DNA-binding partner proteins. Different coactivators, which are downstream 
targets of Dpp activity, such as Mad and Homothorax (Hth) influence ban activation 
through yki: a Yki:Mad complex binds to a 410 bp minimal enhancer region within 2.5 kb 
of the ban miRNA, and a Yki:Hth binding site activates transcription from 14.5 kb 
upstream of ban (Oh and Irvine 2011); (Peng, Slattery et al. 2009). Dpp signaling is 
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inhibited through Brinker (Brk), which is a transcriptional repressor (Affolter and Basler 
2007). Brk binds to the ban promoter, and Brk binding appears to partially overlap with 
Yki:Mad binding (Oh and Irvine 2011). Thus Dpp signaling contributes to transcriptional 
activation of ban by concerted repression of Brk and activation of Mad.  
Evidence has accumulated for regulation of ban through multiple signaling 
pathways. Inputs from notch repress ban to allow expression of the ban target Enabled 
(Becam, Rafel et al. 2011).  Repression of a ban target, Mei-P26, allows dMyc 
expression, and therefore, growth, independent of input from the hpo/yki pathway 
(Herranz, Perez et al. 2008). ban is expressed in adult germline stem cells, and is 
important for their maintenance via a genetic interaction with dFmr1 (Shcherbata, Ward 
et al. 2007); (Yang, Xu et al. 2009). Additionally, overexpression of ban can limit 
neuronal degeneration induced by accumulation of toxic misfolded protein that is the 
result of poly-Q expansion (Bilen, Liu et al. 2006). Another role for ban has been 
established in maintenance of circadian rhythms. ban acts directly on the clock (clk) 
3’UTR to repress Clk expression (Kadener, Menet et al. 2009).    
ban and hid form a feedback loop to control life and death decisions of cells after 
IR exposure. In larval wing discs, IR induces both p53-dependent hid transcript 
accumulation as well as ban activation via p53-dependent apoptosis (Appendix 3: 
Jaklevic et al. 2008). ban activation represses hid post-transcriptionally, acting to 
negatively regulate apoptosis as well as its own activity. A non-autonomous mechanism 
for ban activation would explain the apparent conundrum that a pro-survival factor could 
be activated in a dying cell. Further supporting a non-autonomous mechanism for ban 
activation, we observed that cell death is scattered throughout the wing disc when 
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induced by IR or by clonal induction of hid and rpr, but that changes in the GFP ban 
sensor transgene are homogenous (Appendix 3 and 4: Jaklevic et al., 2008; Bilak et al., 
submitted). This suggests that some ban activation is occurring in neighbors of dying 
cells. The miRNA ban therefore may act on signals sent from apoptotic cells to their 
neighbors.                    
Dying cells send signal to their neighbors. In Drosophila, the Inhibitor of Apoptosis 
Protein (Diap1) is a crucial inhibitor of caspases that is bound and targeted for 
proteolysis by the pro-apoptotic hid and rpr. Neighbors of dying cells have previously 
demonstrated increases in Diap1 levels, resulting in hid suppression. A screen for 
mutant suppressors of a rough-eye phenotype caused by hid overexpression identified 
vps25, a component of the Endosomal Sorting Complex Required for Transport-II 
(ESCRT-II). Paradoxically, in mosaics, cells mutant for vps25 cell-autonomously 
increase hippo signaling and die through activation of hid and JNK (Herz, Chen et al. 
2006). The initial phenotype indicating that vps25 suppresses hid was explained by the 
observation that wild type neighbors of vps25 mutant clones show elevated Diap1 and 
reduced Hid. Additionally, when vps25 mutants are kept alive with Diap1, they 
inappropriately display notch, stimulating proliferation in their neighbors, evidenced by 
overgrowth (Herz, Chen et al. 2006).   
 Additionally, there are many examples in the literature in which dying cells signal 
to their neighbors to proliferate. When dying cells are created through mutation of diap1, 
or expression of hid or rpr, they express the mitogens wingless (wg) and 
decapantaplegic (dpp) in a manner dependent on Jun N-terminal kinase (JNK) 
signaling. When dying cells are kept alive in this context with the expression of the 
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baculoviral caspase inhibitor p35, proliferation in neighboring cells is induced via JNK 
and wg signaling (Ryoo, Gorenc et al. 2004). Similarly, irradiated cells kept alive with 
p35 emit wg and dpp signals and cause their neighbors to proliferate excessively 
(Perez-Garijo, Martin et al. 2004). 
 Importantly, instances where dying cells signaling to neighbors are relevant in 
mammalian systems. In mice, a response termed ‘Phoenix Rising’ has described in 
which the activity of Caspase 3 and 7 non-autonomously stimulate compensatory 
proliferation and tissue regeneration through activation of phospholipase A2 and release 
of prostaglandin E2 (Li, Huang et al.). Additionally, the ‘radiation bystander effect’ in 
mammalian cell culture and mice describes an effect in which neighbors of irradiated 
cells are more sensitive to death (Mothersill and Seymour 2006); (Singh, Saroya et al.).  
Receptor Tyrosine Kinase family molecules act as nodes in signaling networks. 
Tyrosine kinases are cell-surface receptors that regulate such diverse cellular 
processes as proliferation and differentiation, cell survival and metabolism, and cell 
cycle control (Blume-Jensen and Hunter 2001); Ullrich and Schlessinger, 1990). RTKs 
form a large and diverse family: humans have 58 known receptor tyrosine kinases 
(RTKs), which fall into 20 subfamilies (Lemmon and Schlessinger 2010). In metazoans, 
all RTKs have a similar molecular architecture, with ligand binding domains in the 
extracellular region, a single transmembrane helix, and a cytoplasmic region that 
contains the tyrosine kinase domain, plus additional C-terminal and juxtamembrane 
regions (Lemmon and Schlessinger 2010). In general, RTK activation and signaling are 
initiated by ligand-mediated receptor dimerization (Schlessinger et al., 2000). Receptor 
dimerization results in cross-phosphorylation of each member of the dimer pair on 
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specific tyrosine residues. Phosphorylation stimulates the kinase activity of the receptor, 
and provides docking sites for signaling molecules posessing SH2 (Scr Homology-2) 
and PTB (Phosphotyrosine Binding) domains, both of which specifically bind 
phosphorylated tyrosine residues (Pawson et al., 2000). RTKs have been thought of as 
regulatory components of linear signaling pathways, a view which was supported by 
early genetic studies (Noselli and Perrimon 2000). However, many RTKs have multiple 
autophosphorylation sites that recruit different SH2 and PTB domain-containing 
proteins. Adding another level of multiplicity, scaffolding proteins that bind SH2 and PTB 
proteins interact with multiple signaling molecules (Pawson et al., 1995). Therefore, a 
more correct view of RTKs might be as nodes within complex signaling networks 
(Lemmon and Schlessinger 2010). 
 Similarly, Tie2 action is regulated via differential activation and differential 
substrate phosphorylation (Tachibana et al. 2005). The Tie subfamily contains two 
members, Tie1 and Tie2, which share identical domain structures. Like other RTKs, the 
Ties contain ligand binding domains in the extracellular region, a single transmembrane 
helix, and a cytoplasmic region that contains the tyrosine kinase domain. The Tie family 
extracellular domain is unique, containing immunoglobulin (IG) domains, epithelial 
growth factor (EGF) repeats, and fibronectin-like 3 (FN3) repeats (Peters et al., 2004). 
Tie2 is highly conserved in vertebrates, with the greatest amino acid homology 
occurring in the kinase domain (Lyons et al., 1998). Like other RTKs, Tie2 is capable of 
autophosphorylation (Peters et al., 2004). 
 Much is known in mammalian systems about the various roles and ligands of 
Tie2.  Five potential angiopoetin ligands for Tie2 have been identified (Ang-1, Ang-2, 
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Ang-3, Ang-4 and Ang-5), however, only Tie2 interactions with Ang-1 and Ang-2 have 
been characterized (Dormer and Beck 2005). The roles of Ang-1 and Ang-2 in 
regulating Tie2 phosphorylation are complicated. A great deal of evidence suggests that 
Ang-1 stimulates Tie2 phosphorylation, while Ang-2 antagonizes Ang-1 activation of 
Tie2 by competing with Ang-1 for Tie2 binding (Bogdanovic et al. 2006; Yuan et al. 
2009). Consistent with this finding, mice lacking functional Ang-1 and mice 
overexpressing Ang-2 both display a phenotype similar to Tie2-/- mice (Suri et al., 1996; 
Maisonpierre et al., 1997). However, there is evidence that Ang-2 binding results in 
phosphorylation and activation of Tie2 as well, suggesting that Ang-2 agonist activity of 
Tie2 may be context-dependent (Kim et al., 2000b; Teichert-Kuliszewska et al., 2001; 
Gale et al., 2002). One explanation is that Ang-2 binding results in a reduction of Tie2 
activity as compared to Ang-1 binding, therefore, Ang-2 acts as a partial antagonist to 
Tie2 activation (Bogdanovic et al. 2006; Yuan et al. 2009). 
 As with other RTKs, the cytoplasmic tyrosine kinase domain of Tie2 contains 
multiple tyrosines capable of differential substrate phosphorylation. 
Immmunoprecipitation assays identified two SH2-containing proteins, GRB2 (Growth 
factor receptor-bound protein 2) and SHP2 (Src homology region 2 domain-containing 
phosphatase-1), that associate with two different tyrosine residues in the C-terminal tail 
of Tie2, respectively Y1101 and Y1112 (Peters et al., 2004). Additional analysis 
indicates that association of SHP2 with Y1112 may contribute to inhibition of Tie2 
phosphorylation (Niu et al., 2002). Y1101 was also found to bind to the p85 sub-unit of 
phosphatidylinositol 3-kinase (PI3K) (Kontos et al., 1998). The activation of the PI3K/Akt 
pathway by Tie2/Ang-1 has been widely validated and is a key signaling cascade of 
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Tie2 activity (Jones et al., 1999; Kim et al., 2000A; Papapetropoulos et. al., 2000). 
Additionally, the adaptor protein Dok-R is phosphorylated as a result of its association 
with a third tyrosine residue in the C-terminal tail of Tie2, Y1107 (Jones et al., 2003). 
 Other mechanisms contribute to regulation of Tie2 as well. Tie1, the other 
member of the Tie family of receptors, regulates Tie2 activity by directly oligomerizing 
with Tie2 at the endothelial cell surface (Marron et al. 2000; Chen-Konak et al. 2003). In 
the oligomerized state, Tie1 blocks angiopoetin binding to and activation of Tie2. 
However, vascular endothelial growth factor (VEGF), homolog of the Drosophila PGDF 
and VEGF-related factor (PVFs), can trigger the ectodomain cleavage of Tie1, restoring 
the ability of Tie2 to be activated by Ang-1 (Hansen 2010). Thus, VEGF plays a role in 
regulating Tie2 activation as well (Munoz-Chapuli et al. 2011). 
  Evidence from Drosophila is lacking in regard to ligands, targets, and structures 
of tie. Two Drosophila studies to date have found a role for tie: mutants lacking the 
kinase domain of tie show defects in border cell migration redundant with the VEGFR-
PGDFR ortholog PVR (Wang et al., 2006). Additionally, tie may have a possible genetic 
role in eye development (Michaut et al., 2003). Examining homology of Tie function in 
Drosophila is challenging since mammalian Tie2 is most often found on endothelial 
cells, and Drosophila, as other invertebrates, does not have true endothelial cells. In 
general, mammalian Tie2 has two primary functions, one previously discussed in 
promoting cell survival and another in angiogenesis. Comparison of Tie2 function 
between mammalian and invertebrate systems is further complicated because a primary 
function of Tie2, that is, angiogenesis, does not occur in the invertebrates, which lack 
blood vessels (Munoz-Chapuli et al., 2011). However, Tie2 is not exclusively found on 
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endothelial cells. It has also been found on hematopoietic stem cells (HSCs). HSCs 
lacking Tie2 fail to be maintained in the adult bone marrow environment (Puri and 
Bernstein, 2003). Furthermore, Ang-1/Tie2 signalling prevents apoptosis and maintains 
quiescence and adhesion of a population of HSCs in the bone marrow niche (Arai et al., 
2004). Interestingly, the hematopoietic system of vertebrates and the blood cell system 
in Drosophila have a great deal of similarity (Evans et al., 2003). In Drosophila, blood 
cell survival and migration are mediated by PVR (Bruckner et al., 2004). It seems 
reasonable to hypothesize that the ancestral function of Tie is cell survival; the Tie 
system may have been co-opted in mammals to additionally regulate angiogenesis.   
Potential links between microRNAs and the Tie signaling cascade: While little is 
known about the Tie signaling cascade in Drosophila, it has been shown that in 
mammalian cell culture, Ang-1 activates the Tie2 receptor to phosphorylate and activate 
the PI3K/Akt signalling cascade. This in turn inhibits the pro-apoptotic transcription 
factor Forkhead (FKHR), (Kim et. al 2000; Kwak et al. 2000). A Drosophila homologue 
of Akt exists and its loss induces apoptosis in embryos (Staveley et al. 1998). There is 
some evidence that dAkt1 regulates hid levels: Akt-1 kinase is activated by signals sent 
from active Ras through the p110 subunit of PI3K, and a form of Ras that only interacts 
with PI3K induces moderate suppression of hid in Drosophila eye (Bergmann et al. 
1998). However, whether Akt regulates hid through ban is not known.  
There is precedent for regulation of Akt signaling by microRNAs, and some 
(though less) precedent for regulation of microRNAs by Akt signaling. ban activation in 
Drosophila epithelial cells dampens Akt activity in adjacent neurons to influence 
dendrite growth (Parrish et al. 2009). In neonatal rat cardiomyocytes, mir-486, a miRNA 
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with no known Drosophila homolog, activates PI3K/Akt signaling by directly targeting 
phosphatase and tensin homolog (PTEN), an inhibitor of PI3K phosphorylation (Small et 
al., 2010). PTEN, with an exceptionally long 3.3 kb 3’UTR, has additionally been shown 
to be regulated in various mammalian contexts by numerous miRNAs including mir-21, 
mir-22, mir-214, mir-216, mir-217, mir-17-92 and mir-26a (Huse et al., 2009; Bar and 
Dikstein, 2010; Kato et al., 2009; Meng et al., 2007; Xiao et al., 2008; Yang et al., 2008). 
Additionally, Drosophila miR-8 and its human homolog miR-200 have been shown to 
inhibit formation of active PI3K through respective targets USH/FOG2 (Hyun et al., 
2009). In humans, a feedback loop exists in which mir-200 levels are inhibited by 
relative levels of Akt isoforms 1 and 2 (Iliopoulos et al., 2009). Akt transcriptionally 
induces mir-22 (Bar and Dikstein, 2010). Akt has also been shown to positively regulate 
mir-21 to limit apoptosis in mouse cardiac myocytes (Sayed et al., 2010).  
Major findings presented in this thesis:  Our interest in understanding the life or 
death choices made by cells led us to investigate the role of the ban microRNA in 
radiation responses. To identify genes that might interact with ban in the radiation 
response, I undertook a screen for dosage-dependent modifiers of a ban phenotype. 
This thesis presents the results of the screen, which identify Drosophila tie, a receptor 
tyrosine kinase of the VGFR/PDGFR family, as a ban interactor in the radiation 
response. I provide the first evidence that tie is an important regulator of IR-induced 
changes in ban activity.  
 Previous knowledge of Tie function in Drosophila has been limited to long range 
signaling for border cell migration during oogenesis (Wang et al. 2006). Here, I show 
that though tie is not needed for normal development, it is important for organismal 
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survival after exposure to ionizing radiation. However, this is not because tie mutants 
are deficient in induction of apoptosis in response to IR. I demonstrate that apoptosis is 
robust in tie mutants. Additionally, I provide here the first evidence that tie is needed for 
a novel effect in which neighbors of dying cells upregulate ban to protect themselves 
from further death induced by IR. The work presented here advances understanding of 
inputs to regulate hid and therefore life or death choices made by cells after IR 
exposure.  
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Chapter 2:  A genetic screen for genes that interact with ban identifies the 
receptor tyrosine kinase tie 
Introduction 
Ionizing radiation from a number of sources including radon, sunlight, and 
medical x-rays bombards our cells every day (NCRP Report No 93). Ionizing radiation 
(IR) is energy that has enough force to remove electrons from atoms.  By depositing this 
energy in our cells, radiation causes direct damage to the lipids, proteins, and genetic 
material contained in cells, as well as indirect damage caused by the free radicals it 
creates.     
To survive damage caused by IR, organisms must strike a balance between 
eliminating cells that might have sustained altered hereditary information, and 
preserving enough cells to maintain the viability of the organism.  After cells in the 
developing imaginal wing disc have sustained damage from X-rays, apoptosis is 
induced to eliminate damaged cells. Subsequently, compensatory proliferation restores 
the wing to result in an adult wing of nearly normal size (Haynie and Bryant 1977; 
James and Bryant, 1981). Survival and proliferation of cells with damaged hereditary 
information may lead to alterations in genetic material, therefore, cells must choose 
carefully which are to survive and which are to die.  
Our interest in understanding the life or death choices made by cells lead us to 
investigate the role of the ban microRNA in radiation responses. ban was discovered in 
an overexpression screen to identify genes that could promote developmental tissue 
growth (Hipfner et al. 2002).  Subsequent analysis indicated that ban was both pro-
proliferative and anti-apoptotic (Brennecke et al. 2003).  ban limits apoptosis by directly 
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repressing expression of the pro-apoptotic protein Hid via binding sites in the hid 3’UTR.               
Since the identification of the ban miRNA, evidence has accumulated for new 
ban functions.  One new role for ban is in the promotion of cell survival.  ban is 
expressed in adult germline stem cells, and is important for their maintenance via a 
genetic interaction with dFmr1 (Shcherbata et al. 2007; Yang et al. 2009).  Additionally, 
overexpression of ban can limit neuronal degeneration induced by accumulation of toxic 
misfolded protein that is the result of a poly-Q expansion (Bilen et al. 2006).  Another 
role for ban has been established in maintenance of circadian rhythms.  ban directly 
acts on the clock (clk) 3’UTR to repress Clk expression (Kadener et al. 2009).   
Evidence has also accumulated for regulation of ban through multiple signaling 
pathways.  The transcription factor yorkie (yki) is a known transcriptional activator of 
ban (Thompson and Cohen 2006).  However, yki does not bind directly to DNA but uses 
a variety of DNA-binding partner proteins.  These different coactivators allow inputs 
from a number of signaling pathways such as Mad and Homothorax (Hth) to influence 
ban activation through yki: a Yki:Mad complex binds to a 410 bp minimal enhancer 
region within 2.5 kb of the ban miRNA, but a Yki:Hth binding site activates transcription 
from 14.5 kb upstream of ban (Oh and Irvine 2011; Peng et al. 2009).  
However, yki is not required for all ban activity.  Inputs from notch repress ban to 
allow expression of the ban target Enabled (Becam et al. 2011).  Repression of another 
ban target, Mei-P26, allows dMyc expression, and therefore, growth, independent of 
input from the hippo/yki pathway (Herranz and Cohen 2008).              
Work from our lab has suggested that ban coordinates organismal radiation 
responses (Appendix 3: Jaklevic et al. 2008).  Radiation exposure activates ban. 
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Additionally, ban mutant larvae suffer more apoptosis and survive radiation poorly. To 
identify genes that might interact with ban in the radiation response, I undertook a 
screen for dosage-dependent modifiers of a ban phenotype. I hoped to identify 
upstream modulators as well as targets of ban activity. I predicted that genes 
suppressing ban function in radiation responses would increase survival when mutated, 
and genes enhancing ban function would decrease survival when mutated.  
 The pro-apoptotic protein hid is a known target of ban during development and 
in the radiation response (Brennecke et al. 2003, Appendix 3: Jaklevic et al. 2008). 
Heterozygosity for hid rescues radiation sensitivity of ban mutants (Appendix 3: Jaklevic 
et al. 2008). This suggests that our screen could successfully identify ban interactors.  
Screens in drosophila are aided by the existence of publicly available collections 
of stocks containing chromosomal deletions. Traditionally, chromosomal deficiencies 
have been generated using irradiation or chemical mutagenesis, which have downsides 
of generating large deletions with poorly defined endpoints and frequent, unintentional 
secondary mutations.  However, we used the Exelisis collection of deficiencies (Parks et 
al 2004), which were generated using a combination of targeted P-element excision and 
FLP recombinase mediated FRT-site excision. The methods used to develop the 
Exelisis collection generate deficiencies possessing molecularly well-defined break 
points and are relatively small, eliminating on average 25 genes but ranging from one 
gene up to 83 genes (Parks et al 2004). To further facilitate screening, Exelisis 
deficiencies are isogenic. Together with two undergraduate members of our lab, Irene 
Lee and Glen Shanahan, I screened Chromosome 3 deficiencies, which are balanced 
with the TM6 balancer containing the larval Tubby marker, since most deficiencies are 
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homozygous lethal.   
Results 
 The strategy used to identify deficiencies that modifed the phenotype of ban 
mutants is outlined in Figure 2-1. Drosophila has 4 chromosomes, and I began by 
screening through the left arm of chromosome 3. Two alleles of ban were used, banL1170 
and EP(3)3622 (Hipfner et al. 2002, Brennecke et al. 2003). Both alleles are p-element 
insertions into the promoter region of ban. The hypomorphic EP(3)3622 allele consists 
of two back to back EP element insertions 2.68 kb upstream of the ban hairpin and is 
homozygous lethal.  banL1170 is also a homozygous lethal hypomorph and consists of a 
single enhancer trap p-element insertion 2.47 kb from the ban hairpin. Both alleles show 
radiation sensitivity (Appendix 3: Jaklevic et al. 2008).  Irradiation was performed on 
third instar larvae at 4000R and 8000R.  We used the 8000R dose to uncover 
deficiencies that rescued radiation survival and the 4000R dose to uncover deficiencies 
that enhanced radiation sensitivity.  Since deficiencies could potentially influence 
radiation responses in pathways parallel to ban, control crosses were done to establish 
the predicted additive effect due to independent Df and ban mutation. To obtain ban and 
Df controls, virgin females from either banL1170 or EP(3)3622  were crossed to wild type 
males, and wild-type virgin females were crossed to males from Df strains.  The additive 
survival was determined by taking the product of the percent eclosion from ban and Df 
crosses.   Experimental crosses were performed by crossing virgin females from either 
banL1170 or EP(3)3622 to males from Df strains. A Χ2 test was used to determine 
whether the observed survival of the experimental ban/Df was significantly different than 
the predicted survival based on additive contributions (Fig. 2-2).    
 
Figure 2-1: Scheme for a screen to identify genes that modify ban function.  The 
screen was designed to identify deficiencies that dominantly modulate the radiation 
sensitivity of ban mutants.  Third instar larvae were irradiated at 96 +/- 4 h after 
egg deposition with 4000R or 8000R.  Percent eclosion was determined by 
counting full and empty pupal cases 10 days after irradiation.  To calculate 
expected survival from additive effects of genes acting in independent pathways, 
virgin females (banL1170, banEP3622) balanced with the TM6 Tb balancer were 
crossed to wild type (+/+) males and wild type (+/+) virgin females were crossed to 
Df males balanced with the TM6 Tb balancer.  Percent eclosions from Df/+ and 
ban/+ were multiplied together to obtain predicted additive survival.  Observed 
survival for the experimental cross was determined by crossing ban mutant virgin 
females to Df males.  Expected survival calculated from control crosses was 
compared with survival of the experimental cross using Χ2 analysis.  (1 df, p< 
0.001).  Seventy-eight deficiencies covering 85% of chromosome 3L were tested.  
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Figure 2-1: Scheme for a screen to identify genes that modify ban function.  The 
screen was designed to identify deficiencies that dominantly modulate the radiation 
sensitivity of ban mutants.  Third instar larvae were irradiated at 96 +/- 4 h after egg 
deposition with 4000R or 8000R.  Percent eclosion was determined by counting full 
and empty pupal cases 10 days after irradiation.  To calculate expected survival 
from additive effects of genes acting in independent pathways, virgin females 
(banL1170, banEP3622) balanced with the TM6 Tb balancer were crossed to wild type 
(+/+) males and wild type (+/+) virgin females were crossed to Df males balanced 
with the TM6 Tb balancer.  Percent eclosions from Df/+ and ban/+ were multiplied 
together to obtain predicted additive survival.  Observed survival for the 
experimental cross was determined by crossing ban mutant virgin females to Df 
males.  Expected survival calculated from control crosses was compared with 
survival of the experimental cross using Χ2 analysis.  (1 df, p< 0.001).  Seventy-
eight deficiencies covering 85% of chromosome 3L were tested.  
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Figure 2-2: The equation used to calculate the Χ2 values for each set of 
crosses.  The Χ2 value is equal to the sum of the difference between the 
observed and the expected values squared divided by the expected 
value for each variable (i) in the set that included full (dead) and empty 
(eclosed) pupal cases.     
(observedi-expectedi)2 
expectedi 
Χ2 = Σ 
i ∈ {eclosed, dead} 
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Seventy-eight deficiency stocks were tested; 75 of these covered eighty-five 
percent of chromosome 3L, while 3 covered a small portion of 3R. Many deficiencies 
showed significant Χ2 values, even when we used a cut off p-value of 0.001 (Fig. 2-3).  
To determine which deficiencies were bonafide hits, we did at least two experiments per 
cross to look for consistent survival trends.  Each experiment consisted of a set of 
staged embryo collections from control and experimental crosses.  The number of 
pupae per vial varied widely, from as few as one or two pupae to as many as 200.  To 
exclude effects from crowding and reduce the disproportional effect a low n might have, 
we excluded vials from our analysis if they contained less than 25 pupae or more than 
130 pupae.    
From the initial screen of 78 deficiencies, 10 hits were identified.  These hits 
showed the most consistent significance over dose and allele combinations. The ten 
hits were retested in two experiments (Fig. 2-4).     
A hit that had seemed promising in the original screen, Df(3L)Exel6122, 
(bk1:14,266,160.. 14,266,160; bk2:14,402,934..14,402,934) (Fig. 2-4) deletes the entire 
frizzled (fz) coding region.  Interestingly, fz is  a receptor for wingless (wg) signaling; wg 
has been implicated in ban regulation, although not through the fz receptor (Brennecke 
et al. 2003).  We also obtained and tested the fz1 allele, however neither 
Df(3L)Exel6122 nor fz1 were as consistently significant in retests as the top 3 hits.   
From the ten hits, three Df showed consistently high Χ2 values: Df(3L)Exel6086,  
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Figure 2-3: An example of the Χ2 values from a subset of data. Many Df showed 
significant interactions at a one dose/allele combination, so we relied on 
reproducibility of significance to determine which hits were real. This data set is from 
one experiment using EP3622 allele of ban and a radiation dose of 4000R.  Higher Χ2 
values indicate a lower p value; our cut off was a Χ2 value of 10.83, equivalent to a p 
value of 0.001, which is indicated on the graph with a dotted line.  Number of pupae 
counted ranged from 31 to 133 per vial.  
0
20
40
60
80
100
120
140
160
7
9
5
0
7
7
2
9
7
6
0
0
7
6
1
7
7
6
0
5
7
9
4
3
7
9
2
0
7
5
9
1
7
6
1
6
7
6
1
2
7
6
1
0
7
5
8
7
7
9
2
4
7
6
0
1
7
6
0
4
7
5
7
7
7
9
4
4
7
9
3
8
7
5
9
8
7
9
2
6
7
6
0
2
7
6
0
9
7
9
4
1
7
5
9
4
7
9
4
2
7
6
0
6
7
5
8
5
7
5
9
9
7
6
0
8
7
5
9
7
7
9
4
6
7
5
9
6
7
5
8
9
C
hi
2 
va
lu
e 
Bloomington stock number
12.26.08  
4000R 
3622 
allele 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 32 
Figure 2-4: A sample of retest data for the top ten candidate deficiencies.  
Ten deficiencies were selected for retesting because they had reproducibly 
high Χ2 values over the dose/allele combinations.  This is a subset of data 
tested with the ban1170 allele irradiated at 8000R.  Χ2 values above the 
10.83 cutoff are highlighted in grey.  This data is from one experiment.  
Number of pupae counted ranged from 35 to 81 per vial.   
Χ2 Deficiency Df/+ Eclosion ban/+ Eclosion       Predicted Observed Df/         Value        EffectAdditive Eclosion ban Eclosion
Df(3L)6086 23% 17% 58% 98.6 41% rescue
Df(3L)6087 47% 35% 20% 4.1 15% decrease
Df(3L)6097 36% 27% 36% 1.5 9% rescue
Df(3L)6108 64% 49% 83% 2.9 34% rescue
Df(3L)6112 68% 76% 51% 19% 12.8 32% decrease
Df(3L)6115 91% 69% 11% 87.7 58% decrease
Df(3L)6121 88% 67% 58% 1.6 8% decrease
Df(3L)6122 72% 55% 79% 9.5 24% rescue
Df(3L)6137 11% 9% 21% 9.7 13% rescue
Df(3L)9028 85% 64% 29% 22 35% decrease
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Df(3L)Exel6115, and Df(3L)9028. We chose to pursue analysis of Df(3L)Exel9028 
(bk1:4,510,281.. 4,510,281; bk2:4,528,197.. 4,528,199) because it deletes only one 
gene, the receptor tyrosine kinase tie. However, the other two deficiencies show 
interesting potential.     
The deficiency Df(3L)6086 (Bloomington stock #7565, bk1:749,809.. 749,809; 
bk2:959,651.. 959,651) rescues radiation survival of ban mutants and deletes 31 genes 
(Table 1).  Four putative protein-coding genes (CG34057, CG42553, CG13901, 
CG12502) within the deficiency have no known or predicted function. However, there 
are a number of genes within the deficiency that might contribute to a rescue of 
radiation survival through a variety of pathways.   
Three genes within Df(3L)Exel6086 might affect radiation survival through their 
function in activation of apoptosis.  CG13887 has sequence similarity to the intracellular 
protein transport protein Bap31, or B-cell receptor-associated protein 31.  Bap31 is an 
integral protein of the endoplasmic reticulum membrane and a substrate of caspase-8.  
It is cleaved within its cytosolic domain, generating pro-apoptotic p20 Bap31 
(Breckenridge et al. 2002). If CG133887 is similar to Bap31, it could rescue ban mutant 
survival when mutated. Two genes contained in the deficiency encode tRNAs 
(tRNA:CR32480, tRNA:CR32481).  tRNAs might affect radiation survival by limiting 
protein synthesis. However, a role has recently been found for tRNAs in regulating 
apoptosis through sequestration of cytochrome C (Mei et al. 2010). Although 
inactivation of caspase inhibitors is the primary method of apoptosis activation in 
Drosophila, rather than release of cytochrome c from the mitochondria as in mammals, 
a reduction in cytochrome C activation could affect radiation-induced apoptosis (van 
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Raam and Salvesen 2010).   
Eleven of the genes contained in the deficiency could play roles in detection of or 
recovery from DNA damage. Nine genes encode small nucleolar RNAs (snoRNAs).  
Each snoRNA guides a specific methylation or pseudouridinylation of rRNA. Together, 
the loss of nine snoRNAs could interfere with ribosomal RNA function, which might 
affect protein synthesis of DNA damage response proteins or compensatory 
proliferation. Interestingly, another gene deleted by Df(3L)Exel6086 could potentially 
play a role in compensatory proliferation following IR: emc transcripts accumulate in or 
adjacent to regions that will undergo morphogenetic movements (Cubas et al. 1994). 
Finally, CG13900, though uncharacterized, might play a role in binding damaged DNA 
based on sequence similarity predictions (FBrf0105495). However, genetic reduction of 
recovery-promoting genes would probably result in a decrease in radiation survival 
rather than the rescue of radiation survival that is associated with combined 
Df(3L)Exel6086 and ban mutation.   
The remaining genes in Df(3L)Exel6086 with known roles such as glut-1, nerfin-
1, Gr61a, and dpr20 might be found to play some role in radiation survival through 
transport, metabolism, or signaling, but an immediate connection is not clear.  
   
Table 1.  Genes deleted by Df(3L)Exel6086  
 
 Df(3L)6086 U= Protein coding gene, function unknown.  snoU 
 gene Function 
1 CG12502 U/  Peak expression in adult female stages 
2 CG13887 U/ Interpro data suggest role in intracellular protein transport.  
Features: B-cell receptor-associated 31-like 
3 CG13889 Protein coding gene, Interpro data suggest role in peroxidase 
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activity. Experimental role in olfactory behavior.  Features: 
Peroxidases heam-ligand binding site 
4 CG13890 Protein coding gene, Interpro data suggest role in metabolic 
process.  Sequence similarity to dodecenoyl-CoA delta 
isomerase activity.  Features: Crotonase, core 
5 CG13898 Protein coding gene, sequence similarity suggest role in 
calcium ion binding.  Features: Calcium-binding EF-hand; EF-
HAND 2; EF-Hand 1, calcium-binding site; EF-hand; EF-
hand-like domain 
6 CG13900 Protein coding gene, sequence similarity predicted molecular 
function: damaged DNA-binding.  Experimental role in mitotic 
spindle organization, neurogenesis. Features: 
Cleavage/polyadenylation specificity factor, A subunit, D-
terminal; WD40/YVTN repeat-like-containing domain 
7 CG13901 U 
8 CG13902 U/ Features: Cupin, JmjC-type; Transcription factor 
jumonji/aspartyl beta-hydroxylase 
9 CG13905 U/ insect allergen-related 
10 CG13907 Protein coding gene, sequence similariy predicted molecular 
function secondary active monocarboxylate transmembrane 
transporter activity.  InterPro data suggest involvement in 
transmembrane transport.  Features: Major facilitator 
superfamily, Major facilitator superfamily domain, general 
substrate transporter 
11 CG32479 Protein coding gene, InterPro data suggest ubiquitin 
thiolesterase activity, involved in ubiquitin-dependent protein 
catabolic process.  Features: Peptidase C19, ubiquitin 
carboxyl-terminal hydrolase 2; Peptidase C19, ubiquiting 
carbosyl-terminal hydrolase 2, conserved site 
12 CG34056 Protein coding gene with experimental role in protein 
glycosylation.  Shows beta-1,3-galactosyltransferase activity 3 
13 CG34057 U 
14 CG42553 U 
15 CG42554 Protein coding gene, experimental role in neurogenesis 
16 dpr20 U/ Features: immunoglobulin V-set, Immunoglobulin subtype 
2. 
17 emc Protein coding gene, extra machochaetae, experimental  
evidence for protein heterodimerization activity. 
18 Glut-1 Protein coding gene, based on sequence similarity, function 
in glucose transmembrane transporter activity.   InterPro data 
suggest involvement in transmembrane transport.  Features: 
General substrate transporter, major facilitator superfamily 
domain, major facilitator superfamily domain, general 
substrate transporter, sugar transporter, conserved site, 
sugar/inositol transporter 
19 Gr61a Protein coding gene, Gustatory receptor 61a , function in 
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taste receptor activity, trehalose receptor, untraceable author 
statement 2 
20 nerfin-1 Protein coding gene, InterPro data suggest zinc ion binding 
and nucleic acid binding function.  Experimental role in axon 
guidance, dendrite morphogenesis; neuron development, 
neuron fate commitment.  Features: zinc finger, C2H2, Zinc 
finger, D2H2-like; Zinc finger, C2H2-type/integrase, DNA 
binding4 
21 snoRNA:Me28S-
A771 
snoU 
22 snoRNA:Me28S-
C788a 
snoU 
23 snoRNA:Me28S-
C788b 
snoU 
24 snoRNA:Me28S-
G3113a 
snoU 
25 snoRNA:Me28S-
G3113b 
snoU 
26 snoRNA:5.8S-
G74 
snoU 
27 snoRNA:Psi18S-
1086 
snoU 
28 snoRNA:Psi18S-
110 
snoU 
29 snoRNA:Psi28S-
3308 
snoU 
30 tRNA:CR32480 Based on sequence similarity, predicted to have AUA codon-
amino acid adaptor activity 
31 tRNA:CR32481 Based on sequence similarity, predicted to have AUA codon-
amino acid adaptor activity 
 
The deficiency Df(3L)Exel6115 (Bloomington stock #7594, 
bk1:11,815,104..11,815,104; bk2:12,074,906..12,074,906) significantly enhances 
radiation sensitivity and contains 41 genes. Thirteen genes in the deficiency have no 
known or predicted function. Ten of the remaining 28 genes have sequence similarity to 
chitin metabolism genes. Of the 18 genes remaining, many have potential roles in 
radiation survival.     
Two genes might affect radiation survival through a role in the DNA damage 
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response: Rpt4R was identified in an siRNA screen to be involved in the DNA damage 
response (Ravi et al. 2009) and is predicted based on sequence similarity to have 
ATPase activity. Pop2 may play a role as a ribonuclease in the DNA damage 
checkpoint (Kondo and Perrimon 2011). Two likely candidates are genes with known 
roles in regulation of the cell cycle: CycA and Grip163 have experimentally been shown 
to play roles in regulating mitosis (Maldonado-Codina and Glover, 1992; Colombie and 
Verollet, 2006).  
Genes that play roles in protein synthesis may impact synthesis of radiation 
response proteins or proliferation and recovery.  snoRNA:Psi18S-920 (role unknown), 
or RpL10Ab, which is predicted to be a structural component of the ribosome, might 
both affect protein synthesis. Though little is known about CG6931, it has similar 
features to the yeast protein Knr4, which coordinates cell wall synthesis and 
proliferation via the PKC1-MAP kinase pathway (Durand et al. 2008). 
Although deletion of genes regulating caspase activity would probably rescue 
survival, which is opposite to the effect seen with Df(3L)Exel6115, the gene viaf is 
contained within Df(3L)Exel6115 and is predicted based on sequence similarity to have 
a role in regulation of caspase activity.   
Signaling molecules may play a yet undiscovered role in radiation responses: 
CG11597 is predicted to have serine/threonine phosphatase activity.  byn is predicted to 
have transcription factor activity. mir-285 has no known target or roles but presumably 
regulates protein expression. Finally, pericardin (prc) has roles in maintenance and 
morphogenesis of the heart epithelium (Chartier et al. 2002).    
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Table 2.  Genes deleted by Df(3L)Exel6115 
 
 Df(3L)Exel6115  
 gene function 
1 byn Protein coding gene, brachyenteron.  Sequence 
similarity predicted molecular function sequence-
specific DNA binding transcription factor activity.  
Experimental evidence for role in hindgut 
morphogenesis, Malphigian tubule morphogenesis, 
midgut development.  Only high expression in 
hindgut. 
2 CG11570 U 
3 CG11588 U Features: thioredoxin-like fold 
 CG11597 Protein coding gene.  Based on sequence similarity 
it has the predicted role serine/threonine 
phosphatase activity. Features: 
Metallophosphoesterase domain; serine/threonine-
specific protein phosphatase/bis(5-nucleaosyl)-
tetraphosphatase 
4 CG12521 U 
5 CG14125 Protein coding gene.  Sequence similarity suggests 
function structural component of peritrophic 
membrane.  InterPro data suggest a role in chitin 
metabolic process.  Features: chitin binding domain, 
PT repeat 
6 CG14126 U 
7 CG14127 U 
8 CG14128 Protein coding gene.  Interpro data suggest a role in 
intracellular transport.  Features: Pleckstrin 
homology-type; Ran binding protein 1 
9 CG17824 Protein coding gene.  Sequence similarity suggests 
function structural component of peritrophic 
membrane.  InterPro data suggest a role in chitin 
metabolic process.  Features: chitin binding domain 
10 CG17826 Protein coding gene.  Sequence similarity suggests 
function structural component of peritrophic 
membrane.  InterPro data suggest a role in chitin 
metabolic process.  Features: chitin binding domain 
11 CG32095 U 
12 CG34420 Protein coding gene.  Sequence similarity suggest 
molecular function dipeptidase activity.  Interpro 
data suggest role in proteolysis.  Features: 
Peptidase M19, renal dipeptidase 
13 CG42397 U 
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14 CG43064 U 
15 CG43294 U 
16 CG5718 Protein coding gene.  Sequence similarity suggests 
function succinate dehydrogenase (ubiquinone) 
activity.  Interpro data suggest a role in electron 
transport chain; tricarboxylic acid cycle.  Features: 
Fumarate reductase.succinate dehydrogenase 
flavoprotein, C-terminal; Fumarate 
reductase.sucinate dehydrogenase flavoprotein, N-
terminal; FAD-binding site, Succinate 
dehydrogenase, flavoprotein subunit 
17 CG5883 Protein coding gene.  Sequence similarity suggests 
function structural component of peritrophic 
membrane.  InterPro data suggest a role in chitin 
metabolic process.  Features: chitin binding domain 
18 CG5897 Protein coding gene.  Sequence similarity suggests 
function structural component of peritrophic 
membrane.  InterPro data suggest a role in chitin 
metabolic process.  Features: chitin binding domain 
19 CG5906 U Features: Mpv17/PMP22 
20 CG5946 Protein coding gene.  Sequence similarity suggests 
function cytochrome-b5 reductase activity.  
Features Ferredoxin reductase-type FAD binding 
domain, flavoprotein pyridine nucleotide cytochrome 
reductase, NADH:cytochrome b5 reductase, 
oxidoreductase FAD/NAD(P)-binding; 
Oxidoreductase, FAD-binding domain. Riboflavin 
synthase-like beta –barrel 
21 CG6793 U 
22 CG6928 Protein coding gene.  Sequence similarity suggests 
high affinity sulfate transmembrane transporter 
activity.  Interpro data suggest transmembrane 
transport.  Features: sulfate transporter, sulphate 
transporter/antisigma-factor antagonist STAS 
23 CG6931 U Features: Cell wall assembly/cell proliferation 
coordinating protein, KNR4-like 
24 CG6938 U Features: Anoctamin/TMEM 16 
25 CG6947 Protein coding gene.  Sequence similarity suggests 
function structural component of peritrophic 
membrane.  InterPro data suggest a role in chitin 
metabolic process.  Features: chitin binding domain 
26 CG7248 Protein coding gene.  Sequence similarity suggests 
function structural component of peritrophic 
membrane.  InterPro data suggest a role in chitin 
metabolic process.  Features: chitin binding domain 
27 CG7252 Protein coding gene.  Sequence similarity suggest 
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function as structural constituent of peritrophic 
membrane. InterPro data suggest a role in chitin 
metoablic process.  Features: chitin binding domain 
28 CG7264 U Features: RIB43A 
29 CycA Protein coding gene.  Experimental evidence 
suggests molecular function in protein binding; 
cyclin dependent kinase regulator activity.  Involved 
in mitosis, regulation of exit from mitosis; regulation 
of mitosis; asymmetric neuroblast division; syncitial 
blastoderm mitotic cell cycle; regulation of mitotic 
cell cycle, embryonic; cellular process; mitotic sister 
chromatid segregation; neurogenesis.  Features: 
Cyclin A, G2/mitotic-specific; Cyclin A/B/D/E; Cyclin, 
C-terminal; Cyclin, N-terminal; Cyclin-like 
30 Grip163 Protein coding gene.  Experimental evidence 
suggests molecular role in gamma tubulin binding.  
Involved in mitosis, mitotic spindle organization.  
Features: Spc97/Spc98 
31 mir-285 miRNA of unknown function, 
TAGCACCATTCGAAATCAGTGC 
32 Muc68E Protein coding gene.  Mucin 68E.  Sequence 
similarity suggests function structural component of 
peritrophic membrane.  InterPro data suggest a role 
in chitin metabolic process.  Features: chitin binding 
domain 
33 obst-G Protein coding gene.  Sequence similarity suggests 
function structural component of peritrophic 
membrane.  InterPro data suggest a role in chitin 
metabolic process.  Features: chitin binding domain 
34 Pop2 Protein coding gene.  Experimental evidence 
suggests molecular function poly(A)-specific 
ribonuclease activity. Neuron development, mitotic 
cell cycle G2/M transition, DNA damage checkpoint; 
muscle organ development, nuclear-transcribed 
mRNA poly(A) tail shortening, neurogenesis. 
Features: Ribonuclease CAF1; Ribonuclease H-like 
35 prc pericardin is protein coding.  Experimental evidence 
shows it has a role in heart development.  Features: 
pericardin-like p-repeat1 
36 rols Rolling pebbles is a protein coding gene.  
Experimental evidence suggests a role in protein 
binding in myoblast fusion.  Features: Ankyrin 
repeat, Ankyrin repeat-containing domain, 
elongated TPR repreat –containing domain, 
Tetratricopeptide repeat-containing, 
tetratricopeptide-like helical, zinc finger, RING-type 
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37 RpL10Ab Ribosomal protein L10Ab.  Sequence similarity 
predicted to be structural component of the 
ribosome.  Experimental evidence for role in mitotic 
spindle elongation; mitotic spindle organization. 
38 Rpt4R Protein coding gene.  Sequence similarity predicted 
to have ATPase activity.  Experimental evidence 
suggests DNA damage response 
39 Sema-5c Semaphorin-5c is a protein-coding gene.  InterPro 
data suggest a role in receptor activity.  
Experimental evicence suffests it has a role in the 
startle response, brain morphogenesis, olfactory 
behavior, central complex development.  Features: 
Plexin, plexin-like fold, plexin/semaphoring/integrin; 
semaphoring/CD100 antigen; thrombospondin, type 
1 repeat; WD40/YVTN repeat-like-containing 
domain 
40 snoRNA:Psi18S-920 snoRNA, function unknown 
41 viaf viral IAP-associated factor.  Sequence similarity 
suggests role in regulation of caspase activity. 
Features: Thioredoxin-like fold 
 
Discussion 
To understand the function of ban in radiation responses, I performed a forward 
genetic screen for modifiers of a ban phenotype. I surveyed a collection of deficiencies 
to identify genes that interacted significantly with ban. I identified three deficiencies that 
significantly modified ban function in the radiation response, two enhancers of radiation 
sensitivity (Df(3L)Exel6115 and Df(3L)Exel9028), and one suppressor of radiation 
sensitivity (Df(3L)Exel6086).   
Since Df(3L)Exel9028 contained only the gene tie, pursuing characterization of 
the ban/tie interaction was straightforward. However, identifying candidate interacting 
gene(s) in the other top two hits is more difficult.  There are no obvious candidates from 
pathways that are known to regulate ban.  Obtaining and testing smaller deficiencies 
might facilitate narrowing down the number of potential interacting genes. Additionally, 
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since some hits might be ban targets, examining 3'UTRs of candidate genes for 
potential ban consensus sites could also identify a ban-interacting gene.        
Importantly, the screen did identify a component of a ban-interacting pathway in 
Df(3L)Exel6122.  This deficiency deletes the frizzled (fz) gene, which encodes a 
receptor for wingless (wg) signaling. wg has been implicated in ban regulation, although 
the fz receptor was not tested (Brennecke et al. 2003).  However, Df(3L)6122 did not 
reproduce as consistently in retests as the top 3 hits. 
Our screen covered approximately 85% of the genes contained in Chromosome 
3L, equivalent to 16.4% of the 14,769 predicted genes in the entire Drosophila genome 
(NCBI).  Based on the number of hits we obtained (four tentative, three firm), we would 
estimate that a genome-wide continuation of our screen might identify as many as 24 or 
as few as 18 more ban interacting genes.        
In summary, the screen identified a genetic enhancer of ban function in the 
radiation response, tie. In addition, a known component of a known ban-interacting 
pathway was identified. Remaining hits from the screen could be further investigated.      
Materials and Methods 
Fly stocks 
The ban mutants banL1170 and EP(3)3622 are p-element insertions into the predicted 
promoter region of the ban miRNA and have been previously described in Hipfner et al 
2002 and Brennecke et al 2003. For the initial round of screening, as well as the retests 
of the top 10 hits, control crosses were performed using wild type flies of the Sevelin 
strain.  Exelisis deficiencies were obtained from the Bloomington Stock Center. Their 
generation is described in Parks et al 2004.  The following 78 deficiencies were tested 
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for their ability to modify the ban phenotype:  
 
Chromosomal arm 3L: Df(3L)Exel6083; Df(3L)Exel6086; Df(3L)Exel6087; 
Df(3L)Exel6088; Df(3L)Exel6089; Df(3L)Exel6090; Df(3L)Exel6091; Df(3L)Exel6092; 
Df(3L)Exel6093; Df(3L)Exel6094; Df(3L)Exel6095; Df(3L)Exel6096; Df(3L)Exel6097; 
Df(3L)Exel6098; Df(3L)Exel6099; Df(3L)Exel6101; Df(3L)Exel6102; Df(3L)Exel6103; 
Df(3L)Exel6104; Df(3L)Exel6105; Df(3L)Exel6106; Df(3L)Exel6107; Df(3L)Exel6108; 
Df(3L)Exel6109; Df(3L)Exel6110; Df(3L)Exel6112; Df(3L)Exel6114; Df(3L)Exel6115; 
Df(3L)Exel6116; Df(3L)Exel6117; Df(3L)Exel6118; Df(3L)Exel6119; Df(3L)Exel6120; 
Df(3L)Exel6121; Df(3L)Exel6122; Df(3L)Exel6123; Df(3L)Exel6125; Df(3L)Exel6126; 
Df(3L)Exel6127; Df(3L)Exel6128; Df(3L)Exel6129; Df(3L)Exel6130; Df(3L)Exel6131; 
Df(3L)Exel6132; Df(3L)Exel6133; Df(3L)Exel6134; Df(3L)Exel6135; Df(3L)Exel6136; 
Df(3L)Exel6137; Df(3L)Exel6138; Df(3L)Exel6262; Df(3L)Exel6279; Df(3L)Exel9057; 
Df(3L)Exel9000; Df(3L)Exel9001; Df(3L)Exel9028; Df(3L)Exel7208; Df(3L)Exel8104; 
Df(3L)Exel9034; Df(3L)Exel9048; Df(3L)Exel9017; Df(3L)Exel9002; Df(3L)Exel7253; 
Df(3L)Exel9006; Df(3L)Exel9046; Df(3L)Exel9004; Df(3L)Exel9004; Df(3L)Exel9007; 
Df(3L)Exel9008; Df(3L)Exel9009; Df(3L)Exel9011; Df(3L)Exel9061; Df(3L)Exel9045; 
Df(3L)Exel9065; Df(3L)Exel9066   
 
Chromosome 3R:  Df(3R)Exel7326; Df(3L)Exel8162; Df(3L)Exel7328                   
Irradiation 
Larvae in food were irradiated in a TORREX X-ray generator (Astrophysics Research), 
set at 115 Kv and 5mA and producing 3.18 rad/sec.   
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Viability assays 
Embryos were collected for 8 hours in vials and aged for 120 hours before irradiation.  
Irradiated or control larvae were allowed to develop into pupae at 25˚C.  The number of 
full and empty non-tubby pupal cases was counted at 10 days after irradiation.  Percent 
eclosion was calculated by dividing the number of empty non-tubby pupal cases by the 
total number of non-tubby pupal cases.  Most or all larvae formed pupal cases.  
Statistical analysis 
A Χ2 test (1degree of freedom) was used to determine whether the observed survival of 
experimental crosses was significantly different than the additive survival predicted from 
the two control crosses.   
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Chapter 3: Characterization of tie alleles.  
Introduction 
 After exposure to ionizing radiation (IR) from X-rays, cells experience direct 
damage to cellular components such as DNA, lipids, proteins and other 
macromolecules, as well as indirect damage to those components from free radicals 
generated by radiation. Apoptosis is one response to the damage induced by ionizing 
radiation. Induction of apoptosis eliminates cells with damaged DNA that might pass on 
altered genetic information. However, even if the damage sustained is substantial, not 
all cells can be eliminated without compromising organismal survival. Factors that limit 
pro-apoptotic proteins such as hid can contribute to cellular and organismal survival 
after IR exposure. Evidence implicates mammalian TIE-2 (Tyrosine kinase with 
Immunoglobulin and Epidermal growth factor homology domains 2) in cell survival 
decisions, including those that occur in response to radiation. However, studies on 
Drosophila tie are lacking.  
 In particular, evidence suggests that angiopoetin-1 (Ang-1), a ligand for the 
mammalian Tie receptors, can promote cell survival. Recombinant Ang-1 can increase 
resistance to apoptosis caused by serum-starvation in human cell culture and in 
response to irradiation (Kwak et al.1999; Kwak et al. 2000).  Similarly, a modified form 
of Ang-1 prevents radiation-induced apoptosis in mouse endothelial cells, promoting 
overall radiation survival of the mice (Cho et al. 2004). Since Ang-1 mRNA and protein 
are found only outside the endothelial cells on which Tie2 is expressed it seems that in 
this context, Ang-1 acts as a paracrine signal (Kim et al. 2000).  Ang-1 activates the 
Tie2 receptor to phosphorylate and activate the PI3K/Akt signalling cascade to inhibit 
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the pro-apoptotic transcription factor Forkhead (FKHR) (Kim et. al 2000; Kwak et al. 
2000). A Drosophila homologue of Akt exists and its loss induces apoptosis in embryos 
(Staveley et al. 1998). There is some evidence that Akt1 regulates hid levels: active Ras 
transduces signals through the p110 subunit of PI3Kinase, activating the Akt-1 kinase. 
A form of Ras that only interacts with PI3K induced moderate suppression of hid in 
Drosophila eye (Bergmann et al. 1998).   
 Tie2 action is regulated via differential activation and differential substrate 
phosphorylation (Tachibana et al. 2005).  Much is known in mammalian systems about 
the various roles and ligands of Tie2.  Five potential angiopoetin ligands for Tie2 have 
been identified (Ang-1, Ang-2, Ang-3, Ang-4 and Ang-5), however, only Tie2 
interactions with Ang-1 and Ang-2 have been characterized (Dormer and Beck 2005).  
Ang-1 stimulates Tie2 phosphorylation, while Ang-2 antagonizes Ang-1 activation of 
Tie2 by competing with Ang-1 for Tie2 binding (Bogdanovic et al. 2006; Yuan et al. 
2009).  While Ang-2 binding also results in phosphorylation and activation of Tie2, Ang-
1 stimulates an increased level of Tie2 phosphorylation. Because Ang-2 binding results 
in a reduction of Tie2 activity as compared to Ang-1 binding, Ang-2 acts as a partial 
antagonist to Tie2 activation (Bogdanovic et al. 2006; Yuan et al. 2009). 
 Tie1 is the other member of the Tie family of receptors and regulates Tie2 activity 
by directly oligomerizing with Tie2 at the endothelial cell surface (Marron et al. 2000; 
Chen-Konak et al. 2003). In the oligomerized state, Tie1 blocks angiopoetin binding to 
and activation of Tie2. However, vascular endothelial growth factor (VEGF), homolog of 
the Drosophila PGDF and VEGF-related factor (PVFs), can trigger the ectodomain 
cleavage of Tie1, restoring the ability of Tie2 to be activated by Ang-1 (Hansen 2010). 
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Thus, VEGF plays a role in regulating Tie2 activation (Munoz-Chapuli et al. 2011). 
 Characterization of tie in Drosophila has been limited. To date, roles for Tie in 
Drosophila have included a role in border cell migration, redundant with the VEGFR-
PGDFR ortholog PVR, and a possible role in eye development (Wang et al. 2006; 
Michaut et al. 2003). Examining homology of Tie function in Drosophila is challenging 
since mammalian Tie2 is most often found on endothelial cells, and Drosophila, as other 
invertebrates, do not have true endothelial cells. In general, mammalian Tie2 has two 
primary functions, one previously discussed in promoting cell survival and another in 
angiogenesis. Comparison of Tie2 function between mammalian and invertebrate 
systems is further complicated because a primary function of Tie2, that is, 
angiogenesis, does not occur in the invertebrates, which lack blood vessels (Munoz-
Chapuli et al. 2011).  
 However, Tie2 is not exclusively found on endothelial cells. It has also been 
found on hematopoietic stem cells (HSCs). HSCs lacking Tie2 fail to be maintained in 
the adult bone marrow environment (Puri and Bernstein, 2003).  Furthermore, Ang-
1/Tie2 signalling prevents apoptosis and maintains quiescence and adhesion of a 
population of HSCs in the bone marrow niche (Arai et al. 2004).       
 Interestingly, the hematopoietic system of vertebrates and the blood cell system 
of Drosophila have a great deal of similarity (Evans et al. 2003). In Drosophila, blood 
cell survival and migration are mediated by PVR (Bruckner et al. 2004). It seems 
reasonable to hypothesize that the ancestral function of Tie is cell survival; the Tie 
system may have been co-opted in mammals to additionally regulate angiogenesis.   
 Previously I identified a chromosomal deficiency, Df(3L)Exel9028, that 
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reproducibly showed significant enhancement in radiation sensitivity of ban mutants. 
Df(3L)Exel9028 deletes only the gene tie. Here I provide a functional characterization of 
tie. Additionally, since little is reported about the alleles of tie, I describe development of 
a PCR protocol to confirm the presence of p-elements causing tie mutation. The PCR 
protocol was also used to identify ban/tie recombinants. I show that tie is not needed for 
normal development but is important for organismal survival after exposure to ionizing 
radiation. However, this is not because tie mutants are deficient in induction of 
apoptosis in response to IR. I show that apoptosis is robust in tie mutants. Finally, I 
report putative variation in the translation start site of tie between strains and species of 
Drosophilia that have the potential to produce proteins with different amino acids in the 
N-termini. 
Results 
Characterization of tie alleles:  The tie alleles Df(3L)Exel9028 and tiee03394 were 
generated using genomic transposon insertion.  We developed PCR screens to verify 
the presence of the p-element insertions that generated the mutant alleles 
Df(3L)Exel9028 and tiee03394.   
 tiee03394 consists of a transposon insertion of PBac{RB} ('RB') resulting in an 
alteration in the nucleotide sequence of the second intron of tie from 3L:4,519,938 to 
4,519,945 (Fig 3-1). The RB transposon is a 5.971 kb insertion containing an exon of 
Rbp1 to act as a splice trap and a w+MC minigene as a marker (Thibault et al. 2004). To 
distinguish between wild type and the tiee03394 mutant allele, we amplified a fragment of 
~300bp using a published primer in the RB transposon (Parks et al. 2004) and an 
intronic sequence primer designed to anneal 168 bp from the transposon insertion site  
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Figure 3-1: A) tie locus on 3L is shown to scale.  Boxes are tie exons and lines are 
introns.  Coding exons are shown in gray, non-coding exons are black. Transposon 
insertion sites for tie alleles are indicated with gray triangles. The deficiency removes 
the region shown as a black bar. 1 = PBac{RB}e03493, used to generate the 
Df(3L)Exel2098 deficiency.  2 = PBAC{3HPy+}Tiec098, inserted in predicted 3’UTR.  3 
= PBAC{RB}Tiee0268, , inserted in the second intron.  4 = PBac{RB}Tie[e03394], 
inserted in the second intron.  5 = PBac{WH}f07287, used to generate the 
Df(3L)Exel2098 deficiency.  6 = Df(3L)Exel2098, predicted to remove the entire tie 
coding region and no other gene. All information are from Flybase (FB2012_02, 
released 03/02/12). B) Amplicon to identify PBac{RB}tiee03394 is amplified by primers 
1 and 2.  Locus is not shown to scale. Boxes are tie exons and lines are introns.  
Coding exons are shown in gray, non-coding exons are black. Transposon insertion 
site for tiee03394 is indicated with a gray triangle. All information are from Flybase 
(FB2012_02, released 03/02/12). C) Amplicon to identify Df(3L)Exel9028 is amplified 
by primers 2 and 3. Locus is not shown to scale. Transposon insertion site for p-
elements are indicated with triangles. All information are from Flybase (FB2012_02, 
released 03/02/12).  
 
Hybrid Pbac{RB5.WH5} 
bk1:4,510,281 
bk2:4,528,187 Primer 2 Primer 3 
4510k 4520k 4530k 
Tie-RA 1 2 3 4 5 
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PBac{RB}tiee03394 
Primer 1 Primer 2 4,524,071 
4,519,945 
A 
B 
C 
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(3L:4,519,777) (Fig. 3-1).   
 Df(3L)Exel9028 is a 17.92 kb deletion with breakpoints generated by the 'RB' 
transposon inserted at 3L:4,510,281 (PBac{RB}e03493) and the 7.234 kb 'WH' 
transposon inserted at 3L:4,528,187 (Pbac{WH}f07287) (Fig. 3-1). FLP recombinase is 
used to induce recombination between FRT sites in the transposons, deleting 
intervening genomic sequence and generating a 'hybrid element insertion' 
Pbac{RB5.WH5} (Parks et al. 2004). To distinguish between wild type and 
Df(3L)Exel9028, we used the published primer from Parks et al. and a primer we 
designed to anneal outside the predicted tie gene span, 169 bp from the insertion site of 
PBac{RB}e03493. The amplicon is ~300bp (Fig. 3-1).   
 The PCR protocol was used to identify ban-tie recombinants. Two alleles of ban 
(ban1170 and EP3622)and tie (Df(3L)Exel9028 and tiee03394) were used to generate 4 
possible recombinant combinations. ban and tie are located 12.5 cM apart on 
chromosome 3L, consequently the expected recombination rate between the two 
mutations is 12.5%, half of which will potentially be double mutants and half of which will 
have two wild type copies of tie and ban. One hundred potential recombinant males had 
been pre-screened for the presence of the ban mutation by their ability to compliment a 
ban mutation. Together, Keith Earley and I screened the lines positive for ban mutation 
for tie mutation. 
tie mutants show radiation sensitivity: To verify that tie, like ban, is involved in 
radiation responses, I obtained three alleles of tie and characterized them along with the 
deficiency Df(3L)Exel9028.  The alleles were tiee03394 and tiee02680, both p-element 
insertions into the second intron of tie, as well as tieC098, a p-element insertion into the 
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tie 3'UTR. None of these alleles has been previously characterized. I observed that 
tiee03394 and tiee02680 are partially homozygous lethal as the TM6TB balancer is 
maintained in the population, while tieC098 and Df(3L)9028 are both homozygous viable. 
However, some proportion of tiee03394 and tiee02680 homozygotes survive the third instar, 
pupariate, and eclose, so I was able to measure the number of homozygous adult flies 
that eclose from pupal cases. Homozygous tie mutants show radiation sensitivity at 
4000R compared to w1118 (Fig. 3-2, p < 0.05). Therefore I conclude that tie, like ban, is 
involved in radiation responses.     
tie mutants show robust apoptosis: One possible explanation for the interaction I 
observed between tie and ban is that tie is simply upstream of a process that triggers 
activation of ban. Apoptosis itself activates ban (Jaklevic et al 2008, Appendix 3), and if 
tie was needed for apoptosis, that could explain the interaction between ban and tie, as 
well as the radiation sensitivity of tie mutants.  To explore this possibility I examined 
whether apoptosis in Df(3L)9028 and tiee03394 was normal without IR, as well as 4hr, 
20hr and 40hr after exposure to 4000R of X-rays (Fig. 3-3, quantification in Fig 3-4). In 
control wing discs, apoptosis in  Df(3L)Exel9028 and tiee03394 is similar to w1118, but at all 
time points after IR exposure, there is 10-30% more apoptosis in tie mutants than in 
w1118 (p < 0.01).   
Different putative Tie translation start sites exist in different Drosophila strains.  
Two different versions of the first coding exon of tie exist that predict different translation 
start sites. One version, identical to the published translation start site of Tie, is found in 
w1118. Another version, found in Sevelin (Sev), and OregonR (OreR) strains, has a 
predicted translation start site 53 amino acids shorter due to a premature stop codon  
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Figure 3-2: Homozygous tie mutants show radiation sensitivity compared to w1118 
(* = significantly different from all irradiated values.  p <0 .05, Student’s t-test).  
Third instar larvae mutant were irradiated with 4000R of X-rays 120 hours after 
egg laying.  Four alleles of tie were tested, Df(3L)9028, tiee03394 (=e03394), 
tieCO98(= CO98), and  tiee02680 (=e02680). N = 106 to 494 pupae per genotype in at 
least three independent experiments. White * = p <0.05 compared to all other 
irradiated genotypes. 
* 
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w1118 Df(3L)9028  tiee03394 
0h 
4h 
20h 
40h 
Figure 3-3: Homozygous tie mutants show robust apoptosis compared to w1118.  
Third instar larvae were irradiated with 4000R of X-rays from 96-120 after egg 
laying.  Imaginal discs were dissected at various times after irradiation and stained 
with an antibody to activated caspase-3 to detect apoptotic cells.        
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Figure 3-4:  Quantification of caspase staining from Fig 3-2. Homozygous tie mutants 
show robust apoptosis compared to w1118. Mean fluorescence for each disc was 
measured using Image J software and normalized to the average mean fluorescence of 
w1118 control discs for each time point. At 0hr there were no significant differences 
between w1118and homozygous tie mutants. The data are from 15-23 discs per 
genotype for each time point in two independent experiments. At all indicated time 
points after exposure to 4000R of X-rays, the average caspase signal for both the 
homozygous tie mutants was significantly different from that of w1118. p<0.01 for w1118 
vs. Df at the 40 hr time point. For all other comparisons, p<0.001 (2-tailed Student’s t-
test). ‘e03394’ = tiee03394. Error bar= ±1SEM. 
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in the first 120 nucleotides (Fig. 3-5).  
 I discovered the variation in putative translation start sites while cloning tie in 
order to perform a rescue experiment. I initially used the primer sequences published by 
the Montell lab to reverse transcribe and amplify the tie cDNA (Wang 2006). Since tie 
mRNA expression levels are never high, total RNA was extracted from pupae that were 
between two and three days post-white pre-pupal stage, the stage at which tie transcript 
expression is at its highest (Fig 3-3). However, I was never successful in reverse 
transcribing a cDNA using the primer sequences reported by the Montell lab. I re-
designed primers and was able to reverse transcribe and amplify a cDNA, I generated 
17 full-length tie cDNA clones. When compared to the published sequence of tie, 
sequences of the 17 cDNA clones contained a 4 nucleotide insertion that introduced a 
premature stop codon in the first coding exon of tie. A start codon ~120nt downstream 
from the putative start produced an open reading frame of predicted amino acid 
sequence identical to the published sequence of Tie (but 53 amino acids shorter) (Fig 3-
5). I conclude that there is sequence variation in the putative N-terminal start of Tie.    
 The original published sequence of tie was derived from an embryonic cDNA 
library (Ito et al., 1994).  Subsequent alterations to tie nucleotide sequence have been 
based on whole genome-sequencing efforts produced jointly by the Berkeley Drosophila 
Genome Project, Celera Genomics, and the Drosophila Heterochromatin Genome 
Project. Conceptual translation is used to predict amino acid sequence from nucleotide 
data.  
 To rule out errors I might have introduced in the reverse transcription step, I 
isolated genomic DNA from Sev, OreR and w1118 pupae and compared the sequences 
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of a 448 bp amplicon which includes all of the coding sequence from the second exon of 
tie (from nt 187-635). Primers used to generate the amplicon were developed from the 
published sequence of tie. Sev and OreR strains contained the 4-nucleotide insertion, 
while w1118 did not.     
 Interestingly, the amino acid sequences of tie homologues in other Drosophila 
species such as D. sechelia, D. erecta, and D. yakuba all have predicted translation 
start sites identical to the variation predicted from sequence reads of Sev and OreR 
strains (Fig. 3-6). 
Discussion 
 In this chapter, I describe the extent of my characterization of the gene tie, the 
only gene deleted by the deficiency Df(3L)Exel 9028, which I identified in a screen for 
novel ban interactors. I describe two putative variations in translation start sites for Tie 
between strains and species of Drosophila (Fig 3-5). I show that tie mutants are 
radiation sensitive (Fig. 3-1). I examine the radiation response apoptosis. tie mutants 
exhibit robust apoptosis after exposure to X-rays, 10-30% more than in wild-type (Fig 3- 
control wing discs, this supports a role for tie in radiation-induced apoptosis, but not in in 
developmental apoptosis. Therefore tie, like ban, is involved in organismal radiation 
responses. 
 Since tie has not been characterized in Drosophila, little is known about the 
alleles of tie. The four alleles of tie I obtained from the Bloomington stock center have 2 
and Fig 3-3). Taken together with the finding that apoptosis in tie mutants is normal in 
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Figure 3-5: Predicted amino acid sequences of tie based on DNA sequencing 
reads.  The published sequence of Tie is the same as the predicted sequence 
from the w1118 strain, but is 53 amino acids longer than the sequences of 17 
cloned tie cDNAs, genomic sequences from OreR  and Sev strains, and the 
predicted coding sequences from Tie homologs in three other Drosophila 
species.      
Published sequence of t ie :   
17 t ie cDNAs 
Sev  
OreR  
Drosophi la sechel l ia 
Drosophi la erecta 
Drosophi la yakuba 
w1118  
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Figure 3-6: (A) Developmental Stage and (B) Organ/Tissue Expression levels of tie.  
Temporal expression data from modENCODE (Graveley et al 2011); Anatomical 
Expression Data from FlyAtlas (Chintapalli et al 2007).   
Developmental Stage Expression Levels of tie A 
B 
Tissue/Organ Expression Levels of tie in Larvae and Adults 
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not been previously used or described. The only allele of tie that has been previously 
described is a transgene containing a dominant-negative form of tie with the kinase 
domain deleted. The dominant-negative allele was generated and used by the Montell 
lab to induce defects in border cell migration in conjunction with expression of a 
dominant negative Pvr (Wang 2006).  
 I did not systematically measure any tie mutant phenotypes other than those I 
have described. However, I have noticed that tie mutants lay fewer embryos in a timed 
collection than wild type flies, resulting in fewer viable larvae than wild type.      
 One observation that contradicts what might be expected is that the tie deficiency 
Df(3L)Exel9028 is homozygous viable, while the transposon allele tiee03394 is 
homozygous lethal or semilethal. Normally, it would be expected that a deletion would 
have a more extreme phenotype than a p-element insertion.  Since I observed that 
induction of apoptosis is slightly more robust and radiation survival is slightly worse in 
tiee03394 mutants, one possibility is that that tiee03394 contains a background mutation in a 
pathway contributing to survival and responses to IR.  
 One question that remains is whether the increase in apoptosis seen after IR 
exposure is truly due to a loss of tie. Work done in our lab generating a genome-wide 
analysis of transcripts present in larval wing discs indicates that tie transcripts are 
present in wing discs, although they are not upregulated after IR (Appendix 1: van 
Bergeijk et al 2012). To link the loss of tie more concretely to the increase in apoptosis, 
it would be useful to determine via quantitative RT-PCR whether tie transcripts are 
reduced in tie mutants. Additionally, it is possible that the phenotypes we saw could be 
due to perturbation of flanking genes. It would be useful to determine whether 
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transcripts of the genes that flank tie such as neurotrophin1 (NT1) and CG11353 are 
normal in the mutants we have used. This is particularly important in the case of NT1, a 
secreted signaling factor that promotes neuronal survival (Zhu et al. 2008).   
 The finding that tie offers some protection from apoptosis following IR takes 
current analyses a step farther; previous evidence from mammalian Tie2 have indicated 
that Tie2 on its own is important for survival in hematopoietic stem cells, and that Ang-
1/Tie2 signaling is protective after IR, but not that tie on its own could protect cells from 
apoptosis caused by IR. There is evidence for a Drosophila PDGF/VGF receptor-like 
protein, Pvf1, in border cell migration, a process in which Tie is known to function 
(Wang et al., 2006). Beside Pvf1, Drosophila genome encodes two other PDGF/VGF-
like ligands: Pvf2 and Pvf3. Interestingly, work done in our lab reported recently that 
Pvf1 and Pvf2 are transcriptionally up-regulated after radiation exposure in a genome-
wide analysis of wing imaginal discs (van Bergeijk et al., 2012).                    
 The discovery of putative N-terminal variation in tie complicates potential analysis 
of a rescue experiment. If one correct sequence of Tie exists, then one of the predicted 
sequences is incorrect. Introduction of a protein with an altered N-terminus might affect 
signal peptide sequences, resulting in incorrect targeting or degradation of the protein 
product of the tie cDNA. Even if Tie was properly targeted, the N-terminus encodes the 
extracellular domain of tie, responsible for interaction with regulatory ligands, and 
alteration of those sequences might change Tie's ability to be appropriately activated or 
inactivated. Another possibility is that splicing variants of tie exist and transcribe slightly 
different N-terminal products. Presumably, variants exist to fulfill different tie roles, 
varying in targeting or expression. Expression of an inappropriate variant of tie might 
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affect the ability of the cDNA to rescue the appropriate function of tie. Ultimately, given 
the potential difficulties in cloning multiple variants of tie, and understanding the 
potentially complicated results of a rescue experiment, I decided to pursue another 
rescue strategy.  
 Additionally, I observed that coverage at the 5' end of tie is poor: examination of 
the sequences cDNA clones listed on Flybase suggests that few completely cover the 5' 
end of tie. This may be in part due to characteristics of tie sequence in that region; 
repetitive, AT rich sequences occur at the 5' end of tie. Additionally, the gene model of 
tie is still being improved. A release of Flybase subsequent to my cloning attempts 
altered the gene model of tie to include another intron and non-coding exon at the 5' 
end, as well as extend the second exon of tie to include a 5' non-coding region 
upstream of the putative start site.                 
 
Materials and Methods 
 
Fly stocks 
The ban mutants banL1170 and EP(3)3622 are p-element insertions into the predicted 
promoter region of the ban miRNA and have been previously described in Hipfner et al 
2002 and Brennecke et al 2003.  The w1118  strain was used for wild-type.  
tie mutants are as follows: 
y1 w1118; PBac{3HPy+}TieC098 (Bloomington #16280) 
PBAC(Becam et al.)Tiee03394 (Harvard Exelixis Collection) 
PBAC(Becam et al.)Tiee0268 (Harvard Exelixis Collection) 
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w1118; Df(3L)Exel9028, PBac{RB5.WH5}Exel9028 (Bloomington #7925) 
 
Primers 
All primers were ordered from Integrated DNA Technologies. 
Used in allele verification: 
tiee03394 
Primer 1: 5'GCT GCA GAC ATG CAA GAC AT3' 
Primer 2: 5'TCC AAG CGG CGA CTG AGA TG3' 
Df(3L)Exel9028 
Primer 2: 5'TCC AAG CGG CGA CTG AGA TG3' 
Primer 3: 5'CCG ATG AAA ACT CTT CGG CCA AAA C3' 
Used to amplify 448 bp of the first coding exon of tie: 
187F: 5'CGT GTG TGT ATG TGT GTG TCG GTC TGT GCG3' 
635R: 5'GCA CAT CGC CGG GGC TGA AAA TTT CC3' 
Irradiation 
Larvae in food were irradiated in a Faxitron Cabinet X-ray System Model RX-650 
(Lincolnshire, IL) at 115 kv and 5.33 rad/sec. Irradiated larvae were incubated at 25°C 
for indicated amounts of time before dissection. 
Viability assays 
Embryos were collected for 4 hours in vials and aged for 120 hours before irradiation.  
Irradiated or control larvae were allowed to develop into pupae at 25°C.  The number of 
full and empty non-tubby pupal cases was counted at 10 days after irradiation.  Most or 
all larvae formed pupal cases.  Percent eclosion was calculated by dividing the number 
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of empty non-tubby pupal cases by the total number of non-tubby pupal cases.    
Antibody staining 
Cleaved Caspase 3 (1:100, rabbit polyclonal, Cell Signaling Cat# 3661) was used as 
described before (Wichmann et al 2006). Secondary antibodies were used at 1:500 
(Jackson).  
Quantification of caspase signal 
The discs were imaged on a Perkin Elmer spinning disc confocal microscope attached 
to a Leica DMR microscope. Between 26 and 36 Z-sections one micron apart were 
collected per image. Z stacks were collapsed using ‘maximum projection’. The 
collapsed image was corrected for background using the ‘threshold’ function in Image J. 
The mean fluorescence from the area of interest was measured and averaged for all 
discs in a sample.  
Statistical Analysis 
An unpaired, two-sided student's t-test was used to calculate statistical significance 
without assuming equal variance. 
Sequencing 
Sequencing was done by Macrogen as per their specifications. Sequences were read 
and analyzed using MacVector software.  
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Chapter 4: tie and ban interact after exposure to X-rays 
Introduction: 
 Induction of apoptosis, or programmed cell death, is a response to DNA-
damaging agents such as ionizing radiation (IR) from X-rays. Cells that might pass on 
altered hereditary information are eliminated to protect genomic integrity.  However, if 
the damage is widespread, not all damaged cells can be eliminated without 
compromising organismal survival. A variety of factors including inputs from neighboring 
cells can regulate levels of pro-apoptotic proteins, and thus, a cell's decision to live or 
die. The miRNA ban and the receptor tyrosine kinase tie have established roles in 
promoting cell survival following IR exposure respectively in Drosophila and mammals.    
ban promotes cell survival in organismal and ionizing radiation survival contexts 
in Drosophila. ban is important for the maintenance of adult germline stem cells via a 
genetic interaction with dFmr1 (Shcherbata et al. 2007; Yang et. al. 2009).  Additionally, 
overexpression of ban can limit neuronal degeneration induced by accumulation of toxic 
misfolded protein that is the result of a poly-Q expansion (Bilen et al. 2006).  Evidence 
from our lab suggests that ban regulates the response to IR (Appendix 3:Jaklevic et al. 
2008).  ban limits apoptosis induced by X-rays and promotes organismal survival after 
IR (Appendix 3:Jaklevic et al. 2008).  Cell survival after IR exposure is mediated by ban 
through direct action on the 3'UTR of the pro-apoptotic head involution defective (hid), 
also a known ban target in developmental contexts (Appendix 3:Jaklevic et al. 2008; 
Brennecke et al. 2003).    
Although little is known about regulation of ban in the context of ionizing radiation 
exposure, it is known that a variety of signaling inputs can regulate ban in a variety of 
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contexts: ban is regulated through multiple signaling pathways that include Hpo/Yki, 
Wingless, Myc, Mad, Notch and Homothorax (Brennecke et al. 2003; Oh and Irvine 
2011; Peng et al. 2009). Additionally, transcriptional regulation of ban occurs over a 
large area of the genome potentially containing multiple promoters, of which two have 
been identified: a Yki:Mad complex binds to a 410 bp minimal enhancer region within 
2.5 kb of the ban miRNA; additionally, a Yki:Hth binding site 14.5 kb upstream of ban 
can activate transcription (Oh and Irvine 2011; Peng et al. 2009). 
tie has no previously described cell survival role in Drosophila. However, 
evidence in mammalian cells suggests that the mammalian tie homologue, the  
Tyrosine kinase with Immunoglobulin and Epidermal growth factor homology domains 2 
(TIE-2) may play a role in cell survival decisions, including those that occur in response 
to radiation.  In particular, a ligand for the mammalian Tie receptors, angiopoetin-1 
(Ang-1), promotes cell survival. Recombinant Ang-1 can increase resistance to 
apoptosis caused by serum-starvation in human cell culture and in response to 
irradiation (Kwak et al. 1999; Kwak et al. 2000). Similarly, a modified form of Ang-1 
prevents radiation-induced apoptosis in mouse endothelial cells, promoting overall 
radiation survival of the mice (Cho et al. 2004). Since neither Ang-1 mRNA or protein 
are found in the endothelial cells on which Tie2 is expressed, it seems that in this 
context, Ang-1 acts as a paracrine signal to promote survival (Kim et al. 2000). Anti-
apoptotic activity of the Tie2 receptor is mediated through phosphorylation and 
activation of the PI3K/Akt signalling cascade to inhibit the transcription factor Forkhead 
(FKHR) (Kim et al. 2000; Kwak et al. 2000).  
 Oblique evidence in Drosophila supports roles for tie in radiation responses and 
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cell survival.  Although there are several predicted angiopoetin homologs in Drosophila 
(Dormer and Beck 2005), none have been characterized. However, there is evidence 
for a Drosophila PDGF/VGF receptor-like ligand, Pvf1, in border cell migration, a 
process in which Tie is known to function (Wang et al., 2006). Besides Pvf1, Drosophila 
genome encodes two other PDGF/VGF-like ligands: Pvf2 and Pvf3. Members of our lab 
reported recently that Pvf1 and Pvf2 are transcriptionally up-regulated after radiation 
exposure in a genome-wide analysis of wing imaginal discs (van Bergeijk et al., 2012). 
Additionally, Pvr, the PDGF/VEGF receptor homolog that functions redundantly with Tie 
in border cell migration, plays an anti-apoptotic/pro-survival role in embryonic 
hemocytes (Bruckner et al., 2004).   
 Previously I identified a chromosomal deficiency, Df(3L)Exel9028, that 
reproducibly showed significant enhancement in radiation sensitivity of ban mutants.  
Df(3L)Exel9028 deletes only the gene tie. Additionally, I provided a functional 
characterization of tie and confirmed the presence of p-elements causing tie mutation. I 
showed that tie is not needed for normal development but is important for organismal 
survival after exposure to ionizing radiation; however, this is not because tie mutants 
are deficient in induction of IR-induced apoptosis, since I saw that apoptosis is robust in 
tie mutants after IR exposure. Here I provide the first evidence that tie is a novel 
regulator of ban in radiation responses. I show that tie interaction with ban is replicated 
with multiple alleles of tie. To eliminate the possibility that ban and tie act in parallel 
pathways to promote survival after IR exposure, I show that tie is upstream of ban in 
responding to IR. Using a ban sensor transgene to measure ban activity, I show that IR-
induced changes in ban activity are reduced in tie mutants. Quantitative RT-PCR data 
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indicate that tie is needed for the increase in mature ban miRNA levels normally 
induced by IR. Finally, I show that an increase in ban gene dosage can rescue survival 
of irradiated tie mutants.  
Results 
tie interacts with ban to promote survival after exposure to X-rays.  I have shown 
that tie, like ban, is important for organismal survival after ionizing radiation exposure 
(Fig 3-3). To determine whether tie and ban interact to promote survival after IR, I tested 
3 alleles of tie (tiee03394, tiee02680, and tieC098) by crossing them with the ban1170 allele (as 
in Fig 2-1) to see if they could replicate the interaction seen previously between ban 
mutants and Df(3L)Exel9028. I established independent effects from ban and tie 
mutation by performing control crosses: banL1170  virgin females were crossed to wild 
type males, and wild-type virgin females were crossed to males bearing tie alleles. The 
predicted survival due to mutation in independent pathways affecting radiation survival 
was calculated by taking the products of the percent eclosion of larvae irradiated at 
4000R from the ban and tie control crosses. Experimental crosses were performed by 
crossing banL1170 virgin females to tie mutant males. A χ2 test was used to determine 
whether the observed survival of the experimental ban/tie was significantly different than 
the predicted survival based on additive contributions.   Each allele, as a heterozygote, 
significantly reduced the radiation survival of ban1170 heterozygous larvae to levels 
below what is expected for an additive effect between two mutants (p < 0.05) (Fig. 4-1). 
Importantly, all alleles show the same interaction that was seen with Df(3L)Exel9028.     
tie regulates ban activity after radiation exposure. Based on the reproducibility of 
the interaction between ban and tie, I began to investigate whether tie might be  
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Figure 4-1: tie and ban interact genetically to promote radiation survival.  Larvae 
were irradiated at 96-120± 2hr after egg deposition with 4000R of X-rays.  
Percent eclosion was determined by counting full and empty pupal cases 10 
days after irradiation.The observed eclosion of double heterozygotes (tie/ban1170) 
is shown for each allele of tie.  Expected % eclosion due to additive effects is 
shown as a solid bar for each tie allele.  Additive effects were calculated by 
multiplying the observed eclosion of each heterozygous tie allele with the 
observed eclosion from the heterozygous ban allele.  The difference between 
the observed eclosion and expected eclosion is significant for the four tie alleles 
shown. (X2 test, p< 0.05).  N = 94-536 pupae in at least three indepenedent 
experiments per genotype. Error bar = 1 SEM    
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upstream or downstream of ban. Since ban is a microRNA, the most obvious possibility 
is that ban regulates tie by acting upon the tie 3'UTR. I examined the tie 3'UTR for 
possible ban target sites using the miRanda algorithm (Fig 4-2). The tie 3'UTR contains 
binding sites with high target downregulation scores for 7 different miRNAs (predicted 
by mirSVR), but no predicted ban binding sites. Although this was not an exhaustive 
search, it seems unlikely that tie is a direct target of ban. 
 Next, I examined whether tie is needed for IR-induced changes in ban activity. To 
measure ban activity, I used a GFP transgene expressed from a tubulin promoter. The 
transgene contains two ban consensus sites in the 3'UTR that confer sensitivity to as 
little as 2-fold changes in ban levels (Brennecke 2003). Previously, we have seen that 
GFP fluorescsence from the GFP ban sensor decreases >20 hr after irradiation, which, 
given the half-life of GFP (>26hr), results from changes in ban activity shortly after 
irradiation (Jakelevic, appendix). As before, I saw that GFP fluorescence from GFP ban 
sensor decreased after irradiation in control larvae (reflecting activation of ban), but that 
this change was reduced in tie mutants (Fig. 4-3, quantification in Fig. 4-4). The defect 
was seen in all three allelic combinations of tie used, but was most pronounced for 
homozygotes of Df(3L)Exel9028; the decrease in GFP in +IR discs relative to –IR discs 
was the smallest in this mutant background. To further examine tie’s role in regulating 
ban, I measured mature ban miRNA levels in larval wing discs using quantitative RT-
PCR. ban levels were normalized to α-tubulin levels. I saw a 1.4-1.8 fold increase in ban 
levels 2 hr after irradiation in three independent experiments (p <0.03). ban returned to 
control levels by 18 hours after IR. Quantification of ban miRNA levels in tie mutants 
indicated that tie is needed for the increase in ban levels induced by IR (Fig 4-5). I 
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Figure 4-2: The tie 3’UTR contains predicted miRNA binding sites with high mirSVR 
derived predicted target down-regulation scores for dme-mir-316 (496) dme-mir-305 
(478) dme-mir-996 (300) , dme-mir-279 (300), dme-mir-286 (300), dme-mir-283 (206) 
and dme-mir-8 (139).  The tie 3’UTR has no predicted ban miRNA binding sites.  
(microRNA.org, August 2010 release, update 2010-11-01) 
Tie 3’UTR 
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Figure 4-3: tie is needed for IR-induced changes in a GFP ban sensor. Third instar 
larvae were irradiated at 96±2hr after egg deposition with 0R (-IR) or 4000R (+IR) of 
X-rays. Wing imaginal discs were extirpated 24 hr later and imaged for GFP 
fluorescence. Age-matched wild type controls that carry only the GFP ban sensor 
were included in each experiment.  Df(3L)Exel9028, and tiee03394were homozygotes. 
tiee03394/Df(3L)Exel9028 were trans-heterozygotes. The larvae and the wing discs 
from the transheterozygotes were consistently smaller than the other two, but 
nonetheless showed similar trends in GFP sensor levels. 
Data are from 3 independent experiments for each genotype/treatment. 
+IR -IR 
20.X 
20.X; 
Df(3L)Exel9028 
20.X; tiee03394 
20.X; 
Df(3L)Exel9028/ 
tiee03394 
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Figure 4-4: tie is needed for IR-induced changes in a GFP ban sensor. 
Quantification of GFP fluorescence from wing discs shown in Fig. 4-3.  Third instar 
larvae were irradiated at 96±2hr after egg deposition with 0R (-IR) or 4000R (+IR) 
of X-rays. Wing imaginal discs were extirpated 24 hr later and imaged for GFP 
fluorescence. Age-matched wild type controls that carry only the GFP ban sensor 
were included in each experiment. The mean GFP signal was quantified for each 
disc using Image J, and the averages are shown for each genotype/treatment. 
Error bar= ± 1SEM. p-values were calculated using 2-tailed Student’s t-test. 
Df(3L)Exel9028 homozygous wing discs: N= 31, 28, 31 and 31 discs (left to right). 
tiee03394homozygous wing discs: N= 26, 27, 26 and 25 discs (left to right). tiee03394/
Df(3L)Exel9028 wing discs: N=29, 29, 30 and 30 discs (left to right). Data are from 
3 independent experiments for each genotype/treatment. 
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Figure 4-5: tie is needed for IR-induced changes in ban levels. Quantitative RT-
PCR is used to detect changes in levels of ban miRNA. Irradiated and control wing 
imaginal discs were extirpated 2 and 18 hours after exposure to 4000R of X-rays.  
Total RNA was extracted from 15-20 wing discs per biological replicate.  ban miRNA 
levels were normalized to α-tubulin levels.  Data are from at least 2 biological 
replicates. White * = p < 0.01 compared to all other values.  No other differences are 
significant. w = w1118; Df = Df(3L)Exel9028 ; 3394 = tiee03394.  2 = 2hrs; 18 = 18hrs.  
‘+’ = +IR.  Error bar = 1 SEM.  P-values were calculated using a student’s t-test.     
* 
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conclude that tie is needed for IR-induced increase in ban and for IR-induced ban 
activation.    
 If, as the described experiments suggest, tie regulates ban after irradiation, 
increasing ban gene dosage may rescue radiation survival in tie mutants. To address 
this possibility, I used a previously described transgenic construct, “UAS-A,” that 
contains 6.7 kb of genomic DNA surrounding ban including the endogenous promoter 
and the primary transcription unit (Brennecke et al., 2003). UAS-A contains UAS 
sequences sensitive to GAL4 but rescues lethality and growth defects in homozygous 
ban null mutants even without a source of GAL4. UAS-A rescued survival in irradiated 
tie heterozygous larvae (Fig. 4-6). UAS-A did not change the survival of irradiated w1118 
control larvae significantly in the same experiment (p = 0.6).   
 To investigate the effect of increasing ban gene dosage on ban miRNA levels, 
we used quantitative RT-PCR to measure ban miRNA levels in irradiated and control 
UAS-A wing discs in the same experiments shown in Fig. 4-4. Baseline levels of mature 
ban miRNA are similar between unirradiated UAS-A and w1118  wing discs (Fig. 4-7). 
Similar to w1118 wing discs 2 hrs after IR, ban levels in UAS-A wing discs increase 
significantly (p < 0.01). However, the increase is significantly less in UAS-A wing discs 
than in w1118 irradiated wing discs (p < 0.02).      
Discussion 
 Three mutant alleles of tie replicate the interaction I saw previously between 
Df(3L)Exel9028 and ban. Experiments with a ban sensor transgene indicate that tie is 
needed for changes in ban activity that occur after IR exposure. Additionally, tie is 
required for changes in ban miRNA levels that occur 2hr after IR. Finally, increasing the  
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Figure 4-6: Increasing ban gene dosage with a ban transgene “UAS-A” 
rescues the radiation survival of heterozygous Df(3L)Exel9028 and tiee03394 
mutants. Larvae were irradiated at 96± 2hr after egg deposition with 4000R of 
X-rays.  Percent eclosion was determined by counting full and empty pupal 
cases 10 days after irradiation. * = p < 0.04 The increase in survival in wild 
type background is not significant (P = 0.26) N = 359-634 pupae in at least six 
experiments per genotype. Error bar = 1 SEM 
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Figure 4-7: Increasing ban gene dosage with the UAS-A transgene reduces the 
change in ban levels following IR. Quantitative RT-PCR is used to detect 
changes in levels of ban miRNA. Irradiated and control wing imaginal discs were 
extirpated 2 hours after exposure to 4000R of X-rays.  Total RNA was extracted 
from 15-20 wing discs per biological replicate. ban miRNA levels were 
normalized to α-tubulin levels. Starred bars indicate p <0.01 as compared with 
w2 and UAS-A. There is no significant difference between w2 and UAS-A (p = 
0.86).  w2+ is significantly different than UAS-A+ (p = 0.01).  Data are from at 
least 2 biological replicates. w = w1118; 2 = 2 hr after IR. ‘+’ = +IR; EP3622 = 
banep3622homozygotes. Error bar = 1 SEM.  P-values were calculated using a 
student’s t-test.     
 
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
w2 w2+ EP3622 UAS-A UAS-A+
fo
ld
 c
h
a
n
g
e
 i
n
 b
a
n
* * * 
* 
 77 
gene dosage of ban rescues radiation survival of heterozygous tie mutants. Taken 
together, these suggest that tie regulates ban in radiation responses.    
 An interesting distinction is whether Tie plays a permissive or an instructive role 
in activating ban. Tie homozygous deletion mutants are viable while ban homozygotes 
die as pupae, thus Tie is not needed to express ban at levels necessary for normal 
development, which contradicts a permissive role for Tie in ban regulation. tie mutants, 
like ban mutants, are radiation sensitive and furthermore, radiation sensitivity of tie 
mutants can be rescued by increased ban gene dosage. This suggests an instructive 
role: that tie is needed to express ban at levels necessary for radiation survival. 
Activation of ban occurs at least in part due to an increase in ban levels and this change 
requires tie. It is possible that additional activation of ban could occur due to processing 
and post-transcriptional modification.    
 While our observation that punctate apoptosis activates ban homogenously 
suggests a non-autonomous mechanism for ban activation, a clonal approach could 
more directly address whether ban activation by apoptosis is cell autonomous. Although 
we cannot kill selected cells with IR, clones of cells expressing hid and rpr can be 
induced in wing discs with the ban sensor background. Examining cells at the borders of 
the clones of dying cells would help determine whether ban is activated autonomously, 
non-autonomously or both autonomously and non-autonomously by cells death. A 
related question is whether activation of ban through tie is autonomous or non-
autonomous. Dominant negative Tie transgenic strains or tie RNAi strains (although the 
efficacy of the RNAi lines have not been established) could be used to test whether Tie 
activates ban cell autonomously. Expressing dominant negative Tie or RNAi of tie in 
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clones in the ban sensor background and examining ban activity at the borders of these 
clones would establish whether tie is needed to activate ban in the same cells in which 
tie is expressed.  
 Another interesting question that remains is how tie-related signaling regulates 
ban activity and levels after IR. Although we have no evidence that tie is involved in 
post-transcriptional or processing-related regulation of ban, the literature does provide 
one interesting link. In human cell culture, Tie2 activates PI3K/AKT protective signaling 
(Kwak 2000). Signaling from PI3K/AKT mediates KH-type splicing regulatory protein 
(KSRP) function in mouse skeletal muscle (Briata 2011). In human cells, KSRP 
promotes mRNA decay for AU-rich element containing mRNAs, and also regulates the 
biogenesis of a subset of miRNAs (Trabucchi 2009). Interestingly, a Drosophila KH-type 
RNA-binding protein P-element somatic inhibitor (PSI) exists, and has a known function 
in processing specific P-element somatic inhibitor (PSI)-interacting transcripts 
(Labourier 2002).  It is plausible to speculate that in response to IR, tie signaling could 
regulate PI3K/AKT to influence PSI-mediated ban processing.         
 Another possibility is that tie-related signaling could regulate the ban promoter 
after IR. Evidence suggests that the ban promoter region is large and regulated by 
different factors, of which two have been identified: a Yki:Mad complex binds to a 410 
bp minimal enhancer region within 2.5 kb of the ban miRNA; additionally, a Yki:Hth 
binding site 14.5 kb upstream of ban can activate transcription (Oh and Irvine 2011, 
Peng et al. 2009). Additionally, the transcriptional repressor brk  competes for binding 
with Yki:Mad and its loss may enhance ban transcription (Oh and Irvine 2011). 
 There is precedent in Drosophila for the regulation of Akt signaling by 
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microRNAs. mir-8 activates PI3K to autonomously promote fat cell growth by targeting 
ush (Hyun, Lee Jin et al. 2009). tie has a predicted target site for mir-8 binding in its 
3’UTR (Fig. 4-2). It would be interesting to further investigate whether ban and mir-8 
might work in concert on the PI3K/Akt pathway to limit apoptosis and promote growth. 
Additionally, mouse microRNAs mir-216a and mir-217 have been shown to activate Akt 
by targeting PTEN (Kato, Putta, Wang et al., 2010). Drosophila mir-283, which has a 
predicted binding site in the 3’UTR of tie (Fig. 4-2) falls into the mir-216 family. Although 
both mir-8 and mir-216 activate Akt, while miRNAs targeting the tie 3’UTR would be 
putative inactivators of Akt, a feedback loop might explain this apparent contradiction. 
For example, in humans a feedback loop exists in which mir-200 (mir-8 homolog) levels 
are inhibited by relative levels of Akt isoforms 1 and 2 (Iliopoulos, Tsishilis et al 2009).   
Additionally, it is possible that different subunits of Akt are activated to turn on activation 
of different downstream transcription targets. 
 Results from experiments described in this chapter using UAS-A transgenic 
larvae suggest further investigations that might help dissect the regulation of the ban 
promoter, since the 6.7 kb UAS-A fragment contains a portion of the vast ban promoter 
region. The rescue experiment results indicate that the UAS-A transgene enables tie 
heterozygotes to activate ban adequately after IR to rescue survival. This suggests that 
the UAS-A transgene may contain radiation-responsive elements. To definitively test 
whether UAS-A contains radiation responsive elements, ban levels could be measured 
with quantitative RT-PCR before and after IR exposure in ban deletion strains 
containing the UAS-A transgene. Increases in ban levels would indicate that UAS-A 
does contain radiation response elements. If UAS-A does contain radiation response 
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elements, it would be interesting to see whether these require tie in order to be 
activated.  Measuring ban levels before and after IR by Q-RT-PCR in tie heterozygotes 
and homozygotes containing UAS-A might clarify whether tie is needed to activate 
radiation response elements contained in the UAS-A fragment.  
 The data from the experiments using the UAS-A transgene also revealed a 
surprise. There were no significant differences in levels of mature ban miRNA between 
UAS-A and wild type controls, however, two hours after irradiation, ban increase in 
UAS-A transgenic larval wing discs was significantly less than in wild type (Fig. 4-6). 
Previously, I had assumed that increased gene dosage might result in higher ban 
miRNA levels. Expression data based on ban sensor transgene repression indicate that 
ban is present in 3rd instar larval wing discs, though not at its peak levels, which are 
seen at other developmental stages and when cells are proliferating (Brennecke et al 
2003). One possible explanation for the observed increase in ban levels after irradiation 
in larvae containing UAS-A fragment is that ban levels could be tightly regulated via 
feedback mechanisms from other pathways. For example, yki, a known transcriptional 
activator of ban, is tightly controlled by the hippo tumor suppressor pathway (Thompson 
and Cohen 2006, Oh and Irvine 2008; Dong et al., 2007).  
 
Materials and Methods 
 
Fly stocks 
The ban mutants banL1170 and EP(3)3622 are p-element insertions into the predicted 
promoter region of the ban miRNA and have been previously described in Hipfner et al 
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2002 and Brennecke et al 2003.  The w1118  strain was used for wild-type. The GFP ban 
sensor ‘20.X’ on Chromosome II and the “UAS-A” transgene on Chromosome III were 
described in Brennecke et al 2003. 
tie mutants are as follows: 
y1 w1118; PBac{3HPy+}TieC098 (Bloomington #16280) 
PBAC(Becam et al.)Tiee03394 (Harvard Exelixis Collection) 
PBAC(Becam et al.)Tiee0268 (Harvard Exelixis Collection) 
w1118; Df(3L)Exel9028, PBac{RB5.WH5}Exel9028 (Bloomington #7925) 
Irradiation 
Larvae in food were irradiated in a Faxitron Cabinet X-ray System Model RX-650 
(Lincolnshire, IL) at 115 kv and 5.33 rad/sec. Irradiated larvae were incubated at 25°C 
for indicated amounts of time before dissection. 
Quantification of GFP ban sensor 
Wing imaginal discs were extirpated in PBS, mounted between a glass slide and a glass 
coverslip, and imaged live. For mean GFP signal per disc, the images were acquired on 
a Leica DMR compound fluorescence microscope using Slidebook software 
(Intelligence Imagine).  Mean GFP signal was measured in Image J.  
Quantitative RT-PCR 
Larvae were irradiated at 96±2hr AEL.  Between 15-20 wing discs were dissected per 
sample per time point and flash frozen in PBS using liquid nitrogen.  Total RNA was 
isolated using Invitrogen TRIzol kit according to the manufacturer’s instructions, and 
treated with DNase I (Amplification Grade, Invitrogen) .  RT reactions were performed 
with Superscript III (Invitrogen) according to the manufacturers instructions, using 
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specific primers designed to amplify the mature bantam miRNA (TaqMan, MicroRNA 
Assay, Applied Biosystems) or a–tubulin mRNA as control (sequence in appendix).  Q-
PCR was performed using 1 X SYBR Green Mix (Applied Biosystems) and 4ng of each 
cDNA for 35 cycles using the indicated primers.  Standard curves using 0.01-20 ng of 
cDNA pools were used.  Plates were read in an Applied Biosystems 7900HT Real-time 
PCR instrument (Absolute Quantification Method).  Values were normalized to those of 
a–tubulin.  The fold induction of bantam was calculated relative to levels in un-irradiated 
y1w1118 discs. 
Statistical Analysis 
A χ2 test (1degree of freedom) was used to determine whether the observed survival of 
experimental crosses was significantly different than the additive survival predicted from 
the two control crosses. For all other statistical analyses, an unpaired, two-sided 
student's t-test was used to calculate statistical significance without assuming equal 
variance.   
Viability assays 
Embryos were collected for 4 hours in vials and aged for 120 hours before irradiation.  
Irradiated or control larvae were allowed to develop into pupae at 25°C.  The number of 
full and empty non-tubby pupal cases was counted at 10 days after irradiation.  Percent 
eclosion was calculated by dividing the number of empty non-tubby pupal cases by the 
total number of non-tubby pupal cases.  Most or all larvae formed pupal cases.  
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Chapter 5: tie is required for resistance to ionizing radiation-induced apoptosis 
conferred by death of neighbors 
Introduction 
 After exposure to ionizing radiation (IR) from X-rays, cells experience damage to 
cellular components and macromolecules from the direct ionizing effects of IR as well 
as the indirect effects of free radicals created by IR. Apoptosis is activated to eliminate 
cells with irreparable damage to DNA and macromolecules. For example, at doses of 
only 1000R of X-rays, it is estimated that 40-60% of cells in the larval imaginal disc die 
(Haynie and Bryant 1977). However, some cells must be preserved in order for the 
organism to remain viable. Remaining cells regenerate the organism to maintain 
homeostasis. Therefore, life or death decisions of cells are communicated so that 
neighboring cells may respond appropriately. There are many described examples of 
signals sent from apoptotic cells to their neighbors, some of which I will discuss in the 
following paragraphs.  
 Dying cells have been shown to signal to their neighbors to proliferate. In 
Drosophila, the Inhibitor of Apoptosis Protein (diap1) is a crucial inhibitor of caspases 
that is inhibited by the pro-apoptotic head involution defective (hid) and reaper (rpr). 
When dying cells are created through mutation of diap1, or expression of hid or rpr, they 
express the mitogens wingless (wg) and decapantaplegic (dpp) in a manner dependent 
on Jun N-terminal kinase (JNK) signaling. When dying cells are kept alive in this context 
with the expression of the baculoviral caspase inhibitor p35, proliferation in neighboring 
cells is induced via JNK and wg signaling (Ryoo et al., 2004). Similarly, irradiated cells 
kept alive with p35 emit wg and dpp signals and cause their neighbors to proliferate 
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excessively (Perez-Garijo et al., 2004).  
 Additionally, neighbors of dying cells have demonstrated an increase in survival 
factors and suppression of hid overexpression. A screen for mutant suppressors of a 
rough-eye phenotype caused by hid overexpression identified vps25, a component of 
the endosomal sorting complex required for transport-II (ESCRT-II). Paradoxically, in 
mosaics, cells mutant for vps25 cell-autonomously increase hippo signaling and die 
through activation of hid and JNK (Herz et al.,2006). The initial phenotype indicating 
suppression of hid was explained by the observation that wild type neighbors of vps25 
mutant clones show elevated Diap1, resulting in suppression of hid. Increased survival 
of vps25 mutant neighbors via Diap1 required eiger (Ohsawa et al., 2011). Additionally, 
when vps25 mutants are kept alive with Diap1, they inappropriately display notch, 
stimulating proliferation in their neighbors (Herz et al., 2006). 
 Other functions of surviving cells, such as engulfment of apoptotic corpses, are 
also initiated by dying cells. Engulfment of apoptotic corpses is mediated by 
macrophages, which are hemocytes that become phagocytic in response to signals sent 
from dying cells. The expression of Croquemorte (crq), a CD36 receptor, promotes 
phagocytic activity, and is regulated by apoptosis in neighboring cells (Franc et al.1999). 
Interestingly, Pvr, (PDGF/VEGF receptor homolog) plays an anti-apoptotic/pro-survival 
role in embryonic hemocytes (Bruckner et al., 2004). Furthermore, activation of Pvr in a 
JNK-dependent manner in neighbors of dying cells results in cytoskeletal changes that 
allow engulfment of dead cells by neighbors (Ohsawa et al., 2011). Since Pvr functions 
redundantly with Tie in border cell migration, the obvious question that arises is whether 
tie might play a role redundant with Pvr function in mediating signals from apoptotic 
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cells.    
 The miRNA ban is also a candidate for relaying signals sent from apoptotic cells 
to their neighbors. We have shown previously that apoptosis activates ban (Jaklevic, 
appendix). A non-autonomous mechanism for ban activation would explain the apparent 
conundrum that a pro-survival factor could be activated in a dying cell. Additionally, we 
observed that cell death is scattered throughout the wing disc when induced by IR or by 
clonal induction of hid and rpr, but that changes in the GFP ban sensor transgene are 
homogenous (Bilak et al submitted). This suggests that some ban activation is occurring 
in neighbors of dying cells.     
 To examine the effects of apoptosis on neighboring cells more systematically, a 
member of our lab, Tin Tin Su, killed cells within the patched domain of wing discs by 
depleting the essential dE2F1 transcription factor, which has been previously shown to 
induce cell-autonomous apoptosis (Neufeld 1998). Wing discs expressing dsRNA 
against de2f1 under the control of patched-GAL4 (‘ptc-Gal4,UAS-dE2f1RNAi ’ or ‘PE3’) 
exhibit a stripe of cell death in anterior compartment cells along the A/P 
(anterior/posterior) compartment boundary (Morris et al 2008). The results of studies on 
PE3 transgenic discs are described in detail in Appendix 4 (Bilak et al, submitted) and 
are summarized below. In this chapter, I use this experimental system to investigate 
whether tie is required for non-autonomous protective effect of cells dying as a result of 
PE3. 
 In the presence of E2F1-depleted apoptotic cells in the patched domain ('PE3'), 
neighboring cells in the anterior compartment become resistant to IR-induced apoptosis 
(Appendix 4: Bilak et al., submitted). Tin Tin termed this effect wherein dead cells 
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protect their neighbors from further cell death the 'Mahakali effect' after the Hindu 
goddess of death who also protects her followers. The absence of cell death alters the 
effect; when undead cells are created by expressing p35, a baculovirus caspase 
inhibitor which prevents death but not caspase activation, inhibition of cell death 
throughout the A-compartment pouch was abolished. The Mahakali effect corresponds 
with an increase in activity upon the ban sensor transgene in the protected area, and 
that protection is abolished in the presence of homozygous ban mutation. These 
findings implicate ban in the protective effect of PE3. Interestingly, one known regulator 
of ban, yki, does not appear to regulate ban function in this context: ykiB5 mutation, 
previously rescued with ban overexpression, was unable to restore cell death to the 
anterior compartment (Appendix 4: Bilak et al., submitted; Nolo et al., 2006; Thompson 
et al., 2006).  
 However, tie does play a role in the phenomenon of death-induced resistance to 
killing by IR. Loss of one copy of tie is able to restore IR-induced killing to the protected 
anterior compartment. Haploinsufficiency of tie is consistent with the fact that tie was 
isolated as a dominant modifier of ban. In this chapter, I show that tie is required for 
resistance to IR-induced killing using the deficiency mutant of tie. Homozygous 
Df(3L)Exel9028 mutation restores IR-induced killing to the anterior compartment in PE3-
transgenic wing discs.     
Results 
tie is required for the protective effect of PE3.  Wing discs were extirpated 4 hr after 
IR and fixed and stained for activated caspase-3 and DNA. In wing discs stained for 
DNA, the area of e2F1 expression in the patched domain can be seen as a depression, 
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since dying cells are extruded from the basal epithelium. I quantified caspase staining in 
the anterior and posterior pouch regions adjacent to this depression. In wing discs of 
Df(3L)9028 homozygotes carrying the PE3 transgene, IR-induced caspase stain in the 
anterior compartment is significantly higher compared to PE3 carrying a wild type tie (p 
< 1.0X10-8)(Fig 5-1, quantification in 5-2).  
 The size of wing discs of Df(3L)9028 homozygotes carrying the PE3 transgene 
was often smaller than wing discs with the PE3 transgene; however, larger Df(3L)9028 
homozygous wing discs show the same staining pattern. Additionally, I observed that 
the sizes of irradiated wing discs of Df(3L)9028 homozygotes on their own were not 
reproducibly smaller than irradiated wild type wing discs.  
Discussion 
 In this chapter, I present an experiment that implicates tie in resistance to IR-
induced apoptosis conferred by dying neighbors. Cell death is restored to near-normal 
levels in Df(3L)9028 homozyogtes in the PE3 background. Although Tin Tin also 
examined PE3;Df(3L)9028/TM6TB and found the same effect, this experiment 
established that increases in cell death are due to tie mutation and not induced by the 
presence of a balancer chromosome.     
 To cement tie's role in resistance to IR-induced apoptosis conferred by dying 
neighbors, it would be useful to examine whether apoptosis is similarly restored in the 
tie trans-heterozygote Df(3L)9028/tiee03394. Additionally, it would be useful to establish 
the extent of the effect of tie deletion on apoptotic resistance. There may be other 
factors yet to be identified that protect neighbors of dying cells from IR-induced 
apoptosis.  
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Figure 5-1: The protective effect of PE3 is dependent on tie. To induce 
expression of e2f1 RNAi, larvae were shifted to 30 C, the native temperature 
for GAL4, for 24-48 hr prior to irradiation with 4000R of X-rays. Imaginal wing 
discs were extirpated at 4hr after exposure to IR, and fixed and stained for 
activated caspase-3 and DNA. Resistance to IR-induced apoptosis is seen in 
the anterior compartment of PE3 wing discs. In PE3 wing discs with 
homozygous Df(3L)Exel9028, apoptosis in the anterior compartment is 
restored to levels similar to those in the posterior compartment.   
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Figure 5-2: The protective effect of PE3 is dependent on tie. Quantification of 
caspase staining from wing discs shown in Fig 5-1. Imaginal wing discs were 
fixed and stained for activated caspase-3 and DNA 4hr after exposure to 4000R 
of X-rays. N= 24 for PE3+, N= 27 for PE3/+; Df(3L)Exel9028 in two 
independent experiments. A two-sided student’s t-test was used to measure 
significance.    
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 There are several questions that remain regarding the role that tie plays in 
protection of cells by dying neighbors. For example, it is not known whether tie is 
needed to receive or send protective signals, in other words, whether tie is required in 
protected neighbors only, in dying cells only, or even in both. It is also possible that tie 
may be needed in a tissue outside the wing disc to influence protection within the wing 
disc. To answer this question, a clonal approach would be useful: in imaginal wing discs 
of the PE3 background, clones of tie mutant tissue could be compared to sister wild-
type clones for the presence of IR-induced cell death. Restoration of cell death in tie 
mutant clones in the anterior pouch region would imply that tie is needed cell-
autonomously for protection. Conversely, to examine whether tie is needed in dying 
cells, we could induce the production of tie mutant clones. Abolition of protection in the 
anterior pouch region would imply that tie is needed to send protective signals. If tie is 
needed in both dying and protected cells, then neither experiment would abolish the 
protective effect. If tie exerts its influence from outside the wing disc, then both 
experiments should abolish the protective effects.  
 Although it has been shown in Appendix 4 that the PE3 effect is dependent on 
both tie and ban, and we know from experiments described in this thesis that tie 
regulates ban activity and levels after IR exposure, we have not shown that tie regulates 
ban's activity in the PE3 effect. It is possible that other ban regulators may act in 
conjunction with tie to modulate ban activity. It is also possible that tie acts on other 
targets than ban. To further clarify these questions, it would be useful to examine 
whether tie mutation abolishes changes in ban activity as indicated by the changes 
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seen previously in the ban sensor transgene in PE3 background (Appendix 4; Bilak et 
al., submitted). If PE3-induced changes in the sensor transgene are abolished in tie 
mutants, this would implicate tie as the primary modulator of ban function in this context. 
To determine whether ban and tie act in a linear pathway in this context, ban/tie double 
mutants we have generated could be examined in the PE3 background. If ban and tie 
are regulated in independent pathways in PE3, then mutation of ban in a heterozygous 
tie background should cause an increase in the recovery of radiation-induced apoptosis. 
If the two are in a linear pathway, then recovery of apoptosis should be very similar to a 
single mutant. 
 The discovery of a role for tie in the Mahakali effect has interesting implications 
for clinical treatment of human cancers. Tumors are often treated with a combination of 
ionizing radiation therapy and chemotherapy. If the findings in Drosophila hold true in 
human systems, a prevailing Mahakali effect could cause a treatment inducing cell 
death in a tumor to actually make the tumor more resistant to subsequent treatments 
with ionizing radiation. The Tie2 receptor and ligands have been found to be expressed 
highly in several types of cancer cells, in particular in more advanced human gastric 
carcinomas (Moon et al 2006 and Nakayama et al 2004). While Tie2 studies in humans 
have focused on Tie2 ability to promote angiogenesis, examples for a role homologous 
to the Drosophila tie role in promotion of survival and maintenance have also been 
described (Puri and Bernstein, 2003).  For example, Ang-1/Tie2 signaling maintains 
quiescence and adhesion of a population of HSCs in the bone marrow niche (Arai 
2004). It is interesting to speculate that increases in Tie2/Tie2 ligands promoting 
angiogenesis in tumors might play a secondary role in making those tumors more 
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resistant to combination therapies that use subsequent inductions of apoptosis.   
 
Materials and Methods 
 
Fly Stocks 
RNAi de2f1: (Vienna Drosophila Resource Center) 
‘PE3’ on Chromosome II (Morris et al., 2008) 
w1118; Df(3L)Exel9028, PBac{RB5.WH5}Exel9028 (Bloomington #7925) 
Irradiation 
Larvae in food were irradiated in a Faxitron Cabinet X-ray System Model RX-650 
(Lincolnshire, IL) at 115 kv and 5.33 rad/sec. Irradiated larvae were incubated at 25°C 
for indicated amounts of time before dissection. 
Antibody staining 
Cleaved Caspase 3 (1:100, rabbit polyclonal, Cell Signaling Cat# 3661) was used as 
described before (Wichmann et al 2006). Secondary antibodies were used at 1:500 
(Jackson).  
Quantification of caspase signal 
The discs were imaged on a Perkin Elmer spinning disc confocal microscope attached 
to a Leica DMR microscope. Between 26 and 36 Z-sections one micron apart were 
collected per image. Z stacks were collapsed using ‘maximum projection’. The 
collapsed image was corrected for background using the ‘threshold’ function in Image J. 
The mean fluorescence from the area of interest was measured and averaged for all 
discs in a sample.  
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Statistical Analysis 
Unpaired, two-sided student's t-test was used to calculate statistical significance without 
assuming equal variance. 
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Chapter 6: Conclusions and Future Directions 
 In this thesis I have described my efforts to understand the function of ban in 
regulating the life or death decision of cells after exposure to ionizing radiation. I 
performed a forward genetic screen for modifiers of a ban phenotype by surveying a 
collection of deficiencies to identify genes that interacted significantly with ban. I 
identified three deficiencies that significantly modify ban function in the radiation 
response, two enhancers of radiation sensitivity (Df(3L)Exel6115 and Df(3L)Exel9028), 
and one suppressor of radiation sensitivity (Df(3L)Exel6086) (Chapter 2). I provide the 
first functional characterization of tie, the only gene deleted by Df(3L)Exel9028. Since 
little is reported about the alleles of tie, I characterize tie mutant alleles. I show that tie is 
not needed for normal development but is important for organismal survival after 
exposure to ionizing radiation. I demonstrate that apoptosis is robust in tie mutants. 
Additionally, I report putative variation in the translation start site of tie between strains 
and species of Drosophilia that have the potential to produce proteins with different 
amino acids in the N-termini (Chapter 3). I provide the first evidence that tie plays an 
instructive role in regulating ban expression at levels necessary for radiation survival. 
This is a novel role for tie, since previous knowledge of Tie function in Drosophila has 
been limited to long range signaling for border cell migration during oogenesis (Wang et 
al 2006) (Chapter 4). Finally, I present an experiment that implicates tie in resistance to 
IR-induced apoptosis conferred by death in neighboring cells (Chapter 5). These 
findings are summarized in a model (Fig. 6-1). Many questions remain concerning how 
tie regulates ban activity and levels in response to IR. I now address these questions 
and propose future experiments to resolve them.
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Figure 6-1: The choice to live or die after ionizing radiation exposure rests on 
the balance of inputs to the pro-apoptotic Hid. We suggest a model in which 
levels of Hid are limited non-autonomously by signals sent from apoptotic 
neighbors. These signals require tie and act by increasing ban activity. 
Ligands that activate Tie, and the signaling pathway through which Tie 
activates ban remain to be elucidated. Potential regulators with currently 
unproven roles are italicized in blue.  
Tie 
ban 
hid 
p53 
Ionizing 
Radiation 
Angiopoetins? 
hid 
apoptosis apoptosis 
PI3K/Akt1? 
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Do putative upstream and downstream candidates play a role in this signaling 
pathway? Although evidence in Drosophila is lacking, experiments done in mammals 
suggest candidate signaling pathways in which tie may act to mediate ban activity and 
levels in response to apoptosis in neighboring cells. Therefore, it would be useful to test 
putative upstream and downstream components in tie signaling. 
 Evidence from mammalian cell culture suggests that angiopoetin-1 (Ang-1), a 
ligand for the mammalian Tie receptors, can promote cell survival in response to 
irradiation (Kwak et al 1999, Kwak et al 2000, Cho et al 2004). Since Ang-1 mRNA and 
protein are found only outside the endothelial cells on which Tie2 is expressed, this 
suggests that Ang-1 acts as a paracrine signal (Kim 2000). Therefore, Ang-1 is a 
potential candidate ligand to mediate pro-survival signals from dying cells. Dormer and 
Beck (2005) predict 5 angiopoetin homologs in Drosophila: CG6788, CG30281, 
CG32496, CG55550 and CG10359. However, none of these have been characterized.  
 Candidates for downstream signaling are better characterized in Drosophila. In 
mammals, Tie-2 survival signals phosphorylate and activate the PI3K/Akt signalling 
cascade to inhibit the pro-apoptotic transcription factor Forkhead (FKHR) (Kim 2000, 
Kwak 2000). A Drosophila homologue of Akt exists and its loss induces apoptosis in 
embryos (Staveley et al 1998). Interestingly, there is some evidence that Akt1 regulates 
hid levels. Active Ras transduces signals through the p110 subunit of PI3Kinase, 
activating the Akt-1 kinase. A form of Ras that only interacts with PI3K induced 
moderate suppression of hid in Drosophila eye (Bergmann et al 1998). Therefore, the 
PI3K/Akt signaling pathway provides promising candidates to mediate ban restriction of 
hid levels after exposure to X-rays. Testing Ras, Akt, or other components of the 
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pathway for interaction with tie in regulation of hid might provide interesting results. For 
example, available antibodies to activated (phosphorylated) dAkt could be used to 
examine whether Akt activity is impacted in tie or ban mutants. Additionally, 
downstream results of Akt activity such as localization of FOXO or reduced transcription 
of FOXO target genes could be examined in tie and ban mutants. 
 There is precedent in Drosophila for the regulation of Akt signaling by 
microRNAs. mir-8 activates PI3K to autonomously promote fat cell growth by targeting 
ush (Hyun, Lee Jin et al. 2009). Interestingly, tie has a predicted target site for mir-8 
binding in its 3’UTR (Fig 4-2). It would be interesting to further investigate whether ban 
and mir-8 might work in concert on the PI3K/Akt pathway to limit apoptosis and promote 
growth.  
Do PVF/PVR play redundant roles with Tie in regulating ban activity after IR? 
There is evidence that the Vascular Endothelial Growth Factor (VEGF), homolog of the 
Drosophila PGDF and VEGF-related factor (PVFs), can activate Tie2 during 
angiogenesis (Hansen 2010, (Munoz-Chapuli, 2011). The receptor for PVF, PVR 
(PGDF and VEGF-related Receptor) has been shown to function redundantly with Tie in 
border cell migration. Additionally, PVR plays an anti-apoptotic/pro-survival role in 
embryonic hemocytes (Bruckner et al., 2004).   There are three Drosophila PDGF/VGF 
receptor-like ligands, Pvf1, Pvf2 and Pvf3. Members of our lab reported recently that 
Pvf1 and Pvf2 are transcriptionally up-regulated after radiation exposure in a genome-
wide analysis of wing imaginal discs (van Bergeijk et al., 2012). Examination of whether 
the PVF/PVR signaling pathway can mediate ban activity and levels in response to 
apoptosis in neighboring cells in conjunction with tie function might be useful.  
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Chemical inhibitors of tie could be used to learn more about tie function. Two 
specific chemical inhibitors of Tie2 were identified in a screen of nakijiquinone 
analogues in which compounds were assayed for their ability to inhibit in vitro kinase 
assays (Stahl et al. 2002). If the chemical inhibitors of Tie2 also are able to inhibit tie, 
these could be used to answer many different questions. 
 Since the work presented in my thesis relies on genetic analysis, molecular 
analyses would add to our understanding of tie function. For example, potential 
downstream components of the tie signaling pathway could be assayed for activity in 
the presence and absence of the tie inhibitor.   
 Additionally, tie inhibitors could be tested for potential use in cancer therapies. 
For example, larvae fed chemical inhibitors could be examined for the presence of the 
tie-dependent effect we have seen in which protection from IR is conferred by dying 
cells. If the compounds are able to restore radiation-induced cell death to previously 
protected neighbors, they could have potential application in cancer therapies.  
Relevance of my work to the field. Levels of pro-apoptotic protein Hid are particularly 
important in determining the fate of an irradiated cell (Brodsky et al., 2004). This work 
establishes the receptor tyrosine kinase Tie as one more level of control through which 
Hid levels can be modulated, in this case, to promote survival after IR through activation 
of the ban miRNA.   
Additionally, the tie-dependent effect we have seen in which protection from IR-
induced apoptosis is conferred by dying cells is the first instance in which signals sent 
from dying cells induce a protective effect in neighbors. Although there have been 
previous examples of dying cells sending signals to neighbors, for example, to 
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proliferate (Ryoo et al, 2004), this is the first instance in which components of a 
signaling pathway have been identified that receive and transduce signals from 
neighbors to increase resistance to an apoptotic challenge. 
In mammals, Tie has been extensively studied for its potential therapeutic role in 
cancer treatments. Our identification of a conserved, pro-survival role for tie in 
Drosophila provides the framework for further inquiries into tie function in a genetically 
tractable model organism.  
 In conclusion, this work provides the first evidence that tie plays an instructive 
role in regulating ban expression at levels necessary for radiation survival and 
implicates tie in resistance to IR-induced apoptosis conferred by death in neighboring 
cells. I hope that this work will contribute to understanding of life or death choices made 
by cells after exposure to IR. 
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Appendix 1: Expression values from microarray data for tie, akt1, pvr, and p53 in 
wild type and p53 mutants after exposure to X-rays 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
   
 
 
 
 
 
 
 
 
 
 
 
Microarray expression data from van Bergeijk et al 2012. Data are from wing discs 
from yw and p53 mutant larvae from controls and at the times after exposure to 
4000 R of X-rays indicated. The values listed are from the probe sets for the genes 
p53, tie, Akt1, and Pvr. 
Sample p53 Tie Akt1 Pvr
yw42hr4NoRad4#1 7.939363 5.25279 11.9479 7.296918
yw42hr4NoRad4#2 7.892743 5.380322 12.0606 7.399093
yw42hr4Rad4#1 9.526006 5.463617 11.92651 6.806956
yw42hr4Rad4#2 9.61918 5.171784 11.83655 7.042763
yw418hr4NoRad4#1 8.039072 5.114751 12.13409 7.420793
yw418hr4NoRad4#2 7.880542 5.472443 12.13926 7.413449
yw418hr4Rad4#1 9.146243 5.346075 12.25298 7.959042
yw418hr4Rad4#2 9.624998 5.598522 12.18009 7.957632
p5342hr4NoRad4#1 2.365986 4.398324 12.11605 7.831513
p5342hr4NoRad4#2 2.340626 4.829056 11.94388 7.693172
p5342hr4Rad4#1 2.340626 5.004666 11.83214 7.432086
p5342hr4Rad4#2 2.340626 5.212506 11.90024 7.10623
p53418hr4NoRad4#1 2.340626 5.138974 11.95435 8.022065
p53418hr4NoRad4#2 2.414549 5.127044 11.92148 8.001262
p53418hr4Rad4#1 2.340626 5.185485 12.02806 8.016867
p53418hr4Rad4#2 2.427769 5.699635 11.92901 8.062145
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Abstract Key decisions one makes in a lifetime include
whether and how often to reproduce, what role to play in
the community and, under certain conditions, whether to
live or die. Similar decisions are also made at the level of
cells: whether to divide, what fate to assume in the mul-
ticellular context of metazoan development and, under
certain conditions, whether to live or to die. The pro-
apoptotic gene hid plays an important role in the execution
of cell death in Drosophila. Here, we review the various
levels of control that exist to regulate Hid according to the
life-or-death choice of a cell.
Keywords Drosophila ! Apoptosis ! hid
Drosophila Hid belongs to a family of four pro-apoptotic
proteins, Hid (Head involution defective), Grim, Reaper and
Sickle, which are collectively known as RHG proteins
(Reviewed in [1–3]). RHG proteins act by binding to and
neutralizing IAPs (Inhibitor of Apoptosis Proteins) and also
by lowering the level of the latter. This results in caspase
activation and apoptosis (Fig. 1). Binding to IAPs is medi-
ated by an N-terminal IAP-binding motif (IBM). Outside
the IMB domain of RHG proteins, limited sequence simi-
larities have been noted within a ‘‘Grim Helix 3’’ motif
of *15 amino acids and a ‘‘Trp-block’’ of *30 amino acids
that includes the GH3 motif [1, 4–6]. The GH3 domain of
Grim is required for its apoptotic function and can induce
apoptosis when overexpressed in Drosophila cell culture
[4]. The regions of Rpr and Hid that contain the GH3
domains are important for localization of these proteins to
the mitochondria and to induce cell killing [7–9]. The ability
to bind and antagonize IAPs to induce apoptosis is shared
between Drosophila RHG proteins and their mammalian
counterparts, Smac (Second Mitochondria-derived Activa-
tor of Caspases)/DIABLO and Omi/HtrA2 proteins. Ectopic
expression of Drosophila RHG genes can induce apoptosis
in Drosophila and in mammalian cell culture (reviewed in
[1]).
The genes encoding the RHG proteins are linked at a
single *300 kb locus on chromosome III. Homozygotes
of a chromosomal deletion H99 that removes rpr, hid and
grim lack most cell death that occurs during normal Dro-
sophila development and die as embryos [10]. While rpr
and grim are expressed only in cells that are destined to die,
hid mRNA is expressed in more cells than are destined to
die (for example [11, 12]). Thus, in addition to transcrip-
tional regulation, post-transcriptional repression of hid may
play a role in keeping hid-expressing cells alive. This
review focuses on published studies that illustrate different
mechanisms by which hid is regulated.
Developmental regulation of hid
Hid expression, sub-cellular localization and activity are
regulated during embryogenesis, larval development and
metamorphosis. In these contexts, Hid is regulated by
EGFR/RAS signaling, Hippo tumor suppressor pathway,
microRNAs and the hormone Ecdysone.
Cell–cell interaction in the regulation of hid transcript
levels
During Drosophila development, receptor tyrosine kinase
(RTK) signaling through EGFR represses hid to allow the
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survival of pupal retinal cells, larval eye imaginal disc cells
and embryonic midline glia [13–17]. In each case, short
range cell–cell signaling via EGFR allows the survival of
immediate neighbors while more distant cells are culled by
apoptosis, thus allowing for precise regulation of cell
number. Genetic analysis places EGFR acting upstream of
hid to prevent apoptosis. Studies during embryogenesis and
eye development point to possible mechanisms by which
EGFR inhibits hid [17–19] (Fig. 1a, b). EGFR signaling
results in the activation of RAS, which can signal through a
number of different effectors. Of these, genetic evidence
implicates RAF/MAPK and PI3 Kinase/Akt, but not Rel,
as downstream effectors of RAS in inhibition of Hid
[17–19]. RAF/MAPK appears to inhibit hid at both tran-
script and post-translational levels. Gain of function
mutations in RAS or RAF and overexpression of Pointed, a
transcription factor targeted by RAS/MAPK, result in
reduced hid mRNA levels in the embryo [18]. It is not
known how PI3 Kinase/Akt repress hid during eye devel-
opment, but there is a precedent for a transcriptional
repression mechanism in the case of UV irradiation where
RAS represses hid transcription by acting through PI3-
Kinase and Akt to inhibit Foxo [20] (c in Fig. 1).
A recent study implicates the Hpo tumor suppressor
pathway in developmental programmed cell death (PCD) in
the eye (d in Fig. 1). PCD during eye development specif-
ically removes inter-ommatidial cells of the eye disc that are
initially produced in excess via mitotic proliferation and
later culled during the pupal stages. These are the same cells
that rely on EGFR signaling to survive. In mutants in the
Hpo pathway, inter-ommatidial cells show a reduction in
hid transcript levels and fail to undergo PCD. Thus Hpo
normally acts to promote hid expression [21], which is then
opposed by EGF signaling. How Hpo promotes hid
expression remains to be determined, but bantam miRNA
may provide a link. Hpo signaling is known to repress ban
[22, 23], while ban is known to inhibit Hid expression as
discussed below.
hid transcripts are also induced upon cell competition
during organ formation. Cell competition occurs when cells
of different growth rates (due to difference in ribosomal
protein gene dosage) or cells expressing different levels of
the proto-oncogene homolog MYC are juxtaposed. In the
wing imaginal disc, the faster growing or higher MYC
expressing ‘winners’ cause cell death in the ‘losers’ by
inducing hid transcripts [24]. Cell competition requires p53
and the initiator caspase Dronc, but exactly how these
activities result in hid transcript accumulation in loser cells
remains to be determined.
RBF1 and E2F limit hid expression in a context-
dependent manner (e in Fig. 1)
The Drosophila genome encodes two homologs of the
transcription factor E2F, E2F1 and E2F2 (reviewed in [25,
26]). Each E2F protein must form a complex with a Dp
co-factor to bind DNA with high affinity. There is a single
Dp homolog in Drosophila. Genetic analysis indicates that
E2F represses hid transcription [27, 28]. Mutations in Dp,
which are expected to disable both E2F1 and E2F2, result in
elevated hid mRNA. This phenotype is restricted to the
narrow band of ‘Zone of Non-Proliferating Cells’ at the
dorsal/ventral boundary of wing imaginal discs. In
Drosophila S2 cells, E2F1 binds to the hid enhancer and
represses hid expression while E2F2 has a relatively minor
effect. The hid enhancer contains E2F consensus sequences
that are occupied by E2F1 and, to a lesser extent, E2F2 in
Chromatin IP experiments in eye-antennal discs [29]. These
results suggest that E2F1 in complex with Dp, rather than
E2F2, represses hid in the ZNC. The relationship between
hid and E2F/Dp may be different, however, outside the
ZNC; hid expression appears normal outside the ZNC in the
wing disc and in extracts of eye discs in Dp mutants.
RB proteins bind to E2F/Dp complexes and repress
transcription. Of the two Drosophila RB-like proteins,
RBF1 associates with E2F1 and RBF2 associates with E2F2
[30, 31]. Genetic evidence indicates that RBF1 cooperates
with E2F to repress hid. RBF1 mutants show elevated hid
mRNA in extracts of whole eye discs or in mutant clones
[29]. A hid mutant was isolated in a forward genetic screen
for suppressors of apoptosis in RBF1 mutants. A
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Fig. 1 A summary of mechanisms that regulate hid. Hid neutralizes
Drosophila IAP to cause caspase activation and apoptosis. Multiple
mechanisms regulate hid expression. We have not distinguished
between direct and indirect action of activators (blue) or repressors
(red) in the diagram. Regulation of mitochondrial localization and
regulation of Hid where the mechanism is not understood are not
depicted. See text for details and reference to the superscript on each
mechanism. (Color figure online)
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transcriptional reporter linked to the hid enhancer shows
elevated expression in rbf1 mutants throughout eye and
wing imaginal discs. These findings support a model
wherein RBF1, via E2F binding sites in the hid enhancer,
limits hid expression in eye and wing discs. This model
remains to be reconciled with the above-described findings
that Dp mutants express hid normally in the eye disc and in
the wing disc outside the ZNC [27, 28]. Nonetheless, the
emerging view from these studies is that where E2F1/Dp or
RBF1 are found to have an effect on hid expression, the
effect is inhibitory. The role of the second Drosophila RBF
homolog, RBF2, in hid expression has not been addressed.
Regulation of Hid protein expression
The 30UTR of hid is over 2 kilo-bases long and mediates the
repression of Hid protein expression by at least two dif-
ferent mechanisms. In embryos from nanosmutant mothers,
more primordial germ cells (called ‘‘pole cells’’) accumu-
late Hid protein and undergo apoptosis in a hid-dependent
manner. nos encodes an RNA binding protein. The 30UTR
of hid includes a Nos response element (NRE). Deletion of
the NRE allows Hid protein accumulation and apoptosis in
the pole cells of embryos from wild type mothers. These
data suggest a model where Nos normally binds to hid
30UTR to repress Hid translation, thereby preventing
apoptosis in the future germline [32] (f in Fig. 1).
In addition to Nos, several miRNAs have been impli-
cated in limiting Hid expression via sequences in the 30UTR
(g, h in Fig. 1). Embryos in which miR-6 and miR-2/13 have
been neutralized with antisense oligo injection display
widespread apoptosis, in part due to the elevated levels of
Hid protein. Increased expression after miR-6 depletion in
embryos is also seen for a GFP reporter with hid 30UTR
[33]. Similar neutralization of bantam miRNA in embryos
results in elevated apoptosis in the embryo and smaller
imaginal discs in the larvae [33]. These results are consis-
tent with the phenotype of ban mutants and the effects of
ban overexpression, which indicate that ban promotes cell
proliferation while inhibiting apoptosis [34, 35]. A ban
target that is relevant for apoptosis is Hid. Ectopic ban also
represses apoptosis caused by overexpression of Hid or a
Hid mutant refractory to phosphorylation and inhibition by
MAPK, without altering hid transcript levels; thus repres-
sion of hid by ban is post-transcriptional, at least under
overexpression conditions [35]. The hid 30UTR contains
five putative ban target sites. Ectopic ban represses a GFP
reporter in which GFP coding sequences are followed by the
hid 30UTR. Furthermore, this repression is dependent on the
presence of ban target sites in the hid 30UTR.
ban has also been found to repress hid in two other
contexts: after exposure to ionizing radiation (IR) and in
mutants in the Drosophila Rb homolog, RBF1. We discuss
RBF1 mutants here and regulation after IR exposure in a
later section. In the eye imaginal discs of RBF1 mutants,
hid mRNA is elevated throughout the disc, but Hid protein
and apoptosis are elevated only near the Morphogenetic
Furrow (MF), a narrow column of cells in which photo-
receptor differentiation commences [29]. Simultaneously
mutating ban allows apoptosis to occur in RBF1 mutant
clones that are far from the MF. Thus ban may limit Hid
protein accumulation in eye imaginal cells.
The primary mechanism of action of miRNAs in animal
cells was initially thought to be translational repression of
the target mRNAs, but this view is being modified as the
targets are also found to become destabilized [36]. In the
regulation of hid by miRNAs, relative contribution of
translational repression and mRNA destabilization remains
to be investigated.
Regulation of Hid expression in the embryo may also
occur at the level of the translational machinery itself [37].
During apoptosis and upon heat shock, cap-dependent
translation is diminished. However, hid mRNA associates
with polysome fractions after heat shock, suggesting that
hid can be translated in a cap-independent manner in
response to cellular stress. The hid 50UTR contains an
internal ribosome entry site (IRES). Mutants in the cap-
binding protein eIF4E have increased apoptosis. These data
suggest a model wherein hid translation is repressed via the
mRNA cap, but the repression is bypassed in response to
stress by cap-independent translation of hid.
Sub-cellular localization of Hid
Once expressed, Hid protein may be limited in its activity
by phosphorylation and the requirement for mitochondrial
localization. Hid contains at least two functional domains;
an N-terminal domain for binding to IAPs and a C-terminal
mitochondrial localization domain. Hid co-localizes with
mitochondrial markers when expressed in human cells
[38]. In Drosophila eye imaginal discs, Hid protein levels
are elevated in RBF1 mutants as discussed above [29].
Elevated Hid is peri-nuclear, suggestive of mitochondrial
localization. Elevated Hid is diffused throughout the
cytoplasm if cells are double mutants for RBF1 and the
initiator caspase, Dronc. This suggests that caspase activity
is required for mitochondrial localization of Hid protein.
The mechanistic basis for this requirement remains to be
understood.
The requirement for Dronc in mitochondrial localization
of Hid can explain the finding that caspase activity is
needed for mitochondrial fragmentation that results from
Hid overexpression in S2 cells. In S2 cells, Hid co-local-
izes with Cytochrome C and, when overexpressed, induces
mitochondrial fragmentation and Cytochrome C release
[9]. Caspase activity, although insufficient on its own, is
Apoptosis (2009) 14:943–949 945
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necessary for mitochondrial fragmentation or Cytochrome
C release. These results agree with the requirement for
Dronc in Hid localization in the eye disc, suggesting that
caspase activity is needed for mitochondrial localization of
Hid in both S2 cells and larval imaginal discs. Deletion of
20 amino acids from the C-terminus, which includes a GH3
motif [6], compromised Hid’s ability to co-localize with
Cytochrome C, to disrupt the mitochondria and to induce
caspase activation.
Taken together, these results suggest that caspase
activity is necessary to localize Hid to the mitochondria
and that mitochondrial localization of Hid allows efficient
mitochondrial fragmentation and caspase activation.
Phosphorylation by MAPK (b in Fig. 1)
Genetic analysis identified EGFR signaling through RAS
as an inhibitor of Hid function. We discussed in preceding
paragraphs how RAS might act through MAPK and PI3K-
Akt axis to suppress Hid transcript levels. Additional data
indicate that RAS suppresses Hid by MAPK-dependent
phosphorylation in embryos and during eye development.
Hid contains 5 MAPK consensus sequences. Mutating
either three or all five of these sites, to generate ‘3A’ or
‘5A’ mutants, respectively, renders Hid more efficient at
killing S2 cells and refractory to rescue by constitutively
active RAS or MAPK [19]. Constitutively active RAS or
MAPK are also less able to rescue the small eye phenotype
produced by ectopic expression of Hid-3A and 5A mutants
than by wild type Hid. Repression of Hid by phosphory-
lation also operates in the midline glia of the embryo where
MAPK is required for cell survival in response to survival
signals from the neighboring axon [17]. MAPK becomes
dispensable for midline glia cell survival in hid mutants,
suggesting that the key requirement for MAPK is to repress
hid. Ectopic expression of the Hid-5A mutant in the wild
type background phenocopied MAPK mutants and resulted
in the ablation of midline glial cells. Hid-5A mutant is
expected to be refractory to phosphorylation by MAPK.
Therefore, the role of MAPK in glial cell survival is likely
to be through phosphorylation and inhibition of Hid.
Hid expression in response to ecdysone (i in Fig. 1)
Metamorphosis accompanies extensive death of polyploid
larval cells such as those in the salivary gland. hid tran-
scripts increase in dying cells in response to the steroid
hormone Ecdysone that acts through its receptor, EcR. EcR
can bind to and directly activate the transcription of several
loci. EcR’s ability to induce hid transcription, however, is
likely to be indirect because it requires new protein syn-
thesis; hid induction by Ecdysone is abolished upon treat-
ment with a protein synthesis inhibitor, cycloheximide [39].
In sum, during Drosophila development, tumor sup-
pressor homolog Hpo induces the expression of hid to cull
extra cells in the final stages of eye development while
Ecdysone induces hid to kill larval cells during metamor-
phosis. In addition, cap-independent translation may
induce Hid expression in response to heat stress. On the
other hand, hid is antagonized by pro-survival signaling
through EGFR/RAS, by miRNAs and by E2F1/RBF1.
What is still missing from this picture is the mechanistic
understanding of how hid transcription is regulated during
normal embryo and larval development. As the name
implies, head involution defective is required for proper
sculpting of the embryonic head through PCD. During
embryogenesis, hid transcripts are found in a dynamic and
complex pattern that overlaps significantly but not entirely
with regions of cell death [11]. We have yet to fully
understand how transcription of hid is regulated to produce
this pattern during embryogenesis.
Regulation of hid in response to DNA damage
Heterozygotes of a chromosomal deficiency, H99, that
removes rpr, hid and grim are viable and are able to
undergo developmental cell death. H99 heterozygotes,
however, are unable to induce apoptosis efficiently in
response to external stimuli such as IR. Thus, the ability to
induce apoptosis beyond the normal developmental level is
sensitive to the dosage of pro-apoptotic genes [40]. More
specifically, damaged-induced apoptosis appears sensitive
to hid gene dosage. Heterozygotes of strong loss-of-func-
tion alleles of hid are also viable but are unable to induce
apoptosis in response to external stimuli such as IR, sug-
gesting that the level of hid gene products determines
whether a cell lives or dies in response to damage [40]. In
contrast, mutants with reduced rpr can still induce apop-
tosis in response to IR [28]. The importance of skl and grim
in damage-induced apoptosis remains to be addressed. We
discuss here mechanisms that are known to regulate hid
expression or activity after exposure to radiation.
Changes in hid expression after radiation exposure
hid transcript levels increase after exposure to IR or UV,
with the maximal increase ranging from 1.7- to 4-fold [28,
40, 41]. The increase in hid transcripts after IR exposure in
embryos and larvae requires p53 and its presumptive
activator, Chk2 kinase (j in Fig. 1). Despite the require-
ment for p53 in inducing hid, p53 has not been shown to
directly activate transcription from the hid promoter. In
contrast, p53 has been shown to bind consensus sequences
in the rpr promoter and activate transcription after IR
exposure [42].
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The ability of cells to induce rpr and hid transcripts in
response to IR is also subject to epigenetic regulation
during embryogenesis. An IRER (Irradiation-Responsive
Enhancer Region) resides upstream of the rpr gene and
*250 kb away from the hid gene [43]. Deletions that
removed the IRER also abolished the IR-induced induc-
tion of hid and rpr transcripts. Interestingly, grim, which
lies between hid and rpr, is not even induced by IR,
suggesting that higher-order chromosome arrangements
may allow the IRER to regulate hid. The requirement for
IRER in the induction of skl by IR remains to be
investigated.
As embryogenesis progresses beyond stage 12, the
IRER acquires a more ‘closed’ chromatin state. Concom-
itantly, the induction of rpr and hid expression or apoptosis
in response to IR becomes less robust [43]. Histone
deacetylase 3 (HDAC3) and several other chromatin rem-
odelers are required for the onset of changes in chromatin
structure and accompanying reduction in IR-responsive-
ness of hid and rpr transcript levels (k in Fig. 1). This mode
of epigenetic regulation may not be limited to embryos;
mutants in HDAC3, but not HDAC1, show elevated hid
mRNA expression and elevated spontaneous apoptosis in
larval imaginal discs [44].
Expression of rpr and hid may also be linked in other
ways. Overexpression of rpr in wing imaginal discs results
in apoptosis but cells can be prevented from dying by
co-expression of the viral caspase inhibitor, p35. hid tran-
scripts are induced in such ‘undead’ cells but the mecha-
nism remains to be investigated [45].
Drosophila imaginal discs also undergo p53-indepen-
dent apoptosis after exposure to IR [41]. In this case, hid is
induced 18 h after IR exposure in p53 null mutants, as
opposed to 2–4 h after exposure to similar IR doses in wild
type. What mediates hid induction in response to IR in p53
mutants remains to be investigated.
hid transcripts also increase in response to UV exposure,
but the mechanism appears to be different for this radiation
type (c in Fig. 1). Although p53 plays a critical role in
inducing hid mRNA and plays a pro-death role after IR
exposure, it has a pro-repair and thus a protective role after
UV-C exposure [46]. Instead, it is through the actions of
Jun N-terminal Kinase (JNK) signaling and transcription
factors, Foxo and AP-1 (Drosophila Fos), that hid tran-
script levels increase in UV-irradiated pupal retina [20].
JNK mutants fail to increase hid mRNA levels and to
undergo apoptosis in pupal retina after UV irradiation.
Ectopic expression of nuclear Foxo or an active form of
JNK in eye and wing imaginal discs induces hid mRNA.
Induction of hid by active JNK is reduced upon reduction
of foxo gene dosage. The pro-apoptotic action of Foxo is
opposed by RTKs (EGFR and IGFR) acting through Akt
(a in Fig. 1). RTK signaling also provides a pro-survival
function by repressing hid during normal eye development
as discussed in a preceding paragraph.
Regulators of hid under normal conditions are
important for radiation-induced apoptosis
Two factors known to regulate hid under normal growth
conditions also alter the ability of cells to undergo apop-
tosis. First, mutants in Dp show elevated hid transcripts in
the ZNC region of wing imaginal discs as described in a
preceding paragraph. The ZNC of mutants in Dp or its
partner E2F1 undergoes apoptosis more readily after IR
exposure [27]. Second, ban miRNA represses Hid protein
accumulation under normal growth conditions. ban mutant
larvae undergo more IR-induced apoptosis and are more
sensitive to killing by IR. IR sensitivity of ban mutants is
rescued by a reduction in the hid gene dosage, suggesting
that hid is an important target of ban in radiation responses
[47]. These results are consistent with the finding that the
reduction of hid gene dosage by half can reduce IR-induced
apoptosis. In other words, altering the level of hid gene
products under normal growth conditions can alter the
ability to cells to undergo apoptosis in response to DNA
damage.
Transcription factor association at the hid locus
It is important to note that changes in hid transcript level
could result from changes in transcriptional regulation at
the hid promoter, changes in hid mRNA turnover or both.
Many studies described here examined the level of hid
transcripts and did not differentiate between transcriptional
changes and altered mRNA stability. Association of a
protein with the hid locus would be one indication that
regulation occurs through a direct effect on hid transcrip-
tion. We list below known instances of transcription factor
association at the hid locus.
E2F, Foxo and Fos have been shown to bind to the hid
locus. Three E2F consensus sites have been reported, at
-1.4 kb, -165 bp and ?2.2 kb relative to hid transcription
[27, 29]. In ChIP assays, the -1.4 kb site associates with
E2F1 in S2 cells and with E2F1 and, to a lesser extent,
E2F2 in eye-antennal discs. In reporter assays in S2 cells
and in eye and wing imaginal discs, this site appears to
mediate repression of hid transcription. The -165 bp site
also associates with E2F1 in S2 cells in ChIP assays, but to
a lesser extent than does the -1.4 kb site. The ?2.2 kb site
is not found to associate with E2F1 or E2F2 [29]. The
functional significance of -165 bp or ?2.2 kb sites
remains to be investigated.
The first intron of hid contains several Foxo and AP-1
consensus sites that are occupied by the respective
Apoptosis (2009) 14:943–949 947
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transcription factors in ChIP assays of S2 cells [20].
Therefore, regulation of hid by these proteins in UV-irra-
diated retina may be via direct transcriptional regulation.
Conclusions
There are asmanyways to activate Hid as there are to repress
it. Developmental signals, hormonal changes during meta-
morphosis and cell–cell competition can increase hid tran-
scripts. Exposure to genotoxins causes further induction of
hid transcripts via p53 or JNK. Pro-apoptotic activities that
promote hid transcript accumulation are counterbalanced by
pro-survival activities that repress hid not only at the tran-
scriptional level but also at post-transcriptional and post-
translational levels. These include E2F1/RBF1 under normal
growth conditions, epigenetic modification of the enhancer,
RAS/MAPK and PI3 K/Akt pathways in response to RTK
signaling, and miRNAs. The balance between pro-apoptotic
and pro-survival activities operating within a cell could
produce a read-out in terms of Hid activity. The accumula-
tion of Hid activity above a certain level would result in cell
death. Interconnectivity between hid-activating and hid-
inhibiting activities could further provide feedback loops to
control apoptosis. For example, in larval wing discs, IR
exposure results in p53-dependent hid transcript accumula-
tion as well as p53-dependent ban activation [47]. ban
represses hid post-transcriptionally, thus negatively feeding
back on p53-dependent activation and limiting apoptosis in
the disc. It is through understanding mechanisms that regu-
late Hid in the context of each other that we may understand
how cells reach life-or-death decisions.
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In Drosophila, heterozygosity in the pro-apoptotic gene hid signiﬁcantly reduces apoptosis that is induced by
ionizing radiation (IR). Therefore, mechanisms that regulate Hid levels can potentially contribute to life-or-
death decision of an irradiated cell. 3′UTR of hid mRNA contains 5 potential binding sites for bantam
microRNA. Ectopic expression of ban attenuated apoptosis that results from ectopic expression of hid but the
signiﬁcance of this regulation under physiological conditions remained to be investigated. We report here
that ban is needed to limit IR-induced apoptosis in larval imaginal discs. Using tubulin–EGFP ban sensors
with ban consensus sequences in the 3′UTR, we ﬁnd that EGFP decreases following IR, indicating that IR
activates ban. Likewise, a tubulin–EGFP reporter with hid-3′UTR is repressed in irradiated discs and this
repression requires ban consensus sites in the hid 3′UTR. ban mutant larvae show increased sensitivity to
killing by IR, which is suppressed by a mutation in hid. These results can ﬁt into a model in which IR activates
ban and ban represses hid to limit IR-induced apoptosis. miRNAs have been shown previously to be induced
by radiation but this is the ﬁrst report that a miRNA is functionally important for radiation responses.
© 2008 Elsevier Inc. All rights reserved.
Introduction
The role of non-protein coding RNAs in gene expression is well
established (e.g. ribosomal RNAs). More recent work demonstrates the
role of small (~20 nt) microRNAs (miRNA) in gene regulation (Alvarez-
Garcia andMiska, 2005; Bartel, 2004; Tang, 2005). They are thought to
bind and render the target mRNA unstable when the binding site is a
perfect match or to interfere with translation when there is mismatch
within the binding site (Tang, 2005). miRNAs act in diverse processes
including the timing of developmental transitions in C. elegans,
hematopoiesis and carcinogenesis in mammals, and cell cycle
regulation and cell death in Drosophila (Alvarez-Garcia and Miska,
2005; Bartel, 2004; Boehm and Slack, 2005; Brennecke et al., 2003; He
et al., 2005; Johnson et al., 2005).
Drosophila bantamwas identiﬁed in a screen for genes that, when
overexpressed, produced excessive tissue growth (Hipfner et al.,
2002). ban encodes a 21 nt miRNA that is required for proper growth
of larval imaginal discs (Brennecke et al., 2003). Imaginal discs are
organ precursors that are set aside during embryogenesis. During the
three larval stages (also called ‘instars’), imaginal discs enlarge by
mitotic proliferation. During metamorphosis in the pupae, imaginal
discs differentiate into respective adult structures (eye imaginal discs
into eyes and wing imaginal discs into wings, etc.). Under-prolifera-
tion or excessive cell death in imaginal discs can lead to reduction of
adult structures, and can result in reduction of adult viability.
Therefore, survival of imaginal discs, after exposure to genotoxins
such as ionization radiation or (IR), can be scored as the ability of
larvae to develop into viable adults that eclose from the pupal case.
Loss-of-function mutations in ban reduced the growth of larval
imaginal discs. Ectopic induction of ban had the opposite effect,
promoting cell proliferation, inhibiting apoptosis, and causing over-
growth of imaginal discs (Brennecke et al., 2003). Targets of ban in cell
proliferation remain unknown but bioinformatics searches identiﬁed
5 potential ban sites in the 3′UTR of the pro-apoptotic gene hid. A
transgene reporter that consists of tubulin promoter-driven EGFP
coding sequences fused to hid 3′UTR responds to ban; overexpression
of ban reduced the EGFP signal. EGFP was reduced but to a lesser
degree when the two most conserved ban target sites were deleted
(Brennecke et al., 2003). Ectopic ban can also suppress experimentally
induced apoptosis caused by overexpression of hid. Thus hid appears
to be a bona ﬁde target of post-transcriptional regulation by ban. The
signiﬁcance of this regulation under physiological conditions (i.e. not
in ectopic expression studies) has not been addressed.
Apoptosis is a key cellular response to DNA double strand breaks
(DSBs) such as those induced by IR. In metazoa including Drosophila,
homologs of the tumor suppressor p53 become activated in response
to DNAdamage and induce apoptosis (Brodsky et al., 2000, 2004; Jin et
al., 2000; Lee et al., 2003; Lowe et al., 1993; Ollmann et al., 2000;
Peters et al., 2002; Sogame et al., 2003; Takai et al., 2002). Apoptosis
requires the activity of caspases, which are normally rendered inactive
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by being bound to IAPs (inhibitor of apoptosis proteins). p53-mediated
transcription overcomes this inhibition by leading to increased levels
or activity of Smac/DIABLO orthologs (Hid, Rpr, Grim and Skl in Dro-
sophila) (Brodsky et al., 2000, 2004; Kornbluth and White, 2005;
Wichmann et al., 2006). Smac/DIABLO then binds to IAPs and frees up
caspases (Schuler and Green, 2001).
Pro-apoptotic genes such as hid and rpr are essential for ﬂy
development and viability because they are essential for develop-
mental programmed cell death [eg. Grether et al., 1995]. Drosophila
p53, however, is dispensable for development, viability and develop-
mental cell death, indicating that other regulators act on pro-apoptotic
genes in a developmental context. This leads to the question of which
context ban microRNA functions in to regulate hid. In other words,
ban may be an important regulator of hid but whether this regulation
is important for developmental cell death, damage-induced cell death
or both, remains to be determined.
To investigate the role of ban in response to damage caused by IR,
we analyzed cell and organismal death in ban mutants following
irradiation. Here, we present data that suggest a role for ban in cellular
and organismal responses to IR and identify hid as an important
mediator of ban-dependent responses. Expression of microRNAs has
been shown to be induced by radiation in murine and plant cells (Ishii
and Saito, 2006; Zhou et al., 2007), but this is the ﬁrst report of the
functional importance of a microRNA in radiation responses in any
system.
Results
We ﬁrst present three lines of data that support the idea that ban
coordinates cellular and organismal responses to ionizing radiation. These
are (1) banmutants suffer more IR-induced apoptosis, (2) ban is activated
by IR, and (3) ban mutant larvae are more sensitive to killing by IR.
ban mutants suffer more IR-induced apoptosis
Larvae homozygous for null alleles of ban show poor growth of
imaginal discs and die as pupae (Brennecke et al., 2003; Hipfner et al.,
2002). Imaginal discs from one such mutant, banΔ1 that results from a
deletion of the ban locus, stain strongly with Acridine Orange (Fig. 1).
AO stains apoptotic cells speciﬁcally in Drosophila (Abrams et al.,
1993), suggesting that loss of ban leads to spontaneous apoptosis.
Homozygotes of strong hypomorphic alleles, banEP3622 and banL1170 or
hemizygotes of the same over banΔ1 survive to adulthood (Brennecke
et al., 2003; Hipfner et al., 2002). ban mutants of these allelic
combinations show wild type level of apoptosis (Fig. 1A), allowing us
to determine if ban also has a role in apoptosis induced by IR.
Exposure to 400 R or 4000 R of X-rays produces an increase in AO stain
in discs fromwild type larvae (Fig. 1A, and data not shown, quantiﬁed
in B and C). Under identical conditions, imaginal discs in banEP3622
homozygotes, banEP3622 hemizygotes or banEP3622/banL1170 transheter-
ozygotes show signiﬁcantly higher levels of AO staining than wild
Fig. 1. Apoptosis after irradiation in ban mutants. (A) Wing imaginal discs were dissected from larvae 3.5–4 h after irradiation with 0 (− IR) or 400 R (+IR) of X-rays and stained with
Acridine Orange. (B and C) The fractional area of each disc that was stained with AOwas quantiﬁed using NIH Image-J software. The data in panel B are from 12 (WT− IR), 25 (WT+IR),
5 (EP/EP− IR), 15 (EP/EP+IR), 9 (EP/Δ1− IR) and 7 (EP/Δ1+IR) discs in at least three experiments. The data in panel C are from 4 (WT− IR), 6 (WT+IR), 5 (EP/EP− IR), 9 (EP/EP+IR), 6 (EP/
1170− IR) and 11 (EP/Δ1+IR) discs in two experiments. Error bars = SEM. The differences between − IR and +IR samples are statistically signiﬁcant (pb0.05) for all genotypes shown.
WT = Sevelin wild type; EP = banEP3622; Δ1 = banΔ1; 1170 = ban1170. banΔ1 homozygotes, show apoptosis in imaginal discs even in the absence of irradiation; discs from these animals
ﬂatten readily under a cover slip in these live samples, thus appearing larger than others.
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type. We conclude that ban mutants undergo IR-induced apoptosis
more readily thanwild type. These results suggest that ban is required
to limit both spontaneous and IR-induced apoptosis. In subsequent
experiments, we focus on the role of ban in IR-induced apoptosis.
The increase in AO staining after irradiation is higher for banEP3622
homozygotes than for banEP3622/banΔ1 hemizygotes (Fig. 1B). banEP3622
homozygotes are also less viable than banEP3622/banΔ1 hemizygotes,
with and without irradiation (Fig. 3 and below). We do not knowwhy
the phenotypes of banEP3622 homozygotes are more severe than those
of banEP3622/banΔ1 hemizygotes. It is possible that the inserted P-
element affects more than one gene, or that the EP-chromosome
carries a background mutation, which might have been initially
caused by a P-element, but is not associated with this P-element at its
present location. Alternatively, the Δ1 deletion may remove a second
gene that partially alleviates the ban mutant phenotype.
EGFP bantam sensor shows activation of ban by IR
A transgene reporter consisting of tubulin promoter-driven EGFP
with two copies of a perfect ban target sequence in the 3′UTR (called
‘bantam sensor’) can distinguish as little as 2-fold changes in ban gene
dosage (Brennecke et al., 2003). We ﬁnd that exposure to X-rays
results in a decrease in bantam sensor ﬂuorescence in the imaginal
discs and brains of irradiated 3rd instar larvae (Figs. 2A–L, quantiﬁed
for wing discs in M). A decrease in EGFP signal reﬂects an increase in
the activity of its repressor, ban. Little or no change in EGFP was seen
at 5 and 18 h after irradiation. The ﬁrst time at which a signiﬁcant
decrease in EGFP could be observed was at 24 h after irradiation. The
half-life of EGFP is approximately 24 h. Therefore, we infer that the
increase in ban activity occurred soon after irradiation to show a
visible difference at 24 h after irradiation. The difference in EGFP
signal between irradiated and unirradiated larvae was conﬁrmed by
Western blotting of the 24 h samples (Fig. 2N). This time point was
analyzed because it is the earliest after irradiation that we see a
signiﬁcant decrease in EGFP signal (Figs. 2 I, J andM). It is unlikely that
the difference in EGFP expression is due to a general decrease in
macromolecular synthesis after irradiation; we do not see a change in
the level of β-tubulin (Fig. 2N) or EGFP from a control transgene
rendered unresponsive to ban (Fig. 6G).
ban mutants are radiation sensitive
To examine the importance of ban at the organismal level, we
assayed for survival of ban mutant larvae after exposure to 0–8000 R
Fig. 2. bantam sensor expression is reduced in irradiated imaginal discs. Wing imaginal discs (A–D and G–J), leg imaginal discs (E and K) and the CNS (brains and Ventral Nerve Cord; F
and L) from 3rd instar larvae were imaged for EGFP ﬂuorescence at 5, 18 or 24 h after exposure to 0 or 4000 R of X-rays. Each irradiated tissue was imaged, and the images were
processed identically as for unirradiated counterparts to allow direct comparison (e.g. unirradiated wing discs to irradiated wing discs; unirradiated leg discs to irradiated leg discs).
‘20.1’ and ‘20.X’ refer to different insertion lines that carry the tubulin–EGFP sensor (Brennecke et al., 2003). Note that local enrichment of ban sensor expression, for example at the
D/V boundary (Brennecke et al., 2003), is visible in some discs (arrows in panels D and H) but not others because of the focal plane shown. (M) Mean GFP ﬂuorescence from larval
wing imaginal discs 24 h after exposure to 0 R (no IR) or 4000–5000 R of X-rays (IR) were normalized and averaged as explained in Materials and methods. The data are from 15 (no
IR) and 15 (IR) discs in 4 different experiments of both 20.X and 20.1 insertion lines. Because of sample thickness, images from more than one focal plane were considered in
determination of mean intensity. The decrease in GFP signal in irradiated discs is signiﬁcant (p=0.0017). Error bars=1 SEM. (N) The level of EGFP was analyzed byWestern blotting of
extracts from CNS and imaginal discs from larvae 24 h after exposure to 0 R (− IR) or 4000 R (+IR) of X-rays. Duplicate samples are blotted for each condition. Extracts from equivalent
number of larvae were loaded and β-tubulin serves as a loading control.
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of X-rays. These doses are typically used in viability studies because
many larvae eclose into adults but a signiﬁcant fraction of adults die
soon thereafter (Jaklevic and Su, 2004). Therefore, we are causing
signiﬁcant damage and yet are allowing a signiﬁcant fraction of
animals to survive. Thus we hope to understand mechanisms that kill
larvae as well as those that allow survival. Under these conditions, ban
mutants show decreased survival to adulthood after irradiation (Fig.
3). This effect is seen for many allelic combinations of ban (Fig. 3A) and
also for ban heterozygotes (Figs. 3B–D). We conclude that ban is
required to ensure survival at both the cellular and the organismal
levels after exposure to IR.
Collectively, the three lines of evidence described above implicate
ban in cellular and organismal responses to IR. More speciﬁcally,
experiments with ban sensor indicate a change in ban activity shortly
after irradiation.
Changes in ban sensor are dependent on p53
To address the link between IR and ban activity, we examined the
role of p53, which mediates many IR responses. Under normal growth
conditions, there are no obvious deviations from wild type in ban
sensor expression in p53 mutants, which are homozygous viable and
show little or no defects (Fig. 4A). Therefore, it is unlikely that p53 has
a role in regulation of ban activity normally. p53mutants also show an
increase in ban sensor ﬂuorescence with larval development (Fig. S1)
indicating that the sensor can respond to changes in ban levels that
are known to occur during development (Brennecke et al., 2003), in
the absence of p53.
Following irradiation, we found that ban sensor expression no
longer changed in the wing imaginal discs of p53 mutant larvae (Fig.
4B and quantiﬁed in C). The lack of change was conﬁrmed byWestern
blotting for EGFP (Fig. 4D). These data suggest that p53 is required for
the IR-induced decrease in ban sensor expression, which reﬂects an
increase in ban activity.
Since p53 is a transcriptional activator, we addressed the possi-
bility that p53-dependent activation of ban after irradiation occurs via
an increase in ban levels. Northern blots of extracts from larval brains
and imaginal discs show a band at the predicted size for mature ban
miRNA (~20 nt), which is absent in ban mutants (Fig. 5). After irra-
diation, however, there was no detectable change in ban levels in
whole larvae (Fig. 5A, quantiﬁed in B). Similar results were obtained
using extracts of imaginal discs and brains also at 6–24 h after
irradiation, and in both wild type and p53 mutant larvae (Figs. 5B and
D, and data not shown). While we cannot rule out that there may be
regional changes in ban levels within the tissues, we conclude that
bulk ban levels do not change signiﬁcantly after irradiation despite a
change in ban activity.
The data from Northern blots help us rule out an alternate explan-
ation that the difference in ban sensor ﬂuorescence between control
and irradiated discs is due to the effect of radiation on development.
ban levels decline normally with larval development. Therefore, a
radiation-induced developmental arrest could lead to higher ban
levels in irradiated animals compared to unirradiated controls, and
thus produce a difference in EGFP signals documented in Fig. 2. Nor-
thern blots show, however, that ban level is similar between irradiated
and unirradiated animals for up to 24 h. Therefore, development
Fig. 3. Radiation sensitivity of ban mutants and rescue by a mutation in hid. Larvae were irradiated at 96±4 h after egg deposition with doses of X-rays shown. All irradiated larvae
formed pupae. Percent of pupae that eclosed into adults were quantiﬁed 10 days after irradiation. The data are from at least 3 separate experiments for each treatment. The total
number of pupae counted ranged from 106 to 4873 per sample. Homozygous or hemizygous banmutants were distinguished from heterozygous siblings by the lack of the Tubby (TB)
marker on the balancer chromosome. (A) ban mutants show signiﬁcantly decreased eclosion after irradiation (pb0.001), whereas eclosion of wild type (WT) larvae did not change
signiﬁcantly (p=0.307). EP/EP = banEP3622 homozygotes. Δ1/EP = banEP3622/banΔ1 hemizygotes. EP/1170=banEP3622/ban1170 (B) A dose–response curve for IR survival of banΔ1/+
heterozygotes. banΔ1/+ are more IR resistant than banΔ1/TM6, showing half lethality at 8000 R. The higher dose was therefore used in testing rescue of banΔ1/+ by hid heterozygosity
in panel D. (C) banΔ1 heterozygotes (Δ1/TM6) show signiﬁcantly reduced eclosion after irradiation (pb0.001). hid mutation rescued the survival such that hidl(3)05014, banΔ1
heterozygotes (hid,Δ1/+) show comparable eclosion as wild type (+/+). Heterozygotes of hidH109 (hid/+) show that heterozygosity for hid alone has little effect on radiation survival.
Student t-tests were used to generate p-values. Error bar=one standard deviation.
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appears to have progressed normally in irradiated and control larvae,
at least as far as ban expression is concerned. Northern blots shown
have been optimized for comparing irradiated and control samples at
each time point, and not for visualizing the developmental decline in
ban levels.
Cell death is required for optimal changes in ban sensor after irradiation
p53 mutants display reduced and delayed apoptosis compared to
wild type after irradiation (Wichmann et al., 2006). This suggests the
possibility that the requirement for p53 in ban activation reﬂects
simply a requirement for p53 in timely and optimal induction of
apoptosis. In other words, induction of apoptosis may be required to
activate ban; p53 mutants fail to activate ban because they are
defective for induction of apoptosis. To ask if apoptosis is required for
ban activation, we blocked radiation-induced apoptosis using p35, a
viral caspase inhibitor. p35 was expressed in the posterior half of wing
imaginal discs using the hh-GAL4NUAS system so that the anterior
half could serve as a control. As expected, exposure to 4000 R of X-rays
produced robust apoptosis in anterior half of wing discs but not in the
posterior half (Fig. 6D). We ﬁnd that ban sensor levels decreased as
expected in the control anterior half of each irradiated disc where cell
death was robust (Fig. 6C). A similar decrease was not observed in the
posterior half. We conclude that cell death is required for optimal
activation of ban after irradiation. We infer from these results that the
role of p53 in ban activation could be explained by the role of p53 in
proper induction of apoptosis. We cannot, however, rule out other
modes of contribution by p53.
hid is an important ban target in IR responses
Previous experiments identiﬁed hid as a target of ban, though not
under irradiation conditions. Therefore, we examined the possibility
that hid is a target of ban after irradiation as well. A transgene reporter
that consists of tubulin promoter-driven EGFP coding sequences fused
to the hid 3′UTR responds to ban (called ‘hid-UTR sensor’); over-
expression of ban reduced the EGFP signal and this reduction was less
pronounced when the two most conserved ban target sites were
deleted (Brennecke et al., 2003). This is consistent with the known
role of miRNAs in regulation of gene expression: binding of miRNAs to
the 3′UTR of target mRNAs reduces the stability or the translation
efﬁciency of the latter (Tang, 2005). We ﬁnd that EGFP signal from the
hid-UTR sensor was lower in imaginal discs from irradiated larvae,
compared to unirradiated controls (Figs. 7A and B, quantiﬁed as ‘hid’
in E), although this decrease was smaller than the decrease for ban
sensor that contains perfect sequence matches to ban (Fig. 2M). The
decrease in EGFP signal was seen when the hid-UTR sensor contained
all 5 putative ban target sequences but not when the two most
conserved sites had been deleted (Fig. 7, compare D to C, quantiﬁed as
‘hid Δ1,4’ in E). Changes in EGFP ﬂuorescence were conﬁrmed by
Western blotting. The difference in EGFP from the hid-UTR sensor was
visible by 24 h after irradiation with 4000 R (Fig. 7) but not at earlier
times (not shown). The half-life of EGFP (~24 h) likely contributes to
this delay and suggests that changes in regulation of gene expression
via the hid3′UTR occurred soon after irradiation. Moreover, the lack of
change in EGFP from the mutant hid-UTR sensor suggests that this
regulation is mediated by ban binding sites.
Because EGFP sensors are expressed from the tubulin promoter, it
is unlikely that regulation by ban occurs at the level of transcription.
We monitored the level of EGFP mRNA in these experiments and
found no consistent changes in levels after irradiation for up to 24 h
(Fig. S2). These results are consistent with the idea that regulation by
ban via hid 3′UTR occurs post-transcriptionally. However, because we
are analyzing total RNA in whole animals in these and previous
experiments in Fig. 5, we cannot rule out tissue speciﬁc variations in
either the ban miRNA or EGFP mRNA levels.
Reduction of hid gene dosage rescues radiation sensitivity of ban
mutants
If repression of Hid by ban is important for survival of irradiated
larvae, we expect that reduction of hid by mutation would rescue
lethality of irradiated ban mutants. This appears to be the case. ban,
hid double heterozygotes survived irradiation better than did ban
heterozygotes and this difference was statistically signiﬁcant at
4000 R for balanced heterozygotes (p=0.003; Fig. 3C) and at 8000 R
for heterozygotes over the wild type chromosome (p=0.014; Fig. 3D).
In fact, hid heterozygosity restored the survival of ban hid/TM6 or ban
hid/+ heterozygotes to that of TM6 balancer heterozygotes or wild
type respectively. H99 deﬁciency that deletes the hid gene or the
hidH109 allele in heterozygous state served as controls.
Discussion
The pro-apoptotic gene hid is haplo-insufﬁcient for IR-induced
apoptosis; reduction of hid gene dosage by half reduced IR-induced
apoptosis to control levels (Brodsky et al., 2004). This effect is spe-
ciﬁc to IR-induced apoptosis because reduction of hid gene dosage
by half still allows developmental cell death that is essential for
organism survival; ﬂies heterozygous for the chromosomal deﬁ-
ciency H99 that deletes hid, rpr and grim survive to adulthood. Thus
mechanisms that change hid levels by as little as 2-fold can po-
tentially affect the life-or-death decisions of a cell with DNA double
strand breaks. Our results suggest that ban may provide one such
activity.
Fig. 4. ban sensor expression remains unchanged after irradiation in p53 mutants.
(A, B) Wing imaginal discs from control (A) and irradiated larvae (B) are imaged for
EGFP ﬂuorescence 24 h after irradiation with 4000 R of X-rays. Larvae were homo-
zygous for p535A-1-4 and the 20.X ban sensor. (C) Mean GFP ﬂuorescence intensity for
wing imaginal discs analyzed as described in Fig. 2M, at 24 h after irradiation with
doses shown. The decrease in GFP signal in irradiated discs is signiﬁcant for the
controls (20.X) (p=0.00004) but not for p53 mutants (20.X; p53) (p=0.14). The data
are from 14 (20.X, no IR) and 10 (20.X, IR), 14 (20.X; p53, no IR) and 12 (20.X; p53, IR)
discs in 2 different experiments. Error bars=1 SEM. 20.X = homozygous ban sensor.
20.X; p53 = the same in homozygous p535A-1-4 background. (D) The level of EGFP in
the above experiment was analyzed by Western blotting of extracts from larval CNS
and imaginal discs from homozygous p535A-1-4 larvae that carry the 20.X ban sensor.
No change in GFP was detected. Duplicate samples were blotted for each condition.
Extracts from equivalent number of larvae were loaded and β-tubulin serves as a
loading control.
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Three lines of data implicate ban in responses to IR: exposure to X-
rays results in increased ban activity in larval imaginal discs, ban
confers survival to irradiated cells (i.e. helps limit apoptosis) and ban
confers survival to irradiated larvae.
Previous work has shown that hid is a downstream target of p53. In
Drosophila embryos, IR results in an increase in hid mRNA and this
increase is not seen in p53 mutants (Brodsky et al., 2004). In larvae, IR
also results in an increase in hid mRNA and this increase is delayed by
12 h in p53mutants (Wichmann et al., 2006). How p53 targets hid is not
known and, unlike in the case of rpr, there is no evidence that hid is a
direct transcriptional target of p53.We ﬁnd that although ban activation
is dependent on p53, this is likely an indirect effect because ban levels
remain unchanged. We also ﬁnd that apoptosis is required for activation
of ban, which can explain the dependence on p53. These results may ﬁt
into a model inwhich exposure to IR results in transcriptional induction
of hid, and apoptosis. Apoptosis activates ban by an unknown mecha-
nism. ban represses hid post-transcriptionally and limits apoptosis,
allowing for survival of cells and of organisms. The balance between ban
and hid appears to contribute to the life–death decision; reducing ban
gene dosage by half results in increased killing by IR, but the increase in
larval lethality can be rescued by a concurrent reduction in hid gene
dosage by half. In our radiation experiments, we induce death in
individual cells scattered throughout the imaginal disc, but see changes
in ban sensor throughout the disc. By blocking apoptosis with p35, we
found that apoptosis is required for activation of ban after irradiation.
These observations are consistent with the idea that apoptotic cells
activate ban, presumably in the neighbors. There is precedent for such
an idea; dying cells in larval imaginal discs have been shown to signal
their neighbors to enter S phase (Ryoo et al., 2004) or to proliferate
(Wells et al., 2006). If non-cell autonomous induction is activating ban in
our experiments, it apparently does not operate across the compartment
boundary because dead cells in the anterior compartment could not
activate ban in the posterior compartment (Fig. 6).
Fig. 5. ban miRNA levels do not change after irradiation. Total RNA extracted from whole wild type (A) or homozygous p53 mutant (B) larvae was Northern blotted for mature ban.
ban signal was detected in extracts from banΔ1 heterozygotes (Δ1/+) but not homozygotes (Δ1), indicating the speciﬁcity of the probe. Where indicated, larvae had been exposed to
0 (−) or 4000 R (+) of X-rays and allowed to rest for indicated times before RNA extraction. 5S RNA serves as a loading control. (C and D) Quantiﬁcation of Northern blots in panels A
and B respectively shows no signiﬁcant change in banmiRNA levels after irradiation. For each time point, the signals were normalized to that of no IR controls. Error bars = SEM. The
data are from 3–6 independent samples per time point per condition.
Fig. 6. Blocking cell death reduced changes in ban sensor after irradiation. Wing
imaginal discs from control (A, B) and irradiated larvae (C, D) are imaged for EGFP
ﬂuorescence from the ban sensor (A, C) or Acridine Orange staining (B, D) 24 h after
irradiation with 0 or 4000 R of X-rays. Larvae were products of a cross between 20.X;
hh-GAL4 and 20.X; UAS-p35 homozygous ﬂies. Hh-GAL4NUAS-p35 inhibits IR-induced
cell death in the posterior compartment (D). The IR-induced decrease in ban sensor
expression was seen in the anterior compartment (a) but not in the posterior com-
partment (p). Similar differences in the sensor expression from (a) and (p) com-
partments were observed in 13 of 13 discs in 2 different experiments. Note that EGFP
and AO images show slight differences in morphology and orientation. This is because
the discs were ﬁrst imaged for EGFP, recovered frommicroscope slides, stainedwith AO,
and remounted on slides before being imaged for AO.
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After ﬁnding that apoptosis was necessary to activate ban, we
made attempts to determine if apoptosis is sufﬁcient to activate ban.
We induced apoptosis in a subset of imaginal disc cells by ectopic
expression of hid, rpr or Diphtheria Toxin using several different
GAL4–UAS systems. We saw no change in ban sensor levels in these
experiments (not shown), but cell death induced by these protocols
was less robust than cell death induced by our radiation protocols,
making the results inconclusive. We were able to induce robust cell
death by heat-shock induction of Hid, but this treatment resulted in
larval death within 10 h, precluding analysis of ban sensor 24 h after
induction of cell death.
The ﬁnding that ban activity increased after irradiation while ban
levels remained unchanged was a surprise. The current view is that
changes in miRNA activity results directly from changes in miRNA
levels. Our observations provide the ﬁrst indication that regulation of
miRNA activity may be more complex and can occur without a change
in miRNA levels. Further work is required to determine if such regu-
lation occurs for other miRNAs and in other systems and what mole-
cular mechanisms are responsible. We are currently performing a
genetic screen for modiﬁers of IR sensitivity in ban mutants. Such a
screenmay yield upstream regulators that activate ban after irradiation.
Published data link p53 to ban through the Hippo tumor sup-
pressor pathway. First, under normal (non-irradiation) conditions,
ban transcription is activated by Yorkie, a transcriptional co-activator
that is negatively regulated by Hpo (Nolo et al., 2006; Thompson and
Cohen, 2006). After irradiation, Hpo is activated by p53 (Colombani et
al., 2006). If these regulatory relationships were conserved regardless
of conditions (irradiated versus normal), a combination of results from
these studies would lead one to expect p53 to repress ban expression,
both during normal growth and following irradiation. Instead, we ﬁnd
Fig. 7. hid-3′UTR sensor expression is reduced in irradiated imaginal discs. Wing imaginal discs from control (A, C) and irradiated larvae (B, D) are imaged for EGFP ﬂuorescence 24 h
after irradiation with 4000 R of X-rays. Larvae carry the hid-3′UTR sensor (A, B; ‘hid’) or the hid-3′UTR sensor lacking the two best matching ban target sites (C, D; ‘hid Δ1,4’) in
homozygous state. (E) Mean GFP ﬂuorescence intensity for wing imaginal discs analyzed as described in Fig. 2M, at 24 h after irradiationwith doses shown. The decrease in GFP signal
in irradiated discs is signiﬁcant for the hid-3′UTR sensor (hid) (p=0.0017) but not for the hid-3′UTR sensor lacking two best matching ban target sites (hid Δ1,4) (p=0.82). The data are
from 7 (hid, no IR) and 10 (hid, IR), 9 (hid Δ1,4, no IR) and 7 (hid Δ1,4, IR) discs in 3 different experiments. Error bars=1 SEM. (F and G) The level of EGFP in the above experiment was
analyzed byWestern blotting of extracts from larval CNS and imaginal discs. A decrease in GFP was detected for the hid-3′UTR sensor (hid, F) but not for the hid-3′UTR sensor lacking
two best matching ban target sites (hid Δ1,4 in panel G). Duplicate samples were blotted for each condition. The expression of GFP from ‘hid Δ1,4’ is low; the short exposure of the gel
is shown for comparisons of the β-tubulin signal and the long exposure is shown for comparison of the GFP signal. Extracts from equivalent number of larvae were loaded and β-
tubulin serves as a loading control.banEP3622/ban1170(H and I) The level of EGFP mRNA in these experiments was monitored by Northern blotting of total RNA from whole larvae. 5S
ribosomal RNA served as loading control.
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little change in ban levels after irradiation. In other words, p53-
dependent activation of Hippo after irradiation appears to have little
effect on ban levels. These considerations lead us to conclude that
regulatory circuits operate differently between normal growth con-
ditions and following irradiation.
Of all the possible cellular responses to DNA DSBs, how one res-
ponse is chosen over another, cell cycle arrest and DNA repair vs.
apoptosis, for example, remains unclear. Mammalian p53 is activated
by IR and induces geneproducts needed for DNA repair, cell cycle arrest
and apoptosis. Activation of p53 alone, therefore, cannot account for
the choice of cellular responses. Rather, it is the additional layer of
regulation provided by regulators that differentially modulate various
p53 targets that directs an irradiated cell into living or dying. Droso-
phila p53 contributes to apoptosis and to DNA repair (Brodsky et al.,
2004). Therefore, as in the case of mammalian p53, additional inputs
may be important in channeling an irradiated cell into one fate but not
the other. Molecules such as ban can impose an additional level of
regulation beyond by antagonizing a target of p53, Hid, thereby
profoundly inﬂuencing whether a cell or an organism lives or die.
Finally, we note that ban is also required to prevent spontaneous
apoptosis in the absence of irradiation (Fig. 1). It remains to be deter-
mined if hid or another pro-apoptotic gene is an important target for ban
in this process, but it is possible that excess cell death, in addition to
reduced proliferation as previously reported, contribute to the previously
reported pupal lethality of ban null mutants (Brennecke et al., 2003).
Materials and methods
Fly stocks
All ﬂy stocks used here have been described: p535A-1-4 allele is a null generated by
site directed partial deletion of the gene (Rong et al., 2002); banL1170 and banEP3622 were
caused by P-element insertion and banΔ1 allele was caused by an imprecise excision of
the P-element (Brennecke et al., 2003; Hipfner et al., 2002). Fly stocks with EGFP ban
sensors have been described (Brennecke et al., 2003). 20.1 is an insertion on III and 20.X
is an insertion on II; both are homozygous viable. hidl(3)05014 contains a P-element
insertion between amino acids 105 and 106 (Grether et al., 1995). hidH109 is a loss-of-
function allele induced by γ-rays (Abbott and Lengyel, 1991). Hedgehog (hh)-
GAL4NUAS-p35 expression system has been described before (Wells et al., 2006).
Irradiation and Acridine Orange staining
Larvae were irradiated 96±4 h after egg deposition (except for Fig. 4C where larvae
were 94–110 h old) in a TORREX X-ray generator set at 5 mA and 115 kV and dissected
in PBS. The discs were stained in 100 μM AO in PBS for 5 min, washed twice in PBS,
mounted in PBS and imaged using a Leica DMR microscope and Slidebook software
(Intelligent Imaging). Exposure time and all subsequent treatments of images are
identical between control and experimental samples.
GFP imaging
The discs and CNS were mounted in PBS and imaged using a Leica DMRmicroscope
and Slidebook software (Intelligent Imaging). Exposure time and all subsequent
treatments of images are identical between control and experimental samples. For
ﬂuorescence quantiﬁcation, mean ﬂuorescence intensity (total pixel volume above
background/total disc area) was read for each wing disc using Slidebook. This value for
each disc was normalized by dividing by the maximal intensity value from among un-
irradiated discs for a particular experiment. After normalization, average and standard
error ofmean (SEM)were calculated for the entire irradiated or unirradiated population.
Western blots
CNS, imaginal discs and salivary glands were dissected and homogenized in PBS
and boiled in SDS sample buffer. The samples were separated on 10% SDS PAGE and
blotted on PVDF membranes. The membranes were probed with 1:1000–2000 rabbit
anti-EGFP antibody (Molecular Probes) and 1:300–1000 anti-β-tubulin antibody (E7;
Developmental Hybridoma Bank), followed by HRP-conjugated secondary antibodies
and ECL detection.
Northern blots
Larvae were irradiated as described above at 96±4 h egg deposition. At 1.5 3, 6, 12,
18 or 24 h after irradiation, whole larvae or imaginal discs and CNS were dissected in
PBS and homogenized in cold (4 °C) PBS. Total RNA was isolated using an Invitrogen
TRIzol kit and separated on TBE–Urea gels (for ban) or 1.2% agarose/3% formaldehyde/
MOPS gels (for EGFP) according to the manufacturer's instructions (Ambion). The
samples were blotted onto Hybond N (Amersham) via capillary transfer and crosslinked
in a Stratalinker (Stratagene). The blots were probed with a 32P end-labeled anti-ban
oligonucleotides (ACAAAATCAGCTTTCAAAATGATCTCACTTGT) or anti-EGFP probes
generated either by using α-32P-CTP and Roche Random Primed DNA labeling kit or
by in vitro transcription from a linear template using SP6 polymerase (Invitrogen) and
α-32P-UTP. Unlabeled ban DNA oligonucleotide was also loaded as a positive control
(not shown). The blots were re-probed with a 32P end-labeled anti-5S ribosomal RNA
oligonucleotide (GCGGTCCCCCATCTAAGTACTAACC) to control for equal loading. 32P
signals were quantiﬁed using a phosphoimager (Molecular Dynamics).
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SUMMARY 
We report a phenomenon wherein induction of cell death by a variety of means in wing 
imaginal discs of Drosophila larvae results in the activation of an anti-apoptotic 
microRNA, bantam, in nearby cells. Cells in the vicinity of dying cells also become 
harder to kill by ionizing radiation (IR)-induced apoptosis. Both ban activation and 
increased protection from IR require receptor tyrosine kinase Tie, which we identified in 
a genetic screen for modifiers of ban. tie mutants are hypersensitive to radiation, and 
radiation sensitivity of tie mutants is rescued by increased ban gene dosage. We 
propose that dying cells activate ban in nearby cells through Tie to make the latter cells 
harder to kill, thereby preserving tissues and ensuring organismal survival. The 
protective effect we report differs from classical radiation bystander effect in which 
neighbors of irradiated cells become more prone to death. The protective effect also 
differs from the induction of compensatory proliferation by ‘undead’ or dying cells 
described before in Drosophila larval discs; the phenomenon we report extends about 
15 cells away, is sensitive to caspase inhibitor p35, and does not cross the anterior-
posterior compartment boundary. If conserved in mammals, a phenomenon in which 
dying cells make the rest harder to kill by IR could have implications for treatments that 
involve the sequential use of cytotoxic agents and radiation therapy. 
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HIGHLIGHTS 
• Cell death in Drosophila wing discs leads to cell non-autonomous activation of 
miRNA bantam 
• Cells in the vicinity of dying cells become protected from killing by ionizing 
radiation 
• Receptor tyrosine kinase Tie is required for ban activation and protection from IR 
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INTRODUCTION 
In metazoa where cells exist in the context of other cells, the behavior of one affects the 
others. The consequences of such interactions include not just cell fate choices but also 
life and death decisions. In wing imaginal discs of Drosophila melanogaster larvae, 
dying cells release mitogenic signals (Ryoo, Gorenc et al. 2004; Grusche, Degoutin et 
al. 2011; Sun and Irvine 2011). Signaling from dying cells operate through activation of 
Wingless (Drosophila Wnt) and JNK, and through repression of the tumor suppressor 
Salvador/Warts/Hippo pathway. A crosstalk between JNK and Hpo has also been 
reported (Sun and Irvine 2011). The consequences on the neighbors include increased 
number of cells in S phase and activation of targets of Yki, a transcription factor that is 
normally repressed by Hpo signaling (Grusche, Degoutin et al. 2011). Targets of Yki 
such as Expanded and anti-apoptotic protein DIAP1 are induced in the neighborhood of 
dying cells. As a result of mitogenic signals from dying cells, neighbors proliferate, 
compensate for cell loss, and help regenerate the disc. 
 
A target of Yki is bantam microRNA (Thompson and Cohen 2006), but ban was not 
examined in above-described studies. ban was first uncovered in a genetic screen for 
promoters of tissue growth when overexpressed in Drosophila (Hipfner, Weigmann et 
al. 2002). Cloning of ban led to the understanding of its role in both preventing 
apoptosis and promoting growth through increased proliferation (Brennecke, Hipfner et 
al. 2003). A key target of ban in apoptosis is hid, a Drosophila ortholog of mammalian 
SMAC/Diablo proteins. These proteins antagonize DIAP1 to liberate active caspases 
and allow apoptosis to proceed. Hid is pro-apoptotic; repression of Hid by ban via 
binding sites in hid 3’UTR curbs apoptosis (Brennecke, Hipfner et al. 2003).  
 
Since the initial characterization of ban, the role of this miRNA has expanded to include 
coordinating differentiation and proliferation in neural and glial lineages, cell fate 
decisions in germ line stem cells, and in circadian rhythm (Shcherbata, Ward et al. 
2007; Kadener, Menet et al. 2009; Parrish, Xu et al. 2009; Yang, Xu et al. 2009). In 
these and other contexts, ban is regulated by a number of transcriptional factors and 
signaling pathways that include, Hpo/Yki, Wingless, Myc, Mad, Notch and Homothorax 
(Brennecke, Hipfner et al. 2003; Herranz, Perez et al. 2008; Peng, Slattery et al. 2009; 
Becam, Rafel et al. 2011; Oh and Irvine 2011). The regulatory region of ban gene is 
likely to be complex and substantial; p-element insertions more than 10 kilo bases away 
from ban sequences produce ban phenotypes (Hipfner, Weigmann et al. 2002). 
 
The finding in Drosophila that dying cells promote compensatory proliferation presaged 
by several years the identification of a similar but mechanistically different phenomenon 
in mammals.  A response called ‘Phoenix Rising’ occurs in mice after cell killing by 
ionizing radiation. Here, the activity of Caspase 3 and 7 is required in dying cells and 
mediates the activation of phospholipase A2 and the subsequent production and release 
of prostaglandin E2, a stimulator of cell proliferation (Li, Huang et al. 2010). These 
signals act non-autonomously to stimulate compensatory proliferation and tissue 
regeneration. In a follow-up study in mice, Caspase 3 was found to be necessary for 
tumor regeneration after radiation treatment (Huang, Li et al. 2011).  
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Not all consequences on neighboring cells are protective or mitogenic. In the classical 
‘radiation bystander effect’, the effect of irradiated cells on the neighbors is destructive, 
making the latter more prone to death by cytotoxic agents. Bystander effect has been 
described in mammalian cell culture and in mice (Mothersill and Seymour 2006; 
Mothersill and Seymour 2006; Singh, Saroya et al. 2011). There is evidence that the 
signal is soluble; media from irradiated cells can induce bystander effect on naïve cells. 
Inhibitors of bystander effect include antioxidants L-deprenyl and lactate (Mothersill, 
Stamato et al. 2000), suggesting that oxidative stress and energy metabolism may be 
involved in radiation bystander effect. 
 
We have shown previously that ban activity increases after exposure to ionizing 
radiation (IR) in wing imaginal discs of Drosophila larvae (Jaklevic, Uyetake et al. 2008). 
We also reported that IR-induced increase in ban activity requires caspase activity: 
expression of a viral caspase inhibitor, p35, or mutations in p53 that reduce and delay 
the onset of caspase activation attenuated ban activation. We noted that while IR-
induced cell death was scattered throughout the disc, ban activation was homogeneous. 
This suggested both cell autonomous and non-autonomous activation of ban. The 
current study came out of our efforts to understand how ban is activated in response to 
IR. We identified Drosophila tie, which encodes a receptor tyrosine kinase of 
VGFR/PDGFR family, as an important regulator of IR-induced changes in ban. Previous 
knowledge of Tie function in Drosophila has been limited to long range signaling for 
border cell migration during oogenesis (Wang, Bo et al. 2006). We report here is that 
Tie is needed to activate ban in response to cell death. One consequence of ban 
activation, we find, is that remaining cells are now harder to kill by IR.    
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RESULTS 
bantam is activated in response to cell killing by IR and by genetic manipulations 
To detect ban activity, we used a published GFP transgene, which is expressed 
from the tubulin promoter and includes 2 perfect ban target sequences in its 3’UTR, 
allowing for repression by ban (Brennecke, Hipfner et al. 2003). We first reproduced our 
published data that ban activity increases in wing discs after exposure to IR, to serve as 
reference (Fig. 1A-D). Next, we investigated whether GFP ban sensor was responsive 
to cell killing by another method that does not involve radiation or DNA damage. FLP-
recombinase mediated ‘flip-out’ method was used to express GAL4 in random, 
scattered cells in 3rd instar larval wing discs. GAL4 then drives the expression of pro-
apoptotic genes, hid and reaper, to result in cell kill. We saw little cell death up to 12 hr 
after heat-shock induction of FLP, but saw robust cell death at 15-24 hr after heat-shock 
(Fig. 1F, and data not shown). In irradiated discs, the drop in GFP from the sensor was 
most prominent at ~20 hr after robust cell death (Jaklevic, Uyetake et al. 2008); this is 
expected because GFP has a half-life of 26hr (Corish and Tyler-Smith 1999). Therefore, 
we monitored the sensor 20 hr after robust cell death, that is, about 40 hr after heat-
shock. We find that GFP signal is significantly reduced in discs from experimental larvae 
but not control larvae that lack transgenes for hid,rpr expression (Figure 1G&H, 
quantified in J).  
 
A screen for modifiers of ban identifies tie   
To better understand the role of ban in radiation responses, we performed a 
forward genetic screen for modifiers of a ban phenotype.  ban mutant larvae are hyper-
sensitive to radiation but this sensitivity can be rescued by reducing the gene dosage of 
hid, a known target of ban (Jaklevic, Uyetake et al. 2008). Using a similar experimental 
protocol, we sought to identify additional dominant modifiers of radiation sensitivity of 
ban mutant larvae. We used 4000R of X-rays because this dose results in an 
intermediate level of lethality in ban mutants such that both suppressors and enhancers 
may be uncovered.   
Chromosomal deficiencies (Df) used in the screen, on their own, could show 
radiation sensitivity. As such, a double mutant of ban and a Df may show increased 
radiation sensitivity relative to ban mutants alone simply due to an additive effect. 
Therefore, we designed a scheme to identify deficiencies that modified the radiation 
sensitivity of ban mutants beyond a simple additive effect of two mutations 
(Supplemental Figure 1).  Briefly, we measured the % survival of ban mutants and each 
Df, and used these to compute the expected survival for an additive interaction. We 
then screened for ban/Df combinations that produced observed survival that was 
significantly different from the expected, by X2 analysis, and selected only deficiencies 
that showed consistent and statistically significant effects on both ban1170 and banEP3622 
alleles. Of 78 Df that cover 85% of chromosome 3L and part of 3R, three were identified 
as significant modifiers. Df(3L)9028 and Df(3L)6115 enhanced and Df(3L)Exel6086 
suppressed radiation sensitivity of ban mutants. We focused our efforts on Df(3L)9028 
because it deletes a single gene, tie (Supplemental Figure 1B). tie encodes a 
Drosophila homolog of mammalian Tie (Tyrosine kinase with Ig and epidermal growth 
factor homology domain) (Dormer and Beck 2005). We confirmed the molecular lesion 
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in this stock by PCR of genomic DNA (data not shown). Df(3L)9028 is homozygous 
viable.         
 
tie interacts with ban to promote radiation survival.  
The data on from the screen suggested that tie mutants are radiation sensitive. 
We confirmed this using three additional alleles. tiee03394 and tiee02680 are p-element 
insertions into the second intron and tieCO98  is a p-element insertion into the predicted 
3’UTR (Supplemental Figure 1B). Larvae homozygous of all four alleles show significant 
and reproducible sensitivity to X-rays (Figure 2A).  Importantly, all three alleles show the 
interaction seen with Df(3L)9028; each allele, in heterozygous state, reduced the 
radiation survival of ban1170 heterozygous larvae to levels below what is expected for an 
additive effect between two mutants (Data shown for two alleles and the Df in Figure 
2B).    
If tie regulates ban to promote survival after irradiation, increasing ban gene 
dosage may rescue radiation survival in tie mutants.  To address this possibility, we 
used a published transgene “UAS-A” that contains 6.7 kb of genomic DNA surrounding 
ban including the endogenous promoter and the primary transcription unit (Brennecke, 
Hipfner et al. 2003).  Although UAS-A includes binding sequences for GAL4, it rescues 
the lethality and growth defects in ban null mutants without GAL4.  We find that UAS-A 
rescued the survival in irradiated tie heterozygous larvae (Figure 2C). UAS-A did not 
change the survival of irradiated w1118 controls larvae significantly in the same 
experiment (p = 0.6).   
 
tie is needed for IR-induced changes in ban.   
The data described so far are consistent with tie acting upstream of ban as well 
as with two genes acting in parallel pathways to confer survival after irradiation. To 
distinguish between these two possibilities, we investigated whether tie is needed for 
IR-induced changes in ban. 
We find that while GFP ban sensor signal decreased after irradiation in control 
larvae, reflecting activation of ban (‘wt’ in Figure 3 C, F and I), this decrease was 
attenuated in tie mutants (Figure 3 A-I). All three allelic combination of tie examined 
show this defect, but homozygotes of Df(3L)9028 showed the last amount of change in 
GFP between –IR and +IR discs (Figure 3C). To further examine tie’s role in regulating 
ban, we measured mature ban miRNA levels using quantitative RT-PCR. We saw a 
significant increase in ban levels 2 hr after irradiation in three independent experiments 
(Figure 3J). These results are consistent with our previous findings that GFP ban sensor 
shows changes >20 hr after irradiation, which, given the half-life of GFP (>26hr), would 
result from changes in ban shortly after irradiation. Importantly, IR-induced up-regulation 
of ban was not seen in tie mutants. We conclude that tie is needed for IR-induced 
increase in ban and for IR-induced ban activation.  
Because caspase activity/apoptosis is needed for ban activation following 
irradiation (Jaklevic, Uyetake et al. 2008), a simple explanation could be that tie mutants 
fail to activate ban because tie is needed for apoptosis. Background level of caspase 
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activity was similar between tie mutants and w1118 controls in the absence of irradiation 
(data not shown).  After irradiation, wing discs from tie mutants show robust levels of 
activated caspase (Figure 4). Quantification of caspase signal at different times after 
irradiation shows that there is a small but reproducible and statistically significant 
increase in the level of activated caspase in tie mutants over w1118 controls at all time 
points examined. These data help us rule out the possibility that tie activates ban 
indirectly via promotion of apoptosis. 
 
Dying cells activate ban in nearby cells, which become harder to kill with IR 
 In wing discs where cell death has been induced by radiation or clonal induction 
of hid and rpr, cell death is scattered but change in GFP ban sensor is homogeneous 
[Figure 1 and (Jaklevic, Uyetake et al. 2008)]. Therefore, at least some instances of ban 
activation occur in non-apoptotic cells. To more directly address non-autonomous 
activation of ban, we killed cells in a defined domain in the wing disc. Depletion of the 
essential transcription factor dE2F1 results in cell-autonomous apoptosis (Neufeld, de la 
Cruz et al. 1998). Expression of a dsRNA against de2f1 under the control of patched-
GAL4 (‘ptc-Gal4,UAS-dE2f1RNAi line #3’ or ‘PE3’) results in cell death within a stripe of 
anterior compartment cells along the Anterior/Posterior (A/P) compartment boundary 
(Morris, Ji et al. 2008). PE3-driven cell death is more robust in the wing pouch region 
and after larvae have been shifted to 29°, the native temperature for GAL4, for at least 
24 hr (Supplemental Figure 2). We monitored GFP after an additional 20 hr to allow for 
the half-life of GFP, that is, at 44 hr after temperature shift.  
In wing discs from control larvae without PE3, pouch cells in the Anterior and the 
Posterior (A/P) compartments show similar GFP signals (Figure 5A, quantified in E). A 
stripe of cells at the dorsal/ventral (D/V) boundary show high sensor signal (low ban 
activity; between the pair of horizontal dotted lines in Figure 5A). This has been noted 
before and represents repression of ban by wingless along the D/V boundary 
(Brennecke, Hipfner et al. 2003). 
In wing discs from PE3 larvae, bright specks of GFP are seen in the ptc domain 
as cells undergo apoptosis (* in Figure 5B).  The stripe of strong sensor signal along the 
D/V boundary also remains (between horizontal doted lines). Cells anterior to the ptc 
domain, however, show lower GFP signal than cells posterior cells to the ptc domain 
(black arrowheads vs. white arrowheads; quantified in Figure 5E). The reduction is 
about 20%, but is significant, reproducible and bears physiological consequences as 
described below.   
ban is anti-apoptotic (Brennecke, Hipfner et al. 2003). If ban was activated in 
cells anterior to dead/dying cells, we expect the former to be protected from apoptotic-
inducing stimuli. To test this possibility, we irradiated control and PE3 larvae and 
monitored cell death using an antibody against active cleaved Caspase 3 or by TUNEL 
to detect apoptotic DNA degradation. 
In control discs that lack the PE3 transgene, there is robust cell death in both A 
and P compartments of the wing pouch as expected (Figure 5C). The level of cell death 
in the two compartments is similar in a reproducible manner, producing a ratio of about 
1 (Figure 5F, ‘yw’).  Along the D/V boundary, low ban activity correlates with high 
caspase activity in the wg domain, also as expected. Similar results were obtained with 
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TUNEL staining as described later. 
In PE3 discs, there is caspase activation in the ptc domain as expected (Figure 
5D, between solid and dotted vertical lines in the pouch). ptc domain is also visible in 
the DNA image as a ‘depression’ because dead cells are extruded from the cell layer 
(Figure 5D’; Supplemental Figure 2D). As in control discs, the correlation between low 
ban activity and high caspase stain also remains along the D/V boundary. Outside this 
domain, cells in the P compartment show robust caspase activity like their counterpart 
in control discs (compare P compartments in Figure 5C and D). In contrast, cells in the 
A compartment of PE3 pouches show reduced caspase stain compared to posterior 
cells in the same disc. This pattern is reproducible (quantified in Figure 5D), and is seen 
also by TUNEL assay as described later.  
We conclude that ban is activated in cells anterior to the dead/dying cells of the 
ptc domain and that this effect accompanies protection from IR-induced cell death. This 
effect does not appear to cross the A/P compartment boundary, which agrees with our 
published data that cells killed by IR in the A compartment cannot activate ban in the P 
compartment (Jaklevic, Uyetake et al. 2008).  
 
Quantification of mitotic indices helps rule out some explanations 
 Sensitivity to apoptotic stimuli can depend on the rate of cell proliferation. We find 
that mitotic indices are similar in anterior and posterior pouch regions of both control 
and PE3 discs (Supplemental Figure S3), helping rule out an indirect effect via altered 
proliferation rates. This finding also helps us rule out effects due to possible endurance 
of anti-de2f1 dsRNA in anterior cells. This possibility arises because ptc is initially 
expressed throughout the anterior compartment and narrows to a 3-5 cells wide stripe 
by late 3rd instar [e.g. (Hamaratoglu, de Lachapelle et al. 2011)]. Because we are 
looking at effects of PE3 24-44 hr after temperature shift to 29°C, it remains possible 
that ‘protected’ cells were expressing PE3 for at least part of the time, and therefore 
behave differently from posterior cells. We do not favor this possibility for two reasons. 
First, expression of PE3 should make cells more, not less, prone to death. Second, PE3 
was induced by shifting larvae to 29°C at 72 hr after egg-laying. At this time, ptc domain 
has already narrowed [Figure S2 in (Hamaratoglu, de Lachapelle et al. 2011)]. We also 
ruled out the simple explanation that PE3 expression interferes with developmental 
signaling; we see no change in Dpp-lac Z reporter expression in control and PE3 discs 
(Supplemental Figure S4). 
 
Tie and ban are needed for the protective effect of dead cells 
If the protection in PE3 discs is dependent on ban activity, lowering ban levels 
may interfere with this effect. Homozygous ban null mutants show developmental delay 
and poor survival to 3rd instar stage, but we could recover 3rd instar larvae using two 
hypomorphic alleles of ban in combination. In wing discs from ban1170/banEP3362 mutants 
that also carry the PE3 transgene, irradiation led to caspase activity in the A 
compartment that is significantly higher than in similarly-treated PE3 discs (compare A 
compartments in Figure 6 B’ and A’, quantified in D). We conclude that reduction of ban 
attenuated the protective effect of PE3. Similarly, reduction of tie gene dosage by one 
copy was sufficient to attenuate the protective effect of PE3 (compare A compartments 
in Figure 6 C’ and A’, quantified in D). Haplo-insufficiency of tie is consistent with the 
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fact that tie was isolated as a dominant modifier of ban.  
 
Blocking caspase activity with p35 uncovers two modes of protection 
We reported previously that prevention of cell death by p35 after irradiation also 
blocked the activation of ban (Jaklevic, Uyetake et al. 2008). p35 inhibits not the 
cleavage but the activity of cleaved caspases. Co-expression of p35 in PE3 discs 
resulted in caspase cleavage (as detected by antibody staining in Figure 7A’, between 
white arrowheads) but not cell death (lack of TUNEL staining in Figure 7C’), thus 
generating ‘undead’ cells. The domain of undead cells is about 5 cells wide, as 
expected for the ptc domain [(Yan, Wu et al. 2010) and Supplemental Figure S2]. In 
these discs, we see also a stripe of cells with no sign of death (between black 
arrowheads in Figure 7A’). The absence of caspase cleavage in these makes it unlikely 
that they are protected by enduring or leaky p35 expression. Instead, we think it more 
likely that undead cells within the ptc domain are exerting a protective effect on their 
immediate neighbors. The protective effect extends to about the width of the ptc 
domain, that is, about 5 cells wide. This would be consistent with what is known about 
signaling from undead cells; mitogenic signals also extend 3-5 cells away (Ryoo, 
Gorenc et al. 2004; Grusche, Degoutin et al. 2011). 
Regardless of the mechanism, the protective effect of PE3;p35 cells is stronger 
than the effect of PE3 cells alone; cells along the D/V boundary are protected from IR-
induced apoptosis in the former case but not the latter. Consequently, the horizontal 
stripe of caspase staining is present in PE3 only discs but is interrupted in PE3;p35 
discs (compare Figure 7A’ to Figure 6A’ or Figure 5D). Importantly, the longer-range 
protection seen in PE3 discs is abolished in PE3; p35 discs; as such, cells with active 
caspase now fill the rest of the A compartment (Figure 7A’, quantified in D). Using the 
width of ptc domain as a ‘yard stick’ that is about 5 cells wide, we estimate that the 
protective effect of PE3 cells extend a distance equivalent to about three ptc domains or 
about 15 cells (for example, Figure 7B). The effect may reach as far as the anterior 
pouch margin but does not extend to the wing margin. Co-expression of p35 in dying 
cells abolished this long-range protection. 
Similar results were seen by TUNEL staining, which detects not just cleaved 
caspase but apoptotic DNA fragmentation (Figure 7 B’ and C’). First, the protective 
effect of PE3 is seen to reach nearly the entire A compartment (Figure 7B’), similar to 
what we saw with antibody staining for cleaved caspase 3. Second, cells in the wg 
expression domain along the D/V boundary are not protected in PE3 only discs, similar 
to what we saw with caspase antibody staining. Third, co-expression of p35 provided 
stronger short-range protection and thus interrupted the horizontal stripe of cell death in 
the wg domain. Fourth, longer-range protection seen in PE3 only discs is abolished in 
PE3;p35 discs. 
 
DISCUSSION 
 We document a novel, cell non-autonomous effect in wing imaginal discs of 
Drosophila larvae; dying cells protect nearby cells from death. We found that killing cells 
by any one of three methods __ depletion of an essential transcription factor encoded 
by de2f1, exposure to ionizing radiation (IR) and induction of the pro-apoptotic genes 
hid and rpr __ activates an anti-apoptotic microRNA, bantam, in nearby cells. Death of 
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de2f1-depleted cells makes nearby cells in the same compartment more resistant to 
killing by IR. Caspase inhibitor p35 that blocks the death of de2f1-depleted cells also 
abolishes their protective effect. We have named this phenomenon ‘Mahakali effect’, 
after the Hindu goddess of death who protects her followers. Mahakali effect differs from 
classical radiation ‘bystander effect’ in which byproducts from cell corpses make 
neighboring cells more prone to death (Mothersill and Seymour 2006; Mothersill and 
Seymour 2006; Singh, Saroya et al. 2011).  
 Mahakali effect differs in three important ways from previously described effects 
of dead/dying cells. First, Mahakali effect is blocked by p35 where as activation of 
compensatory proliferation by ‘undead’ cells requires or is exacerbated by p35 (Ryoo, 
Gorenc et al. 2004). In fact, this may be the reason Mahakali effect has not been noted 
before; prior analyses often employed p35 to block the completion of apoptosis after 
caspase activation. The requirement for caspase activity makes Mahakali effect similar 
to the mammalian Phoenix Rising effect in which caspase activity is required in dying 
cells in order for them to release mitogenic signals (Li, Huang et al. 2010). 
 Second, we find that Mahakali effect does not cross the A/P boundary. This is 
unlike JNK and JAK/STAT signaling that is activated by cell death but can cross the A/P 
boundary in wing discs (Wu, Pastor-Pareja et al. 2010).  
 Third, Mahakali effect extends further than what has been reproted of signaling 
from dead/dying/undead cells. We estimate Mahakali effect to extend over about 15 
cells. Compensatory proliferation that occurs through JNK/Wingless in response to 
undead cells is seen up to 5 cells away (Ryoo, Gorenc et al. 2004). Activation of 
compensatory proliferation through the Hpo/Yki axis also spans 3-5 cells away from the 
source. This can be seen as activation of Yki targets such as DIAP1 (Grusche, Degoutin 
et al. 2011). We can reproduce this result: PE3 activates the Yki target DIAP1, but only 
within or close to the ptc domain (Supplemental Figure S4 C,D). Finally, our finding that 
the YkiB5 allele that disrupts compensatory proliferation (Grusche, Degoutin et al. 2011) 
did not alter Mahakali effect (Supplemental Figure S5) supports the idea that the two 
effects are different. 
 We found that tie is required for IR-induced activation of ban and for survival after 
irradiation. Tie homozygous deletion mutants are viable while ban homozygotes die as 
pupae. We conclude that Tie is needed to regulate ban not during normal development 
but after radiation exposure. How might IR be linked to Tie? Tie mRNA is present in 
wing discs but its levels do not change upon irradiation (our unpublished data). Putative 
Tie ligands, however, are induced by IR. The ligands for mammalian Tie-2 are 
Angiopoietin 1 and 2. Although Drosophila genome is predicted to encode five Ang 
homologs (Dormer and Beck 2005), there is no evidence that these are expressed or 
are ligands for Drosophila Tie. Instead, there is evidence for a Drosophila PDGF/VGF-
like protein, Pvf1, in border cell migration, a process in which Tie is known to function 
(Wang, Bo et al. 2006). We reported recently that mRNAs for Pvf1 and Pvf2, another 
PDGF/VGF-like protein, are up-regulated after irradiation in our genome-wide analysis 
of wing discs (van Bergeijk, Heimiller et al. 2012). At 2 hr after IR, Pvf1 increases 1.6 
fold (p<10-4) and PVf2 increases 1.8 fold (p<10-12). In p53 mutants, where caspase 
activation and apoptosis after irradiation is reduced and delayed (Wichmann, Jaklevic et 
al. 2006), Pvf1 and Pvf2 mRNAs remained unchanged. Based on these data, we 
hypothesize that IR induces Pvf1/2 to activate Tie. More work will be needed to test this 
 134 
hypothesis. 
 
Pvr, a PDGF/VEGF receptor homolog that function redundantly with Tie in border cell 
migration, also plays an anti-apoptotic role in embryonic hemocytes (Bruckner, Kockel 
et al. 2004). A recent study in wing discs found that Pvr is activated in neighbors of 
dying cells in a JNK-dependent manner, to result in cytoskeletal changes that allow the 
engulfment of the dead cell by the neighbor (Ohsawa, Sugimura et al. 2011). It is 
interesting that two PDGF/VEGF receptor homologs that function redundantly in cell 
migration during oogenesis may also play non-redundant, parallel roles in non-
autonomous responses to cell death in wing discs.  
 
An important question is whether a phenomenon like Mahakali effect exists in 
mammals. Undead cells were first shown to activate proliferation in neighbors in 
Drosophila wing imaginal discs (Ryoo, Gorenc et al. 2004). Subsequent studies in 
mammals document a similar phenomenon (Li, Huang et al. 2010; Huang, Li et al. 
2011). The effect we describe here impinges not on proliferation but on life-death 
decision of neighbors. Circumstantial evidence suggests that such an effect may also 
exist in mammals. Ang-1, a ligand for mammalian Tie-2, is a pro-survival factor for 
endothelial cells during serum deprivation and after irradiation in cell culture models 
(Holash, Maisonpierre et al. 1999; Kwak, So et al. 1999; Papapetropoulos, Garcia-
Cardena et al. 1999). Interestingly, Ang1 is produced not by endothelial cells but by 
neighbors, at least in cell culture (Kim, Kim et al. 2000). Based on these data, we think it 
possible that radiation exposure results in Ang1 production by dead/dying cells, which 
then activates Tie-2 in endothelial cells to promote survival of the latter.  
 
Cancer therapy routinely comprises the application of two or more cytotoxic agents 
(taxol and radiation, for example) to cancer cells. A phenomenon in which cell killing by 
one agent influence resistance to the second agent is, therefore, of clinical significance. 
Radiation therapy is also fractionated, with small doses of radiation delivered 
periodically over a long period. A phenomenon in which prior cell killing by radiation 
makes survivors more resistant to the next exposure would, therefore, also be of clinical 
significance. Understanding Mahakali effect and similar phenomena would help us 
identify additional drug targets to improve current cancer treatments. 
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EXPERIMENTAL PROCEDURES 
Fly stocks 
  ban mutants: banL1170 and banEP3622 (Hipfner, Weigmann et al. 2002) 
  tie mutants: y1 w1118; PBac{3HPy+}TieC098 (Bloomington #16280); 
PBAC{RB}Tiee03394 (Harvard Exelixis Collection); PBAC{RB}Tiee02680 (Harvard Exelixis 
Collection); w1118; Df(3L)Exel9028, PBac{RB5.WH5}Exel9028 (Bloomington #7925) 
 Clonal induction of GAL4: hs-FLP22; 20.X/T(2;3) CyO Tb/Act<FRT>GAL4>UAS-
RFP; Generated using w1118; P{GAL4-Act5C(FRT.CD2).P}S, P{UAS-RFP.W}3/TM3, Sb1 
(Bloomington#30558) and crossed to UAS-hid, rpr on Chr I (Zhou, Schnitzler et al. 
1997). 
 Other stocks: ‘PE3’ on Chr II (Morris, Ji et al. 2008); ban sensor ‘20.X’ on Chr II 
(Brennecke, Hipfner et al. 2003); to induce p35, w*; P{UAS-p35.H}BH2 on Chr III 
(Bloomington#5073); Dpp-lac Z reporter, P{BS3.0}H1-1, cn1; ry506 (Bloomington#5527); 
DIAP1-lac Z reporter (Hay, Wassarman et al. 1995); Yki5B (Hamaratoglu, Gajewski et al. 
2009). 
 
Induction of UAS-transgenes 
To induce hid and rpr, embryos were collected and cultured at room temperature 
(instead of 25°C) to prevent accidental induction. The lower temperature slowed 
development; larvae were still feeding 3rd instar 5 days after egg laying (AEL). Larvae 
were heat-shocked in a 37°C water-bath for 10-20 min at 120±3 hr AEL. To induce PE3, 
embryos were collected at room temperature and cultured at 25°C for 72 hr. Larvae 
were shifted to 29°C for 24-48 hr as indicated for each experiment.  
 
Irradiation 
Larvae in food were irradiated in a Faxitron Cabinet X-ray System Model RX-650 
(Lincolnshire, IL) at 115 kv and 5.33 rad/sec. Irradiated larvae were incubated at 25°C 
for indicated amounts of time before dissection. 
 
Antibody, TUNEL and X-gal staining 
 Cleaved Caspase 3 (1:100, rabbit polyclonal, Cell Signaling Cat# 3661) was 
used as described before (Wichmann, Jaklevic et al. 2006). Phospho-Histone H3 
(Upstate Biotech, used 1:1000) and Engrailed: (1:500, Developmental Hybridoma Bank 
Cat#4D9) were used as described before (Wichmann, Uyetake et al. 2010). Secondary 
antibodies were used at 1:500 (Jackson).  
 For TUNEL, wing discs were dissected in PBS, fixed in 4% para-formaldehyde in 
PBS for 20 minutes, and washed three times in 0.3% Triton X-100/PBS for at least 20 
minutes total. The discs were permeabilized overnight at 4oC in 0.3% Triton X-100/PBS, 
followed by three washes in 0.3% Triton X-100/PBS for at least 10 minutes total. The 
discs were then processed using an Apoptag Red kit from Millipore, according to 
manufacturer’s instructions. The samples were stained with 10 mg/ml Hoechst33258 in 
PBTx (0.1%TritonX-100/PBS) for 2 min, and washed 3 times with PBTx. 
 For X-gal staining, wing discs were extirpated in PBS and fixed in PBS + 4% 
formaldehyde for 10 min. The discs were washed three times for 5 min each in PBT 
(PBS + 0.2% Tween 20). The discs were stained overnight in 1 mg/ml X-gal in staining 
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solution (50ml contains: 0.684ml 1M Na2HPO4, 0.316ml 1M Na2PO4, 1.5ml 5M NaCl, 
0.05 ml 1M MgCl2, 0.065g K4Fe(II)(CN)6, 0.051g K3Fe(II)(CN)6, 0.15ml Triton X 100, 
47ml H20).  The discs were washed in PBT. 
 The discs were counter-stained with 10 ug/ml Hoechst33258 in PBT and 
mounted on glass slides in Fluoromount G (SouthernBiotech). 
 
Quantification of caspase and TUNEL signals 
 The discs were imaged on a Perkin Elmers spinning disc confocal microscope 
attached to a Leica DMR microscope. Between 26 and 36 Z-sections one micron apart 
were collected per image. Z stacks were collapsed using ‘maximum projection’. The 
collapsed image was corrected for background using the ‘threshold’ function in Image J. 
The mean fluorescence from the area of interest was measured and averaged for all 
discs in a sample.  
 
Quantification of GFP ban sensor 
Wing imaginal discs were extirpated in PBS, mounted between a glass slide and 
a glass coverslip, and imaged live. For mean GFP signal per disc, the images were 
acquired on a Leica DMR compound fluorescence microscope using Slidebook software 
(Intelligence Imagine). Images were compiled in Photoshop. To measure relative GFP 
signal between different parts of each disc, the images were acquired using a Perkim 
Elmers spinning disc confocal on a Leica DMR microscope. Between 26 to 36 Z 
sections 1 micro apart were collected and collapsed by maximal projection using Image 
J software (NIH opensource). Mean GFP signal for defined areas were measured in 
Image J. Anterior signals were normalized by dividing with the posterior signals and 
averaged for each sample. 
 
Quantification of mitotic index 
 Wing discs were imaged using a Perkin Elmers spinning disc confocal on a Leica 
DMR microscope. Between 26 to 36 Z sections 1 micron apart were collected and 
collapsed by maximal projection using Image J software (NIH open source). Cells 
showing phosphor-Histone H3 stain were manually counted. 
  
Quantitative RT-PCR 
Larvae were irradiated at 96±2hr AEL.  Between 15-20 wing discs were 
dissected per sample per time point and flash frozen in PBS using liquid nitrogen.  Total 
RNA was isolated using Invitrogen TRIzol kit according to the manufacturer’s 
instructions, and treated with DNase I (Amplification Grade, Invitrogen) .  RT reactions 
were performed with Superscript III (Invitrogen) according to the manufacturers 
instructions, using specific primers designed to amplify the mature bantam miRNA 
(TaqMan, MicroRNA Assay, Applied Biosystems) or α–tubulin mRNA as control 
(sequence available on request).  Q-PCR was performed using 1 X SYBR Green Mix 
(Applied Biosystems) and 4ng of each cDNA for 35 cycles using the indicated primers.  
Standard curves using 0.01-20 ng of cDNA pools were used.  Plates were read in an 
Applied Biosystems 7900HT Real-time PCR instrument (Absolute Quantification 
Method).  Values were normalized to those of α–tubulin.  The fold induction of bantam 
was calculated relative to levels in un-irradiated y1w1118 discs.  
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FIGURE LEGENDS 
Figure 1. Activation of ban after induction of cell death in wing discs.  
(A-D) Cell death and changes in GFP ban sensor in response to IR-induced cell 
death. Wing discs were isolated 4 hr after exposure to 0 R (A) or 4000 R (B) of X-rays, 
fixed and stained for cleaved Caspase 3. GFP ban sensor in wing discs from larvae 24 
hr after irradiation with 0 R (C) or 4000 R (D) of X-rays. The discs were removed from 
larvae and imaged live for GFP.  
(E-H) The larvae were heat-shocked to induce FLP-mediated excision of 
intervening sequences to allow GAL4 expression from the Actin promoter. GAL4 drives 
the expression of UAS-hid, UAS-rpr and the UAS-RFP marker for identification. Wing 
discs from a control RFP- larva (E) and an RFP+ larva (F), were fixed and stained for 
activated caspase 24 hr after a 20 min heat shock. RFP is too weak after fixing to 
interfere with Caspase signal (our unpublished observation). GFP ban sensor 
expression in wing imaginal discs from a control larva (G) and an experimental larva 
(H), 43 hr after head shock (~24 hr after cell death).  
 (I) Mean GFP signal for each disc was quantified from images such as those in C 
and D, and averaged for each treatment. The results are normalized to the –IR value. 
N= 86  (–IR) and 83 (+IR) discs in six different experiments. Error bar = 1 STD. 
(J) Mean GFP signal from discs like those in G and H is quantified. The graphs 
represent data from 5 control and 6 experimental discs in one experiment. Similar 
results were obtained in two additional independent experiments (not shown). Error bar 
= 1STD. 
 
Figure 2. tie interacts with ban to promote radiation survival.  
Larvae were irradiated at 96±2 hr after egg deposition with 4000R of X-rays.  Percent 
eclosion was determined by counting full and empty pupal cases 10 days after 
irradiation.  Error bar = 1 SEM.  
(A) Homozygous tie mutants are more radiation sensitive than w1118 controls 
(p<0.05, Student’s t-test).  N= 106 to 494 pupae per genotype in at least three 
independent experiments.    
(B) tie and ban show genetic interaction in radiation survival. The observed 
eclosion of double heterozygotes (tie/ban1170) is shown for each allele of tie. The % 
eclosion expected from an additive effect between ban1170/+ and tie/+ was computed 
from observed % eclosion for each allele and shown as solid bars. In all cases, the 
observed eclosion is lower than the expected. The difference between expected and 
observed are significantly different for the three tie alleles shown (X2 test, p<0.05).  N = 
94-536 pupae in at least three independent experiments per genotype.  
 (C) A ban transgene (ban A) rescues radiation sensitivity of heterozygous 
tieDf(3L)Exel9028 (‘Df’) and tiee03394 mutants. N= 359-634 pupae in at least six experiments 
per genotype. 
 
Figure 3. tie is needed for IR-induced changes in GFP ban sensor and ban levels.  
(A-I) Third instar larvae were irradiated at 96±2hr after egg deposition with 0R (-
IR) or 4000R (+IR) of X-rays. Wing imaginal discs were extirpated 24 hr later and 
imaged for GFP fluorescence. Images were acquired and treated identically. The mean 
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GFP signal was quantified for each disc using Image J, and the averages are shown for 
each genotype/treatment. Age-matched controls with only the sensor were included in 
each experiment (images not shown here but see Figure 1).  
(A-C) Wing imaginal discs from homozygotes for Df(3L)Exel2098 that removes 
only tie (‘tie{Df,  #146}’). N= 31, 28, 31 and 31 discs (left to right) in three independent 
experiments. 
(D-F) Wing imaginal discs from homozygotes for tiee03394. N= 26, 27, 26 and 25 
discs (left to right) in three independent experiments. 
(G-I) Wing imaginal discs from trans-heterozygotes tiee03394/Df(3L)Exel2098. N= 
29, 29, 30 and 30 discs (left to right) in three independent experiments. The larvae and 
the wing discs from this genotype were consistently smaller than the other two, but 
nonetheless showed similar trends in GFP sensor levels. 
 Error bar= ±1SEM. p-values to compare two +IR samples for each tie genotype 
were calculated using 2-tailed Student’s t-test. 
 (J) tie is needed for IR-induced changes in ban levels.  Quantitative RT-PCR was 
used to quantify mature ban miRNA.  The values were normalized to an internal α-
tubulin control, and expressed as fold change from un-irradiated w1118 controls (‘w2-’ set 
at 1).  '-' = no IR; '+' = 4000R.  '2' = 2 hr after irradiation; '18' = 18 hr after irradiation.  'w' 
= w1118; Df’ = homozygotes of Df(3L)Exel2098 that removes only ‘tie; 3394 = tiee03394 
homozygotes; ‘EP3622’ = banEP3622 homozygotes.  White * = difference compared to w2-.  
Black * = significance compared to w2+.  One * = p <0.01; two * = p <0.001; three * = p 
< 10-6.  Student’s t-test was used to determine significance.     
 
Figure 4. tie  mutants show robust cell death after irradiation. 
(A-C) Wing imaginal discs were extirpated from third instar larvae at 4, 20 and 40 
hr after exposure to 4000R of X-rays, fixed and stained with an antibody against 
cleaved (active) Caspase 3 and for DNA. To image discs, Z-sections were acquired on 
a spinning disc confocal microscope, collapsed and shown. Representative images from 
the 4 hr time point are shown.  
(D-F) Mean fluorescence for each disc was measured using Image J software 
and normalized to the average mean fluorescence of w1118 control discs for each time 
point. The data are from 15-23 discs per genotype for each time point in two 
independent experiments. At all time points, the average caspase signal for each of the 
tie mutants was significantly different from that of w1118. p<0.01 for w1118 vs. Df at the 40 
hr time point. For all other comparisons, p<0.001 (2-tailed Student’s t-test).  ‘Df’ = 
homozygotes of Df(3L)Exel2098 that removes only tie; ‘e03394’ = tiee03394 
homozygotes. Error bar= ±1SEM. 
 
Figure 5. Changes in GFP ban sensor and protection from cell death in the 
vicinity of cells killed by de2f1 depletion.  
Wing imaginal discs were extirpated from third instar larvae without (A, C, C’) or 
with (B, D, D’) the PE3 transgene. Larvae in A and B also carry the GFP ban sensor. 
The larvae in C-D’ have been irradiated with 4000 R of X-rays 4 hours before 
dissection. Only the pouch regions are shown. p-values were calculated using 2-tailed 
Student’s t-test. Error bar = 1STD. A = Anterior. P = Posterior. 
(A, B) Live images of GFP ban sensor. The horizontal stripe of strong GFP ban 
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sensor (low ban activity) is seen along the dorsal/ventral boundary (between two 
horizontal doted lines). GFP signal in the anterior (black arrowheads) and posterior 
quadrants of the pouch (white arrowheads) are similar in (A), quantified in (E). The disc 
in (B) shows bright specks of cell death (*) in the ptc domain, anterior to the A/P margin 
(vertical line), and lower GFP in the anterior quadrants. 
 (C-D’) Wing imaginal discs were fixed and stained for cleaved Caspase 3 (C and 
D) and DNA (C’ and D’). DNA images are used to discern the location of the pouch 
(within the dashed line), A/P boundary (solid vertical line) and ptc domain (dotted 
vertical line) (see Supplemental Figure S1). The horizontal stripe of caspase activity 
along the D/V boundary is expected from high GFP sensor (low ban). Caspase staining 
is similar in the A and P halves of the pouch in y1w1118 discs (C, quantified in F, and in 
the P halves of control and PE3 discs (C and D). In PE3 discs, caspase stain is reduced 
in the A half of the pouch (D, quantified in F) 
(E) Mean GFP signal from quadrants like those in A and B is quantified. Anterior 
GFP signals are normalized to posterior GFP signals for each disc. The data are from 
11 PE3 and 8 control discs.  
(F) Mean caspase signal from anterior and posterior halves of the pouch, 
excluding the PE3 domain, are quantified from images like those in C and D. Anterior 
caspase signals were normalized to posterior caspase signals for each disc. The data 
are from 25 PE3 discs (5 independent experiments) and 8 control discs (2 independent 
experiments).  
 
Figure 6. The protective effect of PE3 is dependent on ban and tie. 
Wing imaginal discs from PE3 larvae in different mutant background were fixed 
and stained for cleaved Caspase 3 and DNA at 4 hr after irradiation with 4000R of X-
rays. The protection from IR-induced cell death is seen in the anterior halves of the wing 
pouch in PE3 discs (A, A’) but is diminished in ban1170/banEP3362 mutant larvae (B. B’) 
and in tie Df(3L)Exel2098 heterozygotes (C, C’).   
(D) Caspase signal for discs such as those in (A-C). Quantification was as 
described for Figure 5F. The data shown are averages of 25 PE3 discs (5 independent 
experiments), 9 ban mutant discs (2 independent experiments) and 10 tie mutant discs 
(3 independent experiments). p-values were calculated using 2-tailed Student’s t-test. 
Error bar = 1STD.  
 
Figure 7. The protective effect of PE3 is diminished by caspase inhibitor p35. 
The discs were extirpated from feeding third instar larvae 4 hr after exposure to 
4000R of X-rays, fixed and processed for TUNEL stain or to detect activated Caspase 
3. Images show DNA (A-C), cleaved Caspase 3 (A’) and TUNEL (B’ and C’). DNA 
stained images are used to discern the location of the pouch (within the dashed line), 
A/P boundary (solid vertical line) and the ptc domain (dotted vertical line) (see 
Supplemental Figure S1). p-values were calculated using 2-tailed Student’s t-test. Error 
bar = 1STD. 
(A, A’) Cells in the ptc domain show low cleaved caspase signal (between white 
arrowheads). In addition, anterior cells immediately adjacent to these lack any sign of 
caspase cleavage (between black arrowheads). Further away from the ptc domain, 
anterior cells of the pouch are no longer protected from IR-induced death.  
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(B, B’) TUNEL positive cells are fewer in the anterior half of the pouch than in the 
posterior half of PE3 discs. The horizontal stripe of dead cells along the D/V boundary is 
also seen. (C, C’) The protective effect of PE3 is diminished upon co-expression of p35 
in the ptc domain. 
 (D) Caspase signal from discs such as those in (A). Quantification was as 
described for Figure 5F. The data for yw and PE3 only controls are shown again for 
side-by-side comparison. N=9 for PE3;p35 discs (2 independent experiments). 
(E) TUNEL signal from discs such as those in (B and C). Quantification was as 
described for Figure 5F. The data are from of 7 yw discs (2 independent experiments), 
11 PE3 discs (3 independent experiments) and 9 PE3;p35 discs (2 independent 
experiments). 
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Figure S1. Schematic diagrams for the modifier screen and the tie locus (relates 
to Figure 2). 
(A) A screen for modifiers of ban was designed to identify deficiencies that 
dominantly modulate the radiation sensitivity of ban mutants. Larvae were exposed to 
4000 R of X-rays at 96±4 h after egg deposition.  Percent eclosion was determined by 
counting full and empty pupal cases 10 days after irradiation.  To calculate the expected 
survival from additive effects of ban and the deficiency (Df), banL1170/TM6 Tb or 
banEP3622/TM6 Tb virgin females were crossed to +/+ males and Df/TM6 Tb males were 
crossed to +/+ virgin females. Percent eclosions for Tb+ pupae (ban/+ and Df/+) were 
multiplied with each other to get the expected survival. For example, if % eclosion for 
ban/+ and Df/+ were 40% and 40%, the expected survival would be 0.4X 0.4 or 36%. To 
measure the observed survival, ban/TM6 Tb virgin females were crossed to Df/TM6 Tb 
males. Χ2 analysis (1 df) was used to calculate the significance of the difference 
between observed and expected survival, using a cut of value of p< 0.001.    
 (B) tie locus on 3R is shown to scale. Predicted and known genes are blue bars. 
NT1 encodes Neurotrophin 1, which has a role in axonal activity. tie transcript is in 
purple; boxes are exons and lines are introns. Transposon insertion sites for three tie 
alleles used in this study are indicated with blue triangles. The deficiency used in this 
study removes the region shown as a red bar. All information are from Flybase 
(FB2012_02, released 03/02/12).  
 
Figure S2. Location of Anterior/Posterior boundary and cell killing in the patched 
domain by dsRNA against de2f1 (PE3) (relates to Figures 5-7). 
(A-C) Wing imaginal discs from feeding third instar larvae were fixed and stained 
with an antibody against Engrailed (A) and imaged for GFP ban sensor (B, C). 
Engrailed expression is used as guide to mark the A/P boundary in A and B. The stripe 
of GFP ban sensor signal along the A/P boundary is found to lie anterior to the 
boundary and thus fall in the patched expression domain. This allows us to identify the 
quadrants to monitor GFP signal in control (non-PE3) discs in Figure 4. 
 (D,F) Cell death is more robust in the pouch region and after incubation at 29°C, 
and accompanies a depression in the DNA stain. Larvae carrying one copy of PE3 were 
raised at 25°C for 72 hr and shifted to 29°C for 24 hr. Wing imaginal discs are fixed and 
stained for DNA (D) and cleaved Caspase 3 (E). The disc in (F) is from an age-matched 
larva kept at 25°C; cell death is reduced without the shift to 29°C. The pouch is marked 
with dashed lines. Cell death along the A/P boundary (E) results in reduced DNA signal 
(D) as cells fall out of the layer. In fact, the disruption in DNA signal can be used to 
precisely locate the domain of PE3-induced cell death. 
 (G-J) Cell death due to PE3 is limited to the patched domain. patched domain is 
marked in these larvae using UAS-GFP. (G, G’) is from a larva kept at 25°C. (H, H’) is 
from a larva shifted to 29°C for 24 hr. The domain of cell death, i.e. the ptc domain, is 
about 3-5 nuclei wide. Scale bar = 10 microns. 
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Figure S3. Mitotic Indices in anterior and posterior compartments are similar. 
(relates to Figure 5). 
Wing imaginal discs were fixed and stained for DNA (A, B) and for phosphorylated 
histone H3 (pH3) as a mitotic marker (C, D). DNA stain was used as guide to circle the 
pouch and to mark the Anterior/Posterior boundary. Mitotic index was computed by 
manually counting pH3-positive cells and normalizing by the area measured using 
Image J. Mitotic index of the Anterior was divided by the mitotic index of the Posterior 
compartment for each disc and shown in the graph in (E). N=8 in two experiments for 
CyO discs. Average is 0.91±0.19. N=8 in three experiments for PE3/CyO or PE3/+ 
discs. Average is 1.02±0.29. The averages are indicated with horizontal bars for each 
sample. The numbers are not significantly different from each other (p=0.37). PE3 = ptc-
GAL4>de2f1RNAi. 
 
Figure S4. Expression of Dpp-lacZ and DIAP1-lacZ reporters in PE3 discs (relates 
to Figure 5). 
Wing discs were extirpated from feeding third instar larvae and stained to detect β-
galactocidase. Larvae were maintained at 25°C for 4 days and shifted to 29°C for 24 hr 
before dissection. Larvae carried either the CyO balancer (A and C) or the PE3 
transgene (B and D). The larvae also carried a Dpp-lacZ reporter (A and B) or a DIAP1-
lacZ reporter (C and D). The stripe of Dpp-lacZ expression remains even in discs in 
which some cells have been killed by PE3 (B), and look similar to Dpp-lacZ expression 
in CyO controls (A). PE3 induces the expression of DIAP1 (D) compared to CyO 
controls (C). Note that induction of DIAP1 is confined to within or proximity of the ptc 
domain and does not spread to the entire anterior compartment of the pouch. 
 
Figure S5.  Yki heterozygotes still show protection from IR-induced cell death in 
PE3 background (relates to Figures 6). 
Wing imaginal discs were extirpated from third instar larvae 4 hr after exposure to 
4000R of X-rays, fixed and stained for DNA and with an antibody against cleaved 
Caspase 3. The larvae are heterozygous for PE3 and ykiB5. DNA stained images are 
used to discern the location of the pouch (within the dashed line), anterior/posterior 
boundary (solid vertical line) and the ptc domain (dotted vertical line) (see also 
Supplemental Figure S1). The horizontal stripe of cell death along the dorsal/ventral 
boundary is also seen here. Importantly, caspase-active cells are fewer in the anterior 
half than in the posterior half.  
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