The maximum clique problem provides a classic framework for detecting cohesive subgraphs. However, this approach can fail to detect much of the cohesive structure in a graph. 
Introduction
All graphs in this paper are finite, simple, and undirected. A complete graph consists of pairwise adjacent vertices. A maximal complete subgraph defines a clique. The problem of finding maximum cardinality cliques is a classic NP-complete problem and is of fundamental importance in combinatorial optimization. The maximum clique problem has applications in ad hoc wireless networks (Chen et al. 2004) , data mining (Washio and Motoda 2003) , and biochemistry and genomics (Butenko and Wilhelm 2006) .
Cliques also provide an intuitive approach for detecting cohesion in social networks (Festinger 1949, Luce and Perry 1949) . A social network is a graph whose vertices consist of a set of actors and whose edges indicate relationships between actors. Cohesive subgroups are subsets of actors among whom there are relatively strong, direct, intense, frequent, or positive ties (Wasserman and Faust 1994) . These subgroups are interesting because they facilitate the emergence of consensus among the actors (Friedkin 1984) . In other words, members within a cohesive subgroup tend to exhibit homogeneity.
Despite the intuitive appeal of using cliques to model cohesion in social networks, cliques are in fact rarely appropriate for analysis of real data because the definition is too strict (Wasserman and Faust 1994) . This motivates the study clique relaxations. Researchers Table 1 contains information corresponding to the testbed. The columns ω 2 (G) and
This data is due to Balasundaram et al. (2007) .
All values not specified within a range are optimal. There appears to be no known values of ω 4 (G) for these graphs. All implementations were tested using a 2.2 GHz Dual-Core AMD Opteron processor with 3 GB of memory.
Co-k-plex Coloring
This section develops an upper bound on ω k (G) by generalizing the concept of graph coloring.
A coloring of G is a function c m :
The chromatic number, χ(G), of G is the smallest integer m for which there exists a valid
subgraph. It follows that the chromatic number is an upper bound for ω(G). That is,
The goal is to find a k-plex analogue of this bound. To that end, suppose the co-k-plexes
.., C m partition the vertex set, and let K be a maximum k-plex in G. The sets
where the inequality holds because k-plexes are closed under set inclusion (Seidman and Foster 1978) . Let Π be the set of all co-k-plex colorings of G and define the graph invariant
when k = 1 and C 1 , ..., C m is an optimal coloring. It follows that
and (2) together imply the bound
In practice, determining the exact value of χ k (G) can be computationally prohibitive, so the remainder of this section is devoted to heuristics for approximating χ k (G). These heuristics fall into two categories: integral and fractional. To see the distinction, let I be the set of all co-k-plexes in G, and let I v denote the set of co-k-plexes containing v. Define
Consider the following dual pair of integer programs:
The optimal objective values for (4) and (5) are ω k (G) and χ k (G), respectively. Moreover, by strong duality, the optimal objective values for the linear relaxations are equal. It follows that any feasible solution to the linear relaxation of (5) produces an upper bound on ω k (G).
Integer Co-k-plex Coloring Heuristics (ICCH) find feasible solutions to (5). Fractional Co-kplex Coloring Heuristics (FCCH) find feasible solutions to the linear relaxation of (5). Both heuristics make use of the following lemmas which provide analytic bounds on ω k (G).
Lemma 2. Given a graph G and an integer m ≥ 1, let a m denote the number of vertices
In other words, K contains at least k Table 2 contains computational results obtained by running the function ICCH on the benchmark graphs with an arbitrary initial vertex ordering.
The FCCH adapts the fractional coloring procedure of Balas and Xue (1996) . More precisely, the FCCH constructs a set of co-k-plexes C 1 , ..., C h ⊆ V such that, after p iterations, every vertex belongs to exactly p distinct co-k-plex sets. These co-k-plexes combine to form a feasible solution to the linear relaxation of (5) as follows:
The feasibility ofȳ implies that 
Theorem 1. If the number of iterations and the number of partition sets are O(|V |), then FCCH can be executed in O(|V |
Proof. At every iteration, for each vertex v ∈ V , the algorithm tests if C i ∪{v} is a co-k-plex. . 
end 10.
ICCH(U ); append new partition sets in C 11.
Compute 
A k-plex Heuristic
This section describes a heuristic for finding maximum k-plexes. Feasible k-plexes provide lower bounds on ω k (G). The heuristic indirectly searches for cohesive subgraphs in G and extends them to maximal k-plexes.
There has been extensive research on heuristics for finding large complete subgraphs (Busygin et al. 2002 , Feo and Resende 2005 , Gendreau 1993 , Marchiori 2002 . A typical combinatorial heuristic systematically searches a set of neighborhoods in the feasible solution space for local optima (Hansen et al. 2004) . When a local optimum is obtained, it is compared to the incumbent solution and stored if necessary. The heuristic then continues searching in other neighborhoods. Obviously, the solution quality heavily depends on both the choice of neighborhoods and the local search method.
Recall that if I G denotes the set of all complete subgraphs in G, then I G also denotes the set of all stable sets inḠ. The remainder of this section focuses on finding stable sets inḠ which are extended to maximal k-plexes in G. This approach is valid because every element in I G is extendible to a maximal k-plex in G. Without loss of generality, assume G u, v ∈ V , let d(u, v) be the length of a shortest path from u to v in G. The concept of neighborhood is based on the parity of shortest path lengths from some root node s. Given a root s ∈ V , define the following sets:
For example, consider the search for k-plexes in some graph H, and suppose thatH is shown in Figure 3 . The vertex set V (H) partitions into the sets K 0 = {s, 5, 6, 7, 8, 12, 13} and K 1 = {1, 2, 3, 4, 9, 10, 11}. For i ∈ {0, 1}, notice that u, v ∈ K i and uv ∈ E(H)
Hopefully, this property causes K i to contain large stable sets. to remove, always apply exactly one of the following rules: define K 0 and K 1 with respect to root s 3.
construct sets
for all j and i 6.
kick(K j i ) 7. end 8.
update incumbent I if necessary 9. end This clique algorithm generalizes to find maximum k-plexes. The main difference is that the candidate set U for a k-plex K is no longer v∈K N G (v). It is now defined as Figure 6 shows the basic k-plex algorithm. To find a maximum k-plex, initialize max = 0 and make the function call basicPlex(V, ∅). Table 5 contains computational results obtained by running basicPlex on the benchmark graphs with a one hour time limit.
Exact Algorithms
Without Lines 2-4, the clique algorithm examines every clique in G. Recall that G can contain an exponential, with respect to |V |, number of cliques (Moon and Moser 1965) .
Lines 2-4 attempt to avoid enumeration of an exponential number of subgraphs. This is known as pruning the search tree. Although there may exist graphs which require the enumeration of an exponential number of cliques, pruning can reduce the runtime.
The basic clique algorithm has many variants (Régin 2003 , Sewell 1998 , Tomita and Seki 2003 , Wood 1997 . Many researchers focus on improving the pruning strategy using the coloring bound. A coloring heuristic provides an upper bound on ω(G[U ]) and has the Figure 7 shows an algorithm which uses co-k-plex coloring to prune the search tree.
Let k-plex1a and k-plex1b denote the functions obtained by using ICCH and FCCH, respectively, to execute Line 2 of k-plex1. ICCH and FCCH are discussed in Section 2.
To find a maximum k-plex in G, run LB1 to find an initial value for max and make the function call to k-plex1a(V, ∅) or k-plex1b(V, ∅). Tables 6 and 7 contain computational results obtained by running these algorithms on the benchmark graphs with a one hour time limit.
Algorithm Type 2
The algorithm in this subsection is based on the following idea ofÖstergård ( Ostergård's algorithm adapts to find maximum k-plexes with two modifications. First,
basicPlex(U , K) 8. end 9. if |K| > max 10. max = |K| 11. end 12. return 
max = |K| 12. end 13. return
. Second, the candidate set with respect to K is defined as Figure 9 shows k-plex2. Table 8 contains computational results obtained by running kplex2 on the benchmark graphs with a one hour time limit.
Conclusions and Future Work
This paper describes combinatorial algorithms for finding maximum k-plexes in a graph.
Section 2 focuses on co-k-plex coloring heuristics which are used as an upper bound on the k-plex number. Section 3 discusses a heuristic for finding maximum k-plexes. This heuristic provides a lower bound on the k-plex number. Section 4 describes exact algorithms for finding maximum k-plexes. Table 9 summarizes the number of instances solved to optimality by each exact algorithm.
The first three exact algorithms perform similarly within the hour time limit. Although this type of algorithm appears to benefit from the upper and lower bound heuristics, they solve a relatively small number of instances to optimality. This suggests that the coloring heuristics might not produce tight upper bounds, so an interesting avenue for future work would be to develop stronger coloring heuristics. processed. This illustrates the importance of vertex ordering for this type of algorithm.
Type 1 algorithms spend time at each branch and bound node to approximate χ k (G[U ])
for the candidate set U . Unfortunately, χ k (G) could be an inaccurate bound on ω k (G) in general. The k-plex2 algorithm spends no time estimating χ k (G) but benefits from the bound obtained using the c k array. In any case, the purpose of these bounds is to prune the candidate set. The requirement for membership in the candidate set becomes less stringent as k increases, so the set becomes harder to prune. This contributes to the increase in runtime as k grows.
When comparing these results to those found in Balasundaram et al. (2006) , the combinatorial algorithms outperform branch-and-cut on the DIMACS graphs. On the other hand, branch-and-cut works better on the larger social network graphs. This suggests that combinatorial methods are superior for graphs on a few hundred vertices, but branch-and-cut becomes the preferred method as the size of the graphs grow.
Another area for future research is an exact co-k-plex coloring algorithm. The co-k-plex chromatic number is unknown for most of the benchmark graphs. Therefore, it is difficult to evaluate the performance of the co-k-plex coloring heuristics in Section 2. It would also be beneficial to study additional heuristics for both the upper and lower bounds on ω k (G).
