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ABSTRACT
The proliferation of off-the-shelf head-mounted displays
(HMDs) let end-users enjoy virtual reality applications, some
of which render a real-world scene using a novel view syn-
thesis (NVS) technique. View-dependent texture mapping
(VDTM) has been studied for NVS due to its photo-realistic
quality. The VDTM technique renders a novel view by adap-
tively selecting textures from the most appropriate images.
However, this process is computationally expensive because
VDTM scans every captured image. For stereoscopic HMDs,
the situation is much worse because we need to render novel
views once for each eye, almost doubling the cost. This paper
proposes light-weight VDTM tailored for an HMD. In order
to reduce the computational cost in VDTM, our method lever-
ages the overlapping fields of view between a stereoscopic
pair of HMD images and pruning the images to be scanned.
We show that the proposed method drastically accelerates the
VDTM process without spoiling the image quality through a
user study.
Index Terms— Novel view synthesis, head-mounted dis-
plays, image-based rendering
1. INTRODUCTION
Recently, the proliferation of off-the-shelf head-mounted dis-
plays (HMDs) lets end-users enjoy virtual reality (VR) appli-
cations, such as video games and telepresence. Some of these
applications aim to provide users with experiences of being
at the remote place by virtually immersing them into a real-
world scene. To achieve this, the applications synthesize a
novel view of the real-world scene and present it to the users.
In the present, such applications are studied in many scenar-
ios, such as a virtual preview of a remote place [1].
A spectrum of methods for novel view synthesis (NVS)
have been proposed in between two extrema: model-based
and image-based (e.g. [2]) methods. The model-based meth-
ods render a reconstructed or handcrafted 3D model at a given
view point. A texture may be then applied to the 3D model
to give a realistic look and alleviate the imperfection of the
3D model in the case of automatic model reconstruction. On
Fig. 1. A user using our proposed prototype system.
the other hand, the image-based methods basically interpo-
late densely captured camera images of the real-world scene
without using scene geometry. These methods give a photo-
realistic result; however, they cannot handle a large-scale
scene because they usually require a huge number of images.
Among these methods for NVS, view-dependent tex-
ture mapping (VDTM) [3] has been studied for its photo-
realistic image quality with the capability of reproducing
view-dependent components, such as reflection. VDTM ren-
ders reconstructed or handcrafted 3D model similarly to the
model-based methods, but it adaptively selects an image to be
applied as a texture to the model for the user’s current view
point. Unlike purely image-based methods, VDTM requires
fewer images in order to synthesize novel views while still
preserving their image quality.
However, the image selection process in VDTM is com-
putationally expensive since it needs to search through all
captured images. In the case of a stereoscopic HMD, the com-
putational cost for the selection is doubled as an HMD has
two views for left and right eyes as shown in Fig. 1. On top of
that, HMDs usually require a higher frame rate (i.e. over 60
frames per second) compared to a regular displays because
the views presented to both eyes of the user must immedi-
ately follow his head movement. The combination of the ex-
tra computation and requirement may hinder from using the
VDTM technique for HMDs.
This paper proposes a VDTM-based system with a low
computational cost, or a light weight system, for NVS tailored
for an HMD. Our system accelerates the image selection pro-
cess by prioritizing the images to be searched. Moreover, our
system leverages the overlap of left- and right-eyes’ fields of
view. The system synthesizes a novel view from scratch only
for the left eye and transfer the result to the right-eye view. It
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then fills missing pixels in the right-eye view due to the slight
difference in the fields of view by applying our light-weight
VDTM process only to these pixels. The contribution of this
paper can be summarized as follows.
• We design a light-weight VDTM method for an HMD,
which synthesizes a pair of novel views for left and
right eyes. To the best of our knowledge, this is the
first attempt in this direction.
• In order to speed up image selection in VDTM, we pro-
pose to prioritize images to be searched based on the
distance between the camera that captured one of input
images and the user’s current view point. We achieve
roughly three times increase in performance compared
to a conventional method.
• We further reduce the computational cost by almost
half by exploiting overlapping fields of view of left and
right eyes of a stereoscopic HMD.
• We demonstrate through our user study that the pro-
posed system is able to achieve real-time rendering at
nearly 90 frames per second on a stereoscopic HMD
without spoiling the image quality.
2. RELATEDWORKS
A wide variety of techniques for synthesizing novel views of
real-world objects or scenes have been proposed in between
two extreme ends of NVS techniques.
The model-based methods, on one end, use a 3D model of
real objects/scenes. Since handcrafting 3D models is costly,
some automatic techniques for 3D reconstruction can be used
instead [4, 5, 6, 7]. For example, Jancosek and Pajdla pro-
posed a method for multi-view stereo, whose output can be
adopted for this purpose. Existing work for 3D reconstruction
is summarized and compared in [8]. These automatic recon-
struction techniques, however, usually give an imperfect 3D
model.
On the other end, the image-based methods, which syn-
thesize novel view images using only captured images with-
out utilizing any geometrical information. McMillan pro-
posed [9] to uses a plenoptic function originally proposed
by Adelson [10]. Based on Adelson’s plenoptic function,
Levoy and Hanrahan proposed the light field rendering tech-
nique [2], and Gortler proposed the Lumigraph technique
[11]. These image-based methods give photo-realistic results
if the number of captured image is sufficiently large. How-
ever, in a large-scale scene, it is almost impossible to capture
a sufficient amount of images to get an acceptable result from
such methods.
In between these two extreme ends, several hybrid tech-
niques have been proposed to reduce the number of im-
ages that the image-based methods require while still pre-
serving a photo-realistic result. One such technique is De-
bevec’s VDTM [3]. This technique significantly reduces the
number of images required while still preserving the result-
ing image quality. Many researchers have studied this tech-
nique because of its capability of reproducing view depen-
dent features such as specular reflection. Some existing works
[12, 13, 14, 15, 16] obtain the 3D mesh model of the scene ge-
ometry through an automatic reconstruction technique while
the other [17] simply uses a 3D point cloud representation of
the scene. In original VDTM, Debevec used a simplified 3D
model of the real scene environment [18]. Similarly, Buehler
proposed [19] to use a simplified model as a proxy of the
scene geometry instead of a fully reconstructed 3D model.
As NVS techniques for a stereoscopic HMDs, Chen [13]
and Rakuten Inc. [1] proposed prototypes tailored for such de-
vices. Chen [13]’s prototype uses KinectFusion [20] to obtain
the geometry of small objects and applies texture. Rakuten
Wedding [1] is a pure image-based method which interpolates
between captured images without using a scene geometry.
Our system is based on VDTM and thus also lies be-
tween the image-based and model-based methods. We use
an automatically reconstructed scene geometry. Due to im-
perfections of the reconstructed 3D model, we use VDTM [3]
to achieve a photo-realistic result. Unlike Chen’s prototype
[13], our prototype is capable of reconstructing a real-world
scene, but not small objects, captured by a standard camera.
We also accelerate the original VDTM technique to achieve a
real-time performance in a large real-world scene with a large
number of input images.
3. OVERVIEW OF OUR SYSTEM
The VDTM technique is originally designed to reproduce the
details of a scene from a simplified 3D model [18], which
include view-dependent components, such as highlight on re-
flective surfaces. For this goal, given a 3D mesh model M
of the scene and a set of images S = {In|n = 1, . . . , N},
where N is the number of images, VDTM adaptively selects
suitable images to pick out the color of a point or texture of a
triangle of model M . This image selection process is usually
expensive since it searches all images in S for every pixel or
triangle.
The situation is much worse for stereoscopic HMDs as
they have a pair of displays for left and right eyes, which re-
quires running the image selection process twice. In addi-
tion to this, the user experience with HMDs depends much
on the frame rate: HMDs usually track the user’s head mo-
tion and update the view according to it. Insufficient frame
rate may cause the user perceiving a significant difference be-
tween his/her head motion and what he/she watches, and this
ends up with spoiling immersiveness. Our ideas to increase
the frame rate are summarized as follows.
Image prioritization. Supposing the novel view image
for one eye has K pixels, which usually ranges from sub-
millions to a few millions depending on the HMD’s display,
the image selection process of the original VDTM technique
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Fig. 2. System overview.
searches N images K times. Therefore, limiting the number
N drastically reduces the computational cost for image selec-
tion. Inspired by [19], we prioritize the camera closer to the
current virtual view point in term of its distance before image
selection. More specifically, we sort the images in S in the
ascending order of their distances to the current virtual view
point, and then search the image until we find N ′ images that
meet a certain criterion. By doing this, the number of images
to be searched is drastically reduced.
One-time full rendering. We exploit the field-of-view
similarity in left- and right-eye images of a stereoscopic HMD
to skip rendering most pixels in the right-eye image. For the
left-eye image, we perform the full VDTM process. For the
right-eye image, since its field-of-view overlaps with the left-
eye image, we copy the pixels of the left eye’s rendering re-
sult to the corresponding pixels in the right-eye image. We
then perform a full VDTM process to render pixels that are
not covered by the left-eye’s field-of-view. This allows us to
mostly skip image selection for the right-eye image.
The proposed system consists of the offline and online
stages as shown in Fig. 2. In the offline stage, we reconstruct
a real scene as a 3D mesh model M from a set S of captured
images using a multi-view stereo technique (e.g. [4]) (a). We
then render the model from each captured image In’s view-
point with the standard rendering pipeline to recover the depth
map Dn for later use (b). In the online stage, we render the
model at given left-eye and right-eye virtual view points (CL
and CR, respectively) again to obtain the depth maps DL and
DR (c). Then the image selection process with image prior-
itization finds top two images that suit to picking the color
to render the left-eye image (d). Due to differences in the
lighting condition in each captured image, discontinuity in
the texture may occur at the seam of different textures. To
relieve such discontinuity, we color the corresponding pixel
by applying alpha blending over the selected two images (e).
We then synthesize the right-eye image using the rendered
left-eye image to partially skip the image selection process
(f). Finally, the HMD’s post-processing is performed before
the images are presented to the user through the HMD. Since
the offline process only uses existing techniques, we detail the
online stage in the following section.
4. VDTM FOR STEREOSCOPIC HMD
In the online stage, we firstly generate depth maps for left- and
right-eye images DL and DR from the reconstructed mesh
model M using a standard rendering pipeline. The view
points and directions for both eyes are usually provided by
the HMD’s hardware, which are RL and RR for the rotation
components as well as tL and tR for the translation compo-
nents, together with its projection (virtual camera’s intrinsic
parameter) matrix KE.
4.1. Image Selection for Left Eye
For pixel k (k = 1, . . . ,K) in the left-eye image, we find
the two images in S that most suit to picking color up. Let
Rn and tn be the rotation and translation components of the
camera Cn that captured the image In, and Kn the camera’s
intrinsic parameter matrix.
UsingRL, tL,KE, and the depth value dLk ∈ DL for pixel
k in the left-eye image, we can regain the corresponding 3D
position pk in the model M ’s coordinate system, which we
call the world coordinate system.
The original VDTM technique [3] firstly checks if pk is
visible in the image In in order for finding the two suitable
images from S. For this, pk is projected to Dn to find the
corresponding depth value dnk′ . We also transform pk to the
camera Cn’s coordinate system and extract the third compo-
nent znk of the transformed vector, which corresponds to the
depth. If pk is visible in In, the difference between dnk′ and
znk should be small because they are both at the same point.
Therefore, visibility vnk of pk in In is given using a certain
threshold  by
vnk =
{
1 if |dnk′ − znk | < 
0 otherwise . (1)
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Fig. 3. An overview of the image selection process. Red:
virtual view, Numbered Triangle: captured images. Black tri-
angles indicate the selected top two images, and the number
indicates the order the images are scanned.
Since the images’ appearance is closer to a virtual view if
they are captured from more similar viewing directions to the
virtual view, original VDTM’s image selection finds the clos-
est viewing direction. Specifically, let the camera n’s position
be an = −R>n tn and the left-eye’s position aL = −R>L tL,
the cosine of the angle θn formed by the left eye position, 3D
position pk, and the camera Cn (as in Fig. 3) is given by
cos θn =
(an − pk)>(aL − pk)
‖an − pk‖ ‖aL − pk‖ . (2)
The most suitable image is one that gives the largest value of
vnk cos θn with considering the visibility.
As mentioned above, this process is time consuming be-
cause we need to search all images in S to find the most suit-
able image for a single pixel. Our intuition to reduce this
computational cost, which is inspired by [19], is that if the
Euclidean distance between the camera n and the left-eye po-
sition is small, then cos θn is large; therefore, we can priori-
tize images to be searched according to the distance. For this,
we firstly sort the cameras in the ascending order of the dis-
tance ‖an − aL‖, which does not depend on pk and thus is
done only once for every update of the image. Then, for pixel
k, we compute vnk cos θn in the ascending order of the dis-
tance. The criterion for terminating this process is that N im-
ages that satisfy vnk cos θn > ξ are found. Among the images
found, we select two images with highest cos θn. Since the
cameras are sorted, it is more likely to find good images (i.e.,
a larger value of vnk cos θn) in an earlier stage of the search.
Note that larger cos θn does not necessarily mean a smaller
distance. For example, if the camera is on the light ray from
pk to the left-eye position, then cos θn is 1 while the distance
can be arbitrarily large. This image prioritization has a good
side effect that low resolution images (i.e., ones captured from
farther viewpoints) are not selected.
4.2. Blending and Coloring for Left Eye
We color the pixel k in the left-eye image using selected two
images with applying alpha blending over them for alleviat-
Fig. 4. Pixels that are not covered by the left-eye image is
indicated in red in the right-eye image.
ing discontinuous seams between pixels whose selected im-
ages are different. The alpha value for the second image is
calculated based on the angle θn of the two selected images.
Let θ1 and θ2 be the angles of the first and second images
respectively. The alpha value for the second image is given
using a threshold Tb by
α2 =
{
0.5
1−Tb (
θ1
θ2
− Tb) if θ1θ2 > Tb
0 otherwise
. (3)
In addition, if the projected point pk lies near the edge of the
first image, the alpha value also given to the second image
based on the distance from the pixel to the image edge. For
the first image, alpha value is simply determined by α1 =
1− α2.
4.3. Right-eye Image Synthesis
In order to obtain the right-eye image, instead of repeating the
same processes as the left-eye image, we exploit the render-
ing result for the left-eye image. For pixel k in the right-eye
image whose corresponding 3D position in the world coordi-
nate system is pk, we find the corresponding pixel’s position
uk = (xk yk)
> in the left-eye image by
uk = ΠKL(RLpk + tL), (4)
where ΠKL(·) represents perspective projection of a 3D point
usingKL. We copy the color at uk in the left-eye image to the
pixel k in the right-eye image. Due to the slight difference in
eye positions, there are some pixels that are not covered by the
left-eye image, which are indicated by red pixels in Fig. 4. We
color these pixels by performing the VDTM process again.
5. EXPERIMENTAL RESULTS
We have implemented a prototype of our system and have
conducted a user study to demonstrate the advantage of our
system. Our prototype is running on a desktop Windows
10 PC with 16 GB RAM, Intel Core i7 4790K, and Nvidia
GTX1080 GPU. It renders an image for each eye at 1332 ×
1586 resolution to show through an Oculus Rift CV1 head-
set. We use OpenGL and Oculus SDK 1.3. Our prototype is
implemented with C++ and GLSL. For user study, we have
Fig. 5. Examples of input images (top) and reconstructed 3D
model (bottom).
Fig. 6. Example of presented reconstructed scene from
configuration ONE-3 (top) and TWO-UNL (bottom). UNL
stands for unlimited.
built a dataset that contains 270 images of an in-room en-
vironment captured using a Canon EOS 6D camera, and a
3D mesh model with 39,697 triangles has been reconstructed
from them using VisualSFM [21, 7, 22] and CMPMVS [4].
Figure 5 shows an example of input images and a portion of
the reconstructed 3D mesh model, respectively. We empiri-
cally set the values of  and Tb to 0.2 and 0.995, respectively.
Figure 6 shows example stereoscopic image pairs syn-
thesized by our prototype, which uses image prioritization
(N ′ = 3) and one-time full rendering (ONE-3), as well as
one obtained by using the original VDTM technique sepa-
rately applied for both eyes (TWO-UNL). The image quality
deterioration by image prioritization and one-time full render-
ing is not significant in this example. At most view points, our
prototype produces a good quality novel view image as shown
in Fig. 7 (left). However, there are some noticeable seams in
the texture as shown in Fig. 7 even though we adopt alpha
blending. This is mainly because the limitation of the 3D re-
construction algorithms: Our automatically reconstructed 3D
mesh model is not perfect, and the algorithm can not recover
the scene geometry because point correspondences in homo-
geneous regions can not be found on reflective surfaces. Such
3D reconstruction errors cause inconsistent textures. Also,
Fig. 7. Left-eye image (left) without failure in texturing and
alpha blending, (middle) with errors in texturing, and (right)
with errors in alpha blending.
Table 1. Comparison of averaged frame rate for each config-
uration. FPS stands for frame per second.
Configuration FPS Configuration FPS
ONE-3 89.285 TWO-3 57.648
ONE-10 45.039 TWO-10 33.010
ONE-UNL 23.815 TWO-UNL 15.370
our alpha blending sometimes fails to smoothly connect tex-
tures from different images.
Table 1 shows the frame rates by 6 configurations of the
VDTM process, which are combinations of image prioritiza-
tion parameters (N ′ = 3, 10, and UNL, where UNL stands
for unlimited) and whether one-time full rendering is applied
(ONE: one-time full rendering and TWO: original VDTM for
both eyes), for which further breakdown is provided in Fig. 8.
According to Table 1, our prototype significantly improved
the frame rate. This is achieved by significantly reducing the
time needed to rendering the right-eye image by performing
the one-time full rendering as shown in Fig. 8. Moreover, by
image prioritization, we can improve the performance of tra-
ditional VDTM, which is also illustrated in Fig. 8.
In order to demonstrate the perceptual quality of our sys-
tem, we recruited 13 participants in our user study, who never
or rarely had experience on HMDs or VR before. Each par-
ticipant was exposed through an HMD to stereoscopic image
pairs by the 6 VDTM configurations. After the training ses-
sion, in which all configurations are presented to the partic-
ipants, they were asked to give scores ranging from 1 (bad)
to 5 (good) to each configuration in regards to reconstructed
image quality, smoothness of the video stream (if the frame
rate is enough or not), and perceived reality of the presented
scene. Figure 9 shows the average scores together with stan-
dard deviations. The high smoothness scores of our prototype
(e.g. ONE-3) in Fig. 9 support our timing result in Table 1. We
can also see that the quality of the image is nearly identical re-
gardless of the configuration, which means that the frame rate
is improved while preserving the image quality. We consider
that this also makes the presented scene more perceptually
realistic for the participants as shown in the realism scores.
6. CONCLUSION
We have proposed a light-weight VDTM-based novel view
synthesis system designed for a stereoscopic HMD. We prior-
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Fig. 9. Average subjective evaluation scores for each config-
uration.
itized the images that are searched in the image selection pro-
cess in original VDTM based on the images’ distances to cur-
rent virtual eye positions. To further boost the performance,
we take advantage of the overlapping fields of view between
left- and right-eyes images: We perform the full VDTM pro-
cess only for the left-eye image and then transfer the result to
the right-eye image. Our system has been proven to increase
the frame rate six times without much sacrificing the image
quality. By improving the frame rate, the system provides the
users with more realistic sensation. In future work, we will
reduce the noticeable seam in synthesized images.
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