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ABSTRACT 
To certain nonlinear dynamical systems naturally correspond simplicial complexes. 
This correspondence is a generalization of the familiar relationship between the 
interaction matrix of a linear dynamical system and the signed digraph of that matrix. 
By defining stability in terms of attractor regions (as opposed to attractor trajectories), 
we can specify qualitative linear algebraic conditions involving the simplicial complex 
which insure stability of the nonlinear system. The analysis uses only signs of 
coefficients in the dynamical system. A model of E. Lorenz [3] is an example of a 
three-dimensional system which fulfills the stability conditions and which is known to 
have a strange attractor within the attractor region. In summary, the linear qualitative 
tests described (Theorems 2 and 3) can be applied to certain nonlinear dynamical 
systems to yield preliminary information about the global stability of such systems. 
1. INTRODUCTION 
Stippose M is an n X n real matrix and Q(M) is the set of all n X n real 
matrices with the same sign pattern ( + , - , or 0) entry by entry as M. If all 
eigecvalues of each matrix in Q(M) have negative real parts, then M is called 
sign stable. All the eigenvalues of an n x n real matrix M have negative real 
parts if and only if for the ndimensional linear dynamical system with 
constant coefficients 
n 
ii= c Mijxj, (1) 
j=l 
the constant trajectory 0 is an attractor trajectory [7, p. 491. 
Let us write M = - E + a, where E is a diagonal matrix and the diagonal 
entries in a are zero. According to Quirk and Ruppert [5] and Jeffries, Klee, 
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and van den Driessche [2], M is sign stable if the following conditions hold: 
(a) &i > 0 for all i; 
(p) each component of the undirected graph G associated with a is a 
tree; 
(y) for all i# j, either aij=aji=Oor aijaji<O. 
HerethevertexsetofGis{1},{2},...,{n}andtheedgesetis{{i,~}:i#~ 
and u ij # 0 # a ji }. In fact, any matrix having a block upper triangular form 
(subject to renumbering variables) with diagonal submatrices satisfying (Y, p, 
and y is sign stable [5,2]. 
An example of a five-dimensional linear dynamical system fulfilling condi- 
tions ((Y), (p), and (y) follows: 
3i., = - x1 - 2x,, 
i2=x1-3x2-xg, 
3i., = x2 - X3 + Xq + X5, 
i4 = - xg - x4, 
i, = - xg - x5. (2) 
All trajectories for (2) uniformly, asymptotically approach the constant trajec- 
tory 0; the same holds for any system with the same sign pattern as (2). 
The purpose of this paper is to generalize sign stability to nonlinear 
dynamical systems, in other words, to specify linear algebraic conditions for 
certain nonlinear dynamical systems which insure a type of stability regardless 
of magnitudes of system coefficients. To do this we shall regard the undi- 
rected graph G associated with a linear dynamical system as a simplicial 
complex [6, Chapter 41. As such, each component of G is a tree if the 
deletion of any vertex which is in two or more 1-simplexes (edges) disconnects 
that component of G as a topological space. We shall generalize the concept 
of a graph each component of which is a tree by introducing “sparse” 
simplicial complexes. But first we note that each component of G is a tree if 
and only if: 
(9) it is possible to list the edges of G so that any edge contains at most 
one vertex which appears in previous edges. 
Such a list (9) for the system (2) is {1,2}, {2,3}, {3,4}, {3,5}. 
All this sets the stage for the nonlinear dynamical system 
n 
ii = - EiXi + c uij,xj,+ i: uij,j,“jlxj~~ 
j, = 1 j,.j2=1 
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where in each sum i, jr, j, are distinct and j, < j, (to avoid redundancy). We 
shall define a simplicial complex G associated with (3) and then specify a 
structure for G which insures that (3) always has an attractor region 
regardless of the magnitudes of the coefficients { a i j, }, { a i j,, j2 }. 
In fact, such conditions for attractor region stability will be specified for 
the more general dynamical system 
n n 
ij = - Eixj + C ajj,xj, f C ajilizxi,xiz + . . . 
j, = 1 jl.jz=l 
where in each sum the indices are all distinct and all but the first index (index 
i ) are in increasing order (to avoid redundancy). Again the conditions for 
attractor region stability will be independent of the magnitudes of the 
nonzero coefficients in (4). We call the number d the degree of a coefficient 
Uij, j,, in (4). 
2. SIMPLICIAL COMPLEXES 
We now construct a simplicial complex G associated with (4) and nonzero 
coefficients of degree d 2 1 in (4). (This construction makes no use of the 
coefficients { ei } .) The vertex set of G is { l}, { 2}, . . . , { n } . To any coefficient 
'ij,...j, , in (4) we first associate the coefficient index set (i, j,, . . . , j,). The 
indices occur here in the same order as in a jj, ,,, jc,, so j, < .. . < j,. 
For our purposes a simplicial complex G is a set of subsets of the n 
symbols 1,2,. . . , n. Each subset contains from one to n distinct symbols and 
is called a simplex. The dimension of a simplex is one less than the number of 
symbols in the simplex. The coefficients of a simplex in a simplicial complex 
derived from (4) are just the nonzero coefficients in (4) with coefficient index 
sets identical to the simplex, modulo perturbation. The symbols in a simplex 
are listed in increasing order. A simplex is called structural if it is of positive 
dimension and is not a subset (subsimplex) of another simplex. Any simplex 
which is not structural but is of positive dimension is called rwnstructurul. A 
structural simplex is said to be of mked sign if at least one associated 
coefficient in (4) is positive and at least one associated coefficient in (4) is 
negative. We call a simplicial complex G sparse if the following condition 
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holds: 
(9’) It is possible to list the structural simplexes of G so that any 
structural simplex in the list contains at most one vertex which appears in 
previous structural simplexes. 
Clearly the concept of a sparse simplicial complex generalizes the concept 
of a tree graph. A path of length zero in G is a singleton vertex. A path of 
length p in G is a set of p + 1 distinct vertices { i,, i,, . . . , iP+ 1 } such that each 
consecutive pair { ii, ij+ 1 }, j = 1,. . . , p, is a subset of a structural simplex. 
The component of G containing vertex i is the set of all vertices in G which 
are included in paths with i = i,. If { i,, iz } is a path of G, we say vertices i 1 
and i, are connected. 
In the above manner we can construct a simplicial complex from a 
dynamical system of the type (4). That is, given a coefficient index set 
(i, ji, ja,. . . , j,), the simplicial complex G must contain the simplex 
{i, j 1,..., j,}. Here and h ereafter the line beneath indices means the indices 
are to be permuted if necessary so that they appear in increasing order. For 
bookkeeping reasons we also include in G the simplexes {l}, {2}, . . . , { n }. 
To illustrate the above machinery, let us consider the eight-dimensional 
dynamical system 
i, = - xg -x1. (5) 
There are 14 coefficients in (5) of degree 2 1. For the sake of simplicity we 
have set the magnitudes of all coefficients at unity. The coefficient index sets 
for (5) are: (L3), (I,8), (I,2,3,4), (2,I,3), (3,I), (3,1,2,4), (4,6), (4,7), 
(4,1,2,3), (5,4,6), (6,4), (6,4,5), (7,4), and (8,l). The simplexes in the 
simplicial complex G associated with (5) are therefore { 1,3}, { 1,8}, { 1,2,3,4}, 
{1,2,3}, {4,6}, {4,7}, and {4,5,6}. The structural simplexes of G are {1,8}, 
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8 
6 
FIG. 1. The sparse simplicial complex associated with (5). 
{1,2,3,4}, {4,5,6}, and {4,7}; this list fulfills condition (9”), so G is sparse. 
Since the maximum simplex dimension in G is only three, it is possible to 
sketch G. Such a sketch appears in Figure 1. 
3. STABILITY 
We shall call a closed region R in n-dimensional space an attractor re- 
gion for a dynamical system provided R has finite diameter (that is, 
SUP{llX - YII:x>Y E RI is finite), provided any trajectory for the system 
starting outside R enters R after a finite time interval T determined only by 
the initial distance to R (not by the precise coordinates of the initial state), 
and provided no trajectory starting in R leaves R. 
Recall the linear dynamical system (1). If conditions (fi) and (y) hold, 
then positive numbers { h,, X,, . . . , X n } can be found satisfying i # j =+ 
hiaij + X ja ji = 0 [2]. Thus the function A(x) = C:,,h,xB along any trajec- 
tory for (1) satisfies h = - 2C:,,Xiq~f. Using standard Lyapunov theory 
[7, p. 271 one can show that 0 is a glqbally, uniformly, asymptotically stable 
trajectory (an attractor trajectory) for (1). This extends to block upper 
triangular matrices as mentioned in Section 1. If r > 0, then the closed ball B, 
of radius r in n-dimensional space centered at 0 is an attractor region. 
Next recall the system (3). Consider the function 
A(X)= 2 KiXi+ 2 A,& (6) 
i=l i=l 
where again all Xi > 0. The level sets of A are hyperellipsoids in n-dimen- 
sional space centered at (- K~/(~X~), -~~/@h~),..., - Kn/(2h,,)). More- 
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over the rate of change of A along an arbitrary trajectory x(t) of (3) is 
h= f -KiEiXi+ f KiUij,Xj, + IL Ki’ij,j,XjlXj2 
i=l i,j,=l i,j,,j2=1 
+ 5 - 2x,&+ 5 2Xiaij,xixj,+ 5 2xi(lij,jzxixj,xjp. 
i=l i,j,=l i3j,,j2=1 
(7) 
Now if the numbers { ~~ } and {Xi } (each Xi positive) could be chosen so 
that A as a polynomial in x were equal to only linear terms plus negative x; 
terms (negative for each i), then A would be negative outside a finite region 
(another hyperellipsoid). Also, A would be negative and bounded away from 
zero outside a slightly larger hyperellipsoid. Thus it follows that (3) has an 
attractor region R provided { ~~ } and {hi } can be so chosen. 
Since some dynamical systems in fluid dynamics and chemistry are known 
to have strange attractors [l], an attractor region might be the best way to 
describe the stability of such systems. From the applications viewpoint a 
sufficiently small attractor region could be as good as a constant attractor 
trajectory. 
4. CALCULATIONS 
We proceed to describe certain sign patterns of coefficients in (3) and (4) 
for which { ~~ } and {Xi } can be chosen so A and A have the properties 
mentioned in the previous section. That is, we seek for (3) constants { ~~ } and 
positive constants {Xi } such that the following conditions hold: 
2hj,aj,ja+2Xj2ajpj,= - f Kiaij,j,; 
i=l 
(%?a) for any aij,jp + 0, 
Xiaijljz+ Xj,aj,ijz + Aj2ajsij, =O. 
(Again, a line beneath a set of indices indicates the indices are to be permuted 
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into increasing order if necessary.) Such { K i } and { Xi } yield 
ii= i -Ki&iXi+ i 
n 
KiUijXj + 1 - 2x,E,x;. (8) 
i=l i,j=l i=l 
Thus such {K~} and {Xi} insure h is negative outside a hyperellipsoid in 
n-dimensional space. 
For the more general model (4) the derivative of A as in (6) along a 
trajectory is given by the following formula: 
h = c - KiEiX, + ~KiUijlXj,+ . . . + ~KiUij ,,,, j,, ,Xj ,... Xi,> , 
+ C - 2xiEixf? + C2Aiaij,xixj, + . . . + C2Xiaij,, j,a_,XiXj, . . . xj,,_, 
(9) 
All sums are over all choices of distinct indices, always in increasing order 
except for the first index. 
Considering the remarks in the previous section, we seek constants { K i } 
and positive constants {Xi } in terms of the (nonzero) coefficients in (4) such 
that the following conditions hold: 
n 
WA C 2Aj,aj,jp= - C Kiaij,j2> 
pernl i=l 
jlj2 
C Kiaij,j2j,lT 
pe”,, i=l 
jI 9 i2. j3 
c 2hj,aj,j2...jn_, = - C Kiatj,j,...j,t_, 7 
penn i=l 
j13 j2 ,.... j.., 
((&,-1) C 2hj,aj,ja...jn=0. 
pem, 
II 3 .lz . . I. 
(10) 
If such { K, } and { hi } exist, then A has the same form as in (8), so again A is 
negative outside a hyperellipsoid in n-dimensional space. 
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In the above manner, a type of sign-stability problem for nonlinear 
dynamical systems is converted into a linear sign-solvability problem. 
5. THEOREMS 
We are now in a position to state and prove theorems concerning the 
existence of attractor regions for the dynamical systems (3) and (4). 
THEOREM 1. Given a dynamical system of the form (3), consider the 
simplicial complex G constructed as in Section 2. An attractor region for the 
dynamical system exists provided the following conditions hold: 
(a) E; > 0 for all i; 
( p ) G is sparse; 
( y) the coefficients of each structural simplex in G are of mixed sign; 
(6) If (j,, j,) is a coefficient index set associated with a nonstructural 
simplex { jl, j,} in G, then there is a coefficient index set (i, jl, j,); further- 
more, no other coefftcient index set begins with the index i. 
Proof. We choose {xi} and {K~} as 0 f 11 ows. Let A, = 1. If vertex 1 is a 
singleton in G, then define K~ = 0 and proceed to another component of G. If 
vertex 1 is not a singleton in G, then vertex 1 must occur in one or more 
structural simplexes. If { 1, j } is structural, use alj and a jl to find X j 
satisfying %i. If (1, j, k} is structural, use aljk, ajlk, and akIj to choose hj 
and A, satisfying %?a. Conditions p and y enable us to do this using positive 
X j, A,. Extend this process to all vertices in the component of G containing 
vertex 1. If G has other components, choose one and repeat. Continue until 
all { Xi } are defined and all versions of %r and ‘%?a with the right side zero 
(because all a i j, jZ = 0 for all i in the Q?r case) are satisfied. 
For any coefficient index set (jr, j,) with associated nonstructural sim- 
plex, condition 6 can be used to choose ~~ satisfying Vi. If index i is not used 
in this way (if a i j, jz = 0 for all jr, j,), then define K~ = 0. n 
To illustrate Theorem 1, let us consider the well-known three-dimensional 
model developed by Lorenz [3]: 
ii = - 10X, + 10x,, 
3i.a = - xa +28x, - xrxa, 
i, = - txg + xlxz, (11) 
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For the associated G we have only one structural simplex, namely { 1,2,3}, 
and only one nonstructural simplex, namely { 1,2}. By inspection all the 
conditions of Theorem 1 are met, so (11) has an attractor region. As shown by 
Lorenz, there are exactly three constant trajectories (steady states) for (11): 
(O,O,O), (6&,6&,27), and ( - 66, - S&,27). Each constant trajectory 
can be shown to be unstable (not an attractor trajectory) using the lineariza- 
tion theorem [7, p. 1251 and the Hurwitz test [7, p. 661. This suggests that 
exotic dynamics might occur inside the attractor region, as indeed Lorenz 
demonstrated [3, 41. For (11) A = - 76x, + x; + ~2” + x,” suffices; A = - 
20x; - 2x; - Y(X, - 19)2-t y. 
THEOREM 2. Given a dynamical system of the form (4), consider the 
simplicial complex G constructed as in Section 2. An attractor region for the 
dynamical system exists provided the following conditions hold: conditions 
(a), (p), and (y) of Theorem 1 us well as 
(6) if (j,, j2,..., j,) is a coefficient-index set associated with a non- 
structural simplex { j,, . . . , j,} in G, then there is a coefficient index 
set (i,j,,..., j,); furt&%&%?rw other coefficient-index set begins with the 
index i. 
Proof. We need only modify the proof of Theorem 1 as follows. If 
(1, k 1 ,..., k,,} is structural, then use alk,k,,,,k , ak Ik ,,,k, ak lk ,... k ,,,... to 
choose Xk,, Xk, ,..., X, ,, satisfying vti. Extending’this Lr&eclure &&n&out G 
leads to specification of all { Xi }. Th e constants { ~~ } are defined as in the 
proof of Theorem 1. n 
We note that if every coefficient index set from (4) corresponds to a 
structural simplex, then condition (8) in Theorem 2 is trivially satisfied and all 
K, = 0. In this case the constant trajectory 0 is an attractor trajectory, and any 
closed ball of positive radius centered at 0 in n-dimensional space is an 
attractor region. 
Let’s refer again to the example (5). By inspection conditions ((Y), (/?), 
and (y) of Theorem 2 are satisfied. The coefficient index sets from (5) 
associated with nonstructural simplexes are (1,3), (3, l), (2,1,3), (4,6), and 
(6,4). By inspection the unique coefficient index sets required by condition 
(6) are respectively (2,1,3), (2,1,3), (4,1,2,3), (5,4,6), and (5,4,6). Thus 
Theorem 2 implies that the dynamical system (5), or any other system like (5) 
but with coefficients of different magnitudes, has an attractor region. Follow- 
ing the proof of Theorem 2 for the system (5) as is, we find X, = 1, 
X, - X, = 0, A, +0.X, - h, + h, = 0,0.X, - X,5 + h, = 0, and h, - h, = 0. 
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A solution is X, = 2, all other Ai = 1. Thus the constants { ~~ } must solve 
2hcP,,3 = - K4~412-3~ 
2h,U,, +2h,U,, = - K5U546. 
Hence our choice of {hi} leads to 2+4= -K~, 2= -K~, and 2+2= 
-Ks(-1). Thus A= -66r,-2x4+4x,+x~+x~+2x,2+~42+~~+x~ 
+ X7” + x;. Also A = - 2x; - 2(x, - 2)” - 4X,2 - 2(X4 - 4)” - 2(x,5 + 1)2 - 
2(x, + $)” - 2(x, + $)” - 2x,2 +8. 
Suppose next that we have s dynamical systems indexed by the forward 
subscript j, j =1,2,,.., s, namely, jlir = jY(x), each of which is of the form 
(4) and each of which fulfills conditions (LX), (p), (y), and (S) of Theorem 2. 
Thus each such system has an attractor region jR and associated function 
jA = ~~~~~~~~~ + jXixf; here nj denotes the dimension of system j. Consider 
a new dynamical system x = Y(x) of dimension nr + n2 + . . . + n,> defined 
by the following equations: 
1~=lc4P(1x)+IM(2x,gx,...,sx>, 
2s = 29(,X)+2M(3X,4X,. . . &, 
s-l% = s-1~4P(s-lx)+,-1M(sx)~ 
Sk =,9(,x). 
(12.1) 
(12.2) 
(12.s - 1) 
(12.s) 
Here each j M is a continuous map from ( nj+ r + nj+2 + . . . + n,)-dimensional 
space into n,dimensional space. Of course this construction is all just a 
nonlinear generalization of the block upper triangular matrix structure (each 
jM linear) discussed in Section 1. 
THEOREM 3. The dynamical system (12) has an attractor region. 
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Proof For the subsystem (12.~) sR is an attractor region. For any ,x in 
,R, consider the quadratic form on n,_ i-dimensional space defined by 
= {the s - 1 version of (8)} + c (s_l~i +2s_lhix,),_,~,(,x). 
i=l 
Of course, (13) is the typical form of the rate of change of s_ ,A along a 
trajectory of (12.~ - 1). Clearly s_ iA is negative outside a hyperellipsoid in 
n,_,dimensional space for each such ,x in sR. As ,x varies through sR, s_li\ 
remains negative outside a finite closed region. Let.,_,R be a slightly larger 
closed region enclosing the set of points {so ix : so ,A = 0 for some ,x in sR }. 
It follows that so ,R is an attractor region for the subsystem (12.~ - 1). 
Clearly this process can be continued until an attractor region iR 
is specified for each subsystem (12. j), j = 1,2,. . . , s. The direct sum R = 
,R@,R@ . . . CB .R is an attractor region for the full system x = Y(x). That is, 
for any initial state for the full system there exist time intervals T,, T,, . . . , T, 
such that the subsystem (12.~) enters sR within T, time units, the subsystem 
(12. s - 1) enters so ,R within an additional T,_ 1 time units, and so on, until 
R is entered by the full system within T, + T, + . . . + T, time units. 
An example of all this would be an lldimensional dynamical system in 
which the first subsystem is the eight-dimensional system of (5) to which some 
continuous functions of the variables of the three-dimensional system (11) are 
added as in (12.1). Given the exotic dynamics of (11) one would expect such 
an 1 l-dimensional system 
attractor region. 
to exhibit likewise exotic dynamics within its 
6. DISCUSSION 
Theorem 2 is clearly a finitely computable test for a type of dynamical 
system stability. It would be interesting to express the test in a program 
format and to comment on the commutational complexity of the test. 
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