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RESUMO 
Para descrever o campo de onda refletido de um único refletor (alvo) em 
um meio elástico anisotrópico não homogêneo existem duas aproximações 
integrais muito conhecidas. Estas são a integral de Born que integra sobre 
as perturbações supostamente pequenas em um volume contendo o refletor 
e a integral de Kirchhoff que integra o campo especularmente refletido ao 
longo do refletor. Nesta tese, mostramos que outras aproximações integrais 
podem ser obtidas a partir destas duas. A integral de Born pode ser trans-
formada numa integral de superfície ao longo do refletor que é chamada 
de integral de Born-Kirchhoff por exibir características das duas integrais 
clássicas. Um outra aproximação integral se obtem por substituição do coe-
ficiente de reflexão utilizado na aproximação de Kirchhoff por uma versão 
que deixa a expressão resultante recíproca. Esta aproximação é chamada de 
integral de Kirchhoff Recíproca. Todas estas aproximações em integrais de 
superfície tem a mesma contribuição no ponto de reflexão especular. Assim, 
a a\·a!iação assintótica de todas elas usando o método de fase estacionária 
fornece a expressão da teoria de raios. 
Investigamos estas aproximações numericamente para o caso acústico. 
Em nossos experimentos numéricos, todas as integrais mencionadas aproxi-
mam razoavelmente bem o campo de onda refletido (calculado pelo método 
de Diferenças Finitas). Porém, a qualidade da aproximação depende do mo-
delo inYestigado. Também não se pode determinar um método que forneça 
sempre o melhor resultado. Apesar disso, a aproximação pela integral de 
Born-Kirchhoff mostrou-se a mais estável, fornecendo em todos os exemplos 
estudados um resultado de boa qualidade, sendo ou o melhor ou perto do 
melhor. Além disso, o tempo computacional para este método é (junto com 
o da aproximação Kirchhoff Recíproca) o mais baixo de todos os métodos 
sob investigação. 
ABSTRACT 
To describe the reflected wavefield of a single ( target) refiector in an elas~ 
tic anisotropic medium, there exist two well-known integral approximations. 
These are the Bom integral that integrates over supposedly small perturba-
tions within a volume that contains the reflector, and the Kirchhoff integral 
that integrates over the specularly reflected field along the reflector. In this 
theses, we show that other integral approximations can be obtained starting 
from these two. The Bom integral can be transformed into a surface inte-
gral along the refiector, which is called the Born-Kirchhoff integral since it 
exhibits characteristics of both the classical integral. Another integral ap-
proximation is obtained by substituting the refl.ection coeffi.cient that is used 
in the Kirchhoff approximation by another version that turns the resulting 
integral expression reciprocal. This approximation is called the Reciproca} 
Kirchhoff integral. All these approximations in the form of surface integrais 
contain the same contribution at the specular reflection point. Therefore, 
their asymptotic evaluations using the stationary-phase method yields the 
ray-theory expression. 
We numerically investigate these approximations in the acoustic case. In 
all our numerical experimenta, ali above integrais approximate the reflected 
wavefield (as calculated by the Finite Differences method) quite well. How-
ever, the quality of the approximation depends on the investigated model. 
Also, a method that would always provide the best approximation cannot 
be determined. In spite of that, the Born-Kirchhoff integral proved to be 
the most stable approximation that yielded in ali studied examples a result 
o f good quality, either the best one or dose to the best one. Moreover, the 
computation time for this method is (together with that for the Reciproca! 
Kirchhoff approximation) the smallest one of all methods under investigation. 
Capítulo 1 
Introdução 
A prospecção sísmica de reflexão é o método mais importante para a loca-
lização e o monitoramento de petróleo e gás natural. A sísmica de reflexão 
utiliza a geração de ondas na superfície da terra ou do mar para que 1 através 
da análise das ondas refletidas no subsolo, registradas também na superfície, 
possam ser determinadas a estrutura e outras propriedades do subsolo. O 
problema matemático fundamental da prospecção sísmica de reflexão é a in-
versão dos dados sísmicos, i.e., a recuperação de informações sobre o subsolo a 
partir dos registros na superfície. Para a realização e possíveis melhoramentos 
de esquemas de inversão, é crucial o bom entendimento do comportamento 
da propagação de ondas acústicas e elásticas em diferentes circunstâncias 
(Bleistein & Gray, 1985). Para alcançar este objetivo, modelos diretos são 
ferramentas importantes. 
"C ma vez que a propagação de ondas sísmicas está descrita pela equação 
de onda elástica ou acústica, o ideal seria obter a solução exata desta equação. 
Infelizmente, isto só é possível em situações demasiadamente simples. Para 
serem obtidas descrições do fenômeno da propagação de ondas em modelos 
mais realistas, são necessárias algumas aproximações relacionadas com dife-
rentes condições, ou suposições, a respeito do meio ou das ondas pesquisadas. 
A melhor aproximação para a descrição da propagação de ondas pode ser 
obtida usando o Método de Diferenças Finitas. Para um meio arbitraria-
mente complicado pode-se calcular uma aproximação tão precisa quanto 
necessário, bastando para isso usar as condições de estabilidade (Mufti et al., 
1996). Porém, este procedimento pode ter um alto custo. Assim, procuram-
se outros métodos que possam dar uma boa aproximação do fenômeno es-
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tudado sem o alto custo das Diferenças Finitas. Neste trabalho estudamos 
várias aproximações sugeridas na literatura e apresentamos algumas modi-
ficações novas. Comparamos os resultados obtidos com essas aproximações 
com a solução obtida por Diferenças Finitas. 
Talvez a aproximação mais usada em sísmica seja a Teoria dos Raios (veja, 
por exemplo, Cerven:Y, 1995), a qual fornece uma descrição de propagação 
de ondas em alta-frequência. Problemas mais gerais usam a representação 
integral do campo de onda (Frazer & Sen, 1985; Langenberg, 1986; Tygel et 
al., 1994). Através de certas hipóteses e simplificações (como, por exemplo, 
pequenos contrastes nos parâmetros, alta frequência, etc.) as duas aproxi-
mações mais utilizadas para representação do campo espalhado ou refletido, 
são as aproximações de Born e de Kirchhoff (Bleistein, 1984 e 1987; Beylkin 
& Burridge, 1990; Wapenaar & Berkhout, 1993). 
A suposição básica para a aproximação de Born é que a propagação de 
ondas em um modelo semelhante ao estudado, chamado modelo de referência, 
já é conhecido. Dentro de uma certa região, a chamada região perturbada, os 
parâmetros do modelo variam em comparação com o modelo de referência. 
Esta variação, porém, é supostamente pequena, i.e., os parâmetros pertur-
bados são ainda semelhantes aos não perturbados. O resultado aproximado 
é uma integral de volume sobre a região perturbada cujo integrando contém 
um coeficiente espalhante. Fisicamente, a aproximação de Born pode ser 
interpretada como a superposição de fontes secundárias pontuais (difratares) 
distribuídos pelo volume da região perturbada. Esta representação satisfaz 
à condição de reciprocidade (i.e., se as posições da fonte e do receptor forem 
trocadas, a resposta não se altera). 
A suposição de que os parâmetros do meio tenham perturbações peque-
nas na aproximação de Born pode não ser conveniente para modelos sísmicos 
onde existem contrastes bruscos entre a região perturbada e a não pertur-
bada. Em muitos casos na prática, os meios são constituídos por camadas 
onde os parâmetros elásticos variam de forma suave, separadas por inter-
faces suaves através das quais os parâmetros elásticos variam bruscamente. 
O campo de onda refletido em uma destas interfaces é geralmente modelado 
pela aproximação de Kirchhoff. Na aproximação de Kirchhoff, supõe-se que 
o espalhamento se dá sobre uma superfície suave na qual os parâmetros do 
meio sofrem uma descontinuidade. Acima da interface, onde estão localiza-
dos a fonte e o receptor, a função de Green é supostamente conhecida exata 
ou aproximadamente. O campo de onda espalhado (ou refletido) é obtido 
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por uma integral de superfície ao longo da interface, onde o campo refletido 
é aproximado pelo campo incidente multiplicado por um coeficiente de re-
flexão de ondas planas. Como a integração é uma operação linear, pode-se 
calcular o campo de ondas refletido em mais que uma interface por super-
posição de integrais desse tipo. A interpretação física da aproximação de 
Kirchhoff é que o campo de onda incidente é localmente, i.e., em cada ponto 
do refletor, representado por uma onda plana com a mesma amplitude e 
mesma direção de propagação. O refletor é localmente representado por um 
elemento diferencial plano, tangente ao refletor. Cada uma das ondas planas 
locais é refletida no correspondente elemento do refletor satisfazendo a lei de 
Snell. A integral de Kirchhoff descreve então a superposição de todas estas 
ondas planas locais ao longo do refletor e a propagação do campo de ondas 
resultante do refletor até o receptor. Na sua forma original (veja, por exem-
plo, Bleistein, 1984; 1987) esta representação não satisfaz à propriedade de 
reciprocidade. Visando superar esta dificuldade, além de melhorar os resul-
tados obtidos, outros coeficientes de espalhamento podem ser introduzidos 
na formulação de Kirchhoff. Esta tese se dedica à investigação da qualidade 
destas aproximações, com o objetivo de estabelecer critérios, quando se pode 
esperar melhores resultados de qual aproximação. 
No nosso estudo analítico, consideramos um modelo de dois semi-espaços 
elásticos anisotrópicos não homogêneos, separados por uma superfície suave, 
através da qual os parâmetros do meio são descontínuos. Além disso, conside-
ramos um meio elástico anisotrópico de referência contínuo dado. À primeira 
vista, as aproximações de Born e de Kirchhoff deveriam conduzir a respostas 
que não deveriam se diferenciar muito quando aplicadas a este modelo que 
satisfaz todas as hipóteses. Porém, experimentos numéricos mostram que 
existem diferenças entre as duas respostas. Com o objetivo de entender este 
fato melhor, estudamos neste trabalho as duas aproximações analiticamente 
e comparamos os resultados numericamente. Também comparamos as apro-
ximações com o resultado de Diferenças Finitas para julgar em que situação 
se pode esperar a melhor resposta de qual método. 
Antes de começarmos o nosso estudo analítico, observamos que a o campo 
refletido na aproximação de Born é representado por uma integral de volu-
me sobre a região perturbada, enquanto na aproximação de Kirchhoff por 
uma integral de superfície ao longo do refletor. Por esta diferença, as duas 
aproximações não são facilmente comparáveis. Para superar esta dificul-
dade, usamos inicialmente o Teorema de Betti, i.e., a formulação do teorema 
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da divergência para meios elásticos anisotrópicos, e aproximações em alta-
frequência para transformar a integral de volume da aproximação de Bom 
em uma integral de superfície com a mesma estrutura da integral de Kirch-
hoff. Em seguida, investigamos a equivalência desta integral com a integral 
de superfície vindo da aproximação de Kirchhoff. Observamos que a única 
diferença está no núcleo destas integrais. 
No caso de meios elásticos isotrópicos, é possível investigar o coeficiente de 
espalhamento obtido na tranformação da integral de volume da representação 
de Bom em uma integral de superfície ao longo do refletor. Observamos que 
no ponto de reflexão especular, este coeficiente de espalhamento, multiplicado 
com o fator de obliqüidade proveniente da mesma transformação, coincide 
com a aproximação linearizada do coeficiente de reflexão de ondas planas, 
multiplicada com o fator de obliqüidade da integral de Kirchhoff. Tendo 
em vista que a aproximação de Born pressupõe um contraste fraco entre 
os parâmetros do meio, vemos que no ponto especular, os núcleos das inte-
gras de superfície da aproximação de Kirchhoff Clássica e da transformação 
da integral de Born são aproximadamente iguais. Porém, os dois núcleos 
das integrais são diferentes fora do ponto de reflexão especular. A princi-
pal diferença é que o campo de ondas representada pela nova integral de 
superfície, denominada Born-Kirchhoff (Ursin & Tygel, 1997), satisfaz a pro-
priedade de reciprocidade entre fonte e receptor, o que não era o caso na 
representação de Kirchhoff Clássica, sendo considerado uma desvantagem 
desta aproximação. Para completarmos o nosso estudo analítico, repetimos 
esta comparação no caso acústico, com os correspondentes resultados, como 
foi publicado anteriormente por Novais et al. (1997). 
Com o objetivo de verificar a qualidade das várias aproximações para a 
representação de um campo de ondas refletidas em um refletor suave, com-
paramos as respostas destas aproximações numericamente. Uma vez que 
a equação da onda não pode ser resolvida analiticamente para meios não 
homogêneos, o nosso resultado de referência será obtido pelo método de 
Diferenças Finitas (Mufti et al., 1996). Para o caso mais simples de um re-
fletor plano abaixo de um semi-espaço homogêneo, onde a solução analítica é 
conhecida, mostramos que o método de Diferenças Finitas fornece o melhor 
resultado de todos os métodos. Isto justifica a escolha deste método como 
referência para os outros modelos. Por causa das limitações dos nossos re-
cursos computacionais, as comparações numéricas tiveram que ser restritas 
ao caso acústico. 
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Kas nossas comparações numéricas1 incluimos 1 além das Diferenças Fini-
tas (DF) e da aproximação de Born Clássica (BC), as seguintes escolhas para 
o coeficente de reflexão na integral da superfície: 
• Coeficiente de reflexão clássico (veja1 por exemplo, Bleistein, 
1987). A aproximação que usa este coeficiente chamamos de Kirch-
hoff Clássica (KC). 
• Coeficiente de reflexão recíproco. Este coeficiente foi introduzido 
por Deregowski & Brown (1983) para o caso acústico. Generalizamos 
isto para o caso elástico isotrópico. Utilizando este coeficiente na in-
tegral obtida pela aproximação de Kirchhoff, temos a reciprocidade na 
representação resultante. Por este motivo, chamamos a aproximação 
com este coeficiente de Kirchhoff Recíproca (KR). 
• Coeficiente de reflexão linearizado. Este coeficiente é obtido após 
uma linearização do coeficiente de reflexão recíproco ou através da 
transformação da integral de Bom em uma integral de superfície ao 
longo do refletor. Portanto, a aproximação utilizando este coeficiente é 
chamado de Born-Kirchhoff (BK). 
Este trabalho tem a seguinte disposição. O segundo capítulo contém a 
teoria para o meio elástico anisotrópico, bem como as aproximações de Born, 
de Kirchhoff e de Born-Kirchhoff. Neste capítulo mostramos que as integrais 
de Kirchhoff Clássica e de Born-Kirchhoff tem a mesma estrutura, com uma 
única diferença no núcleo. No terceiro capítulo abordamos a teoria para 
o caso do meio isotrópico e comparamos analiticamente as aproximações. 
Mostramos neste capítulo que os núcleos das integrais de Kirchhoff Clássica 
e de Born-Kirchhoff são iguais no ponto de reflexão especular. No quarto 
capítulo fazemos um breve resumo da teoria de propagação de ondas num 
meio acústicoj abordamos a aproximação de Born e de Kirchhoff e as com-
paramos com os resultados correspondentes ao capítulo anterior. No quinto 
capítulo descrevemos os algoritmos utilizados nos experimentos numéricos, 
que são descritos no sexto capítulo. Comparamos numericamente todas as 
aproximações descritas neste trabalho com o método de Diferenças Finitas 




Meio elástico anisotrópico 
Neste capítulo, estudamos o deslocamento de uma partícula no subsolo cau-
sado por uma onda sísmica que se propaga em um meio elástico, anisotrópico 
de uma certa fonte até um receptor. Começamos com um breve estudo 
das ferramentas que são necessárias para este objetivo. Depois revisamos 
a derivação das intergrais de Born e de Kirchhoff. Para possibilitar a com-
paração destas duas representações aproximadas do campo de onda refletido, 
transformamos a integral de Bom numa integral de superfície com a mesma 
estrutura da integral de Kirchhoff. A representação resultante é denominada 
integral de Born-Kirchhoff (Ursin & Tygel, 1997). 
2.1 Equação elastodinâmica 
2.1.1 Tensor deformação 
Nesta seção determinamos o chamado tensor deformação. Esta discussão 
segue as linhas apresentadas por PSenCík (1994). Para tal, estudamos o 
deslocamento de dois pontos vizinhos no subsolo por causa de uma força 
externa. 
Seja P = (x 1,x2,x3) um ponto genérico em um volume V e Q = 
(x1 + dx1 , x2 + dx2, xs + dxs) um ponto na vizinhança de P. Queremos 
saber como a distância varia entre esses dois pontos com a deformação do 
volume V. Suponhamos que durante a deformação o ponto P seja deslo-
cado para P 1 = (x' 1 ,x12 ,x13 ) e o ponto Q seja deslocado para o ponto 
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Q' = (x1' + dx'1, x'2 + dx'2, X31 + dx'3) (veja Figura 2.1). Então o vetor deslo-
camento u(Q) pode ser expresso em termos do vetor deslocamento u(P), por 





Figura 2.1: Após a deformação no volume V, partículas que ocupavam as 
posições P e Q são deslocadas para as posições P' e Q', respectivamente. 
8u,(x,) 8u,(P) 
u,(Q) ~ u,(x, + dx,) "'u,(x,) + âx dxJ ~ u,(P) + âx dxJ. (2.1) 
J J 
Para observar a mudança na distância entre os pontos P e Q devido 
a deformação, comparamos os quadrados das distâncias PQ e P'Q1 (veja 
Figura 2.1). Para 7'Q2 , temos 
-2 PQ ~ dx,dx,. (2.2) 
Na igualdade acima estamos usando a convenção de Einstein onde a 
ocorrência de dois índices (não mais que dois) repetidos implica a somação 
sobre eles, i.e., dx · dx = dx 1dx1 + dx2dxz + dx3dx3 = dxidxi. Usando 
propriedades vetoriais e a equação (2.1), obtemos 





d . d (au,(P) Bu;(P) Bu,(P) Bu;(P)) d d (2 ) Xi Xi + éJ + Ô + éJ éJ Xj Xk· .4 




E;k = ~ (au,(P) + au,(P) + 8u;(P) au,(P)). (2.6) 
2 éJXj ÔXk éJXj ÔXk 
Vemos que Ejk é um tensor simétrico de segunda ordem, chamado de ten-
sor deformação. Neste trabalho usamos a hipótese de que a deformação é 
pequena, 1.e., 
lau,[ 8x; « 1. (2.7) 
Portanto, negligenciamos o termo de segunda ordem em (2.6) e definimos o 
tensor eik por 
(2.8) 
o qual muitos autores chamam de pequeno tensor deformação (veja, por 
exemplo, PSenCík, 1994). Aqui nós chamamos simplesmente de tensor de-
formação. Observamos que eik é um tensor de segunda ordem, simétrico e 
linear. 
2 .1. 2 Tensor tensão 
Vamos agora introduzir o tensor tensão conforme definido em Aki & Richards 
(1980). Para tal, analisamos as forças internas atuando mutuamente en-
tre partículas adjacentes dentro de um contínuo. A tração em um ponto é 
definida pelo limite OFJOS quando OS---+ O, onde OF é o infinitésimo de força 
atuando sob o infinitésimo de área OS. Convencionamos que OF tem a mesma 
direção que a normal, '1], à superfície OS. Denotamos o limite acima por T(1J). 
(Veja Figura 2.2 ). Pela convenção acima vemos que a tração depende da 
orientação de OS. Além disso, pela terceira Lei de Newton (ação=reação), 
temos 
T( -1J) = -T(1J). (2.9) 
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Figura 2.2: Tração atuando em dS 
Seja V um volume e 8V a fronteira deste volume. Então OV é sujeita a 
distribuição da tração T( 11) e cada elemento de massa de V pode ser sujeito à 
forças externas f(x, t). Usando o princípio do equilíbrio de momento linear, 
i.e., a taxa de troca do momento de partículas de V é igual as forças atuando 
sobre estas partículas, temos que 
!fffp~~dV= fffJdV+ ffr(Tf)dS, (2.10) 
v v s 
onde p é a densidade. 
Usando os argumentos do tetraedro (veja, por exemplo, Aki & Richards, 
1980), definimos o tensor tensão como 
(2.11) 
onde Tt(êk) é a l-ésima componente da tração que atua sob o plano normal 
ao k-ésimo eixo. Portanto 
T; = '~ijTlj· (2.12) 
Daí, de (2.10) e do Teorema da Divergência de Gauss, temos que: 
f f f (pü,- f;- Tji,j)dV = 0, (2.13) 
v 
onde um indíce ', j' significa 8 j 8xi e üi significa 82ud8t2 . 
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O integrando acima deve ser zero onde ele é contínuo, porque V é um 
volume arbitrário e, portanto, 
püi = fi + 'Tji,j 1 (2.14) 
que é a primeira forma para equação do movimento. 
Usando a taxa de troca do momento angular em (2.10), a equação (2.14) 
e fazendo alguns cálculos (veja, por exemplo, Aki & Richards, 1980), obser-
vamos que o tensor tensão é simétrico, i.e., 
(2.15) 
2.1.3 Relação entre o tensor tensão e o tensor de-
formação - equação elastodinâmica 
É natural esperarmos que quando um corpo está sofrendo uma deformação, 
ele esteja sofrendo uma certa tensão. Em outras palavras, existe uma relação 
entre o tensor tensão e o tensor deformação. Esta relação é a chamada 
de relação constitutiva e foi determinada por Robert Hooke (veja Aki & 
Richards, 1980) através de medições em corpos elásticos. Neste trabalho 
usamos a generalização da Lei de Hooke, a qual diz que cada componente 
do tensor tensão é uma combinação linear do tensor deformação, i.e., que 
existem, coeficientes cijkl tal que 
(2.16) 
Se o corpo obedece à relação constitutiva (2.16), então ele é chamado de 
linearmente elástico. Os Cijkl de (2.16) são componentes do tensor elástico 
de quarta ordem, os quais são chamados de parâmetros elásticos. Estas 
componentes satisfazem à seguinte relação de simetria 
(2.17) 
As relações (2.17) podem ser vistas através das simetrias dos tensores tensão 
e deformação e do uso da função de energia da deformação (esta última pode 
ser encontrada em Aki & Richards, 1980). Vemos que as simetrias em (2.17) 
reduzem o número de componentes independentes do tensor elástico de 81 
para 21. 
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Agora, obtemos uma das equações mais importantes em elastodinâmica 
expressa em termos do deslocamento. Para isto, substituímos (2.8) em (2.16) 
e ficamos com &u, 
Tij = Cijklekl = Ci)kl~· (2.18) 
ux, 
Daí e de (2.14), temos a forma (mais geral) da equação da elastodinâmica 
para um meio anisotrópico não homogêneo 
i= 1, 2, 3. (2.19) 
2.1.4 Condições iniciais e condições de fronteira 
Para resolvermos a equação (2.19) em uma região R, necessitamos conhecer 
os valores de u(x, t) e ü(x, t) para um tempo inicial, t 0 , em qualquer ponto 
desta região (condições iniciais). Além disso, precisamos conhecer o valor 
do vetor deslocamento efou da tração sobre a fronteira de R para qualquer 
tempo t 2: to (condições de fronteira). Finalmente, devemos conhecer a 
distribuição espacial da força f na região R para t 2: t0 . 
Condições iniciais 
I\ a sísmica, podemos supor que não há movimento das partículas no sub-
solo antes do início do experimento a ser descrito, i.e., o experimento é causal. 
l''iiatematicamente isto significa que u(x, t) e ü(x, t) são nulos para t < t0 • 
Quanto à densidade da força volumétrica fi na equação do movimento 
(2.19), consideramos dois casos diferentes neste trabalho. No primeiro es-
pecificamos fi de tal forma que ela represente uma fonte sísmica pontuaL 
No segundo consideramos que as fontes estejam fora da região sob inter-
esse, que implica que fi é zero e portanto a equação elastodinâmica torna-se 
homogênea. 
Condições de fronteira 
As equações do movimento deduzidas acima são aplicadas a meios nos 
quais a densidade, bem como os parâmetros elásticos e as suas derivadas 
variam continuamente de tal forma que os coeficientes da equação do movi-
mento estejam definidos. Mas existem superfícies no meio nas quais a con-
tinuidade é violada. Tais superfícies são chamadas de fronteiras ou interfaces. 
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O vetor deslocamento e a tração devem satisfazer sobre as fronteiras e as in-
terfaces certas condições. 
Consideramos as condições de fronteira resultantes de dois meios ~'cola­
dos" por uma interface, i.e., dois meios que estão em contato sem formar 
cavidades ou escorregar1 . Avaliamos duas situações: a interface entre dois 
meios elásticos e um semi-espaço com uma superfície livre. Na primeira, se a 
interface estiver entre dois sólidos, as condições físicas impõem continuidade 
do vetor deslocamento e da tração sobre a interface. Na segunda, a física 
não impõe qualquer condição sobre o vetor deslocamento, mas requer que a 
tração na fronteira seja zero. 
2.1.5 Função de Green elastodinãmica 
A solução da equação 
(cijkl9kn,,J,;- PBin = -<\nó(x- Xo)ó(t- to) (2.20) 
é conhecida corno junção de Green elastodinâmica (Aki & Richards, 1980). A 
função de Green 9in = 9in(x, t; mo, t0 ) é a i-ésima componente cartesiana do 
vetor deslocamento registrado no ponto :v e no instante t, gerada na posição 
x 0 e no instante t 0 por uma fonte unitária orientada na direção do n-ésimo 
eixo cartesiano. 
l'samos as condições iniciais de causalidade, i.e., 9in(:v, t; xo, to) = 
9m(x, t; Xo, to)= O para t <to ex f: x 0. 
Se as condições de fronteiras são independentes do tempo, então a função 
de Green pode ser transladada no tempo (veja, por exemplo, Aki & Richards, 
1980) 
9in(x, t; Xo, to)= 9in(x, t- to; Xo, O)= 9in(x, -to; Xo, -t), (2.21) 
a qual é uma relação de reciprocidade para tempos de fonte e de recep-
tor. Outra relação de reciprocidade existente para a função de Green com 
condições de fronteiras homogêneas é para posição de fontes e receptores 
9in ( x, t; Xo, to) = 9ni( Xo, t; x, to). (2.22) 
A solução da equação (2.20) para o caso geral não pode ser encontrada 
analiticamente. 
1 Esta última condição não se aplica quando pelo menos um dos dois meios é um fluido. 
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2.2 Teoria dos raios 
A equação elastodinâmica homogênea (fi = O na equação (2.19)) para um 
meio anisotrópico é dada por 
i== 1,2,3, (2.23) 
onde ui= ui(x,t) é a i-ésima componente do vetor deslocamento, p = p(x) 
é a densidade e Cijkl = Cijkt( x) são os parâmetros elásticos do meio avaliados 
no ponto x = (x, y, z). 
Suponhamos que a solução da equação (2.23) seja (aproximadamente) da 
seguinte forma (Cerven}', 1995) 
u,(x, t) = U,(x)F(t- T(x)). (2.24) 
Para encontrarmos as funções desconhecidas Ui(x) e r(x), devemos subs-
tituir (2.24) em (2.23). Isto conduz a 
onde 
A equação 




CklUkTlT ·- p(J.. 
•J ' ,J • ' 






pode ser rescrita na forma da equação de Christo:ffel para o meio anisotrópico 
não homogêneo (r,,- o,,)u, =o, (2.28) 
onde 
- _, 
r ik = P Cijk/Í,!Í,j. (2.29) 
A matriz f 1k tem três autovalores reais positivos G(a:m, T,m) (função da 
variável espacial), cada um correspondendo a um autovetor h.;,(xm). Da 
equação de Christoffel, temos 
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Esta é a equação iconal para um meio anisotrópico não homogêneo. Existem, 
portanto, em princípio três equações iconais correspondentes a três diferentes 
ondas. O vetor deslocamento de cada uma, pode ser escrito como 
U;(x) = A(x)h;(x), (2.30) 
que indica que cada onda é linearmente polarizada. 
Vamos deduzir a equação do transporte para amplitudes A(x) em um 
meio anisotrópico não homogêneo. Para isto vamos inserir a equação (2.30) 
na equação M,(U)h, = 0: 
A,JCijklhkhiT,l + A(cijklhkr,L),J~ + CijktA,lhkh;T,j + Acijklhk,zT,jhi =O. (2.31) 
Usando a simetria do tensor elástico cijkt = cklij na equação acima temos 
(2.32) 
Introduzindo o vetor velocidade de grupo, definido por v19) = p-1cijktr,1hjhk: 
na equação (2.32), vem 
2pA ·v1' 1 + A(pv101 ) · =O 
,J) J>J. (2.33) 
Esta é a equação do transporte para o meio anisotrópico não homogêneo. 
Ela pode ser rescrita da seguinte forma 
(pAA'vj'l) . =O, (2.34) 
,J 
onde * denota o conjugado complexo do número. 
Uma vez que as duas primeiras equações dadas no sistema (2.26) já de-
finem as duas incÓgnitaS Te Ui da expreSSãO (2.24), a terceira equação SÓ pode 
ser satisfeita quando a expressão {2.24 for realmente uma solução da equação 
da onda elastodinâmica (2.23). Isto é o caso em meios homogêneos. Em out-
ras situações, a expressão (2.24) representa uma aproximação da solução 
verdadeira. Neste caso, o termo Li(U) pode ser usado só para verificar a 
precisão da determinação de U. 
Integrando ambos os lados da equação (2.34) sobre um volume V, formado 
por uma parte do tubo de raio limitado por duas diferentes frentes de fase, 
e usando o teorema de Gauss, temos 
A( ) =A( ) [p(ro)c(ro)lil(ro)l]
112 -ic(~.r}r/2 7 70 p(r)c(r)lil(r)l e ' 
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(2.35) 
onde ID(r)l é o fator de espalhamento geométrico que descreve a diminuição 
da amplitude devido à abertura geométrica de um tubo infinitesimal de raios. 
Ele é dado pelo Jacobiano da transformação entre coordenadas cartesianas 
e coordenadas do raio. Além disso, c( r) é a velocidade de fase, a qual pode 
ser determinada pela equação da solubilidade da equação de Christoffel, 
det(r" - c2r5;k) =O. (2.36) 
Esta equação cúbica fornece três valores da velocidade de fase, correspon-
dente às três ondas que podem propagar em um meio anisotrópico (PSenCík, 
1994). A quantidade a(r0, T) é conhecida com um índice da trajetória do raio, 
ou abreviadamente o índice KMAH2 (Chapman, 1982). Ele dá o número de 
pontos no qual o sinal de S1 troca. Estes pontos são chamados pontos de 
caústica e, portanto, u dá o número de pontos de caústica encontrado ao 
longo do raio. Os pontos de caústica podem ser de primeira ou segunda or-
dem. Os pontos de caústica de primeira andem são contados uma vez e os 
de segunda ordem duas vezes. 
2.3 Aproximação de Born 
l\ esta seção apresentamos a representação integral do campo de onda espa-
lhado usando a aproximação de Born, conforme descrito em Ursin & Tygel 
(1997). 
Suponhamos que o meio seja elástico anisotrópico e não homogêneo. 
Suponhamos ainda que, em uma região limitada, o meio apresente per-
tubações com respeito a um meio de referência contínuo no qual a 
propagaçãode onda seja conhecida. 
Utilizando a transformada de Fourier no tempo para a função de Green, 
rescrevemos a equação (2.20) da seguinte forma 
(2.37) 
ou ainda, 
CG = I rS(:v- :v'), (2.38) 
- -
2denominada em reverência às contribuições teóricas por Keller, Maslov, Arnold e 
Hi:irmander 
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onde L é a matriz operador 3 x 3 da equação da onda (2.23) e I é a matriz 
~ 
identidade 3 x 3. 
Suponhamos que os parâmetros do meio possam ser expressos da seguinte 
forma 
(2.39) 
onde p0 = p0(x) e c2jkl = c2jk1(x) são os parâmetros do meio de referência, 
i:::J.p = .6.p(x) é a perturbação na densidade e .6.cijkl = .6.cijkl(x) são as 
perturbações dos parâmetros elásticos. Suponhamos que .6.p e .6.cijkl tem seu 
suporte compacto estritamente dentro de um volume V limitado por uma 
superfície fechada âV. 
Corno em Ursin & Tygel (1997), supomos que G0 seja uma aproximação 
~ 
conhecida para a função de Green para o meio de referência. Então G0 
~ 
satisfaz a seguinte equação 
L0G0 = Io(x- x') +E, 
~ ~ ~ 
(2.40) 
onde L 0 é o operador de onda elastodinâmica associado ao meio de referência 
com parâmetros p0 e c2jkl• E(x,w;xs) é uma função erro. Suponhamos 
também que C = C0 + f:::..C, onde f:::...C é o operador correspondente a per-
turbação do meio. Então 
(L0 + D.L)G0 
~ 
I ô(x- x') +E+ D.LG0 , 




A função de Green do meio perturbado, G, na equação (2.37) define um o-
~ 
perador integral, 9, o qual formalmente é o inverso de L. Sua aplicação a 
um tensor de segunda ordem H(x, w; xs) é dado por 
[9miHin](xr,w;xs) =i Gmi(xr,w;x)Hin(x,w;xs)dV. (2.43) 
Aplicando Ç à equação (2.41), obtemos 
ÇLG0 = G + ÇE + ÇD.LG0 
,....,_ "'-' "'-' ,....,_ 
(2.44) 
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Suponhamos que a~ ao+ as e Ç ~ 9° + gs Daí e de (2.44), temos 
~ ~ ~ 
as -ÇE- gt:;t:,a' 
~ ~ ~ 
-ÇE- (9° + Ç5 )t:;Ca0 
~ ~ 
-ÇE- 9° t:;Ca0 - 95 t:;Ca0 
~ ~ ~ 
(2.45) 
Supondo que há um espalhamento simples, i.e., usando a aproximação de 
Born, podemos negligenciar o último termo do lado direito da igualdade 
em (2.45), pois é de segunda ordem. Negligenciando também o erro E e 
~ 
utilizando (2.43), rescrevemos (2.45) da seguinte forma 
as"' a 8 (x',w;x') ~- r a'(x',w;x)!:;t:,(x)a0 (x,w;x')dV. (2.46) 
"" "' Jv"' ,....., 
A interpretação física desta fórmula é direta. O campo é transmitido da 
fonte em x 8 para o ponto espalhante x pela função de Green G0 (x,w; X 8 ). O 
~ 
operador .6..C(x) produz o campo espalhado, que é então transmitido para o 
receptor em :z:r pela outra função de Green G0(xr, w; x). Usando (2.42) em 
~ 
(2.46), temos 
G;!n(a/,w;x8 ) - fv G~i(xr,w;x)[w2L1pG~n(x,w;x5 ) 
+(/:;c,jkla kn,l(x, w; x') lJ]dV. (2.47) 
A reciprocidade em (2.22) implica que a(x,w;x') ~ aT(x',w;x). Uti-
~ ~ 
lizando este último fato e integrando (2.47) por partes, ficamos com 
G!n(:z{, w; X 8 ) = /)w 26.pG?m(x, w; xr)G?n(x, u.-·; xs) 
-i:lCijkia?m,j (x, w; x')a1n,1(x, w; x')]dV, (2.48) 
onde a integral de superfície que aparece na integração por partes é zero 
desde que as perturbações sejam zero sobre av. 
Verificamos que a perturbação da função de Green na aproximação de 
Born, GB(xs,w;xr), também satisfaz a relação de reciprocidade. Usando a 
~ 
propriedade de simetria de b..cijkl, temos 
aB ( ' . ') -mnx,w,x -
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-f:::.cijklG~m,j(x, w; xs)G~n,l(x, w; xr)]dV 
fv [w2 !:1pG9n(x, w; X 8 )G9m(x, w; xr) 
-f:::.cklijGin,j(x, w; xs)Gkm,l(x, w; xr)] dV 
c:m(xs,w;xr). (2.49) 
Suponhamos que estamos trabalhando em alta-frequência e então, pode-
mos usar a teoria dos raios para aproximar as funções de Green no meio de 
referência. Inicialmente consideramos a função de Green que liga a fonte ao 
ponto espalhante no meio de referência, G0 (x, w, X 8 ). Então 
~ 
(2.50) 
onde T(x, X 8 ) é o tempo de trânsito ao longo do raio que vai de X 5 a x (o 
qual chamamos de raio da fonte), h(x8 ) e h 8 (x) são vetores (unitários) de 
polarização do raio da fonte, na fonte e no ponto espalhante, respectivamente, 
e a(x, x 8 ) é o fator de amplitude dado por 
e-i(n /2)sgn(w )u(X ,X•) 
a( x, x') = -:-=-r=;=;=;==,~-~ 
4wJv8 (x)v(x 8 )L8 (x, x 8 ) 
(2.51) 
Aqui vs(x) e v(xs) são as velocidades (de fase) do raio da fonte encontradas 
no ponto espalhante e na fonte, respectivamente, e L 8 (x, xs) é o fator de 
espalhamento geométrico relativo definido por ÓervenY (1995). 
Pela hipótese de alta frequência e de (2.50), obtemos 
(2.52) 
onde ps = \lT(x, x 8 ) é o vetor vagarosidade do raio da fonte. 
Sob a mesma aproximação para o raio que liga o ponto espalhante ao 
receptor (o qual chamamos de raio do receptor), o campo espalhado (2.48) 
pode ser aproximada em alta frequência por 
G3 (x',w;x') - w'/, ~S(x)a(x,x')a(x,x') x 
~ v p(x') 
eiw[T(X,X")+T(X,X•)J hT ( :z:S) dx V p(x') , (2.53) 
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onde h(x) é o vetor polarização e 
S(x) = h"(x) [~p(x) oik + ~cijkl(x)p"p'] h'(x) 
' p(x) p(x) ' ' k (2.54) 
é o coeficiente espalhante. 
A equação (2.53) é a representação do campo espalhado em um meio 
elástico usando a aproximação de Born. Esta equação é igual a equação (23) 
de Ursin & Tygel (1997). 
2.4 Integral Born-Kirchhoff 
Suponhamos que V em (2.53) é dividido por uma interface E, a qual separa 
V em dois domínios: V1 e V2. Ambos os domínios são supostos regulares 
para que a fórmula (2.8.3) de Bleistein possa ser aplicada. Portanto, as duas 
integrais de superfícies sobre as fronteiras âV1 e âV2 de V1 e V2 são obtidas. 
Mediante a hipótese de que fora de V não há perturbações no meio, as partes 
das fronteiras 8F1 e 8V2 que não coincidem com L; podem ser estendidas ao 
infinito. Daí e da condição de radiação de Sommerfeld (Bleistein, 1984) 
G(x;w) 
G,(x;w)- (iwjv)G(x;w) 
0(1/r), r= lxl, 
o(l/r), quando r ---t oo, (2.55) 
temos que as integrais ao longo destas partes não contribuem. Portanto, as 
integrais que contribuem são as duas integrais de superfície ao longo de 'E, 
mas por lados opostos. Dada a orientação idêntica da integral de superfície 
original, obtemos 
GB:::::: cBK (xr, w; xs) 
~ ~ 
. { h(x") S( ) O ( " ') 
- ZW }L r:t:::;:, X BK. a X , X 1 X 
~ V p(x") 
iwT("'r X X$) hT (X 5 ) d 
xe "'' ' x 
-jp(x') ' (2.56) 
onde S(x) está definido em (2.54) e 
O 'rf · 'VT(x", x, x') BK-
- I'VT(x", x, x')l 2 · (2.57) 
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Aqui, rt é a normal à superfície L: em x. Chamamos OBJC de fator de obli-
quidade de Bom-Kirchhoff. A equação (2.56) é identica à equação (39) do 
paper de Ursin & Tygel (1997). 
Na equação (2.56), introduzimos a notação 
a(a{, x, x 5 ) 
T(xr, X, x 5 ) 
a(x', x) a(x, x') 
T(x', x) + T(x, ""'). 
2.5 Aproximação de Kirchhoff 
(2.58) 
Para deduzirmos a integral de Kirchhoff, usamos o teorema da divergência 
na sua forma para meios elásticos anisotrópicos, i.e., o chamado Teorema de 
Betti (Aki & Richards, 1980). Este teorema formula a relação entre uma 
integral de superfície, Is, e uma integral de volume, I v, i.e., 
Is = f (e;2·ktGkm 1(x, w; xr)Gin(x, w; X 5 ) lav ' 
-CijtlGkn,l(x, w; X5 )Gim(X, w; a{))TJjdS 
fv(cijklGtm,l(x, w; a/")Gin(x, w; x 5 ) 
-CijklGkn,l( a::, w; X5 )Gim (X, w; xr)) ,jdV 
I v, (2.59) 
onde o volume V contém fontes e receptores, mas não contém pontos espal-
hantes. 
Podemos rescrever a integral de volume da seguinte forma 
Iv = fv[(cijldGkm,l(x,w;an),JGin(x,w;a:: 5 ) 
+cijktGkm,l(x, w; :znGin,J(x, w; x 5 ) -
- ( Ci}klGkn,t(X, w; X 5 ) ),}Gim ( x, w; xr) 
-CijktGkn,J(X, w; X 5 )Gim,j(X, w; at)] dV. 
(2.60) 
Usamos a equação (2.37) no primeiro e no terceiro termo da integral acima 
e obtemos 
Iv = I [(-6;m6(:1!- :1!')- pw2G;m(:l!,w;:l!'))G;n(:l!,w;:1!') 
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+cijklGkm,t(X, w; x'")Gin,j(x, w; X8 ) 
-( -ó,nó(x- x')- pw2G,n(x,w; x'))G,m(X, w; x") 
-cijklGin,j(X, w; X5 )Gkm,z(X, i..v'; xr)] dV (2.61) 
O segundo e o quinto termo na integral acima se cancelam. Usando a 
simetria do tensor de rigidez cijkh vemos que o terceiro e o sexto termo 
também se cancelam. Se Gmn(x, w; x 5 ) representa somente o campo de onda 
direta e o volume V contém a fonte e o receptor, então a integral acima conduz 
a Gnm(X 5 , w; x'") -Gmn(xr, w; x 5 ). Devido a relação de simetria (2.22), temos 
que a integral I v é igual a zero. Daí concluimos que a integral de superfície 
(2.59) também é zero. 
A situação é diferente se Gmn(X,Wi :;z: 8 ) representa a superposição de um 
campo direto e um campo espalhado, i.e., 
(2.62) 
Para o campo direto, G~n(:.e,w;x5 ) 1 o volume V contém fonte e recep-
tor e portanto a integral de superfície é zero. Para o campo espalhado, 
G~n(x, w; X 8 ), o volume V contém somente o receptor, mas não contém as 
fontes. Portanto, o resultado final da integração sobre o volume é 
(2.63) 
Determinamos a seguinte representação para o campo espalhado 
- ( (c;'JktG~nl(:x,w;x8 )Gim(:x,wixr) lov ' 
-CijklGkm,l(x, i..v'; x'")Gfn(x, w; X 8 ))1JjdV, (2.64) 
que é a integral de Kirchhoffpara o meio elástico anisotrópico. Cabe observar 
que esta é uma representação exata do campo espalhado em uma interface 
em forma de uma equação integraL Para que esta representação possa ser 
utilizada para modelamento sísmico, precisamos determinar aproximações 
para os valores desconhecidos do campo espalhado Gfn e suas derivadas no 
refletor. 
Para este objetivo, consideramos agora que as fontes secundárias (i.e., 
os pontos espalhantes) sejam confinadas a uma região fora de V, a qual é 
separada de V por uma superfície E dada. Como é usualmente feito quando 
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descrevemos espalhamento por meio da integral de Kirchhoff (PSenCík, 1994), 
estendemos av da integração para infinito onde nenhum ponto espalhante se 
encontra, senão estendemos para a superfície E. Lá, não podemos estender 
âV porque supomos que as fontes estão fora do volume V. Novamente, devido 
a condição de radiação de Sommerfeld, a integração sobre a parte infinita 
da fronteira 8V não contribui. Portanto, a integração na equação (2.64) 
reduz a uma integral de superfície sobre :E. Observa-se que isto resulta em 
uma troca de sinal da integral porque o vetor normal à superfície, que antes 
apontava para o exterior de V, agora é escolhido a apontar para o interior. 
Usamos a aproximação de Kirchhoff, na qual o campo espalhado na superfície 
I: e sua derivada são aproximadas pelo campo especularmente refletido e 
sua derivada, respectivamente, (Bleistein, 1984). Em sua generalização para 
meios elásticos (Schleicher & Tygel, 1998), temos 
Gs ( . ') - G"f( . ') in X 1 W 1 X ,.._, in x,w,x 1 
Gs ( . ') - G"' ( . ') kn,l X,W, X "' kn,l X,W, X · 
(2.65) 
(2.66) 
Através da aproximação em alta freqüência para as derivadas das funções de 
Green, no receptor e após a reflexão, correspondente à equação (2.52) 
Gcef ( ') - G''f( ')- ref knl x,w;x ,...._, lm x,w;x zwp1 , (2.67) 
e 
(2.68) 
onde p~ef e p[ são as componentes dos vetores vagarosidade no ponto espa-
lhante do raio incidente após a reflexão especular e no receptor. Além disso, 
suponhamos que o campo refletido no ponto x, a~e; (x, w; x 5 ) seja dado pelo 
campo incidente, Gkn(x, ú.-'; xs) multiplicado pelo coeficiente de reflexão da 
onda sob consideração, R= R(x), i. e., G%~ (x, w; xs) ~ RGkn(x, w; xs). 
Substituindo as equações (2.65), (2.66) e (2.68) na equação (2.64), che-
gamos a 
G!n ~ct;,n(x',w;xs) iw hR(cijklGkn(x,w;xs)prefGim(x,w;xr) 
-Cijk!Gkm(X, w; xr)p[Gin(x, w; X5 )) 1JjdS 
- iw h Gkn(x,u.!;xs)Gim(x,w;xr) 
xRc,Jkl (n;P;'1 -n1Pj) dS, (2.69) 
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onde usamos a simetria de Cijkl· Agora, usando as equações correspondentes 
a (2.50) da teoria dos raios para as funções de Green, temos finalmente a 
seguinte representação do campo espalhado 
GK(xr,w;xs) = 
~ 
. J, h(x') R O ( , ') iwT(X',X,X') hT (x') dS ~w r:r::;:::: x:. a x , x, x e r:r:::;;::. , 
E vp(x') vP(x') 
(2.70) 
onde 
O _Cijklh'h"f( cef_ ') (2.71) K. - p i k 1JjPl 1JlPJ · 
Aqui chamamos OK de fator de obliquidade de Kirchhoff. A equação (2.70) 
é a resposta do campo espalhado na aproximação de Kirchhoff. 
2.6 Considerações finais 
Comparando as equações (2.56) e (2.70), observamos que alcançamos o nosso 
objetivo de escrever as duas aproximações para o campo refletido como uma 
integral sobre a interface refletora com a mesma estrutura. Unificando, pode-
mos então escrever 
. ], h(x') K ( ) ( , ') iwT(X',X,X') hT(x')dS zw r:;-::::;:, A x a a:: , a.:, ov e r::r:::;:, , 
E V p(x') V p(x') 
(A= BK ou K) (2.72) 
onde as integrais de Born-Kirchhoff (2.56) e de Kirchhoff (2.70) apresentam 
somente uma expressão diferente para o núcleo da integral (2.72), K.A. Temos 
S(x) OBK(x) 
R(x) OK(x) 
para Bom-Kirchhoff, e 
para Kirchhoff. 
(2.73) 
No próximo capítulo, investigamos os dois núcleos acima em mais detalhes 




Integrais de Born-Kirchhoff e 
Kirchhoff num meio elástico 
isotrópico 
l'\este capítulo, estudamos as integrais de Born-Kirchhoff e de Kirchhoff, 
derivadas no capítulo anterior para um meio elástico anisotrópico, em um 
meio mais simples, a saber, o meio isotrópico. 
Vimos no capítulo anterior que estas duas integrais são estruturalmente 
iguais e podem ser representadas pela mesma fórmula (2.72): com a única 
diferença no respectivo núcleo, como quantificado na equação (2.73). Neste 
capítulo, investigamos estes dois núcleos em mais detalhes em um meio 
isotrópico, onde as expressões podem ser simplificadas. Vamos ver que, sob a 
hipótese de um contraste fraco, estes núcleos são iguais no ponto estacionário, 
i.e., no ponto no qual a lei de Snell vale entre os raios conectando a fonte com 
o ponto no refletor e esse ponto com o receptor. É neste ponto que acontece 
a reflexão especular descrita pela teoria dos raios, e é deste ponto que vem a 
contribuição principal das integrais de Born-Kirchhoff e Kirchhoff. 
Como já vimos anteriormente as integrais de Born-Kirchhoff e de Kirch-
hoff tem duas diferenças principais. O núcleo da integral de Born-Kirchhoff 
contém um coeficiente de espalhamento linearizado e a expressão resultante 
para o campo refletido é recíproca. Por outro lado, o núcleo da integral de 
Kirchhoff contém o coeficiente de reflexão de ondas planas que não é linear e 
a representação de Kirchhoff não é recíproca. Por estas razões, generalizamos 
este coeficiente de reflexão clássico de tal maneira que ele garanta a recipro-
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cidade da integral de Kirchhoffi modificada, porém não alterando o seu valor 
no ponto estacionário. Realizamos isto estendendo a idéia de Deregowski 
& Brown (1983), a qual utiliza o ângulo médio entre os raios da fonte e do 
receptor, para meios elásticos. Supondo um contraste fraco, linearizamos 
este novo coeficiente de reflexão recíproco, com o objetivo de comparar o 
resultado com o coeficiente de espalhamento da integral de Born-Kirchhoff. 
3.1 Considerações gerais 
O meio isotrópico é um meio invariante por qualquer rotação, i.e., os 
parâmetros elásticos não dependem da direção de propagação. Isto se reflete 
matematicamente no fato que ele é descrito por dois parâmetros elásticos in-
dependentes, os quais são chamados parâmetros (ou constantes) de Lamé. As 
componentes do tensor elástico para este meio (ou tensor rigidez) são dadas 
(Aki & Richards, 1980) por 
(3.1) 
onde À e 11- são os referidos parâmetros de Lamé e Óij é o símbolo de Kronecker 
6 .. = { 1 se i= j, 
'' O se i ,t j. (3.2) 
O parâmetro 11- é chamado módulo de cisalhamento (ou parâmetro de rigidez). 
Substituindo a expressão (3.1) na equação elastodinâmica geral (2.19), 
obtemos 
que é a equação elastodinâmica para um meio elástico isotrópico. Observando 
a identidade 
('lp x rot u)i = /-O,kuk,i- /-O,kUi,k, 
rescrevemos a equação (3.3) em sua forma vetorial 
(3.4) 
(,\ + !l)Y'(div u) + !Jt.U + '\7 ,\di v u + '\7 !JrOt u + 2('\7 !J'\7)u +f= pü. (3.5) 
Se o meio isotrópico for homogêneo, i.e., >.., fJ e p constantes, então a 
equação (3.5) assume a seguinte forma 
(,\ + !J)'V(div u) + !Jt.U +f= pü. (3.6) 
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Em um meio isotrópico homogêneo, a equação (3.6) pode ser desacoplada 
em duas equações, as quais descrevem os dois tipos de ondas que podem 
propagar no meio elástico isotrópico, a saber, a onda primária (onda P) 
polarizada linearmente paralela à direção da propagação, i.e., uma onda lon-
gitudinal, e a onda secundária (onda S), em geral polarizada eliticamente 
perpendicular à direção da propagação, i.e., uma onda transversal. Em meios 
isotrópicos não homogêneos, estes dois tipos de ondas não desacoplam. Es-
pecialmente em uma interface temos sempre que levar em conta a reflexão 
monotípica (P-P e S-S) e a reflexão convertida (P-S e S-P) 1. Ko nosso es-
tudo dos núcleos das integrais de Born-Kirchhoff e Kirchhoff vamos ter que 
considerar estas quatro possibilidades de reflexão independentemente. 
3.2 Estudo dos fatores de obliqüidade 
Nesta seção, utilizando as propriedades do meio isotrópico, expressamos os 
fatores de obliqliidade das integrais de Born-Kirchhoff e de Kirchhoff no ponto 
estacionário em uma forma mais útil para o nosso objetivo de comparar os 
núcleos dados na equação (2. 73) em um meio elástico isotrópico. 
3.2.1 Fator de obliqüidade de Kirchhoff 
Para calcularmos o fator de obliqüidade da integral de Kirchhoff, basta subs-
tituir c,3k1 na equação (2.71). Daí (Schleicher & Tygel, 1998) 
oK = ! [>.o,,o" + p(a,ka1, + a"a;k)] hih;'1 (~JP;'1 - ~,pj) p 
1 ['h'h"f (' h'h"1 h'h"1)] ( " 1 ') 
- /\ j I + fJ Ujl i i + l j 'fljPl - T/lPj . p 
(3.7) 
Aqui temos que dividir a análise do fator de obliqüidade para considerar 
as diferentes formas de reflexão. Analisamos dois casos: (a) o raio que chega 
ao receptor vem de uma onda P (este caso inclui: reflexões P-P e S-P), (b) 
o raio que chega ao receptor vem de uma onda S (este caso inclui: reflexões 
P-S e S-S). No caso (a), o raio do receptor é de uma onda P que possui 
1 De uma onda S incidente, somente a componente polarizada dentro do plano de 
propagação, a chamada onda SV, dá origem a uma onda convertida. 
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a polarização paralela ao vetor vagarosidade. Podemos, portanto escrever 
tanto para o raio do receptor (índice r) quanto para o raio especular (índice 
rei), h{= vPp{ e h{p{ =v~' ondevpéavelocidade daondaP e1 =r ou ref. 
Então 
No caso (b), o raio do receptor é de uma ondaS, a qual possui a po-
larização perpendicular ao vetor vagarosidade e, portanto, hj p{ = O, onde 
--;1 =r ou ref. Usando este fato em (3.7), temos 
l ['h"h"f (' h"h"f h"h"f)] ( cef ") 
- /\ j l + J..l Ujl i i + l J fJJPl - 'I]JPj p 
l [h"h"f( ref r)+ h'href ref h'href r] 
- - J..l i i P1 'I]t - 'I]!Pl 1 J 'f/jPJ - 1 1 'I]lPJ · p (3.9) 
l\'o ponto de reflexão especular vale que href = -hr. Logo, a expressão 
de OJC neste ponto é a seguinte 
(a) : 
(b) : (3.10) 
Portanto, temos uma expressão comum para ambos os casos, (a) e (b), sendo: 
O - ( ')' ( ' "f) JC - v PJ - PJ fJJ, (3.11) 
onde 1/ é a velocidade no ponto de reflexão para o raio do receptor, i.e., 
v"= vP =V(>.+ 2M)/p no caso (a) e v'= v,= /P]P no caso (b). 
3.2.2 Fator de obliqüidade de Born-Kirchhoff 
Para calcularmos o fator de obliqüidade da integral de Born-Kirchhoff, 
também precisamos considerar dois casos, porém separados de forma dife-
rente da da seção anterior. Consideramos: (i) Reflexão monotípica, i.e., 
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espalhamento P-P e S-S, e (ii) Reflexão convertida, i.e., espalhamento P-S e 
S-P. 
Suponhamos, sem perda de generalidade, que o plano tangente à interface 
de reflexão no ponto P (veja Figura 3.1) seja o plano xy e que a normal no 
ponto P seja, portanto 
77 ~(O, O, 1). 
(Isto será considerado pelo resto deste capítulo.) 
Reflexões Monotípicas (P-P e S-S). 
Observe que: 
, • _ (sina 0 cosa) (- sin $ cos $) p + P - - ' , - + - 'O, -v v v v 
( , ") cosa cos(J '7. p + p ~ -_- + -_-, 
v v 
IVTI' ~ ~ ~ ?cos(n + ;J) -z+-z+~ -z v v v 
e 







onde a é o ângulo agudo2 que o vetor vagarosidade do segmento de raio que 
liga a fonte ao ponto P faz com a normal ao refletor neste ponto, f3 é o 
ângulo agudo3 que o vetor vagarosidade do segmento de raio liga o receptor 
ao ponto P faz com a normal ao refletor neste ponto, !3ref é o ângulo de 
reflexão correspondente ao raio incidente, i.e., f3ref =a, e 
ií _ { Vp , para espalhamento F-F 
- v s , para espalhamento S-S · 
Note que devido ao meio ser isotrópico a e /3 estão no mesmo plano. 
Usando (2.57), (3.14), (3.15) e (3.16), temos 
0 ~ (cosa cos;J);(~ ~ 2cos(n+;J)) BK - + - -z + -z + -z v v v v v 
2 Aqui estamos considerando o sentido anti-horário. (Veja Figura 3.1) 




Figura 3.1: Disposição dos ângulos 
Reflexões Convertidas (P-S e S-P). 
Observe que: 
, , _(sina 0 cosa) ( sinfi 0 cos/3) p +p- --, ,-- + ---, ,--
VI VI V2 V2 
e 
p' _ p"f = (- sinfl, O, cosfl) _ (sinfl,t, O,_ cosfl,t) , 




onde pref é o vetor vagarosidade do campo de onda incidente refletido no 
ponto F. Nota-se que neste caso o ângulo firef está ligado ao ângulo de 
incidência a, pela lei de Snell. Além disso, v1 é a velocidade do raio da fonte, 
I.e., 
v = { vP , para espalhamento P-S 
1 Vs , para espalhamento S-P 
e v2 é a velocidade do raio do receptor, i.e., 
{ 
vP , para espalhamento S-P 
v -2 




usando as expressões, (2.57), (3.19), (3.20) e (3.21), temos: 
O _ (cosa cos/3);(1 1 2cos(a+/3)) sK - --+-- z+z+ 
V 1 Vz V1 Vz V1 Vz 
(3.24) 
Nota-se que esta expressão é levemente diferente da correspondente fórmula 
(3.18) para reflexões monotípicas. 
3.3 Coeficiente espalhante de Born-Kirchhoff 
Como vimos no capítulo anterior, o coeficiente espalhante da integral de 
Born-Kirchhoff (que é o mesmo que aparece na integral de Bom) é dado pela 
equação (2.54). Aqui escrevemos 
onde 




com !::::.p é a pertubação na densidade, !::::.cijkl são as pertubações dos 
parâmetros elásticos, ps e pr são os vetores vagarosidades dos segmentos 
dos raios da fonte e do receptor ligados ao ponto P, h 8 e hr são os seus 
correspondentes vetores de polarização. 
A análise do coeficiente espalhante de Born-Kirchhoff será feita na mesma 
duas etapas do fator obliqüidade, Le., (i) reflexões monotípicas, e (ü) reflexões 
convertidas. 
Reflexões monotípicas (P-P e S-S) 
Os vetores vagarosidade dos segmentos dos raios da fonte e do receptor 





-O--v ' ' v 




onde a e (3 são os ângulos agudos que os vetores ps e pr fazem com a normal 
a superfície no ponto P, respectivamente, (veja Figura 3.1) e ií está definido 
em (3.17). Inicialmente, calculamos Aik da equação (3.26) 
Au 
!lp 2/lp + fl). . . ~cosacos(3- _2 smasmf3+~p, v v (3.29) 
Al2 O, (3.30) 
A13 
fl). . l:õp -~sm(3cosa+ ~sinacos/3, 
v v 
(3.31) 
A" o, (3.32) 
A, 
!lp 
-=,.- cos( a + 13) + !:õp , 
v 
(3.33) 
A23 o, (3.34) 
A31 
!:,). . l:õp, . (3.35) ~ cos (3 sm a - ----=-2 sm (3 cos a , 
v v 
A" o, (3.36) 
A33 
l:õ!J . . !:,). + 2/:õJJ 
--::::2smasm/3+ _2 cosD!cosjJ+b.p. v v (3.37) 
Os vetores de polarização para o espalhamento P-P são 
h' 
h' 
Vp8 =(sina, O, cosa), 
vp' = (- sin /3, O, cos {3), 
e para o espalhamento S-S são 
h' 
h' 
(cosa, O, -sino:), 





Substituindo as equações (3.30) até (3.41) na equação (3.25), obtemos 
S(P) = 
!:õp l:õ!J !:,). 
- cos(a + 13) + (1 + cos (2a + 2/3))-2 + - 2 , para P-P, p pvP pvP 
!:õp /:õJJ 
- cos (<> + 13) + -, cos (2<> + 2/3), 
P PVs 
31 
para S-S . 
(3.42) 
Introduzindo o ângulo total entre o raio da fonte e o raio do refletor, 
e= a+ .B, e usando algumas propriedades trigonométricas, obtemos 
~p ~À ~~ 2 
-cose+ À 2 + 2 À cos e , espalhamento P-P, p + ~ + 2~ 
S(P) = 
~p ~~ 
-cose+- cos 20, espalhamento S-S . 
p ~ 
(3.43) 
Reflexões Convertidas (P-S e S-P) 
Neste caso, os vetores vagarosidade são dados por 
(3.44) 
(3.45) 
onde o: e f3 são os ângulos agudos dos respectivos raios, e v1 e v2 estão 
definidos em (3.22) e (3.23). Também, calculamos A;k da equação (3.26) 
para este caso, e obtemos 
An ~I' 2~~ + ~.~ -cosa cos !3- sina sin !3 + !:ip, 
v1v2 v1v2 
(3.46) 
A12 o, (3.4 7) 
A1, ~.~ . ~~ . (3.48) - --sm f3 cosa+-- sm a cos (3, 
v1v2 v1v2 
Az1 o, (3.49) 
A,, ~~ - cos(a + ;J) + ~p, 
v1v2 
(3.50) 
A23 O, (3.51) 
A,1 ~.~ ~Jl. . - cos !3 sino: - - sm f3 coso:, 
v1v2 V1V2 
(3.52) 
A" o, (3.53) 
A,, ~~ . ~.~ + 2~jl. (3.54) --sinasm/3+ cosacos/3+!:1p. 
v1v2 v1v2 
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Os vetores de polarização para o espalhamento P-S são 
h' 
hr = 
e para o espalhamento S-P são 
(sino:, O, coso:), 
(cosli,D,sinli), 
hs (-cosa,O,sina), 





Em ambos os casos obtemos a mesma expressão para o coeficiente de espa-
lhamento, 
l:,p ' 1:,1' ' S(P) = - Slll e+-- sm2e, 
p VpVsP 
(3.59) 
onde e= "+ !1. 
3.4 Linearização do coeficiente de reflexão de 
ondas-planas 
Como já discutimos na introdução deste capítulo, falta um passo para a com-
paração dos núcleos das integrais de Born-Kirchhoff e Kirchhoff. Este passo 
consiste na linearização do coeficiente de reflexão recíproco. O coeficiente de 
reflexão recíproco tem que ser utilizado porque o fenômeno físico de uma onda 
refletida apresenta reciprocidade, porém, como observamos anteriormente, a 
integral Kirchhoff com o coeficiente de reflexão clássico não apresenta esta 
propriedade. Então estendemos a idéia de Deregowsky & Brown (1983), que 
a princípio foi sugerida para o caso do meio acústico, para o caso do meio 
elástico isotrópico. A introdução deste novo coeficiente de reflexão é justi-
fi.cada pelo fato que é igual ao coeficiente de reflexão clássico no ponto de 
reflexão, e além disso, torna recíproca a integral de Kirchhoff modificada que 
usa este coeficiente. Chamamos esta integral de Kirchhoff modificada de in-
tegral de Kirchhoff Recíproca e a consideramos como uma nova aproximação 
do campo de onda espalhado. 
Uma vez que os coeficientes para os quatro tipos de reflexão são diferentes, 
temos que separar a análise em quatro casos. Nota-se que esta linarização é 
diferente daquela apresentada em Aki & Richards (1980) ou Cerven:Y (1995), 
porque nestas publicações é o coeficiente de reflexão clássico que está sendo 
linearizado. 
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3.4.1 Espalhamento P-P 
O coeficiente de reflexão Rpp = Rpp(a) para o espalhamento P-P em função 






q = 2(pv;- pv;), X= p- qp2 , 
Y=p+qp2 , Z=p-p-qp2 , 
P1 = (1- v;p2 ) 112 , P2 = (1- v;p') 112 , 





Aqui, -í:w V5 e fi são as velocidades e a densidade do meio pertubado, respec-
tivamente. Além disso, p = sina/V, onde V é a velocidade de propagação 
da onda incidente e a é o ângulo de incidência. 
As raízes em~ (i= 1,2,3,4) podem ser imaginárias. Quando isto ocor-
rer, iremos escolher o sinal positivo para a raiz quadrada imaginária, i.e., 
P1 = i( v;p' - 1 )112 para p > l/vP , 
P2 = i(v;p'- 1) 112 para p > l/v, , 
P, = i(v;v'- 1)11' para v> l/vp, 
p4 = wv;p2 ~ 1)1/2 para p > lfv, . (3.64) 
O coeficiente de reflexão definido em (3.60)-(3.64) não garante a recipro-
cidade da representação da onda refletida quando substituído na integral de 
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Kirchhoff. Como porém o fenômeno físico é recíproco, então precisamos de 
um coeficiente que deixe a integral de Kirchhoff recíproca. Como Deregowski 
& Brown (1983) no caso acústico, observamos que no ponto de reflexão es-
pecular e = 2a, onde f) é o ângulo que o raio incidente faz com o raio 
refletido, e portanto no ponto de reflexão especular sina = J (1 - cos B) /2. 
Então a extensão natural, R:p(B) de Rpp(a), para que a resultante integral 
seja recíproca, é substituir sina por -}(1- cos(J)/2 em Rpp(a), também em 
outros pontos do refletor. 
É claro que R~p(8) é igual a Rpp(a) no ponto de reflexão especular. 
Logo, para R~p(B) ser o nosso coeficiente generalizado das integrais de Born-
Kirchhoff e de Kirchhoff, devemos mostrar que em meios com contraste fraco 
ela se reduz ao coeficiente espalhante de Born vezes a razão dos fatores de 
obliqüidade. Isso será mostrado na próxima seção. Primeiro, determinamos 
uma expressão linearizada para o coeficiente espalhante R~p(B). Consider-
amos então 




com as pertubações !:::J.p, i:::J.p e i:::J.À supostamente pequenas. Realizamos então 
no numerador Npp e no denominador D da equação (3.60) a substituição da 
extensão a --t f) (veja Apêndice A), expandimos NppjD em uma Série de 
Taylor em D..p, 6.11- e i:::J.À, simplificamos o resultado e tomamos o termo de 
primeira ordem, obtendo o coeficiente linearizado 
L [:,>, + 2D.p, COs2 e D.p COS B R (e)- +~~~;;c 
PP - 2(A + 2p,)(l + cos B) 2p(l + cos &) (3.66) 
3.4.2 Espalhamento S-S 
O coeficiente de reflexão Rss = Rss(a) para o espalhamento S-S é também 
dado por uma fração (veja CervenY, 1995) 





e D, q, X, Y, Z, P 1, P2 , P3 e P4 são definidos em (3.62)-(3.63). 
Como a onda incidente é uma onda com velocidade de propagação S, então 
p = sino:jv8 • Usamos a mesma idéia do caso do espalhamento P-P, ou seja, 
estendemos o coeficiente Rss(a) para um coeficiente R~5 (fJ) substituindo 
sino: substituído por J (1 - cos fJ) /2, onde IJ é o ângulo que o raio incidente 
faz com o raio refletido num ponto da superfície de reflexão. 
Da mesma forma para mostrarmos que esta é uma boa definição para o 
coeficiente generalizado das integrais de Born-Kirchhoff e de Kirchhoff, temos 
que mostrar que num meio de contraste fraco ela se reduz ao coeficiente 
espalhante de Bom. Considerando p, íl e ~ como nas equações (3.65) e 
calculando a extensão o:--+ ;3 de Nss e De a série de Taylor de Nss/D até 
a primeira ordem (veja o Apêndice A), obtemos o coeficiente linearizado 
RL ( B) ~ - /:;!' + /:;p cose + /:;!' 
ss 21'(1 +cose) Zp(l +cose) ~' 
3.4.3 Espalhamento P-S 
cos2 () 
l+cosB (3.69) 
O coeficiente de reflexão para o espalhamento P-S é dado por (veja Cerven)r, 
1995) 
Rps(a) = Nps/D, (3.70) 
onde 
(3.71) 
e D, q, X, Y, Z, P1 , P2 , P 3 e P4 estão definidos em (3.62) e (3.63). A 
primeira idéia para encontrarmos o coeficiente generalizado para as integrais 
de Born-Kirchhoff e de Kirchhoff consiste em usar a mesma extensão a----+ () 
do caso dos espalhamentos monotípicos (P-P e S-S). Observa-se, porém, que 
neste caso o coeficiente de reflexão resultante não fornece uma integral de 
Kirchhoff recíproca. Precisa-se então de uma outra idéia para transformar 
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o coeficiente de reflexão dado em um coeficiente recíproco. Portanto, intro-
duzimos os dois parâmetros do raio da fonte, pP = sinajvP, e do raio do 
receptor, Ps = sin/3/vs (observe que Pp = Ps no ponto estacionário). Para 
obter o coeficiente recíproco R~s que neste caso depende de a e {3, fazemos 
as seguintes modificações nas fórmulas (3.62), (3.63) e (3.71): 
(3.72) 
As outras quantidades utilizadas na equação (3.71) são dadas pelas equações 
(3.63). Observe que estas modificações não alteram o valor do coeficiente de 
reflexão no ponto estacionário. 
Com o mesmo procedimento descrito nas seções anteriores, obtemos o 
coeficiente linearizado para este caso, 
R~s = [vssina(Lpv8 vp-2Lilsinasinf3+ 
2Lfl 1- Vs sinasin/3 1- Vp sinasin/3 ]; 
Vp V 8 
[2fl'V'p 1 - Vs sin ex sin J] . Vp (3.73) 
No ponto de reflexão, a lei de Snell garante a seguinte igualdade 
sina sinj3 
Vp V 8 
(3.74) 
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Usando este fato, temos que no ponto de reflexão especular, a equação (A.ll) 
pode ser rescrita da seguinte forma 
L Vssina [ ] Rps = 2 (3 L'.pv,v, + 2L'.IJ cos( a+ (3) . /-i'Vp cos (3.75) 
3.4.4 Espalhamento S-P 




Nsp = -2v,pP,(qP,P4Y + íi,íí,XZ), (3.77) 
e D, q, X, Y, Z, P1, P,, P, e P, estão definidos em (3.62) e (3.63). 
Vamos generalizar este coeficiente da mesma forma que fizemos para o 
espalhamento P-S, i.e., vamos usar o parâmetro do raio incidente, p 5 , e do 
raio do receptor, Pp· Para isso usamos X, Y, Z e D como definidos em (3.72) 
e modificamos a fórmula (3.77) 
R~p = -2VsPsP2D-1(qPsP4Y + V/VsXZ). (3.78) 
Após a linearização do numerador N 5 p da fórmula (3. 78), obtemos 
v, . . ( ( L'.!J sina sin (3) N 5 p = 2sina 1--smasm,B VsVpP ~p-2 + 
~ ~~ 
v v 
1- ~sinasin,B 1- ...E.sinasin,B 
Vp Vs 
(3.79) 
Daí, de (3.72) e (3.78), temos a seguinte expressão para o coeficiente lineari~ 
zado 
R~p = [sino: ( VsVp ( D.p- 2D.,u~~) + 
2D.JJ 1- Vs sino:sin,6 /1- Vp sino:sin,6)] / 





Calculando R~p no ponto de reflexão especular, obtemos 
L sina: 
R5 p = (3 [v,vpl>p + 2l>.l'cos(a + (3)] 
2VpVsPCOS 
(3.81) 
3.5 Comparação dos núcleos 
Nesta seção, utilizamos as expressões encontradas nas seções anteriores para 
os fatores de obliqüidade e para os coeficientes de espalhamento e de reflexão 
linearizado para mostrarmos que para meios isotrópicos com constrastes fra-
cos, os núcleos da equação (2.72) são iguais no ponto estacionário. 
Inicialmente, calculamos a razão do fator de obliqüidade de Kirchhoff 
pelo fator de obliqüidade de Born-Kirchhoff. Em seguida, mostramos que no 
ponto de reflexão especular vale a igualdade dos núcleos, por multiplicar esta 
razão pelo coeficiente de reflexão linearizado e por observar que isto resulta 
no coeficiente de espalhamento de Born-Kirchhoff. A comparação tem que 
ser feita individualmente nos quatro casos de reflexão. 
3.5.1 Razão entre os fatores de obliqüidade de Kirch-
hoff e de Born-Kirchhoff 
Reflexões Monotípicas (P-P e S-S). 





cosa cos (3) / (2.. 2_ 2 cos( oc + (3)) 
- + - -2 + -z + -2 1 v v v v v 
(3.83) 
onde v está definida em (3.17). Então no ponto de reflexão ( f3cet = (3 =a), 
a razão entre eles é 
OK 2 




onde e = Q + j3 = 2c.. 
Reflexões Convertidas (P-S e S-P). 
Os fatores de obliqüidade para estes casos são: 
2 (cos/3 cosf3ref) CJ;c = Vz -- + ' 
Vz V2 
onde v1 e v2 estão definidos em (3.22) e (3.23), respectivamente. Portanto, 
no ponto de reflexão (sinc.jv1 = sinj3/v2) 
Ox: 2(vr+v~+2v1v2 cos(c.+j3))cosj3 
OBJC v1 vz cosa+ vf cos {3 
3.5.2 Igualdade dos núcleos 
Espalhamento P-P 
(3.86) 
Para mostrarmos que os núcleos da integral de Born-Kirchhoff e de Kirch-
hoff são iguais no ponto de reflexão especular, multiplicamos a razão dada 
(3.66) pelo coeficiente linearizado (3.84). Deste procedimento, obtemos 
2(1 +cose) + ~ [ 
l>À + 2l>f1 cos2 e --=l>;:p"-"c"o.:.s.:.e'"l 
2().+2!')(1+cose) 2p(1+cose) 
l;,\ 2l>!' 2 l>p 
' +' 2 cos e+-cose A+ 2/' A+ /' p 
L'.), L'.f1 l>p 
-, + -, (1 + cos 2e) +-cose . (3.87) 
pvp pvp p 
Mas a última igualdade é a mesma equação dada em (3.42) para o caso do 
espalhamento P-P e () = o:+ (3. Portanto, temos que no ponto de reflexão 
especular Ox:Rh(e) = Osx:S(P). 
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Espalhamento S-S 
Da mesma forma que no caso do espalhamento P-P, multiplicamos a razão 
(3.84) pelo coeficiente linearizado (A.7), obtemos 
-to.!"+ to.p cose+ ;:,.'"2cos2 e 
iJ. p iJ. 
to.p !:;p. 
- -cose+ - 2 cos 2e, (3.88) p pvs 
que é a mesma equação dada em (3.43) para o espalhamento S-S. Logo, 
OJCR~5 (e) = OBJCS(P) no ponto de reflexão especular. 
Espalhamento P-S/S-P 
Para mostrar que Ox:R~s = Om:S(P) no ponto de reflexão, usamos as 
equ&;ões (3. 75) e (3.86) para calcular 
OJC L to.p . ;:,.!" . 
-
0 
Rps = - sm(a + (3) + -- sm(2a + 2/3). 
BK P pvpVs 
(3.89) 
Mas o lado direito da igualdade acima nada mais é que a equação 
(3.59). Mostramos, portanto, que no ponto de reflexão especular OKR~5 = 
OmcS(P). 
O caso do espalhamento S-P é análogo, basta observar que as equações 
(3.75) e (3.81) são iguais. 
3.6 Considerações finais 
Neste capítulo mostramos individualmente para os quatro casos de reflexão 
elástica em meios isotrópicos (P-P, P-S, S-S, S-P) que, no ponto de reflexão 
especular, o núcleo da integral de Born-Kirchhoff é igual ao da integral de 
Kirchhoff com o novo coeficiente de reflexão linearizado, i.e., 
OK(x')RL(x') = OaK(x')S(x'), 
onde x* é o ponto de reflexão. Podemos concluir que os núcleos das inte-
grais de Born-Kirchhoff e de Kirchhoff definidos na equação (2.73) são iguais 
neste ponto, quando se considera um contraste fraco onde a linearização do 
coeficiente de reflexão é válida. 
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O coeficiente reflexão recíproco introduzido neste capítulo não somente 
tem importância para esta linearização, mas também é relevante em si pelas 
seguintes razões: no ponto de reflexão especular ele é igual ao coeficiente 
clássico. Além de satisfazer esta condição necessária, ele é fisicamente mais 
plausível porque torna a integral de Kirchhoff recíproca. Portanto, a inte-
gral de Kirchhoff usando este coeficiente recíproco pode ser considerada uma 





Neste capítulo) derivamos a forma acústica da representação geral para o 
campo de onda espalhado registrado no receptor através das aproximações 
de Born-Kirchhoff e de Kirchoff. Como no meio isotrópico, mostramos que 
no ponto de reflexão especular as duas aproximações fornecem a mesma ex-
pressão, i.e., os núcleos das respectivas integrais associadas são iguais no 
ponto de reflexão especular. As expressões obtidas neste capítulo formam a 
base das implementações computacionais para os testes numéricos descritos 
nos próximos capítulos. Estes testes foram restritos ao caso acústico pela 
disponibilidade dos recursos computacionais. 
Todas as fórmulas derivadas neste capítulo podem ser obtidas alterna-
tivamente especificando as fórmulas correspondentes do caso elástico dos 
capítulos anteriores para o meio acústico. Porém, optamos por incluir a 
derivação completa e independente para o caso acústico por duas razões. A 
primeira é que neste caso existem algumas simplificações da derivação geraL 
A segunda é que queríamos deixar este capítulo auto-consistente, assim fa-
cilitando a leitura para o leitor somente interessado no caso acústico. Para o 
leitor já familiarizado com os Capítulos 2 e 3 incluímos referências freqüentes 
às correspondentes fórmulas do caso elástico. 
4.1 Equação da onda acústica 
Um meio onde o módulo de cisalhamento (p,) é nulo é chamado de fluido ou 
de meio acústico. Em um meio acústico o esforço hidrostático é negativo e 
43 
Tii/3 é denotado por -p, onde p é a pressão acústica. Por consistência com a 
literatura, introduzimos o módulo de volume (incompressibilidade) k = k(x). 
Nota-se que para um meio acústico k =À. Daí, de (2.18), de (2.19) e (3.1), 
temos 
P,i +fi= püi. 
Derivando a equação (4.1) com respeito a Xi e usando que ui,i 
obtemos 
( P.i) + (/;) _ 1.. -- - --p p . p - k ' 
,~ ,t 
ou 





que é a conhecida por equação da onda acústica com termo de fonte ](x, t) = 
(/;/ P),,. 
4.2 Função de Green 
Correspondente ao caso elástico anisotrópico desenvolvido na Seção 2.1.5, a 
solução da equação ( 4.3) com o termo de fonte sendo uma fonte pontual é 
chamada de função de Green acústica. 
Inicialmente, consideramos a equação da onda acústica (4.3) com termo 
de fonte pontual 
1 1 
9,ii- -g,;p,;- ,.--( )ii = -ó(:z:- :z:o)ó(t- to), 
p v "' 
(4.4) 
onde v2 = k/ p. 
A solução g = g(x, t; x 0 , t0 ) desta equação é conhecida como função de 
Green acústica. O primeiro parâmetro x = (x, y, z) é a posição de observação, 
t representa o tempo nesta posição, x 0 é a posição inicial e t 0 é o tempo no 
qual o pulso 6 foi gerado na posição inicial. Como t e t0 representam tempo 
corrente, podemos mudá-los "igualmente" 
g(x, t- t 0 ; Xo, O)= g(x, t; xo, to)= g(x, -to; xo, -t), (4.5) 
que é a condição de reciprocidade no tempo fonte e receptor. Esta é a versão 
acústica da relação de reciprocidade (2.21) para o caso elástico anisotrópico. 
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Como mostramos no Apêndice B a função de Green acústica para um 
meio de velocidade constante é dada por 
1 
g(x, t; xo, to) = -o(t- to- r/v). 
47rr 
(4.6) 
Observamos em ( 4.6) que esta função é recíproca em relação a fonte e o 
receptor, i.e., 
g(x, t; xo, to) = g(xo, t; x, to). (4.7) 
Esta equação corresponde a relação (2.22) do caso elástico anisotrópico. 
Observa-se que esta propriedade permanece válida em um meio com veloci-
dade variável. 
4.3 Representação geral do campo de onda 
espalhado 
Inicialmente, consideramos um meio acústico não homogêneo, caracterizado 
pela densidade p = p(x) e pelo módulo de volume k = k(x). Para uma fonte 
pontual no espaço que emite um pulso temporal F(t), a equação da onda 
(4.3) para a pressão acústica p = U(x, w; x") no domínio da freqüência pode 
ser escrita, correspondente a equação (2.38), da seguinte forma 
LU= 'V· c(~) 'VU(x, w; x')) + k~~) U(x, w; x') = -F(w)ó(x- x'), (4.8) 
onde F(:....-·) é o pulso no domínio da freqüência, w é a freqüência angular 
e X 5 = (x 5 • y,, z,) é a posição da fonte. Nosso objetivo é determinar uma 
representação para U( x, w; X 5 ) no receptor localizado em xr = (xn Yn Zr ). 
Nota-se que a seguinte derivação difere um pouco do caso elástico. Supo-
mos que a função de Green G(x, w; <In de um campo de onda gerado por uma 
fonte unitária localizada em xr e se propagando em um meio não homogêneo 
com velocidade de referência v0(x) seja conhecida. Esta função satisfaz a 
equação de Helmholtz 
'V· Co~x) 'VG(x,w;x')) + k~:)G(x,w;:v') = -o(x- x'), (4.9) 
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onde Po = po(x) e k0 = k0 (x) são a densidade e o módulo de volume do meio 
de referência, respectivamente. 
Representamos os parâmetros do meio pelos parâmetros de referência 
mais urna pertubação, i.e., 
p(x) ~ Po(x) + L'.p(x) e k(x) ~ k0 (x) + L'.k(x). (4.10) 
Agora, multiplicando (4.8) por G(x,w;xr), (4.9) por U(x,w;x 8 ) e inte-
grando sobre um volume arbitrário V que contenha X 8 e xr, obtemos 
U(x',w;x') ~ F(w)G(x',w;x') + fv [c(x,w;x')\7 ·c(~) 'V'U(x,w;x')) 
-U(x, w; x')\7 · Co~x) 'V'G(x, w; x')) 
+ w2 (k(~) - ko~x)) G(x,w; x')U(x,w; x')] dV 
r [G(x.w;x') F(w)G(x',w;x') + lv ;(x) \72U(x,w;x') 
+G(x, w; x')\7 · c(~)) 'V'U(x, w; x') 
-U(x,w;x')\7 · Co~x)) 'V'G(x,w;x') 
_U(x,w;x')"'G( . ') 
( ) v X, W 1 X Po X 
onde dV denota o elemento de volume. 
(4.11) 
Aplicando em (4.11) a primeira Identidade de Green (veja, por exemplo, 
Bleistein, 1984), obtemos após algumas simplificações 
U(-', w·, x') = F(w)G(-' w· -') + r [G(x, w; x') au (- w· -') 
..., ... ' ,... lav p(x) 817 ...,, , .... 
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_ U(x, w; x') iJG ( . ')] dS 
( ) i) X, w, X Po X rJ 
+f (!:,~(~)) VG(x,w;x')VU(x,w;x')dV lv p x Po x (4.12) 
onde dS denota o elemento de área, 8/Bry denota a derivada direcional em 
direção da normal apontando para fora do volume v e av é a fronteira de 
v. 
A equação (4.12) é uma representação integral geral exata para o campo 
de onda registrado no receptor uma vez que U(x, w; xs) e G(x, w; x') sejam 
conhecidas. Agora rescrevemos esta representação de tal forma que permite a 
descrição de um campo espalhado. Neste caso1 é razoável supor que o campo 
de onda U seja a superposição do campo de onda incidente U1 e do campo 
de onda espalhado U5 , i.e., 
(4.13) 
O campo de onda incidente é a resposta, na ausência de um refletor, da 
propagação da onda no meio de referência gerada pela fonte sob consideração. 
Portanto U 1 satisfaz 
[v. Co~a:) v) + k~~) l U1 (a:, w; x') ~ -F(w)S(x- x'), 
sujeito a condição de Sommerfeld (2.55). Logo, 
U1 (x, w; x') = F(w )G(x, w; a:')· 
Daí, de (4.12) e de (4.13), temos 
l [G(a:, w; x') iJU ( . ') x,w,x av p(x) iJ~ 
_U(a:,w;x')iJG( . ')]ds 




+ ( /'":(xi )'VG(x,w;x')'VU(x,w;x')dV lvpxp0 x 
-w' fv k(x~~(x) U(x,w; x')G(x,w; x')dV, (4.16) 
que é uma representação integral exata para o campo de onda espalhado 
registrado em x'. Porém, esta é inútil para modelamento sísmico, porque 
normalmente U e G não são conhecidas no refletor. 
4.4 Aproximação de Born 
Nesta seção, usamos a aproximação de Born e chegamos a uma representação 
aproximada para o campo de onda espalhado que pode ser usada para mo-
delamento. Para isto, suponhamos que 8V em ( 4.16) seja uma esfera de raio 
infinito e que .6.k(x) =O e .6.p(x) =O em V, exceto num volume próprio O 
(veja Figura 4.1). 
'Csando a condição de Sommerfeld (2.55), vemos que 
h [G(x,w;x')()U3 ( . ')-U3 (x,w;x')àG5 ( , . ')]dS=O ( ) à x,w,x ( ) à x,w,x . a\· px rJ PoX T} 
(4.17) 
Daí e de (4.16), temos 
L'5 (x',w;x') = In [p(~~;~~)'VG(x,w;x')'VU(x,w;x') 
-w
2 k(~~~~(~) U(x, w; :z:')G(x, w; x'l] dV. (4.18) 
Suponhamos que o contraste em n do meio seja fraco (aproximação de 
Born), ou seja, que os parâmetros do meio variam pouco. Colocando isto 
em linguagem matemática, temos que as pertubações relativas são pequenas, 
L e., 









Figura 4.1: Configuração para a representação da integral de volume V para 
a aproximação de Born. 
Daí, temos que o campo espalhado é pequeno em comparação com o 
campo incidente, i.e., 
Portanto podemos aproximar U5 (xr, w; x 5 ) da seguinte forma 
2 r t;k(x) G( ')U'1 ( ')dV 
-w lnk(x)ko(x) x,w;x x,w;x 
+ r (E;~(~) ) 'VG(x, w; x')'VU1 (x, w; x')dV~ 
Jn P X Po X 
(4.20) 
que corresponde à fórmula (2.46) do caso elástico. 
Agora, usando Teoria dos Raios de ordem zero e supondo que trabalhamos 
com aproximações em alta-freqüência, podemos escrever 
(4.21) 
e aproximar 
~~ ( x, w; a:') "' iw ('VT( x; x') · 1)) G ( x, w; x'), x E 2:, (4.22) 
onde a(x; x') é a amplitude definida em (2.51) e T(x; x') é o tempo de 
trânsito do raio que liga x 5 a x. 
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Finalmente, usando as equações (4.15) e (4.22), rescrevemos a equação 
(4.20) da seguinte forma 
U8 (x',w;x') = -w2 F(w) r t~(x! )G(x,w;x')G(x,w;x')dV Jn k x k0 x 
+F(w) r t~(xi ) 'VG(x,w; x')'VG(x, w; x')dV 
Jn p x Po x 
-w
2 F(w) In [p(~~;:;x) 'VT(x, x')'VT(x, x') 
L'.k(x) l ' ' + k(x)ko(x) G(x,w;x )G(x,w;x )dV. (4.23) 
Observamos que UB(xr,w; a:8 ) em (4.23) é recíproca com respeito a fonte 
e o receptor e que não depende da geometria de aquisição, i.e., das posições 
de Xr e <Vs· 
Usando teoria dos raios (veja Cerven:Y, 1995) para a função de Green, 
rescrevemos a integral de volume (4.23) da seguinte forma 
U8 (x',w;x') = -w2F(w) k VPo(x')vo(x') [~~~~)+L'.~~~) cosB"(x)] 
a(xr, x, xs) eiwT(Xr,x,x•)J Po(xs)vo(xs)dV 
vo(x) 
"" -w
2 F(w) k J p0(x')vo(x') [~~(~i +~:(~i cos B"(x)] 
o(x', X, x') iwT(X' X X')J ( ) ( )dV e '' Poxsvo;r; 5 , 
vo(x) 
onde usamos a notação (2.58) e 
v0(x) = 








CQS ()8 CQS (jT 
'VT(x, x') ·1) = -( -) e 'VT(x, x') ·1) = -( -1. (4.26) Vo X Vo X 
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Correspondente à equação (2.53) podemos escrever 
( 4.27) 
onde 
1 (L;k(:v) l;p(a:) " ) 
S(a:) = vo(a:) ko(:v) + Po(a:) cosO (:v) , ( 4.28) 
é o coeficiente de espalhamento da integral de Born no caso acústico. 
4.5 A integral Born-Kirchhoff 
Paralelo ao que foi feito no caso elástico na Seção 2.4, vamos transformar 
nesta seção a integral de volume, (4.27), obtida usando a aproximação de 
Born em uma integral de superfície, a qual chamamos de Born-Kirchhoff. 
Para isto usamos o teorema da divergência e aproximações em alta freqüência. 
Para transformarmos a integral de volume ( 4.27) em uma integral de 
superfície, usamos o resultado (2.8.3) de Bleistein (1984) e fazemos aproxi-
mações em alta-freqüência. Assim, (4.27) é equivalente à 
U8 "' U8 K(a:',w;a:') = íwF(wh/Po(a:•)vo(a:•)l/po(a:')vo(a:') 
x h_s(x) Om::; a(x'~",x,xs) eiwT(XT,x,x•))dS, 
(4.29) 
onde S(:v) está definido em (4.28) e o fator de obliquidade de Born-Kirchhoff, 
0 8 /C, é formalmente igual ao do caso elástico anisotrópico definido na equação 
(2.57). 
Em (4.29) consideramos que a fronteira éJO de O é composta do refletor 
:E e uma semi-esfera :Eo inferior ao refletor e fazemos :Eo -+ oo. Portanto, a 
integral em 2::0 não contribui. A integral (4.29) é chamada de Bom-Kirchhoff 
(Novais et al., 1997), correspondentemente à equação (2.56). 
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4.6 Aproximação de Kirchhoff 
O ponto de partida para a expressão do campo de onda espalhado usando a 
aproximação de Kirchhof:f também é a representação (4.16). Consideramos 
que V seja um volume no semi-espaço superior, e âV consiste de um refletor 
I: e uma semi-esfera, :E0 , de raio infinito (veja Figura 4.2a). Suponhamos que 
o meio considerado seja igual ao meio de referência no semi-espaço superior 
a 2:, i.e., ilp(x) =O e ilk(x) =O em V. Portanto, a equação (4.16) pode ser 
rescri ta como 
"s(, _ ')=/, [G(x,w;x')âU5 ( _ ')- U5 (x,w;x')âG( . ')]ds 
c X , W, X ( ) Ô X, W, X ( ) Ô X, W, X . 
E px 1J PoX TJ 
( 4.30) 
Esta é a integral de Kirchhoff para o meio acústico que corresponde a integral 
(2.64). 
Em alta-freqüência, a aproximação de Kirchhoff consiste em aproximar o 
campo de onda espalhado pelo campo de onda incidente vezes um coeficiente 
de reflexão R::;: R(x, B5 (x)) (veja, por exemplo, Bleistein, 1984 ou \\Tapenaar 
& Berkhout, 1993), i.e., 
onde 
U5 (X,Wj X 5 ) 
âU8 a~ (x,w;x') 
R(x, O'(x ))U' (x, w; x'), 
-R(x,O'(x))â~' (x,w;x'), x E 2:, 
p(x) cosO'(x)- po(x)y'[v0(x)/v(x)]' -1 + cos2 0'(x) R = '--:-'---,--:_:___:__:.~'-i==o~~~====,=~ 
p(x) cosO'(x) + Po(x)y'[vo(x)fv(x)]' -1 + cos2 O'(x)' 
(4.31) 
( 4.32) 
é o coeficiente de reflexão da onda plana incidente sob o mesmo ângulo 05 (x), 
que o raio liga xs a x faz com a normal, TJ, à superfície E no ponto x (veja 
Figura 4.2(b)). Neste trabalho chamamos a equação (4.32) de coeficiente 
de reflexão clássico e quando usamos a resposta do campo de onda espalha-
do obtida usando a aproximação de Kirchhoff com o coeficiente de reflexão 
clássico, chamamos de Kirchhoff Clássico. 
Substituindo (4.15), (4.22) e (4.31) em (4.30) e usando o teorema da 





Figura 4.2: (a) Configuração do volume V para a aproximação de Kirchhoffi 
(b) Raios, ângulo incidente e ângulo refletido 
correspondentemente à equação (2.69), 
U5 "' UK(x',w;x') = iwF(w) h G(:z:',w;:z:)R(:z:,B'(:z:)) (4.33) 
( VT(x; x') VT(x; x')) . G( . ')dS X ( ) + ( ) 1) X, w, X . p x Po x 
Interpretamos (4.33), da direita para a esquerda, como sendo a 
propagação de uma frente de onda gerada por uma fonte pontual em X 8 
até x em I:, refletindo em L; e se propagando de x ao receptor xr. 
Usando a aproximação (4.21) e as equações dadas em (4.26) na integral 
acima, obtemos 
iwF(w )V Po(x')vo(:z:') V Po( x')vo (x•) 
X h R(:z:, B'(x)) OJC a(:z:', x, x')eiwT(X',X,X'))dS, 
(4.34) 
onde o fator de obliqüidade de Kirchhoff, (),::_, agora é dado por 
OJC = (cosB'(x) +cosB'(:z:)). ( 4.35) 
Observa-se que está é a correspondente representação para o caso acústico 
da representação (2.70). 
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Como no caso elástico, observamos que R(x, es(x)) depende da geometria 
de aquisição e que estamos supondo que :E é relativamente suave. Observamos 
também, que a representação (4.34) para U5 não é recíproca com relação à 
fonte e ao receptor, i.e., se trocarmos a posição da fonte pela posição do 
receptor, não obtemos a mesma resposta. 
Mediante a estes fatos, analisamos o coeficiente de reflexão introduzido 
por Deregowski & Brown (1983), o qual é recíproco com relação a fonte e ao 
receptor. A este coeficiente de reflexão chamamos de coeficiente de reflexão 
recíproco e ele tem a seguinte forma 
R p(x) cosOM(x)- po(x)J[vo(x)jv(x)J' -1 + cos2 BM(x) 
R (x,BM(x)) = , 
p(x) cosBM(x) + Po(x)y'[vo(x)jv(x)]'- 1 + cos2 BM(x) 
(4.36) 
onde BM(x) = (B'(x) + B'(x))/2 e B'(x) é o ângulo que o raio que liga x a 
x'~" faz com a normal a E no ponto a:. A aproximação de Kirchhoff com o 
coeficiente recíproco acima resulta na versão acústica da integral Kirchhoff 
Recíproca. 
Observamos que no ponto de reflexão especular (i.e., no ponto onde vale a 
lei de Snell), e• = B" e, portanto, RR(x, eM(x)) = R(x, B(x)). Como o ponto 
de reflexão especular é o ponto que traz a maior contribuição, então esper-
amos que as respostas das duas aproximações sejam bastante semelhantes. 
4. 7 Comparação entre as aproximações de 
Born-Kirchhoff e de Kirchhoff 
Nesta seção repetimos as considerações do Capítulo 3 para o caso acústico, 
i.e., comparamos a resposta do campo de onda espalhado obtida através das 
aproximações de Born-Kirchhoff e de Kirchhoff para o meio acústico. Como 
estas aproximações são feitas considerando o mesmo fenômeno físico, então 
com as mesmas hipóteses a respeito do meio os resultados das duas apro-
ximações deveriam ser iguais. Mostramos que no ponto de reflexão especular, 
os integrandos das respectivas integrais são idênticos. 
Inicialmente, observamos que, correspondente à equação (2.72), podemos 
escrever ambas as integrais (4.29) e (4.34) na forma 
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U 3 ( x', w; x') "" iw F( w) J Po ( x') v o ( x') Po ( x' )v o ( x') 
x h !C A ( x )a(x', x, x')e'"T(X',x,X'IdS, ( 4.37) 
(A = K ou BK)) onde a diferença é somente nos núcleos. Como no caso 
elástico anisotrópico, temos 
ICA(x) = S(x) OBJc(x) para Born-Kirchhoff, e (4.38) 
ICA(x) = R(x) OK(x) para Kirchhoff, (4.39) 
onde S(x), 0 8K, R e OK são dados pelas equações (4.28), (2.57), (4.32) e 
(4.35), respectivamente. Como antes, chamamos JCK = lCx(x) de núcleo de 
Kirchhoff e !CsK = !CsK(x) de núcleo de Bom-Kirchhoff. 
Mostramos abaixo que JCK e KsK são iguais no ponto de reflexão, uma 
vez que o coeficiente R esteja linearizado. Usando a hipótese que o meio tem 
contraste fraco, temos (veja o Apêndice C) 
.cco:;cs,--
2 
87 ' __ 1_ + _1_ "" _1:_ [cos 8, + ~-1- (-Ll_P __ l:l_k)] (4 40) 
võ(x) võ(x) v2(x) Vo 2 cos8' po ko · · 
Portanto 
1 [ Llp L\.kl R(x, 8'(x)) "'RL(x, 8'(x)) =- (1- tan2 8')- + (1 + tan2 8')-k , 
4 Po o 
( 4.41) 
a qual pode ser rescrita 
1 [ Llp i:lkl RL(x,8'(x)) = 4 , 8 cos28'- + -k coss Po o ( 4.42) 
Agora, substituindo (4.42) e (4.35) em (4.39), temos 
1 [ Llp L\.kl ICK(x)"' , 8 cos28'- + -k (cos8'(a;) +cos8'(x)). 4cos s Po o (4.43) 
Por outro lado, usando as equações (4.26) e (4.28), rescrevemos a equação 
(4.38) da seguinte forma 
~ ( ) _ [L\.k(x) L\.p(x) 8,,( )] cosB'(x) +cos8'(x) I"VBK X - + COS X . 
ko(:v) Po(:v) 2(1 + cos8"(:v)) (4.44) 
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l\o ponto de reflexão especular) à;) onde e= es = ()Tl temos 
1 [ !.lp(x) !.lk(x)] 
'B cos2B (-) + k (-) (2cosB) 4cos pox ox 
KsK(x). ( 4.45) 
Então vemos que no ponto de reflexão especular o núcleo de Kirchhoff 
linearizado é igual ao núcleo de Bom~ Kirchhoff. 
Observa-se que a integral Born~Kirchhoff resulta direto quando se linea-
rizao coeficiente de reflexão recíproco RR(x, (JM (x)) ao invés do coeficiente de 
reflexão clássico R(x, es(x)). Em outras palavras) os núcleos da aproximação 
Kirchhoff Recíproca após a linearização é igual ao da aproximação Born~ 
Kirchhoff em todos os pontos do refletor. Esta propriedade justifica a escolha 




:.Teste capítulo, apresentamos os algoritmos implementados para o cálculo 
numérico do campo espalhado segundo as integrais de Born (de volume), 
Kirchhoff Clássica, Born-Kirchhoff e Kirchhoff Recíproca (de superfície). 
Apresentamos também o algoritmo de Diferenças Finitas utilizado para o 
cálculo do mesmo campo. Como é usual em estudos de modelamento, os re-
sultados obtidos por um esquema de Diferenças Finitas representam o padrão 
de comparação. Para possibilitar os cálculos numéricos nos recursos com-
putacionais disponíveis, todos os modelos considerados consistem de dois 
meios acústicos homogêneos, separados por uma interface curva suave, com 
as fontes e os receptores dentro de um mesmo plano, y = O. Além disso, 
a densidade será suposta constante e unitária nos dois meios, o contraste 
existindo apenas na velocidade. Todas as implementações foram realizadas 
em 3-D. 
5.1 Integral de Born 
Nesta seçã.o, descrevemos o algoritmo utilizado na implementação da integral 
de Born, equação (4.23). Corno estamos considerando a densidade constante, 
temos que .0:.p =O. Portanto escrevemos a equação (4.23) da seguinte forma 
F(w )0(x', w; x'), (5.1) 
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onde 
U(x', w; x') = Jn w2 ~~)2 G(x, w; x')G(x, w; x')dV. (5.2) 
Observamos que (5.2) não é precisamente (4.23). Mas se tomarmos 
a(x) = -b,k/(k0p0 ) em (5.2), obtemos (4.23). A fórmula acima é a mesma 
de Bleistein et al. (1985). Além disso, observamos que a equação (5.1) é o 
produto de duas transformadas de Fourier e, portanto, para se obter a res-
posta no domínio do tempo, basta calcular a transformada inversa de cada 
uma e convoluir as duas. Isto é, basta calcular a transformada inversa de 
05 (xr, w; xs) e convoluir com a função fonte f( t) = (1/2n) f~oo F(w )e-i""'tdw. 
Para calcularmos a transformada inversa de Ô(x"~",w;xs), usamos a 
aproximação da função de Green em alta frequência, G(x"~", w; x) ;:::::: 
a(x; x')eiwT(X;xr) e aplicamos a transformada de Fourier no tempo na 
equação (5.2). Assim, 
u(x',t;x') = 8
8
', f- "ti2a(x;x')a(x;x')S(t-T(x))dV, (5.3) t in vo x 
onde escrevemos T(x', x,x'), definido na equação (2.58), por T(x) para 
simplificar a notação. 
Para discretizar a integral de volume (5.3), escrevemos x = (xi, Yj, zk) 
com Xi = Xmin +{i -l)b.x, YJ = Ymin + (j -l)b.y, Zk = Zmin + (k -l)b.z, ti = 
tmin + (l-l)b.t. Usando uma idéia de Santos e Symes (1995), aproximamos 
a ''função" 6 de Dirac por 
{ 
(M+t)/6,12 , -6t :S t :S o 
6(1)"' (6,1- t)/6,t2 , o :S t :S 61 
O, caso contrário. 
Aplicando a regra de trapézios na integral da equação (5.3), obtemos 
onde 






sk ~.J, (5.7) 
J = lnt (T(x;, Y;, Zk)- tmin) 
t,),k flt ' (5.8) 
e Int(.) significa a parte inteira do número. 
Usamos o esquema de Diferenças Finitas Centrais para aproximar a 
derivada de segunda ordem no tempo 
d' ' 
dt'I(t,) 
Algoritmo - Dados :z:S, xr e f: 
b.xb.ytu 
Calcule: 'Y = - ---;b.-:;1-
Para cada i, j, k: 
Defina: v(:v), a(:v). 
Calcule: T(x; x 5 ), T(x; :z:r), a(x; x 5 ), a(x; a;r). 
Calcule: Ji,J,k e Si,J,k· 
Calcule: A= a(x;x') a(x;x'). 
a( :v) 
Calcule: C= Av(x)'. 
Na posição Ji,J,k + 1 do traço, some (1- Si,J) x C. 
Na posição Ji,j,k + 2 do traço, some (Si,j) x C. 
Multiplique este traço por T 
Aplique o Operador de Diferenças Finitas no tempo a este traço. 
Convol ua o traço final com a fonte f. 
Este processo é repetido para cada par fonte/receptor. 
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(5.9) 
5.2 Integrais de Kirchhoff 
Nesta seção descrevemos o algoritmo utilizado na implementação da inte-
gral de Kirchhoff. Por causa da identidade estrutural da integral de Born-
Kirchhoff e da integral de Kirchhoff Recíproca, as implementações delas uti-
lizam o mesmo algoritmo. 
Podemos rescrever a representação ( 4.37) da seguinte forma 
U8 (x', w; x') = F(w)tF (x', w; x'), (5.10) 
onde 
h iwJ vo(x') vo (x')KA (x )a(x', x, x')e;wT(X) dS, 
(A= B, BK,R) (5.11) 
e noYamente, por simplificar a notação, escrevemos T(xr,x,xs) T(x). 
Esta é a representação de: Kirchhoff Clássico se JCA é dado pela equação 
(4.39) com R dado na equação (4.32), Born-Kirchhoff quando }(A é dado 
pela equação (4.38) e Kirchhoff Recíproca se !(A dado pela equação (4.39) 
com R substituído por RR definido em ( 4.36). 
Aplicando a transformada de Fourier no tempo na equação (5.11), obte-
mos a transformada inversa de tJ5 (xr, w; x 8) 
ii'(x', t: x') = :t h }vo(x') v0(x')KA(x)a(x', x, x')ó(t-T(x))dS. (5.12) 
Suponhamos que E= {(x,y,z) ER3 [z = g(x,y)}, onde g é uma função 
sua·ve. Aplicando a mudança de coordenadas em (5.12), obtemos 
ü5 (x',t;x') = %tf LJv0 (x') v0(x')a(x',(x,y,g(x,y)),x') 
xJCA(x, y,g(x,y))ó(t- T(x, y, g(x, y))) 
x Jl + g~ + gidxdy, (5.13) 
onde A= g- 1(E) descreve a abertura considerada da integração (idealmente 
[-oo, oo] em x e y). 
Para calcularmos a integral (5.13) numericamente, usamos o mesmo es-
quema citado anteriormente. Suponhamos que a malha é uniforme, xi = 
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Xmin +(i -1).6.x, Yi = Ymin + (j -1).6.y, Z = g(xi, Yi) e t1 = tmin + (l-1).6.t, 
i, j, l 2: 1 e aproximamos a "função'' O de Dirac como em (5.4). Aplicando a 
regra do trapézio na integral da equação (5.13), obtemos 
](t1) = 6.~~y l::a(x", (x,,y;,g(x,,y;)),x')KA(x,,y;,g(x,,y;) 
,,, 
x[(1- S,,,)ih-I,,,-1 + S;,;6t-I,,,-,] J1 + g; + g;, (5.14) 
onde 
s ,,, T(x;,y;,g(x;,y2 )) -tmin _ J.. 
.6.t l,] 1 (5.15) 
(5.16) 
e S; está definido em (5.6). 
Novamente, usamos o esquema de diferenças finitas centrais para aproxi-
mar a derivada de primeira ordem no tempo 
d-
- I(t,) "" dt 
Algoritmo- Dados xs, xr e f: 
6.x6.y 
Calcule: Ç = 6.t 
Para cada i,j: 
i (ti+ I) - i(tl-1) 
26.t (5.17) 
Calcuk T( x; x'), T(x; x"), a(x; x'), a(x; x"), ~. R(x, e(x)), S(x), 
V'T(x; x'), V'T(x; x"), g, 9v· 
Calcule: Ji,j e Si,j· 
Calcule: Ref = KAJ1 + g; + g; 
Calcule: A= a(x; x')a(x; x"). 
Calcule: C = A x Ref. 
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I\ a posição Ji,j + 1 do traço 1 some (1- Si,j) x C. 
Na posição hi + 2 do traço 1 some (St,j) x C. 
Multiplique este traço por(. 
Aplique o operador (5.17) a este traço. 
Convolua o traço final com a fonte f. 
Este processo é repetido para cada par fonte/receptor. Observamos que 
apesar do algoritmo acima calcular R e S 1 devemos ter um elemento de 
entrada no programa para escolher qual dos dois. No caso da escolha ser 
R ainda devemos ter a escolha para o coeficiente de reflexão clássico ou o 
recíproco. 
5.3 Diferenças Finitas 
Todos os métodos descritos referem-se a soluções aproximadas do problema 
de interesse. Para comparar as propriedades destas soluções, necessitamos 
ter acesso, senão à solução exata, pelo menos a uma garantida aproximção 
da mesma. A não ser em modelos muito simples, a equação da onda tridi-
mensional em meios não homogêneos, não admite solução exata em forma 
analítica fechada. Desta forma, um método numérico é requerido para sua 
determinação. Em nosso caso, o método numérico que melhor aproxima 
a solução analítica é o conhecido Método das Diferenças Finitas. Este 
método converge para a a solução exata quando o esquema utilizado obe-
dece a condição Courant-Friedrichs-Lewy (condição de estabilidade). Neste 
trabalho, não somente usamos as condições de estabilidade apresentadas em 
Mufti et al. (1996), como também o esquema centrado de quarta ordem no 
espaço e centrado de segunda ordem no tempo. Essa escolha se deve ao fato 
de que, em alguns experimentos numéricos, observamos que o esquema de 
segunda ordem no tempo e no espaço apresenta uma dispersão numérica sig-
nificativamente maior. Também foi mostrado em Alford et aL (1974) que os 
esquemas centrados de segunda ordem no tempo e quarta ordem no espaço 
aumentam a precisão significativamente. 
O Método de Diferenças Finitas apresenta um alto custo computacional 
devido a grande quantidade de memória que tem de ser utilizada. Com 
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efeito, para o caso geral, onde há não homogeneidade dos parâmetros nas 
três dimensões espaciais, a cada passo no tempo temos que armazenar dados 
e cálculos em grandes malhas tridimensionais, ocupando enorme memória 
computacionaL 
Uma alternativa bem conhecida de contornar este problema, consiste em 
limitar a variação dos parâmetros do meio ao plano xz, considerando ainda 
fontes e receptores num plano, digamos z = O. Embora apresentado na sua 
total generalidade, implementação do Método de Diferenças Finitas utilizada 
nesta tese será restrita a modelos que não dependem da direção y. Assim, ao 
invés de guardarmos a velocidade em uma malha tridimensional, guardamos 
em uma malha bidimensional, com consequente economia de memória com~ 
putacional. 
Estratégia de Implementação 
No nosso algoritmo de Diferenças Finitas consideramos uma malha uni~ 
forme em cada direção. O ponto P com coordenadas (x, y, z) é descrito por 
X i = Xmin + i .6.x, Yj = Ymin + j .6.y e Zk = Zmin + k .6.z, onde i, j, k são 
os índices ao longo de x, y, z, respectivamente. Desta forma, o ponto P será 
indicado por Pi,j,k· Também o tempo t, terá a seguinte forma t 1 = tmin +l .6-t. 
Como vimos no Capítulo 4, podemos modelar a propagação de ondas 
acústicas pela equação (4.3), a qual, para densidade constante e unitária, se 
escreve 
Uxx + Uyy + Un = uu/v2 + f(t)o(x- x,)o(y- y,)o(z- z,) , (5.18) 
onde u. = u(x,y,z) é a pressão acústica, v= v(x,y,z) é a velocidade de 
propagação do meio e f(t) é a função fonte localizada em (x 5 , Ys, Z5 ). 
A fórmula do Operador de Diferenças Finitas centrais de quarta ordem 
para o primeiro termo do lado direito da equação (5.18) é 
(uxx)L,k = [-uL2J,k + l6(uLl,j,k + ui+I,j,k) 
-30uL.k- ul+2.;,k] /[12(Ll-x)2] + O[(Ll-x)4]. (5.19) 
Os outros termos com derivadas parciais no espaço podem ser expressos 
de forma análoga. Para a derivada no tempo, temos a relação de diferença 
central de segunda ordem 
(uu)lJ.k = ( ul:;,\- 2u:,j,k + u:,).\) /[(Ll-t) 2] + O[(Ll-t)2]. (5.20) 
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Para o termo de fonte, escrevemos 
[f(t)]' . = { f(t1) , em i= i, j = j, k = k, 
,,;,k O , caso contrário (5.21) 
Substituindo (5.19), (5.20) e (5.21) em (5.18), obtemos 
+bi,j,k [utj-2,k + utj+2,k -16 (utj-l,k + utj+l,k) + 30uL,k} 
+ei,j,k [u;,j,k-2 + uL,k+2- 16 ( u~,j,k-l + u;,j,k+l) + 30u~,j,k]} 
onde 
,.., ! l-l f' +/u .. -u .. + . 
- z,;,k t,J,k t,J,k ' 
ai,j,k 
b;,j,k 
(v;J,k!ó.tf!ó.x) 2 , 
(V;J,kfó.t/ fó.y) 2 , 
(v;,j,k!ó.tf fó.z) 2, 
(5.22) 
(5.23) 
e v,,j.k denota a velocidade em (i,j, k). Lembramos que apesar de implemen-
tarmos o Método de Diferenças Finitas para qualquer campo de velocidade, 
usamos modelos que não dependem da direção y. Isto foi necessário para 
economizar memória computacional. 
Para iniciar o processo de propagação, fazemos 
u1,;,k = O, \/(i, j, k) . (5.24) 
As condições de fronteira que usamos foram 
l 
uiJ,o o , \/(i, j, l), 
u' i,O,k o, \/(i, k, l), 
l Uo,j,k o , \l(j, k, l). (5.25) 
Como o propósito desta tese é fazer urna comparação do campo de onda 
espalhado obtido através do Método de Diferenças Finitas com o obtido u-
sando as aproximações de Bom, de Born-Kirchhoff, de Kirchhoff e Kirchhoff 
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Recíproca, então escolhemos as condições de fronteira acima e não a condição 
com fronteira absorvente (veja Mufti, 1990). 
Dispersão e estabilidade numérica 
Suponhamos que .6.x = .6.y = .6.z = h. Então o maior valor de h, que 
pode ser usado sem causar excesso de dispersão de energia, é dado pela 
condição (veja Mufti et al., 1996) 
h< Cmin . 
- rJfmax, (5.26) 
onde Cmin é o mínimo das velocidades usadas no modelo, f max é a frequência 
máxima nos dados, {)é o número de amostras por mínimo de comprimentos 
de ondas Àmin, dado por Àmin = Cmin/ fmax· 
Além disso, para um dado valor na malha associada ao domínio espacial, 
o sistema torna-se numericamente instável a menos que o intervalo de tempo 
satisfaça a condição 
bh 
.6.t <-
- ' Cmax 
(5.27) 
onde Cmax representa o máximo valor das velocidades do modelo e a é uma 
constante que depende da dimensão do espaço. Mufti (1990) mostrou que 
para problemas tridimensionais b = 0.5 e o valor ótimo de {) é 3.5. Cabe 
ressaltar que isto só é válido, em principio, para o esquema que estamos con-





Neste capítulo, descrevemos alguns experimentos numéricos realizados em 
certos modelos escolhidos para mostrar vantagens e desvantagens das apro-
ximações discutidas teoricamente nos capítulos anteriores. Em praticamente 
todos os casos de interesse, não existe solução exata analítica que possa ser 
utilizada para efetiva avaliação dos diferentes métodos apresentados. Por 
este motivo, o Método de Diferenças Finitas é tradicionalmente a escolha 
adequada para padrão de comparação. Esta escolha é justificada pelo fato 
que este método trata do problema na sua formulação exata e o erro é de-
vido somente a avaliação numérica. O Método de Diferenças Finitas, para 
sua correta utilização, deve ser calibrado através de um exemplo, mesmo 
bem simples, onde a solução exata pode ser calculada analiticamente. Em 
nosso trabalho utilizamos o modelo de dois meios homogêneos separados por 
uma interface plana. Para este caso, a solução exata pode ser escrita como 
uma integral fechada avaliada numericamente com boa precisão (Santos et 
al., 1996). O Método de Diferenças Finitas apresentou erro percentual in-
ferior a 2% relativo a solução exata, portanto uma calibração aceitável. As 
implemetações das demais aproximações apresentaram erros em torno de 4%. 
A implementação do Método de Diferenças Finitas para a equação da 
onda tridimensional completa foi realizada numa SGI PowerChallenge L 
(memória: 768 MByte, Processador: 4x75MHz R8000, peak MFlops: 4x300, 
Diskarray: 16GByte + 8GByte + 23 GByte). Tendo em vista a melhor ex-
plicitação teórica (vide Capítulo 4), optamos por realizar os experimentos 
numéricos no caso acústico. 
Conforme indicado no Capítulo 5, uma grande dificuldade do Método de 
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Diferenças Finitas é a sua enorme demanda de esforço computacional. Ainda 
seguindo as observações descritas no referido capítulo, esta demanda pode ser 
minorada pela escolha de modelos onde há variação de parâmetros na direção 
y, estando fontes e receptores "em plano", i.e., num plano xz (por exemplo, 
z = 0). Esta foi a escolha que optamos em todos os experimentos. Os 
resultados, mesmo considerando esta restrição, fornecem uma boa ilustração 
da aplicação dos diferentes métodos e permitem uma comparação entre os 
mesmos. 
Em todos os modelos investigados foi usada como fonte o pulso de Küpper 
(veja Figura 6 no domínio do tempo e Figura 6.2 no domínio da frequência), 
também chamada fonte Fuchs-Müller (veja, Küpper, 1958). A escolha da 
fonte Küpper se deve à malha grosseira que teve que ser usada por causa do 
enorme requerimento de memória computacional que o Método de Diferenças 
Finitas exige. Com esta malha grosseira, outras fontes apresentadas na li-
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Figura 6.1: Pulso de Küpper no domínio do tempo 
escolhidos não dependem da direção y, mostramos no que segue em todos os 





Figura 6.2: Pulso de Küpper no domínio da frequência 
6.1 Modelo 1 
O Modelo 1 consiste de dois semi-espaços homogêneos, separados por um 
refletor plano localizado a 550 m de profundidade (veja Figura 6.3). Como 
já foi mencionado no capítulo anterior, estamos supondo que a densidade 
seja unitária em todos os modelos. A velocidade acima do refletor é v0 = 
3000 mjs e abaixo é v1 :::::: 3500 m/s. Portanto, o contraste relativo é de 
16,67% em v ou de 36,11% em k. Aqui foi escolhida uma configuração de 
tiro comum ( "common shot") em geometria "split spread". Trabalhamos 
na unidade de metros, a fonte tem as coordenadas (300,0,0) e os receptores 
tem as coordenadas (20r, O, 0), onde r varia de O até 30 em intervalos de 1. 
A malha usada foi D..x = D..y = D..z = 10 m e a amostragem temporal foi 
D..t = 1 ms para todos os modelamentos realizados. 
Análise Numérica 
Os resultados dos modelamentos numéricos aplicados ao Modelo 1 se en-
contram nas Figuras 6.4 (solução exata) e 6.5 (soluções aproximadas). 
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o 100 200 300 
Distancia (m) 
400 500 600 700 
Figura 6.3: Refletor, geometria de aquisição e família de raios do Modelo 1. 
Antes de investigar a qualidade da aproximação, comparamos o tempo de 
máquina (CPU) utilizado para o modelamento. As aproximações de Kirch-
hoff Clássica, Kirchhoff Recíproca e o Born-Kirchhoff precisaram na média 
de 9 segundos, e a de Born demorou 11 minutos e o Método de Diferenças 
Finitas levou 12 horas e 52 minutos. Os tempos dos programas para a Teoria 
dos Raios e para a solução analítica não são comparáveis, porque estes foram 
implementados em linguagens diferentes. 
Nas Figuras 6.4 e 6.5 observamos que o campo refletido modelado tem 
o mesmo tempo de chegada em todas as figuras, mas as amplitudes são 
diferentes. Para uma análise de amplitudes mais quantitativa, plotamos na 
Figura 6.6 o erro relativo das amplitudes obtidas pelas aproximações in-
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Figura 6.4; Sismograrnas obtido para o Modelo 1 utilizando a Solução 
Analítica. 
utilizando a solução analítica. Claramente vemos que o Método de Diferenças 
Finitas apresenta o melhor resultado, superestimando as amplitudes por 1% 
a 2%. Todas as outras aproximações subestimam as amplitudes, chegando a 
ter erros superiores a 4%. 
Diferente do que é esperado para propagação de ondas planas e um refletor 
plano, a Teoria dos Raios neste caso não apresentou o melhor resultado. 
Este fato acontece porque a fonte utilizada nos nossos modelos é pontual 
e a distância ao refletor é relativamente pequena. Portanto a aproximação 
com o coeficiente de reflexão de uma onda plana não é boa. Porém, para 
encontrar o coeficiente de reflexão para uma onda esférica, devemos resolver 
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Figura 6.5: Sismogramas obtidos para o Modelo 1 utilizando: (a) Método de 
Diferenças Finitas; (b) Aproximação de KirchhoffClássica; (c) Aproximação 
de Born-Kirchhoff; (d) Aproximação de Kirchhoff Recíproca; (e) Teoria dos 
Raios; (f) Aproximação de Bom. 
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Kirchhoff Recíproca e Teoria dos Raios apresentaram resultados comparáveis, 
os quais variam de 3.4% a 5.5%. Já o Kirchhoff Clássica apresentou erro 
relativo variando entre 5% e 6%. Born é o que apresentou o pior resultado 
pois o seu erro está variando entre 11.5% e 14%. 
Como o resultado obtido usando o Método de Diferenças Finitas foi o 
melhor e além disso, ele converge para a solução exata quando as condições 
de estabilidade e consistência são satisfeitas (Mufti, 1990; Strikwerda, 1989), 
vamos utilizá-lo como padrão nos próximos modelos para fazer a comparação 
com as aproximações discutidas neste texto. 
'r-o--~0---.--------"--~----r----,,--,c--------,--~oc---o-, 
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Figura 6.6: Erro relativo em comparação com a Solução Exata. Método 
de Diferenças Finitas: triângulos; Born-Kirchhoff: linha sólida; Kirchhoff 
Recíproca: círculos; Teoria dos Raios: linha tracejada; Kirchhoff Clássica: 
linha pontilhada; Born: linha tracejada-pontilhada. 
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6.2 Modelo 2 
O Modelo 2 (veja Figura 6.7) é dado por um refletor fracamente curvado lo-
calizado entre 160m e 180m de profundidade, o qual tem a parametrização 
E = { (x, y, 700-300 exp ( -(x- 800)2 /104))1 (x, y) E JR2}. Consideramos no-
vamente uma configuração de tiro comum. A fonte está localizada em (0, 01 O) 
e os receptores estão localizados em (100+20r,O,O), com r= 0,1, ... ,45. 
O contraste é o mesmo do Modelo 1, i.e., a velocidade acima do refletor é 
vo = 3000 mjs e abaixo é v1 = 3500 mjs. A malha usada para o mode-
lamento pelas aproximações de Born, Born-Kirchhoff, Kirchhoff Recíproca, 
Teoria dos Raios e pelo Método de Diferenças Finitas foi novamente ~x = 
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Figura 6.7: Refletor, geometria de aquisição e família de raios do Modelo 2. 
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Para a aproximação de Kirchhoff Clássica foi usado ,6,x = ,6,y = 2 m 
e .6.t = 1 ms. Diminuimos as distâncias no caso da aproximação Kirchho:ff 
Clássica, pois usando a malha mais grosseira, este modelamento apresentou 
muito ruído numérico. 
Análise Num é rica 
Os resultados dos modelamentos numéricos aplicados ao Modelo 2 se en-
contram nas Figuras 6.8(a) (Método de Diferenças Finitas), 6.8(b) (Kirchhoff 
Clássica), 6.8( c) (Born-Kirchhoff), 6.8( d) (Kirchhoff Recíproca), 6.8( e) (Teo-
ria dos Raios) e 6.8(1) (Born). 
Com o Modelo 2, o tempo de CPU para rodar as aproximações de Born-
Kirchhoff e Kirchhoff Recíproca foi na média de 23 segundos, a de Born 19 
minutos, Kirchho:ff Clássica 8 minutos e 47 segundos e o Método de Diferenças 
Finitas 9 horas e 17 minutos. Cabe aqui ressaltar que Kirchhoff Clássica levou 
mais tempo que as outras aproximações do tipo Kirchhoff porque tivemos que 
refinar a malha por causa do ruído. 
Novamente observamos que a parte cinemática do modelamento é igual-
mente boa em todas as aproximações. Na amplitude se observa maiores 
diferenças. Nota-se que próximo de 480 m temos o ponto que corresponde ao 
ângulo crítico. Vemos nas Figuras 6.8(d) e 6.8(e) que próximo a este ponto 
a amplitude de Kirchhoff Recíproca e de Teoria dos Raios fica maior que 
nos outros. Isto pode ser melhor visto na Figura 6.9, a qual mostra o erro 
dos picos das amplitudes de cada sismograma. A Teoria dos Raios próximo 
a este ponto chega atingir um erro de 115% quando comparado ao Método 
de Diferenças Finitas. Kirchhoff Recíproca ainda tem um erro de 67%. Na 
região do ângulo crítico vemos que Kirchhoff Clássica apresenta o melhor 
resultado (veja Figura 6.9). Analisando Kirchho:ff Clássica vemos que há 
registro de perda na amplitude quando os receptores estão muito afastados 
da fonte, veja Figuras 6.8(a), 6.8(b) e 6.9. Já Bom apresenta um erro inferior 
a 5% na amplitude para receptores próximos da fonte (menos de 160 m da 
fonte) e para receptores longe da fonte, ele subestima a amplitude em mais 
de 20%. O que apresenta melhor resultado na média é Born-Kirchhoff pois 
apresenta maior domínio onde as amplitudes apresentam menores erros. 
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Figura 6.8: Sismogramas obtidos para o Modelo 2 utilizando: (a) Método de 
Diferenças Finitas; (b) Aproximação de Kirchhoff Clássica; (c) Aproximação 
de Born-Kirchhoff; (d) Aproximação de Kirchhoff Recíproca; (e) Teoria dos 
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Figura 6.9: Erro relativo em comparação com o Método de Diferenças Fini-
tas. Teoria dos Raios: linha tracejadai Kirchhoff Recíproca: círculos; Born-
Kirchho:ff: linha sólida; Kirchhoff Clássica: linha pontilhada; Born: linha 
tracej ada-pontilhada. 
6.3 Modelo 3 
O Modelo 3 (veja Figura 6.10) consiste de um refletor anticlinal parame-
trizado por E= {(x,y,500+ 250exp(-(x- 800)2/105))1(x,y) E JR2). A 
geometria de aquisição é a de tiro comum em geometria "split spread'' com a 
fonte localizada na posição (800,0,0) e os receptores localizados em ( 40r, O, 0), 
e r = O, 1, ... , 40. Ainda igual aos modelos anteriores, a velocidade acima 
do refletor é v0 = 3000 m/s e abaixo do refletor é v1 = 3500 mjs. A malha 
utilizada foi de i:lx = i:ly = i:lz = 10m e i:lt = lms. Observa-se que neste 
caso não foi necessário refinar a malha para Kirchhoff Clássica. Este tipo de 
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geometria do refletor junto com a geometria de aquisição considerada neste 
exemplo é um importante teste para todas as aproximações porque o campo 
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Figura 6.10: Refletor, geometria de aquisição e família de raios do Modelo 3. 
Análise Numérica 
Os resultados dos modelamentos numéricos aplicados ao Modelo 3 se en-
contram nas Figuras 6.11(a) (Método de Diferenças Finitas), 6.11(b) (Kirch-
hoff Clá.ssica), 6.11(c) (Born-Kirchhoff), 6.11(d) (Kirchhoff Recíproca), 
6.11(e) (Teoria dos Raios) e 6.11(1) (Born). 
O tempo de CPU para as aproximações de Kirchhoff foi na média 32 
segundos, para Born foi 37 minutos e para o Método de Diferenças Finitas 
24 horas e 24 minutos. 







Figura 6.11: Sismogramas obtidos para o Modelo 3 utilizando; {a) Método de 
Diferenças Finitas; (b) Aproximação de Kirchhoff Clássica; (c) Aproximação 
de Born-Kirchhoff; (d) Aproximação de Kirchhoff Recíproca; (e) Teoria dos 
Raios; (f) Aproximação de Born. 
78 
Clássica, Kirchhoff Recíproca e Born-Kirchhoff não apresentam muita 
variação na amplitude, i.e., as amplitudes para a primeira chegada estão 
na mesma faixa. Também podemos ver na Figura 6.12 que para registro 
em receptores perto da fonte, numa vizinhança menor que 400 m, o erro da 
amplitude dessas aproximações não ultrapassa 6%. A partir da vizinhança 
superior a 400 m, as amplitudes já apresentam erros com quase 12%. Nesta 
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Figura 6.12: Erro relativo das amplitudes da primeira chegada em com-
paração com o Método de Diferenças Finitas. Born-Kirchhoff: linha sólida; 
Kirchhoff Recíproca: círculos; Teoria dos Raios: linha tracejada; Kirchhoff 
Clássica: linha pontilhada; Bom: linha tracejada-pontilhada. 



























o - - - - ·- ,_ ,_ ,_ 
Distancia (m) 
Figura 6.13: Erro relativo das amplitudes da segunda chegada em com-
paração com o Método de Diferenças Finitas. Born-Kirchhoff: linha sólida; 
Kirchhoff Recíproca: círculos; Teoria dos Raios: linha tracejada; Kirchhoff 
Clássica: linha pontilhada; Bom: linha tracejada-pontilhada. 
tude da segunda chegada. Com exceção de Teoria dos Raios, todos apre-
sentam erros pequenos. Mas novamente Born apresenta um erro negativo 
de quase 20%. Teoria dos Raios não apresenta a segunda onda para os três 
primeiros receptores e para os três últimos. Estas são chegadas não espe-
culares resultantes da caústica e não são descritas pela Teoria dos Raios de 
Ordem Zero. As aproximações de Kirchho:ff Recíproca, Kirchho:ff Clássica 
e Born-Kirchhoff são os que apresentam melhores resultados nesta segunda 
chegada para este modelo; a margem de erro deles não ultrapassa a 5%. 
A Figura 6.14 mostra os erros percentuais nos valores da amplitude da 
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Figura 6.14: Erro relativo das amplitudes da terceira chegada em comparação 
com o Método de Diferenças Finitas. Born-Kirchhoff: linha sólida; Kirchhoff 
Recíproca: círculos; Teoria' dos Raios: linha tracejada; Kirchhoff Clássica: 
linha pontilhada; Born: linha tracejada-pontilhada. 
com o Método de Diferenças Finitas são de péssima qualidade com erros entre 
30% e 50%. Mas, mesmo assim, observamos que nenhum método superestima 
a amplitude e que Born sempre apresenta a menor amplitude. Além disso, 
podemos observar que Kirchhoff Recíproca e Born-Kirchhoff apresentaram 
os resultados menos ruins. 
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6.4 Modelo 4(a) 
O Modelo 4 (veja Figura 6.15) consiste de um refletor altamente inclinado 
com o formato de um ''tobogã". A parametrização para este refletor é 
Z = {(x, y, 200•(1+exp( -(x-600)2 /105))+x/6)i(x, y) E JR2). A geometria 
de aquisição para este modelo é a de tiro comum com fonte localizada em 
(0,0,0) e receptores localizados em (100 + 30r, O, O), com r = O, 1, ... , 40. A 
velocidade acima do refletor é novamente v0 = 3000 mfs, roas a debaixo foi 
escolhida v1 = 3100 rn/s, para reduzir o contraste relativo para 3,33% em v 
ou 6,67% em k. Para este contraste menor espera-se um melhor desempenho 
da aproximação de Born. A malha utilizada foi a mesma que os modelos 
anteriores. Mas a aproximação de Kirchhoff Clássica com esta malha apre-
sentou muito ruído numérico. Portanto, a malha teve que ser reduzida para 
Lx = Ly = Lz = 2m. 
Análise Numérica 
Os resultados dos modelamentos numéricos aplicados ao Modelo 4(a) 
se encontram nas Figuras 6.16(a) (Método de Diferenças Finitas), 
6.16(b) (Kirchhoff Clássica), 6.16(c) (Born-Kirchhoff), 6.16(d) (Kirchhoff 
Recíproca), 6.16(e) (Teoria dos Raios) e 6.16(1) (Bom). 
1'\a média, quando rodados com a mesma malha, tivemos que o tempo de 
CPü para aproximação de Kirchhoff foi de 23 segundos, enquanto de Born 
foi de 20 minutos e 33 segundos e o Método de Diferenças Finitas foi de 16 
horas, 27 minutos e 47 segundos. Kirchhoff Clássica com a malha mais fina 
levou 27 minutos e 47 segundos. 
Este é um modelo muito interessante, pois o modelamento apresenta resul-
tados inesperados. Começando com a observação que a diferença entre as ve-
locidades acima e abaixo do refletor é pequena, pode-se esperar que a resposta 
obtida atraYés da aproximação de Born seja boa. Este fato é confirmado como 
pode ser visto comparando as Figuras 6.16(a) e 6.16(f), onde os dois sismo-
gramas observados tem uma aparência muito semelhante. O resultados da 
aproximação KirchhoffRecíproca e Born-Kirchhoff (Fig. 6.16(c)-(d)) também 
apresentam a mesma semelhança. A grande surpresa está no resultado de 
Kirchhoff Clássica. Uma vez que Teoria dos Raios (veja Figura 6.16(e)) e os 
outros dois métodos denominados Kirchhoff apresentaram boas aproximações 
para a onda refletida, esperamos o mesmo de Kirchhoff Clássica. Porém, com-
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Figura 6.15: Refletor, geometria de aquisição e família de raios para o Mo-
delo 4. 
(Figura 6.16(a)), observamos que a segunda chegada está muito superesti-
mada na amplitude. Ela pode ser observada nos primeiros traços computa-
dos, onde na seção calculada pelo Método de Diferenças Finitas não se acha 
nenhum sinal. 
Agora examinando o gráfico da Figura 6.17, o qual exibe o erro relativo 
dos picos de amplitude da primeira chegada das aproximações estudadas 
neste trabalho com as obtidas pelo Método de Diferenças Finitas, observamos 
o seguinte comportamento 
• A aproximação de Born-Kirchhotf subestima a amplitude perto da fonte 
com erro máximo de 9%. A partir de 250 m, o erro fica inferior a 5% 1 
a partir de 600 m> o erro não ultrapassa 2%. Novamente, esta apro-
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Figura 6.16: Sismogramas obtidos para o Modelo 4(a) utilizando: (a) Método 
de Diferenças Finitasi (b) Aproximação de Kirchhoff Clássica; (c) Aproxi-
mação de Born-Kirchhoff; (d) Aproximação de Kirchhoff Recíp roca; (e) 
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Figura 6.17: Erro relativo em comparação com o Método de Diferenças 
Finitas, das amplitudes da primeira chegada. Born-Kirchhoff: linha sólida; 
Kirchhoff Recíproca: círculos; Teoria dos Raios: linha tracejada; Kirchhoff 
Clássica: linha pontilhada; Born: linha tracejada-pontilhada. 
ximação teve o maior domínio onde as amplitudes estão mais próximas 
de estarem corretas quando comparada com o Método de Diferenças 
Finitas. 
• A aproximação de Kirchhoff Clássica subestima a amplitude próximo 
da fonte, onde apresenta erro relativo entre 5 e 12%. Os receptores 
localizados entre 500 m e 800 m registram uma grande variação na 
amplitude o erro atinge 17%. Esse fato é devido a curvatura do refletor. 
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Figura 6.18: (a)Erro relativo em comparação com o Método de Diferenças 
Fin i tas, das amplitudes da segunda chegada. Kirchhoff Clássica: linha pon-
tilhada; Born-Kirchhoff: linha sólida; Kirchhoff Recíproca: círculos; Born: 
linha tracejada-pontilhada; Teoria dos Raios: linha tracejada. (b) Detalhe 
de (a). 86 
amplitude. Longe da fonte ele apresenta um erro menor que 3%. Neste 
modelo, Born apresenta um bom resultado. Observe que mesmo neste 
caso, Born subestima a amplitude verdadeira. 
• A aproximação de Kirchhoff Recíproca e Teoria dos Raios apresentam 
erro inferior a 10%. Após 250 m da fonte o erro fica inferior a 5%. 
O gráfico da Figura 6.18 mostra o erro da amplitude da segunda chegada. 
Observamos na Figura 6.18 (a) que a aproximação de Kirchhoff Clássica a-
presenta erros absurdos nos picos, chegando quase a 400%. Teoria dos Raios 
também apresenta um erro muito grande (>50%), o qual já podíamos ver no 
sismograma mostrado na Figura 6.16( e) onde não aparece a segunda chegada 
antes do traço em 960 m. Born, Kirchhoff Recíproca e Born-Kirchhoff apre-
sentam melhores resultados neste modelo. Na Figura 6.18 (b) podemos ver 
que o erro de Born atinge -25%, enquanto de Born-Kirchhoff e de Kirchhoff 
Recíproca não ultrapassa 10%. 
6.5 Modelo 4(b) 
Para melhor investigação da diferença apresentada entre os modelamentos 
Born e Kirchhoff, usamos o Modelo 4(a) com uma variação na velocidade. 
Neste novo modelo consideramos a velociade acima do refletor v0 = 3000 m/s 
e abaixo v1 = 3500 m/s. Além deste, todos os outros parâmetros foram 
conservados iguais ao do Modelo 4(a). 
Análise Numérica 
Os resultados dos modelamentos numéricos aplicados ao Modelo 4(b) 
se encontram nas Figuras 6.19(a) (Método de Diferenças Finitas), 
6.!9(b) (Kirchhoff Clássica), 6.19(c) (Born-Kirchhoff), 6.19(d) (Kirchhoff 
Recíproca), 6.19(e) (Teoria dos Raios) e 6.19(f) (Bom). 
O tempo de CPU para este modelo foi: Kirchhoff Recíproca, Born-
Kirchhoff: 30 segundos; Born: 29 minutos e 21 segundos; Método de 
Diferenças Finitas: 18 horas, 13 minutos e 38 segundos; Kirchhoff Clássica 
(com a malha mais fina): 46 minutos e 18 segundos. 
O Modelo 4(b) é igual ao Modelo 4(a) a menos da velocidade abaixo do 
refletor. Então a cinemática dos dois tem que ser igual, mas a dinâmica 
nao. Podemos ver este fato comparando as Figuras 6.16(a) e 6.19(a); 6.16(b) 
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Figura 6.19: Sismogramas obtidos para o Modelo 4(b) utilizando: (a) Método 
de Diferenças Finitas; (b) Aproximação de Kirchhoff Clássica; (c) Aprox-
imação de Bom-Kirchhoff; (d) Aproximação de Kirchhoff Recípr oca; (e) 
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Figura 6.20; Erro relativo em comparação com o Método de Diferenças 
Finitas, das amplitudes da primeira chegada. Born-Kirchhoff: linha sólida; 
Kirchhoff Recíproca: círculos; Teoria dos Raios: linha tracejada; Kirchhoff 
Clássica: linha pontilhada; Born: linha tracejada-pontilhada. 
e 6.19(b); 6.16(c) e 6.19(c); 6.16(d) e 6.19(d); 6.16(e) e 6.19(e); 6.16(f) e 
6.19(f). Já na Figura 6.19 observamos, que o Kirchhoff Clássica superestima 
o domínio do segundo evento, o mesmo aparecendo com pequenas amplitudes 
nos primeiros traços modelados. 
As Figuras 6.20 e 6.21 mostram o erro relativo da comparação dos picos 
da primeira e da segunda chegada de cada sismograma obtido através das 
aproximações consideradas neste trabalho e os picos obtidos utilizando o 
Método de Diferenças Finitas. Através dela observamos: 
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Figura 6.21: Erro relativo em comparação com o Método de Diferenças 
Finitas, das amplitudes da segunda chegada. Born-Kirchhoff: linha sólida; 
Kirchhoff Recíproca: círculos; Teoria dos Raios: linha tracejadaj Kirchhoff 
Clássica: linha pontilhada; Bom: linha tracej ada-pontilhada. 
portamento. Para receptores localizados antes de 600 m, eles apresen-
tam erro inferior a 10%, e apresentam erro de até 22% para receptores 
longe da fonte. 
• Para receptores próximos da fonte, Kirchhoff Clássica apresenta erro de 
até -15% e para receptores localizados entre 300m e 1300 mo erro não 
ultrapassa a 10% (ora superestimando, ora subestimando a amplitude). 
• Para receptores perto da fonte, Born-Kirchhoff apresenta erro inferior 
a 10%. Longe da fonte, Born-Kirchhoff apresenta perda na amplitude, 
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seu erro, porém nunca ultrapassa a 12%. 
• Bom novamente passa a substimar as amplitudes, apresentando erro 
superior a ll% e inferior a 24%. 
Também na Fig. 6.21 vemos que Kirchhoff Clássica apresenta eventos 
que os outros métodos utilizados aqui não apresentam. Nesta figura não 
estão aparecendo os eventos próximos da fonte, mas estes estão lá com uma 
amplitude muito pequena comparada ao restante (veja Fig. 6.19(b)). A razão 
é que o ;'picking" automático não detecta eventos com amplitudes muito 
pequenas. Esta segunda chegada, quando comparada com o resultado do 
Método de Diferenças Finitas, é ruim em todas as aproximações. Observa-
se que neste modelo, Kirchhoff Clássica apresenta novamente eventos não 
físicos, porém não tão dramático quanto no Modelo 4(a). 
6.6 Modelo 5 
O Modelo 5 (veja Figura 6.22) consiste de uma superfície linear por partes 
com uma quina localizada a 400 m de profundidade, a qual pode ser 
parametrizadapor I:= {(x,y,z)l(x,y) E JR2 e z = 550-x/2+(x/2-150)• 
max(O, sgn(x- 300))}. A geometria de aquisição é um tiro comum com uma 
fonte localizada em (0, O, O) e os receptores localizados em (20r, O, 0), onde 
r = O, 1, ... , 35. A velocidade acima do refletor é v0 = 3000 mjs e abaixo é 
v1 = 3500 mjs. A malha usada foi D.x = D.y = D.z = 10 m e a amostragem 
temporal foi Lit = 1 ms. 
Análise Numérica 
Os resultados dos modelamentos numéricos aplicados ao Modelo 5 se en-
contram nas Figuras 6.23(a) (Método de Diferenças Finitas), 6.23(b) (Kirch-
hoff Clássica), 6.23(c) (Born-Kirchhoff), 6.23(d) (Kirchhoff Recíproca), 
6.23(e) (Teoria dos Raios) e 6.23(f) (Born). 
O tempo de CPU para este modelo foi: Kirchhoff Recíproca, Born-
Kirchhoff: 11 segundos; Born: 11 minutos; Kirchhoff Clássica (com a malha 
mais fina): 4 minutos e 15 segundos; Método de Diferenças Finitas: 8 horas, 
28 minutos e 48 segundos. Este refletor é muito interessante1 pois ele tem 
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Figura 6.22: Refletor, geometria de aquisição e família de raios para o Mo-
delo 5. 
Comparando as Figuras 6.23(a) e 6.23(e), observamos que entre 200m e 
600 m as amplitudes do sismograma obtido por Teoria dos Raios quase não 
existem. Este é um fato esperado por causa que Teoria dos Raios de Ordem 
Zero não leva em conta as difrações. Os eventos aparecem somente porque 
a realização de traçamento de raios utilizada não distingue entre um refletor 
fortemente curvado e uma quina. Todos os outros sismogramas apresentam 
a mesma cinernática do Método de Diferenças Finitas (veja Figuras 6.23(a), 
6.23(b), 6.23(c), 6.23(d) e 6.23(f)), mas a dinâmica é um pouco diferente 
(veja Figuras 6.24 e 6.25). 
A Figura 6.25 mostra que para este modelo a aproximação de Kirchhoff 
Clássica apresentam erro inferior a 6%; Kirchhoff Recíproca apresenta erro 
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Figura 6.23: Sismogramas obtidos para o Modelo 5 utilizando: (a) Método de 
Diferenças Finitas; (b) Aproximação de Kirchhoff Clássica; (c) Aproximação 
de Born-Kirchhoff; (d) Aproximação de Kirchhoff Recíproca; (e) Teoria dos 
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Figura 6.24: Erro relativo das amplitudes em comparação com o Método de 
Diferenças Finitas. Teoria dos Raios: linha tracejada; Born-Kirchhoff: linha 
sólida; Kirchhoff Recíproca: círculos; Kirchhoff Clássica: linha pontilhada; 
Born: linha tracejada-pontilhada. 
inferior a 4% para registro em receptores próximo a fonte e menores que 1% 
para registro em receptores longe da fonte; Born subestima as amplitudes, 
chegando a ter erro de 22% para registro em receptores longe da fonte; e 
Born-Kirchhoff registra erro inferior a 5% nos primeiros 550 me depois erro 
no má.ximo de 12%. 
Este modelo mostra que os erros da amplitude da onda difratada de mode-
lamentos de Kirchhoff podem ser da mesma ordem dos erros de ondas refleti-
das. Isto é uma observação que está em contraste com a afirmação, frequente 
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Figura 6.25: Detalhe da figura anterior. 
cinematicamente corretas mas dinamicamente erradas. A Teoria dos Raios 
é, esperadamente, incapaz de modelar as amplitudes da onda difratada e das 




Nesta tese foi estudado o modelamento aproximado de ondas refletidas, 
elásticas e acústicas, num meio tridimensional não homogêneo. Para este 
fim foram investigadas a.s conhecidas aproximações de Born e de Kirchhoff 
bem como Teoria de Raios. Além destas aproximações anteriormente exis-
tentes foram sugeridas novas aproximações tomando como base as integrais 
de Born e de Kirchhoff. 
A primeira das aproximações sugeridas, chamada Kirchhoff Recíproca, 
baseia-se numa idéia de Deregoswki & Brown (1983). No caso acústico e 
para reflexões elásticas monotípicas, ela consiste na substituição do ângulo 
de incidência do raio que conecta a fonte a um ponto genérico da interface 
com a normal a esta interface, usado na aproximação de Kirchhoff no coe-
ficiente de reflexão de ondas planas, pelo ângulo médio entre os raios que 
conectam a fonte e o receptor ao referido ponto da interface. Esta aproxi-
mação é generalizada também para o caso de ondas elásticas convertidas. 
Como mostrado na parte teórica desta tese, ambos os coeficientes de reflexão 
são idênticos no ponto de reflexão especular (ponto estacionário da integral 
de Kirchhoff). A nova aproximação Kirchhoff Recíproca tem a vantagem 
de que o seu resultado não se modifica com a troca da posição entre fonte e 
receptor (i.e., vale o princípio da reciprocidade). Esta propriedade é requerida 
fisicamente de uma onda refletida, mas a aproximação de Kirchhoff (chamada 
Kirchhoff Clássica para melhor distinção de outras aproximações na base da 
integral de Kirchhoff que foram introduzidas nesta tese) não a apresenta. 
A segunda das aproximações sugeridas (Ursin & Tygel, 1997; Novais et 
aL, 1997) é chamada Born-Kirchhoff. No caso geral, ela resulta da trans-
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formação da aproximação de Born, para uma distribuição dos parâmetros 
do meio descontínuo ao longo de uma superfície, numa integral de superfície 
ao longo desta descontinuidade. Observa-se que esta aproximação também 
satisfaz a condição de reciprocidade. No caso acústico, a aproximação de 
Born-Kirchhoff também resulta da aproximação Kirchhoff Recíproca se o co-
eficiente de reflexão é subsituido por sua aproximação linear (nos contrastes 
de velocidade e densidade do meio). 
Além da introdução das novas aproximações e da investigação teórica 
delas em meios elásticos e acústicos, foram comparados os resultados com 
outros modelamentos mais tradicionais, a saber: um esquema explícito do 
IVIétodo Diferenças Finitas de quarta ordem no espaço e segunda ordem no 
tempo e um modelamento por Teoria de Raios usando um programa já e-
xistente. Para calibração, todos os programas foram aplicados a um modelo 
consistente de um refletor plano e velocidade constante e os resultados foram 
comparados com os de uma implementação da solução analítica para este 
modelo. 
Para o melhor entendimento das propriedades das diferentes aproximações 
foram escolhidos modelos básicos para os testes numéricos. Por todos os 
modelamentos realizados foram observados os seguintes fatos: 
• Todas as aproximações funcionam igualmente bem cinematicamente, 
i.e., para a computação de tempos de trânsito. 
• Com respeito as amplitudes, observam-se os seguintes fatos: 
1. Quando as hipóteses são satisfeitas, Kirchhoff Clássica (apesar de 
não ser recíproca) apresenta bons resultados, especialmente pré-
crítico. 
2. Kirchhoff Clássica pode gerar eventos não físicos quando o refletor 
apresenta curvatura grande. Este fato já foi observado por Frazer 
& Sen (1985). 
3. A aproximação Kirchhoff Recíproca funciona bem até na vizinhan-
ça do ângulo crítico. Perto do ângulo crítico e na região pós-crítica, 
a amplitude segue a da Teoria de Raios que pode superestimar a 
verdadeira (Diferenças Finitas) por quase 100%. 
4. Como esperado, a aproximação de Born trabalha melhor para 
pequenos contrastes, porém sempre subestimando as amplitudes. 
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Para todos os modelos usados, pode-se dizer que Born fornece um 
limitante inferior para a amplitude verdadeira. 
5. Os custos computacionais das três aproximações baseadas na in-
tegral de Kirchhoff são significativamente menores do que o de 
Bom (veja Tabela 7.1). Em alguns casos foi necessário diminuir 
a malha para que a aproximação Kirchhoff Clássica não apresen-
tasse um forte ruído numérico, assim passando a aproximação de 
Born no tempo gasto. Mesmo a aproximação de Born é de ordem 
de magnitude menos caro do que o Método de Diferenças Fini-
tas. Deve-se mencionar que o custo das aproximações integrais 
aumenta com o custo de traçamento de raios envolvido, que no 
caso dos modelos simples pode ser feito analiticamente. O custo 
do Método de Diferenças Finitas não depende significativamente 
do campo de velocidade. 
6. Em todos os modelos sem difrações: os resultados da Teoria de 
Raios foram comparáveis com os dos métodos Kirchhoff. 
7. Ao contrário do esperado, as três aproximações Kirchhoff apresen-
taram bons resultados para o modelamento de difrações. 
8. Born-Kirchhoff apresentou bons resultados para refletores com 
grandes curvaturas. Aonde todas as outras aproximações tiveram 
bons resultados, este foi comparável. 
:.\'lod. Ml M2 l\1ét 
M3 M4(a) M4(b) M5 
I\IDF 12h 52m 9h 17m 24h 24m 16h 27m 47s 18h 13m 38s 8h 28m 48s 
KC g, 8m 47s* 32' 27m 47s* 46 m 18s* 4m 15s* 
BK 9s 23s 32s 23s 30s lls 
KR 9s 23s 32s 23s 30s lls 
Born 11m 19m 37m 20m 33s 29m 21s 11m 
• O método foi rodado com uma malha mais fina por causa da dispersão numérica. 
Tabela 7.1: Comparação dos tempos de CPU para os diferentes métodos de 
modelamento 
Em conclusão, não se pode determinar ''o melhor)) 
delamento aproximado, sem consideração do modelo. 
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esquema para mo-
Porém, para uma 
resposta econômica, de qualidade razoável, propõe-se a aproximação Born-
Kirchhoff. Esta se mostrou nos nossos experimentos numéricos a mais estável, 
sempre fornecendo um resultado próximo ao melhor ou o melhor. Cada uma 
das outras aproximações falhou em pelo menos um modelo. 
Como observação final devemos notar que os resultados numéricos desta 
tese não podem ser considerados abrangentes. Como foi mencionado no 
Capítulo 5, puderam ser feitos somente testes com modelos acústicos pe-
quenos com camadas homogêneas e dentro do plano xz. Antes de conclusões 
finais sobre a qualidade dos métodos apresentados devem-se realizar mais 
testes com modelos maiores e mais representativos que apresentem hetero-
genidade em todas as dimensões. 
No entanto, os resultados obtidos fornecem uma primeira comparação 
entre os vários métodos de modelamento em meios simples, os quais podem 
ser bastante úteis em estudos de propagação de ondas sísmicas com vistas 
a exploração e monitoramento de reservatórios de petróleo. A extensão dos 
resultados a modelos mais realistas representa uma linha de pesquisa bastante 
interessante para o futuro. 
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Apêndice A 
Cálculo dos coeficientes de 
reflexão linearizados 
Espalhamento P-P 
Aqui vamos denotar cos fJ = x para simplificações nos nossos cálculos. 




onde e é suposto pequeno. Então expandimos o numerador (Npp) e o de-
nominador (D) da equação (3.62) como séries de Taylor em c, já com a 






1- 1'(1 - x) v'1 + x] + O(o2) 
2(.\ + 2p) 
D 4 2 jp(.\ + 2p) p(1- x) ~ 
- P V p2 1 - 2(.\ + 2p) V ---:l-2- + 
(A.2) 
{p p(1- X) [(A vp(.\ + 21') p2 ( LlP!l Ll!l) 1- ~p +- --+- X 2(.\ + 21') p2 21' p2 P 
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!; p,(À + 2p,) P' P V----,---l ( V (-"p(M2M} + ""+'"") ~p2) p p2 + 2(.\+21') 
) (~-!;;E_) PIM2pJp'(1- x)l J1(l -X p2 p p2 
x 1 - ( + e+ O(e2 ) 
2 À+ 2p,) 4(' 2 ) 1 p(l-x) /\ + j1 - 2(.)+2;.<) 
(A.3) 
Fazendo a expansão em série de Taylor de NppfD, simplificando o resul-
tado e tomando o termo de primeira ordem) temos 
!o..\ + 2!lp, x 2 !lp x 
Spp(e) = 2(.\ + 2p,)(1 + x) + 2p(1 + x) ' (A.4) 
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que é o nosso coeficiente linearizado para o caso da onda P-P. 
Espalhamento S-S 
Fazendo jJ) í1 e 3:. como em (A.l) e x = cos B, e usando o Mathematica, 
obtemos que o numerador da equação (3.67) é 
x) [- p (- ~p(.\ + 2!") + 
2(.\ + 2!") P2 
~ ~ l 3 ~ ("'IM2p) "'+'"') (1 2 __11:_ p2 + X ( 1 - X) - f'_ _:f:_:' p' p 
f" 2 4/" 2 J 1 _ (A+2p)(l x) ,, 
(A.5) 
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O(e2 ) . (A.6) 
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Fazendo a expansão em série de Taylor de Nss/ D 1 simplificando o resul-
tado e tomando o termo de primeira ordem 1 temos 
s e -6!1 6px !:1!1 x2 
ss( ) = 2J1(1 +x) + 2p(1 +x) + M 1 +x (A.7) 
Espalhamento P-S 
Usando o Mathematica na fórmula (3.71) e nas novas fórmulas dadas em 
(3.72), obtemos 
e 
1 - U'p sino: sin j3 [vsvpp (D.p - 2D.J.L sina sin 13 ) + 
V:; V 8 Vp 
1- v, sinasinfJ 1- Vp sinasinfJ ] c+ O(c2). (A.8) 
Vp V:; 
{ 
V, . . R Vp . . Q [ 2 1--smasmp 1--smasmp p x 
Vp V8 
2V5 t'pP D.p- 2~j.L---- + V 8 p 1 - _1_ sm Q sin f3 ( sinasinfl)] v . Vp Vs Vs 
X p p + [("I"- !!;p,) psinasinfl 
2vsJl- &sinasin,6 
1 v, . . Q --smasmp x 
Vp ,, 
p2 p p 1 Vs . . a 
L>.p(À:t2J.L) + L>.J.+2L>.y) v p) l 
) + vPp - -smasmtJ 2(.\ + 2j1 Vp 
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Vs . . j3 
x 1--smusm + 
v, 
Vp . . j3 1--sma:sm x 
v, 
( (~~P --'T)p2 sinasin/3 
2v v Jl .!!.l. sina sin j3 + 4~t<PSinusin(J 
S P 1!p VsVp 




Agora, fazendo a expansão em série de Taylor e simplificando, temos 
Sps = [v5 sina(b.pv5 vp-2b.psinasin,B+ 
2llJ-L 1- vs sina:sin,B /1- Vp sinasinJ3)] / 
vp \f V5 





Função de Green para um meio 
acústico com velocidade 
constante 
Neste apêndice deduzimos a solução da equação (4.4) para um meio acústico 
homogêneo, i.e., a função de Green acústica para um meio com velocidade 
constante. Para um meio homogêneo, P.i =O e a equação (4.4) torna-se 
1 
9,ii- v'(x)!i = -ó(x- xo)6(t- t0 ). (B.l) 
Usamos a transformada de Fourier no tempo para a função de Green, 
G(x, w; xo, to) = ;_: g(x, t; x 0 , to)eiwtdt, (B.2) 
e rescrevemos a equação (B.l) da seguinte forma 
G,,,(x,w; Xo, to)+ k2G(x,w; xo, t0 ) = -6(x- x 0 )eiwto, (B.3) 
onde k2 = w2jv2• 
Rescrevendo (B.3) em coordenadas esféricas (x = rcosBsinif), y = 
r sin 8 sin 1;, z = r c os rjJ), e levando em conta a simetria esférica, obtemos 
],_~ (r'dG,) + k2G, = -ó(r)éwto, 
r 2 dr dr 
(B.4) 
llO 
onde G, = G,(r, w,to) = G(x, w; Xo, to) e r= lx- X oi, 
A equação (B.4) pode ser rescrita da seguinte forma 
~ (d~2 [rG,]) + k2G, = -o(r)eiwto, 
que tem como solução (veja, por exemplo, Butkov, 1983) 
G1 z'kr G, -z'kr Gr(r,w, t 0 ) =-e +-e , 
r r 
onde G1 e G2 são constantes que dependem de t 0 • 
(B.5) 
(B.6) 
A solução de (B.6) representa duas ondas esféricas. A primeira parcela em 
(B.6) representa uma onda esférica "outgoing", i.e. , uma onda que propaga 
da origem para o infinito conforme o tempo vai crescendo. A segunda parcela 
em (B.6) representa uma onda esférica "ingoing", ela se propaga na direção 
da origem conforme o tempo cresce. Vamos considerar apenas as ondas 
outgoing, i.e., G2 = O. Para especificarmos Gr(r, w, t 0 ), devemos encontrar 
G 1 . Para r i- O o valor de G 1 não pode ser determinado. A solução tem uma 
singularidade em r = O, logo é impossível determinar G1 somente com Gr 
em r= O. Para determinarmos G1, integramos a equação (B.3) sob a esfera 
\--~ de raio E e centro na origem, obtendo 
f f f a;~' dV + k' f f f G,dV = -eiwto. 
v. ' í-~ 
(B.7) 
.-1.plicando o teorema de Gauss na primeira integral de (B.7) e usando (B.6) 
com G2 = O, temos 
fff G,,., dV 
1.-; 
(B.8) 





Fazendo E----+ O em (B.9), a integral de volume vai para zero e ficamos com 
Portanto 
G - 1 eiwto 1~47r. 
G (r., t) __ 1_eiw(to- r/v) r '"-'• O ~ 47rí . 
(B.10) 
(B.ll) 
Usando a transformada de Fourier inversa da função de Green, obtemos 
g(x, t; Xo, to) 1 joo G ( -iwt -2 r T, W, to)e dw n -oo 
_2_joo _1_e-iw(t- (to +rfv))dw 
27r -oo 47rr 
1 
-S(t- t0 - r/v). 4n (B.12) 
Esta é a função de Green para um meio acústico com velocidade constante. 
112 
Apêndice C 
Linearização do coeficiente de 
reflexão para o meio acústico 
Neste apêndice fazemos os cálculos para mostrar a aproximação dada na 
equação (4.40). Para isto, usamos a hipótese que o meio em questão apresenta 
contraste fraco. Assim, 
cos2 (Js 1 1 
---+--
võ(x) võ(x) v2 (x) 
1 v2 (x) 
vo(x) 




2 e ko (Po + 6p) 
vo(x) -sm 
8 +-p0 k0 +6k 
1 
. 2 ( 6p) ( 1 ) 
vo(x) - sm e' + 1 + Po 1 + 6k/ko 
1 
2 ( 6p)( 6k) 
"" vo(x) -sm Bs+ 1+ Po 1- ko 
"' -- -sm (Js+l+---1 v . 2 6p 6k 
vo(x) Po ko 
1 6p 6k 
-- cos2(Js+---
vo(x) Po ko 
"' -
1
- [cosO'+ !-1- ("P- i:>k)].(C.1) 
vo(x) 2cosB' Po ko 
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Aqui usamos que -7r/2 < e• < 1rj2. Utilizando este resultado em (4.42), o 
numerador toma a seguinte forma 
-- (2cose-1)-+-1 1 [ 2 ' b.p b.kl 
vo(x)2coses Po ko (C.2) 
e o denominador 
1 { 1 [ b.p b.kl } 
-( -)2 cose' 1 + 2 e (2cos2 e'+ 1)-- -k 
v0 x 4cos s Po o 
(C.3) 
Portanto 
R(x. e'(x)) { 1 [ o ' b.p b.kl } "" 1- (2cos·e + 1)---4 cos2 f)s Po ko 
"" 
1 [cos 28' !;p + b.kl 
4 cos2 fJs Po ko 
1 [ b.p b.kl 
- (1- tan2 e')-+ (1 + tan2 e')-k . 
4 ~ o 
(C.4) 
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