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Abstract
The study of systems formed from ultracold atomic gases has emerged to become
one of the most active research fields within the condensed matter landscape. These
highly controllable macroscopic systems amalgamate ideas from many sub disciplines
of physics, including the study of low temperatures, quantum optics and quantum
information theory as well as the seemingly disparate field of high energy physics.
The central concept of this thesis is gauge theories as applied to systems of bosonic
atoms, which at temperatures close to absolute zero form Bose-Einstein condensates.
To simulate the mathematical structure of a gauge theory, the geometric (Berry)
phase formalism is adopted. This is in turn accomplished by considering the adi-
abatic following of the eigenstates of the light-matter coupling for an ensemble of
atoms forming a Bose-Einstein condensate. These concepts are then applied to show
how one can generate a spin-orbit coupling in a one-dimensional condensate, which
additionally features a random mass term that allows us to study the physics of An-
derson localization in an intriguing “quasi” relativistic regime. One of the features
of light induced gauge potentials is that they are static; in the sense that there is no
feedback between the light-matter interaction and the matter field. In the second
part of this thesis it is demonstrated how such a feedback mechanism can be induced
by the appropriate modification of the light-matter interaction. The consequences
this has for the condensate are then described at the mean-field level, including
the expected experimental signatures of the resulting ‘interacting’ gauge theory, in
terms of the expansion of the condensate and also the structure of the solitons of this
nonlinear system. Finally, this nonlinear model is applied to a double well system,
from which the associated Bose-Hubbard model is derived and analysed; and the
nonlinear Josephson problem studied.
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Chapter 1
Quantum simulation
The ability to manipulate individual quantum particles has caused a landslide of
fascinating discoveries that have substantially increased our understanding of both
the microscopic and macroscopic world. Of principal interest are condensed matter
systems where it is now possible to realise Feynman’s vision of quantum simulation:
the emulation of one system of interest with another [1]. Atomic condensates formed
of bosons and fermions have been utilised to study a plethora of ideas due to the
experimental and theoretical control they afford. One prominent example that has
been the subject of intense study over the last few years is the ability to create ar-
tificial gauge potentials in ensembles of ultracold matter [2–4]. The ability to study
gauge theories in this context has heralded new directions in the ultracold-atoms
landscape such as spin-orbit coupling [5], Hall physics [6, 7] and even relativistic
effects [8, 9]. The experimental control achievable over these systems means that
one has the ability to study single and many-body physics with a sophisticated level
of control.
There are many reasons why the simulation of gauge theories with systems com-
prised of ultracold atoms is interesting to purseue. Primarily, the experimental
study of condensates has reached maturity; as such the control possible over these
many-particle systems is formidable, in particular one can control both the sign and
magnitude of the inter-particle interactions. Further, these systems are naturally
very clean, so one can investigate many different external effects.
One can naturally divide ultracold atom systems into lattice and continuum schemes.
Optical lattices formed from standing waves of laser light have become an extremely
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useful tool for investigating the transport, binding and scattering properties of sys-
tems of few to many particles [10]. Early work in this field showed how a quantum
phase transition can occur from a Mott insulating phase to a superfluid phase for
bosons trapped in an optical lattice [11], and has opened the path toawrds studying
effects such as magnetic frustration [12], and even strongly correlated physics such
as the Kondo effect.
On the other hand, one can study continuum effects with ultracold atoms. Very
recently the field of quantum information has emerged, which brings the classical
theory of information into the quantum domain [13]. As such, cold atoms can be
used to answer fundamental questions about how we will communicate quantum
information in the future, as for instance the Qubit - which is the fundamental unit
of quantum information is represented by a superposition of two quantum states.
Cold atom systems naturally allow one to mimic a Qubit and perform operations
on it. It is also possible to simulate the physics of gravitationally massive objects
such as black holes with cold atom based systems [14], here the analogy is drawn
by considering how quasiparticles in positive and negative energy states annihilate
in a similar way to how real black holes have been predicted to behave.
The main focus throughout this thesis will be understanding how one can gener-
ate gauge potentials using the dressed states of different configurations of shaped
laser light interacting with multi-level ultracold atoms. In particular, the Born-
Oppenheimer (BO) approximation will play a central role. By studying gauge the-
ories with cold atoms, an immediate link can be drawn with the fundamental forces
of particle physics [15], although the primary focus in this thesis is not directly the
simulation of such theories, some time will be spent discussing some of the building
blocks of particle physics, such as the Dirac equation [16]. The notion of quantum
simulation has found wide spread application with systems comprised of ultracold
atoms, and it is expected that these systems will continue to provide fundamental
insight into new and existing theories across a broad range of subjects within the
condensed matter landscape.
3
Chapter 2
Cold Atoms
2.1 Spin and statistics
Statistics plays a fundamental role in the everyday world, from the tossing of a coin
to decide how a sporting event begins, to the pricing of stocks and shares on the
stock market, our world is shaped by statistical events, which in turn affect the
course of our lives in both subtle and considerable ways. In this thesis, the concept
of statistics as applied to systems of quantum particles called bosons plays a cen-
tral role. A discussion of the statistics of many particle quantum systems begins
naturally with the notion of spin. The spin of a quantum particle has no classical
analogue, and plays a fundamental role in determining the physical characteristics
of few and many particle systems. Particles can be grouped into either bosons or
fermions, having integral and half-integral spin respectively.
The consequence of the indistinguishability of quantum particles is that we cannot
place labels on two identical particles. Hence, if we exchange them one expects to
measure the same physical quantities. In quantum mechanics measurement entails
explicit knowledge of the wave function of the system. By denoting two identical
particles with co-ordinates ri and spin projection σi, this condition can be expressed
for two particles as [17]
Ψ(r1σ1, r2σ2) = ±Ψ(r2σ2, r1σ1). (2.1.1)
Equation (2.1.1) demonstrates how the interchange of two identical particles has
introduced a sign into the many-body wave function, this sign depends on the spin
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of the particles. The + sign applies for all particles of integral spin, bosons, while
the − sign indicates particles of half-odd-integral spins, fermions. In this thesis, we
are primarily interested in bosons. Although there are many examples of elementary
particles which are bosons, for condensed matter systems such particles are compos-
ites, but still obey the same fundamental rule, equation (2.1.1).
Consider an ensemble of non-interacting bosons (fermions) in thermodynamic equi-
librium at temperature T and with chemical potential µ, then the average occupation
function can be shown to be given by
f±(E) =
1
exp(E − µ)/kT ± 1 , (2.1.2)
where the − and + in equation (2.1.2) are for bosons and fermions respectively.
The sign difference in the denominator shows that these two classes of particles will
display quite different behaviour at low temperatures. On the one hand, no two spin
one-half particles can have the same set of quantum numbers. Consequenly one can
only place one spin-up and one spin-down fermion into the same momentum state.
Bosons however behave quite differently, and according to equation (2.1.2) there is no
limit on the number of these particles that can be placed into the same state. Now, if
the total number of particles is N , and there are fewer than this number of particles
in excited states, then these other particles must occupy the single particle ground
state, and the system is said to exhibit Bose-Einstein condensation (BEC) [18, 19].
The Bose condensation temperature, Tc is defined as the highest temperature at
which the condensate exists. As such, Bose-Einstein condensation is an example of
a phase transition that directly depends on the statistics of the particles.
2.2 Criterion for BEC
In the previous section, the concept of Bose-Einstein condensation was introduced
for non-interacting particles. This is defined as the macroscopic occupation of the
single particle ground state of the system. Insight into when the transition occurs
can be obtained from comparing the thermal de Broglie wavelength with the mean
inter particle separation. For particles of mass m at temperature T the thermal de
Broglie wavelength λT is given by
λT =
(
2pi~2
mkBT
)1/2
. (2.2.1)
When the inter particle spacing given by n−1/3 is comparable to λT, the quantum
nature of the particles is manifest. A further quantity can be defined from equation
5
CHAPTER 2. COLD ATOMS
2.2.1 to characterise the transition to the condensed state, namely the phase-space
density. The dimensionless phase-space density nPS is defined as the number of
particles whose volume is given by the cube of the de Broglie wavelength, equation
(2.2.1), hence
nPS = n
(
2pi~2
mkBT
)3/2
. (2.2.2)
Typically one finds that the phase-space density needs to be of order one to achieve
condensation. This indicates the necessity of low temperatures combined with large
particle densities that are the requirement for BEC. A more detailed treatment must
include interactions between particles. At the single particle level a comprehensive
description of a non-interacting quantum system is achieved with the density matrix,
which can be defined in terms of the creation and annihilation operators ψˆ† and ψˆ
by
ρ(r, r′) = 〈ψˆ†(r′)ψˆ(r)〉, (2.2.3)
where 〈· · · 〉 represents the quantum mechanical average if the particle is in a pure
state, and equation (2.2.3) is interpreted as the amplitude associated with removing
a particle at r and creating a particle at r′. The condition for BEC can then be
defined as equation (2.2.3) having an eigenvalue that is of order N , where N is the
number of particles. The diagonal terms of the density matrix ρ(r, r) define the
particle density at r. To proceed, we define the momentum distribution in terms of
the operator ψˆ(r) as
aˆp =
1√
V
∫
dre−ip·r/~ψˆ(r), (2.2.4)
and by substituting equation (2.2.4) into equation (2.2.3), one obtains the expression
ρ(r, r′) =
1
V
∑
p
Npe
ip·(r−r′)/~. (2.2.5)
To write equation (2.2.5) the relation 〈aˆ†paˆp′〉 = δp,p′Np has been used. We wish to
understand under what conditions the density matrix (equation (2.2.5)) obtains a
macroscopic eigenvalue. Now, for large |r− r′|, the only term that contributes will
be the p = 0 one, as all p 6= 0 will average to zero due to the interference between
different momentum states. Hence one finds
lim
|r−r′|→∞
ρ(r, r′) =
Np=0
V
. (2.2.6)
We are able to write equation (2.2.6) because for a non-interacting system the num-
ber operator for the zero momentum state commutes with the underlying single
particle Hamiltonian. However, to generalise to an interacting system, the eigen-
states will generally speaking not be eigenstates for the number of zero momentum
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particles, so instead one defines
lim
|r−r′|→∞
ρ(r, r′) =
〈Nˆp=0〉
V
. (2.2.7)
The quantity 〈Nˆp=0〉 denotes the average number of particles in the zero momen-
tum state for the interacting system. If we consider a finite system, then taking
the limit |r − r′| → ∞ makes little sense. Instead, one expands the density ma-
trix in terms of the single particle eigenfunctions χj(r) which satisfy the equation∫
dr′ρ(r, r′)χj(r′) = λjχj(r). Again, for the interacting system the condition for
BEC is that one of the λj becomes of order N , while the others remain finite in the
thermodynamic limit [20].
2.3 Experiments and applications
In the previous two sections a purely theoretical description was given of the phe-
nomena of Bose-Einstein condensation. It was realised early on that Bose-Einstein
condensation explains the low temperature behaviour of He [21] and many of the the-
oretical tools used to study atomic condensates were originally introduced to treat
the Helium liquids [22]. The idea of Bose-Einstein condensation was also important
in the development of the microscopic theory of superconductivity. Here, pairs of
highly delocalized electrons forming a Cooper pair undergo the BCS phase tran-
sition which involves simultaneous pairing and condensation of Cooper pairs [23].
The quest to achieve condensation with a gas of atoms would however take longer
to achieve, as the techniques required for the experimental preparation of these sys-
tems did not exist for many years. Unlike the Helium liquids, most atoms remain
in the solid phase down to absolute zero, thus one needs clever techniques to keep
the atoms in the gas form in order to produce BEC.
The quest for atomic condensates principally required two main ingredients:
i The ability to trap the atoms in a region of space for a length of time,
ii A method for cooling the atoms into the ground state.
The breakthrough came in the 1970s with the development of laser cooling, which
made it possible to optically cool atoms below cryogenic temperatures [24,25]. Spin-
polarized hydrogen was proposed as an early candidate for atomic condensation, as
its low mass meant that it would have a higher condensation temperature than other
atoms, further the attraction between two hydrogen atoms with their spins aligned
was estimated to be very weak [26].
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The first generation of experiments were performed on vapours formed from trapped
atoms of rubidium [27], sodium [28] and lithium [29]. Since then a range of other
atomic species have been condensed, as well as bosonic molecules of Li2 [30]. This
achievement in particular highlights the utility of the Feshbach resonance, where
an external magnetic field can be used to alter the scattering properties of the
atoms. Crucually for these experiments, the use of this technique [31] meant that
two-particle bound states (dimers) could be produced. Finally, solid state systems
have also been used to study BEC. Here, bosonic quasiparticles called polaritons are
formed from the coupling of light and matter, and are condensed to form a BEC [32].
2.4 Trapping and cooling of atoms
In this section a schematic description will be given of the process by which a Bose-
Einstein condensate of a gas of atoms can be produced, including the important
cooling mechanisms that are used to bring the atoms into the ground state.
A simplified picture can be used to describe the process required to reach quan-
tum degeneracy, which principally involves four steps,
1. The atoms enter the gas phase by heating in an ‘oven’.
2. The atoms are slowed to a thermal velocity of ≈ 1K using a Zeeman slower.
3. The atoms are trapped in a Magneto-optical trap where they are further
cooled.
4. Finally the atoms are evaporatively cooled to produce a BEC.
When the atoms enter the gas phase they are at temperature ≈ 600K. The Zeeman
slower consists of a laser directed oppositely to and resonant with the atoms as they
leave the oven. However, due to the doppler effect the atomic transition frequencies
are shifted. This can be accounted for by applying an inhomogeneous magnetic field
that cancels this effect.
After the atoms have left the Zeeman slower, they can be captured by a magneto-
optical trap (MOT) where they are further cooled to a temperature ≈ 100µK. To
reach the ground state, evaporative cooling is used. Here, the trapping potential is
lowered so that the most energetic atoms can escape, thereby lowering the average
energy of the atoms remaining in the trap. Thus, the remaining atoms enter the
lowest energy state to form a Bose-Einstein condensate.
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2.5 Many-body aspects
For a number of reasons, the study of systems of interacting ultracold quantum
particles is a burgeoning area of interest. Many particle systems of bosons and/or
fermions can now be manipulated with a sophisticated level of experimental dex-
terity. Moreover, from a theoretical perspective such systems represent a highly
attractive tool to study a plethora of fundamental ideas; indeed the coherent nature
of the ground state allows one to draw an immediate analogy with the classical the-
ory of electromagnetism of Maxwell. If we consider a system of N bosons interacting
via an effective potential V (ri− rj) that depends on the difference of the ith and jth
particles coordinates, then one can write the Hamiltonian for such a system as
Hˆ =
∫
dr
{
~2
2m
∇Ψˆ†(r) ·∇Ψˆ(r)+ 1
2
∫
dr′Ψˆ†(r)Ψˆ†(r′)Vint(r′−r)Ψˆ(r)Ψˆ(r′)
}
, (2.5.1)
where the bosonic field operators Ψˆ†(r) and Ψˆ(r) create and destroy particles at
position r respectively. The equation of motion for Ψˆ(r, t) is obtained from the
corresponding Heisenberg picture, the celebrated Gross-Pitaevskii equation [33,34]
i~
∂
∂t
Ψˆ(r, t) =
{
− ~
2
2m
∇2 +
∫
dr′Ψˆ†(r′, t)Vint(r′ − r)Ψˆ(r′, t)
}
Ψˆ(r, t). (2.5.2)
Equation (2.5.2), the Gross-Pitaevskii equation, allows us to study the many particle
interacting condensed state at T = 0 in terms of an effective single particle equation
of motion. The Gross-Pitaevskii equation is written assuming quantum and thermal
fluctuations can be ignored. The field operator Ψˆ(r, t) can be written as Ψˆ(r, t) =
〈Ψˆ(r, t)〉 + δˆ(r, t), where δˆ(r, t) is the operator that describes fluctuations. For
a system of identical atomic bosons, two-body collisions will give the dominant
contribution to the scattering of particles. This is explained by considering the
typical densities of experimental systems, which lie in the range 1012-1015cm−3,
consequentially the average spacing between particles n−1/3 will be 0.1-1µm [10]. On
the other hand, the scattering length for these atoms are of the order of nanometers,
thus interaction effects are small. The table below provides a summary of the
Atom Scattering length at, [a.u.] C 6
H 1.2 6.5
23Na 85 1556
87Rb 106 4691
7Li -27 1389
Figure 2.1: Table contrasting the scattering length at with the dimensionless van der
Waals constant C6 for different atoms. The scattering lengths are for scattering between
atoms of the same type. The data is taken from [35]
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scattering lengths and van der Waals constants for several atomic species. One
can calculate an order of magnitude value of the scattering length a by equating
the kinetic energy and the van der Waals energy of an atom, which results in the
relation a ≈ (C6m/me)1/4r0, where m is the atomic mass and r0 the atomic radius.
The electron mass me enters this expression through the definition of atomic radius.
The two-body contact interaction appearing in equation (2.5.2) (in three dimensions)
can be written as
Vint(r
′ − r) = 4pi~
2a
m
δ(r′ − r). (2.5.3)
Equation (2.5.3) contains the atomic mass m for a particular atomic species as well
as the delta function that describes the hard sphere scattering between the atoms.
2.6 Superfluidity
One of the most remarkable features of the condensed phase is the possibility for
dissipation-less flow, which for charge neutral systems is referred to as superfluid-
ity, the analogous effect in charged systems being superconductivity. From a phe-
nomenological perspective, the properties of a superfluid system can be understood
by two quantities, namely the density ρ(r) = |Ψ(r)|2 and the phase, θ(r). The gra-
dient of the phase defines the velocity of condensate, with ~v = ~
m
∇θ(r) [36]. The
fact that the velocity field of the condensate is the gradient of a scalar means in
turn that ∇ × ~v = ~0. The velocity field ~v is irrotational, which places restrictions
on the allowed motion of the condensate. As the wave function of the condensate
has to be a single-valued function, it follows that a change in the phase must be an
integer multiple of 2pi. Hence we can write
∆θ =
∮
∇θ · dl = 2pil, (2.6.1)
where l is an integer. The connection between Bose-Einstein condensation and su-
perfluidity originated with the study of Helium [21]. However, it is not generally the
case that the existence alone of the condensed state means that one has a superfluid
carrying currents without dissipation. In fact, the ideal Bose gas is not a superfluid.
To understand these effects, one treats the system as being comprised from two
interpenetrating components. The first of these is the superfluid component, which
is identified with the condensate, whilst the second is the normal component, which
refers to the excitations.
Under rotation vortices can enter the condensate. Only the normal component
will be brought into rotation, and at low angular velocities the superfluid compo-
nent remains instead at rest. To understand this behaviour, consider the energy
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in the rotating frame Er = E − Ω · L, where Ω is the angular velocity and L the
angular momentum. As Ω is gradually increased, a point will be reached where it
will become thermodynamically favourable for the condensate to enter a rotating
state such that L 6= 0. The prediction of vortices was made by Onsager [37] and
independently by Feynman [38].
The superfluid state can only exist in these systems in the presence of interactions.
This can be understood by considering the Landau criterion for the superfluid state.
This states that below a minimum velocity vc, it is impossible to create excitations
within the fluid, hence the motion of the fluid cannot be degraded. For the ideal
Bose gas, this velocity is identically zero, hence there is no superfluid state. On the
other hand, calculation of the excitation spectrum for the interacting fluid with a
uniform density gives k =
√
(0k)
2 + 2ng0k, which is gapped at k = 0. Hence, there
is a non-zero critical velocity vc.
2.7 Summary
In this chapter the concept of Bose-Einstein condensation was introduced. It was
described how a system of interacting bosons can undergo a transition to a state
where a single particle state becomes macroscopically occupied. The criterion for
this was given in terms of the density matrix. It was then explained how laser cool-
ing and trapping can be employed in order to obtain a Bose-Einstein condensate
for a gas of atoms. Finally, one of the most prominent effects associated with the
condensate, namely superfluidity was described.
It is the purpose of this thesis to describe how atomic Bose-Einstein condensates can
be used to simulate gauge theories. As such, chapter three gives the background to
this field and introduces the mathematics required to construct these theories. Fol-
lowing on from this, chapter four is concerned with the simulation of pseudo-spin, in
particular the role that disorder plays for such a condensate. The two chapters after
this detail how one can create an ‘interacting’ gauge theory, and what consequences
this has for a one-dimensional many-body system of bosons. The final chapter gives
a Summary and Outlook for the thesis.
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Chapter 3
Simulating Gauge Theories
3.1 Introduction
In order to create artificial vector potentials, one can for instance stir the conden-
sate with a laser, a technique which has been used to realise the vortex lattice of
a condensate [39]. This has its limitation in that we can only create a constant
magnetic field in the rotating frame. Alternately; one can use optical couplings that
lead to dark state dynamics [40] or Raman transitions [41, 42]. Further, one also
has the option to study gauge potentials on a lattice. To induce gauge potentials
in the discrete setting, laser assisted tunnelling can be used in order to prepare the
required phases for the tunnelling amplitudes between individual sites that consti-
tute the lattice [43, 44]. This has led to the experimental realisation of an effective
magnetic field in a lattice [45], where Raman-induced tunneling between lattice sites
gives rise to an induced Aharonov-Bohm phase.
Creating gauge potentials in the continuum requires shaped laser light interact-
ing coherently with an ensemble of multi level atoms. This methodology has been
studied extensively, with early work focussed on the study of slow light [46,47] which
results from the interference of two lasers coupling to a common excited state in the
electromagnetically induced transparency (EIT) configuration [48,49] for a Λ atom.
It has also been shown how optically coupling a third state to the common excited
state can lead to an equation of motion whose solutions are spinors [9]. The result-
ing vector potential can then have a non-abelian symmetry, yielding an immediate
connection to the physics of relativistic particles.
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Subsequent work focussed on studying scenarios where relativistic effects became
tractable; including the quantum simulation of the Dirac equation [50] which natu-
rally leads onto the study of effects such as Zitterbewegung [8,51], the Klein paradox
and exotic effects like negative refraction [52]. Although it seems at first counter-
intuitive to study the models of high energy physics in the ultracold, low momentum
regime, there are distinct advantages that ultracold atoms provide. Firstly, observ-
ing physics associated with single relativistic charged particles such as Zitterbewe-
gung is essentially inacessable experimentally, due to the mass of the electron and
the speed of light giving an oscillation frequency of order mec
2/~ ∼1020 Hz. One
could for example use solid state systems to simulate these effects, however this also
presents problems as the electrons in solids are in eigenstates of the Dirac equation;
and further one does not have any control over the particle interactions, making
simulating single particle effects of the Dirac equation difficult.
Another important tool in the quantum simulation toolbox is the optical lattice [53].
Lattices formed from standing waves of laser light have been used to study models
such as the celebrated Hubbard model [11] to more exotic systems that mimic the
field theories of relativistic particles [54]. Ultracold atoms on lattices form a natural
system with which to study gauge theories. For example, the theories of high energy
physics are formulated within the path integral formulation of quantum mechanics.
There are only a handful of these integrals that can be evaluated exactly; hence one
must resort to approximations to gain insight, indeed it is by discretising the path
integral [55] that they can be evaluated using powerful numerical techniques such as
Monte Carlo [56]. The emulation of gauge theories with condensed matter systems
is however disjoint from this, here one is interested in for example the simulation
of the symmetries of high energy physics, such as the non-abelian situation [57].
Recently, it has become experimentally possible to control individual atoms within
the lattice [58], a situation which in the future will have important applications for
the simulation of a variety of condensed matter effects.
The generation of gauge potentials for neutral atoms on a lattice can be achieved in
a number of ways, for instance one can ‘shake’ the lattice by oscillating one of the
mirrors employed in generating the standing wave [59, 60], resulting in a modified
hopping parameter for the associated Hubbard model that depends directly on the
rate of oscillation of the mirror. Alternately, laser-assisted tunnelling can be used.
Here, a state dependent lattice is required, such that when a particle transverses an
elementary cell an overall phase is acquired [40]. Recently, there has been interest in
studying quantum hall physics with optical lattices [61], as these systems are very
clean it is expected that many outstanding questions can be addressed. However,
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reaching the quantum hall regime requires large magnetic fluxes, which are not eas-
ily achievable as the acquired flux scales with the length of the system. To address
this, optical flux lattices have been proposed [62]. Here, the particles acquire a phase
when they traverse both co-ordinate directions (x and y for a 2D lattice), hence the
total acquired flux depends on the area of the cloud.
This work will focus primarily on ensembles of ultracold atoms interacting in the
continuum with spatially shaped laser fields. The underlying methodology is the
adiabatic theorem, which states that a quantum system will remain in an eigenstate
when subject to a perturbation if the perturbation is small enough, and is a gen-
eralisation of the concept of a stationary state. The corollary to this is that the
system will acquire an additional phase, known as the Mead-Berry connection [63]
or simply Berry phase [64].
3.2 Rotating gases
The simplest method for generating a static magnetic field for a condensate is to
stir the gas, such that in the rotating frame a term appears such that it is as if the
condensate feels a homogeneous magnetic field [35]. To understand this, consider
the microscopic Hamiltonian for the N body system, which can be written as
Hˆrot =
N∑
i=1
(
1
2m
pˆ2i + V (ri)−Ω · (ri × pi)
)
+ g
∑
i<j
δ(ri − rj), (3.2.1)
which can also be written in the form
Hˆrot =
N∑
i=1
(
1
2m
(pi −mΩ× ri)2 + V (ri)− m
2
(Ω× ri)2
)
+ g
∑
i<j
δ(ri − rj), (3.2.2)
where in equation 3.2.1 the angular momentum of particle i is L = ri × pi. Equa-
tion (3.2.2) shows that stirring the condensate produces a microscopic Hamiltonian
which couples to the vector potential mΩ× ri. When the rotation frequency Ω
exceeds a critical value, vortices enter the condensate. If the vortices are given
time to equilibrate, they arrange themselves into a triangular lattice known as the
Abrikosov lattice [65], such that the vortices’ repulsive interactions are minimised.
The appearance of vortices can be understood by considering the allowed rotational
motion of the superfluid. For a classical fluid, the total energy can be minimised
by taking v = Ω× r, however this is not permissible for the quantum fluid as one
must have ∇ × v = 0. This situation is circumvented by the presence of vortices,
the phases of which have a singularity at their cores.
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3.3 Adiabaticity and the Berry phase
Let us consider for concreteness a simple example that demonstrates the connection
between the adiabatic theorem and the Berry phase. Consider the Schro¨dinger
equation i~ψ˙ = Hˆ(R)ψ(t), where Hˆ(R) is a Hamiltonian that depends on the
time dependent parameter R ≡ R(t), and the associated state vector |ψ(t)〉 can be
written in terms of the eigenstates of Hˆ(R) as
|ψ(t)〉 =
∑
m
cm(t)|m; R(t)〉. (3.3.1)
Then, the adiabatic theorem is valid if all but one of the cm(t), say n appearing in
equation (3.3.1) are identically zero1, i.e. one has [66]
|ψ(t)〉 adiabatic= cn(t)|n; R(t)〉. (3.3.2)
To understand this situation better, we substitute equation (3.3.2) into the Schro¨dinger
equation defined above, yielding the expression(
d
dt
cn(t) + iEn(R(t))cn(t)
)
|n; R(t)〉 adiabatic= −cn(t) d
dt
|n; R(t)〉, (3.3.3)
which can be written as a differential equation for the amplitude cn(t) as
dcn(t)
dt
= −cn(t)
[
iEn(R(t)) + 〈n; R(t)| d
dt
|n; R(t)〉
]
. (3.3.4)
Integrating equation (3.3.4) gives the following expression for the amplitude cn(t)
cn(t)∫
cn(0)
dcn(t)
cn(t)
= −i
t∫
0
dt′En(R(t′)) + i
t∫
0
dt′ i〈n; R(t′)| d
dt′
|n; R(t′)〉. (3.3.5)
With the initial condition cn(0) = 1 equation (3.3.5) can be solved, giving
cn(t) = exp
(
− i
t∫
0
dt′En(R(t′)) + iγn(t)
)
, (3.3.6)
1The situation where more than one state is occupied is considered later, the details presented here
draw out the essential features that we are interested in.
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where the geometric Berry phase γn(t) is defined as
γn(t) =
t∫
0
dt′i〈n; R(t′)| d
dt′
|n; R(t′)〉. (3.3.7)
Equations (3.3.6) and (3.3.7) show that the adiabatic condition given by equation
(3.3.2) has an extra consequence: there is an additional phase factor γn(t) that is
acquired along with the dynamical phase when the state |ψ(t)〉 explores the parame-
ter space R(t). This idea will form the basis of subsequent chapters, where it will be
this formalism that will be utilised in order to generate geometric phases for neutral
atoms.
3.4 The Born-Oppenheimer method
It was demonstrated in the previous section how a quantum system prepared ini-
tially in an eigenstate of its Hamiltonian can acquire a non-dynamical phase that
depends on the geometric nature of the particular eigenstate. This methodology
will be developed further by considering a quantum system whose state space can
be partitioned into slow and fast degrees of freedom. Let us consider a quantum
particle whose state vector can be written as
|ψ〉 =
N∑
j=1
ψj(r, t)⊗ |χj(r)〉, (3.4.1)
where |χj〉 is the jth eigenstate of the Hamiltonian Hˆ, which can be written as
Hˆ =
1
2m
pˆ2 + V (r). (3.4.2)
The equation of motion for the state ψl is obtained from the matrix elements of
equation (3.4.2) with the eigenstates |χj〉, which can be shown to be i~ψ˙l = 〈χl|Hˆ|ψ〉.
Hence we obtain
i~ψ˙l =
1
2m
N∑
j,k=1
[
δl,kpˆ−Al,k
]
·
[
δk,jpˆ−Ak,j
]
ψj(r) +
N∑
j=1
Vl,jψj(r), (3.4.3)
where the matrix elements of the gauge potential arise from the spatial variation of
the states |χj〉 and are defined by An,m = i~〈χn|∇ˆχm〉 and the external potential
V (r) possesses the matrix elements Vl,j = 〈χl|V (r)|χj〉. Equation (3.4.3) defines the
equation of motion for the amplitude ψl(r, t) per equation (3.4.1). We are specifically
interested in a subset of these equations, such that a Born-Oppenheimer approxi-
mation can be used.
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The Born-Oppenheimer method [67] has applications in many different areas of
physics [68–70], here we will wish to partition the eigenstates {|χ1〉, ..., |χN〉} into
‘fast’ and ‘slow’ degrees of freedom. To proceed, we define the column vector formed
from the coefficients ψl as Ψ
T = (ψ1, ψ2, ...ψN), which from equation (3.4.3) obeys
the Schro¨dinger equation
i~
∂Ψ
∂t
=
[
1
2m
(pˆ− Aˆ)2 + V (r)
]
Ψ, (3.4.4)
and it will prove convenient to write the vector potential as
Aˆ =
i~
2
N∑
j=1
{
|∇ˆχj〉〈χj| − |χj〉〈∇ˆχj|
}
. (3.4.5)
In what follows we can assume that the full Hilbert space of Hˆ, equation (3.4.2)
possesses n < N states that are degenerate. As such we can use the adiabatic theo-
rem to construct a Schro¨dinger equation that describes the motion of the quantum
particle within this manifold. The projection operator that projects into this space
(this will be the ‘fast’ degree of freedom) is defined as
Pˆfast =
n∑
l=1
|χl〉〈χl|. (3.4.6)
Then, one can use equations (3.4.4) and (3.4.5) to obtain the Schro¨dinger equation
for the truncated ‘fast’ space, by projecting with equation (3.4.6) in order to obtain
an equation of motion in the truncated space PˆfastΨ = (ψ1, ψ2, ...ψn) = Ψ˜, which
leads to the Schro¨dinger equation
i~
∂Ψ˜
∂t
=
[
1
2m
(pˆ− Aˆ)2 + V˜ (r) + Φ
]
Ψ˜. (3.4.7)
Equation (3.4.7) differs from equation (3.4.4) as we have effectively reduced the
original N × N Hamiltonian matrix to a n × n one. Further, the projection has
given rise to the scalar potential Φ, which can be derived using the projection
operator form of the gauge potential, equation (3.4.5)
〈χl|Aˆ2|χm〉 =
n∑
j=1
Al,j ·Aj,m +
N∑
j=n+1
Al,j ·Aj,m︸ ︷︷ ︸
Φl,m
. (3.4.8)
The second term on the right hand side of equation (3.4.8) above defines the matrix
elements Φl,m of the scalar potential, while the first term gives the matrix elements
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of the square of the gauge potential A in the fast space. The physical meaning of
the scalar potential is the kinetic energy associated with the fast internal degree of
freedom, as explained by [71].
3.5 Light-matter couplings for multi-level atoms
Let us consider the methodology by which a multi-level atomic system interacts
coherently with an incident radiation field. Principally there are a number of ways
that one can describe this interaction. Here, we will treat the matter quantum
mechanically and the light classically, so that we are interested only in theories con-
sistent with the classical theory of Maxwell. As such, consider the form of minimal
coupling that accounts for N charges coupled to a gauge field, given by [72]
Hˆ(t) =
∑
α
1
2m
(pˆα − qαA(R0, t))2 + VCoulomb(r), (3.5.1)
From an experimental point of view the wavelength of the incident radiation will be
much larger than the size of the atoms, hence one can ignore the spatial variation
of A(r, t). Then the point R0 is chosen as the origin of the system. The next step
is to transform to a frame which translates the operator pˆα by an amount qαA(r, t).
Such a frame is defined by the unitary operator
Uˆ(t) = exp
(
− i
~
∑
α
qαrα · A(R0, t)
)
. (3.5.2)
To calculate the transformed Hamiltonian, we note that in the rotated frame the
Hamiltonian now becomes H′(t) = Uˆ(t)H(t)Uˆ †(t) + i~ ˙ˆU(t)Uˆ †(t). Hence, the Hamil-
tonian in the rotated frame is given by2
H′(t) =
∑
α
1
2m
pˆ2α − d · E(R0, t), (3.5.3)
where the electric dipole moment of the distribution of charges is given by d =∑
α qαrα. Equation (3.5.3) shows how the rotation has transformed the original
Hamiltonian (3.5.1) into a form that accounts for the light-matter interaction in
terms of the electric field E(R0, t) coupling to the dipole moment of the charges.
This form of interaction is called the electric dipole Hamiltonian, and is the founda-
tion for the work described in what follows. This argument only holds for a charge
neutral system, for systems of particles with a net charge, e.g. ions, extra terms
2This is aided by the use of the relation Uˆ(t)pˆαUˆ
†(t) = pˆα + qαA(R0, t).
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appear in equation (3.5.3).
Let us consider the situation whereby a system of such charges interacts with a
classical field with optical frequency ω that couples the internal states |a〉 and |b〉.
The electric dipole Hamiltonian is given by
Hd(t) = −d · E(R0, t). (3.5.4)
Then, the matrix elements of equation (3.5.4) can be easily calculated with the
definition of the electric field
E(R0, t) = E0
{
ˆei(ωt−k·R0) + ˆ∗e−i(ωt−k·R0)
}
, (3.5.5)
where ˆ is the polarization vector of the light and the matrix elements are given by
dab = 〈a|Hd(t)|b〉 =
∑
α qα〈a|rα · ˆ|b〉ei(ωt−k·R0) + c.c. In what follows this will allow
us to construct our gauge theory using this form of light matter coupling.
3.6 Artificial electromagnetism for a Λ atom
It was shown in the previous section how a set of charges interacting with a real
gauge potential can be understood in terms of the electric dipole operator. Here,
we will use this formalism to develop artificial gauge potentials for a 3 level Λ atom.
|1〉
|e〉
|0〉
Ω2
Ω1
δ
ν
γ10
(a)
Ω1 Ω2
(b)
Figure 3.1: For (a), the states |0〉 and |1〉 are coupled to the excited state |e〉 with the
lasers with Rabi frequencies denoted Ω1 and Ω2. The excited state |e〉 has a detuning ν,
and decay of the population from |0〉 to |1〉 is accounted for by γ10. Meanwhile, (b) shows
a schematic of the BEC coupled to the two light fields Ω1,2.
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Figure 3.1 (a) shows the level structure of the Λ atom. The state space is spanned
by {|0〉, |1〉, |e〉}, and we take the state |0〉 to be at zero energy. The Λ atom will
form a pedagogical tool for of our analysis of artificial electromagnetism, as we shall
see such a system allows us to answer the following questions
• How does the adiabatic theorem allow us to construct a gauge theory for a
charge neutral Bose-Einstein condensate?
• What are the consequences of using adiabaticity to describe the atom’s mo-
tion?
• What is special about the limit of large two-photon detuning ν, such that
ν  Ω1,2 is satisfied?
To address the first question, let us write down the Hamiltonian that encapsulates
the light-matter coupling. This can be written in the basis {|0〉, |1〉, |e〉} as
HˆΛ(t) = ~
 0 0 Ω
∗
1 cos(ω1t)
0 δ Ω∗2 cos(ω2t)
Ω1 cos(ω1t) Ω2 cos(ω2t) ω
 , (3.6.1)
where the Rabi frequency that couples the state |i〉 to |e〉 is given by Ωi = eE0〈e|r ·
ˆ|i〉/~. In section 3.5 it was shown that a time dependent Hamiltonian can be
transformed using a unitary operator Uˆ(t). This approach can be adopted here as
well. The unitary operator Uˆ(t) is defined here as Uˆ(t) = |0〉〈0| + exp(−i(ω1 −
ω2)t)|1〉〈1| + exp(−iω1t)|e〉〈e|. Now, in the interaction picture the Hamiltonian,
equation (3.6.1) becomes
H′Λ =
~
2
 0 0 Ω
∗
1
0 2(ν1 − ν2) Ω∗2
Ω1 Ω2 2ν1
 , (3.6.2)
where ν1,2 are the detunings from resonance of the states |0〉 and |1〉 respectively. To
write equation (3.6.1) above, the rotating wave approximation has been used so that
terms oscillating at twice the optical frequency are dropped. If we further assume
that we are in resonance so that ν1 = ν2 = 0, then Hˆ
′
Λ can be diagonalised to give
the dressed states {|D〉, |±〉}, with respective eigenvalues {0,±Ω}. The states |D〉
and |B〉 are the dark and bright states which are defined as
|D〉 = (Ω2|0〉 − Ω1|1〉)/Ω and |B〉 = (Ω∗1|0〉+ Ω∗2|1〉)/Ω, (3.6.3)
and the total Rabi frequency is |Ω| = √|Ω1|2 + |Ω2|2. Hence, the doublet states
are defined as |±〉 = (|B〉 ± |e〉)/√2. As the dark state |D〉 is decoupled from the
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Figure 3.2: In (a) the numerical solutions for the Λ system defined by equation (3.6.2)
with Ω = Ω1,2 are shown for ν/Ω = 10. The populations |c0(t)|2, |c1(t)|2 and |ce(t)|2 are
given by the blue, red and black curves. The inset shown the population |ce(t)|2. In (b)
we see the dispersion as calculated from equation (3.6.6). The units of momentum and
energy are k˜x = kx/kr and Er = ~2k2r/2m. The curves are shown for ~ΩR/Er = {0, 2, 4}
in black (dashed), blue and green respectively. The detuning is ~δ/Er = 2.
excited state |e〉, it is immune from spontaneous emission. This particular atomic
configuration, figure 3.1 is an example of Electromagnetically Induced Transparency
(EIT), where two coherent optical pathways (Ω1,2 in our example) destructively
interfere, which at resonance leads to an induced transparency [48, 73]. Let us now
consider again the Born-Oppenheimer methodology introduced in section 3.4. The
full state of the system is given by equation (3.4.1), where the sum is taken over the
dressed basis {|D〉, |±〉}. Then let us assume that atomic motion occurs exclusively
in the dark state |D〉, such that |ψ〉 = ψD(r, t)|D〉. The equation of motion for ψD
is given by
i~
∂ψD
∂t
=
[
1
2m
(pˆ−A)2 +W + 〈H′Λ〉
]
ψD, (3.6.4)
where the gauge potential is defined as A = i~〈D|∇D〉, and the scalar geometric
phase is W = ~2|〈B|∇D〉|2/2m. The quantity 〈Hˆ′Λ〉 = 〈D|Hˆ′Λ|D〉 is identically
zero for atoms moving in the dark state. Equation (3.6.4) assumes that the atomic
motion is adiabatic in the dressed state |D〉. However, there is an alternative way
to analyse the three level system that relies instead on the assumption ν  Ω1,2. To
analyse this situation, we write the state as |ψ(t)〉 = ∑j=0,1,e cj(t)|j〉, and because
the detuning ν is large compared to the Rabi frequencies Ω1,2 transitions occur by
two-photon Raman transitions. Here, one beam (Ω1) excites the atom to a virtual
excited state (dashed line in figure 3.1(a)), while the second beam (Ω2) de-populates
the atom into the state |1〉. This allows for transitions between the two ground states
via the excited state, although the population of the state |e〉 remains negligible.
In the limit that ν  Ω1,2 one can assume that the occupation of the state |e〉 is
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negligible. Figure 3.2 (a) shows the numerical solution to the set of equations for the
amplitudes c˙i. In this limit, the inset of figure 3.2 (a) shows the population |ce(t)|2,
which is of order 1%. Hence, equation (3.6.2) can be reduced in the limit ce ≈ 0 to
the truncated Hamiltonian
HR−Λ = − ~
4ν
(
|Ω1|2 Ω∗1Ω2
Ω1Ω
∗
2 |Ω2|2
)
. (3.6.5)
The stimulated emission of photons causes atoms in different states to experience a
net momentum. Now, if we include the atom’s kinetic energy the Hamiltonian of the
problem is pˆ2/2m+HR−λ. As such, the one dimensional momentum space dressed
basis can then be written {|0, kx − kr〉, |1, kx + kr〉}, and if we identify the Raman
frequency ΩR = −Ω∗1Ω2/2ν and effective ‘detunings’ δ = −|Ω1|2/2ν = |Ω2|2/2ν then
one obtains
HR−Λ(kx) =
(
~2
2m
(kx − kr)2 + ~δ/2 ~ΩR/2
~ΩR/2 ~
2
2m
(kx + kr)
2 − ~δ/2
)
. (3.6.6)
Equation (3.6.6) is formally equivalent to the scheme discussed by Spielman [42],
the spectrum of which is shown in figure 3.2 (b) for different values of ΩR. The
figure shows how increasing the strength of the Raman coupling between the two
ground states causes a gap to appear in the dressed dispersion. When δ = 0, E±(kx)
displays a double well structure, but at finite detuning this degeneracy is broken
and the system possess a unique single particle ground sate located at the minimum
of the E−(kx) branch. This approach has been extended to generate uniform [2]
as well as non-uniform [3] gauge potentials for a condensate of 87Rb atoms in the
F = 1 manifold. Further, this technique has been extended to the case of three
ground states to realise the spin-orbit effect [4], and most recently for the spin Hall
effect [7], where the condensate feels a spin dependent force that arrises from the
pseudo-spin structure of the underlying single particle Hamiltonian.
3.7 The tripod configuration
In the previous section, two methods were described that showed how it is possible
to engineer gauge potentials using light matter interactions for multi level atomic
systems. Let us now consider an atomic system related to that of figure 3.2, where
one has an additional ground state, a scheme known as the tripod configuration.
Let us consider the situation where three lasers couple the states |1〉, |2〉, |3〉 to the
excited state |e〉 with Rabi frequencies given by Ω1,2,3. This situation is depicted in
figure 3.3. The approach here will be complimentary to that of section 3.6, where the
light-atom interaction is diagonalised by first removing the parts of the Hamiltonian
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Figure 3.3: For (a), the states |1〉, |3〉, |2〉 are coupled to the excited state |e〉 with the
lasers with Rabi frequency Ω1,3,2. The detuning from resonance for the state |j〉 is given
by νj . Meanwhile, (b) shows a schematic of the BEC coupled to the counter propagating
fields Ω1,2 and the third orthogonal laser field, Ω3.
that describe the free evolution of the atomic degrees of freedom. The Hamiltonian
for the tripod configuration is given by
Hˆtripod =
N=3∑
j=e,1
~ωj|j〉〈j| −
Nl=3∑
j=1
dˆj · Ej(r, t), (3.7.1)
where the dipole operator is given by dˆ = dej|e〉〈j|+ d∗ej|j〉〈e| and the electric field
coupling level |j〉 and |e〉 is defined by Ej(r, t) = E(r)eiω¯jt+c.c. There are N atomic
levels and Nl lasers. The energies of the atomic states are denoted ~ωj while those
of the photons driving transitions between |j〉 and |e〉 are given by ~ω¯j. To remove
the first term on the right hand side of equation (3.7.1), we perform the unitary
transformation on the tripod configuration, defined by
Uˆ(t) = exp
(
i
~
t
N=3∑
j=e,1
~ωj|j〉〈j|
)
=
N=3∑
j=e,1
eiωjt|j〉〈j|. (3.7.2)
Equation 3.7.2 leads naturally to the interaction picture Hamiltonian
HˆItripod = Uˆ(t)HˆtripodUˆ
†(t) + i~ ˙ˆU(t)Uˆ †(t). (3.7.3)
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After some algebra, one obtains the following form of the interaction picture Hamil-
tonian HˆItripod from equations (3.7.2) and (3.7.3)
HˆItripod = −~
Nl=3∑
j=1
{
Ωj(r)|e〉〈j|e−iνjt + Ω˜j(r)|e〉〈j|e−i(νj+2ω¯j)t + h.c.
}
. (3.7.4)
Equation 3.7.4 contains two types of terms: transitions occurring with Rabi fre-
quency Ωj(r) = dej ·E(r)/~, and those defined by the frequency Ω˜j(r) = dej ·E∗(r)/~.
The detuning from resonance is given by νj = ωe − ωj − ω¯j. Terms proportional
to Ω˜(r) can be dropped as they occur at twice the transition frequency ω¯j. This is
known as the rotating wave approximation [74]. In the work considered through-
out this thesis, the analysis of the multi-level system is simplified by working with
transitions on resonance, νj = 0.This allows us to write the light-matter coupling,
equation 3.7.4 as
HˆItripod = −~
Nl=3∑
j=1
{
Ωj(r)|e〉〈j|+ Ω∗j(r)|j〉〈e|
}
. (3.7.5)
The diagonalization of the interaction tripod Hamiltonian, equation 3.7.5 yields
the four dressed states, defined in a similar way to the three level system by two
manifolds of (unnormalized) bright and dark states, with
|D1〉 =Ω3
Ω1
|1〉 − |3〉, (3.7.6)
|D2〉 =Ω2
Ω1
|1〉+ |2〉, (3.7.7)
|B〉 =Ω∗1|1〉+ Ω∗2|2〉+ Ω∗3|3〉. (3.7.8)
The effect of adding a third level to form the tripod has yielded a second dark state,
degenerate at zero energy with the first. The other two dressed states can then
be defined in terms of the unnormalized doublet |±〉 = |B〉 ± |e〉, with energies
Ω± = ±Ω, where Ω =
√∑
j |Ωj|2 (positive). As they stand, the dressed states are
not in a particularly useful form. To aid calculation, one can define new dark and
bright states in terms of the old ones by parameterising the Rabi frequencies Ωj in
terms of the spherical ‘coordinates’ defined by
Ω1 =Ω sin θ cosφe
iS1 , (3.7.9)
Ω2 =Ω sin θ sinφe
iS2 , (3.7.10)
Ω3 =Ω cos θe
iS3 . (3.7.11)
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These equations interpreted geometrically describe a sphere of radius |Ω| with az-
imuthal angle φ and polar angle θ. These definitions allow us to simplify equations
3.7.6 to 3.7.8 by defining the new dressed states as [75]
|Dnew1 〉 = − cosφeiS21|D2〉, (3.7.12)
|Dnew2 〉 = − sin θ|D1〉+ cos θ sinφeiS32|D2〉, (3.7.13)
|Bnew〉 = eiS3|B〉, (3.7.14)
where the phase angle is defined as Sij = Si − Sj. Thus, the dressed states become
|Dnew1 〉 = sinφeiS31|1〉 − cosφeiS32|2〉, (3.7.15)
|Dnew2 〉 = cos θ cosφeiS31|1〉+ cos θ sinφeiS32|2〉 − sin θ|3〉, (3.7.16)
|Bnew〉 = sin θ cosφeiS31|1〉+ sin θ sinφeiS32|2〉+ cos θ|3〉. (3.7.17)
This normalized basis has been used to study many effects owing to the robustness
of the pair of dark states |D1〉 and |D2〉 [40]. Using the formalism developed in
section 3.4, an equation of motion is obtained by projecting onto the dark states
with equation (3.4.6). Taking the sum over the dark subspace, one obtains
i~
∂
∂t
Ψ(r) =
(
1
2m
(pˆ−A)2 + Φ + 〈HˆItripod〉
)
Ψ(r), (3.7.18)
where one has Ψ(r) = (ψD1(r), ψD2(r))
T and similarly to the Λ configuration dis-
cussed previously 〈HˆItripod〉 =
∑2
i=1〈Di|HˆItripod|Di〉 = 0. From equation (3.4.8) the
scalar potential has matrix elements given by
Φn,m =
1
2m
∑
l=±
An,l ·Al,m, (3.7.19)
where n,m ∈ {D1, D2}. The Hamiltonian in equation (3.7.19) is now a 2 × 2
matrix whose solutions are given by the spinor Ψ(r). Finally, let us consider the
gauge structure of the potentials A and Φ. A local, length preserving unitary
transformation can be defined that transforms the vector Ψ→ Uˆ(r)Ψ. Accordingly
one finds the new vector and scalar potentials are given by
A→ Uˆ †(r)AUˆ(r) + i~Uˆ †(r)∇Uˆ(r) and Uˆ †(r)ΦUˆ(r). (3.7.20)
Further, the gauge structure can also give rise to an effective magnetic field B, whose
components are related to the vector potential A through the relations [9]
Bi =
1
2
ijkFkl and Fkl = ∂kAl = ∂lAk − i~ [Ak, Al], (3.7.21)
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because the components of A do not in general commute, the term proportional
to [Ak, Al] in equation 3.7.21 is non zero. The generation of gauge potentials with
multi-level atomic systems has been explored in a variety of contexts, including the
study of non-Abelian effects, where the components of the gauge potential do not
commute. This situation was developed further to show how these setups can be
utilised to study non-Abelian magnetic monopoles [76] and also Dirac strings [77].
3.8 Discrete systems
In this final section we briefly review how one can simulate gauge theories using
optical lattices. In analogy with their continuum cousins, several proposals have
been given to generate gauge potential in lattice systems. The simplest method is
to rotate the lattice, outside of the Hubbard regime [78, 79]. Another method is
to use a bath of atoms in order to generate the gauge potential [80]. One can also
‘shake’ (oscillate) one of the mirrors used to create the standing wave for the optical
lattice [59, 60], resulting in a modified hopping parameter. These two methods do
not specifically rely on the internal states of the atoms. The method we will focus
on to study artificial gauge theories in discrete systems will be laser assisted tun-
nelling [43,81], where a state dependent lattice is used to generate the magnetic flux
required to simulate the gauge field.
Consider a quantum particle confined in the 2D square lattice with period ax along
x and ay along the y direction. The appropriate lattice potential is then given by
Vlattice(x, y) = V0
{
sin2(pix/ax) + sin
2(piy/ay)
}
. (3.8.1)
Working in the region where the tight-binding approximation is valid leads to the
Hamiltonian in second quantised form given by
Hˆ =
∑
n,m
n′,m′
J n,m
n′,m′
aˆ†n,maˆn′,m′ , (3.8.2)
where the tunnelling matrix elements J n,m
n′,m′
in equation 3.8.2 are defined as
J n,m
n′,m′
=
∫
d2r w∗n,m(r)
(
1
2m
pˆ2 + Vlattice(x, y)
)
wn′,m′(r). (3.8.3)
Equation (3.8.3) contains the Wannier functions wn,m(r) which are the orthogonal
set of functions that constitute the basis of the discrete system. Now in the tight
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Figure 3.4: Schematic representation of the tunnelling events required to generate a
magnetic flux. The white (grey) circles indicate atoms in the ground (excited) state |g〉
(|e〉). When the quantum particle transverses the cell (red outline) it acquires a phase
2piα. Transitions from |g〉 → |g〉 and |e〉 → |e〉 are due to standard quantum mechanical
tunnelling, while transitions from |g〉 → |e〉 and |e〉 → |g〉 are caused by resonant laser-
assisted tunnelling.
binding regime the Hamiltonian, equation (3.8.2) reduces to
HˆTB = −J
∑
〈n,m〉
aˆ†n,maˆn′,m′ , (3.8.4)
where aˆn,m is the annihilation operator for a particle in the state wn,m(r) and 〈· · · 〉
indicates the sum is taken over nearest neighbours only. Within the tight binding
approximation, hopping to more distant sites can be neglected. Now, for a particle
carrying a charge e, the Hamiltonian that we wish to simulate can be written as
Hˆ = −J
∑
n,m
e±iφn,m aˆ†n±1,maˆn,m − J
∑
n,m
aˆ†n,m±1aˆn,m, (3.8.5)
where the phase φn,m is defined as
φn,m =
e
~
rn+1,m∫
rn,m
A · dl. (3.8.6)
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The integral, equation (3.8.6) is taken along a straight line that connects sites on
different internal states, |g〉 or |e〉. The phase factor exp(±iφn,m) can be interpreted
as the Aharonov-Bohm phase that the quantum particle accumulates as it trans-
verses the lattice (see figure 3.4). The total flux accumulated by a particle taken
around an elementary cell is given by
∑

φn,m =
eBaxay
~
= 2piα, (3.8.7)
where the symbol  indicates the summation is taken over the cell indicated in red
in figure 3.4, and is a gauge invariant quantity.
3.9 Summary
In this chapter the concept of gauge potentials for ultracold atoms was introduced. It
was described how the adiabatic theorem can be used to construct geometric phases
for a quantum particle that are mathematically equivalent to an electromagnetic
gauge potential. From a more practical perspective, two experimentally relevant
atomic schemes were discussed, a three level (Λ) and a four level (tripod) system. It
was shown in both cases that the dressed states are comprised of a bright and a dark
manifold. Equations of motion for both systems were obtained for these dark states,
which are of scalar and matrix form for the three and four level system respectively.
Finally, the generation of gauge potentials on a lattice was described, in terms of
laser-assisted tunnelling. It was discussed how a state dependent lattice can be used
to achieve a non-zero magnetic flux in these discrete systems.
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Localization and Disorder
4.1 Anderson Localization
One of the most important hallmarks associated with the coherence of waves is con-
structive and destructive interference. It is the case for atomic condensates that the
coherent nature of the ground state allows one to investigate a broad spectrum of
problems that would be intractable in other condensed matter systems. Of principle
example are the charge carriers in solids where the Coulomb interactions between
particles often mask the subtle effects caused by the wave nature of particle motion
within the crystalline environment.
On the other hand, atomic condensates do not suffer this limitation, indeed we
are in a situation where we can directly image the density of the quantum gas, and
it is this attractive prospect which has led to impressive progress in the quantum
simulation of single and many particle effects.
The theory of the transport of waves offers an intriguing route with which to ex-
plore another of the paradigms of condensed matter, disorder. Principally we are
interested in understanding the effect of the coherent propagation of matter waves
in a weak disorder. The effect of the destructive interference by the scattering of
waves with a weak disorder leads to Anderson localization, which is characterised
by the exponential decay of the wave function [82].
One-dimensional Anderson localization is caused by destructive interference in a
weak, disordered potential (referred to as diagonal disorder) and leads to exponential
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localization of the particles [83–86]. This behaviour may change in half-filled disor-
dered metals [87], random spin-Peierls and spin-ladder systems [88], or as recently
predicted in photonic systems with electromagnetically induced transparency [89].
Delocalized zero-energy states, known as mid-gap states can emerge in these sys-
tems showing a power-law behaviour for the correlations due to a Dyson singularity
in the Density of States (DOS) [90]. Such anomalous localization originates from
the chiral symmetry of the corresponding 1D Hamiltonian and can be realised in
the system with off-diagonal disorder known as a random-mass Dirac model or the
fluctuating gap model (FGM) [91–94]. The singularity in the DOS was discovered
in 1953 by Freeman Dyson [95] who calculated the density of phonon modes in a
chain of 1D harmonic oscillators with random masses and random couplings. It
emerges at the band centre and strongly affects the localization properties, leading
to a diverging localization length at E = 0. However, as was shown by Fleishman
and Licciardello [96] the E = 0 state is not extended due to strong fluctuations. In
fact, it can be shown that there exists a Dyson singularity for any distribution of
off-diagonal disorder [97, 98]. Interestingly, the FGM can also be mapped onto a
chain of identical atoms with a random XY model [99].
In cold atom systems disorder is typically induced by a random potential and is
thus of diagonal type. Here we show that the combination of a random potential
and SO coupling induced by the motion in space dependent laser fields can give rise
to effective off-diagonal disorder. Light-induced SO coupling has been shown to lead
to an effective Dirac dynamics in [8]. By investigating the density of states of the
corresponding disorder model we derive conditions under which power-law localiza-
tion can be observed and argue that they are indeed connected to the emergence of
a Dyson singularity in the DOS. It is shown by simulating the time evolution of a
gaussian wave packet that there is a crossover from exponential (Anderson) localiza-
tion to an anomalous power-law behaviour as the SO coupling strength is increased.
It is noted that a model similar to what follows was considered in [100], but only
for the case of diagonal disorder, where the kinetic energy term is neglected. The
kinetic term can only be neglected under special circumstances and drastically alters
the behaviour of the system, leading to richer physics.
In the first part of this chapter it is shown how a pseudospin structure can be
generated for an ensemble of non-interacting ultracold atoms, and in particular how
a Dirac cone can be produced. The role of and effect of disorder in this system is
then described for the spin-orbit coupled quantum gas.
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4.2 Dark-state dynamics for the tripod coupling
Consider an ensemble of cold atoms exposed to three laser fields in a tripod-type
linkage pattern [101] as depicted in figure 4.1. The atoms are characterised by a
manifold of three ground states {|1〉, |2〉, |3〉} coupled to a common excited state |0〉
via a corresponding control laser of wave-number κ. We assume two of the control
lasers to be counter-propagating along the x-axis with Rabi frequencies
Ω1 = Ω sin θe
−iκx/
√
2, (4.2.1)
Ω2 = Ω sin θe
iκx/
√
2, (4.2.2)
Ω3 = Ω cos θe
−iκy, (4.2.3)
and Ω =
√∑3
i=1 |Ωi|2 denotes the total Rabi frequency. We can write the interaction
picture Hamiltonian of the resulting tripod scheme as Hˆ0 = −~
∑3
i=1(Ωi|0〉〈i|+h.c.).
This Hamiltonian has four dressed states which can be split into two manifolds, the
dark and bright states (see section 3.7 for details). It is convenient to re-define the
dressed states as linear combinations of |D1〉 and |D2〉. 1 The new dark states are
hence given by
|D1〉 = 1√
2
e−iκy(eiκx|1〉 − e−iκx|2〉), (4.2.4)
|D2〉 = 1√
2
cos θ(eiκx|1〉+ e−iκx|2〉)− sin θ|3〉, (4.2.5)
which have zero energy and do not couple to the state |0〉. The bright states are
formed from a doublet |±〉 = 1√
2
(|B〉 ± |0〉) with energy ±~Ω, and the state |B〉 is
given by
|B〉 = 1√
2
sin θe−iκy
(
eiκx|1〉+ e−iκx|2〉
)
+ cos θ|3〉. (4.2.6)
The full dressed basis is then expressed as {|D1〉, |D2〉, |+〉, |−〉}. By expressing
the general state of the system as |ξ(r, t)〉 = ∑4i=1 ψi(r, t)|χi(r)〉, an equation of
motion for the atoms in the dark-state manifold is obtained by projecting onto
1As described in section 3.7 (equations (3.7.12) to (3.7.14)), the states |Di〉 and |B〉 are written in
terms of the eigenstates as
|Dnew1 〉 =−
1√
2
e−iκ(x+y)|D2〉,
|Dnew2 〉 =− sin θ|D1〉+
1√
2
cos θe−iκ(x+y)|D2〉,
|Bnew〉 =e−iκy|B〉.
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Figure 4.1: Top: Schematic representation of the experimental system (a). The con-
densate is placed into a tight cigar-shaped trap and driven with three lasers with Rabi
frequencies Ω1,Ω2 and Ω3. Below: Atomic (b) and dressed states (c). The two dark states
|D1〉 and |D2〉 are decoupled from |0〉.
the two degenerate dark-states. The wave functions ψD1(r, t) and ψD2(r, t) are the
associated probability amplitudes for the two dark-states. An effective equation for
the centre-of-mass amplitudes ψi(r, t) is then given by [50]
i~
∂Ψ
∂t
=
(
1
2m
(pˆ−A)2 + V + Φ
)
Ψ, (4.2.7)
where pˆ is the momentum operator, m the atomic mass, and Ψ(r) = (ψD1(r), ψD2(r, t))
T
is a two-component vector. The gauge potential A, also known as the Mead-Berry
connection [63, 64] arises from the coordinate-dependence of the dark-states and is
given by Ak,n = i~〈Dk(r)|∇Dn(r)〉. The external potential has matrix elements
Vk,n = 〈Dk(r)|Vˆ |Dn(r)〉, where the potential in the atomic basis is assumed to
be diagonal, i.e. Vˆ =
∑3
i=1 Vi(r)|i〉〈i|. The scalar potential, defined by equation
(3.7.19) is given by
Φk,n =
~2
2m
4∑
l=3
Ak,l ·Al,n, (4.2.8)
where the index l = 3, 4 sums over the bright-states orthogonal to the dark-subspace.
Our aim is to study a 1D gas which is subject to a disorder potential, as such we
apply an additional strong transverse trapping potential to freeze out the transverse
32
CHAPTER 4. LOCALIZATION AND DISORDER
degrees of freedom. In this limit Eq. (4.2.7) reduces to a 1D equation with a
2 x 2 matrix structure. In particular one finds A = −~κ cos θσˆx, while the scalar
geometric phase Φ and potential V are given respectively by
Φ =
~2κ2
2m
(
sin2 θ 0
0 sin2(2θ)/4
)
, (4.2.9)
V =
(
V1 0
0 V1 cos
2 θ + V3 sin
2 θ
)
, (4.2.10)
and V1 = V2. We are justified in reducing the centre of mass dynamics to 1D as long
as the transversal trap frequency is much larger than any other energy scale in the
system such as temperature, collisional interactions and kinetic energy. By choosing
the potentials Vi as V1 = ~∆(x) − ~2κ2/2m and V3 = −~∆(x)(1 + cos2 θ)/(1 −
cos2 θ)− ~2κ2 cos2 θ/2m, where the disorder potential is ∆(x) we arrive at
i~
∂Ψ
∂t
=
(
pˆ2x
2m
+ vD cos(θ)pˆx · σˆx + ~∆(x)σˆz
)
Ψ, (4.2.11)
with vD = ~κ/m. The potential V3 cannot be realised experimentally in the limit
cos θ → 1, as in this limit V3 →∞. However, by sensible choice of parameters, this
limit can be approached sufficiently closely. Equation 4.2.11 describes a massive
particle with spin-orbit coupling subject to the potential ∆(x). The corresponding
single particle dispersion relation for a constant potential ∆(x) = ∆0 is given by
E±(k) =
~2k2
2m
±
√
~2∆20 + v2D cos2(θ)~2k2, (4.2.12)
where ± refers to the upper and lower branch of dispersion respectively. Equation
4.2.12 is shown in figure 4.2. In the limit of constant mass ∆(x) = ∆0, equation
4.2.11 is translationally invariant and can therefore be diagonalised in a plane wave
basis. The two eigenstates denoted Ψ±k are given by
Ψ±k =
(
β±0 (k)
1
)
eikx, (4.2.13)
and the dimensionless quantity β±n (k) is defined as
β±n (k) =
~∆n ±
√
(~∆n)2 + (vD cos θ~|k|)2
vD cos θ~|k| . (4.2.14)
4.3 Pseudospin and the Dirac equation
In the previous section it was described how using appropriately designed light-
matter interactions an effective single particle equation of motion emerges for a Bose-
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Figure 4.2: Plots showing the dispersion in the Schro¨dinger and Dirac limit. In (a)
cos θ = 0.05, whilst for (b) cos θ = 0.95. The blue solid lines are for ∆0 = mv
2
D/3~,
whereas the red dashed curves ∆0 = 0.
Einstein condensate that features a pseudospin structure. Our goal is to simulate
quasi-relativistic phenomena, in which case the Hamiltonian of equation (4.2.11) can
be reduced to a Dirac like Hamiltonian for the dynamics of the atoms moving in
the two dark states. The Dirac equation [16] describes spin one half particles, and
incorporates special relativity in a consistent fashion. The implications of Dirac’s
famous equation are still being studied today, and is one of the jewels of theoretical
physics. In covariant form it reads
i~∂tΨ(r) =
(
c
∑
i
αipˆi +mc
2β
)
Ψ(r), (4.3.1)
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where c is the speed of light and the summation is taken over the coordinate space
x,y,z. The spinor Ψ(r) has 4 components, representing the two spin states in the
positive and negative dispersion branch respectively. The quantities αi and β are
4 x 4 matrices that obey the important clifford algebra:
αiαj + αjαi =2δi,j14x4, (4.3.2)
αiβ + βαi =0, (4.3.3)
α2i = β
2 =14x4. (4.3.4)
To fulfil these conditions, we use the standard representation of αi and β which are
given by [102]:
αi = σx ⊗ σi =
(
0 σi
σi 0
)
, (4.3.5)
β = σz ⊗ 12 x 2 =
(
12 x 2 0
0 −12 x 2
)
. (4.3.6)
The effective equation of motion for the quantum gas, equation (4.2.11), differ-
ers from equation (4.3.1) due to the presence of the kinetic energy term, and
also the disparate matrix size of the two Hamiltonians. However, in the limit
〈pˆ2x/2m〉  vD〈pˆx〉 cos θ equation (4.2.11) reduces to an effective 2 x 2 Dirac equa-
tion with a “speed of light” c∗ = vD cos θ and a smooth space-dependent mass
~∆(x)/c2∗. On the other hand, when 〈pˆ2x/2m〉  vD〈pˆx〉 cos θ the spin-orbit coupling
becomes negligible and the problem reduces to two uncoupled massive Schro¨dinger
particles moving in an external potential [8, 50].
Pseudospin structured Hamiltonians are by no means unique to atomic conden-
sates, and have been studied in other condensed matter systems, the prime example
being graphene [103], whose pseudospin structure arises from carrier transport in
the two independent sublattices of the monolayer crystal. In this case the effective
massless Dirac equation is
HˆD = −i~vFσ⊥ ·∇, (4.3.7)
where vF is the Fermi velocity and σ⊥ = eˆxσˆx+ eˆyσˆy is the 2D pseudospin operator.
The physics associated with the mathematical structure of Dirac-like equations of-
fers an intriguing avenue in which to investigate relativistic effects in the ultracold
low momentum regime. Already, effects such as Zitterbewegung [8] and negative re-
flection [52] have been described for spin-orbit coupled cold atom systems. Further,
the experimental realisation of Zitterbewegung has also been reported for a system
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of trapped ions [104], and recently for a Bose condensate [51].
4.4 Disorder model
It will be assumed in the following sections that the random potential is described
by local, Gaussian white noise with
∆(x)∆(x′) = ΓvDδ(x− x′), ∆(x) = 0, (4.4.1)
where the overline denotes disorder average and all higher correlation functions
factorize. For vanishing SO coupling one expects exponential localization of the
particles according to the usual Anderson scenario [90,105–108]. On the other hand,
any small SO coupling dominates in the region of small kinetic energy. Neglecting
the kinetic energy term proportional to 〈pˆ2x〉 in equation (4.2.11), rather than the
SO coupling, one obtains an effective Dirac equation for a particle with a spatially
random mass. This model, also known as the fluctuating gap model [93, 94] is
characterised by a Dyson singularity in the DOS [109], which is a consequence of
the chiral symmetry of equation (4.2.11) without the kinetic energy term, and which
leads to a power-law dependence of the correlation function. The absence of any
exponential contribution to the correlation functions can most easily be seen by
considering the divergent behaviour of the localization length Lloc = 1/γ(E) as a
function of the energy E, which is inversely proportional to the Lyapunov exponent
γ(E). The latter can be related to the integrated DOS N(E) by the associated
Kramers-Kronig relation [110]
γ(E) =
1
pi
∫
dE ′
N(E ′)
E ′ − E , (4.4.2)
where
N(E) ≈ 1
ln2 |E| . (4.4.3)
The DOS ρ(E) = dN/dE of the FGM exhibits a singular behaviour when ap-
proaching the band-centre, i.e. E → 0, known as the Dyson singularity introduced
above [90]. This implies that that the localization length ζ(E ≈ 0) exhibits a loga-
rithmic divergence as the energy E approach the band centre.
4.5 Experimental realization
Let us turn our attention to a possible experimental realization based on an ensem-
ble of optically addressed ultracold 87Rb atoms. First, we discuss how to single out
the tripod linkage pattern as shown in figure 4.3. We choose the ground-states as
|1〉 = |F = 2,mF = −1〉, |2〉 = |F = 2,mF = +1〉 and |3〉 = |F = 1,mF = 0〉 of the
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Figure 4.3: Experimental implementation in 87Rb. A homogeneous magnetic field creates
different Zeeman splittings in the hyperfine manifolds to isolate a single tripod-linkage
pattern. (b) Off-diagonal disorder with V− = V2 is created by a single field ΩAC. Opposite,
large detunings ∆ and ∆′ lead to opposite signs of the ac-Stark shifts of states |1〉 and |2〉
with respect to that of state |3〉. Disorder is created by a spatially fluctuating amplitude
of ΩAC , realised, e.g. by a speckle pattern [111].
5S1/2 ground-state manifold of
87Rb. These states are coupled via σ± polarised (Ω1,2)
or pi-polarised light (Ω3), respectively, to the excited state |0〉 = |F = 2,mF = 0〉
of the 5P1/2-manifold. To prevent the coupling fields from driving other transitions
we apply an additional magnetic field to induce a Zeeman splitting of the different
mF -states which due to different Lande´-gF factors will be shifted out of resonance.
It should be noted that a generalisation to a multiple-state configuration including
all Zeeman-levels or a different choice of states are possible and have been experi-
mentally realised [112,113].
The disorder potential can be created using speckle potentials [105, 107] or incom-
mensurate optical lattices [106], which induce spatially varying ac-Stark shifts. De-
noting the amplitude of the speckle potential ΩAC, for far off-resonant dressing of
the atoms with ΩAC the ground-states experience an ac Stark-shift proportional to
Ω2AC/∆ (for states |1〉, |2〉) and Ω2AC/∆′ (for state |3〉), where ∆ and ∆′ denote the
detunings of the speckle field from the respective resonance. Note that the signs of
the two shifts are opposite for states |1〉, |2〉 and |3〉 if sgn(∆)=-sgn(∆′) (see figure
4.3(b)). This can easily be achieved in 87Rb as the hyper-fine energy splitting in
the 5S1,2-manifold is substantially larger than in the 5P1/2-manifold. This results
in an opposite sign of the potential for the dark-states necessary to generate the
mass-disorder for the spinors. Any finite offset of the mass can be eliminated by
an additional two-photon detuning of the coupling fields Ω1,2,3. Note that the fields
generating the disorder do not contribute to the generation of the dark-states and
hence do not induce any non-adiabatic dynamics in the dark-state subspace.
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Finally, the angle θ, which governs the effective strength of the spin-orbit coupling,
depends only on the ratio of the Rabi frequencies and as such it is insensitive to
overall amplitude fluctuations as long as the fields are derived from the same source.
4.6 Wave packet dynamics
It was shown in the previous section how the generation of a pseudo spin structured
Hamiltonian can be accomplished by the choice of appropriately designed laser fields,
including the disorder potential that we wish to understand. It is not immediately
obvious how one should choose the parameters of the problem to access the two
momentum regimes, Schro¨dinger and Dirac. To answer this question we introduce
the dimensionless units of length ξ = Γx/vD and the dimensionless time τ = Γt,
which transforms equation 4.2.11 into
i
∂
∂τ
Ψ = − ~Γ
2mv2D
∂2
∂ξ2
Ψ− i cos θσˆx ∂
∂ξ
Ψ + ∆˜(ξ)σˆzΨ, (4.6.1)
where ∆˜(ξ) = ∆(ξ)/Γ. To understand the dynamics associated with equation 4.6.1,
numerical simulations of the wave packet dynamics of an initially localized gaus-
sian state of the form Ψ(x, t = 0) = (2
√
2pierf(L/
√
2L0))
−1/2 exp(−x2/4L20)(1, i)T
were performed where the only adjustable parameter is cos θ, which encapsulates
the spin-orbit coupling strength. The numerical simulations were performed using
FORTRAN. An outline of the calculations can be found in Appendix A.
Figure 4.4 shows the results of the numerical integration of equation 4.2.11. By
propagating the gaussian wave packet in a random disorder potential and averaging
the final density Ψ†(ξ, tF )Ψ(ξ, tF ), the localization properties of the spin-orbit cou-
pled quantum gas can be understood. Figures 4.4 (a) and (b) show the Schro¨dinger
limit where cos θ = {0.01, 0.05} respectively. The red straight line is an exponential
fit given by exp(−|x|/Lloc), and the localization length was found to be given by
Lloc ≈ 12vD/Γ. The crossover region is shown in figures 4.4 (c) with cos θ = 0.5.
Here, neither Anderson nor anomalous localization can be clearly discerned. The
Dirac limit with cos θ = 1.0 is shown in figure 4.4 (d), where the red straight line is
the fit |ξ|−3/2. The inset shows the same data in semi-log, where it can be seen that
there is no linear region, and hence no Anderson localization in the Dirac regime.
4.7 Scattering theory for a model disorder potential
In order to motivate a clearer understanding of the role of the pseudo spin structured
Hamiltonian given by equation (4.2.11), we analyse the propagation of a single plane
wave (see equations (4.2.13) and (4.2.14)) through the disorder potential, which is
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Figure 4.4: Density profiles of an initially localized wave packet of size L0Γ/vD = 7.5
after a time evolution tFΓ = 80 according to equation (4.6.1) with ~Γ/mv2D = 0.1, after
averaging over 100 independent disorder realisations. The system size was taken to be
2LΓ/vD = 240 and nkinks = 6.25Γ/vD, i.e. ∆
2
0/Γ
2 = 6.25. Figure (a) and (b) show the
Schro¨dinger limit with cos θ = (0.01, 0.05) respectively. The red (straight) line corresponds
to an exponential fit showing the expected Anderson localization. The inset shows the same
density in log-log. Figure (c) shows the density in the crossover regime with cos θ = 0.5 in
log-log representation (semi-log in the inset) and a power-law fit (red straight line) with
exponent 3/2. Finally, (d) shows the Dirac limit with cos θ = 1 in log-log; the power-law
behaviour is clearly visible for large distances ξ  1.
modelled as a series of potential barriers of independent heights. The methodology
which we will follow here has been used to study the one-dimensional transport
properties of Dirac Hamiltonians [100], where it was shown that delocalized states
can emerge under special conditions. The model we present differs from that dis-
cussed in [100] as the disorder studied here is in the mass term of the Dirac equation,
further our Hamiltonian includes a kinetic energy term.
To calculate the transport properties of the one-dimensional system, (see figure 4.5
(a)) consider the scattering of waves from a single potential barrier. The amplitudes
for the incoming/outgoing waves on the left are given by ψinL and ψ
out
L , whilst the
amplitudes for the respective waves on the right of the barrier are given by ψinR and
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Figure 4.5: The random mass ∆(x) that appears in equation 4.2.11 is modelled as a
series of barriers of height ∆n in (a). For each barrier, there are four scattering processes:
reflection, r′, r, transmission t′, t for waves travelling to the left/right respectively, as shown
in (b).
ψoutR . The state vector for waves on the left and right can be written
ψλ(x) = ψ
in
λ
(
1
1
)
e+ikx + ψoutλ
(
−1
1
)
e−ikx, (4.7.1)
where λ = L,R. On the other hand, the corresponding state for waves inside the
barrier is given by
ψC(x) = ψ
in
C
(
β+n (k)
1
)
e+iknx + ψoutC
(
β−n (k)
1
)
e−iknx, (4.7.2)
where the wave vector inside the nth barrier is denoted kn and β
±
n (k) is defined per
equation 4.2.14. The amplitudes that appear in equations 4.7.1 and 4.7.2 are related
to one another via the relationships ψoutL = rψ
in
L +t
′ψinR and ψ
out
R = tψ
in
L +r
′ψinR , where
r′, r and t′, t are the reflection and transmission coefficients for waves travelling to
the left/right respectively. Writing these two relationships in matrix form yields the
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scattering or S-matrix [114]:(
ψoutL
ψoutR
)
= S
(
ψinL
ψinR
)
, with S =
(
r t′
t r′
)
. (4.7.3)
The scattering matrix S defined in equation 4.7.3 is for our single channel problem
a 2 × 2 matrix whose entries can be related to the probability of reflection and
transmission by R = |r|2 and T = |t|2 respectively. Probability flux conservation
requires that S†S = 1. For a multi-channel scattering problem the quantities t
and r are matrix valued, then calculation of the transmission T requires summing
over all channels of the problem.2 Rather than computing S for our system, it is
more convenient to work with the transfer matrix, M. The transfer matrix instead
considers waves that are reflected or transmitted from one side in terms of waves
reflected and transmitted from the other side of the potential barrier, in which case
we can formulate the scattering problem as(
ψoutR
ψinR
)
= M
(
ψoutL
ψinL
)
, with M =
(
1
t∗ − r
∗
t∗
− r
t
1
t
)
. (4.7.4)
Calculation of wave transport across the N scattering potentials is reduced to find-
ing the product of the N transfer matrices that constitute the disorder potential.
The calculation of M for the nth potential barrier with the underlying Hamilto-
nian equation 4.2.11 is performed using the boundary conditions of the problem:
ψL(xn) = ψC(xn), ψC(x
′
n) = ψR(x
′
n), ψ
′
L(xn) = ψ
′
C(xn) and ψ
′
C(x
′
n) = ψ
′
R(x
′
n). De-
noting the transfer matrix Mn, and using equations 4.7.1 and 4.7.2 one finds the
matrix elements are given by
(Mn)11 =
(
cos(knδ) + i
k2n + k
2
2knk
sin(knδ)
)
e−ikδ, (4.7.5)
(Mn)12 = i
k2n − k2
2knk
sin(knδ)e
−ikα. (4.7.6)
The other two matrix elements are given by (Mn)22 = (Mn)
∗
11 and (Mn)21 = (Mn)
∗
12
and we define δ = x′n− xn and α = x′n + xn. To investigate the transport properties
of the one-dimensional system we also require the displacement operator that maps
the free propagation of the vector (ψoutL , ψ
in
L )
T over a distance ξ = xn+1 − xn′ , which
is given by D = diag{e−ikξ, e+ikξ}. The full transfer matrix M then consists of an
2For n incoming modes and n′ outgoing modes r and t are n x n and n′ x n matrices respectively,
and the total transmission is calculated from T = tr(tt†).
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altering product of the matrices Mn and D:
M = MNDMN−1D · · ·M2DM1. (4.7.7)
In general, the calculation of equation 4.7.7 can be performed using the unimodular
property of transfer matrices or alternately numerical simulations. The transmis-
sion probability for the full chain is then calculated as T = 1/|M11|2, and the
Lyapunov exponent, equation 4.4.2 (or inverse localization length, Lloc) is related at
zero temperature to T by
γ =
1
Lloc
= − lim
L0→+∞
〈ln T 〉
L0
, (4.7.8)
where for a system comprised of Nb barriers L0 = Nb(δ+ ξ) defines the total length
of the one-dimensional system, and 〈· · · 〉 denotes averaging over independent reali-
sations of the disorder potential.
In figure 4.6 (a) and (b) we see the results of the numerical computation of equations
4.7.7 and 4.7.8. The localization length Lloc is plotted as a function of spin-orbit
coupling strength cos θ in figure 4.6 (a). It can be seen that as the coupling becomes
stronger, the localization length increases. The inset to figure 4.6 (a) shows the
Lyapunov exponent γ. As can be seen at large spin-orbit coupling, γ → 0, and the
particle is delocalized. Further, one can also investigate the energy dependence of
the localization length within the one-dimensional model. Figure 4.6 (b) shows Lloc
plotted as a function of the dimensionless variable E/mv2D for different values of
cos θ. One can see that Lloc is a monotonically increasing function in each case, and
the increasing coupling strength cos θ = (0.05,0.5,095) causes a larger localization
length for a given value of E/mv2D.
Each data point in figure 4.6 (a) and (b) was obtained by averaging over 1000
independent realisations of the disorder with 1000 individual transfer matrices. The
disorder was generated uniformly on [-2,2] such that the mean mass was typically
〈∆(x)〉 ≈ 10−3mv2D/~.
To gain a qualitative understanding of the inherent physics, we can consider the
nature of the tunnelling dynamics in the spin-orbit coupled Hamiltonian, equation
4.2.11. If one considers a single quantum particle scattering from an impurity poten-
tial, then for a non-relativistic particle one expects an evanescent mode to propagate
inside the barrier. However, this assumes that the underlying particle dynamics is
governed by a Schro¨dinger like equation with diagonal disorder. The tunnelling
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Figure 4.6: The localization length Lloc is shown in (a), as calculated from equation
4.7.7. The units of length are 1/κ, the energy was chosen to be E = 2mv2D. The length
scales were chosen such that δ = ξ = 0.4κ−1. In (b) the localization length is plotted as a
function of energy for fixed spin-orbit strength with cos θ=(0.05,0.5,0.95) respectively.
behaviour of relativistic particles on the other hand leads to the counterintuitive
situation whereby the reflection amplitude is exactly zero, independent of the height
of the potential barrier, a phenomenon known as Klein tunnelling [115]. It is this
behaviour which leads to the increase in the localization length via delocalization.
4.8 Power law correlation derivation
It was shown previously in section 4.6 how a power law scaling is obtained from the
density of a wave packet after long-time propagation with disorder in the Dirac limit.
This unusual effect is connected to the solution of equation (4.2.11) at zero energy
by the so called fluctuating gap model (FGM) [91, 92]. To understand this effect,
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we perform the transformation Ψ = exp(−imc∗xσˆx/~)Φ with equation (4.2.11),
yielding the transformed Hamiltonian
H = − ~
2
2m
∂2
∂x2
− mc
2
∗
2
+ ~∆(x)[cos(2η)σˆz + sin(2η)σˆy], (4.8.1)
which obeys the Schro¨dinger equation i~Φ˙ = HΦ, where η = mc∗x/~. Next we
introduce the ansatz Φ = χ+ exp(iη) + χ− exp(−iη) into equation (4.8.1) above,
which gives
i~
(
χ˙+e
iη + χ˙−e−iη
)
=~∆(x)[cos(2η)eiησˆzχ+ + cos(2η)e−iησˆzχ−
+ sin(2η)eiησˆyχ+ + sin(2η)e
−iησˆyχ−]− ~
2
2m
(
χ′′+e
iη
+χ′′−e
−iη
)
+ i~c∗
(
χ′−e
−iη − χ′+eiη
)
. (4.8.2)
We can simplify equation (4.8.2) by dropping terms proportional to ∂2xχ± and fast
oscillating exponentials using the assumption ~Γ/mv2D  cos2 θ. Collecting terms
using the four component spinor χ = (χ+, χ−)T one obtains
i~χ˙ = −i~c∗τˆz ⊗ 1∂χ
∂x
+
~∆(x)
2
(
τˆx ⊗ σˆz + τˆy ⊗ σˆy
)
χ, (4.8.3)
and σˆi, τˆi, i ∈ {x, y, z} act on the momentum or internal degree of freedom, respec-
tively3. Equation (4.8.3) is a generalisation of the model considered in [91,92]. The
zero-energy (mid-gap) state can be found by looking for solutions with E = 0. In
the E = 0 limit equation (4.8.3) can be simplified to
dχ
dx
=
∆(x)
2c∗
[
τˆy ⊗ σˆz − τˆx ⊗ σˆy
]
χ. (4.8.4)
The (unnormalized) solution is given by
χ(x) = exp
{
αˆ
2c∗
x∫
−∞
dx′∆(x′)
}
χ0, (4.8.5)
the matrix αˆ = τˆy ⊗ σˆz − τˆx ⊗ σˆy and has eigenvalues (-2,0,0,2). By choosing χ0
to be an eigenvector with eigenvalue ±2 we obtain power-law intensity correlations
with scaling C(x) ≈ (Γ|x|/vD)−3/2, in agreement with the numerical simulations
presented in section 4.6.
3Here one has the definitions τˆx =
(
0 1
1 0
)
, τˆy =
(
0 −i
i 0
)
and τˆz =
(
1 0
0 −1
)
.
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4.9 Density of states for tripod-coupled atoms with disorder
Let us now turn our attention to the role of the density of states of the spin-orbit
coupled system with off-diagonal disorder, equation (4.6.1), to investigate what de-
termines the crossover from Anderson-like to anomalous localization. For a free
Schro¨dinger particle the density of states has a singularity at ω = 0. Figure 4.1
shows how the presence of the spin-orbit coupling shifts the band edge of the spec-
trum away from zero to ωedge = −mc2∗/2 = −mv2D cos2 θ/2. In the Dirac limit one
has mv2D → ∞, and the band edge moves to infinity. In the pure Schro¨dinger case
weak disorder leads to a smoothing of the band edge peak [116], making the density
of states finite, which is a required condition for the observation of the exponentially
localized state [117]. To investigate the density of states for our spin-orbit coupled
system in the presence of disorder we numerically simulate equation (4.6.1). As will
be the case in any experiment we assume for this a discretized model and furthermore
a finite disorder-correlation length4. A smaller correlation length is accompanied by
slower numerical convergence of the density of states, see [93] for details. Localized
and extended states are separated by a mobility edge in momentum space associ-
ated with using a finite disorder correlation length, but was chosen large enough not
to affect the results. Figure 4.7 shows the density of states for different values of
the dimensionless quantity ~∆0/mc2∗, where ∆0 characterises the root mean square
value of the Gaussian disorder amplitude in the discretized model. One can relate
it to the continuum quantity via Γ = ∆20/(v
2
Dnkinks), with nkinks being the impurity
density.
For mc2∗ → ∞, i.e. in the Dirac limit one recognises a Dyson-like singularity at
ω = 0. The emergence of a Dyson singularity can in general be taken as an in-
dicator for anomalous, that is, non-exponential localization properties [90]. In the
fluctuating gap model the Dyson singularity has been shown to lead to power-law
correlations [91]. As mc2∗ ∼ mv2D cos2 θ decreases the band edge approaches the
singularity and consequently the singularity is smoothed out. It is noted that a
true singularity is present only in the exact Dirac limit, but as can be seen from
figure 4.7 a pronounced peak survives as long as the spin-orbit coupling, i.e. mc2∗
is sufficiently large. In this limit one finds a localization scenario where power-law
correlations dominate for very long time scales. In order to quantify this we define,
following [93], the width ∆ωD of the Dyson singularity as the minimum of the den-
4The numerical calculation used an exponentially correlated disorder with ∆i∆j =
∆20∆x/Lcorr exp{−|i − j|∆x/2Lcorr} with correlation length Lcorr = 2∆x, where ∆x is the dis-
cretization length.
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Figure 4.7: Density of states per unit length for a spin-orbit coupled massive Schro¨dinger
particle in a random potential with a finite disorder correlation length for various values
of the band edge mc2∗. As the band edge moves closer to ω = 0, the washing out of the
Dyson singularity of the free Dirac case (blue line) becomes more prominent, until the
almost purely disordered Schro¨dinger case (magenta line) is reached. Data provided by
Dr Johannes Otterbach [111].
sity of states, giving ∆ωD = αΓ, where α = 0.6257 . . . . Hence, to obtain dynamics
associated with the Dyson singularity the condition
mv2D cos
2 θ  ~Γ (4.9.1)
should be satisfied in order to ensure that the band edge is sufficiently far away
from the singularity.
The emergence of the Dyson singularity affects the dynamics of the system around
ω = 0. Experimentally this is reflected in a drastically different behaviour of the den-
sity of profile after a long-time expansion of an initially localized wave packet. From
equation (4.9.1) we expect that for cos2 θ  ~Γ/mv2D the effective Dirac dynamics
along with the creation of anomalous power-law correlations dominates the system,
whereas in the opposite limit we expect Anderson like localization. The power-law
behaviour of correlations will also be reflected in the density distribution of an ex-
panding wave packet, which is an important experimentally measurable quantity.
To see this, we note that in the power-law case there is no intrinsic length scale.
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As such we expect that an initially well localized wave packet will show the same
behaviour as a wave packet with an initial delta-distribution Ψ(x, t = 0) = δ(x)χ,
where χ is a vector of unit length. The time-evolution of this wave packet is given
by
Ψ(x, t) =
∑
n
[φ∗n(0) · χ]φn(x)e−iωnt, (4.9.2)
where φn(x) is the stationary state of a particular disorder realization belonging to
the state of energy ωn. The long-time evolution is then given by
|Ψ(x, t→∞)|2 =
∑
n
|φn(x)|2|φn(0)|2. (4.9.3)
The right hand side of equation 4.9.3 corresponds to the localization criterion defined
in [90], and it is sufficient to investigate the long-time behaviour of the density in
order to determine localization properties. In the Schro¨dinger limit all correlations
of the type Cn(x) = |φn(x)|2|φn(0)|2 decay exponentially [90], i.e. Cn(x) ∼ e−|x|/Lloc ,
where the localization length Lloc is at most of the order of the system size. On the
other hand, within the FGM the typical localization length of correlation functions
scales as Lloc ∼ | ln |2 [92], where  is defined as the distance from the centre of
the band. Clearly for small energies this length will be much larger than the size
of the system, consequently the correlation functions will be of a similar form to
the zero-energy correlation function decaying with a power-law scaling as Cn(x) ∼
(Γ|x|/vD)−3/2 at large distances [92]. Accordingly, one expects quite different scaling
behaviour in the two different limits of large and small spin-orbit coupling.
4.10 Summary
In this chapter the 1D dynamics of a spin-orbit coupled massive Schro¨dinger particle
subject to a δ-correlated disorder potential was investigated. It was shown that for
weak spin-orbit coupling the system is equivalent to two independent Schro¨dinger
particles with diagonal disorder. In the opposite limit the system is described by
the random-mass Dirac model with off-diagonal disorder. The model can be im-
plemented with current state of the art techniques by using atomic dark-states or
Raman transitions [42] in cold atom systems. It was found that by calculating the
system’s density of states and direct numerical simulation of the time evolution of
an expanding wave packet there is a crossover from an exponential (Anderson) lo-
calized regime to a power-law regime governed by a Dyson singularity when varying
the strength of the spin-orbit coupling relative to the disorder strength. Further,
the dependence of the localization length on the spin-orbit coupling strength was
investigated using a transfer matrix technique. It was observed that for fixed energy
the localization length tends to increase as one approaches the Dirac limit.
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The crossover can be observed by expansion of an initially localized wave packet
with an appropriately chosen width of the momentum distribution in a random po-
tential. Future investigations should include interaction effects, which will allow the
study of models such as the relativistic Thirring model [118] for fermions as well as
for bosons with a random mass. Interactions may well accelerate the crossover to
non-exponential behaviour as they tend to delocalize particles. It is also interesting
to investigate whether the model can be recast in terms of a critical theory similar
to those studied in phase transitions [119], to study the nature of the crossover.
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Simulating an Interacting Gauge Theory
5.1 Introduction
Our understanding of the fundamental interactions between elementary particles is
founded on gauge fields. The role of the gauge field is to mediate the interaction
between particles. The simplest example we know of is electromagnetism where
charged particles interact through exchanging virtual photons. The Coulomb po-
tential between charged particles is encompassed by this gauge theory which can
be recast in the familiar form of Maxwell’s equations in the classical limit. Gauge
theories are not restricted to electromagnetism only. The interactions in nuclei are
governed by more complicated objects as far as gauge fields are concerned. There
one has to use higher dimensions which typically requires a non-Abelian theory,
such as the Yang-Mills field for the gluons [15]. For all this to hold, the gauge fields
must be dynamical. In other words we must be allowed to construct a Lagrangian
which also describes the propagation of the gauge field in vacuum. Solving the full
quantum dynamics of such systems is a formidable task [120]. The solution could
be to design a special purpose quantum simulator [1].
Recently, the first few theoretical proposals in this direction have appeared [54,
121–123], where it was shown that it is in principle possible to simulate a dynamical
gauge theory using cold atoms trapped in optical lattices. These schemes require
different atomic species that play the role of quantum matter, represented by (for
example) the fermionic field Ψˆ(r) and also bosonic gauge fields aˆ. Smaller steps to-
wards the ambitious goal of simulating aspects of the standard model using possibly
less demanding experimental techniques may provide some important insights (see
49
CHAPTER 5. SIMULATING AN INTERACTING GAUGE THEORY
for instance [54, 124, 125]). A more modest problem that generated intense interest
in the late 1990s was the quest for finding a pure gauge theory with solutions given
by the one-dimensional analog of the well-known two-dimensional anyons [126]. The
first attempt in this direction [127] failed to describe one-dimensional anyon solu-
tions [128], but the associated semiclassical, non-linear model of the interacting
gauge theory supported chiral solitons, as shown by Aglietti, Griguolo, Jackiw, Pi
and Seminara (AGJPS) [129]. The generation of chiral solitons is clearly also an
interesting goal to pursue in its own right due to the unconventional coherent trans-
port mechanisms in the superfluid regime.
It will be demonstrated how under proper conditions conveniently engineered laser
fields similar to those employed in Refs. [2–4] can induce an effective density-
dependent vector potential in a weakly-interacting ultracold Bose gas, which con-
stitutes the semiclassical limit of an interacting gauge theory for bosons. When
the system is tightly confined such that it forms a quasi-one-dimensional gas, it
is described, in a one-to-one fashion, by the AGJPS gauge theory [129]. Further,
density-dependent gauge fields are shown to lead to remarkable consequences, in-
cluding density-dependent persistent currents in ring geometries, drifts in the free
expansion dynamics, and chiral solitons in a Bose-Einstein condensate (BEC).
5.2 Electromagnetism and gauge potentials
In order to motivate and clarify some of the properties one expects from a gauge
theory, including the correspondence between the symmetries and the emergent
currents, it is instructive to consider the role of the gauge field in a familiar exam-
ple, namely electromagnetism. In the classical theory of Maxwell, the vector and
scalar potentials given respectively by A(r, t) and Φ(r, t) determine the electric and
magnetic field strengths E(r, t) and B(r, t). A phenomenological description of the
physics of the unified theory is given by the Lagrangian density LEM, which in the
presence of a charge and current density can be written as [130]
LEM = 0
2
|E(r, t)|2 − 1
2µ0
|B(r, t)|2 − ρ(r, t)Φ(r, t) + J(r, t) ·A(r, t), (5.2.1)
where ρ(r, t) defines the charge density and J(r, t) is the current density. To con-
struct the classical equations of motion for the fields E(r, t) and B(r, t) we identify
the dynamical variables of the theory, namely A(r, t) and Φ(r, t), which leads to the
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Euler-Lagrange equations
d
dt
δLEM
δΦ˙
=
δLEM
δΦ
+∇ · δLEM
δ∇Φ , (5.2.2)
d
dt
δLEM
δA˙i
=
δLEM
δAi
. (5.2.3)
The relationship between the electric and magnetic fields and the potentials is given
by E(r, t) = −∇Φ(r, t) − ∂tA(r, t) and B(r, t) = ∇ × A(r, t) respectively. These
relationships along with equations (5.2.2) and (5.2.3) allow us to derive Maxwell’s
equations in the presence of a charge density. In particular one obtains Gauss’ law
from (5.2.2) and the Maxwell-Ampe`re law from (5.2.3). Maxwell’s equations are
then given by
∇ · E(r, t) = ρ(r, t)/0, ∇×B(r, t) = µ0J(r, t) + µ00∂E(r, t)
∂t
, (5.2.4)
∇× E(r, t) = −∂B(r, t)
∂t
, ∇ ·B(r, t) = 0. (5.2.5)
The potentials A(r, t) and Φ(r, t) do not possess a unique definition, a property
known as gauge freedom, which can be seen by making the transformations
A(r, t)→ A(r, t) +∇Λ(r, t), (5.2.6)
Φ(r, t)→ Φ(r, t)− ∂Λ(r, t)
∂t
, (5.2.7)
where Λ(r, t) is an arbitrary scalar function. These definitions leave the fields E(r, t)
and B(r, t) unchanged by virtue of the definitions given previously. The Maxwell
relations given by equation (5.2.4) allow us to write the conservation law ∂tρ(r, t) +
∇ · j(r, t) = 0 which expresses the conservation of the electric charge [72],
Q =
∫
d3r ρ(r, t). (5.2.8)
Let us consider the form of minimal coupling that represents the interaction of a
charged quantum particle with a magnetic field. The Hamiltonian is written as
Hˆe = 1
2m
(− i~∇− eA(r, t))2 + eΦ(r, t), (5.2.9)
where e is the electron charge. The gauge field appearing in equation (5.2.9) is a
dynamical variable of the theory, and as such it obeys an equation of motion. To
construct the wave equation for the potential A(r, t) the Maxwell-Ampe`re law and
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the definition of the potential E(r, t) can be combined to give
∇2A(r, t)− 0µ0∂
2A(r, t)
∂t
= 0, (5.2.10)
which is written in the limit that ρ(r, t)=0. We can write the classical solutions
to equation (5.2.10) in terms of the Fourier decomposition of the vector potential
A(r, t), yielding
A(r, t) =
∑
λ
∫
dk√
0
(
Aλ(k)λ(k)e
ik·r−iωkt√
(2pi)32ωk
+ c.c.
)
, (5.2.11)
where Aλ(k) specifies the amplitude of the particular mode with associated wave
vector k and polarisation λ. Finally, the vector λ specifies the direction of polar-
isation of the mode. By performing a full quantum treatment of the theory, the
Fourier components Aλ(k) appearing in equation (5.2.11) are upgraded to Bosonic
creation and annihilation operators.
5.3 An interacting gauge theory
To truly simulate a gauge theory one has to be able to construct gauge fields that
are themselves dynamical objects, as was shown in the previous section for classical
Electromagnetism. This leads not only to the equations of motion for the Elec-
tric and Magnetic fields, but also to an equation of motion for the gauge field itself,
whose solutions in vacuum are just plane waves. On the other hand, if we consider an
ensemble of (charge neutral) atoms, there is no natural coupling to a gauge potential.
There are however a number of ways to artificially induce artificial magnetic fields
in ultracold atomic gases ranging from stirring the cloud by a laser spoon or using
asymmetric external traps [131] to laser assisted tunneling in optical lattices which
induce the required phases for the tunneling amplitudes between the different lattice
sites [43,45]. For ultracold atoms optically induced gauge potentials can also be cre-
ated based on dark state dynamics [46, 132, 133] or Raman transitions [2–4]. These
gauge potentials all have in common that they are static and given by the external
rotation frequency or laser parameters; there is no dependence on the density of the
atomic cloud in the gauge potential using these techniques.
In order to simulate a gauge theory where there is an effective back action be-
tween the condensate and the gauge potential, one needs to be in a situation where
the gauge field itself is made to depend on the density of the quantum gas. If we
consider a gas of optically addressed two-level atoms forming a BEC with internal
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state space given by {|1〉, |2〉}, then the microscopic N -body Hamiltonian will be
given by
Hˆ =
N∑
q=1
(
pˆ2q
2m
+ Hˆ lmq + Vˆq
)
⊗ 1ˆq +
N∑
q<l=1
Vˆq,l ⊗ 1ˆq,l, (5.3.1)
where
Hˆ lmq =
~Ω
2
(
0 e−iφq
eiφq 0
)
(5.3.2)
is the Hamiltonian for the light-matter interaction and Vˆq is a single-particle external
potential which will in the following be assumed to be zero for simplicity. The 1ˆq,... is
the identity operator acting on the subspace excluding particles q, . . ., whereas Vˆq,l =
diag[g11, g12, g12, g22]δ(rq − rl) is a 4 × 4 diagonal matrix describing the two-body
interaction with coupling strengths gij = 4pi~2aij/m, with aij the s-wave scattering
length between the components i and j. In equation (5.3.2), Ω is the two-photon
Rabi frequency characterising the light-matter coupling, φq ≡ φ(rq) is the laser
phase at particle k’s position, and the laser detuning from the atomic resonance is
chosen to be zero for simplicity. However, the meanfield terms stemming from Vˆq,l
will introduce an effective detuning. The corresponding Hamiltonian which takes
into account collisional meanfield effects is then given by
HˆGP =
pˆ2
2m
⊗ 1ˆ + Vˆ + Uˆ + Vˆ , (5.3.3)
where Vˆ = (1/2)diag[g11ρ1 + g12ρ2, g22ρ2 + g12ρ1], with ρi = |Ψi|2 (i = 1, 2) the
density of population in the atomic state i, such that 〈Hˆ〉ΨGP = 〈Ψ|HˆGP |Ψ〉, where
|ΨGP 〉 =
N⊗
k=1
|Ψk〉, (5.3.4)
is the Hartree wave function for atoms in the state |Ψ〉. Bose-Einstein condensates
have particle densities that are typically of the order 1013–1015 cm−3, as such it
appropriate to model the scattering to leading order by two-body zero range in-
teractions. To construct an interacting gauge theory, we make use of the dilute
property of the gas to construct a perturbation theory using the atomic dressed
states of the light-matter coupling Hamiltonian, which can be written as
|χ(0)± 〉 =
1√
2
(|1〉 ± eiφ|2〉). (5.3.5)
We wish to diagonalize Uˆ+V by treating the particle interactions as weak compared
to the light-matter coupling, so that the chemical potential satisfies µ(r)  ~Ω.
53
CHAPTER 5. SIMULATING AN INTERACTING GAUGE THEORY
Consequently, the perturbed dressed states can be written as
|χ±〉 = |χ(0)± 〉 ±
g11 − g22
8~Ω
ρ±|χ(0)∓ 〉, (5.3.6)
and the perturbed spatially varying eigenvalues gρ± ± ~Ω/2 now contain a con-
tribution from the local chemical potential of the gas, and the effective scattering
parameter becomes g = (g11 + g22 + 2g12)/4. We transform the interaction term V
in equation (5.3.1) into the ± basis by the unitary transformation Uˆ †VˆUˆ , where the
transformation between the atomic and dressed basis is given by
Ψl∈{1,2} =
∑
i={+,−}
〈l|χ(0)i 〉Ψi. (5.3.7)
The two-body interaction matrix V± then reads
Vˆ± =
(
g 1
4
(g11 − g22)
1
4
(g11 − g22) g
)
ρ±. (5.3.8)
To build an interacting gauge theory, a state vector comprised of the two basis
functions |ξ〉 = ∑i=+,−Ψi|χi〉 can be defined. By projecting onto one of the these
states we assume the adiabatic theorem is valid, which requires that the un-projected
state have negligible population. Thus, the effective Hamiltonian equation (5.3.1)
becomes
Hˆ± =
1
2m
(pˆ−A±)2 + V±(r) + E0 + g
2
ρ±, (5.3.9)
with E0 = W ± ~Ω/2. The density-dependent geometric phase A± = i~〈χ±|∇χ±〉
arises from the spatial dependence of the perturbed dressed states. The scalar
geometric phase is defined as W = ~
2
2m
|〈χ−|χ+〉|2. Using the definition of |χ±〉 the
vector geometric phase is then given to leading order by
A± = A(0) ± a1ρ±(r). (5.3.10)
There is a single as well as a many-body contribution to A±, where the single particle
vector potential is defined as A(0) = −~
2
∇φ and a1 = ∇φ(g11 − g22)/8Ω determines
the strength of the density-dependent vector potential. To study the dynamics of the
condensate, we can derive a Gross-Pitaevskii like equation of motion by minimising
the energy functional E = 〈Ψ|(i~∂t−Hˆ±)|Ψ〉. Without loss of generality we minimise
with respect to Ψ∗+
1 by calculating δE/δΨ∗ = 0, and drop the ± subscripts on ρ±,
1To calculate this one can use the rule δF [φ(r)]δφ =
∂f
∂φ − ddt ∂f∂φ˙ −∇ ·
∂f
∂∇φ ,where the functional F [φ(r)]
is defined F [φ(r)] =
∫
d3rf(r;φ, φ˙,∇φ).
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Ψ± and A±, thus the mean-field equation of motion reads
i~
∂Ψ
∂t
=
[
(pˆ−A)2
2m
+ a1 · j + V (r) + E0 + gρ
]
Ψ, (5.3.11)
and to be consistent with perturbation theory W is given to leading order by
W = |A(0)|2/2m. Interestingly, we now have two distinct types of nonlinearity ap-
pearing in equation (5.3.11), the standard |Ψ(r)|2 term from two-body inter-particle
scattering as well as a current j that appears at the mean-field level, given by
j =
~
2mi
[
Ψ
(
∇+ i
~
A
)
Ψ∗ −Ψ∗
(
∇− i
~
A
)
Ψ
]
. (5.3.12)
It is interesting to compare equation (5.3.11) with Maxwell’s equations, (5.2.4) and
(5.2.5). In particular we note that both the Maxwell Ampe`re law and the mean
field equation of motion for Ψ(r) depend on a current density, although it must
be remembered that each is quite different. As with the single particle case, the
continuity equation that connects the probability density to the probability current
is given by
∂tρ+∇ · j = 0, (5.3.13)
although it is stressed that the current j appearing in equation (5.3.11) is a purely
collective effect. Experimental realisation would rely on several conditions being
fulfilled. One would require atoms with long lived excited states; for example the
transition 1S0 ↔1 P1 in Sr might be suitable [134]. Further, it is clearly important
that the adiabatic condition be fulfilled, so transitions to other atomic states must
be suppressed. One avenue to attain this could be to generalise the discussion
here to dark states [40], which do not suffer from spontaneous emission. Finally, a
relatively large difference of the scattering lengths a11 − a22 is required in order to
observe affects associated with the interacting gauge theory described in this section.
This point is discussed in more detail in section 5.5.
5.4 Microscopic mean-field derivation
One can also obtain the above results by considering a microscopic formulation of
the problem. In the dilute limit where two-body scattering gives the dominant
contribution to the many-body system, one can write down equation (5.3.1) for
N = 2,
Hˆ =
∑
i 6=j
1
2m
pˆ2i ⊗ 1ˆ(j) + Hˆ(12)lm + Vˆ2-body. (5.4.1)
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The operator Hˆ
(12)
lm describes the light-matter coupling in the two-body Hilbert space
H(12) = H(1) ⊗H(2), which can be written
Hˆ
(12)
lm = Hˆ
(1) ⊗ 1ˆ(2) + 1ˆ(1) ⊗ Hˆ(2). (5.4.2)
And the two-body interaction Vˆ2-body in equation (5.4.1) is given by
Vˆ2-body =
∑
σ1,σ2
gσ1,σ2(r1 − r2)|σ1σ2〉〈σ1σ2|. (5.4.3)
In the two-particle Hilbert space H(12), the spin like variables σi ∈ {↑, ↓} appearing
in equation (5.4.3) are given by |↑〉 = (1, 0)T and |↓〉 = (0, 1)T. Hence, the single
particle eigenstates of Hˆ
(j)
lm = ~Ω(e−iφj |↑〉(j)〈↓|(j) + h.c.)/2 appear (analogously with
equation (5.3.5)) as |χ(0)± 〉(j) = (|↑〉(j)±eiφj |↓〉(j))/
√
2 for particle j. These definitions
allow us to construct a two particle gauge theory using the perturbed dressed states
of the light-matter interaction. The Schro¨dinger equation for the full problem is
given by En|χn〉 = Hˆ|χn〉, where Hˆ = Hˆ(12)lm + Vˆ2-body. In the space H(12) the
unperturbed eigenstates of Hˆ
(12)
lm are denoted by
triplet

|χ(0)++〉 = |χ(0)+ 〉(1) ⊗ |χ(0)+ 〉(2),
|χ(0)−−〉 = |χ(0)− 〉(1) ⊗ |χ(0)− 〉(2),
|χ(0)b 〉 = 1√2
(
|χ(0)+ 〉(1) ⊗ |χ(0)− 〉(2) + |χ(0)− 〉(1) ⊗ |χ(0)+ 〉(2)
)
,
(5.4.4)
singlet
{
|χ(0)f 〉 =
1√
2
(
|χ(0)+ 〉(1) ⊗ |χ(0)− 〉(2) − |χ(0)− 〉(1) ⊗ |χ(0)+ 〉(2)
)
. (5.4.5)
The perturbed dressed states can be subdivided into two categories; states that are
symmetric and form a triplet with total spin 1, and a second anti-symmetric spin
zero singlet state given by equations (5.4.4) and (5.4.5) respectively. One can further
show that equations (5.4.4) to (5.4.5) have eigenvalues given by {+~Ω,−~Ω, 0, 0},
hence the perturbed dressed states are defined to first order by
|χn〉 = |χ(0)n 〉+
∑
k 6=n
〈χ(0)k |Vˆ2-body|χ(0)n 〉
E
(0)
n − E(0)k
|χ(0)k 〉, (5.4.6)
where k, n ∈ {++,−−, b, f}. Construction of the gauge theory is then accomplished
in the manner already described in section 3.4 which leads to the re-definition of
the matrix elements of the gauge potential Ajl,k = i~〈χl|∇ˆjχk〉. There is a choice
of four possible states that one can project onto. Now the full state vector is given
by equation (3.4.1), so if we project onto one of the triplet states, then the wave
function ψ(r) must also be symmetric, so overall the state has the correct bosonic
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symmetry. Alternately we could project onto the singlet state, in which case the
wave function ψ(r) must instead also be anti-symmetric. Here, we project onto the
++ triplet state. Proceeding, one finds the useful relation
A(j) = Aj(0) − 2~Im
(
〈χ(1)l |∇ˆjχ(0)l 〉
)
+O(V 22-body), (5.4.7)
which combined with equations (5.4.4),(5.4.5) and (5.4.6) allows us to calculate the
gauge potentials for the two particle theory, thus one finds
Aj++ =A
j
(0) −
∇ˆjφj
4Ω
(V↑↑ − V↓↓), (5.4.8)
Aj−− =A
j
(0) +
∇ˆjφj
4Ω
(V↑↑ − V↓↓), (5.4.9)
Ajb =A
j
(0), (5.4.10)
where the interaction (Vˆ2-body) matrix elements are given in the spin space by
gσ1,σ2 = 4pi~2aσ1,σ2/m. The single particle gauge potential for particle j is de-
fined as Aj(0) = i~〈χ(0)n |∇ˆjχ(0)n 〉. The above ruminations have revealed that at the
microscopic level the two particle theory is described by canonical momenta that
feature delta functions [127, 129]. The corresponding mathematical treatment of
such a system is inherently problematic, as the square of the delta function is not
a distribution. To proceed, one can first remove the single particle contribution by
defining ψl = exp(i
∫
Aj(0) · dxj/~)ψl. Then, we project onto the ‘ + +′ triplet state,
which gives
i~ψ˙++ =
[ 2∑
j=1
1
2m
{
pˆj + a
j
1δ(x1 − x2)
}2
+ gδ(x1 − x2)
]
ψ++. (5.4.11)
Analogously with the mean-field derivation presented in section 5.3, the scattering
parameter is defined as g = (g↑↑+g↓↓+2g↓↑)/4 and the strength of the gauge field for
particle j is aj1 = ∇ˆjφj(g↑↑ − g↓↓)/4Ω. Insight can be gained into equation (5.4.11)
by switching to relative and centre of mass coordinates, by defining r = x1−x2 and
x = (x1 + x2)/2, and defining [129]
ψ++(t;x1, x2) = e
−iE++t/~eiPx/~u++(r), (5.4.12)
where the centre of mass momentum is P . If we then insert equation 5.4.12 into
5.4.11 we obtain the expression
E++u++(r) =
(
1
m
{
− ~2 ∂
2
∂r2
+
[
P
2
+ aj1δ(r)
]2}
+ gδ(r)
)
u++(r). (5.4.13)
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Equation 5.4.13 demonstrates the absence of Galilean invariance at the microscopic
level, due to the presence of the momentum P . We will see later the consequences
this has for the allowed states of motion of the condensate. To obtain the correspond-
ing mean-field Hamiltonian, equation (5.4.11) can be generalised to N particles to
give
HˆN =
N∑
j=1
1
2m
(pˆj + Aj)
2 + g
N∑
j 6=k
δ(xj − xk), (5.4.14)
and one has
Aj =
N∑
j 6=k
aj1δ(xj − xk). (5.4.15)
To obtain the corresponding mean-field result, we make the replacement ~A →
〈~A〉GP + δj, where δj is the fluctuation, and the average is taken with respect to the
Hartree wave function, equation 5.3.4. One can then show that 〈~A〉GP = a1ρ(x),
and if we neglect the fluctuations, one obtains an effective Hamiltonian from the
definition 〈Hˆ〉ΨGP = 〈Ψ|HˆGP |Ψ〉,
HˆGP =
1
2m
(pˆ + a1ρ)
2 +
g
2
ρ. (5.4.16)
Equation (5.4.16) is in full agreement with equation (5.3.9). In particular one sees
that the mean-field contribution to the gauge potential strength aj1 → a1 is correctly
accounted for, and taking the Hartree average has restored the extra factor of two
in the definition of a1.
5.5 One-dimensional physics
The density-dependent vector potential gives rise to a number of interesting and
counterintuitive scenarios. To illustrate this we will in the following sections assume
that the cloud of atoms is tightly confined such that any motion in the transversal
direction is frozen out, a situation which is realisable experimentally with a strongly
anisotropic trapping potential [135,136]. In such a situation the dynamics of the gas
is well described by an effectively one dimensional mean field description. By choos-
ing the phase to be φ = kx for the incident laser, together with the transformation
Ψ(x) = e−ikx/2ψ(x) equation (5.3.11) is transformed into
i~
∂ψ
∂t
=
[
1
2m
(pˆ− a1ρ)2 + a1j(x) + W˜ + gρ
]
ψ, (5.5.1)
where W˜ = ~2k2/8m, and a1 = k(g11 − g22)/8ΩSt characterises the strength of
the current nonlinearity. The effective transversal area of the 1D cloud is given by
St. This model is mathematically equivalent to the AGJPS model [129], with the
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additional nonlinear interaction term gρ. The current a1j(x) can be made influential
provided that the mean field shift is relatively large. The combination of the three
parameters Ω, ρ and g11−g22 in a1 allows one to tune experimentally the strength of
the gauge field. For example, with an atomic density of 6.0×1014 cm−3, a difference
of scattering lengths a11−a22 = 5nm using for instance optical Feshbach resonances
[137–140], and a two-photon Rabi frequency of 185 kHz, one obtains the ratio (g11−
g22)ρ/~Ω = 0.01 which can affect the dynamics. It should be noted that for standard
BEC setups such as 87Rb, this parameter would in fact be vanishingly small due to
the small difference between the scattering lengths. However, by carefully tuning
the parameters this can be circumvented, as illustrated.
5.6 Variational theory
To facilitate a feeling for the physics associated with the density dependent gauge
potential, a variational methodology can be adopted. The Lagrangian density can
be written as [141]
L = ~Im(ψ∗ψ˙) + ~
2
2m
|(∂x − ia1~ ρ(x))ψ|
2 +
g
2
|Ψ|4, (5.6.1)
where the field ψ in equation (5.6.1) depends on both space and time, i.e. ψ ≡
ψ(x, t). A local gauge transformation can be defined that effectively decouples the
momentum from the density in equation (5.6.1), by defining
Ψ(x, t) = exp
(
ia1
~
x∫
−∞
dx′ρ(x′, t)
)
Φ(x, t). (5.6.2)
Inserting equation (5.6.2) into equation (5.6.1) above, a new Lagrangian density is
obtained
L′ = ~Im(Φ∗Φ˙) + ~
2
2m
|∂xΦ|2 + a1|Φ|2
x∫
−∞
dx′ρ˙(x′, t) +
g
2
|Φ|4. (5.6.3)
Where ρ(x, t) = |Φ(x, t)|2. The Lagrangian density, equation (5.6.3) now comprises
a local as well as a non-local term proportional to a1. To obtain the correct equation
of motion for Φ(x, t), the action associated with this Lagrangian density must be
minimised by taking the functional derivative of S, where the action S is defined as
S =
∫ t2
t1
dt
∫
dx L′[x; Φ, Φ˙, ∂xΦ]. (5.6.4)
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Figure 5.1: Plots of |Φ(x, t)|2 showing the drift of the condensate, equation (5.6.5), with
the centre of mass coordinate x0(t), per equation (5.6.9). The units of time are given by τ
and the current strength can be defined as a1 = λσ0
√
pimk/
√
2Nτ , then the dimensionless
parameter λ = −30 in (a) and λ = +30 for (b) above.
To study the free expansion of the condensate, one can begin with a variational
ansatz using the solution of a freely expanding gaussian wave packet where a drift
velocity x˙0 of the centre of mass is also included [142],
Φ(x, t) =
(
N2
piσx(t)2
)1/4
exp
(
− (x− x0(t))
2
2σx(t)2
)
eiS . (5.6.5)
The spatially varying phase factor is given by S = mx˙0(x − x0(t))/~, and σx(t) =
σ0
√
1 + (t/τ)2 with τ = 2m/k2~ is the time dependent width of the Gaussian and
N is the number of particles. To study the motion of the centre of mass of the
condensate, we can calculate the Lagrangian density by inserting equation (5.6.5)
into equation (5.6.3), yielding
L′ =
(
N2
piσ2x
)1/2
exp
(
− (x− x0)
2
σ2x
)[
mx¨0(x− x0)−mx˙20
+
~2
2m
(x− x0)2
σ4x
+
1
2
mx˙20
]
− a1N
2
σ2x
exp
(
− (x− x0)
2
σ2x
)
×
{
σ˙x√
2pi
erfc
(
xo − x
σx
)
+
x˙0
pi
exp
(
− (x− x0)
2
σ2x
)
+
σ˙x
2piσx
[
2(x0 − x) exp
(
− (x− x0)
2
σ2x
)
+
√
piσxerfc
(
x0 − x
σx
)]}
+
gN2
2piσ2x
exp
(
− 2(x− x0)
2
σ2x
)
, (5.6.6)
where erfc(x) is the complementary error function. Now, the Lagrangian of the
problem is defined in the standard way as the integral over space of the Lagrangian
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Figure 5.2: Snapshots of the free expansion of a harmonically trapped BEC with
(gN/St)(2m/~2k) = 30 and trap frequency ωt = ~k2/2m. The expansion is asymmet-
ric where a change of sign in a1 changes the direction of the drift. The coupling strength
for the gauge field was (g11 − g22)kN/(St~Ω) = 5 for the data shown in (a). In (b), the
drift is shown as a plot of 〈xˆ〉 against t. The data shown in red, blue and black corresponds
to the dimensionless quantities (g11 − g22)kN/St~Ω = {2.5, 5, 7.5} respectively. Length is
in units of 1/k and time in units of 2m/~k2 [143].
density, equation (5.6.3). This gives
L(x˙0) =
∞∫
−∞
dxL′[x; x˙0] = −mx˙
2
0N
2
+
~2N
4mσ2x
+ a1
x˙0N
2σ˙x
σx
√
2pi
+
gN2√
8piσx
. (5.6.7)
In order to solve the variational problem, the equation of motion for x˙0 has to be
obtained from the corresponding action principle, equation (5.6.4). Accordingly one
obtains an equation of motion for the position x0(t) of the wave packet,
mx¨0 =
√
2a1Nσ˙x(t)√
piσx(t)2
. (5.6.8)
Equation (5.6.8) can be solved with the initial conditions x0(t = 0) = 0 and x˙0(t =
0) = 0, and the definitions of σx(t) and τ given previously; which gives the solution
x0(t) =
(√
2a1Nτ
σ0
√
pim
)[
t
τ
− arcsinh(t/τ)
]
. (5.6.9)
This solution gives us a way to understand the effect of the interacting gauge po-
tential on the condensate as it expands. The increasing width as a function of time
drives the drift of the centre of mass coordinate x0. Figure 5.1 (a) and (b) show the
variational condensate density profile, equation (5.6.5) plotted as a function of time.
One can clearly see the drift, caused by the current coupling in equation (5.5.1) and
(5.6.3).
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A numerical solution is presented in figure 5.2, which shows that the free expansion
is no longer symmetric. The asymmetry can be explained by the fact that when the
cloud starts to expand it builds up a phase which is linear in position: S(x) = β(t)x.
This means that after some time the effective scattering length will be different for
x > 0 and x < 0, which will result in asymmetric dynamics. In addition the current
term induces a drift which is proportional to a1 times the density of the BEC. In
(a) we observe the time evolution of the density |Φ(x)|2 of the BEC, which clearly
shows the non-symmetric expansion dynamics. Figure 5.2 shows the drift, which is
calculated as the average 〈xˆ〉 for different current strengths. The ground state was
calculated using imaginary time to find the lowest eigenvalue of equation (5.5.1).
5.7 The quantum ring
As a second example of the physics of the interacting gauge theory, consider a
one-dimensional ringlike geometry in the x− y plane and an additional laser beam
propagating in the z direction which carries an orbital angular momentum with
φ = lθ, where l is an integer. This configuration gives rise to a gauge potential in
the azimuthal θ direction; hence, the situation is similar to the linear 1D case, but
now with the periodic boundary conditions ψ(θ + n2pi) = ψ(θ). The equation of
motion for ψ can be written
i~
∂ψ
∂t
=
[
1
2m
(pˆθ − a1ρ)2 + a1j(θ) + gρ
]
ψ, (5.7.1)
where the radial momentum operator appearing in equation (5.7.1) is defined pˆθ =
−(i~/R)∂/∂θ, and the current j(θ) is
j(θ) =
~
2mi
[
ψ
(
∂θ
R
+ a1
i
~
ρ
)
ψ∗ − ψ∗
(
∂θ
R
− a1 i~ρ
)
ψ
]
. (5.7.2)
The time-independent Gross-Pitaevskii equation on the ring of radius R is obtained
from equation (5.7.1) by setting ψ(θ, t) = ψ(θ)e−iEt/~. By assuming a homogenous
density ρ, the solutions are given by plane waves ψ(θ) =
√
N
2piR
eiqθ. The normaliza-
tion condition for the ring becomes
R
2pi∫
0
dθ|ψ(θ)|2 = N, (5.7.3)
The dispersion relation Eq is found to be
Eq =
1
2m
(
~q
R
− a1ρ
)2
+ a1jq + gρ, (5.7.4)
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Figure 5.3: Dispersion relation, equation (5.7.4) for the quantum ring as a function of
the dimensionless gauge field strength, a1Rρ/~. The blue dotted lines indicate the ground
state regions, while the black (solid) lines indicates the first excited state. At a critical
density given by equation (5.7.6) the ground state changes from one angular momentum
state to the next.
while the discrete current is given by jq = ~ρ/m(a1ρ/~ − q/R). The dispersion
relation, equation (5.7.4) is shown in figure 5.3. The energy difference between two
differing angular momentum states can readily be calculated,
Eq+1 − Eq = 1
2m
[
2~
R
(
~q
R
− a1ρ
)
+
~2
R2
]
− a1~ρ
mR
, (5.7.5)
where q is an integer number which labels the quantized rotation of the cloud. It
can be seen from equation (5.7.4) and equation (5.7.5) that the ground state con-
figuration becomes a function of the number of particles. The strength of the gauge
potential is given for the ring configuration by a1 = l(g11− g22)/8RΩ. Interestingly,
this implies that at a certain critical density,
ρc(q) =
4~Ω
l(g11 − g22)(q +
1
2
), (5.7.6)
the ground state changes from one rotational state to another with q → q+ 1. This
is in contrast to the standard situation for a ring BEC under rotation, where the
onset of a current is given by the rotation frequency.
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5.8 Chiral solitons
The semiclassical gauge theory described previously can also be shown to support
soliton solutions. A soliton is a local, propagating disturbance that maintains its
form. The two ingredients one needs to observe solitons are non-linearity and disper-
sion, and it is the balancing of these two effects that gives rise to solitons. Solitons
have been observed and studied in many physical systems, including shallow water
waves which are described by the Korteweg-de Vries equation [35], and optical pulses
in fibres, which can be understood in terms of a nonlinear Schro¨dinger equation for
the electric field of the light. As we shall see in the next section, there is an intimate
connection between the existence of the chiral soliton and its Bogoliubov dispersion
relation. From a theoretical perspective, the full analytical solution to the nonlinear
problem can be obtained using the formalism of the inverse scattering transforma-
tion [144].
To obtain the fundamental soliton of the model (5.5.1), we solve the Gross-Pitaevskii
equation by first performing the gauge transformation given by
ψ(x, t) = exp
(
ia1
~
x∫
−∞
dx′ρ(x′, t)− iW˜ t/~
)
Φ(x, t). (5.8.1)
Subsequently one then finds that equation (5.5.1) simplifies to
i~
∂Φ
∂t
=
[
− ~
2
2m
∂2
∂x2
− 2a1j(x) + g|Φ|2
]
Φ, (5.8.2)
where the gauge-transformed current becomes
j(x) =
~
2mi
[
Φ∗(x)∂xΦ(x)− Φ(x)∂xΦ∗(x)
]
, (5.8.3)
and the corresponding continuity equation is given by ∂t|Φ|2 + ∂xj(x) = 0. To solve
equation (5.8.2), we use the ansatz [141]
Φ(x, t) = ξ(x− ut)eiθ(x,t), (5.8.4)
where ξ(x−ut) is a real valued function. The phase θ(x, t) will do two things: first,
it will cancel the unwanted term proportional to ∂xξ, and further it will allow us to
write down a cubic Schro¨dinger equation for the function ξ, whose solutions can be
readily obtained. Inserting equation (5.8.4) into the continuity equation yields the
following relationship
∂θ
∂x
=
um
~
. (5.8.5)
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Figure 5.4: The normalized width σ(t)/σ(0) of the bright soliton. The blue solid line
shows σ(t)/σ(0) with current strength (g11 − g22)kN/(St~Ω) = 0.125 and (gn/St) ×
(2m/~2k) = −0.5, while the red dashed line indicates the width of an initially identi-
cal soliton without the current nonlinearity (a1 = 0). After reflection the soliton starts
expanding due to the change in nonlinear strength. The inset shows snapshots of the
density of the soliton prior to (solid blue) and after reflection (dashed black) at times
t = 0, 2.0, 3.5 and 5.0. All lengths are in units of 1/k and time in units of 2m/~k2 [143].
Now as long as equation (5.8.5) is satisfied, we have complete freedom to choose the
form of the phase appearing in the ansatz, equation (5.8.4). A convenient choice
then is to define
θ(x, t) =
umx− (1
2
mu2 + µ)t
~
, (5.8.6)
where µ is the chemical potential and u the speed of the soliton. The current
consequently transforms into j(x) = uξ2. Using equation (5.8.6) and inserting the
full ansatz (5.8.4) into equation (5.8.2), one finds that the resulting differential
equation for ξ(x− ut) is
µξ = − ~
2
2m
∂2xξ + (g − 2a1u)ξ3. (5.8.7)
To solve equation (5.8.7), we first multiply both sides with ∂xξ and integrate over
x, and further define the scattering parameter g˜ = g−2a1u, from which one obtains
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the expression
~2
2m
x∫
−∞
dx∂x
(
1
2
∂xξ
)2
=
x∫
−∞
dx∂x
[
g˜
(
1
4
ξ4
)
− µ
(
1
2
ξ2
)]
. (5.8.8)
The type of soliton we obtain from equation (5.8.8) depends on the sign of g˜. For
g˜ > 0, one finds a dark soliton, which represents a local travelling disturbance in
an otherwise uniform density. Hence, the boundary conditions for this solution are
given by ξ(x→ ±∞) = √ρ0, and the solution is found to be
Φ(x, t)√
ρ0
= −exp[i(mu(x− ut)− (
1
2
+ µ)t)/~]
coth[(x− ut)/(√2l0)]
, (5.8.9)
where the healing length is defined as l0 = ~/
√
2mg˜ρ0 and the chemical potential
is µ = g˜ρ0. For g˜ < 0 the solution of equation (5.8.8) is instead the bright soliton,
with the boundary conditions ξ(x→ ±∞) = 0. The soliton has a profile given by
Φ(x, t)√
ρ0
=
exp[i(mu(x− ut)− (1
2
− µ)t)/~]
cosh[(x− ut)/(√2l0)]
, (5.8.10)
with µ = |g˜|ρ0/2. The two solutions, equations (5.8.9) and (5.8.10) are chiral, which
means that the solitons can only propagate in a specific direction for a chosen veloc-
ity. The concept of a chiral soliton can be illustrated by considering the reflection of
a BEC from a hard wall. Figure 5.4 shows how a bright soliton initially moving in
the positive x direction is destroyed after reflection. A standard bright soliton would
retain its width σ(t) =
√〈xˆ2〉 − 〈xˆ〉2 after reflection; whereas the chiral soliton is
found to start to expand after reflection. The change in the nonlinear strength due
to the change in momentum after the reflection results in a state which is not the
soliton any more; hence the solution is no longer confined.
Finally, if g = 2a1u we are in a situation where the current nonlinearity cancels
the mean field interactions between particles, with no soliton solutions present. De-
pending on the precise physical setup this particular situation may or may not be
possible to reach due to a breakdown of the adiabatic assumption or a violation of
the perturbative assumption.
5.9 Bogoliubov theory
It was shown in the previous section that the one-dimensional interacting gauge
theory supports chiral solitons. The reason for this is the lack of Galilean invariance
inherent to the model, equation (5.3.11). The collective modes of the condensate
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give fundamental insight into the behaviour of the ultracold gas, and have attracted
intense study for trapped gases [145], as well as more recently for schemes involv-
ing light induced gauge potentials [146]. Many of the dynamical properties of the
condensate can be understood from considering the collective excitations of the ul-
tracold gas. In particular, the excitation spectrum gives us important insight into
the superfluid behaviour of the gas, and is also fundamental to the low temperature
thermodynamic response of the cloud. There are several approaches to understand-
ing the collective behaviour of the cloud, such as classical hydrodynamics which can
also be used to analyse the surface structure of the condensate.
To calculate the collective excitations of the one-dimensional model, equation (5.8.2),
the Gross-Pitaevskii equation can be linearized by considering the small amplitude
oscillations of the wave function Φ around the ground state Φ0. Hence using the
substitution Φ = Φ0 + δΦ, where δΦ is the fluctuation, equation (5.8.2) transforms
to
i~
∂δΦ
∂t
=− ~
2
2m
∂2xδΦ−
a1~
mi
[
|Φ0|2∂xδΦ + Φ0∂xΦ0δΦ∗ − Φ20∂xδΦ∗
− Φ0∂xΦ∗0δΦ
]
− 2a1j0(x)δΦ + g(2|Φ0|2δΦ + Φ20δΦ∗)
]
, (5.9.1)
and the ground state current j0(x) is defined by equation (5.8.3). Now, to solve
equation (5.9.1), we look for solutions which are periodic in time, the full ansatz for
the problem being
Φ(x, t) =
√
n(x)e−iµt/~︸ ︷︷ ︸
Φ0(x,t)
+ e−iµt/~[u(x)e−iωt − v∗(x)eiωt]︸ ︷︷ ︸
δΦ(x,t)
. (5.9.2)
The functions u(x) and v(x) represent the collective modes of the condensate, with
frequency ω. By inserting the definitions of Φ0 and δΦ from equation (5.9.2) into
equation (5.9.1) and collecting terms in exp(±iωt), one obtains the Bogoliubov-de
Gennes differential equations
Mˆη = ~ωσˆzη, (5.9.3)
where the 2 × 2 matrix Mˆ is given by
Mˆ =
(
L0 − µ− a1~mi (n∂x − 12∂xn) + 2gn −a1~mi (−12∂xn+ n∂x)− gn
−a1~
mi
(1
2
∂xn− n∂x)− gn L0 − µ− a1~mi (−n∂x + 12∂xn) + 2gn
)
,
and the vector η = (u(x), v(x))T . The Bogoliubov equations exhibit translational
invariance, hence one can solve the set of equations, (5.9.3) with a plane wave
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Figure 5.5: The dispersion relation, equation (5.9.5) is plotted as a function of the
dimensionless variable ql0, where l0 is the healing length of the BEC. The inset shows the
group velocity, vg = ∂ωq/∂q. Each of the coloured curves represents a different gauge field
strength, a1
√
2n/mg = {0, 10, 100}, for the blue, red and black sets of curves respectively.
solution of the form
η =
1√
L
(
uq
vq
)
eiqx, (5.9.4)
where L is the length of the one-dimensional system, and the coefficients uq and vq
are to be determined. The spectrum can be obtained using equations (5.9.3) and
(5.9.4), and is found to be
~ωq = −a1~nq
m
±
√(
a1~nq
m
)2
+ 0q(
0
q + 2gn), (5.9.5)
with 0q = ~2q2/2m. Figure 5.5 shows the Bogoliubov spectrum along with the
group velocity. In the limit that a1 → 0 equation (5.9.5) reduces to the famous
Bogoliubov spectrum for the interacting Bose gas. Now, for a soliton to exist, one
needs a balance between effects of non-linearity and dispersion. As such, consider
a localized disturbance within the density with amplitude ∆n and size L0. Within
the disturbance the speed of sound will differ from the bulk of the condensate by an
amount ∼ cs(∆n/n), where cs is the speed of sound, which can be obtained from
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the small q regime of equation (5.9.5), and is found to be
cs = −a1n
m
+
√
gn
m
. (5.9.6)
As the wave vector of an excitation is of order q ∼ 1/L0, then dispersion will tend to
increase the velocity by an amount ∼ csl20/L20. Now for the two effects of dispersion
and non-linearity to balance each other, it must hold that [35]
∆n
n
+
l20
L20
= 0. (5.9.7)
Alternately, the difference between the velocity of the disturbance, u and the sound
speed, equation (5.9.6) must be equal to the amount the velocity is shifted, so that
|u− cs| ∼ cs l
2
0
L20
. (5.9.8)
As was shown in the previous section, the velocity of the soliton depends on the
overall nonlinear strength, hence equations (5.9.7) and (5.9.8) are valid only for a
fixed sign of u.
5.10 Summary
In this chapter it was shown how an interacting gauge theory for a BEC can be
generated. The resulting gauge potential is not fully dynamical, in the sense that it
is always zero if no matter field is present. The emerging gauge field does however
depend on the density of the BEC, and therefore constitutes an interacting field
with a back-action between the BEC dynamics and the gauge field. The mean-field
equation of motion includes a current non-linearity and in the quasi-one-dimensional
regime the model is identical to the Aglietti-Griguolo-Jackiw-Pi-Seminara gauge the-
ory [129].
The coupling of the BEC to its current gives rise to a number of exotic types of
dynamics. It was shown how the presence of topological states corresponding to
persistent currents in a ring geometry depend on the number of particles. Also
soliton solutions can be identified which are chiral in nature. Finally, the excita-
tion spectrum of the condensate was also calculated with the Bogoliubov formalism.
Analogies can be drawn between the atomic system considered here and models of
field theories describing the fundamental forces between elementary particles. From
a quantum simulation point of view, one possible extension would be the generali-
sation of the mechanisms discussed in this chapter to a pseudo-spin situation which
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can also support non-Abelian gauge potentials [9, 57].
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Chapter 6
Josephson Effects
6.1 Introduction
The question of how to study and understand the many-body problem lies at the
heart of any realistic attempt to construct a theory of interacting particles in many
sub-disciplines of physics. It is simply the case that by studying systems of particles
with many different, interacting degrees of freedom one is left in a situation that is
analytically and numerically intractable. One methodology to tackle this is to par-
tition the particles according the types of motion that occur within the system. The
most prominent example is given in atomic systems where the motion of the nucleus
and the electrons are divided into slow and fast degrees of freedom respectively, the
Born-Oppenheimer approximation.
The inherent coherence of the many-body system comprised of bosonic or fermionic
matter provides an avenue with which to explore the low temperature properties of
many different atomic systems. By addressing these atomic ensembles with shaped
laser light, one can perform quantum simulation of a variety of otherwise inaccessi-
ble effects, as has already been discussed in the preceding chapters.
Some of the most striking effects of coherent matter in the ultracold temperature
regime have been elucidated with bosonic atomic condensates. Early work focussed
on understanding interference with matter waves [147, 148], Bragg scattering [149]
and applications to matter wave optics such as the realization of nonlinear effects
like solitons [150]. One of the most surprising yet paradigmatic effects in quantum
mechanics is the quantum tunnelling of particles.
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For macroscopic systems this is encompassed by the Josephson effect: the tun-
nelling current that is produced by placing an insulating barrier between two particle
reservoirs. The inherent nonlinearities that are present in the study of interacting
ultracold bosonic gases make these systems particularly interesting, and has lead
to the prediction and realization of effects such as self-trapping [151–153]. Further,
the effects of asymmetric potential wells [154] and extensions beyond the two-mode
approximation have also been studied [155]. A detailed overview of these effects
is given by Gati et al. [156]. Extensions of the Josephson effect to systems incor-
porating non-abelian gauge fields have recently been described [8, 157]. Here, it is
shown how the interacting gauge theory presented previousely can be placed onto
a two-site lattice, and study the population dynamics of the resulting lattice gauge
theory.
A common feature of both the continuum [10, 40] and lattice gauge theories [158]
for ultracold atoms is that they are static; in the sense that the gauge potentials are
determined by the external laser coupling, and are not affected by the motion of the
atoms. In the previous chapter, it was shown how an interacting gauge potential
can be generated in the continuum for an ensemble of ultracold atoms, such that
there is an effective back action between the gauge potential and the dressed states
of the light-matter interaction, resulting in a gauge potential that depends on the
density of the quantum gas. In this chapter it is demonstrated how this continuum
interacting gauge theory can be applied to a two-site lattice, from which the coher-
ent transport between the two sites is analysed via the nonlinear Josephson relations
which are derived and solved numerically.
6.2 One-dimensional model
Previously, it was shown how at the mean-field level the one-dimensional Gross-
Pitaevskii-like equation, (5.8.2) features a current non-linearity. It is this model
that will be analysed, using a tight binding methodology. The Gross-Pitaevskii
equation is given by
i~
∂Φ
∂t
=
[
− ~
2
2m
∂2
∂x2
− 2a1j(x) + g|Φ|2
]
Φ, (6.2.1)
and the current, j(x) is given by
j(x) =
~
2mi
[
Φ∗(x)∂xΦ(x)− Φ(x)∂xΦ∗(x)
]
. (6.2.2)
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Where as before the factor a1 governs the strength of the gauge potential, and
g = (g11 + g22 + 2g12)/4 is the effective scattering parameter. To proceed, we
upgrade the wave functions Φ(x) and Φ∗(x) to annihilation and creation operators
respectively. Hence, the one-dimensional mean-field Hamiltonian in equation (6.2.1)
appears in second-quantized form as
Hˆ =
∫
dx Φˆ†(x)
(
− ~
2
2m
∂2x + V (x)
)
Φˆ(x) + g
∫
dx Φˆ†(x)Φˆ†(x)Φˆ(x)Φˆ(x)
− 2a1
∫
dx Φˆ†(x)Jˆ(x)Φˆ(x), (6.2.3)
where the normal ordered current operator Jˆ(x) that appears in equation (6.2.3)
above is given in second quantized form by
Jˆ(x) =
~
2mi
[
Φˆ†(x)∂xΦˆ(x)− ∂xΦˆ†(x)Φˆ†(x)
]
. (6.2.4)
To proceed, we require a model potential V (x). Typically one is interested in situa-
tions where the tight binding approximation can be made, such that the height of the
lattice is greater than the chemical potential at each individual well. Experimen-
tally, an extended one-dimensional lattice can be realised by counter-propagating
laser beams and the fact that the energy of an individual atom is shifted by an
amount ∆E = −Re{α(ω)}〈E(r, t)2〉t, where 〈E(r, t)2〉t is the time averaged electric
field; and the polarizability associated with the two level system is given by [35]
α(ω) =
|〈2|d · ˆ|1〉|2
E2 − i~ν2/2− E1 − ~ω , (6.2.5)
where the factor ν2/2 accounts for the finite lifetime of the excited state |2〉 and
ˆ is a unit vector in the direction of the electric field.1 The expression (6.2.5) can
be derived using time-dependent perturbation theory for the electric field E(r, t).
However, as we are interested in a two-site system, schemes involving electrostatic
interactions [159] or atom chips [160] are more relevent. The appropriate model
potential is then [161]
V (x) = b
(
x2 − x2min
)2
. (6.2.6)
The double-well potential defined by (6.2.6) above has its minima situated at x =
±xmin, and close to these points V (x) is harmonic, an approximation that will be
1The factor of 12 appearing in the denominator of α(ω) is due to the probability of being in the
excited state being the modulus squared. In turn the energy of the ground state acquires an
imaginary component, due to the induced transitions to the excited state.
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used to perform the tight binding calculation. Hence, the normalized local ground
states of the left and the right well are given by
ηl,r(x) =
(
2
piσ2
)1/4
exp
(
− (x± xmin)
2
σ2
)
(6.2.7)
respectively, and the width of the ground state in equation (6.2.7) is given by σ.
6.3 Mean-field tight binding calculation
Having written down the Hamiltonian for the many-body system in second-quantized
form, equation (6.2.3) and defined the double-well potential (6.2.6), these ingredi-
ents can be brought together to derive a mean-field tight binding Hamiltonian. To
do this the two-mode approximation can be used, which entails expanding the field
operator Φˆ(x) as
Φˆ(x) = ηl(x)cˆl + ηr(x)cˆr, (6.3.1)
where the operator cˆl and cˆr destroy particles in the left and right wells respectively.
It is assumed that there is a large separation between the ground state and the
first excited state of each individual well so that the dynamics are well described by
assuming the particles occupy one of the two ground states. By inserting equation
(6.3.1) into equation (6.2.3) one obtains
Hˆ =
∑
ij
Jij cˆ
†
i cˆj +
∑
ijkl
Uijklcˆ
†
i cˆ
†
j cˆkcˆl +
∑
ijkl
λijklcˆ
†
i cˆ
†
j cˆkcˆl, (6.3.2)
where the sums are taken over both the left and right wells. The parameters Jij,
Uijkl and λijkl are overlap integrals, and give a way to identify the most important
terms in equation (6.3.2). The three overlap integrals are given by
Jij =
∞∫
−∞
dxη∗i (x)
(
− ~
2
2m
∂2x + V (x)
)
ηj(x), (6.3.3)
Uijkl =
g
2
∞∫
−∞
dxη∗i (x)η
∗
j (x)ηk(x)ηl(x), (6.3.4)
λijkl = −a1~
m
∞∫
−∞
dxη∗i (x)Im{η∗j (x)
↔
∂xηk(x)}ηl(x), (6.3.5)
where one has for shorthand A
↔
∂xB = A∂xB − (∂xA)B. Using the definition of the
two ground states, equation (6.2.7) and the potential, equation (6.2.6) these integrals
can be evaluated. Now as Jlr = Jrl = J , one finds that the leading contribution to
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Figure 6.1: Plot of the double well potential, equation (6.2.6) (solid blue) along with the
two single-particle symmetric and antisymmetric states given by η+ (solid red) and η−
(black dashed) respectively.
J is given by
J ' 2 ~
2
mσ2
(
xmin
σ
)2
exp(−2x2min/σ2), (6.3.6)
and as we assume that the particles tunnel between ground states, the on-site ener-
gies Jll and Jrr do not contribute. One can perform similar calculations to obtain
expressions for λijkl. There are two contributions to this term, given by
Γ1 =
4a1~xmin
m
√
piσ3
exp(−3x2min/σ2), and Γ2 =
4a1~xmin
m
√
piσ3
exp(−4x2min/σ2). (6.3.7)
Finally, the leading contribution to U is given by U = g/
√
piσ. These definitions,
equations (6.3.6) and (6.3.7) allow us to write down the two-site lattice Hamiltonian
Hˆ =− J(cˆ†l cˆr + cˆ†rcˆl) + U(nˆl(nˆl − 1) + nˆr(nˆr − 1))
+ Γ1(cˆ
†
l jˆcˆl + cˆ
†
r jˆcˆr) + Γ2(cˆ
†
l jˆcˆr + cˆ
†
r jˆcˆl), (6.3.8)
where nˆi = cˆ
†
i cˆi is the number operator for site i and the discrete current operator
for the two site lattice is jˆ = −i(cˆ†rcˆl − cˆ†l cˆr). It is instructive to consider the model
of equation (6.3.8) in the absence of interactions, U = Γi = 0. In this case one can
diagonalize the resulting single particle hamiltonian by transforming the operators
using the definitions cˆ+ = (cˆl+ cˆr)/
√
2 and cˆ− = (cˆl− cˆr)/
√
2. Accordingly one finds
75
CHAPTER 6. JOSEPHSON EFFECTS
the transformed Hamiltonian becomes Hˆ = −J(cˆ†+cˆ+− cˆ†−cˆ−). The operators cˆ†+ and
cˆ†− create particles in the symmetric state η+ = (ηl+ηr)/
√
2 and the anti-symmetric
state η− = (ηl − ηr)/
√
2 respectively. Figure 6.1 shows the potential V (x) plotted
along with these two functions η+ and η−.
Equation (6.3.8) allows us to understand the effect of population dynamics between
the two sites. It comprises the usual on-site interactions that appear in the Bose-
Hubbard model given by the terms proportional to U , as well as the unconventional
terms proportional to Γi (equation (6.3.7)) which originate from the current oper-
ator in the continuum model, equation (6.2.4). To study the population dynamics
between the two wells we work with the operators cˆi in the Heisenberg picture. The
equations of motion for cˆi are then given by
i~
dcˆi
dt
= [cˆi, Hˆ], (6.3.9)
which yields
i~
dcˆl
dt
=− Jcˆr + 2Unˆlcˆl + Γ1(jˆcˆl + i(nˆl + nˆr)cˆr)
+ Γ2(jˆcˆr + icˆ
†
l cˆrcˆr + inˆrcˆl), (6.3.10)
i~
dcˆr
dt
=− Jcˆl + 2Unˆrcˆr + Γ1(jˆcˆr − i(nˆl + nˆr)cˆl)
+ Γ2(jˆcˆl − icˆ†rcˆlcˆl − inˆlcˆr). (6.3.11)
To gain an understanding of equations (6.3.10) and (6.3.11), it is assumed that the
number of particles in both wells is so large that the operators cˆl and cˆr may be
treated as classical quantities, and as such replaced by their expectation values cl
and cr. Figure 6.2 shows the numerical solutions to these equations in different pa-
rameter regimes. In Figure 6.2 (a) and (c) the parameters 2U/J = 10 and Γ1/J = 1
were used, whilst for (b) and (d) 2U/J = 1 and Γ1/J = 5. For figures 6.2 (a)
and (b) the initial phase difference was θl − θr = ∆θ = 0, but for figures (c) and
(d) ∆θ = pi/2 was used. Interestingly, one observes population oscillations when
∆θ = 0, which is not the case for the usual bosonic Josephson effect, where a non-
zero phase difference is required for population dynamics.
Now, it was assumed that xmin/σ  1, so that Γ2  Γ1, hence the terms pro-
portional to Γ2 in equation (6.3.10) and (6.3.11) can be dropped. Figure 1 shows
the Rabi like oscillations that are synonymous with two level systems. In figure 6.2
(b) the larger current strength has caused the speed of the population oscillations to
increase. On the other hand, 6.2 (c) shows how strong on-site interactions changes
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Figure 6.2: Numerical solutions to equations (6.3.10) and (6.3.11). The population |cl|2,
|cr|2 and
∑
i |ci|2 are given by the blue dashed line, solid red line and dashed black lines
respectively. The inset in each figure shows the current J(t). The units of time are
~/J [162].
the dynamics, the current showing an unusual ‘dip’ (see inset of 6.2 (c)). Finally,
figure 6.2 (d) shows how the dynamics are reduced when there is an initial phase
difference of pi/2 between the sites and the current strength is stronger than the
Hubbard term.
6.4 Phase-space analysis
Figure 6.2 shows how the discrete current non-linearity present in equation (6.3.8)
affects the population oscillations between the two wells. To investigate the prop-
erties of this unusual nonlinear system further, we can re-cast the variables of the
problem in terms of the population difference and the phase difference. This method-
ology has previously been utilised to show how a charge neutral interacting BEC in
a symmetric double well potential can be understood in terms of a nonrigid pen-
dulum [151, 163], and gives an intuitive way to study the phase-space properties
of the many-body system [164]. As with the population dynamics shown in figure
6.2, the starting point for this analysis is the assumption that the number of parti-
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cles is so large that the operators appearing in equation (6.3.8) can be replaced by
their respective eigenvalues, which in turn can be replaced by the polar variables
ci =
√
Nie
iθi , where i = l, r. By further defining the population and phase differ-
ences by z(t) = (Nl−Nr)/Nt and ϕ(t) = θr− θl, a classical Hamiltonian is obtained
from equation (6.3.8)
Hclassical =
H
JNt
=
Λz2
2
−
√
1− z2 cos(ϕ)− γ1
√
1− z2 sin(ϕ) (6.4.1)
− γ2(1− z2) sin(2ϕ) + ∆E, (6.4.2)
where the dimensionless parameters read Λ = UNt/J , γi = ΓiNt/J and ∆E =
UNt/2J . The variables z and ϕ are canonically conjugate, the relevant momenta
being
pz =
∂L
∂z˙
= −ϕ and pϕ = ∂L
∂ϕ˙
= z, (6.4.3)
where the corresponding Hamiltonian function is [165]
H = zϕ˙− ϕz˙ − L(z, z˙, ϕ, ϕ˙). (6.4.4)
Using equations (6.4.3) and (6.4.4), one finds the set of Hamilton’s equations are
given by
∂H
∂z
= ϕ˙ and − ∂H
∂ϕ
= z˙. (6.4.5)
Now, using the Hamiltonian defined by equation (6.4.1) along with the relations
(6.4.5), the coupled equations of motion are found to be
z˙ =−
√
1− z2 sin(ϕ) + γ1
√
1− z2 cos(ϕ) + 2γ2(1− z2) cos(2ϕ), (6.4.6)
ϕ˙ =
z√
1− z2 cos(ϕ) + Λz + γ1
z√
1− z2 sin(ϕ) + 2γ2z sin(2ϕ). (6.4.7)
The classical Hamiltonian given by equation (6.4.1) and the nonlinear Josephson
equations (6.4.6) and (6.4.7) give us a way to understand the dynamics and phase-
space properties of the two-site model. In particular, we note that equation (6.4.1)
can be understood in terms of a classical nonrigid pendulum. This model, equation
(6.4.1) differs from that presented in [151] by the additional term proportional to
γ2. Now, in the tight-binding limit where Γ2  Γ1, the term proportional to γ2
in equation (6.4.1) can be dropped, hence we can map the classical Hamiltonian
onto the nonrigid pendulum model as presented in [151,163]. The result is that the
phase angle ϕ has an extra initial offset term due to the current non-linearity of the
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Figure 6.3: Surface plot of equation (6.4.9), as a function of the dimensionless gauge
potential strength 2a1Nt/
√
pi~ and tight-binding parameter xmin/σ. The colour indicates
the angle, from ϕ0 = −pi/2 (dark blue) to ϕ0 = pi/2 (dark red).
underlying continuum model. In this limit equation 6.4.1 can be simplified to
H =
Λz2
2
−R
√
1− z2 cos(ϕ− ϕ0), (6.4.8)
where R =
√
1 + γ21 and the angle ϕ0 = arctan(γ1), and we set ∆E = 0 without loss
of generality. Using the expressions for Γi already obtained, one can write down an
explicit form for the angle ϕ0 in terms of the variable xmin/σ,
ϕ0 = arctan
[
2a1Nt√
pi~
(
σ
xmin
)
exp(−x2min/σ2)
]
. (6.4.9)
Figure 6.3 shows equation (6.4.9) plotted as a surface for various values of the
dimensionless quantity 2a1Nt/
√
pi~ and xmin/σ. One can see that the angle ϕ0
changes both in sign and magnitude as a function of the parameters xmin/σ and
2a1Nt/
√
pi~. Indeed, it is seen that for any fixed gauge potential strength, for large
xmin/σ, ϕ0 → 0. Close to the origin (0, 0), the angle ϕ0 changes sign. So, in order
to make the angle ϕ0 influential, one needs to have a1Nt/~  1, a situation read-
ily achievable, as it was assumed previously that Nt  1 to obtain the underlying
model, equation (6.4.1).
Figure 6.4 shows the phase-space trajectories of the variables z, ϕ. In figure 6.4(a)
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we are interested in the phase-space with on-site interactions, Λ = 2, whereas figure
6.4(b) shows the phase-space plotted without on-site interactions, Λ = 0. This is
justifiable as we could for example use Feshbach resonances in order to achieve g = 0,
a point which was also made by the authors of [163]. The plots for Λ = 2 show how
increasing the strength of the current causes the curves obtained from the numerical
solutions to equations (6.4.6) and (6.4.7) to increase in size. For example, figure
6.4(b) shows how increasing the strength of the current without on-site interactions
gives a displacement of the curves by an amount ϕ0. To further quantify this, one
can calculate the critical value Λc that determines the point at which the nonrigid
pendulum is given an initial kick that pushes it over the vertical ϕ = pi point. The
critical value that determines when this occurs is defined from equation (6.4.8) by
the point at which [163]
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Figure 6.4: Lines of constant energy, with z versus ϕ. The initial conditions were
z(0) = 0.5 and ϕ(0) = pi for (a)-(d). Figure (a) shows the numerical solutions to equations
(6.4.6) and (6.4.7) with Λ = 2, while in (b) Λ = 0. The smallest to largest curves in each
figure correspond to γ1 = {0, 12 , 2}, respectively. For figures (c) and (d) the parameter
γ1 =
1
2 for (c) and γ1 = 4 for (d). The smallest through largest curves are then plotted
for the values Λ = {0, 1, 2} respectively [162].
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H0[z(0), ϕ(0)] =
Λz(0)2
2
−
√
1− z(0)2 cos(ϕ(0)− ϕ0) > 1. (6.4.10)
This condition allows us to determine the critical value Λc. When the parameter Λ
exceeds this value, the population is said to become self-trapped, which is defined
as 〈z〉 6= 0. Thus, the critical value is obtained from equation (6.4.10) as
Λc =
2(1 +
√
1− z(0)2 cos(ϕ(0)− ϕ0))
z(0)2
. (6.4.11)
Let us consider the lowest energy configurations of equation (6.4.8). The ground
state is obtained by the choice z = zg = 0 and ϕ = ϕg = 2pin + ϕ0, where n is an
integer. The ground state energy is Eg = −R. The next state is given by z = 0 and
ϕ = ϕ0 + (2n+ 1)pi, with energy E = +R.
6.5 Summary
In this chapter it was shown how a continuum one-dimensional mean-field theory
describing density-dependent gauge fields can be cast into a discrete two-site tight
binding model, using a symmetric double-well potential. It was seen that this dis-
crete formulation also features a current operator as well as the usual on-site inter-
actions that appear in the standard Bose-Hubbard model. Finally, a phase-space
analysis was presented, by way of the nonlinear Josephson equations. It was found
that a classical Hamiltonian can be written down that describes the motion of a non-
rigid pendulum, with an initial angular offset that depends directly on the strength
of the density-dependent gauge potential.
81
Chapter 7
Summary and Outlook
In this thesis the concept of artificial gauge fields for ultracold atoms was discussed.
It was shown how gauge potentials can be optically generated using the adiabatic
theorem for these multi-level atoms. The first two chapters gave an introduction
to the physics of cold atoms and the theory of gauge fields, respectively. It was
explained how the dressed states of multi-level atoms can be used to construct ar-
tificial gauge fields, including the important concept of the dark state.
The third chapter develops these ideas further to consider the role that disorder
plays for a spin-orbit coupled Bose-Einstein condensate. In particular, it was shown
that for a particular choice of laser geometry an equation of motion can be generated
for the condensate that exhibits a Dirac cone structure. This novel system was in-
vestigated to understand in particular how the localization properties of the system
change as the strength of the spin-orbit coupling is varied. It was found that there is
a crossover from Anderson localization to an ‘anomalous’ (non-localised) state as the
strength of the spin-orbit coupling is increased from the Schro¨dinger to Dirac limit.
The localization length of the spin-orbit coupled system was also calculated, and
it was observed that this increases as one approaches the Dirac limit, in agreement
with the numerical simulations presented in the first part of the chapter. In the final
part of this chapter, the density of states (DoS) was calculated numerically, and it
was shown that there is a peak at the Dirac point reminiscent of a Dyson singularity.
To truly simulate a gauge theory, one must be able to construct gauge fields that are
dynamical variables. To this end, the fourth chapter details one method to create
interacting gauge fields for the condensate. It was described how interacting gauge
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fields can be formed by introducing perturbed dressed states, where it was assumed
that the light-matter coupling (parametrized by the Rabi-frequency Ω) is stronger
than the inter-particle scattering. This naturally leads to an effective Hamiltonian
where the momentum is coupled to the density of the gas, such that one has density
dependent gauge potentials. Interestingly, when one obtains the Gross-Pitaevskii
like equation by minimising the associated energy functional, an extra term is ob-
tained proportional to a1 · j, where j is the current operator and a1 parametrizes
the strength of the gauge potential. This is an example of an anomaly, where the
classical and quantum symmetries of a model differ. Historically, it was believed
that the pi0 particle (pi meson) did not decay. However, a form of chiral anomaly
explained how in fact the pion could decay into two photons [166].
The second part of this chapter explores the one-dimensional physics of this model.
In particular it was shown that the expansion of such a condensate exhibits an un-
usual asymmetry. This scenario was further explored using a variational ansatz.
In particular, the condensate was seen to experience a drift in the centre of mass.
Next, a condensate in a ring was described. By calculating the eigenstates of this
system using a plane wave (vortex) ansatz, it was found that the lowest angular mo-
mentum state changes at a critical density that depends on the particular angular
momentum state given by the quantum number q. This unusual nonlinear system
was explored further in the last part of this chapter, where it was shown that exact
propagating soliton solutions can be constructed. These solutions are different to
the Gross-Pitaevskii solitons, as they have a preferred direction, i.e. they are chiral.
Mathematically, this is due to the strength of the nonlinear term being proportional
to the velocity of the soliton, while physically the origin of the chiral soliton is from
the lack of Galilean symmetry in the microscopic formulation of the theory. The
concept of a chiral soliton was demonstrated by propagating the (initially) confined
solution towards a hard wall. When the wave packet was reflected, the velocity
changes and the soliton was no longer confined.
As an extension of the concept of a density dependent gauge potential, Chapter
6 of the thesis considers the effect of placing this model on a two site lattice. As
such, it was shown how a modified form of the Hubbard model can be derived that
includes the extra terms resulting from the one-dimensional continuum model pre-
sented in the previous chapter. The model was subsequently studied by looking at
the population oscillations between the two wells for a variety of initial phase con-
ditions. Interestingly, it was found that there are population dynamics even when
the initial phase difference between the two wells is zero. This model was further
analysed by drawing an analogy with a nonrigid pendulum. It was seen that the
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effect of the extra terms in the underlying model cause the pendulum to undergo
an angular offset that depends on the strength of the gauge potential. In the final
part of this chapter, the nonlinear Josephson equations are solved numerically. The
resulting phase-space trajectories show in particular that increasing the strength of
the gauge potential causes two effects: the angular offset described above, and also
an increase in the size of the obtained curves. This effect is no doubt linked to
the increased population oscillations observed at larger values of the a1 parameter
described in the first part of that chapter.
The work presented in this thesis has a number of natural extensions. The two
chapters concerning density dependent gauge fields offers a new avenue to explore
nonlinear phenomena with cold gases. It is expected that this model will offer many
new usual effects. Particular attention should be focused on two-dimensions, where
the structure of the vortex lattice will provide insight into the superfluid response of
the system. As well as this, one can also study the excitation spectrum of the cloud,
which would provide further insight into the gas, for both one and two-dimensional
cases.
There are also opportunities at the single particle level. As an extension to the
work considered in the third chapter, there is also the possibility to generate ‘ran-
dom’ gauge fields. Here, one would use the notation of the perturbed dressed state
at the single particle level in order to create a random gauge potential via the Berry’s
phase method. Such a situation would require one to work with dark states again,
as the extended lifetimes of these dressed states would be required in an experiment
to observe the associated localization effects. Alternately, one could use the Raman
schemes discussed in the third chapter of this thesis, where a random detuning is
used to generate the gauge potential.
To conclude, this work demonstrated experimentally feasible schemes for studying
artificial gauge theories with gases of ultracold atoms at both the single and many
particle level. In particular optical setups were described that would allow the gen-
eration of said potentials, and the relevant experimental parameters were described
that would allow the observation of the effects associated with these potentials.
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Numerical calculation: Disorder dynamics
The dimensionless Schro¨dinger equation (equation (4.6.1) of section 4.6) that we
wish to discretise is
i
∂
∂τ
Ψ = − ~Γ
2mv2D
∂2
∂ξ2
Ψ− i cos θσˆx ∂
∂ξ
Ψ + ∆˜(ξ)σˆzΨ, (A.0.1)
where Ψ = (ψ+, ψ−)T. The taylor expansion of ψ±(ξ) around ξ is given by
ψ±(ξ) =
∞∑
n=0
(ξ − ξi)n
n!
dnψ±
dξn
∣∣∣∣
ξ=ξi
, (A.0.2)
from which the following expressions for the derivatives appearing in equation (A.0.1)
can be obtained
dψ±
dξ
∣∣∣∣
ξ=ξi
=
ψ±i+1 − ψ±i−1
2∆ξ
− ∆ξ
2
6
d3ψ±
dξ3
∣∣∣∣
ξ=ξi
, (A.0.3)
d2ψ±
dξ2
∣∣∣∣
ξ=ξi
=
ψ±i+1 − 2ψ±i + ψ±i−1
∆ξ2
− ∆ξ
2
12
d4ψ±
dξ4
∣∣∣∣
ξ=ξi
, (A.0.4)
where we define the spatial integration step ∆ξ = ξi+1 − ξi. Equations (A.0.3) and
(A.0.4) constitute the central difference method, with error O(∆ξ2). Inserting these
expressions into equation (A.0.1), we obtain the finite difference equation
i
∆τ
(ψ±i,n − ψ±i,n−1) =− JS(ψ±i+1,n − 2ψ±i,n + ψ±i−1,n)
− iJD(ψ∓i+1,n − ψ∓i−1,n)± ∆˜iψ±i,n, (A.0.5)
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where ∆τ is the time step, the constants JS = ~Γ/2mv2D∆ξ2 and JD = cos θ/2∆ξ,
{i, n} labels discrete points in space and time respectively and the ± superscripts
refer to the two spin components of Ψ. Equation (A.0.5) can also be written in
terms of the discrete Hamiltonian
Hˆ =
(
A+ B
B A−
)
(A.0.6)
and the wave function is given by ΨT = (Ψ+1 ,Ψ
+
2 , · · · ,Ψ+N ,Ψ−1 ,Ψ−2 , · · · ,Ψ−N). The
blocks A± and B are then given by
A± =

2JS ± ∆˜1 −JS 0 0 0
−JS 2JS ± ∆˜2 −JS 0 0
...
. . . . . . . . .
...
0 0 0 −JS 2JS ± ∆˜N
 , (A.0.7)
B =

0 −iJD 0 0 0
iJD 0 −iJD 0 0
...
. . . . . . . . .
...
0 0 0 iJD 0
 . (A.0.8)
To generate the normally distributed pseudo random numbers per equation 4.4.1,
(∆˜i) we use the Box-Muller transformation [167]. The transformation states that
given two independent random variables U1, U2 drawn from the same rectangular
density function on the interval (0, 1), then
∆˜1 =
√
−2 lnU1 cos(2piU2) and ∆˜2 =
√
−2 lnU1 sin(2piU2) (A.0.9)
will be a pair of independent random variables with zero mean and unit variance.
To connect the discrete model to the continuum model in section 4.4, we integrate
both sides of equation 4.4.1 over ξ to obtain
∞∫
−∞
dξ∆˜(ξ)∆˜(ξ′) = 1. (A.0.10)
The quadrature of this expression gives us the following relationship
N∑
i=1
∆˜i∆˜j =
1
∆ξ
. (A.0.11)
The numerical simulations were performed with FORTRAN 90, the integration step
was taken as ∆ξ = 2.5x10−2 and for the time step ∆τ = 2.5x10−4. The discrete
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wave functions comprised N = 104 points for each component ψ+ and ψ−.
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