A general decoding method for cyclic codes is presented which gives promise of substantially reducing the complexity of decoders at the cost of a modest increase in decoding time (or delay).
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We have assumed that the reader is familiar with coding theory at the level of, say, W. W. Peterson and E. J. Weldon, Jr. 's "Error-Correcting Codes", 2 nd
Edition, (M.I.T. Press, 1972) . For the sake of simplicity, only binary cyclic codes will be considered in this report.
SEQUENTIAL CODE REDUCTION
In this section we introduce the concept of sequential code reduction by means of an example. The standard bounded-distance decoding algorithm for cyclic codes is formulated and then applied to the (7, 4) Hamming code in the form of a conventional 2-step majority logic decoding algorithm. It is then shown how this combinatorial algorithm can be converted to a sequential code reduction algorithm at the cost of an increase in decoding time. This is followed by a brief discussion of the basic ideas involved in sequential code reduction. wH(e)~t is to reduce the number of solutions from 2 k to exactly 1 (under the assumption that wH{e)~t). This reduction is traditionally accomplished in one step using a nonlinear (over GF(2» combinational logic circuit.
However --and this is the basis for decoding by sequential code reduction --there is no reason why this can't be accomplished sequentially, in stages.
This basic idea can perhaps best be illustrated by means of an example. We will consider the decoding of the (7,4) single-error-correcting Hamming code, first by a conventional 2-step majority decoding algorithm and then by 2-stage sequential code reduction.
Decoding algorithms for the (7,4) code
The matrix
is a reduced parity check matrix for the (7, 4) code.
The first step of the general bounded-distance decoding algorithm given above is to calculate the syndrome eO and e l , 54 will give the correct value of eO + e l " if WHee)~1, i.e.
-----S 4 = maj{O,sl,s2} = eO + e 1 which we can think of as the product A.
[1 1 0 0 0 0 0]~o 1 = I S 41. when the received word r is ring-shifted in the buffer.
Since s4= eO + e l and the code is Cyclic, we havẽ5
..~5
But note that
It is therefore not necessary to have a separate majority gate to calculate 55 if we are willing to store 5 
APPLICATION TO FINITE-GEOMETRY CODES
We now consider the application of sequential code reduction to binary cyclic Euclidean-geometry(l,2) and projective-geometry(l,3,4,5,6) codes. In this section, we will only allow sequential code reduction algorithms of the following restricted form: a majority logic decoder with 2t orthogonal parity checks and one majority gate at each stage of the decoding process. The resulting algorithms are probably not optimal with respect to implementation complexity, but they are so simple that it is questionable whether further optimization would be worth the effort. More important for our present purposes, the use of a standard decoding algorithm allows us to make general statements about classes of codes. The class of finite-geometry codes is particularly suitable from this standpoint because a great deal is known about the application of L-step orthogonalization (7, 8) term "flatU will be used to denote both the point set and the associated polynomial.
Let a be a primitive element of GF(2 ms ) and h(x) the parity check polynomial of the (r,s)th-order EG code.
Then at is a root of h(x) if l~(t) < r, s -where the s-weight of t (denoted Ws(t» is the largest number of multiples of 2 5 -1 whose radix 2 expansions are disjoint and covered by the radix 2 expansion of t. (9) (E.g., for s = 2, m = 3, the 2-weight of t = 7 = 000111 is W 2 (7) for some representative EG codes is given in Table I . It is well known that the rth-order cyclic RM code (7, 13, 14) (the (r,l)th-order EG code) is r+l-step orthogonalizable.
In this case, r+l-flats are used to obtain r-flats, r-flats to obtain r-l-flats, etc., until the O-flat corresponding to eO is obtained. We now prove the following theorem. 
in EG(m,2). Then f(a t )
t for all t such that
WI(t) = k. So it suffices to show that g(a t )~0 for all t such that Wl(t) = k. If W1(t) = k, the radix 2 expansion of twill be of the form
+ .•• +
Then, since the characteristic of the field is two and 8.
2 ) t a· = a., g(a ) can be written as (2) ].
e. We now give an example to illustrate the implementation of restricted sequential code reduction for EG codes.
Example:
nd m
The 2 -order RM code of length 2 -1 = 31 is a triple-error correcting (31,16) BCH code that can be orthogonalized in two steps. Using conventional majority logic decoding (IS) , the decoder requires one buffer, 7 majority gates and 36 parity checks. The corresponding sequential code reduction circuit requires 2 buffers, 2 majority gates and 12 parity checks, and the decoding time is twice that for the conventional decoder.
We know that the dual of the 2 nd -order RM code contains all 3-flats that do not pass through the origin, and that we can find 2t = 6 3-flat orthogonal on a 2-flat. 
Projective-geometry codes
The points of PG(m,2 s ), the m-dimensional projective s geometry over GF(2 ), can be taken to be the cosets in the mUltiplicative group of GF (2(m+1) 
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Chen (12) The decoder shown in - Figure 5 (a} consists of a majority decoder with 56 nonorthogonal parity checks and one majority gate at the first stage, and a majority decoder with 6 orthogonal parity checks and one majority gate at the second stage.
The decoder shown in Figure 5 (b) has the same first stage as the decoder in Figure 5 
