Abstract. The paper introduces and studies the class of (asymptotically) Stepanov almost automorphic functions with variable exponents. Any function belonging this class needs to be (asymptotically) Stepanov almost automorphic. A few relevant applications to abstract Volterra integro-differential inclusions in Banach spaces is presented.
Introduction and Preliminaries
The main aim of this paper is to continue our recent research of Stepanov p(x)-almost periodicity and asymptotical Stepanov p(x)-almost periodicity raised in [4] , as well as to initiate the study of generalized almost automorphy and generalized asymptotical almost automorphy that intermediate the classical and Stepanov concept. This is done here by examining the notion of Stepanov p(x)-almost automorphy and asymptotical Stepanov p(x)-almost automorphy. We basically follow the approach obeyed in [4] , which enables us to conclude that the introduced classes of functions are translation invariant (Stepanov-like pseudo-almost automorphic functions with variable exponents, which have been analyzed in [6] , do not possess this property).
We investigate generalized almost automorphic and generalized asymptotically almost automorphic type functions in Banach spaces by means of results from the theory of Lebesgue spaces with variable exponents L p(x) . For a given measurable function p : [0, 1] → [1, ∞], we define the notions of an S p(x) -almost automorphic function and an asymptotically S p(x) -almost automorphic function. In the case that p(x) ≡ p ≥ 1, the introduced notion is equivalent to the usually considered notion of S p -almost automorphy and asymptotical S p -almost automorphy. The organization and main ideas of this paper are briefly described as follows. In Subsection 1.1, Subsection 1.2 and Subsection 1.3, we collect the basic facts about fractional calculus, multivalued linear operators and Lebesgue spaces with variable exponents L p(x) , respectively. Section 2 is devoted to the recapitulation of some basic definitions and results about generalized almost periodic and generalized almost automorphic functions. We start Section 3 by recalling the definitions of Stepanov p(x)-boundedness and Stepanov p(x)-almost periodicity in the sense of [4] . The notion of (asymptotical) Stepanov p(x)-almost automorphy is introduced in Definition 3.3 (Definition 3.4). It is expected that the notion of (asymptotical) Stepanov p(x)-almost automorphy is much more general than that of (asymptotical) Stepanov p(x)-almost periodicity, and we explictly show this in Proposition 3.5 and Proposition 3.6. Several continuous embeddings between various Stepanov p(x)-almost automorphic spaces are proved in Theorem 3.7, where it is particularly shown that an S p(x) -almost automorphic function has to be Stepanov 1-almost automorphic.
We know that any almost periodic function has to be S p(x) -almost periodic for any measurable function p : [0, 1] → [1, ∞] . This is no longer true for almost automorphy, where we perceive some peculiar differences between almost automorphy and compact almost automorphy, proving that the almost automorphy of a function f : R → X implies its S p(x) -almost automorphy only if we impose the validity of some additional conditions (see Proposition 3.9); all these statements have natural reformulations for asymptotical S p(x) -almost automorphy. In Section 4, we introduce (asymptotically) Stepanov p(x)-almost automorphic functions depending on two parameters and formulate a great number of related composition principles, providing thus slight extensions of results obtained in [9] , [11] and [17] . Keeping this in mind, it is very technical to reword several known results concerning semilinear analogues of the inclusions (5.2)-(5.3) and (DFP) f,γ considered below (see e.g. [19, Theorem 4-Theorem 8; Theorem 10] for more details in this direction). Because of that, in this paper, we will not consider semilinear Cauchy inclusions.
Concerning applications, our main results are given in Section 5, where we analyze the invariance of generalized (asymptotical) almost automorphy in Lebesgue spaces with variable exponents L p(x) under the actions of convolution products (see Proposition 5.1 and Proposition 5.2). Although strengthens some previous results of ours in this direction, we feel duty bound to say that it is very difficult to apply Proposition 5.1 in the case that p(x) is not a constant function. This is no longer case with the assertion of Proposition 5.2, where the use of ergodic Stepanov components with variable exponents plays a crucial role (see also Example 5.3 below). In addition to the above, we propose several open problems, questions, illustrative examples and applications of our abstract results.
We use the standard notation throughout the paper. We assume that (X, · ) is a complex Banach space. If Y is also such a space, then we denote by L(X, Y ) the space of all continuous linear mappings from X into Y ; L(X) ≡ L(X, X). Assuming A is a closed linear operator acting on X, then the domain, kernel space and range of A will be denoted by D(A), N (A) and R(A), respectively. Let I = R or I = [0, ∞). By C b (I : X) we denote the Banach space consisting of all bounded continuous functions I → X, equipped with the sup-norm. The Gamma function is denoted by Γ(·) and the principal branch is always used to take the powers; the convolution like mapping * is given by f * g(t) :
For any s ∈ R, we define ⌊s⌋ := sup{l ∈ Z : s ≥ l} and ⌈s⌉ := inf{l ∈ Z : s ≤ l}.
1.1. Fractional Calculus. The first conference on fractional calculus and fractional differential equations was held in New Haven (1974) . Since then, fractional calculus has gained more and more attention due to its wide applications in various fields of science, such as mathematical physics, engineering, biology, aerodynamics, chemistry, economics etc. Fairly complete information about fractional calculus and fractional differential equations can be obtained by consulting [1] , [7] , [15] , [16] and references cited therein.
In this subsection, we will briefly explain the types of fractional derivatives which will be used in the paper. Essentially, we use only the Caputo fractional derivatives and Weyl-Liouville fractional derivatives of order γ ∈ (0, 1]. They are defined as follows.
Let γ ∈ (0, 1). Then the Caputo fractional derivative D γ t u(t) is defined for those functions u : [0, ∞) → X satisfying that, for every T > 0, we have
see [1, p. 7] for the notion of Sobolev space W 1,1 ((0, T ) : X). The Weyl-Liouville fractional derivative D γ t,+ u(t) of order γ is defined for those continuous functions u : R → X such that t → t −∞ g 1−γ (t−s)u(s) ds, t ∈ R is a well-defined continuously differentiable mapping, by
Multivalued linear operators.
We need some basic definitions and results about multivalued linear operators in Banach spaces (see [4] for more details in this direction). Suppose that X and Y are two Banach spaces. A multivalued map (multimap) A : X → P (Y ) is said to be a multivalued linear operator, MLO for short, iff the following holds:
In the case that X = Y, then we say that A is an MLO in X. It is well known that for any x, y ∈ D(A) and λ, η ∈ C with |λ|+|η| = 0, we have λAx+ηAy = A(λx+ηy). If A is an MLO, then A0 is a linear manifold in Y and Ax = f +A0 for any x ∈ D(A) and f ∈ Ax. Define the range R(A) of A by R(A) := {Ax : x ∈ D(A)}.
Let A be an MLO in X. Then the resolvent set of A, ρ(A) for short, is defined as the union of those complex numbers λ ∈ C for which
−1 is a single-valued linear continuous operator on X.
). Henceforward, we will employ the following condition: . Assume ∅ = Ω ⊆ R. By M (Ω : X) we denote the collection of all measurable functions f : Ω → X; the symbol M (Ω) stands for the collection of all functions f ∈ M (Ω : C) such that f (x) ∈ R for all x ∈ Ω. Furthermore, P(Ω) denotes the vector space of all Lebesgue measurable functions p : Ω → [1, ∞]. For any p ∈ P(Ω) and f ∈ M (Ω : X), set
We define Lebesgue space L p(x) (Ω : X) with variable exponent as follows
see [8, p. 73] . For every u ∈ L p(x) (Ω : X), we introduce the Luxemburg norm of u(·) in the following manner Define [10] ).
We will use the following lemma (see e.g. (i) Let p, q, r ∈ P(Ω), and let
(ii) Let Ω be of a finite Lebesgue's measure, let p, q ∈ P(Ω), and let q ≤ p a.e.
on Ω.
For more details about Lebesgue spaces with variable exponents L p(x) , the reader may consult [5] - [6] , [8] - [10] and [22] .
Generalized almost periodic and generalized almost automorphic functions
Let 1 ≤ p < ∞, and let f, g ∈ L p loc (I : X), where I = R or I = [0, ∞). We define the Stepanov 'metric' by
Furnished with the above norm, the space L p S (I : X) consisted of all S p -bounded functions is a Banach one. We refer the reader to [4] for the notions of almost periodic functions and Stepanov p-almost periodic functions (see also [3] and [17] ).
Let f : R → X be continuous. As it is well known, f (·) is called almost automorphic, a.a. for short, iff for every real sequence (b n ) there exist a subsequence (a n ) of (b n ) and a map g : R → X such that lim n→∞ f t + a n = g(t) and lim n→∞ g t − a n = f (t), (2.1) pointwise for t ∈ R. If this is the case, f ∈ C b (R : X) and the limit function g(·) must be bounded on R but not necessarily continuous on R. It is said that f (·) is compactly almost automorphic iff the convergence in (2.1) is uniform on compacts of R. The vector space consisting of all almost automorphic, resp., compactly almost automorphic functions, is denoted by AA(R : X), resp., AA c (R : X). By Bochner's criterion [3] , any almost periodic function has to be compactly almost automorphic.
The space of pseudo-almost automorphic functions, denoted by P AA(R : X), is defined as the direct sum of spaces AA(R : X) and P AP 0 (R : X), where P AP 0 (R : X) denotes the space consisting of all bounded continuous functions Φ :
Equipped with the sup-norm, the space P AA(R : X) is a Banach one.
Following G. M. N'Guérékata and A. Pankov [14] , we say that a function f ∈ L p loc (R : X) is said to be Stepanov p-almost automorphic, S p -almost automorphic or S p -a.a. shortly, iff for every real sequence (a n ), there exists a subsequence (a
here and hereafter,q(t) := q(t+·), t ≥ 0. The vector space consisting of all S p -almost automorphic functions, resp., asymptotically S p -almost automorphic functions, will be denoted by
The converse statement is false, however.
A function f (·) is said to be (asymptotically) Stepanov almost periodic (automorphic) iff f (·) is (asymptotically) Stepanov 1-almost periodic (automorphic).
Generalized almost automorphic type functions in Lebesgue spaces with variable exponents L p(x)
The following notion of Stepanov p(x)-boundedness has been recently introduced in [4] by using a completely different approach from that one employed in former papers by T. Diagana 
S (I : X) we denote the vector space consisting of all such functions. Denote by ֒→ a continuous embedding between normed spaces. Furnished with the norm · S p(x) , the space L 
In [4] , we have introduced the concept of (asymptotical) S p(x) -almost periodicity as follows:
p(x) (I : X) we denote the vector space consisting of all such functions.
(ii) Let p ∈ P([0, 1]), and let
is asymptotically almost periodic. By AAP S p(x) (I : X) we denote the vector space consisting of all such functions; the abbreviation S
We know that the space AP S p(x) (I : X) is translation invariant in the sense that, for every f ∈ AP S p(x) (I : X) and τ ∈ I, we have f (· + τ ) ∈ AP S p(x) (I : X). A similar statement holds for the space AAP S p(x) ([0, ∞) : X). Now we introduce the concept of S p(x) -almost automorphy as follows:
a. in short, iff for every real sequence (a n ), there exists a subsequence (a n k ) and a function g ∈ L
S (R : X) consisting of all such functions.
For asymptotical S p(x) -almost automorphy, we will use the following notion:
It follows immediately from definition that the spaces AAS p(x) (R : X) and AAAS p(x) ([0, ∞) : X) are translation invariant, with the meaning clear. Furthermore, it can be simply checked that the notions of Stepanov p(x)-boundedness and (asymptotical) Stepanov p(x)-almost automorphy are equivalent with those ones introduced in the previous section, provided that p(x) ≡ p ≥ 1 is a constant function. Furthermore, the following holds:
Proof. Let (a n ) be a given real sequence. By Bochner's criterion [3] , there exists a subsequence (a n k ) of (a n ) and a uniformly continuous bounded function
It suffices to show that there exists a function g : R → L p(x) ([0, 1] : X) such that G(t)(s) = g(t + s) for any t ∈ R and a.e. s ∈ [0, 1]. We define g(·) := G(⌊·⌋)(· − ⌊·⌋). Then it is clear that, for every t ∈ Z, we have
, we only need to prove that G(t)(s) = G(⌊t⌋)(t− ⌊t⌋+ s) for a.e. s ∈ (0, ⌈t⌉− t) and G(t)(s) = G(⌈t⌉)(t− ⌈t⌉+ s) for a.e. s ∈ (⌈t⌉ − t, 1). For the sake of brevity, we will prove the validity of second equality. Since
On the other hand, by (3.2) and 
Therefore, a similar line of reasoning as in almost periodic case shows that the following theorem holds true; for the sake of completeness, we will prove only the second part of (i),
, it readily follows that there is a finite constant c > 0, independent of f (·), such that
This completes the proof.
Problem. In [4], we have proved the following: If
The proof given in the above-mentioned paper does not work for almost automorphy with variable exponent. Because of that, we would like to ask whether the
and
The subsequent lemma can be deduced following the lines of proof of [4, Proposition 3.5]:
For the sequel, it is worth noting that, due to an elementary line of reasoning, we have AA c (R : X) = AAS ∞ (R : X) ∩ C b (R : X). Hence, the function f (·) cannot belong to the class AAS p(x) (R : X) if f (·) is almost automorphic, not compactly almost automorphic, and p(x) ≡ ∞, x ∈ [0, 1]. Similarly, if g(·) is almost automorphic, not compactly almost automorphic and q ∈ C 0 ([0, ∞) : X), then the function f ≡ g + q cannot belong to the class AAAS ∞ ([0, ∞) : X). In the following proposition, we will find a simple sufficient condition on p ∈ P([0, 1]) ensuring that an (asymptotically) almost automorphic function is (asymptotically) S p(x) -almost automorphic:
Proposition 3.9. Let p ∈ P([0, 1]), let f : R → X be almost automorphic, resp., f : [0, ∞) → X be asymptotically almost automorphic, and let
Proof. The argumentation used in almost periodic case shows that f (·) is S p(x) -bounded and f L p(x) S ≤ f ∞ . Let (b n ) be a given real sequence. Then there exist a subsequence (a n ) of (b n ) and a map g : R → X such that (2.1) holds, pointwise for t ∈ R. It is well known that g ∈ L ∞ (R : X) and, by [4, Proposition 3.
(R : X). Due to (3.3), we get that the Lebesgue measure of the set {x ∈ [0, 1] : p(x) = ∞} is equal to zero and therefore any essentially bounded function h : R → X satisfies that, for every λ > 0, we have [4] . By Proposition 3.5, we have that
In [4] , we have further analyze the special case that f (x) := sin x + sin √ 2x, x ∈ R and p(x) := 1 − ln x, x ∈ [0, 1], showing that F / ∈ AP S p(x) (R : C). Now we will verify that F / ∈ AAS p(x) (R : C). For this, it is sufficient to construct a real sequence (a n ) such that, for every n ∈ N and every λ ∈ (0, 2/e), we have
(see (3.1) with t = 0, and observe that in this case the sequence F (a n k + ·) k∈N needs to be a Cauchy one in L p(x) [0, 1]). But, we have proved that, for any λ ∈ (0, 2/e), any l > 0, any interval I ⊆ R \ {0} of length l > 0 and any τ ∈ I, there exists t ∈ R such that
Let λ ∈ (0, 2/e) be arbitrarily chosen, l = 1, I = I n = [n, n + 1] and τ = n. Then we can find t = t n such that (3.4) holds, so that the claimed follows by plugging a 2n−1 := t n and a 2n := t n + n (n ∈ N).
In the case that f (x) := sin x, x ∈ R, we have also proved that the function F (·) is S p(x) -almost periodic for any p ∈ P([0, 1]). By Proposition 3.5, we have that
To the best knowledge of authors, in the existing literature concerning Stepanov almost automorphic functions, the authors have examined only such functions that are Stepanov p-almost automorphic for any exponent p ∈ [1, ∞), and therefore, Stepanov p(x)-almost automorphic for any function p ∈ D + ([0, 1]) (cf. Theorem 3.7(ii)). Therefore, it is natural to ask whether there exists a Stepanov almost automorphic function that is not Stepanov p-almost automorphic for certain exponent p ∈ (1, ∞). The answer is affirmative and, without going into full problematic concerning this and similar questions, we would like to recall that H. Bohr and E. Følner have constructed, for any given number p > 1, a Stepanov almost periodic function defined on the whole real axis that is Stepanov p-bounded and not
Stepanov p-almost periodic (see [2, Example, ). This function, denoted here by f (·), is clearly Stepanov almost automorphic and now we will prove that f (·) cannot be Stepanov p-almost automorphic. Consider, for the sake of simplicity, the case that h 1 = 2 in the afore-mentioned theorem and suppose the contrary. 
With x = −3/2, this implies
which is in contradiction with the estimate 
We need to recall the following well-known definition (see e.g. [3] and [17] for more details):
(i) A jointly continuous function f : R × Y → X is said to be almost automorphic iff for every sequence of real numbers (s
is well defined for each t ∈ R and y ∈ Y, and
for each t ∈ R and y ∈ Y. The vector space consisting of such functions will be denoted by AA(R × Y : X). We introduce the notions of a Stepanov two-parameter p(x)-almost automorphic function and an asymptotically Stepanov two-parameter p(x)-almost automorphic function as follows:
(R : X). Then we say that f (·, ·) is Stepanov p(x)-almost automorphic iff for every y ∈ Y the mapping f (·, y) is S p(x) -almost automorphic; that is, for any real sequence (a n ) there exist a subsequence (a n k ) of (a n ) and a map g :
S (R : X) for all y ∈ Y as well as that:
for each t ∈ R and for each y ∈ Y. We denote by AAS p(x) (R × Y : X) the vector space consisting of all such functions.
is asymptotically almost automorphic. The collection of such functions will be denoted by
The following well-known result of Fan et al. [11] is reformulated here for Stepanov p(x)-almost automorphy:
The following result generalizes that one established by Ding et al. [9] (see e.g. [3, pp. 134-138] ) . The proof is similar and therefore omitted: Theorem 4.5. Let I = R, and let p ∈ P([0, 1]). Suppose that the following conditions hold:
and there exist a function r ∈ P([0, 1]) such that 
S (I) such that (4.1) holds with the function f (·, ·) replaced by the function g(·, ·) therein.
(ii) v ∈ AAS p(x) (I : X), and there exists a set E ⊆ I with m(E) = 0 such that
q(x) (I : X).
5. Generalized (asymptotical) almost automorphy in Lebesgue spaces with variable exponents L p(x) : actions of convolution products and some applications We start this section by stating the following generalization of [19, Proposition 5] (the reflexion at zero keeps the spaces of Stepanov p-almost automorphic functions unchanged, which may or may not be the case with the spaces of Stepanov p(x)-almost automorphic functions):
is well-defined and almost automorphic.
Proof. The proof of theorem is very similar to that of above-mentioned proposition since the Hölder inequality holds in our framework (see Lemma 1.1(ii)) and any element of L p(x) ([0, 1] : X) is absolutely continuous with respect to the norm · L p(x) (see [10, Definition 1.12, Theorem 1.13]), which clearly implies that the translation mapping t →ǧ(· − t) ∈ L p(x) ([0, 1] : X), t ∈ R is continuous (we need this fact for proving the continuity of mapping F k (·) appearing in the proof of [19, Proposition 5] , k ∈ N). The remaining part of proof can be given by copying the corresponding part of proof of above-mentioned proposition.
In general case p ∈ P([0, 1]), there are elements of L p(x) ([0, 1]) that are not absolutely continuous with respect to the norm · L p(x) ; see e.g. [20, p. 602] . In this case, Proposition 5.1 continues to hold if we impose the condition on continuity of mapping t →ǧ(·−t) ∈ L p(x) ([0, 1] : X), t ∈ R in place of condition p ∈ D + ([0, 1]). Proposition 5.1 can be simply incorporated in the study of existence and uniqueness of almost periodic solutions of the following abstract Cauchy differential inclusion of first order
and the following abstract Cauchy relaxation differential inclusion
where A is an MLO satisfying the condition (P), D γ t,+ denotes the Weyl-Liouville fractional derivative of order γ ∈ (0, 1) and g : R → X satisfies certain assumptions; see [4] and [17] for further information in this direction.
In the following proposition, we state some invariance properties of generalized asymptotical almost automorphy in Lebesgue spaces with variable exponents L
under the action of finite convolution products. This proposition generalizes [19, Proposition 6] provided that p > 1 in its formulation.
is a strongly continuous operator family satisfying that, for every t ≥ 0, we have that 
Then the function H(·), given by
is well-defined, bounded and belongs to the class AAS p(x) (R :
, with the meaning clear.
Proof. Define G(·) by (5.1) and F (·) by
It can be simply shown that the function F 1 (·) is well-defined and bounded because q(·) is S p(x) -bounded and m 0 < ∞; cf. the proof of [4, Proposition 3.14]. Furthermore, the integral ∞ t R(s)g(t − s) ds = F 2 (t) is well-defined for all t ≥ 0, which follows by applying Lemma 1.1(ii):
Since H(t) = G(t) + F (t) for all t ≥ 0, we get that the function H(·) is well-defined and bounded; due to Proposition 5.1, it remains to be shown that the mappinĝ
Let k ∈ N 0 . For the continuity of mapping t → F k,2 (t) := t+k+1 t+k R(s)g(t − s) ds, t ≥ 0, let us assume that (t n ) is a sequence of positive reals converging to some fixed number t ≥ 0. Having in mind Lemma 1.1(ii), we obtain that c j g αn−αj +i+ζ+1 * f (·)Cx ∈ A g αn−α * u (·), where ζ ≥ 0 is appropriately chosen, C ∈ L(X) commutes with A, c j ≥ 0 for 1 ≤ j ≤ n − 1, 0 ≤ α 1 < · · · < α n , 0 ≤ α < α n and f (·) satisfies the requirements of Proposition 5.2 (cf. [13] for the notion of sets D i and more details on the subject).
In what follows, we will briefly explain how one can apply Proposition 5.2 in the study of qualitative analysis of solutions of the following fractional relaxation inclusion (DFP) f,γ : D γ t u(t) ∈ Au(t) + f (t), t > 0, u(0) = x 0 , where D γ t denotes the Caputo fractional derivative of order γ ∈ (0, 1], x 0 ∈ X and f : [0, ∞) → X satisfies certain properties. Let (S γ (t)) t>0 and (P γ (t)) t>0 be the operator families defined in [4] . Then we have the existence of two finite constants M 1 > 0 and M 2 > 0 such that S γ (t) + P γ (t) ≤ M 1 t γ(β−1) , t > 0 (5.5) and S γ (t) ≤ M 2 t −γ , t ≥ 1, P γ (t) ≤ M 2 t −2γ , t ≥ 1. (5.6) Set R γ (t) := t γ−1 P γ (t), t > 0. By a mild solution of (DFP) f,γ , we mean any function u ∈ C([0, ∞) : X) satisfying that u(t) = S γ (t)x 0 + t 0 R γ (t − s)f (s) ds, t ≥ 0.
The estimates (5.5)-(5.6) and the representation formula for u(·) are crucial for applications of Proposition 5.2. We provide below an illustrative example:
Example 5.4. Let x 0 ∈ X belong to the domain of continuity of (T (t)) t>0 , i.e., lim t→0+ T (t)x = x. Then we know [17] that lim t→0+ S γ (t)x = x so that the mapping t → S γ (t)x, t ≥ 0 is continuous and tends to zero as t → +∞. Let p, q ∈ (1, ∞), and let q(γβ − 1) > −1. Assume that p(x) ≡ r 2 (x) ≡ p (x ∈ [0, 1]) and r 1 ∈ P([0, 1]). Then R(·) L q [0,1] < ∞ and the computation similar to that one established in [18, Remark 2.14(ii)] shows that m t < ∞ for all t ≥ 0 as well as that the mapping t → m t , t ≥ 0 is continuous and satisfies m t ≤ Const.t ν(−1−γ) , t ≥ 1, where ν ∈ (0, 1) is chosen so that (1 − ν)(1 + γ) > 1. By Lemma 3. 
