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In 1980 Michelsohn defined a differential operator on sections of the complex Clifford bundle over
a compact Kähler manifold M . This operator is a differential and its Laplacian agrees with the
Laplacian of the Dolbeault operator on forms through a natural identification of differential forms
with sections of the Clifford bundle. Relaxing the condition that M be Kähler, we introduce two
differential operators on sections of the complex Clifford bundle over a compact almost Hermitian
manifold which naturally generalize the one introduced by Michelsohn. We show surprising Kähler-
like symmetries of the kernel of the Laplacians of these operators in the almost Hermitian and
almost Kähler settings, along with a correspondence of these operators to operators on forms
which are of present interest in almost complex geometry.
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Given a smooth manifold M de Rham gave us a way of viewing the differential forms on M as
a cochain complex computing the real cohomology of M with differential d, the exterior derivative
on forms. The space of forms Ω(M) is integrally graded as the space of sections of the exterior
algebra bundle on the dual of TM . Additionally d is an elliptic differential operator of degree 1.
This graded differential algebra is a fundamental object of study within geometry and topology,




holds the real homotopy type of M .
In the presence of a metric on M the operator d and sections of the exterior bundle Ω(M) =
Γ(Λ(M)) can be replaced with the Riemannian Dirac operator D̃ and sections of the Clifford
bundle Γ(Cl(M)), respectively. The bundle Cl(M) is isomorphic to Λ(M) as a vector bundle, but
the multiplication is not preserved by the isomorphism. The operator D̃ is an elliptic self adjoint
operator on sections of Cl(M) which factorizes the Laplacian of d. That is, D̃ = d+ d∗.
There are some notable consequences of this replacement: Cl(M) has no natural integral grad-
ing and the Dirac operator is generically not a differential. In effect, by this switch, we lose the
cochain complex. What we gain is Hodge theory.
Recent advances in almost complex geometry show that a valuable topological insight into an
almost complex manifold M is given by the harmonic forms of certain differential operators on
Ω(M). On an almost complex manifold M of dimension 2n the exterior derivative d over the
complexification ΩC(M) decomposes into 4 components in bidegree. Namely,
d = ∂ + µ+ ∂ + µ
where ∂, µ, ∂, µ are of bidegree (1, 0), (−1, 2), (0, 1), (2,−1) respectively.
Given a compatible metric there is a real linear isomorphism induced from complex conjugation










where L = ω ∧ ·,Λ = L∗, and H = [Λ, L]. In the case the form ω is d closed,
there are local commutation relations between the components of the exterior derivative and these
operators L,Λ, H called the almost Kähler identities, which translate over compact manifolds via
Hodge theory to a representation on these classical sl(2) operators on the space of certain harmonic
forms. For T an elliptic differential operator on forms or sections of the Clifford bundle we denote
by HT = ker(∆T ) the space of T harmonic forms.
Wilson and Cirici show in [CW20b] that over a compact almost Kähler manifold M the oper-










where Hp,qT are the T harmonic forms in a particular bidegree (p, q).
Tomassini and Tardini in [TT20] consider the operator δ = ∂+µ and showed the corresponding





where Hkδ ⊂ H
k









Following Michelsohn [Mic80] we introduce a bidegree decomposition of the complex Clifford





and an sl(2) representation on Cl(M) generated by operators L,L,H. Furthermore there is an
operator I called the transpose map inducing complex linear isomorphisms
I : Clr,s(M) ∼−→ Clr,−s(M).
Generalizing Michelsohn’s results in [Mic80], we introduce two elliptic differential operators
D,B and BI = IBI on sections of Cl(M). Additionally we define an operator ε = ∂ − iρ∂
on ΩC(M) where ρ∂ is a zero order operator vanishing if and only if ∂ω = ∂ω = 0. We prove
local commutation relations between these operators and the generators of the respective sl(2)
representations. We show
Proposition 5.30: Let M be a compact almost Hermitian manifold. Complex conjugation c
on Cl(M) induces complex anti-linear isomorphisms







c : Hr,sD −→H
−r,−s
D .
Proposition 5.31: Let M be a compact almost Hermitian manifold. The transpose map I
induces complex linear isomorphisms







I : Hr,sD −→H
r,−s
D .
Theorem 5.32: Let M be a compact almost Hermitian manifold. The Lie algebra generated by(
H,L,L
)
on ΓCl(M) defines a finite dimensional sl(2) representation on the space HB ∩HBI .
Theorem 5.33: Let M be a compact almost Hermitian manifold. Through the isomorphism
ΓCl(M) ∼= ΩC(M) we have
HB ∩HBI ∼= Hε ∩Hε.
Theorem 5.34: Let M be a compact almost Kähler manifold. The Lie algebra generated by(
H,L,L
)
on ΓCl(M) defines a finite dimensional sl(2) representation on the space HD.
Theorem 5.35: Let M be a compact almost Kähler manifold. Through the isomorphism
ΓCl(M) ∼= ΩC(M) we have
HD ∼= Hδ.
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Corollary 5.36: On any compact almost Hermitian manifold M there is a map g, called the







Moreover, on any compact almost Kähler manifold M we have that
Hq−p,n−p−qD
g∼= Hp,qδ .
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Chapter 2
The Clifford Algebra
2.1 The Clifford Algebra
Let V be a finite dimensional inner product space over R of dimension 2n. We denote by V ∨
the dual space, canonically isomorphic to V by the map sending v 7→ 〈v, ·〉 for v ∈ V . We denote by
] : V ∨ → V the inverse map, so that ] : 〈v, ·〉 7→ v. Occasionally we will shorten this by 〈v, ·〉] = v.
For any operator T on V we denote by T∨ the operator on V ∨ defined by
T∨ (〈v, ·〉) def= 〈v, T ·〉.
We define the Clifford Algebra of V , denoted by Cl(V ), to be the vector space Λ(V ), with multi-
plication defined by
v · ϕ = v ∧ ϕ− vy ϕ = Ev(ϕ)− Iv(ϕ)
for any v ∈ V and ϕ ∈ Cl(V ), where Ev = v ∧ · and
Iv(ϕ) = vy (ϕ1 ∧ · · · ∧ ϕp) =
∑
j
(−1)j+1〈v, ϕj〉ϕ1 ∧ · · · ∧ ϕ̂j ∧ · · ·ϕp.
From the above definition of multiplication in Cl(V ), one can obtain a similar formula
ϕ · v = (−1)p(Evϕ+ Ivϕ) where again v ∈ V and ϕ ∈ Λp(V ).
One can readily see from this definition of the algebra Cl(V ) that V ⊂ Cl(V ) as a vector subspace.










n⊗nj=1V is the tensor algebra of V and where I is the two-sided ideal generated
by elements of the form v ⊗ v + 〈v, v〉. I.e.
I =
(





There is a universal property for the Clifford algebra as follows, Cf. [Har90]
Proposition 2.1: Let V be a real inner-product space and A an algebra over R. Then for any
linear map T : V → A so that T (v) · T (v) = −〈v, v〉 there is a unique algebra map
Talg : Cl(V )→ A







Note that the above proposition immediately implies that all orthogonal operators on V extend to
automorphisms of Cl(V ): Just take A = Cl(V ).
An Almost Complex Structure on V is an operator J on V so that J2 = −Id. If V has an
almost complex structure then for any non-zero vector v ∈ V we have the list v, Jv is linearly
independent. Hence V must be even dimensional.
When V has an orthogonal almost complex structure J there are two useful ways to extend J
to an endomorphism of Cl(V ). One way is as an algebra automorphism
Jalg(v1 · · · vp) = J(v1) · · · J(vp)
and the other is as a derivation
Jder(v1 · · · vp) =
∑
j
v1 · · · Jvj · · · vp.
These two extensions are related as follows: The family of orthogonal transformations of V given by
Jt = cos(t)Id+ sin(t)J induce a family of algebra automorphisms Jalg(t) of Cl(V ). Differentiating
Jalg(t) at the identity one obtains Jder.




ej · Jej .
We observe that through the algebra isomorphism Λ(V ) ∼= Λ(V )∨ we have
2ω̂ = ω
def
= 〈J ·, ·〉 ∈ Λ2(V )∨.
Proposition 2.2: [Mic80] For any ϕ ∈ Cl(V ) we have Jder(ϕ) = ω̂ · ϕ− ϕ · ω̂.
(proof ) Define Ĵ (ϕ) = ω̂ · ϕ− ϕ · ω̂. Then Ĵ is a derivation, as for any ϕ,ψ ∈ Cl(V ) we have
Ĵ (ϕ · ψ) = ω̂ · ϕ · ψ − ϕ · ω̂ · ψ + ϕ · ω̂ · ψ − ϕ · ψ · ω̂ = Ĵ (ϕ) · ψ + ϕ · Ĵ (ψ).
Furthermore, for any ek we have
ω̂ · ek − ek · ω̂ = 12
∑
j




(ej · ek + ek · ej) · Jej = Jek
where the last equality follows from ej · ek = −δj,k by definition of Clifford multiplication. We
conclude Ĵ and Jder agree on elements of V . Since derivations on Cl(V ) agreeing on V are equal,
we conclude Ĵ = Jder.
3
We additionally define Ĥ on Cl(V ) by Ĥ(ϕ) = ω̂ · ϕ+ ϕ · ω̂. On Λ(V )∨ we recall the well known
sl(2) operator L(ϕ) def= ω ∧ ϕ and its adjoint Λ def= L∗, so that Λ(ϕ) = −ωy ϕ.
Proposition 2.3: [Mic80] Through the vector space identification Cl(V ) ∼= Λ(V )∨ we have
Ĥ = L− Λ.
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3
Two Useful Involutions of Cl(V )
Consider the antipodal involution α : V → V given by α(v) = −v. Since α is an isometry of V
we have that α extends to an automorphism of Cl(V ).
Definition 2.4: We define the antipodal map α : Cl(V ) → Cl(V ) to be the antipodal map on
V extended to an algebra automorphism of Cl(V ).
Observe that α gives an eigenspace decomposition of Cl(V ) = Cl0(V )⊕Cl1(V ) where α(ν) = ν if
ν ∈ Cl0(V ) and α(ν) = −ν if ν ∈ Cl1(V ). Moreover, when V has an almost complex structure J ,
then as J2(v) = α(v) we have that Jalg is a square root of α.




V defined, for vectors v1, . . . , vk ∈ V by
I(v1 ⊗ · · · ⊗ vk) = vk ⊗ · · · ⊗ v1. Since for any v ∈ V we have
I
(
v ⊗ v + 〈v, v〉
)
= v ⊗ v + 〈v, v〉
it follows that I descends to a map I : Cl(V ) −→ Cl(V ).
Definition 2.5: We define the tranpose map to be the algebra anti-automorphism
I : Cl(V ) −→ Cl(V )
Note that, as with α, we have that I2 = Id on Cl(V ).
We let
Cl(V ) = Cl(V )⊗ C and ΛC(V ) = Λ(V )⊗ C
be the complexification of the algebras. Furthermore we let V 1,0 and V 0,1 be the i and −i
eigenspaces respectively of J , complex-linearly extended to V ⊗ C. Given a J adapted basis
e1, . . . , en, Je1, . . . , Jen of V then both Cl(V ) and ΛC(V ) inherit a basis of the form
ε1, . . . , εn, ε1, . . . , εn where
εj =
1
2 (ej − iJej) ∈ V
1,0 and εj = 12 (ej + iJej) ∈ V
0,1 for j = 1, . . . , n.
Evidently this basis is orthogonal with respect to the natural hermitian extension of the inner
product defined on V ⊗ C by
〈v ⊗ z, w ⊗ λ〉C = zλ〈v, w〉.
All of the basis vectors ε1, . . . , εn, ε1, . . . , εn anti-commute in Cl(V ) except for pairs of the form
εk, εk where one can check that the only remaining multiplicative relation is
εkεk + εkεk = −1.
For ΛC(V ) the orthogonal decomposition V ⊗C = V 1,0⊕V 0,1 gives rise to a natural bigrading
of the algebra. Namely for any k = 0, . . . , 2n we have
ΛkC(V ) = Λ
k (V ⊗ C) = Λk
(







Λp,q(V ) = Λp(V 1,0)⊗ Λq(V 0,1).
Let v1, . . . , v2n be an orthonormal basis and let vol
def
= v1 ∧ · · · ∧ v2n ∈ Λ2n(V ). We recall the
Hodge Star operator defined on Λ(V ) by
ϕ ∧ ∗ψ = 〈ϕ,ψ〉 vol for any ϕ,ψ ∈ Λk(V ).
This operator is complex linearly extended to ΛC(V ) by requiring
ϕ ∧ ∗ψ = 〈ϕ,ψ〉C vol for any ϕ,ψ ∈ ΛkC(V ).
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One also complex linearly extends the canonical real isomorphism V ∼= V ∨ to a complex isomor-
phism
V ⊗ C ∼= V ∨ ⊗ C.
The space V ∨⊗C = HomR(V,C) is naturally identified with the complex dual space (V ⊗C)∨ =
HomC(V ⊗ C,C), yielding a complex linear isomorphism
V ⊗ C ∼= (V ⊗ C)∨.
Letting (·, ·) be the complex bilinear extension of the inner product 〈·, ·〉 to V ⊗C we observe that
V 1,0 ∼= (V ∨)0,1 and V 0,1 ∼= (V ∨)1,0 under this isomorphism, as
Jv 7→ (Jv, ·) = −(v, J ·) = −J∨((v, ·)).
Thus
Λp,q(V ) ∼= Λq,p(V ∨).
2.2 An sl(2) Representation on Cl(V )
We can introduce a slew of operators on Cl(V ) by complex linearly extending the ones in-
troduced on Cl(V ). However, there are operators on Cl(V ) which are of great interest and are
not the complex extension of an operator on Cl(V ). Of course, the complex anti-linear map
c : Cl(V )→ Cl(V ) given by complex conjugation c : ϕ 7→ ϕ is an example of this.




εk · ϕ · εk and L(ϕ) = −
∑
k
εk · ϕ · εk.
We define their commutator H def= [L,L]. Michelsohn showed
Proposition 2.6: [Mic80] The operators L,L, and H satisfy the relations
[H,L] = 2L and [H,L] = −2L.
In particular the subalgebra of End(Cl(V )) generated by the operators L,L,H is an sl(2,C) rep-
resentation of Cl(V ).






ej · Jej .
We observe that through the identification Λ2C(V ) ∼= Λ2C(V ∨) we have ω0 = 12iω.
Proposition 2.8: [Mic80] For any ϕ ∈ Cl(V ) we have H(ϕ) = ω0 · ϕ+ ϕ · ω0 = −iĤ(ϕ)
(proof ) We observe that
[L,L] = LL − LL = LL − LL = 2iIm(LL)
where Im denotes the imaginary part of an operator. A straightforward computation shows that
for any ϕ ∈ Cl(V )
Im(LL)(ϕ) = − 14
∑
j
ej · Jej · ϕ+ ϕ · ej · Jej = − 14 (ϕ · ω + ω · ϕ)
and thus by the identity ω0 = − i2ω we have
[L,L]ϕ = 2iIm(LL)(ϕ) = − i2 (ϕ · ω + ω · ϕ) = ω0 · ϕ+ ϕ · ω0.
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3
For convenience we define the derivation J on Cl(V ) by
J = 1i Jder.
The following claim is immediate
Proposition 2.9: For any ϕ ∈ Cl(V ) we have J (ϕ) = ω0 · ϕ− ϕ · ω0 .
Moreover we have the
Proposition 2.10: [Mic80] The operators J and H commute.
(proof )
JH(ϕ) = J (ω0 · ϕ+ ϕ · ω0) = ω20 · ϕ− ω0 · ϕ · ω0 + ω0 · ϕ · ω0 − ϕ · ω20
= ω0 · J (ϕ) + J (ϕ) · ω0 = HJ (ϕ) for any ϕ ∈ Cl(V ).
3
We define
Clr,s(V ) def= {ϕ ∈ Cl(V ) | J (ϕ) = rϕ and H(ϕ) = sϕ} .
By commutativity of H and J we have a bigrading Cl(V ) =
⊕
r,s Clr,s(V ).
Proposition 2.11: [Mic80] ILI = L, ILI = L, IHI = −H and IJI = J . Consequently,
I induces an automorphism of the sl(2,C) representation, and an isomorphism
I : Clr,s(V ) ∼−→ Clr,−s(V ).




I(εj ·Iϕ · εj) = −
∑
j
εj · ϕ · εj = L(ϕ),
IJI(ϕ) = I(ω0 ·Iϕ−Iϕ · ω0) = ω0 · ϕ− ϕ · ω0 = J (ϕ),
IHI(ϕ) = I(ω0 ·Iϕ+ Iϕ · ω0) = −ω0 · ϕ− ϕ · ω0 = −H(ϕ).
3
Similarly, for the operation c : Cl(V )→ Cl(V ) of complex conjugation, we have
Proposition 2.12: [Mic80] cLc = L, cLc = L, cHc = −H and cJ c = −J . Consequently, c
induces an automorphism of the sl(2,C) representation, and an isomorphism
c : Clr,s(V ) ∼−→ Cl−r,−s(V ).




c(εj · cϕ · εj) = −
∑
j
εj · ϕ · εj = L(ϕ),
cJ c(ϕ) = c(ω0 · c(ϕ)− c(ϕ) · ω0) = −ω0 · ϕ+ ϕ · ω0 = −J (ϕ),
cHc(ϕ) = c(ω0 · c(ϕ) + c(ϕ) · ω0) = −ω0 · ϕ− ϕ · ω0 = −H(ϕ).
3
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εj · Jalgϕ · εj
)
= L(ϕ) and Jalgω0 = ω0 the following identities are
also quickly obtained
Proposition 2.13: J−1algLJalg = L, J
−1
algLJalg = L, J
−1
algHJalg = H and J
−1









(proof ) Let J ′der be the extension of J on V to a derivation of Λ(V ). Evidently for a linearly
independent list v1, . . . , vp ∈ V we have through the identification Cl(V ) ∼= Λ(V )
Jder(v1 · · · vp) =
∑
j
v1 · · · Jvj · · · vp =
∑
j
v1 ∧ · · · ∧ Jvj ∧ · · · ∧ vp = J ′der(v1 ∧ · · · ∧ vp)
By the fact that J 7→ −J∨ under V ∼= V ∨ we see that
Jder ∼= −J
′∨
der on Cl(V ) ∼= Λ(V )∨
Defining J = 1i Jder and J
′ = 1i J
′∨
der on the complexifications we have that the r
th eigenspace






We recall the operators L,Λ, H, defined on ΛC(V ∨) by




where Πp : ΛC(V )→ ΛpC(V ) is the usual projection. They satisfy
[H,Λ] = 2Λ, [H,L] = −2L, and [Λ, L] = H.
These operators give the standard sl(2,C) representation on the bigraded exterior algebra Λr,s(V ∨)
preserving the main diagonal lines. There is a correspondence between this sl(2,C) representation
and the one on the bigraded Clifford algebra introduced above.












H + i(Λ + L)
)
(proof ) Let ϕ ∈ Λp(V ∨) ⊂ Λ(V ∨) ∼= Cl(V ) and recall that for any v ∈ V we have v ·ϕ ∼= Evϕ−Ivϕ




2iH(ϕ) = ω · ϕ+ ϕ · ω =
2n∑
k=1
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Let v1, . . . , v2n be an orthonormal basis of V . Define the operator Ĥ : Cl(V )→ Cl(V ) by Ĥ(ϕ) =
−
∑2n




vj · ϕ · vj = −
p∑
j=1
vj · v1 · · · vp · vj −
2n∑
j=p+1




v1 · · · vp + (−1)p+2
2n∑
j=p+1
v1 · · · vp
= (−1)p+1
(
pv1 · · · vp − (2n− p)v1 · · · vp
)
= 2(n− p)(−1)pv1 · · · vp = 2(n− p)α(v1 · · · vp).
Similarly if ϕ = vj1 · · · vjp for 1 ≤ j1 < · · · < jp ≤ 2n we have Ĥ(ϕ) = 2(n − p)α(ϕ). Note that




(n− p)Πp(ϕ) = 2H(ϕ) for any ϕ ∈ Λ(V ∨),

















ej · ϕ · ej −
n∑
j=1




2(L − L) = [H,L] + [H,L] = [H,L+ L]





= −2iα(Λ + L)
where in the third to last equality we use that α commutes with Λ and L. Thus we have the
correspondences
L+ L = αH,





Adding and subtracting these two identities gives the result.
3
We note that the involution α commutes with the operators L,L,H on Cl(V ) as well as with
the operators L,Λ, H on ΛC(V ∨). Furthermore the algebra generated by the operators
i(Λ− L), 12 (H − i(Λ + L)),
1
2 (H + i(Λ + L))
give an sl(2,C) representation on ΛC(V ∨) (they satisfy the bracket relations) coinciding with the
usual one by a change of basis. These operators correspond to H, αL, αL which generate an sl(2,C)
representation on Cl(V ).
We now illustrate a beautiful relationship between the twisted sl(2,C) operators H, αL, αL on
Cl(V ) and the usual Hodge operators H,L,Λ on ΛC(V ∨) due to Michelsohn.
10 Chapter 2 Samuel Hosmer
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Proposition 2.16: [Mic80] Let g = exp(−πi4 H)exp(
π
4 (Λ − L)) ∈ SL(2,C). Then we have the
following identities on Cl(V ) ∼= ΛC(V ∨)
H = gHg−1 αL = gΛg−1 and αL = gLg−1



























































 = exp(−πi4 H0)exp(π4 (Λ0 − L0)).
It is quick to check that
g0H0g
−1





2 (H0 + i(Λ0 + L0))
and g0Λ0g−10 =
1
2 (H0 − i(Λ0 + L0)) .
The Lie algebra representation ρalg : sl(2,C) −→ End(Cl(V )) corresponds to a unique Lie group
representation ρgp : SL(2,C) −→ Aut(Cl(V )). By naturality of exp we have for any X ∈ sl(2,C)
exp(ρalg(X)) = ρgp(exp(X)),
and by definition of Adg0 (as the derivative of conjugation by g0 at the identity) we have
ρalg(Adg0(X)) = Adρgp(g0)(ρalg(X)).
Setting ρgp(g0) = g and ρalg(δ0) = δ for any δ ∈ {Λ, L,H} gives the result.
3
Definition 2.17: The element g = exp(−πi4 H)exp(
π
4 (Λ−L)) is called the Hodge automorphism.
Proposition 2.18: The Hodge automorphism induces an isomorphism
g−1 : Clp−q,n−p−q(V ) ∼−→ Λp,q(V ∨).
(proof ) Let ϕ ∈ Cl(V ) ∼= ΛC(V ) and suppose that ϕ ∈ Clr,s(V ) with r = q − p and s = n− p− q
for some integers p, q ≥ 0.
As
sg−1ϕ = g−1Hϕ = g−1gHg−1ϕ = Hg−1ϕ
and
rg−1ϕ = g−1Jϕ = J g−1ϕ
the result follows from the observation that
Λp,q(V ∨) = {ϕ ∈ ΛC(V ) | J (ϕ) = (q − p)ϕ and H(ϕ) = (n− q − p)ϕ} .
3
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Chapter 3
Dirac Operators on the Clifford
Bundle
3.1 The Clifford Bundle
LetM be a Riemannian almost complex manifold with an orthogonal J . Henceforth such anM
will be called an almost Hermitian manifold. The vector bundle Cl(M) is the associated bundle to
the tangent bundle TM with fibers Cl(Tx(M)) for every x ∈M . Similarly Cl(M) = Cl(M)⊗ C.
The canonical vector bundle isomorphism Cl(M) ∼= Λ(M) is given by extending the linear




→ Λx(M) defined by ηx : vx → (Evx − Ivx)(1) to a linear map
ηx : Clx(M)→ Λx(M). The bundle map η : Cl(M)→ Λ(M) is an isomorphism of vector bundles.
However evidently the algebra structure on each fiber is not preserved by the map. One has that
vx · ϕx ∼= vx ∧ ϕx − vxy ϕx where the ϕ is identified through η.
Proposition 3.1: Any affine metric connection canonically extended to Γ(Cl(M)) or Γ(Λ(M))
as a derivation commutes with the canonical vector bundle isomorphism Cl(M)
η∼= Λ(M).







Note that, for any v ∈ TM we have that ∇X(v · ϕ) = ∇X(v) · ϕ+ v · ∇X(ϕ).
Hence
η(∇X(v · ϕ)) = ∇X(v) ∧ ϕ+ v ∧∇X(ϕ)−∇X(v)y ϕ− vy ∇X(ϕ).
Since ∇ also extends as a derivation on Γ(Λ(M)) we also have
∇X(v ∧ ϕ) = ∇X(v) ∧ ϕ+ v ∧∇X(ϕ).















(−1)j+1〈v,∇Xϕj〉ϕ1 ∧ · · · ∧ ∇̂X(ϕj) ∧ · · · ∧ ϕp.
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Using that ∇ is metric, this expression ∇X(vy ϕ) takes the form
∇X(vy ϕ) = vy ∇X(ϕ) +
∑
j
(−1)j+1〈∇Xv, ϕj〉ϕ1 ∧ · · · ∧ ϕ̂j ∧ · · ·ϕp
= vy ∇X(ϕ) +∇X(v)y ϕ.
But
∇X(η(v · ϕ)) = ∇X(v ∧ ϕ)−∇X(vy ϕ)
and hence
η(∇X(v · ϕ)) = ∇X(η(v · ϕ)).
3
3.2 The Riemannian and Hermitian Dirac Operators
We will be interested in affine metric connections ∇ on an almost Hermitian manifold satisfying
∇(J) = 0. Such connections are said to be Hermitian connections. As we will soon see, such
connections are characterized by a vector valued 2-form called the torsion of the connection.
Definition 3.2: We set ∇̃ to be the unique affine metric connection on M of zero torsion.
Namely, let ∇̃ be the Levi-Civita connection on M .





and β ∈ Ω1(M)(
∇̃Y β
)





Definition 3.3: Let v1, . . . , v2n be a local orthonormal frame of TM ∼= TM∨. We define the





As a consequence of the fact that ∇̃ is torsion free, it is straightforward to verify [LM89] that this
definition of the exterior derivative agrees with the usual one. In particular one can check that d
is a graded derivation, agreeing with the gradient on smooth functions, and that d2 = 0. It is also
known [Huy05] that d and ∇̃ are related by
dϕ(v1, . . . , vk+1) =
∑
j
(−1)j+1∇̃vjϕ(v1, . . . , v̂j , . . . , vk+1) for any ϕ ∈ Ωk(M).
Let πp,q : ΩC(M) → Ωp,qC (M) be the natural projection onto bidegree. Complex linearly
extending the exterior derivative d to ΩC(M), it is well known that
d = ∂ + µ+ ∂ + µ
where for ϕ ∈ Ωp,q(M)
∂ϕ = πp+1,q ◦ d(ϕ), ∂ϕ = πp,q+1 ◦ d(ϕ), µϕ = πp+2,q−1 ◦ d(ϕ), µϕ = πp−1,q+2 ◦ d(ϕ).
For an operator T on Γ (Cl(M)) ∼= Ω(M) we define the L2-adjoint or T or usually just the adjoint
of T to be the operator T ? so that for any ϕ,ψ ∈ Γ (Cl(M)) ∼= Ω(M) we have∫
M
〈Tϕ, ψ〉 vol =
∫
M
〈ϕ, T ∗ψ〉 vol.
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As d is a graded derivation on ΩC(M) we have ∂, ∂, µ, µ are graded derivations as well. However,
not all of these components of d are differentials. In particular we have, expanding the equation
d2 = 0 that
Proposition 3.4: [CW20a] For an almost complex manifold M , the following relations among
the operators ∂, ∂, µ, µ along with their adjoint identities obtain:
µ2 = 0
µ∂ + ∂µ = 0
µ∂ + ∂µ+ ∂2 = 0
µµ+ µµ+ ∂∂ + ∂∂ = 0
µ∂ + ∂µ+ ∂
2
= 0
µ∂ + ∂µ = 0
µ2 = 0.
WhenM is closed, as a consequence of Stokes’ theorem [Wel13], one obtains that d∗ = −∗d∗ along
with the corresponding identities for the components of d. Furthermore, we observe the following
Lemma, whose proof can be found in [LM89]





Definition 3.6: Let v1, . . . , v2n be a local orthonormal frame of T (M). We define the Rieman-





Evidently we have the following [LM89]
Proposition 3.7: Through the isomorphism Γ(Cl(M)) ∼= Ω(M) we have
D̃ = d+ d∗.

















For an operator T on sections of Cl(M), we denote
Tc
def
= J−1algTJalg and T
I def= ITI.
Proposition 3.8: Let D be a Hermitian Dirac operator. Then on any almost Hermitian
manifold M we have the following identities
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[D,H] = [D,J ] = −iDc [Dc,H] = [Dc,J ] = iD
[DI,H] = −[DI,J ] = iDIc [DIc ,H] = −[DIc ,J ] = −iDI.
(proof ) For any ϕ ∈ Γ(Cl(M)) we have
[D,H]ϕ = D(H(ϕ))−H(D(ϕ)) = D(ω0 · ϕ+ ϕ · ω0)− (ω0 ·D(ϕ) +D(ϕ) · ω0)
= D(ω0 · ϕ) +D(ϕ · ω0)− ω0 ·D(ϕ)−D(ϕ) · ω0.
Observe that, as ∇ is metric and J parallel, we have ∇(ω0) = 0. Since ∇ acts as a derivation we
have
D(ω0 · ϕ) =
∑
j
ej · ω0 · ∇ej (ϕ) +
∑
j
Jej · ω0 · ∇Jej (ϕ), and similarly
D(ϕ · ω0) =
∑
j
ej · ∇ej (ϕ) · ω0 +
∑
j




















ej · ∇Jej (ϕ)− Jej · ∇ej (ϕ)
)
= 1iDc(ϕ)
where in the last equality we use that 1i J(v) = ω0 · v − v · ω0 for any v ∈ T (M).
For the equality [D,J ] = 1iDc we again compute











(ej · ω0 − ω0 · ej) · ∇ej (ϕ) + (Jej · ω0 − ω0 · Jej) · ∇Jej (ϕ)
)
= 1iDc(ϕ).
The remaining equalities can be obtained by conjugating the above by Jalg and I. For example
iD = −iαDα = −iJ−1algDcJalg = J
−1
alg [D,J ]Jalg = [Dc,Jc] = [Dc,J ].
3
Remark 3.9: Recall Jder
def
= iJ is the usual extension of J to a derivation on the bundles
Cl(M) ∼= ΛC(M). We observe that [d, Jder] = dc if and only if the manifold M is complex.
One can check this by noting that
[µ, Jder] = −3iµ while J−1algµJalg = iµ.
Similarly
[µ, Jder] = 3iµ while J−1algµJalg = −iµ.
The expressions




Contrarily, we’ve observed above that [D,Jder] = Dc for any almost-Hermitian manifold.
Chapter 3 Samuel Hosmer 15
Chapter 4
Almost Hermitian Geometry
4.1 Hermitian Connections and Dirac Operators
Let M be an almost Hermitian manifold of dimension 2n. Following Gauduchon [Gau97] we








This space has many important elements, including the torsion of a connection T = T∇
T (X,Y ) = ∇X(Y )−∇Y (X)− [X,Y ]
and the Nijenhuis tensor, N , defined by
N(X,Y ) = 14 ([JX, JY ]− J [JX, Y ]− J [X, JY ]− [X,Y ]).
It is the well known theorem of Newlander and Nirenberg [NN57] that an almost complex manifold
is complex if and only if N = 0. We observe the following less well known fact, cf. [CW20a],
Lemma 4.1: The Nijenhuis tensor, N , complex bilinearly extended, is the dual of µ + µ on
1-forms. That is µ+ µ = N∨.
(proof ) Let β ∈ Ω1C(M). Then β = β1,0 + β0,1 where β1,0 and β0,1 are the projections of β onto
(0, 1) and (1, 0) forms respectively. Recall µ is an operator of bidegree (2,−1) and so µ vanishes
on the restriction to Ω1,0. Furthermore, for vectors X,Y ∈ T 1,0(M) we have dβ0,1(X,Y ) =
µβ0,1(X,Y ) as all other components of dβ0,1 vanish on Λ2,0(M). Hence
µβ(X,Y ) = µβ0,1(X,Y ) = dβ0,1(X,Y ) = X(β0,1(Y ))− Y (β0,1(X))− β0,1[X,Y ].
We observe β0,1(X) = β0,1(Y ) = 0. Furthermore since N(X,Y ) = −[X,Y ]0,1 it follows that
µβ(X,Y ) = −β0,1[X,Y ] = β0,1N(X,Y ).
A similar argument shows for X,Y ∈ T 0,1 that µβ(X,Y ) = β1,0N(X,Y ).
3
The space Ω2(TM) will often be identified through the metric isomorphism TM ∼= TM∨ with
the space of 3 tensors on M which are skew-symmetric in the last two entries. More explicitly if
φ ∈ Ω2(TM) then for any Y, Z ∈ TM we have φ(Y,Z) ∈ TM . Through the metric isomorphism
TM ∼= TM∨ we have φ(Y,Z) ∼= 〈·, φ(Y, Z)〉. We identify
φ(X,Y, Z) = 〈X,φ(Y, Z)〉.
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In particular, this identification through the metric allows us to view other important objects
as elements of Ω2(TM). One special element of interest in almost Hermitian geometry is the 3-
form dω(X,Y, Z) which vanishes if and only if M is Almost Kähler. Another is (∇̃ω)(X,Y, Z) =
∇̃Xω(Y,Z) which can be rewritten in the following form






(proof ) For vector fields X,Y, Z ∈ Γ(TM) we observe







(∇̃XY ) ∧ Z + Y ∧ (∇̃XZ)
)
= 〈∇̃XJY, Z〉+ 〈JY, ∇̃XZ〉 − 〈J∇̃XY, Z〉 − 〈JY, ∇̃XZ〉






In fact, the elements N, dω and ∇̃ω of Ω2(TM) are related by the following well known fundamental
identity of almost Hermitian geometry (see for instance [SK96] where disparities in the conventional
definitions of N and the exterior derivative d affect the coefficients in the statement)






4dω(X, JY, JZ) +N(JX, Y, Z).
Definition 4.4: Let ∇ be an affine metric connection. We define the potential of ∇
A∇ = A ∈ Ω(TM) by
A(X,Y, Z) =
〈
∇X(Y )− ∇̃X(Y ), Z
〉
.
Proposition 4.5: [Gau97] An affine metric connection ∇ on M is Hermitian if and only if
A(X, JY, Z) +A(X,Y, JZ) = −(∇̃ω)(X,Y, Z).






Using that J is orthogonal and the definition of A we observe















for all vector fields X,Y, Z. That is, if and only if (∇J) = 0.
3
Definition 4.6: [Gau97] The subspaces Ω2,0(TM), Ω0,2(TM), Ω1,1(TM) of Ω2(TM) are de-
fined by
φ ∈ Ω2,0(TM) if and only if φ(X, JY, Z) = −φ(JX, Y, Z).
φ ∈ Ω0,2(TM) if and only if φ(X, JY, Z) = φ(JX, Y, Z).
φ ∈ Ω1,1(TM) if and only if φ(X, JY, JZ) = φ(X,Y, Z).
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There are projections
pj,k : Ω(TM)→ Ωj,k(TM) with j, k ∈ {0, 1} and j + k = 2



















φ(X,Y, Z) + φ(X, JY, JZ)
)
,
so that the space Ω2(TM) is endowed with a natural orthogonal splitting
Ω2(TM) = Ω2,0(TM)⊕ Ω1,1(TM)⊕ Ω0,2(TM).
As an example, the Nijenhuis tensor N ∈ Ω0,2(TM) as N(X, JY, Z) = N(JX, Y, Z).
Definition 4.7: For φ ∈ Ω2(TM) we set pj,k(φ) = φj,k.
Lemma 4.8: [Gau97] For any φ ∈ Ω1,1(TM) we have φ(X, JY, Z)+φ(X,Y, JZ) = 0. Consequently
(∇̃ω)1,1 = 0.
(proof ) We have φ(X, JY, Z) = φ(X, J2Y, JZ) = −φ(X,Y, JZ) giving the first result. Writing
A = A2,0 +A1,1 +A0,2, Lemma 4.5 implies
0 = A1,1(X,JY, Z) +A1,1(X,Y, JZ) = −(∇̃ω)1,1(X,Y, Z).
3
The space Ω2(TM) also has two other distinguished projections which, apriori, do not involve
the almost complex structure J .
Definition 4.9: [Gau97] We define the operator P on Ω2(TM) by
P(φ)(X,Y, Z) = 13
(
φ(X,Y, Z) + φ(Y,Z,X) + φ(Z,X, Y )
)
and the operator Q, defined by
Q(φ)(X,Y, Z) = 12n−1
(∑
j
φ(vj , vj , Z)〈X,Y 〉 −
∑
j
φ(vj , vj , Y )〈Z,X〉
)
where v1, . . . , v2n is a local orthonormal frame.
Evidently P is the identity on the restriction to Ω3(M) ⊂ Ω2(TM) and so Ω3(M) can be identified
with the image of P on Ω2(TM). We also note that the map Q is actually the composition of the




φ(vj , vj , X)
with the map i : Ω1(M)→ Ω2(TM) defined by
i(ϕ)(X,Y, Z) = 12n−1
(
ϕ(Z)〈X,Y 〉 − ϕ(Y )〈Z,X〉
)
so that i ◦ r = Q. It is also easy to see that r ◦ i is the identity map on Ω1(M), so that i is
an inclusion of 1-forms into Ω(TM) and r is a retraction of Ω2(TM) onto 1-forms. We conclude
P2 = P and Q2 = (ir)(ir) = i(ri)r = ir = Q so that P and Q are projections.
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Lemma 4.10: PQ = QP = 0.
(proof ) Evidently QP = 0 as Q vanishes on elements of Ω3(M). That PQ = 0 follows from
(P ◦ Q) (φ)(X,Y, Z) = Q(φ)(X,Y, Z) +Q(φ)(Y,Z,X) +Q(φ)(Z,X, Y )
and applying the definition of Q(φ).
3
Given two projections P,Q on a vector space V , satisfying PQ = QP = 0 one can conclude




. Thus any φ ∈ Ω(TM) can be uniquely written as
φ = Pφ+Qφ+ φ0
where φ0 is the component of φ in ker(P) ∩ ker(Q). Moreover we have the following identification





(proof ) This follows from the above remarks, along with the identifications Ω1(M) ∼= Im(Q) and
Ω3(M) ∼= Im(P).
3
Proposition 4.12: [Gau97] Let T be the torsion of an affine metric connection and A the
potential. Then A+ T = 3P(A) = 32P(T ).
(proof ) We observe
T (X,Y, Z) = 〈X,T (Y,Z)〉 = 〈X,∇Y Z −∇ZY − ∇̃Y Z + ∇̃ZY 〉 = A(Y,Z,X) +A(Z,X, Y )
so that
A(X,Y, Z) + T (X,Y, Z) = A(X,Y, Z) +A(Y,Z,X) +A(Z,X, Y ) = 3P(A)(X,Y, Z).




Let J be an almost complex structure on the complexified cotangent bundle TCM∨ and let
Eλ(Jder) denote the λ eigenspace of Jder where Jder is J extended as a derivation on forms. We























so that the space of real 3-forms Ω3(M) = E− ⊕ E+.
Definition 4.13: [Gau97] For a 3-form ϕ ∈ Ω3(M) we set ϕ+ and ϕ− to be its components in
E+ and E− respectively.
We note [Gau97] that on the space Ω3(M) the above decompositions are related as follows. For
any 3-form ϕ ∈ Ω3(M) one can check that
ϕ− = ϕ0,2,
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ϕ+ = ϕ2,0 + ϕ1,1.
To illustrate this, if ϕ ∈ E− then J2der(ϕ) = −9ϕ. Expanding J2der(ϕ) one gets
J2derϕ(X,Y, Z) = −3ϕ(X,Y, Z) + 2ϕ(JX, JY, Z) + 2ϕ(X, JY, JZ) + 2ϕ(JX, Y, JZ)
and so
ϕ(X,Y, Z) = 14
(
ϕ(X,Y, Z)− ϕ(X,JY, JZ)− ϕ(JX, Y, JZ)− ϕ(JX, JY, Z)
)
= ϕ0,2(X,Y, Z).
We now state and prove two useful lemmas involving the Nijenhuis tensor which we will require
Lemma 4.14: r(N) = 0. Hence Q(N) = 0 and so N = P(N) +N0.
(proof ) Let v1, . . . , v2n = e1, . . . , en, Je1, . . . , Jen be a J adapted local orthonormal frame. Then




N(vj , vj , X) =
2n∑
j=1




〈vj , N(vj , X) =
n∑
j=1
〈ej , N(ej , X)〉+
n∑
j=1
〈Jej , N(Jej , X)〉
Using that N(Jv,w) = −JN(v, w) and that J is orthogonal we obtain
n∑
j=1
〈ej , N(ej , X)〉+
n∑
j=1
〈Jej , N(Jej , X)〉 =
n∑
j=1
〈ej , N(ej , X)〉 −
n∑
j=1
〈ej , N(ej , X)〉 = 0.
3
Lemma 4.15: PN = 13 (dcω)
−.
(proof ) For X ∈ TC(M) consider gX = (X, ·) where (·, ·) is the metric complex bilinearly extended
to TC(M). We observe that N(X,Y, Z) (and hence PN(X,Y, Z)) is non-zero only if the vectors
X,Y, Z are all of pure type (1, 0) (or of type (0, 1)) in the direct sum decomposition TC(M) =
T 1,0(M)⊕ T 0,1(M). We have





























where in the last equality we use that dϕ(X,Y ) = X(ϕ(Y )) − Y (ϕ(X)) − ϕ[X,Y ] for any ϕ ∈
Ω1C(M), and that (X,Y ) = 0 for X,Y both of type (1, 0) or type (0, 1). Furthermore on vectors
X,Y, Z all of type (1, 0) or (0, 1) we have
dω(X,Y, Z) = X(ω(Y,Z))− Y (ω(X,Z)) + Z(ω(X,Y ))
− ω([X,Y ], Z) + ω([X,Z], Y )− ω([Y,Z], X)
= gJX([Y,Z]) + gJY ([Z,X]) + gJZ([X,Y ]).
Noticing that
dcω(X,Y, Z) = −dω(JX, JY, JZ)
and again using that X,Y, Z are all of pure type we obtain
(dcω)
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3
Proposition 4.16: [Gau97] The map P is invariant on Ω0,2(TM). Furthermore the restriction
of P to Ω0,2(TM) has image E−. That is, the restriction is a surjective map
P : Ω0,2(TM)→ E−.
(proof ) We observe φ ∈ Ω0,2(TM) if and only if
φ(X,Y, Z) = φ0,2(X,Y, Z) = 14
(
φ(X,Y, Z)− φ(X,JY, JZ)− φ(JX, Y, JZ)− φ(JX, JY, Z)
)
or equivalently
φ(X,Y, Z) = − 13
(




3Pφ(X,Y, Z) = φ(X,Y, Z) + φ(Y,Z,X) + φ(Z,X, Y )
= − 13
(
φ(X, JY, JZ) + φ(JX, Y, JZ) + φ(JX, JY, Z)
+ φ(Y, JZ, JX) + φ(JY, Z, JX) + φ(JY, JZ,X)
+ φ(Z, JX, JY ) + φ(JZ,X, JY ) + φ(JZ, JX, Y )
)
= −Pφ(X, JY, JZ)− Pφ(JX, Y, JZ)− Pφ(JX, JY, Z)
and thus Pφ ∈ Ω0,2(TM). As Pφ ∈ Ω3(M) as well we have Pφ ∈ E−. Finally if ϕ ∈ E− then
ϕ = ϕ0,2 and P(ϕ0,2) = P(ϕ) = ϕ so that the restriction is surjective.
3
Definition 4.17: [Gau97] We define the subspace Ω1,1s (TM) ⊂ Ω1,1(TM) by
Ω1,1s (TM) = ker(P) ∩ Ω1,1(TM).
Furthermore we define Ω1,1a (TM) to be its orthogonal complement in Ω1,1(TM).
Definition 4.18: [Gau97] We define the operatorM on Ω2(TM) by
M(φ)(X,Y, Z) = φ(X, JY, JZ).
With this operator, the proof of the following two propositions can also be checked directly [Gau97].
Proposition 4.19: [Gau97] The map P restricted to Ω2,0(TM) is an isomorphism
P : Ω2,0(TM) ∼−→ E+.
Furthermore for any φ ∈ Ω2,0(TM) we have φ = 32 (Pφ−MPφ).
Proposition 4.20: [Gau97] The map P restricted to Ω1,1a (TM) is an isomorphism
P : Ω1,1a (TM)
∼−→ E+.
Furthermore for any φ ∈ Ω1,1a (TM) we have φ = 34 (Pφ+MPφ).
Lemma 4.21: For any φ ∈ Ω2(TM) we have P(φ1,1a ) + P(φ2,0) = (Pφ)+.
(proof ) Evidently φ = φ1,1 + φ2,0 + φ0,2 and so
Pφ = P(φ1,1) + P(φ2,0) + P(φ0,2).
Thus, by Propositions 4.19 and 4.20 above we have
(Pφ)+ = P(φ1,1a ) + P(φ2,0).
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3
Lemma 4.22: P(∇̃ω) = 13dω. In particular
P(∇̃ω2,0) = 13dω
+ and P(∇̃ω0,2) = 13dω
−.
(proof ) The identity P(∇̃ω) = 13dω follows at once from the observation that
dϕ(v1, . . . , vk+1) =
∑
j
(−1)j+1∇̃vjϕ(v1, . . . , v̂j , . . . , vk+1) for any k form ϕ.
The remaining identities follows from the isomorphisms in Propositions 4.19 and 4.16 and the
observation, proven in Lemma 4.8, that (∇̃ω)1,1 = 0.
3
Lemma 4.23: (dω)+ = 3PM((dω)+).
(proof ) We have by Proposition 4.19 and Lemma 4.22 that
(∇̃ω)2,0 = 32 (P(∇̃ω
2,0)−M(P(∇̃ω2,0)) = 12 ((dω)
+ −M(dω)+).





Lemma 4.24: (dω)−(X,Y, Z) = −3(PT )−(JX, Y, Z).
(proof ) Observe that by Proposition 4.5 we have






(X,Y, Z) = A0,2(X, JY, Z) +A0,2(X,Y, JZ)
+A0,2(Y, JZ,X) +A0,2(Y,Z, JX)
+A0,2(Z, JX, Y ) +A0,2(Z,X, JY ).






(X,Y, Z) = T 0,2(JY, Z,X) + T 0,2(JZ,X, Y ) + T 0,2(JX, Y, Z)
= T 0,2(Y,Z, JX) + T 0,2(Z, JX, Y ) + T 0,2(JX, Y, Z)










(JX, Y, Z) = 3(PT )−(JX, Y, Z)
and the result follows by Lemma 4.22.
3
Lemma 4.25: If ϕ ∈ E+ then ϕ(X,Y, Z) = ϕ(JX, JY, Z) + ϕ(X, JY, JZ) + ϕ(JX, Y, JZ).
(proof ) For any ϕ ∈ E+ we have J2derϕ = −ϕ. But
J2derϕ(X,Y, Z) = −3ϕ(X,Y, Z) + 2ϕ(JX, JY, Z) + 2ϕ(X, JY, JZ) + 2ϕ(JX, Y, JZ)
which gives the result.
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3
Proposition 4.26: [Gau97] An affine metric connection ∇ on M is Hermitian if and only if






T 0,2 = N.
(proof ) By Proposition 4.5 we have that ∇ is hermitian if and only if
A(X, JY, Z) +A(X,Y, JZ) = −(∇̃ω)(X,Y, Z).
Using Proposition 4.12 we rewrite the identity in Proposition 4.5 as
T (X,JY, Z) + T (X,Y, JZ)− 32
(
PT (X, JY, Z) + PT (X,Y, JZ)
)
= (∇̃ω)(X,Y, Z). (α)
We decompose T = T 1,1 + T 2,0 + T 0,2 and collecting the (0, 2) parts of the expression (α), by
Proposition 4.16 we obtain
2T 0,2(JX, Y, Z)− 3(PT )−(JX, Y, Z) = (∇̃ω)0,2(X,Y, Z). (β)
We observe that by Lemma 4.24 we have
2T 0,2(JX, Y, Z) + (dω)−(X,Y, Z) = (∇̃ω)0,2(X,Y, Z).
By Lemma 4.3, we see that
2T 0,2(JX, Y, Z) = (∇̃ω)0,2(X,Y, Z)− dω−(X,Y, Z) = 2N0,2(JX, Y, Z) = 2N(JX, Y, Z)
and we conclude equation (β) holds if and only if T 0,2 = N .
We recall that by Lemma 4.8 we have
A1,1(X, JY, Z) +A1,1(X,Y, JZ) = −(∇̃ω)1,1(X,Y, Z) = 0.
Collecting the (1, 1) parts of the expression (α), we observe, as in the proof of Proposition 4.5,
that T 1,1(X, JY, Z) + T 1,1(X,Y, JZ) = 0 and so
P(T 1,1)(X,JY, Z) + P(T 1,1)(X,Y, JZ) = 0.
Thus, by Lemma 4.21 we have
(PT )+(X, JY, Z) + (PT )+(X,Y, JZ) = P(T 2,0)(X, JY, Z) + P(T 2,0)(X,Y, JZ).
Finally, collecting the (2, 0) parts of the expression we have
−2T 2,0(JX, Y, Z)− 32
(
(PT )+(X, JY, Z) + (PT )+(X,Y, JZ)
)
= (∇̃ω)2,0(X,Y, Z). (γ)
By Lemma 4.25 we rewrite (γ) as
−2T 2,0(JX, Y, Z) + 32
(
(PT )+(JX, Y, Z)− (PT )+(JX, JY, JZ)
)
= (∇̃ω)2,0(X,Y, Z).






. We rewrite (γ) again as
−T 2,0(JX, Y, Z) + 32
(
PT 1,1(JX, Y, Z)−MPT 1,1(JX, Y, Z)
)
= (∇̃ω)2,0(X,Y, Z).









so that (γ) holds if and only if






Evidently ∇ is hermitian if and only if (α), which holds if and only if both (β) and (γ).
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3
Lemma 4.27: [Gau97] Let ∇ be a Hermitian connection on M . Then
P(T 2,0 − T 1,1a ) = 13dcω
+.
(proof ) By the proof of Proposition 4.26 we have
T 2,0 − 32
(
PT 1,1 −M(PT 1,1)
)
= (∇ω)2,0(J ·, ·, ·).
Applying P to both sides of the equation we obtain by Lemma 4.22
P(T 2,0)− 32
(




Using that T 1,1(X, JY, Z) + T 1,1(X,Y, JZ) = 0 the identity P(T 1,1) = 3PMP(T 1,1) is readily
verified. This gives the result.
3
Combining Lemmas 4.21 and 4.27 we see that whenever T is the torsion of a Hermitian con-
nection on an almost Hermitian manifold M we have the equations
P(T 1,1a ) = 12 (PT
+ − 13 (dcω)
+),
P(T 2,0) = 12 (PT
+ + 13 (dcω)
+).
This leads us to the following
Theorem 4.28: [Gau97] On any almost Hermitian manifold M the torsion of any Hermitian
connection ∇ on M is given by




+) + T 1,1s .
(proof ) Let T be the torsion of a Hermitian connection. We have
T = T 0,2 + T 1,1 + T 2,0
= N + T 1,1a + T
2,0 + T 1.1s
= N + 3
4
(










+ −M(dcω+)) + T 1,1s
= N + 3
8
(



















M(dcω+) + T 1,1s .
3
Therefore we obtain the
Corollary 4.29: [Gau97] A Hermitian connection ∇ is uniquely determined by choice of T 1,1s
and PT+.
From the above Theorem and Corollary, Gauduchon [Gau97] defines an affine line of ‘canonical’
Hermitian connections on an almost Hermitian manifold. This is the set of Hermitian connections,
∇t, with torsion T t = T satisfying
T 1,1s = 0 and PT+ = 2t−13 (dcω)
+ for any t ∈ R.
Theorem 4.28 then yields the following elegant characterization of any canonical Hermitian con-
nection. Namely the torsion of ∇t is given by
T t = N + 3t−14 dcω
+ − t+14 M(dcω
+). (CT)
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For example, a natural choice of Hermitian connection is the Chern connection ∇ch defined by
requiring T 1,1 = 0 or equivalently t = 1. It is readily seen that, in the case of a Kähler manifold,
we have the well known identity ∇ch = ∇̃ as all torsion components of ∇ch vanish. What is more,
evidently all of the canonical Hermitian connections agree in the case that dω = 0. We denote the
potential of a canonical hermitian connection by At. By Proposition 4.12 we observe
At = −T t + 32PT
t.
We then have
Proposition 4.30: [Gau97] Let M be an almost Hermitian manifold and let ∇t be a canonical
Hermitian connection in the sense of Gauduchon. Then
At = −N + 32PN +
t−1
4 dcω
+ + t+14 M(dcω
+).
(proof ) The result follows by substituting the identity (CT) in At = −T t + 32PT
t. We observe
that
PT t = PN + 3t−14 dcω
+ − t+14 PM(dcω
+) = PN + 2t−13 dcω
+,
where we use that PM(dcω+) = 13dcω
+ which follows by Lemma 4.23.
3
4.2 The Canonical Hermitian Dirac Operators
Definition 4.31: Given a local orthonormal frame v1, . . . , v2n of TM and a t ∈ R we define the




vj · ∇tvj .
For any v ∈ TM and any ϕ ∈ Γ(Cl(M)) we define atv(ϕ)
def
= ∇tv(ϕ) − ∇̃v(ϕ). Evidently atv is a






For the time being, we suppress the parameter t, taking A = At and a = at.













so that r(A)] =
∑
j avj (vj). Lastly, for any vector v ∈ TM we define Lv on Cl(M) by
Lv(ϕ) = v · ϕ
and we will write Lr(A) to denote Lr(A)] .
Since both ∇t and ∇̃ are metric connections we have, for any v ∈ TM , that the adjoint a∗v = −av.
Furthermore for a unital vector v we have Lv is an isometry.
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Proposition 4.32: On any almost Hermitian manifold we have D∗A = DA + Lr(A).


































We observe that r(A) = r
(
−N + 32PN +
t−1
4 dcω
+ + t+14 M(dcω
+)
)
. Since r(N) = 0 by Lemma
4.14, and r vanishes on any 3-form we obtain





Definition 4.33: We define the Lee form to be the 1-form θ = Λ(dω).
Observe that, for bidegree reasons, Λ(µω) = Λ(µω) = 0 on ΩC(M), so that θ = Λ(dω+). Further-






(proof ) Let v1, . . . , v2n = e1, . . . , en, Je1, . . . Jen be a J-adapted local orthonormal frame. For any


























+(ej , Jej , JX) = −2
n∑
j=1





= 2Λ(dω+)(X) = 2θ(X).
3
Hence, by the identity (rA) we have that
r(A) = t+12 θ.
Together with Proposition 4.32 we obtain
D∗t − D̃∗ = D∗A = DA + Lr(A) = Dt − D̃ + t+12 Lθ.
As the Riemannian Dirac operator D̃ is self-adjoint we conclude the
Proposition 4.35: For any t ∈ R the adjoint of the canonical Hermitian Dirac operator Dt is
given by
D∗t = Dt +
t+1
2 Lθ.
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Following [Mic82] we recall a condition on the metric determined by requiring d∗ω = 0. Such
metrics are said to be ‘balanced’. We note that the balanced condition obtains if and only if
Jd∗ω = θ = 0. Thus Proposition 4.35 implies the following
Corollary 4.36: For all t 6= −1 we have Dt is self-adjoint if and only if the metric is balanced.
For t = −1 the Dirac operator B def= D−1 is self-adjoint for any almost Hermitian manifold, sans any
requirement on the metric. This directly corresponds to an observation made by Bismut [Bis89],
[Gau97] regarding Hermitian Dirac operators on the spinor bundle induced by the connection ∇−1
being self-adjoint. Presently, the connection ∇−1 is widely referred to as the Bismut connection.





vj ∧ avj .
Since for any v ∈ TM we have av is a derivation on Ω(M) it follows that dA is a graded derivation




vj ∧ avj (Y ) =
∑
j,k
〈avj (Y ), vk〉vj ∧ vk =
∑
j,k
A(vj , Y, vk)vj ∧ vk







PN)(vj , Y, vk) + t−14 dcω
+(vj , Y, vk) +
t+1
4
M(dcω+)(vj , Y, vk)
)
vj ∧ vk. (dA)
With regard to the adjoint of dA we have the following
Lemma 4.38: Let M be an almost Hermitian manifold. For any ϕ ∈ Ω(M) the adjoint of dA is
given by




(proof ) Let ϕ ∈ Ω(M). As interior multiplication by a vector is the adjoint of exterior multipli-





For v, w ∈ Γ(TM) any metric connection ∇ satisfies (cf. Proposition 3.1)
∇w(vy ϕ) = vy ∇w(ϕ) +∇w(v)y ϕ
and so
av(vy ϕ) = vy av(ϕ) + av(v)y ϕ.
Hence ∑
j
avj (vjy ϕ) =
∑
j




and the result follows.
3
Proposition 4.39: For any ϕ ∈ Γ(Cl(M)) ∼= Ω(M) we have
Dt(ϕ)− D̃(ϕ) = DA(ϕ) ∼= dA(ϕ) + d∗A(ϕ) + r(A)y ϕ.
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vj · avj (ϕ) ∼=
∑
j
vj ∧ avj (ϕ)−
∑
j
vjy avj (ϕ) = dA(ϕ) + d
∗
A(ϕ) + r(A)y ϕ.
3
Proposition 4.40: For Y ∈ Γ(TCM) ∼= Ω1C(M) we have∑
j,k
(N − 32PN)(vj , Y, vk)vj ∧ vk = (µ+ µ)(Y ).
(proof ) By Lemma 4.14 we observe N = PN +N0 and so
N − 32PN = PN +N0 −
3
2PN = N0 −
1
2PN.




PN)(vj , Y, vk)vj ∧ vk =
∑
j,k
(N0 − 12PN)(vj , Y, vk)vj ∧ vk.
Using that PN0 = 0 we see∑
j,k
N0(vj , Y, vk)vj ∧ vk =
∑
j,k
N0(Y, vj , vk)vj ∧ vk −
∑
j,k
N0(vj , Y, vk)vj ∧ vk
so that ∑
j,k
N0(vj , Y, vk)vj ∧ vk = 12
∑
j,k
N0(Y, vj , vk)vj ∧ vk.




PN)(vj , Y, vk)vj ∧ vk = 12
∑
j,k
(N0 + PN)(Y, vj , vk)vj ∧ vk = 12
∑
j,k
N(Y, vj , vk)vj ∧ vk.
Observing that N∨ = µ+ µ on ΩC(M) gives the result.
3
Lemma 4.41: For Y ∈ Γ(TM) ∼= Ω1(M) we have∑
j,k





+(vj , Y, vk)vj ∧ vk + dω+(vj , JY, vk)vj ∧ vk
)
.
(proof ) By Lemma 4.25 we have that
∑
j,k
Mdcω+(vj , Y, vk)vj ∧ vk = −
∑
j,k











dω+(vj , Y, Jvk)vj ∧ vk from both sides of the last equality we obtain
∑
j,k













+(vj , Y, vk)vj ∧ vk + dω+(vj , JY, vk)vj ∧ vk
)
.
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3
We define the operator λ+ : Ω(M)→ Ω(M) for any ϕ ∈ Ω(M) by
λ+(ϕ) = dω+ ∧ ϕ
and the operator τ+ on Ω(M) by
τ+ = [Λ, λ+].




(−1)jϕ1 ∧ · · · ∧ (ϕjy dω+) ∧ · · · ∧ ϕk.
Note that, as usual, by ϕjy dω we mean ϕ
]
jy dω where ] : T
∨(M) → T (M) is the metric isomor-





+) ∧ (vjy ϕ) for any ϕ ∈ Ω(M).
Complex linearly extending ρ+ we restrict to components of dω+ = ∂ω + ∂ω and define for




(−1)jϕ1 ∧ · · · ∧ (ϕjy γω) ∧ · · · ∧ ϕk for γ = ∂, ∂.
In the complexification by ϕjy dω we mean ϕ
]
jy dω. We also define the complex linearly extended
operators λγ and τγ for γ = ∂, ∂ by
λγ(ϕ)
def
= γ(ω) ∧ ϕ and τγ(ϕ)
def
= [Λ, λγ ]ϕ.
It is quick to check that ρ∂ , ρ∂ have bidegree (1, 0) and (0, 1) respectively, and that ρ∂ = ρ∂ .




ρ∂(ϕ) = −iρ∂(ϕ) and J−1algρ∂Jalg(ϕ) = iρ∂(ϕ).
Note that as operators on ΩC(M) we have
ρ+ = ρ∂ + ρ∂ and τ+ = τ∂ + τ∂ .
By the last two remarks we also have ρ+c = J
−1
algρ
+Jalg = i(ρ∂ − ρ∂) on ΩC(M).





dω+(vj , JY, vk)vj ∧ vk = τ+(Y )− θ ∧ Y.
(proof ) Observe that for Y ∈ Γ(TM) ∼= Ω1(M)
τ+(Y ) = [Λ, λ+](Y ) = −Λ(Y ∧ dω+) =
n∑
j=1
ejy Jejy (Y ∧ dω+).
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Using that interior multiplication is a graded derivation we obtain
n∑
j=1
























= −JY y dω+ + Λ(dω+) ∧ Y.
As Λ(dω+) = Λ(dω) = θ, the result follows.
3






+(vj , Y, vk)vj ∧ vk = −ρ+c (Y ).
(proof ) For Y ∈ Γ(TM) ∼= Ω1(M) we have
ρ+(Y ) = 12
∑
j,k
dω+(vj , Y, vk)vj ∧ vk
and hence





















+(vj , Y, vk)vj ∧ vk.
3
Combining Lemmas 4.41, 4.42 and 4.43 we obtain
Proposition 4.44: For Y ∈ Γ(TM) ∼= Ω1(M) we have∑
j,k
Mdcω+(vj , Y, vk)vj ∧ vk = τ+(Y )− θ ∧ Y − ρ+c (Y ).
Theorem 4.45: For any almost Hermitian manifold M we have through the canonical vector
bundle isomorphism ΩC(M) ∼= Γ(Cl(M)) that
Dt = ∂ + ∂ + ∂
∗ + ∂
∗
+ t+14 (τ∂ + τ∂ + τ
∗
∂ + τ∂




(proof ) We complex linearly extend dA to ΩC(M). By the identity (dA), Propositions 4.44, 4.40
and Lemma 4.43 we have for any Y ∈ Ω1C(M)




(Y ) + t+14
(




ρ∂(Y )− ρ∂(Y )
)
.














The result then follows by Proposition 4.39, the identity r(A) = t+12 θ and Proposition 3.7.
3
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5.1 Riemannian and Hermitian Dirac Identities
We have shown above that the canonical Hermitian and Riemannian Dirac operators on ΓCl(M)
agree up to a tensorial expression. In particular we have by Theorem 4.45
Dt − D̃ ∼= −(µ+ µ+ µ∗ + µ∗) + t+14 (τ + τ + τ




Since ∇t = ∇̃ if and only if dω = 0 = N we have D̃ = Dt if and only if the almost Hermitian
manifold is Kähler.
We recall that for any Dirac operator D defined in terms of a Hermitian connection we have by
Proposition 3.8
[D,H] = −iDc.
Moreover since Dt is a Hermitian Dirac operator defined in terms of a Gauduchon connection we
obtain the following
Proposition 5.1: Let M be an almost Hermitian manifold. We have the following identities
[Dt,H] = −i(Dt)c [(Dt)c,H] = iDt
[DIt ,H] = i(Dt)Ic [(Dt)Ic ,H] = −iDIt .








[Dt,H] = −i (Dt)∗c −
i(t+1)
4 LJθ.
In particular for any almost Hermitian manifold M we have the Dirac operator B def= D−1 is
self-adjoint and so
[B,H] = −iBc = −iB∗c .
Definition 5.2: We define the operators ε and ε on ΩC(M) by
ε = ∂ − iρ∂ and ε = ∂ + iρ∂ .
Following [TT20] we also define the differential operators δ and δ on ΩC(M) by
δ = ∂ + µ and δ = ∂ + µ
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where d = δ + δ is the exterior derivative on ΩC(M).
We note that through the canonical isomorphism ΓCl(M) ∼= ΩC(M) we have
D̃ = δ + δ + δ∗ + δ
∗
and B = ε+ ε+ ε∗ + ε∗. (Op)
The zero-order term µ vanishes if and only if M is integrable, and symmetrically we show below
in Corollary 5.5 that ρ∂ vanishes if and only if ∂ω = ∂ω = 0.
Note that J 7→ −J∨ by the metric isomorphism T (M) ∼= T∨(M). This has the effect of flippling
the sign through the isomorphism Γ(Cl(M)) ∼= ΩC(M) when conjugating by Jalg. From this we
obtain the
Lemma 5.3: On any almost Hermitian manifold we have
D̃c ∼= −dc − d∗c = i(δ − δ + δ
∗ − δ∗)
and
Bc ∼= i(ε− ε+ ε∗ − ε∗).
(proof ) The first identity is clear from the above remark. The second identity follows from the
previous observation J−1algρ∂Jalg = −iρ∂ so that εc = ∂c − iρ∂c = −i(∂ − iρ∂) = −iε and similarly
εc = iε.
3
We observe that the relation [B,H] = −iBc implies the following identities of operators on
Ω(M).
Proposition 5.4: Let M be an almost Hermitian manifold. We obtain the following identities
of operators on ΩC(M):
[Λ, ε] = −iε∗ [L, ε∗] = iε
[Λ, ε] = iε∗ [L, ε∗] = −iε
0 = [Λ, ε∗] = [Λ, ε∗] [L, ε] = [L, ε] = 0.
(proof ) The identity [B,H] = −iBc implies
[ε+ ε+ ε∗ + ε∗, i(Λ− L)] = ε− ε+ ε∗ − ε∗.
That is
i[ε,Λ] + i[ε,Λ] + i[ε∗,Λ] + i[ε∗,Λ]− i[ε, L]− i[ε, L]− i[ε∗, L]− i[ε∗, L] = ε− ε+ ε∗ − ε∗.
The result then follows by comparing bidegree of the operators in the above equality. For example,
[ε∗, L] has bidegree (1, 0), as does ε and so the equality implies iε = [ε∗, L].
3
Corollary 5.5: Let M be an almost Hermitian manifold. Then ρ∂ = 0 if and only if ∂ω =
∂ω = 0.
(proof ) Evidently if ∂ω = 0 then ρ∂ = 0, and by conjugating by complex conjugation ∂ω = 0 if
and only if ∂ω = ∂ω = ∂ω = 0. Conversely, by the identity
[L, ε] = 0
we have
[L, ∂] = i[L, ρ∂ ].
Since both ∂ and ρ∂ are graded derivations, by evaluating at 1, we see iρ∂(ω) = ∂ω. Hence if
ρ∂ = 0 we have ∂ω = 0.
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3
Conjugating our Dirac operators by the transpose map I we obtain the following correspon-
dences to operators on forms. We recall the antipodal involution α on Cl(M) (see Definition
2.4). We remark that as α∇ = ∇α for any metric connection ∇ we have that Bα = −αB and
D̃α = −αD̃. Evidently the operators ε and δ also anticommute with α.
Lemma 5.6: On any almost Hermitian manifold we have




BI ∼= (ε+ ε− ε∗ − ε∗)α.
(proof ) Let ϕ ∈ Γ(Cl(M)) ∼= Ω(M). Recall that for any v ∈ TM we have
v · ϕ ∼= v ∧ ϕ− vy ϕ and ϕ · v ∼=
(






vk ∧ ∇̃vk and d∗ = −
∑
k




∇̃vk(ϕ) · vk ∼=
∑
k
vk ∧ ∇̃vk(αϕ) +
∑
k





avj (ϕ) · vj ∼=
∑
j





BI(ϕ)− D̃I(ϕ) ∼= dA(αϕ)− d∗A(αϕ).
Since for t = −1, by the proof of Theorem 4.45 we have
dA = −µ− µ− iρ∂ + iρ∂ and hence d∗A = −µ∗ − µ∗ + iρ∗∂ − iρ∂∗,
we conclude BI(ϕ) ∼= ε(αϕ) + ε(αϕ)− ε∗(αϕ)− ε∗(αϕ) as desired.
3
Remark 5.7: By the bracket [·, ·] of operators on sections of the Clifford or exterior algebra
bundles we will always mean the vanilla commutator. Much of the discussion can be rewritten using
the graded commutator, though there are some difficulties to address in adopting this approach.
Definition 5.8: For operators A,B on Γ(Cl(M)) ∼= ΩC(M) we define the anti-commutator
{A,B} = AB +BA.




















L − L, Bc
}
= iBI
(proof ) By Proposition 2.15 we have through the identification Γ(Cl(M)) ∼= ΩC(M) that





= {αH, ε+ ε+ ε∗ + ε∗}
= [ε+ ε+ ε∗ + ε∗, H]α
= [ε+ ε,H]α+ [ε∗ + ε∗, H]α
= (ε+ ε− ε∗ − ε∗)α
= BI
while by Proposition 5.4 and with another nod to Proposition 2.15 we observe{
L − L, B
}
= i [Λ + L, ε+ ε+ ε∗ + ε∗]α
= i [Λ + L, ε+ ε]α+ i [Λ + L, ε∗ + ε∗]α
= (ε− ε+ ε∗ − ε∗)α
= −iBIc .
The remaining identities are obtained by conjugating with the operators Jalg and I. For example























L − L, BI
} )
= 12 (B + iBc).
We define
B = 12 (B + iBc) B =
1
2 (B − iBc)
and
D = 12 (D̃ + iD̃c) D =
1
2 (D̃ − iD̃c).












Notice that for any ϕ ∈ Γ(Cl(M)) and for any J-adapted local orthonormal frame













εj · ∇tεj (ϕ).
We observe (cf. [Mic80]) that the operator dt is of Clifford bidegree (1, 1) as left Clifford
multiplication by an element of T 1,0(M) is of Clifford bidegree (1, 1) and any Hermitian connection
is both H and J parallel. Contrarily the operator D on sections of Cl(M) is not generically an
operator of pure Clifford bidegree.
Moreover, Michelsohn [Mic82] showed that for a Hermitian manifoldM the operator d1 has adjoint
d1 if and only if the metric is balanced. We extend this result to the almost Hermitian setting and
to all dt.
Theorem 5.10: Let M be an almost Hermitian manifold. Then B and B are adjoint. Further-
more for all t 6= −1 we have dt and dt are adjoint if and only if the metric is balanced.
(proof ) Since B is self-adjoint we have under the Hermitian L2 inner-product
B∗ = 12 (B
∗ − iB∗c ) = 12 (B − iBc) = B.
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t − i(Dt)∗c) = 12
(








= 12 (θ + iJθ)
is the projection of θ ∈ TC(M) to T 0,1(M).
Since d∗ω = 0 if and only if Jd∗ω = θ = 0 if and only if θ0,1 = 0 we have d∗t = dt if and only if the
metric is balanced.
3
Focusing attention once again on our operators D and B, we state the below immediate con-
sequence of the identity (Op) along with Lemmas 5.3 and 5.6.
Proposition 5.11: On any almost Hermitian manifoldM we have the following correspondences
of operators through the isomorphism ΓCl(M) ∼= ΩC(M)
D = δ + δ∗ D = δ + δ
∗
DI = δα− δ∗α DI = δα− δ∗α
B = ε+ ε∗ B = ε+ ε∗
BI = εα− ε∗α BI = εα− ε∗α
(proof ) We observe that by the identity (Op) we have on ΓCl(M) ∼= ΩC(M) that
D̃ = δ + δ + δ∗ + δ
∗
and by Proposition 5.3 we have D̃c = i(δ − δ + δ
∗ − δ∗) so that
D = 12 (D + iDc) = δ + δ
∗.
The other identities are similarly obtained by use of (Op) along with Lemmas 5.3 and 5.6.
3
Lemma 5.12: Let M be an almost Hermitian manifold. Then we have
[D̃, D̃I] = [D̃c, D̃
I
c ] = 0.
Furthermore if M is Kähler then
[B,BI] = [Bc, B
I
c ] = 0.
(proof ) We observe
D̃D̃I ∼= (d+ d∗)(dα− d∗α) = d∗dα− dd∗α = (dα− d∗α)(d+ d∗) ∼= D̃ID̃.
It follows that [D̃, D̃I] = 0. Conjugating this identity by Jalg gives [D̃c, D̃Ic ] = 0.
If M is Kähler then B = D̃ and hence
[B,BI] = [Bc, B
I
c ] = 0.
3
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Definition 5.13: For an operator T , we define the Laplacian of T by
∆T = TT
∗ + T ∗T.
Proposition 5.14: On any almost Hermitian manifold M we have ∆D = ∆DI . Furthermore
∆D = ∆δ + ∆δ through the isomorphism Γ(Cl(M)) ∼= ΩC(M).
(proof ) The identity ∆D = ∆DI can be checked by observing
∆D = (δ + δ
∗)(δ + δ
∗
) + (δ + δ
∗
)(δ + δ∗)









∆DI = (δα− δ∗α)(δα− δ
∗
α) + (δα− δ∗α)(δα− δ∗α)




























+ 0 + 0 = 0
and so ∆D = ∆DI .
3
Repeating the above argument for ∆B and ∆BI we subsequently obtain the
Proposition 5.15: On any almost Hermitian manifold M we have ∆B + ∆BI ∼= 2 (∆ε + ∆ε)
through the isomorphism Γ(Cl(M)) ∼= ΩC(M). Furthermore ∆B = ∆BI if M is Kähler.
(proof ) By the identities in Proposition 5.11 we compute
∆B = ∆ε + ∆ε + {ε, ε}+ {ε∗, ε∗} and
∆BI = ∆ε + ∆ε − {ε, ε} − {ε∗, ε∗} .
Hence ∆B −∆BI = 0 when ε = ∂ as then {ε, ε} =
{








We recall the operator of complex conjugation c : Clr,s(M) → Cl−r,−s(M) (See Proposition
2.12). As D̃ and B are real operators, they commute with c. Thus we have the following
Lemma 5.16: On an almost Hermitian manifold M we have
c Dc = D, c Bc = B, c BIc = BI.
(proof ) As I and Jalg are also real operators, both commute with c. Hence









The remaining identities are obtained similarly.
3
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We now turn to investigating the relationship between the intrinsic sl(2) operators on Cl(M)
with our operators B and D.















(proof ) We observe that by Proposition 5.1
[H,B] = [H, 12 (B + iBc)] =
1
2 ([H, B] + i[H, Bc])
= 12 (B + iBc) = B
giving the last identity. For the first identity we observe by Proposition 5.9
{B,L} = 12
(








(BI − iBIc ) + i(BIc + iBI)
)
= 0.




= BI. The remaining identities are
obtained by conjugating by complex conjugation. For example by Lemma 5.16 and Proposition















Proposition 5.18: On any almost Hermitian manifold M we have
[H,∆B] = 0 [H,∆BI ] = 0
[L,∆B] = [B
I
,B] [L,∆BI ] = [B,B
I
]
[L,∆B] = [BI,B] [L,∆BI ] = [B,BI].
(proof ) We compute by Proposition 5.17
[H,∆B] = HBB +HBB−BBH−BBH+ BHB−BHB
= (HB−BH)B + B(HB−BH) +HBB−BBH
= HBB−BBH
= HBB−BBH+ BHB−BHB
= (HB−BH)B + B(HB−BH) = 0.
Similarly
[L,∆B] = LBB + LBB−BBL −BBL
= LBB + LBB−BBL −BBL+ BLB−BLB
=
(









The remaining identities are obtained by conjugating with I and complex conjugation.
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3









(proof ) We recall that J = 1i Jder on Cl(M). As the commutator of two derivations is a derivation,
and conjugating a derivation by an algebra automorphism is a derivation we observe [∇̃v, Jder] +
J−1alg ∇̃Jv ◦ Jalg is a derivation. Thus, it suffices to check the identity
[∇̃v, Jder] + J−1alg ∇̃Jv ◦ Jalg = ∇̃Jv
on functions and vector fields. Noticing that Jder vanishes on functions, and that Jalg is the identity
map on functions, we see that for a smooth function f on M we have
[∇̃v, Jder](f) + J−1alg ∇̃Jv(Jalgf) = J
−1
alg ∇̃Jv(Jalgf) = ∇̃Jv(f).
If X ∈ Γ(TM) then
[∇̃v, Jder](X) + J−1alg ∇̃Jv(JalgX) = ∇̃vJX − J∇̃vX + J
−1∇̃JvJX = ∇̃vJX − J∇̃vX − J∇̃JvJX.
When dω = 0 we have (see, for instance, [SK96]) the identity (∇̃vJ) = J(∇̃JvJ). That is





[∇̃v, Jder](X) + J−1alg ∇̃Jv(JalgX) = ∇̃vJX − J∇̃vX − J∇̃JvJX = −J
2∇̃JvX = ∇̃JvX.
The result follows by substituting the identity J = 1i Jder on the complex Clifford bundle Cl(M).
3
Proposition 5.20: On any almost Kähler manifold M we have the following identities
[D̃,H] = −iD̃c [D̃c,H] = iD̃
[D̃I,H] = iD̃Ic [D̃Ic ,H] = −iD̃I.
(proof ) Let v1, . . . , v2n be a J-adapted orthonormal frame of TM . We first compute [D̃,J ]. For
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Let ˜D(ϕ) = ∑j vj · ∇̃Jvjϕ and let Lω0 be left-multiplication by ω0. Clearly H + J = 2Lω0 and
[D̃,J ] = iD̃c − 2i˜D. Furthermore, for any ϕ ∈ Γ(Cl(M))




vj · (∇̃vjω0) · ϕ+ vj · ω0 · ∇̃vjϕ
)




(ω0 · vj + iJvj) · ∇̃vj (ϕ)
)
= ω0 · D̃(ϕ)− i˜D(ϕ).
Thus we have that [D̃, Lω0 ] = −i˜D. But then
[D̃,H] + [D̃,J ] = 2[D̃, Lω0 ] = −2i˜D
and so [D̃,H] = −iD̃c. The remaining identities are obtained by conjugating with Jalg and I as
in the proof of Proposition 3.8.
3
Lemma 5.21: Let M be an almost Kähler manifold. Then [D̃c, D̃I] = [D̃, D̃Ic ].
(proof ) By the identites in Proposition 5.20 we have
[D̃c, D̃
I] = i[[D̃,H], D̃I]
and
[D̃, D̃Ic ] = −i[D̃, [D̃I,H]].
By use of Lemma 5.12 it is quickly checked that the difference
[D̃c, D̃
I]− [D̃, D̃Ic ] = i[[D̃, D̃I],H] = 0.
3
As a consequence of Proposition 5.20 we recover the almost Kähler identities. (See [CW20b],
[TT20]).
Proposition 5.22: LetM be an almost Kähler manifold. We have the following generalizations
of the Kähler identities:
[Λ, δ] = −iδ∗ [L, δ∗] = iδ





0 = [Λ, δ∗] = [Λ, δ
∗
] [L, δ] = [L, δ] = 0.
(proof ) By the identity [D̃,H] = −iD̃c we have that [d+ d∗, i(Λ−L)] = i(dc + d∗c) or equivalently
i[d,Λ] + i[d∗,Λ]− i[d, L]− i[d∗, L] = idc + id∗c .
By considering degree of each operator in the above equality we obtain
[d,Λ] = d∗c [d
∗, L] = −dc and [d, L] = [d∗,Λ] = 0.
Furthermore since
[Λ, d] = [Λ, δ + δ] = [Λ, ∂ + µ+ ∂ + µ] = [Λ, ∂] + [Λ, µ] + [Λ, ∂] + [Λ, µ]
the above implies [Λ, d] = −id∗c = i(δ
∗− δ∗) = i(∂∗+µ∗− ∂∗−µ∗) as well. The argument is again
completed by considering the effect of each operator in the equality on bidegree.
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3
It is quick to check, using the identities of Proposition 5.22 that ∆δ = ∆δ in the almost Kähler
setting. (See, for instance, [TT20] Proposition 6.2). Hence by Proposition 5.14 we have
Corollary 5.23: For an almost Kähler manifoldM we have through the identification Γ(Cl(M)) ∼=
ΩC(M) that
∆D = 2∆δ.




















L − L, D̃c
}
= iD̃I.
(proof ) We have through the identification Γ(Cl(M)) ∼= ΩC(M) that{
L+ L, D̃
}
= αH(d+ d∗) + (d+ d∗)αH




L − L, D̃
}
= −i (α(Λ + L)(d+ d∗) + (d+ d∗)α(Λ + L)) = −iα[(Λ + L), d+ d∗]




L − L, D̃
}
= −iD̃Ic . The remaining identities are again obtained by conjugating with the
operators Jalg and I.
3















(proof ) We observe that by Proposition 5.24
{D,L} = 12
(



















= DI follows similarly. By Proposition 5.20
[H,D] = [H, 12 (D̃ + iD̃c)] =
1
2 ([H, D̃] + i[H, D̃c])
= 12 (D̃ + iD̃c) = D.
The remaining identities follow by conjugating by complex conjugation and Lemma 5.16.
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3
Proposition 5.26: On any almost Kähler manifold M we have
[H,∆D] = 0, [L,∆D] = 0 and [L,∆D] = 0.
(proof ) Using Proposition 5.25 and an identical argument to the proof of Proposition 5.18 we
obtain
[H,∆D] = 0 and [L,∆D] = [D
I
,D].







[D̃I, D̃] + [D̃Ic , D̃c]− i[D̃Ic , D̃] + i[D̃I, D̃c]
)
and so the result follows by Lemmas 5.12 and 5.21. That is
[D̃, D̃I] = 0 and [D̃c, D̃I]− [D̃Ic , D̃] = 0.
3
5.2 Clifford Harmonics
Let M be a compact almost Hermitian manifold. For any finite collection of operators Tj , for





 if any only if 0 = n∑
j=1
||Tjϕ||2 + ||T ∗j ϕ||2.




 if and only if ϕ ∈ n⋂
j=1
ker(Tj) ∩ ker(T ∗j ).
Definition 5.27: For an elliptic differential operator T on A = ΓCl(M), ΩC(M) we define
HT = ker(∆T ).
Furthermore we define
Hr,sT = HT ∩ A
r,s.
Recall from Definition 2.17 the Hodge automorphism g = exp(−πi4 H)exp(
π
4 (Λ−L)). By Propo-
sition 2.15 we rewrite
g = exp
(







Proposition 5.28: Let M be a compact almost Hermitian manifold. The action of the Hodge
automorphism g on Γ(Cl(M)) preserves HB ∩HBI .
(proof ) By Proposition 5.18 we have
[α(L+ L),∆B] = α[BI,B] + α[B
I
,B], [α(L+ L),∆BI ] = −α[BI,B]− α[B
I
,B]
and [H,∆B] = 0.
The first two equalities imply [α(L+L),∆B+∆BI ] = 0. Since ∆B+∆BI commutes with α(L+L)










This gives the result.
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3
Proposition 5.29: Let M be a compact almost Kähler manifold. The action of the Hodge
automorphism g on Γ(Cl(M)) preserves HD.
(proof ) By Proposition 5.26 we have
[α(L+ L),∆D] = 0 and [H,∆D] = 0.
Since ∆D commutes with α(L + L) and H, and as g is the product of the exponentials of these
operators, we have
g(∆D) = (∆D)g.
This again gives the result.
3
Proposition 5.30: Let M be a compact almost Hermitian manifold. Complex conjugation c
on Cl(M) induces isomorphisms







c : Hr,sD −→H
−r,−s
D .
(proof ) We recall that by Lemma 5.16









c = ∆B + ∆BI . That is
c : Γ(Clr,s(M))→ Γ(Cl−r,−s(M))
descends to complex antilinear isomorphisms
c : Hr,sD →H
−r,−s










Proposition 5.31: Let M be a compact almost Hermitian manifold. The transpose map I
induces isomorphisms







I : Hr,sD −→H
r,−s
D .








I = ∆B + ∆BI . By Proposition
5.14 we have ∆D = ∆DI and so the complex algebra anti-automorphism
I : Γ(Clr,s)→ Γ(Clr,−s)
descends to complex linear isomorphisms
I : Hr,sD →H
r,−s
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Theorem 5.32: Let M be a compact almost Hermitian manifold. The Lie algebra generated by(
H,L,L
)
on ΓCl(M) defines a finite dimensional sl(2) representation on the space HB ∩HBI .
(proof ) By Proposition 5.18 we have
[L,∆B + ∆BI ] = 0, [L,∆B + ∆BI ] = 0, and [H,∆B + ∆BI ] = 0.
Hence each of the operators L,L,H preserve HB ∩HBI .
3
Theorem 5.33: Let M be a compact almost Hermitian manifold. Through the isomorphism
ΓCl(M) ∼= ΩC(M) we have
HB ∩HBI ∼= Hε ∩Hε.




= ∆B + ∆BI .
3
Theorem 5.34: Let M be a compact almost Kähler manifold. The Lie algebra generated by(
H,L,L
)
on ΓCl(M) defines a finite dimensional sl(2) representation on the space HD.
(proof ) By Proposition 5.26 we have
[L,∆D] = 0, [L,∆D] = 0, and [H,∆D] = 0.
Hence L,L,H preserve HD.
3
Theorem 5.35: Let M be a compact almost Kähler manifold. Through the isomorphism
ΓCl(M) ∼= ΩC(M) we have
HD ∼= Hδ.
(proof ) By Corollary 5.23 we have 2∆δ = ∆D.
3
Corollary 5.36: On any compact almost Hermitian manifold M we have that the Hodge











(proof ) By Proposition 2.17 we have
Γ(Clq−p,n−p−q(M))
g∼= Ωp,qC (M).
The result then follows from Proposition 5.29 and the previous two Theorems.
3
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