ABSTRACT Feature selection, which aims to select the most informative feature subset, has been playing a critical role in dimension reduction. In this paper, a novel unsupervised feature selection algorithm called the inner product regularized nonnegative self-representation (IRNSR) is designed for image classification and clustering. In the IRNSR algorithm, first, each feature in high-dimensional data is represented by a linear combination of other features. Then, the inner product regularized loss function is introduced into the objective function with the aim of reducing the correlation and redundancy among the selected features. More importantly, a simple yet efficient iterative update optimization algorithm is accordingly designed to solve the objective function. The convergence behavior of the proposed optimization algorithm is also analyzed. Comparative experiments on six image databases indicate that the proposed IRNSR algorithm is effective and efficient.
I. INTRODUCTION
With the rapid growth of information technology, the amount of the accessible data has been growing rapidly, and most of the data are represented by high-dimensional feature vectors [1] - [4] . However, only a small portion of the available features in high-dimensional data are discriminant and informative, and most of features are redundant and could even correspond to noise. The superfluous features could bring low efficiency, overfitting and poor performance [5] . In addition, it requires extensive computation time and storage space to address high-dimensional data, especially when there are thousands of features or even more [6] . Therefore, dimension reduction by reducing the number of random variables is an indispensable step in many fields, such as machine learning, pattern recognition, and computer vision. There are two distinct ways to perform dimension reduction, including feature extraction and feature selection. Feature extraction is to learn a transformation matrix with the aim of mapping the high-dimensional original data into a low-dimensional space. However, the relationship between the new features acquired by the feature extraction methods and the sample class is difficult to explain [7] . In comparison, feature selection aims at choosing the most representative features from the original set of features according to numerous evaluation methods. The selected feature subset can maintain the structure information of the original data, making the performances of the resulting classifiers more readily explained. In this paper, we are interested in a feature selection method that selects the most important and informative features and removes the redundant and noisy features.
A series of algorithms have been proposed for feature selection [8] , [9] . By means of the availability of label information [6] , these algorithms are divided into three categories, namely, supervised feature selection [10] - [14] , semi-supervised feature selection [15] , [16] and unsupervised feature selection [12] , [17] - [22] . Supervised feature selection algorithms include fisher score (FS) [10] , minimum redundancy maximum relevance (MRMR) [11] , spectral feature selection (SPEC) [12] , maximum weight and minimum redundancy (MWMR) [13] , and improved feature selection based on effective range (IFSER) [14] . In these methods, the most discriminative feature subset can be selected by combining the label information of the training samples. Thus, they cannot perform well when the number of labelled samples is insufficient [15] . Additionally, in many practical cases, a large number of labelled training samples cannot be collected since it often requires expensive human labour and computational cost. In this case, many semi-supervised feature selection approaches, including locality sensitive semisupervised feature selection (LSFS) [15] and semi-supervised feature selection via spline regression (S2FS2R) [16] , have been designed by accounting for the information of the labelled and unlabelled data, with the aim of improving the performance of the feature selection. In contrast to supervised and semi-supervised feature selection, unsupervised feature selection chooses a subset of the features that can effectively maintain or reveal the intrinsic structures of the high-dimensional data [6] . Therefore, in unsupervised feature selection, the learning of the structural information of the data becomes the critical issue [17] . Traditional unsupervised feature selection approaches, such as maximum variance and Laplacian score [17] , assign each feature a ranking score, and the features are selected one by one. In essence, these approaches estimate the quality of the features independently which causes the possible correlations among the features to be totally neglected. To overcome this shortage, spectral clustering-based feature selection approaches [12] , [18] - [21] have been proposed, which can not only exploit the underlying manifold structure of the data but also select the features in a batch. Although good performance has been achieved by these unsupervised feature selection approaches based on spectral clustering, there remain two drawbacks. On the one hand, the orthogonal constraint on the feature matrix makes the manifold structure vary at random. On the other hand, the obtained spectral clustering results are not suitable for classification since they do not have a clear structure [9] .
Recently, Regularized Self-Representation (RSR), which is regarded as an unsupervised feature selection algorithm, was designed by Zhu et al. [22] . In RSR, each feature in highdimensional space can be represented by a linear combination of other features. Thus, they first establish a linear regression model. Then, the most representative features can be selected by introducing the l 2,1 -norm regularization into the regression model. The experimental results in [22] indicate that the ability of feature self-representation is very important for unsupervised feature selection.
Although RSR successfully constructed a bridge between the feature self-representation and feature selection and outperformed the state-of-the-art approaches, the correlation of the selected features was neglected in RSR totally. Therefore, some redundancy features are easily selected, which causes the feature subset to be far from optimal. Moreover, in many cases, it is necessary to gain high sparsity and low redundancy simultaneously [6] , since they are essential and complementary for improving the performance of feature selection. Therefore, integrating their advantages into a unified framework is an appropriate choice for obtaining the optimal feature subset.
With the above considerations as well as our previous work, a novel unsupervised feature selection algorithm called Inner Product Regularized Nonnegative Self Representation (IRNSR) is proposed in this paper, which integrates high sparsity and low redundancy into a unified framework, to overcome the disadvantage of RSR. In IRNSR, each feature in high-dimensional data is first represented by a linear combination of other features. Moreover, a nonnegative constraint is imposed to strengthen the physical significance of the learned feature weights. Second, to achieve the characteristics of sparsity and low redundancy simultaneously [6] , an inner product regularization term that can be regarded as a combination of l 2 -norm and l 1 -norm is introduced into our algorithm. Subsequently, we design an iterative algorithm to optimize the objective function of the IRNSR, followed by analysing the convergence behaviour of the proposed algorithm. Last, the proposed IRNSR algorithm is evaluated on six databases, namely, Extended YaleB [23] , CMU PIE [24] , AR [25] , JAFFE [26] , ORL [27] , and COIL20 [28] . Extensive experimental results indicate the effectiveness and advantages of the proposed IRNSR algorithm.
The remainder of this paper is organized as follows: in Section II, we detail our IRNSR algorithm. Section III shows the experimental results as well as an analysis of six image databases, and Section IV concludes this paper.
II. THE PROPOSED METHOD
In this section, some notation is introduced first. Then, we give a detailed description of the proposed IRNSR algorithm for unsupervised feature selection. Finally, an iterative algorithm is designed to solve our IRNSR, and the convergence analysis is also accordingly given.
Let Z = [z 1 ; z 2 ; ...; z n ] ∈ n×m be the given highdimensional data matrix, in which z j ∈ 1×m denotes the j-th sample and m and n are the number of features and samples, respectively. We use f j (j = 1, ..., m) to denote the corresponding feature vector. Therefore, we can represent the data matrix as Z = f 1 , f 2 , ..., f m . For a matrix B ∈ n×m , the Frobenius norm and l 2,1 -norm of B are defined as 
We consider that the loss function in (3) is based on the Frobenius norm, which is sensitive to noise and outliers. To address this limitation, we employ the l 2,1 -norm to replace the Frobenius norm to constrain the loss function in (3). Moreover, to strengthen the physical significance of matrix S in the representation, a nonnegative constraint is imposed. Under the above-mentioned definitions, the regression model in (3) is rewritten as:
To ensure the sparsity of the selected features and to simultaneously retain the low redundancy, an inner product regularization of the representation coefficient matrix is introduced into our algorithm, which is formulated as | < s i , s j > |, where s i and s j are the i-th row and j-th row weight vectors of S. Therefore, when considering all of the weight vectors in S, the regularization term in our IRNSR can be formulated as:
By minimizing (5), we can observe that the weights that correspond to the redundant and uninformative features will be reduced to very small values or even zeros, which causes the selected features to be sparse. In addition, the inner products of the weight vectors will be large if the features are correlated, which incurs a heavy penalty for (5) . Therefore, in this work, we expect that the value of Eq. (5) is small, which could select the features with low-redundancy.
Through a simple formulation, (5) can be written in a more compact form, which can be regarded as a combination of the l 1 -norm of SS T and the l 2 -norm of S, as follows:
where || · || 1 and || · || 2 2 denote the l 1 -norm and l 2 -norm, respectively.
Next, through combining (4) and (6), the objective function of our IRNSR is defined as:
where α is a regularization parameter to make a tradeoff between the two terms. In (7), the first term is to measure the representation ability of the selected features, and the second term aims to ensure the sparsity and low redundancy among the features simultaneously [6] . After obtaining S, the top p ranked features can be selected by sorting all of the m features in descending order based on
|| 2 (i = 1,2,. . . ,m). As a result, the features that correspond to zero rows of S will be discarded.
Although the proposed self-representation approach is similar with sparse representation, namely, selfrepresentation can also be viewed as a sparse representation model in some tasks. However, the main difference of them is that sparse representation belongs to sample-level representation, while the proposed approach is feature-level representation. Therefore, the proposed approach is different from the sparse representation. Moreover, in this paper, the goal is to select features in unsupervised tasks.
B. OPTIMIZATION
From (7), we can see that the objective function of IRNSR involves two regularization terms with respect to S, including l 2,1 -norm and l 1 -norm. Since both l 2,1 -norm and l 1 -norm in (7) are non-smooth, a closed form solution for (7) cannot be given. With regard to this limitation, we design an iterative algorithm to optimize the proposed IRNSR method.
For a matrix B ∈ R n×m , there is B 2,1 = tr B T GB , wherein G denotes a diagonal matrix, and its diagonal elements are defined as g ii = 1/(2 b i 2 ) [22] . Therefore, we can find that (7) can be formulated equivalently to the following (8):
where R denotes a diagonal matrix, and its diagonal element r ii is defined as r ii = 1/(2 z i − z i S 2 ). Through simple algebra formulations, (8) can be rewritten as
where R is a diagonal matrix in which each of the diagonal elements r ii is defined as:
Then, we define υ = υ ij as the Lagrange multipliers with the aim of constraining S ≥ 0. Thus, the Lagrangian function of (11) can be written as:
The partial derivation of (12) with respect to S is
Using the KKT condition υS ij = 0 [29] , we have
where P = Z T RZ . Therefore, S can be updated by (15):
In practice, considering that ||z i − z i S|| 2 could be zero, we redefine r ii as follows:
where ε is a very small constant. Last, we solve the problem of (9) by alternately updating S and R.
C. ALGORITHM
The proposed optimization algorithm for IRNSR can be summarized as follows: In this subsection, the fact that the value of the objective function in (7) monotonically decreases under the proposed updating rule in (15) is first proved. Then, we investigate the convergence of the iterative updating approach depicted in Algorithm 1.
Regarding the updating rule in (15), we have the following theorem:
Theorem 1: For S ≥ 0, the objective function in (7) is nonincreasing under the updating rule in (15) .
To prove Theorem 1, we first give the concept of an auxiliary function.
Definition [29] .
Lemma 1: Suppose that ϕ is an auxiliary function of ψ; then, ψ is non-increasing by (17) .
Here, it should be proved that the objective function is non-increasing under the following updating formula in (15) . Considering that the updating rule for S in (15) is absolutely the same as that in (17) with a proper auxiliary function. Hence, the part of (7) can be denoted by ψ ij S ij , which is important to S ij only. We can obtain that
where ψ ij S ij and ψ ij S ij represent the first-order and second-order derivatives, respectively, of the objective function ψ ij with respect to S ij [29] . Lemma 2: The function
is an auxiliary function of ψ ij S ij . Proof: The Taylor series expansion of ψ ij S ij can be expressed as
Comparing (21) with (22), we can find that φ S ij , S (t) ij ≥ ψ ij S ij is equivalent to
Apparently, based on the property of the matrix, we can obtain:
Thus, equation (23) holds, and φ S ij , S (t) ij (17) using (21), we obtain
Since equation (21) is an auxiliary function of ψ ij , ψ ij is nonincreasing under the updating rule stated in (15) [30] . Next, the convergence of the proposed iterative procedure in Algorithm 1 will be proven.
For any non-zero vectors c ∈ R m and d ∈ R m , we have the following inequality:
The more detailed proof in (27) is similar to that in [19] . Theorem 2: Based on the iterative update approach depicted in Algorithm 1, the objective function value in (7) monotonically decreases in each iteration until it converges to the global optimum [29] , [31] .
Proof: Let R t be the t-th iteration of R, when fixing R t , S t+1 is updated by solving the following inequality:
In other words, we have 
Based on the property in (27) , for each i, we have
Then, the following inequality holds:
Combining (31) and (33), we have the following result:
The inequality (34) demonstrates that the objective function in (7) will monotonically decrease in each iteration and that it has lower bounds, which causes the above iterations to converge. In addition, some of the experiments are conducted to show whether the objective function is non-increasing.
III. EXPERIMENTAL RESULTS AND ANALYSIS
In this section, the proposed method is compared with the other state-of-the-art approaches by classification and clustering experiments. Next, the details on the set of experiments are given below.
A. DATABASES
Six image datasets, Extended YaleB [23] , CMU PIE [24] , AR [25] , JAFFE [26] , ORL [27] , and COIL20 [28] , are used for our experiments for verifying the effectiveness of our proposed approach, as summarized in Table 1 . [23] contains 38 human subjects with 2414 frontal cropped facial images. Each subject has 64 images, in which each image is 32 × 32 pixels, with 256 grey levels per pixel. Some example images from this database are depicted in Figure 1 (a). 2) CMU PIE face dataset [24] contains 41,368 face images of 68 subjects. The images of each person were captured with different poses, illumination conditions, and expressions. In our experiments, a subset (C29) that contains 24 images of each person is adopted. Example images from this database are shown in Figure 1 (b). 3) AR face database [25] includes 4000 facial images that depict 126 individuals (70 male and 56 female faces). Each subject performs several expressions (anger, smiling, and screaming) in varying illumination conditions and with some occlusions (sun glasses and scarf). Some images from this database are illustrated in Figure 1 (c). 4) JAFFE face database [26] contains 213 images that depict ten Japanese female models, each of which is depicted with facial expressions (6 basic facial expressions + 1 neutral). Some examples from the JAFFE database are provided in Figure 1 (d). 5) ORL face database [27] is comprised of 400 facial face images that depict 40 different persons. Each image is taken at different times, with varying lighting and facial expressions as well as facial details. Some examples from the ORL database are shown in Figure 1 (e). 6) COIL20 database [28] contains 1440 images of 20 objects viewed from varying angles at intervals of 5 • , which results in 72 images per object. The size of each image is 32 × 32 pixels, with 256 grey levels per pixel. Some sample object images from the COIL20 database are shown in Figure 1(f) .
1) Extended YaleB face database

B. COMPARATIVE ALGORITHMS
Several unsupervised feature selection algorithms with good performance are chosen as comparison algorithms, with the aim of evaluating the performance of the proposed IRNSR, as listed below: 1. Baseline: All of the features are used. 2. LS [17] : Features are selected by incorporating both the variance of each feature and its locality preserving ability.
3. SPEC [12] : Features are selected based on spectral graph theory, which can exploit intrinsic properties of the data by constructing the nearest neighbour graph and computing the similarity matrix.
4. MCFS [18] : Features are selected by means of spectral analysis and l 1 -norm minimization.
5. UDFS [19] : Features are selected using spectral analysis and l 2,1 -norm minimization.
6. RUFS [20] : Incorporates clustering and feature selection into a unified framework for selecting the features.
7. NDFS [21] : On the basis of nonnegative spectral analysis and l 2,1 -norm regularization for feature selection. 8. RSR [22] : Features are selected using low-rank representations and l 2,1 -norm sparse regularization.
C. CLASSIFICATION
In this subsection, we use three databases for the classification experiments, namely, the Extended YaleB, CMU PIE and AR. For each database, the details are shown in Table 2 [32]. We select randomly l samples as the training samples, and the remainder are regarded as the testing samples. The process is repeated 10 times, and the average classification results of different unsupervised feature approaches are shown in Table 3 . We consider that the experiment environment and set are the same as in our published paper [32] . Therefore, the experimental results of the approaches compared in this paper are obtained from [32] .
From Table 3 , we can clearly observe that most of the feature selection algorithms perform better than the Baseline, which indicates that the feature selection procedure can remove the noise and redundancy features with the aim of improving the classification performance. In addition, compared to LS and SPEC, which select the features one by one, algorithms like MCFS, UDFS, RUFS, NDFS and IRNSR select the features jointly; their performance is always excellent because the correlations between the features are considered. Furthermore, the proposed IRNSR approach performs best among all of the compared algorithms. The reason is that both high sparsity and low redundancy are essential, which can improve the performance further. Figure 2 shows the classification rate of all of the compared approaches, respectively, on the Extended YaleB, CMU PIE and AR databases, with different numbers of selected features. The number of selected features is in the range of {10, 20, 30, 40, ..., 480, 490, 500}. From the results in Figure 2 , we can see that the above conclusions can be observed. In addition, with the increase in the feature dimension, the performance of all of the algorithms is improved at the beginning. After achieving their best performance, the classification rates of most algorithms trend towards stable. For the Extended YaleB and CMU PIE databases, the curve of IRNSR is almost above the other curves. For the AR database, it can be seen that when the number of selected features is relatively small, the performance of our algorithm is worse than that of some other methods (such as UDFS and RUFS). However, with an increase in the number of selected features, the proposed IRNSR performs better and is superior to all of the compared algorithms. Overall, the classification rate of our IRNSR is higher than that of the other algorithms, which demonstrates the effectiveness of IRNSR.
There is one parameter α, in our proposed algorithm. We test the impact of the varying values of the parameter α for the performance of IRNSR. Table 4 depicts the classification rate of our IRNSR with different values of parameter α on three databases. As shown in Table 4 , the classification rates obtained by IRNSR are relatively low when the value of α is very small. However, with an increase in the value of α, the performance of our proposed method becomes better. After achieving its best performance, the performance will drop gradually with an increasing value of α. In other words, our proposed IRNSR performs well when the value of α is neither too small nor too large. A relatively small α value will dominate the first term of the objective function in (7) and lose the characteristics of sparsity and low redundancy among the features. However, a relative large α value will make the object function in (7) dominated by the second term and the ability of feature self-representation will be neglected.
Finally, the convergence curves of our IRNSR on three databases are given in Figure 3 . From this figure, it is obvious that our IRNSR algorithm decreases at each iteration and converges very fast (usually within 500 iterations) on all of the databases.
D. CLUSTERING
In this subsection, Accuracy (ACC) and Normalize Mutual Information (NMI) [20] are used as evaluation criteria for comparing the clustering performances of the selected features by different algorithms. Denote c i and g i as the clustering label and the corresponding ground truth label of x i , respectively; then, ACC can be formulated as
where n represents the number of samples, δ(c i , g i ) denotes the following indicator function:
Here, map(·) is the optimal mapping function for matching the acquired clustering label and ground truth based on the Kuhn-Munkres algorithm. A higher ACC means a better clustering performance. For any two arbitrary variables T and C, NMI is defined as
where I (T , C) denotes the mutual information between T and C, and H (T ) and H (C) represent the entropies of T and C. For clustering, T and C are the clustering result and the ground truth of the input sample, respectively. A larger NMI means a better clustering performance. In this subsection, the results of the clustering experiment are presented to verify the performance of our IRNSR. Specifically, three public databases, JAFFE, ORL and COIL20, are used for comparison. The clustering experiment procedure is the same as the classification experiment. Equally, we align and crop all of the images manually, and then, we resize them to a resolution of 32 × 32 pixels as the final images. The size of neighbourhood k is fixed at 5, and the value of parameter α is tuned for all of the methods in the range {0.001, 0.010, 0.100, 0.250, 0.500, 0.750, 1.000} on all of the databases.
In our experiment, a simple algorithm called k-means clustering is used for clustering the selected features based on all of the samples, by different feature selection algorithms. Since the initialization has a great impact on the performance of the k-means clustering algorithm, the process of clustering is repeated 50 times with different random initializations. The average clustering results with standard deviations are given in this experiment [33] . The clustering experiment parameter setting is the same as in [34] , and the experimental results obtained for the comparison approaches are in [34] . Tables 5-6 show the best values of ACC and the NMI of nine algorithms, respectively, on the JAFFE, ORL and COIL20 databases. From Table 5 -6, it can be clearly seen that our IRNSR performs better on all of the databases compared with the other algorithms, under the condition that the number of selected features is relative low, which indicates the effectiveness of the proposed algorithm. In addition, we tune the number of selected features to be from 10 to 500 with an interval of 10, and the corresponding values of ACC and NMI of all of the methods on the three databases are depicted in Figures 4-5 . From the clustering results depicted in Figures 4-5 , it can be seen that all of the feature selection algorithms have better performances than the baseline algorithm, which indicates that the feature selection can reduce the number of features and, at the same time, improve the performance of the clustering. The curve of IRNSR is higher than that of the other algorithms in most cases, which demonstrates that the proposed IRNSR is highly competitive with the compared algorithms.
Additionally, the performances of all of the algorithms are relatively low when the number of selected features is small [29] , while with an increasing number of selected features, the performance of the proposed approach will be improved. However, this trend will be changed after achieving their best performances. The main reason is that when the number of selected feature is large, redundant and irrelevant features will be introduced. Furthermore, with an increase in the number of selected features, the proposed IRNSR performs better and is superior to all of the other compared VOLUME 5, 2017 algorithms in most cases, which demonstrates the superiority of the proposed IRNSR.
Next, the sensitivity of parameter α to the clustering accuracy in the proposed IRNSR algorithm is tested. Table 7 and  Table 8 depict the clustering results under varying values of parameter α. As seen from these tables, several interesting points can be observed: on the one hand, when the value of α is less than or equal to 0.010 on the JAFFE and ORL databases, the clustering ACC of the proposed approach are better that these results when the value of α is more than 0.010. For COIL20 database, its influence is small when the value of α is less than 0.750, However, when the value of α is greater than or equal to 0.750, the proposed method can achieve good results. On the other hand, the clustering NMI of the proposed approach is not sensitive on the JAFFE and ORL databases when the value of α is less than 0.010. When the value of α is more than or equal to 0.100, its influence becomes large; however, the trend will be changed after the value of α is more than 0.500 and becomes insensitive to the performance of the proposed approach. For the COIL20 database, with an increase in the value of α, the clustering NMI of the proposed approach will also increase. Moreover, it can be seen that our IRNSR obtains its best clustering ACC and NMI performances when the parameter α is set to a moderate value.
Finally, the convergence curves of the proposed IRNSR on the JAFFE, ORL, and COIL20 databases are given in Figure 6 . From Figure 6 , we can observe that the value of the objective function declines at each iteration and converges very fast (the number of iterations is less than 500) on all of the databases.
IV. CONCLUSIONS
In this paper, a novel unsupervised feature selection algorithm named the Inner Product Regularized Nonnegative Self Representation (IRNSR) is proposed, which integrates high sparsity and low redundancy into a unified framework to achieve higher performance in feature selection. In addition, a simple yet efficient iterative-update algorithm is designed to optimize the objective function of IRNSR, followed by an analysis of the convergence behaviour of the proposed IRNSR. Finally, the IRNSR is evaluated on six databases, and the extensive classification and clustering experimental results show the superiority of the proposed IRNSR algorithm.
