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Abstract
For a positive integer n and for a real number s, let sn denote the set of all n× n real
matrices whose rows and columns have sum s. In this note, by an explicit constructive method,
we prove the following.
(i) Given any real n-tuple  = (λ1, λ2, . . . , λn)T, there exists a symmetric matrix in λ1n
whose spectrum is .
(ii) For a real n-tuple  = (1, λ2, . . . , λn)T with 1  λ2  · · ·  λn, if
1
n
+ λ2
n(n− 1) +
λ3
n(n− 2) + · · · +
λn
2 · 1  0,
then there exists a symmetric doubly stochastic matrix whose spectrum is .
The second assertion enables us to show that for any λ2, . . . , λn ∈ [−1/(n− 1), 1], there
is a symmetric doubly stochastic matrix whose spectrum is (1, λ2, . . . , λn)T and also that any
number β ∈ (−1, 1] is an eigenvalue of a symmetric positive doubly stochastic matrix of any
order.
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1. Introduction
A real matrix A is called nonnegative (resp. positive), written A  O (resp. A >
O), if all of its entries are nonnegative (resp. positive). A square nonnegative matrix
is called doubly stochastic if all of its rows and columns have sum 1. The set of all
n× n doubly stochastic matrices is denoted by n.
For a square matrix A, let σ(A) denote the spectrum of A. Given an n-tuple
 = (λ1, λ2, . . . , λn)T of numbers, real or complex, deciding the existence of a ma-
trix A with some specific properties such that σ(A) =  has long time been one of
the problems of main interest in the theory of matrices.
Given  = (λ1, λ2, . . . , λn)T, in order that  = σ(A) for some positive matrix
A, it is necessary that λ1 + λ2 + · · · + λn > 0. Sufficient conditions for the exis-
tence of a positive matrix A with σ(A) =  have been investigated by several au-
thors such as Borobia [1], Fiedler [2], Kellog [4], and Salzmann [5].
In this paper we deal with the existence of certain real symmetric matrices and
that of symmetric doubly stochastic matrices with prescribed spectrum under certain
conditions.
Let A ∈ n. Then the well known Gershgorin’s theorem (see [3], for instance)
implies that σ(A) is contained in the closed unit disc centered at the origin in the
complex plane. Thus if, in addition, A is symmetric, then σ(A) lies in the real closed
interval [−1, 1].
Given a real n-tuple  = (λ1, λ2, . . . , λn)T with λ1  λ2  · · ·  λn, in order
that there exists A ∈ n with σ(A) = , it is necessary that
λ1 = 1, λn  −1, λ1 + λ2 + · · · + λn  0. (1)
Thus, for instance, there exists no 3 × 3 doubly stochastic matrix with spectrum
(1,−0.5,−0.6)T or (1, 1,−1.1)T.
Certainly the condition (1) is not sufficient for  = (λ1, λ2, . . . , λn)T with λ1 
λ2  · · ·  λn to be the spectrum of a doubly stochastic matrix.
In this paper, we find a sufficient condition on  = (λ1, λ2, . . . , λn)T with λ1 
λ2  · · ·  λn satisfying (1) for the existence of a symmetric doubly stochastic
matrix having  as its spectrum by a constructive method. For an n-tuple x = (x1,
x2, . . . , xn)T, let x and ←−x be defined by
x = (x1 − x2, x2 − x3, . . . , xn−1 − xn, xn)T,
←−x = (xn, xn−1, . . . , x2, x1)T.
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Note that ←−x is the difference sequence of the finite sequence 0, xn, xn−1, . . . ,
x2, x1. Let
hn =
(
1,
1
2
,
1
3
, . . . ,
1
n
)T
.
Then
hn =
(
1
1 · 2 ,
1
2 · 3 , . . . ,
1
(n− 1) · n,
1
n
)T
.
We see that the ith component of hn is the length of the ith subinterval of the
division of the unit interval [0, 1] by inserting the n− 1 points 12 , 13 , . . . , 1n .
For a real number s, let sn denote the set of all n× n real matrices all of whose
rows and columns have sum s. The set n consists of all nonnegative matrices in 1n.
In what follows we show that for any real n-tuple  = (λ1, λ2, . . . , λn)T, there
exists a symmetric matrix in λ1n whose spectrum is , and also that if a real n-tuple
 = (1, λ2, . . . , λn)T with 1  λ2  · · ·  λn satisfies (1) and one of the two equiv-
alent conditions (a) and (b) in the following Lemma 1, then there exists a symmetric
doubly stochastic matrix of order n with  as its spectrum.
Lemma 1. For a real n-tuple  = (1, λ2, . . . , λn)T. Let  = (δ1, δ2, . . . , δn)T.
Then the following are equivalent.
(a)
1
n
+ λ2
n(n− 1) +
λ3
(n− 1)(n− 2) + · · · +
λn
2 · 1  0, (2)
(b)
δ1
n
+ δ2
n− 1 + · · · +
δn−1
2
+ δn  0. (3)
Proof. We see that
1
n
+ λ2
n(n− 1) +
λ3
(n− 1)(n− 2) + · · · +
λn
2 · 1
= 1
(
1
n
− 0
)
+ λ2
(
1
n− 1 −
1
n
)
+ · · · + λn
(
1
1
− 1
2
)
= (1 − λ2)1
n
+ (λ2 − λ3) 1
n− 1 + · · · + (λn−1 − λn)
1
2
+ λn
= δ1
n
+ δ2
n− 1 + · · · +
δn−1
2
+ δn.
Thus the equivalence of (a) and (b) follows. 
Notice that
1
n
+ λ2
n(n− 1) +
λ3
(n− 1)(n− 2) + · · · +
1
2 · 1 = 
T←−−hn,
δ1
n
+ δ2
n− 1 + · · · +
δn−1
2
+ δn = ()T←−hn.
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Thus the inequalities (2) and (3) can be expressed as
 · ←−−hn  0, (4)
 · ←−hn  0 (5)
respectively, where ‘ · ’ stands for the Euclidean inner product. In the sequel we de-
note by In, Jn,On the identity matrix, the all 1’s matrix and the zero matrix of order
n respectively.
We let en denote a column of Jn. We sometimes write I, J,O, e in place of
In, Jn,On, en in case that the size of the matrix or vector is clear within the context.
2. Main result
For n  2, let
Qn =
[ 1
n
1
n
eT
−e In−1
]
. (6)
Then clearly Qn is nonsingular.
We first observe the effect of the similarity transformation X → QXQ−1 on cer-
tain sets of matrices on which our discussion relies.
Lemma 2. Let Qn be the matrix defined in (6), then
(a) QnJnQ
−1
n = nI1 ⊕On−1,
(b) Qn(I1 ⊕ A)Q−1n = I1 ⊕ A, for any A ∈ 1n−1.
Proof. Clearly
QnJn =
[
1 eT
0 O
]
=
[
n 0T
0 O
]
Qn,
and (a) follows. To show (b), observe that
Qn
[
1 0T
0 A
]
=
[ 1
n
1
n
eTA
−e A
]
=
[ 1
n
1
n
eT
−e A
]
,[
1 0T
0 A
]
Qn =
[ 1
n
1
n
eT
−Ae A
]
=
[ 1
n
1
n
eT
−e A
]
,
for any A ∈ 1n−1. Thus (b) holds. 
We first find a matrix with a prescribed spectrum in the set sn−1.
Theorem 3. Let n  2. Then for any real n-tuple  = (λ1, λ2, . . . , λn)T, there
exists a symmetric matrix A ∈ λ1n with σ(A) = .
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Proof. Let (x1, x2, . . . , xn) be an n-tuple of indeterminates and let
A = x1
(
1
n
Jn
)
+ x2
(
I1 ⊕ 1
n− 1Jn−1
)
+ · · · + xn
(
In−1 ⊕ 11J1
)
. (7)
We show that A is similar to diag(y1, y2, . . . , yn) where yi = xi + xi+1 + · · · + xn
(i = 1, 2, . . . , n). We proceed by induction on n.
If n = 2, then
Q2AQ
−1
2 =
[ 1
2
1
2−1 1
] [
x1
2 + x2 x12
x1
2
x1
2 + x2
] [
1 − 12
1 12
]
=
[
x1 + x2 0
0 x2
]
,
and the induction starts.
Suppose that n > 2. We have, by Lemma 1, that
QnAQ
−1
n = x1 (I1 ⊕On−1)+ x2
(
I1 ⊕ 1
n− 1Jn−1
)
+ x3
(
I2 ⊕ 1
n− 2Jn−2
)
+ · · · + xn
(
In−1 ⊕ 11J1
)
= y1I1 ⊕ B,
where
B = x2
(
1
n− 1Jn−1
)
+ x3
(
I1 ⊕ 1
n− 2Jn−2
)
+ · · · + xn
(
In−2 ⊕ 11J1
)
.
By the induction hypothesis, there exists a nonsingular matrix Q of order n− 1 such
that QBQ−1 = diag(y2, y3, . . . , yn). Then
(I1 ⊕Q)QnAQ−1n (I1 ⊕Q−1) = diag(y1, y2, . . . , yn).
Now, let (x1, x2, . . . , xn)T = . Then (y1, y2, . . . , yn)T = (λ1, λ2, . . . , λn)T, and
the theorem is proved. 
We are now ready to prove the following.
Theorem 4. Let  = (1, λ2, . . . , λn)T be a real n-tuple with 1  λ2  · · ·  λn. If
 satisfies one of the inequalities (2)–(5), then there exists a symmetric A ∈ n with
σ(A) = . Moreover, if 1 > λ2, then the matrix A can be taken to be positive.
Proof. Let  = (δ1, δ2, . . . , δn)T, and let A = [aij ] be the matrix defined as (7)
with xi = δi (i = 1, 2, . . . , n). Then A ∈ 1n. All we need to show is that A  O.
Since δi  0 for i = 1, 2, . . . , n− 1, we see that all of the off-diagonal entries of A
are nonnegative. We also see, for each i = 1, 2, . . . , n− 1, that
aii = δ1
n
+ δ2
n− 1 + · · · +
δi
n− i + 1 + δi+1 + · · · + δn,
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and
ann = δ1
n
+ δ2
n− 1 + · · · +
δn−1
2
+ δn
from which it follows that a11  a22  · · ·  ann because δi  0 for i = 1, 2, . . . ,
n− 1. Now that ann  0 follows from Lemma 1.
If 1 > λ2, then δ1 > 0, and it must be that A > O. 
Theorem 4 can be interpreted geometrically as
Corollary 5. Let  = (1, λ2, . . . , λn)T be a real n-tuple with 1  λ2  · · ·  λn.
If  forms an acute or right angle with ←−−hn, then there exists a symmetric A ∈ n
with σ(A) = .
Let n be fixed and let 0 denote the hyperplane
{x ∈ Rn | xT←−−hn = 0},
where Rn denotes the real Euclidean n-space. Then Rn −0 is divided into two
parts
+ = {x ∈ Rn | xT←−−hn > 0}, − = {x ∈ Rn | xT←−−hn < 0}.
Let S = {(1, x2, . . . , xn)T ∈ Rn | 1  x2  · · ·  xn}. Then Corollary 5 can be re-
stated as
Corollary 6. Every vector in S ∩ (+ ∪0) is the spectrum of a symmetric doubly
stochastic matrix.
An n× n matrix is irreducible if there does not exist a permutation matrix P such
that P TAP has the form
P TAP =
[
B O
∗ C
]
,
where B,C are nonvacuous square matrices. If A is a doubly stochastic, then there
are irreducible doubly stochastic matrices A1, A2, . . . , Ak, called the irreducible
components of A, such that A = A1 ⊕ A2 ⊕ · · · ⊕ Ak. The algebraic multiplicity
of the eigenvalue 1 of A equals the number of irreducible components of A. For
 = (1, λ2, . . . , λn)T, with 1  λ2  · · ·  λn, if 1 = λ2, then there is no irreduc-
ible doubly stochastic matrix whose spectrum is . But if 1 > λ2, then the matrix
defined by (7) with xi = δi, i = 1, 2, . . . , n, is a positive matrix.
From the proof of Theorem 3, we get
ann 
δ1 + δ2 + · · · + δn−1
n
+ λn = 1 + (n− 1)λn
n
.
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Thus we have
Corollary 7. If λ2, . . . , λn ∈ [−1/(n− 1), 1], then there exists a symmetric A ∈
n with σ(A) = (1, λ2, . . . , λn)T.
Note that the lower bound −1/(n− 1) of the interval is the best possible for the
statement of Corollary 7. For, if α is a number such that α < −1/(n− 1), then there
does not exist an A ∈ n such that σ(A) = (1, α, . . . , α) because A must have a
nonnegative trace.
Let β be any number such that −1 < β < 1. Take any real number ε such that
0 < ε < min{1 + β, 1 − β}. Let
λi =
{ 1, if i = 1,
1 − ε, if 2  i  n− 1,
β, if i = n
and let  = (λ1, λ2, . . . , λn)T. Then  = (δ1, δ2, . . . , δn)T = (ε, 0, . . . , 0,
1 − ε − β, β)T so that
δ1
n
+ δ2
n− 1 + · · · +
δn−1
2
+ δn = ε
n
+ 1 − ε − β
2
+ β > 1 + β − ε
2
> 0.
Thus we have the following.
Corollary 8. Let n  2, then for any β ∈ (−1, 1], there exists a symmetric positive
A ∈ n of which β is an eigenvalue.
Certainly −1 is an eigenvalue of some A ∈ n for every n  2, for example, of[
0 1
1 0
]
⊕ In−2.
But −1 cannot be an eigenvalue of a positive doubly stochastic matrix. This fact fol-
lows directly from the Perron–Frobenius theory. We give here another simple proof.
Suppose that Ax = −x where A = [aij ] ∈ n, A > O, and x = (x1, x2, . . . , xn)T.
Without loss of generality we may assume that x1 = 1 and |xi |  1 for all i =
2, 3, . . . , n. Then a12x2 + a13x3 + · · · + a1nxn = −1 − a11 from which we have 1 <
1+ a11 < a12|x2| + · · · + a1n|xn| a12 + · · · + a1n = 1− a11 < 1, a contradiction.
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