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Abstract
Accurate building performance assessment is necessary for the design of efficient
energy retrofit operations and to foster the development of energy performance
contracts. An important barrier however is that simulation tools fail to ac-
curately predict the actual energy consumption. We present a methodology
combining thermal sensor output and inverse algorithms to determine the key
parameters of a multizone thermal model. The method yields calibrated ther-
mal models that are among the most detailed ones in the literature dealing
with building thermal identification. We evaluate the accuracy of the resulting
thermal model through the computation of the energy consumption and the
reconstruction of the main energy flux. Our method enables one to reduce stan-
dard uncertainties in the thermal state and in the quantities of interest by more
than 1 order of magnitude.
Keywords: building performance assessment, thermal diagnosis, inverse
problem, parameter identification
1. Introduction
Energy retrofitting of the buildings stock is a major challenge to substan-
tially reduce energy consumption in European countries. Energy performance
contracts are a powerful tool to foster ambitious retrofit operations but their
development is slowed down by the lack of accurate performance analysis tools.
As a matter of fact, simulation tools used to assess the energy performance of
existing buildings and design energy conservation measures lead to discrepan-
cies between actual and computed energy performance, and thus fail to predict
accurately the energy consumption after retrofit [32, 27, 5, 12]. Techniques to
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obtain calibrated simulation models are still needed and this has been an active
research area in the two last decades [1, 2, 29, 28, 16, 37, 26].
The literature on the topic often takes the direction of model simplification:
in this approach, one looks for a sufficient prediction model that involves a few
number of parameters that can be identified using a given set of measurement
data. These methods are able to predict the overall thermal state, but lack
insight into building parameters. They are particularly suitable for control
problems. Many works on model reduction highlight the importance of the
suitable choice of the model parameters [15, 18, 23].
The opposite direction consists in trying to correct the response of a detailed
simulation model by adjusting some key parameters in the model. This leads to
a problem that is usually more difficult to tackle because of the large number of
parameters involved in a detailed simulation model compared to the available
measured data.
Considering that a detailed simulation model is essential for the design of
efficient energy retrofit measures, we address here the question of calibrating
a simulation model based on standard dynamic multizone assumptions. The
choice of such a detailed model enables to characterize all energy fluxes in the
building under study, evaluate the true potential of refurbishment scenarios,
and offers to the engineer in depth analysis of the building’s behavior.
Model calibration can be treated in the context of inverse problems theory.
The development of inverse problem approaches to building simulation goes
back to the 1980s, [30]. Using this framework, we solve here a state-parameter
identification problem which aims at determining sources and intrinsic prop-
erties of a mathematical model based on partial observations of the physical
state, [3]. This kind of non-linear problems may be reformulated as optimiza-
tion problems, where the unknowns are sought as minimizers of a cost-function
evaluating the gap between the computed and the measured physical state, [34].
Special attention is given to assess the quality of the model that is obtained
regarding two main criteria. The first is related to the ability of the model to
accurately compute the energy needs in a building. The second one is related
to its ability to compute the main energy fluxes that compose the thermal dy-
namical equilibrium of the building. We call quantities of interest the variables
associated to these two criteria; they represent crucial information for the eval-
uation of refurbishment scenarios impact and return on investment. They are
also a fundamental tool in the development of energy performance contracts.
The paper is organized as follows. First, we present the main modeling
assumptions that are used and introduce a simple geometry that will be used
for a case study. In the next section, we present the approach used for the
resolution of the identification problem, based upon optimal control theory. The
last section concerns various numerical tests that help evaluate the performance
of the calibrated model under various situations with respect to the two above-
mentioned criteria.
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2. Modeling assumptions and case study
In this section, we first introduce the mathematical model used for this work.
As explained before, it’s a detailed building thermal model. We then present
the case study and give mathematical definitions for the quantities of interest.
2.1. Thermal model for building energy diagnosis
The thermal model used in this work follows the standard multizone mod-
eling assumptions: we consider homogeneous spatial distribution of the tem-
perature field in the zones, and one-directional heat flux through walls, [4].
Multizone models directly derived from a continuous 3D formulation where flu-
ids and solids are coupled by boundary layer exchange with Robin transmission
conditions on interfaces, [6, 8].
The room air temperature is governed by an ordinary differential equation
(ODE) evaluating the heat balance at the thermal node. Let z ∈ J1, NzK be
the zone index, with Nz the number of zones, and Tz the corresponding air
temperature. The heat balance equation writes: Cz
dTz
dt
=
Nz∑
r=1
Arz +Az +
Ns∑
s=1
Ss
(C0sz + CLsz)+Qz +Wz + Φbz + Φdz
Tz(t = 0) = T
0
z
(1)
All terms are described in table 1, they account for solar gains, convective gains
through walls (no matter the aeraulics) and air exchange, and internal gains
from people and equipment. What we called convective gains actually account
for both convection and conduction exchanges in boundary layers between zones
and surfaces. We note ca the air heat capacity (J/K.m
3), Rzr the airflow rate
Flux Definition
Arz = caRzr (Tr − Tz) interzone airmass exchange
Az = caqz (Ta − Tz) airmass exchange with outside environment
C0sz = h0sz (θs(0, t)− Tz) convection between surfaces and inside airCLsz = hLsz (θs(Ls, t)− Tz)
Qz =
∑
iQ
i
z internal gains from people and equipment
Wz = λz (Θz − Tz) convective gains from heating devices
Φbz = Azτzγ
b
zφ
b gains from short-wave solar radiation
through windowsΦdz = Azτzγ
d
zφ
d
Table 1: Flux definition in the zones, with θs the wall temperature and Θz the heating device
temperature.
between zones z and r (m3/s), qz the air renewal rate (m
3/s), Ta the mean
outside air temperature (K), h0sz (resp. h
L
sz) the convective heat exchange co-
efficient between surface s at surface (x = 0) (resp. (x = Ls)) and zone z
(J/K.m2.s), θs(x, t) the surface temperature (K), Q
i
z the internal gains from
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use (J/s), λz the convective coupling between the heating device and the zone
(J/K.s), Θz the surface temperature of the heating device (K), Az the windows
area (m2), γbz (resp. γ
d
z ) the beam (resp. diffuse) sun exposure coefficients for
zone z, and φb (resp. φd) the beam (resp. diffuse) component of the solar flux
(J/m2.s).
Heat transfers within opaque walls and glazings are described by partial
differential equations (PDE) with scalar equivalent thermal parameters, [9, 36].
Let p ∈ J1, NsK be the surface index, with Ns the number of surfaces, and θs
the corresponding temperature field. The temperature field θs is governed by
the following equation:
Ssρcs
∂θs
∂t
− Ss ∂
∂x
(
ks
∂θs
∂x
)
= 0, (x, t) ∈ [0, Ls]× (0, ta]
−ks ∂θs
∂x
(0, t) =
Ns∑
p=1
(R00sp +R0Lsp )+R0∞s − Nz∑
z=1
C0sz + C
0
s + C0s + Φb0s + Φd0s
ks
∂θs
∂x
(Ls, t) =
Ns∑
p=1
(RL0sp +RLLsp )+RL∞s − Nz∑
z=1
CLsz + C
L
s + CLs + ΦbLs + ΦdLs
θs(x, t = 0) = θ
0
s(x)
(2)
All terms are described into table 2, they account for solar gains, convective
gains through the environment, and radiative gains from adjacent facing surfaces
and from the sky. We note α0Lsp the radiative exchange coefficient between the
Flux Definition
R00sp = α00sp (θp(0, t)− θs(0, t))
longwave radiation exchange between
adjacent surfaces facing each other
R0Lsp = α0Lsp (θp(Lp, t)− θs(0, t))
RL0sp = αL0sp (θp(0, t)− θs(Ls, t))
RLLsp = αLLsp (θp(Lp, t)− θs(Ls, t))
R0∞s = β0s (T∞ − θs(0, t)) longwave radiation between surfaces and the
skyRL∞s = βLs (T∞ − θs(Ls, t))
C0s = h
0
s (Ta − θs(0, t)) convection exchange between surfaces and
outside environmentCLs = h
L
s (Ta − θs(Ls, t))
C0s = h0s (Tg − θs(0, t)) conduction between surfaces and the groundCLs = hLs (Tg − θs(Ls, t))
Φb0s = α
0
sγ
0b
s φ
b
shortwave solar radiation
Φd0s = α
0
sγ
0d
s φ
d
ΦbLs = α
L
s γ
Lb
s φ
b
ΦdLs = α
L
s γ
Ld
s φ
d
Table 2: Flux definition on the walls’ boundaries.
face (x = 0) of surface s and the face (x = Lp) of surface p (J/K.m
2.s), β0s (resp.
βLs ) the radiative exchange coefficient between the face (x = 0) (resp. (x = Ls))
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of surface s and the sky (J/K.m2.s), T∞ the equivalent sky temperature (K),
hs
0 (resp. hs
L) the convective heat exchange coefficient between the face (x = 0)
(resp. (x = Ls)) of surface s and the outside air (J/K.m
2.s), Ta the mean
outside air temperature (K), h0s (resp. h
L
s ) the diffusive heat coefficient between
the face (x = 0) (resp. (x = Ls)) of surface s and the ground (J/K.m
2.s), Tg
the ground temperature (K), α0s (resp. α
L
s ) the absorbance of the face (x = 0)
(resp. (x = Ls)) of surface s, γ
0b
s (resp. γ
0d
s ) the exposure coefficient to the
beam (resp. diffuse) solar component of the face (x = 0) of surface s, and φb
(resp. φd) the beam (resp. diffuse) component of the solar flux (J/m2.s).
We also consider a model for the thermal behavior of heat devices inside the
zones. Let Θz be the temperature of the heating device z ∈ J1, NzK, given as
the solution of the following ODE: dz
dΘz
dt
= Pz −Wz
Θz(t = 0) = Θ
0
z
(3)
where Pz = ηzPz is the supplied power, with ηz the heating device efficiency
and Pz the input power (J/s).
PDEs are spatially discretized by the finite elements method with P 1 basis
functions, and the time integration of the whole system is done by an implicit
Euler scheme with a constant timestep ∆t = 10 min, [31, 11].
2.2. Case study
The forecoming presentation of the model calibration method will be applied
to a generic numerical test case. Actually, it represents an idealized two-zone
building, see figure 1, with geometry and dimensions very similar to those de-
fined in the BESTest testing protocol for dynamical thermal simulation soft-
wares, [17]. Therefore, the test case may be viewed as a benchmark test for
energy performance contracts.
Figure 1: Geometric visualization of the case study on Google SketchUp CAD software.
The numerical tests will be done using weather data coming from Energy-
Plus weather files corresponding to the city of Lyon (France), and we choose
simple idealized occupancy scenarios. We get the sensor response from synthetic
thermal data obtained by simulations based on model (1)-(2)-(3).
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2.3. Quantities of interest
As motivated in the introduction, the present energy performance assessment
method strongly focuses on the possibility to accurately compute the building
energy flux balance and energy consumption. These quantities are hereafter
called quantities of interest and we detail their computations in the following
sections.
2.3.1. Intrinsic minimal consumption
The first quantity of interest is the intrinsic minimal consumption, repre-
senting the building energy needs. We compute it as the power needed to reach
a given setpoint temperature in the rooms. We thus solve an optimization
problem where the supplied powers Pz are the unknowns:
{P ?z }z = arg min
Pz∈L2(0,ta)
{
1
2
∑
z
‖Tz(Pz)− T c‖2Mc +
ω
2
∑
z
‖Pz‖2L2(0,ta)
}
(4)
This linear optimization problem is solved by the same tools as those used for
the inverse method, which will be described in the next section. The parameter
ω ∈ R∗+ adjusts the severity of the minimal-norm constraints. Since the range
of Pz is about 10
3, we chose ω = 10−7 in our computations.
2.3.2. Energy flux decomposition
The second goal of the methodology is to derive a model that accurately
computes the building energy flux balance. In order to evaluate this objective,
we define the energy flux decomposition as a time-integration of the heat fluxes
appearing in the zone state equation:
Cz
dTz
dt
=
Nz∑
r=1
Arz +Az +
Ns∑
s=1
Ss
(C0sz + CLsz)+Qz +Wz + Φbz + Φdz (5)
with the terms described in table 3. Since the internal gainsQz and the interzone
thermal coupling Arz are supposed to be known, they will not be part of this
decomposition. Only the last flux N does not appear in equation (5), and
represent the energy loss related to heating device efficiency.
Flux Description
A = ∑z caqz (Ta − Tz) air renewal
Cs = ∑s,z Ssh0sz (θs(0, t)− Tz) convective coupling with the walls
+
∑
s,z Ssh
L
sz (θs(Ls, t)− Tz)
W = ∑z λz (Θz − Tz) convective coupling with heaters
Φ =
∑
z Azτz
(
γbzφ
b + γdzφ
d
)
solar gains
N = ∑z(ηz − 1)Pz loss related to heating device efficiency
Table 3: Description of heat flux in the zone.
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This quantity allows to distinguish the components of all heat gains and
losses of the building. It often takes the form of a Sankey diagram, and is the
cornerstone of the renovation proposals and the energy performance contracts.
3. Parameter identification method
For detailed models and cases involving time or space dependent functions
within the unknowns, model identification can be cumbersome. Indeed, the
computation of the cost-function’s gradient requires to compute several times
the overall building thermal state. The optimal control theory gives a general
mathematical framework to apprehend this type of problems, [21]. In particular,
the introduction of an adjoint model leads to a fast computation of the cost-
function’s gradient.
3.1. Measurements
We describe here the measurements available for the energy performance
assessment method. We require the measure of weather data, use conditions,
the power supplied to each heating systems, the zone mean air temperatures,
the heating systems surface temperatures, and some wall surface temperatures.
Actually, we only require the wall surface temperature measurements for one
wall per type of walls (heavy walls, light walls, ...).
We get data from an on-site sensors deployment, see figure 2. They are com-
posed of 2 zone air temperature sensors, 1 per room, and 6 surface temperature
sensors, 1 per heating device, 2 for both surfaces of a heavy wall and 2 for both
surfaces of the light wall.
Figure 2: Thermal sensors in the two-zone test case.
3.2. Choice of the unknown parameters
In a nonlinear model identification procedure, one can’t determine all pa-
rameters of a complex model without accurate a priori values, especially with
building thermal modeling in which we deal with a big number of parameters.
The first step of this process is then to select the unknown parameters of the
inverse problem as a compromise between the quantity and the quality of mea-
surements, and the type and the number of unknowns.
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Here we use the results of a sensitivity analysis of building thermal parame-
ters [14] coupled with the conclusions of the studies [25, 19] on the parameters
identifiability. We also want to accurately reconstruct the main energy flux
of the building thus the unknown parameters have to be related thereof. We
can thus argue that, among all parameters, those which are both uncertain,
thermally influent and identifiable at the same time are the heating system
properties (dz, ηz, λz), the wall internal thermal parameters (ρcs, ks), the room
air renewals qz and the window transmittances τz. However, the simultaneous
identification of time-dependent room air renewals qz and window transmit-
tances τz is not possible from the selected data and observation points, so we
decide to identify mean air renewals qz:
qz =
1
ta
∫ ta
0
qz(t) dt (6)
We obtain the following vector of unknowns:
u = {ρcs, ks, ηz, dz, λz, qz, τz}s,z (7)
3.3. Inverse problem
We describe here the inverse method used in this work. Let U be the space
of unknown parameters and S the space of thermal states verifying the thermal
model (1)-(2)-(3). We introduce the operator f which evaluates the thermal
state at any space-time point:
f :
( U −→ S
u 7−→ f(u) = {θs(x, t), Tz(t),Θz(t)}s,z (u), ∀(x, t) (8)
Let M be the observations space. We define the observation operator O ∈
L (S,M), and the composed operator fˆ by:
fˆ : U f−→ S O−→M (9)
It means that fˆ evaluates the thermal response of the model at the observation
points.
Using optimal control theory, the parameter identification problem can be
formulated as a minimization problem, where the unknowns are sought as min-
imizers of a cost-function evaluating the gap between measurements and com-
puted physical state, [20]. Such inverse problems are generally ill-posed as de-
fined by Hadamard, which means that their solution, if it exists and is unique,
does not continuously depend on data, [35]. In order to obtain a stable numer-
ical scheme, some regularization has to be introduced. We use here Tikhonov
regularization, [13], which consists in penalizing the cost-function by a quadratic
regularization term, thus providing local convexity and transforming the initial
problem into a well-posed one, [10]. The cost-function involved in the optimiza-
tion problem writes:
J(u) =
1
2
‖fˆ(u)−m‖2M +

2
‖u− u0‖2U +
µ
2
‖Gu− c‖2C (10)
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The first term, called fidelity term, evaluates the discrepancy between data
m ∈ M and the model response at observation points. The second one is the
so-called Tikhonov regularization term, with u0 an a priori estimate of the
unknowns and  the regularization parameter. The ill-posed nature of inverse
problems involving the identification of intrinsic thermal parameters is soft com-
pared to heat source estimations problems. We thus chose an heuristic small
value  = 1e−6 in our computations. The last term enforces the minimization
algorithm to take constraints into account. We note C the constraints space,
c ∈ C a constraint and G ∈ L (U , C) the constraints operator. This so-called pe-
nalization term allows to take into account some relations between parameters.
Finally, the inverse problem reads:
find u ∈ U such that u = arg min
v∈U
J(v) (11)
The direct thermal state (1)-(2)-(3) is nonlinear with respect to some compo-
nents of u. Thus we need to use a nonlinear optimization method to solve
(11), and we chose the widely-used Levenberg-Marquardt method. This al-
gorithm relies on an iterative linearizations process which solves, at each it-
eration, a quadratic subproblem based on the first order Taylor expansion
fˆ ′(u) = {δθs, δTz, δΘz}s,z of the nonlinear thermal state f(u), [24]. The sub-
problem minimizations are done using the conjugate gradient method, and the
cost-function gradient is computed with the adjoint state method, [21, 11, 7].
Coming from the control theory, the adjoint state method gives an explicit ex-
pression for the adjoint operator fˆ ′(u)∗ = {δθ∗s , δT ∗z , δΘ∗z }s,z of the first order
Taylor expansion fˆ ′(u) ∈ L (U ,M). It is the solution of equation (13), with $xs
the function defined for x ∈ {0, Ls} by:
$xs =
{
θs(x, t) + δθs(x, t)− θds(x, t), if surface s has sensors
0, else
(12)
See [8] for more details about these algorithm and numerical methods applied to
the nodal multizone model. The different terms appearing in the adjoint model
(13) are defined in table 4.
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
 −Cz
dδT ∗z
dt
=
Nz∑
r=1
δA∗rz − caqzδT ∗z +
Ns∑
s=1
Ss
(
δC0∗sz + δCL∗sz
)
+ δW∗z +
(
Tz + δTz − T dz
)
δT ∗z (t = ta) = 0 −dz
dδΘ∗z
dt
= −δW∗z +
(
Θz + δΘz −Θdz
)
δΘ∗z (t = ta) = 0
−Ssρcs ∂δθ
∗
s
∂t
− Ss ∂
∂x
(
ks
∂δθ∗s
∂x
)
= 0, (x, t) ∈ [0, Ls]× (0, ta]
−ks ∂δθ
∗
s
∂x
(0, t) =
Ns∑
p=1
(
δR00∗sp + δR0L∗sp
)− Nz∑
z=1
δC0∗sz −
(
β0s + h
0
s + h
0
s
)
δθ∗s(0, t) +$
0
s
ks
∂δθ∗s
∂x
(Ls, t) =
Ns∑
p=1
(
δRL0∗sp + δRLL∗sp
)− Nz∑
z=1
δCL∗sz −
(
βLs + h
L
s + h
L
s
)
δθ∗s(Ls, t) +$
Ls
s
δθ∗s(x, t = ta) ≡ 0
(13)
Flux Definition
δA∗rz = caRzr (δT ∗r − δT ∗z ) interzone airmass exchange
δC0∗sz = h0sz (δθ∗s(0, t)− δT ∗z ) convection between surfaces and inside air
δCL∗sz = hLsz (δθ∗s(Ls, t)− δT ∗z )
δR00∗sp = α00sp
(
δθ∗p(0, t)− δθ∗s(0, t)
)
long wave radiation between adjacent
surfaces
δR0L∗sp = α0Lsp
(
δθ∗p(Lp, t)− δθ∗s(0, t)
)
δRL0∗sp = αL0sp
(
δθ∗p(0, t)− δθ∗s(Ls, t)
)
δRLL∗sp = αLLsp
(
δθ∗p(Lp, t)− δθ∗s(Ls, t)
)
δW∗z = λz (δΘ∗z − δT ∗z ) convective gains from heaters
Table 4: Flux definition for the adjoint model.
The gradient of the cost-function is then obtained by the following explicit
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expressions:
∇J˜u(δu)
∣∣∣
ρcs
= −
∫
Qs
Ss
∂θs
∂t
δθ∗s + 
(
ρcs + δρcs − ρc0s
)
+ µδρcCs + νδρcs (14)
∇J˜u(δu)
∣∣∣
ks
= −
∫
Qs
Ss
∂θs
∂x
∂δθ∗s
∂x
+ 
(
ks + δks − k0s
)
+ µδkCs + νδks (15)
∇J˜u(δu)
∣∣∣
ηz
=
∫ ta
0
PzδΘ
∗
z + 
(
ηz + δηz − η0z
)
+ νδηz (16)
∇J˜u(δu)
∣∣∣
dz
= −
∫ ta
0
dΘz
dt
δΘ∗z + 
(
dz + δdz − d0z
)
+ νδdz (17)
∇J˜u(δu)
∣∣∣
λz
=
∫ ta
0
(Θz − Tz) (δT ∗z − δΘ∗z ) + 
(
λz + δλz − λ0z
)
+ νδλz (18)
∇J˜u(δu)
∣∣∣
qz
=
∫ ta
0
ca (Ta − Tz) δT ∗z + 
(
qz + δqz − q0z
)
+ νδqz (19)
∇J˜u(δu)
∣∣∣
τz
=
∫ ta
0
Az
(
γbzφ
b
z + γ
d
zφ
d
z
)
δT ∗z + 
(
τz + δτz − τ0z
)
+ νδτz (20)
with Qs = [0, ta] × [0, Ls]. The superscript C represents the constraints term
gradient computation GT (Gu+Gδu− c), see [8].
3.4. Results
We present in this section simulation results showing evidence of the perfor-
mance of this approach. The results are obtained numerically with the follow-
ing protocol: first, the state observations are generated with our own thermal
model, but with a time-dependent air renewal qz(t); second, we disrupt the
target parameters using uncertainty information coming from standard manual
data collection; and third, we run the identification process using the generated
state observations.
We first recall the classical uncertainties for the unknown parameters of
the building thermal model in table 5, [22, 14, 33]. The uncertainty value, in
percentage, corresponds to a standard deviation. Since we’re using a gradient
descent to solve the optimization problem, our method may depend on the
initialization of the algorithm. That’s why we generate a Monte-Carlo sample
of 50 randomly chosen parameters from table 5. This sample constitutes 50
uncertain standard manual data collections, and we use them as initializations
for our parameter identification method. The results are analyzed with the
statistical tools described in table 6.
The numerical experiment takes place in the city of Lyon (France) during
the first week of February 2014, and we suppose that we have 6 days of mea-
surements. We present in figures 3, 4 and 5 the weather conditions coming from
EnergyPlus weather files and the use scenarios.
Results are presented in table 7. The identification process ran well for
every initializations since mean errors E% of reconstructed values are lower than
classical ones. The wall thermophysical properties are very accurately identified,
11
Parameter Uncertainty (%) Explanation
ρcz 25 internal composition of walls (built, insulation)
ks 25 internal composition of walls (built, insulation)
ηz 10 type and characteristics of heating devices
dz 40 type and characteristics of heating devices
λz 30 type, features and heaters location
qz 50 weather and walls’ permeability
τz 15 glazing type
Table 5: Classical uncertainties in building thermal modeling.
Parameter Definition Computation
utar and urec target and reconstructed values
urec mean reconstructed value
E mean relative error urec
|urec−utar|
utar
E% mean relative error in percentage E × 100
σ% standard deviation in percentage σ
(
urec
urec
)
× 100
Table 6: Statistical tools.
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Figure 3: Weather data for the first week of February.
with standard deviations less than 0.7%. The heating device efficiencies ηz and
convective coupling coefficients λz are also improved, with an uncertainty going
down to 2.4%. The heating device capacities dz is improved by a factor 2.
The average rates of air renewal qz and the window transmittances τz are not
improved. This may be explain by the lack of thermal sensitivity of the chosen
thermal model (1)-(2)-(3) with respect these parameters.
For each parameter set from the Monte-Carlo sample, we compute the ther-
mal response of the model for the first zone. We obtain a collection of thermal
responses, and we plot its extreme bounds in figure 6. We can see that the ther-
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Figure 4: Use data Qz and heating systems’ supplied power Pz for the first week of February.
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Figure 5: Time-dependent air renewal qz for the first week of February.
Parameter
Target Standard method Developed method
utar u E% σ% urec E% σ%
ρcs 1.800e
6 1.713e6 4.8 21.2 1.797e6 0.1 0.2
ks 0.96 0.91 5.2 24.3 0.96 0 0.7
ηz 0.900 0.897 0.3 6 0.900 0 2.4
dz 1000 1005.4 0.5 41.2 1005.8 0.6 18.9
λz 20 19.56 2.2 29.4 20.00 0 2.4
qz 5.1e
−3 5.1e−3 0.9 30.4 5.2e−3 2 32.9
τz 0.500 0.494 1.2 11.3 0.500 0 12.1
Table 7: Target, mean and standard deviation of reconstructed values with the Monte-Carlo
sample.
mal state uncertainty is reduced by a factor 10, going from ±2◦C to ±0.2◦C.
Since all unknown parameters in u are intrinsic thermal properties, once we
have identified them we can compute the thermal response over few days after
13
measurements, see figure 6. As expected, we observe that the improvement of
the model response stays in time. Moreover, the low thermal error observed
highlights the fact that the unknown parameters which kept their initial uncer-
tainties (mainly the mean rates of air renewal, and the heating device capacities
and convective coupling) have only a minor thermal influence.
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Figure 6: Extreme bounds of thermal response of the identified models for the first zone during
the measurement days and some days after. On top, the temperatures ; on bottom, the error.
We can now compute the quantities of interest previously introduced to
analyze the results. We show in table 8 the intrinsic minimal consumption
corresponding to the standard approach and our inverse method. We can see
in this table that we strongly reduce the initial uncertainty, going from a 9%
standard deviation to less than 0.4%. Thus the energy performance assessment
method seems to reconcile the consumption evaluation.
As for the thermal response of the room, we can plot the extreme bounds
of the total supplied power for all heating devices. This is done in figure 7.
Since this quantity of interest directly depends on the room temperatures, we
recover the accuracy of the reconstructed thermal state in the consumption
computation. Here, in the winter season, the standard method error on the
14
Minimal intrinsic consumption Value (kWh/m2.year) E% σ%
Target 373.05 - -
Standard method 367.94 1.4 9
Developed method 373.05 0 0.4
Table 8: Time-integration of the minimal intrinsic consumption reconstructions.
total power supplied is about 600 W, which represents the heat gain of a small
heating device. On the other side, our calibration method reduces the intrinsic
minimal consumption uncertainty to less than 40 W.
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Figure 7: Extreme bounds of computed intrinsic minimal consumption of the identified models
during the measurement days and the week after. On top, the consumption ; on bottom, the
error.
The accuracy of the reconstructed temperature and energy consumption pro-
files are similar to other learning or calibration based diagnosis method. The
advantage of our inverse thermal model is that it allows to calibrate the en-
ergy flux decomposition of the building, thus helping to get a detailed overview
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of the building energy performance where other approaches output global en-
ergy consumption value or index. This information is meaningful to helping of
professionals in the choice of a renovation scenario.
We now compute the energy flux decomposition. The results are presented in
table 9. Even if some unknown parameters kept an important uncertainty after
the identification process, we can see that the energy balance uncertainties are
reduced by our method. The high uncertainties with the standard method may
lead to non-optimal refurbishment proposals, since the return on investment
could be badly estimated. In our estimation method, the smaller uncertainties
allow a more accurate computation of the return on investment, helping to find
the optimal renovation scenarios. Moreover, it affords to propose trustful energy
performance contracts.
Method Flux (kWh/m2.year) Target Value E% σ%
Standard method
∫ A -54.37 -53.83 1 29.6∫ Cs -496.23 -489.87 1.3 5.3∫ N -37.30 -38.58 3.4 56.2∫
Φ 42.20 41.69 1.2 11.3∫ W 335.73 329.34 1.9 8
Developed method
∫ A -54.37 -55.06 1.3 30.9∫ Cs -496.23 -495.76 0.1 1∫ N -37.30 -37.23 0.2 21.5∫
Φ 42.20 42.33 0.3 6.9∫ W 335.73 335.82 0 2.8
Table 9: Target, mean and standard deviation of the energy flux decomposition reconstruc-
tions.
4. Applications and performance analysis
In this section, we study the performance of the energy diagnosis method
with respect to the initial uncertainties, the measurement noise and the season
of the diagnosis. After that, we apply the method on sensor data coming from an
EnergyPlus simulation of the building. This last step approaches the real case
application on a building with thermal measurements. Here again, we assess
the model capacity to accurately predict the quantities of interest.
4.1. High initial uncertainties on the unknowns
In this study, we analyze the parameter identification results when the ini-
tial uncertainties on the unknowns u are high. It is motivated by the fact that
the real uncertainties may be higher than the one used in the case of existing
building. Moreover, we may reasonably estimate that the develop energy perfor-
mance assessment method lays on the idea of easing the on-site data gathering
process. We thus decide to put a 50% uncertainty on each unknown parameter.
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Then we reproduce the Monte-Carlo sample of 50 randomly chosen parame-
ters with these new (larger) uncertainties, and run the parameter identification
method.
The table 10 presents the identification results. We can see that the ini-
tial uncertainties are higher than the one previously used. The results for the
wall internal heat parameters (ks and ρcs) are very good, starting from a 50%
uncertainty to 1.6% and 0.5% respectively. The heating device efficiencies ηz
and convective coupling coefficients λz are also correctly reconstructed with an
uncertainty less than 5.5%. As previously remarked, the heating system capac-
ities dz, the mean air renewals qz and the window transmittances τz are not
sufficiently thermally influent to be as much improved.
Parameter
Target Highly uncertain case Developed method
utar u E% σ% urec E% σ%
ρcs 1.800e
6 1.909e6 6 52.6 1.803e6 0.2 0.5
ks 0.960 0.977 1.7 56.4 0.959 0.1 1.6
ηz 0.900 0.850 5.9 49.6 0.918 2 5
dz 1000 1085.7 8.6 35.2 930.8 6.9 36.4
λz 20 21.62 8.1 51.6 20.44 2.2 5.5
qz 5.1e
−3 5.6e−3 9.5 45.1 6.7e−3 32.2 53.4
τz 0.500 0.576 15.3 46.9 0.576 15.2 26.6
Table 10: Parameter identification results when considering high initial uncertainties on the
unknowns u.
Here again, we plot in figure 8 extreme bounds of the thermal response of the
first zone obtained with these results, and their error graph. It illustrates the
robustness of the method with respect to the initialization, since the thermal
state’s uncertainty is reduced from ±15◦C to less than ±1◦C.
After that, we compute the quantities of interest corresponding to these
results. The minimal intrinsic consumption computations in the uncertain case
and after the identification process are presented in table 11. In the uncertain
case, the consumption are given with a high uncertainty of 50.6%. Even if some
parameters kept their high initial uncertainty, we can see that the calibration
process introduced in our energy performance assessment method allows the
reduction of this uncertainty to 1.4%. So the calibrated computation of the
intrinsic minimal consumption appears to work very well.
Minimal intrinsic consumption Value (kWh/m2.year) E% σ%
Target 373.05 - -
Highly uncertain case 378.78 1.5 50.6
Developed method 374.61 0.4 1.4
Table 11: Time-integration of the minimal intrinsic consumption reconstruction.
We plot in figure 9 the extreme bounds of the reconstructed intrinsic minimal
17
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Figure 8: Extreme bounds of thermal response of the identified models for the first zone during
the measurement period and the week after. On top, the temperatures ; on bottom, the error
graph.
consumption. We can see the large uncertainty band in the highly uncertain
case with a ±2000 W uncertainty, and the reconstructed uncertainty band less
than ±200 W.
We then compute the energy flux decomposition in table 12. Here again
the previous results are confirmed and the uncertainties are highly reduced.
Naturally, these values are higher than the one obtained in table 9 with the
classical initial uncertainties.
This study proves the robustness of the method with respect to the initial-
ization of the unknowns. We can conclude that the data gathering’s operating
procedure can be easily reconsidered in order to focus on the specification of all
parameters supposed to be known.
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Figure 9: Extreme bounds of the computed intrinsic minimal consumption of the identified
models for the first zone during the measurement period and the week after. On top, the
power supplied to heating devices ; on bottom, the error graph.
4.2. Noise level influence on results
This parametric study evaluates the influence of the measurements noise
level on the results of the energy performance assessment method. Again, the
numerical experiment takes place in the city of Lyon (France) during the first
week of February 2014, and we suppose that we have 6 days of measurements.
We add a white Gaussian noise to the thermal state measurements, with a
standard deviation evolving in the set {0, 0.1, 0.5, 1}. We show in figure 10 the
noise level for the zone 1 temperature for standard deviation equals to 0.5 and
1. The 0.5 standard deviation is a classical noise level, and the 1 standard
deviation represents a high noise level. This noise is added to the thermal
state sensors: wall surface temperatures, heating device surface temperatures,
and zone air temperatures. We then take back the Monte-Carlo sample of 50
randomly chosen parameters with classical building parameter uncertainties (see
section 3.4), and run the audit method as in section 3.4.
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Method Flux (kWh/m2.year) Target Value E% σ%
Highly uncertain case
∫ A -54.37 -58.39 7.4 45∫ Cs -496.23 -456.99 7.9 19.8∫ N -37.30 -84.70 127 269.8∫
Φ 42.20 48.63 15.3 46.9∫ W 335.73 294.08 12.4 29.8
Developed method
∫ A -54.37 -70.86 30.3 52∫ Cs -496.23 -492.65 0.7 2.2∫ N -37.30 -30.54 18.1 54.3∫
Φ 42.20 46.78 10.9 13.9∫ W 335.73 344.06 2.5 6
Table 12: Target, mean and standard deviation of the energy flux decomposition reconstruc-
tions.
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Figure 10: Noise-free and noisy measures of the zone 1 temperature sensor.
We plot in figure 11 the parameters estimator’s standard deviation versus
the noise level. We can see that the measurement noise does not affect all
the parameter estimations in the same way. Indeed, only the identifications of
dz (the heating device capacities) seems to be really perturbed by the noise
increase, all other estimator standard deviations remain quite constant. This
could be explained by the fact that the selected unknowns are composed of
intrinsic thermal parameters, which account for the fundamental modes of the
thermal response. Since the Gaussian white noise of the thermal response has a
zero mean value, the identification process is not highly disrupted by the noise.
The result for the reconstruction of dz can be explained by cost-function’s lake
of thermal sensitivity with respect to this parameter.
We now compute the reconstructed thermal state of the first zone, and com-
pare it to the uncertain one. We plot its extreme bounds in figure 12. We can
see that, even in a highly noisy case, the uncertainty of the building thermal
state is greatly reduced, going from a ±2◦C uncertainty to less than ±0.1◦C.
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Figure 11: Parameters estimator’s standard deviation versus the thermal state sensor’s noise
level.
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Figure 12: Extreme bounds of thermal response of the identified models for the first zone for
different noise level. In red, with σ = 1 standard deviation; in blue, without noise.
We then apply the quantities of interest to the identification results. We
show in table 13 and in figure 13 the computation of the minimal intrinsic
consumption for the standard uncertain case and for the different noise levels.
Even for a 1 standard deviation noise on thermal state measurements, we can
see that this quantity is greatly improve, going from a 9% uncertainty to less
than 0.5%. Moreover, the increase of the thermal state measurement noise does
not particularly impact the computation of the intrinsic minimal consumption.
We apply the energy flux decomposition analysis to the results, and plot the
evolution of the estimator standard deviation with respect to the noise level in
figure 14. As for the parameter reconstructions, we can see that the increase of
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Minimal intrinsic consumption Value (kWh/m2.year) E% σ%
Target 373.05 - -
Standard method 367.94 1.4 9
Developed method (σ = 0) 372.93 0 0.4
Developed method (σ = 0.1) 372.91 0 0.4
Developed method (σ = 0.5) 372.91 0 0.4
Developed method (σ = 1) 373.92 0 0.5
Table 13: Time-integration of the minimal intrinsic consumption reconstruction for different
noise level.
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Figure 13: Extreme bounds of the energy consumption of the identified models for the first
zone during the measurement period and the week after. In red, with σ = 1 standard deviation;
in blue, without noise.
the measurement noise has only a low impact on the energy flux decomposition.
That is, the energy performance assessment conclusions in a noise-free case will
be similar to those in a noisy case.
This study proves that the energy performance assessment method is quite
stable with respect to the noise level of the thermal state measurement. Con-
cretely, it suggests that the method will perform as well with low cost thermal
sensors than with high cost ones.
4.3. Using other weather conditions
This parametric study evaluates the influence of the season of the thermal
diagnosis on the results of the energy performance assessment method. The nu-
merical experiment takes place during the first weeks of February, May, August
and November 2014, and we suppose that we have 6 days of measurements. The
environmental solicitations are sum up in table 14 in terms of degree day and
daily mean solar flux. We use again the Monte-Carlo sample of 50 randomly
22
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Figure 14: Standard deviation of the energy flux decomposition reconstructions for different
noise level on the thermal state measurement .
chosen parameters with classical building parameter uncertainties and run the
audit method as in section 3.4.
Month Mean degree day (◦C) Mean daily solar flux (kWh)
Beam Diffuse
February 12,38 2,01 0,95
May 6,15 1,88 3,08
August -2,48 4,73 2,78
November 9,56 1,15 1,13
Table 14: Mean degree day and daily mean solar flux for the different audit periods. The base
used to compute the degree days is 20◦C.
We plot in figure 15 the parameters estimator’s standard deviation versus the
diagnosis month. We can see that the method performed well for all the tested
seasons. Still, the parameter estimation appears to be slightly improved in the
summer period. This might be related to the behavior of the adjoint method
to compute the cost function gradient and identifiability criteria appearing in
equations (14)-(20).
We then apply the quantities of interest to the identification results. We
show in table 15 the computation of the minimal intrinsic consumption for the
standard case and for the different diagnosis months. The results are quite
constant along the year.
We apply the energy flux decomposition analysis to the results, and plot the
evolution of the estimator standard deviation with respect to the audit month in
figure 16. Again, we can see that the diagnosis month only has a low impact on
the energy flux decomposition. The method looks to perform as well in summer
as in winter periods.
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Figure 15: Parameters estimator’s standard deviation versus the audit month.
Minimal intrinsic consumption Value (kWh/m2.year) E% σ%
Target 373.05 - -
Standard method in February 367.94 1.4 9
Developed method in February 373.05 0 0.4
Developed method in May 373.01 0 0.5
Developed method in August 372.86 0.1 0.6
Developed method in November 373.04 0 0.4
Table 15: Minimal intrinsic consumption obtained with the calibrated model for different
seasons.
This study proves that the energy performance assessment method does not
strongly depend on the diagnosis weather conditions. We run the method in four
different months over the year (one per season) and the results remain almost
the same, with a slight improvement in the summer period for the parameter
identification.
4.4. Sensor data generated with EnergyPlus
The last section introduces a series of more realistic tests. Here the sensors
data are generated by a full-detail whole-building model implemented in Ener-
gyPlus. Some outliers appear in the weather data at every midnight time, and
thus propagate in the sensors data. Since they appear both in the weather data
and the sensors data, they do not perturb the present numerical application.
This is why you can observe some outliers in the thermal response and heating
system power supplied plots.
Here again, we study the results of the audit method. Unfortunately, Ener-
gyPlus does not provide the heating device thermal state as needed for our tool,
and we can’t reasonably hope to reconstruct all unknowns without this data.
24
February May August November0
5
10
15
20
25
30
35
Simulation month
Es
tim
at
or
 s
ta
nd
ar
d 
de
via
tio
n 
(%
)
Flux uncertainty
 
 
A
C
N
Φ
W
Figure 16: Standard deviation of the energy flux decomposition reconstructions for different
seasons.
Thus we reduced the set of unknown parameters and removed the heating de-
vices characteristics:
u = {ρcs, ks, qz, τz}s,z
The following results are hence obtained with a reduced inverse model.
Similarly as in 3.4, the numerical experiment takes place in the city of Lyon
(France) during the first week of February 2014, and we suppose that we have
6 days of measurements coming from the outputs of the EnergyPlus building
thermal simulation. These data are composed of the zone air temperatures
and some wall surface temperatures. We take back the Monte-Carlo sample of
50 randomly chosen parameters with classical uncertainties as standard energy
diagnosis methods, and use again these values as initialization for our estimation
method.
The results are presented in table 16. We can see that the thermal properties
of the walls are accurately identified with low mean errors and uncertainties
reduced from 20-25% to less than 2%. These result has already been highlight
in the work [25]. The reconstruction of qz has only a 10% uncertainty, whereas
30% with standard approach. The window transmittance is correctly identified
by our estimation method, with less than 3.2% uncertainties. We can see that
the mean errors of the estimated parameters are not null. This is due to the
bias introduced by the non-calibration of the heating system characteristics.
We then compute the reconstructed thermal state of the first zone, and
compare it to the uncertain one. We plot its extreme bounds in figure 17. We
can see that the uncertainty of the building thermal state is greatly reduced,
going from a ±2◦C uncertainty to less that ±0.2◦C uncertainty.
We apply the quantities of interest to the identification results. We show in
table 17 the minimal intrinsic consumption computation. We can see that the
uncertainty of this quantity is greatly improve, at least by a 10 factor. Here
25
Parameter
Target Standard method Developed method
utar u E% σ% urec E% σ%
ρcs 1.800e
6 1.713e6 4.8 21.2 1.773e6 1.5 1.6
ks 0.960 0.910 5.2 24.3 0.949 1.1 1.8
qz 5.1e
−3 5.1e−3 0.9 30.4 4.3e−3 15 9.3
τz 0.50 0.49 1.2 11.3 0.20 59.8 3.2
Table 16: Target, mean and standard deviation of reconstructed values with the Monte-Carlo
sample with EnergyPlus generated sensor data.
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Figure 17: Extreme bounds of thermal response of the identified models for the first zone
during the measurement days and some days after. On top, the temperatures ; on bottom,
the error.
again, the mean error can be explained by the fact that the heating devices
have not been calibrated by our method, so it contains a modeling error which
results in a bias.
We plot in figure 18 the extreme bounds of the reconstructed intrinsic min-
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Minimal intrinsic consumption Value (kWh/m2.year) E% σ%
Target 357.16 - -
Standard method 366.40 2.6 7.9
Developed method 373.36 4.5 0.6
Table 17: Time-integration of the minimal intrinsic consumption reconstruction for sensors
data generated by EnergyPlus software.
imal consumption. We can see the uncertainty band in the standard case is
around ±300 W, and the estimated uncertainty band is less than ±50 W. The
bias appears here again, since the mean value of the estimated minimal intrinsic
consumption error graph is not centered at zero.
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Figure 18: Extreme bounds of computed intrinsic minimal consumption of the identified
models during the measurement days and the week after. On top, the consumption ; on
bottom, the error. The dotted line corresponds to the EnergyPlus prediction that serves as a
reference.
We apply the energy flux decomposition analysis to the results in table 18.
We can conclude that the energy flux decomposition obtained with our method
27
has lower uncertainties than standard approaches. The errors in the mean value
E% may result from the modeling error introduced by the ill-knowledge of heat-
ing device characteristics. However, the reduction of the uncertainties σ% with
sensors data coming from an exterior building thermal modeling software is an
important result.
Method Flux (kWh/m2.year) Target Value E% σ%
Standard method
∫ A -53.62 -53.31 0.6 28.9∫ Cs -483.38 -482.53 0.2 3.4∫
Φ 42.20 41.69 1.2 11.3
Developed method
∫ A -53.62 -44.60 16.8 8.1∫ Cs -483.38 -467.89 3.2 0.7∫
Φ 42.20 16.91 59.9 0.8
Table 18: Target, mean and standard deviation of the energy flux decomposition reconstruc-
tions.
We have to remember that we had to use here a reduced inverse model.
The fact that EnergyPlus does not allow to extract heating device surface tem-
peratures introduces another modeling error on their thermal characteristics.
That’s exactly why our energy performance assessment method aims at identi-
fying these parameters: to reduce the intrinsic modeling error. The main result
of this section is that the quantities of interest have lower uncertainties with our
method than with standard approaches.
5. Evaluation of refurbishment scenarios
The energy flux decomposition is a decision making tool helping profession-
als in the choice of a refurbishment scenario. We illustrate this assertion on
a numerical example. Let us consider a case where the proposed work is a
renovation of the envelope or of the heating systems. We recall the previous
uncertainties obtained in section 3.4 for these two energy flux, but we rounded
the values for illustration purpose.
Flux Value (kWh/m2.year)
Uncertainty (σ%)
Standard Developed∫ Cs -500 ±5% ±1%∫ N -40 ±50% ±20%
Table 19: Target, mean and standard deviation of the energy flux decomposition reconstruc-
tions.
For example, suppose that the return of investment for the insulation work
is 10 years and 8 years for the changing of heating systems. Following the value
of table 19, we obtain the uncertainty of the return of investments presented
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in table 20. As you can see with standard methods, the uncertainty band of
the return of investment for the two renovation scenarios are overlapping. With
the developed method, the uncertainty band are reduced and didn’t overlap
anymore.
Renovation work
Return of Investment
Standard Developed
Insulation 10 years ± 6 month 10 years ± 1 month
Heating systems 8 years ± 4 years 8 years ± 1.5 years
Table 20: Computation of the return of investment.
This small example illustrates the use of the energy performance assess
method and quantities of interest as an expert tool to help professionals in
the choice of refurbishment scenarios. These particular output of the method
will be subject to a comprehensive presentation and analysis in future works
with application to larger scale building.
6. Conclusions
We propose an automated measure-based energy performance assessment
method that accurately predicts the overall energy consumption and the energy
flux decomposition. It requires thermal measurements, weather data and use
conditions to determine some among the most influent intrinsic physical param-
eters appearing in a detailed building thermal model. This method consists in
solving a non linear inverse problem to calibrate the model from the temperature
data using the adjoint state technique. We apply this tool to a numerical case
study and compare the results with standard energy diagnosis. We show that
the developed method highly reduce the standard manual data collection un-
certainties. Moreover, we investigate the ability of the identification method to
compute the quantities of interest composed by the minimal intrinsic consump-
tion and the energy flux decomposition. They represent crucial information
for the evaluation of refurbishment scenarios impact, thus providing with de-
cision making financial parameters that will ultimately help improving return
on investment and establishing energy performance contracts. This new energy
performance assessment method allows to accurately evaluate the interest vari-
ables and thus to improve the energy audit outcomes. Moreover, it affords to
propose reliable energy performance contracts.
We study the result sensitivities with respect to the initial uncertainties, the
measurement noise, the month of the diagnosis and the modeling error. The
study of the high initial uncertainties proves the robustness of the method with
respect to the initialization. We also show that the developed method is robust
with respect to the season of diagnosis and the measurement noise, since the
quantities of interest are accurately computed in all seasons and are slightly
disturbed by the measurement noise increase. The last study evaluates the
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behavior of the energy performance assessment method when facing modeling
error. To do that, we used a full-detail whole-building model implemented
in EnergyPlus software to generate the sensor data. Since this software does
not output the heating device surface temperatures, we had to use a reduced
inverse model, introducing by the way another modeling error. In this case, the
results present a bias, but the uncertainties in the quantities of interest are lower
than the ones in the standard approach. We finally provide an use case that
illustrates the contribution of the method as an expert tool helping professionals
to evaluate refurbishment scenarios and compare return of investments.
The use of a more detailed building model, with air and moisture balance
and HVAC, may increase the scope of the method and probably ease the real
case application. Indeed, the nodal multizone building model supports heat,
air and moisture (HAM) transfer using analogous equations than the thermal
ones. This observation suggests that the inverse formulation introduced here
could easily be extended to provide HAM state variables and identify these
fields simultaneously with the use of additional relative humidity and air mass
concentration sensors. It may also improve the air renewal estimation, about
which the cost function seems to suffer from a thermal sensitivity lack.
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