Existence of partial transversals  by Fanaï, Hamid-Reza
Linear Algebra and its Applications 432 (2010) 2608–2614
Contents lists available at ScienceDirect
Linear Algebra and its Applications
j ourna l homepage: www.e lsev ie r .com/ loca te / laa
Existence of partial transversals
Hamid-Reza Fanaï
Department of Mathematical Sciences, Sharif University of Technology, P.O. Box 11155-9415, Tehran, Iran
A R T I C L E I N F O A B S T R A C T
Article history:
Received 17 November 2008
Accepted 1 December 2009
Available online 31 December 2009
Submitted by R.A. Brualdi
AMS classiﬁcation:
05B15
05D15
Keywords:
Partial transversal
Permanent
We use the polynomial method to study the existence of partial
transversals in the Cayley addition table of Abelian groups.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Let m and n be integers, 2m n. An m × n array is a table of mn cells, arranged inm rows and n
columns and each cell contains exactly one symbol. A section of an array consists ofm cells, one from
each row and no two from the same column. A transversal is a section in which no two cells contain
the same symbol. A partial transversal is a subset of a transversal.
A conjecture of Snevily [5] asserts that, for any odd n, every k × k sub-matrix of the Cayley addition
table of Zn contains a transversal. Putting it differently, for any two subsets A and Bwith |A| = |B| = k
of a cyclic group G of odd order n k, there exist numberings a1, . . . , ak and b1, . . . , bk of the elements
of A and B respectively such that the k sums ai + bi, 1 i k, are pairwise different. In fact, this is also
conjectured for arbitrary Abelian groups G of odd order in [5]. By using a polynomial method, Alon
[1] afﬁrmed the conjecture in the particular case when |G| is a prime number. With a new application
of the polynomial method, Dasgupta et al. [2] veriﬁed Snevily’s conjecture for every cyclic group. By
employing group rings as a tool, Gao and Wang [3] proved the conjecture for every Abelian group of
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odd order in the case k <
√
p, where p is the smallest prime divisor of |G|. There is also some extension
of these kind of results in [6]. An expository paper by Károlyi [4] collects some combinatorial problems
in the additive theory and shows the polynomial method as a powerful tool.
In this paper, using the polynomialmethod,we showunder some conditions the existence of partial
transversals in the Cayley addition table of Abelian groups.
2. Results
Following Alon’s approach, our starting point is the following result called “Combinatorial Nullstel-
lensatz".
Theorem 1. Let F be an arbitrary ﬁeld and let f = f (x1, . . . , xk) be a polynomial in F[x1, . . . , xk]. Let
S1, . . . , Sk be nonempty subsets of F and deﬁne gi(x) = ∏s∈Si(xi − s). If f (s1, . . . , sk) = 0 for all si ∈ Si,
then there exist polynomials h1, . . . , hk ∈ F[x1, . . . , xk] satisfying deg(hi) deg(f ) − deg(gi) such that
f = ∑ki=1 higi.
This result in turn implies what we call the “polynomial method".
Theorem 2. Let F be an arbitrary ﬁeld and let f = f (x1, . . . , xk) be a polynomial in F[x1, . . . , xk]. Suppose
that there is a monomial
∏k
i=1 x
ti
i such that
∑k
i=1 ti equals the degree of f and whose coefﬁcient in f is
nonzero. Then, if S1, . . . , Sk are subsets of F with |Si| > ti then there are s1 ∈ S1, . . . , sk ∈ Sk such that
f (s1, . . . , sk) /= 0.
The proof of these results can be found in [1].
In order tomodify Alon’smethod, the authors of [2] identifyGwith a subgroup of themultiplicative
group of a suitable ﬁeld. This reduces the original problem to the study of certain Vandermonde
matrices.
Denote by V(a1, . . . , ak) the Vandermonde matrix
V(a1, . . . , ak) =
⎛
⎜⎜⎜⎜⎜⎝
1 a1 · · · ak−11
1 a2 · · · ak−12
...
...
...
1 ak · · · ak−1k
⎞
⎟⎟⎟⎟⎟⎠ .
For a matrixM = (mij)1 i,j k , the permanent ofM is
perM = ∑
π∈Sk
m1π(1)m2π(2) · · ·mkπ(k).
As in [2], consider the following polynomial in F[x1, . . . , xk],
f (x1, . . . , xk) =
∏
1 j<i k
((xi − xj)(aixi − ajxj)),
where the elements a1, . . . , ak ∈ F are such that per V(a1, . . . , ak) /= 0. Since
f (x1, . . . , xk) = det V(x1, . . . , xk) · det V(a1x1, . . . , akxk),
an easy algebraic computation shows that the coefﬁcient c(a1, . . . , ak) of the monomial
∏k
i=1 xk−1i in
f is
c(a1, . . . , ak) = (−1)
(
k
2
)
per V(a1, . . . , ak),
which is different from 0. Hence for any subset B ⊂ F of cardinality k, we can apply Theorem 2 with
ti = k − 1 and Si = B for i = 1, . . . , k to obtain that there is a numbering b1, . . . , bk of the elements
of B such that the products a1b1, . . . , akbk are pairwise different.
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In the same manner, looking for a partial transversal, we compute the coefﬁcient of another
monomial in f . Consider the coefﬁcient c of the monomial x
k−2
1 x
k
2x
k−1
3 · · · xk−1k . Note that
f (x1, . . . , xk) =
⎛
⎝∑
π∈Sk
(−1)I(π)
k∏
i=1
x
i−1
π(i)
⎞
⎠
⎛
⎜⎜⎝∑
σ∈Sk
(−1)
(
k
2
)
−I(σ ) k∏
i=1
(aσ(i)xσ(i))
k−i
⎞
⎟⎟⎠ ,
where, for any permutation π , I(π) denotes the number of transpositions in the decomposition of π
into the product of transpositions. Hence, the coefﬁcient c is
c = ∑
π∈S∗k
⎧⎪⎪⎨
⎪⎪⎩(−1)
I(π)
k∏
i=1
x
i−1
π(i) · (−1)
(
k
2
)
−I(σπ ) k∏
i=1
(aσπ (i)xσπ (i))
k−i
⎫⎪⎪⎬
⎪⎪⎭ ,
where S∗k is the set of permutation π for which there exists a permutation σπ such that the following
product⎛
⎝ k∏
i=1
x
i−1
π(i)
⎞
⎠ ·
⎛
⎝ k∏
i=1
(aσπ (i)xσπ (i))
k−i
⎞
⎠ ,
gives the considered monomial. We can easily see that π must be in the following form
π =
(
i i + 1 j1 . . . jk−2
1 2 3 . . . k
)
,
and σπ is as the following
σπ =
(
i + 1 i j1 . . . jk−2
1 2 3 . . . k
)
,
where the cycles are to be applied from left to right. Hence S∗k is the set of all π ∈ Sk such that if for
an iwith i k − 1 we have π(i) = 1 then we have necessarily π(i + 1) = 2. For each π ∈ S∗k there is
exactly one σπ . So the coefﬁcient c is
c = ∑
π∈S∗k
⎧⎪⎪⎨
⎪⎪⎩(−1)
I(π) · (−1)
(
k
2
)
−I(σπ ) ·
k∏
i=1
a
k−i
σπ (i)
⎫⎪⎪⎬
⎪⎪⎭ .
Note that I(σπ ) and I(π) have different parity, because if π can be written as the product of transpo-
sitions β1 · · ·βl , then σπ will be the product of transpositions (i, i + 1)β1 · · ·βl . Hence we have
−c = (−1)
(
k
2
)
∑
π∈S∗k
k∏
i=1
a
k−i
σπ (i)
= (−1)
(
k
2
)
∑
π∈S∗k
k∏
i=1
a
i−1
σπ (k+1−i),
where we have substituted i by k + 1 − i. We see that the permutation τ deﬁned by τ(i) = σπ(k +
1 − i) belongs to S∗k and we have
−c = (−1)
(
k
2
)
∑
π∈S∗k
k∏
i=1
a
i−1
π(i).
For 1 j k − 1, deﬁne Sj = {π ∈ S∗k , π(j) = 1}. Then
−c = (−1)
(
k
2
)
k−1∑
j=1
∑
π∈Sj
k∏
i=1
a
i−1
π(i),
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hence we have
−c = (−1)
(
k
2
)
k−1∑
j=1
a
j−1
1 a
j
2
∑
π∈Sj
k∏
i=1
π(i) 3
a
i−1
π(i).
Now we suppose that the following condition holds:
()
∑
π∈S∗k
k∏
i=1
π(i) 3
a
i−1
π(i) /= 0.
If a1 /= 0, a2 /= 0, let t be such that ta1 = a−12 . For 1 j k − 1, we obtain (ta1)j−1aj2
= (ta1a2)j−1a2 = a2, hence
−c = (−1)
(
k
2
)
· a2 ·
∑
π∈S∗k
k∏
i=1
π(i) 3
a
i−1
π(i) /= 0,
and we have the following result.
Proposition 1. Let a1, . . . , ak be arbitrary nonzero elements. Suppose that the elements a3, . . . , ak satisfy
the condition () as stated above. Then,we can replace a1 with ta1, such that the coefﬁcient of themonomial
x
k−2
1 x
k
2x
k−1
3 · · · xk−1k in f is different from zero. In particular, for any subset B ⊂ Fof cardinality k there is a
numbering b1, . . . , bk of the elements of B such that the square matrix of order k constructed by a1, . . . , ak
and b1, . . . , bk in the product table of F contains a partial transversal of order k − 1.
We shall interpret this proposition later in a more natural way.
Let 1 ∈ R be a commutative ring, u1, . . . , uk, v1, . . . , vk indeterminates. Following Dasgupta et al.
[2], for any permutation π ∈ Sk , deﬁne
Pπ = Pπ (u1, . . . , uk; v1, . . . , vk)
= ∏
1 j<i k
(uivπ(i) − ujvπ(j)) ∈ R[u1, . . . , uk, v1, . . . , vk].
We have the following lemma in [2].
Lemma 1∑
π∈Sk
Pπ = det V(u1, . . . , uk) · per V(v1, . . . , vk).
This lemma shows that if in a ﬁeld F , per V(a1, . . . , ak) /= 0 for some elements a1, . . . , ak ∈ F , then
for any subset B = {b′1, . . . , b′k} of F , it follows that
∑
π∈Sk Pπ (b′1, . . . , b′k; a1, . . . , ak) is different from
zero. Consequently, there is a permutation π ∈ Sk such that
Pπ (b
′
1, . . . , b
′
k; a1, . . . , ak) =
∏
1 j<i k
(b′iaπ(i) − b′jaπ(j)) /= 0.
Writing σ = π−1 and bi = b′σ(i), we can conclude that aibi’s are pairwise different [2]. Now we
would like to extend this observation to a more general setting. Let ϕ : Sk → GLr(C) be a group
homomorphism, where GLr(C) is the multiplicative group of invertible matrices of order r on C. We
are looking for conditions which imply
∑
π∈Sk Pπ · ϕ(π−1) /= 0. For certain elements ai, bi, 1 i k,
we have
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Pπ = Pπ (a1, . . . , ak; b1, . . . , bk)
= ∏
1 j<i k
(aibπ(i) − ajbπ(j)) = det V(Aπ1 , . . . , Aπk ),
where Aπi = aibπ(i) for 1 i k. We have
∑
π∈Sk
Pπ · ϕ(π−1) =
∑
π∈Sk
ϕ(π−1)
⎧⎨
⎩
∑
σ∈Sk
(−1)I(σ )
k∏
j=1
(Aπj )
σ(j)−1
⎫⎬
⎭
= ∑
π∈Sk
ϕ(π−1)
⎧⎨
⎩
∑
σ∈Sk
(−1)I(σ )
k∏
j=1
a
σ(j)−1
j b
σ(j)−1
π(j)
⎫⎬
⎭ ,
which is equal to
∑
σ∈Sk
⎧⎨
⎩(−1)I(σ )
k∏
j=1
a
σ(j)−1
j
⎛
⎝∑
π∈Sk
ϕ(π−1) ·
k∏
j=1
b
σ(j)−1
π(j)
⎞
⎠
⎫⎬
⎭ .
Note that we have
∑
π∈Sk
ϕ(π−1) ·
k∏
j=1
b
σ(j)−1
π(j) = ϕ(σ−1)
∑
π∈Sk
ϕ(σπ−1) ·
k∏
j=1
b
σπ−1(j)−1
j
= ϕ(σ−1) · ∑
π∈Sk
ϕ(π) ·
k∏
j=1
b
π(j)−1
j .
Now we recall the notion of immanant of a square matrix A = (aij) of order k which is more general
than the notions of determinant and permanent.
Deﬁnition. The immanant of Awith respect to ϕ is deﬁned as
immanantϕA =
∑
π∈Sk
a1π(1) · · · akπ(k) ϕ(π).
With this deﬁnition, we have shown the following
∑
π∈Sk
Pπ · ϕ(π−1) =
⎛
⎝∑
σ∈Sk
(−1)I(σ ) ·
k∏
j=1
a
σ(j)−1
j ϕ(σ
−1)
⎞
⎠ · immanantϕV(b1, . . . , bk).
On the other hand, we have
∑
σ∈Sk
(−1)I(σ )
k∏
j=1
a
σ(j)−1
j ϕ(σ
−1) = ∑
σ∈Sk
(−1)I(σ−1)
k∏
j=1
a
j−1
σ−1(j)ϕ(σ
−1)
= ∑
σ∈Sk
(−1)I(σ ) · ϕ(σ) ·
k∏
j=1
a
j−1
σ(j).
Deﬁne ϕ¯ by ϕ¯(σ ) = (−1)I(σ )ϕ(σ ). This is again a group homomorphism and we have
∑
σ∈Sk
(−1)I(σ ) · ϕ(σ) ·
k∏
j=1
a
j−1
σ(j) = immanantϕ¯Vt(a1, . . . , ak).
Hence we have proved the following result.
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Proposition 2∑
π∈Sk
Pπ · ϕ(π−1) = immanantϕ¯Vt(a1, . . . , ak) · immanantϕV(b1, . . . , bk).
An immediate corollary is the following.
Theorem 3. Let ϕ : Sk → GLr(C) be a group homomorphism. Let (a1, . . . , ak) and (b1, . . . , bk) be two
sequences of elements in a ﬁeld F. Suppose that
immanantϕ¯V
t(a1, . . . , ak) · immanantϕV(b1, . . . , bk) /= 0.
Then the squarematrix of order k constructed by a1, . . . , ak and b1, . . . , bk in the product table of F contains
a transversal.
As we mentioned before, the Snevily’s conjecture has been veriﬁed in [2] for every cyclic group of
odd order.We consider now the case of cyclic group of arbitrary order and obtain a result. Suppose that
G∼= Zn is a cyclic group and we identify it with a subgroup of the multiplicative group C×. Suppose
that a1, . . . , ak are nth roots of unity. Letω = e 2πın be a primitive nth root of unity. For 1 j k, we can
write aj = ωij for numbers ij . We would like to have per V(a1, . . . , ak) /= 0.
Suppose that i1 < i2 < · · · < ik . If we have
() per
⎛
⎜⎜⎜⎜⎝
1 ωi1 ω2i1 . . . ω(k−1)i1
1 ωi2 ω2i2 . . . ω(k−1)i2
...
...
...
...
1 ωik ω2ik . . . ω(k−1)ik
⎞
⎟⎟⎟⎟⎠ = 0,
the above equality gives us an equation of order i2 + 2i3 + · · · + (k − 1)ik in term of ω. The number
of monomials in this equation depends only on k and is independent of n. Suppose that the number
ik − i1 is bounded independently of n. As the degree of the equation does not growwith n, we conclude
thatω cannot be one of its roots because the degree of such equationmust be amultiple ofφ(n)which
tends to +∞ as n grows. So we have shown the following result.
Proposition 3. Letm, k beﬁxednaturalnumbers.For1 j k, let ij benaturalnumberswith1 i1 < i2 <· · · < ik and ik − i1 < m. Then there exists a natural number n0(m, k) such that for any n > n0(m, k),
the intersection of every k distinct columns of the Cayley addition table of Zn with the rows i1, i2, . . . , ik
forms a k × k sub-matrix which contains a transversal.
Remark. We thank Akbari for his help concerning this result.
Note that with n large enough that the permanent equation () is nonzero, the equation () is
satisﬁed, so Proposition 1 can be interpreted in the sense of the above result as the following.
Proposition 4. Let m, k be ﬁxed natural numbers. For 3 j k, let aj be natural numbers with 1 a3 <· · · < ak and ak − a3 < m. Then there exists a natural number n0(m, k) such that for any n > n0(m, k),
the following holds. Consider a3, . . . , ak as elements of Zn. Then for any 0 /= a2 ∈ Zn, we can choose
a1 ∈ Zn, such that for any subset B ⊂ Zn of cardinality k there is a numbering b1, . . . , bk of the elements
of B such that the k × k sub-matrix constructed by a1, . . . , ak and b1, . . . , bk in the Cayley addition table
of Zn contains a partial transversal of order k − 1.
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