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We address the interplay between stacking and interlayer exchange for ferromagnetically ordered
CrI3, both for bilayers and bulk. Whereas bulk CrI3 is ferromagnetic, both magneto-optical and
transport experiments show that interlayer exchange for CrI3 bilayers is antiferromagnetic. Bulk
CrI3 is known to assume two crystal structures, rhombohedral and monoclinic, that differ mostly
in the stacking between monolayers. Below 210-220 Kelvin, bulk CrI3 orders in a rhombohedral
phase. Our density functional theory calculations show a very strong dependence of interlayer
exchange and stacking. Specifically, the ground states of both bulk and free-standing CrI3 bilayers
are ferromagnetic for the rhombohedral phase. In contrast, the energy difference between both
configurations is more than one order of magnitude smaller for the monoclinic phase, and eventually
becomes antiferromagnetic when either positive strain or on-site Hubbard interactions (U ≥ 3) are
considered. We also explore the interplay between interlayer hybrydization and stacking, using
a Wannier basis, and between interlayer hybrydization and relative magnetic alignment for CrI3
bilayers, that helps to account for the very large tunnel magnetoresistance obvserved in recent
experiments.
PACS numbers:
I. INTRODUCTION
The recent discovery of several 2D ferromagnetic
materials1–5 is expanding the research horizons in 2D
Materials. These new materials, and more specifically
CrI3, open new venues for the fabrication of low dimen-
sional spintronic6–8 and optoelectronic9–13 devices based
on multi-layer structures, and are being the object of
strong interest14–23. Importantly, some of these appli-
cations rely on the antiparallel interlayer alignment at
zero field, which can be reverted by the application of a
magnetic field6–8 or, intriguingly, electric11–13 fields.
The family of CrX3 (X = Cl, Br, I) magnetic insu-
lators is representative of this type of 2D ferromagnetic
materials. In the single layer limit, magnetic order is
very sensitive to magnetic anisotropy, that is governed by
anisotropic superexchange in the case of CrI3.
14,24–26 Ex-
periments in bulk show that CrCl3 is the only one show-
ing an anti-ferromagnetic (AF) order27, while CrBr3 and
CrI3 are bulk ferromagnets
28,29 with Curie temperatures
Tc = 37 and 61 K, respectively. In contrast with bulk,
interlayer coupling for few layer CrI3 is found to be an-
tiferromagnetic, based on optical2,11–13, transport6–8,30
and, more recently, microscopic probes.31 This provides
a first motivation for this work.
The second motivation arises from the following ob-
servation. Bulk CrI3 undergoes a structural transition
29
at 210-220 Kelvin, between a rhombohedral phase at low
temperature and monoclinic phase at higher tempera-
ture. The layer stacking in these structures is shown
in Figure 1(a,b). Interestingly, the differential mag-
netic susceptibility, dχdT , presents a kink at the structural
transition29, which is consistent with a variation of the
interlayer exchange interaction.
In monolayer CrI3, the intralayer FM coupling, that
ultimately drives the long-range ordering between Cr
atoms, can be anticipated by the Goodenough-Kanamori
rules32–34 of single-ligand superexchange (M-L-M), on ac-
count of the almost perpendicular alignment between the
Cr-I-Cr bonds. The extension of these rules for more
than one ligand, in order to predict the interlayer ex-
change coupling in van der Waals structures (M-L—L-
M), is not straightforward.35 In the following, we assume
a different approach aiming to address the interplay be-
tween stacking and interlayer exchange coupling for CrI3
bilayer, combining density functional theory and an ef-
fective interlayer coupling model.
II. METHODOLOGY
Our calculations are based on density functional the-
ory. For each CrI3 stacking shown in Fig.1(a), we first
perform a geometry relaxation starting from previously
reported experimental crystal structure (a = b = 6.867
A˚ for the rhombohedral structure and 6.866 A˚ for the
monoclinic one).29 The relaxation is carried out using
the plane-wave based code PWscf as implemented in the
Quantum-Espresso ab-initio package36. For the self con-
sistent calculations, we use a 8×8×1 k-point grid for the
bilayer calculations and a 12×12×6 k-mesh for the bulk.
Projector augmented wave (PAW) pseudopotentials and
the Perdew-Burke-Ernzerhoff (PBE) approximation37 for
the exchange-correlation functional are used for Cr and I
atoms. Van der Waals interactions are included through
the Grimme-D2 model.38 Spin-orbit coupling is not con-
sidered in these calculations.
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2FIG. 1: (Color online) Atomic structure of bilayer CrI3 with
(a) rhombohedral and (b) monoclinic crystal structure. These
structures are found in bulk CrI3 at low and high temperature.
Orange and gray atoms correspond to Cr and I, respectively.
(c) and (d) show the AB and AA1/3 stacking of the hexag-
onal Cr lattices between the layers. The green and red lines
correspond to the top and bottom hexagonal Cr lattices re-
spectively. The green and red dots denote the Cr atoms in the
top and bottom layers in the elementary unit cell. (e) Detail
of the atomic structure of the I atoms at the bilayer interface
for the rhombohedral stacking. (f) Idem for the monoclinic
one.
III. INTERLAYER EXCHANGE AND
STACKING
Figures 1(c) and 1(d) show the two Cr hexagonal
lattices (in red and green) and the stacking details of
the bilayer. In the rhombohedral case, the two Cr lat-
tices follows an AB or Bernal stacking, similar to bilayer
graphene. The monoclinic case can be obtained by start-
ing with an AA stacking and displacing the top layer
a/3 along one of the in-plane lattice vectors ~a or ~b (we
have labeled this stacking as AA1/3). The two atomic
structures induce a different arrangement of the I atoms
at the interface which is shown in Figure 1(e,f). The
position of the I atoms has an important effect on the
interlayer coupling since it affects the Cr-Cr interlayer
distance through steric effects (see Table I).
We have performed first-principles calculations of bi-
layer (bulk) CrI3 using both structures, namely AB
(rhombohedral) and AA1/3 (monoclinic), with different
interlayer magnetic order (FM vs AF). Our results are
summarized in table (I). We find that, for both bilayer
and bulk CrI3 the energy difference between the FM and
AF configurations is dramatically reduced in the case of
monoclinic stacking. As we discuss in section V, two
different perturbations lead to an antiferromagnetic in-
terlayer interaction for the AA1/3 stacking of the bilayer:
addition of a Hubbard U correction, keeping the same
geometry obtained without U, and modification of the
interlayer distance.
We now discuss how to relate the DFT results to the
average interlayer exchange coupling (J12). For that
matter, we assume that the interlayer exchange can be
described by a classical Heisenberg model:
Hinter = −
∑
i∈1,j∈2
J interij
~Si · ~Sj (1)
where 1 and 2 label the two CrI3 layers and Jij is are
the interlayer exchange interactions. The sign conven-
tion we take is such that Jij > 0 (Jij < 0) stands for
ferromagnetic (antiferromagnetic) interaction. Assum-
ing that all spins are parallel, and have a length S, the
energy for configurations where all spins in a given layer
are parallel, and collinear with those of the other layer,
is U = ∓S2J12 where
J12 =
∑
i∈1,j∈2
J interij (2)
is the average interlayer coupling and the sign − (+)
corresponds to the ferromagnetic (antiferromagnetic) in-
terlayer alignment. It is self-evident that J12 is an in-
creasing function of the number of atoms in the unit cell.
For CrI3, there are two atoms per unit cell and plane.
We now break down this average exchange, and the
corresponding total interlayer exchange, as a sum over
the contribution coming from each unit cell , J12 = Nj12,
where N is the number of unit cells and j12 is split as
the sum of intracell and intercell contributions.
j12 =
∑
i∈(I,1),j∈(I,2)
J intraij +
∑
∈(I,1),j∈(I′,2)
J interij (3)
Since J interij decays very rapidly with distance, j12 con-
verges. Therefore, in the case of the bilayer, the total
energy per unit cell, that can be compared with DFT
calculations, reads as an Ising model for a dimer:
Uin(s1, s2) = −j12S2s1s2 (4)
where s1, s2 = ±1 describe the orientation of the layer
magnetization. As a result, we can relate the energy dif-
ference between the parallel and antiparallel configura-
tions in the DFT calculations with the average interlayer
exchange, through
∆E ≡ Uin(+,−)− Uin(++) = 2j12S2 (5)
We now carry out the same analysis for the case of
bulk, the unit cell has 3 planes. Therefore, the effective
model has to keep track of the magnetization of 6 layers:
Uin(s1, s2, s3, s4, s5, s6) = −j12S2
∑
i=1,6
sisi+1 (6)
3TABLE I: Summary of the calculations for bilayer (AA1/3 vs AB) and bulk (Monoclinic vs Rhombohedral) CrI3. The equilibrium
interlayer distance (dPWin ) is obtained by relaxing the geometry starting from the experimental crystal structure
29. We keep
the same geometry for the two functionals, namely PBE-D2 and PBE+U-D2. D2 stands for the Grimme-D2 van der Waals
correction38. The energy difference is defined as ∆E = EAF − EFM . The values of the exchange interlayer coupling are
obtained from Equations 5 and 7 for bilayer and bulk respectively. The last column shows the values of j12/Nat, where Nat is
the number of atoms in the unit cell.
dPWin (A˚) ∆E
PW (meV) jin (µeV) jin (µeV/u.c.)
Bilayer AA1/3 (PBE-D2) 6.621 0.21 46.7 11.7
Bilayer AB (PBE-D2) 6.602 9.43 2095.6 523.9
Bilayer AA1/3 (PBE+U-D2) 6.621 -0.36 -80.7 -20.2
Bilayer AB (PBE+U-D2) 6.602 17.82 3959.7 989.9
Bulk Monoclinic (PBE-D2) 6.621 0.44 16.3 1.4
Bulk Rhombohedral (PBE-D2) 6.602 4.50 166.7 13.9
where we assume s1 = s7, to account for the periodic
boundary conditions in the off-plane direction. Thus, for
the bulk calculations we have:
∆E ≡ Uin(+−+−+−)−Uin(++++++) = 12j12S2 (7)
Equations (5) and (7) permit to relate our DFT cal-
culations with the average interlayer exchange. By so
doing, we find that the interlayer exchange shows always
a stronger ferromagnetic character than the AB (rhombo-
hedral) phase (see Table I) than the AA1/3 (monoclinic).
This clearly indicates that there is a correlation between
stacking geometry and the interlayer exchange. This is
expected, since different stacking imply both different in-
terlayer Cr-Cr distances and Cr-I bond angles (see figure
1), which are the structural variables that control ex-
change.
IV. RELATION WITH EXPERIMENTS
Our results for bulk are consistent with the ferromag-
netic interlayer interaction observed experimentally. In
addition, our results might help to understand the kink
in the magnetic susceptibility observed by McGuire et
al.29 at the structural phase transition observed in bulk
CrI3 at 220 Kelvin, between a low temperature rhom-
bohedral and a high temperature monoclinic structures.
The connection can be established as follows. At high
temperature, CrI3 is paramagnetic. The susceptibility of
a ferromagnet in the paramagnetic regime is described
by the Curie law,
χCW =
S(S + 1)(gµB)
2
3kB
1
T − TCW (8)
where S is the total spin of the Cr atoms, g is the g-factor,
µB is the Bohr magneton, kB is the Boltzmann constant
and TCW is the Curie temperature, that logically depends
on both the interlayer and intralayer couplings through
the relation
3kBTCW = S(S + 1)J (9)
where J =
∑
j(J
inter
ij + J
intra
ij ) is the sum of all the ex-
change interactions for a given spin i. We are assuming
here that the average magnetization of all spins is the
same. The calculated variation of the interlayer coupling
for the two different stackings, shown in the table, will
lead to a modification of TCW , ∆TCW at the tempera-
ture of the structural transition, that leads to an addi-
tional contribution to dχdT ∝ ∂χ∂TCW ∆TCW .
We now discuss the relation of our results with
experimental results for CrI3 bilayers and thin
films2,6–8,11–13,31, showing antiferromagnetic interlayer
interaction. The application of off-plane magnetic fields
of Bc ' 0.35T and 0.6T revert the interlayer magnetiza-
tion in CrI3 bilayers as recently proven by transport
7 and
optical2 measurements respectively. We can estimate the
interlayer exchange by equating the Zeeman energy per
unit cell, EZ = 4 × gµBSBc to ∆E in eq. (4). We thus
obtain j12 =
−2g
S µBBc ' −60µeV and −103µeV .
Our DFT results show that interlayer exchange is much
smaller for the AA1/3 stacking, although still weakly fer-
romagnetic. Other density functional calculations, ap-
peared after a first version of our work was posted in the
arXiv, show that interlayer exchange can indeed become
antiferromagnetic for the AA1/3stacking, using function-
als different from GGA8,39–42. The common point in all
DFT calculations is that interlayer exchange has a weaker
ferromagnetic character for the AA1/3 stacking than for
the AB.
Our DFT calculations still predict that the AB stack-
ing is the ground state structure for the freestanding bi-
layer. However, the energy difference between these two
stacking configurations is ∆Estruct ≈ 3.25 meV/Cr atom,
much smaller than its bulk counterpart, ∆Estruct ≈ 8
meV/Cr atom favouring the rombohedral crystal struc-
ture. Given that experiments are always carried out with
the CrI3 bilayers deposited on top of substrates, such as
graphene and silicon oxide, it can be that these favour
the AA1/3 stacking, leading to an antiferromagnetic in-
teraction. It is also possible that stacking energetics is
different in bulk and in very thin films, on account of
the different contributions coming from long-range dis-
persive forces in both cases. Recent experimental work31
4provides evidence that this might be indeed the case.
V. EFFECT OF INTERLAYER DISTANCE AND
ON-SITE HUBBARD INTERACTION (U) ON
INTERLAYER EXCHANGE
We now consider two types of perturbations that could
further reduce the ferromagnetic interlayer exchange and
eventually yield an antiferromagnetic coupling, namely
a modification of the interlayer distance and the inclu-
sion of an on-site Hubbard interaction (U) using the so
called PBE+U functional, in the spirit of the LDA+U
approximation43. The first one could be driven by the
coupling to the substrate, whose effect is missing in our
DFT calculations. For instance, charge transfer is pre-
dicted to occur in the graphene/CrI3 interface
22, that
could modify interlayer separation.
Figure 2(a) shows the energy difference ∆E = EAF −
EFM for different interlayer distances and for both struc-
tures. For ∆E < 0 the interlayer exchange coupling be-
comes AF (horizontal dashed line). This occurs in the
AA1/3 stacking for d − d0 > 0.2 A˚, while the AB CrI3
remains FM. The maximal value for the AF exchange,
jAF = −38µeV is obtained for d− d0 = 1 A˚.
We now discuss the scaling of ∆E as we change the
on-site Hubbard inderaction U , keeping the same ge-
ometry obtained for U = 0. Our results are shown in
figure 2(c,d), for the AA1/3 and AB stacking respec-
tively. We observe that, in contrast to the AB stacking,
the interlayer exchange in the AA1/3 case scales non-
monotonically with U and, for U ≥ 3 it becomes AF
(dashed line indicates the transition from positive to neg-
ative exchange coupling).
Interestingly, we find that the response of the system
to both the structural modification and the addition of a
Hubbard U correction, follows the same pattern. First,
none of these perturbations drive the system to the AF
interlayer interaction in the case of the AB stacking. Sec-
ond, both perturbations drive the interlayer interaction
AF in the AA1/3 stacking. Third, the dependence of ∆E
on both interlayer distance and U is non-monotonic only
in the case of the AA1/3 stacking.
Given that all known mechanisms for exchange lead to
monotonic dependence with distance, the non-monotonic
behaviour of ∆E, for the AA1/3 stacking, that includes
a change of sign, clearly shows that interlayer exchange
interaction is the result of at least two contributions with
opposite signs:
Jin = J
FM
in − JAFin . (10)
The first contribution, which favours a ferromagnetic
coupling, arises both from interlayer superexchange path-
ways and direct exchange. The second contribution
favours antiferromagnetic exchange.
FIG. 2: (Color online) (a) Energy difference ∆E = EAF −
EFM of bilayer CrI3 for AB (orange) and AA1/3 (blue) stack-
ing. ∆E < 0 stands for AF phase transition (horizontal
dashed line). For d− d0 > 0.2 A˚, the AA1/3 bilayer becomes
AF. (b) Scaling of ∆E for different values of the Coulomb
repulsion (U) in AA1/3 stacking. For U ≥ 3 the AA1/3 (mon-
oclinic) stacking becomes AF. (c) Idem for the AB (rhombo-
hedral) stacking. In contrast to the AA1/3 case, the AB case
never becomes AF when increasin the Coulomb interaction.
VI. INTERPLAY BETWEEN INTERLAYER
HYBRIDIZATION AND STACKING
We now explore if interlayer antiferromagnetic ex-
change could be accounted for by the theory of kinetic
exchange of Anderson44 (see also Hay et al.45), for elec-
trons occupying otherwise degenerate orbitals that be-
come weakly hybridized by an interlayer hopping γ. The
interlayer hopping leads to the formation of bonding-
antibonding states that delocalize the states among the
two layers. In the limit of on-site Hubbard repulsion U
much larger than γ, the low energy states of this Hub-
bard dimer are described by a spin Heisenberg model
with antiferromagnetic exchange JAFin =
4γ2
U˜
. Here, we
use a Hubbard U˜ to differentiate it from the Hubbard
5FIG. 3: (Color online) Spin unpolarized band structures of
bilayer CrI3 for (a) AA1/3 and (b) AB stacking configurations.
The half-filled bands correspond to the t2g bands of Cr. The
red and blue lines on top of the t2g bands corresponds to the
Wannier bands.
U used in LDA+U calculations. The former it is always
present even for U = 0 calculations, and stands for the
energy that should be paid to doubly occupy an atomic
orbital. The second one is the extra energy that should
be paid when the orbitals are strongly localized in order
to account for correlation effects.
In order to explore whether the interlayer hybdridiza-
tion γ is significantly different for the two stacking ge-
ometries for CrI3 bilayer, we calculate the hybridization
between crystal-field split t2g. For that matter we obtain
a tight-binding model from our DFT calculations, using a
representation of the DFT hamiltonian in a basis of max-
imally localized Wannier orbitals. To do so, we use DFT
as implemented in the plane-wave based PWscf code (see
Methodology section), with spin-unpolarized solutions, to
ensure that the band splitting comes only from the inter-
layer hybridization. In the non-magnetic solutions, the
t2g bands are half filled, in contrast to the spin-polarized
case, where the 3 electrons with same spin fill the 3 t2g
bands in one spin channel. The spin-unpolarized t2g
bands of bilayer CrI3 for AA1/3 and AB cases are shown
in Figure 3(a,b).
In order to obtain a representation of the Hamiltonian
in a basis of atomic-like orbitals, we transform our plane-
wave basis into a localized Wannier one using wannier90
code46. The representation of the Hamiltonian in that
basis allows us to extract the interlayer hopping ampli-
tudes Γij from the Wannier Hamiltonian. We choose a
projection over the subspace spanned by the t2g manifold,
namely {dxy, dxz, dyz} centered in the Cr atoms. Red and
blue lines on top of the t2g bands in Figure 3(a,b) cor-
respond to the Wannier bands obtained for each stack-
ing configuration. The Wannier Hamiltonian for intracell
atoms takes the form
HW =
(
E1t2g Γ
12
Γ21 E2t2g
)
(11)
where E1 and E2 are 6×6 matrices containing the on-site
energies of the t2g orbitals in layer 1 and layer 2. The Γ
matrices contain the hopping terms connecting both lay-
ers. Equations 12 and 13 show the detailed structure of
the coupling matrices. The ball and stick models close to
the matrices indicate the unit cell atoms for both stack-
ing configurations. Atoms with different colors belong to
different layers.
ΓAB =
d3xy d
3
xz d
3
yz d
4
xy d
4
xz d
4
yz

d1xy 0 0 0 0 0 0
d1xz 0 −22 0 0 0 0
d1yz 0 0 0 0 0 −29
d2xy 0 22 −21 0 0 0
d2xz 22 0 22 0 0 0
d2yz −21 22 0 0 0 −22
(12)
ΓAA =
d3xy d
3
xz d
3
yz d
4
xy d
4
xz d
4
yz

d1xy 0 29 0 0 0 −25
d1xz 23 0 0 0 0 0
d1yz 0 0 0 −25 0 0
d2xy 0 0 0 0 23 0
d2xz 0 0 0 29 0 0
d2yz 0 0 0 0 0 0
(13)
Inspection of the elements of the Γ matrices for each
stacking configuration, show that each Cr atom is con-
nected at least with two Cr atoms. Thus, interlayer ex-
change couples a given Cr atom in a layer with several
Cr atoms in the other layer. Also, the directionality of
d-type orbitals together with the contribution of the io-
dine atoms at the interface makes difficult to compare
this system with a typical single-orbital based model of
bilayer honeycomb lattice. Comparing both hopping ma-
trices, we observe that the higher contribution to the an-
tiferromagnetic kinetic exchange in the AB case comes
only from the interaction between dyz orbitals in atoms
1 and 4 (Γ14AB = −29 meV). In contrast, the AA1/3 inter-
layer hopping matrix shows two important contributions
(Γ13AA = Γ
24
AA = 29 meV) between orbitals dxy and dxz.
However, from this analysis, we can not conclude that
the average interlayer hybridization is very different for
the two stackings. Therefore, the mechanism that ac-
counts for the different interlayer exchange interaction
must arise from other exchange mechanism.
VII. SPIN POLARIZED ENERGY BANDS AND
IMPLICATIONS FOR VERTICAL TRANSPORT
We now discuss the spin-polarized band structures ob-
tained from first-principles calculations. In Figure 4, we
show the spin polarized bands of the AB (top panels) and
AA1/3 (bottom panels) bilayer CrI3. For the spin polar-
ized calculations, the spin majority t2g bands are fully
occupied and the first set of empty bands is made of spin
majority eg states. The FM cases (a,c) show a clear band
6FIG. 4: (Color online) Spin-polarized band structures of bi-
layer CrI3 for (a) AB(FM), (b) AB(AF), (c) AA1/3(FM) and
(d) AA1/3(AF).
splitting of the majority eg (red bands above the Fermi
energy) and minority t2g bands (blue bands above the
Fermi energy) coming from the interlayer coupling. This
is similar to the unpolarized calculations in Figure 3.
In contrast, in the antiparallel interlayer (AF) cases
(b,d), the interlayer splitting is absent. The reason is
that eg and t2g for a given spin channel in one layer are
degenerate with the same bands with opposite spin in the
other layers. Since interlayer coupling is spin conserv-
ing, the resulting hybridization is dramatically reduced.
This difference of interlayer coupling in the FM and AF
configurations definitely contributes to explain the very
large magnetoresistance observed in vertical transport
with CrI3 bilayers in the barriers.
6–8 Given that the eg
states are the lowest energy channels available for tunnel-
ing electrons in the barrier, they can only be transferred
elastically between adjacent CrI3 layers when their rela-
tive alignment is not antiparallel.
VIII. DISCUSSION AND CONCLUSIONS.-
Our results provide a plausible explanation for two dif-
ferent experimental observations. First, the kink in the
differential spin susceptibility dχdT observed in bulk CrI3
at the structural phase transition29. Second, the anti-
ferromagnetic interlayer coupling observed for few-layer
CrI3 bilayers, at low temperatures
2,6,7,11. Given that in
these experiments the CrI3 layers are either deposited on
a substrate2 or embedded in a circuit, we conjecture that
the stacking might be different than in bulk. However,
the confirmation of this hypothesis will require further
experimental and computational work.
To summarize, we have computed the interlayer ex-
change for CrI3 bilayers in two different stacking, that
correspond to the rhombohedral and monoclinic struc-
tures observed for bulk CrI3. We find that the interlayer
coupling shows a much weaker ferromagnetic character
for the monoclinic than the rhombohedral phase, and
eventually undergoes an antiferromagnetic transition un-
der shear strain. We claim that this provides a possible
explanation for two different experimental observations.
First, the kink observed in the differential susceptibility
at the structural transition in bulk.29 Second, the fact
that CrI3 bilayers deposited on graphene are known to
have antiferromagnetic interlayer coupling.2,6–8,11
Note: During the final completion of this manuscript,
we became aware of the work of four other groups39–41
addressing the relation between interlayer exchange and
stacking in CrI3 using different approximations and ob-
taining results compatible with ours.
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