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For some weighted NP -omplete problems, heking whether a proposed solution is optimal is a
non-trivial task. Suh is the ase for the elebrated traveling salesman problem, or the spin-glass
problem in 3 dimensions. In this letter, we onsider the weighted tripartite mathing problem, a well
known NP -omplete problem. We write mean-eld nite temperature equations for this model, and
show that they beome exat at zero temperature. As a onsequene, given a possible solution, we
propose an algorithm whih allows to hek in a polynomial time if the solution is indeed optimal.
This algorithm is generalized to a lass of variants of the multiple traveling salesmen problem.
PACS numbers: 75.10.Nr, 75.40.-s, 75.40.Mg
A ombinatorial optimization problem is dened as the
minimization of a ost funtion over a disrete set of
ongurations [1℄. Typially, in statistial physis, nd-
ing the ground state of an Ising spin-glass (Ising model
with random interations) is a ombinatorial optimiza-
tion problem, where the ost funtion is the magneti
energy of the system. The size N of an optimization
problem is the number of degrees of freedom of the sys-
tem over whih the minimization is performed. In a spin-
glass problem, the size N is just the number of spins. In
the following, we shall be interested only in problems
for whih the ost funtion an be alulated in a time
whih is polynomial in the size N . This very wide lass of
problems is alled the NP lass. Many physial problems
belong to this lass.
An optimisation problem Q is said to be NP -omplete
if it is in NP , and if all problems in NP an be shown to
be polynomially algorithmially reduible to Q. There-
fore, NP -omplete problems are in some sense the most
diult NP problems. All NP -omplete problems are
algorithmially polynomially equivalent. The arhetype
of suh problems is the elebrated traveling salesman
problem (TSP): Given N ities, nd the shortest path
going through eah ity one and only one. Although
many algorithms exist whih provide exat solutions for
small enough N or almost optimal solutions for larger
N , there is no known algorithm whih provides the exat
shortest path in a polynomial time. This is due to the
ombinatorial omplexity of the paths, and to the strong
non-onvexity of the ost funtion in phase spae, whih
manifests itself by an exponentially large number of loal
minima.
As stated above, any ombinatorial optimization prob-
lem whih is algorithmially equivalent to the TSP is
NP -omplete. Famous examples of suh problems in-
lude the spin-glass (SG) problem in dimension d ≥ 3
[2℄, the Hamiltonian path (HP) problem (given a graph,
nd a path whih goes through eah points of the graph
one and only one), the weighted tripartite mathing
problem (TMP), 3-satisability, et. For an extensive
list of NP -omplete problems, see ref. [3℄.
In the spin-glass problem, physiists and omputer si-
entists have developed algorithms whih allow to om-
pute the exat ground state for small enough systems
[4℄. The analysis of these exat ground states and low-
lying exited states allows to hek the validity of various
spin-glass theories [5℄.
If there is a polynomial time algorithm to solve a om-
binatorial optimization problem, the problem is said to
belong to the P -lass. Many problems belong to P ,
among whih the assignment problem (also known as the
weighted bipartite mathing problem denoted BMP), the
spin-glass problem in d = 2, et. Of ourse the P lass
is inluded in the NP lass, but it is not known if the
inlusion is strit. This is the elebrated Is P = NP ?
problem.
The strong analogy between ombinatorial optimiza-
tion problems and the physis of disordered systems was
reognized in the early 1980s [6℄, and was the basis of
the development of simulated annealing tehniques in op-
timization. At nite temperatures, many of these opti-
mization problems exhibit glassy behaviour as seen in
disordered systems [7, 8, 9, 11, 12, 13℄.
As mentioned above, when going to larger sizes, nd-
ing exat ground states of NP -omplete problems be-
omes impossible, and one resorts to non-deterministi
methods like Monte Carlo algorithms or Markov hains.
These methods provide andidates for solutions to the
optimization problem. In some ases, heking that one
has a true solution of the optimization problem is an easy
task. For instane, in the HP problem, given a path, it is
easy to hek whether this path is Hamiltonian and thus
solves the problem. In many weighted problems however,
heking that one has a solution is a very non trivial task.
Suh is the ase for example in the TSP problem. Given
a tour, there is no known algorithm to determine whether
it is the optimal path, exept by atually omputing the
optimal path. Similarly, given a set of oupling Jij and
a spin onguration Si, there is no known algorithm to
hek that this onguration is the ground state of the
spin-glass, exept by omputing its atual ground state.
In the present paper, we study the weighted multi-
partite mathing problem. To simplify, we speialize to
the tripartite ase. Before dening it, we rst reall the
assignment problem or BMP (also alled the wedding
problem). Assume we have two sets {i = 1, ..., N} and
2{j = 1, ..., N}. A positive pairing ost lij is assigned to
eah mathing of i and j. Note that the matrix lij has
no reason to be taken symmetri. A mathing of the two
sets is in fat a permutation P of the set {j} and the
orresponding ost is
L =
N∑
i=1
liP (i) (1)
Solving the BMP amounts to nding the permutation
P whih minimizes (1), i.e. the omplete pairing of {i}
and {j} whih has lowest ost.
The simplest ase of multipartite mathing problem is
the tripartite one. The TMP involves three sets {i =
1, ..., N} , {j = 1, ..., N} , {k = 1, ..., N} and a positive
ost funtion lijk . A mathing of the 3 sets is dened by
a permutation P of the set {j} and a permutation Q of
the set {k} with ost
L =
N∑
i=1
liP (i)Q(i) (2)
Solving the TMP amounts to nding the permutations
P and Q whih minimize (2). Generalization to mul-
tipartite mathings is straightforward. As mentioned
above, the bipartite version is polynomial, whereas the
tri-, quadri-, et. mathing are NP -omplete. Note that
in the BMP, the number of possible ongurations is N !
whereas it is (N !)2 in the TMP. The phase diagram of
these multipartite mathing problems has been studied
reently for sets of random independent osts [13℄.
In this artile, we rst formulate the nite temperature
TMP as an integral over omplex elds. The saddle-point
equations are derived and are shown to provide the exat
solution to the TMP at zero temperature. Unfortunately,
this does not help in solving the problem. However, from
these equations, we nd that given a tripartite assign-
ment, one an hek whether it is the absolute minimum
of the ost funtion in a polynomial time. This method
an easily be applied to a whole lass of multiple traveling
salesmen problems [14℄. This of ourse does not violate
the NP -omplete harater of these problems. We are
not aware of any other weighted NP -omplete problems
whih ould be heked in a polynomial time, and hope-
fully this method ould be generalized to other problems.
It is possible to give an integral formulation of the
TMP using tehniques similar to those used for the BMP
[8, 9℄. We want to alulate the partition funtion Z of
the TMP at temperature T . Denoting by kB the Boltz-
mann onstant and β = 1/kBT , we have
Z =
∑
P,Q∈SN
exp
(
−β
N∑
i=1
liP (i)Q(i)
)
(3)
where SN denotes the group of permutations ofN objets
(symmetri group). We dene
Uijk = exp (−βlijk)
Z =
∫ N∏
i=1
dφidφ
∗
i
pi
dψidψ
∗
i
pi
dχidχ
∗
i
pi
× exp
(
−
∑
(φiφ
∗
i + ψiψ
∗
i + χiχ
∗
i )
)
× exp

 N∑
i,j,k=1
Uijkφiψjχk

 N∏
i=1
(φ∗iψ
∗
iχ
∗
i ) (4)
Let us show that this is an exat expression for the
partition funtion of the TMP. We use Wik's theorem.
We rst note that the ontration of eah eld with its
onjugate is just equal to 1. Expanding the exponential
in powers of Uijk, we should ontrat eah φi, ψi, χi with
its onjugate φ∗i , ψ
∗
i , χ
∗
i . Sine the integrand is linear in
eah φ∗i , ψ
∗
i , χ
∗
i , the expansion in powers of Uijk should
be limited to rst order. This obviously proves equation
(4).
A similar formula an easily be obtained for the BMP,
involving only two kinds of elds instead of three.
A standard way to approximate eq. (4) is to perform a
saddle-point expansion. The saddle-point equations read
1
φ∗i
= φi
φ∗i =
N∑
j,k=1
Uijkψjχk
and similar equations for the other variables. Eliminating
the onjugate variables, we have the 3N equations
1 = φi
N∑
j,k=1
Uijkψjχk (5)
for any i and the analogous equations for the other vari-
ables.
There are 3N saddle-point equations for the 3N vari-
ables φi, ψi, χi. These equations are ompliated non-
linear equations and an be solved numerially. They dif-
fer from those obtained from the avity method [10, 13℄.
However, they display some interesting properties in the
zero temperature limit. Introduing new variables
φi = e
βai , ψi = e
βbi , χi = e
βci
one an see that solving equations (5) in the zero temper-
ature limit amounts to nding two permutations P and
Q suh that
ai + bP (i) + cQ(i) = liP (i)Q(i) (6)
3for any i , and
ai + bj + ck < lijk (7)
for any triplet (i, j, k) 6= (i, P (i), Q(i)) . The total ost
of the mathing is
L =
N∑
i=1
liP (i)Q(i) =
N∑
i=1
(ai + bi + ci) (8)
We now proeed to prove that these equations are ex-
at, i.e. their solutions (if they exist) provide the optimal
tripartite mathing. We rst note that if we have two sets
of solutions (a, b, c) and (a′, b′, c′) whih satisfy equations
(6) and (7) with the same P and Q, they neessarily have
the same total ost, due to equations (6). Now onsider
another pair of permutations P ′ and Q′. The total ost
L′ assoiated to these permutations is
L′ =
N∑
i=1
liP ′(i)Q′(i)
Aording to eq. (7)
ai + bP ′(i) + cQ′(i) ≤ liP ′(i)Q′(i)
and therefore, summing over i implies
L ≤ L′
Therefore, any mathing other than (P,Q) have larger
ost, whih proves that (P,Q) generates the optimal
mathing.
A formulation similar to (6) and (7) has been known
for the BMP, with only two sets of variables a and b. It
an be shown that these equations an be solved using
the so-alled Hungarian method [15℄ whih is an O(N3)
algorithm.
In the ase of the TMP, these equations unfortunately
annot be solved in a polynomial time. However, as we
shall now see, they allow to hek in a polynomial time
whether a proposed solution is the atual optimal math-
ing.
Let us onsider the reiproal problem: Assume we
are given a mathing. How an we hek whether it is
optimal?
The mathing is dened by a set of N osts {liP (i)Q(i)}.
If this set is optimal, then there exists a set of 3N
variables ai, bi, ci suh that the onstraints (6) and (7)
would be satised.
These are a set of N equations and N3 −N linear in-
equalities for 3N variables. We an simplify further by
using equations (6), and obtain a set of N3−N inequal-
ities for the 2N variables ai and bi
ai+ bj−aQ−1(k)− bPQ−1(k) ≤ lijk− lQ−1(k)PQ−1(k)k (9)
This set of linear inequalities with integer oeients
belongs to the well known lass of optimization problems
alled "linear inequalities" [1℄. This problem, whih is
related to linear programming, is known to be solvable in
a time whih is polynomial in the size 2N of the problem
[16, 17℄. Therefore, we an nd, in a polynomial time, i)
either that there is a solution to (9), in whih ase the
proposed solution is the optimal solution to the TMP, ii)
or that there is no solution to these inequalities, in whih
ase the proposed solution is not the optimal one.
We have not found a general proof of existene of the
ai, bi, ci for the optimal solution.
Let us show how this method an be generalized to
some variants of the multiple traveling salesmen problem
(MTSP). The MTSP is similar to the TSP, exept that
the number of travelers in not equal to one. Consider
a set of N points (in an abstrat spae) with positive
distanes lij . We onsider the TMP in whih
li,j,k =
1
2
(lij + ljk)
if (i, j, k) are distint
li,j,k =∞
if 2 indies are equal.
With this hoie, a nite ost tripartite assignment an
be viewed as a set of loops visiting eah point one and
only one. The orresponding TMP thus amounts to a
MTSP, with any number of salesmen, eah visiting at
least 3 ities. If we are presented with a possible opti-
mal path, say {l12, l23, ..., lN1}, we look for two sets of
variables ai and ci whih satisfy the linear inequalities:
ai + ck − aj−1 − cj+1 ≤
1
2
(lij + ljk − lj−1,j − lj,j+1)
Again, although the problem is NP -omplete, hek-
ing the optimality of the solution an be ahieved in a
polynomial time. The whole method an be easily gen-
eralized to MTSP with loop sizes greater than p in terms
of p-partite weighted mathing problems, to nd riteria
of optimality whih are polynomial.
We have proposed an integral representation of the
TMP, from whih we derive some mean-eld equations.
These equations turn out to be exat at zero tempera-
ture, and ould have in fat been derived diretly with-
out going through the mean-eld method. However, we
nd this approah interesting, as it might be generalized
to other NP -omplete problems. The zero temperature
equations annot be solved in a polynomial time. How-
ever, given a test solution to the problem, they allow to
hek in a polynomial time whether the proposed solu-
tion is indeed the optimum of problem. This situation is
quite unique in NP -omplete problems, sine in prini-
ple, for suh problems, the existene of an exponentially
large number of loal minima prevents heking the op-
timality in a polynomial time. A generalization of this
method to the TSP or to the spin-glass problem would
be of great interest for the physis of disordered systems
and is urrently under investigation.
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