Facial Expression Recognition: Fusion of A Human Vision System Model and A statistical framework by GU WENFEI
Facial Expression Recognition: Fusion
of a Human Vision System Model and a
Statistical Framework
Gu Wenfei
Department of Electrical & Computer Engineering
National University of Singapore
A thesis submitted for the degree of
Doctor of Philosophy (PhD)
May 18, 2011
Abstract
Automatic facial expression recognition from still face (color and gray-
level) images is acknowledged to be complex in view of significant
variations in the physiognomy of faces with respect to head pose,
environment illumination and person-identity. Even assuming illumi-
nation and pose invariance in face images, recognition of facial ex-
pressions from novel persons always remains an interesting and also
challenging problem.
With the goal of achieving significantly improved performance in ex-
pression recognition, the proposed new algorithms, combining bio-
inspired approaches and statistical approaches, involve (a) the ex-
traction of contour-based features and their radial encoding; (b) a
modification of HMAX model using local methods; and (c) a fusion
of local methods with an efficient encoding of Gabor filter outputs and
a combination of classifiers based on PCA and FLD. In addition, the
sensitivity of existing expression recognition algorithms to facial iden-
tity and its variations is overcome by a novel composite orthonormal
basis that separates expression from identity information. Finally,
by way of bringing theory closer to practice, the proposed facial ex-
pression recognition algorithm has been efficiently implemented for a
web-application.
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Humans recognize facial expressions with deceptive ease because, the researchers
so contend, they have brains that have evolved to function in a three-dimensional
environment, and developed cognitive abilities to make sense of the visual inputs.
Since the precise underlying mechanisms of human recognition of patterns are
not known, it has been found to be extraordinarily difficult to build machines to
do such a job. Many reasons have been adduced to account for this limitation:
significant variations in the physiognomy of faces with respect to head pose, envi-
ronment illumination, person-identity and others. Normal color (and gray-level)
face images, while exhibiting considerable variations, contain redundant informa-
tion in intensity for describing facial expressions. A face image by itself has not
been successfully employed in expression recognition in spite of normalization
techniques to achieve illumination, scale and pose invariance. The implication
is that appropriate features are needed for facial expression classification, as, in
fact, evidenced by the observed human ability to recognize expressions without
a reference to facial identity [11, 63].
It has been found that facial expression information is usually correlated with
identity [7] and variations in identity (which are regarded as extrapersonal) dom-
inate over those in expression (which are regarded as intrapersonal). This brings
us to an unresolved, and hence challenging, problem: How to automatically rec-
ognize expressions of a novel (i.e., a face not in the database) person? In spite
of many years of research, designing a system to recognize facial expressions has
1
1.1 Overview
remained elusive. In the following, a brief overview of researches on facial ex-
pression recognition using both statistical and bio-inspired approaches will be
provided.
1.1 Overview
The problem of facial expression recognition has been subjected mostly to sta-
tistical approaches [14], which treat an individual instance as a random vector,
apply various statistical tools to extract discriminating features from training ex-
amples, and then classify the test vector using its features. Significant success
has already been achieved by such a strategy, and learning machines have been
developed to recognize facial expression, speech, fingerprint, DNA sequence and
others.
How then do such machines compare with human brains? It is found that
many aspects of learning capability of humans - the most obvious one is the
human ability to learn from a few examples - cannot be captured by statistical
theory. For instance, in the case of recognition of objects by a machine, the
number of training examples needed runs into hundreds to ensure satisfactory
performance. While this number is small compared to the dimensions of the
image (usually of the order of 106 pixels), even a small child can learn the same
task from just a few examples.
Another major difference (between machines and humans) is the ability to
deal with large (statistical) variance in the appearance of objects. Humans can
easily recognize facial expressions of different persons, under different lighting
conditions, and in different poses; understand spoken words; and read handwrit-
ten characters - all these have turned out to be extremely difficult for machines
built on statistical principles.
Therefore, two natural questions arise: What is missing in the learning ma-
chines? How can we make them “intelligent”, if intelligence implies, in our case,
recognition of visual patterns? A typical answer to the first question by many
scientists is that the human brain computes in an entirely different way from a
conventional digital computer does. The answer to the second one has been the
Holy Grail of the engineering community.
2
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It is our strong belief that a new, bio-inspired machine paradigm, which in-
corporates the essential features of a biological learning system in a statistical
framework, is needed to enhance the pattern recognition ability of present-day
machines to a level comparable to that of human beings.
1.2 Statistical Approaches
1.2.1 Principal Component Analysis
Principal component analysis (PCA) [58], is one of the common statistical meth-
ods used in pattern recognition. Depending on the field of application, it is also
called the discrete Karhunen-Lo‘eve transform (KLT), or the Hotelling transform,
and has been widely used in face and facial expression recognition [41, 57, 59, 79].
Suppose that there are n d-dimensional sample images x1, . . . , xn belonging
to C different classes with ni samples in the class Ωi, i = 1, · · · , C. Here n is the
sample size and d is the dimension of feature vectors. PCA seeks a projection
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The main properties of PCA are: approximate reconstruction, orthonormality
of the basis, and decorrelated principal components. That is to say,
x ≈Wy (1.4)
W TW = I (1.5)
Y Y T = D (1.6)
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where Y is a matrix whose kth column is yk, and D is a diagonal matrix.
Usually, the columns of W associated with significant eigenvalues, called
the principal components (PCs), are regarded as important, while those com-
ponents with the smallest variances are regarded as unimportant or associated
with noise. By choosing m (m < d) important principle components, the original
d-dimensional vectors are projected to m-dimensional space. The resulting low
dimensional vectors preserve most information and thus can be used as feature
vectors for facial expression recognition.
PCA is mathematically a minimal mean-square-error representation of a given
dataset. Since no prior knowledge is employed in such a scheme, PCA can be
considered as an unsupervised linear feature extraction method that is largely
confined to dimension reduction.
One of the limitations of the PCA is that it may not be able to find significant
differences between training samples relevant to different classes if the differences
appear in the high order components. This is due to the fact that PCA maxi-
mizes not only the between-class scatter which is useful for classification, but also
the within-class scatter which is redundant information. For example, if PCA is
applied to a set of images with large variations of illuminations, the obtained
principal components preserve illumination information in the projected feature
space. As a result, the performance of PCA on facial expression recognition is un-
stable with large variations in illumination conditions. Another problem of PCA
is that it cannot separate the differences between face identities and facial expres-
sions which are correlated with each other in the face images. Therefore, when
recognizing expressions from a novel face, the performance of PCA based facial
expression recognition is significantly lower than that of recognizing expressions
from known persons.
1.2.2 Fisher’s Linear Discriminant Analysis
Fisher’s linear discriminant (FLD) analysis , a classical technique first proposed
by Fisher to deal with two-class taxonomic problems [19], enables us to extract
discriminating features based on prior information about classes. Even though it
has been extended to multi-class problems, as described in standard textbooks on
4
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pattern classification [14, 21, 53], it was not as popular as the PCA for extracting
discriminating features until about 15 years ago. As applied to the problem of
face recognition, comparisons have been made between FLD analysis and PCA
in [4, 16, 72], in which it has been demonstrated that FLD analysis outperforms
PCA. FLD analysis and its variants [52, 66, 71] have also shown outstanding
performance with respect to facial expression recognition.
Let the n d-dimensional feature vectors under consideration be represented
by {x1,x2, · · · ,xn}. Let the number of classes be C, and the number of vectors






where w is a d-dimensional vector; and the between-class scatter-matrix SB and

























The corresponding generalized eigenvalue problem is: solve for λ and w from
the equation,
SBw = λSWw. (1.11)
Since the rank of SB is at most C − 1, the number of non-zero eigenvectors w is
at most C − 1. Hence the dimension of the projected feature vectors is at most
C − 1.
In facial expression recognition, it is normally the case that the sample size
n is much smaller than the feature dimension d. As a result, Sw is singular, and
Equation 1.11 cannot be solved. To address this issue, an indirect but effective
approach [4] is to employ PCA first to reduce the feature dimension so that Sw
becomes non-singular. Subsequently, FLD analysis is invoked for classification.
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On the other hand, although FLD analysis can improve the performance of
facial expression recognition when the images are from known persons, the recog-
nition accuracy of expressions from novel faces has been found to be unsatisfac-
tory due to the correlations between identity and expression found in the features
currently used for expression classification.
Against the above background of a possible dichotomy between facial iden-
tity and expression, a motivation for the proposed bio-inspired approaches is the
highly sophisticated human ability to perceive facial expressions, independent of
identity. Though the underlying biological mechanism for this ability has not yet
been understood, it seems to be expedient to study some models of the human
vision system which we consider in the next section.
1.3 Human Vision System
1.3.1 Structure of Human Vision System
The human vision system processes visual signals falling on the retina of human
beings and represents the three-dimensional external environment for cognitive
understanding [33]. At the beginning, the retina converts patterns of light into
neuronal signals. These signals are processed in a hierarchical fashion by different
parts of the brain, from the retina to the lateral geniculate nucleus, and then to
the primary and secondary visual cortex of the brain, resulting in two visual
pathways: the dorsal stream - dealing with motion analysis, and the ventral
stream - dealing with object representation and recognition [26]. The ventral
stream starts with primary visual cortex and goes through visual area V2 and
V4, and to the inferior temporal (IT) cortex. These visual areas are critical to
object recognition and will be introduced below.
1.3.2 Retina
Cells in the retina, called retinal ganglion cells, receive and translate light into
nerve signals and begin the preprocessing of visual information. Each receptive
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field 1 of retinal ganglion cells composes of a central disk and a concentric ring,
responding oppositely to light. This kind of receptive field enables retinal cells
to convey information about discontinuities in the distribution of light falling on
the retina, which often specify the edges of object.
1.3.3 Primary Visual Cortex (V1)
Generally, receptive fields of cells in V1 are larger and have more complex stimulus
requirements than those of retinal ganglion cells [34]. And these V1 cells mainly
respond to stimulus which are elongated with certain orientations. Moreover,
V1 keeps the spatial information of visual signals from retinal cells, which is
called retinotopic representation. However, this representation is distorted in the
cortical area such that the retinal fovea is disproportionately mapped in a much
larger area of the primary cortex than the retinal periphery [55]. In fact, V1 cells
extract low-level local features of the visual information, by highlighting the lines
with different directions in the visual stimulus.
1.3.4 Visual Area V2 and V4
Visual area V2 and V4 are the next stages which further process the visual in-
formation. Functionally, receptive fields of cells in V2 have similar properties to
those in V1 such that cells in V2 are also tuned to stimulus with certain orienta-
tions. On the other hand, cells in V4 respond to intermediate features, such as
corners and simple geometric shapes. Cells in V4 combine the low-level local fea-
tures into intermediate features according to their spatial relationships, and these
intermediate features are fed in to higher-level visual areas for post-processing.
This kind of hierarchical procedure enables human beings to efficiently recognize
different kinds of objects in a complex environment.
1Generally, the receptive field of a neuron is a region of space in which the presence of a
stimulus will alter the firing of that neuron.
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1.3.5 Inferior Temporal Cortex (IT)
Inferior temporal cortex, one of the higher levels of the ventral stream of human
vision system, is associated with representation of complex object features, such
as global shapes. Cells in IT respond selectively to a specific class of objects, such
as faces, hands, and animals. More specifically, researchers [76, 77, 78] discovered
that cells in a certain sub-area of IT, called fusion face area (FFA), receive visual
information, consisting of intermediate features from the previous visual areas,
and respond mainly to faces, especially to facial identities. Later, cells in another
sub-area, called superior temporal sulcus (STS) process the visual information
after FFA and respond mainly to facial expressions. This infers that the facial
identity information would be separated from the facial expression information
such that the universal expression features, which may contribute to improving
the performance of facial expression recognition, could be extracted by cells in
STS.
1.4 Bio-Inspired Models Based on Human Vi-
sion System
Based on the human vision system, many biologically plausible models of human
object recognition have been proposed [22, 24, 61, 83], among which the following
simplified three-stage hierarchical structure of the visual cortex seems to be a
dominant theme:
1. Basic units, such as simple cells in the V1 cortex, respond to stimuli with
certain orientations in their receptive fields, thereby extracting low-level
local features of the stimuli.
2. Intermediate units such as cells in the V2 and V4 cortex, integrate the
low-level features extracted in the previous stage, and obtain more specific
global features.
3. Decision-making units recognize objects based on the global features.
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In the following, a few bio-inspired models that play an important role in our
proposed (expression recognition) scheme will be introduced, including 1) Gabor
filters, imitating the V1 cells; 2) local methods, inspired by the local feature
extraction and processing scheme in human vision system; and 3) hierarchical
max (HMAX) model, simulating the feed-forward structure of V1 - V4 visual
areas and dealing with the simple object recognition task.
1.4.1 Gabor Filters
Gabor filter, proposed by Daugman [12] and Jones and Palmer [38], has been
found to be a very successful model, imitating the spatial orientation properties
of cells in the V1 cortex. When convolved with an image, Gabor filters produce
outputs that are robust to minor (i) object rotation and distortion; and (ii)
variations in illumination.
Mathematically, a set of Gabor filters can be described by the following equa-
tions:







x′ = xcosθ + ysinθ, y′ = −xsinθ + ycosθ (1.13)
and where (x, y) refers to the pixel position in a 2D coordinate system, and
the parameters affecting the filter outputs are: θ (orientation), γ (aspect ratio),
σ (effective width), ϕ (phase), and λ (wavelength). These parameters can be
chosen such that the filters model the tuning properties of V1 cells. Figure 1.1 (a)
shows Gabor filters with different wavelength values for fixed orientation, phase
offset, aspect ratio and effective width; Figure 1.1 (b) shows Gabor filters with
different orientations for fixed wavelength, phase offset, aspect ratio and effective
width. Fig 1.2 shows the outputs of a convolution operation on a face image
with Gabor filters. It is found that Gabor filters with (i) different orientations
highlight different edges; and (ii) different effective widths extract different details
of information.
However, the Gabor filter outputs, when used as features for facial expression
recognition, are found to contain redundant information at neighboring pixels.
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(a) (b)
Figure 1.1: (a) Left: Gabor filters with different wavelength and other fixed
parameters; (b) Right: Gabor filters with different orientations and other fixed
parameters.
Figure 1.2: The outputs of convolving Gabor filters with a face image.
To address this issue, Gabor jets [60] have been introduced to statistically post-
process the Gabor outputs to arrive at salient features. All the Gabor outputs
with different parameters at one image location form a jet. There are generally
two kinds of Gabor jets: selected fiducial points and uniformly downsampling.
The first kind involves the choice of Gabor filter outputs at manually selected
(fiducial or) interested points on the face image (such as eyebrows, eyes, nose
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and mouth) [91]. In the second kind of Gabor jets, the Gabor filter outputs are
uniformly downsampled by a chosen factor, and the resultant outputs are used
to represent information in a facial expression [13].
The problem with the first kind of Gabor jets is that the manual selection of
points for generating Gabor features makes the whole procedure non-automatic.
Even though some algorithms have been proposed to automatically select feature
points, the performance is still not satisfactory compared to manual interaction.
Similarly, the uniformly downsampling method is limited by the choice of the
downsampling factor. Too large a downsampling factor may lose critical feature
points while too small a downsampling factor may not reduce the redundant
information. Therefore, an efficient encoding strategy for Gabor outputs is needed
to extract useful facial expression information. And this provides a motivation
for our proposed scheme.
1.4.2 Local Methods
As suggested by recent physiological studies [76, 77, 78], face processing is per-
formed by dedicated machinery in the human brain, and is believed to consist of
the following:
1. Face detection and its simultaneous identification, and further processing
for its expression recognition.
2. Capturing local facial information in each cell acting as a local receptive
field.
3. Possible reconstruction of a face, preserving most facial information, by
combining local information.
The concept of a local receptive field has led to local matching methods based
on local facial features for face recognition. PCA has been applied not only
to the whole face but also to the facial components, such as eyes, noses and
mouths [59], resulting in a combination of eigenfaces and other eigenmodules. In
[27], it is argued that local facial features are invariant to moderate changes in
pose, illumination and facial expression, and, therefore, the face image should be
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divided into smaller local regions for extracting local features. Even an adaptively
weighted sub-pattern PCA has been proposed [73] for local regions since different
human facial components may have different contributions to face recognition.
For extracting discriminating local features, the elastic bunch graph matching
(EBGM) method of [84], converts a face image to a graph structure, and attaches
a set of Gabor-filtered facial components to a number of nodes of the graph. New
faces are recognized by comparing the similarity of both nodes and topography
of the generated graphs. For a local binary pattern (LBP) based face description,
see [1] in which a facial image is first divided into several local blocks, and LBP
descriptors are applied to each block independently. The occurrences of the LBP
codes in each block are converted into a histogram, and then combined together
to build the global feature histogram. Experimental results seem to show that
the LBP feature-based method is more robust against variations in pose or illu-
mination than holistic methods. In [90], Gabor filters with five scales and eight
orientations are first applied to the face image, followed by a local binary opera-
tion on the resulting 40 Gabor filtered images to obtain the local Gabor binary
pattern histogram sequence (LGBPHS). New faces are recognized by comparing
their LGBPHS with that of the reference faces.
Face recognition performance seems to be significantly improved when local
features are employed, in comparison with that using only holistic features, as
reported in [31] and [93]. Hence it is believed that local methods can produce
promising results in both facial identity and expression recognition. Therefore,
more experiments need to be performed in order to demonstrate the capability
of local methods on facial expression recognition.
1.4.3 Hierarchical-MAX (HMAX) Model
Concerning the process of rapid object recognition in the human visual cortex,
there exists the successful hierarchical MAX model (HMAX) [61] which can be
briefly described as follows:
• The hierarchical visual processing consists of a series of stages that have
increasing invariance to object transformations;
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• As the receptive fields of the neurons increase along the visual pathway, the
complexity of their preferred stimuli increases;
• Learning is probably involved at all stages and unsupervised learning may
occur at the intermediate layers while supervised learning may occur at the
top-most layers of the hierarchy.
1.4.3.1 Standard HMAX Model
In the standard HMAX model, there exist a number of layers of computational
units. Simple S units tune to their inputs using a bell-shaped function to achieve
pattern matching, while the C units perform the max operation on the S level
responses. As shown in Figure 1.3, the first layer of HMAX, S1, imitating the
simple cells found in the V1 area of the primate brain, consists of Gabor filters,
tuned to stimuli with different orientations and scales in the different areas of the
visual field. Then, the C1 units in the next layer perform max operation over
the outputs of the S1 filters that have the same orientation, but different scales
and positions over some neighborhoods. And in the S2 layer, composite features
are obtained by combining the simple features from the C1 layer (with different
orientations) into a 2 by 2 matrix of arrangements. Finally, every C2 layer unit
pools the max response over all S2 units in different positions and scales, resulting
in a specific feature which is used for classification. Such an architecture of multi-
ple S and C levels enables the HMAX to increase specificity in feature detectors,
and improves invariance to moderate scale and position changes. Experimental
results show that HMAX model performs well when recognizing paperclip-like
objects since features in HMAX were obtained by combining 4 bar orientations
into 2 by 2 forms.
The HMAX architecture is supported by experimental findings on the ventral
visual pathway in the primate brain, and the computational results seem to be
consistent with those of physiological experiments on the primate visual system.
1.4.3.2 HMAX Model with Feature Learning
Since the intermediate features in HMAX are manually determined, the features
turn out to be the same for all object classes. And since these features are ob-
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Figure 1.3: The structure of standard HMAX model [61].
tained by combining 4 bar orientations into 2 by 2 matrix forms, they may work
well for paper-clip-like objects but not for face images. To address this issue, a
feature learning strategy, which corresponds to selecting a set of N prototypes Pi
(or features) for the S2 units, has been applied to the standard HMAX model to
obtain class-specific features [64]. The learning is achieved by extracting a set of
patches with various sizes and at random positions from training set. As shown
in Figure 1.4, a patch P of size n× n contains n× n× 4 elements which can be
extracted at the level of the C1 layer across all 4 orientations. These prototypes
replace the S2 features in the standard HMAX. Then new S2 units, acting as
Gaussian RBF-units, compute the similarity scores (i.e., Euclidean distance) be-




with σ chosen proportional to patch size. HMAX with RBF-like feature learning
has been successful in automatic object recognition, because the performance of
HMAX with feature learning on rapid object recognition is similar to that of
human beings. Louie [51] applied HMAX with feature learning to face detection
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in cluttered background, see [51] in which a high performance has been reported.
Figure 1.4: The structure of HMAX with feature learning [64].
1.4.3.3 Limitations of HMAX on Facial Expression Recognition
Even though the HMAX model with feature learning can produce strong prefer-
ences to faces against natural scenes, it cannot deal with facial expression recog-
nition satisfactorily because HMAX cannot capture crucial properties of facial
expression for the following reasons:
1. Special units to deal with face processing are missing. In standard HMAX,
the final layer with C2 units, modeling the cells in the IT area, responds
to a series of complex visual forms. However, according to the human
vision system (e.g., cells in FFA), facial patterns are so complicated that
an additional layer is needed for face processing.
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2. The feature learning algorithm of HMAX generates a number of random
patches which are then used as the prototypes of different objects. To
achieve satisfactory performance on object classification using this kind of
learning strategy, a large number of natural images are required to train
the system. Although the trained system is able to respond to faces, it
cannot capture detailed facial information. Therefore, HMAX can at most
act as a face detector but cannot distinguish among either individual faces
or different expressions.
3. Since the HMAX is trained using a set of face images with different identities
and expressions, the strong responses of C2 units may correspond only to
some local facial components due to the randomness of the learning strategy
and the max operation of the C2 units. Therefore, the final decisions of
identities and expressions may be not reliable.
1.5 Scope and Organization
The limitations of existing algorithms for facial expression recognition are sum-
marized below to provide the background for the proposed fusion of human vision
system model and statistical approaches.
1. Algorithms based on PCA and FLD analysis require large training samples
to extract features (meant for discriminating expressions). But the available
training samples are small in number when compared with the dimension
of the training data.
2. Bio-inspired models, such as Gabor filters and HMAX, may exhibit good
performance on object recognition. However, the encoding strategy in-
volving Gabor filters is inefficient, while HMAX is not applicable to facial
expression recognition.
3. Facial expression is normally correlated with identity, and variations in iden-
tity dominate over those in expression. Existing algorithms, which seem to
perform well on person-dependent expression recognition, are substantially
less efficient on person-independent expression recognition.
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Motivated by the above, a new framework for facial expression recognition,
fusing statistical approaches with bio-inspired models, is proposed in this study.
More specifically, the detailed components of the proposed framework are listed
in the following:
• A contour-based facial expression recognition algorithm whose performance
is close to that of humans.
• Modification of the HMAX model using local methods to recognize facial
expressions from novel faces.
• A composite orthonormal basis (COB) algorithm to separate the problem
of recognizing expression from that of identity.
• A new facial expression recognition framework, incorporating (a) local meth-
ods, (b) efficiently encoded Gabor filters and (c) PCA and FLD analysis
based classifier synthesis.
• An efficient web-application of facial expression recognition system based
on the proposed framework.
As illustrated in Figure 1.5, first of all, the contour-based facial expression
recognition algorithm, inspired by retinal ganglion cells, is proposed to recognize
expressions using bio-plausible expression features, such as contours. Secondly,
the standard HMAX model is modified by adding facial expression processors,
which incorporates local methods and Gabor filters, according to the recent bio-
logical researches on FFA cells. Thirdly, the COB algorithm is proposed to imitate
the cells in STS, which separate identity information from expression informa-
tion, resulting in universal expression features that may lead to improved facial
expression recognition performance. Finally, a new facial expression recognition
framework, as well as its web-based implementation, combining improved bio-
inspired models and traditional statistical approaches, is proposed for achieving
elegant performance on recognizing facial expressions from novel faces.
The results of this present study may shed light on developing real-time facial
expression recognition system with improved recognition accuracy when recog-
nizing expressions from novel persons:
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Figure 1.5: The general block-schematic of proposed algorithms simulating the
human vision system.
1. the simplified 3-stage hierarchical structure of human visual cortex should
be useful for designing the framework of facial expression recognition sys-
tem;
2. the composite orthonormal basis should remove identity information as
much as possible from face images and the resulting expression features
should be discriminating for facial expression recognition;
3. the radial grid encoding strategy based on retinotopic mapping should be
able to efficiently downsample the Gabor filter output and therefore lead to
a significantly improved recognition accuracy;
4. the combination method of local classifiers, which employs PCA along with
FLD analysis, should be able to extract discriminating information from
outputs of the local classifiers.
5. the implemented efficient facial expression system based on the proposed
framework should be stable to process any given facial images by users and
produce acceptable results.
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This thesis focuses on studying facial expression recognition using fusion of
a human vision system model and statistical approaches, especially on person-
independent facial expression recognition from still images. Hence, spontaneous
expression recognition based on video sequences is not considered in this thesis.
Moreover, the applications of the methods in this study are limited to facial
expression recognition from novel persons, which is considered to be extremely
difficult and challenging in terms of substantial low recognition accuracy with
conventional statistical approaches. It should also be noted that this thesis focuses
on fusions of popular pattern recognition techniques, such as Gabor filters, local
methods, PCA and FLD analysis; other techniques are beyond the scope of this
study.
The organization of the thesis is as follows: Chapter 2, Chapter 3, and Chapter
4 deal with contour-based facial expression recognition algorithm, the modified
HMAX model for facial expression recognition, and the composite orthonormal
basis algorithm, respectively. In Chapter 5, a new framework is proposed for
facial expression recognition, combining local Gabor features with classifier syn-
thesis. The implementation and integration of the new framework is described




Contour Based Facial Expression
Recognition
As explained in Chapter 1, even though statistical approaches can extract fea-
tures from gray-level images, there seems to be no evidence to demonstrate that
these features are sufficient for facial expression recognition. Since the human
ability to recognize expressions is known to be extraordinary, it is only natural
to derive inspiration from empirical studies involving the human vision system.
As mentioned in block-schematic (Figure 1.5) of Chapter 1, we will propose a
contour based facial expression recognition algorithm, aiming at imitating the
retinal ganglion cells of the human vision system. This is inspired by the fact
that human retinal ganglion cells only signal the edges in a facial image, while
face-selective cells in the inferior temporal area of the human brain respond max-
imally to these edge signals, according to [68]. A possible inference is that the
contours of the face and of its components are biologically plausible features that
play a key role in the human perception of facial expressions (see Figure 2.1 [67]).
In many cases, it is observed that facial contours alone (as highlighted by the
human beings’ ability to appreciate cartoonists’ sketches) do convey information
that is adequate to recognize various expressions on the face, as evident from the
human ability to understand and appreciate cartoons.
It is to be noted that a facial expression is not confined to a specific part
of the face, and cannot be treated as a purely local phenomenon [66, 91]. As
against this, some of the literature employs local features in a way that does not
20
2.1 Contour Extraction and Self-Organizing Network
Figure 2.1: Both natural images and cartoon images could clearly tell what the
facial expression is [67].
include the spatial relationships existing, in general, among them; in other words,
the local features are not treated holistically. However, it is common knowledge
that the contours of a face act as a whole in conveying an expression. More
specifically, the local contours around specific regions of the face (like the cheeks,
mouth, eyes and eyebrows, and forehead) act together, i.e., globally, to compose
an expression. This acts as a motivation for designing an expression recognition
algorithm that deals with the local contours acting globally across the face. To
this end, we propose an encoding mechanism that converts the facial contours
to a grid-array (reminiscent of the human retinal cells around the fovea) that
is input to a neural network with the property of self-organization (modeling a
characteristic of the human brain) originally due to [42]. An interesting result is
that the network generates a map, called the self-organizing map (SOM), that
seems to exhibit distinct clusters for various expressions. This is a demonstration
of the relevance of the extracted contours to facial expression recognition.
2.1 Contour Extraction and Self-Organizing Net-
work
We consider the Japanese Female Facial Expression (JAFFE) [39] database, con-
taining 213 images of 7 facial expressions of 10 Japanese female models, includ-
ing 6 basic facial expressions (happy, sad, angry, surprised, disgusted, scared)
and neutral faces [15]. The neutral expression can be treated as “no-expression”.
Since it has been found that the number of images in the JAFFE database is not
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Figure 2.2: First row contains original images, while last row contains images of
six basic expressions. Two rows in the middle consist of generated images.
representative enough for generating a self-organizing map (SOM) of the facial
expressions (see Section 2.2.2 below for details), there arises the need to enlarge
the database.
In order to generate new images of various expression, an example-based image
synthesis algorithm [17] was adopted by using the neutral images as the references,
and suitably interpolating between them and the existing expression images. As
shown in Figure 2.2, the new images do appear to be visually different from the
images of the JAFFE database. By a proper selection of these generated images,
the JAFFE database was extended to 1080 images with 6 expressions of the same
10 female models. We crop the images to remove background information and
normalize the size of images to 180× 140. Finally, we apply a contour extraction
algorithm to both extended database and original database.
For the extended database, we focus on the recognition of the 6 expressions. If
we need to include the neutral expression in our recognition scheme, the training
set should contain a sufficient number of images of neutral faces.
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Figure 2.3: A smile image plotted as a surface where the height is its gray value.
A plane intersects the surface at a given level and the resulting curve is a contour
line of the original image.
2.1.1 Contour Extraction
The key to extracting contours appears to be the ability to distinguish between
object contours and texture edges. Traditional edge detectors can be extended to
suppress texture edges using local information around neighborhood of an edge,
such as gradient of image intensity, anisotropic diffusion, and complementary
analysis of boundaries and regions. We propose a new facial contour extraction
algorithm based on level-sets.
Mathematically, a level set of a function f : ℜn → ℜ with n variables is a set
of the form
(x1, x2, · · · , xn) ∈ ℜ
n : f(x1, x2, · · · , xn) = c,
where c is a constant. In other words, it is the set where the function takes on
a given constant value. When the number of variables is two, for example, when
we deal with an image intensity function, f(x, y), of spatial variables x (image
height) and y (image width), with c specified as an integer between 0 and 255,
the set (x, y) : f(x, y) = c is called level curve or contour line. Figure 2.3 shows
a smile image in the JAFFE database with the image surface of the smile image
obtained using the method described above. By slicing the image surface using
a plane c = 120, we generate a contour line which is a rough representation of
facial contours. The main issue is whether we can obtain smooth and complete
contours using such a method.
23
2.1 Contour Extraction and Self-Organizing Network
In the literature, a specific numerical algorithm [56] has been proposed to
track contours and shapes in an image using partial differential equations (PDE)
in order to arrive at smooth and complete contours. Traditional active contour
algorithms, which use the level-set method [46], track only the zero level-set. First
of all, an initial curve is embedded as the zero level-set of a given image surface.
Secondly, the embedding curve is evolved according to a designed PDE. After the
diffusion procedure, the initial curve approximately converges to certain desired
object boundaries. However, human facial components are so complicated that
the zero level-set turns out to be inadequate to represent any facial expression
unambiguously. Therefore, we employ several level-sets together, invoking the
histogram of the intermediate two-variable function which is a solution of the
PDE.
A public MATLABTM toolbox implementing level-set methods for image pro-
cessing can be found in [70]. Unlike traditional active contour algorithms which
use a given closed curve as the initial condition, a facial image itself is consid-
ered to be the level-set function in the proposed algorithm. The toolbox provides
interfaces to solve the following partial differential equation (PDE):
∂f
∂t
+ ~VS · ∇f + VN |∇f | = β |∇f | (2.1)
where ~VS, VN and β are forces (i) in the external vector field; (ii) in the normal
direction to the curve; and (iii) based on the curvature of the curve, respectively.
Using the toolbox to extract contours, we assign image features to the forces
in Equation 2.1 as follows:
• ~VS = ∇f = (Gx, Gy), where Gx,Gy are normalized gradient along x and y














, the curvature of the edge map.
Notice that gradient vectors contain edge information of an image. Therefore,
~VS, the external vector, can pull curves towards the edges; VN , the force in the
normal direction of the edge, can stop curves around edges; and, the parameter,
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β, helps to smooth the image and minimize the effect of noise. For details, see
Osher and Sethian [56].
Since the PDE governs the dynamics of the image function, all the level-sets
of f(x,y) evolve, and different level-sets represent contours of different facial com-
ponents (See Figure 2.4). After the curve evolution, we diffuse the image such
that flat areas are smoothed out, and edges are preserved and sharpened. Then
we slice equally the PDE-solution surface whose height is gray value between 0
and 255 to obtain level-sets contours. For an unambiguous representation of var-
ious expressions, it seems to be difficult to indicate the number of level-sets to be
used. From Figure 2.6 below, we observe that too small a number (less than 2) of
level-sets lead to incomplete contours, while too large a number of (more than 6)
level-sets lead to redundant contours. On the basis of the extensive experiments
conducted, it has been found that 4 level-set contours represent facial expressions
satisfactorily (see Section 2.2.4). For instance, Figure 2.5 shows the extracted
contours which are found to provide sufficient information for facial expression
recognition. The 4-level contours can be used either as a vector-set or in com-
bination as a single set of contours. It is not yet known whether a vector-set
representation of the level-set contours leads to better accuracy in the classifica-
tion of expressions. For the purposes of the thesis, we plot all the contours of 4
levels together, and give the gradient-based edge strength for comparison.
2.1.2 Radial Encoding Strategy
After extracting facial contours from images, there is a need to efficiently encode
them to form feature-arrays that are input to a neural network. Notice that one of
the elegant properties of human vision system is the invariance to certain spatial
transformation [61]. Moreover, it has been shown in [23] that radial encoded
pattern is invariant to some transformations such as shift, scaling and (moderate)
rotation. Therefore, we apply the radial encoding strategy to extracted contours,
and the encoding procedure is as follows:
1. Place a radial grid on the feature (i.e., contour) image of the facial image
under study (see in Figure 2.7);
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Figure 2.4: Contour results of the proposed algorithm. The first row contains
contours obtained before smoothing and the second row contains contours obtained
after smoothing. The first 4 columns contain results of 4 different levels while in
the last column contours of all the 4 levels are plotted together.
2. Fix the center (x,y) of the radial grid at the center of the contour image
(which is roughly the tip of nose as found on the contour);
3. Choose the radius r of the outermost circle of the radial grid according to
r = min(w,h)
2
, where w and h are the width and height of the contour image
respectively;
4. Divide the radial grid into several sectors according to the grid resolution:
angular vs. radius (i.e., resolution 30× 12 will lead to 360 sectors);
5. Count the number of points that fall into each sector of grid, and assign it
to the corresponding element in the grid-array.
2.1.3 Self-Organizing Network (SON)
Figure 2.8 shows the structure of a SON. Each neuron is represented by a d-
dimensional weight-vector, ~Wi for the i
th neuron, where d is equal to the dimension
of the input vector. Neurons are connected to adjacent neurons by a neighborhood
relation that characterizes the topology of the network.
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Figure 2.5: Gray-level images are in the first row, while edge strengths and level-
set contours are in the second and third row respectively. Different columns contain
images of different expressions. From the extracted contours, one can identify what
the expression is.
Figure 2.6: Different columns contain contour maps with different levels together.
By adopting a strategy originally proposed by [42], the SON maps complex
relationships that may exist among high-dimensional input patterns into a two-
dimensional pattern. The network is trained iteratively as follows:
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Figure 2.7: Radial grid encoding strategy. Central region has high resolution
while peripheral region has low resolution.
Figure 2.8: The structure of proposed network.
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1. Randomly select one sample vector from the input data set, and calculate
the Euclidean distances between it and all the weight-vectors ~Wi of the
network.
2. Find the best matching unit (BMU), whose weight-vector is closest to the
input vector. Call this neuron, c.
3. Update the weight-vectors of the network, as specified in Equation 2.2 be-
low, such that the BMU is moved closer to the input vector.
4. Go to steps 2 and 3, repeat until there are no significant changes while
updating weight-vectors.
~Wi(t+ 1) = ~Wi(t) + α(t)hci(t)[~x(t)− ~Wi(t)] (2.2)
where





















t denotes the number of iteration; i, the ith neuron; ~x(t), the input vector at
iteration t; α(t), the learning rate at iteration t; hci(t), the neighborhood kernel
around the c; dci, the distance between unit c and i; and α0,σ0,τ1 and τ2 are
initial parameters given by users. The neighborhood kernel is a non-increasing
function of iteration at a distance of i from the c. Therefore, the topology of
the network, in terms of neighboring connection of neurons, plays an important
role in updating weight-vectors. It is found beneficial to have neighborhoods of
a BMU at uniform distances. So in our implementation, we arrange neurons to
form a hexagonal map.
After training, it is significant to note that the output map does become
ordered, i.e., the neurons are grouped into clusters according to the input expres-
sions. The network has generated a map called the self-organizing map (SOM)
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for expressions. An important byproduct of this result is that the chosen con-
tours constitute meaningful features for recognition of expressions. In fact, the
map can itself be used to classify facial expressions directly (see Section 2.2.2).
However, more efficient neural architectures/algorithms like multi-layer percep-
tron (MLP) and support vector machine (SVM) can be employed for recognition
of expressions from contours.
2.2 Simulation Results
We encode the contour images using a grid (radial vs angular) array of size
12×30. And we have also experimented with a lower grid resolution array 12×8
and a higher grid resolution array of 15 × 48. The experimental results (see
Table 2.1) indicate that a lower resolution leads to a lower recognition accuracy,
whereas higher resolution increases the computational load of the network without
significantly improving recognition accuracy. This implies the need for a trade-off
between computational complexity and accuracy.
In order to show that the encoded contour vectors contain enough information
for recognizing facial expressions, we train a SON and check the homogeneity of
encoded contour vectors in terms of the formation of clusters in SOM.
2.2.1 Checking Homogeneity of Encoded Expressions us-
ing SOM
The SON is implemented in MATLABTM with Windows XP platform, and all sim-
ulations are conducted using a 2.60 GHz Pentium processor and 1 GB memory.
The neural network is of size 70× 70, and the dimension of the weight vector of
each neuron is 360 (corresponding to the 12 × 30 grid-array). For training, we
feed the arrays to the network as described in Section 2.1.3. Here, we investigate
the homogeneity of the radial encoded contours, so all the images in the extended
JAFFE database are used for generating the arrays for training SON. After train-
ing, the labels that indicate classes of facial expressions are given to the neurons
as follows. For each individual neuron, the Euclidian distances between the neu-
ron and all the input patterns are calculated, and the neuron is labeled by the
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class of the closest input pattern. Then, the labels are plotted out to check the
clusters of different classes of facial expressions. The time taken for generating
an SOM from encoded contours is about 8 hours.
Figure 2.9 shows that the SOM obtained by the training operation does ex-
hibit homogeneity of input patterns. Limitations of hardware do not permit
experiments with larger SOMs. Still, the present SOM for the chosen network
size (of 70×70) does admirably justify that the contours (i) do constitute features
of relevance to recognition of expressions; and (ii) are detailed enough to recog-
nize facial expressions. Based on these experiments, it can be concluded that the
encoded contour vectors can be used to classify different facial expressions.
2.2.2 Encoded Expression Recognition Using SOM
In order to check the expression recognition accuracy of SOM, we need to separate
database into training set and test set, and re-train the SON using the training
set. After training, we compute recognition accuracy as follows:
1. Choose a novel sample from test set (Ns samples in total) as input to SON,
and calculate Euclidean distances between input and all neurons.
2. Select the neuron with the shortest distance as the one that maximally
responds to input. If the label of the winner neuron is the same as the label
of input, increase the number of correctly matching samples, Nc.
3. Compute recognition accuracy: Rate = Nc/Ns × 100%.
In our implementation, the recognition accuracy is determined by a cross-
validation experiment. There are generally two kinds of cross-validation: random
cross-validation and person-independent cross-validation (also called “leaving-
one-person-out”). The main difference is as follows: the first method randomly
divides the database into several segments while the second one divides the
database according to the number of persons in the database such that each
segment contains all images belonging to only one person. After partition, one
of these segments is picked out as the test set, and remaining segments are used
for training. The above procedure is repeated so that all the segments are used
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Figure 2.9: Labeled neurons of SOM with size of 70× 70. Different labels, which
indicate different expressions, are grouped in clusters. Labels from 1 to 6 indicate
expressions of happy, sad, surprise, angry, disgusted and scared, respectively.
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Table 2.1: Classification accuracies (%) of SOM with different sizes. The first row
contains results of SOM using extended JAFFE database whereas the second row
consists of results using original JAFFE database. Last two columns contain results
of SOM with size of 70 × 70, of which input patterns are encoded under different
resolutions. (L) stands for low resolution and (H) stands for high resolution. There
are 972 images of 6 expressions for training in the extended (Ext.) JAFFE database
and 120 images of 6 expressions for training in the original (Org.) JAFFE database.
DB. 30×30 50×50 70×70 70×70(L) 70×70(H)
Ext. 45.28 53.23 58.11 40.30 57.91
Org. 15.21 25.72 30.02 - -
once as the test set, and the recognition accuracy is averaged over all the distinct
segments.
Here we focus on the person-independent method because recognizing the
expression of novel expressers is known to be difficult.
The time taken for testing SOM is 1.038 seconds. In addition, we also check
the SOM results based on the original JAFFE database. The classification accu-
racies for both the extended and original databases are tabulated in Table 2.1,
from which we observe the following: with original database, recognition accuracy
is poor (maximum = 30.02%) because the training set is so small that generaliza-
tion of SOM cannot be achieved. This leads to the need of using other classifiers
that are valid for a small database (i.e., the original JAFFE database).
2.2.3 Expression Recognition using Other Classifiers
The other classifiers are multi-layer perceptron (MLP) with one hidden layer
and k-nearest neighbor (KNN) with k setting to be one. The resolution of the
radial grid is fixed to 12 × 30. Taking into account the limited database (213
images in total), we find that the dimension of the corresponding input vector
to classifiers (360) is too high. Therefore, before we feed the encoded contour
vectors to the classifiers, we first reduce their dimension using PCA. About 150
principal components are selected of which the cumulative energy is above 95%.
Then these principal components are further processed using FLD analysis such
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Table 2.2: Classification accuracy (%) of MLP and KNN based on the ex-
tended JAFFE. The first row gives results based on contour-based vectors, and
the second row contains the results of image-based vectors. (R) indicates random
cross-validation while (ID) means person-independent cross-validation (see Section
2.2.2).
Features MLP(R) KNN(R) MLP(ID) KNN(ID)
Contour 93.33 96.67 66.67 61.10
Image 77.82 84.26 54.08 53.42
that they are projected into (C−1) discriminant features, where C is the number
of classes. Finally after variance normalization, the projected Fisher features are
fed into the MLP and KNN.
For comparison, we also apply PCA and FLD analysis directly to the facial
images in the database, and obtain image-based feature vectors. Then we feed
these vectors (also after variance normalization) into MLP and KNN. The training
algorithm used in our implementation of MLP is the scaled conjugate gradient
optimization [54]. The number of hidden neurons is based on the results of various
experiments.
The MLP and KNN are used to classify the contour-based vectors and image-
based vectors obtained from the extended JAFFE database (having a total num-
ber of 1080 images of 6 expressions). The results are shown in Table 2.2, from
which we observe that contour-based features produce higher recognition accu-
racies irrespective of the cross-validation method employed. Then, in order to
compare with results reported in the literature, we also apply MLP and KNN
to the contour-based vectors and image-based vectors obtained from the original
JAFFE (having a total number of 213 images of 7 expressions, including the
neutral face). The experimental results in Table 2.3 show that the contour-based
algorithm also works well on the original JAFFE database. Moreover, this result
confirms that the poor recognition accuracy of SON based on the original JAFFE
database is due to the limited size of the training set.
In order to further test the capability of the proposed contour-based algo-
rithm, it is applied to the Taiwanese Facial Expression Image Database (TFEID)
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Table 2.3: Classification accuracy (%) of MLP and KNN based on the original
JAFFE database. The first row gives results based on contour-based vectors, and
the second row contains the results of image-based vectors. (R) indicates random
cross-validation while (ID) means person-independent cross-validation (see Section
2.2.2).
Features MLP(R) KNN(R) MLP(ID) KNN(ID)
Contour 90.92 82.386 66.05 59.77
Image 74.76 79.52 55.72 49.58
[8], which contains facial expression images of 40 persons (20 males and 20 fe-
males). Each person has 8 images corresponding to 8 expressions: happy, sad,
surprise, disgusted, scared, neutral and contempt. In the simulation, we exclude
the contempt expression, and focus on the 7 basic expressions, including the neu-
tral face. It has been found that the TFEID database is incomplete: for some
particular persons in the database, some of the expression images are missing.
Therefore, we use 268 images in TFEID database for the simulations. All the
images are cropped such that background information is removed and then the
size of images is normalized to be uniform (180× 140). The resolution of radial
grid is kept to be 30 × 12 and parameters of KNN and MLP are also kept the
same as those of JAFFE.
Table 2.4 shows the recognition accuracies of the proposed algorithm on dif-
ferent level-sets contours from the JAFFE and TFEID databases using person-
independent cross-validation. It is clear that the proposed algorithm works well
for both JAFFE and TFEID databases. In addition, Table 2.4 contains results
with respect to contours with different level-sets, confirming that the contours of
4 level-sets together lead to satisfactory expression recognition.
2.2.4 Human Behavior Experiment
We have invited 15 naive subjects (called “participators”), having normal expres-
sion judgement, to recognize the facial expression images in the original JAFFE
database. Using the newly developed software (Figure 2.10), we show 213 images
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Table 2.4: Classification accuracy (%) of MLP and KNN based on the origi-
nal TFEID and JAFFE databases using person-independent cross-validation with
respect to contours with different level-sets .
TFEID 1 Level 2 Levels 4 Levels 6 Levels 8 Levels
MLP 69.40 63.43 85.45 73.51 76.87
KNN 67.91 67.16 79.10 79.10 79.48
JAFFE 1 Level 2 Levels 4 Levels 6 Levels 8 Levels
MLP 48.36 54.46 66.05 57.28 50.23
KNN 46.95 52.11 59.77 51.17 51.17
Table 2.5: Classification accuracies (%) of different expressers. The first row gives
results based on human behavior, and the second row contains the results of MLP
using the proposed algorithm. Column 2 to column 11 is for ten expressers (here
the order of expressers is the same as the one in the original JAFFE) respectively
while the last column is the average value.
E1 E2 E3 E4 E5 E6 E7 E8 E9 E10 Average
Human 77.02 61.04 68.54 55.36 78.58 62.25 56.43 66.67 49.66 81.18 65.67
MLP 56.52 68.18 77.27 50.00 66.67 76.19 60.00 52.38 71.43 81.82 66.05
of 7 expressions sequentially to the participators who are allowed enough time
to make a judgement on the expression of the image, and whose classification of
expressions is automatically recorded by the software. The average recognition
accuracy over 15 subjects is 65.67%. An interesting phenomenon is that partici-
pators report that the expressions of some persons are difficult to identify, leading
to differences of recognition accuracies among different persons. The results of
both human and and MLP-based automatic recognition (using the proposed algo-
rithm and person-independent cross-validation) of expressions of ten persons are
tabulated in Table 2.5 which shows that performance of the proposed algorithm
is close to human perception.
36
2.3 Discussions
Figure 2.10: Snapshot of the user interface for human to recognize expressions
using the JAFFE database.
2.3 Discussions
In this section, we first compare the contour-based algorithm (and the best results
obtained by MLP on the JAFFE database) with others, as applied to the JAFFE
database in the literature.
Zhang et.al. [91] report a result of 90.1% for 6 expressions (neutral expression
is excluded) using random cross-validation. Huang et.al. [32] report a result
of 51% for 7 expressions using person-independent cross-validation. Both Lyons
et.al. [52] and Shinohara and Otsu [66] use person-independent cross-validation to
get 75% and 69.4% recognition accuracies, respectively. However, there are only
193 images of 9 subjects in their experiments. It is not clear which expresser has
been excluded. Interestingly, Table 2.5 implies that exclusion of certain expresser
could be crucial when training the network. In [85], for 183 images of 10 subjects,
excluding the neutral expression, both cross-validation methods have been used,
and the reported results are 98.36% and 77.05%, respectively. Moreover, as in
[52], their algorithm required additional information (such as manually chosen
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geometric points and semantic expression ratings) for recognizing expressions. In
the light of the above facts, it can be concluded that the contour-based algorithm
is comparable to those in the literature.
2.4 Summary
In this chapter, motivated by the human vision system, and invoking some as-
pects of the known neural structure (with respect to its retina and the visual
cortex), we have demonstrated, perhaps for the first time, that the contours of
the facial components, considered as a whole, can be successfully employed for
automatic facial expression recognition. Experimental results have indicate that
radial encoded contours are biologically plausible features for facial expression




Modified HMAX for Facial
Expression Recognition
In Chapter 2, a contour-based algorithm has been proposed based on the retinal
ganglion cells, which are the initial stage of human vision system. Although the
performance of contour-based algorithm on recognizing expressions is close to that
of human beings, it still needs to be improved in terms of recognition accuracy.
To this end, we now focus on considering more advanced processing stages in
human vision system: V1 cells and face-selective cells. As explained in Chapter
1, standard HMAX, modeling V1 cells using Gabor filters and incorporating
hierarchical structure of human vision system, has been proposed for rapid object
recognition. However, HMAX fails to recognize expressions because it lacks the
ability of face processing. In this chapter, we will modify HMAX model according
to the recent biological findings about the face-selective cells in FFA, such that
the modified HMAX can handle facial expression recognition (see Figure 1.5, the
block-schematic in Chapter 1).
3.1 HMAX with Facial Expression Processing
Units
A simple way to extend HMAX to expression recognition is to add the face
processing layer. Since we do not know the exact biological mechanism to process
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face images, we employ, in its place, some statistical approaches: the output of
C2 units is subjected to PCA and FLD analysis in order to obtain discriminating
features for facial expression recognition. For the extended architecture of the
HMAX to process face images to recognize expressions, see Figure 3.1. The
detailed procedures are as follows:
Figure 3.1: Structure of HMAX with facial expression processing units.
1. The S1 responses are first obtained by applying a set of Gabor filters to
the input image I. Recall that the Gabor filter can be described by the
following equation:








xˆ = x cos θ + y sin θ, yˆ = −x sin θ + y cos θ (3.2)
Here, (x,y) refers to the 2D coordinate system of the input image. The
five parameters (orientation θ, aspect ratio γ, effective width σ, phase φ
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and wavelength λ) determine the properties of the Gabor output. Since
the parameters φ and γ have little influence on the performance of the
recognition system, φ is set to 0 and γ, to 0.5. Four orientations (θ =
0◦, 45◦, 90◦ and 135◦) have been found to be sufficient for our purposes. The
remaining parameters σ and λ are determined by the following equations
based on the tuning properties of cortical cells according to [64]:





where S, the filter size to determine σ and λ, varies from 7 to 39 in steps of
two, according to [64].
2. C1 units pool responses over S1 units using max operation, and have some
tolerances to certain moderate shift and scale changes.
3. S2 layer contains RBF-like units that are tuned to object-parts and compute
a function of the distance between the input units and the stored prototypes.
4. C2 units perform a max operation over the whole visual field and provide
the intermediate encoding of the stimulus. The difference between standard
HMAX and HMAX with feature learning lies in the connectivity from C1 to
S2 layer: in standard HMAX, these connections are hard-wired to generate
256 combinations (if size of 2×2) of C1 inputs while, in HMAX with feature
learning, the prototypes are learned from the training set.
5. Facial expression processing units, F, take the responses of C2 units as
input, and perform PCA and FLD to extract discriminating features which
act as inputs to the classifier to recognize facial expressions.
Simulation results demonstrate that the F units contribute significantly to
improving facial expression recognition, when compared to the original HMAX
(see Section 3.4.1 for details). Therefore, these F units are always used in other
modified versions of HMAX also, in the following sections.
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3.2 HMAX with Hebbian Learning
The improvement effected by the facial expression processing units in recognizing
expressions is not satisfactory, especially for cross-database task 1 (see Section
3.4.1). Even using the HMAX with RBF-like feature learning, experimental re-
sults (see Section 3.4.2) show that recognition accuracies of HMAX trained by
natural images on cross-database task are not good enough. The conclusion is
that, when natural images are used for training, the RBF-like feature learning
strategy cannot capture universal facial expression information. Furthermore,
when the HMAX is trained on facial images, expression recognition accuracies on
test data from individual databases are satisfactory but those on test data from
cross databases show instability.
Here it is to be noted that the JAFFE database contains more variations (such
as pose and illumination changes) than the TFEID database. Therefore, when
the TFEID database is used as a training set, the prototypes extracted may be
not suitable for facial images in the JAFFE database, thereby indicating that, in
order to achieve good generalization, the learning stage needs training samples
with large variations.
To overcome the limitations of the above learning strategy, we now propose a
Hebbian learning [14] strategy to generate prototypes from C1 to S2 layer. Let
C1i denote the outputs of C1 layer, where i (= 1, 2, 3, 4) stands for orientations:
for every element of C1i in the same position (x, y), we compute the S2 response
using the following formula:




where φ(·) is the Gaussian-like tuning function and wi are the weights for 4








where S¯2 is the output of S2 units; C¯1 is the output of C1 units; and α is the
learning rate and is fixed to 0.01 in our implementation. After training with facial
1 Refer to Section 3.4 for descriptions of (i) test strategy and (ii) database.
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images, the linear combination of 4 orientations can be used to represent a facial
expression information. In the next stage, all the S2 outputs are fed into facial
expression processing units without performing max operation. This procedure is
to keep as much information as possible for the subsequent processing so that the
system can deal with databases with different degrees of variations. Experimental
results (see Section 3.4.2) show the improvement of Hebbian learning on cross-
database task.
3.3 HMAX with Local Method
The HMAX and its modifications, as described above, are holistical, i.e., they
take a full image as input. A serious limitation of such methods is that local in-
formation relevant to facial expressions may be lost. Recall that face processing
cells in FFA capture local facial information in each cell acting as a local recep-
tive field and possibly reconstruct a face, preserving most facial information, by
combining local information [76, 77, 78]. Furthermore, local methods have shown
promising results not only in facial expression recognition but also in other visual
recognition tasks [5]. We now consider combining the HMAX model with local
methods. See Figure 3.2 for such an architecture. The corresponding procedure
is as follows:
Figure 3.2: Sketch of the HMAX model with local methods.
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1. After cropping images such that the background information is removed
and the size of input images is uniform, each image is divided into several
local regions with overlap half of their size. The facial components in the
local regions should be as complete as possible while the local regions should
be small enough such that local features can be extracted from the facial
components. To this end, 49 local blocks are used to achieve a proper trade-
off between the locality and the completeness of the facial components.
2. The original HMAX with facial expression processing units is applied to
every local blocks of one facial image to obtain local features. Since the
local block, containing local facial information, is small, the hard-wired 2
by 2 arrangements of four orientations are sufficient for extracting local
features.
3. A set of local classifiers, such as k-nearest neighbor (KNN), is applied to
the extracted local features to make local decisions. The outputs of local
classifiers can be used as the intermediate features and their combination
can lead to a global decision for recognizing expressions.
Classical combination rules, such as Borda count [48] and decision template
[49], can be used to combine local classifiers to obtain global decision. However,
the Borda count, based on voting, does not utilize information in training data.
On the other hand, the decision template, which is a nearest-mean classifier in the
decision space, may not capture discriminating information for high dimensional
decision space. Therefore, it has been found expedient to concatenate outputs of
all local classifiers for one facial expression image to generate the intermediate
feature matrix of that image. In this manner, every facial expression image is
represented by an intermediate feature vector. PCA and FLD analysis are then
used to project the intermediate features into a discriminating low-dimensional
subspace which can be effectively classified. Let C be the number of classes and
Nc be the number of extracted features. Note the FLD analysis can at most
extract Nc = C − 1 discriminating components from the input data, which may
be insufficient to represent the global features with high complexity. Therefore,
we adopt the recursive FLD (or RFLD) analysis [86], which uses the basic idea of
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(a) Cropped gray-level images in the
JAFFE database.
(b) Cropped gray-level images in the
TFEID database
Figure 3.3: Samples in the two facial expression databases.
FLD analysis, but extracts one feature component at each iteration, and discards
the information already extracted by previous iterations from all the samples
before the next iteration. Further, in order to avoid over-fitting, we invoke the
regularization method in RFLD analysis as follows:
SW → SW + β ·Ave(Eigv(SW )) · I, (3.7)
where β is the regularization factor which controls the influence of the regulariza-
tion term; SW is the within-classes scatter-matrix; Ave (Eigv(SW )) denotes the
average eigenvalue of SW , and I is the identity matrix. In this manner, we control
the final performance of HMAX (combined with local methods) by the two pa-
rameters, β and Nc . We study their effect on the final recognition performance
in Section 3.4.3.
3.4 Simulation Results
As in Chapter 2, we use the following facial expression databases for experiments:
(1) JAFFE database; (2) TFEID database. Figure 3.3 shows some samples in the
two databases. All the images are cropped to remove background information,
and normalized to uniform size (180× 140).
There are, in general, two kinds of methods for testing the performance of the
modified HMAX:
• Individual database test: The training images and testing images are from
the same database. Since both the JAFFE and TFEID databases con-
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Table 3.1: Recognition results (%) on individual database task.
Standard HMAX HMAX with F units
JAFFE 32.39 39.44
TFEID 44.03 64.93
tain limited samples, we employ the leaving-one-person-out cross-validation
strategies.
• Cross-database test: The training images are from one database while the
test images are from another database in turn: 1) use the JAFFE database
for training and the TFEID database for testing; 2) vice versa. The goal is to
check whether the expression features, extracted by a recognition system,
are representative enough such that a new facial expression image from
another database can also be recognized.
3.4.1 Experiments Using HMAX with Facial Expression
Processing Units
HMAX with facial expression processing units is applied to both the JAFFE and
TFEID databases to obtain feature vectors. Then the nearest-neighbor classi-
fier is used to classify different expressions. As described above, both individual
database test and cross database test are performed in the simulation. Table. 3.1
shows the recognition results on individual database recognition; and Table. 3.2,
the recognition results on cross database recognition. We observe that HMAX
with facial expression processing units outperforms the standard HMAX. How-
ever the performance is still not satisfactory. This confirms that the hard-wired
feature prototypes in the standard HMAX are not suitable for facial expression
recognition.
Table 3.2: Recognition results (%) on cross database task.
Standard HMAX HMAX with F units
JAFFE train, TFEID test 19.78 27.61
TFEID train, JAFFE test 17.37 24.41
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Table 3.3: Recognition results (%) of HMAX with Hebbian learning.
JAFFE TFEID JAFFE train, TFEID test TFEID train, JAFFE test
78.87 97.01 52.99 39.83
Table 3.4: Recognition results (%) of HMAX with RBF-like learning.
JAFFE TFEID JAFFE train, TFEID test TFEID train,JAFFE test
77.46 96.27 60.19 29.80
3.4.2 Experiments Using HMAX with Hebbian Learning
HMAX with Hebbian learning is applied to both individual database test and
cross database tests. The results of using nearest-neighbor classifier are presented
in Table. 3.3. For comparison, HMAX with feature learning strategy is also
applied to the same problem. We employ images from the JAFFE and TFEID
databases to train the HMAX with feature learning. For the recognition results,
see Table. 3.4. We observe that the results on individual database task are
slightly higher than those of HMAX with RBF-like learning while the results on
cross-database task are more stable than those of HMAX with RBF-like learning.
3.4.3 Experiments Using HMAX with Local Methods
HMAX with local methods is applied to both individual database test and cross
database test. In the computational experiments, we vary β and Nc to obtain
the best results. Table. 3.5 shows the recognition accuracies of HMAX with
local methods on an individual database task; and Table. 3.6, the recognition
accuracies of HMAX with local methods on a cross database task. The results
of using decision template and Borda count to combine local classifiers are also
given for comparison. It is obvious that HMAX with local methods can lead to
Table 3.5: Recognition results (%) of HMAX with local methods on individual
database task.
Decision Template Borda Count PCA + RFLD
JAFFE 75.12 73.24 79.81 (λ = 1.1, Nc = 16)
TFEID 96.27 96.27 98.88 (λ = 1, Nc = 6)
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Table 3.6: Recognition results (%) of HMAX with local methods on cross database
task.
Decision Template Borda Count PCA + RFLD
JAFFE train, TFEID test 52.62 50.37 60.82 (λ = 1.1, Nc = 30)
TFEID train, JAFFE test 41.31 38.50 50.70 (λ = 1.3, Nc = 25)
satisfactory results for both individual database recognition and cross database
recognition.
3.5 Summary
In this chapter, inspired by the recent biological findings about face-selective cells
in FFA, we have modified HMAX model by adding face processing units and in-
voking local methods such that it is able to recognize facial expressions. Experi-
mental results have demonstrated that local methods, combined with traditional
statistical approaches, such as PCA and FLD analysis, significantly improve the






In Chapter 3, modified HMAX models, based on face-selective cells in FFA, have
been proposed for recognizing expressions with improved performance on both
individual database and cross-database tests. We have observed that most ex-
isting algorithms, including the proposed contour-based algorithm and modified
HMAX model, seem to perform well when the identity of the person is known,
i.e., when person-dependent expression recognition is considered. However, they
are significantly less efficient for person-independent expression recognition. One
of the reasons for this limitation is that there is a substantial overlap between
the subspace of expressions and the subspace of identities.
In this chapter, we focus on improving performance of person-independent
expression recognition. More explicitly, the unresolved and, hence, challenging,
problem is automatic recognition of expression of a stranger (i.e., a face not in
the database). Alternatively, we deal with the following cross database expression
recognition problem: Are the features of facial expression images from a given
database, extracted by a recognition system, representative enough such that a new
facial expression image from another database can also be recognized?
To solve this problem, we will build an expression processor, imitating the
expression-selective cells in STS of human vision system (see block-schematic in
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Figure 1.5 of Chapter 1). Since the detailed mechanisms of expression-selective
cells are yet unknown, we propose a statistical approach to present face images, by
developing a Composite Orthonormal Basis (COB) from the given training
set of face images of the (facial expression) database, and extracting from it an
expression subspace with the identity information removed as much as possible.
This subspace, corresponding to the global features of facial expression, enables
the algorithm to extract universal expression features which are independent of
identity information. Assuming that expression-selective cells have the similar
properties (e.g, capturing local information) as face-selective cells in FFA, we
enhance the power of the COB (to classify expressions) by combining it with
local methods. More specifically, we employ the COB to represent local blocks
of the input face images, thereby obtaining local expression features, which are
then fed to a set of local classifiers. At the final stage, the local classifiers are
combined to arrive at the final classification of expressions.
4.1 Composite Orthonormal Basis Algorithm
Let N0 be the universal neutral which could be chosen as any one of the neutral
faces from the training database; and Nk for k = 1, 2, · · · , n, the other neutrals,
where n is the number of persons in the database. Let their individual expres-
sions be denoted by ξk,ℓ for ℓ = 1, 2, · · · , C, where k corresponds to the person’s
identity and C = 7 denotes the 7 basic expressions. Assuming that a neutral face
of a person contains most of the identity information of that person, we separate
expression from identity by subtracting the neutral face image from the corre-
sponding expression image, and call the resultant the flow-matrix of the person
for that expression or, more simply, expression flow-matrix, Fk,ℓ = Nk − ξk,ℓ, for
k = 1, 2, · · · , n and ℓ = 1, 2, · · · , C.
Since the universal neutral and the neutrals of persons are not the same (ex-
cept when a person’s neutral has been designated as the universal neutral), the
difference between the universal neutral and the neutral of each person is non-
trivial. This difference is called the neutral flow-matrix, F 0k = N
0 − Nk, for
k = 1, 2, · · · , n, which is treated as a possible feature for the identity of person
k. However, from experimental results shown in Section 4.2.1, we find that this
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identity feature is still correlated with the above expression feature. One possible
reason is that we are using only a linear algebraic operation on the face images.
In an attempt to minimize this correlation for the chosen features, we propose
a novel composite orthonormal basis for representing a face image in which the
subspaces of expressions and identities are disjoint.
4.1.1 Composite Orthonormal Basis
Let s1× s2 be the size of an image, and let s = s1 × s2. Note that each image
can be represented as a stacked vector of dimension s. We assume that the flow-
matrices have been transformed into vectors. The steps to generate the COB are
as follows:
1. Compute the principal components (PCs) of {F 0k | k = 1, 2, · · · , n}. Let
these be denoted by P 0r for r = 1, 2, · · · , ρ0, where ρ0 ≤ n is the number of
chosen principal components for the neutral flow-matrices.
2. For each l = 1, 2, · · · , C, compute the PCs of {Fk,l | k = 1, 2, · · · , n}. Let
these be denoted by Pl,r, for r = 1, 2, · · · , ρl, where ρl ≤ n is the number of
principal components chosen for the expression flow-matrices.
3. Apply the Gram-Schmidt procedure to generate the orthonormal compos-
ites:
(a) Consider the first two sets of PCs: {P 01 , P
0
2 , · · · , P
0
ρ0
} and {P1,1, P1,2, · · · , P1,ρ1}.
(b) Bias each of the components of P1,r by F1 = F1avg/ρ1 to get the
new set of modified pseudo-PCs for expression 1: {P1,1 + F1, P1,2 +
F1, · · · , P1,ρ1 + F1}. Here F1avg is the mean of Fk,1. And this opera-
tion is to compensate the mean which is subtracted in the principal
components calculation.
(c) Invoke the Gram-Schmidt procedure to generate, from P1,1 + F1, a
vector orthogonal to the set {P 0r | r = 1, 2, · · · , ρ0}, and normalize it
to get Q1,1.
(d) Repeat the above step to generate, from P1,2+F1, a vector orthogonal
to the set {P 0r | r = 1, 2, · · · , ρ0} and Q1,1. Normalize it to get Q1,2.
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(e) Repeat the above step for all the remaining modified pseudo-PCs of
expression 1, and similarly for the other modified PCs of expression
2− C.
This eventually leads to the COB whose elements are given by {P 0r | r =
1, 2, · · · , ρ0}, {Q1,r | r = 1, 2, · · · , ρ1}, · · · , {QC,r | r = 1, 2, · · · , ρC}. Recalling
that N0 is the universal neutral, and denoting the mean of F 0k by F
0
avg , we can
express ξk,l, which is expression ℓ of person k, as a linear combination of the
elements of the COB, N0 and F 0avg as follows:
ξk,l = N












where the unknown coefficients αs,r are to be determined by solving linear alge-
braic equations. If the features chosen are appropriate, αℓ,r refers to expression
ℓ, and α0,r, to neutral faces. Interestingly, from the experimental results of Sec-
tion 4.2.1, we find that these coefficients indeed exhibit homogeneity with respect
to expressions. The intrinsic geometry of the facial surface as extracted from
the flow-matrices {F 0k | k = 1, 2, · · · , n} can be attributed to neutral face, and
the expression-based additional principal components correspond to the extrinsic
geometry attributed to the C facial expressions.
4.1.2 Combination of COB and Local Methods
As mentioned earlier (in Chapter 1), face-selective cells in FFA capture local facial
information in each cell acting as a local receptive field, and possibly reconstruct
a face, preserving most facial information, by combining local information [76,
77, 78]. Assuming that expression-selective cells in STS have the same properties
as face-selective cells in FFA, we combine the COB with local methods in order
to improve its ability to recognize facial expressions.
The steps involved is described as follows. We mark manually the positions
of the eyes and mouth, and hence the specific regions of interest in the image,
while simultaneously achieving a uniform image size of 150 × 120. Then, we
divide each image into several local regions, some of which contain (a) the corners
of the eyebrow and mouth; and (b) the wrinkles. In our implementation, the
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neighboring local regions are designed to overlap half of their size. The actual
number of regions is chosen on the basis of the following considerations: 1) the
facial components should be as complete as possible in the local regions; and
2) the local regions should be small enough such that local features could be
extracted from the facial components. The satisfactory number of local blocks
needed is determined using experimental results (see Section 4.2.2 below).
We represent every local region using the COB, and determine the coefficients
which are then subjected to the FLD analysis in order to extract discriminating
features based on the local expression coefficients. The resulting feature vectors
are normalized to have zero mean and unit standard deviation, before using them
as the input to a local classifier for each local feature. The local classifier we
choose is the k-nearest neighbor (KNN) with k = 1. Its output is usually a
scalar denoting the class label of the input data. Since we are now dealing with
local features, we cannot expect a local classifier, based on local information from
one local patch, to make a deterministic global decision on the correct expression.
Therefore, we treat the elements of the C-dimensional vector of the KNN classifier
output as probability estimates of the C classes. To this end, we modify the KNN
algorithm as follows:
1. For a given test input vector, compute the Euclidean distances from the
test input to all training vectors;
2. For each class, find the minimum distances di, where i = 1, 2, · · · , C;







, i = 1, 2, · · · , C, (4.2)
and form the output vector using P1, P2, · · · , PC .
After this stage, the local features have been transformed into M output
vectors, each of dimension C, from theM local classifiers. The remaining question
is how to use the local decisions efficiently to reach a final decision. In our scheme,
by first concatenating the outputs of all local classifiers for one facial expression
image, we generate its intermediate feature matrix of size C × M . We then
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apply PCA along with FLD analysis in order to project the intermediate feature
matrices onto a discriminating, low-dimensional subspace, which facilitates an
effective classification.
As discussed in Chapter 3, in order to extract desired number of discriminat-
ing components and avoid over-fitting, we adopt the recursive FLD (or RFLD)
analysis [86] with regularization method. In this manner, we control the final
performance of the proposed scheme by the two parameters, β (regularization
factor) and Nc (number of discriminating components).
In the final decision-making stage, the global features after RFLD analysis
are first normalized to have zero mean and unit standard deviation, and then fed
into a nearest-neighbor classifier, which assigns the label of an expression to the
input image.
4.2 Experimental Results
We have used the following facial expression databases: (1) Japanese Female
Facial Expression (JAFFE) database; (2) Cohn-Kanade (CK) database [40];
(3) Taiwanese Facial Expression Image database (TFEID); (4) Yale-A database
(YALE) [87]; and (5) The FG-NET Database with Facial Expressions and Emo-
tions (FEED) [82].
The JAFFE database contains 213 images of 7 facial expressions of 10 Japanese
female models, including 6 basic facial expressions (happy, sad, angry, surprised,
disgusted and scared) and 1 neutral face. The CK database contains facial ex-
pression images of 100 university students (35 males and 65 females, 15% African-
American and 3% Asian or Latino). Each person has a set of image sequences
from neutral to certain facial displays coded by action units. For this study, we
first select those sequences (from 94 persons) that can be labeled using one of
the six basic expressions, and then for every person, we select 6 images for every
expression (including neutral face). Note that, for some particular persons in the
CK database, some of the expression images are missing. Therefore, we use 2581
images in the CK database for the experiments.
In addition, TFEID database contains 268 facial images with 7 expressions
from 40 persons; and the YALE database, 75 facial images with 3 basic expressions
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Figure 4.1: Sample images in the JAFFE database and the universal neutral face.
(happy, sad and surprise) and neutral face from 15 persons. Moreover, the FEED
database contains a set of image sequences with 7 expressions from 18 individuals,
from which we select 3516 images for this study.
4.2.1 Statistical Properties of COB Coefficients
Before using the COB coefficients to classify expressions, we conduct experiments
using the JAFFE database to investigate the statistical properties of these coeffi-
cients. Figure 4.1 shows some samples of the JAFFE database and the synthesized
frontal image described in [80] which is chosen as the universal neutral face in our
experiments. Figure 4.2 shows some expressions and neutral flow-matrices as im-
ages. As discussed earlier, we observe that the images of expression flow-matrices
still contain a significant amount of identity information.
In what follows, we represent all the images in the JAFFE database using
the COB, and feed the COB coefficients to a self-organizing neural network [42]
of size 30 × 30. See Figure 4.3 for the generated self-organizing map (SOM) in
which labels 1−7 stand for 6 basic expressions and the neutral face, respectively.
Interestingly, the SOM exhibits distinct clusters for various expressions, thereby
demonstrating that the COB coefficients have the property of homogeneity and,
therefore, constitute meaningful features for expressions.
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Figure 4.2: Flow-matrices as images for the JAFFE database. The left 6 columns
contain expression flow-matrices of 6 basic expressions as images, whereas the last
column contains neutral flow-matrices as images corresponding to different persons.
Figure 4.3: SOM of the COB coefficients obtained from the JAFFE database.
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4.2.2 Cross Database Test Using COB with Local Meth-
ods
For the cross-database test, we use the following experimental scheme, and the
universal neutral is the same as the one mentioned before:
• The combination of the CK and JAFFE databases is chosen as the training
set, since the CK database has only a few images of Asians.
• The TFEID, YALE and FEED databases are chosen as the test set.
All the images are first preprocessed to have a uniform size of 150 × 120,
and then divided into several local blocks. Every local block is represented using
the COB, and the COB coefficients are fed to the local classifiers. Note that
there are two key parameters, β and Nc, which control the final performance of
the proposed FLD-based classifier combination. Therefore, we use the following
validation strategy in order to determine the optimal values of β and Nc :
• Divide the training set (of the CK and JAFFE databases) into 10 groups
according to identity information such that different groups contain images
from different persons.
• Use one group as the validation set, and the other groups to train the
system. Repeat until every group has been chosen as a validation set once.
Average the recognition accuracy of validation sets.
• Use the simultaneous perturbation stochastic approximation (SPSA) algo-
rithm [69], which is an effective optimization method, to find the optimal
values of β and Nc for validation sets.
By using the validation set, we find that β = 1.9 and Nc = 17. We fix these
parameters for the test sets (which are the TFEID, YALE and FEED databases).
The results are given in Table 4.1, from which we find that 49 local blocks are the
best trade-off between performance and effectiveness. Meanwhile, the recognition
accuracies of the three test sets are all above 60%. Since the test images are from
three totally different databases, we conclude that COB can generalize well to
recognize facial expressions of strangers.
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Table 4.1: Recognition results (%) of COB on cross databases with varying local
blocks (LBs).
9 LBs 25 LBs 49 LBs 81 LBs 121 LBs
FEED 59.77 64.61 67.84 65.22 62.02
YALE 60 58.33 61.67 58.33 61.67
TFEID 72.76 73.88 73.88 70.52 69.78
4.2.3 Individual Database Test Using COB with Local
Features
Since most of the existing algorithms for facial expression recognition are applied
to specific individual databases, i.e., the training and testing images belong to the
same database, we investigate, for comparison, the performance of the COB with
local features on the JAFFE and CK databases, separately. Since the JAFFE
database contains limited samples, thereby leading to possible instability in the
performance of an automatic recognition system, we adopt the “leave-one-person-
out” cross-validation strategy. Further, since there are 100 subjects in the CK
database, the above “leave-one-person-out” cross-validation is time-consuming.
Alternatively, we randomly separate the subjects into n = 10 groups which are
approximately equal in size, and adopt the “leave-one-group-out” cross-validation
strategy. This procedure is similar to the method mentioned above. Since the
same subjects will not appear in both training and testing, it is also person-
independent. For the experimental setup, we preprocess the images as before,
and set β = 1.9 and Nc = 17, and the number of local blocks = 49. The
recognition rates for the JAFFE and CK databases are 84.38% and 96.19%,
respectively.
4.3 Discussions
As applied to the JAFFE and CK databases for person-independent facial ex-
pression recognition, we first compare the accuracies of the combination of COB
representation and local features with other results of the literature. From Table
4.2, we observe that COB gives the best result (84.38%) on the JAFFE database,
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which is substantially higher than that of the rest. For the CK database, we ob-
serve that the recognition accuracy in [92] for 6 basic expressions is 96.26%.
However, since the dynamic analysis method in [92] uses the neutral face as the
basis to derive the motion of the facial expression sequence, the neutral face itself
cannot be recognized at the same time. In contrast, COB is designed to be ca-
pable of recognizing not only the 6 basic expressions but also the neutral face. If
we compare the present results with those for 7 classes which include the neutral
face [3, 65], COB’s recognition accuracy of 96.19% turns out to be the highest.
Therefore, in general, we conclude that, when applied to the CK database, the
expression recognition accuracy of COB is quite comparable to that of the others
in the literature.
Table 4.2: Comparison with Different Approaches on the JAFFE and CK
Databases.
[18] [30] [85] [92] [65] [3] COB
JAFFE 77% 79.21% 77.05% - - - 84.38%
CK - - - 96.26% 88.4% 86.9% 96.19%
4.4 Summary
In an attempt to simulate the expression-selective cells in STS, we have proposed a
composite orthonormal basis (COB) to separate expression from identity informa-
tion from face images. The combination of COB with local methods significantly
improves the accuracy of facial expression recognition. Further, by conducting
appropriate tests, we have also demonstrated, for the first time, that the pro-





using Radial Encoding of Local
Gabor Features and Classifier
Synthesis
In the previous chapters, we have subsequently demonstrated that radial encod-
ing, Gabor filters, local methods and COB algorithm, inspired by retinal ganglion
cells, V1 cells, face-selective cells and expression-selective cells, can efficiently im-
prove the performance of facial expression recognition. Here we will integrate
these bio-inspired approaches with typical statistical approaches and propose a
new hierarchical facial expression recognition scheme, aiming at building a uni-
versal expression recognizer that recognizes expressions from arbitrary given face
images. In this scheme, based on the retinotopic mapping, the radial encoding
strategy is extended for local Gabor outputs to obtain salient local features rep-
resenting facial expressions. Then PCA and FLD analysis are applied to process
the local features, the outputs of which are fed to local classifiers. The outputs
from the latter, in turn, are then concatenated to form global, intermediate-level
features which are subjected to the next level of PCA and FLD projections in
order to extract the salient expression information, leading to classification by
the global classifier.
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5.1 General Structure of the Proposed Facial
Expression Recognition Framework
The proposed facial expression recognition framework comprises four major steps
as shown in Figure 5.1: (A) preprocessing and partitioning; (B) local fea-
ture extraction and representation; (C) classifier synthesis (to integrate
local features); and (D) (final) decision-making. Below, we describe each of
these steps.
Figure 5.1: Flowchart of the proposed facial expression recognition framework.
5.1.1 Preprocessing and Partitioning
With a view to confine the processing only to the required parts of an image, we
first manually determine eyes’ and mouth’s positions of each image and use these
positions to obtain facial region of each image, simultaneously achieving a uniform
image size of 184 × 152. Then, we divide each image into several local regions,
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some of which contain certain facial components (Figure 5.1), like the eyebrow
corner, mouth corner and wrinkle, which are critical for recognizing expressions.
We employ these regions as the local receptive fields of the basic units which
extract low-level local features, imitating the V1 cells in human vision system.
It has been found, in neurophysiological and psychological studies [33, 64], that
two neighboring cells (both in retina and visual cortex) usually have overlapping
receptive fields (see Figure 5.2 below). Therefore, in our implementation, the
neighboring local regions are designed to have 50% overlap. The number of the
local regions is determined by the ratio (ρ) of size of the input image to that
of the local region. Assuming that the ratio ρ is the same for the height and
the width of the image, the total number of local blocks is (2ρ − 1)2 due to the
(assumed) 50% overlap.
The actual number of regions is chosen on the basis of the following consid-
erations: 1) the facial components should be as complete as possible in the local
regions; and 2) the local regions should be small enough such that local features
could be extracted from the facial components. For comparison, Figure 5.2 shows
local regions generated by three ratios: 3, 4, and 5, resulting in 25, 49, and 81
local regions respectively. The satisfactory number of local blocks needed is de-
termined using trial and error, as a trade-off between recognition accuracy and
computational load (see Section 5.2.2 below for details).
Figure 5.2: Local blocks with different sizes.
5.1.2 Local Feature Extraction and Representation
Each region R of the input image I is subjected to a set of Gabor filters. Recall
that Gabor filters can be described by:
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x̂ = x cos θ + y sin θ, ŷ = −x sin θ + y cos θ, (5.2)
and (x, y) refers to the pixel position in a 2D coordinate system, and the param-
eters affecting the filter outputs are: θ (orientation), γ (aspect ratio), σ (effective
width), ϕ (phase), and λ (wavelength). These parameters can be chosen such
that the filters model the tuning properties of cortical cells [64].
We consider (i) eight orientations (from 0 to 7/8π in uniform steps of 1/8π)
in order to capture subtle changes of facial components, and (ii) three filter sizes
(S = 11, 20 and 29) in order to determine σ and λ according to the following
formulas [64]:




The remaining two parameters, ϕ, and γ, are fixed to 0 and 0.5, respectively, since
they are found to have little influence on filter’s tuning properties [64]. Therefore,
for each local region of an input image, we obtain 3×8 = 24 Gabor filter outputs
which we need to efficiently encode to form feature-arrays for further processing.
Figure 5.3 shows the mapping of the retina (A) on the lateral geniculate
nucleus (B) and the primary cortex (C) in the macaque monkey [9]. We observe
that for a visual stimulus formed on the retina, the neighboring retinal regions are
represented by neighboring regions of the visual cortex. Moreover, this retinotopic
representation in the cortical areas is nonlinear, due to the fact that the retinal
fovea is disproportionately mapped in a much larger area of the primary cortex
than the retinal periphery. Motivated by this evidence of the retinotopic mapping
in the visual cortex [75], we encode the Gabor filtered outputs (of all the local
regions obtained from a facial image) using a radial grid structure, imitating
that of the retina itself. The grid resolution is chosen such that the inner sector
captures as small a number of pixels as possible. Note that the area of the inner
sector is much smaller than that of the outer sector. Therefore, the inner sector
contains less pixels than the outer sector. A consequence is that an averaging
operation in a sector in the center of the radial grid (which has fine resolution)
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downsamples the input data in contrast with a similar operation in the periphery
of the radial grid which has a coarse resolution. In our implementation, a grid of
size 18× 5 (angular vs radial) is chosen such that the innermost sector contains
at least one pixel, thereby resulting in a feature matrix of size, 18 × 5, for each
Gabor filtered local block. As demonstrated in [28], a radial grid with too low
a resolution fails to capture discriminative features, while a radial grid with too
high a resolution increases computational load without a significant improvement
in the final result. Here the size 18 × 5 has been chosen on the basis of the
experimental results and with the aim of imitating retinotopic mapping.
Figure 5.3: Retinotopic mapping from retina to primary cortex in the macaque
monkey.
See Figure 5.4 which shows an example of the radial grid placed on a part of
the facial image. The actual radial encoding procedure on Gabor outputs is as
follows:
1. Place a radial grid of resolution 18× 5 on a Gabor filtered image, with the
center of the radial grid at the center of the local region, and with radius
r of the outermost circle of the radial grid determined by r = min(w, h)/2,
where w and h are the width and height of the local region, respectively.
2. For each sector in the grid, with radial grid coordinates (i, j), where i =
1, 2, · · · , 18 and j = 1, 2, · · · , 5, compute v(i, j) = P sum value/P num,
where P num is the number of pixels that fall into that sector, and P sum value,
64
5.1 General Structure of the Proposed Facial Expression Recognition
Framework
Figure 5.4: Example of the radial grid placed on a gray-level image.
the sum of all the pixel values in that sector. Essentially, v(i, j) represents
the averaged pixel value for sector (i,j).
3. Form the Gabor feature matrix, {v(i, j)}, where i = 1, 2, · · · , 18 and j =
1, 2, · · · , 5.
After the radial encoding of each local region in the feature space, the 24 Gabor
filtered outputs are represented by 24 feature matrices of size 18 × 5. Then, we
group the feature matrices obtained from Gabor filtered images with the same
scale but different orientations together, resulting in 3 new feature matrices of
size 90× 8 for each local region, where 90 is the number of cells = 18× 5 in the
radial grid, and 8 is the total number of orientations used in Gabor filter. The 3
local feature representations corresponding to 3 different Gabor filter scales are
obtained in every local region. In general, a facial image is represented by 147
(i.e., 49 local regions at 3 scales) local features, each of which is a matrix of size
90× 8.
A straightforward and common way to build the global feature is to group
the 147 local features together to form a new feature vector for every image.
However, we discover that this kind of a direct global Gabor feature is related to
identity rather than expression. In fact, when we apply the ISODATA clustering
algorithm [35] to the global Gabor feature, the results (see Section 5.2.1) clearly
show that its direct use is not suitable for recognizing expressions. Recall that
recent biological findings [76, 77, 78] on face processing in the human brain suggest
the following:
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1. Face detection and its simultaneous identification, and further processing
for its expression recognition.
2. Capturing local facial information in each cell acting as a local receptive
field.
3. Possible reconstruction of a face, preserving most facial information, by
combining local information.
The above empirical findings justify the further processing of the local Gabor
features in order to build global features related to expressions.
5.1.3 Classifier Synthesis
The local features are now to be integrated into intermediate-level features for a
global representation of facial expressions. In the absence of any tangible evidence
for any explicit mechanism of a biological feature combination in the human brain,
we resort to a statistical method to integrate local features. More specifically, for
each local feature, a local classifier makes a local decision, and the outputs of all
the local classifiers are then used to generate an “accumulated” decision.
Before feeding local features into local classifiers, FLD analysis is used to seek
a projection for each local feature such that it can be optimally separated from
the others. Moreover, following the procedure suggested in [4], before invoking
FLD analysis, we first use PCA to reduce the dimension of the local features,
and select (n− C) principal components to represent the input data so that the
matrix Sw becomes nonsingular for FLD analysis. Here, n is the sample size; C
is the number of classes; and Sw is the within-classes scatter-matrix in the FLD
calculation.
In our implementation, another problem caused by PCA and FLD analysis
is over-fitting. That is, due to the small sample size of training set, most of
the feature vectors are mapped to one specific point in the feature space after
training. In order to overcome this problem, a regularization method can be used
[29]. To this end, we have explored the addition of Ave (Eigv(SW )) · I to SW
in FLD, where Ave (Eigv(SW )) denotes the average eigenvalue of SW , and I is
the identity matrix. The experimental results show that such a term can lead to
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a satisfactory performance which is close to the optimal value (see Section 5.2.2
for details). The resulting (C − 1)-dimensional vectors are normalized to have
zero mean and unit standard deviation, before using them as the input to a local
classifier for each local feature.
The local classifier we choose is the modified k-nearest neighbor (KNN) with
k = 1:
1. For a given test input vector, compute the Euclidean distances from the
test input to all training vectors;
2. For each class, find the minimum distances di, where i = 1, 2, · · · , C;







, i = 1, 2, · · · , C, (5.4)
and form the output vector using P1, P2, · · · , PC .
Note that the choice of the indication function affects the final result as dis-
cussed in [62]. However, the Euclidean distance-based indication function has
been found to lead to the best performance not only in our implementation but
also in the literature [62].
After this stage, the 147 (49 × 3) local features have been transformed into
147 C-dimensional output vectors from the 147 local classifiers. The remaining
question is how to use the local decisions efficiently to reach a final decision. In
our scheme, by first concatenating the outputs of all local classifiers for one facial
expression image, we generate its intermediate feature matrix of size C×147. We
then apply PCA along with FLD analysis in order to project the intermediate fea-
ture matrices onto a discriminating, low-dimensional subspace, which facilitates
an effective classification.
Recall that since the FLD can at most extract C−1 discriminating components
from the input data, which may be insufficient to represent the global features
with high complexity, the recursive FLD (RFLD) analysis is also adopted. Fur-




SW → SW + β ·Ave(Eigv(SW )) · I, (5.5)
where β is the regularization factor which controls the influence of the regular-
ization term (note that the other terms, Ave(Eigv(SW )) and I have been defined
earlier). In this manner, we control the final performance of the proposed scheme
by the two parameters, β and Nc (which is the number of extracted features),
whose effect on the final recognition performance is studied in Section 5.2.2.
5.1.4 Final Decision-Making
In the final decision-making stage, the global features after RFLD are first nor-
malized to have zero mean and unit standard deviation, and then fed into a
nearest-neighbor classifier, which assigns the label of an expression to the input
image.
5.2 Experimental Results
The demo of the proposed framework is implemented in MATLABTM, and all
simulations are conducted using a 2.66 GHz Intel R© CoreTM Quad processor with
8 GB memory. We use the following two facial expression databases for exper-
iments: (1) Japanese Female Facial Expression (JAFFE) database; (2) Cohn-
Kanade (CK) database.
5.2.1 ISODATA results on Direct Global Gabor Features
First of all, we present experimental results of using ISODATA to cluster the
direct global Gabor features discussed in Section 5.1.2. The database used here
is JAFFE. We denote the 10 different expressers by Pi, where i = 1, 2, · · · , 10;
and the 7 different expressions by Ei, where i = 1, 2, · · · , 7. The direct global
Gabor features of all the images are fed into ISODATA algorithm. We conduct
the following two experiments in order to verify whether the global Gabor features
characterize identity or expression or both:
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1. Investigate the homogeneity of the direct global Gabor features with respect
to identity. By setting the number of desired clusters to be 10, after clus-
tering using ISODATA, check the identity distribution within every cluster.
2. Investigate the homogeneity of the direct global Gabor features with respect
to expression. By setting the number of desired clusters to be 7, after
clustering using ISODATA, check the expression distribution within every
cluster.
Tables 5.1 and 5.2 show the results of the above two experiments respectively.
The actual resulting number of clusters, which is determined by the ISODATA
algorithm automatically, might not necessarily be the same as the desired number
of clusters set by the user at the beginning. Note that although there are 11
clusters in Table 5.1, cluster 4 and 9 correspond to the same person, P9. From
Table 5.1, we observe that the feature data group into clusters according to
the identity information, while, from Table 5.2, we observe that feature data
representing different expressions are mixed in every cluster, which implies that
the resulting 7 clusters do not correspond to the 7 expressions at all. These results
confirm that the global Gabor features are more characteristic of identity than of
expression.
Table 5.1: ISODATA results on direct global Gabor features with respect to
identity.
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10
Cluster 1 0 0 0 0 0 0 0 0 0 21
Cluster 2 0 0 0 0 20 0 0 0 0 0
Cluster 3 0 0 0 22 0 0 0 0 0 0
Cluster 4 0 0 0 0 0 0 0 0 9 0
Cluster 5 0 0 22 0 0 0 0 0 0 0
Cluster 6 0 0 0 0 0 0 0 19 0 0
Cluster 7 0 0 0 0 0 0 19 0 0 0
Cluster 8 22 0 0 0 0 0 0 0 0 0
Cluster 9 0 0 0 0 0 0 0 0 12 0
Cluster 10 0 1 0 0 0 14 2 0 0 0
Cluster 11 0 22 0 0 0 7 0 1 0 0
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Table 5.2: ISODATA results on direct global Gabor features with respect to
expression.
E1 E2 E3 E4 E5 E6 E7
Cluster 1 6 5 6 5 6 6 6
Cluster 2 3 0 0 0 0 3 3
Cluster 3 1 1 10 0 0 3 3
Cluster 4 0 3 3 5 3 0 0
Cluster 5 4 3 3 3 2 4 3
Cluster 6 10 12 3 9 9 10 9
Cluster 7 8 6 5 7 10 6 6
5.2.2 Experiments on an Individual Database
We first study the performance of the proposed framework on a specific database.
That is, the training images and testing images are from the same database.
As discussed in Chapter 4, the person-independent cross-validation strategy is
adopted for the individual database test.
5.2.2.1 Effect of Number of Local Blocks
Table 5.3 shows the recognition results for different numbers of local regions on
the JAFFE and CK databases. The other parameters, β and Nc in the final stage,
are chosen to be the default values (i.e., β = 1 and Nc = C − 1, where C = 7 is
the number of expression classes under study). We discover that 81 local blocks
lead to a recognition accuracy comparable to or even higher than the accuracy
from 49 local blocks, but at a greater computational cost. As already discussed
in Section 5.1, we conclude that the choice of 49 local blocks is reasonable, giving
high accuracies on the two databases. Therefore, for all the following experiments,
we assume that the input image is divided into 49 local blocks.
5.2.2.2 Effect of Radial Grid Encoding on Gabor Filters
Table. 5.4 shows the effectiveness of radial encoding for downsampling the Ga-
bor filtered outputs. Here the experiments are conducted only on the JAFFE
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Table 5.3: Recognition rates (%) on JAFFE and CK for different NO. of local
blocks.
25 LBs 49 LBs 81 LBs
JAFFE 84.03 87.32 87.32
CK 84.75 89.07 88.80
database. In the final stage of the proposed classifier combination method, β = 1,
and Nc = 7. We also list the results of using the Borda count and decision tem-
plate as the combination method in the final stage for comparison. For extracting
local features, we consider the following 5 different methods in the local feature
extraction and representation module in our system:
• Gray-level images alone;
• Radial encoding on gray-level images;
• Gabor filters on gray-level images;
• Gabor jets generated by uniformly downsampling Gabor filtered outputs
(based on gray-level images); and
• Radial encoding on Gabor filtered outputs (based on gray-level images).
We keep the other setups the same for these 5 cases in order to conduct a fair
comparison. Experimental results show that the proposed radial grid encoding
can efficiently downsample the Gabor filtered outputs and also significantly im-
prove the final recognition accuracy. For a further comparison of the proposed
algorithm with different approaches, see Section 5.3.
5.2.2.3 Effects of Regularization Factor and Number of Components
Figure 5.5 shows the recognition results of the proposed framework for different
values of regularization factor β in the final stage with three different values of
Nc (6, 15 and 25). It is observed that the regularization factor, β, significantly
influences the final recognition result, and the choice of β = 1 leads to a recog-
nition accuracy close to the optimal value. However, the optimal value of β is
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Table 5.4: Recognition rates (%) on JAFFE with different local feature encoding
methods.
Decision Template Borda Count Proposed Method
Case 1 65.26 69.48 69.01
Case 2 67.61 70.42 70.89
Case 3 76.06 75.59 77.00
Case 4 79.81 83.10 82.16
Case 5 82.63 87.32 87.32
problem-dependent, and is affected by the number of components Nc, which by
itself is another parameter for tuning the RFLD in the final stage. Therefore pa-
rameter tuning techniques can be utilized to achieve a satisfactory performance.
However, since most of the algorithms in the literature do not benefit from this
kind of parameter tuning, we adopt the following strategy to determine β and Nc
for a fair comparison.
1. Use the TFEID database as the data set for parameter tuning;
2. Divide the TFEID database into 10 groups according to the identity infor-
mation. And use one group as the validation set, and the other groups to
train the system. Repeat until every group has been chosen as a validation
set once. Average the recognition accuracy of validation sets;
3. Use the SPSA algorithm to find the optimal values of β andNc for validation
sets. In an attempt to reduce the computational load, we search for (i) β in
[0, 3] in steps of 0.1, and (ii) Nc in [6, 36] in steps of 1 within 100 iterations.
Based on the TFEID database, we find the optimal values for β and Nc are
1.1 and 17, respectively. We fix these values for JAFFE and CK database in
the individual database test. Tables 5.5 shows the highest recognition results of
our system with specified β and Nc. On comparison with the recognition results
obtained from using the Borda count and decision templates in the final stage,
we find that the proposed classifier combination outperforms both.
Tables 5.6 and 5.7 show the confusion matrix of the best result of the proposed
framework on JAFFE and CK databases, respectively. We observe the following:
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1. For the JAFFE database, happy, sad, angry, and surprise expressions are
easy to recognize, while disgusted, neutral and scared expressions are not.
Also, the recognition accuracy for the scared expression is the lowest. This
is consistent with the fact that expressers of JAFFE database find it most
difficult to deliver the scared expression accurately, as reported in [91].
2. For the CK database, happy, surprise, neutral and disgusted expressions
are easy to recognize while angry, sad and scared expressions are not.



























(a) Recognition rates on JAFFE


























(b) Recognition rates on CK
Figure 5.5: Recognition rates with different regularization factors and number of
discriminating features.
Table 5.5: Highest recognition results (%) of our system on the JAFFE and CK
databases.
Decision Template Borda Count Proposed Method
JAFFE 82.63 87.32 89.67 (β = 1.1, Nc = 17)
CK 63.58 67.30 91.51 (β = 1.1, Nc = 17)
5.2.3 Experiments on Robustness Test
In this section, we consider the following issue: Is the proposed framework for rec-
ognizing facial expressions robust to corrupted data and to missing information?
It is interesting that, in [43], facial expression recognition under occlusions (i.e.,
missing information) is cited as a related challenge.
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Table 5.6: Confusion Matrix (%) for the best result of our system on the JAFFE
database.
Happy Sad Surprise Disgusted Angry Scared Neutral
Happy 100 0 0 0 0 0 0
Sad 0 93.34 0 0 3.33 3.33 0
Surprise 0 0 96.67 0 0 3.33 0
Disgusted 0 6.9 0 86.21 3.45 3.44 0
Angry 0 0 0 6.67 93.33 0 0
Scared 3.12 9.38 3.12 9.38 0 75.00 0
Neutral 3.33 3.33 0 0 6.67 0 86.67
Table 5.7: Confusion Matrix (%) for the best result of our system on the CK
database.
Happy Sad Surprise Disgusted Angry Scared Neutral
Happy 93.33 0 0 0 0 1.57 5.10
Sad 0 90.03 0 0 4.16 0 5.81.
Surprise 0 0 97.67 0 0 0 2.33
Disgusted 0.45 0 0 95.93 1.36 0 2.26
Angry 0 0.44 0 9.69 75.33 2.21 12.33
Scared 5.53 0 2.08 2.08 1.73 85.47 3.11
Neutral 0.37 0.74 0.92 0.74 2.93 0.18 94.12
In order to answer the above question, we once again use the CK database but
with one of the eyes and/or mouth masked, thereby simulating occluded facial
images. Figure 5.6 shows some samples of such images with different sizes of
masks. Next, we crop the input images in order to have a uniform size (184×152)
in the pre-processing stage, and then divide them into 49 local blocks. The two
parameters β and Nc are set to 1.2 and 18, respectively, as explained in Section
5.2.2.3 above. See Table 5.8 for the classification results which correspond to
person-independent cross-validation strategy.
In contrast, in [43], the authors use another kind of cross-validation strategy:
randomly dividing the CK database into 5 groups, and choosing one group as
a test set while choosing the remaining as the training set, and repeating the
experiment until all the groups have been used once as a test set.
For comparison, we also conduct experiments using the same random cross-
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(a) Eye masked with small occlusion. (b) Mouth masked with small occlu-
sion
(c) Eye masked with medium occlu-
sion.
(d) Mouth masked with medium oc-
clusion
(e) Eye masked with large occlusion. (f) Mouth masked with large occlu-
sion
Figure 5.6: Masked samples in the CK database.
Table 5.8: Recognition rates (%) on the masked CK using person-independent
cross-validation.
small mask medium mask large mask
Eye 91.32 90.47 88.57
Mouth 85.97 82.91 76.32
Normal 91.51
validation strategy. For the results, see Table 5.9 where the two parameters β
and Nc are set to 1.5 and 23, respectively. The parameters are determined by
applying the SPSA algorithm to the normal case (without occlusions) using the
random cross-validation strategy.
From Tables 5.8 and 5.9, we observe that expressions with a masked mouth
are more difficult to recognize than those with masked eyes. This is, in fact,
consistent with human perception. For example, if we examine Figure 5.6 (f), we
observe that the sad and neutral expressions are almost the same when the mouth
is masked. However, from Figure 5.6 (e), we observe that the sad and neutral
expressions are still distinctive when the eyes are masked. Furthermore, for sad
and scared expressions, the discriminating information mainly distributes in the
lower part of faces, thereby substantially reducing the performance of recognizing
sad and scared expressions with large mouth masks, as shown in Table 5.10.
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Table 5.9: Recognition rates (%) on the masked CK database using random
cross-validation.
small mask medium mask large mask
Eye 99.46 99.23 98.88
Mouth 98.72 98.26 96.51
Normal 99.65
Similarly, the discriminating information of angry expression mainly distributes
in the upper part of faces, leading to substantially lower recognition accuracies
of angry expression, as shown in Table 5.10 and 5.11.
Table 5.10: Confusion Matrix (%) using person-independent cross-validation on
the CK database with large mouth masks.
Happy Sad Surprise Disgusted Angry Scared Neutral
Happy 80.20 0.39 1.18 0 0 11.18 7.05
Sad 0 50.97 9.70 0 10.25 1.66 27.42
Surprise 0 0.23 93.01 0 0.93 0.47 5.36
Disgusted 4.52 0.45 0 85.53 6.33 0 3.17
Angry 0.88 11.45 2.65 10.57 62.12 1.76 10.57
Scared 3.46 1.73 11.76 3.11 3.46 69.55 6.93
Neutral 0.74 6.25 3.31 2.02 4.77 0.74 82.17
Table 5.11: Confusion Matrix (%) using person-independent cross-validation on
the CK database with large eye masks.
Happy Sad Surprise Disgusted Angry Scared Neutral
Happy 89.80 0 0 0.59 0.59 4.71 4.31
Sad 0 86.43 0 0 2.77 0 10.80
Surprise 0 0 96.97 0 0 0 3.03
Disgusted 1.36 0 3.17 91.86 0.90 0 2.71
Angry 0 6.17 0 9.25 63.00 1.76 19.82
Scared 7.27 0 0 3.11 2.08 84.78 2.77
Neutral 0.92 1.10 0 1.29 2.94 0.18 93.57
Moreover, in [43], the best accuracy of recognition is 96.3% on eye occlusion
with large masks, and 93.7% on mouth occlusion with large masks. Note that
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these results have been obtained on the whole CK database which is slightly
different from our experimental setup. Therefore, we can conclude that the pro-
posed framework can also produce comparable performance on facial expression
recognition under occlusions, thereby demonstrating its robustness.
5.2.4 Experiments on Cross Databases
In this section, we consider the following cross-database expression recognition
problem: Are the expression features, extracted by a recognition algorithm, repre-
sentative enough such that a new facial expression image from another database
can also be recognized? It is well known that humans can recognize expressions
of an unfamiliar person; that is, a change of identity does not seem to affect the
representation of an expression in the human brain while recognizing it. However,
for automatic expression recognition, it has turned out to be difficult to separate
expression from identity. Moreover, images from different databases in general
exhibit different illumination conditions or background information. Therefore,
it appears that a recognition accuracy of even 50% can be considered acceptable
for automatic expression recognition in a cross database problem.
With the above caveat in mind, we now conduct two cross database experi-
ments: 1) the training database is JAFFE, but test database is CK; and 2) vice
versa. Note that the JAFFE database contains sufficient variations of expres-
sions, but only 213 images. Therefore, the final performance is probably limited
by the small sample size if the JAFFE database is used for training. On the
other hand, the CK database contains sufficient facial images from 100 different
subjects, but only 3% of them are Asian or Latino. So, in this case, the final
performance is probably affected by the differences of identity as well as of race.
Table 5.12 shows the corresponding experimental results of the proposed
framework. Note that all the input images are first cropped to have a uniform
size (184 × 152) in the preprocessing stage, and then are divided into 49 local
blocks. We keep the parameters in the local feature extraction and integration
stage the same as before, while in the final stage we tune the parameters β and
Nc in order to obtain the optimal performance.
From Table 5.12, we find that:
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• when we use the JAFFE database for training and the CK database for
testing, the best recognition accuracy is 54.05%; but
• when we use the CK database for training and the JAFFE database for
testing, the best recognition accuracy is 55.87%.
In the two cross database experiments mentioned above, both the recognition
rates are higher than 50%, showing that the proposed framework with the pro-
posed classifier combination achieves an acceptable performance on a cross-database
test.
Table 5.12: Highest recognition results (%) of the proposed framework on the
JAFFE and CK databases.
Decision Template Borda Count Proposed Method
JAFFE Train, CK Test 34.41 52.11 54.05 (β = 1.2, Nc = 28)
CK Train, JAFFE Test 27.23 32.86 55.87 (β = 2.5, Nc = 27)
5.2.5 Experiments for Generalization Test
We extend the cross-database test in order to check the generalizability of the
proposed framework. The experimental scheme is as follows: :
• The combination of the CK and JAFFE databases is chosen as the training
set, since the CK database has only a few images of Asian.
• The databases TFEID, Yale-A (YALE) and FEED are chosen as test sets.
Recall that i) the TFIED database contains 268 facial images with 6 basic
expressions and neutral face from 40 persons; ii) the YALE database contains 75
facial images with 3 basic expressions (happy, sad and surprise) and neutral face
from 15 persons; and iii) the FEED database contains a set of image sequences
with 6 basic expressions and neutral face from 18 individuals, and we select 3516
images from FEED as test samples. As before, all the input images are first
cropped to have a uniform size (184× 152) in the preprocessing stage, and then
divided into 49 local blocks.
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For the generalization test, we use the following strategy to determine the two
key parameters β and Nc:
• Divide the training set (of the CK and JAFFE databases) into 10 groups
according to the identity information.
• Use one group as the validation set, and the other groups for training.
Repeat until every group has been chosen as a validation set once. Average
the recognition accuracy of validation sets.
• Use the SPSA algorithm to find the optimal values of β andNc for validation
sets.
By using the validation set, we determine β and Nc to be 1.1 and 18, re-
spectively. And we fix these parameters for the test sets (which are the TFEID,
YALE and FEED databases). The results are given in Table 5.13, from which
we observe that the recognition accuracies of three test sets are all above 60%.
Since the test images are from the three totally different databases, we conclude
that the proposed framework can generalize well for facial expression recognition
from novel faces.
Table 5.13: Highest recognition results (%) of the proposed framework on the
generalization test.
TFEID YALE FEED
Proposed Method 61.94 60.66 61.43
5.3 Discussions
In this section, we first compare the proposed expression classification scheme
with that of others as applied to the JAFFE and CK databases, using the person-
independent strategy for cross-validation. Note that the results of different al-
gorithms may not be directly comparable because of differences in experimental
setups, the number of subjects and of expressions used, and so on, but they can
still indicate the discriminative performance of every approach. Furthermore, it
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should be added here that we present the best results on the individual database
with the tuned values of the parameters β and Nc.
Table 5.14 shows the comparison with a few other approaches applied to the
JAFFE database in the literature. The first 6 approaches belong to the global
method, while the last 3 approaches, including ours, belong to the local methods.
We observe that our approach, with radial encoded Gabor features, gives the best
result (89.67%), on the JAFFE database, which is substantially higher than the
rest.
Table 5.15 shows a similar comparison with respect to the CK database. The
first 4 methods belong to dynamic analysis method which is applied to video
sequences, while the last 5 approaches, including ours, belong to static analysis
method which is normally applied to static images. We observe that the best
recognition accuracy of 6 expressions on the CK database is 96.33%, reported in
[47]. However, since this kind of dynamic analysis method uses the neutral face as
the basis to derive the motion of the facial expression sequence, the neutral face
itself cannot be recognized at the same time. In contrast, the proposed approach
is designed to be capable of recognizing not only the 6 basic expressions but also
the neutral face. If we compare our results to those for 7 classes which include
the neutral face ([65] and [3]), our recognition accuracy of 91.82% is actually the
highest. Therefore, in general, we can conclude that when applied to the CK
database, the result of our approach (91.51%) is quite comparable to that of the
others in the literature.
Table 5.14: Comparison with different approaches on the JAFFE Database.
Subjects Images Classes Method Recognition Rate(%)
[52] 9 193 7 Gabor jets 75
[66] 9 193 7 Fisher weight maps 69.4
[85] 10 183 6 KCCA 77.05
[25] 10 183 6 Statistical features 62.78
[89] 10 213 7 Modified KCCA 67
[44] 10 213 7 Salient feature vectors 85.92
[18] 9 193 7 LBP 77
[30] 10 213 7 Enhanced LBP 79.21
Ours 10 213 7 Radial encoded Gabor jets 89.67
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Table 5.15: Comparison with different approaches on the CK Database.
Subjects Classes Dynamic Measure Recognition Rate (%)
[88] 97 6 Y 5-fold 90.9
[2] 90 6 Y - 93.66
[92] 97 6 Y 10-fold 96.26
[47] 90 6 Y leave-one-subject-out 96.33
[65] 96 7(6) N 10-fold 88.4 (92.1)
[3] 90 7 N 10-fold 86.9
[50] 90 6 N leave-one-subject-out 93.8
[74] 97 6 N - 93.8
Ours 94 7 N 10-fold 91.51
5.4 Summary
In this chapter, we have proposed a hierarchical facial expression recognition
framework in the form of a novel fusion of statistical techniques and the known
model of a human visual system. An important component of this framework
is the biologically-inspired radial grid encoding strategy which is shown to effec-
tively downsample the outputs of a set of local Gabor filters as applied to local
patches of input images. Local classifiers are then employed to make the local de-
cisions, which are integrated to form intermediate features for representing facial
expressions globally. The recognition accuracies obtained on application to stan-
dard individual databases have been shown to be significantly better than those
in the literature. Furthermore, it is believed that our demonstration of a satis-
factory cross-database recognition performance is the first of its kind. We have
also demonstrated, by conducting appropriate tests, that the proposed system is
robust to corrupted data and to missing information and can be generalized to
recognize expressions of novel faces from wide-ranging databases.
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Chapter 6
The Integration of the Local
Gabor Feature Based Facial
Expression Recognition System
After designing the framework of local Gabor feature based facial expression
recognition in the previous chapter, we now consider the implementation of a
practical application based on the proposed framework. Therefore, in this chap-
ter, we focus on the practical issues of developing a web-based facial expression
recognition system.
6.1 The Structure of the Facial Expression Recog-
nition System
The flowchart of the system is shown in Figure 6.1. The steps involved in recog-
nizing an expression from an image are briefly as follows.
Step 1: The face image to be analyzed is uploaded to the system to auto-
matically check for a human face in it. If the uploaded image does not contain
a human face, the system outputs an alert message asking another face image to
be uploaded.
Step 2: The system detects facial components, and, for face normalization,
computes the coordinates of and marks the centers of eyes and mouth. The
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displayed marks are verified by the user for intervention and manual marking for
better accuracy, if necessary. The system then normalizes the image such that
the centers of the eyes and mouth of the input image match with those of the
training images.
Step 3: The system crops the face region of the input image to remove back-
ground information.
Step 4: The system subjects the normalized image to the process of expression
classification.
More details of the components of the system are presented below.
Figure 6.1: The flowchart of the proposed system.
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6.2 Automatic Detection of Face and its Com-
ponents
An image presented to the system is first verified for the existence of a human
face in it. The real-time face detection algorithm of [81], which can be trained to
detect a variety of object classes, has been implemented, and adopted in OpenCV
[6]. The three major components of the face detection algorithm are:
1. Haar-like feature computation. As shown in Figure 6.2 , three kinds of
Haar-like features are considered:
• A two-rectangle feature: the difference between the sum of the pixel
values of two adjacent rectangular windows;
• A three-rectangle feature: the difference between sum of the pixel
values in the extreme rectangles and the sum of the pixel values in the
middle rectangle;and
• A four-rectangle feature: the difference between sum of the pixel values
in the rectangles that constitute the main and off diagonals in a 2× 2
set of rectangles.
2. AdaBoost based learning algorithm [20]. In a standard 24×24 sub-window,
there are 45396 possible Haar-like features. The task of the AdaBoost
algorithm is to pick a few hundred features and assign weights to each
using a set of training images. Face detection problem is now reduced to
computing the weighted sum of the chosen rectangle features and applying
a threshold.
3. Cascade architecture. In order to achieve increased detection performance
as well as radically reduce computation time, the strong classifiers are ar-
ranged in a cascade in order of complexity.
In our implementation, after detecting the face region in the image, detectors
of the right and left eyes and of the mouth are applied to it in a sequence. For
better accuracy in eye and mouth detection, the eye detectors are applied to the
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Figure 6.2: The Haar-like features used in the Viola-Jones’ method [81].
upper part of the face region, while the mouth detector is applied to its lower
part. When all the three facial components are detected, the system computes
the coordinates of centers of the detected eyes and mouth, based on the detected
facial components. These center points are marked in the uploaded images for
the user. Figure 6.3 shows some typical results of such an operation.
The user either decides to accept the marked points or provide, manually,
more accurate centers of the eyes and of the mouth, which are critical for face
normalization (see below) and hence for an improved performance of expression
recognition in the final stage.





This is performed to achieve uniformity in size, position and illumination condi-
tion. Note that we consider facial expression recognition from only still frontal im-
ages, which are possibly subject to moderate variations in pose and illumination.
We adopt affine transformation and retinex-based illumination normalization to
achieve fast and efficient face normalization, as explained below.
6.3.1 Affine Transformation for Pose Normalization
The eyes and mouth of the uploaded image are to lie at the same positions
as those in the training images. Mathematically, for each pixel (xi, yi) in the
uploaded image, an affine transformation is to be determined such that all the
corresponding projected pixels (pxi, pyi) are in the desired positions, as a solution
to the following equation:
pxi = a1 ∗ xi + a2 ∗ yi + a3
pyi = a4 ∗ xi + a5 ∗ yi + a6,
(6.1)
where ai for i = 1, 2, · · · , 6 are the unknown parameters. Its solution requires
at least three corresponding pairs of points in both the uploaded and training
images. In our implementation, the centers of eyes and mouth are used to obtain
the parameters ai. Figure 6.4(a) shows the centers of eyes and mouth of the mean
face of the training images, while Figure 6.4(b) shows those of a sample input
image, having a moderate pose variation. All the points in the uploaded image
are mapped using the affine transformation to obtain a new image, in which the
positions of the centers of the eyes and mouth match those of the average of
the training images. Figure 6.4(c) shows the affine-transformed version of Figure
6.4(b).
The face region in the affine transformed image is next cropped to a 184×152
image, to match the size of training images. At the end of the above operations
on the uploaded image, we arrive at a pose- and size-normalized image.
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(a) Centers of eyes and
mouth of the mean face of
the training images
(b) Centers of eyes and
mouth of one sample input
image.
(c) Affine transformed im-
age.
Figure 6.4: Example of pose normalization.
6.3.2 Retinex Based Illumination Normalization
Since the uploaded image may contain illumination variations, we normalize it
by adopting the Retinex [45], an image enhancement algorithm that provides a
high level of dynamic range compression.
The basic Retinex, referred to as the single scale retinex (SSR) [37], is defined
for any point (x, y) in an image by the following equation:
Ri(x, y) = logIi(x, y)− log[F (x, y)⊗ Ii(x, y)], (6.2)
where Ii(x, y) is the image intensity in the i
th channel; Ri(x, y) is the retinex




the Gaussian kernel function with effective width c, the scale of the Retinex; and
K is the scale factor, obtained by setting
∫∫
F (x, y)dxdy = 1. Note that a small
value of c leads to good dynamic range compression, while its large value leads
to good tonal rendition for a color image. Figure 6.5 shows sample SSR images
with different scales.
To obtain a better balance of dynamic compression and color rendition, multi-




wn{logIi(x, y)− log[Fn(x, y)⊗ Ii(x, y)]}, (6.3)
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Figure 6.5: SSR images with different scales.
where N is the number of scales; and wn is the weight of the n
th scale. In our
implementation, N = 3, wn =
1
3
and c = 10, 40, 120. Figure 6.6 shows sample
MSR images using the above parameters.
Figure 6.6: MSR images with empirical parameters.
Now the face region of the uploaded image is ready for facial expression recog-
nition, which is the key procedure of the system.
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6.4 Local Gabor Feature Based Facial Expres-
sion Recognition
The facial expression recognition component of this system is based on the radial
encoded local Gabor features and classifier synthesis algorithm, as described in
Chapter 5. Recall that the general procedure is as follows:
• An input image is divided into several local blocks and a set of Gabor filters
with different orientations and scales are applied to every local block;
• Radial encoding strategy is utilized to downsample the Gabor outputs and
for every local block the encoded Gabor outputs from the different orienta-
tions but the same scale are grouped together as the local features;
• A set of local classifiers are assigned to generate local decisions based on
the local features and the local decisions are concatenated to form the in-
termediate features.
• A global classifier is assigned to make the final decision according to the
intermediate features.
In this chapter, we focus on addressing the implementation issues with a goal
of balancing the recognition performance and operating speed.
6.4.1 The Training Database
We use the combination of the JAFFE and CK databases as the training set. As
discussed in Chapter 5, we select 2581 images with clear facial expressions from
the CK database and similarly 213 images from the JAFFE database. These
images are form 104 different persons, including American, Latino, European
and Asian. All the training images are normalized using pose and illumination
normalization methods and the size is fixed to be 184× 152.
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6.4.2 The Number of Local Blocks
Although simulation results in Chapter 5 show that 49 local blocks are the best
trade-off between performance and computational load, we discover that it is still
inefficient for a real-time application in terms of respond time to user. To reduce
the computational time without significant degradation in performance, 25 local
blocks are now considered in this chapter when implementing the system.
6.4.3 Support Vector Machine (SVM)
The k-nearest neighbor (KNN) classifier used in Chapter 5 is the simplest of all
machine learning algorithms: an object is classified by a majority vote of its
neighbors. Especially when k = 1, the object is simply assigned to the class
of its nearest neighbor in the feature space. Thus the recognition performance
using KNN may not be the optimal one compared to other advanced classifiers.
In addition, the system has to store all the related information of the training
images for computing the distances between a new input image and the training
images. These distances are used to locate the nearest neighbor of the input
image such that its expression can be classified. Note that in our implemen-
tation there are 2794 training images, so the storage of the training features is
memory-consuming. Therefore, KNN cannot fulfill the requirement of the real-
time application. Instead, we use the support vector machine (SVM) [10] as the
classifier. The original SVM is proposed to find the optimal hyperplane which
separates two different classes. Since 7 basic facial expressions are involved in
this thesis, we adopt the multi-class SVM with one-against-all strategy, in which
the classifier with the highest output assigns the class to the test data. Notice
that the local KNN classifier in the Chapter 5 is modified to produce estimated
probabilities of each class and these probabilities are further used to form the in-
termediate features. Obviously, the SVM needs to be modified to produce similar
outputs:
• For a given test input vector, compute SVM scores for each class [S1, S2, ..., SC ],
where C is the number of classes;
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, i = 1, 2, · · · , C, (6.4)
and form the output vector using P1, P2, · · · , PC .
Here, the exponential function is chosen as the indication function for estimat-
ing the probability for each class since larger SVM score of certain class indicates
the test sample more likely belongs to that class.
6.4.4 Other Related Parameters
The remaining parameters to be decided for the application are listed as follows:
1. Parameters of Gabor filters;
2. Resolution of radial grid for radial encoding;
3. Number of extracted components Nc and the regularization factor β.
We use the same configurations for Gabor filters as discussed in Chapter 5: (i)
eight orientations (from 0 to 7/8π in uniform steps of 1/8π) in order to capture
subtle changes of facial components, and (ii) three filter sizes (S = 11, 20 and
29) in order to determine the σ and λ according to the following formulas [64]:




The remaining two parameters, ϕ, and γ, are set to 0 and 0.5, respectively.
Similarly, for radial encoding, we choose a grid of size 18×5 (angular vs radial)
such that the innermost sector contains at least one pixel, thereby resulting in a
feature matrix of size, 18× 5 for each Gabor filtered local block.
Moreover, we use the same cross-validation strategy to determine β and Nc:
• Divide the training set (CK and JAFFE databases) into 10 groups according
to the identity information.
• Use one group as the validation set, and the other groups to train the
system. Repeat until every group has been chosen as a validation set once.
Average the recognition accuracy of validation sets.
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without Face Normalization 61.94 60.66 61.43
KNN, 49 blocks,
with Face Normalization 75.75 66.67 69.66
SVM, 25 blocks,
with Face Normalization 82.84 63.33 71.30
• Use the SPSA algorithm to find the optimal values of β andNc for validation
sets.
By using the validation set, β andNc are determined to be 1.1 and 18, respectively.
Table 6.1 shows the simulation results of the proposed system on TFEID,
YALE and FEED databases. For comparison, the first line contains the results of
using KNN without face normalization while the second line contains the results
of using KNN with face normalization. The significant improvement in recog-
nition accuracy indicates the advantage of face normalization. Moreover, the
third line contains the results of using SVM with face normalization and 25 local
blocks. Also, the improvement in recognition accuracy indicates SVM classifier
outperforms KNN.
6.5 Experimental Test of the Facial Expression
System
Based on the proposed framework, we develop a web-based application.1 Figure
6.7 shows a snapshot of the user interface (UI) of the proposed system. When
the test image is uploaded, the system checks whether it contains a human face.
As shown in Figure 6.8 and 6.9, if there is no human face, the UI asks the user
to upload a face image. If the test image contains a human face, the system then
1Check “http://137.132.165.17/default.aspx”.
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detects locations of the centers of the eyes and mouth of the input image, and
displays the results to the user, as shown in Figure 6.10. The user decides whether
the detected centers of eyes and mouth are accurate enough for recognizing ex-
pression. The user can also use UI to mark, manually, the centers of eyes and
mouth of the test image if the system fails to detect eyes and mouth accurately,
as shown in Figure 6.11 and Figure 6.12. Once the user presses the “Confirm”
button in the UI, the system starts to process the test image, and after about 10
seconds it displays the final recognition results via UI, as shown in Figure 6.13.
Figure 6.7: The snapshot of the UI of the proposed system.
To test the performance of the proposed system, we collect totally 70 facial
images with 7 basic expressions (10 images per class) from the internet. Figure
6.14 shows all the test image, and from the top to bottom, each line contains
images with happy, sad, surprise, disgusted, angry, scared and neutral expres-
sion, respectively. Table 6.2 shows the recognition performance of the proposed
system. From the recognition results, we observe that the average accuracy is
72.86%, which is close to the result of generalization test discussed in the pre-
vious section. Moreover, all the images with happy and surprise expressions are
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Figure 6.8: The uploaded image contains a cat face rather than a human face.
Figure 6.9: The UI asks the user to upload a human face.
correctly recognized while images with scared expression are difficult to recog-
nize. All the misclassified images with scared expression are recognize as surprise
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Figure 6.10: The detected eyes and mouth of a test image.
Figure 6.11: The UI shows that the system fails to detect eyes and mouth of a
test image.
expression, for example, as shown in Figure 6.15. This is due to the fact that
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Figure 6.12: The user uses the UI to specify the centers of eyes and mouth of a
test image.
Figure 6.13: The UI shows the final recognition result of a test image.
most of scared images we collect from internet actually contain mixed expressions
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of surprise and scared. However, for happy expression, the proposed system can
successfully recognize the images even with occlusions, as shown in Figure 6.16
and 6.17. Notice that all the test images used here are randomly collected from
the internet and they are quite different from the training images in terms of
illumination condition, pose and especially the identity of the person. Taking
all these affects into account, it demonstrates the outstanding performance of
the proposed system on facial expression recognition from still images from novel
persons. Figure 6.18 - 6.24 show more results of the proposed system on the test
images from the internet.
Figure 6.14: The test images collected from the internet.
Table 6.2: Recognition results (%) of the proposed system on the test images
from internet.
Happy Sad Surprise Disgusted Angry Scared Neutral Average
100 60 100 70 60 50 70 72.86
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Figure 6.15: The scared expression is misclassified as surprise.
Figure 6.16: The happy image with mouth occlusion.
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Figure 6.17: The happy image with eye occlusion.
Figure 6.18: The recognized happy image from the internet.
6.6 Summary
In this chapter, we have successfully implemented an efficient web-based facial
expression recognition system based on our proposed hierarchical facial expres-
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Figure 6.19: The recognized sad image from the internet.
Figure 6.20: The recognized surprise image from the internet.
sion recognition framework, employing face and facial components detection algo-
rithms as well as a face normalization technique. Experimental results show that
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Figure 6.21: The recognized disgusted image from the internet.
Figure 6.22: The recognized angry image from the internet.
the proposed system can automatically recognize facial expressions of a facial im-
age from the internet with high recognition accuracy, thereby pointing the way to
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Figure 6.23: The recognized scared image from the internet.
Figure 6.24: The recognized neutral image from the internet.
the development of a robust and stable facial expression recognition system with




Humans can effortlessly recognize facial expressions, which mirror emotions, and
respond to them appropriately. Since this cognitive ability, which is one aspect
of human intelligence, is not completely understood, attempts are being made to
design machines to recognize facial expressions in the hope that the implemented
algorithm provides an insight into human intelligence. It has been found that such
machines can barely recognize facial expressions of the class of humans whose
images have been used for training such machines but not of those not belonging
to that class (i.e., the class of strangers or “novel” persons). The implication
is that facial expression is normally correlated with identity, and variations in
identity affect the (machine) recognition of expressions. Therefore, there is a
need to develop a “person-independent” expression recognition system, i.e., a
system which is also applicable to novel faces. To this end, the thesis proposes
a new framework which combines the characteristics of the human visual system
with statistical pattern recognition techniques.
7.1 Main Contributions
Motivated by the contour-extraction characteristics of retinal ganglion cells, we
have proposed, in Chapter 2, an efficient algorithm for recognizing facial expres-
sions, using the contours of face (and its parts) as features. For both person-
dependent and person-independent recognition of expressions, it is found that
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these features lead to the algorithm’s good performance which compares favor-
ably with the accuracy of recognition of expressions, in the same images, by
humans. An important feature of this algorithm is that it suggests, facial con-
tours and its components, extracted by using the level-set method, have been
here, for the first time, successfully employed in facial expression recognition,
thereby demonstrating that they (i.e., facial contours) contain information about
facial expressions, and are, therefore, biologically plausible features in the human
perception of facial expressions.
Based on recent physiological findings in the human brain related to face pro-
cessing, the power of a biologically inspired approach for significantly improving
expression recognition accuracy is explored in Chapter 3 by combining the HMAX
model with local methods and face processing units. The improvement may be
attributed to the elegant structure of local methods which model face-selective
cells in the FFA of the human visual system (HVS). Experimental results show
that the local classifier combination method, using PCA along with FLD analysis,
performs better than classical classifier combination rules, such as Borda count
and decision template. The underlying strategy is the design of a new framework
for expression recognition by exploiting the hierarchal structure of the HVS.
In an attempt to simulate the expression-selective cells in the STS of the HVS,
a composite orthonormal basis (COB) algorithm is, proposed in Chapter 4. It
is found that the COB can extract, from the face images, an expression sub-
space with the identity information removed as much as possible. This sub-space
corresponds to the global features of a facial expression. When combined with
local methods, the COB decouples expression from identity, and results in out-
standing expression recognition performance when applied to different databases.
This demonstrates the power of fusing a statistical COB-based approach with
(bio-inspired) local methods on person-independent facial expression recognition.
By way of further exploring bio-inspired models and statistical techniques, ra-
dial encoded Gabor features and a local classifier synthesis are combined to form
a new hybrid framework for expression recognition in Chapter 5. The retino-
topic mapping structure of the HVS is modeled by the radial encoding of Gabor
features, thereby effectively downsampling the outputs of local Gabor filters as ap-
plied to local patches of input images. Local classifiers are then employed to make
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the local decisions, which are integrated to form intermediate features for repre-
senting facial expressions globally. Experimental results show that the encoded
features are discriminatory enough to outperform classical statistical techniques
that invoke Gabor jets, based on fiducial points and a uniform downsampling
method. Recognition accuracies with respect to standard individual databases
are significantly better than those in the literature. Furthermore, the proposed
system can also recognize expressions in most of the images from an altogether
different database, which seems to be the first satisfactory cross-database recog-
nition performance. With the help of appropriate tests, the proposed framework
has also been shown to be robust to corrupted data and to missing information.
Finally, in Chapter 6, a real-time web-based application of facial expression
recognition system, based on the hybrid framework (of Chapter 5), is imple-
mented, in which, in order to be useful for practical applications, algorithms for
(i) detecting face and its components; and (ii) face normalization are integrated.
For classification, the SVM is employed to facilitate real-time processing. Ex-
perimental results demonstrate that the proposed system can automatically, and
also highly accurately, recognize the expression of an image, uploaded from the
internet. This system is expected to shed light on developing a robust and stable
system to recognize expressions of novel persons more accurately.
7.2 Future Research Directions
In this section, we list several future research directions that are related to our
work.
1. In the local feature integration stage of our proposed scheme, we use a com-
bination of classifiers. This is different from the human vision system, which
produces intermediate features by combining low-level features. However,
since the mechanism of feature combination in the human brain is still not
known clearly, we resort to a statistical approach. The proposed classi-
fier combination is one possible solution for integrating local features. In
order to produce more discriminating intermediate features for improving
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final recognition performance, there is a need for a new strategy to combine
features.
2. In the proposed framework of facial expression recognition, we use a super-
vised learning strategy in both the low- and high-level layers. This seems to
be inconsistent with what is known about the HVS. Physiological researches
indicate that the HVS involves unsupervised learning in the low-level layers,
such as V1 and V2. Such a learning mechanism helps cells in V1 and V2,
which have a similar functional structures, to integrate low-level features
into intermediate-level features. On the other hand, in the high-level layers
of the HVS, supervised learning plays an important role in extracting dis-
criminating features to recognize objects from intermediate-level features.
An interesting problem is whether a combination of unsupervised and su-
pervised learning in such a hierarchical manner contributes to improving
the performance of expression recognition.
3. It has been found that the web-based facial expression recognition system
is sensitive to the coordinates of centers of eyes and mouth. If an uploaded
image contains a face region with low resolution, a minor shift in centers of
eyes and mouth leads to a significant decrease in the accuracy of expression
recognition. Since all the algorithms have been implemented in MATLAB,
expression recognition is slow for a real-time application. It is desirable
optimize the web-based expression recognition system for real-time appli-
cations.
4. The present study has considered expression recognition only from static
images. For video sequences, a new approach is needed since the motion
of specific facial regions seems to provide additional features characterizing
various expressions which can be exploited. Spontaneous expressions can
also be treated as dynamic for which motion features are crucial. It is likely
that Gabor features will not play any tangible role in their recognition, and
further research is needed to extract new features. An additional challenge
is how to identify the optical flow corresponding to the dynamics of an
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expression. In addition, what is an proper feature encoding strategy to
reduce the computational load to achieve real-time (expression) recognition?
To conclude, automatic person-independent facial expression recognition is
still largely an unresolved and challenging problem. A new, bio-inspired machine
paradigm, which incorporates the essential features of the HVS in a statistical
framework, is needed to enhance the recognition capability of present-day ma-
chines to a level comparable to that of human beings. The thesis represents a
step in that direction.
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