Abstract For any n ≥ 2 we define an isotopy invariant, Γ n , for a certain set of n-valent ribbon graphs Γ in R 3 , including all framed oriented links. We show that our bracket coincides with the Kauffman bracket for n = 2 and with the Kuperberg's bracket for n = 3. Furthermore, we prove that for any n, our bracket of a link L is equal, up to normalization, to the SU nquantum invariant of L. We show a number of properties of our bracket extending those of the Kauffman's and Kuperberg's brackets, and we relate it to the bracket of Murakami-Ohtsuki-Yamada. Finally, on the basis of the skein relations satisfied by · n , we define the SU n -skein module of any 3-manifold M and we prove that it determines the SL n -character variety of π 1 (M ).
Introduction
The SU 2 -quantum invariant of links, known as the Jones polynomial, can be conveniently defined in terms the Kauffman bracket invariant, [Ka] . This approach has several advantages, for example, leading to definitions of skein modules and Khovanov homology 1 -two notions in the center of current active research -see for example [Bu, FGL, Ga, Ge, GL, PS, S2] and [APS, BN, Go, HK, Ja, K1, K2, KR, Le, Ra, Vi] . In [Ku] , Kuperberg constructs a bracket isotopy invariant of links and 3-valent graphs in R 3 , with properties analogous to those of the Kauffman bracket, and shows that it coincides with the SU 3 -quantum invariant. We extend his work, by defining a bracket isotopy invariant · n for any n ≥ 2 and by showing that it determines the SU n -quantum invariant. More specifically, for any n ≥ 2 we consider the set W n (R 3 ) of n-webs which are ribbon graphs Γ in R 3 whose coupons are either n-valent sources or n-valent sinks. In particular, W n (R 3 ) contains all oriented framed links in R 3 for any n. We define a bracket isotopy invariant of n-webs, Γ n , and show that it coincides with the Kauffman bracket for n = 2, and with the Kuperberg's bracket for n = 3.
For reader's convenience, we state three different definitions of · n : by skein relations, (Theorem 1), by a state sum formula, (Proposition 2), and as a contraction of tensors, (Section 2). Furthermore, we show that for any n, Γ n defines the SU n -quantum invariant of Γ with edges of Γ labeled by the defining SU n -representation and the sinks and the sources of Γ labeled by the qantisymmetrizer and its dual. The proofs are based on [RT] .
We prove a number of properties of our bracket which extend those of the Kauffman's and Kuperberg's brackets. In particular, · n satisfies a skein relation which relates a crossing to its two "smoothings", cf. Proposition 2. Furthermore, there is a state sum formula for · n , Theorem 9, which has the "positivity" property analogous to that used in the construction of Khovanov and KhovanovRozansky homology groups, [K1, K2, KR] , cf. Proposition 10. Our bracket can be used for an alternative definition of Khovanov-Rozansky homology groups; cf. Section 1.5.
There exists an alternative generalization of the Kauffman bracket due to Murakami, Ohtsuki, and Yamada. Their bracket is defined for certain 3-valent colored graphs with a flow, [MOY, Mu] . It is expressed in terms of our bracket in Sections 1.5 and 1.7. We believe that our bracket can be expressed in terms of Murakami-Ohtsuki-Yamada bracket as well. Nonetheless, both approaches have their advantages. Perhaps, an advantage of our approach is that · n is related directly to the representation theory of U q (sl n ), and that for q = 1 our skein relations are equivalent to the relations between characters of SL(n)-representations. Furthermore, our relations seem to be the most appropriate for the definition of SU n -skein modules of 3-manifolds, cf. Section 3.1. (Our definition agrees with those of Ohtsuki and Yamada, [OY] , and Frohman and Zhong, [FZ] , for n = 3.) Several important properties of the Kauffman bracket skein modules have their generalizations to the SU n -skein modules for any n.
In this paper, we show that SU n -skein module of a manifold M for t = 1 is a commutative ring isomorphic to the coordinate ring of the SL n -character variety of π 1 (M ). We postpone further study of the SU n -skein modules to a forthcoming paper.
Webs
An n-web is a ribbon graph in R 3 , cf. [RT] , whose every coupon is either an nvalent sink or an n-valent source. We denote the coupons of the ribbon graphs by discs rather than rectangles and we use a marking point to represent the side of the coupon with no bands attached, = . An n-web is an oriented surface embedded in R 3 composed of a finite number of annuli, bands, and discs satisfying the following conditions:
(i) The annuli, disks, and the interiors of the bands are disjoint from each other. (ii) The sources and the targets of bands are disjoint from each other and all of them lie in the boundaries of discs. (iii) The boundary of every disk contains either precisely n sources and no targets of bands, in which case the disc is called a source, or it contains precisely n targets and no sources of bands. In the that case, the disk is called a sink of the web. (iv) The marked boundary points of disks lie outside the sources and targets of bands.
Since each n-web retracts to its spine, which is an oriented graph, often the bands and discs of webs will be called its edges and vertices, respectively. In this terminology, each vertex v of a web is n-valent and all edges adjacent to v are either directed outwards, if v is a source, or inwards, if v is a sink. Notice that each web has an equal number of sources and sinks.
Our definition of n-webs is modeled on the notion of n-valent graphs considered in [S1] , cf. Section 3.2. The n-webs extend the notion of webs for the geometric A 1 -spider introduced in [Ku] , cf. Section 1.4.
By analogy with the notion of a link diagram, an n-web diagram is a projection π : Γ → R 2 of an n-web Γ into R 2 which is an embedding of Γ except for a finite set of transverse (double) intersections of bands of Γ called crossings. We require that π preserves the orientation of Γ (considered as an oriented surface) and that it embeds the sinks and the sources into R 2 away from the intersections. In particular, unlike in [RT] , a web diagram is not allowed to have twists, , in their bands. Each web Γ is represented by a web diagram; for example: =
The bracket isotopy invariant of n-webs
For any permutation σ ∈ S n , define the length of σ , l(σ), to be the minimal number of factors in the decomposition of σ into elementary transpositions (i, i + 1), i = 1, ..., n − 1,
For σ ∈ S n , let σ denote the positive braid with l(σ) crossings represent-
Theorem 1 There exists a unique isotopy invariant of n-webs, Γ n ∈ Z[q ± 1 n ], satisfying the following conditions:
Here denotes the trivial framed knot unlinked with Γ.
(v) ∅ n = 1 and, consequently,
Proof The hard part of the statement -the existence of the bracket -follows from Theorem 17 stated in Section 2. The uniqueness of the bracket follows from the fact that each web Γ has an equal number of sinks and sources, and, therefore, condition (iii) makes possible to represent Γ n by a linear combination of brackets of framed links. On the other hand, the bracket for framed links is determined by conditions (i),(ii), (iv) and (v).
Relation (iii) appeared in an implicit form in [Bl, Yo] already.
The skein relations of Theorem 1, appear in the most natural, but not necessarily, the simplest form. If w(Γ) denotes the writhe (ie. the sum of signs of crossings) of a web diagram Γ, and v(Γ) is the number of sinks of Γ then
is invariant under all Reidemeister moves. Furthermore, it satisfies the standard skein relations of the SU (n)-quantum invariants, cf. [Tu, Thm 4.2 .1]:
and the additional relation:
where the band labeled by n − 2 represents n − 2 parallel bands.
The above relation generalizes the Kauffman bracket skein formula and it makes possible to represent any link (or web) as a linear combination of webs with no crossings. A state-sum formula for the bracket of webs with no crossings is provided in Section 1.6. Note that various renormalizations of · n are possible, leading to a skein formula of Proposition 2 without fractional coefficients. Nonetheless, our definition seems to be the most natural one, cf. Section 2, and leading to the simplest state sum formula.
The following result shows that the bracket Γ n for n odd does not depend on the choice of marked points on the vertices of Γ.
Proposition 3 (Proof in Section 7) If Γ, Γ ′ are n-webs which differ by the choice of marked points on the boundaries of their discs (vertices) only, then
1.3 The Kauffman bracket and
] is an invariant of unoriented framed links L ⊂ S 3 given by the following skein conditions:
where A = q Note that the bracket of any 2-web Γ can be expressed by the bracket of a framed link by the following operations:
These equations follow from Theorem 1. For example,
1.4 Kuperberg's bracket and · 3
Kuperberg defined an invariant of framed graphs which are defined as our 3-webs but without marked points on their vertices, [Ku] . His bracket is defined by the following relations, in which we substituted his q by q −2 :
Additionally, (i) and (ii) imply
and (i) and (iv) imply
Theorem 5 Kuperberg's bracket of any web Γ is equal to (−q)
Proof It is straightforward to check that q −v(Γ) Γ 3 satisfies relations (i),(iii), (vi), and (vii). These equations uniquely determine Kuperberg's bracket: (i) makes possible to express Kuperberg's bracket of every Kuperberg's web as a linear combination Kuperberg's brackets of framed links. These are uniquely determined by (i),(iii),(vi), and (vii). 
Bracket isotopy invariant of framed singular links
A singular framed link is a ribbon graph whose each vertex has two sinks and two sources. In particular, every oriented framed link is singular.
There is a map
replacing each vertex in a singular framed link by two n-valent vertices connected by n − 2 parallel edges:
where v(D) is the number of singularities of D (ie. 4-valent vertices) and w(D) is the number of positive crossings minus negative crossings.
Theorem 6 (Γ) n ∈ Z[q ±n ], and
(v) (∅) n = 1 and, consequently,
Proof (i) follows from Proposition 2. (ii) follows from (i) and Theorem 1(i). Parts (iii)-(v) follow from Theorem 1(ii),(iv) and (v).
(·) is a version of the Kauffman-Vogel bracket, [KV] , Furthermore, it is related to the Murakami-Ohtsuki-Yamada bracket, [MOY, §3] (see also [Mu] ) in the following manner: Given a singular framed link L, label all its edges by 1 and replace each of its vertices by a pair of 3-valent vertices,
Denote the colored ribbon graph obtained in this way by Φ(L).
Proposition 7 (L) n is equal to the Murakami-Ohtsuki-Yamada bracket of Φ(L) when our q is identified with q 1 2 in [MOY] .
Proof It follows from [MOY] that the MOY bracket of Φ(L) satisfies conditions (i)-(v) of Theorem 6. These conditions determine (·) uniquely.
The above proposition relates the Murakami-Ohtsuki-Yamada bracket with our bracket for some graphs only. We will see in Section 1.7, that MurakamiOhtsuki-Yamada bracket of every 3-valent graph with a flow is determined by our bracket of a corresponding n-web.
Khovanov and Rozansky use (·) to define a homology theory whose extended
Euler characteristic is the SU n -quantum invariant, [KR] .
State sum formula for the brackets of planar webs
An important future of Kauffman bracket is that it is given by a simple state sum formula. We describe a generalization of this formula for our bracket of n-webs below. An n-web diagram Γ is planar if it has no crossings. Since Proposition 2 makes possible to express the bracket of any n-web as a linear combination of brackets of planar n-webs, we formulate a state sum formula planar webs only.
A state S of a planar n-web diagram Γ is a labeling of its annuli and bands e by numbers S(e) ∈ {1, ..., n} such that the bands attached to every disc are labeled by different numbers. (There is no restriction on labeling of annuli.)
Note that every state of Γ determines an ordering of edges adjacent to every vertex v of Γ. However, there is also a natural ordering of edges adjacent to v, which does not depend on the choice of a state: If v is a sink then we order the edges from 1 to n by starting at the base point of the disc v and then by moving clockwise around its boundary. If v is a source then we start at the base point of the disc v and move counter-clockwise around its boundary.
For any state S and a vertex v of Γ, let P (S, v)(i) denote the label associated by the state S with the ith band attached to v. Hence P (S, v) ∈ S n .
For any state S, we define the rotation index of S as follows.
where the sum is over all annuli and bands of Γ. If e is an annulus, then ind(e) is either +1 or −1 depending on whether e is oriented anti-clockwise or clockwise. The indices ind(e) for edges e of Γ are defined as follows: For each band e in an n-web Γ choose a smooth embedded arc α e : [0, 1] → the band e ∪ the sink of e ∪ the source of e connecting the marked points of the sink and the source.
Choose the arcs α e such that for different bands e, e ′ the arcs α e , α e ′ are disjoint, except possibly meeting at one or two of their endpoints. The union e α e taken over all bands e of Γ forms an oriented n-valent graph Γ ′ in R 2 . We say that Γ ′ is a core of Γ if for every vertex v of Γ ′ the tangent vectors at v of arcs having one of their endpoints at v are pointing in the same direction. Given a core Γ ′ of Γ, for every band b in Γ we define its winding number,
where we identify R 2 with C and assume that α b :
where β is the angle between the tangent vectors to α b at its endpoints.
Lemma 8 (Proof in Section 8) For any state S of an n-web Γ, rot n (S) is independent of the choice of a core of Γ. Furthermore, rot n (S) is an isotopy invariant of Γ and rot n (S) ∈ Z.
Theorem 9 (Proof in Section 8) For any planar n-web Γ,
where the sum is taken over all states of Γ and the product is over all its vertices.
We leave the proof of the following proposition to the reader.
Proposition 10 Let Γ be a planar n-web obtained by resolving all crossings of a link by the skein relation of Proposition 2, (In other words, let Γ be one of the leaves of the skein tree of L)
. Then v l(P (S, v)) is even for any state S . Consequently, all coefficients of Γ n ∈ Z[q ±1 ] are non-negative.
Murakami-Ohtsuki-Yamada colored 3-valent graphs
Murakami, Ohtsuki, and Yamada defined an SU n -quantum invariant of links by using 3-valent graphs with a flow. Inspired by their work, we say that a 3-valent oriented, framed graph embedded into R 3 is a Murakami-OhtsukiYamada graph (MOY-graph, for short) if the edges of Γ are labeled by positive integers forming a flow on Γ :
We allow annuli embedded into R 3 colored by positive integers as components of MOY-graphs as well.
An MOY-graph Γ is an M OY n -graph if the labels of its edges and annuli do not exceed n. The purpose of this section is to show that our bracket of nwebs defines a bracket invariant of M OY n -graphs, which coincides (up to a normalization) with the Murakami-Ohtsuki-Yamada bracket.
For any M OY n -graph diagram Γ with no crossings, let W (Γ) be a ribbon graph obtained by replacing all vertices of Γ as follows:
As before, an edge of a web labeled by i denotes i parallel edges. Let
We are going to show that [Γ] n is a renormalization of the Murakami-OhtsukiYamada bracket of Γ.
For any MOY-graph Γ denote the labels of edges e of Γ by |e|. For any vertex v of Γ, denote the adjacent edge with the largest label by e v 0 , and the left and the right of the two other adjacent edges by e v 1 and by e v 2 respectively. Hence the adjacent edges to v in Γ are either By the definition of a flow, |e v 0 | = |e v 1 | + |e v 2 | for any vertex v. We say that a function s assigning an |e|-element subset of {1, ..., n} to every edge e of Γ is an n-state (or, simply, a state) of Γ if s(e v 1 ) ∩ s(e v 2 ) = ∅ and s(e v 1 ) ∪ s(e v 2 ) = s(e v 0 ) for every vertex v. Note that our definition coincides with the definition of [MOY] if the sets s(e) = {i 1 , ..., i |e| } and {i 1 − n−1
Any n-state s splits Γ into several simple closed loops (which may intersect each other), each labeled by an integer between 1 and n. Following [MOY] , let the rotation number of an n-state s be
where the sum is over all simple closed loops C of the splitting of Γ by s, s(C) is the label of C, and rot(C) is either +1 or −1 depending on whether C is oriented anti-clockwise or clockwise.
As in [MOY] , for any two sets s 1 , s 2 ⊂ {1, ..., n} we denote by π(s 1 , s 2 ) the number of pairs (
Proposition 12 (Proof in Section 9) For any M OY n -graph diagram Γ with no crossings
where the first product is taken over all edges of Γ and the second product is over all vertices of Γ. (Annuli of Γ are not considered as edges.)
In order to avoid confusion with our bracket, we denote the n-th MurakamiOhtsuki-Yamada bracket of an M OY n -graph Γ by {Γ} n .
Proposition 13 (Proof in Section 10) For any M OY n -graph diagram Γ with no crossings,
The following lemma is needed to relate the brackets {·} n and · n :
Lemma + Definition 14 For any MOY-graph Γ,
does not depend on the n-state s of Γ.
Proof Since 2rot(s) = (n + 1) C rot(C) mod 2, it is enough to show that for any state s, the induced splitting of Γ into simple loops {C} is such that C rot(C) does not depend on s. To prove that, consider all cups and caps, c, of Γ. Each of them, being a part of an edge of Γ, has an associated flow |c|. Let rot(c) be either +1/2 or −1/2 depending on whether c is oriented anti-clockwise or clockwise, 
and, by Proposition 12, substitution q 1 2 → −q gives
Corollary 15 The value of the Murakami-Ohtsuki-Yamada bracket of any
2 Definition of the bracket using tensors
We will state now another, more explicit definition of the bracket of n-webs, which utilizes the construction of Reshetikhin and Turaev, [RT] . Given a ribbon Hopf algebra H, they constructed an isotopy invariant for ribbon graphs whose edges are labeled by representations of H and whose vertices are labeled by Hinvariant tensors. We are going to see that our bracket Γ n is the ReshetikhinTuraev quantum sl(n) invariant for Γ considered as a ribbon graph whose edges are decorated by the defining representation V and whose sinks and sources and decorated by an element of the 1-dimensional representation n V ⊂ V ⊗n and by its dual, respectively.
Let V be an n-dimensional vector space over C(q) with a basis e 1 , ..., e n . Given a web diagram Γ decompose it into pieces with the following tensors associated with them:
whereR :
where
and
Definition 16 3 The SU (n)-skein modules of 3-manifolds
The definition of the skein module
Let M be an orientable 3-manifold, possibly with non-empty boundary, and let n ≥ 2. Let W n (M ) denote the set of all isotopy classes of n-webs embedded into M, including the empty web, ∅. Consider a ring R with a specified invertible element t. The SU (n)-skein module of M with coefficients in R is the quotient of the free R-module RW n (M ) by relations
Note that the above relations correspond to equations (i)-(v) of Theorem 1, after the substitution t = q 1 n . We denote the quotient module by S n (M ; R, t).
The SU 3 -skein module was defined independently in [FZ] , and earlier, for 3-dimensional thickenings of surfaces, in [OY] . The definitions of Frohman-Zhong and Ohtsuki-Yamada are equivalent to ours, since their skein relations are the skein relations for q −v(Γ) Γ n , when A = −q 1 3 = −t, cf. Theorem 5.
Theorem 4 implies the following:
Corollary 18 S 2 (M ; R, t) is isomorphic to the Kauffman bracket skein module of M with coefficients in R and A = t.
It follows directly from the definition, that if f : R → R ′ is a homomorphism of rings such that f (t) = t ′ then
Since for any ring R with an invertible element t there is a map f : Z[t ±1 ] → R, Theorem 1 can be restated as follows:
Corollary 19 For any ring R with an invertible element t, S n (R 3 ; R, t) = R Below, we describe the relation between S n (M ; R, t) and SL n (R)-representations of π 1 (M ), which generalizes the theorems of Bullock, [Bu] , and ours with J. Przytycki, [PS] , for the Kauffman bracket skein modules. Further analysis of SU (n)-skein modules is postponed to [S2] . The discussion below and the results of [S2] show that SU (n)-skein modules have many properties analogous to those of of the Kauffman bracket skein module.
SU(n)-skein modules and character varieties
Since the skein relation (i) above reduces to = for t = 1, the n-webs in M , which are freely homotopic to each other, are identified in S n (M ; R, 1). Consequently, the operation of taking the disjoint union, Γ 1 , Γ 2 → Γ 1 ∪ Γ 2 , extends to a well defined product in S n (M ; R, 1) making this module a commutative R-algebra.
Furthermore, note that as an R-algebra, S n (M ; R, 1) is isomorphic to A n (M ) (over the ring of coefficients R) defined in [S1] . Hence, by [S1, Theorem 3.7] we have: The SL n (K)-character variety, X n (G), of a group G is an affine algebraic scheme over K "describing" the SL n (K)-representations of G up to conjugation. More precisely, the closed points of X n (G) (ie. the maximal ideals in O(X(G)) correspond to the semi-simple SL n (K)-representations of G up to conjugation. For a precise definition of SL n -character varieties see [S1, LM] .
Up to nilpotent elements, the ring O(X(G)) can be described as follows: A characteristic function f : SL n (K) → K is any polynomial in the entries of the matrices in SL n (K) which is invariant under the conjugation by SL n (K). Characteristic functions of SL n (K) form a K-algebra generated by the functions f n (A) = tr(A n ). Let X ′ (G) be the set of all generalized SL n -characters of G, that is K-valued functions on G of the form ψ = f • ρ, where ρ : G → SL n (K) is a representation and f is a characteristic function on SL n (K). With any g ∈ G there is the associated "evaluation at g " function τ g :
0 is isomorphic to the K-algebra generated by all τ g for all g. If we think of the functions τ g as regular functions on X ′ n (G), then for any finitely generated group G, X ′ n (G) becomes an affine algebraic set whose coordinate ring is isomorphic to O(X(G))/ √ 0.
Preliminaries for the proofs 4.1 The quantum sl n group and its defining representation
Let U h = U h (sl n ) be defined as in [KS, Sect. 6.1.3] . Note that Reshetikhin's and Turaev's definition of U h (sl n ), [RT, Sect. 7 .1], coincides with our definition of U h after taking into account the following changes:
• X + i and X − i in [RT] are E i and F i in [KS] , • h used by Reshetikhin and Turaev is equal to 2h in [KS] .
In this paper we will use Klimyk-Schmüdgen h only. Let V = C[[h]] n be the defining representation of U h , presented explicitly in [KS, Sect. 8.4 .1]. Additionally, consider the quantum group U q = U q (sl n ), [KS, Sect. 6.1.2] , and its defining representation, V = C(q) n , as defined in [KS, Sect. 8.4 .1]. This double meaning of V will not lead to confusion since the U q and U h actions on V agree if q and K i are identified with e h and e hH i respectively. In both cases, e 1 , ..., e n will be the weight basis of V with the heighest weight vector e 1 , see [KS, Sect. 8.4 .1].
The defining representation ρ : U q → End(V ) is given by the matrices
E jj , i = 1, 2, ..., n − 1,
where E ij denotes the matrix whose all entries are 0 except for the (i, j)th entry which is 1, cf. [KS, Sect. 8.4 .1].
The Hecke algebra associated with U q
For the purpose of studying U q (sl n )-actions on V ⊗k we define the Hecke algebra, H k , as follows. Let H k be the non-commutative, associative algebra over C(t) generated by elements g ±1 1 , ..., g ±1 k subject to the following relations:
, for i = 1, ..., k − 1, and (g i − t n )(g i + t −n ) = 0 for all i. The algebra H k is an k!-dimensional space with basis vectors h σ , for σ ∈ S k , which satisfy the following multiplication rules (i) (h (i,i+1) − t n−1 )(h (i,i+1) + t −n−1 ) = 0 for i = 1, ..., n − 1,
We have g i = t · h (i,i+1) . Although various definitions of Hecke algebra appear in the literature, see for example [KS, Sect. 8.6 .4], [CP, Sect. 12 .3], [Gy] , they are all isomorphic to our H k after a proper extension of base field. In fact, substituting the quadratic equation (i) above by any other quadratic equation with distinct roots leads an isomorphic algebra, after a finite extension of the base field. For example, Gyoja's q in [Gy] is our t 2n and Gyoja's h(σ) is ours t (n+1)l(σ) h σ . Our somewhat cumbersome notation is chosen so that h (i,i+1) 's satisfy the same quadratic equation asR for q = t n . Therefore, from now on, we will assume that q = t n . We summarize the basic relations between H n and the defining representation V of U q : (ii) The H k and U q actions on V ⊗k commute.
(iii) (Frobenius-Schur duality) The images of the maps U q → End(V ⊗k ) and H n → End(V ⊗k ) are centralizers of each other. In particular, any U qequivariant endomorphism of V ⊗k is of the form w → x · w for a certain x ∈ H k .
In [Gy, page 843] , Gyoja defines two elements e + , e − which in our notation are:
and shows that
for any σ ∈ S k . Furthermore, for P ± = σ∈S k q ±2l(σ) , e ± /P ± are primitive idempotents of H k : e + /P + is the symmetrizer and e − /P − is the antisymmetrizer.
Proof of Theorem 17
The isotopy invariance of the n-bracket follows from [RT, Theorem 5 .1] and from the following proposition.
Proposition 22 (i) The tensors (5.1.1)-(5.1.3) in [RT] for the defining U h -representation are given by our formulas (3)-(5). (Recall that q = e h RT
2 , where h RT is the Reshetikhin-Turaev h.) [KS] , the R-matrix acts on V ⊗ V by the matrix
Proof of Proposition 22(i) By
(This matrix is denoted by R 1,1 in [KS] , cf. the first paragraph of Section 8.4.2 and (60) in [KS] .) Here, as before, E ij represents the map δ
By composing the map represented by (13) with the transposition τ : v 1 ) , we obtain the mapR given by (4).
The "cap" maps in [RT, (5 α of primitive roots of sl n and let ρ i ∈ Z be the coordinates of ρ in the basis of the Cartan subalgebra of sl n given by simple roots α 1 , ..., α n−1 . By [RT, (7 
Reshetikhin-Turaev h is twice the h we use.) Therefore the following lemma completes the proof of Proposition 22(i).
Lemma 23 v −1 u acts on V by sending e k to q 2k−n−1 e k Proof Positive roots in the Cartan subalgebra of sl n are of the form
Consequently, (v −1 u)e k = q −2ρ k +2ρ k−1 e k = q (k−1)(n−k+1)−k(n−k) e k = q 2k−n−1 e k .
Proof of Proposition 22(ii) -U q -equivariance of T + U q acts on the n-th power of the defining representation V, via the map
where ∆ n−1 : U q → U n q is the (n − 1)st power of the comultiplication in U q . The following explicit formulas for ∆ n−1 follow by induction on n from the definition of ∆, [KS, Prop 6 .1.2.5]:
where the index j over E i means that it takes the j -th position in the tensor product. For ∆ n−1 (F i ) we have a similar expression:
Since U q acts on C(q) by counit map, ǫ : U q → C(q), which sends E i , F i to 0 and K i to 1, we need to show that ∆ n−1 (K i )T + = T + , and ∆ n−1 (E i )T + = ∆ n−1 (F i )T + = 0 for i = 1, ..., n − 1. In order to prove the first equality notice that by (9) and (14) ∆ n−1 (K i ) multiplies the e i component in e σ(1) ⊗ ... ⊗ e σ(n) by q −1 and it multiplies the e i+1 component by q. Since it leaves all other components unchanged, ∆ n−1 (K i ) · e σ(1) ⊗ ... ⊗ e σ(n) = e σ(1) ⊗ ... ⊗ e σ(n) and, consequently, ∆ n−1 (K i )T + = T + . We complete the proof by showing that ∆ n−1 (E i )T + = 0. The proof of ∆ n−1 (F i )T + = 0 is analogous and left to the reader.
For simplicity, denote e σ(1) ⊗ ... ⊗ e σ(n) ∈ V ⊗n by e σ . By (1),
and our goal is to prove that
for σ such that σ −1 (i) < σ −1 (i + 1). We have
This implies (17) and, therefore, completes the proof of U q -equivariance of T + .
Proof of Proposition 22(iii) -U q -equivariance of T −
We need to prove that for any x ∈ U q and any
. This equality reduces to the following three sets of equations for i = 1, ..., n − 1 :
Both sides of (18) vanish if the numbers (i 1 , ..., i n ) are not distinct. On the other hand, if these numbers are distinct then ∆ n−1 (K i ) · w = w and (18) follows. We will complete the proof by showing (19) -the proof of (20) is analogous.
Observe that ∆ n−1 (E i )·v j 1 ⊗...⊗v jn is a linear combination of terms v k 1 ⊗...⊗v kn such that the n-tuple (k 1 , ..., k n ) is obtained from (j 1 , ..., j n ) by changing one of the indices from i to i + 1. Since
.., k n are not a permutation of 1, ..., n, the left side of (19) vanishes unless j 1 , ..., j l−1 , j l + 1, j l+1 , ..., j n are a permutation σ of 1, ..., n, for some l such that j l = i. In this case j k = i for some k = l and we can assume that k < l. Under above assumptions,
Since l((i, i + 1)σ) = l(σ) + 1, the left hand side of (19) vanishes and the proof of Proposition 22(iii) is completed.
Proof of Theorem 17(ii)
In the previous section, we proved that · n is an isotopy invariant of n-webs. Now we are going to show that it satisfies properties (i)-(v) formulated in Theorem 1.
(i) Since Klimyk's and Schmüdgen'sR is our q 1 nR , ourR satisfies
by [KS, Proposition 8.4 .24] and, hence,
This implies the skein relation (i) of Theorem 1.
(ii) Since the two relations (ii) of Theorem 1 are inverses of each other, we will show the first of them only.
The "kink," , defines a map on V which is U q -equivariant. Since V is an irreducible module, this map is a multiple of Id V and, therefore, for our purpose it is enough to show that the kink maps e i to q n− 1 n e i for some (and hence for arbitrary) i. Choose i = n. Since the arc maps V to itself by sending e i to q 2i−n−1 e i , the kink maps e n to Ce n , where C = n k=1r nk nk q 2k−n−1 andr nk ij are the coefficients of theR-matrix,
Sincer
(iii) This property will be proved in the next section.
(iv) The bracket of the trivial knot diagram is given by the contraction of the cup and the cap tensors, where the cup and the cap are chosen with coinciding orientations. Therefore
By the construction of the bracket, Γ 1 ∪ Γ 2 n = Γ 1 n · Γ 2 n , for disjoint (and hence unlinked) web diagrams Γ 1 , Γ 2 .
(v) This is obvious.
Proof of Proposition 2 and of Theorem 1(iii)
We will often use the following equality
following from [Gy, (3.1) ].
Lemma 24
Proof The above bracket is given by the contraction of T − with T + ,
by (21).
Consider the skein
where, as before, σ is the unique positive braid with l(σ) crossings repre-
tangle obtained from T by closing up its last string, T . The definition of π k (T ) obviously extends to all skeins T being linear combinations of (k, k)-tangles.
Proof Each permutation σ ∈ S k+1 can be written in the form
where i 1 < i 2 < ... < i l . Furthermore, such presentation is unique. (These statements can be proved by induction on k .) By splitting the set of all permutations σ ∈ S k+1 into those with i l ≤ k and those with i l = k + 1, we get
The i-th summand in the sum on the right side takes into account all permutations σ ∈ S k+1 with i l = k + 1 and j l = i. Note that the action of Λ k on V ⊗k coincides with the one of e − , defined in (11), and hence composing Λ k with a single positive crossing on two adjacent strings yields −q − n+1 n Λ k . Therefore, after applying relation (ii) of Theorem 1 to remove the kink in the skein above and after replacing the k − i crossings by the factor (−q
Recall that T + ∈ V ⊗n was defined in (7) and h i,i+1 in Section 4.2.
Corollary 26
Proof Denote e σ(1) ⊗ ...e σ(n) ∈ V ⊗n by e σ as before. By Proposition 21 (1) and (4),
Let A 1 be the set of these permutations σ ∈ S n for which σ(i) < σ(i + 1), and let A 2 = S n \ A 1 . Furthermore, let
Similarly,
Note that σ ∈ A 1 ⇔ (σ(i), σ(i + 1))σ ∈ A 2 and l((σ(i), σ(i + 1))σ) = l(σ) + 1, for σ ∈ A 1 . Therefore, after substituting τ = (σ(i), σ(i + 1))σ in the first sum of (25) we get
Hence, by (24),
Proof of Theorem 1(iii) We need to prove that the skeins S = and q n(n−1) Λ n coincide as operators on V ⊗n . Since S is U q -equivariant, by Proposition 21(iii), it is is equal to the map w → x · w : V ⊗n → V ⊗n , for certain x ∈ H n . Since the image of S is 1-dimensional, x is either a multiple of e + or e − . (This statement follows from the fact that H n is isomorphic to the group ring of S n over C(t).) Lemma 27 indicates that S is a multiple of e − , ie. S = ce − for certain c ∈ C(q 1 n ). On the other hand, Λ n coincides with e − as an operator on V ⊗n . Therefore, we need to prove that c = q n(n−1) , and for that it is enough to consider the closures of S and Λ n . Now, the statement follows from Lemma 24 and Corollary 26.
Proof of Proposition 2 By Theorem 1(iii) and Lemma 25,
By substituting − q 1−n n for Λ 2 we get the statement of Proposition 2.
Proof of Proposition 3
We prove the statement for sources only -the proof for sinks is analogous. We begin with two preliminary results.
Recall that for any two sets of integers, S 1 , S 2 ,
The proof of the following lemma is left to the reader:
Proof Fix k < n. By (1), l(σ) = A + B + C, where
Note that the first, second, and the third summands above are equal B, A, and
, and hence the statement follows.
Let T ′ − : V ⊗n → Z(q) be the tensor associated with n−k k for some k. We need to show that T ′ − = T − for n odd and T ′ − = T − mod 2 for n even, where T − : V ⊗n → Z(q) is the tensor defined by (6) in Section 2. Here is another presentation of the above graph:
The tensor T ′ − is given by the contraction of cups and caps placed on strings 1, ..., k with the tensor T − . Hence T ′ − : V ⊗n → Z(q) equals T − Ψ, where
Since T − (e σ ) = (−q) l(σ) and
Now the statement follows from Lemma 29.
Proofs of Lemma and Theorem 9:
For any core Γ ′ of an n-web Γ let
Lemma 30 For any core
Proof Let Γ ′ be a core of Γ and let v be the marked point of a disc of Γ. Suppose that Γ is isotoped to Γ and Γ ′ is isotoped to a core Γ ′ of Γ such that the tangents at the endpoints of edges of Γ ′ are unchanged, except for those at v. Then the indices, ind(e), remain unchanged, except for those edges e which are adjacent to v. For these edges ind Γ ′ (e) = ind Γ ′ (e) + β, for some β (which is the same for all edges e adjacent to v ). Since
Fix a vector w. By performing appropriate isotopies of Γ and of Γ ′ we may assume that Γ ′ is such that the tangent vector to any endpoint v of every edge of Γ ′ is either w or − w depending if v is the marked point of a source or a sink. In this situation, ind(e) ∈ Z for all edges e of Γ ′ and, consequently,
Since any two cores of Γ are isotopic to each other and rot n,Γ ′ (S) varies continuously under isotopy of Γ ′ , rot n,Γ ′ (S) is independent of the choice of Γ ′ . This completes the proof of Lemma 8.
Proof of Theorem 9 By Theorem 17(i), Γ n is given by a contraction of tensors corresponding to the vertices and "caps" and "cups" of Γ. (By assumption of Theorem 9, Γ has no crossings). Note that the summands in that sum are in 1-1 correspondence with the states of Γ and that each of the summands is a power of ±q. By deforming Γ by an isotopy if necessary, we can choose a core Γ ′ of Γ so that the tangent vectors to the edges of Γ ′ at their endpoints point all in the same direction. It is easy to see that for such Γ ′ , q rotn(S) is the power of q given by the cups and caps of Γ. Furthermore, any state S and any vertex v, the tensor associated with v contributes (−q) l(P (S,v)) to the state sum.
Proof of Proposition 12
For any k > 0 we identify the basis vectors e i 1 ⊗ ... ⊗ e i k ∈ V ⊗k with sequences (i 1 , ..., i k ) ∈ {1, ..., n} k . For any a = (a 1 , ..., a k ) we denote the set {a 1 , ..., a k } byā. Furthermore, we denote {1, ..., n} byn.
An enhanced state S of M OY n -graph Γ is a function which assigns to each edge e a sequence S(e) = (i 1 , ..., i |e| ) of |e| distinct elements of the setn, such thatS(e v 1 ) ∪S(e v 2 ) =S(e v 0 ) for any vertex v. Any enhanced state S defines a stateS of Γ labeling every edge e of Γ by the setS(e).
For a sequence a of numbers (a 1 , ..., a k ), which does not contain any repetitions, we denote by l(a) the length of the permutation which puts the numbers of the sequence in the increasing order.
Denote the tensors associated with the graphs Let Γ be an M OY n -graph diagram with no crossings. We can assume that Γ is composed of caps, cups, and vertices of the following form: But since π(s(e 2 ), s(e 1 )) + π(s(e 1 ), s(e 2 )) = |e 1 | · |e 2 |, this weight equals to q −|e 1 |·|e 2 |/4+π(s(e 1 ),s(e 2 ))/2 . 
