This paper studies the impact of a transmitter's molecule generation process on the capacity of a concentrationbased molecular communication (MC) system. Constraints caused by the molecule generation process affect the availability of the molecules at the transmitter. The transmitter has a storage of molecules, and should decide whether to release or save the currently produced molecules. As a result, the MC system has conceptual connections with energy harvesting systems. In this paper, we consider two scenarios on the propagation channel. The first scenario assumes a channel with no inter-symbol interference (ISI), i.e., a memoryless channel. We derive bounds on the capacity of the MC system in this scenario. The second scenario assumes an MC channel with ISI, in which the output of the channel depends on the history of released molecules in the previous time-slots. Based on the assumptions that either the transmitter or the receiver knows the channel statistics, we compute a lower bound on the channel capacity.
I. INTRODUCTION
U NLIKE the classical wireless communication, diffusion based Molecular Communication (MC) utilizes molecules as the carriers of information between the communicating parties. Type, concentration, or the release time of molecules can be used for signaling by a molecular transmitter. As a result, a mechanism must be set in place for production of molecules at the transmitters. For instance, this may be realized by chemical reactions inside the transmitter nodes. In nature, there are chemical mechanisms to produce information particles such as pheromones, hormones, neurotransmitters or DNA and RNA molecules. We refer the reader to [1] and references therein for more details on molecule generation mechanisms such as modifying metabolic pathways of cells. Herein, we provide an abstract model for the molecule generation process and study the impact of the molecule production process on the capacity of a molecular channel.
We assume that the transmitter includes a production unit as well as a storage unit. The production unit adds some amount of new molecules in each time-slot to the storage unit. The production rate of molecules may depend on the amount of molecules already existing in the storage unit, e.g., the chemical process responsible for molecule production might have a faster production rate if the storage unit is empty. The transmitter communicates its message by controlled opening of an outlet of the storage unit for a short period of time and thereby releasing a concentration of molecules into the environment at the beginning of each time-slot. This model is comparable with an Energy Harvesting (EH) system in the classical communications, in which the transmitter harvests energy and wishes to send its message such that its transmitted signal is amplitudeconstrained to the amount of harvested and stored energy at the transmitter [2] - [7] . The transmitter (in the EH system) may have finite [6] or infinite [8] energy storage (battery) or it can be assumed with no battery.
There are several approaches and models of transmitters and receivers for diffusion based MC in the literature. We follow the common approach of choosing one of the models and adapting our analysis to it. In particular, we adopt the macro-scale mode of MC and the molecular Poisson model for our study (see [1] , [9] and references therein for a review of different models and the related results). More specifically, we assume that the amount of released molecules is a deterministic concentration (in molar) and Fick's law of diffusion describes the medium. The reception noise is modeled by a Poisson random variable, i.e., the received signal has a Poisson distribution whose mean is proportional to the average concentration of molecules at the receiver.
In this paper, we consider two cases of the Poisson channel, with or without Inter-Symbol Interference (ISI). The ISI occurs when a nonnegligible portion of transmitted molecules from the previous time-slots remain in the medium and affect the communication in the current time-slot. We begin by providing a number of capacity results when the channel is without ISI. One should note that though the channel is memoryless in this case, the problem is still complicated due to the fact that the transmitter has memory; the number of released molecules in each transmission is limited by the level of the storage, which itself depends on the previous transmissions. A similar phenomenon occurs in the classical energy harvesting systems. Next, we consider a channel with ISI, i.e., a channel with memory, and provide a result on its capacity depending on whether the channel statistics are known at the transmitter or at the receiver. 2332 -7804 c 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
A. Related Works
Molecule production is an important component of a molecular transmitter. For instance, an enzymatic chemical reaction can be utilized inside the transmitter cell. These reactions convert substrate molecules to information carrier molecules. Details of this mechansim depend on the type of molecules utilized (e.g., proteins, DNA molecules, Liposomes or biological cells). We refer the reader to [10, Ch. 7] for a detailed discussion (see also [11] for a biological circuit model for implementation of molecular communication). In practice, a MC transmitter suffers from constraints on its molecule production and storage processes [12] - [14] . The molecule production may be constrained by limitations on the chemical reactions or the availability of food and energy for molecule generation [14] . Moreover, in practical scenarios, the bionanomachines store the molecules that they produce internally or capture externally from the environment [14] . Harvesting of molecules in nature occurs, for example, in the intracellular calcium ion regulation and organelles [14] . Any limitation on molecule harvesting and storage forces some constraints on the molecule transmitting process [15] .
Most of the existing works in the literature of diffusion based MC systems assume availability of a constant number of molecules at the transmission times [16] . For instance in the on/off keying, the transmitter releases a fixed amount of molecules to send bit '1' and stays silent to send bit '0' [16] - [20] . However, there are a few works that consider the limitations on molecule production at the transmitter [12] - [14] : the random chemical reactions in the molecule production process is considered in [12] . This work studies the chemical description of the transmitters in terms of Langevin equation. In [13] the total molecule concentration at the transmitter is assumed to be a function of the number of random chemical reactions between different molecule types. More precisely, the inherent randomness in the availability of food and energy is assumed to affect the molecule generation process which limits the availability of molecules at the transmitter in the beginning of each time-slot [14] . Due to lack of sufficient molecules, the lengths of the symbol intervals may vary in practical MC systems and the constrained transmitter may not be able to emit molecules with a fixed release frequency [21] ; Jamali et al. [21] suggest using two types of molecules for communicating and symbol synchronization over the channel. In [22] , it is assumed that the amount of available molecules in the present time-slot, which is referred to as the "state" of the transmitter, depends on the state and the inputs in the previous time-slots. Finally, Kuran et al. [23] study the effect of transmitter's energy budget on its transmitter's performance. Authors note that energy is required for synthesis of molecules as well as production of the secretory vesicle. Also, carrying vesicle close to the membrane of the cell requires energy.
In another line of works, the transmitter is assumed to actively capture the needed molecules from the environment. The captured molecules are either the background "noise" molecules or the ones produced by other transmitters. This process is referred to as "molecule harvesting" [15] . In this model, the harvesting process is constrained by the size of the molecule storage at the transmitter. The state of the transmitter (i.e., the number of the molecules at the transmitter's storage) is updated according to the number of released and captured molecules in the past time-slot [15] .
In this paper, we study the transmitter molecule production constraint. Our work is novel since previous works do not consider capacity degradation due to the molecule production constraint at the transmitter. For our study, we adopt a molecular Poisson channel model, an important molecular channel adopted in many works in [20] and [24] - [29] ,
The rest of the paper is organized as follows. In Section II, the MC channel and some preliminary definitions are presented. The main results of the paper on the MC channels without ISI are presented in Section III, including the capacity in the case of infinite molecule storage, and inner and outer bounds on the capacity in the case of finite molecule storage. The main results of the paper on the MC channels with ISI are presented in Section IV. In Section V, we provide numerical results for our lower and upper bounds on the capacity of the MC channels with no ISI. The paper is concluded in Section VI.
II. SYSTEM MODEL

A. Notation and Definitions
We use the notation x n to denote the finite sequence
Random variables are denoted by uppercase letters, while their realizations are denoted by lowercase letters. We say that random variables X, Y, Z form a Markov chain if p Z |XY (z |x , y) = p Z |Y (z |y) for all x, y, z. We show this Markov chain relation by X → Y → Z. A sequence of random variables {X k } for k = 1, 2, . . . is said to be Asymptotically Mean Stationary (AMS) if
exists for all measurable sets A. Under this condition, P is also a probability measure and is named the stationary mean of the AMS sequence [30] . Definition 1: A memoryless Poisson channel with input X and output symbol Y is a channel such that the conditional distribution of Y given X = x is a Poisson distribution with parameter λ + x where λ ≥ 0 is called the dark current, i.e.,
Let C P (λ, E, A) denote the capacity of the memoryless Poisson channel with dark current λ, average-power constraint E and peak-power constraint A:
where the supremum is over all input distributions satisfying E[X ] ≤ E and X ≤ A. For any c ≥ 0, let
be the capacity under the average-power constraint c. Similarly letR λ,c = C P (λ, c, c) be the capacity under the peak-power constraint c.
B. Channel Model
In our setting, we have a point-to-point communication channel in which the information is conveyed by the molecule concentration released into the environment by the transmitter. A deterministic channel between the transmitter and the receiver, based on Fick's law of diffusion, is assumed. A reception noise is assumed at the receiver; the concentration of molecules is detected by a Poisson reception process at the receiver [31] . A common example of the Poisson reception process is the particle counting noise of a transparent receiver [32] , [33] . A transparent receiver consists of a transparent sphere of a certain volume. It counts the number of molecules that fall into its sphere. A transparent receiver is passive in the sense that it does not affect the diffusion medium by imposing a boundary condition to the differential equation describing the diffusion process. The precise mathematical description of a Poisson reception process is as follows: if the concentration of molecules around the receiver is ρ moles, the receiver's measurement is distributed according to Poisson (κρ) for some constant κ. Since the variance of a Poisson distribution is proportional to its mean, the larger the ρ, the noisier the receiver's reception will be.
We assume a time-slotted transmission. The transmitter instantaneously releases X i moles of molecules into the environment at the beginning of each time-slot for i = 0, 1, 2, . . . . In other words, if the transmitter is located at r = 0 and has a clock with frequency 1/T s , the transmitter's channel input is the impulse train
where δ(·) is the Dirac delta function. Fick's law of diffusion describes propagation of molecules in the environment. Here, we assume that the communication is invariant over time, and the boundary conditions are set to zero, i.e., there is no molecule production source besides the transmitter. As a result, the diffusion medium (described by Fick's law of diffusion) becomes a linear time-invariant (LTI) system and can be characterized by its impulse response. Thus, the concentration of molecules at the receiver at the end of the i-th time-slot can be expressed as the convolution i j =0 ζ j X i−j , where ζ j represents the channel impulse response coefficient. The receiver's measurement follows a Poisson distribution
where λ is the rate of the background noise (dark noise). Letting p j = κζ j , we can write Y i ∼ Poisson(λ + i j =0 p j X i−j ) for i = 0, 1, 2, . . . . We refer to {p i } as the channel coefficients. We assume that the reception noise at the receiver in different time slots are mutually independent, i.e., Y i 's are conditionally independent given the transmission amounts {X i }. If the reception noise is the particle counting noise, to satisfy independence of the We say that the channel is without ISI if p i is negligible
The channel is said to be with ISI if the output of the channel in i-th time-slot depends on the past inputs of the channel in the previous time-slots with weights p j , j ∈ {0, . . . , i } (see Fig. 1 ).
C. Transmitter Model
The transmitter opens the outlet of its molecule storage unit for a short period of time at the beginning of each time-slot. The channel input x i , at time-slot i, represents the deterministic released molecule concentration (in molar) into the environment. We assume that the transmitter has s i moles of molecules in the beginning of i-th time-slot (in its storage unit). Moreover, the amount of molecules in the storage unit after recharging for the duration of the i-th time-slot is denoted by f (s i ), where f (·) is a known function. We expect that f (s i ) ≥ s i , i.e., molecule production is nonnegative in the i-th time slot. Also, we expect f (·) to be a nondecreasing function, i.e., f (s) ≥ f (s ) for s ≥ s . The intuition here is that if the transmitter starts off with s mole of molecules, it will have more molecules after recharging than if it starts off with s < s moles of molecules. In some practical scenarios, the production rate of new molecules (f (s) − s) decreases in s, the amount of molecules already existing in the storage unit. For example, for the Michaelis-Menten kinetics [35] the reaction rate decreases over time. However, we do not need to make such a restrictive assumption on the function s → f (s) − s for our results to hold.
To sum this up, our assumptions on the production function f (·) are as follows: f (s) ≥ s and f is a monotonically nondecreasing function.
If S i is the amount of molecules in the transmitter at i-th time-slot, we assume that X i ≤ S i moles of molecules are released into the environment. Thus, we will have
In other words, S i reduces to S i − X i because of molecule release and then recharges to f (S i − X i ).
We assume that the transmitter starts off empty, i.e., S 0 = 0. If we have no transmission (X i = 0) and just recharging, we will have S i = f (S i−1 ) for i = 1, 2, . . . ; and thus,
Since we assumed that f (s) ≥ s for all s, the equation
be the amount of molecules after recharging for infinite time (when there is no transmission); we set ϕ = ∞ if the sequence f i (0) tends to infinity (as discussed later). From (5), it follows that given any s * ∈ [0, ϕ), it is possible to save molecules for a finite number of time instances n 0 and reach the molecular level s * or larger in the transmitter's reservoir (when there is no transmission). That is S n 0 ≥ s * . We say that the transmitter has finite molecule capacity and saturates if ϕ < ∞, and has unbounded molecule capac-
which we can interpret as f (ϕ) = ϕ for ϕ = ∞ by symbolically extending the domain of f to include ∞.
With the assumption that the transmitter starts off empty, we only need to define the function f over the interval [0, ϕ]. The reason is that for any transmission sequence {X i } satisfying X i ≤ S i , we will have S i ≤ ϕ. This follows from induction
where we use the monotonicity property of f (·). Hence, we assume that the function f (·) is well-defined over [0, ϕ].
D. Channel Capacity
The transmitter wishes to send the message M which is uniformly distributed over the set M = {0, 1} k to the receiver in n channel uses. The communication rate is R = k /n bits per channel use. The rate R is achievable if for any 0 < ≤ 1 there exists a code (respecting the transmitter's input constraints) with rate R − whose average error probability is less than . The channel capacity C is the maximum achievable communication rate.
Capacity calculation is complicated due to the memory introduced into the problem by the constraints on the transmitter. The transmitter should adapt its molecule release to the amount of produced molecules in the current time-slot and the consumed molecules in the previous time-slots. Thus, the transmitter has memory.
III. MC CHANNEL WITHOUT ISI
In this section, we present our main results on the capacity of an MC channel without ISI, i.e.,
Then the channel capacity C with molecule production function f and dark noise λ satisfies:
where R ·,· andR ·,· are defined in Definition 1.
Proof: To see the upper bound, note that the number of molecules produced in each recharging period cannot exceed Δ u . Therefore, the average number of consumed molecules cannot be larger than Δ u :
Observe that R λ,p 0 Δu is the capacity of the channel Y ∼ Poisson(λ + p 0 X ) under the average input cost constraint Δ u given in (9) . As a result, the upper bound then follows from the known result on the capacity of memoryless channels with an average input cost constraint [36] . Because we assume no ISI in this section, our channel is a memoryless Poisson channel and the result of [36] can be utilized. It remains to prove the lower bound on the capacity: C ≥ R λ,p 0 Δu . Take an arbitrary s ∈ [0, ϕ) and let
We now prove thatR λ,p 0 c is an achievable rate. This will complete the proof because s has been chosen arbitrarily in [0, φ), and furthermore
To show thatR λ,p 0 c is achievable, it suffices to show that for any arbitrary distribution p X on [0, c], the mutual information
where we used the monotonicity property of f. Since s ∈ [0, ϕ), we can use the save strategy at the beginning and wait for a finite number of time instances to reach the molecule level s or larger in the transmitter's reservoir. If we wait for one more time step, we reach the molecule level s * = f (s). Hence, there is some finite number n 0 such that S n 0 ≥ s * assuming that we do not transmit any molecules in the first n 0 time steps.
We would like to start transmitting in time instances i > n 0 . We claim that if we limit the transmission level to c, then transmitter's molecular reservoir will not drop below s * . In other words, if X i ≤ c for i > n 0 we have S i ≥ s * for all i > n 0 . This follows from induction. Assuming that S i ≥ s * and using the fact that X i ≤ c, we have
The above argument shows that it is possible to transmit any sequence X i satisfying X i ≤ c for all i > n 0 , as the molecular reservoir is always at least s * and hence never hits zero. By letting the blocklength n tend to infinity, the initial finite time instances n 0 becomes negligible compared to transmission length n and results in no rate loss. We obtain the achievability ofR λ,p 0 c = sup p X : X ≤c I (X ; Y ) via Shannon's point to point achievability scheme, i.e., by constructing i.i.d. codewords from a p X defined on [0, c].
Theorem 2: Assume that ϕ = ∞. Let
Then the channel capacity with molecule production function f and dark noise λ can be bounded from below as follows:
where R ·,· is defined in Definition 1.
Proof of Theorem 2 is given in Appendix A. Remark 1: Theorems 1 and 2 give a tight characterization of capacity C for the case of infinite transmitter storage capacity ϕ = ∞ if Δ = Δ u . For example, this occurs if f (s) = s + c for some constant c, i.e., when we have a constant production rate. Theorem 2 is comparable with an EH system with an infinite battery [5] . In [5] , it is shown that the capacity of Gaussian EH channel with an infinite battery, with the average arrived energy P, is equal to the capacity of the Gaussian point-to-point channel with average power constraint P.
As argued in the above remark, we have a tight characterization of the channel capacity C provided that Δ = Δ u and ϕ = ∞. Now, consider the case of a finite (but large) transmitter storage capacity ϕ < ∞. If ϕ is very large, we would expect the lower bound of Theorem 2 to be near optimal. However, the lower bound in Theorem 2 requires the assumption of ϕ = ∞. To address this, in Theorem 3 below we find another lower bound on the capacity when ϕ < ∞. Of particular interest is the explicit lower bound given in Corollary 1 after the statement Theorem 3.
Before giving the statement of Theorem 3, we discuss its main idea. As mentioned in the introduction, our problem may be viewed as communication over a medium with state: This is due to the fact that the transmitter has memory, and the level of the storage can be considered to be the state of the system. The level of the storage limits the number of released molecules in each transmission. In other words, it is not possible to send any arbitrary input sequence x n ; one has to ensure that x i ≤ s i where s i is the storage level at time i. Now, let us assume that a distribution p(x n ) over the set of admissible input sequence x n of length n, and consider the n-letter mutual information 1 n I (X n ; Y n ). This n-letter mutual information serves a lower bound on the capacity of the channel as long as suitable technical conditions are satisfied. More specifically, a sufficient condition is given in [30, eq. (3) ] utilizing the concept of AMS sequences (see equation (1)).
The input distribution p(x n ) that we shall impose over the set of admissible input sequence x n follows from a Markov chain construction. The construction of the Markov chain is as follows. Observe that when we have s moles of molecules in the storage, we are allowed to release x ≤ s moles of molecules into the medium. Consider the following strategy: having s moles of molecules, we draw a number x from a given conditional distribution q X |S (x |s) and release x moles of molecules into the medium. The transmitter storage is left with s − x remaining molecules, and is recharged to f (s − x) moles in the next time step. By repeating this strategy, the amount of molecules in the storage is described by the following Markov chain:
We consider the distribution on X n imposed by this Markov chain. In doing the analysis, we observe that as we are using the same transmission law q X |S (x |s) in each step, and we assume that the distribution of S i converges to a stationary distribution q S as i tends to infinity.
Theorem 3: Assume that ϕ < ∞. Let q X |S (x |s) be a conditional distribution on
such that the Markov chain S 0 = 0, S i+1 = f (S i − X i ) with p X i |S i = q X |S asymptotically converges to a stationary distribution q S , i.e., p S i tends to q S in total variation distance as i tends to infinity. Then the channel capacity with molecule production function f and dark noise λ can be bounded from below as follows:
where I(X; Y | S) is computed with respect to
Here p Y |X is the Poisson channel Y ∼ Poisson(p 0 X + λ). Corollary 1: Take some arbitrary positive reals E and A < ϕ. Then the channel capacity with molecule production function f and dark noise λ can be bounded from below as follows:
where C P (λ, E, A) is given in (2) and ϑ is defined as follows: let p (x ) be the pdf maximizing C P (λ, E, A) in (2). Consider the conditional distribution q X |S (x |s) on the set (14) as follow:
In other words, the amount of released molecules is zero if there is less than A moles of molecules in the transmitter storage. On the other hand, if s ≥ A, the number of released molecules is drawn from p (x ). Note that p (x ) = 0 for x > A, so the amount of released molecules x does not exceed A, which is in turn less than or equal to s. Hence the condition x ≤ s is always satisfied. Form the Markov chain S 0 = 0, S i+1 = f (S i − X i ) with p X i |S i = q X |S and let q S be the stationary distribution on S.
Proof of Theorem 3: Assume that we start with S 0 = 0 and choose X i from S i according to q X |S . Consider the update
We claim that {(S i , X i , Y i )} is an AMS sequence. As argued in [30] , the AMS condition allows us to conclude that
is a lower bound on the capacity of the channel. Next, we
Markov chain (on a countable state space) starting from S 0 = 0. Furthermore, from the definition of the q S ,X in the statement of the theorem, q S is a limiting stationary distribution for this Markov chain and p S i converges to q S in total variation distance. Because
will be proven to be an AMS sequence. To sum this up, we have that
is a lower bound on the capacity of the channel. Next, note that
where we used the fact that Y i → X i → S i and Y i → S i → Y 1:i−1 form Markov chains, which are implied from (21) . Because p S i ,X i ,Y i tends to q S ,X ,Y as i tends to infinity, we have
IV. MC CHANNEL WITH ISI
In this section, we present our main results on the capacity of the MC channel with ISI. As we mentioned in Section II-B, in this channel X i and Y i ∼ Poisson(λ + i j =0 p j X i−j ) represent the channel input and the channel output, respectively (see Fig. 1 ). Let C(p) denote the capacity of a channel with coefficient sequence p = (p j ) j =0,1,... . Calculation of C(p) is complicated by the fact that the channel has memory.
As shown in Section II-B, the channel coefficient sequence p = (p j ) j =0,1,... depends on the communication medium. In particular, p j = h(jT s ) where T s is the duration of the time-slot and h(t) is the impulse response function, i.e., the concentration of molecules at the receiver at time t if one mole of molecules is instantaneously released at time 0 from the transmitter. Computing the impulse response function h(t) requires solving Fick's law of diffusion with the proper initial and boundary conditions. However, it might be the case that the parameters of the medium such as the shape of the boundary of the medium, diffusion coefficient or its drift velocity are not precisely known. In this case, it will not be possible to uniquely determine the channel coefficient sequence p. Instead, by considering different possibilities for the parameters of the medium, one can come up with a class P of the possible channel coefficient sequences.
Suppose that the channel coefficient sequence p belong to a class P. Here, we consider two scenarios: the first scenario assumes that the transmitter is aware of the actual p ∈ P, but the receiver only knows the class P and is unaware of the sequence p ∈ P. A rate is achievable if there is a sequence of coding strategies for the transmitter and receiver whose error probability vanishes regardless of the choice of p ∈ P. The second scenario is the other way around; it assumes that the receiver is aware of the actual p ∈ P, and the transmitter only knows the class P. Thus, the two scenarios differ in terms of whether the "channel state information" is available at the transmitter or receiver.
To state our results, we begin by a definition. Definition 2: Given two sequences p = (p j ) j =0,1,... and p = (p j ) j =0,1,... of channel coefficients, we sayp p if
for some nonnegative sequence q 0 , q 1 , . . . satisfying
Intuitively speaking,p p can be understood as a channel with a coefficient sequencep having a more spread out channel coefficient profile than the channel with a coefficient sequence p. Example 1: As an example, given anyp we havep p where p = (p j ) j =0,1,... is defined as follows: p i = 0 for i ≥ 1 and p 0 is any number greater than or equal to ip i .
Our main results are as follows. Theorem 4: Assume that the molecule production function f (·) is a concave function (in addition to the earlier assumptions of f (s) ≥ s and f being a monotonically nondecreasing function). Take some channel coefficient sequencep = (p j ) such thatp p for all p ∈ P. Then, C(p) is an achievable rate for any channel coefficient profile p ∈ P when p is known only at the transmitter.
Theorem 5: Take some channel coefficient sequencep = (p j ) such thatp p for all p ∈ P. Then, for any molecule production function f (·), C(p) is an achievable rate for any channel coefficient profile p ∈ P when p is known only at the receiver.
Corollary 2: We are interested in the channel capacity when the channel coefficient sequence p ∈ P is unknown at the transmitter. Since the channel coefficient sequence p can be any member of P, the channel capacity cannot exceed min p∈P C(p), i.e., the capacity of the worst channel coefficient. The reason is that if the transmitter uses a code with a rate R > min p∈P C(p), then this rate will be above the the capacity C(p) for some channel coefficients p ∈ P and reliable decoding the message will be impossible for these channel coefficients (even when the channel coefficient information is available at the decoder). Now, consider the special case that for some channel coefficient sequencep ∈ P we have that p p for all p ∈ P. Then, from Theorem 4, C(p) is achievable. On the other hand, under the assumption thatp ∈ P, C(p) is greater than or equal to min p∈P C(p). Therefore, the channel capacity has to equal C(p) in this case, and Theorem 5 would give us a tight characterization of the capacity. Remark 3: From Example 1, we know that given any channel coefficient sequencep = (p j ), the sequence p = ( jp j , 0, 0, . . . , 0) satisfiesp p. Since p corresponds to a memoryless channel, the above theorems confirm that ISI cannot be utilized to increase the channel capacity.
Proof of Theorem 4: In this case, the receiver is unaware of the p ∈ P. The receiver proceeds with the assumption that the true channel coefficient isp. The idea is to show that any code for a channel with coefficientp can be "simulated" by a code for channel p at the transmitter. More specifically, choose an arbitrary n-code of rate R designed for a channel with coefficientsp consisting of a set of codewordsx n (m) for m ∈ {1, 2, . . . , 2 nR }. The codeword x n (m) satisfies the transmitter molecule production constraint (i.e., transmission in each stage is less than the amount of molecules available in the transmitter reservoir). The receiver assumes that the actual channel coefficient isp and uses the decoding algorithm for this channel code. The transmitter gets the true channel coefficient p and uses the following strategy.
1) Fromp
p, it computes a nonnegative sequence (q 0 , q 1 , . . .) such that
2) To transmit message m ∈ {1, 2, . . . , 2 nR }, it transmits j = 0, 1, . . . , n, (23) on the channel, wherex n (m) is the codeword of the codebook forp corresponding to message m. With this strategy, the receiver gets
Therefore, Y i ∼ Poisson(λ + i j =0p i−jxj (m)), as if the codewordx n (m) was transmitted over a channel with the coefficient sequencep. Hence, (23) allows for the simulation of channelp from channel p.
The crucial and more difficult step is to show that the sequence of transmission x n (m) defined in (23) satisfies the transmitter cost constraint. To prove this, we use the assumption that each codewordx n (m) satisfies the transmitter cost constraint. That is,x
wheres 0 (m) = 0 ands i (m) = f (s i−1 (m) −x i−1 (m)) is the number of molecules in transmitter's reservoir at time i if message m is transmitted. Our claim follows from Lemma 1 in Appendix B.
Proof of Theorem 5: In this case, the transmitter is unaware of the p ∈ P. The transmitter proceeds with the assumption that the true channel coefficient sequence isp. The idea is to convert the channel p to the channelp by an operation at the receiver. Choosing an arbitrary n-code of rate R designed for a channel with a coefficient sequencep consisting of a set of codewordsx n (m) for m ∈ {1, 2, . . . , 2 nR }, the transmitter sends the codewordx n (m), assuming that the actual channel coefficient sequence isp. The receiver gets the true channel coefficient sequence p and uses the following strategy: fromp p, the receiver computes a nonnegative sequence (q 0 , q 1 , . . .) such thatp
Next, having received the sequence (Y 0 , Y 1 , Y 2 , . . . , Y n ) , the receiver produces the sequence (Ỹ 0 ,Ỹ 1 ,Ỹ 2 , . . . ,Ỹ n ) as follows: for each 0 ≤ k ≤ n, we produce random variablesŶ 0k ,Ŷ 1k ,Ŷ 2k , . . . ,Ŷ kk , Z k from a multinomial distribution with Y k balls and probability sequence (q k , q k −1 , . . . , q 0 , 1 − k i=0 q i ). We assume that the vari-ablesŶ 0k ,Ŷ 1k ,Ŷ 2k , . . . ,Ŷ kk , Z k for different values of k are produced independently. Next, assume that the receiver draws mutually independent "noise" random variables N j ∼ Poisson(λ(1− j i=0 q i )) independent ofŶ ij for all i, j. Then, we letỸ
, 0 ≤ i ≤ n, are independent givenx n (m). By the thinning property of Poisson distribution, and the fact that the sum of independent Poisson random variables is again a Poisson random variable, we obtain thatŶ ij ∼ Poisson(q j −i (λ + i k =0 p i−kxk (m))) and furthermore,Ŷ ij for different values of i, j are mutually independent. We havẽ
Furthermore,Ỹ j for different values of j are mutually independent because they involve summation over disjoint sets of Y ij . As a result,Ỹ i is exactly what we obtain ifx n (m) were passed through the channelp. This completes the proof of the receiver being able to apply a post-processing to convert the channel p top.
V. NUMERICAL ANALYSIS
To compare how tight our bounds of Theorem 1 are, we need to study R λ,c andR λ,c for c = p 0 Δ u . Fig. 2 and Fig. 3 plot these two bounds of Theorem 1. The quantities R λ,c andR λ,c are defined as special cases of C P (λ, E, A) as mentioned in Definition 1. Computing R λ,c andR λ,c involves an optimization problem over input distributions. Unfortunately, no explicit solution for this optimization problem exists and we used the Blahut-Arimoto algorithm [37] to plot Fig. 2 and Fig. 3 . However, despite the lack of an analytical expression, C P (λ, E, A) has been the subject of several studies in the literature [38] - [43] . These results can be used to find explicit bounds on R λ,c andR λ,c . From [40, Ths. 3, 7] , we know that for any given fixed λ, the differences |R λ,c − 1 2 log(c)| and |R λ,c − 1 2 log(c) + 1 2 log( πe 2 )| vanish as c tends to infinity. As a result, for large values of
implying that there is a constant gap between the lower and upper bounds. Furthermore, the ratio of the lower and upper bounds of Theorem 1 is almost one for large values of c.
While the above theoretical result holds as power c tends to infinity, considering Fig. 2 for background noise λ = 0, we see that the curves for both R λ,c andR λ,c have a logarithmic behaviour for small values of c (which is also similar to the shape of the capacity of an AWGN channel versus the input power). However, in Fig. 3 for a larger background noise λ = 20, the curveR λ,c displays an initial irregularity and then follows a logarithmic curve only after around c ≥ 20. Next, both the curves in Fig. 3 are smaller than the curves in Fig. 2 which is consistent with the fact that the capacity decreases as we increase the background noise λ.
For small values of c, the behaviour of R λ,c is known when the dark noise λ is also small. It is shown in [38, Proposition 1] that for any μ ≥ 0, we have R μc,c = O(c log 1 c ). On the other hand, from [25, Example 2] , we know that
Therefore, R μc,c is of a larger order thanR μc,c for small values of c = p 0 Δ u . In this case the gap between the lower and the upper bounds of Theorem 1 are large. However, note that the lower bound of Theorem 2 is given in terms of R ·,· rather thanR ·,· . Therefore, the lower bound of the Theorem 2 is a more suitable for small values of p 0 Δ u if p 0 Δ is also small. Finally, in Fig. 4 , we compare the bound of Corollary 1 (of Theorem 3) with the bounds of Theorem 1. Here, the transmitter storage capacity is assumed to be ϕ = 2500 and the recharging function is taken to be f (s) = min(s + c, ϕ). Therefore, from (7) we have that Δ u = c. For simplicity, we assume p 0 = 1. For the bound of Corollary 1, we choose E = c and A = 1000/c. The numerical calculations show that the value of ϑ is in the interval [0.99, 1] for the range of c plotted in this figure. As one can see the lower bound of Corollary 1 is very close to the upper bound in Theorem 1, and presents a considerable improvement over the lower bound of Theorem 1 for this example. The small gap between the lower bound of Corollary 1 and that the upper bound in Theorem 1 shows that the upper bound of Theorem 1 is nearly optimal. This is not surprising because ϕ = 2500 is a relatively large number. For the case of ϕ = ∞, the upper bound in Theorem 1 is shown to be tight in Remark 1.
VI. CONCLUSION
In this paper, a molecular communication (MC) system is considered in which the information is encoded in the concentration of the molecules, and the molecule generation process causes some constraints on the transmitter. Moreover, it is assumed that the number of received molecules at the receiver follows a Poisson distribution of the channel input.
Two scenarios on the MC channel with no Inter-symbol Interference (ISI) and the MC channel with ISI were studied. For the case of no-ISI scenario, lower and upper bounds on the channel capacity were derived. For the case of channels with ISI, we provided a capacity result for the cases where the channel coefficient sequence is known either at the transmitter or at the receiver.
APPENDIX A
Proof of Theorem 2:
We prove that R λ,p 0 c is an achievable rate for any c < Δ . By the definition of Δ , there exists some s * > 0 such that for any s ≥ s * we have
To prove that R λ,p 0 c = sup p X : E[X ]≤c I (X ; Y ) for the channel Y ∼ Poisson(λ + p 0 X ) is achievable, it suffices to prove the achievability of I (X ; Y ) for an arbitrary distribution p X satisfying E[X ] < c. The idea is to mimic the proof of [5, Lemma 1] here and prove this by considering distributions on a finite support. Take some positive real number K ≥ c, and an arbitrary distribution p X of finite support on [0, K] satisfying E[X ] < c. It is argued in [5] that achievability of I(X; Y) for such finite support distributions is enough to show the achievability of R λ,p 0 c . As in [5] , we use the save-and-transmit strategy: we wait at the beginning for a constant n 0 time slots and save molecules so that the amount of saved molecules exceeds a constant number w, i.e., S n 0 +1 ≥ w (to be specified later). Because ϕ = lim i→∞ f i (0) = ∞, we can reach a given level w in a finite number of steps n 0 , i.e., for any w there exits some n 0 such that f n 0 (0) ≥ w . Since n 0 is a constant, not depending on the blocklength n, the initial save phase will not affect the achievable rate.
The second phase is the transmit phase which lasts for n−n 0 time slots. Here, we utilize a standard random codebook with entries drawn i.i.d. according to p X . Based on the message we wish to transmit, we choose a codeword. This codeword is transmitted in time slots n 0 + 1 to time slot n (with the total length of n−n 0 ). Let us denote the randomly chosen codeword by X n 0 +1 : n where the sequence X i for i ∈ [n 0 + 1 : n] are i.i.d. according to p X . In order to be able to send this codeword, we need to ensure that the molecular reservoir has enough molecules to sustain the transmission of the sequence X n 0 +1 : n . In other words, if for some index i ∈ [n 0 + 1 : n], S i < X i , transmission of X i will be infeasible and the encoder will fail. We wish to prove that the probability of this failure can be made arbitrarily small.
In order to analyze the behaviour of S i , we should keep track of the amount of charging and decharging of the molecular reservoir. Observe that as long as S i ≥ K + s * , we have S i − X i ≥ s * and hence from (25) we have
In other words, a production of c moles of molecules is guaranteed as long as the molecular reservoir level stays above K + s * . We choose the amount of saved molecules in the first phase, w, to ensure that with high probability, starting from w molecules, S i remains above K + s * in the second phase, so that (26) remains valid for i ∈ [n 0 + 1 : n]. More precisely, we shall prove that for any δ > 0, there is some w such that for starting with S n 0 + 1 ≥ w at the beginning of the second phase, we have P ⎛ ⎝ n i=n 0 +1
Now we prove (27) . Consider the event that there is some index j ∈ [n 0 + 1 : n] such that S j < K + s * . In this case, let i be the smallest index i ∈ [n 0 + 1 : n] such that S i < K + s * . Then, by the definition of index i, for any index t ∈ [n 0 + 1 : i − 1] we have S t ≥ K + s * . Noting (26) for t ∈ [n 0 + 1 : i − 1], we obtain that S t+1 ≥ S t + c − X t , and hence by summing up over t ∈ [n 0 + 1 : i − 1] we obtain that
From S n 0 +1 ≥ w and S i < K + s * , we obtain that
Therefore, the event that there is some index j ∈ [n 0 + 1 : n] such that S j < K + s * is a subset of the event that (28) holds for some i ∈ [n 0 + 1 : n]. As a result, we obtain that P ⎛ ⎝ n i=n 0 +1
By the strong law of large numbers, we have 1 m
as m → ∞. Since c − E(X ) > 0 we obtain that 
We can now bound the right hand side of (29) from above using the union bound as follows:
Observe that c − X t ≥ c − K . As c − K ≤ 0, for any i ∈ [n 0 + 1 : n 0 + k 0 − 1] we have i t=n 0 +1 (c − X t ) ≥ (k 0 − 1)(c − K ).
As a result, if
the probability P( i t=n 0 +1 (c − X t ) ≤ K + s * − w ) must be equal to zero, and the right hand side of (29) will be at most δ and this will complete the proof. To achieve (33), we can simply set w = K + s * + (k 0 − 1)(K − c) + 1. The value of w depends on δ through k 0 .
APPENDIX B
Lemma 1: Let (x 0 ,s 0 ,x 1 ,s 1 , . . .) be a sequence satisfying s 0 = 0,x i ≤s i , ands i+1 = f (s i −x i ) for i ≥ 0. Let q 0 , q 1 , . . . be a sequence of nonnegative numbers satisfying i q i ≤ 1. Let
q j −kxk , j = 0, 1, . . . .
Then, assuming that f is a concave molecule production function, there is a sequence (s 0 , s 1 , . . .) of nonnegative numbers satisfying s 0 = 0, x i ≤ s i and s i+1 = f (s i − x i ) for any i ≥ 0.
Proof of Lemma 1: We begin by first proving the following fact about the function f : given any nonnegative numbers α i and v i such that i α i ≤ 1 we have
To see this, let κ = j α j ∈ [0, 1]. Then,
where (35) from Jensen's inequality for the concave function f. We prove the Lemma by induction on i. We form the induction by assuming a stronger induction hypothesis: we assume that we have defined s i for i ≤ T such that x i ≤ s i , s i = f (s i−1 − x i−1 ) and additionally
Then, we prove that s T +1 = f (s T − x T ) will satisfy
The base of the induction is clear. Sincex 1 ≤s 1 = 0, we have x 1 = q 0x1 = 0. Therefore, x 1 ≤ s 1 = 0 and s 1 ≥ q 0s1 hold. Equation (38) holds because
