Intrusion Detection and data mining are the major part of almost every application. With a diverse expansion of internet use, there are millions of intrusions that need to be detected and to get rid of them. Intrusion Detection System (IDS) is an effective tool that helps to prevent unauthorized access to system resources by various mechanisms and one among them is using machine learning tool called weka. It is an open source environment available for machine learning and data mining that could be used for classification of attacks. Collection of machine learning algorithms for data mining task written in java used for classification, clustering, association etc. This paper emphasis on performance evaluation and comparison of various classifiers on the basis of different types of attacks The paper is set to make comparative analyses among machine learning algorithm zeror, oner, naive, J48.
I. INTRODUCTION
An intrusion detection system (IDS) is a type of security software designed to alert administrators when someone or something is trying to compromise information system through malicious activities or through security policy violations. An IDS works by monitoring system activity through examining vulnerabilities in the system, the integrity of files and conducting an analysis of patterns based on already known attacks. The IDS can be classified into two categories .a) A host based intrusion detection System that monitors the activities associated with an individual host. It would only access the data coming in or going out from other host system. b) Network intrusion detection system on the other hand would monitor complete network traffic. There are two general categories of Intrusion detection system: Anomaly based intrusion detection and signature based intrusion detection. Anomaly IDS is quiet complex. In real life it is just like security guard who protects people from theft, robbery or any illegal activity. In technical terms it collects all the data packets that are coming towards the network. Then it distinguishes the packets as legal & illegal allows only genuine raffic to pass through the network. At the initial state Anomaly detection system monitors the functioning of the network and makes a pattern of its working. When a packets tries to enter the network its behavior get analyzed, and if it produces anomalous behavior, it will be considered as attack and will not be allowed to enter the network. But anomaly detection cost high processing overheads. Whereas Signature based IDS makes use of database to identify the type of attack. The database consist of type of attack and all the information like its nature, its evidence etc. Whenever the agent collects the data first it compared with the list of attacks stored in the database, and only if the behavior matches, data will not be allowed to enter the network. But it has a disadvantage that the database must be consistently maintained. This can lead to building a huge database which takes up a lot of space .The database need to be specific so that variations on known attacks are not missed [1] .
II. INTRODUCTION TO KDD99 DATASET
The term Knowledge Discovery in Database is a vast process of retrieving useful information from large set of data and emphasize on high level applications of data mining. It is of interest to researchers in machine learning, pattern recognition, databases, statistics, artificial intelligence, knowledge acquisition for expert systems, and data visualization [2] . The 1998 DARPA Intrusion Detection Evaluation Program was prepared and driven by MIT Lincoln Labs. The goal was to examine and explore different ways of intrusion detection. A standard set of data was estimated, which includes a variety of intrusions simulated in a military network environment .The KDD'99 dataset is a part of DARPA dataset which is prepared by Sal Stofo and Wenke Lee. The KDD dataset was acquired from raw tcpdump data for a period of nine weeks. It is formed by including large number of network traffic activities that include both general and malicious connections. [3] A. Types of Attacks DOS Attacks:A DOS which also refers as distributed denial of service is a method in which users working on a particular system failed to use the resources and couldn't complete their work. Eventually the resource sits idle and the system slows down, may leads to the system crash.
User to Root Attack: In this type of attack the sniffer or attacker tries to log in to user account and if successful then tries to gain the access to administrator or super user rights and exploits the system.
Probing: In this attack, the attacker unlike the above two attacks examines the network of computers and examines it to find the delicate points from where attacker an easily enters the network and exploit the network by malicious activity.
Remote to User Attack (R2U):
In this type of attack, an attacker first enters the network illegally and then sends malicious packets over the network to exploit the system or at times to gain access to secret information [4] . 
IV.DATA MINING CLASSIFICATION METHODS
A. ZeroR classifier: It is the basic method for classifying different data sets. This technique gives the result in favour of common class. For example Consider the "Weather" data set. It consist of four attributes outlook, temperature, humidity and windy with their corresponding values and a class play which can have any values among yes or no. Now suppose that dataset "Weather" consist of 10 instances among which 6 instances shows that child can play and 4 instances shows that child cannot play .So when ZeroR classifer runs it results in "child can play". It means that zeror results in favour of majority without predicting about other outcomes. It is low level classifier and cannot be therefore used on complex data set.
B. OneR classifier:
OneR, short for "One Rule", is better then ZeroR classifier.It is a simple, yet accurate, classification algorithm that generates a rule for each instance in the data set and selects the rule with the minimum error rate..
C. NaiveBayes classifier:
The naive Bayes model is a heavily simplified Bayesian probability modelthat calculates a set of probabilities by counting the frequency and combinations of values in a given data set. The algorithm uses Bayes theorem and assumes all attributes to be independent given the value of the class variable [6] . Thus it is completely opposite strategy when compared with OneR classifier .Here all attributes are equally important unlike OneR classifier but attributes are statistically independent i.e. knowing the value of one attribute does not provide any information about the value of another attribute.
D. Decision tree algorithm J48: J48 classifier is a simple C4.5 decision tree for classification. It creates a binary tree.
It is an open source Java implementation of the C4.5 algorithm in the Weka data mining tool. C4.5 is a program that creates a decision tree based on a set of labelled input data. This algorithm was developed by Ross Quinlan. It is the most useful approach in classification problem. With this technique, a tree is constructed to model the classification process. Once the tree is built, it is applied to each tuple in the database and results in classification for that tuple [7] .
V.STANDARD TERMS a. True Positive Rate: If the outcome from the prediction is same as that of actual value, then it is called as true positive. Tp= Tp/Tp+ FN.
b.
False Positive Rate: If the outcome from the prediction is different from the actual value, then it is called as false positive. Fp= Fp/FP+TN.
c.
Precision: It is the ratio of the number of relevant records retrieved to the total number of irrelevant and relevant records retrieved. It is usually expressed as apercentage.TP/TP+FP.
d.
Recall: It is the ratio of the number of relevant records retrieved to the total number of relevant records in the database. So it is the least used classifier for determining intrusions. OneR classifier on the other hand works better in detecting attacks as compared to zeroR classifier .It sets rule for each of the attributes in dataset and selects that rule which has the lowest error rate unlike the zerorR. Naive Bayes classifier follows the probabilistic method (Bayes theorem).From above it can be seen that naive works well in determining Denial of service attacks(back, land , neptune , pod, smurf, teardrop,) as compare to other attacks. J48 classifier on the other hand builds a decision tree and works on each node of the tree.
VI. ENSEMBLE LEARNING
Using a single classifier on a data set may not give the accurate results. One of the ways to overcome this problem is ensemble learning i.e. not to choose best-performing learning scheme for the dataset (using cross-validation) but to use them all and combine the results. In Weka we can select multiple classifiers to be used in together for the analysis of dataset. The package used is weka.classifier.meta.vote.
A. Majority Voting
If you select majority voting as the combination rule, then each of these classifiers will predict a nominal class label for a test sample. The label which was predicted the most will be taken as the output of the vote classifier Consider a real life example, when there is a need to make a critical decision several suggestions are taken from number of experts instead of relying only on the judgment of one expert. [8] In data mining also the model generated by a classifier can be regarded as an expert and if we combine several models then that would create an ensemble. But ensemble does have a disadvantage also: it get hard to analyze several models and their result at the same time. 
VII CONCLUSION
This paper presents a study and comparative analysis between various machine learning classifiers such as zeror, oner, naive bayes, J48. And among them it can be concluded that Naive Bayes and Decision Tree are surely the best algorithms for the better results as ZeroR and OneR algorithms are used just to give a start-up, It also explains briefly the types of attacks such as DOS, U2R, R2L, Probes. Each classifier has its own merits that help in improving the accuracy of classifier and to achieve efficiency in detecting various attacks and their types. Also to overcome the demerits of each classifier a technique called as majority voting has been explained. Future work includes testing more attacks with more classifiers and how it works in other real time environment.
VIII FUTURE SCOPE
These intrusion detection techniques provides a different outlook into security and network issues that an organization face .Weka the data mining tool, is a collection of machine learning algorithm that can be implemented in every real-life data mining application. It can also be used in other fields such as medical, education, marketing etc and can also be used to make comparison among other machine learning algorithms.
