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Abstract 
By building the generalized Sigmoid function relationship between normalized step-size and the power of error signal, 
a novel variable step-size NLMS algorithm is proposed. It is proved that the step-size of NPVSS-NLMS changes as 
the new algorithm does when A=σv-m and B=2. The physical meanings of the parameters in this algorithm are 
explored. The theoretical analysis illustrate that this algorithm combine the virtues of NPVSS-NLMS and Sigmoid 
function, and it leads to faster convergence rate and lower final misalignment. The computer simulation results 
support the theoretical analysis. 
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1. Introduction 
Adaptive filter has found applications in numerous and diverse fields, such as system identification, 
channel equalization, predictive coding, and noise cancellation, etc. The normalized least-mean-square 
(NLMS) algorithm is a widely used adaptive algorithm due to its computational simplicity and easy of 
implementation [1], [2], [3]. However, the optimal of the step-size of the NLMS algorithm is dictated by a 
tradeoff between convergence rate and steady-state excess error and has been frequently addressed in the 
literature. 
 
This work is supported by Foundation of Science and Technology on Communication Information Security Control Laboratory 
under Grant No. 9140C13030111DZ4603, NSFC under Grant No.61102091. 
* Corresponding author: Yong-Gang Zhu. Tel.: +86-25-80827326. 
E-mail address: zhumaka1982@163.com. 
Open access under CC BY-NC-ND license.
Open access under CC BY-NC-ND license.
1182  Yong-Gang Zhu et al. / Procedia Engineering 29 (2012) 1181 – 11852 Author name / Procedia Engineering 00 (2011) 000–000 
To meet the conflicting requirements of fast convergence rate and low misadjustment, many variable 
step-size adaptive algorithms have been proposed. All these variable step-size algorithms may be classified 
by the derivation method. The first class of the variable step-size algorithms are derived under some 
constrain conditions, such as the estimation error e2(n) descents the fastest according to the step-size μ(n) 
[4], e2(n) descents the fastest according to the regularization parameter δ(n) [5], the misadjustment 
E||Δw(n)||2 descents the fastest according to μ(n) [6] and so on. Benesty [2] proposed the optimal variable 
step-size algorithm (NPVSS-NLMS), the posteriori estimation error E{ε2(n)} of which achieving the 
variance of the noise. Valin derived the similar variable step-size algorithm under the constraint that 
minimizing E||Δw(n)||2. The second class of variable step-size algorithms are known as “heuristic” 
algorithm, which are proposed under some intuitionistic rules, such as increasing the step-size to increase 
the convergence rate, minimizing the step-size to minimize the steady-state error and so on. Although the 
heuristic algorithms have good convergence rate and steady-state error, the performances of these 
algorithms are difficult analysis, because they step-size rules are randomly. And the physical meanings of 
the parameters of these algorithms are not explicated, so it is difficult to setting the parameters in practical 
application. 
A new variable step-size NLMS algorithm based on generalized Sigmoid function is derived. The new 
algorithm and the NPVSS-NLMS algorithm have similar performance. We have demonstrated the physical 
meaning of the parameters of the new algorithm, which can be adjusted conveniently in practical 
application. 
2. Signal Model 
The reference data dn of the adaptive filter at time n can be expressed as 
( ) ( ) ( )Td n n v n= +x w          (1) 
where w=[w0, w1, …, wM-1]T denotes the unknown M×1 column vector to be estimated, x(n)=[x(n), x(n-
1), …, x(n-M+1)]T denotes M×1 column input vectors, v(n) accounts for measurement noise supposed to be 
independent with input signal x(n), and M is the order of the unknown system. 
Let us define w(n) as an estimate for w at time n. Then we can define a priori estimation error e(n) and a 
posteriori estimation error ε(n) as, respectively 
( ) ( ) ( ) ( )Te n d n n n= − x w ,  ( ) ( ) ( ) ( 1)Tn d n n nε = − +x w     (2) 
Consider the linear update equation 
( 1) ( ) ( ) ( ) ( )n n n e n nμ+ = +w w x         (3) 
where μ(n) is a positive scalar known as the step-size, included to control the changes along the selected 
direction. The simplest way is setting the step-size as a sufficiently small constant μ. Then, the obtained 
algorithm is the traditional LMS algorithm [1]. Another reasonable way to derive a μ(n) that make (3) 
stable is to cancel the a posteriori estimation error . Replace (3) in (2) with the requirement ε(n)=0, we 
easily find that μNLMS(n)=1/xT(n)x(n). Therefore, the obtained algorithm is the classical NLMS algorithm [1] 
( ) ( ) ( ) ( ) ( ) ( )1 Tn n e n nn n
μ+ = +w w x
x x
       (4) 
where 0<μ<1 is used to guarantee the convergence of the algorithm. While the above procedure makes 
sense in the absence of noise, finding the μ(n), in the presence of noise, that cancels (2) will introduce noise 
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in w(n) since xT(n)[w-w(n)]=-v(n)≠0. A more elaborate method is to replace (3) in (2) with the requirement 
E{||ε(n)||2}=σv2, the optimal variable step-size algorithm can be derived (NPVSS-NLMS) [2]: 
( ) ( ) ( ) ( ) ( ) ( )NPVSS NLMS
1 1 vT
e
n n n
n n n
σμ μ ασ
⎛ ⎞= − =⎜ ⎟⎜ ⎟⎝ ⎠x x
      (5) 
where σe2(n)=E{e2(n)} is the power of the error signal, σv2=E{v2(n)} is the power of the system noise. 
3. The New Variable Step-Size NLMS Algorithm 
The performance of the adaptive filter is controlled by the step-size μ(n) mainly. Precisely, the steady-
state error is directly proportional to the step-size μ(n), whereas the convergence time is inversely 
proportional to μ(n). We therefore have conflicting requirements in that if μ(n) is reduced so as to reduce 
the steady-state error, then the convergence time of the adaptive algorithm is increased. Conversely, if μ(n) 
is increased so as to reduce the convergence time, then the steady-state error is increased. To meet the 
above conflicting requirement, some heuristic algorithms have been produced. By building the Sigmoid 
function between μ(n) and the error signal, the SVS-LMS had been proposed [8] 
( )SVS ( )1 0.51 A e nn B eμ −
⎛ ⎞= −⎜ ⎟+⎝ ⎠
        (6) 
where A, B are positive parameters of the Sigmoid function. It is easy to see from (4) that μSVS(n) is directly 
proportional to the error signal e(n), which means that when e(n) is large, the SVS-LMS converges fast, 
and when e(n) is decreased, so does the steady-state error. While the physical meanings of the parameters 
A and B are not derived, the performance of the SVS-LMS is difficult to be analyzed and the parameters 
are difficult to be set in real application. 
In this paper, we generalize the Sigmoid function to NLMS algorithm and derive the physical meanings 
of the parameters. The generalized Sigmoid function is described as 
( ) ( )( )GS
1; , , 0.5
1
m
e vA n
n A B m B
e σ σ
α
− −
⎛ ⎞= −⎜ ⎟⎜ ⎟+⎝ ⎠
      (7) 
where A, B and m are the parameters of the generalized Sigmoid function. This function degenerates into 
Sigmoid function, if m=1. If we apply the generalized Sigmoid function to the step-size of the NLMS 
algorithm, a new variable step-size algorithm (GSVSS-NLMS) will be acquired: 
( ) ( ) ( )GS NLMS GS ; , ,n n n A B mμ μ α=        (8) 
We can see from (8) that before the algorithm converges, σe(n) is large compared to σv; thus, αGS(n) and 
the step-size μGS(n) are large too. On the other hand, when the algorithm starts to converge to the unknown 
system, σe(n)≈σv and μGS(n) ≈0. This is exactly what we desire to have: both good convergence rate and 
low steady-state error. 
Apart from the above derivation, there are some other practical considerations to the new algorithm. In 
practice, all adaptive algorithms need to be regularized in order to avoid divisions by small numbers. This 
implies that a positive constant δ needs to be added to the denominator of the step-size μGS(n) (8). This is 
the first important practical consideration. 
Because σe(n)=sqrt(E{e2(n)}) is not realizable, the exponential window method is used to estimate σe2(n) 
in the practical application as follows: 
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   2 2 2( ) (1 ) ( 1) ( )e en n e nσ λ σ λ= − − +        (9) 
where λ is an exponential weighting factor lying in the interval 0<λ≤1. This estimation could result in a 
lower magnitude than σv2, which would make μGS(n) negative. The simple solution to this problem when it 
occurs is to set µGS(n)=0. And we assume that the power of the system noise, σv2, is known. In practice, it 
can be easily estimated during silences. 
4. Physical Meanings of the Parameters 
Although the Sigmoid function has been applied in LMS algorithm and two high-powered variable step-
size LMS algorithms are derived [8] [9], the physical meanings are not derived, and they are difficult to be 
applied in practice. In this section, the Taylor series expansion of αGS(n; A, B, m) and α(n) are derived. 
After a series of complex mathematic derivation, we can get 
( ) ( ) ( )1 1GS
0 1
1 1; , , ( ) 0.5 ( )
2 2 2 2
n mnmn m m
e v e vn n
n n
A Bn A B m B n A n Aα σ σ σ σ
∞ ∞
= =
⎛ ⎞≈ − − = −⎜ ⎟⎝ ⎠∑ ∑   (10) 
( ) ( ) 1
1
( )11 1 1
( )1 1
n
n e
ne v
v
nn
n
σα σ σ
σ
∞ −
=
⎛ ⎞= − = − −⎜ ⎟⎛ ⎞ ⎝ ⎠− −⎜ ⎟⎝ ⎠
∑      (11) 
It can be seen from (10) and (11) that αGS(n; A, B, m) and α(n) have the similar structure of the Taylor 
series expansion. If we set A=σv-m and B=2, αGS(n; σv-m, 2, m) can be expressed as 
( )S
1
( )1; , 2, 1
2
mn
m e
v n
n v
nn m σα σ σ
∞
−
=
⎛ ⎞≈ −⎜ ⎟⎝ ⎠∑        (12) 
which is very similar with α(n). Specially, A=σv-1 when m=1, i.e. A should be set as the inverse of the 
variance of the system noise. 
5. Simulations and Analysis 
We illustrate the performance of the proposed algorithm by carrying out computer simulations in a 
system identification scenario. The unknown FIR system parameters are w=[0.1, 0.25, -0.3, 0.5, 0.2, 0, -
0.15, 0.1, 0.3, 0.4, 0.2, 0.1, -0.1, -0.2, -0.4, 0.1]. The adaptive filter and the unknown channel are assumed 
to have the same number of taps. The input signals are obtained by filtering a white, zero, Gaussian 
random sequence through a second-order system (1+0.9z-1+0.6z-2+0.81z-3-0.329z-4) /(1+z-1+0.21z-2). The 
SNR is calculated as 10log10(E(y2(n))/ E(y2(n))), where y(n) = uT(n)w. Two Gaussian white measurement 
noise v(n) are added to y(n), which are independent to x(n), and the variance of v(n) are 0.001 and 1. The 
simulation results are obtained by ensemble averaging over 100 independent trials. The exponential 
weighting factor is λ=0.99. 
Fig. 1(a) compares the convergence performance of the new algorithm and the NPVSS-NLMS, the 
NLMS algorithm (μ=0.03, 0.1 and 1) when SNR=30dB. It can be seen that GSVSS-NLMS has the fastest 
convergence rate and the lowest steady-state error. It also can be seen that the convergence and steady-state 
performance of NPVSS-NLMS is between the GSVSS-NLMS with m=0.5 and m=1. We can choose the 
parameter m according to the demand of the user. 
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Fig. 1. Compare between different algorithms. (a) SNR=30dB; (b) step-size; (c) SNR=0dB. 
Because the step-size is directly related to σe(n), it can be concluded from Fig. 1(b) that the GSVSS-
NLMS with m=0.5 has the maximum steady-state error, and then NPVSS-NLMS and GSVSS-NLMS with 
m=1. 
Fig. 1(c) gives the convergence curves when SNR=0dB. It can be seen that GSVSS-NLMS is robust in 
low SNR application. 
6. Conclusions 
A novel variable step-size NLMS algorithm was proposed and the physical meanings of this algorithm 
were derived. The theoretical analysis and simulation results illustrate that this algorithm combine the 
virtues of NPVSS-NLMS and Sigmoid function, and it leads to faster convergence rate and lower final 
misalignment. 
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