Abstract-In previous work, it has been observed that the specular and the diffuse component are linked in the angular domain. The idea of adding a diffuse component to each specular cluster has been proposed to model the specular-diffuse channel. In this paper, an approach is proposed to treat the specular and the diffuse measurement data simultaneously, with a clustering algorithm that is applied jointly on the specular and the diffuse component. The output of the clustering algorithm gives clusters that are characterized by their specular and their diffuse component. Measurement results are presented based on doubledirectional measurements, and parameter values are extracted using the proposed methodology.
I. INTRODUCTION
The modeling of the diffuse multipath component (DMC) has gained a lot of attention recently. The DMC was first reported in [1, 2] , where it was observed that after removing extracted specular mulitpath components (MPCs) from channel measurements, a significant amount of power remained. This power is mainly due to non-discrete signal components present in the propagation channel, and to the superposition of MPC that have a power too low to be extracted from the MIMO measurements with high-resolution algorithms. In [1, 2] , the DMC was modeled with an exponential power profile, whose parameters were estimated with a non-linear MMSE estimator. The spatial distribution of the DMC was ignored and modeled as an angular-white contribution. In [3] , the DMC was investigated as being part of an underlying noise process and the power-angular spectra of the DMC was investigated using beamforming. It was observed that the angular-white assumption can not be used for modeling the angular spectrum of the DMC. Subsequent work observed that the DMC angular spectrum was closely linked to the specular component [4] [5] [6] , and that the specular-diffuse channel could be modeled by considering clusters that have a specular and a diffuse component. In [4, 6] , the diffuse clusters were extracted by visual inspection of the spatio-temporal spectrum of the DMC, and in [5] , the diffuse clusters were resolved by applying a MLE estimator between the angular spectrum of This work is supported by the Fonds National de la Recherche Scientifique (FRS-FNRS) (Belgian National Scientific Fund).
the DMC and a pre-defined diffuse cluster shape. The first technique has the disadvantage of being difficult to apply for large amounts of measurements, the second technique has the disadvantage of being sensitive to the shape of the spatio-temporal DMC spectrum. In this paper, a technique is proposed to cluster the specular and the diffuse component jointly. The input of the clustering algorithm is the specular MPC extracted from the measurements and the diffuse spatiotemporal spectrum. The output of the clustering algorithm yields specular-diffuse clusters, that have global, specular and diffuse parameters.
II. SPECULAR-DIFFUSE CLUSTER MODELS
To include the diffuse properties observed in the channel measurement, each cluster is composed of a specular and a diffuse component, as shown in Figure 1 [4, 5] . It is possible Fig. 1 . Example of a specular-diffuse cluster. The red dots represent the cluster interacting objects (IO) of the specular cluster component, and the green dots represent the cluster IO of the diffuse cluster component.
to define the "global" parameters of the cluster by combining the specular and the diffuse components (e.g. the global power of the cluster is the sum of the specular power and the diffuse power of the cluster). Note that the delay of the diffuse MPC must be set so that the cluster PDP has an exponential decaying power profile [4] . To obtain the "diffuse" nature of the DMC MPC, the amplitude of the DMC MPC must be re-drawn from its statistical distribution for each realization of the channel.
III. PARAMETER EXTRACTION

A. Measurement campaign
In order to parameterize and validate specular-diffuse cluster models, measurements were carried out in two types of environments: corridor-to-office (C2O) and corridor-to-lab (C2L) environments. The C2O scenario is the following: the BS is placed in the corridor and the MT is placed inside an office (between 11 and 24 m 2 ). For the C2L scenario, the BS is placed in the corridor and the MT is placed inside a large room (between 25 and 75 m 2 ). Note that in the measurements, the receiver was the BS and the transmitter was the MT.
The MIMO channel measurements were done with the ULB/UCL Elektrobit MIMO channel sounder. The receiver was composed of an 8-element dual-polarized uniform linear array, that was placed at the BS side. The MT was composed of a tri-polarized antenna, which was moved with an automatic positioning device to create a virtual 5 × 5 × 5 uniform cubic array. The measurements were done by night with no people in the building, so the environment was kept entirely static between measurements. The transmitter and the receiver were connected to share a common clock, in order to avoid sounder phase drift between different elements of the virtual array. The channel sounder has a center frequency of 3.6 GHz, and the bandwidth was 200 MHz. Transmit power was 23 dBm with a code length of 1023 chips, and 8 samples per chip.
B. Specular MPC extraction
The specular MPC were extracted with the SAGE algorithm [7] . Since a linear array was used at the BS, only the azimuth (and not the co-elevation) angle was estimated at the BS side. There is no closed-form solution to determine the correct number of MPC. In practice, the number of MPC is set large enough to keep all significant multipath, and only MPC with a SNR higher than 6 dB are kept for further analysis.
C. Diffuse spatio-temporal spectrum
The diffuse impulse response is obtained by subtracting the specular impulse response from the measured impulse responses:
The spatio-temporal spectrum is obtained with doubledirectional Bartlett Beamforming to obtain matrix h (Ω t , Ω r , τ ) [8] . The steering matrices are weighted with a Chebychev window so that the beamformer's sidelobes are 30 dB below the main beam (at the cost of a larger main beam beamwidth) [8] . Matrix h (Ω t , Ω r , τ ) is a 2 × 2 matrix that contains the spatio-temporal spectrum for each combination of polarizations. Polarization is not investigated in this paper. In the following, the power spectra of the 4 polarization coefficients are summed for all delay and angles. Figure 2 shows an example of the DMC spectrum (the power is summed over all polarizations). Similarly to the observations in [4] [5] [6] , it can be seen that the angular spectrum is not white, and that the power decays exponentially in the delay domain.
Note that the SAGE estimation for detecting specular components assumes that there is no DMC. The presence of DMC might alter the result of the SAGE estimation [9] . Estimation of specular components in the presence of DMC has already been used in [3] when the DMC is angular-white. Future extension of channel estimation algorithms could include the presence directional diffuse multipath. However, this is out of the scope of this paper.
D. Combined specular-diffuse clustering 1) Specular-diffuse clustering: When extracting speculardiffuse clusters from measurement data, a technique has to be determined to combine the specular MPC and the diffuse spatio-temporal spectrum. The technique that is presented in this section is based on the K-power means algorithm and the Kim-Parks index, but is extended to the diffuse data.
The first step is to combine specular and diffuse data. The specular data is given by the L discrete MPC:
where l = 1, ..., L. The diffuse data is given by its spatiotemporal spectrum h (Ω t , Ω r , τ ). The sampling of the diffuse spectrum yields the following data set:
where p = 1, ..., P ; q = 1, ..., Q; r = 1, ..., R; s = 1, ..., S. Note that in this equation, the power of the diffuse data set must be normalized so that the integration of the diffuse data over the whole spatio-temporal spectrum matches the diffuse power. These two discrete data set can be combined and used as input data for the K-power means algorithm:
where l = 1, ..., L are the number of specular MPC, and p = 1, ..., P ; q = 1, ..., Q; r = 1, ..., R; s = 1, ..., S are the P , Q, R and S discrete bins of the DMC in the spatio-temporal domain.
The advantage of combining the data is that no distinction is made in the clustering algorithms between the specular and the diffuse data. The only parameters that are taken into account is the power and the spatio-temporal location of the input data. Of course, since the power of the specular MPC is usually much higher than the power of the diffuse bins, they will have much more influence on the results of the clustering algorithm. The sampling resolution of the diffuse data should be high enough to avoid undersampling of the diffuse data. In practice, the sampling resolution is taken higher than the beamformer's resolution in order to guarantee that there is no undersampling of the DMC data.
2) Reducing the diffuse data: When using the combined data set (4) as an input for the K-power means algorithm, two problems arise:
1) The amount of data is huge. For an angular resolution of 5 • and 300 delay samples for the DMC spatio-temporal spectrum, there are more than 22 · 10 6 spatio-temporal bins, which results in excessive processing times when running the K-power means algorithm. 2) Given that the model assumes an exponential decay for the diffuse clusters in the delay domain, the successive delay samples (for one angular location) don't provide any additional information for the clustering algorithm. The delay samples for one angular location can be characterized by the integration of the power over delay for that angular location.
These two problems are resolved by the following means:
1) All DMC bins lower than 30 dB below the maximum of the spatio-temporal spectrum are not considered. 2) The data is integrated in the delay domain, so that the power matches the total power of that specific angular location. The representative delay for that particular angular location is chosen as the delay of the maximum peak of the PDP (minus 3 dB):
6) The fact of choosing this representative delay is motivated by the fact that specular MPCs tend to arrive in the earliest delays of the DMC, and this choice increases the efficiency of the clustering.
Finally, the specular-diffuse data set is reduced to:
where l = 1, ..., L, q = 1, ..., Q, r = 1, ..., R and s = 1, ..., S. This amount of data can be processed by the K-power means algorithm with reasonable processing times.
3) K-power means algorithm: The K-power means algorithm is an evolution of the K-means algorithm [10] . It is based on the concept of multipath component distance, which describes the distances between MPCs in the parameter space [10] . The objective of the K-power means algorithm is -for a given number of clusters -to minimize the intra-cluster spread. As a result, clusters with a Gaussian shape are identified in the spatio-temporal domain. The K-power means algorithm and its initialization procedure are explained in detail in [11] .
Note that for the combined specular-diffuse clustering, the input data for the K-power means algorithm does not consist of L specular MPC, but of the discrete specular-diffuse data set (7) . Figure 3 shows an example of specular-diffuse clustering. The K-power means algorithm is applied on the specular-diffuse data set of a measurement for 7 clusters. Each color represent a different cluster. The two upper subfigures represent the specular MPC, the two lower subfigures represent the diffuse spectrum. Note that delay is used to compute the MPC distance, but it is not represented in these figures (which explains the overlapping observed for some clusters). The exact number of clusters is determined by using the Kim-Parks index, which is a normalized version of the Davis-Bouldin index [12] . This index takes the intra-cluster compactness and the inter-cluster separation into account to determine the optimal number of clusters [5] .
4) Diffuse exponential PDP estimation: The exponential decay of the diffuse clusters is extracted from the measurements as follows. The PDP of the diffuse component of cluster c is obtained by integrating the diffuse bins over the cluster angles: An example of a diffuse cluster PDP is shown in Figure 4 . The exponential decay (or linear decay in dB) can be observed for most cases. In some cases, the DMC PDP shows more than one peak. For simplicity reasons, only one delay cluster will be estimated here. The exponential PDP of the diffuse cluster component can be generated following the procedure in [1, 2] . For a system with infinite bandwidth, the exponential PDP is defined as:
where τ (d) , B (d) and α (d) represent the base delay, the PDP slope and the peak power of the diffuse PDP, respectively. The band-limited sampled version of the Fourier transform of (9) is given by (for a bandwidth B and M samples):
where
. The exponential power profile can be reconstructed by:
where toep (·) represents the Toeplitz operator, diag (·) is the diagonal of the matrix and F denotes the Fourier-transform matrix. Finally, the parameters of the exponential diffuse PDP are estimated with the following least-square estimator [2] :
T is a vector containing the parameters of the exponential PDP. Figure 4 shows some examples of the estimation of the exponential PDP for the diffuse cluster component.
IV. SPECULAR-DIFFUSE CLUSTERING RESULTS
By using the methodology described in the previous section, clusters are extracted from measurements that have the following properties:
• Global cluster parameters: Global cluster location, power and spreads that are due to both the specular and the diffuse component • Specular cluster parameters: Specular cluster location, power and spreads that are determined by the specular components that belong to the cluster (noted with a supserscript (s) )
• Diffuse cluster parameters: Diffuse cluster location, power and spreads that are determined by the diffuse components that belong to the cluster (noted with a supserscript
In this paper, only the global, specular and diffuse cluster location and spreads will be discussed.
The two upper subfigures in Figure 5 shows the specular/diffuse cluster azimuth of arrival (AoA) and azimuth of departure (AoD) as a function of the global cluster AoA and AoD. It can be seen that the correlation between specular/diffuse and global location is high [4, 13] . A zero-mean Gaussian distribution is used to model the difference between specular/diffuse delay and angles and the global delay and angles. The spreads of the Gaussian distributions are given in Table IV . The spread of the diffuse component is higher than the spread of the specular component. This is due to the fact that, for most clusters, the power of the specular component is significantly higher than the one of the diffuse component. The effect of this is that the global cluster components are more sensitive, and thus closer, to the specular component. The specular and diffuse cluster AoA and AoD spreads as a function of the global cluster spreads are shown in the two lower subfigures of Figure 5 for the C2L scenario. It is observed that the specular spread is always lower than the global cluster spread, and that the diffuse spread is always higher than the global cluster spread. This is fairly intuitive, due to the definition and nature of specular and diffuse component. Althouth, it should be noted that the diffuse spread might be slightly overestimated due to the beamformer's beamwidth. The distance between the specular/diffuse spread from the global cluster spread is modeled with an exponential distribution. E.g. for the azimuth spread at BS:
The values for the exponential distributions are given in Table  IV. V. CONCLUSION
In this paper, a methodology for clustering specular-diffuse channels has been proposed. The technique is based on joint clustering of the specular MPC and the spatio-temporal diffuse bins. It is concluded that the diffuse data has to be reduced to keep the clustering algorithm within reasonable processing times. By using the proposed technique, experimental data has been clustered and the specular and diffuse cluster component have been analyzed. The specular and diffuse cluster spatiotemporal location show to be highly correlated to the global cluster location, with spreads slightly higher for the diffuse component. The cluster specular and diffuse angular spreads have also been extracted from the measurements. It is observed that the specular angular spread is always lower than the global cluster angular spread, and that the diffuse angular spread is always higher than the global cluster angular spread. Numerical values have been presented.
