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Abstract
Rank of divisor on graph was introduced in 2007 and it quickly
attracts many attentions. Recently in 2015, the problem of computing
this quantity was proved to be NP-hard. In this paper, we describe a
linear time algorithm for this problem limited on cactus graphs.
1 Introduction
The notion of rank of divisor on graph was introduced by Baker and Norine in
a paper on Jacobi-Abel theory on graph [1], in which the authors stated the
link between this notion with similar notion on Riemann surface. Moreover,
the authors have developed a theorem for divisor on graph analogue to the
classical Riemann-Rich theorem. Since then, many works have studied for
computing the rank of divisor on graph (see for example [3]). The most
important result should be the new theorem on the NP-hardness complexity
of rank of divisor problem on general graph [9]. The proof of this result
was based on the proof of NP-hardness of minimum recurrent configuration
problem of Chip Firing Game on directed graphs studied by Perrot and Pham
[12]. On the other hand, the rank of divisor problem can be studied in special
classes of graphs. In [4], the author proposed a linear time algorithm for this
problem on complete graph. The idee of this algorithm is based on Dyck
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words and parking function, notions very closed to Chip Firing Game, a very
well-known combinatorial model [2, 6, 13]
In this paper we investigate this problem in the case of cactus graph.
This class was introduced in 1950’s year [7], and can be used for representing
model on different research domains, for example electrical circuits [10, 14] or
comparative genomics [11]. Several NP-hardness problem on general graphs
can be solved in polynomial time on cactus graphs [5, 8, 15].
Our main idea is to contract a graph by eliminating edge and cycle, and
deduce the rank of divisor on initial graph from that of contracted graph. For
a general graph, such an elimination does not always exist, but it is the case
for cactus graph. We show that a block (edge or cycle) elimination scheme
can be found in linear time for cactus graph, furthermore from this scheme,
we construct an algorithm in linear time for computing the rank of divisors.
In Section 2, we will present the key features of the theory of Riemann
Roch on graph. Then we discuss about the rank of divisors on trees and
cycles. We propose the contraction operator on graph by eliminating edge
or cycle, and take in evidence the relation between the rank of divisors on
initial graph and that on its contraction.
Section 3 focuses on cactus graphs, on the construction of a block elim-
ination scheme, and from there a linear time algorithm for computing the
rank of divisors.
2 Divisors on graphs and Riemann-Roch like
theorem
Let G be a multiple undirected graph that has no loop. We always denote
by V (G) the vertex set of G and by n its cardinality, by E(G) the edge set of
G and by m its cardinality. For each vertex v ∈ V (G), we write deg(v) the
degree of v, and for every vertices u, v ∈ V (G), we write e(u, v) the number
of edges between u and v. The genus g of G is the quantity g = m− n+ 1.
For a subset U of V , we denote by G(U) the subgraph of G, induced by U .
The group of divisors of G, Div(G) is the free abelian group on V (G).
A divisor f ∈ Div(G) can be considered as a function f : V → Z, or as a
vector f ∈ ZV (G), where the coordinates are indexed by the vertices of G.
The degree of f is defined by deg(f) =
∑
v∈V (G) f(v). The index vector ǫv is
defined by a vector of entries 0 except ǫv(v) = 1.
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The Laplacian matrix (∆G)n×n of graph G, where the coordinates are
indexed by V (G)× V (G), is defined by:
∆G(u, v) =
{
deg(u) if u = v,
−e(u, v) if u 6= v.
We write ∆G(v) the vector indexed by vertex v of the matrix.
A divisor f ∈ Div(G) is called effective if f(v) ≥ 0 for all v ∈ V .
The linear equivalence is a relation on Div(G) defined by: f ∼ g if there
exists x ∈ ZV (G) such that g = f + x∆G. If f is linear equivalent with an
effective divisor g, we say f is L-effective.
We give here the definition of the rank of divisor which was introduced
by Baker and Norine [1].
Definition 1. For a divisor f ∈ Div(G), the rank of f is
• −1 if f is not effective,
• the largest integer r such that for any effective configuration λ of degree
r the divisor f − λ is L-effective.
It is useful to state a straightforward property of the rank.
Lemma 1. Let f and f ′ be two divisors of degree non negative on G. Then
ρ(f + f ′) ≤ ρ(f) + deg(f ′). In particular, for every v ∈ V (G), we have
ρ(f)− 1 ≤ ρ(f − ǫv) ≤ ρ(f).
In their first paper on the rank of divisor, Baker and Norine have proved
the following theorem which is analogue to the Riemann Roch theorem on
Riemann surface.
Theorem 2. Let G be a graph with n vertices and m edges. Let κ be the
divisor such that κ(v) = d(v)−2 for all v ∈ V (G), so that deg(κ) = 2(m−n).
Then any divisor f satisfies:
ρ(f)− ρ(κ− f) = deg(f)− g + 1,
where g being the genus of G.
Let us remark that for any divisor f such that deg(f) < 0 then f is
not effective, and ρ(f) = −1. Moreover deg(κ − f) = deg(κ) − deg(f) =
2(m− n)− deg(f). Then if deg(f) > 2(m− n), we have deg(κ− f) < 0 and
ρ(f) = −1, this implies that ρ(f) = deg(f)− g.
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2.1 Rank on trees and cycles
We now investigate to some elementary cases of graphs.
2.1.1 Tree
A tree is an acyclic connected graph. In a tree, we have m = n − 1, and
2(m − n) = −2. So for every f of degree non negative, we have deg(f) >
deg(κ) which implies that ρ(f) = deg(f).
2.1.2 Cycle
A cycle is a connected graph where every vertex are of degree 2. In a cycle of n
vertices Cn = {v1, . . . , vn}, we havem = n and g = 1. So for every f of degree
positive, we have deg(f) > deg(κ) which implies that ρ(f) = deg(f)− 1.
In the case deg(f) = 0, ρ(f) = 0 if f ∼ 0 (that means f is L-effective),
otherwise ρ(f) = −1. We call good divisor a divisor of degree 0 and L-
effective, and bad divisor a divisor of degree 0 and not L-effective. For cycle
Cn, we can write a divisor f on Cn as a vector f = (f1, f2, . . . , fn).
Proposition 3. Let f = (f1, f2, . . . , fn) be a divisor on cycle Cn, then the
rank of f is computed as follows.
ρ(f) =


−1 if deg(f) ≤ −1,
−1 if deg(f) = 0 and f is bad,
0 if deg(f) = 0 and f is good ,
deg(f)− 1 if deg(f) ≥ 1.
Now, we analyze the characterization of good divisors on cycles.
Let f = (f1, f2, . . . , fn) be a divisor on cycle Cn. We have f ∼ 0 if
and only if there exists x = (x1, x2, . . . , xn) ∈ Zn such that f − x∆Cn = 0.
Because
∑i=n
i=1 ∆Cn(vi) = 0 then we have
f ∼ 0⇔ ∃x = (x1, x2, . . . , xn−1, 0) ∈ Zn−1 × {0} : f − x∆Cn = 0.
⇔ ∃x : (f1, f2, . . . , fn) = (x1, x2, . . . xn−1, 0)


2 −1 0 . . . 0 0 −1
−1 2 −1 . . . 0 0 0
...
0 0 0 . . . −1 2 −1
−1 0 0 . . . 0 −1 2


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⇔ ∃x :


f1 = 2x1 − x2
f2 = −x1 + 2x2 − x3
f3 = −x2 + 2x3 − x4
. . .
fn−1 = −xn−2 + 2xn−1
fn = 2xn−1 − x1
⇔ ∃x :


x2 = 2x1 − f1
x3 = 3x1 − (2f1 + f2)
x4 = 4x1 − (3f1 + 2f2 + f3)
. . .
xn−1 = (n− 1)x1 − ((n− 2)f1 + . . .+ 2fn−3 + fn−2)
0 = xn = nx1 − ((n− 1)f1 + (n− 2)f2 + . . .+ 2fn−2 + fn−1)
⇔ ((n− 1)f1 + (n− 2)f2 + . . .+ 2fn−2 + fn−1) ≡ 0 mod n
⇔ (f1 + 2f2 + . . .+ (n− 2)fn−2 + (n− 1)fn−1) ≡ 0 mod n.
So we have the following result.
Proposition 4. Let f = (f1, f2, . . . , fn) be a divisor of degree 0 on the cycle
Cn, then f is good if and only if
f1 + 2f2 + . . .+ (n− 2)fn−2 + (n− 1)fn−1 ≡ 0 mod n.
2.2 Operators and rank of divisors
The two simple cases of trees and cycles give us the idea to decompose a
graph to smaller graphs in a way that the rank of the initial graph can be
deduced from that of smaller graphs.
To this purpose, we introduce two operators on graph and on its divisors.
Definition 2. Let G be a connected graph. A vertex v of G is called a cut
vertex if removing v from G disconnects G. Moreover, if one can decompose
V (G) = V1 ∪ U such that V1 ∩ U = {v} and that the induced graphs G1 =
G(V1) and H = G(U) are connected, we say v decomposes G into G1 and H .
We will denote by G/H , and call the contraction of G by H at vertex v, the
subgraph G1.
Furthermore, if H is a block (maximal subgraph without a cut-vertex)
we say v a block cut vertex and H a free block of G.
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Definition 3. Let G be a graph, and let v be a cut vertex which decomposes
G to G1 = G(V1) and H = G(U). Let f be a divisor on G, we define
contraction of f by H , and denote by fG/H , the following divisor on G/H .
fG/H(u) =
{
f(u) if u ∈ V1\{v},∑
u∈H f(u) if u = v.
We define zero of f on H , and denote by fN(H), the following divisor on
H .
fN(H)(u) =
{
f(u) if u ∈ H\{v},
−
∑
u∈H\{v} f(u) if u = v.
One has directly the relation between a divisor and its contraction and
zero. 

fG = fG/H + fN(H),
deg(fG/H) = deg(fG),
deg(fN(H)) = 0.
Generally, let U be a subset of V (G) and let H = G(U), we can consider a
divisor on H as a divisor on G by giving value 0 to all vertices in V (G)\U .
Similarly, we consider the matrix indexed by vertices ofH as a matrix indexed
by vertices ofG by giving value 0 to all entries indexed by vertices in V (G)\U .
It is easy to check that ∆G/H +∆H = ∆G.
Nevertheless, the rank of a divisor on G and on H are not the same,
that means if f is a divisor on H then f can be seen as a divisor on G but
ρG(f) 6= ρH(f).
Now we show that the rank of a divisor can be computed from that of its
contraction.
Proposition 5. Let G be a graph and let v be a cut vertex which decomposes
G to H and G1. If H is a tree then for all divisor f on G, we have ρ(f) =
ρ(fG/H).
Proof. Let r be the rank of ρ(fG/H), we will prove that ρ(f) = r. Let λ be
a divisor on G, we have:
f − λ = (f − λ)G/H + (f − λ)H .
Because (f − λ)H is of degree 0 on a tree then it is LG-effective. This
implies that f − λ is LG-effective if and only if (f − λ)G/H is LG-effective, so
ρ(f) = ρ(fG/H).
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From the above result, we observe that one can contract a graph by its
tree and the rank of a divisor does not change after this contraction. After
that, the result graph has no vertex of degree 1. It turns out that we need to
focus only connected graphs whole every vertices are of degree at least two.
The situation will be more complicated for contraction by a cycle because
a divisor of degree 0 on a cycle can be good or bad.
Proposition 6. Let G be a graph and let v be a cut vertex which decomposes
G into H and G1 where H is a cycle. Let f be a divisor on G. If fN(H) is
bad then ρ(f) = ρ(fG/H − ǫv).
Proof. Put r = ρ(fG/H). Let us consider ρ(fG/H−ǫv) which can be r or r−1.
If ρ(fG/H − ǫv) = r. Let consider any divisor λ of degree r. We have
f − λ = (fG/H − ǫvλG/H) + (fH + ǫv − λH), but fG/H − ǫv − λG/H is LG-
effective because ρ(fG/H − ǫv) = r and deg(λG/H = r, and fH + ǫv − λH is
a divisor of degree 1 on cycle H then LG-effective; we have then f − λ is
LG-effective, which give the rank r for f .
Now if ρ(fG/H − ǫv) = r− 1 then there exists λ on G/H of degree r such
that fG/H − λ − ǫv is not LG-effective. Consider λ as a divisor on G, then
fH − λH = fH which is bad. Then to make the part on H positive, we must
take at least 1 unit from V2. That mean the part fG/H − λ on G/H must
give at least ǫv to the part on H . But we know that (fG/H − λ) − ǫv is not
LG-effective, then it is impossible.
We can conclude that there exists a divisor λ of degree r such that f − λ
is not LG-effective, then ρ(f) = r − 1.
Proposition 7. Let G be a graph and let v be a cut vertex which decomposes
G into H and G1 where H is a cycle. Let f be a divisor on G. If fN(H) is
good then we can compute ρ(f) as follows.
ρ(f) =
{
r if ρ(fG/H − 2ǫv) ≥ r − 1,
r − 1 if ρ(fG/H − 2ǫv) = r − 2,
where r = ρ(fG/H).
Proof. Put r = ρ(fG/H). Let us consider ρ(fG/H − 2ǫv), this value can be r,
r − 1 or r − 2.
If ρ(fG/H − 2ǫv) ≥ r − 1 then for all divisor θ on G/H of degree r − 1,
one has fG/H − 2ǫv − θ is LG- effective. That means there exists α such that
()fG/H − 2ǫv − θ)−
∑
u∈V2\{v}
αu∆u ≥ 0.
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Now let consider any divisor λ ≥ 0 of degree r, we will prove that f − λ
is LG-effective.
Let consider λG/H , if λG/H(v) = 0, that means
∑
u∈V1
λ(u) = 0 which
implies that for all u ∈ V1, λ(u) = 0. Then fH − λH = fH which is good
and then LG-effective. On the other hand f − λ = fG/H − λG/H + fH − λH ,
but fG/H −λG/H is LG-effective by hypothesis of the rank fG/H of (note that
deg(λG/H = r), then f − λ is LG-effective.
Now, if λG/H(v) ≥ 1. Put θ = λG/H(v) − ǫv. Then deg(θ) = r − 1, and
we have fG/H − 2ǫv − θ is LG- effective. That means fG/H − ǫv − λG/H =
fG/H − ǫv− (θ+ ǫv) is LG- effective. On the other hand f −λ = (fG/H − ǫv−
λG/H + (fH + ǫv − λH), but fH + ǫv − λH is of degree 1 on a cycle H then it
is LG-effective, then we have f − λ is LG-effective.
We prove also that if ρ(fG/H − 2ǫv) = r − 2 then ρ(f) = r − 1.
In fact, because ρ(fG/H − 2ǫv) = r − 2 then there exists a divisor θ on
G/H such that θ ≥ 0, deg(θ) = r− 1 and fG/H − 2ǫv − θ is not LG-effective.
Which is equivalent to (fG/H − (θ + ǫv))− ǫv is not LG-effective.
Now define the divisor λ on G by λ = θ + ǫv − ǫv + ǫw with w ∈ V1\{v},
then f − λ = (fG/H − (θ + ǫv)) + (fH + ǫv − ǫw). Let us consider the divisor
fH + ǫv − ǫw, this is a divisor of degree 0 on H and is not good because f is
good. So if we want to change this divisor to a positive divisor, we must take
at least 1 unit from V2. That mean the part fG/H − (θ + ǫv) on G/H must
give at least ǫv to the part on H . But we know that (fG/H − (θ+ ǫv))− ǫv is
not LG-effective, then it is impossible.
We can conlude that there exists a divisor λ of degree r such that f − λ
is not LG-effective, then ρ(f) = r − 1.
The two above Propositions give us an idea to compute the rank of a
divisor by an elimination scheme of trees and cycles (if it exists). Unfortu-
nately, for a general graph, we can not reduced a graph to a simple vertex
by a sequence of contraction of tree and cycles. Moreover, if we can do it,
we must consider two cases for the elimination of a good cycle. The last one
can make the algorithm an exponential number of computations.
But, for the cactus graph, one can overcome these two difficulties. We
will show the existence of elimination scheme of tree and cycles on cactus;
and we will prove that there is only one case for Proposition 7.
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3 Rank of divisor on cactus graph
3.1 Cactus graph and block elimination scheme
Definition 4. A cactus graph (sometimes called a cactus tree) is a connected
graph in which any two simple cycles have at most one vertex in common.
Equivalently, every edge in such a graph belongs to at most one simple cycle.
Equivalently, every block (maximal subgraph without a cut-vertex) is an edge
or a cycle.
It is easy to see that in a cactus every cycle is simple and the number of
simple cycles of a cactus G is equal to its genus g = m− n+ 1.
In our study, we are interest on special cut vertex which will give us an
elimination scheme of cactus.
Definition 5. We say that the graph G have a block elimination scheme
if one can construct a sequence of graphs G0, G1, . . . Gk, k ≥ 0, such that
G0 = G, Gk has only one vertex, denoted by r or vk+1, and for all 1 ≤ i ≤ k,
Gi is obtained from Gi−1 by contraction a block Bi of Gi−1 at vertex vi. We
denote this scheme by E = (Gi, vi, Bi.1 ≤ i ≤ k).
Moreover, on the vertex set {v1, . . . , vk, r = vk+1}, we define the BES tree
the tree rooted at r and for every vertex vi, 1 ≤ i ≤ k, the parent of vi is the
vertex vj (with smallest index j) such that vi belongs to block Bj.
We can remark that if a graph accept a block elimination scheme, then
by reverse the order of the sequence of block, one can obtain another block
elimination scheme, this implies that this graph has at least two schemes, or
there are at least two choices for the first block of a scheme.
Proposition 8. A connected graph G has a block elimination scheme if and
only if G is a cactus graph.
Proof. a) Let G be a cactus graph. We show that G has a block vertex v
(and its corresponding block B), and after taking G1 obtained from G by
contraction B at v, we prove that G1 is also a cactus graph. We can continue
this process to construct a block elimination scheme.
Suppose that G has no block cut vertex. First, it implies that every vertex
of G has degree at least 2. Second, for every cycle C of G, there is at least
two vertices of C of degree greater than 2. Indeed, if there is a cycle C in
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which only one vertex v is of degree greater than 2, then v is a block cut
vertex and C is its corresponding block.
Let us consider the following path. Beginning from a vertex u1 of degree
greater than 2 of a cycle C1, go to the second v1 of degree greater than 2
by a path connecting u1 to v1 inside C1. Then from v1 go out of C1 (this
is possible because deg(v1) > 2). Continue the path, each time this path go
into a new cycle Ci by a vertex of degree greater than 2 ui, it will go inside
Ci to a second vertex vi of degree greater than 2, then go out. This process
will stop when either i) it returns to a vertex w in p and there is no cycle
appear in p more than twice, ii) it returns to a cycle Ci by a vertex wi (which
may different from ui and vi).
Now let us consider the case i): the path p is a cycle which is different
from all cycles having intersection with p. Nevertheless, p has two common
vertices with C1. This fact contradicts the property of cactus graph of G.
Suppose that we have the case ii). If wi is equal to ui or vi, than p contains
a cycle which has two commun vertices with Ci. If wi is different from ui ans
vi. Then lest us consider the path q: taking the sub path of p from ui to wi
and adding a path from wi tp ui inside Ci (which does not contains vi). This
path q is a cycle, which is different Ci and which has two common vertices
with Ci. We have then a contradiction.
After all, if G has a block cut vertex v (with block C), then the construc-
tion B from G at vertex v is clearly a cactus graph.
So we can conclude that a cactus graph G has a block elimination scheme.
b) Now, if G is not a cactus graph, we prove that G has no block elim-
ination scheme. If G is not a cactus graph then there exists an edge (u, v)
which belongs to two simple cycles C1 and C2. The first time (u, v) is con-
tracted by an contraction operation, if C1 is contracted then C2 remains, but
if C1 is contracted then u and v contract to the same vertex while remaining
C1 means u and v remain different. So G can not have a block elimination
scheme.
The recognition problem can be solved in linear time [15] by using a depth
first search. We use a similar idee to prove the following result.
Lemma 9. A block elimination scheme of a cactus graph G can be found in
linear time.
Proof. We will construct a tree and prove that this corresponds to a BES
tree.
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Let r be any vertex of G. We call a depth first search (DFS) procedure
for G from v. This DFS give us a tree from which we will construct to obtain
our tree T . In this DFS procedure, each cycle C has an unique vertex v who
appears firstly in the DFS, and we represent this cycle by node v. Similarly,
each edge e which does not belong to any cycle has an extremity u firstly
appear in the DFS, and we represent this edge by node u. A node x is a
child of a node y if either vertex x is a sun of the vertex y in the DFS tree
and the edge (x, y) does not belong to any cycle or if x belongs to the cycle
having y as representation.
After this contraction of the DFS tree, we obtain a tree T where each
node represent a block (a cycle or an edge) of cactus G. Moreover each leave
v of T represent a block B having v as its block cut vertex in G. We can
then construct a block elimination scheme of G by contraction consecutively
block at leave by leave.
Finally, a DFS procedure takes O(m) time, then this construction takes
O(n) = O(m) times as claim.
3.2 Rank of divisors on cactus graphs
As we remark above on Proposition 7, for general graph, there two cases for
computing the rank of a divisor from its contraction; the situation will be
simpler for cactus. For this purpose, we first prove the following result.
Lemma 10. Let G be a cactus graph and let v be a vertex of G. Let f be a
divisor on G, then ρ(fG − 2ǫv) < ρ(fG).
Proof. We prove by recurrence on g(G).
In the case G of genus 0. then G is a tree, we have ρ(fG − 2ǫv) =
deg(fG − 2ǫv) < deg(fG) = ρ(fG).
Suppose that the statement of Proposition is correct for all cactus all
genus smaller k ≥ 2, we will prove it is correct for cactus of genus k. Let us
consider a block cut vertex v1 which decompose G into H and G1 and such
that v 6 inH (such a block exists always by a remark after the definition of
block elimination scheme).
Now, consider graphG1, vertex v1 and divisor fG1 , one has ρ(fG1−2ǫv1) <
ρ(fG1) by hypothesis of recurrence.
If H is a tree then ρ(fG − 2ǫv) = ρ(fG1 − 2ǫv) < ρ(fG1) = ρ(fG).
If H is a bad cycle then ρ(fG−2ǫv) = ρ(fG1 −2ǫv− ǫv1) = ρ((fG1− ǫv1)−
2ǫv) < ρ(fG1 − ǫv1) = ρ(fG).
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IfH is a good cycle, and because ρ(fG1−2ǫv1) < ρ(fG1), then ρ(fG−2ǫv) =
ρ((fG1−2ǫv)−2ǫv1)+1 = ρ((fG1−2ǫv1)−2ǫv)+1 < ρ(fG1−2ǫv1)+1 = ρ(fG).
So in anycase, we have always ρ(fG − 2ǫv) < ρ(fG) for G of genus k.
Which complete the recurrence argument.
From Proposition 4 and Proposition 7, we have directly the following
result.
Corollary 11. Let G be a cactus graph and let v be vertex which decomposes
G into two graphs H and G1 where H is a cycle. Let f be a divisor on G
such that fN(H) is good. Then ρ(fG) = ρ(fG/H − 2ǫv) + 1.
We can now prove our main result.
Theorem 12. Let G be a cactus, and let E = (Gi, vi, Hi, 1 ≤ i ≤ k) be a
block elimination scheme of G. Then we can compute the rank of any divisor
f on G by the following recursive algorithm in linear time.
For all 0 ≤ i ≤ k:
ρ(fGi) =


ρ(fGi+1) if Hi+1 is an edge,
ρ(fGi+1 − ǫvi+1) if Hi+1 is an cycle and fN(Hi) is bad,
ρ(fGi+1 − 2ǫvi+1) + 1 if Hi+1 is an cycle and fN(Hi) is good.
Proof. The correctness of this algorithm can be deduced from the above
propositions ans corollary. We will now prove the complexity.
Given a block elimination scheme, in the step i, one must calculate fGi .
Firstly, it is in constant time to check if Hi is an edge or a cycle. Then if
Hi+1 is a cycle, it is O(|Hi+1|) time to check if fN(Hi) is good or bad. In
each case, one must calculate ρ(fGi+1 − ǫvi+1) or ρ(fGi+1 − 2ǫvi+1), which is
the recursive procedure on a new graph Gi+1 with the size smaller than that
of Gi a value of O(|Hi+1|).
Totally, the algorithm takes a time of O(|G|) = O(n).
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