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Faisceaux pervers,
homomorphisme de changement de base
et lemme fondamental de Jacquet et Ye
Ngoˆ Ba’ o Chaˆu
Abstract
We give a geometric interpretation of the base change homomorphism between
the Hecke algebra of GL(n) for an unramified extension of local fields of positive
characteristic. For this, we use some results of Ginzburg, Mirkovic and Vilonen
related to the geometric Satake isomorphism. We give new proof of these results in
the positive characteristic case.
By using that geometric interpretation of the base change homomorphism, we
prove the fundamental lemma of Jacquet and Ye for arbitrary Hecke function in the
equal characteristic case.
Introduction
Soient F un corps local de caracte´risitique p > 0, O son anneau des entiers et k = Fq son
corps re´siduel. Notons H+ l’alge`bre des fonctions complexes a` support compact dans
GL(n, F )+ = GL(n, F ) ∩ gl(n,O)
qui sont bi-GL(n,O)-invariantes. D’apre`s Satake ([17]), on a un isomorphisme entre H+
et l’alge`bre des polynoˆmes syme´triques :
H+→˜C[z1, . . . , zn]
Sn .
Soient r un entier naturel, Fr l’extension non ramifie´e de degre´ r de F , Or son an-
neau des entiers et kr = Fqr son corps re´siduel. Notons H
+
r l’alge`bre des fonctions com-
plexes a` support compact dans GL(n, Fr)
+ qui sont bi-GL(n,Or)-invariantes. On a comme
pre´ce´demment un isomorphisme de Satake
H+r →˜C[t1, . . . , tn]
Sn.
Compte tenu des isomorphismes de Satake pour H+ et pour H+r , l’homomorphisme de
changement de base b : H+r →H
+ est de´fini par l’homomorphisme
C[t1, . . . , tn]
Sn → C[z1, . . . , zn]
Sn
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qui envoie ti sur z
r
i .
D’apre`s la de´composition de Cartan
GL(n, Fr)
+ =
∐
λ=(λ1≥···≥λn≥0)
GL(n,Or)̟
λGL(n,Or)
̟λ e´tant la matrice diagonale diag (̟λ1 , . . . , ̟
λ
n), les fonctions caracte´ristiques cr,λ des
doubles classes GL(n,Or)̟
λGL(n,Or) forment une base de H
+
r . On ne connaˆıt pas
d’expression explicite pour les fonctions b(cr,λ) mis a` part le cas trivial λ = (0, . . . , 0)
ou` b(cr,λ) = cλ et le cas λ = (1, 0, . . . , 0) ou` b(cr,λ) est la fonction de Drinfeld ([10]).
On sait d’apre`s Lusztig ([11]) que (GL(n, F )∩ gl(n,O))/GL(n,O) s’identifie naturelle-
ment a` l’ensemble des points rationnels d’un sche´ma X qui est une re´union disjointe de
k-sche´mas projectifs Xd. L’action de GL(n,O) sur (GL(n, F ) ∩ gl(n,O))/GL(n,O) se
de´duit d’une action d’un groupe alge´brique de dimension infinie G sur X , G agissant sur
chacune des composante connexe Xd a` travers un quotient Gd de type fini sur k.
On peut parame´trer les orbites de Xd par les n-partitions λ = (λ1 ≥ λ2 ≥ · · · ≥ λn ≥ 0)
de d. La de´composition en orbites Xd =
∐
|λ|=dXλ refle`te bien entendu la de´composition
de Cartan. L’adhe´rence X¯λ de l’orbite Xλ e´tant en ge´ne´ral singulie`re, il est naturel de
conside´rer son complexe d’intersention ℓ-adique Aλ = IC(X¯λ, Q¯ℓ). Le faisceau pervers Aλ
est alors de´fini sur k et G-e´quivariant.
On de´finit a` la suite de Lusztig les fonctions
ar,λ : X(kr)→ Q¯ℓ
par
ar,λ(x) = Tr(Frqr , (Aλ)x).
Choisissons 1 une fois pour toutes un isomorphisme Q¯ℓ ≃ C. On peut alors conside´rer ces
fonctions ar,λ comme des e´le´ments de H
+
r . La matrice de passage des fonctions cr,λ aux
fonctions ar,λ e´tant triangulaire supe´rieure, les fonctions ar,λ forment aussi une base de H
+
r .
Notre premier objectif consiste a` interpre´ter ge´ome´triquement les fonctions b(ar,λ).
A la suite de Ginzburg, Mirkovic et Vilonen, on peut de´finir un produit de convolution
des faisceaux pervers de type Aλ, et donc, pour chaque λ, la r-e`me puissance convole´e
A∗rλ = Aλ ∗ · · · ∗ Aλ︸ ︷︷ ︸
r fois
.
Ce produit de convolution e´tant commutatif, on a un automorphisme κ′ de A∗rλ :
κ′ : Aλ,1 ∗ Aλ,2 ∗ · · · ∗ Aλ,r
κ
→Aλ,r ∗ Aλ,1 ∗ · · · ∗ Aλ,r−1
ι
→Aλ,1 ∗ Aλ,2 ∗ · · · ∗ Aλ,r
ou` Aλ,1, . . . ,Aλ,r sont r copies de Aλ, ou` κ est l’isomorphisme de commutativite´ de
Ginzburg, Mirkovic et Vilonen et ou` ι se de´duit des isomorphismes e´vidents Aλ,i → Aλ,i+1
l’indice i e´tant prise parmi les classes modulo r. On de´finit pour chaque λ, la fonction
φr,λ ∈ H
+ comme la trace de Fr ◦ κ′ sur les fibres de A∗rλ au-dessus des points fixe´s par Fr.
1Ce choix n’est en fait pas important car toutes nos traces sont rationnelles.
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The´ore`me 3 Pour toute n-partition λ, on a b(ar,λ) = φr,λ.
On utilise ce the´ore`me 3 pour ge´ne´raliser le re´sultat principal de [14]. Pour l’e´noncer
pre´cise´ment, fixons quelques notations.
Notons A le sous-groupe diagonal de GL(n) et N son sous-groupe des matrices trian-
gulaires supe´rieures unipotentes. Notons θ : N(F )→ Q¯×ℓ le caracte`re
θ(x) = Ψ(
n−1∑
i=1
res (xi,i+1))
ou` Ψ : F → Q¯×ℓ est un caracte`re additif de conducteur O.
Pour toute fonction φ ∈ H+ et pour tout a ∈ A(F ), posons
I(a, φ) =
∫
N(F )×N(F )
φ( tx1ax2)θ(x1)θ(x2)dx1dx2
ou` la mesure de Haar normalise´ dx de N(F ) attribue a` N(O) le volume 1.
Cette inte´grale intervient comme une inte´grale orbitale dans une formule des traces rela-
tive de Jacquet. Il s’agit d’une inte´grale de Kloosterman si φ est la fonction caracte´ristique
de GL(n,O).
Soient F2 l’extension quadratique non ramifie´e de F et O2 son anneau des entiers.
Notons θ′ : N(F2)→ Q¯
×
ℓ le caracte`re de´fini par
θ′(x) = Ψ(
n−1∑
i=1
(xi,i+1 + x¯i,i+1)))
ou` x 7→ x¯ est l’e´le´ment non trivial du groupe Gal (F2/F ).
Soit S(F ) l’ensemble des matrices g ∈ GL(n, F2) telles que
tg¯ = g. Le groupe GL(n, F2)
agit sur S(F ) par g.s = tg¯sg. Notons H′+ l’espace des fonctions a` support compact dans
S(F )+ = S(F ) ∩ gl(n,O2)
qui sont invariantes sous l’action de GL(n,O2).
Pour toute fonction φ′ ∈ H′+ et pour toute matrice diagonale a ∈ A(F ), posons
J(a, φ′) =
∫
N(F2)
φ′( tx¯ax)θ′(x)dx
ou` la mesure de Haar normalise´e dx de N(F2) attribue a` N(O2) le volume 1.
Soit b : H+2 → H
+ l’homomorphisme de changement de base. Soit b′ : H+2 → H
′+
l’application de´finie par b′(f) = φ′ ou`
φ′(g tg¯) =
∫
H(O)
f(gh)dh
ou` H(O) est le sous-groupe de GL(n,O2) forme´ des matrices g telles que
tg¯ = g−1.
L’application b′ est bien de´finie puisque toute matrice hermitienne s ∈ S(F ) peut s’e´crire
sous la forme s = g tg¯ avec g ∈ GL(n, F2).
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The´ore`me 4 Pour toute matrice
a = diag (a1, a
−1
1 a2, . . . , a
−1
n−1an) ∈ A(F )
pour toute fonction f ∈ H+2 , on a
I(a, b(f)) = (−1)val(a1a2...an−1)J(a, b′(f))
ou` val est la valuation de F .
On de´montre finalement le lemme fondamental de Jacquet et Ye pour l’e´le´ment long
w0 du groupe de Weyl Sn. Pour toute φ ∈ H
+, pour toute φ′ ∈ H′+ et pour tout e´le´ment
central a ∈ A(F̟), on introduit, a` la suite de Jacquet et Ye, les inte´grales orbitales relatives
I(w0a, φ) =
∫
N(F )×N(F )/(N(F )×N(F ))w0a
φ( txw0ax
′)θ(xx′)dxdx′ ;
J(w0a, φ
′) =
∫
N(F2)/N(Fy2)w0a
φ′( tx¯w0ax)θ
′(x)dx .
The´ore`me 5 Pour un e´le´ment central a = diag (̟d, ̟d, . . . , ̟d) ∈ A(F̟) pour toute
fonction f ∈ H+2 , on a
I(w0a, b(f)) = (−1)
d(1+2+···+(n−1))J(w0a, b
′(f)).
Ces e´nonce´s jouent le roˆle d’un lemme fondamental dans une formule des traces relative.
Ils ont e´te´ conjecture´s par Jacquet et Ye dans [7] pour un corps local F de caracte´ristique
arbitraire. Ils les ont de´montre´s pour n = 2 et n = 3 dans loc.cit. Dans [14], sous
l’hypothe`se que la caracte´ristique de F est positive, on a de´montre´ le the´ore`me 4 dans le
cas particulier ou` f est l’unite´ de l’alge`bre H+2 .
Graˆce au the´ore`me 3, on sait interpre´ter ge´ome´triquement b. L’application b′ e´tant
de´finie comme une inte´grale le long des fibres, elle admet aussi une interpre´tation ge´ome´-
trique.
Ayant une traduction ge´ome´trique des applications b et b′, on de´montre le the´ore`me 4
en adaptant les arguments de [14] et le the´ore`me 5 en utilisant la preuve d’une conjecture
de Frenkel-Gaitsgory-Kazhdan-Vilonen ([16]).
L’article est divise´ en deux parties.
Dans la premie`re partie, on propose une nouvelle de´monstration valable en caracte´ristique
positive des re´sultats de Ginzburg, Mirkovic et Vilonen ([4],[13]) sur lesquels s’appuierait
notre the´ore`me 3. L’ide´e principale est de de´former en conside´rant une situation globale.
On exploite aussi une analogie avec la correspondance de Springer.
On rappelle en 1.1 la de´finition du sche´ma des re´seaux de Lusztig ([11]) ou plutoˆt sa
variante globale. De´sormais, on note O = k[̟] l’anneau des polynoˆmes a` coefficients dans
k et a` une variable ̟, F son corps des fractions, O̟ et F̟ leurs comple´te´s en ̟. Notons
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Qd le k-sche´ma affine dont l’ensemble des k-points est celui des polynoˆmes unitaires de
degre´ d a` coefficients dans k. Soit Xd le k-sche´ma dont l’ensemble des k-points est celui
des re´seaux R ⊂ On tel que dim(On : R) = d. On a un morphisme propre φ : Xd → Qd
de´fini par le de´terminant. Ce morphisme est en ge´ne´ral singulier en dehors de l’ouvert
Qd,rss des polynoˆmes unitaires se´parables. La fibre de φ en ̟
d ∈ Qd(k) qu’on notera
Xd,̟, s’identifie a` la composante connexe indexe´e par d du sche´ma des re´seaux R̟ ⊂ O
n
̟
conside´re´ par Lusztig. C’est la fibre la plus inte´ressante.
On introduit en 1.2 en imitant [9], une re´solution simultane´e π : X˜d → Xd des fibres
de φ. Le morphisme π est petit, ge´ne´riquement un Sd-torseur, sa restriction a` toutes les
fibres de φ est semi-petite : il est comple`tement analogue a` la re´solution simultane´e de
Grothendieck-Springer.
Ainsi, pour chaque repre´sentation ℓ-adique de dimension finie ρ de Sd, on peut con-
struire un faisceau pervers Aρ sur Xd dont les restrictions a` toutes les fibres de φ sont
encore perverses, a` de´calage pre`s (1.3). Si Vρ est l’espace sous-jacent de la repre´sentation
ρ, Aρ est un facteur direct du faisceau pervers
Rπ∗Q¯ℓ[dim(Xd)](dim(Xd)/2) ⊠ Vρ.
Cette remarque tre`s simple se re´ve`le cruciale dans la suite de l’article.
Le but de la section 2 est d’e´tablir une correspondance a` la Springer pour Xd. Si cette
correspondance est certainement connue des spe´cialistes, nous n’avons pas pu trouver de
de´monstration de´taille´e dans la litte´rature. En 3.1 on de´montre que les complexes Aρ
sont e´quivariants relativement a` l’action d’un sche´ma en groupes lisse Gd → Qd. Graˆce
a` cette proprie´te´ d’e´quivariance, nous montrons en 3.2 que les Aρ sont en quelques sortes
inde´pendants de n. En 3.3, on e´tablit dans le cas n = d, le lien avec la correspondance de
Springer habituelle due a` Lusztig, Borho et MacPherson ([11],[2]).
A la suite de Mirkovic et Vilonen, pour tous d′, d′′ ∈ N tels que d′ + d′′ = d, on
introduit en 3.1 le produit tordu Xd′×˜Xd′′ → Xd via lequel est de´fini le complexe produit
de convolution Aρ′ ∗Aρ′′ sur Xd. Du fait que la re´solution simultane´e se factorise a` travers
Xd′×˜Xd′′ , le complexe Aρ′ ∗Aρ′′ est un faisceau pervers. On de´finit en 3.3 un isomorphisme
de commutativite´
κ : Aρ′ ∗ Aρ′′→˜Aρ′′ ∗ Aρ′
en utilisant le prolongement interme´diaire a` partir de l’ouvert Qd,rss. Il est vraisemblable
que κ co¨ıncide avec l’isomorphisme de commutativite´ de´fini de manie`re diffe´rente par
Mirkovic et Vilonen ([13]).
La section 4 est consacre´e a` l’e´tude du complexe Rφ∗Aρ. Le but est de de´montrer que
ce complexe est comple`tement de´termine´ par sa restriction a` n’importe quel ouvert dense.
En fait, il satisfait a` un ensemble de proprie´te´s plus pre´cises que nous regroupons sous le
nom de la proprie´te´ (∗). Un complexe borne´ C de faisceaux constructibles ℓ-adiques sur
un sche´ma X de type fini sur k a la proprie´te´ (∗) si et seulement s’il ve´rifie les proprie´te´s
suivantes.
• C =
⊕
iH
i(C)[−i] ;
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• pour toute immersion j : U →֒ X d’un ouvert dense U de X , le morphisme d’adjonc-
tion H i(C)→ j∗j
∗H i(C) est un isomorphisme ;
• Pour tout x ∈ X(Fqr), Fr
r agit dans H i(C) comme la multiplication par qir/2.
Dans tous nos exemples, les faisceaux de cohomologie H i(C) sont aussi les faisceaux
pervers, et on peut remplacer le j∗ par le j!∗. De plus, le complexe C est concentre´ en
des degre´s ayant une parite´ fixe. Toutefois, nous n’avons pas besoin de ces renseignements
supple´mentaires.
On de´montre en 4.1 que la proprie´te´ (∗) se conserve par passage aux facteurs directs, par
image directe par un morphisme fini et par le produit tensoriel externe. On e´voque aussi
le the´ore`me de Jouanolou sur la cohomologie des fibre´s projectifs qui ve´rifie la proprie´te´
(∗). On de´montre en 4.2 le re´sultat principal de la section 4 :
The´ore`me 1 Le complexe Rφ∗Aρ a la proprie´te´ (∗).
On de´montre d’abord cet e´nonce´ lorsqueAρ = Rπ∗Q¯ℓ[nd](nd/2) en utilisant le the´ore`me
de Jouanolou. On peut en de´duire le cas ge´ne´ral parce que Aρ est un facteur direct de
Rπ∗Q¯ℓ[nd](nd/2) ⊠ Vρ.
Comme application du the´ore`me 1, on construit en 4.3 un isomorphisme
RΓc(Xd,̟ ⊗k k¯,Aρ′ ∗ Aρ′′)→˜
RΓc(Xd′,̟ ⊗k k¯,Aρ′)⊗ RΓc(Xd′′,̟ ⊗k k¯,Aρ′′)
en prolongeant l’isomorphisme e´vident sur l’ouvert Qd,rss. Ici Xd,̟ de´signe la fibre de Xd
au-dessus de ̟d ∈ Qd(k). Sur C, cet isomorphisme a e´te´ obtenu de manie`re diffe´rente par
Ginzburg, Mirkovic et Vilonen.
La section 5 est consacre´e a` l’e´tude cohomologique des termes constants. On note N
le sous-groupe de GL(n) des matrices triangulaires supe´rieures unipotentes, A son sous-
groupe diagonal, B = AN son sous-groupe de Borel standard. Soit H+ l’alge`bre des fonc-
tions a` support compact dans GL(n, F̟)
+ qui sont bi-GL(n,O̟)-invariantes. Rappelons
que le terme constant de f ∈ H+ est une fonction A(O̟)-invariante f
B : A(F̟) → Q¯ℓ
de´finie par
fB(̟d) = q−〈d,δ〉
∫
N(F̟)
f(̟dx)dx
ou`
δ =
1
2
(n− 1, n− 3, . . . , 1− n),
ou` ̟d = diag (̟d1, . . . , ̟dn) ∈ A(F̟) et ou` la mesure de Haar normalise´e dx de N(F̟)
attribue a` N(O̟) le volume 1. Pour tout d ∈ N
n avec |d| = d, Mirkovic et Vilonen ont
introduit un sous-sche´ma localement ferme´ Sd,̟ de Xd,̟ tel que, si aρ est la fonction trace
de Frobenius d’un complexe Aρ sur Xd,̟, on a
aBρ (̟
d) = q−〈d,δ〉Tr(Fr,RΓc(Sd,̟ ⊗k k¯,Aρ)).
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On introduit en 5.2 une variante globale de Sd,̟ contenue dans le diagramme commu-
tatif suivant :
Sd
id
−−−−→ Xd
sd
y
y φ
Qd −−−−→
m
Qd
ou` Qd = Qd1 × · · · ×Qdn et ou` m : Qd → Qd est le morphisme de´fini par m(P1, . . . , Pn) =
P1 . . . Pn. La fibre de Sd au-dessus de (̟
d1, . . . , ̟dn) ∈ Qd(k) s’identifie a` Sd,̟. On
de´montre en 5.2 le re´sultat principal de la section 5.
The´ore`me 2 Le complexe Rsd,!i
∗
dAρ est concentre´ en degre´ −d+ 2〈d, δ〉 et a la proprie´te´
(∗).
En particulier
RΓc(Sd,̟ ⊗k k¯,Aρ[−d](−d/2))
est concentre´ en degre´ 2〈d, δ〉. Sur C, cette assertion a e´te´ de´montre´ par Mirkovic et
Vilonen ([13]). De plus, l’endomorphisme Fr agit dans
H2〈d,δ〉c (Sd(̟
d ⊗k k¯,Aρ[−d](−d/2))
comme la multiplication par q〈d,δ〉. Par conse´quent, si aρ est la fonction trace Frobenius sur
Aρ,̟ = Aρ[−d](−d/2) restreint a` Xd(̟
d), sa transformation de Satake est un polynoˆme
syme´trique dont les coefficients sont des entiers naturels. Cette assertion a e´te´ de´montre´e
par Lusztig de manie`re diffe´rente ([11]).
En utilisant le the´ore`me 2, on de´montre en 5.3 l’isomorphisme
RΓ(Xd,̟ ⊗k k¯,Aρ)→˜
⊕
d∈N
|d|=d
RΓc(Sd,̟ ⊗k k¯,Aρ)
duˆ a` Mirkovic et Vilonen sur C ([13]).
On de´montre enfin en 5.4 qu’il existe un isomorphisme
RΓc(Sd,̟ ⊗k k¯,Aρ′ ∗ Aρ′′) →˜
⊕
|d′|=d′, |d′′|=d′′
d′+d′′=d
RΓc(Sd′,̟ ⊗k k¯,Aρ′)
⊗RΓc(Sd′′,̟ ⊗k k¯,Aρ′′).
Si cet isomorphisme n’apparaˆıt pas explicitement dans [13], K. Vilonen m’a informe´ qu’il
sait le de´montrer sur C. Cela m’a donne´ la confiance ne´cessaire pour chercher a` le de´montrer
sur Fq.
7
Dans la seconde partie de l’article on propose certaines applications de la the´orie de
Ginzburg, Mirkovic et Vilonen dans le proble`me dit “lemme fondamental”.
La section 6 est consacre´e a` la de´monstration du the´ore`me 3 e´voque´ plus haut. Pour
cela, on introduit les “nouvelles” fontions fr,λ ∈ H
+
r de´finies comme suit.
On peut identifier X̟(kr) a` l’ensemble des points fixe´s par l’endomorphisme Fr ◦ σ de
Xr̟ ou` l’endomorphisme
σ : X̟ × · · · ×X̟︸ ︷︷ ︸
r fois
→ X̟ × · · · ×X̟︸ ︷︷ ︸
r fois
est de´fini par
σ(x1, . . . , xr) = (xr, x1, . . . , xr−1).
En effet on peut faire correspondre un e´le´ment x ∈ X̟(kr) a` l’e´le´ment
(x,Fr(x), . . . ,Frr−1(x)) ∈ Fix (Fr ◦ σ,Xr̟).
Pour chaque λ, l’endomorphisme σ se relevant naturellement sur le faisceau pervers A⊠ rλ,̟
au-dessus Xr̟, on de´finit la fonction fr,λ ∈ H
+
r comme la trace de Fr ◦ σ agissant sur la
fibre de A⊠ rλ,̟ au-dessus des points fixe´s par Fr ◦ σ.
On de´montre ensuite l’identite´ b(fr,λ) = φr,λ qui est l’analogue tordu du fait bien connu
suivant. Si on remplace Fr par le produit de r copies de F , l’homomorphisme b envoie la
fonction f1⊠ · · ·⊠fr sur la fonction f1 ∗ · · ·∗fr. L’isomorphisme de la section 5.4 intervient
de manie`re cruciale dans la de´monstration de l’identite´ b(fr,λ) = φr,λ.
On de´montre finalement que fr,λ = ar,λ en comparant leurs transforme´s de Satake.
A partir de la section 7, on ne conside`re que les extensions de degre´ r = 2. On peut
ainsi libe´rer la lettre r pour d’autres utilisations. On notera fλ et φλ pour f2,λ et φ2,λ.
On pre´pare dans la section 7 les ingre´dients ne´cessaires pour interpre´ter ge´ome´triquement
l’application b′ : H+2 → H
′+. Notamment, on veut comprendre le comportement de la
transposition τ(g) = tg vis-a`-vis des faisceaux pervers Aρ.
La transposition τ(g) = tg n’e´tant pas de´finie sur le sche´ma des re´seaux Xd, on doit
introduire en 7.1 le substitut gd,r. Il s’agit d’un Qd,r-sche´ma ou` Qd,r(k) est l’ensemble des
couples de polynoˆmes unitaires (P,R) avec P divisant R, qui sont de degre´ respectivement
d < r. L’ensemble des k-points de gd,r au-dessus de (P,R) ∈ Qd,r(k) est l’ensemble
gd,r(P,R)(k) = {g ∈ gl(n,O/RO) | det(g) ∈ P (O/RO)
×}.
Les variables auxiliaires r et R sont ne´cessaires pour la finitude. Le morphisme naturel
gd,r → Xd qui envoie g sur gO
n est lisse, a` fibres ge´ome´triquement connexes et e´quivariant
relativement a` l’action de Gr. On notera A˜ρ l’image inverse de Aρ sur gd,r.
Puis, on de´finit le rele`vement τ˜ρ de τ sur A˜ρ en imposant la condition que la restriction
de τ˜ρ a` une fibre de A˜ρ au-dessus d’un e´le´ment re´gulier, semi-simple et syme´trique soit
l’identite´. Sa de´finition apparemment simple cache certains aspects assez myste´rieux de
τ˜ρ. Mais on reportera cette discussion a` la dernie`re section de l’article.
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On e´tudie en 7.3 le produit de convolution de A˜ρ sur gd,r qui est comple`tement analogue
au produit de convolution entre les fonctions. En fait, on de´montre ainsi que le produit de
convolution entre les Aρ de´fini dans la section 3 correspond bien au produit de convolution
habituel via le dictionnaire faisceaux-fonctions de Grothendieck.
On e´tudie en 7.4 le comportement des τ˜ρ vis-a`-vis de l’isomorphisme de commutativite´
κ. Il s’agit en fait de traduire cohomologiquement le calcul bien connu suivant prouvant la
commutativite´ de l’alge`bre de Hecke
(f ∗ g)(x) =
∫
G(F̟)
f(xy−1)g(y)dy
=
∫
G(F̟)
f( ty−1 tx)g( ty)dy
=
∫
G(F̟)
g( ty)f( ty−1 tx)dy
= (g ∗ f)( tx)
= (g ∗ f)(x).
On introduit dans la section 8 une autre re´alisation ge´ome´trique des fonctions a2,λ. On
peut identifier gd,r,̟(k2) a` l’ensemble des points fixes de Fr ◦ σ ◦ (τ × τ) dans gd,r,̟ × gd,r,̟
en envoyant un point x ∈ gd,r,̟(k2) sur
(x, tFr(x)) ∈ Fix (Fr ◦ σ ◦ (τ × τ), gd,r,̟ × gd,r,̟).
On de´finit la fonction f ′λ : gd,r,̟ → Q¯ℓ par
f ′λ(x) = Tr(Fr ◦ σ˜ ◦ (τ˜λ × τ˜λ), (Aλ,̟ ⊠Aλ,̟)(x, tFr(x))).
On introduit aussi la fonction φ′λ : Fix (Fr ◦ τ, g2d,r,̟)→ Q¯ℓ de´finie par
φ′λ(x) = Tr(Tr ◦ κ
′ ◦ τ˜ρ, (A˜ρ)x)
ou` ρ est la repre´sentation induite de S2d
ρ = IndS2dSd×Sd(ρλ × ρλ)
et ou` κ′ se de´duit de l’automorphisme de commutativite´ de Aρ = Aλ ×Aλ. Ces fonctions
φ′λ s’identifient naturellement a` des e´le´ments de H
′+.
On de´montre en utilisant la formule des traces de Grothendieck, l’identite´ b′(f ′λ) = φ
′
λ.
La re´sultat de la section 7.4 fournit la compatiblite´ des divers endomorphismes de Frobenius
tordus.
On de´montre ensuite que fλ = f
′
λ en tant qu’e´le´ments de H
+
2 si bien qu’on a aussi
f ′λ = a2,λ.
Puisque les a2,λ forment une base de H
+
2 , pour de´montrer l’identite´
I(a, b(f)) = (−1)val̟(a1...an−1)J(a, b′(f))
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pour toute f ∈ H+2 , il suffit de de´montrer
I(a, φλ) = (−1)
val̟(a1...an−1)J(a, φ′λ)
pour toute n-partition λ.
Le triplet (X̟(a), h, τ), ou` X̟(a) est un sche´ma de type fini sur k avec
X̟(a)(k) = {(x, x
′) ∈ (N(F̟)/N(O̟))
2 | tx1ax2 ∈ gl(n,O̟)},
ou` h est le morphisme X̟(a)→ Ga de´fini par la formule
h(x, x′) =
n−1∑
i=1
res (xi,i+1 + x
′
i,i+1)
et ou` τ est une involution de X̟(a) avec τ(x, x
′) = (x′, x) a e´te´ de´fini dans [14].
Les complexes A˜ρ ne sont pas de´finis a` priori sur X̟(a). Ne´anmoins, pour un entier r
assez grand, on peut construire un diagramme
Xr,̟(a)
ι
−−−−→ gdn,r,̟
pr
y
X̟(a)
ou` ι est une immersion ferme´e et ou` pr est morphisme lisse dont les fibres ge´ome´triques
sont isomorphes a` des espaces affines. Du fait que les restrictions de A˜ρ dans ces fi-
bres ge´ome´triques sont constantes, il peut se descendre en un complexe A˙ρ sur X̟(a).
L’involution τ˜ρ se descend aussi en une involution
τ˙ρ : τ
∗A˙ρ → A˙ρ.
Graˆce a` la formule des traces de Grothendieck, on a alors
I(a, φλ) = Tr(Fr ◦ κ,RΓc(X̟(a)⊗k k¯, A˙ρ ⊗ h
∗Lψ))
J(a, φ′λ) = Tr(Fr ◦ κ ◦ τ˙ρ,RΓc(X̟(a)⊗k k¯, A˙ρ ⊗ h
∗Lψ))
ou` ρ est la repre´sentation induite
ρ = IndS2dSd×Sd(ρλ × ρλ)
avec d = |λ| = dn/2. Rappelons que pour cette repre´sentation ρ on a Aρ = Aλ ∗ Aλ.
Le the´ore`me 4 re´sulte alors de l’e´nonce´ ge´ome´trique suivant.
The´ore`me 4a L’involution τ˙ρ agit dans RΓc(X̟(a)⊗k k¯, A˙ρ⊗h
∗Lψ)) comme la multipli-
cation par (−1)val̟(a1a2...an−1).
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La de´monstration de ce the´ore`me occupe la fin de la section 9 et la section 10. Il
s’agit d’adapter les arguments de [14] dans une situation plus ge´ne´rale. On renvoie a`
l’introduction de loc.cit. pour les grandes lignes de cette de´monstration.
Dans la dernie`re section 11, on propose un proble`me combinatoire concernant un signe
ελ de´pendant de la partition λ, inhe´rent a` la de´finition du rele`vement τ˜λ. On utilise le
the´ore`me 4 pour montrer que pour λ = (d, . . . , d) on a
ελ = (−1)
d(1+2+···+(n−1)).
En combinant cette identite´ avec la preuve de la conjecture de Frenkel-Gaitsgory-
Kazhdan-Vilonen ([16]), on de´montre enfin le the´ore`me 5.
Je remercie K. Vilonen pour une correspondance tre`s utile. Je remercie J.-L. Walds-
purger dont une question m’a permis d’ame´liorer sensiblement l’e´nonce´ du the´ore`me 3. Je
tiens a` exprimer ma profonde gratitude envers G. Laumon qui m’a constamment encourage´
durant la pre´paration de cet article.
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Partie I
La the´orie de
Ginzburg-Mirkovic-Vilonen
1 La situation ge´ome´trique
1.1 Le sche´ma des re´seaux de Lusztig
Soient k le corps fini Fq, k¯ sa cloˆture alge´brique. Notons O l’anneau des polynoˆmes a` une
variable ̟ et a` coefficients dans k et F son corps des fractions.
Fixons un entier naturel n ∈ N. L’ensemble des re´seaux R ⊂ On s’identifie naturelle-
ment a` celui des k-points d’un sche´ma X localement de type fini sur k. En fait, X est la
re´union disjointe infinie des sche´mas Xd de type fini sur k dont l’ensemble des k-points est
Xd(k) = {R ⊂ O
n | dimk (O
n : R) = d}
= {gGL(n,O) ∈ GL(n, F )+/GL(n,O) | deg(det g) = d}
ou` le polynoˆme det g est bien de´fini modulo un scalaire inversible. Si on note Qd l’espace
affine des polynoˆmes unitaires de degre´ d, le de´terminant de´finit un morphisme
φ : Xd → Qd.
Pour un polynoˆme unitaire P ∈ Qd(k) et pour un re´seau R ∈ Xd(P ), d’apre`s le
the´ore`me de Cramer, on a On ⊃ R ⊃ (P )n. Le re´seau R est donc de´termine´ par son
image dans le quotient (O/(P ))n si bien que la fibre Xd(P ) s’identifie naturellement au
sche´ma des sous-espaces vectoriels de codimension d de (O/(P ))n qui sont stables sous la
multiplication par ̟. En particulier le morphisme φ est propre.
Soient O̟ le comple´te´ de O en ̟ et F̟ son corps des fractions. L’ensemble des re´seaux
R̟ ⊂ O
n
̟ tels que dimk (O
n
̟ : R̟) = d s’identifie naturellement a` celui des k-points de la
fibre Xd,̟ du morphisme φ au-dessus du k-point ̟
d ∈ Qd(k).
1.2 Une re´solution simultane´e, d’apre`s Laumon
Le morphisme φd n’est pas lisse. Ses fibres admettent ne´anmoins une alte´ration simul-
tane´ment semi-petite au sens de Goresky et MacPherson, comple`tement analogue a` la
re´solution simultane´e de Grothendieck-Springer. A la suite de Laumon ([9]), conside´rons
le sche´ma X˜d avec
X˜d(k) = {O
n = R0 ⊃ R1 ⊃ · · · ⊃ Rd | dimk(Ri−1 : Ri) = 1}
et le morphisme πd : X˜d → Xd avec
πd (R0 ⊃ R1 ⊃ · · · ⊃ Rd) = Rd.
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Soit φ˜d : X˜d → A
d le morphisme qui envoie le drapeau (R0 ⊃ R1 ⊃ · · · ⊃ Rd) sur le point
de coordonne´es (x1, . . . , xd) tel que le quotient Ri−1/Ri est supporte´ par le point xi. On
renvoie a` [9] pour la de´monstration de l’e´nonce´ suivant ; voir aussi la fin de 2.3 pour une
de´monstration indirecte via la re´solution simultane´e de Grothendieck-Springer.
Proposition 1.2.1 Soit Adrss l’ouvert dense de A
d constitue´ des points ayant des coor-
donne´es (x1, . . . , xd) deux a` deux diffe´rentes. Cet ouvert e´tant stable sous l’action du groupe
syme´trique Sd, posons Qd,rss = A
d
rss/Sd
1. Au-dessus de l’ouvert dense Qd,rss, le diagramme
X˜d
φ˜
−−−−→ Ad
π
y
y πQ
Xd −−−−→
φ
Qd
est carte´sien.
2. Le morphisme φ˜d est lisse.
3. Le morphisme π est petit au sens de Goresky et MacPherson.
4. Pour tout point ge´ome´trique x de Ad, la fibre φ˜
−1(x) est une alte´ration semi-petite
de la fibre φ−1(πQ(x)). Si de plus x = (0, . . . , 0) et πQ(x) = ̟
d, c’est une re´solution
semi-petite.
1.3 Les complexes Aρ
Il re´sulte de la proposition pre´ce´dente que X˜d,rss est un Sd-torseur au-dessus de Xd,rss. On
peut donc associer a` chaque repre´sentation ℓ-adique de dimension finie ρ : Sd → GL(V )
une repre´sentation du groupe fondamental de Xd,rss et donc un syste`me local Lρ sur Xd,rss.
Ce syste`me local peut aussi eˆtre de´fini par Lρ = (πrss,∗Q¯ℓ ⊠ V )
Sd, les invariants e´tant
pris relativement a` l’action diagonale de Sd. Notons Aρ le faisceau pervers qui est le
prolongement interme´diaire de Lρ[dimXd](dimXd/2).
Corollaire 1.3.1 1. Le complexe
Rπ∗Q¯ℓ[dimXd](dimXd/2)
est un faisceau pervers prolongement interme´diaire de sa restriction a` l’ouvert Xd,rss.
De plus, pour tout point ge´ome´trique x ∈ Qd(k¯), la restriction de
Rπ∗Q¯ℓ[dimXd − d](dimXd/2− d/2)
a` la fibre φ−1(x) est encore un faisceau pervers.
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2. On a un isomorphisme Aρ ≃ (Rπ∗Q¯ℓ ⊠ V )
Sd[dimXd](dimXd/2). De plus, pour tout
point ge´ome´trique x ∈ Qd(k¯), la restriction de
Aρ[−d](−d/2)
a` la fibre φ−1(x) est encore un faisceau pervers.
De´monstration. L’assertion 1 re´sulte de la proposition 1.2.1. On de´duit les meˆmes pro-
prie´te´s pour (Rπ∗Q¯ℓ ⊠ V )
Sd[dimXd](dimXd/2) ; celles-ci e´tant conserve´es par le produit
exte´rieur ⊠V et pour les facteurs directs. Par la de´finition du syste`me local Lρ on a un
isomorphisme
Aρ ≃ (Rπ∗Q¯ℓ ⊠ V )
Sd[dimXd](dimXd/2)
au-dessus de l’ouvert Xd,rrs. On en de´duit l’isomorphisme sur Xd entier par la fonctorialite´
du prolongement interme´diaire.
2 Une correspondance a` la Springer
2.1 La proprie´te´ GL(n,O)-e´quivariante
Les fonctions traces de Frobenius des Aρ sont des fonctions sur
(GL(n, F ) ∩ gl(n,O))/GL(n,O)
qui sont GL(n,O)-invariantes a` gauche. Pour exprimer ge´ome´triquement cette proprie´te´,
introduisons le sche´ma en groupes Gd → Qd dont la fibre au-dessus d’un point P ∈ Qd(k)
a pour l’ensemble des k-points l’ensemble Gd(P )(k) = GL(n,O/(P )).
Lemme 2.1.1 Le sche´ma en groupes Gd → Qd est lisse a` fibres ge´ome´triques connexes de
dimension n2d.
De´monstration. Le sche´ma en groupes Gd est naturellement un ouvert du Qd-sche´ma Md
de´fini tel que pour chaque P ∈ Qd(k) on a Md,n(P )(k) = gl(n,O/(P )). Il suffit de
de´montrer l’assertion pour Md,n. La dimension relative de Md,n est clairement n
2d. Pour
de´montrer que Md,n est lisse, il suffit de le faire pour n = 1. Par la division euclidienne,
chaque classe modulo (P ) est repre´sente´e par un unique polynoˆme de degre´ strictement
infe´rieur a` d si bien que Md,1 est isomorphe au fibre´ vectoriel trivial de rang d sur Qd. En
particulier le morphisme Md,1 → Qd est lisse. 
Un re´seau R ∈ Xd(k) avec φ(R) = P contient d’apre`s le the´ore`me de Cramer le re´seau
(P )n et donc est de´termine´ par son quotient R/(P )n ⊂ On/(P )n. On en de´duit une action
naturelle
Gd ×Qd Xd → Xd.
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Corollaire 2.1.2 Les faisceaux pervers Aρ sont naturellement Gd-e´quivariants.
De´monstration. Gd agit aussi sur X˜d. Au-dessus de l’ouvert X˜d,rss cette action commute a`
l’action deSd si bien que le syste`me local Lρ est naturellement Gd-e´quivariant. Conside´rons
maintenant le diagramme
Xd
act
←−−−− Xd ×Qd Gd
prXd−−−−→ Xdy
y
y
Qd ←−−−− Gd −−−−→ Qd
ou` les deux carre´s sont carte´siens. Le morphisme Gd → Qd e´tant lisse et a` fibres ge´ome´tri-
quement connexes, il en est de meˆme des morphisme act et prXd. Les images inverse act
∗Aρ
et pr∗XdAρ sont donc a` de´calage pre`s les prolongements interme´diaires de act
∗Lρ et de
pr∗XdLρ. L’isomorphisme act
∗Lρ → pr
∗
Xd
Lρ induit donc par fonctorialite´ un isomorphisme
act∗Aρ → pr
∗
Xd
Aρ. 
2.2 La de´pendance des Aρ en n
Ajoutons dans ce paragraphe l’indice n a` toutes nos notations pre´ce´demment pose´es. Pour
tout m ∈ N, l’homomorphisme GL(n) → GL(n +m) qui envoie g sur diag (g, Idm) induit
une immersion ferme´e Xd,n → Xd,n+m au-dessus de Qd.
Lemme 2.2.1 Le ferme´ Xd,n est transverse a` l’action du sche´ma en groupes Gd,m+n sur
Xd,m+n. Plus pre´cise´ment le morphisme Xd,n ×Qd Gd,m+n → Xd,m+n induit par l’action,
est lisse et ses fibres ge´ome´triques sont connexes. Si de plus n ≥ d, il est surjectif.
De´monstration. On de´montre d’abord que l’image ge´ome´trique de ce morphisme est ouvert
et que toutes ses fibres ge´ome´triques sont lisses, connexes et ont la meˆme dimension.
Fixons un polynoˆme unitaire P ∈ Qd(k¯) avec
P (̟) =
∏
(̟ − γi)
mi
ou` les λi ∈ k¯ sont deux a` deux diffe´rents. Les orbites de Gd,n(P )(k¯) (resp. Gd,n+m(P )(k¯)
dans Xd,n(P )(k¯) (resp. Xd,n+m(P )(k¯)) sont parame´tre´es par la donne´e d’une n-partition
λi = (λi,1, . . . , λi,n) (resp. une n+m-partition λ
′
i = (λi,1, . . . , λi,n+m)) de mi pour chaque i.
L’ordre partiel de´fini par la relation d’inclusion d’une orbite dans l’adhe´rence d’une autre
correspond a` l’ordre habituel entre les partitions. De plus, l’orbite dans Xd,n+m(P )(k¯)
coupe Xd,n(P )(k¯) si et seulement si λi,n+1 = . . . = λi,n+m = 0 pour tout i et dans ce cas
l’intersection est l’orbite correspondant a` (λi,1, . . . , λi,n).
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On de´duit notamment que l’image ge´ome´trique du morphisme
Xd,n ×Qd Gd,n+m → Xd,n+m
est un ouvert dense lequel est Xd,n+m tout entier si n ≥ d et que ses fibres ge´ome´triques
sont toutes lisses et connexes. Pour de´montrer qu’elles ont la meˆme dimension, il faut
de´montrer que si
λ′i = (λi, 0, . . . , 0︸ ︷︷ ︸
m
)
pour tout i, la diffe´rence entre la dimension de l’orbite dans Xd,n+m(P )(k¯) de parame`tre
λ′i et celle de l’orbite dans Xd,n(P )(k¯) de parame`tre λi est une constante.
La dimension de l’orbite de parame`tre λi est e´gale a`
(n− 1)d− 2
∑
i
〈λi, (0, 1, . . . , n)〉
et celle de l’orbite correspondant a` λ′i est e´gale a`
(n+m− 1)d− 2
∑
i
〈λ′i, (0, 1, . . . , n+m)〉
si bien que la diffe´rence des deux dimensions est e´gale a` md du fait que λi,n+1 = . . . =
λi,n+m = 0.
Pour terminer la de´monstration du lemme, il suffit de de´montrer que la source du
morphisme est lisse. Le sche´ma en groupes Gd,n+m → Qd e´tant lisse, il suffit de de´montrer
le lemme suivant.
Lemme 2.2.2 Le sche´ma Xd,n est lisse et de dimension nd.
De´monstration. On va couvrir Xd,n par des ouverts lisses.
Choisissons une n-partition λ = (λ1, . . . , λn) de d. Soit e1, . . . , en la O-base standard
de On. Notons V le sous-k-espace vectoriel de On de´fini par
V =
n⊕
i=1
λi−1⊕
j=0
̟jeik.
Pour tout polynoˆme unitaire P de degre´ d, V s’envoie injectivement dans le quotient
(O/(P ))n. Pour tout re´seau R ∈ φ−1(P ), l’image de R dans (O/(P ))n est de codimension
d. Ge´ne´riquement ces deux sous-espaces vectoriels de (O/(P ))n se coupent donc en 0 ;
notons U l’ouvert de Xd,n des re´seaux R qui coupent V en 0. On peut associer a` chaque
point R ∈ U n vecteurs v1, v2, . . . , vn ∈ V tels que pour tout i, ̟
λiei + vi ∈ R.
En fait ces ̟λiei + vi engendrent R. On a
n⊕
i=1
(̟λiei + vi)O = gO
n
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ou` pour tout i on a deg(gii) = λi et pour tout j 6= i on a deg(gj,i) < λj (le polynoˆme
nul ayant par convention le degre´ −∞). Un calcul de de´terminant e´vident montre que
deg(det(g)) =
∑n
i=1 λi donc dim(O
n/gOn) = d. Mais gOn ⊂ R, on a donc gOn = R.
Le morphisme U → V n est donc un isomorphisme. En particulier U est lisse est de
dimension nd. Quitte a` changer la O-base de On, on couvre Xd,n par des ouverts lisses
analogues a` U . 
Corollaire 2.2.3 Pour toute repre´sentation ρ de Sd, notons Ad,n,ρ le faisceau pervers
correspondant sur Xd,n. Si n ≤ d, Ad,n,ρ est canononiquement isomorphe a` la restriction
Ad,d,ρ[(n − d)d] a` Xd,n. Si n ≥ d, Ad,n,ρ est l’unique faisceau pervers de´fini a` un unique
isomorphisme pre`s tel que pr∗Ad,dρ[(n− d)d] ∼= actAd,n,ρ ou` pr : Xd,d ×Qd Gd,n → Xd,d est
la projection naturelle et act : Xd,d×QdGd,n → Xd,n est la restriction du morphisme action.
2.3 Une correspondance a` la Springer pour Xd,n
Pre´cisons davantage la construction pre´ce´dente dans le cas d = n et λ = (1, . . . , 1). Dans
ce cas V = e1k ⊕ · · · enk. On a une immersion ouverte End (V ) → Xn,n de´finie par
g 7→ (g + ̟Id)On. La de´monstration du lemme suivant est facile et sera omise. Notons
aussi que ce lemme est une variante d’une compactification de la varie´te´ des matrices
unipotentes due a` Lusztig ([11]).
Lemme 2.3.1 1. La restriction de φ a` l’ouvert End (V ) est l’application polynoˆme car-
acte´ristique modulo la convention de signe.
2. Pour tout P ∈ Qd(k¯), toute orbite de Gn,n(P )(k¯) dans φ
−1(P ) coupe End (V ) en une
orbite adjointe de GL(V ) dans End (V ). Cette correspondance est compatible a` la
parame´trisation de ces deux sortes d’orbites par la donne´e de n-partitions λi de la
multiplicite´ mi de chaque racine γi de P .
3. La restriction de X˜n,n → Xn,n a` End (V ) est la re´solution de Grothendieck-Springer
de End (V ).
Rappelons que les repre´sentations irre´ductibles du groupe syme´trique Sd sont parame´-
trise´es par les partitions λ = (λ1 ≥ λ2 ≥ · · ·) de d. Notons lg(λ) le nombre entier maximal
tel que λn > 0.
Proposition 2.3.2 Soient d, n ∈ N arbitraires, λ une partition de d, ρλ la repre´sentation
irre´ductible correspondant de Sd. Si lg(λ) ≤ n alors la restriction de Aρλ [−d](−d/2) a` la
fibre Xd,̟ = Xd(̟
d) est isomorphe au complexe d’intersection de l’adhe´rence de l’orbite de
Xλ,̟ parame´tre´e par la n-partition obtenue de λ en tronquant les λi avec i ≥ n (qui sont
nuls). Si lg(λ) > n, cette restriction est nulle.
De´monstration. En combinant le the´ore`me de Borho-MacPherson ([2]) avec le lemme
pre´ce´dent, on obtient le cas d = n. Le cas ge´ne´ral s’en de´duit graˆce au corollaire 2.2.3. 
Notons aussi qu’en combinant les lemmes 2.2.1 et 2.3.1 on retrouve la proposition 1.2.1.
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3 Le produit de convolution
3.1 De´finition
A la suite de Mirkovic et Vilonen ([13]), conside´rons le sche´ma Xd′×˜Xd′′ dont l’ensemble
des k-points est
Xd′×˜Xd′′(k) = {O
n ⊃ R′ ⊃ R | dim(On/R′) = d′ et dim(R′/R) = d′′}
ou` R′ et R sont des sous-re´seaux de On. Si g, g′ ∈ GL(n, F ) tels que R = gOn et
R′ = g′On alors g′ et g′′ = g′−1g appartiennent a` gl(n,O). Les de´terminants P ′ = det(g′)
et P ′′ = det(g′′) sont respectivement des polynoˆmes de degre´ d′ et d′′ inde´pendants des
choix de g′ et de g′′. On en de´duit un morphisme Xd′×˜Xd′′ → Qd′ ×Qd′′ .
Lemme 3.1.1 Au-dessus de l’ouvert U ⊂ Qd′ ×Qd′′ avec
U(k) = {(P ′, P ′′) ∈ Qd′ ×Qd′′(k) | pgcd (P
′, P ′′) = 1}
on a un isomorphisme
(Xd′ ×Xd′′)×Qd′×Qd′′ U→˜(Xd′×˜Xd′′)×Qd′×Qd′′ U.
De´monstration. Soient R′ ∈ Xd′ et R
′′ ∈ Xd′′ tels que φ(R
′) = P ′ et φ(R′′) = P ′′. Sous
l’hypothe`se pgcd (P ′, P ′′) = 1, si R = R′ ∩ R′′ on a dim(On/R) = d avec d = d′ + d′′. On
ve´rifie facilement que le morphisme
(Xd′ ×Xd′′)×Qd′×Qd′′ U → (Xd′×˜Xd′′)×Qd′×Qd′′ U
ainsi de´fini est un isomorphisme. 
Notons (Qd′×Qd′′)rss l’ouvert des (P
′, P ′′) tels que le polynoˆme P ′P ′′ n’a pas de racines
multiples, (Xd′ ×Xd′′)rss son image re´ciproque. D’apre`s le lemme, on a deux immersions
ouvertes
j : (Xd′ ×Xd′′)rss →֒ Xd′ ×Xd′′
et
˜ : (Xd′ ×Xd′′)rss →֒ Xd′×˜Xd′′ .
Pour toutes repre´sentations ρ′ (resp. ρ′′) de Sd′ (resp. de Sd′′), la restriction de Aρ′⊠Aρ′′ a`
(Xd′×Xd′′)rss est a` de´calage pre`s la restriction du syste`me local Lρ′⊠Lρ′′. Notons Aρ′⊠˜Aρ′′
son prolongement interme´diaire a` Xd′×˜Xd′′
Aρ′⊠˜Aρ′′ = ˜!∗j
∗Aρ′⊠Aρ′′ .
Notons µ : Xd′×˜Xd′′ → Xd le morphisme
µ(On ⊃ R′ ⊃ R) = R.
Le produit de convolution est de´fini par
Aρ′ ∗ Aρ′′ = Rµ∗(Aρ′⊠˜Aρ′′).
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3.2 La perversite´ du produit de convolution
Le re´sultat suivant est du a` Ginzburg, Mirkovic et Vilonen ([4],[13]).
Proposition 3.2.1 Le convole´Aρ′∗Aρ′′ est un faisceau pervers prolongement interme´diaire
de sa restriction a` l’ouvert re´gulier semi-simple. Plus pre´cise´ment, soit ρ = IndSdSd′×Sd′′ (ρ
′⊗
ρ′′) ou` d = d′ + d′′. Alors on a un isomorphisme Aρ′ ∗ Aρ′′→˜Aρ.
De´monstration. Le morphisme π : X˜d → Xd se factorise en
X˜d
π′
−→ Xd′×˜Xd′′
µ
−→ Xd.
Le morphisme π e´tant petit, il en est de meˆme de π′. Au-dessus de l’ouvert semi-simple
re´gulier, π′ est un torseur en groupe Sd′ × Sd′′ qui est par ailleurs isomorphe au torseur
X˜d′ × X˜d′′ au-dessus de l’ouvert (Xd′ ×Xd′′)rss. On en de´duit que Aρ′×˜Aρ′′ est un facteur
direct du faisceau pervers
Rπ′∗Q¯ℓ ⊠ (Vρ′ × Vρ′′)
plus pre´cise´ment le facteur direct fixe par rapport a` l’action diagonale de Sd′ ×Sd′′ . Par
conse´quent Aρ′ ∗ Aρ′′ est un facteur direct du faisceau pervers
Rπ∗Q¯ℓ ⊠ (Vρ′ × Vρ′′)
et est donc un faisceau pervers prolongement interme´diaire de sa restriction a` l’ouvert
re´gulier semi-simple.
Il suffit donc de ve´rifier la proposition sur l’ouvert re´gulier semi-simple. Via la de-
scription d’un syste`me local comme une repre´sentation du groupe fondamental, l’ope´ration
image directe par µ correpond bien a` l’ope´ration induction de Sd′ ×Sd′′ a` Sd. 
3.3 La commutativite´ du produit de convolution
On a vu qu’au-dessus de l’ouvert ou` le polynoˆme P = P ′P ′′ est se´parable, les sche´mas
Xd′×˜Xd′′ ,Xd′ × Xd′′ et Xd′′×˜Xd′ sont isomorphes. Cela induit un isomorphisme entre
Aρ′∗Aρ′′ et Aρ′′∗Aρ′′ au-dessus de cet ouvert. On appellera son prolongement interme´diaire
κ : Aρ′ ∗ Aρ′′ →˜Aρ′′ ∗ Aρ′′
l’isomorphisme de commutativite´. Il est vraisemblable que cet isomorphisme de commuta-
tivite´ co¨ıncide avec celui de Mirkovic et Vilonen ([13]).
De manie`re analogue, on obtient un isomorphisme d’associativite´
(Aρ ∗ Aρ′) ∗ Aρ′′→˜Aρ ∗ (Aρ′ ∗ Aρ′′).
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3.4 Restriction
Soit P =
∏r
j=1(̟ − γi)
dj avec γj ∈ k¯ et
∑
j γj = d. L’e´nonce´ suivant est une variante du
the´ore`me 3.3.8 de [9].
Proposition 3.4.1 Via l’isomorphisme
Xd(P ) =
r∏
j=1
Xdj ((̟ − γj)
dj )
on a un isomorphisme
Aρ|Xd(P ) =
⊕
i
⊗
j
Aρi,j |Xdj ((̟−γj)
dj )
ou`
ResSdSd1×···×Sdr
ρ =
⊕
i
⊗
j
ρi,j
chaque ρi,j e´tant une repre´sentation irre´ductible de Sdj .
De´monstration. Soient Qd =
∏
Qdi et m : Qd → Qd le morphisme
m(P1, . . . , Pr) = P1 . . . Pr.
Soit X˜d le Qd-sche´ma dont l’ensemble des k-points au-dessus de
(P1, . . . , Pn) ∈ Qd(k)
est l’ensemble des drapeaux
On = R0 ⊃ R1 ⊃ · · · ⊃ Rr = R
tels que pour tout i = 1, . . . , r−1, le quotient Ri−1/Ri est de dimension di comme k-espace
vectoriel et est annule´ par Pi comme O-module.
La re´solution π : X˜d → Xd se factorise manifestement a` travers πd : X˜d → Xd.
Lemme 3.4.2 Soit U l’ouvert dense de Qd des suites (P1, . . . , Pr) tels que les Pi sont deux
a` deux premiers entre eux. La restriction a` U de l’image re´ciproque π∗dAρ est un faisceau
pervers prolongement interme´diaire de sa restriction a` l’ouvert U ×Qd Qd,rss.
Admettons provisoirement ce lemme. Soit Xd =
∏r
j=1Xdi . Au-dessus de U , on a un
isomorphisme
Xd ×Qd U = X˜d ×Qd U.
En admettant le lemme, la restriction a` U de π∗dAρ et de
⊕
i ⊠jAρi,j sont isomorphes
puisqu’ils sont isomorphes au-dessus de l’ouvert re´gulier semi-simple. On en de´duit que
(p∗dAρ)((̟−γj)dj )rj=1
=
⊕
i
⊗
j
Aρi,j |Xdj ((̟−γj )
dj )
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d’ou` la proposition. 
De´monstration du lemme. Formons le produit carte´sien
˜˜Xd = X˜d ×Xd X˜d.
Notons ˜˜π : ˜˜Xd → X˜d le morphisme e´vident. Au-dessus de l’ouvert U ,
˜˜Xd est la re´union
de |Sd|/
∏r
j=1 |Sdj | composantes connexes dont chacune est isomorphe a` X˜d ×Qd U . Par
conse´quent, le morphisme ˜˜π est petit au-dessus de l’ouvert U . On en de´duit alors par le
the´ore`me de changement de base pour un morphisme propre que π∗dAρ|U est isomorphe au
faisceau pervers (R˜˜π∗Q¯ℓ ⊗ Vρ)
Sd. 
4 L’e´tude de Rφ∗Aρ
4.1 La proprie´te´ (∗)
Les complexes qu’on rencontre, comme par exemple Rφ∗Aρ, ve´rifient un ensemble de pro-
prie´te´s assez fortes qu’on regroupe sous le nom de la proprie´te´ (∗).
De´finition 4.1.1 Un complexe borne´ de faisceaux constructibles ℓ-adiques C sur un sche´-
ma X de type fini sur k a la proprie´te´ (∗) si et seulement si les trois conditions suivantes
sont satisfaites
• on a un isomorphisme
C =
⊕
i∈Z
H i(C)[−i];
• pour toute immersion ouverte j : U → X d’un ouvert dense U , pour tout entier i, le
morphisme naturel H i(C)→ j∗j
∗H i(C) est un isomorphisme ;
• pour tout x ∈ X(Fqr), l’endomorphisme Fr
r agit dans H i(C)x comme la multiplication
par qri/2.
Le complexe C a la proprie´te´ (∗) renforce´e si de plus les faisceaux H i(C) sont des faisceaux
constants.
Dans nos exemples, les faisceaux de cohomologieH i(C) sont en fait des faisceaux pervers
et on peut remplacer dans la deuxie`me condition le j∗ par le j!∗. De plus, C est concentre´
en des degre´ ayant une parite´ fixe. Nous n’utilisons toutefois pas ces renseignements
supple´mentaires.
Lemme 4.1.2 1. Si C a la proprie´te´ (∗) alors pour tout d ∈ Z, C[d](d/2) l’a aussi.
2. Tout facteur direct d’un complexe C ayant la proprie´te´ (∗) l’a aussi.
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3. Soit f : X → Y un morphisme fini. Si un complexe de faisceaux C sur X a la
proprie´te´ (∗) alors le complexe Rf∗C l’a aussi.
4. Soient C et C′ deux complexes de faisceaux respectivement sur X et X ′ ayant tous les
deux la proprie´te´ (∗), alors le produit tensoriel externe C ⊠ C′ l’a aussi.
5. Soient f : X → Y et f ′ : Y → Z deux morphismes tels que Rf∗Q¯ℓ et Rf
′
∗Q¯ℓ ont tous
les deux la proprie´te´ (∗) renforce´e. Alors R(f ◦ f ′)∗Q¯ℓ l’a aussi.
De´monstration. La proprie´te´ sur l’action ponctuelle de Frobenius sur les faisceaux de coho-
mologie se conserve de manie`re e´vidente par rapport aux ope´rations passage aux facteurs
directs, l’image directe par un morphisme fini et produit tensoriel externe. Examinons
seulement la conservation des deux autres proprie´te´s.
1. C’est e´vident.
2. Supposons que C = C′ ⊕ C′′. Alors on a H i(C) = H i(C′) ⊕ H i(C′′) pour tout i. Le
morphisme compose´ ⊕
i
H i(C′)→
⊕
i
H i(C)→˜C → C′
induit un isomorphisme sur les groupes de cohomologie et est donc un isomorphisme
dans la cate´gorie de´rive´e.
Il reste a` de´montrer que si j : U →֒ X une immersion ouverte, pour tout entier
i, le morphisme d’adjonction H i(C′) → j∗j
∗H i(C′) est un isomorphisme. Pour tout
faisceau F sur X , on a la suite exacte habituelle
0→ i∗i
!F → F → j∗j
∗F → 0
ou` i est l’immersion du ferme´ comple´mentaire de U dans X . L’assertion se de´duit de
ce que
i∗i
!C = i∗i
!C′ ⊕ i∗i
!C′′.
3. Le morphisme f e´tant fini, on a
Rf∗(C)→˜
⊕
i
H i(Rf∗C)
avec H i(Rf∗C) = f∗H
i(C).
Soient j l’immersion d’un ouvert dense U dans Y , jX : UX → X son image re´ciproque.
Par le the´ore`me de changement de base, on a un isomorphisme
j∗f∗H
i(C)→˜fU,∗j
∗
XH
i(C).
En composant les isomorphismes suivants
j∗j
∗f∗H
i(C) →˜ j∗fU,∗j
∗
XH
i(C)
→˜ f∗jX,∗j
∗
XH
i(C)
→˜ f∗H
i(C)
on obtient l’isomorphisme recherche´.
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4. Les ope´rations j∗ et j
∗ se comportent bien par rapport au produit tensoriel externe.
5. On utilise la formule de projection.
Lemme 4.1.3 (Jouanolou)
1. Soit f : X → S un fibre´ projectif sur une base S de type fini sur k. Alors le complexe
Rf∗Q¯ℓ a la proprie´te´ (∗) renforce´e.
2. Soit f : X → S un fibre´ vectoriel de rang r sur une base S de type fini sur k. Alors
le complexe Rf!Q¯ℓ a la proprie´te´ (∗) renforce´e. Plus pre´cise´ment, la trace induit un
isomorphisme Rf!Q¯ℓ → Q¯ℓ[−2r](−r).
On renvoie a` [8] pour la de´monstration de ce lemme.
La proprie´te´ (∗) nous sera utile graˆce a` l’e´nonce´ suivant. Sa de´monstration est facile et
sera omise.
Lemme 4.1.4 Soient C et C′ deux complexes de faisceaux sur X ayant la proprie´te´ (∗).
Tout isomorphisme entre C et C′ au-dessus d’un ouvert dense U de X se prolonge en un
isomorphisme sur X tout entier.
4.2 La proprie´te´ (∗) du complexe Rφ∗Aρ
The´ore`me 1 Le complexe Rφ∗Aρ a la proprie´te´ (∗).
De´monstration. Rappelons qu’on a une re´solution simultane´e π : X˜d → Xd. Il suffit de
de´montrer l’assertion en remplac¸ant Aρ par Rπ∗Q¯ℓ car Aρ est un facteur direct du faisceau
pervers
Rπ∗Q¯ℓ[nd](nd/2) ⊠ Vρ
ou` Vρ est l’espace sous-jacent de ρ. Du fait que le diagramme
X˜d
φ˜
−−−−→ Ad
π
y
y πQ
Xd −−−−→
φ
Qd
est commutatif, on a
Rφ∗Rπ∗Q¯ℓ→˜RπQ,∗Rφ˜∗Q¯ℓ.
De´montrons d’abord un lemme.
Lemme 4.2.1 Le morphisme φ˜ est le compose´ de d fibre´s projectifs de rang n− 1.
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De´monstration. Notons X˜d,i le sche´ma au-dessus de A
d dont la fibre au-dessus de
(x1, . . . , xd) ∈ A
d(k)
est l’ensemble des filtrations de re´seaux
On = R0 ⊃ R1 ⊃ · · · ⊃ Ri
tel que pour tout j ≤ i, le quotient Ri−1/Ri est un O-module de longueur 1, supporte´ par
xi.
De´montrons que X˜d,i+1 → X˜d,i est un fibre´ projectif de rang n− 1. En effet, on a
Ri ⊃ Ri+1 ⊃ (̟ − xi+1)Ri.
Le re´seau Ri et xi+1 e´tant fixe´s, la donne´e de Ri+1 est e´quivalente a` celle d’un sous-espace
vectoriel de codimension 1 de
Ri/(̟ − xi+1)Ri
d’ou` re´sulte le lemme. 
Fin de la de´monstration. Le morphisme φ˜ e´tant un compose´ de d fibre´s projectifs de
rang n − 1, le complexe Rφ˜∗Q¯ℓ a la proprie´te´ (∗) renforce´e. Il s’ensuit que le complexe
RπQ,∗Rφ˜∗Q¯ℓ a la proprie´te´ (∗) du fait que πQ est un morphisme fini. 
4.3 Cohomologie du produit de convolution
Soient ρ′, ρ′′ des repre´sentations de Sd′ et de Sd′′, Aρ′ et Aρ′′ les faisceaux pervers corre-
spondants. Notons mQ : Qd′ × Qd′′ → Qd le morphisme multiplication, φ
′
d le morphisme
Xd′ → Qd′ de´fini en 1.1, φd′′ et φd les morphismes analogues.
Proposition 4.3.1 On a un isomorphisme
mQ,∗(Rφd′,∗Aρ′ ⊠ Rφd′′,∗Aρ′′)→˜Rφd,∗(Aρ′ ∗ Aρ′′).
De´monstration. Rappelons qu’on a un diagramme commutatif
Xd′×˜Xd′′
µ
−−−−→ Xd
φd′ ×˜φd′′
y
y φd
Qd′ ×Qd′′ −−−−→
mQ
Qd
qui induit un isomorphisme
mQ,∗R(φd′×˜φd′′)∗(Aρ′⊠˜Aρ′′)→˜Rφd,∗(Aρ′ ∗ Aρ′′).
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Rappelons qu’au-dessus de l’ouvert re´gulier semi-simple qu’on a un isomorphisme
(Xd′ ×Xd′′)rss→˜(Xd′×˜Xd′′)rss
de (Qd′ ×Qd′′)rss-sche´mas. Notons ˜ et j les immersions ouvertes
˜ : (Qd′ ×Qd′′)rss →֒ (Qd′ ×Qd′′)
j : Qd,rrs →֒ Qd.
On a alors un isomorphisme
˜∗(Rφd′,∗Aρ′ ⊠Rφd′′,∗Aρ′′)→˜˜
∗R(φd′×˜φd′′)∗(Aρ′⊠˜Aρ′′)
qui induit un isomorphisme
j∗mQ,∗(Rφd′,∗Aρ′ ⊠Rφd′′,∗Aρ′′)→˜j
∗mQ,∗R(φd′×˜φd′′)∗(Aρ′⊠˜Aρ′′)
donc un isomorphisme
j∗mQ,∗(Rφd′,∗Aρ′ ⊠ Rφd′′,∗Aρ′′)→˜j
∗Rφd,∗(Aρ′ ∗ Aρ′′).
Or, d’apre`s 3.4,mQ,∗(Rφd′,∗Aρ′⊠Rφd′′,∗Aρ′′) et Rφd,∗(Aρ′∗Aρ′′) ont tous les deux la proprie´te´
(∗) d’ou` se de´duit la proposition. 
Corollaire 4.3.2 1. Pour toute repre´sentation ρ de Sd, on a un isomorphisme
RΓ(Xd,̟ ⊗k k¯,Aρ) =
⊕
i
H i(Xd,̟ ⊗k k¯,Aρ).
Ici Xd,̟ de´signe la fibre de Xd au-dessus de ̟
d ∈ Qd(k).
2. Pour toutes repre´sentations ρ′ et ρ′′ de S′d et Sd′′, pour d = d
′+ d′′ et pour un entier
i arbitraire, on a
H i(Xd,̟ ⊗k k¯,Aρ′ ∗ Aρ′′)
=
⊕
i′+i′′=i
H i
′
(Xd′,̟ ⊗k k¯,Aρ′)⊗H
i′′(Xd′′,̟ ⊗k k¯,Aρ′′).
Sur C, ce corollaire est du a` Ginzburg, Mirkovic et Vilonen ([4],[13]).
5 Termes constants
5.1 L’isomorphisme de Satake
Soient N le sous-groupe des matrices triangulaires supe´rieures unipotentes de GL(n), A
son tore diagonal et B = AN le sous-groupe de Borel standard. Soit H+ l’espace vectoriel
des fonctions a` valeurs dans Q¯ℓ et a` support compact dans
GL(n, F̟)
+ = GL(n, F̟) ∩ gl(n,O̟)
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qui sont bi-GL(n,O̟)-invariantes. Le produit de convolution munit a` H
+ d’une structure
d’alge`bre. A la suite de Satake ([17]) on de´finit l’application Φ : H+ → Q¯ℓ[Z1, . . . , zn] par
Φ(f) =
∑
d∈Nn
fB(̟d)zd
ou` ̟d = diag (̟d1 , . . . , ̟dn) ∈ A(F̟) et ou` z
d = zd11 . . . z
dn
n . Les termes constants f
B(̟d)
sont de´finis par
fB(̟d) = q−〈δ,d〉
∫
N(F̟)
f(̟dx)dx,
ou` la mesure de Haar dx normalise´e attribue a` N(O̟) le volume 1 et ou`
δ =
1
2
〈n− 1, n− 3, . . . , 1− n〉.
D’apre`s Satake, Φ de´finit un isomorphisme d’alge`bres entre H+ et la sous-alge`bre de
Q¯ℓ[z1, . . . , zn] des polynoˆmes syme´triques.
Pour chaque d ∈ Nn tel que
|d| = d1 + · · ·+ dn = d,
a` la suite de Mirkovic et Vilonen ([13]) conside´rons le sous-sche´ma localement ferme´ Sd,̟
de Xd,̟ dont l’ensemble des k-points est celui des re´seaux R̟ ⊂ O
n
̟ tels que pour tout i
on a
(R̟ ∩
i⊕
j=1
O̟ej)/(R̟ ∩
i−1⊕
j=1
O̟ej) = (
i−1⊕
j=1
O̟ej ⊕O̟̟
diei)/(
i−1⊕
j=1
O̟ej)
ou` e1, . . . , en est la base standard de O
n
̟.
Proposition 5.1.1 Soient Aρ,̟ un complexe de faisceaux ℓ-adiques sur Xd,̟ qui est
Gd(̟
d)-e´quivariant, aρ sa fonction trace de Frobenius qui est de manie`re naturelle un
e´le´ment de H+. Alors, on a
aBρ (̟
d) = q−〈d,δ〉Tr(Fr,RΓc(Sd,̟ ⊗k k¯,Aρ,̟)).
De´monstration. L’ensemble
{x ∈ N(F̟)/N(O̟) | ̟
dx ∈ gl(n,O̟)}
s’identifiant naturellement a` celui des k-points de S(̟d), la proposition est une conse´quence
de la formule des traces de Grothendieck-Lefschetz. 
Lorsque Aρ,̟ est la restriction de Aρ[−d](−d/2) a` Xd,̟, ce complexe
RΓc(Sd,̟ ⊗k k¯,A̟))
est en fait concentre´ en un seul degre´. La dimension du groupe de cohomologie non trivial
peut eˆtre calcule´e a` partir de la donne´e combinatoire associe´e a` ρ. De plus, l’endomorphisme
de Frobenius agit dans ce groupe comme la multiplication par une puissance de q. Toutefois,
il semble difficile d’obtenir directement ces renseignements sans e´tudier au pre´alable la
situation globale.
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5.2 Termes constants globaux
Notons Qd =
∏n
i=1Qdi et md : Qd → Qd le morphisme produit
md(P1, . . . , Pn) = P1 . . . Pn.
Notons Sd le sous-sche´ma localement ferme´ de Qd ×Qd Xd dont l’ensemble des k-points
au-dessus de (P1, . . . , Pn) ∈ Qd(k) est celui des re´seaux R ⊂ O
n tels que pour tout i on a
(R∩
i⊕
j=1
Oej)/(R∩
i−1⊕
j=1
Oej) = (
i−1⊕
j=1
Oej ⊕OPiei)/(
i−1⊕
j=1
Oej).
Notons sd : Sd → Qd le morphisme structurel et id : Sd → Xd le morphisme e´vident.
The´ore`me 2 Pour toute repre´sentation ρ du groupe Sd, le complexe
Rsd,!i
∗
dAρ
est concentre´ en degre´ −d+ 2〈d, δ〉 et a la proprie´te´ (∗).
De´monstration. Rappelons qu’on a une re´solution simultane´e π : X˜d → Xd. Il suffit de
de´montrer l’assertion en remplac¸ant Aρ par Rπ∗Q¯ℓ[nd](nd/2) car Aρ est un facteur direct
du faisceau pervers
Rπ∗Q¯ℓ[nd](nd/2) ⊠ Vρ
ou` Vρ est l’espace sous-jacent de ρ.
Posons S˜d = Sd ×Xd X˜d et de´signons aussi par π le morphisme S˜d → Sd et par s˜d le
compose´ sd ◦ π. On va de´montrer que le complexe
Rs˜d,!Q¯ℓ = Rsd,!Rπ∗Q¯ℓ
est concentre´ en degre´ 2
∑n
i=1 di(n− i) et a la proprie´te´ (∗).
Soit (P1, . . . , Pn) ∈ Qd(k). L’ensemble des k-points dans la fibre de S˜d au-dessus de
(P1, . . . , Pd) est alors celui des filtrations comple`tes
On = R0 ⊃ R1 ⊃ · · · ⊃ Rd = R
d’un re´seau R avec R ∈ Sd(P1, . . . , Pn)(k).
Pour tout l, le sous-quotient Rl−1/Rl, e´tant de dimension 1, intervient dans un unique
sous-quotient
i⊕
j=1
Oej/
i−1⊕
j=1
Oej .
On en de´duit une fonction
τ : {1, . . . , d} → {1, . . . , n}
telle que pour tout i ∈ {1, . . . , n}, le cardinal de τ−1(i) est e´gal a` di.
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Notons S˜d,τ le sous-sche´ma de S˜d constitue´ des points qui induisent la fonction τ . Pour
tout (x1, . . . , xd) ∈ A
d(k), l’ensemble des k-points de S˜d,τ au-dessus de (x1, . . . , xd) est celui
des filtrations de re´seaux
On = R0 ⊃ R1 ⊃ · · · ⊃ Rd = R
telles que pour tout l, le quotient Rl−1/Rl est supporte´ par xl et que l’entier minimal i tel
que
Rl−1 ∩
i⊕
j=1
Oej ! Rl ∩
i⊕
j=1
Oej
est e´gal a` τ(l). La restriction du morphisme s˜d : S˜d → Qd a` S˜d,τ se factorise comme suit
S˜d,τ
s˜d,τ
−→Ad
πτ−→Qd
ou`
πτ (x1, . . . , xd) = (Q1, . . . , Qn)
avec Qi =
∏
l∈τ−1(i)(̟ − xl).
Lemme 5.2.1 Le morphisme S˜d,τ
s˜d,τ
−→Ad est le compose´ de d fibre´s vectoriels successivement
de rang
n− τ(n), n− τ(n− 1), . . . , n− τ(1).
En particulier s˜d,τ est lisse et a` fibres ge´ome´triques connexes et de dimension
d∑
l=1
τ(d) =
n∑
i=1
di(n− i).
De´monstration du lemme. Notons S˜d,τ,l le sche´ma au-dessus de A
d dont l’ensemble des
k-points au-dessus de (x1, . . . , xd) ∈ A
d(k) est celui des filtrations
On = R0 ⊃ R1 ⊃ · · · ⊃ Rl
telles que pour tout l′ ≤ l, le sous-quotient Rl′−1/Rl′ est supporte´ par xl′ et intervient dans⊕τ(l′)
j=1 Oej/
⊕τ(l′)−1
j=1 Oej.
Fixons un k-point de S˜d,τ,l−1
(R0 ⊃ R1 ⊃ · · · ⊃ Rl−1; x1, . . . , xd)
Au-dessus de ce point, la donne´e d’un k-point de S˜d,τ,l est la donne´e d’un re´seau Rl tel que
le quotient Rl−1/Rl est supporte´ par xl et que l’entier minimal i tel que
Rl−1 ∩
i⊕
j=1
Oej ! Rl ∩
i⊕
j=1
Oej
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est e´gal a` τ(l). En particulier, on a
Rl−1 ⊃ Rl ⊃ (̟ − xl)Rl−1.
Notons V = Rl−1/(̟ − xl)Rl−1. La filtration
0 ⊂ Oe1 ⊂ Oe1 ⊕Oe2 ⊂ · · · ⊂
n⊕
i=1
Oei
induit une filtration comple`te V•
0 ⊂ V1 ⊂ · · · ⊂ Vn = V.
La donne´e de Rl est e´quivalente a` la donne´e d’un sous-espace vectoriel de codimension
1 de V qui contient Vτ(l)−1 mais ne contient pas Vτ(l). L’ensemble de ces donne´e constitue
visiblement celui des k-points d’un espace affine de rang n− τ(l).
La donne´e de V munie de la filtration V• de´finit un fibre´ vectoriel filtre´ sur S˜d,τ,l−1.
Nous aurions termine´ la de´monstration de ce lemme si nous savions que ce fibre´ vectoriel
filtre´ est trivial. Cette trivialite´ re´sulte du lemme suivant.
Lemme 5.2.2 Soit R ∈ Sd(P1, . . . , Pn)(k). Il existe des uniques vecteurs v1, . . . , vn qui
engendrent R et qui ont la forme
vi = Piei +
∑
j≤i
Ri,jej
ou` deg(Ri,j) < deg(Pj).
De´monstration du lemme. Le vecteur v1 = P1e1 appartient a` R par l’hypothe`se R ∈
Sd(P1, . . . , Pn)(k). La meˆme hypothe`se implique aussi qu’il existe un vecteur de la forme
R′2,1e1+P2e2 appartenant a`R. En utilisant la division euclidienne, on de´montre qu’il existe
un unique vecteur v2 = R2,1e1 + P2e2 ∈ R tel que deg(R2,1) < deg(P1). En continuant
ainsi, on montre qu’il existe pour tout entier i un unique vecteur
vi = Piei +
∑
j≤i
Ri,jej ∈ R
avec deg(Ri,j) < deg(Pj). Un calcul de de´terminant montre que ces vecteurs engendrent
R. 
Fin de la de´monstration du the´ore`me. En combinant les lemmes pre´ce´dents avec le the´o-
re`me de Jouanolou sur la cohomologie a` support propre des fibre´s vectoriels, on de´duit que
le morphisme trace
Rs˜d,τ,!Q¯ℓ → Q¯ℓ[−2r](−r)
ou` r =
∑n
i=1 di(n − i), est un isomorphisme. En particulier, le complexe Rs˜d,τ,!Q¯ℓ sur A
d
est concentre´ en degre´ 2r et a la proprie´te´ (∗) renforce´e. Le morphisme πτ : A
d → Qd e´tant
fini, le complexe
πτ,∗Rs˜d,τ,!Q¯ℓ
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est donc aussi concentre´ en degre´ 2r et conserve la proprie´te´ (∗).
Du fait que les complexes πτ,∗Rs˜d,τ,!Q¯ℓ sont concentre´s 2r, le complexe Rs˜d,!Q¯ℓ l’est
aussi. On a donc un isomorphisme dans la cate´gorie de´rive´e
Rs˜d,!Q¯ℓ→˜R
2rs˜d,!Q¯ℓ.
Or meˆme si les adhe´rences des strates S˜d,τ ne sont pas disjointes dans S˜d, on a en degre´
maximal un isomorphisme
R2rs˜d,!Q¯ℓ→˜
⊕
τ :{1,...,d}→{1,...,n}
|τ−1(i)|=di
R2rs˜d,τ,!Q¯ℓ.
On de´duit que Rs˜d,!Q¯ℓ a la proprie´te´ (∗).
Le complexe Rs˜d,!Q¯ℓ[nd](nd/2) est donc concentre´ en degre´
2
n∑
i=1
di(n− i)− nd = −d + 2〈d, δ〉
et a aussi la proprie´te´ (∗). 
Corollaire 5.2.3 Le complexe RΓc(Sd,̟ ⊗k k¯,Aρ[−d](−d/2)) est concentre´ en degre´
2〈d, δ〉 et Fr agit dans H2〈d,δ〉c (Sd,̟ ⊗k k¯,Aρ[−d](−d/2)) comme la multiplication par q
〈d,δ〉.
Corollaire 5.2.4 Soit aρ la fonction trace de Frobenius du faisceau pervers restriction
de Aρ[−d](−d/2) a` Xd,̟. Pour tout d ∈ N
n avec |d| = d, le terme constant aBρ (̟
d) est un
entier naturel e´gal a` la dimension du groupe de cohomologie
H2〈d,δ〉c (Sd,̟,Aρ[−d](−d/2)).
Lusztig a de´montre´ que lorsque la repre´sentation ρ = ρλ est irre´ductible, a
B
λ (̟
d) est
e´gale au coefficient de Kostka Kλ,d ([11]).
5.3 La cohomologie globale est la somme des cohomologie des
termes constants
Proposition 5.3.1 Pour chaque d ∈ Nn avec |d| = d notons md : Qd → Qd le morphisme
md(P1, . . . , Pn) = P1 . . . Pn.
Pour toute repre´sentation ρ de Sd, on a alors un isomorphisme
Rφ∗Aρ→˜
⊕
d∈Nn
|d|=d
md,∗Rsd,!i
∗
dAρ.
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De´monstration. Ces complexes ayant tous les deux la proprie´te´ (∗), il suffit de construire
l’isomorphisme au-dessus de l’ouvert dense de Qd,rss de Qd. Au-dessus Xd,rss, Aρ est par
de´finition a` de´calage et torsion pre`s le syste`me local Lρ. Puisque Lρ provient de Qd,rss,
par la formule de projection, il suffit de traiter le cas ou` ρ est la repre´sentation triviale et
Lρ = Q¯ℓ. Il est aussi loisible de passer au reveˆtement galoisien A
d
rss de Qd,rss.
Au-dessus de Adrss, on a
Xd ×Qd A
d
rss = X˜d,rss.
La donne´e d’un k-point de X˜d au dessus de (x1, . . . , xd) ∈ A
d
rss(k) est e´quivalente a` la
donne´e pour tout i d’un sous-espace vectoriel de codimension 1 de Vl = O
n/(̟ − xl)O
n.
La donne´e de Vl de´finit un fibre´ vectoriel Vl de rang n sur A
d. Les images de e1, . . . en dans
Vl constituent une base de Vl si bien que le fibre´ vectoriel Vl est trivial. On a donc un
isomorphisme
X˜d,rss→˜A
d
rss × P
n−1 × · · · × Pn−1︸ ︷︷ ︸
d
.
Notons Pn−1l le l-e`me exemplaire de P
n−1. Chaque Pn−1l admet une de´composition
cellulaire
Pn−1l =
n−1⋃
i=0
Ail
ou` les k-points de la cellule An−1−il correspondent aux sous-espaces vectoriels de codimen-
sion 1 de Vl =
⊕n
j=1 kej qui contiennent
⊕i
j=1 kej mais ne contiennent pas
⊕i+1
j=1 kej. On a
donc
Sd ×Qd A
d
rss =
∐
τ :{1,...,d}→{1,...,n}
|τ−1(i)|=di
n∏
l=1
A
n−1−τ(l)
l .
La proposition se de´duit donc de l’isomorphisme
RΓ(Pn−1, Q¯ℓ)→˜
n−1⊕
i=0
RΓc(A
i, Q¯ℓ)
bien connu. 
Corollaire 5.3.2 On a un isomorphisme
RΓ(Xd,̟ ⊗k k¯,Aρ)→˜
⊕
d∈Nn
|d|=d
RΓc(Sd,̟ ⊗k k¯,Aρ).
Sur C, ce corollaire est du a` Mirkovic et Vilonen ([13]).
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5.4 Termes constants du produit de convolution
Proposition 5.4.1 Soient d′, d′′ deux entiers naturels, ρ′ et ρ′′ respectivement des repre´-
sentations de Sd′ et Sd′′. Soient d = d
′+ d′′ et d ∈ Nn tel que |d| = d. Pour chaque couple
d′, d′′ ∈ Nn tel que |d′| = d′, |d′′| = d′′ et d′ + d′′ = d on a un morphisme
md′,d′′ : Qd′ ×Qd′′ → Qd
de´fini par
md′,d′′(P
′
1, . . . , P
′
n;P
′′
1 , . . . , P
′′
n ) = (P
′
1P
′′
1 , . . . , P
′
nP
′′
n ).
Avec les notations de 5.2, on a un isomorphisme
Rsd,!i
∗
d(Aρ′ ∗ Aρ′′)→˜
⊕
|d′|=d′,|d′′|=d′′
d′+d′′=d
md′,d′′,∗(Rsd′,!i
∗
d′Aρ′ ⊠ Rsd′′,!i
∗
d′′Aρ′′).
De´monstration. Les morphisme md′,d′′ e´tant finis, les deux complexes ont la proprie´te´ (∗)
graˆce au the´ore`me pre´ce´dent. Il suffit donc de construire l’isomorphisme au-dessus d’un
ouvert dense.
Soit Qd,rss l’ouvert dense de Qd constitue´ des points (P1, . . . , Pn) tels que le polynoˆme
P1 . . . Pn n’a pas de racines doubles. On de´montre facilement que l’image inverse de
Sd ×Qd Qd,rss
dans
(Xd′×˜Xd′′)×Qd Qd,rss = (Xd′ ×Xd′′)×Qd Qd,rss
est une re´union de composantes connexes dont chacune est isomorphe a`
(Sd′ × Sd′′)×Qd Qd,rss
avec |d′| = d′, |d′′| = d′′ et d′ + d′′ = d, d’ou` re´sulte la proposition.
Notons toutefois que les adhe´rences de ces composantes dans
(Xd′×˜Xd′′)×Qd Qd
ne sont plus disjointes. 
Corollaire 5.4.2 On a un isomorphisme
RΓc(Sd,̟ ⊗k k¯,Aρ′ ∗ Aρ′′)→˜
⊕
|d′|=d′,|d′′|=d′′
d′+d′′=d
RΓc(Sd′,̟ ⊗k k¯,Aρ′)
⊗RΓc(Sd′′,̟ ⊗k k¯,Aρ′′).
Cet isomorphisme est compatible avec l’isomorphisme de commutativite´.
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Proposition 5.4.3 Le diagramme
Rsd,!i
∗
d(Aρ′ ∗ Aρ′′) →
⊕
|d′|=d′,|d′′|=d′′
d′+d′′=d
md′,d′′,∗(Rsd′,!i
∗
d′Aρ′ ⊠ Rsd′′,!i
∗
d′′Aρ′′)y
y
Rsd,!i
∗
d(Aρ′′ ∗ Aρ′) →
⊕
|d′|=d′,|d′′|=d′′
d′+d′′=d
md′′,d′,∗(Rsd′′,!i
∗
d′′Aρ′′ ⊠ Rsd′,!i
∗
d′Aρ′)
ou` la fle`che verticale a` gauche est induite par l’isomorphisme de commutativite´
Aρ′ ∗ Aρ′′→˜Aρ′′ ∗ Aρ′
et ou` la fle`che verticale a` droite est la somme des isomorphismes e´vidents
md′,d′′,∗(Rsd′,!i
∗
d′Aρ′ ⊠Rsd′′,!i
∗
d′′Aρ′′)→˜md′′,d′,∗(Rsd′′,!i
∗
d′′Aρ′′ ⊠ Rsd′,!i
∗
d′Aρ′),
est commutatif.
De´monstration. Il suffit ve´rifier la commutativite´ du diagramme au-dessus d’un ouvert
dense. Mais au-dessus de Qd,rss, l’isomorphisme de commutativite´
Aρ′ ∗ Aρ′′→˜Aρ′′ ∗ Aρ′
a e´te´ de´fini via les isomorphismes
(Xd′×˜Xd′′)rss →˜ (Xd′×Xd′′)rss
→˜ (Xd′′×Xd′)rss
→˜ (Xd′′×˜Xd′)rss
Il est clair que l’isomorphisme
(Xd′×Xd′′)→˜(Xd′×Xd′′)
est compatible a` l’isomorphisme
Sd′ × Sd′′→˜Sd′′ × Sd′
via lequel est de´fini l’isomorphisme
md′,d′′,∗(Rsd′,!i
∗
d′Aρ′ ⊠Rsd′′,!i
∗
d′′Aρ′′)→˜md′′,d′,∗(Rsd′′,!i
∗
d′′Aρ′′ ⊠ Rsd′,!i
∗
d′Aρ′),
d’ou` re´sulte la proposition.
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Partie II
Applications
6 L’homomorphisme b : H+r →H
+
6.1 Rappel
Soient r un entier naturel, kr l’extension de degre´ r de k, Fr,̟ = kr((̟)) et Or,̟ = kr[[̟]].
Soit H+r l’alge`bre des fonctions a` valeurs dans Q¯ℓ et a` support compact dans GL(n, Fr,̟)∩
gl(n,Or,̟) qui sont bi-GL(n,Or,̟)-invariantes. Rappelons que l’isomorphisme de Satake
correspondant
Φr : H
+
r → Q¯ℓ[t1, . . . , tn]
Sn
est de´fini par
Φr(f) =
∑
d∈Nn
fB(̟d)td
ou`
fB(̟d) = q−r〈d,δ〉
∫
N(Fr,̟)
f(̟dx)dx
la mesure normalise´e dx attribuant a` N(Or,̟) le volume 1.
On de´finit l’homomorphisme de changement de base b : H+r →H
+ de telle manie`re que
le diagramme
H+r
Φr−−−−→ Q¯ℓ[t1, . . . , tn]
Sn
b
y
y
H+ −−−−→
Φ
Q¯ℓ[z1, . . . , zn]
Sn
dont la fle`che verticale a` droite envoie ti en z
r
i , est commutatif.
Pour chaque n-partition λ, on de´finit la fonction
ar,λ : X̟(kr)→ Q¯ℓ
par
a(x) = Tr(Frqr , (Aλ,̟)x).
Puisque les faisceaux pervers Aλ,̟ sont G-e´quivariants, les fonctions ar,λ s’identifient na-
turellement a` des e´le´ments de H+r . Le but de cette section est de donner une interpre´tation
ge´ome´trique pour les images b(ar,λ) des fonctions ar,λ par l’homomorphisme de changement
de base b : H+r →H
+.
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6.2 Les fonctions fr,λ et φr,λ
Chaque fonction Xd,̟(kr) → Q¯ℓ invariante relativement a` l’action a` gauche de Gd,̟(kr)
s’identifie naturellement a` un e´le´ment de H+r . Toutefois, il vaut mieux de conside´rer les
fonctions sur Reskr/kXd,̟(k).
Soit σ l’endomorphisme de Xrd,̟ de´fini par
σ(x1, x2, . . . , xr) = (xr, x1, . . . , xr−1).
On peut identifier Xd,̟(kr) a` Fix (Fr ◦ σ,Xd(̟
d)r) en envoyant
x 7→ (x,Fr(x), . . . ,Frr−1(x)).
Pour chaque n-partition λ de d, notons Aλ,̟ le faisceau pervers qui est restriction de
Aλ[−d](−d/2) a` Xd,̟. D’apre`s 2.3, Aλ,̟ est le complexe d’intersection de l’adhe´rence de
l’orbite Gd,̟̟
λ dans Xd,̟.
Prenons r copiesAλ,̟,1, . . . ,Aλ,̟,r deAλ,̟. L’endomorphisme σ se rele`ve naturellement
sur l’isomorphisme
σ˜ : Aλ,̟,r ⊠Aλ,̟,1 ⊠ · · · ⊠Aλ,̟,r−1 → Aλ,̟,1 ⊠Aλ,̟,2 ⊠ · · · ⊠Aλ,̟,r.
qui est le produit tensoriel externe des isomorphismes identiques Aλ,̟,i → Aλ,̟,i+1 l’indice
i e´tant prise dans les classes modulo r. On de´finit la fonction fr,λ : Fix (Fr ◦ σ,X
r
d,̟)→ Q¯ℓ
par
fr,λ(x) = Tr(Fr ◦ σ˜, (Aλ,̟,1 ⊠ · · · ⊠Aλ,̟,r)x).
Pour tout λ, fr,λ s’identifie naturellement a` un e´le´ment de H
+
r .
On de´finit pour chaque n-partition λ de d une fonction φr,λ ∈ H
+ comme suit. La
r-e`me puissance convole´e
Arλ,̟ = Aλ,̟,1 ∗ · · · ∗ Aλ,̟,r
admet un automorphisme d’ordre r
κ′ : Aλ,̟,1 ∗ · · · ∗ Aλ,̟,r
κ
→Aλ,̟,r ∗ Aλ,̟,1 ∗ · · · ∗ Aλ,̟,r−1
ι
→Aλ,̟,1 ∗ · · · ∗ Aλ,̟,r
ou` Aλ,̟,1, . . . ,Aλ,̟,r sont r copies de Aλ,̟, ou` κ est l’isomorphisme de commutativite´ et
ou` ι se de´duit des isomorphismes e´vidents Aλ,̟,i → Aλ,̟,i+1 l’indice i e´tant prise dans les
classes modulo r. Pour tout x ∈ Xrd,̟(k), on pose
φr,λ = Tr(Fr ◦ κ
′, (Aλ,̟ ∗ · · · ∗ Aλ,̟)x).
Proposition 6.2.1 Quand λ parcourt l’ensemble des n-partitions, les fr,λ forment une
base de H+r .
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De´monstration. Soit cλ ∈ H
+
r la fonction caracte´ristique de la double classe
GL(n,Or,̟)̟
λGL(n,Or,̟).
Les cλ forment clairement une base de H
+
r .
Du fait que Aλ,̟ est le complexe d’intersection de l’adhe´rence de l’orbite Gd,̟̟
λ dans
Xd,̟, on a
fr,λ = q
−r〈λ,δ〉(cλ +
∑
µ<λ
zλ,µcµ)
avec zλ,µ ∈ Q¯ℓ. On en de´duit que les fr,λ forment aussi une base de H
+
r . 
Proposition 6.2.2 Pour toute n-partition λ, on a b(fr,λ) = φr,λ.
Notons que si Fr est le produit de r copies de F , l’isomorphisme de changement de base
est de´fini par
f1 ⊠ · · · ⊠ fr 7→ f1 ∗ · · · ∗ fr.
6.3 L’identite´ b(fr,λ) = φr,λ
Il revient au meˆme de de´montrer que pour tout d ∈ Nn on a∫
N(Fr,̟)
fr,λ(̟
dxr)dxr =
∫
N(F̟)
φr,λ(̟
rdx)dx
et que pour tout d /∈ rNn on a ∫
N(F̟)
φr,λ(̟
dx)dx = 0.
Suivant une ide´e de Serre, on peut appliquer la formule des traces de Grothendieck au
compose´ de l’endomorphisme de Frobenius avec un endomorphisme d’ordre fini.
Plus pre´cise´ment, soit σ un endomorphisme d’ordre fini d’un sche´ma X de type fini
sur k = Fq. Il existe alors un sche´ma Xσ de type fini sur k muni d’un isomorphisme
X⊗k k¯ = Xσ⊗k k¯ tel que l’endomorphisme de Frobenius ge´ome´trique Fr
′ sur X⊗k k¯ induit
par la k-structure Xσ est e´gale a` Fr◦σ ou` Fr est l’endomorphisme de Frobenius ge´ome´trique
induit par la k-structure X . Si de plus, σ se rele`ve sur un complexe de faisceaux ℓ-adique C
c’est-a`-dire e´tant donne´ σ˜ : σ∗C → C, alors il existe aussi Cσ surXσ muni d’un isomorphisme
C ⊗k k¯ = Cσ ⊗k k¯ tel que l’action Fr
′ sur C ⊗k k¯ induit par Cσ est e´gale Fr ◦ σ˜.
En appliquant la formule des traces de Grothendieck ([5]) au pair (Xσ, Cσ), on a∑
x∈Fix (Fr◦σ,X(k¯)))
Tr(Fr ◦ σ˜, Cx) = Tr(Fr ◦ σ˜,RΓc(X ⊗k k¯, C)).
En appliquant la formule pre´ce´dente a` (σ, σ˜) agissant sur
(Sd,̟ × · · · × Sd,̟︸ ︷︷ ︸
r fois
,Aλ,̟ ⊠ · · · ⊠Aλ,̟︸ ︷︷ ︸
r fois
)
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ou` par abus de notation Aλ,̟ de´signe son image re´ciproque par l’inclusion naturelle id :
Sd,̟ → Xd,̟, on obtient l’e´galite´∫
N(Fr,̟)
fr,λ(̟
dxr)dxr = Tr(Fr ◦ σ˜,RΓc(Sd,̟ ⊗k k¯,Aλ,̟)
⊗r).
L’endomorphisme de Frobenius Fr∗ agit dans RΓc(Sd,̟ ⊗k k¯,Aλ,̟)
⊗r comme le produit
tensoriel de son action dans chacun des facteurs. L’endomorphisme σ˜ agit en permutant
circulairement ces facteurs
σ˜ : RΓc(Sd,̟ ⊗k k¯,Aλ,̟,r)⊗ RΓc(Sd,̟ ⊗k k¯,Aλ,̟,1)⊗ · · ·
→ RΓc(Sd,̟ ⊗k k¯,Aλ,̟,1)⊗ RΓc(Sd,̟ ⊗k k¯,Aλ,̟,2)⊗ · · ·
Appliquons maintenant la meˆme formule au pair (Id, κ′) agissant sur
(Sd,̟,Aλ,̟ ∗ · · · ∗ Aλ,̟︸ ︷︷ ︸
r fois
).
On obtient l’e´galite´∫
N(F̟)
φr,λ(̟
dx)dx = Tr(Fr∗ ◦ κ′,RΓc(Sd,̟ ⊗k k¯,Aλ,̟ ∗ · · · ∗ Aλ,̟︸ ︷︷ ︸
r fois
))).
Or, d’apre`s 5.4.2, on a
RΓc(Sd,̟ ⊗k k¯,Aλ,̟,1 ∗ · · · ∗ Aλ,̟,r)︸ ︷︷ ︸
r fois
)
=
⊕
d1,...,dr
d1+···+dr=d
r⊗
i=1
RΓc(Sdi,̟ ⊗k k¯,Aλ,̟,i).
Examinons l’action de Fr et de κ′ dans l’expression de droite. L’action de Fr laisse stable
chacun des termes de la somme directe. En revanche, d’apre`s 5.4.3, on a κ′ = ι ◦ κ ou` κ
envoie le terme
RΓc(Sd1,̟ ⊗k k¯,Aλ,̟,1)⊗ · · · ⊗ RΓc(Sdr,̟ ⊗k k¯,Aλ,̟,r)
sur le terme
RΓc(Sdr,̟ ⊗k k¯,Aλ,̟,r)⊗ RΓc(Sd1,̟ ⊗k k¯,Aλ,̟,1)
⊗ · · · ⊗ RΓc(Sdr−1,̟ ⊗k k¯,Aλ,̟,r−1)
lequel s’envoie lui-meˆme par ι sur le terme
RΓc(Sdr,̟ ⊗k k¯,Aλ,̟,1)⊗ RΓc(Sd1,̟ ⊗k k¯,Aλ,̟,2)
⊗ · · · ⊗ RΓc(Sdr−1,̟ ⊗k k¯,Aλ,̟,r).
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Si d1, . . . , dr ne sont pas tous e´gaux, la somme des r termes
r−1⊕
j=0
r⊗
i=1
RΓc(Sdi+j ,̟,Aλ,̟,i)
i + j e´tant pris modulo r, est stable par κ′. Puisque l’automorphisme κ′ y agit par une
permutation circulaire et que l’endomorphisme de Frobenius laisse stable chacun de ses
termes, le compose´ Fr ◦ κ′ a la trace nulle sur cette somme directe.
On en de´duit que si d /∈ rNn, on a∫
N(F̟)
φr,λ(̟
dx)dx = 0
Si maintenant d = rd′, on a∫
N(Fr,̟)
fr,λ(̟
d′xr)dxr =
∫
N(F̟)
φr,λ(̟
dx)dx
du fait que les actions de σ˜ et κ′ dans le terme
RΓc(Sd′,̟,A̟,λ)
⊗r
sont e´gales. 
6.4 L’identite´ ar,λ = fr,λ
Proposition 6.4.1 Pour toute n-partition λ, on a ar,λ = fr,λ.
En combinant avec l’identite´ b(fr,λ) = φr,λ, on obtient le re´sultat principal de cette
section.
The´ore`me 3 Pour toute n-partition λ on a b(ar,λ) = φr,λ.
De´monstration de la proposition. La transformation de Satake
Φr : H
+
r → Q¯ℓ[t1, . . . , tn]
Sn
e´tant un isomorphisme, il suffit de de´montrer que
Φr(ar,λ) = Φr(fr,λ).
On va donc comparer les termes constants de ar,λ et de fr,λ. Il suffit donc de de´montrer
que pour tout d ∈ Nn avec |d| = d, on a
Tr(Frr,RΓc(Sd,̟ ⊗k k¯,Aλ,̟)) = Tr(Fr ◦ σ˜,RΓc(Sd,̟ ⊗k k¯,Aλ,̟)
⊗r).
D’apre`s le corollaire 5.2.3, on sait que le complexe RΓc(Sd,̟ ⊗k k¯,Aλ,̟) est concentre´
en degre´ 2〈d, δ〉 et que Fr agit dans le groupe de cohomogie
V = H2〈d,δ〉c (Sd,̟ ⊗k k¯,Aλ,̟)
comme la multiplication par q〈d,δ〉. On est amene´ a` de´montrer que dim(V ) = Tr(σ˜, V ⊗
r
).
On peut de´composer V ⊗r = V ⊕ V ′ ou` V est le sous-espace vectoriel diagonal et ou` V ′
est un supple´mentaire stable sous l’action de σ˜. On de´montre facilement que Tr(σ˜, V ′) = 0.
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7 La transposition
7.1 Les sche´mas gd,r
De´sormais, on ne conside`re que les entensions de degre´ r = 2. On peut ainsi libe´rer la
lettre r pour d’autres utilisations.
Pour chaque couple d’entiers naturels (d, r) ∈ N2 avec d < r, notons Qd,r l’espace affine
dont l’ensemble des k-points est celui des couples de polynoˆmes unitaires (P,R) de degre´
respectivement d et r tels que P divise R. En fait, Qd,r est isomorphe a` Qd ×Qr−d.
Soit gd,r le Qd,r-sche´ma dont l’ensemble des k-points au-dessus de (P,R) ∈ Qd,r(k) est
l’ensemble
{g ∈ gl(n,O/(R)) | det(g) ∈ P (O/(R))×}.
Pour chaque g ∈ gd,r(P,R)(k), si on note R le re´seau image inverse de g(O/(R))
n par
l’application On → (O/(R))n, on a R ∈ Xd(P )(k). Cela de´finit un morphisme p : gd,r →
Xd.
Notons Gd,r = Gr × Qd,r. Le Qd,r-sche´ma en groupes Gd,r agit de deux coˆte´s sur gd,r
par (h1, h2).g = h1gh
−1
2 .
Lemme 7.1.1 Le morphisme p est lisse et a` fibres ge´ome´triquement connexes. Il est in-
variant relativement a` l’action a` droite de Gd,r. Cette action est transitive sur ses fibres
ge´ome´triques. Enfin, le morphisme p est e´quivariant relativement a` l’action a` gauche de
Gd,r sur gd,r et l’action de Gd sur Xd.
De´monstration. Montrons d’abord que pour tout (P,R) ∈ Qd,r(k), pour tout R ∈ φ
−1(P )
ou` φ : Xd → Qd est le morphisme de´terminant, le groupe Gd(R)(k) agit transitivement sur
p−1(R)(k). Soient g et g′ dans gl(n,O/(R)) tels que
g(On/(R)n) = g′(On/(R)n) = R/(R)n
En utilisant le lemme de Nakayama, on peut relever g et g′ en g˜ et g˜′ dans gl(n,O(P )) ou`
O(P ) est le localise´ de O en (P ), tels que
gOn(R) = g
′On(R) = RO(R).
Mais alors on a
h˜ = g˜−1g˜′ ∈ GL(n,O(P )).
Il est alors clair que gh = g′ ou` h ∈ GL(n,O/(R)) est la re´duction de h modulo (R).
L’action de Gd e´tant transitive sur les fibres de π, ces fibres sont automatiquement
lisses. Calculons leur dimension. Un re´seau R ∈ φ−1(P )(k¯) e´tant fixe´, la donne´e de
g ∈ gl(n,O/(R)) telle que g(On/(R)n) = R/(R)n est e´quivalente a` celle de n vecteurs
dans R/(P )n qui engendrent ce module. La dernie`re condition e´tant ouverte, la fibre
π−1(R) est de dimension n(nr − d).
Pour de´montrer que p est lisse, il suffit maintenant de de´montrer que la source gd,r est
lisse. Dans la de´monstration du lemme 2.2.2, on a construit un recouvrement d’ouverts
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lisses U de Xd munis des sections U → gd,r. En utilisant l’action transitive de Gd,r, on a un
morphisme surjectif U ×Qd,r Gd,r → gd,r. On ve´rifie facilement que ses fibres ge´ome´triques
sont lisses et ont la meˆme dimension. Du fait que sa source est lisse, ce morphisme est
lisse. Il en est de meˆme de son but. 
Pour toute repre´sentation ℓ-adique ρ deSd, on notera A˜λ = p
∗Aλ. On de´duit du lemme
pre´ce´dent que le complexe A˜λ est bi-Gd,r-e´quivariant et est un faisceau pervers de´cale´.
7.2 Les rele`vements τ˜ρ de τ
Notons τ : gd,r → gd,r l’involution de´finie par
(g, P, R) 7→ ( tg, P, R).
Pour chaque repre´sentation ρ du groupe syme´trique Sd, on va relever τ sur A˜ρ comme
suit.
Soit Qd,r,rss l’ouvert de Qd,r dont l’ensemble des k-points est celui des couples de
polynoˆmes (P,R) avec P se´parable divisant R. Au-dessus de gd,r,rss = gd,r ×Qd,r Qd,r,rss,
le complexe A˜ρ provient d’un syste`me local Lρ sur Qd,r,rss par l’image re´ciproque du mor-
phisme lisse
prss : gd,rss → Qd,rss.
Or puisque p ◦ τ = p, on a isomorphisme
τ ∗p∗rssLρ → p
∗
rssLρ
qu’on e´tend par le prolongement interme´diaire pour obtenir
τ˜ρ : τ
∗A˜ρ → A˜ρ.
Leur de´finition apparemment simple cache certains aspects assez myste´rieux de ces τ˜ρ.
On reporte cette discussion a` la dernie`re section de l’article.
7.3 Convolution
Soient d′, d′′, r des entiers naturels tels que d′ + d′′ = d < r. Soit Qd′,d′′,r l’espace affine
dont l’ensemble des k-points est celui des triplets de polynoˆmes unitaires (P ′, P ′′, R) de
degre´ respectivement d′, d′′ et r tels que le produit P ′P ′′ = P divise R. En fait Qd′,d′′,r est
isomorphe a` Qd′ ×Qd′′ ×Qr−d′−d′′ . Notons mQ : Qd′,d′′,r → Qd,r le morphisme de´fini par
(P ′, P ′′, R) 7→ (P,R)
ou` P = P ′P ′′.
Soit gd′,d′′,r le Qd′,d′′,r-sche´ma dont l’ensemble des k-points au-dessus de (P
′, P ′′, R) ∈
Qd′,d′′,r(k) est l’ensemble
{g′, g′′ ∈ gl(n,O/(R)) | det(g′) ∈ P ′(O/(P ))×, det(g′′) ∈ P ′′(O/(R))×}.
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On a aussi un morphisme m : gd′,d′′,r → gd,r au-dessus de mQ de´fini par
(g′, g′′;P ′, P ′′, R)→ (g;P,R)
ou` g = g′g′′ et P = P ′P ′′.
Notons Gd′,d′′,r = Gr×Qr Qd′,d′′,r. Le morphisme m est invariant relativement a` l’action
α de Gd′,d′′,r sur Qd′,d′′,r de´fini par
α(h, (g′, g′′)) = (g′h−1, hg′′).
Le quotient de gd′,d′′,r par cette action peut eˆtre de´finie par
gαd′,d′′,r(k) = {(R
′, g) ∈ Xd′ × gd,r(k) | R
′ ⊃ gOn}
ou` gOn de´signe le re´seau image inverse de g(O/(R))n par l’application On → (O/(R))n.
Lemme 7.3.1 Le morphisme πα : gd′,d′′,r → g
α
d′,d′′,r de´fini par
(g′, g′′, P ′, P ′′, R) 7→ ((g′On, P ′), (g′g′′, P ′P ′′, R))
est lisse et invariant relativement a` l’action α(Gd′,d′′,r). De plus, cette action est transitive
sur ses fibres ge´ome´triques.
Notons q : gd′,d′′,r → gd′ × gd′′ le morphisme de´fini par
(g′, g′′, P ′, P ′′, R)→ ((g′, P ′, R), (g′′, P ′′, R)).
Notons p′ et p′′ les morphismes gd′ → Xd′ et gd′′ → Xd′′ .
Lemme 7.3.2 Le morphisme compose´ (p′ × p′′) ◦ q est lisse a` fibres ge´ome´triquement con-
nexes.
Ces deux derniers lemmes se de´montrent de manie`re tre`s analogue au lemme 7.1.1. On
omet leurs de´monstrations.
Pour toutes ρ′ et ρ′′ repre´sentations ℓ-adiques respectivement de Sd′ et de Sd′′ , le
complexe image inverse q∗(p′ × p′′)∗(Aρ′ ⊠ Aρ′′) est donc un faisceau pervers a` de´calage
pre`s. Ce complexe est clairement α(Gd′,d′′,r)-e´quivariant si bien qu’il existe un faisceau
pervers de´cale´ A˜ρ′ ⊠
α A˜ρ′′ sur g
α
d′,d′′,r de´fini a` un unique isomorphisme pre`s tel que
q∗(p′ × p′′)∗(Aρ′ ⊠Aρ′′)→˜π
∗
α(A˜ρ′ ⊠
α A˜ρ′′).
Proposition 7.3.3 1. Soit pα : gαd′,d′′,r → Xd′×˜Xd′′ le morphisme de´fini par
(R′, g, P, R) 7→ (R′,R)
avec R = gOn. On a un isomorphisme
pα,∗(Aρ′⊠˜Aρ′′)→˜A˜ρ′ ⊠
α A˜ρ′′.
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2. Le diagramme
gαd′,d′′,r
mα
−−−−→ gd,r
pα
y
y p
Xd′×˜Xd′′ −−−−→
µ
Xd
ou` mα est le morphisme induit par le morphisme α-invariant
m : gd′,d′′,r → gd,r,
est carte´sien.
3. On a un isomorphisme
Rmα∗ (A˜ρ′ ⊠
α A˜ρ′′)→˜A˜ρ
ou` ρ est la repre´sentation induite
ρ = IndSdSd′×Sd′′ (ρ
′ × ρ′′).
De´monstration.
1. Le faisceau pervers de´cale´ pα,∗(Aρ′⊠˜Aρ′′) ve´rifie la proprie´te´ suivante : au-dessus de
gd′,d′′,r on a un isomorphisme entre les faisceaux pervers de´cale´s
q∗(p′ × p′′)∗(Aρ′ ⊠Aρ′′)→˜π
α,∗pα,∗(Aρ′⊠˜Aρ′′).
En effet, au-dessus de l’ouvert dense ou` le polynoˆme P ′P ′′ est se´parable, on a un
isomorphisme entre Xd′ ×Xd′′ et Xd′×˜Xd′′ , d’ou` on de´duit l’isomorphisme
q∗(p′ × p′′)∗(Aρ′ ⊠Aρ′′)→˜π
α,∗pα,∗(Aρ′⊠˜Aρ′′)
au-dessus de cet ouvert. Puis on l’e´tend a` gd′,d′′,r par le prolongement interme´diaire.
Or, A˜ρ′ ⊠
α A˜ρ′′ est de´fini par cette proprie´te´ a` l’unique isomorphisme pre`s, d’ou`
l’assertion.
2. C’est trivial sur la de´finition des fle`ches du diagramme.
3. Rappelons qu’on a
A˜ρ = p
∗(Aρ′ ∗ Aρ′′) = p
∗Rµ∗(Aρ′⊠˜Aρ′′)
d’apre`s la proposition 3.2.1. Il suffit d’appliquer le the´ore`me de changement de base
pour un morphisme propre au diagramme carte´sien pre´ce´dent.
Graˆce a` cette nouvelle description du produit de convolution, on voit facilement que
cette notion correspond bien au produit de convolution habituel entre fonctions de Hecke,
via le dictionnaire faisceaux-fonctions de Grothendieck.
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7.4 Commutativite´ revue
A l’aide des τ˜ρ, on peut traduire ge´ome´triquement le calcul habituel suivant
(f ∗ g)(x) =
∫
G(F̟)
f(xy−1)g(y)dy
=
∫
G(F̟)
f( ty−1 tx)g( ty)dy
=
∫
G(F̟)
g( ty)f( ty−1 tx)dy
= (g ∗ f)( tx)
= (g ∗ f)(x)
qui de´montre la commutativite´ du produit de convolution entre les fonctions de Hecke.
Conside´rons le diagramme carte´sien suivant
gd′,r × gd′′,r
q
←−−−− gd′,d′′,r
πα
−−−−→ gαd′,d′′,r
mα
−−−−→ gd,r
σ◦(τ ′×τ ′′)
y στ
y
y (στ)α
y τ
gd′′,r × gd′,r ←−−−−
q1
gd′′,d′,r −−−−→
πα1
gαd′′,d′,r −−−−→
mα1
gd,r
ou` σ est de´fini par (g′, g′′) 7→ (g′′, g′), ou` τ ′ (resp. τ ′′) est de´fini par g′ 7→ tg′ (resp.
g′′ 7→ tg′′), ou` στ(g′, g′′) = ( tg′′, tg′), ou` (στ)α est le morphisme induit par le morphisme
α-invariant στ et ou` les indices 1 accole´es aux morphismes de ligne infe´rieure est destine´e
a` distinguer ces morphismes de ceux de la ligne supe´rieure.
Soient maintenant ρ′ et ρ′′ deux repre´sentations ℓ-adiques respectivement de Sd′ et de
Sd′′ . On a un isomorphisme canonique
σ˜ : σ∗(A˜ρ′′ ⊠ A˜ρ′)→˜A˜ρ′ ⊠ A˜ρ′′.
Notons
σ˜τρ′×ρ′′ : (στ)
∗q∗1(A˜ρ′′ ⊠ A˜ρ′)→˜q
∗(A˜ρ′ ⊠ A˜ρ′′)
l’isomorphisme qui se de´duit de (τ˜ρ′× τ˜ρ′′)◦ σ˜ par q
∗. Cet isomorphisme e´tant α-invariante,
il induit un isomorphisme
σ˜ταρ′×ρ′′ : (στ)
α,∗(A˜ρ′′ ⊠
α A˜ρ′)→˜(A˜ρ′ ⊠
α A˜ρ′′).
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Proposition 7.4.1 On a un diagramme commutatif
τ ∗Rmα1,∗(A˜ρ′′ ⊠
α A˜ρ′)
∼
−−−−→ τ ∗A˜ρ1
c−d−b
y
y τ∗(κ)
Rmα1,∗(στ)
α,∗(A˜ρ′′ ⊠
α A˜ρ′) τ
∗A˜ρ
Rmα∗ (σ˜τ
α
ρ′×ρ′′ )
y
y τ˜ρ
Rmα∗ (A˜ρ′ ⊠
α A˜ρ′′) −−−−→
∼
A˜ρ
ou` les deux fle`ches horizontales sont des isomorphismes de la proposition 7.3.3, ou` c− d− b
est l’isomorphisme de changement de base pour le morphisme propre mα, ou` ρ et ρ1 sont
les repre´sentations induites
ρ = IndSdSd′×Sd′′ (ρ
′ × ρ′′)
ρ1 = Ind
Sd
Sd′′×Sd′
(ρ′′ × ρ′)
pour lesquelles on a
A˜ρ = p
∗(Aρ′ ∗ Aρ′′)
A˜ρ1 = p
∗(Aρ′′ ∗ Aρ′)
et ou` κ se de´duit de l’isomorphisme de commutativite´
κ : Aρ′′ ∗ Aρ′ →˜Aρ′ ∗ Aρ′′.
De´monstration. Les fle`ches du diagramme e´tant tous des isomorphismes entre faisceaux
pervers de´cale´s, il suffit de de´montrer que le diagramme commute au-dessus de l’ouvert
gd,r,rss ou` le polynoˆme P est se´parable.
Au-dessus de cet ouvert, les A˜ρ, A˜
′
ρ, A˜
′′
ρ proviennent respectivement de Qd,rss, Qd′,rss,
Qd′′,rrs. Par construction, les τ˜ρ sont triviaux au niveau de Qd,rss, Qd′,rss, Qd′′,rrs. Il s’agit
de ve´rifier la commutativite´ du diagramme
Rm1,Q,∗(Lρ′′ ⊠ Lρ′) →˜ Lρ′′ ∗ Lρ′
RmQ,∗(σ˜)
y
y κ
RmQ,∗σ
∗(Lρ′ ⊠ Lρ′′) →˜ Lρ′ ∗ Lρ′′
Mais c’est pre´cise´ment la de´finition de l’isomorphisme de commutativite´ κ.
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7.5 Compatibilite´
Soient (P,R) ∈ Qd,r(k¯) avec P =
∏r
i=1(̟ − γj)
dj et R =
∏r
i=1(̟ − γj)
rj ou` γj ∈ k¯ et ou`
dj, rj ∈ N avec dj < rj .
Soit ρ une repre´sentation ℓ-adique de Sd. Sa restriction a` Sd1 × · · ·Sdr admet une
de´composition
ResSdSd1×···Sdn
ρ =
⊕
i
⊗
j
ρi,j
ou` chaque ρi,j est une repre´sentation irre´ductible de Sdj .
Proposition 7.5.1 On a un isomorphisme
gd,r(P,R) =
r∏
j=1
gdj ,rj((̟ − γj)
dj , (̟ − γj)
rj)
via lequel on a un isomorphisme
A˜ρ|gd,r(P,R) =
⊕
i
r⊗
j=1
A˜ρi,j |gdj ,rj ((̟−γj)
dj ,(̟−γj)
rj ).
De plus l’action de τ˜ρ sur le membre de gauche s’identifie a` l’action de
⊕
i
⊗r
j=1 τ˜ρi,j
sur le membre de droite.
La de´monstration est analogue a` celle de la proposition 3.4.1.
8 L’application b′ : H+2 → H
′+
8.1 L’identite´ b(fλ) = φλ : rappel
Soit k2 l’extension quadratique de k contenue dans k¯. Notons F̟,2 = k2((̟)) et O̟,2 =
k2[[̟]]. Soit H
+
2 l’alge`bre des fonctions a` support compact dans gl(n,O̟,2) ∩GL(n, F̟,2)
qui sont bi-GL(n,O̟,2)-invariantes. Rappelons que b : H
+
2 → H
+ de´signe l’homomorphisme
de changement de base.
Le degre´ d’extension r = 2 sera de´sormais fixe, on notera fλ et φλ pour f2,λ et φ2,λ.
On a construit dans la section 6, pour toute n-partition λ, une nouvelle re´alisation
ge´ome´trique fλde la fonction a2,λ ∈ H
+
2 de Lusztig. La fonction fλ est de´finie comme la
trace de σ˜ ◦Fr sur les fibres de Aλ,̟⊠Aλ,̟ au-dessus des points fixes de Fr◦σ. La fonction
φλ = b(fλ) peut alors eˆtre de´finie comme la fonction trace de Fr ◦ κ
′ dans les fibres de
Aλ,̟ ∗Aλ,̟ au-dessus des points fixes de Fr ou` κ
′ est l’automorphisme de Aλ,̟ ∗Aλ,̟ qui
se de´duit de l’isomorphisme de commutativite´ κ.
Cette construction reste valable avec les A˜λ ; de´crivons-la brie`vement.
Soit λ une n-partition de d′. Choisissons un entier r > d = 2d′. Notons gd′,r,̟ la fibre de
gd′,r au-dessus de (̟
d′, ̟r). Notons A˜λ,̟ la restriction de A˜λ[−d](−d/2) a` gd′,r,̟. Soient
Aλ,̟,1 et Aλ,̟,2 deux copies de Aλ,̟.
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L’involution σ : g2d′,r,̟ → g
2
d′,r,̟ de´finie par σ(g, g
′) = (g′, g) se rele`ve en un isomor-
phisme
σ˜ : σ∗(A˜λ,̟,1 ⊠ A˜λ,̟,2)→ (A˜λ,̟,1 ⊠ A˜λ,̟,2)
qui se de´duit de l’isomorphisme canonique Aλ,̟,1→˜Aλ,̟,2.
Les points fixes de σ ◦ Fr dans g2d′,r,̟ sont de la forme (g, g¯) ou` g ∈ gd′,r,̟(k2) et ou`
x 7→ x¯ est l’e´le´ment non trivial du groupe Gal (k2/k). La trace de σ˜ ◦ Fr sur les fibres de
A˜λ,̟,1⊠ A˜λ,̟,2 au-dessus des points fixes de σ ◦Fr de´finit donc une fonction sur gd′,r,̟(k2).
Le complexe A˜λ,̟ e´tant bi-Gr,̟-e´quivariant, cette fonction est bi-Gr,̟(k2)-invariante. Elle
de´finit donc une fonction dans H+2 ; c’est la fonction fλ de la section 6.
La fonction φλ = b(fλ) peut eˆtre de´finie par la fonction trace de κ
′ ◦Fr sur les fibres de
A˜λ,̟,1 ∗ A˜λ,̟,2 au-dessus de gd′,r,̟(k) ou` κ
′ de´signe l’automorphisme
A˜λ,1 ∗ A˜λ,2
κ
→A˜λ,2 ∗ A˜λ,1
ι
→A˜λ,1 ∗ A˜λ,2.
ou` κ de´signe l’isomorphisme de commutativite´ et ou` ι sa de´duit des isomorphismes iden-
tiques entre A˜λ,1 et A˜λ,2.
8.2 Les fonctions f ′λ, φ
′
λ et l’identite´ b
′(f ′λ) = φ
′
λ
Soit S(F̟) l’ensemble des matrices s ∈ GL(n, F2,̟) telles que
tFr(s) = s. Le groupe
GL(n, F2,̟) agit sur S(F̟) par g.s =
tg¯sg ou` x 7→ x¯ est l’e´le´ment non trivial du groupe
de Galois Gal (F2,̟/F̟).
Notons H′+ l’espace des fonctions a` support compact dans
S(F̟)
+ = gl(n,O2,̟) ∩ S(F̟)
qui sont GL(n,O2,̟)-invariantes. Soit b
′ : H2
+ → H′+ l’application line´aire qui associe a`
chaque fonction f ∈ H+2 la fonction φ
′ ∈ H′+ de´finie par
φ′(g tg¯) =
∫
H(F̟)
f(gh)dh
ou`
H(F̟) = {h ∈ GL(n, F2,̟) |
tFr(h) = h−1}
et ou` la mesure de Haar normalise´e du sous-groupe unitaire H(F̟) attribue a` H(O̟) =
H(F̟) ∩ GL(n,O2,̟) le volume 1. La fonction φ
′ est bien de´finie puisque toute matrice
hermitienne s ∈ S(F̟) s’e´crit sous la forme s = g
tg¯.
En utilisant la proposition 7.4.1 on peut interpre´ter ge´ome´triquement l’application b′.
Les points fixes de
(τ ′ × τ ′) ◦ σ ◦ Fr : g2d′,r.̟ → g
2
d′,r.̟
(g1, g2)→ (
tFr(g2),
tFr(g1))
sont de la forme (g, tFr(g)) avec g ∈ gd′,r,̟(k2), si bien qu’on peut identifier cet ensemble
de points fixes a` gd′,r,̟(k2).
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Pour toute n-partition λ de d′, la trace de (τ˜λ × τ˜λ) ◦ σ˜ ◦ Fr dans les fibres de A˜λ ⊠ A˜λ
au-dessus des points fixes de (τ ′ × τ ′) ◦ σ ◦ Fr de´finit donc une fonction sur gd′,r,̟(k2) :
f ′λ(g) = Tr((τ˜λ × τ˜λ) ◦ σ˜ ◦ Fr, (A˜λ ⊠ A˜λ)(g, tFr(g))).
Le complexe A˜λ e´tant bi-Gr,̟-e´quivariant, cette fonction est bi-GL(n,O2,̟)-invariante.
Notons f ′λ l’e´le´ment de H
+
2 ainsi de´fini. On verra dans la section suivante que f
′
λ n’est
qu’une nouvelle re´alisation ge´ome´trique de la meˆme fonction a2,λ de Lusztig.
L’ensemble des points fixes de τ ◦ Fr agissant sur gd,r,̟ est l’ensemble
{s ∈ gd,r,̟(k2) |
tFr(s) = s}
qui s’identifie a` un sous-ensemble de l’ensemble des classes modulo ̟r des e´le´ments de
S(F̟)
+.
Rappelons que pour la repre´sentation induite de Sd
ρ = IndSdSd′×Sd′ (ρλ ⊠ ρλ)
on a Aρ = Aλ ∗ Aλ. La trace de τ˜ρ ◦ Fr ◦ κ sur les fibres de A˜ρ au-dessus des points fixes
de τ ◦ Fr de´finit donc une fonction sur S(F̟)
+ :
φ′λ(s) = Tr(τ˜ρ ◦ κ
′ ◦ Fr, (A˜ρ)s).
Le complexe A˜ρ e´tant bi-Gr-e´quivariant, cette fonction appartient a` H
′+. Notons-la φ′λ.
Proposition 8.2.1 Pour toute n-partition λ de d′, o a b′(f ′λ) = φ
′
λ.
De´monstration. Soit s un e´le´ment quelconque Fix (τ ◦ Fr, gd,r,̟). Il faut de´montrer que∑
g∈gd′,r,̟(k2)/Hr,̟(k)
g tFr(g)=s
Tr((τ˜λ × τ˜λ) ◦ σ˜ ◦ Fr, (A˜λ ⊠ A˜λ)(g, tFr(g)))
= Tr(τ˜ρ ◦ Fr ◦ κ, (A˜ρ)s)
ou`
Hr,̟(k) = {h ∈ GL(O2,̟/̟
rO2,̟) |
th¯ = h−1}.
L’ensemble ou` s’e´tend la sommation est celui des points fixes de (τ ′ × τ ′) ◦ σ ◦ Fr dans
la fibre du morphisme
mα : gαd′,d′,r → gd,r
au-dessus de s. Graˆce a` la proposition 7.4.1 on sait que l’endomorphisme de (A˜ρ)s induit
par l’endomorphisme de Frobenius tordu
(τ˜λ × τ˜λ) ◦ σ˜ ◦ Fr : ((τ
′ × τ ′)× σ × Fr)∗(A˜λ ⊠
α A˜λ)→ A˜λ ⊠
α A˜λ
est pre´cise´ment la restriction de l’endomorphisme de Frobenius tordu
τ˜ρ ◦ Fr ◦ κ : (τ ◦ Fr)
∗(A˜ρ)→ A˜ρ
a` s.
La proposition re´sulte donc de la formule des traces de Grothendieck.
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8.3 L’identite´ fλ = f
′
λ
Il revient au meˆme de de´montrer l’e´nonce´ suivant.
Proposition 8.3.1 Pour tout g ∈ gd,r,̟(k2), on a
Tr(σ˜ ◦ Fr, (A˜λ ⊠ A˜λ)g,Fr(g)) = Tr((τ˜λ × τ˜λ) ◦ σ˜ ◦ Fr, (A˜λ ⊠ A˜λ)g, tFr(g))
De´monstration. Puisque les actions de τ˜λ, de σ˜ et de Fr commutent dans un sens e´vident,
le diagramme
A˜λ,g ⊗ A˜λ,Fr(g)
σ˜◦Fr
−−−−→ A˜λ,g ⊗ A˜λ,Fr(g)
1⊗τ˜λ
y
x 1⊗τ˜−1λ
A˜λ,g ⊗ A˜λ, tFr(g) −−−−−−−→
(τ˜λ×τ˜λ)◦ σ˜◦Fr
A˜λ,g ⊗ A˜λ, tFr(g)
est commutatif. La trace des deux fle`ches horizontales sont donc e´gales.
Corollaire 8.3.2 Pour toute n-partition λ, on a a2,λ = fλ = f
′
λ et b
′(a2,λ) = φ
′
λ.
9 L’interpre´tation ge´ome´trique d’une conjecture de
Jacquet et Ye
9.1 Enonce´
Dans la section pre´ce´dente, les applications line´aires
b : H+2 →H
b′ : H+2 →H
′
e´tant interpre´te´s ge´ome´triquement, nous sommes maintenant en mesure de donner une
traduction ge´ome´trique du lemme fondamental de Jacquet et Ye et de le de´montrer dans
les meˆme lignes que [14].
Notons A le sous-groupe diagonal de GL(n) et N son sous-groupe des matrices trian-
gulaires supe´rieures unipotentes. Pour chaque
α = (α1, . . . , αn−1) ∈ (k
×)n−1
notons θα : N(F̟)→ Q¯
×
ℓ le caracte`re
θα(x) = ψ(
n−1∑
i=1
αi,i+1res (xi,i+1))
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ou` ψ : k → Q¯×ℓ est un caracte`re additif non trivial qu’on fixe une fois pour toutes.
Pour toute fonction φ ∈ H+, toute matrice diagonale a ∈ A(F̟), pour tout α ∈ (k
×)n−1,
posons
I̟(a, α, φ) =
∫
N(F̟)×N(F̟)
φ( tx1ax2)θα(x1)θα(x2)dx1dx2
ou` la mesure de Haar normalise´ dx de N(F̟) attribue a` N(O̟) le volume 1.
Cette inte´grale intervient comme une inte´grale orbitale dans une formule des traces rela-
tive de Jacquet. Il s’agit d’une inte´grale de Kloosterman si φ est la fonction caracte´ristique
de GL(n,O̟),
Pour tout α : (k×)n−1, notons θ′α : N(F2,̟)→ Q¯
×
ℓ le caracte`re de´fini par
θ′α(x) = ψ(
n−1∑
i=1
αires (xi,i+1 + x¯i,i+1)).
Pour toute fonction φ′ ∈ H′+ pour toute matrice diagonale a ∈ A(F̟) et pour tout
α ∈ (k×)n−1, posons
J̟(a, α, φ
′) =
∫
N(F2,̟)
φ′( tx¯ax)θ′α(x)dx
ou` la mesure de Haar normalise´e dx de N(F2,̟) attribue a` N(O2,̟) le volume 1.
The´ore`me 4 Pour toute fonction f ∈ H+2 pour
a = diag (a1, a
−1
1 a2, . . . , a
−1
n−1an) ∈ A(F̟)
pour tout α ∈ (k×)n−1, on a
I̟(a, α, b(f)) = (−1)
val̟(a1...an−1)J̟(a, α, b
′(f)).
Cet e´nonce´ joue le roˆle d’un lemme fondamental dans une formule des traces rela-
tive. Jacquet et Ye l’ont conjecture´ dans [7] sans hypothe`se sur la caracte´ristique et l’ont
de´montre´ pour n = 2 et n = 3. Le cas ou` f est l’unite´ de l’alge`bre de Hecke a e´te´ de´montre´
dans [14].
9.2 Sommes locales
Pour tout a ∈ A(F̟), on a de´fini dans [14] un triplet (X̟(a), h, τ) ou` X̟(a) est un sche´ma
de type fini sur k tel que
X̟(a)(k) = {(x, x
′) ∈ (N(F̟)/N(O̟))
2 | txax′ ∈ gl(n,O̟)}
ou` le morphisme
h : X̟(a)×G
n−1
m → Ga
induit sur les k-points l’application
h(x, x′, α) =
n−1∑
i=1
αires (xi,i+1 + x
′
i,i+1)d̟
49
et ou` l’involution τ : X̟(a)→ X̟(a) est de´finie par τ(x, x
′) = (x′, x).
On peut e´crire la matrice a sous la forme
a = diag (a1, a
−1
1 a2, . . . , a
−1
n−1an).
Pour que le sche´ma X̟(a) ne soit pas vide, il est ne´cessaire que a1, . . . , an ∈ O̟ ([14]).
Pour chaque entier r ∈ N tel que
r > val̟(a1) + · · ·+ val̟(an)
soit X̟,r(a) le sche´ma de type fini sur k dont l’ensemble des k-points est l’ensemble
{g ∈ gl(n,O̟/̟
rO̟) | ∆i(g) ∼= ai mod ̟
r pour tout i = 1, . . . , n}
ou` ∆i(g) est le de´terminant de la sous-matrice de g faite des i premie`res lignes et des i
premie`res colonnes.
La limite projective
X̟,∞(a)(k) = lim←−X̟,r(a)(k)
s’identifie a` l’ensemble
{g ∈ gl(n,O̟) | ∆i(g) = ai pour tout i = 1, . . . , n}.
Tout e´le´ment g ∈ X̟,∞(a)(k) s’e´crit alors de manie`re unique sous la forme g =
tnan′ avec
n, n′ ∈ N(F̟) si bien qu’on a une application
p∞(k) : X̟,∞(a)(k)→ X̟(a)(k).
Proposition 9.2.1 1. Sous la condition
r > val̟(a1) + · · ·+ val̟(an)
on a un morphisme
pr : X̟,r(a)→ X̟(a)
tel que l’application p∞(k) se factorise a` travers pr(k).
2. De plus, pr est un compose´ de fibrations vectorielles.
De´monstration.
1. Soit g ∈ gl(n,O̟) tel que ∆i(g) = ai pour tout i = 1, . . . , n. Notons gi la sous-
matrice de g faite des i premie`res lignes et des i premie`res colonnes. On a pour tout
i = 1, . . . , n− 1
gi+1 =
(
gi y
′
i
tyi zi
)
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ou` yi et y
′
i sont des vecteurs colonnes de taille i× 1 et ou` zi ∈ k. On a donc
gi+1 =
tx′i
(
gi 0
0 a−1i zi
)
xi
ou`
xi =
(
Idi g
−1
i yi
0 1
)
et ou`
x′i =
(
Idi
tg−1i y
′
i
0 1
)
.
Si on pose
x = x1x2 . . . xn−1
x′ = x′1x
′
2 . . . x
′
n−1
alors on a
g = tx diag (a1, a
−1
1 a2, . . . , a
−1
n−1an) x
′.
Maintenant, si les yi, y
′
i sont de´termine´s modulo ̟
r avec
r > val̟(a1 . . . an),
en utilisant les relations de commutation, on montre que x et x′ sont de´termine´s
modulo N(O̟).
L’application pr(k) : X̟,r(a)(k) → X̟(a) ainsi de´finie provient d’un morphisme
pr : X̟,r(a)→ X̟(a).
2. On proce`de par re´currence sur n. L’assertion est triviale pour n = 1. Supposons
qu’elle est vraie pour n− 1.
Notons a′ la matrice
a′ = diag (a1, a
−1
1 a2, . . . , a
−1
n−2an−1) ∈ GL(n− 1, F̟).
Par re´currence, on peut supposer que
X̟,r(a
′)×X̟(a′) X̟(a)→ X̟(a)
peut se factoriser en fibrations vectorielles.
La donne´e d’un k-point de X̟,r(a
′)×X̟(a′) X̟(a) est e´quivalente a` la donne´e de(
g′ y′n−1
yn−1 zn−1
)
ou`
g′ ∈ X̟,r(a
′) ⊂ gl(n,O̟/̟
r)
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ou` y′n−1 (resp. yn−1) est dans O
n−1
̟ et de´termine´ modulo g
′On−1̟ (resp.
tg′On−1̟ )) et
ou` zn−1 ∈ O̟ est de´termine´ modulo an−1O̟.
Il est clair que
X̟,r(a)→ X̟,r(a
′)×X̟(a′) X̟(a)
est un fibre´ vectoriel, d’ou` l’assertion.
Le sche´ma X̟,r est naturellement une partie localement ferme´e de gdn,r,̟ ou` dn =
val̟(an). Pour toute repre´sentation ρ de Sdn, on de´signe encore par A˜ρ sa restriction a`
X̟,r.
Proposition 9.2.2 Posons
A˙ρ,̟ = Rpr,!A˜ρ,̟[2dr](dr)
ou` dr est la dimension relative de pr. Ce morphisme e´tant lisse on a un isomorphisme
Rp!rA˙ρ,̟≃p
∗
rA˙ρ,̟[2dr](dr).
La fle`che d’adjonction
p∗rA˙ρ≃Rp
!
rA˙ρ[−2dr](−dr)→ A˜ρ
est alors un isomorphisme.
De´monstration. Point par point, l’isomorphisme re´sulte de ce que les fibres ge´ome´triques
de pr sont isomorphes a` l’espace affine de dimension de dr et qu’elles sont incluses dans les
orbites de Gr,̟ ×Gr,̟ sur gd,r au-dessus desquelles le complexe A˜ρ est constant. 
La fle`che τ˜ρ : τ
∗
dnA˜ρ → A˜ρ induit une fle`che τ˙ρ : τ
∗A˙ρ → A˙ρ. On retrouve τ˜ρ comme
l’image re´ciproque de τ˙ρ.
Corollaire 9.2.3 Pour toute n-partition λ de d′ = dn/2, on a
I̟(a, α, φλ) = Tr(Fr ◦ κ,RΓc(X̟(a)⊗k k¯, A˙ρ ⊗ h
∗
αLψ));
J̟(a, α, φ
′
λ) = Tr(Fr ◦ κ ◦ τ˙ρ,RΓc(X̟(a)⊗k k¯, A˙ρ ⊗ h
∗
αLψ)).
ou` ρ est la repre´sentation induite
Ind
S2d′
Sd′×Sd′
(ρλ × ρλ)
et ou` Lψ est le faisceau d’Artin-Schreier sur Ga associe´ a` ψ : k → Q¯
×
ℓ .
Dans le cas ou` |λ| 6= d′, les inte´grales pre´ce´dentes sont nulles.
De´monstration. Compte tenu de l’interpre´tation ge´ome´trique des fonctions φλ et φ
′
λ, c’est
la formule des traces de Grothendieck. 
The´ore`me 4a Pour toute repre´sentation ρ de Sd, pour tout α ∈ k¯
n−1, l’involution τ˙ρ agit
dans RΓc(X̟(a)⊗k k¯, A˙ρ ⊗ h
∗
αLψ) comme la multiplication par (−1)
val̟(a1...an−1).
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9.3 Sommes globales
Soit d = (di)
n
i=1 ∈ N
n. Notons Qd =
∏n
i=1Qdi . On a de´fini dans [14] un quadruplet
(Xd, fd, hd, τd) ou` le morphisme de type fini
fd : Xd → Qd
tel que pour tout a = (ai)
n
i=1 ∈ Qd(k), on a
X (a)(k) = {(x, x′) ∈ (N(F )/N(O))2 | txax′ ∈ gl(n,O)}
ou` le morphisme
h : Xd ×G
n−1
m → Ga
induit au niveau des k-points l’application
h(x, x′, α) =
n−1∑
i=1
∑
v 6=∞
res v(xi,i+1 + x
′
i,i+1)d̟
et ou` τd : Xd → Xd est l’involution τd(x, x
′) = (x′, x).
Soit X˜d le Qd-sche´ma dont l’ensemble des k-points au-dessus de a = (ai)
n
i=1 ∈ Qd(k) est
l’ensemble
{g ∈ gl(n,O/(R)) | ∆i(g) = aimod R, i = 1, . . . , n}
ou` R = (a1 . . . an)
2. Il nous faut choisir R strictement divisible par a1 . . . an.
Les assertions suivantes se de´montrent exactement que leurs analogues locaux.
Proposition 9.3.1 On a un morphisme pd : X˜d → Xd qui, au niveau des k-points, envoie
la re´duction modulo R de
g = txax′ ∈ gl(n,O)
sur (xN(O), x′N(O)) ∈ (N(F )/N(O))2. De plus, pd peut se factoriser en fibrations vecto-
rielles.
Proposition 9.3.2 Posons
A˙ρ = Rpr,!A˜ρ[2dr](dr)
ou` dr est la dimension relative de pr. Ce morphisme e´tant lisse on a un isomorphisme
Rp!rA˙ρ≃p
∗
rA˙ρ[2dr](dr).
La fle`che d’adjonction
p∗rA˙ρ≃Rp
!
rA˙ρ[−2dr](−dr)→ A˜ρ
est alors un isomorphisme.
L’involution τ˜ρ : τ
∗A˜ρ → A˜ρ descend aussi en une involution
τ˙ρ : τ
∗
d A˙ρ → A˙ρ.
Voici la variante globale du the´ore`me 4a.
The´ore`me 4b L’involution τ˙ρ agit sur le complexe de faisceaux
R(fd × IdGn−1m )!(A˙ρ ⊗ h
∗
dLψ)
comme la multiplication par (−1)d1+···+dn−1.
Cet e´nonce´ se de´duit de son analogue local en utilisant la formule de multiplicativite´
e´nonce´e dans la section qui suit.
Toutefois, comme dans [14], on commencera par de´montrer l’e´nonce´ global dans le cas
tre`s particulier d = (1, 2, . . . , n) puis en de´duire l’e´nonce´ local en utilisant la formule de
multiplicativite´.
9.4 Compatibilite´
Pour tout ide´al maximal v de O¯ = O ⊗k k¯, pour tout a ∈ Qd(k¯) et α ∈ (k¯
×)n−1, on a
de´fini dans [14] un triplet (Xv(a), hα,v, τv) ou` Xv(a) est un sche´ma de type fini sur k¯ dont
l’ensemble des k¯-points est l’ensemble
Xv(a)(k¯) = {x, x
′ ∈ N(F¯v)/N(O¯v) |
txax′ ∈ gl(n,Ov)}
ou` hα,v : Xv(a)→ Gak¯ est le morphisme
hα,v(x, x
′) =
n−1∑
i=1
res v(xi,i+1 + x
′
i,i+1)
ou` τv est le morphisme τ(x, x
′) = (x′, x). On renvoie a` [14] pour la de´monstration de
l’e´nonce´ suivant.
Proposition 9.4.1 Pour tout a ∈ Qd(k¯), on a un isomorphisme
Xd(a) =
∏
v|a1...an−1
Xv(a)
via lequel on a
hd(a) =
∑
v|a1...an−1
hv
et
τd(a) =
∏
v|a1...an−1
τv.
Pour v ne divisant pas a1 . . . an−1, Xv(a) est re´duit a` un point.
Soit maintenant ρ une repre´sentation de Sdn ou` dn = val̟(an). Notons dn,v = valv(an).
On a dn =
∑
v|an dn,λ.
On de´compose la restriction de ρ a`
∏
v|an Sdn,v en somme de repre´sentations irre´ductibles.
Celles-ci sont tous de la forme
⊗
v|an ρv ou` ρv est une repre´sentation irre´ductible de Sdn,v .
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Proposition 9.4.2 Supposons que
Res
Sdn∏
v|an
Sdn,v
ρ =
⊕
i
⊗
v|an
ρi,v.
Pour tout a ∈ Qd(k¯), on a
RΓc(Xd(a), A˙ρ ⊗ h
∗
dLψ)
=
⊕
i
⊗
v|a1...an
RΓc(Xv(a), A˙ρi,v ⊗ h
∗
vLψ)
ou` pour v ne divisant pas an, on prend pour ρi,v la repre´sentation triviale. De plus, l’action
τ˙ρ sur le premier membre est e´gale a` celle de
⊕
i
⊗
v|a1...an τ˙ρi,v sur le second membre.
Dans le cas ou` la repre´sentation ρ est triviale, on retrouve la variante cohomologique
de la formule de multiplicativite´ pour les inte´grales de Kloosterman (corollaire 3.2.3 [14]).
De´monstration. Compte tenu de la proposition pre´ce´dente, il suffit de de´montrer que via
l’isomorphisme
Xd(a) =
∏
v|a1...an
Xv(a)
on a un isomorphisme
A˙ρ =
⊕
i
⊗
v|a1...an
A˜ρi,v .
Via 9.3.2, on se rame`ne a` la proposition 7.5.1. 
Proposition 9.4.3 Si v divise a1 . . . an−1 avec la multiplicite´ 1, et si v ne divise pas an
alors dans la de´composition pre´ce´dente
RΓc(Xv(a)⊗k k¯, A˙ρi,v ⊗ h
∗
vLψ)
est un Q¯ℓ-espace vectoriel de rang 2 place´ en degre´ 1 dans lequel τv agit comme −1.
De´monstration. La repre´sentation ρi,v est triviale du fait que v ne divise pas an. On se
rame`ne donc a` l’e´nonce´ 2.4 dans [14] et donc finalement a` un the´ore`me de Deligne sur les
sommes de Kloosterman classiques ([3]). 
10 De´monstration du the´ore`me 5
10.1 L’ouvert Ud
Soit Ud l’ouvert dense de Qd forme´ des suites a = (ai)
n
i=1 telles que le polynoˆme produit∏n
i=1 ai est se´parable.
55
Proposition 10.1.1 On a un isomorphisme
R(fd × IdGn−1m )!(A˙ρ ⊗ h
∗
dLψ)|Un×Gn−1m
= R(fd × IdGn−1m )! h
∗
dLψ|Un×Gn−1m ⊗ pr
∗
Udn
Lρ
ou` prUdn : Ud → Udn est la projection de Ud sur l’ouvert Udn ⊂ Qdn des polynoˆmes unitaires
se´parables an de degre´ dn et ou` Lρ est le syste`me local associe´ a` la repre´sentation ρ de
groupe de Galois Sdn du reveˆtement e´tale galoisien A
dn
rss → Udn. De plus, τ˜ρ agit dans
R(fd × IdGn−1m )!h
∗
dLψ|Un×Gn−1m ⊗ pr
∗
Udn
Lρ comme τ˜ ⊗ IdLρ.
De´monstration. Par de´finition de Aρ, on sait que la restriction de A˙ρ a` l’ouvert Xd ×Qd Ud
est l’image re´ciproque de Lρ. La proposition re´sulte donc de la formule de projection. 
L’e´nonce´ suivant, extrait de [14] se de´duit de la formule de multiplicativite´.
Proposition 10.1.2 R(fd×IdGn−1m )!h
∗
dLψ|Ud×Gn−1m est un syste`me local de rang 2
d1+···+dn−1
place´ en degre´ d1 + · · ·+ dn−1 dans lequel τ˜ agit comme (−1)
d1+···+dn−1.
Corollaire 10.1.3 L’involution τ˜ρ agit dans
R(fd × IdGn−1m )!(A˙ρ ⊗ h
∗
dLψ)|Un×Gn−1m
comme la multiplication par (−1)d1+···+dn−1.
10.2 Le cas d = (1, 2, . . . , n)
On a de´montre´ dans [14] que pour toute suite a = (ai)
n
i=1 dont chaque membre ai est un
polynoˆme unitaire de degre´ i, pour tous x, x′ ∈ N(F ) tels que txax′ ∈ gl(n,O), il existe
une unique matrice de la forme γ + Idn̟ avec γ ∈ gl(n, k) telle que
γ + Idn̟ ∈
tN(O) txax′N(O).
L’application (x, x′) 7→ γ de´finit une section
ι : gl(n) = Xd → X˜d
via laquelle on a A˙ρ = ι
∗A˜ρ. En utilisant le lemme 2.3.1, on sait alors que A˙ρ est un faisceau
pervers e´quivariant pour l’action adjointe de GL(n) et qui est isomorphe au prolongement
interme´diaire de sa restriction a` l’ouvert gl(n)rss forme´ des e´le´ments re´guliers semi-simples.
Identifions GL(n− 1) au sous-groupe
diag (GL(n− 1), 1) ⊂ GL(n).
L’e´nonce´ suivant se de´duit imme´diatement de la proposition 5.2.2 de [14].
56
Proposition 10.2.1 Si K est un faisceau pervers sur gl(n) qui est GL(n−1)-e´quivariant
et est isomorphe a` son prolongement interme´diaire de sa restriction a` l’ouvert gl(n)rss, le
complexe de faisceaux
R(fd × IdGn−1m )!(K ⊗ h
∗
dLψ)
est a` de´calage pre`s un faisceau pervers, prolongement interme´diaire de sa restriction a`
l’ouvert Ud ×G
n−1
m .
Compte tenu de ce re´sultat et du corollaire 10.1, on obtient l’e´nonce´ suivant.
Corollaire 10.2.2 Lorsque d = (1, 2, . . . , n), τ˙ρ agit dans
R(fd × IdGn−1m )!(A˙ρ ⊗ h
∗
dLψ)
comme la multiplication par (−1)1+2+···+(n−1).
10.3 Augmenter n
Pour de´duire du corollaire 10.2.2 le the´ore`me 4a, et donc aussi son analogue global 4b
l’astuce consiste a` remplacer n par un entier assez grand.
Lemme 10.3.1 1. Pour tout a̟ ∈ A(F̟), pour α = 1 pour tout m ∈ N, les donne´es
(X̟(a̟), hα, τ, A˙ρ, τ˙ρ)
(X̟(diag (Idm, a̟)), hα, τ, A˙ρ, τ˙ρ)
sont isomorphes.
2. Pour tous a̟, a
′
̟ ∈ A(F̟) tels que pour tout i = 1, . . . , n,
ai ∼= a
′
imod ̟
r
pour r = val̟(a1 . . . an) les donne´es
(X̟(a̟), hα, τ, A˙ρ, τ˙ρ)
(X̟(a
′
̟), hα, τ, A˙ρ, τ˙ρ)
sont isomorphes.
De´monstration.
1. On a construit dans [14], un isomorphisme
(X̟(a̟), hα, τ)→˜(X̟(diag (Idm, a̟)), hα, τ).
L’isomorphisme entre les A˙ρ re´sulte du corollaire 2.2.3.
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2. La construction de l’isomorphisme
(X̟(a̟), hα, τ)→˜(X̟(a
′
̟), hα, τ)
dans [14] fournit e´galement un isomorphisme pour les A˙ρ. 
Le lemme suivant est extrait de [14].
Lemme 10.3.2 Pour tout b̟ ∈ A(F̟), pour un entier m ∈ N assez grand, il existe une
suite a = (ai)
m+n
i=1 dont chaque membre ai est un polynoˆme unitaire de degre´ i a` coefficients
dans k¯, qui satisfait deux conditions suivantes
• si on e´crit b = diag (Idm, b̟) sous la forme
b = (b1, b
−1
1 b2, . . . , b
−1
m+n−1bm+n)
alors on a ai ∼= bimod ̟
r pour tout i = 1, 2 . . . , m+ n et pour r = val̟(b1 . . . bm+n)
;
• pour tout ide´al maximal v de O⊗k k¯ diffe´rente de de ̟, v divise a1 . . . am+n avec au
plus une multiplicite´ 1.
Fin de la de´monstration du the´ore`me 5. Soit b un e´le´ment quelconque de A(F̟). Choisis-
sons une suite a = (ai)
m+n
i=1 comme dans le lemme pre´ce´dent afin que les donne´es
(X̟(b̟), hα, τ, A˙ρ, τ˙ρ)
(X̟(a), hα, τ, A˙ρ, τ˙ρ)
soient isomorphes.
Soit ρ une repre´sentation de Sval̟(am+n) qu’on peut supposer irre´ductible. Notons
ρ′ = Ind
Sm+n
Sval̟(am+n)
ρ
ou` on a identifie´ Sval̟(am+n) au sous-groupe
Sval̟(am+n) ×S
m+n−val̟(am+n)
1
de Sm+n.
Dans la formule 10.4.2,
RΓc(Xd(a)⊗k k¯, A˙ρ′ ⊗ h
∗
dLψ)
=
⊕
i
⊗
v|a1...an
RΓc(Xv(a)⊗k k¯, A˙ρi,v ⊗ h
∗
vLψ)
ρ est une des repres´entations irre´ductibles ρi,̟. Sachant que τ˙ρ′ agit dans le membre de
gauche comme la multiplication par (−1)1+2+···+(m+n−1), il agit de la meˆme manie`re dans
tous les facteurs directs du membre de droite. Or dans chacun de ces facteurs directs,
d’apre`s 10.4.3, les complexes locaux en v 6= ̟ sont des espaces vectoriels de rang 2 place´s
en degre´ 1 dans lesquels τ˙ρi,v agit comme −1. En utilisant la formule de Kunneth on en
de´duit que τ˙ρ agit dans RΓc(X̟(a), A˙ρ ⊗ h
∗
̟Lψ) comme
(−1)val̟(a1...am+n−1) = (−1)val̟(b1···bn−1).
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11 D’autres remarques
11.1 Le signe ελ
On a construit en 7.2 les rele`vements τ˜ρ de τ sur A˜ρ. Rappelons cette construction dans
la situation plus habituelle de la correspondance de Springer. D’apre`s 2.2.3 et 2.3.1, la
de´finition de τ˜ρ dans 7.2 et celle qui suit co¨ıncident.
Soient g = gl(n) et τ : g → g la transposition g 7→ tg. On a φ ◦ τ = φ ou` φ : g → Qd
est le morphisme polynoˆme caracte´ristique.
Pour toute repre´sentation ρ du groupe Sn, la restriction de Aρ a` l’ouvert des e´le´ments
re´guliers semi-simples grss provient d’un syste`me local Lρ sur Qd,rss par l’image inverse de
φ. On e´tend alors le morphisme e´vidente
τ ∗φ∗rssLρ → φ
∗
rssLρ
en un morphisme
τ˜ρ : τ
∗Aρ → Aρ
par le prolongement interme´diaire.
Maintenant, si ρ est e´gale a` ρλ la repre´sentation irre´ductible correspondant a` une parti-
tion λ de n, la restriction de Aλ au coˆne Nil des e´le´ments nilpotents est a` de´calage pre`s, le
complexe d’intersection de Nilλ l’adhe´rence de l’orbite adjointe Nilλ des e´le´ments nilpotents
de bloc de Jordan de taille λ ([11],[2]).
En restreignant alors τ˜λ a` la fibre d’un e´le´ment x ∈ Nilλ(k¯) qui est syme´trique, on
obtient un automorphisme d’ordre 2 de Q¯ℓ. Le signe ελ ainsi obtenu ne de´pend clairement
pas du choix de la matrice x.
Il est naturel de se demander comment calculer ελ de fac¸on combinatoire. Nous avons
obtenu le re´sultat partiel suivant.
Proposition 11.1.1 Soit Vλ la repre´sentation irre´ductible de Sn correspondant a` la par-
tition λ. Lorsque la trace de la permutation longue w0 ∈ Sn dans Vλ est non nulle, son
signe est e´gal a` celui de ελ .
De´monstration. Soit B la varie´te´ des drapeaux de GL(n). Rappelons que la re´solution
simultane´e de Grothendieck-Springer est de´finie par
g˜ = {(x,B) ∈ g× B | x ∈ Lie (B)}
π
→ g
La transposition τ : g → g se rele`ve en une involution τ˜ : g˜ → g˜ de´finie par τ˜(x,B) =
( tx, tB) si bien qu’on a un morphisme
τ˜ : τ ∗Rπ∗Q¯ℓ → Rπ∗Q¯ℓ.
D’apre`s le the´ore`me de de´composition ([1]), on a
Rπ∗Q¯ℓ =
⊕
λ
Vλ ⊗Aλ.
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Lemme 11.1.2 L’action induite par l’involution τ˜ : g˜ → g˜ sur Rπ∗Q¯ℓ est e´gale a` celle de⊕
λ ρλ(w0)⊗ τ˜λ agissant sur
⊕
λ Vλ ⊗Aλ.
De´monstration. Au-dessus de l’ouvert grss, on a le morphisme entre
g˜′ = {(x, gA) ∈ g×G/A | g−1xg ∈ Lie (A)}
et g˜ de´fini par
(x, gA) 7→ (x, gBg−1)
est un isomorphisme. Ici G de´signe GL(n) et A son sous-groupe diagonal. L’action de W
sur g˜rss est de´duite de son action sur g˜
′ de´finie par (x, gA) 7→ (x, gwA).
Soit maintenant x ∈ A(k¯) re´gulier semi-simple. On sait que la restriction de τ˜λ a` la
fibre de Lλ au-dessus de x est l’identite´. Il suffit donc d’examiner l’action de τ˜ dans la
fibre de g˜ au-dessus de x. Dans cette fibre, τ˜ agit par
(x, wBw−1) 7→ ( tx, t(wBw−1))
ou`
twBw−1 = ww0Bw0w
−1,
si bien qu’il agit dans (Rπ∗Q¯ℓ)x comme l’action de w0 dans la repre´sentation re´gulie`re d’ou`
de de´duite le lemme. 
Fin de la de´monstration. On conside`re maintenant la fibre ge´ome´trique de π au-dessus
d’une matrice x ∈ Nilλ(k¯) qui est syme´trique. Ses composantes irre´ductibles ayant la meˆme
dimension dλ, la contribution de (Vλ ⊗ Aλ)x dans (Rπ∗Q¯ℓ)x est pre´cise´ment le groupe de
cohomologie de degre´ maximalH2dλ(π−1(x)). Par l’application trace, on a un isomorphisme
H2dλ(π−1(x))→˜
⊕
c∈C
Q¯ℓ(−dλ)
ou` C est l’ensemble des composantes irre´ductibles de π−1(x). L’action de τ˜ sur le groupe
de cohomologie de degre´ maximal H2dλ(π−1(x)) se de´duit de son action sur cet ensemble C.
Une composante fixe´e par τ˜ contribue une valeur propre 1 ; deux composantes diffe´rentes
permute´es par τ˜ contribuent une valeur propre 1 et une valeur propre −1. Ainsi la trace
de τ˜ dans H2dλ(π−1(x)) est toujours un nombre entier positif ou nul.
En comparant cette assertion au lemme pre´ce´dent, on de´duit la proposition. 
11.2 Les fonctions a′λ
Les applications b : H+2 → H
+ et b′ : H+2 → H
′+ n’e´tant pas surjectives, les fonctions φλ
(resp. φ′λ) n’engendrent pas H
+ (resp. H′+).
Pour toute n-partition λ de d, la trace de l’endomorphisme de Frobenius sur les fibres
de A˜λ,̟ au-dessus des k-points de gd,r,̟ de´finit un e´le´ment aλ ∈ H
+. La trace de Fr ◦ τ˜λ
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dans les fibres de A˜λ,̟ au-dessus des points fixes de Fr ◦ τ dans gd,r,̟ de´finit un e´le´ment
a′λ ∈ H
′+.
Les fonctions caracte´ristiques cλ ∈ H
+ de la double classe
GL(n,O̟)̟
λGL(n,O̟) ⊂ gl(n,O̟) ∩GL(n, F̟)
forment une base de H+. D’apre`s Lusztig ([11]), on a
aλ = q
−2〈λ,δ〉(cλ +
∑
µ<λ
Kλ,µ(q)cµ)
ou` Kλ,µ sont des polynoˆmes a` coefficients entiers naturels. En particulier, les aλ forment
une base de H+.
Notons c′λ la fonction caracte´ristique de l’orbite de ̟
λ sous l’action de GL(n,O′̟) dans
S(F̟) ∩ gl(n,O̟). Ces fonctions c
′
λ forment une base de H
′+. On peut encore e´crire
a′λ = q
−2〈λ,δ〉(ελcλ +
∑
µ<λ
K ′λ,µ(q)c
′
µ)
ou` ελ est le signe de´finie dans la section pre´ce´dente.
L’e´nonce´ suivant se de´duit du the´ore`me 4a en utilisant la formule des traces de Gro-
thendieck.
Proposition 11.2.1 Pour tout a ∈ A(F̟), on a
I(a, α, aλ) = (−1)
val̟(a1...an−1)J(a, α, a′λ).
En appliquant ceet e´nonce´ a`
a = diag (̟d, ̟d, . . . , ̟d)
on obtient de manie`re sans doute tre`s de´tourne´e le corollaire suivant.
Corollaire 11.2.2 Lorsque λ = (d, d, . . . , d), on a
ελ = (−1)
d(1+2+···+(n−1)).
Lorsque d = 1, la repre´sentation associe´e a` λ = (1, . . . , 1) est la repre´sentation signe.
On a bien
Sgn(w0) = (−1)
(1+2+···+(n−1)).
Lorsque d = 2, n = 2, on ve´rifie que Tr(w0, Vλ) = 0. Ainsi le corollaire 11.2.1 n’est pas
strictement contenu dans la proposition 11.1.1.
Proposition 11.2.3 Notons t : H+ →H′+ l’application line´aire de´finie par
t(aλ) = a
′
λ.
On a alors t ◦ b = b′.
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De´monstration. Soit λ une n-partition de d. Notons ρ la repre´sentation induite
ρ = IndS2dSd×Sd(ρλ × ρλ)
On peut de´composer ρ en somme de repre´sentations irre´ductibles
ρ =
⊕
|µ|=2d
ρµ ⊗Mµ
ou` les multiplicite´s Mµ sont des Q¯ℓ-espaces vectoriels de dimension finie. On en de´duit la
de´composition
A˜ρ =
⊕
|µ|=2d
A˜µ ⊗Mµ.
L’endomorphisme de commutativite´ κ de A˜ρ pre´serve les composantes isotypiques A˜µ⊗
Mµ et est donc de la forme
κ =
⊕
|µ|=2d
IdA˜ ⊗ κµ
ou` κµ est un endomorphisme de Mµ. On a alors
bλ =
∑
|µ|=2d
Tr(κµ,Mµ)Aµ.
Du fait que
τ˜ρ =
⊕
|µ|=2d
τ˜µ ⊗ IdMµ
on a
b′λ =
∑
|µ|=2d
Tr(κµ,Mµ)A
′
µ
d’ou` l’assertion.
11.3 L’inte´grale orbitale relative associe´e a` w0
Identifions la permutation longue w0 ∈ Sn a` la matrice de permutation correspondant dans
GL(n). Pour un e´le´ment central
a = diag (̟d, . . . , ̟d)
pour toute fonction φ ∈ H+, a` la suite de Jacquet et Ye, posons
I(w0a, φ) =
∫
(N(F̟)×N(F̟))/(N(F̟)×N(F̟))w0a
φ( txw0ax
′)θ(xx′)dxdx′
et pour toute φ′ ∈ H′+, posons
J(w0a, φ
′) =
∫
N(F2,̟)/N(F2,̟)w0a
φ′( tx¯w0ax)θ
′(x)dx
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ou` (N(F̟)×N(F̟))
w0a (resp. N(F2,̟)
w0a) est le stabilisateur de N(F̟)×N(F̟) (resp.
N(F2,̟)) en w0a. Avec la normalisation habituelle attribuant la mesure 1 a` N(O̟) ×
N(O̟) (resp. N(O2,̟)), on a
I(w0a, φ) =
∑
x∈N(F̟)/N(O̟)
w0ax∈GL(n,F̟)+
ψ(w0ax)θ(x)
J(w0a, φ
′) =
∑
x∈N(F̟)/N(O̟)
w0ax∈S(F̟)+
φ′(w0a)θ
′(x)
Proposition 11.3.1 Pour la matrice a comme ci-dessus, pour toute n-partition λ, on a
I(w0a, aλ) = (−1)
d(1+2+...+(n−1))J(w0a, a
′
λ).
De´monstration. Choisissons un entier r > dn. Conside´rons le sous-sche´ma ferme´ S˙(d,...,d),̟
de gdn,r,̟ dont l’ensemble des k-points est celui des matrices de la forme w0x ∈ gd,r,̟(k)
avec
x =


̟d x1,2 · · · x1,n
0 ̟d · · · x2,n
...
. . .
. . .
...
0 · · · 0 ̟d


ou` xi,j ∈ O̟/̟
rO̟. Soit h˙ : S˙(d,...,d),̟ → Ga le morphisme de´fini par
h˙(w0x) =
n−1∑
i=1
res̟(̟
−dxi,i+1).
Soit Sλ,̟ le sche´ma de type fini sur k de´fini en 5.1. Le morphisme p : S˙(d,...,d),̟ →
S(d,...,d),̟ de´fini par
p(w0x) = xO
n
̟
est lisse et a` fibres ge´ome´triques isomorphismes a` l’espace affine de dimension fixe qu’on
note dr. La fonction h˙ provient en fait d’une fonction sur h : S(d,...,d),̟ → Ga.
Alors, en utilisant la formule des traces de Grothendieck, on a
I(w0a, aλ) = q
−drTr(Fr,RΓc(S˙(d,...,d) ⊗k k¯, A˜λ ⊗ h
∗Lψ))
= Tr(Fr,RΓc(S(d,...,d) ⊗k k¯,Aλ ⊗ h
∗Lψ))
La transposition τ laisse stable S˙(d,...,d),̟ ainsi que la fonction h si bien qu’on a
J(w0a, a
′
λ) = q
−drTr(Fr ◦ τ˜λ,RΓc(S˙(d,...,d) ⊗k k¯, A˜λ ⊗ h
∗Lψ)).
Or, on a de´montre´ dans [16] que pour λ 6= (d, . . . , d), on a
RΓc(S(d,...,d) ⊗k k¯,Aλ ⊗ h
∗Lψ)) = 0
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d’ou`
RΓc(S˙(d,...,d) ⊗k k¯, A˜λ ⊗ h˙
∗Lψ) = 0.
Dans ce cas, on a
I(w0a, aλ) = J(w0a, a
′
λ) = 0.
Si maintenant λ = (d, . . . , d), on de´duit du lemme 2.3 de [16] que le support de A˜λ
coupe S˙λ en un espace affine S˙0 dont les k-points sont de la forme w0x avec
x =


̟d x1,2 · · · x1,n
0 ̟d · · · x2,n
...
. . .
. . .
...
0 · · · 0 ̟d


ou` les xi,jO̟/̟
rO̟ sont tous divisibles par ̟
d. De plus, la restriction de A˜λ a` cet espace
affine est Q¯ℓ a` de´calage pre`s.
Sur S˙0, on a un rele`vement e´vident
τ˜ : τ ∗Q¯ℓ → Q¯ℓ
dont la restriction a` une fibre d’un point fixe de τ est l’identite´. L’action de τ sur S˙0 e´tant
homotope a` l’identite´, τ˜ agit sur RΓc(S˙0 ⊗k k¯, Q¯ℓ) comme l’identite´. Comme τ˜λ = ελτ˜ par
de´finition de ελ, τ˜λ agit sur ce complexe de cohomologie comme ελ.
Or, d’apre`s le corollaire 11.2.1, on a
ελ = (−1)
d(1+2+···+(n−1))
ou`
I(w0a, aλ) = (−1)
d(1+2+···+(n−1))J(w0a, a
′
λ).
En combinant avec la proposition 11.2.3, on obtient le lemme fondamental de Jacquet
et Ye pour l’e´le´ment w0 du groupe de Weyl.
The´ore`me 5 Pour toute fonction f ∈ H+2 , on a
I(w0a, b(f)) = (−1)
d(1+2+...+(n−1))J(w0a, b
′(f)).
Le lemme fondamental de Jacquet et Ye dans toute sa ge´ne´ralite´ concerne un e´le´ment
wM du groupe de Weyl qui est l’e´le´ment le plus long du groupe de Weyl d’un sous-groupe
de Levi standard M ⊃ A ([7]). Nous l’avons donc de´montre´ dans les deux cas extreˆmes
w = 1 et w = w0. Nous espe´rons de´montrer le cas ge´ne´ral par une sorte de descente en
combinant les ide´es de de´monstration de ces deux cas.
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