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Why h-Index
Vladik Kreinovich, Olga Kosheleva, and Hoang Phuong Nguyen

Abstract At present, one of the main ways to gauge the quality of a researcher is
to use his or her h-index, which is defined as the largest integer n such that the researcher has at least n publications each of which has at least n citations. The fact
that this quantity is widely used indicates that h-index indeed reasonably adequately
describes the researcher’s quality. So, this notion must capture some intuitive idea.
However, the above definition is not intuitive at all, it sound like a somewhat convoluted mathematical exercise. So why is h-index so efficient? In this paper, we
use known mathematical facts about h-index – in particular, the results of its fuzzyrelated analysis – to come up with an intuitive explanation for the h-index’s efficiency.

1 Formulation of the Problem
h-index is ubiquious. At present, one of the main criteria used to evaluate the quality of a researcher is an h-index, a concept first proposed in [5] and then spread
like wildfire. We will explain what it is in the next paragraph, but we just want to
mention that while everyone seems to agree that it is an imperfect characteristic of
a person’s research status, the h-index is what is cited in recommendation letters for
promotion or for hiring, this is what is cited when nominating someone for awards,
this is what is cited everywhere.
What is h-index? The definition of an h-index is somewhat convoluted, actually so
convoluted that people who are nor familiar with this notion – e.g., new students –
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get surprised to learn that such a non-intuitive notion is so ubiquitous. Specifically,
an h-index is defined as the largest integer n such that a researcher has at least n
publications each of which has at least n citations.
Comment. It should be taken into account that the numerical value of an h-index
depends on how we count citations. One possibility is to use only Web of Science
citations – in which case we miss many citations in conference papers, and in computer science, many important results are published in peer-refereed archival conference proceedings. Another possibility is to use Google citations – in which case
conference papers counts, but so are citations in less reputable journals.
In both cases, however, the same general definition is used.
But why h-index? One could think of many ways to gauge a researcher’s productivity and its effect. Why namely h-index – whose definition does not seem to be
intuitive at all – has been so widely spread? The very fact that this index is widely
used is an indication that it does reflect the researcher’s quality. So, a natural question is: why is this seemingly non-intuitive definition so efficient?
What we do in this paper: general idea. In this paper, we provide an intuitive
explanation for h-index.
People (kind of) tried to answer this question. The notion of h-index has been
actively studied from the mathematical and computational viewpoint. In particular,
fuzzy researchers may be aware that almost immediately after h-index has been
invented, a paper [13] showed that h-index is a particular case of Sugeno integral –
a notion closely related to fuzzy logic (see, e.g., [2, 6, 8, 9, 10, 11, 14]) and thus,
very familiar in fuzzy community. Sugeno integral was first introduced in [12]; for
a latest overview, see, e.g., [1].
Does this explain the ubiquity of h-index? Maybe for a few die-hard fans of
Sugeno integral it does, but not for others – Sugeno integral is just one of the many
different “fuzzy integrals”, different ways to combine different estimates into a single value. Even the paper [13] mentions that we could use other fuzzy integrals –
and get other bibliometric characteristics. So the question remains: why h-index?
What we do in this paper: some more details. In contrast to h-index, the Sugeno
integral does have an intuitive understanding. So what we did is borrow this understanding and transform it into an understanding of why h-index is so ubiquitous and
so efficient.

2 Our Explanation
Analysis of the problem: towards an intuitive understanding of what is a influential researcher. The researcher’s output is usually his or her publications. Each
publication contains some results. Some of these results are influential, some are
not that influential. From the commonsense viewpoint, an influential researcher is
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a one who produces many influential results, i.e., in other words, a researcher who
published a large number of influential papers.
How can we gauge whether an idea described in a paper is influential? By definition, an idea is influential if it influences others and leads to other ideas – i.e., to
new papers that use the original idea – and thus, that cite the original paper. So, a
natural way to gauge how influential is a given paper is to consider how many other
papers cite it. If a paper has a large number of citations, this means that this paper is
influential.
Substituting this (informal) definition of “influential paper” into the above (informal) definition of an influential researcher, we arrive at the following informal
definition: an influential researcher is a researcher who published a large number of
papers each of which has a large number of citations.
How to formalize the above intuitive (informal) definition? The wording “a large
number of” is informal, it means different things to different people, and a proper
formal description of this logic would indeed require the use of fuzzy logic (or some
other techniques appropriate for describing informal notions).
The simplest formalization of this notion. Intuitively, the notion “the large number
of” is imprecise. So, to get an adequate formalization of this notion, we should use
techniques for formalizing such imprecise terms, such a fuzzy logic. However, for
simplicity, let us see what happens if we use the simplest possible formalization of
this notion: namely, we select some threshold value n0 and then:
• if we have n ≥ n0 of items, we say that we have a large number of items, and
• if we have n0 < n items, then we say that do not have a large number of items.
With respect to formalizing the notion of “an influential paper” – which we interpreted as “a paper with large number of citations”, we thus get the following formalization – which we will call n0 -influential: a paper is n0 -influential if it has at
least n0 citations.
The resulting formalization of the notion of an influential researcher. The notion of n0 -large number leads to the following formalization of the above intuitive
notion of an influential researcher: a researcher is n0 -influential if this researcher
has published at least n0 papers each of which has at least n0 citations.
Analysis of this notion leads to the desired explanation. If we have two possible
thresholds n0 > n00 , then clearly each n0 -influential researcher is also n00 -influential.
Thus, to properly gauge the quality of a researcher, it makes sense to consider the
largest possible value n0 for which this researcher is n0 -influential.
This largest number is the largest number n0 such that the researcher has published at least n0 papers each of which has at least n0 citations. This is exactly the
definition of the h-index. So, we have indeed come up with an intuitive explanation
of the h-index.
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3 What Next?
There are many ways in which the above explanation can be used to improve the
notion of the h-index. Let us list the two main ideas.
A first natural idea is to replace a simplified formalization of the notion “a large
number of” with a more adequate fuzzy notion, in which, for each n, we have a
degree to which this n is large – i.e., to which extend this number n corresponds
to the above notion. This will hopefully allow us to distinguish between the cases
between which h-index does not distinguish: e.g., between the two researchers each
of which has exactly one published paper but whose papers have different number
of citations: 100 for the first paper, 1 for the second one. For both researchers, the
h-index is the same – equal to 1, but clearly the first researcher is more influential.
This idea may lead to some of the fuzzy modifications proposed in [13] or to yet
another characteristics – depending on what “and”- and “or”-operations we use.
Another natural idea is to take into account that not all citations are equal: a
citation by an influential paper (which is itself highly cited) should be valued more
than a citation by a paper which was not cited at all. There should be a weight, e.g.,
proportional to the number of citations of the citing paper. These citations should
also be similarly weighted – as a result, we end up with the notion of an eigenvalue,
similar to Google’s PageRank (see, e.g., [3, 4, 7]) or to the eigenvalues used to
estimate the quality of a journal. So, the second idea is to replace the number of
citations with eigenvalue in the definition of an h-index.
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