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Abstract
A residual error estimator is proposed for the energy norm of the error for a scalar reaction-diffusion
problem and for the monodomain model used in cardiac electrophysiology. The problem is discretized using
P1 finite elements in space, and the backward difference formula of second order (BDF2) in time. The
estimator for space makes use of anisotropic interpolation estimates, assuming only minimal regularity.
Reliability of the estimator is proven under certain mild assumptions on the convergence of the approximate
solution. The monodomain model couples a nonlinear parabolic partial differential equation (PDE) with an
ordinary differential equation (ODE) and this setting presents challenges theoretically as well as numerically.
A space-time adaptation algorithm is proposed to control the global error, using a non-Euclidean metric
for mesh adaptation and a simple method to adjust the time step. Numerical examples are used to verify
the reliability and efficiency of the estimator, and to test the adaptive algorithm. The potential gains in
efficiency of the proposed algorithm compared to methods using uniform meshes is discussed.
Keywords: a posteriori error estimation; finite element method; anisotropic mesh adaptation; cardiac
electrophysiology
1. Introduction
Reaction-diffusion equations model physical problems in a large variety of situations. Numerically, these
problems tend to be stiff, and can be demanding in terms of computational resources, particularly in regions
that develop sharp wave fronts, solitons, etc., and for solutions that exhibit multiscale behaviour. Achieving
an accurate solution with uniform spatial and temporal resolution can be impractical or even impossible.
This paper addresses the problem of improving efficiency and accuracy by the use of adaptive techniques.
The adaptation should be based, when possible, on theoretically justified a posteriori error estimates that
are computable from the approximate solution. We consider in detail two problems: first, a parabolic scalar
reaction-diffusion equation, and following, the more complex monodomain system used to model cardiac
electrophysiology, which couples a parobolic equation with an ordinary differential equation.
A variety of approaches have been considered to estimate the error for reaction-diffusion systems. Energy
techniques are applied in [14] to derive explicit error estimates. The error is bounded by a sum of residual
terms, together with interpolation estimates. A similar class of estimators in various norms is found in [21],
[22], where the error is estimated using duality techniques. The residual terms are weighted by stability
constants, obtained by approximating a dual problem, which indicate the rate of accumulation of error.
While such techniques are generally more expensive, owing to the requirement of solving a dual problem,
they are useful if one is interested in controlling the value of an arbitrary functional of the error. Another
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approach can be found in [26], [31], [33], where the error is approximated by solving an auxiliary problem
with a hierarchical basis.
Equally important to error estimation is the application of adaptation techniques. Mesh adaptation
based on a posteriori error estimates for reaction-diffusion problems can be found in [7], [21], [22], [26] in an
isotropic context. Here the primary mesh operations performed are refinement and coarsening respectively in
regions where the estimator is large or small. These estimators generally employ finite element interpolation
or projection estimates, which rely on a mesh regularity assumption such as the minimum (or maximum)
angle condition. With the aid of anisotropic interpolation estimates, for instance from [15], [24], [32], the
classical a posteriori estimates have been applied to mesh adaptation in anisotropic framework in [31],
[32], [40], [43] for linear problems, and in [12], [14] for nonlinear problems. The adaptation is driven by
constructing a non-Euclidean metric from the estimator, often employing a gradient and Hessian recovery
technique. See for instance [27], [29], [36] for details on metric mesh adaptation in a general context. The
use of anisotropic methods is generally found to result in significantly lower error for a given number of
elements compared to isotropic methods; see for instance [25], [31].
The majority of the adaptive techniques applied to the models in cardiac electrophysiology have been
dedicated to isotropic meshes. A heuristic method is employed in [34], where mesh elements containing
the wave-front are successively refined, based on the observation that the variation of the solution is low
outside this region. A similar heuristic method is employed in [56], where elements are refined based on
the magnitude of the gradient of the transmembrane potential, which again, is expected to occur primarily
in the wave front. Additionally, the time step is adapted based on the variation of certain ionic variables,
specific to the ionic model. Both [34] and [56] report an increase in computational efficiency compared to
uniform refinement. In [17] the mesh and time step are adapted based on estimating the local truncation
error for a finite difference scheme using a Richardson extrapolation, and a similar technique is applied to
a finite element method in [55], while in [42], the interpolation error is approximated for trilinear elements.
In [26], the authors use a hierarchical error estimator, which approximates the residual in a higher-order
space, for a multilevel finite element discretization in space and a Rosenbrock time-stepping scheme. This
work is applied to computations on a realistic heart geometry, simulating fibrillation dynamics in [19]. The
theoretical foundation of the method can be found in [33]. A different approach is taken in [2], where
they apply a p-adaptive method. The error estimator is based on an approximation of the error in space
only, between the semidiscretization in time and the full discretization. An advantage of their method is
a relatively quick reassembly of the matrices involved, since the mesh connectivity is preserved. While the
adaptive approach taken in this paper means that we cannot avoid the issue of matrix reassembly, the
general methodology we take is to not adapt the mesh too often.
Work on adaptive methods in an anisotropic setting applied to electrophysiology has only begun recently.
The first work in that direction can be found in [4]. The mesh adaptation is based on a simple hierarchical
estimator, constructed from gradient and Hessian recovery techniques. Results are presented for 2D spiral
waves, where the elements of the mesh are aligned for the minimization of the gradient of the error, capturing
the anisotropic features of the solution. Results in 3D are presented in [5], where the authors apply a
Riemannian metric adaptive technique using Hessian recovery, and extend their results to 3D scroll waves
in [6]. In these works, however, mesh adaptation is performed after every time step. The potential gains
in CPU time using the adaptive mesh could be offset by the increased overhead required to perform the
adaptation steps and to recompute the matrices to solve the system. In [52], the adaptation step is performed
after fixed intervals, and a speedup of up to 11.2 compared to the uniform method is observed. However, a
significant percentage, up to 79%, of the total computation time is still spent adapting the mesh. A parallel
version was presented in [51]. In [47], a similar method was used while the portion of time spent adapting
the mesh was reported to be about 25% of the total time when adapting every 10 time steps.
The application of adaptation in both space and time has been explored for a number of problems and
time-stepping methods. To give some examples, estimates for arbitrary order continuous and discontinuous
Galerkin methods are considered in [22], space-time adaptation in an anisotropic setting for the first-order
discontinuous Galerkin method is given in [40], while the Crank-Nicolson method is used in [37], for linear
problems and in [45] for nonlinear ones. A popular choice for reaction-diffusion problems is the fully implicit
backward difference formula of second order (BDF2). The method is second-order accurate, and has good
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stability properties applied to nonlinear problems, for instance see [23], [54] for constant time step, [5] for use
in mesh adaptation, and [3], [20] for stability of the variable time-step method. As far as the author is aware,
a space-time adaptation algorithm driven by a posteriori error estimates has not been considered for the
BDF2 discretization. In [1] optimal order a posteriori error estimates were derived for the method applied
to linear ODEs. However, their theoretical and numerical results considered only the use of a constant time
step, and they did not consider time-dependent PDEs.
The first goal of this paper is to extend the estimator in [1] to the full discretization of nonlinear
problems. First-order simplicial elements will be used for the spatial discretization, and we will employ
a simple explicit a posteriori error estimator using energy techniques. The general framework uses the
anisotropic interpolation estimates for piecewise linear elements found in [24] and [25], which is combined
with a gradient recovery operator to obtain an a posteriori error estimator as is done in [39] and [43]. As
in [43], mesh adaptation is only performed when the estimated error is above or below a certain threshold,
therefore systematically avoiding the issue of too frequent adaptation found in previous anisotropic methods
in electrophysiology. For the monodomain system, we find that it is necessary to treat the ODE variable
differently as it does not benefit from parabolic smoothing. We propose a modified estimator that does
not make use of a residual. In some previous work, for instance in [34], [52], [56] the adaptation takes into
account only the variation of the transmembrane potential, likely based on the observation that it varies
more rapidly than the ODE variables. Here we illustrate numerically that all variables should be taken into
account, especially when simulating a heartbeat with realistic duration scales. We use the fully implicit
backward difference formula of second order (BDF2) for the discretization in time. The error due to the
time discretization is approximated with an extension of the estimator from [1] to the nonlinear setting and
with a variable time step. A space-time adaptation algorithm is employed to control the error of the full
discretization. In addition to the residual estimator, for the monodomain system we consider a simplified
estimator for the recovery variable based only on the recovered gradient. The simplified estimator is found
to be more useful in practice.
The rest of the paper will proceed as follows. In Section 2 we introduce the problem studied and all
functional notation. In Section 3 we introduce the a posteriori error estimators and prove some upper
bounds: first for the semidiscrete problem in space in Section 3.1, followed by the full BDF2 discretization
in Section 3.2. In Section 4 we verify numerically the equivalence of the estimator with exact error, and
validate the numerical algorithms. It is shown that applying the algorithm leads to optimal second-order
behaviour in time. The efficiency of the method is considered in detail.
2. Functional spaces and model problems
Let Ω be a bounded polygonal domain in R2 with finitely many edges. For two measurable functions u, v :
Ω → Rn whose inner product is integrable we will denote by (u, v)Ω =
∫
Ω
(u, v) dx their L2 inner product.
Let V = H1(Ω), H = L2(Ω), with topological duals V ′, H ′. There exist continuous dense embeddings
V ⊆ H = H ′ ⊆ V ′. Therefore, defining (u, f)V,V ′ = (u, f)Ω for u ∈ V, f ∈ H, the duality between V and
V ′ can be expressed in terms of the duality between H and itself.
Let T > 0 and define
W(V, V ′) = {w : [0, T ]→ V : w ∈ L2(0, T ;V ), ∂tw ∈ L2(0, T ;V ′)},
where the derivative is meant in the vector-valued distributional sense. There is a continuous embedding
W(V, V ′) ⊆ C([0, T ];H), so that in particular w(0), w(T ) ∈ H are well-defined, see for instance [35].
Let f ∈ C(R). We will assume that there exists 2 ≤ p <∞, with conjugate exponent 1 < q ≤ 2 such that
f(u) ∈ Lq(0, T ;Lq(Ω)) for u ∈ W(V, V ′) ∩ Lp(0, T ;Lp(Ω)), for instance if f satisfies the growth conditions
from [38]. As Ω ⊆ R2, the Sobolev embedding V ⊆ Lp(Ω) holds, so that the integral ∫ T
0
(f(u), v)Ω dt is
defined for v ∈ V . Additionally, f is assumed to satisfy one of the following:
(F1) f is continuously differentiable and for some α ≥ 0 its derivative satisfies f ′(x) ≥ −α, ∀x ∈ R,
(F2) f is locally Lipschitz continuous.
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A typical example of (F1) is f(x) =
∑2p−1
k=0 bkx
k, that is, a polynomial of odd degree with real coefficients
such that b2p−1 > 0. We can now define the model initial value problem. For u0 ∈ H, g ∈ L2(0, T ;L2(∂Ω))
and s ∈ L2(0, T ;H), let u ∈ W(V, V ′) ∩ Lp(0, T ;Lp(Ω)) be the solution to the initial value problem
∂u
∂t
−∆u+ f(u) = s, in (0, T )× Ω,
∇u · n = g, in (0, T )× ∂Ω,
u(0) = u0, in Ω.
(1)
Problem (1) will be considered in the following variational formulation:
d
dt
(u, v)Ω + (∇u, ∇v)Ω + (f(u), v)Ω = (s, v)Ω + (g, v)∂Ω , ∀v ∈ V
u(0) = u0. (2)
For existence and uniqueness of solutions to the initial value problem (2), see for instance [35] or [53].
We now introduce monodomain system, used to model problems in cardiac electrophysiology. For
u0, w0 ∈ H, let u ∈ W(V, V ′), w ∈ W(H,H ′) be the solution to the following initial value problem:
∂u
∂t
−∆u+ F (u,w) = 0, in (0, T )× Ω,
∂w
∂t
+G(u,w) = 0, in (0, T )× Ω,
∇u · n = 0, on (0, T )× ∂Ω,
u(0) = u0,
w(0) = w0,
(3)
where F, G : R2 → R are continuous. Moreover, we assume that F, G satisfy one of the following conditions
for every bounded domain D ⊆ R2,
(M1) there exists αD > 0 such that for x = (x1, x2), y = (y1, y2) ∈ D
(F (x)− F (y))(x1 − y1) + (G(x)−G(y))(x2 − y2) ≥ −αD‖x− y‖22,
(M2) there exists αD > 0 such that for x, y ∈ D
max{|F (x)− F (y)|, |G(x)−G(y)|} ≤ αD‖x− y‖2.
To improve the estimates, we also consider a stronger form of (M1)
(M3) there exist positive constants αD, βD such that for x = (x1, x2), y = (y1, y2) ∈ D
(F (x)− F (y))(x1 − y1)+(G(x)−G(y))(x2 − y2)
≥ −αD(x1 − y1)2 + βD(x2 − y2)2.
The domain D will be implicitly assumed, and we will denote αD by α and βD by β in (M1), (M2) and (M3).
In particular, we will assume the solution, and approximate solutions, are uniformly bounded in L∞(Ω).
Some details on the boundedness assumption follow in Section 3.2.2.
There are several well-posedness results for (3). In [11], a weak solution is proven to exist globally in
time provided the reaction terms satisfy mild growth conditions, which apply for instance to the FitzHugh-
Nagumo and Aliev-Panfilov models. Uniqueness is proven for the FitzHugh-Nagumo model. Additionally,
local existence of more regular solutions is proven provided further regularity of the reaction terms and the
initial data. In [10] existence is proven for a regularized version of the Mitchell-Schaeffer model. Note that
the results in the references above apply to the bidomain problem, for which the monodomain problem is a
simplification.
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The error estimates in Section 3.2.2 require additionally that w belongs to L2(0, T ;V ). We can obtain
more regular solutions by considering so-called strong solutions of (3) in the setting of [30]. For instance, if
we modify the definition of the spaces Z and Zα in [11, Section 4] to use the space B = V ∩L∞(Ω), then on
a maximal interval [0, τmax), there exists a unique strong solution in the sense of [11, Definition 18] provided
the function (u,w) ∈ Zα 7→ (F (u,w), G(u,w)) ∈ Z is locally Lipschitz continuous and (u0, w0) ∈ Zα. In
particular, we have w ∈ C([0, τmax);V ). For the solution to exist globally, we require that the local Lipschitz
condition be replaced by a global one. For F , this can be achieved provided there exists a priori bounds on
u,w in the L∞(Ω) norm. Such bounds will be discussed for specific ionic models in Section 3.2.2 due to the
existence of invariant rectangles. For G this is not quite enough since the norm on V involves the gradient.
However, it suffices to assume that G and its first derivatives are globally Lipschitz continuous, which is
satisfied for the ionic models considered in this paper.
3. A posteriori estimates
3.1. Semidiscrete problem
In this section we consider error estimates for the semidiscrete in space approximation of problem (1).
3.1.1. Notation and background
Let Th be a conformal triangulation of the domain Ω with elements K of diameter hK and consider the
finite element approximation space Vh = {vh ∈ C(Ω) : vh|K ∈ P1(K), ∀K ∈ Th}. Let u0 ∈ Vh be an
approximation of u0. The semidiscrete approximation uh ∈ C1(0, T ;Vh) of u satisfies
d
dt
(uh, vh)Ω + (∇uh, ∇vh)Ω + (f(uh), vh)Ω = (s, vh)Ω + (g, vh)∂Ω , vh ∈ Vh,
uh(0) = u0. (4)
Define the error eh = u − uh. Below, we introduce the notation required to derive an anisotropic residual
estimator for the energy norm of the error. Relevant results are cited from the literature.
The estimator combines information on the residual with anisotropic interpolation estimates. Define the
local residual RK(uh) ∈ L2(0, T ;L2(K)) by
RK(uh) =
∂uh
∂t
−∆uh + f(uh)− s.
Here ∆ denotes the Laplacian operator on K. The jump of the derivative of uh for an element K with edges
ei is defined by
rK(uh) =
3∑
i=1
[∇uh]ei ,
where the jump [∇vh]ei over ei is defined as follows: denoting the outward unit normal by ni and the
adjacent element (if it exists) by K ′, then
[∇uh]ei =
{
2 (g −∇uh · n) , ei is a boundary edge,
∇(uh)|K · ni −∇(uh)|K′ · ni, ei is an interior edge.
Next, we introduce the interpolation estimates from [24] and [25]. For a triangular element K, the
anisotropic information comes from the affine mapping FK : Kˆ → K. The reference element Kˆ is taken
to be the equilateral triangle centred at the origin with vertices at the points (0, 1), (−
√
3
2 ,
−1
2 ), (
√
3
2 ,
−1
2 ).
The Jacobian JK of FK is non-degenerate, so the singular value decomposition (SVD) JK = RTKΛKRKZK
consists of orthogonal matrices RK , ZK , and a positive definite diagonal matrix ΛK . The matrices RK , ΛK
take the form
RK =
(
rT1,K
rT2,K
)
, ΛK =
(
λ1,K 0
0 λ2,K
)
,
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where λ1,K ≥ λ2,K > 0, and r1,K , r2,K are orthogonal unit vectors. Geometrically, the SVD represents
the deformation of the unit ball in R2 to an ellipse with axes of length λ1,K , λ2,K in directions r1,K , r2,K
respectively. Moreover, the SVD also represents K in the sense that the ellipse circumscribes the element.
Let Ih : H
1(Ω) → Vh denote a Scott-Zhang interpolation operator, see [49]. Define the following
“Hessian” type matrix:
G˜K(v) =
(∫
∆K
∂v
∂xi
∂v
∂xj
dx
)
i,j
, for v ∈ V,
and let
ω˜K(v) =
(
λ21,Kr
T
1,KG˜K(v)r1,K + λ
2
2,Kr
T
2,KG˜K(v)r2,K
)1/2
.
Here ∆K is the patch of elements containing a vertex common to K. Recall that as in [41], the usual
minimum-angle condition is not required, but instead, the uniform bound of the interpolation operator Ih
requires a mild patch condition to hold. In what follows, a constant CKˆ will denote a positive constant
which relies on such a patch condition.
Define the local anisotropic residual estimator by
η2K,t =
(
‖RK(uh)‖0,K +
(
hK
λ1,Kλ2,K
)1/2
‖rK(uh)‖0,∂K
)
ω˜K(eh), (5)
and the global estimator
η2t =
∑
K
η2K,t, η =
(∫ T
0
η2t dt
)1/2
. (6)
Lemma 1. There exists a constant CKˆ > 0 independent of the mesh such that the following distributional
inequality holds:
1
2
d
dt
‖eh‖20,Ω + |eh|21,Ω ≤ CKˆη2t − (f(u)− f(uh), eh)Ω . (7)
Proof. From the variational formulation (2) of u,(
∂eh
∂t
, eh
)
Ω
+ (∇eh, ∇eh)Ω
=
(
s− ∂uh
∂t
, eh
)
Ω
− (∇uh, ∇eh)Ω + (g, eh)∂Ω − (f(u), eh)Ω
=
(
s− ∂uh
∂t
− f(uh), eh
)
Ω
− (∇uh, ∇eh)Ω + (g, eh)∂Ω − (f(u)− f(uh), eh)Ω .
Using the fact that Ih(eh) ∈ Vh a.e. t ∈ (0, T ) and applying integration by parts for each triangle K(
s− ∂uh
∂t
− f(uh), eh
)
Ω
− (∇uh, ∇eh)Ω + (g, eh)∂Ω
=
(
s− ∂uh
∂t
− f(uh), eh − Ih(eh)
)
Ω
− (∇uh, ∇(eh − Ih(eh)))Ω + (g, eh − Ih(eh))∂Ω
=
∑
K
(
(Rh(uh), eh − Ih(eh))K +
1
2
(rh(uh), ∇(eh − Ih(eh)))∂K
)
.
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Therefore, applying the interpolation estimates from [24] and [25], and the Cauchy-Bunyakowsky-Schwartz
inequality
1
2
d
dt
‖eh‖20,Ω + |eh|21,Ω
≤
∑
K
(
‖Rh(uh)‖0,K ‖eh − Ih(eh)‖0,K +
1
2
‖rh(uh)‖0,∂K ‖∇(eh − Ih(eh))‖0,∂K
)
− (f(u)− f(uh), eh)Ω
≤ CKˆη2t − (f(u)− f(uh), eh)Ω .
From Lemma 1, it follows that the main difficulty to proceed is to deal with the last term on the right
side of (7), which depends on the nonlinear function f .
3.1.2. Upper bounds
Here we derive two theoretical upper bounds for the energy norm of the error in terms of the estimator.
Recall that the energy norm for v ∈ L2(0, T ;V ) is given by
|||v||| =
(∫ T
0
|v(t)|21,Ω dt
)1/2
. (8)
We would like to find an upper bound for the error of the form
|||eh||| ≤ Cη, (9)
where C > 0 is close to 1, and does not depend on the choice of mesh.
Propositions 1 and 2 can be proved if f satisfies (F1) or (F2). To simplify the presentation, we only
prove the results in terms of (F1). To see how (F2) can be used instead, see Remark 2.
Proposition 1. Suppose that f satisfies (F1). Then for CKˆ > 0, independent of the mesh, we have
1
2
‖eh(T )‖20,Ω +
∫ T
0
e2α(T−t) |eh(t)|21,Ω dt ≤
1
2
e2αT ‖eh(0)‖20,Ω + CKˆ
∫ T
0
e2α(T−t)η2t dt. (10)
Proof. From (F1) and the mean value theorem we conclude (f(u) − f(uh))(eh) ≥ −α(eh)2. Inequality (7)
implies
1
2
d
dt
‖eh‖20,Ω + |eh|21,Ω ≤ CKˆη2t + α ‖eh‖20,Ω . (11)
Taking the term |eh|21,Ω to the right hand side, we can apply Gronwall’s inequality to (11) to get
1
2
‖eh(T )‖20,Ω ≤
1
2
e2αT ‖eh(0)‖20,Ω +
∫ T
0
e2α(T−t)
(
CKˆη
2
t − |eh(t)|21,Ω
)
dt, (12)
and the result follows.
In the context of (9), using the inequality 1 ≤ e2α(T−t) ≤ e2αT and supposing that we may ignore the
initial error term, we are led to consider the upper bound
|||eh||| ≤ eαTC1/2Kˆ η. (13)
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While the constant on the right hand side of (13) will not be close to 1, we can at least conclude that an
upper bound holds for fixed T > 0. For long time scales, however, we do not expect the upper bound to
be sharp. Furthermore, the value α can be quite large as will be seen in Section 4. For instance, solutions
to the bistable equation are traveling waves with width scaled proportional to α−1/2. Therefore, the stiffer
the solution, the less optimistic is the theoretical result. Recall that classical a priori estimates for (1) are
typically of the form C(u;T )eMTO(hk), where C(u;T ) depends on various norms of u, and where M is a
large constant depending on the derivatives of f . It should be remarked, however, that (10) is essentially a
worst case estimate in the sense that it is valid for any solution of the initial value problem (1), including
solutions with finite time blowup. In what follows, we derive a stronger estimate under the assumption that
the approximate solution converges at an optimal rate.
We now get to the alternative upper bound in Proposition 2. The following result is based on the
assumption that the error converges faster in the L2 norm than the H1 seminorm. We use a condition
similar to [14, (3.4)]. For the general anisotropic case, we have some partial results. We borrow from [9],
where the idea is that given a P1 approximation uh, by utilizing the recovered gradient one may construct
a P2 approximation uh,2 which converges faster to u, both in L
2 norm and H1 seminorm. While this
superconvergence property would be difficult to prove in general, test cases in [9] suggests that it is true in
practice. Condition (14) is similar to conditions used in [44] and [39].
Lemma 2 ([8], Proposition 1). Using the notation above, suppose that there exists CKˆ,1 > 0 such that, for
all K ∈ Th and a.e. t ∈ [0, T ],
λ1,K‖∇(uh − uh,2) · r1,K‖0,K ≤ CKˆ,1λ2,K‖∇(uh − uh,2) · r2,K‖0,K . (14)
Then there exists CKˆ,2 > 0 independent of t such that
‖eh‖0,K ≤ CKˆ,2 (λ2,K |eh|1,K + ‖u− uh,2‖0,K + λ2,K |u− uh,2|1,K) . (15)
From (15), we conclude that there exists CKˆ > 0 for a.e. t ∈ [0, T ], such that
‖eh‖0,Ω ≤ CKˆ
(∑
K
λ22,K |eh|21,K
)1/2
+ ‖u− uh,2‖0,Ω +
(∑
K
λ22,K |u− uh,2|21,K
)1/2 .
Under superconvergence assumptions for uh,2, the last two terms on the right are assumed to be higher
order, so neglected. Note that this is stronger than the usual superconvergence assumptions, which are
for stationary problems. Additionally, we will assume that there exists a constant C > 0 such that for all
K ∈ Th and a.e. t ∈ [0, T ]
|eh|1,K ≤ CN−1/2T |eh|1,Ω, (16)
where NT is the number of elements. The mesh adaptation algorithm will attempt to equidistribute the
error over all elements, so that (16) should hold in practice. Then noting that
∑
K λ
2
2,K ≤
∑
K λ1,Kλ2,K =
|Ω||Kˆ|−1, there exists a constant CAN > 0 such that up to higher-order terms
‖eh‖20,Ω ≤ CANN−1T |eh|21,Ω. (17)
Proposition 2. Suppose that f satisfies (F1) and the error satisfies (17). Then there exists CKˆ > 0 such
that
‖eh(T )‖20,Ω +
(
1− αCANN−1T
) |||eh|||2 ≤ ‖eh(0)‖20,Ω + CKˆη2. (18)
Proof. Integrate (11) over t and apply (17).
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Ignoring the error on the initial condition ‖eh(0)‖0,Ω, estimate (18) implies that as NT →∞,
|||eh||| ≤ C1/2Kˆ
(
1− αCANN−1T
)−1/2
η → C1/2
Kˆ
η.
Therefore, we achieve an upper bound of the form (9) asymptotically with respect to the mesh size. However,
note that the value of α can be large, and the constant CAN is not known a priori, so it is not clear how
fine the mesh needs to be so that 1− αCANN−1T > 0.
Remark 1. In general the constant CAN depends on the class of meshes considered. For isotropic meshes,
where λ1,K ' λ2,K ' hK ' h, the error is expected to converge O(h2) in the L2 norm and O(h) in the H1
seminorm. Then from the relation NT ≈ Ch−2, this translates to O(N−1T ) for the L2 norm and O(N−1/2T )
for the H1 seminorm, and we obtain (17).
Remark 2. Propositions 1 and 2 were proven under the assumption of (F1), which is used to prove estimate
(11). On the other hand, if f satisfies (F2), if we assume that u ∈ L∞(0, T ;L∞(Ω)) and moreover, that the
collection {uh}h is uniformly bounded in L∞(0, T ;L∞(Ω)), then there exists a Lipschitz constant Cf (u) > 0
for f such that |(f(u)− f(uh))(eh)| ≤ Cf (u)(eh)2 a.e., and we obtain an analogue to (11). The rest of the
proof follows as before. The boundedness of u is easy to prove, provided that the initial data is smooth
enough and that the equation admits an invariant region [50]. For uniform boundedness of the approximate
solutions, see for instance [22]. If the solution blows up in finite time (in the L∞ sense), then the estimates
can only be local in time.
3.2. Space-time discretization
3.2.1. Scalar problem
To simplify the presentation, for the remainder of the section we assume that g and s in (1) are both 0. Let
0 = t0 < t1 < · · · < tN = T , with time steps τk = tk − tk−1. We use the following notation for backward
finite difference formulas
∂0nuh = u
n
h,
∂knuh =
∂k−1n uh − ∂k−1n−1uh(
τn+...+τn−k+1
k
) , k ≥ 1.
We will also need the Newton polynomials of degree 1 and 2, given by
uh∆t = u
n
h + (t− tn)∂1nuh, t ∈ [tn−1, tn],
u˜h∆t = u
n
h + (t− tn)∂1nuh +
1
2
(t− tn−1)(t− tn)∂2nuh, t ∈ [tn−2, tn],
that satisfy uh∆t(tk) = u
k
h for k = n − 1, n and u˜h∆t(tk) = ukh for k = n − 2, n − 1, n. We define the
Gear derivative ∂Gn uh =
∂u˜h∆t
∂t (tn), which is a second-order accurate approximation of the first derivative.
In practical computation, it is a two step approximation of the following form:
∂Gn uh =
1
τn
[
1 + 2γn
1 + γn
unh − (1 + γn)un−1h +
γ2n
1 + γn
un−2h
]
,
where γn =
τn
τn−1
is the step-size ratio. Denote by pih : C(Ω) ∩ H1(Ω) → Vh the Lagrange interpolation
operator. The variable time step BDF2 method starting with backward Euler is defined as follows: find
{unh}n ∈ Vh that solve
u0h = pih(u0)(
∂11uh, vh
)
Ω
+
(∇u1h, ∇vh)Ω + (f(u1h), vh)Ω = 0,(
∂Gn uh, vh
)
Ω
+ (∇unh, ∇vh)Ω + (f(unh), vh)Ω = 0, n ≥ 2.
(19)
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As with constant step BDF2, the method is second-order accurate in time. It is shown in [3] that the
method is stable for linear problems provided γn ≤ (2 +
√
13)/3 ≈ 1.86, and that the constant ΓN =∑N−2
n=2 [γn − γn+2]+ remains bounded, where [·]+ denotes the non-negative part. In [20], this result is
extended to semilinear parabolic problems provided γn ≤ γmax ≈ 1.910, and provided τn ≤ τmax, where
τmax depends only on the nonlinear term f . For the purposes of implementing adaptive step-size control,
these restrictions are not too severe. The maximum for the step-size ratio allows the step size to increase
by an order of magnitude in three steps, a rapid transition. Furthermore, the boundedness of ΓN will hold
provided the variation in γn is not too erratic.
For the next lemma we need a linear reconstruction of f(uh):
I1(f(uh))(t) = f(u
n
h) +
t− tn
τn
(f(unh)− f(un−1h )).
For convenience, we will define the function ∂
3
uh : [0, T ]→ Vh to be 0 for t ≤ t2 and otherwise to be ∂3nuh
on (tn−1, tn]. The following lemma extends results from [1], where only a constant step size was considered.
Lemma 3. For vh ∈ Vh and t ∈ (tn−1, tn] with n ≥ 3(
∂u˜h∆t
∂t
, vh
)
Ω
+ (∇uh∆t, ∇vh)Ω = − (I1(f(uh)), vh)Ω −Qn(t)
(
∂3nuh, vh
)
Ω
,
where Qn(t) =
τn−1(τn+τn−1+τn−2)
6τn
(t − tn). Furthermore, if the collection
{
∂
3
uh
}
h
is uniformly bounded in
L2(0, T ;H), then ‖Qn(t)∂3nuh‖L2(0,T ;H) is order O(τ2∗ ) where τ∗ = maxn≥2 τn.
Proof. If n ≥ 3, we can apply the two step variational equality for un−1h and unh so that
(∇uh∆t, ∇vh)Ω
= − (I1f(uh), vh)Ω −
(
∂Gn uh +
t− tn
τn
(∂Gn uh − ∂Gn−1uh), vh
)
Ω
.
Then combined with the relation ∂u˜h∆t∂t = ∂
G
n uh + (t− tn)∂2nuh(
∂u˜h∆t
∂t
, vh
)
Ω
+ (∇uh∆t, ∇vh)Ω
= − (I1f(uh), vh)Ω + (t− tn)
(
∂2nuh −
1
τn
(∂Gn uh − ∂Gn−1uh), vh
)
Ω
.
Since ∂Gn uh = ∂
1
nuh +
τn
2 ∂
2
nuh, we get
∂2nuh −
1
τn
(∂Gn uh − ∂Gn−1uh) = ∂2nuh −
1
τn
(
τn + τn−1
2
∂2nuh +
τn
2
∂2nuh −
τn−1
2
∂2n−1uh
)
= −τn−1
2τn
(∂2nuh − ∂2n−1uh)
= −τn−1(τn + τn−1 + τn−2)
6τn
∂3nuh
and we conclude the result. Finally, for the order of convergence we note that∫ tn
tn−1
Qn(t)
2
∥∥∂3nuh∥∥20,Ω dt
=
1
108
τnτ
2
n−1 (τn + τn−1 + τn−2)
2 ∥∥∂3nuh∥∥20,Ω
≤ Cτ4∗ ‖∂3nuh‖2L2(tn−1,tn;H). (20)
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Remark 3. In [1] it is shown that the uniform boundedness assumption of ∂
3
uh need not hold. The optimality
of the order of convergence of the estimator will be addressed in Section 4 for numerical examples.
For convenience, we will denote by pn = pn(τn, τn−1, τn−2) the coefficient for
∥∥∂3nuh∥∥20,Ω appearing in
the second line of (20).
The techniques used in the proof of Theorem 1 are essentially from [37, Theorem 4.4], which is an estimate
for the heat equation solved with Crank-Nicolson. We include the proof for the sake of completeness. In
what follows, we denote eh(t) = u− uh∆t and e˜h(t) = u− u˜h∆t. For the fully discrete problem, the element
residual defined on (tn−1, tn)×K is
RSK,n(uh) = f(u˜h∆t) + ∂
G
n uh −∆uh∆t,
while the edge residual defined on (tn−1, tn)× ∂K is
rSK,n(uh) = [∇uh∆t].
Theorem 1. Suppose that (17) holds. There exists a constant CKˆ > 0 independent of the mesh and step
size such that for n ≥ 3
‖eh(tn)‖20,Ω +
∫ tn
tn−1
|eh(t)|21,Ω dt ≤ ‖eh(tn−1)‖20,Ω
+ CKˆ
(∑
K
∫ tn
tn−1
(
‖RSK,n(uh)‖0,K +
1
2
(
hK
λ1,Kλ2,K
)1/2
‖rSK,n(uh)‖0,∂K
)
ω˜K(e˜h) dt
+
∑
K
λ22,Kτ
3
n
∥∥∂2nuh∥∥20,K + pn ∥∥∂3nuh∥∥20,Ω + 1120τ5n ∣∣∂2nuh∣∣21,Ω
+
∫ tn
tn−1
‖f(u˜h∆t)− I1(f(uh))‖20,Ω dt
)
. (21)
Proof. For v ∈ V , using the variational formulation for u(
∂e˜h
∂t
, v
)
Ω
+ (∇eh, ∇v)Ω
= −
(
∂u˜h∆t
∂t
, v
)
Ω
− (∇uh∆t, ∇v)Ω − (f(u), v)Ω
= −
(
∂u˜h∆t
∂t
+ f(u˜h∆t), v
)
Ω
− (∇uh∆t, ∇v)Ω − (f(u)− f(u˜h∆t), v)Ω . (22)
For vh ∈ Vh, we apply Lemma 3 to conclude(
∂e˜h
∂t
, v
)
Ω
+ (∇eh, ∇v)Ω
= −
(
∂u˜h∆t
∂t
+ f(u˜h∆t), v − vh
)
Ω
− (∇uh∆t, ∇(v − vh))Ω +Qn(t)
(
∂3nuh, vh
)
Ω
− (f(u)− f(u˜h∆t), v)Ω − (f(u˜h∆t)− I1(f(uh)), vh)Ω . (23)
Choose v = e˜h, vh = Ih(e˜h). Note that
(∇eh, ∇e˜h)Ω =
1
2
|eh|21,Ω +
1
2
|e˜h|21,Ω −
1
2
|eh − e˜h|21,Ω
=
1
2
|eh|21,Ω +
1
2
|e˜h|21,Ω −
1
2
|u˜h∆t − uh∆t|21,Ω
=
1
2
|eh|21,Ω +
1
2
|e˜h|21,Ω −
1
4
(t− tn)2(t− tn−1)2
∣∣∂2nuh∣∣21,Ω , (24)
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so substituting (24) into (23), applying integration by parts over each element K, and integrating from tn−1
to tn, and applying Cauchy-Bunyakowsky-Schwartz we get
1
2
‖eh(tn)‖20,Ω −
1
2
‖eh(tn−1)‖20,Ω +
∫ tn
tn−1
1
2
(
|eh(t)|21,Ω + |e˜h(t)|21,Ω
)
dt
≤
∑
K
∫ tn
tn−1
∥∥f(u˜h∆t) + ∂Gn uh −∆uh∆t∥∥0,K ‖e˜h − Ih(e˜h)‖0,K dt︸ ︷︷ ︸
I
+
∑
K
∫ tn
tn−1
1
2
‖[∇uh∆t]‖0,∂K ‖e˜h − Ih(e˜h)‖0,∂K dt︸ ︷︷ ︸
II
+
1
120
τ5n
∣∣∂2nuh∣∣21,Ω
+
∑
K
∫ tn
tn−1
|t− tn|
∥∥∂2nuh∥∥0,K ‖e˜h − Ih(e˜h)‖0,K dt︸ ︷︷ ︸
III
+
∫ tn
tn−1
∥∥Qn(t)∂3nuh∥∥0,Ω ‖Ih(e˜h)‖0,Ω dt︸ ︷︷ ︸
IV
−
∫ tn
tn−1
(f(u)− f(u˜h∆t), e˜h)Ω dt︸ ︷︷ ︸
V
−
∫ tn
tn−1
(f(u˜h∆t)− I1(f(uh)), Ih(e˜h))Ω dt︸ ︷︷ ︸
VI
(25)
(Note that eh = e˜h at t = tn, tn−1).
We will deal with each term of (25). Applying the interpolation estimates we get
I + II ≤
∫ tn
tn−1
CKˆ
∑
K
(
‖RSK,n(uh)‖0,K +
1
2
(
hK
λ1,Kλ2,K
)1/2
‖rSK,n(uh)‖0,∂K
)
ω˜K(e˜h) dt.
As in [37], we assume there exists Ceq > 0 independent of the mesh such that ω˜K(e˜h) ≤ Ceqλ2,K |e˜h|1,Ω.
Then applying the interpolation estimates and Young’s inequality, for any γ > 0
III ≤
∑
K
γ
2
∫ tn
tn−1
λ22,K(t− tn)2
∥∥∂2nuh∥∥20,K dt+ C2KˆC2eq2γ
∫ tn
tn−1
|e˜h|21,Ω dt
≤
∑
K
γ
6
λ22,Kτ
3
n
∥∥∂2nuh∥∥20,K + C2KˆC2eq2γ
∫ tn
tn−1
|e˜h|21,Ω dt.
Let CIh > 0 be a constant such that for all v ∈ H1(Ω), ‖Ih(v)‖0,Ω ≤ CIh‖v‖0,Ω. Then
IV ≤ γ
2
pn
∥∥∂3nuh∥∥20,Ω + C2Ih2γ
∫ tn
tn−1
‖e˜h‖20,Ω dt.
Assuming (F1) we get
V ≤ α
∫ tn
tn−1
‖e˜h‖20,Ω dt.
Finally,
VI ≤ γ
2
∫ tn
tn−1
‖f(u˜h∆t)− I1(f(uh))‖20,Ω dt+
C2Ih
2γ
∫ tn
tn−1
‖e˜h‖20,Ω dt
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If we apply assumption (17) and collect the coefficients to
∫ tn
tn−1
|e˜h|21,Ω dt on the left side we have
1
2
− C
2
Kˆ
C2eq
2γ
− CAN
NT
(
α+
C2Ih
2γ
)
.
This can be made non-negative, for instance choosing γ ≥ max{2C2
Kˆ
C2eq, C
2
Ih
} and provided NT ≥ 4CAN (α+
1
2 ). The proof is then completed by gathering all terms in (25).
Note that the right hand side of the inequality in Theorem 1 still depends on the unknown ∇u. However,
as is done for instance in [43], we let Πh : Vh → Vh × Vh denote a gradient recovery operator. In general,
we expect Πh(uh) to converge faster than ∇uh. In this paper, we found it sufficed to apply the simplified
Zienkiewicz-Zhu operator studied in [48]. We have the following estimator for the error in space
ηSK,n =
(∫ tn
tn−1
(
‖RSK,n(uh)‖0,K +
1
2
(
hK
λ1,Kλ2,K
)1/2
‖rSK,n(uh)‖0,∂K
)
ωK(u˜h∆t) dt
)1/2
, (26)
where for vh ∈ Vh
ωK(vh) =
(
λ21,Kr
T
1,KGK(vh)r1,K + λ
2
2,Kr
T
2,KGK(vh)r2,K
)1/2
, (27)
GK(vh) =
(∫
∆K
(
∂vh
∂xi
−Πh(vh)i
)(
∂vh
∂xj
−Πh(vh)j
)
dx
)
i,j
. (28)
The estimator for the error in time is given by
ηTn =
(
(η1,Tn )
2 + (η2,Tn )
2 + (η3,Tn )
2 + (η4,Tn )
2
)1/2
, (29)
where
η1,Tn =
(
1
120
τ5n
∣∣∂2nuh∣∣21,Ω)1/2 , η2,Tn =
(
1
12
∑
K
λ22,Kτ
3
n
∥∥∂2nuh∥∥20,K
)1/2
,
η3,Tn =
(
pn
∥∥∂3nuh∥∥20,Ω)1/2 , η4,Tn =
(∫ tn
tn−1
‖f(u˜h∆t)− I1(f(uh))‖20,Ω dt
)1/2
. (30)
3.2.2. Monodomain problem
We retain the notation from Section 3.2.1. For n ≥ 2, the fully discrete approximations unh, wnh to (3) are
obtained by solving the variational problem{ (
∂Gn uh, φh
)
Ω
+ (∇unh, ∇φh)Ω + (F (unh, wnh), φh)Ω = 0,(
∂Gn wh, ψh
)
Ω
+ (G(unh, w
n
h), ψh)Ω = 0,
(31)
for all φh, ψh ∈ Vh. The solution for n = 1 is obtained by the backward Euler method.
Define the element residuals
RUK,n =
∂u˜h∆t
∂t
−∆uh∆t + F (u˜h, w˜h),
RWK,n =
∂w˜h∆t
∂t
+G(u˜h, w˜h),
and edge residual
rUK,n = [∇uh∆t].
13
Define eu = u− uh∆t, e˜u = u− u˜h∆t and similarly define ew and e˜w. Define the local space estimators
η˜S,UK,n(eu) =
(∫ tn
tn−1
(
‖RUK,n‖0,K +
(
hK
λ1,Kλ2,K
)1/2
‖rUK,n‖0,∂K
)
ω˜K(e˜u) dt
)1/2
,
η˜S,Wn,K (ew) =
(∫ tn
tn−1
‖RWK,n‖0,K ω˜K(e˜w) dt
)1/2
, (32)
and global space estimators
η˜S,Un =
(∑
K
(η˜S,UK,n)
2
)1/2
, η˜S,Wn =
(∑
K
(η˜S,WK,n )
2
)1/2
. (33)
Define the time estimators
ηT,Un =
(
(η1,T,Un )
2 + (η3,T,Un )
2 + (η4,T,Un )
2
)1/2
,
ηT,Wn =
(
(η3,T,Wn )
2 + (η4,T,Wn )
2
)1/2
, (34)
where the terms appearing in (34) are defined analogous to those in (30). Note that there is no corresponding
estimator for η1,T,U for w since there is no Laplacian operator. Also, note that in (34) there are no terms
corresponding to η2,T from (30). Here we use the time derivatives of the quadratic reconstructions ∂u˜h∂t
and ∂w˜h∂t in the element residuals, instead of retaining only the constant part ∂
G
n uh and ∂
G
n wh as is done in
Section 3.2.1. The following lemma is an easy extension of Lemma 3.
Lemma 4. For vh ∈ Vh and t ∈ (tn−1, tn] with n ≥ 3(
∂u˜h∆t
∂t
, vh
)
Ω
+ (∇uh∆t, ∇vh)Ω = − (I1(F (uh, wh)), vh)Ω −Qn(t)
(
∂3nuh, vh
)
Ω
,(
∂w˜h∆t
∂t
, vh
)
Ω
= − (I1(G(uh, wh)), vh)Ω −Qn(t)
(
∂3nwh, vh
)
Ω
,
where Qn(t) =
τn−1(τn+τn−1+τn−2)
6τn
(t− tn).
Theorem 2. Suppose that (M1) or (M2) is satisfied. There exists a constant CKˆ > 0 independent of the
mesh and the step size and C(α) > 0 depending linearly on α such that, for n ≥ 3,
‖e˜u‖2L∞(tn−1,tn;H) + ‖e˜w‖2L∞(tn−1,tn;H) + |||eu|||
2
n
≤ CKˆeC(α)τn
(
‖eu(tn−1)‖20,Ω + ‖ew(tn−1)‖20,Ω + (η˜S,Un )2 + (η˜S,Wn )2 + (ηT,Un )2 + (ηT,Wn )2
)
. (35)
If (M3) is satisfied, then there exists CAN > 0 depending on the superconvergence assumption (17) such
that, for n ≥ 3,
‖e˜u‖2L∞(tn−1,tn;H) + ‖e˜w‖2L∞(tn−1,tn;H) + |||eu|||
2
n +
β
2
‖e˜w‖2L2(tn−1,tn;H)
≤ CKˆ
(
‖eu(tn−1)‖20,Ω + ‖ew(tn−1)‖20,Ω + (η˜S,Un )2 + (η˜S,Wn )2 + (ηT,Un )2 + (ηT,Wn )2
)
. (36)
Proof. By inspecting the proof of Theorem 1 up to (23), we get for the first equation(
∂e˜u
∂t
, e˜u
)
Ω
+ (∇eu, ∇e˜u)Ω
= −
(
∂u˜h∆t
∂t
+ F (u˜h∆t, w˜h∆t), e˜u − Ih(e˜u)
)
Ω
− (∇uh∆t, ∇(e˜u − Ih(e˜u)))Ω
−Qn(t)
(
∂3nuh, Ih(e˜u)
)
Ω
− (F (u˜h∆t, w˜h∆t)− I1(F (uh, wh)), Ih(e˜u))Ω
− (F (u,w)− F (u˜h∆t, w˜h∆t), e˜u)Ω . (37)
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Therefore, applying Young’s inequality and (24), there exist positive constants C1, C2 depending on the
interpolation operator Ih such that
d
dt
‖e˜u‖20,Ω + |eu|21,Ω + |e˜u|21,Ω
≤ C1
(∑
K
(
‖RUK,n‖0,K +
(
hK
λ1,Kλ2,K
)1/2
‖rUK,n‖0,∂K
)
ω˜K(e˜u)
+
1
2
(t− tn)2(t− tn−1)2
∣∣∂2nuh∣∣21,Ω + ∥∥Qn(t)∂3nuh∥∥20,Ω
+ ‖F (u˜h∆t, w˜h∆t)− I1(F (uh, wh))‖20,Ω
)
+ C2‖e˜u‖20,Ω − (F (u,w)− F (u˜h∆t, w˜h∆t), e˜u)Ω
= S1(t) + C2‖e˜u‖20,Ω − (F (u,w)− F (u˜h∆t, w˜h∆t), e˜u)Ω , (38)
where S1(t) contains the remainder of the terms. Similarly, for the second equation we get(
∂e˜w
∂t
, e˜w
)
Ω
= −
(
∂w˜h∆t
∂t
+G(u˜h∆t, w˜h∆t), e˜w − Ih(e˜w)
)
Ω
−Qn(t)
(
∂3nwh, Ih(e˜w)
)
Ω
− (G(u˜h∆t, w˜h∆t)− I1(G(uh, wh)), Ih(e˜w))Ω
− (G(u,w)−G(u˜h∆t, w˜h∆t), e˜w)Ω . (39)
so there exist positive constants C3, C4, also depending on Ih, such that
d
dt
‖e˜w‖20,Ω ≤ C3
(∑
K
‖RWK,n‖0,KωK(e˜w) +
∥∥Qn(t)∂3nwh∥∥20,Ω
+ ‖G(u˜h∆t, w˜h∆t)− I1(G(uh, wh))‖20,Ω
)
+ C4‖e˜w‖20,Ω − (G(u,w)−G(u˜h∆t, w˜h∆t), e˜w)Ω .
= S2(t) + C4‖e˜w‖20,Ω − (G(u,w)−G(u˜h∆t, w˜h∆t), e˜w)Ω . (40)
If we assume either (M1) or (M2), then
C2‖e˜u‖20,Ω + C4‖e˜w‖20,Ω
− (F (u,w)− F (u˜h∆t, w˜h∆t), e˜u)Ω − (G(u,w)−G(u˜h∆t, w˜h∆t), e˜w)Ω
≤ (C(α))(‖e˜u‖20,Ω + ‖e˜w‖20,Ω), (41)
where C(α) = max{C2, C4} + α. Taking the sum of (38) and (40), and applying Gronwall’s inequality we
obtain for a.e. t ∈ (tn−1, tn]
‖e˜u(t)‖20,Ω + ‖e˜w(t)‖20,Ω +
∫ t
tn−1
eC(α)(t−s) |eu(s)|21,Ω ds
≤ eC(α)(t−tn−1)
(
‖e˜u(tn−1)‖20,Ω + ‖e˜w(tn−1)‖20,Ω
)
+
∫ t
tn−1
eC(α)(t−s)(S1(s) + S2(s)) ds
≤ eC(α)τn
(
‖e˜u(tn−1)‖20,Ω + ‖e˜w(tn−1)‖20,Ω
)
+
∫ tn
tn−1
eC(α)(tn−t)(S1(t) + S2(t)) dt.
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Since t is arbitrary, we have
‖e˜u‖2L∞(tn−1,tn;H) + ‖e˜w‖2L∞(tn−1,tn;H) +
∫ tn
tn−1
eC(α)(tn−t) |eh(t)|21,Ω dt
≤ 2eC(α)τn
(
‖e˜u(tn−1)‖20,Ω + ‖e˜w(tn−1)‖20,Ω
)
+ 2
∫ tn
tn−1
eC(α)(tn−t)(S1(t) + S2(t)) dt,
and conclude (35) using the fact that 1 ≤ eC(α)(tn−t) ≤ eC(α)τn . On the other hand, suppose (M3) holds.
Then instead of (41) we have
C2‖e˜u‖20,Ω + C4‖e˜w‖20,Ω
− (F (u,w)− F (u˜h∆t, w˜h∆t), e˜u)Ω − (G(u,w)−G(u˜h∆t, w˜h∆t), e˜w)Ω
≤ (C2 + α)‖e˜u‖20,Ω + (C4 − β)‖e˜w‖20,Ω. (42)
The first term on the right of (42) can be dealt with the same way as in the proof of Theorem 1. Moreover,
from the proof we note that the constant C4 can be made arbitrarily small at the cost of making the constant
C3 larger. In particular, we can take C4 <
β
2 . Then (36) follows after applying (17) and integrating over
t.
As was done for the scalar problem, we remove the dependency on the exact solution by replacing
∇u,∇w in the estimators η˜S,U , η˜S,W with the recovered gradients Πh(uh),Πh(wh) respectively, and denote
the resulting estimators by ηS,U , ηS,W .
In what follows, we look at specific ionic models. For convenience, we have the following lemma.
Lemma 5. Suppose there exist positive constants µ1, µ2, µ3 such the following inequalities hold uniformly
on the domain D:
∂F
∂x1
≥ −µ1,
∣∣∣∣ ∂F∂x2
∣∣∣∣+ ∣∣∣∣ ∂G∂x1
∣∣∣∣ ≤ µ2, ∂G∂x2 ≥ µ3. (43)
Then (M3) holds with α = µ1 +
µ22
2µ3
, and β = µ32 .
Proof. For any x, y ∈ D, by the mean value theorem there exists ξ1, ξ2 on the line segment between x and
y such that
(F (x)− F (y))(x1 − y1) + (G(x)−G(y))(x2 − y2)
=
∂F
∂x1
(ξ1)(x1 − y1)2 +
(
∂F
∂x2
(ξ1) +
∂G
∂x1
(ξ2)
)
(x1 − y1)(x2 − y2) + ∂G
∂x2
(ξ2)(x2 − y2)2.
Applying (43) and Young’s inequality, for arbitrary γ > 0
(F (x)− F (y))(x1 − y1) + (G(x)−G(y))(x2 − y2)
≥ −µ1(x1 − y1)2 − µ2|x1 − y1||x2 − y2|+ µ3(x2 − y2)2
≥ −
(
µ1 +
µ22
2γ
)
(x1 − y1)2 +
(
µ3 − γ
2
)
(x2 − y2)2.
The result follows choosing γ = µ3.
FitzHugh-Nagumo model
F (u,w) = f1(u) + w = u(u− a)(u− 1) + w, (44)
G(u,w) = −(κu− w), (45)
and 0 < a < 1, , κ > 0. It is clear that F, G are locally Lipschitz continuous. Invariant rectangles
of arbitrary size exist for the model, see [50], [18], so the solution remains bounded if u0, w0 ∈ L∞(Ω).
Furthermore, letting µ > 0 be such that f ′1(x) ≥ −µ, then applying Lemma 5 we obtain (M3) with α =
µ+ (1+κ)
2
2 and β =

2 .
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Mitchell-Schaeffer model
F (u,w) =
1
τin
wu2(u− 1) + 1
τout
u (46)
G(u,w) =
{
1
τopen
(w − 1), u < ugate,
1
τclose
w, u ≥ ugate, (47)
where τin, τout, τopen, τclose, ugate are positive constants, with 0 < ugate < 1. The reaction term G is
discontinuous on the line u = ugate, and F, G do not satisfy (M1) or (M2) for a domain D crossing this line.
We will use the following regularized version:
G(u,w) =
1
τu
((1− s)(w − 1) + sw),
τu = τopen + (τclose − τopen)s,
s(u, κ, ugate) =
1
2
(1 + tanh(κ(u− ugate))),
where κ > 0. Both F, G are now C1 so that (M2) holds. The solutions remain bounded provided the initial
conditions are bounded. Moreover, applying the maximum principle from [18], for arbitrary  > 0, the
region {(u, w) : − ≤ u ≤ 1, 0 ≤ w ≤ 1} is invariant, and we conclude that the region {(u, w) : 0 ≤ u ≤
1, 0 ≤ w ≤ 1} is invariant as well.
We now show that (M3) also holds. For the first reaction term,
∂F
∂x1
=
1
τin
x2(3x
2
1 − 2x1) +
1
τout
.
For a typical heartbeat, (u,w) is in [0, 1]2 so we may take µ1 =
1
3τin
− 1τout from the bound on w. From the
bound on u we get ∣∣∣∣ ∂F∂x2
∣∣∣∣ ≤ maxx1∈[0,1] 1τin |x21(x1 − 1)| = 1τin 427 .
For the second term,
∂G
∂x2
=
1
τu
≥ min
{
1
τopen
,
1
τclose
}
.
Finally,
∂G
∂x1
= κ sech2(κ(x1 − ugate)) 1
τ2u
(τu − (x2 + s− 1)(τclose − τopen)) ,
so assuming that x2 remains in [0, 1],∣∣∣∣ ∂G∂x1
∣∣∣∣ ≤ κτu + |τclose − τopen|τ2u
≤ κτmax + |τclose − τopen|
τ2min
,
where τmin,max = min,max{τopen, τclose}. To summarize, from Lemma 5 we obtain (M3) with α = 13τ−1in −
τ−1out +
1
2
(
4
27τ
−1
in + κ
τmax+|τclose−τopen|
τ2min
)2
τmax and β =
1
2τmax
. Under the assumption that τin  τout 
τopen, τclose, we have α = O
(
τ−2in + κ
2 τ
3
max
τ2min
)
. Note that when taking the limit κ → ∞ to approach the
original discontinuous model, the constant α blows up. The proof above relies on a uniform bound for ∂G∂x1 ,
which clearly does not exist for the discontinuous model, and therefore a different approach would have to
be taken.
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3.2.3. A modified estimator for the recovery variable
We discuss some technical considerations for the use of the estimators introduced in Theorem 2 for mesh
adaptation. A shortcoming of the estimator is that it does not take into account the interpolation error that
occurs when the mesh is adapted, but implicitly assumes that the mesh is left unchanged throughout. In
what follows, we offer some heuristic arguments for dealing with the interpolation error, in particular as it
applies to the second variable w. To simplify the discussion, we consider a scalar ODE model:{
∂w
∂t
+ µw = f,
w(0) = w0.
(48)
where µ ≥ 0 is a constant and f ∈ L2(0, T ;H). Applying the same arguments as in Theorem 2 it can be
shown that the error satisfies, for n ≥ 3,
‖ew(tn)‖20,Ω + µ
∫ tn
tn−1
‖ew(t)‖20,Ω dt
≤ ‖ew(tn−1)‖20,Ω + CKˆ
(
(ηS,Wn )
2 + (ηT,Wn )
2
)
, (49)
where the residual defined on K is RWK,n =
∂w˜h
∂t + µw˜h − f . If we are in the special situation that f is in
L2(0, T ;Vh), then R
W
K,n is as well. Therefore, by Galerkin orthogonality, R
W
K,n(tn) = 0 and from this it is
easy to conclude that RWK,n(t)→ 0 uniformly in t as τn → 0. By contrast, note that for parabolic problems,
the differential operator A rarely satisfies A(Vh) ⊆ Vh. Moreover, since the time estimator ηT,Wn is O(τ5/2n ),
then for τn small enough, the dominant term on the right side of (49) is the initial error ‖ew(tn−1)‖20,Ω .
Inspecting this term, let pinh be the interpolation operator for the new mesh obtained at time tn, and
wn−1,oldh be the solution computed on the previous mesh so that w
n−1
h = pi
n
h(w
n−1,old
h ). From the relation
ew(tn−1) = w(tn−1)− wn−1,oldh + wn−1,oldh − pinh(wn−1,oldh ) we get
‖ew(tn−1)‖0,Ω ≤ ‖eoldw (tn−1)‖0,Ω + ‖wn−1,oldh − pih(wn−1,oldh )‖0,Ω. (50)
If the interpolation error is not taken into account when adapting the mesh, the last term on the right of
(50) will spoil the control of the error. For instance, in regions of the domain where the solution varies
rapidly, the interpolation error remains large independent of the time step.
To control the interpolation error, we consider the estimator
ωS,W (t) =
(∑
K
ωK(wh)
2
)1/2
, (51)
where ωK(wh) is from (27). Taking Π(wh) − ∇uh as a representation of the error ∇ew, then ωS,W (t)
estimates the interpolation error of ew in the L
2(Ω)-norm at time t. Moreover, by Young’s inequality we
have
ηS,W (t) ≤ ωS,W (t) +
(∑
K
‖RWK (t)‖20,K
)1/2
,
so that ωS,W dominates the estimator ηS,W whenever the element residual is small.
We illustrate with a numerical example. Let Ω = (0, 100)× (0, 100), T = 100, and let w solve (48) with
f = −0.016875 tanh(x− 0.25t− 50), µ = 0.01 and initial condition w(0) = 0. The solution of this equation
mimics the behaviour of the recovery variable for the FitzHugh-Nagumo model. In particular, the unknown
u in (45) is replaced by tanh(x − 0.25t − 50) to represent a traveling wave moving to the right with fixed
speed. The approximate solution is computed on a uniform mesh with h = 2.5 (6400 elements) and constant
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time step τ = 1. The exact error is estimated by computing a reference solution on a much finer mesh with
h = 0.15625 (1638400 elements). The approximate solution at time t = 100 is plotted over the line y = 50
in Figure 1 (left), including the superposition of the source term (right y-axis).
Figure 1 (right) plots the local distribution of the error and estimators over the elements of the mesh,
projected on the line y = 50 at time t = 100. Note that the estimator ηS,WK (t) detects error primarily in
regions where the source term varies rapidly near x = 75. This region essentially acts as an “activation”
region. Since there is no diffusion involved in this equation, outside this activation region one does not
expect a large new contribution to the error as t increases. On the other hand, we note that the estimator
ωS,W (t) gives a local in time representation of the exact error, and in this instance remains within an order
of magnitude throughout the domain. In particular, the relative size of the estimator ωS,W (t) in different
regions of the domain reflects the local features of the solution, such as at x = 45 and x = 75 where the
solution transitions from constant values.
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Figure 1: Left: plot of approximate solution (left y-axis) and source term (right y-axis) over the line y = 50 at time t = 100.
Right: plot of the error and estimators over the line y = 50 at time t = 100.
Based on the above observations, when applying mesh adaptation in Section 4 we will makes use of the
estimator (51) to control the interpolation error for the variable w. Additionally, since the estimator ηS,W
only reports significant error when the source term varies rapidly, and hence when u varies rapidly, it will
be dropped from the computation. Note, however, that this assumption is dependent on the ionic model
used, including the use of external source terms.
3.3. Adaptive algorithm
3.3.1. Scalar problem
Let TOLS , TOLT be positive constants, denoting the tolerance for space and time error respectively. As in
[37], the goal will be to adapt both the mesh and time step in order to satisfy the following inequalities on
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each interval
0.1875 TOLS ≤ η
S
n
|||uh|||n
≤ 0.75 TOLS , (52)
0.5 TOLT ≤ η
T
n
|||uh|||n
≤ 1.5 TOLT , (53)
where |||v|||n =
(∫ tn
tn−1
|v(t)|21,Ω dt
)1/2
. The choice of constants appearing in the upper and lower bounds in
(52) may seem unusual, particularly the upper bound 0.75 which is less than 1. However, we found that
with the adaptation algorithm we describe below, the error after adaptation was generally significantly lower
than the target error.
The mesh is adapted using a non-Euclidean metric, derived using the techniques from [39] that we briefly
describe. The metric consists of a positive definite matrixMK corresponding to each element. The Jacobian
JK relates to the metric by the relation MK = RTKΛ−2K RK . Therefore, given the prescribed global error
tolerance T˜OL, the idea is to determine a new optimally defined element K˜ by choosing new directions
r˜1,K , r˜2,K and aspect ratio s˜K =
λ˜1,K
λ˜2,K
which minimize ηK˜ and scaling the area λ˜1,K λ˜2,K so that the error
satisfies ηK˜ =
T˜OL√
NT
. Since the mesh adaptation software we use in this paper, MEF++, requires the metric
to be defined on vertices, the metric needs to be averaged. We use the simple averaging for each vertex p:
Mp = 1
Np
∑
K∈∆p
MK ,
where ∆p is the patch of elements containing p as a vertex, and Np is the number of elements of ∆p. Since
the BDF2 method involves the variables un−2h , u
n−1
h , u
n
h, the mesh should be adapted to the solution on the
entire interval [tn−2, tn]. Therefore, following an idea from [47], for each sub-interval [ts−1, ts] we construct
the metric Ms under the condition η
S
|||uh|||n = TOLS . Then we take the average M
n = 13
∑2
s=0Mn−s. We
have made the common assumption that the edge residual rK dominates the space residual RK , and so have
dropped the latter from the calculation, see [16], [12], [14].
The time-step adaptation is implemented with a standard method involving multiplicative factors. After
computing the solution unh the estimator η
T is computed. If (53) is not satisfied, a multiplicative factor
m > 0 determines a new step τnew = mτ. For our purposes, we chose m = 0.67 if the error was too large,
and m = 1.5 if the error was too small. Note that the estimator is only defined for n = 3 onwards. We
therefore cannot completely control the accumulation of error in the first two time steps. We will assume
that if the error does not satisfy the upper bound (53) for the third step, then it also does not satisfy the
bound for the first two steps. We therefore terminate the algorithm and restart using a smaller time step.
In order to avoid asking for too much control of either the space or time error, we fix the ratio TOLTTOLS = µ.
In [37], this ratio is fixed at µ = 1. The choice of µ used in this paper will be discussed further in Section
4, as it is observed that a suitable choice depends on the particular problem being solved.
3.3.2. Monodomain problem
We outline the extension of the adaptive algorithm from the scalar problem to the full monodomain problem.
For mesh adaptation, choose positive constants TOLUS , TOL
W
S . The goal is then to control the relative error:
0.25 TOLUS ≤
ηS,Un
|||uh|||n
≤ TOLUS , (54)
0.25 TOLWS ≤
ωS,Wn
|||wh|||n
≤ 0.65 TOLWS . (55)
As for the scalar case, we remark the constants appearing the upper and lower bounds are highly imple-
mentation and problem dependent, and often chosen for performance reasons. The mesh is adapted if either
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Algorithm 1 Space-time solution-adaptation loop.
1. Initialization: Find a suitable starting mesh.
(a) Repeat the following for a fixed number of iterations (5 or 10):
i. Interpolate u0h = pih(u0) on the current mesh and solve for u
1
h, u
2
h, u
3
h.
ii. Adapt the mesh using u0h, u
1
h, u
2
h, u
3
h.
(b) Interpolate u0h on the current mesh and solve for u
1
h, u
2
h, u
3
h, u
4
h.
2. Space Loop:
(a) Compute ηSn .
(b) If (52) is satisfied, move on to step 3.
(c) If (52) is not satisfied, adapt the mesh using un−2h , u
n−1
h , u
n
h.
(d) Interpolate un−2h , u
n−1
h on the new mesh, and solve for u
n
h, u
n+1
h . Go to step 2.
3. Time Loop:
(a) Compute ηTn .
(b) If (53) is satisfied, or if the ratio τnτn−1 is too large or too small, compute u
n+1
h and go to step 2.
(c) If (53) is not satisfied, adjust the time step, recompute unh and go to step (3).
of the upper bounds in (54) or (55) are violated, or if both of the lower bounds are violated. The mesh is
adapted using a similar method as for the scalar problem. However, instead of constructing separate metrics
for each time step tn−2, tn−1, tn as was done previously, here we construct for each variable a metricM(u)
andM(w) using the averages 13 (un−2h + un−1h + unh) and 13 (wn−2h +wn−1h +wnh) respectively. Then we adapt
the mesh using the metric intersection M =M(u) ∩M(w).
The method for the time-step adaptation requires a small modification for the monodomain system.
Choose positive constants TOLUT , TOL
W
T . The time step is decreased by a factor of 2/3 if
ηT,Un
|||uh|||n
> 1.5TOLUT , or
ηT,Wn
|||wh|||n
> 1.5TOLWT , (56)
and the time step is increased by a factor of 3/2 if
ηT,Un
|||uh|||n
< 0.5TOLUT , and
ηT,Wn
|||wh|||n
< 0.5TOLWT . (57)
4. Numerical results
All numerical computations in this section are performed with the MEF++ software developed by GIREF
[28]. The first two test cases are for a scalar reaction-diffusion problem. The first verifies the equivalence of
the error and estimator and establishes the proper order of convergence of the estimators when performing
the adaptive algorithm. The second considers the issue of efficiency of the adaptive method. Test cases 3
and 4 are for the monodomain problem. Test case 3 verifies the reliability of the estimators for the error in
space, and assess the mesh adaptation algorithm. This includes a comparison of efficiency when solving with
mesh adaptation vs. solving on a uniform mesh. The last test case illustrates the space-time adaptation
method applied to a problem with realistic time scales for a heart beat.
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4.1. Test case 1
Let Ω = (0, 1)× (0, 1), T = 0.04, and take u to be the solution to
∂u
∂t −∆u+ 104u(u− 1)(u− 0.25) = 0, in (0, T )× Ω,∇u · n = 0, in (0, T )× ∂Ω,
u(0) = e−100(x
2+y2), in Ω.
(58)
The solution is a traveling wave with a circular profile, moving upwards and right from the bottom left
corner until u ≈ 1 in the entire domain (see Figure 5). We plot the space and time error estimators as a
function of time (Figure 2) on a relatively fine uniform mesh with 12800 elements (h = 0.0125), and with
constant time step τ = 0.0004. The error estimator in space follows more or less the area of the wave-front,
increasing until the front hits the top and right boundaries, and decreasing as the wave exits the domain.
The time estimator behaves similarly, but has two peaks, corresponding to the wave hitting the boundary
at t = 0.027 and just as it exits at t = 0.038.
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Figure 2: Test case 1: plot of the error estimators in time for the solution on a uniform mesh.
4.1.1. Effectivity index
As in [37], we define the effectivity indices
ei =
(
(ηS)2 + (ηT )2
)1/2
|||eh||| , ei
S =
ηS
|||eh||| , ei
T =
ηT
|||eh||| ,
where
|||v||| =
(∫ T
0
|v(t)|21,Ω dt
)1/2
, ηS =
∑
n≥1
(
ηSn
)21/2 , ηT =
∑
n≥3
(
ηTn
)21/2 .
In the absence of an exact solution, we approximate the effectivity index with the use of a reference solution.
Normally, a reference solution is computed on a sufficiently fine uniform mesh with a very small time step.
However, we found that for this example, computing a reference solution with a uniform mesh is impractical,
as we illustrate below. For fixed time step τ = 0.0002, denote by u∆t the semidiscrete in time solution to
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(58), and uH∆t the fully discrete solution computed on a uniform mesh with H = 0.025. Table 1 illustrates
the approximation of the error |(uH∆t−u∆t)(0.01)|1,Ω by the value eh,refH = |(uH∆t−uh∆t)(0.01)|1,Ω, where
uh∆t is the fully discrete solution computed on various uniform meshes, and solutions using space adaptation.
If we assume that the error at time t = 0.01 is O(H) and O(h), respectively, then at worst∣∣∣eh,refH − |(uH∆t − u∆t)(0.01)|1,Ω∣∣∣
|(uH∆t − u∆t)(0.01)|1,Ω ≤
|(uh∆t − u∆t)(0.01)|1,Ω
|(uH∆t − u∆t)(0.01)|1,Ω
is O
(
h
H
)
. Unless h << H, one cannot trust the accuracy of the reference solution. With H = 0.025, in this
case a mesh with 6400 elements, this restriction on h calls for a uniform mesh with millions of elements, and
unrealistic demands for memory and CPU usage. On the other hand, with adapted meshes the approximate
error approaches the value 0.953 in reasonable CPU time. In what follows, the reference solution will be
computed using space adaptation with TOLS = 0.015625 and with a finer time step τref = 2.5× 10−5. The
resulting meshes range from 43000 elements at time t = 0 to 180000 elements at t = 0.01.
h (uniform meshes) TOLS (adapted meshes)
0.0125 0.00625 0.003125 0.25 0.125 0.0625 0.03125 0.015625
eh,refH 0.7380 0.8992 0.9396 0.9487 0.9541 0.9556 0.9530 0.9531
max. elements 25600 102400 409600 1113 3431 10450 42172 160563
CPU time (sec) 168 871 5229 26 65 202 878 4089
Table 1: Approximation of error in space at t = 0.01 with H = 0.025, τ = 0.0002.
We compute the error and effectivity indices for a few values of h and τ in Table 2. The effectivity index
ei remains at a good value (1 ≤ ei ≤ 10) provided the space and time estimators remain close in magnitude.
Moreover, the index eiS remains close to 1. The effectivity index increases as we decrease h and τ . For
the coarse mesh h = 0.025 the solution has not yet reached the asymptotic convergence, noting that the
error decreases by a factor of 6 (first and last rows) instead of the theoretic factor of 4 predicted by the
general theory. The evolution of the error in time is shown in Figure 3. Note that the space and time error
estimators grow at the same rate for each value of h, τ , while the exact error grows slower for the lower
value of h, τ. As a result, the growth of the exact error is more closely captured by the estimators for finer
mesh and time step.
h τ |||eh||| ηS ηT ei eiS eiT
0.025 2× 10−4 0.0582 0.0494 0.199 3.52 0.849 3.42
0.025 1× 10−4 0.0560 0.0497 0.0528 1.29 0.888 0.943
0.0125 2× 10−4 0.0240 0.0247 0.199 8.34 1.03 8.29
0.0125 1× 10−4 0.0216 0.0250 0.0531 2.72 1.16 2.46
0.00625 1× 10−4 0.00966 0.0124 0.0533 5.66 1.28 5.52
Table 2: Error and effectivity indices for uniform mesh and constant time step.
Remark 4. If the reference solution is computed on an adapted mesh Th, the integral is approximated by
interpolating the gradient of uH∆t at the Gauss points of Th. To verify the accuracy of the integral, we
apply successive subdivisions of the quadrature formula. That is, the quadrature rule on each element is
obtained by splitting the element into four copies by dividing each edge in half. If the initial quadrature rule
is accurate order of h`, the resulting subdivided rule is accurate of order
(
h
2
)`
. Generally, on a fine adapted
mesh, the difference is less than 1% after 3 subdivisions.
We now address the optimality of the time estimator. In Table 3 we compute the estimators on uniform
meshes and time steps, and refine with a fixed ratio τ
2
h . We conclude that asymptotically, the space error η
S
converges O(h), the time estimators ηi,T for i = 1, 3, 4 converge O(τ2), while the estimator η2,T converges
O(hτ). It was observed in [1] that the estimator may be of sub-optimal order for a given ODE system
when the first step is computed with backward Euler. However, in our case we are not interested in the
best approximation of the semidiscretization in space, but the approximation in both space and time of the
PDE. We expect that the behaviour of the estimators in these two situations may be different.
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(a) h = 0.025, τ = 0.0002.
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(b) h = 0.00625, τ = 0.0001.
Figure 3: Plot of the exact and estimated error in time for uniform mesh and constant time step.
h τ ηS η1,T η2,T η3,T η4,T ηT
0.1 8.00× 10−4 0.168 0.0126 0.0881 2.14 3.49 4.09
0.05 5.66× 10−4 0.139 0.00836 0.0253 0.875 1.34 1.60
0.025 4.00× 10−4 0.0902 0.00483 0.00861 0.436 0.603 0.744
0.0125 2.83× 10−4 0.0492 0.00259 0.00308 0.246 0.289 0.380
0.0625 2.00× 10−4 0.0251 0.00138 0.00113 0.137 0.146 0.201
0.03125 1.41× 10−4 0.0126 7.11× 10−4 4.06× 10−4 0.0732 0.0731 0.103
0.1 2.00× 10−4 0.162 0.00118 0.0309 0.373 0.289 0.473
0.05 1.41× 10−4 0.141 6.85× 10−4 0.00781 0.107 0.0938 0.142
0.025 1.00× 10−4 0.0917 3.58× 10−4 0.00239 0.0354 0.0396 0.0532
0.0125 7.07× 10−5 0.0497 1.82× 10−4 8.33× 10−4 0.0190 0.0189 0.0268
0.0625 5.00× 10−5 0.0252 9.28× 10−5 2.96× 10−4 0.0101 0.00941 0.0138
0.03125 3.53× 10−5 0.0126 4.65× 10−5 1.04× 10−4 0.00523 0.00468 0.00702
Table 3: Error estimators for uniform mesh and constant time step.
4.1.2. Dealing with overshoot of the time estimator
We address a technical difficulty in implementing the space-time adaptation algorithm. The time estimator
is observed to strongly spike at times when the mesh is adapted. To assess what is happening, we apply mesh
adaptation with a constant time step for various levels of TOLS and various time steps. We found that for
fixed TOLS , as the time step is decreased, the magnitude of the overshoot increases (see top row of Figure
4). Moreover, from the bottom row of Figure 4 we see that the overshoot of the estimator does not reflect
the nature of the true error, and therefore, decreasing the time step in order to attempt to control the time
estimator would not be worthwhile. The most likely explanation for the overshoot is that interpolating the
solution on the new adapted mesh introduces high frequency transients, which are quickly damped. While
the finite element solution itself remains good, the estimator ηT is built using finite difference schemes for
second and third-order derivatives, so the transients are magnified by small time steps. In Figure 4, note
that the overshoot is largest for η3,T , which requires the solution at four different time steps. As TOLS is
decreased, the interpolation error decreases, so smaller time steps may be taken. To apply the space-time
adaptation algorithm, this implies that the ratio TOLTTOLS cannot be taken too small. In practice, for this test
case, we found that the algorithm could be used with TOLTTOLS as low as 8, however, this is still unnecessarily
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restrictive. In Figure 4, we observe that the dominant terms are η3,T and η4,T , and that after the initial
overshoot, η3,T quickly settles back to the level of η4,T . Moreover, note that in Table 3 for uniform meshes,
the column for η3,T is closely matched by that for η4,T . In what follows, we replace ηT with the modified
estimator:
η˜T =
(
(η1,Tn )
2 + (η2,Tn )
2 + (η4,Tn )
2
)1/2
, (59)
While oscillations are also observed in η1,T , they are small relative to η4,T . Therefore, including η1,T in
the estimator did not result in oscillations in (59). Another possible solution, which was not explored here,
would be to use a more accurate interpolation operator as was done in [13].
4.1.3. Space-time adaptation
We fix the ratio TOLTTOLS = 0.75 and apply space-time adaptation (Algorithm 1). Note that as the wave exits the
domain, the normalizing factor |uh|1,Ω appearing in (52) quickly decreases to zero. To avoid pathological
behaviour, we use the modified form max(|uh|1,Ω, 1). Examples of adapted meshes and the solution are
shown in Fig. 5. The majority of the elements are located near the wave-front and elongated parallel to
the wave. Note that the mesh is somewhat coarser near the center of the wave, where the wave is nearly
linear in the direction orthogonal to the wave. Figure 6 shows the evolution of the error estimators, the time
step, and the number of elements for a complete computation using TOLS = 0.125, TOLT = 0.09375. The
adaptation maintains the relative space and time error near a constant value until the normalizing factor
|uh|1,Ω quickly drops off as the wave exits the domain. Recall from Figure 2 for a uniform mesh, the space
and time estimators slowly increase and decrease as the surface of the wave-front increases and eventually
exits. This behaviour is reflected in the adaptive algorithm with a slow growth and decrease in the number of
elements, and in the fact that the time step is mostly constant. Moreover, the decreases in the time step and
corresponding spikes in the time estimator coincide with the wave hitting the boundary. The oscillation in
ηS is a reflection of the mesh adaptation, with the error dropping off suddenly after adaptation, and growing
quickly as the wave-front moves beyond the refined region. In Table 4 it is shown that the estimated error
terms converge proportionally to TOLS , TOLT when applying the space-time adaptation algorithm. In
Table 5 we collect some additional statistics. Columns three, four and six address the efficiency of the
time-step adaptation algorithm. From column three, we note that the number of time-step modifications is
essentially independent of the error tolerance. Recall that each time the time step is modified, the current
time step needs to be recomputed after which condition (53) is checked once again. The current time step
may possibly need to be recomputed several times before the error condition is satisfied. Column four collects
the total number of times that a time step needs to be recomputed, and we conclude that in this case, no
additional recomputations are required to satisfy the error condition. Then from column 6, it is shown that
the total percentage of CPU time spent computing the time estimator is low (no more than 0.3%). From
column five, we observe that the total number of time steps has a moderate growth as a function of TOL−1T .
More precisely, as we decrease TOLT by 2, the number of time steps increases by approximately a factor of√
2 (as was observed in [37] for the Crank-Nicolson method). This is consistent with the fact that the BDF2
method is second-order accurate. Lastly, note that the number of mesh adaptations grows sublinearly as
TOLS is decreased.
TOLS TOLT η
S η˜T η1,T η2,T η4,T
0.5 0.375 1.38× 10−1 2.36× 10−1 2.53× 10−3 8.84× 10−3 2.36× 10−1
0.25 0.1875 6.98× 10−2 1.21× 10−1 1.46× 10−3 2.72× 10−3 1.21× 10−1
0.125 0.09375 3.65× 10−2 6.07× 10−2 7.52× 10−4 1.07× 10−3 6.07× 10−2
0.0625 0.046875 1.92× 10−2 3.05× 10−2 3.67× 10−4 4.43× 10−4 3.05× 10−2
0.03125 0.0234375 9.77× 10−3 1.52× 10−2 1.76× 10−4 1.65× 10−4 1.52× 10−2
Table 4: Estimated error after space-time adaptation for Test case 1 with TOLT = 0.75 · TOLS .
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Figure 4: Test case 1. Top: evolution of time estimator applying mesh adaptation with TOLS = 0.5 with constant time step
τ = 0.001 (left) and τ = 0.000125 (right). Bottom: evolution of the estimators and exact error for TOLS = 0.5, τ = 0.000125
(left) and TOLS = 0.52, τ = 8.85625× 10−5 (right).
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Figure 5: Examples of contours and adapted meshes with TOLS = 0.125, TOLT = 0.09375 at t = 0.00141933 (top), t =
0.0265008 (center) with zoom to the wave-front (center right), and at t = 0.0382107 (bottom).
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Figure 6: Test case 1: space-time adaptive algorithm with TOLS = 0.125, TOLT = 0.09375: the relative space and time error
estimators (top left), the evolution of the time step (top right), and number of elements (bottom).
28
TOLS remeshings step adapts step restarts total steps CPU time est (%)
0.5 21 11 11 305 0.22
0.25 38 11 11 432 0.18
0.125 48 9 9 611 0.19
0.0625 62 10 10 862 0.24
0.03125 73 11 11 1219 0.28
Table 5: Mesh and time-step statistics for space-time adaptation for Test case 1 with TOLT = 0.75 · TOLS .
4.2. Test case 2
The goal of the following test case is to determine the gain in efficiency using space-time adaptation. In
particular, we are interested in situations where the time error varies more rapidly and in magnitude than
in the previous test case. We choose the same domain, initial data and reaction term as in (58) and take
T = 0.01. We replace the diffusion term with −div(A∇u) where
A(x, y) = 1 + 19
(
1− tanh2
(
20
((
x2 + y2
)1/2 − 0.3))) .
The wave slows down and spreads outwards as it enters the region with higher diffusion where
(
x2 + y2
)1/2 ≈
0.3, and then picks up speed as the wave exits this region. The theory in this case follows as in Section 3
with appropriate changes to the definition of the edge and element residuals. To simplify the computation
of the estimator, on each element K we replace A by its value AK at the barycenter of K. Then we define
the new edge residual rAK(uh) = AK [∇uh]. This definition is somewhat different from what appears in the
literature, for instance in [43] and [40], but was easier to implement.
As for test case 1, we compute a reference solution using mesh adaptation with TOLS = 0.015625, with
meshes ranging from 55000 to 250000 elements, and a relatively small constant time step τref = 1.25×10−5.
A solution is then computed on a uniform mesh with h = 0.025, with 6400 elements, and time step τ =
2 × 10−4 and the estimated error and exact error are approximated from the reference solution, plotted in
Figure 7 (left). We see that the estimated error ηS is generally close to the exact error. The time estimator
η˜T decreases as the wave enters the area of higher diffusion and slows down. The estimator then increases
as the wave exits this region and speeds up again. Additionally, we compute the estimated and exact error
when applying mesh adaptation with TOLS = 0.25, with meshes of about 1000 elements, and constant time
step 2× 10−4, plotted in Figure 7 (right). The observed trend for η˜T is similar to that for uniform meshes.
The estimated error ηS is again close to the exact error, both dropping whenever the mesh is adapted. As
noted for test case 1, the space error grows more quickly for adapted meshes compared to uniform meshes
since the wave moves beyond the refined region of the mesh. Finally, Figure 8 illustrates the evolution of
the error and time step applying the space-time adaptation algorithm with TOLS = 0.25, TOLT = 0.375,
also resulting in meshes of about 1000 elements.
The efficiency of the adaptive method is assessed by determining the level of error that can be obtained in
a given total CPU time. We compare computations with uniform meshes with constant time step, adapted
meshes with constant time step, and applying the full space-time adaptation algorithm. For a given spatial
resolution (i.e. a fixed uniform mesh, or fixed error tolerance TOLS), we compute the solution with enough
time steps in order to assess the general CPU time vs. error trend, which is recorded in Figure 9. For
instance, the curve for the uniform meshes with h = 0.0125 represents computations using six different time
steps, ranging from 4 × 10−4 on the left to 1.25 × 10−5 on the right. As the time step is decreased, the
CPU time increases as expected, while the error level decreases and eventually stabilizes when the time step
reaches about 1× 10−4. We infer that for h = 0.0125 a time step between 1× 10−4 and 2× 10−4 provides a
good compromise between achieving the lowest error and minimizing the CPU time. We have applied this
criteria to record some best-case results for each level of h in Table 6. The curves in Figure 9 for the adapted
meshes with constant time step are obtained in the same way for each tolerance TOLS . The curves for the
space-time adapted solutions for a given TOLS are obtained by varying the tolerance TOLT . For instance,
the curve for TOLS = 0.125 corresponds to six computations with TOLT ranging from 0.375 on the left
to 0.01171875 on the right. We have similarly recorded some best-case results for the adapted methods in
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Figure 7: Plot of error for Test case 2. Plot of error in time on a uniform mesh with h = 0.025, τ = 2× 10−4 (left) and using
space-only adaptation with TOLS = 0.25, τ = 2× 10−4 (right).
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Figure 8: Test case 2: plot of the error (left) and time step (right) using space-time adaptation with TOLS = 0.25 and
TOLT = 0.375.
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Table 6.
We observe from both Figure 9 and Table 6 that applying either adaptive method is generally more
efficient than using uniform meshes. For instance, from the table, if we compare the adaptive results with
TOLS = 0.25 to the computation with a uniform mesh with h = 0.0125, τ = 1 × 10−4, we see that the
using a uniform mesh takes about 8 times the total CPU time to achieve a comparable level of error to the
adaptive methods. It should be noted that when solving with the adaptive methods, between 30 − 50% of
the total CPU time is spent in the adaptive phase of the solution-adaptation loop. This includes computing
the error estimator, constructing the metric and adapting the mesh. It is likely that the CPU time could
further be reduced by optimizing the adaptive algorithm.
There does not seem to be a significant difference in efficiency when employing mesh adaptation with
either an adapted or a constant time step. However, it should be noted that one of the advantages of using
the space-time adaptive method is that there is no need to guess the appropriate time step to be used. For
the test cases considered in this paper, we found that choosing TOLT close to TOLS consistently gives a
good result.
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Figure 9: Test case 2: CPU time vs. error.
4.3. Test case 3
Take the domain Ω = (0, 100) × (0, 100), T = 350. Solve the FitzHugh-Nagumo model with  = 0.01,
κ = 0.16875, a = 0.25, and initial condition
u0 = 0.5− 1
pi
arctan
(√
x2 + y2 − 200
)
, w0 = 0.
At time t = 0 the wave is activated in the lower left corner of the domain, and a circular wave action
potential results moving away from the origin.
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Uniform meshes and constant time step.
h τ |eh|1,Ω eiS CPU(sec)
0.05 4.00× 10−4 0.0874 0.85 3.5
0.025 2.00× 10−4 0.0336 1.13 25.3
0.0125 2.00× 10−4 0.0159 1.18 108.8
0.0125 1.00× 10−4 0.0128 1.47 189.0
Adapted meshes and constant time step.
TOLS τ |eh|1,Ω eiS CPU(sec)
0.5 2.00× 10−4 0.0196 1.96 11.5
0.25 2.00× 10−4 0.0112 1.91 24.2
0.125 1.00× 10−4 0.0055 1.98 78.3
Adapted meshes and adapted time step.
TOLS TOLT |eh|1,Ω eiS CPU(sec)
0.5 0.375 0.0218 1.90 11.3
0.25 0.375 0.0109 2.06 22.6
0.125 0.046875 0.0056 2.00 75.8
Table 6: Test case 2: error, effectivity index and total CPU time.
4.3.1. Performance of mesh adaptation
In Figure 10 we show an example solution and mesh using the adaptive method. The mesh elements are
heavily concentrated in the depolarization and repolarization regions of the transmembrane potential, while
there are few elements in the region ahead of the wave-front, where both variables are nearly constant.
Additionally, the regions corresponding to the plateau and recovery are reasonably well refined, capturing
the slow variation of the recovery variable. Figure 11 shows a zoom on the wave front, illustrating that the
mesh fits the variation of both variables.
4.3.2. Computation of the effectivity index
We estimate the following effectivity indices
eiS,U =
ηS.U
|||eu||| , ei
S,W =
ωS.W
‖ew‖L2(0,T ;H) .
Since we do not have an exact solution, to assess the robustness of the estimators we compute a reference
solution. The reference solution for the scalar problem was computed using a fine adapted meshes. Here, it
was decided that a more efficient method to compute a reference solution was using higher order P2 elements
on a fine uniform mesh. In what follows the reference solution is computed on mesh with h = 0.625, with
205441 degrees of freedom, and a constant time step τ = 0.0625. Figure 12 provides some heuristic evidence
that the solutions are converging to the reference solution.
Some computations of the effectivity indices are shown in Table 7 illustrating the reliability of the
estimators for this test case. Note that as we take finer uniform meshes, the effectivity index eiS,U approaches
the value reached for the adapted meshes, while eiS,W also increases and becomes closer to 1.
4.3.3. Efficiency of the adaptive method
We assess the efficiency of the adaptive method by comparing the CPU time vs. error level when using
uniform and adapted meshes. The same approach is taken as in Test case 2. That is, for a fixed uniform
mesh, or a fixed space error tolerance TOLS , we compute the approximate solution using a variety of fixed
time steps in order to assess the general CPU time vs. error trend. The results are reported in Figure
13, with each curve representing several computations for a fixed uniform mesh, or computations with
adapted meshes using a fixed error tolerance. For instance, the curve representing h = 1.25 consists of five
computations with the time step ranging from 4 at the left-most point and 0.25 at the right-most point.
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Figure 10: Test case 3: transmembrane potential u (left) and corresponding adapted mesh (right) when applying the adaptive
method with TOLUS = 0.125, TOL
W
S = 0.0125 and τ = 0.5 at t = 175.
Figure 11: Test case 3: zoom of the mesh at wave-front at time t = 175 (left), and contours of u (centre) and w (right).
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Figure 12: Test case 3: comparison of reference solution with solutions on uniform meshes, plotted at point (x, y) = (0.5, 0.5)
of u (left) and w (right).
Table 7 is obtained by choosing one or more points from each curve from Figure 13. These points are
generally chosen when the error first reaches the lowest point in the curve.
Before assessing the efficiency, we discuss a trend observed in the uniform mesh computations. Note that
the error level of the curves for h = 2.5 and h = 1.25 decrease up to a point as the time step is decreased,
followed by a significant increase in error. For h = 1.25, the error in w increases almost by a factor of 4
from the lowest point. Recall that we are computing a traveling wave solution, and for large time step and
coarse mesh the speed of the wave for the computed solution is generally wrong. Since the wave speed is
generally not known, a strategy for computing an accurate solution on a given mesh might be to refine the
time step until the wave speed does not change significantly. However, for this test case, the wave front
for the approximate solution gets ahead of or lags behind the actual wave front, and the exact error varies
significantly depending on the time step due to this displacement. The value τ = 2 for this mesh roughly
corresponds to the point where the computed wave switches from being behind to ahead of the actual wave
front. In general, it is unrealistic to expect to match the wave speed except on very fine meshes. This close
matching of the wave speed for certain time steps partly explains the apparent superconvergence of the error
observed in the first three rows of Table 7. On the other hand, the computations for the adapted meshes
do not exhibit this trend in the wave speed. Moreover, in Table 7 we see that if we decrease the tolerance
TOLUS by half, we can expect the exact error in u to also decrease by half.
We compare the efficiency with Figure 13 and Table 7. First we note that computations with the
coarser uniform mesh are not very accurate. In order to match the accuracy for the coarser adapted mesh
computations with TOLUS = 0.5, TOL
W
S = 1, which use at most about 2600 vertices, we need to use the
finer uniform mesh with h = 1.25, with 12961 vertices. With this choice of error tolerance, one can expect
to achieve the same level of error as with the finer uniform mesh in about 1/3 of the total CPU time. This
same observation holds for the error in u comparing the uniform mesh computations with h = 0.625 and the
adapted meshes with TOLUS = 0.25, TOL
W
S = 0.5. For the error in w, we did not achieve the same level of
error for the adapted meshes as for the uniform meshes. However, note that we only divided TOLWS in half
from the first level to the next two, and as a result, only lowered the error in w by half by the last row. At
the same time, the error for the last two uniform meshes decreased by a factor of four, which is the expected
asymptotic rate. For this test case, it was not found to be worthwhile to attempt to set TOLWS to be too
low since it tended to result in meshes that are almost uniform. As a result, we chose to refine both error
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tolerances at the same rate. This choice leads to improved efficiency for controlling the error in u at the the
expense of having a slightly larger asymptotic error in w.
There is some overhead introduced by adapting the mesh. For this test case, the additional operations
involved for the adapted mesh, including computing the estimator, adapting the mesh, and reinterpolation
of the solution on the adapted mesh, combine to about 15−35% of the total computation time, depending on
how often the adaptation occurs. Every time the mesh is adapted, the linear system needs to be assembled
again with a new sparsity pattern. Another observation is that, in general, significantly more time is spent
solving the linear system for the adapted meshes compared to uniform meshes with a given number of DOFs.
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Figure 13: Test case 3: error vs. CPU time for uniform and adapted mesh computations.
Uniform meshes.
h τ |||eu||| ‖ew‖L2(0,T ;H) eiS,U eiS,W CPU(s) DOFs
5 8 77.4 16.2 0.451 0.174 9 841
2.5 4 23.2 2.86 1.20 0.309 57 3281
1.25 2 6.99 0.435 2.38 0.546 416 12961
0.625 1 3.22 0.104 2.71 0.578 3199 51251
Adapted meshes.
TOLUS TOL
W
S τ |||eu||| ‖ew‖L2(0,T ;H) eiS,U eiS,W CPU(s) DOFs
0.5 1 1 6.84 0.355 2.89 1.52 143 607 - 2633
0.25 0.5 0.5 3.61 0.229 2.86 0.920 843 1880 - 7950
0.25 0.5 0.25 3.42 0.190 3.06 1.11 1284 1947 - 7600
Table 7: Test case 3: error, effectivity index and total CPU time.
4.4. Test case 4
Take the same domain and initial condition as Test case 3 with T = 500, but with the regularized
Mitchell-Schaeffer model with regularization parameter κ = 100. The parameters are taken from [46]:
τin = 0.315, τout = 5.556, τopen = 94.942, τclose = 168.5, ugate = 0.13, diffusion coefficient is 3.949. The
solution is a more realistic representation of a heartbeat in terms of the duration of the phases of the action
potential. The action potential is activated in the lower left corner of the domain and the wave radiates
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Figure 14: Test case 4: plot of u, w over the line x = y as a function of arc length. From left to right: depolarization phase at
t = 30, plateau at t = 60, repolarization phase at t = 316, and the recovery phase at t = 360.
away from the origin until about time t = 60 when the entire domain is depolarized. A long plateau follows
in which the gate w closes and the inward and outward currents are roughly balanced. At about t = 290
the outward current begins to dominate and the region is completely repolarized by about t = 360. As u
drops below ugate, the gate slowly opens. See Figure 14 for the solution profile at different phases.
4.4.1. On the residual for the recovery variable
For the monodomain problem, the variables u and w do not decouple, so the arguments relating to problem
(48) do not directly apply. However, the equation for w in the Mitchell-Schaeffer model switches between
two equations of this form: with µ = τ−1open, f = τ
−1
open for u < ugate and µ = τ
−1
close, f = 0 for u ≥ ugate.
During the action potential, this switching occurs when u varies quickly during the depolarization and
repolarization phases. These phases occupy a relatively short duration. During the plateau and recovery
phases, w varies almost independently of u. From Figure 15 we observe that the element residual RWK,n
is only significant when u ≈ ugate, which occurs on the wave-front, and as a result, the estimator ηS,W is
close to 0 elsewhere. On the other hand, the estimator ωS,W detects a significant error contribution when
(x2 + y2)1/2 ≈ 20. This can be understood from Figure 14 during the depolarization and plateau phases.
One expects a relatively large contribution to the interpolation error, as w transitions from a constant value.
In this region the interpolation error is not seen by the residual estimator. This is in agreement with the
discussion in Section 3.2.3.
4.4.2. Space-time adaptation
As for the scalar problem, we do not include the terms involving the third order finite difference reconstruc-
tions, which exhibit an overshoot each time the mesh is adapted due to the interpolation error. We perform
a complete space-time adaptive solution with the following parameters: TOLUS = 0.0625, TOL
W
S = 0.0625,
TOLUT = 0.035875 and TOL
W
T = 0.0075. From Figure 16 we see a variation in the time step of two orders of
magnitude, with the smallest steps ranging from 0.05 to 0.1 in the depolarization and repolarization phases,
and the largest steps ranging from about 1 to 4 during the plateau and recovery phases. The control of the
error in space is illustrated in Figure 16 (right), and we see that most of the adaptation occurs during the
depolarization and repolarization phases. The decision to adapt during the depolarization phase is given by
condition (54), u being the fast variable, while it is given by (55) during the repolarization phase. Examples
of adapted meshes for these phases are shown in Figure 17. The mesh for the depolarization phase is quite
similar to those for the FitzHugh-Nagumo model in Figure 10, and with a small layer of refinement near√
x2 + y2 = 20, fitting the observation made for Figure 15. We remark that if the mesh were to be adapted
only to the variable u, as is done for instance in [52], the mesh would only be refined in the wave front,
and the slow variation in w would be not be captured properly. This in turn would eventually spoil the
quality of approximation for the subsequent phases. The mesh for the repolarization phase is generally more
diffuse, with the refinement of the action potential downstroke requiring fewer elements than the wave front,
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Figure 15: Test case 4: plot of the estimators for w on the line x = y at time t = 20. Solution computed on a uniform mesh
with 6400 elements and a constant time step 0.25.
resulting in a mesh with 7000 elements. This is likely due to the slow variation of w.
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Figure 16: Test case 4: evolution of the time step (left), the number of elements (center), and the estimated space error (right)
for space-time adapted solution.
As a final note, the efficiency of applying the space-time adaptation algorithm for this example requires
a thorough study. This could for instance be done by computing a reference solution as is done for Test
case 3, and therefore approximating the exact error. However, due to the scale of this problem, a different
approach may be required.
5. Conclusion
In this paper we introduced an anisotropic residual error estimator for a scalar reaction-diffusion problem and
for the monodomain system, discretized with P1 finite elements in space, and the variable step BDF2 method
in time. The estimator is shown to give an upper bound for the error in the energy norm for the parabolic
variables, and in L2(0, T ;L2(Ω)) norm for the second variable. It was found that the residual estimator
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Figure 17: Test case 4: adapted mesh at t = 30 (left) during the depolarization phase and at t = 316 (right) during the
repolarization phase.
for the second variable of the monodomain problem could not be used in practice for mesh adaptation
purposes, due to a fundamental difference in behaviour between parabolic PDEs and ODEs. In particular,
the estimator does not provide a suitably local representation of the error. Instead, a simplified estimator
was proposed for the ODE variable, which is based on interpolation estimates combined with a gradient
recovery operator. Numerical computations are carried out, confirming the reliability of the estimator. A
space-time adaptation method is proposed to simultaneously control the error in space and time. The mesh
is adapted using a metric to control the anisotropic nature of the error. For the scalar problem, it was found
that the space-time method is at least as efficient in terms of achieving a global level of error in a given CPU
time compared to applying mesh adaptation with a constant time step, and significantly more efficient than
computing with a uniform mesh and constant time step. For the monodomain problem, improved efficiency
was observed controlling the error for the transmembrane potential when applying the error estimator
guided mesh adaptation method. The space-time adaptation method is applied to a problem exhibiting
large variation in time scales. While the results appear promising, more work is required to accurately
assess the efficiency of the algorithm.
Acknowledgements
The authors would like to acknowledge the financial support of an Ontario Graduate Scholarship (OGS)
and by Discovery Grants of the Natural Sciences and Engineering Research Council of Canada (NSERC).
The authors wish to thank the professionals and researchers at GIREF, in particular Thomas Briffard, E´ric
Chamberland, Andre´ Fortin, and Cristian Tibirna, for making available their code MEF++ and for their
assistance in using the code during visits to the laboratory at Universite´ Laval and email correspondences.
References
References
[1] G. Akrivis and P. Chatzipantelidis. A posteriori error estimates for the two-step backward differentiation formula method
for parabolic equations. SIAM J. Numer. Anal., 48(1):109–132, 2010.
38
[2] Christopher J. Arthurs, Martin J. Bishop, and David Kay. Efficient simulation of cardiac electrical propagation using
high-order finite elements II: Adaptive p-version. J. Comput. Phys., 253:443–470, 2013.
[3] J. Becker. A second order backward difference method with variable steps for a parabolic problem. BIT, 38(4):644–662,
1998.
[4] Y. Belhamadia. A time-dependent adaptive remeshing for electrical waves of the heart. IEEE Transactions on Biomedical
Engineering, 55(2):443–452, Feb 2008.
[5] Y. Belhamadia, A. Fortin, and Y. Bourgault. Towards accurate numerical method for monodomain models using a realistic
heart geometry. Mathematical Biosciences, 220:89–101, 2009.
[6] Youssef Belhamadia, Andre´ Fortin, and Yves Bourgault. On the performance of anisotropic mesh adaptation for scroll
wave turbulence dynamics in reaction-diffusion systems. J. Comput. Appl. Math., 271:233–246, 2014.
[7] M. Bieterman and I. Babusˇka. The finite element method for parabolic equations. II. A posteriori error estimation and
adaptive approach. Numer. Math., 40(3):373–406, 1982.
[8] E. Boey, Y. Bourgault, and T. Giordano. Anisotropic residual based a posteriori mesh adaptation in 2D: element based
approach. ArXiv e-prints, September 2016.
[9] R. Bois, M. Fortin, and A. Fortin. A fully anisotropic mesh adaptation method based on a hierarchical error estimator.
Comput. Methods Appl. Mech. Engrg., 209-212:12–27, 2012.
[10] Muriel Boulakia, Miguel Angel Ferna´ndez, Jean-Fre´de´ric Gerbeau, and Nejib Zemzemi. A coupled system of PDEs and
ODEs arising in electrocardiograms modeling. Applied Mathematics Research eXpress, 2008:abn002, 2008.
[11] Y. Bourgault, Y. Coudie`re, and C. Pierre. Existence and uniqueness of the solution for the bidomain model used in cardiac
electrophysiology. Nonlinear Anal.: Real World Appl., 10:458–482, 2009.
[12] Y. Bourgault, M. Picasso, F. Alauzet, and A. Loseille. On the use of anisotropic a posteriori error estimates for the
adaptative solution of 3D inviscid compressible flows. Int. J. Numer. Meth. Fluids, 59:47–74, 2009.
[13] Yves Bourgault and Marco Picasso. Anisotropic error estimates and space adaptivity for a semidiscrete finite element
approximation of the transient transport equation. SIAM J. Sci. Comput., 35(2):A1192–A1211, 2013.
[14] E. Burman and M. Picasso. Anisotropic, adaptive finite elements for the computation of a solutal dentrite. Interfaces and
Free Boundaries, 5:103–127, 2003.
[15] Weiming Cao. Anisotropic measures of third order derivatives and the quadratic interpolation error on triangular elements.
SIAM J. Sci. Comput., 29(2):756–781 (electronic), 2007.
[16] C. Carstensen and R. Verfu¨rth. Edge residuals dominate a posteriori error estimates for low order finite element methods.
SIAM J. Numer. Anal., 27:1571–1587, 1999.
[17] Elizabeth M. Cherry, Henry S. Greenside, and Craig S. Henriquez. Efficient simulation of three-dimensional anisotropic
cardiac tissue using an adaptive mesh refinement method. Chaos, 13(3):853–865, 2003.
[18] Yves Coudie`re and Charles Pierre. Stability and convergence of a finite volume method for two systems of reaction-diffusion
equations in electro-cardiology. Nonlinear analysis: real world applications, 7(4):916–935, 2006.
[19] Peter Deuflhard, Bodo Erdmann, Rainer Roitzsch, and Glenn Terje Lines. Adaptive finite element simulation of ventricular
fibrillation dynamics. Comput. Vis. Sci., 12(5):201–205, 2009.
[20] Etienne Emmrich. Stability and error of the variable two-step BDF for semilinear parabolic problems. J. Appl. Math. &
Computing, 19(1-2):33–55, 2005.
[21] Kenneth Eriksson and Claes Johnson. Adaptive finite element methods for parabolic problems. IV. Nonlinear problems.
SIAM J. Numer. Anal., 32(6):1729–1749, 1995.
[22] D. Estep, M. Larson, and R. Williams. Estimating the error of numerical solutions of systems of reaction-diffusion
equations. Mem. Amer. Math. Soc., 146(696):vii+109 pages, 2000.
[23] Marc Ethier and Yves Bourgault. Semi-implicit time-discretization schemes for the bidomain model. SIAM J. Numer.
Anal., 46(5):2443–2468, 2008.
[24] L. Formaggia and S. Perotto. New anisotropic a priori error estimates. Numer. Math., 89:641–667, 2001.
[25] L. Formaggia and S. Perotto. Anisotropic error estimates for elliptic problems. Numer. Math., 94:67–92, 2003.
[26] Piero Colli Franzone, Peter Deuflhard, Bodo Erdmann, Jens Lang, and Luca F. Pavarino. Adaptivity in space and time
for reaction-diffusion systems in electrocardiology. SIAM J. Sci. Comput., 28(3):942–962, 2006.
[27] P. Frey and P.L. George. Mesh Generation: Application to Finite Elements. Wiley, Hoboken, NJ, 2nd edition, 2008.
[28] GIREF. http://giref.ulaval.ca/.
[29] W. Habashi, J. Dompierre, Y. Bourgault, D. Ait-Ali-Yahia, M. Fortin, and M. Vallet. Anisotropic mesh adaptation:
towards user-independent, mesh-independent and solver-independent cfd. part I: General principles. Int. J. Numer. Meth.
Fluids, 32:725–744, 2000.
[30] Dan Henry. Geometric theory of semilinear parabolic equations, volume 840 of Lecture notes in mathematics. Springer-
Verlag, 1981.
[31] Weizhang Huang, Lennard Kamenski, and Jens Lang. A new anisotropic mesh adaptation method based upon hierarchical
a posteriori error estimates. J. Comput. Phys., 229(6):2179–2198, 2010.
[32] G. Kunert. A posteriori error estimation for anisotropic tetrahedral and triangular finite element meshes. PhD thesis,
TU Chemnitz, 1999.
[33] Jens Lang. Adaptive multilevel solution of nonlinear parabolic PDE systems: theory, algorithm, and applications, vol-
ume 16 of Lect. Notes Comput. Sci. Eng. Springer-Verlag, 2000.
[34] Glenn Terje Lines, Per Grøttum, and Aslak Tveito. Modeling the electrical activity of the heart: a bidomain model of the
ventricles embedded in a torso. Comput. Vis. Sci., 5(4):195–213, 2003.
[35] J. Lions. Quelques methodes de resolution des problemes aux limites non lineaires. Dunod, 1969.
[36] A. Loseille and F. Alauzet. Continuous mesh framework part I: Well-posed continuous interpolation error. SIAM J.
39
Numer. Anal., 49(1):38–60, 2011.
[37] A. Lozinski, M. Picasso, and V. Prachittham. An anisotropic error estimator for the Crank-Nicolson method: applications
to a parabolic problem. SIAM J. Sci. Comput., 31(4):2757–2783, 2009.
[38] Martine Marion. Finite-dimensional attractors associated with partly dissipative reaction-diffusion systems. SIAM J.
Math. Anal., 20(4):816–844, 1989.
[39] S. Micheletti and S. Perotto. Reliability and efficiency of an anisotropic Zienkiewicz-Zhu error estimator. Comput. Methods
Appl. Mech. Engrg., 195:799–835, 2006.
[40] S. Micheletti and S. Perotto. Space-time adaptation for purely difusive problems in an anisotropic framework. Int. J.
Numer. Anal. Mod., 7(1):125–155, 2010.
[41] Stefano Micheletti, Simona Perotto, and Marco Picasso. Stabilized finite elements on anisotropic meshes: a priori error
estimates for the advection-diffusion and the Stokes problems. SIAM J. Numer. Anal., 41(3):1131–1162 (electronic), 2003.
[42] Peter K. Moore. An adaptive finite element method for parabolic differential systems: some algorithmic considerations in
solving in three space dimensions. SIAM J. Sci. Comput., 21(4):1567–1586 (electronic), 1999/00.
[43] M. Picasso. An anisotropic error indicator based on Zienkiewicz-Zhu error estimator: Application to elliptic and parabolic
problems. SIAM J. Sci. Comput., 24(4):1328–1355, 2003.
[44] M. Picasso. Adaptive finite elements with large aspect ratio based on an anisotropic error estimator involving first order
derivatives. Comput. Methods Appl. Mech. Engrg., 916:14–23, 2006.
[45] Virabouth Prachittham, Marco Picasso, and Martin A. M. Gijs. Adaptive finite elements with large aspect ratio for mass
transport in electroosmosis and pressure-driven microflows. Internat. J. Numer. Methods Fluids, 63(9):1005–1030, 2010.
[46] M. Rioux and Y. Bourgault. A predictive method allowing the use of a single ionic model in numerical cardiac electro-
physiology. ESAIM Math. Model. Numer. Anal., 47(4):987–1016, 2013.
[47] Myriam Rioux. Numerical computations of action potentials for the heart-torso coupling problem. PhD thesis, University
of Ottawa, 2012.
[48] R. Rodriguez. Some remarks on Zienkiewicz-Zhu estimator. Numer. Methods Partial Different. Equat., 10:625–635, 1994.
[49] L. R. Scott and S. Zhang. Finite element interpolation of non-smooth of functions satisfying boundary conditions. Math.
Comp., 54:483–493, 1990.
[50] Joel Smoller. Shock waves and reaction-diffusion equations, volume 258 of Grundlehren der Mathematischen Wis-
senschaften [Fundamental Principles of Mathematical Sciences]. Springer-Verlag, New York, 2nd edition, 1994.
[51] J. Southern, G.J. Gorman, M.D. Piggott, and P.E. Farrell. Parallel anisotropic mesh adaptivity with dynamic load
balancing for cardiac electrophysiology. Journal of Computational Science, 3(12):8 – 16, 2012.
[52] J. Southern, G.J. Gorman, M.D. Piggott, P.E. Farrell, M.O. Bernabeu, and J. Pitt-Francis. Anisotropic mesh adaptivity
for cardiac electrophysiology. Procedia Computer Science, 1(1):935 – 944, 2010.
[53] Roger Temam. Infinite-Dimensional Dynamical Systemt in Mechanics and Physics. Number 68 in Applied Mathematical
Sciences. Springer-Verlag, 1988.
[54] Vidar Thome´e. Galerkin Finite Element Methods for Parabolic Problems, volume 25 of Springer Series in Computational
Mathematics. Springer-Verlag, Berlin, 2nd edition, 2006.
[55] John A. Trangenstein and Chisup Kim. Operator splitting and adaptive mesh refinement for the Luo-Rudy I model. J.
Comput. Phys., 196(2):645–679, 2004.
[56] P. Jonathan Whiteley. Physiology driven adaptivity for the numerical solution of the bidomain equations. Annals of
Biomedical Engineering, 35(9):1510–1520, 2007.
40
