Abstract. One of the challenges in unsupervised machine learning is finding the number of clusters in a dataset. Clustering Validity Indices (CVI) are popular tools used to address this problem. A large number of CVIs have been proposed, and reports that compare different CVIs suggest that no single CVI can always outperform others. Following suggestions found in prior art, in this paper we formalize the concept of using multiple CVIs for cluster number estimation in the framework of multi-classifier fusion. Using a large number of datasets, we show that decision-level fusion of multiple CVIs can lead to significant gains in accuracy in estimating the number of clusters, in particular for highdimensional datasets with large number of clusters.
Introduction
Clustering algorithms are unsupervised machine learning techniques seeking to discover structure in unlabeled data sets. They analyze the similarities between the data and group it into similarity clusters [1, 2] . One of the properties of interest when analyzing unknown data is the number of such clusters. Discovering the number of clusters inherently present in the data has important practical applications, including computational biology [3] , web text mining [4] , etc.
To date no theoretically optimal method for finding the number of clusters inherently present in the data has been proposed. Existing algorithms include stability-based methods [5, 6] , model-fitting-based algorithms [7] , and methods based on Clustering Validity Indices (CVI) [1] . A CVI is a measure derived from the obtained clustering solution, which quantifies such properties of a clustering solution as compactness, separation between clusters, etc. The principal usage of CVIs is comparison of alternative clustering solutions. CVIs can be used for the task of cluster number estimation, if the compared clustering solutions use different number of clusters [8] .
A recurring problem with the use of CVIs is that each CVI is designed to capture a specific aspect of the clustering solution that suggests how adequate that solution is. At the same time, other aspects can be inadequately represented or ignored altogether. For instance, a CVI that verifies how compact the obtained clusters are will frequently report that elongated clusters are not compact at all, although such clusters may correctly represent the data. No CVI can a-priori be assumed better than its alternatives [8] .
In this paper, we propose to overcome this problem by estimating the number of clusters by a fusion of multiple CVIs in order to estimate the number of clusters in the data. We notice an analogy between using multiple CVIs and constructing multiple classifier ensembles [9] . The motivation of our work is that although no single CVI can capture correctly the validity of any clustering solution, a proper conciliation of multiple CVIs should be able to cope with the task. In this work we treat the yield of each considered CVI as a feature that characterizes the quality of a clustering solution. We hypothesize that an ensemble of CVI features is a better predictor of clustering quality than any of the CVIs taken separately. To the best of our knowledge, the only attempt to combine validity indices into a compound index was reported in [10] . However, fusion of CVIs for cluster number estimation is not the main topic of [10] . Consequently, only simple score averaging of CVIs were used, and no comparison with other possible solutions was presented. In this paper, we compare score-, and decision fusion strategies of combining multiple CVIs using a large number of synthetic datasets. The results of our experiments suggest that decision-based multiple CVI fusion techniques offer highest accuracy in detecting the correct number of clusters in a dataset, provided that all used CVIs are individually competent. The result of this paper are particularly relevant to high-dimensional data analysis with multiple clusters, when visual inspection of the clustering solution is impractical or impossible.
The rest of the paper is structured as follows. Section 2 gives an overview of the CVIs used in this work. In Section 3 we provide the framework of cluster number estimation using multiple CVIs. The applied experimental methodology and the experimental results are described in Section 4. Section 5 gives a discussion of the results and concludes the paper.
Internal Clustering Validity Indices
In this work, we used three popular, internal clustering validity indices, the Davies-Bouldin, Calinski-Harabasz and Dunn indices, as in [11] . The choice of the CVIs was dictated by the fact that they are well-known measures, frequently used for the task of choosing the best clustering solution. The Davies-Bouldin and the Calinski-Harabasz indices were reported as performing well for the task of comparing clustering solutions [12] .
Davies-Bouldin index is computed as
where k denotes the number of clusters. If i, j are cluster labels, then d i and d j are average distances of all patterns in clusters i and j to their respective cluster centroids, and d(c i , c j ) is the distance between these centroids [13] . Smaller value of s DB indicates a "better" clustering solution. In order to be consistent with other two clustering validity indices considered in this work, we used 1 − s DB to have a maximum as an indicator of the preferred clustering solution.
Calinski-Harabasz index is computed by
where S B is the between-cluster scatter matrix, S W the within-cluster scatter matrix, n p the number of clustered points, and k the number of clusters [14] . When using the CH index to compare clustering solutions, maximal value of s CH identifies the preferred candidate.
Dunn index is defined as
where d min is the minimum distance between two points belonging to different clusters, and d max is the maximum distance between any two points selected from the same cluster [15] . The highest value of s Dunn indicates the optimal clustering solution among the considered candidates.
3 Using multiple CVIs to compare clustering solutions
Estimation of the number of clusters using internal CVI
The application of a CVI to determine the number of clusters of data is straightforward. Given a set of alternative clustering solutions, the preferred one is found by comparing the CVIs calculated for several candidate clustering solutions [8, 16, 17] . In order to find the number of clusters, a clustering algorithm is used with the number of clusters equal to k ∈ Ω, where Ω is the ordered set of candidate cluster numbers. The preferred clustering solution is obtained by finding the value of k est that maximizes the function CV I(k) over all values from Ω. Under the assumption that the chosen clustering algorithm is able to cluster the data properly, then k true = arg k∈Ω max(CV I(k)) is the sought number of clusters.
There is no single theoretically optimal CVI that is guaranteed to work well with all datasets. The reported empirical comparisons of CVI performance argue in favor of different algorithms [12, 18, 17, 11, 19] . In the absence of theoretically proven superiority of any CVI over the rest of the pack, we conclude that all CVIs capture certain aspects of a clustering solution that helps in comparing it to its alternatives, but none does it universally better than others.
The situation is strikingly similar to the dilemma of comparing and selecting best classifiers in pattern recognition, where the no free lunch theorem rules that there is no universally best classifier [8] . Multi-classifier ensembles have been shown to offer a powerful alternative to single-classifier solutions [20] as a particularly effective option when the considered individual classifiers are diversified and accurate [9] .
In this paper we approach the problem of estimating the number of clusters from a multi-classifier fusion perspective. From this angle, estimation of the number of clusters is a classification problem, where each class corresponds to a particular number of clusters in the considered dataset. We consider individual CVI algorithms as feature extractors. Resulting features can be used individually for cluster number estimation, as it is the common case; or can be used together using a combining fusion classifier.
Fusion methods for Clustering Validity Indices
The multi classifier fusion can be realized by means of trained or rule-based combining classifiers. In general, trained fusion classifiers are considered to be more flexible and powerful than their heuristic, rule-based counterparts, given that an adequate training data corpus is available [21] . In the case of the CVI combination, it is not evident how to construct such a training corpus, and therefore heuristic fusion techniques are considered in this paper. In particular, we consider score-, and decision-level fusion schemes [20] .
Score fusion-based methods A combined score s F is computed using i normalized CVI scores [s 1 , s 2 , ..., s i ], as follows
In order to perform a meaningful score-based fusion it is necessary to normalize the scores [s 1 , s 2 , ..., s i ] to a common range. We used a min-max normalization, which scaled the scores to a 0 ≤ s i ≤ 1 range. The normalization was performed within each clustered dataset, across all candidate k ∈ Ω. We also evaluated other score normalization schemes, including z-norm across k ∈ Ω, as in [10] , and global z-norm, where the mean and variance of s i were estimated using a large range of possible clustering solutions. We obtained the best results with the min-max normalization and this scheme was used in the experiments reported. An example of score-based fusion using the four considered strategies is shown in Figure 1 
(b).
Decision fusion-based methods Bezdek and Pal suggested the use of "some voting scheme" for CVIs [18] . Let Ψ = {1, 2, ..., n} be a vector of class labels, each corresponding to estimated cluster number from Ω. A set of class decisions d i ∈ Ψ , originating from i individual CVIs is obtained. If m ∈ Ψ is a class label, then d i = arg m max(s i (m)). Consequently, the decision fusion strategies we considered were
At first, computing the mean of decision values may seem counterintuitive. Indeed, in order for DF − A, DF − G and DF − M ed to return meaningful results, the ordered set Ω = {n 1 , n 2 , ..., n m } must be constructed so that n 1 < n 2 < ... < n m . In this situation, the fusion algorithm will compensate for overand underestimated k est , given that enough single CVI decisions are involved. In our experiments n i+1 − n i = 1 for all i, where i are indices of n in Ω. An example where decision fusion returns meaningful results is shown in Figure 1 . In Figure  1(a) , individual CVIs incorrectly return 9, 9 and 12 as the estimated number of clusters k est , respectively. In Figure 1(b) , the decision fusion strategies return DF A = DF G = 10 (correctly), and DF Mod = DF Med = 9. (b) Fig. 1 . Normalized CVI scores (a) and, fused scores using considered score-based fusion strategies (b), for ktrue = 10 clusters. In the example shown, all of the CVIs (a) and fused scores (b) point out to the incorrect number of clusters kest = 9. In this example, decision fusion strategies return DFA = 10 and DFG = 10, the correct number of clusters.
Decision rank fusion-based methods In our experiments we compared a number of decision rank fusion techniques. However, the results we obtained proved to be not competitive in comparison to other reported fusion strategies and we exclude them from this report due to space constraints.
Data generation and normalization
In order to evaluate the performance of the compared CVI fusion schemes we produced a large number of randomlygenerated datasets. This choice allowed us to fully control the clustering tendency present in the clustered data, as well as the data properties such as dimensionality n dim , number of data clusters k true and number of data points per cluster n p . We also used a clustering algorithm that suits the shape of the actual data clusters, in order to reduce the impact of incorrect clustering on the observed CVI performance. This level of control is hard to achieve using scarce real data.
For each generated dataset, its n dim , k true and n p were set. For each cluster a centroid vector and a variance vector were generated from a uniform multivariate distribution. Each mean vector was then scaled using a parameter p. So obtained, randomly generated mixture model was accepted only if all distances between the cluster centroids were greater than a threshold t (in this work t = 0.1). This procedure ensured that two or more clusters are not randomly placed on top of one another, making it hard or impossible to estimate the true number of clusters. For each cluster, n p data points were randomly generated from a Gaussian distribution with variance and mean defined by the corresponding centroid and variance vector. Finally, the data was scaled to fit into a unit hypercube with dimensionality equal to the dimensionality of the generated dataset n dim . Figure  2 shows an example of a generated 2-dimensional dataset. Evaluation method In the experiments, we compared the accuracy of the cluster number estimation procedures involving single CVIs with the procedures involving considered multi-CVI fusion approaches described in Section 3.2. For each fixed data dimensionality n dim and the number of clusters k true , we generated a batch of 100 datasets, as described in Section 4.
The normalized data from each set of the batch was clustered using the kmeans algorithm with Euclidian distance measure [8] , with the candidate number of clusters k = [2, 3, ..., 20]. The clustering was repeated 10 times for each value of k, each time using a random initialization of prototype cluster centroid positions. The clustering solution with the least mean within-cluster sum of point-to-centroid distances was selected as the best for the given k. Then, the three CVIs (s DB , s CH and s Dunn ) were computed for each k. Consequently, for each batch of data we obtained 19 sets of 3 CVI scores, which were normalized and fused using the methods described in Section 3.2. Finally, as the output for each clustered dataset we obtained a set of estimates k est of the true number of clusters, as described in Section 3.1.
In the assumed classification framework, we compared the performance of the CVIs and CVI fusion methods by computing the accuracy of assigning a correct class label to the obtained CVIs. Figure 3 shows an example of the results obtained from one data batch of 100 random datasets, with dimensionality n dim = 10, for k true = 12. Each plot shows histograms of classification labels (decisions) k est over 100 datasets, for single and fused CVIs. The histogram value corresponding to k est = k true bin label is the recorded classification accuracy for a given method of cluster number estimation. Table 1 .
Experimental results

Discussion and Conclusions
The results of the experiments reported in Section 4 show that combining CVIs is a viable way of increasing the robustness and accuracy of cluster number estimation in comparison with using a single CVI. In the reported experiments, the CVI fusion methods outperformed single CVIs in all cases, where all CVIs used in fusion were similarly accurate. An underperforming CVI often compromised the accuracy of the fusion results, as in Table 1 for n dim = 2. This effect is due to the fact that the used heuristic fusion methods have no weighting mechanism that could identify and marginalize, or decrease the contribution of the underperforming CVI in the fusion process. The detrimental effect of using an underperforming CVI was particularly pronounced in the case of the score fusion techniques.
The decision-based fusion rules showed to be in general more robust and yielded higher accuracy than the score-based fusion methods. It can be explained by the fact that for all CVIs, the deviations from their corresponding maximal value |s i (k est )−s i (k = k est )| were of different scale and therefore not comparable quantitatively. However, in the decision-based fusion this deviation is comparable qualitatively: only the information of arg k∈Ω max s i (k) is preserved.
The overall best-performing scheme in the experiments reported was the mean-rule decision fusion scheme DF A , closely followed by the DF G scheme. This result can be attributed to the fact that the decision-based schemes are capable of compensating for CVIs that over-and underestimate k est , while being insensitive to score normalization. This result shows that the individual CVIs indeed make different errors and therefore are diversified enough to merit an application of a multi-classifier fusion scheme. We anticipate that a larger number of fused CVIs would reinforce this effect.
In our experiments, the benefits of using the CVI fusion techniques became evident with the increase of the number of clusters within the hypercube, and with the increase of the dimensionality of the clustered data. In fact, as Table  1 shows, for low k true (good class separation) the benefit of using fusion is immaterial. At the same time, for high-dimensional data (n dim = 20) and high value of k true , these benefits are significant, with the DF A and DF − G schemes yielding more than double the accuracy of the best individual CVI.
The experiments reported in this paper include only a limited number of examples to support the claim that using a fusion of multiple CVIs can result in higher accuracy of cluster number estimation than using a single CVI. Obviously, a single CVI that is well-selected for the problem at hand, can produce accuracy competitive to, of higher than, the fusion result. This effect, well-known from rule-based classifier fusion, is particularly relevant if other used CVIs yield low accuracy. However, in many practical applications the shape and number of clusters is unknown, making a-priori selection of a suitable single CVI impossible. This is particularly the case if the data is of high dimensionality, cannot be easily visualized, and contains many clusters with few members each. Our results suggest that in such scenarios a fusion of CVIs for estimation of the number of clusters can be successfully applied. In the future, we intend to validate our findings using real datasets and using different clustering algorithms.
