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Abstract
The quantiﬁers found in natural language (NL) are not restricted to the absolute and
proportional types usually considered in fuzzy set theory. In order to handle the wealth
of NL quantiﬁers including quantiﬁers of exception (‘‘all except about ten’’), cardinal
comparatives (‘‘many more than’’) and others, it is necessary to consider generalized
models of fuzzy quantiﬁcation. Starting from an analysis in terms of semi-fuzzy
quantiﬁers (speciﬁcations) and fuzziﬁcation mechanisms (prototypical models), the se-
quel develops a precise notion of generalized models which rests on a formalization of
linguistic adequacy criteria. It also presents concrete examples of such models which
generalize the FG-count and OWA approaches to fuzzy quantiﬁcation. In order to let
applications proﬁt from the improved coverage and coherence of interpretations, the
sequel is especially concerned with the issue of practical implementation. It presents
eﬃcient methods for implementing the main types of quantifying propositions which
demonstrate the computational feasibility of the proposed models.
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1. Introduction
The linguistic theory of quantiﬁcation, i.e. the theory of generalized quan-
tiﬁers [1,2] (TGQ), recognizes more than 30 diﬀerent types of quantiﬁers
[3]. These quantiﬁers can be unary (like proper names in ‘‘Ronald is X ’’) or
multi-place (‘‘few’’); quantitative (like ‘‘about ten’’) or non-quantitative
(‘‘all except Lotﬁ’’); and they can be simplex (‘‘most’’) or constructed, like
‘‘Most married X ’s are Y ’s or Z’s’’. However, the linguistic theory was not
developed with fuzzy sets in mind, and its semantical analysis is essentially two-
valued.
In fuzzy set theory, there is an independent tradition of analyzing NL
quantiﬁcation in terms of so-called fuzzy quantiﬁers, which originates with
Zadeh [4]. Compared to the wealth of quantiﬁers actually found in NL,
Zadeh’s R-count and FG-count approaches to fuzzy quantiﬁcation are ra-
ther limited, however, because they only consider absolute and proportional
quantiﬁers like ‘‘about 50’’ and ‘‘most’’, respectively. The models subse-
quently developed in the fuzzy framework, including Yager’s OWA ap-
proach [5], Ralescu’s FE-count approach [6], and the cardinality-based
method of Delgado et al. [7], share the same limitation. Moreover, all of
these methods are faced with negative evidence concerning linguistic ade-
quacy [7–9].
The DFS theory of fuzzy quantiﬁcation [10,11], on which this treatise is
based, therefore replaces Zadeh’s framework with a novel analysis inspired by
the linguistic theory of generalized quantiﬁers. These models support both
approximate quantiﬁers (like ‘‘about ten’’) and fuzziness in arguments (‘‘ex-
actly ten men are tall’’), thus covering type IV quantiﬁcations in the sense of
Liu and Kerre [12].
2. A novel framework for fuzzy quantiﬁcation
In TGQ, a quantiﬁer (or ‘‘determiner’’) like ‘‘all’’ is described by a mapping
all: PðEÞ ! PðPðEÞÞ, where PðEÞ denotes the crisp powerset of the base set
E 6¼ 0. This model lets us translate a sentence like ‘‘All men are married’’ into
the membership assertion married 2 allðmenÞ, where men;married 2 PðEÞ are
the sets of men and of married persons, resp., and where allðmenÞ ¼ fY  E :
men  Y g is the set of those sets which include all the considered men. It is also
possible to use a ‘‘ﬂat’’ representation, thus modelling ‘‘all’’ by a mapping
all0 : PðEÞ2 ! f0; 1g with all0ðY1; Y2Þ ¼ 1() Y2 2 allðY1Þ () Y1  Y2. The
two descriptions can be translated into one another, but for our present
purposes, the ‘‘ﬂat’’ representation will be more readable. Thus, a (crisp)
generalized quantiﬁer is a mapping Q : PðEÞn ! f0; 1g. The apparent gener-
alization to gradual quantiﬁcations and fuzzy arguments is the following.
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Deﬁnition 1. An n-ary fuzzy quantiﬁer eQ on a base set E 6¼ ; assigns a gradual
quantiﬁcation result eQðX1; . . . ;XnÞ 2 I ¼ ½0; 1 to each choice of fuzzy subsets
X1; . . . ;Xn 2 ePðEÞ, where ePðEÞ denotes the fuzzy powerset of E.
For example, the fuzzy existential quantiﬁer e9 ¼ supflX ðeÞ : e 2 Eg will
assign the interpretation e9ðtallÞ ¼ 0:8 to the fuzzy set tall ¼ 0:8=Johnþ
0:6=Evaþ 0:1=Tom of tall people. This view of fuzzy quantiﬁers as fuzzy
second-order predicates [13, p. 756/757] avails us with an expressive class of
operators. However, deﬁning these quantiﬁers can be diﬃcult because the
familiar concept of cardinality of crisp sets is not applicable to the fuzzy sets
that form the arguments of a fuzzy quantiﬁer. For example, we can easily
deﬁne ‘‘More than 40% of the Y1’s are Y2’s’’ for crisp arguments, viz more than
40%ðY1; Y2Þ ¼ 1() jY1 \ Y2j > 0:4jY1j, but there is no obvious counterpart to
this when the arguments are fuzzy. It is therefore necessary to permit a sim-
pliﬁed speciﬁcation, however powerful enough to embed all quantiﬁers in the
sense of TGQ:
Deﬁnition 2. An n-ary semi-fuzzy quantiﬁer on a base set E 6¼ ; assigns a
gradual result QðY1; . . . ; YnÞ 2 I to all crisp subsets Y1; . . . ; Yn 2 PðEÞ.
Semi-fuzzy quantiﬁers make a better speciﬁcation medium because only
crisp inputs must be considered: The usual crisp cardinality is applicable to
their arguments, which is essential to describing the meaning of quantiﬁers. For
example, the above deﬁnition of ‘‘more than 40%’’ in terms of crisp cardi-
nalities jY1j and jY1 \ Y2j is suﬃcient to ﬁx the semi-fuzzy quantiﬁer. Another
example is Q ¼ as many as possible, which might be deﬁned by the simple
proportion QðY1; Y2Þ ¼ jY1 \ Y2j=jY1j if Y1 6¼ ; and Qð;; Y2Þ ¼ 1 otherwise. We
then have as many as possibleðfJohn;Eva;Tomg, fJohn;TomgÞ ¼ 2
3
.
It should be pointed out that unlike existing proposals, semi-fuzzy quanti-
ﬁers are suited for specifying fuzzy quantiﬁers of arbitrary types. This is pos-
sible because the deﬁnition of semi-fuzzy quantiﬁers makes no assumptions
whatsoever on the speciﬁc role of a given argument to the quantiﬁer. Thus, all
details concerning the intended argument structure must be encoded as part
of the speciﬁcation.
An interpretation mechanism is used to associate these speciﬁcations with
their matching fuzzy quantiﬁers.
Deﬁnition 3. A quantiﬁer fuzziﬁcation mechanism (QFM) F assigns to each
semi-fuzzy quantiﬁer a fuzzy quantiﬁerFðQÞ with the same arity and base set.
The fuzzy quantiﬁer FðQÞ determined from the speciﬁcation Q can then be
applied to fuzzy arguments. Assuming a ‘good’ choice of F, i.e. a plausi-
ble model of fuzzy quantiﬁcation, this method will result in meaningful
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interpretations for type IV quantiﬁcations involving approximate quantiﬁers
and fuzzy arguments [12]. The following deﬁnition introduces a ﬁrst example
of a QFM:
MCXðQÞðX1; . . . ;XnÞ ¼ supfQLV ;W ðX1; . . . ;XnÞ : V1  W1; . . . ; Vn  Wng;
where
QLV ;W ðX1; . . . ;XnÞ¼minðNV ;W ðX1; . . . ;XnÞÞ; inffQðY1; . . . ;YnÞ : Vi  YiWig;
NV ;W ðX1; . . . ;XnÞ¼min
n
i¼1
minðinfflXiðeÞ : e2 Vig; inff1lXiðeÞ : e 62WigÞ:
Here, QLV ;W is the lower bound on all quantiﬁcation results QðY1; . . . ; YnÞ for
crisp sets in the range Vi  Yi  Wi , conjunctively restricted by the degree
NV ;W ðX1; . . . ;XnÞ to which the assertion ‘‘Xi  Xi  Wi ’’ holds for the fuzzy Xi’s.
The global result ofMCX is then obtained by maximizing over all possible crisp
ranges V1  W1; . . . ; Vn  Wn.
As we shall see later, the model is very well behaved. Before discussing
speciﬁc properties ofMCX and studying further examples of QFMs, however,
we shall consider some basic quality criteria for models of fuzzy quantiﬁcation.
The formalization of a large number of linguistic desiderata and the subsequent
extraction of a compact description converged into the following system of six
basic criteria.
(Z-1) Correct generalization. For all crisp arguments Y1; . . . ; Yn 2 PðEÞ, we re-
quire that FðQÞðY1; . . . ; YnÞ ¼ QðY1; . . . ; YnÞ. Rationale: A semi-fuzzy
quantiﬁer Q is deﬁned only for crisp arguments, while FðQÞ accepts
fuzzy arguments. If all arguments are crisp, Q and FðQÞ must match.
This elementary criterion explains why the QFM C ¼ 0 const., which
has Cð9ÞðfegÞ ¼ 0 6¼ 1 ¼ 9ðfegÞ for the existential quantiﬁer, is a bad
model of fuzzy quantiﬁcation. When combined with the other axioms,
the condition can be restricted to quantiﬁers of arity n6 1.
(Z-2) Membership assessment. The bivalued quantiﬁer deﬁned by peðY Þ ¼ 1 if
e 2 Y and peðY Þ ¼ 0 otherwise for crisp Y , has the obvious fuzzy coun-
terpart ~peðX Þ ¼ lX ðeÞ for fuzzy subsets of E. We require that
FðpeÞ ¼ ~pe. Rationale: Membership assessment (crisp or fuzzy) can be
modelled through quantiﬁers. It is natural to require that the crisp quan-
tiﬁer pe be mapped to ~pe, which serves the same purpose in the fuzzy
case. For example, the quantiﬁer john ¼ pJohn with johnðY Þ ¼ 1 ()
John 2 Y should be mapped to FðjohnÞ ¼ ~pJohn with ~pJohnðX Þ ¼
lX ðJohnÞ.
The constructions considered next depend on the fuzzy complement and
union. Thiele [14] has shown that various plausible choices of fuzzy existential
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quantiﬁers exist, which are tied to a fuzzy disjunction (and hence, union).
Consequently, we must allow some variability here. The fuzzy connectives
which best match the behaviour of a QFM on quantiﬁers, called its induced
connectives, are obtained from a canonical construction.
Deﬁnition 4. The induced fuzzy truth function fFðsÞ : In ! I of a ‘‘semi-fuzzy’’
truth function s : f0; 1gn ! I is deﬁned by fFðsÞ ¼Fðs  qÞ  eg, where
qðY Þ ¼ ðq1; . . . ; qnÞ with qi ¼ 1 if i 2 Y , and qi ¼ 0 else for all Y 2
Pðf1; . . . ; ngÞ, and l~gðx1;...;xnÞðiÞ ¼ xi for all ðx1; . . . ; xnÞ 2 In, i 2 f1; . . . ; ng.
Whenever F is understood, we abbreviate e_ ¼ fFð_Þ, e: ¼ fFð:Þ, etc. The
induced connectives extend to fuzzy set operations in the usual ways, e.g.
l
~:X ðeÞ ¼ e:lX ðeÞ for complement, lX1e[X2ðeÞ ¼ lX1ðeÞ e_ lX2ðeÞ for union.
(Z-3) Dualisation. F is compatible with dualisation, i.e. FðQ0ÞðX1; . . . ;XnÞ ¼e:FðQÞðX1; . . . ;Xn1; e:XnÞ for all Xi 2 ePðEÞ whenever Q0ðY1; . . . ; YnÞ ¼e:QðY1; . . . ; Yn1;:YnÞ for all crisp Y1; . . . ; Yn 2 PðEÞ. Rationale: The
meaning of a sentence like ‘‘At least 30% of the A’s are B’s’’ should co-
incide with that of ‘‘Not more than 70% of the A’s are B’s’’.
(Z-4) Union.F must preserve unions of arguments, i.e.FðQ0ÞðX1; . . . ;Xnþ1Þ ¼
FðQÞðX1; . . . ;Xn1;Xn e[Xnþ1Þ for all Xi 2 ePðEÞ if Q0ðY1; . . . ; Ynþ1Þ ¼
QðY1; . . . ; Yn1; Yn [ Ynþ1Þ for all crisp Yi 2 PðEÞ. Rationale: ‘‘All A’s are
B’s’’ should mean ‘‘All things are either not A’s or B’s’’. The compatibil-
ity with union is also needed to connect the behaviour of the model for
quantiﬁers of diﬀerent arities, thus contributing to the overall coherence
of interpretations.
(Z-5) Monotonicity in arguments.F must preserve monotonicity in arguments,
i.e. if Q is non-decreasing/non-increasing in the ith argument, thenFðQÞ
has the same property. (A quantiﬁer is said to be non-decreasing in the
ith argument if Yi  Y 0i always results in QðY1; . . . ; YnÞ6QðY1; . . . ; Yi1;
Y 0i ; Yiþ1; . . . ; YnÞ independently of the Yi’s; similarly for non-increasing
quantiﬁers where ‘‘6’’ is replaced with ‘‘P’’.) Rationale: The statement
‘‘Many men have daughters’’ should be stronger than ‘‘Many men have
children’’; ‘‘No dog is married or divorced’’ should entail ‘‘No dog is
married’’, etc. The preservation of monotonicity properties is essential
to the validity of similar inferences for fuzzy arguments like ‘‘young’’,
‘‘tall’’, etc. When combined with the other axioms, the condition can
be restricted to the case that Q is non-increasing in its nth argument.
The last criterion to be stated requires the extension of mappings f : E ! E0
to fuzzy powerset mappings f 0 : ePðEÞ ! ePðE0Þ. The usual way of doing this
is by applying the standard extension principle. The extension f 0 ¼ ^^f then
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becomes l^^f ðX Þðe0Þ ¼ supflX ðeÞ : e 2 E; f ðeÞ ¼ e0g for e0 2 E0. Due to the close
relationship between the extension principle and existential quantiﬁcation,
we must admit other choices, which match the existential quantiﬁers Fð9Þ
of F.
Deﬁnition 5. The induced extension principle of F, denoted cF, maps f to the
extension f 0 ¼ cFðf Þ deﬁned by lbFðf ÞðX Þðe0Þ ¼Fðpe0  f^ Þ, where f^ is the crisp
image mapping f^ ðY Þ ¼ ff ðeÞ : e 2 Y g for all Y 2 PðEÞ.
Functional application. F must admit ‘‘functional application’’, i.e.
FðQ0ÞðX1; . . . ;XnÞ ¼FðQÞðcFðf1ÞðX1Þ; . . . ;cFðfnÞðXnÞÞ, provided that Q0 is de-
ﬁned by Q0ðY1; . . . ; YnÞ ¼ Qðf^1ðY1Þ; . . . ; f^nðYnÞÞ. Rationale: This abstract axiom
connects the behaviour of F for quantiﬁers on diﬀerent base sets and hence
ensures the cross-domain coherence of interpretations.
The following deﬁnition summarizes these requirements on a generalized
model.
Deﬁnition 6. A QFM F which satisﬁes (Z-1) to (Z-6) is called a determiner
fuzziﬁcation scheme (DFS).
Those models which induce the standard negation :x ¼ 1 x and the
standard extension principle are called standard DFSes. They constitute a
natural class of standard models of fuzzy quantiﬁcation. (Our ﬁrst example is
the model MCX introduced above.)
3. Properties of the generalized models
Let us now discuss some properties of every DFS which justify the proposed
class of models. If F is a DFS, then
• F induces a reasonable set of fuzzy propositional connectives, i.e. e: is a
strong negation, e^ is a t-norm, e_ is an s-norm, etc.
• Fð8Þ is a T -quantiﬁer andFð9Þ is an S-quantiﬁer in the sense of Thiele [14].
• F is compatible with the negation of quantiﬁers. Hence FðQ0ÞðX1; . . . ;
XnÞ ¼ e:FðQÞðX1; . . . ;XnÞ is valid provided that Q0ðY1; . . . ; YnÞ ¼ e:QðY1;
. . . ; YnÞ be valid. For example, ‘‘At least 30% of the A’s are B’s’’ and ‘‘Not
less than 30% of the A’s are B’s’’ are assigned the same interpretation.
• F is compatible with the formation of antonyms. Hence FðQ0ÞðX1; . . . ;
XnÞ ¼FðQÞðX1; . . . ;Xn1; e:XnÞ whenever Q0ðY1; . . . ; YnÞ ¼ QðY1; . . . ; Yn1;
:YnÞ for all crip Y1; . . . ; Yn. For example, the meanings of ‘‘Every tall men
is bald’’ and ‘‘No tall men is not bald’’ coincide in every DFS.
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• F admits intersections, i.e. FðQ0ÞðX1; . . . ;Xnþ1Þ ¼FðQÞðX1; . . . ;Xn1;
Xn e\Xnþ1Þ provided that Q0ðY1; . . . ; Ynþ1Þ ¼ QðY1; . . . ; Yn1; Yn \ Ynþ1Þ for all
crisp arguments. Hence the meanings of ‘‘Two A’s are B’s’ and ‘‘There are
two (A and B)’s’’ coincide, e.g. ‘‘Two children are naughty’’ vs. ‘‘There
are two naughty children’’.
• F is compatible with argument permutations, i.e. FðQ0ÞðX1; . . . ;XnÞ ¼
FðQÞðXbð1Þ; . . . ;XbðnÞÞ whenever Q0ðY1; . . . ; YnÞ ¼ QðYbð1Þ; . . . ; YbðnÞÞ, where b
is a permutation of f1; . . . ; ng. In particular, symmetry properties of a quan-
tiﬁer are preserved underF. Hence the meanings of ‘‘About 50 women are
blonde’’ and ‘‘About 50 blonde are women’’ coincide in every DFS.
• F admits argument insertion, i.e. FðQ0ÞðX1; . . . ;XnÞ ¼FðQÞðX1; . . . ;Xn;AÞ
whenever Q0ðY1; . . . ; YnÞ ¼ QðY1; . . . ; Yn;AÞ, for a ﬁxed crisp argument
A 2 PðEÞ. For example, the meanings of ‘‘Many (married B)’s are C’s’’
and ‘‘(Many married) B’s are C’s’’ coincide in F.
Typical NL quantiﬁers like ‘‘almost all’’, ‘‘about 50’’ or ‘‘a few’’ are quanti-
tative, but some cases like ‘‘John’’, ‘‘all except Lotﬁ’’ or ‘‘most married’’ are
not. Quantitativity means automorphism-invariance, i.e. Q does not depend on
speciﬁc individuals in E, or formally: QðY1; . . . ; YnÞ ¼ QðbbðY1Þ; . . . ; bbðYnÞÞ for
all bijections b : E ! E and all choices of the Yi’s. 1 Every DFS maps quanti-
tative semi-fuzzy quantiﬁers to quantitative and non-quantitative to non-
quantitative fuzzy quantiﬁers. For ‘‘There are two X ’s’’, which is quantitative,
we thus obtain Fðthere are twoÞð0:9=aþ 0:4=bÞ ¼Fðthere are twoÞð0:4=aþ
0:9=bÞ. The exact deﬁnition of the above criteria and a discussion of further
properties can be found in [11].
4. Examples of generalized models
Now that the basic properties of a DFS are understood, we shall consider
concrete examples of these generalized models. To this end, a general con-
structive principle will be introduced which covers a broad class of models
including MCX. The construction is based on the cut range TcðX Þ ¼
fY  E : Xminc  Y  Xmaxc g  PðEÞ of a fuzzy subset X at the cutting level
c 2 I, which corresponds to a symmetric, three-valued cut of X at c. Here Xminc
and Xmaxc denote
Xminc ¼
XP 1
2
þ1
2
c : c 2 ð0; 1;
X>1
2
: c ¼ 0;

Xmaxc ¼
X>1
2
1
2
c : c 2 ð0; 1;
XP 1
2
: c ¼ 0;

ð1Þ
1 We shall see in Th-11 below that for ﬁnite E, the quantitative semi-fuzzy quantiﬁers are exactly
those quantiﬁers deﬁnable in terms of cardinalities.
I. Gl€ockner / Internat. J. Approx. Reason. 37 (2004) 93–126 99
based on the a-cut XP a ¼ fe 2 E : lX ðeÞP ag and strict a-cut X>a ¼ fe 2
E : lX ðeÞ > ag. We now introduce a pair of mappings
>Q;X1;...;XnðcÞ ¼ sup SQ;X1;...;XnðcÞ and ?Q;X1;...;Xn ðcÞ ¼ inf SQ;X1;...;XnðcÞ;
which specify upper and lower bounds on the quantiﬁcation results obtained
for all choices of the Yi in the cut ranges, i.e. on the set of all supervaluation
alternatives
SQ;X1;...;XnðcÞ ¼ fQðY1; . . . ; YnÞ : ðY1; . . . ; YnÞ 2TcðX1; . . . ;XnÞg;
where TcðX1; . . . ;XnÞ ¼ fðY1; . . . ; YnÞ : Y1 2TcðX1Þ; . . . ; Yn 2TcðXnÞg. The re-
sults for all c’s must then be aggregated. One apparent way to accomplish this is by
means of averaging and integration. We then obtain the following modelFowa:
FowaðQÞðX1; . . . ;XnÞ ¼ 1
2
Z 1
0
>Q;X1;...;XnðcÞdcþ
1
2
Z 1
0
?Q;X1;...;Xn ðcÞdc:
It is also possible to use the fuzzy median,
med1
2
ðu1; u2Þ ¼
minðu1; u2Þ : minðu1; u2Þ > 1
2
;
maxðu1; u2Þ : maxðu1; u2Þ < 1
2
;
1
2
: else
8>>><>>>:
for all u1; u2 2 I, to combine the upper and lower bounds into
CQ;X1;...;XnðcÞ ¼ med12ð>Q;X1;...;XnðcÞ; ?Q;X1;...;Xn ðcÞÞ
for all c 2 I. Again eliminating the cutting parameter by integration, we obtain
another model M:
MðQÞðX1; . . . ;XnÞ ¼
Z 1
0
CQ;X1;...;XnðcÞdc:
Our former example,MCX, can also be expressed in terms of CQ;X1;...;Xn , see [11,
p. 210]. However its above deﬁnition in terms of QLV ;W is more compact.
The three models introduced so far are standard DFSes and thus exhibit all
the properties listed above. Moreover, the models are practical, i.e. robust
against slight variations in the quantiﬁer and its arguments. For comparing the
models, we notice thatMCX consistently generalizes the Sugeno integral,while
Fowa extends the Choquet integral. Hence for a non-decreasing quantiﬁer
Q : PðEÞ ! I, we have:
ðSÞ
Z
X dQ ¼MCXðQÞðX Þ;
ðChÞ
Z
X dQ ¼
Z 1
0
QðXP aÞda ¼FowaðQÞðX Þ:
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In particular,MCX generalizes Zadeh’s basic FG-count method [4], and Fowa
Yager’s basic OWA method [5] deﬁned for non-decreasing unary quantiﬁers.
Unlike the earlier methods, however, MCX and Fowa also accept non-quanti-
tative, non-monotonic and multiplace quantiﬁers.
The modelMCX is strongest from a linguistic perspective and the preferred
choice for all applications that need to capture NL semantics (e.g. for linguistic
data summarization). For example, consider a quantiﬁer Q : PðEÞn ! I which
is convex in its ith argument, i.e. Yi  Y 0i  Y 00i entails that
QðY1; . . . ; Yi1; Y 0i ; Yiþ1; . . . ; YnÞP minðQðY1; . . . ; YnÞ;
QðY1; . . . ; Yi1; Y 00i ; Yiþ1; . . . ; YnÞÞ:
For absolute convex quantiﬁers like ‘‘about 50’’ or ‘‘between 20 and 30’’,MCX
will preserve the above convexity property. Hence the inference from ‘‘About
50 children are playing’’ and ‘‘About 50 very young children are playing’’ to
the conclusion ‘‘About 50 young children are playing’’ is valid inMCX, but not
necessarily in M or Fowa. Compared to MCX and M, the model Fowa, by
contrast, is more discriminative when the arguments are very fuzzy. In these
cases, the model can be preferable to M and MCX although it lacks certain
properties of the these models, like the intuitive criterion of propagating
fuzziness, i.e. compatibility with Mukaidono’s ambiguity relation [15]. Finally,
the modelM represents some kind of trade-oﬀ between Fowa andMCX. Like
Fowa, it abstracts from the cutting parameter by integration; but likeMCX, it is
deﬁnable in terms of CQ;X1;...;Xn , and thus based on the fuzzy median rather than
the arithmetic mean.
The models Fowa, M and MCX are only prototypes of a larger class. The
total class of models deﬁnable by FnðQÞðX1; . . . ;XnÞ ¼ nð>Q;X1;...;Xn ; ?Q;X1;...;XnÞ
is precisely known and the necessary and suﬃcient conditions on n have al-
ready been formalized which ensure that Fn be a standard DFS. For details
and a thorough discussion of the models, see [11].
5. The computational analysis of general quantiﬁers
Compared to existing work on fuzzy quantiﬁcation, the new models Fowa,
M andMCX cover a much broader class of quantiﬁers. Moreover, the models
comply with the essential logical and linguistic desiderata. In order to let
applications proﬁt from these improvements, it will now be shown how the
quantiﬁers of interest can be implemented in the prototypical models.
These models are deﬁned by FnðQÞðX1; . . . ;XnÞ ¼ nð>;?Þ, where >ðcÞ ¼
>Q;X1;...;XnðcÞ and ?ðcÞ ¼?Q;X1;...;Xn ðcÞ depend on a continuous range of cut levels
c 2 I. An implementation on digital computers, however, can only consider a
ﬁnite sample of cut levels C ¼ fc0; . . . ; cmg, along with the corresponding
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results of > and ? at these levels. Hence let us focus on the set of relevant
three-valued cut levels for X1; . . . ;Xn, which is also ﬁnite if the base set is ﬁnite:
CðX1; . . . ;XnÞ¼ 2lXiðeÞ

1 : lXiðeÞP
1
2

[ 1

2lXiðeÞ : lXiðeÞ<
1
2

[f0;1g:
Theorem 7. Let fc0; . . . ; cmg  CðX1; . . . ;XnÞ be a finite sample of cutting
parameters with 0 ¼ c0 < c1 <    < cm1 < cm ¼ 1. Then FnðQÞðX1; . . . ;XnÞ
only depends on:
>j ¼ >Q;X1;...;XnðcjÞ and ?j¼?Q;X1;...;Xn ðcjÞ; cj ¼
cj þ cjþ1
2
for j ¼ 0; . . . ;m 1.
In fact, >ðcÞ and ?ðcÞ reduce to simple step functions which are locally
equal to >j or ?j in each open interval ðcj; cjþ1Þ, j 2 f0; . . . ;m 1g. The value
of the step function at the interval boundaries will not aﬀect the resulting
quantiﬁcation.
As a prerequisite of implementing quantiﬁers in the models, the prototypical
examples will now be expressed as a function of the cutting levels
0 ¼ c0 < c1 <    < cm1 < cm ¼ 1 and the ﬁnite sample of >j, ?j for
j 2 f0; . . . ;m 1g.
Theorem 8. Let Q : PðEÞn ! I, X1; . . . ;Xn 2 ePðEÞ and fc0; . . . ; cmg 
CðX1; . . . ;XnÞ with 0 ¼ c0 < c1 <    < cm1 < cm ¼ 1 be given. Then
FowaðQÞðX1; . . . ;XnÞ ¼ 1
2
Xm1
j¼0
ðcjþ1  cjÞð>jþ ?jÞ:
To reformulateM andMCX, let Cj ¼ med1
2
ð>j;?jÞ, J  ¼ fj 2 f0; . . . ;m 1g :
Cj ¼ 12g and
j ¼ min J
 : J  6¼ ;;
m : J  ¼ ;:

Theorem 9. Let Q : PðEÞn ! I, X1; . . . ;Xn 2 ePðEÞ and fc0; . . . ; cmg  CðX1; . . . ;
XnÞ with 0 ¼ c0 < c1 <    < cm1 < cm ¼ 1 be given. Then
MðQÞðX1; . . . ;XnÞ ¼
Pj1
j¼0 ðcjþ1 cjÞ ?j
 
þ 1
2
ð1 cjÞ : ?0 >
1
2
;
1
2
: ?0 6 1
2
6>0;Pj1
j¼0 ðcjþ1 cjÞ>j
 
þ 1
2
ð1 cjÞ : >0 <
1
2
;
8>>>><>>>:
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where
J  ¼ j 2 f0; . . . ;m

 1g : Cj ¼ 1
2

;
j ¼ min J
 : J  6¼ ;;
m : J  ¼ ;:

Theorem 10. Let Q : PðEÞn ! I, X1; . . .Xn 2 ePðEÞ and 0 ¼ c0 < c1 <    <
cm1 < cm ¼ 1 with CðX1; . . . ;XnÞ  fc0; . . . ; cmg be given. For j 2 f0; . . . ;m 1g
let Bj ¼ 2?j 1 if C0P 12 and Bj ¼ 1 2>j otherwise. Further letbJ ¼ fj 2 f0; . . . ;m 1g : Bj6 cjþ1g and b| ¼ min bJ . Then
MCXðQÞðX1; . . . ;XnÞ ¼
1
2
þ 1
2
maxðc|^;B|^Þ : ?0 >
1
2
;
1
2
: ?0 6 1
2
6>0;
1
2
 1
2
maxðc|^;B|^Þ : >0 <
1
2
:
8>>>><>>>>:
In principle, this reformulation makes it possible to implement quantiﬁers in
the models. By subsequent reﬁnements, the basic analysis will now be devel-
oped into practical algorithms.
6. Reﬁnement for quantitative quantiﬁers
In the above formulas for evaluating quantifying propositions in the models,
there is some underspeciﬁcation as to the precise way in which >j and ?j will
be computed. In the na€ıve approach, these components are computed directly
by an exhaustive search of the maximum and minimum >j ¼ max Sj and
?j¼ min Sj of the supervaluation set Sj ¼ fQðY1; . . . ; YnÞ : ðY1; . . . ; YnÞ 2
TcjðX1; . . . ;XnÞg. However, the ‘‘brute-force’’ method becomes impractical for
domains of realistic size. A practical solution is only possible if the maximum
and minimum of Sj can be computed without explicitly inspecting every
ðY1; . . . ; YnÞ 2TcjðX1; . . . ;XnÞ.
The basic idea here is that of utilizing the regularities of typical NL quan-
tiﬁers to eliminate computational redundancy. Speciﬁcally, the property that
we will exploit is that of quantitativity (automorphism-invariance). It is true
that certain NL quantiﬁers, like ‘‘John’’ or ‘‘all except Zadeh’’, are not
quantitative. In technical applications, however, fuzzy quantiﬁers are typically
used for quantitative aggregation and summarization. Thus, virtually all
quantiﬁers of practical relevance are indeed quantitative.
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It is well-known from TGQ that the quantitative two-valued quantiﬁers on
ﬁnite base sets are exactly those quantiﬁers which can be computed from the
cardinalities of the arguments and their Boolean combinations [2, p. 471].
Theorem 11. A semi-fuzzy quantifier on finite E is quantitative exactly if there
exist Boolean combinations U1ðY1; . . . ; YnÞ; . . . ;UKðY1; . . . ; YnÞ and a mapping
q : f0; . . . ; jEjgK ! I such that
QðY1; . . . ; YnÞ ¼ qðjU1ðY1; . . . ; YnÞj; . . . ; jUKðY1; . . . ; YnÞjÞ
for all Y1; . . . ; Yn 2 PðEÞ.
For example, the quantitative unary quantiﬁers on ﬁnite base sets are ex-
actly those quantiﬁers which depend on cardinality information only:
Theorem 12. A unary semi-fuzzy quantifier Q : PðEÞ ! I on a finite base set
E 6¼ ; is quantitative if and only if there exists a mapping q : f0; . . . ; jEjg ! I
such that QðY Þ ¼ qðjY jÞ for all Y 2 PðEÞ. q is defined by qðjÞ ¼ QðYjÞ for
j 2 f0; . . . ; jEjg, where Yj 2 PðEÞ is a subset with jYjj ¼ j.
Some quantitative quantiﬁers along with the Boolean combinations which
permit their cardinality-based description are shown in Table 1.
In general, the number of Boolean expressions required to express a quan-
titative quantiﬁer of arity n is bounded by 2n. However, the regular structure of
actual NL quantiﬁers allows substantial simpliﬁcations. In particular, most NL
quantiﬁers are conservative, i.e. QðY1; Y2Þ ¼ QðY1; Y1 \ Y2Þ for Y1; Y2 2 PðEÞ.
Rather than four Boolean combinations, it is then only two needed for the
cardinality-based description of the quantiﬁer.
Theorem 13. Let Q : PðEÞ2 ! I be quantitative, E 6¼ ; finite. If Q is conservative,
then QðY1; Y2Þ is fully determined by jY1j and jY1 \ Y2j.
The exception quantiﬁer ‘‘all except three’’, for example, can be expressed
in terms of jY1j and jY1 \ Y2j because jY1 \ :Y2j ¼ jY1j  jY1 \ Y2j. In fact, all
two-place quantiﬁers listed in Table 1 are conservative.
Table 1
Examples of quantitative quantiﬁers
Quantiﬁer Type q depends on
There are at least two Y ’s Unary quantitative jY j
At least two Y1’s are Y2’s Absolute jY1 \ Y2j
About 60% of the Y1’s are Y2’s Proportional jY1j, jY1 \ Y2j
All except three Y1’s are Y2’s Exception jY1 \ :Y2j
Many more Y1’s than Y2’s are Y3’s Cardinal comparative jY1 \ Y3j, jY2 \ Y3j
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The cardinality-based description of a quantiﬁer is the key tool to speed up
the computation of >j and ?j. To see how this works, suppose that Q is
quantitative with representation
QðY1; . . . ; YnÞ ¼ qðc1; . . . ; cKÞ;
c1 ¼ jU1ðY1; . . . ; YnÞj; . . . ; cK ¼ jUKðY1; . . . ; YnÞj:
We observe that the supervaluation set Sj ¼ SQ;X1;...;XnðcjÞ can now be computed
directly from q, viz
Sj ¼ fQðY1; . . . ; YnÞ : ðY1; . . . ; YnÞ 2TcjðX1; . . . ;XnÞg
¼ fqðc1; . . . ; cKÞ : ðc1; . . . ; cKÞ 2 Rjg;
where the relation Rj ¼ RU1;...;UKcj ðX1; . . . ;XnÞ  f0; . . . ; jEjg
K
of admissible car-
dinalities is
Rj¼fðjU1ðY1; . . . ;YnÞj; . . . ; jUKðY1; . . . ;YnÞjÞ : ðY1; . . . ;YnÞ 2TcjðX1; . . . ;XnÞg:
ð2Þ
The computation of the derived coeﬃcients >j and ?j can hence be reduced
to simple calculations on cardinal numbers:
>j ¼ maxfqðc1; . . . ; cKÞ : ðc1; . . . ; cKÞ 2 Rjg;
?j¼ minfqðc1; . . . ; cKÞ : ðc1; . . . ; cKÞ 2 Rjg:
In other words, we no longer need to consider every individual choice of
ðY1; . . . ; YnÞ 2TcjðX1; . . . ;XnÞ to determine >j and ?j. By contrast, each
representative ðc1; . . . ; cKÞ 2 Rj will cover the whole class of those ðY1; . . . ;
YnÞ 2TcjðX1; . . . ;XnÞ which have c1 ¼ jU1ðY1; . . . ; YnÞj; . . . ; cK ¼ jUKðY1; . . . ;
YnÞj, thus eliminating redundant computations. This approach will only be
useful if the relation Rj, in turn, can be computed eﬃciently, i.e. in a way which
short-cuts the explicit inspection of every supervaluation candidate
ðY1; . . . ; YnÞ 2TcjðX1; . . . ;XnÞ. The next theorem asserts that this is indeed
possible.
Theorem 14. For every quantitative Q : PðEÞn ! I on a finite base set E 6¼ ;, the
relation Rj can always be computed from the upper and lower cardinality bounds
ur ¼ jZrjmaxc and ‘r ¼ jZrjminc , r 2 f1; . . . ; Lg, c ¼ cj of Boolean combinations Z1 ¼
W1ðX1; . . . ;XnÞ; . . . ;ZL ¼ WLðX1; . . . ;XnÞ of the arguments X1; . . . ;Xn, the choice
of which depends on the quantifier. 2
2 Abbreviations jZrjminc ¼ jðZrÞminc j and jZrjmaxc ¼ jðZrÞmaxc j are used for convenience. It is assumed
that the standard fuzzy intersection and negation will be used to form these Boolean combinations.
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It is not a trivial task to determine a suitable choice of W1; . . . ;WL for a
quantiﬁer of interest, and to give an explicit description of Rj in terms of the
resulting cardinality coeﬃcients ‘1; . . . ; ‘L and u1; . . . ; uL. A general solution to
this problem which can be used to analyze arbitrary types of quantiﬁers
is presented in Appendix A to this sequel. Here we shall conﬁne ourselves to a
few instructive cases.
The ﬁrst example are quantitative unary quantiﬁers like ‘‘there are about
50’’, which can be expressed as QðY Þ ¼ qðcÞ, c ¼ jY j. We then have L ¼ 1,
WðX Þ ¼ X , and Rj ¼ fc : ‘6 c6 ug for ‘ ¼ jX jmincj , u ¼ jX j
max
cj
. Here, the same
Boolean combination (i.e., identity) is used in the crisp and fuzzy cases. In
general, however, the W1; . . . ;WL needed to ﬁx Rj will usually be diﬀerent from
the U1; . . . ;UK used to describe Q. In particular, the number of Wr’s required
for arbitrary quantiﬁers is now bounded by L6 3n (as opposed to 2n for the
Uk’s). However, this is only a worst-case analysis and for actual NL quantiﬁers,
two to four Boolean combinations seem to be suﬃcient in most cases. The
potential for simpliﬁcation can be demonstrated for conservative quantiﬁers
where U1ðY1; Y2Þ ¼ Y1, U2ðY1; Y2Þ ¼ Y1 \ Y2, i.e. c1 ¼ jY1j, c2 ¼ jY1 \ Y2j and
hence
Rj ¼ fðjY1j; jY1 \ Y2jÞ : ðY1; Y2Þ 2TcjðX1;X2Þg:
Theorem 15. For conservative quantifiers,
Rj ¼ fðc1; c2Þ : ‘16 c16 u1; maxð‘2; c1  u3Þ6 c26 minðu2; c1  ‘3Þg;
where ‘r ¼ jZrjmincj and ur ¼ jZrj
max
cj
are obtained from Z1 ¼ X1, Z2 ¼ X1 \ X2,
Z3 ¼ X1 \ :X2.
To sum up, the use of cardinality coeﬃcients ‘r and ur sampled from Boolean
combinations WrðX1; . . . ;XnÞ eliminates any reference to the individual alter-
natives ðY1; . . . ; YnÞ 2TcjðX1; . . . ;XnÞ in the cut ranges. The analysis of con-
servative quantiﬁers, in particular, will be very useful for developing an eﬃcient
implementation of proportional quantiﬁers.
7. Computation of the cardinality coeﬃcients
The cardinality coeﬃcients ‘ðjÞ ¼ ‘rðjÞ and uðjÞ ¼ urðjÞ for a given
Z ¼ Zr 2 fZ1; . . . ; ZLg are deﬁned by ‘ðjÞ ¼ jZjmincj and uðjÞ ¼ jZj
max
cj
, i.e. ‘ðjÞ ¼
jZP 1
2
þ1
2
cj
j, uðjÞ ¼ jZ>1
2
1
2
cj
j by (1) because cj > 0. It is cumbersome to compute
these a-cuts and subsequently determine the cardinality for each cj,
j 2 f0; . . . ;m 1g. Rather than computing the coeﬃcients ‘ðjÞ and uðjÞ in each
iteration j ¼ 0; . . . ;m 1 from scratch, it would be advantageous to have a
simple update rule which computes the values of these coeﬃcients in the cur-
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rent iteration, i.e. ‘ðjÞ and uðjÞ, from their respective values in the previous
iteration, i.e. from ‘ðj 1Þ and uðj 1Þ. To accomplish this, it is necessary to
pre-compute the histogram of Z, which gives a summary of its cardinality
information:
Deﬁnition 16. The histogram HistZ : ½0; 1 ! N of a fuzzy set Z 2 ePðEÞ, E
ﬁnite, is deﬁned by
HistZðvÞ ¼ jfe 2 E : lZðeÞ ¼ vgj for all v 2 ½0; 1:
For a given sample of cut levels C ¼ fc0; . . . ; cmg  CðZÞ with 0 ¼ c0 < c1 <
   < cm1 < cm ¼ 1, the histogram will be split into two j-indexed mappings
Hþ;H : f0; . . . ;mg ! N which cover the ‘‘upper’’ and ‘‘lower’’ half of [0,1],
i.e.
HþðjÞ ¼ HistX 1
2

þ 1
2
cj

¼ e 2 E : lX ðX ÞðeÞ
 ¼ 12þ 12 cj
; ð3Þ
HðjÞ ¼ HistX 1
2

 1
2
cj

¼ e 2 E : lX ðeÞ
 ¼ 12 12 cj
: ð4Þ
Theorem 17. Based on Hþ and H, the cardinality coefficients ‘ðjÞ ¼ ‘rðjÞ and
uðjÞ ¼ urðjÞ can be computed as follows.
‘ð0Þ ¼
Xm
k¼1
HþðkÞ uð0Þ ¼ ‘ð0Þ þ Hþð0Þ for j ¼ 0;
‘ðjÞ ¼ ‘ðj 1Þ HþðjÞ uðjÞ ¼ uðj 1Þ þHðjÞ for j 2 f1; . . . ;m 1g:
Thus, we can eﬃciently compute the cardinality coeﬃcients ‘1; . . . ; ‘L and
u1; . . . ; uL for Z1; . . . ; ZL after a pre-computation of Hþr , H

r for each of the Zr’s.
8. Implementation of unary quantiﬁers
This section ﬁnally puts the pieces together, by presenting the complete
algorithms for evaluating sentences involving quantitative unary quantiﬁers
like ‘‘There are about 50 Y ’s’’. Hence let Q : PðEÞ ! I be such a quantiﬁer and
X 2 ePðEÞ. We know from Th-7 that the quantiﬁcation result can be computed
from quantities >j, ?j sampled from CðX Þ ¼ fc0; . . . ; cmg where 0 ¼ c0 <
c1 <    < cm ¼ 1. The quantities >j and ?j can then be expressed as functions
qmax; qmin of the cardinality coeﬃcients uðjÞ ¼ jX jmaxcj and ‘ðjÞ ¼ jX j
min
cj
sampled
from X , i.e.
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>j ¼ qmaxð‘; uÞ ¼ maxfqðcÞ : ‘6 c6 ug;
?j¼ qminð‘; uÞ ¼ minfqðcÞ : ‘6 c6 ug
and theorem Th-17 shows how to compute ‘ and u from Hþ and H. We
therefore pre-compute the sequence of cj’s and the mappings H
þ and H which
represent the histogram of X . Starting with j ¼ 0, the algorithms enter a main
loop which increments j in each iteration. This lets us compute the current
value of the cardinality bounds ‘ ¼ jX jmincj and u ¼ jX j
max
cj
as described by Th-
17. The speciﬁcs of computation within the main loop depend on the analysis
ofFowa,M andMCX given in Th-8, Th-9 and Th-10. The complete algorithms
for implementing quantitative unary quantiﬁers in the three models are shown
in Tables 2, 3 and 4 respectively.
The computation of >j ¼ qmaxð‘; uÞ and ?j¼ qminð‘; uÞ can be further opti-
mized according to the monotonicity type of Q. If the quantiﬁer is convex (like
‘‘there are about 50’’), then the formulas for qmin and qmax reduce to
qminð‘; uÞ ¼ minðqð‘Þ; qðuÞÞ qmaxð‘; uÞ ¼
qð‘Þ : ‘ > jpk;
qðuÞ : u < jpk;
qðjpkÞ : ‘6 jpk6 u;
8<:
where jpk is some choice of j 2 f0; . . . ; jEjg which maximizes qðjÞ. In the
frequent situation that Q is monotonic, this further simpliﬁes to
qminð‘; uÞ ¼ qð‘Þ; qmaxð‘; uÞ ¼ qðuÞ for Q non-decreasing;
qminð‘; uÞ ¼ qðuÞ; qmaxð‘; uÞ ¼ qð‘Þ for Q non-increasing:
Table 2
Evaluation of quantitative unary quantiﬁers in Fowa
Algorithm for computing FowaðQÞðX Þ
INPUT: X
Compute Hþ;H and sequence of cj’s; // see text
// initialize ‘, u
‘ :¼ Pmj¼1 HþðjÞ;
u :¼ ‘þ Hþ(0);
sum ¼ c1  ðqminð‘; uÞ þ qmaxð‘; uÞÞ;
forðj :¼ 1; j < m; j :¼ jþ 1Þf
// update clauses for ‘ and u
‘ :¼ ‘ HþðjÞ;
u :¼ uþ HðjÞ;
sum :¼ sumþ ðcjþ1  cjÞ
 ðqminð‘; uÞ þ qmaxð‘; uÞÞ;
}
return sum/2;
END
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9. Implementation of absolute and exception quantiﬁers
The implementation of unary quantiﬁers proves invaluable for treating
important classes of quantiﬁers in NL: those which depend on an absolute
count (i.e., absolute quantifiers), and those specifying the admissible exceptions
to a general rule (i.e., quantifiers of exception). We ﬁrst consider the absolute
type.
Table 3
Evaluation of quantitative unary quantiﬁers inM
Algorithm for computingMðQÞðX Þ
INPUT: X
Compute Hþ, H and sequence of cj’s; // see text
// initialize ‘, u
‘ :¼Pmj¼1 HþðjÞ;
u :¼ ‘þ Hþð0Þ;
> :¼ qmaxð‘; uÞ;
? :¼ qminð‘; uÞ;
ifð?> 1
2
Þf
sum :¼ c1  ?;
forðj :¼ 1; j < m; j :¼ jþ 1Þ f
// update clauses for ‘ and u
‘ :¼ ‘ HþðjÞ;
u :¼ uþ HðjÞ;
?:¼ qminð‘; uÞ;
ifð? 6 1
2
Þ
break;
sum :¼ sumþ ðcjþ1  cjÞ  ?;
}
}
else ifð> < 1
2
Þ f
sum :¼ c1  >;
forðj :¼ 1; j < m; j :¼ jþ 1Þ f
// update clauses for ‘ and u
‘ :¼ ‘ HþðjÞ;
u :¼ uþ HðjÞ;
> :¼ qmaxð‘; uÞ;
ifð>P 1
2
Þ
break;
sum :¼ sumþ ðcjþ1  cjÞ  >;
}
}
else
freturn 1
2
;}
return sumþ 1
2
 ð1 cjÞ;
END
I. Gl€ockner / Internat. J. Approx. Reason. 37 (2004) 93–126 109
Deﬁnition 18. A quantiﬁer Q : PðEÞ2 ! I on a ﬁnite base set E 6¼ ; is called
absolute if there exists a quantitative unary quantiﬁer Q0 : PðEÞ ! I such that
QðY1; Y2Þ ¼ Q0ðY1 \ Y2Þ. In particular QðY1; Y2Þ ¼ qðjY1 \ Y2jÞ for some
q : f0; . . . ; jEjg ! I.
As opposed to quantitative unary quantiﬁers like ‘‘There are two Y ’s’’, an
absolute quantiﬁer therefore accepts two arguments, e.g. ‘‘Two Y1’s are Y2’s’’.
In TGQ, these quantiﬁers are normally called ‘‘absolute’’, but Keenan and
Stavi [3] also use the term ‘‘cardinal determiner’’. Absolute quantiﬁers or
‘‘quantiﬁers of the ﬁrst kind’’ are of course well-known in fuzzy set theory
[4,6,16]. However, as pointed out in [9], the existing methods are only suited for
Table 4
Evaluation of quantitative unary quantiﬁers inMCX
Algorithm for computingMCXðQÞðX Þ
INPUT : X
Compute Hþ, H and cj’s; // see text
// initialize ‘, u
‘ :¼Pmj¼1 HþðjÞ;
u :¼ ‘þ Hþð0Þ;
> :¼ qmaxð‘; uÞ;
? :¼ qminð‘; uÞ;
j :¼ 0;
ifð?> 1
2
Þ f
B :¼ 2  ?  1;
whileðB > cjþ1Þf
j :¼ jþ 1;
// update clauses for ‘ and u
‘ :¼ ‘ HþðjÞ;
u :¼ uþ HðjÞ;
B :¼ 2  qminð‘; uÞ  1;
}
return 1
2
þ 1
2
max ðB; cjÞ;
}
else ifð> < 1
2
Þf
B :¼ 1 2  >;
whileðB > cjþ1Þf
j :¼ jþ 1;
// update clauses for ‘ and u
‘ :¼ ‘ HþðjÞ;
u :¼ uþ HðjÞ;
B :¼ 1 2  qmaxð‘; uÞ;
}
return 1
2
 1
2
maxðB; cjÞ;
}
return 1
2
;
END
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monotonic quantiﬁers. Some examples of absolute quantiﬁers are shown in
Table 5.
The possible reduction to quantitative unary quantiﬁers is obvious from ‘‘At
least 20 Y1’s are Y2’s’’ (absolute) and the equivalent ‘‘There are at least 20
ðY1 \ Y2Þ’s’’. For example, ‘‘At least 20 men are married’’ means the same as
‘‘There are at least 20 married men’’. For fuzzy arguments, the DFS axioms
ensure that
FðQÞðX1;X2Þ ¼FðQ0ÞðX1 \ X2Þ; ð5Þ
see [17]. The following example illustrates this reduction of absolute quantiﬁers
to the quantitative unary case:
Fðat least twoÞðX1;X2Þ ¼Fðthere are at least twoÞðX1 \ X2Þ:
Quantiﬁers of exception or ‘‘exception determiners’’ like ‘‘all except ten’’ are
not mentioned in the literature on fuzzy quantiﬁers, but well-known to TGQ
[3].
These quantiﬁers are useful because they permit the quantitative speciﬁca-
tion of the admissible exceptions to a general rule.
Deﬁnition 19. A quantiﬁer Q : PðEÞ2 ! I, E 6¼ ; ﬁnite, is called a quantiﬁer of
exception if there exists a quantitative unary quantiﬁer Q0 : PðEÞ ! I such that
QðY1; Y2Þ ¼ Q0ðX1 \ :X2Þ for all Y1; Y2 2 PðEÞ. In particular QðY1; Y2Þ ¼
qðjY1\ :Y2jÞ for some q : f0; . . . ; jEjg ! I.
In other words, quantiﬁers of exceptions are the antonyms of absolute
quantiﬁers. Some examples of quantiﬁers of exception are presented in Table 6.
The possible reduction of quantiﬁers of exception to quantitative unary
quantiﬁers [17] again permits the re-use of the algorithms described in Section
8, because
FðQÞðX1;X2Þ ¼FðQ0ÞðX1 \ :X2Þ; ð6Þ
in every DFS. The proposition ‘‘All except ﬁve of the young are tall’’, for
example, will be evaluated as follows:
Table 5
Examples of absolute quantiﬁers (S and SZ are Zadeh’s parametric standard functions; q expected
value, s tolerance range)
Absolute qðcÞ, c ¼ jY1 \ Y2j
At least 20 Y1’s are Y2’s qðcÞ ¼ 1 for cP 20, else 0
At most 30 Y1’s are Y2’s qðcÞ ¼ 1 for c6 30, else 0
Between 10 and 20 Y1’s are Y2’s qðcÞ ¼ 1 for 106 c6 20, else 0
About 50 Y1’s are Y2’s e.g. qðcÞ ¼ SZðc; 30; 45; 55; 85Þ
Roughly 10–20 Y1’s are Y2’s e.g. qðcÞ ¼ SZðc; 7; 10; 20; 25Þ
(Absolutely) many Y1’s are Y2’s e.g. qðcÞ ¼ Sðc;q s; qþ sÞ
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FðQÞðall except fiveÞðyoung; tallÞ ¼Fðthere are fiveÞðyoung \ :tallÞ;
where young; tall 2 ePðEÞ are the fuzzy sets of young and tall people, resp., and
qðcÞ ¼ 1() c ¼ 5.
10. Implementation of proportional quantiﬁers
The proportional type of quantiﬁers which includes ‘‘almost all’’, ‘‘most’’ or
‘‘many’’ can be deﬁned as follows.
Deﬁnition 20. A quantiﬁer Q : PðEÞ2 ! I on a ﬁnite domain E 6¼ ; is called
proportional if there exist f : I ! I, v0 2 I such that
QðY1; Y2Þ ¼ qðc1; c2Þ ¼ f ðc2=c1Þ : c1 6¼ 0;v0 : else

for all Y1; Y2 2 PðEÞ, where c1 ¼ jY1j and c2 ¼ jY1 \ Y2j.
Thus, a proportional quantiﬁer depends on the relative share r ¼ c2=c1 of those
Y1’s which are Y2’s. Some examples of proportional quantiﬁers and possible
deﬁnitions of f and v0 are listed in Table 7. In fuzzy set theory, proportional
quantiﬁers are also known as ‘‘relative’’ quantiﬁers or quantiﬁers of the
‘‘second kind’’, see [4,5,7]. However, there is negative evidence concerning the
linguistic adequacy of the existing approaches [8,9].
Table 6
Examples of quantiﬁers of exception
Quantiﬁer Antonym qðcÞ for c ¼ jY1 n Y2j
All No qðcÞ ¼ 1 for c ¼ 0, else 0
All except exactly ten Exactly ten qðcÞ ¼ 1 for c ¼ 10, else 0
All except at most ﬁve At most ﬁve qðcÞ ¼ 1 for c6 5, else 0
All except about ten About ten e.g. qðcÞ ¼ SZðc; 5; 8; 12; 15Þ
Table 7
Examples of proportional quantiﬁers (q expected value, s tolerance range)
Quantiﬁer f ðrÞ v0
At least 10% f ðrÞ ¼ 1 for r > 1
10
, 0 else v0 ¼ 1
More than half f ðrÞ ¼ 1 for r > 1
2
, 0 else v0 ¼ 0
About half e.g. f ðrÞ ¼ SZðr; 35; 45; 55; 65Þ v0 ¼ 12
Almost all e.g. f ðrÞ ¼ Sðr; 0:7; 0:9Þ v0 ¼ 1
As many as possible e.g. f ðrÞ ¼ r (simple proportion) v0 ¼ 1
(Relatively) many e.g. f ðrÞ ¼ Sðr; q s; qþ sÞ v0 ¼ 1
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Now consider a quantifying proposition ‘‘Q X1’s are X2’s’’ where Q is pro-
portional and fc0; . . . ; cmg ¼ CðX1;X2Þ with 0 ¼ c0 < c1 <    < cm1 < cm ¼ 1.
Noticing that proportional quantiﬁers are conservative, we then know from
Th-15 that
Rj ¼ fðc1; c2Þ : ‘16 c16 u1; maxð‘2; c1  u3Þ6 c26 minðu2; c1  ‘3Þg;
where ‘r ¼ jZrjmincj , ur ¼ jZrj
max
cj
for Z1 ¼ X1, Z2 ¼ X1 \ X2 and Z3 ¼ X1 \ :X2.
Before computing the actual quantiﬁcation results, the algorithms for pro-
portional quantiﬁers will hence determine the sequence of cj’s and pre-compute
Hþr , H

r for each of the Zr’s. Due to their dependence on Rj, the quantities >j
and ?j can be expressed as functions qmax; qmin of the cardinality coeﬃcients,
viz
>j ¼ qmaxð‘1; ‘2; ‘3; u1; u2; u3Þ ¼ maxfqðc1; c2Þ : ðc1; c2Þ 2 Rjg;
?j¼ qminð‘1; ‘2; ‘3; u1; u2; u3Þ ¼ minfqðc1; c2Þ : ðc1; c2Þ 2 Rjg:
An improved analysis is possible in the typical case that Q is based on a non-
decreasing mapping f : I! I, i.e. if Q is non-decreasing in its second argument.
>j ¼ qmaxð‘1; ‘3; u1; u2Þ and ?j¼ qminð‘1; ‘2; u1; u3Þ can then be expressed more
succinctly as
>j ¼
f ðu2=ðu2 þ ‘3ÞÞ : ‘1 > 0;
maxðv0; f ðu2=ðu2 þ ‘3ÞÞÞ : ‘1 ¼ 0; u2 þ ‘3 > 0;
maxðv0; f ð0ÞÞ : ‘1 ¼ 0; u2 þ ‘3 ¼ 0; u1 > 0;
v0 : u1 ¼ 0; u2 þ ‘3 ¼ 0;
8><>:
?j¼
f ð‘2=ð‘2 þ u3ÞÞ : ‘1 > 0;
minðv0; f ð‘2=ð‘2 þ u3ÞÞÞ : ‘1 ¼ 0; ‘2 þ u3 > 0;
minðv0; f ð1ÞÞ : ‘1 ¼ 0; ‘2 þ u3 ¼ 0; u1 > 0;
v0 : u1 ¼ 0; ‘2 þ u3 ¼ 0:
8><>:
This will cover quantiﬁers like ‘‘most’’, ‘‘almost all’’, etc. A similar simpliﬁ-
cation is possible if f ðr0ÞP minðf ðrÞ; f ðr00ÞÞ for all r6 r06 r00, i.e. if Q is
convex in its second argument. In this case, there exists rpk 2 I such that f is
non-decreasing for r < rpk and non-increasing for r > rpk. We then obtain
that
>j ¼ qmaxð‘1; ‘2; ‘3; u1; u2; u3Þ
¼ maxfmaxðqðc1;maxðc1  u3; ‘2; floorðc1rpkÞÞÞ;
qðc1;minðc1  ‘3; u2; ceilðc1rpkÞÞÞÞ : ‘16 c16 u1g;
?j ¼ qminð‘1; ‘2; ‘3; u1; u2; u3Þ
¼ minfminðqðc1;maxðc1  u3; ‘2ÞÞ;
qðc1;minðc1  ‘3; u2ÞÞÞ : ‘16 c16 u1g:
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These formulas can be used to optimize the computation of >j and ?j for
quantiﬁers like ‘‘about 60%’’, ‘‘between 20% and 40%’’, etc.
Based on these preparations, it is now apparent from theorems Th-8, Th-9
and Th-10 how proportional quantiﬁers will be implemented in the prototyp-
ical models. The algorithms forFowa andM are shown in Tables 8 and 9. The
algorithm for MCX is listed in [11]; the method is straightforward from the
solution in the unary case (Table 4) and requires changes similar to those made
for M.
When the quantiﬁer is convex or monotonic, the ‘update clauses’ which keep
track of the ‘k and uk can be restricted to those coeﬃcients that actually par-
ticipate in qmin (in the ﬁrst main loop) or qmax (in the second loop). In the ﬁrst
main loop of M, for example, we would have ?¼ qminð‘1; ‘2; u1; u3Þ if Q is
monotonic. The updating of ‘3 and u2 can therefore be omitted in this case.
Finally we consider the special case of proportional quantiﬁcation restricted
by crisp importances, in which the following reduction to unary quantiﬁers
is possible.
Theorem 21. Let Q : PðEÞ2 ! I be a proportional quantifier based on f : I ! I
and v0 2 I. If V 6¼ ; is crisp, then in every DFS
FðQÞðV ;X Þ ¼FðQ0ÞðX 0Þ;
where X 0 is the restriction of X 2 ePðEÞ to V with lX 0 ðvÞ ¼ lX ðvÞ for all v 2 V ,
and Q0ðY Þ ¼ QðjY j=jV jÞ for all Y 2 PðV Þ.
Table 8
Algorithm for evaluating two-place proportional quantiﬁers in Fowa
Algorithm for computing FowaðQÞðX1;X2Þ
INPUT: X1;X2
Compute Hþ1 , H
þ
2 , H
þ
3 , H

1 , H

2 , H

3 and sequence of cj’s; // see text
// initialize ‘, u:
for ðk :¼ 1; k6 3; k :¼ k þ 1Þ
{ ‘k :¼
Pm
j¼1 H
þ
k (j); uk :¼ ‘k + Hþk (0); }
sum :¼ c1 (qminð‘1; ‘2; ‘3; u1; u2; u3Þ + qmaxð‘1; ‘2; ‘3; u1; u2; u3Þ);
for ðj :¼ 1; j < m; j :¼ jþ 1Þf
// update clauses for ‘1; ‘2; ‘3; u1; u2; u3
for ðk :¼ 1; k6 3; k :¼ k þ 1Þ
{‘k :¼ ‘k  Hþk (j); uk :¼ uk + Hk ( j);}
sum :¼ sumþ ðcjþ1  cjÞ
 (qminð‘1; ‘2; ‘3; u1; u2; u3Þ + qmaxð‘1; ‘2; ‘3; u1; u2; u3Þ);
}
return sum / 2;
END
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11. Implementation of cardinal comparatives
This section discusses a natural class of quantiﬁers which received little
attention in the literature on fuzzy quantiﬁers. 3 Cardinal comparatives [3, p.
305] are ternary quantiﬁers which express a comparison of two cardinalities
sampled from two restriction arguments A, B and a common scope argument
Table 9
Evaluation of two-place proportional quantiﬁers in M
Algorithm for computingMðQÞðX1;X2Þ
INPUT: X1;X2
Compute Hþ1 , H
þ
2 , H
þ
3 , H

1 , H

2 , H

3 and sequence of cj’s; // see text
// initialize ‘, u:
for ðk :¼ 1; k6 3; k :¼ k þ 1Þ
f‘k :¼
Pm
j¼1 H
þ
k ðjÞ; uk :¼ ‘k þ Hþk ð0Þ; g
> :¼ qmaxð‘1; ‘2; ‘3; u1; u2; u3Þ;
? :¼ qminð‘1; ‘2; ‘3; u1; u2; u3Þ;
if ð?> 1
2
Þf
sum :¼ c1  ?;
for ðj :¼ 1; j < m; j :¼ jþ 1Þf
// update clauses for ‘1; ‘2; u1; u3
‘1 :¼ ‘1  Hþ1 ðjÞ; ‘2 :¼ ‘2  Hþ2 ðjÞ; ‘3 :¼ ‘3  Hþ3 ðjÞ;
u1 :¼ u1 þ H1 ðjÞ; u2 :¼ u2 þ H2 ðjÞ; u3 :¼ u3 þ H3 ðjÞ;
? :¼ qminð‘1; ‘2; ‘3; u1; u2; u3Þ;
if ð? 6 1
2
Þ
break;
sum :¼ sumþðcjþ1  cjÞ  ?;
}
}
else if ð> < 1
2
Þ f
sum :¼ c1  >;
for ðj :¼ 1; j < m; j :¼ jþ 1Þf
// update clauses for ‘1; ‘3; u1; u2
‘1 :¼ ‘1  Hþ1 ðjÞ; ‘2 :¼ ‘2  Hþ2 ðjÞ; ‘3 :¼ ‘3  Hþ3 ðjÞ;
u1 :¼ u1 þ H1 ðjÞ; u2 :¼ u2 þ H2 ðjÞ; u3 :¼ u3 þ H3 ðjÞ;
> :¼ qmaxð‘1; ‘2; ‘3; u1; u2; u3Þ;
if ð>P 1
2
Þ
break;
sum :¼ sumþðcjþ1  cjÞ  >;
}
}
else
{return 1
2
;}
return sumþ 1
2
 ð1 cjÞ;
END
3 Dıaz-Hermida et al. [18] include a similar type into their classiﬁcation of semi-fuzzy quantiﬁers,
but the computational issues are not considered.
I. Gl€ockner / Internat. J. Approx. Reason. 37 (2004) 93–126 115
C. An example is ‘‘more than’’ in ‘‘More women than men go to church’’ where
A¼ ‘‘women’’, B¼ ‘‘men’’ and C¼ ‘‘Persons who go to church’’.
Deﬁnition 22. A quantiﬁer Q : PðEÞ3 ! I on a ﬁnite base set E 6¼ ; is called
cardinal comparative if
QðY1; Y2; Y3Þ ¼ qðc1; c2Þ
for some q : f0; . . . ; jEjg2 ! I, where c1 ¼ jY1 \ Y3j and c2 ¼ jY2 \ Y3j.
Some examples are listed in Table 10.
Now let us consider the issue of evaluating a quantifying proposition like
‘‘Twice as many X1’s as X2’s are X3’s’’, which depends on a cardinal compar-
ative Q and fuzzy sets X1;X2;X3 2 ePðEÞ. Based on fc0; . . . ; c0g ¼ CðX1;X2;X3Þ
with 0 ¼ c0 < c1 <    < cm1 < cm ¼ 1, we must then express
Rj ¼ fðjY1 \ Y3j; jY2 \ Y3jÞ : ðY1; Y2; Y3Þ 2TcjðX1;X2;X3Þg;
in terms of cardinality coeﬃcients ‘r, ur.
Theorem 23. For cardinal comparatives,
Rj ¼ fðc1; c2Þ : ‘16 c16 u1;
maxðc1  u3 þ ‘4; ‘2Þ6 c26 minðc1  ‘3 þ u4; u2Þg;
where ‘r ¼ jZrjmincj , ur ¼ jZrj
max
cj
for Z1 ¼ jX1 \ X3j, Z2 ¼ jX2 \ X3j, Z3 ¼ jX1\
:X2 \ X3j and Z4 ¼ j:X1 \ X2 \ X3j.
Thus >j and ?j now become functions qmax, qmin of the cardinality coeﬃ-
cients:
>j ¼ qmaxð‘1; ‘2; ‘3; ‘4; u1; u2; u3; u4Þ ¼ maxfqðc1; c2Þ : ðc1; c2Þ 2 Rjg;
?j¼ qminð‘1; ‘2; ‘3; ‘4; u1; u2; u3; u4Þ ¼ minfqðc1; c2Þ : ðc1; c2Þ 2 Rjg:
As usual, the sequence of cj’s and the mappings H
þ
r , H

r which represent the
histograms of the Zr’s must be pre-computed before starting the actual calcu-
lations.
Table 10
Examples of cardinal comparatives
Quantiﬁer qðc1; c2Þ; c1 ¼ jY1 \ Y3j; c2 ¼ jY2 \ Y3j
More than qðc1; c2Þ ¼ 1 for c1  c2 > 0, else 0
Exactly k more than qðc1; c2Þ ¼ 1 for c1  c2 ¼ k, else 0
At least k more than qðc1; c2Þ ¼ 1 for c1  c2P k, else 0
Less than qðc1; c2Þ ¼ 1 for c1  c2 < 0, else 0
As many as qðc1; c2Þ ¼ 1 if c1  c2 ¼ 0, else 0
Twice as many as qðc1; c2Þ ¼ 1 if c1 ¼ 2c2, else 0
About twice as many as e.g. qðc1; c2Þ ¼ SZðc1=c2; 1; 1:5; 2:5; 3Þ
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Again, it is possible to simplify the computation of >j and ?j if the cardinal
comparative Q is at least convex in its second argument. It is easily seen that Q
is convex in the second argument if and only if q is convex in the second
argument, i.e. qðc1; c02ÞP minðqðc1; c2Þ; qðc1; c002ÞÞ given that c26 c026 c002. Con-
sequently, there exists cpk ¼ cpkðc1Þ 2 f0; . . . ; jEjg such that qðc1; c2Þ is non-
decreasing in c2 for c26 cpk, and non-increasing for c2P cpk. In particular,
cpk maximizes qðc1; cpkÞ given c1. In the convex case, we therefore have
>j ¼ maxfqðc1; c2Þ : ‘16 c16 u1g
and
?j¼ minfminðqðc1;maxðc1  u3 þ ‘4; ‘2ÞÞ;
qðc1;minðc1  ‘3 þ u4; u2ÞÞÞ : ‘16 c16 u1g;
where
c2 ¼ c2ðc1Þ ¼
minðc1  ‘3 þ u4; u2Þ : cpk > minðc1  ‘3 þ u4; u2Þ;
maxðc1  u3 þ ‘4; ‘2Þ : cpk < maxðc1  u3 þ ‘4; ‘2Þ;
cpkðc1Þ : else
8<:
for cpk ¼ cpkðc1Þ. This representation permits a simpliﬁed computation of >j
and ?j for quantiﬁers like ‘‘about two times more than’’.
The comparatives actually found in NL, like ‘‘more than’’, are typically non-
decreasing in the ﬁrst and non-increasing in the second argument; a property
which also expresses in q. In the monotonic case that q is non-decreasing in the
ﬁrst and non-increasing in its second argument, the computation of >j and ?j
further reduces to
>j ¼ maxfqðc1;maxðc1  u3 þ ‘4; ‘2ÞÞ : ‘16 c16 u1g;
?j¼ minfqðc1;minðc1  ‘3 þ u4; u2ÞÞ : ‘16 c16 u1g:
The algorithms for implementing cardinal comparatives inFowa,M andMCX
can easily be developed from the analysis of >j and ?j and Th-8, Th-9, or Th-
10, respectively. The ﬁnal algorithms for cardinal comparatives are shown in
Table 11 (Fowa) and 12 (forMCX). The algorithm forM, listed in [11], is also
straightforward from the analysis of >j and ?j for cardinal comparatives and
the implementation of unary or proportional quantiﬁers in the model.
Many cardinal comparatives depend on the diﬀerence c1  c2 only. 4 We
need not unfold the complete relation Rj for such quantiﬁers; it is suﬃcient
to know the set of diﬀerences
Dj ¼ fjY1 \ Y3j  jY2 \ Y3j : ðY1; Y2; Y3Þ 2TcjðX1;X2;X3Þg:
4 There are also exceptions like ‘‘twice as many’’.
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The next theorem shows how to compute Dj directly, thus eliminating some
computational redundancy:
Theorem 24. Let E 6¼ ; be finite, X1;X2;X3 2 ePðEÞ, c 2 I. Then
Dj ¼ fd : ‘3  u46 d 6 u3  ‘4g:
Compared to the original analysis of Th-23, we now have one cardinality index
d 2 f0; . . . ; jEjg rather than a pair of numbers ðc1; c2Þ 2 f0; . . . ; jEjg2, which
means a complexity reduction.
If a cardinal comparative which depends on Dj only is convex in its second
argument, then q : Z! I with QðY1; Y2; Y3Þ ¼ qðjY1 \ Y3j  jY2 \ Y3jÞ is also
convex. Hence there exists a maximum dpk 2 Z such that q is non-decreasing
for d 6 dpk and non-increasing for dP dpk. We then have
>j ¼ qmaxð‘3; ‘4; u3; u4Þ ¼
qðdpkÞ : ‘3  u46 dpk6 u3  ‘4;
qðu3  ‘4Þ : dpk > u3  ‘4;
qð‘3  u4Þ : dpk < ‘3  u4;
8><>:
?j¼ qminð‘3; ‘4; u3; u4Þ ¼ minðqð‘3  u4Þ; qðu3  ‘4ÞÞ:
These formulas speed up the computation of >j and ?j for quantiﬁers like
‘‘about ten more than’’. If Q even conforms to the above monotonicity pattern
(non-decreasing in the ﬁrst and non-increasing in the second argument), then
q : Z! I is non-decreasing. In this case, the computation simpliﬁes to
>j ¼ qðu3  ‘4Þ and ?j¼ qð‘3  u4Þ:
Table 11
Evaluation of cardinal comparatives in Fowa
Algorithm for computing FowaðQÞðX1;X2;X3Þ
INPUT: X1;X2;X3
Compute Hþ1 ;H
þ
2 ;H
þ
3 ;H
þ
4 ;H

1 ;H

2 ;H

3 ;H

4 and sequence of cj’s; // see text
// initialize ‘; u:
for ðr :¼ 1; r6 4; r :¼ r þ 1Þ
f‘r :¼
Pm
j¼1 H
þ
r ðjÞ; ur :¼ ‘r þ Hþr ½0; g
sum :¼ c1  ðqminð‘1; ‘2; ‘3; ‘4; u1; u2; u3; u4Þ þ qmaxð‘1; ‘2; ‘3; ‘4; u1; u2; u3; u4ÞÞ;
for ðj :¼ 1; j < m; j :¼ jþ 1Þf
// update clauses for ‘1; ‘2; ‘3; ‘4; u1; u2; u3; u4
for ðr :¼ 1; r6 4; r :¼ r þ 1Þ
f‘r :¼ ‘r  Hþr ðjÞ; ur :¼ ur þ Hr ðjÞ; g
sum :¼ sum þ ðcjþ1  cjÞ
 ðqminð‘1; ‘2; ‘3; u4; u1; u2; u3; u4Þ þ qmaxð‘1; ‘2; ‘3; ‘4; u1; u2; u3; u4ÞÞ;
}
return sum / 2;
END
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An example is ‘‘more than’’, which can be expressed in terms of the non-
decreasing mapping q : Z! f0; 1g with qðdÞ ¼ 1() d > 0. The computation
of >more than;X1;X2;X3 and ?more than;X1;X2;X3 therefore reduces to
>more than;X1;X2;X3ðcÞ ¼ qðu3  ‘4Þ ¼
1 : u3  ‘4 > 0;
0 : u3  ‘46 0;
(
?more than;X1;X2;X3ðcÞ ¼ qð‘3  u4Þ ¼
1 : ‘3  u4 > 0;
0 : ‘3  u46 0:
(
Table 12
Evaluation of cardinal comparatives inMCX
Algorithm for computingMCXðQÞðX1;X2;X3Þ
INPUT: X1;X2;X3
Compute Hþ1 ;H
þ
2 ;H
þ
3 ;H
þ
4 ;H

1 ;H

2 ;H

3 ;H

4 and sequence of cj’s; // see text
// initialize ‘; u:
for ðr :¼ 1; r6 4; r :¼ r þ 1Þ
f‘r :¼
Pm
j¼1 H
þ
r ðjÞ; ur :¼ ‘r þ Hþr ð0Þ; g
> :¼ qmaxð‘1; ‘2; ‘3; ‘4; u1; u2; u3; u4Þ;
? :¼ qminð‘1; ‘2; ‘3; ‘4; u1; u2; u3; u4Þ;
j :¼ 0;
if ð?> 1
2
Þf
B :¼ 2  ?  1;
while ðB > cjþ1Þ f
j :¼ jþ 1;
// update clauses for ‘; u:
for ðr :¼ 1; r6 4; r :¼ r þ 1Þ
f‘r :¼ ‘r  Hþr ðjÞ; ur :¼ ur þ Hr ðjÞ; g
B :¼ 2  qminð‘1; ‘2; ‘3; ‘4; u1; u2; u3; u4Þ  1;
}
return 1
2
þ 1
2
maxðB; cjÞ;
}
else if ð> < 1
2
Þ f
B :¼ 1 2  >;
while ðB > cjþ1Þf
j :¼ jþ 1;
// update clauses for ‘; u:
for ðr :¼ 1; r6 4; r :¼ r þ 1Þ
f‘r :¼ ‘r  Hþr ðjÞ; ur :¼ ur þ Hr ðjÞ; g
B :¼ 1 2  qmaxð‘1; ‘2; ‘3; ‘4; u1; u2; u3; u4Þ;
}
return 1
2
 1
2
maxðB; cjÞ;
}
return 1
2
;
END
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12. Computational complexity of the algorithms
Now that the algorithms have been presented we shall discuss the issue of
computational complexity. Let N ¼ jEj denote the cardinality of the base set
and m the number of relevant cutting levels c0; . . . ; cm. We consider separately
the complexity of pre-computing Hþr and H

r , which is the same for all
quantiﬁers, and the complexity of the main algorithms which operate on the
pre-computed histograms. Due to the use of ﬂoating-point arithmetics, the
histograms must be stored in some kind of tree structure rather than the ﬁxed-
size arrays used for histograms of discrete levels. Thus, the complexity of the
computing the histograms is OðN logmÞ in this case. 5 The complexity of the
main loop is identical forFowa,M andMCX. However, it crucially depends on
the type of quantiﬁer being evaluated, which decides how eﬃciently >j ¼
qmaxð  Þ and ?j¼ qminð  Þ will be computed from the cardinality coeﬃcients.
The results for the considered types of quantiﬁers and the eﬀects of the de-
scribed optimizations are shown in Table 13. Here, absolute quantiﬁers and
quantiﬁers of exception show the same pattern as quantitative unary quanti-
ﬁers because of their reductions (5) and (6) to the unary case. The results la-
belled ‘‘y’ can be achieved if Q is a function of jY1 \ Y3j  jY2 \ Y3j.
13. Conclusion
In this sequel we have presented a methodology for implementing a broad
class of linguistic quantiﬁers in generalized models of fuzzy quantiﬁcation.
Some possible optimizations of the algorithms have also been described, which
become admissible when the quantiﬁer exhibits the typical monotonicity pat-
tern. The results on the computational complexity of these algorithms dem-
onstrate the approach is computationally feasible. The novel class of cardinal
comparatives, and the algorithms for their implementation, extend the range of
quantiﬁcational phenomena known to fuzzy set theory. The new class is an
interesting one, because comparisons of cardinalities are not only common in
NL, but also of obvious relevance to applications.
Appendix A
This appendix is concerned with the explicit description of the relation
R  f0; . . . ; jEjgK for a given quantitative quantiﬁer Q : PðEÞn ! I and fuzzy
arguments X1 . . . ;Xn 2 ePðEÞ for ﬁnite E 6¼ ;. We know from Th-14 that R can
5 As opposed to OðNÞ for integer arithmetics, where the data can be stored in a simple array
during computation.
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always be determined from cardinality coeﬃcients ‘r; ur sampled from Boolean
combinations WrðX1; . . . ;XnÞ, r 2 f1; . . . ; Lg of the arguments. However, a
constructive method is wanted which establishes an explicit description of R in
terms of a system of cardinality coeﬃcients. Hence let X 2 ePðEÞ be a fuzzy set
and v 2 f0; 1g. We deﬁne X hvi 2 ePðEÞ by X h1i ¼ X and X h0i ¼ :X , where :X is
the standard fuzzy complement of X . Using this notation, we can conveniently
write polynomials of negated and non-negated fuzzy sets, e.g. min-terms like
X hv1i1 \    \ X hvnin where v0; . . . ; vn 2 f0; 1g. 6 However, min-terms involving a
ﬁxed number of variables are not suﬃcient for our current purposes. We rather
need a compact notation for Boolean expressions of the more general form
X hv1ii1 \    \ X hvmiim , where 16 i1 <    < im6 n and vj 2 f0; 1g for all j 2f1; . . . ;mg. Hence let V denote the set of mappings V ¼ fV : A !
f0; 1gjA  f1; . . . ; ngg. Abusing notation, I will identify each V 2 V and its
graph, i.e. V will be written as V ¼ fði1; v1Þ; . . . ; ðim; vmÞg, where 16 i1 < i2 <
   < im6 n and vj ¼ V ðijÞ 2 f0; 1g for all j 2 f1; . . . ;mg. Based on this rep-
resentation of V , the corresponding Boolean combination of X1; . . . ;Xn 2 ePðEÞ
is deﬁned by
ZV ¼ WV ðX1; . . . ;XnÞ ¼ X hv1ii1 \    \ X hvmiim :
Table 13
Complexity of the algorithms for Fowa, M andMCX: Main loop
Type (Monot.) Example Complexity
Unary quant.
(General case) There is an even number of X ’s Oðm NÞ
(Convex) There are about 50 X ’s OðmÞ
(Monotonic) There are at least 20 X ’s OðmÞ
Absolute About 50 X1’s are X2’s like unary quantitative
Exception All except ten 10 X1’s are X2’s like unary quantitative
Proportional
General case jX1 \ X2j=jX1j is either 0:1 or 0:2 Oðm N 2Þ
Convex About 50% of the X1’s are X2’s Oðm NÞ
Monotonic Most X1’s are X2’s OðmÞ
Abs. comparative
General case jX1 \ X3j  jX2 \ X3j is prime Oðm N 2Þ resp. Oðm NÞy
Convex Twice the X1 than X2’s are X3’s Oðm NÞ resp. OðmÞy
Monotonic More X1’s than X2’s are X3’s OðmÞ
6 These stipulations also cover Boolean combinations Y hv1i1 \    \ Y hvnin of crisp Y1; . . . ; Yn 2
PðEÞ.
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In dependence on V , we further abbreviate ‘V ¼ jZV jminc and uV ¼ jZV jmaxc for all
V 2 V. It is these Boolean combinations ZV ¼ WV ðX1; . . . ;XnÞ from which the
cardinality information expressed by uV and ‘V will be sampled. However, it is
not a trivial task to express the relation R in terms of the cardinality coeﬃcients
‘V and uV , V 2 V. I therefore take an intermediate step, and ﬁrst show how the
cardinalities of arbitrary Boolean combinations of the ðXiÞminc and ðXiÞmaxc can
be computed from the known coeﬃcients ‘V and uV , V 2 V. For X 2 ePðEÞ,
E 6¼ ; ﬁnite, and p 2 f0; ; 1;þ;g, we deﬁne
X ½p ¼
:ðXmaxc Þ : p ¼ 0;
Xmaxc \ :Xminc : p ¼ ;
Xminc : p ¼ 1;
Xmaxc : p ¼ þ;
:ðXminc Þ : p ¼ :
8>>><>>>:
In order to express the relation R, it is suﬃcient to know the cardinality of all
Boolean combinations X ½p11 \    \ X ½pnn where p 2 f0; ; 1g. This will ﬁrst be
ascertained for the most ﬁne-grained relation R, which is sampled from all
min-terms of the variables Y1; . . . ; Yn.
Theorem 25. Let E 6¼ ; be a finite base set and X1; . . . ;Xn 2 ePðEÞ. Further let
c 2 I be given. For all p ¼ ðp1; . . . ; pnÞ 2 f0; ; 1gn, we abbreviate
DðpÞ ¼ fd 2 f0; 1gn : ðd1; p1Þ; . . . ; ðdn; pnÞ 2 fð0; 0Þ; ð1; 1Þ; ð0; Þ; ð1; Þgg;
SðpÞ ¼ X ½p11 \    \ X ½pnn ;
cðpÞ ¼ jSðpÞj ¼ jX ½p11 \    \ X ½pnn j:
We further define
K ¼
(
ðkpÞp2f0;;1gn j for all p 2 f0; ; 1gn; kp : f0; 1gn ! f0; . . . ; jEjg :
satisfies
X
d2f0;1gn
kpðdÞ ¼ cðpÞ and kpðdÞ ¼ 0 for all d 62 DðpÞ
)
:
The relation R ¼ RU

0;...;0
;...;U
1;...;1
c ðX1; . . . ;XnÞ generated by all min-terms
Ud1;...;dnðY1; . . . ; YnÞ ¼ Y
hd1i
1 \    \ Y hdnin
and cardinality coefficients cd1;...;dn ¼ jUd1;...;dnðY1; . . . ; YnÞj according to (2), can
then be expressed as
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R ¼ c : f0; 1gn
(
! f0; . . . ; jEjgj there exists ðkpÞp2f0;;1gn 2 K
such that for all d 2 f0; 1gn; cd ¼
X
p2f0;;1gn
kpðdÞ
)
:
In other words, R can be computed from the cardinalities of the sets
X ½p11 \    \ X ½pnn , where p ¼ ðp1; . . . ; pnÞ 2 f0; ; 1gn. As shown in the next
theorem, this reduction to R is suﬃcient to compute the considered relation
R as well.
Theorem 26. Let U1ðY1; . . . ; YnÞ; . . . ;UKðY1; . . . ; YnÞ be given Boolean combina-
tions of the crisp variables Y1; . . . ; Yn 2 PðEÞ. We shall abbreviate
R ¼ RU

0;...;0
;...;U
1;...;1
c ðX1; . . . ;XnÞ R0 ¼ RU1;...;UKc ðX1; . . . ;XnÞ;
where Ud1;...;dnðY1; . . . ; YnÞ ¼ Y
hd1i
1 \    \ Y hdnin , and further introduce cardinality
coefficients cd1;...;dn ¼ jUd1;...;dnðY1; . . . ; YnÞj. Then
R ¼

ðc01; . . . ; c0KÞ : ðc0;...;0; . . . ; c1;...;1Þ 2 R; c0j ¼
X
d2Hj
cd ; j ¼ 1; . . . ;K

;
where for all j 2 f1; . . . ;Kg,
Hj ¼ fd ¼ ðd1; . . . ; dnÞ 2 f0; 1gn : UjðY1; . . . ; YnÞ \ UdðY1; . . . ; YnÞ 6¼ ;g:
Hence the given R can always be computed from the most ﬁne-grained relation
R, which in turn can be computed from the cardinalities jX ½p11 \    \ X ½pnn j,
pi 2 f0; ; 1g. The next goal is that of computing the cardinality of
X ½p11 \    \ X ½pnn from the cardinality coeﬃcients uV and ‘V , V 2 V. We need
ﬂexible Boolean combinations of the general form X ½p1i1 \    \ X ½pm im to
accomplish this, where 16 i1 < i2 <    < im6 n and pj 2 f0; 1; ;þ;g for all
j 2 f1; . . . ;mg. The relevant argument positions ij and corresponding pj can
again be viewed as the graph P ¼ fði1; p1Þ; . . . ; ðim; pmÞg of a mapping
P : A ! f0; 1; ;þ;g, where A  f1; . . . ; ng ¼ fij : j ¼ 1; . . . ;mg and P ðijÞ ¼
pj. We can therefore capture all intended combinations of the arguments by
letting P range over the collection P ¼ fP : A ! f0; 1; ;þ;gjA  f1; . . . ; ng.
Based on a given P 2 P and its graph representation P ¼ fði1; p1Þ; . . . ;
ðim; pmÞg, we deﬁne the associated crisp set SðPÞ 2 PðEÞ and its cardinality cðPÞ
by
SðP Þ ¼ X ½p1i1 \    \ X ½pmim cðP Þ ¼ jSðP Þj ¼
X ½p1i1 \    \ X ½pmim :
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In the following restricted range P, P can assume values in f0; 1;þ;g only:
P ¼ fP : A ! f0; 1;þ;gjA  f1; . . . ; ngg:
Compared to P, P hence comprises those mappings P 2 P which satisfy
P ðiÞ 6¼  for all i 2 DomP . The following theorem asserts that the restricted
range P is suﬃcient for computing cðPÞ for all P 2 P.
Theorem 27. Let E 6¼ ; be finite, X1; . . . ;Xn 2 ePðEÞ. Then for P 2 P,
cðPÞ ¼
X
P2P
rðP Þ  cðP Þ;
where the integer-valued mapping r ¼ rP : P! Z is inductively defined as fol-
lows. Given P 2 P, let i ¼ maxfi 2 DomP : PðiÞ ¼ g. In dependence on i,
we stipulate
(a) If i ¼ 0, then for all P 2 P,
rP ðPÞ ¼ 1 : P ¼ P;0 : P 6¼ P:

(b) If i > 0, then rP ðP Þ ¼ rP 0 ðP Þ  rP 00 ðPÞ for all P 2 P, where
P 0 ¼ ðP n fði; ÞgÞ [ fði;þÞg P 00 ¼ ðP n fði; ÞgÞ [ fði; 1Þg:
Hence cðPÞ can indeed be computed from the cardinalities cðP Þ, P 2 P. In
the following, we will hence assume that P 2 P, because the case that p ¼ 
can be eliminated. It remains to be shown that the cardinalities cðP Þ ¼
jX ½p1i1 \    \ X ½pmim j can be computed from the quantities uV and ‘V , V 2 V
sampled from X1; . . . ;Xn. For p 2 f0; 1;þ;g, we deﬁne its ‘‘polarity’’
polðpÞ 2 f0; 1g and its ‘‘type’’, typeðpÞ 2 fmax;ming, by
polðpÞ ¼ 1 : p 2 f1;þg;
0 : p 2 f0;g;

typeðpÞ ¼ max : p 2 fþ;g;
min : p 2 f0; 1g:

The following theorem completes the intended reduction by showing how cðP Þ,
P 2 P can be computed from the cardinality coeﬃcients ‘V and uV , V 2 V.
Theorem 28. For all P 2 P,
cðP Þ ¼
X
V 2V
fP ðV ;minÞ  ‘V þ
X
V 2V
fP ðV ;maxÞ  uV ;
where the integer-valued mapping f ¼ fP : V fmin;maxg ! Z is inductively
defined as follows. In dependence on i ¼ maxfi 2 DomP : typeðP ðiÞÞ 6¼
typeðpmÞg obtained from the graph representation P ¼ fði1; p1Þ; . . . ; ðim; pmÞg of
P , where pj ¼ P ðijÞ, we stipulate for all V 2 V and y 2 fmin;maxg:
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(a) If i ¼ 0, then
fP ðV ; yÞ ¼ 1 : V ¼ fði1; polðp1ÞÞ; . . . ; ðim; polðpmÞÞg; y ¼ typeðpmÞ;0 : else:

(b) If i > 0, then fP ðV ; yÞ ¼ fP 0 ðV ; yÞ  fP 00 ðV ; yÞ, where P 0 ¼ P n fði; pÞg,
P 00 ¼ P 0 [ fði; p0Þg, p ¼ P ðiÞ and
p0 ¼
0 : p ¼ þ;
1 : p ¼ ;
þ : p ¼ 0;
 : p ¼ 1:
8>><>:
By subsequently applying Th-25 to Th-28, every relation R  f0; . . . ; jEjgK of
interest can now be expressed in terms of the cardinality coeﬃcients ‘V , uV for
V 2 V. The number of Boolean combinations required for this fully general
analysis amounts to jV j ¼ 3n. The general analysis should therefore be taylored
to the quantiﬁer by selecting a minimal system of the WV ’s which is still suf-
ﬁcient to express the given R. In fact, realistic NL quantiﬁers are so regular that
one needs very few of the WV ’s. For example, only four Boolean combinations
(rather than 33 ¼ 27) are suﬃcient to express cardinal comparatives, and
absolute or proportional quantiﬁers have even simpler descriptions.
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