INTR~DUC~~N
Let A = [aij] be a matrix of m rows and n columns with elements in a field F. We say that A is of size m by n. Let X be the diagonal matrix of order n X= diag[x, ,..., x,], where x1 ,..., X, are n independent indeterminates over F. Throughout the paper we investigate the matrix equation AXA*= Y, (1.2) where AT denotes the transpose of the matrix A. The elements of all of the matrices in (1.2) may be regarded as belonging to the polynomial ring F* = F[x, ,..., x,J.
(1. Matrix equations of the form (1.2) were studied earlier in [9] and a somewhat more general matrix equation has been studied in [ 101. Related literature that has also motivated these investigations includes 12-7, 1 l-151.
The "set intersection" terminology that we have introduced arises from the important special case of (1.2) in which A is a (0, I)-matrix and x, ,..., x, are independent indeterminates over the field of rational numbers Q. More precisely, let S = {x, ,..., x, ) be an n-set (a set of n elements) and let S I ,..., S, be subsets of S. We set aij = 1 if xi is a member of Si and we set a,j = 0 if xi is not a member of Si. The resulting (0, 1)-matrix A = [aijj (l-5) of size m by n is the familiar incidence matrix for the subsets S, ,..., S, of S. It is clear that A characterizes the configuration of subsets. Now let us regard x1 ,..., x, as independent indeterminates over Q. Then the set intersection matrix Y has in its (i, i) position the sum of the indeterminates in Si. More generally, the set intersection matrix Y has in its (i, j) position the sum of the indeterminates in S, n Sj. Thus in this special case the fundamental matrix equation on set intersections gives us a complete description of the intersection patterns Sin Sj for the subsets S, ,..., S, of S. Moreover, it displays this information in an exceedingly compact form. We may set x1 = . . . = x, = 1 and then the matrix equation (1.2) reduces to the classical equation AAT = Y(l,..., 1) (1.6) that reveals the cardinalities of the set intersections Sin Sj.
THE STRUCTURE OF det(Y)
We return to the general matrix equation (1.2) and the set intersection matrix Y and verify that rank(Y) = rank(A). (2-l) In order to prove (2.1) we let A be of rank r. Then it follows from (1.2) that rank(Y) < rank(A) = r. Then W is the submatrix of Z of order r in the upper left corner of Z and we assert that det( IV) # 0. (2.8) This assertion follows because det( IV) = 0 implies det(B,X,Br)= det(W(x, ,..., xr, 0 ,,,., 0)) =O, (2.9) and this is a contradiction. Hence and (2.1) is valid.
rank(Z) = rank(Y) > r (2.10)
We now study the structure of the polynomial det(Y) in the polynomial ring F*. We suppose that the matrix A of size m by n with elements in F is of rank m. Then we know that the set intersection matrix Y satisfies det(Y) f 0.
We now assert that we may write det(Y) in the form det(Y) =x ciyi, (2.11) where the y, are products of m distinct elements of x, ,..., x, and the ci are squares of nonzero elements of F. This assertion follows easily from the multiplicative property of compound matrices [8] . Thus we may take the mth compound of the matrix equation (1.2) and thereby obtain WV = C,(Y) = C,(A) C,,,(~(C,(A))~. (2.12) Then by the structure of (2.12) we see that each yi in (2.11) with ci # 0 is associated with a unique set of m linearly independent columns of A. The coefficient ci of yi is merely the square of the determinant of these m linearly independent columns. Furthermore, all sets of m linearly independent columns of A are accounted for in (2.11).
We also note that each indeterminate xI must actually be present in some term of the polynomial det(Y), except in the trivial situation in which column i of A is a column of 0's. This is the case because every nonzero column of A may be extended to a basis of the column space.
CONGRUENCEOVER F
We return to the set intersection matrix Y of order m defined by the matrix A of size m by n. We note that any principal submatrix of Y is again a set intersection matrix defined by the appropriate rows of A. Then Z = Z(x, ,..., x,) is also a set intersection matrix and we say that the two set intersection matrices Y and Z are congruent ouer F. Let the set intersection matrix Z of order m be defined by the matrix B of size m by n. Then under congruence over F it follows that B is obtainable from A by multiplication of A on the left by the nonsingular P and by multiplication of various columns of A by -1.
We now prove that a simple determinantal criterion is available for deciding whether or not two nonsingular set intersection matrices of order m are congruent over F. Our proof requires a special case of the following lemma. A square submatrix of a matrix A is called critical provided that the submatrix has exactly two nonzero elements on each of its lines. (A line of a matrix designates either a row or a column of the matrix.) LEMMA 3.2. Let A be a matrix of size m by n with elements in afield F and let B be the same matrix as A apart from the sign of its elements. Now suppose that every critical submatrix of A has the same determinant as its corresponding critical submatrix in B, except possibly for sign. Then we may multiply certain rows and columns of B by --l's and thereby transform B into A.
The above lemma is a special case of a more general theorem of Engel and Schneider [ 11. This follows at once from a consideration of the symmetric matrices I am indebted to R. A. Brualdi for pointing out this fact to me. We remark in passing that it is also possible to prove the lemma directly from first principles by induction on the number of columns in A. We are now ready to prove Theorem 3.1. Suppose that Y and Z are congruent over F. Then there exists a nonsingular matrix P of order m with elements in F such that (3.1) is valid. But then (3.2) follows.
We next prove the reverse implication. Let the set intersection matrix Y of order m be defined by the matrix A and let the set intersection matrix Z of order m be defined by the matrix B. Then by the structure of det(Y) and det(Z) described in Section 2 we may assume that both of the matrices A and 3 are of the same size m by n. Furthermore, if columns i, ,..., i, of A are linearly independent then columns i r ,..., i, of B are also linearly independent. Hence we may without loss of generality assume that columns l,..., m of both A and B are linearly independent. Thus there exist nonsingular matrices P and Q of order m such that
where Z is the identity matrix of order m. But then by our assumption (3.2) it follows that det(PAX(PA)T) = det(QSX(QB)'), (3.5) where in this modified equation we now have c = 1 because the coefficient of Xl ... x, on both sides of (3.5) is equal to 1.
Let M be an arbitrary square submatrix of A, and let N be the corresponding square submatrix in B, . Then by (3.5) and the structure of the polynomials described in Section 2 it follows that (det(M))' = (det(N))'. (3.6) Hence it follows that an arbitrary square submatrix of PA has the same determinant as its corresponding square submatrix in QB, except possibly for sign. But then by Lemma 3.2 we may multiply certain rows and columns of QB by -1's and thereby transform QZ3 into PA. Hence there exist diagonal matrices D and E of orders m and n, respectively, with main diagonal elements l l such that
But then 8) whence Y and Z are congruent over F.
THE IRREDUCIBILITY OF det(Y)
We say that the set intersection matrix Y = AXAT splits under congruence over F provided that Y is congruent over F to a direct sum of two set intersection matrices Y, and Y,. We note that the same indeterminate cannot appear in both components of a direct sum set intersection matrix. Hence such a direct sum set intersection matrix must have a defining matrix that upon column permutations is also a direct sum of the form
But note that in the direct sum (4.1) the matrices A, and A, are not necessarily square and the O's denote zero matrices of appropriate sizes. The preceding concepts turn out to be useful in deciding upon the irreducibility of the polynomial det(Y) in the polynomial ring F* = F[x, ,..., x"]. Suppose that det(Y) is irreducible in F*. Then it follows at once that Y cannot be congruent over F to a direct sum of two set intersection matrices because this would yield a proper factorization of det(Y) in F*.
It remains to prove that if Y of rank m does not split under congruence over F then det( Y) is irreducible in F*. We now write and suppose to the contrary that there is some proper factorization of in F*. We assert that the polynomials g and h can have no indeterminates in common. Suppose that an indeterminate xi appears in both g and h. Let R denote the same polynomial ring as F* but with the indeterminate x, deleted. Then g is a polynomial in xi with coefficients in R of degree at least 1 in xi.
The same holds for h. But then f is a polynomial in xi with coefficients in R of degree at least 2 in xi, and this is a contradiction. Furthermore, it follows that the polynomials g and h are homogeneous of certain degrees, say r and m -r, respectively, where 1 < r < m. This is the case because otherwise we contradict the fact that f is homogeneous of degree M.
Let us say that the polynomial g contains e indeterminates and that the polynomial h contains the remaining n -e indeterminates, where 1 < e < n. Thus apart from column permutations A is of the form [A, 41, (4.4) where A, contains the e columns corresponding to the indeterminates in g and A, contains the remaining n -e columns corresponding to the indeterminates in h. (Possible zero columns of A are unimportant and may be placed in either A, or Al.) Now by the structure off described earlier in connection with (2.11) and by (4.3) we know that all possible sets of m linearly independent columns of A must be formed from r columns of A, and from m -r columns of A,. We assert that this observation implies that A, is of rank r. It is clear that A, must have at least r linearly independent columns because f # 0. But A, cannot have more than r linearly independent columns because these could be extended to a basis of the column space and this would contradict our previous observation. A similar argument shows that A, is of rank m -r. We now consider the matrix (4.4), where A, is of rank r and A, is of rank m -r. Then by elementary row operations we may reduce the matrix to the form 
., t).
Suppose that and that the integer t that appears in (4.6) is maximal. Then it follows that the components A, of A are uniquely determined apart from their order.
Proof.
We suppose for the moment that the matrix A is of rank m. We now apply elementary row operations to the matrix A. This leaves fixed the number of linearly independent column vectors in each of the components. Furthermore, we may apply elementary row operations and column permutations to the matrix A and thereby replace A by a matrix of the form B=B, @ *.. @B,. Let Zi be the set intersection matrix defined by Bi. Then det(Zi) is a homogeneous polynomial of degree ri in ni indeterminates. We assert that det(Z,) is irreducible in F*. This is the case because if det(Z,) factors in F* then it follows from Theorem 4.1 that Zi splits under congruence over F. This means that the matrix Bi may be transformed into a direct sum by elementary row operations and column permutations. But then the partition of the columns of A may be extended to t + 1 components and this contradicts our assumption that t is maximal.
It now follows that the set intersection matrix Y defined by A satisfies det(Y) = det(AXAT) =f, *.a f,.
(4.8)
In (4.8) the polynomialfi is homogeneous of degree ri in n, indeterminates. Furthermore, the polynomial f;: contains precisely those indeterminates that correspond to the various columns of the components Ai of A. We also know that the polynomial fi is irreducible in F". Now a second partition of the columns of A into t components would induce a second factorization of det(Y) into irreducible polynomials in F *. But F* is a unique factorization domain and hence it follows that the components Ai of A are uniquely determined apart from their order.
We may deal with the more general situation in which A is of rank r by merely applying the preceding argument to any r linearly independent rows of A. We next investigate the situation in which two set intersection matrices Y and Z of order m have the same characteristic polynomial f(z). Our proof requires a special case of the following lemma. A principal submatrix of a symmetric matrix S is called diagonal critical provided that the submatrix has exactly two nonzero off diagonal elements on each of its lines. Notice that in this definition the main diagonal elements of the submatrix are excluded from consideration. LEMMA 5.2. Let S be a symmetric matrix of order n with elements in a field F and let T be the same matrix as S apart from the sign of its elements. We further assume that T is also symmetric and that the main diagonal elements of Tare identical to the corresponding main diagonal elements of S. Now suppose that every diagonal critical principal submatrix of S has the same determinant as its corresponding diagonal critical principal submatrix in T. Then we may simultaneously multiply certain rows and columns of T by --l's and thereby transform T into S.
The above lemma is once again a special case of the more general theorem of Engel and Schneider [ I] .
We are now ready to prove Theorem 5. We now recall the familiar structure of the coefficients of the characteristic polynomial of a matrix in terms of sums of determinants of its principal submatrices. But then by the structure of the matrices SX and TX it follows from (5.7) that every principal submatrix of S has the same determinant as its corresponding principal submatrix in T. Furthermore, it then follows that the matrix T is the same matrix as S apart from the sign of its elements. But then by Lemma 5.2 we may simultaneously multiply certain rows and columns of T by -1's and thereby transform T into S. Thus (5.4) is valid.
THE IRREDUCIBILITY OF m(z)
Let Y = AXA' be the set intersection matrix of order m defined by the matrix A of size m by n. Let f(z) denote the characteristic polynomial of Y of degree m in the polynomial ring F*(z]. Throughout the discussion we write f(z) = z'm(z), (6.1) where the integer t in (6.1) is the maximal power of z that divides f(z). We We write the characteristic polynomial f(z) of Y in the form f(Z)=Zm+a,~,zm-l+~'~+a,z+a,. We say that the characteristic polynomial f(z) of the set intersection matrix Y covers the matrix X= diag[x, ,..., xn] provided that each of the indeterminates x I ,..., x, is actually present in at least one of the coefficients Ui (i = 0, l,..., m -1) .
The following remark describes the structure of A in casef(z) does not cover X. We repeat a classical definition. A matrix A of order n > 1 with elements in a field F is irreducible over F provided that there does not exist a permutation matrix P of order n such that PAPT= [ "*I i2]. (6.4) In (6.4) the matrices A, and A, are square of orders r and n -r, respectively, for some integer r in the interval 1 < r < n -1 and the matrix 0 is the zero matrix of size r by n -r. The matrix A of order n = 1 is irreducible provided that A is not the zero matrix of order 1. A matrix that is not irreducible is called reducible. Theorem 6.1 which follows concerns the irreducibility of m(z) in F*[zl. This theorem is actually a special case of a very recent and interesting theorem of de S6 [ 131. We include a self-contained proof of Theorem 6.1 for completeness. Suppose that an element xi appears in the coefficients of both g(z) and h(z). Let R denote the same polynomial ring as F*[z] but with the indeterminate xi deleted. Then g(z) is a polynomial in xi with coefficients in R of degree at least 1 in xi. The same holds for h(z). But then f(z) is a polynomial in xi with coefficients in R of degree at least 2 in xi. This contradicts the structure off(z). Remark 6.3. Each coefficient bi of g(z) is a sum of terms that appear in the coefficient ai+s+t of f(z) (i=O, l,..., r -1). A corresponding statement holds for the coefficients cj of h(z).
Proof.
We first prove that no coefficient bi of g(z) or cj of h(z) contains a term that is a nonzero element of F. Suppose the contrary. Then we set all xi = 0 and (6.5) yields a contradictory factorization of zm. We next set only those xi = 0 that appear in the coefficients of h(z). Then by Remark 6.2 and the preceding observation it follows that this substitution leaves g(z) unchanged and replaces h(z) by zs. The conclusion now follows from (6.5).
We are now ready to begin the proof of Theorem 6.1. We first deal with the cases m = 1 and n = 1. In case m = 1 then A is a row vector without zero components. We then have f(z) = m(z) and both m(z) and ATA are irreducible. In case n = 1 then A is a column vector and we let ATA = [a].
We then have m(z) = z -ax,, where a # 0. Thus both m(z) and A 'A are irreducible. We henceforth always take m > 1 and it > 1.
We now prove that m(z) irreducible in F*[z] implies that ATA is irreducible over F. Suppose that A 'A is reducible over F. Then there exists a permutation matrix P of order n such that (6.8) where A 1 is of order r and A 2 is of order n -r, 1 < r ( n -1. It then follows that P(A 'AX) PT also splits into a direct sum, where one component is of order r and the other component is of order n -r. But the above congruence transformation applied to ArAX is also a similarity transformation, Hence by (5.2) we have f(z) = det(zZ -I') = z"-~ det(zZ -P(A 'Ax) P'). (6.9) But in this equation we know that det(zZ -P(A TAx) P') (6.10) factors into two polynomials in F* [z] . Sincef(z) covers X the coefftcients of the one factor must contain r indeterminates and the coefftcients of the other factor must contain the remaining n -r indeterminates. This in turn contradicts the hypothesis that m(z) is irreducible in F*[z].
We next prove that ATA irreducible over F implies that m(z) is irreducible in F* [z] . Suppose that m(z) factors in F* [z] . We then have f(z) = zk(z) h(z), (6.11) where g(z) and h(z) are of positive degrees r and s = m -r -t, respectively. By Remark 6.2 we know that the coefftcients bj of g(z) and ci of h(z) do not have any indeterminates in common. Let xi be an indeterminate of g(z) and let xi be an indeterminate of h(z). We now take into account the special form of the factors g(z) and h(z) described in Remark 6.3 and we set all of the indeterminates x 1 ,..., x, equal to 0 except xi and xj. Upon completion of this substitution the polynomialf(z) simplifies to the following form Zm-*(Z -UiXj)(Z -UjXj), (6.12) where ai and a, are elements of F.
On the other hand suppose that we set all of the indeterminates x,,...,x, equal to 0 except xi and xj in the expression Z m-n det(zZ -A TAx). (6.13) Then by (5.2) we must again obtain (6.12) . But Thus columns i and j of A are orthogonal. Let us say that g(z) contains e of the indeterminates x, ,..., x,. Then since f(z) covers X it follows that h(z) contains the remaining n -e indeterminates. But this implies that there exists a permutation matrix Q of order n such that Q'A'AQ=A, @A*, (6.18) where A, is of order e and A, is of order n -e. But this means that ATA is reducible over F. Hence it follows that m(z) is irreducible in F*[z].
The following corollary is an immediate consequence of Theorem 6.1. 
