Efficient numerical methods for pricing American options using Heston's stochastic volatility model are proposed. Based on this model the price of a European option can be obtained by solving a two-dimensional parabolic partial differential equation. For an American option the early exercise possibility leads to a lower bound for the price of the option. This price can be computed by solving a linear complementarity problem.
Introduction
The Black and Scholes model [1] assumes constant volatility for the price of the underlying asset. For stock options this simple asset price model does not lead to prices which would be consistent with the observed market prices [35] . Many different generalizations giving more consistent prices have been proposed. One such approach is to assume the volatility to be also stochastic in addition to the stochastic return component of the simple asset price model. Particularly in this paper we use the stochastic volatility model proposed by Heston [16] . Based on this model under suitable assumptions [35] a parabolic partial differential equation can be derived for the price function of the option with respect to time, the price of the underlying asset, and its volatility.
For European options the price is obtained by solving a parabolic partial differential equation (PDE) . The spatial operator is of convection diffusion type with varying coefficients and a second-order cross-derivative. In order to have a numerical solution this two-dimensional spatial operator is discretized using a finite difference method, a finite volume method, or a finite element method, for example. An implicit time discretization leads to a sequence of systems of linear equations. American options can be exercised anytime during the life time of the option contract and therefore it is more flexible than the European one. This early exercise possibility of an American option leads to a lower bound for the option price. By combining this early exercise constraint with the PDE a time-dependent linear complementarity problem (LCP) is obtained for the prices of American options. Our aim is to develop an efficient numerical method for solving these LCPs.
Many methods have been proposed for solving LCPs. Maybe the simplest and most often used method is the projected successive over relaxation (PSOR) method [8] . A disadvantage of the PSOR method is that the number of iterations grows when the discretization is refined in order to have more accurate option prices. This feature makes the PSOR method computationally inefficient for finer discretizations. In [5] , [23] , a special multigrid method called the projected full approximation scheme (PFAS) [2] is employed. For the pricing of options with multiple underlying assets PFAS has been considered in [29] . This approach leads to an efficient numerical method, but the implementation is not simple. This is particularly the case for LCPs obtained from Heston's model [23] . In [38] a penalty method has been proposed to treat the early exercise constraint of the American option. The resulting system of nonlinear equations at each time step is solved using Newton's method. A Newton iteration requires the solution of a system of linear equations with the nonsymmetric Jacobian matrix. A preconditioned conjugate gradient (PCG) -like method is used for this in [38] . Thus, this approach leads to a quite involved implementation. Furthermore, the convergence of the PCG-like method can deteriorate without a multilevel preconditioner when the discretization is refined.
We adopt a different approach for time-dependent LCPs based on a componentwise splitting methods [19] . The classical Peaceman-Rachford [24] and Douglas-Rachford [9] alternating direction implicit (ADI) methods were introduced already in the 1950s. Since then a large number of generalizations have been proposed and successfully applied to many problems; see the books [14] , [19] , and [37] , for example. Some applications lead to PDEs with a second-order cross-derivative term. For such problems ADI methods are studied in [20] and [21] .
The basic idea of these operator splitting methods is to decompose the spatial operator into simpler operators and then fractional time steps are performed with these simpler operators [14] , [19] , [37] . At each time step these simpler operators can be applied in several ways. In the ADI method the simpler operators are applied both implicitly and explicitly, while in the componentwise splitting method the decomposed opera-tors are applied only in the implicit manner. This componentwise splitting method is also known as the fractional step method and the Marchuk-Yanenko scheme [14] , [19] . One typical decomposition decouples the operator to be a set of one-dimensional operators. This makes the numerical solution easier and more efficient, since only a sequence of one-dimensional problems has to be solved. When the problems has a constraint then another approach is to treat the constraint in its own fractional time step. This is particularly popular approach to enforce the incompressibility constraint in fluid dynamics; see [14] and references therein.
The ADI and operator splitting methods have been applied also to the option pricing and, for example, the books [6] , [10] , and [34] discuss this. In [18] an operator splitting method for pricing American options under stochastic volatility is proposed. It decouples the convection diffusion operator and the early exercise constraint to separate fractional steps. In [6] , an ADI method is applied for pricing European options with the payoff depending on two assets. By making a change of variables they obtain a PDE without second-order cross-derivative and then it is solved using a basic ADI method. In [33] the same situation is considered for American options. Due to early exercise possibility they obtain one-dimensional LCPs which they solve using the Brennan and Schwartz algorithm [3] .
In this paper we propose a componentwise splitting method for pricing American options under stochastic volatility assumption. The convection diffusion operator with the early exercise constraint is decomposed into a sequence of one-dimensional LCPs. Due to the second-order cross-derivative there are also one-dimensional problems to the diagonal direction and therefore we have three LCPs to solve at each time step. Similarly to [33] we use the Brennan and Schwartz algorithm [3] to solve these LCPs. Furthermore, we perform the Strang symmetrization [31] to the basic componentwise splitting method. This increases the accuracy of the method, but it also increases the number of fractional time steps to five. The advantage of the componentwise splitting method is that we do not have to solve LCPs with large and sparse matrix arising from the discretization of the generalized two-dimensional Black-Scholes PDE. In the proposed componentwise splitting method only LCPs with tridiagonal matrices are solved at each time step. In order to attain a stable discretization leading to an M -matrix we apply nonuniform grids together with a selective use of one-sided finite differences.
The outline of the paper is the following. We begin by describing Heston's stochastic volatility model and the resulting two-dimensional parabolic PDE. Then space and time discretizations are constructed. The next sections introduce the componentwise splitting methods for European and American options. Then we study the properties of the resulting discretization matrices. Based on this and accuracy considerations we propose nonuniform grids. After this we present numerical experiments demonstrating the accuracy and computational efficiency of the proposed splitting approach. We perform comparisons with the PSOR method. The last section gives our conclusions.
Option pricing models
A typical starting point for the pricing of option contracts is the model for the price behavior of the underlying asset. Particularly models based on stochastic differential equations (SDEs) are popular. For example, the famous Black-Scholes formula [1] assumes that the relative price of an asset follows a SDE given by a drift term and a Wiener process. Often it is possible to derive a partial differential equation (PDE) for the price of a European option using the SDE. Based on the PDE numerical methods can be developed for pricing options; see, for example, the books [17] and [35] .
The Black-Scholes model assumes the volatility of the price of the asset to be a constant. In practice for stock options one has to use different values of the volatility in the Black-Scholes formula in order to obtain the market prices of options on the same stock with different exercise prices and expiry dates. Thus, usually the constant volatility assumption does not hold. There are several generalization leading to more realistic prices. For example, by choosing the volatility to be an appropriate function of time and stock price one can obtain market prices [35] .
In this paper we consider a stochastic volatility model which is one way to generalize the Black-Scholes model leading to more compatible prices with the markets. Several such models exist; see [13] and references therein. Particularly, we use the model introduced by Heston in [16] . It assumes the variance of the price of the asset, that is, the square root of the volatility, to be a stochastic mean reverting square root process. Furthermore, the Wiener processes for the price of the asset and its variance can have a given correlation.
Model for European options
Although the aim of this paper is to develop numerical methods for American options it is more convenient to begin by considering European options. Under Heston's stochastic volatility model and suitable assumptions on the markets a two-dimensional parabolic PDE can be derived for the price of European type options; see [17] , [38] , for example. We denote the price of the asset by x and its variance by y. The price u of a European option is given by a payoff function g at the expiry date T and the price before the expiry can be obtained by integrating a parabolic PDE backwards in time. In the following we will change the direction of time so that the PDE becomes an initial value problem and integration is performed forward in time.
We define a generalized Black-Scholes operator
where the r is risk free interest rate, β is the mean level of the variance, α is the rate of reversion on the mean level, and γ is the volatility of the variance. The correlation between the price of the asset and its variance is ρ. Furthermore, ϑ is the so-called market price of the risk which we assume to be zero as has been done in [5] , [23] , and [38] . Also non zero values of ϑ can treated in a straight forward manner in the following numerical methods.
Now the price u of a European option is given by a PDE
together with boundary conditions. For a put option giving the right to sell the asset with the exercise price E at the expiry T the payoff function is
Model for American options
An American option can be exercised at any time before the expiry date. Due to this the price u of the American option should be at least the same as the payoff function g. This leads to the early exercise constraint u(x, y, t) ≥ g(x, y). It is not known a priori where this constraint is active and this makes deriving analytical formulas for the price intractable. The most common way to obtain the price u is to formulate a linear complementarity problem for u and then solve it numerically; see [5] , [18] , [23] , and [38] , for example. The linear complementarity problem reads
in {(x, y, t)| x ≥ 0, y ≥ 0, t ∈ [0, T ]} with the same initial condition as in (3) . The boundary conditions are described, for example, in [5] and [23] . On the boundaries x = 0 and y = 0 they are given by u(0, y, t) = g(0, y) and
respectively. On far-field the asymptotic behavior of u satisfies the conditions lim x→∞ ∂u(x, y, t) ∂x = 0 and lim y→∞ ∂u(x, y, t) ∂y = 0.
3 Space and time discretization
We discretize the partial derivatives in (1) using finite difference methods. The spatial discretization is described in Section 3.1 and the time stepping methods are considered in Section 3.2. The option pricing problems are defined in the unbounded domain
We truncate this domain into a finite computational domain
where X and Y are large enough so that the error in the price u due to the truncation is negligible. For example, X could be two or three times larger than the exercise price E and Y could be several times larger than the mean level β of the variance. We obtain approximate boundary conditions on the artificial boundaries {X}×[0, Y ] and [0, X] × {Y } by assuming the asymptotic behavior of u given by (7) already on these boundaries. Thus, similarly to [23] we have the Neumann boundary conditions
and ∂u(x, y, t)
The number of grid steps is denoted by m, n and l in the x-direction, in the ydirection, and in the t-direction, respectively. Furthermore, the grid point values of the finite difference approximation are denoted by
where i = 0, . . . , m, j = 0, . . . , n, and k = 0, . . . , l. Constant steps sizes are used in the y-direction and in the t-direction. In the x-direction we employ a nonuniform grid which is constructed in Section 6.
Space discretization
We use a non-standard finite difference method for the space discretization on nonuniform grids. For a general description of finite difference methods see [22] , [30] , [32] , for example. We apply second-order accurate central finite differences for the secondorder derivatives in (1). The first-order derivatives are mostly approximated using central finite difference schemes. In a small part of the domain Ω where the convection dominates the diffusion one-sided differences are used in order to attain non positive off-diagonal elements. The cross-derivative term is approximated using a second-order accurate scheme. We introduce the discretization scheme for a reference grid point (x, y). In the xdirection we use a nonuniform grid. Our main motivation for this is to avoid positive off-diagonal weights in the finite difference stencil which could lead to oscillations in the numerical solution. We have neighbor grid points at (x − h l , y) and at (x + h r , y), where h l and h r are the local left and right grid step sizes, respectively. The choice of these step sizes is considered in Section 6. In the y-direction we employ a uniform grid with the step size h and, hence, neighbor grid points are located at (x, y − h) and at (x, y + h).
For the rest of the paper we assume that the correlation ρ between the price of the asset and its variance is non negative. This dictates which grid point values we use to approximate the second-order cross-derivative in order to obtain non positive off-diagonal weights in the finite difference stencil. For a non negative ρ the proper choice is the values at the grids points (x − h l , y − h) and (x + h r , y + h). A similar discretization to the following one can be constructed for the case ρ < 0, but we do not consider it here for brevity. The structure of our seven point finite difference stencil is shown in Figure 1 . Similar stencils are constructed using a finite element method in [39] .
The first-order and second-order derivatives in the x-direction are approximated in the following way. For the value of u at (x − h l , y) and at (x + h r , y) the Taylor series gives the approximations
and
respectively. For simplicity, we have omitted the arguments of the function u and its derivatives when they are evaluated at the reference grid point (x, y). The accuracies of the previous approximations are O(h 3 l ) and O(h 3 r ), respectively. By taking a suitable linear combination of (13) and (14) we obtain the finite difference approximation
for the first-order derivative in the x-direction. When the convection term dominates the diffusion term the use of the approximation (15) can lead to positive off-diagonal elements. In this case the forward and backward finite difference approximations
are employed in order to achieve non positive off-diagonal elements. Again by taking a suitable linear combination of (13) and (14) we obtain the approximation
for the second-order derivative in the x-direction.
In the y-direction we apply a uniform grid and hence the finite difference approximations are more familiar. The first-order derivatives are approximated by second-order and first-order accurate schemes:
The forward and backward schemes are again applied in a part of the domain so that we obtain a matrix with non positive off-diagonal elements. The second-order derivate in the y-direction is approximated by the central finite difference
The last spatial derivative to be discretized in (1) is the second-order cross-derivative. By forming a Taylor series for the value of u at (x + h r , y + h u ) we obtain the approximation
Dividing (21) by h r h gives the approximation
Similarly, we obtain the approximation
by using a Taylor series for the value of u at the grid point (x − h l , y − h).
In order to obtain a discretization with desired properties we use the convex combination
of (22) and (23) (10) and (11), respectively, are posed, we use the parameter value w = 1. This choice simplifies the componentwise splitting method introduced in Section 4. On the grid line x = x 1 we use the value w = 0 which helps to avoid positive off-diagonal elements. Using the approximation (24) for the cross-derivative in the partial differential equation (2), we obtain a form which contains only the partial derivatives in the x-direction and in the y-direction. This intermediate form reads
The seven point finite difference stencil is obtained by using the finite difference approximations introduced in this section for the spatial derivatives appearing in (25) .
We describe the use of the forward and backward differences in Section 6. The space discretization leads to a semi-discrete equation which has the matrix representation ∂u ∂t
where A is a block tridiagonal (m + 1)(n + 1) × (m + 1)(n + 1) matrix and u is a vector of length (m + 1)(n + 1).
Time discretization
Here we consider the temporal discretization of the semi-discrete problem (26) using the implicit Euler scheme and the Crank-Nicolson method. These methods are commonly used for pricing options [30] , [32] , [34] . Furthermore, we consider the Rannacher time stepping [28] which uses these both method. It avoids the undesired oscillations caused by the Crank-Nicolson method. The implicit Euler scheme reads
where I is the identity matrix. Once u (k) is known the next finite difference approximation u (k+1) is obtained by solving the system of linear equations given by (27) . This scheme has good stability properties, that is, it is unconditionally stable and also L-stable [15] , but it is only first-order accurate in time. Thus, a large number of time steps might be required to reach sufficiently high accuracy.
The well-known second-order accurate Crank-Nicolson method is given by
This method is also unconditionally stable, but it is not L-stable. Due to the lack of L-stability numerical solutions might have oscillations. Rannacher concluded in [28] that the Crank-Nicolson method does not damp out fast enough oscillatory high frequency components in the initial value u (0) . He suggested to take a few first time steps using the implicit Euler scheme and then use the CrankNicolson method. This Rannacher time stepping scheme reduces oscillations, but it still maintains second-order accuracy. For option pricing it has been employed in [12] , [27] , for example. In Section 7 our numerical results with the Rannacher time stepping are computed by starting with two implicit Euler steps.
Discrete problems
After the discretization of the underlying parabolic partial differential equation with two space variables an approximate price of an European option can obtained by solving a sequence of systems of linear equations
for k = 0, . . . , l − 1. The matrices B and C in (29) are defined by (27) for the implicit Euler scheme and by (28) for the Crank-Nicolson method. The initial value u (0) is given by the discrete form g of the payoff function g of the option.
Similarly an approximate price of an American option can obtained by solving a sequence of linear complementarity problems is given by the vector g.
Componentwise splitting method for European options
The solution of the linear systems (29) becomes time consuming when the number of grid points is increased in order to obtain a more accurate option price. Therefore it is worthwhile to develop efficient iterative or direct methods for solving these linear systems sufficiently accurately. We propose to approximate the solutions using componentwise splitting methods. These splitting methods are based on a decomposition of the matrix A in (26) into three simpler ones:
The matrices A x , A xy , and A y contain the couplings of the finite difference stencil in the x-direction, in the xy-direction, and in the y-direction, respectively. This is illustrated in Figure 1 . For example, the row of A x corresponding to the grid point (i, j) has non zero values corresponding to the grid points (i − 1, j), (i, j), and (i + 1, j). Thus, A x contains the discretized terms from (25) which have partial derivatives in the x-direction. The term ru contributing only to the diagonal is split into three equal parts in A x , A xy , and A y . By performing different reorderings of unknowns for each of the matrices A x , A xy , and A y they can be made tridiagonal. For example, by first ordering the grid points from left to right and then from bottom to top the matrix A x will be tridiagonal. We will take an advantage of this in the following. When we refer to these matrices as tridiagonal ones the unknowns are assumed to be reordered accordingly.
(1,1)
Figure 1: Discretization stencil (left) and its splitting (right).
We perform the componentwise splitting in the discrete level while it is more common to do it in the partial differential operator level. The reason for this is that the second-order cross-derivative term has to be decomposed in the discrete level in order to obtain a computationally feasible splitting.
There are also many other possible operator splittings. For example, the diffusion and convection terms can be handled separately in splitting schemes; see [14] , [19] , [37] . Sometimes other names are used for the componentwise splitting method. In [37] the method is called as the fractional step method and in [14] it is referred as the Marchuk-Yanenko scheme.
Basic splitting method
The motivation of the componentwise splitting method is to reduce the original twodimensional problem into a sequence of one-dimensional problems which are easier to solve with a computer. We split the matrix A into the matrices A x , A xy , and A y and then we perform a time step with each of them. The splitting method approximates the original problem (29) by three subproblems
for ) has a similar role between the second and third subproblems.
With the Crank-Nicolson method the matrices appearing in (32) are
and with the implicit Euler scheme they read as B x = I+∆tA x , B xy = I+∆tA xy , B y = I+∆tA y , and C x = C xy = C y = I.
(34) In both cases B x , B xy , and B y are tridiagonal matrices. Thus, the advantage of the splitting is that we need to solve problems with tridiagonal matrices instead of the block tridiagonal matrix B. This makes the solution computationally much more easier. These problems can be solved efficiently using the LU decomposition.
The subproblems with B x , B xy , and B y can be further divided into smaller tridiagonal problems. The problems with B x decouple into n tridiagonal problems of size m + 1. Each of these problems corresponds to a horizontal grid line between the grid points (0, j) and (m, j) for some j from 1 to n. Similarly, the problems with B y decouple into m tridiagonal problems of size n + 1. The tridiagonal problems associated with B xy are of varying size along the diagonal grid lines.
The componentwise splitting method (32) is first-order accurate with respect to the time step size ∆t even with the Crank-Nicolson method. This is shown, for example, in [14] . Thus, a large number of time steps might be needed to obtain a sufficiently accurate price of the European option.
Strang symmetrized splitting method
A second-order accurate splitting method can be achieved by performing a Strang symmetrization [31] for the splitting method (32) which uses the Crank-Nicolson method. For a threeway splitting the Strang symmetrization has been considered in [14] . With three operators there are several possible symmetrizations. We choose to perform first a half time step with A x and then with A y , a full time step with A xy , and finally a half time step with A y and then with A x .
In the following we use the notations 
These matrices define half time steps based on the Crank-Nicolson method with A x and A y . Now the Strang symmetrized componentwise splitting method reads
for k = 0, . . . , l − 1. Hence, five tridiagonal problems have to be solved in order to perform one full time step.
Componentwise splitting method for American options
In order to obtain an approximate price of an American option the sequence (30) of linear complementarity problems (LCPs) have to be solved. The solution of a LCP is computationally more expensive than the solution of the corresponding system of linear equations. Furthermore, it is more difficult to develop fast solution methods for LCPs. In the following we propose componentwise splitting methods for LCPs based on the decomposition (31) of the matrix A.
Basic splitting method
The componentwise splitting method for pricing American options has the same structure as the one (32) for pricing European options. The difference is that the systems of linear equations are replaced by LCPs. The splitting method approximates the original LCP (30) by three LCPs:
for k = 0, . . . , l − 1. Each of (37)- (39) is a set of LCPs with tridiagonal matrices. In Section 5.3 we consider the solution of these LCPs using the Brennan and Schwartz algorithm [3] .
Strang symmetrized splitting method
The symmetrized splitting method can be obtained from (36) by replacing the systems of linear equations by the corresponding LCPs. Now the original LCP (30) is approximated by five LCPs:
for k = 0, . . . , l − 1.
Brennan and Schwartz algorithm
Brennan and Schwartz [3] introduced a direct algorithm for solving LCPs with tridiagonal matrices resulting from the pricing of American options under the Black and Scholes model. A similar algorithm was considered in [11] for more general class of free boundary problems and they also described sufficient conditions for the applicability. One of the conditions is that the matrices are M -matrices which is satisfied in our case. They also give a sign pattern condition for the right-hand side vector of the LCP. The verification of this condition seems to be intractable for the LCPs considered here. Instead of this we justify the use of the Brennan and Schwartz algorithm by studying the behavior of the solutions. In Figure 2 we show typical free boundaries between the active and inactive sets defined by
respectively, at different times k∆t for an American put option. In (45) the subscript (i, j) refers to the element of the vector corresponding to the grid point (i, j). The LCPs arising from the splitting methods correspond to horizontal, diagonal from bottom-left to top-right, and vertical grid lines. Figure 2 shows that the free boundary divides each of these grids lines into a continuous active set and a continuous inactive set. The Brennan and Schwartz algorithm is applicable exactly in such cases. We formulate the Brennan and Schwartz algorithm using the standard LU decomposition. As an example we consider a LCP with a tridiagonal matrix along, say, a horizontal grid line defined by the grid points (i, j), i = 0, . . . , m, and j given. The LCPs along the diagonal and vertical grid lines can treated in the same way. The solution is known at the grid point (0, j) due to the Dirichlet boundary condition and, thus, it is sufficient to consider a LCP with a m × m tridiagonal matrix. When the LU decomposition is used the unknowns have to be ordered in such a way that the ones corresponding to the inactive set appear first. Thus, for an American put option the order is from right to left.
In order to be more precise we consider the LCP in (37) as our example. For describing the Brennan and Schwartz algorithm we define auxilary vectors for solution, right-hand side, and payoff as
, and
for i = 1, . . . , m, respectively. Furthermore, the tridiagonal matrix T for the LCP is defined by
for i = 1, . . . , m, p = 1, . . . , m. In (47) the subscript (i, j), (p, j) refers to the matrix element at the row corresponding to the grid point (i, j) and at the column corresponding to the grid point (p, j). The Brennan and Schwartz algorithm can be described as the standard solution procedure using the LU decomposition with an additional projection for the solution in the backward substitution stage. The matrix L is lower triangular with only diagonal and one codiagonal having non zero elements. Furthermore, the diagonal elements of L are chosen to be ones. The matrix U is upper triangular with only diagonal and one codiagonal having non zero elements. Under these assumptions the condition T = LU defines L and U uniquely. The following pseudocode gives the Brennan and Schwartz algorithm:
Brennan and Schwartz algorithm with the LU decomposition
The computation of the LU decomposition and forward substitution:
Backward substitution with a projection:
M -matrix property and nonuniform grids
The first part of this section shows that the matrices arising from the discretization and splitting methods have the M -matrix property under certain conditions for the grid step sizes. The M -matrix property guarantees that there are no oscillations in numerical solutions due to the spatial discretization. To our experience the lack of this property causes often the numerical solutions computed using the splitting methods to blow up. The M -matrix property is also one part of the sufficient conditions for the applicability of the Brennan and Schwartz algorithm.
In the second part of this section we propose a way to generate nonuniform grids in the x-direction satisfying the conditions for the grid step sizes derived in the first part. Our procedure allows the grids to be refined near the exercise price. This enables to reduce the number of grid points and, thus, computational time without increasing the discretization error in the computed price of the option.
The M -matrix property of the discretization matrices
Here we derive conditions for the grid step sizes in the x-direction which guarantee that the matrices arising from the discretization and splitting methods are M -matrices. Sufficient conditions for a matrix to be an M -matrix are that it is strictly diagonally dominant with positive diagonal elements and it has non positive off-diagonal elements [36] .
We show the M -matrix property for the matrices A x , A y , and A xy appearing in the decomposition (31) of A. Then it follows easily that the matrices B x , B y , B xy , B x/2 , and B y/2 defined by (33)- (35) are also M -matrices, since they are obtained by scaling with a positive number and then adding the identity matrix. Furthermore, A is an M -matrix, since summing maintains diagonal dominance and non positivity of the off-diagonal elements. Thus, B in (29) has also the M -matrix property by the previous scaling and adding arguments.
In Section 3.1 we did not specify when we use the forward or backward finite differences instead of the central finite differences for the first-order partial derivative terms in (25) . Our approach is the following: First we discretize all terms with the second-order derivatives in (25) using the central differences. Under the grid step size limitations given in Sections 6.1.1 and 6.1.2 this leads to a matrix with non positive off-diagonal elements. Then we choose the discretization for the first-order derivatives in such a way that the non positiviness of off-diagonal elements is maintained. The preferred discretization for the term with ∂u ∂x in (25) is the central finite difference (15) , but if it leads to a positive off-diagonal element then the forward or backward finite differences (16) in (25) is treated in the same manner. In the following (x, y) is a grid point (x i , y j ) with i ≥ 1 and j ≥ 1. As in Section 3.1 we denote the grid step size to left and right by h l and h r , respectively. Thus, we have x i−1 = x i − h l and x i+1 = x i + h r . Furthermore, h is the grid step size to up and down which is independent of j, since the grid is uniform in the y-direction.
Matrix A x
First we consider the approximation of the term
from (25) using the finite difference (17) . We observe that the off-diagonal elements are non positive when
For a general weight w ∈ [0, 1] the upper bounds
for h l and h r give sufficient conditions for the inequality (49) to hold. In order to have more freedom to choose the location of the grid line x = x 1 we use the weight w = 0 on this grid line. This removes the upper bound for h l and, thus, the upper bound for
Under the same upper bounds (50) the matrix given by the discretization of (48) is diagonally dominant with a positive diagonal. By adding the term ru/3 to the diagonal makes the matrix strictly diagonal dominant assuming that the interest rate r is positive.
By analyzing the effects of the different possible discretizations for the term with ∂u ∂x in (25) to the off-diagonal elements we obtain that the following choice guarantees non positive off-diagonal elements. We use the forward finite difference in (16) when
and the backward finite difference in (16) when
When neither of the conditions (51) and (52) hold we use the central finite difference (15).
Matrix A y
The non positiviness of the off-diagonal elements of A y can be analysed in the same manner as for A x in Section 6.1.1. We obtain the condition
for the off-diagonal elements to be non positive. For a general weight w ∈ [0, 1] the lower bounds
for h l and h r give sufficient conditions for the inequality (53) to hold. The matrix resulting from the discretization of the term with the second-order partial derivative in the y-direction in (25) and the term ru/3 with positive r is strictly diagonally dominant under the lower bounds (54).
The following choice between the central finite difference and one-sided differences for the first-partial derivative in the y-direction leads to non positive off-diagonal elements. We use the forward finite difference in (19) when
and the backward finite difference in (19) when
When neither of the conditions (55) and (56) hold we use the central finite difference (18).
Matrix A xy
In the diagonal direction the off-diagonal elements
given by (25) are clearly non positive for any w ∈ [0, 1]. Furthermore, the diagonal element is the sum of the terms in (57) with the minus sign and the term ru/3. Thus, the matrix is strictly diagonally dominant with a positive diagonal assuming that r is positive.
Nonuniform grids
The use of a nonuniform grid is one way to improve the efficiency of the solution algorithm. In some parts of the computational domain the finite difference grid can be sparse while in the other parts more density is required. The advantage of nonuniform grids is that a fewer grid points are needed to obtain the solution with a desired accuracy. Here we use a predetermined grid generating function which refines the grid near the exercise price E. More advanced approach would be to use an error estimate to define the grid step sizes; see [25] and [26] , for example. We use a nonuniform grid in the x-direction and a uniform grid in the y-direction. Moreover constant time steps are employed. When the correlation ρ between the price of the asset and its variance is positive it is generally necessary to use a nonuniform grid in the x-direction in order to satisfy the lower and upper bounds for the grid step sizes in Sections 6.1.1 and 6.1.2. Particularly with larger values of ρ uniform grids lead to matrices without M -matrix property and unstable numerical solutions with the componentwise splitting methods.
Grid generating function
We use a grid generating function h r (x) to define the step size at the point x. We choose this function to be a parabola
The coefficients a, b, and c are chosen in such a way that h r (x) has desired properties. First we want to have about m t grid points in the interval [0, X]. This condition is approximately satisfied when
Furthermore, we prefer that the grid step size has the smallest value at the exercise price E which leads to the condition
The last requirement is that the ratio between the grid step sizes at X and at E has a given value κ. This is satisfied when
Using the conditions (59)-(61) the coefficients a, b, and c can be determined uniquely. We remark that when the bounds in Section 6.2.2 for the grid step sizes are applied the used grid step sizes do not usually satisfy some of the conditions (59)-(61).
Lower and upper bounds for grid steps
We want the grid step sizes to satisfy the conditions (50) and (54) so that we obtain an M -matrix. Thus, we have the inequalities
where the grid step size h l (x) to left is defined by h l (x + h r (x)) = h r (x) and h is the grid step size in the y-direction. Using the definition of h l (x) and (63) we obtain the inequalities
By rearranging the terms in (64) we get
The first inequality of (65) can be satisfied only if 1 − (ρh)/γ > 0, that is, the mesh step size in the y-direction has to be such that h < γ/ρ. Furthermore, by comparing the inequalities in (62) and (65) we obtain that they are satisfied when the inequalities
hold.
Grid generation
Here we combine the grid generating function h r (x) defined in Section 6.2.1 with the lower and upper bounds defined in Section 6.2.2. In order to be well within the bounds we add 10 % margin to them. We use the modified grid generating function
The first grid point is x 0 = 0 and the second one is chosen to be x 1 = h/10, where h is the grid step size in the y-direction. Then the following grid points are given by the formula
from i = 1 until x i+1 ≥ X. The last grid point is denoted by x m . When the correlation ρ is close to one the bounds for the grid step sizes are tight. In such cases the actual number m of grid points in the x-direction is usually much larger than the desired number m t of grid points and also a large number of grid points are located near the boundary x = 0. Unfortunately this accumulation of grid points cannot be avoided if the matrices are required to have the M -matrix property.
Numerical experiments
The following numerical experiments demonstrate the accuracy and efficiency of the proposed componentwise splitting methods for pricing American options under Heston's stochastic volatility model. First we show that the computed prices are in good agreement with the prices computed using the PSOR method and also with the prices reported in the scientific literature. Then the time convergence of the splitting method is studied for the three implicit time discretizations given in Section 3.2. Finally the efficiency of the componentwise splitting methods is demonstrated by comparing the required CPU times for different grid sizes. All numerical experiments were performed on an HP J5600 workstation.
American option prices
We compare the computed prices of American options using the componentwise splitting methods and the PSOR method. Moreover, the option prices given in three references are presented. For these experiments the parameter values α = 5.0, β = 0.16, γ = 0.9, r = 0.1, and E = 10.0,
are used with the correlations ρ = 0.1 and ρ = 0.5. Similarly to [23] the computational domain is chosen to be
The basic componentwise splitting method (37)- (39) with the implicit Euler scheme is referred as CS-IE. The Strang symmetrized componentwise splitting method (40)-(44) with the Crank-Nicolson method is referred as CS-S-CN. The option prices obtained using these two methods are compared with the prices computed using the PSOR method with the implicit Euler scheme (PSOR-IE) and with the Crank-Nicolson method (PSOR-CN). Table 1 contains the results for the correlation ρ = 0.1. These prices are computed using the grid (m, n, l) = (179, 32, 64). As described in Section 6.2, n and l are chosen while the number m depends on the lower and upper bounds for the grid step sizes and on the grid generating function. The parameter values for the grid generating function were m t = 161 and κ = 4. With these choices the upper bound limits the grid step sizes only very near the boundary x = 0.
We have reported results for five asset prices. The prices of options computed using the componentwise splitting methods are in good agreement with the prices computed using the PSOR method with the same time discretization method. This shows that the additional error due to the splitting is not large when compared to the error of the time discretization method. In Table 1 we give also the option prices reported in [4] , [23] , and [38] . Our prices agree particularly well with the ones reported in [38] .
In Table 2 the correlation is increased to ρ = 0.5. Again the option prices are reported for the five asset prices. Also in this case the prices computed with the componentwise splitting methods are in good agreement with the prices computed with the PSOR method. We used the grid (m, n, l) = (183, 32, 64) which was obtained using the parameter values m t = 81 and κ = 4. The lower and upper bounds for the step sizes are now more tight than with the correlation ρ = 0.1. Due to this the bounds often limit the grid step size. Figure 3 shows how the grid step sizes are chosen between the lower and upper bounds. A part of the parabola function is visible in the plot and also the 10 % margins around the bounds can be seen.
Time convergence rates
Here we study time convergence rates using the same American option pricing problem as in Section 7.1. In order to obtain convergence rates for different methods we computed a reference solution using the grid (179, 32, 32768) . The number of time step l is large so that the error due to the time discretization is essentially eliminated. The reference solution was computed using the PSOR method with the Rannacher time stepping. The grid generating function was based on the parameter values m t = 161 and κ = 4. In Tables 3 and 4 we present the errors and the convergence rates. In this section the error is the absolute value of the difference between the computed price and the reference price at the point (10, 0.25) In Table 3 we report the errors and convergence rates for the basic componentwise splitting method when the implicit Euler scheme (CS-IE) and the Crank-Nicolson method (CS-CN) method are used. The time convergence ratio is calculated by dividing the error computed using l time steps by the error computed using 2l time steps. For comparison we report also the results computed using the PSOR method with the implicit Euler scheme. The most accurate solutions were obtained by the componentwise splitting method with the Crank-Nicolson method. The implicit Euler scheme leads to the expected first-order convergence rate. In this experiment the splitting method was slightly more accurate than the PSOR method.
In Table 4 we present the errors and convergence rates for the methods which are expected to have a higher than first-order convergence rate. The Strang symmetrized componentwise splitting method is applied with the Crank-Nicolson method (CS-S-CN) and the Rannacher time stepping (CS-S-R). The errors and convergence rates are also computed using the PSOR method with the Crank-Nicolson method (PSOR-CN) and the Rannacher time stepping (PSOR-R). The Rannacher time stepping is used in order to obtain numerical solutions without undesired oscillations. We observe that the splitting method is more accurate with the Crank-Nicolson method than with the Rannacher time stepping. However the convergence rates are higher with the Rannacher time stepping. With the PSOR method the Rannacher time stepping improves the accuracy for larger time steps. Also the convergence rates for the Rannacher time stepping are stable while with the Crank-Nicolson method they are erratic. The results in Table 4 show clearly that none of the methods lead to a second-order time convergence. The probable reason for this is the reduced regularity of the solution due to the early exercise constraint. Table 2 : The option prices for five different asset prices at y = 0.25 when ρ = 0.5. Table 4 : The errors and time convergence rates for the componentwise splitting method and the PSOR method.
the Strang symmetrization proved to be very useful when compared with the results computed using the basic splitting method. This conclusion can be made by comparing the results in Tables 3 and 4 .
CPU time comparison
The componentwise splitting method is efficient because only linear complementarity problems with tridiagonal matrices need to solve at each time step. In the following numerical experiments we compare the efficiency of the Strang symmetrized componentwise splitting method and the PSOR method. We report results for three spatial grids and varying number of time steps. The parameter values (69) and (70) with ρ = 0.1 are used. The Rannacher time stepping method is used for all computations. Again the error is the absolute value of the differences between the computed price and the reference price at the point (10, 0.25). The reference solution was computed using the componentwise splitting method with the Rannacher time stepping on the grid (m, n, l) = (5960, 1025, 4096) generated using the parameter value m t = 5120 and κ = 4. This lead to the reference price 0.79595573. Table 5 : The CPU times for the PSOR method with an optimized relaxation parameter and for the componentwise splitting method.
PSOR-R CS-S-R
The errors for the prices computed using the PSOR method are given in the column PSOR-R of Table 5 . In order to achieve smallest possible CPU times we optimized the relaxation parameter ω for each grid. The PSOR iterations were terminated when the l 1 -norm of an approximate residual was reduced by the factor of 10 −7 . Moreover, we report the average number of iterations. The column CS-S-R contains the errors and the required CPU times for the Strang symmetrized componentwise splitting method. We have used the same space discretizations for both methods. Table 5 shows that the componentwise splitting method is much faster than the PSOR method even with the optimized relaxation parameter. Moreover, the use of the PSOR method requires to choose the relaxation parameter and the stopping criterion while the componentwise splitting method do not require any parameters. The optimization of the relaxation parameter in the PSOR method reduces the required CPU time a lot. This can be seen by comparing the CPU times with the optimized parameter in Table 5 and with two fixed parameter values ω = 1.0 and ω = 1.6 in Table 6 .
Conclusion
We have proposed a componentwise splitting method for pricing American options under stochastic volatility. The method is based on a linear complementarity formu- Table 6 : The CPU times for the PSOR method with two fixed values of the relaxation parameter and for the componentwise splitting method.
PSOR-R CS-S-R
lation with a two-dimensional parabolic partial differential operator. For the spatial discretization we introduced a special seven point finite difference stencil on nonuniform grids. With a suitable choice of grid step sizes together with a selective use of one-sided finite differences we showed that the discretization leads to an M -matrix. At each time step the basic form of the proposed componentwise splitting method decomposes the discrete problem into three linear complementarity problems with tridiagonal matrices. We increased the accuracy of this splitting by performing the Strang symmetrization. In the symmetrized form five linear complementarity problems with tridiagonal matrices need to be solve at each time step. By solving these problems using the Brennan and Schwartz algorithm we obtain a very efficient method.
In the numerical experiments the option prices computed using the componentwise splitting method were in good agreement with the prices presented in the literature. Our experiments showed that the accuracy of the componentwise splitting method is similar to the PSOR method. Furthermore, the splitting method was between three and 30 times faster than the PSOR method with an optimized relaxation parameter.
The implementation of the componentwise splitting method using the Brennan and Schwartz algorithm is only applicable for pricing American call and put options. By replacing the Brennan and Schwartz algorithm with a generic solver for linear complementarity problems with tridiagonal matrices the same componentwise splitting method can be applied also for option pricing problems with other payoff functions. For example, the solver in [7] can be used in the general case.
