Compute and Forward (CF) is a promising relaying scheme which, instead of decoding single messages or forwarding/amplifying information at the relay, decodes linear combinations of the simultaneously transmitted messages. The current literature includes several coding schemes and results on the degrees of freedom in CF, yet for systems with a fixed number of transmitters and receivers. It is unclear, however, how CF behaves at the limit of a large number of transmitters.
I. INTRODUCTION
Compute and Forward (CF) [1] is a coding scheme which enables receivers to decode linear combinations of transmitted messages, exploiting the broadcast nature of wireless relay networks. CF utilizes the shared medium and the fact that a receiver, which received multiple transmissions simultaneously, can treat them as a superposition of signals, and decode linear combinations of the received messages. Specifically, together with the use of lattice coding, the obtained signal, after decoding, can be considered as a linear combination of the transmitted messages. This is due to an important characteristic of lattice codes -every linear combination of codewords is a codeword itself.
However, since the wireless channel suffers from fading, the received signals are attenuated by real (and not integers) attenuations factors, hence the received linear combination is "noisy". The receiver (e.g., a relay) then seeks a set of integer coefficients, denoted by a vector a, to be as close as possible 1 to the true channel coefficients.
The CF scheme was extended in many directions, such as MIMO CF [2] , linear receivers (Integer Forcing) [3] [4] , integration with interference alignment [5] , scheduling [6] and more [7] , [8] . All the mentioned works considered a general This research was partially supported by European Union's Horizon 2020 Research and Innovation Programme -SUPERFLUIDITY, Grant Agreement 671566, and by the Israeli MOITAL NEPTUN Consortium. 1 One can define different criteria for the goodness of the approximation, for example, the minimum distance between the vectors elements. setting, where the number of transmitters is a parameter for the system and all transmitters are active at all times. That is, the receiver is able to decode a linear combination of signals from a large number of transmitters as long as the transmitters comply with the achievable rates at the receiver, and still promise, to some extent, an acceptable performance.
However, in this work, we show that the number of simultaneous transmitters is of great importance when the number of relays is fixed. In fact, this number cannot be considered solely as a parameter but as a restriction since, when it grows, the receiver will prefer to decode only the strongest user over all possible linear combinations. This will make the CF scheme degenerated, in the sense that the relay chooses a vector a which is actually a unit vector (a line in the identity matrix), thus treating all other signals as noise. Furthermore, we show that as the number of transmitters grows, the scheme's sumrate goes to zero as well. Thus, one is forced to use users scheduling to maintain the superior abilities CF provide.
We conclude this paper with an optimistic view, that user scheduling can improve the CF gain. We believe that this can be done by suitable matching of linear combinations, i.e. coding possibilities. Using simple Round Robin scheduling and results for CF in fixed size systems, we lower bound the sum-rate. We thus show that even for a simple scheduling policy the system sum-rate does not decay to zero.
The paper is organized as follows. In Section II, the system model is described. In Section III, we derive an analytical expression for the probability of choosing a unit vector by the relay, as the number of users grows. Section IV depicts the behaviour of the sum-rate for this model, and in Section V we present the advantage of using scheduling, along with a simple scheduling algorithm.
II. SYSTEM MODEL AND KNOWN RESULTS
Consider a multi-user multi-relay network, where L transmitters are communicating to a single destination D via M relays. All relays form a layer between the transmitters and the destination such that each transmitter can communicate with all the relays. Each transmitter sends a real-valued codeword, x l , which is subject to a power constraint P . Each relay m ∈ {1...M } observes a noisy linear combination of the transmitted signals through the channel, where h ml ∼ N(0, 1) are the real channel coefficients and z is an i.i.d., Gaussian noise, z ∼ N(0, I m×m ). Let h m = [h m1 , h m2 , ..., h mL ] T denote the vector of channel coefficients at relay m. We assume that each relay knows its own channel vector. After receiving the noisy linear combination, each relay selects an integer coefficients vector a m = (a m1 , a m2 , ..., a mL ) T ∈ Z L , and attempts to decode the lattice point L l=1 a ml x l from y m . The main result in CF is the computation rate [1] :
where log + (x) max{log(x), 0}.
Since the relay can decide which linear combination to decode (i.e., the coefficients vector a), an optimal choice will be a one that maximizes the achievable rate. That is,
The problem of finding the optimal a can be done by exhaustive search for small values of L. However, as L grows, the problem becomes prohibitively complex. In fact, it becomes a special case of the lattice reduction problem, which has been proved to be NP-complete. This can be seen if we write the maximization problem as an equivalent minimization problem [9] :
where
G m can be regarded as the Gram matrix of a certain lattice and a m will be the shortest basis vector and the one which minimizes f . In [9] , a polynomial time algorithm was introduced for the special case of finding the best coefficient vector in CF.
III. PROBABILITY OF A UNIT VECTOR
In this section, we examine the coefficient vector at a single relay, hence, we omit the index m in the expressions.
A. The Matrix G
Examining the matrix G, one can notice that as L, the number of transmitters, grows, the diagonal elements grow very fast relatively to the off-diagonal elements. Examples of a specific G, for a certain realization of the channel vector h, are presented in Figure 1 , for different dimensions. It is clear that even for moderate number of transmitters, the differences in values between the diagonal and off-diagonal elements are significant.
Consider now the quadric form (3) we wish to minimize. Any choice of a that is not a unit vector, will add more than one element from the diagonal of G to it. When L is large, the off-diagonal elements have little effect on the function value compared to the diagonal elements. Therefore, intuitively, one would prefer to have as little as possible elements from the diagonal although the off-diagonal elements can reduce the function value. This will happen if we choose a to be a unit vector. In the reminder of this section, we make this argument formal. The graphs depict a single realization for each L, and were interpolated for ease of visualization.
B. Minimization of the Quadratic form f
The minimization function f (a) = a T Ga can be written as
We wish to understand when will a relay prefer a unit vector over any other non-trivial vector a. Specifically, since a is a function of the random channel h, we will compute the probability of having a unit vector as the minimizer of f for a given a. Or, alternatively, the probability that a certain nontrivial a will minimize f compared to a unit vector. We thus wish to find the probability
where e i is a unit vector of size L with 1 at the i-th entry and zero elsewhere, and a is any integer valued vector that is not a unit vector. Note that (4) refers to any integer vector a, including the vectors in the search domain such that a ≤ 1 + P h 2 ([1, Lemma 1]). Note also that the right and left hand sides of the inequality in equation (4) are dependent, hence direct computation of this probability is not trivial. Still, this probability can be evaluated exactly noting that the angle between a and h is what mainly affects it. The details are in the theorem below.
C. The Optimality of e i VS. a Certain Vector a Theorem 1. Under the CF scheme, the probability that a nontrivial vector a will be the coefficient vector a opt which maximize the achievable rate R(h, a opt ), i.e., minimize f (a opt ), comparing with a unit vector e i , is upper bounded by
where I x (a, b) is the CDF of the Beta distribution with parameters a and b, and Φ(a) = 1 − 1 a 2 . Note that 1 2 ≤ Φ(a) ≤ 1 for any a which is not a unit vector.
In the context of this work, the main consequence of Theorem 1, is the following. Corollary 1. As the number of simultaneously transmitting users grows, the probability that a non-trivial a will be the maximizer for the achievable rate goes to zero. Specifically,
where a is any integer vector that is not a unit vector and E 1 (L) = (1 − 3 L ) log a . The proofs will be given after the following discussion. 1) Discussion and simulation results: Corollary 1 clarifies that for every P , as the number of users grows, the probability of having a non-trivial vector a as the maximizer of the achievable rate is going to 0. Note that the assumption of L > 3, which arises naturally form this paper's regime, along with the fact that a ≥ 2 guarantees that E 1 (L) is positive. Figure 2 depicts the probability in (5), it's upper bound given in equation (6) and simulation results. From the analytic results as well as the simulations on the rate of decay, one can deduce that even for relatively small values of simultaneously transmitting users (L > 20), the relay will prefer to choose a unit vector. Also, one can observe from the results and from the analytic bound that as the norm of a grows, the rate of decay increases. This faster decay reflects the increased penalty of approximating a real vector using an integer valued vector.
2) Proofs: The proof of Theorem 1 is based on the lemma below.
Lemma 1. The distribution of (a T h) 2 a 2 h 2 , which is the squared cosine of the angle between an integer vector a and a standard normal vector h, both of dimension L, is Beta( 1 2 , L−1 2 ). Proof. Let Q be an orthogonal rotation matrix such that Qa = a where a , is co-linear to the basis vector e 1 . That is, a = ( a , 0, ..., 0). Define h = Qh. Note that h is a standard normal vector since E[h ] = E[Qh] = 0, and QIQ T = QQ T = I. We have
Considering the above we have the equality of cos 2 θ = Proof of Theorem 1. According to equation (4) we have,
where (a) follows since we removed negative terms ( a 2 > 1) and (b) follows from Lemma 1 with Φ(a) = 1 − 1 a 2 . The bound on the probability given in Theorem 1 consists of a complicated analytic function I Φ(a) (·). Hence, Corollary 1 includes a simplified bound which avoids the use of I Φ(a) (·), yet keeps the nature of the result in Theorem 1. The proof of Corollary 1 is based on the following lemma. Proof. We start by assuming that L is even where the case of odd L will be dealt with later. From Lemma 1, the r.v.
(a T h) 2 a 2 h 2 has the same distribution as . This is since the ratio can be interpreted as the proportion of the waiting time from the first arrival to the L 2 arrival of a Poisson process.
In case L is an odd number, we can increase the term in the proof by replacing it with
, resulting with a ratio which is distributed as the minimum of ( L−1 2 −1) i.i.d. uniform random variables in the same manner.
Proof of Corollary 1.
where (a) and (b) follows from Lemmas 1 and 2 respectively, E 1 (L) = (1 − 3 L ) log a and a 2 > 1.
D. The Optimality of e i VS. All Possible Vectors a
Corollary 1 refers to the probability that a unit vector will minimize f for a fixed a. Next we wish to explore this probability for any possible a. Let us define P (e i ) as the probability that a relay picked a unit vector as the coefficient vector, and P (e i ) as the probability which any other vector was chosen.
In [9] , a polynomial time algorithm for finding the optimal coefficients vector a was given. The complexity result derives from the fact that the cardinality of the set of all a vectors which are considered (are possible) is upper bounded by 2L( 1 + P h 2 + 1). That is, any vector which does not exist in this set has zero probability to be the one which maximize the rate. We shell note this set here as A. Thus, we wish to compute P (e i ) = A P (f (a) ≤ f (e i )), where A = {a ∈ Z L : a is possible, a = e i ∀i}. Note that the cardinality of A grows with the dimension of h, i.e., with L and can be easily upper bounded as follows,
Theorem 2. Under the CF scheme, the probability which any other coefficients vector a will be chosen to maximize the achievable rate R(h, a opt ) compared with a unit vector e i , as the number of simultaneously transmitting users grows, is zero. That is, lim
Proof. We have, 
where (a) is true since the term inside the sum is maximized with a 2 = 2. (b) is due to (10) , in (c) we multiplied and divide with L and eliminate the limit term which is multiplied by 3 since it goes to zero. (d) follows from the strong law of large numbers were the normalized sum converge with probability one to the expected value of χ 2 1 r.v. which is one. And lastly we define E 2 (L) = 1 2 (1 − 1 L ) log 2.
This result implies that the probability of having any non unit vector as the rate maximizer is decreasing exponentially to zero as the number of users grows.
IV. COMPUTE AND FORWARD SUM-RATE
In order that relay m will be able to decode a linear combination with coefficients vector a m , all messages' rates which are involved in the linear combination must be within the computation rate region [1] . That is, all the messages for which the corresponding entry in the coefficient vector is non zero. That is, R l < min a ml =0 R(h m , a m ) .
Hence, the sum rate of the system is defined as the sum of messages' rates, i.e., L l=1 min m:a ml =0 R(h m , a m ). Following the results from previous subsections, we would like to show that as the number of users grows, the system's sum-rate decreases to zero as well. That is, without scheduling users, not only each individual rate is negligible, this is true for the sum-rate as well. This will strengthen the necessity to schedule users in CF. 
Proof. The proof outline is as follows. The sum rate expression is divided into two parts, which describe two scenarios. The first is for the case where a relay chooses a unit vector as the coefficients vector and the second is for the case where any other vector is chosen. The probabilities for that are P (e i ) and P (e i ), respectively. Then, we show that each part goes to zero by upper bounding the corresponding expressions. The complete proof is given in [11] .
Simulations for the sum-rate for different values of P can be found in Figure 3 . It is obvious that for large L, the sumrate decreases, hence, for a fixed number of relays there is no use in scheduling a large number of users, as CF degenerates to choosing unit vectors and treating other users as noise. However, the simulations suggests a peak at a small number of transmitters. We explore this in the next section.
V. SCHEDULING IN COMPUTE AND FORWARD
Theorem 2 and 3 suggest that a restriction on the number of simultaneously transmitting users should be made. That is, in order to apply the CF scheme for systems with a large number of sources, scheduling a smaller number of users should take place.
The most simple scheduling scheme is to schedule users in a Round Robin (RR) manner, where in each transmission only k users may transmit simultaneously. The value of k can be optimized, yet as a rule of thump, one can schedule M users (similar to the number of relays) is each transmission to obtain a sum-rate which is not going to zero. Figure 4 depicts such a scenario. In fact, even higher sum rates can be obtained if the number of scheduled users is higher than the number of relays, i.e., the number for which the maximal sum-rate in Figure 3 is achieved. Still, it is clearly seen that it is not zero for M scheduled sources, compared to the zero sum-rate when all L users transmit and the relay use CF.
In fact, one can use existing results for the CF sum-rate for the case of equal number of sources and relays, and describe the sum-rate in each transmission under such a schedule. According to [5] , the sum rate for M sources and M relays is upper bounded by, which is not zero. From the aforesaid, one can conclude that scheduling M users for transmission is worthwhile with respect to the alternative of permitting all users transmit simultaneously. Of course, the scheduling policy has great impact on the performance, which can be increased if, for example, one schedules groups whose channel vectors are more suitable for CF.
