Abstract: When multiple treatment alternatives are available for a certain psychological or medical problem, an important challenge is to find an optimal treatment regime, which specifies for each patient the most effective treatment alternative given his or her pattern of pretreatment characteristics. The focus of this paper is on tree-based treatment regimes, which link an optimal treatment alternative to each leaf of a tree; as such they provide an insightful representation of the decision structure underlying the regime. This paper compares the absolute and relative performance of four methods for estimating regimes of that sort (viz., Interaction Trees, Model-based Recursive Partitioning, an approach developed by Zhang et al. and Qualitative Interaction Trees) in an extensive simulation study. The evaluation criteria were, on the one hand, the expected outcome if the entire population would be subjected to the treatment regime resulting from each method under study and the proportion of clients assigned to the truly best treatment alternative, and, on the other hand, the Type I and Type II error probabilities of each method. The method of Zhang et al. was superior regarding the first two outcome measures and the Type II error probabilities, but performed worst in some conditions of the simulation study regarding Type I error probabilities.
Introduction
When multiple treatment alternatives are available for a certain disease, an obvious question is which of these alternatives is most effective. A possible approach to answer such a question, is to set up a comparative treatment evaluation study. Using the data from such a study, a researcher can search for the overall most effective treatment alternative, that is, the alternative with the highest mean outcome across all patients. However, beyond one treatment alternative being on average most effective, it is well-known that the best treatment alternative commonly differs over patients [1, 2] . For example, for one group of patients treatment A may be more effective than treatment B, whereas for another group of patients the reverse may be true.
Due to the presence of such forms of treatment effect heterogeneity, there is a clear need for decision rules that specify for each patient the best treatment he or she should preferably receive, based on patient characteristics that are known prior to treatment. Such decision rules, often referred to as treatment regimes, are a key aspect of personalized medicine, where the focus is on making treatment decisions tailored to the individual patient [3] . Formally speaking, a treatment regime specifies for each patient a treatment alternative given his or her pretreatment characteristics. The optimal treatment regime then is the one leading to the greatest benefit (i.e., the highest expected outcome) if applied to the entire population of patients under study.
Recently, many methods have been proposed to study treatment effect heterogeneity, and can be used to estimate optimal treatment regimes (for a comprehensive review, see Lipkovich et al. [4] ; for a focused review and a comparison of several methods on an empirical data set see Doove et al. [5] ). These methods differ in several respects, including the type of data on which the estimation is based, the nature of the decisions that are to be made, the number of decision alternatives, and the class of treatment regimes under study.
Regarding the data, these may come from Randomized Clinical Trials (RCTs) or observational studies with patients being assigned to one of the treatment alternatives. With regard to the nature of the decisions, these may pertain to a single, static choice between the treatment alternatives at the start of the treatment as a whole, or to a sequence of dynamic choices during the course of the treatment. In the latter, dynamic case, decisions are to be taken during the treatment, taking into account all accrued information at each decision point [6] [7] [8] . As to the decision alternatives, these may be two or strictly greater than two in number. Regarding the class of treatment regimes, one should note that a treatment regime can take different forms. For example, one class includes regimes that take the form of a hyperplane, represented by a weighted linear combination of predictor variables, such as I(" 3 + " 4 X1 + " 5 X2 > 0) [9] [10] [11] [12] . Another class comprises regimes based on rectangular regions that may be represented by a decision tree, in which binary splits are made based on dichotomized pretreatment characteristics, and in which the subgroups underlying a regime correspond to the leaves of the tree [13] [14] [15] [16] [17] [18] [19] [20] , by decision lists [21] , or by subsets of the covariate space [22] [23] [24] [25] . Still other classes of regimes may rely on nonlinear or generalized linear classifiers [14, 26, 27] .
In this paper, we focus on methods for estimating treatment regimes from data of RCTs with regard to a static choice between two treatment alternatives, with the regimes in question being of a tree-based type. Tree-based treatment regimes have the advantage of providing a straightforward and most insightful representation of the decision structure underlying the regimes under study.
During the past few years, quite a few methods have been developed that may be used to estimate tree-based treatment regimes, namely Virtual Twins (VT: Foster et al., 2011 [18] [26] ), a classification-based approach to estimating optimal treatment regimes: Zhang et al., 2012a [14] , Minimum Impurity Decision Assignments Decision Trees (MIDAS: Laber and Zhao, 2015 [15] ), and Generalized Unbiased Interaction Detection and Estimation, interaction (Gi: Loh et al, 1015 [19] ). These methods have different objectives and optimization criteria, yet, the output of each of them may be transformed into a tree-based treatment regime. In particular, regarding the objective, the method of Zhang et al. [14] , OWL and MIDAS have been specifically developed to directly estimate tree-based treatment regimes, unlike Gi, QUINT, IT, MOB and VT; yet, a tree-based treatment regime can be deduced from the output of the latter methods by assigning the treatment with the highest estimated mean outcome to each leaf of the tree in the model output. Regarding the optimization criterion, MOB models the outcome via a recursive partitioning procedure that splits each leaf of the current tree on the basis of the variable and the split point that imply maximal parameter instability; from their part, IT, QUINT and Gi aim at maximizing treatment-subgroup interactions, whereas the classification approach of Zhang and MIDAS maximize a criterion of expected (potential) outcome.
Given all these methods that can be used to estimate tree-based treatment regimes, one may obviously wonder which of these methods results in the best estimated regimes. Unfortunately, however, up to now only partial information is available on the absolute and relative performance of the methods in question. The present paper will address this issue by means of a simulation study in which we will compare the regimes that the methods return. The methods that will be included in this simulation study are methods that can be used to estimate tree-based treatment regimes and for which source code is publicly available. These are MOB, IT, QUINT and the method of Zhang et al. [14] 1 ; we will evaluate the performance of these methods with respect to a number of evaluation aspects. Obvious evaluation aspects in this regard firstly pertain to the performance of the resulting regimes. This can be measured in terms of the average outcome of each regime, that is, the expected outcome if all members of the population under study would be assigned to the treatment alternative implied by that regime. Alternatively, one may also look at the proportion of patients that, based on that regime, would receive the truly best treatment alternative from the viewpoint of the underlying true population model. Secondly, one may observe that in the study of treatment effect heterogeneity and subgroup analyses several critics pointed at the ubiquitous presence of Type I and Type II inferential errors [28] [29] [30] [31] [32] , which some critics even labelled as a "clinicostatistical tragedy" [33] . All inferential errors in question pertain to testing the null-hypothesis of absence of a treatment-subgroup interaction. Within the context of evaluating estimated treatment regimes, two related kinds of error can be distinguished. Here, the null hypothesis pertains to the hypothesis that everyone should receive the same (marginally best or standard) treatment alternative. A first kind of error is committed when H0 is wrongly 'rejected', meaning that a nontrivial tree (i.e., a tree with more than a root node only) for which the optimal treatment alternative differs between leaves, is returned whereas according to the true underlying population model, all patients should receive the same treatment alternative. A second kind of error is committed when H0 is wrongly retained, meaning that a trivial tree (i.e., a tree with a root node only) or a non-trivial tree in which all leaves are assigned to the same treatment alternative, is returned, whereas according to the true underlying population model, patients should be assigned to different treatments. Although strictly speaking incorrect (since no hypothesis is being tested), we will still refer to these errors as Type I and Type II errors. Taking all this into account, we will include Type I and Type II error rates in our simulation study as a second group of evaluation characteristics.
In the absolute and relative evaluation of the four methods under study we want to take into account characteristics of the data and the data-generating mechanism, with the result of the evaluation possibly depending on these characteristics. At this point, in addition to obvious candidates such as sample size and effect size, we want to experimentally manipulate in our simulation study the true treatment regime underlying the generated data. In particular, to understand the performance of the methods under study both when the class of regimes they are based on matches the truth and when it does not, we will consider true tree-based and true non tree-based treatment regimes; additionally we will distinguish between simpleand complex versions of the regimes in question. Furthermore, to investigate the Type I error rate, we will also include a quantitative treatment-subgroup interaction scenario, in which the data are generated on the basis of a tree, the leaves of which differ only in terms of the magnitude and not the sign of the difference in outcome between the treatment alternatives; this implies that, in terms of an optimal treatment regime, everyone should be assigned to the same (marginally best) treatment alternative (which comes down to the treatment regime of the null hypothesis).
The structure of the remainder of this paper is as follows. In Section 2, the four selected methods for estimating tree-based treatment regimes will be briefly outlined. In Section 3 we will describe the method of the simulation study and in Section 4 we will report its results. In Section 5 we will present an illustrative application and finally in Section 6 we will present some concluding remarks.
Methods for estimating tree-based treatment regimes
In this section, we will introduce a conceptual framework for the estimation of optimal tree-based treatment regimes. Subsequently, we will briefly outline the four estimation methods focused on in the present paper. (For a more detailed explanation we refer to the articles in which the methods were originally proposed [17, 16, 14, 13] ).
Conceptual framework
The type of data we focus on in this paper, are RCT data where n patients receive at random one out of two available treatment alternatives, denoted by A = 0 and A = 1. The data include pretreatment characteristics, denoted by X = X 1 , ..., X j , ..., X J . The observed outcome of interest is Y, where we assume that larger values are better. This results in the observed data (X i , A i , Y i ), i = 1, ..., n, which are assumed to be independent and identically distributed (IID) across i.
From these data a treatment regime g must be estimated. A treatment regime is a mapping from the value set of X to the value set of A, meaning a client with a pattern of pretreatment characteristics X will receive A = 0 if g(X) = 0 and A = 1 if g(X) = 1. To formalize the concept of an optimal treatment regime, we need the notion of potential outcomes Y a , a = 0, 1, adopted from the Neyman-Rubin causal model [34, 35] . Potential outcomes Y 0 and Y 1 denote the outcomes for a patient that would have been observed, had the patient received A = 0 or A = 1, regardless of the actually received treatment. The potential outcome for a patient if he/she would receive treatment according to treatment regime g, would then be:
The optimal treatment regime within a given class of treatment regimes, G, then is the regime that maximizes the expected potential outcome, when used to assign treatment to all patients in the population of interest:
In general, several classes of treatment regimes, G, may be distinguished. The class of treatment regimes we are focusing on in this paper is the class of tree-based treatment regimes, G T , with binary splits based on dichotomized pretreatment characteristics. The splits result in a set of nodes, including a root node, internal nodes, and terminal nodes or leaves. Decisions with regard to treatment assignment are based on leaf membership. Figure 1 shows a hypothetical example of such a tree-based treatment regime, based on an RCT with 422 patients, in which two treatments are being compared. Splits are based on pretreatment characteristics X 5 and X 2 . According to the regime, patients with a score lower than 0 on X 5 , or with a score higher than 0 on X 5 and a score higher than 22 on X 2 should receive Treatment 1. For patients with a score higher than 0 on X 5 and a score lower than 22 on X 2 , Treatment 0 is the optimal treatment. Below, we will explain how each method under study constructs such a regime. 
Model-based recursive partitioning
MOB is built on the assumption that in many situations it is unlikely that a single global model fits all observations well. It may then be possible, however, to recursively partition the observations in subgroups based on covariates such that a well-fitting model can be found locally for each subgroup. This general framework can be used to study treatment effect heterogeneity. In this case, the fitted model in each subgroup will be a regression of outcome on treatment, where the intercept and slope are allowed to vary across leaves [36] . A treatment regime can be deduced from the output by examining the sign of the slope; when it is positive, the leaf is assigned to Treatment 1, when it is negative it is assigned to Treatment 0.
In the first step of the recursive partitioning procedure, a regression model E(Y|X, A) = " 0 + " 1 × A is fitted to all observations in the current node. This model is referred to as M(Y, (), where Y denotes all observations, and ( a vector of parameters, ( ∈ C. Given n observations, the model, M(Y, () can be fitted by minimizing the objective function J(Y, () (e.g., the error sum of squares in ordinary least squares or minus the log-likelihood in maximum likelihood estimation), yielding the parameter estimate(:
To determine whether splitting the node is necessary, it must be tested whether the parameters of the fitted regression model are stable over each ordering implied by the pretreatment characteristics X 1 , ..., X J , versus whether splitting the observations with respect to one of the characteristics might capture instabilities in the parameters and thus improve the fit. This is tested using a fluctuation test for parameter instability (generalized M-fluctuation test [37] ). If there is significant instability with respect to any of the pretreatment characteristics, the node is split according to the characteristic that is associated with the highest parameter instability, and the split point that locally optimizes J is chosen. This procedure is repeated in each child node, and stops when no further parameter instabilities can be found or when the child node contains less than a pre-specified number of observations. The final tree is automatically selected as the best tree; there is no pruning procedure to correct for over-fitting, because in the parameter instability tests, multiplicity adjusted p-values are used to prevent this. Note that MOB may model main effects of pretreatment characteristics if instability primarily pertains to the intercept, and quantitative treatment-subgroup interactions (implying that the magnitude of the treatment effect differs between subgroups, whereas the optimal treatment alternative does not [38] ) if instability is detected in the treatment effect, with the effect being in the same direction in all leaves.
Interaction trees
IT has been developed to capture treatment-subgroup interactions by recursively splitting the group of patients based on pretreatment characteristics, such that in each split the treatment-split interaction is maximized. This method was not specifically developed for estimating optimal treatment regimes, yet a treatment regime can be deduced from the final tree by assigning each leaf to the treatment with the highest mean outcome in that leaf.
The recursive splitting procedure starts by considering a single possible split, s, of the data based on one of the pretreatment characteristics, X j . The interaction between split s and treatment is estimated by:
whereȳ a L andȳ a R are the mean outcomes under treatment a (where a = 0, 1, in the left and right child node respectively), n 1 , ..., n 4 are the sample sizes in both child nodes for Treatment 0 and Treatment 1, and
s 2 i is a pooled estimator of the within-node variance. The best split s ⋆ is the one yielding the maximum value of [h(s)] 2 among all possible splits s.
R ) are in the same direction, IT is picking up a quantitative treatment-subgroup interaction. Subsequently, the data in node k are split according to s ⋆ , and the procedure is repeated for the resulting child nodes. Recursively doing so results in a large initial tree denoted by T 0 .
The splitting procedure ends if either all covariates in a node have the same value, if the total number of observations in the node is less than some predefined minimum node size, if the depth of the node is greater than some predefined maximum tree depth, or if for all permissible splits the minimum of (n 1 , n 2 , n 3 , n 4 ) is below some predefined threshold. The large initial tree T 0 will be pruned based on an interaction-complexity procedure (which is analogous the the split-complexity pruning algorithm of Leblanc and Crowley [39] ). Following this procedure, a nested sequence of trees is created, and the final tree will be the tree from this sequence with the maximum value of an interaction-complexity measure. An honest estimate of this measure can be obtained in two ways, namely by calculating it from an independent test set (an independent subset of the data), or by using a bootstrap procedure in the case of a moderate or low sample size.
Optimal treatment regime identification by Zhang et al.
The method of Zhang et al. [14] has been developed to directly estimate optimal treatment regimes from observational studies or RCTs. For each patient under study a contrast is estimated,
where ,(a, X) = E(Y|A = a, X). This contrast denotes the difference between the expected outcome under Treatment 1 versus Treatment 0, given the patient's pretreatment characteristics. The sign of this contrast indicates the estimated optimal treatment, whereas its absolute value indicates the cost if this patient would be misclassified. Subsequently, the contrasts can be used as input for supervised classification methods to estimate an optimal treatment regime. Note that the choice for the estimator of the contrast function as well as the choice of the supervised classification method are up to the user, making this approach very flexible. The contrast function C(X i ) can be estimated in various ways. Zhang et al. [14] introduce an augmented inverse probability weighted estimator (AIPWE [40] ) as a promising possibility:
Here, 0(X,γ ) denotes a model for the propensity score and ,(A, X,") denotes a model for the outcome. This estimator satisfies a double robustness property, meaning that it remains consistent for E{Y g T (X) } if either 0(X,γ ) or ,(A, X,") is correctly specified. Note that in the case of an RCT with a balanced allocation design, 0(X,γ ) = 1/#(treatment alternatives); alternatively, empirical proportions can be used to account for chance imbalance of treatment assignment conditional on the pretreatment characteristics [41] . In our simulation study we will useĈ AIPWE (X) for estimating the contrast function (because of its double robustness property) and a parametric regression for the outcome model. Since we only consider RCT data in our study, the propensity model is always specified correctly; hence, because of double robustness, mis-specification of the outcome model ,(A, X,") should not influence the performance of the method. Still, in our simulation study we want to investigate the possible effect of a mis-specification of the outcome model, firstly in order to set up a fair comparison of the methods under study, and secondly because double robustness is an asymptotic property only. Consequently, we will use two versions of the method of Zhang et al. [14] in our simulation study, namely one version with a correctly specified outcome model for estimating the contrasts and one with a mis-specified outcome model, where one of the relevant pretreatment characteristic has been dropped from the regression equation.
Once the contrasts are obtained, g opt T (X) can be estimated by arg max
Zhang et al. [14] were able to rewrite this as:
arg min
which makes it possible to recast the problem of estimating an optimal treatment regime as a weighted classification problem with I{Ĉ(X i ) > 0} as the binary response, X i as the predictor, |Ĉ(X i )| as the misclassification weight [42] and g T as the classification rule looked for. Several existing classification techniques can be used to solve this classification problem, including Support Vector Machines, decision lists, and classification trees. Since we focus in the present paper on tree-based treatment regimes, we will use classification and regression trees (CART [43] ) to estimate the treatment regime.
The recursive splitting procedure of CART stops if either the node becomes pure, that is, all cases in the node have identical values on the contrast or on all pretreatment characteristics, if the tree depth exceeds some predefined value, if the sample size in a node is less than a predefined minimum, if the split would result in a child node with a sample size less than a predefined child node size, or if for the best split of the node the improvement of the fit is smaller than some pre-specified minimum. The large initial tree will be pruned back to some optimal sub-tree using a form of cost-complexity pruning [39] .
Qualitative interaction trees
The goal of QUINT is to identify subgroups that are involved in qualitative treatment-subgroup interactions, meaning that for some subgroups of patients, Treatment 0 is better than Treatment 1 whereas for other patients the reverse is true. This is done by partitioning the group of patients into two or three subgroups (℘ 1 , ℘ 2 and ℘ 3 ), where each subgroup can comprise multiple leaves of a tree. For subgroup ℘ 1 the outcome under Treatment 0 is higher than under Treatment 1, for subgroup ℘ 2 the reverse is true, and for the optional subgroup ℘ 3 the outcome is about equal under both treatments. QUINT tries to find the best partition of the sample of patients into these subgroups, in the sense that the qualitative treatment-subgroup interactions should have the largest possible practical significance. The latter means that the differences in outcome between Treatment 0 and Treatment 1 in the leaves assigned to ℘ 1 and ℘ 2 should be as large as possible, and that the numbers of patients assigned to ℘ 1 and ℘ 2 should be as large as possible. A treatment regime can be derived from the QUINT output based on the subgroups to which the leaves have been assigned, with for patients in leaves assigned to ℘ 1 the optimal treatment being Treatment 0, and for patients in leaves assigned to ℘ 2 the optimal treatment being Treatment 1. Obviously, for patients assigned to ℘ 3 there is no clear optimal treatment alternative. However, to define an unambiguous treatment regime, we assign each leaf of ℘ 3 to the treatment with the highest mean outcome in that leaf.
The partition criterion is a product of four components, namely the mean difference in outcome between Treatment 0 and Treatment 1 in the leaves assigned to ℘ 1 and ℘ 2 respectively, denoted by D 1 and D 2 , and the number of patients assigned to ℘ 1 and ℘ 2 , denoted by M 1 and M 2 , respectively:
where w 1 and w 2 are weights to put the difference in outcome and cardinality components on comparable measurement scales. After a check whether qualitative treatment-subgroup interactions are present, QUINT follows a stepwise binary splitting procedure which implies that in each step, a node, a pretreatment characteristic, a split of that characteristic, and an assignment of the terminal nodes or leaves of the current tree to ℘ 1 , ℘ 2 (and possibly ℘ 3 ) are chosen that maximize the partition criterion.
The algorithm stops splitting if a split does no longer imply a higher value of Q, if the number of leaves is greater than a predefined maximum, or if the sample size for one of the treatments in a leaf is lower than a predefined value. To avoid overfitting, the maximal tree is pruned back to some optimal sub-tree using a bootstrap-based procedure for bias correction [39, 44] .
Method of the simulation study
In the simulation study, we will evaluate the performance and error rates of the four methods under study, and we will examine how these are influenced by certain characteristics of the data and the data-generating mechanism. We will first introduce the design of the simulation study, and then elaborate on the specification of the methods under comparison.
Design
For each dataset we created n observations (
.., J, was generated from a multivariate normal distribution with , X j = 0, 3 X j = 1, and 1 jj ′ = 0.4; A was generated from a Bernoulli distribution with ( = 0.50; outcomes were generated as Y i = ,(A i , X i ) + : i with : i standard normal and with the link function being defined below.
The following factors were manipulated in the data generation process:
• Sample size, n with levels n = 300 and n = 1000
• The number of pretreatment characteristics J, with levels J = 5 and J = 20.
• The link function, with levels identity and exponential link, leading to the following conditional expectations ,(A, X):
and ,(A, X) = exp{1.0 + 0.
with g opt denoting the true optimal treatment regime (defined below) and c being related to the cost implied by assigning the patient under study to the non-optimal treatment alternative.
• The effect size (Cohen's d [45] ) of the difference in outcome between the optimal and non-optimal treatment alternative with levels medium (d = 0.5), and large (d = 1). These levels imply that under the identity link function, c is equal to 0.5 or 1, whereas under the exponential link function c is equal to 0.22 or 0.44.
• The true optimal treatment regime, g opt with five levels, where Levels (1) and (2) refer to simple and complex tree-based scenarios, Levels (3) and (4) refer to simple and complex non-tree scenarios, and Level (5) to a quantitative scenario, in which the underlying regime is a trivial tree according to which the optimal alternative is Treatment 1 for every patient:
In the fifth scenario, the final term -c[A -g opt (X)] 2 in eqs (10) and (11) was replaced by
with 0.25 now relating to the cost implied by assigning the patient under study to the non-optimal treatment alternative when X 1 ≤ -0.43 and c to the cost implied when assigning the patient under study to the non-optimal treatment alternative when X 1 > -0.43.
All design factors were fully crossed, yielding 2 (sample size) × 2 (number of pretreatment characteristics) × 2 (link function) × 2 (effect size) × 5 (optimal treatment regime) = 80 combinations, with 500 Monte Carlo replications for each combination, yielding 40,000 data sets in total.
Specification of the methods
In this section, we will explain how we specified the options and tuning parameters for the four methods under study, in such a way that the comparison of these methods will be as fair as possible.
Model-based recursive partitioning
The R-package party [46] was used to estimate tree-based treatment regimes with MOB, with E(Y|X, A) = " 0 +" 1 A as model 2 , with the pretreatment characteristics X 1 , ..., X J as possible split variables, and with default settings for all tuning parameters, except that the minimum number of persons in a node to split was set at 40 (minsplit = 40).
Interaction trees
IT was applied using R-code provided by the author. For +, a penalty parameter used in the pruning procedure, we used ln(n); the minimum number of persons in a node to split was set at 40, the minimum number of persons in a terminal node at 20, and the maximum depth of the tree at six. We used two thirds of the data as learning sample, and one third as test sample.
Optimal treatment regime identification by Zhang et al.
We used self-built R-code for the contrast calculation. For this calculation we used as outcome model on the one hand ,(A, X,") = (" 0 +
On the other hand, we also used as outcome model the same regression model from which one relevant predictor (X 1 ) was dropped from both the main effect and the interaction term: ,(A, X,") = (" 0 +
With regard to the propensity model, instead of fixing it to 0.5, we used empirical proportions to account for chance imbalance of treatment assignment. We estimated the contrasts usingĈ AIPWE (X i , A i , Y i ,") and defined binary responseŝ
The new dataset {Ẑ i , X i ,Ŵ i } was analyzed using rpart [47] with default settings for all tuning parameters, except that we usedŴ as the individual misclassification costs (weights=Ŵ), the minimum number of persons in a node to split was set at 40 (minsplit = 40), the minimum number of persons in a terminal node at 20 (minbucket = 2 Note that for some conditions this model is mis-specified with regard to the link function as in the data generation process for half of the conditions an exponential link function was used (see eq. (11)) whereas the outcome model always included an identity link. 3 The main effects and interactions with treatment of all available (rather than all relevant) predictors were included in the outcome model. Also note that this outcome model is mis-specified with regard to the interaction terms, as in the data generating process these were based on rectangular regions (see Section 10.3). On top of that, as was the case for MOB, the outcome model was mis-specified in terms of the link function for conditions in which an exponential link function was used in the data generating process.
20)
, and the maximum depth of the tree at six (maxdepth = 6). For the complexity parameter used in the pruning procedure (cp), we used the complexity parameter associated with the smallest cross-validated error [48] .
Qualitative interaction trees
To estimate a tree-based treatment regime using QUINT, we used the R-package quint [49] with default settings for all tuning parameters, except that we set the minimum number of persons with respectively A = 0 and A = 1 in a leaf at 10 (a1=a2=10).
Results
The goal of the simulation study was to compare the performance of the four methods in an absolute and a relative sense. A treatment regime was estimated for each dataset using each of the four methods; subsequently, we performed a repeated measures analysis of variance (ANOVA) for each outcome measure with method as a within-subjects variable and the manipulated factors as between-subjects variables. We will report all effects (including interactions) with an effect size higher than some cut-off value. We will use ' 2 as effect size, where ' 2 =
SS effect SS total
. Here, SS effect is the sum of squares of the effect and SS total are the total sum of squares. We calculated SS total separately for the between-and the within-subject effects. This implies that the ' 2 -values of all between-subject effects and the interactions between these effects sum up to 1; similarly, the ' 2 -values for the within-subject effect and the interactions between the within-and between-subject effects sum up to 1. As a cut-off, we used 0.10, implying that an effect was reported if it explained more than 10 % of the corresponding total sum of squares.
Expected outcome of the regime in the population
The first evaluation criterion pertained to the expected outcome if all members of the population under study would be assigned to the treatment alternative implied by the regime under study, E(Yĝ opt T ). To approximately calculate E(Yĝ opt T ), we used a Monte Carlo averaging procedure proposed by Zhang et al. [14] : We simulated a super-sample, that is, a set of N = 10 6 patients on the basis of the true data generating model, subjected this to the estimated treatment regime, and calculated the average of the resulting outcomes under this regime. Yet, unfortunately, the measure E(Yĝ opt T ) suffers from the problem that its values are not comparable for data simulated in different conditions, for two reasons. First, the maximally possible value of E(Yĝ opt T ) is E(Y g opt ), which differs substantially between conditions. Second, in each condition one may consider as possibleĝ opt T a trivial regime according to which all patients should be assigned to the marginally best treatment alternative (g = a opt ). The performance of such a trivial regime (E(Y g=a opt )) differs substantially between conditions, which implies that the difficulty of finding a regimeĝ opt T with a better performance (E(Yĝ opt T )) than the trivial regime differs between conditions as well. We accounted for these issues by introducing a measure of Normalized Performance Gain (NPG):
with E(Yĝ
, and
. The NPG (with a maximum value of 1 in every condition) indicates the fraction of the theoretically possible performance gain that is achieved by assigning all patients in the population to a treatment alternative based on a regimeĝ opt T as compared to the trivial regime of assigning all patients to the marginally best treatment regime g = a opt . A limitation of this measure is that it can only be used if the denominator in eq. (12) is different from 0, that is, if the true optimal regime g opt is non-trivial. As such, the NPG cannot be used for the fifth scenario with a quantitative treatment-subgroup interaction. However, for this scenario the Type I error rate is the primary outcome of interest. For all other scenarios, the NPG was analyzed as a first outcome measure. The grand mean of the NPG was 0.542. The ANOVA results of this outcome measure revealed that it was mainly influenced by sample size, effect size, scenario, and method (see Table 1 ). The main effects of sample size and effect size read that, as expected, the NPG increases for larger sample sizes, and for larger effect sizes. The main effect of scenario reads that, in line with our expectations, the NPG was better under tree-based scenarios than under non tree-based scenarios and better under simple as compared to complex scenarios. Regarding the main effect of method: The approach of Zhang et al. [14] , even with one omitted predictor, had the highest mean NPG, followed by MOB; the mean NPGs of QUINT and IT were lower. These marginal means are shown in Table 5 .
Proportion of patients assigned to the truly best treatment alternative
We calculated for every data set the proportion of patients who were assigned by the estimated treatment regime,ĝ opt T , to the truly best treatment alternative according to the true optimal treatment regime underlying the data, g opt . The grand mean of the proportion of patients assigned to the truly best treatment alternative was 0.856. An ANOVA revealed that this proportion was mainly influenced by effect size, scenario, method, and a method*scenario interaction (see Table 2 ). For effect size, we observed the same trend as for the NPG, namely that the proportion of correctly assigned patients increases for larger effect sizes. Regarding the main effect of scenario the proportion of correctly assigned patients was higher in tree-based than non tree-based scenarios, in line with our expectations; yet, somewhat unexpectedly, the proportion of correctly assigned patients was also slightly lower in the simple than in the complex scenarios. We will go into this in more depth in the Discussion Section. Regarding the effect of method, the proportion of correctly assigned patients was highest for the method of Zhang et al. [14] without and with one omitted predictor, followed by MOB, IT, and QUINT. These marginal mean proportions are shown in Table 5 . Finally, the interaction between method and scenario reads that IT and QUINT have a pattern that differs from that of the other methods, with more pronounced differences in the proportion of correctly assigned patients between the tree-based and non treebased scenarios, and between the simple and complex scenarios. This interaction is depicted in Figure 2 .
Type I error rate
The quantitative interaction scenario was used to evaluate the Type I error rate. A Type I error is committed when the null hypothesis that everyone should be assigned to the same treatment alternative is wrongly "rejected", meaning that a non-trivial tree in which the leaves are assigned to different treatments, is returned. For each cell of the design under the fifth scenario, which involves a quantitative treatmentsubgroup interaction only, we calculated for each method the proportion of data sets for which a non-trivial tree with the leaves assigned to different treatment alternatives, was returned. The resulting proportions were subjected to an ANOVA, with the highest order interaction being used as error term. The grand mean of the Type I error rate was 0.084. The ANOVA revealed that this error rate was primarily influenced by link function and method main effects, and by method*number of pretreatment characteristics, method*link function and method*effect size interactions (see Table 3 ). Regarding the main effect of link function: The Type I error probability was lower for an exponential than for an identity link function; yet, from the interaction between method and link function we can conclude that for IT, unlike for the other methods, the Type I error rate is not influenced by the link function. The main effect of method implies that for IT the probability of making a Type I error was smallest, followed by MOB, the method of Zhang et al. [14] without and with an omitted predictor, and QUINT. These marginal mean error rates are shown in Table 5 . Note that for MOB and IT, only non-trivial trees in which the leaves are assigned to different treatment alternatives are being counted as a Type I error. Regarding the interaction between method and the number of pretreatment characteristics: Only for QUINT there was an effect of the number of pretreatment characteristics on the Type I error probability, with a lower Type I error probability in case of five as compared to 20 pretreatment characteristics. Similarly, the interaction between method and effect size reads that only for QUINT a higher effect size implied a lower Type I error probability. Obviously, these interactions are mainly based on deviating patterns of two backbench methods (similar to the interaction illustrated before in Figure 2) ; as these are not of primary interest to answering our research questions, we omit figures to graphically represent them.
Type II error rate
The Type II error, defined as the probability that the null hypothesis (that everyone should receive the same treatment alternative) is incorrectly 'retained', meaning that a trivial tree or a non-trivial tree in which all leaves are assigned to the same treatment alternative, will be estimated using the simple and complex treebased and non tree-based scenarios. For every cell of the design under these scenarios, we calculated the proportion of data sets for which a trivial tree or a non-trivial tree with all leaves assigned to the same treatment alternative, was returned. Again, the highest order interaction was used as error term in the ANOVA.
The grand mean of the Type II error rate was 0.185. An ANOVA revealed that the Type II error rate was primarily influenced by scenario, sample size, effect size, and method main effects, as well as by method*sample size, and method*scenario interactions (see Table 4 ). Regarding the effect of scenario, the Type II error rate was higher under the simple than under the complex scenarios, and higher under the non tree-based than under the tree-based scenarios; however, the interaction between method and scenario indicated that only for QUINT the difference between simple and complex scenarios was large, and especially for IT the difference between tree-based and non tree-based scenarios was large, whereas for the other methods the Type II error remained about equal over the different scenarios. The main effects of sample size and effect size were in the expected direction: The Type II error rate was lower for larger sample sizes and for larger effect sizes. The main effect of method lined up with that of the first two performance measures: The method of Zhang et al. [14] without one omitted predictor had the lowest Type II error probability, followed by the same method with omitted predictor and MOB; QUINT and IT had a higher probability of making Type II errors. These marginal mean Type II error rates are shown in Table 5 . Regarding the interaction effect between method and sample size: The pattern of IT is different from that of the other methods, with a more pronounced difference in Type II error rate between the two sample sizes. The pattern of QUINT is opposite to that of the other methods, with a larger Type II error rate for the larger sample size.
Illustrative application
We estimated a tree-based treatment regime with each of the four methods under study using a Clinical Trials Network data set on the evaluation of integrating motivational interviewing techniques into the initial contact and evaluation sessions of behavior therapies [50] . This RCT data set consists of 423 individuals seeking treatment for a substance use problem. Participants were randomly assigned to standard intervention (n = 214) or standard intervention with integrated motivational interviewing (MI) techniques (n = 209). The dataset includes 18 pretreatment characteristics, among which demographical characteristics (e.g., age, gender, ethnicity) and aspects of substance use (e.g., composite scores of the Addiction Severity Index (ASI), see McLellan et al. [51] ). The outcome measure on which we will focus here, is the total number of days without substance use during the 28 days after randomization. The original analyses of these data revealed no significant effect of treatment on the number of days without substance use for the sample as a whole. However, in the discussion, the authors hint at possible treatment effect heterogeneity and state that it is important to understand the types of individuals for whom MI is effective and what mediators and moderators might impact the process. We excluded all observations with missing values on the outcome of interest (n= 72). We used the same settings, tuning parameters and code as in the simulation study, except that for IT we took the whole data set as learning sample and used a bootstrap procedure for pruning, as we learned from the simulation study that a large sample size is of utmost importance for the performance of IT. Also, for QUINT we used the difference in means criterion instead of the effect size, since the authors advise to do so when the outcome is measured on a scale with values that have a clear pragmatic meaning [13] ; besides we used 0.20 as minimum absolute value of the standardized mean difference in treatment outcome in the two leaves for a tree to be grown (dmin), since we learned from the simulation study that the risk of a Type II error is very high using dmin=0.30. 4 The tree-based treatment regimes estimated with the methods under study, are shown in Figure 3 . All methods return a non-trivial tree with the leaves being assigned to different treatments. For three of the methods, employment is an important splitting variable with 0.64 as cut-off, where persons with an employment score > 0.64 benefit from standard treatment. For QUINT and IT more than one split is based on employment, hinting at a possible curvilinear effect of this variable. Finally, both QUINT and IT split based on years of education as well, with a cut-off value of about 12 years. Here, persons with more than 12 years of education and a low employment score should receive standard treatment, whereas persons with less than 12 years of education and a low employment score should receive MI. MOB uses the number of days that a patient has used drugs during 30 days prior to treatment assignment as split variable. Although this split was mainly caused by a main effect of this variable (with persons who have used drugs during more than 19 days out of 30 days prior to treatment assignment having a lower intercept), the treatment effect, although small, had a different sign in both leaves as well, implying a different optimal treatment alternative in each leaf. [50] on the evaluation of integrating motivational interviewing techniques into the initial contact and evaluation sessions of behavior therapies. Each leaf is associated with an optimal treatment. In the QUINT solution the leaves with "no difference" were assigned to the treatment alternative (displayed between parentheses) with the highest mean outcome in that leaf. A higher score on the ASI variables (e.g., employment, alcohol, psychological) indicates more problems in that area. # Days use indicates the number of days the patient had used drugs during 30 days prior to treatment assignment.
One could base the choice between the four treatment regimes in Figure 3 on an estimate of the expected outcome of the regimes in the population (Ê[ĝ opt T ]), using a naive estimator (where the mean outcome under the optimal treatment alternative in a leaf is multiplied by the number of persons in that leaf) or using the (doubly robust) AIPW estimator [40, 9] . However, for standard usage of these estimators, the same data are used for estimating a regime and evaluating it, leading to positively biased results, with this bias most probably being higher for larger trees. Indeed, when evaluating the tree-based treatment regimes using the AIPWE, the largest tree had the highest estimated expected outcome (IT: 26.50), followed by the second largest tree (QUINT: 25.78), and finally the smaller trees (Zhang: 25.49 and MOB: 25.14). Similar results were obtained using the naive estimator. 5 
Discussion
We evaluated the absolute and relative performance of four methods for estimating tree-based treatment regimes (viz., Interaction Trees, Model-based Recursive Partitioning, Qualitative Interaction Trees and two implementations of the method of Zhang et al. [14] ) in terms of the expected outcome in the population if all patients would receive treatment according to the estimated treatment regime and in terms of the proportion of patients assigned to the truly best treatment alternative. Besides, we compared the methods in terms of their probability of making inferential errors (viz., Type I and Type II errors). We will now discuss the major findings of our simulation study.
To start with, as a background issue, we were interested in how certain data characteristics would influence the performance of the whole of the methods under study. We found that under larger sample sizes and effect sizes, the methods achieve higher expected outcomes and higher proportions of patients assigned to the truly best treatment alternative, as well as lower Type II error rates. Also, as expected, we found that the methods perform better under tree-based than under non tree-based scenarios in terms of the expected outcome and the proportion of patients assigned to the truly best treatment alternative. Furthermore, the expected outcome was higher in simple than complex scenarios. Somewhat unexpectedly, the latter did not hold for the proportion of correctly assigned patients. This can be explained by the higher Type II error probabilities in the simple scenarios, which can be attributed to the greedy nature of tree algorithms (meaning that a split will only be made if there is an immediate advantage of it). For example, in the context of estimating optimal tree-based treatment regimes, this means that a split is only being made if in one of the daughter nodes the expected potential outcome of Treatment 1 clearly exceeds that of Treatment 0, whereas in the other daughter node the reverse holds true. This implies a qualitative treatment-split interaction. For the first split in the complex scenario, this qualitative treatment-split interaction was more pronounced than for the first split in the simple scenario. On top of this, in the simple scenarios there were more patients for whom the optimal treatment alternative was not the marginally best treatment alternative, implying that in the case of a trivial tree (or a non-trivial tree with all leaves assigned to the same treatment alternative) being returned, more patients were assigned to the incorrect treatment alternative. Type I error rates were higher under an identity than under an exponential link function. The latter can be explained by the fact that the absolute difference between the two treatments in the leaves is higher under the exponential link function, making it easier to recognize whether a qualitative treatment-subgroup interaction is present or not. Finally, quite unexpectedly, only for QUINT, the Type I error rate increased when the number of pretreatment characteristics increased. The fact that MOB is resistant to an increase of the number of pretreatment characteristics may be explained at least in part by the internal stopping criterion of MOB, which is based on a significance threshold that takes into account a multiple comparison correction. For IT, the lack of increase of the Type I error risk may be explained by a floor effect for the Type I error risk, probably due to the use of a strong penalty in the pruning procedure.
The primary question we wanted to answer in this paper was of course which method performs best (under which circumstances). We learned that the method of Zhang et al. [14] , even with one omitted predictor, performs best across almost all conditions of our simulation study, in terms of the expected outcome, the proportion of patients assigned to the truly best treatment alternative, and the Type II error rate. In terms of the same outcome measures, the performance of MOB was usually somewhat lower than that of the method of Zhang et al. [14] , whereas the performance of QUINT and IT was considerably lower in most conditions of the simulation study. However, in terms of the Type I error rate, the picture was quite different from that of the other outcome measures: Here, the performance of IT was best (with a very low Type I error rate), that of MOB was somewhat in between, whereas QUINT and the method of Zhang et al. [14] had the highest Type I error rates. Besides, although we found some interactions between method and data characteristics, the positions of the best performing methods with respect to the different outcome measures were in general not influenced by those data characteristics.
Two remarks with regard to these findings, seem to be in place. First, we implemented MOB as suggested by Zeileis et al. [52] and Seibold et al. [36] , using a simple regression model (E(Y|X, A) = " 0 + " 1 Treatment) and an instability check of the parameters (" 0 , " 1 ) in each node. One might wonder what would happen if one would expand this regression model by adding main effects of the predictors (resulting into " 0 +" 1 Treatment+ " j+1 X j ), and performing an instability check on the full set of "-parameters. We repeated some cells of the simulation design for MOB in this way, which led to changeable results, with a considerable deterioration of NPG in some conditions, a moderate improvement in other conditions, and the NPG staying the same in still other conditions (see Supplementary Materials, Table 1 ). Additional research is needed to further characterize the effect of implementing MOB in this way. The same holds true for the recently proposed implementation of the MOB approach by Seibold et al. [53] . They suggest to include the main effects of the predictors in the model, while keeping their effects constant over the subgroups and therefore examining the instability of (" 0 , " 1 ) only. Using MOB in this way could lead to better results when there are prognostic variables that influence the outcome in a linear way (as was the case in our simulation study), because the regression model will account for these main effects of the predictors and MOB will no longer try to approximate them by step-functions.
Second, it is not surprising that the method of Zhang et al. [14] performs best with regard to the NPG, since it was the only method in our comparison that maximizes an estimate of the expected outcome of a regime. To get an idea of the performance of the method of Zhang et al. [14] relative to a method that also optimizes such an estimate, we compared its performance to the performance of the method of Zhang et al. [21] . This method also estimates optimal treatment regimes based on rectangular regions, yet it represents the treatment regime by a decision list instead of a decision tree; we will further refer to this method as the decision list method. We applied the decision list method with default settings to part of the data sets generated in the original simulation study. In general, in terms of the NPG, the performance of the two methods was similar. To be sure, the decision list method slightly outperformed the method of Zhang et al. [14] in conditions with a small sample size or effect size, whereas in conditions with a large sample size and effect size, the reverse held true. With regard to Type II errors, the performance of the decision list method turned out to be perfect, whereas for the method of Zhang et al. [14] , non-negligible Type II error rates were found in conditions with a small sample size and effect size. Yet, the price to be paid for the perfect Type II error performance of the decision list method is substantial, as the Type I error risk of this method turned out to be very high. Often, it was more than twice as high as the Type I error risk of the method of Zhang et al. [14] . Detailed results on this are reported in Tables 2 and 3 of the Supplementary Materials. Summarizing, the most important result we found is that the method of Zhang et al. [14] is superior in terms of the expected outcome, the proportion of patients assigned to the truly best treatment alternative and the Type II error rate as compared to the other tree-based methods (in terms of the same outcome measures, the performance of the decision list method was slightly better than that of the method of Zhang et al. [14] ); yet, the method of Zhang et al. [14] performs relatively bad in terms of the Type I error rate (and the performance of the decision list method was even worse in terms of this outcome measure). One may obviously wonder whether these two seemingly contradictory observations can be reconciled. In fact, committing a Type I error does not necessarily imply a considerably lower expected outcome or proportion of correctly assigned patients. Indeed, when looking at the output of the method of Zhang et al. [14] in more detail, when a Type I error is committed, usually a large tree is grown, from which only a small group of patients is assigned to the incorrect treatment alternative; if, on top of that, for this group of patients the difference in outcome between both treatment alternatives is small, the influence on the expected outcome will be negligible. On the other hand, making a Type II error may lower the expected outcome and proportion of correctly assigned patients considerably, since this implies that a fairly large group of patients is assigned to the incorrect treatment alternative. Note that all this could further imply that the design of our simulation study, with many scenarios involving a qualitative treatment-subgroup interaction (with a risk of committing a Type II error), and only one scenario involving a quantitative treatment-subgroup interaction (with a risk of committing a Type I error) might have given the liberal method of Zhang an advantage over more conservative methods.
The answer to the question which method to use, might at first sight seem straightforward as the method of Zhang et al. [14] (or the decision list method if one is interested in regimes represented by decision lists) performs best on three out of four outcome measures. Indeed, especially if one is primarily interested in estimating a treatment regime that maximizes the mean outcome in the population, this method looks like the best choice. Yet, one should perhaps also not overlook the high Type I error rate of the method of Zhang et al. [14] (and the decision list method). Such a high Type I error rate implies a high risk of identifying non-trivial treatment regimes that cannot be replicated in follow-up research. Problems of non-replicability recently have been denounced in the area of treatment-subgroup interactions, which immediately links up with the area of non-trivial treatment regimes (see e.g., Rothwell [28] , Assmann et al. [29] , Brookes et al. [32] , Wang et al. [30] , Feinstein [33] ). One would probably care more about problems of non-replicability, if, beyond a search for actuarial treatment assignment rules and beyond the aim of maximizing the mean outcome of a treatment regime in the population, one would also like to get some insight into the underlying decision structure of the regime, and especially into the why of this structure (e.g., in terms of the underlying mechanisms of recovery processes and of effective treatment components). At this point, it seems fair to conclude that the method of choice should depend on one's objectives. Whereas the regimes estimated by the method of Zhang et al. [14] (and the decision list method) might result in the highest expected outcome in the population, if one cares about avoiding non-replicable results or about drawing correct conclusions regarding recovery mechanisms or effective treatment components, at least supplemental analyses with the fairly liberal method of Zhang et al. [14] (or the decision list method) by analyses with a more conservative method might be preferable.
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