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DISCRETE DIFFRACTION MANAGED SOLITONS: THRESHOLD
PHENOMENA AND RAPID DECAY FOR GENERAL
NONLINEARITIES
MI-RAN CHOI, DIRK HUNDERTMARK, YOUNG-RAN LEE
Abstract. We prove a threshold phenomenon for the existence/non-existence of energy
minimizing solitary solutions of the diffraction management equation for strictly positive
and zero average diffraction. Our methods allow for a large class of nonlinearities, they are,
for example, allowed to change sign, and the weakest possible condition, it only has to be
locally integrable, on the local diffraction profile. The solutions are found as minimizers of
a nonlinear and nonlocal variational problem which is translation invariant. There exists a
critical threshold λcr such that minimizers for this variational problem exist if their power
is bigger than λcr and no minimizers exist with power less than the critical threshold. We
also give simple criteria for the finiteness and strict positivity of the critical threshold. Our
proof of existence of minimizers is rather direct and avoids the use of Lions’ concentration
compactness argument.
Furthermore, we give precise quantitative lower bounds on the exponential decay rate
of the diffraction management solitons, which confirm the physical heuristic prediction
for the asymptotic decay rate. Moreover, for ground state solutions, these bounds give a
quantitative lower bound for the divergence of the exponential decay rate in the limit of
vanishing average diffraction. For zero average diffraction, we prove quantitative bounds
which show that the solitons decay much faster than exponentially. Our results consider-
ably extend and strengthen the results of [15] and [16].
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1. Introduction
We study the existence and properties of solutions of the diffraction managed non-linear
discrete Schro¨dinger equation
ωϕpxq “ ´davp∆ϕqpxq ´
ż
R
T´1r
“
P pTrϕpxqq
‰
µpdrq, (1.1)
on l2pZq, where µ is a finite measure with compact support and ω a constant. Here,
∆fpxq “ fpx ` 1q ´ 2fpxq ` fpx ´ 1q is the discrete Laplacian on Z, Tr “ eir∆ is the
solution operator of the free discrete Schro¨dinger equation in one dimension, the average
diffraction dav is either positive or zero, and P is the nonlinear term. Previously, either only
very simple pure power nonlinearities P together with simple measures µ, which correspond
to piecewise constant local diffraction profiles d0, or the specific third order nonlinearity
P pzq “ |z|2z, z P C and general probability measures µ have been studied, see the discussion
in Appendix D. We will extend this to a large class of nonlinearities.
Discrete nonlinear dispersive equations such as the discrete nonlinear Schro¨dinger equa-
tion (1.1) arise in the context of nonlinear optics [4, 5, 11, 21, 28], the study of dynamics
of biological molecules [9, 10], localized modes in anharmonic crystal in condensed matter
physics, [6, 26]. Here the discrete models arise as phenomenological models or as tight
binding approximations, see, for example, [19, 22].
In the application to nonlinear optics, which is our main motivation for studying solu-
tions of (1.1), dav is the average diffraction along an array of waveguides and µ will be a
probability measure with compact support related to the local periodic diffraction d0 along
the waveguide. Since we can treat arbitrary probability measures µ with compact support,
our results hold for any local diffraction profile d0 which is locally integrable. In particular,
µ “ δ0, the Dirac mass at zero, is allowed, so our results include the well-known discrete
NLS. We will discuss this more thoroughly in Appendix D.
To get the weak formulation of (1.1), let xf, gy – řxPZ fpxqgpxq be the usual scalar
product in l2pZq and take the scalar product of (1.1) with h P l2pZq to see that since
´x∆ϕ, hy “ xD`ϕ,D`hy, where the forward difference operator D` is defined by
pD`fqpxq :“ fpx` 1q ´ fpxq
for any x P Z and using the unicity of Tr one has
x
ż
R
T´1r
“
P pTrϕq
‰
µpdrq, hy “
ż
R
xP pTrϕq, Trhyµpdrq
and therefore the weak formulation of (1.1) is given by
ωxϕ, hy “ davxD`ϕ,D`hy ´
ż
R
xP pTrϕq, Trhyµpdrq (1.2)
for all h P l2pZq.
The diffraction management equation (1.1), or better, its weak form (1.2), has a varia-
tional structure. We assume that P is an odd nonlinearity of the form
P pzq “ pp|z|qz (1.3)
for z P C. To use this, let V be a differentiable function with V 1paq “ P paq for a ě 0, for
example,
V paq “
ż a
0
P psq ds for a ě 0. (1.4)
3Then the constrained minimization problem associated with (1.1) is given by
Edavλ :“ inftHpϕq : ϕ P l2pZq, }ϕ}2l2pZq “ λu, (1.5)
where λ ą 0 and the Hamiltonian, or the energy, takes the form
Hpϕq :“ dav
2
}D`ϕ}2l2pZq ´Npϕq, (1.6)
with the nonlocal nonlinear ‘potential’
Npϕq :“
ż
R
ÿ
xPZ
V p|Trϕpxq|qµpdrq. (1.7)
It turns out that any minimizer of (1.5), that is, any ϕ P l2pZq with }ϕ}2
l2pZq “ λ such that
Edavλ “ Hpϕq, will be a solution of corresponding Euler–Lagrange equation (1.1). Thus
we are led to study the minimization problem (1.5) and to investigate the properties of its
solution. An obstacle for the existence proof is the invariance of the Hamiltonian under
shifts so the variational problem is invariant under a non-compact group. Hence there is
a potential loss of compactness, since minimizing sequences can easily converge weakly to
zero.
While it is possible to formulate conditions directly on the nonlinearity P in (1.1), we
find it more convenient to use conditions on the nonlinear potential V related to it by (1.4).
Our main assumptions on the nonlinear potential V : R` Ñ R are
A1) V is continuous on R` “ r0,8q and differentiable on p0,8q with V p0q “ 0. There
exist 2 ă γ1 ď γ2 ă 8 such that
|V 1paq| À aγ1´1 ` aγ2´1 for all a ą 0. (1.8)
A2) V is continuous on R` and differentiable on p0,8q with V p0q “ 0. There exists γ0 ą 2
such that
V 1paqa ě γ0V paq for all a ą 0.
A3) There exists a0 ą 0 such that V pa0q ą 0.
The three assumptions above are our main requirements on the nonlinear potential. They
are enough to prove a threshold phenomenon: solutions exist at least for large enough power
λ “ }ϕ}22. In order to guarantee the existence of solutions for arbitrarily small λ, we need
to strengthen assumption A3 to
A4) If dav ą 0 we assume that there exist ε ą 0 and 2 ď κ ă 6 such that
V paq Á aκ for all 0 ă a ď ε.
If dav “ 0 we assume that V paq ą 0 for all 0 ă a ď ε.
Remarks 1.1. (i) An integration shows that A1 implies
|V paq| À aγ1 ` aγ2 . (1.9)
Much more important for us is the fact thatA1 allows us to control the nonlocal nonlinearity
N under splitting, see Lemma 2.7 and the discussion in section 2.2.
(ii) Examples of nonlinearities obeying assumptions A1 through A3 are given by
V paq “
Jÿ
j“1
cja
sj
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with cj ě 0, 2 ă sj ă 8, and J P N, but our assumptions also allow nonlinear potentials
which can become negative, for example,
V paq “ ´a4 ` a6 for a ě 0
is allowed. It certainly fulfillls A1. Since
V 1paqa “ ´4a4 ` 6a6 “ 4p´a4 ` a6q ` 2a6 ě 4V paq,
it also obeys A2. Moreover, V pa0q ą 0 for all large enough a0, so A3 holds.
If we did not assume A3, then the nonlinearities could also be strictly negative for all
a ą 0, for example, V paq “ ´a4 ´ a6 obeys A1 and because of
V 1paqa “ ´4a4 ´ 6a6 “ 6p´4
6
a4 ´ a6q ě 6V paq
also A2, but then the critical threshold λcr given in Theorem 4.1 would be infinite. The
threshold is finite if and only if, for some f P l2pZq we have Npfq ą 0, see part (iv) of
Theorem 4.1 below.
Concerning the existence and nonexistence of solutions, we have
Theorem 1.2 (Threshold phenomenon for existence/non-existence). Assume that V obeys
assumptions A1 through A3 and that dav ě 0.
(i) There exists a threshold 0 ď λcr ă 8 such that Edavλ “ 0 for 0 ď λ ď λcr and
´8 ă Edavλ ă 0 for λ ą λcr.
(ii) If dav ą 0 and 0 ă λ ă λcr, then no minimizer for the constrained minimization
problem (1.5) exists. If γ1 ě 6, then λcr ą 0.
(iii) If dav ě 0 and λ ą λcr, then any minimizing sequence for (1.5) is up to translations
relatively compact in l2pZq, in particular, there exists a minimizer for (1.5). This minimizer
is also a solution of the diffraction management equation (1.1) for some Lagrange multiplier
ω ă 2Edavλ {λ ă 0.
(iv) If V obeys, in addition, A4, then λcr “ 0.
Remarks 1.3. (i) The proof of Theorem 1.2 is given at the end of Section 4. The precise
definition of the threshold λcr is given in Definition 4.8. As we will see in Theorem 3.1,
minimizing sequences for (1.5) are relatively compact in l2pZq modulo translations if and
only if Edavλ ă 0. So when λ “ λcr minimizers might exist, but minimizing sequences do
not have be be precompact modulo translations.
(ii) Using h “ ϕ in (1.2), it is clear that the Lagrange multipliers are
ω “ ωpϕq “ davxD`ϕ,D`ϕy ´
ş
R
xP pTrϕq, Trϕyµpdrq
xϕ,ϕy
and using assumption A2 this will yield a rather direct proof of ωpϕq ă 2Edavλ {λ ă 0 for
all minimizers ϕ, see (3.15).
If ϕ is a solution of (1.1), or rather of its weak version (1.2), one can ask how well it will
be localized. As it turns out, the answer to this depends on whether dav “ 0 or dav ą 0. In
an earlier paper [16], super-exponential decay of solutions for dav “ 0 was shown in the case
that the nonlinearity is cubic, P paq “ |a|2a or V paq “ 1
4
|a|4. The case of positive average
diffraction was not studied.
There is a simple physical heuristic guess for decay rate of solutions of (1.2): Assume
that ϕ decays exponentially and make the ansatz ϕpxq “ e´νx for x " 1. Plugging this into
5(1.1) and hoping that, even despite possible nonlocal effects, the nonlinearity in (1.1) is of
higher order than e´νx, then
ωe´νx “ ´dav∆pe´ν¨qpxq ` ope´νxq
“ ´davpe´νpx`1q ´ 2e´νx ` e´νpx´1qq ` ope´νxq
“ ´2davpcoshpνq ´ 1qe´νx ` ope´νxq.
Letting x Ñ 8, one sees that this implies ω ă 0 and 2davpcoshpνq ´ 1q “ |ω|, or, with
cosh´1 the inverse function of cosh : r0,8q Ñ r1,8q,
ν “ cosh´1
ˆ |ω|
2dav
` 1
˙
(1.10)
which is a rather precise prediction for the exponential decay rate. A remarkable feature
of it is that it predicts ν Ñ 8 if dav Ñ 0 as long as ω stays away from zero.
Of course, this all depends on in which sense the nonlocal nonlinear terms in (1.1) are
really of lower exponential order. Nevertheless, this simple physical heuristic is not far from
the truth, because of
Theorem 1.4 (Decay for positive average diffraction). Assume dav ą 0 and V obeys
assumption A1. Then any solution ϕ of (1.1) with ω ă 0 decays exponentially and the
decay rate is given by the above heuristic in the sense that
ν˚pϕq :“ sup
!
ν ą 0| px ÞÑ eν|x|ϕpxqq P l2pZq
)
ě cosh´1
ˆ |ω|
2dav
` 1
˙
. (1.11)
Remark 1.5. As we will see in Theorem 4.1 below, the ground state solutions, that is, the
ones with minimal energy, are solutions with ω ă 2Edavλ {λ ă 0 for all dav ą 0. At the mo-
ment, we cannot rule out that there are solutions of (1.1) for which ν˚ ą cosh´1
´
|ω|
2dav
` 1
¯
.
Given the lower bound on the exponential decay rate given in (1.11), one expects that
ν˚pϕdav q Ñ 8 as dav Ñ 0, as long as the corresponding Lagrange multipliers ω “ ωpϕdav q
stay away from zero. In general, this might not be the case, but it is true for ground state
solutions.
Corollary 1.6. Let λ ą 0, dav ą 0, and Mdavλ the set of minimizers of the constrained
minimization problem (1.5). Then for fixed λ ą 0 and any choice ϕdav P Mdavλ the expo-
nential decay rates diverge in the limit of small average dispersion. More precisely, we have
the lower bound
lim inf
davÑ0
ν˚pϕdav q
cosh´1
´
|E0
λ
|´δ
λdav
` 1
¯ ě 1
for any 0 ă δ ă |E0λ|, so the exponential decay rate ν˚pϕdav q diverges at least logarithmically
as dav Ñ 0.
Proof. This is, in fact, a simple consequence of the lower bound (1.11), the negativity
of Edavλ , guaranteed by Theorem 3.1, its monotonicity
1 in dav ě 0, and the bound on the
Lagrange multipliers from Theorem 3.1, which imply that for all δ ą 0 one has |ωpϕdav q|λ ě
2|Edavλ | ě 2p|E0λ| ´ δq for all small enough dav ą 0.
1which follows immediately from definition (1.5).
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Given that the exponential decay rate of the ground states for average diffraction dav ą 0
diverges as dav Ñ 0, one can ask how fast solutions of (1.2) decay when dav “ 0. This was
done in [16] for the special fourth order nonlinearity V paq „ a4, but it holds in much greater
generality.
Theorem 1.7 (Super-exponential decay for zero average diffraction). Assume dav “ 0
and V obeys assumption A1. Then any solution ϕ of (1.1) with ω ‰ 0 decays super-
exponentially, more precisely,
ν˚˚pϕq :“ sup
!
ν ą 0| px ÞÑ p|x| ` 1qνp|x|`1qϕpxqq P l2pZq
)
ě 2γ1 ´ 3
2pγ1 ´ 1q . (1.12)
Remark 1.8. For γ1 “ 4, this yields the lower bound ν˚˚pϕq ě 5{6 which is much better
than the lower bound ν˚˚pϕq ě 1{4 proven in [16].
Our paper is organized as follows: In Section 2 we develop the main tools needed for
the existence proof. This includes new fractional linear bounds on the building blocks from
Definition 2.4, which are needed to control the nonlocal nonlinearity Npfq under splitting.
That minimizing sequences for (1.5) are precompact modulo translations, that is, there
exist suitable translations such that the translated minimizing sequence has a strongly
convergent subsequence, if and only if Edavλ ă 0 is the content of Theorem 3.1. Our proof in
Section 3 is based on non-splitting bounds for minimizing sequences given in Propositions
3.2 and 3.4, which together with a simple characterization of strong convergence in l2pZq
given in Lemma 3.8 imply precompactness of minimizing sequences modulo translations
once Edavλ ă 0. This is similar, at least in spirit, to our companion paper [7] for the
continuous case.
The threshold phenomenon is then studied in Section 4 and the proof of Theorem 1.2 is
given at the end of this section. It turns out that Assumptions A1 and A2 are enough to
yield a threshold phenomenon, see Theorem 4.1, but it could happen that λcr is infinite,
in which case no minimizers of 1.5 exist for any λ ą 0. Assumption A3 is used only to
guarantee the finiteness of the threshold and A4 guarantees that the threshold is zero.
Unlike the continuous case we are able to prove strong lower bounds on the exponential
decay rate for positive average diffraction, which confirm the physical heuristic, and strong
lower bounds on the super-exponential decay rate for vanishing average diffraction, which
improve earlier bounds given in [16]. These bounds are established in a two-step process:
First we prove some (super-) exponential decay, see Proposition 5.1 in Section 5.1, respec-
tively Proposition 6.2 in Section 6.1, and then give arguments which allow us to boost
the decay rate, see Proposition 5.11 in Section 5.2, respectively Proposition 6.5 in Section
6.2. These results are based on several intermediate results, in particular, we need suitable
a-priori bounds on exponentially twisted versions of the building blocks from Definition 5.3
for the derivative of the nonlinearity N .
In Appendix A, we gather some useful bounds for the space time norms of solutions of
the free discrete Schro¨dinger equation on l2pZq. These estimates have analogous results on
l2pZdq, similar to the discussion in [16], for example, but we give them only for l2pZq for
brevity. Lemma A.1 looks somewhat technical, at first, but is at the heart of most of our
results in this work.
In Appendix B, we give the somewhat technical proof of negativity and subadditvity
of the ground state energy Edavλ from (1.5). The proof of subadditivity is similar to the
continuous case and given for the convenience of the reader, it also immediately yields strict
subadditivity once Edavλ ă 0. That Assumption A4 implies Edavλ ă 0 for any λ ą 0 and
all dav ě 0 turns out to be very much different from the continuous case where Gaussians
form a convenient set of initial conditions, since on l2pZq there is no simple family of initial
7conditions for which one can explicitly compute the time evolution under the free discrete
Schro¨dinger evolution.
Appendix C discusses a discrete version of the well-known2 IMS localization formula,
which is needed for strictly positive average diffraction. Finally, in Appendix D, we give
for the convenience of the reader a short discussion on how the highly nonlocal diffraction
management equation (1.1) arises in the study of solitary solutions of diffraction managed
waveguides arrays.
2. Nonlinear estimates
2.1. Fractional linear estimates. First, we gather some bounds which will be used in
the proofs of Proposition 3.2 and Proposition 5.1, which are the basis for the proofs of
Theorems 3.1 and 1.4 . We use } ¨ }p for } ¨ }lppZq. For two functions g and h, we write g À h
if there exists a constant C ą 0 such that g ď Ch.
The space LppZˆ R, dxµpdrqq consists of all space-time functions with finite norm
}f}LppZˆR,dxµpdrqq :“
#`ş
R
ř
xPZ |fpx, rq|pµpdrq
˘1{p
if 1 ď p ă 8,
esssuprPsuppµ}fp¨, rq}8 if p “ 8
where the essential supremum is with respect to the measure µ, that is, modulo sets of
µ-measure zero.
A simple but useful bound is given in
Lemma 2.1. Let 1 ď q ď p ď 8 and f P lqpZq. Then
}Trf}LppZˆR,dxµpdrqq À }f}q
where the implicit constant depends only on q, p, µpRq and, if q ‰ 2, also on suppµ.
Proof. Since }g}p ď }g}q for all 1 ď q ď p ď 8, we get for p ă 8ż
R
ÿ
xPZ
|Trf |pµpdrq “
ż
R
}Trf}ppµpdrq ď
ż
R
}Trf}pqµpdrq ď µpRqe4Bp|1´2{q|}f}pq.
where we used (A.2) and chose B ą 0 such that suppµ Ă r´B,Bs. If p “ 8,
}Trf}L8pZˆR,dxµpdrqq ď sup
rPr´B,Bs
}Trf}8 ď sup
rPr´B,Bs
}Trf}q ď e4B|1´2{q|}f}q
Lemma 2.2 (Bilinear estimate). Let 1 ď p ď 8, f1, f2 P l2pZq, set s “ distpsupp f1, supp f2q,
the distance of their supports, and B ą 0 such that suppµ Ă r´B,Bs. Then
}Trf1Trf2}LppZˆR,dxµpdrqq À min
˜
1,
8e16Bp4Bqr s2 s
r s
2
s!
¸
}f1}2}f2}2, (2.1)
where we used rss :“ mintn P Z| s ď nu and the implicit constant depends only on µpRq
and p.
Proof. The proof of (2.1) is based on the strong bilinear estimate from Lemma A.1 in
the appendix, which strengthens and simplifies the strong bilinear bound from [15, 16].
Choosing B large enough so that suppµ Ă r´B,Bs and using (A.5) we get
}Trf1Trf2}LppZˆR,dxµpdrqq “
ˆż
R
}Trf1Trf2}ppµpdrq
˙1{p
ď µpRq1{p sup
rPr´B,Bs
}Trf1Trf2}p
2See, for example, Section 3.1 of [8] and references therein.
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À min
˜
1,
8e16Bp4Bqr s2 s
r s
2
s!
¸
}f1}2}f2}2
which proves (2.1).
Remark 2.3. Since n! ě en lnn´n and p4Bqr s2 s À e s2 lnp4Bq, Lemma 2.2 implies the bounds
}Trf1Trf2}LppZˆR,dxµpdrqq À minp1, s´αsq }f1}2}f2}2 (2.2)
for all 0 ă α ă 1
2
and all 1 ď p ď 8. Here, if s “ 0, we set 0´α0 – limsÑ0` s´αs “ 1.
The following will be the building blocks for our bounds on the nonlocal nonlinearity,
their definition is motivated by the splitting of the nonlinear potential in Lemma 2.7.
Definition 2.4. For any 2 ď γ ă 8, let
Mγµ pf1, f2q :“
ż
R
ÿ
xPZ
|Trf1pxq||Trf2pxq|p|Trf1pxq| ` |Trf2pxq|qγ´2 µpdrq.
Proposition 2.5. Let s “ distpsupp f1, supp f2q, 2 ď γ ă 8, and 0 ă α ă 12 , then
Mγµ pf1, f2q À minp1, s´αsq}f1}2}f2}2p}f1}2 ` }f2}2qγ´2 (2.3)
where the implicit constant depends only on suppµ, µpRq, γ, and α.
Proof. Taking a supremum out of the integral we get
Mγµ pf1, f2q “
ż
R
ÿ
xPZ
|Trf1pxqTrf2pxq|p|Trf1pxq| ` |Trf2pxq|qγ´2 µpdrq
ď }Trf1Trf2}L1pZˆR,dxµpdrqqpsup
rPR
}Trf1}8 ` sup
rPR
}Trf2}8qγ´2.
Applying }Trf}8 ď }Trf}2 “ }f}2 and (2.2) for the first factor yields (2.3).
2.2. Splitting the nonlocal nonlinearity. Recall
Npfq :“
ż
R
ÿ
xPZ
V p|Trfpxq|qµpdrq.
The inequality (1.9) and Lemma 2.1 immediatley yield
Proposition 2.6 (Boundedness). Let 2 ď γ1 ď γ2 ă 8. Then for all f P l2pZq
Npfq À }f}γ12 ` }f}γ22 ,
where the implicit constant depends only on µpRq.
Since Npfq is highly nonlocal in f , it is difficult to control Npfq, when f splits into f “
f1 ` f2 where f1 and f2 have widely separated supports. The following simple observation
helps at this stage and is at the heart of all our estimates.
Lemma 2.7. Assume that V obyes A1. Then
|V p|z `w|q ´ V p|z|q ´ V p|w|qq| À `p|z| ` |w|qγ1´2 ` p|z| ` |w|qγ2´2˘ |z||w| (2.4)
for all z, w P C.
9Proof. Since V p0q “ 0, we have V p|z `w|q ´ V p|z|q ´ V p|w|q “ 0 if at least one of z and w
equals zero. So assume z, w ‰ 0 in the following. Then
V p|z `w|q ´ V p|z|q ´ V p|w|q “
„
1
|z| ` |w|V p|z ` w|q ´
1
|z|V p|z|q

|z|
`
„
1
|z| ` |w|V p|z ` w|q ´
1
|w|V p|w|q

|w|.
(2.5)
Moreover,
1
|z| ` |w|V p|z ` w|q ´
1
|z|V p|z|q “
1
|z| ` |w| pV p|z ` w|q ´ V p|z|qq ´
|w|
p|z| ` |w|q|z|V p|z|q
(2.6)
Let c “ minp|z|, |z`w|q and d “ maxp|z|, |z`w|q ď |z|`|w|. Then d´c “ ||z`w|´|z|| ď |w|
and using A1, we have
|V p|z ` w|q ´ V p|z|q| ď
dż
c
|V 1paq| da À pdγ1´1 ` dγ2´1qpd´ cq
ď pp|z| ` |w|qγ1´1 ` p|z| ` |w|qγ2´1q|w|
Since V p0q “ 0, A1 also implies
|V p|z|q| À p|z|γ1´1 ` |z|γ2´1q|z|.
Using the two inequalities above in (2.6) showsˇˇˇˇ
1
|z| ` |w|V p|z ` w|q ´
1
|z|V p|z|q
ˇˇˇˇ
À pp|z| ` |w|qγ1´2 ` p|z| ` |w|qγ2´2q|w|
and a similar inequality holds when we interchange z and w. Hence (2.5) implies (2.4).
The following is our main tool to control the nonlocal nonlinearity.
Proposition 2.8 (Splitting). Let f1, f2 P l2pZq and s “ distpsupp f1, supp f2q. Then for
all 2 ď γ1 ď γ2 ă 8
|Npf1 ` f2q ´Npf1q ´Npf2q| À minp1, s´αsq}f1}2}f2}2
´
1` }f1}γ2´22 ` }f2}γ2´22
¯
(2.7)
for all 0 ă α ă 1
2
.
Proof. Because of Lemma 2.7 we haveˇˇˇ
Npf1 ` f2q ´Npf1q ´Npf2q
ˇˇˇ
ď
ż
R
ÿ
xPZ
|V p|Trf1pxq ` Trf2pxq|q ´ V p|Trf1pxq|q ´ V p|Trf2pxq|q| µpdrq
ÀMγ1µ pf1, f2q `Mγ2µ pf1, f2q.
So (2.7) follows from (2.3), noting also that
pa` bqγ1´2 ` pa` bqγ2´2 À 1` aγ2´2 ` bγ2´2,
for all a, b ě 0.
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3. The existence proof
In this section we will give the proof of
Theorem 3.1. Let λ ą 0 and assume that V obeys A1 and A2. Then every minimizing
sequence for the constrained variational problem (1.5) is precompact modulo translations if
and only if Edavλ ă 0. In particular, if Edavλ ă 0, then minimizers of (1.5) exist and these
miniminzers are solutions of the diffraction management equation (1.1) for some Lagrange
multiplier ω ă 2Edavλ {λ ă 0.
Key for our proof of Theroem 3.1 is the following proposition, which will help to eliminate
a possible splitting of minimizing sequences when Edavλ is strictly negative. In the following
we will assume that the nonlinear potential fulfills assumptions A1 and A2. For s P R, we
let s` :“ maxps, 0q.
Proposition 3.2. Assume that V obeys A1 and A2. Then there exists a universal constant
C ą 0 such that for any λ ą 0, f P l2pZq with }f}22 “ λ and 0 ă δ ă λ2 , and a, b P Z withÿ
xďa
|fpxq|2 ě δ and
ÿ
xěb
|fpxq|2 ě δ (3.1)
we have
Hpfq ě
«
1´ p2γ02 ´ 2q
ˆ
δ
λ
˙ γ0
2
ff
Edavλ ´ Cpλ` λγ2{2q
´
pb´ a` 1q1{2` ´ 1
¯´1{2
`
. (3.2)
Remark 3.3. Note that Edavλ ď 0 for all λ ą 0 (see Proposition B.2 in the appendix). As
soon as Edavλ ă 0 we have «
1´ p2γ02 ´ 2q
ˆ
δ
λ
˙ γ0
2
ff
Edavλ ą Edavλ .
Therefore if Edavλ ă 0, taking a mininimizing sequence fn with }fn}22 “ λ ą 0 and
Hpfnq Ñ Edavλ , and taking any an and bn according to (3.1), the bound (3.2) shows
lim sup
nÑ8
pbn ´ anq ă 8
since limsÑ8
´
ps` 1q1{2` ´ 1
¯´1{2
`
“ 0. Thus Proposition 3.2 implies that the regions where
a minimizing sequence fn has δ-fat tails do not separate too much as soon as the energy
Edavλ is strictly negative. This is the key to our proof of compactness modulo translations
for minimizing sequences.
Proof. First, let us consider dav ą 0, that is, strictly positive average diffraction. If b ď a,
(3.2) trivially holds since the right hand side of (3.2) equals minus infinity. So assume
b´ a ě 1. Let a1 and b1 be arbitrary integers satisfying a ď a1 ă b1 ď b and l :“ b1´ a1. We
will choose suitable a1 and b1 at the end of the proof.
The lower bound on xf,´∆fy is based on a discrete version of the well-known IMS
localization formula, see Lemma C.1 in the appendix. Take any smooth cutoff functionsrχj, j “ ´1, 0, 1, with
1) rχj ě 0 for j “ ´1, 0, 1.
2) supp rχ´1 Ă p´8,´14 s with rχ´1 ą 0 on p´8,´38 s, supp rχ1 Ă r14 ,8q with rχ1 ą 0 on
r3
8
,8q, and supp rχ0 Ă r´12 , 12 s with rχ0 ą 0 on r´38 , 38 s.
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and set
χj :“ rχjbř1
l“´1 rχ2l for j “ ´1, 0, 1.
Then, since the denominator is always strictly positive and, by construction,
ř
j χ
2
j “ 1,
this gives a smooth partition of unity where χj has the same support as Ăχj, and χ0 “ 1 on
r´1
4
, 1
4
s, χ´1 “ 1 on p´8,´12 s, and χ1 “ 1 on r12 ,8q. Finally, define ξj : ZÑ R by
ξjpxq “ χj
˜
x´ 1
2
pa1 ` b1q
b1 ´ a1
¸
for j “ ´1, 0, 1.
Then
ř1
j“´1 ξ
2
j “ 1 and ξ´1 “ 1 on r´8, a1s, ξ1 “ 1 on rb1,8q and the supports of ξ´1 and
ξ1 have distance at least l{2, where l “ b1 ´ a1. Furthermore, the forward and backward
differences D˘fpxq “ ˘pfpx˘ 1q ´ fpxqq satisfy
|D˘ξjpxq| “ |ξjpx˘ 1q ´ ξjpxq| “
ˇˇˇˇ
ˇχj
˜
x´ 1
2
pa1 ` b1q
b1 ´ a1 ˘
1
b1 ´ a1
¸
´ χj
˜
x´ 1
2
pa1 ` b1q
b1 ´ a1
¸ˇˇˇˇ
ˇ
“ 1
b1 ´ a1 |χ
1
jpζq|
for some ζ P R. Therefore, since χ1j is bounded, we see that
}D˘ξj}28 ď
C
3pb1 ´ a1q2 “
C
3l2
, (3.3)
where C “ 3maxj }χ1j}2L8pRq. Using (3.3) in (C.3), we get
}D`f}22 “ xf,´∆fy ě
1ÿ
j“´1
}D`pξjfq}22 ´
}f}22
2
1ÿ
j“´1
p}D`ξj}28 ` }D´ξj}28q
ě }D`pξ´1fq}22 ` }D`pξ1fq}22 ´
C}f}22
l2
. (3.4)
We set fj :“ ξjf, j “ ´1, 1 and define f0 :“ f ´ f´1 ´ f1 “ p1 ´ ξ´1 ´ ξ1qf . Obviously,
}fj}2 ď }f}2 for j “ ´1, 0, 1. Moreover, because of (3.1) and a1 ě a, b1 ď b, we also have
}fj}22 ě δ for j “ ´1, 1.
Set h :“ f´1 ` f1. Then f “ h` f0 and Proposition 2.8 shows
Npfq ´Nphq ´Npf0q À }f0}2}h}2p1` }f0}γ2´22 ` }h}γ2´22 q.
Using Proposition 2.6, we have
Npf0q À }f0}γ12 ` }f0}γ22 À }f0}22
`
1` }f0}γ2´22
˘
and combining the above two bounds we arrive at
Npfq ´Nphq À }f0}2}f}2p1` }f}γ2´22 q (3.5)
where we used }f0}2, }h}2 ď }f}2.
Since the supports of f´1 and f1 have distance at least l{2 “ pb1 ´ a1q{2, we can again
use Proposition 2.8 with α “ 1
4
to split Nphq as
Nphq ´Npf´1q ´Npf1q À pl{2q´l{8}f´1}2}f1}2p1` }f´1}γ2´22 ` }f1}γ2´22 q
À pl{2q´l{8}f}22p1` }f}γ2´22 q. (3.6)
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Combining (3.5) and (3.6), we get
Npfq ´Npf´1q ´Npf1q À
´
}f0}2}f}2 ` pl{2q´l{8}f}22
¯´
1` }f}γ2´22
¯
,
which together with (3.4) yields
Hpfq ´Hpf´1q ´Hpf1q Á ´
„}f}22
l2
`
´
}f0}2}f}2 ` pl{2q´l{8}f}22
¯´
1` }f}γ2´22
¯
. (3.7)
Once we have such a bound on the splitting of the energy, we use a reasoning similar to
the one in [15]: By definition of f0, we have }f0}22 ď
řb1´1
x“a1`1 |fpxq|2. To choose a1 and b1,
set Iη :“ tη ` 1, η ` 2, . . . , η ` l ´ 1u when l ě 2, Iη –H when l “ 1, and note that, since
the number of integers in ra, b´ ls is b´ a´ l ` 1,
pb´ a´ l ` 1q min
aďηďb´l
ÿ
xPIη
|fpxq|2 ď
b´lÿ
η“a
ÿ
xPIη
|fpxq|2 ď
b´1ÿ
x“a`1
x´1ÿ
η“x´l`1
|fpxq|2
ď pl ´ 1q}f}22 .
Hence there exists η1 with a ď η1 ď b´ l and
η1`l´1ÿ
x“η1`1
|fpxq|2 ď l ´ 1
b´ a´ l ` 1}f}
2
2 .
With a1 “ η1 and b1 “ η1 ` l we therefore have
}f0}22 ď
l ´ 1
b´ a´ l ` 1}f}
2
2 .
Plugging this into (3.7) yields
Hpfq ´Hpf´1q ´Hpf1q
Á ´
«
}f}22
l2
`
˜ˆ
l ´ 1
b´ a´ l ` 1
˙1{2
}f}22 ` pl{2q´l{8}f}22
¸´
1` }f}γ2´22
¯ff
ě ´}f}22
´
1` }f}γ2´22
¯« 1
l2
`
ˆ
l ´ 1
b´ a´ l ` 1
˙1{2
` pl{2q´l{8
ff
. (3.8)
Since }f}22 “ λ, }fj}22 ě δ, j “ ´1, 1 and }f´1}22 ` }f1}22 ď λ, Proposition B.2 shows
Hpf´1q `Hpf1q ě
«
1´ p2γ02 ´ 2q
ˆ
δ
λ
˙ γ0
2
ff
Edavλ
and inequality (3.8) yields
Hpfq´
«
1´ p2γ02 ´ 2q
ˆ
δ
λ
˙ γ0
2
ff
Edavλ Á
´
´
λ` λγ2{2
¯« 1
l2
`
ˆ
l ´ 1
b´ a´ l ` 1
˙1{2
` pl{2q´l{8
ff (3.9)
for any 1 ď l ď b´ a.
Finally, we choose l P N with l ď pb´ a` 1q1{2 ă l ` 1. Note that this is allowed, since
when b ´ a “ 1, we have l “ 1, and when b ´ a ě 2, then 1 ď l ď pb ´ a ` 1q1{2 ď b ´ a.
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With this choice of l we have
1
l2
ď 1
l1{2
ď
´
pb´ a` 1q1{2 ´ 1
¯´1{2
,
ˆ
l ´ 1
b´ a´ l ` 1
˙1{2
ď
˜
pb´ a` 1q1{2 ´ 1
b´ a´ pb´ a` 1q1{2 ` 1
¸1{2
ď
´
pb´ a` 1q1{2 ´ 1
¯´1{2
and
pl{2q´l{8 À l´1{2 ď ppb´ a` 1q1{2 ´ 1q´1{2.
Therefore, (3.9) yields (3.2).
If dav “ 0, we do not have the term 1l2 in (3.9) and get the same estimate (3.2).
An immediate consequence of Proposition 3.2 is
Proposition 3.4 (Tightness). Assume that Edavλ ă 0. Let pfnqnPN Ă l2pZq be a minimizing
sequence for the variational problem (1.1) with λ “ }fn}22 ą 0. Then there exist shifts ξn
such that
lim
RÑ8
sup
nPN
ÿ
|x´ξn|ąR
|fnpxq|2 “ 0.
Proof. Since the function s ÞÑ p?s` 1´ 1q´1{2 is decreasing on p0,8q and goes to zero at
infinity, Proposition 3.2 has the same consequences as [15, Proposition 2.4] replacing [15,
inequality (2.29)] by (3.2).
To prove Theorem 3.1, we need two more results on the continuity and differentiablity
of the non-linear functional Npfq. The proof mimics the one in [7] for the continuous case
and is therefore omitted.
Lemma 3.5. The functional N : l2pZq Ñ R given by
f ÞÑ Npfq “
ż
R
ÿ
xPZ
V p|Trfpxq|qµpdrq
is locally Lipshitz continuous on l2pZq.
Lemma 3.6. For any f P l2pZq, the functional N as above is continuously differentiable
with derivative
l2pZq Q h ÞÑ DNpfqrhs “ Re
ż
R
@“
V 1p|Trf |qsgnpTrfq
‰
, Trh
D
µpdrq,
where sgnpzq :“ z|z| if z ‰ 0 and sgnp0q :“ 0. In particular, the nonlinear Hamiltonian
given in (1.6) is continuously differentiable with derivative
l2pZq Q h ÞÑ DHpfqrhs “ davRexD`f,D`hy ´Re
ż
R
@“
V 1p|Trf |qsgnpTrfq
‰
, Trh
D
µpdrq,
Remark 3.7. Recall that we assume that the nonlinearity P is odd, so it is of the form
P paq “ pp|a|qa for a P R. If V 1paq “ P paq for all a ě 0, then V 1p|z|qsgnpzq “ pp|z|qz “ P pzq
for all z P C, and therefore
DNpfqrhs “ Re
ż
R
xP pTrfq, Trhyµpdrq
“ Re
Bż
R
T´1r rP pTrfqsµpdrq, h
F
14 M.-R. CHOI, D. HUNDERTMARK, Y.-R. LEE
is, modulo the real part, the weak form of the nonlinearity in the diffraction management
equation (1.2).
It remains to prove Theorem 3.1. A last step in our existence proof of minimizers of the
variational problems (1.5) is the following characterization of strong convergence in l2pZq.
Lemma 3.8 (Lemma A.1 in [15]). A sequence pfnqnPN Ă l2pZq is strongly converging to f
in l2pZq if and only if it is weakly convergent to f and the sequence is tight, i.e.,
lim
LÑ8
lim sup
nÑ8
ÿ
|x|ąL
|fnpxq|2 “ 0. (3.10)
Sketch of the proof: Let Plf :“ 1r´l,lsf and note that the range of Pl is finite dimensional,
in fact, 2l`1 dimensional. Thus, if fn converges weakly to f , then limnÑ8 }Plpf´fnq}2 “ 0.
Since
}f ´ fn}2 ď }Plpf ´ fnq}2 ` }p1´ Plqpf ´ fnq}2
we see that for all l P N
lim sup
nÑ8
}f ´ fn}2 ď lim sup
nÑ8
}p1´ Plqpf ´ fnq}2 ď }p1´ Plqf}2 ` lim sup
nÑ8
}p1´ Plqfn}2.
As l Ñ 8, the first term goes to zero since f P l2pZq and the second goes to zero because
of (3.10). So fn converges to f in norm.
Conversely, if fn converges to f in norm, then it is easy to see that it converges to f
weakly and (3.10) holds.
Now we can come to the
Proof of Theorem 3.1. We know from Lemma B.1 and B.5 that ´8 ă Edavλ ď 0. Assume
that Edavλ “ 0 for some λ ą 0. Define the sequence pfnqn by
fnpxq – cn1r´n,nspxq
with cn “
´
λ
2n`1
¯1{2
. Then }fn}22 “ λ. Note that fn converges weakly to zero and that any
shift of fn also converges weakly to zero. So the sequence pfnqn is not precompact in l2pZq
modulo translations. Moreover, we have
}D`fn}22 “ 2c2n Ñ 0 as nÑ8
and, because of (1.9),
|Npfnq| À
ż
p}Trfn}γ1γ1 ` }Trfn}γ2γ2qµpdrq À }fn}γ1γ1 ` }fn}γ2γ2
where we also used the bound (A.2) from Lemma A.1. Since for any γ ą 2
}fn}γγ “
ˆ
λ
2n ` 1
˙γ{2
p2n ` 1q Ñ 0
as n Ñ 8, we have Npfnq Ñ 0 as n Ñ 8. Thus fn is a minimizing sequence for (1.5)
which is not precompact modulo translations. By contrapositive, this shows that if every
minimizing sequence is precompact modulo translations, then Edavλ ă 0.
Conversely, assume that Edavλ ă 0 and let pfnqnPN Ă l2pZq be a minimizing sequence of
the variational problem (1.1). First, applying Proposition 3.4, we see that there exist shifts
tξnu such that for any ǫ ą 0 there exists an Rǫ ą 0 for whichÿ
|x´ξn|ąRǫ
|fnpxq|2 ď ǫ for any n P N. (3.11)
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Define the shifted sequence pf˜nqn by f˜npxq :“ fnpx´ ξnq for x P Z. It is also a minimizing
sequence, due to the invariance of the Hamiltonian H given in (1.6) under shifts.
Noting that p}f˜n}2q is bounded as it is a minimizing sequence, we can see there exists a
subsequence, also denoted by pf˜nqnPN, which converges weakly to some ϕ in l2pZq. Due to
(3.11) the shifted sequence pf˜nqnPN is tight in the sense of Lemma 3.8, hence by Lemma 3.8
it converges strongly in l2pZq and }ϕ}22 “ limnÑ8 }f˜n}22 “ λ. Thus the minimizing sequence
pfnqn is precompact modulo tranlations.
Moreover, it follows from Lemma 3.5 that Hpϕq “ limnÑ8Hpgnq “ Eλ which finishes
the proof of existence of a minimizer for the constraint variational problem (1.5).
Now we prove that any minimizer is a solution of the associated Euler-Lagrange equation
(1.2) for some Lagrange multiplier ω P R. This is standard in the calculus of variations, for
the convenience of the reader, we will give the argument. Let ϕ be a minimizer for (1.5)
and h P l2pZq arbitrary. Furthermore define
Gpt, sq – xϕ` th` sϕ, ϕ` th` sϕy
F pt, sq – Hpϕ` th` sϕq,
then a short calculation gives
∇Gpt, sq “
ˆ BtGpt, sq
BsGpt, sq
˙
“ 2
ˆ
Rexϕ` th` sϕ, ϕy
Rexϕ` th` sϕ, hy
˙
and
∇F pt, sq “
ˆ BtF pt, sq
BsF pt, sq
˙
“
ˆ
DHpϕ` th` sϕqrϕs
DHpϕ` th` sϕqrhs
˙
where DH is the derivative of the nonlinear Hamiltonian,
DHpϕqrhs “ davRex´∆ϕ, hy ´DNpϕqrhs
“ davRexD`ϕ,D`hy ´ Re
ż
R
xV 1p|Trϕ|qsgnpTrϕq, Trhyµpdrq
“ davRexD`ϕ,D`hy ´ Re
ż
R
xP pTrϕq, Trhyµpdrq
where we used Remark 3.7 for the last equality.
We have BtGp0, 0q “ xϕ,ϕy “ λ ą 0, hence by the implicit function theorem, there exists
δ ą 0 and a differentiable function g : p´δ, δq Ñ R with gp0q “ 0 such that Gpgpsq, sq “
Gp0, 0q “ λ for all |s| ă δ. Thus, since ϕ is a minimizer of the constrained minimization
problem (1.5), the function
p´δ, δq Q s ÞÑ F˜ psq– F pgpsq, sq
has a local minimum at s “ 0 and together with the chain rule this implies
0 “ BsF˜ psq|s“0 “ BtF p0, 0qg1p0q ` BsF p0, 0q “ DHpϕqrϕsg1p0q `DHpϕqrhs (3.12)
Moreover, since Gpgpsq, sq is constant, we also have
0 “ BtGp0, 0qg1p0q ` BsGp0, 0q “ 2λg1p0q ` 2Rexϕ, hy
solving for g1p0q and plugging it back into (3.12) yields
ωRexϕ, hy “ davRexD`ϕ,D`hy ´ Re
ż
R
xV 1p|Trϕ|qsgnpTrϕq, Trhyµpdrq (3.13)
with the Lagrange multiplier
ω “ ωpϕq – DHpϕqrϕs
λ
P R . (3.14)
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Replacing h by ´ih in (3.13) yields
ωImxϕ, hy “ davImxD`ϕ,D`hy ´ Im
ż
R
xV 1p|Trϕ|qsgnpTrϕq, Trhyµpdrq
and together with (3.13) this proves (1.2).
It remains to prove that ω ă 2Edavλ . Recall that assumption A2 states that
V 1paqa ě γ0V paq for all a ą 0.
Thus
DNpϕqrϕs “
ż
R
ÿ
xPZ
V 1p|Trϕpxq|q|Trϕpxq|µpdrq ě γ0
ż
R
ÿ
xPZ
V p|Trϕpxq|qµpdrq “ γ0Npϕq
and since Edavλ ă 0, we must have Npϕq ą 0 for any minimizer ϕ, so (3.14) gives
ωpϕqλ “ DHpϕqrϕs “ davxD`ϕ,D`ϕy ´DNpϕqrϕs ď davxD`ϕ,D`ϕy ´ γ0Npϕq (3.15)
“ 2Hpϕq ´ pγ0 ´ 2qNpϕq ă 2Hpϕq “ 2Edavλ ă 0 (3.16)
for all ϕ in the ground state setMdavλ .
4. Threshold phenomena
As we showed in the previous section, assumptions A1 and A2 guarantee the existence
of minimizers for arbitrary λ ą 0 and dav ě 0 as soon as the ground state energy Edavλ
is strictly negative. In this section we will prove a threshold phenomenon: There exists
0 ď λcr ď 8 such that solutions exist if the power λ “ }f}22 ą λcr. Furthermore λcr ă 8
under assumption A3.
For pure power law nonlinearities and the model case d0 “ 1r0,1q´1r1,2s for the diffraction
profile, this had been partly investigated earlier in [20] for the diffraction management
equation and for pure power nonlinearities in [29] for the discrete nonlinear Schro¨dinger
equation. We are not aware of any work which investigates threshold phenomena for general
nonlinearities obeying only A1 and A2.
In the following we will always assume, without explicitly mentioning it every time, that
µ is a finite measure on R with compact support, that is, there exists 0 ă B ă 8 such that
suppµ Ă r´B,Bs. Our main result in this section is
Theorem 4.1 (Threshold phenomenon). Assume that V obeys A1 and A2. Then
(i) For any average diffraction dav ě 0 and any λ ą 0 we have Edavλ ď 0, the map λ ÞÑ Edavλ
is decreasing on p0,8q, and there exists a critical threshold 0 ď λcrpdavq ď 8 such that for
0 ă λ ă λcrpdavq we have Edavλ “ 0 and for λ ą λcrpdavq we have ´8 ă Edavλ ă 0.
(ii) If λ ą λcr, then minimizers of (1.5) exist and any minimizing sequence is, up to
translations, precompact in l2pZq and thus has a subsequence which converges, up to trans-
lations, to a minimizer.
(iii) If 0 ă λ ă λcrpdavq and dav ą 0, then no minimizers of the variational problem (1.5)
exist.
(iv) λcrpdavq ă 8 for all dav ě 0 if and only if there exists f P l2pZq such that Npfq ą 0.
(v) If in assumption A1 we have γ1 ě 6, then λcrpdavq ą 0 for all dav ą 0.
Remark 4.2. The precise definition of λcrpdavq is given below in Definition 4.8. When
λ ą λcrpdavq we have Edavλ ă 0 and Theorem 3.1 shows that any minimizing sequence
is precompact modulo translations, that minimizers exist and that these minimizers yield
solutions of (1.1) for some Lagrange multiplier ω ă 2Edavλ {λ ă 0.
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Since Edavλ “ 0 when 0 ă λ ă λcr, Theorem 3.1 also shows that there are minimizing
sequences which are not precompact modulo translations in this case. Nevertheless, it could
be that minimizers still exist. At least when dav ą 0, Theorem 4.1 shows that this cannot
be the case. At the moment, we need dav ą 0 to conclude nonexistence of minimizers when
0 ă λ ă λcr.
We give the proof of Theorem 4.1 at the end of this section after some preparations.
Recall
Hpfq “ dav
2
}D`f}22 ´Npfq
and
Edavλ “ inftHpfq : f P l2pZq, }f}22 “ λu.
Given f P l2pZq with λ “ }f}22 ą 0, write it as f “
?
λh then h P l2pZq with }h}2 “ 1 and
Hpfq “ dav
2
}D`f}22 ´Npfq “ }D`f}22
˜
dav
2
´ Np
?
λhq
λ}D`h}22
¸
. (4.1)
In the case of vanishing average diffraction, we can still write
Hpfq “ ´Npfq “ ´}D`f}22
˜
Np?λhq
λ}D`h}22
¸
,
so defining3
Rpλ, hq – Np
?
λhq
λ}D`h}22
and
Rpλq – sup
}h}2“1
Rpλ, hq “ sup
}f}2
2
“λ
Npfq
}D`f}22
(4.2)
we see that the following holds
Lemma 4.3. For any dav ě 0 and λ ą 0 one has Edavλ ă 0 if and only if Rpλ, hq ą dav2 for
some h P l2pZq with }h}2 “ 1 and this is the case if and only if Rpλq ą dav2 .
The function R defined above has very interesting properties, which make R ideal for the
study of the threshold phenomenon. First we give a simple Lemma, which is at the heart
of our study of R.
Lemma 4.4. Assume that V obeys assumption A2. Then for any λ2 ě λ1 ą 0 one has
Rpλ2q ě
ˆ
λ2
λ1
˙γ0´2
2
Rpλ1q. (4.3)
Remark 4.5. For a pure power law nonlinearity, given by V paq “ caγ for some γ ą 2 and
c ą 0, one can explicitly calculate
Rpλq “ sup
}h}2“1
Np?λhq
λ}D`h}22
“ λ γ´22 R0 with R0 “ sup
}h}2“1
Nphq
}D`h}22
P p0,8s.
3Note that the kernel of D` on l
2pZq is trivial, so Rpλ, hq is well defined for any h ‰ 0.
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Thus inequality (4.3) is very natural. Using the bound (4.17) below one sees that
R0 ď sup
}h}2“1
c
ż
R
}Trh}γ´22 µpdrq “ cµpRq ă 8
for all γ ě 6 since }D`Trh}22 “ xTrh,´∆Trhy “ xh,´∆hy “ }D`h}22, using that ∆ and
Tr commute. To see that R0 “ 8 if 2 ă γ ă 6 is a little bit trickier. If 2 ă γ ă 6, then
Lemma B.5 shows Edavλ ă 0 for all dav ě 0 and all λ ą 0. So with Lemma 4.3 for λ “ 1
this gives R0 “ Rp1q ą dav{2 for all dav ě 0. Thus R0 “ 8 in this case.
Proof of Lemma 4.4. Fix h P l2pZqzt0u and define
Apsq – s´2Npshq
for s ą 0. Because of Lemma 3.6, A is differentiable with derivative
A1psq “ s´3
´
DNpshqrshs ´ 2Npshq
¯
where
DNpshqrshs ´ 2Npshq “
ż
R
ÿ
xPZ
“
V 1p|Trpshqpxq|q|Trpshqpxq| ´ 2V p|Trpshqpxq|q
‰
µpdrq
ě pγ0 ´ 2qNpshq
where the lower bound follows from assumption A2. Thus we arrive at the first order
differential inequality
A1psq ě γ0 ´ 2
s
Apsq (4.4)
for all s ą 0. Using the integrating factor s2´γ0 , one sees that this implies d
ds
ps2´γ0Apsqq ě 0
and thus
s2´γ0Apsq ě s2´γ00 Aps0q
for all 0 ă s0 ď s. Since Rpλ, hq “ Ap
?
λq{}D`h}22, this proves
Rpλ2, hq ě
ˆ
λ2
λ1
˙γ0´2
2
Rpλ1, hq.
for all 0 ă λ1 ď λ2 and taking the supremum over all h P l2pZq with }h}2 “ 1 gives (4.3).
Corollary 4.6 (Properties of R). Assume that V obeys Assumption A2.
(i) For any 0 ď a ď 8
there exist λ0 ą 0 with Rpλ0q ě a ñ Rpλq ě a for all λ ě λ0
there exist λ0 ą 0 with Rpλ0q ď a ñ Rpλq ď a for all 0 ă λ ď λ0 (4.5)
Moreover, for any 0 ă a ă 8
there exist λ0 ą 0 with Rpλ0q ě a ñ Rpλq ą a for all λ ą λ0
there exist λ0 ą 0 with Rpλ0q ď a ñ Rpλq ă a for all 0 ă λ ă λ0 . (4.6)
Furthermore, we have the equivalences
there exists λ ą 0 with Rpλq ą 0 ô limλÑ8Rpλq “ 8
there exists λ ą 0 with Rpλq ă 8 ô lim supλÑ0`Rpλq ď 0 . (4.7)
(ii) Define the set A0 – tλ ą 0 : Rpλq ą 0u, then it is either empty or an unbounded
interval. Moreover, the map R is increasing on A0 and it is strictly increasing where it is
finite.
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Remarks 4.7. (i) Even though Lemma B.1 shows that under Assumption A1 the energy
is negative, this is not enough to conclude that Rpλq ě 0 for all λ ą 0, in general.
(ii) All the conclusions of Corollary 4.6 are trivially true if V paq “ caγ is a pure power law
for some γ ą 2 and c ą 0, since in this case Rpλq “ R0λpγ´2q{2 as in Remark 4.5.
(iii) The first equivalence in (4.7) shows that we have the dichotomy that either Rpλq ď 0
for all λ ą 0, or limλÑ8Rpλq “ 8.
Similarly, the second equivalence in (4.7) shows the dichotomy that either Rpλq “ 8 for
all λ ą 0 or lim supλÑ0`Rpλq ď 0.
Proof of Corollary 4.6. (i) The implications of (4.5) and (4.6) follow directly from Lemma
4.4. If λ ą λ0, then choosing λ1 “ λ0 and λ2 “ λ in (4.3) shows
Rpλq ě
ˆ
λ
λ0
˙ γ0´2
2
Rpλ0q . (4.8)
Let 0 ă a ă 8. If Rpλ0q “ 8 we also have Rpλq “ 8 for all λ ě λ0. If Rpλ0q “ 8,
then (4.8) shows Rpλq “ 8 ą a. If a ď Rpλ0q ă 8, then necessarily Rpλ0q ą 0, hence´
λ
λ0
¯γ0´2
2
Rpλ0q ą Rpλ0q and (4.8) again gives Rpλq ą a. So the first implication of (4.6) is
true. Hence also the first implication of (4.5) is true when a is strictly positive and finite,
but when a “ 8 or a “ 0, the first implication of (4.5) immediately follows from (4.8).
This finishes the proof of the first implications in (4.5) and (4.6).
Now let 0 ă λ ă λ0. Choosing λ1 “ λ and λ2 “ λ0 in (4.3) gives the upper bound
Rpλq ď
ˆ
λ
λ0
˙ γ0´2
2
Rpλ0q , (4.9)
If 0 ă a ă 8 and Rpλ0q “ 0, then (4.9) shows Rpλq ď 0 ă a. If 0 ă Rpλ0q ď a, then´
λ
λ0
¯γ0´2
2
Rpλ0q ă Rpλ0q, so (4.9) again yields Rpλq ă a. This proves the second implication
in (4.6). The second implication of (4.5) when a “ 8 or a “ 0 immediately follows from
(4.9). This finishes the proof of (4.5) and (4.6).
For the proof of (4.7) assume first that limλÑ8Rpλq “ 8. Then, of course, there exists
λ ą 0 with Rpλq ą 0. On the other hand, if there exists λ0 ą 0 such that Rpλ0q ą 0, then
the lower bound (4.8) gives lim infλÑ8Rpλq “ 8, so the first equivalence in (4.7) is true.
We can argue similarly for the second equivalence. Certainly lim supλÑ0`Rpλq ď 0
implies that there exists λ ą 0 such that Rpλq ă 8. Conversely, if Rpλ0q ă 8 for some λ0,
then (4.9) yields lim supλÑ0`Rpλq ď 0. This finishes (4.7).
(ii) Note that if λ0 P A0, then (4.6) yields λ P A0 for all λ ą λ0, so
A0 “
ď
Rpλqą0
rλ,8q
is either empty or an unbounded interval. Moreover, the first implication of (4.5) shows that
R is increasing on A0 and the first implication of (4.6) shows that it is strictly increasing
where it is finite.
Now we come to our definition of the threshold.
Definition 4.8 (Threshold). For dav ě 0 we let
λcr – λcrpdavq – inftλ ą 0 : Rpλq ą dav
2
u.
For the properties of the threshold, we note
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Proposition 4.9 (Properties of the threshold). Assume that V obeys A2.
(i) The map dav ÞÑ λcrpdavq is increasing on r0,8q and 0 ď λcrpdavq ď 8 for every dav ě 0.
(ii) If dav ě 0 then Rpλq ą dav2 for all λ ą λcrpdavq and Rpλq ď dav2 for all 0 ă λ ă λcrpdavq.
Furthermore, if dav ą 0 then Rpλq ă dav2 for all 0 ă λ ă λcrpdavq.
(iii) We have the equivalences
λcrpdavq ă 8 for all dav ě 0 ô λcrpdavq ă 8 for some dav ě 0
ô Rpλq ą 0 for some λ ą 0
ô limλÑ8Rpλq “ 8
, (4.10)
and
λcrpdavq ą 0 for all dav ą 0 ô λcrpdavq ą 0 for some dav ě 0
ô lim supλÑ0`Rpλq ď 0 . (4.11)
For zero average diffraction we have
λcrp0q “ 0 ô Rpλq ą 0 for all λ ą 0
λcrp0q ą 0 ô Rpλq ď 0 for some λ ą 0 . (4.12)
Remark 4.10. A moments reflection shows that Rpλq ą 0 for some λ ą 0 if and only if
there exists f P l2pZq with }f}22 “ λ and Npfq ą 0. So by (4.10) one sees that the critical
threshold λcrpdavq is finite for all dav ě 0 if and only if Npfq ą 0 for some f P l2pZq.
Before we prove the proposition we state and prove a corollary, which gives quantitive
bounds on the threshold. We do not need these bounds in the following, but the proof is
easy and the bounds are very natural, as the example of a pure power nonlinearity shows.
Corollary 4.11 (Quantitative bounds on λcr). Assume that V obeys A2. If there exist λ0
and 0 ă R0 ă 8 such that R0 ě Rpλ0q then we have the lower bound
λ0
ˆ
min
´ dav
2R0
, 1
¯˙ 2
γ0´2 ď λcrpdavq for all dav ą 0 (4.13)
and if there exist λ0 and 0 ă R0 ă 8 such that R0 ď Rpλ0q then we have the upper bound
λcrpdavq ď λ0
ˆ
max
´ dav
2R0
, 1
¯˙ 2
γ0´2
for all dav ą 0. (4.14)
Remark 4.12. If V paq “ caγ is a pure power law for some γ ą 2 and c ą 0, then by
Remark 4.5 we have Rpλq “ R0λpγ´2q{2 for some 0 ă R0 ď 8. In this case one can easily
calculates
λcrpdavq “
ˆ
dav
2R0
˙ 2
γ´2
and with this example in mind one sees that the bounds of Corollary 4.11 and the claims
of Proposition 4.9 are very natural.
Proof. Since the proofs of (4.13) and (4.14) are very analogous, we give only the proof of
(4.13). Assume that there exist λ0 and 0 ă R0 ă 8 with Rpλ0q ď R0. By (4.5) with
a “ R0 we see that Rpλq ď R0 for all 0 ă λ ď λ0, so pλ0,8q Ą tλ ą 0 : Rpλq ą R0u. This
shows λcrp2R0q ě λ0 for dav “ 2R0 and using the monotonicity in dav from Proposition (i)
we also have λcrpdavq ě λcrp2R0q ě λ0 for all dav ě 2R0.
Now let 0 ă dav ă 2R0 and write λcr for λcrpdavq. Either we have λcr ě λ0, then (4.13)
trivially holds, or 0 ď λcr ă λ0. In the last case set λ2 “ λ0 and 0 ă λ1 “ λcr ` δ ă λ0 for
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all small enough δ ą 0, then Proposition (ii) shows Rpλcr ` δq ą dav2 which together with
(4.3) gives
R0 ě Rpλ0q ě
ˆ
λ0
λcr ` δ
˙ γ0´2
2
Rpλcr ` δq ą
ˆ
λ0
λcr ` δ
˙γ0´2
2 dav
2
for all small enough δ ą 0. This proves the lower bound (4.13) and similarly one proves
the upper bound (4.14).
Proof of Proposition 4.9. First some preparations. For dav ě 0, define the set
Adav – tλ ą 0 : Rpλq ą dav2 u
so that λcrpdavq “ inf Adav . Arguing as in the proof of Corollary 4.6(ii) we see that if
λ0 P Adav , then λ P Adav for all λ ě λ0. Hence
Adav “
ď
Rpλ0qą
dav
2
rλ0,8q (4.15)
and so the set Adav is either empty, or an interval that is bounded from below by 0 but
unbounded from above, and they are nested, in the sense that if 0 ď dav,1 ď dav,2 then
Adav ,2 Ă Adav ,1 . In addition, Adav is empty if and only if the threshold λcrpdavq “ 8, Adav
is not empty if and only if 0 ď λcrpdavq ă 8, and Adav “ p0,8q if and only if λcrpdavq “ 0.
(i) Since, by the above Adav ,2 Ă Adav ,1 for 0 ď dav,1 ď dav,2, we immediately see
λcrpdav,1q ď λcrpdav,2q.
(ii) First let dav ě 0. Certainly, if Rpλq ą dav2 then λ ě λcrpdavq, so, by contrapositive, if
0 ă λ ă λcrpdavq then Rpλq ď dav2 . Moreover, if λ ą λcrpdavq, then (4.15) shows λ P Adav ,
so Rpλq ą dav
2
. This proves the first claim.
Now let dav ą 0 and 0 ă λ ă λcrpdavq. Then, by the first claim, we already know
Rpλq ď dav
2
. Moreover, if we suppose that Rpλq “ dav
2
then (4.6) yields a contradiction
to the fact that λcrpdavq is a lower bound for Adav . Thus Rpλq ă dav2 and this proves the
second claim.
(iii) We certainly have that λcrpdavq ă 8 for all dav ě 0 implies λcrpdavq ă 8 for some
dav ě 0. Next, if there exists dav ě 0 such that λcrpdavq ă 8 then Adav is not empty, hence
Rpλq ą dav
2
ě 0 for some λ ą 0. Thirdly, if there exists λ ą 0 such that Rpλq ą 0 then,
(4.7) gives limλÑ8Rpλq “ 8. Lastly, if limλÑ8Rpλq “ 8, then, for every dav ě 0, we have
Rpλq ą dav
2
for all large enough λ which shows that Adav is not empty, hence λcrpdavq ă 8
for all dav ě 0. This finishes the proof of (4.10).
For the proof of (4.11) we note that certainly λcrpdavq ą 0 for all dav ą 0 implies
λcrpdavq ą 0 for some dav ě 0. Next, if there exists dav ě 0 such that λcrpdavq ą 0
then Rpλq ď dav
2
ă 8 for some λ ą 0 and so, by (4.7), lim supλÑ0`Rpλq ď 0. Lastly, if
lim supλÑ0`Rpλq ď 0 then, for every dav ą 0, we have Rpλq ď dav2 for all small enough
λ ą 0, and hence λcrpdavq ą 0 for every dav ą 0. This finishes the proof of (4.11).
For the proof of (4.12) recall that λcrp0q “ 0 if and only if A0 “ p0,8q, which is the case
if and only if Rpλq ą 0 for any λ ą 0. Moreover, λcrp0q ą 0 if and only if A0 ‰ p0,8q, that
is, if and only if there exists λ ą 0 with Rpλq ď 0.
Now we can give the
Proof of Theorem 4.1. (i)`(ii) Fix dav ě 0. It follows from Lemma B.1 and Proposition
B.2 that ´8 ă Edavλ ď 0, for every dav ě 0 and λ ą 0, and the map λ ÞÑ Edavλ is decreasing
on p0,8q. Proposition 4.9 gives the existence of a critical threshold 0 ď λcr “ λcrpdavq ď 8
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such that if λ ą λcr, we have Rpλq ą dav2 . In this case, Lemma 4.3 shows that Edavλ ă 0.
Moreover, if 0 ă λ ă λcrpdavq, then Proposition 4.9 and Lemma 4.3 also show that Edavλ ě 0
and so Edavλ “ 0 for all 0 ă λ ă λcrpdavq. This proves the first part of Theorem 4.1 and
Theorem 3.1 yields the claims of its second part.
(iii) Let dav ą 0 and 0 ă λ ă λcr. If f P l2pZq with }f}22 “ λ ą 0 is a minimizer, then
using (4.1) gives
0 “ Edavλ “ Hpfq ě }D`f}2
ˆ
dav
2
´Rpλq
˙
. (4.16)
By Proposition 4.9(ii), we have Rpλq ă dav
2
, so the inequality (4.16) implies }D`f}22 ď 0,
that is, }D`f}22 “ 0. Since the kernel of D` is trivial this shows f “ 0, which contradicts
}f}22 “ λ ą 0, so no minimizers can exist in this case.
(iv) By Remark 4.10 we have λcr ă 8 if and only if there exist f P l2pZq with Npfq ą 0.
(v) We have to show that if γ1 ě 6, then λcrpdavq ą 0 for all dav ą 0. For this we use the
inequality
}f}γγ ď }f}γ´22 }D`f}22 (4.17)
which holds for all f P l2pZq and all γ ě 6. Assuming (4.17) for the moment, one can argue
as follows: From (4.17) we have, under assumptions A1 with γ1 ě 6,
|Npfq| ď
ż
R
}V p|Trf |q}1 µpdrq À
ż
R
´
}Trf}γ1´22 ` }Trf}γ2´22
¯
}D`Trf}22 µpdrq
À
´
}f}γ1´22 ` }f}γ2´22
¯
}D`f}22 .
So
|Rpλq| “ sup
}f}2
2
“λ
|Npfq|
}D`f}22
À λ γ1´22 ` λ γ2´22 ă 8
which directly shows limλÑ0`Rpλq “ 0 and then (4.11) gives λcrpdavq ą 0 for all dav ą 0.
It remains to prove (4.17). For this we recall
}f}28 ď }f}2}D`f}2 (4.18)
for any f P l2pZq. Indeed, to see this let x P Z, then
|fpxq|2 “
ÿ
lďx
p|fplq|2 ´ |fpl ´ 1q|2q “
ÿ
lďx
p|fplq| ` |fpl ´ 1q|qp|fplq| ´ |fpl ´ 1q|q
and similarly,
|fpxq|2 “ ´
ÿ
ląx
p|fplq|2 ´ |fpl ´ 1q|2q “ ´
ÿ
ląx
p|fplq| ` |fpl ´ 1q|qp|fplq| ´ |fpl ´ 1q|q .
Adding this two inequalities and using Cauchy-Schwarz gives
|fpxq|2 ď 1
2
ÿ
lPZ
p|fplq| ` |fpl ´ 1q|q||fplq| ´ |fpl ´ 1q||
ď 1
2
ÿ
lPZ
p|fplq| ` |fpl ´ 1q|q|fplq ´ fpl ´ 1q|
ď
˜ÿ
lPZ
|fplq|2
¸1{2˜ÿ
lPZ
|fplq ´ fpl ´ 1q|2
¸1{2
“ }f}2}D`f}2
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which, since it holds for all x P Z, gives (4.18). From (4.18), we see that for γ ą 4,
}f}γγ ď }f}γ´4γ´4}f}48 ď }f}γ´4γ´4}f}22}D`f}22
from which we immediately get (4.17) as soon as γ ě 6, since in this case }f}γ´4 ď }f}2,
by the monotonicity properties of lppZq norms.
Finally, we come to the
Proof of Theorem 1.2. Assume that V obeys A1 through A3. Except for the finiteness
of the threshold λcr, all claims of Theorem 1.2 follow immediately from Theorem 4.1. In
addition, Theorem 4.1 shows that the threshold is finite if and only if there exists f P l2pZq
with
Npfq “
ż
R
ÿ
xPZ
V p|Trfpxq|qµpdrq ą 0.
Lemma B.4 shows that under assumptions A2 and A3 we have limaÑ8 V paq “ 8 and thus
Npfq should be large, in particular positive, if f is ‘large’. Since V can be negative and due
to the nonlocal nature of N , this is not obvious, however. Moreover, in the discrete setting
there are no nice initial conditions for which one can calculate the time evolution Trf and
then also Npfq explicitly, so the proof turns out to be a bit technical. It is deferred to
Lemma B.6, where we show that under conditions A1, A2, and A3, there exists a simple
family fl P l2pZq with limlÑ8Npflq “ 8.
If, in addition, we assume A4, then Lemma B.5 shows Edavλ ă 0 for all λ ą 0 and all
dav ě 0. So in this case we have λcrpdavq “ 0 for all dav ě 0.
5. Exponential decay for positive average diffraction
In this section, we will give the proof of Theorem 1.4. Our strategy for its proof is to
first prove some exponential decay and then to boost this to get it up to what the physical
heuristic argument in the introduction predicts.
5.1. Some exponential decay. The main goal in this section is to prove
Proposition 5.1. Assume that V obeys the assumption A1. Then any solution ϕ of (1.1)
with ω ă 0 decays exponentially, i.e., there exists ν ą 0 such that
x ÞÑ eν|x|ϕpxq P l2pZq. (5.1)
To prepare for its proof, define the cutoff function χpsq :“ minp1, p|s|´1q`q, i.e., χpsq “ 0
if |s| ď 1, χpsq “ 1 for |s| ě 2, and linearly interpolating in between. Furthermore, define
the functions of s on R
χτ psq :“ χps{τq, Fν,εpsq :“ ν|s|
1` ε|s| , and ξν,ε,τ :“ e
Fν,εχτ , (5.2)
for any τ ą 0, ν, ε ě 0.
It is clearly enough to prove that ξν,0,τϕ P l2pZq for some ν ą 0 and τ ě 1 for any solution
of (1.1) with ω ă 0. Choosing g “ ξ2ϕ in (1.2) and using Lemma 3.6 on has
ω}ξϕ}22 “ Repωxξ2ϕ,ϕyq “ DHpϕqrξ2ϕs “ davRepxξ2ϕ,´∆ϕyq ´ RepDNpϕqrξ2ϕsq
ě ´dav
2
xϕ, p|D`ξ|2 ` |D´ξ|2qϕy ´ReDNpϕqrξ2ϕs (5.3)
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where we used the lower bound (C.2) from Lemma C.1 and xξϕ,´∆pξϕqy ě 0. Thus for
ω ă 0 we have
}ξϕ}22 ď
dav
2|ω| xϕ, p|D`ξ|
2 ` |D´ξ|2qϕy ` 1|ω|ReDNpϕqrξ
2ϕs (5.4)
which is our starting point for the proof of Proposition 5.1. To use it, the following two
Lemmata are helpful.
Lemma 5.2. For all ν, ε ě 0 and τ ą 0 we have
|D`ξν,ε,τ |2 ` |D´ξν,ε,τ |2 ď 4e
2ντ
τ2
` 4peν ´ 1q2ξ2ν,ε,τ . (5.5)
In particular, for the choice ν :“ τ´1 one has
xϕ, p|D`ξν,ε,τ |2 ` |D´ξν,ε,τ |2qϕy ď 4e
2
τ2
}ϕ}22 ` 4peτ
´1 ´ 1q2}ξν,ε,τϕ}22 (5.6)
Proof. Clearly, (5.6) follows from (5.5), so it is enough to prove the first claim. Denoting
ξ “ ξν,ε,τ and F “ Fν,ε, we have
D`ξpxq “ eF px`1qD`χτ pxq `D`eF pxqχτ pxq
Thus for x ě 0
|D`ξpxq|2 ď 2e2F px`1q|D`χτ pxq|2 ` 2|eF px`1q ´ eF pxq|2χτ pxq2
ď 2e2F px`1q 1
τ2
1rτ,2τ´1spxq ` 2|eF px`1q´F pxq ´ 1|2ξpxq2
ď 2e
2F p2τq
τ2
` 2peν ´ 1q2ξpxq2
(5.7)
where we usedD`χτ pxq ď 1τ 1rτ,2τ´1spxq for x ě 0 in the second inequality, the monotonicity
of F and the fact that F obeys the triangle inequality, that is, F ps1 ` s2q ď F ps1q ` F ps2q
for all s1, s2 P R and hence, by the reverse triangle inequality, also F px ` 1q ´ F pxq ď
|F px` 1q ´ F pxq| ď F p1q ď ν, in the third inequality.
Now let x ě 1. Then
D´ξpxq “ D´eF pxqχτ pxq ` eF px´1qD´χτ pxq,
so arguing similarly as above,
|D´ξpxq|2 ď 2|D´eF pxqχτ pxq|2 ` 2|eF px´1qD´χτ pxq|2
ď 2|1 ´ e´|F pxq´F px´1q||2ξpxq2 ` 2e2F px´1q 1
τ2
1rτ`1,2τ spxq
ď 2peν ´ 1q2ξpxq2 ` 2e
2F p2τq
τ2
(5.8)
for all x ě 1. Using that ξ is symmetric, and hence D`ξp´xq “ ´D´ξpxq holds, the bound
(5.7) shows
|D´ξpxq|2 ď 2e
2F p2τq
τ2
` 2peν ´ 1q2ξpxq2
for x ď 0 and the bound (5.8) shows
|D`ξpxq|2 ď 2e
2F p2τq
τ2
` 2peν ´ 1q2ξpxq2
for x ď ´1. This proves (5.5).
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From (5.4) it is clear that we also have to control DNpϕqrξ2ϕs. From Lemma 3.6, we
get a simple bound
|DNpf2qrf1s| ď
ż
R
}Trf1V 1p|Trf2|q}1 µpdrq (5.9)
since |xh1, h2y| ď }h1h2}1. From our assumptions on V one sees
|V 1paq| À aγ1´1 ` aγ2´1
for all a P R` and therefore
|DNpf2qrf1s| À Lγ1µ pf1, f2q ` Lγ2µ pf1, f2q (5.10)
where we used
Definition 5.3. For γ ě 2 and µ a finite measure on R with compact support, let
Lγµpf1, f2q :“
ż
R
}Trf1|Trf2|γ´1}1 µpdrq (5.11)
A simple bound for the derivative of the nonlocal nonlinearity is given by
Lemma 5.4. Assume that µ is a finite measure with compact support and V obeys assump-
tion A1. Then for any f1, f2 P l2pZq
|DNpf2qrf1s| À }f1}2
`}f2}γ1´12 ` }f2}γ2´12 ˘
where the implicit constant depends only on µpRq and suppµ (and the constants in (5.10)).
Proof. This follows simply from (5.10)
}Trf1|Trf2|γ´1}1 ď }Trf1Trf2}1}Trf2}γ´28
the bound }Trf2}8 ď }Trf2}2 “ }f2}2, by unitarity of Tr, the bound (A.5) and the assump-
tion that µ is a finite measure with compact support.
We will need a version of Lemma 5.4 which is ‘exponentially twisted ’,
Lemma 5.5. For x P R. Then for all γ ě 2, all finite measures µ with compact support,
and all 0 ă α ă 1
2
LγµpeFν,εh1, e´Fν,εh2q À minp1, s´αsq}h1}2}h2}2}e´Fν,εh2}γ´22 (5.12)
where s :“ distpsupph1, supph2q ě 0 and the implicit constant is independent of ε ą 0 and
depends increasingly on ν ě 0, µpRq, and the support of µ and α.
Remark 5.6. In the equation above, we set 0´α0 :“ limsÑ0 s´αs “ 1, when s “ 0.
Proof. Let B ą 0 such that suppµ Ă r´B,Bs. Then
LγµpeFν,εh1, e´Fν,εh2q ď µpRq sup
|r|ďB
}TrpeFν,εh1q|Trpe´Fν,εh2q|γ´1}1
Fix r P R, then
}TrpeFν,εh1q|Trpe´Fν,εh2q|γ´1}1 ď }TrpeFν,εh1qTrpe´Fν,εh2q}1}Trpe´Fν,εh2q}γ´28
The first factor is bounded by (A.6) and for the second factor we simply note
}Trpe´Fν,εh2q}8 ď }Trpe´Fν,εh2q}2 “ }e´Fν,εh2}2
since Tr is unitary on l
2pZq. Since 2p4Beν qr
s
2
s
r s
2
s! À s´αs for any fixed B, ν ą 0, 0 ă α ă 12 , and
all bounded ν, this finishes the proof.
A useful consequence of this is
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Corollary 5.7. Assume that V obeys assumption A1. Then for the choice ν “ τ´1
|DNpϕqrξ2ν,ε,τϕs| À op1q
`}ξν,ε,τϕ}22 ` }ξν,ε,τϕ}2˘
where the implicit constant depends only on γ1, γ2, µpRq, the support of µ, }ϕ}2 and op1q
denotes a term which, for fixed ϕ P l2pZq, goes to zero uniformly in ε ą 0 as τ Ñ8.
Proof. Set ξ “ ξν,ε,τ and F “ Fν,ε. Because of (5.10), we need to control Lγµpξ2ϕ,ϕq for
γ “ γ1 and γ “ γ2. Let ϕτ :“ χτϕ and hτ :“ eFϕτ and split h :“ eFϕ into hτ and
hďτ :“ p1´ χτ qh. Then h “ hτ ` hďτ and since |a` b|γ´1 À |a|γ´1 ` |b|γ´1, we have
Lγµpξ2ϕ,ϕq “ LγµpeFχτhτ , e´Fhq
À LγµpeFχτhτ , e´Fhτ q ` LγµpeFχτhτ , e´Fhďτ q
Lemma 5.5 yields
LγµpeFχτhτ , e´Fhτ q À }hτ }22}ϕτ }γ´22
since }χτhτ }2 ď }hτ }2. Splitting hďτ “ h!τ ` h„τ , where h!τ :“ 1r´τ{2,τ{2spxqhτ and
h„τ :“ hτ ´ h!τ we also have
LγµpeFχτhτ , e´Fhďτ q À LγµpeFχτhτ , e´Fh!τ q ` LγµpeFχτhτ , e´Fh„τ q
ď pτ{2q´τ{8}hτ }2}h!τ }2}ϕ!τ }γ´22 ` }hτ }2}h„τ }2}ϕ„τ }γ´22
ď pτ{2q´τ{8e1{2}hτ }2}ϕ}γ´12 ` e2}hτ }2}ϕ„τ }γ´12
because of Lemma 5.5, since h!τ and hτ have supports separated by at least τ{2 and
}h!τ }2 ď eντ{2}ϕ!τ }2 ď e1{2}ϕ}2 and }h„τ }2 ď e2ντ }ϕ„τ }2 ď e2}ϕ„τ }2. Together, the
above bounds show
Lγµpξ2ϕ,ϕq À p}ϕτ }γ´2 ` pτ{2q´τ{8}ϕ}γ´12 ` }ϕ„τ }γ´12 qp}hτ }22 ` }hτ }2q.
Since, for fixed ϕ P l2pZq, the term }ϕτ }γ´22 ` pτ{2q´τ{8}ϕ}γ´12 ` }ϕ„τ }γ´12 goes to zero as
τ Ñ8, this finishes the proof of the corollary.
Now we can give the
Proof of Proposition 5.1. Let ϕ be a solution of (1.1) with ω ă 0 and dav ą 0. Then with
χτ , Fν,ε, and ξν,ε,τ as before together with the choice ν “ τ´1, the inequality (5.4) and
Lemma 5.2 and Corollary 5.7 show
}ξν,ε,τϕ}22 ď o1p1qp}ξν,ε,τϕ}22 ` }ξν,ε,τϕ}2q ` o2p1q (5.13)
where o1p1q and o2p1q denote terms which, for fixed ϕ P l2pZq and ν “ τ´1, go to zero as
τ Ñ8 uniformly in ε ą 0. Choosing τ so large that o1p1q ď 12 , the bound (5.13) gives
}ξν,ε,τϕ}22 ´ }ξν,ε,τϕ}2 À 1 (5.14)
as long as ν “ τ´1 and τ is large enough. Clearly, (5.14) shows that }ξν,ε,τϕ}2 stays bounded
as εÑ 0, so
}eFν,0ϕτ }2 “ lim
εÑ0
}eFν,εϕτ }2 ă 8
as long as ν “ τ´1 and τ is large enough.
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5.2. Boosting the decay rate. Given Proposition 5.1 we know that a solution ϕ of (1.1)
with ω ă 0 and dav ą 0 has some exponential decay, that is, for some ν ą 0 we have
eν|¨|ϕp¨q P l2pZq. The goal in this section is to boost this to prove the lower bound (1.11)
on the exponential decay rate from Theorem 1.4. For this we need a refinement of (5.4)
and of Lemma 5.2. Looking at the proof of (5.4), we need to refine the error in the IMS
localization formula. This is the context of
Lemma 5.8. Let F : ZÑ R be bounded. Then for all ϕ P l2pZq
Repxe2Fϕ,´∆ϕyq ě ´xeFϕ, ` coshpD`F q ` coshpD´F q ´ 2˘eFϕy
Proof. Using the formula (C.1) for ξ “ eF one sees
Repxe2Fϕ,´∆ϕyq “ xeFϕ,´∆peFϕqy ´
ÿ
xPZ
|D`eF pxq|2Repϕpxqϕpx` 1qq
ě ´
ÿ
xPZ
|D`eF pxq|2Repϕpxqϕpx` 1qq.
since xeFϕ,´∆peFϕqy ě 0. A simple calculation shows
|D`eF pxq|2 “ 2 pcoshpF px` 1q ´ F pxqq ´ 1q eF pxqeF px`1q.
Thus ÿ
xPZ
|D`eF pxq|2Repϕpxqϕpx` 1qq
“
ÿ
xPZ
pcoshpD`F pxqq ´ 1q 2RepeF pxqϕpxqeF px`1qϕpx` 1qq
ď
ÿ
xPZ
pcoshpD`F pxqq ´ 1q
´
|eF pxqϕpxq|2 ` |eF px`1qϕpx` 1q|2
¯
“ xeFϕ, pcoshpD`F q ` coshpD´F q ´ 2q eFϕy
Since cosh is even and increasing on R` and
|D˘Fν,εpxq| “ |Fν,εpx˘ 1q ´ Fν,εpxq| ď Fν,εp1q ď ν,
Lemma 5.8 gives for F “ Fν,ε and any solution ϕ of (1.1) with ω ă 0 and dav ą 0 the
bound
ω}eFϕ}22 “ Repωxe2Fϕ,ϕyq “ davRepxe2Fϕ,´∆ϕyq ´ RepDNpϕqre2Fϕsq
ě ´davxeFϕ, 2pcoshpνq ´ 1qeFϕy ´ |DNpϕqre2Fϕs| (5.15)
In other words, since ω ă 0, we have the bound
p|ω| ´ 2davpcoshpνq ´ 1qq }eFν,εϕ}22 ď |DNpϕqre2Fν,εϕs| (5.16)
which will help to control }eFν,εϕ} as long as |ω| ą 2davpcoshpνq ´ 1q. To control the right
hand side of (5.16), we note
Lemma 5.9. Assume that V obeys the assumption A1 and µ is a finite measure with
compact support. Then, if eν0|¨|ϕp¨q P l2pZq for some ν0 ą 0 we have
lim sup
εÑ0
|DNpϕqre2Fν,εϕs| ă 8 (5.17)
for all 0 ă ν ď γ1
2
ν0.
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Remark 5.10. One might hope that even despite the nonlocal nature of DN one could
have
|DNpϕqreFψs| À |DNpeFϕqψs|.
Setting ψε – e
Fν0,εϕ and using 2Fν,ε “ F2pν´ν0q,ε ` 2Fν0,ε, one could conclude from this
|DNpϕqre2Fν,εϕs| “ |DNpϕqreFν0,εeF2pν´ν0q,εψεs| À |DNpψεqreF2pν´ν0q,εψεs|
but since γ1 ą 2, we have ν´ν0 ą 0 for ν0 ă ν ď γ12 ν0 and this leaves an excess exponential
weight F2pν´ν0q,ε. The point of the Lemma is that this excess weight is absorbed by the
nonlinearity even though it is nonlocal.
Proof. Set ψε – e
Fν0,εϕ. Then lim supεÑ0 }ψε}2 ă 8 and with (5.10) and Definition 5.3 we
have
|DNpϕqre2Fν,εϕs| “ |DNpϕqreF2ν´ν0,εψεs| À Lγ1µ peF2ν´ν0,εψε, ϕq ` Lγ2µ peF2ν´ν0,εψε, ϕq
Using (A.7), we see
LγµpeF2ν´ν0,εψε, ϕq ď µpRq sup
|r|ďB
}TrpeF2ν´ν0,εψεq|Trϕ|γ´1}1
ď µpRqp2e4Bp1`eν qqγ}ψε}2}eFp2ν´ν0q{pγ´1q,εϕ}γ´12
for γ “ γ1, γ2. By assumption, lim supεÑ0 }ψε}2 ă 8 and in order to have
lim sup
εÑ0
}eFp2ν´ν0q{pγ´1q,εϕ}2 ă 8
we need 2ν ´ ν0 ď pγ1 ´ 1qν0, which is equivalent to ν ď γ12 ν0, so (5.17) follows.
Before we come our key result for boosting the exponential decay rate, we need some
more notation. Note that 0 ď ν ÞÑ 2davpcoshpνq ´ 1q is strictly increasing from zero to
infinity. Thus for any ω ă 0 there exist a unique ν ą 0 such that
2davpcoshpνq ´ 1q “ |ω|. (5.18)
In other words, ν is given by the right hand side of (1.11).
Proposition 5.11 (Boosting the exponential decay rate). Assume that V obeys the as-
sumption A1 and that ϕ is a solution of (1.1) for some ω ă 0 and dav ą 0, and ν is given
by (5.18). Furthermore, assume that for some 0 ă ν ă ν we have eν|¨|ϕ P l2pZq. If δ ą 0 is
such that
ν ` δ ă ν and δ ď γ1 ´ 2
2
ν
then epν`δq|¨|ϕ P l2pZq.
Proof. Let ν1 – ν ` δ ă ν . Then |ω| ´ 2davpcoshpν1q ´ 1q ą 0 and (5.16) shows
}eFν1,εϕ}22 À |DNpϕqre2Fν1,εϕs|. (5.19)
Since the condition δ ď γ1´2
2
ν is equivalent to ν1 ď γ12 ν, (5.19), Lemma 5.9, and the
monotone convergence theorem yield
}eFν1,0ϕ}22 “ lim
εÑ0
}eFν1,εϕ}22 ď lim sup
εÑ0
|DNpϕqre2Fν1,εϕs| ă 8
which proves the claim.
Now we come to the
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Proof of Theorem 1.4. From Proposition 5.1 we know that
ν˚ :“ sup
!
ν ą 0| px ÞÑ eν|x|ϕpxqq P l2pZq
)
ą 0. (5.20)
In order to prove the lower bound (1.11), let us assume that, in the contrary, 0 ă ν˚ ă ν,
where ν is given by (5.18). Take any 0 ă ν0 ă ν˚ and choose
δ “ δν0 – min
ˆ
ν ´ ν0
2
,
γ1 ´ 2
2
ν0
˙
.
Then Proposition 5.11 shows eν|¨|ϕ P l2pZq for ν “ ν0 ` δν0 , that is,
ν0 ` δν0 ď ν˚ for any 0 ă ν0 ă ν˚
by the definition of ν˚. However, since we assumed 0 ă ν˚ ă ν and γ1 ą 2 we have
ν`ν˚
2
ą ν˚ and γ12 ν˚ ą ν˚. Thus
ν0 ` δν0 “ min
ˆ
ν ` ν0
2
,
γ1
2
ν0
˙
Ñ min
ˆ
ν ` ν˚
2
,
γ1
2
ν˚
˙
ą ν˚ as ν0 Õ ν˚
which is a contradiction. So ν˚ ě ν.
6. Super-exponential decay for zero average diffraction
In this section, we show that any solution ϕ P l2pZq of (1.1) for zero average diffraction
decays super-exponentially, with an explicit lower bound on the decay rate. We are guided
by the approach of [16] and follow in part their argument, however, we also need to make
substantial modifications. Similar to [16], we focus on the tail distribution β of ϕ, where
βpnq :“
¨˝ ÿ
|x|ěn
|ϕpxq|2‚˛1{2 (6.1)
for n P N0. Our main tool for showing this very fast decay is the following self-consistency
bound on the tail distribution β, which generalizes the one in [16]. This bound will be
important for establishing some super-expoential decay in Section 6.1, as well as boosting
it to the lower bound in Section 6.2, which together will yield the proof of Theorem 1.7.
Proposition 6.1 (Self-consistency bound). Assume that V obeys the conditions of assump-
tion A1 and ω ‰ 0. If ϕ is a solution of (1.1) for dav “ 0 then with θ – γ1 ´ 1 ą 1 and
for any m,n P N0 and 0 ă α ă 12 the bound
βpn`mq À βpnqθ ` pm` 1q´αpm`1q (6.2)
holds where the implicit constant depends only on α, ω, and }ϕ}2.
Proof. If ϕ is a solution of (1.1) with ω ‰ 0 and dav “ 0, then
xϕ, gy “ ´ω´1DNpϕqrgs
with DNpϕqrgs from Remark 3.7. Now define the hard cutoff χlpxq – 1 if |x| ě l and
χlpxq “ 0 if |x| ď l´ 1 and choose g “ ϕ" – χlϕ with l “ n`m. Then (5.10) again shows
βpn `mq2 “ xϕ", ϕy À Lγ1µ pϕ", ϕq ` Lγ2µ pϕ", ϕq
and splitting ϕ “ ϕą ` ϕă with ϕą – χnϕ and ϕă – ϕ ´ ϕą, which has support in
r´pn´ 1q, n ´ 1s shows
βpn`mq2 À Lγ1µ pϕ", ϕq ` Lγ2µ pϕ", ϕq
À Lγ1µ pϕ", ϕąq ` Lγ2µ pϕ", ϕąq ` Lγ1µ pϕ", ϕăq ` Lγ2µ pϕ", ϕăq.
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Lemma 5.5 for F “ Fν,ε “ 0 shows
Lγµpϕ", ϕąq À }ϕ"}2}ϕą}γ´12 “ βpn `mqβpnqγ´1
and
Lγµpϕ", ϕăq À pm` 1q´αpm`1q}ϕ"}2}ϕă}γ´12 ď pm` 1q´αpm`1qβpn`mqβp0qγ´1
for γ “ γ1, γ2. Since βpnqγ2´1 ď βp0qγ2´γ1βpnqγ1´1, this finishes the proof.
The self-consistency bound from Proposition 6.1 is our main tool to prove Theorem 1.7.
Again, we split the argument, first we show some super-exponential decay and then we
boost this. The first part is, with considerable changes, similar to the approach in [16], but
since the decay rate of Theorem 1.7 for V paq „ |a|2a is quite a bit better than in [16], we
have to do much better in the second step.
6.1. Some super–exponential decay.
Proposition 6.2 (Some super-exponential decay). Let β be a decreasing non-negative func-
tion, vanishing at infinity, which obeys the self-consistency bound (6.2) of Proposition 6.1
for some θ “ γ1 ´ 1 ą 1. Then there exists ν ą 0 such that
βpnq À pn` 1q´νpn`1q for all n P N0 .
Corollary 6.3 (“ first step in the proof of Theorem 1.7). Assume dav “ 0 and V obeys
assumption A1. Then for any solution ϕ of (1.1) with ω ‰ 0, there exists ν ą 0 such that
|ϕpxq| À p|x| ` 1q´νp|x|`1q
for all x P Z.
Proof. Given Proposition 6.2, this follows immediately from |ϕpxq| ď βp|x|q, where β is
defined in (6.1).
In order to prove Proposition 6.2, for any ν ě 0, define the weight Hν by
Hνpsq – ps` 1qνps`1q (6.3)
for s ě 0 and its regularized version of Hν,ε given by
Hν,εpsq – Hνpsq
1` εHνpsq “
1
Hνpsq´1 ` ε . (6.4)
for s, ε ě 0. We need some basic properties of Hν,ε given in
Lemma 6.4. (i) For any ε ě 0, the function pν, sq P R` ˆR` ÞÑ Hν,εpsq is bounded above
by ε´1. Moreover, the function Hν,εpsq is increasing in s, ν ě 0, decreasing in ε ě 0, and
depends continuously on ν, ε, s ě 0.
(ii) Let 0 ă σ ă 1 and 0 ă ν ă σ
8
. Furthermore4, let m – tσpl ` 1qu for l P N0. Then
Hνplqpm` 1q´
m`1
4 ď exp
´
´ pσ
8
lnpl ` 1q ` 1
4e
qpl ` 1q
¯
. (6.5)
(iii) Let ν ě 0, θ ą 1, 0 ă σ ă θ´1
θ
, then there exist a constant C “ Cpθ, σ, νq which is
decreasing in θ, increasing in σ and ν, such that with n – l ´ tσpl ` 1qu
Hν,εplq ď CHν,εpnqθ (6.6)
for all l P N0 and 0 ď ε ď 1.
4Recall tsu – maxtk P Z | k ď su.
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(iv) Let β : N0 Ñ R be a bounded function and τ P N0. Then the map
r0,8q ˆ p0,8q Q pν, εq ÞÑ }β}ν,ε,τ – sup
lěτ
Hν,εplqβplq
is continuous.
(v) For 0 ă ν, τ P N0, and an arbitrary bounded function β : N0 Ñ R
}β}ν,0,τ “ lim
εÑ0
}β}ν,ε,τ “ sup
0ăεď1
}β}ν,ε,τ . (6.7)
We will give the proof of this Lemma at the end of this section and come to the
Proof of Proposition 6.2. We need to show that for some ν ą 0 and some τ P N
sup
lěτ
Hνplqβplq ă 8. (6.8)
Let α “ 1
4
and θ “ γ1 ´ 1 ą 1. The self-consistency bound (6.2) shows
βplq À βpnqθ ` pm` 1q´pm`1q{4 (6.9)
for all l,m, n P N0 with l “ n`m.
We fix σ “ θ´1
2θ
then 0 ă σ ă 1{2 and we consider 0 ă ν ď σ{8, which we choose more
precisely below, and let
m “ tσpl ` 1qu.
Multiplying (6.9) by Hν,εplq and using Lemma (iii) shows
Hν,εplqβplq À pHν,εpnqβpnqqθ `Hνplqpm` 1q´pm`1q{4
uniformly in 0 ă ε ď 1, hence, for any τ P N0, since n “ l ´m ě tp1 ´ σqpτ ` 1q ´ 1u if
l ě τ , also
}β}ν,ε,τ “ sup
lěτ
Hν,εplqβplq À }β}θν,ε,τ˜ ` sup
lěτ
Hνplqpm` 1q´pm`1q{4
where we introduced τ˜ – tp1 ´ σqpτ ` 1q ´ 1u. Note
}β}θν,ε,τ˜ ď }β}θν,ε,τ ` max
τ˜ďnďτ´1
pHν,εpnqβpnqqθ ď }β}θν,ε,τ `Hνpτ ´ 1qθβpτ˜ qθ
“ }β}θν,ε,τ ` τ θντβpτ˜ qθ
by the monotonicity of Hν,ε and β. So setting R1pτq – suplěτ e´r
σ
8
lnpl`1q´ 1
4e
spl`1q, using
Lemma (ii) and 0 ă ν ď σ
8
, we arrive at
}β}ν,ε,τ ď C
´
}β}θν,ε,τ ` τ θντβpτ˜qθ `R1pτq
¯
(6.10)
for some universal constant C independent of τ P N. Now let τ1 be so large that 1τ ln τ ď σ8
for all τ ě τ1. Choosing ν – 1τ ln τ gives τ θντ “ eθ and with
Gpuq – u´ Cuθ for u ě 0
we see that (6.10) can be rewritten as
Gp}β}ν,ε,τ q ď R2pτq (6.11)
for all τ ě τ1, where ν “ 1τ ln τ and R2pτq :“ C
`
eθβpτ˜q `R1pτq
˘
with τ˜ – tp1´σqpτ`1q´1u.
Now the argument continues exactly as in [16], we will give it for the convenience of the
reader: Certainly G is continuous on r0,8q with Gp0q “ 0 and limuÑ8Gpuq “ ´8. Also
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G has a single strictly positive maximum on r0,8q, that is there exists a single umax ą 0
such that
Gmax – Gpumaxq “ sup
uě0
Gpuq ą 0
and the inverse image of the set r0, Gmax{2s under G is given by
G´1pr0, Gmax{2q “ r0, u1s Y ru2,8q
for some 0 ă u1 ă umax ă u2 ă 8.
Note that limτÑ8R2pτq “ 0 since β and R1 are going to zero at infinity and limτÑ8 τ˜ “
8. Choose τ2 ě τ1 so large that R2pτq ď Gmax{2 for all τ ě τ2. Then (6.11) shows that
}β}ν,ε,τ P r0, u1s Y ru2,8q (6.12)
for all τ ě τ2 and all 0 ă ε ď 1, as long as ν “ 1τ ln τ .
Step 1: Because of Lemma (iv), for fixed ν, τ ą 0, the map 0 ă ε ÞÑ }β}ν,ε,τ is continuous.
So since u1 ă u2, the intermediate value theorem for continuous functions and (6.12) show
that we have, for all τ ě τ2 and ν “ 1τ ln τ , the dichotomy
either 0 ď }β}ν,ε,τ ď u1 for all 0 ă ε ď 1, or u2 ď }β}ν,ε,τ for all 0 ă ε ď 1.
Step 2: Since Hτ,1 ď 1 by Lemma (i), we have }β}ν,1,τ “ βpτq Ñ 0 as τ Ñ8. So we can
choose τ ě τ2 so large such that }β}ν,1,τ ď u1. For this τ we have from Step 1 that
}β}ν,ε,τ ď u1 for all 0 ă ε ď 1,
where ν “ 1
τ ln τ
ą 0. Thus also
}β}ν,0,τ “ lim
εÑ0
}β}ν,ε,τ ď u1 ă 8
by Lemma (v). This finishes the proof of Proposition 6.2.
Now we come to the
Proof of Lemma 6.4. Part (i) is clear from the definition of Hν,ε. For part (ii) we note that
for fixed 0 ă σ ă 1 and m – tσpl ` 1qu, one has m ď σpl ` 1q ă m` 1, hence
Hνplqpm` 1q´pm`1q{4 ď pl ` 1qνpl`1q
`
σpl ` 1q˘´σpl`1q{4
“ exp
ˆ
´`pσ
4
´ νq lnpl ` 1q ` σ lnσ
4
˘pl ` 1q˙
ď exp
ˆ
´`σ
8
lnpl ` 1q ´ 1
4e
˘pl ` 1q˙
since 0 ă ´σ lnσ ď e´1 for all 0 ă σ ă 1 and ν ď σ{8. This proves (6.5).
Of course, (6.6) holds with constant
C :“ sup
lPN0
sup
0ďεď1
gpn, l, εq
where n “ l ´ tσpl ` 1qu and
gpn, l, εq – Hν,εplq
Hν,εpnqθ “
pHνpnq´1 ` εqθ
Hνplq´1 ` ε
where we droped, for simplicity of notation, the dependence of g on θ and ν. SinceHν,ε ě 1,
g is certainly decreasing in θ ą 1, and so is C. A simple computation shows
B
Bεgpn, l, εq “
pHνpnq´1 ` εqθ´1
pHνplq´1 ` εq2
`
θHνplq´1 ´Hνpnq´1 ` pθ ´ 1qε
˘
.
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Since n ď l and θ ą 1, the map 0 ď ε ÞÑ θHνplq´1 ´Hνpnq´1 ` pθ ´ 1qε is either positive
for all ε ě 0, or it is negative for small and positive for large ε, with a single zero for some
ε ą 0. Thus the map 0 ď ε ÞÑ gpn, l, εq is either increasing in ε ě 0, or it decreasing for
small and increasing for large ε ě 0, with a single minimum at some ε ą 0 and no maximum
in p0,8q. Thus the supremum of gpn, l, εq over 0 ď ε ď 1 is attained at the boundary,
sup gpn, l, εq “ maxpgpn, l, 0q, gpn, l, 1qq
for all 0 ď n ď l. We have
gpn, l, 1q “ pHνpnq
´1 ` 1qθ
Hνplq´1 ` 1 ď 2
θ
for all n, l P N0 and, because n “ l ´ tσpl ` 1qu ě l ´ σpl ` 1q “ p1´ σqpl ` 1q ´ 1,
gpn, l, 0q ď pl ` 1q
νpl`1q
pp1´ σqpl ` 1qqθνp1´σqpl`1q
“ exp
´
ν
”
p1´ θp1´ σqqpl ` 1q lnpl ` 1q ´ θp1´ σq lnp1´ σqpl ` 1q
ı¯
ď exp
´
´ν
”
pθp1´ σq ´ 1q lnpl ` 1q ´ e´1θ
ı
pl ` 1q
¯
A short calculation reveals that for a, b ą 0 the maximum of Bpsq “ ´pa ln s ´ bqs over
s ą 0 is attained at Bmax “ ae ba´1 so with a “ θp1´ σq ´ 1 and b “ e´1θ this shows
gpn, l, 0q ď exp
ˆ
νpθp1´ σq ´ 1q exp
ˆ
e´1θ
pθp1´ σq ´ 1q ´ 1
˙˙
for all l P N0 and with n “ l´ tσpl` 1qu as long as θp1´σq ą 1, which in turn is equivalent
to σ ă θ´1
θ
. This proves (6.6) and alos shows that the constant C is increasing in ν.
To prove part (iv) note that because for the triangle inequality
|}β}ν1,ε1,τ ´ }β}ν,ε,τ | ď sup
lPN0
ˇˇ
Hν1,ε1plq ´Hν,εplq
ˇˇ
sup
lPN0
|βplq|
for all ν, ν 1 ě 0 and ε, ε1 ą 0. Note that
sup
lPN0
ˇˇ
Hν1,ε1plq ´Hν,εplq
ˇˇ ď sup
sPr0,1s
ˇˇ
hpν 1, ε1, sq ´ hpν, ε, sqˇˇ
with hpν, ε, sq – psνs ` εq´1. The function h is continuous on r0,8q ˆ p0,8q ˆ r0, 1s and
thus uniformly continuous on r0, κ´1s ˆ rκ´1, κs ˆ r0, 1s for any κ ą 0. Thus, for any r ą 0
there exist δ ą 0 with |hpν 1, ε1, s1q ´ hpν, ε, sq| ď r as long as 0 ď ν, ν 1 ď κ, κ´1 ď ε, ε1 ď κ
and 0 ď s, s1 ď 1 are such that |ν 1 ´ ν|, |ε1 ´ ε|, |s1 ´ s| ď δ. Thus for these ν, ν 1 and ε, ε1
also
sup
0ďsď1
|hpν 1, ε1, sq ´ hpν, ε, sq| ď r.
Hence also
sup
lPN0
ˇˇ
Hν1,ε1plq ´Hν,εplq
ˇˇ ď sup
sPr0,1s
ˇˇ
hpν 1, ε1, sq ´ hpν, ε, sqˇˇ ď r
for all 0 ď ν, ν 1 ď κ, κ´1 ď ε, ε1 ď κ with |ν 1 ´ ν|, |ε1 ´ ε| ď δ. Since κ ą 1 is arbitrary, this
shows the continuity of }β}ν,ε,τ in ν ě 0 and ε ą 0.
To prove the last claim, we simply note that Hν,ε is decreasing in ε ą 0, so the map
0 ă ε ÞÑ }β}ν,ε,τ is decreasing. By the monotone convergence theorem and since one can
interchange suprema, we get
lim
εÑ0
}β}ν,ε,τ “ sup
0ăεď1
}β}ν,ε,τ “ sup
0ăεď1
sup
lěτ
Hν,εplqβplq
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“ sup
lěτ
sup
0ăεď1
Hν,εplqβplq “ sup
lěτ
Hν,0plqβplq “ }β}ν,0,τ
which proves (6.7) and finishes the proof of Lemma 6.4.
6.2. Boosting the (super–exponential) decay rate.
Proposition 6.5 (Boosting the super-exponential decay rate). Let β be a non-negative
function which obeys the self-consistency bound (6.2) of Proposition 6.1 for some θ ą 1 and
some 0 ă α ă 1
2
. Furthermore, assume that for some ν ą 0 we have
βplq À pl ` 1q´νpl`1q for all l ě 0.
Then for all 0 ă α1 ă α, setting ν1 – 2θα1α1`θν ν, we have
βplq À pl ` 1q´ν1pl`1q for all l ě 0.
Remark 6.6. ν1 ą ν is equaivalent to ν ă 2θ´1θ α1. So Proposition 6.5 allows us to boost
the decay rate as long as ν ă 2θ´1
θ
α, since ν ă 2θ´1
θ
α1 whenever α1 close enough to α.
Proof. The self-consistency bound (6.2) and our assumptions on β imply
βplq À pn` 1q´θνpn`1q ` pm` 1q´αpm`1q
for all l,m, n P N0 with l “ n`m.
Set m “ tσpl ` 1qu for some 0 ă σ ă 1, which we choose later. Then m ď σpl ` 1q ă
σpl ` 1q ` 1 and for n “ l ´m we have p1 ´ σqpl ` 1q ´ 1 ď n ă p1 ´ σqpl ` 1q, that is,
n “ tp1 ´ σqpl ` 1q ´ 1u. Then the self-consistency bound implies
βplq À pp1 ´ σqpl ` 1qq´θνp1´σqpl`1q ` pσpl ` 1qq´ασpl`1q
“ exp `´`θνp1´ σq lnp1´ σq ` ασ lnσ˘pl ` 1q ´ `θνp1´ σq ` ασ˘pl ` 1q lnpl ` 1q˘
ď exp ``θν ` α˘e´1pl ` 1q ´ `θνp1´ σq ` ασ˘pl ` 1q lnpl ` 1q˘
À exp `´`θνp1´ σq ` α1σ˘pl ` 1q lnpl ` 1q˘
for any 0 ă α1 ă α and all l P N0, where we also used σ lnσ ě ´e´1 and p1´σq lnp1´σq ě
´e´1 for all 0 ă σ ă 1 in the third line.
We choose σ such that θνp1´ σq “ α1σ, equivalently
σ “ θν
α1 ` θν .
This yields 0 ă σ ă 1 and θνp1´ σq ` α1σ “ 2α1σ “ 2θα1α1`θν ν “ ν1. So
βplq À exp p´ν1pl ` 1q lnpl ` 1qq
for all l P N0, which finished the proof.
Corollary 6.7. Let β : N0 Ñ R be a decreasing non-negative function, vanishing at infinity,
which obeys the self-consistency bound (6.2) of Proposition 6.1 for some θ ą 1 and all
0 ă α ă 1. Furthermore, recall Hνplq “ pl ` 1qνpl`1q for l P N0 and ν P R. Then
ν˚˚ “ sup tν ą 0|β À H´νu ě 1´ 1
2θ
Proof. From Proposition 6.2 we know that ν˚˚ ą 0. Let 0 ă ν ă ν˚˚ and 0 ă α1 ă 12 , then
Proposition 6.5 shows
β À H´ν1
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for ν1 –
2θα1ν
α1`θν
. Thus, by the definition of ν˚˚ we have
2θα1ν
α1 ` θν ď ν˚˚
for all 0 ă ν ă ν˚˚ and all 0 ă α1 ă 12 . Taking first the limit ν Õ ν˚˚ and then α1 Õ 12 in
the above inequality shows
θν˚˚
1
2
` θν˚˚
ď ν˚˚.
Since ν˚˚ ą 0 this implies ν˚˚ ě 1´ 12θ .
Now we can give the
Proof of Theorem 1.7. Let θ “ γ1 ´ 1 and ϕ be a solution of (1.2). Then Propsition 6.1
shows that the tail distribution β of ϕ obeys the self-conistency bound (6.2). Then the
claim follows from |ϕpxq| ď βp|x|q for all x P Z and Corollary 6.7.
Appendix A. Some useful bounds
We start with
Lemma A.1. (i) Let 1 ď p ă 8 and f1, f2 P lppZq, thenˇˇ}f1}pp ´ }f2}pp ˇˇ ď pmaxp}f1}p´1p , }f2}p´1p q}f1 ´ f2}p (A.1)
(ii) The free time evolution group Tr “ eir∆ is bounded on lppZq for all 1 ď p ď 8 with
}Trf}p ď e4|r||1´
2
p
|}f}p. (A.2)
(iii) The group Tr “ eir∆ is norm continuous on lp for any 1 ď p ď 8 with
}f ´ Trf}p ď
´
e4|r| ´ 1
¯
}f}p. (A.3)
(iv) For the kernel5 of Tr, one has the bound
|xx|Tr|yy| ď min
˜
1, e4|r|
p4|r|q|x´y|
|x´ y|!
¸
. (A.4)
(v) (Strong bilinear bound) For any 1 ď p ď 8
sup
|r|ďB
}Trf1Trf2}p ď min
˜
1,
8e16Bp4Bqr s2 s
r s
2
s!
¸
}f1}2}f2}2 (A.5)
with s :“ distpsupp f1, supp f2q.
(vi) (Twisted strong bilinear bound) For any 1 ď p ď 8 and B ą 0
sup
rPr´B,Bs
}TrpeFν,εh1qTrpe´Fν εh2q}p ď 4e8Bp1`eν qmin
˜
1,
2p4Reνqr s2 s
r s
2
s!
¸
}h1}2}h2}2 (A.6)
uniformly in ε ą 0. Here s :“ distpsupph1, supph2q ě 0 and Fν,εpxq “ ν|x|1`ε|x| .
(vii) (Exchange of an exponential weight) For any α ě 1, 1 ď p ď 8, and B ą 0
sup
|r|ďB
}TrpeFν,εh1q|Trh2|α}p ď p2e4Bp1`eν qqα`1}h1}2}eFν{α,εh2}α2 . (A.7)
5We use the physicists’ notation xx|Tr|yy for the kernel, for mathematicians, xx|Tr|yy “ xδx, Trδyy, where
δx is the Kronecker delta at x P Z.
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(viii) For any ν ą 0 and A ą 0, let fνpxq :“ Ae´ν|x|. Then
}fν}κκ “ Aκ
coshpκ
2
νq
sinhpκ
2
νq ,
xfν,´∆fνy “ }D`fν}22 “ 4A2
sinh2pν{2q
sinhpνq .
(A.8)
Remark A.2. The strong bilinear bound above strengthens the strong bilinear bound from
[15, 16], which was proven there only for p “ 2. Moreover, we will give a proof which is
considerably simpler than the one in [15, 16]. The twisted strong bilinear bound (A.6) is
new and needed in the proof that solutions of (1.1) with ω ă 0 have some exponential
decay for positive average dispersion. It is important that the right hand side of (A.6) is
independent of ε ą 0. The exchange of exponential weights bound (A.7) is crucial for our
strategy of boosting the exponential decay rate to the one given by the physical heuristic.
The main feature of (A.7) is that for α ą 1 its right hand side has an exponential growth
of order ν{α which is strictly smaller than ν when ν ą 0. Thus (A.7) allows us to absorb
some excess exponential factor in the boosting argument of Section 5.2.
Proof. For the first claim, let f1, f2 P lppZq, 1 ď p ă 8 and note that for a, b ě 0 one has
|ap ´ bp| ď pmaxpap´1, bp´1q|a´ b| (A.9)
since, if a ď b, then
|ap ´ bp| “ bp ´ ap “ p
ż b
a
sp´1 ds ď pbp´1pb´ aq
and the case a ě b follows by symmetry. Using a “ }f1}p and b “ }f2}p in (A.9) showsˇˇ}f1}pp ´ }f2}ppˇˇ ď pmaxp}f1}p´1p , }f2}p´1p q |}f1}p ´ }f2}p|
which gives (A.1).
As a preparation for the proof of the other claims, note that Tr has the norm continuous
series expansion
Tr “
8ÿ
n“0
pirqn
n!
∆n
One easily sees that
}∆f}1 ď 4}f}1 and }∆f}8 ď 4}f}8. (A.10)
Thus the norm of ∆ on l8pZq and l1pZq is bounded by 4 and from the power series for Tr
one sees
}Trf}p ď
8ÿ
n“0
p4|r|qn
n!
}f}p “ e4|r|}f}p, p “ 1 or 8.
By self-adjointness of ∆ on l2pZq one has that Tr is unitary on l2pZq, so }Trf}2 “ }f}2 and
interpolating this with the bound on l1pZq and l8pZq with the help of the Riesz-Thorin
interpolation theorem proves (A.2).
Moreover, applying Riesz-Thorin interpolation theorem on (A.10) yields }∆f}p ď 4}f}p
for all 1 ď p ď 8. The series expansion for Tr then yields
}f ´ Trf}p ď
8ÿ
n“1
p4|r|qn
n!
}f}p “ pe4|r| ´ 1q}f}p
which is (A.3). In particular, Tr is norm continuous on l
ppZq at r “ 0, which together with
the group property of Tr and (A.2) shows its continuity for all r.
37
Because of the norm convergent series expansion for Tr, its ‘kernel’ xx|Tr|yy, for which
one has Trfpxq “
ř
yPZxx|Tr|yyfpyq, is given by
xx|Tr|yy “
8ÿ
n“0
pirqn
n!
xx|∆n|yy “
8ÿ
n“|x´y|
pirqn
n!
xx|∆n|yy (A.11)
since xx|∆n|yy “ 0 if n ă |x´ y|. Moreover, |xx|∆n|yy| ď }∆}n “ 4n, so we have the bound
|xx|Tr|yy| ď
8ÿ
n“|x´y|
p4|r|qn
n!
. (A.12)
By unicity of Tr and the Cauchy-Schwartz inequality one always has |xx|Tr|yy| ď 1. More-
over, by (A.12), we have
|xx|Tr|yy| ď
8ÿ
n“|x´y|
p4|r|qn
n!
“ p4|r|q|x´y|
8ÿ
n“0
p4|r|qn
p|x´ y| ` nq!
ď p4|r|q
|x´y|
|x´ y|!
8ÿ
n“0
p4|r|qn
n!
“ e
4|r|p4|r|q|x´y|
|x´ y|! (A.13)
since p|x´ y| ` nq! ě |x´ y|!n!. So (A.4) follows.
To prove the fifth claim, we first note that on the sequence spaces lppZq, the bound
}h}p ď }h}1 holds. Hence }Trf1Trf2}p ď }Trf1Trf2}1, so we only have to prove (A.5) for
p “ 1. Because of the Cauchy Schwarz inequality,
}Trf1Trf2}1 ď }Trf1}2}Trf2}2 “ }f1}2}f2}2
Now let s :“ distpsupp f1, supp f2q ą 0. Then with
Arpy1, y2q :“ e8|r|
ÿ
x
p4|r|q|x´y1|
|x´ y1|!
p4|r|q|x´y2|
|x´ y2|!
the bound (A.4), the Cauchy-Schwarz inequality and the symmetry of Ar in y1 and y2 gives
}Trf1Trf2}1 ď
ÿ
y1,y2
|fpy1q|Arpy1, y2q|fpy2q|
ď
ˆ ÿ
y1PZ
y2Psupp f2
|fpy1q|2Arpy1, y2q
˙1{2ˆ ÿ
y2PZ
y1Psupp f1
Arpy1, y2q|fpy2q|2
˙1{2
ď pAr,1,2Ar,2,1q1{2 }f1}2}f2}2 (A.14)
where Ar,l,m “ supy1Psupp fl
ř
y2Psupp fm
Arpy1, y2q.
Fix y1 P supp f1, then for all x P Z and all y2 P supp f2 we have |x´y1| ě s2 or |x´y2| ě s2
and since the distance is always an integer, setting rss :“ mintn P Z| s ď nu and denoting
Grpyq :“ p4|r|q
|y|
|y|! , we getÿ
y2Psupp f2
Arpy1, y2q “ e8|r|
ÿ
y2Psupp f2
ÿ
xPZ
Grpx´ y1qGrpx´ y2q
ď e8|r|
´ ÿ
y2,x
|x´y1|ěr
s
2
s
Grpx´ y1qGrpx´ y2q `
ÿ
y2,x
|x´y2|ěr
s
2
s
Grpx´ y1qGrpx´ y2q
¯
“ e8|r|
´ ÿ
|x|ěr s
2
s
Grpy1q
ÿ
y2
Grpy2q `
ÿ
x
Grpxq
ÿ
|y2|ěr
s
2
s
Grpy2q
¯
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“ 2e8|r|
ÿ
|x|ěr s
2
s
Grpxq
ÿ
y
Grpyq. (A.15)
A simple calculation givesÿ
y
Grpyq “ Grp0q ` 2
ÿ
yě1
Grpyq “ 1` 2
8ÿ
y“1
p4|r|qy
y!
ď 2e4|r| (A.16)
and ÿ
|x|ěr s
2
s
Grpxq “ 2
8ÿ
x“r s
2
s
p4|r|qx
x!
“ 2p4|r|qr s2 s
8ÿ
n“0
p4|r|qn
pr s
2
s` nq! ď
2e4|r|p4|r|qr s2 s
r s
2
s!
. (A.17)
Thus
Ar,1,2 ď 8e
16|r|p4|r|qr s2 s
r s
2
s!
. (A.18)
The same argument yields the same bound for A2,1 and since
}Trf1Trf2}1 ď minp1, pAr,1,2Ar,2,1qq1{2q}f1}2}f2}2
this proves (A.5).
In order to prove (A.6), we can again, without loss of generality, consider the case p “ 1.
Fix ν ě 0 and ε ą 0 and let F “ Fν,ε. Noting
}TrpeFh1qTrpe´Fh2q}1 “ }e´FTrpeFh1qeFTrpe´Fh2q}1
ď
ÿ
xPZ
ÿ
y1,y2PZ
e|F pxq´F py1q||xx|Tr|y1y||h1py1q|e|F pxq´F py2q||xx|Tr|y2y||h2py2q|
and, because of the reverse triangle inequality for F , we have |F pxq ´ F pyq| ď F px´ yq ď
ν|x´ y|. Thus setting Gr,νpyq :“ p4|r|e
νq|y|
|y|! the bound (A.4) yields
}TrpeFh1qTrpe´Fh2q}1 ď e8|r|
ÿ
y1,y2PZ
|h1py1q|
` ÿ
xPZ
Gr,νpx´ y1qGr,νpx´ y2q
˘|h2py2q|
so denoting Ar,νpy1, y2q :“
ř
xPZGr,νpx ´ y1qGr,νpx ´ y2q, we can argue as for the bound
(A.5), except now we cannot simply use unitarity of Tr to get the bound when the supports
of h1 and h2 are not separated. Instead, as in (A.14), we use and Cauchy–Schwartz and
the symmetry of Ar,νpy1, y2q in y1 and y2 to seeÿ
y1,y2PZ
|h1py1q|Ar,νpy1, y2q|h2py2q| ď
´
sup
y1PZ
ÿ
y2PZ
Ar,νpy1, y2q
¯
}h1}2}h2}2
By translation invariance,ÿ
y2PZ
Ar,νpy1, y2q “
ÿ
x
ÿ
y2
Gr,νpx´ y1qGr,νpx´ y2q “
´ÿ
y
Gr,νpyq
¯2
“
´
1` 2
ÿ
nPN
p4|r|eνqn
n!
¯2 ď 4e8|r|eν .
Thus
}TrpeFν,εh1qTrpe´Fν,εh2q}1 ď 4e8|r|p1`eνq}h1}2}h2}2 (A.19)
and proceeding similarly as in (A.14)–(A.18), one sees
}TrpeFν,εh1qTrpe´Fν,εh2q}1 ď 8e8|r|p1`eνq p4|r|e
νqr s2 s
r s
2
s!
(A.20)
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when s :“ distpsupph1, supph2q ě 1. Together, (A.19) and (A.20) prove (A.6).
To prove (A.7), let α ě 1. Again, it is enough to consider the case p “ 1. Then withĂh2 :“ eFν{α,εh2››TrpeFν,εh1q|Trph2q|α››1 “ ›››e´Fν,εTrpeFν,εh1qˇˇeFν{α,εTrpe´Fν{α,εĂh2qˇˇα›››1
ď
›››e´Fν,εTrpeFν,εh1qeFν{α,εTrpe´Fν{α,εĂh2q›››
1
}eFν{α,εTrpe´Fν{α,εĂh2q}α´18 .
Now arguing similarly as in the proof of (A.19),››e´Fν,εTrpeFν,εh1qeFν{α,εTrpe´Fν{α,εĂh2q››1
ď
ÿ
x
ÿ
y1,y2
eν|x´y1||xx|Tr|y1y||h1py1q|epν{αq|x´y2||xx|Tr|y2y||Ăh2py2q|
ď 4e4|r|p2`eν`eν{αq}h1}2}Ăh2}2 ď 4e8|r|p1`eνq}h1}2}Ăh2}2
and
}eFν{α,εTrpe´Fν{α,εĂh2q}8 ď }eFν{α,εTrpe´Fν{α,εĂh2q}2 “ }e2Fν{α,ε |Trpe´Fν{α,εĂh2q|2}1{21
ď
˜ÿ
x
ÿ
y1,y2
epν{αq|x´y1||xx|Tr|y1y||Ăh2py1q|epν{αq|x´y2||xx|Tr|y2y||Ăh2py2q|
¸1{2
ď 2e4|r|p1`eν{αq}h1}2}rh2}2 ď 2e4|r|p1`eνq}Ăh2}2
for all α ě 1. This proves (A.7).
Lastly, let fνpxq “ Ae´ν|x| with ν ą 0 and A ą 0, then
}fν}κκ “ Aκ
ÿ
xPZ
e´κν|x| “ Aκp1` 2
8ÿ
x“1
e´κνxq “ Aκp1` e
´κνx
1´ e´κνx q “ A
κ coshpκ2νq
sinhpκ
2
νq .
Moreover,
}D`fν}22 “ A2
ÿ
x
|e´ν|x`1| ´ e´ν|x||2 “ A2
˜ÿ
xě0
pe´ν ´ 1q2e´2νx `
ÿ
xď´1
peν ´ 1q2e2νx
¸
“ A2
ˆ
pe´ν ´ 1q2 1
1´ e´2ν ` pe
ν ´ 1q2 e
´2ν
1´ e´2ν
˙
“ 4A2 sinh
2pν{2q
sinhpνq
Appendix B. Boundedness, negativity, and strict subadditivity of the
energy
Recall that for dav ě 0
Hpfq :“ dav
2
xf,´∆fy ´Npfq
and
Edavλ :“ inf
 
Hpfq : }f}2 “ λ( .
In this section we will give an a-priori bound on the ground-state energy which is an
essential ingredient in the construction of strongly convergent minimizing sequences.
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Lemma B.1. Assume that assumption A1 holds. Then for every λ ě 0
´λγ1{2 ´ λγ2{2 À Edavλ ď 0,
where the implicit constant in the lower bound depends only on µpRq and the support of µ.
In particular, the variational problem is well-posed.
Proof. The lower bound follows immediately from Hpfq ě ´Npfq and Proposition 2.6. For
the upper bound we argue similarly as in the beginning of the proof of Theorem 3.1. Note
that
Edavλ ď Hpfq “
dav
2
}D`f}22 ´Npfq ď
dav
2
}D`f}22 ` |Npfq|
To bound the nonlinearity, we use (1.9) to see that with B so that suppµ Ă r´B,Bs,
|Npfq| À sup
|r|ďB
p}Trf}γ1γ1 ` }Trf}γ2γ2q À }f}γ1γ1 ` }f}γ2γ2 .
where we also used the bound (A.2) from Lemma A.1. Now define fnpxq as in the proof of
Theorem 3.1 by
fnpxq – cn1r´n,nspxq
with cn “
´
λ
2n`1
¯1{2
. Then }fn}22 “ λ. Note that
}D`fn}22 “ 2c2n Ñ 0 as nÑ8
and for any γ ą 2
}fn}γγ “
ˆ
λ
2n ` 1
˙γ{2
p2n ` 1q Ñ 0
as nÑ8. So Edavλ “ inf}f}22“λHpfq ď limnÑ8Hpfnq “ 0.
Similar to [7], we get the following strict concavity and strict subadditivity of Edavλ .
Proposition B.2 (Strict subadditivity). Under assumptions A1 and A2 and for any
λ ą 0, 0 ă δ ă λ{2, and λ1, λ2 ě δ with λ1 ` λ2 ď λ, we have
Edavλ1 ` Edavλ2 ě
«
1´ p2γ02 ´ 2q
ˆ
δ
λ
˙γ0
2
ff
Edavλ (B.1)
where γ0 ą 2 as in A2.
Remark B.3. In particular, Proposition B.2 shows that for any λ1, λ2 ą 0 one has
Edavλ1 ` Edavλ2 ą Edavλ1`λ2
as soon as Edavλ1`λ2 ă 0. That is, the map λ ÞÑ Edavλ is strictly subadditive where it is strictly
negative.
In order to prove this, we need a little preparation.
Lemma B.4. V obeys A2 if and only if for all t ě 1 we have
V ptaq ě tγ0V paq for all a ą 0. (B.2)
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Proof. Assume that V obeys A2. Then
d
dt
V ptaq “ V 1ptaqa ě γ0
t
V ptaq
for all a ą 0 and t ą 1. Thus
d
dt
pt´γ0V ptaqq ě 0
and integrating this yields (B.2).
Conversely, since (B.2) is an equality for t “ 1, we can differentiate it at t “ 1 to get
A2.
Proof of Proposition B.2. Let t ě 1, then A2 and Lemma B.4 imply Nptfq ě tγ0Npfq for
any f P l2pZq. Thus also
Hptfq ď t2davxD`f,D`fy ´ tγ0Npfq ď tγ0Hpfq (B.3)
since t ě 1 and γ0 ą 2. Hence
sγ0Hpfq ď Hpsfq
for all f P l2pZq and all 0 ď s ď 1 and
sγ0Edavλ “ sγ0 inf
}f}2
2
“λ
Hpfq ď inf
}f}2
2
“s2λ
Hpfq “ Edav
s2λ
. (B.4)
For λ1, λ2 ą 0 and λ1 ` λ2 ď λ choose 0 ă µj ă 1 with λj “ µjλ for j “ 1, 2. Then
Edavλ1 ` Edavλ2 “ Edavµ1λ ` Edavµ2λ ě
`
µ
γ0{2
1 ` µγ0{22
˘
Edavλ
because of (B.4). Without loss of generality we can assume µ1 ě µ2, otherwise we simply
exchange λ1 and λ2. Then, since 0 ă µ1 ` µ2 ď 1, we have
µ
γ0{2
1 ` µγ0{22 ď 1´
`pµ1 ` µ2qγ0{2 ´ µγ0{21 ´ µγ0{22 ˘
“ 1´ µγ0{22
˜ˆ
1` µ1
µ2
˙γ0{2
´
ˆ
µ1
µ2
˙γ0{2
´ 1
¸
ď 1´ µγ0{22
´
2γ0{2 ´ 2
¯
where the last inequality follows from the fact that for γ0 ą 2 the map 0 ă s ÞÑ p1` sqγ0{2´
sγ0{2 ´ 1 is increasing on r1,8q. Thus, since Edavλ ď 0 by Lemma B.1 and µ2 ě δ{λ, the
inequality (B.1) follows.
Lemma B.5. Assume that assumption A4 holds and λ ą 0. Then Edavλ ă 0.
Proof. Unlike the continuous case, where Gaussians provide a nice class of initial conditions
f for which one can explicitly calculate the time evolution Trf , no such class of functions
exists in the discrete case. Hence, the proof that Edavλ is strictly negative is quite different
from the continuous case.
Recall that Edavλ is defined in (1.5). We consider the case dav “ 0 first. Let h1,pprq :“
e
4|r||1´ 2
p
|
. Assumption A4 says that if dav “ 0, then there exists ε ą 0 such that V paq ą 0
for all 0 ă a ď ε. Let B ą 0 such that suppµ Ă r´B,Bs and for any ν ą 0 take
fνpxq “ Aνe´ν|x| with
Aν :“ λ1{2
ˆ
sinhpνq
coshpνq
˙1{2
. (B.5)
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Then (A.8) from Lemma A.1 shows }fν}22 “ λ, i.e., fν is a valid test function. Moreover,
Aν is increasing in ν with Aν Ñ 0 as ν Ñ 0` so }fν}8 “ Aν ď ε{h1,8pBq for all small
enough ν ą 0, hence, because of (A.2), there exists ν1 ą 0 such that }Trfν}8 ď ε for all
|r| ď B and 0 ă ν ď ν1. In this case, by assumption A4,
V p|Trfνpxq|q ě 0 for all x P Z, |r| ď B, 0 ă ν ď ν1, (B.6)
hence Npfνq ě 0. If E0λ “ 0, we would have 0 “ E0λ ď ´Npfνq ď 0, so
Npfνq “
ż
R
ÿ
xPZ
V p|Trfνpxq|qµpdrq “ 0.
Because of (B.6), this implies for all 0 ă ν ď ν1,
V p|Trfνpxq|q “ 0 for µ-almost all r and all x P Z.
and since 0 ď |Trfνpxq| ď ε, the only way this can be is if
Trfν “ 0 for µ-almost all r
and since Tr is unitary on l
2pZq, this implies fν “ 0 for all small enough ν, which is a
contradiction. Thus E0λ ă 0 if λ ą 0.
In the case dav ą 0, A4 shows that there exist ε ą 0 and 2 ď κ ă 6 such that V paq Á aκ
for all 0 ď a ď ε. Again let B ą 0 such that suppµ Ă r´B,Bs and choose fνpxq :“ Aνe´ν|x|
with Aν given by (B.5) and ν2 ą 0 such that }fν}8 “ Aν ď ε{h1,8p2Bq for all 0 ă ν ď ν2.
Then the second part of Lemma A.1 guarantees }Tr´r0fν}8 ď ε for all r0, r P suppµ and
0 ă ν ď ν2.
Set g :“ T´r0fν , then 0 ď |Trg| ď ε for all r P suppµ, hence
Npgq “
ż
R
ÿ
xPZ
V p|Trgpxq|qµpdrq Á
ż
R
ÿ
xPZ
|Trgpxq|κ µpdrq ě
ż r0`δ
r0´δ
}Trg}κκ µpdrq
for all r0 P suppµ and any δ ą 0. Define h2prq :“ e4|r| ´ 1. Then the bounds from Lemma
A.1 give
}Trg}κκ ě }fν}κκ ´ |}fν}κκ ´ }Tr´r0fν}κκ|
ě }fν}κκ ´ κmaxp}fν}κ´1κ , }Tr´r0fν}κ´1κ q}fν ´ Tr´r0fν}κ
ě `1´ κph1,κpr ´ r0qqκ´1h2pr ´ r0q˘ }fν}κκ.
Thus
Npgq Á `1´ κph1,κp2Bqqκ´1h2pδq˘µppr0 ´ δ, r0 ` δqq}fν}κκ
Since the (complement of the) support of the measure µ is given by
psuppµqc “ tr0 P R| Dδ ą 0 such that µppr0 ´ δ, r0 ` δqq “ 0u
one has, for any r0 P suppµ,
µppr0 ´ δ, r0 ` δqq ą 0 for all δ ą 0.
So choosing any r0 P suppµ and δ ą 0 small enough that 1 ´ κph1,κp2Bqqκ´1h2pδq ą 0
yields
Npgq Á }fν}κκ “ λκ{2
ˆ
sinhpνq
coshpνq
˙κ{2 coshpκ
2
νq
sinhpκ
2
νq
where the implicit constant depends only on δ ą 0 and the constant in the lower bound on
V from assumption A3, in particular, it does not depend on 0 ă ν ď ν2.
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Since ∆ and Tr commute, by (A.8),
xg,´∆gy “ xfν,´∆fνy “ 4λ sinh
2pν{2q
coshpνq
and choosing g :“ T´r0fν as a test function in the energy H shows
Eλ ď Hpgq “ dav
2
xg,´∆gy ´Npgq
ď 2davλsinh
2pν{2q
coshpνq ´ Cλ
κ{2
ˆ
sinhpνq
coshpνq
˙κ{2 coshpκ
2
νq
sinhpκ
2
νq
“ sinhpν{2q2
˜
davλ
coshpνq ´ Cλ
κ{2 coshpκ2νq
coshκ{2pνq
sinhκ{2pνq
sinhpκ
2
νq sinh2pν{2q
¸
As ν Ñ 0 sinhpsνq “ Opνq and coshpsνq “ Op1q for any fixed s ‰ 0. So
Eλ ď Opν2q
´
1´Opν κ2´3q
¯
ă 0
for small enough ν ą 0, since κ ă 6. This shows that Eλ ă 0 for all λ ą 0.
Lemma B.6. Assume that assumptions A1 through A3 hold. Then there exists f P l2pZq
such that
Npfq “
ż
R
ÿ
xPZ
V p|Trfpxq|qµpdrq ą 0 .
Proof. Let l P N and set ulpr, ¨q – Tr1r´2l,2ls. Since µ is a finite measure with compact
support there exits 0 ă B ă 8 with suppµ Ă r´B,Bs. We claim that for some constant
c ą 0 and all large enough l P N the bounds
|ulpr, xq| ´ 1 Á ´e´cl for all |x| ď l, |r| ď B (B.7)
|ulpr, xq| À le´cp|x|´2lq for all |x| ě 3l, |r| ď B (B.8)
hold. We will prove them later. Assumptions A2 and A3, together with Lemma B.4 show
that there exists a0 ą 0 such that V paq Á aγ0 for all a ě a0 and using assumption A1, we
have V paq Á ´aγ1 for 0 ď a ă a0. Thus, with γ – minpγ0, γ1q, we see that the lower bound
V paq Á ´aγ1r0,a0qpaq ` aγ1ra0,8qpaq (B.9)
holds and V is bounded from below.
By (B.7) we can choose l and α large enough such that α|ulpr, xq| ě α2 ě a0 for all|x| ď l, |r| ď B. Then (B.9) yields
I –
ÿ
|x|ďl
V pα|ulpr, xq|q Á lαγ .
Since V is bounded from below, we also have
II –
ÿ
lă|x|ď3l
V pα|ulpr, xq|q Á ´l,
and (B.9) together with (B.8) gives
III –
ÿ
|x|ą3l
V pα|ulpr, xq|q Á ´pαlqγ
ÿ
|x|ą3l
e´cγp|x|´2lq Á ´pαlqγe´cγpl`1q
44 M.-R. CHOI, D. HUNDERTMARK, Y.-R. LEE
for all |r| ď B. Thus, since µ is a finite measure with support in r´B,Bs, this gives the
lower bound
Npα1r´2l,2lsq Á I ` II ` III Á lαγ ´ l ´ pαlqγe´cγpl`1q
for all large enough α and l. Setting α “ l shows limlÑ8Npl1r´2l,2lsq “ 8, in particular,
Npfq ą 0 for some f P l2pZq.
It remains to prove (B.7) and (B.8). From Lemma A.1, more precisely, (A.4), we have
the bound |xx|Tr|yy| ď min
`
1, e4|r| p4|r|q
|x´y|
|x´y|!
˘
for any r P R. Thus, for all |r| ď B
|ulpr, xq| ď
ÿ
|y|ď2l
|xx|Tr|yy| À
ÿ
|y|ď2l
p4Bq|x´y|
p|x´ y|q! ,
The map n ÞÑ p4Bqn
n!
is decreasing for all n ě 4B ´ 1. For |x| ě 3l and all |y| ď 2l we will
have n “ |x ´ y| ě |x| ´ 2l ě 4B ´ 1 for all large enough l, hence we can replace |x ´ y|
above by |x| ´ 2l and use n! ě en lnn´n to arrive at to see
|ulpr, xq| À l p4Bq
|x|´2l|
p|x| ´ 2lq! ď le
p1`lnp4Bq´lnp|x|´2lqqp|x|´2lq À le´cp|x|´2lq
for some constant c ą 0 and all |x| ě 3l with l large enough. This proves (B.8).
For any initial condition f0, the time evolution upr, ¨q “ Trf0 is given by the convergent
series
upr, xq “ xδx, Trf0y “ f0 `
8ÿ
n“1
pirqn
n!
xδx,∆nf0y
If f0 “ 1r´2l,2ls, then ∆f0 “ ´δ2l`1 ` δ2l ´ δ´p2l`1q ` δ´2l, where δy is the Kronecker delta
at y P Z. Moreover, since ∆ increases the support by at most one, that is, minpsupp∆fq ě
minpsupp fq ´ 1 and maxpsupp∆fq ď maxpsupp fq ` 1, and }∆f}8 ď 4}f}8, we see that
for any 1 ď n ď 2l there exists gn,l : ZÑ R with }gn,l}8 ď 1, supp gn,l Ă r2l´n` 1, 2l`ns
and
xδx,∆n1r´2l,2lsy “
`
∆n1r´2l,2ls
˘pxq “ 4n`gn,lpxq ` gn,lp´xq˘
for all x P Z. In particular, xδx,∆n1r´2l,2lsy “ 0 for all |x| ď l and all 1 ď n ď l. So the
series for ulpr, xq gives
ulpr, xq “ 1r´2l,2lspxq `
ÿ
něl`1
pirqn
n!
xδx,∆n1r´2l,2lsy for all |x| ď l ,
hence by the same calculation as for (A.13)
|ulpr, xq| ě 1´
ÿ
něl`1
p4|r|qn
n!
ě 1´ e
4|r||4r|l`1
pl ` 1q! for all |x| ď l .
Bounding pl ` 1q! ě epl`1q lnpl`1q´pl`1q shows that (B.7) is true for some c ą 0 and all large
enough l P N.
Appendix C. The discrete IMS localization formula
Here we give a simple bound which is useful for localizing the discrete kinetic energy.
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Lemma C.1. Let f P l2pZq and ξ : ZÑ R be a bounded function. Then,
Repxξ2f,´∆fyq “ xξf,´∆pξfqy ´
ÿ
xPZ
|D`ξpxq|2Repfpxqfpx` 1qq. (C.1)
In particular, the lower bound
Repxξ2f,´∆fyq ě xξf,´∆pξfqy ´ 1
2
xf, p|D`ξ|2 ` |D´ξ|2qfy (C.2)
holds and if ξj : ZÑ R, j “ 1, . . . , n are finitely many bounded functions with
řn
j“1 ξ
2
j “ 1,
then
xf,´∆fy ě
nÿ
j“1
xξjf,´∆pξjfqy ´ 1
2
nÿ
j“1
xf, p|D`ξj |2 ` |D´ξj|2qfy. (C.3)
Here D`ξpxq :“ ξpx` 1q ´ ξpxq and D´ξpxq :“ ξpxq ´ ξpx ´ 1q the forward and backward
differences.
Proof. A simple commutator calculation shows
r∆, ξs “ pD`ξqS` ´ pD´ξqS´
where pS`fqpxq :“ fpx ` 1q is the left shift and pS´fqpxq :“ fpx ´ 1q is the right shift.
Another calculation shows
rr∆, ξs, ξs “ |D`ξ|2S` ` |D´ξ|2S´
and expanding the commutator gives
ξ2∆´ 2ξ∆ξ `∆ξ2 “ rr∆, ξs, ξs .
Thus
2Repxξ2f,´∆fyq “ xf,´pξ2∆`∆ξ2qfy “ 2xξf,´∆pξfqy ´ xf, rr∆, ξs, ξs fy
“ 2xξf,´∆pξfqy ´
ÿ
xPZ
´
|D`ξpxq|2fpxqfpx` 1q ` |D´ξpxq|2fpx´ 1qfpxq
¯
“ 2xξf,´∆pξfqy ´
ÿ
xPZ
|D`ξpxq|22Repfpxqfpx` 1qq,
since D´ξpx` 1q “ D`ξpxq, which proves (C.1). The bound (C.2) follows from (C.1) sinceÿ
xPZ
|D`ξpxq|2Repfpxqfpx` 1qq ď 1
2
ÿ
xPZ
|D`ξpxq|2p|fpxq|2 ` |fpx` 1q|2q
“ 1
2
ÿ
xPZ
p|D`ξpxq|2 ` |D´ξpxq|2q|fpxq|2
Moreover, if
ř
j ξ
2
j “ 1, then
xf,´∆fy “ Repxf,´∆fyq “
nÿ
j“1
Repxξ2j f,´∆fyq
so (C.3) follows from (C.2).
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Appendix D. The connection with nonlinear optics
Our main motivation for studying (1.1) and the related minimization problems (1.5)
comes from the fact that the solutions are related to breather-type solutions of the diffrac-
tion managed discrete nonlinear Schro¨dinger equation
iBtu “ ´dptq∆u´ P puq, (D.1)
where ∆ is the nearest neighbour discrete Laplacian, t the distance along the waveguide,
x P Z the location of the waveguide, dptq the local diffraction along the waveguide, and P puq
is an on site nonlinear interaction. This equation describes, for example, an array of coupled
nonlinear waveguides [4, 5, 11, 21, 28], but it also models a wide range of effects ranging
from molecular crystals [6, 26] to biophysical systems [9, 10]. By symmetry, one assumes
that P is odd and P p0q “ 0 can always be enforced by adding a constant term. Most often
one makes a Taylor series expansion, keeping just the lowest order nontrivial term leads to
P puq » |u|2u, the Kerr nonlinearity, but we will not make this approximation. The study
of bound states of the discrete nonlinear Schro¨dinger equation (D.1) has attraction a lot of
attention, see, for example, [17] and the references therein.
The idea to periodically alter the diffraction along the waveguide by creating a zigzag
geometry of the waveguides, similar to what has been done in dispersion management cables,
see, for example, [13, 27, 30] and the references therein, was probably first conceived in [12]
in order to create low power stable discrete pulses. In this case, the total diffraction dptq
along the waveguide is given by
dptq “ ε´1d0pt{εq ` dav. (D.2)
Here dav is the average component of the diffraction and d0 its periodic mean zero part
with period L.
A technical complication is the fact that (D.1) is a non-autonomous equation. We seek
to rewrite (D.1) into a more convenient form in order to find breather type solutions. In the
region of strong diffraction management ε is a small positive parameter. In this parameter
region an average equation which describes the evolution of the slow part of solutions of
(D.1) was derived in Fourier space in [1, 2, 3], using the same general method as in the
continuum case, see, e.g., [30]. The numerical studies of [1, 2, 3] showed that this average
equation possesses stable solutions which evolve nearly periodically when used as initial
data in the diffraction managed non-linear discrete Schro¨dinger equation. To derive this
equation in our notation, let Tr – e
´ir∆ be the free discrete Schro¨dinger evolution, set
Dpsq –
ż s
0
d0pζq dζ,
and make the ansatz
upt, xq “ TDp t
ε
qv
for some function v. Then, since BtTDp t
ε
q “ 1εd0p tεq∆TDp tε q, we get from (D.1) and (D.2)
that v solves
iBtvpt, xq “ ´dav∆vpt, xq ´ T´1Dp t
ε
q
”
P pTDp t
ε
qvpt, ¨qq
ı
pxq (D.3)
for t ě 0 and x P Z, which is equivalent to (D.1) and still a non-autonomous equation.
Since d0 has average zero and period L, D is periodic with the same period L and thus for
small ε ą 0 the function t ÞÑ Dp t
ε
q is highly oscillatory with period εL. Similar to Kapitza’s
treatment of the stabilization of the unstable pendulum by high frequency oscillations of
the pivot, see [18], the evolution of v should evolve on two different scales, a slow one plus a
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high frequency one with a small amplitude. The evolution of the slow part vslow is described
by an averaged equation, where one averages over the fast oscillating terms,
iBtvslowpt, xq “ ´dav∆vslowpt, xq ´ 1
εL
ż εL
0
T´1
Dp s
ε
q
”
P pTDp s
ε
qvslowpt, ¨qq
ı
pxq ds
“ ´dav∆vslowpt, xq ´ 1
L
ż L
0
T´1
Dpsq
“
P pTDpsqvslowpt, ¨qq
‰ pxq ds.
Making the substitution r “ Dpsq and introducing the probability measure µ on R defined
by ż
R
F prqµpdrq – 1
L
ż L
0
F pDpsqq ds
for any nonnegative (Borel) measurable functions F , one has
iBtvslowpt, xq “ ´dav∆vslowpt, xq ´
ż
R
T´1r rP pTrvslowpt, ¨qqs pxqµpdrq (D.4)
which is the time dependent version of (1.1). To derive (1.1) from it, one simply makes the
ansatz vslowpt, xq “ eiωtϕpxq, to see that this solves (D.4) if and only if ϕ solves (1.1).
Physically it makes sense to assume that the diffraction profile d0 is bounded, or even
piecewise constant along the waveguide, but one might envision much more complicated
scenarios. The simplest case of dispersion management, L “ 2, d0 “ 1 on r0, 1q and
d0 “ ´1 on r1, 2q, i.e., d0 “ 1r0,1q ´ 1r1,2q, which is the case most studied in the literature,
correspond to a very simple zigzag geometry of the waveguides, [1, 2, 3]. In this case, the
measure µ is very simple, having density 1r0,1s, the uniform distribution on r0, 1s, with
respect to Lebesgue measure. This assumption was made in [20, 23, 25], where equation
(1.1) was studied for the Kerr type nonlinearity P paq “ |a|2a and also some pure power
type modifications thereof in [20].
For our results, which also hold for a much larger class of nonlinearities P , we need only
to assume the much weaker condition that the probability measure µ has bounded support,
i.e., there exists B ą 0 such that
µpr´B,Bscq “ µpp´8,´Bqq ` µppB,8qq “ 0. (D.5)
The support condition (D.5) is guaranteed if d0 is locally integrable, in which case one take
B :“ sup
rPr0,Ls
|Dprq| ď
ż L
0
|d0pξq| dξ ă 8 . (D.6)
Clearly, this is a very weak assumption on the diffraction profile d0 and it has to be assumed
in order to even make sense out of equation (D.1). Thus our results cover the most general
physically allowed local diffraction profiles d0, the singular case d0 “ 0 leading to the usual
discrete NLS which is even local, and cover a large class of nonlinearities P .
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