Abstract. In this paper, a multilevel correction scheme is proposed to solve the Steklov eigenvalue problem by nonconforming finite element methods. With this new scheme, the accuracy of eigenpair approximations can be improved after each correction step which only needs to solve a source problem on finer finite element space and an Steklov eigenvalue problem on the coarsest finite element space. This correction scheme can increase the overall efficiency of solving eigenvalue problems by the nonconforming finite element method. Furthermore, as same as the direct eigenvalue solving by nonconforming finite element methods, this multilevel correction method can also produce the lower-bound approximations of the eigenvalues.
Introduction
Steklov eigenvalue problem appears in a number of applications such as the antiplane shearing on a system of collinear faults under slip-dependent friction law [11] , surface waves [5] , the vibration modes of a structure in contact with an incompressible fluid [6] , stability of mechanical oscillators immersed in a viscous fluid [15] , vibrations of a pendulum [1] , eigen oscillations of mechanical systems with boundary conditions containing the frequency [18] .
The two-grid method for solving eigenvalue problems has been proposed and analyzed by Xu and Zhou in [31] . The idea of the two-grid comes from [29, 30] for nonsymmetric or indefinite problems and nonlinear elliptic equations. Since then, there have existed many numerical methods for solving eigenvalue problems based on the idea of two-grid method (see, e.g., [2, 13, 19, 27, 32, 34, 35] and the references cited therein). The applications of the two-grid method to the Steklov eigenvalue problem have been investigated in [7, 8, 22] .
In this paper, we present a multilevel correction scheme to solve the Steklov eigenvalue problem by nonconforming finite element methods. With the proposed method, the solution of the Steklov eigenvalue problem will not be much more difficult than the solution of the corresponding source problem. The correction method for eigenvalue problems in this paper is based on a series of finite element spaces with different levels of accuracies which are related to the multilevel method (c.f. [28] ).
The standard Galerkin finite element method for eigenvalue problems has been extensively investigated, e.g. Babuška and Osborn [3, 4] , Chatelin [12] , Yang and Chen [33] and references cited therein. Here we adopt some basic results in these papers for our analysis. The corresponding error estimates of the proposed multilevel correction scheme by nonconforming finite element methods which is introduced here will be analyzed. Based on the analysis, the method can reduce the errors of the eigenpair approximations after each correction step. The multilevel correction procedure can be described as follows: (1) solve the eigenvalue problem in the initial nonconforming finite element space; (2) solve an additional source problem in an finer nonconforming finite element space using the previous obtained eigenvalue multiplying the corresponding eigenfunction as the load vector; (3) solve the eigenvalue problem again on the finite dimensional space which is constructed by combining a very coarse conforming finite element space with the obtained eigenfunction approximation in step (2) . Then go to step (2) for the next loop.
In this method, instead of solving the Steklov eigenvalue problem in the finest nonconforming finite element space, we solve a series of boundary value problems in a series of nonconforming finite element spaces and a series of eigenvalue problems in a very coarse conforming linear finite element space plus one dimensional eigenfunction space. As known to all, there exists efficient preconditioner for solving boundary value problems. So this correction method can improve the overall efficiency of solving the Steklov eigenvalue problem by nonconforming finite element methods.
An outline of the paper goes as follows. In Section 2, we introduce the nonconforming finite element method for the Steklov eigenvalue problem and the corresponding error estimates. A type of one correction step is given in Section 3. In Section 4, we propose a type of multilevel correction algorithm to solve the Steklov eigenvalue problem by the nonconforming finite element methods. A lower-bound analysis of the eigenvalue approximations is given in Section 5. In Section 6, two numerical examples are presented to validate our theoretical analysis and some concluding remarks are given in the last section.
Discretization by nonconforming finite element method
In this section, we introduce some notation and error estimates of the nonconforming finite element approximation for the Steklov eigenvalue problem. In this paper, the letter C (with or without subscripts) denotes a generic positive constant which may be different at different occurrences and independent of the mesh size. For convenience, the symbols , and ≈ will be used in this paper. That x 1 y 1 , x 2 y 2 and x 3 ≈ y 3 , mean that x 1 ≤ C 1 y 1 , x 2 ≥ c 2 y 2 and c 3 x 3 ≤ y 3 ≤ C 3 x 3 for some constants C 1 , c 2 , c 3 and C 3 that are independent of mesh sizes (c.f. [28] ). In this paper, we set V := H 1 (Ω).
In our methodology description, we are concerned with the following model problem: Find (λ, u) ∈ R × V such that b(u, u) = 1 and
where a(·, ·) and b(·, ·) are bilinear forms defined by
with Ω ⊂ R 2 being a bounded domain with Lipschitz boundary ∂Ω. From [4, 12] , we know the eigenvalue problem (2.1) has an eigenvalue sequence
and the associated eigenfunctions
where b(u i , u j ) = δ ij (δ ij denotes the Kronecker function). In the sequence {λ j }, the λ j are repeated according to their geometric multiplicity. In this paper, we assume the eigenfunction u of (2.1) has the regularity u ∈ H 1+γ (Ω), where 1/2 < γ ≤ 1 depends on the maximum interior angle of ∂Ω (c.f. [17] ). For the eigenvalue λ, there exists the following Rayleigh quotient expression (see, e.g., [3, 4, 31] 
Let T h be a quasi-uniform decomposition of Ω into triangles (c.f. [10, 14] ). The diameter of a cell K ∈ T h is denoted by h K . The mesh diameter h describes the maximum diameter of all cells K ∈ T h . Let E h denote the edge set of T h and E h = E i h ∪ E b h , where E i h denotes the interior edge set and E b h denotes the edge set lying on the boundary ∂Ω. The finite element space V h is the corresponding nonconforming finite element space on the partition, i.e. V h V .
In the rest of this paper, we are concerned with two types of nonconforming finite elements: Crouzeix-Raviart (CR) (c.f. [16] ) and Enriched Crouzeix-Raviart (ECR) (c.f. [20, 24] ), for triangular partitions, respectively.
• CR element is defined on the triangular partition and
3)
• ECR element is defined on the triangular partition and
where
The nonconforming finite element approximation for (2.1) is defined as follows: 5) where the bilinear forms a h (·, ·) and b(·, ·) are defined as
As we know, b(·, ·) is symmetric, continuous and semidefinite on the space H 1 (Ω) × H 1 (Ω) and symmetric, continuous and coercive over L 2 (∂Ω) × L 2 (∂Ω). In this paper we define · b by
Similarly, the discrete eigenvalue problem (2.5) has also an eigenvalue sequence {λ j,h } with
and the corresponding discrete eigenfunction sequence {u j,h }
with the property b(u i,h , u j,h ) = δ ij , 1 ≤ i, j ≤ N h (N h is the number of degrees of freedoms posed on the boundary ∂Ω in V h ).
For the eigenvalue problem (2.5), the Rayleigh quotient holds for the eigenvalue
The interpolation operator Π h : V −→ V h corresponding to CR element can be defined in the following way (c.f. [16] ):
The interpolation operator Π h : V −→ V h corresponding to ECR element can be defined as follows (c.f. [20, 24] ):
For the simplicity of notation, in the following of this paper, we use Π h to denote the interpolation operator both for CR and ECR elemets. 
, we have the following error estimates for the interpolation operator:
Furthermore, the following error estimate also holds
In order to give the error estimates of the eigenpair approximation by finite element methods, we first state the Steklov source problem associated with the eigenvalue problem (2.1) as follow:
and the corresponding discrete source problem associated with (2.5) 16) and based on the definition of A, we can define T : 17) where the prime denotes the trace on ∂Ω. Similarly, the discrete version operator can be defined as follow: 18) and
where δV h means the space spanned by the trace of functions in V h on ∂Ω .
As we know, the operator T is compact. Then the eigenvalue problem (2.1) can be written as
Similarly the discrete eigenvalue problem (2.5) can be written as
Let M (λ j ) denote the eigenfunction set corresponding to the eigenvalue λ j which is defined by M (λ j ) = w ∈ V : w is an eigenfunction of (2.1) corresponding to
Before giving the convergence of the eigenvalue problem, we first list some results for the corresponding source problem by nonconforming finite element methods, including the regularity, and the approximation error estimates.
Lemma 2.2. ([9, (4.10)] and [6, Proposition 4.4]) For the Steklov source problem
(2.23)
, and
Note that (2.24) are mainly used for the Steklov eigenvalue problem, in which f is the trace of some eigenfunction on ∂Ω.
Theorem 2.1. ([21])
Let u be the exact solution of the source problem (2.14) and u h the solution of (2.15). If u ∈ H 1+γ (Ω), γ ∈ (1/2, 1], we have the following estimates
, the following error estimates hold
In order to state the convergence result of the eigenvalue problem by nonconforming finite element methods more clearly, we define the following notations:
As in (2.29) and (2.30), for simplicity in this paper, we let Af , A h f , T f and T h f denote the operators A, A h , T and T h restricted on the trace of the function f when f is defined on the domain Ω. In fact, it is easily seen that δ h (λ j ) and ρ h (λ j ) are the operator version of Theorem 2.1. Together with the regularity (2.24) and the results in [7, 21, 22] , we have the estimate δ h (λ j ) h γ and the following estimate for ρ h (λ j ).
Theorem 2.2. If we solve the eigenvalue problem (2.1) by CR or ECR element, the following error estimate holds
Proof. First, from the definition (2.30), we have
For the first term in the right hand side of (2.33), we have the estimate
From the standard error estimate theory of the nonconforming finite element method and Theorem 2.1 in [21] , the following estimate holds
From the orthogonal property (2.10) and the interpolation error estimates (2.11), (2.12) and (2.13), we have the following estimates for the third term in the right hand side of (2.33) [33] ) Let (λ j,h , u j,h ) ∈ R × V h be the j-th nonconforming finite element eigenpair approximation satisfying (2.5). Then there exists an exact eigenvalue λ j of (2.1) and the corresponding eigenfunction u j such that
where the constants C j depending on the j-th eigenvalue λ j . Furthermore, for any w h ∈ V h with w h b = 0, the following expansion holds
40)
To sum up, we have the following error estimates for the nonconforming finite element methods. 
Theorem 2.3. Under the assumptions of Lemma 2.3, the following error estimates hold:
u j − u j,h a,h h γ , (2.41) u j − u j,h b h 3γ/2 , (2.42) |λ j − λ j,h | h 2γ .(2.
One correction step
In this section, we give a correction step to improve the accuracy of the current eigenpair approximations. This correction method contains solving some auxiliary source problems in the finer nonconforming finite element space and an eigenvalue problem on an very coarse finite element space. For generality, we set the multiplicity of our desired eigenvalue is q. It means
) to denote the eigenpair approximations for the eigenvalues λ i = · · · = λ i+q−1 and their corresponding eigenfunction space M (λ i ). Let
For two linear spaces A and B, we define
We define the gaps between M (λ i ) and
and in · b as
In order to do multilevel correction scheme, we first generate a coarse
where the integer β denotes the refinement index and larger than 1 (always equals 2).
Assume we have obtained the eigenpair approximations
. Now we introduce a type of correction step to improve the accuracy of the current eigenpair approximation {(λ j,h k , u j,h k )} i+q−1 j=i . Let V h k+1 ⊂ V be the nonconforming finite element space based on the finer mesh T h k+1 . In order to do the correction step, we also define the conforming linear finite element space W H on the coarsest mesh T H and I H denote the corresponding Lagrange type interpolation operator. Now we define the following correction step. 
Solve this equation to obtain a new eigenfunction approximation u j,h k+1 ∈ V h k+1 .
Define a new finite element space
and solve the following eigenvalue problem:
Summarize the above two steps into Furthermore, for any f ∈ M (λ i ), we have
Proof. For the simplicity of notation, we set h := h k+1 and λ := λ i in this proof. First we prove (3.6). For any f ∈ H 1/2 (∂Ω) and f 1/2,∂Ω = 1, by the standard error estimate theory for the nonconforming finite element methods and the definition of V H,h , we have 9) where the [·] denotes the jump across the common edge between two elements in the triangulation.
This is the desired result (3.6). Note that for f ∈ M (λ j ), we have
j . Similarly to (3.9), (3.7) can be obtained by following estimates
Now we come to prove (3.8). It is similar to Theorem 2.2. and the details are as follow:
where u = Af , u H,h = A H,h f . Similarly, denote ϕ = Ag, ϕ H,h = A H,h g, we have
For the first term in the right hand side of (3.11), we have the estimate
From the orthogonal property (2.10), we have the following estimate for the third term in the right hand side of (3.11)
Note that, here we take I H ϕ instead of Π h φ which may not belong to V H,h . As W H is conforming linear finite element space, the proof in the above is simplified, i.e. we do not need to deal with the consistency error.
Combining (3.10)-(3.14) leads to the desired result (3.8) and the proof is complete. 
17)
for j = i, · · · , i + q − 1. Then after one correction step, the resultant eigenpair approxi-
have the following error estimates
20)
Proof. From (3.15) and (3.16), we know there exists an orthogonal basis
From problems (2.1) and (3.4), (3.21), (3.22) , and (3.23), the following estimates hold for j = i, · · · , i + q − 1
Then we have
Combining (3.24) and the error estimate of the finite element interpolation
we have
Now we come to estimate the error of the eigenpair solutions {λ j,h k+1 , u j,h k+1 } i+q−1 j=i of (3.5). Based on Lemma 2.3, (3.6)-(3.8) and (3.25) , the following estimates hold 26) and 
Multilevel correction scheme
In this section, we introduce a type of multilevel correction scheme based on Algorithm 3.1. This type of correction method can improve the accuracy after each correction step. As described in Section 3, we are willing to obtain the approximations of the eigenpairs corresponding to the eigenvalue λ i which has multiplicity of q. 
which approximate the desired eigenvalue λ i and its eigenspace to do the following correction steps.
Construct a series of finer finite element spaces
end Do Finally, we obtain eigenpair approximations (λ j,hn , u j,hn ) ∈ R × V hn for j = i, · · · , i + q − 1. 
when Cβ 2 H < 1 for some constant C hidden in the concerned inequalities.
Proof. First, according to Theorem 2.3, and
. Then the estimates (3.15)-(3.17) holds for k = 1 and from Theorem 3.1, we have
By recursive relation and the condition Cβ 2 H < 1, we can obtain
This is the estimate (4.3) and we can obtain (4.4) similarly from the proof of Theorem 3.1. From (2.40) and the property of the conforming linear interpolation
where we used a hn (u j , I hn u j ) − b(u j , I hn u j ) = 0. Then the desired estimate (4.5) can be derived from (4.3), (4.4) and (4.8).
Lower-bound analysis
In the numerical implementation, we find the multilevel correction method can also obtain the lower bounds of the exact eigenvalues (see Section 6). This pheonmena comes from that the eigenfunction approximations by the multilevel correction and the one by the direct eigenvalue solving have some type of "superclose" property. In this section, we give the lower-bound analysis of the multilevel correction method. For simplicity, we only consider the simple eigenvalue cases and the results also hold for the multiple eigenvalue cases.
For simplicity of notation, in this section, we use (λ h ,ū h ) to denote the eigenpair approximation by the direct eigenvalue solving which is defined as follows: 
Proof. First from (2.5), (5.1) and u hn ∈ V hn , the following equalities hold
From (5.1) and (5.3), we have
This is the desired result (5.2) and we complete the proof. 
Proof. We prove (5.4)-(5.6) by induction. Since we solve the eigenvalue problem directly in V h 1 , the following equalities hold
So (5.4)-(5.6) holds for n = 1. Assume the results (5.4)-(5.6) hold for n = k. Now we come to prove (5.4)-(5.6) also hold for n = k + 1. From (3.4) and (5.1), the following estimates hold
This means we have
Since V H,h k+1 ⊂ V h k+1 , we can regard the discrete eigenvalue problem (3.5) as a conforming finite element discretization of the discrete eigenvalue problem (5.1) in the space V h k+1 . So we can use the standard error estimate results of the conforming finite element method for the eigenvalue problem. From (5.7), the following estimates hold (see [3] )
and
From Lemma 5.1, we have the following estimate for the eigenvalue approximations 
This is the desired result (5.11) and the other results (5.12)-(5.13) can be proved similarly.
Based on the lower-bound property λ −λ hn h 2 n and the estimate (5.13) with γ = 1, it is easily to know that λ hn andλ hn have the same lower-bound property and the desired result (5.14) has been obtained. [25] ).
Numerical results
In this section, we give two numerical examples to illustrate the efficiency of the multilevel correction algorithm proposed in this paper.
In this section, we solve the Steklov eigenvalue problem (2.1) on the unit square Ω = (0, 1) × (0, 1) with γ = 1.
The sequence of finite element spaces is constructed by using the linear element on the series of triangulations which are produced by regular refinement with β = 2. Here, we use two coarse grids which are generated by Delaunay method as the initial triangulation to investigate the convergence behaviors. Since the exact eigenvalue is not known, we use the accurate enough approximation [0.2400790830800452, 1.492303119894411, 1.492303120006201, 2.082647034280811] by the extrapolation method (c.f. [25] ) as the first four exact eigenvalues to investigate the error. Algorithm 4.1 is applied to solve the Steklov eigenvalue problem. For comparison, we also solve the Steklov eigenvalue problem by the direct eigenvalue solving method with the nonconforming element methods.
From Theorem 4.1, we have the following error estimates for eigenpair approximation by Algorithm 4.1
which means the multilevel correction method can also obtain the optimal convergence order. Figure 1 shows the initial meshes for H = 1/4 and H = 1/8, respectively. Figure 2 shows the numerical results for the first four eigenvalues by CR element. From Figure 2 , we find the first eigenvalue λ 1,h is a upper bound of the exact eigenvalue λ 1 and the other eigenvalue approximations λ 2,h , λ 3,h and λ 4,h are the lower bounds of the corresponding exact eigenvalues λ 2 , λ 3 and λ 4 . The numerical results for ECR element is shown in Figure 3 . From Figure 3 , we find the ECR element has different lowerbound property. All the eigenvalue approximations λ 1,h , λ 2,h , λ 3,h and λ 4,h are the lower bounds of the corresponding exact eigenvalues λ 1 , λ 2 , λ 3 and λ 4 . In order to show the efficiency more clearly, we compare the results by the multilevel correction method with those obtained by the direct eigenvalue solving. From  Figures 2 and 3 , the multilevel correction method can obtain almost the same results as the direct eigenvalue solving method but with smaller computational work since we can use the multigird method to solve the involved boundary value problems. Further- more, from Figures 2 and 3, the eigenvalue approximations by the multilevel correction and the one by the direct eigenvalue solving have the "superclose" property since λ j,hn −λ j,hn and ū j,hn −u j,hn a,h are much smaller than |λ hn −λ| and ū hn −u a,h , respectively. So the multilevel correction method can also keep the lower-bound property of the eigenvalues and have the superclose property for CR and ECR elements.
Concluding remarks
In this paper, we give a multilevel correction scheme to solve the Steklov eigenalue problem by nonconforming finite element methods. In this scheme, the eigenvalue problem solving can be transformed to a series of boundary value problem solving and the eigenvalue problem solving in a coarsest space. We also derive a type of superclose property of the eigenpair approximations and the lower-bound results of the eigenvalue approximations by the multilevel correction algorithm.
Furthermore, our multilevel correction scheme can be coupled with the multigrid method to construct a type of multigrid and parallel method for eigenvalue problems by the nonconforming finite element method. It can also be combined with the adaptive refinement technique for the singular eigenfunction cases.
