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PROPERTIES AND DECOMPOSITIONS OF DOMAINS FOR POWERS
OF THE JACOBI DIFFERENTIAL OPERATOR
DALE FRYMARK AND CONSTANZE LIAW
Abstract. We set out to build a framework for self-adjoint extension theory for powers
of the Jacobi differential operator that does not make use of classical deficiency elements.
Instead, we rely on simpler functions that capture the impact of these elements on extensions
but are defined by boundary asymptotics. This new perspective makes calculations much
more accessible and allows for a more nuanced analysis of the associated domains.
The maximal domain for n-th composition of the Jacobi operator is characterized in terms
of a smoothness condition for each derivative, and the endpoint behavior of functions in the
underlying Hilbert space can then be classified, for j ∈ N0, by (1−x)j , (1+x)j , (1−x)−α+j
and (1+x)β+j. Most of these behaviors can only occur when functions are in the associated
minimal domain, and this leads to a formulation of the defect spaces with a convenient basis.
Self-adjoint extensions, including the important left-definite domain, are then given in terms
of the new basis functions for the defect spaces using GKN theory. Comments are made for
the Laguerre operator as well.
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1. Introduction
The study of self-adjoint extensions of Sturm–Liouville operators has a long history (i.e. [2,
13, 33, 34, 35]), but very little is known about the powers of these operators, and much less
about more general differential operators. For instance, the abstract format of boundary
conditions that yield self-adjoint extensions of general differential operators has only recently
been described, see e.g. [28, 29, 30, 31, 32]. Other progress was made towards the study
of self-adjoint extensions of powers of differential operators when Littlejohn and Wellman
characterized the left-definite domains [19] associated with self-adjoint differential operators
that are bounded below. Left-definite domains, related to the study of left-definite Sturm–
Liouville problems, are self-adjoint extensions that can be characterized via powers of the
initial operator, see Subsection 2.1 for a detailed discussion. The broader study of these spaces
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dates back to at least 1973, when Pleijel investigated the Legendre polynomials [25, 26] and
gave a description comparable to that of Proposition 3.1.
In order to compensate for studying higher order equations, we are primarily concerned
with the powers of Sturm–Liouville operators that possess a complete set of orthogonal eigen-
functions. The Bochner classification [4] tells us that, up to a complex linear change of
variable, the only Sturm–Liouville operators with polynomial eigenfunctions are those of Ja-
cobi, Hermite, Laguerre and Bessel. Of these, the Jacobi differential operator requires the
most boundary conditions to be self-adjoint, so our analysis is centered around this opera-
tor. The Legendre expression is a special case of the Jacobi expression that has an immense
amount of literature, so it is discussed in Subsection 3.1. The new framework built to discuss
self-adjoint extensions of these operators should also reduce to cover the Laguerre expression
as well (see Remark 4.15). Hermite and Bessel operators are already essentially self-adjoint.
The left-definite domains associated with powers of the Jacobi operator are particularly
useful, as they contain all of the Jacobi polynomials (Theorem 2.4) and offer a starting point
for the study of other self-adjoint extensions. Unfortunately, while these left-definite spaces
have descriptions, little is known about which boundary conditions should be imposed to yield
them from their maximal domains. A previous manuscript of the authors [12] gives examples
of left-definite domains for low powers of the Legendre operator, but achieves limited results for
general powers. This was mostly due to difficulties handling the sesquilinear forms generated
by the Green’s formula, see equation (4.2).
In the current paper, a different approach is taken. The Jacobi polynomials, for α, β ∈ [0, 1),
can be decomposed as
P (α,β)m (x) =
m∑
j=0
aj(1− x)
m−j · (1 + x)j,
and are dense in L2α,β(−1, 1) := L
2[(−1, 1), (1 − x)α(1 + x)βdx]. The functions (1 − x)j and
(1 + x)j , j ∈ N0, describe the behavior of these polynomials near the endpoints. Likewise,
the second linear independent solution to the Jacobi differential equation can be described
by the functions (1 − x)−α+j and (1 + x)−β+j near the endpoints; Remark 4.11 explains
this in more detail. These four classes of functions are the key to describing the maximal
and minimal domains associated with powers of the Jacobi operator. Likewise, the defect
spaces can be written with these functions as a basis. This allows the language of self-adjoint
extension theory, Glazman–Krein–Naimark (GKN) theory, to be translated so that all self-
adjoint extensions of powers of the Jacobi operator can be described via these functions (see
Corollary 4.10).
GKN theory (see Theorem 2.11) is usually implemented by finding basis elements of the
defect spaces and combining them in some way determined by a unitary matrix. These basis
elements, called deficiency elements in the literature, are solutions to
ℓ[f ](x) = ±if(x),
where ℓ[·] is the symmetric operator of interest. Modern uses of this method are found,
for instance, in [2, 14]. Unfortunately, these deficiency elements are difficult to identify for
singular Sturm–Liouville expressions, and even more difficult to work with. The deficiency
elements for the Jacobi expression are Jacobi functions of the first and second kind with
complex indices, and therefore computing inner products and sesquilinear forms is practically
unfeasible. This inability to handle explicit solutions also prohibits the use of other general
results, e.g. those in [29, 30]. These obstacles were the main motivation for studying the use
of orthogonal polynomials as GKN boundary conditions in [12]. The functions determined by
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endpoint behavior above are found to express the contribution these deficiency elements have
on self-adjoint extensions.
The improved framework for self-adjoint extension theory allows, in particular, for improved
descriptions of the left-definite domain. Several sets of boundary conditions, both in GKN
and non-GKN formats, are discussed and proven to be equal in Section 5. These descriptions
generalize and confirm a conjecture from [12] (and a related one from [22]) that applies
to all left-definite domains of Sturm–Liouville operators with a complete set of orthogonal
polynomials. While we do not consider the spectral properties of self-adjoint extensions,
forthcoming work explores the impact of the new framework.
1.1. Outline. Section 2 introduces the background necessary to tackle self-adjoint extensions
of higher-order differential equations. Left-definite theory, in Subsection 2.1, creates a con-
tinuum of Hilbert spaces from a differential operator that are given via composition, and
indicates when a self-adjoint extension possesses a complete set of orthogonal eigenfunctions.
The boundary conditions for these domains are formulated via GKN theory, and require the
introduction of several subspaces: the maximal domain, defect spaces, and minimal domain.
Section 3 analyzes the domains of both the Legendre and Jacobi differential operators. In
this scenario, decompositions of the maximal and minimal domains form the base case for how
our methods will work with compositions. However, we present the n = 1 (operator that is
not composed) case from a different perspective that is crucial to our analysis. The definition
of the left-definite operator is easily verified as a byproduct of these domain decompositions.
Section 4 hosts the main results of the paper. Namely, the maximal domains associated with
compositions of the Jacobi operator are each characterized in terms of smoothness conditions
that originate from the sesquilinear form. This origin makes calculations within the maximal
domain streamlined, and as a result the minimal domain is found to possess all functions of
the type (1− x)j , (1 − x)−α+j, (1 + x)j and (1 + x)−β+j for j ≥ n. The span of the finitely-
many leftover functions, when j ∈ N0 and j < n, are proven to be equal to the defect spaces
in Subsection 4.1, forming a basis that is much easier to use than the deficiency elements
present in classical self-adjoint extension theory. Remark 4.15 discusses a possible reduction
of the method for powers of the Laguerre operator.
Section 5 studies the ramifications of the results in Section 4 on left-definite theory. A
conjecture from [12] concerning how left-definite spaces can be written as GKN boundary
conditions is generalized and proven for powers of Jacobi operators. This result allows left-
definite spaces to be described in several different forms, with and without GKN boundary
conditions, giving further insight into the structure of the domains.
1.2. Notation. We use ℓ to denote differential expressions (on a separable Hilbert space H),
although we mostly work with general Sturm–Liouville expressions in Lagrangian symmetric
form. Sets and spaces are generally denoted with “mathcal"; the Hilbert space H, the minimal
domain Dmin, the defect spaces D+ and D−, etc.
The notation {ℓ,X} will refer to an operator that acts via the expression ℓ on the domain X .
Since we work with unbounded operators, they are defined on dense subspaces X ( H. The
maximal domain, the largest subset of H with ℓ(Dmax) ⊂ H, is denoted by Dmax, or Dmax(ℓ)
to emphasize the expression. Boldface letters are used for operators, with the maximal and
minimal operators abbreviated as Lmax = {ℓ,Dmax} and Lmin = {ℓ,Dmin}. In this context,
L = {ℓ,DL} is used to denote self-adjoint operators. The domain of a general operator A is
referred to by D(A).
It is a common goal of many results to show that evaluation of a sesquilinear form is
finite. These evaluations involve limits, and finite constants are thus often removed from the
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calculations as they are unimportant to convergence. We use the notation ≈, instead of =,
to denote this removal of constants when rearranging terms.
2. Classical Self-Adjoint Extension Theory and Left-Definite Theory
Consider the classical Sturm–Liouville differential equation
d
dx
[
p(x)
dy
dx
]
+ q(x)y = −λw(x)y,(2.1)
where y is a function of the independent variable x, p(x), w(x) > 0 a.e. on (a, b) and q(x)
real-valued a.e. on (a, b). Furthermore, 1/p(x), q(x), w(x) ∈ L1loc[(a, b), dx]. Additional details
about Sturm–Liouville theory can be found, for instance, in [1, 3, 7, 15, 36]. This differential
expression can be viewed as a linear operator, mapping a function f to the function ℓ[f ] via
ℓ[f ](x) := −
1
w(x)
(
d
dx
[
p(x)
df
dx
(x)
]
+ q(x)f(x)
)
.(2.2)
This unbounded operator acts on the Hilbert space L2[(a, b), w], endowed with the inner
product 〈f, g〉 :=
∫ b
a f(x)g(x)w(x)dx. In this setting, the eigenvalue problem ℓ[f ](x) = λf(x)
can be considered. The expression ℓ[ · ] defined in equation (2.2) has been well-studied, see [17]
for an in-depth discussion of its relation to orthogonal polynomials. However, the operator
{ℓ, L2[(a, b), w]} is not self-adjoint a priori. Additional boundary conditions are required to
ensure this property.
Furthermore, the operator ℓn[ · ] is defined as the operator ℓ[ · ] composed with itself n times,
creating a differential operator of order 2n. Every formally symmetric differential expression
ℓn[ · ] of order 2n with coefficients ak : (a, b) → R and ak ∈ C
k(a, b), for k = 0, 1, . . . , n and
n ∈ N, has the Lagrangian symmetric form
ℓn[f ](x) =
n∑
j=1
(−1)j(aj(x)f
(j)(x))(j), x ∈ (a, b).(2.3)
Further details can be found in [6, 10, 22].
The classical differential expressions of Jacobi, Laguerre and Hermite are all semi-bounded
and admit such a representation. Semi-boundedness is defined as the existence of a constant
k ∈ R such that for all x in the domain of the operator A the following inequality holds:
〈Ax, x〉 ≥ k〈x, x〉.
This additional property, combined with self-adjointness, allows for a continuum of nested
Hilbert spaces to be defined within L2[(a, b), w] via the expressions ℓn[ · ]. Indeed, this contin-
uum is a Hilbert scale, and many facts about the spectrum and the operators can be deduced
using this point of view (e.g. [5, 20]). More details about Hilbert scales can be found in [2, 18].
This particular Hilbert scale with self-adjoint operators that are semi-bounded is the topic of
left-definite theory [19].
2.1. Left-Definite Theory. Left-definite theory deals primarily with the spectral theory of
Sturm–Liouville differential operators, while the terminology itself can be traced back to Weyl
in 1910 [35]. More explicit connections between classical left-definite Sturm–Liouville prob-
lems and boundary conditions date back to at least 1973, when Pleijel studied the Legendre
polynomials [25, 26]. A general framework for the left-definite theory of bounded-below, self-
adjoint operators in a Hilbert space wasn’t developed until 2002 in the landmark paper by
Littlejohn and Wellman [19]. Specifically, the left-definite theory allows one to generate a
scale of operators (by composition), each of which possess the same spectrum as the original.
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Let V be a vector space over C with inner product 〈 · , · 〉 and norm || · ||. The resulting
inner product space is denoted (V, 〈 · , · 〉).
Definition 2.1 ([19, Theorem 3.1]). Suppose A is a self-adjoint operator in the Hilbert
space H = (V, 〈 · , · 〉) that is bounded below by kI, where k > 0. Let r > 0. Define
Hr = (Vr, 〈 · , · 〉r) with
Vr = D(A
r/2)
and
〈x, y〉r = 〈A
r/2x,Ar/2y〉 for (x, y ∈ Vr).
Then Hr is said to be the rth left-definite space associated with the pair (H,A).
It was proved in [19, Theorem 3.1] thatHr = (Vr, 〈 · , · 〉) is also described as the left-definite
space associated with the pair (H,Ar), and we call Hr the rth left-definite space associated
with the pair (H,A). Specifically, we have:
(1) Hr is a Hilbert space,
(2) D(Ar) is a subspace of Vr,
(3) D(Ar) is dense in Hr,
(4) 〈x, x〉r ≥ k
r〈x, x〉 (x ∈ Vr), and
(5) 〈x, y〉r = 〈A
rx, y〉 (x ∈ D(Ar), y ∈ Vr).
The left-definite domains are defined as the domains of compositions of the self-adjoint
operator A, but the operator acting on this domain is slightly more difficult to define.
Definition 2.2. Let H = (V, 〈 · , · 〉) be a Hilbert space. Suppose A : D(A) ⊂ H → H is a
self-adjoint operator that is bounded below by k > 0. Let r > 0. If there exists a self-adjoint
operator Ar : Hr → Hr that is a restriction of A from the domain D(A) to D(A
r), we call
such an operator an rth left-definite operator associated with (H,A).
The connection between the rth left-definite operator and the rth composition of the self-
adjoint operator A is now made explicit.
Corollary 2.3 ([19, Corollary 3.3]). Suppose A is a self-adjoint operator in the Hilbert space
H that is bounded below by k > 0. For each r > 0, let Hr = (Vr, 〈 · , · 〉r) and Ar denote,
respectively, the rth left-definite space and the rth left definite operator associated with (H,A).
Then
(1) D(Ar) = V2r, in particular, D(A
1/2) = V1 and D(A) = V2;
(2) D(Ar) = D(A
(r+2)/2), in particular, D(A1) = D(A
3/2) and D(A2) = D(A
2).
The left-definite theory is particularly important for self-adjoint differential operators that
are bounded below, as they are generally unbounded. The theory is trivial for bounded
operators, as shown in [19, Theorem 3.4].
Our applications of left-definite theory will be focused on differential operators which pos-
sess a complete orthogonal set of eigenfunctions in H. In [19, Theorem 3.6] it was proved
that the point spectrum of A coincides with that of Ar, and similarly for the continuous
spectrum and for the resolvent set. Moreover, it turns out that a complete set of orthogonal
eigenfunctions will persist throughout each space in the Hilbert scale.
Theorem 2.4 ([19, Theorem 3.7]). If {ϕn}
∞
n=0 is a complete orthogonal set of eigenfunctions
of A in H, then for each r > 0, {ϕn}
∞
n=0 is a complete set of orthogonal eigenfunctions of the
rth left-definite operator Ar in the rth left-definite space Hr.
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Another perspective on the last theorem is that it gives us a valuable indicator for when a
space is a left-definite space for a specific operator.
On the side we note that left-definite theory can be extended to bounded below operators
by applying shifts to create a semi-bounded operator. Uniqueness of left-definite domains are
then given up to the chosen shift.
A description of these left-definite spaces in terms of standard boundary conditions on a
Hilbert space has been noticeably missing, despite the broad framework and range of results
described above. A previous paper of the authors [12] attempted to remedy this deficiency,
and gave both abstract and constructive approaches to the problem.
2.2. Extension Theory. There is a vast amount of literature concerning the extensions of
symmetric operators. Here we present only what pertains to self-adjoint extensions and is
related to our endeavors.
Definition 2.5 (variation of [23, Section 14.2]). For a a symmetric, closed operator A on
a Hilbert space H, define the positive defect space and the negative defect space,
respectively, by
D+ := {f ∈ D(A
∗) : A∗f = if} and D− := {f ∈ D(A
∗) : A∗f = −if} .
We can assume without loss of generality that all considered operators are closed. This
is because [6, Theorem XII.4.8] says that the self-adjoint extensions of a symmetric operator
coincide with those of the closure of the symmetric operator.
We are particularly interested in the dimensions dim(D+) = m+ and dim(D−) = m−,
which are called the positive and negative deficiency indices of A, respectively. These
dimensions are usually conveyed as the pair (m+,m−). The deficiency indices of A correspond
to how “far” from self-adjoint A is. A symmetric operator A has self-adjoint extensions if and
only if its deficiency indices are equal [23, Section 14.8.8].
Theorem 2.6 ([23, Theorem 14.4.4]). If A is a closed, symmetric operator, then the subspaces
DA, D+, and D− are linearly independent and their direct sum coincides with DA∗ , i.e.,
DA∗ = DA ∔D+ ∔D−.
(Here, subspaces X1,X2, . . . ,Xp are said to be linearly independent, if
∑p
i=1 xi = 0 for
xi ∈ Xi implies that all xi = 0.)
We now let ℓ[ · ] be a Sturm–Liouville differential expression in order to introduce more
specific definitions. It is important to reiterate that the analysis of self-adjoint extensions does
not involve changing the differential expression associated with the operator at all, merely the
domain of definition, by applying boundary conditions.
Definition 2.7 ([23, Section 17.2]). The maximal domain of ℓ[ · ] is given by
Dmax = Dmax(ℓ) :=
{
f : (a, b)→ C : f, pf ′ ∈ ACloc(a, b), f, ℓ[f ] ∈ L
2[(a, b), w]
}
.
The designation of “maximal” is appropriate in this case because Dmax(ℓ) is the largest
possible subspace for which ℓ maps back into L2[(a, b), w]. For f, g ∈ Dmax(ℓ) and a < α ≤
β < b the sesquilinear form associated with ℓ by
(2.4) [f, g]
∣∣∣∣β
α
:=
∫ β
α
{
ℓ[f(x)]g(x) − ℓ[g(x)]f(x)
}
w(x)dx.
Theorem 2.8 ([23, Section 17.2]). The limits [f, g](b) := limx→b−[f, g](x) and [f, g](a) :=
limx→a+ [f, g](x) exist and are finite for f, g ∈ Dmax(ℓ).
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The equation (2.4) isGreen’s formula for ℓ[ · ], and in our case can be explicitly computed
using integration by parts to be a modified Wronskian
[f, g]
∣∣∣∣b
a
:= p(x)[f ′(x)g(x) − f(x)g′(x)]
∣∣∣∣b
a
.(2.5)
Definition 2.9 ([23, Section 17.2]). The minimal domain of ℓ[ · ] is given by
Dnmin = Dmin(ℓ) = {f ∈ Dmax(ℓ) : [f, g]
∣∣b
a
= 0 ∀g ∈ Dmax(ℓ)}.
The maximal and minimal operators associated with the expression ℓ[ · ] are defined as
Lmin = {ℓ,Dmin} and Lmax = {ℓ,Dmax} respectively. By [23, Section 17.2], these operators
are adjoints of one another, i.e. (Lmin)
∗ = Lmax and (Lmax)
∗ = Lmin.
In the context of differential operators, we work with the a special case of Theorem 2.6:
Theorem 2.10 ([23, Section 14.5]). Let Dmax and Dmin be the maximal and minimal domains
associated with the differential expression ℓ[ · ], respectively. Then,
(2.6) Dmax = Dmin ∔D+ ∔D−.
Equation (2.6) is commonly known as von Neumann’s formula. Here ∔ denotes the
direct sum, and D+,D− are the defect spaces associated with the expression ℓ[ · ]. The de-
composition can be made into an orthogonal direct sum by using the graph norm, see [12].
From [23, Section 14.8.8] we know that, if the operator Lnmin has any self-adjoint extensions,
then the deficiency indices of Lnmin have the form (m,m), where 0 ≤ m ≤ 2n and 2n is the
order of ℓn[ · ]. Glazman [13] proved that the number m can take on any value between 0
and 2n. In regards to differential expressions, the order of the operator is greater than or
equal to each of the two deficiency indices by necessity. Hence, Sturm–Liouville expressions
that generate self-adjoint operators have deficiency indices (0, 0), (1, 1) or (2, 2). This is
related to the discussion of an expression being limit-point or limit-circle at endpoints, see
[2, 6, 23, 33, 34, 35] for more details.
The following theorem gives a concrete relation between the defect spaces and GKN bound-
ary conditions, and is used to prove the main GKN theorems. To this end, let ϕj , for
j = 1, . . . m, denote an orthonormal basis of D+. The functions ϕj are thus an orthonormal
basis of D−.
Theorem 2.11 ([23, Theorem 18.1.2]). Every self-adjoint extension Ln = {ℓn,Dn
L
} of the
minimal operator Lnmin = {ℓ
n,Dnmin} with deficiency indices (m,m) can be characterized by
means of a unitary m×m matrix u = [ujk] in the following way:
Its domain of definition Dn
L
is the set of all functions z(x) of the form
z(x) = y(x) + ψ(x),
where y(x) ∈ Dnmin and ψ(x) is a linear combination of the functions
ψj(x) = ϕj(x) +
m∑
k=1
ukjϕk(x), j = 1, . . . ,m.
Conversely, every unitary m ×m matrix u = [ujk] determines (in the way described above)
a certain self-adjoint extension Ln of the operator Lnmin. The correspondence thus established
between Ln and u is one-to-one.
In order to formulate the GKN Theorems, we recall an extension of linear independence to
one that mods out by a subspace. This subspace will be the minimal domain in applications.
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Definition 2.12 ([23, Section 14.6]). Let X1 and X2 be subspaces of a vector space X such that
X1 ≤ X2. Let {x1, x2, . . . , xr} ⊆ X2. We say that {x1, x2, . . . , xr} is linearly independent
modulo X1 if
r∑
i=1
αixi ∈ X1 implies αi = 0 for all i = 1, 2, . . . , r.
The following two theorems form the core of GKN theory.
Theorem 2.13 (GKN1, [23, Theorem 18.1.4]). Let Ln = {ℓn,Dn
L
} be a self-adjoint extension
of the minimal operator Lnmin = {ℓ
n,Dnmin} with deficiency indices (m,m) and associated
sesquilinear form [·, ·]n. Then the domain D
n
L
consists of the set of all functions f ∈ Dnmax,
which satisfy the conditions
(2.7) [f,wk]n
∣∣∣∣b
a
= 0, k = 1, 2, . . . ,m,
where w1, . . . , wm ∈ D
n
max are linearly independent modulo D
n
min for which the relations
(2.8) [wj , wk]n
∣∣∣∣b
a
= 0, j, k = 1, 2, . . . ,m
hold.
The requirements in equation (2.8) are commonly referred to as Glazman symmetry
conditions. The converse of the GKN1 Theorem is also true.
Theorem 2.14 (GKN2, [23, Theorem 18.1.4]). Assume we are given arbitrary functions
w1, w2, . . . , wm ∈ D
n
max which are linearly independent modulo D
n
min and which satisfy the
relations (2.8). Then the set of all functions f ∈ Dnmax which satisfy the conditions (2.7) is
domain of a self-adjoint extension of Lnmin.
These two theorems completely answer the question of how boundary conditions can be
used to create self-adjoint extensions. Applications of this theory hinge on determining the
proper wk’s that will define the domain of the desired self-adjoint extension.
3. Domains of Sturm–Liouville Operators
We begin by discussing domains associated with the Legendre and Jacobi differential oper-
ators, with a slightly different perspective on each. The simple results in this section mainly
serve as an introduction to the methods of Section 4, where analysis is more complicated.
Some results may also be derived from existing literature, such as [16, Section 3], but meth-
ods of proof are different.
3.1. The Legendre Operator. As a first example, we consider the classical Legendre dif-
ferential expression given by
ℓ[f ](x) = −((1− x2)f ′(x))′(3.1)
on the maximal domain
Dmax = {f : (−1, 1)→ C : f, f
′ ∈ ACloc(−1, 1); f, ℓ[f ] ∈ L
2(−1, 1)}.(3.2)
This maximal domain defines the associated minimal domain given in Definition 2.9, and
the defect indices are (2, 2), with both endpoints in the limit-circle case. The symmetric
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expression given in equation (3.1) possesses the Legendre polynomials Pm(x), m ∈ N0, as a
complete in L2(−1, 1) set of functions f(x) = Pm(x) that satisfy the eigenvalue equation
ℓ[f ](x) = m(m+ 1)f(x)
for each k. We also recall that Legendre polynomials [24, Section 14.3] can be written as:
Pm(x) = 2F1(−m,m+ 1; 1; (1 − x)/2) =
m∑
j=0
(
−
1
2
)j (m
j
)(
m+ j
j
)
(1− x)j ,(3.3)
where 2F1(a, b; c;x) is the Gauss hypergeometric series. Of course, the series can be written
with powers of (1 + x) using a transformation such as [24, Equation 15.8.7]. The Legendre
polynomial Pm(x) is in Dmax for each m ∈ N0.
The associated sesquilinear form is defined, for f, g ∈ Dmax, via equation (2.4). Integration
by parts easily yields the explicit expression
[f, g](±1) = lim
x→1∓
(1− x2)[f ′(x)g(x) − f(x)g′(x)].
Theorem 2.8 says that the sesquilinear form is both well-defined and finite for all f, g ∈ Dmax.
We will use specific choices of the function g(x) to say that this imposes a certain degree of
regularity on f(x) and f ′(x).
Proposition 3.1. Let f ∈ Dmax. Then,
lim
x→±1∓
(1− x2)f(x) = 0, and lim
x→±1∓
(1− x2)f ′(x) is finite.
Proof. We prove the proposition at the endpoint 1, and the result at −1 will similarly follow.
Let f ∈ Dmax. The function 1 ∈ Dmax trivially, so
[f, 1](1) = lim
x→1−
(1− x2)f ′(x) is finite.
Hence,
lim
x→1−
(1− x2)f ′(x)(1 − x) = lim
x→1−
(1− x2)f ′(x) · lim
x→1−
(1− x) = 0.(3.4)
The function (1− x) is also clearly in Dmax, so by equation (3.4)
[f, 1− x](1) = lim
x→1−
(1− x2)[−f(x)− f ′(x)(1 − x)] ≈ lim
x→1−
(1− x2)f(x) is finite.
Without loss of generality, let c be a nonzero positive constant such that
c := lim
x→1−
(1− x2)f(x).
If c is negative, simply take the absolute value of both sides. Define r := c/2 so that
r < lim
x→1−
(1− x2)f(x).
Dividing both sides by (1− x2) yields
lim
x→1−
r
(1− x2)
< lim
x→1−
f(x).(3.5)
The definition of the maximal domain says that f ∈ L2(−1, 1), so f ∈ L1(−1, 1) by the
embedding of Lp spaces. Integrating both sides of equation (3.5) thus yields a contradiction
to the fact that f ∈ L1(−1, 1) by the comparison test. As c was an arbitrary constant, we
conclude that c = 0. 
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We now define a class of C∞[−1, 1] functions, for j ∈ N0, by their behavior near the
endpoints. We take representative elements of this class, for j ∈ N0, to be denoted by
(3.6)
ϕ+j :=
{
(1− x)j , for x near 1
0, for x near − 1
}
, and
ϕ−j :=
{
0, for x near 1
(1 + x)j , for x near − 1
}
.
Note that the functions ϕ+0 and ϕ
−
0 simply behave like the function 1 near the endpoints 1
and −1 respectively. It is also clear that the functions are in the maximal domain Dmax.
This class of functions will be shown to play an important role within the maximal domains
associated with powers of the Legendre and Jacobi differential equations.
Corollary 3.2. For j ≥ 1, the functions ϕ+j , ϕ
−
j belong to the minimal domain associated
with the Legendre differential expression (3.1).
Proof. The definition of the minimal domain (Definition 2.9) means the theorem is equivalent
to showing that [
f, ϕ+j
] ∣∣∣∣1
−1
= 0, ∀f ∈ Dmax.
Hence, for all f ∈ Dmax and j ≥ 1,[
f, (1− x)j
]
(1) = lim
x→1−
(1− x2)
{
f(x)
[
−j(1− x)j−1
]
− f ′(x)(1− x)j
}
.
The two conclusions of Proposition 3.1 together imply that the limit is 0, as desired. The
result follows for the functions ϕ−j analogously. 
The characterizations of the maximal domain in Proposition 3.1 and the minimal domain in
Corollary 3.2 are related. If functions in the maximal domain possess only a certain amount of
blow-up, then the minimal domain will include functions with regularity sufficient to eliminate
such singularities.
In particular, the maximal domain is rarely rewritten in the literature (see e.g. [11, Theorem
10.1], and [16, 26]), but to the best knowledge of the authors, the properties in Proposition 3.1
are new. Indeed, investigations of the maximal domain are usually only done for the purpose
of finding specific self-adjoint descriptions. This goal becomes much easier when additional
properties of the maximal and minimal domains are known.
In order to show this, consider the self-adjoint operator T generated via expression (3.1)
that contains the Legendre polynomials (see e.g. [19, 21, 22]). The domain of this operator
can be written as
DT = {f ∈ Dmax : [f, 1](±1) = 0} .
The deficiency indices of ℓ are well-known to be (2, 2) so two boundary conditions are
imposed, one at each endpoint [3, 9]. There are many characterizations of the operator T in
literature, but the following one is particularly insightful for us.
Lemma 3.3 ([11, Theorem 7.1]). Let f ∈ Dmax. Then f ∈ DT if and only if f ∈ AC[−1, 1].
In particular, f ∈ DT implies
lim
x→±1∓
f(x) is finite.
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This condition is comparable to that of Proposition 3.1. Indeed, the juxtaposition of these
two results is one of the central themes of our investigation of domains for higher order
operators. The maximal domain will ensure that some limits of derivatives are finite when
a certain degree of regularity is present. On the other hand, inclusion in the left-definite
domain ensures that limits of the same derivatives with half as much regularity are finite.
The distinction between which limits are 0 and which are finite will be the center of discussion
in Section 5.
For contrast, we define the domain
DL(m) = {f ∈ Dmax : [f, Pm](±1) = 0} ,(3.7)
where Pm is the mth Legendre polynomial, m ∈ N0. The following surprising theorem can be
formulated.
Theorem 3.4. The self-adjoint operators T = {ℓ,DT} and L(m) = {ℓ,DL(m)} are equal.
Proof. The definition is equation (3.3) says Pm(x), m ∈ N0, can be decomposed as
Pm(x) =
m∑
j=0
aj(1− x)
j ,
where aj ∈ R are constants. The case m = 0 follows trivially. Fix m ∈ N and let f ∈ DT.
Then, by linearity of the sesquilinear form,
[f, Pm](1) =
m∑
j=0
aj [f, (1− x)
j ](1) = a0[f, 1](1) = 0.
All but one term vanished due to the fact that ϕ+j , j ≥ 1, is in the minimal domain by
Corollary 3.2. The final equality holds because of the definition of DT. Similarly, if we write
equation (3.3) in terms of (1 + x) with new constants bj then
[f, Pm](−1) =
m∑
j=0
bj [f, (1 + x)
j ](−1) = b0[f, 1](−1) = 0.
Hence, f ∈ DL(n). The reverse inclusion follows analogously, and the theorem is proven. 
It should be noted that Theorem 3.4 is not new to the literature, although it’s proof uses
the new properties of the maximal domain and is more efficient. The result appears in a
previous paper of the authors [12] that focused on which GKN boundary conditions can be
utilized to describe the left-definite domain. Therein, a constructive approach is applied to
determine that even for the square and cube of the Legendre operator, an appropriate amount
of any Legendre polynomials can be chosen as GKN boundary conditions and still yield the
left-definite domain.
The Legendre differential expression is a special case of the Jacobi differential expression,
with α = β = 0. It is therefore natural to consider whether the previous results hold for more
general parameters.
3.2. The Jacobi Operator. Let 0 ≤ α, β < 1, and consider the classical Jacobi differential
expression given by
ℓα,β[f ](x) = −
1
(1− x)α(1 + x)β
[(1− x)α+1(1 + x)β+1f ′(x)]′(3.8)
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on the maximal domain
D(α,β)max = {f ∈ L
2
α,β(−1, 1) | f, f
′ ∈ ACloc; ℓα,β [f ] ∈ L
2
α,β(−1, 1)},
where the Hilbert space L2α,β(−1, 1) := L
2
[
(−1, 1), (1 − x)α(1 + x)β
]
. This maximal domain
defines the associated minimal domain given in Definition 2.9, and the defect indices are (2, 2).
The specified values of α, β will ensure that the differential expression is in the limit circle
case at both endpoints, and so are assumed throughout. If either parameter is equal to or
larger than 1, then all of our conclusions still hold, but some boundary conditions will be
satisfied trivially. If either are less than 0, the corresponding endpoint is regular and although
it still requires a boundary condition, these are much simpler and don’t need to be in the
GKN format. See [3, 9, 36] for more details.
The the Jacobi polynomials P
(α,β)
m (x), m ∈ N0, are complete in L
2
α,β(−1, 1) set for which
f(x) = P
(α,β)
m (x) solves the eigenvalue equation of the symmetric expression given in equation
(3.8), that is:
ℓα,β[f ](x) = m(m+ α+ β + 1)f(x)
for each m. We also recall that Jacobi polynomials [24, Section 18.5] can be written as:
P (α,β)m (x) =
(α+ 1)m
m!
2F1(−m,m+ α+ β + 1;α+ 1; (1 − x)/2)
=
m∑
j=0
(
−
1
2
)j (m+ α+ β + 1)j(α + j + 1)m−j
m!(m− j)!
(1− x)j ,(3.9)
where 2F1(a, b; c;x) is the Gauss hypergeometric series and (·)j denotes the rising Pochham-
mer symbol. Of course, the series can be written with powers of (1+x) using a transformation
such as [24, Equation 15.8.7]. The Jacobi polynomial P
(α,β)
m (x) is in D
(α,β)
max for each m ∈ N0.
The associated sesquilinear form is defined, for f, g ∈ D
(α,β)
max , via equation (2.4). Integration
by parts easily yields the explicit expression
[f, g]1(±1) := lim
x→±1∓
(1− x)α+1(1 + x)β+1[f ′(x)g(x) − f(x)g′(x)].
Note that the dependence of the sesquilinear form on the parameters α and β is suppressed
in the definition for the sake of notation.
Theorem 2.8 says that the sesquilinear form is both well-defined and finite for all f, g ∈
D
(α,β)
max . We will use specific choices of the function g(x) to say that this imposes a certain
degree of regularity on f(x) and f ′(x).
Proposition 3.5. Let f ∈ D
(α,β)
max . Then,
lim
x→±1∓
(1− x)α+1(1 + x)β+1f(x) = 0, and lim
x→±1∓
(1− x)α+1(1 + x)β+1f ′(x) is finite.
The proof is analogous to that of Proposition 3.1, but is repeated here because it will be
used as a base case for induction in the proof of Theorem 4.1.
Proof. Consider the endpoint 1. Let f ∈ D
(α,β)
max . The function 1 ∈ D
(α,β)
max trivially, so
[f, 1]1(1) = lim
x→1−
(1− x)α+1f ′(x) is finite.
Hence,
lim
x→1−
(1− x)α+1f ′(x)(1− x) = lim
x→1−
(1− x)α+1f ′(x) · lim
x→1−
(1− x) = 0.(3.10)
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The function (1− x) is also clearly in D
(α,β)
max , so by equation (3.10)
[f, 1− x]1(1) = lim
x→1−
(1− x)α+1[−f(x)− f ′(x)(1− x)] ≈ lim
x→1−
(1− x)α+1f(x) is finite.
Without loss of generality, let c be a nonzero positive constant such that
c := lim
x→1−
(1− x)α+1f(x).
If c is negative, simply take the absolute value of both sides. Define r := c/2 so that
r < lim
x→1−
(1− x)α+1f(x).
Dividing both sides by (1− x) yields
lim
x→1−
r
(1− x)
< lim
x→1−
(1− x)αf(x).(3.11)
The definition of the maximal domain says that f ∈ L2α,β(−1, 1), so f ∈ L
1
α,β(−1, 1) by the
embedding of Lp spaces. Integrating both sides of equation (3.11) thus yields a contradiction
to the fact that f ∈ L1α,β(−1, 1) by the comparison test. As c was an arbitrary constant, we
conclude that c = 0. The results at the endpoint −1 similarly follow. 
Corollary 3.6. For j ≥ 1, the functions ϕ+j and ϕ
−
j belong to the minimal domain associated
with the Jacobi differential expression (3.8).
Proof. The proof is analogous to that of Corollary 3.2, but relying on Proposition 3.5 instead
of Proposition 3.1. 
It is somewhat surprising that the parameters α and β don’t distinguish Corollary 3.5 from
Corollary 3.1 in the Legendre case. The range of the parameters seems to be the culprit,
as 0 ≤ α, β < 1. Hence, when the maximal domain is considered in the basis of Jacobi
polynomials at each endpoint, the powers of (1−x) and (1+x) included in the minimal domain
should be higher than α and β, respectively. In the Legendre case we have α = β = 0, so only
the function 1 is outside the minimal domain. This idea of a rough polynomial boundary that
separates the minimal from the maximal domain also reflects the duality described between
the two operators mentioned after Corollary 3.2. A proof of the sharpness of this boundary
is still outstanding.
Now, consider the self-adjoint operator J(α,β) generated via expression (3.8) that contains
all of the Jacobi polynomials, P
(α,β)
m . The domain of this operator can be written [9, Section
3] as
D
J(α,β)
=
{
f ∈ D(α,β)max : [f, 1]1(±1) = 0
}
.
Following the convention of [12], the deficiency indices of ℓα,β are (1, 1), so one boundary
condition is imposed. The domain has a property that represents a generalization of Lemma
3.3.
Lemma 3.7. [9, Section 3] The domain D
J(α,β)
possesses the strong limit-point condition.
That is, for all f ∈ D
J(α,β)
, we have
lim
x→±1∓
(1− x)α+1(1 + x)β+1f(x)g′(x) = 0,
for all g ∈ D
J(α,β)
.
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It should be noted that Lemma 3.7 also applies to the Legendre differential expression, but
the stronger Lemma 3.3 was used instead. The comparison of Lemma 3.7 and Proposition 3.5
thus offers another reference point to the duality between the maximal and minimal domain.
It is possible to recover the first conclusion of Proposition 3.5 from Lemma 3.7 by setting
g(x) = x ∈ D
(α,β)
max . This yields that, for f ∈ DJ(α,β) ,
lim
x→±1∓
(1− x)α+1(1 + x)β+1f(x) = 0.
However, the description of the maximal domain in Proposition 3.5 should not be considered
a generalization of the strong limit-point condition (for more see e.g. [8]). The strong-limit
point condition is achieved by imposing a boundary condition on the maximal domain, and
hence it only holds for a specific self-adjoint extension. The maximal domains of powers of
the Jacobi expression and their associated left-definite domains in Section 5 have a similar
relationship.
For contrast, we define the domain
D
J(α,β)(m) =
{
f ∈ D(α,β)max :
[
f, P (α,β)m
]
1
(±1) = 0
}
,(3.12)
where P
(α,β)
m is the mth Jacobi polynomial, m ∈ N0.
Theorem 3.8. The self-adjoint operators defined as J(α,β) = {ℓ,D
J(α,β)
} and J(α,β)(m) ={
ℓ,D
J(α,β)(m)
}
are equal.
Proof. The definition in equation (3.9) says P
(α,β)
m (x), m ∈ N0, can be decomposed as
P (α,β)m (x) =
m∑
j=0
aj(1− x)
j ,
where aj ∈ R are constants. The case m = 0 is trivial. Fix m ∈ N and let f ∈ DJ(α,β) . Then,
by linearity of the sesquilinear form
[
f, P (α,β)m
]
1
(1) =
m∑
j=0
aj
[
f, (1− x)j
]
1
(1) = a0[f, 1]1(1) = 0.
All but one term vanished due to the fact that ϕ+j , j ≥ 1, is in the minimal domain by
Corollary 3.6. The final equality holds because of the definition of f ∈ D
J(α,β)
.
Similarly, if we write equation (3.9) in terms of (1 + x) with new constants bj then[
f, P (α,β)m
]
1
(−1) =
m∑
j=0
b0[f, 1]1(−1) = 0.
Hence, f ∈ D
J(α,β)(m). The reverse inclusion follows analogously, and the theorem is proven.

We now attempt to generalize these domain decompositions to those associated with powers
of the Jacobi differential expression.
POWERS OF THE JACOBI DIFFERENTIAL OPERATOR 15
4. Domains of Powers of the Jacobi Operator
Let 0 ≤ α, β < 1 and n ∈ N. It is known [9] that the nth composition of the Jacobi
differential expression (3.8) can be expressed in Lagrangian symmetric form as
ℓnJ[f ](x) = −
1
(1− x)α(1 + x)β
n∑
k=1
(−1)k[C(n, k, α, β)(1 − x)α+k(1 + x)β+kf (k)(x)](k),(4.1)
on the maximal domain
DJ,nmax = {f ∈ L
2
α,β(−1, 1) | f, f
′, . . . , f (2n−1) ∈ ACloc(−1, 1); ℓ
n
α,β [f ] ∈ L
2
α,β(−1, 1)},
where the Hilbert space L2α,β(−1, 1) = L
2
[
(−1, 1), (1 − x)α(1 + x)β
]
. This maximal domain
defines the associated minimal domain given in Definition 2.9 and the deficiency indices of ℓn
J
are (2n, 2n). To make the notation more accessible, we are suppressing the dependence on α
and β in the definition of DJ,nmax, D
J,n
min and the defect spaces D
J,n
+ , D
J,n
− , see equation (2.6).
Explicit values for the constants C(n, k, α, β) can also be found in [9].
The associated sesquilinear form is defined, for f, g ∈ DJ,nmax, via equation (2.4). It can be
written explicitly [12, Section 6] as
[f, g]n(x) :=
n∑
k=1
k∑
j=1
(−1)k+j
{[
ak(x)g
(k)(x)
](k−j)
f (j−1)(x)−(4.2)
[
ak(x)f
(k)(x)
](k−j)
g(j−1)(x)
}
,
where ak(x) = (1− x)
α+k(1 + x)β+k.
The functions (1 − x)j and (1 + x)j , for finite j ∈ N0, are in D
J,n
max because they are
polynomials which are bounded at the endpoints. Equation (4.1) allows us to easily calculate
ℓnJ[(1 − x)
j] =
n∑
k=1
k∑
i=0
c(n, k, α, β, i, j)(1 − x)j−k+i(1 + x)k−i(4.3)
for some finite constants c(n, k, α, β, i, j), which vanish when i − k > j. The expression for
ℓn
J
[(1 + x)j ] can be determined analogously and is also a polynomial bounded on [−1, 1].
Theorem 2.8 says that, for f, g ∈ DJ,nmax, equation (4.2) is finite. The following theorem uses
the functions (1−x)j and (1+x)j in the sesquilinear form to determine properties of functions
in the maximal domain.
Theorem 4.1. If f ∈ DJ,nmax, then for j = 0, . . . , n
lim
x→±1∓
(1− x)α+j(1 + x)β+jf (j)(x) is finite.(4.4)
Furthermore, for k = 0, . . . , n and each j ∈ N such that j < k,
lim
x→±1∓
[
(1− x)α+k(1 + x)β+kf (k)(x)
](k−j)
is finite.(4.5)
Proof. The case n = 1 was proven in Proposition 3.5. Without loss of generality, fix n ∈ N
such that n ≥ 2 and let f ∈ DJ,nmax. In order to avoid tedious repetition, we will only include
the argument for the endpoint 1. Hence, functions of the form (1+x)β+k are suppressed here
and throughout the calculations, as they contribute only a finite constant at that endpoint.
The results at −1 follow by an analogous argument.
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Notice that, by definition, the maximal domains for different compositions are nested and
form the chain
· · · ⊂ DJ,nmax ⊂ · · · ⊂ D
J,2
max ⊂ D
J
max.(4.6)
Theorem 2.8 says that [f, g]n(−1) and [f, g]n(1) both exist and are finite for all g ∈ D
J,n
max.
The chain in equation (4.6) then implies that [f, g]m(−1) and [f, g]m(1) exist and are finite
for all m ∈ N0 such that m ≤ n.
The main argument now includes a nested sequence of induction proofs. We claim that,
for s ∈ N and r ∈ N0 such that s ≤ r ≤ n− 1,
lim
x→1−
[
(1− x)α+rf (r)(x)
](r−s)
finite =⇒ lim
x→1−
[
(1− x)α+rf (r)(x)
](r−(s+1))
finite.(4.7)
On the side, we mention that when r = s the statement has a special case that is also part of
our goal for the Theorem:
lim
x→1−
(1− x)α+rf (r)(x) is finite.(4.8)
Proceed by induction on s. Each value of s will also require a proof by induction, so begin
with the base case for s = 1.
We claim that for r = 1, . . . , n
lim
x→1−
[
(1− x)α+rf (r)(x)
](r−1)
is finite.(4.9)
The base case where r = 1 was shown in Proposition 3.5, and applies via equation (4.6).
For the sake of clarity, we provide the argument when r = 2 as well. We wish to examine
[f, 1]m(1) for higher values of m. Note that the limits in Proposition 3.5 are still finite when
multiplied by powers of (1− x). Thus,
[f, 1]2(1) = lim
x→1−
2∑
k=1
k∑
j=1
(−1)k+j
[
(1− x)α+kf (k)(x)
](k−j)
(1)(j−1)(4.10)
= lim
x→1−
(1− x)α+1f ′(x)−
[
(1− x)α+2f ′′(x)
]′
is finite,
which implies that
lim
x→1−
[
(1− x)α+2f ′′(x)
]′
is finite.(4.11)
Next, let m ≤ n and assume the inductive hypothesis that for all s ∈ N0 such that s ≤ m− 1,
lim
x→1−
[
(1− x)α+sf (s)(x)
](s−1)
is finite.
Then, [f, 1]m(1) is finite because f ∈ D
J,n
max, so the expression of interest becomes
[f, 1]m(1) = lim
x→1−
m∑
k=1
k∑
j=1
(−1)k+j
[
(1− x)α+kf (k)(x)
](k−j)
(1)(j−1)
= lim
x→1−
m∑
k=1
(−1)k+1
[
(1− x)α+kf (k)(x)
](k−1)
.
The terms k = 1, . . . ,m − 1 are all finite due to our inductive hypothesis, so the term for
k = m must also be finite. The claim in equation (4.9), and hence the base case s = 1 in
equation (4.7), is thus proven.
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Unfortunately, the case s = 1 is not representative of what is to come, as the sesquilinear
forms become more complicated for higher values of s. We will show the case s = 2 for the
sake of clarity. Examine,
[f, (1− x)]2(1) = lim
x→1−
2∑
k=1
k∑
j=1
(−1)k+j
{[
(1− x)α+k(1− x)(k)
](k−j)
f (j−1)(x)
−
[
(1− x)α+kf (k)(x)
](k−j)
(1− x)(j−1)
}
is finite.
The terms when k = j = 1 are finite by Proposition 3.5, and when k = 2, j = 1 by equation
(4.9). The remaining term, generated when k = j = 2, is thus finite:
lim
x→1−
(1− x)α+2f ′′(x).(4.12)
Furthermore,
[f, (1− x)]3(1) = lim
x→1−
3∑
k=1
k∑
j=1
(−1)k+j
{[
(1− x)α+k(1− x)(k)
](k−j)
f (j−1)(x)
−
[
(1− x)α+kf (k)(x)
](k−j)
(1− x)(j−1)
}
is finite.
The terms where j = k are finite by Proposition 3.5 and equation (4.12). When j=1, terms
are finite by equation (4.9). The remaining term, generated when j = 2 and k = 3,
lim
x→1−
[
(1− x)α+3f ′′′(x)
]′
(4.13)
is thus finite as well.
An induction argument on the sesquilinear form used, similar to that used to show equation
(4.9), can now be performed to show that for r = 2, . . . , n
lim
x→1−
[
(1− x)α+rf (r)(x)
](r−2)
is finite.
A proof of the statement is suppressed for brevity, and we proceed with our central inductive
argument. Assume the inductive hypothesis that for s ≤ m− 1 and r = m− 1, . . . , n
lim
x→1−
[
(1− x)α+rf (r)(x)
](r−s)
is finite.(4.14)
We calculate that
[f, (1− x)m−1]m(1)(4.15)
= lim
x→1−
m∑
k=1
k∑
j=1
(−1)k+j
{[
(1− x)α+k
[
(1− x)m−1
](k)](k−j)
f (j−1)(x)
−
[
(1− x)α+kf (k)(x)
](k−j) [
(1− x)m−1
](j−1)}
is finite.
Terms where j = k < m are finite by Proposition 3.5 and the special case of the inductive
hypothesis, as stated in equation (4.8). Let k ≤ m − 1. Since j ≤ k, the terms on the left
18 DALE FRYMARK AND CONSTANZE LIAW
hand side of the sum, up to a finite constant, can be simplified near x = 1 as
lim
x→1−
m∑
k=1
k∑
j=1
[
(1− x)α+k
[
(1− x)m−1
](k)](k−j)
f (j−1)(x)(4.16)
≈ lim
x→1−
m∑
k=1
k∑
j=1
(1− x)α+(j−1)+(m−k)f (j−1)(x),
all of which are finite by the inductive hypothesis. If k = m, all of the terms in equation
(4.16) are 0.
Terms on the right hand side of the sum in equation (4.15) are finite for k ≤ m − 1, and
j ≤ k, by the inductive hypothesis. The term where both j = k = m thus finally yields
lim
x→1−
(1− x)α+mf (m)(x) is finite.(4.17)
We similarly calculate that
[f, (1− x)m−1]m+1(1) = lim
x→1−
m+1∑
k=1
k∑
j=1
(−1)k+j
{[
(1− x)α+k
[
(1− x)m−1
](k)](k−j)
f (j−1)(x)
−
[
(1− x)α+kf (k)(x)
](k−j) [
(1− x)m−1
](j−1)}
is finite.
Every term except for when k = m+1 and j = m is finite either by the inductive hypothesis
or is simply 0 (i.e. when j = k = m+ 1). Hence,
lim
x→1−
[
(1− x)α+m+1f (m+1)(x)
]′
is finite.
Again, an induction argument on the sesquilinear form used, similar to that used to show
equation (4.9), can now be performed to show that for k = m, . . . , n
lim
x→1−
[
(1− x)α+kf (k)(x)
](k−m)
is finite.
The claim in equation (4.7) is thus proven by induction for s ≤ k ≤ n − 1. The claim is
not true for s ≤ k = n simply because the index of the sesquilinear form cannot be further
increased to n+ 1 in the previous calculations. However, the intermediate result that
lim
x→1−
(1− x)α+nf (n)(x) is finite,
does immediately follow. The theorem is thus proven. 
These properties of functions in the maximal domain also determine which functions are
in the minimal domain, similar to Corollaries 3.2 and 3.6.
Theorem 4.2. The functions ϕ+s and ϕ
−
s , s ≥ n, belong to the minimal domain associated
with the nth composition of the Jacobi differential expression (4.1).
Proof. We will show the theorem for the functions ϕ+s , s ≥ n, and the corresponding statement
for the functions ϕ−s will follow.
The assertion that ϕ+s belongs to the minimal domain of ℓ
n
J
, for all s ≥ n, means that for
all f ∈ DJ,nmax we have [f, ϕ+s ]n(1) = 0. We deconstruct the expression for the sesquilinear form
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given by (4.2) into the terms
P (x) :=
n∑
k=1
k∑
j=1
(−1)k+j
[
(1− x)α+k(1 + x)β+k [(1− x)s](k)
](k−j)
f (j−1)(x),
N(x) :=
n∑
k=1
k∑
j=1
(−1)k+j
[
(1− x)α+k(1 + x)β+kf (k)(x)
](k−j)
[(1− x)s](j−1) .
It is clear that the (1+x)β+k terms above can be ignored in our calculations as they contribute
a factor of at most 2β+n near x = 1, which is finite. Other finite constants will also be omitted,
as they can be pulled outside the limits. We set out to prove the stronger condition that
lim
x→1−
P (x) = lim
x→1−
N(x) = 0.
Next, we calculate that
lim
x→1−
P (x) ≈ lim
x→1−
n∑
k=1
k∑
j=1
[
(1− x)α+k(1− x)s−k
](k−j)
f (j−1)(x)
= lim
x→1−
n∑
k=1
k∑
j=1
[
(1− x)α+s
](k−j)
f (j−1)(x)
≈ lim
x→1−
n∑
k=1
k∑
j=1
(1− x)α+s−k+jf (j−1)(x)
= lim
x→1−
n∑
k=1
k∑
j=1
(1− x)s−k+1(1− x)α+j−1f (j−1)(x),
= lim
x→1−
n∑
k=1
(1− x)s−k+1 k∑
j=1
(1− x)α+j−1f (j−1)(x)
 .(4.18)
Theorem 4.1 says that
lim
x→1−
(1− x)α+j−1f (j−1)(x) is finite,
for j = 2, . . . , n. Additionally, for k = 1, . . . , n, and s ≥ n,
lim
x→1−
(1− x)s−k+1 = 0.
This implies
lim
x→1−
n∑
k=1
(1− x)s−k+1 k∑
j=2
(1− x)α+j−1f (j−1)(x)
 = 0.
The remaining case where j = 1 requires Proposition 3.5 to see:
lim
x→1−
n∑
k=1
(1− x)α+s−k+1f(x) = 0.
We conclude that the limit in equation (4.18) is in fact 0, as desired.
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On the other hand, the limit of N(x) is immediately known to be finite for each choice of
j and k due to Theorem 4.1. Multiplication by the term (1 − x)s−j+1 then shows that the
limit must be 0 for each j and k. The theorem is thus proven. 
The properties of the maximal domain DJ,nmax in Theorem 4.1 were revealed by the interaction
between the composed operator ℓn
J
and behavior near endpoints described by the functions{
ϕ−j
}n−1
j=0
and
{
ϕ+j
}n−1
j=0
. Theorem 4.2 then says that all other associated endpoint behaviors,
that occur when j ∈ N and j ≥ n, are in the minimal domain. However, the deficiency indices
of ℓn
J
are (2n, 2n) and there are only 2n functions that don’t seem to be in the minimal domain
so far. The other 2n must behave differently.
We define a class of C∞[−1, 1] functions by their boundary asymptotics, with elements of
the class denoted by ψ+j and ψ
−
j , for j ∈ N0:
(4.19)
ψ+j (x) :=
{
(1− x)−α+j , for x near 1
0, for x near − 1
}
, and
ψ−j (x) :=
{
0, for x near 1
(1 + x)−β+j , for x near − 1
}
.
the dependence of the functions ψ+j and ψ
−
j on the parameters α and β is suppressed here
for simplicity. The choice of these functions is explained in Remark 4.11, but the following
lemma tells us that such behavior does occur in the maximal domain.
Lemma 4.3. The functions (1 − x)−α+j and (1 + x)−β+j , for j ∈ N0, are in the maximal
domain DJ,nmax.
Proof. We will show the lemma for the functions (1 − x)−α+j and the analogous result will
follow for the functions (1 + x)−β+j . Fix n and let j ∈ N0. It is immediately clear that each
function is in L2α,β(−1, 1) and possesses the desired differentiability properties. It remains
only to show that ℓn
J
[(1 − x)−α+j ] ∈ L2α,β(−1, 1). Calculate
ℓnJ[(1 − x)
−α+j ] ≈
1
(1− x)α(1 + x)β
n∑
k=1
[
(1− x)α+k(1 + x)β+k(1− x)−α+j−k
](k)
=
1
(1− x)α(1 + x)β
n∑
k=1
[
(1 + x)β+k(1− x)j
](k)
≈
1
(1− x)α(1 + x)β
n∑
k=1
k∑
i=0
[
(1 + x)β+k−i(1− x)j−k+i
]
=
n∑
k=1
k∑
i=0
[
(1 + x)k−i(1− x)−α+j−k+i
]
.
The differentiation performed on the second line requires that j ≥ k to ensure the term is
nonzero. We focus on these values of k, as otherwise the term is trivially in L2α,β(−1, 1). The
last line then states that the worst behavior in any term of the double sum is (1−x)−α, which
occurs when j = k and i = 0. This term is still in L2α,β(−1, 1) though. Every term in the
double sum is thus in L2α,β(−1, 1) so the result follows. 
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The functions in equation (3.6) and equation (4.19) indeed exhibit behavior that is not in
the minimal domain.
Theorem 4.4. The functions ϕ+j , ψ
+
j , ϕ
−
j and ψ
−
j , for j ∈ N0 such that j < n, are not in
the minimal domain DJ,nmin.
Proof. We will prove the theorem for the functions ϕ+j and ψ
+
j ; the analogous result will follow
for the functions ϕ−j and ψ
−
j . Fix n and let y ∈ N0 such that y < n. Functions in the minimal
domain yield a value of 0 when paired in the sesquilinear form with any other function from
the maximal domain, so the strategy will be to show that a nonzero value is achieved when
paired against one function in particular. By definition,[
ϕ+y , ψ
+
n−1−y
]
n
(−1) = 0.
Thus, consider
[
ϕ+y , ψ
+
n−1−y
]
n
(1). As in the proof of Theorem 4.2, we break the sesquilinear
form up into two pieces:
P (x) :=
n∑
k=1
k∑
j=1
(−1)k+j
[
(1− x)α+k(1 + x)β+k
[
(1− x)−α+n−1−y
](k)](k−j)
[(1− x)y](j−1) ,
N(x) :=
n∑
k=1
k∑
j=1
(−1)k+j
[
(1− x)α+k(1 + x)β+k [(1− x)y](k)
](k−j) [
(1− x)−α+n−1−y
](j−1)
.
This yields [
ϕ+y , ψ
+
n−1−y
]
n
(1) = lim
x→1−
P (x)−N(x).
The explicit values of constants here do not seem to be valuable, so we don’t present the
intermediate steps in the following calculations. First,
lim
x→1−
P (x) ≈ lim
x→1−
n∑
k=1
k∑
j=1
[
(1 + x)β+k(1− x)n−1−y
](k−j)
(1− x)y−j+1 for y ≥ j − 1,
≈ lim
x→1−
n∑
k=1
k∑
j=1
k−j∑
s=0
(1 + x)β+k−s(1− x)n+s−k for n− 1− y ≥ k − j − s.
If either of the conditions above are not met, then the term for such j and k is 0. It is also
evident that the exponent n+ s− k will now make all other terms 0 in the limit unless s = 0
and k = n. The two conditions above can thus be rewritten as j ≤ y + 1 and j ≥ y + 1. We
can thus conclude that a single finite term remains, when k = n and j = y + 1. Second,
lim
x→1−
N(x) ≈ lim
x→1−
n∑
k=1
k∑
j=1
[
(1 + x)β+k(1− x)α+y
](k−j)
(1− x)−α+n−y−j for y ≥ k,
≈ lim
x→1−
n∑
k=1
k∑
j=1
k−j∑
t=0
(1 + x)β+k−t(1− x)n+t−k,
where again if y < k terms are 0. However, the only way the exponent n+ t−k = 0 is if t = 0
and k = n. This contradicts our earlier assumption though, as y ≤ n − 1. We can conclude
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that all terms are 0 and the limit of N(x) as x → 1− is zero. In conclusion, we have shown
that [
ϕ+y , ψ
+
n−1−y
]
n
∣∣∣1
−1
= c(α, β, y, n),
a nonzero, finite constant depending on α, β y and n. The theorem follows. 
The functions
{
ϕ±j
}n−1
j=0
clearly have a special interaction with the functions
{
ψ±j
}n−1
j=0
.
More can be said when the indices of these functions add to be more than n.
Lemma 4.5. Let s, t ∈ N0 such that s, t ≤ n. If s+ t ≥ n, then[
ϕ+s , ψ
+
t
]
n
∣∣∣1
−1
=
[
ϕ−s , ψ
−
t
]
n
∣∣∣1
−1
= 0.
Proof. We will prove that [
ϕ+s , ψ
+
t
]
n
∣∣∣1
−1
= 0,(4.20)
and the analogous result will follow for the functions defined by their asymptotics at x = −1.
Fix n and let s, t ∈ N0 such that s+t ≥ n. Consider equation (4.20) and notice that evaluation
at the endpoint x = −1 is 0 by definition. Break down the sesquilinear form at the endpoint
x = 1 into two parts, as in the proof of Theorem 4.4:
P (x) :=
n∑
k=1
k∑
j=1
(−1)k+j
[
(1− x)α+k(1 + x)β+k
[
(1− x)−α+t
](k)](k−j)
[(1− x)s](j−1) ,
N(x) :=
n∑
k=1
k∑
j=1
(−1)k+j
[
(1− x)α+k(1 + x)β+k [(1− x)s](k)
](k−j) [
(1− x)−α+t
](j−1)
.
We calculate that
lim
x→1−
P (x) ≈ lim
x→1−
n∑
k=1
k∑
j=1
[
(1 + x)β+k(1− x)t
](k−j)
(1− x)s−j+1 for s ≥ j − 1,
≈ lim
x→1−
n∑
k=1
k∑
j=1
k−j∑
i=0
(1 + x)β+k−i(1− x)s+t−k+i+1 for t ≥ k − j + i.
The exponent s + t − k + i + 1, noting the hypothesis s + t ≥ n and the ranges of k and i,
has a minimum value of 1. Hence, the limit is 0 because powers of (1−x) will remain in each
term of the last sum. Similarly,
lim
x→1−
N(x) ≈ lim
x→1−
n∑
k=1
k∑
j=1
[
(1 + x)β+k(1− x)α+s
](k−j)
(1− x)−α+t−j+1 for s ≥ k,
≈ lim
x→1−
n∑
k=1
k∑
j=1
k−j∑
i=0
(1 + x)β+k−i(1− x)s+t−k+i+1.
The condition s ≥ k immediately implies that the limit is 0 because powers of (1 − x) will
survive in each term of the sum. Thus, equation (4.20) is proven and the lemma follows. 
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Theorem 3.8 revealed that the functions ϕj were building blocks of the Jacobi polynomials
near the endpoints. Orthogonal functions, like the Jacobi polynomials, will be zero when
plugged into the sesquilinear form, as it is defined by Green’s formula (2.4) as the difference
of two inner products. While the functions ϕj are not orthogonal, they still retain this property
of eliminating each other in the sesquilinear form.
Lemma 4.6. Let s, t ∈ N0 be such that s, t < n. Then[
ϕ+s , ϕ
+
t
]
n
∣∣∣1
−1
=
[
ϕ−s , ϕ
−
t
]
n
∣∣∣1
−1
= 0.
Proof. We will prove that the expression[
ϕ+s , ϕ
+
t
]
n
∣∣∣1
−1
= 0,(4.21)
and the analogous result will follow for the functions defined by their asymptotics at x = −1.
Fix n and let s, t ∈ N0 such that s, t < n. Consider equation (4.21) and notice that evaluation
at the endpoint x = −1 is 0 by definition. Break down the sesquilinear form at the endpoint
x = 1 into two parts, as in the proof of Theorem 4.4:
P (x) :=
n∑
k=1
k∑
j=1
(−1)k+j
[
(1− x)α+k(1 + x)β+k
[
(1− x)t
](k)](k−j)
[(1− x)s](j−1) ,
N(x) :=
n∑
k=1
k∑
j=1
(−1)k+j
[
(1− x)α+k(1 + x)β+k [(1− x)s](k)
](k−j) [
(1− x)t
](j−1)
.
We calculate that
lim
x→1−
P (x) ≈ lim
x→1−
n∑
k=1
k∑
j=1
[
(1 + x)β+k(1− x)α+t
](k−j)
(1− x)s−j+1 for t ≥ k, s ≥ j − 1
≈ lim
x→1−
n∑
k=1
k∑
j=1
k−j∑
i=0
(1 + x)β+k−i(1− x)α+s+t−k+i+1.
The exponent α + s + t − k + i + 1, noting the hypothesis t ≥ k and the ranges of s and i,
has a minimum value of α+ 1. Hence, the limit is 0 because powers of (1− x) will remain in
each term of the last sum. Similarly,
lim
x→1−
N(x) ≈ lim
x→1−
n∑
k=1
k∑
j=1
[
(1 + x)β+k(1− x)α+s
](k−j)
(1− x)t−j+1 for s ≥ k, t ≥ j − 1
≈ lim
x→1−
n∑
k=1
k∑
j=1
k−j∑
i=0
(1 + x)β+k−i(1− x)α+s+t−k+i+1.
The condition s ≥ k again implies that the limit is 0 because powers of (1−x) will survive in
each term of the sum. Thus, equation (4.21) is proven and the lemma follows. 
It does not appear that the functions ψj can be used in the sesquilinear form, in some order,
to discern properties of the maximal domain similar to Theorem 4.1. It is also unclear what
happens when two ψj functions are paired in the sesquilinear form. However, the interactions
discovered so far are strong enough to have important repercussions for self-adjoint extensions
of the operator ℓn
J
.
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4.1. Self-Adjoint Extensions. We now use the set of functions that we have found to be
in DJ,nmax\D
J,n
min at each endpoint to define two finite-dimensional subspaces of D
J,n
max:
D
n
− := span
{{
ϕ−j
}n−1
j=0
,
{
ψ−j
}n−1
j=0
}
, Dn+ := span
{{
ϕ+j
}n−1
j=0
,
{
ψ+j
}n−1
j=0
}
.
We first show that the basis functions in each of the two spaces are linearly independent
modulo the minimal domain DJ,nmin. As the two subspaces themselves are clearly linearly
independent, each basis function being 0 at the other endpoint, this will result in showing
that
dim
(
D
n
− ∔D
n
+
)
= 4n.
Theorem 4.7. The basis functions of Dn− and D
n
+ are all linearly independent modulo the
minimal domain DJ,nmin.
Proof. We will show the result for the basis functions of Dn+, and the proof for the basis
functions of Dn− will follow analogously. Fix n and consider the matrix of sesquilinear forms
1,
similar to that in [12, Equation 3.1], defined by
Mn :=

[ϕ0, ϕ0] . . . [ϕ0, ϕn−1]
...
. . .
...
[ϕn−1, ϕ0] . . . [ϕn−1, ϕn−1]
[ϕ0, ψ0] . . . [ϕ0, ψn−1]
...
. . .
...
[ϕn−1, ψ0] . . . [ϕn−1, ψn−1]
[ψ0, ϕ0] . . . [ψ0, ϕn−1]
...
. . .
...
[ψn−1, ϕ0] . . . [ψn−1, ϕn−1]
[ψ0, ψ0] . . . [ψ0, ψn−1]
...
. . .
...
[ψn−1, ψ0] . . . [ψn−1, ψn−1]

,(4.22)
where each sesquilinear form is evaluated from −1 to 1. If the matrix Mn has full rank,
then the vectors
{
ϕ+j
}n−1
j=0
and
{
ψ+j
}n−1
j=0
are all linearly independent modulo the minimal
domain by [12, Prop. 2.14]. Lemma 4.5 says that the upper-right and lower-left blocks of Mn
are upper diagonal matrices, and Theorem 4.4 says that those diagonal entries are nonzero.
Lemma 4.6 additionally says that the upper-left block consists of only zeros. We conclude
that Mn has full rank and the result follows. 
Theorem 4.4 shows that the ϕj and ψj functions are not in the minimal domain associated
with powers of the Jacobi differential equation, but are in the maximal domain. Theorem 4.7
then says that these functions span a 4n dimensional subspace of the maximal domain. Thus,
we can appeal to equation (2.6), which says that there are only 4n dimensions in the maximal
domain modulo the minimal domain and draw additional conclusions.
Corollary 4.8. The defect spaces DJ,n+ ∔D
J,n
− = D
n
− ∔D
n
+.
Proof. Fix n ∈ N. Theorem 4.7 says that Dn− ∔ D
n
+ is comprised of 4n dimensions in the
maximal domain DJ,nmax but not in the minimal domain D
J,n
min. Hence, D
n
−∔D
n
+ ⊂ D
J,n
+ ∔D
J,n
− .
Equation 2.6 and the fact that the dimensions of both spaces coincide then implies that the
defect spaces DJ,n+ ∔D
J,n
− are equal to D
n
− ∔D
n
+. 
Note that Theorem 4.2 also now follows from Corollary 4.8.
1The “+” superscript is suppressed for all functions in the matrix for the sake of simplicity.
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Corollary 4.9. The collection
{
P
(α,β)
m
}n−1
m=0
is linearly independent modulo the minimal do-
main.
Proof. The result is immediately implied by the decomposition of Jacobi polynomials in equa-
tion (3.9) and Theorem 4.7. 
Self-adjoint extension theory is centered around the defect spaces, so their decomposition
into the span of simple functions offers a convenient interpretation of Glazman–Krein–Naimark
Theory via Theorem 2.11.
Corollary 4.10. All self-adjoint extensions of the symmetric differential expression ℓn
J
on
DJ,nmin can be expressed as an 2n× 2n unitary matrix Un : D
n
+ → D
n
−.
Proof. Every self-adjoint extension L = {ℓn
J
,DL} of the operator Lmin =
{
ℓn
J
,DJ,nmin
}
can be
characterized by means of a unitary 2n× 2n matrix V (2n) : DJ,n+ → D
J,n
− via Theorem 2.11.
Theorem 4.7 then says that Dn− and D
n
+ are each 2n subspaces of D
J,n
max\D
J,n
min.
Equation (2.6) and the fact that the dimensions of both spaces coincide allows us to define
change of basis maps as the unitary matrices U+ : D
J,n
+ → D
n
+ and U− : D
J,n
− → D
n
−. The
following commutative diagram holds:
DJ,n+ D
J,n
−
D
n
+ D
n
−
V (n)
U+ U−
U(n)
Therefore, U(n) = U−V (n)U
−1
+ and is unitary. 
The structure of the self-adjoint extensions revealed in the previous Corollaries has several
implications. Indeed, it has already been mentioned in equation (4.6) that the maximal
domain associated with a power p will be contained in the maximal domain associated with
a power q if p < q. Is there any similar assertion we can make for minimal domains or defect
spaces?
A priori, the answer is no. Definition 2.5 says that the defect spaces consist of solutions
to the eigenvalue problem for one choice of λ in the upper-half plane and one choice in the
lower-half plane, although here it was given with λ = ±i. Ordinary differential equations
with two limit-circle endpoints, like Jacobi, have discrete spectrum though and solutions
to the uncomposed equation are known. Let the two linearly independent solutions (called
deficiency elements) be denoted by ϕˆλ and ψˆλ, so that ℓα,β[ϕˆλ] = λϕλ and ℓα,β[ψˆλ] = λψλ.
Consider the change of deficiency elements between n = 2 and n = 3 when the defect spaces
are set by λ = ±i. They will have indices that are roots of unity of different orders but share
no other obvious properties.
Corollary 4.8 does not say that defect spaces are nested within each other like equation (4.6)
because they are associated with different maximal domains. It does say that defect spaces
change in a predictable, easily described way when n is increased though: the possibilities for
endpoint behavior increases, as ϕj and ψj are no longer in the minimal domain for larger j.
Remark 4.11. The endpoint behavior exhibited by the functions ϕ+j , ψ
+
j , ϕ
−
j and ψ
−
j , for
j ∈ N0, is chosen to approximate that of deficiency elements. To demonstrate, consider the
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two linearly independent solutions to the equation ℓα,β[f ] = λf . Near the endpoint x = 1 [27,
Section 4.2] they can be written as
2F1(−µ, µ+ α+ β + 1;α + 1; (1 − x)/2),
((1− x)/2)−α 2F1(−µ− α, µ + β + 1; 1 − α; (1 − x)/2),
and near x = −1 as
2F1(−µ, µ+ α+ β + 1;β + 1; (1 + x)/2),
((1 + x)/2)−β 2F1(−µ− β, µ + α+ 1; 1 − β; (1 + x)/2),
where λ = µ(µ + α + β + 1) and 2F1(a, b; c;x) denotes the Gauss hypergeometric series.
Deficiency elements are simply these functions for specific choices of λ, as described above. If
these series are all truncated so that only powers less than n remain, the resulting behavior of
x is captured by linear combinations of the functions ϕ+j , ψ
+
j , ϕ
−
j and ψ
−
j . Corollaries 4.8 and
4.10 thus say that the only behavior of the deficiency elements contributing to the domain
are those that come from our functions with j < n.
This structure can be used to describe domains of self-adjoint domains in different ways.
Consider the self-adjoint operator Jn(α,β) acting via (4.1) with domain that contains all of the
Jacobi polynomials, P
(α,β)
m . The domain of this operator can be written as
DJn
(α,β)
=
{
f ∈ D(α,β)max :
[
f, P
(α,β)
j
]
n
(±1) = 0 for j = 0, . . . , n− 1
}
.
This characterization is a consequence of Corollary 4.9 and the matrix constructions of [12,
Section 3] which show the domain includes all of the desired functions. An in depth discussion
of similar domains is included in Section 5, where it is also shown that DJn
(α,β)
is the left-definite
domain associated with the nth composition of the Jacobi differential equation.
Lemma 4.12 ([9, Definition 5.1]). The left-definite domain associated with the nth composi-
tion of the Jacobi differential equation can be characterized as follows:
DJn
(α,β)
=
{
f ∈ D(α,β)max : (1− x)
j/2(1 + x)j/2f (j) ∈ L2α,β(−1, 1) for j = 0, . . . , 2n
}
.
Lemma 4.12 offers a comparison between the maximal domain, described in Theorem 4.1,
and the left-definite domain. In other words, functions in the maximal domain are roughly
half as regular as functions in the left-definite domain. This is the analog of the comparison
made between Lemma 3.7 and Proposition 3.5 for the (n = 1) Jacobi operator.
The functions ϕ+j and ϕ
−
j are motivated by Jacobi polynomials, and it would be ideal to
use Jacobi polynomials as boundary conditions. Therefore, it is necessary to compare the
effect of using Jacobi polynomials and ϕ+j and ϕ
−
j as GKN boundary conditions.
Proposition 4.13. Let m ∈ N0 and f ∈ D
J,n
max. Assume
[
f, P
(α,β)
j
]
n
(±1) = 0 for all j =
0, . . . ,m. Then [f, (1− x)m]n(±1) = [f, (1 + x)
m]n(±1) = 0.
Proof. If m ≥ n, the conclusion is trivially implied by Theorem 4.2, so assume that m < n.
Proceed by induction. The base case for m = 0 is trivial:[
f, P
(α,β)
0
]
n
(±1) = [f, 1]n(±1) = [f, (1− x)
0]n(±1) = [f, (1 + x)
0]n(±1) = 0.
Assume the claim is true for m = r − 1, and let
[
f, P
(α,β)
j
]
n
∣∣∣∣1
−1
= 0 for all j = 0, . . . , r. We
will show [f, (1−x)r]n(1) = 0 and the [f, (1+x)
r]n(−1) = 0 statement will follow analogously.
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The decomposition in equation (3.9) still applies:
0 =
[
f, P (α,β)r
]
n
(1) =
r∑
i=0
ai
[
f, (1− x)i
]
n
(1)
= ar[f, (1− x)
r]n(1) + ar−1[f, (1− x)
r−1]n(1) + · · · + a0[f, 1]n(1)
= [f, (1− x)r]n(1).
The final equality follows by the inductive hypothesis, and the proposition is proven. 
The extension of Theorem 3.8 to higher order compositions of the Jacobi differential ex-
pression is now available. Let M = {m1, . . . ,mn} ⊂ N0, denote a set of n indices. Define the
domain
DJn
(α,β)
(M) =
{
f ∈ DJ,nmax :
[
f, P (α,β)mj
]
n
(±1) = 0 for all mj ∈ M
}
,(4.23)
where P (α,β)mj is the mj-th Jacobi polynomial.
Theorem 4.14. The self-adjoint operators
J
n
(α,β) =
{
ℓnJ,DJn(α,β)
}
and Jn(α,β)(M) =
{
ℓnJ,DJn(α,β)(M)
}
are equal.
Proof. The definition in equation (3.9) says P
(α,β)
m (x), m ∈ N0, can be decomposed as
P (α,β)m (x) =
m∑
j=0
aj(1− x)
j
for some constants aj ∈ R. Let mi ∈ M and f ∈ DJn
(α,β)
. If mi < n the definition of DJn
(α,β)
immediately implies [
f, P (α,β)mi
]
n
∣∣∣∣1
−1
= 0.
Let mi ≥ n. Then,[
f, P (α,β)mi
]
n
(1) =
m∑
j=0
aj
[
f, (1− x)j
]
n
(1)(4.24)
= an−1
[
f, (1− x)n−1
]
n
(1) + · · ·+ a0[f, 1]n(1).
Theorem 4.2, which says that (1−x)j , j ≥ n is in the minimal domain, eliminate most terms.
The n remaining terms evaluate to zero, as DJn
(α,β)
has n relevant boundary conditions via
Proposition 4.13. As mi ∈ M was arbitrary, we conclude[
f, P (α,β)mi
]
n
(1) = 0,
for all mi ∈ M. The endpoint −1 follows analogously and f ∈ DJn
(α,β)
(M).
Now, assume that f ∈ DJn
(α,β)
(M) does not imply f ∈ DJn(α,β) . The presence of 2n GKN
boundary conditions in the definition of DJn
(α,β)
(M) means that the minimal domain is extended
by a maximum of 2n dimensions. This maximum is achieved if and only if the boundary
condition functions are all linearly independent modulo the minimal domain by the GKN2
Theorem 2.14. However, the inclusion DJn
(α,β)
⊂ DJn
(α,β)
(M) implies that the minimal domain
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has been extended by at least 2n dimensions by Corollary 4.9. We conclude that the domains
must be equal, and hence the operators Jn(α,β) and J
n
(α,β)(M) are equal. 
Remark 4.15. All results from this section should be easily adapted to the the left-definite
spaces associated with the Laguerre operator with parameter α > −1 and α2 6= 1/2. The
Laguerre polynomials lie in (0,∞) and so their decomposition, in analogy to equation (3.9), is
with respect to the monomials. The main difference is that the Laguerre differential expression
normally has deficiency indices (n, n). Thus, we write n GKN boundary conditions and the
condition of each sesquilinear form at infinity will be trivially satisfied. The functions xj+
and x−α+j+ (the + denoting that the monomial behavior is only near the endpoint 0) should
belong to the minimal domain for j ∈ N0 such that j ≥ n. More information on powers of
the Laguerre operator can be found in [19, Section 12].
5. Equality of Left-Definite Domains
Left-definite domains have appeared in Sections 3 and 4, but mainly as a comparison to
the characterizations of the maximal domain, see Lemmas 3.3, 3.7 and 4.12. However, if a
Sturm–Liouville operator contains a complete set of eigenfunctions, Theorem 2.4 says that
a simple identifying feature of left-definite domains associated with powers of the Sturm–
Liouville operator is the inclusion of this set of eigenfunctions. Thus, left-definite domains
are often the nicest self-adjoint extensions to work with, and are of particular importance.
We now let Ln be a self-adjoint operator defined by left-definite theory on L2[(a, b), w] with
domain Dn
L
that includes a complete system of orthogonal eigenfunctions. Enumerate the
orthogonal eigenfunctions as {Pk}
∞
k=0. Let L
n operate on its domain via ℓn[ · ], a differential
operator of order 2n, n ∈ N, generated by composing a Sturm–Liouville differential operator
with itself n times. Furthermore, let Ln be an extension of the minimal operator Lnmin that
has deficiency indices (n, n), and the associated maximal domain be denoted by Dnmax.
Also, let M = {m1, . . . ,mn} ⊂ N0 denote a set of n indices. Define
C˜n(M) :=
{
f ∈ Dnmax :
[
f, Pmj
]
n
∣∣∣∣1
−1
= 0 for all mj ∈ M
}
.
This allows us to compare several different possible characterizations of the left-definite do-
main:
An :=
{
f ∈ Dnmax : f, f
′, . . . , f (2n−1) ∈ ACloc(a, b); (p(x))
nf (2n) ∈ L2[(a, b), w]
}
,
Bn :=
{
f ∈ Dnmax : [f, Pj ]n
∣∣∣b
a
= 0 for j = 0, 1, . . . , n− 1
}
,
C˜n :=
⋃
M
C˜n(M) =
{
f ∈ Dnmax : [f, Pj ]n
∣∣∣b
a
= 0 for any n distinct j ∈ N
}
, and
Fn :=
{
f ∈ Dnmax :
[
aj(x)f
(j)(x)
](j−1) ∣∣∣b
a
= 0 for j = 1, 2, . . . , n
}
.
The p(x) above is from the standard definition of a Sturm-Liouville differential operator,
given in equation (2.2), and the aj(x)’s are from the Lagrangian symmetric form of the
operator in (2.3). The union in the definition of C˜n is taken over all sets of indices M that
are of size n, while the tilde notation is used to distinguish the domain from that of Cn in
[12, Section 6]. In the current notation, Cn = C˜n(M) for a single unknown M. Hence, the
inclusion Bn ⊂ C˜n is not obvious, and would imply that if the first n eigenfunctions can be
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used as boundary conditions for a domain, then any n would suffice. The opposite inclusion
C˜n ⊂ Bn is thus also not trivial.
These domains seem very different, yet progress has already been made on the equality of
these domains in this manuscript and elsewhere. There is a proof of An ⊆ Fn in [21, 22] for
the special case where the differential operator ℓn[ · ] denotes the nth composite power of the
Legendre differential expression and the eigenfunctions {Pk}
∞
k=0 are the Legendre polynomials.
This scenario for small n was discussed in [12, Section 4]. The conditions in Fn are particularly
notable, as they represent easily testable conditions that are not in the GKN format.
The nth left-definite domain, Dn
L
is found to be equal to An for the Jacobi differential
operator in [9, Corollary 5.1] and the Laguerre differential operator in [19, Corollary 12.9].
Indeed, the main condition of An simply involves the term associated with f
(2n) when ℓn[f ]
is decomposed into a sum of derivatives of f . We restrict our attention to these operators so
the equality Dn
L
= An holds. Significant progress on the equality of the domains was achieved
in [12, Section 6], where the following theorem was proven.
Theorem 5.1. Let Ln be a self-adjoint operator defined by left-definite theory on L2[(a, b), w]
with the left-definite domain Dn
L
. Let Ln operate on its domain via ℓn[ · ], a classical Jacobi
or Laguerre differential expression, with α, β > −1 or α > −1 respectively, of order 2n, where
n ∈ N, generated by composing the Sturm–Liouville operator with itself n times. Furthermore,
let Ln be an extension of the minimal operator Lnmin, which has deficiency indices (n, n).
Assume An = Bn and that f ∈ Fn implies that f
′′, . . . , f (2n−2) ∈ L2[(a, b), dx]. Then Dn
L
=
An = Bn = C˜n(M) = Fn, ∀n ∈ N.
The decompositions, techniques and results in this paper offer significant improvements
to the theorem. However, in some cases the methods from [12] are sufficient, so we avoid
reproving these facts for the sake of brevity. The improved theorem, and confirmation of [12,
Conjecture 6.1] for the Jacobi differential equation now follows.
Theorem 5.2. Let Ln, n ∈ N, be a self-adjoint operator defined by left-definite theory on
L2[(a, b), w] with the left-definite domain Dn
L
. Let Ln operate on its domain via ℓn[ · ], a
classical Jacobi differential expression of order 2n, with parameters α, β > 0, generated by
composing the Sturm–Liouville operator with itself n times. Furthermore, let Ln be an exten-
sion of the minimal operator Lnmin, which has deficiency indices (2n, 2n). Then D
n
L
= An =
Bn = C˜n = Fn, ∀n ∈ N.
Proof. The comments prior to Theorem 5.1 mention that Dn
L
= An for the Jacobi left-definite
domains. The equality An = Bn was actually shown in Corollary 4.9, due to the framework
from [12, Theorem 3.2]. In particular, the fact that Bn includes all of the orthogonal eigen-
functions and satisfies the Glazman symmetry conditions of Theorem 2.13 is guaranteed by
the matrix construction of [12, Section 3]. The equality Bn = C˜n is already proven in Theorem
4.14 as M was arbitrary. Finally, Bn ⊂ Fn was proven in [12, Theorem 6.2]. The reverse
inclusion, Fn ⊂ Bn then follows immediately by a dimension argument similar to that at the
end of the proof of Theorem 4.14. The distinction between boundary conditions with limits
and GKN boundary conditions is unimportant to self-adjoint extension theory, only that the
minimal domain can be extended by a maximum number of dimensions which is equal to the
number of boundary conditions imposed. 
It should be mentioned that alternative proofs of some inclusions between the spaces are
readily available. For instance, if An = Fn, it is possible to show Fn ⊂ Bn using the induction
arguments from Theorem 4.1 in an opposite fashion. The Theorem also answers a conjecture
concerning left-definite domains of the Legendre operator from [22].
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The main advancements of Theorem 5.2 are the expansion of C˜n(M) to the larger class C˜n,
and the removal of L2 restrictions on functions from Fn. Thus, explicit boundary conditions
of both GKN and the non-GKN variety have been shown to define the left-definite domains
associated with powers of some classical Sturm–Liouville differential operators.
We conclude our discussion of left-definite domains by mentioning a peculiar perspective
on the domain Fn. In particular, it is easy to see upon examination that
Fn =
{
f ∈ Dnmax : [f, 1]j
∣∣∣b
a
= 0 for j = 1, . . . , n
}
.
Indeed, the proof of Theorem 4.1 analyzes such limits and evaluations of the sesquilinear form
in different spaces. Such a representation is clearly not covered in the classical texts on GKN
theory [1, 23] and hence represent non-GKN boundary conditions, despite this description
using sesquilinear forms. It is thus the only domain of the four considered that explicitly
builds upon itself as the number of compositions is increased. As a comparison, Bn reuses
functions when n is increased to n+1, but the calculations required to verify the conditions are
quite different because they use the n+1 sesquilinear form. In the F domains, the boundary
conditions from Fn are all included verbatim in Fn+1. It is also clear that the function 1 is
unique in its ability to define such domains, as no other eigenfunction is available when n = 1
by Corollary 3.6. However, if other operators are considered, such a structure could possibly
be generated by other functions.
Acknowledgements. The authors would like to thank Lance Littlejohn for useful discussions
about domains of the Legendre and Jacobi operators.
References
[1] N. Akhiezer, I. Glazman, Theory of Linear Operators in Hilbert Space, Dover Publications, New York,
NY (1993). 4, 30
[2] S. Albeverio, P. Kurasov, Singular Perturbations of Differential Operators, London Mathematical Society
Lecture Note Series, Vol. 271, Cambridge University Press, Cambridge, U.K. (2000). 1, 2, 4, 7
[3] P. Bailey, W. Everitt, A. Zettl, Algorithm 810: The SLEIGN2 Sturm-Liouville Code, ACM
Trans. Math. Software 27 (2001), 143–192. 4, 10, 12
[4] S. Bochner, Über Sturm-Liouvillesche Polynomsysteme, Mathematische Zeitschrift 29 (1929), 730–736. 2
[5] V. Domínguez, N. Heuer, F. Sayas, Hilbert scales and Sobolev spaces defined by associated Legendre
functions, J. Comput. Appl. Math. 235 (2011), 3481–3501. 4
[6] N. Dunford, J. Schwartz, Linear Operators, Part II, Wiley Classics Library, New York, NY (1988). 4, 6,
7
[7] W. Everitt, A Catalogue of Sturm-Liouville Differential Equations, in Sturm-Liouville Theory: Past and
Present, Birkhäuser Verlag (2001), 271–331. 4
[8] , Some remarks on the strong limit-point condition second-order differential expressions, Časopis
pro pěstování matematiky 111 (1986) no. 2, 137–145. 14
[9] W. Everitt, K. Kwon, L. Littlejohn, R. Wellman, G. Yoon, Jacobi–Stirling numbers, Jacobi polynomials,
and the left-definite analysis of the classical Jacobi expression, J. Comput. Appl. Math. 208 (2007), 29–56.
10, 12, 13, 15, 26, 29
[10] W. Everitt, L. Littlejohn, D. Tuncer, Some Remarks on Classical Lagrangian Symmetric Differential
Expressions and their Composite Powers, Adv. Dyn. Syst. Appl. 2 (2007), 187–206. 4
[11] W. Everitt, L. Littlejohn, V. Maric, On Properties of the Legendre Differential Expression, Results
Math. 42 (2002), 42–68. 10
[12] M. Fleeman, D. Frymark, C. Liaw, Boundary Conditions associated with the General Left-Definite Theory
for Differential Operators, J. Approx. Theory 239 (2019), 1–28. 2, 3, 6, 7, 11, 13, 15, 24, 26, 28, 29
[13] I.M. Glazman, On the theory of singular differential operators, Uspekhi Mat. Nauk 5, 6(40) (1950),
102–135. 1, 7
[14] F. Gesztesy, E. Tsekanovskii, On Matrix-Valued Herglotz Functions, Math. Nachr. 218 (2000), 61–138. 2
POWERS OF THE JACOBI DIFFERENTIAL OPERATOR 31
[15] F. Gesztesy, M. Zinchenko, Sturm–Liouville Operators, Their Spectral Theory, and Some Applications,
monograph in preparation. 4
[16] M. Hajmirzaahmad, A. Krall, Singular Second-Order Operators: The Maximal and Minimal Operators,
and Self-Adjoint Operators in Between, SIAM Review 34 (1992), 614–634. 8, 10
[17] M. Ismail, Classical and Quantum Orthogonal Polynomials in One Variable, Encyclopedia of Mathematics
and its Applications 98, Cambridge University Press (2005). 4
[18] S. Krein, I. Petunin, Scales of Banach Spaces, London Mathematical Society (1966). 4
[19] L. Littlejohn, R. Wellman, A General Left-Definite Theory for Certain Self-Adjoint Operators with Ap-
plications to Differential Equations, J. Differential Equations 181 (2002), 280–339. 1, 4, 5, 10, 28, 29
[20] L. Littlejohn, R. Wellman, On the Spectra of Left-Definite Operators, Complex Anal. Oper. Theory 7
(2013), 437–455. 4
[21] L. Littlejohn, Q. Wicks, Glazman–Krein–Naimark Theory, left-definite theory and the square of the Le-
gendre polynomials differential operator, J. Math. Anal. Appl. 444 (2016), 1–24. 10, 29
[22] , Glazman–Krein–Naimark Theory, left-definite theory and the square of the Le-
gendre polynomials differential operator, Ph.D. Thesis, Baylor University (2015). 3, 4, 10, 29
[23] M. Naimark, Linear Differential Operators Part I, II, Frederick Ungar Publishing Co., New York, NY
(1972). 6, 7, 8, 30
[24] NIST Digital Handbook of Mathematical Functions, edited by F. Olver, A. Olde Daalhuis, D. Lozier,
B. Schneider, R. Boisvert, C. Clark, B. Miller, and B. Saunders, Release 1.0.23 of 2019-06-15,
http://dlmf.nist.gov/. 9, 12
[25] Å. Pleijel, On Legendre’s Polynomials, North-Holland, Amsterdam (1973), 175–180. 2, 4
[26] , On the Boundary Condition for the Legendre Polynomials, An-
nal. Acad. Sci. Fenn. Ser. A, I. Math., 2 (1976), 397–408. 2, 4, 10
[27] G. Szegö, Orthogonal Polynomials, American Mathematical Society Colloquium Publications, Vol. 23,
American Mathematical Society, Providence, RI (1975). 26
[28] A. Wang, J. Sun, A. Zettl, The classification of self-adjoint boundary conditions: Separated, coupled and
mixed, J. Funct. Anal. 255 (2008), 1554–1573. 1
[29] , Characterization of domains of self-adjoint ordinary differential operators, J. Differential Equa-
tions 2009 (2009), 1600–1622. 1, 2
[30] , The classification of self-adjoint boundary conditions of differential operators with two singular
endpoints, J. Math. Anal. Appl. 378 (2011), 493–506. 1, 2
[31] A. Wang, A. Zettl, Characterization of Domains of Symmetric and Self-Adjoint Ordinary Differential
Operators, Electron. J. Differential Equations, 15 (2018), 1–18. 1
[32] , Ordinary Differential Operators, Book Manuscript. 1
[33] J. Weidmann, Linear Operators in Hilbert Spaces, Graduate Texts in Mathematics, Vol. 68, Springer,
New York (1980). 1, 7
[34] J. Weidmann, Spectral Theory of Ordinary Differential Operators, Lecture Notes in Mathematics,
Vol. 1258, Springer, Berlin (1987). 1, 7
[35] H. Weyl, Über gewöhnliche Differentialgleichungen mit Singularitäten und die zugehörigen Entwicklungen
willkürlicher Funktionen, Math. Annal. 68 (1910), 220–269. 1, 4, 7
[36] A. Zettl, Sturm–Liouville Theory, Mathematical Surveys and Monographs, Vol. 121, American Mathe-
matical Society, Providence, RI, 2005. 4, 12
Department of Mathematics, Stockholm University, Kräftriket 6, 106 91 Stockholm, Swe-
den.
E-mail address: dale@math.su.se
Department of Mathematical Sciences, University of Delware, 501 Ewing Hall, Newark,
DE 19716, USA; and CASPER, Baylor University, One Bear Place #97328, Waco, TX 76798,
USA.
E-mail address: liaw@udel.edu
