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Abstract 
A cluster is a collection of independent and cheap machines, used together as a supercomputer to provide a solution. In this 
study, a pc cluster consisting of one master and 10 slave nodes is built to use in a cluster computing course for undergraduate and 
graduate students. High Performance Computing (HPC) clusters implemented by different methods are also presented here, 
highlighting problems, advantages and disadvantages of the methods used. Performance and ease of use of these methods are 
investigated in terms of their capability to solve the problems as easy as possible. Although cluster building kits like Rocks and 
OSCAR are easy to establish, it makes difficult to deal with problems emerging during implementation and management. It is 
found that HPC clusters formed by manual set-ups on Linux operating system are more useful for solving problems in more 
complex and flexible applications. 
© 2009 Elsevier Ltd. All rights reserved 
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1. Introduction 
Almost every industry needs fast processing power. With increasing availability of cheaper and faster 
computers, more companies are interested reap technological benefits. Multiprocessor supercomputers were 
developed to meet fast processing needs. However, a typical supercomputer was a vector processor that could 
typically cost over a million dollars due to the specialized hardware and software. Therefore, clusters were 
introduced as an alternative to expensive multiprocessor supercomputer. Cluster is defined as a group of 
independent computers linked with a computational network, operating as a single computer. In other words, a 
cluster is a collection of independent and cheap machines, used together as a supercomputer to provide a solution.
There are some advantages of clusters with respect to super computers: Cluster based computers are cheaper 
than supercomputers. Clusters use a massage-passing paradigm for communication, and programs have to be 
* Corresponding author. Tel.: +903122028582; fax: +903122120059 
E-mail address: omerbay@gazi.edu.tr 
1877-0428  © 2009 Elsevier Ltd. 
doi:10.1016/j.sbspro.2009.01.420
Open access under CC BY-NC-ND license.
Semra AYDIN et al. / Procedia Social and Behavioral Sciences 1 (2009) 2396–2401 2397
explicitly coded to make use of distributed hardware. We can add more nodes to the cluster based on need. On 
clusters we can use open source software components and Linux lead to lower software costs. Cluster computing 
technologies allow multiply computers, to work together to solve common computing problems. A cluster is a type 
of parallel or distributed computer system, which consists of a collection of inter-connected stand-alone computers 
working together as a single integrated computing resource. The typical architecture of a cluster computer is shown 
in Fig. 1. A node of the cluster can be a single or multiprocessor computer, such as a PC, workstation, or symmetric 
multiprocessor (SMP). (Baker, Apon, Buyya, & Jin, 2001), (Apon, Mache, Buyya, & Jin, 2004), (Kuzmin, 2003), (Buyya, 
1999, a), (Buyya, 1999, b). 
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Fig. 1. Typical Cluster Architecture (Baker, Apon, Buyya, & Jin, 2001).
As the future draws near, preparing students becomes an important issue in an ever changing environment. 
Today’s students will face cluster computing applications tomorrow; they need to be prepared for their carriers after 
graduation. Cluster computing has already begun appearing as apart of university curriculum in the areas of 
computer science and engineering. HPC clusters can be built by different ways. In this study, HPC cluster was built 
to expose the students to the process of building and operating a cluster computer as an experimental design.  
Various studies regarding cluster computing courses and their contents have been carried out so far. In this study, 
implementation of HPC cluster and running of parallel programs have been investigated. Building and usage of 
clusters have also been compared using different techniques. Problems encountered during installation and 
operations have been presented. The aim of this study is to determine the selection and recommendation of HPC 
installation types to the students according to their knowledge level, state of use and purpose.  
This study is divided into four sections. In second section, cluster architecture is described in detail and it covers 
the hardware used in HPC clusters built and it was also added to explain why Linux operating system has been used 
in this study. Implementation of clusters using different techniques is given in section three. In the final section, 
cluster types we recommended are detailed for the students to use in their cluster computing course. Additionally, 
criteria for the selection of the cluster are stated according to purpose of use of the students. 
2. Clusters 
The cluster architecture is classified as; 
• High Performance Computing 
• High Availability Computing 
The choice of architecture differs by depending on the type of applications and purposes. High availability (HA) 
clusters are used in mission critical applications to have constant availability of services to end-users through 
multiple instances of one or more applications on many computing nodes (Morton, 2007). Web-servers, e-commerce 
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engines or database servers use this cluster architecture. When a server fails or must go offline for service, other 
servers pick up the load. 
High Performance Computing (HPC) clusters are built to improve throughput in order to handle multiple jobs of 
various sizes and types or to increase performance. The most common HPC clusters are used to shorten turnaround 
times on compute-intensive problems by running the job on multiple nodes at the same time or when the problem is 
just too big for a single system (Morton, 2007). A HPC cluster is realized to include hardware and software parts. 
2.1. Hardware 
One master node is required to build HPC clusters. Two Ethernet cards are necessary for a machine connected to 
outside world, one of which is for internet and the other for internal network. Clusters having 10 compute nodes and 
1 master node have been built. 1 gigabit switch has been used. Although some devices such as keyboard, mouse and 
monitor are unnecessary for compute nodes, to make compute nodes a PC provides ease of installation. After 
installation, it may not be used in operation. Here a fully equipped PC with a keyboard, mouse, monitor, processor, 
hard disk, memory etc. has been used for both master node and compute nodes. Compute nodes have also an 
Ethernet card.  
Although Scientific Linux 4.2 operating system recognises Ethernet cards with Marvell Yukon chipset located on 
main board, there have been some problems with the operation of the Ethernet cards. Other versions we tried did not 
recognise the Ethernet cards at all. Therefore, we cancelled Ethernet card on the main board and mounted another 
Ethernet card.  
2.2. Operating system 
Linux is the most frequently used operating system in high performance computing. The domination of Linux in 
the HPC market is so successful that market research firm IDC estimated Linux represented 78% of the total HPC 
market by 2007 with additional growth projected (Morton, 2007). Linux is well known for its ability to interoperate 
with all types of architectures and networks. Linux clusters evolved without headless operations. Linux is 
significantly more stable and scalable than other platforms. We have preferred to use Linux operating system in our 
study due to its superior performance, lower costs and its community of open source developers and vendors to 
work with HPC clusters (Morton, 2007). 
3. Building a working cluster 
3.1. Building a working cluster manually 
Linux clusters which are built for high performance are called Beowulf. Beowulf clusters can be built using 
different versions of Linux operating system. Here, Scientific Linux 4.1 which is compatible with Red Hat has been 
used. While some students using Linux operating system before can do the set-ups easily, others who are not 
familiar with the system are required to work the use of the commands and some other concepts relevant to the 
subject.  
3.1.1. Configuring the master node:  
First of all, Linux must be installed to the server. Then, the following set-ups have to be done accordingly.  
• etc/hosts has to be set up that includes master node, and IP numbers and names of other nodes. 
• Safety measures required have to be done. 
• Directories to be shared should be formed by NFS and set up. The set-up of etc/exports file has to be done. 
• IP address set-up in our local network has to be done. 
• Required services have to be put into service by using chkconfig command and unnecessary services have 
to be removed from the service. 
• Remote access without password to the compute nodes have to be provided using SSH.  
• Parallel programming library to be used has to be installed.  
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When necessary set-ups are done properly as described above, a Beowulf cluster is created easily. 
3.1.2. Configuring the compute node 
The following set-ups have to be done in all compute nodes: 
• Operating system has to be installed as a workstation without using fire wall. 
• As has been done in master node, required services have to be run and unnecessary ones have to be 
removed. Required set-ups in etc/hosts file, safety set-up of commonly used directories and SSH set-ups 
have to be done appropriately.   
• NFS set-up has to be done on etc/fstab file. 
• Parallel programming library to be used has to be installed.  
After doing all necessary set-ups, you can run your programs using parallel programming library. The most 
used parallel programming languages are PVM and MPI. Here, the program LAM-MPI using MPI library has been 
utilized.  
3.2. Building a Linux cluster using OSCAR 
Open Source Cluster Application Resource (OSCAR) is the primary project of the Open Cluster Group. 
OSCAR is a popular collection of best-known methods for building, programming and using clusters. From its first 
public release in April 2001, OSCAR has expanded from a traditional Beowulf software stack to embrace numerous 
cluster computing styles including diskless, high-availability, scalable systems, and single system image. The 
project is an open effort among industry, academic and research groups to help simplify the setup and management 
of computing clusters (Open Cluster Group, 2006). The following steps have to done for the installation of Oscar. 
• Linux operating system should be installed successfully. 
• If you wish to install OSCAR without being connected to an outside network or without downloading. 
• Additional packages, you will need the oscar-base, oscar-repo-common-rpms, and oscar-repo-DISTRO-
VER-ARCH tarballs. In this study, the version Oscar 5.1b2r7049 nightly has been used. 
• The directory /tftpboot and required sub-directories should be created.  
• Of the files downloaded, the files oscar-repo* should be opened into the specified directories and run.  
• Rpm files should be copied to the specified directory. 
• Install wizard should be started with the command of ./install cluster <device>. Here, installation of the 
selected Oscar packets, building and defining of the clients can be done.   
3.3. Building a Linux cluster using Rocks 
Rocks is an open-source Linux cluster distribution that enables end users to easily build computational clusters, 
grid endpoints and visualization tiled-display walls. Development of Rocks is funded from NSF, and aided by 
generous equipment donations from Sun Microsystems, Dell, AMD, Infinicon Systems, and Intel. Hundreds of 
researchers from around the world have used Rocks to deploy their own cluster. Since May 2000, the Rocks group 
has been addressing the difficulties of deploying manageable clusters (University of California, 2008). 
In this study, the version Rocks 5.0 has been used. To build a Rocks cluster, firstly required CDs for Rocks 5.0 
should be downloaded and prepared.  
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Fig. 2.  Connection of Ethernet interfaces
On the compute nodes, the Ethernet interface that Linux maps to eth0 must be connected to the cluster’s 
Ethernet switch. This network is considered private , that is, all traffic on this network is physically separated from 
the external public network (e.g., the internet). On the frontend, two Ethernet interfaces are required. The interface 
that Linux maps to eth0 must be connected to the same Ethernet network as the compute nodes. The interface that 
Linux maps to eth1 must be connected to the external network (Fig. 2).  
To start  the installation of Rocks 5.0, insert the Kernel/Boot Roll CD into your frontend machine and reset the 
frontend machine. After typing frontend, the installer will start running. One has to continue according to 
instructions appearing on the monitor. When the required options are determined, the installation of Rocks will start. 
After completion of the installation, it will have been installed to Rocks Frontend node together with the operating 
system compatible with Red Hat.  
4. Conclusions 
Since there is a growing need for computers with high speed and cheaper processors around the world, HPC 
clusters are of great interest to meet these expectations. Because parallel programs operated on HPC clusters 
increase gradually, HPC clusters gain much importance every other day. In addition, the number of clusters used 
increase as well. As a result of this, cluster computing courses are delivered in computer science and engineering 
departments of many universities today.  
Generally, the topics chosen for a course on cluster computing depends on the course objectives. In this study, 
applications carried out in cluster computing courses have been reported. HPC clusters built by different techniques 
have also presented here, giving problems experienced. More useful methods to install clusters have been proposed 
for the students. Our findings are as follows:  
It is found that implementation of clusters by cluster building kits (for example OSCAR and Rocks) are easy to 
built for students who will use cluster and run programs at basic level or for students who will run parallel 
programming applications. Students can also use those clusters in their cluster computing courses to do applications. 
However, it should be noted that it is highly difficult for the students to solve problems occurring in the clusters 
built in this way. For the use and management of cluster in advanced level, the process which is manually done 
increases flexibility of the system and facilitates the solution of the emerging problems. On the other hand, it is 
required to have much knowledge about the operating system and to manage it appropriately. 
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