Abstract. We study the structure and topological, metric, and fractal properties of the distribution of the random variable
Introduction
Let µ ξ be the probability measure generated by the random variable
is a convergent series of positive terms, and ξ k is a sequence of independent random variables with the following distributions:
P{ξ k = 0} = p 0k ≥ 0 and P{ξ k = 1} = p 1k ≥ 0, p 0k + p 1k = 1.
The properties of the measure µ ξ are determined by those of an infinite stochastic matrix ||p ik || and by the sequence {a k } and do not depend on the sum r 0 of the series (2) (if we agree that equivalent distributions have the same properties). The Jessen-Wintner theorem [4, 23] implies that ξ has a pure distribution (either purely discrete, or purely absolutely continuous (with respect to the Lebesgue measure), or purely singularly continuous). The Lévy theorem [27] provides necessary and sufficient conditions for the discreteness; namely, a measure µ ξ is discrete if and only if
A criterion for the absolute continuity (as well as for the singularity) of the distribution of ξ is not yet known.
Note that the distribution of the random variable ξ is a generalization of the symmetric Bernoulli convolution, which is the distribution of the random variable ζ = ∞ k=1 ζ k a k where the random variables ζ k assume values −1 and 1 with equal probabilities 1 2 . The symmetric Bernoulli convolution has been intensively studied since the 1930s [4, 13, 19, 21, 28, 30, 31, 36] . Unfortunately an exhaustive study of these distributions has not been done so far even in the case of a k = λ k , λ > 1 2 , p 0k = 1 2 , although this was done for some particular values of the parameter λ (see [19, 21] ). The paper [29] contains a survey of the problems and results concerning these distributions. Some applications in harmonic analysis, the theory of dynamical systems, etc. are discussed in [16, 29] . A survey of results for Bernoulli convolutions (not necessarily symmetric) can be found in [5, 15, 18] .
Recall [3] that if M is a finite or infinite subset of the set of positive integer numbers N, then the number x = x(M ) = n∈M a n is called an incomplete sum of series (2) . It is clear that
ε n a n , where
The set of all incomplete sums of series (2) is denoted by ∆ , that is,
In particular, all partial sums S m = m i=1 a i and all tails r m = ∞ i=m+1 a i of series (2) (but not only them, of course) belong to the set ∆ , and ∆ ⊆ [0, r 0 ], where r 0 denotes the sum of series (2) .
The topological properties of the set ∆ are studied in detail (see [13] ). This is not the case as far as the metric and fractal properties are concerned. The study of the metric and fractal properties is a separate problem; it is successfully solved for some particular classes of series (see, for example, [3, 9] ). The authors are unaware whether necessary and sufficient conditions appear in the literature in the general case for the set ∆ to be of a zero measure (with respect to the Lebesgue measure) and of a formula for evaluating its Hausdorff-Besicovitch dimension.
The distribution of the random variable ξ is a probability distribution defined on the set ∆ of incomplete sums of series (2) . Moreover the spectrum S ξ of the distribution of ξ coincides with ∆ if p ik > 0 for all i ∈ {0, 1}, k ∈ N.
The topological-metric and fractal properties of the Bernoulli convolution with a k ≥ r k for all k ∈ N are well studied [4, 5, 18, 29, 34, 35] . A relative simplicity of this case is explained by the fact that, for an arbitrary point u of the set ∆ , there are at most two subsets of the set of positive integer numbers such that u = x(M i ).
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If the spectrum S ξ of the random variable ξ contains at least one point u such that the equality u = x(M i ) holds for an infinite sequence of pairwise different sets M i , then the distribution of ξ is called a Bernoulli convolution with essential intersections. Such distributions are more complicated and hence less studied. Nowadays many scientists investigate these distributions (see [3, 29, 32] ). The distributions considered below belong to the class of Bernoulli convolution with essential intersections.
In this paper, we study the type and topological-metric and fractal properties of the distribution of the random variable ξ if series (2) is such that
In Section 2, we introduce the so-called cylindrical representation of numbers and that of the random variable ξ defined by (1) and study the "geometry" of this representation. In Section 3, we discuss the case where ξ is a random variable with independent Qsymbols and where the matrix of distributions of its Q-symbols can be explicitly written in terms of the elements of the initial matrix p ik . In Section 4, we use Q-representation of the random variable ξ and prove that the distribution of ξ is purely singular in the continuous case. This completely solves the problem on the Lebesgue structure of the distribution of ξ.
Section 5 is devoted to studies of the structure of the random variable ξ whose distribution is singular. We prove that the distribution of ξ is purely singular and belongs to one of the three types, namely either to S-, or to C-, or to K-type, and give criteria for belonging to each of these types.
Section 6 is the main section in this paper. We study the fractal properties of the distribution of the random variable ξ. We solve the problem on the Hausdorff-Besicovitch dimension of the spectrum of the distribution of ξ and the problem on the Hausdorff dimension of the distribution of ξ; namely, we answer the question on the "minimal" Hausdorff-Besicovitch dimension for which supports of the distribution of the random variable ξ exist.
The cylindrical representation of the random variable ξ
In what follows we assume that the terms of series (2) satisfy conditions (3) . The sum of series (2) is denoted by r 0 = 1. Thus the set ∆ of its incomplete sums is well defined.
The set ∆ c 1 ...c m that contains incomplete sums of series (2) The above definitions imply the following properties of the cylindrical sets:
It is easy to see that
It follows from the definitions of the cylindrical sets (cylinders and segments) and from properties 2, 4, and 5 that, for any arbitrary sequence
Moreover, there exists a unique number x ∈ [0, r] such that
Representation (4) 
coincide if and only if
The following results support the conjecture that the distribution of the random variable ξ belongs to the class of Bernoulli convolutions with essential intersections. Conditions (3) include an interesting case studied in the paper [3] . It is proved in [3] that there exists only one convergent series with positive terms such that
for all k ∈ N. In this case, a 3k−2 = Remark. The random variable (1) can be represented in the following form:
called the cylindrical representation of the random variable ξ.
The type of the distribution of ξ is sometimes determined by the properties of series (2) . The following result is helpful in such a case. (3) , then the Lebesgue measure of the set ∆ of its incomplete sums is evaluated as follows:
Theorem 2.1 ([3]). If series (2) satisfies conditions
(6) λ(∆ ) = lim k→∞ 7 k r 3k = 1 − ∞ k=1 7 k−1 2(a 3k−1 − r 3k−1 ) + 2 2 (a 3k − r 3k ) .
Q-representation of the random variable ξ
Consider the Q-representation of numbers of the interval [0, 1] related to the cylindrical representation of numbers determined by a series satisfying condition (3). We define the sequence {m k } by
For all k ∈ N, define the numbers
and the random column vector
2) for m k = 9,
The "random matrix" Q = q ik whose k-th column coincides with the random vector − → q k determines the Q-representation [4, 12] 
where
j=0 q jk . The latter equality can be written more briefly as follows:
Expression (9) 
Note that the set of incomplete sums of series (2) satisfying conditions (3) coincides with the set
It is not hard to prove that, for an arbitrary family Define the matrix
(2) if γ k = ψ(c 3k−2 c 3k−1 c 3k ) and 011 = c 3k−2 c 3k−1 c 3k = 100, then
Let τ k be a sequence of independent random variables assuming values 0, 1, . . . , m k − 1 of the set A k with the probabilities p 0k , p 1k , . . . , p m k −1,k , respectively. Consider the random variable
Lemma 3.1. The random variables ξ and ξ are identically distributed.
Proof. It is necessary to prove that
We follow the method of mathematical induction. Let k = 1. By the properties of cylindrical segments and in view of the independence of ξ 1 , ξ 2 , and ξ 3 for c 1 c 2 c 3 ∈ C * we obtain
while for c 1 c 2 c 3 ∈ {011, 100}, it follows that
The equality
is obvious in this case. Assume that equality (11) holds for k = n. For k = n + 1, consider the following two cases:
For the first case,
According to the induction assumption and to the definition of p γ k k , the latter expression is equal to
Analogously, in the second case,
where γ n+1 = ψ(011) = ψ(100). Thus equality (11) holds for all k ∈ N. Proof. According to the latter lemma and Lévy's theorem, it is sufficient to prove that the random variable ξ has a singular distribution in the case of M = 0.
It is known (see [12] ) that the random variable ξ, as a random variable having independent Q-symbols, has an absolutely continuous distribution if and only if
Condition (3) Consider the function ϕ(x 0 , x 1 , . . . ,
and the function ϕ is continuous in G, it attains the maximal value √ 7 at
moreover, ϕ(x 0 , x 1 , . . . , x 6 ) < √ 7 for all other points of the set G.
is necessary for the convergence of the product (12) . Since δ k ≤ 1 7 and for all i ∈ B 13 . Therefore, if ξ is absolutely continuous, then
It follows from (13) License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
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Therefore the random variable ξ cannot have an absolutely continuous distribution and the statement of the theorem follows, since the distribution of this random variable is pure.
5. Topological-metric structure of the distribution of the random variable ξ
Recall [4] that a singularly continuous distribution is called a distribution of the pure S-type if its support coincides with a union of intervals and every one of these intervals belongs to the spectrum. A singularly continuous distribution is called a distribution of the C-type if the Lebesgue measure of its spectrum is zero. A singularly continuous distribution is called a distribution of the K-type if its spectrum is a nowhere dense set of a positive Lebesgue measure. Proof. According to Theorem 4.1, the random variable ξ has a singular distribution in the continuous case. Since ξ is a random variable with independent Q-symbols, we apply the result of [12] on the topological-metric structure of such random variables; namely, the distribution of ξ is of the S-type if and only if the corresponding matrix P does not have an infinite number of columns containing zero elements. This is equivalent to the combination of condition (14) and the condition that the matrix p ik has a finite number of zeros. The random variable ξ has a distribution of the C-type if and only if
q ik = +∞ (see [12] ). Let q ik < +∞ (see [12] ). The latter two conditions are equivalent to the combination of the following two conditions:
(a 3k − r 3k ) + (a 3k−1 − r 3k−1 ) + t k r 3k r 3k−3 > 0 for infinitely many indices k and
6. Fractal properties of the distribution of the random variable ξ
If the set of incomplete sums of series (2) is of zero Lebesgue measure, then the fractal measures and dimensions (Hausdorff measure, Hausdorff-Besicovitch dimension, and their generalizations) are more subtle characteristics of the capacity of the spectrum of the distribution of the random variable ξ. We recall the definitions of these important notions.
Let E 0 be some fixed subset of a metric space, Φ(E 0 ) be a family of subsets of the same metric space such that, for an arbitrary subset E ⊂ E 0 and for an arbitrary ε > 0, there exists an at most countable ε-covering {E j } of the set E with the properties that E j ∈ Φ(E 0 ) and |E j | ≤ ε, where |E| denotes the diameter of the set E. For all subsets E ⊂ E 0 and for all α > 0 and ε > 0, we define the number
where the infimum is evaluated over all at most countable ε-coverings of the set E such that E j ∈ Φ(E 0 ). The number 
is called the Hausdorff-Besicovitch dimension of the set E with respect to a given family of coverings Φ(E 0 ).
If Φ(E 0 ) is the family of all subsets of the interval [0, 1] or the family of all subintervals of [0, 1], then we simply write α 0 (E). It is known [17] that, when evaluating the Hausdorff-Besicovitch dimension of subsets of the unit interval, one can restrict consideration to the case of coverings that include only s-adic intervals.
The following auxiliary result shows that one can restrict consideration to a sufficiently narrower class of coverings when evaluating the Hausdorff-Besicovitch dimension of subsets of the set of incomplete sums of a series.
Let A n be the family of cylindrical segments of rank 3n, that is,
A n . The spectrum of a probability distribution describes its properties rather roughly; however, the spectrum is an adequate characteristic for a narrower class of distributions. For example, the classical Cantor set is the spectrum of a discretely distributed Bernoulli convolution (corresponding to the case of a k = 2 3 k and p 0k = 1 2 k ) and, at the same time, the spectrum for every member of the continual family of pairwise orthogonal (and orthogonal to the Lebesgue measure, as well) Bernoulli convolutions ξ p generated by the series with a k = 2 3 k and p 0k = p ∈ (0, 1)). Much more information about the properties of a singular distribution can be obtained by analyzing fractal properties of all its Borel supports.
The number dim H (τ ) = inf If τ is a discrete random variable, then obviously dim H (τ ) = 0. Further, if τ is an absolutely continuous random variable, then dim H (τ ) = 1. Finally, we have
in the case of a singular random variable τ , and moreover the following general bound holds: (16) dim H (ν) ≤ α 0 (S ν ).
