Abstract. The aim of this paper is to investigate Green's function for parabolic and elliptic systems satisfying a possibly nonlocal Robin-type boundary condition. We construct Green's function for parabolic systems with time-dependent coefficients satisfying a possibly nonlocal Robin-type boundary condition assuming that weak solutions of the system are locally Hölder continuous in the interior of the domain, and as a corollary we construct Green's function for elliptic system with a Robin-type condition. Also, we obtain Gaussian bound for Robin Green's function under an additional assumption that weak solutions of Robin problem are locally bounded up to the boundary. We provide some examples satisfying such a local boundedness property, and thus have Gaussian bounds for their Green's functions.
Introduction
In this article, we are concerned with Green's functions for second-order elliptic and parabolic systems in divergence form subject to (possibly nonlocal) Robintype boundary conditions. Let Ω be a bounded Sobolev extension domain (e.g. a Lipschitz domain or a locally uniform domain) in R n (n ≥ 2) and Q = Ω × (a, b), where −∞ ≤ a < b ≤ ∞. We consider the following parabolic operator The adjoint operator L * of L is given by
We shall assume that the operators L and L * has a property such that weak solutions of L u = 0 or L * u = 0 are locally Hölder continuous in the interior of the domain. In fact, this property is satisfied by a large class of operators. For example, a celebrated theorem by J. Nash shows that this property always where ∂/∂ν is the usual (outward) co-normal derivative
n α A αβ ∂ ∂x β and Θ = Θ(t) acts in appropriate Sobolev spaces on the boundary ∂Ω. We shall also require that Θ is non-degenerate in certain sense (see Section 2 below). Our investigation is largely motivated by a very recent interesting article by F. Gesztesy, M. Mitrea, and R. Nichols [19] , where the authors showed, among other things, Gaussian heat kernel bounds assuming Θ ≥ 0 in the scalar case (i.e. m = 1). Their argument is based on a careful analysis on the resolvent and semigroup of a self-adjoint realization of the corresponding elliptic operator in L 2 (Ω). In this article, we follow an approach that is different from theirs and based on techniques developed in recent papers [9, 10, 11] . We construct Green's function for L in Ω × (−∞, ∞) satisfying the Robin boundary condition (1.2); i.e. an m × m matrix valued function G(x, t, y, s) that is, as a function of (x, t) with (y, s) fixed, a generalized solution of the problem In the case when the coefficients are time-independent, K(x, y, t) := G(x, t, y, 0) is called a Robin heat kernel. By using a Robin heat kernel, we construct Green's function G(x, y) for elliptic systems satisfying Robin boundary conditions. Also, we are interested in the following global Gaussian estimate for the Robin Green's function: There exist positive constants C and κ such that for all t > s and x, y ∈ Ω, we have
|G(x, t, y, s)| ≤ C
If we assume further that the operator L has the property that weak solutions of L u = 0 in Q with zero Robin data on the lateral boundary are locally bounded, then we show that the Robin Green's function has the Gaussian upper bound (1.3). We show that this local boundedness property is, for example, satisfied when i) m = 1 (the scalar case) and Θ = M θ , the operator of multiplication with a nonnegative measurable function θ on ∂Ω × (−∞, ∞) that belongs to a suitable Lebesgue class. ii) Ω is a Lipschitz domain in R 2 , Θ = M θ , where θ is an m × m matrix-valued L ∞ -function, and the coefficients of L and θ are t-independent. iii) Ω is a C 1 domain in R n (n ≥ 3), the coefficients of L are uniformly VMO in x, and Θ = M θ , where θ is an m × m matrix-valued L ∞ -function.
By using the Gaussian estimate (1.3), we prove that elliptic Robin Green's function has the global bound i) n = 2
The Green's function for a scalar parabolic equation with real measurable coefficients in the free space was first studied by Nash [28] and its two-sided Gaussian bounds were obtained by Aronson [3] . There are vast literature regarding heat kernels for second order elliptic operators satisfying Dirichlet or Neumann boundary conditions. We find it very hard to list them all here and just refer to monographs by Davies [13] , Ouhabaz [29] , and references therein. We also mention related monographs by Robinson [30] , Grigor'yan [22] , and Gyrya and Saloff-Coste [23] . It is well known that Aronson's bounds are no longer available for a parabolic equation with complex valued coefficient when n ≥ 3. Auscher [4] obtained an upper Gaussian bound of the heat kernel for an elliptic operator whose coefficients are complex L ∞ -perturbation of real coefficients; see [5, 6, 7] . Hofmann and Kim [24] extended Auscher's result to parabolic systems with time-dependent coefficients. For heat kernels satisfying Robin conditions, we already mentioned the paper by Gesztesy, Mitrea, and Nichols [19] , where one can find a survey of literature devoted to Robin boundary conditions, among which we particularly mention papers by Arendt and ter Elst [1] and by Daners [12] .
The novelty of this paper in constructing Green's function lies in that we allow the operators to have time-dependent coefficients and that our domains are more general than Lipschitz domains. Also, we obtain Gaussian upper bounds of Robin Green's functions for parabolic systems as well as for scalar equation. In Gesztesy et al. [19] , the authors also considered parabolic systems, but Gaussian bounds were established only for the scalar case. Moreover, as an important application of our result on the Gaussian bounds, we obtain the usual bounds for elliptic Green's function. Especially, in the two dimensional case, we get a logarithmic bound for Green's function of elliptic systems satisfying a pointwise Robin condition without assuming any regularity on the coefficients, and we believe this is new. In our paper, the key for obtaining Gaussian bounds lies in establishing local boundedness property for weak solutions and we allocate a large portion of the paper to prove local boundedness properties for the above mentioned three special but important cases. We mention that the approach adopted in this paper is similar to that developed in recent papers [9, 10, 11] , where Green's functions for time-dependent parabolic systems subject to Dirichlet or Neumann condition were investigated with almost minimal assumptions on the coefficients and domains. It seems to us that there is no literature dealing with Green's function satisfying Robin boundary condition for time-dependent parabolic systems in such generality, and we hope that this paper contributes towards filling the gap and serves as a reference.
The organization of paper is as follows. In Section 2, we introduce notation and definitions used in this paper. We mostly use the same the notation as in [11] to help readers because we frequently refer to it. We also introduce the assumptions that are needed for our construction of Green's function with Robin boundary condition and for obtaining Gaussian bounds in this section. In Section 3, we state our main theorems and some corollaries. Section 4 is devoted to discussion of Green's function for elliptic systems with Robin boundary condition. In Section 5, we prove the main theorems stated in Sections 3 and 4, and in Section 6, we provide proofs for some technical lemmas used in the paper.
2. Preliminaries 2.1. Basic notations. We use X = (x, t) to denote a point in R n+1 ; x = (x 1 , . . . , x n ) will always be a point in R n . We also write Y = (y, s), X 0 = (x 0 , t 0 ), etc. We define the parabolic distance between the points X = (x, t) and
where | · | denotes the usual Euclidean norm. We write
where ∂ p Q denotes the usual parabolic boundary of Q. We use the following notions for basic cylinders in R n+1 :
where B r (x) is the usual Euclidean ball of radius r centered at x ∈ R n . We use the notation
Function spaces.
Throughout the article, we assume that Ω is a bounded extension domain for H 1 functions; i.e. there exists a linear operator E :
Such domains include Lipschitz domains, and also locally uniform domains considered by P. Jones; see Rogers [31] . We identify
(Ω). We define H 1/2 (∂Ω) as the normed space consisting of all elements of
When ∂Ω has enough regularity, trace theorems and extension theorems [33] readily yield the standard interpretation of H 1/2 (∂Ω). For a function u ∈ H 1 (Ω), we let u| ∂Ω ∈ H 1/2 (∂Ω) to be the equivalence class u + H 1 0
(Ω) and call it the trace of u on ∂Ω. By abuse of notation, we sometimes write u for u| ∂Ω when there is no danger of confusion. The spaces H −1 (Ω) and H −1/2 (∂Ω) denote the Banach spaces consisting of bounded linear functionals on H 1 (Ω) and H 1/2 (∂Ω), respectively. To avoid confusion, spaces of functions defined on Q ⊂ R n+1 will be always written in script letters throughout the article. L q,r (Q) is the Banach space consisting of all measurable functions on Q = Ω × (a, b) with a finite norm
where q ≥ 1 and r ≥ 1. L q,q (Q) will be denoted by L q (Q). By C µ,µ/2 (Q) we denote the set of all bounded measurable functions u on Q for which |u| µ,µ/2;Q is finite, where we define the parabolic Hölder norm as follows:
with a compact support in Q (resp.Q). We write
. . , n) and u t = ∂u/∂t. We also write Du = D x u for the vector (D 1 u, . . . , D n u). We write Q(t 0 ) for the set of all points (x, t 0 ) in Q and I(Q) for the set of all t such that Q(t) is nonempty. We denote
and by W 
. In the case when Q has a finite height (i.e., Q ⊂ R n × (−T, T) for some T < ∞), we define V 2 (Q) as the Banach space consisting of all elements of W (Q) in the norm of V 2 (Q). When Q has an infinite height, we say that u ∈ V 2 (Q) (resp. V
2.3. Robin boundary value problem. We use the notation B(X, Y) for bounded linear operators between two Banach spaces X and Y. We let
and assume that ess sup
The following is then an immediate consequence of (2.2), (2.3), and (2.4):
We say that u is a weak solution of
m that vanishes for t = a and t = b. Similarly, we say that u is a weak solution of
m that vanishes for t = a and t = b. For a −∞, we say that u is a weak solution of the problem
Similarly, we say that u is a weak solution of the (backward) problem
, is a Green's function for Robin problem (RP) if it satisfies the following properties.
where
m , the function u given by
is a weak solution of (RP*).
We note that part c) of the above definition gives uniqueness of Robin Green's function.
2.5. Basic assumptions. We make the following assumptions (H1) and (H2) to construct the Robin Green's function in Q = Ω × (−∞, ∞).
H1.
We assume that Ω is an extension domain for H 1 function so that (2.1) holds for some constant E 0 . We assume that Θ satisfies (2.3), (2.4) and there exist constantsλ ∈ (0, λ) and ϑ 0 > 0 such that for all u ∈ H 1 (Ω) m , we have
, where X ∈ Q and 0 < R < dist(X, ∂ p Q), then we have
The following assumption (H3) is used to obtain global Gaussian estimates for the Robin Green's function. We point out that the integral appearing in (H3) is different from those in the condition (A3) of [11] and the condition (LB) of [10] .
H3. For any
Also, there exist constants
then for a.e. x ∈ Ω, we have
then · Θ;Ω defined by
gives an equivalent norm in
is an equivalent inner product on
m ) has the following properties:
Then, one can obtain (2.10) by a usual contradiction argument based on RellichKondrachov compactness theorem (cf. proof of Lemma 2.2).
Remark 2.3. Suppose Θ = Θ (1) + Θ (2) , where Θ iii) The coefficients of L belong to VMO x (see [9, Lemma 2.3]); we say that f belongs to VMO x if lim ρ→0 ω ρ ( f ) = 0, where
Remark 2.5. Note that (2.9) in (H3) requires that Θ(t) ≥ 0 for a.e. t ∈ R; i.e., for a.e. t ∈ R, we have Θ(t)u, u ≥ 0 for all u ∈ H 1 (Ω). It should be clear that (2.9) is satisfied if Θ is defined by
where θ is a (symmetric) nonnegative definite m × m matrix-valued function. Also, in (H3) we may take R 1 = 1 or R 1 = diam Ω (because we assume Ω is bounded), possibly at the cost of increasing the constant A 1 .
2.6. Auxiliary results. We recall that the following multiplicative inequality holds for any
If we assume (H1), then by (2.11), (2.1), and Remark 2.1, for any u ∈ H 1 (Ω) m and −∞ < t < ∞, we have
We note that by Remark 2.1, we have
14)
The membership of u in V 2 (Q) m implies that u(·, t) ∈ H 1 (Ω) m for a.e. t ∈ (a, b), and thus, we derive from (2.12) that
Therefore, by the definition (2.13), we obtain
We also recall that for any 17) where β = β(n, Ω, ∂Ω); see [26, pp. 77 -78] . Finally, we state some useful lemmas whose proofs will be given in Section 6.
Lemma 2.1. Assume (H1) and let
ψ 0 ∈ L 2 (Ω) m and f ∈ L 2,1 (Q) m , where Q = Ω × (a, b) and −∞ < a < b < ∞. Then, there exists a unique weak solution u in V 1,0 2 (Q) m of the problem (2.5). If f L 2(n+2)/(n+4) (Q) < ∞, then the weak solution u of the problem (2.5) satisfies an energy inequality | | |u| | | Θ;Q ≤ C f L 2(n+2)/(n+4) (Q) + ψ 0 L 2 (Ω) , (2.18)
where C depends only on n, m, λ and parameters in (H1). A similar statement is true for the problem (2.7).

Lemma 2.2. Let Ω be a Lipschitz domain and Q
Let Θ = M θ , the operator of multiplication with θ defined by
Suppose that there is δ > 0 such that for a.e. t, we have
Main theorems
Theorem 3.1. Assume the conditions (H1) and (H2). Let Q
is a unique weak solution in
where the constant C depend only on n, m, λ and parameters in (H1), (H2). Finally,
⊤ is Green's function for the adjoint problem (RP*).
Remark 3.1. It will be clear from the proof that for any Y ∈ Q and 0
Theorem 3.2. Assume the conditions (H1) -(H3). Then, for t > s, we have Gaussian bound for the Robin Green's function
where κ = κ(λ) > 0 and C = C(n, m, λ, A 1 ). 
, and θ is bounded.
Then, there exist C > 0 and r 0 > 0 such that if u is a weak solution of
we have for any x 0 ∈ Ω and 0 < R < min(
Analogous statement is true for the corresponding adjoint case.
The following corollaries are then immediate consequences of the above theorems, Lemma 2.2, and Remarks 2.4 and 2.5. 
m×m is such that θ is nonnegative definite and satisfies (2.20) . Then there exists a Green's function for (RP) and it satisfies the conclusions of Theorems 3.1 and 3.2.
Corollary 3.3. Let n = 2 and Ω be a Lipschitz domain and the coefficient of
m×m is such that θ is t-independent, nonnegative definite and satisfies (2.20) . Then there exists a Green's function for (RP) and it satisfies the conclusions of Theorems 3.1 and 3.2.
Elliptic Robin Green's function
Let us consider elliptic differential operator of the form
where A αβ (x) are m × m matrices whose elements a αβ i j (x) are bounded measurable functions satisfying (1.1), and its adjoint operator L * defined by
We consider Robin boundary value problem
we say that u is a weak solution of the problem (RP') if we have u ∈ H 1 (Ω) n and
It can be shown via standard elliptic theory that there exists a unique weak solution in H 1 (Ω) m of the problem (RP'). We say that an m×m matrix valued function G(x, y) is the Green's function for (RP') if it satisfies the following properties:
is the weak solution in
Note the property iii) gives the uniqueness of the Robin Green's function.
The following assumptions are parallel with the conditions (H1) -(H3). H1'. We assume that Ω is an extension domain for H 1 function so that (2.1) holds for some constant E 0 . We assume that Θ ∈ B(H 1/2 (∂Ω)
and there exist constantsλ ∈ (0, λ) and ϑ 0 > 0 such that
H2'. There exist constants µ 0 ∈ (0, 1], and A 0 > 0 such that if u is a weak solution of either Lu = 0 or L * u = 0 in B r = B r (x), where x ∈ Ω and 0 < r < dist(x, ∂Ω), then we have
then u is locally bounded and for a.e. x ∈Ω, we have
where R = min( √ T, R 1 ).
Remark 4.1. Similar to Remark 2.4, below are some examples of cases when the condition (H2') holds.
i) The scalar case (m = 1). ii) Two dimensional case (n = 2).
iii) The coefficients of L belong to VMO.
Theorem 4.1. Assume the conditions (H1') and (H2'). Then, there exists the Green's function G(x, y) for (RP'). It is continuous in
where G * (x, y) is the Green's function of the adjoint problem (4.2). If we further assume (H3'), then for any x, y ∈ Ω with x y, we have the following pointwise estimates:
where C depends only on n, m, λ, diam Ω and and parameters in (H1') and (H3').
The following lemma is parallel with Lemma 2.2 and the proof is similar.
Suppose that there is δ > 0 such that
The following corollaries are easy consequences of Theorem 4.1 combined with Lemma 4.1, Remark 4.1, and Theorem 3.3. (Ω × (a, b)) m of the problem (see Lemma 2.1)
Corollary 4.2. Let
Θ = M θ , where θ ∈ L ∞ (∂Ω) m×m
is nonnegative definite and satisfies (4.4). Assume that one of the following holds: (i) Ω is a Lipschitz domain and in
where e k is the k-th unit vector in R m . By setting v ǫ (x, t) = 0 for t < a and letting b → ∞, we assume that v ǫ is defined on the entire Q. Then, by (2.18), we have
Note that by (2.6), v ǫ satisfies for all t 1 the identity
by setting
By setting u(x, t) = 0 for t > b and letting a → −∞, we assume that u is defined on the entire Q. Then, we have
By utilizing (5.5), (2.14), and (H2), and proceeding as in [9, Section 3.2], we find that u is continuous in Q
(X 0 ) and satisfies (see [9, Eq.(3.15) ])
, then by (5.4) and (5.6), we obtain
Therefore, by duality, we get
(X 0 ). Then by repeating the proof of [9, Lemma 3.2], for any X, Y ∈ Q satisfying 0 < |X − Y| P < d Y /6, we have
Lemma 5.1. For any Y ∈ Q, 0 < R < d Y , and ǫ > 0, we have
Also, for any Y ∈ Q and ǫ > 0, we have
Furthermore, for any Y ∈ Q, 0 < R < d Y , and ǫ > 0, we have
Suppose ǫ < r/6 and denote
2) and carry out a formal calculation to get for all −∞ < t < ∞, the identity
The above computation is justified by means of a standard approximation technique involving Steklov average; see proof of Lemma 2.1. By using Cauchy's inequality, we then obtain
Then, we derive from (5.15) and (5.7) that
On the other hand, by (2.13), (2.14), and (5.1), we have be a sequence in
and u ∈ V 2 (Q) with | | |u| | | Q ≤ A such that u k j ⇀ u weakly in
Proof. See [9, Lemma A.1].
The above two lemmas contain all the ingredients for the construction of a function G(·, Y) such that for a sequence ǫ µ tending to zero, we have 
Θu, φ is a bounded linear functional on W (Ω × (a, b) ) m of the problem (5.3). By settingũ(x, t) = 0 for t > b and letting a → −∞, we may assume thatũ is defined on the entire Q. Then, similar to (5.4), we have 1
By the condition (H2), it follows thatũ is locally Hölder continuous in Q; see the remark we made in deriving (5.6). By writing f = ζ f + (1 − ζ) f and using (5.17), (5.18), and taking the limit µ → ∞, we then get
Therefore, we haveũ ≡ u and thus the property c) is verified. It is clear from the construction that G(x, t, y, s) ≡ 0 if t < s. By a similar argument as above, we obtain the Green's function G * (·, X) for the adjoint problem (RP*) that satisfies the natural counterparts of the properties of the Green's function for (RP). Note that the condition (H2) together with the estimates i), ii) listed in Remark 3.1 and its counterparts imply that G(·, Y) and G * (·, X) are locally Hölder continuous in Q \ {Y} and Q \ {X}, respectively. Using the continuity discussed above and proceeding similar to [9, Lemma 3.5], we find that
Moreover, similar to [9, Eqs. (3.44) and (3.45)], we have
which justifies why we call it the averaged Green's function, and (Ω × (s, ∞)) m of the problem (3.4). Let X = (x, t) ∈ Q with t > s be fixed. Then, similar to (5.
is the averaged Green's function for (RP*). The condition (H2) implies that u is continuous in Ω × (s, ∞), and thus we have
On the other hand, by (5.21) and the counterparts of (5.8), together with the dominated convergence theorem, we get
Then, the identity (3.3) follows from (5.20). Finally, we obtain (3.5) similar to (5.7) and get (3.6) from (3.5) and the condition (H2). (Ω × (s, T) ) m of the problem (x, t) . Then, by (3.3), we find
By usual approximation involving Steklov average (see the proof of Lemma 2.1), for a.e. 0 < t < s, we get
Therefore, by using (2.9) and Cauchy's inequality, we get
and thus, we obtain P
and use the condition (H3) to estimate
Thus, by using (5.22), we derive
, ∀x ∈ Ω.
We have thus obtained the following 
where k ≥ 0 to be chosen later, and let η be a smooth function in R n+1 satisfying
, we get for a.e. t ∈ (−T, 0) that
Then by using θ ≥ 0 and Cauchy's inequality, we get
and observe that
Then by (2.16) and (5.23), we obtain
where we have set K = C/k 4/(n+2) R 2 and σ = 2/(n + 2). Now, we choose
so that we have 
By applying the same argument to −u, we obtain (3.9).
Proof of Case (ii). Let 0 < R < min(
√ b − a, r 0 ) be arbitrary but fixed, where r 0 ≤ 16 is to be determined. For any Y ∈ Q − R/2 (X 0 ) ∩ Q and 0 < ρ < r ≤ R/16, we choose a function ζ such that
Then v = ζu becomes a weak solution of the problem
where we set
Let us denote
and let V(·, t) be a unique (up to a constant) weak solution of the Neumann problem
We assume that V is constructed in such a way that it is measurable in t. Then, by [17, Corollary 9.3] together with the embedding theorems of Sobolev and Besov spaces (see e.g., [8] ), we have the following estimate for DV(·, t)
where C = C(n, m, p, Ω), and thus, we get
Notice that if we set h α = D α V − F α , then v becomes a weak solution of the problem
Note that with Ψ and g as given in (5.24), the function c(t) in (5.25) satisfies c(a) = 0 and the identity 
where C depends only on n, m, λ, Q, p, q and A αβ . Hereafter in the proof, we shall use the following notation
and shall drop the reference to X or x if it is clear from the context. We recall the following version of localized Sobolev inequality: For 1 ≤ p < n, there exists C ′ = C ′ (n, p, Ω) such that for any u ∈ W 1,p (Ω r (x)) with x ∈ Ω and 0 < r < diam Ω, we have
By the properties of ζ, Hölder's inequality, and (5.30) with np/(n+p) and (ρ+r)/2 in place of p and s, we get from (5.24) that
Therefore, we get from (5.28) that (recall that r ≤ r 0 /16 ≤ 1)
. The proof of the following lemma will be given in Section 6.
Lemma 5.3. Let Ω be a Lipschitz domain and let u be a weak solution of
where θ ∈ L ∞ (S) m×m . Then, there exist constants q 0 > 2 and r 0 > 0 such that for any
32) where C > 0 is a constant depending only on n, m, λ, Ω and θ ∞ . Now, take r 0 > 0 and q = q 0 > 2 as given in Lemma 5.3. By replacing r 0 by min(r 0 , 8), we may assume that r 0 ≤ 8. We choose p > q such that
We fix k to be the smallest integer satisfying k ≥ n(1/2 − 1/p) and set
, where C ′′ p is as appears in (5.31).
Then, we apply (5.31) iteratively (set ρ = r i , r = r i+1 , and p = p i ) and to get
Notice that 1 < p k ≤ 2 < q. By using Hölder's inequality, we then obtain
Note that if we denote Y 0 = (y,ŝ) withŝ = min(s + r 2 , b), then we have
. Therefore, if we take ρ < r/2 in (5.33), then by Lemma 5.3 followed by Caccioppoli type inequality (cf. (5.15) -(5.16)), we have
where we again used that r ≤ r 0 /16 ≤ 1.
Lemma 5.4. Under the same hypothesis of Lemma 5.3, we have
where C > 0 is a constant depending only on n, m, λ, Ω and θ ∞ .
The proof of Lemma 5.4 will be given Section 6. By Lemma 5.4 combined with (5.34) and Hölder's inequality, we obtain
Now, we take r = R/16 in the above. Then, from the above inequality we conclude that for any
(X 0 ) and 0 < ρ < r/2 = R/32, we have
On the other hand, it is easy to see that for R/32 ≤ ρ ≤ R/2, we have
and thus, for any
(X 0 ) and 0 < ρ ≤ R/2, we have
By Campanato's characterization of Hölder continuity, we find from the above inequality that
Then, for any Y and Y
′ in U − R/2 (X 0 ), we have |u(Y)| ≤ |u(Y ′ )| + |u(Y) − u(Y ′ )| ≤ |u(Y ′ )| + CR µ H.
By taking average over Y
(X 0 ) in the above, we get
. Therefore, by combining the above two inequalities, we get
, where we used Young's inequality in the second inequality. By a standard iteration method (see [21, Lemma 5 .1]), we derive (3.9) from the above inequality. The proof is complete.
Proof of Case (iii).
The following lemma is an elliptic version of Lemma 5.3, the proof of which will be given in Section 6.
Lemma 5.5. Let Ω be a Lipschitz domain and let u be a weak solution of
where θ ∈ L ∞ (∂Ω) m×m and f ∈ L n (Ω). Then, there exist constants p 0 > 2 and r 0 > 0 such that for all x 0 ∈ Ω and 0 < r < r 0 , we have
where C > 0 is a constant depending only on m, n, λ, Ω, and θ ∞ .
Next lemma is a variant of [25, Lemma 4.2] and its proof is deferred to Section 6.
Lemma 5.6. Assume the condition (H1). Let Ω be a Lipschitz domain and θ ∈ L ∞ (S) m×m . If u is a weak solution of
then, the following estimates hold for all 0 < r < min(
Here, C is a constant depending only on m, n, λ, Ω, and θ ∞ .
Recall the notations (5.29). Below, we shall also use the notation
r (X)}. We see from Lemma 5.5 that there exist constants r 0 > 0 and p > 2 such that for any Y ∈ U − R/8 (X 0 ) with R ≤ r 0 and r < R/8, we have
Therefore, by using Lemma 5.6, we get
where we used that R ≤ r 0 . Then, we have
where µ = 1 − 2/p > 0. The above inequality corresponds to (5.34) in the proof of Case (ii). By repeating essentially the same argument as in the proof of Case (ii), we derive from the above inequality that
By a standard covering argument, we derive (3.9) from the above inequality. The proof is complete.
Proof of Theorem 4.1.
Throughout the proof, we set
We recall that (H2') implies (H2) in this setting; see [25, Theorem 3.3] . Also, it is clear that (H1') implies (H1). We set
where G(x, t, y, s) is the Green's function for (RP).
Lemma 5.7. For any x, y ∈ Ω with x y, we have
By a standard approximation involving Steklov average (see proof of Lemma 2.1), for a.e. t > 0, we get
The rest of proof is the same as that of [15, Lemma 3.12] .
We define the Green's function G(x, y) for (RP') by
We similarly define the Green's function G * (x, y) for adjoint Robin problem. Then, by (5.20) we find that (see [15, Eq. (3.21) 
where G * (x, t, y, s) is the Green's function for (RP*). We shall prove below that G(x, y) indeed enjoys the properties stated in Section 4. Denotẽ 
In the above, C is a constant depending only on n, m, λ, p, diam Ω, and parameters appearing in (H1') and (H2').
Proof. See [15, Lemma 3.23] .
We need to show that G(x, y) defined by the formula (5.42) satisfies the properties i) -iii) in Section 4. We begin with iii). Let u be defined by (4.1). Note that
is absolutely convergent by Lemma 5.8, and
By differential inequality (5.41) applied to v t , we get (c.f. [15, Eq. (3.43)])
and thus, for a.e. t > 0, we get (c.f. [15, Eq. (3.46 
We record that v also satisfies for a.e. t > 0 the identity
By using (5.44), we obtain from (5.45) that
Therefore, by (2.8) and Cauchy's inequality, for a.e. t > 0, we have
Then, there is a sequence t m → ∞ such that v(·, t m ) ⇀ũ weakly in H 1 (Ω) m for somẽ u ∈ H 1 (Ω) m . By (5.43), we must have u =ũ. Then, by using (5.44) and taking limit in (5.46), we see that u is a weak solution of the problem (4.2). We have thus verified the property iii). By repeating essentially the same proof of [15, Theorem 2.12], we find that G(x, y) satisfies the properties i) and ii) as well. Now, suppose (H3') also holds. In the rest of the proof, we shall denote
It is clear that (H3') implies (H3) and thus, by (3.7) , for X = (x, t) ∈ Q := Ω× (−∞, ∞) satisfying |t| ≤ R 2 , we have
By using (5.15) and (H3'), we get similar to (5.8) that
Similar to [15, Eq. (3.59)], for 0 < r ≤ R and t ≥ 2r 2 , we have
By (5.42) we have
|K(x, y, t)| dt =:
It then follows from (5.47) and (5.48) that
Combining all together we get that if 0 < |x − y| ≤ r, then
The theorem is proved.
Proofs of technical lemmas
6.1. Proof of Lemma 2.1.
be an orthogonal basis for H 1 (Ω) m that is normalized so that
By standard Galerkin's method, we construct an approximate solution u N (x, t) of the form
where c N k
Therefore, one can easily verify that for any a ≤ t 1 < t 2 ≤ b, we have
and thus, by [26, Lemma 2.1, p.139] and (2.14) we have the uniform estimate 
m that is equal to zero for t = T. Here, we set
Letũ be an even extension of u and letF α ,Θ, andf , respectively, be odd extensions of F α , Θ, and f ontoQ = Ω × (−∞, ∞) similar to [26, Eq. (4.9), p. 157] so that we have the identity
for any φ ∈ W 1,1 2 (Q) m that is equal to zero for |t| ≥ T. We note that the identity (6.1) corresponds to [26, Eq. (4.10), p. 157] and we derive from (6.1) the following identity that corresponds to [26, Eq. (4.12) , p. 157]:
where v, G α and g are given element of spaces
m , respectively, that are equal to zero for |t| ≥ T, while Φ is an arbitrary element of W
1,1 2 (Q)
m . As a matter of fact, we have
where ω is a smooth function that is equal to 1 for |t| ≤ T − δ, for some positive number δ, and to zero for |t| ≥ T. Similar to [26, Eq. (4.17) , p. 159], we get
where we used the notation u h (x, t) = t+h t u(x, τ) dτ. Note that we have
uniformly for all t 1 , t 2 and h. Since v ∈ V 2 (Q) m and vanishes for |t| ≥ T, the last term in the above inequality tends to zero as h 1 and h 2 tends to zero. Therefore, arguing similar to the proof of [26, Lemma 4.1, p. 158], we find that u ∈ V m is a simple consequence of (2.18) and (2.14). The assumptions on Θ in (H1) implies that for a.e. t ∈ (−∞, ∞), we have (see [34, Chapter V, §5]) 
Note that by Fubini's theorem and (6.3), we have
where χ h (t) = h −1 (1 − |x/h|) + . Therefore, by setting v(x, t) = 1 (0,t 1 ) (t)u(x, t), we have
Similar to (6.2), we have
as h tends to zero. Therefore, from (6.4), we obtain
By using (2.15) and Cauchy's inequality, we get (2.18) from the above identity. 
To see (6.5) , it is enough to show that for a.e. t ∈ (−∞, ∞), we have
Indeed, for any u ∈ H 1 (Ω) m satisfying Du L 2 (Ω) = 1, we write
Note that there exists a constant β = β(n, p, Ω) such that
where p is as in (2.19) and we used ∂Ω v = 0. Then by (2.20) and (6.6), we have
Therefore, we get the inequality (6.5) with
Next, we claim that for any ǫ > 0, there exists C ǫ > 0 such that
Note that once we establish (6.8), then by (6.5) we would have
for some C ′ ǫ > 0 and the lemma follows by (6.7) or nonnegative definiteness of θ. Finally, we prove (6.8) by a usual contradiction argument. If the stated estimate were false, for each positive integer k, there would exist a function
where we used (6.5). Therefore, we would have
Then by Rellich-Kondrachov compactness theorem, there exists u ∈ L 2 (Ω) m such that (by passing to a subsequence)
Then, by combining (6.9) and (6.10), we conclude that u is constant and 
where ǫ ∈ (0, 1), a > 1, B > 1, and ψ ρ (X) is a nonnegative function defined for all X ∈ Q and ρ > 0 such that sup ρ ψ ρ (X) < ∞ for a.e. X ∈ Q and ess sup
Then there exist constants p 0 > p and c
The constants p 0 and c 0 depend on p, n, B, a, and δ. In addition, c 0 depends on dist(Q ′ , ∂Q).
One can reformulate Theorem 6.1 with the cube Q replaced by a cube
Indeed, by scaling, one can see that if inequality (6.11) holds for all X ∈ P r (X 0 ) and R ≤ 1 a min{rR 0 , δ(X, ∂P r )}, then we have
Recall the notations (5.29). Hereafter in the proof, we also use the notation
Let u be a weak solution of (3.8). We claim that for any ǫ ∈ (0, 1), there exist r 0 > 0 and C > 0 such that for all X = (x, t) ∈ Ω × (−T, 0] and 0 < ρ < min( √ t + T, r 0 ), we have
where q = 2n/(n + 2) if n ≥ 3 and 1 < q < 3/2 if n = 2. Take the claim for now. For x 0 ∈ Ω, writeX 0 = (x 0 , 0) and consider P r = P r (X 0 ), where r < min( √ T, r 0 ) is fixed. We define
and extend it by zero on P r \ Q. Also, for any X ∈ R n+1 and ρ > 0, we define
It should be understood that
, and thus we have
and since U 4ρ (Y) ⊂ U 5ρ (X), we also have
Therefore, for all X ∈ P r and ρ < 1 5 min(δ(X, ∂P r ), r) satisfying U ρ (X) ∅, we get from (6.13)
On the other hand, if U ρ (X) = ∅, then we have
By (6.14) and (6.15), we get for any X ∈ P r and ρ < 1 5 min(δ(X, ∂P r ), r) that
for some ǫ ∈ (0, 1). On the other hand, note that
and thus, we have
.
Then, we take a = 5, R 0 = 1 and apply the scaled version of Theorem 6.1 to get via (6.12) that
, where p 0 > 2/q. Therefore, by setting q 0 = p 0 q > 2 and using a usual covering argument, we obtain (5.32).
It only remains to establish (6.13). Hereafter, we shall denote
and also a function
By testing with η(x, t) = ζ 2 (x)τ 2 (t) {u(x, t) −ũ r (t)} in (3.8) and using that
we obtain for a.e. s ∈ (−T, t 0 ) that
Therefore, by Cauchy's inequality, we have ess sup
We recall the embedding inequality (2.17). For any ǫ ∈ (0, 1), we have
(6.17)
In the above and below, C ǫ denotes a constant that depends on ǫ. Therefore, by combining (6.16) and (6.17), we get ess sup
Let p = 2 if n ≥ 3 and p ∈ (6/5, 2) if n = 2, and set
Note that q = 2n/(n + 2) if n ≥ 3 and 1 < q < 3/2 if n = 2. By Hölder's inequality together with properties of ζ and τ, we get
On the other hand, by trace Sobolev inequality, we get
Therefore, we get from the above two inequalities that
Proof. By Hölder's inequality, (6.18) , and a variant of Poincaré inequality, we get
Also, by Hölder's inequality, (5.30) , and a variant of Poincaré inequality, we have
. By combining the above two estimates and using Young's inequality, we get
, where we used that 1/p = 1 + 1/n − 1/q. Therefore, by (6.19), we find that for any ǫ ∈ (0, 1), there exists r 1 such that for all 0 < r < r 1 , we have
Note that by the properties of ζ, we have
Therefore, we get (6.20) from (6.21) and the above inequality.
By replacing r by r/κ, we derive the following inequality from (6.18) -(6.20):
Next, note that The proof is complete.
6.5. Proof of Lemma 5.5. Let u be a weak solution of (5.35). We shall show that for any δ ∈ (0, 1), there exist constants C > 0, and r 0 > 0 such that for any x 0 ∈ Ω and 0 < r < r 0 , we have Now, we take p = 2 if n ≥ 3 and p ∈ (1, 2) if n = 2 and set p * = np/(n − p) and q = p * /(p * − 1).
Note that q = 2n/(n + 2) if n ≥ 3 and 1 < q < 2 if n = 2. By using Hölder's inequality and a variant of Poincaré's inequality, we have
and thus, by Cauchy's inequality, we get for any ǫ ∈ (0, 1) that which clearly implies (6.27).
6.6. Proof of Lemma 5.6. Without loss of generality, we assume that a = −T and b = 0 so that Q = Ω × (−T, 0) and S = ∂Ω × (−T, 0). The proof is an adaptation of that of [25, Lemma 4.2] . First, note that (5.38) follows from the energy inequality since we assume the condition (H1). To prove the rest, we claim that u t satisfies u t L 2 (Ω×(−r 2 ,0)) ≤ C(R − r) −1 Du L 2 (Ω×(−R 2 ,0)) + u L 2 (Ω×(−R 2 ,0)) (6.32) for all 0 < r < R < min( √ T, diam Ω). Take the above inequality for now. By t-independence of the operator, we find that u t is also a weak solution of (5.37 
By the above inequality and Cauchy's inequality, we have
. ( where we used that ρ − r ≤ diam Ω. Then by using an iteration method (see [20, Lemma 3.1, p. 161]), we obtain (6.32) from the above inequality.
