However even the latest generation of sensors at the time of this writing have a small degree of error, with reported mean absolute relative difference (MARD) of 9% for the latest Dexcom G5/G4 with 505 algorithm, 6 10% for the Medtronic Guardian Sensor 3, 7 and up to 13% for the Dexcom G4 prior to the 505 upgrade. 6 CGM systems measure glucose in the interstitial fluid. Therefore, the time required for glucose to diffuse into the interstitial space 8 results in a time lag between CGM and true blood glucose (BG) readings. As artificial pancreas (AP) technology relies on CGM for adjusting doses of insulin as frequently as every 5 minutes, 9 dynamic accuracy of the CGM is paramount to the performance of an AP controller and entailing features, for example, fault detection. 2 Therefore, there is a distinct need to ensure the ability of CGM to provide precise and accurate BG measurements in an effort to enhance the quality of diabetes care.
Several methods aiming to improve glucose sensor accuracy have been reported in the literature, with some performed using batch data analysis offline, while others performed analysis point-to-point that could potentially be used in real-time. In Guerra et al, 10 to account for the interstitial to blood glucose dynamics, deconvolution of the raw sensor signal is performed and a continuous BG profile is obtained that is instead used for calibration. The estimation of the calibration parameters of this method was enhanced by using a Bayesian framework that incorporates a priori statistical knowledge of the parameters. 11 A retrofitting algorithm was developed to retrospectively improve CGM accuracy originally tested on Dexcom Seven Plus 12 and then on Dexcom G5 data. 13 Barceló-Rico et al 14 proposed an adaptive method to compute on-line data normalization parameters of a dynamic calibration model that consists of a set of local models. Other approaches using dynamic calibration models have also been considered. [15] [16] [17] However, these methods do not capture the essential cyclic nature of CGM use in people with T1DM. That is, current CGM sensors are replaced after several days (5) (6) (7) 6,18 or 14 days 19 ) of continuous use. This continuous usage provides rich, personalized, time-paired data of raw sensor signal values and SMBG measurements prior to new sensor operation. As a result, continuous CGM wear can be considered within an updating framework to successively improve the accuracy of the CGM over time. 20 Such algorithms have been previously used for adaptation of diabetes care regimens to individuals through modification of critical clinical parameters, such as insulin basal rate 21 or insulin-to-carbohydrate ratios. 22, 23 In addition, AP systems have also been employed within an adaptive framework. 24, 25 We hypothesized that errors in CGM accuracy could be minimized by exploiting the observed bias of sensor readings in individual patients, as some individuals with T1DM report consistent patterns of error at given times (for example, CGM frequently reporting lower values than their BG meter when glucose is in the lower range). To attempt to account for this trend, we designed and evaluated a novel week-to-week updating calibration strategy to improve sensor accuracy after each week of successive CGM use in individuals with T1DM, personalized to the sensor pattern observed in each individual. Subsequently, we evaluated the calibration scheme on a new cohort of subjects to show generalizability.
Methods
The proposed calibration strategy consists of a calibration model, an online calibration mechanism and an updating feature. The strategy was refined by evaluating 6 weeks of Dexcom G4 Platinum CGM data collected by 10 adults with T1DM (over 10 000 hours of CGM use), with seven SMBG data points measured per day by each subject in an unsupervised outpatient setting. The calibration mechanism periodically estimates the calibration model parameters to fit SMBG measurements taken approximately every 12 hours. After evaluating each week of data, an optimization problem that minimizes the sum of squared residuals between reference and predicted blood glucose values of the past weeks is solved remotely to identify personalized calibration parameters. The calibration model is then updated with the newly identified parameters for the following week of CGM use ( Figure 1 ). In the following sections, we present the details of the proposed framework.
Calibration Model
A linear calibration model that is widely considered in the literature 4, 16 is used to translate raw sensor signal to glucose predictions. A linear drift of the sensor signal is considered to approximate the change of sensor sensitivity over time. 4, 11 R my c t b
We choose the independent variable y BG to be the reference blood glucose as suggested in Panteleon et al, 26 R is the raw sensor signal, ∆t the time from sensor insertion in days, m the calibration curve slope, b the calibration curve intercept and c the sensitivity coefficient. The model parameters m b , and c have to be estimated using time paired reference glucose data and the corresponding raw sensor signal data. The produced raw sensor signal is proportional to glucose concentration in the interstitial fluid and the reference BG is measured in the capillary. The different glucose dynamics as well as the time lag of glucose between the two compartments -interstitial and capillary -should be considered. 3 Therefore, it is commonly instructed that calibration should be performed when glucose is not changing at a significant rate (>2 mg/dL/min), 6 for example, before a meal, to approximate that the two compartments are in equilibrium and the difference in glucose concentrations is minimal.
Calibration Mechanism: Recursive Least Squares Parameter Estimation
The sensor takes measurements at discrete times with constant sampling intervals τ = 5 min. 
where This problem can be solved using recursive least squares with forgetting factor, such that θ is obtained from:
Here, the weighting factor λ ∈( ] 0 1 , is used to weight the most recent BG measurements more heavily. A recursive solution of equation 3 can be obtained as:
where matrix P is referred to as the covariance matrix. Details on the algorithm derivation can be widely found in the literature. 27 At every new calibration point, the estimates on parameters θ are updated using equation 5a, based on the difference between the real blood glucose value and the predicted glucose value. The optimal set of calibration parameters θ t − ( ) excluded from calibration. In addition, during standard CGM use, two consecutive reference BG values, taken after two hours from insertion, are required to initialize the sensor session based on the internal calibration algorithm. We initialize our calibration algorithm using the second BG value.
Week-to-Week Update
Herein, we introduce an updating framework that utilizes each subject's past calibration data points to identify personalized calibration parameters that initialize the calibration process of the following week. Thus, starting from population values, as explained in the Initialization section below, every week the calibration process is initialized using the newly identified calibration parameters. It is important to note that the weekly updating computations can be performed remotely and therefore no additional resources are required for commercial devices. At the end of every week of continuous use, the following cost function is minimized:
Where
, , , denote the number of weeks. The vector Y w BG contains past weekly calibration data until the . ≤ ≤ µ , and controls the trade-off between current and previous data points. In more detail, the current week is denoted with w = 1 , the previous week with w = 2 and so forth. This indicates that calibration data of the current week is emphasized more compared to calibration data from previous weeks.
The solution of equation 6 gives the set of parameters θ w that initializes the calibration process for the following week.
The weekly updating feature is applied and evaluated for three windowing schemes ( Figure 3 ). Scheme 1: In the first scheme the entire history of the calibration data is used for every subject. Scheme 2: In the second scheme a moving window of the past 3 weeks of calibration data is used for every subject. Scheme 3: The third scheme is a special case of scheme 2 with one-week horizon.
The idea of using past weekly calibration data to identify individualized calibration parameter sets over time, is based on the assumption that there is an individual consistent pattern of body response to a foreign object. Indeed, it is anticipated that different body reactions can take place after sensor insertion depending on the insertion procedure itself, the insertion site, the chemistry of the biomaterial surface and the transient provisional matrix that forms around it, 28 any of which could have an effect on the calibration procedure. As summarized in Anderson et al, 29 there are two distinct characteristics that can influence the host response interaction. The first is the material variables, such as composition, surface chemical composition, porosity, and so on of the biomaterial and the second is the generic host response to biomaterials such as protein absorption, macrophages activation and foreign body giant cell production. We assume that since the commercial sensors come in a box of four and all sensors used were from the same factory batch (same lot numbers), the first source of variability of the interactions is minimized and therefore, we focus only on characterizing patient-specific response to the sensor, as reflected through individualized calibration parameters. For the case when sensors from different factory batches are used, the algorithm will gradually adapt to the new calibration settings over time when more weekly sets of data are collected.
Initialization
For the calibration algorithm initialization, two variables need to be specified, the initial values of the parameters θ 0 and an initial choice of the covariance matrix P 0 . To obtain Figure 3 . Updating schemes. The blue filled circles denote the end of each week and the implementation of the weekly updating algorithm. The arrows show the history of data used in each scheme. Week 1, in all cases, is not considered in the process, and it is only used to obtain an initial estimate of the parameters.
an initial estimate of the range of the parameter values, equation 6 was solved for all subjects and for week 1, using all available data points. The average of the parameter sets obtained for each subject was used to initialize the algorithm at week 2. Week 1 can be considered as a pre-processing week and not part of the weekly updating procedure. The following weeks, the calibration process was initialized with the parameters θ w obtained from equation 6 using only past calibration data (Figure 3) . The initial covariance matrix of the parameter estimates indicates the level of uncertainty on the initial parameters. With the assumption that we have confidence in the initial estimate of the parameter set that was obtained as the solution of equation 6, the covariance matrix
is a diagonal matrix with diagonal elements chosen to be δ ⋅θ w for every week. The values of the design parameters δ, λ and μ are specified in a following section.
Performance Evaluation Metrics
The following outcome metrics were used for evaluation: where n is the number of data pairs. Mean absolute relative difference (MARD) is a commonly considered metric to assess sensor accuracy. 30 However, the objective of this study was to learn the personalized calibration parameters of each subject using SMBG data usually collected in everyday life. Therefore, the SMBG dataset collected is not appropriate to compute meaningful MARD values since it is small, and it consists of infrequent SMBG measurements obtained under unsupervised setting. Hence, we decided to exclude MARD for performance assessment since it could result in misleading conclusions when compared to the usual ranges commonly reported in the literature.
Data Sets
We use two sets of data consisting of 6 weeks and 10 subjects. We refer to set 1 as the training set and to set 2 as the validation set, since the first set is used to develop the proposed mechanism, and the second set as a completely novel and independent set that we use to evaluate the performance of the proposed mechanism. However, there is a second level of data differentiation. We divide the SMBG data in both sets to data labeled as "calibration data points" and to "test-set data points." We use the calibration data to apply the algorithm (recursive least square and weekly updating feature) and the test-set data is used exclusively for performance evaluation. The SMBG data obtained in both datasets was labeled as either calibration data or SMBG data; therefore, the distinction between data points was inherent in the dataset and not performed by us.
Training Data Set
To evaluate the proposed method, 10 subjects with T1DM collected 6 weeks of CGM data per subject, with instructions to check at least seven fingerstick glucose measurements per day. Demographics from this first clinical cohort who completed the protocol are presented in Table 1 . The data set collected by this cohort was treated as the training set to finalize the design details of the proposed method.
First, we evaluated the performance of the proposed calibration process. We refer to this calibration process as static since no week-to-week updating of the parameters is performed yet. We consider the static calibration as an intermediate to compare the proposed updating scheme to the default calibration. Since the details of the default calibration are proprietary and, hence, not available, the weekly updating scheme cannot be directly applied to the CGM internal calibration algorithm. The static calibration is initialized for all subjects and all weeks with the average parameter set obtained from week 1, as described in the Initialization section. Therefore, week 1 for all subjects is not included in the analysis. Furthermore, for a fair comparison of the proposed algorithm with the original CGM, test BG points that correspond to default CGM values that are outside the displayed range of 40 to 400 mg/dL are excluded from the performance evaluation analysis. Finally, if 80% of the available test-data for a particular week is missing, this week is not considered in the evaluation process, to prevent introduction of bias in the computed performance metrics. Hence, 16 of the total 60 weeks were not included in the analysis and a total of 1531 SMBG samples over all subjects and all weeks were used for evaluation. The performance metrics were computed for all data points in every week and for every subject and a weekly median interquartile range (IQR) over all subjects is reported.
Validation Data Set
To test the generalizability of the algorithm, a second cohort of subjects with T1DM collected 6 weeks of CGM data per subject, with instructions to check at least 7 fingerstick glucose measurements per day. Demographic characteristics of the 10 subjects who completed this second data collection protocol are shown in Table 2 .
Similarly to the evaluation process considered for the training set cohort, data labeled as calibration are excluded from the performance analysis and only test-set data points are included.
Selection of Design Parameters
The design parameters that need to be specified are the forgetting factors λ (equation 4) and μ (equation 6) and the parameter δ of the covariance matrix P 0 (equation 5c). To determine parameters λ and δ, we consider that their values vary in the following ranges: λ = … … { } 0 1 0 2 0 3 0 9 0 92 0 94 0 99 . , . , . , , . , . , . , , . and δ = { } 0 0001 0 001 1000 . , . ,.. . For each combination of the parameters, the static calibration for the training set is solved and the median of root mean square error (RMSE) for all 10 subjects and each week and the median of all 5 weeks is calculated to obtain an insight of the weekly performance. The values of the parameters λ and δ that minimize the median of the performance metric RMSE are selected. The resulting contour plot is illustrated in Figure 4 . The optimal values for λ and δ that result in the minimal value of median RMSE are 0.9 and 0.01 respectively. Similarly, the parameter μ is obtained after solving the calibration with the updating feature for μ varying within 0 9 0 91 0 94 0 99 . , . , . , , .
… { } and parameters λ and δ being fixed to their optimal values. The value of μ that minimizes the mean of RMSE for the entire training set is 0.95. Minimization of the mean of RMSE was selected to obtain μ instead of the median to investigate the averaged performance of the entire training set.
Results

Evaluation of the Proposed Method
The performance metrics calculated for the training set are presented in Table 3 . We can observe that the proposed calibration performs similarly to the default CGM calibration and the difference in the reported values is not statistically significant (P value > .05). The median RMSE compared to the default calibration is decreased for all weeks except week 2. Indeed, the maximum decrease in median RMSE is 8.10 mg/dL in week 6. This improvement is consistent with the reported %RSS, that for week 6 the median sum of squared residuals of all subjects is decreased by 8.05%. However, for weeks 2 to 5 the median value of %RSS is negative, indicating that the sum of squared residuals is greater for the static calibration compared to the default calibration. The two performance metrics do not show a consistent pattern of accuracy improvement for all weekly sets of data. Nevertheless, the focus of this article is to evaluate the augmentation of the internal calibration algorithm with the weekly updating feature. Since the details of the calibration mechanism employed by commercial CGM are unknown, the proposed calibration algorithm can be considered as an acceptable alternative to default calibration that can be used for the evaluation of the week-to-week updating schemes. The performance of the static calibration is presented in Figure 5 and compared to the default CGM for an exemplar subject. For this particular subject the %RSS is computed to be -8.6%. The performance of the calibration algorithm augmented with the three weekly updating schemes is compared to the static calibration, and presented in Figure 6 . As depicted from the figure, the reduction in sum of square residuals for all schemes is apparent even after one week of implementation, with %RSS ranging from 4.63% to 5.45%. Scheme 1 that uses all past calibration data shows a continuous reduction of %RSS that is maintained across the continuous weeks of use between 0.65 and 5.45%. Scheme 2 does not show the same improvement in %RSS as scheme 1 at week 6, with %RSS being -0.99% compared to 0.65% for scheme 1. This leads to the conclusion that using a window of four consecutive weeks of data (weeks 2, 3, 4, and 5) gives better parameter estimates than when using 3 weeks of data. However, to strengthen this conclusion further studies using more weeks of data are required to determine the optimal window length. Typically, a window of 4 weeks of consecutive CGM use will consist of a well distributed SMBG dataset.
The effect of the quality of the dataset on the parameter estimates is more pronounced for scheme 3 as demonstrated in Figure 6 . Although, an initial reduction of 4.63% in %RSS is observed for the first week of implementation, the following weeks the improvement is not consistent and further iteration of the algorithm actually decreased the sensor performance, as for example in week 5 that static calibration outperformed scheme 3 for 50% of the subjects. The median RMSE at week 6 for calibration with scheme 1 is reduced to 29.87 mg/dL compared to scheme 2 with RMSE 30.38 mg/ dL and scheme 3 with median RMSE 32.72 mg/dL. While MAD for the same week is reduced from 25.62 mg/dL for scheme 3 to 23.99 mg/dL for scheme 2 and to 23.57 mg/dL for scheme 1.
From Figure 6 , we can conclude that scheme 1 presents a consistent reduction in the sum of square residuals for all evaluated weeks. In the rest of the article, we will only consider scheme 1 as the weekly updating scheme. It should be emphasized that scheme 1 is chosen for the particular data set. When more weeks of continuous CGM use are considered, instead of using all-prior data, a moving window with an optimally defined length should be used. In this way, the effect of long-term or seasonal changes in the physiology that could reduce the algorithm's learning ability is restricted. Figure 7 presents a boxplot representation of the distribution of RMSE computed on the test-set for separate segments of the week for the default CGM, the static calibration and the weekly-updating calibration with scheme 1. The RMSE distributions are calculated for all subjects and all weeks (except week 1). As demonstrated in the figure, for days 1-3 , the weekly-updating feature (median RMSE = 36.98 mg/dL) improves the accuracy of the sensor when compared to the default calibration (median RMSE = 43.37 mg/dL, P value = .34) but not for the static calibration (median RMSE = 36.10 mg/dL, P value = .88). In days 2-4 and 3-5, the weeklyupdating calibration augmented with scheme 1 demonstrates a decrease in median RMSE compared to the default CGM, by approximately 1.4 mg/dL and 2.7 mg/dL respectively. However, for these segments of the week the RMSE distributions of static and weekly-updating calibration are similar. The same profile is observed for days 4-6 and 5-7, where the weekly updating calibration presents a slight improvement over the static calibration, with the median RMSE being reduced by 2.5 and 0.3 mg/dL respectively.
Validation of the Proposed Method
In this dataset, it was noticed that for some subjects there had been a sensor failure before the end of a week and therefore the sensor had to be replaced. For these cases, the parameter w in equation 6 was not updated and the BG data points for the particular segment of the week had the same weight as the previous week's data points. For a fair comparison of the alternative calibration mechanisms for all subjects, these segments of the week are excluded and only full weeks are considered in the comparison study. Figure 8 presents the boxplot representation of the RMSE distribution over all subjects and all weeks computed for the test-set data pairs for separate segments of the weeks. We can deduct that over all weeks and all subjects days 1-3 after sensor insertion demonstrate a slight increased median RMSE for scheme 1 calibration (27.40 mg/dL) compared to static calibration (26.70 mg/dL, P value = .34). On the contrary, in days 2-4 and 3-5 RMSE presents similar distributions for the static and the weekly updating calibration. However, for days 4-6 after sensor insertion, the median RMSE of calibration with scheme 1 is 23.99 mg/dL compared to 25.43 mg/dL (P value = .88) for static calibration, while for days 5-7, the median RMSE is reduced to 23.57 mg/dL from 23.94 mg/dL (P value = .88) with static calibration.
In conclusion, Figure 9 shows the comparison of RMSE distribution between default CGM, static calibration and calibration with scheme 1 for each week. It can be seen that after week 2 there is a consistent improvement in RMSE for the weekly updating calibration compared to the static calibration. In more detail, the median RMSE of the weakly updating feature for all subjects decreases by 1.89 mg/dL for week 3, by 1.15 mg/dL for week 4, while weeks 5 and 6 present a reduction of 0.49 and 0.52 mg/dL, respectively. It should also be noted that the results are comparable to the default CGM, except for week 5, since the proposed method based on the available data could not capture the sensor performance. Nonetheless, this analysis indicates that the updating of the calibration parameters can improve the accuracy of the CGM over consecutive weeks of use.
Discussion
Improving the accuracy of CGM is very important for diabetes care in general, as well as for the performance of artificial pancreas technology that may rely exclusively on the CGM for insulin dosing.
Our design aims to improve the accuracy of current CGM sensors by leveraging information that is collected progressively over consecutive CGM use. Unlike studies on sensor accuracy reported in the literature where data sets are collected under supervised settings and at frequent time points, 11, 12, 31 the design of this particular study was not intended to evaluate the sensor accuracy. Therefore, the data points collected and used by the proposed algorithm are available during standard CGM use; that is, SMBG calibration points required by the users for satisfactory sensor operation. This, however, can lead to high variability in the number and quality of calibration points collected by the users. Since there are usually few calibration data points per week, it is important to evaluate the distribution of available SMBG data that will be used for parameter estimation; obtaining parameter estimates based on sampling data that is biased for example toward hyperglycemia will not provide reliable parameter values to initialize the calibration process of the following week. Therefore, the sampling scheme selected, is not only a function of the number of consecutive weeks but also a function of the level of adequate data representation. Hence, datasets with varying window lengths can be chosen based on the variance of the calibration data obtained at each consecutive week. A longer study is thus required to evaluate the efficacy of the proposed method. Another factor that could have restricted the effect of the updating feature on the performance of the CGM is the calibration mechanism itself. The sensor calibration method performed by commercial CGM is proprietary, and therefore completely unknown. This implies that the selected calibration model and/or calibration mechanism may differ significantly from the underlying in the default CGM. Even though the static calibration demonstrated similar performance to the default CGM, the updating feature did not perform significantly better than the static calibration. However, we strongly believe that using past data to identify individual calibration parameters will improve the sensor accuracy over time. Therefore, if the proposed method is applied and further tailored to the specifics of the default calibration method then we can investigate directly its impact on the sensor accuracy without being constrained by errors occurring due to the intermediate step of static calibration.
Conclusions
Accurate CGM performance is of paramount importance for people with T1DM to achieve better glycemic control. The proposed algorithm uses weekly sets of calibration data to identify individual sensor calibration parameters to ultimately improve sensor accuracy over time. Although the results presented in this work do not show statistically significant improvement, the use of information of past calibration data collected on a weekly basis to estimate the calibration model parameters showed a positive trend toward reducing the weekly RMSE when compared to a static calibration algorithm. Using data points that are collected in an outpatient setting entails the challenge of biased and infrequent sampling that can restrict the performance of the developed algorithms. A dataset comprising of longer duration of continuous CGM use and respective SMBG points is necessary to identify the benefits of using updating features to improve CGM performance over time.
Abbreviations
AP, artificial pancreas; BG, blood glucose; CGM, continuous glucose monitoring; IQR, interquartile range; MARD, mean absolute relative difference; RMSE, root mean square error; MAD, mean absolute difference; SMBG, self-monitoring blood glucose; T1DM, type 1 diabetes mellitus.
