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ABSTRACT 
The discovery of a compact closed-form solution by Rollins et al. (2002) to 
Hammerstein systems has led to the ability to quantitatively compare competing 
experimental designs. This quantity measures the information content in a design 
and is based on the D-optimality criterion (Bates and Watts, 1988 and Atkinson and 
Donev, 1992). It is called efficiency in the statistical literature. 
This work presents the comparison between statistical design of experiments 
(SDOE) and pseudo-random sequence designs (PRSD) when they are used to 
estimates the model parameters for single input-single output (SISO) and multiple 
input-multiple output (MIMO) system with first order dynamics. This efficiency 
(ratio) quantifies the superiority of SDOE over the commonly used PRSD when 
modeling nonlinear dynamic processes. The ability of SDOE to control for 
confounding of input effects and the times of input changes are reflected in its 
higher efficiency. Also, this quantity provides for the comparison of different 
characteristics in similar designs. Two of these characteristics are the total 
experimental time length and the frequency of sampling. 
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CHAPTER 1. INTRODUCTION 
1.1 GENERAL INTRODUCTION 
Over the past several years, the importance of obtaining quality products has 
driven the chemical industry to develop new methods to improve the quality of 
their products while reducing the amount of time and raw material needed and 
without compromising the safety of the plant or the personnel. In order to achieve 
the task imposed by the chemical industry, a great deal of time and effort has been 
dedicated to develop new strategies in process control and process modeling. 
One area where more attention has been paid is in Model Predictive Control 
(MPC). The goal of having high performance control of nonlinear dynamic 
multivariable processes with process constraints is what makes MPC a successful 
control technique in the industry (Henson, 1998; and Rollins et al., 1999). 
Model Predictive Control has its roots in the 1960's but it was not until the 
1980' s that the interest in this technique increased. Papers based on model 
predictive heuristic control (MPHC) (Richalet et al., 1978), dynamic matrix control 
(DMC) (Cutler and Ramaker, 1980) and generalized predictive control (Clarke et al., 
1987) are the basis for the development of MPC. 
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The Model Predictive Control strategy consists of three basic steps 
(Baughman and Liu, 1995): 
1. Prediction of future output values based on a model of the process. 
2. Correction of the predicted values when they are compared to the 
measured output values. 
3. Control-move determination decides the future control moves 
needed to reduce the deviations of the process output from a desire 
objective. 
This methodology has been implemented mostly in the oil and chemical 
industry (Morari and Lee, 1999), but now days several other industries have realize 
the advantages of MPC and have started to implemented MPC techniques in their 
process. 
A fundamental aspect for MPC to be a successful control technique is the 
ability to obtain an accurate predictive process model. The importance of obtaining 
accurate process models has caught the attention of many people in the industry. 
They can be implemented in different areas, from process design, where they are · 
used to obtain chemical and physical information about the events occurring in the 
process, to plant control and optimization, where they are used to predict the 
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behavior and dynamics of the process or to train the plant personnel (Ikonen and 
Najim, 2002). 
1.2 CLASS OF MODELS 
As stated above, the heart of the Model Predictive Control strategy is the 
implementation of a precise predictive process model. Process modeling can be 
broadly divided in three categories: theoretical, empirical and semi-empirical. Also, 
the model can be categorized as a linear and nonlinear model. Extensive studies 
have. been done in the linear model area, but since the majority of the chemical 
processes are nonlinear, many scientists have begun to focus their research toward 
this area. 
1.2.1 Theoretical models 
Theoretical models are based on fundamental principles such as mass, energy 
and momentum conservation laws. By making some simplifying assumptions a 
model for the complete system may be attained (Eskinat et al., 1991). One of the 
advantages of this kind of model is the vast quantity of physical information of the 
process that can be obtained. Also less plant data are necessary for the identification 
of the model, decreasing modeling errors due to noisy data and the model is not 
typically restricted to the operating region where the data was obtained. Even 
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though theoretical models provide physical information about the system, the 
complexity and cost of the development of these models has limited their 
applicability. Disadvantages of this kind of model are that the assumptions can be 
excessively restrictive and unrealistic; also the final model could be extremely 
complicated to be implemented in an MPC algorithm (Eskinat et al, 1991; and 
Henson, 1998). 
1.2.2 Empirical models 
Empirical models are generated entirely from process data and some generic 
model structure to be determined by the scientist who is developing the model. The . 
,. ' 
usual procedure is to select a model structure with unknown parameters and then 
estimate of the model parameters using data. No physical knowledge of the process 
is needed in the developing of the model and the estimates of the model parameters 
usually have no physical significance as in a theoretical model. These models are 
restricted to the process to which they are developed and to the interval to where the 
data are collected, making extrapolation very risky. Also the selection of an 
adequate model could be difficult and they may not be accurate unless the outputs 
are measured online. Some empirical models are based on multiple linear 
regression (MLR), artificial neural networks (ANN) and radial basis functions (RBF) 
(Rollins et al., 1998). 
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1.2.3 Semi-empirical models 
As in empirical models, semi-empirical models also use process data to 
estimate the model parameters. The main difference between them is that the 
selection of the process model is based on physical behavior of the process. 
Therefore, regularly the model parameters in semi-empirical models will represent 
some physical characteristic of the process. Since less process data are required to 
construct the model, extrapolation beyond the operating region from where the data 
were obtained is less risky than for empirical models (Rollins et al., 1998). Another 
advantage of semi-empirical models over empirical ones is that it is not usually 
necessary to measure the output online in order to construct the predictive model 
(Rollins and Bhandari, 2000). From now on the focus of this thesis will be on semi-
empirical models. 
1.3 SYSTEM IDENTIFICATION 
Currently, the use of process data is a popular approach for the identification 
of process models. The system identification problem as defined by Unbehauen and 
Rao (1998), can be characterized in three components: a class of model, a class of 
input signals ,and a criterion. 
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Figure 1.1 (Mehra, 1974) shows the relationship of the input design problem 
and the other problems in system identification. Since input-output data are used 
for the identification of the process model, the choice of an input signal will have a 
great impact in the development and accuracy of the predictive model. 
A priori Design of 
knowledge Experiment ,~ 
l Input-Output Datal 
Model Structure 
Determination 
l 
A priori Parameter Parameter 
Estimates . Estimation 
l 
Different sets Model No - Verification of Data 
Yes 1 
Final 
Model 
Figure 1.1. Steps in Identification (Mehra, 1974). 
Systems can be divided into linear and nonlinear cases. The identification of 
linear systems is well known in the literature and suitable techniques had. been 
developed. But since the majority of the chemical processes have nonlinear and 
dynamic characteristics, researchers have recently been strongly focus in the 
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development of new identification techniques for nonlinear dynamic models. In 
order to simplify the identification and estimation of nonlinear systems, block-
oriented structures, which combine static nonlinear functions with a linear 
dynamics, have been widely used (Billings, 1980; and Haber and Unbehauen, 1990). 
1.4 MOTIVATION AND THESIS ORGANIZATION 
The most important aspect to implement a successful MPC strategy is the 
development of the • predictive model. It is essential to estimate the model 
parameters accurately. Since, identification of semi-empirical model parameters 
relies heavily on data, ensuring high quality of data is imperative. The choice of an 
input signal designed to excite the system is fundamental because it will capture the 
essence of the system (i.e. information content), consequently, a high-quality model 
will be obtained. Therefore, the main objective of this thesis is to provide a tool that 
quantitatively compare competing experimental designs based in their information 
content. 
This work will show different cases where competing designs are evaluated. 
to determinate which one will provide more accurate information for the estimation 
of model parameters and it is organized as follows: Chapter 2 provides an overview 
of several modeling methodologies, especially for nonlinear systems. Techniques 
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for the identification of the models will be discuss in particular continuous-time 
Hammerstein models. Chapter 3 is a paper discussing of experimental designs that 
maximize information for single-input, single-output (SISO) nonlinear dynamic 
processes. Chapter 4 presents a quantitative measurement to evaluate competing 
designs for the identification of multiple-input, multiple-output (MIMO) nonlinear 
dynamic processes. Finally, Chapter 5 includes general conclusions about the work 
discussed and proposes future research avenues. 
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CHAPTER 2. BACKGROUND 
2.1 INTRODUCTION 
Semi-empirical models have gained a widely acceptance and popularity 
within the engineering community since they are constructed from input-output 
plant data. The nonlinear dynamic behavior of chemical processes has urged this 
community to deeply study more viable techniques for the identification of this kind 
of systems. Block-oriented structures are one of the most used structures for the 
identification of nonlinear dynamic systems .because the identification process is 
separated in the identification of a nonlinear static function and in the identification 
of a linear dynamic one (Billings, 1980; and Haber and Unbehauen, 1990). Two of 
the most popular structures are the Hammerstein and the Wiener structures. From 
now on the discussion will be focused on Hammerstein systems. 
2.2 HAMMERSTEIN SYSTEMS 
A Hammerstein process is a block-oriented system, which consists of a static 
nonlinear function followed by a linear dynamic block as shown in Figure 2.1. This 
structure has the advantage that since the static nonlinear map is unrestricted, 
addressing nonlinear and interactive effects is possible (Rollins, 2002). 
u .. 
r 
.. 
r 
.. 
r 
... ., 
Static 
Nonlinear 
Maps 
f1(u) 
fp(u) 
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VJ 
Vp 
Linear 
Dynamics 
.. G1(s) ., 
.. Gp(S) ., 
.. ., 
... 
r 
Figure 2.2. General Hammerstein structure for a MIMO system. 
During the past years several techniques have been used for the identification 
of Hammerstein systems. The most popular ones approximate a physical system 
using discrete-time models (Eskinat et al., 1991; Henson and Seborg, 1997; and 
Nelles, 2001). Some of the techniques are Nonlinear Auto-Regressive Average with 
eXogeneous inputs (NARMAX) modeling (Eskinat et al., 1991), Artificial Neural 
Networks (ANN) (Su and McAvoy, 1993), and Projection to Latent Structures (PLS) 
models (Patwardham et al., 1998). The disadvantage of the discrete-time approach 
is that since the Hammerstein representation is an approximation itself, the use the 
discrete-time models to approximate a Hammerstein system add another level of 
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approximation. Also discrete-time methods need constant and frequent sampling of 
the inputs and outputs of the process. Continuous-time methods have been studied 
before but without a closed solution to the Hammerstein system until Rollins et al. 
(2002b). One of the advantages of the continuous-time method is that they eliminate 
one level of approximation in the modeling of a physical system. 
2.2.1 Closed-form exact solution approach 
In Rollins et al. (2002b) a continuous-time closed-form exact solution for 
Hammerstein systems is presented. Since it represents the solution to a block-
oriented structure, they called the Hammerstein Block-oriented Exact Solution 
Technique or H-BEST. 
This technique when applied to an input sequence comprising of step 
changes occurring at ti, b, ... , bas the one shown in Eq. (2.1) below, 
(2.1) 
and assuming that input vector u(t) and the output vector ~(t) are deviation 
variables, the Rollins et al. (2002b) closed-form exact solution for the Hammerstein 
system is given by Eq. (2.2) below. 
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f{u(O)}g(t) 
I;( t) = 
I;( t 1 ) + [ f { u( t 1 ) } - I;( t 1 ) ]g( t - t 1 ) (2.2) 
where v(t)=f{u(t)}, G(s)=t~;), g(t)=£-1f~s)j, and L-1 is the mverse 
Laplace transform operator. Some of the advantages of the H-BEST are that the 
structure allows for modeling the ultimate response function separately from the 
dynamic response function and it also allows for the variation of the form of f{u(t)} 
over the input space. The mathematical proof of the exactness of this technique can 
be found in Rollins and Bhandari (2002) and will presented in the next section. 
2.2.1.1 Mathematical proof 
In this section Eq. (2.2) will be solved for a Hammerstein system with the 
input vector and the first order dynamic system given below: 
0 
u(O) 
u(t) = 
u(t1 ) 
-r d~(t) + /;(t) = u(t) 
dt 
(2.3) 
(2.4) 
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with v(t) = f{u(t)} and G(s) = ~(s) = _l _ 
V(s) -rs+ 1 
For this example the solution provided by H-BEST is 
[f{u(O)I{ 1 - e "",') 
~(t) = (2.5) 
The proof for this example will be divided in two parts base on the time 
intervals of the solution. 
A. Proof (Interval: 0 < t ti) 
Differentiating the portion of Eq. (2.5) at this time interval and using Eq. (2.3): 
d~(t) =g(t)· df{u(O)} +f{u(O)}· dg(t) =f{u(O)} dg(t) (2_6) 
dt dt dt dt 
Substituting dg(t) in to Eq. (2.6) gives: 
dt 
Adding 1 and -1 to the middle term in Eq. (2.7) and rearranging it gives: 
(2.7) 
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d~(t) [ -t J Tdt = -f{u(O)} · 1- e -r -1 
= -f {u(O)} -[ 1-e -:,' J + f { u(O)} 
= -~(t) + f{u(O)} 
Thus, rearranging Eq. (2.8) gives Eq. (2.4) since v(t) = f{u(O)} in this interval 
B. Proof (Interval: t > ti) 
(2.8) 
(2.9) 
Differentiating the portion of Eq. (2.5) at this time interval and using Eq. (2.3): 
Substituting dg(t- ti) in to Eq. (2.10) gives: 
dt 
Adding 1 and -1 to the middle term in Eq. (2.11) and rearranging it gives: 
d~( t) l -(t-t1) l 
'dt=-[f{u(t1)l-~(t1)]. 1-e ' -1) 
=-~(t1)-[f{u(t1)}-~(t1)l 1-e -r +f{u(t1)} [ 
-(t-t1) J 
= -~(t)+f{u(t1)} 
(2.10) 
(2.11) 
(2.12) 
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Thus, rearranging Eq. (2.12) gives Eq. (2.4) since v(t) = f{u(t 1)} in this interval 
(2.9) 
Now that the mathematical proof has been demonstrated, another important 
matter in developing the process model is the methodology used for the estimation 
of the static nonlinear function, the dynamic linear function and their parameters. 
The next section will present this methodology. 
below: 
2.2.1.2 H-BEST methodology 
The steps of this methodology as presented by Rollins et al. (2002b) are given 
1. Select and run a design of experiment (DOE), allowing the process to 
come reasonably close to steady state for each trial of input changes and 
collect the data dynamically over time. 
2. Find an accurate fit for the ultimate response, f{u(t)}, using the steady 
state data from each trial. 
3. For each trial plot the response data over time (for each response) from 
time of change until the process reaches steady state and determinate a 
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g(t) for each plot. Collectively use these results to obtain one g(t) for each 
response. 
4. For each response (output) incorporate its fitted f{u(t)} and g(t) to Eq. (2.2) 
and predict output response as require for step changes in the input. 
The first step is the most important one since the accuracy and precision of 
the information needed for the estimation of the functions and their parameters 
depend in the selected DOE. Thus, the best DOE is the one that maximizes 
information to determinate system response within fixed cost and time constraints. 
A common practice in the engineering community for the modeling of 
dynamic systems is the use of Pseudo Random Sequences (PRS) as their choice of 
experimentaldesign. In this technique the changes in input levels at each switching 
time are randomly determined. This approach has the disadvantages of inherent 
and uncontrollable confounding (the address of nonlinear effects) and also the 
information necessary for estimation of the ultimate response cannot be guarantee. 
On the other hand Statistical Design of Experiments (SDOE) is an intelligent design 
that guarantees orthogonality in the inputs levels (non-confounding); it also 
guarantees the existence of adequate information for estimation of the ultimate 
response and dynamic parameters. 
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In the second step linear regression methodology will be used to obtain a 
function for the ultimate response using the ultimate response values from each trial 
only. As in the second step, only the steady state data were used, in the third step 
only the dynamic data are used to estimate function g(t). Even though g(t) is a 
nonlinear function its estimation is not typically to difficult because many of the 
processes can be represented using first or second order with dead time function 
(Seborg et al., 1998). Rollins et al. (2002a) suggest that for obtaining g(t) one should 
plot the response data from the time where an input change occurs until the process 
reach steady state, then compare the response with the ones presented in their paper 
which also present the function of g(t) that correspond to that response. In order to 
estimate the parameters in the g(t) function nonlinear regression methodology is 
used. After obtaining the fitted equation for f{(u(t)} and g(t), they are incorporated 
in Eq. (2.2) as stated in step four. 
The heart of this methodology is obtaining an efficient DOE in order to obtain 
accurate estimates for the ultimate response and dynamic functions. As stated 
above several designs have been used for this purpose, a difficult and important 
decision is to decide which of the available methods is best. In the next following 
chapters a new methodology is presented, which can express quantitatively which 
of two competing designs is best in terms of information content. 
2.3 NOMENCLATURE 
f {u(t)} = Steady state function 
g(t) = Dynamic function 
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G(s) = Dynamic function in the Laplace domain 
u(t) = Input variable 
v(t) = Intermediate variable for a Hammerstein System 
t= Time 
Greek Letters 
i- = Dynamic parameter 
= Output variable 
Abbreviations 
ANN= Artificial Neural Networks 
H-BEST = Hammerstein Block-oriented Exact Solution Technique 
NARMAX = Nonlinear Auto-Regressive Average with eXogeneous inputs 
PLS = Projection to Latent Structures 
PRS = Pseudo Random Sequence 
PRBS = Pseudo Random Binary Sequence 
SDOE = Statistical Design of Experiments 
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CHAPTER 3. EXPERIMENTAL DESIGNS THAT 
MAXIMIZE INFORMATIONFOR NONLINEAR DYNAMIC 
PROCESSES 
A paper to be submitted to the American Institute of Chemical Engineers (AICHE) 
Journal 
Liza Pacheco1, Nidhi Bhandari1, and Derrick K. Rollins2 
Abstract 
The discovery of a compact closed-form solution by Rollins et al. (1998) to 
Hammerstein systems has led to the ability to quantitatively compare competing 
experimental designs. This quantity measures the information content in a design 
and is based on the D-optimality criterion (Bates and Watts, 1988; and Atkinson and 
Donev, 1992). It is called efficiency in the statistical literature. This efficiency (ratio) 
quantifies the superiority of statistical design of experiments (SDOE) over the 
commonly used pseudo-random sequence designs (PRSD) when modeling 
nonlinear dynamic processes. The ability of SDOE to control for confounding of 
input effects and the times of input changes are reflected in its higher efficiency. 
This article will address the comparison of competing designs for a SISO system 
based in the information content of each design. 
1 Department of Chemical Engineering, Iowa State University, Ames, Iowa, 50011 
2 Departments of Chemical Engineering and Statistics, Iowa State University, Ames, Iowa, 50011 
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3.1 INTRODUCTION 
The importance of accurate predictive models for optimal process operation 
and control is widely recognized. For example, if an inaccurate model is used in a 
control strategy it could cause deterioration of control resulting in inferior product 
quality. Process modeling can be broadly divided in two categories: theoretical and 
empirical. The complexity and cost to develop theoretical models has limited their 
applicability. Empirical models, as they are generated from experimental data, have 
become more popular. The usual procedure to develop empirical models has been 
to select a model structure and obtain estimates of the model parameters using data. 
The nonlinear and dynamic nature of chemical processes complicates the task of 
model development. In order to simplify the identification and estimation of 
nonlinear systems, block-oriented structures, which combine static nonlinear 
functions with linear dynamics, have been widely used (Billings, 1980; and Haber 
and Unbehauen, 1990). 
Since, model identification relies heavily on data, ensuring high data quality 
is imperative. The experimental design has a direct bearing on data quality. The 
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fundamental idea behind experimental design is to select an input sequence u(t) that 
minimizes some measure of the ultimate uncertainty in estimated results (Pearson 
and Ogunnike,1997). An optimal experimental design is one, which maximizes the 
information content of the output to estimate the unknown parameters. 
A commonly used design in process identification is a Pseudo-Random 
Sequence design (PRSD). The pseudo-random signals are periodic and deterministic 
signals generated from pseudo-random sequences, which have similar 
characteristics to purely random signals (Godfrey et al., 1999). One most commonly 
known and widely used design in the identification of linear system is the pseudo-
random binary sequence (PRBS). But since PRBS consists of only two levels, the 
resulting data does not provide sufficient information to identify nonlinear systems 
(Braun et al., 1999). To overcome this difficulty multilevel PRS are recommended. 
However, the PRSD with input changes at random times, cannot ensure that the 
collected information is sufficient for the estimation of all the significant effects in 
the model, i.e., bilinear effects. 
The main objective of this paper is to introduce a quantitative measure of 
experimental design efficiency to evaluate competing designs for block-oriented 
dynamic systems. To this end, we present more details on this efficiency measure in 
the next section. The section after that presents the closed-form exact solution (to a 
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Hammerstein system), which facilitates the quantitative comparison. A case study is 
presented in the following section and followed by concluding remarks. 
3.2 EFFICIENCY 
Efficiency has been used in statistical literature to quantitatively compare 
competing experimental designs, for nonlinear models, mostly in a steady-state 
setting (Bates and Watts, 1988; and Atkinson and Donev, 1992). It has commonly 
been based on the D-optimality criterion, which minimizes the general variance of 
the parameter estimates or in other words it minimizes the width of the confidence 
interval of the parameter estimates. 
For this dynamic setting we introduce Eq. (3.1) to calculate the efficiency and 
it is given as: 
(3.1) 
where pis the number of parameters in the model, N01 and Noz are the number of 
experimental points in competing Design 1 and Design 2, respectively, and V is the 
derivative matrix for the nonlinear model with (N x p) elements and is defined in 
Eq. (3.2) below: 
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a~(t) a~(t) 
a01 i aep 1 
VN,p = (3.2) 
d~(t) a~(t) 
d01 N aeP N 
where a~(t) is the partial derivative of the true output, ~(t), with respect to the ae-1 
model parameters 0i and i = 1, ... ,p. These elements measure the sensitivity of the 
process model to parameter. 
Efficiency, given by Eqs. (3.1) and (3.2), compares the information content of 
candidate designs under a priori assumptions. The most efficient design will be the 
one with the largest determinant of vrv. If the ratio is less that unity, Design 1 is 
inferior to Design 2 in terms of information content to estimate the process behavior. 
Taking the ratio of the determinant to the (1/p) power ensures that the efficiency 
calculated is based on the design size (N) and not on the model dimension, i.e., p. 
The lack of continuous-time closed-form solutions for nonlinear dynamic 
systems has limited the applicability of Eq. (3.1). The discovery by Rollins et al., 
(1998 and 2002) of a compact closed-form exact solution to Hammerstein systems 
has provided a venue for utilizing efficiency to evaluate experimental designs. The 
details are presented in the next section. 
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3.3 HAMMERSTEIN SYSTEM 
A true Hammerstein system is represented as a block-oriented model 
consisting of a nonlinear static function followed by a linear dynamic block as 
shown in Figure 3.1. Since the static nonlinear map is unrestricted, addressing 
nonlinear and interactive effects is possible (Rollins, 2002). 
Static 
Nonlinear 
Maps 
I f1(u) 
l ....................... 
... 
V1 
Linear 
Dynamics 
~1 G1(s) ] 
.. ... 
~I 
Figure 3.1. General structure of a Hammerstein model. 
The use of the Hammerstein representation to approximate nonlinear 
dynamic systems has been widely studied especially using discrete-time models 
(DMT) (Eskinat et al., 1991; Henson and Seborg, 1997; and Nelles, 2001). One 
disadvantage of using DMT is that they are approximations of the Hammerstein 
27 
system, which subsequently is an approximation of the underlying physical system. 
A continuous-time model (CTM) would possibly eliminate one level of 
approximation. 
3.3.1 Closed-form exact solution to Hammerstein systems 
Rollins et al. (2002) presented a continuous-time approach, to characterize a 
Hammerstein system, which is based on an exact solution to this block-oriented 
system. Therefore they called it the Hammerstein Block-Oriented Exact Solution 
Technique or H-BEST. 
For an input sequence comprising of step changes as shown in Eq. (3.3) 
below, 
(3.3) 
and assuming that input vector u(t) and the true output vector ~(t) are deviation 
variables, the closed-form exact solution for the Hammerstein system proposed by 
Rollins et al. is given by Eq. (3.4) below. 
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s(t) = [f{u(0) · g(t)]s(t) 
+ [s( t1) + [f {u( t1)} - s(t1 )] · g( t - t1) - [f {u(0)} · g( t)]]s( t - t1) + ... 
+ [s(td + [f{u(ti) - s(ti )l · g(t - td-[s(ti-i) + [f{u(ti-i )} -s(ti-i )l 
· g(t - ti-l )]]s(t - ti)+ ... 
(3.4) 
where f{u(t)}=v(t), g(t)=.C1~j, G(s)= ~(s), L-l is the inverse Laplace transform 
5 V(s) 
operator and s is the shifted unit step function. The mathematical proof of the exactness of 
this technique can be found in Rollins and Bhandari (2002). In the following section we 
present the application of the efficiency technique to theoretical single-input, single-output 
(SISO) examples. 
3.4 A SIMPLE EXAMPLE 
To demonstrate the procedure for utilizing Eq. (3.1) m comparing 
experimental designs, a theoretical SISO Hammerstein system is used. In this 
example the static gain (or steady state) function has quadratic behavior and the 
dynamic function has first-order dynamics as shown in Eqs. (3.5) and (3.6). 
-t 
g(t)=l-e • 
(3.5) 
(3.6) 
For this example the numerical values for the model parameters a1, a2, and -r 
are chosen to be 1, 0.5, and 4, respectively. The derivative matrix V used to 
determine the efficiency of the two designs is presented in Eq. (3.7) below: 
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a1;( t) a1;( t) al;(t)I 
aa1 1 aa2 1 a-r i 
V= (3.7) 
a1;( t) a1;( t) al;(t)I 
aa1 N aa2 N a-r N 
The elements of the derivative matrix V are obtained by using the exact 
solution (i.e., Eq. (3.4) with Eqs. (3.5) and (3.6)) are shown in Eqs. (3.8) - (3.13). 
For 0~ t < h, 
d~(t) = u(o)[l- e -/] (3.8) aa 1 
For b t < ti, 
(3.11) 
(3.12) 
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(3.13) 
and soon. 
In order to demonstrate the usefulness of Eq. (3.1), three cases were studied. 
The first case compares a statistical design of experiment (SDOE) with a pseudo-
random sequence design (PRSD). The second case studies the effect of experimental 
time length on the efficiency in the SDOE and the third case studies the effect of 
sampling time on the efficiency of the PRSD. 
3.4.1 Study case one 
The SDOE consists of an input sequence which has three input levels coded 
from low to high as -1, 0 and 1 and is implemented as step tests as shown in Figure 
3.2. Three procedures were use for the generation of the PRSD. The first procedure 
used an equation provided by Ljung (1999) for the generation of PRBS and modified 
to obtain three inputs levels (Eq. 3.14), coded from low to high as: -1, 0 and 1 as 
shown in Figure 3.3. In the second procedure the input levels were randomly 
generated while the sequence switching time were fixed as shown in Figure 3.4. For 
the third procedure the values of the input levels were fixed and were coded from 
low to high as -1, 0 and 1 while the switching times of the sequence was randomly 
changing as shown in Figure 3.5. Since different PRS can result in different 
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responses, three different input sequences were used in the first procedure while 
one hundred sequences were used in the second and third one. For space 
considerations only one of the sequences from each method is presented. The time 
length of the sequences was based on the amount of time needed by the system to 
reach steady state for each step change in the SDOE and was kept identical for both 
designs (60 time units). 
u(t) = rem(A(q)u(t),3) (3.14) 
where Eq. (3.14) represents the remainder of A(q)u(t) as divided by three. The 
values of A(q) are provided in .Ljung's book and depend of the sequence number (n). 
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Figure 3.2. Input sequence (steps test) for a SISO system using SDOE. 
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Figure 3.3. Input sequence for a SISO system using the Ljung procedure. 
------------------------~--------, 
0.9 -
- 0.4 -· 
::l 
(lJ 
:0 
C1l ·;:::: ~----·---
C1l -0.1 > .... 0 1 3 40 6 ::l 
0... 
C: -
-0.6 
-1.1 
Time 
Figure 3.4. Input sequence for a SISO system using random input levels. 
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Figure 3.5. Input sequence for a SISO system· using random switching time. 
The data were sampled every two time units and the elements of each row of 
the derivative matrix V were evaluated at the successive sampling times. The 
derivative matrix for a design, which runs for 60 time units, would have 30 rows 
(excluding initial conditions). Two different scenarios have been considered in this 
study. 
In this first comparison the time between step changes in the case of SDOE is 
sufficient to allow the process to essentially reach the new steady state. Steady state 
is assumed to be reached at approximately time 5-r, which is equal to 20 time units 
here. The efficiency was evaluated in two different ways: the first one included all 
the model parameters (p = 3) and the second one included the steady state 
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parameters only (p = 2). The efficiency is evaluated by considering the SDOE 
efficiency result as the base for all the calculations. Table 3.1 presents the results for 
this scenario and it shows that the efficiency ratio is always much less that one 
therefore, the SDOE is highly more efficient than the PRSD. The efficiency percent 
for the modified Ljung procedure range from 7.7% - 17.9%. Thus, the SDOE 
provides around 86% more information content for estimating the process 
parameters than the PRSD. In the case of the random input levels procedure and the 
random switching time procedure, one hundred input sequences were used and as a 
result only the mean and variance of the efficiency results are presented. For the 
input levels random procedure the mean and variance are 3.3% and 0.7, respectively 
and for the switching time random procedure are 17.2% and 3.4, respectively. 
The low efficiency values were expected in view of the fact that the PRSD 
never run long enough at any level for the response to reach steady state and 
therefore, they lack of information to obtain accurate estimates of steady state 
parameters {a1 and a2) as shown in Figures 3.6 and 3.7. From the figures it can be 
seen that in the SDOE case the process reach its steady state value before changing 
to a new level while in the PRSD case the randomly switching time will not allowed 
the system to reach steady state. 
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Table 3.1. Efficiency results for one input factor designs comparison. 
% EFFICIENCY DESIGN/SDOE 
DESIGN All parameters Steady state parameter 
(p =3) (p=2) 
SDOE 100 100 
n=6 14.0 6.0 
n=7 18.0 5.7 
Ljung 
n=B 7.7 2.6 
n=9 12.4 4.9 
PRS 
mean 3.3 1.5 
Input Level 
Random· variance 0.7 1.2 
mean 17.2 
Switching 
Time variance 3.4 
Random· 
Note: n refers to the order of the Ljung PRS. 
"*" refers to studies where 100 cases were used to obtain performance values. 
The efficiency in estimating a1 and a2 is explicitly evaluated by considering 
only two columns in the derivative matrix and hence p =2. The efficiency values are 
presented in the last column of Table 3.1. The efficiency of the PRSD to estimate the 
steady state parameters for the modified Ljung procedure ranges from 2.6% - 6.0% 
and for the random input levels procedure the mean and variance are 1.5% and 1.2, 
respectively. 
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Figure 3.6. Process response for the SDOE when evaluated at every two time units. 
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Figure 3.7. Process response for the PRSD when evaluated at every two time units. 
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From a theoretical point of view, H-BEST and the derivative matrix give us 
the tool for the analysis of optimal design for nonlinear dynamic systems. For 
example, the true response ~(t) for the period representing the first input change 
becomes: 
( t ) [ a 1 u 1 ( t ) + a 2 u 2 ( I ) ] [ 1 - e -, t J (3.15) 
where U1(t) = u(t), u2(t) = u(t)2 
For this example, when evaluating the elements of the derivative matrix for 
the steady state parameters (i.e. a1 and a2) the partial derivative becomes: 
(3.16) 
Therefore, from the partial derivatives of the steady state we get that: 
as and (3.17) 
as (3.18) 
Equation (3.17) shows that the information needed to estimate the steady 
state parameters is minimized if the data are collected close to the initial steady 
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state. In contrast, Eq. (3.18) shows that the information needed to estimate the 
steady state is maximized if the data are collected close to final steady state. 
For the analysis of the dynamic parameter the partial derivative m this 
example becomes: 
(3.19) 
The partial derivative with respect to the dynamic parameter shows that: 
as or as (3.20) 
Equation (3.20) shows that to maximized the information to estimate the 
dynamic parameter the data should not be closed to the initial or final steady states. 
Also Eq. (3.20) indicates that any good transient information should be sufficient to 
accurately estimate the dynamic parameters. Both these steady state and dynamic 
theoretical analyses concurred with the simulation results obtained in Table 3.1. 
3.4.2 Second case study 
In the second case study, the effect of shortening the experimental time 
between each step test on a SDOE is studied. The shortening of the design time 
involves loss of information needed to estimate model parameters. Often, when 
data are collected from a real experiment, the duration of the test is desired to be 
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minimal. This example will quantitatively provide the extent of information lost 
when the test duration is reduced for the example studied. 
The efficiency is used to compare similar SDOE with different time intervals 
between the step changes. The interval between the step changes corresponds to 
various fractions of 5-r. We looked at SDOE with an interval of 8 (2-r), 12 (3-r), and 16 
(4-r) time units between step changes and total test duration of 24, 36, and 48 time 
units, respectively as shown in Figure 3.8. 
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Cl) I Cl) 0.6 aJ u 
0 ... I p,.. 0.4 _; 
0.2 --' 
0 
0 4 8 12 16 20 
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Figure 3.8. Process response for a one factor SDOE when evaluated at different 
fractions of the steady state time. 
The process response reaches, respectively, 86%, 95%, and 98% of the steady 
state response. These designs are compared with the SDOE shown in Figure 3.2. 
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The decline in efficiency as the experiment duration is reduced is expected, as 
shown in Table 3.2. 
Table 3.2. Efficiency results for a one factor SDOE when evaluated at different 
experimental time length. 
%EFFICIENCY FOR DJ Ds, 
DESIGN 
INTERVAL BETWEEN %OFSS 
STEP CHANGES REACHED All parameters SS parameters 
(p =3) (p =2) 
D1 2/5-r, 86 63.7 57.4 
D2 3/5-r, 95 83.1 83.8 
D3 4/5-r, 98 94.2 95.4 
D4 5/5-r, 99 100 100 
Note: prefers to the number of columns in the derivative matrix, V. 
In Table 3.2, it is interesting to note that the efficiency is roughly the same 
whether p = 3 or p = 2. The data needed to estimate the dynamic parameters are 
obtained early on in the experiment and therefore the estimation of dynamic 
parameters (e.g. 't in this example) is not significantly affected when the design 
length is shortened. The parameters in the steady-state model (e.g. a1 and a2) 
depend on steady-state data and if that data are not available, the loss of information 
is reflected in lower efficiencies of shorter tests. If experimental time were reduced 
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to 60% of the longest design time, the efficiency would still remain at approximately 
83%, as seen in Table 3.2. 
3.4.3 Third case study 
This example will quantitatively provide the extent of information gain when 
the sampling rate is increased. In this case the modified Ljung procedure is used for 
the generation of PRSD. The data were sampled at every 0.5, 1.0 and 2.0 time units, 
as shown in Figure 3.9, generating a derivative matrix of 120, 60 and 30 rows, 
respectively. 
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Figure 3.9. Process response for a one factor PRSD generated by the Ljung procedure 
when evaluated at different sampling rates. 
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The efficiency is used to compare similar PRSD with different sampling rates. 
These efficiencies were compared with the corresponding SDOE (i.e., sampling rate 
was the same for both designs). Table 3.3 shows the results for this comparison. As 
expected the efficiency for the PRSD increased as the sampling rate was increased. 
The increase in sampling rate results in the increasing of data points obtained during 
the dynamic and steady state part of the process allowing better estimation of the 
parameters. 
Table 3.3. Efficiency results for a one factor PRSD when evaluated at different 
sampling time rates. 
DESIGN % EFFICIENCY PRSD/SDOE 
Sampling time rates (time units) 
0.5 1.0 2.0 
SDOE 100 100 100 
n=6 17.2 13.0 14.0 
n=7 23.6 18.8 17.9 
PRS Ljung 
n=8 17.0 12.7 7.7 
n=9 16.6 12.8 12.4 
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3.5 CLOSING REMARKS 
This work presented a methodology to evaluate different experimental 
designs and consequently their ability to provide accurate estimates of parameters in 
nonlinear models. The procedure was described specifically for a Hammerstein 
system, where an exact closed-form solution gave us the tools necessary to use this 
methodology, which is based on D-optimality. 
Accuracy of dynamics models depends strongly on the accuracy of the 
ultimate response. Through this article, the superiority of SDOE over PRSD to obtain 
information to estimate model parameters was demonstrated. There are two critical 
reasons for the poor performance of the PRSD for estimating the model parameters. 
First, to ensure quality information to estimate the ultimate response parameters, 
one needs quality ultimate response information. In a PRSD the changes in input 
levels are randomly determined and therefore cannot ensure that the process reach 
steady state to obtain information of the ultimate response. Since in the SDOE the 
values of the input levels were allowed to run long enough to obtain quality 
information of the ultimate response, the parameter estimates are more accurate 
than the ones estimated by a PRSD. The second critical reason is that the PRSD 
suffers from uncontrollable orthogonality in its input levels ( confounding in the 
inputs). In the contrast, SDOE is an intelligent design, which guarantees 
44 
orthogonality in its input levels. Thus, we feel very strongly that SDOE should be 
the design of choice over PRSD for application of block-oriented nonlinear dynamic 
modeling. 
Beside the ability of the efficiency methodology to compare different 
experimental designs, it was also demonstrated that it could be used to compare 
different characteristics (i.e. experimental length and sampling rate) in similar 
designs. 
This work presents the preliminary results of the application of this 
methodology and a more comprehensive analysis is underway. We propose to 
extend this framework to a multiple-input, multiple-output setting and to other 
types of block-oriented structures. 
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3.7 NOMENCLATURE 
ai = Parameters for the static gain 
f{u(t)} = Steady state function 
g(t) = Dynamic function 
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p = Number of model parameters 
Nm = Number of experimental runs 
u(t) = Input variable 
V = Derivative matrix 
v(t) = Intermediate variable for a Hammerstein System 
t=Time 
Greek Letters 
TJ = Efficiency 
Si = Model parameters 
-r = Dynamic parameter 
= Output variable 
Abbreviations 
DMT = Discrete-time models 
H-BEST = Hammerstein Block-oriented Exact Solution Technique 
PRS = Pseudo Random Sequence 
PRBS = Pseudo Random Binary Sequence 
PRSD = Pseudo Random Sequence Design 
SDOE = Statistical Design of Experiments 
SISO = Single-Input, Single-Output 
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CHAPTER 4. A QUANTITATIVE MEASURE TO 
EVALUATE COMPETING DESIGNS FOR NONLINEAR 
DYNAMIC PROCESS IDENTIFICATION 
A paper to be submitted to the American Institute of Chemical Engineers (AICHE) 
Journal 
Liza Pacheco1, Nidhi Bhandari1, and Derrick K. Rollins2 
Abstract 
The discovery by Rollins et al. (1998) of a compact closed-form solution to 
Hammerstein systems has led to the ability to quantitatively compare competing 
experimental designs. This index is a quantitative measure of the information 
content in a design and is based on the D-optimality criterion. It is called efficiency 
in the statistical literature. This efficiency ratio shows the superiority of statistical 
design of experiments (SDOE) over the commonly used pseudo-random sequence 
designs (PRSD) when modeling nonlinear dynamic processes. The ability of SDOE 
to control for confounding of input effects and the times of input changes is reflected 
in its higher efficiency. 
Keywords 
Nonlinear, Hammerstein system, D-optimal criterion, experimental design 
1 Department of Chemical Engineering, Iowa State University, Ames, Iowa, 50011 
2 Departments of Chemical Engineering and Statistics, Iowa State University, Ames, Iowa, 50011 
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4.1 INTRODUCTION 
Over the past several years, the importance of improving the quality of 
products while reducing the cost and time to produce them has driven the industry 
to explore new methods to achieve this goal. A great deal of time and effort has 
been dedicated to develop new strategies in process control and process modeling, 
especially in Model Predictive Control (MPC). 
The heart of the MPC technique is to develop an accurate predictive model. 
The use of an inaccurate model could result in a poor control of the process causing 
an inferior quality in the product. Process models can be divided in two categories: 
theoretical models and empirical models. Theoretical models have the advantage 
that they describe processes using physical variables such as temperature or 
concentration, but since the complexity and cost of the development for these 
models are so high, their use has been limited. On the other hand, the popularity of 
empirical models has increased because they are generated from experimental data. 
The nonlinear and dynamic nature of chemical processes complicates the task 
of the creation of a process model. To facilitate the identification of these processes, 
many strategies have been developed. One of the most popular strategies currently 
used is the combination of static nonlinear and dynamic blocks. This structure is 
called a block-oriented structure (Billings, 1980; and Haber and Unbehauen, 1990). 
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The most common block-oriented structures are the Hammerstein structure, which 
consists of a static nonlinear block or function followed by a dynamic linear one, and 
the Weiner structure, which consists of a dynamic linear block followed by a static 
nonlinear function. 
Since the identification of process models relies heavily on experimental data, 
it is imperative to ensure high quality data. Experimental designs play an important 
role in acquisition and quality of the data. The idea behind experimental design is to 
choose an input sequence that will excite the system in such a way that maximum 
information about the process can be obtained to estimate the process parameters 
(Pearson and Ogunnike, 1997). 
Pseudo random sequence designs (PRSD) are commonly used designs for the 
identification of process models. The signals generated by these sequences have the 
characteristics of being deterministic and periodic (Godfrey et al., 1999). Within the 
family of PRSD, pseudo random binary sequence designs (PRBSD) are widely used 
in the identification of linear system. Nevertheless, the use of these sequences 
cannot be extended to the identification of nonlinear system, because they only 
consist of two input levels and the resulting data will not provide sufficient 
information. Multilevel pseudo random sequences have been developed to 
overcome this difficulty. However, since the inputs changes in a PRSD are random, 
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it cannot ensure that the collected information will be sufficient for the identification 
of all significant effects in the model including interactive effects (Rollins, 2002). 
Pacheco et al. (2002) presented an application of a quantitative method 
(efficiency) to evaluate the information provided by competing experimental 
designs for the estimation of the model parameters in a single-input, single-output 
system (SISO). The principal objective of this paper is to extend this method to 
multiple-input, single-output (MISO) systems. The paper is organized in the 
following sequence: the next section provides details in the formulation of the 
efficiency concept. After that,· a closed-form exact solution for a Hammerstein 
system is presented. The solution is necessary to formulate analytical derivatives 
with respect to the parameters, which are used to formulate the information matrix 
in the measure of the efficiency. A case study is presented in the following section 
and lastly we present the conclusions. 
4.2 EFFICIENCY 
Efficiency is widely used in the statistical literature to discriminate between 
experimental designs for the identification of nonlinear systems, mostly in the 
steady state setting (Bates and Watts, 1988; and Atkinson and Donev, 1992). The 
most popular criterion used is the D-optimality criterion. The D-optimality criterion 
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minimizes the general variance of the parameter estimates or, in other words, it 
minimizes the width of the confidence interval of the parameter estimates. 
Equation (4.1) below is used to calculate the efficiency percent between two 
competing designs, D1 and D2. 
(4.1) 
where p is the number of model parameters, Nm and N02 are the number of 
experimental points in Design 1 and Design 2, respectively and V is the derivative 
matrix of the nonlinear model with (N x p) elements and it is defined in Eq. (4.2) 
below: 
a~(t) a~(t) 
as1 1 asp 1 
VN,p = (4.2) 
a~(t) a~(t) 
aS1 N asr N 
where dJ(t) is the partial derivative of the true output ~(t) with respect to parameter 
08· 1 
8; and i = 1, ... , p. These elements measure the sensitivity of the process model to 
each of the parameters. 
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The efficiency as described by Eqs. (4.1) and (4.2), gives a quantitative 
measurement of the information content of the competing designs under a priori 
assumptions. The most efficient design is the one with the largest determinant of 
vrv. Design 1 is more efficient than Design 2 in terms of information to estimate the 
process parameters, if the ratio of their information matrix is larger than 1. To be 
able to apply Eq. (4.1) analytical derivatives are needed, which requires a closed-
form solution to the Hammerstein System. The next section presents how the 
closed-form exact solution for a Hammerstein system developed by Rollins et al. 
(1998 and 2002a) is used in the evaluation of the efficiency. 
4.3 HAMMERSTEIN SYSTEM 
A Hammerstein system is classified as a block-oriented model that consists of 
a static nonlinear function followed by a linear dynamic block as shown in Figure 
4.1. The advantage of this representation is that the identification process can be 
separated into the identification of the static nonlinear block and the linear dynamic 
block. 
The use of Hammerstein models to represent nonlinear dynamic systems is a 
common approach in the engineering system community. The majority of the 
investigation has been done using discrete-time models (DTM) (Eskinat et al., 1991; 
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Henson and Seborg, 1997; and Nelles, 2001). One disadvantage of the discrete-time 
approach is that since the Hammerstein representation is an approximation of the 
process itself, the use of DTM to approximate Hammerstein system adds another 
level of approximation. The use of continuous-time models (CTM) would eliminate 
this level of estimation. 
u ... .. 
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Static 
Nonlinear 
Maps 
fi(u) 
fp(u) 
VJ 
Vp 
Linear 
Dynamics 
.. G1(s) .. 
.. Gp(s) .. 
... .. 
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Figure 4.1. General structure of a Hammerstein System for a MIMO process. 
4.3.1 Closed form exact solution to Hammerstein systems 
Rollins et al. (2002a) presented a simple continuous-time approach to 
characterize a Hammerstein representation. Since it consists of an exact solution to 
the block-oriented system (Hammerstein system), it was called Hammerstein Block-
Oriented Exact Solution Technique or H-BEST. 
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For an input sequence comprising of steps changes as shown in Eq. (4.3) 
below, 
(4.3) 
and given that the input vector u(t) and the true output vector s(t) are express in 
deviation variables, the closed-form exact solution for the Hammerstein system 
proposed by Rollins et al. (2002a) is given by Eq. (4.4) below: 
s(t) = [f{u(0) · g(t)]s(t) 
+ [s(t1) + [f{u(t1 )} - s(t1 )] · g( t - t1) -[f{u(0)} · g(t)]]s(t - t1) + ... 
+ [s(td + [f{u(td- s(tdl · g(t - td-[s(ti-i) + [f{u(ti-i )} -s(ti-i )l 
· g(t- ti-1 )]]s(t- ti)+ ... 
(4.4) 
where f{u(t)} = v(t), g(t) = £-if~s) ], G(s) = ~~;), L-l is the inverse Laplace 
transform operator and s is the shifted unit step function. The mathematical proof 
of the exactness of this technique can be found in Rollins and Bhandari (2002). In the 
following section we present the application of the efficiency technique to theoretical 
multiple input examples. 
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4.4 CASE STUDY 
In order to demonstrate the ability of Eq. (4.1) to compare competing 
experimental designs, theoretical multiple-input, single-output (MISO) 
Hammerstein systems are used. We have considered three different cases; the first 
case has two input variables, the second has five input variables, and the third one 
has seven input variables. 
4.4.1 Two input variables 
The first MISO system consists of two input variables, U1(t) and u2(t), 
representing the static gain (or steady state) function and a first order dynamics 
representing the dynamic function as shown in Eqs. (4.5) and (4.6) below: 
-t 
g(t)=l-e -r (4.6) 
For this example the numerical values of a1 to as and 'tare 2.25, 1.75, 0.25, 0.50, 
1.5 and 5, respectively. The derivative matrix V used to determinate the efficiency of 
the two designs is presented in Eq. (4.7) below. 
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1 1 
d~(t)I 
dt 1 
V= 
a~(t) a~(t)I 
(4.7) 
da5 N dt N N 
The elements of the derivative matrix V are obtained by partial differentiation 
of the exact solution (i.e., Eq. (4.4) with Eqs. (4.5) and (4.6)) and are shown in Eqs. 
(4.8) - (4.19). 
For O t< b, 
a~ ( t) = [ u 2 ( 0 )] 2 [ 1 - e -/ J 
oa4 
(4.8) 
(4.9) 
(4.10) 
(4.11) 
(4.12) 
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(4.13) 
For ti~ t < t2, 
(4.14) 
(4.15) 
(4.16) 
(4.17) 
(4.18) 
a~(t) r 2 2 ) a:;- = i._a 1 u 1 ( t 1 ) + a 2 u 2 ( t 1 ) + a 3 [ u 1 ( t 1 ) ] + a 4 [ u 2 ( t 1 ) ] + a 5 u 1 ( t 1 )u 2 ( t 1 ) - ~( t 1 ) 
(4.19) 
and so on. 
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Within this work three different scenarios were studied. The first scenario 
compares a SDOE with a PRSD. The second scenario studies the effect of 
experimental time length over the efficiency in the SDOE and the third scenario 
studies the effect of sampling time over the efficiency of a PRSD. 
4.4.1.1 First scenario 
A full factorial design was used to generate the input sequence for the SDOE 
in the first scenario. The sequence has three inputs levels, coded from low to high 
as: -1, 0 and 1 as shown in Figure 4.2. Two procedures were used for the generation 
of the PRS. The first procedure used an equation provided by Ljung (1999) for the 
generation of pseudo random binary sequences (PRBS) and modified to obtain three 
inputs levels (Eq. 4.20), coded from low to high as: -1, 0 and 1 as shown in Figure 4.3. 
In the second procedure the input levels were randomly generated while the 
sequence switching time were fixed as shown in Figure 4.4. Since different PRS can 
result in different responses, three different input sequences were used in the first 
procedure while one hundred sequences were used in the second one to validate the 
variability of the results. For space considerations only one of the sequences from 
each method is presented. 
u(t) = rem(A(q)u(t),3) (4.20) 
60 
where Eq. (4.20) represents the remainder of A(q)u(t) as divided by three. The 
values of A( q} are provided in Ljung' s book and depend of the sequence number (n) 
that is ran. 
The time length of the sequences was based on the amount of time needed by 
the system to reach steady state for each step change in the SDOE and was kept 
identical for both designs (180 time units). Traditionally, the time needed for a 
process with first-order dynamics to nearly reach steady state is 51:. We decided to 
run the step tests for times equal to 4,: or 20 time units reaching 98% of the steady 
state and without much lost in model accuracy. 
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The data were sampled every five time units, generating a derivative matrix 
V with thirty-six rows. The efficiency was evaluated in two different ways: the first 
one included all the model parameters (p = 6) and the second one included the 
steady state parameters only (p = 5). The efficiency results are presented in Table 4.1 
and it shows that since the ratio is always much less than one, the SDOE is a highly 
more efficient than the PRSD. The efficiency percent for the modified Ljung 
procedure ranges between 4.4% and 5.1%. Thus, the SDOE provides about 95% 
more information con.tent for estimating the process parameters than the PRSD. 
Since one hundred sequences were used in the second PRSD procedure only the 
mean and variance of the efficiency results are presented and their values are 1.4% 
and 0.07, respectively. These results were expected because the PRSD never run 
long enough for the process to reach steady state at any level; therefore there is not 
enough information to estimate the steady state parameters of the model accurately 
as shown in Figures 4.5 and 4.6. This can be seen more clearly when the efficiency 
associated with only the steady state parameters is evaluated as shown in the last 
column of Table 4.1. In here the PRSD efficiency percent for the Ljung procedure 
lies between 3.2% and 3.7% and for the random input level procedure the mean and 
variance are 1.0% and 0.03, respectively. 
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Table 4.1. Efficiency results for two inputs factors designs comparison. 
% EFFICIENCY PRSD/SDOE 
DESIGN All parameters Steady state parameter 
(p = 6) (p=5) 
SDOE 100 100 
1 4.7 3.4 
Ljung 2 5.1 3.7 
PRS 3 4.4 3.2 
mean 1.4 1.0 
Input Level 
Random variance 0.07 0.03 
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From a theoretical point of view, H-BEST and the derivative matrix (Eqs (4.4) 
and (4.7)) give us the tools for the analysis of optimal design for nonlinear dynamic 
systems. For the process just examined, the true response ~(t) for the period 
representing the first input change becomes: 
(4.21) 
where u1(t) = w(t), uz(t) = w(t)2, U3(t) = u2(t), U4(t) = u2(t)2 and us(t) = u1(t) u2(t) 
For this example, when evaluating the elements of the derivative matrix for 
the steady state parameters (i.e. a1 and a2) the partial derivative becomes: 
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Therefore the steady state partial derivative shows that: 
as 
as t 00 a~(t) u(t) aa-1 
(4.22) 
and (4.23) 
(4.24) 
Equation (4.23) shows that the information needed to estimate the steady 
state parameters is minimized if the data are collected close to the initial steady 
state. In contrast, Eq. ( 4.24) shows that the information needed to estimate the 
steady state parameters is maximized if the data are collected close to final steady 
state. 
For the analysis of the dynamic parameter the partial derivative becomes: 
The dynamic partial derivative shows that 
as or as (4.26) 
Equation (4.26) shows that to maximized the information to estimate the 
dynamic parameter the data should not be closed to the initial or final steady states. 
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Also Eq. (4.26) indicates that any good transient information should be sufficient to 
accurately estimate the dynamic parameters. Both these steady state and dynamic 
theoretical analyses concurred with the simulation results obtained in Table 4.1. 
4.4.1.2 Second scenario 
In this scenario the effect of shortening the experimental time between each 
step test on a SDOE is studied. When the experimental time is reduced, the outputs 
are farther from the final steady states and there will be a penalty in the estimation 
the steady state parameters. The next example will quantitatively show how much 
information is lost when the input change duration is reduced. 
In this case, the time between step tests was set to be 15 (3-r), 20 (4-r) and 25 
(5-r). Table 4.2 presents the efficiency results and shows that the efficiencies for p = 6 
and p = 5 are similar at any of the time lengths. It can be concluded that it may be 
reasonable reduced the trial time to 3-r without scarifying too much information to 
estimate the model parameters. In the next scenario, we examine how efficiency is 
affected when different sampling times are evaluated in a PRSD. 
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Table 4.2. Efficiency results for a two factors SDOE when evaluated at different 
experimental time length. 
% EFFICIENCY FOR SDOE #t/ SDOE (St) 
DESIGN 
All parameters Steady state parameter 
(p =6) (p = 5) 
51' 100 100 
SDOE 41' 96.0 97.7 
31' 88.5 91.5 
4.4.1.3 Third scenario 
This example will show how the efficiency can be used to quantitatively 
measure the amount of information that is gain when the sampling time rate is 
increased. In this scenario the Ljung procedure is used to generate the PRSD. The 
efficiency is used to compare similar PRSD with different sampling rates. The data 
were sampled at every 0.5, 1.0 and 5.0 time units, as shown in Figure 4.7, generating 
a derivative matrix of 360, 180 and 36 rows, respectively. 
These efficiencies were compared with the corresponding SDOE (i.e., 
sampling rate was the same for both designs). Table 4.3 shows the results for this 
comparison. As expected the efficiency for the PRSD increased as the sampling rate 
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was increased. The increase in sampling rate results in the increasing of data points 
obtained during the dynamic and steady state part of the process allowing better 
estimation of the parameters. Even though that the efficiency values for the PRSD 
increased, Table 4.3 shows that the SDOE still is a more efficient design than the 
PRSD. 
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Table 4.3. Efficiency results for a two factors PRSD when evaluated at different 
sampling time rates. 
DESIGN % EFFICIENCY PRSD/SDOE 
Sampling time rates (time units) 
0.5 1.0 2.0 
100 100 100 
SDOE 
1 30.0 6.0 4.7 
PRS Ljung 2 30.2 6.3 5.1 
3 28.3 5.8 4.4 
In the next case study, we examine how the efficiency is affected when a five 
input variables MISO system is used. 
4.4.2 Five input variables 
The second MISO system consists of five input variables w(t), u2(t), U3(t), U4(t) 
and us(t) representing the static gain (or steady state) function and first order 
dynamics representing the dynamic function as shown in Eqs. (4.27) and (4.28). 
Only the main effects, quadratic effects and interaction effects were consider in this 
case. 
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f{u(t)} = a1u1 (t) + a2[u1 (t)J2 + a3u2 (t) + adu2 (t)]2 + a5u3(t) 
+ a6[u3(t)J2 + a7u4(t) + a3[u4(t)]2 + a9u5(t) + a10[u5(t)J2 
+ a11u1 (t)u2 (t) + a12u1 (t)u3(t) + a13u1 (t)u4(t) + a14u1 (t)u5(t) (4.27) 
+ a15u2 (t)u3(t) + a16u2 (t)u4 (t) + a17u2 (t)us(t) + arnu3(t)u4 (t) 
+ a19u3(t)u5(t) + a20u4 (t)u5(t) 
-t 
g(t)=l-e-r (4.28) 
For this example the numerical values of a1 through a20 and -r are 2.4, 1.2, 2.6, 
0.5, 1.5, 0.7, 3.2, 1.1, 4.8, 0.6, -3.0, 5.0, 6.7, -4.5, 2.3, 7.8, 5.4, 4.9, -2.3, 6.0, and 5.0, 
respectively. 
As in the previous case, three different scenarios were studied. The first 
scenario compares a SDOE with a PRSD. The second scenario studies the effect of 
experimental time length over the efficiency in the SDOE and the third scenario 
studies the effect of sampling time over the efficiency of a PRSD. 
4.4.2.1 First scenario 
In this scenario, a Box-Behnken design (BBD) (46 runs) was used to generate 
the input sequence of the step tests of the SDOE. The BBD input sequence has three 
levels, coded from low to high as: -1, 0 and 1. The two procedures used for the 
generation of the PRS were the modified Ljung (1999) equation procedure and the 
randomly generated input levels procedure. The total experimental time length for 
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all three designs sequences was 920 time units. The data were sampled every five 
time units, generating a derivative matrix V with one hundred and eighty-four 
rows. 
Again, the overall efficiency was evaluated in two different ways: the first one 
included all the model parameters (p = 21) and the second one included the steady 
state parameters only (p = 20). Table 4.4 shows the efficiency percent results and, as 
in the two factors case, it shows that the SDOE is more efficient than the PRSD. The 
efficiency for a PRSD when p = 21 range between 20.9% and 21.4% for the Ljung 
procedure; and for the randomly generated input levels procedure the mean and the 
variance are 3.6 and 0.03, respectively. 
Table 4.4. Efficiency results for five inputs factors designs comparison. 
% EFFICIENCY PRSD/SDOE 
DESIGN All parameters Steady state parameter 
(p = 21) (p = 20) 
SDOE Box-Behnken 100 100 
1 20.9 15.3 
Ljung 2 21.2 15.5 
PRS 
3 21.4 15.5 
mean 3.7 2.8 
Input Level 
Random variance 0.03 0.03 
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When only the steady state parameters were evaluated the efficiency for the 
modified Ljung equation procedure ranges between 15.3% and 15.5%. For the mean 
and variance for the random input levels procedure are 2.8% and 0.03 as shown in 
the last column of Table 4.4. Once more, these results were expected because since 
the PRSD never run long enough to reach steady state at any level and therefore, 
does not have enough information to estimate the steady state parameters of the 
model accurately. Another reason for the superiority of the SDOE is its ability to 
control confounding of the input effects. The next scenario investigates at the effect 
of further reduction of test duration on the efficiency. 
4.4.2.2 Second scenario 
In this scenario, the time between step tests was set to be 15 (3-r), 20 (4-r) and 
25 (5-r). Table 4.5 presents the efficiency results and shows that the efficiency is 
similar at any of the time lengths. It can be concluded that the reduction of the 
duration of the experiments can be reduced to 3-r without scarifying too much 
information to estimate the model parameters. 
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Table 4.5. Efficiency results for a five factors SDOE when evaluated at different 
experimental time lengths. 
% EFFICIENCY FOR SDOE #1;/SDOE (S't) 
DESIGN 
All parameters Steady state parameter 
(p = 21) (p = 20) 
5-r 100 100 
SDOE 4-r 94.9 97.7 
3-r 86.8 91.5 
The third scenario will show the effect of data sampling time rate over the 
efficiency for a PRSD. 
4.4.2.3 Third scenario 
As in the two factors case, this scenario will show how the efficiency can be 
used to quantitatively measure the amount of information that is gain when the 
sampling time rate is increased in a PRSD. Once again, the Ljung procedure is the 
used to generate the PRS sequence. The efficiency is evaluated when the data points 
were sampled every 0.5, .1 and 5 time units. Table 4.6 shows that as the sampling 
time rate increases the efficiency increases too. 
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Table 4.6. Efficiency results for a five factors PRSD when evaluated at different 
sampling time rates. 
DESIGN % EFFICIENCY PRSD/SDOE 
Sampling time rates (time units) 
0.5 1.0 2.0 
SDOE Box-Behnken 100 100 100 
1 35.1 27.0 20.9 
PRS Ljung 2 35.2 27.1 21.2 
3 35.5 27.2 21.4 
In the next case study, we examine how the efficiency is affected when a 
seven input variables MISO system is used. 
4.4.3 Seven input variables 
The third MISO system consists of seven input variables, U1(t), u2(t), U3(t), 
U4(t), us(t), U6(t) and U?(t), representing the static gain (or steady state) function and 
first order dynamics representing the dynamic function as shown in Eqs. (4.28) and 
( 4.29). Only the main effects, quadratic effects and interaction effects were consider 
in this case. 
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f{u(t)} = a1u1 (t) + a2[u1 (t)]2 + a3u2 (t) + a4[u2 (t)]2 + a5u3(t) 
+ a6[u3(t)]2 + a7u4(t) + a3[u4 (t)J2 + a9u5(t) + a10[u5(t)J2 
+ a11u6(t) + a12[u6(t)J2 + a13u7(t) + a14[ u7(t)]2 + a15u1 (t)u2 (t) 
+ a16u1 (t)u3(t) + a17u1 (t)u4(t) + a13u1 (t)u5(t) + a19u1 (t)u6(t) (4.28) 
+ a20u1 (t)u7 (t) + a21 u2 (t)u3(t) + a22u2 (t)u4 (t) + a23u2 (t)u5(t) 
+ a24u2 (t)u6 (t) + a25u2 (t)u7(t) + a26u3(t)u4 (t) + a27u3(t)u5(t) 
+ a23u3 ( t)u6 (t) + a29u3 (t)u7 (t) + a3ou4 (t)u5 (t) + a31 u4 (t)u6 (t) 
+ a32u4 (t)u7 (t) + a33u5 (t)u6 (t) + a34u5(t)u7(t) + a35u6 (t)u7(t) 
-t 
g(t)=l-e • (4.29) 
For this example the numerical values of a1 through a3s and 't are 2.4, 1.2, 2.6, 
0.5, 1.5, 0.7, 3.2, 1.1, 4.8, 0.6, -3.0, 5.0, 6.7, -4.5, 2.3, 7.8, 5.4, 4.9, -2.3, 6.0, 0.5, 1.2, -0.7, 
2.0, 1.0, 1.8, 1.3, 0.9, 3.4, 1.8, 2.9, -3.1, 0.4, and 5.0, respectively. 
As in the previous cases, the SDOE is compared to PRSD. A BBD (62 runs) 
was used to generate the input sequence of the SDOE. The two procedures used for 
the generation of the PRSD were the randomly generated input levels procedure and 
the random switching time procedure. The data were sampled every five time units, 
generating a derivative matrix V with two hundred and forty-eight rows. 
For this case, the overall efficiency was evaluated using all the model 
parameters (p = 36). Table 4.7 shows the efficiency percent results and, as in the two 
and five factors cases, it shows that the SDOE is more efficient than the PRSD. In 
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both procedures one hundred input sequences were evaluated, therefore only the 
mean and the variance of the results are presented. For the randomly generated 
input levels procedure the mean and variance are 2.8% and 0.01, respectively and for 
the random switching time procedure the mean and variance are 9.7% and 0.01, 
respectively. 
Table 4.7. Efficiency results for seven input factors designs comparison. 
DESIGN % EFFICIENCY PRSD / SDOE 
All parameters 
(p = 36) 
SDOE Box - Behnken 100 
Input Level mean 2.8 
Random 
variance 0.01 
PRS 
Switching Time mean 9.7 
Random 
variance 0.01 
Once more, these results were expected because since the PRSD does not run 
long enough to reach steady state at any level and therefore, there is not enough 
information to estimate the steady state parameters of the model accurately. 
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Another reason for the superiority of the SDOE is its ability to control confounding 
of the input effects. 
4.5 CLOSING REMARKS 
This work presented a quantitative methodology to evaluate the ability of 
different experimental designs to estimate parameters in nonlinear models, 
specifically in MISO systems. This methodology is based on the D-optimality 
criterion and the closed-form exact solution developed for Hammerstein systems 
facilitate its implementation. 
Accuracy of dynamics models depends strongly on the accuracy of the 
ultimate response. Through this article, the superiority of SDOE over PRSD to obtain 
information to estimate model parameters was demonstrated. There are two critical 
reasons for the poor performance of the PRSD for estimating the model parameters. 
First, to ensure quality information to estimate the ultimate response parameters, 
one needs quality ultimate response information. In a PRSD the changes in input 
levels are randomly determined and therefore cannot ensure that the process reach 
steady state to obtain information of the ultimate response. Since in the SDOE the 
values of the input levels were allowed to run long enough to obtain quality 
information of the ultimate response, the parameter estimates are more accurate 
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than the ones estimated by a PRSD. The second critical reason is that the PRSD 
suffers from uncontrollable orthogonality in its input levels (confounding in the 
inputs). In the contrast, SDOE is an intelligent design, which guarantees 
orthogonality in its input levels. Thus, we feel very strongly that SDOE should be 
the design of choice over PRSD for application of block-oriented nonlinear dynamic 
modeling. 
Beside the ability of the efficiency methodology to compare different 
experimental designs, it was also demonstrated that it could be used to compare 
different characteristics (i.e. experimental length and sampling rate) in similar 
designs. 
This work presents the preliminary results of the application of this 
methodology and a more comprehensive analysis is underway. We plan to extend 
this research to other types of block-oriented structures and other types of criterioris. 
Also the development of a computer program for the calculation of the efficiency 
would simplify the mathematical burden of the process. 
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4.7 NOMENCLATURE 
ai = Parameters for the static gain 
f{u(t)} = Steady state function 
g(t) = Dynamic function 
p = Number of model parameters 
NDi = Number of experimental runs 
u(t) = Input variable 
V = Derivative matrix 
v(t) = Intermediate variable for a Hammerstein System 
t=Time 
Greek Letters 
ri = Efficiency 
Si = Model parameters 
't = Dynamic parameter 
~=Output variable 
Abbreviations 
BBD = Box-Behnken Design 
H-BEST = Hammerstein Block-oriented Exact Solution Technique 
MISO = Multiple-Input, Single-Output 
PRS = Pseudo Random Sequence 
PRBS = Pseudo Random Binary Sequence 
PRSD = Pseudo Random Sequence Design 
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SDOE = Statistical Design of Experiments 
SISO = Single-Input, Single-Output 
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CHAPTER 5. GENERAL CONCLUSIONS AND FUTURE 
WORK 
5.1 GENERAL CONCLUSIONS 
The complexity of current processes has driven the process industry to look 
for a more efficient and accurate methodology for the development of process 
models to meet the requirements imposed by their operational procedures (i.e. 
quality, yield, cost etc.). Recently, the used of model predictive control schemes has 
increased due to the flexibility and exactitude of this methodology. The key aspect 
of the methodology to be successful is to obtain an accurate process model. 
Since the majority of the processes exhibit moderate or high nonlinear 
dynamic behavior, researchers have been focus their effort on developing 
methodologies that address these issues in a more efficient way. Block-oriented 
modeling techniques is one of the more popular technique because it separates the 
identification procedure in two parts without loosing the integrity of the process, 
making more easy the step of obtaining the estimates of the model parameters. The 
two most common structures are the Hammerstein and Weiner structures. 
The identification of process parameters relies heavily in the collected data, 
consequently, ensuring a high quality data is crucial. Efficiency is a statistical tool 
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based on D-optimality criterion that permits the comparison of different designs of 
experiments. And in conjunction with the H-BEST methodology has led to the 
ability to quantitatively compare competing experimental designs. 
This index gave us the ability to demonstrate that statistical design of 
experiments (SDOE) is superior to a pseudo random sequence design (PRSD). A 
SDOE design is an intelligent approach that provides optimal design points that 
maximizes information in the estimation of the model parameters. On the other 
side, a PRSD design uses random design points that can be far from optimal in terms 
of information content by confounding input variables effects. 
Another advantage of this efficiency methodology is the ability to compare 
different characteristics in similar designs. One of these characteristics is the effect 
of reducing the experimental time length. When the experimental time is reduced, 
the process will be significantly farther from steady state and there will be a 
reduction in the parameter estimation accuracy. Another characteristic is the data 
sampling rate. A faster sampling rate will allow for a more accurate model 
parameters since the information gathered will capture more efficiently the trend of 
the process. 
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5.2 FUTUREWORK 
In the preceding chapters the efficiency was presented as a tool to compare 
competing experimental designs in a quantitatively manner. This work only 
presents the preliminary results of the application of this methodology and a more 
comprehensive analysis should be considered. 
Although this study successfully presented the efficiency results for the 
comparison of different designs for Hammerstein structures, more studies are 
needed that can be applied to other block-oriented structures such as Wiener or 
sandwich structures. Even though many processes can be model with a first order 
or first order with dead time dynamics structure, more complex dynamics should be 
address (i.e. second order and second order with dead time). 
Another area, which needs further investigation, is the different criterions 
that can be used in the evaluation of the efficiency. In this work only the D.:. 
optimality criterion, which minimize the general variance in the parameter 
estimates, was used. The statistical literature provides another criterions such as A-
optimality, C-optimality, and G-optimality. 
Finally, the development of a software tool for the evaluation of competing 
designs will facilitate the study of more complex designs since it will reduced the 
amount of time that is expended in the mathematical calculations. Also the 
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computer program will give space for the study of more non-common 
characteristics in similar designs. 
