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ABSTRACT 
The benefits of massive Multiple-Input Multiple-Output (MIMO) systems have made it a solution 
for future wireless networking demands. The increase in the number of base station antennas in 
massive MIMO systems results in an increase in capacity. The throughput increases linearly with 
an increase in number of antennas. To reap all the benefits of massive MIMO, resources should be 
allocated optimally amongst users. A lot of factors have to be taken into consideration in resource 
allocation in multi-cell massive MIMO systems (e.g. intra-cell, inter-cell interference, large scale 
fading etc.) 
This dissertation investigates user selection and power allocation algorithms in multi-cell massive 
MIMO systems. The focus is on designing algorithms that maximizes a particular cell of interest’s 
sum rate capacity taking into consideration the interference from other cells. To maximize the 
sum-rate capacity there is need to optimally allocate power and select the optimal number of users 
who should be scheduled. Global interference coordination has very high complexity and is 
infeasible in large networks. This dissertation extends previous work and proposes suboptimal per 
cell resource allocation models that are feasible in practice. The interference is introduced when 
non-orthogonal pilots are used for channel estimation, resulting in pilot contamination. Resource 
allocation values from interfering cells are unknown in per cell resource allocation models, hence 
the inter-cell interference has to be modelled. To tackle the problem sum-rate expressions are 
derived to enable power allocation and user selection algorithm analysis. 
The dissertation proposes three different approaches for solving resource allocation problems in 
multi-cell multi-user massive MIMO systems for a particular cell of interest. The first approach 
proposes a branch and bound algorithm (BnB algorithm) which models the inter-cell interference 
in terms of the intra-cell interference by assuming that the statistical properties of the intra-cell 
interference in the cell of interest are the same as in the other interfering cells.  The inter-cell 
interference is therefore expressed in terms of the intra-cell interference multiplied by a correction 
factor. The correction factor takes into consideration pilot sequences used in the interfering cells 
in relation to pilot sequences used in the cell of interest and large scale fading between the users 
in the interfering cells and the users in the cell of interest. The resource allocation problem is 
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modelled as a mixed integer programming problem. The problem is NP-hard and cannot be solved 
in polynomial time. To solve the problem it is converted into a convex optimization problem by 
relaxing the user selection constraint. Dual decomposition is used to solve the problem. In the 
second approach (two stage algorithm) a mathematical model is proposed for maximum user 
scheduling in each cell. The scheduled users are then optimally allocated power using the multi-
level water filling approach. Finally a hybrid algorithm is proposed which combines the two 
approaches described above. Generally in the hybrid algorithm the cell of interest allocates 
resources in the interfering cells using the two stage algorithm to obtain near optimal resource 
allocation values. The cell of interest then uses these near optimal values to perform its own 
resource allocation using the BnB algorithm. The two stage algorithm is chosen for resource 
allocation in the interfering cells because it has a much lower complexity compared to the BnB 
algorithm. The BnB algorithm is chosen for resource allocation in the cell of interest because it 
gives higher sum rate in a sum rate maximization problem than the two stage algorithm. 
Performance analysis and evaluation of the developed algorithms have been presented mainly 
through extensive simulations. The designed algorithms have also been compared to existing 
solutions. In general the presented results demonstrate that the proposed algorithms perform better 
than the existing solutions. 
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CHAPTER 1 
1 INTRODUCTION 
This chapter gives a basic introduction to resource allocation in multi-cell multi-user massive 
Multiple-Input Multiple-Output (MIMO) systems. The chapter provides sufficient background that 
helps in understanding the research problem and how this research contributes to solving this 
research problem. A more detailed massive MIMO background is presented in Chapter 2. 
The rest of the chapter is organized as follows: Section 1.1 gives a summary of the data 
transmission process in a Massive MIMO system. Section 1.2 discusses resource allocation in 
massive MIMO systems. Section 1.3 gives the problem statement as well as the research question. 
Section 1.4 discusses the contributions of the dissertation as well as the author publications.  
1.1 Massive MIMO Systems 
Fifth Generation of Cellular Wireless Standards (5G) technology is regarded as the future of 
mobile wireless communications due to their fast data transmission rates [1], [2], [3], [4]. A 
massive MIMO system (which is part of 5G technology) has an excess of base station (BS) 
antennas which are used to serve a large number of user terminals (UTs) [5]. Most of the work is 
transferred to the BS because the UTs are usually inexpensive single antenna devices [6] , [7]. The 
goal of a massive MIMO system is to improve the data rate, diversity gain and throughput for each 
user [8], [9]. A massive MIMO system has the advantage of reducing the transmit power whilst 
improving the data rate [10]. 
The massive MIMO gain is obtained through beamforming, which requires channel state 
information (CSI). To estimate the CSI, users send pilot signals to the BS which ideally should be 
orthogonal to reduce interference. However due to limited coherence time, it is not possible for 
orthogonal pilot signals to be used in all the cells. Pilot sequences are reused in neighboring cells 
leading to pilot contamination and subsequently inter-cell (pilots sequences reused in neighboring 
cells) and intra-cell (pilot sequences reused in the same cell) interference. Pilot contamination 
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reduces the transmit power for each user by a factor inversely proportional to the number of BS 
antennas [11]. 
Global interference coordination becomes impractical in massive MIMO systems when the 
number of BSs and BS antennas increase. Sharing CSI amongst the BSs becomes almost 
impossible. The approach taken in multi cell massive MIMO literature is to assume constant power 
in the interfering cells. In this research we will adopt single cell processing and model the statistical 
properties of the inter cell interference in terms of the cell of interest’s intra cell interference. 
Resource allocation problems in multi-cell multi-antenna systems are non-convex and non-
deterministic polynomial-time hard (NP-hard), thus an optimal solution cannot be obtained in 
polynomial time. Heuristic methods can be applied when trying to optimize parameters such as 
performance or proportional fairness. These NP-hard problems can be solved using heuristic 
methods such as outer polyblock approximation and the branch and bound technique [12]. These 
algorithms have local convergence hence the choice of the starting point is of paramount 
importance. 
This research focuses on designing resource allocation massive MIMO algorithms that maximizes 
a particular cell’s sum rate taking into consideration the interference from other cells. Due to the 
intra-cell and inter-cell interference the sum rate is significantly decreased. However resource 
allocation values from interfering cells are unknown hence the inter-cell interference has to be 
approximated and modelled. 
These issues have been addressed to some extent in the literature. The primary problem is that an 
optimal solution would require optimization over all users and cells which becomes cumbersome. 
This research considers sub-optimal approaches that reduces multi cell optimization into single 
cell optimization 
1.2 Resource Allocation Massive MIMO Systems 
A multi cell massive MIMO system consists of a cellular network with a large number of cells and 
a large number of users in each cell. Each cell has at least one BS which serve the users which are 
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closest to it. This research focuses on resource allocation per cell since it is cumbersome to globally 
optimize resources. However due to the effects of inter-cell interference the cells cannot exist as 
independent entities. The signal-to-interference-and-noise ratio (SINR) values of each of the users 
in each cell are influenced by the resource allocation of all the other users in all the cells. For 
example the SINR value of user k in cell j is affected by the resource allocation (e.g. power 
allocation, user selection etc.) of all the other users in all the cells except itself, this phenomenon 
is known as interference. The extreme case occurs when two users using the same pilot sequences 
are close to each other, their data signals will cause severe interference to each other. 
The complexity of allocating resources in a large multi-cell system is very high. Due to the high 
computational complexity global optimal resource allocation cannot be applied in practical 
systems. To solve this multi-cell resource allocation problem a lot of authors have assumed 
constant interference from other cells. Some authors have also assumed an interference 
temperature, where the number of users chosen is limited by the interference temperature. Since it 
is nearly impossible to globally optimize resources in a multi cell massive MIMO system, we 
propose to reduce the multi cell structure into single cell system by assuming that the statistical 
properties of the interference in each of the other cells are the same as in the cell of interest. Hence 
the inter-cell interference is expressed in terms of the intra-cell interference multiplied by a 
correction factor, 𝑓𝑗𝑘. The correction factor, 𝑓𝑗𝑘 takes into consideration pilot sequences used in 
the interfering cells in relation to pilot sequences used in the cell of interest and large scale fading 
between the users in the interfering cells and the users in the cell of interest. 
This research focuses mainly on user selection and power allocation in a multi cell massive MIMO 
system for a particular cell of interest. The dissertation proposes three different approaches for 
solving resource allocation problem in multi-cell massive MIMO systems. In the first approach, 
branch and bound algorithm (BnB algorithm)1, the inter-cell interference is modelled in terms of 
the intra-cell interference by assuming that the statistical properties of the intra-cell interference in 
the cell of interest are the same as in the other interfering cells. The resource allocation problem is 
                                                     
1 In this dissertation BnB algorithm refers to the thesis proposed branch and bound algorithm algorithm. BnB technique 
refers to the standard branch and bound technique 
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modelled as a mixed integer programming problem. The problem is NP-hard and cannot be solved 
in polynomial time. To solve the problem it is converted into a convex optimization problem by 
relaxing the user selection constraint. Dual decomposition is used to solve the problem. In the 
second approach (two stage algorithm) a mathematical model is proposed for maximum user 
scheduling in each cell. The scheduled users are then optimally allocated power using the multi-
level water filling approach. Finally a hybrid algorithm is proposed which combines the two 
approaches described above. Generally in the hybrid algorithm the cell of interest allocates 
resources in the interfering cells using the two stage algorithm to obtain sub optimal resource 
allocation values. The cell of interest then uses these sub optimal values to perform its own 
resource allocation using the BnB algorithm. The two stage algorithm is chosen for resource 
allocation in the interfering cells because it has a much lower complexity compared to the BnB 
algorithm. The BnB algorithm is chosen for resource allocation in the cell of interest because it 
gives higher sum rate in a sum rate maximization problem than the two stage algorithm. The 
differences in the approaches proposed in this research are that the BnB and two stage algorithm 
models the inter-cell interference in terms of the intra-cell interference by assuming that the 
statistical properties of the intra-cell interference in the cell of interest are the same as in the other 
interfering cells. In the hybrid algorithm, the cell of interest performs resource allocation in each 
interfering cell by assuming that the statistical properties of the intra-cell interference in the cell 
of interest are the same as in the other interfering cells.  The cell of interest then uses the sub-
optimal resource allocation values obtained in the interfering cells to perform its own resource 
allocation using the BnB algorithm. 
The problem is solved iteratively for all the users in each cell in parallel. This is done by initially 
allocating zero power to all the users and increasing the powers iteratively until a maximum user 
sum rate is obtained considering both intra-cell and inter-cell interference. Consider multi-cell 
massive MIMO uplink (UL) transmission when all the users in all cells are allocated orthogonal 
pilot sequences, the power allocated to users is increased iteratively from zero the user sum rate is 
expected to increase as shown in Figure 1-1. In a sum rate maximization problem when 
interference is negligible, each user is allocated maximum power, 𝑝𝑚𝑎𝑥.  
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However when non orthogonal pilots are used, and the power allocated to users is increased 
iteratively from zero, the user capacity is expected to increase and then decrease as the interference 
becomes significant as shown in Figure 1-2. Only two users, m and k in cell j experiencing different 
interferences are shown in Figure 1-2. As the power allocated to a user is increased the user 
capacity and the interference from other users also increase (since resource are being allocated 
iteratively in parallel) until we get to an optimal user capacity, after which an increase in power 
doesn’t result in an increase in capacity. Hence at higher power values the user capacity is limited 
by interference. The allocated powers to users when interference is significant is determined by 
the level of interference. The optimal sum rate for user k in cell j is denoted as 𝐶𝑗𝑘
∗  and the optimal 
power for user k in cell j is denoted as 𝑝𝑗𝑘
∗ . 
 
Figure 1-1: The user power-sum rate curve during power allocation when orthogonal pilots are 
used.  
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Figure 1-2: The user power-sum rate curve during power allocation when non-orthogonal pilots 
are used. 
1.3 Problem Statement and Research Objectives 
1.3.1 Problem Statement 
A lot of work has been done on single cell multi user (MU) massive MIMO systems, not much has 
been done in multi cell MU massive MIMO systems. This has been largely due to the fact that data 
transmission rate of a user in a multi cell system is dependent on the interference values of users 
in the same cell and users in different cells. If users are transmitting in parallel, it is of paramount 
importance to take both the intra-cell and inter-cell interference into consideration in resource 
allocation. A global solution to the multi cell resource allocation problem gives an optimal 
solution, however the complexity becomes very high when the number of cells increases. Due to 
the high computational complexity global optimal resource allocation cannot be applied in 
practical systems.  
However a lot of authors have researched on modelling the interference in the interfering cells and 
using the interference model to decouple the cells thereby reducing the multicellular system into a 
single cell massive MIMO system. In [13] the authors assume that interfering users in neighboring 
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cells transmit at constant power. In [11] the authors introduce an interference temperature which 
gives a lower bound for the users’ sum rate. The approaches taken in literature do not adequately 
model the interference in the other cells. In this research we are going to model the statistical 
properties of the interference in the interfering cells in terms of the statistical properties of the 
interference in the cell of interest. 
1.3.2 Research Question 
Based on the problem statement given in Section 1.3, the research question for the work can be 
stated as follows: 
In a multi cell massive MIMO system which is subject to inter-cell interference, how should 
the optimal number of users and their respective transmit powers be determined? 
1.3.2.1 Sub Questions 
The sub questions of the research study are: 
 What is the spectral efficiency for a Multi-user multi-cell massive MIMO system in UL for 
each user taking into consideration channel estimation and that each user can only be 
served by one BS? 
 What are the appropriate power allocation algorithms for UL massive MIMO systems after 
MRC precoding, for a particular cell of interest? 
 How can the unknown interference from the other cells be modelled? 
 There are ( K
K∗
) different ways of choosing K∗ users from K. What are the appropriate user 
selection schemes that chooses K∗ from K that maximize the sum rate in the cell of interest 
whilst minimizing interference? 
1.4 Contributions and Thesis Organization 
Authors in literature model the inter-cell interference as constant interference per iteration and 
optimize resources iteratively per cell until the solution converges to an optimal solution. The 
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solutions in literature have a high computational complexity. The research aims at designing a low 
complexity optimal resource allocation algorithm that models the inter cell interference using 
optimal resource allocation parameters in the interfering cells. In the solution proposed by this 
research, the interfering cells’ optimal resource allocation parameters are obtained by statistical 
approximations rather than iteratively which has a high computational complexity. 
The main contributions of this work are derived from the research questions mentioned above, 
accordingly outlined as follows: 
 Deriving a statistical model of the inter-cell interference in terms of the intra-cell 
interference model. The statistical model assumes that the statistical properties of the intra-
cell interference in the cell of interest are the same as in the other interfering cells. The 
statistical model also takes into account the large scale fading as well as the distance the 
interfering users are from the user of interest. 
 A dual decomposition user selection and power allocation algorithm is designed. This 
makes use of the Lagrangian decomposition method to allocate power to users and branch 
and bound technique for user selection. 
 Designing a user selection and power allocation algorithm based on the 
maximum user scheduling expression derived in [14]. We then go on to derive an 
expression which determines how the users are to be selected in a cell. After user selection, 
multi-level water filling is then used to allocate power. 
 A hybrid user selection and power allocation algorithm is designed. The cell of interest 
allocates resources in the interfering cells using the low complexity two stage algorithm. 
Resource allocation in the cell of interest is done using the BnB algorithm because it 
performs better than the two stage algorithm. 
1.4.1 Author Publications 
Part of the work has been presented by the author in the following publications: 
 P. Chiguvare and F. Takawira, “Power Allocation and User Selection in Multi-cell 
Massive MIMO Systems,” IEEE Africon 2017 Proceedings, pp. 376-381, Sept. 2017 
9 
  
 P. Chiguvare and F. Takawira, “Multi-Cell Multi user massive MIMO Systems optimal 
user selection and power allocation using the branch and bound Algorithm,” [prepared for 
submission to International Journal of Communication Systems] 
The dissertation is organized as follows: 
Chapter 2: This chapter presents a description of the massive MIMO principle. The chapter 
introduces massive MIMO basic theories and principles which includes channel estimation, signal 
detection in UL, precoding techniques in DL, pilot contamination and mitigation techniques.  
Chapter 3: This chapter details the work that has been done by other researchers highlighting the 
recent works and accomplishments on resource allocation in multi cell massive MIMO systems. 
The previous research work in cell massive MIMO systems are therefore summarized with more 
emphasis on power allocation and user selection. 
 Chapter 4: This chapter models the inter-cell interference so that global resource allocation can 
be converted to a per cell resource optimization solution. The Lagrangian frame work and the 
Newton Raphson method are employed to determine optimal resource allocation in the cell of 
interest. The BnB technique is then used to select users that give optimal results. The chapter also 
presents simulation based performance evaluation. 
 Chapter 5: This chapter presents a low complexity two stage algorithm. The algorithm is divided 
into two parts; the user selection part and the power allocation part. A mathematical expression for 
selecting the maximum number of users who can be scheduled in a cell, Ks is derived for the user 
selection part. The Ks users that have high SINR value assuming equal power allocation are 
selected from K users. Finally the multi-level water filling technique is used to allocate powers to 
the selected users. Simulations are used to check the viability of the proposed algorithm. 
Chapter 6: This chapter presents the hybrid algorithm. The cell of interest performs both user 
selection and power allocation in the interfering cells using the low complexity two stage 
algorithm. The cell of interest then uses these near optimal values to perform its own resource 
allocation. The chapter compares the proposed algorithms inter-cell interference modelling  to the 
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existing interference models in [13].  The BnB algorithm is chosen for resource allocation in the 
cell of interest because it performs better than the two stage algorithm. Finally the chapter presents 
simulation based performance evaluation. 
Chapter 7: This chapter summarizes the main conclusions of the dissertation, which provides 
insights on the design of user selection and power allocation algorithms in multi cell massive 
MIMO systems. 
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CHAPTER 2 
2 MASSIVE MIMO SYSTEMS BACKGROUND 
2.1 Introduction 
This chapter presents a description of the massive MIMO principle. A massive MIMO system is a 
multi-user MIMO (MU-MIMO) system with a large number of antennas. In massive MIMO 
hundreds or thousands of BS antennas serve a large number of users simultaneously [15], [16]. 
The number of antennas should be much greater than the number of users. Asymptotic analysis 
demonstrate that as the number of antennas approach infinity the effects of the uncorrelated noise 
and part of the interference which is not due to pilot contamination vanishes. This chapter will 
introduce massive MIMO basic theories and principles which includes channel estimation, signal 
detection in (UL), precoding techniques in downlink (DL), pilot contamination and mitigation 
techniques. 
The rest of the chapter is organized as follows: Section 2.2 presents the system models and 
assumptions. Section 2.3 discusses system operation and channel estimation in massive MIMO 
system. Uplink transmission and signal detection is discussed in Section 2.4. Section 2.5 discusses 
downlink transmission and precoding. Section 2.6 discusses the detrimental effect pilot 
contamination has on massive MIMO systems and Section 2.6 presents different ways pilot 
contamination can be mitigated. 
2.2 System Models and Assumptions  
We consider a multi cell multi user massive MIMO system. The system consists of B cells with 
one base station (BS) in each cell. Each BS has large number of fixed transmit antennas N which 
serve K single antenna user terminals (UT) as shown in Figure 2-1 and Figure 2-2 for DL and UL 
transmission respectively. It is assumed that N ≫ K ≫ 1. 
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Figure 2-1: Multi cell multi user massive MIMO system model DL transmission 
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Figure 2-2: Multi cell multi user massive MIMO system model UL transmission 
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Ideally N ≫ K so to provide the system with N-K unused degrees of freedom [17]. The advantage 
of a large number of BS antennas is that the uncorrelated thermal noise and the small scale fading 
can be eliminated due to the law of large numbers [18]. 
The channel can be assumed to be narrowband and slow fading therefore the channel realization 
is constant for a coherent block duration of time T. The time frequency resources are divided into 
frames [19]. The number of transmitted symbols per frame is T*W, T is the time in seconds and 
W is the bandwidth in Hz. It is assumed that both T and W are smaller or equal to the coherence 
time and coherence bandwidth of all users respectively. Therefore all the channels are static within 
the frame. V symbols are transmitted during pilot transmission and the total number of symbols 
transmitted in time T (i.e. for both pilot and data transmission) is S. 
Time -division duplex is considered in which the same frequency channel is used and divided into 
time slots for the UL pilots, UL data and DL data [20]. The channel matrix from user m in cell b 
to the nth antenna on a BS in cell j is hjbmn. Since the BS has N antennas the resultant channel 
matrix to a BS in cell j form user m in cell b is 𝐡jbm = [hjbm1, … , hjbmn, … ,hjbmN]. Each 
realization of the channel matrix is a circularly symmetric complex Gaussian distribution with zero 
mean and unit variance as summarized in Eq.(2-1). We denote βjbm as the large scale propagation 
factor between user m in cell b and the BS in cell j. The large scale fading parameter captures the 
effects of path loss and shadowing that changes slowly and can be learnt over a long period of time 
[21], [14]. Hence the overall propagation factor between user m in cell b and a BS in cell j is 
√βjbm𝐡jbm. 
 hjbmn ~  𝐶𝑁(0, 1) (2-1) 
2.3 System Operation and Channel Estimation in FDD and TDD 
Massive MIMO can be operated in both time division duplex (TDD) and frequency division duplex 
(FDD) [22]. In FDD different frequency resources are used for (UL) and (DL). The difference is 
that each sub-channel in TDD transmission toggles between UL and DL transmission and hence 
channels are reciprocal whilst in FDD pilot signals can only be sent in one direction and needs 
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another channel to achieve CSI in the other direction [22]. For FDD the CSI has to be estimated 
for both the UL and the DL, this however becomes complex as the BS antennas increase [23]. 
Massive MIMO is usually operated in the time-division-duplex (TDD) mode [23]. Figure 2-3 
summarizes the system operation for FDD and TDD. 
Uplink Data Uplink pilot
Resource
Allocation
Downlink Data
Coherence Time  
(a) Massive MIMO TDD protocol 
Downlink
Training
Feedback using
Uplink 
subchannel
Resource
Allocation
Downlink Data
Coherence Time
 
(b) Massive MIMO FDD protocol 
Figure 2-3: System operations for TDD and FDD 
As can be seen from the Figure 2-3 the main components of both FDD and TDD are training 
signaling, data transmission and resource allocation. The above named can be described as follows: 
1. Training: In FDD the BS sends pilot signals that enable users to estimate their channels. 
In TDD users send pilot signals in the UL that enables the BS to estimate the UL channel. 
A reciprocal of this channel is used for DL transmission. 
2. Data Transmission: Data is transmitted throughout the coherence time 
3. Resource Allocation: Resource allocation is performed by the BS in both FDD and TDD 
(user selection, power allocation, etc.) 
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4. Feedback using UL sub-channel: In FDD each user sends its channel estimate using an 
UL sub channel 
The UL and DL corresponding CSI are different in FDD since different frequency bands are used 
in the UL and DL. In the UL users send pilot signals to the BS, and the BS performs channel 
estimation. The time required for pilot transmission in UL does not depend on the number antennas 
at the BS. To calculate CSI in FDD, the BS first sends pilot signals to the users, the users then send 
back the estimated CSI to the BS through an UL sub-channel. The time required for DL pilot  
transmission increases with the number of antennas [7]. In massive MIMO as the number of 
antennas increase FDD becomes infeasible.  
Traditionally channel estimation is performed in the DL, the BS sends pilot signals to the users 
which in turn estimates the channels. However in massive MIMO, this is infeasible as the number 
of antennas increase since the channel estimation overhead is proportional to the number of 
antennas [17]. Therefore it is more logical to estimate the channels during UL transmission. 
In massive MIMO, a BS uses its excess antennas for receive beamforming in the UL and transmit 
precoding in the DL which amplifies the desired signal and suppresses interfering signals [19]. 
The BS has to know the CSI for receive beamforming in the UL and precoding in the DL. The BS 
estimates the CSI using pilots sent by users. To mitigate the effects of pilot contamination 
orthogonal pilots should be used. This is not always possible when there is a large number of cells 
since B×K orthogonal pilots are needed.  
In TDD operation, the UTs send pilot signals to the BS, the BS then estimates the channel matrix.  
2.4 Uplink Transmission  
Uplink transmission is the scenario where UT, k in cell j transmits a signal to the BS in cell j. Inter-
cell interference is when part of the signal is received by a BS in another cell. Intra-cell interference 
is when the BS wrongly decodes the information sent by a user, k as coming from another user in 
the same cell. The N×1 received signal at the BS can be modelled as Eq.(2-4) [24], [25],[26]  
16 
  
2.5 Uplink Signal Detection 
The BS will coherently detect the signals from the K users using the received signal together with 
the estimated CSI. Signal detection in the UL of a massive MIMO system can be achieved using 
linear and nonlinear signal detectors [7]. Compared with linear detectors, nonlinear detectors have 
better performance but higher computational complexity [7]. Linear precoders such as zero forcing 
(ZF), matched filter (MF) and minimum mean-square error (MMSE) are ideal for a massive MIMO 
system. A lot of researchers have studied the performance of a massive MIMO system under 
various linear precoders [26] ,[27]. The authors in [26] proved that when there is inter-cell 
interference in a multi cell scenario the MMSE receiver achieves the same computational 
complexity as the MF receiver with fewer antennas. 
The N×1 received signal before receive beamforming at BS j, 𝐲j = [yj1, … , yjn… , yjN] can be 
modelled as  
 𝐲j =∑ ∑ √pbmβjbm
K
m=1
B
b=1
𝐡jbm𝐱bm + 𝐧j (2-2) 
where xbm is the symbol transmitted by user m in cell b. The signal is normalized as 
𝔼{𝐱bm
H𝐱bm} = 1, while pbm is the corresponding UL transmit power  The noise is modelled as 
Gaussian additive noise with each modelled as a complex Gaussian distribution, 𝐧j~ CN (0, 𝜎𝑤
2𝐼𝑁). 
𝜎𝑤
2  is the noise variance after data transmission 
Since the BSs have multiple antennas, in the UL, the base station should apply a receive 
beamforming vector, 𝐯𝐣 = [ 𝐯j1, . . , 𝐯jk… . 𝐯jK] so as to amplify the desired signal and reject 
interference thereby separating the signals into streams. This is achieved by multiplying the 
received signal by 𝐯jk
H [19], [28].  
 ?̂?jk = 𝐯jk
H 𝐲jk (2-3) 
Where ?̂?j is the received signal after precoding. 
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The received vector, after linear beamforming is given by 
 ?̂?jk =∑ ∑ √pbmβjbm𝐯jk
H
K
m=1
B
b=1
𝐡jbm𝐱bm +     𝐯jk
H𝐧j (2-4) 
Each stream from each user is then decoded independently. The signal from the kth stream in BS 
j is given by 
 
?̂?jk = √βjjkpjk𝐯jkH𝐡jjkxjk
⏞            
desired
+∑ ∑ √βjbmpbm𝐯jk
HK 
m=1 ,(b,m)≠(j,k)
B
b=1 
𝐡jbm𝐱bm
⏞                              
interference
+   𝐯jkH𝐧j
⏞    
noise
 
(2-5) 
Some conventional massive MIMO receivers are reviewed below. 
2.5.1 Maximum Ratio Combining (MRC) 
 Maximum Ratio Combining (MRC) is an example of passive rejection [19]. It maximizes the 
SINR by maximizing the effective channel gain, the interfering terms are rejected on the basis that 
the channels are nearly orthogonal if they do not use the same pilot sequence for channel 
estimation. With MRC, the BS maximizes each user’s SINR whilst ignoring the effects of both the 
intra-cell and inter-cell interference. 
 
From  
 
𝐯MRC,jk = argmax
𝐯jk
desired signal power
noise  power
 
= argmax
𝐯jk
pjk|𝐯jk
H𝐡jjk|
2
||𝐯jk||2
 
 
(2-6) 
Since  
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pjk|𝐯jk
H𝐡jjk|
2
||𝐯jk||2
≤ 
pjk ||𝐡jjk||
2
||𝐯jk||
2
||𝐯𝐣𝐤||
2 = pjk ||𝐡jjk||
2
 
 
(2-7) 
The above equality holds when 𝐯jk = 𝐡jjk 
2.5.2 Zero Forcing (ZF) 
ZF is an example of active rejection. ZF precoding uses channel inversion to cancel out inter-user 
interference however effective channel gains are less than that of MRC precoding [19]. The ZF 
beamforming vector for the kth user satisfies 
 {
𝐯jk
𝐻𝐡jbm  ≠ 0 , (𝑏,𝑚) = (𝑗, 𝑘)
𝐯jk
𝐻𝐡jbm = 0, (𝑏,𝑚) ≠ (𝑗, 𝑘)
 (2-8) 
The pseudo inverse of the channel matrix satisfies Eq. (2-8) for all users. The pseudoinverse is 
given by: 
 𝐯jk = 𝐡jjk
H
[𝐡jjk  𝐡jjk
H
]−1 (2-9) 
ZF receivers have a higher computational complexity than MRC because of the pseudoinverse in 
Eq.(2-9). 
2.5.3 Minimum Mean Square Error (MMSE) Precoding 
MMSE finds a balance between effective channel gain and interference. It is therefore both passive 
and active [19]. MMSE minimizes the error between the estimate 𝐯jk
𝐻?̂?j and the transmitted signal 
xjk 
 
𝐯MRC,jk = argmin
𝐯jk
𝔼 {|𝐯jk
𝐻?̂?j − xjk|
2
} 
= 𝑐𝑜𝑣(?̂?j, ?̂?j)
−1
𝑐𝑜𝑣(xjk, ?̂?j)
𝐻 
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 =√pj𝐡jjk[pj𝐡𝐣 𝐡𝐣
H + 𝐈𝐊]
−1 (2-10) 
For two random column vectors 𝐦1 and 𝐦2 with zero-mean elements, 𝑐𝑜𝑣(𝐦1,𝐦2)  ≜
𝔼{𝑚1𝑚2
𝐻}. MMSE functions by maximizing the user SINR, hence MMSE is better than ZF and 
MRC [19].  
2.6 Downlink Transmission and Precoders 
Downlink transmission is when the BS transmits signals to its users, however some of the signals 
may be received by users in the same cell (intra-cell interference) or by users in different cells 
(inter-cell interference). Let 𝐱𝐣 be the transmitted signal from a BS in cell j, where 𝐱𝐣 = [𝐱j1,
𝐱j2, … , 𝐱jk]. The data symbol for each user has average power, 𝔼{||𝐱jk||
2 = 1.   
 𝐲𝐣𝐤 =∑ √βjbk𝐡jbk
H∑ √pbm
K
m=1
B
b=1
𝐯𝐛𝐦𝐱bm + 𝐧jk  (2-11) 
It can be assumed that the data is precoded with an N×1 precoding vector 𝐯bm before transmission. 
In massive MIMO both linear and nonlinear precoders may be used, however nonlinear precoders 
perform better than linear precoders but have a higher computational complexity. Nonlinear 
precoders include dirty-paper-coding (DPC), vector perturbation VP and lattice aided methods. 
The performance of linear precoders has proved to be near optimal as the number of antennas 
increase. Linear precoders include MMSE, ZF, and MRC. Due to an improved performance as 
number of antennas increase and their low computational complexity, linear precoders are mainly 
used in massive MIMO systems. 
2.7 Interference and Pilot contamination 
A typical massive MIMO system is made of many cells which share the same time-frequency 
resources. As the number of cells increases in a multi cell massive MIMO system, it becomes 
difficult to assign orthogonal pilots to all the users in all the cells, due to the limitation of the 
channel coherence interval [16]. Figure 2-4 and Figure 2-5 illustrate the pilot contamination 
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concept in the UL and DL respectively. Two users are shown in neighboring cells using the same 
pilot sequence. The identical pilot sequences will cause pilot contamination and consequently 
inter-cell interference. 
 
Figure 2-4: Illustration of pilot contamination concept in UL transmission. The two users shown 
are assigned the same pilot sequences 
 
Figure 2-5: Illustration of pilot contamination concept in DL transmission. The two users shown 
are assigned the same pilot sequences 
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As discussed above TDD is most likely to be used for massive MIMO systems, pilot signals will 
be transmitted from the users during UL. To eliminate interference, the pilot signals used in the 
same cell and also neighboring cells should be orthogonal i.e. 
 𝐱bm𝐱jk
′ = {
1,     (b,m) = (j, k)
0,            otherwise
 (2-12) 
If orthogonal pilot sequences are used, the channel vectors used to estimate the channels are 
uncorrelated and hence the BS obtains uncontaminated channel estimates. Due to the limitation of 
the channel coherence interval it becomes difficult to assign orthogonal pilots to all users hence 
 𝐱bm𝐱jk
′ ≠ 0 (2-13) 
In UL training, the K users in cell j send their pilot sequences of length τ to BS j. If we consider 
the above system model the received signal at BS j, 𝐘j ∈ ℂN during pilot transmission can be 
modelled as  
 𝐘jk =∑ ∑ √qbmβjbm
K
m=1
B
b=1
𝐡jbm𝐒bm + 𝐍j  (2-14) 
Where 𝐒bm = 𝐬bm⨂𝐈N is a τN × N matrix, 𝐡jbm is the UL channel vector from user m in cell b 
to a BS in cell j. The corresponding pilot transmit power is qbm , 𝐍j is the noise due to the 
transmitted symbols. The noise is modelled as Gaussian additive noise with each modelled as a 
complex Gaussian distribution 𝐍j~CN (0,σ
2𝐼𝑁). σ
2 is the noise variance after pilot transmission. 
Using LS channel estimation, 𝐡jjk̂  is given by 
 𝐡jjk̂ = 𝐡jjk+ ∑ ∑ 𝐬jk
T 𝐬bm√qbmβjbm
K
m=1 ,(b,m)≠(j,k)
B
b=1 𝐡jbm +𝐍j𝐒jk
T  (2-15) 
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Proof: See Appendix A1 
The channel estimate in Eq. (2-15)  shows how the desired channel information 𝐡jjk is 
contaminated by other users’ channel vectors. If 𝐬jk
T 𝐬bm=0, the channels are uncorrelated and the 
pilots used are mutually orthogonal. If 𝐬jk
T 𝐬bm = 1, there is maximum correlation and therefore 
maximum interference. If 𝐬jk
T 𝐬bm ≠ 0 the estimated channel is contaminated by undesired 𝐡jbm 
channel vectors. When there is no pilot contamination, channel estimation and precoding can be 
completely decoupled from each other [7]. 
It can be deduced that the SINR for the received signal given in Eq. (2-4) and Eq.(2-5) for user k 
in cell j is: 
 SINRjk
MRC =
βjjkpjk
∑ ∑ pbmβjbm(ψbmjk
2 Jjbm
2 ) +
αjk
N Rjk
̅̅ ̅̅K
m=1 (b,m)≠(j,k)
B
b=1 
 (2-16) 
Where ψbmjk
2 = sjk
T sbm, Rjk̅̅ ̅̅ = ∑ ∑ pbmβjbm +
K
m=1 
B
b=1  σw
2  , αjk= ∑ ψtujk
2 Jjtu
2 + σ2t=v
u=z
 and  Jjbm 
=√qbmβjbm 
Proof: see Appendix A2 
As the number of antennas approaches infinity, a part of the interference term that is due to pilot 
contamination does not go to zero, the SINR tends to the limit 
 SINRjk
MRC =
βjjkpjk
∑ ∑ pbmβjbm((ψbmjk
2 )2Jjbm
2 )Km=1 (b,m)≠(j,k)
B
b=1 
 (2-17) 
Proof: Obtained from Eq.(2-16) taking lim
𝑁→∞
𝑆𝐼𝑁𝑅𝑗𝑘 
Therefore when non orthogonal pilots are used sjk
T sbm ≠ 0, the BS cannot distinguish between 
users. Pilot contamination does not fully disappear when the number of antennas is increased 
without limit. 
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2.8 Pilot Contamination Mitigation 
A lot of research work has been done on pilot contamination mitigation. We describe the developed 
pilot mitigation methods below 
1. Blind Methods: Clever channel estimation techniques have been developed which 
eliminate the effect of pilot contamination. These include blind techniques that estimate 
the channels and payload data [29], [30]. The authors in [31] propose eigenvalue –
decomposition (EVD) based channel estimation technique. The approximation technique 
exploits the assumption that the channels are orthogonal in a massive MIMO system. To 
improve the proposed technique, it is combined with the iterative least square with 
projection (ILSP) algorithm. In [32],[33] the authors designed an algorithm that mitigates 
pilot contamination on the assumption that as the number of antennas approaches infinity 
the transmitted signals become orthogonal. The algorithm separates the signal subspace 
from the interference subspace, thereby eliminating interference. 
2. Protocol-based Methods: Pilot contamination can be eliminated by reducing the number 
of users that makes use of non-orthogonal pilot sequences. This can be achieved through 
frequency reuse [24], [34]. Pilot contamination can also be mitigated by using a scheme 
based on a time shifted protocol [7],[35], [36].The authors propose a time shifted protocol 
whereby users using non-orthogonal pilot sequences transmit at different non overlapping 
time slots (see Figure 2-6). In [37] the authors define a low complexity near optimal pilot 
scheduling algorithm that reduces the effects of pilot contamination in massive MIMO 
systems. The algorithm makes use of the cross-entropy optimization framework (CEO). 
CEO is an optimization algorithm that generates a population of candidate solutions from 
a solutions space [37]. It was proved that the designed algorithm provides excellent 
performance with reduced complexity. 
3. Precoding Methods: Precoding techniques which are designed to take into consideration 
the network structure have been designed to mitigate pilot contamination. The precoding 
method described in [21] minimizes both the intra-cell and the inter-cell interference. 
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Figure 2-6: Shifted frame structure for eliminating pilot contamination 
2.9 Chapter Summary 
This chapter presents a description of the massive MIMO principle. The chapter introduces 
massive MIMO basic theories and principles which includes channel estimation, signal detection 
in UL, precoding techniques in downlink, pilot contamination and mitigation techniques. Massive 
MIMO system are adversely affected by pilot contamination, however a lot of research has been 
conducted to mitigate the effects of pilot contamination.  
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CHAPTER 3 
3 MASSIVE MIMO RESOURCE ALLOCATION 
3.1 Introduction 
This section details the work that has been done by other researchers on resource allocation in 
multi cell massive MIMO systems. The previous research work in multi cell massive MIMO 
systems is therefore summarized with more emphasis on power allocation and user selection. A 
lot of factors affect resource allocation in multi cell massive MIMO systems. The major problem 
is the high complexity of obtaining a global resource allocation solution as the number of cells 
increase. However most authors model inter-cell interference and optimize resource allocation on 
a per cell basis. 
The rest of the chapter is organized as follows: Section 3.2 presents the related work on power 
allocation in massive MIMO systems. Section 3.3 details the research accomplishments on user 
selection in massive MIMO systems. Section 3.4 presents the related work on both user selection 
and power allocation in massive MIMO systems. Finally Section 3.5 summarizes the chapter’s 
main points 
3.2 Power Allocation 
A lot of work has been done on both multi cell and single cell massive MIMO systems power 
allocation. Single cell massive MIMO simplifies the problem because there is no inter cell 
interference. In multi cell massive MIMO, the inter-cell interference has to be modelled if a sub-
optimal per cell optimization solution is to be obtained. 
3.2.1 Power Allocation in Single Cell Uplink 
The authors in  [25] ,[38], [39] consider the UL of a single cell massive MIMO system, where K 
single antenna elements transmit to a BS with N antenna elements. Eq. (3-1) shows the received 
signal, ?̂?jk by the user of interest, k in cell j after channel estimation. The expression for ?̂?jk  is 
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similar to the one given in Eq.(2-5) , they differ in that Eq.(2-5) considers a multi cell system whilst 
Eq.(3-1) considers as single cell system. 
 
?̂?jk = √βjkpjk𝐯jkH𝐡jjkxjk
⏞            
desired
+∑ √βjmpjm𝐯jk
H𝐡jmxjm
K 
m=1,m≠k
⏞                   
interference
+   𝐯jkH𝐧j
⏞    
noise
 
(3-1) 
The sum rate for user k, Cjk is given by 
 Cjk  = (1 −
𝑉
𝑆
) log2( 1 + SINRjk )  (3-2) 
In [38] , [39] the authors define the SINRjk lower bound as 
 SINRjk
MRC =
qjkβjjk
2pjk(𝑁 − 1)
(1 + ∑ pjmβjjm)(1 + qjkβjjk) + pjkβjjk
K
m=1 (m)≠(k)
 (3-3) 
where qjk is the pilot power allocated to user k in cell j. 
The difference between the SINR expressions in Eq.(3-3) above and Eq.(2-16) is that the Eq.(2-16) 
considers the lower bound of the SINR expression using the Jensen inequality. Eq.(2-16) considers 
UL power control such that qjkβjjk = 1. The authors in [38] maximize the sum rate for two cases; 
in the first case they assume the users have perfect CSI, in the second case they assume the users 
have to estimate their CSI. For the case when users have perfect CSI, the maximization problem 
is formulated as: 
 
max
{pjk}∈ℝ
∑ {log2 (1 + SINRjk)}
K
k=1
 
subject to: 
A ∶  pjk  ≤  pjk,max 
B : pjk ≥ 0 
 
 
 
(3-4) 
27 
  
It can be concluded that for receiver with perfect CSI, the users transmit at maximum power 
because there is no interference due to pilot contamination. However, the authors in [38] argue 
that for a case of imperfect CSI, the pilot powers become part of the optimization parameters. The 
problem formulation with imperfect CSI becomes 
 
max
{pjk,qkj}∈ℝ
∑ {log2 (1 + SINRjk)}
K
k=1
 
subject to: 
A ∶  0 ≤ pjk  ≤  pjk,max 
B : 0 ≤ qjk  ≤  qjk,max 
 
 
 
(3-5) 
Where qjk,max is the maximum power that can be allocated to the pilot symbol k.  
The problem is solved by convex optimization techniques using the dual Lagragian optimization 
technique which states that the Lagrangian multipliers are optimum if they satisfy Karush-Kuhn-
Tucker (KKT) conditions. The results show that for UL transmission if the interference is 
negligible compared to the noise level i.e. (1 + ∑ pjmβjjm)(1 + qjkβjjk) ≤ pjkβjjk
K
m=1 (m)≠(k)  for 
Eq. (3-3), then the user optimal power allocation corresponds to the maximum power. Hence if 
interference is negligible UL power allocation allocates maximum power. 
The authors in [39] optimize power allocation for both pilots and data. They formulate the power 
allocation problem by adding an energy budget constraint 
 Vqjk + (S-V) pjk=Emax (3-6) 
where Emax is the total energy budget for a coherence block, V is the number of symbols 
transmitted during pilot transmission and S is the total number of symbols transmitted in a frame. 
The problem is formulated as follows: 
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max
{pjk,qkj}∈ℝ
∑ {log2 (1 + SINRjk)}
K
k=1
 
subject to: 
A ∶  0 ≤ pjk  
B : 0 ≤ qjk  
C : Vqjk + (S-V) pjk=Emax 
 
 
 
 
(3-7) 
The problem is reformulated using the epigraph form 
 
max
{pjk,qkj,𝛾𝑗𝑘}∈ℝ
∏𝛾𝑗𝑘 
subject to: 
A ∶   (1 + SINRjk) ≥ 𝛾𝑗𝑘  
B : 0 ≤ qjk , 0 ≤ pjk 
C : Vqjk + (S-V) pjk=Emax 
 
 
 
 
(3-8) 
The authors argue that the problem in Eq. (3-7) is NP-hard, hence a successive convex optimization 
approach is adopted to converge to a KKT point.  
3.2.2 Power Allocation in Single Cell Downlink 
The authors in [40], [41], [42], [43], [44], [45] consider a single cell DL massive MIMO system. 
The system model presented in this section is different from the system model presented in Section 
3.2.1 in that the model for the latter is for UL, whilst in this section we are focusing on DL. 
However both sections assume a single cell system with one BS cell and K users.  
The received signal model for user k is given by 
 𝐲jk = √βjjk𝐡jjk
H∑ √pjm
K
m=1
𝐯jmxjm + 𝐧jk  (3-9) 
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The capacity for user k, Cjk  is given by 
 Cjk  = log2( 1 + SINRjk )  (3-10) 
 
The SINRjk lower bound is defined as 
 SINRjk
MRC =
qjkβjjk
2pjk(𝑁 − 1)
(∑ pjmβjjm)(1 + qjkβjjk) + 𝜎𝑗
K
m=1 (m)≠(k)
 (3-11) 
The differences between Eq.(3-3) and Eq.(3-11) is that Eq.(3-3) looks at the UL and Eq.(3-11) 
looks at the DL. The power allocation problem in [43], [40] is formulated to maximize the energy 
efficiency (EE) with the constraint that the power per UT should be greater than zero. The system 
EE is given by  
 𝐸𝐸 =
∑ Cjk
K
k=1
∑ pjk + ∑ pc,n
N
n=1
K
k=1
 (3-12) 
 pc,n is the circuit power consumption per antenna. 
The optimization problem is formulated as: 
 
max
{pjk,qjkj}∈ℝ
𝐸𝐸 
subject to: 
A ∶  ∑ pjk
K
k=1
≤ pjk,max 
B : Cjk  ≥  Cjk,min 
 
 
 
 
(3-13) 
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However the resultant problem is a non-convex optimization problem which has an exponential 
complexity. To transform the problem into a convex problem, the authors in [43], [40] transformed 
the objective function of the EE optimization problem into subtractive form which can be solved 
by convex optimization techniques as shown in Eq.(3-14). 
 𝐸𝐸 =
∑ Cjk
K
k=1
∑ pjk + ∑ pc,n
N
n=1
K
k=1
= {∑ Cjk
K
k=1
− q∗ (∑ pjk +∑ pc,n
N
n=1
K
k=1
)} (3-14) 
Where q∗ denote the maximum EE. 
If q is the EE, then using Eq. (3-14) the above problem formulation can be simplified to: 
 
max
{pjk,qkj}∈ℝ
{∑ Cjk
K
k=1
− q(∑ pjk +∑ pc,n
N
n=1
K
k=1
)} 
subject to: 
A ∶  ∑ pjk
K
k=1
≤ pjk,max 
B : Cjk  ≥  Cjk,min 
 
 
 
 
(3-15) 
The authors in [43],[40] utilize the Lagrangian dual function to transform the problem into an 
unconstrained form. They argue that due to the coupling problem caused by intra cell interference 
it is impossible to obtain the kth user transmit power explicitly. However it can be obtained 
implicitly by assuming the intra-cell powers are constant per iteration. 
The authors in [45] address the EE and SE tradeoff in downlink single cell massive MIMO 
systems. They define EE as defined in Eq. (3-14). The total power consumption 𝑃𝑡𝑜𝑡 is defined as: 
 𝑃𝑡𝑜𝑡 =∑ pjk +∑ pc,n
N
n=1
K
k=1
 (3-16) 
To maximize both SE and EE the problem is formulated as follows: 
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max
{pjk}∈ℝ
∑ {log2 (1 + SINRjk)}
K
k=1
 
min
{pjk}∈ℝ
 𝑃𝑡𝑜𝑡 
subject to: 
A ∶  ∑ pjk
K
k=1
≤ pj,max 
B : pjk ≥ 0  
 
 
 
 
 
(3-17) 
It can be observed that objective functions in Eq.(3-17) conflict with each other. Therefore to 
obtain a solution, the weighted sum method is used, i.e. 
 
max
{pjk}∈ℝ
     𝑤 ∑ {log2 (1 + SINRjk)}
K
k=1  −(1 − w)𝑃𝑡𝑜𝑡 
subject to: 
A ∶  ∑ pjk
K
k=1
≤ pj,max 
B : pjk ≥ 0  
 
 
 
(3-18) 
where w∈ [0, 1] is the weighting parameter 
However the problem is non convex due to intra user interference coupling. In order to decouple 
the interference an interference constraint 𝐼𝑗𝑘 is used. 
 (1 + qjkβjjk)∑ pjmβjjm
K
m=1 (m)≠(k)
≤ 𝐼𝑗𝑘  (3-19) 
The sum rate optimization problem is converted into a convex optimization problem by 
substituting the interference term in Eq. (3-11) by 𝐼𝑗𝑘, the SINRjk expression becomes 
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 SINRjk
MRC =
qjkβjjk
2pjk(𝑁 − 1)
𝐼𝑗𝑘 + 𝜎𝑗
 (3-20) 
The solution is obtained by the Lagrangian technique. Based on the KKT conditions the optimal 
solution is obtained by taking the derivative of the dual problem and equating it to zero [45]. 
 The approaches presented by [38] , [39], [41], [42] are similar. The problem formulation in [41], 
[38] can be summarized as 
 
max
{pjk}∈ℝ
∑ {log2 (1 + SINRjk)}
K
k=1
 
subject to: 
A ∶  pjk  ≤  Pjk,max 
B : pk ≥ 0 
 
 
 
(3-21) 
The above problem is not convex in general and hence cannot be solved by convex optimization 
techniques. The problem in [38] is solved using the CVX package (Matlab Software for 
Disciplined Convex Programming) and the problem in [42] is solved using the alternating 
optimization technique. 
The other problem encountered by many of the authors cited above is the concavity of the sum 
rate expression  ∑ Cjk
K
k=1  in the objective function of the problem formulation. The convexity of 
the problem depends largely on the inter-user interference in the denominator of the SINR 
expression. The authors in [40] go on to make an assumption to simplify the capacity of the channel 
summarized in the equation below 
 Cjk = {log2 (1 + SINRjk)} ≈  {log2 ( SINRjk)} (3-22) 
They argue that in high SINR region the SINR is much larger than 1.They go on to prove that the 
simplified expression for the sum rate is concave regardless of the coupling caused by the inter-
user interference. In [45], [11] an interference temperature constraint is added to limit the 
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interference, the interference temperature then replaces the interference expression so as to ensure 
concavity of the objective function. Replacing the interference term by the interference 
temperature lower bounds the data rate of the UT and decouples the interference from the objective 
function. 
Generally Section 3.2.1 and Section 3.2.2 discuss the different resource allocation solutions in a 
single cell massive MIMO system. As noted above in both Section 3.2.1 and Section 3.2.2, the 
problem in single cell resource allocation is the intra- cell interference. The authors propose two 
approaches, in the first approach they decouple the intra-cell interference using an interference 
temperature. They then replace the intra-cell interference term in the denominator of the SINR 
expression by the interference temperature, thereby lower bounding the SINR. In the second 
approach they allocate resources iteratively per user by assuming the resource allocation values of 
the other users are constant per iteration. The second approach has a higher complexity than the 
first one since resource values are updated iteratively until convergence. Authors for both 
approaches argue that the approaches perform better than assuming equal power allocation.  
3.2.3 Global Power Allocation in Multi Cell Massive MIMO 
A lot of literature has looked at resource allocation in multi cell massive MIMO both at a global 
and cellular level. In [11], [19], [46], ,[47], [48], the authors adopt the same system model as the 
one proposed in Section 2.2. The difference with the system model proposed in this section and 
the model proposed in Sections 3.2.1 and 3.2.2 is that this section considers a multi cell system. 
However Sections 3.2.1, 3.2.2 and 3.2.3 propose a constant K users in each cell. The authors in 
[48], [49],[50] propose a global multi cell massive MIMO resource allocation solution. The authors 
in [50] consider UL transmission whist the authors in [48], [49] consider DL transmission. Since 
the authors in [48], [49] consider DL transmission the received signal is modelled as Eq.(2-11) and 
is repeated below 
 𝐲jk =∑ √βjbk𝐡jbk
H∑ √pbm
K
m=1
B
b=1
𝐯bmxbm + 𝐧jk  (3-23) 
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 They optimize the Energy Efficiency (EE) subject to a quality of service constraint and maximum 
power constraint. The EE is defined as the ratio of the sum total rate to the total power 
consumption. The EE for the whole multi cell massive MIMO system η is given by: 
 η =
∑ ∑ Cjk
K
k=1
𝐵
𝑏=1
∑ ∑ pbk + ∑ ∑ pc,jn
N
n=1
𝐵
𝑏=1
K
k=1
𝐵
𝑏=1
 (3-24) 
The problem is formulated as follows 
 
max
{pjk}∈ℝ
     η 
subject to: 
A ∶  ∑ pjk
K
k=1
≤ pj,max 
B : pjk ≥ 0  
 
 
 
(3-25) 
To tackle the problem the EE is converted into a subtractive form. Optimal power allocation is 
obtained iteratively using the successive convex approximation technique which approximates the 
objective function based on the following result 
 log(1 + SINRjk) ≥  ajkSINRjk + bjk (3-26) 
ajk and bjk are adaptively calculated as shown below to get the tightest lower bound 
 ajk =
SINRjk
1 + SINRjk
,     bjk =  log(1 + SINRjk) −
SINRjklog(SINRjk)
1 + SINRjk
  (3-27) 
In [47] and [19] statistically aware power control is considered where each UT k in cell b is 
allocated  
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 pbk =
π
db(ϕjk)
           (3-28) 
where ϕjk is the geometric position of user k in cell b and db(ϕjk) gives the variance of channel 
attenuation from BS b. π is a design parameter such that 𝔼{pjk||hjjk||
2} = Kπ. Hence the power 
allocation is not constant but depends on the geometric position of the UTs, and has the advantage 
of making the effective channel gain for all users the same. However the power allocation schemes 
proposed in Section 3.2.1 and Section 3.2.2 perform better than the statistically aware power 
control because they incorporate large scale fading parameters and pilot sequences in their design 
whilst the statistically aware power control only considers the geometric positions of the users. 
3.2.4 Per cell Multi Cell Massive MIMO Power Allocation 
The authors in [46], [19],[47], [11], [13],[51], [52] propose a per cell massive MIMO power 
allocation scheme. The same system model used for Section 3.2.3 is also used for this section. One 
of the main problems in per cell sub-optimal resource allocation in a multi cellular system is 
determining the inter cell interference. In [46] they divide the cells into groups that do not interfere 
with each other. They make an assumption that adjacent cells produce interference whilst other 
cells are neglected. However cells transmit with maximum sum rate for one time slot, after which 
there will be rate loss as a result of interference from the neighboring cells. To minimize the 
interference contribution of each cell the cell power is upper bounded. They propose a sub-optimal 
per cell optimization approach. The power allocation in the interfering cells is not known since 
there is no cooperation between cells. To solve the resource allocation problem BS-wise power 
allocation is used, where the resource allocation is solved per cell iteratively assuming that the 
inter cell interference is constant until the optimal solution is obtained. This solution however is 
not the best solution for a large number cells because of its high complexity. 
 In [46] they divide the optimization method into two parts, a scheduling part and an optimal power 
allocation part per cell. The scheduling problem is solved by frequency reuse patterns. They design 
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a per cell optimization approach for the central cell in the UL by solving the following optimization 
problem. 
 
max
{pjk}∈ℝ
∑ {log2 (1 + SINRjk)}
K
k=1
 
Subject to: 
A ∶  pjk  ≤  Pjk,max 
 
 
(3-29) 
However in the solution the inter-cell interfering power is kept constant for each iteration. The 
power allocation problem is solved using a water-filling approach. The authors conclude that with 
an asymptotically large number of BS antennas the power allocation approaches equal power 
assignment. The approach to the resource allocation problem is similar to the approach in Section 
3.2.2 where the interference for a single cell system is kept constant for each iteration. Hence since 
the solution described for this section is for a multi cell system it is equivalent to repeating the 
iterative solution in Section 3.2.2 for all the BS 
In [11], [52],[53] pilots are reused for channel estimation in neighboring cells hence there is pilot 
contamination. The authors design a joint pilot and data power allocation scheme. The sum rate of 
the whole system is optimized while fulfilling the per user rate and power constraints. Hence the 
power allocated to a user should be smaller than the power used by the pilot plus the power used 
for data transmission. 
The authors in [11] formulate their optimization problem to maximize the system EE in a massive 
MIMO multi cell UL. The EE, η𝑗𝑘 for user k in cell j is given by: 
 
η𝑗𝑘= 
𝑆−𝑉
𝑉
𝐶𝑗𝑘
1
𝑆
(𝑉𝑞𝑗𝑘+(𝑆−𝑉)𝑝𝑗𝑘)
 
 
(3-30) 
The differences between the EE expressions in Eq.(3-24) and Eq.(3-30) is that Eq.(3-24) looks at 
the DL and Eq.(3-30) looks at the UL. The authors optimized both pilot power allocation and data 
power allocation. The maximization problem is formulated as: 
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max
{pjk,qkj}∈ℝ
∑ ∑ η𝑗𝑘
𝐾
𝑘=1
𝐵
𝑏=1
 
subject to: 
A ∶  𝑞𝑏𝑘 + (𝑇 − 𝑉)𝑝𝑏𝑘 ≤ 𝑝𝑏𝑘,𝑚𝑎𝑥  
B : Cbk  ≥  Cbk,min 
C : 𝑞𝑏𝑘 ≥ 0, 𝑝𝑏𝑘 ≥ 0 
 
 
 
 
(3-31) 
They assume a non-cooperative approach in game theory where each cell optimizes its SE whilst 
there is fixed resource allocation in neighboring cells. The interference is separated into inter-cell 
interference and intra-cell interference. The inter-cell interference is assumed to be constant and 
each user maximizes its EE independently. The authors go on to discuss that since the users in 
each cell are coupled by intra cell interference, optimizing per user cannot be parallelized i.e.  
 
max∑ {log2 (1 + SINRjk)}
K
k=1
≠∑ max {log2 (1 + SINRjk)}
K
k=1
 
 
(3-32) 
An additional constraint is added which acts as an interference temperature.  
 
∑ pjk𝛽jjk
K
k=1
≤ 𝐼𝑗𝑘 
 
(3-33) 
The SINR for each UT is lower bounded by replacing the intra-cell interference term with 
interference temperature which modifies the maximization problem. Replacing the intra-cell 
interference term with interference temperature decouples the users in each cell such that 
optimization per user can be parallelized. The intra-cell interference is modelled similarly to the 
single cell system in Section 3.2.2 where an interference temperature is introduced to decouple the 
intra-cell interference.  
In [13] the intra-user interference is eliminated by making the assumption the BS has perfect CSI 
and zero forcing beamforming (ZFBF) is used. Hence only the inter cell interference remains and 
can be obtained as 
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 Ijk =∑ pbm𝔼|𝐯jk
H𝐡jbm|
2
B
b=1,b≠j
 (3-34) 
The problem that maximizes the EE is formulated subject to some power constraints. The authors 
argue that maximizing the EE is equivalent to minimizing the total energy consumption, since EE 
is defined as the ratio of the system sum rate to the energy consumption. Therefore the problem 
minimizes the transmit power and is formulated as follows.  
 
min
{p𝑏𝑘}∈ℝ
∑ ∑ p𝑏𝑘
𝐾
𝑘=1
𝐵
𝑏=1
 
subject to: 
A ∶  ∑ pbk
K
k=1
≤ pbk,max 
B : Cbk  ≥  Cbk,min 
 
 
 
 
(3-35) 
However since the optimization is sub-optimal per cell basis, there is no cooperation among the 
BSs, the BS has no knowledge of the power allocation results of the interfering cells. Most papers 
in literature consider global solution, which solves the problem by allocating power iteratively 
however the complexity is high when the cell number is large. In [13] the interference is modelled 
in two ways: first, they assume all interfering cells transmit with pmax regardless of the data rate 
requirements of the user. They also model the interference by allocating power depending on the 
instantaneous CSI of all the users. The problem is then converted into a linear programming 
problem. Assuming constant inter cell interfering power does not give a true reflection of the 
resource allocation in the neighboring cells, hence in this research we define an approximation for 
the inter-cell interference taking into consideration pilot contamination, large scale fading 
parameters etc. 
3.3 User Selection 
Not much work has been done on user selection in massive MIMO however there is a lot of work 
that has been done on user selection in multi user MIMO systems. The multi user MIMO user 
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selection algorithms can generally be divided into capacity based user selection and Frobenius 
norm based user selection [54], [55], [56], [8], [57]. In all the multi cell MIMO systems listed 
above a single cell with one BS and K UTs is considered. Each BS is equipped with N antennas. 
The authors in [54] propose two user selection algorithms, they use same system model described 
in Section 3.2.2. The received signal is modelled as in Eq.(3-9). They propose a capacity based 
suboptimal user selection algorithm which greedily maximizes both capacity and throughput. The 
algorithm selects the user with the highest capacity, then finds the user that provides the highest 
throughput with the selected users. The algorithm terminates if the total throughput decreases when 
more users are selected. This algorithm works if the assumption that there is no inter user 
interference is made. In a case where the interference is not neglected, the user’s interference 
contribution should also be taken into account.  
The second algorithm proposed by authors in [54] is the Frobenius norm user selection algorithm. 
This algorithm is based on channel Frobenius norm. The authors argue that the capacity of the 
channel is related to the eigenvalues of the effective channels after precoding [54]. The Frobenius 
norm gives an indication of the overall energy of the channel. The Frobenius norm can be 
calculated as 
 ||𝐡jk||F
2 = 𝐡jk𝐡jk
H
 (3-36) 
 The algorithm selects the users that gives the highest Frobenius norm (effective channel energy) 
together with the already selected users. Some of these ideas have been adopted for a massive 
MIMO system. Based on some simulation results the authors conclude that although the Frobenius 
norm based algorithm has better computational complexity, the capacity based algorithm performs 
better. The capacity based user selection algorithm incorporates optimal power allocation, the 
same algorithm can be extended to a multi cell massive MIMO system however for global solution 
the computational complexity will be very high. The authors also assumed that the CSI is known 
and interference is negligible thereby simplifying the problem. The problem becomes complicated 
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when there is interference, the solution for the capacity based algorithm has to incorporate the 
interference contribution from other uses. The Frobenius norm algorithm solution is independent 
of the power of the UT, hence the solution doesn’t incorporate power allocation. 
The authors in [8] propose a user selection algorithm for downlink multiuser MIMO systems. The 
authors use same system model described in Section 3.2.2. The received signal is modelled as in 
Eq.(3-9).  They also assume that the BS has full CSI for all the UTs and the precoder is designed 
in a way that eliminates interference. 
 𝐡bk𝐯bm = 0, for all k ≠ m (3-37) 
The solution is based on the fact that the capacity of MU-MIMO is directly related to the gain of 
the channel, gjk (see Eq. (3-38) ). However equal power allocation is assumed to all selected UTs. 
 Cjk  = {log2( 1 +
pjkgjk
σ2
}           (3-38) 
The user with the highest gain, therefore highest SINR is chosen. The algorithm would perform 
better if power allocation is in cooperated in the solution because the capacity is also directly 
proportional to the power allocated to user k. 
The authors in [58], [59] focus on the downlink user selection of a single cell massive MIMO 
system. The system model is similar to the system model in Section 3.2.2. There is no inter user 
interference because the system is a single cell system. This simplifies the problem because there 
is no dependency on other cells and hence the inter-cell interference doesn’t need to be 
approximated. 
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The authors in [58] adopt a code word precoding scheme, where each user chooses a code word 
sjk from the code book. The code book used in [58] is  based on discrete Fourier transform (DFT). 
To maximize the system sum rate, the interference from other users should be minimized. To 
achieve this the authors proposed a solution that minimizes the correlation between precoding 
vectors. Hence the precoding vectors should be orthogonal. This however is very difficult to 
achieve if the system is large. A user selection variable, rjk is defined such that 
 rjk = {
1,     if UT k is selected
0,                    otherwise
 (3-39) 
rj is then defined as a diagonal matrix, which has rjk as its diagonal elements. The problem is 
formulated as a convex optimization problem and can be summarized as 
 
min
rjk
||𝐒j(𝐫j)
H𝐒j𝐫j|| 
Subject to 
A: rjk ∈ {0,1} 
B: ∑ rjk
K
k=1 =K
∗ 
(3-40) 
The problem is solved using a linear programming relaxation method. However the solution in 
[58] does not explicitly state how the total number of optimal users is calculated. The solution only 
describes how to choose the individual users that give the optimal solution given K∗, the optimal 
number of users. For optimal user selection, optimal power allocation should be designed. The 
dissertation however aims to add on to the work that was done in [58] by designing a power 
allocation scheme and also designing a user selection scheme that determines the total number of 
selected users for optimal conditions. 
The authors in [47] and [19] define an algorithm that estimates the total number of users that can 
be scheduled per cell in a massive MIMO system. The paper proposes the same multi cell massive 
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MIMO model used in Section 2.2, Section 3.2.1 and Section 3.2.2, where each cell has one BS 
with N antennas and K users. CSI is obtained by pilot signaling, each cell uses only a subset of the 
pilots and hence the pilots are bound to be reused leading to pilot contamination. Both [19] and 
[47] makes use of the MMSE channel estimation technique to estimate the channel. To simplify 
the ergodic capacity expression they look at the asymptotic limit i.e. when N→ ∞. The authors in 
[19] concluded that the optimum number of users scheduled per cell is K∗ given in Eq.(3-41). The 
authors derived the expression for K∗ as M→∞. 
 K∗ =
KS
2V
           (3-41) 
Where S is the total number of symbols sent during UL, and V is the number of symbols sent 
during pilot signaling. 
The proposed solution however is not practical because the number of BS antennas cannot be 
infinity. This research proposes a more practical solution where the number of antennas is finite.  
In [60], [61], [62], [63], the problem of BS-user association in massive MIMO hetnets is 
considered. They consider a system with B BSs and K users. The system model proposed by the 
authors in [63], [62] is similar to the one described in Section 3.2.3. The received signal model is 
as Eq.(3-23). The authors in [63], [62] model the average rate to a user as in Eq.(3-52). The system 
consists of a macro cell BS with a massive MIMO and Pico cell BSs with regular antennas. To 
simplify the resource allocation problem inter-cell interference is ignored. The received signal is 
the same as Eq.(3-23). In [62], [60], [63] all the users are allocated constant power. In 
[62],[60],[63] the problem is formulated as  
 
                       min
{pbl≥0}∈ℝ
∑ U(∑ rblCbl
B
b=1
)
K
l=1
 
subject to: 
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A : rbl  ≤ 1  
B : rbl  ≥ 0 
C ∶  ∑ rbl  ≤  K
K
k=1
 
(3-42) 
The authors in [61] formulate their problem slightly different, rather than maximizing the sum rate, 
they maximize the energy efficiency. To preserve some degree of fairness the authors in [60], [61], 
[62], [63]  adopt the energy efficiency proportional fairness criterion where U(∙) =log(∙). Convex 
optimization techniques are used to solve the problem. 
3.4 Joint User Selection and Power Allocation 
Several work have considered the problem of BS-user association in massive MIMO systems. 
The authors in [28] and [64] propose a multicellular system with B cells and each BS has N 
antennas. The total number of UTs is K, the K users do not have predefined cell indices and can 
be served by any BS. Their received signal is a superposition of the desired signal from all the 
BS, which differs from our received signal since in our system model each user is served by the 
BS in its cell. 
 
𝐲jk =∑ rbk√pbk𝐯bkH𝐡bkxbk
⏞            
desired
B
b=1
 + 
∑ ∑ √pbmrbm𝐯jk
HK
m=1 ,(b,m)≠(j,k)
B
b=1 
𝐡bmxbm
⏞                              
interference
+   𝐯jkH𝐍j
⏞    
noise
 
(3-43) 
To solve the BS-user association problem, they formulate the problem as a power minimization 
problem, minimizing the BS transmit power, pb. 
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                       min
{pbk,rbk,k≥0}∈ℝ
∑ ∑ pbk,rbk
𝐾
𝑘=1
B
b=1
 
subject to: 
A ∶  ∑ pbk  ≤  pb,max
K
k=1 ,  
B : Cbk ≥ Ck,min  
 
 
 
(3-44) 
The similarities between our work and the work done in [28] and [64] is that the we consider 
quality of service (QoS) long term constraints that do not dependent on instantaneous fading 
realizations such as proposed in [65]. The authors in [28] and [64] conclude that BS-user 
association is affected by many factors such as interference, power allocation, large scale fading 
and QoS constraints. The work done in [64] and [28] differs from our work in they give a global 
solution and for a very large system the computational complexity is very high, where as our 
solution is a suboptimal solution which optimizes sum rate per cell. 
In [51] resource allocation in the DL of a single cell massive MIMO system is considered. The 
authors propose the same system model described in Section 3.2.2. The received signal model is 
the same as in Eq.(3-9). The authors propose an algorithm that performs power allocation, user 
selection and antenna selection. The system model comprises of an N- antenna BS and K single-
antenna UTs. The authors design a sub-optimal large scale fading (LSF) based resource allocation 
scheme. The resource allocation algorithm is transformed into two sub problems, they first 
optimize the users selected, Kc and the number of antennas Nc under constant power. They then 
perform optimal power allocation. The authors formulate their optimization problem as follows 
 
                      max  
∑ ∑ Cjk
K
k=1
𝐵
𝑏=1
∑ ∑ pbk + ∑ ∑ pc,jn
N
n=1
𝐵
𝑏=1
K
k=1
𝐵
𝑏=1
 
subject to: 
A ∶  Nj  ∈ N , 
B : Kj  ∈ K 
 
 
 
(3-45) 
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C : Cjk ≥ Ck,min  
The authors first order the UTs in descending order with respect to the separation distance between 
the UT and the BS (dk). They start off with Nj = 0 and add UTs one at a time until 
Rj
Pj
  starts 
decreasing under constant power. After obtaining the optimal number of users, they go on to 
perform power allocation using the Dinkelbach’s method described in [66]. The above resource 
allocation solution only looks at a single cell massive MIMO scenario, but does not address multi 
cell massive MIMO systems. 
The authors in [14] and [67] design a user scheduling and power allocation algorithm that ensure 
that the network user capacity is achieved for DL massive MIMO transmission. An SINR from the 
N antennas at BS j to the UT k is derived as: 
 SINRjk
MRC =
βjjkpjk
∑ ∑ pbmβjbm((sjk
T sbm)2Jjbm
2 ) +
αjk
N Rjk
̅̅ ̅̅K
m=1 (b,m)≠(j,k)
B
b=1 
 (3-46) 
Where Rjk̅̅ ̅̅ = ∑ ∑ rbmpbmβjbm +
Kb
m=1 
B
b=1  σw
2  , αjk= ∑ ψtujk
2 Jjtu
2 + σ2t=v
u=z
 and Jjbm =√qbmβjbm 
Proof: see Appendix A2 
The authors then derive an asymptotic expression for the SINR when the number of antennas 
approach infinity. The asymptotic SINR is derived to be: 
 SINRjk
MRC =
βjjkpjk
∑ ∑ pbmβjbm ((sjk
T sbm)
2
Jjbm
2 ) − βjjkpjk
K
m=1 
B
b=1 
 (3-47) 
The authors use Eq.(3-47) to prove that in multi cell massive MIMO system the total number of 
users, 𝐾𝑠 that can be served simultaneously through the DL transmission is upper bounded by:  
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 Ks ≤ √𝑉∑ ∑
1+ 𝑆𝐼𝑁𝑅𝑚𝑖𝑛,𝑏𝑘
𝑆𝐼𝑁𝑅𝑚𝑖𝑛,𝑏𝑘
𝐾
𝑘=1
𝐵
𝑏=1
 (3-48) 
The work presented in [14] and [67] forms the basis of the two stage algorithm derived in Chapter 
5 of this dissertation. The differences are that the authors in [14] consider the optimal number of 
users to be scheduled for the whole multi cell massive MIMO system whilst this research derives 
an expression only for the cell of interest. To allocate power amongst users the authors derive an 
expression for the upper limit of the maximum permitted SINR in cell j as 
 SINRj ≤
1
𝐵 − 1
 (3-49) 
The authors argue that since the effective bandwidth can be defined as  
 W=
𝑆𝐼𝑁𝑅𝑚𝑎𝑥,𝑗
1+𝑆𝐼𝑁𝑅𝑚𝑎𝑥,𝑗
 (3-50) 
The power allocated to user k in cell b is chosen to be 
 𝑝𝑗𝑘 =
𝑆𝐼𝑁𝑅𝑚𝑎𝑥,𝑗
1 + 𝑆𝐼𝑁𝑅𝑚𝑎𝑥,𝑗
 (3-51) 
 The authors in [63], [62] design a user association and power allocation algorithm in massive 
MIMO systems where N ≫ K. The system model proposed by the authors in [63], [62] is similar 
to the one described in Section 3.2.3. The received signal model is as Eq.(3-23). The authors in 
[63], [62] model the average rate to a user as: 
 Cjk = 𝑙𝑜𝑔2 (1 + 
𝑁 − 𝐾 + 1
𝑁
 
pjk𝛽jjk
1 + ∑ ∑ pjm𝛽jbm
𝐾
𝑚=1
𝐵
𝑏=1
) (3-52) 
The resource allocation problem defined in [63] amounts to finding an association of each user to 
a BS. Ideally the algorithm they define tries to find the BS-user association with sufficiently high 
SINR values. The authors define an activity fraction rjk, the fraction of BSs over which user k is 
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served. Hence in their design a user can be served by multiple BSs. The BS which can potentially 
serve user k are denoted as 𝐽𝑘. Hence the total sum rate user k in cell j can achieve can be 
summarized as: 
 Cjk,tot= ∑  rjkCjk𝑗𝜖𝐽𝑘  (3-53) 
The resource allocation problem is then formulated as follows: 
 
                       max
{pbk≥0,rbk}∈ℝ
∑  ∑  rjkCjk
𝑗𝜖𝐽𝑘
K
k=1
 
subject to: 
A:  pbk ≥ 0 
B :  ∑  rjk𝑗𝜖𝐽𝑘 ≤ 1 
C ∶  ∑ rbk  ≤  K
K
k=1
 
 
 
 
 
 
(3-54) 
The above problem is non convex because of the user scheduling variable rbk. The problem is then 
converted to a convex problem by relaxing the user scheduling variable. The problem is solved 
using the dual sub gradient method. Dual variables are introduced for each constraint which are 
then solved iteratively using the sub gradient method.  
The authors adopted a global solution whose complexity increases with the number of cells. Hence 
the solution cannot be adopted for multi cell systems with a large number of BS 
3.5 Chapter Summary 
As noted above multi cellular massive MIMO systems are largely affected by both inter-cell and 
intra-cell interference. The authors propose several approaches for modelling the intra cell 
interference; in the first approach they decouple the intra-cell interference using an interference 
temperature. They then replace the intra-cell interference term in the denominator of the SINR 
expression by the interference temperature, thereby lower bounding the SINR. In the second 
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approach they allocate resources iteratively per user by assuming the resource allocation values of 
the other users are constant per iteration. The second approach has a higher complexity than the 
first one since resource values are updated iteratively until convergence. Authors for both 
approaches argue that the approaches perform better than assuming equal power allocation.  
Several papers in literature have modeled inter-cell interference as a constant interference by 
allocating equal power to all the inter-cell interfering users. This however is not the best model for 
the inter-cell interference because there is optimal resource allocation in the interfering cells. To 
simplify the multi cell resource allocation problem other authors considered global resource 
allocation, however global solutions become infeasible as the number of cells increase. The 
research looks into designing an inter-cell interference model based on the intra-cell interference.  
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CHAPTER 4 
4 USER SELECTION AND POWER ALLOCATION BASED ON INTERCELL 
INTERFERENCE MODELLING  
 4.1 Introduction 
This chapter derives a new algorithm for optimal user selection and power allocation in multi cell 
massive MIMO systems for a particular cell of interest. The main objective is to model inter-cell 
interference so that global resource allocation problem can be converted to a per cell resource 
allocation problem. To model the inter cell interference it is assumed that the statistical properties 
of the intra-cell interference in the cell of interest are the same as in the other interfering cells.  
Therefore the inter-cell interference of the cell of interest can be modelled in terms of the intra-
cell interference multiplied by a correction factor. The correction factor takes into consideration 
pilot transmission, large scale fading and also the distance the users causing inter-cell interference 
are from the user of interest k in cell j. Hence the inter-cell interference is not evaluated but 
approximated using the intra-cell interference multiplied by a correction factor. 
The problem is modelled as a non-convex optimization problem which is nondeterministic in 
polynomial time because the user selection variable can only take binary integer values. To convert 
the non-convex optimization into a convex problem, the user selection variable is relaxed. The 
Lagrangian frame work and the Newton Raphson method are employed to determine the optimal 
solution. The BnB technique is then used for optimal user selection. In general simulation results 
show that for optimal resource allocation in multi cell massive MIMO system, it is preferable to 
assign orthogonal pilots to users. It was also observed that the maximum power allocated to a user 
should be chosen carefully so as to minimize interference and maximize cell sum rate. 
The rest of the chapter is organized as follows: Section 4.2 presents the system model, channel 
estimation and uplink transmission. Section 4.3 presents inter cell interference modelling. Section 
4.4 describes how the sum rate maximization problem is formulated. Section 4.5 details how the 
non-convex problem is converted into a convex optimization problem. Section 4.6 presents the 
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BnB algorithm for optimal resource allocation in massive MIMO system. Simulation based 
performance and evaluation is presented in Section 4.7. Section 4.8 summarizes the chapter. 
4.2 System Model  
The system is modelled as described in Chapter 2.2 for UL transmission. The system model is 
similar to the system model proposed in previous research work discussed in Section 3.2.3 and 
Section 3.2.4. The authors described in Section 3.2.3 considered global resource allocation which 
becomes infeasible as the number of cells increases, in this research we are going to adopt the 
approach taken in Section 3.2.4 where resource allocation is performed per cell. However rather 
than allocating resources for all cells we are going to allocate resources for a particular cell of 
interest j taking into consideration the inter-cell interference from other cells. In this research the 
inter-cell interference is modelled in terms of the statistical properties of the intra-cell interference 
rather than modelling it as a constant interference or iteratively updating it as described in Section 
3.2.4. Section 3.2.2 gives two methods of decoupling the intra-cell interference; in the first 
approach intra-cell interference is updated iteratively until the problem converges to an optimal 
solution. The second approach replaces the intra-cell interference by an interference temperature 
thereby lower bounding the sum rate. The first approach performs better than the second approach 
although it has a higher computational complexity, however, the authors in [45] argue that 
assuming an intra-cell interference temperature gives a performance lower bound of the original 
sum rate maximization problem and does not give an accurate representation of the intra-cell 
interference. In this research we are going to update the intra-cell interference iteratively until 
convergence. 
 In addition to the system model described in Section 2.2 for a multi cell massive MIMO UL 
system, a user selection variable  rbm 𝜖{1,0} is added such that if a user m in cell b is selected for 
transmission  rbm = 1 and if the user is not selected rbm = 0. The above argument is summarized 
in Eq. (4-1) below 
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 rbm = {
1,     if UT m in cell b is selected
0,                                     otherwise
 (4-1) 
4.2.1 Channel Estimation 
During the UL training phase each user sends pilot sequences to enable channel estimation. The 
pilot sequence assigned to user m in cell b is denoted by a τ × 1 matrix, 𝒔𝑏𝑚 where τ is the pilot 
length. 
The received signal at BS j, 𝐘j ∈ ℂN during pilot transmission can be modelled as Eq. (4-2) below. 
The signal in Eq. (4-2) is modelled in the same way as the received signal in Eq. (2-14).  
 𝐘j =∑ ∑ √qbmβjbm
K
m=1
B
b=1
𝐡jbm𝐒bm + 𝐍j  (4-2) 
Where 𝐒bm = 𝐬bm⨂𝐈N is a τN × N matrix, 𝐡jbm is the UL channel vector from user m in cell b 
to a BS in cell j. The corresponding pilot transmit power is qbm , 𝐍j is the noise due to the 
transmitted pilot symbols. The noise is modelled as Gaussian additive noise with each modelled 
as a complex Gaussian distribution CN (0,σ2𝐼𝑁). 
The correlation between different pilot sequences is modelled as ψbmjk = 𝐬jk
T 𝐬bm. The correlation 
factor ψbmjk ranges from -1 to +1.  Where 0 indicates orthogonal sequences, -1 and +1 indicates 
negative and positive correlation respectively. Hence ψbmjk cannot be zero for some (b,m)≠(j,k) 
giving rise to pilot contamination. From the above argument it can therefore be deduced 
that 𝐒bm
T𝐒bm = 𝐈N. 
The channel estimate is obtained using the low complexity least square (LS) channel estimation 
method. The LS mean error has been proved to remain constant as the number of antennas increase, 
which make it ideal for massive MIMO networks [68].  
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Lemma 1. The expression for the LS channel estimate,  𝐡jjk̂ for a user k in cell j to a BS in cell j 
is 
            𝐡jjk̂ = 𝐡jjk+ ∑ ∑ ψbmjk√qbmβjbm
K
m=1 ,(b,m)≠(j,k)
B
b=1 𝐡jbm + 𝐍j𝐒jk
T  (4-3) 
Proof: The proof is given in the Appendix A1 
We assume that power control is enabled, such that qjkβjjk = 1 , so that the powers received by 
the BS from all the UTs are the same [14],[69]. 
It can be easily seen from the equation above that the estimated channel, 𝐡jjk̂ is a combination of 
the actual channel, 𝐡jjk and some error arising from pilot contamination when non orthogonal 
pilots are used, i.e., ψbmjk ≠ 0 (correlation between pilot sequences assigned to different users is 
not equal to zero). 
4.2.2 Uplink Transmission 
The received signal, 𝐲j ∈ ℂN during UL transmission before applying the receive beamforming 
vector can be modelled in the same way as Eq. (2-2), the difference is in the addition of a user 
selection variable rbm in Eq. (4-4) below. 
 𝐲j =∑ ∑ rbm√pbmβjbm
K
m=1
B
b=1
𝐡jbmxbm + 𝐧j  (4-4) 
where xbm is the symbol transmitted by user m in cell b. The signal is normalized as 
𝔼{xbm
Hxbm} = 1, while pbm is the corresponding UL transmit power  The noise is modelled as 
Gaussian additive noise with each modelled as a complex Gaussian distribution CN (0, σw
2 ). 
Since the BSs have multiple antennas, in the UL, the base station should apply a receive 
beamforming vector, 𝐯jk so as to amplify the desired signal and reject interference. This is achieved 
by multiplying the received signal by 𝐯jk
H [19],[28].  
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 ?̂?jk = 𝐯jk
H 𝐲jk (4-5) 
Where ?̂?jk is the received signal after precoding 
The received vector, after linear beamforming is given by 
 ?̂?jk =∑ ∑ √pbmβjbmrbm𝐯jk
H
K
m=1
B
b=1
𝐡jbmxbm +     𝐯jk
H𝐧j (4-6) 
This can further be simplified to Eq. (4-7) below if the desired signal is separated from the noise-
plus-interference signal. 
 
?̂?jk = rjk√βjjkpjk𝐯jkH𝐡jjkxjk
⏞              
desired
+ ∑ ∑ √βjbmpbmrbm𝐯jk
HK 
m=1 ,(b,m)≠(j,k)
B
b=1 
𝐡jbmxbm
⏞                                 
interference
+    𝐯jkH𝐍j
⏞    
noise
 
(4-7) 
Lemma 2: The ergodic capacity for user k in cell j is given by 
 Cjk  = (1 −
V
S
) log2( 1 + SINRjk )      (4-8) 
The UL effective signal-to-interference-and-noise ratio (SINR) for a user k in cell j is given by 
 
SINRjk
=
rjkβjjkpjk|𝔼{𝐯jk
H𝐡jjk}|
2
rjkβjjkpjkVar|𝐯jkH𝐡jjk| + ∑ ∑ pbmβjbmrbm𝔼|𝐯jk
H𝐡jbm
K
m=1,m≠k
B
b=1,b≠j |
2 + σw2 𝔼|𝐯jk|2
 
(4-9) 
where 𝔼{∙} is the expectation with respect to channel realizations and (1 −
V
S
) is data transmission 
fraction. 
54 
  
Proof: The Lemma follows from making an assumption that only the desired signal is received 
over the effective channel mean 𝔼{𝐯jk
H𝐡jjk} whilst the signal received over the uncorrelated 
channel 𝐯jk
H𝐡jjk−𝔼{𝐯jk
H𝐡jjk} and the interference are treated as noise. The noise is taken as worst 
Gaussian noise. Eq. (4-7) can be rewritten as 
 ?̂?jk = rjk√βjjkpjk𝔼{𝐯jk
H𝐡jjk}xjk  + ajk (4-10) 
Where ajk is the noise that is uncorrelated with rjk√βjjkpjk𝔼{𝐯jk
H𝐡jjk} and can be expressed as  
 
ajk = rjk√βjjkpjk(𝐯jk
H𝐡jjk − 𝔼{𝐯jk
H𝐡jjk} )xjk
+∑ ∑ √βjbmpbmrbm𝐯jk
HK 
m=1 ,(b,m)≠(j,k)
B
b=1 
𝐡jbmxbm
+   𝐯jk
H𝐍j 
(4-11) 
Based on Eq. (4-11), the effective SINR expression can be expressed as Eq. (4-9). 
This research makes use of the MRC receive beamforming vector to amplify the desired signal 
and reject interference. This is achieved by replacing is 𝐯jk   by 𝐡jjk  in Eq.(4-9) above (as explained 
in Section 2.5.1). For clarity the expectation expressions in Eq. (4-9) are computed one at a time 
Theorem 1: The simplified SINR after MRC receive beam-forming becomes 
 SINRjk
MRC =
rjkβjjkpjk
∑ ∑ rbmpbmβjbm(ψbmjk
2 Jjbm
2 ) +
αjk
N Rjk
̅̅ ̅̅K
m=1 (b,m)≠(j,k)
B
b=1 
 (4-12) 
Where Rjk̅̅ ̅̅ = ∑ ∑ rbmpbmβjbm +
K
m=1 
B
b=1  σw
2   αjk= ∑ ψtujk
2 Jjtu
2 + σ2t=v
u=z
 and Jjbm =√qbmβjbm 
Proof: see Appendix A2 
The following conclusions can be drawn from the simplified SINRjk expression in Theorem 1; the 
SINRjk expression in Eq. (4-13) is easy to compute it is independent of channel realizations. 
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Theorem 1 also shows that the SINRjk increases with the number of BS antennas, N. It can also 
deduced that if ψbmjk ≠ 0 (pilot sequences are not orthogonal) SINRjk is reduced. 
4.3 Interference Modelling 
In order to optimally allocate resources for a particular cell of interest in multi cell massive MIMO 
systems, an expression should be derived to model the inter-cell interference. Let the inter-cell and 
intra-cell interference experienced by user k in the cell of interest j from other users, Ijk be 
 
Ijk =∑ ∑ pbmβjbmrbm(ψbmjk
2 Jjbm
2 )
K
m=1 (b,m)≠(j,k)
B
b=1 
+
αjk
N
(∑ ∑ pbmβjbmrbm
K
m=1 
B
b=1 
) 
(4-14) 
Which can then be separated into the inter-cell and intra-cell interferences. 
 
Ijk                                                                                                                                            
= ∑ pjmβjjmrjm(ψjmjk
2 Jjjm
2 ) +
αjk
N
∑ pjmβjjmrjm
K
m=1
K 
m=1,   m≠k
⏞                                     
intra−cell interference
                     
+∑ ∑ pbmβjbmrbm(ψbmjk
2 Jjbm
2 ) +
αjk
N
∑ ∑ pbmβjbmrbm
K 
m=1
B
b=1,   b≠j
K 
m=1
B
b=1,   b≠j
⏞                                                  
inter−cell interference
 
(4-15) 
The goal of this research is to allocate resources in the cell of interest j, taking into consideration 
the interference from other cells. The inter-cell interference is unknown and has to be 
approximated. To model the inter-cell interference we adopt the approach taken in [70], [71] which 
assumes that the statistical properties of the intra-cell interference in the cell of interest are the 
same as in the other interfering cells. Using the same argument as above the above expression can 
be simplified as 
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Ijk =∑ pjmβjjmrjm(ψjmjk
2 Jjjm
2 ) +
αjk
N
∑ pjmβjjmrjm
K
m=1
K 
m=1,   m≠k
⏞                                     
intra−cell interference
                     
+ fjk∑ pjmβjjmrjm(ψjmjk
2 Jjjm
2 ) + fjk
αjk
N
∑ pjmβjjmrjm
K 
m=1
K 
m=1
⏞                                    
inter−cell interference
 
 
 
 
(4-16) 
In Eq. (4-16) the inter-cell interference is written in terms of the intra-cell interference. The 
correction factor, fjk takes into consideration pilot sequences used in the interfering cells in relation 
to pilot sequences used in the cell of interest and large scale fading between the users in the 
interfering cells and the users in the cell of interest. 
Proposition 1. In multi cell massive MIMO the inter-cell interference can be described in terms 
of the intra-cell interference multiplied by a correction factor fjk defined as 
 fjk =
∑ ∑ βjbm(ψbmjk
2 Jjbm
2 ) +
αjk
N
∑ ∑ βjbm
K 
m=1
B
b=1,   b≠j
K 
m=1
B
b=1,   b≠j
∑ βjjm(ψjmjk
2 Jjjm
2 ) +
αjk
N
∑ βjjm
K 
m=1
K 
m=1
 (4-17) 
Proof: Refer to Appendix A3 
The expression for Ijk in Eq. (4-16) can further be simplified to 
 Ijk = 
 ∑ pjmβjjmrjm(ψjmjk
2 Jjjm
2 ) +
αjk
N
∑ pjmβjjmrjm
K
m=1,m≠k
K 
m=1,   m≠k
+  
αjk
N
( pjkβjjkrjk)  
+ fjk( ∑ pjmβjjmrjm(ψjmjk
2 Jjjm
2 )
K 
m=1,m≠k
+  fjk
αjk
N
∑ pjmβjjmrjm + fjkpjkβjjkrjk
K 
m=1,m≠k
+ fjk
αjk
N
pjkβjjkrjk 
      
 
 
 
(4-18) 
The expression can be further simplified to 
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Ijk = (fjkβjjk + fk
αjk
N
βjjk +
αjk
N
βjjk) pjkrjk + 
 
 
 
(f
jk
+ 1)  ∑ pjmβjjmrjm(ψjmjk
2 Jjjm
2 )
K 
m=1,   m≠k
+ fjk
αjk
N
   ∑ pjmβjjmrjm
K 
m=1,m≠k
    
 
 
 
 
(4-19) 
We can express Eq.  
 
 
 
(4-19) in terms of  I1 and  I2 as shown below 
 Ijk = I1pjkrjk +  I2 (4-20) 
where  I1= fjkβjjk + fjk
αjk
N
βjjk +
αjk
N
βjjk and 
  I2 = (fjk + 1)   ∑ pjmβjjmrjm(ψjmjk
2 Jjjm
2 )K m=1,   m≠k  +   fjk
αjk
N
   ∑ pjmβjjmrjm
K 
m=1,m≠k  
4.4 Problem Formulation 
Resource allocation is performed by the BS for users during uplink transmission under the 
following constraints  
 Power constraint:  
 rjkpjk  ≤  pjk,max, ∀ j, k (4-21) 
Where pjk,max is the maximum transmit power of each user 
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 To maintain performance a minimum capacity should be set 
 rjk (1 −
V
S
) {log2( 1 + SINRjk
MRC}  ≥  Cjk,min , ∀ j, k (4-22) 
 User selection constraint: The user selection variable can either be 1 or 0 
 rjk  ∈ {0,1} , ∀ j,k (4-23) 
The power allocation and user selection problem can be formulated as a non-convex mixed integer 
programming problem [72]. Hence the optimization problem can be stated as follows 
 
max
{pjk,rjk }∈ℝ
∑ rjk (1 −
V
S
) {log2  (1 + 
pjkβjjk
 I1rjkpjk  +  I2 + zjk
)}
K
k=1
 
subject to: 
A ∶  rjkpjk  ≤  pjk,max, ∀ j,k 
B : pjk ≥ 0, ∀ j,k 
C : rjk (1 −
V
S
) {log2  (1 + 
pjkβjjk
 I1rjkpjk + I2+ zjk
)} ≥  Cjk,min , ∀ j,k 
D : rjk  ∈ {0,1} , ∀ j,k 
 
 
 
 
 
 
(4-24) 
Where  zjk, the noise term is 
αjk
N
σw
2  
Constraint A limits the transmit power for each UT to be below pjk,max, pjk,max is the power budget 
for the kth user in cell j. The power for each user, pjk should be greater than zero. Constraint C 
imposes the minimum rate, Cjk,min  required for each. In D, rjk the user selection variable can either 
be a 1 or a 0. 
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4.5 Transformation of Optimization Problem 
The above maximization problem is a non-convex integer problem because of the user selection 
constraint above. The problem can be converted into a convex optimization problem by relaxing 
rjk to be a continuous variable [73]. The user selection variable, rjk is relaxed to be continuous real 
variable in the range [0,1]. Therefore rjk can be interpreted as the likelihood/probability that a user 
is chosen. The power for user k in cell j can there be written as sjk = rjkpjk 
The problem in Eq.(4-24) can now be converted into: 
 
max
{pjk,rjk }∈ℝ
∑ rjk (1 −
V
S
) {log2  (1 + 
sjkβjjk
rjk( I1sjk  +  I2 + zjk)
)}
K
k=1
 
subject to: 
A ∶  sjk  ≤  pjk,max, ∀ j,k 
B : sjk ≥ 0, ∀ j,k 
C : rjk (1 −
V
S
) {log2  (1 + 
sjkβjjk
rjk( I1sjk + I2+ zjk)
)}  ≥  Cjk,min , ∀ j,k 
D : rjk  ≤ 1 , ∀ j,k 
E : rjk  ≥ 0 , ∀ j,k 
 
 
 
 
 
 
(4-25) 
The objective function in Eq. (4-25) is concave because the Hessian matrix of every element of 
the objective function with respect to sjk and rjk is negative semi-definite [72]. Since the problem 
was transformed into a convex problem, it now has a unique optimal solution. 
The Lagrangian function from (44) is given by 
 
L({sjk}, {rjk}, ν, η, λ, θ)  = 
∑ rjkH {log2  (1 + 
sjkβjjk
rjk( I1sjk + I2+ zjk)
)}Kk=1 + ∑ νjk ( Pmax − sjk)
K
k=1 + 
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∑ λjk(rjkH{log2  (1 + 
sjkβjjk
rjk( I1sjk + I2+ zjk)
)} − Ck,min )
K
k=1 +∑ ηjk( 1 − rjk)
K
k=1 +
∑ θjk(rjk)
K
k=1  
(4-26) 
Where H is (1 −
V
S
) and νjk, λjk , ηj, θj are the Lagrangian multipliers for the constraints A, C,D 
and C respectively. The dual function can be formulated as [72] 
 g(ν, η, λ, θ) = inf{sjk,rjk }∈ℝ
L({pjk}, {rjk}, ν, η, λ, θ)  (4-27) 
The subsequent dual problem can be expressed as 
 
min
ν,η,λ,θ 
L(ν, η, λ, θ ) 
Subject to: ν, η, λ, θ ≥ 0. 
(4-28) 
Constraints B in Eq. (4-25) is absorbed in the Karush-Kuhn-Tucker (KKT) conditions [72]. The 
optimal solution of the sub problems can be obtained as 
 
∂L{… }
∂sjk
{
= 0, pjk > 0  
< 0, pjk = 0
 ∀j, k (4-29) 
 
∂L{… }
∂rjk
{
< 0, rjk = 0  
= 0, 0 < rjk < 1
> 0 , rjk  = 1
∀j, k (4-30) 
 
By taking the partial derivatives of the Lagrangian with respect to the primal and dual variables, 
the KKT conditions can be expressed as 
 
∂L{… }
∂sjk
=
 rjksjkβjjk(1 + λjk)(I2 + zjk)
ln2  (I2 + zjk + I1sjk) (sjkβjjk  + I2rjk + rjkzjk + I1sjkrjk)
− vjk (4-31) 
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∂Ljk{… }
∂rjk
= H( 1 + λjk) log2 ( 1 + 
sjkβjjk
rjk(I2+ zjk+I1sjk)
) −
 
H( 1+λjk)sjkβjjk
ln2×(sjkβjjk+rjk(I2+ zjk+I1sjk))
  - ηj -pjkνjk + θjk 
(4-32) 
 
 νjk(Pmax − rjkpjk) = 0 (4-33) 
 
 λjk (rjkH{log2( 1 +
pjkβjjk
Ijk + zjk
)} = 0 (4-34) 
 
 ηjk( 1 − rjk) = 0 (4-35) 
 
 θj(rjk) = 0 (4-36) 
The optimal power, pjk allocated to user k, in cell j is obtained by setting Eq. (4-31) to zero. 
 sjk = (
√b2 − 4ac
2a
− 
b
 2a
)
+
 (4-37) 
 
where  a = (I1
2rjk + βjjkI1) 
  b = βjjkI2 + 2I2I1rjk + zjkβjjk + 2I1rjkzjk 
           
 c = (I2
2rjk + 2I2zjkrjk + zjk
2rjk −
 rjkβjjk(1+λjk)(I2+ zjk)
νjkln2
) 
The optimal power allocation above follows a water-filling technique through which power is 
distributed to the users with a larger gain. 
Newton-Raphson’s method is applied to determine the optimal user selection variable, rjk  
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 rjk
i+1 = rjk
i −
f(rjk
i)
f′(rjki)
 (4-38) 
The function f(rjk
i) is 
 
f(rjk
i) = ( 1 + λjk) log2 ( 1 + 
sjkβjjk
rjk(I2+ zjk+I1sjk)
) − 
( 1+λjk)sjkGjjk
ln2×(sjkβjjk+rjk(I2+ zjk+I1sjk))
  
- ηj−pjkνjk + θjk 
(4-39) 
 
f′(rjk
i) =  − 
( 1 + λjk)sjk
2βjjk
2
rjkln2 × (sjkβjjk + rjk(I2 + zjk + I1sjk))
2  
(4-40) 
The dual variables are obtained by using the sub gradient method, the Lagrangian variables are 
updated according to: 
 νjk
i+1 = [νjk
i − θ1
i  ( pjk,max − rjkpjk) ]
+ (4-41) 
 λjk
i+1 = [λjk
i − θ2
i (rjkH{log2( 1 +
sjkD
rjkI
}  −  Ck,min )]
+ (4-42) 
 ηj
i+1 = [ηj
i − θ3
i (  1 − rjk)]
+
 (4-43) 
 θj
i+1 = [θj
i − θ3
i (θjk(rjk))]
+
 (4-44) 
 
The choice of the Newton steps, θ1
i , θ2
i , θ3
i  and θ4
i  is of paramount importance since it determines 
the rate of convergence of the dual decomposition problem. Initially both the primal and dual 
variables are initialized to feasible values and then iteratively updated towards an optimal 
solution. 
The dual decomposition algorithm is simplified in the table below  
Dual Decomposition algorithm for cell j 
1. Input:   I, pmax, cmin , βj, N 
2. Initialize 𝑟𝑗 = [𝑟𝑗1 ,… 𝑟𝑗𝑘 , … 𝑟𝑗𝐾]← 1k, 𝑝𝑗 = [𝑝𝑗1,… 𝑝𝑗𝑘 , … 𝑝𝑗𝐾]← 1k 
3. Initialize η𝑗 = [η𝑗1 ,… η𝑗𝑘 , … η𝑗𝐾]← 0k,  λ𝑗 = [λ𝑗1 ,… λ𝑗𝑘 , … λ𝑗𝐾]  ← 0k, 
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4. Initialize ν𝑗  =  [ν𝑗1 , … ν𝑗𝑘  , … ν𝑗𝐾] ← 0k 
5. Repeat 
6. for k = 1 to K do 
7. sum_rate_max←0 
8. Calculate fjk according to Eq. (4-17) 
9. Calculate I1 and I2 according to Eq. (4-20) 
10. Update pjk
i+1 according to Eq. (4-37) 
11. Update rjk
i+1 according to rjk
i+1 = rjk
i −
f(rjk
i)
f′(rjk
i)
 in Eq. (4-39) and Eq. (4-40) 
12. Calculate sumrate 
13. if  sumrate is greater or equal to sum_rate_max 
14. sum_rate_max= sumrate 
15. end 
16.  Update λjk, ηj, νjk , θj according to Eq.(4-42), Eq. (4-43), Eq. (4-41) and Eq. (4-44) 
respectively 
17. End for 
18. Until convergence 
19. return (𝑟𝑗 , 𝑝𝑗) 
4.6 Branch and Bound Algorithm 
The goal of the BnB algorithm is to obtain the primal optimal solution from the relaxed solution. 
The relaxed rjk (user selection) values represents the likelihood of a user being chosen. If 
computation complexity is not an issue the best approach would be to use the Brute force method 
by computing the solution for all possible combinations of the binary rjk  variables and chose the 
set of  rjk  values that give maximum sum rate. However as the number of users in a cell increases 
the computational burden will become overwhelming. The BnB technique significantly reduces 
the complexity of the solution by pruning “less promising nodes” [74]. The solution obtained after 
integer relaxation is greater or equal to the solution obtained after BnB technique.  Hence the UB 
of the BnB technique is obtained from the relaxed solution [12].  
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The BnB algorithm is performed by first selecting the user, k from the relaxed solution with a 
highest rjk ∈ rj
∗ . We then create two branches; the first branch, rj_one by fixing rjk ←1, the second 
branch rj_zero by fixing rjk ←0. The Lagrangian dual decomposition method is used to solve for 
optimal resource allocation values (rj_one
∗,pj_one
∗) and (rj_zero
∗, pj_zero
∗) for the cases when rjk is 
set to one and zero respectively. The UB is set to the vector that gives the maximum sum rate. The 
branch that gives a lower sum rate is pruned. The resultant vectors, rj
∗ may be comprised of fixed 
and relaxed values. The above described algorithm is repeated until rj
∗ is comprised of only fixed 
r values. The algorithm is summarized below. 
Branch and Bound Algorithm 
1. Input:   I, pmax, cmin , β, N 
2. For the cell of interest, j 
3.    Repeat 
4. Compute rj
∗ and pj
∗, Using the dual decomposition algorithm 
5. If rj
∗  ∈ {0,1}  ∀ k 
6. Exit 
7. end 
8. Select maximum fraction, rjk from relaxed rj
∗ 
9. Branch: rjk̂← 1 
10. Compute rj_one
∗ and pj_one
∗, Using the dual decomposition algorithm 
11. Calculate sumrate_one when (rj_one
∗ , pj_one
∗) 
12. Branch: rjk̂← 0 
13. Compute rj_zero
∗ and pj_zero
∗, Using the dual decomposition algorithm 
14. Calculate sumrate_zero when (rj_zero
∗ , pj_zero
∗) 
15. If sumrate_one >= sum_rate_zero 
16. (rj
∗ , pj
∗)=(rj_one
∗ , pj_one
∗) 
17. else 
18. (rj
∗ , pj
∗)=(rj_zero
∗ , pj_zero
∗) 
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19. end 
20. until rj
∗ ∈ {0,1}  ∀ k 
21. end for 
4.7 Complexity Anlysis of BnB Algorithm 
The brute force approach that gives an optimal solution has exponential complexity dependent on the 
number of users. Since the whole system has BK users and B BSs the overall complexity for the brute-force 
method is .O (B3K22BK) [75] The dual decomposition method described above reduces the exponential 
complexity into linear unconstrained optimization problems [73], [22]. The complexity of the proposed 
BnB depends on the number of visited and nodes. The proposed BnB algorithm solves 2K(K-1) convex sub 
problems per cell with a complexity of O (K2) [75]. Obtaining the primal solution from the relaxed solution 
requires O (K) computations which has linear complexity. 
4.8 Simulations 
4.8.1 Simulation Model 
In this section the performance of the proposed BnB algorithm is analyzed and evaluated. The 
simulator used is custom built in MATLAB. In the simulations the BSs and UEs are deployed as 
shown in Figure 2-2 above. Each cell consists of one central BS and several UTs. To simplify the 
problem the number of UTs in each cell is fixed to K (all the cells have equal number of UTs). 
The cell can be divided into four equal quadrants, the UTs are randomly put around the cell making 
sure that there is at least one UT in each quadrant. The UTs are randomly put at a minimum 
distance of 50 m and a maximum distance of 250m from the BS. The BSs have a minimum distance 
of 500m between them. Each BS is equipped with N antennas. Pilot sequences are reused in all 
cells. The pilot correlation in each cell ranges from zero (orthogonal pilots) to one (non-orthogonal 
pilots). Since the project focuses on UL transmission, the UL data transmission fraction is 0.5. The 
large scale fading are dependent on the distance of the UTs from the BS and are modelled as [1]. 
 βjbm = 10
−(128.1+37.6log(djbm)+σmgjbm+n)/10 (4-45) 
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Where djbm is the distance of the the mth user in cell b from the jth BS, σm is the shadow fading 
standard deviation which is set to 5dB. gjbm is the shadow fading realization. The simulation 
parameters are set as shown in Table 4-1. To simplify the resource allocation problem we assume 
that the maximum power that can be allocated to a user is the same for all the users in the massive 
MIMO network hence pjk,max = pmax ∀ j,k. 
Table 4-1: Simulation parameters for all proposed algorithms 
Parameter Value 
Number of users per cell 10 
Number of Base Stations 9 
Number of frames 
Number of Cells 
Number of antennas 
10000 
9 
10000 
4.8.2 Average Cell Correlation 
The average cell cross relation is a measure of the degree to which on average the individual users 
pilot sequences in the cell are correlated. 
The cross correlation between two users k and m in cell j can be defined as ψbmjk = 𝐬jk
T 𝐬bm. The 
values of ψbmjk ranges from -1 to +1, Where 0 indicates orthogonal sequences, -1 and +1 indicates 
negative and positive correlation respectively. 
The average cross correlation, Rjk of user k in cell j with every other user in the cell can be 
calculated as: 
 Rjk =
1
K − 1
∑ |
𝐾
𝑚=1,𝑚≠𝑘
ψbmjk| (4-46) 
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Where |‧| is the absolute value of the cross correlation matrix. We have taken the absolute value 
because the sign of the correlation value shows that the correlation is either negative or positive 
but does not have an effect on the user sum rate. 
The average cell cross relation, Rj is obtained by summing and averaging the individual Rjk  ⩝ k. 
 Rj =
1
K
∑ Rjk
𝐾
𝑘=1
 (4-47) 
A cell cross correlation value, Rj of zero shows that the pilot sequences used in cell are 
uncorrelated and hence the pilot sequences are orthogonal. This means that the intra cell 
interference is zero. However since the pilot sequences are reused in the other cells the inter cell 
interference is not zero. 
Each pilot sequence is reused once in each cell hence minimum inter-cell interference occurs with 
a zero cell cross correlation. Both inter-cell and intra-cell interference increase as the cell cross 
correlation increases from zero to one. Since Rj ranges from zero to one, the best performance is 
expected when Rj is zero and the worst performance when Rj is one. 
4.8.3 Results and Discussion 
Multi cell massive MIMO systems are largely affected by both intra-cell and inter-cell 
interference. If non-orthogonal pilots are used in massive MIMO cells, the BS contains 
contaminated channel estimates resulting in interference. This research’s proposed system model 
assumes that the same set of pilot sequences are re used in each cell, hence the intra-cell 
interference can be eliminated by using orthogonal pilots in each cell but the inter-cell interference 
cannot be eliminated since the pilot sequences are reused in each cell.  
Figure 4-1 shows how the pilot correlation varies with the cell sum rate. The pilot sequence 
correlation varies from zero (when all users in a cell use orthogonal pilot sequences) to one (when 
all users in a cell use the same pilot sequence). A pilot sequence correlation of zero corresponds 
to negligible interference, whilst a pilot sequence correlation of one corresponds to maximum 
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interference. It can be observed that total cell sum rate is maximum when the correlation between 
pilot sequences is zero, it is a minimum when the pilot sequence correlation is one. It can therefore 
be deduced from Figure 4-1 that the designed BnB algorithm maximizes capacity best when the 
users are assigned orthogonal pilots. The total cell sum rate decreases gradually as the pilot 
sequence correlation increases from zero to one. It is therefore of paramount importance to 
consider pilot sequence correlation in multi cell massive MIMO resource allocation. For the 
parameters in Table 4-1 the sum rate decreases by about 75% when the pilot sequence increases 
from zero to one.  
 
Figure 4-1: Effect of pilot sequence correlation in the cell of interest on cell sum rate 
Considering UL transmission, if all users in a multi cell system are assigned orthogonal pilots, the 
resource allocation algorithm will assign maximum power to all users because interference will be 
negligible. Hence as shown in Figure 4-2, the total cell sum rate decreases as the pilot sequences 
correlation values increase from zero to one for the same minimum rate constraint. As can be seen 
in Figure 4-2, for smaller correlation values, sum rate increases with an increase in maximum 
power per user (pmax) for smaller pmax values. As the maximum allowable allocated power to a 
user is increased the total cell capacity and the interference also increases until we get to an optimal 
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cell capacity, after which an increase in pmax does not result in an increase in capacity. Although 
both the user power and the interference from other users increase as pmax is increased, the rate 
of increase of the interference is greater than that of the power of the desired signal. Figure 4-2 
below shows that there is an optimal pmax per user for maximizing cell sum rate.  
 
Figure 4-2: Effect of varying pmax per user on cell sum rate for the BnB algorithm for different 
pilot sequence correlation values 
It can be seen in Figure 4-2 that the sum rate decreases to a constant value after the optimum point, 
this is because when interference is high the power allocated to a UT is limited by interference and 
thereby also limiting the cell capacity. It can be seen that the sum rate becomes constant as the 
pmax becomes greater than 1.5dB showing that at high interference levels an increase in pmax 
does not affect both the power allocated to a user and the interference being experienced by the 
user. When the interference is very high due to pilot contamination (pilot sequence correlation is 
one) increasing pmax does not affect sum rate. 
A QoS constraint was put so as to make sure that the quality of the output signal is not 
compromised. A minimum rate constraint makes sure that users with low quality contaminated 
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signals are not selected. It can be easily seen from Figure 4-3 that for the same minimum rate 
constraint the sum rate decreases with an increase in pilot sequence correlation. This is mainly 
because as the minimum rate requirement is increased fewer users meet the rate requirement and 
hence fewer users are selected for transmission.  
 
Figure 4-3: Effect of the Qos constraint on sum rate for BnB algorithm 
Figure 4-4 shows the effect of increasing the number of BS antennas on the BnB resource 
allocation algorithm. It can be observed that generally for a small number of antennas there is not 
much difference in the cell sum rate for different correlation values. As the number of antennas 
increase, there is an increase in the cell sum rate. This is mainly because as the number of antennas 
increase the Gaussian noise and part of the interference which is not due to pilot contamination 
decreases. For large number of antennas (approx. 106 antennas) there is a significant difference in 
the cell sum rate for different correlation factors. This shows that multi cell MU massive MIMO 
system performance is greatly affected by pilot contamination. As noted in Chapter 2.5 a part of 
the interference due to pilot contamination does not decrease as the number of antennas increases, 
hence the difference in total cell sum rate for different correlation values in Figure 4-4. 
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Figure 4-4: Effect of the number of BS antennas on cell sum rate on the BnB algorithm 
4.9 Chapter Conclusion 
The chapter presented a BnB algorithm for optimal resource allocation in a multi cell massive 
MIMO system. Optimal resource allocation in a multi cell system can be done at a global level 
however the complexity is very high. This chapter proposed a suboptimal per cell optimization 
method which solves the resource allocation problem by modelling the inter-cell interference. To 
model the inter cell interference it is assumed that the statistical properties of the intra-cell 
interference in the cell of interest are the same as in the other interfering cells. Therefore the inter-
cell interference for each cell can be modelled in terms of the intra-cell interference multiplied by 
a correction factor. The correction factor takes into consideration pilot sequences used in the 
interfering cells in relation to pilot sequences used in the cell of interest and large scale fading 
between the users in the interfering cells and the users in the cell of interest. 
The problem is modelled as a non-convex optimization problem which is nondeterministic in 
polynomial time because the user selection variable can only take binary integer values. To convert 
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the non-convex optimization into a convex problem, the user selection variable is relaxed. The 
Lagrangian frame work and the Newton Raphson method is employed to determine the optimal 
solution. 
 In general the results show that for optimum recourse allocation in multi cell massive MIMO 
system, it is preferable to assign orthogonal pilots to users, since the sum rate decreases by about 
75% when the pilot sequence correlation increases from zero to one for the designed BnB 
algorithm. The results also show that sum rate increases with an increase in maximum power per 
user (pmax) for smaller pmax values. As the maximum allowable allocated power to a user is 
increased the total cell capacity and the interference also increases until we get to an optimum cell 
capacity, after which an increase in pmax does not result in an increase in capacity. Hence the 
maximum power allocated to a user should be chosen carefully so as to minimize interference and 
maximize cell sum rate. The results proved that the performance of a multi cell multi user massive 
MIMO system improves significantly with an increase in the number of antennas. 
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CHAPTER 5 
5 TWO STAGE RESOURCE ALLOCATION BASED ON MAXIMUM USER 
SCHEDULING 
5.1 Introduction 
This chapter proposes a two stage resource allocation algorithm for a particular cell of interest in 
a multi cell massive MIMO system. The proposed algorithm can be divided into two parts; the 
user selection part and the power allocation part. The user selection part derives an expression for 
the maximum number of users which can be served simultaneously through the uplink 
transmission per cell, Ks. The Ks users that have a high SINR value assuming equal power 
allocation are selected from the K users in the cell of interest. Finally the multi-level water filling 
technique is used to allocate power to the selected users. The inter-cell interference is modelled 
the same way the inter-cell interference for BnB algorithm is modelled by assuming that the 
statistical properties of the intra-cell interference in the cell of interest are the same as in the other 
interfering cells.  Hence the inter cell interference is approximated using the intra-cell interference 
multiplied by a correction factor which takes into consideration pilot sequences used in the 
interfering cells in relation to pilot sequences used in the cell of interest and large scale fading 
between the users in the interfering cells and the users in the cell of interest. 
Simulation results demonstrate that although the two stage algorithm has a lower computational 
complexity than the BnB algorithm, the BnB algorithm gives a higher sum rate for the sum rate 
maximization problem under similar conditions. However, in general, the two stage algorithm 
selects more users than the BnB algorithm. It can therefore be deduced that the two stage algorithm 
selects users that interfere more with each other.  
The rest of the chapter is organized as follows: Section 5.2 presents the system model. An 
expression for the SINR when the number of antennas approaches infinity is presented in Section 
5.3. Section 5.4 derives an expression for the maximum number of users which can be served 
simultaneously through the uplink transmission per cell. Section 5.5 discusses the problem 
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formulation. Section 5.6 presents the two stage algorithm. Simulation based performance and 
evaluation is presented in Section 5.7. Section 5.8 summarizes the chapter. 
5.2 System Model 
The system model follows the model described in Chapter 4.2. 
5.3 Maximum Number of Users to be Scheduled per Cell 
In this section we derive an expression for the maximum number of users who can be selected per 
cell in a multi cell massive MIMO network. To simplify the derivation we derive an expression 
for the SINR when the number of antennas grows very large i.e., N→∞. When the antenna size 
goes to infinity the effects of noise are ignored, and the uplink transmission operates in the 
interference limited region. Under these conditions the asymptotic achievable SINR from Eq. 
(4-12) becomes, 
 SINRjk
MRC =
βjjkpjkrjk
fkβjjkpjkrjk + (fk + 1)   ∑ pjmβjjmrjm(ψjmjk
2 Jjjm
2 )K m=1,   m≠k
 (5-1) 
It can be observed from the above expression that the interference resulting from pilot 
contamination cannot be eliminated as N→∞. Pilot contamination always limits the SINR 
regardless of the number of antennas if non-orthogonal pilot sequences are used i.e. ψbmjk ≠ 0 
The expression in Eq. (5-1) can be simplified to 
 SINRjk,∞
MRC =
βjjkpjk
(fk + 1)   ∑ pjmβjjm(ψjmjk
2 Jjjm
2 )K m=1 − βjjkpjk
 (5-2) 
Based on Eq. (5-2) and the uplink power control rule given by qbmβjbm ≤ 1, can be simplified to   
 SINRjk,∞
MRC =
pjk
(fk + 1)   ∑ pjm(ψjmjk
2 )K m=1 − pjk
 (5-3) 
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         SINRjk,∞
MRC =
pjk
(fk + 1)tr(𝐬jk
T 𝐒𝐏𝐒T𝐬jk)  − pjk
 (5-4) 
Where S, P are block matrices given by P= diag[pj1, … , pj2, … , pjK], 𝐒 =  diag [𝐒j1, … , 𝐒j2, … , 𝐒jK]. 
Making use of Eq. (5-4) above we obtain the following expression 
         ∑
1+ SINRjm,∞
MRC
SINRjm,∞
MRC
K
m=1
=∑
1
pjm
K
m=1
(fjm + 1)tr(𝐬jk
T 𝐒𝐏𝐒T𝐬jk) (5-5) 
We next define  tjm = (fjm + 1), T= diag(  tj1, …   tjm, …   tjK) and 𝐒
T𝐒 = Gs . We then expand 
Eq.(5-5) as 
         
∑
1+ SINRjm,∞
MRC
SINRjm,∞
MRC
K
m=1
= tr(𝐏−1𝐒T𝐒𝐏𝐓𝐒T𝐒) 
                                                              = tr(𝐏
−1
2 𝐒T𝐒𝐏𝐓𝐒T𝐒𝐏
−1
2 ) 
(5-6) 
We expand the trace in Eq.(5-6) and obtain its lower bound as 
         
∑
1+ SINRjm,∞
MRC
SINRjm,∞
MRC
K
m=1
= tr(𝐏
−1
2 𝐒T𝐒𝐏T𝐒T𝐒𝐏
−1
2 ) 
                                                     = K + ∑ ∑ (
tjupju
tjvpjv
+
tjvpjv
tjupju
)Kv>u=1
K
u=1 ψjujv
2  
                              ≥ K + ∑ ∑ 2Kv>u=1
K
u=1 ψjujv
2 =tr(𝐆s𝐆s) 
 
 
(5-7) 
where the inequality is due to (
tjupju
tjvpjv
+
tjvpjv
tjupju
) ≥ 2.  The matrix 𝐆𝐬 has eigen decomposition 
U𝐃G𝐔
T, where U is a unitary matrix and 𝐃G is a K×K diagonal matrix, 𝐃G =diag(d1, … , dK). It 
can be note that the first τ elements in the main diagonal of U have values greater than zero and 
the rest are zeros. From the definition given above we also have the condition ∑ di = K.
τ
i=1  Then 
we have 
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                                                    tr(GsGs) = tr(𝐔𝐃G𝐔
T) 
                                                                   = ∑ di
2τ
i=1  
                                                                     =
(∑ di
τ
i=1 )
2
τ
 
                                                                      =
K2
τ
 
 
 
 
(5-8) 
Substituting Eq. (5-8) into Eq. (5-7), we obtain 
         ∑
1+ SINRjm,∞
MRC
SINRjm,∞
MRC
K
m=1
≥
K2
τ
 (5-9) 
The number of selected users is related to the pilot length, τ and the SINR is described by Eq.(5-10) 
obtained by rearranging Eq. (5-9).  
         Ks ≤ √τ∑
1+ SINRjk,∞
MRC
SINRjk,∞
MRC
K
k=1
 (5-10) 
In massive MIMO systems there exist a power allocation vector pj =[ pj1, … pjK] such that the 
SINRjk is greater than a predefined minimum rate SINRjk,min
MRC  for each user k. Hence we can assume 
that SINRjk,∞
MRC ≥ SINRjk,min
MRC  ∀ k. Hence the desired inequality follows 
         ∑
1+ SINRjk,∞
MRC
SINRjk,∞
MRC
K
k=1
≤∑
1+ SINRjk,min
MRC
SINRjk,min
MRC
K
k=1
≤∑
1+ Cjk,min 
Cjk,min 
K
k=1
 (5-11) 
The last inequality comes from the assumptions that log2(1 + SINRjk,min
MRC ) = Cjk,min ≤
SINRjk,min
MRC  for the high SINR region. The preposition below describes how the number of selected 
users is related to the pilot length, τ and the minimum sum rate per user. 
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Preposition 5.1 :If K are the number of users in cell j, then the maximum number of users which 
can be served simultaneously through the uplink transmission such that the cell sum rate is 
maximized is given by,  
         Ks ≤ √τ∑
1+ Cjk,min 
Cjk,min 
K
k=1
 (5-12) 
It is clear that the number of selected users is proportional to the pilot length.  If the pilot length 
decreases the number of admissible users also decrease. 
User selection is a very important tool in multi user multi cell massive MIMO systems to maximize 
sum rate. In this solution the Ks users that have a high SINR values assuming equal power 
allocation are selected from the K users in the cell of interest. The scheduling factor, ξ𝑗𝑘 in Eq. 
(5-21) below is used to select the users to be scheduled. The users are sorted in ascending order of 
ξ𝑗𝑘 , and Ks users with the highest values of ξ𝑗𝑘 are chosen. 
5.5 Problem Formulation 
The problem is formulated as a sum rate maximization problem under user specific QoS 
constraints as  
 
max
{pjk,rjk }∈ℝ
∑ (1 −
V
S
) {log2  (1 + 
pjkβjjk
 I1pjk  +  I2 + zjk
)}
𝐾𝑠
k=1
 
subject to: 
A ∶  pjk  ≤  pmax, ∀ j,k 
B : pjk ≥ 0, ∀ j,k 
C : rjk (1 −
V
S
) {log2  (1 + 
pjkβjjk
 I1pjk + I2+zjk
)} ≥  Ck,min , ∀ j 
 
 
 
 
 
 
(5-13) 
The Lagrangian function from Eq. (5-14) is given by 
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L({sjk}, {rjk}, ν, η, λ, θ)  = 
∑ H {log2  (1 + 
pjkβjjk
( I1pjk + I2)
)}
𝐾𝑠
k=1 + ∑ νjk ( pmax − sjk)
𝐾𝑠
k=1 + 
∑ λjk(rjkH{log2  (1 + 
pjkβjjk
( I1pjk  +  I2 + zjk)
)} − Ck,min )
𝐾𝑠
k=1
 
 
 
 
(5-15) 
Where νjk , λjk are the Lagrangian multipliers for the constraints A and C respectively. The dual 
function can be formulated as [72] 
 g(ν, η, λ, θ) = inf{sjk,rjk }∈ℝ
L({pjk}, ν, λ)  (5-16) 
The subsequent dual problem can be expressed as 
 
min
ν,η,λ,θ 
L(ν, η, λ, θ ) 
Subject to: ν, η, λ, θ ≥ 0. 
(5-17) 
The optimal solution of the sub problems can be obtained as 
 
∂L{… }
∂pjk
{
= 0, pjk > 0  
< 0, pjk = 0
 ∀j, k (5-18) 
By taking the partial derivatives of the Lagrangian with respect to the primal and dual variables, 
the KKT conditions can be expressed as 
 
∂L{… }
∂pjk
=
 pjkβjjk(1 + λjk)(I2)
ln2  (I2 + I1pjk) (pjkβjjk  + I2 + I1pjk)
− vjk (5-19) 
The above optimization problem can be solved by the multi-level water filling approach.  Note the 
effective power allocation is dependent on the large scale fading parameter β. The equation below 
is obtained by equating Eq. (5-19) to zero. 
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 pjk = (
√b2 − 4ac
2a
− 
b
 2a
)
+
 (5-20) 
Where  a = (I1
2 + βjjkI1) 
  b = βjjkI2 + 2I2I1 
           
 c = (I2
2 + zjk
2 −
 βjjk(1+λjk)(I2)
νjkln2
) 
5.6 Two Stage Algorithm User Selection and Power Allocation 
The two stage algorithm estimates Ks using the cell maximum user capacity equation in Eq. (5-12). 
To select the Ks users a lot of factors have to be taken into account such as channel fading 
parameters of the users and the total interference from other users. We select the Ks users with the 
highest SINRjm,∞
const given in assumption 5.1 below. To fairly choose the number of users selected 
we assume constant power allocation where all users are allocated the same power P. Hence ξ𝑗𝑘 , 
the user selection parameter is dependent on the large scale fading of both the user k to be 
selected βjjk, and the large scale fading of the other users βjbm. It is also takes into consideration 
pilot sequences. The following assumption can therefore be made, 
Assumption 5.1: The user selection parameter ξjk can be calculated by assuming equal power 
allocation 
         ξjk =
βjjk
∑ ∑ βjbm(ψbmjk
2 Jjbm
2 ) +
αjk
N Rjk
̅̅ ̅̅K
m=1 (b,m)≠(j,k)
B
b=1 
 (5-21) 
Where Rjk̅̅ ̅̅ = ∑ ∑ βjbm +
K
m=1 
B
b=1  σw
2   αjk= ∑ ψtujk
2 Jjtu
2 + σ2t=v
u=z
 and Jjbm =√qbmβjbm 
Proof: By substituting pjm = P ⩝ m and rjm = 1 ⩝ m in Eq. (4-12) where P is an arbitrary 
constant power. 
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After selecting users per cell using ξjk above, the users in the cell are allocated power using the 
multi-level water filling approach. The two stage algorithm entails that users are scheduled on a 
per cell basis and the inter cell interference is modelled as described in Section 4.3. After user 
selection the users in the cell are then allocated power. The complexity of the two stage algorithm 
is much lower than the complexity of the branch and bound and hence it is much cheaper to 
optimally allocate resources using the two stage algorithm. 
Two stage algorithm 
1. Input:   I, pmax, cmin , β = [β𝑗11, … , β𝑗𝑏𝑘, … , β𝑗𝐵𝐾], 𝑁𝑗 
2. Initialize: pj ← 1K, 𝜆𝑗 ← 0K,𝜈𝑗 ← 0K 
3. Return: p=[p11 …, p1k, …p1K] 
4. for the cell of interest j 
5. Calculate Ks using Eq. (5-12) 
6. Ks =min (K, Ks) 
7. Calculate ξj =[ξj1, … , ξjk , … , ξjK ] ⩝ k and sort in descending order 
8. Choose the first Ks users with the highest ξjk  
9. Repeat 
10. for k = 1 to K do 
11. sum_rate_max←0 
12. Calculate fjk according to Eq. (4-17) 
13. Calculate I1 and I2 according to Eq. (4-20) 
14. Update pjk
i+1 according to Eq. (5-20) 
15. Calculate sumrate 
16. if  sumrate >= sum_rate_max 
17. sum_rate_max= sumrate 
18. end 
19.  Update λjk,νjk  according to Eq. (4-42) and Eq. (4-41) respectively 
20. End for 
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21. Until convergence 
5.7 Complexity analysis of two stage algorithm 
The two stage algorithm is divided into two stages; in the first stage a maximum number of users to be 
scheduled is calculated using the derived scheduling equation. A multi-level water filling approach is then 
used to optimize the power in the resource allocation optimization problem. The user selection stage has a 
total computational complexity of O (K). Assuming that the power allocation stage needs ∆ iterations to 
converge, the complexity of the power allocation stage is a polynomial function of K and hence has a 
complexity of O (K). The total complexity of the two stage algorithm is therefore O (K). 
5.8 Simulation and Results 
5.8.1 Simulation Model 
The two stages algorithm is compared with the BnB algorithm for different correlation values. 
Firstly we evaluate how the cell sum rate and the number of users selected varies with pilot 
sequence correlation. Next, we check how the sum rate and the number of users selected varies 
with pmax. We also evaluate sum rate and the number of users selected as Cjk,min varies. Lastly we 
investigate the effect of varying the number of antennas on cell sum rate and the number of users 
selected per cell. The simulation parameters are set as shown in Table 1 above 
5.8.2 Results and Discussion 
The two stage algorithm is compared to the BnB algorithm firstly by assessing the effect of pilot 
sequence correlation on sum rate. It can be observed in Figure 5-1 that the sum rate decreases with 
an increase in pilot sequence correlation. Therefore if orthogonal pilots are used the solution to the 
resource allocation problem will give better cell sum rate than when non orthogonal pilots are 
used. It can also be observed that although the BnB algorithm has a higher complexity than the 
two stage algorithm it gives a higher sum rate for the same pilot sequence correlation, maximum 
power and minimum rate. Figure 5-2 shows the effect of pilot sequence correlation on the number 
of users selected per cell in both BnB algorithm and the two stage algorithm. In general, the two 
82 
  
stage algorithm selects more users than the BnB algorithm. It can therefore be deduced that the 
two stage algorithm selects users that interfere more with each other. 
 
Figure 5-1: Effect of pilot sequence correlation on sum rate after BnB and two stage algorithm 
 
Figure 5-2: Effect of pilot sequence correlation on the number of users selected for both BnB and 
two stage algorithms 
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As can be seen in Figure 5-3, there is an optimal pmax value at which the algorithms optimally 
maximize the cell sum rate. This is mainly because as the desired signal power is increased 
iteratively from zero, the interfering power also increases. However the rate of increase of the 
interfering power is more than the rate of increase of the desired signal when pilot contamination 
is more pronounced. The graphs in Figure 5-3 have peaks where the interference starts having a 
detrimental effect on cell sum rate and the total cell sum rate starts decreasing. It can also be 
observed that for pilot correlation values closer to zero (i.e. orthogonal or almost orthogonal pilots) 
there is no much difference between the two stage algorithm and the BnB algorithms. However 
for pilot correlation values closer to one, the BnB has a higher total cell sum rate than the two stage 
algorithm. It can be observed in Figure 5-4 that for low values of pmax the BnB algorithm selects 
more users than the two stage algorithm. This is because the BnB algorithm uses the branch and 
bound technique to select users to be scheduled, hence it tries to select users with low interference 
contributions to other users. At low pmax values interference is small hence the BnB can select 
more users than the two stage algorithm. However when pmax is increased interference becomes 
significant and the users scheduled in the BnB becomes less than the ones scheduled in the two 
stage algorithm. 
Figure 5-5 summarizes the effects of minimum rate constraint on cell sum rate after both BnB and 
two stage algorithms for different correlation values. The two stage algorithm derived equation for 
maximum user scheduling which is dependent on the minimum rate and pilot sequence correlation 
value. Hence the number of users scheduled for the two stage algorithm is directly dependent on 
minimum rate and pilot sequence correlation. Figure 5-5 shows that for correlation values closer 
to zero (orthogonal pilot sequences) the two stage algorithm performs slightly better than the BnB 
algorithm over all minimum rate values with a constant pmax=10dB and number of antennas, 
N=40000. However when the sequence correlation values are closer to one (pilot sequences are 
non-orthogonal) the BnB performs better than the two stage algorithm. This is mainly because 
when the pilots used are non-orthogonal the pilot length, τ in Eq. (5-12) is small.  
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Figure 5-3: Effect of pmax constraint on sum rate in both the BnB and two stage algorithms 
 
Figure 5-4: Effect of pmax constraint on the number of users selected per cell for both BnB and 
two stage algorithms 
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Figure 5-5: Effect of minimum rate constraint on the sum rate for both the BnB and two stage 
algorithms 
Figure 5-6 shows the effect of minimum rate on number of users selected for a pilot sequence 
correlation = 0.27. It can be observed that there are more users selected for the two stage algorithm 
than the BnB. This is because the pilot sequence correlation is low, consequently the pilot length, 
is high τ. 
Figure 5-7 shows the effect the antenna size has on cell sum rate for both BnB algorithm and two 
stage algorithm. The graphs in Figure 5-7 show that when the antenna size is small the cell sum 
rate is independent of the pilot sequence correlation. It can be seen from the results that there is a 
significant increase in sum rate when antenna size increases beyond 1000 antennas this is because 
the Gaussian noise and a part of the interference that is not dependent on pilot contamination 
decreases, hence the individual user capacities increase. The results are obtained by increasing the 
number of antennas whilst maintaining a minimum rate constraint and a maximum power 
constraint of 0.4 bps/Hz and 10dB respectively. The results show that for orthogonal pilot 
sequences the sum rates obtained for the BnB algorithm and the two stage algorithms are 
comparable. However as the pilot sequence correlation increases the BnB algorithm produces a 
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higher sum rate. Figure 5-8 shows the effect of number of antennas on the number of users selected. 
It can be observed that the two stage algorithm selects more users than the BnB algorithm. 
However the resultant sum rates from the optimization problem after both the BnB and the two 
stage algorithms are roughly the same. This is because the two stage algorithm selects users with 
the highest constant power allocation SINR values, hence it choses users that have a higher 
potential to interfere with each other, hence a sum rate comparable to BnB sum rate. 
 
Figure 5-6: Effect of minimum rate on the number of users selected per cell for BnB and two stage 
algorithms 
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Figure 5-7: Effect of number of antennas on sum rate for BnB and two stage algorithms 
 
Figure 5-8: Effect of number of BS antennas on the number of users selected for BnB and two 
stage algorithm for pilot sequence correlation 0.27 
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5.9 Chapter Conclusion 
This chapter proposes a two stage resource allocation algorithm for a particular cell of interest in 
a multi cell massive MIMO system. The proposed algorithm is divided into two parts; the user 
selection part and the power allocation part. The user selection part derives an expression for the 
maximum number of users which can be served simultaneously through the uplink transmission 
per cell. The Ks users that have a high SINR value assuming equal power allocation are selected 
from K users. Finally the multi-level water filling technique is used to allocate powers to the 
selected users. 
 Simulation results demonstrate that the BnB algorithm performs better than the two stage 
algorithm. Although the BnB algorithm has a higher complexity than the two stage algorithm it 
gives a higher sum rate for the same pilot sequence correlation, maximum power and minimum 
rate. In general, the two stage algorithm selects more users than the BnB algorithm. It can therefore 
be deduced that the two stage algorithm selects users that interfere more with each other. The 
simulation results prove that better performance is obtained when the orthogonal pilot sequences 
are used. The simulation results also show that there is an optimal pmax value at which the 
algorithms optimally maximize the cell sum rate. This is mainly because as the desired signal 
power is increased iteratively from zero, the interfering signal power also increases. However the 
rate of increase of the interfering signal power is more than the rate of increase of the desired signal 
power when pilot contamination is more pronounced. The designed two stage algorithm 
performance is improved if a large number of antennas is used (from 1000 antennas and above). 
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CHAPTER 6 
6 HYBRID RESOURCE ALLOCATION ALGORITHM  
6.1 Introduction 
The BnB and two stage algorithms presented in Chapters 4 and 5 respectively allocate resources 
in the cell of interest by making statistical assumptions to model the inter-cell interference. This 
chapter proposes another algorithm, the hybrid algorithm which combines the two algorithms 
described above. In the hybrid algorithm the cell of interest allocates resources in the interfering 
cells using the two stage algorithm described in Chapter 5. The cell of interest first performs both 
user selection and power allocation in the interfering cells (to obtain near optimal resource 
allocation values ) using the low complexity two stage algorithm. The cell of interest then uses 
these near optimal values to perform its own resource allocation using the BnB algorithm. The two 
stage algorithm is chosen for resource allocation in the interfering cells because it has a much 
lower complexity compared to the BnB algorithm. The BnB algorithm is chosen for resource 
allocation in the cell of interest because it gives higher sum rate in a sum rate maximization 
problem than the two stage algorithm. Simulation results prove that the proposed algorithms 
perform better than the solutions in literature. 
The rest of the chapter is organized as follows: Section 6.2 presents interference modelling.  
Section 6.3 discusses the problem formulation. Section 6.4 presents simulation based performance 
evaluation for various resource allocation techniques, and finally concluding remarks are presented 
in Section 6.5.  
6.2 System Model 
The system model follows the model described in Chapter 4.2. 
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6.3 Resource Allocation in the Interfering Cells 
The cell of interest j estimates the resource allocation in the interfering cells using the two stage 
algorithm. The interfering cells’ resource allocation values is estimated with the data available to 
the cell of interest. We assume that the resource allocation values obtained after the cell of interest 
allocates resources in the interfering cells is approximately equal to the resource allocation values 
obtained after the interfering cells allocate resources in their own cells. 
The user selection parameter ξzi for user i in cell z after the cell of interest j performs resource 
allocation in cell z, 
         ξzi =
βjzi
∑ ∑ βjbm(ψbmzi
2 Jjbm
2 ) +
αzi
N Rzi
̅̅ ̅̅K
m=1 (b,m)≠(z,i)
B
b=1 
 (6-1) 
Where Rzi̅̅ ̅̅ = ∑ ∑ βjbm +
K
m=1 
B
b=1  σw
2   αzi= ∑ ψtuzi
2 Jjtu
2 + σ2t=v
u=z
 and Jjbm =√qbmβjbm 
After selecting users per cell using ξzi above, the users in the cell are allocated power using the 
multi-level water filling approach in Eq. (5-20). 
6.4 Inter-cell Interference Modelling in the Cell of Interest 
In Section 4.3 we used statistical approximations to estimate the inter cell interference. Two near 
optimal resource allocation algorithms were designed in Chapters 4 and 5 for multi cell massive 
MIMO systems. Simulations proved that the BnB algorithm performs better than the two stage 
algorithm but with higher complexity. In the proposed hybrid algorithm, the cell of interest 
allocates resources in the interfering cells and then uses the resource allocation values obtained 
from the interfering cells to model the inter-cell interference. From Eq. (4-14), the interference can 
be modelled as: 
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Ijk =∑ ∑ pbmβjbmrbm(ψbmjk
2 Jjbm
2 )
K
m=1 (b,m)≠(j,k)
B
b=1 
+
αjk
N
(∑ ∑ pbmβjbmrbm
K
m=1 
B
b=1 
) 
(6-2) 
Which can then be separated into the inter-cell and intra-cell interferences. 
 
Ijk                                                                                                                                            
= ∑ pjmβjjmrjm(ψjmjk
2 Jjjm
2 ) +
αjk
N
∑ pjmβjjmrjm
K
m=1
K 
m=1,   m≠k
⏞                                     
intra−cell interference
                     
+∑ ∑ pbmβjbmrbm(ψbmjk
2 Jjbm
2 ) +
αjk
N
∑ ∑ pbmβjbmrbm
K 
m=1
B
b=1,   b≠j
K 
m=1
B
b=1,   b≠j
⏞                                                  
inter−cell interference
 
(6-3) 
The two stage algorithm is used to optimally allocate the resources in each of the interfering cells, 
hence Ijk in Eq. (6-3) above can be simplified to 
 
Ijk                                                                                                                                            
= ∑ pjmβjjmrjm(ψjmjk
2 Jjjm
2 ) +
αjk
N
∑ pjmβjjmrjm
K
m=1
K 
m=1,   m≠k
⏞                                 
intra−cell interference
                     
+ ∑ ∑ pbm
∗ rbm
∗ βjbmrbm(ψbmjk
2 Jjbm
2 ) +
αjk
N
∑ ∑ pbm
∗ rbm
∗ βjbm
K 
m=1
B
b=1,   b≠j
K 
m=1
B
b=1,   b≠j
⏞                                            
inter−cell interference
 
(6-4) 
where  rbm
∗  and pbm
∗  are the resource allocation values for user m in cell b obtained after the cell 
interest estimates the inter-cell interference  using the two stage algorithm described in Chapter 5. 
Eq. (6-4) above can be further simplified to  
 Ijk = I1pjkrjk +  I2 (6-5) 
Where I1  is 
αjk
N
βjjkpjkrjk and  I2 is: 
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I2                                                                                                                                                
= ∑ pjmβjjmrjm(ψjmjk
2 Jjjm
2 ) +
αjk
N
∑ pjmβjjmrjm
K
m=1,m≠k 
K 
m=1,   m≠k
⏞                                       
intra−cell interference
                     
+∑ ∑ pbm
∗ rbm
∗ βjbmrbm(ψbmjk
2 Jjbm
2 ) +
αjk
N
∑ ∑ pbm
∗ rbm
∗ βjbm
K 
m=1
B
b=1,b≠j
K 
m=1
B
b=1,b≠j
⏞                                                   
inter−cell interference
 
             
(6-6) 
6.5 Problem Formulation and Hybrid Algorithm Design 
The maximization problem is formulated as a convex optimization problem exactly as in Section 
4.5.  The only difference between the hybrid algorithm and the BnB algorithm described in Section 
4 is in the interference modelling, hence I1 and I2  expressions are different for two algorithms. 
The hybrid algorithm entails that the cell of interest j uses the statistical approximation described 
in Section 4.3 to obtain optimal user selection, rb
∗ = [rb1
∗ , … , rbm
∗ , … , rbK
∗ ] and power allocation 
vectors, pb
∗  =[pb1
∗ , … , pbm
∗ , … , pbK
∗ ] using the two stage algorithm .The algorithm then allocates 
resources in the cell of interest j using BnB algorithm whilst the inter-cell interference is calculated 
using the near optimal rb
∗  and pb
∗  values. Consequently hybrid algorithm aims at achieving a 
tradeoff between complexity and performance. 
 Hybrid algorithm  
1. Input:   I, pmax, cmin , β, N 
2. Initialize: p∗ ← 1B×K, r
∗ ← 1B×K λ ← 0B×K,ν ← 0B×K 
3. Return: p=[p1,1 … p1,K… p2,1 … p2,K … … pB,K] 
4. for z=1 to B, j ≠ z 
1. Calculate Ks  using equation Eq. (5-12) 
2. Ks =min (K, Ks) 
3. Sort ξz =[ξz1, … , ξzi , … , ξzK ]  obtained using Eq.(6-1) in descending order 
4. Choose the first Ks users with the highest ξzi 
5. Repeat 
6. for i = 1 to K do 
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7. sum_rate_max←0 
8. Calculate fbk according to Eq. (4-17)  
9. Calculate I1 and I2 according to Eq. (4-20) 
10. Update p∗
zi
i+1
 according to Eq. (5-20) 
11. Calculate sumrate 
12. if  sumrate >=  sum_rate_max 
13. sum_rate_max= sumrate 
14. end 
15.  Update λzi,νzi  according to Eq. (4-42) and Eq. (4-41) respectively 
16.       End for 
17. Until convergence 
18. End for 
19. for b=1=j 
20. Calculate I1and I2 using Eq. (6-5) 
21.  rĵ ← ∅k 
22.  Repeat 
23. Compute rj
∗ and pj
∗, Using the dual decomposition algorithm 
24. If rj
∗  ∈ {0,1}  ∀ k 
25.        Exit 
26. end 
27. Select maximum fraction, rjk from relaxed rj
∗ 
28. Branch: rjk̂← 1 
29. Compute rj_one
∗ and pj_one
∗, Using the dual decomposition algorithm 
30. Calculate sumrate_one(rj_one
∗ , pj_one
∗) 
31. Branch: rjî← 0 
32. Compute rj_zero
∗ and pj_zero
∗, Using the dual decomposition algorithm 
33. Calculate sumrate_one(rj_zeo
∗ , pj_zero
∗) 
34. If sumrate_one >= sum_rate_zero 
94 
  
35. (rj
∗ , pj
∗)=(rj_one
∗ , pj_one
∗) 
36. else 
37. (rj
∗ , pj
∗)=(rj_zero
∗ , pj_zero
∗) 
38. end 
39. until rjk
∗ ∈ {0,1}  ∀ k 
40. end 
6.6 Complexity analysis of hybrid algorithm 
In the hybrid algorithm, the cell of interest first performs both user selection and power allocation 
in the interfering cells using the low complexity two stage algorithm to obtain sub-optimal resource 
allocation values. Since there is (B-1) interfering cells in the multicellular system the 
computational complexity of the interfering cells is O (BK). The cell of interest then uses these 
sub optimal values to perform its own resource allocation using the BnB algorithm. The 
computation complexity of the BnB algorithm in the cell of interest is O (K2 +K). The total 
computational complexity of the hybrid algorithm is O (K2 + BK). It can be easily seen that the 
computational complexity of the hybrid algorithm increases with the number of cells. 
6.7 Simulation and Results 
6.7.1 Simulation Model 
The hybrid algorithm is compared with the BnB, two stage and existing algorithms for different 
correlation values. Firstly we evaluate how the cell sum rate and the number of users selected 
varies with pilot sequence correlation. Next, we check how the sum rate and the number of users 
selected varies with pmax. We also evaluate sum rate and the number of users selected as Cjk,min 
varies. Lastly we investigate the effect of varying the number of antennas on cell sum rate and the 
number of users selected per cell. 
The authors in [13] have modeled this interference as a constant interference by allocating equal 
power to all the inter cell interfering users. These authors assume that all the interfering cells are 
transmitting with power P regardless of user selection. Since the research is on both user selection 
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and power allocation in a multi cell massive MIMO system, we are going to compare the solutions 
in literature with the hybrid algorithm above. The solutions in literature will be modified to 
incorporate user selection, by using equation Eq. (5-12) to select the maximum number of users 
that can be scheduled Ks. Different solutions for constant interfering power P=pmax , P=0.5pmax 
and P=0 are obtained and compared with the proposed hybrid algorithm. 
6.7.2 Results and Discussion 
In this section, simulations are used to compare the proposed hybrid algorithm with the two stage, 
BnB algorithm and the existing solutions in literature. Setting the interfering powers in 
neighboring cells to zero corresponds to a single cell resource allocation model.  
Figure 6-1 shows the effect of varying pmax on sum rate for the proposed algorithms. As can be 
seen in Figure 6-1there is an optimal pmax value at which the algorithms optimally maximize the 
cell sum rate. This is mainly due to the fact that as the desired signal power is increased iteratively 
from zero, the interfering power also increases. However for the case where the inter-cell 
interference is zero (when the power of interfering users in the other cells is zero), and the pilot 
correlation is close to zero, interference is negligible hence the sum rate is limited only by the 
pmax constraint. Figure 6-1 shows the best results for the maximization problem are obtained 
when the inter cell interference is zero (i.e. a single cell scenario). Figure 6-1also proves that the 
hybrid algorithm performs better than both the two stage algorithm and BnB algorithm. The 
proposed algorithms give better results than assuming average power or maximum power for the 
interfering inter-cell users. The graphs in Figure 6-1 show that when pmax is increased from 0.2 
the sum rate also increases to a peak maximum, after that increase in pmax will cause a decrease 
in sum rate. This is because the rate of increase of the interfering power is more than the rate of 
increase of the desired signal when pilot contamination is more pronounced or when non 
orthogonal pilot sequences are used. Figure 6-2 shows how the pmax constraints affects the 
number of users selected. It is clear that more users are selected when the inter-cell interference is 
set to zero. More users are selected after resource allocation using hybrid algorithm than assuming 
average or maximum interfering power. This is because the hybrid algorithm does its power 
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allocation after receiving optimum resource allocation values from the low complexity two stage 
algorithm.  
 
Figure 6-1: Effect of pmax on sum rate for all the proposed resource allocation algorithms. 
 
Figure 6-2: Effect of pmax on number of users scheduled per cell 
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Figure 6-3: Effect of varying the minimum rate constraint on the cell sum rate for all the proposed 
algorithms 
 
Figure 6-4: Effect of varying the minimum rate constraint on the number of users scheduled per 
cell for all the proposed algorithms. 
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A seen in Figure 6-3 increasing the minimum rate constraint decreases the sum rate because fewer 
users are selected as some users will not meet the QoS constraint. This becomes even more 
pronounced if non orthogonal pilots are used, the significant interference will have a detrimental 
effect on the SINR. Due to zero inter-cell interference in the single cell case, more users meet the 
required QoS condition and hence more users can be scheduled. More users are scheduled for the 
hybrid algorithm case because resource allocation in the cell of interest is done using optimal 
resource allocation values in neighboring cells. The algorithms with average and maximum 
interfering power have lower sum rates because their users have a lower SINR and hence some do 
not meet the QoS requirement. Figure 6-4 shows the effect of varying the minimum rate constraint 
on the number of users selected. It can be clearly seen that the number of users scheduled in the 
cell of interest is higher for the single cell case because of the zero inter-cell interference. The 
hybrid algorithm gives a fairly high number of scheduled users in the cell of interest because sub-
optimal interfering cells resource allocation values are used to model the inter-cell interference. 
The two stage and BnB curves show a fairly high number of scheduled users because they model 
the inter-cell interference better than assuming constant power in the interfering cells. The 
algorithms with average and maximum power have a fairly low number of selected users because 
of their significant inter-cell interference. Generally the number of users scheduled decreases with 
an increase in minimum rate because as the minimum rate increases most users will not meet the 
minimum rate constraint.  
In general Figure 6-5 and Figure 6-6 show that as the number of BS antennas increase, the cell 
sum rate and the number of scheduled users per cell also increase respectively. This is mainly 
because the Gaussian noise and the interference decreases as the number of antennas increase. The 
single cell user model has the highest sum rate because inter cell interference is zero and if 
orthogonal pilots are used in the cell of interest the total interference will be negligible. However 
the interference due to pilot contamination does not disappear when the number of antennas 
increase and hence the hybrid algorithm and the average and maximum interfering power models 
have lower sum rates and number of scheduled users. However the proposed hybrid, two stage and 
BnB algorithms perform better than the average and maximum interfering power models. 
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Figure 6-5: Effect of varying the number of BS antennas on the cell sum rate for all the proposed 
algorithms 
 
Figure 6-6: Effect of varying the number of BS antennas on the number of users scheduled per cell 
for all the proposed algorithms 
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6.8 Chapter Conclusion 
The chapter presented a hybrid algorithm which combines the two algorithms described above. In 
the hybrid algorithm the cell of interest allocates resources in the interfering cells using the two 
stage algorithm. The cell of interest first performs both user selection and power allocation in the 
interfering cells using the low complexity two stage algorithm to obtain sub-optimal resource 
allocation values. The cell of interest then uses these sub optimal values to perform its own 
resource allocation using the BnB algorithm. The two stage algorithm is chosen for resource 
allocation in the interfering cells because it has a much lower complexity compared to the BnB 
algorithm. The BnB algorithm is chosen for resource allocation in the cell of interest because it 
gives higher sum rate in a sum rate maximization problem than the two stage algorithm.  
Simulation results show that the best results for the maximization problem are obtained when the 
inter cell interference is zero (i.e. a single cell scenario). Simulation results also proves that the 
hybrid algorithm performs better than both the two stage algorithm and BnB algorithm. The 
proposed algorithms give better results than assuming average power or maximum power for the 
interfering inter-cell users.  However for the case where the inter-cell interference is zero (single 
cell case), and the pilot correlation is close to zero, interference is negligible hence the sum rate is 
limited only by the pmax constraint. It is clear that more users are selected when the inter-cell 
interference is set to zero. More users are selected after resource allocation using hybrid algorithm 
than assuming average or maximum interfering power. This is because the hybrid algorithm does 
its power allocation after receiving optimal resource allocation values from the low complexity 
two stage algorithm 
Simulation results show that increasing the minimum rate constraint decreases the sum rate 
because fewer users are selected as some users will not meet the QoS constraint. It was also proved 
that for the designed hybrid algorithm, if non orthogonal pilots are used, the significant 
interference will have a detrimental effect on the SINR. The algorithms with average and 
maximum power have a fairly low number of selected users because of their significant inter-cell 
interference. The results show that the designed hybrid algorithm performs better if a large number 
of BS antennas are used  
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CHAPTER 7 
7 CONCLUSION AND FUTURE WORKS 
7.1 Concluding Remarks 
This chapter summarizes the main conclusions of the dissertation, which provides insights on the 
design of user selection and power allocation algorithms in multi cell massive MIMO systems. 
The performance of multi cell multiuser massive MIMO systems greatly depends on optimal 
resource allocation. However it becomes practically impossible to allocate resources on a global 
level because of its high complexity. To reduce the complexity, this research considers per cell 
optimal resource allocation with interference modelling. The focus is on designing algorithms that 
maximizes a particular cell’s sum rate capacity taking into consideration the interference from 
other cells. The interference is introduced when non-orthogonal pilots are used for channel 
estimation, resulting in pilot contamination. To maximize the sum-rate capacity there is need to 
optimally allocate power and select the optimal number of users to be scheduled. To tackle the 
problem sum-rate expressions are derived to enable power allocation and user selection algorithm 
analysis. However resource allocation values from interfering cells are unknown hence the inter-
cell interference had to be approximated which in turn depends on channel information acquisition 
and pilot contamination.  
Chapter 2 presents a comprehensive description of the massive MIMO principle. The chapter 
introduces massive MIMO basic theories and principles which includes channel estimation, signal 
detection in UL, precoding techniques in downlink, pilot contamination and mitigation techniques.  
Chapter 3 details the work that has been done by other researchers highlighting the recent works 
and accomplishments on resource allocation in multi cell massive MIMO systems. The previous 
research in multi cell massive MIMO systems were therefore summarized with more emphasis on 
power allocation and user selection. The major problem is the high complexity of obtaining a 
global resource allocation solution as the number of cells increase. It was established that there is 
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a need for efficient inter-cell interference modelling schemes to efficiently optimize resource 
allocation in massive MIMO systems. 
The main objective in Chapter 4 is to model the inter-cell interference so that global resource 
allocation problem can be converted to a per cell resource allocation problem. To model the inter 
cell interference it is assumed that the statistical properties of the intra-cell interference in the cell 
of interest are the same as in the other interfering cells.  Therefore the inter-cell interference of the 
cell of interest can be modelled in terms of the intra-cell interference multiplied by a correction 
factor which takes into consideration pilot transmission, large scale fading and also the distance 
the users causing inter-cell interference are from the user of interest k in cell j.  The problem is 
modelled as a non-convex optimization problem which is nondeterministic in polynomial time 
because the user selection variable can only take binary integer values. To convert the non-convex 
optimization problem into a convex optimization problem the user selection variable is relaxed. 
The Lagrangian frame work and the Newton Raphson method is employed to determine the 
optimal solution. The BnB technique is then used to obtain the optimal solution. In general the 
results show that for optiml recourse allocation in multi cell massive MIMO system, it is preferable 
to assign orthogonal pilots to users. It was also observed that the maximum power allocated to a 
user should be chosen carefully so as to minimize interference and maximize cell sum rate. 
Simulation results also proved the sum rate of a massive MIMO system is significantly increased 
if the number of antennas is increased. 
In Chapter 5, a low complexity two stage algorithm is proposed. The algorithm is divided into two 
parts; the user selection part and the power allocation part. The user selection part derives an 
expression for the maximum number of users which can be served simultaneously through UL 
transmission per cell, Ks. The Ks users that have a high SINR value assuming equal power 
allocation are selected from K users. Finally the multi-level water filling technique is used to 
allocate powers to the selected users Simulation results demonstrate that although the BnB 
algorithm has a higher computational complexity it performs better than the designed two stage 
algorithm. In general, the two stage algorithm selects more users than the BnB algorithm. It can 
therefore be deduced that the two stage algorithm selects users that interfere more with each other.  
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In Chapter 6, the hybrid algorithm is presented. In the hybrid algorithm the cell of interest allocates 
resources in the interfering cells using the two stage algorithm. The cell of interest first performs 
both user selection and power allocation in the interfering cells using the low complexity two stage 
algorithm to obtain sub-optimal resource allocation values. The cell of interest then uses these sub 
optimal values to perform its own resource allocation using the BnB algorithm. The two stage 
algorithm is chosen for resource allocation in the interfering cells because it has a much lower 
complexity compared to the BnB algorithm. The BnB algorithm is chosen for resource allocation 
in the cell of interest because it gives higher sum rate in a sum rate maximization problem than the 
two stage algorithm. Performance analysis and evaluation of the developed algorithms have been 
presented, mainly through extensive simulations. The designed algorithms have also been 
compared to existing solutions. In general the presented results demonstrate that the proposed 
hybrid, BnB and two stage algorithms perform better than existing solutions 
7.2 Future Directions 
There is an endless road of improvements to extend this work for future research. The resource 
allocation solution has been structured in such a way that the intra-cell interference is updated 
iteratively until the solution converges to an optimal solution. Updating the intra-cell iteratively 
has a high complexity therefore there is need to model the intra-cell interference in such a way that 
the complexity of the solution is greatly reduced. 
The work in this research focused on MRC receive beamforming, however the performance of the 
designed algorithm need to be tested against beam formers such as ZF and MMSE. The research 
work also focused on UL, the solution can also be extended to the DL. In this research it was 
assumed that the user is served by the BS in its cell, the solution can be extended so that users can 
be served by many BSs or the BSs closest to it.  
Furthermore the work in this research focused mainly on power allocation and user selection, 
however optimal resource allocation also involves determining the optimal number of activated 
antennas. The pilot sequences assigned to users greatly determine the overall sum rate of the 
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massive MIMO system due to pilot contamination. The work in this research can be extended to 
include pilot sequence design which aims at mitigating the effects of pilot contamination. 
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APPENDIX A 
A  BNB ALGORITHM 
A1 Channel Estimation 
The approach in [2] was adopted to simplify the LS estimator. The channels are independent hence 
𝐡jbl𝐡jbm
H = 0  
 {
𝐡jbk𝐡jbm
H = 0
𝐡jbk𝐡jbk
H = 1
 (A-1) 
Using the property that 𝐒jk
T 𝐒jk
T = 𝐈N, the LS estimator can be simplified to 
 𝐡jjk̂ = 𝐒jk
T 𝐘j  
        = 𝐒jk
T (∑ ∑ rbm√qbmβjbm
K
m=1
B
b=1 𝐡jbm𝐒bm +𝐍j) 
         = ∑ ∑ rbmψbmjk√qbmβjbm
K
m=1 
B
b=1 𝐡jbm + Nj𝐒jk
T  
        =rjk 𝐡jjk+ ∑ ∑ rbmψbmjk√qbmβjbm
K
m=1 ,(b,m)≠(j,k)
B
b=1 𝐡jbm + 𝐍j𝐒jk
T  
 
 
(A-2) 
A2 Simplifying Expectaction in the SINR Expression  
The UL effective SINR for user k in cell j given by Eq. (4-9) for the system model given by 
Eq.(4-7) can be simplified one at a time as shown below 
Simplifying |?̂?jjk
𝐡 𝐡jbm|
2 let Jjbm = √qbmβjbm 
 
|?̂?jjk
H 𝐡jbm|
2 = (?̂?jjk
H 𝐡jbm)
H
(?̂?jjk
H 𝐡jbm) 
                     = (∑ ∑ ψtujkJjtu𝐡jtu
HK
u=1 
B
t=1 𝐡jbm + 𝐒jkNj
H𝐡jbm)
H
× 
 
 
(A-3) 
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                         (∑ ∑ ψvzjkJjvz𝐡jvz
HK
z=1 
B
V=1 𝐡jbm + 𝐒jk𝐍j
H𝐡jbm) 
=∑ ∑ ψtujkv,zt,u ψvzjkJjtuJjvz𝐡jbm
H 𝐡jtu𝐡jvz
H 𝐡jbm+ 
∑ ∑ ψtujkJjtu𝐡jbm
H
K
u=1 
B
t=1
𝐡jtu𝐒jk𝐍j
H𝐡jbm + 
𝐡jbm
H 𝐍j𝐒jk
H∑ ∑ ψvzjkJjvz𝐡jvz
H
K
z=1 
B
v=1
𝐡jbm + 
𝐡jbm
H 𝐍j𝐒jk
H𝐒jk𝐍j
H𝐡jbm 
                     
Then 𝔼[|?̂?jjk
H 𝐡jbm|
2] 
 
= 𝔼[∑ ∑ ψtujkv,zt,u ψvzjkJjtuJjvz𝐡jbm
H 𝐡jtu𝐡jvz
H 𝐡jbm]+ 0+0+ 
      𝔼[𝐡jbm
H 𝐍j𝐒jk
H𝐒jk𝐍j
H𝐡jbm] 
=ψbmjk
2 Jjbm
2  𝔼[𝐡jbm
H 𝐡jbm𝐡jbm
H 𝐡jbm] + 
∑ ψtujk
2 Jjtu
2  𝔼[tr{𝐡jbm
H 𝐡jtu𝐡jtu
H 𝐡jbm}] t=v≠b
u=z≠m
+ 
 𝔼[tr{𝐡jbm
H 𝐍j𝐒jk
H𝐒jk𝐍j
H𝐡jbm}] 
(A-4) 
It can be observed that 𝐡jbm
H 𝐡jbm has a gamma distribution Г(N,1). Hence 𝔼[𝐡jbm
H 𝐡jbm𝐡jbm
H 𝐡jbm] 
simplifies to (N2 + N). 
This simplifies 𝔼[|?̂?jjk
H 𝐡jbm|
2] to 
 
ψbmjk
2 Jjbm
2  (N2 + N) + N∑ ψtujk
2 Jjtu
2 + Nσ2
t=v≠b
u=z≠m
 
=N2ψbmjk
2 Jjbm
2  + Nαjk 
(A-5) 
where αjk= ∑ ψtujk
2 Jjtu
2 + σ2t=v
u=z
 
107 
  
Simplifying |𝐯jk|
2 
 
= ?̂?jjk
H ?̂?jjk 
= (∑ ∑ ψtujkJjtu𝐡jtu
HK
u=1 
B
t=1 + 𝐒jk𝐍j
H) × (∑ ∑ ψvzjkJjvz
K
z=1 
B
v=1 Hjvz + 𝐍j𝐒jk
H) 
 =∑ ∑ ψtujkv,zt,u ψvzjkJjtuJjvz𝐡jtu
H 𝐡jvz + ∑ ∑ ψtujkJjtu𝐡jtu
HK
u=1 
B
t=1 𝐍j𝐒jk
H + 
     𝐒jk𝐍j
H∑ ∑ ψvzjkJjvz𝐡jvz
H
K
z=1 
B
v=1
+ 𝐍j𝐒jk
H𝐒jk𝐍j
H 
(A-6) 
Then 𝔼 |𝐯jk|
2 simplifies to 
 
=∑ ∑ ψtujkv,zt,u ψvzjkJjtuJjvz𝔼[𝐡jtu
H 𝐡jvz] + 0 +0+𝔼[tr{𝐍j𝐒jk
H𝐒jk𝐍j
H}] 
=∑ ψtujk
2 Jjtu
2  𝔼[tr{𝐡jtu𝐡jtu
H }] t=v
u=z
+ 𝔼[tr{𝐍j𝐒jk
H𝐒jk𝐍j
H}] 
=N ∑ ψtujk
2 Jjtu
2 + t=v
u=z
Nσ2 
=Nαjk 
(A-7) 
It can easily be deduced that Var|𝐯jk
H𝐡jjk| = Nαjk. 
Substituting Eq.(A-5) and Eq. (A-7) into Eq. (4-9) 
 
SINRjk
MRC
=
rjkβjjkpjkN
2
βjjkpjkrjkNαjk + ∑ ∑ pbmβjbmrbm(N2ψbmjk
2 Jjbm
2  +  Nαjk) + Nαjkσw2
K
m=1 (b,m)≠(j,k)
B
b=1 
 
 
(A-8) 
The above equation can be further simplified to  
 SINRjk
MRC =
βjjkpjkrjk
∑ ∑ pbmβjbmrbm(ψbmjk
2 Jjbm
2 ) +
αjk
N Rjk
̅̅ ̅̅K
m=1 (b,m)≠(j,k)
B
b=1 
 (A-9) 
Where Rjk̅̅ ̅̅ = ∑ ∑ rbmpbmβjbm +
K
m=1 
B
b=1  σw
2  
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A3 Interference Modelling 
The inter-cell interference in Eq.(4-15) is written in terms of the intra-cell interference as shown in 
Eq.(A-10) below 
 
∑ ∑ pbmβjbmrbm(ψbmjk
2 Jjbm
2 )
K 
m=1
B
b=1,   b≠j
+
αjk
N
∑ ∑ pbmβjbmrbm
K 
m=1
B
b=1,   b≠j
= fjk (∑ pjmβjjmrjm(ψjmjk
2 Jjjm
2 )
K 
m=1
+
αjk
N
∑ pjmβjjmrjm
K 
m=1
) 
(A-10) 
To obtain a fair estimate of fjk we assume that  pbm = P, ∀ b, m.  We also assume that all the 
users are chosen i.e., rbm = 1, ∀ b, m.  Using the above assumption Eq.(A-10) above simplifies 
to  
 
∑ ∑ βjbm(ψbmjk
2 Jjbm
2 ) +
αjk
N
∑ ∑ βjbm
K 
m=1
B
b=1,   b≠j
K 
m=1
B
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= fjk (∑ βjjm(ψjmjk
2 Jjjm
2 ) +
αjk
N
∑ βjjm
K 
m=1
K 
m=1
) 
(A-11) 
Solving for fjk we get 
 fjk =
∑ ∑ βjbm(ψbmjk
2 Jjbm
2 ) +
αjk
N
∑ ∑ βjbm
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B
b=1,   b≠j
K 
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∑ βjjm(ψjmjk
2 Jjjm
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