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Abstract
Cloud computing has gained considerable popularity in recent years. In this paradigm, an
organization, referred to as a subscriber, acquires resources from an infrastructure provider to
deploy its applications and pays for these resources on a pay-as-you-go basis. Typically, an
infrastructure provider charges a subscriber based on resource level and duration of usage. From
the subscriber’s perspective, it is desirable to acquire enough capacity to provide an acceptable
quality of service while minimizing the cost. A key indicator of quality of service is response time.
In this thesis, we use performance models based on queueing theory to determine the required
capacity to meet a performance target given by Pr[response time ≤ x] ≥ β.
We first consider the case where resources are obtained from an infrastructure provider for
a time period of one hour. This is compatible with the pricing policy of major infrastructure
providers where instance usage is charged on an hourly basis. Over such a time period, web
application traffic exhibits time-varying behavior. A conventional traffic model such as Poisson
process does not capture this characteristic. The Markov-modulated Poisson process (MMPP),
on the other hand, is capable of modeling such behavior. In our investigation of MMPP as a traffic
model, an available workload generator is extended to produce a synthetic trace of job arrivals
with a controlled level of time-variation, and an MMPP is fitted to the synthetic trace. The
effectiveness of MMPP is evaluated by comparing the performance results through simulation,
using as input the synthetic trace and job arrivals generated by the fitted MMPP.
Queueing models with MMPP arrival process are then developed to determine the required
capacity to meet a performance target over a one-hour time interval. Specifically, results on re-
sponse time distribution are used in an optimization to obtain estimates of the required capacity.
Two models are of interest to our investigation: a single-server model and a two-stage tandem
queue. For both models, it is assumed that service time is represented by a phase-type (PH) dis-
iii
tribution and queueing discipline is FCFS. The single-server model is therefore the MMPP/PH/1
(FCFS) model. Analytic results for time-dependent response time distribution of this model are
first obtained. Computation of numerical results, however, is very costly. Through numerical
examples, it is found that steady-state results are a good approximation for a time interval of one
hour; the computation requirement is also significantly lower. Steady-state results are then used
to determine the required capacity. The effectiveness of this model in terms of predicting the re-
quired capacity to meet the performance target is evaluated using an experimental system based
on the TPC-W benchmark. Results on the impact of MMPP parameters on the required capacity
are also presented. The second model is a two-stage tandem queue. The accuracy of the required
capacity obtained via steady-state analysis is also evaluated using the TPC-W benchmark.
We next consider the case where the infrastructure provider uses a time unit (TU) of less than
one hour for charging of resource usage. We focus on scenarios where TU is comparable to the
average sojourn time in an MMPP state. A one-hour operation interval is divided into a number
of service intervals, each having the length one TU. At the beginning of each service interval,
an estimate of the arrival rate is used as input to the M/PH/1 (FCFS) model to determine
the required capacity to meet the performance target over the upcoming service interval; three
heuristic algorithms are developed to estimate the arrival rate. The merit of this strategy, in
terms of meeting the performance target over the operation interval and savings in capacity
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Many organizations offer services over the Internet. These services are provided through ap-
plications that are deployed in a datacenter consisting of hardware and software resources. To
construct a datacenter to host these applications, one of the challenges an organization faces is
the sizing of the datacenter, i.e., the amount of processing power, memory, storage and network
bandwidth required. Since the future resource demand by the applications cannot be precisely
determined, the organization may set up a larger datacenter than necessary. This may result in
low resource utilization. On the other hand, a datacenter may be configured with insufficient
resources. Consequently, users of the applications may experience poor quality of service. In
addition to sizing risks, setting up a datacenter typically requires an up-front capital investment.
Also, operation and maintenance of the datacenter is costly due to power consumption, technical
staff and equipment upgrade in response to changes in workload or aging of equipment.
Cloud computing is a model of computing that has the potential to address these challenges
[16]. In this model, an organization, referred to as a subscriber, acquires resources from an infras-
tructure provider through the Internet to deploy its applications, and pays for these resources on
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a pay-as-you-go basis. This is similar to the manner a utility such as electricity is delivered and
billed. The resource level can be adjusted in near real-time on subscriber’s demand; this feature
is called resource elasticity [16]. The benefits of cloud computing to subscribers are evident: it
eliminates the up-front capital investment and the operational and maintenance costs, and allows
the subscriber to adjust the resource level as demand changes.
Infrastructure providers are typically well-established companies such as Amazon, Microsoft
and Google. They have been operating large-scale datacenters for their own purposes long be-
fore providing computing resources for public use. They have the hardware, software, technical
support and administrative infrastructures required to serve as a provider. The expected cost of
becoming an infrastructure provider for such companies is not excessive compared to the revenue
it brings in [16]. In addition, studies have shown that hardware, network bandwidth and power
can be purchased five to seven times cheaper for large datacenters (tens of thousands of comput-
ers) than for medium-size datacenters (hundreds or thousands of computers) [49]. The economy
of scale due to bulk purchasing allows large providers to offer service at a reasonably cheap level,
and still make profit [16].
Virtualization technologies have played an important role in the evolution of cloud comput-
ing. These technologies allow multiple virtual machines (VM’s) to share the capacity of a physical
machine. In a virtualized datacenter, a physical server may be shared by two or more applica-
tions, each running on its own VM’s. Higher resource utilization can potentially be achieved by
allocating fractions of the capacity of an underutilized physical server to other VM’s. Examples
of virtualization technologies include Oracle VirtualBox [6], VMware [8] and Xen [22].
In this thesis, we focus on the problem of resource provisioning from the perspective of a
subscriber. We consider a scenario where a subscriber offers services to its users by deploying
transactional web applications on resources acquired from an infrastructure provider. Sufficient
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resources should be obtained to provide the users with an acceptable quality of service. In our
investigation, we develop performance models of web applications, derive analytic results for these
models, and use the results to determine the amount of resources required.
Analytic modeling is a solution technique that allows us to write a functional relation between
system parameters and a chosen performance metric in terms of equations that are analytically
or numerically solvable [62]. Among mathematical disciplines that have been employed in the
context of analytic modeling, we adopt queueing theory due to its ability to study a broad range of
computing environments. Queueing models have the potential to provide relatively high accuracy
at relatively low cost [67]. Such models allow us to predict the end-to-end delays experienced
by the users under different workload intensities [34]. In our work, queueing theory is used
to estimate the resource requirement of an application, and the accuracy of these estimates is
evaluated by comparison against measurement data obtained from an experimental system.
The system under consideration is depicted in Figure 1.1. It features an infrastructure
provider, a subscriber and users of the subscriber’s service. The infrastructure provider oper-
ates a datacenter which hosts the computing resources. These resources are offered in terms of
VM’s with various capacities. The capacity of a VM is usually specified in terms of the amount
of CPU, memory and storage allocated to the VM. A VM is priced for rent according to the
infrastructure provider’s pricing policy which is typically based on VM capacity and duration of
usage.
Subscriber’s service is a three-tier web application consisting of a web tier to generate the user
interface, an application tier to implement the business logic, and a database tier for persistent
storage. These three tiers are deployed across two servers, namely, a front-end web/application
server (referred to as web server from here on) and a back-end database server. In a typical
configuration [89, 106], the subscriber acquires a VM for each server from the infrastructure
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Figure 1.1: System specification
provider; this configuration is referred to as a two-tier architecture. A user of the service starts a
session, sends a sequence of logically-related HTTP requests to the web application and receives
an HTML response for each request. There is a think time between when a response is received
and when the next request is submitted by this user. The number of users varies with time as
new users arrive and existing users leave.
Figure 1.2 illustrates the processing of an HTTP request (or job) by the application. In this
figure, a user is represented by a session. Jobs submitted by the sessions are processed by the
VM’s that host the web and database servers, referred to as the web VM and the database VM,
respectively. Each job makes an initial visit to the web VM. After finishing service at the web
VM, it may go through several cycles of visiting the database VM followed by a return visit to
the web VM. Each cycle corresponds to the web server making a call to the database server. A
job leaves the system from the web VM; this corresponds to returning an HTML response to the
session that submitted the job. The processing of a job within a VM involves CPU executions
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and I/O operations. The details of the scheduling disciplines applied to the CPU and I/O devices
are out of the scope of this investigation.
Figure 1.2: Job processing by the system
Response time has a significant impact on the success of a transactional web application;
it is defined as the elapsed time from when a job arrives at the web application to when the
corresponding response is returned. According to [105], 75% of visitors to a slow e-commerce
website will never shop on that site again, resulting in loss of potential revenue. As another
example, Amazon sustained a 1% drop in sales for a 100 millisecond extra delay in page generation
[71]. Therefore, a subscriber typically enforces stringent constraints on the mean or a high-
percentile of the response time. In our work, we assume that the subscriber’s objective is to meet
a performance target in the form of Pr[response time ≤ x] ≥ β over all the jobs processed by the
system; x and β are referred to as response time threshold and target probability, respectively.
Such performance target is preferred over the mean response time as the latter is not adequate
for many applications [97], especially when the response times are widely dispersed around the
mean.
Response time is affected by the capacities of the web and database VM’s. In order to deter-
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mine these VM capacities such that Pr[response time ≤ x] ≥ β, the response time distribution is
required. A straightforward solution method is to develop a comprehensive queueing model for
the system in Figure 1.2 that features session-based workload and detailed processing of jobs by
the two VM’s. This model, however, is complex and analytic results for response time distribu-
tion are difficult to obtain. Our approach is therefore to approximate this model by two simpler
models:
1. A traffic model in the form of an arrival process to represent jobs submitted by all the
sessions; this model is discussed in Section 1.1.
2. A queueing model for the overall system consisting of the web and database VM’s with the
job arrival process developed in Step 1.
For the second model, the derivation of response time distribution is mathematically tractable.
We now present the research problems investigated in this thesis. These problems are closely
related to the two models defined above, and include the development of a traffic model for web
applications and the investigation of resource provisioning strategies using queueing theory.
1.1 Traffic model
The first research problem is concerned with the development of a traffic model for jobs sub-
mitted by user sessions. Studies have shown that the job arrival process to a web application
is time-varying with intervals of high demand intervening periods of moderate load [35, 73, 93].
This variation manifests itself over fine and coarse-scale time intervals. Fine-scale variation is
characterized by fluctuation of traffic over time periods of tens of seconds. Evidence of such
variation is available in [72], where the number of job arrivals per second at an online book-store
was monitored for an hour. This fluctuation is induced by variation in session length (number
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of jobs in a session), session think time and service time [63, 72, 94]. Coarse-scale variation, on
the other hand, is attributed to phenomena such as time-of-day or seasonal effect [86, 88]. For
example, there is a noticeable surge in workload level during specific times of a day.
We focus on fine-scale time-varying traffic which is consistent with session-based job arrivals
[63, 72, 94]. A traffic model with the potential to capture fine-scale variation is Markov-modulated
Poisson process (MMPP); MMPP is a generalization of the Poisson process where the job arrival
rate changes with time. We use the following procedure to evaluate the effectiveness of this model.
An available tool called BURN [27] is extended to generate a synthetic trace of job arrivals from
user sessions. An MMPP is fit to the synthetic trace. This MMPP is then employed to generate
a second trace of job arrivals, referred to as the MMPP trace. A simulation program is used to
compare the performance results when jobs are submitted in accordance with (i) the synthetic
trace and (ii) the MMPP trace. We use a synthetic trace instead of a real trace available in the
public domain because the synthetic trace tool can be tuned to generate traces with controlled
levels of time-variation.
1.2 Resource provisioning strategies
The subscriber’s resource provisioning strategy is affected by the infrastructure provider’s pricing
policy. Typically, an infrastructure provider specifies a minimum time unit (TU) for charging of
resource usage. A resource is billed for the number of TU’s held by a subscriber; a partial TU
is billed as a full TU. For example, infrastructure providers such as Amazon EC2 [1], Microsoft
Azure [2] and Google App Engine [5] charge for instance usage on an hourly basis, i.e., TU is one
hour.
From the subscriber’s perspective, resource provisioning can be organized into service intervals
of length one TU as shown in Figure 1.3. At the beginning of a service interval, referred to as
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a decision point, the amount of resources required for the upcoming service interval is estimated
and requested from the infrastructure provider. The resource level remains constant during this
service interval. With time-varying traffic, the queue size at the web and database VM’s grows
when traffic level is high and shrinks when it is moderate. The objective is to acquire sufficient
resources to meet the performance target when one considers all jobs processed during the service
interval, while keeping the cost at a minimum.
Figure 1.3: Service interval
The following methodology is used to determine the required capacities. A queueing model for
the system under investigation is solved to obtain the cumulative distribution function (CDF) of
response time, which is used to compute Pr[response time ≤ x]. This probability is affected by the
capacities1 of the web and database VM’s. We use the response time analysis in an optimization
problem to determine the VM capacities with minimal cost such that Pr[response time ≤ x] ≥ β
over a service interval. This optimization problem is solved using a two-dimensional search over
the space of available VM capacities for the web and database servers.
For the system in Figure 1.2, a commonly used queueing model is an open tandem queue with
two servers, representing the web and database VM’s (see for example [28, 103, 106]). This model
is depicted in Figure 1.4. In our work, the arrival process is assumed to be MMPP. As to service
1In our investigation, the term “capacity” means the size of a VM, i.e., the amount of CPU, memory and
storage.
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time, web applications typically provide a variety of services to their users, each corresponding
to a transaction type. The service requirement is usually variable across these transaction types,
with some transactions placing a higher demand on system resources than others [84]. It has
been shown that the hyper-Erlang (HE) distribution is sufficiently accurate in capturing such
variability in service time [27, 78]. HE is a combination of one or more Erlang distributions, each
having a different mean and variance; it is a special case of the phase-type (PH) distribution [62].
In our investigation, we assume that the job service time at a server follows a PH distribution.
To obtain analytic results for the response time distribution, one needs to specify the scheduling
discipline. For mathematical tractability, we assume that scheduling discipline at each server is
FCFS.
Figure 1.4: Two-stage tandem queue
For the two-stage tandem queue shown in Figure 1.4, the numerical computation of response
time CDF is expensive. In addition, this model presumes the availability of service time distri-
bution at each stage, which can be obtained using application instrumentation, operating system
logs, or third-party monitoring tools such as HP (Mercury) Diagnostics [28]. This, however,
requires technical knowledge at the application, operating system or tool level; such knowledge
may not be readily available. The above observations motivate us to consider a simplified model
where the resources obtained for the web and database VM’s are treated as a “black-box”; this
black-box is then modeled as a single server with FCFS scheduling discipline. The service time
of a job at the black-box is the same as the response time when there is no queueing, and can be
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readily obtained by recording the arrival and departure times of jobs processed by the system.
As mentioned previously, the distribution of service time is PH. We thus have an MMPP/PH/1
(FCFS) queue. This single-server model is shown in Figure 1.5.
Figure 1.5: Single-server model
Both the single-server model and the two-stage tandem queue are considered in our investiga-
tion. For both models, the response time CDF is used in an optimization problem to determine
the required capacities. This CDF is time-dependent initially, referred to as transient phase.
The transient phase is followed by steady-state behavior where the CDF becomes unchanging in
time. The computation of time-dependent CDF is very expensive compared to the steady-state
results. Consider the single-server model as an example. We derive analytic results for the time-
dependent response time CDF of the MMPP/PH/1 (FCFS) queue; these results are in the form
of a system of partial differential equations that can be solved numerically. For parameter values
representative of those used in our experiments, a solution for this system took several months
for a time interval of 200 seconds. We conclude that it is not practical to use time-dependent
analysis for resource provisioning purposes. The steady-state results, however, can be used as an
approximation if the length of transient phase is small compared to that of the service interval.
We first consider a case where transient phase is sufficiently small so that the steady-state
results can be used. Our numerical examples for time-dependent response time CDF of the single-
server model reveal that for parameter values representative of those used in our experiments,
steady-state results are a good approximation for a one-hour TU (or service interval), as defined
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by infrastructure providers such as Amazon, Microsoft and Google; such a TU value is of interest
to this investigation.
Two research problems are investigated. In these problems, we use the single-server model and
two-stage tandem queue, respectively, to obtain estimates of the required capacity, and evaluate
the accuracy of these estimates using an experimental system.
Single-server model
The first research problem is related to the application of the single-server model in resource
provisioning. Analytic results for steady-state response time CDF of the MMPP/PH/1 (FCFS)
queue have been reported in [42, 76]. Instead of using these results, we develop an alterna-
tive derivation based on Markov chain analysis. Our derivation is more suitable for numerical
computation. As mentioned earlier, the response time CDF is used in an optimization problem
to determine the required capacities. The solution to this problem is only an estimate of the
actual capacities required because of the assumptions made over the course of model develop-
ment. To evaluate the accuracy of these estimates, we compare the results obtained from the
model against measurement data from an experimental system. In our experimental system, re-
sources are offered in terms of VM’s with different capacities. An existing implementation of the
TPC-W benchmark [3] is deployed over two VM’s on this system, hosting the web and database
servers, respectively. TPC-W is a specification for an online bookstore and is commonly used as
a benchmark in evaluation of resource provisioning strategies for web applications.
Our evaluation procedure is as follows. For a given MMPP and performance target, the
required VM capacities are determined by the optimization problem. The web and database
servers are deployed over VM’s with these capacities. Jobs are then submitted to the web server
in accordance with the same MMPP for one service interval, and the response times of these jobs
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are measured. The fraction of jobs that meet the response time threshold x is computed; let β′
denote this fraction. The metric e = β′ − β indicates the effectiveness of the model. A value
of zero for e means the estimated capacities are precisely on target. A positive value indicates
over-provisioning of capacities, while a negative value implies that the resources are not adequate.
Results showing the values of e for a range of input parameter values are presented.
Two-stage tandem queue
The second research problem pertains to the application of the two-stage tandem queue in resource
provisioning. This model is a more detailed representation of the system than the single-server
model. However, the numerical computation of steady-state response time CDF for this model
is very demanding. In addition, the model parameterization requires expertise in application
instrumentation, operating system or third-party monitoring tools. On the other hand, it can be
mathematically proved that under a modest set of conditions, the capacity estimates from this
model are lower than those of the single-server model in order to meet the same performance
target. There is therefore a trade-off between the additional cost in model parameterization and
computation and potentially better resource estimates.
As for the single-server model, the response time analysis of the two-stage tandem queue is
used in an optimization problem to determine the required capacities. Steady-state results for the
response time CDF are available in [52, 96]. Again, we present an alternative derivation which is
more suitable for numerical computation. This derivation is an extension of our analysis for the
single-server model. As mentioned previously, solutions to the optimization problem are estimates
of the actual capacities required because of the assumptions made in model development. The
objective of the second research problem is to experimentally assess the improvement in resource
estimate, if any, in view of the increased computation cost.
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Our methodology to evaluate the accuracy of the resource estimate is the same as that for
the single-server model. Briefly, an implementation of TPC-W benchmark is deployed over two
VM’s with different capacities; the capacities of these VM’s are determined using results for the
two-stage tandem queue. Jobs are submitted to the web server in accordance with an MMPP, and
the fraction of response times meeting the performance target, denoted by β′, is measured. The
difference between β′ and the target probability β is used to assess the accuracy of the estimates.
Our experimental results suggest that the two-stage tandem queue often underestimates the
capacities required to meet the performance target. In addition, the computation cost is signif-
icantly higher than that for the single-server model. Based on these observations, we conclude
that the single-server model is the preferred model for resource provisioning. We therefore focus
on the single-server model in the rest of our investigation. This completes the description of the
two research problems.
We next consider the conceivable scenario where an infrastructure provider uses a smaller TU
than one hour for pricing purposes in the future. This leads to a shorter service interval between
decision points. The subscriber is then able to make more frequent adjustments to the resource
level; this may result in reduction in resource provisioning cost. Our objective is to develop
resource provisioning strategies that can be used by the subscriber to achieve cost reduction.
Such strategies should be of interest to the subscriber.
In our investigation, job arrivals are assumed to follow an MMPP. We first note that if steady-
state results for the MMPP/PH/1 (FCFS) model are used for resource provisioning, the capacity
estimates for each service interval are the same regardless of the length of the service interval
(or the value of TU). This approach, therefore, does not lead to any savings in cost. However,
for sufficiently short TU and under time-varying traffic, the job arrival rates at various service
intervals could be quite different. If resource provisioning is based on the estimates of these arrival
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rates, there may be opportunities for cost savings. As an example, suppose the arrival process
is a two-state MMPP, and TU has length comparable to the average time the MMPP spends in
one of these states (referred to as the sojourn time). A promising strategy is then to obtain an
estimate of MMPP state for the upcoming service interval and acquire resources based on the
arrival rate at this state. Specifically, more resources are acquired when the system is subject to
high arrival rate, and unnecessary resources are released when the arrival rate is low. Since the
capacities are different across service intervals, there is a potential to reduce the long-term cost
of resource provisioning. The case of small TU’s is of interest to our investigation.
We now describe our resource provisioning methodology for the case of small TU’s (or small
service intervals). Our approach is to determine, at each decision point, the resource requirement
such that the performance target is met over the upcoming service interval. Again, analytic results
for the response time CDF of the single-server model are used in an optimization to determine
the required capacities. An important consideration is the assumption regarding the job arrival
process. Each MMPP state is associated with a Poisson process. Since TU is comparable to the
average sojourn time in an MMPP state, a natural choice for the arrival process is Poisson. As
to the service time, it is assumed that any capacity adjustment at a decision point will take effect
immediately, and the service time is modeled using a PH distribution. We thus have an M/PH/1
(FCFS) model. We recognize that with a short service interval, the length of transient phase
may not be small compared to that of the service interval; therefore, steady-state results may not
be a good approximation. The computation of time-dependent results, however, is prohibitively
expensive. We therefore use steady-state results as a heuristic.
Our methodology requires an estimate of the job arrival rate for each service interval. Three
algorithms for estimating this arrival rate are investigated. The first two algorithms (Algorithms
1 and 2) take advantage of advance knowledge that input traffic is MMPP in the sense that the
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arrival rate can take on a limited number of values corresponding to the various MMPP states.
Our objective is to gain insight into whether or not such knowledge would result in effective
resource provisioning. For Algorithm 1, the arrival rate estimate is based on the number of
arrivals over the last service interval, while for Algorithm 2, the estimate is based on whether or
not the performance target is met over last service interval. For the third algorithm (Algorithm
3), the measured arrival rate over the previous service interval is taken as the estimate of the
arrival rate for the upcoming service interval.
We compare the performance of the three algorithms in terms of the estimated required
capacity and whether or not the performance target is met. With a small TU (or service interval),
it is sensible to evaluate the effectiveness of our methodology in terms of meeting the performance
target over a time interval spanning multiple service intervals; to facilitate the comparison of
results against those obtained from the MMPP/PH/1 (FCFS) model, we set the length of this
time interval to one hour. The evaluation procedure is as follows. A time interval of length
one hour is divided into a number of service intervals, each having the length equal to one TU.
To reduce the computation overhead at a decision point, the capacity requirement for different
arrival rates are precomputed (using steady-state results of the M/PH/1 (FCFS) model) and
stored in a table. Jobs are submitted to the web server in accordance with an MMPP. At each
decision point, the job arrival rate is estimated using the algorithm being evaluated, and the
corresponding required capacities are looked up from the table. The capacities of the web and
database VM’s are then adjusted accordingly. At the end of the one hour interval, the fraction
of jobs meeting the performance target over the entire interval is measured; let this fraction be
β′. The difference e = β′ − β is used to evaluate the effectiveness of the three algorithms. We
also compare the performance of these algorithms against the earlier case where resources are
provisioned for a one-hour TU using the MMPP/PH/1 (FCFS) model; this allows us to assess
whether or not the above algorithms, designed for a small TU, would result in cost saving.
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1.3 Thesis organization
The remainder of this thesis is organized as follows. In Chapter 2, we present the related work on
workload characterization of web applications and resource provisioning methodologies in cloud
computing environment. In Chapter 3, we discuss our methodology for characterizing job arrivals
by an MMPP and evaluate the effectiveness of MMPP in modeling time-varying traffic. Chapter
4 is concerned with the transient results for the MMPP/PH/1 (FCFS) model. In Chapters 5
and 6, we present our resource provisioning methodologies based on the single-server model and
two-stage tandem queue, respectively, and discuss the corresponding results on their effectiveness
in estimating the required capacity. Chapter 7 is concerned with resource provisioning for small
service intervals. Results on the merit of the three algorithms for estimating arrival rates are
presented. Finally, in Chapter 8, we summarize our findings and discuss potential research




The application of analytic modeling in resource provisioning for web applications has been
the topic of many studies. Of interest to our investigation are the following two issues: the
characterization of the job arrival process, and the development of analytic models and the
application of these models to resource provisioning in cloud computing. In this chapter, we
present a survey of related work on these two issues.
2.1 Job arrival process
As mentioned in Chapter 1, web application workload is time-varying, and our focus is on fine-
scale time-variation. One way to quantify this type of variation is burstiness in job arrivals. In a
bursty arrival process, there is a correlation between the number of job arrivals in successive time
intervals. Burstiness has a significant impact on system performance. Therefore, concerted effort
has been dedicated to developing bursty workload models for web applications. The results are
typically used as input to a performance model of web applications for resource provisioning pur-
poses, or to generate synthetic workloads to evaluate the performance of a web application under
17
a variety of workload conditions. In this section, we present the related work on characterization
of the job arrival process.
In [72], e-business traffic has been shown to exhibit both short and long-range dependence.
Statistical data obtained from monitoring an online bookstore and an auction website suggest a
strong correlation in the arrival stream of HTTP requests. As discussed in [72], detecting such
dependencies would allow one to not only study the mean behavior, but also predict the phases
of increase or decrease in the volume of requests, i.e., burstiness in traffic.
Several methods have been proposed to model burstiness in web application traffic. In [64],
a session-based model where new sessions are created in accordance with a Poisson process is
considered. Each session consists of a number of logically-related requests (or jobs). It is observed
that high variability in session lengths (the number of jobs in a session) and think times will cause
burstiness in job arrivals. A heavy-tail distribution such as bounded Pareto is used to model the
session length and think time distributions.
Casale et al [27] consider the problem of generating web application workload with a given
degree of burstiness. A metric called overdemand is defined to quantify the level of burstiness.
Given a set of available benchmarks (such as TPC-W [24, 44] or RUBiS [4]), a linear programming
problem is formulated to compute the policy on how these benchmarks should be mixed in order to
achieve a given overdemand in the resulting workload. In [26], the index of dispersion, as opposed
to overdemand, is used as the measure of burstiness; this results in a non-linear optimization
problem instead of a linear programming problem.
Krishnamurthy et al [63] propose a two-step algorithm to generate job arrivals to a web
application. First, a trace of sessionlets (a sessionlet is a logically-related sequence of request
types within a session) is used to generate an intermediate trace of sessionlets that matches
a given workload mix. Secondly, the intermediate trace is transformed into the final trace of
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sessions using system-specific URL generation rules and the think time distribution. This final
trace, along with session inter-arrival times, are then used as input to httperf tool [74] to generate
a sequence of web requests.
The work presented in [46] assumes that the job arrival process is periodic and determines
the most likely period at which the arrival process is repeated. Two methods are presented to
determine this period, namely, Fourier analysis and autocorrelation analysis. The resulting period
is then used to generate synthetic traces which are representative of the arrival process.
Renewal models, and in particular the Poisson model, have been widely used to approximate
time-varying traffic [23, 30, 35, 55, 58, 106]. In these studies, an operation interval is divided into
a number of subintervals, and the traffic during each subinterval is assumed to be Poisson with
possibly different rates at different subintervals. The arrival rate for each subinterval is estimated
using statistical data collected over previous subintervals or over the same time period in previous
days.
2.2 Markov-modulated Poisson process
As mentioned in Chapter 1, the input traffic to the performance models investigated in this thesis
is Markov-modulated Poisson process (MMPP). In this section, related work on the application
of MMPP in a number of research areas, MMPP fitting algorithms, and queueing models with
MMPP arrival process are presented.
MMPP is a generalization of the Poisson process in which the arrival rate varies over time
in accordance with a Markov chain. It has been used as a model for job arrivals to queueing
systems. In [104], analytic results are presented for a single-server queue where the arrival process
is a two-state MMPP and the service time distribution is exponential. Neut [75] considers a
queueing system with MMPP arrivals and general service time distribution. The number of
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MMPP states is arbitrary, and the service time distribution may be different in different MMPP
states. The transient behaviour of a finite buffer queue with MMPP arrivals and general service
time distribution has been presented in [31].
Steady-state analysis of a queueing system with MMPP arrivals and general service time
distribution can be found in [42]. This paper presents a survey of different aspects of MMPP
arrival streams, queueing models with MMPP job arrivals, and applications of MMPP. It also
provides references on MMPP fitting algorithms. Approximation of a queue with MMPP arrivals
and exponential service time distribution by an M/M/1 queue can be found in [32].
Several algorithms have been proposed to determine the parameters of an MMPP using mea-
surement data. In [51], an algorithm is presented to determine the parameters of a two-state
MMPP from the mean, index of dispersion, and the third moment of the inter-arrival time.
This work has been generalized to an arbitrary number of states in [83]. An efficient method to
estimate the parameters of an MMPP using the expectation maximization technique has been
reported in [36]. In [21], a heuristic method to estimate the parameters of an MMPP with an
arbitrary number of states is presented. This heuristic divides the observed arrival rates into a
number of regions where each region corresponds to an MMPP state.
Results on queueing network models with MMPP arrivals have been reported in [52, 53]. Each
node in the network is a single server queue with general service time distribution. The number
of buffers may be finite or infinite. For the case of a two-state MMPP, a decomposition technique
is used to obtain analytic results for the performance metrics of interest. In [96], the response
time distribution of a two-stage tandem queue with MMPP arrivals is derived using a method
based on the age of the leading job at the first stage.
MMPP has been used in a number of research areas to model time-varying traffic. In the area
of web applications, Andersson et al use MMPP to model input traffic to an Apache web server
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[13]. HTTP requests are generated in accordance with an MMPP. Recently, Escheikh et al [40]
use MMPP to model time-varying traffic at virtualized server clusters.
The work in [50] is concerned with the characterization of time-varying workload experienced
by a networked storage system comprising of traditional hard disk drives as well as flash-based
storage. A hidden Markov model is constructed and parameterized using data available in both
synthetic and real traces. Since a hidden Markov model can be mapped to an MMPP, the results
in [50] can be used to estimate MMPP parameters.
In [102], message arrivals from a source node in a torus interconnection network are modeled
by MMPP. It is argued that the Poisson process cannot model the inherent burstiness in the
arrival stream. MMPP has also been used in the modeling of voice traffic in a data network [51].
In this work, the superposition of multiple voice sources is approximated by a two-state MMPP.
A similar approach has been used to model the superposition of multiple arrival streams at an
asynchronous transfer model (ATM) switch [42]. In addition, MMPP has been used to model
overflow from a finite trunk group [42]. Other works include the use of MMPP to model user
arrivals to a public wireless LAN [20], the bursty nature of arrival streams to an ISDN channel
[79], and input traffic to an ATM network [61].
2.3 System modeling and resource provisioning
Resource provisioning for web applications in cloud computing environment has received con-
siderable attention in recent years. Studies in this area generally fall into two categories. The
first category considers resource provisioning from the perspective of a subscriber. In this case,
the subscriber aims to determine the smallest amount of resources required by an application in
order to meet a given performance target; this should result in minimum cost when resources
are requested from an infrastructure provider. The second category investigates resource pro-
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visioning from the perspective of an infrastructure provider. An infrastructure provider has a
pool of computing resources which is available to many subscribers. These resources are allo-
cated to subscribers in order to meet the infrastructure provider’s objective, e.g., maximizing
the resource utilization and revenue and minimizing the energy consumption. Our focus is on
resource provisioning from the perspective of a subscriber. However, performance models of web
applications, as well as resource provisioning strategies that may be of interest to subscribers, are
often included in studies pertaining to infrastructure providers. For this reason, we also present
related work on resource provisioning from an infrastructure provider’s perspective.
In [84], Sharma et al present a model of a multi-tier web application based on a tandem
network of M/G/1 queues with processor sharing (PS) discipline. The service time distribution
is a mix of shifted exponentials. An approximation for the end-to-end response time distribution
is derived. The results are then used in an optimization problem to determine the number of
(possibly heterogeneous) servers for each application tier in order to meet a performance target
based on response time percentile. The TPC-W benchmark is used to evaluate the accuracy of
the model.
A capacity provisioning scheme for a multi-tier web application is presented in [86]. Each tier
is modeled by a G/G/1 queue with FCFS discipline; different request classes are represented by
a general service time distribution. Analytic results are used to determine the number of servers
for each tier to meet a tier-specific performance target based on response time percentile.
In [33], a queueing network model for a multi-tier web application is considered. A load
balancer is included as a separate tier and modeled by an M/G/1 queue with FCFS discipline.
The application server consists of CPU, cache and memory subsystems. Each of these subsystems,
as well as the database server, is also modeled by an M/G/1 (FCFS) queue. Results from the
overall network model are used in an optimization problem to determine the number of servers
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allocated to the application and database tiers to meet a performance target based on response
time percentile. The accuracy of this model is evaluated using the RUBiS benchmark.
Gandhi et al [43] model an application by a queueing network with different types of requests.
Each tier is modeled by an M/G/1 queue with PS discipline; it may be replicated across multiple
homogeneous servers. A Kalman filter is used to determine the values of input parameters that
cannot be directly measured. Results for tier utilization and end-to-end average response time of
each request type are obtained. These results are then used to determine the number of servers
at each tier such that a performance target based on average response time is met.
A dynamic strategy to provision capacities for a two-tier web application is presented in [81].
The application is modeled by a queueing network with two nodes, each node consisting of CPU
and I/O servers. User sessions are represented by delay stations. The number of sessions for
the next operation interval is estimated using the autoregressive moving average method. A
resource provisioning algorithm which uses this estimate as input is presented. This algorithm
starts by assigning a server to each tier, and on each iteration, the bottleneck tier is identified and
replicated. An optimization problem based on receding horizon control is formulated to determine
the number of servers for each tier to meet a mean response time constraint while minimizing
provisioning and reconfiguration costs.
In [103], a web application is modeled by a tandem network where each stage is an M/G/1
queue with PS discipline. This model is used to determine the best performance that can be
achieved for a given CPU budget. A two-level controller is developed to determine, in an online
manner, the fraction of resources that needs to be allocated to each tier in order to meet a
performance target based on mean response time.
Zhang et al [107] consider the problem of dynamically adjusting the number of servers hosting
instances of an application in a number of geographically distributed datacenters. Their formula-
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tion takes into account such issues as different pricing policies at various datacenters, fluctuating
traffic and the cost of server start-up and shut-down. They provide a control-based algorithm
which aims at reducing resource requirement and reconfiguration costs. A server is modeled by
an M/M/1 queue; this model is used to determine the mean delay experienced by a job. The con-
tention among infrastructure providers in the presence of capacity constraint at each datacenter
is represented by a model based on game theory.
Andrew et al [14] consider the problem of dynamically adjusting the server capacity of an
M/G/1 queue such that a metric based on a linear combination of average response time and
energy cost per user is minimized. They also consider static provisioning where the capacity of
the server is fixed over the entire operation interval. The scheduling disciplines examined are PS
and shortest remaining processing time. The merit of each discipline is assessed by comparing the
above-mentioned metric for this discipline against that obtained from an optimal oﬄine algorithm.
Both worst case and stochastic analyses are presented.
The work in [68] is also concerned with dynamic resource provisioning. The objective is to
dynamically adjust the number of active servers in a datacenter to meet an application service
level agreement (SLA) while minimizing the operating and switching costs; switching cost is
incurred when there is a need to wake up a server that has been put into power saving mode.
Each server is modeled by an M/G/1 queue, and power consumption is represented by a linear
function of the arrival rate. An optimization problem is formulated, and an algorithm is presented
to find the optimal online solution, assuming that the load parameters are known within a given
time window into the future. The performance of this algorithm is compared against an optimal
oﬄine solution.
In [41], a layered queueing network is used to determine the latency of an application deployed
over edge and core clouds. The edge cloud is for caching purposes and is typically located within
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the same geographical region as the clients using the application. It has limited processing
and storage capacities and occasionally needs to communicate with the core cloud to process a
request. A distributed application consisting of both streaming and transactional workload is
used to evaluate the accuracy of the network model.
Woodside et al [100] use a layered queueing model to determine the number of servers required,
as well as the maximum number of threads in each server, such that an SLA based on average
response time is met. The average service times at different layers are computed using an extended
Kalman filter. This filter continuously compares the measured performance metrics against those
predicted by the model, and uses the error as a guide to adjust the value of the model parameters.
Once the error is smaller than some given threshold, the model is used to determine the number
of servers at different layers.
The work in [56] is concerned with the provisioning of computing resources for a web appli-
cation comprising of service modules organized as a directed acyclic graph. The SLA is defined
for the front-end service, i.e., the one that is directly invoked by a user. Each service module
negotiates with the other service modules its estimated performance if it has one more or one
less unit of capacity; the performance metric is average response time. The M/M/1 (PS) and
M/M/n (PS) models are used for the single-CPU and multi-core configurations, respectively. The
front-end service makes the final decision on the resource allocation for each service such that the
SLA is met.
Dutta et al [38] investigate the problem of capacity reconfiguration of an application subject
to dynamic workload to meet the application demand while reducing the reconfiguration cost.
They propose an architecture that utilizes both horizontal and vertical scaling to achieve this
objective. In horizontal scaling, a VM is cloned. In vertical scaling, on the other hand, the
resource share of a VM is dynamically modified. The effectiveness of the proposed solution is
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evaluated using an available social network benchmark.
Zhang et al [106] argue that web application workload is session-based, i.e., the sequence
of requests issued by a single user are correlated, with think times intervening the individual
requests. Performance studies using queueing models, on the other hand, often assume that
successive requests are independent of each other. A technique to convert a session-based request
mix to a single request stream is presented. Next, a queueing network model is used to determine
the CPU requirement of each tier of a multi-tier application to meet a performance target based
on average response time.
The work in [55] is concerned with resource provisioning for two interactive applications. Two
allocation strategies are studied: shared allocation in which the two applications are allocated
a shared resource pool, and dedicated allocation where each application is allocated its own
resources. An M/M/n queue with FCFS discipline is used to compare the performance of the two
strategies. A heuristic algorithm to determine the strategy with a smaller number of required
servers is also presented.
When resources are provisioned for individual VM’s separately, each VM typically operates
in capped mode, i.e., it cannot use more resources than its allocation. Meng et al [73] propose a
technique to combine multiple VM workloads and provision resources based on an estimate of the
aggregate workload. This technique allows a VM to borrow resources from other VM’s if these
resources are not fully utilized.
The work in [29] investigates the problem of capacity planning for a web application subject to
uncertain demand when the infrastructure provider uses both on-demand and reservation-based
pricing policies. Reserved resources are offered at a lower price than on-demand resources. Under-
subscription of reserved resources can be compensated for by obtaining on-demand resources at
an extra cost. Over-subscription of reserved resources, on the other hand, would result in over-
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provisioning. An optimization problem based on stochastic integer programming is formulated
to obtain the optimal configuration of on-demand and reserved resources.
The work reported in [39] is concerned with the assignment of reserved and shared resources
in a datacenter to a number of subscribers. Reserved resources are dedicated to high-priority
subscribers, while shared resources can be utilized by all subscribers. An M/M/C/C model with
multiple service classes is used to determine the blocking probability of requests initiated by a
subscriber. This model is also used for datacenter dimensioning purposes, i.e., determining the
size of reserved and shared resource pools.
Ali-Eldin et al [10] propose a hybrid methodology to dynamically adjust the capacity allocated
to a web application deployed over the cloud. They consider horizontal elasticity where scale-
up and scale-down are performed by adding and removing VM’s, respectively. Two adaptive
controllers are designed to monitor and maintain a given SLA. A G/G/N queue is used to model
the web application.
Sedaghat et al [82] consider the problem of dynamic provisioning of resources for an application
deployed over a cloud with multiple VM types. Each VM type is a specific combination of
hardware resources such as CPU, memory and storage. They consider a scenario where the ratio
of price to performance is more advantageous for larger VM’s. Initially, small VM instances
are allocated in response to increasing workload. With further load increase, it may become
advantageous to reconfigure the total capacity using larger VM’s. An integer linear programming
problem is formulated to determine the new configuration; the formulation takes into account the
reconfiguration cost and its impact on application performance.
The work in [101] is concerned with resource provisioning in a software-as-a-service cloud. The
provisioning mechanism takes into account customer profile (such as company size), provisioning
cost, dynamic workload, response time SLA violations and availability of heterogeneous resources
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in the cloud. Scheduling algorithms that minimize the total cost and the number of performance
violations are presented.
The work in [57] is concerned with the problem of just-in-time scalability in cloud environment,
i.e., the ability of an application to dynamically expand or shrink its resource requirement in
response to changes in workload. A platform-independent profile-based approach to address
just-in-time scalability is proposed; the profile contains expert’s knowledge of scaling application
servers in cloud environment.
Wildstrom et al [98] investigate the conditions under which it is worth obtaining additional
resources or releasing extra resources. For a given workload and configuration (in terms of the
amount of memory), low level OS statistics are used to compute the difference between the
average response time of the current system and that of a system with one more or one less
unit of memory. This experiment is repeated for several workloads and system configurations.
The WEKA [99] package is then used to learn two regression models. These models are used to
estimate the change in value function when the system has one more or one less unit of memory.
Mao et al [70] consider the problem of resource allocation to a sequence of jobs with specified
deadlines. The objective is to meet the deadlines with the smallest amount of resources. Their
investigation includes such issues as workload fluctuation, provisioning delay from when a resource
is requested to when it is ready to use, and prevalent pricing policies where resources are priced
on an hourly basis.
Capacity provisioning for a batch service in a federated cloud environment is investigated
in [25]. The objective is to use the resources of multiple cloud providers to minimize cost and
maintain a good quality of service described in terms of mean or maximum response time and
request drop rate. A decentralized self-adapting solution is presented; the effectiveness of this
solution is evaluated using simulation.
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The work in [85] is concerned with resource provisioning for a batch job executed on a single
machine. A number of machine configurations and input data are used to train a multi-variate
linear regression model. For a given input size, the resource provisioning algorithm uses the
regression model to determine the configuration with minimum completion time.
In [28], a web application is modeled using a two-stage tandem queue where sessions are
represented by delay stations. The service times are characterized by a Markovian arrival process
(MAP). The two stages of the tandem queue are approximated by a single flow-equivalent server
with state-dependent service time distribution; this distribution is also characterized by a MAP.
The resulting model is solved to obtain the system throughput and average response time.
A general framework of a control system for autonomic computing is presented in [37]. The
control input is a set of controllable parameters (e.g., the number of CPU cycles of a server)
that are relevant to a target system (e.g., a web application deployed on a server). The measured
output is typically a performance metric, e.g., average response time. The target system is subject
to changes in workload and other factors that may affect the measured output. At a decision
point, the controller determines the new value of control input based on the difference between
the performance target and the measured output.
The work in [11] is concerned with resource allocation and admission control in a virtualized
server environment. A VM hosting a web service is modeled by an M/M/1 queue with FCFS
discipline. Each subscriber’s performance target is expressed in terms of guarantees on the tail
of response time distribution. Chebyshev’s inequality is used to obtain an upper bound for this
probability in terms of the mean and variance of response time. An optimization problem is then
formulated to determine the capacity assigned to each VM in order to maximize the infrastructure
provider’s revenue, minimize its cost and satisfy the performance targets.
Ardagna et al [15] consider the problem of dynamically allocating the resources of a number
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of geographically distributed datacenters to multiple web service classes. Resources are obtained
for a medium-to-long time scale to account for typical pricing policies adopted by infrastructure
providers. Dynamic load redirection is performed on a shorter time scale to balance the load
among the different sites. Each VM is modeled by a finite population M/G/1 queue with PS
discipline. The performance target is described in terms of bounds on the mean response time.
A non-linear optimization problem is formulated to determine the VM capacities. The accuracy
of the model is evaluated using a prototype deployed over Amazon EC2.
Goudarzi et al [48] consider the problem of assigning VM’s to a number of geographically
distributed datacenters. An optimization problem is defined which takes into consideration the
heterogeneity of resources, service delays, VM migration costs, peak power capacity and power
usage effectiveness of a datacenter. An M/M/1 model is used to obtain an estimate of the service
delay.
The problem of assigning VM’s to a number of geographically distributed datacenters has also
been investigated in [47]. Two classes of SLA’s are considered: gold customers are guaranteed a
certain quality of service in terms of response time, and bronze customers have a utility function
which is based on response time. Application tiers, each hosted by a VM, and request dispatchers
are modeled using a network of M/M/1 queues with generalized PS discipline at each queue.
The work in [65] is concerned with the allocation of resources of a datacenter to multiple
subscribers in the presence of workload variations and computer failures. The problem is formu-
lated as a sequential optimization problem and solved using a limited lookahead control approach.
Three customer classes, namely, gold, silver and bronze are defined. The SLA adopted for each
class is represented by a stepwise non-linear graph. The use of limited lookahead control in se-
quential optimization for resource provisioning has also been reported in [66]. In this work, an
optimization problem is formulated to minimize the power cost as well as penalties incurred in
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case of SLA violations.
Addis et al [9] propose a hierarchical distributed algorithm to allocate the resources in a
datacenter among competing applications. A mixed-integer non-linear optimization problem
is formulated to maximize availability, minimize energy cost and meet the SLA of individual
applications. The SLA is represented by a linear function describing the revenue and penalty for
a given average response time. A network of M/G/1 queues is used to determine the average
response times.
The work in [58] is concerned with allocating the available resources of a datacenter to het-
erogeneous applications. A technique based on layered queueing networks combined with discrete
gradient search and bin packing optimization is used to compute the optimal configuration for
a number of workloads. The application of layered queueing models in cloud-based resource
management has also been reported in [19] where urgent and dynamic customers are considered.
Urgent customers are those demanding resources at short notice, while dynamic customers must
adapt to frequent changes in workload, system configuration or cloud server availability.
Bennani et al [23] adopt a multiclass queueing network model and a local beam search to
optimally allocate the available resources of a datacenter to competing applications. Their ap-
proach considers both CPU and I/O resources and supports multiple transaction types for each
application.
In [30], the problem of resource allocation to multiple applications is considered. A system of
queues (one for each application) governed by generalized PS discipline is used to characterize the
relationship between the time-dependent workload of each application and the required resource
level to provide a desired quality of service. A non-linear optimization problem is formulated to
compute the resource share of each application in case the total demand exceeds the available
capacity.
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In [35], a web application is modeled by a tandem queue; each application component is
represented by a stage in the tandem queue. Each component runs on a separate VM. For the case
of multiple applications, the physical resources are dynamically allocated to the VM’s that host
these applications. An optimization problem is formulated to determine the best configuration
in the presence of contention.
The problem of resource provisioning for the database tier of a multi-tier web application is
considered in [45]. A regression technique is used to train a non-linear function that correlates the
number of database servers (or replicas) as well as various database parameters to the perceived
response time. This function is updated when the difference between the predicted and observed
values is beyond a certain threshold. An optimization problem is formulated to determine, for a
given set of applications, the minimum number of replicas needed by each application to meet its
SLA. The optimization problem is solved using a greedy search algorithm.
Tesauro et al [90] consider the problem of resource provisioning for multiple application en-
vironments (AE’s). Each AE computes a local utility function that indicates the value of every
possible resource level from the application’s point of view. The AE’s may select between two
different techniques to compute this value function: the M/M/1 queueing model or reinforcement
learning. A global arbiter allocates the available resources among AE’s in order to maximize a
global utility function.
The work in [92] is concerned with the problem of autonomic resource allocation in datacen-
ters. The investigation takes into consideration such issues as statefulness, volatile workload and
stringent SLA’s in the form of a high percentile of response time meeting a given threshold. A
control framework is developed to reconfigure the applications’ resource level to meet their respec-
tive SLA’s. The effectiveness of this approach is evaluated using a system running on Amazon
EC2.
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2.4 Service time distribution
A job submitted to a web application places a demand on system resources. In queueing theory,
the duration of this demand is the job’s service time. For mathematical tractability, service
time is often represented by an exponential distribution [11, 39, 47, 48, 55, 56, 90, 107]. Other
distributions have also been used in the context of resource provisioning for web applications. A
common approach is to fit a probability distribution to measurement data on service time.
For web applications, it has been observed that job service times can be quite different from
one job class to another [33, 84, 86]. In [84], a clustering algorithm is used to partition service time
data into clusters; the statistical properties of these clusters are quite different. For each cluster,
the fitted service time distribution is shifted exponential. The overall service time distribution
is given by a linear combination of the per-cluster distributions, resulting in a weighted sum of
shifted exponentials. In [33, 86], the k-means clustering algorithm is used to partition a sample
of service time data into a number of job classes, and a distribution is fit to each class. The work
in [86] further assumes that the number of classes is constant, yet the frequencies of each class in
the overall workload may change with time.
The Phase-type (PH) distribution is a method to represent a non-exponential distribution in
terms of exponentials, and can be used to approximate any positive-valued distribution [18]. It
can therefore be used as a close approximation to a general service time distribution. It also allows
us to model multiple classes of jobs, each having quite different service requirement. Efficient
fitting of PH distributions to measurement data has been the topic of many studies. Asmussen et
al [18] consider the problem of fitting a PH distribution to observed data using the expectation
maximization (EM) algorithm.
In [54], a tool called PhFit that fits an acyclic discrete or continuous-time PH to an empirical
distribution is described. The procedure starts with a random initial point for the PH parameter
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values. A distance function between the empirical and fitted distributions is defined. At each
iteration, partial derivatives of this distance function with respect to PH parameters are numer-
ically computed. The simplex method is then used to determine the direction along which the
distance function decreases optimally. A solution is found when the value of the distance function
falls below a threshold.
In [27], a hyper-Erlang distribution is fit to service time data. It has been shown that hyper-
Erlang is theoretically as powerful as PH in terms of representing a general service time distri-
bution [91]. Panchenko et al [77] present a tool called GFIT to fit a hyper-Erlang distribution
to a trace of measured job service times. This tool creates an aggregate trace from the original
trace in two steps. First, the observed range of values for service times is divided into a number
of subintervals; the length of these subintervals are fixed on a logarithmic scale. Secondly, all
observed service times belonging to a given subinterval are represented in the aggregate trace by
the average of these service times and the fraction of service times that fall into that subinterval.
The EM algorithm is used to fit a hyper-Erlang distribution to the aggregate trace.
Fitting special cases of PH distribution has also been reported in the literature. In [60], a
hyper-exponential distribution is fitted to measurement data using the EM algorithm, while the
study in [80] considers the fitting of a mixture of Erlang and hyper-exponential distributions.
Finally, the characterization of a general service time distribution in terms of the first and the
second moments is presented in [9, 14, 43, 86].
In this thesis, a PH distribution is used to characterize job service times. We believe a
queueing model with MMPP arrival process and PH service time is capable of capturing the key




In this chapter, we evaluate the effectiveness of Markov-modulated Poisson process (MMPP) as
a traffic model for web applications. An overview of the methodology used in our evaluation is
as follows. Time-variation in input traffic is quantified by a metric called overdemand [27]. This
metric allows us to generate job arrivals with a controlled level of time-variation in a systematic
and computationally efficient manner. An available tool called BURN [27] is extended to gen-
erate a synthetic trace of job arrivals with a given overdemand. We then fit an MMPP to the
synthetic trace. Simulation is conducted to obtain performance results when jobs are submitted
in accordance with (i) the synthetic trace and (ii) the fitted MMPP. The effectiveness of MMPP
is evaluated by comparing these results over a range of operating conditions.
The remainder of this chapter is organized as follows. In Section 3.1, we present the prelimi-
naries related to the development of our methodology. Our methodology is described in Section




In our investigation, service time is modeled by a phase-type (PH) distribution. The BURN tool
uses empirical data, obtained from executing benchmarks such as TPC-W over an experimental
system, to generate a synthetic trace. We use a synthetic trace instead of a real trace available in
the public domain because the BURN tool can be tuned to generate traces with controlled levels
of time-variation. In this section, we first present an overview of MMPP. This is followed by brief
discussions of the PH distribution, TPC-W specification and the structure of BURN.
3.1.1 Markov-modulated Poisson process
MMPP is a generalization of the Poisson process where the arrival rate changes over time. It is
characterized by an M -state irreducible continuous-time Markov chain. When the Markov chain
is in state j, arrivals occur in accordance with a Poisson process with rate λj . We denote by qij
the transition rate from state i to state j 6= i of the Markov chain (qii = −
∑
j 6=i qij). From the
description above, an M -state MMPP can be fully characterized by parameters λj and qij , i, j
= 1, · · · ,M .
3.1.2 Phase-type distribution
The PH distribution is a method to represent a non-exponential distribution in terms of expo-
nentials, and can be used to approximate any positive-valued distribution [18]. It is characterized
by an absorbing Markov chain with one absorbing state, labeled 0, and K transient states. An
example with K = 3 is shown in Figure 3.1. For transient states k and l 6= k, let skl and sk0
be the transition rates from k to l and from k to the absorbing state, respectively. We have
skk = −(sk0 +
∑
l 6=k skl). The Markov chain starts in a transient state, where ζk is the probability
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that the initial state is k. A PH distribution is fully characterized by parameters ζk and skl,
k, l = 1, · · · ,K.
Figure 3.1: Graphical representation of PH distribution
Let F (y) be the CDF of the PH distribution. F (y) is the probability that the time to
absorption is at most y. Also, let ζ and S be, respectively, a row vector with entries ζk and a
square matrix with entries skl. We have
F (y) = 1− ζeSy1 (3.1)
where eSy is the matrix exponential, and 1 is a column vector where each entry has the value 1.
3.1.3 TPC-W
TPC-W is a transactional web benchmark. A brief description of TPC-W as well as an im-
plementation of this benchmark can be found in [44]. Another implementation is described in
[24]. TPC-W has been used to evaluate the performance of web applications (see for example
[12, 98, 106]). It is defined for a client/server architecture with a front-end web/application server
and a back-end database server. A client program emulates multiple users concurrently submit-
37
ting jobs to the web server. The number of users is an input parameter to the client program.
Each user starts a session and submits a sequence of logically-related jobs to the server and re-
ceives a response for each job. The response is in the form of an HTML page. There is a think
time between when a user receives a response and when he submits the next job. The think time
distribution is exponential with mean seven seconds. The session length is exponential with mean
15 minutes1. A number of transaction types are defined in the benchmark. The rate at which
transactions of each type are submitted by the users is governed by the workload mix. TPC-W
defines three different workloads, namely browsing, shopping and ordering.
3.1.4 BURN
BURstiness eNabling method (BURN) is a tool that generates synthetic workload with controlled
time-variation [27]. The workload consists of a series of sessions that are created and terminated
over time. The service time of a session, also referred to as the session-level service time, is the
sum of service times of individual jobs within the session. Let d¯ be the average service time of a




service time of current session ≥ d¯
∣∣∣∣ service time of last session ≥ d¯ ]
Overdemand can be viewed as the tendency to keep one or more resources busy serving a burst
of requests for a continuous period of time [27].
BURN takes as input the session-level service time distribution of N ≥ 2 benchmarks2, a
benchmark mix α = [α1, · · · , αN ] (
∑
i αi = 1) and a target overdemand φ. Any session-based
transactional benchmark such as TPC-W can be used. It is assumed that session-level service time
1In TPC-W specification, the session length is the duration of the session measured in time. Session length can
also be defined in terms of the number of jobs in a session. In this thesis, the latter definition is adopted.
2At least two benchmarks are required in order to achieve a range of values for overdemand.
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has PH distribution. BURN computes a policy matrix E to mix the sessions sampled from the
N benchmarks; the result is an output mix where the fraction of sessions from the ith benchmark
is αi, and the overdemand is φ. E is an N ×N matrix where the ijth element is the probability
that the next session in the output mix is sampled from the jth benchmark given that the current
session is sampled from the ith benchmark.
3.2 Methodology
In this section, we describe the methodology that we use to evaluate the effectiveness of MMPP as
a traffic model for web applications. Our methodology consists of three steps. First, we generate
a trace of job arrivals with a given overdemand, which we call the synthetic trace. Next, we fit an
MMPP to the synthetic trace and use an MMPP load generator to produce another trace of job
arrivals, which we call the MMPP trace. Finally, the two traces are used as input to a simulation
to evaluate the effectiveness of MMPP.
The generation of the synthetic trace requires the availability of service time data at the job
and session levels. In our investigation, service time data is collected by running an available
benchmark such as TPC-W over an experimental system. This allows us to obtain measurement
data on service time under realistic conditions.
3.2.1 Synthetic trace
Figure 3.2 depicts the procedure to generate the synthetic trace. Each component in the figure,
denoted by a rectangle, generates its output when all of its inputs become available. The proce-
dure requires the availability of N ≥ 2 benchmarks; the ith benchmark is denoted by BMi. Each
benchmark is session-based and transactional. For BMi, the distributions of think time and ses-
sion length (the number of jobs in a session) are known and assumed to be given by probability
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density functions (pdf’s) zi(·) and pi(·), respectively. The use of a continuous pdf for session
length distribution is common in the literature [63, 64]. A non-integer session length sampled
from a continuous pdf is rounded to the closest integer.
Figure 3.2: Procedure to generate the synthetic trace
The steps to obtain the synthetic trace are as follows:
Step 1 - Each benchmark is run separately on an experimental system. There is only one
user in the system. User sessions are created serially, and jobs within a session are executed one
at a time. Data on job and session-level service times are collected. Suppose we execute BMi for
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a total of L sessions, and the length of the lth session (1 ≤ l ≤ L) is Ll. Let xlj be the job-level
service time of the jth job of the lth session, 1 ≤ l ≤ L and 1 ≤ j ≤ Ll. The xlj ’s form a sample
of observations for the job-level service times. For the lth session, the session-level service time
is the sum of the service time of jobs executed within the session, and is given by yl =
∑Ll
j=1 xlj .
The yl’s form a second sample for the session-level service times. For BMi, the two samples are
denoted by Xi and Yi, respectively.
Step 2 - In this step, we determine the job and session-level service time distributions. For
each benchmark BMi, the GFIT tool [77] is used to fit two PH distributions, one to Xi and the
other to Yi. Let fi(·) and gi(·) be, respectively, the job and session-level service time distributions,
obtained from GFIT; fi(·) and gi(·) have the form shown in Equation 3.1.
Step 3 - The gi(·)’s (1 ≤ i ≤ N) are used as input to BURN along with a benchmark mix
α = [α1, · · · , αN ] and a target overdemand φ. The output is a policy matrix E as defined in
Section 3.1.4.
Step 4 - In this step, we run a simulation program for the queueing model shown in Figure 3.3
to generate the synthetic trace. The number of active sessions changes over time as new sessions
are created and old sessions are terminated. The time between the creation of two successive
sessions is exponentially distributed with mean λ−1sess. For the first session, the benchmark from
which the session is drawn is determined randomly according to the steady-state distribution of
E. For subsequent sessions, given that the current session was drawn from BMi, the next session
is drawn from BMj with probability eij (the ij
th element of E). For a session drawn from BMi,
the simulator determines random variates for the number of jobs in the session, the think times
between job submissions, and the service time of each job using, respectively, pi(·), zi(·) and fi(·).
During the simulation, an entry is created in the synthetic trace each time a job is submitted by
an active session; this entry contains the job arrival and service times. The simulation terminates
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after a trace of NJ jobs is generated.
Figure 3.3: Simulated queueing model to generate the synthetic trace
3.2.2 MMPP trace
We next consider algorithms to fit an MMPP to the synthetic trace. The algorithm in [21], which
we refer to as Algorithm 1, is attractive since it places no restriction on the number of MMPP
states and is computationally efficient. It determines the number of arrivals per second (or the
arrival rate) in the synthetic trace. As an example, Figure 3.4 shows the number of arrivals per
second for 9200 seconds. The data from the first 1800 seconds are discarded to account for the
warm-up period in the simulation to generate the synthetic trace.
Let λmin and λmax be, respectively, the minimum and maximum observed rates. Algorithm 1
computes regions (δ2, δ1], (δ3, δ2], · · · , (δMR+1, δMR ] such that λmax = δ1 and λmin ∈ (δMR+1, δMR ].
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Figure 3.4: Arrival rates obtained from the synthetic trace






ξi = ξi−1 − 2
√
ξi−1 i = 2, · · · ,MR
δ1 = λmax
δi+1 = 2ξi − δi i = 1, · · · ,MR
(3.2)
where ξi is the average of the two boundaries of region (δi+1, δi]. Each region corresponds to one
MMPP state. The resulting MMPP has therefore M = MR states. For our example in Figure
3.4, the data result in two regions (19.77, 42] and (5.54, 19.77]. Therefore, the estimated MMPP
43
has M = 2 states. The arrival rate at state i (denoted by λi) is the average of the two boundaries
of the ith region (δi+1, δi], i.e.,
λi =
δi+δi+1
2 i = 1, · · · ,M (3.3)
The method to compute qij is the same as that presented in [21].
Equation 3.3 may not be a good estimate for λi in the presence of outliers. For example,
in Figure 3.4, the arrival rate for MMPP state 1, i.e., the state corresponding to the region
(19.77, 42], is λ1 = (δ1 + δ2)/2 = 30.89 jobs/second in spite of the fact that a majority of arrival
rates in this region fall below 30.89 jobs/second. This is because of a large value for δ1 caused by
an outlier at 42 jobs/second. As a result, λ1 = 30.89 jobs/second does not accurately represent
the arrival rate observations.
We propose a variant of Algorithm 1, which we call Algorithm 2. Similar to Algorithm 1,
the range of observed arrival rates is divided into MR regions, and the region boundaries δi are
determined using Equation 3.2. The arrival rate at state i, however, is computed differently. Let
NRi be the number of observed arrival rates falling into region i (or (δi+1, δi]) and λij (1 ≤ j ≤
NRi) be the j





j λij i = 1, · · · ,M
In other words, λi is the average of all the observed rates falling into region i. Using Algorithm
2, the arrival rate for MMPP state 1 is given by λ1 = 24.73 jobs/second, which is consistent with
the observed data. The qij ’s for Algorithm 2 are computed as in the case of Algorithm 1.
Using an MMPP with the estimated parameters, a load generator is used to generate the
MMPP trace. The trace contains NJ jobs, i.e., the same number of jobs as the synthetic trace.
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For each job in the MMPP trace, the service time is sampled from the distribution f(·) which is a
weighted sum of N job-level service time distributions from the original benchmarks (or fi(·)’s);
the weight of the ith distribution is given by ωi = n¯iαi/
∑






ωi can be interpreted as the fraction of jobs from BMi in the synthetic trace.
3.2.3 Effectiveness of MMPP
In [21], the effectiveness of MMPP is evaluated based on the results of a simulation study. A brief
overview of their methodology is as follows. The simulation model used is a finite-buffer single-
server queue with constant service time. Two performance metrics are considered, namely, the
average queueing delay and the job drop rate. Two simulation experiments are performed. The
server capacity is the same in both experiments. In the first experiment, jobs are submitted to the
server in accordance with a trace obtained from an operational system. An MMPP is fit to this
trace; job arrivals are generated in accordance with this MMPP in the second experiment. The
effectiveness of MMPP is evaluated by comparing the respective values of the two performance
metrics obtained from the two simulation experiments.
Similar to [21], our evaluation is based on a single-server simulation model. This model is
an infinite-buffer single-server queue with PH service time distribution. It is assumed that the
server capacity can be adjusted to meet a given performance target. Consistent with the approach
presented in [21], two metrics (defined below) are used in our evaluation. Our methodology to
assess the effectiveness of MMPP is as follows:
1. The procedure in Section 3.2.1 is used to generate a synthetic trace with a given overdemand.
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This trace contains the job arrival and service times.
2. An MMPP is fitted to the arrival time data in the synthetic trace. This MMPP is used by
a load generator as described in Section 3.2.2 to create the MMPP trace. The MMPP trace
also contains the job arrival and service times.
3. Simulation experiments are performed to determine the server capacity denoted by C such
that Pr[response time ≤ x] = β when jobs are submitted in accordance with the synthetic
trace. We assume that job service times in the synthetic (or MMPP) trace (denoted by
d) are for the case where the server in Figure 3.3 is operating at full capacity (i.e., 100%
capacity). The required capacity C is determined using a binary search. Throughout the
search, we maintain a lower bound Cmin and an upper bound Cmax, initially set to zero
and a large number, respectively. At each iteration of the search, a simulation is performed
with server capacity set to Cavg = (Cmin + Cmax)/2. For each job, the service time used
in the simulation is given by d/Cavg. The simulation run yields the fraction of jobs whose
response time is at most x; let β∗ denote this fraction. If β∗ > β +  (where  is a small
positive number), Cmax is set to Cavg, and Cmin remains unchanged; if β
∗ < β − , Cmin is
set to Cavg, and Cmax remains unchanged. In both cases, the search proceeds to the next
iteration. On the other hand, if β∗ − β < , then C = Cavg is the required capacity.
4. A second simulation experiment is performed with server capacity set to C (obtained from
Step 3) and jobs submitted in accordance with the MMPP trace. Again, the service time
used in the simulation is given by d/C where d is the service time in the MMPP trace.
The fraction of jobs meeting the response time threshold x is measured; let this fraction be
β′. The relative error between β and β′, denoted by re1, is used as the first metric in our
46





5. Similar to Step 3, a binary search, with a simulation run at each iteration, is performed
to determine the server capacity C ′ such that Pr[response time ≤ x] = β when jobs are
submitted in accordance with the MMPP trace. The relative error between C and C ′ is
used as the second metric in our evaluation. This metric, denoted by re2 is given by
re2 =
|C − C ′|
C
× 100 (3.5)
For the two metrics re1 and re2, the smaller is the relative error, the more effective is the MMPP.
3.3 Evaluation
As mentioned earlier, an experimental system is used to collect service time data in order to
obtain realistic service time distribution for our evaluation. In this section, we first describe the
experimental system and the methodology used to obtain service time data. We then present
results on the effectiveness of MMPP as a traffic model.
3.3.1 Experimental system
Our experimental system consists of three nodes in an IBM blade center model H chassis. The
TPC-W implementation from university of Wisconsin [3] is deployed on this system. Specifically,
the web and database servers are running on two separate nodes, each is configured with 2 AMD
dual-core CPUs at 2.0 GHz, 10 GB of memory, and 36 GB of internal disk. The client emulator
runs on a third node which has two AMD dual-core CPUs at 2.4 GHz, 8 GB of memory, and 36
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GB of internal disk. All three nodes run the Ubuntu 11.04 operating system. The three nodes
are connected through a 100 Mbit/second Ethernet link. The database server is MySQL version
5.1. The web server is Apache Tomcat version 6.0. We use the default configuration for both the
web and database servers.
3.3.2 Service time data
N ≥ 2 benchmarks are used in our procedure to generate a synthetic trace (see Section 3.2.1).
Each benchmark is run in single-user mode, and service time data are collected. In our inves-
tigation, system resources that host the application are treated as a black-box. Since there is
no queueing in the system, the service time in the black-box is the same as the response time.
Measurement data on response time for NJ jobs are collected; this data constitutes a sample of
job-level service times. Note that the job-level service time is the aggregate service time at the
two nodes that host the web and database servers. The session-level service time is given by the
sum of job-level service times of all jobs in the session.
To obtain synthetic traces with a range of values for overdemand, we follow the suggestion in
[63] and use two benchmarks: BM1 is TPC-W ordering mix with session length distribution p1(·)
given by a truncated Pareto, and BM2 is TPC-W browsing mix with session length distribution
p2(·) being a truncated shifted exponential. The parameter values for these two distributions are
shown in Table 3.1; these values are consistent with the empirical data available in [64]. The
think time distribution is exponential with mean seven seconds and is truncated at 70 seconds.
Each benchmark BMi, i = 1, 2, is executed for a duration of 24 hours, resulting in two samples
Xi and Yi, for job and session-level service times, respectively; Xi and Yi are then used as input
to the GFIT tool to obtain the corresponding PH distributions fi(·) and gi(·). The parameter
values for these distributions are presented in Table 3.2. Note that only non-zero values of ζk and
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Table 3.1: Parameter values for session length distribution
Benchmark Session length distribution Parameters
BM1 Truncated Pareto
Min value = 3
Max value = 120
Shape parameter = 1.2085
BM2 Truncated shifted exponential
Min value = 3
Max value = 120
Rate = 0.1553
skl are shown.
Table 3.2: Parameter values for job and session-level service time distributions
CDF K ζk skl
f1(·) 7 ζ1 = 0.012 s12 = s23 = s30 = 10.9ζ4 = 0.988 s45 = s56 = s67 = s70 = 407.2
g1(·) 8 ζ1 = 0.346 s10 = 4.1ζ2 = 0.654 s23 = s34 = s45 = s56 = s67 = s78 = s80 = 147.8
f2(·) 7 ζ1 = 0.117 s12 = s20 = 6.1ζ3 = 0.883 s34 = s45 = s56 = s67 = s70 = 459.8
g2(·) 8 ζ1 = 0.676 s12 = s23 = s30 = 5.1ζ4 = 0.324 s45 = s56 = s67 = s78 = s80 = 88.9
3.3.3 Results and discussion
In this section, we present simulation results on the effectiveness of MMPP as a traffic model. A
number of scenarios are considered in our evaluation. Recall that the synthetic trace is generated
by mixing sessions sampled from input benchmarks according to a policy matrix generated by
BURN. Since there are two benchmarks, the session mix is given by α = [α1, α2]. Three input
mixes are considered; they are α = [0.3, 0.7], [0.5, 0.5] and [0.7, 0.3]. This ensures that our eval-
uation includes cases where either of the two input benchmarks account for a larger fraction of
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sessions in the output mix, as well as a case of equal contribution by the two benchmarks. For
each input mix, we used the methodology presented in [27] and obtained the range of feasible
values for φ denoted by [φmin, φmax]. We also consider three values for the average arrival rate of
new sessions; they are λsess = 2.22 (as in [27]), 5 and 10 sessions/second. The performance target
is of the form Pr[response time ≤ x] = β. The values of x and β are 3 and 5 seconds, and 0.9 and
0.95, respectively. The distributions fi(·), gi(·), pi(·) and zi(·) are kept the same throughout our
experiments. The number of jobs in the synthetic (or MMPP) trace, denoted by NJ , is 200000.
The effectiveness is evaluated in terms of the two metrics re1 and re2 as defined in Equations
3.4 and 3.5, respectively. Each simulation experiment is replicated five times, and presented
results are in the form of mean and 95% confidence interval.
In our first set of results, we set λsess = 2.22 sessions/second, and study the effectiveness of
MMPP for different values of φ, α, x and β. We first compare the performance of the two MMPP
fitting algorithms mentioned in Section 3.2.2, namely Algorithms 1 and 2. Figure 3.5 shows the
results for re1 as a function of φ for α = [0.3, 0.7], x = 3 seconds and β = 0.9. As can be observed,
when Algorithm 2 is used to determine the MMPP parameters, the relative errors are less than
8%. For Algorithm 1, the relative errors can be as high as 80%. The corresponding results for re2
are shown in Figure 3.6. Again, when Algorithm 2 is used, the relative errors are less than 4%,
while with Algorithm 1, the relative errors can be as high as 20%. We believe the inaccuracy of
Algorithm 1 is because of the presence of outliers in the job arrival data as explained in Section
3.2.2. Our conclusion is that Algorithm 2 is a more effective algorithm to determine the MMPP
parameters. In the rest of our evaluation, we only present results for Algorithm 2.
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Figure 3.5: Comparison of Algorithms 1 and 2 in terms of re1
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Figure 3.6: Comparison of Algorithms 1 and 2 in terms of re2
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In Figures 3.7 and 3.8, re1 is plotted against φ for α = [0.3, 0.7], x = 3 and 5 seconds, and
β = 0.9 and 0.95. It can be observed that the relative errors remain below 8% when x = 3 seconds
and below 5% when x = 5 seconds. The corresponding results for re2 are shown in Figures 3.9
and 3.10, where the relative errors are below 4% in a majority of cases and reach as high as 6.5%
in some cases. These observations suggest that MMPP is capable of capturing the time-variation
in the synthetic trace.
Figure 3.7: re1 versus φ for λsess = 2.22 sessions/second and α = [0.3, 0.7]
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Figure 3.8: re1 versus φ for λsess = 2.22 sessions/second and α = [0.3, 0.7]
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Figure 3.9: re2 versus φ for λsess = 2.22 sessions/second and α = [0.3, 0.7]
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Figure 3.10: re2 versus φ for λsess = 2.22 sessions/second and α = [0.3, 0.7]
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In Figures 3.11 and 3.12, re1 is plotted against φ for α = [0.5, 0.5] and [0.7, 0.3], respectively.
In each figure, results are shown for different combination of values for x and β. For clarity,
confidence intervals are not included. It is observed that the relative errors remain below 4% in
a majority of cases; the largest observed value is 7.5%. The corresponding results for re2 are
shown in Figures 3.13 and 3.14. The relative errors are below 4.5% in a majority of cases, and
the largest observed value is 7%. These observations further suggest that MMPP is an acceptable
traffic model for time-varying traffic.
Figure 3.11: re1 versus φ for λsess = 2.22 sessions/second and α = [0.5, 0.5]
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Figure 3.12: re1 versus φ for λsess = 2.22 sessions/second and α = [0.7, 0.3]
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Figure 3.13: re2 versus φ for λsess = 2.22 sessions/second and α = [0.5, 0.5]
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Figure 3.14: re2 versus φ for λsess = 2.22 sessions/second and α = [0.7, 0.3]
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In the next set of experiments, we study the effectiveness of MMPP for larger values of
session arrival rates. In Figure 3.15, re1 is plotted against φ for λsess = 5 sessions/second,
α = [0.5, 0.5], and different combination of values for x and β. The corresponding results for
λsess = 10 sessions/second are shown in Figure 3.16. In both graphs, the relative errors remain
below 6% in a majority of cases, while reaching as high as 9.5% in two cases.
Figure 3.15: re1 versus φ for λsess = 5 sessions/second and α = [0.5, 0.5]
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Figure 3.16: re1 versus φ for λsess = 10 sessions/second and α = [0.5, 0.5]
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The corresponding results for re2 are shown in Figures 3.17 and 3.18. We observe that the
relative errors fall below 6%. We have also conducted experiments for different combinations of
λsess = 5 and 10 sessions/second, and α = [0.3, 0.7] and [0.7, 0.3]; the results are not shown as
similar observations were made. Based on the results presented in this section, we conclude that
MMPP is an acceptable traffic model for time-varying traffic.
Figure 3.17: re2 versus φ for λsess = 5 sessions/second and α = [0.5, 0.5]
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Figure 3.18: re2 versus φ for λsess = 10 sessions/second and α = [0.5, 0.5]
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3.4 Conclusion
We evaluated the effectiveness of MMPP in modeling time-varying traffic. Our approach entails
the generation of a synthetic trace with a given overdemand and the fitting of an MMPP to this
trace. We also proposed a variant of an available MMPP fitting algorithm that has the desired
property of robust performance in the presence of outliers. Our results show that MMPP is
effective in modeling fine-scale time-variation; the relative errors remain reasonably small in all
of the experiments.
In our investigation, time-variation is characterized in terms of overdemand. The choice of
overdemand facilitates the generation of synthetic traces in a systematic and computationally
efficient manner. We recognize that there are other metrics to quantify time-variation, e.g.,
index of dispersion [26]. Nevertheless, we believe that our methodology provides insight into the
suitability of MMPP as a traffic model for web applications. Evaluation using other measures of
time-variation or other workloads is out of the scope of this thesis.
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Chapter 4
MMPP/PH/1 (FCFS) model -
Time-dependent results
In Chapter 3, we evaluated the effectiveness of MMPP as a traffic model for web applications. The
rest of this thesis is concerned with resource provisioning strategies for a web application assuming
that the arrival process is MMPP. Our approach is to use analytic results from a queueing model
to determine the resource requirement of an application to meet a given performance target.
A key step in our methodology is to solve a queueing model for the system under investigation
to obtain the response time CDF. As discussed in Section 1.2, two queueing models are considered
in this thesis, namely, a two-stage tandem queue and a single-server model, and the single-server
model is used in the first research problem investigated under resource provisioning strategies.
Consistent with this approach, the results presented in this chapter are based on the single-server
model. This model is shown in Figure 4.1; it is an MMPP/PH/1 queue with FCFS discipline.
Since resource provisioning is performed for a finite-duration service interval, the queueing
system is in transient phase initially; this is followed by steady-state behavior. The response time
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Figure 4.1: Single-server model
CDF is time-dependent during the transient phase and becomes unchanging in time at steady
state. Steady-state results are significantly less costly to compute than time-dependent results,
and can be used as an approximation if the length of transient phase is small compared to that of
the service interval. In this chapter, we present a time-dependent analysis of the MMPP/PH/1
(FCFS) model; this analysis is used to identify service interval lengths where steady-state results
are a good approximation.
The rest of this chapter is organized as follows. The time-dependent response time analysis
of the MMPP/PH/1 (FCFS) model is presented in Section 4.1. In Section 4.2, techniques to
compute numerical results are discussed. Numerical examples on the response time CDF are
presented in Section 4.3. These examples allow us to draw conclusions on service interval lengths
where steady-state results are a good approximation. Finally, Section 4.4 concludes the chapter.
4.1 Analysis
In this section, we present the time-dependent response time analysis of the MMPP/PH/1 (FCFS)
model. Recall from Sections 3.1.1 and 3.1.2 that MMPP and PH parameters are denoted, re-
spectively, by λj and qij , and ζk and skl. The service time CDF is denoted by F (y), and has the
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the instantaneous service completion rate. The expression
F (y + ∆t)− F (y)
1− F (y) = h(y)∆t+ o (∆t)
is the probability that a service takes at most y+ ∆t given that it takes longer than y. The term




Let t0 denote the beginning of a time interval of length t as shown in Figure 4.2. Denote by
rij(y, k, x, v, t) the joint probability that (i) there are v ≥ 0 arrivals in (t0, t0 + t), (ii) MMPP
state at t0 + t = j, and (iii) the unfinished work in the system immediately after t0 + t is at most
x, given that (i) the MMPP state at t0 = i, (ii) there are k ≥ 0 jobs in the system at t0, and if
k ≥ 1, the first job has been served for y ≥ 0 (for k = 0, the only valid value for y is zero), (iii)
and there is an arrival at t0 + t.
Now consider a time interval of length t+∆t and assume that k ≥ 1. To obtain rij(y, k, x, v, t+
∆t), we condition on the events that may occur in (t0, t0 + ∆t]:
1. An arrival with probability λi∆t+ o(∆t); in this case,
rij(y, k, x, v, t+ ∆t) =
 0 v = 0rij(y + ∆t, k + 1, x, v − 1, t) v ≥ 1
2. A change in MMPP state from i to σ 6= i with probability qiσ∆t+ o(∆t); in this case,
rij(y, k, x, v, t+ ∆t) = rσj(y + ∆t, k, x, v, t)
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Figure 4.2: Definition of rij(y, k, x, v, t)
3. A service completion with probability h(y)∆t+ o(∆t); in this case,
rij(y, k, x, v, t+ ∆t) = rij(0, k − 1, x, v, t)
In addition, we have
4. The probability of any combination of two or more events occurring in (t0, t0 +∆t] is o(∆t).
5. The probability of no event occurring in (t0, t0 +∆t] is 1− (λi+h(y)−qi)∆t+o(∆t), where
qi = −
∑
σ 6=i qiσ; in this case,
rij(y, k, x, v, t+ ∆t) = rij(y + ∆t, k, x, v, t)
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Let δkl denote the Kronecker delta function [75] defined as
δkl =
 1 k = l0 k 6= l
Using the law of total probability, we have
rij(y, k, x, v, t+ ∆t) = (1− δv0) λi∆t rij(y + ∆t, k + 1, x, v − 1, t)
+
∑
σ 6=i qiσ∆t rσj(y + ∆t, k, x, v, t)
+ h(y)∆t rij(0, k − 1, x, v, t)
+ (1− (λi + h(y)− qi) ∆t) rij(y + ∆t, k, x, v, t)
+ o(∆t)
which results in the following partial differential equation (PDE) as ∆t→ 0
∂
∂trij(y, k, x, v, t)− ∂∂y rij(y, k, x, v, t) = (1− δv0) λi rij(y, k + 1, x, v − 1, t)
+
∑
σ 6=i qiσ rσj(y, k, x, v, t)
+ h(y) rij(0, k − 1, x, v, t)
− (λi + h(y)− qi) rij(y, k, x, v, t)
(4.1)
Following a similar approach for the case where k = 0, we obtain the following ordinary differential
equation.
d
dtrij(0, 0, x, v, t) = (1− δv0) λi rij(0, 1, x, v − 1, t)
+
∑
σ 6=i qiσ rσj(0, 0, x, v, t)
− (λi − qi) rij(0, 0, x, v, t)
(4.2)
The initial condition, given by rij(y, k, x, v, 0), corresponds to a time interval of length zero.
In a time interval of length zero, there is no change in the MMPP state and no job arrival. As a
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result, rij(y, k, x, v, 0) = 0 for all j 6= i or v > 0. For j = i and v = 0, rii(y, k, x, 0, 0) is the same
as the probability that the unfinished work immediately after t0 is at most x, given that there
are k + 1 jobs in system at t0, and if k ≥ 1, the first job has been served for y ≥ 0. Denote this
probability by H(y, k, x). We have
rij(y, k, x, v, 0) = δij δv0 H(y, k, x) (4.3)
To obtain an equation for H(y, k, x), we note that if k = 0, the unfinished work immediately after
t0 is the same as the service time of the arrival at t0; H(0, 0, x) is therefore given by F (x) (or the
service time CDF). For k ≥ 1, the unfinished work immediately after t0 is given by the residual
service time of the first job plus the total service time of k jobs. For k = 1 and k ≥ 2, H(y, k, x)
is given by
H(y, 1, x) =
∫ x
0
F (y + x− z)− F (y)
1− F (y) dF (z)
and
H(y, k, x) =
∫ x
0
H(y, k − 1, x− z) dF (z)
respectively.
To numerically solve the PDE in Equation 4.1, a boundary condition is required. We were not
able to establish the boundary condition under a general PH service time distribution. However,
for a broad subset of PH distributions, including the hyper-Erlang distribution, which satisfy the
conditions presented in [95], the instantaneous service completion rate h(y) is independent of y
as y →∞, i.e., lim





rij(y, k, x, v, t) = 0 (4.4)
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Let ψi(v, t) be the probability that there are v ≥ 0 arrivals in (t0, t0 +t), given that the MMPP




rij(y, k,+∞, v, t)
The equation holds for any valid combination of values for k and y.
We now derive an expression for the time-dependent response time CDF of the MMPP/PH/1
(FCFS) model over a time interval of length T (or [0, T ]). Suppose that at time zero, the system
is empty and the MMPP state is i. For v ≥ 1, we have
Pr
[







rij(0, 0, x, l − 1, t) λj ψj(v − l, T − t) dt 1 ≤ l ≤ v
Considering all possible values of v and l, we have
Pr
[













rij(0, 0, x, l − 1, t) λj ψj(v − l, T − t) dt
The probability that there is at least one arrival in [0, T ] is equal to 1− ψi(0, T ). Let r(x, T ) be
the response time CDF over [0, T ], given that the system is empty at time zero and there is at
least one arrival in [0, T ]. r(x, T ) is given by















rij(0, 0, x, l − 1, t) λj ψj(v − l, T − t) dt (4.5)
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where pii is the probability that MMPP state at time zero is i.
4.2 Numerical computation
To facilitate numerical computation, it is advantageous to represent Equations 4.1 to 4.5 in matrix
form. Let R(y, k, x, v, t) be a square matrix with entries rij(y, k, x, v, t). Equations 4.1 and 4.2
can be combined into the following equation:
∂
∂tR(y, k, x, v, t)− δ¯k0 ∂∂yR(y, k, x, v, t) = δ¯v0 Λ R(y, k + 1, x, v − 1, t)
+ δ¯k0 h(y) R(0, k − 1, x, v, t)
− (Λ + δ¯k0 h(y) I−Q) R(y, k, x, v, t)
(4.6)
where δ¯ij = 1 − δij , Λ is a diagonal matrix with entries λi on the main diagonal, Q is a matrix
with entries qij , and I is the identity matrix.
The initial and boundary conditions in matrix form for Equations 4.3 and 4.4 are given by






R(y, k, x, v, t) = 0
respectively, where 0 is a matrix with each entry having the value 0.
Finally, Equation 4.5 can be written as









R(0, 0, x, l − 1, t) Λ Ψ(v − l, T − t) dt (4.7)
where pi is a row vector with entries pii, D is a diagonal matrix with entries
1
1−ψi(0,T ) on the main
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diagonal, and Ψ(v, t) is a column vector with entries ψj(v, t).
Equation 4.7 can be used to compute r(x, T ) for given values of x and T . This requires the
computation of R(y, k, x, v, t) using the PDE in Equation 4.6. In this section, we present the
numerical scheme used for the computation of this PDE. We solve this PDE in a finite four-
dimensional space denoted by
0 ≤ y ≤ ymax, 0 ≤ k ≤ kmax, 0 ≤ v ≤ vmax, 0 ≤ t ≤ tmax = T
This space can be represented by two separate two-dimensional grids k-v and t-y. Variables k and
v are integers. Variables t and y are continuous; they are discretized using uniform step sizes ∆t
and ∆y along the t and y dimensions, respectively. At each grid point (k, v) in k-v, the values of
R(y, k, x, v, t) are numerically computed over all grid points (tm, yn) in t-y, m = 0, 1, · · · , tmax/∆t,
n = 0, 1, · · · , ymax/∆y.
It is clear from Equation 4.6 that the computation of R at grid point (k, v) requires the values
of R at grid points (k+1, v−1) and (k−1, v). This can be achieved by computing R(y, k, x, v, t)’s
in the following order:
for v = 0 to vmax
for k = 0 to kmax
Compute R(y, k, x, v, t) over all grid points (tm, yn) in t-y
We use a finite-difference method [17] to approximate partial derivatives in Equation 4.6.
Specifically, we use a one-step (or a two-level) scheme [17] where the partial derivatives with





R(y, k, x, v, t)
]yn
tm





R(y, k, x, v, t)
]yn
tm
≈ R(yn+1, k, x, v, tm)−R(yn, k, x, v, tm)
∆y
This finite-difference scheme is backward in time and forward in space (BTFS), and is first-order
accurate with respect to both time and space variables.
A stable numerical scheme ensures that the accumulated errors as a result of approximating
partial derivatives by finite differences remain bounded as the scheme proceeds through time.
In the following, we present the stability analysis for the BTFS scheme applied to the PDE in
Equation 4.6.
At time step t = tm, 0 ≤ m ≤ tmax/∆t, define
um = min
i,j,n,k,v
rij(yn, k, x, v, tm) and Um = max
i,j,n,k,v
rij(yn, k, x, v, tm)
where 1 ≤ i, j ≤ M , 0 ≤ n ≤ ymax/∆t, 0 ≤ k ≤ kmax, and 0 ≤ v ≤ vmax; um and Um are,
respectively, the minimum and maximum observed values among solution functions rij(y, k, x, v, t)
at time step t = tm. We show that for 0 < m ≤ tmax/∆t,
um ≥ 0 and Um ≤ Um−1 (4.8)
Since the initial condition at t = 0 is positive and bounded, Inequality 4.8 ensures that the
solution remains positive and bounded as the PDE evolves through time (or the solution method
is unconditionally stable).
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Applying the BTFS scheme to the PDE in equation 4.6, we have




qiσ∆t rσj(yn, k, x, v, tm)
+ δ¯k0 h(yn)∆t rij(0, k − 1, x, v, tm)
+ δ¯k0
∆t
∆y rij(yn+1, k, x, v, tm)








λi + δ¯k0 h(yn)− qi
)
∆t
The coefficients on the right hand side of Equation 4.9 are positive. This yields
(1 + F ) rij(yn, k, x, v, tm) ≤ F ′ Um + Um−1 (4.10)
where





δ¯v0 λi + δ¯k0 h(yn)− qi
)
∆t
Note that when v = 0, F > F ′; otherwise, F = F ′. Inequality 4.10 holds for all values of
rij(y, k, x, v, t) at t = tm including Um. We thus have
(1 + F ) Um ≤ F ′ Um + Um−1
which yields
Um ≤ 1
1 + F − F ′ Um−1 ≤ Um−1
The last inequality holds since 1+F−F ′ ≥ 1. A similar argument yields (1 + F − F ′)um ≥ um−1.
Since the initial condition at t = 0 is positive and 1 + F − F ′ > 0, one can use mathematical
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induction to conclude um ≥ 0. This completes the stability analysis.
It should be mentioned that semi-Lagrangian schemes can also be used to solve the PDE in
Equation 4.6. Such schemes have gained increased popularity [17, 69, 87] due to their inherent
stability for large ∆t [69]. They are based on the observation that the value of a multi-variate
function F remains constant through the function’s characteristic curves. Hence, the value of F
at grid point (tm, yn) is computed by determining the characteristic curve (or an approximation
for this curve) through (tm, yn), computing the value of this characteristic at time tm−1 (let y′
denote this value), and evaluating F at (tm−1, y′). Note that (tm−1, y′) does not necessarily
coincide with a grid point; in this case, an approximation for F(tm−1, y′) is obtained by applying
an interpolation to the values of F at nearby grid points to (tm−1, y′).
Semi-Lagrangian schemes expedite the numerical computation (by allowing a larger step size
along the time dimension) at the cost of extra complexity. The use of a small ∆t, however, is
preferred in the computation of R(y, k, x, v, t). This is because the functions R(0, 0, x, v, t) are
integrated with respect to time in Equation 4.7, and a small step size improves the accuracy of
the integration. We hence use the one-sided BTFS scheme in our investigation.
4.3 Numerical examples
We consider three examples. The MMPP and PH parameter values for these examples are shown
in Tables 4.1 and 4.2, respectively. These values are representative of those used in subsequent
chapters when queueing models with MMPP arrivals are used for resource provisioning. Note
that for the PH parameters, only non-zero values of ζk and skl are shown. For each example, the
MMPP starts in state one, and r(x, T ) is computed for x = 3 seconds and T = 10, 20, · · · , 200
seconds.
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Table 4.1: MMPP parameters
Example λj qij
Example 1
λ1 = 0.7143 q12 = −q11 = 0.05
λ2 = 2.1429 q21 = −q22 = 0.2
Example 2
λ1 = 0.8571 q12 = −q11 = 0.05
λ2 = 2.5714 q21 = −q22 = 0.2
Example 3
λ1 = 0.8571 q12 = −q11 = 0.05
λ2 = 2.5714 q21 = −q22 = 0.2
Table 4.2: PH service time distribution
Example K ζk skl
Example 1 1 ζ1 = 1.00 s10 = 2.43
Example 2 4
ζ1 = 0.94 s12 = s20 = 5.54
ζ3 = 0.06 s34 = s40 = 135.2
Example 3 4
ζ1 = 0.89 s10 = 2.8
ζ2 = 0.11 s23 = s34 = s40 = 295.64
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In Figure 4.3, r(3, T ) is plotted against T for Example 1. When T is close to zero,
Pr
[
one arrivals in [0, T ]
∣∣∣∣ one or more arrivals in [0, T ]] ≈ 1
This implies that r(3, 0) ≈ Pr [service time ≤ 3 seconds]. For Example 1, this probability has
value 0.9993. As T increases, our results show that r(3, T ) decreases from 0.9993 at T ≈ 0 to
0.9522 at T = 100 seconds and then to 0.9503 at T = 200 seconds. This behavior is consistent
with the assumption that the system is empty at time zero. As jobs arrive after time zero, the
server becomes more busy, resulting in smaller values for r(3, T ), or smaller probabilities that the
response time is at most three seconds.
Figure 4.3: r(3, T ) as a function of T for Example 1
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Consider the values of r(3, T ) from T = 100 seconds to T = 140 seconds at increments of 10
seconds. Let d(T ) be the rate at which r(3, T ) decreases when T is increased from T to T + 10
seconds, i.e.,
d(T ) =
r(3, T )− r(3, T + 10)
10
The values of r(3, T ) (T = 100 to 140 seconds) and d(T ) (T = 100 to 130 seconds) are shown in
Table 4.3. We observe that the rates d(T ) are small (less than 0.01% when compared to r(3, T ))
indicating that the value of r(3, T ) does not change significantly from T to T + 10. We also
observe that d(T ) is a decreasing function of T . It is therefore expected that any increase in T
beyond 120 seconds would not result in a significant decrease in r(3, T ). For example, when T is
increased to 200 seconds, r(3, 120)− r(3, 200) = 1.9× 10−3 (or about 0.2% of r(3, 120)).
Table 4.3: r(3, T ) and d(T ) for Example 1
T 100 110 120 130 140
r(3, T ) 0.9536 0.9528 0.9522 0.9517 0.9512
d(T ) 7.3× 10−5 6.2× 10−5 5.3× 10−5 5.1× 10−5 −
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The above observations lead to the following conclusion. As defined earlier, r(x, T ) is the
response time CDF of an arrival in [0, T ] selected at random. Since the queueing system is in
transient phase initially, followed by the steady state, we have the scenario shown in Figure 4.4.
When the system is in steady state, the response time CDF is independent of time. Our results
do not provide any information on the length of transient phase (denoted by TP ). However, they
indicate that for any value of T > T0 = 120 seconds (or two minutes), r(3, T ) is not sensitive
to changes in T ; this implies that response time during the transient phase does not have a
significant impact on r(3, T ). Our conclusion is that for Example 1, steady-state results are a
good approximation when the service interval is longer than two minutes.
Figure 4.4: Steady-state results are a good approximation for T > T0
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Results for Examples 2 and 3 are shown in Figures 4.5 and 4.6, respectively; the corresponding
values of r(3, T ) (T = 100 to 140 seconds) and d(T ) (T = 100 to 130 seconds) are shown in Tables
4.4 and 4.5. The observations are similar to those for Example 1, leading to the conclusion that
for Examples 2 and 3, steady-state results are also a good approximation for any service interval
longer than two minutes.
Figure 4.5: r(3, T ) as a function of T for Example 2
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Figure 4.6: r(3, T ) as a function of T for Example 3
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Table 4.4: r(3, T ) and d(T ) for Example 2
T 100 110 120 130 140
r(3, T ) 0.9216 0.9207 0.92 0.9193 0.9187
d(T ) 8.8× 10−5 7.6× 10−5 6.6× 10−5 6.1× 10−5 −
Table 4.5: r(3, T ) and d(T ) for Example 3
T 100 110 120 130 140
r(3, T ) 0.9265 0.9258 0.9252 0.9246 0.9241
d(T ) 7.3× 10−5 6.2× 10−5 5.5× 10−5 5.2× 10−5 −
4.4 Conclusion
In this chapter, we derived analytic results for the time-dependent response time CDF of the
MMPP/PH/1 (FCFS) model. The results are new, and represent advancement to the state
of knowledge in the field. Methods to compute numerical results from the analytic formulas
were also discussed. Three examples were considered; the MMPP and PH parameter values in
these examples are representative of those used in our experiments in subsequent chapters. For
the these examples, we concluded that steady-state results for response time CDF are a good
approximation if the service interval is longer than two minutes.
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Chapter 5
Resource provisioning - Single-server
model
Resource provisioning strategies considered in this thesis are based on two key factors, namely,
(i) the queueing model used to obtain the response time CDF and (ii) the length of the service
interval, or the time interval for which resource provisioning is performed.
As mentioned in Chapter 1, two queueing models are considered in this thesis, namely, a two-
stage tandem queue and a single-server model. The two stages in the tandem queue represent
VM’s that host the web and database tiers, respectively (see for example [28, 103, 106]). For this
model, service time data at each tier are needed to determine the service time distribution at
the corresponding stage. The collection of service time data requires technical knowledge at the
application, operating system or monitoring tool level.
The single-server model is the MMPP/PH/1 (FCFS) model presented in Chapter 4. In this
model, the web and database VM’s are treated as a black-box and represented by a single server.
The service time at this server is given by the aggregate service time at the web and database
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tiers. It is the same as the response time when there is no queueing. Since response time can
be readily obtained by recording job arrival and departure times, measurement of service time
data is quite straightforward. In addition, numerical computation of response time results is less
costly for this model than the two-stage tandem queue.
As to service interval, two cases are considered. In the first case, the length of service interval
(or TU) is one hour. This is compatible with the pricing policy of infrastructure providers such as
Amazon EC2 [1], Google App Engine [5] and Microsoft Azure [2] where resource usage is charged
on an hourly basis. In Chapter 4, we presented a time-dependent analysis for the response
time distribution of the MMPP/PH/1 (FCFS) model. Our results indicate that for the three
examples considered in that chapter, steady-state response time distribution can be used for
resource provisioning when the service interval is longer than two minutes. For MMPP and PH
parameter values similar to those used in Chapter 4, the minimum time period for steady-state
results to be a good approximation may be longer than two minutes, yet it is almost certainly
less than one hour. Therefore, steady-state results are used in our investigation.
In the second case, the service interval is small in the sense that it is comparable to the
average sojourn time in an MMPP state. For parameter values representative of those used in
our investigation, the average sojourn time is less than two minutes. This implies that steady-
state results for the MMPP/PH/1 (FCFS) model cannot be used, and other queueing theory
results need to be considered.
In this chapter, we present results on resource provisioning based on the single-server model
for a service interval of one hour. Resource provisioning using the two-stage tandem queue is
considered in Chapter 6; the results are also for the case of a one-hour service interval. Resource
provisioning strategies for small service intervals are presented in Chapter 7.
The rest of this chapter is organized as follows. In Section 5.1, we derive analytic results
86
for the steady-state response time CDF of the MMPP/PH/1 (FCFS) queue. In Section 5.2, the
procedure to determine the service time distribution is presented. In Sections 5.3, our resource
provisioning methodology is discussed. Section 5.4 provides a description of the experimental
environment used to evaluate our resource provisioning methodology. The evaluation results are
presented in Section 5.5. In Section 5.6, we study the impact of traffic parameters on the total
required capacity to meet a performance target. Finally, Section 5.7 concludes the chapter.
5.1 Steady-state analysis
Steady-state results for the response time CDF of the MMPP/PH/1 (FCFS) queue have been
reported in [42, 76]. Instead of using these results, we develop an alternative derivation based on
Markov chain analysis. Our derivation is more suitable for numerical computation. Recall from
Sections 3.1.1 and 3.1.2 that MMPP and PH parameters are denoted, respectively, by λj and qij ,
and ζk and skl. We first define the state of the Markov chain and derive the state probabilities in
Subsection 5.1.1, and then use the results to obtain the response time CDF in Subsection 5.1.2.
5.1.1 State probabilities
The MMPP/PH/1 (FCFS) queue can be viewed as a Markov chain MS with state given by
(i, n, k) where i is the MMPP state; n ≥ 0 is the number of jobs in the system; and k is the state
of the PH distribution for the job receiving service (n = 0 implies k = 0). For this Markov chain,
the events that cause a transition out of state (i, n, k), and the corresponding transition rate and
next state, are as follows:
1. A change in MMPP state from i to j - The transition rate is qij and the next state is
(j, n, k).
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2. An arrival - There are two cases. First, the system is empty at the instant of arrival. For
this case, the current state is (i, 0, 0). An arrival occurs at rate λi and the arriving job
starts service in service state l with probability ζl, resulting in a transition rate equal to
λi ζl. The next state is (i, 1, l). Secondly, the system is non-empty at the instant of arrival.
The corresponding transition rate is λi, and the next state is (i, n+ 1, k).
3. A change in the service state from a transient state k to another transient state l - The
transition rate is skl and the next state is (i, n, l).
4. A departure - There are two cases. First, there is only one job in the system. For this case,
the current state is (i, 1, k). The transition rate is the same as the absorption rate from
service state k, which is given by sk0, and the next state is (i, 0, 0). Secondly, there are
two or more jobs in the system. Absorption of the job in service occurs at rate sk0, and
after the departure of this job, the next pending job starts service in service state l with
probability ζl. The transition rate is therefore sk0 ζl and the next state is (i, n− 1, l).
A summary of the state transitions is given in Table 5.1.
Table 5.1: State transitions for MS
Event Condition Current state Next state Rate
MMPP state change − (i, n, k) (j, n, k) qij
Arrival
n, k = 0 (i, 0, 0) (i, 1, l) λi ζl
n, k ≥ 1 (i, n, k) (i, n+ 1, k) λi
Service state change n, k ≥ 1 (i, n, k) (i, n, l) skl
Service completion
n = 1 (i, 1, k) (i, 0, 0) sk0
n ≥ 2 (i, n, k) (i, n− 1, l) sk0 ζl
Let P (i, n, k) be the steady-state probability of being in state (i, n, k); P (i, n, k)’s can be
obtained by solving the balance equations for the Markov chain MS with transitions shown in
Table 5.1.
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5.1.2 Response time distribution
We now derive the response time CDF under FCFS discipline using the state probabilities
P (i, n, k) obtained in Subsection 5.1.1. Consider a “tagged” job arriving at the system. Un-
der FCFS discipline, its response time is given by the unfinished work in the system immediately
after its arrival (this includes the service time of the tagged job). Jobs arriving after the tagged
job will have no impact on the response time. These jobs are excluded from the analysis by cut-
ting off the arrival process. From this point on, the behavior of the model can be characterized
by a Markov chainM′S with state (n, k) where n is the number of jobs in the system and k is the
state of the PH distribution for the job receiving service (n = 0 implies k = 0). The transition
rates ofM′S are the same as those discussed under events 3 and 4 in Subsection 5.1.1, i.e., events
that are not caused by the arrival process. A summary of state transitions, and the corresponding
transition rates and next states, are shown in Table 5.2.
Table 5.2: State transitions for M′S
Event Condition Current state Next state Rate
Service state change n, k ≥ 1 (n, k) (n, l) skl
Service completion
n = 1 (1, k) (0, 0) sk0
n ≥ 2 (n, k) (n− 1, l) sk0 ζl
The Markov chain M′S has the following properties: (i) It is an absorbing Markov chain
where state (0, 0) is the absorbing state and every other state is transient. (ii) The absorption
time from a transient state to the absorbing state follows a PH distribution; the transition rate
matrix of this PH distribution is obtained from the transition rate matrix of M′S by eliminating
the row and column corresponding to the state (0, 0).
For the tagged job, the probability that the Markov chain MS is in state (i, n, k) when it
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arrives is given by
A(i, n, k) =
λi
λ
P (i, n, k)
where λ =
∑
i θiλi is the average arrival rate; θi is the long-term fraction of time that MMPP
spends in state i. The state of the Markov chain M′S immediately after the arrival is
(n+ 1, k) when n ≥ 1
and
(1, l) with probability ζl when n = 0
The response time of the tagged job is the same as the unfinished work immediately after its
arrival. It is given by the time to absorption ofM′S from the state immediately after the arrival.
Let r(x) be the response time CDF and Gn,k(x) be the CDF of the time to absorption of M′S












k A(i, n, k) Gn+1,k(x)
(5.1)
From Equation 5.1, we observe that r(x) is a linear combination of PH distributions Gn,k(x), and
hence is of PH itself.
Numerical computation of state probabilities P (i, n, k) and PH distributions Gn,k(x) can be
done using standard MATLAB libraries. One also needs to set an upper bound on n so that the
number of states (i, n, k) remains finite. The upper bound Nu is selected in such a way that the
probability of having n > Nu jobs in system is negligible.
90
5.2 Service time
For the single-server model, the service time is given by the sum of the service times at the two
VM’s hosting the web and database servers. This service time is affected by the capacities allo-
cated to the web and database VM’s. Capacity often includes resources such as CPU, memory
and storage. To process a job, these resources interact in a sophisticated manner. The simplifica-
tion that we use is to treat the resources obtained for the web and database VM’s as a black-box.
The service time at the black-box is the same as the response time when there is no queueing,
and can be readily obtained by submitting one job at a time to the system and recording its
arrival and departure times. In the following, we present a procedure to determine the service
time distribution for a given combination of web and database server capacities, denoted by Cw
and Cd, respectively:
1. VM’s with capacities Cw and Cd are obtained from the infrastructure provider.
2. The web and database servers are deployed on these VM’s.
3. A load generator is used in single-user mode to submit a total of NJ jobs to the web server.
A job is submitted only after the response for the previous job has been received. This
ensures that at any given time, at most one job is present in the system, and hence there
is no queueing. The response time of each job (or the job’s service time) is measured. The
result is a sample X of NJ service times.
4. GFIT tool [77] is used to fit a PH distribution to X.
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5.3 Methodology
In this section, we present our methodology for determining the required capacity to meet a
performance target. An infrastructure provider typically charges a subscriber based on capacity
level and duration of usage. We assume that the infrastructure provider offers NC levels of
capacity denoted by B = {B1, B2, · · · , BNC}. As to duration of usage, the infrastructure provider
specifies a TU for charging of resource usage. A resource is billed for the number of TU’s it is held
by a subscriber; a partial TU is billed as a full TU. We denote by c(Bj) the cost incurred by a
subscriber to obtain the capacity Bj ∈ B for one TU. This cost typically increases with capacity
size. We assume that members of B are ordered in increasing cost (or equivalently increasing
size), i.e., c(Bj−1) < c(Bj), 2 ≤ j ≤ NC .
Consider a service interval of length one TU (TU = one hour). Assume that job arrivals
follow an MMPP with known parameter values. The subscriber’s objective is to determine the
web and database server capacities, denoted by Cw and Cd, respectively, to meet a performance
target of the form Pr[response time ≤ x] ≥ β over all jobs processed in the service interval, while
keeping the cost at a minimum. For the case of a two-tier application, this objective is fulfilled
by obtaining a solution to the following optimization problem:
minimize c(Cw) + c(Cd)
s.t. Pr[response time ≤ x] ≥ β
Cw, Cd ∈ B
Since the service time distribution and cost are affected by the manner an infrastructure provider
defines and charges for units of capacity, the optimization problem should be viewed as being
formulated for a specific infrastructure provider, referred to as the target provider.
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We use a search based on a variant of the hill climbing algorithm called the steepest gradient
method [59] to obtain a solution to the above optimization problem. The search is conducted
over the space of available capacities for the web and database servers, i.e., (Cw, Cd) ∈ B2. It
starts with random initial point (Cw, Cd) = (Bi, Bj), 1 ≤ i, j ≤ NC . The feasibility of this point
is verified following the steps shown in Figure 5.1.
1. Experiments are performed to obtain service time data for capacity allocations
Cw = Bi and Cd = Bj , and a PH distribution is fit to the measurement data.
2. This PH distribution along with the given MMPP are used as input to the
single-server model to obtain β∗ = Pr[response time ≤ x].
3. If β∗ ≥ β, the allocation Cw = Bi and Cd = Bj is a feasible solution.
Figure 5.1: Steps to verify the feasibility of capacity allocation (Cw, Cd) = (Bi, Bj)
Consider first the case where (Cw, Cd) = (Bi, Bj) is a feasible solution. We check for the
possibility of meeting the performance target with a lower capacity level for either of web or
database servers (or both). This is achieved by repeating the steps in Figure 5.1 for three
neighboring points (Cw, Cd) = (Bi−1, Bj), (Bi, Bj−1) and (Bi−1, Bj−1). A better solution exists
if any of these points leads to a feasible solution. In case where multiple solutions exist, the one
with the lowest cost is selected. A tie-breaking rule is required if there are two or more solutions
with the same lowest cost. In our approach, we select the solution with a lower capacity level
for the server (web or database) that has the smaller average service time under BNC (i.e., the
largest available capacity). The rationale behind this approach is as follows. Intuitively, there is
more room to reduce the capacity (or cost) along the dimension corresponding to the server with
the smaller average service time under BNC . After a new solution is found, the search continues
with checking the neighbors of this solution until no further improvement is viable.
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This method finds a local minimum. If the optimization problem is convex, the local minimum
is also the global minimum. However, we were not able to prove that the optimization problem
is convex. One approach to address this issue is to repeat the search multiple times; each search
starts at a different initial point and yields a local minimum. The smallest of these values is taken
as an approximation for the global minimum. This approach is called shot-gun hill climbing, and
is often used as a heuristic in non-convex optimization [59].
Determining the service time distribution for (Cw, Cd) is significantly more costly than com-
puting the response time CDF. We therefore define the time complexity of a search as the number
of times the service time distribution must be determined, which is the same as the number of
points visited during the search.
An upper bound on the number of points visited during a search corresponds to a scenario
where the optimal solution is (Cw, Cd) = (B1, B1), i.e., the smallest value for both web and
database server capacities. We therefore consider the computation complexity for this scenario.
Without loss of generality assume that j ≥ i (the argument for i > j is similar).
Suppose that i > 1 and j > 1. In the first iteration, the three neighbors examined are
(Bi−1, Bj), (Bi, Bj−1) and (Bi−1, Bj−1). All three neighbors are feasible solutions because their
capacity levels are not smaller than (B1, B1), and (B1, B1) is a feasible solution. Among the
three neighbors, (Bi−1, Bj−1) results in maximal reduction in cost. Therefore, the first iteration
returns (Bi−1, Bj−1) as an intermediary solution. Following a similar argument, the first i − 1
iterations of the search yield the following sequence of intermediary solutions:
(Bi−1, Bj−1), (Bi−2, Bj−2), · · · , (B1, Bj−i+1)
For each iteration, three points are examined by the search, resulting in a total of 3(i−1) points.
From this point on, the capacity of the web server cannot be decreased, and the solution sequence
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is
(B1, Bj−i), (B1, Bj−i−1), · · · , (B1, B1)
Only one point is examined for each solution, resulting in a total of j−i points. The total number
of points visited during the search is therefore given by 1+3(i−1)+(j− i) = j+2i−2 ≤ 3NC−2
which is O(NC), i.e., linear in the number of available capacities.
Consider next the case where the random initial point (Cw, Cd) = (Bi, Bj) is not a feasible
solution. A maximum of five attempts are then made to find a feasible solution using different
random initial points. If all these attempts fail, (BNC , BNC ) is taken as the initial point, i.e.,
the largest capacity for both web and database servers. If this point fails as well, there is no
solution to the optimization problem. The implication is that the available server capacities are
not sufficient to meet the performance target under the given workload.
5.4 Experimental environment
In this section, we present the experimental environment used to evaluate the effectiveness of our
resource provisioning methodology. This environment consists of a target provider, a subscriber
and users of the subscriber’s application.
5.4.1 Target provider
The target provider’s computing resources consist of two nodes. Each node is configured with 4
GB of memory, 220 GB of storage space, and 2 AMD Athlon 64 CPU cores, each having 1024
KB of cache and operating at 1 GHz. The two nodes are connected through a 100 Mb/second
Ethernet switch.
The target provider offers capacity in terms of VM’s. A VM is bundled with 2 GB of memory,
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20 GB of storage and a fraction of the processing power of a single CPU core. The VM’s run the
Ubuntu 12.4 operating system. Oracle VirtualBox 4.1 is used as the virtualization technology.
For the web application under consideration, we learned through experimentation that CPU
is the bottleneck resource, i.e., the resource with the greatest impact on system performance.
Therefore, we only consider capacities which differ in CPU processing power. The target provider
offers NC = 20 levels of capacities; these levels are B1 = 5%, B2 = 10%, · · · and BNC = 100% of
the processing power of a CPU core. For convenience, we assume that the cost function c(Bj)
is linear with respect to Bj , i.e., c(Bj) = κBj , where κ is a constant. Our work can be easily
extended to other types of cost functions.
Note that the experimental system described here is different from the one used in Chapter 3 to
evaluate the effectiveness of MMPP as a traffic model. The reason is that the system in Chapter
3 is quite unstable; this raises concerns about its suitability for large number of experiments
required to evaluate the effectiveness of our resource provisioning methodology.
5.4.2 Subscriber
The subscriber’s application is an available implementation of the TPC-W benchmark [3]. It
is based on a two-tier architecture with a front-end web server and a back-end database server.
Apache Tomcat 6.0 and MySQL Server 5.5 are used as the web and database servers, respectively.
Each application tier is hosted on a separate VM obtained from the target provider. These VM’s
reside in different nodes.
TPC-W defines three types of workload: browsing, shopping and ordering. Our investigation
indicates that all three workloads place a disproportionately heavier load on the database server
than the web server. In order to experiment with more balanced workloads on the two servers, we
focus on the browsing mix and add a random delay to the web server for each transaction; different
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delays result in different workloads. The three workloads we experiment with are presented in
Table 5.3. In this table, b¯w and b¯d denote, respectively, the average service time on the web
and database servers when both servers operate at full capacity of a VM, i.e., Cw = Cd = BNC .
Workload 1 represents a slightly heavier load on the web server. Workloads 2 and 3, on the
other hand, represent a moderately heavier and significantly heavier load on the database server,
respectively.
Table 5.3: Workloads
Workload Average delay (msec) b¯w/b¯d
Workload 1 110 1.25
Workload 2 37 0.5
Workload 3 0 0.07
5.4.3 Users
The users are represented by a load generator which is hosted on a third node with resource
profile similar to that described in Section 5.4.1. This load generator emulates multiple user
sessions that concurrently submit jobs to the web server. A user session can be in two states,
namely, waiting or idle. A waiting session is one that has submitted a job to the web server and
is waiting for the response. An idle session, on the other hand, has received the response for its
most recently submitted job and is in thinking state. Newly created sessions are considered as
idle.
The load generator starts off by creating one idle session. A sequence of job arrival instants
are then generated (in an oﬄine manner) in accordance with an MMPP. This sequence spans a
time interval of length one TU and is replayed in real time. At each arrival instant, the following
actions are taken:
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1. An idle session is selected at random. If all the sessions are waiting, a new session is created.
2. For the session selected or created at Step 1, an HTTP job is generated and submitted to
the web server. This session is marked as waiting.
For any session, when a response is received, the corresponding session is marked as idle.
In our experiments, job arrivals are generated according to a two-state MMPP. States one
and two can be viewed as moderate load and a burst of arrivals, respectively. A two-state MMPP
is fully characterized by four parameters: λ1, λ2, q12 = −q11 and q21 = −q22. For convenience,
denote qjj by qj , j = 1, 2. We note that (−qj)−1 is the average sojourn time in one visit to state
j. We found it more informative to describe the parameters of a two-state MMPP as follows:
ρ = λ2/λ1
γ = q−12 /q
−1
1
η = −(q−11 + q−12 )
λ = (q2λ1 + q1λ2)/(q1 + q2)
(5.2)
We assume that arrivals occur at a higher rate when MMPP is in state two, i.e., λ2 > λ1, and
on average, a period of moderate load is longer than that when a burst of arrivals occurs [35],
i.e., (−q1)−1 > (−q2)−1. Therefore, we only consider ρ > 1 and γ < 1. The parameter η is the
average amount of time to complete one cycle of moderate load followed by a burst of arrivals.
The value of this parameter indicates the time scale of variation in traffic; a value of tens of




When a decision on capacity adjustment is made at the beginning of a service interval (or a
decision point), there may be a delay before the new capacity level becomes effective; this delay
is referred to as the provisioning delay. In general, the provisioning delay is defined as the
time period from when a resource is requested from an infrastructure provider until when it
becomes ready to use. In our experimental environment, a resource request takes the form of an
adjustment in CPU capacity of a VM. We therefore define the provisioning delay as the amount
of time required to adjust the CPU capacity of both web and database VM’s. The provisioning
delay should be small compared to the length of service interval.
VirtualBox uses a client-server architecture to create and manage VM’s [7]. To adjust the
CPU capacity of a VM, a client process invokes, in a synchronized manner, a remote procedure
in the server process, which subsequently sets a cap on the percentage of CPU cycles per second
allocated to that VM; this cap is an integer in the range 1-100. Let t be the execution time of
this procedure call. Since procedure calls are synchronized, an upper bound for the provisioning
delay is given by t. For our experimental setting, the average value of t obtained from 1000
experiments, each with different values of Cw and Cd chosen at random, is 0.6 seconds. Since the
provisioning delay is not significant when compared to a service interval of one hour, it has little
or no impact on the accuracy of the evaluation results.
5.5 Evaluation
The capacities obtained from the optimization problem in Section 5.3 are estimates of the required
capacity. The following procedure is used to evaluate the accuracy of these estimates:
1. For a given set of MMPP parameters, a workload (see Table 5.3) and a performance target,
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the optimization problem described in Section 5.3 is solved to determine the web and
database server capacities Cw, Cd ∈ B to meet the performance target with minimal cost.
2. The web and database servers are deployed on VM’s with capacities Cw and Cd, respectively.
3. Jobs are submitted to the web server for one hour in accordance with the MMPP, and
the response time of each job is measured. From the measurement data, the fraction of
jobs meeting the response time threshold x, denoted by β′, is determined, and the metric
e = β′ − β is computed; this metric represents the deviation from the target probability β.
4. Step 3 is replicated five times. The mean value of e over the five replications is used to
evaluate the effectiveness of our resource provisioning methodology. A positive e indicates
that the performance target is met. When e is negative, the capacity estimates are not
sufficient to meet the performance target.
Three scenarios are considered in our evaluation; they correspond to the three workloads
shown in Table 5.3. The default values of MMPP parameters for each workload are shown in
Table 5.4. Unless stated otherwise, these MMPP parameters are used in our experiments.
Table 5.4: Default parameter values for a two-state MMPP
Workload ρ γ η (second) λ (jobs/second)
Workload 1 3 0.25 25 1
Workload 2 3 0.25 25 1.5
Workload 3 3 0.25 25 1.5
The values of x and β considered are 3 and 5 seconds, and 0.9 and 0.95, respectively. When
determining the service time distribution in Section 5.2, the number of jobs submitted by the
load generator (denoted by NJ) is set to 2000. When computing the steady-state response time
CDF, the upper bound for the number of jobs in system (denoted by Nu) is set to 50. The
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search procedure in Section 5.3 is repeated three times, and the best solution among the three
local minimums is taken as the estimate of the required capacity. Obviously, a larger number of
search repetitions increases the probability of finding the global optimum. However, a search can
be potentially costly since the service time distribution needs to be determined for all the points
visited during that search. We feel that repeating the search three times is a reasonable strategy
considering the trade-off between computation cost and quality of the solution.
We next present our experimental results and discuss the effectiveness of our methodology.
5.5.1 Workload 1
We first consider the accuracy of capacity estimates for different values of the mean arrival rate
λ. In Figures 5.2 and 5.3, the mean and 95% confidence interval of e are plotted against λ
for different values of the response time threshold x and target probability β. The values of λ
considered are 1, 1.5 and 2 jobs/second. We observe that e is positive, i.e., the performance
target is met in all of the cases. The smallest and largest values of e for β = 0.9 are 0.02 and
0.076, respectively. The corresponding values for β = 0.95 are 0.012 and 0.028.
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Figure 5.2: e vs. λ
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Figure 5.3: e vs. λ
A non-zero value of e indicates inaccuracy in resource estimate. We identify a number of
reasons for this inaccuracy. First, there are sources of inaccuracy that potentially lead to over-
provisioning:
1. The optimization problem may yield a local minimum instead of the global minimum,
resulting in additional capacities being provisioned.
2. VM capacities in B are defined in increments of 5%. It is unlikely that any capacity setting
(Cw, Cd) would result in the ideal outcome of Pr[response time ≤ x] = β. The optimization
problem looks for the smallest setting among capacities in B such that Pr[response time ≤
x] > β; this again may lead to over-provisioning.
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3. In the MMPP/PH/1 (FCFS) model, jobs are processed one at a time, with service time
equal to the aggregate service time at the web and database VM’s. In practice, multiple
jobs may be processed in parallel by the two VM’s, which tends to decrease the response
time. A larger response time predicted by the model may lead to a higher resource estimate.
Secondly, the assumptions made in the development of the MMPP/PH/1 (FCFS) model would
lead to inaccuracies in predicting the response time CDF; such inaccuracies may result in under
or over-provisioning of resources. These assumptions include:
1. The distribution of service time is obtained from measurement data collected under single-
user mode. When there are multiple jobs in system, the service time may be affected by
such factors as synchronization or contention for database resources.
2. The complex interaction between computing resources in a virtualized environment and
different scheduling disciplines at various system resources are simply represented by a
single server with FCFS discipline.
3. The flow of a job between web and database servers is not captured by the single-server
model.
The sources of inaccuracy mentioned above explain the deviation of e from the ideal value of zero.
As mentioned earlier, the value of e is positive (or the performance target is met) for all the cases
shown in Figures 5.2 and 5.3. A positive value of e indicates that more resources than required
are provisioned. This implies that the factors contributing to over-provisioning more than cancel
the impact of those leading to under-provisioning.
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We next consider the impact of ρ on the accuracy of capacity estimates. A larger ρ means a
larger ratio of the arrival rate in MMPP state two to that in state one, which can be viewed as
a higher degree of burstiness. In Figures 5.4 and 5.5, e is plotted against ρ for different values of
x and β. The values of ρ considered are 3, 5 and 7. We observe that the performance target is
met in 10 of the 12 cases considered. The smallest and largest values of e for β = 0.9 are 0.005
and 0.062, respectively. The corresponding values for β = 0.95 are -0.008 and 0.042.
Figure 5.4: e vs. ρ
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Figure 5.5: e vs. ρ
A negative value of e implies that the capacity estimate from our methodology is not sufficient
to meet the performance target. For the two cases where e < 0, however, the deviation from the
target probability is small (|e| < 0.01). Experiments are performed to gain insight into the
capacity level that needs to be added in order to meet the performance target. In general,
selecting the server with larger average service time under BNC for capacity increase should
lead to more significant performance improvement because this server has a heavier load. Since
b¯w > b¯d for Workload 1 (see Table 5.3), we select the web server for capacity increase. The results
indicate that an increase of 5% in web server capacity (i.e., the smallest amount defined by the
target provider) is sufficient to meet the target in both cases.
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In Figures 5.6 and 5.7, e is plotted against the average cycle time η for different values of x
and β. As mentioned earlier, a value of tens of seconds for η is adequate for representing fine-scale
variation in traffic. The values of η considered are 5, 25 and 50 seconds. We observe that the
performance target is met in all of the cases. The smallest and largest values of e for β = 0.9 are
0.028 and 0.08, respectively. The corresponding values for β = 0.95 are 0.003 and 0.039.
Figure 5.6: e vs. η
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Figure 5.7: e vs. η
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We also conducted experiments to investigate the accuracy of the model for different values
of γ. The values of γ considered are 0.25, 0.5 and 0.75. These results are shown in Figures 5.8
and 5.9. Again, we observe that the performance target is met in all of the cases. The smallest
and largest values of e for β = 0.9 are 0.028 and 0.08, respectively. The corresponding values for
β = 0.95 are 0.018 and 0.038.
Figure 5.8: e vs. γ
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Figure 5.9: e vs. γ
110
5.5.2 Workloads 2 and 3
In Figures 5.10 and 5.11, e is plotted against λ for different values of x and β for Workload 2. The
corresponding results for Workload 3 are shown in Figures 5.12 and 5.13. Since the load on the
web server is smaller for Workloads 2 and 3 (compared to Workload 1), we may experiment with
a larger range of values for λ. The values of λ considered are 1.5, 2 and 2.5 jobs/second. For both
workloads, we observe that the performance target is met in all but one case. The smallest and
largest values of e for β = 0.9 are, respectively, 0.006 and 0.071 (for Workload 2), and 0.04 and
0.09 (for Workload 3). The corresponding values for β = 0.95 are -0.009 and 0.02 (for Workload
2), and 0.013 and 0.041 (for Workload 3). For the only case that the performance target is not
met (i.e., λ = 2.5 jobs/second, x = 5 seconds and β = 0.95 in Figure 5.11), the deviation from
the target probability is small (|e| < 0.01). Again, we select a server for capacity increase based
on the values of b¯w and b¯d in Table 5.3; since b¯w < b¯d for Workload 2, the database server is
selected. Our experiments indicate that an increase of 5% in database server capacity (i.e., the
smallest amount defined by the target provider) is sufficient to meet the target.
Results on e for different values of ρ, γ and η have also been obtained for workloads 2 and 3.
These results lead to similar conclusions and are not presented here.
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Figure 5.10: e vs. λ
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Figure 5.11: e vs. λ
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Figure 5.12: e vs. λ
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Figure 5.13: e vs. λ
115
5.5.3 Degree of over-provisioning
The results presented in Subsections 5.5.1 and 5.5.2 show that e is quite large for some of the cases.
As an example, for β = 0.9, the largest values of e observed in Figures 5.2 and 5.4 are 0.076 and
0.062, respectively. This implies that the corresponding measured values for Pr[response time ≤
x] are 0.976 and 0.962, while the target probability is 0.9. As another example, the largest values
of e for β = 0.95, as observed in Figures 5.3 and 5.5, are 0.028 and 0.042, respectively. A large
value of e indicates that an excessive amount of resources are provisioned. To gain insight into
the level of excessive resources, a metric called the degree of over-provisioning (denoted by OV )
is defined. Suppose an exhaustive search (based on response time data obtained from system
measurement) is performed to determine the smallest total capacity, denoted by Ce, to meet the
performance target. Also, let Co be the corresponding minimal total capacity obtained from the





The computation cost of Ce is tremendous since an exhaustive search is performed. For this
reason, we present results on OV for only a selected number of cases. Intuitively, OV should be
higher for larger values of e. We hence place emphasis on cases where e is large. The results
are shown in Tables 5.5 and 5.6. It is observed that the value of OV ranges from 14% to 37.5%
(when β = 0.9) and from 5% to 16% (when β = 0.95). As to the other cases considered in
Subsections 5.5.1 and 5.5.2, the values of OV are not expected to be significantly larger than
those presented in Tables 5.5 and 5.6. We also feel that these OV values are representative of the
degree of over-provisioning when our methodology is used to obtain the resource estimate.
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Table 5.5: Degree of over-provisioning for β = 0.9
Parameter values e Co Ce OV
Workload 1
λ = 1, η = 50, γ = 0.25, ρ = 3, x = 5 0.08 165 120 37.5%
λ = 2, η = 25, γ = 0.25, ρ = 3, x = 5 0.076 195 160 22%
Workload 2
λ = 1.5, η = 25, γ = 0.25, ρ = 3, x = 5 0.071 135 100 35%
λ = 2.5, η = 25, γ = 0.25, ρ = 3, x = 3 0.059 165 145 14%
Workload 3
λ = 2.5, η = 25, γ = 0.25, ρ = 3, x = 5 0.09 110 95 16%
Table 5.6: Degree of over-provisioning for β = 0.95
Parameter values e Co Ce OV
Workload 1
λ = 1, η = 25, γ = 0.25, ρ = 7, x = 3 0.042 200 180 11%
λ = 1, η = 25, γ = 0.25, ρ = 3, x = 3 0.028 180 155 16%
Workload 2
λ = 1.5, η = 25, γ = 0.25, ρ = 3, x = 5 0.02 135 120 12.5%
Workload 3
λ = 2.5, η = 25, γ = 0.25, ρ = 3, x = 5 0.041 110 105 5%
Considering the sources of inaccuracy in our methodology, we believe such levels of over-
provisioning are acceptable. Also, a reasonable level of over-provisioning may not be undesirable
as the extra capacity provides protection against deviation from the expected workload.
5.5.4 Summary
Our experimental results indicate that the performance target is met for most of the cases consid-
ered. In the three cases where the performance target is violated, the deviation from the target
probability is small (|e| < 0.01), and the problem can be alleviated by adding 5% (i.e., the small-
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est capacity increment defined by the target provider) to the server selected for capacity increase.
We thus conclude that our methodology is effective. We also conclude that the MMPP/PH/1
(FCFS) model is adequate in predicting the response time CDF, despite the fact that the web
application is running on two VM’s, and non-FCFS discipline may be used at system resources.
The results also indicate that the capacities obtained from our methodology can be excessive,
i.e., the performance target can be met with a lower capacity level. The degree of over-provisioning
is less than 37.5% among the selected cases where the value of e is large. We believe such degree
of over-provisioning is not overly excessive and protects the subscriber against deviations from
expected workload.
5.6 Impact of traffic characteristics on required capacity
In this Section, we study the relationship between traffic parameters and the total required
capacity to meet a performance target. Our focus is on the impact of the mean arrival rate
and traffic burstiness on the required capacity. We start this section by a brief discussion of the
descriptor used to quantify the burstiness of a two-state MMPP. This facilitates understanding of
the observed trends when the total required capacity is plotted against different traffic parameters.
5.6.1 Index of dispersion
Several descriptors have been used to quantify the burstiness in web application traffic. For
example, in [27], burstiness is defined in terms of the correlation between the service demand
of successive sessions. In our investigation, we aim to generate different levels of burstiness by
controlling the parameters of the arrival process. Therefore, a burstiness descriptor based on
the statistical properties of the arrival process is preferred. One such descriptor is the index of
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where Nt is a random variable denoting the number of arrivals in an interval of length t. IDC
measures the long-term dispersion of the number of arrivals around the mean. A larger value of
IDC means burstier traffic.
The expression for the IDC of a two-state MMPP has been given in [51]. It can be expressed
as a function of the parameters introduced in Equation 5.2 as follows:







As discussed in Section 5.4.3, the region of interest is characterized by ρ > 1, γ < 1, η > 0 and
λ > 0. One can easily verify that over this region, IDC is an increasing function of λ, η and ρ,
which means that a larger value of λ, η or ρ results in a higher degree of burstiness. Also, IDC
is an increasing function of γ over (0, 1√ρ ] and decreases with γ over [
1√
ρ , 1).
5.6.2 Results and discussion
In this Subsection, we study the impact of traffic parameters on the total required capacity
(Cw + Cd) as obtained from the optimization problem. Only results for Workloads 1 and 2 are
presented. Results for Workloads 3 are not shown as similar behavior was observed.
Figures 5.14, 5.15, 5.16 and 5.17 show, respectively, the total required capacity against λ, ρ, η
and γ for Workload 1. Consider first the impact of λ. We observe that the total required
capacity increases with λ. This is expected since λ is the mean arrival rate, and a higher arrival
rate requires a higher capacity to meet the same performance target. In some cases, such as λ = 2
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and x = 3, the total required capacity is the same for β = 0.9 and β = 0.95. This is because of
the step size of 5% used in capacity provisioning.
We also observe that in general, more capacity is required for smaller values of x and larger
values of β when the value of λ is fixed. This is quite intuitive because a smaller value of x or a
larger value of β means a more demanding performance target.
Figure 5.14: Total capacity versus λ
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As to the impact of ρ, we observe that a larger ρ results in a larger total required capacity.
This is because the level of traffic burstiness increases with ρ, and a higher capacity level is
required to process the job arrivals during the bursty period.
Figure 5.15: Total capacity versus ρ
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As η increases, so does the traffic burstiness, and hence the total required capacity is expected
to increase as well. This is the general trend in Figure 5.16. The only exception if when x = 5
and β = 0.9 where the total required capacity does not increase as η changes from 25 seconds to
50 seconds. This is because the capacity offered by the target provider is in 5% increments. A
finer-grained increment should lead to an increase in total required capacity.
Figure 5.16: Total capacity versus η
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In Figure 5.17, the total required capacity is plotted against γ (for ρ = 3). We observe that
for most of the cases, the total required capacity increases with γ as γ is changed from 0.25 to
0.5, and decrease when γ is changed from 0.5 to 0.75. This is due to the fact that at ρ = 3,
traffic burstiness increases when γ ∈ (0, 0.58) and decreases when γ ∈ (0.58, 1). In two of the
cases considered (x = 5 and β = 0.9, 0.95) the total required capacity does not change as γ is
increased from 0.25 to 0.5; this is again because of the step size of 5% in capacity definition.
Figure 5.17: Total capacity versus γ
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We also plot in Figures 5.18, 5.19, 5.20 and 5.21 results for the total required capacity as a
function of different traffic parameters for Workload 2. Similar observations to those for Workload
1 are made in all four graphs, namely, a larger λ, ρ or η typically results in a larger total required
capacity. An exception is that in most of the cases considered, no change in the total required
capacity is observed as γ is increased.
Figure 5.18: Total capacity versus λ
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Figure 5.19: Total capacity versus ρ
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Figure 5.20: Total capacity versus η
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Figure 5.21: Total capacity versus γ
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5.7 Conclusion
In this chapter, we considered the issue of resource provisioning for a two-tier transactional web
application such that a performance target of the form Pr[response time ≤ x] ≥ β is met over
a service interval of one hour. A methodology based on the MMPP/PH/1 (FCFS) model was
developed to determine the required capacity. Although the steady-state response time analysis of
this model is available in the literature, we proposed an alternative approach based on a Markov
chain which is more suitable for numerical computation.
Experimental results show that the performance target is met in a majority of the cases
considered. For those cases where the performance target is violated, the deviation from the
target probability is small and can be corrected by increasing the total capacity by 5%. Results
also show that our methodology could lead to over-provisioning of computing resources; among
the cases considered, the highest degree of over-provisioning is 37.5%. We feel that such level
of over-provisioning is not excessive. Furthermore, over-provisioning of resources may not be
undesirable because the extra capacity provides protection against deviation from the expected
workload. We therefore conclude that our resource provisioning methodology is acceptable in
determining the required capacity.
In addition, we have studied the relationship between the total required capacity and traffic
characteristics, namely, the mean arrival rate and traffic burstiness. The burstiness indicator
used is the index of dispersion for counts. We observed that the total required capacity increases
with the mean arrival rate. It also increases with traffic burstiness; this implies that for a given




Resource provisioning - Two-stage
tandem queue
In this chapter, we present results for our resource provisioning strategy based on a two-stage
tandem queue for a service interval of one hour. The tandem queue model is shown in Figure
6.1. The arrival process is MMPP, and the two stages represent the VM’s that host the web
and database servers, respectively. At each stage, the service time distribution is PH and the
scheduling discipline is FCFS. Compared to the single-server model, the two-stage tandem queue
is a more detailed representation of the web application, yet more effort is required to obtain
service time data for each of the two stages. The computation of response time results is also
more costly. It can be shown that under a modest set of conditions, the capacity estimates from
this model are potentially lower than those from the single-server model in order to meet the
same performance target. There is therefore a trade-off between the additional cost in model
parameterization and computation and lower resource estimates.
For the single-server model, we showed that for parameter values considered in Chapter 4,
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Figure 6.1: Two-stage tandem queue
the steady-state response time CDF is a good approximation when service interval is longer than
two minutes. We further argued in Chapter 5 that steady-state results can also be used for
parameter values similar to those in Chapter 4 when service interval is one hour long. We feel
that steady-state results for the two-stage tandem queue are also a good approximation for a one-
hour service interval. This is because each stage, when considered separately, will reach steady
state in a similar time scale as the single-server model. Since the arrival process to stage two may
not become stationary until stage one is in steady state, extra time may be required for stage
two to reach steady state. This extra time, however, is not expected to be sizable. The overall
effect is that the minimum time period for steady-state results to be a good approximation for
the two-stage tandem queue may be longer than that for the single-server model, yet it is almost
certainly less than one hour. Therefore, steady-state results are used in our investigation.
The rest of this chapter is organized as follows. In Section 6.1, we present a proof that the
two-stage tandem queue results in a larger value for Pr[response time ≤ x] than the single-server
model. The steady-state response time CDF is derived in Section 6.2. In Section 6.3, a procedure
to determine the service time distribution at each stage is presented. Our resource provisioning
methodology is presented in Section 6.4. In Section 6.5, experimental results are used to evaluate
the effectiveness of our methodology. Section 6.6 concludes the chapter.
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6.1 Two-stage tandem queue versus single-server model
In this section, we present a proof that under FCFS discipline, the two-stage tandem queue results
in a larger value for Pr[response time ≤ x] than the single-server model. Let SS and TN denote the
single-server model and two-stage tandem queue, respectively. Also let RSS and RTN be random
variables denoting, respectively, the response time of SS and TN under FCFS discipline. We show
that for an arbitrary job arrival sequence and service times, Pr[RSS ≤ x] ≤ Pr[RTN ≤ x].
Consider a time interval of length T . Assume that k jobs are processed during this time
interval. Let a1 < a2 < · · · < ak < T be the time instants at which jobs are submitted to both
SS and TN. Also, let τ1 < τ2 < · · · < τk and t1 < t2 < · · · < tk be the departure times of the
corresponding jobs from SS and TN, respectively. We use dj1 and dj2 to denote the service time
of the jth job at the first and second stages in TN. The service time of the jth job at the server
in SS is given by dj1 + dj2.
We first use induction to show that for 1 ≤ j ≤ k, τj ≥ tj . Since the first job finds both
systems empty, we have, for j = 1, τ1 = t1 = a1 + d11 + d12, and the relationship τ1 ≥ t1 is met.
Assume that τj−1 ≥ tj−1 for j ≥ 2. To obtain a relationship between τj and tj , we consider the
following three scenarios depending on the value of aj :
1. tj−1 ≤ τj−1 ≤ aj : The jth job finds both SS and TN empty. Therefore, τj = tj =
aj + dj1 + dj2.
2. tj−1 ≤ aj ≤ τj−1: The jth job finds SS non-empty and TN empty. We thus have tj =
aj + dj1 + dj2 ≤ τj−1 + dj1 + dj2 = τj .
3. aj ≤ tj−1 ≤ τj−1: The jth job finds both SS and TN non-empty. For TN, a possible scenario
is that the jth job is processed at the first stage while the (j − 1)st job is processed at the
second stage. We therefore have tj ≤ tj−1 + dj1 + dj2 ≤ τj−1 + dj1 + dj2 = τj .
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For all three cases, τj ≥ tj . We have therefore shown by induction that τj ≥ tj for 1 ≤ j ≤ k.
We next show that Pr[RSS ≤ x] ≤ Pr[RTN ≤ x]. The response times of the jth job in SS
and TN are given by τj − aj and tj − aj , respectively. Since τj ≥ tj , we have τj − aj ≥ tj − aj
for any job j. This implies that for a given response time threshold x, τj − aj ≤ x is a sufficient
condition for tj − aj ≤ x (the converse does not necessarily hold). Define
Ix(y) =
 1 y ≤ x0 y > x
We can write Ix(τj − aj) = 1 =⇒ Ix(tj − aj) = 1. It follows that
∑
j





Pr[RSS ≤ x] = 1k
∑k
j=1 Ix(τj − aj)
≤ 1k
∑k
j=1 Ix(tj − aj)
= Pr[RTN ≤ x]
which completes the proof.
6.2 Steady-state analysis
In this section, we derive the steady-state response time CDF of the two-stage tandem queue.
The results are used in our resource provisioning methodology in Section 6.4. Steady-state re-
sponse time analysis of the two-stage tandem queue is available in [52, 96]. Again, we provide
an alternative derivation based on Markov chain analysis which is more suitable for numerical
computation. This derivation is an extension of our analysis for the single-server model presented
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in Chapter 5. The MMPP parameters are denoted by λj and qij . The PH distribution parameters
at stage m (m = 1, 2) are denoted by ζm,k and sm,kl. We first define the state of the Markov
chain and derive the state probabilities in Subsection 6.2.1, and then use the results to obtain
the response time distribution in Subsection 6.2.2.
6.2.1 State probability
The two-stage tandem queue under consideration can be viewed as a Markov chain MT with
state given by (i, n1, k1, n2, k2) where i is the MMPP state; nm ≥ 0 is the number of jobs in stage
m, and km is the state of the PH distribution for the job receiving service at stage m, m = 1, 2
(nm = 0 implies km = 0). For this Markov chain, the events that cause a transition out of state
(i, n1, k1, n2, k2), and the corresponding transition rate and next state, are as follows:
1. A change in MMPP state from i to j - The transition rate is qij , and the next state is
(j, n1, k1, n2, k2).
2. An arrival to stage one - There are two cases. First, stage one is empty at the instant
of arrival. For this case, the current state is (i, 0, 0, n2, k2). An arrival occurs at rate λi
and the arriving job starts service at service state l1 with probability ζ1,l1 , resulting in a
transition rate equal to λi ζ1,l1 . The next state is (i, 1, l1, n2, k2). Secondly, stage one is
non-empty at the instant of arrival. The corresponding transition rate is λi, and the next
state is (i, n1 + 1, k1, n2, k2).
3. A change in the service state at stage one from a transient state k1 to a transient state l1 -
The transition rate is s1,k1l1 and the next state is (i, n1, l1, n2, k2).
4. A departure from stage one - There are four cases. First, there is only one job in stage one
and stage two is empty, i.e., the current state is (i, 1, k1, 0, 0). The departure at stage one
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occurs at rate s1,k10, and upon arrival to stage two, the job starts service in service state
l2 with probability ζ2,l2 resulting in a transition rate equal to s1,k10 ζ2,l2 . The next state
is (i, 0, 0, 1, l2). Secondly, there is only one job in stage one, and stage two is non-empty.
In this case, the current state is (i, 1, k1, n2, k2). The transition rate is s1,k10, and the next
state is (i, 0, 0, n2 + 1, k2). Third, there are more than one jobs in stage one, and stage two
is empty. In this case, the departure at stage one occurs at rate s1,k10; the departing job
arrives at stage two immediately and starts service in service state l2 with probability ζ2,l2 ;
and the next pending job at stage one starts service in service state l1 with probability ζ1,l1 .
The transition rate is s1,k10 ζ1,l1 ζ2,l2 , and the next state is (i, n1− 1, l1, 1, l2). Finally, there
are more than one jobs in both stages. In this case, the departure at stage one occurs at rate
s1,k10, and the next pending job at stage one starts service in service state l1 with probability
ζ1,l1 , resulting in a transition rate of s1,k10 ζ1,l1 . The next state is (i, n1 − 1, l2, n2 + 1, k2).
5. A change in the service state at stage two from a transient state k2 to another transient
state l2 - The transition rate is s2,k2l2 and the next state is (i, n1, k1, n2, l2).
6. A departure from stage two - There are two cases. First, there is only one job at stage
two. The departure at stage two occurs at rate s2,k20, and the next state is (i, n1, k1, 0, 0).
Secondly, there are two or more jobs at stage two. The departure occurs at rate s2,k20, and
the next pending job starts service in service state l2 with probability ζ2,l2 , resulting in a
transition rate equal to s2,k20 ζ2,l2 . The next state is (i, n1, k1, n2 − 1, l2).
A summary of the state transitions is given in table 6.1.
Let P (i, n1, k1, n2, k2) be the steady-state probability of being in state (i, n1, k1, n2, k2). The
probabilities P (i, n1, k1, n2, k2) can be obtained by solving the balance equations for Markov chain



























































































































































































































































































































































































































































































6.2.2 Response time distribution
We now derive the response time CDF under FCFS discipline using the state probabilities
P (i, n1, k1, n2, k2) obtained in Subsection 6.2.1. Consider a “tagged” job arriving to the sys-
tem. Under FCFS scheduling, jobs arriving after the tagged job will have no impact on the
response time. These jobs are excluded from the analysis by cutting off the arrival process. From
this point on, the behavior of the model can be characterized by a Markov chain M′T with state
description (n1, k1, n2, k2); nm ≥ 0 is the number of jobs in stage m, and km is the state of the
PH distribution for the job receiving service at stage m, m = 1, 2 (nm = 0 implies km = 0).
The transition rates of M′T are the same as those for events 3-6 discussed in Subsection 6.2.1,
i.e., events that are not affected by the arrival process. A summary of state transitions, and the
corresponding transition rates and next states, are shown in Table 6.2.
The Markov chainM′T has the following properties: (i) It is an absorbing Markov chain where
state (0, 0, 0, 0) is the absorbing state, and every other state is transient. (ii) The absorption time
from a transient state to the absorbing state follows a PH distribution; the transition rate matrix
of this PH distribution is obtained from the transition rate matrix ofM′T by eliminating the row
and column corresponding to the state (0, 0, 0, 0).
For the tagged job, the probability that the Markov chain MT is in state (i, n1, k1, n2, k2)
when it arrives is given by
A(i, n1, k1, n2, k2) =
λi
λ
P (i, n1, k1, n2, k2)
where λ is the mean arrival rate. The state of the Markov chainM′T immediately after the arrival
is










































































































































































































































































































































































(1, l1, n2, k2) with probability ζ1,l1 when n1 = 0
The response time of the tagged job is given by the time to absorption of M′T from the state
immediately after the arrival. Let r(x) be the response time CDF and Gn1,k1,n2,k2(x) be the CDF























A(i, n1, k1, n2, k2) Gn1+1,k1,n2,k2(x)
(6.1)
From Equation 6.1, one can observe that r(x) is a linear combination of PH distributions
Gn1,k1,n2,k2(x), and hence is of PH itself.
Numerical computation of P (i, n1, k1, n2, k2) and Gn1,k1,n2,k2(x) can be done using standard
MATLAB libraries. One also needs to set an upper bound on n1 + n2 so that the number of
states (i, n1, k1, n2, k2) remains finite. The upper bound Nu is selected in such a way that the
probability of having n1 + n2 > Nu jobs in system is negligible.
6.3 Service time
Similar to the case of the single-server model, the service time distribution at each stage of the
two-stage tandem queue is obtained by system measurement. A web application is run in single-
user mode. When a job is processed, the web server may make several calls to the database
server. Since there is no queueing, the duration of a database call can be obtained by placing
timestamps immediately before and after the code segment on the web server that makes the
call, and computing the difference of the two timestamps. Let Nb be the number of database
calls made by a job, and bd(j) be the duration of the j
th database call (1 ≤ j ≤ Nb). We
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approximate the total service time of a job at the database server (denoted by bd) by the sum of
the duration of individual database calls, i.e., bd =
∑
j bd(j). As to the web server, the black-box
approach described in Chapter 5 is used to obtain the aggregate service time at the web and
database servers (denoted by b). The total service time of a job at the web server is then given
by bw = b− bd.
The service times bw and bd are affected by the capacities of the web and database servers,
denoted by Cw and Cd, respectively. The following procedure is used to determine the service
time distribution at each stage for a given combination of Cw and Cd:
1. VM’s with capacities Cw and Cd are obtained from the infrastructure provider.
2. The web and database servers are deployed on these VM’s.
3. A load generator is used to submit a total of NJ jobs to the web server. This load generator
consists of a single session which generates a sequence of jobs. A job is submitted only
after the response for the previous job has been received. This ensures that at any given
time, there is only one job in the system, and hence there is no queueing. For each job, the
total service time at the web and database servers, given by bw and bd, are obtained using
the procedure described above. The result is two samples of service times for the web and
database servers, denoted by Xw and Xd, respectively.
4. GFIT tool [77] is used to fit two PH distributions, one to Xw and the other to Xd.
6.4 Methodology
The resource provisioning methodology based on the two-stage tandem queue is similar to that
based on the single-server model (see Section 5.3). For given MMPP parameters and performance
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target, a search is conducted to determine the capacity estimates with minimal cost such that
the performance target is met. There are two differences between the two methodologies:
1. For a capacity setting (Cw, Cd), the service time distributions at the web and database
servers are determined using the procedure described in Section 6.3.
2. The response time CDF is determined using steady-state results for the two-stage tandem
queue presented in Section 6.2.
6.5 Evaluation
In this section, we evaluate the effectiveness of resource provisioning based on the two-stage
tandem queue. The experimental environment used in our evaluation is the same as that described
in Section 5.4. Briefly, the infrastructure provider offers NC = 20 levels of VM capacity. Each
VM is configured with 2 GB of memory, 20 GB of storage, and a fraction of the capacity of a
single CPU core; the capacity levels are B1 = 5%, B2 = 10%, · · · , B20 = 100%. A VM is priced
proportional to its CPU level, i.e., c(Bj) = κBj where κ is a constant. The application is a
two-tier implementation of TPC-W. Each tier is deployed on a VM, and the two VM’s are hosted
on separate physical nodes. A third node is used to generate HTTP jobs in accordance with a
two-state MMPP.
To evaluate the effectiveness of our resource provisioning methodology, we use a similar proce-
dure to that described in Section 5.5. Specifically, the capacities of the web and database servers
are set to those obtained from the optimization problem. An MMPP traffic generator is then
used to submit jobs to the web server for one hour, and the response time of each job is measured.
Let β′ be the fraction of jobs meeting the response time threshold x. The difference between β′
and the target probability β, denoted by e = β′ − β, is used to evaluate the effectiveness of our
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methodology.
The three workloads used in our evaluation are the same as those shown in Table 5.3; the
corresponding default values of the MMPP parameters are shown in Table 5.4. The values of
x and β considered are 3 and 5 seconds, and 0.9 and 0.95, respectively. When determining the
service time distribution at each stage, the number of jobs submitted by the load generator is
NJ = 2000. When computing the response time CDF, the upper bound for the number of jobs
in system is set to Nu = 50.
As in the case of the single-server model, the optimization problem is solved using a search
based on the hill climbing algorithm [59]. Each search may require the computation of response
time CDF several times. We found that the computation of response time CDF for the two-stage
tandem queue is significantly more costly than that for the single-server model; this is because of
extra dimensions in state definition (see Section 6.2). An additional search could hence lead to a
significant increase in total computation time. To save computation time, the following approach
is used.
A single search is conducted using the optimal solution based on the single-server model as
the initial point, and the results are evaluated using our experimental system. We feel that this
initial point is a more suitable candidate than one selected at random, as it is the best solution
among three local optimums for a similar optimization based on the single-server model. In
addition, with this initial point, the capacity estimate from the methodology based on the two-
stage tandem queue is potentially lower than that based on the single-server model. A proof for
this property is presented below.
Suppose the optimal solution based on the single-server model is (Bi, Bj). It follows that for
capacity settings (Bi−1, Bj), (Bi, Bj−1) and (Bi−1, Bj−1), Pr[RSS ≤ x] < β. In Section 6.1, we
have shown that for arbitrary job arrival sequence and service times, Pr[RSS ≤ x] ≤ Pr[RTN ≤ x].
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It is therefore plausible that for setting (Bi−1, Bj), (Bi, Bj−1) or (Bi−1, Bj−1), Pr[RTN ≤ x] ≥ β.
This would potentially lead to lower capacity estimates for the methodology based on the two-
stage tandem queue.
In general, a lower capacity estimate leads to a smaller β′ (or smaller e). We therefore expect
to observe smaller values of e than those for the single-server model. This may lead to more cases
where e is negative (or the performance target is violated). If the results for e provide sufficient
evidence that the capacity estimates are inadequate, one can conclude that the methodology is not
acceptable without the need for additional search. The reason is that any additional search can
only lead to a lower capacity estimate (which in turn leads to a smaller e); this is the case when
a better local optimum is found. This would not change the conclusion that the methodology is
not acceptable.
On the other hand, if the results based on a single search indicate that the methodology is
acceptable, then additional search will need to be performed.
We next present our experimental results.
6.5.1 Workload 1
In Figures 6.2 and 6.3, the mean and 95% confidence interval for e are plotted against the mean
arrival rate λ for β = 0.9 and β = 0.95, respectively. The values of λ considered are 1, 1.5 and 2
jobs/second. As discussed earlier, these results are based on a single search. We observe that the
value of e is negative in 6 out of 12 cases. This means that the capacity estimates obtained from
our methodology are not sufficient to meet the performance target in half the number of cases
considered. The worst case values of e are -0.19 and -0.274 for β = 0.9 and 0.95, respectively.
These values represent significant deviations from the target probability.
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Figure 6.2: e vs. λ
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Figure 6.3: e vs. λ
144
A non-zero value of e indicates inaccuracy in resource estimate. As discussed in Section
5.5.1, the sources of inaccuracy that potentially lead to over-provisioning are (i) the optimization
problem may return a local (instead of the global) optimum, and (ii) VM capacities are defined
in increments of 5%. Another source of inaccuracy is the assumptions made in the development
of the two-stage tandem queue; they include (i) the service time distributions at the web and
database servers are obtained by system measurement, (ii) the complex interaction between
computing resources at each stage is modeled by a server with FCFS discipline, and (iii) the flow
of a job between the two servers is represented by a simple routing based on a tandem queue.
These assumptions lead to inaccuracy in predicting the response time CDF.
The results in Figures 6.2 and 6.3 indicate that the inaccuracy due to model assumptions
lead to under-provisioning of resources, and the level of under-provisioning may far outweigh the
potential over-provisioning due to local optimum or 5% increments in VM capacity definition.
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In Figures 6.4 and 6.5, e is plotted against ρ for β = 0.9 and β = 0.95, respectively. The values
of ρ considered are 3, 5 and 7. Again, these results are based on a single search. We observe that
in 8 out of 12 cases, the capacity estimates are not sufficient to meet the performance target. The
worst case value of e is -0.115 and -0.105 for β = 0.9 and β = 0.95, respectively. Again, these
results indicate significant violations of the performance target.
Figure 6.4: e vs. ρ
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Figure 6.5: e vs. ρ
As a summary, the results in Figures 6.2 to 6.5 show negative e in 58% of the cases considered,
and significant deviations from the target probability for some of these cases. We therefore
conclude that for Workload 1, the methodology based on the two-stage tandem queue is not
acceptable and that a single search is sufficient to draw this conclusion.
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6.5.2 Workloads 2
In Figures 6.6 and 6.7, e is plotted against λ for β = 0.9 and β = 0.95, respectively. The values
of λ considered are 1.5, 2 and 2.5 jobs/second. These results are also based on a single search.
We again observe that in 8 out of 12 cases, the value of e is negative, or the performance target
is not met. The worst case value of e is -0.21 and -0.15 for β = 0.9 and β = 0.95, respectively.
Figure 6.6: e vs. λ
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Figure 6.7: e vs. λ
Again, the results for Workloads 1 and 2 show that the value of e is negative in 60% of the
cases considered, and that significant deviations from the target probability are observed for some
of the cases. These results provide strong evidence that the methodology based on the two-stage
tandem queue is not effective for resource provisioning purposes. Experiments with Workload 3
are not expected to affect this conclusion, and hence are not performed.
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6.6 Conclusion
In this chapter, we evaluated the effectiveness of a methodology based on a two-stage tandem
queue for resource provisioning. Analytic results for the steady-state response time CDF of the
two-stage tandem queue are presented. This CDF is used in an optimization problem to determine
the required capacities to meet a performance target with minimal cost.
We have also shown that theoretically, the methodology based on the two-stage tandem queue
yields a lower capacity level compared to that based on the single-server model. However, our
evaluation results indicate that the assumptions made in development of this model lead to the
violation of performance target in 60% of the cases considered and significant deviations from the
target probability for some of these cases. We therefore conclude that our methodology based on
the two-stage tandem queue is not acceptable for resource provisioning purposes.
In Chapter 5, we have shown that capacity estimates from a search based on the single-
server model are sufficient to meet the performance target in a majority of cases considered, and
violations of the performance target, if any, are small and can be corrected with a 5% increase
in capacity (i.e., the smallest capacity increment defined by the target provider). In view of the
importance of meeting the performance target from subscriber’s perspective, we conclude that
the methodology based on the single-server model is the preferred methodology.
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Chapter 7
Resource provisioning for small
service interval
In this chapter, we consider a scenario where an infrastructure provider defines a smaller TU than
one hour for pricing purposes. As mentioned in Chapter 1, it is conceivable that such pricing
policy will be in effect in the future, as it allows the subscriber to make more frequent adjustments
to resource level in response to changing workload; this has the potential to reduce the resource
provisioning cost.
In Chapter 5, we evaluated the effectiveness of our methodology based on the MMPP/PH/1
(FCFS) model in terms of meeting a performance target of the form Pr[response time ≤ x] ≥ β
over a service interval (or TU) of one hour. To facilitate the comparison against results in
Chapter 5, we aim, in this chapter, to meet the same performance target over a time interval
of one hour; this interval is referred to as the operation interval. With a smaller TU than one
hour, an operation interval consists of consecutive service intervals each having length one TU as
shown in Figure 7.1. For convenience, we assume that one hour is equal to an integer number of
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TU’s.
Figure 7.1: One-hour operation interval organized into service intervals of length one TU
Since the arrival process over the operation interval is MMPP, a straightforward approach
is to use the steady-state results for the MMPP/PH/1 (FCFS) model discussed in Chapter 5
to determine the capacity estimate, and request this capacity for every service interval. The
resulting capacity level for the entire operation interval is the same regardless of the size of TU.
We refer to this approach as static provisioning. The capacity level for static provisioning is the
same as that determined in Chapter 5 for a one-hour TU. A smaller TU, hence, does not provide
any advantage in terms of reduction in capacity requirement.
In this chapter, we consider the case where TU is small in the sense that it is comparable
to the average sojourn time in an MMPP state. With such a TU and MMPP arrivals, the job
arrival rates at different service intervals can be quite different. Our approach is to estimate, at
the beginning of each service interval (also known as a decision point), the arrival rate over that
service interval and determine the required capacity based on this estimate. The subscriber can
then acquire more resources or release unnecessary resources accordingly. Since the capacities can
be different across service intervals, there is a potential to reduce the long-term cost of resource
provisioning.
Based on the conclusions in Chapter 6, we use a single-server model in our methodology to
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determine the resource estimate. For this model, a natural choice for the arrival process is Poisson
because TU is comparable to the average sojourn time in an MMPP state and each MMPP state
represents a Poisson process. As to service time, we assume that it follows a PH distribution,
and any capacity adjustments at a decision point take effect immediately. We thus have an
M/PH/1 (FCFS) model. We recognize that for small service intervals, time-dependent results for
the response time CDF may be required. However, the computation of time-dependent results is
prohibitively expensive. We therefore use steady-state results as an approximation.
At each decision point, the resource requirement to meet the performance target over the
upcoming service interval is determined using an optimization problem based on the M/PH/1
(FCFS) model. Our methodology requires an estimate of job arrival rate for each service interval.
Three heuristic algorithms for estimating this arrival rate are investigated. The effectiveness of
our methodology, as well as the merit of the three algorithms, are evaluated by checking whether
the performance target is met for the one-hour operation interval and the average capacity over
this operation interval. The average capacity is also compared against that obtained by static
provisioning to examine whether or not there are savings in cost.
The rest of this chapter is organized as follows. In Section 7.1, we present analytic results on
steady-state response time CDF of the M/PH/1 (FCFS) model. In Section 7.2, our methodology
based on the M/PH/1 (FCFS) model is described. Three heuristic algorithms to obtain an
estimate of the arrival rate for the upcoming service interval are presented in Section 7.3. The
first two algorithms take advantage of advance knowledge that the traffic is MMPP. The third
algorithm presumes no advance knowledge regarding the nature of the arrival process. Evaluation
results on the effectiveness of these algorithms are presented in Section 7.4. Finally, Section 7.5
concludes the chapter.
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7.1 Analysis of the M/PH/1 (FCFS) model
The M/PH/1 (FCFS) model is a special case of the MMPP/PH/1 (FCFS) model where the
MMPP has only one state. The derivation of the steady-state response time CDF is thus similar
to that in Section 5.1. An overview of the derivation is shown below.
1. The Poisson process is fully characterized by the mean arrival rate denoted by λ.
2. The state of the Markov chainMS is characterized by (n, k) where n is the number of jobs
in system, and k is the state of the PH distribution for the job receiving service (n = 0
implies k = 0). The transitions from state (n, k), as well as the corresponding next states
and transition rates, are shown in Table 7.1. The steady-state probability of being in state
(n, k), denoted by P (n, k), can be obtained by solving the balance equations for the Markov
chain MS with transitions shown in Table 7.1.
Table 7.1: State transitions for MS
Event Condition Current state Next state Rate
Arrival
n, k = 0 (0, 0) (1, l) λ ζl
n, k ≥ 1 (n, k) (n+ 1, k) λ
Service state change n, k ≥ 1 (n, k) (n, l) skl
Service completion
n = 1 (1, k) (0, 0) sk0
n ≥ 2 (n, k) (n− 1, l) sk0 ζl
3. Since the arrival process is Poisson, the steady-state probability that an arrival finds the
system in state (n, k), denoted by A(n, k), is the same as P (n, k) [62].
4. The absorbing Markov chainM′S is obtained fromMS by eliminating the transitions caused
by the arrival process; it is also characterized by state (n, k) where n and k have the same
interpretation as in state definition of MS . The state transitions for M′S are shown in
154
Table 7.2.
Table 7.2: State transitions for M′S
Event Condition Current state Next state Rate
Service state change n, k ≥ 1 (n, k) (n, l) skl
Service completion
n = 1 (1, k) (0, 0) sk0
n ≥ 2 (n, k) (n− 1, l) sk0 ζl
5. Let Gn,k(x) be the CDF of the time to absorption of M′S from state (n, k); Gn,k(x) is of
PH. The transition rate matrix of this PH distribution is obtained from the transition rate
matrix of M′S by eliminating the row and column corresponding to the state (0, 0). The
state of the Markov chain M′S immediately after the arrival is (n + 1, k) when n ≥ 1 and
(1, l) with probability ζl when n = 0. As before, we denote by r(x) the steady-state response










Numerical computation of state probabilities P (n, k) and PH distributions Gn,k(x) can be
done using standard MATLAB libraries.
7.2 Methodology
In this section, we present our resource provisioning methodology for a service interval of length
one TU. It consists of two steps:
1. Obtain an estimate of the job arrival rate over the service interval.
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2. Solve the following optimization problem to determine the required web and database
server capacities (denoted by Cw and Cd, respectively) such that the cost is minimized
and Pr[response time ≤ x] ≥ β for all the jobs processed over the service interval.
minimize c(Cw) + c(Cd)
s.t. Pr[response time ≤ x] ≥ β
Cw, Cd ∈ B
For Step 1, algorithms to determine the arrival rate will be presented in Sections 7.3. As
to Step 2, the solution method for the optimization problem is the same as that based on the
MMPP/PH/1 (FCFS) model described in Section 5.3, except that the response time CDF (for
the arrival rate obtained in Step 1) is determined using the steady-state results of the M/PH/1
(FCFS) model presented in Section 7.2. Note that this solution method involves fitting of a PH
distribution to service time data obtained using a black-box approach, and solving the optimiza-
tion problem by a hill-climbing search method [59].
In our methodology, the capacity estimate (Cw and Cd) is a function of the arrival rate λ.
λ can take on any value over a continuous interval. For convenience, we consider a scenario
where the arrival rate is taken from a finite set A that is known in advance. As an example,
for an M -state MMPP, A = {λ1, · · · , λM} where λj is the arrival rate in MMPP state j. Since
resource provisioning is done over an operation interval consisting of multiple service intervals,
the estimated arrival rate may be the same for two or more service intervals. To avoid repeatedly
solving the optimization problem for the same arrival rate, we determine the capacity estimate
for each arrival rate in A oﬄine and store the results in a rate-to-capacity table (RCT). RCT is
indexed by arrival rate and the corresponding entry is the capacity estimate determined using our
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methodology. With this scheme, the computation overhead for solving the optimization problem
at a decision point is avoided. This is particularly beneficial if the computation time is not
insignificant compared to the service interval. Our resource provisioning methodology using the
RCT is shown in Figure 7.2.
At a decision point:
1. Obtain an estimate of the job arrival rate for the upcoming service interval.
2. Retrieve the capacity estimate corresponding to this arrival rate from the RCT.
Figure 7.2: Resource provisioning methodology for a service interval
Since the arrival rate estimate and the resulting capacity level may be different from one service
interval to another, the methodology in this chapter is referred to as dynamic provisioning.
7.3 Algorithms
In this section, we present three heuristic algorithms to estimate the arrival rate for the upcoming
service interval, as indicated in Step 1 of our methodology in Figure 7.2. The first two algorithms
take advantage of the knowledge that the traffic is an M -state MMPP with arrival rate in state
j given by λj , while the third algorithm presumes no such knowledge. For simplicity, all three
algorithms obtain an estimate of arrival rate for the upcoming service interval using only the
statistics collected over the most recent service interval.
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7.3.1 Algorithm 1
Algorithm 1 uses a probabilistic method to obtain an estimate of the arrival rate. Consider two
consecutive service intervals k and l as shown in Figure 7.3. At the decision point, Algorithm 1
determines the most likely MMPP state using as input the number of arrivals over service interval
k. The arrival rate corresponding to this MMPP state is taken as the estimate of the arrival rate
for service interval l.
Figure 7.3: Algorithm 1
Let Φ be a random variable denoting the estimated MMPP state at the decision point. Also,
let V be a random variable denoting the number of arrivals over service interval k. Algorithm 1 is
based on the values of the conditional probability Pr[Φ = j | V = v], j = 1, · · · ,M , v = 0, 1, · · · .
An analytic expression for Pr[Φ = j | V = v] can be obtained using Bayes’ theorem, i.e.,
Pr[Φ = j | V = v] = Pr[V = v | Φ = j] Pr[Φ = j]
Pr[V = v]
(7.1)
In this equation, Pr[Φ = j] is the long-term fraction of time that the MMPP is in state j; it is
obtained by computing the stationary distribution of the MMPP transition rate matrix Q. An
approximate expression for Pr[V = v | Φ = j] is obtained by assuming that the MMPP is in state
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j (or the arrival process is Poisson with rate λj) over service interval k. We thus have




where t is the length of service interval (equal to one TU). As to Pr[V = v], applying the law of
total probability yields
Pr[V = v] =
∑
j
Pr[V = v | Φ = j] Pr[Φ = j] (7.3)
Algorithm 1 first determines v, the value of the random variable V , by measuring the number
of arrivals in service interval k. It then computes Pr[Φ = j | V = v], j = 1, · · · ,M , using
Equations 7.1, 7.2 and 7.3. The state m that maximizes Pr[Φ = j | V = v], i.e.,
m = argmaxj Pr[Φ = j | V = v]
is taken as the estimate of the MMPP state for service interval l. The corresponding arrival rate
estimate is given by λm.
Algorithm 1 requires the computation of m at each decision point. Since the MMPP parame-
ters and the length of service interval are known, the values of m can be precomputed in an oﬄine
manner for v = 0, 1, · · · , and the corresponding arrival rates are stored in a number-to-rate table
(NRT). NRT is indexed by v and the corresponding entry is the rate (or λm) for this value of v.
With this approach, the estimated arrival rate at a decision point can be obtained by a simple
table look-up operation.
The rationale behind the design of Algorithm 1 is as follows. If v is large, there is a chance
that a backlog is accumulated over service interval k. Algorithm 1 reacts by estimating a high
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arrival rate for service interval l, even though this estimate may not be accurate because of a
possible change in MMPP state. The high arrival rate, however, would result in a high capacity
level for service interval l and thereby clear the backlog. A small v, on the other hand, means
that the backlog may be small. Algorithm 1 responds by estimating a low arrival rate, which
leads to a low capacity level for service interval l.
To summarize, an outline of our dynamic provisioning methodology using Algorithm 1 is
shown in Figure 7.4.
At a decision point:
1. Obtain an estimate of the job arrival rate for the upcoming service interval as follows:
a. Use measurement data on the number of arrivals collected over the previous service
interval to determine v.
b. Index NRT by v to retrieve λm.
2. Retrieve the capacity estimate corresponding to λm from the RCT.
Figure 7.4: Dynamic provisioning using Algorithm 1
7.3.2 Algorithm 2
Algorithm 2 uses a performance measurement based method to obtain an estimate of the arrival
rate. We focus on the case where the number of MMPP states is two. Extensions of Algorithm
2 to more than two states is not straightforward and will not be considered. Nevertheless, we
believe that the results for the case of two states are sufficient to show the effectiveness of a
performance measurement based method for resource provisioning.
Consider two consecutive service intervals k and l as shown in Figure 7.5. Suppose the arrival
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rate in state two is greater than that in state one, i.e., λ2 > λ1. At the decision point, Algorithm
2 determines from measurement data the fraction of jobs that meet the response time threshold
x over service interval k (denoted by β∗). Based on this value of β∗, Algorithm 2 determines m,
i.e., the estimated MMPP state for service interval l; the arrival rate estimate is then given by
λm. The value of m is affected by the values of β (i.e., the target probability), β
∗ and a parameter
denoted by  (0 ≤  ≤ 1− β); the procedure to determine m is shown in Figure 7.6.
Figure 7.5: Algorithm 2
if β∗ ≤ β + 
m = 2 (state with high arrival rate)
else
m = 1 (state with low arrival rate)
endif
Figure 7.6: Procedure to determine m for service interval l
The rationale behind the design of Algorithm 2 is as follows. When β∗ falls below β + ,
there is a chance that a backlog is accumulated over service interval k. Algorithm 2 reacts by
estimating a high arrival rate for service interval l which leads to a high capacity level to clear
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the backlog. If, on the other hand, β∗ is larger than β + , the backlog is likely to be small. The
algorithm responds by estimating a low arrival rate for service interval l, yielding a low capacity
level.
Note that the objective of Algorithm 2 is not to achieve a target probability given by β + .
A larger value of  only indicates a stronger tendency to provision capacity level high when a
decision is made for the upcoming service interval. For example, for  = 0.02 and β = 0.9, a value
of 0.93 for β∗ would trigger a capacity adjustment to low. With  = 0.04, however, the same
value for β∗ would result in a capacity adjustment to high. Due to the complex nature of the
system, it is not practical to determine the long-term impact of  on the average capacity level
when one considers all the service intervals over the operation interval. The value of  is selected
in a subjective manner; a higher value should be viewed as an attempt to remain conservative
(in terms of provisioning the capacity level high) for the upcoming service interval.
To summarize, an outline of our dynamic provisioning methodology using Algorithm 2 is
shown in Figure 7.7.
At a decision point:
1. Obtain an estimate of the job arrival rate for the upcoming service interval as follows:
a. Use measurement data on response time collected over the previous service
interval to determine β∗.
b. Determine the estimated MMPP state m using β∗ as input to the procedure
in Figure 7.6.
2. Retrieve the capacity estimate corresponding to λm from the RCT.
Figure 7.7: Dynamic provisioning using Algorithm 2
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7.3.3 Algorithm 3
Unlike Algorithms 1 and 2, Algorithm 3 is not based on advance knowledge that the traffic is
MMPP. Consider again consecutive service intervals k and l as shown in Figure 7.8. Let λ be
the arrival rate estimate for service interval l. Also, let v be the number of arrivals over service






Figure 7.8: Algorithm 3
As mentioned in Section 7.2, we consider a scenario where the arrival rates are taken from
a finite set A that is known in advance, and the capacity estimate for each arrival rate in A is
determined oﬄine and stored in the RCT. The arrival rate estimate obtained from Equation 7.4
can take on any positive value. The members of A should therefore be representative of the typical
arrival rates that one expects to encounter. In addition, the value of λ may not be identical to
any of the arrival rates in A. In this case, the smallest member of A which is ≥ λ, denoted by
λ∗, is taken as an approximation for λ.
The rationale behind the design of Algorithm 3 is similar to that for Algorithm 1. When v is
large, a higher arrival rate (and subsequently capacity level) is estimated. This would potentially
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clear the backlog accumulated over the previous service interval. With a small v, on the other
hand, the backlog is likely to be small, and a low arrival rate estimate would lead to releasing
unnecessary capacity.
To summarize, an outline of our dynamic provisioning methodology using Algorithm 3 is
shown in Figure 7.9.
At a decision point:
1. Obtain an estimate of the job arrival rate for the upcoming service interval as follows:
a. Use measurement data on the number of arrivals collected over the previous service
interval to determine v.
b. Compute λ using Equation 7.4.
c. Set λ∗ to the smallest member of A which is ≥ λ.
2. Retrieve the capacity estimate corresponding to λ∗ from the RCT.
Figure 7.9: Dynamic provisioning using Algorithm 3
7.4 Evaluation
In this section, we present results on the effectiveness of our dynamic provisioning methodology.
The experimental environment described in Section 5.4 is used in our evaluation. Briefly, the
environment consists of a two-tier implementation of the TPC-W benchmark deployed over two
VM’s, each hosted on a separate node. The processing capacity of a VM ranges from 5% to
100% of the capacity of a single CPU core at increments of 5%, resulting in NC = 20 levels of
capacities; these capacities are denoted by B1 = 5%, · · · , BNC = 100%. A load generator resides
164
on a third node and submits jobs to the web server in accordance with a two-state MMPP over
an operation interval of one hour.
The RCT table is populated in an oﬄine manner as described in Section 7.2. To populate the
RCT, one needs to define the set of arrival rates A. For Algorithms 1 and 2, A = {λ1, λ2}, where
λj is the arrival rate in MMPP state j, j = 1, 2. For Algorithm 3, A contains arrival rates ranging
from λ1 = λmin = 0.5 to λmax at increments of 0.5; λmax is the largest arrival rate for which the
optimization problem in Section 7.2 yields a feasible solution. In addition, for Algorithm 1, the
NRT table is populated oﬄine as described in Section 7.3. One also needs to determine the arrival
rate for the first service interval. Since the system is assumed to be empty at the beginning of the
operation interval (i.e., there is no backlog), the smallest member of A is taken as the estimate
of arrival rate for the first service interval.
We now present the evaluation procedures for our dynamic provisioning methodology based on
Algorithms 1, 2 and 3. Let NT = 3600 seconds / TU in seconds be the number of service intervals
in a one-hour operation interval. Also, let Cw,l and Cd,l be the web and database server capacities
estimated by our methodology for service interval l, l = 1, · · · , NT . The average capacity over







As in Chapters 5 and 6, let β′ be the fraction of jobs meeting the response time threshold x
over the one-hour operation interval. The deviation of β′ from the target probability, given by
e = β′ − β, and the average capacity Ca are used as metrics in our evaluation.
The details of evaluation procedures for our methodology based on Algorithms 1, 2 and 3 are
presented in Figures 7.10, 7.11 and 7.12, respectively. For convenience, we assume that for the
two-state MMPP, λ2 > λ1.
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Job arrivals
Start the load generator to submit jobs to the web server in accordance with an MMPP for
a duration of one hour.
Service interval 1
At the beginning of service interval 1
Retrieve capacity estimates Cw,1 and Cd,1 from the RCT using λ1 as index.
Deploy web and database servers on VM’s with capacities Cw,1 and Cd,1, respectively.
During service interval 1
Collect measurement data on the number of arrivals.
Collect measurement data on the response time of each departure.
Service intervals 2 to NT
for l = 2 to NT
At the beginning of service interval l
Use the procedure in Figure 7.4 to determine capacity estimates Cw,l and Cd,l.
if (Cw,l, Cd,l) 6= (Cw,l−1, Cd,l−1)
Adjust the capacity of the web and database VM’s to Cw,l and Cd,l, respectively.
endif
During service interval l
Collect measurement data on the number of arrivals.
Collect measurement data on the response time of each departure.
endfor
Metrics e and Ca
From measurement data on response time, determine β′, i.e., the fraction of jobs that meet
the response time threshold over the one-hour operation interval.





l (Cw,l + Cd,l).
Figure 7.10: Evaluation methodology for Algorithm 1
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Job arrivals
Start the load generator to submit jobs to the web server in accordance with an MMPP for
a duration of one hour.
Service interval 1
At the beginning of service interval 1
Retrieve capacity estimates Cw,1 and Cd,1 from the RCT using λ1 as index.
Deploy web and database servers on VM’s with capacities Cw,1 and Cd,1, respectively.
During service interval 1
Collect measurement data on the response time of each departure.
Service intervals 2 to NT
for l = 2 to NT
At the beginning of service interval l
Use the procedure in Figure 7.7 to determine capacity estimates Cw,l and Cd,l.
if (Cw,l, Cd,l) 6= (Cw,l−1, Cd,l−1)
Adjust the capacity of the web and database VM’s to Cw,l and Cd,l, respectively.
endif
During service interval l
Collect measurement data on the response time of each departure.
endfor
Metrics e and Ca
From measurement data on response time, determine β′, i.e., the fraction of jobs that meet
the response time threshold over the one-hour operation interval.





l (Cw,l + Cd,l).
Figure 7.11: Evaluation methodology for Algorithm 2
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Job arrivals
Start the load generator to submit jobs to the web server in accordance with an MMPP for
a duration of one hour.
Service interval 1
At the beginning of service interval 1
Retrieve capacity estimates Cw,1 and Cd,1 from the RCT using λ1 as index.
Deploy web and database servers on VM’s with capacities Cw,1 and Cd,1, respectively.
During service interval 1
Collect measurement data on the number of arrivals.
Collect measurement data on the response time of each departure.
Service intervals 2 to NT
for l = 2 to NT
At the beginning of service interval l
Use the procedure in Figure 7.9 to determine capacity estimates Cw,l and Cd,l.
if (Cw,l, Cd,l) 6= (Cw,l−1, Cd,l−1)
Adjust the capacity of the web and database VM’s to Cw,l and Cd,l, respectively.
endif
During service interval l
Collect measurement data on the number of arrivals.
Collect measurement data on the response time of each departure.
endfor
Metrics e and Ca
From measurement data on response time, determine β′, i.e., the fraction of jobs that meet
the response time threshold over the one-hour operation interval.





l (Cw,l + Cd,l).
Figure 7.12: Evaluation methodology for Algorithm 3
168
7.4.1 Parameter values
The three workloads in Table 5.3 are considered in our investigation. The default values of MMPP
parameters for each workload are shown in Table 5.4. Unless stated otherwise, these values are
used in our experiments. Consistent with the notation in Chapter 5, let (−qi)−1 be the average
sojourn time in MMPP state i, i = 1, 2. We assume that the average sojourn time is smaller in
MMPP state two than state one (i.e., smaller sojourn time at higher arrival rate). The values
of TU considered in our investigation are (−q2)−1, 2(−q2)−1 and (−q1)−1 + (−q2)−1; the first
two values are comparable to the average sojourn time in MMPP state two, and the last value is
the same as the average cycle time. We recognize that it is uncertain whether or not such TU’s
will be used by an infrastructure provider in the future. Our objective, however, is not to make
recommendations on TU sizes, but to explore whether dynamic provisioning would lead to cost
savings when TU is comparable to average sojourn time in an MMPP state. For TU’s that are
noticeably larger than the average sojourn time in an MMPP state, static provisioning can be
applied for resource provisioning purposes.
The values of x and β considered are 3 and 5 seconds, and 0.9 and 0.95, respectively. Our
methodology in Section 7.2 may require the computation of service time distribution. When
determining the service time CDF using the black-box approach, the number of jobs submitted
by the load generator (denoted by NJ) is set to 2000. When computing the response time CDF
for the M/PH/1 (FCFS) model, the upper bound on the number of jobs in system (denoted by
Nu) is set to 50. The optimization problem is solved by conducting the search three times, and
the best solution (i.e., the one with lowest capacity level) is taken as an approximation for the
global optimum.
A parameter denoted by  is included in Algorithm 2. Experiments are performed to determine
the impact of this parameter on the metrics e and Ca. In these experiments, the default values
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of MMPP parameters for Workload 1 are used. Each experiment is replicated five times, and
the presented results are in the form of the mean of the five replications. For each value of β,
two values of  are considered; these values are 0.02 and 0.04 for β = 0.9, and 0.02 and 0.03 for
β = 0.95.
The results for e and Ca for β = 0.9 are shown in Table 7.3. These results suggest that for
a given TU, the two values of e for  = 0.02 and  = 0.04 (and the respective values of Ca) are
quite similar. The largest observed difference between the two values of e is equal to 0.016 for
TU = 25 seconds, x = 5 seconds and β = 0.9. As to Ca, the largest difference, given by 3.4% of
the CPU capacity, is also observed at TU = 25 seconds, x = 5 seconds and β = 0.9. Based on
the above observations, for β = 0.9, only  = 0.04 is considered in subsequent experiments for
Algorithm 2.
Results for β = 0.95 are shown in Table 7.4. Again, it is observed that for a given TU, the
difference between the two values of e for  = 0.02 and 0.03, and the respective difference between
the values of Ca, are quite small, with the largest difference equal to 0.018 (for e) and 2.2% of the
CPU capacity (for Ca), both observed at TU = 25 seconds, x = 5 seconds and β = 0.95. Thus,
in subsequent experiments for Algorithm 2, we only consider  = 0.03 for β = 0.95.
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Table 7.3: Comparison of results for  = 0.02 and 0.04, and β = 0.9
TU = 5 seconds TU = 10 seconds TU = 25 seconds
 = 0.02  = 0.04  = 0.02  = 0.04  = 0.02  = 0.04
(x, β) e
(3, 0.9) 0.033 0.029 0.032 0.041 0.026 0.038
(5, 0.9) 0.02 0.012 0.012 0.013 0.009 -0.007
(x, β) Ca
(3, 0.9) 144 144.7 147.7 148.3 150.7 151.2
(5, 0.9) 117.2 117.7 123 124.9 127.4 130.8
Table 7.4: Comparison of results for  = 0.02 and  = 0.03, and β = 0.95
TU = 5 seconds TU = 10 seconds TU = 25 seconds
 = 0.02  = 0.03  = 0.02  = 0.03  = 0.02  = 0.03
(x, β) e
(3, 0.95) -0.005 -0.006 0 0.001 0.005 0.001
(5, 0.95) 0.008 0.011 0.008 0.006 0.012 -0.006
(x, β) Ca
(3, 0.95) 151.4 151.1 154.8 154.9 161.4 160.6
(5, 0.95) 135.4 135.3 140.2 140.1 145.7 147.9
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7.4.2 Results and discussion
In this subsection, we present our experimental results and discuss the effectiveness of our dynamic
resource provisioning strategy. Each experiment is replicated five times, and results presented for
e and Ca are in the form of the mean and 95% confidence interval.
Workload 1
In the first set of experiments, the MMPP parameters are set to the default values for Workload 1,
i.e., λ = 1 job/second, η = 25 seconds, γ = 0.25 and ρ = 3. With these values, the average sojourn
time in MMPP states one and two are (−q1)−1 = 20 and (−q2)−1 = 5 seconds, respectively. The








, and 25 seconds(
or (−q1)−1 + (−q2)−1
)
.
In Figure 7.13, e (the deviation from target probability) and Ca (the average capacity per
service interval) are plotted against TU for x = 3 seconds and β = 0.9; the corresponding results
for x = 5 and β = 0.9 are shown in Figure 7.14. Consider first the results for e. We observe
that when TU = 5 seconds, all three algorithms yield positive values of e, implying that the
performance target is met. When TU = 10 or 25 seconds, the performance difference of the three
algorithms becomes quite noticeable. This is illustrated in Table 7.5 where results for (i) the
number of cases where e is negative and (ii) the smallest and largest observed values of e (among
the six cases considered1) are shown for each of the three algorithms.
1The six cases correspond to the six combinations of values for TU and response time threshold x (TU = 5, 10
and 25 seconds, and x = 3 and 5 seconds).
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Figure 7.13: e and Ca vs. TU
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Figure 7.14: e and Ca vs. TU
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Table 7.5: Observations on e and σ
Algorithm
Number of cases where e < 0
min e max e min σ max σ
TU = 5 TU = 10 TU = 25
Algorithm 1 0 0 1 -0.033 0.074 16% 29%
Algorithm 2 0 0 1 -0.007 0.041 11% 29%
Algorithm 3 0 1 2 -0.090 0.066 20% 29%
The deviation of e from the ideal value of zero indicates inaccuracy in resource estimate.
Similar to results in Chapters 5 and 6, the sources of inaccuracy are as follows: (i) The M/PH/1
(FCFS) model is used to predict the response time distribution; (ii) the optimization problem
may return a local (instead of a global) optimum; (iii) VM capacities are defined in increments
of 5%; and (iv) the service time distribution is obtained via system measurement using a black-
box approach. For the dynamic provisioning strategy, the manner in which the arrival rates are
estimated, the assumption that adjustment in capacity at a decision point takes effect immediately
(i.e., zero provisioning delay instead of the 0.6 seconds discussed in Section 5.4.4), and the use of
steady-state response time CDF instead of the time-dependent results for small service intervals
are additional sources of inaccuracy.
Since e is positive for all three algorithms when TU = 5 seconds, we conclude that for the
parameter values considered, our dynamic provisioning strategy with Algorithms 1, 2 or 3 yields
acceptable results when TU is equal to the average sojourn time in MMPP state two (or the
state with higher arrival rate and shorter average sojourn time), despite the sources of inaccuracy
mentioned above. A positive value of e also indicates that an excessive amount of resources are
provisioned. For the dynamic provisioning strategy, results for the degree of over-provisioning
(defined in Section 5.5.3) are not available because it is not straightforward to determine, in an
empirical manner, the capacity allocation for each service interval such that the performance
target over the operation interval is met with minimal average capacity. Nevertheless, the largest
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observed values of e for TU = 5 seconds (0.05 in Figure 7.13 and 0.074 in Figure 7.14) are
similar to those observed for static provisioning in Chapter 5. We therefore feel that the levels of
over-provisioning for our dynamic strategy is not significantly different from that for the static
provisioning. Also, over-provisioning may not be undesirable because the extra capacity provides
protection against deviation from the expected workload.
For TU = 10 and 25 seconds, we observe that for Algorithms 1 and 3, e tends to decrease
with TU. Negative values of e are also observed for more cases. Among the five cases (out of 18)
where e is negative, four occur at TU = 25 seconds (i.e., when TU is equal to the average cycle
time). The results indicate that for the parameter values considered, Algorithm 2 is superior
to Algorithms 1 and 3 because in the worst case, the deviation from the target probability for
Algorithm 2 (given by 0.007) is significantly smaller than those for Algorithms 1 and 3 (given by
0.033 and 0.09, respectively). Furthermore, for Algorithm 2, e is observed to be rather insensitive
to changes in TU. With e being negative for three of the six cases considered, Algorithm 3 exhibits
the worst performance; it also yields the largest deviation of 0.09 from the target probability.
We next consider the results for Ca. We mentioned earlier that for static provisioning, the
capacity level for each service interval is the same as that obtained from the MMPP/PH/1 (FCFS)
model. Results for Ca for static provisioning are also plotted in Figures 7.13 and 7.14. We observe
that dynamic provisioning (with Algorithms 1, 2 or 3) yields lower required capacity than static
provisioning. This confirms our earlier remark that dynamic provisioning has the potential to
lead to savings in capacity. Let Cstatic and Cdynamic be the average capacity per service interval
for static and dynamic provisioning, respectively. To measure the saving in capacity, we define a





The smallest and largest savings in capacity (or σ) for those cases where the performance target
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is met (or e is positive) are also shown in Table 7.5. The capacity savings for Algorithm 1 are
16% and 29%, respectively. The corresponding values for Algorithms 2 and 3 are 11% and 29%,
and 20% and 29%. We feel that the savings in capacity are sufficiently significant to support
the conclusion that dynamic provisioning is effective in lowering the capacity requirement when
compared to static provisioning.
Results for β = 0.95, and x = 3 and 5 seconds are shown in Figures 7.15 and 7.16, respectively.
A summary of the values for e and σ is presented in Table 7.6. We again observe that when TU =
5 seconds (i.e., average sojourn time in MMPP state two), the performance of all three algorithms
are acceptable; the performance target is met in five of the six cases considered, and for the only
case where e is negative, the deviation from target probability is below 0.01. When TU = 10
or 25 seconds, Algorithm 2 consistently yields acceptable results; in only one case (out of four),
e is negative, and for this case, the deviation from target probability is below 0.01. Algorithms
1 and 3, on the other hand, result in three cases (out of four) with negative values of e and
significantly larger deviations from target probability (0.041 and 0.07, respectively). Given these
observations, we again conclude that for the parameter values considered, Algorithm 2 exhibits
superior performance compared to Algorithms 1 and 3. As to the average capacity, savings of
up to 30% can be observed. This again supports the conclusion that our dynamic provisioning
strategy is effective in reducing provisioning cost.
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Figure 7.15: e and Ca vs. TU
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Figure 7.16: e and Ca vs. TU
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Table 7.6: Observations on e and σ
Algorithm
Number of cases where e < 0
min e max e min σ max σ
TU = 5 TU = 10 TU = 25
Algorithm 1 0 1 2 -0.041 0.037 17% 22%
Algorithm 2 1 0 1 -0.006 0.011 11% 20%
Algorithm 3 0 1 2 -0.070 0.026 15% 30%
We next consider the case where the mean arrival rate λ is increased from 1 to 1.5 jobs/second.
In Figures 7.17 and 7.18, e and Ca are plotted against TU for β = 0.9, and x = 3 and 5 seconds,
respectively. The corresponding results for β = 0.95 are shown in Figures 7.19 and 7.20. For each
algorithm, 12 cases2 are considered, and a summary of the observed values of e and σ is presented
in Table 7.7. Similar conclusions as those for the case of λ = 1 job/second are drawn, namely,
Algorithm 2 exhibits consistently acceptable results for the range of TU’s considered, while the
performance of Algorithms 1 and 3 is acceptable when TU = 5 seconds, and deteriorates as TU
increases. The deviation from target probability, if any, is very small for Algorithm 2 (below
0.01), while that of Algorithms 1 and 3 reaches as high as 0.07 and 0.079, respectively. Capacity
savings of up to 27% are observed.
2The 12 cases correspond to the 12 combinations of values for TU, response time threshold x and target
probability β (TU = 5, 10 and 25 seconds, x = 3 and 5 seconds, and β = 0.9 and 0.95).
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Figure 7.17: e and Ca vs. TU
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Figure 7.18: e and Ca vs. TU
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Figure 7.19: e and Ca vs. TU
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Figure 7.20: e and Ca vs. TU
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Table 7.7: Observations on e and σ
Algorithm
Number of cases where e < 0
min e max e min σ max σ
TU = 5 TU = 10 TU = 25
Algorithm 1 0 2 4 -0.070 0.073 15% 20%
Algorithm 2 1 0 0 -0.002 0.030 8% 20%
Algorithm 3 0 3 4 -0.079 0.077 18% 27%
In our next set of experiments, the value of λ is reset to 1 job/second, and ρ is increased
to 5. Results for e and σ are obtained for TU = 5, 10 and 25 seconds, x = 3 and 5 seconds,
and β = 0.9 and 0.95; the total number of cases considered for each algorithm is again 12. The
observed trends are similar to those in Figures 7.13 to 7.20. We therefore do not present our
results in the form of graphs, and present a summary of the observed values of e and σ in Table
7.8. The conclusions are similar, i.e., for the range of TU’s considered, Algorithm 2 exhibits
better performance compared to Algorithms 1 and 3; the latter two algorithms perform well only
when TU is equal to the average sojourn time in MMPP state two (or five seconds). Capacity
savings of up to 36% are observed.
Table 7.8: Observations on e and σ
Algorithm
Number of cases where e < 0
min e max e min σ max σ
TU = 5 TU = 10 TU = 25
Algorithm 1 1 4 4 -0.270 0.034 25% 36%
Algorithm 2 1 0 1 -0.003 0.019 13% 34%
Algorithm 3 0 4 4 -0.167 0.063 22% 34%
Finally, we consider an MMPP with a longer average sojourn time at each state, specifically,
(−q1)−1 = 40 seconds and (−q2)−1 = 10 seconds. There is a corresponding increase in the values
of TU considered to 10, 20 and 50 seconds. The MMPP parameter values are λ = 1 job/second,
η = 50 seconds, γ = 0.25 and ρ = 3. A summary of the results for e and σ is shown in Table
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7.9. These results again lead to the conclusion that for the range of TU’s considered, Algorithm
2 is superior to Algorithms 1 and 3, and there is a noticeable cost saving compared to static
provisioning. Note that when TU is equal to 10 seconds, Algorithms 1 and 3 yield negative values
of e in, respectively, one and three of the four cases considered for each algorithm. However, the
worst case deviation from target probability is quite small, namely, 0.005 and 0.012 for Algorithms
1 and 3, respectively. We hence feel that Algorithms 1 and 3 still provide acceptable results when
TU is equal to the average sojourn time in MMPP state 2 (or 10 seconds).
Table 7.9: Observations on e and σ
Algorithm
Number of cases where e < 0
min e max e min σ max σ
TU = 10 TU = 20 TU = 50
Algorithm 1 1 3 4 -0.088 0.041 19% 29%
Algorithm 2 0 1 0 -0.001 0.038 11% 26%
Algorithm 3 3 4 4 -0.137 0.011 30% 30%
Workloads 2 and 3
In Tables 7.10 and 7.11, summaries of results for e and σ are presented for Workloads 2 and 3,
respectively. For each workload, the MMPP parameters are set to the default values. The values
of x, β and TU are set to 3 and 5 seconds, 0.9 and 0.95, and 5, 10 and 25 seconds, respectively.
The conclusions are similar to those drawn for Workload 1. Capacity savings of up to 54% and
33% are observed for Workloads 2 and 3. Among a total of 24 cases considered for the two
workloads, Algorithm 2 results in negative values of e in three cases, compared to 11 and 10 cases
for Algorithms 1 and 3, respectively. For two of the three cases where e is negative for Algorithm
2, the deviation from target probability is below 0.01. We also observe that for Algorithm 2, the
capacity saving is very small, i.e., 1%, in one case. Nevertheless, when both e and σ are taken
into consideration, our conclusion is that Algorithm 2 has the best performance over the range
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of TU values considered. We have conducted additional experiments for Workloads 2 and 3 as
those for Workload 1. These results are not presented as similar observations are made.
Table 7.10: Observations on e and σ
Algorithm
Number of cases where e < 0
min e max e min σ max σ
TU = 5 TU = 10 TU = 25
Algorithm 1 1 1 4 -0.077 0.042 24% 49%
Algorithm 2 0 0 0 0.001 0.053 7% 42%
Algorithm 3 0 1 3 -0.076 0.074 18% 54%
Table 7.11: Observations on e and σ
Algorithm
Number of cases where e < 0
min e max e min σ max σ
TU = 5 TU = 10 TU = 25
Algorithm 1 1 1 3 -0.063 0.048 20% 28%
Algorithm 2 2 1 0 -0.018 0.039 1% 16%
Algorithm 3 1 2 3 -0.036 0.027 24% 33%
7.5 Conclusion
In this chapter, we presented a dynamic strategy for resource provisioning. Our strategy requires
the estimation of job arrival rate for each service interval. Three algorithms to obtain an estimate
of the arrival rate were presented. We evaluated the effectiveness of our dynamic strategy for the
case where TU (or service interval) is comparable to the average sojourn time in an MMPP state.
The evaluation results indicate that our dynamic provisioning strategy has the potential to
meet a performance target with a lower capacity level than static provisioning. Among the three
algorithms used to estimate the arrival rate, Algorithm 2 consistently yields acceptable results
for the range of TU’s considered, while Algorithms 1 and 3 tend to perform well only when TU is
equal to the average sojourn time in MMPP state two (the state with the higher arrival rate and
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shorter average sojourn time). These results indicate that a performance-base algorithm (such as
Algorithm 2), which uses response time data for resource provisioning decisions, is more effective
than an algorithm which uses job arrival data, as in Algorithms 1 and 3.
In evaluation of our dynamic strategy with Algorithm 2, negative values of e were observed
in 10 of the 72 cases considered. The deviation from target probability, however, is small (i.e.,
less than 0.01 in nine cases and equal to 0.018 in one case). A negative e is an indication that
the average capacity per service interval (or Ca) is not sufficient to meet the performance target
over the operation interval. Similar to Chapter 5, experiments are performed to gain insight into
the increase in capacity in order to meet the performance target. Again, we select the web or
database VM for capacity increase based on the values of b¯w and b¯d (see Table 5.3). Capacity
increase is carried out at every decision point. Our results indicate that a capacity increase of
5% (i.e., the smallest amount defined by the target provider) is sufficient to meet the target in 8
of the 10 cases.
Our conclusion is that Algorithm 2 is the preferred algorithm for our dynamic provisioning
methodology. This algorithm uses a parameter . Determining the optimal value of , i.e.,
the smallest value to meet the performance target over the operation interval, is not practical.
However, our results indicate that for  = 0.02 and 0.04 when β = 0.9, and  = 0.02 and 0.03
when β = 0.95, the performance of Algorithm 2 is insensitive to the values of  considered.
Finally, for Algorithm 2, e is observed to be rather insensitive to changes in TU. This means
that our dynamic provisioning strategy with Algorithm 2 can be potentially effective when TU is
smaller than one hour, yet longer than the average cycle time of the MMPP. On the other hand,
given the trends observed in our evaluation, it is unlikely that Algorithms 1 and 3 would lead to
acceptable results for such TU’s. Evaluation of dynamic provisioning based on Algorithm 2 for
longer TU’s is left as future work.
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Chapter 8
Conclusion and future work
In this thesis, we investigated the problem of resource provisioning for a web application under
time-varying traffic. Queueing models were developed to determine the capacity requirement of
an application to meet a performance target in the form of Pr[response time ≤ x] ≥ β. Major
infrastructure providers such as Amazon, Google and Microsoft typically charge a resource on an
hourly basis. We therefore investigated resource provisioning for service intervals of length one
hour. Our work is concerned with the following three areas:
1. Identify a suitable traffic model to characterize job arrivals at a web application over a time
interval of one hour.
2. Develop resource provisioning strategies to determine the capacity requirement of an ap-
plication to meet a performance target over a time interval of one hour, and evaluate the
effectiveness of these strategies using an experimental system.
3. Explore potential benefits of charging for resources using smaller time units than one hour
in terms of savings in capacity (or cost) from the perspective of a subscriber.
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The rest of this chapter is organized as follows. In Section 8.1, we summarize our findings and
the contributions of this thesis. A description of research problems where further investigation
can be conducted is presented in Section 8.2.
8.1 Contributions
In Chapter 3, we focused on fine-scale time-variation caused by the session-based nature of
web traffic. We identified a suitable traffic model, namely, Markov-modulated Poisson process
(MMPP), that has the potential to characterize such variation, and evaluated the effectiveness
of this traffic model in the context of resource provisioning for web applications. Our evaluation
methodology entails extending an available tool called BURN to generate, in a systematic and
computationally efficient manner, a synthetic trace of job arrivals with a controlled level of time-
variation, and fitting an MMPP to this trace. Our evaluation results confirmed the effectiveness
of MMPP in modeling fine-scale time-variation in web application traffic. To the best of our
knowledge, this study is the first to successfully use MMPP as a traffic model in the context of
resource provisioning for web applications. We also proposed a variant of an available MMPP
fitting algorithm that has the desired property of robust performance in the presence of outliers.
We next considered the problem of resource provisioning for a two-tier web application for a
service interval of one hour. The first performance model is a single-server queue with MMPP
arrivals, PH service time and FCFS discipline (i.e., an MMPP/PH/1 (FCFS) model). Analytic
results for response time distribution of this model are used in an optimization problem to de-
termine the capacity required to meet a given performance target. In Chapter 4, we presented a
time-dependent analysis of the response time CDF of the MMPP/PH/1 (FCFS) model. These
results are new, and represent advancement to the state of knowledge in the field. However, the
computation of numerical results is prohibitively expensive. Numerical examples were presented
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for a selected number of cases; these examples suggested that for parameter values consistent with
those used in our investigation, the steady-state response time CDF is a good approximation when
the service interval has length one hour.
Resource provisioning based on steady-state results for the single-server model was investi-
gated in Chapter 5. As an alternative to results available in the literature, we developed an
analysis based on Markov chain which is more suitable for numerical computation. A proof that
the response time CDF of the MMPP/PH/1 (FCFS) model is of type PH was also presented.
This response time CDF is then used in an optimization to determine the capacity required to
meet the performance target. Our methodology is sufficiently general in the sense that it can be
applied to any capacity definition so long as (i) capacities can be ordered in terms of increasing
size and (ii) larger capacities are charged at higher rates. We evaluated the effectiveness of our
methodology using a two-tier implementation of the TPC-W specification where the client emu-
lator is set up to generate jobs in accordance with an MMPP. Our evaluation results indicated
that the performance target is met in a majority of cases, and when it is violated, the deviations
are small and can be corrected with a slight adjustment in capacity. Our results also indicated
that the degree of over-provisioning, if any, is not overly excessive. These results led to the impor-
tant finding that our methodology based on the single-server model is effective in predicting the
required capacity to meet a given performance target. We also studied the relationship between
MMPP parameters and required capacity. These results suggested that the required capacity
tends to increase with the arrival rate and traffic burstiness.
A two-stage tandem queue was investigated in Chapter 6. We first proved that under a
modest set of conditions, our methodology based on the two-stage tandem queue always yields
lower capacity estimates than the single-server model; this would lead to potential savings in
capacity. An extension of the steady-state analysis for the single-server model was developed
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to obtain the response time CDF of the two-stage tandem queue. This CDF was then used in
an optimization problem to predict the capacity requirement. Through experiments based on
the TPC-W benchmark, we observed that the two-stage tandem queue does indeed yield lower
capacity estimates, yet due to the assumptions made in the development of the methodology,
these capacity estimates lead to violations of the performance target in a significant number
of cases. We therefore concluded that between the two models, the single-server model is the
preferred model for resource provisioning.
In Chapter 7, we investigated a scenario where an infrastructure provider uses smaller TU’s
than one hour for pricing purposes, and explored resource provisioning strategies for such service
intervals. We focused on TU’s that are comparable to the average sojourn time in an MMPP
state. An operation interval of one hour was divided into multiple service intervals; each has
length one TU. A dynamic provisioning strategy was developed where at a decision point, an
estimate of the arrival rate is used as input to the M/PH/1 (FCFS) model to determine the
required capacity such that the performance target is met over the upcoming service interval.
Three algorithms to obtain an estimate of arrival rate were considered. Our evaluation results
showed that for the range of TU’s considered, our dynamic provisioning strategy has the potential
to meet the performance target with smaller average capacity (or lower cost) compared to that
obtained using the MMPP/PH/1 (FCFS) model in Chapter 5. We also found that among the
three algorithms for estimating the arrival rate, an algorithm that takes advantage of advance
knowledge that traffic is MMPP and uses performance data instead of number of job arrivals to
estimate the arrival rate has the best performance. This algorithms also exhibited robustness in
terms of acceptable performance over the complete range of TU’s considered. It is also a good
candidate for dynamic provisioning for larger values of TU.
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8.2 Future work
We identify the following research problems where further investigation can be conducted in the
future:
8.2.1 Time-varying traffic
Our work in Chapter 3 to evaluate the effectiveness of MMPP as traffic model entails generating
a synthetic trace with a controlled level of time-variation. We extended an available tool called
BURN to generate the synthetic trace; in this tool, time-variation is quantified in terms of the
overdemand metric, which can be viewed as the tendency to keep one or more resources busy
for a continuous period of time. We recognize that time-variation can be quantified in terms
of other measures such as index of dispersion. MMPP is a versatile traffic model in the sense
that the number of states can be aptly augmented to represent a diverse range of traffic patterns.
Investigation with other measures of time-variation and other methods of generating the synthetic
trace would provide additional evidence that MMPP is a suitable model for fine-scale time-
variation.
8.2.2 Three-tier architecture
Throughout this thesis we focused on resource provisioning for a two-tier architecture, i.e., a web
server and an application server consolidated in one machine, and a database server hosted by a
second machine (each machine represents a tier). An interesting extension to our work would be
a three-tier architecture where the web and application servers are hosted by separate machines
(or tiers). This extension would require the modification of the optimization problem so that the
search is conducted over the three-dimensional space (Cw, Ca, Cd) representing the capacities of
the web, application and database servers, respectively. A suitable queueing model is a three-
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stage tandem queue. However, the computation requirements for a model with three-dimensional
state space is likely to be prohibitively expensive. Of interest is whether the approach presented in
Chapter 5 where the three tiers are represented by a single-server model would result in accurate
estimates of the required capacity.
8.2.3 Multiple applications
Another interesting extension to our work is the problem of resource provisioning for multiple
applications. Each application has a different workload and performance target. The total amount
of resources required may be reduced by organizing the applications into groups and provisioning
the capacity at the group level (instead of the application level). For example, for the case of two
applications, the two possible groupings are:
1. Provisioning resources for each application separately; in this case, there are two groups,
each having one application.
2. Pooling the two applications together and provisioning resources for the application mix;
in this case, there is one group with two applications.
For groups with one application, the MMPP/PH/1 (FCFS) model can be used directly to de-
termine the required capacity. For groups with two or more applications, the aggregate arrival
process is MMPP because it is the superposition of two or more MMPP’s. The service time
distribution is PH because it is a weighted sum of two or more PH distributions. Therefore,
the MMPP/PH/1 (FCFS) model can be used. Each application grouping yields a different total
required capacity to meet the performance target of all the applications. Of interest is to develop
guidelines for application grouping such that the total capacity (or cost) is minimized.
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8.2.4 Infrastructure providers
In our investigation, we focused on the provisioning of one resource only, i.e., the CPU. In-
frastructure providers such as Amazon, on the other hand, organize an array of resources (e.g.,
CPU, memory and non-volatile storage) into packages (or instance types). These packages are
charged for hourly usage according to a pricing policy. In our resource provisioning methodolo-
gies, the definition of capacity is quite generic; it is therefore suitable for resource provisioning
for a broad range of operating environments. A comprehensive evaluation of our resource pro-
visioning methodologies on computing environments governed by different pricing policies and
platform setups would provide valuable insights into cost/performance trade-offs offered by vari-
ous infrastructure providers. In addition, resource packages are typically VM’s sharing a physical
infrastructure. A related research problem is the evaluation of our methodologies on such plat-
forms where several VM’s contend for the underlying infrastructure.
8.2.5 Dynamic provisioning with Algorithm 2
In Chapter 7, we considered TU’s which are comparable to the average sojourn time in an MMPP
state. We observed that Algorithm 2, i.e., a performance-based algorithm with the advance
knowledge that traffic is MMPP, led to consistently acceptable performance for the range of
TU’s considered. We feel that this algorithm would potentially perform well for a wider range of
TU’s. A selected number of experiments with default MMPP parameters for Workload 1 were
conducted; in these experiments, x = 3 and 5 seconds, β = 0.9 and 0.95, and TU = 60, 120 and
300 seconds. These TU’s are significantly longer than the average sojourn time in MMPP state
two (or 5 seconds). Our evaluation results indicated that the performance target is met in all of
the 12 cases; the smallest and largest observed values of e are 0.002 and 0.046, and the smallest
and largest values of σ are 6% and 18%, respectively. These preliminary results are encouraging.
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aj The arrival time of the j
th job at SS or TN
b The total service time of a job at the web and database servers
bd The total service time of a job at the database server
b¯d
The average service time on the database server when Cw =
Cd = BNC
bd(j) The service time of the j
th database call
bw The service time of a job at the web server
b¯w
The average service time on the web server when Cw = Cd =
BNC
c(Bj) The cost of obtaining Bj for one TU
d The service time of a job
d¯ The average service time of a session
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dj1 The service time of the j
th job at the first stage of TN
dj2 The service time of the j
th job at the second stage of TN
e = β′ − β
eij
The probability that the next session is from BMj given that
the current session is from BMi
f(·) The job-level service time CDF in MMPP trace
fi(·) The job-level service time CDF for BMi
gi(·) The session-level service time CDF for BMi
h(y) The instantaneous service completion rate
kmax The upper bound on k dimension in k-v grid
n¯i The average session length for BMi




qij The transition rate from MMPP state i to MMPP state j
rij(y, k, x, v, t)
the joint probability that (i) there are v ≥ 0 arrivals in
(t0, t0 + t), (ii) MMPP state at t0 + t = j, and (iii) the
unfinished work in the system immediately after t0 + t ≤ x,
given that (i) the MMPP state at t0 = i, (ii) there are k ≥ 0
jobs in the system at t0, and if k ≥ 1, the first job has been
served for y ≥ 0 (for k = 0, the only valid value for y is zero),
(iii) and there is an arrival at t0 + t
r(x) The steady-state response time CDF
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r(x, T )
The time-dependent response time CDF of the MMPP/PH/1
(FCFS) model
re1 The relative error between C and C
′
re2 The relative error between β and β
′
sk0
The transition rate from PH transient phase k to absorbing
state 0
skl
The transition rate from PH transient phase k to transient
phase l
sm,k0
The transition rate from PH transient phase k to absorbing
state 0 at stage m (= 1, 2)
sm,kl
The transition rate from PH transient phase k to transient
phase l at stage m (= 1, 2)
t0 The beginning of a time interval
tj The departure time of the j
th job from TN
tmax The upper bound on t dimension in t-y grid
vmax The upper bound on v dimension in k-v grid
x The response time threshold
xlj The service time of the j
th job of the lth session
yl The session-level service time of the l
th session
ymax The upper bound on y dimension in t-y grid
zi(·) The think time pdf for BMi
A A set consisting of the arrival rate estimates
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A(n, k)
The steady-state probability of being in state (n, k) of the
Markov chainMS (M = 1) from the perspective of an arrival
A(i, n, k)
The steady-state probability of being in state (i, n, k) of the
Markov chain MS from the perspective of an arrival
A(i, n1, k1, n2, k2)
The steady-state probability of being in state (i, n1, k1, n2, k2)
of the Markov chain MT from the perspective of an arrival
B The set containing all the available capacities




The server capacity to meet a performance target when jobs
are submitted in accordance with the synthetic trace
C ′ The server capacity to meet a performance target when jobs
are submitted in accordance with the MMPP trace
Ca The average capacity per service interval
Cavg The average of Cmin and Cmax
Cd The capacity of the database server
Cd,l The capacity of the database server in service interval l
Cdynamic The average capacity from dynamic provisioning
Ce The optimal total capacity obtained from experiment
Cmax The upper bound on C or C
′
Cmin The lower bound on C or C
′
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Co
The optimal total capacity obtained from the optimization
problem
Cstatic The average capacity from static provisioning
Cw The capacity of the web server
Cw,l The capacity of the web server in service interval l
D A diagonal matrix with 11−ψi(0,T ) ’s on the main diagonal
E The policy matrix computed by BURN
F (y) The service time CDF
Gn,k(x) The CDF of the time to absorption of M′S from state (n, k)
Gn1,k1,n2,k2(x)
The CDF of the time to absorption of M′T from state
(n1, k1, n2, k2)
H(y, k, x)
the probability that the unfinished work immediately after
t0 ≤ x, given that there are k+ 1 jobs in system at t0, and if
k ≥ 1, the first job has been served for y ≥ 0
I The identity matrix
Ix(y) =
{
1 y ≤ x
0 y > x
IDC The index of dispersion for counts
K The number of PH transient phases
L The number of sessions
Ll The number of jobs in the l
th session
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M The number of MMPP states
MR The number of regions the synthetic trace is divided into
MS The Markov chain representing the MMPP/PH/1 (FCFS)(or M/PH/1 (FCFS)) model
M′S
The Markov chain derived from MS after cutting off the
arrival process
MT The Markov chain representing the two-stage tandem queue
M′T
The Markov chain derived from MT after cutting off the
arrival process
N The number of input benchmarks
Nb The number of database calls by a job
NC The number of available capacities
NJ The number of jobs
NRi
The number of observed arrival rates falling into region
(δi+1, δi]
Nt The number of arrivals in a time interval of length t
NT The number of service intervals in the operation interval
Nu The upper bound on the number of jobs in system
NRT The number of arrivals to arrival rate look-up table
OV The degree of over-provisioning
P (n, k)
The steady-state probability of being in state (n, k) of the
Markov chain MS (M = 1)
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P (i, n, k)
The steady-state probability of being in state (i, n, k) of the
Markov chain MS
P (i, n1, k1, n2, k2)
The steady-state probability of being in state (i, n1, k1, n2, k2)
of the Markov chain MT
Q The MMPP transition rate matrix
R(y, k, x, v, t) A square matrix with entries rij(y, k, x, v, t)
RSS A random variable denoting the response time of the single-
server model
RTN A random variable denoting the response time of the two-stage tandem queue
RCT The rate to capacity look-up table
S The PH transition rate matrix
SS The single-server model
TN The two-stage tandem queue
TU The minimum time unit for charging of resources
V
A random variable denoting the number of arrivals over a
service interval
X A sample of service times for the single-server model
Xd A sample of job service times at the database server
Xi A sample of job-level service times for BMi
Xw A sample of job service times at the web server
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Yi A sample of session-level service times for BMi
α The session mix in the synthetic trace
αi The fraction of sessions from BMi in the synthetic trace
β The target probability
β′ The fraction of jobs meeting the response time threshold ob-
tained from experiment
β∗ A temporary variable denoting the fraction of jobs meeting
the response time threshold x
γ
The ratio of the average sojourn time in MMPP state two to
that in MMPP state one
δi The boundary line between regions i and i− 1
δij The Kronecker delta function
δ¯ij = 1− δij
 A small positive number
ζ The PH initial probability distribution
ζk The probability that PH initial phase is k
ζm,k The probability that PH initial phase at stage m (= 1, 2) is k
η The average cycle time
θi The long-term fraction of time spent in MMPP state i
κ A constant used in the definition of cost function
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λ The mean arrival rate
λ∗ The smallest member of A which is ≥ λ
λij The j
th observed arrival rate in region (δi+1, δi]
λj The arrival rate in MMPP state j
λmax The maximum arrival rate
λmin The minimum arrival rate
λsess The session arrival rate
ξi The average of two boundaries of region (δi+1, δi]
τj The departure time of the j
th job from SS
pi A row vector with elements pii
pii The probability that initial MMPP state is i
ρ
The ratio of the arrival rate in MMPP state two to that in
MMPP state one
σ The saving in capacity
φ The overdemand metric
φmax The maximum achievable value for overdemand
φmin The minimum achievable value for overdemand
ψi(v, t)
The probability that there are v ≥ 0 arrivals in [t0, t0 + t],
given that the MMPP state at t0 is i
ωi The fraction of jobs from BMi in the synthetic trace
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Λ A diagonal matrix with λj ’s on the main diagonal
Φ
A random variable denoting the estimated MMPP state at a
decision point
Ψ(v, t) A column vector with entries ψi(v, t)
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