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Summary 
Peer-to-peer (P2P) content sharing applications account for a significant fraction of the traffic 
volumes and is expected to increase [1]. Data is distributed to a large population of end client 
peers from end source peers in P2P systems, without the need for big investments to deploy 
servers. The costs of the content distribution are thus shared among end users and Internet service 
providers (ISPs). Consequently, negative impacts, such as increased inter-ISP traffic in particular, 
have become critical issues that need to be kept low, due to that most popular P2P protocols are 
not designed to be aware of network topology. On the other hand, substantial access burden at 
source peers’ side can be increased due to their limited uploading bandwidth capacities, compared 
to the massive data demand. The top-level technical objectives of this work are thus to 1) achieve 
optimised usage of network resources through reducing P2P content traffic, and at the same time, 
2) to provide enhanced network support to P2P applications.  
Specifically, we address the above issues in mainly two ways: 
First, in order to reduce the P2P traffic load especially over the costly inter-ISP links, we propose 
an advanced hybrid scheme for peer selections across multi-domains, by promoting cooperation 
and non-cooperation among adjacent ISPs. An analytical modelling framework is developed for 
analysing inter-domain peer selection schemes concerning ISP business policies. Our analytical 
modelling framework can be used as a guide for analysing and evaluating future network-aware 
P2P peer selection paradigms in general multi-domain scenarios. 
Second, with the concern of improving service quality for P2P users in terms of content access 
delay and transmission delay, we propose an intelligent in-network caching scheme enabled by 
Information-Centric Networking (ICN). A simple analytical modelling framework is developed to 
quantitatively evaluate the efficiency of the proposed in-network caching policy. 
We further design an ICN-driven protocol for the efficient P2P content delivery with in-network 
caching support. Bloom Filter (BF) techniques are adopted to save cache space and also to reduce 
communication overhead. A P2P-like content delivery simulator with In-network caching 
functionalities is built, with which extensive simulation experiments are conducted to validate the 
analytical results and to further prove the efficiency of the proposed caching scheme.  
 
Key words: P2P systems, peer selection algorithms, in-network caching, information-centric 
networking, analytical modelling, Markov chain.  
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Chapter 1 
Introduction 
This thesis focuses on the issue of increased inter-/intra-ISP traffic incurred by overlay content 
traffic, especially by Peer-to-Peer (P2P) content delivery, and three different approaches are 
proposed and evaluated to address the issue. They provide insights into the 1) guide for analysing 
and evaluating network-aware P2P peer selection paradigms in general multi-domain scenarios, 
and 2) provisioning strategies on content routers’ caching resources for supporting in-network 
caching of P2P content chunks in dynamic environments. 
1.1 Background 
P2P applications, including off-line content distribution, such as file sharing (e.g., BitTorrent [99], 
etc.) and also video stream live (e.g., PPLive [98], etc.), are popular among Internet subscribers 
and are one of the major reasons cited by Internet users to update their accesses, which is also a 
large revenue gained by network providers. At the same time, they impose a huge pressure for 
Internet service providers (ISPs). The rational is that ISPs mainly deal with traffic engineering  
(TE) issues that try to maintain efficient routing to minimize congestion, while P2P systems build 
up overlay routing agnostic of underlying network topology and routing. This mismatch in 
objective between the two layers leads to contention for limited physical resources and 
subsequently, the increment of intra-ISP traffic and costly cross-ISP traffic. To this end, the tussle 
between P2P and ISPs has raised great concerns on addressing the issue of how to achieve 
efficient utilization of Internet network resources and at the same time, desirable service qualities 
for users. Both network providers and P2P applications from their respective perspective have 
considered solutions to mitigate this conflict. Our work focuses on such issue and tries to provide 
effective solutions on reducing increased inter-/intra-ISP traffic and enhancing P2P users’ 
downloading experiences at the same time.  
Specifically, with concerns on the increment of inter-ISP P2P traffic, ISP-friendly approaches 
towards P2P traffic is our focus, which is able to achieve the trade-off between the business 
benefits for ISPs and desirable service qualities for P2P client peers. We aim to provide network-
aware services for P2P protocols, in order to make efficient peer selections that could also benefit 
for the ISPs. With the guide of the prioritized peer selection supported from underlay, P2P 
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systems can serve end client peers with greater downloading experiences by providing a list of 
peer candidates in proximity other than resorting to peer sources located at remote ISPs. From the 
ISP’s perspective, costly transit traffic can be avoided if content demands can be more satisfied at 
source peers residing at local ISP, reciprocal peering ISPs or customer ISPs.  
As far as the increment of intra-ISP P2P traffic is concerned, deploying caches at edges of ISPs 
that hold popular content replicas has been an effective solution. The access burden at source 
peers can be greatly relieved as well if content demands can be satisfied at local caches. On the 
other hand, traditional P2P content caching is usually deployed as an overlay commercial service 
designed for one particular traffic class. Cache locations are often predetermined, and cached 
content items are normally selected/updated by a central server. As a result, conventional P2P 
caches are not flexible enough to be able to reflect real-time content demands from end users. In 
comparison, the recently emerged proposition of Information- or more specifically Content-
Centric Networking (ICN/CCN) [13][14] is regarded as a desirable method to be able to provide 
more efficient content delivery, which can effectively reduce traffic redundancy through caching 
inside network elements (or the in-network caching). We aim to explore and design an efficient 
in-network caching protocol, with special concerns on P2P content delivery. Such intelligent 
provisioning strategy on content routers’ cache resources is able to promote the diversity of 
content distribution over the network. By doing so, most content demands can be satisfied within 
a network. 
1.2 Research Objectives  
The goal of the research described in this thesis is to 1) optimise network resource usage by 
means of reducing the P2P traffic load over the underlying network, especially the costly cross-
ISP traffic, and at the same time, to 2) improve the service quality for P2P users in terms of 
content access delay and transmission delay, benefited from intelligent in-network content 
caching functions enabled by Information-Centric Networking (ICN) [13],[14]. This can be 
divided into several sub-goals.  
First, we aim to develop a theoretical framework to quantify the P2P peer selection strategies 
across multiple autonomous domains, in order to provide an accurate method to understand the 
fundamental design criteria of collaborative ISP-P2P mechanisms in the research community. We 
consider the issue of how to enable efficient peer selections across multi-domains, with awareness 
of ISP business relationships. In addition, with coexistence of cooperative and non-cooperative 
behaviours among different ISPs for peer selections, a compromise approach is proposed 
considering such complexity.      
Chapter 1. Introduction 
 
3 
Second, we aim to holistically address research challenges related to in-network caching of 
chunk-based P2P content delivery. With the objective of assuring caching efficiency and content 
distribution quality, the decision-making logic at individual content routers (CRs) needs to be 
intelligent rather than content-blind. For this purpose, a series of important context information 
can be taken into account for caching decision-making, concerned from both the underlying 
network as well as the P2P content itself. An uncoordinated network scenario is our starting point 
to explore an independent decision-making logic at individual CRs of passing-through P2P 
content chunks. The aim of such independent caching policy is to achieve desirable caching 
performance by selective caching of passing-through content chunks.  
Third, we aim to eliminate cache redundancy in ICN by reducing duplicate caching among nearby 
CRs, so as to promote diverse content distribution in the network. As analysed in this work, even 
under a selective caching policy at individual CRs, heavily duplicate caching, especially between 
nearby CRs, can still exist and may consume massive cache space. In order to reduce the cache 
redundancy and achieve the diversity of content distribution in the network, a locally coordinated 
caching policy is regarded as a desirable solution. However, the communication overhead due to 
cooperation among multiple CRs, or the scalability issue, needs to be carefully taken into account. 
The main purpose of cooperative caching is to reduce cache redundancy. And thus a concern may 
arise that whether a cooperative caching policy (for eliminating cache redundancy purpose only) 
can still achieve desirable caching performance, such as high cache hits, as compared to the 
independent caching. In addition, if the cooperative caching policy can further offer content 
routers to explicitly direct incoming requests to a neighbour (or the cooperative request 
forwarding), which has already cached the chunk, the performance gains are another concern. 
1.3 Research Challenges 
Overlay applications, especially P2P applications, have generated large volumes of traffic and 
account for a significant portion of Internet traffic [1]. In particular, data is contributed and 
consumed at a large population of end peers in P2P systems, saving big investments to deploy 
servers. Namely, the costs of the content distribution are shared among end users and ISPs. 
Consequently, negative impacts, such as increased inter-ISP traffic in particular, have become 
critical issues that need to be kept low, due to that most popular P2P protocols are not designed to 
be aware of network topology. As a result, unexpected extra economic cost of ISPs is incurred for 
the large amount of transit traffic, especially for lower level of ISPs (tier-2 and tier-3 ISPs), which 
are usually charged by their transit traffic providers. On the other hand, substantial access burden 
at source peers’ side can be increased due to their limited uploading bandwidths capacity, 
compared to the massive data demand.  
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The tussle between ISPs and P2P systems is becoming more and more severe with the continuous 
growth of P2P traffic volume. And the issue of increased inter-/intra-domain traffic is addressed 
in mainly two ways by the research community: a) by providing proximity-aware services for P2P 
protocols to make efficient peer selections that could also benefit for the ISPs, and b) by 
deploying commercial caches for P2P traffic at local ISPs, to serve remote content demands 
locally. The two approaches are from different angles, yet they both share the same target of 
reducing inter-/intra- ISP traffic and can achieve desired performance gains for both users and 
networks.  
Within the research of exploring efficient peer selection schemes, coordination between ISPs and 
P2P networks [2]-[5] has been proposed as an efficient approach, by reducing substantial cross-
ISP traffic while retaining desired P2P users’ Quality of Experiences (QoE). The basic idea is to 
provide a list of optimised peer candidates in proximity to each client peer from the local 
underlying network, by taking into account the context information provided by overlay-underlay 
collaboration. Such an approach is often known as the locality-aware strategies. A collaboration 
entity located inside each ISP executes a peer ranking procedure for enabling prioritized peer 
selection, by collecting relevant context information of the local underlying network topology for 
locality-aware peer selection operations. Such locality-aware peer selection is promoted in the 
research community, e.g. the ALTO framework proposed in IETF [6].  
It is worth mentioning that, current research efforts in the context of peer selections mainly focus 
on the environment of intra-ISP peer selection strategies, while how to enable larger-scale 
collaborations across multiple autonomous ISP networks has still not yet been comprehensively 
addressed in general. In particular, traditional locality-aware approaches, referred to the non-
cooperative strategy in this work, mainly promote to select peers within the same network if 
sufficient peers can be identified and otherwise, potential peers in remote autonomous systems 
(ASes) with the shortest AS-hop are selected. However, under the non-cooperative peering 
strategy, external peers are selected from remote domains without distinguishing between inter-
domain paths regarding the diversity in business relationships among ISPs. A few works have 
been proposed recently suggesting that ISP business relationships should be taken into 
consideration in order to encompass the economic benefits of ISPs [15]-[17], referred to as the 
ISP policy-aware strategy (or cooperative strategy in this work). While these approaches can 
effectively mitigate ISP costs among different inter-domain links, they are barely based on the 
hypothesis of an ideal all-cooperative environment while there is still a lack of analytical 
evaluations. On the one hand, it is difficult to practically enable such ideal cooperative behaviours 
for all ISPs in practice, since some ISPs may not be willing to participate due to various reasons, 
such as different operational objectives, or simply privacy issues. In this case, a non-cooperative 
peering strategy is more applicable. On the other hand, even if there are incentives for such 
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collaboration, potential risks can still exist that P2P traffic can be centralized over a small number 
of inter-ISP links under the ISP business promotion scenario. As such, costly transit P2P traffic 
can be alternatively redirected to free peering links in order to maintain ISPs’ profits. While this 
can be effective, the free agreement between ISPs can be challenged due to non-reciprocal 
benefits received regarding unbalanced traffic exchanged. In addition, congestions on critical 
inter-domain links can be incurred and in turn, users’ perceived service quality can be deteriorated 
as well [18]. Given the increasing complexity of the Internet topology due to coexistence of 
cooperative and non-cooperative behaviours among different ISPs, peering and sibling operations, 
efficient peer selections in the inter-domain scenario have become more and more challenging for 
performance enhancement on both the service’s side and the network’s side. 
As such, within the research of exploring efficient peer selection schemes, one important research 
issue that has so far received few attentions is how the business relationships between ISPs have 
impact on the peer selection efficiency in multi-domain environments. Concerning benefits and 
potential issues of ISP business relationships for peer selection across multi-domains, we propose 
in this work a combination of non-cooperative and cooperative peering scheme that can achieve 
the efficiency for both network providers and P2P users. 
Apart from promoting coordination between ISPs and overlay P2P systems, ISPs also proactively 
search for P2P-friendly solutions other than charging, rate throttling or blocking, etc., in order to 
effectively reduce the costly inter-domain traffic. Solutions, such as deploying P2P caches at the 
edge of a network domain, have proven their effectiveness in reducing the increased inter-domain 
traffic [7][8]. By storing popular contents at local ISP, transit traffic can be saved by satisfying 
demands at local P2P caches [9]. In addition, research works also consider how to enable a wide 
interaction among multiple cached deployed in different ISPs. [11] proposed a cache-to-cache 
scheme to enable collaboration between caches deployed by peering ISPs, in order to decrease 
transit traffic if insufficient peers identified locally. Such research works show the effectiveness 
of considering ISP business relationship into the concern of P2P traffic localization, as also 
promoted by [12]. However, there are research works [10] with concerns that caching can lead to 
increased transit traffic in certain scenarios if the stored content items not carefully selected.  
Nevertheless, conventional P2P content caching is more deployed as an overlay-dependent 
service rather than an inherent network capability. In order to provide more efficient content 
delivery in the Internet and reduce traffic redundancy, Information- or more specifically Content-
Centric Networking (ICN/CCN) [13],[14] has been therefore proposed recently as an desirable 
method to relieve the above issues through caching inside network elements, e.g., at cache-
enabled routers. A key feature of ICN/CCN is that content objects can be cached within the 
network for local access by future interested clients. On the other hand, given the limited capacity 
of network devices, the management of content distribution among caches at the router side, or 
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the in-network caching becomes crucial. Current in-network caching schemes mainly focus on  
generic client-server based paradigms, while how in-network caching operates for chunk based 
P2P content has not yet been addressed in the literature. In particular, content chunks in P2P 
applications are delivered to client peers from a number of source peers in parallel, rather than 
from a single always-on server in the CDN scenario. Due to the fact that content chunks are 
contributed by multiple source peers rather than a single server, selfish behaviours of peers may 
lead to unexpected churns, resulting in unstable availabilities of demanded content objects that 
may deteriorate users’ perceived service quality. As such, more “unselfish” in-network caching 
can be intuitively regarded as a useful approach to mitigate such adverse effects. 
In the context of in-network caching, one critical research issue is how to distribute P2P contents 
efficiently among content routers in the network, so as to reduce the traffic volumes over the 
network and to improve the downloading experiences for client peers at the same time. Such 
efficient in-network P2P caching policy can enable diverse distribution of P2P data over the 
network, which can solve the data item availability issue in particular for P2P contents.  
1.4 The Contributions of the Thesis 
The technical contributions from this work can be summarised as follows. 
1) This work develops a generalized analytical modelling framework for efficient peer selection 
designs in a multi-domain network environments, based on which the most concerned metrics are 
derived, regarding the network efficiency and utilities considering from both P2P users’ and ISPs’ 
aspects. 
2) Based on the stochastic model, an advanced hybrid peer selection scheme is proposed by taking 
into account both cooperative and non-cooperative behaviours in accordance with practical 
network scenarios. Such hybrid peer selection is able to achieve great efficiency for both ISPs and 
P2P users, by combining both cooperative and non-cooperative peering schemes. In particular, the 
proposition is able to reduce significant inter-ISP traffic by incorporating ISP business 
relationships. The practicality deployment of the proposed hybrid peer selection scheme is also 
discussed and possible issues are considered as well. 
3) An independent (or uncoordinated) in-network P2P caching policy is proposed, with special 
concerns on P2P content chunk availability issue. Such independent scenario takes into account a 
variety of context information for enabling locally intelligent caching decision at individual CRs, 
including chunk popularity/availability and caching capacity, etc. A dedicated mathematical 
model based on a single content router is developed to analyse such content management at 
individual CRs. We show by analytical modelling and also by extensive simulation experiments 
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that, the proposed caching policy can achieve desirable performance in comparison to other native 
in-network caching policies. Additionally, we also show that contrary to CDN scenarios, a 
popularity-based P2P caching policy achieves less performance gains under certain conditions, as 
compared to the native universal caching.  
4) A locally coordinated in-network P2P caching policy is proposed based on the independent 
caching policy. With coordinated caching, individual CRs can make caching decisions not only 
based on local information, but also with awareness of caching states of nearby CRs’. 
Furthermore, the coordinated caching also promotes cooperative request forwarding, wherein 
content demands not able to be served at local cache can be forwarded to neighbouring CRs. As 
such, traffic redundancy can be further reduced. Concerning the scalability issue, the Bloom Filter 
(BF) technique is adopted for the aggregation of information for cached items at CRs and also for 
information exchange between adjacent CRs. A multi-router modelling is developed based on the 
single router model, in order to investigate the cache redundancy and the diversity of content 
distribution among neighbouring CRs. Numerical results as well as simulation experiments show 
that great cache redundancy can be reduced compared to independent caching. And at the same 
time, cache hits can be further improved, leading to considerable reduction of traffic redundancy 
over the network.  
5) We have built a P2P simulator based on NS-3 and performed extensive simulation experiments, 
in order to evaluate the performance of the proposed in-network P2P caching policies. The 
simulation results validate conclusions from the analytical models, and further confirm improved 
performance gains under the proposed caching policies. 
1.5 Organization 
The rest of the thesis is organized as follows. Chapter 2 provides background on the approaches of 
alleviating the increased P2P traffic over inter-ISP links, and also discusses existing in-network 
caching techniques in the context of ICN. Chapter 3 proposes the hybrid peer selection scheme 
across multi-domains. Chapter 4 proposes the independent in-network P2P caching policy. 
Chapter 5 proposes the locally coordinated in-network P2P caching policy. And finally Chapter 6 
summarizes our main results and discusses the directions for future work.   
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Chapter 2 
Related Work 
In this chapter, we review related works focusing on the tussle between ISPs and P2P applications, 
aiming to have a better understanding on the state of art of recent representative approaches. 
Specifically, we survey related works from two main concerns: the issue of increased costly inter-
ISP traffic incurred by P2P-based content delivery; and inherent network support to P2P 
applications through in-network caching. The pros and cons of approaches of both scopes are also 
discussed. 
2.1 ISP-P2P Interactions  
The Internet is composed of thousands of ISPs networks known as domains or autonomous 
systems (ASes). In general, there are two main types of relationships between neighbouring ISPs: 
1) customer-provider, where one ISP pays the other to carry its traffic, and 2) free peering, where 
two ISPs freely exchange traffic between each other without specific payment, as roughly equal 
volumes of traffic flow between their networks. According to common inter-domain routing 
policies that are driven by business relationships between ASes, customer routes are preferred 
over routes via peering and provider routes [19]. Only local traffic, which is the traffic between 
the peering ISPs and their respective customer ISPs, can be exchanged over the peering links [20].  
The overlay routing of peer-to-peer (P2P) traffic in the Internet, however, may indirectly violate 
the business relationships of ISPs’, as observed in [21]. In native P2P systems, end users 
download pieces of data from a number of locations for the required object. The peers in a P2P 
system form an overlay topology and exchange data between each other, such that the object is 
not delivered to the individual peers directly from the content source, but via a number of peers 
spreading in all possible directions. The indirect delivery of the data between peers in an overlay 
establishes the overlay routing topology. Despite of the key factor of flexibility that contributes to 
the robust and scalability of the P2P topology, the benefits are not necessarily obvious since that 
network-oblivious P2P applications impede ISPs’ traffic engineering (TE) capabilities. It is 
evidence that the overlay routing oblivious of underlay network can result in network inefficiency. 
In addition, carrying P2P traffic through application overlays may introduce unexpected extra 
economic cost to ISPs since P2P flows can travel across transit links to reach the demanded data, 
Chapter 2. Related Work 
 
10 
even if the content objects can be acquired in local ISPs. Such a scenario can impose unnecessary 
extra traffic volumes across domain boundaries which usually accounts for the Internet 
bottlenecks [2]. 
A number of schemes have been proposed by the research community to deal with the tussle 
between the P2P overlay and ISPs underlay interaction, which can be classified into two main 
dimensions, ISP-unfriendly P2P approaches and ISP-unfriendly P2P approaches. Among them, 
coordination between ISPs and P2P networks [2]-[5] has been recognized as an efficient approach, 
by reducing substantial cross-ISP traffic while retaining desired P2P users’ Quality of 
Experiences (QoE).  
2.1.1 ISP-unfriendly P2P Approaches 
For ISPs, conventionally they optimize utilization of links before queuing delay becomes 
significant in order to leave as much room as possible to accommodate changes in traffic, that is, 
to enable efficient routing to minimize congestion. In order to achieve load balance control 
objective, many network service providers begun to think about traffic control techniques to limit 
P2P bandwidth consumption such as charging, rate throttling or blocking and shaping [33]-[35]. 
And others injected packets to reset the TCP connections used to transfer data between the peers. 
For example, ISPs tried to shape P2P traffic to a fixed range of ports which used by early P2P 
systems. P2P systems, in response, adopted random ports or even encrypting their traffic from 
identification from ISPs. 
However, ISPs have to use direct or indirect influences to control P2P traffic, which can have the 
following deficiencies. 
1) Great cost for ISPs. ISPs have to use deep packet inspection to identify P2P traffic in the 
network. For proxies provided by ISPs, they have to update synchronously with P2P updating, 
which is a big burden for ISPs management proxies and additional infrastructures have to be 
deployed. 
2) Not beneficial for ISPs themselves. As P2P applications are major sources of Internet traffic [1]. 
So just use throttling or charging to control overlay traffic is not benefit for the profit of ISPs in 
the long term. The degradation for users’ perceived service quality can lead to users choosing 
other ISPs to subscribe to. 
In this case, some researchers begun to consider network proximity-biased neighbour selection 
technique [62,22,63-65] from P2P protocol’s side, in order to alleviate the P2P overlay-ISP 
underlay struggle with each other. These overlay unilateral approaches, however, have raised 
wide doubt on the potentially degraded robustness of P2P topology [28], and their derivation for 
peers proximities are not necessarily accurate since they collect the information of the peer 
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proximity only based on the measurement of application layer’s information, which is not 
necessarily accurate. Further, these strategies are mainly on a basis of assumption of 
homogeneous P2P distribution scenarios can hardly extended to heterogeneous situations to 
obtain the so-claimed desirable performance for P2P systems [66]. 
2.1.2 ISP-friendly P2P Approaches 
Coordination between ISPs and P2P networks [2]-[5] has been proposed as an efficient approach, 
by reducing substantial cross-ISP traffic while retaining desired P2P users’ Quality of 
Experiences (QoE). The basic idea is to provide a list of optimised peer candidates in proximity to 
each client peer from the local underlying network, by taking into account the context information 
provided by overlay-underlay collaboration. Such an approach is often known as the locality-
aware strategies. A collaboration entity (CE) located inside each ISP enables such peer selection 
ranking procedure, by collecting relevant context information of the local underlying network 
topology for locality-aware peer selection operations. The CE can be corresponding to the 
components developed by the ALTO Working Group as the ALTO server [6], or as an iTracker in 
P4P architecture [3]. 
For ISPs, CEs deployed by ISPs in their respective networks provide information to P2P systems 
can be about 1) BGP information, regarding the business relationships between different ISPs, 2) 
symmetrical ISP routing information and 3) inter-ISP links congestion states, etc. 
For P2P systems, possible information supplied by P2P systems to CEs can be a list of potential 
IP addresses of end users that can provide demanded data. 
ISPA ISPB
ISP policies
Topologies
Rouging
Traffic pattern
CE
P2P user a
P2P User b
P2P Tracker Server
...CE
ISP policies
Topologies
Rouging
Traffic pattern
...
 
Figure 2-1: An example of ISP-P2P collaboration for P2P obtaining network policy and information 
from CEs [3].  
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An example in Fig. 2-1 illustrates the ISP-P2P collaboration with involvement of CEs. In the 
figure, a P2P swarm involving user a and b spans two ISPs, each of which runs a CE server. P2P 
user a first registers with the P2P tracker. The P2P tracker then make enquiries directly to the CE 
located in ISP A to make peer selections for user a concerning both application and network 
requirements, such as preferred autonomous systems, P2P users’ IP ranges, etc. Such access can 
be realized by the ALTO client protocol [6]. A preferred peer list is then returned back to the 
tracker by the CE. For a trackerless P2P that does not have central trackers but depends on 
mechanisms such as DHT, P2P users directly interact with CEs to obtain required information.    
Specifically, the authors of [22] first introduced the notion of peering localization in the context of 
BitTorrent. Based on payload packet traces and tracker-based logs, their simulation based results 
showed that locality-aware solutions are able to significantly alleviate the induced cost at the ISPs, 
while providing an efficient performance for end users. The authors of [23] summarizes specific 
interaction patterns between ISP and P2P systems, and concludes that both network operators and 
P2P applications could benefit from exchanging information with each other. 
The schemes proposed in [2]-[5] are the representative paradigms to offer alternatives of locality-
aware peer selection to improve ISPs efficiency and P2P systems performance by cooperation 
between the two layers. Simulation-based analysis is mainly used to verify that cooperation 
between ISPs and overlay systems can reduce cross-ISP traffic significantly while maintain 
desired download experiences for users. This is typically achieved by introducing an entity 
coordinating between the P2P overlay and the underlying network, such as an oracle [2], [3] or by 
utilizing existing CDN [4] information. A solution is introduced in [5] to build an infrastructure-
independent system to enable topology-aware BitTorrent Client, with an emphasis on 
downloading time and traffic reduction. However, most of these works mainly promote peer 
selections based on the measurement of AS-hops or latency, etc., without differentiating between 
individual domains regarding various business requirements. Relevant analytical works such as 
[24] mainly explore the impact of P2P traffic on the ISP business benefits, while [25] modelled 
the tussle between ISP and P2P systems. Some early analytical models [26][27] mainly explore 
the performance evaluation of the P2P systems. But how peer selections can be evaluated in the 
scope of multi-domain has still not been well examined, however. 
The authors of [28] discussed the pitfalls for an ISP-friendly locality policy, and three main issues 
are discussed, with respect to the limited effect on the user side, the degradation on the P2P 
system’s robustness, and conflicting interests between different ISPs. The first two issues are 
mostly addressed by works such as [29], which proposed a refined locality-aware peer selection to 
divide ASes into groups based on different swarms, in order to maintain fairness among P2P users 
in terms of balanced uploading and downloading capacities. Regarding the last issue, however, it 
is still not well understood. 
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A few works proposed recently suggesting that peers in remote autonomous network systems 
should be ranked based on diversity ISP business requirements [15]-[17],[30]-[32]. Such ISP 
policy-aware peer selection schemes are effective in maintaining ISP economic benefits and at the 
same time, desirable users’ service quality can also be achieved. In order to achieve this, an ideal 
cooperative scenario among ISPs needs to be guaranteed under the ISP policy-aware peering 
scheme. In particular, the free peering agreement between ISPs can be challenged due to 
unbalanced traffic exchanged, for costly transit traffic redirected to peering links under the ISP 
policy-aware peer selection scheme.  Additionally, during peer churns and flash crowds, when a 
large group of peers begin to retrieve the content object during a short period of time, potential 
congestions over critical inter-domain links can be incurred, especially for data targets located 
remotely. Such potential issues under the ISP policy-aware peering scheme have not been well 
considered for designing efficient peer selection schemes across multi-domains, which is our 
focus in this work. Although it may be argued that P2P traffic may not contribute the majority 
traffic volume in the Internet, it is still constantly growing and accounts for a significant volume 
[21] that is still a huge burden for the underlying network. 
2.1.3 Discussion  
• ISP unfriendly P2P approaches: ISPs and P2P systems behave separately to try to 
maintain a near optimal performance for its own networks, and achieve no-degradation of 
performance to the other layer. While such approaches have announced to have achieved 
sub-optimal in limited situations, such as for P2P systems only or just for ISP traffic 
control, they nevertheless bring forth a series of challenges and issues. 
For ISP approaches, ISPs have to use direct or indirect influences to control P2P traffic, which, 
however, have been proved not necessarily efficient to maintain an optimal network if overlay 
applications ignore this regulation and perform switching to random ports and encrypting their 
traffic from detection of ISPs, and more importantly, may degrade ISPs’ own performance since 
users’ experiences are damaged and thus may switch to other ISPs that provider better services. 
The deficiencies can been summarized as follows. 
1) Great cost for ISPs. ISPs have to use deep packet inspection to identify P2P traffic in the 
network. For proxies provided by ISPs, they have to update synchronously with P2P 
updating, which is a big burden for ISPs management proxies and additional 
infrastructures have to be deployed. 
2) Legal issues. For ISPs managed caches, they supply the content the same to certain P2P 
distributed copyrighted content, such that can lead to legal arguments if the caches do not 
have the licence to provide such required content. 
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3) Not beneficial for ISPs themselves. As P2P applications are one of the major reason 
people surfing on the internet [2]. So just use throttling or charging to control overlay 
traffic is not benefit for the profit of ISPs in the long term. The degradation for users’ 
perceived service quality can lead to users choosing other ISPs to subscribe to. 
The methods displayed by ISPs unilaterally can cause counter reactions by P2P applications. In 
order to avoid identification, P2P applications use techniques, such as dynamic port allocation, 
encrypting their traffic, etc. This response can, however, degrade users perceived service quality. 
Consequently, P2P systems have to adapt with the ISPs traffic control methods, the efficiency of 
which, nevertheless, is hard to predict. 
For P2P unilateral approaches, the information of underlying network they infer cannot absolutely 
map the real network scenario, such as topology, congestion status, cost and policies, and even if 
they can it is challenging for P2P systems to act alone to achieve efficient network. For example, 
using only latency or hop count from the P2P perspective, a user might select its neighbours that 
are in the same or nearby region area, but communicate with them through inter-domain links, 
such that unnecessary transit cost need to be paid by lower-higher ISPs. And the locality-biased 
technologies P2P systems prefer to use have been proved to hamper P2P robustness [28]. And 
more importantly, these peer selection process in locality-biased mechanisms are suggested to 
choose potential peers in the same ISP, which arguable for their claimed effectiveness considering 
that most BT peers are not in the same ISP [28]. As proved in [3] that ISPs are best-positioned to 
determine locality and to direct applications to not only nearby peers but also to peers that are 
accessible over well-provisioned links. 
In addition, P2P networks are heterogeneous since users’ capabilities (e.g., access bandwidths, 
hardware resources and on-line time, etc.) could be various with time varying, arranging from 
56Kbps to a few Mbps connections. This distribution reflects the reality that the diversity 
fractions of users using different types of methods to access to the Internet, ranged from dial-up 
connections to ADSL or other high speed connections like LAN. Current researches tend to 
explore the interaction of overlays-underlay tussle based on an assumption of uniformed 
distribution of users’ capabilities, without taking into consideration the factor of heterogeneity, 
which actually reflects the practical networks environment. 
Therefore, we summarize heterogeneity of P2P network in the following two aspects. 
1) Skewed peer distributions in individual ISP, e.g., some ISPs contain more peers than 
others. There is evidence that content popularity in P2P applications is highly skewed. 
That is, only a small group of files account for the majority of downloads. This 
phenomenon leads to the result that only a few number of AS contain large numbers of 
peers, which is actually typical today [74]. The popularity of P2P traffic can be modeled 
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by a Mandelbrot-Zipf distribution [84], which defines the probability of a peer belongs to 
the k-th largest AS in a swarm of n peers. Another model for analyzed the same 
probability that a peer belongs to the k-th largest AS in a swarm is given by [74], which 
follows a power-law. 
2) P2P peer access bandwidth distribution [91], which considered both users’ access 
bandwidth diversity as well as users’ local resources, such as CPU power, available and 
memory, etc. And a probability density function is given to model the diversity of peer 
capacities according to different environments. In this work we focus on both aspects of 
heterogeneous P2P network. 
• ISP friendly P2P approaches: The non-cooperative approaches cannot achieve 
optimality for both overlays and underlying networks, and more information shared 
between overlays and ISPs can even lead to overlay latency degradation unbounded [92]. 
As such, an alternative way is to cooperate, while there are still challenges as well as some 
conditions should be met when considering this approach to achieve a win-win situation for both 
layers. 
1) Potential bottle neck of centralized entity. The range of information and the management 
the entity can supply to overlays largely depend on its own capability, whether the entity 
is provided by ISPs or a separate part managing both ISPs and overlays applications. 
2) Willingness of cooperation among overlays, ISPs and application users. In order to 
achieve optimal performance of network, the triple participants have to collaborate with 
each other, any non-cooperative behaviour could lead to inefficiency of network 
utilization. 
How each entity if provided by individual ISPs or integrated with certain ISP interacts with each 
other and what information should be exchanged to promote benefits for both layers. The 
approaches proposed for cooperation are mainly focus on a single ISP network, but peer selection 
should be performed in a multiple-ISPs network scenario has so far received less attention. The 
taxonomy of existing approaches is compared in Table 2-1. 
Different from previous works in the context of peer selection, we mainly focus on analytical 
study of the peer selection in the context of ISP-P2P collaborative paradigms in multi-domain 
environment, concerning the fundamental characteristics with respect to ISP business 
relationships and BGP based inter-ISP routing information. To the best of our knowledge, our 
work is the first to derive an analytical modelling framework that provides insights into the peer 
selection across domains and the performance gains under different schemes from both ISPs’ and 
P2P users’ perspectives. In our work of peer selection across multi-domains, we show by 
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analytical modelling that a hybrid peer selection can achieve enhanced performance for both ISPs 
and P2P users.  
Table 2-1: A taxonomy and comparison of existing approaches 
ISP-P2P Interactions Representative 
Techniques 
Intervention Fairness Network 
Efficiency 
ISP-
unfriendly 
P2P 
approaches 
(Non-
Cooperation) 
ISP 
Approach 
Indirect 
Interference 
 
Charging, Rate 
throttling [62], 
and Traffic 
shaping 
ISP 
 
No Intra-domain 
Direct 
Interference 
caches, gateway 
peer [90] 
ISP 
 
No Inter-domain 
 
P2P 
Approaches 
Locality-biased 
peer selection 
[5, 22,63-65 ] 
P2P No Intra-domain 
ISP-friendly 
P2P 
approaches 
ISP-P2P  
collaboration 
P4P [3], Ono 
[4], Oracle [2] 
Collaborativ
e Entity, 
e.g., ALTO 
server or 
P4P iTracker 
(Partially)
Yes 
Intra-domain 
& Inter-
domain 
 
In addition, P2P caches are deployed by many ISPs to reduce transit traffic [7]-[12], by storing 
popular contents at local ISP, transit traffic can be decreased by P2P caches. However, 
conventional content caching is more deployed as an overlay-dependent service rather than an 
inherent network capability. As the rapid growth towards the popularity of content distribution 
applications, end users are more caring about the content itself that can be obtained from the 
Internet. Consequently, tremendous overlay traffic can be incurred over the network due to the 
underlay-oblivious overlay traffic diffused over the host-centric paradigm Internet. On the other 
hand, substantial access burden at the content provider side can be increased considerably due to 
their limited uploading bandwidths capacity, compared to the massive data demanded. Such 
issues lead to the emergence of Information- or more specifically Content-Centric Networks 
(ICN/CCN) [13][14], as an optimized method to relieve the above issues through caching inside 
network elements. 
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2.2 In-Network Caching 
A key feature of ICN/CCN is to deploy in-network caching that content objects can be cached 
within the network for local access by future interested clients, so as to alleviate the content 
access burden from the content provider’s side. Namely, caching is deployed in ICN as an 
inherent network capability rather than an overlay service as conventional caching promoted, such 
as the Web caching or the CDN caching. Generally, in-network caching policy can be categorized 
as two main types [36][37]: independent and coordinated caching. With independent caching, 
individual routers make their own caching decisions based on local information without 
awareness of caching states of others. Within this scope, a caching everything everywhere policy 
is generally utilized in the scenario of CCN [14][38], the concept of which is to cache each of the 
chunks retrieved at every router along the delivery path. However, given the limited capacity of 
network devices in comparison to the large number of content overlay traffic, the management of 
content distribution among the router side, or the in-network caching is crucial. Some recent 
researches thus promote content distribution among intermediate nodes in a selective way [39]-
[40], by taking into consideration some local information, such as cache capacity, in the caching 
decisions. Coordinated caching [42]-[47], on the other hand, requires routers to make caching 
decisions in a coordinated manner by sharing their state of local caching information with each 
other, in order to provision the cache capacity more efficiently and thus improve the network 
efficiency as well as users’ perceived service quality. 
In the recent IETF proposals, [36], [37] and [67] propose two options to cache content chunks 
within the network, either implicitly or explicitly. With implicit caching, content routers passively 
cache passing-through content chunks, while the explicit policy enables routers to explicitly 
request for content chunks to be cached locally. [36] explored in-network caching related to P2P 
systems.  A random caching policy was adopted at each router, while the issue of what to cache is 
not addressed. And [68] develops a Markov model to evaluate the in-network caching 
performance, and they show the performance gain under universal caching compared to non-
caching scenario. 
2.2.1 ICN/CCN Architecture  
In the following, the most representative ICN architecture is introduced here by describing its 
main components to give an overview of the operation of an ICN-deployed network, so as to have 
a better understanding of its main technique of in-network caching. 
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Figure 2-2: CCN architecture overview 
Recently, several architectures regarding the ICN concept have been proposed [13][14][48]-[50], 
among which [14] is the most representative paradigm that introduced content-centric networking 
(CCN). The main components of a CCN node include a content store entity, a pending interest 
table (PIT) and a forwarding information base (FIB), as shown in Fig. 2-1. Two processes in 
CCN’s routing, the Request Packet Process and the Data Packet Process, are the key functions 
within which in-network caching is involved. 
1) Request Packet Processing: Assume a consumer in Fig. 2-2 requests for the content object 
located at content router D, by broadcasting its interest over all available connectivity, e.g., via A-
B-D and A-C-D in Fig. 1 (the interest can be decomposed as several interests for small chunks that 
constitutes the content object). Any intermediate router along the delivery path can intercept the 
interest and locally serve it if the demanded data is cached at Content Store entity, through a 
longest-match lookup on the ContentName in the Interest packet. Otherwise, if the interest 
matches one of the PIT entries, simply the Interest’s arrival face will be recorded and the interest 
will not be forwarded upstream. Such operation is referred to as the interest aggregation so as to 
avoid repeated forwarding and to reduce traffic redundancy. If no matches can be found at PIT 
entries, the Interest packet would be forwarded upstream towards the source data if there is a 
matching FIB entry, and a new PIT entry is created for this Interest and also its arrival face. 
Otherwise, the Interest will be simply discarded if there is no match at all, since such interest 
could arise from malicious behaviours. 
2) Data Packet Processing: The Data packet retrieving is relatively simple as compared to the 
Interest packet processing. The Data packet simply follows the symmetric reverse path of the PIT 
entries back to the requester as illustrated in Fig. 2-2, e.g., via D-B-A and D-C-A. Only a PIT 
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match along the delivery path can enable a caching decision upon an arrival of a Data packet. The 
reason is straightforward, since a Content Store match only means a duplicated data and thus the 
Data packet is discarded, while a FIB match means there is no PIT match so it can arise from a 
malicious behaviour, and thus the Data packet is discarded as well. In particular, based on the 
CCN paradigm, each content chunk is cached at every router along the delivery path, referred to 
as the caching everything everywhere policy (or universal caching). Such caching policy can 
achieve a certain caching performance in terms of cache hits at individual routers due to its 
aggressive caching. However, huge cache redundancy can exist. Additionally, a frequent cache 
replacement can be incurred, which can represent the intensity of traffic redundancy.  
2.2.2 Current In-Network Caching Policies  
1) Independent Caching: Individual routers independently make their own caching decisions 
based on local information, without awareness of caching states of others. The main 
representative proposals in this scope are the universal caching [14],[38], [41], and the selective 
caching  [39][40] [51][97][101]. 
With universal caching, each in-coming content chunk is cached, and replaces a cached items 
based on the Least Recently Used (LRU) or a Least Frequently Used (LFU) eviction policy if the 
cache is fully occupied. In some cases, a random eviction policy [52] is adopted due to its 
simplicity and line-speed caching operations. A user-assisted in-network caching is examined in 
[104] (or uCache) to enable users to share downloaded contents, apart from potential caching at 
network nodes (e.g., routers). It focuses on caching capabilities across users, considering both 
centralized and distributed caching. The uCache is based on a universal caching among users or 
ICN caches. 
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Figure 2-3: An example of independent in-network caching overview 
However, high caching redundancy can be introduced as observed in [39], especially given the 
limited cache capacity at individual routers. A case of an independent caching is shown in Fig. 2-
2, where duplicate chunks of the content object a can be cached all over the content routers (A, B, 
C and D). Nevertheless, if there is an information exchange between neighbouring routers 
regarding the cached items, duplicate caching can be avoided and subsequent requests can be 
forwarded to adjacent routers based on the availability information exchanged. For example in Fig. 
2-2, if content router A and D already cached chunks of content object a, nearby router B and C 
can save the cache space for other content objects based on the knowledge of the availabilities of 
chunks cached nearby. For subsequent requests from consumer U2 for content object a, they can 
be served at nearby router A or D instead, rather than forwarded towards the original source.    
In order to alleviate such cache redundancy and enable more efficient content distribution over the 
network, a simple selective caching is proposed in [51], wherein caching decisions are taken 
uniformly with a fixed probability for every incoming content chunk at each router. Similarly, a 
random autonomous caching scheme is adopted in [41], such that a simple load-sharing between 
routers can be provided.  Some approaches suggest that by deploying in-network caches at 
selected localities, such as inside access networks rather than at every cacheable network device 
[40], overlay traffic is able to be localized, so as to avoid costly inter-domain traffic and to 
achieve desirable service quality for end users as well. Such caching policies are more concerning 
the issue of where to cache, while within each of the selected router, a universal caching policy is 
usually adopted. More strategized caching [39] is proposed recently in order to achieve more 
efficient content distribution in caches. Specifically, context information at local, such as the 
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cache capacity, cache locality, is taken into account at individual routers to make caching 
decisions.  
Nevertheless, a duplicated caching can still exist in the network even if a carefully selective 
caching policy is adopted. The main rational is that there is a lack of awareness of caching states 
from neighbouring routers regarding their cached contents. And the lack of coordination among 
routers can result in the case that a request would be forwarded towards the original source while 
the demanded data can be cached nearby. 
2) Coordinated Caching:  Routers within the same community, e.g., along the same delivery 
path or adjacent, etc., are able to cooperate with each other for efficient caching decision making. 
Such coordination enables to serve requests from nearby routers and/or exchange context 
information. The main purpose of such coordination is to eliminate the cache redundancy, a few 
research works [42]-[47],[53] in the context of coordinated in-network caching have been 
proposed recently. 
 
Figure 2-4: An example of coordinated in-network caching 
[45]-[47] mainly explored the forwarding and routing scheme, while [53] focused on the traffic 
engineering to promote collaboration in a two-level hierarchical manner, with the adoption of a 
universal caching policy. [43] and [44] both promoted implicit coordination to cache popular 
chunks at routers along a delivery path. And [42] proposed a collaboration scheme that goes 
beyond the en-route routers, the caching decision of which is based on solely content popularity 
measured in a wide scope of the whole network.  
[54] and [55] are the only identified research works related to P2P in-network caching. While [54] 
established a test platform to show the basic benefits of in-network caching in P2P systems in 
terms of traffic redundancy elimination, the content distribution at routers still followed a random 
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way. And [55] mainly explored the cache placement policy along the delivery paths without 
considering caching decisions. 
Take Fig. 2-3 for an example of a simple coordination scenario with two objects traversing, 
content object a and b, respectively, each of which is divided into five chunks of a unified size. 
Then the cache size can be expressed as the number of chunks as assumed to be a five-chunk 
capacity. And we consider in this example the coordination within the scale of one-hop distance 
between nearby routers, which exchange information regarding their cached items with each other 
to enable the local coordination, so as to avoid duplicate caching and achieve diverse content 
distribution over the network. For individual routers, either a universal caching or a selective 
policy can be adopted. As shown in the figure, neighbouring routers are able to hold different 
content chunks from their adjacent routers, due to the context information sharing regarding the 
cached contents. However, routers beyond one-hop distance can still hold the same chunks, such 
as router A and D, or router B and C, since there is no context information exchanged between 
these routers beyond the communication distance. As compared with non-coordination in Fig. 2-2, 
where all routers may cache the same chunks under universal caching, the cache redundancy 
intensity can be reduced significantly. Since routers have knowledge of the information regarding 
cached items nearby, subsequent requests can be forwarded to adjacent routers with demanded 
data and are suspended to be forwarded toward original sources. As such, traffic redundancy can 
be further reduced as well.  
2.2.3 Cache Replacement Policies 
When the cache is fully occupied, a cache replacement policy needs to be adopted to evict chunks 
to make space for incoming chunks. Generally, there are two main eviction policies, known as the 
Least Frequently Used (LFU) and Least Recently Used (LRU). Based on these two eviction 
policies a combination of a least frequently and recently used policy is also implemented [59]. A 
more simplified eviction policy known as the random replacement  policy (RND) is considered 
[51], due to its simplicity and line-speed operations. 
LFU is the eviction policy to remove the item in the cache with the smallest number of accesses. 
LRU is a relatively simpler policy easily implemented in practice as compared to the LFU. It 
replaces items that are so far have not been accessed in the longest time. 
LRFU is a combination of LRU and LFU, which leverages between the two eviction policies to 
promote the most benefits of both. A weight value is associated to each chunk to weigh its 
preference degree for staying in the cache, wherein a constant parameter allows for a trade-off 
between recency and frequency. Chunks with the lowest weight value will be evicted. 
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A simple random eviction policy, however, as evaluated in recent papers [52][60], can perform 
well to achieve a desirable cache hit similar to other sophisticated eviction policies.   
2.2.4 Discussion 
This section provides an in-depth discussion on different in-network caching policies based on the 
following most concerned performance aspects: caching hit, cache evictions, and cache 
redundancy (a summary of approaches is given in Table 2-2).  
• Cache Hit: Cache hit is an important performance metric to evaluate a caching policy on 
traffic intensity reduction, which is often expressed as a ratio that refers to the fraction of 
requests served at a router for a given amount of time.  
Intuitively, a caching everything everywhere policy can achieve high cache hit due to its 
aggressive caching, especially when the cache size is big. In comparison, a selective caching 
policy choose to store top popular content objects and thus can achieve desirable cache hit even 
though the cache size is relatively small. Concerning the limited cache space at intermediate 
routers, a strategized caching policy can achieve more efficiency for both networks and end users. 
In particular, a series of the most concerned context information can be taken into account for 
efficient caching decisions’ making, such as the content popularity-based selection of passing-
through content items [43][44], or a distance-aware caching. As such, popular content items tend 
to be more frequently served at routers, and latency can thus be reduced due to demanded data 
stored closer to requestors as promoted by [39][40]. 
Table 2-2: Summary of characteristics of in-network caching policies 
                             Caching Performance 
 
Caching Policies 
Cache 
Hit 
Cache 
Evictions 
Cache 
Redundancy 
Traffic 
Redundancy 
Independent 
Caching 
(Implicit 
Caching) 
Universal Caching [14],[38] High High High low 
Selective Caching [40],[51],[39] High Low Lower than 
the 
universal 
caching, but 
still higher 
than the 
coordinated 
caching 
low 
Coordinated 
Caching 
(Implicit 
Caching) 
[42]-[47], [53], [61] High Low Low low 
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At a content router, if requests not able to be served locally can be forwarded to nearby routers, 
which may store the demanded data [42], the traffic redundancy can be further reduced. However, 
the communication overhead can be an issue if the amount of requests is great. 
• Cache Evictions: The number of cache evictions is another important performance 
metric that expresses the efficiency of a caching policy. Small cache evictions can express 
a low traffic redundancy over the network. Actually, the cache hit ratio alone does not 
necessarily show the efficiency of a caching policy, since a great cache evictions can still 
be incurred as will be analysed in our work in Chapter 4. Thus for an efficient caching 
policy, a small cache evictions should be achieved, besides a high cache hit ratio. 
Regarding the universal caching, great cache evictions can be incurred, due to its content-blind 
caching for each in-coming chunk. As compared, a more selective caching can reduce huge cache 
evictions due to its content-aware caching decision that enables to promote more popular chunks 
to be cached [43][44]. 
With coordinated caching policy deployed, cache evictions can be further reduced as compared to 
the independent selective caching. The rational is that an eviction can be avoided if the in-coming 
popular chunk is already cached at nearby routers, the knowledge of which can be obtained via 
information exchange between nearby routers. 
• Cache Redundancy: The cache redundancy is the metric that can be adopted to measure 
the efficiency of the management of network resources. As shown previously, the cache 
redundancy refers to the intensity of data replicas distributed over the network. From the 
network’s perspective, a low cache redundancy can reflect diverse distribution of contents 
over the network. 
Huge cache redundancy can be incurred under a universal caching, since routers cache each chunk 
without awareness of caching states of others. Although a selective caching can reduce a certain 
level of the cache redundancy by taking into account some context information for more efficient 
caching decisions, cache redundancy can still exist under due to the independent caching 
decisions. 
In comparison, coordinated caching can eliminate the cache redundancy. With awareness of 
neighbouring routers’ caching states, a duplicated caching can be avoided. Concerning the 
signalling scalability, an exchange of a full list of content items among adjacent routers can be 
costly in terms of communication overhead. Such issue can be effectively resolved by using 
Bloom Filters (BFs) for cached items storage and aggregations. On the other hand, the 
coordination scope among routers can be enabled in various scales that may achieve different 
performance. A simple way can be that only neighbouring routers with one-hop distance 
coordinate with each other. A more strategized consideration can be that the routers with the most 
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connection degrees in the network are selected to coordinate with their nearby routers [61]. The 
rational behind such approach is that the router with high degree can have the potential to serve 
more nearby nodes. As such, in what scope should the routers coordinate with each other and to 
what extent should they exchange the information are the two main issues in the coordinated 
caching that deserve further research.  
As discussed above, an efficient caching policy that can achieve a desirable performance needs to 
take into considerations of a certain level of context information locally, such as the cache locality, 
cache capability and content popularity, etc. Concerning the cache redundancy issue, 
coordination among routers can be further promoted for caching decisions making and serving 
forwarded requests from nearby routers. However, the communication overhead issue should be 
noted in such coordination deployment. 
In recent IETF proposals, [36], [37]and [102] propose two options to cache content chunks within 
the network, either implicitly or explicitly. With implicit caching, content routers passively cache 
passing-through content chunks, while the explicit policy enables routers to explicitly request for 
content chunks to be cached locally. To the best of our knowledge, the explicit caching policy is 
still not covered by any published researches so far and may still under development. The caching 
policies discussed in this article are thus mainly based on the implicit method. 
Different from the above research works in the context of in-network caching, we focus on the 
development of efficient in-network caching policies of P2P contents in this work, from both 
independent and coordinated perspectives. Specifically, due to dynamic P2P features, content 
availability has become a critical issue for P2P systems [56], and this is specifically taken into 
account in our work, along with the considerations of the cache capability at individual routers 
and also the content popularity. Although [57] explored an optimal content placement, they 
mainly focused on the content caching at end peers in the scenario of video-on-demand P2P, 
wherein content popularity is solely taken into account. A fluid model is developed in [58] to 
minimize the inter-domain traffic for caches deployed at the boundary of ISPs, while how 
efficient caching policies can be achieved is not explored.  
2.3 Summary 
In this chapter, we survey the state-of-the-art techniques that focus on the tussle between P2P 
overlay and underlay. The issue of inter-ISP traffic caused by the underlay-oblivious P2P 
applications is mainly addressed by the research community in two ways: by providing a network-
aware peer selection service for P2P protocols with P2P-ISP cooperation, and secondly, by 
deploying conventional caches at ISP’s side for P2P traffic. Recently, content caching is more 
deployed as an inherent network capability, namely, the key technique of in-network caching in 
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information centric networking (ICN). We discuss the effectiveness of recent in-network caching 
policies and also their potentiality for P2P traffic caching.  
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Chapter 3 
A Modelling Framework on ISP-P2P 
Collaborations across Multi-domains 
In this chapter, we explore peer selections in multi-domains environments, and develop an 
analytical modelling framework for analysing optimized inter-domain peer selection schemes 
concerning ISP policies. An advanced hybrid scheme for peer selections is proposed based on the 
model, which can achieve better performance for P2P users, and can retain desirable network 
efficiency as of the cooperative peer selection strategy according to the numerical analysis. Our 
analytical modelling framework can be used as a guide for analysing and evaluating future 
network-aware P2P peer selection paradigms in general multi-domain scenarios. 
3.1 Overview 
Cooperation between P2P overlays and underlying networks has been proposed as an effective 
approach to improve the efficiency of both the applications and the underlying networks. 
However, fundamental characteristics with respect to ISP business relationships and inter-ISP 
routing information are not sufficiently investigated in the context of collaborative ISP-P2P 
paradigms in multi-domain environments. In particular, traditional locality-aware approaches, 
referred to the non-cooperative strategy in this work, mainly promote to select peers within the 
same network. However, under the non-cooperative peering strategy, external peers are selected 
in remote domains without distinguishing between inter-domain paths regarding the diversity in 
business relationships among ISPs. A few works have been proposed recently suggesting that ISP 
business relationships should be taken into consideration in order to encompass the economic 
benefits of ISPs [15]-[17], referred to as the ISP policy-aware strategy (or cooperative strategy in 
this work). While these approaches can effectively mitigate ISP costs among different inter-
domain links, they are barely based on the hypothesis of an ideal all-cooperative environment and 
there is still a lack of analytical evaluations. On the one hand, it is difficult to practically enable 
such ideal cooperative behaviours for all ISPs in practice, since some ISPs may not be willing to 
participate due to various reasons, such as different operational objectives, or simply privacy 
issues. In this case, a non-cooperative peering strategy is more applicable. On the other hand, even 
if there are incentives for such collaboration, potential risks can still exist that P2P traffic can be 
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centralized over a small number of inter-ISP links under the ISP business promotion scenario, 
especially in the case of data objects located remotely. As such, costly transit P2P traffic can be 
alternatively redirected to free peering links in order to maintain ISPs’ profits. While this can be 
effective, the free agreement between ISPs can be challenged due to non-reciprocal benefits 
received regarding unbalanced traffic exchanged. In addition, congestions on critical inter-domain 
links can be incurred and in turn, users’ perceived service quality can be deteriorated as well [18]. 
Concerning benefits and potential issues of ISP business relationships for peer selection across 
domains, we propose in this work a combination of non-cooperative and cooperative peering 
scheme that can achieve the efficiency for both network providers and P2P users. Given the 
increasing complexity of the Internet topology due to coexistence of cooperative and non-
cooperative behaviours among different ISPs, peering and sibling operations, optimised peer 
selections in the inter-domain scenario have become more and more challenging for performance 
enhancement on both the service side and the network side. 
In this section, we aim to systematically address these aforementioned research issues by 
proposing a theoretical framework to provide comprehensive and accurate analysis on the 
following important research question: How should peer selection procedure operate in a multi-
domain scenario, with awareness of both ISP preferences and P2P users’ capacities diversity? 
Such question has not been comprehensively investigated in the context of collaborative ISP-P2P 
paradigms in multi-domain environments. In particular, we develop the performance and 
economic models of both ISPs and P2P systems in the multi-ISP network scenario, with 
involvement of multi-homed ISPs participating transferring the P2P traffic. Based on the proposed 
modelling framework, an advanced hybrid peer selection technique in the multi-domain scenario 
is introduced. Our objective is to develop an analytical model to quantify the P2P traffic 
optimization strategies across multiple autonomous domains, in order to provide network 
operators an accurate method to evaluate their solutions to mitigate the tussle between overlays 
and ISPs, and also to help to understand the fundamental design criteria of collaborative ISP-P2P 
mechanisms in the research community. 
3.2 A Stochastic Analytical Model 
Figure 3-1 illustrates a simple scenario consisting of multiple ISP networks. We assume that each 
ISP operates one single Autonomous System (AS) or domain, and hence we will use ISP network, 
domain and AS interchangeably in the rest of the work. In Fig. 3-1(a), ISP3 is a transit provider of 
its two customers ISP1 and ISP2. ISP1 and ISP2 establish a free peering link between each other to 
reduce transit fees through ISP3. Following the common definition for customer ISPs [19], ISPs 
that refer to customer ISPs are those who need to pay upstream ISPs for Internet access. In Fig 3-
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1(b), ISP2 is multi-homed to ISP1 and ISP3 at the same time, while in this case ISP1 and ISP3 are 
both transit service providers peering with each other. According to common practice in BGP 
routing policies, an ISP prefers the route learnt from its customer ISPs rather than that from its 
provider ISPs or peering ISPs if both are available.  
 
Figure 3-1: Two Multi-domain Network Scenario 
However, ISPs’ policy with respect to business relationships can be violated by the prevalence of 
P2P applications. For instance in Fig. 3-1(a), we assume that both user a and user b, subscribing 
to ISP1 and ISP2, respectively, need the same content object available in ISP3. Due to the nature of 
P2P systems, the two users can provide each other the chunk of data fetched from ISP3, rather 
than for both to obtain the data directly from the original source. From the P2P application layer’s 
view, the route the content object traverses can be along the path (ISP3 – ISP2 –  ISP1 or ISP3 – 
ISP1 –  ISP2). If we consider the former case, it is ISP2  that suffers from unnecessarily incurred 
economic cost due to transit fees need to be paid to ISP3, while ISP1  benefits from the free peering 
connection with ISP2 , which is “legal” from the network providers’ side due to the free peering 
agreement. Effectively, the P2P overlay routes (ISP3 – ISP2 –  ISP1 and ISP3 – ISP1 –  ISP2) are 
conflicting with traditional ISPs’ polices since only local traffic can be exchanged via peering 
links. In addition, under the conventional locality-aware strategy without taking into account 
inter-ISP business relationships, ISPs’ revenue can be suboptimal. Take Fig. 3-1(a) as an example 
again, a user subscribing to ISP1 needs a content object, which is held by potential peers in both 
ISP2 and ISP3. For native locality-aware peer selection process of ISP policy-agnostic, candidate 
peers can be chosen randomly from ISP2 or ISP3 since the distance of ISP2 – ISP1 and of ISP1 – 
ISP3 is identical if measured by AS hops. If peers in the provider domain ISP3 are chosen rather 
than those from ISP1’s free peering ISP2, unnecessary transit fees are incurred by ISP1. In this case, 
the performance of P2P systems might not get affected since end-to-end delays (reflected by AS 
hops) can be roughly the same from the side of the user in ISP1. 
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Nevertheless, even if ISP business relationships are taken into account for peer selection in the 
inter-domain environment, issues may still exist especially in the case for multi-homed ISP 
networks. 
Take Fig. 3-1(b) as an example, assume a user subscribing to ISP1 needs a content object that can 
be acquired from candidate peers in its customer ISP2, which is also multi-homed to ISP3. From 
the economic consideration of ISP1, it desires to obtain the object via the direct transit link from 
ISP2. However, the traffic flow generated from the ISP2 does not necessarily follow the direct link 
from ISP2 to ISP1. Instead, it may traverses through the alternative transit link (ISP2 to ISP3) and 
then through the peering link to reach ISP1. This can be due to the outbound route preferences of 
the multi-homed ISP2, e.g., cheaper transit cost via ISP3. Such a BGP path can be enforced by 
ISP2 through setting of higher BGP local preference values. In this case, the content object 
effectively follows the path (ISP2- ISP3- ISP1), rather than directly through the path (ISP2- ISP1), 
which is legal under the traditional free peering relationship between ISP1 and ISP3. This is 
because only local traffic between two free peering ISPs and their respective customer ISPs can 
be traversed through the peering link [2]. From this example, we can see that ISP1 may suffer 
from potential revenue loss as the P2P traffic is injected via a peering link rather than a customer-
to-provider one. In addition, the end-to-end delivery path is also suboptimal due to higher AS path 
length. 
In practice, however, some of the ISPs may do not want to get involved into cooperation with 
other ISPs, such as stub ISPs with no customer domains. Since in this case, they can only benefit 
from the relationship with their free peering domains, while the communication between stub 
ISPs and their respective provider ISPs for internet access can incur costly transit traffic, leading 
to the economic benefits loss for stub ISPs. On the other hand, due to flash crowds of P2P traffic 
flows over settle-free links [21], peering ISPs may have the incentives to tear up the free 
agreement between each other due to non-reciprocal benefits received regarding unbalanced 
traffic exchanged. Because of the risks, it is the stub ISP that suffers from the economic loss and 
thus is more willing to localize the P2P traffic within its own network, if sufficient peers can be 
identified at local networks. For instance in Fig. 3-1(a), the connections between ISP1 and ISP2 can 
be highly congested and thus constitute bottlenecks [18], if there is a preference business 
relationship between ISP1 and ISP2 for content delivery.  
The examples above illustrate the inefficiency of conventional peer selection solutions without the 
awareness of underlying network information. In order to achieve a desirable solution concerning 
both network providers’ and P2P users’ benefits, ISP business relationships as well as inter-ISP 
routing preferences should be both considered into peer selections. This certainly requires 
necessary information dissemination from the underlying ISP networks to the application-layer 
P2P. Given the availability of existing ISP-P2P collaboration paradigms such as ALTO [6], such 
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information can be certainly included, even though in this work we will not specify how this will 
be practically realised.  
As elaborated previously, sub-optimality can still occur considering individual ISP’s business 
objectives such as paying/gaining transition costs in carrying P2P traffic, let alone the additional 
consideration on the service performance concerned on the end user side. We thus propose a 
hybrid peer selection mechanism that can be used in a multi-domain scenario which allows for 
incorporating both non-cooperative and cooperative peering behaviours to address the above 
tussles. The hybrid peer selection procedure in the multi-domain scenario can be illustrated as the 
following. Users subscribing to an ISP generate queries, the outcome of which can be processed 
in mainly two ways under the hybrid peer selection mechanism.  
(i) The queries are prioritized to be processed by utilizing pure cooperation-based (ISP policy-
aware) peering strategies, incorporating ISPs business relationships for external peer selection. 
(ii) If inter-domain links connecting external cooperative ISPs are critical that can constitute 
bottlenecks by following the pure collaborative procedure, or the cooperative entities fail to 
operate their functionalities, non-cooperative peer selections is applied, so as to randomly select 
external peers with the same short AS-hop in order to maintain the performance of P2P users’.  
Intuitively, procedure (i) can be further extended to four processes on the basis of cooperative 
peer selections, with concerns of ISP business relationship. a) Queries generated by users are first 
considered to be served inside the local ISP network. In case additional peers are required, then b) 
they are served from its customer ISPs. If these are still insufficient, c) queries are further served 
from peering ISPs. And finally d) some peers are identified for serving the content which is 
located in provider ISPs or even further in the Internet which can be only reached via the 
provider ISP network. Such a peer selection strategy is consistent with the current BGP routing 
policies driven by ISP’s business relationships such that ISPs’ economic cost and P2P users’ 
perceived service experiences can be maintained.  
In session (ii), the proximity value considered in the non-cooperation does not necessarily mean 
the number of hops, but it can represent more generic measurable values that can show the 
preference of the path as seen by the provider, such as the latency. And whether it is a hop-based 
or a latency-based non-cooperation is P2P application dependent, e.g., latency-sensitive P2P 
streaming can have more incentives to adopt a latency-based peer selection in the context of non-
cooperation. 
It is possible that some peers can be currently engaged in multiple on-gonging P2P sessions and 
thus are unable to upload to the new session. This is due to limitations for the number of 
uploading connections in general P2P systems, e.g., in BitTorrent only 3 regular uploading 
sessions at a time of one uploader. In this work we do not focus on which incoming requests 
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should be selected, given availability of existing approaches such as Biased Unchoking (BU) [69]. 
Thus in this work the competition of incoming requests for the uploading connection resources 
can follow the BU paradigm by choosing those with higher weighting values, concerning the 
locality within the same domain and ISP business preferences across domains.   
Given the presence of the analysis on such topic of how to efficiently utilize the bandwidth 
resource for competing consumers [70], the fraction of a peer’s uplink bandwidth involved in each 
swarm can be derived based on a Content Propagation Metric (CPM) value, which can be 
introduced into our analysis. While how to derive such factor is beyond our work, leaving to the 
future work. 
While the cross-domain peer selection behaviour described above is intuitive, and has been 
demonstrated empirically for many scenarios, to the best of our knowledge there is little analytical 
support for it. And the efficiency of such peer selection in multi-domain needs to be evaluated. 
Since the participation of P2P users is arbitrary and quite dynamic, the dynamic of peer 
participation (peer leaves/joins) in a session can be modelled perfectly well by stochastic methods, 
which has been proved to be able to capture the fundamental characteristics and limitations of P2P 
systems [71], [26], [72]. In the following we develop an analytical model by using continuous-
time Markov chain (CTMC) to analyse in a holistic way peer selection strategies across multiple 
domains. Such a model not only takes into account ISP’s business/performance objectives, but 
also encompasses service performance requirements concerned by P2P end users.   
Table 3-1: Frequently used parameter notations 
Variable Description  
𝑥  system state, 𝑥 ∈ {0,𝐿,𝑃,𝑂} 
𝜆𝑥  peer departure rate at state 𝑥  
𝜇𝑥  object downloading rate at state 𝑥 
𝑛𝑥  the number of source peers in state 𝑥 
𝐸𝑥  mean uplink bandwidth of P2P users (Mbps) in state 𝑥 
𝑁  the number of client peers sharing a common content object in a network 
𝑃𝑖(𝑡)  transient probability of the system process in state (𝑖) at time 𝑡 
𝑐  fixed price that a user subscribing to the ISP has to pay 
𝐵�   average inter-domain bandwidth utilized by P2P traffic 
𝐶𝑑  transit cost for each unit of inter-domain bandwidth paid by a customer ISP 
We make the following assumption regarding the time durations that are involved in the CTMC 
model of the above prioritised peer selections. 
Assumption 1: The mean time for peers participating in transferring desired objects is 
independently and exponentially distributed, with mean 𝜆−1, where 𝜆 is the rate of peer departure. 
And the mean time for peers accessing objects is independent and exponentially distributed, with 
mean 𝜇−1, where 𝜇 is the rate of object retrieval. 
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We can now describe the overall behaviour of the above cross-domain peer selection with a 
CTMC on the state space ℒ = {0,1,2, … }, each state of which corresponds to one target object 
delivering environment as discussed previously. Specifically, we refer each object delivering 
environment to a system state 𝑥, 𝑥 ∈ {0,𝐿,𝑃,𝑂} (refer to Table 3-1 for notation), with respect to 
customer ISPs (L), peering ISPs (P) or provider ISPs (O), respectively, while the initial state (0) 
refers to the local domain1
Definition 1: We denote by 𝑃𝑖(𝑡) the probability of the peering process in system state (𝑖) at time 
𝑡, and the transition rate from state (𝑖) to state (𝑗) is denoted as 𝑅𝑖𝑗 . Therefore, according to 
Markov process theories, we have the following differential equation. 
𝑑𝑃𝑖(𝑡)
𝑑𝑡
= −𝑃𝑖(𝑡)�𝑅𝑖𝑗
𝑗≠𝑖
+ �𝑅𝑗𝑖
𝑗≠𝑖
𝑃𝑗(𝑡)      (3.1) 
. From state 𝑗 ∈ ℒ a transition with rate 𝜇 exits to state 𝑖 ∈ ℒ (𝑖 ≠ 𝑗), 
corresponding to a successful object retrieval from system state (𝑗). From state 𝑖 ∈ ℒ a transition 
with rate 𝜆 exits to state 𝑗 ∈ ℒ (𝑗 ≠ 𝑖), corresponding to a transition triggered to select peers in 
another domain due to lack of peers in current domain (state (𝑖)), which leads to the object 
delivering environment to system state 𝑗. From an analytical point, the question regarding the peer 
selection across domains becomes: In what circumstances can such transition be triggered and 
how, so as to assure the efficiency for both networks and P2P users? In order to solve this 
question, we need to refine the transition rate 𝜆 and 𝜇, based on which the probability of each 
state can be derived by following the differential equation below [73].  
Then according to Eq. (3.1), a set of differential equations can be acquired in a matrix format as 
𝑑𝐏(𝑡)
𝑑𝑡
= 𝐏(𝑡)𝐐, where vector 𝐏(𝑡) = (… ,𝑃𝑖(𝑡), … ), 𝑖 ∈ ℒ, and 𝐐 is the generator matrix defined 
as 𝐐 = �𝑅𝑖𝑗�, 𝑖, 𝑗 ∈ ℒ, 𝑖 ≠ 𝑗. 
P2P connection sessions are heterogeneous due to different users’ capabilities (e.g., “first-mile” 
uplink bandwidths, hardware resources and on-line time, etc.). For simplicity, we use an expected 
uplink bandwidth of P2P users in the following to incorporate the impact of heterogeneous uplink 
on the peer selection. 
Definition 2: Heterogeneity of P2P connections is defined here as diversity of uplink bandwidth 
capacities of users in a network. Let p denote the number of categories regarding users’ uplink 
bandwidths, then given the 𝑖th classification of the bandwidth capacity as 𝜂𝑖, the expected uplink 
bandwidth for P2P users in state 𝑥 (𝑥 ∈ {0, 𝐿,𝑃,𝑂}) can be given as 
𝐸𝑥[𝜂] = � 𝜎𝑖𝜂𝑖𝑝
𝑖=1
      (3.2) 
                                                     
1 For simplicity we do not consider the scenario of selecting only local peers belonging to the same domain 
as the requesting peer. 
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where 𝜎𝑖 is the percentage of the 𝑖th classification of users’ uplink bandwidth capacity. 
According to the measurement information used in [100], to model the heterogeneous P2P 
networks of unstructured P2P systems’, one case of the users’ expected uplink bandwidth can be 
given as 𝐸𝑥[𝜂] = ∑ 𝜎𝑖𝜂𝑖5𝑖=1 = 0.2 ∙ 1 + 0.45 ∙ 10 + 0.3 ∙ 100 + 0.049 ∙ 1000 + 0.001 ∙ 10000 , 
with 𝑝 = 5 categories of users’ uplink bandwidths in the network.  
Based on the above assumption and definitions, we can now refine the transition rate (𝜆 and 𝜇) of 
the Markov model as the following, in order to derive concerned performance attribute models 
regarding peer selection process across domains. 
Definition 3: Let 𝛾 denote the fraction of online peers (e.g., peers are running at least one of P2P 
sessions), and 𝑁 is the number of peers that share a common content object in the network. 
Provided the average amount of requested data by a user in one request session at rate 𝑞, then the 
transition rate (𝜆 and 𝜇) can be refined as 
𝜇𝑥 = 𝑛𝑥𝐸𝑥[𝜂]𝑁𝑞 𝛾    (3.3) 
where 𝑥 ∈ {𝐿,𝑃,𝑂} 
𝜆𝑥 = � 1, 𝑛𝑥−1𝐼(𝜃≠0) = 0𝑞
𝑛𝑥−1𝐼(𝜃≠0)𝐸𝑥−1[𝜂]𝛾 , 𝑛𝑥−1𝐼(𝜃≠0) > 0       (3.4)  
where 𝑥 ∈ {𝐿,𝑃,𝑂}. 
wherein 𝑛𝑥𝐸𝑥[𝜂]𝛾 is the capacities of available peers in system state 𝑥, and 𝑁𝑞 refers to the total 
demand of peers for the common content object in the network. State 𝑥 − 1 refers to the previous 
system state before transiting to current state 𝑥, and state 𝐿 − 1 refers to the object delivering in 
local network. Parameter 𝜃 responds for the asymmetrical ISP routing check, and 𝜃 ≠ 0 indicates 
a symmetrical case, and 𝜃 = 0, otherwise. That is, the inbound traffic route of current network is 
the same as the outbound traffic route of its neighbouring ISPs (𝜃 ≠ 0), and vice versa (𝜃 = 0). 
For example, in Fig. 3-1(b) the route preference of ISP2 for reaching  ISP1 is not through ISP2 - 
ISP1 as preferred but via ISP2 – ISP3 - ISP1 instead, which leads to 𝜃 = 0. 𝐼(𝜃≠0)  is thus the 
indicator function, and equals to 1 if the condition is met and 0, otherwise. 
Note in Eq. (3.4) that 𝜆𝑥 ∝  1𝑛𝑥−1, indicating that potential peers can be selected from another 
domain with higher chances if less peers available in current system state. While in Eq. (3.3) 
𝜇𝑥 ∝ 𝑛𝑥, implying that a higher retrieval rate can be obtained if more peers available in system 
state 𝑥. In special cases, the number of peers in a system state equals to 0 or the ISP routing is 
asymmetrical (𝜃 = 0), leading to 𝑛𝑥−1𝐼(𝜃≠0) = 0 in Eq. (3.4). Then the transition rate follows 
𝜆𝑥 = 1, such that an instant transition to the next system state is triggered. Note our proposal in 
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this work is applicable to general ISPs, including stub ISPs without customer domains and ISPs 
without provider domains. Although we made an assumption that the whole bandwidth is used by 
P2P traffic only, the results can be extended to a more general case as well that only a proportion 
of P2P traffic is involved, simply by introducing a fraction factor into the value of 𝜆𝑥 and  𝜇𝑥. 
We can now use the assumption and definition above to derive the state probability 𝑃𝑖(𝑡), 𝑖 ∈ ℒ, 
according to Eq. (3.1), based on corresponding models that will be introduced in the next section. 
Note the measurement conducted in [74] and [75] concluded that peers distribution in individual 
ASes is skewed and a power-law of the distribution of peers over AS’s is characterized. Although 
we do not specifically take into account the skewed AS distribution of swarms, such information 
can be easily considered with an additional factor included into the number of peers, e.g., 𝑛𝑥 can 
be substituted with 𝑛𝑡𝑜𝑡𝑎𝑙 ∙ 𝑃𝑥, wherein 𝑃𝑥 can be the probability that a peer belongs to the 𝑥th AS 
and 𝑛𝑡𝑜𝑡𝑎𝑙 is the total number of peers in a swarm.  
In the following, we first introduce analytical models for native peering selection strategies in the 
purpose of comparison, with respect to random peering selections and locality-aware peering 
strategies. Following these, our proposed hybrid peering scheme is developed and evaluated. 
3.2.1 Normal Randomized (Non-cooperative) Peer Selection Model 
According to characters of peer selection in conventional proximity aware systems, queries 
generated by users are served randomly by remote peers with the same AS hops in one or a 
combination of the scenarios (customer, peering or provider ISPs) as discussed above, if 
insufficient peers can be identified at local. Within the same domain, peers in proximity are 
preferred. We thus assume that the initial state is state (0), wherein local peers belonging to the 
same domain are firstly considered. Since our study focuses on the peer selection strategy 
associated with remote ISP networks, such an initial state involving only local peers is regarded as 
the starting point of the modelling. The general dynamics of random peer selection strategy is 
modelled in Fig. 3-2 with a 4-state CTMC. Since we consider peer selections in the scope of 
multi-domain, the randomization here refers to the selection of external peers without 
distinguishing between inter-domain links with the same AS-hops.  
3(O)
01(L) 2(P)
λL λP
λO
µL µP
µO
 
Figure 3-2: CTMC of the dynamics of random peer selection procedure in P2P systems 
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Then we can derive a set of differential equations corresponding to the model according to Eq. 
(3.1) with generator matrix 𝐐 as follows: 
𝐐 = �−(𝜆𝐿 + 𝜆𝑃 + 𝜆𝑂) 𝜆𝐿 𝜆𝑃 𝜆𝑂𝜇𝐿 −𝜇𝐿 0 0𝜇𝑃 0 −𝜇𝑃 0
𝜇𝑂 0 0 −𝜇𝑂�       (3.5) 
where 𝜆𝑥 follows 𝜆𝐿 = 𝜆𝑃 = 𝜆𝑂 , since external peers in adjacent domains are equally selected 
under the random peering strategy. With the initial conditions 𝑃0(0) = 1 and 𝑃1(0) = 𝑃2(0) =
𝑃3(0) = 0 , along with the boundary condition ∑ 𝑃𝑖(𝑡)3𝑖=0 = 1  yields the probability that the 
process will be in state (𝑖) at time 𝑡, 𝑃𝑖(𝑡), 𝑖 ∈ {0,1,2,3}. 
3.2.2 Normal Locality-aware Peer Selection Model 
As adopted in some P2P networks, potential peers not only at local domain but also from its 
customer domains are prioritized to be selected, both of which accounts for the local traffic [20]. 
The incentive of selecting peers from customer domains is to gain profits by collecting the transit 
fees. If still insufficient peers identified locally and in customer domains, queries can then be 
served either in peering domains (2(P)) or in provider domains (3(O)) without a preferred order 
[2]-[5]. Similarly as above, peers in proximity are preferred within the same domain and the initial 
system state starts form selecting peers at local domain. The dynamics of such enhanced locality-
aware peer selection strategy is thus modelled in Fig 3-3. 
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Figure 3-3: CTMC of the dynamics of native locality awareness peer selection procedure 
Then we can obtain a set of differential equations corresponding to the model according to Eq. 
(3.1) with generator matrix 𝐐 as follows: 
𝐐 = �−𝜆𝐿 𝜆𝐿 0 0𝜇𝐿 −(𝜇𝐿 + 𝜆𝑃 + 𝜆𝑂) 𝜆𝑃 𝜆𝑂𝜇𝑃 0 −𝜇𝑃 0
𝜇𝑂 0 0 −𝜇𝑂�       (3.6) 
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where 𝜆𝑃 and 𝜆𝑂 follow 𝜆𝑃 = 𝜆𝑂 for random choice between peering and provider domains. With 
the initial conditions 𝑃0(0) = 1  and 𝑃1(0) = 𝑃2(0) = 𝑃3(0) = 0 , along with the boundary 
condition ∑ 𝑃𝑖(𝑡)3𝑖=0 = 1 yields the probability that the process will be in state (𝑖) at time 𝑡 , 
𝑃𝑖(𝑡), 𝑖 ∈ {0,1,2,3}. 
3.2.3 The Proposed Hybrid ISP Policy-aware Peer Selection Model 
We present in Fig. 3-4 the dynamics of the proposed hybrid peer selection procedure from an 
ISP’s perspective with concerns of both cooperative and non-cooperative behaviours. By adopting 
the stochastic method, we characterize the different strategy options for the peer selection as a 
number of stochastic states. As shown in the figure, the non-cooperative procedure refers to the 
random approach and the cooperative procedure refers to the ISP policy-aware approach 
concerning BGP preferences as discussed previously, wherein peer selection procedures follow 
the order of inside local ISP (0)—customer ISPs (1(L))—peering ISPs (2(P))—provider ISPs 
(3(O)) with transition rate 𝜆𝑥 and 𝜇𝑥. We assume that the initial state is in state (0), wherein peers 
belonging to the same domain are preferred. As for the locality-aware approach, it can be seen as 
a partially cooperative strategy. 
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Figure 3-4: (CTMC) of the hybrid peer selection procedure in a multi-domain scenario 
The transition decision for the peer selection from the ISP policy-based peering strategy to the 
random strategy at transition rate λr is made as follows. If critical inter-ISP links are highly 
congested under the cooperative peering strategy, or the cooperative entity managed by the 
network encounters failure operations, non-cooperative peer selections (states {(0’), (L’), (P’), 
(O’)} as shown in the figure) is then considered alternatively to alleviate the inefficiency of pure 
collaborative peering scheme,. Otherwise, the system will follow the collaboration-based peering 
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scheme incorporating ISP business relationships in the order of inside ISP (0)—local ISPs 
(2(L))—peering ISPs (3(P))—provider ISPs (4(O)).  
Then we can obtain a set of differential equations corresponding to the model according to Eq. 
(3.1) with generator matrix 𝐐 as follows: 
𝐐
=
⎝
⎜
⎜
⎜
⎜
⎜
⎛
−(𝜆𝐿 + 𝜆𝑟) 𝜆𝑟 𝜆𝐿 0 0 0 0 0
𝜇𝑟 −(𝜇𝑟 + 𝜆𝐿′ + 𝜆𝑂′ + 𝜆𝑃′) 0 0 0 𝜆𝐿′ 𝜆𝑂′ 𝜆𝑃′
𝜇𝐿 0 −(𝜆𝑃 + 𝜇𝐿) 𝜆𝑃 0 0 0 0
𝜇𝑃 0 0 −(𝜆𝑂 + 𝜇𝑃) 𝜆𝑂 0 0 0
𝜇𝑂 0 0 0 −𝜇𝑂 0 0 00 𝜇𝐿′ 0 0 0 −𝜇𝐿′ 0 00 𝜇𝑂′ 0 0 0 0 −𝜇𝑂′ 00 𝜇𝑃′ 0 0 0 0 0 −𝜇𝑃′⎠⎟
⎟
⎟
⎟
⎟
⎞
 
(3.7) 
With the initial conditions 𝑃0(0) = 1, 𝑃𝑖(0) = 0, 𝑖 ∈ {1, … ,7} along with the boundary condition 
∑ 𝑃𝑖(𝑡) = 17𝑖=0  yields the probability that the process will be in state (𝑖) at time t, 𝑃𝑖(𝑡), 𝑖 ∈{0,1, … ,7}.  
The values of 𝜆𝑥 and 𝜇𝑥 can be determined according to Eq. (3.3) and (3.4), with state x extended 
to 𝑥 ∈ {𝐿,𝑃,𝑂, 𝐿′,𝑃′,𝑂′} . Transition rate𝜆𝑟  and 𝜇𝑟 are denoted as 𝜆𝑟 = 𝑘′𝑘𝐼(𝜐≠0) = �𝑘′𝑘 , 𝜐 ≠ 01, 𝜐 = 0   , 
𝜇𝑟 = 𝑛𝑟𝐸𝑟[𝜂]𝑁𝑞 𝛾 , respectively, wherein 𝜐  indicates whether the cooperative entity performs its 
function normally. Namely, 𝜐 ≠ 0 represents a normal operation of the cooperative entity and 
𝜐 = 0, otherwise. Thus 𝐼(𝜐≠0) is the indicator function, and equals to 1 if the condition is met and 
0 otherwise. Term 𝑘
′
𝑘
 represents the congestion ratio constituted by P2P traffic over inter-ISP links, 
wherein 𝑘′  is the number of inter-ISP links congested under pure cooperation-based peering 
strategy, and 𝑘  is the total number of inter-ISP links utilized by P2P traffic. Term 𝑛𝑟𝐸𝑟[𝜂] 𝛾 
illustrates the capacities of potential peers selected based on non-cooperative random peer 
selection.  
3.3 Attribute Models in Peer Selections 
Following the presentation of the modelling on the three peer selection strategies in Section 3, we 
now introduce a set of performance metrics associated with P2P systems on both the ISP side and 
the user side. The purpose for introducing such metrics is to enable a comprehensive analysis of 
peer selection behaviours in multi-domain environments, such that more intelligent schemes can 
be obtained, which takes into account both ISP operational objectives and user service 
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requirements when running their applications. Based on such comprehensive set of metrics, a 
novel peer selection technique will be introduced in this section. 
3.3.1 ISP Efficiency  
ISP efficiency here refers to the ISPs’ capability to control P2P traffic in an optimised manner. As 
previously mentioned, we mainly consider the key objective of reducing P2P content traffic 
across inter-domain transit links while maximising business revenues. Now we first consider ISP 
efficiency that only concerns P2P traffic reduction, before taking into account the business 
objective of maximising revenues – ISP Economic Benefits. As such, a high ISP efficiency 
indicates a low P2P traffic volumes over transit links, such that the network resources can be 
efficiently utilized. Thus from an analytical view, a desirable ISP efficiency is to maximize the 
probabilities of states {0, (𝐿), (𝑃),0’, (𝐿’), (𝑃’)}, which can be defined as the following. 
𝑒𝐼𝑆𝑃 = 1 − [𝑃𝑂(𝑡) + 𝑃𝑂′(𝑡)]    (3.8) 
By adopting localization strategies, ISPs are able to reduce costly transit traffic, benefiting ISPs in 
terms of efficient network resources utilizations. 
3.3.2 P2P User Efficiency  
P2P user efficiency here indicates the experiences for individual users to successfully download 
the desired content object. Then it is easy to derive from the analytical models above that 
downloading experiences of users mainly depends on the aggregated retrieval rate of each state. 
Thus we use the aggregate value of μx to denote the P2P user efficiency according to Eq. (3.3), 
which can be expressed as 
𝜇 = 𝑛𝐸[𝜂]
𝑁𝑞
𝛾 + � 𝜇𝑥
𝑥
= 𝑛𝐸[𝜂]
𝑁𝑞
𝛾 + � 𝑛𝑥𝐸𝑥[𝜂]
𝑁𝑞
𝛾
𝑥
    (3.9) 
where 𝑥 ∈ {𝐿,𝑃,𝑂, 𝐿′,𝑃′,𝑂′}, and 𝑛𝐸[𝜂]𝛾 refers to the capacities of available peers in the local 
network. 
It is generally observed that most network bottlenecks in the Internet are assumed to be either in 
the access network or on the inter-domain links between ISPs [76]. Since a significant proportion 
of the overall Internet traffic is generated by P2P applications [1], the majority of which traverses 
multiple inter-ISP links rather than in intra-ISP links [77], there is a necessity to confine the P2P 
traffic within the bandwidth capacities of inter-ISP links. We thus mainly consider the bottlenecks 
between inter-ISP links in this work. In this case Eq. (3.9) becomes 
𝜇 = 𝑛𝐸[𝜂]𝛾 + 𝑘𝑐𝐵𝑢��� + 𝑚𝐵𝑝��� + 𝑘𝐵𝑑����
𝑁𝑞
   (3.10) 
Chapter 3. A Modelling Framework on ISP-P2P Collaborations across Multi-domains 
 
40 
where 𝑘𝑐 is the number of inter-domain links connecting customer ISPs to provider ISP, 𝑚 is the 
number of peering links connecting peering ISPs, and 𝑘 is the number of transit links. Parameter 
𝐵�  is the average bandwidth of inter-domain links, which describes customer-provider upstream 
connection for 𝐵𝑢���, provider-customer downstream connection for 𝐵𝑑����, and peering connection for 
𝐵𝑝���, respectively. 
We have the following equation to determine the lower bound of 𝜇, which indicates the minimal 
economic benefits of individual users towards the service perceived form the relevant network. 
𝑈𝑠 =  𝑙𝑜𝑔(𝛼𝑠𝜇 + 1 ) − 𝑐             (3.11) 
where 𝛼𝑠  is a shape parameter related to a particular user. 𝑐 is a fixed price that users subscribing 
to the ISP have to pay. Notice that 𝑈𝑠 is a strictly concave function in 𝜇𝑖 and as noted in [78], a 
concave function is commonly used for describing elastic traffic, which is the dominant traffic in 
the Internet, and is also common used for performing distributed admission control [79]. 
The log function is chosen to model diminishing returns as 𝜇  increases, so 𝑈𝑠 = 0 yields no 
benefits to the user, thus a minimum 𝜇 can be derived by letting 𝑈𝑠 ≥ 0, which yields 𝜇 ≥ 𝑒𝑐−1𝛼𝑠 . 
The user efficiency (Eq. (3.10)) guarantees desired performance for P2P users in terms of 
downloading experiences, based on which users can make decision on whether to subscribe to an 
ISP or transfer to another by checking the economic benefits (Eq. (3.11)). For end users, since 
they need to pay the subscription fees to their subscribed ISP for internet access, they can decide 
to transfer to other ISPs if the user efficiency is lower than 𝑒
𝑐−1
𝛼𝑠
, leading to the subscribers’ 
economic benefits 𝑈𝑠 < 0 that yields no benefits to users. 
3.3.3 ISP Economic Benefits  
We next investigate the revenues generated by an ISP for carrying P2P traffic. In general, an ISP 
receives revenues from its subscribers (including customer domains and end users) and pay for 
the connection to its provider ISPs. The economic cost of an ISP consists of mainly two parts: 1) 
peering cost, a fixed cost of providing bandwidth from the peering ISPj (e.g., for a peering port 
fee), which is ignored in our work compared to transit cost; and 2) transit cost, 𝐶𝑖𝑑, which is a 
transit cost for each unit of bandwidth to the provider ISPi, proportional to the mean allocated 
bandwidth 𝐵𝑑����. For simplicity we assume that there is an identical charge for both outbound and 
inbound traffic between a customer ISP and a provider ISP. Therefore, an ISP’s profit can be 
expressed by 
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𝑈𝐼𝑆𝑃 = ��𝑐 ∙ 𝐼(𝑈𝑠≥0)𝑛
𝑠=1
+ 𝐵𝑑�����𝐶𝑧𝑑 ∙ 𝐼(𝑅𝑐_𝑧≠0)𝑘𝑐
𝑧=1
� − 𝐵𝑑�����𝐶𝑖
𝑑 ∙ 𝐼
�𝑅𝑜𝑖≠0�
𝑘
𝑖=1
    (3.12) 
where 𝐼(∙)  is the indicator function, and equals to 1 if the condition in the bracket is met and 0 
otherwise. Parameter n  is the number of local users subscribing to the ISP. 𝑅𝑐_𝑧 and 𝑅𝑜_𝑖 represent 
the traffic from a customer domain and from a provider domain, respectively,  and thus 𝑅𝑜_𝑖 = 0 
(or 𝑅𝑐_𝑧 = 0) means that there is no traffic over transit links. ∑ 𝑐 ∙ 𝐼(𝑈𝑠≥0)𝑛𝑠=1   indicates the cost 
paid by users subscribing to the ISP. Term ∑ 𝐶𝑧𝑑 ∙ 𝐼(𝑅𝑐_𝑧≠0)𝑘𝑐𝑧=1   refers to the revenues an ISP 
generates from its customer domains, and ∑ 𝐶𝑖𝑑 ∙ 𝐼(𝑅𝑜_𝑖≠0)𝑘𝑖=1  indicates the transit fees that need to 
be paid to its provider domains. 
As discussed previously, for an ISP with a multi-homed customer domain, it may lose its profit 
due to potential asymmetrical routing policies with this customer domain. As such, an ISP can be 
in deficit if 𝑈𝐼𝑆𝑃 < 0, thus a minimum 𝑈𝐼𝑆𝑃 should be maintained with 𝑈𝐼𝑆𝑃 ≥ 0. On the other 
hand, P2P users’ perceived service quality can have degradation for 𝑈𝑠 < 0. Thus a minimum 
users’ efficiency needs to be guaranteed by 𝑈𝑠 ≥ 0. We thus have the following statement in 
order to maintain the performance required by both ISPs and P2P users. 
Theorem 1: Assumed an identical cost for all transit links as 𝐶𝑑  for each unit of bandwidth 
utilized, a lower bound of the number of available peers at local exists to maintain benefits for 
both ISPs and local P2P users, which is given as below. 
𝑛min = max�𝜇min𝑁𝑞 − (𝑘𝑐𝐵𝑢��� + 𝑚𝐵𝑝��� + 𝑘𝐵𝑑����)𝛾𝐸[𝜂] , (𝑘 − 𝑘𝑐)𝐵𝑑����𝐶𝑑𝑐 �   (3.13) 
where 𝜇𝑚𝑖𝑛 = 𝑒𝑐−1𝛼𝑠 . 
Proof: According to Eq. (3.11), 𝑈𝑠 ≥ 0  guarantees the minimal benefits for the user, thus 
𝜇 ≥
𝑒𝑐−1
𝛼𝑠
 can be derived accordingly, with 𝜇𝑚𝑖𝑛 = 𝑒𝑐−1𝛼𝑠 . Replace 𝜇 with 𝜇min in Eq. (3.10) and 
we thus have 𝑛 ≥ 𝜇min𝑁𝑞−(𝑘𝑐𝐵𝑢����+𝑚𝐵𝑃����+𝑘𝐵𝑑����)
𝛾𝐸[𝜂] . According to Eq. (3.12) 𝑈𝐼𝑆𝑃 ≥ 0 can maintain profits 
for an ISP, we then can get 𝑛 ≥ (𝑘−𝑘𝑐)𝐵𝑑����𝐶𝑑
𝑐𝑖
 accordingly, given identical cost of transit links. 
Therefore, 𝑛min = max �𝜇min𝑁𝑞−(𝑘𝑐𝐵𝑢����+𝑚𝐵𝑝���+𝑘𝐵𝑑����)𝛾𝐸[𝜂] , (𝑘−𝑘𝑐)𝐵𝑑����𝐶𝑑𝑐 �. 
The above statement provides a benchmark on the number of local peers for desirable content 
object sharing, so as to ensure a desirable performance for both network and users. The details of 
the peer selection process and transitions between domains will be presented in the following 
section. Such bound value can be effective for the network in the way that, the network provider 
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can have knowledge of the P2P traffic’s impact on its economic benefits and then make 
corresponding decisions. Specifically, if sufficient peers are identified locally (𝑛 > 𝑛min), the 
economic benefits of the network can be maintained. Otherwise, external peers from remote 
domains need to be considered, and thus how to efficiently guide peer selections across domains 
is the main concern of the network provider in order to maintain its profits. By comparing the 
number of local peers with updated 𝑛min, the network provider can decide whether to transit to 
another domain for peer selection. And by following an efficient peer selection strategy across 
domains, the benefits of both network providers and P2P users can be maintained. In particular, 
the efficiency of a peer selection can be checked according to Theorem 1. Namely, an efficient 
peer selection strategy can lead to 𝑛 > 𝑛min. wherein 𝑛 refers to the number of local peers. 
Furthermore, concerning the ISP’s benefits, a condition regarding the number of transit links 
utilized needs to be maintained. Such range regarding the number of transit links can be derived 
as the following based on Theorem 1. As shown later in the numerical analysis, the number of 
inter-domain links can have greater impact on ISPs’ side than on P2P users’ side, which further 
ensures the effectiveness of peering localization. 
Corollary 1: An upper bound of the number of transit links utilized exists to maintain the ISP’s 
profits, given the number of available peers at local network. 
𝑘𝑑 − 𝑘𝑐 ≤
𝑛𝑐
𝐵𝑑����𝐶𝑑
      (3.14) 
For stub ISPs without customer domains subscribing to, that is, 𝑘𝑐 = 0, a range regarding the 
number of transit links exists to maintain the utility for both ISPs and users, which can be given as 
𝑘 ∈ �
 𝜇min𝑁𝑞 − 𝑛𝐸[𝜂]𝛾
𝐵�
, 𝑛𝑐
𝐵𝑑����𝐶𝑑
�          (3.15) 
Proof: 𝑈𝐼𝑆𝑃 > 0 gives the condition for an ISP to be minimally benefited according to Eq. (3.12). 
Then 𝑈𝐼𝑆𝑃 ≥ 0 ⟹ 𝑘𝑑 − 𝑘𝑐 ≤ 𝑛𝑐𝐵𝑑����𝐶𝑑 , given the number of available peers at local network. If 
𝑘𝑐 = 0, which indicates a stub ISP without customer ISPs subscribing to, an upper bound of 
transit links’ number can thus be obtained as 𝑘 = 𝑘𝑑 ≤ 𝑛𝑐𝐵𝑑����𝐶𝑑. According to Eq. (3.10), the lower 
bound of transit links can be derived as  𝑘 ≥  𝜇min𝑁𝑞−𝑛𝐸[𝜂]𝛾
𝐵�
 by letting 𝑈𝑠 ≥ 0. Thus a range 
regarding the number of transit links can be obtained to maintain the performance of both ISPs 
and users. 
Theorem 1 together with Corollary 1 provides the main technique support for an efficient cross-
domain peer selection, which answers the previous question that in what circumstances can 
remote peer selection be triggered. The peer selection procedure across domains depends on the 
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benchmark (𝑛min) to follow an ISP policy-based peering process (or cooperative peering), and the 
link state regarding the utilization of transit links can be monitored periodically by the cooperative 
entity during the process. Values beyond the range in Eq. (3.15) indicate a need for a transition 
triggered from the cooperative to the non-cooperative peering scheme, details of which are further 
discussed later. 
Based on the ISP policy-based peer selection scheme (or cooperative peering selection), costly 
transit P2P traffic can be alternatively redirected to free peering links in order to maintain ISPs’ 
profits. While this can be effective, the free agreement between ISPs can be challenged due to 
non-reciprocal benefits received regarding unbalanced traffic exchanged. In order to maintain 
such ISP peering agreement, we have the following statement. 
Corollary 2: For two peering ISPs, ISPA and ISPB, a condition below needs to be met by the two 
ISPs so as to maintain a reciprocal peering connection in the scenario of an ISP policy-based peer 
selection. 
𝑃𝐴 − 𝑃𝐵 ≅
(𝑛𝑜𝐵 − 𝑛𝑜𝐴)𝐸𝑜[𝜂]𝛾
𝜇𝑁𝑞
      (3.16) 
where 𝑃𝐴 refers to the probability when ISPA selects peers from a transit ISP while ISPB selects 
peers via the free peering link from ISPA, and vice versa for 𝑃𝐵. 𝑛𝑜𝐴𝐸𝑜[𝜂] indicates the total users’ 
capacity demand retrieved from ISPA’s provider ISPs, and 𝑛𝑜𝐴 is the number of peers participating 
transferring the required object in the transit provider. Similarly, 𝑛𝑜𝐵𝐸𝑜[𝜂] indicates the total users’ 
capacity demand retrieved from ISPB’s provider ISPs. Thus 
𝑛𝑜
𝐴𝐸𝑜[𝜂]𝛾
𝜇𝑁𝑞
 refers to the percentage of 
traffic volumes retrieved from ISPA’s transit provider ISPs. 
Therefore the conclusion of Eq. (3.16) is quite straightforward, which indicates that if there is a 
potential risk that one peering ISP (e.g., ISPB in Fig. 1) is served more from its peering ISP (ISPA 
in Fig. 3-1), indicating that 𝑃𝐴 > 𝑃𝐵, more peers from its transit ISPs (𝑛𝑜𝐵) should be considered 
alternatively to maintain the free peering agreement. The value of 𝑃𝐴 (or 𝑃𝐵) can be derived from 
the model of Fig. 3-4 as 𝑃3 for individual ISPs. Cooperative peer selection tends to increase the 
peering traffic between two peering ISPs, which can incur non-reciprocal benefits as discussed 
above and also may require additional upgrade on the port speeds at peering ports if huge traffic 
diverted to the peering link. Even if the upgrade can be cheaper compared to the costly transit 
traffic, the risk of tearing up such settlement-free relationship between two peering ISPs can still 
exist, leading to the incentive for adoption of Corollary 2. Such context information of the 
underlay can also be monitored and collected by a trusty third party that is in charge of peer list 
ranking. Then along with Theorem 1 and Corollary 1, Corollary 2 maintains ISP business 
relationships among domains when the ISP policy-based peer selection scheme is adopted. 
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In order to answer the question that how an efficient peer selection in multi-domain environment 
can be enabled, we propose in the following the hybrid peer selection in multi-domain 
environment scheme, followed by Section 3.3.5 that discusses the practicality deployment issues. 
3.3.4 Enhanced Peer Selections in Multi-Domain Environments  
Without loss of generality, we assume the existence of a generic collaborative entity (CE) in each 
autonomous domain, which is responsible for collecting all necessary information from both the 
P2P side and the network side in order to compute optimised peer selections. How such entity can 
be specifically realised is outside the scope of this work, as we mainly focus on the 
algorithm/theory side of the paradigm. In fact existing proposals like Oracle Service [2], P4P [3] 
and ALTO [6] can be all adapted for such purposes. On the one hand, individual P2P systems 
periodically (e.g., each time a swarm is established wherein all peers sharing the same popular 
object) transmit users’ states, including IP addresses of peers, peer bandwidth capability 
distribution to the CE. On the other hand, necessary information of the underlying networks is 
also disseminated to the CE, including ISP business relationships and BGP routing information 
that can be potentially disseminated from the underlying BGP routing advertisements. Effectively, 
such information on the network side is rarely changed unless there are unexpected anomalies 
such as network failures. Available bandwidth on inter-ISP links can be mutually monitored by 
neighbouring ISPs in a periodical manner. In addition to the gathering of local information, CEs 
belonging to adjacent ISP networks also need to exchange network information with each other, 
as is indicated in the following. 
There are two main steps involved in the peer selection strategy. Upon receiving all the necessary 
information input, the CE in ISPi deduces the number of peers inside the local domain, 𝑛𝑙𝑜𝑐𝑎𝑙 
(based on their IP addresses), and compares it with the minimal satisfaction index 𝑛min according 
to Theorem 1 that maintains the minimal benefits for users and the network. If 𝑛𝑙𝑜𝑐𝑎𝑙 > 𝑛min, IP 
addresses of these peers are added to the candidate peer list, and it is returned back to requesting 
users to start the content object transfer. Otherwise additional peers need to be identified outside 
the local ISP network. Towards this end, the algorithm first sets ISP hop value ℎ𝑜𝑝 = 1, and the 
CE then exchanges information (with transition rate at 𝜆𝑥) with their counterparts belonging to 
neighbouring ISPs to identify sufficient candidate peers. The value of 𝑛min is then updated and 
the condition 𝑛𝑙𝑜𝑐𝑎𝑙? > 𝑛min is checked by the CE, in order to assure networks as well as users’ 
performance. Note the order for communicating with remote ISPs toward information exchange 
follows the ISP policy and inter-ISP routing strategy. If there are still not sufficient peers located 
in neighbouring ISPs, then the algorithm sets ISP hop value to ℎ𝑜𝑝 = ℎ𝑜𝑝 + 1, and repeats the 
whole process. In this case, peer candidates will need to be identified from non-adjacent ISP 
networks. To support such feature, CEs need to communicate with each other even if they are not 
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located in neighbouring domains. In general, CE’s awareness about their counterparts in both 
neighbouring and remote domains can be achieved based on the dissemination of their location 
information through BGP route advertisement, as has been the case for other purposes like MPLS 
path computation elements (PCE) [80]. By communication with other CEs, the traffic volumes 
exchanged via free peering links between ISPs can be monitored by the CE. As such, the free 
peering agreement can be maintained by following Corollary 2. 
Finally, P2P systems select peers based on the information by quoting the CEs. Connections 
across domains are established with potential peers via candidate routes in the ranked order that 
obtained from the CE entities. 
Note that in the peer selection process above, local available peers are considered with the highest 
priority. This promotes the peer connections at local area, such that users’ downloading 
experiences and inter-ISP traffic mitigation can be achieved. 
For depiction simplicity, we can simply extend the peer selection scheme illustrated above to the 
hybrid peer selection scheme with minor corrections on the process between connections with 
external peers, with a further decision making after process 9 in the pseudo code. The decision 
can be made by the CE according to the number of inter-domain links utilized by P2P traffic (k). 
The CE computes the range of k and periodically compares the value of k with this range (𝑘 ∈[𝑘𝑚𝑖𝑛,𝑘𝑚𝑎𝑥]) based on Corollary 1. If 𝑘 ≤ 𝑘𝑚𝑖𝑛, indicating that the P2P traffic is confined over 
limited inter-domain links that may constitute bottlenecks, the peer selection procedure should 
transit to the non-cooperative peer selection scheme in order to achieve simple load balancing 
over inter-domain links. Otherwise if 𝑘 > 𝑘𝑚𝑎𝑥, implying an aggressive adoption of inter-domain 
links such that the economic benefits of the ISP cannot be maintained, then the peer selection 
procedure should be based on the ISP policy-based scheme. 
Alogorithm     Enhanced Peer Selection in Multi-domain 
1: 𝑛𝑖: the number of candidate peers for connection to peers inside ISPi (initial value: 0) 
2: 𝑛min: the value deduced according to Theorem 1 
3: Select peers in local domain  
4: 𝑛𝑖 ⟵  𝑛𝑙𝑜𝑐𝑎𝑙  
5: if 𝑛𝑙𝑜𝑐𝑎𝑙 > 𝑛min then 
6:    CandidateList[] ⟵  𝑛𝑖 IP addresses 
7:    P2P systems select peers from CandidateList[] 
8: else if 𝑛𝑙𝑜𝑐𝑎𝑙 ≤ 𝑛min then   
9:    ISP_hop ⟵ ISP_hop+1 
10:  Select peers in customer domains 
11:  𝑛𝑖 ⟵  𝑛𝑖 + 𝑛𝐿 and update 𝑛min 
12:  if 𝑛𝑙𝑜𝑐𝑎𝑙 > 𝑛min then 
13:     CandidateList[] ⟵ 𝑛𝑖 IP addresses 
14:    P2P systems select peers from CandidateList[] 
15:  else if 𝑛𝑙𝑜𝑐𝑎𝑙 ≤ 𝑛min then 
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16:     Select peers in peering domains 
17:     𝑛𝑖 ⟵  𝑛𝑖 + 𝑛𝑃 and update 𝑛min 
18:     if 𝑛𝑙𝑜𝑐𝑎𝑙 > 𝑛min then 
19:        CandidateList[] ⟵ 𝑛𝑖 IP addresses 
20:        P2P systems select peers from CandidateList[] 
21:     else if 𝑛𝑙𝑜𝑐𝑎𝑙 ≤ 𝑛min then 
22:        Select peers in provider domains 
23:        𝑛𝑖 ⟵  𝑛𝑖 + 𝑛𝑂 and update 𝑛min 
24:        if 𝑛𝑙𝑜𝑐𝑎𝑙 > 𝑛min then 
25:           CandidateList[] ⟵ 𝑛𝑖 IP addresses 
26:           P2P systems select peers from CandidateList[] 
27:        else if 𝑛𝑖 ≤ 𝑛𝑇  then 
28:           Go back to step 9.  
29:        end if 
30:     end if 
31:   end if 
32: end if 
3.3.5 Deployment Discussions  
The purpose of the proposed hybrid peering scheme is to offer guidance on efficient peer selection 
across domains. Such a mechanism can be realised by a dedicated server managed by the ISP or 
by a trusty third party, as referred to the cooperative entity (CE) that is responsible to provide 
preferred information by collecting network and client information. The CE can be corresponding 
to the components developed by the ALTO Working Group as the ALTO server [6], or as an 
iTracker in P4P architecture [3]. The discovery of a CE can be enabled through DNS queries. 
For a tracker-based P2P, the CE can be contacted by a P2P tracker directly to retrieve information 
about its preferences, such as preferred autonomous systems, IP ranges, etc. For a trackerless P2P 
that does not have central trackers but depends on mechanisms such as DHT, peers directly 
interact with CEs to obtain necessary information. In order to provide the optimized peer list, the 
CE is aware of both static and dynamic context information, collected from the network provider 
and application trackers (or peers). Static information, such as BGP preferences, does not change 
unless the AS-level topology is updated. If dynamic, such as the utilization of inter-domain 
bandwidth, the CE periodically collects such information and updates the peer list. 
Specifically, in a tracker-based P2P system, such as BitTorrent, random peering is the default 
behaviour of the tracker [81] that returns an arbitrary subset of active peers upon user request. 
Under a non-cooperative peering, the random peer list can be replaced by a list provided by the 
CE that prefers external peers from domains with low AS hop count metric. In order to obtain the 
AS hop for individual peers, the CE is assumed to be able to associate each peer (according to the 
IP address) to its ISP network, e.g., by using precomputed mapping information obtained from 
BGP tables [82], or by means of more sophisticated information as offered by P4P [3] in case 
ASes not equivalent to ISPs. Under a cooperative peering, external peers are preferred from 
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domains concerning BGP preferences regarding ISP business relationships rather than AS hops. 
In particular, the CE allows for the transition between cooperative and non-cooperative peering, 
by periodically monitoring potential congestions over critical inter-domain links. 
Interactions between the CE and the P2P tracker, along with P2P peers, can be illustrated in Fig. 
3-5. As discussed above, such interaction can be implemented by the protocol interactions 
between ALTO elements [83]. Specifically, the P2P tracker can be corresponding to the ALTO 
client and the CE can be implemented by the ALTO server. As shown in the figure, the CE haves 
access to the P2P tracker to retrieve information of peers, and a list of IP addresses is obtained. 
Such access can be realized by the ALTO client protocol. A preferred peer list is then returned 
back to the tracker by the CE concerning preferences from the underlying network, regarding 
BGP preferences, etc. By referring to the Local Preferences (LocalPrefs) attribute [19], the CE is 
aware of which neighbouring domains are preferred by the local domain to set up route with. In 
this way, external peer selections across domains can follow ISP business concerns, such that the 
ISP economic benefits can be maintained. In order to enable efficient remote peer selections, the 
CE can also communicate with other CEs to exchange network information obtained from 
corresponding BGP routers, regarding the symmetrical ISP routing check and inter-domain link 
congestion state. Such communication between CEs can be realized by the dissemination of their 
location information through BGP route advertisement, which enables optimized peer selection in 
remote domains if insufficient peers identified locally. 
 
Figure 3-5: Interaction between end peers, CEs and P2P trackers 
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The CE can be overloaded if frequent accesses by trackers (or peers). As such, we suggest that the 
tracker (or peer) accesses the CE in a periodic way in each swarm, and within that period a 
caching of the ranked list at the tracker’s (or peer’s) side can be retrieved as promoted by [6]. In 
this way, the query load on the CE can be alleviated. Also, due to the communication between 
CEs for network context information exchange, the CE can as well be overloaded for such 
frequent communications. Since the information exchanged between CEs is mainly of the 
underlying network’s side, regarding ISP business relationships and BGP routing information, 
which is rarely changed unless there are unexpected anomalies such as network failures that result 
in AS-level topology update. Therefore, the communication between CEs for the network context 
exchange can be operated periodically. Regarding the available bandwidth on inter-ISP links, it 
can be as well mutually monitored by neighbouring ISPs in a periodical manner. One interesting 
research issue to be considered in our future work is to consider the practical network monitoring 
technique which can effectively provide up-to-date input into our proposed algorithm. 
3.4 Numerical Analysis 
We specify the setting of experiment parameters below, and unless specified the values will keep 
fixed throughout the experiments. According to [74], the total number of concurrent users over 
the Internet sharing a popular content object can be assumed to be at the magnitude of 10,000. 
● N=104. The number of P2P users in the considered model which share a common content object. 
● The bandwidth capacity of inter-domain (ISP network) links is 𝐵� = 10 Gbps. 
● The value of γ , according to [2], the on-line fraction of peers can be in the range of 80-75%, so 
we set 0.8γ =  here, assuming that most of peers are on-line, and willing to share contents with 
each other. 
● We assume the average value of users’ uplink capacities can be calculated as 𝐸𝑥[𝜂] = 1 Mbps. 
Since the upload bandwidth capacity of many users is much lower than the download bandwidth 
capacity based on ADSL environment, it is reasonable to assume the average user’s uplink 
capacity is around 1Mbps, compared to 10 Mbps of downlink capacity. 
● We assume a unified cost for users subscribing to ISP is 𝑐̅ = 1 unit, the mean shape parameter 
is 5sα = , thus the minimum rate efficiency can be obtained according to Eq. (3.11) as 𝜇𝑚𝑖𝑛 =
𝑒𝑐−1
𝛼𝑠
= 0.3, which means that a number of users are minimally satisfied with their perceived 
services if at least one third of their queries can be retrieved successfully under the above 
assumption. The value of this parameter can be further tuned according to the sensitivity of the 
required object by users, such as on-line video sharing, wherein the value of 𝜇𝑚𝑖𝑛 can be set 
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higher than the native file sharing (e.g., file downloading rather than real time video streaming, 
etc.) to meet users’ specific requirements. 
3.4.1 Evaluation of User’s Benefits 𝑼𝒔   
As indicated in the previous section, P2P users can decide to subscribe to an ISP if their perceived 
service quality can be minimally satisfied. Although we do not provide a figure here to illustrate 
quantitatively how the number of peers belonging to the same ISP network influences this 
decision, i.e., the users’ utility, it is intuitive to know that with more peers available at local, users 
are more willing to subscribe to the ISP, since there are higher chances that users’ service quality 
perceived can be maintained or even improved with sufficient peers. 
3.4.2 Evaluation of ISP Efficiency  
1) Impact of ISP policy on ISP efficiency: 
We set 𝜇𝐿 = 0.7,𝜇𝑃 = 0.8, 𝜇𝑂 = 0.9 here corresponding to the fact that there are more peers 
holding the desired content in peering domains or in the public Internet (through provider 
domains) than those at local [10]. In Fig. 3-6 we plot the ISP efficiency under the ISP policy-
based peering strategy (𝑒𝐼𝑆𝑃, defined in Eq. (3.8)), with the value of 𝜆𝑥 varying for the first 20 
time intervals (time intervals used here to show the dynamicity of the P2P system based on 
CTMC, and 𝑡 = 0 is the time point at which the CTMC starts, and is in its initial state). As 
observed, as the transition rate of 𝜆𝑥 increases so as to maintain the desired user efficiency, the 
ISP efficiency tends to decrease. This result indicates a trade-off requirement between the ISPs’ 
and users’ efficiency regarding the number of transit links utilized, which can be achieved by 
referring to Corollary 1. As shown later the varying of inter-domain links can have bigger impact 
on the ISP’s side rather than on the user’s side. Such observation further provides analytical 
verifications on the effectiveness of peering localization. 
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Figure 3-6: ISP efficiency with the value of 𝝀𝒙 varying for fixed value of 𝝁𝒙  under ISP policy-based 
strategy 
2) Correlation between  P2P user rate efficiency and ISP efficiency 
We vary 𝜇𝑥 to see how the retrieval rate influents ISP efficiency, with 𝜆𝐿 = 0.9,𝜆𝑃 = 0.8, 𝜆𝑂 =0.7 fixed. Relative high value of 𝜆𝑥 is set to show the lower bound of the performance. We plot in 
Fig. 3-7 the dynamicity of ISP efficiency 𝑒𝐼𝑆𝑃 under the ISP policy-based peering strategy. As 
observed, the ISP efficiency increases with the augment of 𝜇𝑥 . We make the following 
observation based on Fig. 3-6 and 3-7 that the ISP policy-based peer selection scheme is able to 
benefit ISPs, since that a higher ISP efficiency indicates less traffic volume over transit links, 
which can in turn benefit users’ downloading experiences as well. However, as discussed 
previously, potential congestion risks over critical inter-domain links can be incurred based on the 
ISP policy-based peering scheme due to flash crowds when a large group of users begin to 
retrieve the content during a short period of time. We thus give analysis below on the ISP 
efficiency as well as the user efficiency based on the proposed hybrid peering scheme to show its 
efficiency of resolving these issues. 
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Figure 3-7: ISP efficiency with the value of 𝝁𝒙 varying for fixed value of 𝝀𝒙 under ISP policy-based 
strategy 
3) Comparison of Different Peer Selection Strategies on Network Efficiency: 
Fig. 3-8 compares the network efficiency under different peer selection strategies. We set 
𝜇𝐿 = 0.7,𝜇𝑃 = 0.8, 𝜇𝑂 = 0.9  and 𝜆𝐿 = 0.9,𝜆𝑃 = 0.8, 𝜆𝑂 = 0.7  here, corresponding to the fact 
that the number of peers varies as the order of 𝑛 < 𝑛𝐿 < 𝑛𝑝 < 𝑛𝑂 , given the condition that 
𝑛𝑥−1𝐼(𝜃>0) ≠ 0 . As shown in the figure, peer selections with concerns of ISP policies can 
satisfyingly maintain desirable network efficiency and not surprisingly outperforms other peer 
selection schemes. The results are consistent with our analysis above that the ISP policy-aware 
peering scheme is able to offer a desirable performance for both underlying networks and P2P 
users, compared to native peer selections. Specifically, for 𝜆𝐿 = 1, indicating that 𝑛𝑥−1𝐼(𝜃>0) = 0, 
the efficiency of the network is slightly reduced as shown in the figure, but still outperforms other 
native strategies substantially. 
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Figure 3-8: ISP efficiency under different peer selection strategies 
We also compare in Fig. 3-8 the ISP efficiency under coexistence of non-cooperative and 
cooperative peering scenarios (the hybrid peering scheme), with 𝜇𝐿 = 0.7,𝜇𝑃 = 0.8, 𝜇𝑂 = 0.9, 
𝜇𝑟 = 0.5  and 𝜆𝐿 = 𝜆𝐿′ = 0.9, 𝜆𝑃 = 𝜆𝑃′ = 0.8, 𝜆𝑂 = 𝜆𝑂′ = 0.7 , 𝜆𝑟 = 0.01  fixed. Note that the 
hybrid peering scheme performs perfectly well in terms of network efficiency, similarly to the 
cooperative strategy (or ISP policy-based strategy) by mitigating a great amount of transit traffic 
as compared to the non-cooperative strategy as shown in the figure. The result implies that a 
desirable network efficiency can be maintained under the hybrid peering scheme, and at the same 
time, risks of high intensity of P2P traffic volume over critical inter-domain links can be mitigated 
effectively, such that congestions can be avoided accordingly. 
Fig. 3-9 shows that the network efficiency under the hybrid peering strategy can be slightly 
decreased with the value of 𝜆𝑟  increasing, since non-cooperative is adopted with higher 
probability in this way that does not distinguish between different ISPs. But the results still 
outperform significantly those of non-cooperative or partially cooperative strategies. 
We made the following observations based on Fig.3-8 and Fig. 3-9 that while a promising ISP 
policy-based peering strategy can achieve the most desirable network performance in terms of 
network efficiency, the hybrid peering scheme, however, is sufficient to retain such desirable 
performance as compared to the ISP policy-based peering scheme, and at the same time, 
congestions over critical inter-domain links can be eliminated. 
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Figure 3-9: ISP efficiency comparison with 𝝀𝒓 varying under different peer selection strategies 
4) Comparison of Different Peer Selection Strategies on Reduction of Cross-ISP Traffic 
We also set here 𝜇𝐿 = 0.7,𝜇𝑃 = 0.8, 𝜇𝑂 = 0.9  and 𝜆𝐿 = 0.9,𝜆𝑃 = 0.8, 𝜆𝑂 = 0.7 . Fig. 3-10 
illustrates the cross-domain traffic ratio under different peer selection strategies. As observed, the 
ISP policy-based localization strategy outperforms randomized strategies by reducing a 
substantial proportion of the inter-ISP traffic, a reduction 23.5% in the steady state. This result 
implies a promising capability of the ISP policy-based strategy to localize the P2P traffic that is 
similar to the effectiveness of locality-aware scheme. Specifically, for 𝜆𝐿 = 1 (𝑛𝑥−1𝐼(𝜃>0) = 0), 
the inter-ISP traffic mitigation ratio is slightly reduced but still outperforms the random strategy a 
lot. The results quantitatively prove the necessity of considering ISP policies in the peer selection 
procedure, in order to maintain desirable profits for networks and satisfied service quality for 
users at the same time. 
As shown in Fig. 3-10, the hybrid peer selection scheme can maintain desirable performance as 
compared to the cooperative peering scheme in terms of great reduction of cross-ISP traffic. The 
results imply that the hybrid peering strategy is able to preserve the promising effectiveness of 
peering localization as compared to the ISP policy-based scheme. On the other hand, the slight 
decrement under hybrid peering scheme indicates that the P2P traffic volumes are not strictly 
confined within the limited number of inter-domain links, but rather can be distributed among 
multiple inter-domain links, which allows for a simple load balancing achievement. 
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Figure 3-10: Cross-ISP traffic mitigation ratio under different peer selection strategies 
Since the main purpose of introducing such hybrid peer selections proposition is to alleviate P2P 
traffic intensity over critical inter-ISP links, there is a potential increment of P2P traffic traversing 
via transit links. However, the increment is relatively trivial as shown in Fig. 3-10, only an 
increment of 3% for the value of 𝜆𝑟 = 0.1 as compared to the pure collaboration scenario. Then 
another concern may arise regarding the revenues loss for some lower tier ISPs due to potential 
adoption of transit links under non-cooperative strategy. As shown in the next section, the 
desirable benefits of individual ISPs can still be maintained if Corollary 1 and 2 can be guaranteed. 
3.4.3 Evaluation of ISP Economic Benefits & User Efficiency  
1) Impact of Peer Selection Strategies on ISP Economic Benefits: 
Fig. 3-11 compares the ISP economic benefits under the hybrid and cooperative peering scenario, 
with two more inter-domain links adopted under the hybrid strategy compared to the cooperative 
strategy. The linear display of the results shows the direct proportional relationship between the 
ISP economic benefits and the number of peers at local. As analyzed previously, since the hybrid 
peering strategy incorporates random selections among remote domains, it may lead to an 
increment involvement of the number of transit links to carry the P2P traffic. Thus the profits for 
an ISP can be damaged and also can be hardly predicable due to a probability concern of 𝜆𝑟. As 
such, for some ISPs, e.g., stub ISPs without customer domains subscribing to, the profits can be 
affected much more than those of lower tier of ISPs, such as tier-1 ISPs. Therefore, as shown in 
the figure, revenues generated by an ISP can experience decrement under hybrid peer selection 
scenario compared to cooperation-based peering scenario. However, if specific requirements can 
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be maintained in the hybrid scenario, such as conditions Corollary 1 and 2, the profit of an ISP 
can thus be guaranteed. 
 
Figure 3-11: ISP economic benefits under different peer selection strategies 
2) Impact of the Number of Inter-domain Links: 
We evaluate the P2P user’s efficiency in Fig. 3-12 under different peer selection strategies 
with𝑘 = 4. The linear display of the results shows the direct proportional relationship between the 
user efficiency and the number of peers at local. The results depicted in the figure indicate that 
users’ perceived service quality can be enhanced greatly under hybrid peering strategy, which is 
consistent with the previous analysis with an increment of  𝑛𝑟𝐸𝑟[𝜂]
𝑁𝑞
𝛾. A concern may arise that 
while localization of P2P traffic can enhance the network efficiency in terms of great reduction of 
costly transit traffic, the service quality perceived by P2P users could encounter degradation since 
fewer inter-domain links can be adopted. However, we argue that the number of inter-domain 
links can have bigger impact on ISP economic gains rather than on the users’ rate efficiency as 
shown in Fig. 3-13. In particular, the impact of the increment of inter-domain links can increase 
the transit traffic by 33.4% given the number of peers at local of around 100, while the gains for 
P2P users in terms of user efficiency are relatively small, with an improvement of only 8.4%. 
Thus the concern, that limited number of inter-domain links due to peering localization can have 
great impact on users’ service quality, can not necessarily be the case according to our analysis. 
The results further prove the effectiveness of localization promoted peer selections. 
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Figure 3-12: User efficiency under different peer selection strategies 
 
Figure 3-13: A comparison of benefits of network’s & P2P user’s with the number of transit links 
varying 
3.5 Summary 
In this chapter, we first present a comprehensive analytical modelling framework in multi-domain 
network environments for analysing system performance on both the P2P user side and the 
network side. Comprehensive analysis has been performed concerning ISP efficiency, economic 
benefits and user efficiency. Based on this modelling framework, we propose an advanced hybrid 
peer selection scheme in a multi-domain environment, with awareness of both cooperative 
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networks and non-cooperative networks coexisting in practice. The developed theoretical 
modelling framework facilitates systematic analysis on different aspects of P2P system 
behaviours and their implications to the underlying network. In particular, we have derived 
condition requirements for ISPs to target in order to achieve desirable utilities for both ISPs and 
P2P systems while reducing cross-ISP traffic. The numerical results show that the proposed 
mechanism in a multi-ISP scenario is able to achieve better performance for P2P users in terms of 
improved user rate efficiency, while desirable network efficiency can be maintained as compared 
to the native cooperation-based peering scheme (or ISP policy-based scheme). The proposition in 
this work can reduce the risk of potential congestion probabilities over critical inter-ISP links and 
also possible failure operations of cooperation strategies, so as to maintain the P2P systems 
performance and the profits of networks. 
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Chapter 4 
Decision Making for In-Network Caching of 
P2P Content Chunks – An Independent 
Approach 
In this chapter, we focus on in-network caching of P2P content objects for improving both service 
and operation efficiencies. We propose an intelligent in-network caching scheme of P2P content 
chunks, aiming to reduce P2P based content traffic load and also to achieve improved content 
distribution performances. Towards this end, the proposed holistic decision-making logic takes 
into account context information of both the underlying network and the P2P characteristics for 
enabling locally efficient caching decision. Our work offers insights into provisioning strategies 
on content routers (CRs)’ caching resources for supporting caching of P2P content chunks in 
dynamic environments. 
4.1 Overview 
Information- or more specifically Content-Centric Networks (ICN/CCN) [13], [14] has been 
introduced in recent years to effectively deliver named content objects in the network rather than 
relying on the traditional host-to-host communication model. Current in-network caching schemes 
mainly focus on  generic client-server based paradigms, while how in-network caching operates 
for chunk based P2P content has not yet been addressed in the literature. It is worth mentioning 
that in-network caching for chunk-based P2P content poses distinct technical challenges, and 
these have not yet been thoroughly addressed until now. Important factors for P2P chunk caching, 
such as the content chunk availability (due to peer join/leaving churns) need to be specifically 
considered. Other conventional context information, such as router cache space and content 
popularity, also needs to be considered when making comprehensive P2P content 
caching/replacement decisions. 
With intermediate routers equipped with cache capabilities, great network efficiency can be 
achieved, with respect to the significant reduction of traffic redundancy over the network as well 
as improved service quality perceived by client peers. For example in Fig. 4-1, suppose a request 
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for a content object is sent by the client peer, which is further dived into multiple request 
messages for individual content chunks. These requests are delivered towards source peers, which 
can be partially served by content routers (CRs) on the delivery path. Assume that each of the 
three CRs on the delivery path in Fig. 4-1 can serve 25% of the overall requests, and thus the 
source peer only serves the rest 25% of the overall requests. In comparison, all requests have to be 
served by the source peer if there are no caching capabilities at routers. If we use path length cost 
and the access load on source peers to express the network efficiency, the improvement under the 
in-network caching in comparison of the non-caching scenario based on the example of Fig. 4-1 
can be illustrated in Table 4-1. In this example, an improvement of 37.5% of the path length cost 
can be achieved with in-network caching, and up to 75% of access load at source peers can be 
reduced thanks to the deployment of in-network caching.  
request
data reponse
client peer source peer
 
Figure 4-1: An example of content object retrieval in response to request 
Table 4-1: A comparison of network efficiency with and without in-network caching deployed based 
on the example of Fig. 4-1 
In-network caching Non-in-network caching
Path length cost
Access load at 
source peers
25%•1+25%•2+25%•3+25%•4=2.5 100%•4=4
25% 100%
 
In this work, we start from a simple scenario with independent decision-making by individual 
CRs for caching passing-through P2P content chunks. Such a scenario takes into account a variety 
of metrics for enabling locally optimised caching decision, including chunk popularity/availability 
and caching capacity. Out of these parameters, chunk availability is specific for the P2P content 
distribution scenario. In order to evaluate the in-network caching policy, a dedicated mathematical 
model based on a single CR is developed to analyse such content management in individual CRs. 
We show that, contrary to (always-on) CDN scenarios, a popularity-based caching policy can lead 
to decreased caching performance in in-network P2P caching under certain conditions, while the 
proposed caching policy can achieve more desired performance. 
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It is worth mentioning that, it is not our objective to design in-network caching based on specific 
P2P applications. Instead we present the proposed scheme in a generic manner which supports 
P2P-syle distribution of named content at the chunk level. This work is mainly based on implicit 
caching of P2P content chunks, in which CRs do not actively request content chunks from peer 
users. According to the proposed caching scheme, CRs have the capability of caching passing-
through P2P chunks according to specific policies. On the other hand, each CR may intercept P2P 
chunk availability advertisements originated from application source peers on the user side. A CR 
may update a passing-through availability advertisement provided that: (1) the CR has locally 
cached content chunk(s) that have relevance to the chunks being advertised (e.g. belonging to the 
same content object like a movie); and (2) there are locally cached chunks that are not advertised 
in the original availability message from the source peer. If this is the case, the CR may insert in 
an opaque manner the identifier of the “missing” relevant chunks it has already cached into the 
advertisement message. Thereafter, the CR then forwards the updated advertisement to the 
targeted requesting peers. In this case, the requesting peers become aware of the chunk 
availability from the original source peer, and hence may send chunk requests towards it. When 
the CR receives such a request, it is able to serve the requesting peer with the chunks that have 
been locally cached.  
peer U1
peer U2
peer U3
Advertisement:
Source: U1
Chunk Available:
Content A: Chunk 
1, 4, 5, 8
Content A:
Chunk 2, 4, 5
Content B: 
chunk 1, 2, 3
…
Advertisement
Source: U1
Chunk Available:
Content A: Chunk  
1, 2, 4, 5, 8
Cached 
chunks
Content router
 
Figure 4-2: An example for in-network P2P chunk caching 
Fig. 4-2 illustrates a simple scenario on the basic operation of in-network P2P chunk caching. 
Assume that the CR has cached chunks No. 2, 4 and 5 for content item A. Peer U1 sends out its 
chunk availability advertisement for Content A (including chunks 1, 4, 5, 8). When the CR 
receives the message, it may silently insert chunk ID of 2 into the advertisement and forwards to 
other potentially interested peers. As such, when peer U2 receives the message including chunks 1, 
2, 4, 5 and 8, it assumes all of them can be provided by peer U1. When the intermediate CR has 
received the content requests for those chunks, it is able to serve chunk 2 that has been locally 
cached. This type of in-network P2P caching and serving operation is transparent to the peers at 
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the user side. It can be inferred that in order to support such an in-network chunk caching 
operation, routing needs to be symmetric within the network. Indeed this has been the common 
practice for both IP and MPLS networks within a single autonomous domain. How such a 
technique can be applied at the Inter-domain scale (with possibly asymmetric BGP routing) will 
be left for our future study. 
4.2 Specification of the In-network P2P Caching Mechanism 
As far as chunk caching decision is concerned, the following context information will be taken 
into account: CR caching locality (where to cache), chunk popularity & availability (what to 
cache) and cache capability in terms of storage space (heterogeneous cache size concern). As 
shown in Fig. 4-3, a comprehensive view on the input/output for a CR to make content caching 
decisions is presented. As far as the output is concerned, the decision will be enforced in the data 
plane for both caching and eviction of chunks, with the latter scenario being necessary when the 
cache space is full. Once a CR has received chunk availability advertisements from source peers 
and it realises that it can contribute additional chunks that have been locally cached, the CR will 
update the advertisement message by inserting the IDs of those chunks, as described in Figure 4-2. 
Content Router Caching Decision
Popularity/
Availability
Cache 
Capacity
Caching/Eviction of 
chunks
Chunk 
advertisement
What to 
cache
Locality
Where to 
cache
 
Figure 4-3: A diagram of the illustration of input and output at a CR for caching decision making 
In the following, we provide details of the in-network caching scheme for P2P content chunks, 
with respect to the chunk availability advertisement, request packet processing and data packet 
processing, etc., based on which a strategized caching policy is proposed. 
4.2.1 Chunk Availability Advertisement  
As mentioned previously, the chunk availability is a distinct concern in our work for P2P chunk 
caching, since as noted in [56], 40% of the swarms suffer from the lack of available publishers for 
more than 50% of the time. As such, the presence of a seed or publisher can be responsible for the 
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overall content availability, which can incur severe access burden to the source peer. 
Subsequently, peers’ perceived service quality can be deteriorated due to the content 
unavailability issue. Therefore, the interception of chunk availability advertisement messages at 
CR level and further advertise locally cached “critical” chunks (in terms of availability) can help 
to alleviate such distinct issue in P2P applications. 
As implemented in BitTorrent [94], peers can periodically exchange the information about data 
availability with other peers in the network. We assume that a full list of such data availability is 
advertised from source peers at each time period. Following this, CRs are able to know any 
updates of data availabilities at source peers. The message of chunk availability is generated at a 
source peer side and advertised through the network periodically, which conventionally contains 
the information for the source peer identifier (e.g. its IP address) and the identifiers of content 
chunks. For illustration simplicity, the following fields are considered in this work: 
• Source ID: The identifier (IP address) of the source peer 
• Content ID: A unique identifier of the content 
• Chunk Sequence Numbers (SN): The sequence numbers (within the content object) of the 
chunks to be advertised 
• Hop Count: This field is used by each CR to capture the distance information (in terms of 
CR hops) from the source peer holding chunks to be advertised to this CR. The hop count 
is initialized to 0 at the source, which is increased by one when traversing each CR 
Cached chunks:
Content #1: 
Chunks :6
...
CR
Content ID Chunk SN # of peers holding the chunk
1
5 2
3 7 3
Distance to nearest 
source peer
1
3
Advertisement:
Source ID: U1
Content ID: 1
Chunk SN: 5
Hop Count: 0
Availability-Popularity Table
P2P chunk availability 
advertisement
Cached chunks:
Content #1: 
Chunks :6
...
CR
Cached chunks:
Content #1: 
Chunks :6
...
CR
Advertisement:
Source ID: U1
Content ID: 1
Chunk SN: 5, 6
Hop Count: 1
Advertisement:
Source ID: U1
Content ID: 1
Chunk SN: 5, 6
Hop Count: 1
Advertisement:
Source ID: U1
Content ID: 1
Chunk SN: 5, 6
Hop Count: 1
8 5 2
Nearest source 
ID
1
9
3
# of requests
13
11
10
Avg distance to 
all requestors
2
5
3
 
Figure 4-4: P2P chunk advertisement example 
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In the simple case illustrated in Fig. 4-4, a source peer U1 advertises its availabilities of chunks 
through the network. And the Hop Count field in the advertisement message is initialized to 0 at 
the source peer side. When the chunk advertisement message is received at each CR, the hop 
count field is increased by one. Before forwarding the message, the CR can insert transparently 
the information of locally cached chunks into the advertisement message. In addition, the chunk 
availability information intercepted from the advertisement message can be used for future 
caching decisions. For this purpose, an Availability-Popularity (A-P) Table is maintained at each 
CR, similar to the example in Fig. 4-4. The table contains two main columns for the chunk 
availability record: the information about the availability of chunks at source peers and the 
distance to the nearest source peer, which play important roles in caching decisions, as will be 
discussed in detail in Section 4.2. The A-P table also contains chunk popularity records. Similarly 
to works like [95][103], popularities of chunks in our work are evaluated based on received 
requests, measured within a sliding time window, while how to choose an optimal time window 
will be left for our future work. Statistics collected for popularity will be discussed in more details 
later. Concerning the table size, all entries in the table can also be confined within a sliding time 
window. Timed-out entries will be deleted. Chunks with no entries recorded in the table are 
regarded as unpopular since they are requested less frequently. Note that the two time windows 
can have different time scales. Specifically, the time window for popularity collection can be 
application-dependable. Applications with quite dynamic popularity patterns can set a relatively 
small value on the time window. The time window for table size consideration is more cache-size 
dependable. With a bigger cache space, the window size can be set with higher value, and vice 
versa.   
The available information is filled in as the CR receives chunk advertisement messages. By 
checking fields of the message, outdated records in the table (due to peer departures) can be 
replaced by the latest information. Specifically, the column for the number of source peers is 
updated if a new source ID received. And the column that records the distance to the nearest 
source is updated when a smaller value of the hop count received. Note the A-P table is only 
maintained for caching policy usage. For cache replacement, it is orthogonal to the caching policy, 
which can operate with different policies, e.g., Least Recently Used (LRU) or Least Frequently 
Used (LFU) replacement policy. How statistics collected for cache replacement usage in our work 
will be discussed in the following subsections.  
The action of a CR when receiving a passing-through availability advertisement is simple. The 
CR first updates the availability table by checking the message fields. Then the CR inserts any 
missing identifiers locally cached into the message in an opaque way, before broadcasting the 
message to next-hop CRs towards end peers. 
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4.2.2 Request Message Processing  
With awareness of source peers during the chunk availability advertisement, the request message 
is generated at a client peer for a specific content chunk demand and forwarded via one or more 
CRs towards the source under the nearest-source request dissemination strategy. By convention, 
the request message contains information for the desired chunk. For simplicity, the following 
fields are considered in this work.  
• Request ID: A unique identifier of the request 
• Content ID: A unique identifier of the requested content 
• Chunk SN: The sequence number of the requested chunk 
• Source ID: The identifier of the source of the requested chunk 
• Hop Count: The hop counter is initialized to 0 at the requestor and increased by one at 
each CR 
CR
Req msg
CR
Data 
Req msg
(a) (b)
Req msg
Availability-Popularity Table
Chunk request routing
Chunk data retrieval
Content ID Chunk SN
1
5
3 7
8
… 
… 
… 
… 
# of requests
13
11
10
Avg distance to 
all requestors
2
5
3
 
Figure 4-5: An example of chunk request message processing 
The A-P Table held by each CR also contains information about received requests and the average 
distance to requestors. Since there can be multiple client peers requesting the same chunk, an 
average value of all hop counts is taken. The table is filled in and updated when a request message 
received, which plays an important role in caching decision making as will be discussed in 
Section 4.2. Note the table is only for caching policy usage, thus statistics maintained become 
useless once corresponding requests are satisfied. Thus such entries in the table will be deleted, as 
also considered in the work of [14]. 
In a simple case of Fig. 4-5, upon an arrival of a chunk request message, the CR first updates the 
A-P table by intercepting the request message, e.g., counting requests during the sliding time 
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window. Then the CR checks its local cache. If the chunk is not found locally, the CR forwards 
the request message to upstream CRs towards the source peer (Fig. 4-5 (b)). If found locally (Fig. 
4-5 (a)), the chunk is sent back towards the requestor and stops forwarding the request. The 
operations at a CR when receiving a chunk request message are displayed in Fig. 4-6. Note in Fig. 
4-6 if LRU is applied for cache replacements, which requires the CR to keep track of access time 
of each cached item, the access time needs to be updated if a cached item is requested. If the 
simplest LFU is applied, which tracks the reference counts for each cached item, the access 
frequency needs to be updated. Note there are issues with a pure LFU policy in practice [96]. 
However, a simple example is shown here to illustrate how to implement a LFU in our protocol, 
given plenty of works on how to improve the LFU [59]. 
In case of request aggregation, as also considered in [97]: the hop counter starts from the value of 
1 at the aggregation CR, as if the request message is from a local requestor. By setting such value, 
content chunks are cached close to the aggregation CR, wherein a high content popularity resides. 
receive req msg
chunk in cache?
update availability-
popularity table
NO YES
send chunk towards 
requestor
forward request 
towards source
wait for next req
update access time 
(LRU) / frequency (LFU)) 
 
Figure 4-6: Flowchart of receiving request message at a CR 
4.2.3 Chunk Packet Processing  
A chunk packet to be served to requesting peers is generated either at a source peer or retrieved 
from the cache of a CR, in response to a request message. For simplicity, we consider in this work 
the following fields contained in a chunk packet header.  
• Request ID: A unique identifier of the request 
Chapter 4. Decision Making for In-network Caching of P2P Content Chunks – An Independent 
Approach 
 
66 
• Content ID: A unique identifier of the requested content 
• Chunk SN: The sequence number (within the content) of the requested chunk 
When a CR receives a chunk packet, the operation is shown in the flowchart of Fig. 4-7. The CR 
first checks if the received chunk is already in the cache. Actually received CR does not expect to 
receive the same chunk from elsewhere if there is already a cached replica, since the request can 
always be served at the CR without the need to be forwarded towards source peers. In addition, a 
symmetrical routing as commonly assumed assures the data message simply follows the same 
route of the request message back to the original requestors. Then the CR executes specific 
caching algorithm. If the algorithm decides not to cache the chunk, the CR forwards the chunk to 
downstream CRs towards requestors. Otherwise, the CR inserts the chunk in the cache. Finally the 
CR deletes from the A-P table the corresponding entry, and then forwards this chunk towards all 
the requestors. The process of adding a chunk to the cache is shown in more details in Fig. 4-7 (b), 
which further displays that the caching policy and the cache replacement policy operate separately, 
and thus can be designed independently. Note that a received chunk may not find a record in the 
A-P table when making caching decision, due to outdated entries deleted beyond a time window 
as discussed previously. In such case, the chunk is regarded as unpopular and is simply forwarded 
without caching, as discussed previously. 
cache fully 
occupied?
add chunk to cache
execute cache eviction (e.g., 
LRU or LFU)
YES
NO
receive chunk
chunk in cache?
discard chunk
wait for next chunk
NO
YES
algorithm decides to 
cache the chunk?
add chunk to cache
send chunk towards all requestors
YES
NO
(a) (b)
set latest access at current time (LRU) 
or
initialize access frequency to 1 (LFU)
 
Figure 4-7: Flowchart of receiving a chunk at a CR 
Note the caching algorithm in Fig. 4-7 (a) plays a vital role in the in-network caching of P2P 
content chunks, which conventionally performs a universal caching policy [14][38] or a 
popularity-based policy [43][44]. We propose that a more intelligent strategized caching policy 
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can achieve more desirable performance for P2P content chunks, as will be discussed in detail in 
Section 4.3. 
4.2.4 Cache at the CR  
Each CR is equipped with a cache, which stores passing-by P2P chunks based on specific caching 
policies. An index of cached items is responsible for the lookup of cached items, which can 
include the information of Content ID, Chunk SN, latest access time (e.g., sec) and reference 
counts. Such information is maintained at a Cache Index Table at each CR. And the latest access 
time records the time that the chunk was last accessed in response to a request message. As 
discussed above, such information can be used for LRU usage and is initialized and updated when 
the CR receives a chunk packet or a request message. Reference counts are used for LFU and are 
increased by one once a cached item is requested, as discussed previously. 
A cache can perform the main functionalities as the following: 
• Cache chunk: When the CR receives a chunk, it may decide to cache it based on specific 
caching algorithm. The latest access is initialised to the current time. The reason for this is 
that a necessary (but not sufficient) condition for a chunk to be cached is that there exists 
a record for this chunk in the CR’s popularity table. And thus the moment the chunk is 
cached, it is also sent towards all the requestors. 
• Test chunk: To test whether or not an in-coming chunk is already cached. 
• Retrieve chunk: To retrieve the specified chunk from the cache, in response to a request 
message. 
• Evict chunk: When the CR decides to cache a received chunk and finds its cache full, it 
will evict a chunk either with the smallest access time (LRU) or with the lowest request 
frequency (LFU) to make room for the new chunk. The evict chunk operation is always 
followed by a cache chunk operation. 
• Refresh chunk: When the CR receives a request for a chunk already cached, it updates the 
latest access time to the current time. This is crucial for the chunk replacement policy. 
4.3 Caching Decision  
As presented previously, local context information can be considered for the input of the 
strategized caching decision making of P2P content chunks. We further give definitions in the 
following of the context information and discussion how they can be taken into account for 
making efficient caching decisions. 
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Table 4-2: Variable notations 
Variable Description 
𝑑𝑗  hop distance (or path cost) between the CR and the nearest source peer holding 
chunk 𝑗 
𝑟𝑗  average hop distance (or path cost) between the CR and multi- requesters for    
chunk 𝑗 
𝑟𝑒𝑞𝑗   the number of the requests for chunk 𝑗 received at the CR 
𝑎𝑗   the number of replicas of the demanded chunk 𝑗 available at end peers 
𝑛   cache capacity in terms of the number of chunks 
𝜆𝑗  requests arrival rate for chunk 𝑗 
 
1) Locality ratio is a factor that decides where to cache. At a CR, let 𝑑𝑗 (refer to Table I for 
notation) denote the distance from the nearest source peer holding chunk 𝑗, and 𝑟𝑗  denote the 
average distance to multiple requestors demanding chunk 𝑗 . Thus the locality ratio can be 
expressed as 𝑑𝑗
𝑟𝑗
, a greater value of which promotes to cache content chunks closer to client peers. 
The value of 𝑟𝑗 and 𝑑𝑗 can be obtained by checking the A-P Table recorded at the CR as discussed 
previously. 
2) Popularity/Availability ratio is a factor that decides what to cache, by taking into account from 
the content object’s side, implying the popularity as well as availability degree of that chunk. Let 
𝑃𝑜𝑝𝑗 denote chunk 𝑗’s popularity degree, expressed as 
𝑟𝑒𝑞𝑗
∑ 𝑟𝑒𝑞𝑖𝑖
, where parameter 𝑟𝑒𝑞𝑗 refers to the 
number of requests for chunk 𝑗 received at the CR. ∑ 𝑟𝑒𝑞𝑖𝑖  is the normalized factors with respect 
to all corresponding records in the A-P table. Let 𝐴𝑗  denote the chunk’s availability intensity, 
expressed as 𝑎𝑗
∑ 𝑎𝑖𝑖
, where 𝑎𝑗 refers to the number of replicas of chunk 𝑗 available at source peers. 
∑ 𝑎𝑖𝑖  is the normalized factors with respect to all corresponding records in the A-P table. Thus 1 − 𝐴𝑗  indicates chunk 𝑗’s unavailability degree. Then the popularity/availability ratio can be 
expressed as 𝑃𝑜𝑝𝑗 ∙ (1 − 𝐴𝑗) for chunk 𝑗. This factor promotes to cache popular chunks at CRs, 
especially those rare items at source peers. The value of 𝑟𝑒𝑞𝑗 and 𝑎𝑗 can be obtained from the A-P 
Table recorded at the CR.  
Given the limited capacity of network devices in comparison to the large number of content traffic, 
the capacity of caches in individual CRs needs to be considered as another important factor to 
promote chunks cached at CRs with larger sizes, which can be given as below. 
3) Cache capability is a factor that incorporates the heterogeneous cache sizes in a network for 
making caching decisions, which indicates the ability for the CR that can afford to cache chunks 
based on its capacity. For simplicity, a unified chunk size is assumed in this work, which follows 
the common practice in relevant works. Thus the cache size can be expressed in terms of the 
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number of chunks, defined as 𝑛 . If the heterogeneity of cache sizes in a network can be 
categorized as 𝐾 different classes, the cache capability of a CR can be expressed as 𝑛
∑ 𝑛𝑖
𝐾
𝑖=1
, given 
𝑛𝑖 as the 𝑖𝑡ℎ class of cache size. Then in a network of homogenous caches, where there is only 
one category cache size (𝐾 = 1),   the cache capability equals to 𝑛
∑ 𝑛𝑖
𝐾
𝑖=1
= 1, implying the cache 
capability of individual CRs does not differ from each other in a network.  
By incorporating the context information discussed above, the caching decision at a CR can be 
made in a probabilistic way as below, for an in-coming chunk 𝑗. 
𝑃𝑟𝑜𝑏𝑐𝑎𝑐ℎ𝑖𝑛𝑔(𝑗) = 𝐿(𝑗) ∙ 𝑃𝑜𝑝𝑗 ∙ (1 − 𝐴𝑗)  ∙ 𝑛∑ 𝑛𝑖𝐾𝑖=1     (4.1) 
wherein 𝐿(𝑗) = 𝑑𝑗 𝑟𝑗⁄
𝑑𝑗+𝑟𝑗
 refers to the locality ratio related to the in-coming chunk 𝑗. In our work, 
CRs are configured to be able to cache in-coming chunks in a probabilistic way based on Eq. (4.1). 
And thus according to Eq. (4.1), popular chunks, especially rare items at source peers, are 
promoted to be cached at CRs closer to client peers. If the cache capacity is heterogeneous in the 
network, data items are preferred to be cached at larger caches. In particular, 𝑃𝑟𝑜𝑏𝑐𝑎𝑐ℎ𝑖𝑛𝑔(𝑗) ≡ 1 
for each in-coming chunk represents a universal caching policy applied that caches everything 
everywhere.  
The strategized caching policy proposed in this work can thus be depicted as the following. 
Algorithm Independent In-Network Caching Decision (chunk msg) at a CR 
1: Content_ID = get_content_id (chunk); 
2: Chunk_SN = get_chunk_sn (chunk); 
3: if (check_local_cache (Content_ID & Chunk_SN == true)) then 
4:   forward _chunk_toward_requestor (Content_ID & Chunk_SN); 
5: else   
6:   execute specific caching policy; 
7:   if (cache_decison (Content_ID & Chunk_SN == true)) then 
8:     cache the chunk (based on Eq. (4.1)); 
9:   else 
10:     forward _chunk_toward_requestor (Content_ID & Chunk_SN); 
11:   end if 
12: end if 
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4.3.1 In-network P2P Caching Model  
In the following we develop a simple analytical model to investigate the caching performance of 
in-network P2P caching. The model allows for deriving bounds on caching performance in terms 
of cache hit ratio, in order to approximate metrics to evaluate real in-network P2P caching 
paradigms. The model is also able to show that: 1) consideration of context information at 
individual CRs can improve caching performance; and 2) the chunk availability issue of P2P 
systems can be greatly alleviated by caching rare chunks at CR side.  
We consider at a CR the caching process upon an arrival of a chunk. Assume requests for the 
chunk indexed as 𝑗 arrive as a Poisson process with rate 𝜆𝑗 following the common assumption of 
[68]. A cached item can be evicted based on the LRU or LFU cache eviction policy. In some 
cases, a random eviction policy [52] is adopted due to its simplicity and line-speed caching 
operations. The cache eviction is triggered upon a caching decision of an in-coming chunk when 
the cache is fully occupied.  
In order to evaluate the caching performance, we need to derive closed-form expressions 
regarding the proportion of time that a chunk is cached in the CR, which is referred to as the 
lifetime of the chunk in the cache in this work. A longer lifetime of a chunk in the cache implies 
that more requests can be satisfied, which is directly correlated to cache hits [68]. We thus 
develop in the following a simple model using continuous-time Markov chain (CTMC) to 
approximate the lifetime of a chunk.  
0 1
λ(j)
μ(j,j’)
 
Figure 4-8: CTMC of the caching process at a single CR of a chunk 
We consider here the caching process at a single CR of an in-coming chunk 𝑗. The caching states 
of the chunk can then be modelled by a two-state CTMC in Fig. 4-8. State (0) corresponds to a 
non-cached case and state (1) corresponds to a cached-case of the chunk. The transition from state 
(0) to state (1) indicates a caching action of the chunk, with rate at 𝜆(𝑗). The transition from state 
(1) to state (0) implies an eviction action of the chunk, with rate at 𝜇(𝑗, 𝑗′), where 𝑗′ is the index of 
the following in-coming chunk when chunk 𝑗 is cached. 𝜆(𝑗) mainly depends on two factors: the 
caching policy (𝑃𝑟𝑜𝑏𝑐𝑎𝑐ℎ𝑖𝑛𝑔(𝑗)) and the corresponding requests pending at the CR. Requests 
arrival rate (𝜆𝑗) indicates the demand for the chunk recorded at a CR, while the caching policy 
determines the possibility for the chunk to be cached. An eviction will be triggered only if an in-
Chapter 4. Decision Making for In-network Caching of P2P Content Chunks – An Independent 
Approach 
 
71 
coming chunk is to be cached, while which cached item should be replaced can be based on the 
eviction policy. If a random eviction policy is applied, the probability of any cached item to be 
replaced is 1
𝑛
, where 𝑛 is the cache capacity. Under a LFU policy, the probability of a cached item 
𝑗 to be evicted is 1−𝑃𝑜𝑝𝑗
𝑛
. Then the transition rate of 𝜆(𝑗) and 𝜇(𝑗, 𝑗′) of Fig. 4-9 can be defined as 
the following, respectively.  
𝜆(𝑗) = 𝜆𝑗 ∙ 𝑃𝑟𝑜𝑏𝑐𝑎𝑐ℎ𝑖𝑛𝑔(𝑗)        (4.2) 
𝜇(𝑗, 𝑗′) = 𝜆(𝑗′) ∙ 𝑃𝑟𝑜𝑏𝑒𝑣𝑖𝑐𝑡𝑖𝑜𝑛(𝑗)      (4.3) 
where 𝑃𝑟𝑜𝑏𝑒𝑣𝑖𝑐𝑡𝑖𝑜𝑛(𝑗) is the probability that the cached chunk 𝑗  is to be replaced by the in-
coming chunk 𝑗′ . Note 𝜆(𝑗′) can be an average value of all the in-coming chunks when the 
analysis is conducted.  
Then a set of differential equations of 𝑃𝑖(𝑡) regarding the probability of the system in state (𝑖) at 
time 𝑡 can be obtained as the following according to the Markov property [73]. 
𝑑𝑃𝑖(𝑡)
𝑑𝑡
= −𝑃𝑖(𝑡)�𝑅𝑖𝑗
𝑗≠𝑖
+ �𝑅𝑗𝑖
𝑗≠𝑖
𝑃𝑗(𝑡)          (4.4) 
where 𝑅𝑖𝑗 is the transition rate from state (𝑖) to state (𝑗). 
Since we are interested in the steady-state system, we thus let 𝑑𝑃𝑖(𝑡)
𝑑𝑡
= 0 in Eq. (4.4). Then we can 
derive the steady-state probability 𝑃𝑖  that the system is in state (𝑖), along with the boundary 
condition ∑ 𝑃𝑖𝑖 = 1. 
Thus the lifetime of the chunk 𝑗 cached in the CR can then be derived according to Eq. (4.2), (4.3) 
and (4) as the following. 
𝑃1(𝑗, 𝑗′) = 𝜆(𝑗)𝜆(𝑗) + 𝜇(𝑗, 𝑗′)           (4.5) 
Under a universal caching policy, 𝑃𝑟𝑜𝑏𝑐𝑎𝑐ℎ𝑖𝑛𝑔(𝑗) = 1 for each in-coming chunk. That is, the 
retrieved chunk is always cached if there are any requests pending in the cache. On the other hand, 
a frequent cache replacement can be incurred due to the aggressive caching. As such, the lifetime 
of a chunk in a cache is relatively short, leading to more cache misses and subsequently, 
increment of traffic volumes over the network. In comparison, a more selective caching policy as 
proposed in Eq. (4.1) is able to cache chunks with concerns of context information collected from 
both network’s and content’s side. As such, diverse distribution of chunks over the network can 
be achieved and cached chunks tend to stay in the CR for longer time, leading to reduction of 
traffic redundancy. Specially, we have the following statement showing that a popularity-based 
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caching policy, contrary to the CDN scenario, can lead to decreased lifetime of a chunk in a CR 
under certain conditions in the scenario of P2P content delivery.  Based on Eq. 4.2, 4.3 and 4.5, 
we can easily derive the following two lemmas. 
Lemma 1: Regardless of the cache locality impact, for an in-coming chunk, its lifetime at a CR 
satisfies that: a universal caching with random eviction scheme always performs worse compared 
to the universal caching with LFU eviction scheme, while the proposed caching scheme achieves 
the best among them. 
Lemma 2: Regardless of the cache locality impact, for a mediate popular chunk, if it is rare at 
source peers, the lifetime of the chunk cached in the CR satisfies that: the popularity-based 
caching scheme performs the worst, as compared to the universal caching with LFU eviction 
scheme, while the proposed caching scheme can achieve the best among them. 
4.3.2 Bound on the Caching Performance of In-network P2P Caching  
Next, we derive the bound on the caching performance. Cache hit ratio is an important criteria to 
evaluate the caching performance, which can be characterized as the probability that each 
requested object is in the cache. Given the available content set in a network as 𝒩 = {1,2, … ,𝑁}, 
where 𝑁 is the total number of contents, each of which is divided into 𝑀 chunks, and the chunk 
set is denoted ℳ = {1,2, … ,𝑀}. Following the measurement of the popularity distribution of P2P 
contents in [85] modelled as the Mandelbrot-Zipf distribution [84] with parameter α and q, we 
thus adopt the MZipf distribution to define the probability of accessing an content at rank 𝑖 out of 
𝑁 objects as 
𝑝(𝑖) = 1 𝐾⁄(𝑖 + 𝑞)𝛼       (4.6) 
where 𝐾 = ∑ 1 (𝑖 + 𝑞)𝛼⁄𝑁𝑖=1 , 𝛼 is the skewness factor and 𝑞 is the plateau factor. Typical values 
for 𝛼 and 𝑞 are between [0.4,0.7] and [5,60], respectively, according to [85]. 
Regarding the chunk-level popularity, a uniform random distribution is applied following the 
model of [86] within each content scale, which is defined as 1
𝑀
 for accessing a chunk.   
From the scale of a network, the cache hit ratio can be characterized as the following as the 
probability that each requested chunk 𝑗 ∈ ℳ is cached in the network. 
𝑃ℎ𝑖𝑡 = � � 1 𝐾⁄(𝑖 + 𝑞)𝛼 ∙ 1𝑀 ∙ 𝑃1𝚤(𝚥, 𝚥′)����������𝑗∈ℳ𝑖∈𝒩 = 1𝐾𝑀  � � 𝑃1𝚤(𝚥, 𝚥′)����������(𝑖 + 𝑞)𝛼𝑗∈ℳ𝑖∈𝒩            (4.7) 
where 𝑃1𝑖(𝑗, 𝑗′) is the probability that the requested chunk 𝑗 of content at rank 𝑖 is cached inside 
the network, which can be calculated as the average lifetime of the chunk in a cache across all 
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CRs in a network based on Eq. (4.5). And term 1 𝐾⁄(𝑖+𝑞)𝛼 ∙ 1𝑀 refers to the probability that a chunk is 
requested based on Eq. (4.6). 
If top popular contents can be cached in the network, an upper bound of the cache hit ratio can be 
derived. We thus have the following statement. 
Lemma 2: Given the total number of CRs as 𝑁′ and the average cache capacity as 𝑛� in a network, 
an upper bound of the cache hit ratio can be approximated as 1
𝐾
∙ ln (⌊𝑁′𝑛� 𝑚⁄ ⌋+𝑞
1+𝑞
)  for 1 <
⌊𝑁′𝑛� 𝑚⁄ ⌋ < 𝑁 , provided parameter 𝛼 = 1 , which equals to one for ⌊𝑁′𝑛� 𝑚⁄ ⌋ ≥ 𝑁 , where ⌊𝑥⌋ 
expresses the largest integer not greater than 𝑥. 
Proof: If top popular contents from rank 𝑖 = 1 to rank 𝑖 = ⌊𝑁′𝑛� 𝑚⁄ ⌋ are all cached in the network, 
an upper bound value of the cache hit ratio can reach to 𝑃𝑚𝑎𝑥ℎ𝑖𝑡 = ∑ 1 𝐾⁄(𝑖+𝑞)𝛼⌊𝑁′𝑛� 𝑚⁄ ⌋𝑖=1  based on Eq. 
(4.7), where ⌊𝑁′𝑛� 𝑚⁄ ⌋ > 1 . The value 𝑃𝑚𝑎𝑥ℎ𝑖𝑡  can be further approximated as 
𝑃𝑚𝑎𝑥
ℎ𝑖𝑡 ≈ ∫
1 𝐾⁄(𝑖+𝑞)𝛼 𝑑𝑖⌊𝑁′𝑛� 𝑚⁄ ⌋𝑖=1 = 1𝐾 ∙ ln (⌊𝑁′𝑛� 𝑚⁄ ⌋+𝑞1+𝑞 )  for ⌊𝑁′𝑛� 𝑚⁄ ⌋ < 𝑁 , which equals to 𝑃𝑚𝑎𝑥ℎ𝑖𝑡 =
∑ 1 𝐾
⁄(𝑖+𝑞)𝛼𝑁𝑖=1 = 1 for ⌊𝑁′𝑛� 𝑚⁄ ⌋ ≥ 𝑁, given 𝛼 = 1. 
The upper bound of the cache hit ratio provides important factors that can have impact on the 
caching performance from both contents’ side and network’s side, with respect to the number of 
contents delivering in the network, content size (in terms of number of chunks) and network 
caching capacity. Such relationship can guide the design of an efficient in-network caching policy. 
4.3.3 Numerical Results  
Next we show the caching performance of independent caching. For comparison purpose, 
universal caching with random eviction policy, universal caching with LFU eviction policy, and 
the popularity-based caching with LFU are considered in the following analysis. 
We evaluate the lifetime (𝑃1(𝑗, 𝑗′)) for a mediate popular chunk cached under different caching 
policies in Fig. 4-10, with popularity degree as 𝑃𝑜𝑝𝑗 = 0.5, and availability degree as 𝐴𝑗 = 0.1. 
Regardless of the locality and cache capability impact on caching decision making at a CR, 
setting 𝑃𝑜𝑝𝑗′ = 0.6 and 𝐴𝑗′ = 0.8 for the newly in-coming chunk, with 𝜆𝑗′𝜆𝑗 = 1.2, the results in 
Fig. 4-9 show the caching performance of a rare chunk,  wherein the proposed strategized caching 
policy outperforms other caching policies greatly. As compared, the universal caching with 
random eviction policy is the worst, due to its blind-eviction for each cached item. Note the 
popularity-based caching policy, however, can perform even worse than the universal caching 
policy, which is different from the CDN-based in-network caching [43]-[44] that claimed a better 
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performance under the popularity-based caching policy. The rational is mainly due to the P2P 
scenario that source peers are not always available as the always-on server of CDN, and thus for 
rare chunks at source peers, the lifetime of it at a CR can be small if its popularity is not ranked 
high. As such, a strategized caching policy with particular concern on content availabilities is 
crucial for dissemination of rare chunks in P2P systems.  
 
Figure 4-9: Lifetime of the chunk cached in the CR under different caching policies 
Next, we evaluate how the availability factor affects the caching performance. Following the 
settings above, the lifetime (𝑃1(𝑗, 𝑗′)) a chunk is cached with its availability intensity varying from 
rare (𝐴𝑗 = 0.1) to ubiquitous at source peers (𝐴𝑗 = 0.7) is plotted in Fig. 4-10, with cache size 
fixed. As shown in the figure, distinct chunk can acquire the longest time cached in a CR under 
the proposed strategized caching policy, compared to the shorter time under other caching policies. 
The stable trend under native policies indicates the chunk availability-blind caching of in-coming 
chunks, while the decreasing trend under the proposed policy implies the promotion of caching 
rare chunks at individual CRs. As such, efficient dissemination of chunks can be improved in the 
network and subsequently, users’ perceived service quality can be enhanced. As noted, the 
popularity-based caching policy can suffer from slightly worse performance than the 
universal_LFU caching policy. Similar reason as the above can be also applied here that only 
popular chunks are preferred to be cached under the popularity promoted policy. 
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Figure 4-10: Lifetime of the chunk cached in the CR with chunk availability varying 
As such, based on results from Fig. 4-9 and 4-10, we observe that a popularity-based caching 
policy is not so promising for in-network P2P caching, due to the chunk availability dynamics at 
source peers because of peers’ leaves/joins. On the other hand, with particular concern of context 
information, especially chunk availability, a more strategized caching policy can help to achieve 
efficient data distribution among caches in the network.  
 
Figure 4-11: Upper bound of the cache hit ratio (𝑷𝒎𝒂𝒙𝒉𝒊𝒕 ) under different number of CRs deployed in 
the network 
In Fig. 4-11, we plot the upper bound of the cache hit ratio (𝑃ℎ𝑖𝑡) based on Lemma 2 with the 
impact of the number of CRs deployed in the network. Setting the parameter 𝑞 = 50, content size 
in terms of number of chunks at 𝑚 = 100, and the content number at 10, it is intuitive to see that 
higher cache hits can be achieved if more CRs deployed. As shown in the figure, for cache size at 
100, up to 10% of improvement can be acquired with the increment of CR’s number by one. Also, 
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with cache size increased by 10, the cache hit can as well achieve up to 10% improvement under a 
fixed number of CRs. As such, in order to achieve promising cache hits, either more caches or 
upgrade of cache size can be implemented, while upgrade of cache size seems to be more 
convenient, since no additional upgrade on network topology needs to be conducted. 
4.4 Simulation Results 
In this section, we use extensive simulations to evaluate performances of the proposed in-network 
P2P caching policy, and to validate the main conclusions of our analytical study:  1) the proposed 
caching policy can achieve desirable caching performance, with special concern on chunk 
availabilities at source peers; and 2) popularity-based caching policy can obtain even worse 
caching performance than the universal caching policy for P2P content caching. We also show in 
this section that the analytical model correctly predicts the trend of caching performance with 
variation of chunk availabilities under different caching policies. With independent caching, the 
proposed caching policy is compared with two other native caching policies, the caching 
everything everywhere policy (or the universal policy) and the popularity-based policy. Under the 
universal caching policy, each in-coming chunk is cached. Under the popularity-based caching 
policy, the in-coming chunk is cached based on its popularity degree and cache locality. 
4.4.1  Simulation Setup  
The simulation is conducted in NS-3 on Abilene topology [87] as shown in Fig. 4-12, and the PoP 
nodes in the underlying network are treated as routers with caching capability. Although PoP-
level topologies are not practical router-level topologies, they can still demonstrate the scope of 
caching performances. 
 
Figure 4-12: Abilene network topology 
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There are 10 content objects considered in the experiment, and each content in the network has a 
unique content identifier, the content ID. Each content is divided into 100 chunks of equal size. 
Each chunk is distinguished (within the content) by a unique sequence number SN. Thus the pair 
(content ID, chunk SN) uniquely identifies a chunk in the network. Since a relationship between 
the number of data objects and cache hits over a network is derived previously in Theorem 1, an 
amount of 1000 of distinct chunk objects in our experiments is adequate to show desired 
performances. A small amount of distinct objects at a magnitude of 100 is also analysed in [38] 
that show prospective performance gains. Requests are generated at chunk-level and a total 
number of 10’000 chunk requests are generated. The popularity distribution of content objects 
follows the Mandelbrot-Zipf distribution [84] with parameter α=0.7 and q=50, which is proven to 
be able to capture the content popularity specially in P2P systems [85]. Regarding the chunk-level 
popularity, a uniform random distribution is considered [86] within each content scale. For the 
deployment of cache size at a content router, in terms of the number of chunks, two scenarios are 
considered: homogeneous cache size and heterogeneous cache size. And the LFU replacement 
policy is adopted under each caching algorithm. And the performance under the LRU replacement 
policy is similar and thus is not shown here.  
4.4.2 Performance Metrics  
Simulation results are collected based on the following metrics in order to evaluate the caching 
performance. 
1) Cache Hit Ratio: The proportion of chunk requests served at CRs. 
2) Cache Replacement Ratio:  At a single CR, the cache replacement ratio is calculated as the 
proportion of in-coming chunks that can trigger cache evictions. The average value among all 
CRs is taken. 
3) Accumulative Cache Hit Ratio by Hop: We vary among requests served at a router by their 
different hop counts from end peers, in order to show the impact of locality factor on the caching 
performance. Thus this metric is an accumulated value of the proportion of all chunk requests that 
can be served only at CRs with different hop scales. 
Note the accumulative cache hit ratio by hop does not converge to 1, but rather, converges to the 
value of the cache hit ratio (metric #1), since not all requests can be served by CRs, and some are 
served by original source peers. 
4) CDF of Cache Hit Ratio by Hop: This metric is an accumulated value of the proportion of all 
chunk requests that can be served at both CRs and source peers with different hop scales. 
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5) Impact of Chunk Availability on Cache Hits: The number of cache hits for chunks with 
different availabilities at source peers. 
This metric is special for P2P concerns, since the demand for rare chunks can incur great access 
burden at limited source peers. However, if such demand can be more served at CRs, the access 
burden at peer’s side can be greatly alleviated. 
4.4.3 Results  
In this section, we first evaluate caching performances with the homogeneous cache size scenario 
is firstly considered under different in-network caching policies, followed by the consideration of 
the heterogeneous cache size scenario. 
Fig. 4-13 and 4-14 evaluate the cache hit ratio and cache eviction ratio under different caching 
policies. As observed, the proposed caching policy can outperform other caching policies 
significantly. With cache hit ratio in Fig. 4-13, the proposed caching policy greatly outperforms 
other caching policies, while the popularity-based caching policy performs even worse than the 
universal caching policy. The results are consistent with our previous analytical modelling that a 
popularity-based caching policy can perform even worse for in-network P2P caching in cases if 
chunks suffer from lack of available source peers. The reason for the better performance of the 
universal caching is mainly due to its aggressive caching of everything everywhere. As such, less 
popular chunks but rare at source peers can still be cached, which can receive constant requests 
from client peers. However, cached chunks’ lifetime at a router under the universal caching policy 
is relatively small, due to aggressive cache evictions incurred as shown in Fig. 4-14. Specifically, 
the cache eviction ratio is high above 95% under the universal caching, while it can be reduced by 
more than 50% under the proposed caching policy. Under the popularity-based caching policy, a 
cache eviction ratio of around 60% can be incurred, which is still more frequent than the proposed 
policy. The frequent cache evictions imply frequent traffic that flows through the network, and 
thus reflect huge traffic redundancy. Thus a great reduction of cache evictions indicates a huge 
reduction of traffic redundancy. The results from Fig. 4-13 and 4-14 agree with our analytical 
results of Lemma 1 from the model that the proposed caching policy can purchase longer lifetime 
for cached chunks compared to native caching policies and subsequently, desirable caching 
performance can be achieved.  
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Figure 4-13: Cache hit ratio under different caching policies 
 
Figure 4-14: Cache replacement ratio under different caching policies 
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Figure 4-15: Accumulative cache hit ratio by hops under different caching policies (Cache Size = 100) 
The impact of the locality factor on the cache hit ratio is shown in Fig. 4-15. We set all CRs with 
identical cache capacity of 100. Note in the figure we only consider requests served at CRs, such 
that the maximum cache hit ratio of 31%, 24%, and 19% can be achieved under the proposed 
caching policy, the universal policy and the popularity-based caching policy, respectively, as also 
shown in Fig. 4-17 at cache size = 100. As observed, more cache hits can be achieved with small 
scale of hop counts under the proposed caching policy, as compared to other caching policies, 
implying demands can be more served locally at CRs. We also show in Fig. 4-16 the CDF of the 
cache hit ratio with requests not only served at CRs but also at end source peers. Not surprisingly, 
almost the same performance can be achieved under all caching policies, due to available source 
peers if demands cannot be served at CRs, indicating severe access burden at end sources under 
native caching policies.  
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Figure 4-16: CDF of cache hit ratio with concerns of requests served at both CRs and source peers 
(Cache Size = 100) 
 
Figure 4-17: Cache hit ratio with chunk availability intensity varying under different caching policies 
In Fig. 4-17, the impact of chunk availability on the cache hit ratio is evaluated. With fewer 
chunks available at source peers, the proposed caching policy is able to achieve more cache hits as 
shown in the figure, compared to other policies. As noticed under the proposed caching policy, 
the cache hit ratio drops gradually with the increment of the chunk availability, since rare chunks 
tend to be cached with higher priorities under the proposed caching policy. In particular, the cache 
hit ratio stays at a relatively stable state under the popularity-based caching policy, due to the 
popularity-promoted caching policy. For the universal policy caches everything everywhere, the 
cache hit ratio follows similar trend as the popularity-based policy for its aggressive caching. Note 
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the results are consistent with our previous analytical results of Fig. 4-10, which correctly predicts 
the impact of chunk availability on the chunk’s lifetime at a router under different caching polices. 
And the slight decrement trend under the universal caching in Fig. 4-17 as compared to Fig. 4-10 
is mainly due to the promising value settings of 𝑃𝑟𝑜𝑏𝑐𝑎𝑐ℎ𝑖𝑛𝑔(𝑗) in Eq. (4.1) for all in-coming 
chunks based on the model. 
We relax the assumption of homogeneous cache size in Fig. 4-18, and consider here a 
heterogeneous cache size scenario, with the router/node index ranked in an ascending order based 
on its cache size. As shown in the figure, the proposed caching policy can outperform other native 
caching policies. The overall performance is increasing with the increment cache capacities (or 
node index) under all caching policies. The zigzag trend at some node is mainly due to the degree 
of that router. With more connections it has, the router can potentially have data retrieved in more 
directions and subsequently, more cache hits can be achieved. 
 
Figure 4-18: Cache hit ratio at individual nodes under different caching policies (heterogeneous cache 
size, which increases by 10 with the increment of node index, starting from cache size 30) 
4.5 Summary 
In this chapter, we proposed an intelligent in-network caching decision-making of P2P content 
chunks, with awareness of cache sizes as well as the content popularity and availability. A 
mathematical framework based on Markov Chain is developed in order to evaluate the proposed 
caching policy, based on which a series of performance metrics regarding both underlying 
networks and end users are derived, with respect to cache hit ratio and access ratio of source peers, 
etc. We validate our analytical model through comprehensive simulations and show that the 
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proposed strategized caching policy can achieve more desirable caching performance compared to 
native caching decisions, and the access load from source peers is reduced considerably at the 
same time. 
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Chapter 5 
Decision Making for In-Network Caching of 
P2P Content Chunks – A Coordinated 
Approach 
This chapter further improves the independent caching policy to a coordinated scale, aiming to 
reduce cache redundancy and also to improve the diversity of P2P content distribution in the 
network. Towards this end, a coordinated in-network P2P caching policy is proposed, which 
enables collaboration of nearby CRs to avoid duplicate caching and serve each other’s requests 
unable to be satisfied locally. Both analytical modelling and simulation experiments are 
conducted to evaluate the efficiency of the coordinated caching policy, the results of which show 
a considerable improvement towards the reduction of cache redundancy as well as cache hit ratio. 
5.1 Overview 
Caching plays a vital role in the ICN/CCN, which can be categorized as two main types: 
independent and coordinated caching. With independent caching, individual CRs make their own 
caching decisions based on local information without awareness of caching states of others. With 
coordinated caching, individual CRs can make caching decisions not only based on local 
information, but also with awareness of caching states of others. As analysed previously, 
independent (or uncoordinated) caching can reduce great traffic redundancy over the network, 
especially by taking into account a series of context information, such as cache capability, cache 
locality and data popularity/availability, etc. Such context information concerns from both the 
underlying network as well as the P2P content itself, with the objective of assuring caching 
efficiency and content distribution quality. However, duplicate caching can be incurred due to the 
independency of caching decisions at individual CRs and subsequently, great cache redundancy 
can lead to the inefficient utilization of limited network resources. The main reason of the issue is 
that CRs make caching decisions independently and thus lack the knowledge of cached states of 
others. In this work, we show that the issue can be effectively addressed by promoting 
coordination among neighbouring CRs. In particular, locally coordinated caching is able to avoid 
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unnecessarily duplicated caching between nearby CRs. Concerning the communication overhead 
during collaboration, Bloom Filters (BFs) can be adopted for the neighbourhood cached state 
storage and also for communication between adjacent CRs, so as to save cache space and to 
reduce communication overhead. 
 
Figure 5-1: An example of independent and coordinated in-network caching 
In particular, based on the context information as concerned for caching decision, CRs can locally 
serve follow-up content chunk requests with cached chunks by intercepting the requests from end 
peers. However, such independent decision-making solely based on local information can still 
incur caching inefficiency, such as huge cache redundancy, due to the lack of awareness of other 
CRs’ caching states. In this way, chances are that neighbouring CRs may have duplicated caching 
so that the overall caching efficiency may get affected. For example in Fig. 5-1(a), if all adjacent 
CRs receive the same data sequence of {a,b,c}, the worst case can be that each CR stores exactly 
the same data (Assume that CR1, CR2 and CR3 have the same cache capacity that can holds one 
data item only). Therefore, it is necessary to enable coordination between neighbouring CRs so as 
to eliminate the cache redundancy nearby and improve the diversity of chunk distribution in the 
network. In order to achieve this, neighbouring CRs may periodically exchange with each other a 
list of locally cached P2P chunks. In order to completely avoid duplicated caching, CRs need to 
exchange with each other the information on all locally cached chunks. For scalability 
consideration, neighboring CRs may use Bloom Filter (BF) based techniques to aggregate the 
identifiers of their currently cached chunks before exchanging such information with each other. 
Such a technique has proven its effectiveness in a recently work on ICN [88], and detailed 
description on its adaptation to our scheme for exchanging information on cached chunks will be 
elaborated in detail later in this work. Then with coordination, the CR is able to check the latest 
information advertised by its neighbouring CRs regarding their cached chunks first upon the 
arrival of a content chunk. If a chunk has been already included in the cached list by one of the 
neighbours, the CR just forwards it to downstream CRs without caching it locally. Otherwise, the 
CR makes caching decision based on the local context information stated above. For instance in 
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Fig. 5-1(b), with coordination, if all adjacent CRs receive the same data sequence of {a,b,c}, the 
general case is that each CR is able to cache distinct data items, which reduces huge cache 
redundancy and in turn, promotes the diversity of content distribution over the network, leading to 
the reduction of the traffic load over the network ultimately.  
Content Router Caching Decision
Popularity/
Availability
Cache 
Capacity
Caching/Eviction of 
chunks
Chunk 
advertisement
Neighbouring content 
router
What to 
cache
Caching 
coordination
List of chunks
Locality
Where to 
cache
 
Figure 5-2: A diagram of the illustration of input and output at a CR for coordinated caching 
decision making 
Fig. 5-2 presents a comprehensive view on the input/output for a CR to make content caching 
decisions, with locally coordinated caching considered. Based on the caching decision at a CR in 
the previous chapter, we thus extended the strategized in-network caching policy to a coordinated 
decision scale as the following. 
Algorithm Coordinated Caching Decision Making at a CR (chunk msg) 
1: Content_ID = get_content_id (chunk); 
2: Chun_SN = get_chunk_sn (chunk); 
3: if (check_neighbour_cache_summary (Content_ID & Chunk_SN) == true) then 
4:   forward_chunk_to_requestor (Content_ID & Chunk_SN); 
5: else  
6:   execute specific caching policy (according to Eq. (4.1) (see Chapter 4)); 
7:   if (cache_decision (Content_ID & Chunk_SN) == true) then 
8:   cache the chunk; 
9:   else 
10:   forward_chunk_to_requestor (Content_ID & Chunk_SN); 
11:   end if 
12: end if 
A flowchart of the caching operations under coordinated policy is shown in Fig. 5-3. The only 
difference from the independent caching is that the CR needs to check the the cached states of its 
Chapter 5. Decision Making for In-network Caching of P2P Content Chunks – A Coordinated 
Approach 
 
87 
nearby CRs, before making caching decisions. If there is already a replica nearby, the CRs simply 
forwards the chunk without caching it. Otherwise, the CR executes the caching algorithm to make 
a decision. 
receive chunk
chunk in cache?
discard chunk
wait for next chunk
NO
YES
algorithm decides to 
cache the chunk?
add chunk to cache
send chunk towards all requestors
YES
NO
NO
YES
chunk in nearby 
routers?
 
Figure 5-3: Cache operations upon an arrival of a chunk (coordinated caching) 
5.2 Cache States Advertisement 
Through caching coordination, each CR is able to know what has already been cached at its 
neighbours. The purpose is two-folded: to avoid duplicated chunk caching between CRs nearby, 
and also to offer a CR to explicitly direct incoming requests to a neighbour which has already 
cached the chunk without resorting to further remote source peers.  This can be done by a CR 
through advertising to its neighbours the cache-info message that includes the CR ID and a 
“summery” (using Bloom Filters) about locally cached chunks. When a CR receives a cache-info 
message, it will update the Neighbours Table, which provides summary information about the 
cached items at each neighbouring CR. And a case of information exchange between adjacent 
CRs is shown in Fig. 5-4 (a). 
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CR1
CR2
CR3
(a) without BF (b) with BF
Router ID Content ID Chunk SN
Router ID Content ID Chunk SN
…
 
CR1
CR2
CR3
Router ID Content ID Chunk SN
2 5 1,2,3,5
2 2 5,8,9
3 2 6,7
Neighbours Table
Router ID Chunk BF
Router ID Chunk BF
2 0011000001
3 0000100011
Neighbours Table
cache-info msg
cache-info msg
Content chunk info exchange Content chunk info exchange
 
Figure 5-4: Cached items’ information exchange between neighbouring CRs 
Note in a general case of cache-info message exchange as shown in Fig. 5-4 (a), a whole list of 
identifiers of chunks need to be advertised to neighbouring CRs. Considering the scalability issue 
in explicitly advertising all cached chunks in the cache-info message, we adopt Bloom Filters 
(BFs) to aggregate identifiers of locally cached items, so as to achieve fixed-size messages 
regardless the number of cached chunks. With BF adopted, cache-info messages as of Fig. 5-4 (a) 
for individual cached items can be reduced to a single BF message as shown in Fig. 5-4 (b). And 
the size of the Neighbours Table can also be reduced to a more space-efficient table with BF 
adopted. 
Content ID Chunk SN
Content ID Chunk SN
…
 
h1
h2
…
 
hk
…
 
bitwise
OR
hash functions
0011000001
0010000001
0011000001
Chunk BF
list of identifiers for chunks
 
Figure 5-5: Bloom filter construction 
Fig. 5-5 shows a simple example of constructing a BF by a CR, say CR1 in Fig. 5-4(b). For each 
identifier of chunk cached at CR1, it is hashed by using k internal hash functions to set k elements 
to 1 of the m array positions in a BF, which is a bit array of m bits, all set to 0 initially. Then a 
single BF representing all cached chunks is constructed by performing the bitwise OR operation 
on all obtained BF mappings. The size of the BF, m, and an optimal number of hash functions, k, 
can be obtained from [89], which will be discussed in more details in the 5.4 Section. 
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5.3 Cooperative Request Forwarding 
Recall that with the independent caching policy, if the chunk is not found at local cache, the CR 
simply forwards the request message to upstream CRs towards the source peer. In comparison, 
with coordinated caching policy, Requests can be processed in a cooperative manner based on a 
locally maintained Neighbour Table of potentially cached items of adjacent CRs. Specifically, if 
the requested chunk not cached locally, an enquire message is sent to a dedicated one-hop 
neighbour based on the Neighbour Table before forwarding the request message towards the 
source peer. If found at a neighbouring CR, the chunk is sent back to the enquiry CR and then 
back towards the requestor. Concerning communication overhead, it is not efficient to enquire 
every neighbouring CR. Rather, based on the locally maintained Neighbours Table of the 
periodical updates from adjacent CRs, the enquiry can be sent to a dedicated adjacent CR. A 
flowchart with collaborative request forwarding is shown in Fig. 5-6. As compared to the 
independent request forwarding, an enquiry process to neighbouring CRs is executed, which can 
be implemented by sending an enquiry message, as discussed below. 
receive req msg
chunk in cache?
update availability-
popularity table
NO YES
send chunk towards 
requestorforward request 
towards source
wait for next req
update access time 
(LRU) / frequency (LFU)) 
enquire dedicated 
neighbours
found?
YES
NO
 
Figure 5-6: Flowchart of receiving request message at a CR (with collaboration) 
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5.3.1 Enquire Message 
As illustrated above, when a CR receives a request message, it will check if the requested chunk is 
in the local cache. If the chunk is not found, the CR will send the enquire message to one of its 
neighbours asking if it has this chunk. The list of neighbours that may have this chunk is available 
from the Neighbours Table. 
The enquire message can have the following fields: 
• Router ID: A unique identifier of the router that sends the enquire message 
• Content ID: A unique identifier of the content 
• Chunk SN: The sequence number (within the content) of the requested chunk 
The action when a CR receives an enquire message is displayed in Fig. 5-7. A CR may receive an 
enquire message from one of its neighbours, who is interested in a particular chunk. If the chunk 
is found in the cache, the CR will update the latest access time (LRU replacement policy) or 
reference counts (LFU replacement policy), and will send the chunk back to the neighbour. If the 
chunk is not found in the cache, the CR will send a negative ACK (NACK) message. As illustrated 
in Fig. 5-7, it will respond either with the requested chunk or with a NACK message. 
receive enquire msg
send NACK msg 
chunk in cache?
update access time 
(LRU) / frequency (LFU)) 
send chunk back to 
router
wait for next enquire msg
NO YES
 
Figure 5-7: Receiving enquire message at a CR (cooperative caching) 
A simple example illustrating the case of sending enquire message to a neighbour CR is shown in 
Fig. 5-8. When CR1 receives a request message asking for the chunk (Content ID 2, Chunk SN 6), 
which is not cached locally, the CR checks the Neighbours Table for the availability of the chunk. 
Based on the info from the Neighbours Table, CR1 is aware of that its neighbour CR2 may cache 
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the chunk, and sends to CR2 the corresponding enquire message. If there is a replica of the chunk 
at CR2, it sends back to CR1 the chunk (Fig. 5-8 (a)), and updates the access time (LRU) or 
reference counts (LFU) of the chunk as well. Otherwise, a NACK message is sent back to CR1, 
indicating that the chunk is not cached currently. The latter case can happen since the Neighbours 
Table is not maintained up to date due to the scalability concern.    
CR1
CR2
CR3
Enquire msg
Data 
Req msg
Router ID Content ID Chunk SN
2 5 1,2,3,5
3 2 6,7
Neighbours Table
CR1
CR2
CR3
Enquire msg
NACK
Req msg
Req msg
(a) (b)
Chunk request routing
Chunk data retrieval
Enquire message routing
 
Figure 5-8: An example of enquiring neighbour CRs for the requested chunk (Content ID #2, Chunk 
SN #6) 
5.3.2 Negative ACK Message 
As illustrated above, when a CR does not have a requested chunk in his cache, it will send an 
enquire message to one of its neighbours (based on the neighbours table). The neighbour may 
either reply with the requested chunk or with the NACK message.  
This message can have the following fields: 
• Router ID: A unique identifier of the router that sends the message 
• Content ID: A unique identifier of the content 
• Chunk SN: The sequence number (within the content) of the chunk that was not found in 
the cache 
If a CR receives a NACK message from its neighbour, it will send the enquire message to another 
neighbour, unless that was the last neighbour. In the latter case, the router will forward the request 
message towards the source peer. The process of receiving a NACK message at a CR is displayed 
in Fig. 5-9. 
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receive NACK msg
Forward request msg 
towards source peer
last neighbour?
send enquire msg to 
next neighbour
wait for next NACK msg
NOYES
 
Figure 5-9: Receiving NACK message at a router (cooperative caching)  
Note that when a CR receives a chunk message, it needs to identify whether it is in response to a 
enquire message or from an upstream router. As such, a flag can be included into the message 
header to tell them apart. Specifically, the process of receiving a chunk at a CR as shown in 
flowchart of Fig. 5-3 can be further illustrated in more details in Fig. 5-10 as below. If the 
received chunk is in response to some previously sent enquiry message, the router will not call the 
caching algorithm. This is due to the fact that the chunk is already in the cache of a neighbouring 
CR, and thus it should not be cached at the current CR considering the reduction of cache 
redundancy. 
receive chunk
chunk in cache?
discard chunk
wait for next chunk
NO
YES
algorithm decides to 
cache the chunk?
add chunk to cache
send chunk towards all requestors
YES
NO
NO
YES
in response to 
enquire msg?
chunk in 
neighbours?
NO
YES
 
Figure 5-10: Receiving a chunk message at a CR 
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5.4 Bloom Filter 
In order to save communication overhead and cache space, we use Bloom Filters (BFs) to store 
cached states of neighbouring CRs. With coordination, the CR periodically broadcasts to its 
neighbours a BF regarding its cached chunks’ identifiers, and each router also maintains and 
updates a neighbours table of a list of BFs from nearby CRs. Thus when a router makes the 
caching decision upon an in-coming chunk, it can decision not to cache it and simply forwards it 
to downstream CRs if there is already a replica nearby, by checking the neighbours table 
maintained locally. Such coordination between nearby CRs allow for reducing cache redundancy. 
In order to have a better knowledge of the coordinated caching with BFs adopted, we give a brief 
introduction of BF in the following. 
A bloom filter for representing a set ℳ = {𝑥1,𝑥2, … , 𝑥𝑛} of 𝑛 elements is a bit array of 𝑚 bits, all 
set to 0 initially. And there are 𝑘 independent hash functions, ℎ1,ℎ2, … , ℎ𝑘, each of which maps 
some set elements to one of the 𝑚 array positions with a uniform random distribution. For each 
element 𝑥 ∈ ℳ, the bits ℎ𝑖(𝑥) are set to 1 for 𝑖 ∈ [1,𝑘].  
To create a BF representing a set ℳ , feed each set element 𝑥 ∈ ℳ  into each of the 𝑘  hash 
functions to get 𝑘 array positions. Set the bits at all the positions to 1. To check if an element 𝑦 is 
in the set ℳ, feed it into each of the 𝑘 hash functions to get 𝑘 array positions. If any of these bits 
at the positions is 0, it is for sure that the element 𝑦 is definitely not in the set. Otherwise, the 
element 𝑦 is assumed in the set ℳ, while there is a chance that 𝑦 is actually not. Such possibility 
is called the false positive rate, where an element can be mistakenly assumed in a set. A simple 
example of a BF is illustrated in Fig. 5-11, which represents the set {𝑥,𝑦}, and the element 𝑧 is not 
in the set since it is hashed to one bit-array position containing 0.         
0 1 0 0 1 0 1 0 1 0 1 0 0 1 0 0
{x,     y}
z  
Figure 5-11: An example of a Bloom Filter, representing the set {𝒙,𝒚}. The colored arrows show the 
positions in the bit array that each set element is mapped to. The element 𝒛 is not in the set since it is 
hashed to one bit-array position containing 0. For this example, 𝒎 = 𝟏𝟔, and 𝒌 = 𝟑. 
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Note in order to get 𝑘 values with uniform random distribution, it is required that there are 𝑘 
different independent hash functions. Alternatively, we can obtain 𝑘 hash values with a single 
hash function if it takes 𝑘 initial values, e.g., 0, 1,…, k-1.  
The value of 𝑘, namely, the number of hash functions, that minimizes the probability 𝑝 is 
𝑘𝑜𝑝𝑡 = 𝑚𝑛 ln 2       (5.1) 
For a given 𝑚  and 𝑛 , the probability of false positives 𝑝  can be estimated as the following 
according to [89]. ln𝑝 = −𝑚
𝑛
(ln 2)2       (5.2) 
 
Figure 5-12: The relationship between the number of hash functions (k) and false positive rate (p) 
Note according to Eq. (5.1) and (5.2) if a small false positive rate 𝑝 is desired, the length of the 
BF (the number of bits in the array 𝑚) needs to be large enough, given the number of elements to 
be filtered (𝑛). As such, the number of hash functions (𝑘) is in reverse proportion to the false 
positive rate, as shown in Fig. 5-12.  
Generally, when we create a BF for a set of 𝑛  elements, the size of the BF 𝑚  needs to be 
confirmed first, which can be derived based on Eq. (5.1), provided the required probability of the 
false positive 𝑝. Then the number of hash functions can be derived based on Eq. (5.2), given 𝑚 
and 𝑛.  
For instance, assume a content router is fully occupied by 𝑛′ = 100 chunks, each of which can be 
identified by a unique pair of Content ID & Chunk SN (sequence number). Then the router’s 
cached items can be expressed as a set of 𝑛′ elements 𝑆 ∈ {𝐼𝐷1&𝑆𝑁1, 𝐼𝐷2&𝑆𝑁2, … , 𝐼𝐷𝑛′&𝑆𝑁𝑛′}, 
representing the cached states of the router. If a false positive probability 𝑝 = 0.01 is required, the 
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length of a BF (𝑚) representing set 𝑆 can be obtained by substituting 𝑛 with 𝑛′ in Eq. (5.1). And 
the optimal number of hash functions 𝑘 can then be derived based on Eq. (5.2), given 𝑚 and 𝑛. In 
this example, for a cache size of 𝑛 = 100 fully occupied, the BF can be created with 𝑚 ≈ 1024, 
and 𝑘 = 7, provided 𝑝 = 0.01.  As such to fill in the BF, feed each pair 𝐼𝐷&𝑆𝑁 ∈ 𝑆 to each of the 
𝑘 = 7 hash functions to get 𝑘 array positions. Set the bits at all these positions to 1, and the BF 
representing the router’s cached states can then be obtained.  
CR1
CR3
CR2
CR4
ID Data BF
0001001100
0100001100
1001001100
2
3
4
Neighbours Table
 
Figure 5-13: An example of BF deployment in a network 
When a BF is ready, which stores the local router’s cached chunks’ identifiers, it is sent to 
adjacent CRs in a periodic way with the cache’s ID. And at individual CRs, a neighbours table for 
recording the cached states from nearby CRs is then updated upon the message received, as 
shown in Fig. 5-13 of a possible neighbours table at content router CR1.   
5.5 In-network P2P Caching Model 
In the following we develop an analytical model to investigate the cache redundancy of in-
network P2P caching. The model concerns the coordination among multi-CRs, which is an 
extension from our previous model concerning a single router. This model allows for deriving 
bounds on cache redundancy, in order to approximate metrics to evaluate real in-network P2P 
caching paradigms. The model can show that significant cache redundancy can be reduced under 
the coordinated caching policy, compared to the independent caching.  
Assume requests for the chunk indexed as 𝑗 arrive at a router as a Poisson process with rate 𝜆𝑗 
following the common assumption of [68]. A cached item can be evicted based on the LRU or 
LFU cache eviction policy. In some cases, a random eviction policy [52] is adopted due to its 
simplicity and line-speed caching operations. The cache eviction is triggered upon a caching 
decision of an in-coming chunk when the cache is fully occupied.  
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Following the definition of transition rates in the previous chapter, we thus extend the single 
router model to a multi-router model in the following part.  
5.5.1 Model of the Caching Process of Multiple Coordinating CRs 
In order to investigate the cache redundancy and the diversity of content distribution between 
neighbouring CRs, we extend our analysis previously in Chapter 4 to a multi-router modelling. 
Since we are interested in the duplicate caching in a pool of neighbouring CRs, the caching state 
(i) (𝑖 ∈ ℒ = {0,1,2, … , 2𝑛 − 1}) is characterized as 𝑖th case regarding the distribution of a single 
chunk among 𝑛 caches of a neighbourhood. For instance, for a single router, the distribution of a 
single chunk can be in two cases as analysed previously: cached and non-cached. Then for a pool 
of 𝑛  neighbouring CRs, the overall caching states can be characterized as 2𝑛  states. With 
coordination enabled at adjacent CRs, the duplicate caching can be avoided. Specially, with 𝑛 
neighbouring CRs coordinating with each other, state (𝑖, 𝑗,𝑘, …�����
𝑛
) corresponds to the case of the 
distribution of a chunk among 𝑛  neighbouring CRs, wherein binary values of 𝑖, 𝑗,𝑘, … = 1 
indicates a cached case of the chunk, otherwise 𝑖, 𝑗,𝑘, … = 0. From the analytical aspect, the goal 
of the coordinated caching can be formulated to reduce the probability that a single chunk is held 
by more than one router in a neighbourhood, so as to reduce cache redundancy. 
0
(0,0)
1
(0,1)
2
(1,0)
3
(1,1)
λA(j) λB(j)
μA(j,j’) μB(j,j’)
μB(j,j’)
λB(j) λA(j)
μA(j,j’)
λAB(j) μAB(j,j’)
 
Figure 5-14: CTMC of coordinated caching process among two neighbouring CRs of a content chunk 
For illustration simplicity, a CTMC model with two neighbouring CRs (e.g., router A and B) is 
given in Fig. 5-14 to depict the distribution of a single chunk among two neighbouring CRs. The 
dotted transitions show the case of caching process under non-cooperation, wherein a duplicate 
caching can happen even if one of the neighbouring CRs already holds a replica. A direct 
transition from state (0,0) to state (1,1) can happen if the same data is demanded by multiple 
requestors via different delivery paths, wherein 𝜆𝐴𝐵(𝑗) = 𝜆𝐴(𝑗) ∙ 𝜆𝐵(𝑗) , 
𝜇𝐴𝐵(𝑗, 𝑗′) = 𝜇𝐴(𝑗, 𝑗′)𝜇𝐵(𝑗, 𝑗′) based on Eq. (4.2) and (4.3) in Chapter 4.  
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In Fig. 5-14, state (0) corresponds to a non-cached case for both CRs of the chunk, and state (1) 
(or state (2)) corresponds to a cached-case of the chunk at router A (or router B). The transition 
from state (0) to state (1) indicates a caching action of the chunk, with rate at 𝜆𝐴(𝑗). The transition 
from state (1) to state (0) implies an eviction action of the chunk, with rate at 𝜇𝐴(𝑗, 𝑗′), where 𝑗′ is 
the index of the following in-coming chunk when chunk 𝑗 is cached. As analysed in the previous 
chapter, the transition rate of 𝜆(𝑗) and 𝜇(𝑗, 𝑗′) can be defined as the following, respectively. 
𝜆(𝑗) = 𝜆𝑗 ∙ 𝑃𝑟𝑜𝑏𝑐𝑎𝑐ℎ𝑖𝑛𝑔(𝑗)        (5.3) 
𝜇(𝑗, 𝑗′) = 𝜆(𝑗′) ∙ 𝑃𝑟𝑜𝑏𝑒𝑣𝑖𝑐𝑡𝑖𝑜𝑛(𝑗)      (5.4) 
where 𝑃𝑟𝑜𝑏𝑒𝑣𝑖𝑐𝑡𝑖𝑜𝑛(𝑗) is the probability that the cached chunk 𝑗  is to be replaced by the in-
coming chunk 𝑗′, which equals to 1
𝑛
 under a random eviction policy and equals to 1−𝑃𝑜𝑝𝑗
𝑛
 under a 
LFU eviction policy. And 𝑃𝑟𝑜𝑏𝑐𝑎𝑐ℎ𝑖𝑛𝑔(𝑗) is the caching probability of chunk 𝑗 at the router (see 
Eq. (4.1) in Chapter 4). 
Then the corresponding set of differential equations based on the model of Fig. 5-14 can be 
derived according to Eq. (4.4) (Chapter 4) as below.  
⎩
⎪⎪
⎨
⎪⎪
⎧
𝑑𝑃0(𝑡)
𝑑𝑡
= −(𝜆𝐴 + 𝜆𝐵 + 𝜆𝐴𝐵)𝑃0(𝑡) + 𝜇𝐴𝑃1(𝑡) + 𝜇𝐵𝑃2(𝑡) + 𝜇𝐴𝐵𝑃3(𝑡)
𝑑𝑃1(𝑡)
𝑑𝑡
= 𝜆𝐴𝑃0(𝑡) − 𝜇𝐴𝑃1(𝑡) + 𝜇𝐵𝑃3(𝑡)                                                     
𝑑𝑃2(𝑡)
𝑑𝑡
= 𝜆𝐵𝑃0(𝑡) − 𝜇𝐵𝑃2(𝑡) + 𝜇𝐴𝑃3(𝑡)                                                     
𝑑𝑃3(𝑡)
𝑑𝑡
= 𝜆𝐴𝐵𝑃0(𝑡) − (𝜇𝐴 + 𝜇𝐵 + 𝜇𝐴𝐵)𝑃3                                                 
  (5.4) 
Solving the set of the equations with the initial conditions 𝑃0(𝑡) = 1 and 𝑃𝑖(𝑡) = 0, 𝑖 ∈ {1,2,3} 
yields the transient probability that the process will be in state (𝑖) at time 𝑡. 
In order to investigate the caching performance achieved by coordination, the cache redundancy 
ratio (𝑅) is derived, which indicates the intensity of cache redundancy in a neighbourhood of CRs. 
From an analytical point, the cache redundancy ratio can be expressed as the probability that the 
chunk is held by more than one content router in a neighbourhood. For instance in Fig. 5-14, 
𝑅 = 𝑃3(𝑡). In addition the probability that the replica of the object chunk is held by no more than 
one content router in a neighbourhood can be described as the caching efficiency, which refers to 
the diversity degree of content chunk distribution in the network. In Fig. 5-14, the caching 
efficiency is expressed as 𝑃1(𝑡) + 𝑃2(𝑡) . As compared to independent caching, we have the 
following statement to show the performance gain achieved by coordination.  
Lemma 1: Suppose the cache redundancy ratio under uncoordinated and coordinated in-network 
caching strategy is 𝑅′ and 𝑅, respectively, then 𝑅′ > 𝑅 holds. 
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Proof: The statement is straightforward and can be derived from the model in Fig. 5-14. Since 
transitions from state (1,0) (or state (0,1)) to state (1,1) is removed due to coordination between 
nearby CRs, the probability of the system in state (1,1) (the case that the chunk is cached by more 
than one router in a neighbourhood) is thus decreased, while the probability of the system in state (1,0) and state (0,1) (caching efficiency) is increased, indicating the case that the chunk is cached 
by only one of the CRs in a neighbourhood. The conclusion can be easily extended to multi-CRs 
coordinated with each other. Thus the cache redundancy can be reduced while the caching 
efficiency can be improved based coordination between neighbouring CRs.  
By reducing the possibilities of duplicate caching, the coordination can promote the diversity of 
the cached contents among CRs, compared to the non-coordinated policy.  
5.5.2 Numerical Results 
Next, we evaluate the cache redundancy between coordination and incoordination. In order to 
show the previous analytical results that the coordinated in-network caching can achieve better 
performance compared to the independent in-network caching, we plot in Fig. 5-15 the cache 
redundancy ratio based on the model in Fig. 5-14. As shown in the figures, the trend of the cache 
redundancy is increasing with time elapsing due to Markov property of transient probabilistic 
results, with 𝑡 → ∞, the results reach steady states. Given the same value of 𝜆(𝑗) 𝜇(𝑗, 𝑗′)⁄ = 2.7 
for both CRs, indicating high caching probability of the chunk, the cache redundancy ratio can be 
reduced by 5 times as observed from the figure, from around 50% under the uncoordinated 
scenario down to around 10% with the coordinated scenario. It is worth mentioning that such a 
dramatic gain in caching redundancy reduction should be regarded as the theoretical upper bound. 
In practice, to use Bloom Filters to aggregate chunk identifiers may suffer from false positives. In 
the following simulation experiments we will evaluate the impact of such false positives to the 
overall caching performance. Fig. 5-16 shows the cache efficiency under uncoordinated and 
coordinated caching policy. As observed, under coordination, the cache efficiency can be 
improved by 40% compared to non-coordination, which further proves the effectiveness of the 
coordinated in-network caching. 
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Figure 5-15: Comparison of cache redundancy ratio under coordinated and non-coordinated in-
network caching 
 
Figure 5-16: Comparison of caching efficiency under coordinated and non-coordinated in-network 
caching 
5.6 Simulation Experiments 
In this section, we use extensive simulations to evaluate performances of the proposed 
coordinated in-network P2P caching policy, and to validate the main conclusions of our analytical 
study: the coordinated caching policy improves the diversity of content distribution, by reducing 
considerable cache redundancy among neighbouring CRs. For comparison purpose, the proposed 
coordinated caching policy is compared with the independent caching everything everywhere 
policy (or the universal policy), the popularity-based policy, and the proposed uncoordinated 
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strategized policy. And in order to reduce communication overhead, the Bloom Filters (BF) is 
adopted for the aggregation chunk identifiers stored at individual CRs. The impact of false 
positive issues of BF on the caching redundancy is evaluated. 
5.6.1 Simulation Setup 
The simulation is conducted in NS-3 on Abilene topology, the scenario settings are similar to the 
previous independent simulation experiments (see Chapter 4 Section 4.3.1), and we further deploy 
in the scenario the coordinated caching policy, by enabling CRs to exchange the overall cached 
information with its neighbouring CRs, regarding the content ID and chunk SN. In order to reduce 
the communication overhead, BF is adopted and shows its great space-efficiency through a bit 
array. As discussed previously, the false positive issue of BF can result in the possibility that a 
chunk not actually cached can be reflected by the BF as a cached case. Thus, the impact of the 
false positive issue on the caching redundancy is evaluated in the experiments. 
Simulation results are collected based on the following metric in order to evaluate the caching 
performance. 
Cache Hit Ratio: The proportion of chunk requests served at CRs. With coordinated caching, a 
request can incur a cache hit either at local CR or at a neighbouring CR. 
Cache Replacement Ratio: At a single CR, the cache replacement ratio is calculated as the 
proportion of in-coming chunks that can trigger cache evictions. The average value among all 
CRs is taken. 
Average Chunk Delay Improvement: The chunk delay is measured in terms of hop counts. An 
average improvement ratio is taken in comparison to the scenario without caching capabilities at 
CRs. 
Average Cache Redundancy Ratio: The intensity of a duplicate caching among neighbouring 
CRs in a network, which can be calculated as the proportion of the overall cache capacities in a 
network that hold duplicate data item. 
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑢𝑝𝑙𝑖𝑐𝑎𝑡𝑒 𝑐𝑎𝑐ℎ𝑒𝑠 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑖𝑛𝑔 𝑟𝑜𝑢𝑡𝑒𝑟𝑠 (𝑐𝑎𝑐ℎ𝑒 𝑠𝑖𝑧𝑒 ∙ 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑛𝑜𝑑𝑒𝑠)⁄  
5.6.2 Simulation Results 
In the following, we first consider the scenario without deploying BF by exchanging the overall 
cached information between neighbouring CRs, regarding the content ID and chunk SN. In order 
to reduce the communication overhead, BF is adopted and shows its great space-efficiency 
through a bit array. But the false positive issues of BF can result in the possibility that a chunk not 
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actually cached can be reflected by the BF as a cached case. Thus, the impact of the false positive 
issue on the caching redundancy is evaluated in the experiments. 
a) Coordinated Caching vs. Independent Caching 
In this section, the coordinated caching policy is evaluated via simulation experiments. We adopt 
the proposed caching policy for each CR and equip them with awareness of their neighbouring 
CRs’ cached states by periodically exchanging caching information. In Fig. 5-17, the cache 
redundancy ratio is evaluated under independent and coordinated caching policies. As shown in 
the figure, the cache redundancy can be reduced significantly under the coordinated caching 
policy, with a reduction of more than 35% compared to the independent universal caching policy. 
Such observation is in accordance with our analytical model that up to 40% improvement can be 
achieved, regarding the cache redundancy ratio under the coordinated caching policy. Specifically, 
with the cache size increasing, the cache redundancy drops rapidly under the coordinated policy, 
while it is increased under independent caching policy. The rational is that the number of a 
duplicate caching stays relatively the same from the point when the exchanging started under the 
coordinated caching. With independent caching, however, more duplicate caching can be incurred 
with the increment of the cache size due to more chunks cached. 
 
Figure 5-17: Average cache redundancy ratio under different caching policies 
Fig. 5-18 compares the cache hit ratio between independent caching and coordinated caching. 
Recall that with coordinated caching, a request not able to be served locally can be potentially 
satisfied by a neighbouring CR, with request message forwarded in a cooperative way. As 
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displayed, great improvement can be achieved with the coordinated caching. The achievements 
imply that huge traffic intensity can be reduced by enable locally cooperative requests forwarding. 
There can be concerns that whether a coordinated caching policy, without considering request 
messages forwarding to nearby CRs, can achieve desirable cache hits, comparing to the proposed 
independent caching policy. We further compare the cache hit ratio with such concern in Fig. 5-19. 
As is shown, with coordination among CRs for caching decision only, a slightly better cache hit 
ratio can be achieved in comparison to the proposed independent caching policy. The results 
imply that a desirable cache hit ratio can still be achieved with caching decision making only for 
reduction of cache redundancy concern.  
 
Figure 5-18: Comparison of cache hit ratio between independent and coordinated caching 
 
Figure 5-19: Cache hit ratio under proposed caching policies 
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In Fig. 5-20, we compare the cache eviction ratio between independent caching and coordinated 
caching. Not surprisingly, the proposed coordinated caching policy can reduce the most cache 
evictions, comparing to independent caching policies. The reason is due to the main concern of 
coordinated caching – cache redundancy reduction. As such, a chunk received at a CR will not be 
cached locally and thus not incurring a cache replacement, if a nearby CR already cached a replica 
of the chunk. As discussed previously, a small cache eviction can imply small traffic redundancy 
over the network. Furthermore, operational cost at individual CRs can also be reduced, saving 
energy consumption, especially in mobile network scenarios, where the energy consumption at a 
base station is a big concern.  
We also consider the average chunk delay (in terms of hop count) improvement comparing to the 
scenario without caching deployed, under different caching policies in Fig. 5-21. As is shown, 
overall, great improvement can be achieved under all caching policies, with the proposed 
coordinated caching policy outperforming the independent caching. With independent caching, all 
policies achieve similar improvement, while the universal caching achieves slightly less. The 
results indicate that the chunk delay can be significantly reduced with coordination enabled 
among neighbouring CRs. 
 
Figure 5-20: Comparison of cache eviction ratio between independent caching policy and proposed 
coordinated caching policy 
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Figure 5-21: Comparison of average chunk delay improvement (hop count) between independent 
caching policy and proposed coordinated caching policy 
b) Impact of False Positive Issue of BF on the Cache Redundancy Ratio Evaluation 
Next, we adopt BF for the chunk identifiers aggregation at a CR and exchange of cached 
information between adjacent CRs, in the purpose of reducing communication overhead. Since 
only a single BF is exchanged between two neighbouring CRs, the communication overhead is the 
size of the BF, namely, 𝑚 = − 𝑛 ln𝑝(ln 2)2 according to [89] (bits), for a given false positive probability 
𝑝 and number of elements 𝑛. Here 𝑛 is the cache size in terms of number of chunks. With the 
false positive probability 𝑝 = 0.01  and cache size 𝑛 = 100 , the communication overhead is 
𝑚 ≈ 1024 bits. Without adoption of BF, the communication overhead can reach to 800 bytes or 
6400 bits, given the content ID and chunk SN taking 4 byte space, respectively, with cache size of 
100 of both CRs. As compared, the BF can save up to 84% of the communication overhead. We 
then evaluate the cache redundancy ratio versus different false positive probabilities in Fig. 5-22, 
given cache size fixed at 10 at each CR with the proposed caching scheme adopted. As noted, the 
cache redundancy ratio stays relatively stable around 32% with the variation of the false positive 
probability, which indicates that the false positive issue has a small impact on the cache 
redundancy ratio. 
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Figure 5-22: The cache redundancy ratio with BF false positive probability varying 
c) Proposed Coordinated Caching vs. Universal-Coordinated Caching 
We show in the above the performance gains of the proposed coordinated caching policy, in 
comparison to the independent caching. And concerns may arise that whether the proposed 
coordinated caching policy can still outperform other caching policies with coordination 
capability. For this purpose, we consider the native universal-coordinated caching policy, where 1) 
incoming chunks are only cached by checking the Neighbours Table to assure that none of the 
neighbours hold the same chunk; and 2) requests can be served by neighbouring CRs if cannot be 
served locally, with the guidance of the Neighbours Table. The reason of choosing the universal 
caching policy for comparison is of its wide adoption and simple operations at CRs, and desirable 
cache hits can be achieved as analysed above.  
We compare in Fig. 5-23 the cache hit ratio under the two coordinated caching policies. Overall, 
the proposed policy outperform the universal-coordinated policy greatly, which can improve the 
performance by up to nearly 20% at cache size 100 compared to the universal-coordinated policy. 
Since the universal policy with coordination capability no longer caches everything, such that the 
cache replacements can be reduced. As shown in Fig. 5-24, the cached replacement ratio under 
the universal-coordinated policy can be reduced significantly to a little more than 40% at cache 
size 100, comparing to more than 90% under the independent-universal caching in Fig. 5-20. Still, 
the proposed coordinated caching exhibits much better performance than the universal-
coordinated caching.      
With coordination among neighbouring CRs, the cache redundancy ratio can be reduced greatly 
under the universal-coordinated caching policy as shown in Fig. 5-25, compared to that of the 
independent caching policy in Fig. 5-17. In particular, approximately 10% cache redundancy can 
be reduced under the universal-coordinated caching. Not surprisingly, the proposed coordinated 
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caching policy still outperforms the universal-coordinated policy considerably, with more than 20% 
improvement as shown in Fig. 5- 25.  
In summary, the results exhibited above signify the importance of cooperation. In particular, the 
performance can be further improved by the proposed coordinated caching policy. The main 
reason is of its intelligent caching decision-logic, with concerns of important context information 
from both content objects’ side and underlying network’s side.    
 
Figure 5-23: Proposed coordinated caching vs. universal-coordinated caching on the cache hit ratio 
 
Figure 5-24: Proposed coordinated caching vs. universal-coordinated caching on the cache 
replacement ratio 
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Figure 5-25: Proposed coordinated caching vs. universal-coordinated caching on the cache 
redundancy ratio 
 
5.7 Summary 
In this chapter, we proposed a coordinated in-network caching decision-making of P2P content 
chunks. A mathematical framework based on Markov Chain is developed in order to approximate 
bounds on the caching performance in terms of cache redundancy. We validate our analytical 
model through comprehensive simulations and show the desirable performance gains achieved by 
the proposed strategized caching policy, with respect to significant reduction of the traffic 
redundancy and considerable improvement of the cache hit ratio, etc. 
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Chapter 6 
Conclusions and Future Work 
6.1 Conclusions 
This thesis proposes three different algorithms, to address the issue of increased inter-ISP traffic 
incurred by P2P traffic, and three different algorithms are proposed and evaluated to address the 
issue.  
1. The proposed hybrid peer selection scheme across multi-domains enables efficient peer 
selection across domains with awareness of ISP business relationships, by concerning the benefits 
of cooperative and non-cooperative peer selections. 
2. The proposed independent in-network caching decision-making of P2P content chunks achieves 
improvement for both service and operation efficiencies, concerning both the underlying network 
and the P2P characteristics for enabling locally efficient caching decision.   
3. The locally coordinated in-network caching decision-making of P2P content chunks reduces 
significant cache redundancy and improves greatly cache hits, by enabling 1) information 
exchange between nearby CRs regarding their cached states, and 2) forwarding requests unable to 
be served locally to nearby CRs. 
We further develop analytical frameworks to evaluate the performance of the proposed schemes, 
in order to provide insights into the 1) guide for analysing and evaluating future network-aware 
P2P peer selection paradigms in general multi-domain scenarios, and 2) also offer insights into 
provisioning strategies on CRs’ caching resources for supporting caching of P2P content chunks 
in dynamic environments. 
Numerical results show that, the proposed hybrid peer selection across domains can achieve 
desirable network efficiency and at the same time, the user efficiency in terms of downloading 
experiences can be greatly improved. Specifically, P2P traffic over inter-domain links can have 
more harm on the ISP business relationship compared to its effectiveness on the performance gain 
of downloading experience at end client peers. 
Note that the proposed peer selection scheme is not trying to provide perfect solutions to solve the 
tussle between ISP and P2P, but aims to leverage the advantages of both cooperative and non-
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cooperative behaviours among ISPs. And thus in spite of the pros as stated above, the main cons 
of the proposition seems to lie in the complexity of the deduced formulas to measure the 
network/user efficiency, which may not well be applicable to a particular network scenario in 
practice due to many parameters involved. And thus a simplified form may be more desirable 
while the derivations is quite challenging.           
Regarding the proposed in-network P2P caching, experimental investigation of in-network P2P 
caching performance is performed on NS-3. Experiment results show that the proposed 
independent caching policy can achieve desirable caching performance. In particular, content 
chunk’s availability at source peers can have great impact on the caching performance, which can 
improve cache hits a lot if it can be taken into the cache decision making. Additionally, cache 
evictions can be reduced by up to 50% under the proposed policy, compared to the universal 
caching of P2P content chunks. Furthermore, locality-aware chunks caching at CRs can promote 
to store data in proximity to client peers and thus can reduce great traffic redundancy. With 
coordinated in-network caching of P2P content chunks, the proposed caching policy can reduce 
huge cache redundancy over the network, which can reduce by up to 35% of cache redundancy 
compared to the independent universal caching. Concerning the signalling scalability, Bloom 
Filters (BFs) are also deployed under the coordinated caching policy, which can save up to 84% 
of communication overhead, compared to the native signalling without adoption of BFs. The 
experiment results further validate our numerical results regarding in-network P2P caching. 
It should be noted that the proposed in-network caching protocol is an efficient solution rather 
than an optimal one to achieve both service and operation efficiency. Specifically, as noted that 
our propositions may not be able to improve considerable cache hits compared to the conventional 
caching. And actually there are already open discussions in the research community on the 
constraints of caching capability of improving cache hits. Thus instead of digging deeper into the 
caching policy designs, they suggested that other solutions, such as content resolutions or routing 
protocols, etc., can be more attractive.        
6.2 Future Work 
This work provides several directions for future research. One major piece can be the in-network 
P2P caching across domains, along with peer selection guide concerning the ISP business 
relationships. Since our work in this thesis investigates the two parts independently, with respect 
to the in-network P2P caching in the intra-domain, and peer selections in the inter-domain. The 
performance evaluation can be based on the analytical frameworks and attribute models in this 
work, with respect to network efficiency, user efficiency, cache hit rate and cache redundancy, etc. 
Chapter 6. Conclusions and Future Work 
 
110 
In addition, the fairness among client peers in different ISPs can be another direction for future 
research. Currently in this work, we mainly focus on the peer selection scheme for downloading 
concern that can resolve the tussle between ISP network efficiency and downloading experiences 
of P2P users, while fairness mainly concerns the download rate and upload rate at a peer’s side. 
Thus to maintain a fair P2P system, a certain fair scheme at peers’ side needs to be executed. 
Actually, a fair P2P system can be achieved regardless of its peer selection scheme, e.g., a 
desirable fairness can still be achieved even with the default random peer selection under 
BitTorrent [93]. Therefore, a detailed discussion on the fairness among peers in different ASes 
could be our future work.   
In relation to the stochastic model, a possible direction is to extend it by adopting the game theory 
in the context of peer selection across domains, in order to obtain a win-win or win-no lose 
solution towards the collaboration of ISPs for optimised peer selection.  
Finally, the work on the coordinated in-network P2P caching enables to exchange the information 
of cached states in the scale of one-hop away neighbours. In the future, the extent of information 
exchange among CRs to multiple hops away can be examined, and the trade-off between the 
computation complexity and performance gains can be of great concern under different scales. 
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