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Abstract: The uniformity test and the serial test are standard statistical tests for equidistribution and statistical 
independence, respectively, in sequences of uniform pseudorandom numbers. We introduce analogues of these tests for 
sequences of uniform pseudorandom vectors and we apply these tests to matrix generators for uniform pseudorandom 
vector generation. The results show that these generators behave well under these tests provided that the matrix in the 
generation algorithm is chosen carefully. The essential condition is that a certain figure of merit attached to the matrix 
be large. We also prove a general theorem which guarantees the existence of matrices with large figure of merit. 
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1. Introduction 
For many applications of sequences of uniform pseudorandom numbers, the most important 
statistical properties are those of equidistribution and of statistical independence of successive 
terms in the sequence. These properties can be tested, respectively, by the uniformity test and the 
serial test. For a fixed positive integer s one considers the discrepancy of s-tuples of successive 
pseudorandom numbers; for s = 1 this yields the uniformity test and for s >, 2 the s-dimensional 
serial test. 
For a sequence of uniform pseudorandom numbers to pass the uniformity test, it is usually 
enough to require that the sequence has a sufficiently long period. The performance of a 
sequence of uniform pseudorandom numbers under the serial test often depends on more subtle 
properties of the generator. In the following we list the types of pseudorandom numbers for 
which the performance under the serial test has been investigated, together with appropriate 
references: 
- linear congruential pseudorandom numbers (see [2,4,12,13,16]); 
- multiple recursive pseudorandom numbers (see [14]); 
_ nonlinear congruential pseudorandom numbers in the sense of Eichenauer et al. [5] (see [22]); 
_ inversive congruential pseudorandom numbers in the sense of Eichenauer and Lehn [6] and 
Eichenauer et al. [7] (see [23]); 
_ digital multistep pseudorandom numbers (see [l&20,21]); 
- GFSR pseudorandom numbers (see [18-20,261). 
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In the present paper we consider analogous statistical tests for sequences of pseudorandom 
vectors. Let uO, ui,. . . be an arbitrary sequence of k-dimensional pseudorandom vectors (or 
points) in [0, l]&. For a fixed positive integer s we define the ks-dimensional points 
V, = (24 n, ~,+i ,..., u,+,_i) for n = 0, l,..., (1) 
and we let 
@‘=supIE,(J)-V(J)1 forN>l 
J 
be the discrepancy of the first N terms of the sequence of v,,. Here the supremum is extended 
over all subintervals J of [0, llks, EN(J)isN-1timesthenumberoftermsamongn,,,v,,...,vN_, 
falling into J, and V(J) denotes the volume of J. The given pseudorandom vectors u, pass the 
statistical test if O$’ is small for large N. For s = 1 this is a test for the equidistribution of the u, 
and for s >, 2 it is a test for the statistical independence of s successive u,. 
We apply this test to pseudorandom vectors produced by a matrix generator. Such a generator 
can be described as follows. For a prime number p we first generate a sequence x0, xi, . . . of 
k-dimensional row vectors with components in Fp = (0, 1,. . . , p - l} by starting from an initial 
vector x0 # 0 and using the recursion 
xT+i -Ax;f (mod p) for n =O, l,..., (2) 
where A is a k X k matrix with entries in Fp, xT denotes the transpose of the row vector x, and a 
congruence between vectors is assumed to hold componentwise. Then pseudorandom vectors in 
[0, ilk are obtained by the normalization 
1 
u, = -x, 
P 
for n=O, 1, . . . . (3) 
In order to get the maximal period for given p and k, we impose the condition that A, viewed as 
a matrix over the finite field cP, has as its characteristic polynomial a primitive polynomial over 
Fp in the sense of [ll, Definition 3.151. Then the sequence of x,, and thus also the sequence of 
u,, is purely periodic with least period 7 = pk - 1 (see [S]). 
Sequences generated by (2) have already been studied in the theory of linear modular systems 
(see [ll, Ch. 91). In the context of pseudorandom vector generation the generator (2) was 
discussed by Grothe [8,9] and Tahmi [25]. The generator (2) can also be described in terms of a 
pseudorandom vector generator introduced by the author [17]. The proof of this fact (which was 
communicated by the author to H. Grothe in July 1987) has not appeared in print, and so we 
include it here. 
Lemma 1. Let A be a k X k matrix over Fp whose characteristic polynomial g is a primitive 
polynomial over F, and let sO, sl,. . . be a nonzero linear recurring sequence in Fp with characteristic 
polynomial g. Then for any sequence x,,, x1,. . . generated by (2) there exist integers d,, d,, . . . , d, 
with O,<dj<pk- 2 for 1 <j<ksuch that 
x, = (snfd,, s,+~,, . . . , s,+~,) for n = 0, 1, . . . . 
Proof. Let g(x) = xk - ak_lxk-l - . . f - a,; then by a result of Grothe [8, Lemma l] we have 
X n+k=ak-lXn+k-l “’ + +a,x, (mod p) for n=O, 1, . . . . (4 
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We write x, = (x:r), . . . , xik)). By assumption we have 
s n+k = ak-ls,,+k-l + ‘. ’ +a,s, (mod p) for n=O, l,..., (5) 
with initial values sO, si, . . . , s~_~ that are not all 0. Then the vectors (sn, s,+r,. .., s,+k_r), 
?Z=O,l ,‘.‘> pk - 2, run through all nonzero vectors in Fk (see [ll, p.4491). In particular, for 
‘k each j, 1 <j < k, there exists an integer dj with 0 < d, <p - 2 such that 
It follows :;;I)> x,(j),..., x:“,) = bd,, Sd,+l,***,Sd,+k-l)* 
x,,=(.q,+&, ~n+d,~~~~~sn+d,) for n=o, l,...,k-1, 
and from (4) and (5) we obtain this identity for all n >, 0. 0 
For the pseudorandom vectors II, in (3) we study the performance under the statistical tests 
described earlier. This means that we have to consider the discrepancy D$’ of the ks-dimen- 
sional points v,, u,, . . . , q,_1 defined by (1). Because of (3) we can write v, =p-ly,, with 
y, = (xn, x,+r,.. . , x,+,_~) E F,k” for n = 0, 1, . . . . (6) 
The case s = 1 was already treated in [17], so we can assume s >, 2. In the case k = 1, the 
generator (2) reduces to a multiplicative congruential generator, so we can assume k >, 2. Since 
the sequence of u,, is purely periodic with least period 7 = pk - 1, it suffices to consider the 
discrepancy DN (‘) for 1 < N < 7. The conditions on matrix generators given above will be 
operative throughout this paper. We note that the structure of the lattice generated by the points 
y,, in (6) was already studied by Afflerbach and Grothe [l]. 
2. Upper bounds for the discrepancy 
We show upper bounds for the discrepancy D$’ of the points v,, vi,. . . , q,_, with V, = p-‘y,,, 
where the yn are defined in (6) and the x, are generated by (2). These upper bounds involve the 
quantity @)(A, p) which we shall define below. Let C,(p) be the set of all nonzero lattice 
points h E Z ks with h E ( - ip, iplks. Wewriter(h,p)=psin(~]I/p])forO<]h(<&and 
put r(0, p) = 1. Then for h = (hi,. . . , hks) E C,(p) we set 
r(h, p) = ‘(hi, p> *-- +ks, p). 
We can also write every h E C,(p) in the form h = (h,, h,,. . ., h,_,) with each hj being a 
k-dimensional row vector. If A is the matrix in (2), then we define 
R’“‘(A, d = F +’ p) 7 
3 
where the sum is over all h = (h,, h,, . . . , h,_,) E C,(p) with 
s-l 
c hjA’ = 0 (mod 
j=O 
In the treatment of D$) we 
period). 
P>- (7) 
distinguish the cases N = 7 (full period) and N < T (parts of the 
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Theorem 2. For any matrix generator we have 
Proof. By [18, Satz l] we have 
ks 
(8) 
for 1 < N < 7 with e(t) = e2Tif for real t. From (2) we get XT = A”$ (mod p) for all n, and so 
for fixed h = (h,, hi,. . . , A,_,) E C,(p) we obtain together with (6), 
If N = r, then the vectors x,, n = 0, 1,. . . , T - 1, run through all nonzero elements of Fpk, hence 
ige(ihYT)= xIZ~e($[~<hjAj]xT]-l- 
If the condition (7) holds, then the sum on the left has the value pk - 1 = 7. If (7) is not satisfied, 
then using the fact that for each nonzero a E Fpk 
(mod p) has exactly pk-’ solutions x E Fpk we get 
and each c E Fp the congruence uxT = c 
i<e( $hyT) =pk-lcgpe( s) - 1= -1. 
Together with (8) this yields 
ks 
+ @“‘(A p>, 
and the desired result follows from [12, Lemma 2.31. 0 
For the case N < r we use an improved version of [15, Lemma 51. If Fq is a finite field with q 
elements, where q is an arbitrary power of the prime p, then the character x of the additive 
group of Fq is defined by 
x(P)=e($Tr(P)) forallpEFq, (10) 
where Tr denotes the trace function from Fq to Fp (see [ll, Ch. 21). Let Fq* be the multiplicative 
group of nonzero elements of Fq. 
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Lemma 3. If A is an element of Fq* of order d, then for any y E Fq* we have 
l~~~X(YX)I<q”l(;logd+O.~~+~)+~- 1+Nq’/2 forl<N<d. 
Proof. As in the proof of [15, Lemma 51 we obtain 
where the last sum runs over all characters # of F4* with G(X) f 1. Since each d th root of unity 
e( j/d) occurs exactly (4 - 1)/d times as a value of $(A), we get 
l/2 - d 
l/2 d-1 
1 + q1i2 +$c j=l 
By an inequality of Cochrane [3, Theorem l] we have 
sin ( TjN/d ) 
sin( Tj/d ) 
yi s;?;;;;;) j -c >d log d + (0.41)d + 0.61 
j=l 
,” 
for 1 < N < d. 0 
Theorem 4. For any matrix generator we have 
+@“‘(A, p) for 1 G N < 7. 
Proof. We proceed as in the proof of Theorem 2. If for fixed h = (h,, hi, . . ., h,_,) E C’(p) 
condition (7) holds, then the sum in (9) has the value N. If (7) is not satisfied, i.e., if 
a := Cflkh,Aj f 0 (mod p), then we define z, E FP by 
z,=uxz (mod p) forn=O,l, . . . . 
Let g(x) = xk - a,+lxk-l - . . . - a, E FP[x] be the characteristic polynomial of A. Then we 
have (4), and so 
z n+k = ak-lzn+k-l + ’ ” +aozn (mod p) for n=O, 1, . . . . 
Since a f 0 (mod p), there exists b E FPk, b # 0, with abT f 0 (mod p). The x, run through all 
nonzero elements of FPk, and so there exists m 2 0 with X, = b. It follows that z, # 0, thus in 
particular the values za, zi, . . . , z~_~ cannot all be 0. Let (Y be a fixed root of g in the finite field 
F4 with q =pk elements. Then by [15, Lemma 21 there exists p E Fq* such that z, = Tr(&P) for 
n=o, l,... . Thus by (9) and (10) we have 
I$( fhkr) = IgIe( $%) = nix. 
n=O 
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Since g is a primitive polynomial over FP, the order of (Y. as an element of the group F4* is 
q - 1 = 7. By applying Lemma 3 to the last sum and then using (8), we obtain the desired result. 
0 
For Theorems 2 and 4 to be useful, one has to know how small the quantity R(“‘( A, p) can be 
made. The proof of Theorem 7 below shows that, on the average, @‘(A, p) has a small order of 
magnitude. We first determine the number of choices for generator matrices A for given k and 
p. The following two lemmas hold also for arbitrary finite fields. 
Lemma 5. The number M( k, p) of k X k matrices ouer Fp for which the characteristic polynomial is 
primitive over Fp is given by 
M(k, p)= ‘(‘;+) E(p*-p’), 
where $I is Euler ‘s totient function. 
Proof. If g is a fixed manic irreducible polynomial over TP of degree k, then it follows from [24, 
Theorem 21 that the number of k X k matrices over Fp with characteristic polynomial g is given 
bY 
k-l 
P k2-k,r-J (1 -P-j>. 
An easy manipulation shows that this number is equal to 
k-l 
I-I (P” -P’). 
j=l 
Now every primitive polynomial over Fp is manic and irreducible over Fp, and the number of 
primitive polynomials over Fp of degree k is +( pk - 1)/k according to [ll, Theorem 3.51. 0 
Lemma 6. Let A be a k X k matrix over Fp whose characteristic polynomial is irreducible over Fp. 
Let (VI,..., yk)T with yj E Fq for 1 <j 4 k be an eigenvector of A when A is considered as a matrix 
over F4 with q = pk. Then { yl, . . . , yk } is a basis of Fq over Fp. 
Proof. Let (Y E F4 be the eigenvalue corresponding to the given eigenvector. Then (Y is a root of 
the characteristic polynomial of A, hence { 1, (Y, . . . , akel} is a basis of F4 over Fp. We have 
Am(yl,..., Y~)~= CI”(~ ,..., yk)T for m = 0, 1, . . . . 01) 
Furthermore, there exists j, 1 <j < k, with yj Z 0. If /3 E F4 is arbitrary, then there exists 
f E F,[x] with degree < k such that By,:’ = f( a). By forming a suitable linear combination of 
the identities in (11) we obtain 
f(A)(yl,..., yk>T=f((ll)(y~,...,yk)T. 
Now we compare the j th components in this identity. Since f(A) is a matrix with entries in Fp, 
we get on the left a linear combination of yi, . . . , yk with coefficients from I;p, while on the right 
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we get f( a)yj = p. Thus we have shown that any /3 E Fq can be written as a linear combination of 
Yl,..., yk with coefficients from Fp. 0 
Theorem 7. For any integers s > 2 and k > 2 and any prime p there exists a k x k matrix A over Fp 
such that the characteristic polynomial of A is primitive over Fp and 
R’“‘(A, p) < 
Proof. For fixed s, k and p let R be the average value of R(“‘( A, p) taken over all k X k 
matrices A over Fp with primitive characteristic polynomial. Then 
’ R= M(kp) ,_, CR(“)(A, p) = 
1 
c 1 X*1, 
= M(kY P> /#EC,(p) rb p) A 
02) 
where the asterisk indicates that the condition (7) must be observed. For fixed h = 
(ho, h,, . . . > h,_,) E C,(p) we consider now the inner sum in the last expression, i.e., the number 
of k X k matrices A over Fp with primitive characteristic polynomial for which (7) 
upper bound for this number is given by N( k, p, h), the number of k x k matrices 
with irreducible characteristic polynomial and 
s-l 
c hjA’ = 0, 
j=O 
holds. An 
A over Fp 
03) 
where we have interpreted the congruence (7) as an identity in the vector space Fpk. It follows 
from Lemma 6 that every matrix counted by N( k, p, h), 
with 4 =pk, has an eigenvector (1, y2,. . 
when considered as a matrix over Fq 
.,yk)T withyjEFq for 2qj<k and (1, yz,...,yk} is a 
basis of Fq over Fp. In addition to h E C,(p) we now also fix a vector y = (1, y2,. . . , yk) E F[ 
such that (1, y2,..., yk } is a basis of Fq over Fp, and we count the k X k matrices A over Fp with 
irreducible characteristic polynomial which satisfy (13) and have yT as an eigenvector. If A is 
such a matrix, then let (Y E Fq be the eigenvalue corresponding to the eigenvector yT_ Postmulti- 
plying (13) by yT we get 
s-1 
J~o(hjYT)~i=O* (14 
Now hj # 0 for some j, and then hjyT # 0 since { 1, y2,. . . , yk} is a basis of Fq over Fp. Thus (14) 
is a nonzero polynomial equation for (Y E Fq of degree < s - 1, and so (14) has at most s - 1 
solutions cx E Fq. For each solution cx the matrix A is uniquely determined from AyT = ayT since 
(1, Yz,... , yk } is a basis of Fq over Fp. 
Let G be the Galois group of Fq over Fp. We let G act componentwise on the vector space F:. 
Let u E G and let y E Ft be as above. If the k x k matrix A over Fp has the eigenvector (a~)~ 
when considered as a matrix over Fq then let fl E Fq be the corresponding eigenvalue. Applying 
u-l to A( 0~)~ = /3( a~)~ we get Ay = ( a-@)yT. Thus, if A also has an irreducible characteris- 
tic polynomial and satisfies (13), then A is already obtained by considering the eigenvector yT. 
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Thus all vectors in the orbit of y under G yield the same solutions A, and there are at most s - 1 
solutions A from each orbit. 
The argument above shows that N( k, p, h) is at most s - 1 times the number of different 
orbits that are obtained from the action of G on the vectors 
k-l 
I-I (P”-Pj) 
j=l 
y. There are exactly 
choices for vectors y = (1, y2,. . . , yk) with the property that (1, Y2,..., yk } is a basis of Fq over 
Fp. We claim that each orbit contains exactly k distinct elements. Let ui be the Frobenius 
automorphism (see [ll, p.751) which generates the cyclic group G and suppose that a{y = aiy for 
some 0 < i <j < k. Then u{-~ y = y, hence, if m is the least positive integer with u?y = y, then 
m < k and m divides k. This shows that 1, y2, 
contradiction to { 1, y2,. . . , 
. . . , yk all lie in the proper subfield FPm of F?, a 
yk} being a basis of Fq over Fp. Thus the orbit of y under G consists 
exactly of the distinct elements a{y, j = 0, 1,. . . , k - 1. It follows that the number of different 
orbits is exactly 
k-l 
:,jYj (P”-P’L 
and so we have 
N(k, p, h) < s-l 
k-l 
(15) 
Together with (12) and Lemma 5 we get 
and an application of [12, Lemma 2.31 yields 
The desired result follows now from the definition of R. 0 
We note that $(m) is at least of the order of magnitude m/log log m by [lo, Theorem 3281, 
and so for the matrix A in Theorem 7 we have R(“)( A, p) = 0( r-i(log P)~” log log 7). 
3. Figures of merit 
In analogy with the theory of linear congruential pseudorandom numbers (see [16]) we 
introduce a “figure of merit” which is numerically more convenient than the quantity R’“‘( A, p) 
defined in Section 2. For h E Z we put r(h) = max(1, 1 h I) and for h = (h,, . . . , hks) E ZkS we 
Put 
r(h)=r(h,)+.. r(hks). 
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Then for any s > 2, any prime p, and any k X k matrix A over Fp we define the figure of merit 
#“‘(A, p) = min r(2h), 
where the minimum is extended over all h = (h,, h,, . . . , h,_,) E C,(p) for which (7) holds. It is 
clear that the figure of merit is a positive integer. 
Proposition 8. We always have 2 G p@‘( A, p) 6 2pk. 
Proof. The lower bound is trivial. To prove the upper bound, we choose h, = (1, 0,. . . ,O) E Fl, 
hj = 0 E FPk for 2 <j G s - 1, and h, = -h,A with each component reduced mod p so that it is 
in ( - $p, ip]. Then h = (h,, h,, . . . , h,_,) E C,(p) satisfies (7) and r(2h) < 2pk. 0 
It is an important fact that the quantity @‘(A, p) can be bounded in terms of the figure of 
merit p’“‘( A p) 3 . 
Theorem 9. We always have 
R’“‘(A, p) < 
(2 log 2~)~” + 3(2 log ZP)~“-’ 
(log 2) kS-lp(S)( A, p) ’ 
Proof. Proceed as in the proof of [16, Theorem 5.21, but replace the dimension s there by ks and 
the integer m by the prime p. The crucial (but simple) fact that needs to be used in the key steps 
of the argument (which go back to [12, pp.117-1181) is the following: if h E C,(p) and 
h’ E C,(p) satisfy (7), then h - h’ satisfies (7). Cl 
On account of Theorem 9, a large value of p(“)( A, p) guarantees a small value of R’“‘( A, p). 
The following result shows how large we can make the figure of merit. 
Theorem 10. For every k >, 2 and s >, 2 there exists an effective constant d( k, s) > 0 depending 
only on k and s such that the following holds: whenever +( pk - 1) > d( k, s), there exists a k x k 
matrix A over FP with primitive characteristic polynomial such that 
P’“‘(A P) ’ (log;k+l with ‘= ) 
where b > 0 is an effective absolute constant. 
Proof. For real t > 2 let G,(t) be the number of nonzero h E Z” with r(2h) G t. As in the proof 
of [12, Lemma 4.21 we count these h according to the number i of nonzero coordinates, and by 
classifying further according to the position of these nonzero coordinates we obtain 
G,(t)= i.J)4(~)~ 
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where A;( U) is the number of (hi,. . . , hi) E Z’ with 0 < 1 h, - - - hi 1 < u. By [12, Lemma 4.11 we 
iset 
Forj+l 
thus 
< i < s we have 
s I( ) j+l 7 
It follows that 
where the function H, is as in [12, Lemma 4.21. If t 2 2e4, then by [12, Lemma 4.31 we have 
with an absolute constant b > 0. Therefore 
G,(t) < bt(log(it))s-l for t a 2e4. (16) 
Let Q(k, p, s, t) be the number of k X k matrices A over FP with the following properties: A 
has an irreducible characteristic polynomial and the condition (7) holds for some h = 
(h,, 4, f *. 9 It_,) E C’(p) with v(2h) G t. Then it follows from (15) that 
Q(k P, s, t) < G,,(t)* 
k-l 
k ,I1 (P” -P’)* 
Since lim U,,U/(log zq-l= co, there exists c( k, s) > 0 such that 
07) 
clog ;,k,_, a e4 for all u 2 c(k, s), 08) 
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Put d(k, s) = 2(s - l)b c(k, s), let u be as in the theorem, and set t, = 2u/(log u)~~-‘. Now 
assume that $I( pk - 1) > d( k, s). Then u 2 c( k, s), thus (18) implies t, 2 2e4, and so (16) yields 
G/&o) G bto(lodi%))ks-l = (log2f;ks-l (log (log ;,ks-1) 
ks-1 
<2bu= dpk-‘) 
s-l ’ 
since (18) shows that u > c( k, s) > e. Together with (17) and Lemma 5 we obtain 
Qk P, s, to) < 
cp(pk- 1) k-1 
k ,jl(pk-p’) =M(k> P>. 
Since M( k, p) is the total number of k x k matrices over F, 
polynomial, it follows that there exists a k X k matrix A over Fp 
polynomial such that A is not counted by Q( k, p, s, to). For this A 
with primitive characteristic 
with primitive characteristic 
we then have p”)( A 7 p) > t 
L 
Since +(m) is at least of the order of magnitude m/log log m by [lo, Theorem 3281, it follows 
that for the matrix A in Theorem 10 the figure of merit p(“)( A, p) is, up to logarithmic factors, 
of the order of magnitude p k. We note that pk is the largest possible order of magnitude of 
#“)(A, p) by the upper bound in Proposition 8. 
4. Lower bounds for the discrepancy 
Let the discrepancy D, (‘) be as in Section 2. We now establish two lower bounds for D$‘. 
Proposition 11. We have 
Proof. This follows from the definition of 0;’ and the fact that all points V, =p-ly,, lie in the 
interval [0, 1 -p-‘lk”. Cl 
Theorem 12. If p’“‘( A, p) is the figure of merit defined in Section 3, then we have 
D’“’ > 
?l 
N ’ 2(($(~ + l))k” - 2-k”)~(S)(A, p) 
forl<N<r. 
Proof. By the definition of p(“‘( A, p) there exists an h = (h,, h,, . . . , h,_,) E C,(p) satisfying (7) 
and r(2h) = p’“‘(A, p). For this h we have 
s-1 s-1 
hy,T = c hjx;f+j = c hiA”+&; 
j=O j=O 
s-1 
E 
i ! ,FohjAj A”x;f = 0 (mod p) 
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for all n because of (7). Now we apply [16, Lemma 5.41 with 8 = 0 and with the dimension s 
replaced by ks. This yields 
for 1 < N < 7, and the desired result follows since r(2h) = p’“‘(A, p). 0 
5. Discussion 
The lower bound 1 - (1 - P-‘)~” in Proposition 11 can be viewed as the discretization error 
since it results from the fact that all components of the pseudorandom vectors u, in (3) are 
rational numbers with fixed denominator p. This discretization error appears also in the upper 
bounds for the discrepancy in Theorems 2 and 4. In first approximation the discretization error 
is of the form ks/p. 
The dependence of the upper bounds in Theorems 2 and 4 on the generator matrix A is 
measured by the quantity @“I( A, p). A small value of 08’ is guaranteed if @“‘(A, p) is small. 
Theorem 9 shows that @‘(A, p) is, up to logarithmic factors, bounded from above by the 
reciprocal of the figure of merit #“‘(A, p). As a counterpart we have Theorem 12 which says 
that D$’ is, up to constant factors, bounded from below by the reciprocal of the figure of merit. 
This demonstrates that the behaviour of D$’ is strongly linked to that of the figure of merit. For 
given S, k and p the generator matrices A for which any s successive pseudorandom vectors are 
statistically almost independent are those for which p’“‘( A, p) is large. 
Theorems 7 and 10 show that there always exist choices for A such that @“‘(A, p) is small, 
resp. p(“)(A, p) is large. The specific choice of A may depend on S. At any rate, we have 
established the result that matrix generators yield sequences of pseudorandom vectors with good 
statistical independence properties when the matrix A is chosen suitably (and such a suitable 
choice of A always exists). 
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