ABSTRACT. In this article, we prove that every arithmetic locally symmetric orbifold of classical type without Euclidean or compact factors has arbitrarily long arithmetic progressions in its primitive length spectrum. Moreover, we show the stronger property that every primitive length occurs in arbitrarily long arithmetic progressions in its primitive length spectrum. This confirms one direction of a conjecture of Lafont-McReynolds, which states that the property of having every primitive length occur in arbitrarily long arithmetic progressions characterizes the arithmeticity of such spaces.
INTRODUCTION.
Given a smooth manifold M and a Riemannian metric g on M, the (primitive) length spectrum is the collection of all lengths of (primitive) closed geodesics counted with multiplicity. When M is closed and g is negatively curved, it is well known that there is a strong connection between the eigenvalue spectrum of the Laplacian acting on L 2 (M) and the length spectrum [4] [5] [15] . These spectra are known to determine basic geometric invariants like the dimension, volume, and total scalar curvature of (M, g).
Over the past several decades, there has been a great deal of activity in understanding to what extent either the eigenvalue or geodesic length spectrum determines the metric g. For instance when M is an arithmetic hyperbolic surface, Reid [17] proved that the length spectrum determines its commensurability class. Moreover Chinburg-Hamilton-Long-Reid [3] have shown that the length spectrum of M determines its commensurability class amongst arithmetic, hyperbolic 3-manifolds. More recently, Prasad and Rapinchuk [15] have given a complete characterization of when the length spectrum determines the commensurability class of M for all non-positively curved, arithmetic manifolds, including families of counterexamples starting in dimension 5. Their work uses the fact that, in the arithmetic setting, there are deep connections between the study of closed geodesics on non-positively curved, arithmetic manifolds and the number theory of the corresponding arithmetic subgroup. This number theoretic connection is a theme that is abundant in the study of the length spectrum of arithmetic manifolds.
Along these lines, several results exhibit a striking analogy between features of primitive geodesics in the length spectrum and features of prime numbers in the integers, or more generally in the rings of integers of number fields. For instance if M is compact, results of Margulis [11] show that the asymptotic growth rate of primitive, closed geodesics on M is analogous to that of the prime number theorem. If one further assumes the manifold M is arithmetic, there are a number of other results further elucidating the analogy between primitive geodesics and primes. For instance, Selberg [19] noticed that it is possible to form a zeta function, defined by a certain product over primitive geodesics, which can be shown to enjoy analogous properties to the Riemann zeta function including the anaologue of the Riemann hypothesis. More examples of such phenomena are the holonomy distribution theorems of Parry-Pollicott [13] , Sarnak-Wakayama [18] , and Margulis-Mohammadi-Oh [12] . Such theorems are meant to give the analogue of the Chebotarev density theorem for closed geodesics on an arithmetic, hyperbolic manifold. The purpose of this article is to expand the collection of such theorems, by providing the geodesic analogue of the Green-Tao theorem on progressions in the prime numbers [7] . 1 Recently, Lafont-McReynolds [9] have proved such an analogue for primitive, closed geodesics on the modular curve. Indeed, Lafont-McReynolds show that the primitive length spectrum of the modular curve contains arbitrarily long arithmetic progressions. Moreover, they show that a much stronger property holds, namely that every primitive length occurs in a k-term arithmetic progression for any k. It is then conjectured that having the stronger property, i.e. that every primitive length occurs in arbitrarily long arithmetic progressions, is indeed a characterization of the arithmeticity of M. The goal of this article is to prove one direction of this conjecture by generalizing the result of Lafont-McReynolds to all arithmetic locally symmetric orbifolds of classical type. In particular, we prove the following theorems. 
Recall that two manifolds M and M ′ are said to be commensurable if there exists some X which is a finite sheeted cover of both M and M ′ . In [9] it is shown that any orbifold commensurable to the modular curve also carries arbitrarily long arithmetic progressions in the primitive length spectrum. Using their ideas, we prove this in the general case. As a corollary of these theorems, we see that any orbifold which contains a totally geodesic embedding of an orbifold commensurable to an arithmetic locally symmetric space also has arbitrarily long arithmetic progressions in the primitive length spectrum. 
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. Through this, we will use G to denote the R points of this restriction, Res K/Q (G)(R), regarded as a real Lie group. We will always assume that G has no compact or Euclidean factors and that Γ is a lattice in G . Our lattices will always be irreducible. For any Γ < G we define the commensurator as
where < f.i means is a subgroup of finite index. We now list all simple real forms of classical type up to isogeny and their explicit matrix realizations, which we use in the sequel ( [14] or [22] for instance). Let M be the square matrix with 1s on the anti-diagonal and 0s everywhere else, namely
and let
where Id p,q = diag(1, . . . , 1, −1, . . . , −1). We then realize the R-forms of G as follows.
, or SL(m, C) considered as a real Lie group, where H are Hamilton's quaternions.
where A * is the conjugate transpose of A.
.
e. matrices with coefficients in H that preserve the non-degenerate symmetric form M.
Each of these groups embeds inside SL(n, R) or SL(n, C) for some n, which we fix now and through the rest of the paper. When we refer to a root α or G , we mean with respect to the decomposition afforded by the standard choice of maximal torus. When we discuss "the O K points of G" in what follows, we will mean the matrices with O K entries under some fixed matrix realization of G inside SL n such that G splits as a product of simple factors with the above realizations. By the definition of arithmeticity, our results will be independent of this choice of realization.
2.2.
Locally symmetric spaces and their geodesics. Let K denote the maximal compact subgroup of G , then the corresponding quotient K \G is a symmetric space. Quotienting this space by a discrete subgroup Γ of G gives a locally symmetric orbifold M = K \G /Γ, which is a manifold when Γ is torsion free. When G is a classical group we say that the associated locally symmetric orbifold K \G /Γ is of classical type and when Γ is an arithmetric lattice, we say that K \G /Γ is arithmetic. We wish to study closed geodesics on such spaces, hence we briefly recall some facts about the dictionary between semisimple elements in the lattice Γ and closed geodesics on M. All of the relevant details can be found in [15, Section 8] and [22] .
Recall an element γ ∈ Γ is semisimple if it is diagonalizable over C. Given a semisimple element γ, let T be the maximal R-torus containing γ. Then we write T as a direct product of T c and T i where T c is a maximal compact subgroup of T and T i is a maximal R-split torus in T . We may then decompose γ into elliptic and hyperbolic parts, i.e. γ = γ e · γ h where γ e ∈ T c and γ i ∈ T i . We call a semisimple element γ = γ e · γ h hyperbolic if γ h = 1. We will use the notation Γ hyp to denote the set of all semisimple elements which are hyperbolic. With this in mind, let z ∈ G be any element such that zT z −1 is invariant under the Cartan involution associated to the decomposition of the Lie algebra, g = t ⊕ p, afforded by T . Then there is some X ∈ p such that γ h = z −1 exp(X)z and consequently
parametrizes a closed geodesic c γ on M passing through the point K z. Thus every conjugacy class of hyperbolic element gives rise to a closed geodesic on M, which we denote c γ and refer to as the associated geodesic to γ. 
where Φ(G , T ) are the roots of G with respect to the torus T and n γ is some natural number. Hence the study of primitive geodesics and their lengths can be reduced to the study of the associated conjugacy classes of primitive hyperbolic elements in Γ, a dictionary we will frequently exploit.
Bruhat-Tits theory.
We also require some results from Bruhat-Tits theory, all of the details of which can be found in [1] , [2] , and [20] . Given G v over the local field K v and a fixed maximal K v -split torus T v , we can form the associated apartment The building B v carries a chamber structure, dictated by the vanishing sets of affine linear functionals. Given a facet F in B v , the stabilizer of F in G v gives rise to a parahoric subgroup of G v , which we denote P F . In particular, for any point x ∈ B v if F is the minimal facet containing x, then P x = P F . To each parahoric P x , Bruhat-Tits theory associates a smooth affine group scheme G x over O K v such that the generic fiber G x × O Kv K v is G v and such that the O K v points give P x . In the sequel we refer to G x as the group scheme associated to the parahoric P x .
We may additionally reduce G x over the residue field f v , which we denote G x . More precisely, G x = G x × O Kv f v and the corresponding map
is reductive and R u (G ) is the unipotent radical. Taking the quotient of G x by the unipotent radical gives a reductive algebraic group, the structure of which is dictated by Bruhat-Tits theory [20, 3.5.2].
Combinatorial theorems.
Finally we require two combinatorial flavored theorems, a theorem of Green-Tao on progressions in the prime numbers and a theorem of Van der Waerden on progressions in the coloring of consecutive natural numbers. The former is a result of Green-Tao in which they show that any positive upper density set of the prime numbers has arbitrarily long arithmetic progressions in the natural numbers.
Theorem 2.3 ([7], Theorem 1.2). Let π(n) be the function that gives the cardinality of the set of prime numbers between 1 and n. If A is a subset of the prime numbers such that
then A has arbitrarily long arithmetic progressions.
The second theorem we will require is a result of Van der Waerden, which involves finding k-term arithmetic progressions in an r coloring of the set {1, ..., N}. More specifically, Van der Waerden proved the following.
Theorem 2.4 ([21]). Let k, r be fixed natural numbers. Then there exists an N such that any r coloring of the set {1, 2, . . ., N} has a monochromatic k-term progression.
For any choice of k, r in Theorem 2.4, the minimal N such that this theorem holds will be denoted W (r, k) and called a Van der Waerden number. For ease of dialogue we will refer to these theorems in the sequel as the Green-Tao theorem and Van der Waerden's theorem, respectively.
2.5. Structure of the paper. We give a brief roadmap for the proofs of Theorems 1.1, 1.2, and 1.3. We first prove Theorems 1.1 and 1.2 in the specific case when Γ is the O K points of G. To accomplish this, we first define a class of hyperbolic elements called absolutely primitive elements in Section 3, which will be instrumental in controlling the primitivity of the progressions we construct. In Section 4, we then use Bruhat-Tits theory to construct filtrations of subgroups in the lattice Γ. Using these subgroups, we show that upon conjugating the absolutely primitive elements by suitable elements in the commensurator, we can control the power of the conjugated element which returns it to the lattice. Furthermore, these elements will remain primitive after conjugation. In Section 5, we will then use this and the conversion to geodesic lengths in the primitive length spectrum to prove Theorem 1.
In Section 6, we use a slight modification of the proof of Theorem 1.1 combined with Lemma 3.1 to prove Theorem 1.2 for
We then prove Theorem 1.3 for lattices which are commensurable to this Γ. By the definition of arithmeticity, this will complete the proofs of Theorems 1.1 and 1.2 for all arithmetic locally symmetric spaces of classical type.
ABSOLUTELY PRIMITIVE ELEMENTS
In this section we introduce the notion of absolutely primitive elements of Γ hyp . Such elements will be an indispensable tool for guaranteeing primitivity in our construction of arithmetic progressions in the length spectrum. In short, the definition of an absolutely primitive element is meant to encode when a hyperbolic element of Γ has minimal possible eigenvalues in the sense that no other member of Γ has eigenvalues which are nth roots of them. Throughout the remainder, we use p γ (z) to denote the characteristic polynomial of γ ∈ Γ and λ γ,1 , . . . , λ γ,n to denote its eigenvalues. Define Q(x 1 , . . . , x n ) by the following formula
and notice that
. If P denotes the set of all characteristic polynomials of elements of Γ hyp , then we say that any γ ∈ Γ hyp is an absolutely primitive element if it satisfies the condition that
Using the correspondence between hyperbolic elements and closed geodesics, we say that c γ is an absolutely primitive geodesic if γ is absolutely primitive. With this terminology in mind, we have the following lemma. Proof. The first claim is immediate from the definition. For the second, let γ be a fixed hyperbolic element which is not absolutely primitive. We claim that there is a maximum element m of the set
To justify this let . This implies that for such k,
Moreover, repeating this procedure we eventually find that there exists some N ∈ N such that for all k ≥ N,
It follows that Q(λ
Consequently such an m necessarily exists. Now let µ ∈ Γ hyp be an element that obtains this maximum, i.e. has eigenvalues λ µ,1 , λ µ,2 , . . . , λ µ,n such that
Then µ is the requisite absolutely primitive element.
We briefly remark that our definition of absolute primitivity should be considered a generalization of that found in Lafont-McReynolds [9, p. 16] . The definition given there is that an absolutely primitive element is one which has the fundamental units of K γ as its eigenvalues. Indeed in the cases considered therein, the two definitions are equivalent. We briefly sketch this equivalence now.
The case they consider is when K = Q and Γ = SL(2, Z). Hence if γ is a hyperbolic element of SL(2, Z),
γ,1 is the Galois conjugate of λ γ,1 . The condition of being absolutely primitive then reduces to requiring that
By Dirichlet's unit theorem, λ γ,1 is the power of some fundamental unit of O 1 K γ , so the condition of being absolutely primitive implies that λ γ,1 is a fundamental unit of O 1 K γ . Moreover, one can check that any real quadratic extension K of Q embeds into GL(2, Q) and subsequently O 1 K embeds into SL(2, Z). Thus for any such K, we can always find some γ ∈ Γ hyp that has absolutely primitive eigenvalues.
The trouble with using a definition in terms of fundamental units in the general case, stems from the fact that a priori K γ may have degree n! over K. Consequently one cannot use an embedding of K γ into G to produce elements with eigenvalues being merely a product of fundamental units. In fact, recent results have shown that this issue is generic in the sense that for most elements γ ∈ Γ hyp this will be an issue (see for instance [16] , [10] , [8] , or [6] ), hence the restriction we impose.
CONTROLLING THE LENGTHS OF THE ASSOCIATED PRIMITIVE GEODESICS
In this section, we give the foundational work for producing subsets of the primitive length spectrum. Letting Γ = G(O K ), we are interested in analyzing the function
We show that for a certain class of elements η ∈ Comm(Γ), which we call admissible, the value of n(γ, η r+1 ) can be controlled in terms of the value of n(γ, η r ). Indeed using the convention that S denotes the set of finite, unramified places of K such that G v is inner and split, we devote the entirety of this section to proving the following result. We will define admissible elements and β η in the subsequent text, however first we briefly give the idea of the proof of Theorem 4.1. Given a hyperbolic γ, we will choose η ∈ Comm(Γ) so that conjugation by η multiplies the matrix coefficients of γ in a controlled way. We then use the existence of sequences of finite index subgroups which filter the lattice Γ to relate the value of n(γ, η r ) to the minimal power of γ which lies in one of these filtering subgroups. This will allow us to relate the values of n(γ, η r ) and n(γ, η r+1 ) by using the corresponding relationship between powers of γ landing in successive steps of this filtration. The construction of the filtration will use natural maps to finite groups in a way such that we obtain precise control on the latter quantity.
Before proceeding to the proofs, we now define the building blocks of our admissible η. To this end, let
where v is in the kth spot. By convention we define ξ v,n to be the matrix
Throughout the entirety of this section, η will always be an element of the form
where α i ∈ Q. For each classical type, we always assume the α i are chosen so that under the isomorphism afforded by restriction of scalars, η ∈ G . Conjugating a matrix A = (a i j ) by η gives ηAη −1 = (b i j ), where b i j = v −β i j a i j and β i j ∈ Q. We call η admissible if the following two conditions are satisfied:
The β i j are constant on each root subgroup. Namely for each root α, if i, j and i ′ , j ′ are such that the i, jth and i ′ , j ′ th coefficients in U α are non-diagonal and non-zero, then β i j = β i ′ j ′ .
For such admissible η, we also define
This is the quantity mentioned in (1) of Theorem 4.1. By construction, any admissible η is contained in the commensurator of Γ.
Construction of filtering subgroups.
We now begin with the construction of our filtering subgroups of Γ. These will arise as kernels of natural maps to finite groups, afforded by applying Bruhat-Tits theory to the G v over the local fields K v . Recall from above that S denotes the set of finite, unramified places of K such that G v is inner and split. We begin with a building theoretic lemma. Lemma 4.2. Let i, j ∈ {1, . . ., n} with i = j and let α be the unique root such that U α has a non-zero coefficient in the i, jth entry. Then for any v ∈ S, there exists a point x ∈ B v and a parahoric P x with associated group scheme G x such that either 
, we obtain the desired conclusion on the isomorphism type of G red x . The claim on root subgroups follows from the fact that, in each apartment, every root produces a collection of vanishing hyperplanes and each of these hyperplanes gives rise to several (d − 1)-simplices so it suffices to choose a point on one of these.
We remark that the specific choice of x in Lemma 4.2 is not unique. Consequently when we refer to it in the subsequent text, any such choice of x will suffice. Assuming the notation of Lemma 4.2, we now fix some notation for the next lemma as well as forthcoming sections.
. With this notation in mind, we prove the following lemma. Proof. For ease of notation, let q = q v = p e for some e > 0. Throughout the proof, Id i will denote the identity in SL(n, Z/p i Z) and
will denote the natural reduction maps. The order of any element in ker(ψ i ) is easily seen to be 1 or p. Note that we may immediately reduce to proving the corresponding result for SL(n, Z/q s Z). Indeed, the conclusion for SL(n, Z/q s Z) implies the conclusion for reduction maps between its subgroups and hence the G red
With this in mind, we will need the following claim. Momentarily assuming Claim 4.4, we complete the proof. As we are only concerned with sufficiently large r, we may ignore the case when p = 2 and i = 1. After identification we have the natural reduction maps
which we may write as
) is also non-trivial, then by applying Claim 4.4 repeatedly to the maps ψ (s+1)e− j for 0 ≤ j < e we see that the order of B must be q. Otherwise, taking s ′ = s+1 will force that (
is non-trivial and so the same argument implies B must have order q. Hence the conclusion holds for π
) . An iterated application of Claim 4.4 then implies that the same conclusion must also hold for all integers larger than s ′ . This completes the proof.
Proof of Claim 4.4.
Let B ∈ SL(n, Z/p i+2 Z). We prove the contrapositive, namely that B p = Id i+2 and ψ i+2 (B) ∈ ker(ψ i+1 ) implies that ψ i+2 (B) = Id i+1 . For ease of notation, choose any lift of B to an element of SL(n, Z), i.e. choose B such that B ≡ B (mod p i+2 ). As ψ i+2 (B) ∈ ker(ψ i+1 ), we may write B = Id +p i C, where Id is the identity matrix in SL(n, Z). We will show that p | C unless p = 2 and i = 1.
Since B p ≡ Id i+2 ∈ SL(n, Z/p i+2 Z), we may also write B as
for some C ′ . The matrix binomial theorem then gives
and so
As we are outside of the case when p = 2 and i = 1, we know that ip ≥ i + 2. Hence p | C completing the proof of Claim 4.4 and consequently Lemma 4.3.
Examining the proof of Lemma 4.3 immediately yields the following. 
Controlling the function n(−, −).
In this section, we use the results of Section 4.1 to prove (1) in Theorem 4.1. More specifically, we use the filtering subgroups given as the kernels of each π (r) intersected with Γ to control the function n(γ, −). This allows us to prove the following. Proof. We write γ = (γ i j ). As Γ is the O K points of G, we see that ηγη −1 ∈ Γ if and only if v β i j | γ i j , whenever β i j > 0. An equivalent condition to this can be given in terms of the subgroups afforded by Lemma 4.2. To this end, let
For any (i, j) in T , let x i j be the point in B v furnished by Lemma 4.2, let P i j = P x i j be the corresponding parahoric, and let G i j be the group scheme associated to P i j . For each G i j , we denote the natural surjections from Section 4.1 as π (r)
i j and π (r) i j . We claim that there is some number Z such that for all multiples z of Z, γ z ∈ P i j for all 1 ≤ i, j ≤ n with i = j. Indeed by construction of the P i j in Lemma 4.2, we know that P i j is contained in some maximal hyperspecial parahoric P hyp i j . This follows from the fact that, in the inner, split case, there is at least one hyperspecial vertex in the closure of every (d − 1)-simplex of each chamber. Moreover, this implies that there is an embedding of Γ into P hyp i j . We then have the natural reduction maps
As G is finite, some power of γ becomes trivial and we denote this power by z i j . Letting Z = max{z i j } gives the desired claim. Furthermore, one can easily see that n(γ, η) = Z.
From this claim it is now clear that η r γ z η −r ∈ Γ if and only if
for all (i, j) in T and z some multiple of Z. To control the function n(γ, η r ) we use this latter criteria, which implies that z = n(γ, η r ) if and only if the following three conditions are satisfied
• z is some multiple of Z,
Lemma 4.3 now implies that there exists some R such that for r ≥ R, the order of π (r) (γ z ) in ker(π (r) i j ) is 1 or q v . Consequently, Scholium 4.5 implies that for fixed (i, j) in T and large enough r, the order of any element in the kernel of the function
v . Scholium 4.5 also gives that for large enough r, the minimality condition is satisfied for some (i, j) in T (unless of course π (r) i j (γ z ) is trivial for all r and all (i, j) ∈ T ). Thus the order of any element jointly in the kernels of each π
is the same as the order of any element in the kernel of
Clearly this is 1 or q ω η v for some ω η dividing β η . We now see that for r ≥ R, n(γ, η r+1 )/n(γ, η r ) is q ε r ω η v , completing the proof.
Guaranteeing primitivity.
We now turn to proving (2) in Theorem 4.1. In particular we show that given an absolutely primitive γ, the elements θ r = η r γ n(γ,η r ) η −r are indeed primitive. To this end we need the following generalization of a statement from [9, p. 20 ] to our definition of absolutely primitive. Proof. For fixed r, we write θ = θ r for notational convenience. Assume that θ = µ m for some µ ∈ Γ, then we show that m = 1. Upon diagonalizing θ by some D ∈ GL(n, C), we see that 
We claim that the absolute primitivity condition guarantees that all of the λ µ,i are some integral power of the λ γ,i . For contradiction assume otherwise, i.e. that gcd(m, n(γ, η r )) = m. First note that if
This contradicts the absolute primitivity of γ, hence we may assume that gcd(m, n(γ, η r )) = d < m. As a result, sm + tn(γ, η r ) = d for some integers s and t. Since µ and γ have the same eigenvectors, γ s µ t is a member of Γ hyp with eigenvalues
for some k > 1. Once again this contradicts the absolute primitivity of γ. Consequently m | n, so we may write n = mk for some k ∈ N. However construction of the function n(−, −) implies we are now done since
As µ ∈ Γ this gives that m = 1 and k = n.
THE PROOF OF THEOREM 1.1 FOR Γ = G(O K ).
We now turn to the task of constructing arithmetic progressions in the primitive length spectrum for the specific case of Γ = G(O K ). To do so, we first show that we may use Theorem 4.1 to construct subsets of a very particular form in the primitive length spectrum. Namely, we prove the following. Indeed, this will follow from Theorem 4.1 once we show that for each absolutely primitive γ, there is an admissible η such that β η = 1 and such that the n(γ, η r ) is unbounded. However, note that this does not directly imply Theorem 1.1 as these subsets are fairly far from being genuine arithmetic progressions. In the latter part of this section, we go on to patch such subsets together by proving the following. 
where our notation means that t and t ′ may vary over all natural numbers.
An iterative application of Proposition 5.2 for well chosen elements of S will then yield Theorem 1.1 for G(O K ). We first prove Proposition 5.1, which follows immediately from the following. Lemma 5.3. Let γ ∈ Γ hyp be absolutely primitive, let v ∈ S, and let ℓ = Length(c γ ). Then there exists an absolutely primitive element γ ∈ Γ hyp , independent of v, such that Length(c γ ) = ℓ and such that there is a choice of admissible η with the properties that β η = 1 and n( γ, η r ) is unbounded as r → ∞.
Proof. First we find γ so that no power of γ becomes a diagonal element. Indeed, if this is already true of γ then let γ = γ, otherwise let γ be a conjugate of γ by some element in Γ such that no power is diagonal. Now write γ = ( γ i j ) and use superscripted notation to denote powers of γ, namely γ z = ( γ (z) i j ). By assumption, there exists some k, k ′ ∈ {1, . . . , n} such that k = k ′ and γ kk ′ = 0. Moreover as γ is hyperbolic, so is γ and consequently we may choose k and k ′ with some additional useful restrictions for certain classical types of G. Namely, we have the following restrictions:
G is of type 2 A, B, or 1 D. We may choose k and k ′ so that not both k and k ′ are less than or equal to q − p. Indeed if this were not possible, then γ would be an orthogonal matrix and consequently cannot be hyperbolic. Furthermore such k, k ′ can be chosen so that k = 2q − k ′ + 1, as otherwise some power of γ would be diagonal.
G is of type C. We may choose k and k ′ so that they are not mutually in the set {1, . . . , p, p + q + 1, . . . , 2p + q} or its complement in {1, . . ., n}. Again if this were not possible, then γ could not be hyperbolic. Furthermore such k, k ′ can be chosen so that k = 2q − k ′ + 1, as otherwise some power of γ would be diagonal.
Note that length as well as the property of being absolutely primitive are conjugacy invariant so γ is absolutely primitive and Length(c γ ) = Length(c γ ).
It is also clear that our construction of γ never used any reference to v ∈ S and so is independent of that.
There are now several ways to build an admissible η using Theorem 4.1. We give the most consistent choices herein. G is of type A 1 . Then we define
G is of type
where
G has any other type. Then
where the m i are taken so that m k = 1, m n−k+1 = −1, and the other m i = 0.
It is now clear by computation in each of these cases that β η = 1 and that η is admissible. Furthermore, each admissible η multiplies the kk ′ th coefficient of γ by v −1 . To see the claim that n( γ, η r ) are unbounded, note that if n( γ, η r ) were bounded as r goes to infinity then for all r larger than some fixed natural number R we would have z = n( γ, η r ) = n( γ, η R ). Consequently, γ would be in the kernel of π
for all r > R. This however would imply that some power of γ is diagonal, contradicting our choice of γ.
This completes the proof of Proposition 5.1. We now show that these subsets can be glued together to give Proposition 5.2. 
Using the Chinese remainder theorem, we obtain the relationship
Calling this quantity C, we see that for any r, r
The translation to the primitive length spectrum follows from (2) of Theorem 4.1 and the fact that ℓ = Length(c γ ) = Length(c γ ).
Before we proceed to the proof of Theorem 1.1, we need one final ingredient. Proof of Theorem 1.1. Let A be as in Corollary 5.5 and for each prime p ∈ A choose some v p ∈ S such that p = q v . The Green-Tao theorem implies that A has arbitrarily long arithmetic progressions, namely for each natural number k we may find natural numbers a, b such that
If γ abs is an absolutely primitive element with length ℓ = Length(c γ abs ), then an inductive application of Proposition 5.2 to the v p i yields a C such that
This gives the requisite arithmetic progression.
6. THE PROOFS OF THEOREM 1.2 AND THEOREM 1.3.
We now move on to completing the proofs of Theorems 1.1, 1.2, and 1.3. As with Theorem 1.1, we first exhibit Theorem 1.2 when Γ = G(O K ). This will follow from a minor modification on our choice of admissible η in the proof of Propositions 5.1 and 5.2. We then prove Theorem 1.3, which will follow from a combinatorial argument using Van der Waerden's theorem. Having proved Theorems 1.1 and 1.2 in the case of Γ = G(O K ), Theorem 1.3 in conjunction with the definition of arithmeticity will yield the general case of Theorems 1.1 and 1.2.
Every primitive length occurs in an arithmetic progression for Γ = G(O K
. We now prove Theorem 1.2 in the case of Γ = G(O k ). The proof of Theorem 1.1 in the case of Γ = G(O k ) gives that every absolutely primitive geodesic occurs in an arbitrarily long arithmetic progression. Consequently our strategy is to parlay this to all primitive geodesics. Indeed by Lemma 3.1 we know that the length of every primitive geodesic is a rational multiple of an absolutely primitive one, so it suffices to show that we can find progressions which clear the denominator of this rational number.
Proof of Theorem 1.2. Fix ℓ = Length(c γ ) to be the length of some primitive geodesic c γ , where γ ∈ Γ hyp . Then Lemma 3.1 supplies an absolutely primitive element γ abs such that ℓ abs = ℓ/ j for some j ∈ N, where ℓ abs = Length(c γ abs ). By the proof of Theorem 1.1, we know that for any k there exists a k-term arithmetic progression in the primitive length spectrum for ℓ abs . In specific, we know from Proposition 5.2 that there exists a C and a subset of the natural numbers {ai Momentarily assuming Claim 6.1, then C = jC ′ for some natural number C ′ and hence 
Indeed, let L be an extension of K such that G is quasi-split over L and choose any finite place w i lying over u i . Further let ζ w i denote admissible elements built identically to those in the proof of Lemma 5.3. Applying the arguments of Sections 4.1 and 4.2 we see that there is some R ′′ , such that for all i and all r ≥ R ′′ , n( γ, ζ r+1 Hence using these elements, we know 6.2. Arithmetic progressions are a commensurability invariant. We now move on to the proof Theorem 1.3, which we briefly outline. Let M be the locally symmetric space obtained via quotienting by the lattice Γ = G(O K ) and let M ′ be any commensurable manifold, with common finite sheeted cover X. Given a primitive geodesic on M ′ , we transfer it via X to (a finite cover of) a primitive geodesic on M. Using this geodesic, we create a very long arithmetic progression in L p (M) and again, via X, transfer the geodesics in this progression back to (finite covers of) primitive geodesics on M ′ . So long as the initial progression on M is sufficiently long, we will be able to guarantee that we can find a k-term progression in this subset of L p (M ′ ). We give this rigorously in what follows. 
C(a(a
′ i + b) + b)ℓ k i=1 = C ′ Dd ′ p qd a(a ′ i + b ′ ) + b ℓ ′ k i=1 ⊂ L p (M ′ ),
