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BIM¶ATRIX J¶AT¶EKOK NASH EGYENS¶ULYPONTJ¶ANAK
MEGHAT¶AROZ¶AS¶AR¶OL: KÄONNYEN KEZELHET}O
SPECI¶ALIS ESETEK1
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Budapesti Corvinus Egyetem { P¶ecsi Tudom¶anyegyetem KÄozgazdas¶agi Kar
A bim¶atrix j¶at¶ekok Nash egyens¶ulypontj¶anak numerikus meghat¶aroz¶as¶aval
foglalkozunk. Ismerve a probl¶ema neh¶ezs¶eg¶et, n¶eh¶any olyan speci¶alis esetet
tekintÄunk ¶at, amikor a feladat polinomi¶alis id}oben megoldhat¶o. KijelÄolÄunk
egy ¶uj oszt¶alyt, amely szint¶en polinomi¶alis idej}u algoritmushoz vezet. Az
oszt¶aly de¯ni¶al¶as¶aban kulcsszerepe van a ,,majdnem negat¶³v de¯nit" m¶atri-
xoknak. Egy szÄuks¶eges ¶es egy el¶egs¶eges felt¶etelt adunk a majdnem negat¶³v
de¯nit m¶atrixok jellemz¶es¶ere.
Kulcsszavak: Bim¶atrix j¶at¶ek, komplexit¶as, de¯nits¶eg.
1 Bevezet¶es
A bim¶atrix j¶at¶ekok fel¶e nagy ¯gyelem fordult a j¶at¶ekelm¶eleti kutat¶asok kez-
dete ¶ota. M¶ar a j¶at¶ekelm¶eleti kurzusok els}o ¶or¶ain megismerkedhetnek a hall-
gat¶ok olyan egyszer}u j¶at¶ekokkal, mint a fogolydilemma, a nemek h¶abor¶uja
vagy a gy¶ava ny¶ul j¶at¶ek. Ezek a j¶at¶ekok egyszer}uek, hiszen csak k¶et j¶at¶ekos
van, mindkett}onek v¶eges sz¶am¶u, igen gyakran csak k¶et tiszta strat¶egi¶aja van,
m¶egis az ¶altaluk le¶³rt kon°iktusszitu¶aci¶ok az emberi ¶es t¶arsadalmi viselked¶es
r¶eg¶ota kutatott terepei. Szinte m¶ar a kÄoznyelvbe is behatolt egy-egy as-
pektusuk (pl. win-win szitu¶aci¶o, z¶erus Äosszeg}u j¶at¶ek), ugyanakkor strat¶egiai
komplexit¶asuk mind a mai napig kih¶³v¶as a j¶at¶ekelm¶elet m}uvel}oinek. Mivel
a Nash egyens¶ulypont (NEP) kÄozponti szerepet j¶atszik (noha nem az egyetlen
,,megold¶as-koncepci¶o"), a kutat¶ok egy m¶asik csoportj¶at is ¶erdekelte a bim¶atrix
j¶at¶ekok vil¶aga. Noha Nash h¶³res t¶etel¶enek (Nash, 1950) egyszer}u speci¶alis
esetek¶ent tudjuk, hogy a bim¶atrix j¶at¶ekok kevert b}ov¶³t¶es¶enek mindig van
NEP-je, s}ot, ha a j¶at¶ek szimmetrikus, akkor szimmetrikus NEP-je, az azon-
ban egy neh¶ez k¶erd¶es, hogy van-e olyan algoritmus, amely polinomi¶alis id}oben
meghat¶aroz legal¶abb egy NEP-et, illetve, ha nincs, akkor milyen komplexit¶asi
oszt¶alyba tartozik? Ez tal¶an a leg¶erdekesebb, legnehezebb probl¶em¶aja az
egyre nagyobb ¶erdekl}od¶est kiv¶alt¶o ¶uj diszcipl¶³n¶anak, amelyet ,,algorithmic
game theory"-nak neveznek, (Roughgarden, 2016). A neh¶ezs¶eget ¶es fontos-
s¶agot jelzi, hogy Kontogiannis ¶es Spirakis (2012) ,,one of the holy grails of
theoretical computer science"-nek nevezi.
N¶ezzÄuk hogyan ¶allunk pillanatnyilag.
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1. Nem ismeretes olyan algoritmus, amely egy tetsz}oleges bim¶atrix j¶at¶ekot
polinomi¶alis id}oben megoldana. A legismertebb Lemke-Howson (1964)
pivot¶al¶ason (elemi b¶azistranszform¶aci¶o) alapul¶o algoritmusa legrossz-
abb esetben exponenci¶alis id}ot ig¶enyel egy NEP meghat¶aroz¶as¶ara, (Sa-
vani and von Stengel, 2004). Egy bim¶atrix j¶at¶ek ,,megold¶as¶an" ezent¶ul
a j¶at¶ek legal¶abb egy Nash egyens¶ulypontj¶anak meghat¶aroz¶as¶at ¶ertjÄuk.
2. Olyan algoritmus sem ismert, amely polinomi¶alis id}oben egy kÄozel¶³t}o
NEP-et hat¶arozna meg.
3. Nem tudjuk, hogy a bim¶atrix j¶at¶ekokat is tartalmaz¶o komplexit¶asi
oszt¶aly (PPAD, Papadimitriou (1994)) egy Äon¶all¶o oszt¶alyt k¶epez-e a
P ¶es az NP oszt¶alyok kÄozÄott. Mindh¶arom v¶eleked¶esnek, P=PPAD,
PPAD=NP ¶es PPAD egy Äon¶all¶o oszt¶aly, vannak h¶³vei. Mindh¶arom
v¶eleked¶es l¶etezik kÄozel¶³t}o NEP-ek meghat¶aroz¶as¶ara is.
Eddig is azt tettÄuk, ¶es a kÄovetkez}okben is a determinisztikus esetet vizs-
g¶aljuk, a v¶eletlen j¶at¶ekok, ¶ugy t}unik, kÄonnyebben kezelhet}oek (B¶ar¶any et al.
2004, Forg¶o, 2018), ¶es m¶as m¶odszereket ig¶enyelnek.
Mit lehet tenni ebben az esetben, amikor a fenti h¶arom pont egyik¶eben
sem sikerÄult komoly ¶attÄor¶est el¶erni? Term¶eszetesen tov¶abbi er}ofesz¶³t¶eseket
kell tenni a probl¶ema ¶altal¶anos megold¶as¶ara, illetve a bim¶atrix j¶at¶ekok olyan
speci¶alis oszt¶alyainak identi¯k¶al¶as¶ara, amelyek specialit¶asukn¶al fogva lehet}o-
v¶e teszik hat¶ekony (polinomi¶alis idej}u) algoritmusok haszn¶alat¶at a bim¶atrix
j¶at¶ekok megold¶as¶ara.
Ebben a cikkben ez ut¶obbira teszÄunk k¶³s¶erletet. ¶AttekintÄunk n¶eh¶any
kÄonnyen kezelhet}o speci¶alis esetet, majd magunk is megadunk egy ilyen ¶uj
oszt¶alyt.
A cikk szerkezete a kÄovetkez}o. Az els}o r¶eszben a legfontosabb alapfogal-
makat, de¯n¶³ci¶okat ¶es t¶eteleket foglaljuk Äossze. A m¶asodik r¶eszben a teljes
lesz¶aml¶al¶ason, valamint a line¶aris ¶es a konvex kvadratikus programoz¶asra
val¶o visszavezethet}os¶egen alapul¶o m¶odszerekkel foglalkozunk, ¶es ¶erintjÄuk a
kÄozel¶³t}o megold¶asok probl¶emakÄor¶et. A harmadik r¶eszben a majdnem negat¶³v
de¯nit m¶atrixok jellemz¶es¶evel foglalkozunk.
2 Alapfogalmak, de¯n¶³ci¶ok, el}ozm¶enyek
Egy bim¶atrix j¶at¶ekot, mint azt a neve is mutatja, k¶et m £ n -es A ¶es B
m¶atrixszal adunk meg. Ezek a j¶at¶ekosok ki¯zet¶eseit mutatj¶ak. Ha a sorj¶at¶ekos
az i strat¶egi¶aj¶at, az oszlopj¶at¶ekos a j strat¶egi¶aj¶at v¶alasztja, akkor a sorj¶at¶ekos
aij , az oszlopj¶at¶ekos bij ki¯zet¶est kap. Ennek a j¶at¶eknak a kevert b}ov¶³t¶ese,
norm¶al form¶aban a G = fX; Y ; xT Ay; xT Byg j¶at¶ek, ahol X ¶es Y a val¶osz¶³-
n}us¶egi vektorok szimplexei, xT Ay ¶es xT By a sor- ¶es oszlopj¶at¶ekos v¶arhat¶o
k¯zet¶esei. Ezent¶ul, amikor bim¶atrix j¶at¶ekr¶ol besz¶elÄunk, mindig a kevert b}ov¶³-
t¶est ¶ertjÄuk. Az (A;B) bim¶atrix j¶at¶ek egy NEP-je az (x¤; y¤); x¤ 2 X;y¤ 2 Y
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strat¶egiap¶aros, ha a kÄovetkez}o egyenl}otlens¶egek fenn¶allnak
xAy¤ · x¤Ay¤ minden x 2 X-re;
x¤By · x¤By¤ minden y 2 Y -ra:
Nash (1950) bebizony¶³totta, hogy minden n-szem¶elyes v¶eges j¶at¶ek kevert
b}ov¶³t¶es¶enek van legal¶abb egy NEP-je. Ha n = 2, akkor speci¶alis esetk¶ent
kapjuk azt, hogy minden bim¶atrix j¶at¶eknak van NEP-je. Nash ugyancsak
bebizony¶³totta, hogy ha a j¶at¶ek szimmetrikus, ami a bim¶atrix j¶at¶ek eset¶eben
azt jelenti, hogy B = AT , akkor van legal¶abb egy szimmetrikus NEP, ahol
x¤ = y¤.
A NEP-ek halmaz¶at sokf¶elek¶eppen lehet jellemezni. Ezek kÄozÄul h¶armat
adunk meg. Mivel a NEP-ek halmaza nem v¶altozik meg, ha a ki¯zet¶esekhez
hozz¶aadunk egy konstanst, vagy a m¶atrixokat megszorozzuk egy pozit¶³v kons-
tanssal, ez¶ert feltehetjÄuk, hogy A;B ¸ 0 vagy ak¶ar A; B > 0. Egy csupa
egyesekb}ol ¶all¶o vektort 1-gyel jelÄolÄunk.
1. Karakteriz¶aci¶o (Egyenl}otlens¶egrendszer). Egy (x¤; y¤) strat¶egiap¶aros
akkor ¶es csak akkor NEP-je az (A; B) bim¶atrix j¶at¶eknak, A; B ¸ 0, ha vannak
olyan ®¤; ¯¤ nem-negat¶³v sz¶amok, hogy (x¤; y¤; ®¤; ¯¤) lehets¶eges megold¶asa
az al¶abbi egyenl}otlens¶egrendszernek
xT Ay ¡ ® = 0
xT By ¡ ¯ = 0
Ay ¡ ®1 · 0 (1)
xT B ¡ ¯1T · 0T
1T x = 1; 1T y = 1
x ¸ 0; y ¸ 0; ® ¸ 0; ¯ ¸ 0 :
Ez az egyenl}otlens¶egrendszer egyszer}ubb lesz, ha a j¶at¶ek szimmetrikus,
B = AT ; ¶es csak a szimmetrikus megold¶asok ¶erdekelnek bennÄunket:
xT Ax ¡ ® = 0
Ax ¡ ®1 · 0 (2)
1T x = 1
x ¸ 0; ® ¸ 0:
2. Karakteriz¶aci¶o (Line¶aris komplementarit¶as). TegyÄuk fel, hogy A;B >
0, ¶es tekintsÄuk az al¶abbi line¶aris komplementarit¶asi feladatot
¡1 + Ay ¸ 0
¡1 + BT x ¸ 0
xT (¡1 + Ay) = 0 (3)
yT (¡1 + BT x) = 0
x ¸ 0; y ¸ 0:
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Ha (x¤; y¤) egy NEP{je az (A;B) bim¶atrix j¶at¶eknak, akkor x = 1
x¤T By¤ ,
y = 1x¤T Ay¤ megold¶asa a (3) line¶aris komplementarit¶asi feladatnak. Ford¶³tva,
ha x; y megold¶asa (3)-nak, akkor x¤ = 1
1T x
; y¤ = 1
1T y
az (A;B) bim¶atrix
j¶at¶ek NEP-je. A szimmetrikus esetben a line¶aris komplementarit¶asi feladat
az al¶abbi egyszer}u form¶at Äolti
¡1 + Ax ¸ 0
x(¡1 + Ax) = 0 (4)
x ¸ 0:
3. Karakteriz¶aci¶o (Kvadratikus programoz¶as, (Mangasarian and Stone,
1964)). Egy (x¤; y¤) strat¶egiap¶aros akkor ¶es csak akkor NEP-je az (A; B)
bim¶atrix j¶at¶eknak, A;B ¸ 0, ha vannak olyan ®¤; ¯¤ nem negat¶³v sz¶amok,
hogy (x¤; y¤; ®¤; ¯¤) optim¶alis megold¶asa az al¶abbi kvadratikus programoz¶asi
feladatnak
maxQ(x; y; ®; ¯) = xT (A + B)y ¡ ® ¡ ¯
felt¶eve, hogy Ay ¡ ®1 · 0 (5)
xT B ¡ ¯1T · 0T
1T x = 1; 1T y = 1
x ¸ 0; y ¸ 0; ® ¸ 0; ¯ ¸ 0;
¶es az optim¶alis c¶elfÄuggv¶eny¶ert¶ek 0.
A szimmetrikus esetben (5) ¶³gy egyszer}usÄodik
maxQ(x; ®) = x(A + AT )x ¡ ®
felt¶eve, hogy Ax ¡ ®1 · 0
1T x = 1 (6)
x ¸ 0; ® ¸ 0:
Az ¶altal¶anos eset, vagyis egy tetsz}oleges bim¶atrix j¶at¶ek megold¶asa ¶evtize-
dek ¶ota nagy kih¶³v¶ast jelent. A 2. Karakteriz¶aci¶o lehet}os¶eget ad arra, hogy a
feladatot ,,durva er}oszakkal" (brute force) oldjuk meg. JelÄoljÄuk a sorj¶at¶ekos
egy x strat¶egi¶aj¶anak t¶amasz¶at, vagyis x pozit¶³v komponensei indexeinek hal-
maz¶at T (x)-el. Hasonl¶oan de¯ni¶aljuk az oszlopj¶at¶ekos y strat¶egi¶aj¶anak T (y)
t¶amasz¶at. Ha ismerjÄuk egy (x¤; y¤) NEP T (x¤); T (y¤) t¶amaszait, akkor
egyszer}uen ki tudjuk sz¶am¶³tani (x¤; y¤)-ot. Ekkor ugyanis (2) az al¶abbi for-
m¶at Äolti:
¡1 + A0y = 0
¡1 + B0T x = 0 (7)
x ¸ 0; y ¸ 0 ;
ahol A0 az A-nak csak azokat az oszlopait tartalmazza, amelyek indexei
T (y¤)-be tartoznak, B0 pedig csak azokat a sorokat B-b}ol, amelyek indexei
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a T (x¤)-ba tartoznak. A (4) line¶aris egyenl}otlens¶egrendszer megold¶asa (egy
lehets¶eges megold¶as megtal¶al¶asa) polinomi¶alis id}oben lehets¶eges, pl. line¶aris
programoz¶assal. Ha azonban nem tudjuk el}ore a t¶amaszokat, akkor minden
lehets¶eges t¶amaszp¶arra meg kell vizsg¶alni (6) megoldhat¶os¶ag¶at, ami nyilv¶an
exponenci¶alis id}ot ig¶enyel. Ez a lesz¶aml¶al¶as csak akkor lehet hat¶ekony, ha
el}ore tudjuk, hogy van olyan NEP, amelyben a t¶amaszok m¶erete nem halad-
hat meg egy k sz¶amot, ahol k lehet}oleg kicsi. RÄogz¶³tett k mellett a lesz¶aml¶al¶as
polinomi¶alis id}oben v¶egrehajthat¶o.
Az els}o eleg¶ans m¶odszert bim¶atrix j¶at¶ekok egy NEP-j¶enek meghat¶aroz¶a-
s¶ara Lemke ¶es Howson (1964) adta. Noha a m¶odszer megfelel}o elemi b¶azis-
transzform¶aci¶ok sorozata, kiderÄult, (Savani and von Stengel, 2004), hogy
vannak olyan p¶eld¶ak, ahol a m¶odszer exponenci¶alisan sok l¶ep¶est ig¶enyel.
Ebben, ¶es sok m¶as vonatkoz¶asban sem seg¶³t, ha feltesszÄuk, hogy a j¶at¶ek
szimmetrikus, mivel minden j¶at¶ekot lehet szimmetriz¶alni. Legyen (A; B) egy
bim¶artix j¶at¶ek m£n m¶eret}u m¶atrixokkal. TekintsÄuk a (C;CT ) szimmetrikus
bim¶atrix j¶at¶ekot, ahol
C =
·
0 A
BT 0
¸
(8)
(m + n) £ (m + n) m¶eret}u m¶atrix. Griesmer et al. (1963) mutatt¶ak meg
el}oszÄor, hogy szoros kapcsolat van (A;B) ¶es (C;CT ) kÄozÄott. Nevezetesen,
ha (x; y) az (A;B) NEP-je, akkor (´( 1v x;
1
w y); ´(
1
v x;
1
w y)) a (C;C
T ) szim-
metrikus bim¶atrix j¶at¶ek szimmetrikus NEP-je, ahol v = xAy; w = xBy ¶es
´(a) az a 6= 0 normaliz¶altj¶at jelÄoli. Egy m¶asik szimmetriz¶aci¶os technika
Gale, Kuhn ¶es Tucker-nak tulajdon¶³that¶o. Ennek r¶eszletes t¶argyal¶asa Jurg
et al. (1992) munk¶aj¶aban tal¶alhat¶o. A tanuls¶ag: algoritmikus szempontb¶ol
el¶eg koncentr¶alni a szimmetrikus j¶at¶ekok szimmetrikus egyens¶ulypontjainak
a megkeres¶es¶ere, ha ez valamif¶ele kÄonnyebbs¶eget jelent.
3 Hat¶ekony m¶odszerek speci¶alis bim¶atrix j¶a-
t¶ekok NEP-j¶enek meghat¶aroz¶as¶ara
R¶eg¶ota ismert, hogy a m¶atrixj¶at¶ekok, vagyis amikor B = ¡A, megold¶as¶ara
sok hat¶ekony m¶odszer ismeretes. Ezek kÄozÄul kiemelkedik a line¶aris progra-
moz¶as. Val¶oban, ilyenkor a (3) kvadratikus programoz¶asi feladat egy LP
prim¶al-du¶al feladat¶ara reduk¶al¶odik. KÄozismert, hogy az LP polinomi¶alis
id}oben megoldhat¶o. Tanul¶o algoritmusok, mint pl. a ¯kt¶³v lej¶atsz¶as szint¶en
egy lehets¶eges megold¶asi m¶od. Megeml¶³tend}o, hogy a ¯kt¶³v lej¶atsz¶as m¶odszere
a koordin¶aci¶os j¶at¶ekok, vagyis amikor B = A; eset¶eben is m}ukÄodik.
Ennek f¶eny¶eben j¶o elgondol¶asnak t}unik, hogy identi¯k¶aljunk olyan j¶at¶e-
kokat, amelyek valamilyen ¶ertelemben ,,kÄozel" vannak a m¶atrixj¶at¶ekokhoz
¶es/vagy visszavezethet}oek m¶atrixj¶at¶ekokra. Az is fontos szempont, hogy an-
nak felismer¶ese, hogy a j¶at¶ek visszavezethet}o-e egy m¶atrixj¶at¶ekra polinomi¶alis
id}oben v¶egrehajthat¶o legyen.
J¶o Äotlet lehet, hogy egy (A; B) bim¶atrix j¶at¶ekhoz pr¶ob¶aljunk meg tal¶alni
olyan (A0;B0) z¶erusÄosszeg}u j¶at¶ekot, amelynek ugyanazok a NEP-jei, vagyis
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strat¶egiailag ekvivalensek. Egy kev¶esb¶e ambici¶ozus, de legitim c¶el, ha csak
annyit kÄovetelÄunk meg, hogy (A0; B0) NEP-jei kÄozÄott legyen (A; B) legal¶abb
egy NEP-je. Az els}o jelent}os eredm¶eny ebben az ir¶anyban Moulin ¶es Vial
(1978) nev¶ehez f}uz}odik. TÄobbf¶ele jellemz¶es¶et is adj¶ak azoknak a j¶at¶ekoknak,
amelyek strat¶egiailag ekvivalensek egy z¶erus-Äosszeg}u j¶at¶ekkal. A felt¶etelek
fenn¶all¶asa polinomi¶alis id}oben ellen}orizhet}o. Egy¶uttal meghat¶aroznak egy,
az eredeti j¶at¶ekkal strat¶egiailag ekvivalens z¶erus-Äosszeg}u j¶at¶ekot is, amely
polinomi¶alis id}oben megoldhat¶o. ¶Erdemes id¶ezni Moulin ¶es Vial (1978) erre
vonatkoz¶o t¶etel¶et Kontogiannis ¶es Spirakis (2012) megfogalmaz¶as¶aban.
1. T¶etel (Kontogiannis ¶es Spirakis (2012), Proposition 9). Minden m; n ¸
2-re az (A;B) m £ n-es bim¶atrix j¶at¶ek akkor ¶es csak akkor strat¶egiailag
ekvivalens egy z¶erus-Äosszeg}u j¶at¶ekkal, ha a kÄovetkez}o 2+m+n+mn v¶altoz¶os
line¶aris egyenl}otlens¶egrendszernek van megold¶asa.
½A = D + 1bT
¾B = ¡D + a1T
½; ¾ > 0:
Tov¶abb¶a, a (D;¡D) z¶erusÄosszeg}u j¶at¶ek strat¶egiailag ekvivalens (A;B)-vel.
Kannan and Theobald (2010) megadnak egy olyan speci¶alis bim¶atrix
j¶at¶ekoszt¶alyt, amelyn¶el m¶eg kÄonnyebb ellen}orizni, hogy egy bim¶atrix j¶at¶ek
strat¶egiailag ekvivalens-e egy z¶erus-Äosszeg}u j¶at¶ekkal ¶es egy¶uttal kÄonny}u egy
ilyen z¶erusÄosszeg}u j¶at¶ekot meghat¶arozni. TekintsÄunk egy (A;B) m £ n-es
bim¶atrix j¶at¶ekot, ahol
aij + bij = ui + vj minden i; j-re,
valamilyen u1; . . . ; um; v1; . . . ; vn konstansokra. De¯ni¶aljunk egy (A0;B0) z¶e-
rusÄosszeg}u j¶at¶ekot a kÄovetkez}ok¶eppen
a0ij = aij ¡ vj ; b0ij = bij ¡ ui:
KÄonny}u l¶atni, hogy
xA0y¤ ¡ x¤A0y¤ = xAy¤ ¡ x¤Ay¤;
xB0y¤ ¡ x¤B0y¤ = xBy¤ ¡ x¤By¤:
Ez¶ert (A0;B0)-nek ugyanazok a NEP-jei, mint (A;B)-nek.
Ha (A;B) z¶erusÄosszeg}u, akkor az A + B = 0 m¶atrix rangja 0. Ad¶odik a
k¶erd¶es, hogy jelenthet-e valami el}onyt algoritmikus szempontb¶ol, ha rang(A+
B) = k rÄogz¶³tett ¶es k ,,kicsi". Az alacsony rang nem jelent kÄonnyebbs¶eget,
ami a NEP-ek sz¶am¶at illeti. M¶eg akkor is, ha k = 1; tetsz}oleges sok NEP-
je lehet egy j¶at¶eknak. Kannan and Theobald (2010) bebizony¶³tott¶ak, hogy
minden d ¸ 2-re van olyan d£d nem-degener¶alt bim¶atrix j¶at¶ek, amelyre k = 1
¶es legal¶abb 2d ¡ 1 NEP-je van. Igen ¯gyelemre m¶elt¶o azonban, hogy k = 1-
re van olyan algoritmus (Adsul et al. 2011), amely meghat¶aroz egy NEP-et
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polinomi¶alis id}oben. Ez akkor is igaz, ha egy szimmetrikus j¶at¶ek egy szim-
metrikus NEP-j¶et akarjuk meghat¶arozni (Mehta et al. (2014). Ugyanakkor,
ha k ¸ 3, vagy a szimmetrikus esetben k ¸ 6, akkor a probl¶ema ugyanolyan
,,neh¶ez", mint az ¶altal¶anos esetben, vagyis a PPAD komplexit¶asi oszt¶alyba
tartozik (Mehta 2014). Nem tudjuk, hogy mi a helyzet k = 2 (szimmetrikus
j¶at¶ekokn¶al 2 · k · 5) eset¶eben.
Sokkal jobb a helyzet, ha a rang-korl¶atoz¶ast nem A + B-re, hanem A
¶es/vagy B-re tesszÄuk. Ebben az esetben az alacsony rangb¶ol kÄovetkezik a
kism¶eret}u t¶amasz, amelyr}ol tudjuk, hogy a teljes lesz¶aml¶al¶ast ¶eletk¶epes (poli-
nomi¶alis idej}u) m¶odszerr¶e teszi. Ebb}ol a szempontb¶ol alapvet}o a kÄovetkez}o
t¶etel.
2. T¶etel (Lipton et al. 2003, Theorem 4). Legyen (x¤; y¤) az (A; B)
bim¶atrix j¶at¶ek egy NEP-je. Ha rang(B) · k, akkor a sorj¶at¶ekosnak van
olyan x kevert strat¶egi¶aja, hogy card(T (x)) · k + 1 ¶es (x; y¤) egy NEP.
Hasonl¶oan, ha rang(A) · k, akkor az oszlopj¶at¶ekosnak van olyan y kevert
strat¶egi¶aja, hogy card(T (y)) · k + 1 ¶es (x¤; y) egy NEP. Tov¶abb¶a, az (x; y¤)
¶es (x¤; y) NEP-ekben a ki¯zet¶es egyenl}o az (x¤; y¤)-ben kapott ki¯zet¶essel
mindk¶et j¶at¶ekos sz¶am¶ara.
A 3. Karakteriz¶aci¶ot is haszn¶alhatjuk a bim¶atrix j¶at¶ekok olyan oszt¶alyai-
nak kijelÄol¶es¶ere, amelyek kÄonnyen kezelhet}ok. A szimmetrikus esetet tekint-
jÄuk. Ekkor a kvadratikus c¶elfÄuggv¶eny m¶atrixa a (6) feladatban az A + AT
szimmetrikus m¶atrix. Ha ez a m¶atrix negat¶³v szemide¯nit, akkor ismert, l¶asd
pl. (Kozlov et al. 1980), hogy a (6) feladat polinomi¶alis id}oben megoldhat¶o.
Nem kell azonban az A + AT m¶atrixnak felt¶etlenÄul negat¶³v szemide¯nitnek
lennie. El¶eg, ha ,,majdnem " negat¶³v de¯nit (szemide¯nit).
Egy A szimmetrikus m¶atrix majdnem negat¶³v de¯nit (szemide¯nit), ha
van olyan t konstans, hogy A+t11T negat¶³v de¯nit (szemide¯nit). KÄozismert,
hogy ha a ki¯zet}ofÄuggv¶enyekhez egy konstanst hozz¶aadunk, akkor a NEP-
ek halmaza nem v¶altozik. A transzform¶alt feladat m¶ar egy j¶ol kezelhet}o
(polinomi¶alis id}oben megoldhat¶o) feladat. Nem neh¶ez olyan nem negat¶³v
de¯nit m¶atrixot tal¶alni, amely egy konstans hozz¶aad¶as¶aval negat¶³v de¯nitt¶e
v¶alik. A majdnem negat¶³v de¯nit m¶atrixok jellemz¶es¶ere egy eg¶esz fejezetet
sz¶anunk a kÄovetkez}okben.
Ugyancsak a 3. Karakteriz¶aci¶o alapj¶an Kontogiannis ¶es Spirakis (2012)
a kÄolcsÄonÄos konk¶avit¶as fogalm¶anak bevezet¶es¶evel tov¶abbi speci¶alis bim¶atrix
j¶at¶ekoszt¶alyokat jelÄolnek ki, amelyek polinomi¶alis id}oben oldhat¶oak meg.
Tudva azt, hogy a bim¶atrix j¶at¶ekok megold¶asa ,,neh¶ez" feladat, egyre
nagyobb ¯gyelem fordul a kÄozel¶³t}o megold¶asok fel¶e. Sokf¶elek¶eppen de¯ni¶alj¶ak
a ,,kÄozel¶³t}o" megold¶ast. Mi itt csak a legegyszer}ubbel foglalkozunk.
1. De¯n¶³ci¶o (²-NEP). Legyen ² > 0. Az (x; y) strat¶egiap¶arost az (A; B)
m £ n bim¶atrix j¶at¶ek ²-NEP-j¶enek nevezzÄuk, ha eTi Ay · xT Ay + ² fenn¶all
minden i = 1; . . . ; m-re ¶es xT Bej · xT By + ² minden j = 1; . . . ; n-re.
Egy ²-NEP-ben egyik j¶at¶ekos sem tudja nÄovelni ²-n¶al tÄobbel a v¶arhat¶o ki-
¯zet¶es¶et strat¶egi¶aj¶anak egyoldal¶u megv¶altoztat¶as¶aval. A kÄozel¶³t}o megold¶asok
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eset¶eben a polinomi¶alis id}oben val¶o megoldhat¶os¶ag azt jelenti, hogy a fut¶asi
id}o a legrosszabb esetben is a probl¶ema bemen}o adatai ¶es 1² bin¶aris k¶odo-
l¶as¶anak polinomi¶alis fÄuggv¶enye. Mivel az ² hibatag addit¶³v, ez¶ert ha az
algoritmusokat hat¶ekonys¶aguk szerint Äossze akarjuk hasonl¶³tani az A ¶es B
m¶atrixokat megfelel}o konstansok hozz¶aad¶as¶aval ¶es pozit¶³v skal¶arokkal val¶o
szorz¶assal normaliz¶alnunk kell. Az elfogadott standard a [0; 1] normaliz¶al¶as,
ami azt jelenti, hogy a m¶atrixok minden eleme a [0; 1] intervallumba esik, ¶es
van legal¶abb egy elem, amelynek ¶ert¶eke 0, ¶es legal¶abb egy olyan, amelynek
¶ert¶eke 1. Term¶eszetesen ¯gyelmen k¶³vÄul hagyjuk azt az ¶erdektelen esetet,
amikor valamelyik m¶atrix minden eleme azonos.
A jelenleg ismert legjobb polinomi¶alis algoritmus Tsaknakis and Spi-
rakis (2008) nev¶ehez f}uz}odik. A hibatag ² ¼ 0; 3393: Ezt eddig m¶eg nem
sikerÄult lejjebb szor¶³tani. Az a sejt¶es, hogy 13 -n¶al lejjebb nem is lehet. Ha a
sejt¶es igaz, akkor nincs is olyan algoritmus, amely polinomi¶alis id}oben meg-
tal¶alja egy tetsz}oleges bim¶atrix j¶at¶ek egy kÄozel¶³t}o NEP-j¶et. Ha kevesebbel
is megel¶egszÄunk, akkor az¶ert tehetÄunk egy l¶ep¶est az exponenci¶alis fut¶asi id}o
csÄokkent¶ese fel¶e. Lipton at al. (2003) konstru¶altak egy olyan szellemes algo-
ritmust, amely szubexponenci¶alis id}o alatt meghat¶aroz egy ²-NEP-et. Kulcs-
fogalom a ,,k-egyenletes kevert strat¶egia".
2. De¯n¶³ci¶o. Az x kevert strat¶egi¶at k-egyenletesnek nevezzÄuk a tiszta
strat¶egi¶ak egy k-elem}u S multihalmaz¶an (egyes strat¶egi¶ak tÄobbszÄor is szere-
pelhetnek S-ben), ha S minden eleme 1
k
val¶osz¶³n}us¶eg}u, x tÄobbi eleme pedig
0.
A f}o eredm¶eny (egy kicsit leegyszer}us¶³tett form¶aban) a kÄovetkez}o.
3. T¶etel (Lipton at al. 2003). Minden [0; 1]-normaliz¶alt n£n-es bim¶atrix
j¶at¶ekhoz ¶es b¶armely ² > 0 -hoz l¶etezik egy k-egyenletes ²-NEP minden k ¸
12 ln n
²2 -re.
Ennek ¶ertelm¶eben el¶eg ellen}orizni az Äosszes olyan t¶amaszt, amelynek az
elemsz¶ama nem nagyobb, mint 12 ln n²2 eg¶esz r¶esze. Mivel polinomi¶alis id}o
alatt eldÄonthet}o, hogy egy adott t¶amaszhoz tartozik-e egy ²-NEP, ez¶ert ez az
algoritmus ¶un. kv¶azipolinomi¶alis, vagyis a fut¶asi ideje nO(ln n) nagys¶agrend}u.
Ortiz ¶es Irfan (2017) ¶attekint}o cikke seg¶³t eligazodni a bim¶atrix j¶at¶ekok
egy kÄozel¶³t}o NEP-j¶et meghat¶aroz¶o algoritmusok kÄozÄott.
4 Majdnem negat¶³v de¯nit m¶atrixok
Legyen A n-rend}u szimmetrikus m¶atrix ¶es legyen
A(t) = A + t11T ;
ahol t egy val¶os param¶eter.
3. De¯n¶³ci¶o. Az A m¶atrixot majdnem negat¶³v de¯nitnek nevezzÄuk,
(rÄoviden: m.n.d.), ha van olyan val¶os sz¶am, amelyre az A(t) m¶atrix negat¶³v
de¯nit.
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Vil¶agos, hogy minden negat¶³v de¯nit m¶atrix m.n.d. (v¶alasszuk a t = 0
param¶eter ¶ert¶eket). Ugyanakkor kÄonny}u tal¶alni olyan inde¯nit m¶atrixot,
amely m.n.d.. P¶eld¶aul az
A =
· ¡2 ¡5
¡5 ¡10
¸
m¶atrix inde¯nit, de az
A(¡4) =
· ¡6 ¡9
¡9 ¡14
¸
m¶atrix negat¶³v de¯nit.
A kÄovetkez}o ¶all¶³t¶as egyszer}uen kÄovetkezik az xT A(t)x = xT Ax + (1T x)2
ÄosszefÄugg¶esb}ol.
4. T¶etel. Ha A m.n.d., akkor A negat¶³v de¯nit az 1T x = 0 alt¶eren.
A Crouzeix-Chabrillac t¶etel a kÄovetkez}ot ¶all¶³tja.
5. T¶etel (Crouzeix-Chabrillac, 1984). Az A m¶atrix akkor ¶es csak akkor
negat¶³v de¯nit az 1T x = 0 alt¶eren, ha
Iner
·
A 1
1T 0
¸
= (n; 0; 1):
(A szeg¶elyezett m¶atrixnak n negat¶³v ¶es 1 pozit¶³v saj¶at¶ert¶eke van)
Ha ezt a t¶etelt esetÄunkre alkalmazzuk, akkor a majdnem negat¶³v de¯nits¶eg
egy szÄuks¶eges felt¶etel¶et kapjuk.
6. T¶etel. Ha az A m¶atrix m.n.d., akkor
Iner
·
A 1
1T 0
¸
= (n; 0; 1):
A kÄovetkez}okben az a c¶elunk, hogy j¶ol haszn¶alhat¶o el¶egs¶eges felt¶etelt
kapjunk. Ehhez szÄuks¶egÄunk lesz az A(t) m¶atrix ¶es f}ominorjai determin¶an-
s¶anak vizsg¶alat¶ara. JelÄolje a tov¶abbiakban Ak(t) az A(t) els}o k sora ¶es k
oszlopa ¶altal meghat¶arozott f}ominort. KÄozismert az al¶abbi t¶etel.
7. T¶etel Az A(t) m¶atrix akkor ¶es csak akkor negat¶³v de¯nit, ha
(¡1)k det(Ak(t)) > 0 (9)
minden k = 1; . . . ; n eset¶eben.
8. T¶etel. Tetsz}oleges A kvadratikus m¶atrixra fenn¶all a kÄovetkez}o Äossze-
fÄugg¶es:
det(A(t)) = 1T adj(A)1t + det(A): (10)
Bizony¶³t¶as. Az ¶all¶³t¶as azonnal ad¶odik az ¶altal¶anos¶³tott m¶atrix-determin¶ans
lemm¶ab¶ol (Theorem 2, Vrabel (2016)) 2
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9. T¶etel. TegyÄuk fel, hogy az A szimmetrikus m¶atrix rendelkezik a
kÄovetkez}o tulajdons¶aggal:
1T adj(Ak)1 = 0 =) (¡1)k det(Ak) > 0:
Legyenek
T+ = max
1T adj(Ak)1>0
f¡ det(Ak)
1T adj(Ak)1
g
¶es
T¡ = max
1T adj(Ak)1<0
f¡ det(Ak)
1T adj(Ak)1
g:
Ha T+ < T¡, akkor A(t) minden T+ < t < T¡ sz¶amra negat¶³v de¯nit,
kÄovetkez¶esk¶eppen A m.n.d.
Bizony¶³t¶as. A 7. T¶etel szerint ahhoz, hogy A(t) negat¶³v de¯nit legyen,
szÄuks¶eges ¶es el¶egs¶eges, hogy (¡1)k det(Ak(t)) > 0 legyen minden k = 1; . . . ; n
eset¶eben. Mivel A f}ominorjai is kvadratikus m¶atrixok, a (9) ¶es (10) egyen-
l}otlens¶eget ¶es egyenl}os¶eget felhaszn¶alva azt kapjuk, hogy a
(¡1)k det(Ak(t)) = (¡1)k det(Ak) + (¡1)k1T adj(Ak)1t > 0
felt¶etel akkor ¶es csak akkor teljesÄul minden k = 1; . . . ; n-re, ha T+ < t <
T¡. 2
A 9. T¶etelben megfogalmazott el¶egs¶eges felt¶etel teljesÄul¶es¶et polinomi¶alis
id}oben ellen}orizni lehet.
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ON FINDING A NASH EQUILIBRIUM POINT FOR BIMATRIX GAMES:
SOME EASY-TO-TREAT SPECIAL CASES
We address the problem of numerically determining a Nash equilibrium of a bi-
matrix game. It is commonly known that this problem is very hard in general.
Identifying easy-to-treat (solvable in polynomial time) special cases is of signi¯-
cance both theoretically and computationally. We ¯rst overview a few special cases
and then de¯ne a new polynomially solvable subclass of bimatrix games. This class
is de¯ned via a slight generalization of negative de¯nite matrices that we call ,,al-
most negative de¯nite". A necessary and a su±cient condition is derived for the
characterization of almost negative de¯nite matrices.
