Abstract. In this work we consider the problem of approximating the statistics of a given Quantity of Interest (QoI) that depends on the solution of a linear elliptic PDE defined over a random domain parameterized by N random variables. The elliptic problem is remapped on to a corresponding PDE with a fixed deterministic domain. We show that the solution can be analytically extended to a well defined region in C N with respect to the random variables. A sparse grid stochastic collocation method is then used to compute the mean and standard deviation of the QoI. Finally, convergence rates for the mean and variance of the QoI are derived and compared to those obtained in numerical experiments.
Introduction
In many physical processes the practicing engineer or scientist encounters the problem of optimal design under uncertainty of the underlying domain. For example, in graphine sheet nano fabrication the exact geometries of the designed patterns (e.g. nano pores) are not easy to control due to uncertainties. If there is no quantitative understanding in the involved domain uncertainty such a design may be carried out by trial and error. However, in order to accelerate the design cycle, it is essential to quantify the influence of this uncertainty on Quantities of Interest, for example the sheet stress of the graphene sheet. Other examples include lithographic process introduced in semi-conductor design [1] .
Collocation and perturbation approaches have been suggested in the past as an approach to quantify the statistics of the QoI with random domains [2, 3, 1, 4, 5] . The collocation approaches proposed in [2, 3, 4] work well for large amplitude domain perturbations although suffer from the curse of dimensionality. Moreover, these works lack error estimates of the QoI with respect to the number of sparse grid points. On the other hand, the perturbations approaches introduced in [5, 1] are efficient for small domains perturbations.
In this paper we give a rigorous convergence analysis of the collocation approach based on isotropic Smolyak grids. This consists of an analysis of the regularity of the solution with respect to the parameters describing the domain perturbation. In this respect we show that the solution can be analytically extended to a well defined region in C N with respect to the random variables. Moreover, we derive error estimates both in the "energy norm" as well as on functionals of the solution (Quantity of Interest) for Clenshaw Curtis abscissas that can be easily generalized to a larger class of sparse grids.
The outline of the paper is the following: In Section 2 we set up the mathematical problem and reformulate the random domain elliptic PDE problem onto a deterministic domain with random matrix coefficients. We assume that the random boundary is parameterized by N random variables.
In Section 3 we show that the solution can be analytically extended into a well defined region in C N . Theorem 1 is the main result of this paper. In Section 4 we setup the stochastic collocation problem and summarize several known sparse grids approaches that are used to approximate the mean and variance of the QoI. In Section 5 we assume that the random domain is truncated to N s N random variables. We derive error estimates for the mean and variance of the QoI with respect to the finite element, sparse grid and truncation approximations. Finally, in section 7 numerical examples are presented.
Setup and problem formulation
Let Ω be the set of outcomes from the complete probability space (Ω, F , P), where F is a sigma algebra of events and P is a probability measure. Define L is an open bounded domain with Lipschitz boundary ∂D(ω) parameterized with respect to a stochastic parameter ω ∈ Ω. The strong form of the problem we consider in this work is: Given f (·, ω), a(·, ω) ∈ C 1 (D(ω)) (these assumptions will be relaxed for the weak form), find u : D(ω) → R such that almost surely −∇ · (a(x, ω)∇u(x, ω)) = f (x, ω), x ∈ D(ω) u = 0 on ∂D(ω)
Now, assume the diffusion coefficient satisfies the following assumption.
Assumption 1.
There exist constants a min and a max such that 0 < a min a(x, ω) a max < ∞ for a.e. x ∈ D(ω), ω ∈ Ω.
where a min := ess inf x∈D(ω),ω∈Ω a(x, ω) and a max := ess sup x∈D(ω),ω∈Ω a(x, ω)
We now state the weak formulation as:
(1)
where f (·, ω) ∈ L 2 (D(ω)) for a.e. ω ∈ Ω.
Under Assumption 1 the weak formulation has a unique solution up to a zero-measure set in Ω.
2.1. Reformulation onto a fixed Domain. Now, assume that given any ω ∈ Ω the domain D(ω) can be mapped to a reference domain U ⊂ R d with Lipschitz boundary through a random map F : U × Ω → R d , where we assume that F is one-to-one and the determinant of the Jacobian |∂F (·, ω)| ∈ W 1,∞ (U ) for any ω ∈ Ω. Furthermore we assume that |∂F | is uniformly greater than zero almost surely. We will, however, make the following equivalent assumption.
Assumption 2. Given a one-to-one map F : U × Ω → R
d there exist constants F min and F max such that 0 < F min σ min (∂F (ω)) and σ max (∂F (ω)) F max < ∞ almost everywhere in U and almost surely in Ω. We have denoted by σ min (∂F (ω)) (and σ max (∂F (ω))) the minimum (respectively maximum) singular value of the Jacobian ∂F (ω).
In the rest of the paper we shall drop repeating a.s. in Ω and a.e. in U unless disambiguation is needed.
Lemma 1. Under Assumptions 2 it is immediate to prove the following results
Problem 1 can be reformulated with respect to the fixed reference domain U . From the chain rule we have that for any v ∈ C 1 (D(ω))
By a change of variables, the weak form can now be posed as:
The following lemma gives the conditions under which Problem 2 is well posed. 
where C P (U ) is the Poincaré constant of the reference domain U .
Proof. From Assumption 2 we have that From the Cauchy-Schwartz inequality we obtain 
Since U is bounded and Lipschitz there exists a bounded linear operator
we have that w := Tĝ ∈ H 1 (U ) satisfies w| ∂U =ĝ almost surely. The weak formulation can now be posed as ( [6] chapter 6, p297):
The weak solution u • F ∈ H 1 (U ) for the non-zero Dirichlet boundary value problem is simply obtained as u • F =ũ • F + w.
Quantity of Interest and the Adjoint problem.
In practice we are interested in computing the statistics of a Quantity of Interest (QoI) over the stochastic domain or a subdomain of it. We consider QoI of the form
Furthermore we assume that we can always construct a mapping F s.t. ∂F |D = I so thatŪ = F −1 (D) does not depend on the parameter ω ∈ Ω i.e.
In this paper we restrict our attention to the computation of the mean E[Q] and variance V ar
given that the domain deformation is parameterized by a stochastic random vector. We first assume that Q : H 1 0 (U ) → R is a bounded linear functional. The influence function can be computed as:
Now, assume that dist(D, ∂D) δ for some δ > 0. We can now pick
.e Q(w) = 0. Therefore, we have that The mapping F (·, ω) : U → D(ω) can be parameterized in many forms. In this paper we restrict our attention to the following class of mappings:
Suppose that
For each element U i , i = 1, . . . , M suppose we have a map
where
, and e i (x, ω) : 
Γ n , and ρ(y) : Γ → R + as the joint probability density of Y . In addition, we make the following assumptions:
(
Analyticity
The analytic extension of the solution of Problem 3 with respect to the images of the stochastic variables provides us a form to bound the approximation error of the collocation scheme. For notational simplicity we only derive the analyticity of the solution u with respect to the random
In this analysis we consider only the homogeneous Dirichlet case since the extension to the non-homogeneous case is straightforward. First, we establish some notation and assumptions.
From the stochastic model formulated in Section 2 the Jacobian ∂F is written as
where ∂v is the Jacobian of v(x).
Remark 3. Assumption 5 (a) restricts a(x, ω) to be a constant along the direction v(x). This assumption simplifies the presentation of this section.
We now extend the mapping ∂F (y) = I + R(x, y), with R(x, y) := N l=1 √ λ l B l (x)y l , to the complex plane. First, for any 0 < β <δ define the following region in C N :
Note that in the rest of the section for sake of simplicity we shall refer to R(x, y) or R(x, z) as R(y) or R(z) unless emphasis is needed. We shall now prove several lemmas that will be useful to prove the main results (Theorem 1).
Lemma 3. Under Assumption 5 we have that ∀y ∈
The result follows from the following fact: 
Proof. For all z ∈ Θ β we have that
and let Q(y, w) = I + ∂F (y) −1 R(w) so that ∂F (z) = ∂F (y)Q(y, w). We now study det(Q(y, w)) for all z ∈ Θ β by using the following identity [7] : If A ∈ C d×d and σ max (A) < 1 then
and |det(Q(y, w))| exp
Finally we have that det(∂F (z)) = det(∂F (y))det(Q(y, w)). It is easy now to see that det(∂F (z)) is analytic ∀z ∈ Θ β since det(Q(y, w)) is a finite polynomial of w. The rest of the result follows by applying Lemma 3.
Proof. (a)
To simplify the proof we use the property that if Re G −1 (z) is positive definite then Re G(z) is positive definite (From (b) in [8] ) , but first we derive bounds for Re ∂F (z)
T ∂F (z) and Im ∂F (z)
T ∂F (z). For all z ∈ Θ β we have that
where R(w) = R r (w) + iR i (w). By applying the dual Lidskii inequality (if A, B ∈ C d×d are Hermitian then λ min (A + B) λ min (A) + λ min (B)) we obtain
It follows that if β <δ/2 then
and is positive definite. We see that for all z ∈ Θ β ,
We now have that
where (9) and (10) we have that if
and
From inequalities (12) and (13), and Lemmas 3 and 4, we obtain
(c) Similarly we can bound
From inequalities (14) and (15), and Lemmas 3 and 4 we obtain
Proof. From Lemma 5 Re G(z) is positive definite ∀z ∈ Θ β , where β satisfies (16) . It follows from the Lemma in [8] that G(z) = Q(I+iΛ)Q * , where Q is a non-singular matrix, Λ := diag(α 1 , . . . , α d ) and α 1 , . . . , α d are real. Since G(z) is symmetric then Re G(z) = (1/2)(G(z) + G(z) * ) and it is simple to see that Re G(z) = QQ * . Thus we need to show that λ min (Re G(z)) = σ 2 min (Q) ε > 0. Applying (b) in [8] we have that
min (Q), and therefore
Since Re G(z)
It follows that
We are now ready to prove the main result of this section. For n = 1, . . . , N consider the map Ψ(s) :
for any arbitrary pointŷ n ∈Γ n wherê
Consider the extension of s into the complex plane as z = s + iw in the region Θ β along the n th dimension. Now, for notational simplicity reorder (y 1 , . . . , y N ) such that n = N and extend y n →ẑ ∈Θ n β , whereΘ n β := Θ β ∩ C N −1 . Then Ψ(s) has a natural extension to the complex plane
Moreover, the following estimate holds:
with ε(δ, β, d, a max , a min ) defined in Lemmas 5 and 6.
Proof. The strategy for this proof is show that Ψ(s) admits an analytic extension into the complex plain for each dimension separately (for n = 1, . . . , N ) and then apply Hartog's Theorem (Chap1, p32, [9] ) and Osgood's Lemma (Chap 1, p 2, [10] ) to show that it extends to the entire domain Θ β . First, since β <δ the series
is convergent ∀z ∈ Θ β . It follows that each entry of ∂F (z) −1 is analytic for all z ∈ Θ β . From Lemma 4 it follows that the entries of G(z) are analytic for all z ∈ Θ β .
Let
T , where Ψ R = Re Ψ(z) and Ψ I = Im Ψ(z). Then Ψ solves (in the weak sense) the problem To show that Ψ(z) : C → H 1 0 (Ũ ) is holomorphic in C for n = 1, . . . , N the strategy is to show that the Cauchy-Riemann conditions are satisfied, but first we have to show that the derivatives ∂ s Ψ and ∂ w Ψ exist. Now, differentiating (19) with respect to s = Re z and w = Im z we obtain
By the Lax-Milgram theorem the derivatives ∂ s Ψ and ∂ w Ψ exist and have a unique solution whenever z n ∈ Θ β andẑ ∈Θ 
We now need to show that G(z) andf (z) satisfies the Riemann-Cauchy conditions so that the right hand side becomes zero.
From
We can now extend the analyticity of the solution u(z) to the entire domain Θ β . Repeat the analytic extension of u(y n ,ŷ n , x) for n = 1, . . . , N . Since each variable u(y n ,ŷ n , x) has been extended into the complex plane for z ∈ Θ β andẑ ∈Θ n β from Hartog's Theorem it follows that Ψ(z) is continuous in Θ β . From Osgood's Lemma it follows that Ψ(z) is holomorphic for all z ∈ Θ β .
The last step is to show the inequality (18) . First, multiply (19) by Ψ(z) T and integrate over U to obtain
Applying Poincaré inequality and Lemma 6 we obtain the result.
Stochastic Collocation
We seek to efficiently approximate the mean and variance of the QoI of the form (4). More specifically we seek a numerical approximation to the exact moments of the QoI in a finite dimensional subspace V p,h based on a tensor product structure, where the following hold:
is a standard finite element space of dimension N h , which contains continuous piecewise polynomials defined on regular triangulations T h that have a maximum mesh spacing parameter h > 0.
Hence the dimension of P p is N p = N n=1 (p n + 1).
• u h : Γ → H h (U ) is the semidiscrete approximation that is obtained by projecting the solution of (3) onto the subspace H h (U ), for each y ∈ Γ, i.e.,
for a.e. y ∈ Γ. Denote π h :
The constant r ∈ N will depend on the regularity of u and the polynomial order of the finite element space H h . Denote C Γ (r) := sup y∈Γ C(r, u(y)).
• Similarly, ϕ h := π h ϕ is the semi-discrete approximation of the influence function. For each y ∈ Γ, i.e.,
Remark 4. Note that for the sake of simplicity we ignore quadrature errors and assume that the integrals (22) and (24) are computed exactly.
The next step consists in collocating Q h (u h (y)) with respect to Γ. To this end, we first introduce an auxiliary probability density functionρ : Γ → R + that can be seen as the joint probability of N independent random variables; i.e., it factorizes as
and is such that
For each dimension n = 1, . . . , N , let y n,kn , 1 k n p n + 1, be the p n + 1 roots of the orthogonal polynomial q pn+1 with respect to the weightρ n , which then satisfies Γn q pn+1 (y)v(y)ρ n (y)dy = 0 for all v ∈ P pn (Γ n ). Standard choices forρ, such as constant, Gaussian, etc., lead to well-known roots of the polynomial q pn+1 , which are tabulated to full accuracy and do not need to be computed. Note, that for the case of Clenshaw-Curtis abscissas the collocation points are chosen as extrema of Chebyshev polynomials.
To any vector of indexes [k 1 , . . . , k N ] we associate the global index
and we denote by y k the point y k = [y 1,k1 , y 2,k2 , . . . , y N,kN ] ∈ Γ. We also introduce, for each n = 1, 2, . . . , N , the Lagrange basis {l n,j } pn+1 j=1 of the space P pn ,
whereδ jk is the Kronecker symbol, and we set l k (y) = N n=1 l n,kn (y n ). Now, let I p :
Thus for any y ∈ Γ we can write the Lagrange approximation of the QoI (Q h (y)): 
In the case ρ/ρ is a smooth function we can use directly (26) to approximate the mean value or the variance of Q h as
Otherwise, E[Q h ] and var h (Q h ) should be computed with a suitable quadrature formula that takes into account eventual discontinuities or singularities of ρ/ρ. However, to simplify the error analysis presentation in Section 5, we shall assume that the quadrature scheme for the expectation to be exact.
Sparse Grid Approximation.
Recall that the dimension of P p increases as N n=1 (p n + 1). This has the consequence that even for a relatively small dimension N the accurate computation of the mean and variance of the QoI with a tensor product grid becomes intractable. However, if the stochastic integral is highly regular with respect to the random variables, the application of Smolyak sparse grids is well suited. We present here a generalization of the classical Smolyak construction (see e.g. [11, 12] ) to build a multivariate polynomial approximation on a sparse grid. See [13] for details.
Let I 
or equivalently written as
From the previous expression, we see that the sparse grid approximation is obtained as a linear combination of full tensor product interpolations. However, the constraint g(i)
w in (28) is typically chosen so as to forbid the use of tensor grids of high degree in all directions at the same time.
Let m(i) = (m(i 1 ), . . . , m(i N )) and consider the set of polynomial multi-degrees
Denote by P Λ m,g (w) (Γ) the corresponding multivariate polynomial space spanned by the monomials with multi-degree in Λ m,g (w), i.e.
The following result proved in [13] , states that the sparse approximation formula S m,g w is exact in P Λ m,g (w) (Γ):
Here V denotes a Banach space defined on U and
We recall that the most typical choice of m and g is given by (see [11, 12] )
This choice of m, combined with the choice of Clenshaw-Curtis interpolation points (extrema of Chebyshev polynomials) leads to nested sequences of one dimensional interpolation formulas and a sparse grid with a highly reduced number of points compared to the corresponding tensor grid.
In Table 1 different choices of g(i) are given (see [13] ).
Approx. space sparse grid: m, g polynomial space: Table 1 . Sparse approximation formulas and corresponding set of polynomial multi-degrees used for approximation.
It is also straightforward to build related anisotropic sparse approximation formulas by making the function g to act differently on the input random variables y n . Anisotropic sparse stochastic collocation [14] combines the advantages of isotropic sparse collocation with those of anisotropic full tensor product collocation. 
Error Analysis
In this section we derive error estimates of the mean and variance with respect to (i) the finite element approximation, (ii) the sparse grid approximation and (iii) truncating the stochastic model to the first N s dimensions.
For notational simplicity we split the Jacobian as follows
We now refer to Q(y s ) as Q(y) restricted to the stochastic domain Γ s and similarly for G(y s ). It is clear also that Q(y s , y f ) = Q(y) and G(y s , y f ) = G(y) for all y ∈ Γ s × Γ f , y s ∈ Γ s , and y f ∈ Γ f . Now that we have established notation, we are interested in deriving estimates for the variance
|. Let us analyze the first term. By applying the Cauchy-Schwartz inequality we have that
, and
for some positive constant C T ∈ R + . It is not hard to show that |var[Q(y s ,
Sparse Grid (III)
. for some positive constants C T , C F E and C SG . We now study the error contributions from (I), (II) and (III).
Truncation Error (I).
Given that Q : H 1 0 (U ) → R is a bounded linear functional then for any realization of ϕ(y s , y f ) we have that
. Following a similar argument as the proof from Lemma 2 we have that
a.s., where q is defined in eqn (5). Thus
. We now seek control on the error term e := u(y s , y f )−u(y s ) L 2 P (Γ;H 1 0 (U)) . First we establish some notation and definitions. From Section 3 we have shown that the solution u of Problem 3 varies continuously with respect to y ∈ Γ. More precisely, recall that if V is a Banach space defined on U and
From Assumption 4 we have that u ∈ C 0 (Γ;
, thus u satisfies the following variational problem
The following lemma will be useful in deriving error estimates.
Proof.
We can now derive the truncation error (I). 
, where
We follow a similar strategy as in [16, 17] 
where the matrix of coefficients G(y s ) depends only on the variables Y 1 , . . . , Y Ns ,
. By adapting the proof from Strang's Lemma and applying Lemma 7 we 
For notational simplicity we rewrite (7) as
With a slight abuse of notation we refer to ∂F (y s ) as ∂F (y s ) := I + A s Ns (y s ). Note that F min σ min (∂F (y s , y f )) ⇒ F min σ min (∂F (y s )) and σ min (∂F (y s , y f )) F max ⇒ σ min (∂F (y s )) F max .
We now estimate the term G(y s ,
∂F (y s , y f ) −T and similarly for J(y s ) we have
Now,
Applying the matrix identity (
Combining eqns (33), (34) and (35) we obtain
The result follows.
Finite Element Error (II).
The second quantity controls the convergence with respect to the mesh size h. This will be determined by the polynomial order of the finite element subspace H h (U ) ⊂ H 1 0 (U ) and the regularity of the solution u. From (23) we obtain the following bound:
C Γs (r)h r for some constant r ∈ N and C Γs (r) := Γs C(r, u(y s ))ρ(y s )dy s . The constant r depends on the polynomial degree of the finite element basis and the regularity properties of the solution u (which is dependent on the regularity of f , the diffusion coefficient a and the mapping F ). Similarly the error for the influence function is characterized as
where D Γs (r) := Γs C(r, ϕ(y s ))ρ(y)dy. Following duality arguments and from Lemma 7 we obtain
Sparse Grid Error (III).
In this section we shall not enumerate all the convergence rates that depend on the formulas from Table 1 , but refer the reader to the appropriate citations. However, we will only explicitly derive the convergence rates for the isotropic Smolyak sparse grid. Given the bounded linear functional Q we have that
, where e := u h (y s ) − S m,g w [u h (y s )]. However, as noted in Section 4.1, the sparse grid is computed with respect to the auxiliary density functionρ, thus
The error term e L 2 ρ (Γs;H 1 0 (U)) is controlled by the number of collocation knots η (or work), the choice of the approximation formulas (m(i), g(i)) from Table 1 , and the region of analyticity of Θ β ⊂ C Ns . From Theorem 1 the solution u(y s ) admits an extension in C Ns i.e. y s → z s ∈ C Ns and u(z s ) ∈ C 0 (Θ β ; H 1 0 (U )). All the results proved in Section 3 can be obtained also for the semi-discrete solution u h (y s ) which admits an analytic extension in the same region Θ β and u h (z s ) ∈ C 0 (Θ β ; H h (U )). In [14, 19] the authors derive error estimates for isotropic and anisotropic Smolyak sparse grids with Clenshaw-Curtis and Gaussian abscissas where e L 2 ρ (Γs;H 1 0 (U)) exhibit algebraic or subexponential convergence with respect to the number of collocation knots η (See Theorems 3.10, 3.11, 3.18 and 3.19 for more details). However, for these estimates to be valid the solution u has to admit and extension on a polyellipse in C Ns , E σ1,...,σN s := Π Ns i=1 E n,σn , where Then the goal is to choose the largestσ such that E σ1,...,σN s ⊂ Θ β . First, recall from Section 3 that
We can now form the set Σ ⊂ C Ns such that Σ ⊂ Θ β , where Σ := Σ 1 × · · · × Σ Ns and
for n = 1, . . . , N s . The polyellipse E σ1,...,σn can now be embedded in Σ by choosing σ 1 = σ 2 = · · · = σ Ns =σ = log ( τ 2 Ns + 1 + τ Ns ) > 0. From Theorem 3.11 [19] , given a sufficiently large η for a nested CC sparse grid we obtain the following estimate
Ns(1+log(2Ns)) and
1+log (2Ns) . The constants C 1 (σ, δ * ),C 2 (σ) and δ * are defined in [19] eqns (3.11) and (3.12).
Complexity and Tolerance
In this section we derive the total work W needed such that |var[Q(y s ,
| for the isotropic CC sparse grid is less or equal to a given tolerance parameter tol ∈ R + . Let N h be the number of degrees of freedom to solve the semi-discrete approximation u h ∈ H h (U ) ⊂ H 1 0 (U ). We assume that the complexity for solving for u h is O(N q h ), where the constant q 1 reflects the optimality of the finite element solver. The cost of solving the approximation of the influence function ϕ h ∈ H h (U ) is also O(N q h ). Thus for any y s ∈ Γ s , the cost for computing 
3CT with respect to the decay of λ i . First, make the assumption that
for some constant D 2 > 0. Finally, we have that
for some constant D 3 > 0. (c) Sparse Grid: Following the same strategy as in [19] (eqn (3.39)), to simplify the bound (37)
Combining (a), (b) and (c) we obtain that for a given user error tolerance tol the total work is
for some C > 0.
Numerical Results
We test our method on a square domain. Suppose the reference domain is set U = (0, 1) × (0, 1) and stochastically deforms according to the following rule:
if 0 x 2 0.5 for some positive constant c > 0. In other words we deform only the upper half of the domain and fix the button half. We set the Dirichlet boundary conditions to zero everywhere except at the upper border to u(x 1 , x 2 )| ∂D(ω) = g(x 1 ), where g(x 1 ) := exp( −1
(1−(2(x1−0.5)) 2 ) (See Figure 2 ). This implies that the value at the upper boundary does not change with boundary perturbation but the solution does become stochastic with respect to the domain perturbation. Consider a QoI defined on the bottom half of the reference domain, which is not deformed, as
We now show a numerical example with linear decay on the gradient of the deformation, i.e. the gradient terms √ λ n sup x∈U B n (x) decay linearly as n −1 . Realization Reference 
This implies that sup x∈U σ max (B l (x)) is bounded by a constant and we obtain linear decay on the gradient of the deformation. For this case we also observe that the convergence rate is faster than polynomial.
In Figure 3 we show the results of the matlab code for N s = 2, 3, 4 and compare the results with respect to a N = 15 dimensional adaptive sparse grid method collocation with ≈ 30, 000 collocation points [22] . The computed mean value is 1.0152 and variance is 0.0293 (0.17 std).
In Figure 3 (a) and (b) the normalized mean and variance errors are shown for N s = 2, 3, 4. For (a) notice the exponential decay from the sparse grid approximation until the truncation error and/or finite element error starts to dominate. In (b) the variance error decay is actually subexponential as indicated by the error bounded in (37) .
We now analyze the decay of the truncation error. For N s = 2, 3, 4, 5 we compute the mean and variance error as in (g). However, for N s = 6, 7, 8 we increase the mesh size to 257x257 vertices and we choose an adaptive sparse grid with 15,000 sparse grid points to compute the mean and variance. This should be enough to make the error contribution from the finite element and sparse grid error very small compared to the truncation error. The reference solution for the mean and variance is computed as in part (h).
In Figure 4 we plot the truncation error for (a) the mean and (b) the variance with respect to the number of dimensions. We observe that we obtain a convergence rate that appears faster than the linear decay of the gradient of the stochastic deformation. This indicates we can further improve the convergence rate of the truncation estimate.
Conclusions
In this paper we give a rigorous convergence analysis of the stochastic collocation approach based on isotropic Smolyak grids for the approximation of an elliptic PDE defined on a random domain. This consists of an analysis of the regularity of the solution with respect to the parameters describing the domain perturbation. Moreover, we derive error estimates both in the "energy norm" In both cases the decay appears faster than linear, which is faster than the predicted convergence rate.
as well as on functionals of the solution (Quantity of Interest) for Clenshaw Curtis abscissas that can be easily generalized to a larger class of sparse grids. We show that for a linear elliptic partial differential equation with a random domain the solution can be analytically extended to a well defined region Θ β embedded in C N with respect to the random variables. This analysis leads to a provable subexponential convergence rate of the QoI computed with an isotropic Clenshaw-Curtis sparse grid. We show that the size of this region, and the rate of convergence, is directly related to the decay of the gradient of the stochastic deformation.
As our numerical experiments demonstrate, we are able to solve the mean and variance of the QoI with moderate deformations of the domain (leading to a coefficient of variation of the QoI of ≈ 0.17). This is a clear advantage over the perturbation approaches that are restricted to small deviations. In addition, the numerical experiments confirm the sub-exponential rate predicted from the error estimates.
This approach is well suited for a moderate number of stochastic variables but becomes impractical for large problems. However, we can easily extend this approach to anisotropic sparse grids [14] .
