Abstract. We introduce equivariant factorization homology, extending the axiomatic framework of Ayala-Francis to encompass multiplicative invariants of manifolds equipped with finite group actions. Examples of such equivariant factorization homology theories include Bredon equivariant homology and (twisted versions of) Hochschild homology. Our main result is that equivariant factorization homology satisfies an equivariant version of ⊗-excision, and is uniquely characterised by this property. We also discuss applications to representation theory, such as constructions of categorical braid group actions.
Introduction
The goal of this paper is to generalise the theory of factorization homology of manifolds to an equivariant setting. We thereby construct new invariants of so-called global quotient orbifolds, which are smooth manifolds equipped with finite group actions.
The origins of factorization homology lie in conformal field theory. In [BD04] Beilinson and Drinfeld defined chiral homology, an (algebro-geometric) abstraction of the space of conformal blocks of a vertex algebra. A topological analogue of their construction, known as factorization homology, was defined by Lurie [Lur09b, Lur17] and further developed by Ayala, Francis and Tanaka [AF15, AFT17] . Additionally, factorization homology has roots in the labeled configuration spaces of Segal [Seg73, Seg10] , McDuff [McD75] , Salvatore [Sal01] and others. The invariants constructed by factorization homology were also described in the thesis of Andrade [And10] , and are closely related to the blob homology of Morrison-Walker [MW12] . Furthermore, factorization homology can be understood through the factorization algebras of Costello-Gwilliam [CG17] , a point to which we will return below. We recommend [Gin15] as a survey.
Like most homology theories, the invariants of factorization homology are constructed by fixing an algebraic input A, that provides gluing rules, and then applying these gluing rules to a manifold M , which is viewed as a gluing pattern. The obtained invariant is denoted M A. The invariants are multiplicative, in the sense that they take values in a given symmetric monoidal category C ⊗ and the invariant M N A assigned to a disjoint union of manifolds is naturally isomorphic to the tensor product M A ⊗ N A.
Factorization homology can be defined in diverse geometric settings: for framed manifolds, oriented manifolds, as well as manifolds with singularities [AF15, AFT17] . The algebraic input needed depends on the geometric context considered. To define invariants of framed n-manifolds one needs an E n -algebra, whereas the invariants of oriented n-manifolds require a (confusingly named, in this context) framed E n -algebra. For example, an associative algebra A can be viewed as an E 1 -algebra in chain complexes, and the invariant S 1 A that is assigned to the circle, is the Hochschild homology of A [Lur17, Ex. 5.5.3.14]. The invariants are functorial with respect to manifold embeddings. This recovers the well-known circle action on Hochschild homology in the previous example.
The interpretation of factorization homology in topological quantum field theory (abbreviated TQFT) is important, both motivationally and conceptually. In [CG17] CostelloGwilliam defined factorization algebras, axiomatising the structure of observables within a quantum field theory. In the case of a TQFT the observables are completely determined by the local observables, which are a locally constant factorization algebra on R n . These can be identified with E n -algebras by a result of Lurie [Lur17, Th. 5.4.5.9]. Factorization homology then provides a construction of the global observables M A on the space-time M out of the local observables A. This is an instance of the locality principle in quantum field theory: the global observables should be determined by the local observables. Further connections to TQFTs are provided by the work of Scheimbauer [Sch14] , who has used factorization homology with coefficients in E n -algebras to construct fully extended n-dimensional TQFTs in the sense of the Atiyah-Segal axiomatisation of TQFTs [Ati88, Seg04] . Here fully extended, or fully local, refers to the cobordism hypothesis [BD95, Lur09b] , where the locality principle is encoded via cutting-and-gluing rules.
In the context of factorization homology locality takes the form of ⊗-excision. This property states that if one decomposes a manifold along a collar-gluing M ∼ = M + ∪ M 0 ×R M − then the invariant M A can be computed as a relative tensor product M + A⊗ M 0 ×R A M − A. A key result of [AF15] is that factorization homology satisfies ⊗-excision and is uniquely characterised, as a symmetric monoidal functor, by this property. This generalises the EilenbergSteenrod axioms for singular homology. The ⊗-excision property is then thought of as a multiplicative analogue of the Mayer-Vietoris property of singular homology.
In this work we generalise factorization homology further. We define factorization homology of smooth manifolds equipped with finite group actions. These actions are not required to be free, so that we are constructing invariants of global quotient orbifolds. Our main result is that this equivariant factorization homology theory satisfies an equivariant version of ⊗-excision, and is uniquely characterised by this property. This extends the characterisation result of Ayala-Francis, and is reminiscent of Bredon's axioms for equivariant homology.
1.1. Factorization homology of manifolds. Before stating our main results we will introduce the geometric context of factorization homology in greater detail, and recall some of the basic definitions in preparation of our new definitions for orbifolds. Ayala-Francis utilise the classical notion of G-structures on manifolds, under the name of G-framed manifold, as a unifying framework to treat different tangential structures such as framings and orientations.
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The idea of a G-structure is in the spirit of Klein's Erlangen program. Rather than defining a structure on the tangent bundle, one considers the frames 2 on the manifold that are invariant under the corresponding structure group. For example, instead of studying a metric, one studies the O(n)-invariant frames on the manifold. These O(n)-invariant frames form an O(n)-subbundle of the frame bundle, which becomes the central object of study. A general G-structure is then simply a G-subbundle of the frame bundle. For example, a framing is exactly an e-structure for the trivial group e and orientations are SO(n)-structures.
Ayala-Francis then define the ∞-category Mfld G n of n-dimensional G-framed manifolds, where maps are embeddings that preserve the G-structure up to homotopy. This categorical set-up has several benefits. Firsly, the invariants M A are simple to define. Secondly, the invariants will be multiplicative and functorial by definition. Namely, one considers a subcategory Disk G n ⊂ Mfld G n , consisting only of disjoint unions of the trivially G-framed disk R n . Then one fixes a coefficient system A with values in a given symmetric monoidal category C ⊗ . They are referred to as a Disk G n -algebras in [AF15] . Concretely, a Disk G n -algebra valued in C ⊗ is a symmetric monoidal functors A : Disk G n → C ⊗ , where the monoidal structure on Disk G n is given by disjoint union. Example 1.1. The notion Disk e n -algebra coincides with that of E n -algebra. The factorization homology with coefficients in A is then defined as the left Kan extension of A along the inclusion Disk from which the invariant M A is obtained by evaluating the functor on M . Intuitively, the left Kan extension replaces the manifold M with a colimit of a covering of disks R n ⊂ M , and then computes the invariant as M A := colim R n ⊂M A(R n ).
Factorization homology of orbifolds.
Recall that a global quotient orbifold is a smooth manifold equipped with a finite group action. We wish to consider various notions of tangential structures on these: framings, orientation, almost complex structures, etc. These notions were not yet defined for orbifolds, so we propose definitions of our own. A first definition of a framing of [M/Γ] might be a Γ-invariant framing of M . This, however, is too restrictive: there are essentially no examples. Rather, we require the framing to be Γ-equivariant with respect to a given representation ρ : Γ → GL(R n ). This inspires our definition for general G-structures, which captures the intuition of G-invariant and Γ-equivariant frames. Concretely, this means lifting the Γ-action on M to the G-structure, where the interaction between G and Γ is controlled by a representation ρ. This data defines what we dub a (ρ, G)-structure on [M/Γ], or (ρ, G)-framed global quotient.
We then define ∞-categories Γ ρ Orb G n of (ρ, G)-framed global quotients, where maps are Γ-equivariant embeddings that preserve the (ρ, G)-structure up to homotopy. This generalises the categorical set-up in [AF15] , and allows us to define our invariants similarly. We pause to highlight an important feature of the category of orbifold disks. A manifold is covered by disks R n , but to cover an orbifold one needs local models [R n /I] for the various subgroups I of Γ. Therefore, we need to include all these local models in our subcategory of orbifold disks Recall, a quantum symmetric pair (U q (g), B) is a quantization of the symmetric pair (g, g θ ), where g is a complex semisimple Lie algebra and g θ ⊂ g is a sub-Lie algebra fixed by some given involutive automorphism θ : g → g (see [Let99, Let02, Let03] ).
1.3. Main results. Our first main result establishes ⊗-excision.
Convention. As in [AF15] we make a restriction on target categories . We assume target categories C ⊗ are ⊗-cocomplete, meaning that C ⊗ is cocomplete and that the tensor product preserves certain colimits (see Definition 4.15). 
of a global quotient the following natural equivalence holds:
We refer to Equation (1.5.1) as the ⊗-excision property.
Our second main result characterises equivariant factorization homology via ⊗-excision. 
Our characterisation in Theorem 1.6 allows us to recover the classical equivariant homology theories of Bredon as examples of equivariant factorization homology. Recall that Bredon equivariant homology H Γ * in its simplest form assigns the singular homology of the Borel construction to a global quotient [Bre67a, Bre67b] . Thus H Γ * (M ) = H * (M × EΓ/Γ). Given a finite group Γ, any choice of coefficients A for Bredon homology yields a Γ ρ Disk n -algebra 
The following examples show equivariant factorization homology provides a natural framework for various (higher) twisted traces. We let I be the trivial representation of Z 2 , and consider the global quotient [S 1 /Z 2 ] where Z 2 acts on the circle by rotations. 
The φ-twisted Hochschild homology of A is computed by factorization homology:
A HH φ 0 (A) when evaluated in vector spaces,
A HH φ * (A) when evaluated in chain complexes.
One also has a categorified version of (twisted) traces, provided by the notion of monoidal traces of [DSS13] . For details see §5.4. Example 1.9. (Proposition 5.26) A tensor category A with monoidal involution Φ is a Z I 2 Disk e 1 -algebra in Rex. The Φ-twisted trace of A, denoted tr Φ (A), is computed by factorization homology:
1.4. Factorization homology and quantum groups. Important motivation for this work is provided by the applications of factorization homology to representation theory as developed by Ben-Zvi, Brochier, and Jordan. In their works [BZBJa, BZBJb] , they compute the factorization homology of surfaces with coefficients in the E 2 -algebra of quantum group representations. The functoriality of factorization homology naturally equips such invariants with (categorical) braid group actions. They recover the braid group actions of [Jor09] , which were constructed via a generators-and-relations method there. In [Jor09] these braid group actions were used to construct representations of the type A double affine Hecke algebra (abbreviated DAHA).
In [JM11] orbifold braid group actions of an orbifold torus are constructed, via a generatorsand-relations method and using type A quantum symmetric pairs. These actions are then used to construct representations of the C ∨ C n DAHA. In forthcoming work we will compute the equivariant factorization homology of orbifold surfaces with coefficients in the Z σ 2 Disk e 2 -algebra of quantum symmetric pair representations (as in Example 1.4). Equivariant factorization homology naturally equips such invariants with orbifold braid group actions (Proposition 5.27). We expect this recovers the orbifold braid group actions of [JM11] . This would then extend the constructions of braid group actions in [JM11] to quantum symmetric pairs of any type and orbifold surfaces of any genus.
1.5. Organisation. The contents of this paper are laid out as follows.
In Section 2 we recall the classical definition of global quotient orbifolds, and consider various geometric structures on them. In §2.1 we introduce a notion of framings of global quotients (Definition 2.6) and discuss examples. We then generalise the definition of framing in §2.2 to more general tangential structures, and discuss examples such as orientations. In §2.3 we consider notions of morphism between framed global quotients with tangential structure. We first recall the classical notion of strongly framed embeddings. Quickly thereafter, we replace these with better behaved maps we call framed embeddings (Definition 2.40). In §2.4 we define ∞-categories of global quotients, utilising the framed embeddings of §2.3.
In Section 3 we recall the definition of equivariant configuration spaces and explain their role in factorization homology. The main result is Theorem 3.6 which proves a weak equivalence between certain spaces of framed embeddings in terms of equivariant configuration spaces. The result may be of independent interest. However, we mostly use Theorem 3.6 as a technical result in this paper, for example in the proof of ⊗-excision. Thus Section 3 can be skipped on a first reading.
Section 4 forms the heart of the paper. In §4.1 we introduce the coefficient systems of equivariant factorization homology. We then discuss various examples, such as Γ-equivariant E n -algebras. In §4.2 we define the equivariant factorization homology of a framed global quotient with values in a coefficient system. The remainder of §4.2 is technical in nature: we provide two colimit formulas for equivariant factorization homology. The first main result of this paper is contained in §4.3. We define collar-gluings and ⊗-excision there, and prove that equivariant factorization homology satisfies ⊗-excision (Theorem 4.26). In §4.4 we come to the second main result of the paper: Theorem 4.33, states that ⊗-excision uniquely characterises equivariant factorization homology. We also discuss various consequences from this result, such as a Fubini formula for invariants.
Section 5 contains various examples of equivariant factorization homology. Theorems 4.26 and 4.33 are crucial to the results of this section. However, if the reader is willing to assume the results, one can read this section without knowledge of the technical details in §4. In §5.1 and §5.2 we recover classical orbifold homology theories, Bredon equivariant homology and Chen-Ruan cohomology, as examples of equivariant factorization homology. In §5.3 we study equivariant factorization homology in the linear settings of vector spaces and chain complexes. We recover twisted cocenters and twisted Hochschild homology, as the invariant assigned to an orbifold circle. In §5.4, we consider a setting of K-linear categories, and recover a twisted categorical trace as the invariant assigned to an orbifold circle. We also prove equivariant factorization homology provides a canonical construction of categorical orbifold braid group actions.
In Section 6 we discuss two variations of equivariant factorization homology that are useful for practical applications. In §6.1 we explain one does not need the full data of a coefficient system to compute invariants of a specific orbifold. It suffices to only consider the types of singularities that occur in the orbifold, which reduces the algebraic input needed to construct invariants. In §6.2 we introduce a slight generalisation of the coefficient systems, by defining colourings of singular strata in an orbifold. This creates more flexibility in constructing invariants of orbifolds. The philosophy of studying [M/Γ] equivariantly informs our definitions of tangential structures on global quotients: they are equivariant analogues of those of manifolds. We'll also discuss a natural notion of morphism between global quotients with tangential structure. Before turning our attention to framings, we recall some basic terminology and facts.
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Convention. Without further comment we will only consider smooth manifolds and smooth maps between them. So manifold abbreviates smooth manifold, embedding abbreviates smooth embedding, actions on manifolds are smooth, and so forth.
Notation. Γ denotes a given finite group, e denotes the trivial group, and GL(n) = GL(R n ). Notation. Let X be a space with a Γ-action. For x ∈ X we denote Stab x := {g ∈ Γ : gx = x}. For a subgroup I ⊂ Γ we denote with X I := {x ∈ X : Stab x = I} the I-fixed points.
Thus the smooth locus of [M/Γ] is exactly M e .
Notation. For a map f : M → N we denote with Df : T M → T N the differential.
The following classical result will be useful: 2.1. Framings on global quotients. The definition of framings for manifolds in differential geometry suggests that a framing of a global quotient should be a global section of the frame bundle. We will explain why this definition is not suitable, before suggesting an alternative. Thus framings in the above sense are too restrictive. We propose a different notion of framing for global quotients, which seems unexplored in the literature. We introduce notation for two representations that we will come across often.
Notation. We denote with I : Γ → GL(n) the trivial representation, where Γ acts trivially on R n . We denote with σ : Z 2 → GL(n) the sign representation, where Z 2 acts on R n by multiplying with ±1.
Example 2.7. We give some examples of framed global quotients:
The canonical framing of R n together with ρ defines a ρ-framing on [R n /Γ]. 2. We view the torus T as the quotient R 2 /Z 2 . The canonical framing of R 2 induces a framing on T. The rotation action of Z 2 on R 2 induces an action on T with four fixed points. Then [T/Z 2 ] is a σ-framed global quotient. 3. We view the 6-dimensional torus T 6 as the quotient C 3 /Z 6 . Consider the representation ρ : Z 2 × Z 2 → GL(C 3 ) defined on generators σ 1 and σ 2 by:
The action on C 3 descends to
Remark 2.8. Note that we recover the naive definition of framing as a special case: a global section of the frame bundle [Fr(M )/Γ] → [M/Γ] corresponds to an I-framing.
We pause briefly to highlight the simplest type of ρ-framed global quotient: the local models. The local models are exactly the charts that can occur within a ρ-framed global quotient. We will later view general global quotients as glued out of these simpler pieces.
Notation. We write I ≤ Γ when I is a subgroup of Γ. For a given representation ρ : Γ → GL(n) we write I ≤ ρ Γ if I is a subgroup of Γ such that ρ| I : I → GL(n) is faithful. We denote by Γ/I the set of left cosets and by [Γ : I] the index (the number of left cosets).
Definition 2.9. Given a finite group Γ, I ≤ ρ Γ, and a representation ρ : Γ → GL(n). We let Γ act on Γ × R n by g · (h, x) = (gh, ρ(g)x) and I act on the right via (h, x) · i = (hi, x). We denote D I := Γ × I R n and frame it via the canonical framing of R n . The Γ-local model with I-singularities is the ρ-framed n-dimensional global quotient [D I /Γ].
Notation. We denote the connected components of D I = [Γ:I] R n by R 2.2. General tangential structures. We quickly review G-structures on manifolds, as a unifying framework for tangential structures. Standard references are [Ste64, Che66, Kob72] .
Notation. Throughout G ⊂ GL(n) denotes a Lie group. Elements of Γ are denoted by letters like g and h, whereas elements of G are denoted by letters like A and B.
Recall, a principal G-bundle on a manifold M is a manifold P endowed with a right Gaction and a G-invariant surjective map π : P → M , that is locally trivial, i.e. for every m ∈ M there exists a neighbourhood U of M with a G-equivariant diffeomorphism P | U ∼ = U × G respecting the fibres. Here U × G is equipped with the right G-action (u, A) · B = (u, AB).
Example 2.10. The frame bundle Fr(M ) → M of a n-dimensional manifold M , together with the canonical right action of GL(n), is a principal GL(n)-bundle.
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The following well-known facts will be useful:
Lemma 2.11. Let G be a Lie group and M be a manifold.
1. A manifold P with a right G-action and G-invariant surjective map π : P → M is a principal G-bundle iff π is a submersion and G acts freely and transitively on the fibers of π.
If G acts freely and properly on
3. If π : P → M is a submersion and f : P → N is a map that is constant on the fibers of π, then there is a unique mapf :
Proof. For part one, we recall that if π is a submersion, then every point m ∈ M is in the domain of a local section of π [Lee03, Prop. 7.16]. We claim such a local section provides a trivialisation. Namely, a local section (s :
Since G acts freely and transitively on the fibers of π this map is a diffeomorphism. For part two and part three, see [Lee03, Th. 9 .16] respectively [Lee03, Prop. 7.18].
Remark 2.12. Properness is automatic for actions by compact Lie groups [Lee03, Cor. 9.14]. In particular Lemma 2.11.2 holds for free actions by finite groups.
Remark 2.13. Due to our convention of not mentioning smoothness Lemma 2.11 part 3 might seem trivial. However, the crux is that the continuous mapf : M → N is smooth.
Notation. For spaces X and Y with G-actions of some group G we denote with X × G Y the quotient space where (gx, y) ∼ (x, gy) for all g ∈ G, x ∈ X and y ∈ Y .
For a principal H-bundle P where H ⊂ G, we have the induced principal G-bundle:
We refer to a manifold endowed with a G-structure as a G-framed manifold.
7 Recall that the canonical right action of GL(n) on Fr(M ) rotates the frames fiberwise.
We recall the following classical examples (see [Ste64, §VII.2] or [Kob72, §I.2] for details).
Example 2.15. Let M be an n-dimensional manifold.
1. A framing on M corresponds to an e-structure, in which case
3. An orientation on M corresponds to a GL + (n)-structure.
Let M be a 2n-dimensional manifold.
1. An almost complex structure on M corresponds to a GL(C n )-structure. 2. An almost symplectic structure on M corresponds to a Sp(n)-structure.
For a G-structure (P G (M ) → M, ι G ) we will view P G (M ) as a subbundle of the frame bundle as follows
Remark 2.16. Let us re-emphasize the intuition, discussed in the introduction, that a Gstructure corresponds to a choice of G-invariant frames on M . This is made precise by the embedding
This concludes our review of G-structures. Let us now rephrase our notion of ρ-framings on global quotients (Definition 2.6) in the terminology of G-structures.
Definition 2.17. Let [M/Γ] be a global quotient, together with a representation
Note that the Isometry Trick implies the induced Γ-action on Fr(M ) cannot preserve P e (M ) ⊂ Fr(M ), unless ρ is trivial or Γ acts freely on M . However, P e (M ) is preserved by a different Γ-action on Fr(M ). Namely, let Γ act by sending g to c 
Now observe that, for a ρ-framed global quotient, the maps c
Next we will generalise Definition 2.17 to other G-structures on global quotients, but first we must generalise the notion of principal G-bundles.
Notation. For G ⊂ GL n we denote by N GL(n) (G) := {A ∈ GL(n) : Ad A (G) ⊂ G} the normaliser group of G in GL(n). Let ρ : Γ → N GL(n) (G) be a representation, the group Γ ρ G denotes the semi-direct product group where Γ acts on G via Ad(ρ(−)). 
• a manifold P equipped with a left Γ ρ G-action,
• a Γ ρ G-equivariant surjective map π : P → M , where M is endowed with the trivial G-action such that for every m ∈ M there exists a local trivialisation. By local trivialisation we mean every m ∈ M admits a Γ-neighbourhood U with a Γ ρ Gequivariant diffeomorphism P | U ∼ = U × G respecting the fibres. Here U × G is endowed with the following left Γ ρ G-action
Remark 2.19. If G = GL(n), GL + (n) or e we have N GL(n) (G) = GL(n) so that there are no restrictions on the representation ρ.
Remark 2.20. Note that after restricting P to the smooth locus M e Lemma 2.11 implies that we have a principal
We have the following two important properties of (ρ, G)-principal bundles.
. By construction we obtain a Γ ρ G-action on P G (M ). To complete the proof, we observe that a
Proof. Mutatis mutandis, the classical proof of Steenrod works [Ste57, Th. 11.3].
We now come to the definition of G-structures on global quotients.
A global quotient endowed with a (ρ, G)-structure is a (ρ, G)-framed global quotient.
We give some examples of (ρ, G)-framed global quotients.
Example 2.24. A (ρ, e)-framed global quotient is exactly a ρ-framed global quotient.
Example 2.25. The local models of Definition 2.9 are ρ-framed, and hence by Lemma 2.21 naturally (ρ, G)-framed for all subgroups G ⊂ GL(n) for which ρ : Γ → N GL(n) (G).
Example 2.26. We consider the trivial representation I.
9 Where G acts inversely since we're combining the right G-action with the left Γ-action. When G = GL + (n) we will say ρ-oriented global quotient rather than (ρ, GL + (n))-framed global quotient. It makes sense to restrict to representations of the form ρ : Γ → GL + (n), so that the Γ-action on M is orientation preserving. In classical definitions of oriented orbifolds the Γ-action is always required to be orientation preserving [Sat56, ALR07] .
Example 2.29. Let rot : Z g → SO(2) be the rotation representation, and consider Σ g the genus g surface (g ≥ 2) as a quotient of a polygon P with 4g sides. The induced Z g -action on P descends to Σ g so that [Σ g /Z g ] is rot-oriented. It has two Z g -singularities. Though any manifold has a canonical GL(n)-structure, given by the frame bundle itself, the same is not true for global quotients as the next example shows.
Example 2.31. Consider the Möbius band M as a quotient space of the square by inversely gluing the top and bottom edge. The rotation action of Z 2 on the square descends to M and acts via σ at the isolated fixed point, but acts via the representation 1 0 0 −1 at the fixed line. Therefore, there is no representation ρ such that [M/Z 2 ] admits a (ρ, GL(2))-structure.
2.3.
Framed embeddings between global quotients. We now consider notions of morphism between (ρ, G)-framed global quotients. Recall, a map between two given principal
11 For G-framed manifolds M and N , induction of principal G-bundles provides an inclusion
where the image is the subspace of those GL(n)-bundle maps that send P G (M ) to P G (N ). This naturally leads to the classical notion of strongly framed maps.
Remark 2.33. The name strongly framed is non-standard; we use it to highlight the difference between these maps and our framed embeddings introduced in Definition 2.40.
Example 2.34. Let ρ be any Γ-representation. 1. A strongly framed embedding f :
The notion of strongly framed embedding is very rigid for certain structure groups: 3. Equip R 2 with its canonical O(2)-structure, and the sphere with the standard O(2)-structure.
13 There are no strongly framed embeddings
We wish to view global quotients as glued from the local models of Definition 2.9. However, Example 2.35.2 shows not all (ρ, G)-framed global quotients can be covered by local models via strongly framed embeddings. To salvage this we have to consider a more general type of map than the strongly framed embeddings.
Remark 2.36. This is analogous to the use of embeddings between manifolds that are framed up to a specified homotopy. This is standard in factorization homology [Lur09b, Constr. 4 In order to weaken the strongly framed maps, we first consider the space of strongly framed embeddings. We start by fixing notation and conventions.
Convention. Any set of maps will be topologised using the compact-open topology. Γ and will be denoted Emb Γ (M, N ). 2. Similarly, the space of G-bundle maps is Map
Remark 2.38. We have two distinct actions of Γ on Fr(M ), given by g * and c g , that induce two different actions on Map(Fr(M ), Fr(N )). However, for any bundle map f one has c
. Therefore, the two Γ-actions coincide on Map GL(n) (Fr(M ), Fr(N )).
We can now characterise the space of strongly framed embeddings as follows. Let
be the continous map that sends an embedding to its differential. 
Immediate from the definition: the pullback describes those Γ-equivariant embeddings whose differential preserves the G-structure.
All spaces of the Diagram 2.39.1 have natural maps to the space Map Γ (M, N ) making two triangles commute as in Proposition 2.41.
14 We can then weaken the notion of strongly framed embedding by using the relative homotopy pullback.
Convention. We use the classical Quillen model structure on topological spaces i.e. weak equivalences are weak homotopy equivalences and fibrations are Serre fibrations. To clarify Definition 2.40 we will recall the definition and properties of (relative) homotopy pullbacks. We follow the exposition in [And10, §V.9]. Note that the relative homotopy pullback, or homotopy pullback in the over category, is only defined up to weak equivalence. However, there is a convenient model we can make use of. 
2. The canonical projection of the relative homotopy pullback onto X × W Z is a fibration.
Thus the relative homotopy pullback sits inside the usual model of the homotopy pullback of X → Z ← Y as the subspace whose homotopies γ have constant underlying path in W . As an object of T op /W the relative homotopy pullback has a canonical map to W . 
sending a map to the induced map on the base are fibrations.
Proof. We adapt the standard proof due to of I.M. James [Jam63] . We need to show that we can always find a filler for diagrams of the form
where D is some m-dimensional cube. If we endow D with a trivial Γ ρ G-action we use the equivariant inner hom to obtain the diagram
We now use the equivariant inner hom again to transform back and obtain the desired lift Fr(N ) is a Γ-equivariant bundle map so that r(P G (M )) ⊂ P G (N ) and γ is a homotopy of Γ-equivariant bundle maps between f * and r that lies over the constant path f in Map Γ (M, N ).
We will study the (spaces of) framed embeddings further in Section 3, and show they are better behaved than the strongly framed embeddings. In particular, in Corollary 3.7, we show that any (ρ, G)-framed global quotient is covered by local models via framed embeddings.
Remark 2.45. Proposition 2.42 implies another model for Emb
is given by the homotopy pullback. We prefer the relative homotopy pullback so that a framed embedding has a canonical underlying embedding.
The space of strongly framed embeddings includes into the space of framed embeddings as the subspace of triples (f, c, f * ), where c is constant at f * . Sometimes this inclusion is a homotopy equivalence.
Proposition 2.46. Let G be GL(n) or GL + (n). The inclusion of the space of strongly framed embeddings into the space of framed embeddings is a weak equivalence.
Proof. For GL(n) and GL + (n) the inclusion
is respectively the identity or the inclusion of a connected component. In particular, the inclusion is a fibration in both cases. Consequently, the homotopy pullback can be modeled by a strict pullback. Now apply Proposition 2.39.
2.4.
Categories of global quotients with tangential structure.
Convention. From now on we will always use the concrete model of Proposition 2.44 as our model for the space of framed embeddings.
Composition of framed embeddings is then easily defined by
Note this composition is strictly associative, so that we can define a topological category of framed global quotients. In contrast, in [AF15] the framed embeddings between topological framed manifolds do not compose strictly associatively, and hence naturally define an ∞-category rather than a topological category.
Definition 2.47. Let ρ : Γ → N GL(n) (G) be a group homomorphism. The topological category Γ ρ Orb G n has as objects n-dimensional (ρ, G)-framed global quotients and morphisms spaces are the spaces of framed embeddings.
Convention. We allow the empty (ρ, G)-framed global quotient ∅ ∈ Γ ρ Orb G n .
Remark 2.48. As the hom-spaces in Γ ρ Orb G n are only defined up to homotopy equivalence, the topological category is only defined up to weak equivalence. Correspondingly, the associated ∞-category is defined up to equivalence of ∞-categories.
Remark 2.49. If ρ = I we find that c g = g * and obtain a Γ×G-action on P G (M ). Moreover, the action of Γ on M must be free by Remark 2.28.
Notation. Motivated by Remark 2.49 we will write ΓQuot G n rather than Γ I Orb G n . We call the objects G-framed free Γ-quotients. We will not be much concerned with relations between the different categories Γ ρ Orb G n for different groups Γ, but let us consider one specific example.
Proposition 2.51. There are canonical symmetric monoidal functors
Proof. We will construct these functors as enriched functors i.e. functors at the level of the topological categories. Let us first construct the functor Γ×. For a G-framed manifold M the manifold Γ × M is naturally G-framed and has a free Γ-action making [Γ × M/Γ] a G-framed free Γ-quotient. The obvious maps
are functorial and all lie over the obvious map Map(M, N ) → Map(Γ × M, Γ × N ). Hence we have an induced functorial map
Next let us construct the functor /Γ. Recall that for [M/Γ] ∈ ΓQuot
G n the group Γ acts freely on M . Hence M → M/Γ is a principal Γ-bundle by Lemma 2.11 and in particular a submersion. Since ρ is the trivial representation g * (P G (M )) = c g (P G (M )) ⊂ P G (M ) for all g ∈ Γ. We then have two commuting free actions of Γ and G on P G (M ). Consider the commuting diagram 15 To be precise, in [AF15] topological manifolds are considered, but by smoothing theory outside of dimension 4 the category of smooth and topological G-framed manifolds coincide. In dimension 4 we recover the subcategory of G-framed smooth manifolds and smooth embeddings. See also [AF15, Remark 3.29].
Since three out of four arrows are submersions the induced map P G (M )/Γ → M/Γ is also a submersion by Lemma 2.11. Thus the manifold M/Γ has a canonical G-structure. We define /Γ on objects by sending [M/Γ] → M/Γ. We will define /Γ on maps as follows. Lemma 2.11 allows us to functorially assign maps induced maps on quotients:
lying over the map Map
Γ). Hence we have an induced map
and that the functors are symmetric monoidal.
We refer to objects in the essential image of the functor Γ× in ΓQuot G n as G-framed trivial Γ-quotients.
Equivariant configuration spaces
Configuration spaces are manifolds parametrising finite sets of points inside a given manifold. They appear naturally in factorization homology as a model for the mapping spaces of finite collections of disks into a manifold. Similarly, equivariant configuration spaces naturally appear in equivariant factorization homology. Namely, a framed embedding of some local models into a global quotient is encoded, up to homotopy, by the position of the images of the origins and the derivatives there. As a result, the space of framed embeddings is weakly equivalent to a principal G-bundle over an equivariant configuration space. This is made precise in Theorem 3.6, which is the central result of this section. The result implies that any global quotient is covered by local models via framed embeddings (Corollary 3.7).
We now give precise definitions. For a manifold M the configuration space of k ordered points in M is the open submanifold F k M ⊂ M ×k defined by
There are different flavours of configuration spaces in equivariant topology, see [Xic97, RS00] and references therein. Our definitions coincide with [Hil, Def. 2.5]. 
We then immediately get a corresponding natural notion of braid groups. 3.1. Bundles of fixed points. We now define natural principal G-bundles over the equivariant configuration spaces. They play a central role in Theorem 3.6. It will be useful to view equivariant configuration spaces as fixed-point sets in normal configuration spaces: Lemma 3.3. Let Γ act on the M k[Γ:I] by acting on the points in M and acting on the indices via the Γ-action on Γ/I. Then we have a canonical homeomorphism
Choose representatives g j of gI ∈ Γ/I and observe that the map
is well-defined on F 
Proof. Recall that G acts transitively on the fibers. Observe that if two I-fixed points in P G (M ) lie the same fiber they must be related by a unique element in C G (I) ⊂ G. Moreover, P I G (M I ) clearly projects down to M I so that we obtain a surjective projection
Recall an action of a Lie group H on a manifold N is proper iff {h ∈ H : hK ∩ K = ∅} is compact for all compact K ⊂ N [Lee03, 9.12]. One then easily verifies that the closed subgroup C G (I) ⊂ G acts properly on
Recall that if a manifold M has a G-structure P G (M ) → M then any product manifold M ×k canonically inherits a G ×k -structure P G ×k (M ×k ), and hence so do the open submanifolds 
Notation. The special case G = GL(n) is denoted Fr
3.2. Spaces of framed embeddings. We now come to the main result of this section. Using a 'derivative at the centers map' D G 0 to be defined below, we have: Theorem 3.6. Let [M/Γ] be (ρ, G)-framed. The derivative at the centers map is a fibration and weak equivalence
for any choices k I ≥ 0.
Before we turn to the proof, let us discuss two corrolaries.
Corollary 3.7. Any (ρ, G)-framed global quotient can be covered by local models via framed embeddings.
Proof. For any subgroup I of Γ we have the map
which is a surjection since it is a fibration and weak equivalence. Postcomposing with the projection P
given by mapping a framed embedding f to f (0) the image of the center 0 ∈ R n eI ⊂ D I . Corollary 3.8. Let Γ act via representation ρ on R n , and let Emb Γ or (R n , R n ) denote the space of oriented self-embeddings of R n . We have weak equivalences
Proof. The proofs of both statements are identical, so let us only prove the second weak equivalence holds. By Proposition 2.46 and Theorem 3.6 we have weak equivalences
We observe that the Γ-fixed points (R n ) Γ are a linear subspace of R n and hence contractible. As a result, the fixed points bundle is trivial bundle:
Using again that (R n ) Γ is contractible we then find
In the remainder of the section we will prove Theorem 3.6. Our proof strategy is a generalisation of that in [And10, Proposition 14.4], which considers the case Γ = e. Consider a local model D I with its G-structure D I × G. For a disjoint union k D I we denote with 0 i the center of the disk R n eI in the ith copy of D I ⊂ k D I . We define an evaluation at the centers map as follows
in particular we have evaluation maps for G = GL(n) and the frame bundle.
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Lemma 3.9. The evaluation maps extend naturally to evaluation maps
that define weak equivalences for any choices k I ≥ 0.
Proof. One extends the evaluation maps by evaluating at each I ≤ ρ Γ component separately. Now note these map into disjoint P I G (M I ) ×k components. It remains to show these maps define weak equivalences. It suffices to consider k I = 0 for all but one I ≤ ρ Γ where k I = 1 since we have
We will prove the stronger statement that ev 0 is a homotopy equivalence. We define a section
as follows. For p ∈ P I G (M I ) we have the map
. Clearly the map s p is Γ G-equivariant and s defines a section. Next we show that s • ev 0 id. Consider the homotopy
since it is linear in the x-coordinate it is Γ-equivariant. Clearly it is also G-equivariant. Precomposition with h t defines a homotopy h *
). This concludes the proof since h *
We define the derivative at the centers map D G 0 to be the composite
where D G is the canonical projection of the relative homotopy pullback onto a component of the defining diagram (2.39.1). 
is a fibration and a weak equivalence for any choices k I ≥ 0.
We adapt the proof of [Hor17, Proposition 6.4], which treats the case Γ = e.
Proof. Note that the center of D I is mapped into M I . Hence we obtain a weak equivalence
essentially by shrinking disks. It thus suffices to show
is a weak equivalence for any I ≤ 
is a weak equivalence. We set We will now prove Theorem 3.6 using some standard facts about homotopy pullbacks such as the pasting lemma and homotopy invariance. We recommend Martin Frankland's lecture notes on homotopy pullbacks to the reader unfamiliar with (the proofs of) these facts [Fra] .
Proof of Theorem 3.6. We first prove D G 0 is a fibration. We can factorise D G 0 as a composite
where the first map is a fibration by 2.41 part 2. That the second map is a fibration follows from the fact that we have fibrations 
To show that D 
Hence to show proj is a weak equivalence it suffices to show the maps
are weak equivalences. Consider the following diagram (we relabel k I = k)
and note the outer square is a pullback diagram whose vertical arrows are fibrations. Then the outer square is a homotopy pullback diagram. Moreover, the lower square is a pullback diagram whose vertical arrows are fibrations and hence is a homotopy pullback. The pasting lemma then implies the upper square is a homotopy pullback diagram. Consequently, we 24 obtain a canonical weak equivalence
using the model of Proposition 2.41. We obtain a commutative diagram
and conclude proj is a weak equivalence by the two-out-of-three property of weak equivalences. This finishes the proof.
Equivariant factorization homology
In this section we define equivariant factorization homology and establish its properties. Subsections 4.1 and 4.2 contain the definitions and some basic properties. In the subsections 4.3 and 4.4 we prove the theory satisfies ⊗-exicison and is characterised by this property. We also discuss several consequences of this characterisation.
Convention. For ∞-categorical notions we refer to [Lur09a, Lur17] . By colimit we will mean colimit in the ∞-category, which corresponds to a homotopy colimit in the associated topological ( 
n -algebras will be the coefficient systems for equivariant factorization homology, compare to equivariant homology in Definition 5.1.
We have the following natural ∞-category of Γ ρ Disk Example 4.5. An eDisk G n -algebra in C is exactly a Disk BG n -algebra in the sense of [AF15] . In particular eDisk fr -algebras are the same thing as E n -algebras [AF15, Rmk. 2.10], and eDisk or -algebras are the same thing as algebras over the (confusingly named, in this context) framed disk operad f E n [AF15, Ex. 2.11].
Notation. We will denote with Disk G n the category e I Disk G n . Let BΓ denote the the one object groupoid with automorphisms Γ. We view it as an ∞-category by taking its nerve.
Notation. We denote by C Γ := Fun(BΓ, C) the category Γ-equivariant objects in C.
Proposition 4.6. The ∞-category
Proof. First, we reformulate everything in terms of operads. We let ΓD 
Using [Lur17, Constr. 2.4.3.3] we have the ∞-operad BΓ → N (Fin * ), where BΓ is obtained as the nerve of the category with
We then form the ∞-operad 
It thus remains to show that ΓD G n ∼ = O ⊗ as ∞-operads. This is a straightforward (but tedious) verification; we provide a sketch. To
and to g ∈ Γ we associate g :
⊗ then corresponds to the framed embedding
Vice versa, we can decomposes morphisms in ΓD G n canonically into a Γ × f and g i ∈ G components. To identify the k-simplices of O ⊗ and ΓD G n we observe that a k-simplex, i.e. a (higher coherent) isotopy in ΓD G n , decomposes as a (higher coherent) isotopy between the Γ × f part and equations between the group elements. This is in turn interpreted as a k-simplex in D G n and a k-simplex in BΓ which lie over the same k-simplex in N (Fin * ) so that they define a k-simplex in O ⊗ . We can also associate Γ I Disk G n -algebras to Disk G n -algebras and vice versa. Namely, one has the canonical functors
obtained respectively by precomposition with the functors /Γ and Γ× of Proposition 2.51.
Definition 4.8. We call a Γ I Disk G n -algebra trivially Γ-equivariant if it is in the essential image of the functor /Γ * .
We give some further examples of coefficients.
Example 4.9. Let p be a prime number, rot : Z p → SO(n) be the rotation representation, Vect be the plain category of K-vector spaces with its standard tensor product. 
by interpreting a rectilinear equivariant embedding as a framed embedding. Since D e 0 (f ) = ev 0 (f ) for a framed embedding f the inclusion of hom spaces defined by i lies over the identity map on the configuration spaces. Therefore, Theorem 3.6 implies i defines weak equivalences on mapping spaces. It follows that i is a monoidal equivalence (see [Lur17, Rmk 2.1.3.8]), and hence the notion of Z 2 D n -algebra in [Wee] coincides with that of Z We will make use of the symmetric monoidal left Kan extension. Namely, let i ⊗ :
be a symmetric monoidal functor. The restriction along i ⊗ induces a functor
The symmetric monoidal left Kan extension is a symmetric monoidal functor Lan
Definition 4.14. Let A be a Γ ρ Disk G n -algebra in C, and let i
G n denote the (symmetric monoidal) inclusion. Equivariant factorization homology with coefficients in A, provided it exists, is defined as the symmetric monoidal left Kan extension of A along i ⊗ , and denoted as
A. (4.14.1)
To obtain a formula for the symmetric monoidal left Kan extension we need to make an assumption on target categories.
Definition 4.15. Let C be a symmetric monoidal ∞-category. We say that C is ⊗-cocomplete if C admits arbitrary colimits and the tensor product ⊗ commutes with geometric realisations and filtered colimits in both variables. Proof. This is a general statement about symmetric monoidal homotopy left Kan extensions, see [AFT17, Lemma 2.17]. By Lemma 2.17 in [AFT17] we only need to verify that the functors Aside from the colimit formula (4.17.1) one also has a (derived) coend formula that computes the (homotopy) left Kan extension, see e.g. [Rie14, Ex. 9.2.11]. We have 4.3. The proof of excision. We will now formulate and prove the ⊗-excision property. We start by specifying how one is allowed to decompose global quotients.
Convention. From now on we will assume that any symmetric monoidal ∞-category C, appearing as a target for factorization homology, is ⊗-cocomplete. that is a manifold bundle over (−1, 1).
18 Recall S ⊗ c ∈ C for S ∈ Spaces and c ∈ C is the homotopy colimit of the constant functor S naturally has the structure of an E 1 -algebra in C.
Proof. Recall that specifying an E 1 -algebra structure is equivalent to specifying a Disk fr 1 -algebra structure, by Example 4.5. Let us denote the free local model by R ∈ Disk fr 1 . Any framed embedding (g, h, r) :
where we used Fr(N × R) ∼ = Fr(N ) × Fr(R) and P G (N × R) ∼ = P G (N ) × P G (R). Functoriality of the symmetric monoidal functor H yields a map
We fix oriented embeddings between the intervals 
to be the geometric realization of the following simplicial object 19 in C 
Proof. The simplicial object 4.22.1 has a canonical augmentation
given by H(µ − µ + ). 20 This induces a map from the geometric realization. 
A is an equivalence.
To prove the theorem we will rewrite the colimit based on a collar-gluing. In order to do that we need to have a good understanding of how the mapping spaces decompose based on a collar-gluing. We will first answer this question, making use of the model for the mapping spaces provided by the configuration spaces (Theorem 3.6). Let [M/Γ] be a (ρ, G)-framed global quotient with a collar-gluing, and fix integers k I ≥ 0 for I ≤ ρ Γ. The bar maps µ − , µ and µ + induce maps between the configuration spaces
which allows us to define the following simplicial object
in Spaces.
20 To be precise the image under H of the restriction of
Proposition 4.27. The geometric realization of the simplicial object in Spaces of Equation (4.26.1) is modelled by the space
Let us call the simplicial space of Equation (4.26.1) C • . We will compute hocolim C • by strictifying the simplicial diagram C • . We are thankful for Hiro Lee Tanaka's suggestion of strictifying the diagram by using a variation of the Moore path space.
Proof. The proof for general G is verbatim the same as the proof for G = e. So to simplify notation we will treat the case I≤ρΓ F
Recall finite products commute with homotopy colimits of simplicial spaces. Therefore, it suffices to treat the case F I k [M/Γ] for arbitrary I ≤ ρ Γ and k > 0. Thus we fix from now on I and some k ≥ 0, and we introduce some notation. We let π : M → [−1, 1] be the collar-gluing and we set
We can then define the following (strict) simplicial spaceS • :
Here the face maps are a variation on bar maps where one combines pieces as follows
by mapping to a configuration in the cocatenation of M i + and M 0 (i, j), and so forth. The degeneracies are standard (identifying a piece with the matching part of the coproduct). We need to adapt the simplicial spaceS • slightly to account for the following. The configuration spaces F I k are ordered configurations so that
We define the simplicial space S • exactly asS • , but accounting for these multiplicities, e.g.
Note that we have a (homotopy coherent) map C • → S • obtained by rescaling components. This is a levelwise weak equivalence and therefore we find hocolim C 
is modelled by the space
Proof. Let us call the simplicial space of Equation (4.26.1) C • and the simplicial space above
Recall that we have the weak equivalences
of Theorem 3.6. Observe that applying
This map is a levelwise weak equivalence and hence induces a weak equivalence between the homotopy colimits. We obtain the following commutative diagram
where have shown that the vertical maps are a weak equivalences. The bottom horizontal map is a weak equivalence by Proposition 4.27. By two-out-of-three it follows that the top horizontal map is also a weak equivalence.
We can now prove Theorem 4.26. Our proof is a generalisation and expansion of Francis's proof of excision for factorization homology of manifolds given in [Fra13, Proposition 3.24].
Proof of Theorem 4.26. We will make use of the coend formula (4.19.1) for factorization homology. By definition of the derived coend [M/Γ] A is then computed as the geometric realization of the simplicial object
Thus we recognise the distinct terms of our coend formula computing factorization homology. Using again our assumption that the tensor product commutes with geometric realizations we find that
A with the face maps being exactly the bar maps. By definition we thus find
This completes the proof. Proposition 5.3. (Mayer-Vietoris) Let X = X + ∪ X 0 X − be a Γ-equivariant decomposition of X into Γ-CW complexes. Then for any Bredon (co)homology theory we have We have the following well-known property of Bredon (co)homology:
We now consider the symmetric monoidal ∞-category Ch ⊕ k of chain complexes over some field K. The Bredon (co)homology of a Γ-CW complex X also has an explicit construction as the homology of a certain assigned chain complex C Γ * (X, M ) [Bre67a, Bre67b] . Since every Γ-manifold admits a Γ-CW structure [Ill72, Cor. 4 .1], we can view Bredon homology as a symmetric monoidal functor
. 23 Bredon cohomology yields a symmetric monoidal functor
In both cases there are no restrictions on ρ.
Proposition 5.7. Any Bredon (co)homology theory with (contra/co)variant coefficients A is computed by factorization homology, i.e. Proof. Preserving sequential colimits is clear, so we only need to verify the C Γ * satisfies ⊗-excision. Indeed, a collar-gluing for X induces a decomposition X = X − ∪ X 0 X + and taking singular chains then give a quasi-isomorphism
by the Mayer-Vietoris property 5.3.1. The proof for C * Γ is identical. 5.2. Chen-Ruan cohomology of almost complex global quotients. W. Chen and Y. Ruan developed a cohomology theory for almost complex orbifolds that is not necessarily restricted to global quotient orbifolds [CR04] . This cohomology theory takes inspiration from string theories constructed out of orbifolds, as were considered in [VW94] for example, and provides the definitions of orbifold Euler characteristic and orbifold Betti numbers. The Chen-Ruan cohomology theory allows a simple description for global quotients as we will now recount. For the general theory we recommend [ALR07, Chapter 4]. For g ∈ Γ we denote with g M g := {(g, x) ∈ Γ × M : gx = x}. The space g M g has a natural Γ-action via h · (g, x) = (hgh −1 , hx). 
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Lemma 5.11. Let ρ : Γ → GL(C n ) be a complex representation. A (ρ, GL(C n ))-framed global quotient is an almost complex global quotient.
Proof. It is well known that a GL(C n )-structure on M corresponds to an automorphisms J : T M → T M such that J 2 = −id. Namely, acting by i on the GL(C n )-bundle P GL(C n ) (M ) induces an involution i of Fr(M ). Now take the associated vector bundle map J to i obtained through the canonical identification T M ∼ = Fr(M ) × GL(2n) R 2n .
We have that c g (P GL(C n ) (M )) ⊂ P GL(C n ) (M ) for all g ∈ Γ with c g (p) = g * (p) · ρ(g) −1 . By our assumption on ρ this implies that g * (P GL(C n ) (M )) ⊂ P GL(C n ) (M ). In particular g * commutes with the i-action on P GL(C n ) (M ) and hence g * and J commute i.e. J is Γ-equivariant.
We note that the assignment [M/Γ] → [g]∈Conj(Γ) M g /C G (g) is functorial and sends disjoint unions to disjoint unions so that
defines a symmetric monoidal functor.
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Proposition 5.12. For any ρ : Γ → GL(C n ) Chen-Ruan cohomology is computed by equivariant factorization homology, i.e. 24 The Heisenberg algebra is a super Lie algebra one can associate to a Z 2 -graded vector space; it plays an important role in supersymmetric quantum field theory. 25 Here we are forgetting a framed embedding down to the underlying equivariant embedding, see Remark 2.45, which induces a map on the level of C Proof. Preserving sequential colimits is clear, so it only remains to verify ⊗-excision. Indeed, if M = M − ∪ M 0 M + is a collar-gluing we have We have the following natural generalization of traces and Hochschild homology in the presence of involutions.
Definition 5.14. Let (A, φ) be a unital K-algebra with involution.
1. We define the φ-twisted traces of A to be 
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Remark 5.18. The natural S 1 -action on itself by rotations is an action by framed Z 2 -equivariant diffeomorphisms of S 1 . By the functoriality of factorization homology, the φ-twisted Hochschild homology inherits a canonical (homotopy) S 1 -action.
5.4. Categorical representation theory. Let K be a field. We consider factorization homology with values in the (2, 1)-category of categories Rex. By a K-linear category we mean a category enriched over Vect. We follow the exposition of Rex given in [BZBJa] .
Recall that a functor is called right exact if it preserves finite colimits. A category is essentially small if it is equivalent to a small category.
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Definition 5.19. Rex is the 2-category of K-linear essentially small categories that admit finite colimits with morphisms right exact functors and 2-morphisms natural isomorphisms.
