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Obstacle Avoidance Conceptual Design 
1.0 This is the first of three status reports dealing 
with the development of an obstacle avoidance algorithm 
for tower detection. The objective of this work is to 
design an algorithm capable of detecting one meter wide 
towers from ranges greater than 1.5 kilometers. The 
sensor used is assumed to have a height of 61 meters (± 
15%) while the towers to be detected will also be 
approximately 61 meters (± 15%)tall. The objectives of 
this report are as follows: 
(1) Survey literature on tower detection 
algorithms. 
(2) Critique existing algorithms in terms of 
applicability to the MUFFLIR scenario. 
(3) Describe a system approach to tower detection 
flexible enough to handle various types of 
imagery (FLIR, video, synthetic). 
(4) Create a synthetic database for initial 
testing. 
(5) Outline the research being performed for the 
next status report. 
2.0 Tower Detection Literature Search 
A literature search was performed in an attempt to 
identify previous work in the area of tower detection. A 
total of twelve references [Appendix A] were generated, 
but they related mostly to applications dealing with 
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radar. The search was further broadened to cover 
collision and terrain avoidance. This generated seven 
additional references [Appendix B] that were of interest 
to the overall MUFFIR scenario but not of direct 
application. 
In terms of an algorithm for detecting towers at 
low flying altitudes, the lack of previous work 
indicates that the effort underway is: 
(1) state-of-the-art as no other activities in this 
area can be identified, and 
(2) probably very difficult in nature as most of 
the simple detection problems have been 
solved and published by the academic (and 
partly by the aerospace) community. 
3.0 System Approach 
In order to accurately detect towers in visual 
imagery, their limited characteristics must be fully 
exploited. A priori tower information in the MUFFLIR 
scenario includes the following facts: 
(1) The towers will be 61 meters (± 15%) in height 
and one meter in width. 
(2) The sensor will be flying at approximately 61 
meters (+ 15%) and will therefore always be 
within 18 meters of the tower height. 
(3) The tower must be detected at sufficient range 
to permit the aircraft to automatically avoid 
the tower without pilot intervention and 
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without the aircraft being required to sustain 
more than lg. This range is projected to be 
approximately 1.5 kilometers. 
(4) The tower will be 1 ° C above ambient air 
temperature. 
(5) The Imagery used is assumed to be heads-up, 
therefore towers will be vertical with respect 
to the horizon. 
Two locations exist in which towers may occur: open 
fields and forest areas. Based on this, two hypothesis 
were initially made during algorithm design. The first 
is that a vertical tower in a horizontal field may 
produce an inverted "T" effect which should be 
detectable. The second is that typically two-thirds of 
the tower will extend above the forest area. The fact 
that tree top regions are rather busy with edges also 
provides some contextual information in regards to the 
inverted "T" horizon base. 
Based upon this information, a proposed tower 
detection system was created as shown in Figure 1. The 
system consists of four major stages preprocessing, edge 
detection, prescreening and structural analysis. 
Preprocessing consists of enhancing the edge 
quality of the image as well as removing the random 
noise produced in most sensors. As synthetic imagery is 
rather noise free and crisp, the first phase of this 
task doesn't make use of the enhancement techniques 
that are required for video and infrared image. When 
video data is received from Martin Marietta's Simulation 
and Test Lab, a decision will be made on applicable 
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FIGURE 1. TOWER DETECTION SYSTEM 
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preprocessing performed will always be determined by the 
type of imagery provided therefore requiring multiple 
enhancement techniques to exist within the system. 
Edge detection convolves a number of digital 
filters with the image in an attempt to identify the 
location of strong object and region edges. As with 
preprocessing, each type of imagery will require 
different types of filters. Twelve different types of 
edge filters exist are in current system. They are 
- Roberts 	 - Argyle 
- Sobel - Macleod 
- Compass Gradient 	- Frei-Chen 
- Kirsch 	 - Prewitt 
- Laplacian -,Energy 
- Magnitude Contrast - Star 
The extraction of lines that correspond to objector 
region edges is based on the assumption that the light 
intensity is constant or smoothly varying over the image 
of an object face and jumps discontinuously at the 
intersection with the image of another face. This 
assumption is valid if the object surfaces are smooth, 
homogeneous, and opaque and the lighting is uniform and 
arranged to eliminate shadows. 
In a continuous image plane, points at which the 
intensity changes discontinuously are easily identified 
to be those where the gradient of the intensity function 
is either infinite or larger than a predetermined 
threshold. An approximation for this gradient for a 
digital picture is given by 
R(i,j) =\,/{ (i+1,j+1)-g(i,j)}4{g(i,j+1)-g(ii-1,j)} 2 
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where g(i,j) is the image intensity at pixel (i,j) 
(Figure 2). 






    
    
Figure 2. Robert's Gradient Operator 
The direction of the gradient is then given by the angle 
a where 








    
The above definition of gradient is called the Robert's 
Cross Operator [1]. An edge is said to be present at 
pixel (i,j) if R(i,j) is less than a chosen threshold. 
Due to its size, the Robert Cross Operator is not 
immune to the effects of noise. For this reason, the use 
of a larger neighborhood, such as the 3-by-3 Sobel [2] 
operator, typically produces more reliable results. The 
Sobel operator (Figure 3) basically forms a nonlinear 
computation of the edge magnitude for a given pixel. 
1 2 1 
0 0 0 
-1 -2 -1 
1 0 -1 
2 0 -2 
1 0 -1 
Figure 3. Horizontal & Vertical Sobel Operators 
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Compass Gradient [3] Masks (Figure 4) convolve with 
an image array to produce a two-dimensional discrete 
differentiation, but as with the Sobel operator, require 
a mask for each different edge direction being analyzed. 
Additionally, gradient masks use zero weighting so that 
there is no output response over constant luminance 
regions of an image. Kirsch [4] has used an edge 
detector with slightly different masks (Figure 5) which 
employ a non-zero weighting scheme. Again eight masks 
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Figure 4. Compass Gradient Masks 
Edge sharpening, without regard to edge direction, 
can be obtained by convolution of an image with a 
Laplacian mask [5]. Several types of Laplacian masks 
are shown in Figure 6. 
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Figure 6. Laplacian Masks 
The magnitude contrast algorithm [6] exploits the 
luminance contrast of edge regions to extract edge 
elements without regard to direction. Arglye [7] and 
Macleod [8] operators (Figure 7) make use of gaussian-
shaped weighting functions. In these masks, the edge 
weights drop exponentially as the distance from the edge 
increases. The weights also drop along the edge as the 
distance from the center increases. Gaussian masks 
basically de-emphasize the effects of points away from 
the center. 
Frei and Chen [9] have developed eight orthogonal 
vectors that form a complete basis (Figure 8). The first 
four masks are suitable for the detection of edges 
whereas the last four masks represent templates suitable 
for line detection. 
The Prewitt filters [2] are similar to the Kirsch 
operators but are based on a different non-zero 
weighting scheme weighting as shown in Figure 9. The 
energy filters were designed by Laws [9] to extract 
texture patterns for region classification. Only five of 
the original dozen are used in this work as they 
specifically relate to edges extraction (Figure 10). 
The Star [10] filter (also shown in Figure 10) is an 
operator based on this same theme. 
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GAUSSIAN-SHAPED WEIGHTING FUNCTIONS 
[1] ARGYLE FUNCTION - A SPLIT GAUSSIAN FUNCTION DEFINED IN ONE DIMENSION AS 
H(X) = EXP  -1/2 6p 21 FOR X>0 
H(X) = -EXP t-1/2 00 21 FOR X<0 P . 	• - 
WHERE P IS A SPREAD FuNrTION 
[2]MACLEOD FUNCTION - SUPPRESSES THE EFFECT OF PIXEL VALUES IN THE EDGE 
TRANSITION REGION 
H(X) = EXP /-1/2 (1) 21 [EXP F1/2 (V) 2 1 -EXP 1_1/2 (X+P)211  
WHERE P AND T ARE SPREAD FUNCTIONS 






































OF EDGE SUBSPACE 
FREI AND CHEN 
BASIS OF LINE SUBSPACE 












1 -1 -1 
1 -2 -1 
1 1 1 
Figure 9. Prewitt Operators 
Once edges are detected, a prescreening occurs 
which consists of edge degapping and edge reduction. Due 
to the nature of digital imagery, contiguous edges may 
appear as line segments separated by pixel gaps. Edge 
degapping analyzes line segment continuity and fills 
localized gaps in an attempt to construct complete 
edges. The degapping process is limited to one and two 
pixel gaps due to the forward view of the sensor. 
Without this limitation natural terrain areas may appear 
as streaks due to the number of stray lines present. 
Edge reduction removes any remaining stray edges based 
upon size and edge strength. 
Ancillary information in the form of temporal image 
history, range data, or any available a priori 
information is used during prescreening to aid in the 
detection of towers. This information indentifies high 
confidence areas and edge in the current image that 
should be maintained and exploited during prescreening. 
Structural analysis performs the actual detection 
of towers and associates a detection confidence with 
each tower. Several convictions currently exist 
including the following: 
0 	Different edge detectors will be required for 
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- Synthetic imagery is too ideal 
- STL imagery is more representative of actual 
data 
0 	Temporal information will increase algorithm 
performance 
- increased Pp , decreased FA 
0 	Tower structure is a function of range 
- Algorithms may need to be adaptive based 
on range 
- Guide wires and substructure may be 
detectable at close range 
0 	A Knowledge-based approach may help avoid other 
threats 
- Communication power line towers are usually 
linear in placement 
- Wires may exist between towers or as 
supports 
Figure 11 outlines the basic algorithm concept currently 
being developed on this task. The next status report 
will detail the specific algorithms being implemented 
as well as present results achieved using synthetic 
imagery. 
5.0 Synthetic Database For Tower Detection 
A synthetic database has been created for initial 
algorithm evaluation using the Georgia Tech Visual Model 
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BASIC ALGORITHM CONCEPT 
1) DETECT ALL OF THE EDGES WITHIN AN IMAGE 
2) DEW ADJACENT EDGES AND SLPRESS NOISY EDGES 
3) LOCATE VERTICAL STRUCTURES 
4) EXPLOIT NONVERTICAL EDGES FOR TERRAIN INFORMATION 
5) PERFORM A TEMPORAL CORRESPONDENCE OF PAST FRAMES 
6) EVALUATE HIGH PROBABILITY STRUCTURES 
7) IDENTIFY TOWER LOCATIONS AND COMPUTE DETECTION CONFIDENCES 
FIGURE 11. BASIC ALGORITHM CONCEPT 
described in Appendix C. Using a DMA ARTBASS database 
(in which a pixel represents 12.5 with height tolerance 
of ± 1 meter), towers with a height of 61 meters (± 15%) 
are generated and correctly scaled to the topography in 
which they will be placed. 
In the ARTBASS data itself, each facet contains a 
class number which is used to generate an accurate 
intensity model based upon the region types 
encountered. In this manner, an actual image of forests, 
river, roads, etc, is constructed and the tower model 
generated is then placed in an appropriate location. Any 
possible obscurations of the tower are accounted for 
creating a representative "tower" image which is placed 
in the database. The current database consists of several 
synthetic images of a tower in an open field and in a 
forest area with ranges varying from 2.0 to 0.5 
kilometers. Appendix D contains a sample tower closure 
sequence as well as two distant views of the imagery 
created by the visual model. Initial algorithm 
evaluation using this imagery will occur during the 
second phase of this task. 
6.0 Future Plans 
The second phase of this activity consists of the 
following goals: 
0 	Complete work on the structural analysis 
component of the tower detection system 
0 
	
	Create an ancillary information source for the 
existing synthetic database. 
0 	Detail and evaluate the end-tv-end simulation 
(specifically the structural analysis 
algorithms) using the synthetic database 
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0 	Acquire the Martin Marietta STL database to be 
used in actual algorithm performance analysis 
Phase three of this task will concentrate on 
evaluating the tower detection system using STL data 
which will be more representative of actual system 
performance. Figure 12 outlines the entire project 
schedule from start to final report. At this time it is 
anticipated that several milestones will be met before 
scheduled allowing for further analysis of the 
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SYSTEM TO MMC 
FIGURE 12. TOWER DETECTION MILESTONES 
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Distribution: DoD only: others to Commanding 
General, Army Electronics Command, Attn: 
AMSEL-BL. Fort Monmouth, N. J. 07703. 
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UNCLASSIFIED REPORT 
ABSTRACT: 	Research on vertically integrated 
boundary-layer winds applicable in Air Force 
paradrop operations required wind and temperature 
data taken on tall (higher than 250 ft) 
instrumented towers. The report represents 
findings from a search for such data. It provides 
an annotated listing of tall towers from which winds 
have been measured. The annotation consists of the 
following items when known: sensors used and their 
height; time periods over which measurements are 
averaged; data collection periods, format, and 
availability; other parameters concurrently measured 
on the tower; other boundary layer observations 
concurrently taken within a radius of about 20 mi; a 
listing of some studies using the data; and other 
pertinent information. (Author) 	 (U) 
DESCRIPTORS: (*TOWERS, *METEOROLOGICAL INSTRUMENTS), 
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papers entitled 'Turbulent Transport Near the 
Ground as Determined from Measurements of the 
Ozone Flux and the Ozone Gradient' by 
Victor H. Regener and Luis Aldaz; 'Flux 
Measurements of Atmospheric Ozone Over Land 
and Water' by Lius Aldaz; and 'Folded 
Optical Path of Great Length from Multiple 
Reflections Between Two Corner Cube 
Reflectors' by Victor H. Regener. The 
report also contains 205 computer-plotted graphs 
showing profiles of ozone, temperature and wind in 
the first 18 meters above the surface. These 
graphs contain a total of 382 profiles which were 
obtained on 37 days from December 22, 1966 to 
April 2, 1968. (Author) 	 (U) 
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ANALYSIS OF DESIGN CHARACTERISTICS OF METEOROLOGICAL 
TOWER FACILITY. 	 (U) 
DESCRIPTIVE NOTE: Final rept., 
JAN 68 	100P 	Hochreiter,Frederick C. ; 
PROD: FAA-450-402-06E 
UNCLASSIFIED REPORT 
ABSTRACT: 	An analysis of design characteristics 
for an aviation oriented meteorological tower 
facility is discussed. The feasibility of 
converting an existing 160 ft. Air Height 
Surveillance Radar Tower is investigated. 
The study also incorporates an analysis of the 
instrumentation required to adequately describe the 
desired parameters, as well as sensor 
characteristics, sacing, orientation, and 
configuration, and the cost of such instrumentation. 
The feasibility of using the laser and aerosol 
measuring devices in the tower facility is discussed. 
Conclusions support the establishment of the 
Meteorological Tower test bed with a capability 
for measuring all parameters of interest to aviation 
terminal operations. The mass of the Tower gives 
it the stability necessary to affix components of 
transmissometer systems that will aid in slant 
visibility studies. (Author) 	 (U) 
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PROD: 0A-1-T-061102-B-53-A 
TASK: 1-T-061102-B-53-A-17 
MONITOR: ECOM 5219 
UNCLASSIFIED REPORT 
ABSTRACT: 	Four cases of variation of wind and 
temperature over periods of approximately 12 hours in 
the first 152 meters of the planetary boundary layer 
are examined in some detail. An effort is made to 
explain some observed marked changes in wind and 
temperature which may not be apparent on the usual 
synoptic chart because of their mesoscale or 
microscale characteristic. (Author) 	 (U) 
DESCRIPTORS: (*WIND, DIURNAL VARIATIONS), (*ATMOSPHERIC 
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Distribution limited to U.S. Gov't. agencies only; 
Test and Evaluation; Jun 73. Other requests for 
this document must be referred to Commanding Officer, 
Armament Development and Test Center, Attn: 
DLWG. Eglin AFB, Fla. 32542. 
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Distribution limited to U.S. Gov't. agencies only; 
Test and Evaluation; Sep 72. Other requests for 
this document must be referred to Commander, Armament 
Div., Attn: TESR. Eglin AFB, FL 32542. 
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CONFIDENTIAL REPORT 
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SIGNALS, LOW ALTITUDE, SIMULATION 	 (U) 
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ARMAMENT DEVELOPMENT AND TEST CENTER EGLIN AFB FLA 
EVALUATION OF THE AN/TPS-54 RADAR SET. 	 • (U) 
DESCRIPTIVE NOTE: Final rept. 1 Apr-4 Jun 88, 
AUG 88 	54P 	Doubleday,Robert D. ; 




Distribution: No Foreign without approval of 
Commanding Officer, Armament Development and Test 
Center, Attn: ADTTY. Eglin AFB, Fla. 
32542. 
ABSTRACT: 	A field evaluation of the AN/TPS-54 
radar sat, which was designed to satisfy a need for a 
lightweight, highly mobile, ground-based surveillance 
radar, was conducted. No major deficiencies were 
found in the performance of the AN/TPS-54. 
Some minor inadequacies were found; however, they 
had little impact on the overall capabilities of the 
test item. It is recommended that the AN/TPS- 
54 radar set be considered for addition to the Air 
Force inventory. (Author) 	 (U) 
DESCRIPTORS: (*SEARCH RADAR, PERFORMANCE(ENGINEERING)), 
(*RADAR EQUIPMENT, SEARCH RADAR), AIR FORCE EQUIPMENT, 
MOBILE, GROUND SUPPORT EQUIPMENT, MOVING TARGET 
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Cost Effectiveness of Alternative 
Configurations of Future Attack Helicopter 
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REPT. NO. IDA-S-531 
CONTRACT: MDA903-79-C-0320 
MONITOR: IDA/HQ.SBI 	80-22595,AD-E500 324 
SECRET REPORT 
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ABSTRACT: 	The study evaluates the cost and 
effectiveness of several alternatives for the 
Advanced Attack Helicopter. The current AH- 
1S is considered together with several proposed 
modifications to its avionics and missiles. In 
addition to the AH-64, the Armed BLACK HAWK and 
a COBRA/HELLFIRE are also considered for the AAH 
role. Effectiveness estimates are made using the 
TETAM model for a variety of threat levels, terrain 
and visibility conditions, including likely 
battlefield obscurants. 
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*Cost effectiveness, Terrain avoidance, 
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DESCRIPTIVE NOTE: Final rept. 1 Sep 74-10 Jul 75, 
JUL 75 	135P 	Robinette,S. L. ;Rhodes,J. 
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ABSTRACT: 	An anlvsis and evaluation has been made 
of available range instrumentation which would permit 
White Sands Missile Range to measure 
performance of low-flying missiles and aircraft, with 
the following accuracy objectives: 10 feet in 
position, any axis; 5 feet per second, in velocity; 
and 5 feet per second in acceleration. A 
configuration was analyzed which used range 
measurements from ground sites to determine the 
position of an overflying aircraft, and tracking 
(measurements of range and pointing angles from the 
aircraft to the test vehicle) to determine the 
position of the low-flying vehicle. An inertial 
measurement unit, an altimeter, and a digital 
processor in the aircraft would establish attitude of 
the airborne reference system. No available 
airborne tracking equipment was found which would 
meet the White Sands Missile Range 
requirements. Both millimeter and laser airborne 
radars were evaluated as candidates for device 
development programs, to perform the function of 
airborne tracking. The possibility was examined of 
using an available Ku band airborne radar to 
determine altitude with 10 foot accuracy, the 
assumption being that higher horizontal position 
errors (approx 50 feet) could be tolerated. A 
ground based laser radar network, and a 
multilateration technique were analyzed. The latter 
would require range measurements from ground sites to 
the low-flying target, from the ground sites to an 
overflying aircraft, and from the aircraft to the 
low-flying target. (Author) 	 (U) 
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ABSTRACT: 	The report deals with the derivation of 
a new expression for PC, the probability of 
	'-g, for a terrain-following missile. It is 
compared with the older, commonly used expression for 
PC. In general, it gives more pessimistic 
results; i.e., the missile must fly higher in order 
to achieve a probability of not crashing equal to 
that obtained by the older method. (Author) 
	
(U) 
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this document must be referred to Johns Hopkins 
Univ., Applied Physics Lab., Attn: Naval 
Plant Representative. Silver Spring, Md. 
20910. 
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Distribution limited to U.S. Gov't. agencies only; 
Test and Evaluation; Jul 73. Other requests for 
this document must be referred to Commander, 
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Patterson AFB, Ohio 45433. 
SUPPLEMENTARY NOTE: Prepared in cooperation with Martin-
Marietta Aerospace Div. See also volume 5, AD- 
529 289L. DDC Form 55 not necessary for document 
request. 
ABSTRACT: 	This volume contains a detailed 
description of the MPM baseline guidance system, 
including operational concept, guidance logic, system 
and subsystem block diagrams. Guidance system 
performance is estimated for each MPM mission for 
both benign and nonbenign conditions, and the 
guidance system packaging approach is described. 
The state-of-technology vis-a-vis the baseline 
guidance system design requirements is assessed, and 
an advanced development program is outlined. The 
impact on the baseline guidance system design of 
removing secondary missions is discussed, and avionic 
support requirements and aircraft compatibility are 
addressed. Guidance system reliability, 
maintainability, 10-year life cycle cost and nuclear 
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SUPPLEMENTARY NOTE: Prepared in cooperation with Martin-
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request. 
ABSTRACT: 	This volume contains a derivation of 
missile and guidance system performance requirements 
for each MPM mission. Included are missile range, 
velocity, maneuverability, reaction time, radar cross 
section, miss distance (SEP/CEP), and terrain 
clearance requirements. (Author) 	 (U) 
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APPENDIX C. GEORGIA TECH VISUAL MODEL 
Computer graphics modeling techniques are providing a new tool 
for evaluating and improving the performance of military 
target acquisition and guidance systems. 
An Infrared Background Clutter 
Model Using 3-0 Computer Graphics 
G. R. Loefer, D. E. Schmieder, W. M. Finlay, and M. R. Weathersby 
Georgia Institute of Technology 
The most difficult problem in fixating and defining 
military targets by means of infrared acquisition systems 
is the presence of background clutter. This interference 
caused by natural and man-made objects confuses sys-
tems designed to find and track targets autonomously 
and places a severe limit on their performance. Many 
autonomous target acquisition and guidance systems are 
under development. They range from small and compact 
submunitions with limited processing power to large, 
powerful target screeners and map correlators. However, 
they all face the same problem—well before they reach 
their temporal noise sensitivity limits, these systems 
reach the performance limits imposed by the effects of 
background clutter. 
There is need for an evaluation tool capable of both 
assessing system performance in clutter and increasing 
our understanding of clutter itself. The Georgia Tech In-
frared Background Clutter Modell was developed for 
that purpose. It is intended to reduce dependency on 
flight testing for system evaluation, to permit system 
design optimization in the laboratory, and to provide in-
sight into real-world clutter behavior. 
The Georgia Tech model combines computer graphics 
and infrared physics to produce synthetic scenes with the 
statistical properties of real scenes. The scenes can be 
viewed from any geometry and include concave and con-
vex surfaces as well as hidden objects. They may ilcor-
porate multiple illuminating sources for diffuse reflec-
tion or self-emission modeling.. Targets, buildings, and 
other natural or wan-made clutter objects can be inserted  
with any orientation anywhere in the scenes. The new 
model allows full simulation of varying depression an-
gles, range closure, and fly-over, 
Modeling of real scenes 
Real scenes are composed of collections of different 
classes of objects. Although these collections can be 
either homogeneous or a mixture of classes, objects of 
the same class tend to be clustered spatially, and, 
together, these clusters form a large-scale scene struc-
ture, or macrostructure. One can model this structure by 
dividing a scene into regions of varying size and shape 
and recreating the properties of a single class of object 
for each region. Properties important in producing real-
istic scenes are the spatial structure (including class distri-
bution, transition regions, texture, and 3-D effects), ra-
diance statistics, and spectral distributions. 
Radiance distributions of scenes containing an ensem-
ble of background features resemble multimodal Gaus-
sian distributions. This resemblance is caused by the fact 
that the background features have differing temperature 
means and deviations, but each feature has its own Gaus-
sian distribution. The radiance of a feature is a function 
of both temperature and emissivit y and is also Gaussian 
in nature. Figure 1 shows histograms illustrating these 
ensemble distributions. The top curve shows the histo-
grams of the background features contained wit hin the 
two small boxes (0); each has its own mean and &via- 
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Um The bottom histograni is for the large box (c) and 
shows how a multimodal radiance distribution arises 
from an ensemble of homogeneous classes with different 
means. In fact, it can be shown that the statistics for an 
ensemble of different classes with homogeneous Gaus-
sian intensity distribUtions Produc.: a non-Gaussian 
distribution with meah At and variance a (2 . The total 
statistics are related to the individual statistics by 
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NT = E Ni 	 (3) 
i= I 
N 1 = number of pixels in class i, Ni> > I 
N r = total number of pixels in scene 
6, = fraction of scene for class i 
ai = standard deviation for class i 
= mean for class i 
m = total number of classes in scene 
The effect of each class on the ensemble statistics is 
directly related to the area (number of pixels) that class 
occupies. This leads to a more formal definition of a class 
Figure 1. Radiance distribution. The top histogram is derived from features within the two boxes (a, b). The bottom 







as a set of spatially contiguous points with stationary ra-
diance statistics. Observations to date have shown that 
these distributions are, in general, Gaussian, 
The scene generation process calculates Gaussian ra-
diance distributions for the various background objects 
by assigning different temperatures and emissivities to 
objects of different classes. Changes in ambient condi-
tions can change both the radiance Mean and deviation in 
varying degrees from class to class because differences 
In thermal mass and emissivity affect temperature dis-
tributions. 
Transition regions between objects of different classes 
show special properties. In man-made features, the ob-
jects tend to be fairly homogeneous, with sharp transi-
tions between classes (e.g., between a garage and a drive-
way). Natural feat ures 2 generally tend to be less homoge-
neous with transitions characterized as spatially extended  
regions where two or more classes are mixed (a notable 
exception is the transition from water to land). The syn-
thetic clutter model uses two methods to produce such 
features. First, the model varies object class boundary 
regions with a random spatial distribution to repre,sent an 
irregular boundary in the direction parallel to the class 
transition region. Second, between homogeneous classes 
the model places regions of classes with properties of a 
mixture of t he adjacent classes as determined by Equa-
tion I. Examples of such mixed classes are readily seen in 
forests containing both deciduous and evergreen trees or 
in a weed-grown garden with patches of bare earth. 3 
 Such transition regions can be thought of as the spatial
mesostructure of the scene. 
Another spatial property is texture, or microstructure. 
Figure 2 shows a synthetic scene with different classes of 
texture. The scene synthesis model generates the various 
Figure 2. A synthetic scene with all classes assigned dif feront properties demonstrates several classes of texture. 
tstm It April 11l t 	 57 
texture classes from a two-dithensional, autoregressive 
algorithm demonstrated by Hdralick , 4 In the upper and 
lower quarter is a plowed open field wit h.a furrowed tex-
ture. At the upper left and between the lower field and 
the road are regions of trees. The areas between the farm 
dwellings (right center) and the pond (left center) contain 
grass with two textures: long, coarse grass and short, 
mowed grass with a smoother texture. Each texture de-
fines an autocorrelation length for each class. Designers 
of advanced sensors (hay Use such textural features in 
target discrimination algorithms. These designers need 
textured scenes as a sensor evaluation tool. 
Most real-world objects also exhibit widely varying ap-
pearance when viewed from different angles, due primar-
ily to their three-dimensional anisotrapy. Most 3-D ef-
fects can be modeled by using 'a topographic model. How-
ever, some natural objects (such as isolated trees) and 
most man - made objects (such as vehicles or bridges) can-
not be modeled topographically since they are concave or 
multivalued at some or all grid points. A better approach 
to modeling these objects is to construct geometric solids  
from triangular facets. With these two approaches, 
changes in target signature and background clutter levels 
can be accurately modeled. The scene shown in Figure 3, 
for example, is a portion of the scene shown in Figure 2, 
viewed from a different angle. 
Some sensors use mu ltispectral acquisition/discrimi-
nation algorithms, for which proper spectral properties 
must be modeled. Up to this point, the scene generation 
process is independent of sensor characteristics; that is, 
class properties generated are random distributions of 
temperature. In order to calculate sensor response, the 
effecti ■ie radiance in the proper spectral bands must be 
calculated from the wavelength response of the sensor(s), 
relative spectral emissivities for each class, and an atmos-
pheric transmission curve. Multiplying these functions 
with blackbody functions and integrating the result pro-
duces a radiance map for each spectral band. This data is 
necessary in evaluating sensors that rely on information 
from more than one spectral region. 
Structure, content, temperature, emissivity, texture, 
topography, and spectral radiance are important proper- 
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Figure 4. Flowchart of the complete 3-D scene generation process. 
The chart on the left is a detailed description of the process enclosed 
in the dotted box on the right. 
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ties of real scenes—they all must be accurately modeled 
	
xi' = a, • A + xi 	 (5a) 
to produce valid evaluation results 	
Ye' = cr, • B + ye (5b) 
Model Implementation 
This section describes the key algorithms used during 
the modeling process. Figure 4 outlines the method of 
generating 3-D scenes containing targets. A class map is 
generated under supervisory control, using high-order ir-
regular polygons to spatially distribute class values. Tem-
perature and emissivity values, from which radiance is 
calculated, are modeled by generating random variables 
with Gaussian distributions characteristic of each class. 
Class statistics are controlled through a class table 
lookup. Topographic (height) data are also generated on 
a class-by-class basis. After selection of a viewing geome-
try, the 3-D projection is performed; a depth buffer per-
forms hidden-object calculations. Finally, faceted 
models of targets and other objects tan be added to com-
plete the projected view. 
Class-map generation. A class map is Used to model 
two spatial properties of scenes. One of these properties, 
the IR (infrared) signature, is based on the premix: that 
In the real world, similar objects are usually grouped 
together rather than scattered randomly. In other words, 
there exist patches of the same type of abject. All in-
dividual objects of a class have nearly identical physical 
properties and therefore have similar IR signatures. Sec-
ond, different classes mix along generally irregular spa-
tial boundaries. Experience has shown that one key to 
producing realistic scenes is to recreate these irregular 
spatial boundaries between classes. A class map provides 
the necessary control over these two important spatial 
processes. 
The class map defines regions of A single type of object 
and determines the extent and distribution of objects in a 
scene. In the present Georgia Tech model configuration, 
the class map is generated via a highly interactive pro-
gram. Areas of classes are created under operator control 
of parameters that generate high-order, irregular poly-
gons. The vertices of the polygons are generated by add-
ing a controlled, random variability to regular 2-D 
polygons. 
One of the most useful formulations for generating the 
polygons is the following equation, which has been 
dubbed the "superellipse" 5 : 
( l x i  y , (I Yb I y = 	 (4) 
where, 
a, b are the semiaxes; 
(5 	can have any positive real value; and 
x, y arc vertex coordinates. 
Equation 4 generates pairs of x, y coordinates. A ran-
dom variability is introduced by using the x, y pair as the 
mean value of a hivariatc Gaussian distribution in spatial 
coordinates. For the it h vertex 
Nlai,h I Apt il 198 C 
where 
, 
	= the coordinates of the ith vertex of the 
regular polygon determined by Equation 4 
ox ,  ay = spatial standard deviations 
.4, B = normalized Gaussian random variable 
(zero mean, unit variance) from pseudo-
random number generator 
xe', ye' = randomized vertex coordinates 
A family of superellipses with constant a and b and 
variable a is shown in Figure 5. 
In the real world, similar objects 
are usually grouped together rather 
than scattered randomly. 
After the polygon vertices are generated, the area 
covered by the polygon is assigned a class number by 
which all class properties are indexed. A polygon-filling 
program t hat addresses the map matrix in a line-by-line 
raster mode loads the class map. From the ordered set of 
vertex coordinates, the fill program calculates the num-
ber and extent of segments interior to the polygon. The 
polygon may be irregular, concave or convex, or even a 
collection of several disconnected regions (i.e., the sides 
of the polygon may intersect each other). 
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Figure 5. Superellipset. A wide variety of shapes can be 
generated from the superellipse equations. These curves 
have the same semiaxes but have different values of the 
exponential coefficient. 
Use of the randomized polygons masks most but not 
all of the unnatural regularity of the basic superellipse. 
Further blending of classes and the addition of streams 
and rivers is accomplished by using' an operator-con-
trolled cursor to change values in the class map. This 
enhances boundary irregularities and allows insertion of 
areas for mixed classes of transition regions. Figure 6 is a 
typical class map. 
The main purpose of the superellipse is to rapidly fill 
large, contiguous areas of the class map with a single 
number, while maintaining operator control over shape, 
size, location, and boundary irregularity. Some of these 
forms must be regular in order to reproduce man-made 
features. Fractal curves could provide some (but not all) 
of these features. The superellipse can produce a wide 
variety of forms with only a few parameters: Fractal 
curves and fractional Brownian motion are being investi-
gated as enhancements for the generation of detailed 
topography and texture. 
Production of the class map is labor intensive and is 
not limited by the speed of the algorithms but by the deci-
sion process of the operator. The generation of t he class 
map represents a relatively small portion of the scene 
generation process, as a single class map can be used to 
produce many different scenes. (All t he scenes illustrat-
ing this article were produced from a single class map.) 
Radiance-map generation. Once the master scene has 
been defined by the class map, a wide variety of ambient 
conditions, scene content, and scene complexities can be 
generated with a class parameter lookup table. This table 
contains the parameters controlling temperature and 
emissivity statistics, which, in turn, control radiance 
mean and standard deviation for all classes. These pa-
rameters can be derived from a phenomenological mod-
el, empirically measured, or arbitrarily assigned. For 
each scene, the class map is scanned pixel by pixel, and 
each pixel is assigned a temperature and emissivity (in 
one or more bands), which is Gaussian-distributed ac-
cording to the class table parameters. I f there is a known 
correlation coefficient between two spectral bands, then 
the emissivity values in both can be generated by the 
expression 6 
Et = pt + al A 
= 11 2 a2 (pA + Vi — p2 B) 	 (6) 
where 
A, B = normalized Gaussian random variables 
Ai, A2 = emissivity mean value in spectral bands 1 
and 2 respectively 
a l , a2 = emissivity standard deviation in spectral 
bands I and 2 respectively 
p 	= spectral correlation coefficient (band I to 
band 2) 
Ei, E2 = emissivity in spectral bands I and 2 respec-
tively 
The use of Gaussian distributions of temperatures and 
emissivities has proven effective in producing radiances 
with Gaussian distributions, as one would expect from 
The effect of large real-world temperature 
differences on radiance statistics and 
correlation remains a difficult issue. 
published data, primarily because real-world temper-
ature differences (AT's) are on the order of a few degrees 
Celsius. For these small AT's, the radiance integrated 
over the typical IR spectral bands is approximately linear 
and does not significantly distort the measureable IR 
signatures. The effect of larger AT's on radiance statis-
tics and correlation (or lack thereof) remains a difficult 
issue. 
The radiance map thus models the IR self-emissions of 
the scene as viewed at the nadir. Masking and ao2ect pro-
jections must be handled by the 3-D projection model, 
which can also handle simple reflections from several 
point sources. 
Topography generation. The class tables also contain 
parameters that characterize variations in object heights, 
providing mean heights and standard deviations for each 
class of object in the same manner as they provide tem-
perature and emissivity values. The height of any given 
grid cell, It, is calculated by 
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lAft = object mean height 
cr), 	object height standard deviation 
A = normalized Gaussian random variable 
ft = cell height 
These heights are used as inputs tO the 3-t) projection 
model. 
Scene projection. The projection model simulates the 
three-dimensional nature of the real world. The ap-
pearance of a scene can change drastically over dif f2rent 
viewing geometries. These changes include obscurations 
of one object by another, perspective projections, and 
range-dependent effects such as hate or fog. 
The three-dimensional projection model treats the 
gridded topographic database as a sampled, continuous 
sheet. The grid coordinates are assumed as x and y and 
the topographic data (height) as z. The projection pro-
duces information on cell image coordinates, distance 
to the observer, and angles between surface normals, 
sources, and the observer. The cell intensity can be mod-
eled as any function of these parameters. Thus, both self-
emission and reflected radiation from multiple point 
sources can be modeled. 
All the data associated with the class map, such as 
topography, radiance, temperature, and emissivity, is 
stored in a regularly gridded format. To perform a par-
ticular projection from the topographic database, a view-
ing geometry must be defined. The viewing geometry 
contains four parameters: (1) the position of the obser- 
Figure 6. A typical class map. Each Intensity represents a different class. Note the varied edges on different classes. 
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Figure 7. Perspective projection. A simple calculation using similar 
triangles maps a point in three-space to the two-dimensional viewing 
plane of the observer. 
Figure 8. Projecting the topographic surface. The complete surface 
with overlaid grid (a) is projected a row at a time (b). Adjacent rows 
define the grid cells, which are processed one at a lime (c). The pro-
jected cell is overlaid onto the screen image (d). Interior shading is 
oomputed by Interpolation from the corners. 
ver, (2) the "center of view"—a point in the database 
.that will be at the center of the three-dimensional projec-
tion, (3) the field of view, and (4) source positions. The 
field of view specifies a cone of vision defining the final, 
perspective (see Figure 7). Once these parameters are de-
fined, any point in three-space can be mapped to a point 
in the projection (two-dimensional image) with a simple 
linear transformation. The field of view also defines the 
region of topography that could possibly be projected on 
the screen. This eliminates much of the database from 
consideration for close viewing geometries, thus reduc-
ing required computations. 
For the 3-D projection, topographic data is processed 
three adjacent rows at a time. For each point in the topo-
graphic grid, a surface normal is estimated with a least-
square computation based on the surrounding eight 
points. The surface normal for point (m,n) is estimated 
by computing the least-square approximation of a plane 
to the eight points about (m,n). The estimation of the 
surface normal is 
S(m, n) = 	t) 	 (8) 
Z = I 
( Z(m — I. n+i) —Z(m+l, n+ i)) )  
where this vector must then be normalized to have unit 
length. 
After surface normals have been calculated, each cell 
must be projected and assigned intensity(ies). Associated 
with each point in the grid, there is a height, a radiance 
value, a class value, and an estimated surface normal to 
be used in the projection. The projection model uses two 
of the three rows of topography and surface normals at a 
time. A set of four-sided cells is defined by these two ad-
jacent rows, as shown in Figure 8. Each corner of the cell 
is projected with a simple perspective transformation, 
thus defining a four-sided polygon in the two-dimen-
sional image. In order to make a solid image, the interior 
of this polygon must be filled with a value corresponding 
to the type of radiance model being used. This value may 
be a function of the class, radiance, temperature, surface 
normal at the point, or any combination of these. Only 
the values at the polygon vertices can be computed di-
rectly, as these correspond to points in the grid. The in-
terior points of the polygon correspond to points be-
tween the grid points and so must be estimated. 
The model used to estimate the intensities in the in-
terior of the polygons is an implementation of the 
Gouraud shadinv. algorithm . ? This model is exact for 
shading cells whose intensities are independent of 
surface-normal orientation. It also provides an excellent 
approximation to intensities that do depend on surface 
normals and is significantly faster computationally than 
or her, more exact models . 8 Inaccuracies in the Gouraud 
shading algorithm occur for highly symmetrical objects. 
X = '/3 
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Real-world topography rarely contains such objects and 
thus the more compthatiortallY intensive Phong algo-
rithm is unnecessary. In fact, both algorithms have been 
used to produce a variety or scenes and the resulting im-
ages are indistinguishable. 
to create a realistic scene, a projection model must 
take hidden surfaces Into account. The Georgia Tech 
model accomplishes this by using an enhancement to the 
depth buffer approach as described by Newman and 
Sproull. 9 The depth buffer approach accounts for hid-
den surfaces by using a "painter's algorithm." As each 
topographic grid cell is projected, the distance from the 
observer is computed for each point in the projected im-
age of the polygon. Each new point's distance is com-
pared to the distance for the point stored in the depth 
To create a realistic scene, 
a projection model must take 
hidden surfaces Into account. 
buffer at the same image coordinate. If the new point is 
closer, it replaces—"paints over"—the stored value. 
Otherwise, the new point must be hidden and is not 
saved. Typically, the depth buffer contains only range 
and intensity. The unique feature of the Georgia Tech 
approach is that when a point is saved, three pieces of in-
formation about the point are stored in the depth buffer: 
(I) an interpolated intensity value, 
(2) a class number, and 
(3) a distance from the observer to the point. 
Although these three parameters are all that are cur-
rently stored, there is no conceptual limit to the type of 
data that can be stored in the depth buffer. This ap-
proach allows flexibility to incorporate other informa-
tion should models of other phenomena require different 
data types. 
The Georgia Tech depth buffer has several major ad-
vantages over other methods: 
(1) Computations are simple. No elaborate hidden 
surface calculations are required. 
(2) Data is processed in a raster method, no matter 
what viewing geometry is used. When processing is com-
plete, the depth buffer contains the projected image, also 
in raster format. 
(3) The depth buffer contains more information than 
the projected scene intensities. The storage of distance 
data allows new features such as targets, trees, and new 
scene segments to be added to the scene at any time. It 
also allows simplified modeling of atmospheric effects. 
By preserving class numbers, the depth buffer provides 
exact ground truth for every pixel of the projected image. 
Also, storing class numbers allows use of alternate inten-
sity models without the need for additional projection 
calculations. Using a depth buffer makes the scene pro-
jection process interruptable and fully reentrant . 
Only the first two points are true of depth hullers as 
they are generally used. The third feature is unique to the 
Georgia Tech approach. Adding other information to 
the depth buffer gives the model a great deal more flex-
ibility In displaying the generated scene under various 
simulated conditions. 
3-0 object generation and insertion. For many scenes, 
a topographic projection produces a satisfactory output. 
However, some objects, such as trees and vehicles, are 
not well represented by such a model, and a faceted 
model must be used (see Figure 9). 
These models describe an object as a series of trian-
gular facets in some arbitrary coordinate system, usually 
based at the center of the object. The models can be 
created either synthetically, as discussed in the next sec-
tion, or by using a digitizer and multiple orthogonal 
views of real objects. In the latter method, a series of 
common points is found in the views, from which the 
program computes coordinates of triangles that make up 
the object in three-space. The amount of digitizing can 
usually be significantly reduced by exploiting the sym-
metry of a partially digitized object through the use of 
reflections and rotations to complete it. 
As each triangular plate is generated, it is assigned a 
class value to designate what part of the object it repre-
sents. For example, in a model of a tank, a piece from the 
turret can be assigned a class value of 1, a piece from the 
gun a 2, from the wheels a 3, and so forth. Any facet may 
be assigned any class value. When the object is added to 
the scene, the class values are referenced to a radiance or 
intensity model, which is used for drawing. This tech-
nique allows for control of the overall target radiance or 
intensity, as well as variations of these parameters from 
one piece to another. Any target condition, such as run-
ning (hot engine compartment) or firing (hot barrel), 
with positive or negative contrast, can be simulated. 
As the object is being added, the intensity is computed 
for each triangular plate from the class value and/or 
orientation of the plate. Unlike the original scene projec-
tion, no interpolation is possible because the triangular 
plates are in no particular order (i.e., they are not neces-
sarily contiguous plates). This intensity is held constant 
for the whole plate. A smoother-looking object can be 
created by digitizing finer triangles, at the cost of more 
processing time and a larger data file. 
Synthetic 3-D objects. Objects such as trees are much 
easier to synthesize than to digitize from real specimens. 
The synthetic object generation program creates realistic 
3-D objects in the same faceted format as digitized ob-
jects (see Figure 10). The algorithm used by the class map 
generator to create irregular 2-D polygons can be extend-
ed to three dimensions to create faceted 3-D objects. The 
vertices are first created in a single plane, which is con-
sidered to be a meridian of an ellipsoid. Slight random 
variations around the meridian generate a set of vertices 
in three-space. Additional meridians are generated until 
the set of vertices is completed. The object is completed 
by converting t he set of vertices into an ordered set of tri-
angular facets suitable for input to the object insertion 
program. By variation of a few parameters, many types 
of trees, tree trunks, buildings, and regular geometric 
solids can be generated. With the insertion of all desired 
3-1) objects, 1 he scene generation process is complete. 
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Figure 9. Faceted model. This digitized model of a cargo plane required over 4000 triangular facets. 
Figure 10. Synthetic trees. This scene contains both topographic trees (top) and faceted, synthetic trees (foreground). 




The Georgia Tech Model Is a highly versatile model of 
infrared backgrounds and clutter, It uses class structures 
to produce synthetic scenes with the same amplitude, 
spatial, and spectral ptoperties found in real scenes. A 
convenient and powerful tool for infrared system evalua-
tion, the clutter model can be Used to evaluate autono-
mous target acquisition, correlation guidance, and 
screener algorithms. It can help determine camouflage 
effectiveness and provide synthetic imagery for system 
simulation. Moreover, It perfottrts these tasks with an ef-
ficient, fast-running cdtnputer code, without encounter-
ing the expense, uncertainty, and delay of flight test pro-
grams. 
This background clutter model attempts to overcome 
two significant problerhs encountered .Nith other model-
ing approaches: (1) a loss of realism due to oversimplified 
statistical assumptions and (2) a loss or convenience due 
to cumbersome algorithms that attempt to model all the 
detailed physical processes involved. The present model 
is designed to deterministically generate scene macro-
structure, avoiding oversimplified statistical approaches. 
Moreover, the model relies on scaling laws and operator 
interaction to duplicate the results of physical processes 
accurately. Thus, the operator must choose the values 
for a few key statistical parameters from observed trends 
in real scene behavior. These parameters include such 
typical object class descriptors as temperature mean and 
standard deviation, topographic mean and standard 
deviation, and spectral emissivity. This approach uses 
the minimum amount of phenomenological modeling re-
quired to produce accurate outputs. In short, the goal of 
the Georgia Tech model development effort is to create 
realistic scene images and still maintain a practical, easy-
to-use implementation. II 
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