Abstract: We present a dimension reduction technique for the conditional quantiles of the response given the covariates that serves as an intermediate step between linear and fully nonlinear dimension reduction. The idea is to apply existing linear dimension reduction techniques on the transformed predictors. The proposed estimator, which is shown to be √ n-consistent, is demonstrated through simulation examples and real data applications.
While the CS focuses on the entire conditional distribution of Y given X, sometimes specific aspects of the conditional distribution may be of interest, such as the conditional mean, conditional variance, and conditional quantile of the response given the covariates. Using the CS to study these statistical functionals of interest can be inefficient because the CS can be larger and provide more directions than necessary. Cook and Li (2002) In Section 2 we present the proposed methodology, while in Section 3 we present the main results. 
The space spanned by the matrix Γ is called the transformed dimension reduction subspace for the regression of Y on X with respect to f . The transformed CS, denoted by S Y |f (X) , is defined to be the intersection of all transformed dimension reduction subspaces satisfying (2.1), and its dimension is denoted by d Y |f (X) .
To get a better understanding of the difference between linear, nonlinear, and transformed CS, let us borrow the example from Wang et al. (2014) . Let Y = X 1 + X 2 2 + X 3 3 + exp(X 4 ) + ε, where p = 6 and all the predictors and ε are independent. The linear CS consists of four directions, whereas the nonlinear CS consists of one direction. For the transformed dimension reduction subspace, take
, and f 4 (X 4 ) = exp(X 4 ). Then the model can be re-
+ ε, and the transformed CS consists of two directions.
Model (2.1) suggests that we can apply linear dimension reduction techniques using f (X) instead of X. Specifically, Wang et al. (2014) proposed using SIR with the transformed predictors f (X) in order to estimate the transformed CS. However, f needs to be specified. To do this, Wang et al. (2014) proposed, among other methods, to assume that the transformed vec-
) is multivariate Gaussian. To ensure identifiability, assume that µ f = E{f (X)} = 0 and Σ f = Cov{f (X)} is a correlation matrix whose diagonal entries equal unity.
Under the identifiability condition, f j = Φ −1 (F j ), where F j and Φ denote the marginal distribution function of X j and the standard normal distribution function, respectively. In the sample level, where
are independent and identically distributed (iid) observations, let r ij denote the ranks of the n observations for the jth predictor. Define the normal scores u ij = Φ −1 {r ij /(n + 1)} and denote f (X i ) = (u i1 , . . . , u ip ) . Then, replace the observations X i with f (X i ), for i = 1, . . . , n and apply the usual SIR to estimate S Y |f (X) . This is called the transformed SIR method.
The goal of this paper is to apply Wang et al. (2014) 's idea to conditional quantiles. To do this, we will apply the τ -CQS, proposed by Christou (2018 b), on the transformed predictors f (X). We now recall the definition of τ -CQS, as well as, the algorithm for estimating it. Let, for τ ∈ (0, 1),
given X = x, and assume that In order to estimate the τ -CQS, Christou (2018 b) showed that, (a) under the linearity condition, which states that for a given τ ∈ (0, 1) the conditional expectation
This suggests that, if we know one vector β τ,0 ∈ S Qτ (Y |X) , then we can find other vectors in S Qτ (Y |X) by an iterative procedure.
Specifically, for a function u τ : R → R and j = 1, . . . ,
The question now is how to find an initial vector β τ,0 . Christou (2018 b) showed that, under the
and A is such that S(A) = S Y |X . This leads to the following estimation procedure. First, use a standard dimension reduction technique to estimate A by A. Next, use the data to estimate
where
Note that β τ is the slope estimate in an ordinary least squares regression of Q τ (Y | A X) on X. Finally, obtain more vectors using 
Here K(·) is a d 1 -dimensional kernel function and h > 0 is a bandwidth. We now summarize the algorithm for estimating the τ -CQS.
Sample Level Algorithm 1:
iid observations. used SIR of Li (1991).
3. Let β τ,0 be the ordinary least squares (OLS) slope estimate for the regression of
, where E n (·) denotes the sample mean, and Q τ (Y |·) denotes the local linear conditional quantile estimate. Specifically,
is obtained using (2.4), except that A is replaced with β τ,j−1 . This assumes a univariate kernel function K(·).
Let
is an estimate matrix for B τ .
Remark 2.1 In practice, we standardize X to have zero mean and the identity covariance matrix.
We then apply the algorithm to Z = Σ −1/2 xx {X − E n (X)}, where Σ xx and E n (X) denote the sample covariance matrix and sample mean of X, respectively.
Transformed τ -CQS
We now discuss how to apply the τ -CQS described in Section 2.1 to the transformed predictors in order to estimate the transformed τ -CQS. First, assume that
where T τ denotes a p×d τ,2 matrix and f (X) is as described in Section 2.1, i.e., f = (f 1 , . . . , f p ) , where
. . , f p are p monotone univariate functions. The space spanned by T τ is called the transformed τ th quantile dimension reduction subspace for the regression of Y on X with respect to f . The transformed τ -CQS, denoted by S Qτ {Y |f (X)} , is defined to be the intersection of all transformed τ th quantile dimension reduction subspaces satisfying (2.5), and its dimension is denoted by d Qτ {Y |f (X)} . Under the multivariate Gaussian assumption and the identifiability condition of f (X), a straightforward extension of Algorithm 1 is given by:
iid observations.
1. Define the normal scores u ij = Φ −1 {r ij /(n + 1)} and denote f (X i ) = (u i1 , . . . , u ip ) .
2. Apply Algorithm 1 using
Specifically, (a) Use the method of SIR to estimate the p × d 2 basis matrix Γ of the transformed CS, denoted by Γ, and form the new sufficient predictors Γ f (X i ), i = 1, . . . , n. Note that this step is the transformed SIR, suggested by Wang et al. (2014) .
(c) Let η τ,0 be the OLS slope estimate for the regression of
.
(e) Let W τ be the p × p matrix with column vectors η τ,j , j = 0, 1, . . . , p − 1, that is, W τ = ( η τ,0 , . . . , η τ,p−1 ), and choose the eigenvectors
(f) Then,
is an estimate matrix for the basis matrix T τ .
Remark 2.2 (a) In practice we standardize
(a) The linearity condition of the τ -CQS is no longer necessary, since we assume that the transformed vector f (X) is multivariate Gaussian.
(b) The performance of the transformed τ -CQS is not sensitive to the normality assumption of f (X); see Example 3 of Section 4.2 for more details.
3 Main Results
Asymptotic Theory
Theorem 3.1 Let T τ be a basis matrix for S Qτ {Y |f (X)} and T τ be as defined in (2.6). Then, if
Proof 3.2 Let W τ = ( η τ,0 , . . . , η τ,p−1 ) be a p × p matrix, where η τ,0 is the OLS slope estimate for
Moreover, let W τ be the population level version of W τ , that is, W τ = (η τ,0 , . . . , η τ,p−1 ), where η τ,0
is the OLS slope for the regression of Q τ {Y |Γ f (X)} on f (X), and
It is easy to see that W τ converges to W τ at √ n-rate. This follows from the Then, for · the Frobenius norm,
and the d Qτ {Y |f (X)} eigenvectors of W τ W τ converge to the corresponding eigenvectors of W τ W τ .
Finally, according to Theorems 3.3 and 4.1 of Christou (2018 b), the subspace spanned by the eigenvectors w τ,k , k = 1, . . . , d Qτ {Y |f (X)} , falls into S Qτ {Y |f (X)} and the proof is complete.
4 Numerical Studies
Computational Remarks
The estimation of the basis matrix Γ of the transformed CS is performed using SIR on the transformed predictors, where the number of slices is chosen to be max(10, 2p/n). 
, where φ(·) and Φ(·) denote the probability density and cumulative distribution functions of the standard normal distribution, respectively, and h m denotes the optimal bandwidth used in mean regression local estimation. To estimate h m we use the function dpill of the KernSmooth package in R.
For the estimation accuracy we use the distance measure (DM) suggested by Li et al. (2005) .
Specifically, for two subspaces T τ and T τ we define
where · is the Euclidean norm, that is, the maximum singular value of a matrix. Smaller values of the DM indicate better estimation accuracy. We also report the trace correlation coefficient 
Simulation Results
Example 1: We begin by considering the overall performance of the proposed transformed τ -CQS for different sample sizes and different number of predictors. The data is generated according to the following model
where f = (f 1 , . . . , f p ) ∼ N (0, Σ f ) with (Σ f ) ij = 0.5 |i−j| for 1 ≤ i, j ≤ p, ε is generated according to a standard normal distribution, and f and ε are independent. The sample size is given by n = 400, 600
or 800, and the number of predictors is p = 10, 20 or 40. Table 1 presents the mean and standard deviation of DM and TCC for the estimation of the transformed τ -CQS. As expected, the estimation accuracy increases with n and decreases with p. . The data is generated according to the following models
Model IV : Y = f 1 + f 2 0.5 + (f 3 + 1.5) 2 + 0.5ε, where f = (f 1 , . . . , f 10 ) ∼ N (0, Σ f ) with (Σ f ) ij = 0.5 |i−j| for 1 ≤ i, j ≤ 10, and ε is generated according to a standard normal distribution. To generate X = (X 1 , . . . , X p ) we use either power transformation (Case 1) or probability integral transformation X i = F Tables 2-5 report the mean and standard deviation of DM and TCC for the two methods. We observe that the transformed τ -CQS performs the best for all four models and all four cases. Note that the performance of the estimator depends on the dimension of the subspace. For example, the estimation accuracy of the proposed methodology in Table 4 is better for τ = 0.5 because the transformed 0.5-CQS is of smaller dimension. The proposed methodology is under the assumption that f has a multivariate normal distribution. We now examine how sensitive the method is when the normality assumption is not met. We reconsider Models I-IV, where f ∼ t k (0, Σ f ), (Σ f ) ij = 0.5 |i−j| for 1 ≤ i, j ≤ 10, and k = 5, 10, or 20, (Case 5), and ε is generated according to a standard normal distribution. From Table 6 we can observe that the proposed methodology is quite robust against non-normality of the distribution of f .
Example 4: Finally, we demonstrate the √ n-consistency of the proposed methodology, stated in Theorem 3.1. We reconsider Model IV, where f = (f 1 , . . . , f 10 ) ∼ N (0, Σ f ) with (Σ f ) ij = 0.5 |i−j| for 1 ≤ i, j ≤ 10, and ε is generated according to a standard normal distribution. The sample size is taken to be n = 400, 600, . . . , 1200. Due to space limitation and since the results show similar pattern, we only present the mean TCC. Figure 1 indicates an approximate linear relationship between the mean TCC and 1/ √ n, confirming the √ n-consistency of the proposed estimator. Table 5 : Mean (and standard deviation) of the estimation accuracy for T τ , τ = 0.25, 0.5, 0.75, for Model IV for the transformed τ -CQS and the linear τ -CQS. For each τ , the value that is better in terms of estimation accuracy is bolded. The data set is separated into training and testing sets, which have sample sizes of 144 and 126, respectively. We use the training set to find sufficient predictors and we evaluate them at the testing set. Figure 2 (a) presents the first two predictors for the transformed τ -CQS, for τ = 0.25, 0.5, and 0.75. The plots show strong separation of the three vowels.
For further comparisons we calculate the correlation between the response variable and the two estimated sufficient predictors obtained using the proposed methodology and the linear τ -CQS. From Table 7 (a) we observe that the estimated transformed sufficient predictors explain more variability of the response than that explained by the linear sufficient predictors.
Breast Cancer Diagnostic
This data set consists of measurements on 10 variables. The dependent variable of interest is a categorical variable indicating whether the diagnosis is benign or malignant, and the other 9 variables describe characteristics of the cell. The data can be found in the UCI Machine Learning Repository (http://archive.ics.uci.edu/ml/datasets.html).
The data set consists of n = 682 observations. We randomly divide the data set into two halves, representing a training set and a test set. This paper presents the first attempt to nonlinear dimension reduction for conditional quantiles, which will be further extended to a fully nonlinear dimension reduction in future work.
