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Abstract
Across smart-grid and smart-city application domains, there are many problems where an ensemble of agents is to be controlled
such that both the aggregate behaviour and individual-level perception of the system’s performance are acceptable. In many
applications, traditional PI control is used to regulate aggregate ensemble performance. Our principal contribution in this
note is to demonstrate that PI control may not be always suitable for this purpose, and in some situations may lead to a loss
of ergodicity for closed-loop systems. Building on this observation, a theoretical framework is proposed to both analyse and
design control systems for the regulation of large scale ensembles of agents with a probabilistic intent. Examples are given to
illustrate our results.
Key words: Stochastic modelling; Stochastic control; Output regulation; PID control; Electric power systems; Transportation.
1 Introduction
At a very high level, smart-city related research concerns
designing systems that endeavour to make the best use
of limited resources across a number of domains (energy,
transport, water etc). While classical control has much
to offer in such application areas, there are aspects and
peculiarities of many of these applications that require
practitioners in Control Theory to explore new types
of theoretical and practical challenges. Roughly speak-
ing, classical control is typically concerned with regulat-
ing a single system, such that the system achieves a de-
sired behaviour in an optimal way. In contrast, in many
smart city applications, we are interested in allocating
a resource among a population of agents. These might
be humans or algorithmic processes that bid for access
to a resource in some probabilistic manner (for exam-
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ple, access to part of a road network). In such applica-
tions, both the experience of the individual, and their
aggregate effect are important. Furthermore, in smart-
city applications, we typically wish to control and influ-
ence the behaviour of large-scale populations, where the
number of agents varies over time and is not known with
certainty. Additionally, there are limits to the observ-
ability of such systems and data sets are often obtained
in a closed-loop fashion; that is, operator’s decisions are
often reflected in the data sets. Finally, a fundamental
difference between classical control and smart-grid and
smart-city control is the need to study the effect of a
common control signal on the individual agent and its
long term access to a constrained resource. Among all of
these fundamental differences, it is this last issue that is
perhaps most alien to the classical control theorist, and
yet the issue that is perhaps the most pressing in real-
life applications, since the need for predictability, at the
level of individual agents, underpins an operator’s abil-
ity to write economic contracts.
In this paper, our starting point is the observation that
many problems that are considered in smart-grids and
smart-cities can be cast in a framework where a large
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number of agents, such as people, cars, or machines, of-
ten with unknown objectives, compete for a limited re-
source. The challenge of allocating this resource in a
manner that is not wasteful, which gives an optimal re-
turn on the use of the resource for society, and which,
in addition, gives a guaranteed level of service to each
of the agents competing for that resource, gives rise to
a whole host of problems, which in principle are best
addressed in a control-theoretic manner. From the per-
spective of a control engineer, this statement can be de-
composed into three objectives; two of which are famil-
iar in control, and the other one constitutes a relatively
new consideration. Our first objective is to fully utilise
the resource, which is a regulation problem. Second, we
would then like to make optimal use of the resource.
While both of these objectives are concerned with the
aggregate behaviour of an agent population, they make
no attempt to control the manner in which the agents
orchestrate their behaviour to achieve this aggregate ef-
fect. Our third objective thus focuses on the effects of the
control on the microscopic properties of the agent popu-
lation. Ultimately, this third objective can be phrased in
terms of properties of the stochastic process capturing
the share of the resource that is allocated to an individ-
ual agent. For example, we may wish that each agent, on
average, receives a fair share of the resource over time,
or, at a much more fundamental level, we wish the av-
erage allocation of the resource to each agent over time
to be a stable quantity that is entirely predictable and
which does not depend on initial conditions, and which
is not sensitive to noise entering the system. From the
point of view of the design of the feedback system, these
latter concerns are related to the existence of the unique
invariant measure that governs the distribution of the
resource amongst the agents in the long run. Thus, the
design of feedback systems for deployment in multi-agent
applications must consider not only the traditional no-
tions of regulation and optimisation, but also the guar-
antees concerning the existence of this unique invariant
measure. As we shall see, this is not a trivial task and
many familiar control strategies, in very simple situa-
tions, do not necessarily give rise to feedback systems
which possess all three of these features.
1.1 Brief overview of related work
Due to the intrinsically multidisciplinary nature of the
problem studied in this paper, related topics are dis-
cussed in several communities. As stated before, several
problems in smart cities and smart grid can be seen as
the task of efficiently allocating some resource among
a population of agents, even though there is no formal
and widely accepted definition for “smart city” (Zanella
et al., 2014). Intelligent transportation systems (ITS),
for instance, are one of the many smart-city application
areas that thrived in the last few years, presenting rapid
technological developments due to (i) the integration of
transportation systems with the Internet and (ii) the
pressure for green – environmentally friendly – transport
solutions. Typical applications in ITS vary from mon-
itoring and controlling transportation flows (Chen and
Cheng, 2010) and CO2 emissions (Schlote et al., 2013)
to assigning parking spaces (Schlote et al., 2014) and
utilising vehicle-to-grid (V2G) energy supply (Shaukat
et al., 2018; Pillai and Bak-Jensen, 2011). In the context
of smart grids, problems related to real-time electricity
pricing (Mohsenian-Rad and Leon-Garcia, 2010), real-
time demand response (Conejo et al., 2010; Callaway and
Hiskens, 2011), and real-time interruptible loads man-
agement (Caves et al., 1988; Alagoz et al., 2013; Sals-
bury et al., 2013) and V2G-related issues, have also at-
tracted interest over the last few years. For these – and
many other – applications, we present both conditions
ensuring and ruling out ergodicity in a certain closed-
loop sense. Related work also appears in the context
of multi-agent systems (McArthur et al., 2007). Multi-
agent systems arise, for instance, in the application ar-
eas stated above, and many references in the literature
address these problems using ideas based on consensus
or agreement (Blondel et al., 2005; Nedic´ and Ozdaglar,
2009). The consensus approach is very useful in prac-
tice, due to its strong links to utility maximization and
fairness. The concept of fairness can be related to er-
godicity, as an ergodic dynamic behaviour implies sev-
eral important properties that are necessary for fairness
(Mathew and Mezic´, 2011). Finally, we note that our
positive results in this paper are based on iterated func-
tion systems (Elton, 1987; Barnsley et al., 1988, 1989).
Iterated function systems (IFS), albeit not well known
in the control community, are a convenient and rich class
of Markov processes. As it will be seen in the sequel, a
class of stochastic systems arising from the dynamics of
multi-agent interactions can be modelled and analysed
using IFS in a particularly natural way. The use of IFS
makes it possible to obtain strong stability guarantees
for such stochastic systems. To prove certain contrapos-
itive statements, suggesting when such guarantees are
impossible to provide, we use novel coupling arguments
of Hairer et al. (Hairer et al., 2011). Our use of coupling
arguments to prove such negative results is one of the
first within Control Theory, as far as we know.
1.2 Paper Organisation and Contributions
The main purpose of the present paper is to introduce
and analyse the main features of a problem class which is
of great interest for smart cities applications. Our main
contributions, apart from formulating the problem class
itself, arise from the study of the ergodic properties as-
sociated with output-regulation problems in such multi-
agent settings. At a high level, we show the following:
• In regulating the behaviour of ensembles of agents,
feedback control with integral action may destroy the
ergodic properties of the closed-loop system, even
when the agent behaviour is benign and despite the
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fact that regulation is achieved. The importance of
this result stems from the fact that ergodic behaviour
is a fundamental property that is essential for un-
derpinning economic contracts, and for guaranteeing
properties such as fairness. The result is hence im-
portant from a practical context, and is not merely of
theoretical interest.
• We present specific examples to illustrate the loss of
ergodicity in very benign examples.
• We show that for certain population types and fil-
ters, stable control action always results in ergodic
behaviour. In particular, we show this for linear and
non-linear systems, with both real-valued actions, and
for actions constrained to a finite set.
• A final minor contribution is to illustrate the use of
results from the study of iterated function systems
in designing controllers for certain classes of dynamic
systems.
Given the widespread interest in applications where the
behaviour of ensembles of rational agents are orches-
trated with probabilistic intent, we believe that these
results may be of interest in these and related areas.
The paper is organised as follows: In Section 2, we
present our model. We then formulate the necessary
concepts from the theory of Markov chains we will use,
and recall the concept of coupling of invariant measures
in order to state a necessary condition for ergodicity. In
Section 3.1, we present a negative result, which shows
that ergodicity may fail whenever a standard PI con-
troller is used in the loop. In particular, the amount of a
resource that can be used by a particular agent depends
on the initial state of the controller. In Section 3.2, a
positive result is obtained for stable linear controllers.
In Sections 4.1, and 4.2, we extend the results to non-
linear systems and cases where actions are constrained
to a finite set, respectively.
Remark 1 A preliminary version of this paper has ap-
peared in (Fioravanti et al., 2017). The present paper
extends beyond this preliminary version in several ways.
First, full proofs are given. Second, additional positive re-
sults are developed for both linear and non-linear systems
with both continuous and finite sets of actions. Finally,
examples illustrating loss of ergodicity are presented.
2 Preliminaries
We now develop the general setting of this paper. The
objective here is to set out our modelling framework, and
to present basic results that can be useful in studying
the properties of control strategies for ensembles.
2.1 Notation
In general, our notation employs the following rules:
Upper-case letters are used for matrices, in caligraphic
they denote groups, maps, operators, and in blackboard-
bold the probability operator P as well as sets, and spaces
while lower-case letters are used for vectors, scalars,
and functions. Subscripts are used to distinguish sym-
bols; time-indexed symbols are followed by the time
index in parentheses, as in x(k). Superscript is used
for exponentiation and, in (·)T , for the transpose op-
eration. For a given measurable space (X,F ), with σ-
algebraF ,M(X) indicates the set of all probability mea-
sures over X and X∞ denotes its associated path space,
which consists of infinite right-sided sequences over X:
x(0) ∈ X, x(1) ∈ X, x(2) ∈ X, . . .. Details of the notation
are introduced locally in the sections, where it is first
utilised. For a complete listing of the symbols utilised,
please see the supplementary material 1 on-line.
2.2 Models
We consider the problem of repeatedly distributing a
limited resource among multiple agents, based on some
information concerning the resource, which is provided
by a central authority. Throughout, we consider sys-
tems subject to several constraints. First, the central au-
thority does not observe the consumption of individual
agents, but rather the total utilisation of the resource,
or a filtered version thereof. Based on the filtered mea-
surements of the utilisation, the central authority pro-
vides information to the agents, sets the price of utilis-
ing the resource, or similar. Second, the agents respond
to information broadcast by the central authority, but
have only limited communication capability otherwise.
Specifically, we assume no inter-agent communication.
Third, the agents have their own, private objectives.
That is, although they receive information from the cen-
tral authority, they need not pick an action the author-
ity would deem most appropriate. As we shall see, it will
be convenient to encode the selfish response of an agent
to the information in a probabilistic manner. Finally, in
our model, the agents may be limited to a choice from a
finite set of possible requests for the resource. In an ex-
treme case, the agents only have the possibility to turn
their utilisation on or off, i.e. xi ∈ {0, 1}. In a more gen-
eral setting, a subpopulation might be able to choose
their consumption from a continuous interval or via some
local control.
With these constraints in mind, we are interested in the
closed-loop, discrete time system depicted in Figure 1,
comprising a controller, a number N ∈ N of agents, and
a filter. A controller C , which represents the central au-
thority, produces a signal pi(k) at time k. In response, the
agents, modelled by systems S1, S2, . . . , SN , amend
their use of the resource. The internal state of the agents
is denoted by xi, i = 1, . . . , N . In particular, xi(k) is a
random variable. We model the use of the resource yi(k)
of agent i at time k as the output of system Si, which
1 https://arxiv.org/abs/1807.03256
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is again a random variable. In the remainder we will as-
sume yi(k) and pi(k) are scalars, but generalisations are
easy to obtain. The randomness can be a result of the
inherent randomness in the reaction of user i to the con-
trol signal pi(k), or the response to a control signal that
is intentionally randomized (Schlote et al., 2013, 2014;
Marecek et al., 2015). The aggregate resource utilisation
y(k) :=
∑N
i=1 yi(k) at time k is then also a random vari-
able. The controller may not have access to either xi(k),
yi(k) or y(k), but only to the error signal e(k), which is
the difference of yˆ(k), the output of a filter F , and r,
the desired value of y(k). Further, we assume that the
controller has its private state xc(k) ∈ Rnc . The con-
troller aims to regulate the system by providing a signal
pi(k) ∈ Π ⊆ R at time k; here, Π denotes the set of ad-
missible broadcast control signals. In the simpler static
case, the signal pi(k) is a function of an error signal e(k)
and the controller state xc(k), whose range is Π.
In the case of purely discrete agents, the non-determinis-
tic agent-specific response to the feedback signal pi(k) ∈
Π can be modelled by agent-specific and signal-specific
probability distributions over certain agent-specific set
of actions Ai = {a1, . . . , aL} ⊂ Rni , where Rni can be
seen as the space of agent’s i private state xi. Assume
that the set of possible resource demands of agent i is
Di, where in the case that Di is finite we denote
Di := {di,1, di,2, . . . , di,mi}. (1)
In the general case, we assume there are wi ∈ N state
transition mapsWij : Rni → Rni , j = 1, . . . , wi for agent
i and hi ∈ N output mapsHi` : Rni → Di, ` = 1, . . . , hi
for each agent i. The evolution of the states and the
corresponding demands then satisfy:
xi(k + 1) ∈ {Wij(xi(k)) | j = 1, . . . , wi}, (2)
yi(k) ∈ {Hi`(xi(k)) | ` = 1, . . . , hi}, (3)
where the choice of agent i’s response at time k is gov-
erned by probability functions pij : Π → [0, 1], j =
1, . . . , wi, respectively p
′
i` : Π → [0, 1], ` = 1, . . . , hi.
Specifically, for each agent i, we have for all k ∈ N that
P
(
xi(k + 1) = Wij(xi(k))
)
= pij(pi(k)), (4a)
P
(
yi(k) = Hi`(xi(k))
)
= p′i`(pi(k)). (4b)
Additionally, for all pi ∈ Π, i = 1, . . . , N it holds that
wi∑
j=1
pij(pi) =
hi∑
`=1
p′i`(pi) = 1. (4c)
The final equality comes from the fact pij , p
′
i` are
probability functions. We assume that, conditioned on
{xi(k)}, pi(k), the random variables {xi(k + 1) | i =
1, . . . , N} are stochastically independent. The outputs
yi(k) each depend on xi(k) and the signal pi(k) only. As
we shall see, this general framework allows for surpris-
ingly sharp results.
Our specific aim is to distribute the resource such that
we achieve the following goals almost surely, i.e. with
probability 1:
(1) feasibility: Given an upper bound r > 0 for the
utilization of the resource, we require for all k ∈ N
N∑
i=1
yi(k) = y(k) ≤ r. (5)
More generally, the resource could be time-varying;
for the purposes of this paper it will assumed to be
a constant quantity.
(2) predictability: for each agent i there exists a con-
stant ri such that
lim
k→∞
1
k + 1
k∑
j=0
yi(j) = ri, (6)
where this latter limit is independent of initial con-
ditions.
Further optional requirements may include: fairness,
which could be formulated by saying that all the ri coin-
cide, and optimality so that the vector r =
[
r1 . . . rN
]
is a local optimum of an underlying optimization prob-
lem. In addition, it is also of interest to achieve the goals
after a transient phase, i.e. for all k ≥ K, where K is a
constant.
While all of these goals are important from a practical
perspective, the principal property of interest in this pa-
per is the goal of predictability, since this latter issue de-
fines the ability of service providers to write economic
contracts. In order to analyze this more formally, we con-
sider an augmented state space X ⊂ Rd, which captures
the state of the controller, the filter, and the agents. De-
note by M(X) the space of probability measures over X
with the standard σ-algebra. The behaviour of the over-
all system in response to the signal pi(k) can be modelled
as P : X×Π→M(X). In order to reason about the evo-
lution of the state, consider the spaceX∞ of one-sided in-
finite sequences of states, known as the path space. Fur-
ther, we introduce the space of probability measures on
path space X∞ with the product σ-algebra. Notice that
for a particular combination of a filter F , controller C ,
and population of agents, the feedback loop can be mod-
elled by an operator Pk : M(X)→M(X) and the asso-
ciated dynamical system (Pk)k∈N. Our paper, at some
level, asks what properties of C and F make (Pk)k∈N
predictable and what properties of C render it impossi-
ble for it to be predictable. Predictability is related to
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Fig. 1. Feedback model.
asymptotic convergence in probability in terms of mea-
sures over the path space, i.e., M(X∞), and will be con-
veniently characterised in the next section in terms of
the existence of a unique invariant measure, in the lan-
guage of Markov chains.
2.3 Markov Chains and Iterated Function Systems
The set-up described in the prequel resembles closely
that of an iterated function system (Elton, 1987; Barns-
ley et al., 1988, 1989). Iterated function systems are a
class of stochastic dynamic systems, for which strong sta-
bility and convergence results exist. We now introduce
some notation and mention some of the most important
results.
To begin, let Σ be a closed subset of Rn with the usual
Borel σ-algebra B(Σ). We call the elements of B events.
A Markov chain on Σ is a sequence of Σ-valued random
vectors {X(k)}k∈N with the Markov property, which is
the equality of a probability of an event conditioned on
past events and probability of the same event condi-
tioned on the current state, i.e., we always have
P (X(k + 1) ∈ G | X(j) = xj , j = 0, 1, . . . , k)
= P
(
X(k + 1) ∈ G | X(k) = xk
)
,
where G is an event and k ∈ N. We assume the Markov
chain is time-homogeneous. The transition operator P
of the Markov chain is defined for x ∈ Σ, G ∈ B by
P (x,G) := P(X(k + 1) ∈ G | X(k) = x).
If the initial condition X0 is distributed according to
an initial distribution λ, we denote by Pλ the proba-
bility measure induced on the path space, i.e., space of
sequences with values in Σ. Conditioned on an initial
distribution λ, the random variable X(k) is distributed
according to the measure λk which is determined induc-
tively by
λk+1(G) :=
∫
Σ
P (x,G)λk(dx), (7)
for G ∈ B. A measure µ on Σ is called invariant with re-
spect to the Markov process {X(k)} if it is a fixed point
for the iteration described by (7), i.e., if µP = µ. An in-
variant probability measure µ is called attractive, if for
every probability measure ν the sequence {λk} defined
by (7) with initial condition ν converges to µ in distri-
bution. The existence of attractive invariant measures is
intricately linked to ergodic properties of the system.
With this background, our general problem considered
in this paper is modelled as a Markov chain on a state
space representing all the system components. Let XS
be the product space of the state spaces of all agents.
The spaces XF ,XC contain the possible internal states
for filter and central controller. Our system thus evolves
on the state space X := XS ×XC ×XF , as we will see in
the following sections.
2.4 Invariant Measures and Ergodicity
In our positive results, we consider a class of Markov
chains that are known as iterated function systems
(IFSs). In an iterated function system, we are given a
set of maps {fj : Σ → Σ | j ∈ J}, where J is a (fi-
nite or countable) index set. Associated to these maps,
there are probability functions pj : Σ → [0, 1], where∑
j∈J pj(x) = 1 for all x ∈ Σ. The state X(k + 1) at
time k + 1 is then given by fj(X(k)) with probabil-
ity pj(X(k)), where X(k) is the state at time k. Such
IFSs have been studied in fractal image compression
(Barnsley, 2013), congestion management in computer
networking (Corless et al., 2016) and transportation
(Marecek et al., 2016), and to some extent, control
theory at large (Branicky, 1994, 1998; Epperlein and
Marecek, 2017).
Sufficient conditions for the existence of a unique attrac-
tive invariant measure can be given in terms of “average
contractivity”. This key notion can be traced back to
(Elton, 1987; Barnsley et al., 1988, 1989):
Theorem 2 (Barnsley et al. (1988)) Let Σ ⊂ Rn be
closed. Consider an IFS with a finite index set J, and
globally Lipschitz continuous maps fj : Σ → Σ, j ∈
J. Assume that the probability functions pj are globally
Lipschitz continuous and bounded below by η > 0. If there
exists a δ > 0 such that for all x, y ∈ Σ, x 6= y
∑
j∈J
pj(x) log
(‖fj(x)− fj(y)‖
‖x− y‖
)
< −δ < 0,
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then there exists an attractive (and hence unique) invari-
ant probability measure µ for the IFS.
We can combine Theorem 2 with a theorem by Elton
(Elton, 1987), to obtain that for all (deterministic) initial
conditions x0 ∈ Σ and continuous g : Σ→ R, the limit
lim
k→∞
1
k + 1
k∑
ν=0
g(X(ν)) = Eµ(g) (8)
exists almost surely (Px0) and is independent of x0 ∈ Σ.
The limit is given by the expectation with respect to
the invariant measure µ. For more general theorems, the
reader is referred to (Elton, 1987; Barnsley et al., 1988,
1989; Barnsley, 2013; Stenflo, 2001; Szarek, 2003; Stein-
saltz, 1999; Walkden, 2007; Ba´ra´ny, 2015) and especially
two recent surveys (Iosifescu, 2009; Stenflo, 2012).
Remark 3 From the point of view of applications in
smart cities, the existence of the limit (8) is a minimum
requirement. We want to avoid situations where the av-
erage allocation of resources to agents depends on their
initial conditions, on possible initial conditions of con-
trollers and filters, etc. In addition, it is desirable to shape
the expected value so that an overall optimum is obtained.
In fact, if Theorem 2 and (Elton, 1987) are applicable,
then predictability (cf. Section 2.2 above) holds with prob-
ability one and the limit is independent of initial condi-
tions. It is relatively easy to ensure that the probabilities
for all state transition maps are always positive by de-
signing rules for each agent. For the question of feasibil-
ity (cf. Section 2.2 above) the shaping of the expectation
is essential.
There is a vast literature on invariant measures and er-
godic properties of stochastic systems. In place of a def-
inition of ergodicity, we summarise some of the main re-
sults following (Hairer, 2006):
Proposition 4 Consider an IFS on the state space Σ
with invariant probability measure µ. The following are
equivalent:
E1 µ is ergodic.
E2 every µ-invariant set S ⊂ Σ is of µ-measure 0 or
1, where a measurable set S ⊂ Σ is µ-invariant if
P (x, S) = 1 for µ-almost every x ∈ S.
E3 µ cannot be decomposed as µ = tµ1 + (1 − t)µ2
with t ∈ (0, 1) for two invariant probability measures
µ1, µ2.
Additionally, the following implies that µ is ergodic:
F1 the Markov process with transition operator P has
a unique invariant measure.
Additionally, if µ is ergodic, the following holds:
C1 limk→∞ 1k+1
∑k
ν=0 g(x(k)) = Epi(g) almost surely,
for µ-almost all initial conditions.
C2 any other distinct ergodic invariant measure is sin-
gular to µ.
PROOF. E1 is equivalent to E2 by Corollary 5.11 of
(Hairer, 2006). E1 is equivalent to E3 by Theorem 5.7
of (Hairer, 2006). F1 implies E1 by Corollary 5.12 of
(Hairer, 2006). E1 implies C1 by Corollary 5.3 of (Hairer,
2006). E1 implies C2 by Theorem 5.7 of (Hairer, 2006).
We note that it is possible that multiple ergodic invariant
measures exist for a given system or Markov process.
This case is however not of interest for us. We call an IFS
uniquely ergodic if it has an attractive, unique, ergodic,
invariant probability measure, such that (8) holds for
all deterministic initial conditions. Note that Theorem 2
together with (Elton, 1987) provide sufficient conditions
for unique ergodicity in this sense.
As we have discussed before this notion precisely guar-
antees the property of predictability and can be used for
an analysis of fairness and optimality.
2.5 Ergodic Invariant Measures and Coupling
In our negative results, we are interested in determin-
ing control strategies that destroy ergodicity, or in other
words the existence of an attractive invariant measure.
Here, coupling arguments may be used as they provide
criteria for the non-existence of a unique invariant mea-
sure 2 .
To formalise this discussion, let us denote the space of
trajectories of a Σ-valued Markov chain {X(k)}k∈N, i.e.,
the space of all sequences (x(0), x(1), x(2), . . .) with
x(k) ∈ Σ, k ∈ N, by Σ∞ (the “path space”). Recall, for
example, that Pλ ∈ M(Σ∞) is the probability measure
induced on the path space by the initial distribution λ of
X(0). A coupling of two measures Pµ1 , Pµ2 ∈M(Σ∞) is
a measure on Σ∞ × Σ∞ whose marginals coincide with
Pµ1 , Pµ2 . To be precise, consider Γ ∈M(Σ∞×Σ∞), i.e.,
a measure over the product of space. The measure Γ can
be projected to a measure over one or the other factor
space Σ∞; we denote the projections by Φ(1)Γ and Φ(2)Γ.
The set C(Pµ1 , Pµ2) of couplings of Pµ1 , Pµ2 ∈ M(Σ∞)
is then defined by{
Γ ∈M(Σ∞ × Σ∞) : Φ(1)Γ = Pµ1 ,Φ(2)Γ = Pµ2
}
.
2 Coupling arguments have been used since the theorem of
Harris (Harris, 1960; Lindvall, 2012), and are hence some-
times known as Harris-type theorems. Generally, they link
the existence of a coupling with the forgetfulness of initial
conditions.
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We say that a coupling Γ ∈ C is an asymptotic coupling if
Γ has full measure on the pairs of convergent sequences.
To make this precise consider the set H defined by:{
(x1, x2) ∈ Σ∞ × Σ∞ : lim
k→∞
‖x1(k)− x2(k)‖ = 0
}
.
Γ is an asymptotic coupling if Γ(H) = 1. The follow-
ing statement is a specialization of (Hairer et al., 2011,
Theorem 1.1) to our situation:
Theorem 5 (Hairer et al. (2011)) Consider an IFS
with associated Markov operator P admitting two ergodic
invariant measures µ1 and µ2. The following are equiv-
alent:
(i) µ1 = µ2.
(ii) There exists an asymptotic coupling of Pµ1 and Pµ2 .
Consequently, if no asymptotic coupling of Pµ1 and Pµ2
exists, then µ1 and µ2 are distinct.
3 Main Results: Linear Systems
In this section, we present our main results for linear
feedback systems, that is, systems in which agents, filter
and controller are all linear systems. We begin by pre-
senting some negative results for PI controllers; in fact,
this first discussion is important for any control struc-
ture in which some of the components are marginally
stable. We then focus on presenting conditions that en-
sure ergodicity to the closed-loop system – our positive
results.
3.1 Negative Results: Controllers with Poles on the Unit
Circle
To illustrate the importance of the discussion on er-
godicity we now present our first main result. In many
applications, controllers with integral action, such as
the Proportional-Integral (PI) controller, are widely
adopted (Franklin et al., 1994, 1997). A simple PI con-
trol can be implemented as:
pi(k) = pi(k − 1) + κ[e(k)− αe(k − 1)], (9)
which means its transfer function from e to pi, in terms
of the Z transform, is given by
C(z) = κ
1− αz−1
1− z−1 . (10)
Since this transfer function is not asymptotically stable,
any associated realisation matrix will not be Schur. Note
that this is the case for any controller with any sort of
integral action, i.e., a pole at z = 1.
Theorem 6 Consider N agents with states xi, i =
1, . . . , N . Assume that there is an upper bound m on the
different values the agents can attain, i.e., for each i we
have xi ∈ Ai = {a1, . . . , ami} ⊂ R for a given set Ai and
1 ≤ mi ≤ m.
Consider the feedback system in Figure 1, where F :
y 7→ yˆ is a finite-memory moving-average (FIR) filter.
Assume the controller C is a linear marginally stable
single-input single-output (SISO) system with a pole s1 =
eqjθ on the unit circle where q is a rational number, j
is the imaginary unit, and θ is Archimedes’ constant 3 .
In addition, let the probability functions pil : R → [0, 1]
be continuous for all i = 1, . . . , N, l = 1, . . . ,mi, i.e., if
pi(k) is the output of C at time k, then P(xi(k + 1) =
al) = pil(pi(k)). Then the following holds.
(i) The set OF of possible output values of the filter F
is finite.
(ii) If the real additive group E generated by {r− yˆ | yˆ ∈
OF} with r from (5) is discrete, then the closed-loop
system cannot be uniquely ergodic.
Remark 7 One implication of the theorem it that it is
perfectly possible for the closed loop both to perform its
regulation function well and, at the same time, to destroy
the ergodic properties of the closed loop. See Remark 3 for
a discussion of further implications. Thereby, the perfor-
mance of the closed loop needs to be studied both in terms
of the classical regulation and in terms of the ergodic be-
haviour.
PROOF. (i) By assumption, the states of the agents
can only attain finitely many values. Consequently, the
set of possible values of y is finite, and thus also the set
of possible outputs of the filter is finite, as it is just the
moving average over a history of finite length.
(ii) We denote by E the additive subgroup ofR generated
by the filter outputs. By (i), the set of possible inputs to
the linear part of the controller is finite at any time k ∈
N. Let (Ac, Bc, Cc) be a minimal realization of the linear
controller with Ac ∈ Rnc×nc , Bc, CTc ∈ Rnc . Without
loss of generality, assume that
Ac =
[
Q 0
0 R
]
, Bc =
[
B1
B2
]
, Cc =
[
C1 C2
]
.
HereQ is equal to 1,−1 or a 2×2 orthogonal matrix with
the eigenvalues s1 and s1. The matrix R is marginally
Schur stable. We will concentrate on the first element(s)
index(xc(k), 1) of the state xc of the controller at time k
3 Here use θ for the Archimedes’ constant of approximately
3.1416 in order to avoid confusion with the feedback signal
pi(k).
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compatible with Q. That is: index(xc(k), 1) ∈ R1 when
Q is a scalar, and index(xc(k), 1) ∈ R2 when Q is a
2 × 2 matrix. Given an initial value xc(0) and its first
component index(xc(0), 1):
index(xc(k), 1) = Q
kindex(xc(0), 1)+
k−1∑
ν=0
Qk−ν−1B1e(ν),
where the sequence e(0), e(1), . . . represents the input
to the controller. For some power K ≥ 1 we have that
QK = I2 (or 1), by assumption. We may thus rear-
range the sums and just consider finitely many powers
of Q. This induces a further summation over a subse-
quence of {e(ν)}, which by construction lies in E . Thus
index(xc(k), 1) is an element of the set Z(xc(0)) given by
Z(xc(0)) :=
{
Qkindex(xc(0), 1) +
K−1∑
ν=0
QνB1e(ν)∣∣∣ k = 0, ..,K − 1, e(ν) ∈ E}.
By assumption, this set is discrete in R or R2, as the
case may be. The state space of the controller may thus
be partitioned into the uncountably many equivalence
classes under the equivalence relation on Rnc given by
x ∼ y, if the first element (for scalar Q or first two ele-
ment for 2×2 matrixQ) of y is in Z(x), i.e., index(y, 1) ∈
Z(x). These are invariant under the evolution of the
Markov chain. By Proposition 4 E2, ergodic invariant
measures are concentrated on one of these invariant sets.
Ergodic invariant measures that are concentrated on
different equivalence classes cannot couple asymptoti-
cally, as the respective trajectories remain a positive dis-
tance apart. By Theorem 5, the Markov chain cannot be
uniquely ergodic. In particular, should there be only one
ergodic invariant measure µ, then (8) cannot hold for
all deterministic initial conditions (just take a nonzero
continuous function g which is zero on the support of µ).
While the conditions of the previous result appear fairly
abstract, we would like to point out that they apply
in many practical settings. In an implementation using
standard digital computers all constants appearing in
the system description are rational numbers. It is there-
fore of interest to observe that in this case the above
theorem applies, as we note in the next result.
Corollary 8 In the situation of Theorem 6, assume that
Ai ⊂ Q for all i = 1, . . . , N . Assume furthermore that
r ∈ Q and that the coefficients of the FIR filter F are
rational. Then the group E is discrete. If the linear con-
troller satisfies the assumptions of Theorem 6, the closed-
loop system cannot be uniquely ergodic.
PROOF. As Q is a field, it is easy to see that the set
OF is contained in Q. Indeed, the possible outputs are
obtained by manipulation of rational numbers using lin-
ear maps with rational coefficients. It follows that the fi-
nite set of generators of the additive group E is rational.
It follows that E is discrete and the final claim follows
from Theorem 6 (ii).
Remark 9 We note that in real implementations it may
happen that the common denominator of the elements of
E is so small that it is below machine precision, which
may lead to effects not predicted by Corollary 8. But we
do not pursue this question here.
Remark 10 The inability to use integral action in man-
aging the aggregate effect of populations clearly has pro-
found implications for control design; in particular, for
rejecting certain types of disturbances.
Remark 11 Note that control systems with integral ac-
tion are already widely, and perhaps naively, used in
smart city applications, including some of the present au-
thors. While we shall not identify any specific miscreants
(other than papers we have written ourselves) we note
that, for example, in (Schlote et al., 2013), precisely our
setup is used to regulate the fleet emissions of a group
of vehicles. Here, for a fleet of hybrid vehicles, xi(k) de-
notes whether or not vehicle i switched into electric mode
at time k or not. Although measuring the pollution asso-
ciated to each agent’s action xi(k) is difficult, measure-
ments yˆ(k) of the aggregate level of pollution in a city
are widely available from sensors. Then, based on this
measurement, a central agency broadcasts a price signal
pi(k), adjusted via a PI control, for example, based on
the difference between a target level of pollution, and a
measurement, which is then used by the agents in order
to probabilistically decide switching to electric mode or
not. Problems of a similar nature arise in the context
of balancing energy demand and supply in cities; see for
example (United States Federal Energy Regulatory Com-
mission, 2017) (Caves et al., 1988) (Alagoz et al., 2013;
Salsbury et al., 2013). It is worth noting that the use of PI
or PID control for such applications is entirely reason-
able, with any issues around loss of ergodicity somewhat
surprising and, from our perspective, unexpected.
Before proceeding we now give a simple example to il-
lustrate that the previous result is not just of academic
interest, but rather is also of some practical importance.
Example: Let us illustrate the undesirable behaviour
that may arise whenever a PI controller is being used
in the closed-loop system. In this example, we point out
that the integral action may be heavily dependent on the
controller’s initial state. In the following we choose all
data so that Corollary 8 is applicable. That is, the sets
Ai, r and the coefficients of F are chosen to be rational,
and the probability functions pij are continuous.
Consider the feedback system depicted in Figure 1 with
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N = 10 agents, whose states xi are in the set {0, 1};
as before, if xi = 1, we say that agent i has taken the
resource or is active. In this example, we assume that only
the first five agents start with the resource (xi(0) = 1,
i = 1, . . . , 5; xi(0) = 0, i = 6, . . . , 10).
Our main goal is to regulate the number of active agents
around the reference value r = 5. We assume that five
agents, namely x1 to x5, have the following probabilities
of being active (i = 1, . . . , 5)
pi1(xi(k + 1) = 1) = 0.02 +
0.95
1 + exp(−100(pi(k)− 5)) ,
whereas the remaining agents’ probability of consuming
the resource is given by (for i = 6, . . . , 10)
pi1(xi(k + 1) = 1) = 0.98− 0.95
1 + exp(−100(pi(k)− 1)) .
As all agents have two options, we always have pi0 =
1 − pi1. Indeed, if the control signal pi(k)  5, then the
first five agents are more likely to be active. On the other
hand, if pi(k)  1, then remaining ones are more likely
to take the resource.
In this case, we implement two types of linear controllers
C : a PI controller and its lag approximant. The PI con-
troller implements (9) with κ = 0.1 and α = −4. This
controller is approximated by a lag controller, whose
transfer function is given by
C(z) = κ
1− αz−1
1− βz−1 ,
with κ = 0.1, α = −4.01 and β = 0.99. The filter F is
the moving average (FIR) filter defined by
yˆ(k) =
y(k) + y(k − 1)
2
. (11)
Our first observation from one simulation is that the filter
output, yˆ, assumes, indeed, a finite set of rational values,
as shown in Figure 2. Hence, the conditions of Corollary 8
are met by both the controller and the filter in the PI case.
As the closed-loop system is not uniquely ergodic in this
case, it is possible that undesirable characteristics may be
observed during simulations; such behaviour should not
be observed for the lag controller.
We simulated the feedback system depicted in Figure 1
with the setup described above and 2000 sample paths.
The results of these Monte Carlo simulations are pre-
sented in Figures 3–5. The figures use solid curves for
the mean and shading for the area one standard deviation
above and below the mean. Figure 3 points out that the PI
controller regulates the average number of active agents
0 5 10 15 20 25 30 35 40 45 50
2.5
3
3.5
4
4.5
5
5.5
6
6.5
7
7.5
k
yˆ
(k
)
Fig. 2. Filter output for a single simulation. Note that yˆ(k)
assumes a finite set of rational values, and hence satisfies
conditions of Corollary 8.
y¯, whereas the lag controller presents a steady-state er-
ror (as expected). However, Figure 4 shows different av-
erage trajectories of one of the five first agents, x¯1, for
different initial conditions of the controller C , namely
xc(0) = 50 and xc(0) = −50. As the figure points out,
this agent’s behaviour is completely dependent on the ini-
tial value of xc, when C is the PI controller. It is im-
portant to note, however, that this undesirable behaviour
vanishes over the long run when a lag controller is used.
That is, the system becomes uniquely ergodic and, hence,
predictable. We consider this unexpected dependency fur-
ther in Figure 5, which points out the influence of the
initial PI controller’s state on the average state of one of
the first agents, including x¯1 over the long run. Figure 6
illustrates the dynamic response of the broadcast signal pi
for both initial conditions and both controllers; both cases
converge to the same value for the lag structure and this
is not observed when PI is used.
3.2 Positive Results: Ergodic Behaviour under Feed-
back
Finally, to conclude this section, we note that coupling
fails in our PI example due to a lack of contractivity. For-
tunately, for linear systems, the notion of contractivity
needed for unique ergodicity is relatively easy to enforce,
and we shall now provide conditions which guarantee a
stable behavior, for particular combinations of agent dy-
namics, filter, and controller. Specifically, in the linear
setting, the controller dynamics are:
C :
 xc(k + 1) = Acxc(k) +Bce(k),pi(k) = Ccxc(k) +Dce(k), (12)
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Fig. 3. The solid curves represent the mean y(k) over 2000
Monte Carlo simulations. The shaded areas denote one stan-
dard deviation around the mean. Regulation is observed (on
average) for both the PI and for the lag controllers, within
a given precision and for xc(0) = 50.
Fig. 4. The solid curves represent the mean x1(k) over 2000
Monte Carlo simulations. The shaded areas denote one stan-
dard deviation around the mean. Four cases are considered in
this figure, as we simulate the behaviour of x1 for both con-
trollers and two initial states, xc(0) = 50 and xc(0) = −50.
Predictability is lost for the PI controller but is satisfied for
the lag controller, as xc(0) does not affect 〈x1(k)〉 for the
second controller on the long run.
where xc ∈ Rnc is the internal state of the controller
of dimension nc. We adopt a linear model for the nf -
dimensional filterF , based on the classic IIR/FIR struc-
tures (Oppenheim et al., 1999). Remembering that y is
Fig. 5. The solid curves represent the mean x1(1000) over
2000 Monte Carlo simulations. The shaded areas denote one
standard deviation around the mean. This figure presents the
behaviour of the average of x1(1000) for both controllers in
dependence of the initial controller state xc(0). Predictability
of x1(1000) is once again lost, when the PI controller is used.
Fig. 6. The solid curves represent the mean pi(k) over 2000
Monte Carlo simulations. The shaded areas denote one stan-
dard deviation around the mean. Four cases are considered
in this figure: we consider both controllers for the simulations
as well as two initial conditions, xc(0) = 50 and xc(0) = −50,
for each of them. Once again, predictability is lost for the PI
controller, as observed by changing xc(0).
the sum of each agents’ output (as in Figure 1), one has
F :
 xf (k + 1) = Afxf (k) +Bfy(k),yˆ(k) = Cfxf (k). (13)
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Finally, to be consistent with our discussion we consider
populations of agents whose dynamics are described by:
Si :
 xi(k + 1) = Aixi(k) + bi,yi(k) = cTi xi(k) + di, (14)
where Ai ∈ Rni×ni , ci ∈ Rni . The inputs bi and di are
random variables that take values in Rni and R, respec-
tively, with P(bi = bij) = pij(pi) and P(di = dij) =
p′ij(pi). Note that this is a generalisation of the situation
when agents switch between two states on, off. The fol-
lowing result gives conditions for unique ergodicity.
Theorem 12 Consider the feedback system depicted in
Figure 1, with C and F given in (12) and (13). Assume
that each agent i ∈ {1, · · · , N} has state xi with dynam-
ics governed by the affine stochastic difference equations
given in (14), where Ai are Schur matrices and bi and di
are chosen, at each time step, from the sets {bij} ⊂ Rni
and {di`} ⊂ R according to Dini continuous probability
functions pij(·), respectively p′i`(·), that verify (4). As-
sume furthermore that there are scalars δ, δ′ > 0 such
that pij(pi) ≥ δ > 0, p′ij(pi) ≥ δ′ > 0 for all (i, j) and
all pi ∈ Π. Then, for every stable linear controller C and
every stable linear filter F compatible with the system
structure, the feedback loop converges in distribution to
a unique invariant measure.
PROOF. Following (Barnsley et al., 1988), the proof
is centred at the construction of an iterated function
system (IFS) with place-(state-)dependent probabilities
that describes the feedback system. To this end, con-
sider the augmented state ξ := [xT , xTf , x
T
c ]
T ∈ X,
whose dynamic behaviour is described by the difference
equation
ξ(k + 1) = W`(x) := A ξ(k) + β`, (15)
where
A :=

Aˆ 0 0
Bf1
T Cˆ Af 0
0 −BcCf Ac
 (16)
where 1 is the vector of ones, Aˆ := diag(Ai), Cˆ :=
diag(cTi ) and β` is built from all the combinations of
the vectors bij , the scalars dij and other signals. To ap-
ply Corollary 2.3 from (Barnsley et al., 1988), two ob-
servations must be made. First, note that each map W`
is chosen with probability p`(pi) ≥
∏N
i=1 δi > 0 and thus
these probabilities are bounded away from zero. Second,
since σ(A ) = σ(Aˆ) ∪ σ(Af ) ∪ σ(Ac) and, by hypothe-
sis, Ai, Af and Ac are Schur matrices, for any induced
matrix norm there exists m ∈ N sufficiently large such
that ‖A m‖ < 1. This provides the required average con-
tractivity after m steps. The result then follows from
(Barnsley et al., 1988). The proof is complete.
Remark 13 Dini’s condition on the probabilities may be
replaced by simpler, more conservative assumptions, such
as Lipschitz or Ho¨lder conditions (Barnsley et al., 1988).
Also the requirement pij(pi) ≥ δi > 0 in the theorem
statement is not an artefact of our analysis, as pij(pi) = 0
may lead to a non-ergodic behaviour.
Remark 14 As we have stressed in Remark 3, the exis-
tence of an attractive invariant measure is only a base-
line ergodic property. Under mild but technical additional
assumptions, it is possible to prove a geometric rate of
convergence (Steinsaltz, 1999). Under further assump-
tions, one can prove results concerning the “shape” of the
unique invariant measure, where it exists, such as mo-
ment bounds (Walkden, 2007). These would complement
the present theorem.
Remark 15 In Theorem 12, we assume that the feed-
back loop only consists of stable systems. This assumption
may seem quite restrictive, but as shown in the exam-
ples, even marginal stability in one of its parts may lead
to completely unpredictable results. As the result from
(Barnsley et al., 1988) only requires contractivity on av-
erage, more general results are possible, but beyond the
scope of the present paper. We also point out that each
agent may have a local stabilising controller, as we are
analysing the feedback loop from a macroscopic level.
4 Extensions: Non-linear systems and discrete
action spaces
Considering that Theorem 2 does not require linearity, it
is clear that one can extend its use to non-linear systems
under suitable assumptions.
4.1 Non-linear controllers
A particular case of the general setup described in Figure
1 is given by systems of the following form:{
xi(k + 1) ∈ {Wij(xi(k)) | j = 1, . . . , wi}
yi(k) ∈ {Hij(xi(k)) | j = 1, . . . , hi},
(17)
y(k) =
N∑
i=1
yi(k), (18)
F :
{
xf (k + 1) = Wf (xf (k), y(k))
yˆ(k) = Hf (xf (k), y(k)),
(19)
C :
{
xc(k + 1) = Wc(xc(k), yˆ(k), r)
pi(k) = Hc(xc(k), yˆ(k), r),
(20)
In addition, we have Dini continuous probability func-
tions pij , p
′
il : Π → [0, 1] so that the probabilistic laws
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(4) are satisfied. If we denote byXi, i = 1, . . . , N,XC and
XF the state spaces of the agents, the controller and the
filter, then the system evolves on the overall state space
X :=
∏N
i=1Xi × XC × XF according to the dynamics
x(k + 1) :=

(xi)
N
i=1
xf
xc
 (k + 1) ∈ {Fm(x(k)) |m ∈M}.
(21)
where each of the maps Fm is of the form
Fm(x(k)) :=

(Wij(xi(k)))Ni=1
Wf (xf (k),
∑N
i=1Hi`(xi(k)))
Wc(xc(k),Hf (xf (k),
∑N
i=1Hi`(xi(k))))

(22)
and the maps Fm are indexed by indices m from the set
M :=
N∏
i=1
{(i, 1), . . . , (i, wi)} ×
N∏
i=1
{(i, 1), . . . , (i, hi)}.
(23)
By the independence assumption on the choice of the
transition maps and output maps for the agents, for each
multi-indexm = ((1, j1), . . . , (N, jN ), (1, l1), . . . , (N, lN ))
in this set, the probability of choosing the corresponding
map Fm is given by
P (x(k + 1) = Fm(x(k))) =(
N∏
i=1
piji(pi(k))
)(
N∏
i=1
p′ili(pi(k))
)
=: qm(pi(k)). (24)
Theorem 16 Consider the feedback system depicted in
Figure 1. Assume that each agent i ∈ {1, · · · , N} has a
state governed by the non-linear iterated function system
xi(k + 1) = Wij(xi(k)) (25)
yi(k) = Hij(xi(k)), (26)
where Wij and Hij are globally Lipschitz-continuous
functions with global Lipschitz constant lij, resp. l
′
ij.
Assume we have Dini continuous probability functions
pij , p
′
il so that the probabilistic laws (4) are satisfied.
Assume furthermore that there are scalars δ, δ′ > 0 such
that pij(pi) ≥ δ > 0, p′ij(pi) ≥ δ′ > 0 for all (i, j). Fur-
ther, assume that the following contractivity condition
holds: for all 1 ≤ i ≤ N, 1 ≤ j ≤ J : lij < 1. Then, for
every stable linear controller C and every stable linear
filter F compatible with the feedback structure, the feed-
back loop has a unique attractive invariant measure. In
particular, the system is uniquely ergodic.
PROOF. Similarly to the proof of Theorem 12 the as-
sumptions on the Lipschitz constants and the the inter-
nal asymptotic stability of controller and filter guaran-
tees that suitable iterates of the maps Fm are strict con-
tractions. The result then follows again from Theorem
2.1 and Corollary 2.2 of (Barnsley et al., 1988).
Remark 17 Notice that Lipschitz continuity can be
rephrased in many ways. For instance, there is the QUAD
condition (DeLellis et al., 2011), the sector condition,
or, when restricting to convex functions, the bounded
subgradient condition. The sector condition requires that
there exist constants c1 and c2 such that the vector-valued
functions W (x) := [Wi(x)] and H (x) := [Hi(x)] satisfy
W (x)T [W (x)− c1x] ≤ 0 and H (x)T [H (x)− c2x] ≤ 0.
The bounded subgradient condition requires the existence
of constants c3, c4, such that for a given norm | · |, for
all z, z′ in the subdifferentials of W ,H , respectively, at
all points in the domains of the respective functions, we
have that |z| ≤ c3, |z′| ≤ c4. Here the functions W (x),
H (x) are assumed to be convex with a non-empty subd-
ifferential throughout their domains, but not necessarily
differentiable. The equivalence follows from basic convex
analysis, e.g., as a corollary of Lemma 2.6 in (Shalev-
Shwartz, 2012).
Let us refer back to Remark 3 for a discussion of the
importance of unique ergodicity; notably, the existence
of the limit (8) almost surely.
4.2 Discrete Action Spaces
Next, consider the case, when the agents’ actions are
limited to a finite set. In this case the Lipschitz condi-
tions in Theorem 16 cannot be satisfied except in trivial
cases. In this case we may use results in (Werner, 2005,
2004) to obtain ergodicity results.
The general setup of the following result is that for each
agent i the set Ai is finite. Then, XS :=
∏N
i=1Ai is finite
and we consider the directed graph G = (XS , E), where
there is an arc between vertices representing (xi) ∈ XS
and (yi) ∈ XS , if there is a choice of maps Wij in (17)
such that (Wij(xi)) = (yi).
Theorem 18 Consider the feedback system depicted in
Figure 1. Assume that Ai is finite for each i. Assume
that each agent i ∈ {1, . . . , N} has a state governed
by the non-linear stochastic difference equations (25).
Assume we have Dini continuous probability functions
pij , p
′
il so that the probabilistic laws (4) are satisfied. As-
sume furthermore that there are scalars δ, δ′ > 0 such
that pij(pi) ≥ δ > 0, p′ij(pi) ≥ δ′ > 0 for all (i, j) and all
pi. Then, for every stable linear controller C and every
stable linear filter F the following holds:
If the graphG = (XS , E) is strongly connected, then there
exists an invariant measure for the feedback loop. If in
addition, the adjacency matrix of the graph is primitive,
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then the invariant measure is attractive and the system
is uniquely ergodic.
PROOF. This is a consequence of (Werner, 2004) and
the observation that the necessary contractivity proper-
ties follow from the internal asymptotic stability of con-
troller and filter.
We note that a simple condition for the primitivity of
the graph G = (XS , E) is that for each agent the graph
describing the possible transitions is primitive.
Remark 19 We note that there are a few cases, to which
both Theorem 12 and Theorem 18 are applicable. Namely,
if in the assumptions of Theorem 12 allAi = 0, then each
agent at each time step chooses its next state xi(k + 1)
independently of the current state xi(k). In Theorem 18
this corresponds to the case that the Wij are constant
maps and the directed transition graph of the system is
complete.
5 Conclusions and Further Work
Within feedback systems, the control of ensembles of
agents presents a particularly challenging area for fur-
ther study. Practically important examples of such sys-
tems arise in Smart Cities. Typically, such problems de-
viate from classical control problems in two main ways.
First, even though ensembles are typically too large to al-
low for a microscopic approach, they are not sufficiently
large to allow for a meaningful fluid (mean-field) approx-
imation. Second, the regulation problem concerns not
only the ensemble, but also the individual agents; a cer-
tain quality of service should be provided to each agent.
We have formulated this problem as an iterated func-
tion system with the objective of designing an ergodic
control, and demonstrated that controls with poles on
the unit circle (e.g., PI) may destroy ergodicity even for
benign ensembles.
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A An Overview of Notation
In general, our notation employs the following rules: Upper-case letters are used for matrices, (in caligraphic) groups,
maps, operators, (and in blackboard) sets, and spaces, while lower-case letters are used for vectors, scalars, and func-
tions. Subscripts are used to distinguish symbols; time-indexed symbols are followed by the time index in parentheses,
as in x(k). Superscript is used for exponentiation and, in T , for the transpose operation. Caligraphic fonts are used
for maps and operators. Blackboard fonts are used for sets, spaces, and the probability operator P. In particular, sets
of real, rational, and natural numbers are indicated by R, Q, and N, respectively. For a given space X, M(X) indi-
cates the set of all probability measures over X and X∞ denotes its associated path space, which consists of infinite
right-sided sequences over X.
In the following table of notations, we list related groups of symbols in the order of appearance; within each group of
symbols, symbols are ordered alphabetically, Latin first and Greek second.
Table A.1: A Table of Notation
Symbol Meaning
Standard sets:
N the set of natural numbers
Q the set of rational numbers
R the set of real numbers
Constants:
1 a compatible vector of ones
c1, · · · , c4 constants used in Remark 17
hi the number of output maps Hij
lij Lipschitz constant for a transition map
l′ij Lipschitz constant for an output map
N the number of agents
n a dimension of a generic state space Σ
nc dimension of the state of the controller
nf dimension of the state of the filter
ni dimension of the state of ith agent’s private state
mi the number of possible actions of agent i
m an upper bound on the number of possible actions of any agent
r the reference value, i.e., desired value of y(k)
ri ith agent’s expected share of the resource over the long run
wi the number of state transition maps Wij
z Z -transform variable
α a constant used in the PI controller (9) or its lag approximant
β a constant used in a lag controller
δ a constant in the iterated function system ergodicity used in Theorem 2
δ′ a constant in the iterated function system ergodicity used in Theorem 12
continues on next page
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η a lower bound on the values of probability functions
κ a constant used in the PI controller (9) or its lag approximant
Blocks:
C controller representing the central authority
F filter
S1, S2, . . . , SN systems modelling agents
Maps and operators:
fj a generic map in a generic iterated function system
g a generic function of (8)
Hij an output map
Hc a map modelling the controller in (20)
Hf a map modelling the filter in (19)
P (x,G) a generic transition operator
P a state-and-signal-to-state transition operator
Pk a measure-space-over-states-to-measure-space-over-states operator
pj a probability function of a generic iterated function system
pij a probability function for the choice of agent i’s transition map
p′i` a probability function for the choice of agent i’s output map
Wij transition maps
Wc maps modelling the controller in (20)
Wf maps modelling the filter in (19)
Φ(1) projector from a measure over the product of the two path spaces to a single path space
Φ(2) projector from a measure over the product of the two path spaces to a single path space
Deterministic matrices used in the definitions:
Ai a matrix used in the agent dynamics (14) of Theorem 12
Ac a matrix used in the controller (12) of Theorem 12
Af a matrix used in the filter (13) of Theorem 12
Bc a matrix used in the controller (12) of Theorem 12 and in Theorem 6
Bf a matrix used in the filter (13) of Theorem 12
Bi a matrix used in the agent dynamics (14) of Theorem 12
Cc a matrix used in the controller (12) of Theorem 12 and in Theorem 6
Cf a matrix used in the filter (12) of Theorem 12
ci a vector used in the agent dynamics (14) of Theorem 12
Dc a matrix used in the controller (12) of Theorem 12
di a vector used in the agent dynamics (14) of Theorem 12
X(k) element of a generic state space
continues on next page
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{X(k)}k∈N a generic Markov chain
Deterministic matrices and constants used in proofs:
A augmented state transition matrix in (16)
Aˆ diag(Ai) in (16)
β` is built from all bij , dij , and other signals in (16)
Cˆ diag(cTi ) in (16)
E edges of a graph in the proof of Theorem 18
G a graph in the proof of Theorem 18
K a constant used in the proof of Theorem 6
Q a scalar or matrix used in the proof of Theorem 6
R a marginally Schur matrix used in the proof of Theorem 6
Algebras, groups, sets, and spaces:
Ai the set of ith agent’s actions
C set of couplings
Di set of possible resource demands of agent i
B(Σ) Borel σ-algebra
E a real additive group of Theorem 6
G a generic event
H a set used in the definition of asymptotic couplings
J index set of a generic iterated function system
M an index set of (23)
M(X) a measure-space over X
M(X∞) a measure space over the path space
OF set of possible output values of the filter F
S¯ a measurable subset of a state space
Xi a private state space of agent i, often Rni
XS a product space of state spaces of all agents
XF a space of internal states of the filter
XC a space of internal states of the central controller
X a state space of the controller, the filter, and the agents, combined
X∞ a path space
Z set used in the proof of Theorem 6
Π the set of admissible broadcast control signals
Σ a generic state space
Random variables:
e(k) the error signal at time k, i.e., yˆ(k)− r
continues on next page
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pi(k) the signal broadcast at time k
xc(k) the internal state of the controller at time k of dimension nc
xf (k) the internal state of the filter at time k of dimension nf
xi(k) the internal state of agent i at time k
yi(k) the resource utilisation of agent i at time k
y(k) the aggregate resource utilisation at time k
yˆ(k) the value of y(k) filtered by filter F
λ initial state (distribution)
Further notation
Pλ a probability measure induced on the path space
µ a generic measure, usually on state space Σ
Γ a generic measure over the product of the two path spaces, potentially a coupling
ν a counter
18
