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1. Introduction
In [2] we generalize the original definition of weighted surface algebras in [1] by
allowing the possibility that arrows might not be part of the Gabriel quiver, which
gives a much larger class of algebras. This means that the zero relations need
modification, to make sure that the algebras are symmetric, and of the appropriate
dimension. We found recently that we had missed one necessary modification for
the zero relations. Here we give the correct definition, and revise the parts of [2]
which are affected by this modification.
2. Weighted surface algebras
Recall that a quiver is a quadruple Q = (Q0, Q1, s, t) where Q0 is a finite set of
vertices, Q1 is a finite set of arrows, and where s, t are maps Q1 → Q0 associating
to each arrow α ∈ Q1 its source s(α) and its target t(α). We say that α starts
at s(α) and ends at t(α). We assume throughout that any quiver is connected.
Moreover, we fix an algebraically closed field K.
Denote by KQ the path algebra of Q over K. The underlying space has basis
the set of all paths in Q. Let RQ be the ideal of KQ generated by all paths of
length ≥ 1. For each vertex i, let ei be the path of length zero at i, then the ei
are pairwise orthogonal idempotents, and their sum is the identity of KQ. We
will consider algebras of the form A = KQ/I where I is an ideal of KQ which
contains RmQ for some m ≥ 2, so that the algebra is finite-dimensional and basic.
The Gabriel quiver QA of A is then the full subquiver of Q obtained from Q by
removing all arrows α with α+ I ∈ R2Q + I.
A quiver Q is 2-regular if for each vertex i ∈ Q0 there are precisely two arrows
starting at i and two arrows ending at i. Such a quiver has an involution on the
arrows, α 7→ α¯, such that for each arrow α, the arrow α¯ is the arrow 6= α such that
s(α) = s(α¯).
A biserial quiver is a pair (Q, f) where Q is a (finite) connected 2-regular quiver,
with at least two vertices, and where f is a fixed permutation of the arrows such
that t(α) = s(f(α)) for each arrow α. The permutation f uniquely determines a
permutation g of the arrows, defined by g(α) := f(α) for any arrow α. A biserial
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quiver (Q, f) is a triangulation quiver if f3 is the identity, so that cycles of f have
length 3 or 1.
We assume throughout that (Q, f) is a triangulation quiver. We introduce some
notation. For each arrow α, we fix
mα ∈ N
∗ a weight, constant on g-cycles, and
cα ∈ K
∗ a parameter, constant on g-cycles, and define
nα := the length of the g-cycle of α,
Bα := αg(α) . . . g
mαnα−1(α) the path along the g-cycle of α of length mαnα,
Aα := αg(α) . . . g
mαnα−2(α) the path along the g-cycle of α of length mαnα − 1.
If p is a monomial in KQ we write |p| for the length of p. For elements p, q ∈ Λ
we write p ≡ q if p = λq for some non-zero scalar λ ∈ K.
Definition 2.1. We say that an arrow α of Q is virtual if mαnα = 2. Note that
this condition is preserved under the permutation g, and that virtual arrows form
g-orbits of sizes 1 or 2.
Assumption For the general weighted surface algebra we assume that the following
conditions are satisfied:
(1) mαnα ≥ 2 for all arrows α,
(2) mαnα ≥ 3 for all arrows α such that α¯ is virtual and α¯ is not a loop,
(3) mαnα ≥ 4 for all arrows α such that α¯ is virtual and α¯ is a loop.
Condition (1) is a general assumption, and (2) and (3) are needed to eliminate two
small algebras (see [2]). In particular we exclude the possibility that both arrows
starting at a vertex are virtual, and also that both arrows ending at a vertex are
virtual. The Gabriel quiver QΛ of Λ is obtained from Q by removing all virtual
arrows.
The revised definition of a weighted surface algebra is now as follows.
Definition 2.2. The algebra Λ = Λ(Q, f,m•, c•) = KQ/I is a weighted surface
algebra if (Q, f) is a triangulation quiver, with |Q0| ≥ 2, and I = I(Q, f,m•, c•) is
the ideal of KQ generated by:
(1) αf(α) − cα¯Aα¯ for all arrows α of Q,
(2) αf(α)g(f(α)) for all arrows α of Q unless f2(α) is virtual, or unless f(α¯) is
virtual and mα¯ = 1, nα¯ = 3.
(3) αg(α)f(g(α)) for all arrows α of Q unless f(α) is virtual, or unless f2(α) is
virtual and mf(α) = 1, nf(α) = 3.
We assume in this note throughout that |Q0| ≥ 3. The details for the only quiver
with two vertices are discussed in 3.1 of [2] (and other places), and no correction
is needed. Below we will clarify the exceptions in (2) and (3) of Definition 2.2. We
observe that with Λ, also Λop is a weighted surface algebra, and we will use this to
reduce calculations.
2.1. Some combinatorics related to g-cycles of length 2 or 3. We require
the element Aα to be non-zero, and that Bα spans the socle of eiΛ. The problem
we had overlooked originally arises when a 3-cycle of g and a 2-cycle with virtual
arrows pass through the same vertex. We will first discuss some combinatorics
related to quivers related to 3-cycles and 2-cycles of g.
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2.1.1. Virtual arrows. As discussed in [2], virtual arrows cannot come too close
together. We recall the properties we need and will use frequently:
(1) The arrow α is virtual if and only if f2(α¯) is virtual. This holds since f2(α¯)
is equal to g−1(α).
(2) If α is virtual then no other arrow in the f -cycle of α is virtual.
(3) If α is virtual then α¯ is not virtual.
2.1.2. Cycles of g of length three. Recall that Q has at least three vertices. This
means that a g-cycle of length three in Q cannot contain a loop. We will used this
tacitly in the following. We consider (Q, f) where a 3-cycle of g has a common
vertex with a 2-cycle of g. This occurs in a subquiver Q′ of the form
(Q′) c
✻
✻✻
✻✻
✻✻
✻✻
β:=g(α¯)
&&
•
α¯
DD✟✟✟✟✟✟✟✟✟
α
// •oo
✠✠
✠✠
✠✠
✠✠
✠
w
f2(β)
ii
d
ZZ✺✺✺✺✺✺✺✺✺ f(β)
AA
We have the following observations based on this diagram.
Observation 2.3. (1) The permutation g has a cycle (α¯ β f2(α)). Furthermore
there are two g-cycles through c, d, one of length 3 and the other of length
d ≥ 5.
(2) It is not possible that nα¯ = nf(α¯) = 3 and nα(= nf2(α¯)) = 2.
(3) It is not possible that nf(α¯) = 2 and nα¯ = nf(α) = 3.
Remark 2.4. A triangulation quiver (Q, f) can have an arbitrary number of sub-
quivers isomorphic to Q′. For example, start with a cyclic quiver which has vertices
1, 2, . . . , n. For each i, attach a copy of Q′ at vertex i by identifying i with w. Then,
using the ∗-construction introduced in [3], one can extend this quiver to a triangu-
lation quiver. (That is, one splits each of the arrows of the cyclic quiver and adds
a new arrow, to produce triangles, see 4.1 in [3]).
The following discusses relations (2) and (3) near a loop of the quiver. They are
an easy consequence of the conditions, we omit a proof.
Lemma 2.5. Assume ζ = αf(α)g(f(α)) and ξ = αg(α)f(g(α)).
(i) If α is a loop then ζ = 0 = ξ.
(ii) Suppose f(α) is a loop, then ζ = 0.
(iii) Suppose g(α) is a loop, then ξ = 0.
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3. The exceptions in (2) and (3)
Consider ζ := αf(α)g(f(α)), we determine the exceptions occuring in Definition
2.2(2). We require that elements of the form Aβ are non-zero in Λ.
Lemma 3.1. The element ζ is a non-zero multiple of a path Aα or Aα¯ in two
cases:
(a) The arrow α¯ is virtual, then ζ = cα¯cαAα.
(b) We have nα¯ = 3 = mα¯nα¯ and f(α¯) is virtual, then ζ = cα¯cf(α¯)cαAα.
Proof. By Lemma 2.5 we may assume that α and f(α) are not loops. By relation
(1) of Definition 2.2 we have
(∗) ζ = cα¯Aα¯g(f(α)).
(a) Assume α¯ is virtual, then g(f(α)) = f(α¯) and we have ζ = cα¯α¯g(f(α)) =
cα¯α¯f(α¯) = cα¯cαAα.
(b) Suppose nα¯ = mα¯nα¯ = 3, then g(f(α)) = f(g(α¯)) and (*) is equal to
(∗∗) cα¯α¯g(α¯)f(g(α¯)) = cα¯cf(α¯)α¯Af(α¯).
If f(α¯) is virtual then (**) is equal to cα¯cf(α¯)α¯f(α¯) = cα¯cf(α¯)cαAα.
Suppose |Af(α¯)| = 2, then (∗∗) is equal to
cα¯cf(α¯)α¯f(α¯)g(f(α¯)) = λAαg(f(α¯))
for a non-zero scalar λ. By Observation 2.3(2), the arrow α is not virtual. The
cases of Af(α¯) of higher length will be dealt with in Lemma 4.5. 
Consider ξ := αg(α)f(g(α)), we determine the exceptions occuring in Definition
2.2 (3). We include the proof although it is equivalent to Lemma 3.1 for the opposite
algebra of Λ.
Lemma 3.2. The element ξ is a non-zero scalar multiple of a path Aα or Aα¯ in
the following cases:
(a) The arrow f(α) is virtual, and then ξ = cf(α)cα¯Aα¯.
(b) We have nf(α)mf(α) = 3 = nf(α) and α¯ is virtual, then ξ = cf(α)cα¯cαAα.
Proof. We may assume that α, g(α) are not loops, by Lemma 2.5. By relation (1)
of Definition 2.2 we have
(∗) ξ = cf(α)αAf(α).
(a) Assume f(α) is virtual, then ξ = cf(ααf(α) = cf(α)cα¯Aα¯.
(b) Assume now that nf(α) = nf(α)mf(α) = 3, then (*) is equal to cf(α)αf(α)g(f(α)),
which is
(∗∗) cf(α)cα¯Aα¯g(f(α)).
If α¯ is virtual then g(f(α)) = f(α¯) and (**) is equal to cf(α)cα¯cαAα. Suppose
|Aα¯| = 2, then (**) is ≡ α¯g(α¯)f(g(α¯)) ≡ α¯Af(α¯). We have here |Aα¯| = 2 = |Af(α)|
and therefore by Observation 2.3(3), we know f(α) is not virtual. The cases of Aα¯
of higher length will be dealt with in Lemma 4.5. 
Recall that in general Bα ≡ Bα¯ for α, α¯ starting at i. Namely
Bα = αAg(α) ≡ αf(α)f
2(α) ≡ Aα¯f
2(α) = Bα¯.
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3.1. The socle and the second socle near exceptional ζ, ξ. Let Aα, or Aα¯
be one of the elements occuring in the exceptions described in Lemmas 3.1 and
Lemma 3.2. We will now prove that this belongs to the second socle. This will
follow quickly from the following lemma, which also will be useful later.
In the following we assume α¯ is virtual; one may consult one of the following
two diagrams, depending on whether or not α¯ is a loop. In the first diagram, g has
cycles (f2(α) α¯) and (β f2(α¯) α . . .), where β is the last arrow in Aα. In the second
diagram, g has cycles (α¯)(f(α) α g(α) . . .).
c
✺
✺✺
✺✺
✺✺
✺✺
i
α
DD✡✡✡✡✡✡✡✡✡
α¯
// joo
✡✡
✡✡
✡✡
✡✡
✡
d
YY✹✹✹✹✹✹✹✹✹
i
α //
α¯
##
j
f(α)
oo .
Lemma 3.3. Assume α¯ is a virtual arrow. If α¯ is not a loop then there are six
relations of type ζ or ξ in which α¯ occurs. If α¯ is a loop then there are four relations
of type ζ or ξ in which α¯ occurs. In both cases, each of these is zero in Λ.
Proof. We write down details for the case α¯ is not a loop, the other case is easier.
(1) We start with the three elements of type ζ.
(a) We have α¯f(α¯)g(f(α¯)) = 0 since α is not virtual and f(α) is not virtual.
(b) We have f2(α¯)α¯f2(α) = 0. Namely f2(α¯)) = g(f(α¯)) and this is not virtual
since f(α¯) is not virtual. Suppose ng(f(α¯)) = ng(f(α¯))mg(f(α¯)) = 3, then g has cycle
(∗) (f(α¯) g(f(α¯)) f(α)).
Let γ = f(g(f(α¯)), we want that γ is not virtual. Suppose for a contradiction it is
virtual then also f2(γ¯) is virtual. Now γ¯ = g2(f(α¯)) = f(α) by (*), and f2(γ¯) = α,
which is not virtual, a contradiction.
(c) We have f(α)f2(α)α¯ = 0 since g(α) = f(α) is not virtual, and if ng(α) =
ng(α)mg(α) = 3 then g has cycle
(∗∗) (α g(α) f2(α¯)).
If f(g(α)) would be virtual then also f2(f(g(α))) would be virtual. But using (**)
we have
f2(f(g(α))) = f2(g2(α)) = f4(α¯) = f(α¯)
which is not virtual.
(2) We consider the three elements of type ξ.
(a) We have f2(α)α¯f(α¯) = 0 since α = f(f2(α)) is not virtual, and also f(α) is
not virtual.
(b) We have α¯f2(α)α = 0 since f(α¯) is not virtual and α is not virtual.
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(c) Let β be such that g(β) = f2(α¯), we claim that βf2(α¯)α¯ = 0. We have
f(β) = g(f(α¯)). If this were virtual then also f2(f(β)) = f2(g(β)) = f4(α¯) = f(α¯)
would be virtual which is not the case. Suppose nf(β) = nf(β)mf(β) = 3, then g
has a cycle
(f(α) f(α¯) f(β)).
Let s = s(β), then f2(β) : c→ s. Therefore f2(β) = g(α) and is not virtual. 
4. Revising [2], Section 4
Write radΛ = J .
Lemma 4.1. Let α be an arrow such that Aα ≡ ζ = αf(α)g(f(α)) where α¯ is
virtual, as in Lemma 3.1. Then
(1) AαJ = 〈Bα〉 and JAα = 〈Bf2(α¯)〉.
(2) BαJ = 0 = JBα and Bf2(α¯)J = 0 = JBf2(α¯).
Proof. We prove these by applying Lemma 3.3 repeatedly.
(1) Clearly Aαf
2(α¯) = Bα and f
2(α¯)Aα = Bf2(α¯).
Next, we have Aαg(f(α¯)) ≡ α¯f(α¯)g(f(α¯)) = 0 and f
2(α)Aα ≡ f
2(α)α¯f(α¯) = 0
since they are paths of type ζ, or ξ which involve a virtual arrow.
(2) We have Bαα ≡ Bα¯α ≡ α¯f
2(α)α = 0 and similarly f2(α¯)Bα = 0.
Moreover Bαα¯ ≡ α[f(α)f
2(α)α¯] = 0 and f2(α)Bα ≡ [f
2(α)α¯f(α¯)]f2(α¯) = 0.
(3) First Bf2(α¯)f
2(α¯) ≡ f2(α¯)Bα = 0 by (2). Moreover Bf2(α¯)g(f(α¯)) =
f2(α¯)Aαg(f(α¯)) = 0 by (1). Next, we have using f
2(α) also is virtual,
f(α¯)Bf2(α¯) ≡ f(α¯)f
2(α¯)α¯f(α¯) ≡ f2(α)α¯f(α¯) = 0.
Finally, if β = g−1(f2(α¯)), then βBf2(α¯) ≡ [βf
2(α¯)α¯]f(α¯) = 0. 
Lemma 4.2. Let α be an arrow such that Aα ≡ ζ = αf(α)g(f(α)), where nα¯ =
nα¯mα¯ = 3 and f(α¯) is virtual, as in Lemma 3.1. Then
(1) AαJ = 〈Bα〉 and JAα = 〈Bf2(α¯)〉.
(2) BαJ = 0 = JBα and Bf2(α¯)J = 0 = JBf2(α¯).
Proof. As above, we prove these by applying Lemma 3.3 repeatedly.
(1) Clearly Aαf
2(α¯) = Bα and f
2(α¯)Aα = Bf2(α¯). We have Aαg(f(α¯)) ≡
α¯f(α¯)g(f(α¯)) = 0 and f2(α)Aα ≡ f
2(α)α¯f(α¯) = 0.
(2) We have
Bαα ≡ α¯[f(α¯)f
2(α¯)α] = 0,
f2(α)Bα ≡ [f
2(α)α¯f(α¯)]f2(α¯) = 0,
Bαα¯ ≡ α¯f(α¯)[f
2(α¯)α¯] ≡ α¯f(α¯)g(f(α¯)) = 0,
f2(α¯)Bα ≡ [f
2(α¯)α¯]f(α¯)f2(α¯) ≡ g(f(α¯))f(α¯)f2(α¯) = 0.
(3) We have using also some identities from (2) and (1)
Bf2(α¯)f
2(α¯) = f2(α¯)Bα = 0 and Bf2(α¯)g(f(α¯)) = f
2(α¯)[Aαg(f(α¯))] = 0,
f(α¯)Bf2(α¯) = [f(α¯)f
2(α¯)α¯]f(α¯) ≡ Bf(α¯)f(α¯)
≡ Bg(α¯)f(α¯) ≡ g(α¯)[g
2(α¯)α¯f(α¯)] = 0,
βBf2(α¯) ≡ f(g(α¯))Bg(f(α¯)) ≡ f(g(α¯))g(f(α¯))f(α¯) = f(g(α¯))f
2(g(α¯))g
(
f2(g(α¯))
)
= 0.
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
The analogues of Lemma 4.1 and Lemma 4.2 for ξ as in Lemma 3.2 hold, they
are just the same as Lemma 4.1 and Lemma 4.2 for the opposite algebra of Λ. We
give the statements.
Lemma 4.3. Let α be an arrow such that Aα¯ ≡ ξ = αg(α)f(g(α)), where f(α) is
virtual, as in Lemma 3.2. Then
(1) Aα¯J = 〈Bα¯〉 and JAα¯ = 〈Bf2(α)〉.
(2) Bα¯J = 0 = JBα¯ and Bf2(α)J = 0 = JBf2(α).
Lemma 4.4. Let α be an arrow such that Aα ≡ ξ = αg(α)f(g(α)), where nf(α) =
nf(α)mf(α) = 3 and α¯ is virtual, as in Lemma 3.2. Then
(1) AαJ = 〈Bα〉 and JAα = 〈Bf2(α¯)〉.
(2) BαJ = 0 = JBα and Bf2(α¯)J = 0 = JBf2(α¯).
We will now review Lemma 4.5 of [2]. It needs a minor modification.
Lemma 4.5. Let α be an arrow in Q. Then the following hold:
(i) Bα radΛ = 0.
(ii) Bα is non-zero.
(iii) If α is not virtual and we do not have nα = nαmα = 3 and f(α) virtual then
Aαrad
2Λ = 0.
(iv) Suppose α is virtual, or we have both nα = nαmα = 3 and f(α) being virtual.
Then Aαrad
2Λ = 〈Bα〉.
Proof. (i) Let α be an arrow. We have proved that BαJ = 0 when α¯ is virtual and
when f(α) is virtual (in Lemmas 4.1 and 4.2). Interchanging α, α¯ we have proved
Bα¯J = 0 when α is virtual and when f(α¯) is virtual. Now, Bα ≡ Bα¯. Therefore to
complete the proof of (i) we may assume that none of α, α¯, f(α) and f(α¯) is virtual.
We have
Bαα ≡αf(α)f
2(α)α
≡αg(α)f(g(α))f2(g(α)).
The product of the first three arrows is zero; it is not one of the exceptions. Similarly
Bαα¯ ≡ α¯f(α¯)f
2(α¯)α¯ ≡ α¯g(α¯)f(g(α¯))f2(g(α¯)) = 0.
(ii) This follows from the relations.
(iii) With the assumptions we have Aαg(f(α¯)) ≡ α¯f(α¯)g(f(α¯)) = 0, it is not an
exception, and Aαf
2(α¯) = Bα.
(iv) Assume first α is virtual, we consider the four generators for Aαrad
2Λ.
Two of them are zero by Lemma 3.3, and αf(α)f2(α) ≡ Bα, and furthermore
αg(α)g2(α) ≡ Bαg
2(α) = 0 by part (i).
Now assume nα = nαmα = 3 and f(α) is virtual. Then
AαJ
2 = αg(α)g2(α)J + αg(α)f(g(α))J = 0 + αf(α)J
Now αf(α)J = 〈Bα〉 since αf(α)g(f(α)) = 0 by Lemma 3.3. 
For general weighted surface algebras, for some parameters the socle of eiΛ
contains an element which is not a multiple of Bα. These have to be identified and
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excluded. One part of the proof in [2] involves relations (2) and (3), we will now
revise this.
Lemma 4.6. [Lemma 4.10 of [2]] Assume α, α¯ are not virtual. Let ζ = ζ1 + aζ2
where ζ1, ζ2 are initial submonomials of Bα, Bα¯ and a ∈ K
∗ such that ζJ = 0 but
ζ 6∈ 〈Bα〉. Then ζ1 = αg(α), ζ2 = α¯g(α¯) and both f(α) and f(α¯) are virtual.
Moreover, for certain parameters, such ζ exists.
Proof. Let ζ1 = αg(α) . . . g
r(α) and ζ2 = α¯g(α¯) . . . g
s(α¯). We assume ζJ = 0 and
ζ is not a scalar multiple of Bα. Then ζ1 and ζ2 end at the same vertex, and the
arrows starting at this vertex are gr+1(α) and gs+1(α¯) and as well f(gr(α)) and
f(gs(α¯)). It follows that gr+1(α) = f(gs(α¯)), f(gr(α)) = gs+1(α¯). This means we
have the two identities
αg(α) . . . gr(α)f(gr(α)) + aα¯g(α¯) . . . gs+1(α¯) = 0,
αg(α) . . . gr(α)gr+1(α) + aα¯g(α¯) . . . f(gs(α¯)) = 0.
Note that in each case, the individual terms must be non-zero (a proper submono-
mial of Bα or Bα¯ is non-zero). Now, an initial proper submonomial of Bα, respec-
tively Bα¯, can only occur in a relation if it is equal to Aα, respectively Aα¯.
Case 1. Assume r, s ≥ 1. Note that the second monomial in the first equation
is Aα¯. We premultiply the first equation with f
2(α), this gives
f2(α)αg(α)η + aBf2(α) = 0.
Here η = g2(α) . . . f(gr(α)). Since Bf2(α) 6= 0 we deduce that µ := f
2(α)αg(α) 6= 0.
So this is an exception for the relation (2). By Lemma 3.1, we have µ ≡ Af2(α) and
by Lemma 4.1 µJ2 = 0. But µη 6= 0, in fact is a multiple of Bf2(α), and therefore
r = 1. With this, the first equation is
(∗) αg(α)f(g(α)) + aAα¯ = 0.
By Lemma 3.2 and since α¯ is not virtual we have f(α) is virtual and (∗) holds with
a = −cf(α)cα¯.
The same argument for the second equation shows that s = 1. Moreover, the
corresponding identity holds with a = −(cαcf(α¯))
−1. So when r = s = 1 and these
two parameters are equal we have indeed such an element ζ.
We must show that otherwise no such ζ exists.
Case 2. Assume r = s = 0. Then the identities are
αf(α) + aα¯g(α¯) = 0, αg(α) + aα¯f(α¯) = 0.
Here f(α) = g(α¯) and f(α¯) = g(α), they are not virtual. Moreover, |Aα| = 2 and
|Aα¯| = 2. Not both of α, α¯ can be loops, say α is not a loop. Then g has a cycle
(α g(α) f2(α¯)). Since g(α) = f(α¯) we have the contradiction that
g(f(α¯)) = g(g(α)) = f2(α¯) = f(f(α¯)).
Case 3. Assume r ≥ 1 and s = 0, then the argument in Case 1 applies to r
and we can deduce that r = 1. Moreover we have |Aα¯| = 2 and f(α) is virtual. We
show that this cannot happen. The two equations are
αg(α)f(g(α)) + aα¯g(α¯) = 0,
αg(α)g2(α) + aα¯f(α¯) = 0.
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In particular ξ := αg(α)f(g(α)) 6= 0. We must have case (a) of Lemma 3.2, so
that f(α) is virtual and |Aα¯| = 2. We also have |Aα| = 3, but this contradictions
Observation 2.3(1) which says that |Aα| must be at least 5. This completes the
proof. 
5. Revising Sections 5 and 6 of [2]
The modified definition plays a role for Lemma 5.5, and Lemma 5.6 of [2] and
we will now revise these.
Assume first that α¯ is a virtual loop, then α is not virtual. Then the quiver Q
contains a subquiver
iα¯
## α // j
f(α)
oo
and f has a cycle (α¯ α f(α)). Note that by Condition (3) of the Assumption
(preceding Definition 2.2) we have mαnα ≥ 4.
Let γ be the other arrow starting at vertex j, and δ be the other arrow ending
at j.
Lemma 5.1. Assume Λ is not the singular triangle algebra. Then there is an exact
sequence of Λ-modules
0→ Ω−1(Si) → Pj → Pj → Ω(Si) → 0
which gives rise to a periodic minimal projective resolution of Si in modΛ. In
particular Si is periodic of period 4.
Proof. We have Ω(Si) = αΛ, and we take Ω
2(Si) as
Ω2(Si) = {x ∈ ejΛ | αx = 0}.
As in the proof of [2, Lemma 5.5] we see that ϕΛ ⊆ Ω2(Si) where
ϕ := f(α)α− cα¯cαA
′
α
with αA′α = Aα. The module Ω
2(Si) has dimension mαnα − 1. We will show that
ϕΛ has the same dimension, which will give equality.
First we observe that ϕf(α) = 0. Namely
ϕf(α) = f(α)αf(α) − cαcα¯A
′
αf(α) = f(α)cα¯α¯− cαcα¯Aγ = 0
since f(α)α¯ = cγAγ and cα = cγ . Hence ϕJ is generated by ϕγ.
The g-cycle of α is of the form (δ f(α) α . . .)
(i) Assume first that this has length 3, then Q has only two vertices. In this case,
by the assumption, mαnα ≥ 4 so that mα ≥ 2. We have in this case A
′
αγ = µαγ
2
for some monomial µ, and αγ2 = 0 (by relation (3) of Definition 2.2). It follows
that ϕΛ has basis {ϕ, f(α)αγ, . . . , Bf(α)} and has the required dimension.
(ii) Now assume that mαnα = 4. Then Q has three vertices and g is equal to
(α¯)(α γ δ f(α)(f(γ)).
We consider first the case when f(γ) also is virtual, that is Λ is a triangle algebra.
Then we have using the relations that
A′αγ = γδγ = cf(γ)cf(α)Af(α)
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and Af(α) = f(α)αγ. It follows that
ϕγ = (1− cα¯c
2
αcf(γ))f(α)αγ.
We assume that Λ is not the singular triangle algebra, which means that the scalar
in this identity is non-zero. It follows that ϕΛ has basis {ϕ, f(α)αγ, Bf(α)} of the
required size.
(iii) Now assume mαnα ≥ 5 so that A
′
α has length ≥ 3. Then we have
A′αγ = µg
−1(δ)δf(δ)
with µ a monomial of length ≥ 1 which is either zero or ≡ Aβ for β = g
−1(δ) or
g−1(δ). In the second case, JAβ is in the socle. Hence ϕγ = f(α)αγ − ω with ω
in the socle or zero. Then ϕΛ has basis {ϕ, ϕγ, f(α)αγg(γ), . . . , Bf(α)} and the
dimension is as stated.
Since ϕf(α) = 0, we know Ω3(Si) contains f(α)Λ which is isomorphic to Ω
−1(Si).
One sees that they have the same dimension, hence they are equal. 
Now assume α¯ is virtual but not a loop. Then α is not virtual, and it cannot be
a loop (see 2.1.1 and 3.1).
Then the quiver around α¯ has the following form
j
f(α)
✹
✹✹
✹✹
✹✹
✹✹
i
α
EE✡✡✡✡✡✡✡✡✡
α¯
// •
f2(α)oo
f(α¯)
✠✠
✠✠
✠✠
✠✠
✠✠
y
f2(α¯)
ZZ✹✹✹✹✹✹✹✹✹✹
Lemma 5.2. Assume Λ is not the singular spherical algebra. Then there is an
exact sequence of Λ-modules
0→ Ω−1(Si)→ Py → Pj → Ω(Si)→ 0
which gives rise to a minimal projective resolution of period 4.
Proof. We may assume that y 6= j, otherwise Q is the triangular quiver, and from
Example 3.4 in [2] we know that the algebra occurs already in Lemma 5.1, part
(ii). We identify Ω(Si) = αΛ and then Ω
2(Si) = {x ∈ ejΛ | αx = 0}. We have the
following relations in Λ:
(i) αf(α) = cα¯α¯,
(ii) α¯f(α¯) = cαAα.
Hence cαAα = α¯f(α¯) = c
−1
α¯ αf(α)f(α¯) and if we set
ϕ := f(α)f(α¯)− cα¯cαA
′
α
(where αA′α = Aα), then ϕΛ ⊆ Ω
2(Si).
The module Ω2(Si) has dimension mf(α)nf(α) − 1. We want to show that ϕΛ
has the same dimension. Let γ = g(f(α¯)) and δ = f−1(γ).
As in [2, Lemma 5.6] we have ϕf2(α¯) = 0. Hence ϕ radΛ is generated by ϕγ.
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(a) Assume first that mαnα = 3, then nf(α) ≥ 5 (see Observation 2.3(1)). The
permutation g has a cycle (α g(α) f2(α¯)) and a cycle (f(γ) f(α) f(α¯) γ . . .).
We have A′α = g(α) and
g(α)γ = g(α)f(g(α)) = cf(α)Af(α) = f(α)f(α¯)γµ
with µ a monomial of length ≥ 1. Therefore we can write
ϕγ = f(α)f(α¯)γ(1− λµ)
and 1− λµ is a unit in Λ. Moreover, we compute
f(α)f(α¯)γf(γ) ≡ f(α)f(α¯)Af2(α¯) ≡ f(α)f
2(α)α ≡ Bf(α).
From these it follows that ϕΛ has basis {ϕ, f(α)f(α¯)γ, . . . , Bf(α)} of sizemf(α)nf(α)−
1, as required.
(b) Assume mαnα = 4 = nα so that ϕ = f(α)f(α¯)− cα¯cαg(α)g
2(α).
Consider first the case where in addition f(g(α)) is virtual, then it cannot be
a loop (otherwise Q would not be 2-regular). We find that the quiver is then the
spherical quiver, which has two g-cycles of length four and two pairs of virtual
arrows.
Let γ = f(g2(α)). Then one finds ϕγ = f(α)f(α¯)γ−λg(α)f(g(α) for a non-zero
scalar. As before this can be written as
ϕγ = f(α)f(α¯)γ(1− aµ)
with (1 − aµ) a unit (we exclude the singular spherical algebra). Then one gets a
basis for ϕΛ as in part (a), of the right size.
If f(g(α)) is not virtual then A′αγ = g(α)g
2(α)f(g2(α)) which is zero, and again
ϕΛ has the required dimension.
(c) Now assume that mαnα ≥ 5, then A
′
αγ = µg
−1(β)βf(β) where β is the last
arrow in A′α, and where µ has length ≥ 2. Now either g
−1(β)βf(β) = 0, or it is a
non-zero scalar multiple of some Aδ by Lemma 3.2, and then J
2Aδ = 0 by Lemma
4.3. It follows as before that ϕΛ has dimension mf(α)nf(α) − 1.
Since ϕf2(α¯) = 0 we know Ω3(Si) contains f
2(α¯)Λ and this is isomorphic to
Ω−1(Si). One sees that they have the same dimension and hence are equal. 
5.1. Section 6. The only changes needed are as follows.
(1) In Lemma 6.4, the zero relations must be
θf(θ)g(f(θ)) = 0 for θ ∈ Q1 \ {β, δ, ω} and θg(θ)f(g(θ)) = 0 for θ ∈ Q1 \ {α, σ, δ}.
(2) In Lemma 6.5, the zero relations must be
θf(θ)g(f(θ)) = 0 for θ ∈ Q1\{β, δ, µ, ω} and θg(θ)f(g(θ)) = 0 for θ ∈ Q1\{α, σ, ε, δ},
and also µεµ = 0 and εµε = 0 if r ≥ 3.
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