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Abstract: Using the pure spinor formalism, a particular superstring scattering amplitude
involving one closed string and N open string vertex operators in AdS5×S5 is studied. It is
shown that the tree-level amplitude containing one supergravity state and N super-Yang-
Mills states located on D3-branes near the AdS5 boundary can be expressed as a d = 4
N = 4 harmonic superspace integral in terms of the supergravity and super-Yang-Mills
superfields.
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1 Introduction
In order to study superstrings in an AdS5×S5 background [1], it is possible to use both the
Green–Schwarz [2, 3] and the pure-spinor [4, 5] formalisms. Although the superstring action
is known in both formalisms, the explicit superfield construction of the vertex operators of
the theory is still an open problem. Vertex operators correspond to physical states in string
theory, and knowing their expressions is necessary to compute scattering amplitudes.
Even though the RNS formalism cannot be used to describe AdS5 × S5, since it is
a Ramond-Ramond background, flat-space RNS vertex operators have been used to com-
pute scattering amplitudes in that background in certain limits [6–8]. In the pure-spinor
– 1 –
formalism, the first work on vertex operators in AdS5 × S5 was [9]. There the authors
have constructed massless vertex operators corresponding to on-shell fluctuations around
that background, but the expansion in powers of θ was not computed and the connection
between the vertex operators and the duals of the half-BPS operators was not found.
Recently [10], a step in that direction was taken. Using the pure-spinor formalism,
vertex operator expressions have been found for a particular case, namely the massless
states (supergravity) in the limit z → 0, i.e. close to the AdS boundary (z is the radial
coordinate of AdS5). The vertex operators are in the ghost-number +2 cohomology of a
BRST operator, and come in a family {V(N)} (N = 1, 2, . . .) such that V(N) is dual to a
half-BPS operator involving N super-Yang–Mills fields.
Half-BPS operators can be described in an elegant manner in harmonic superspace as
[11–13]
W (N)(x, θ, u) := (uu)i1j1 . . . (uu)iN jN tr [Wi1j1(x, θ) . . .WiN jN (x, θ)] , (1.1)
whereWij is theN = 4, d = 4 Sohnius superfield strength [14]. In addition, the supergravity
vertex operators V(N) in [10] were written in terms of harmonic superfields T (4−N) which
where shown by Heslop and Howe [12] to couple naturally to W (N) via∫
d4x
∫
du D¯4D′4
[
W (N)(x, θ, u)T (4−N)(x, θ, u, u)
]
. (1.2)
This led to the following conjecture: the tree-level (disk) scattering amplitude with one
closed string supergravity vertex operator V(N) ∝ T (4−N) in the bulk and N open string
SYM vertex operators located on D3-branes near the AdS5 boundary would be proportional
to the coupling (1.2).
In this paper, we will prove this conjecture is indeed true. Using (super)symmetry and
BRST arguments, we will show that
MN :=
∫
dξ1 . . . dξN−1
〈
V(N) VSYM USYM(ξ1) . . . USYM(ξN−1)
〉
D3−brane
(1.3)
can be written as (1.2). Here VSYM is the unintegrated vertex operator of SYM, USYM is
the integrated one and the “D3-brane” subscript indicates that these vertex operators are
located on D3-branes parallel and close to the AdS5 boundary. Each of the vertex operators
depends on the four transverse D3-brane directions xa in the plane-wave form eik
(r)
a x
a(ξr).
However, when scattered with the closed string state represented by T (4−N) in the limit
where the D-branes approach the AdS5 boundary, there are no poles in k(r) · k(s) and the
amplitude only depends on k(r)a through the usual conservation term δ4(
∑
r k
(r)
a ). So it can
be expressed as a local integral over
∫
d4x as in (1.2).
In principle, the complete expression for the supergravity vertex operators is needed to
compute scattering amplitudes, while, as mentioned above, only their leading-order behavior
near the boundary is known. However, in the limit where the D-branes approach the AdS5
boundary, the leading-order behavior is sufficient.
To understand why the structure of (1.3) is so simple, note that W (N) of (1.1) is the
half-BPS super-Yang-Mills operator which is dual to the supergravity state represented by
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T (4−N). For half-BPS states, the duality relation between super-Yang-Mills operators and
closed string states is protected against corrections and is given in harmonic superspace by
the relation of (1.2).
This paper is organized as follows. In section 2, we give a brief review of the compu-
tation of the zero-mode cohomology of the AdS5 × S5 BRST operator, obtaining explicit
superfield expressions for the behavior of supergravity vertex operators near the boundary
of AdS5. In section 3, we use the pure-spinor prescription and supersymmetry to compute
the above-mentioned tree-level amplitude, first in the case N = 1 and then extending the
result to N > 1. Finally, we summarize our results in section 4. The appendix contains
notations, conventions and further information useful for the reader.
2 Review of zero-mode cohomology in AdS5 × S5
In this section, we briefly review the computation of the AdS5 × S5 supergravity vertex
operators done in [10].
In the pure-spinor formalism, physical vertex operators must be in the cohomology of
the BRST operator Q. In [10], the authors computed Q for the AdS5 × S5 background
using the coset
PSU(2, 2|4)
SO(4, 1)× SO(6) ×
SO(6)
SO(5)
, (2.1)
instead of the more usual coset PSU(2,2|4)SO(4,1)×SO(5) .
The AdS5 superspace is parameterized by five bosonic variables denoted z and xa for
a = 0 to 3 and thirty-two fermionic variables denoted θαi, θ¯α˙i , ψ
β
j , ψ¯
β˙j for α, α˙ = 1 to 2 and
i, j = 1 to 4. We use the standard d=4 two-component spinor notation as described in
Appendix A.1. These variables appear in the PSU(2,2|4)SO(4,1)×SO(6) coset representative as
g = exp
(
xaPa + i θ
αiqαi + i θ¯α˙iq¯
α˙i
)
exp
(
iψβj s
j
β + i ψ¯
j
β˙
s¯β˙j
)
z∆ , (2.2)
where Pa, qαi, q¯α˙i are generators of the N = 4, d = 4 supersymmetry algebra, sjβ, s¯β˙j are
the N = 4, d = 4 superconformal generators and ∆ is the generator of dilatations. With
this choice of coset representative, the boundary of AdS5 is located at z = 0 and, at the
boundary, the variables xa, θαi, θ¯α˙i transform in the usual N = 4, d = 4 superconformal
manner under the action of global PSU(2, 2|4) transformations.
The S5 is parameterized by an SO(6) vector yI for I = 1 to 6 satisfying yIyI = 1. The
SO(6) Pauli matrices (ρI)ij described in Appendix A.2 can be used to define yij := (ρI)ij yI ,
which satisfies yij = 12εijk` y
k` and yijyjk = δki .
The final ingredients needed to study the pure-spinor string in AdS5 × S5 are the left-
and right-moving ghost variables λ, λ̂ and their conjugate momenta w, ŵ. The λ’s are pure
spinors, i.e. they satisfy λγµλ = 0 and λ̂γµλ̂ = 0 for µ = 0 to 9. Note these expressions
have been written in ten-dimensional notation where λαˆ and λ̂αˆ are chiral spinors (αˆ = 1
to 16) which can be decomposed into SO(3, 1) × SO(6) spinors (λαi, λ¯α˙j ) and (λ̂αi, ¯̂λα˙j ) in
the usual manner. The gauge invariance under δw = (γµλ) Λµ for any Λµ implies that w
– 3 –
can only appear in combinations of the gauge-invariant quantities
Nµν =
1
2
wγµνλ , Jg = wλ , (2.3)
which are respectively the SO(9, 1) Lorentz currents in the ghost sector and the ghost-
number current. Of course, similar expressions hold for the hatted quantities.
2.1 Worldsheet action
To construct the BRST-invariant worldsheet action using the coset (2.1), we need to define
the left-invariant current J = g−1dg, taking values in the PSU(2, 2|4) Lie algebra. Here
d = dζ ∂∂ζ +dζ¯
∂
∂ζ¯
and the variables ζ, ζ¯ parameterize the string worldsheet. The components
of this current are defined via
g−1
∂
∂ζ
g = Ja
1
2
(Pa +Ka) + J
∆∆ + Jkj R
j
k + J
αiqαi + Jα˙iq¯
α˙i + Jβj s
j
β + J
j
β˙
s¯β˙j + · · · , (2.4)
whereKa are the generators of special conformal transformations in four dimensions, R
j
k are
the SU(4) R-symmetry generators and the dots stand for terms proportional to generators
in the isotropy group of AdS5, i.e. in SO(4, 1). Analogously, one can define J¯a, J¯∆, . . .
through the calculation of g−1 ∂
∂ζ¯
g.
In terms of these currents, the matter part of the worldsheet action is given by
Smatter =
∫
d2ζ
[
1
2
ηabJ
aJ¯b +
1
2
J∆J¯∆ − 1
8
(∇y)jk(∇¯y)jk
− 2JαiJ¯αi − 2Jα˙iJ¯ α˙i − 2Jβj J¯ jβ − 2J jβ˙ J¯
β˙
j (2.5)
− yjkJαj J¯kα − yjkJαj J¯αk + yjkJα˙j J¯ α˙k + yjkJ jα˙J¯ α˙k
]
,
where (∇y)jk = ∂yjk + 2J `[jyk]`, ∂ := ∂/∂ζ. One can show that this action is in agreement
with the one written in terms of the usual coset (??) by using the SO(6) gauge invariance
to gauge-fix yI = δI6 in Smatter and then comparing with the well-known result in [5], for
example.
The complete action has also a contribution coming from the ghosts:
Sghost =
∫
d2ζ
[
w · ∇¯λ− ŵ · ∇λ̂+ 1
2
yj`(∇¯y)`kwAjλAk − 1
2
yj`(∇¯y)`kŵAj λ̂Ak
− 2NabN̂ab − 4(yJNJa)(yKN̂Ka) + 2NIJN̂ IJ − 4(yLNLJ)(yM N̂MJ)
]
,
(2.6)
where λAk, wAj and their hatted counterparts are SO(4, 1)× SO(6) spinors given by
λAk =
(
λkα
yk`λ¯α˙`
)
, wAj =
(
wαj
−yj`w¯`α˙
)
, (2.7)
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and
w · ∇¯λ := wαj ∂¯λjα + w¯kα˙yki∂¯(yij λ¯α˙j )− wαj J¯βαλjβ − w¯kα˙J¯ α˙β˙ λ¯
β˙
k
+ 2wαj J¯αα˙y
jkλ¯α˙k − 2w¯kα˙yk`J¯ α˙αλ`α + wαj J¯ jkλkα + w¯kα˙ykiJ¯ imymnλ¯α˙n , (2.8)
where ∂¯ := ∂/∂ζ¯. Note that the covariant derivative above has contributions coming
from all the SO(4, 1)× SO(6) connections, corresponding to Rjk, 12(Pa −Ka) and the four-
dimensional Lorentz generators Mab. An analogous definiton holds for ŵ · ∇λ̂.
2.2 The BRST operator and its cohomology
In the last subsection we introduced the worldsheet action for the pure-spinor superstring
in an AdS5×S5 background, which is given by S = Smatter +Sghost. This action is invariant
under the BRST transformations generated by
Q =
∫
dζ
[
λαi(Jαi − yijJ jα)− λ¯α˙i(J α˙i + yijJ α˙j )
]
−
∫
dζ¯
[
λ̂αi(J¯αi + yij J¯
j
α) +
¯̂
λα˙i(J¯
α˙i − yij J¯ α˙j )
]
. (2.9)
To simplify the analysis of the cohomology, it is convenient to express the BRST charge
in terms of the worldsheet variables and their canonical momenta, defined as Px = δSδ(∂τx) ,
Pz =
δS
δ(∂τ z)
and so on. Here τ is the variable associated with the time direction of the
worldsheet, whereas σ is associated with the space direction. In our conventions,
∂ =
1
2
(∂σ − ∂τ ) , ∂¯ = 1
2
(∂σ + ∂τ ) . (2.10)
After substituting the currents, the operator Q can be organized in the form
Q = Q− 1
2
+Q 1
2
+Q 3
2
+ · · · , (2.11)
where Qn ∝ zn. Near the boundary of AdS5, it is also possible to expand a physical vertex
operator V as
V = Vd0 + Vd0+1 + · · · , (2.12)
where Vn ∝ zn and d0 is the minimum degree of V , i.e. Vd0 is the leading term in the
expansion of V near the boundary.
Equations (2.11) and (2.12) imply that, in order to compute the cohomology of Q, one
can first compute the cohomology of Q− 1
2
, then compute the cohomology of Q 1
2
restricted
to that of Q− 1
2
, and so on. The reason is that, collecting the terms with the same power of
z, one has
QV = 0 ⇐⇒

Q− 1
2
Vd0 = 0 ,
Q 1
2
Vd0 +Q− 1
2
Vd0+1 = 0 ,
...
(2.13)
This procedure is well defined since the complete BRST operator Q is nilpotent, which
implies {Q 1
2
, Q 1
2
}+ 2 {Q− 1
2
, Q 3
2
} = 0, that is, Q 1
2
is nilpotent when acting on states in the
cohomology of Q− 1
2
. The same nilpotency argument applies for Q 3
2
, Q 5
2
, and so on.
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The computation of Q− 1
2
gives
Q− 1
2
∝ 1√
z
(
λ+γmymiPψγi + λ¯
+α˙
j y
jiPψ¯iα˙
)
+ ∂σ−terms , (2.14)
where
λ+αi := −i (λαi − λ̂αi) , λ¯+α˙j := i (λ¯α˙j + ¯̂λα˙j) . (2.15)
We do not consider terms in Q containing σ-derivatives, since we are only interested in its
zero-mode cohomology. In other words, we take the limit in which the string length goes to
zero (or the tension goes to infinity), which corresponds to supergravity (massless states).
Because of the usual quartet argument, we assume the zero-mode cohomology of Q− 1
2
is
independent of λ+.1 Moreover, the states in the cohomology depend on ψ only through
λ−γµψˆ, where ψˆ := yJ (γJψ) and
λ−αi := −i (λαi + λ̂αi) , λ¯−α˙j := i (λ¯α˙j − ¯̂λα˙j) . (2.16)
It is easy to see that λ−γµψˆ is annihilated by Q− 1
2
, since Q− 1
2
(
λ−γµψˆ
)
∝ λ−γµλ+,
which vanishes because of the pure-spinor conditions for λ and λ̂. One can also show that
λ+γµλ
+ + λ−γµλ− = 0 . (2.17)
This identity implies that, when considering states in the cohomology of Q− 1
2
, we have
λ−γµλ− = 0, i.e. λ− is a pure spinor.
The next step is to compute the zero-mode cohomology of Q 1
2
+ Q 3
2
+ · · · restricted
to states in the cohomology of Q− 1
2
. This means we can neglect terms containing λ+ and
we can consider λ− a pure spinor. It turns out that Q 3
2
, Q 5
2
, . . . act as zero on states in
the cohomology of Q− 1
2
. This is because the terms depending on ψ in their expansions
cannot be expressed in terms of the λ−γµψˆ. Thus, the zero-mode cohomology of Q near
the boundary of AdS5 is determined by Q− 1
2
and Q 1
2
only.
Writing the canonical momenta as derivatives, the part of Q 1
2
that is relevant for us is,
then,
Q 1
2
∝ √z
[
λαˆDαˆ + 4 (λγ
[ij]ψˆ)
∂
∂yij
+ yij(λγ
[ij]ψˆ)
(
2z
∂
∂z
+ yk`
∂
∂yk`
− λαˆ ∂
∂λαˆ
)]
, (2.18)
where Dαˆ = ∂∂θαˆ + (θγ
a)αˆ∂a is the dimensional reduction of the d=10 supersymmetric
derivative and we have dropped the minus superscript from λ−. The second term in (2.18)
is understood not to act on λγµψˆ, even though ψˆ depends on y.
In order to express the vertex operators in a convenient way using harmonic superspace,
we need to introduce non-minimal pure-spinor variables [15]. They consist of a bosonic
spinor λ˜αˆ and a fermionic spinor rαˆ, as well as their conjugates w˜αˆ and sαˆ. These variables
satisfy the constraints
λ˜γµλ˜ = 0 , λ˜γµr = 0 . (2.19)
1Actually, this argument is too naive, and the cohomology is only independent of λ+ after allowing de-
pendence on non-mininal pure-spinor variables. See fotenote number 3 of [10] for a more detailed discussion.
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The first of these equations implies λ˜αˆ is a pure spinor.
After introducing the non-minimal variables, we need to modify the BRST operator
Q 1
2
as:
Q 1
2
7−→ Q 1
2
+ w˜αˆrαˆ . (2.20)
The addition of this term implies, using the quartet argument, that the cohomology is
independent of the non-minimal variables.
Then, for arbitrary N , it was shown in [10] that Q 1
2
+ w˜αˆrαˆ annihilates the following
vertex operator:
V(N) = z
2−N
∫
du
4∑
n=0
8nPn(N) (yuu)
N−n−1 Ω(n)T (4−N)(x, θ, u, u) , (2.21)
where Pn(N) = 1N
∏n
m=0(N −m) is a polynomial of degree n in N , T (4−N) is a G-analytic
superfield of harmonic U(1) charge 4 −N , and ∫ du denotes an integral over the compact
space SU(4)/S(U(2)×U(2)) parameterized by the harmonic variables uI i. See appendix B
for more information on harmonic superspace. The operators Ω(n) in (3.2.2) are defined by
Ω(0) =
1
16
(uu)ij(λλ˜)−2(λ˜γµνρσ[ij]λ˜)(λγµD˜)(λγνD˜)(λγρD˜)(λγσD˜)
+
1√
z
(λλ˜)−2(rγµνρλ˜)(λγµD˜)(λγνD˜)(λγρD˜) , (2.22a)
Ω(1) = −
1
2
(uu)ij(λλ˜)−2(λ˜γµνρσ[ij]λ˜)(λγµψˆ)(λγνD˜)(λγρD˜)(λγσD˜)
− 6√
z
(λλ˜)−2(rγµνρλ˜)(λγµψˆ)(λγνD˜)(λγρD˜) , (2.22b)
Ω(2) =
3
2
(uu)ij(λλ˜)−2(λ˜γµνρσ[ij]λ˜)(λγµψˆ)(λγνψˆ)(λγρD˜)(λγσD˜)
+
12√
z
(λλ˜)−2(rγµνρλ˜)(λγµψˆ)(λγνψˆ)(λγρD˜) , (2.22c)
Ω(3) = −2 (uu)ij(λλ˜)−2(λ˜γµνρσ[ij]λ˜)(λγµψˆ)(λγνψˆ)(λγρψˆ)(λγσD˜)
− 8√
z
(λλ˜)−2(rγµνρλ˜)(λγµψˆ)(λγνψˆ)(λγρψˆ) , (2.22d)
Ω(4) = (uu)
ij(λλ˜)−2(λ˜γµνρσ[ij]λ˜)(λγµψˆ)(λγνψˆ)(λγρψˆ)(λγσψˆ) , (2.22e)
with D˜αˆ := −12(uu)ij(γ[ij]D)αˆ.
It is easy to check that the
(
2z ∂∂z + y
k` ∂
∂yk`
− λαˆ ∂
∂λαˆ
)
-part of Q 1
2
annihilates V(N).
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Moreover, the Ω(n)’s have been designed so that the following equations are satisfied:(√
zλαˆDαˆ + w˜
αˆrαˆ
)
Ω(0)T
(4−N) = 0 , (2.23a)(√
zλαˆDαˆ + w˜
αˆrαˆ
)
Ω(1)T
(4−N) = −√z (λγ[ij]ψˆ)(uu)ijΩ(0)T (4−N) , (2.23b)(√
zλαˆDαˆ + w˜
αˆrαˆ
)
Ω(2)T
(4−N) = −√z (λγ[ij]ψˆ)(uu)ijΩ(1)T (4−N) , (2.23c)(√
zλαˆDαˆ + w˜
αˆrαˆ
)
Ω(3)T
(4−N) = −√z (λγ[ij]ψˆ)(uu)ijΩ(2)T (4−N) , (2.23d)(√
zλαˆDαˆ + w˜
αˆrαˆ
)
Ω(4)T
(4−N) = −√z (λγ[ij]ψˆ)(uu)ijΩ(3)T (4−N) , (2.23e)
√
z (λγ[ij]ψˆ)(uu)ijΩ(4)T
(4−N) = 0 . (2.23f)
2.3 Connection to N = 4 SYM
If the operators (3.2.2) correspond to supergravity states in AdS5 × S5, then AdS/CFT
predicts they should be related to half-BPS states in N = 4 SYM. Indeed, we can make
this relation explicit by making use of the harmonic superspace. Consider the following
family of gauge-invariant operators introduced in [11]:
W (N) := trWN , N = 1, 2, . . . , (2.24)
where W := (uu)ijWij , Wij is the Sohnius field strength of N = 4 SYM [14] and the trace
is taken over the gauge group. In components, we have
Wij(x, θ, θ¯) = φij(x)−εijk`θkξ`(x)+2θ¯[iξ¯j](x)+
1
4
εijk`θ
kσabθ`fab(x)− 1
2
θ¯iσ˜
abθ¯jfab(x)+ · · · ,
(2.25)
where φij , ξ, ξ¯ and fab are, respectively, the N = 4 SYM scalars, chiral and anti-chiral
gluinos and gluon field-strength. It is easy to see W (N) describes a gauge-invariant half-
BPS operator constructed from N SYM fields.
For each value of N , one can show that W (N) is an analytic superfield. Thus, it is
possible to define a superfield dual to W (N) through the coupling∫
d4x
∫
du D¯4D′4
[
W (N)(x, θ, u)U (4−N)(x, θ, u, u)
]
, (2.26)
where U (4−N) is a (otherwise unconstrained) G-analytic superfield of harmonic U(1) charge
4 − N . In [12], these superfields U (4−N) were shown to be in one-to-one correspondence
with the chiral superfields describing type IIB supergravity states in AdS5 × S5.
It is natural to identify U (4−N) with the T (4−N) of (3.2.2), since they have exactly the
same properties. One way to see it is consistent is by first noting that the coupling (2.26)
is invariant under the transformation
U (N) 7−→ U (N) + uAi ∂
∂uA′ i
Ξ
(N−1)A
A′ , (2.27)
with Ξ(N−1)AA′ some G-analytic superfield of harmonic U(1) chargeN−1. Then one can show
that, when T (4−N) changes according to (2.27), V(N) changes by a BRST-trivial amount.
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Thus, the superfield T (4−N) appearing in the expression for the vertex operator V(N)
is dual to the half-BPS operator W (N) in the sense of (2.26). This in turn implies a
correspondence between the supergravity state itself and W (N). For example, when T (2) =
θαi(uu)ijθ
βjθkα(uu)k`θ
`
β , one can show V(2) ∝ yij(λiλj) (up to BRST-trivial terms). This
PSU(2, 2|4) scalar is the zero-momentum dilaton vertex operator, which is dual to the
linearized SYM action
∫
d4x
∫
du D¯4W (2), as can be seen from (2.26).
3 Open-closed amplitudes
Because of the duality presented at the end of the last section, and also because of symmetry
arguments, the disk scattering amplitude with the supergravity vertex operator V(N) and N
massless open superstring (SYM) vertex operators was conjectured in [10] to be proportional
to the coupling (2.26). The SYM vertex operators would be located on D3-branes parallel
and close to the AdS5 boundary, at some fixed value of yij and z near 0. Since the disk
has an SL(2,R) symmetry which allows us to fix the positions of one open and one closed
superstring vertex operator, the disk amplitude has the form
MN :=
〈
V(N) VSYM
∫
dξ1 · · · dξN−1 USYM(ξ1) · · ·USYM(ξN−1)
〉
D3−brane
, (3.1)
where VSYM is the unintegrated vertex operator of SYM and USYM is the integrated one.
The angle brackets in the above equation contain integrations over the x, λ and θ
zero modes, but they do not contain integrations over the z and yij zero modes, since the
position of the D3-brane is fixed. Schematically, one has
〈
λαˆλβˆλγˆ f(x, z, y, θ)
〉
D3−brane
=
∫
d4x
z4
∫
(d5θ)αˆβˆγˆ
z−5/2
f(x, z, y, θ) , (3.2)
where the powers of z ensure the measure is PSU(2, 2|4)-invariant, since d4x and d5θ have
dimension −4 and 52 , respectively. More details on the integration of the λ and θ zero modes
will be given shortly.
Proving that (3.1) is indeed proportional to (2.26) is the main purpose of this paper,
and what we begin to do in the following.
3.1 The case N = 1
We now proceed to the computation of the amplitude (3.1) for the case N = 1. This is the
simplest case, not only because the amplitude does not involve integrated vertex operators,
but also because V(1) is simpler than any other supergravity vertex operator in AdS5 × S5.
Indeed, from (3.2.2) we have
V(1) = z
∫
duΩ(0)T
(3)(x, θ, u, u) , (3.3)
which has no y- or ψ-dependence. These operators are the duals to SYM “singleton” oper-
ators, i.e. the duals to abelian SYM fields.
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In fact, the expression for V(1) can be further simplified. By adding the BRST-trivial
quantity
(
Q 1
2
+ w˜αˆrαˆ
)[
2
√
z
∫
du
1
(λλ˜)
(λγµD˜)(λγνD˜)(λ˜γµνD˜)T
(3)(x, θ, u, u)
]
(3.4)
to V(1), we get an equivalent expression which does not depend on the non-minimal pure
spinor variables. It looks the same as (3.3), but with Ω(0) replaced by
Ω˜(0) := −
1
4
(uu)ij(λγµD˜)(λγνD˜)(D˜γµν[ij]D˜) . (3.5)
Based on the conjecture referred to at the beginning of this section, we expect the
following relation to hold:
M1 =
〈
V(1) VSYM
〉
D3−brane
∝
∫
d4x
∫
du D¯4D′4
[
W (1)(x, θ, u)T (3)(x, θ, u, u)
]
, (3.6)
where VSYM =
√
z λαˆAαˆ(x, θ) and Aαˆ is the dimensional reduction of the N = 1, d = 10
SYM superfield, whose properties are reviewed in Appendix C. Substituting the expressions
for the vertex operators, one can write the amplitude as
M1 =
∫
d4x
∫
du
〈
λαˆAαˆ Ω˜(0)T
(3)
〉
, (3.7)
where we used (3.3) and replaced Ω(0) by the Ω˜(0) of (3.5).
Now the angle brackets denote the integrations of the λ and θ zero modes only. In
order to perform these integrations, we need to find a λαˆDαˆ-invariant, SO(3, 1) × SU(4)
scalar measure factor, since this is the symmetry of the boundary of AdS5× S5. At first, it
might seem to be just a matter of dimensionally reducing the ten-dimensional measure
(λγµθ)(λγνθ)(λγρθ)(θγµνρθ) . (3.8)
However, although this particular combination of λ’s and θ’s is special in ten flat dimensions,
since it is the unique (up to an overall factor) SO(9, 1) scalar which can be built out of three
λ’s and five θ’s, there is no reason why its dimensional reduction should be preferred over
any other BRST-invariant, SO(3, 1)× SU(4) scalar in four dimensions. Hence, there could
be some ambiguity in the definition of the N = 4, d = 4 measure factor. Fortunately,
though, it was shown in [16] that it is unique up to BRST-trivial terms and an overall
factor, so we can use (3.8) consistently.
Using the measure factor (3.8), the pure-spinor prescription for the computation of
tree-level scattering amplitudes states that [4]〈
λαˆ1λαˆ2λαˆ3fαˆ1αˆ2αˆ3(x, θ, u, u)
〉
∝ (T D5)αˆ1αˆ2αˆ3fαˆ1αˆ2αˆ3(x, θ, u, u) , (3.9)
where
(T D5)αˆ1αˆ2αˆ3 := T αˆ1αˆ2αˆ3
βˆ1βˆ2βˆ3
(γµD)βˆ1(γνD)βˆ2(γρD)βˆ3(DγµνρD) , (3.10)
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T αˆ1αˆ2αˆ3
βˆ1βˆ2βˆ3
:= δ
(αˆ1
βˆ1
δαˆ2
βˆ2
δ
αˆ3)
βˆ3
+
3
20
(γµ)
(αˆ1αˆ2δ
αˆ3)
(βˆ1
(γµ)βˆ2βˆ3) . (3.11)
This definition ensures that (T D5)αˆ1αˆ2αˆ3 is totally symmetric and γ-traceless, i.e.
(γµ)αˆ1αˆ2(T D5)αˆ1αˆ2αˆ3 = 0 , (3.12)
as is the product of three pure spinors.
In the case at hand,
fαˆβˆγˆ(x, θ, u, u) ∝ Aγˆ(x, θ) Ω(0)αˆβˆT (3)(x, θ, u, u) , (3.13)
with
Ω(0)αˆβˆ := (uu)
ij(γµD˜)αˆ(γ
νD˜)βˆ(D˜γµν[ij]D˜) . (3.14)
Thus, we arrive at the final form of the amplitude:
M1 ∝
∫
d4x
∫
du (T D5)αˆβˆγˆ
[
Aγˆ(x, θ) Ω(0)αˆβˆT
(3)(x, θ, u, u)
]
. (3.15)
3.1.1 Possible contributions
Computing (3.15) explicitly would be very complicated, but fortunately we need not do
that. Instead, we can use symmetry arguments and equations of motion to determine the
form of the terms that might appear in the computation, and then use supersymmetry to
obtain the relative coefficients.
Let us see what kind of terms one can expect to find when computingM1. Recalling
that
D˜αˆ := −1
2
(uu)k`(γ
[k`]D)αˆ =
(
D˜αi
¯˜
Dα˙j
)
=
(
(uu)ikDαk
(uu)j`D¯
α˙`
)
, (3.16)
we see that the amplitude has the schematic form
M1 ∼
∫
d4x
∫
duu6(Dαˆ)
5
[
Aβˆ (Dγˆ)
4T (3)
]
, (3.17)
where the index contractions need to be worked out. Depending on the number of Dαˆ’s
that act on Aβˆ , there can be several possible contributions, as we show in the following.
In our search for the possible contributions to (3.15), we are guided by dimensional
analysis, SO(3, 1)×SU(4)-invariance, the SYM equations of motion and gauge invariance.
One can see M1 is gauge-invariant because, under a gauge transformation δAαˆ = DαˆΛ,
one has
δM1 ∝
〈
V(1)
√
zλαˆDαˆΛ
〉
= −
〈(√
zλαˆDαˆV(1)
)
Λ
〉
= 0 , (3.18)
since BRST-exact terms decouple and since Q 1
2
V(1) = 0 implies
√
zλαˆDαˆV(1) = 0. We also
take into account that T (3) is a G-analytic superfield, such that independent contributions
only contain (uDαˆ) derivatives acting on it.
When the five Dαˆ’s in (3.17) act on Aβˆ , we get a dimension-3 superfield. So this term
could in principle give a contribution proportional to ∂a∂bWij or ∂aFbc. We do not consider
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∂a∂bAc because this term is not gauge-invariant. It is easy to convince oneself that one
cannot construct a non-zero term out of ∂aFbc, and hence the only possible contribution is
u6
[
(Dαˆ)
5Aβˆ
]
(Dγˆ)
4T (3) ∼ (uu)`m∂ββ˙∂αα˙W`m D¯β˙n
¯˜
Dα˙nD˜
αkDβkT
(3) , (3.19)
where we used the definition ∂αα˙ := (σa)αα˙∂a.
When four Dαˆ’s hit Aβˆ , we get a dimension-
5
2 superfield. This could be either ∂aW
βj
or its conjugate, ∂aW¯
β˙
j . Keeping in mind the SYM equation of motion ∂αα˙W
αi = 0, we are
left with two possibilities:
u6
[
(Dαˆ)
4Aβˆ
]
(Dγˆ)
5T (3) ∼ ∂αα˙W βj ¯˜Dα˙k (D¯k ¯˜Dj)D˜αrDβrT (3)
+ ∂αα˙W¯
β˙
j D¯
r
β˙
¯˜
Dα˙r (DkD˜
j)D˜αkT (3) . (3.20)
Going on with this analysis, we find all the possible gauge-invariant contributions com-
ing from different numbers of derivatives acting on Aβˆ , until the last case:
u6
[
DαˆAβˆ
]
(Dγˆ)
8T (3) ∼W (1) D¯4D′4T (3) . (3.21)
Note that, since M1 is gauge-invariant, any contributions coming partly from a term in
which no Dαˆ acts on Aβˆ can be expressed as a linear combination of gauge-invariant terms
in which at least one Dαˆ acts on Aβˆ .
In summary, we get the following list of possible terms:
1. W (1) D¯4D′4T (3) ,
2. (uu)`mW `β D¯
4Dβk (D˜
kD˜m)T (3) ,
3. (uu)`mW¯ β˙` (
¯˜
Dk
¯˜
Dm)D¯
k
β˙
D′4T (3) ,
4. (σab)γβFab D¯4D
γ
j D˜
j
βT
(3) =: Fγ
β D¯4Dγj D˜
j
βT
(3) ,
5. (σ˜ab)β˙ α˙Fab
¯˜
Dβ˙jD¯
α˙jD′4T (3) =: F β˙ α˙
¯˜
Dβ˙jD¯
α˙jD′4T (3) ,
6. (uu)mj∂αα˙W`m (D¯n
¯˜
Dj)
¯˜
Dα˙nD˜
αk(DkD˜
`)T (3) ,
7. ∂αα˙W βj
¯˜
Dα˙k (D¯
k ¯˜Dj)D˜
αrDβrT
(3) ,
8. ∂αα˙W¯
β˙
j D¯
r
β˙
¯˜
Dα˙r (DkD˜
j)D˜αkT (3) ,
9. (uu)`m∂ββ˙∂αα˙W`m D¯
β˙n ¯˜Dα˙nD˜
αkDβkT
(3) .
To conclude this subsubsection, let us argue that
D¯4D′4
[
W (1)(x, θ, u)T (3)(x, θ, u, u)
]
is also given by a linear combination of the terms listed above. This expression contains
eight derivatives of the type (uDαˆ). When all these derivatives hit T (3), one obviously gets
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the first term in the list. If only one derivative acts on W (1), the resulting expression is
proportional to either the second or the third term in the list, depending on the chirality of
the derivative (Dαi or D¯iα˙). And so on until the case in which four (uDαˆ)’s hit W
(1) to give
either zero or something proportional to the last term. Acting with five or more derivatives
on W (1) gives zero, as can be seen from the fact that (uDαˆ)5W (1) has U(1) charge −32 ,
while the SYM fields {φij , ξαi, ξ¯α˙i , fab} have U(1) charges ranging from −1 to +1.
3.1.2 Proof using supersymmetry
Defining tn (n = 1, . . . , 9) to be the n-th possible term as listed at the end of the previous
subsubsection, the amplitude we are computing must have the form
M1 =
∫
d4x
∫
du
9∑
n=1
cn tn , (3.22)
for some constants c1, . . . , c9. In this subsection, we will prove that these constants are
uniquely determined (up to an overall factor) by supersymmetry. Because both the left and
right-hand sides of (3.6) are supersymmetric, this proves our conjecture since both the left
and right-hand sides of (3.6) must be proportional to (3.22). Note that the left-hand side
of (3.6) is supersymmetric (up to total derivatives), because λαˆAαˆ Ω˜(0)T (3) is annihilated
by λαˆDαˆ so BRST invariance of the pure spinor measure factor implies supersymmetry
as usual [4]. To see that the right-hand side of (3.6) is also supersymmetric (up to total
derivatives), it suffices to write the supersymmetry generators as qαˆ ∼ Dαˆ +∂/∂x and note
that DαiD¯4D′4F and D¯jα˙D¯4D′4F vanish for any G-analytic superfield F (since there are
only four independent (uD)αA′ and they are fermionic).
In order to uniquely determine the constants c1, . . . , c9, we have to impose supersym-
metry which implies that Dαˆ
(∑9
n=1 cn tn
)
= 0. We begin by acting on the possible terms
with Dαi. We have:
1.
Dαi
[
W (1) D¯4D′4T (3)
]
=
[
DαiW
(1)
]
D¯4D′4T (3) +W (1)DαiD¯4D′4T (3)
= −2 (uu)ijW jαD¯4D′4T (3) + 8 ∂αα˙W (1) ( ¯˜Di ¯˜Dj)D¯α˙jD′4T (3) ,
where we used DαiWjk = −εijk`W `α and [Dαi, D¯4] = −8 ( ¯˜Di ¯˜Dj)D¯α˙j∂αα˙ and inte-
grated by parts.
2.
Dαi
[
(uu)`mW
`
β D¯
4Dβk (D˜
kD˜m)T (3)
]
=
[
DαiW
`
β
]
D¯4Dβk (D˜
kD`)T
(3) −W `β DαiD¯4Dβk (D˜kD`)T (3)
=
1
2
Fα
β D¯4Dβk(D˜
kDi)T
(3) +
1
4
(uu)ijW
j
αD¯
4D′4T (3)
− 8 ∂αα˙W `β ( ¯˜Di ¯˜Dj)D¯α˙jDβk (D˜kD`)T (3) ,
where we used DαiW β` = 12δ
`
iFα
β and
DαiD
β
k (D˜
kD`)T
(3) = −1
4
δβα(uu)i`D
′4T (3) .
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3.
Dαi
[
(uu)`mW¯ β˙` (
¯˜
Dk
¯˜
Dm)D¯
k
β˙
D′4T (3)
]
= (uu)`m
[
DαiW¯
β˙
`
]
(
¯˜
Dk
¯˜
Dm)D¯
k
β˙
D′4T (3)
− (uu)`mW¯ β˙` Dαi( ¯˜Dk ¯˜Dm)D¯kβ˙D′4T (3)
= −2 (uu)`m∂αα˙Wi` ( ¯˜Dk ¯˜Dm)D¯α˙kD′4T (3)
− 2 (uu)`m∂αα˙W¯ β˙` ¯˜Dα˙m ¯˜Dβ˙iD′4T (3)
+ 2 (uu)`m(uu)mi ∂αα˙W¯
β˙
`
¯˜
Dα˙k D¯
k
β˙
D′4T (3)
= −2 (uu)`m∂αα˙Wi` ( ¯˜Dk ¯˜Dm)D¯α˙kD′4T (3)
+ 3 (uu)`m(uu)mi ∂αα˙W¯
β˙
`
¯˜
Dα˙k D¯
k
β˙
D′4T (3) ,
where we used DαiW¯α˙j = −2 ∂αα˙Wij and the identities (uu)i[j(uu)k`] = 0 and
εα˙[β˙εγ˙δ˙] = 0.
4.
Dαi
[
Fγ
β D¯4Dγj D˜
j
βT
(3)
]
= Fγ
β D¯4DαiD
γ
j D˜
j
βT
(3) + 8 ∂αα˙Fγ
β (
¯˜
Di
¯˜
Dj)D¯
α˙jDγkD˜
k
βT
(3) ,
where we used DαiFγβ = 0.
5.
Dαi
[
F β˙ α˙
¯˜
Dβ˙jD¯
α˙jD′4T (3)
]
= −4 ∂αα˙W¯ β˙i ¯˜Dβ˙jD¯α˙jD′4T (3) ,
where we used DαiF β˙ α˙ = −4 ∂αα˙W¯ β˙i and ∂αβ˙F β˙ α˙ = 0.
6.
Dαi
[
(uu)mj∂ββ˙W`m (D¯
n ¯˜Dj)
¯˜
Dβ˙nD˜
βk(DkD˜
`)T (3)
]
=
= −εi`mp(uu)mj∂ββ˙W pα (D¯n
¯˜
Dj)
¯˜
Dβ˙nD˜
βk(DkD˜
`)T (3)
+ (uu)mj∂ββ˙W`mDαi(D¯
n ¯˜Dj)
¯˜
Dβ˙nD˜
βk(DkD˜
`)T (3)
= −εi`mp(uu)mj∂ββ˙W pα (D¯n
¯˜
Dj)
¯˜
Dβ˙nD˜
βk(DkD˜
`)T (3)
− 3 (uu)mj(uu)ji∂αα˙∂ββ˙W`m D¯α˙n
¯˜
Dβ˙nD˜
βk(DkD˜
`)T (3)
+
1
4
(uu)mj(uu)`p(uu)pi∂αα˙W`m (D¯
n ¯˜Dj)
¯˜
Dα˙nD
′4T (3) .
7.
Dαi
[
∂ββ˙W
γj ¯˜Dβ˙k(D¯
k ¯˜Dj)D˜
βrDγrT
(3)
]
=
[
Dαi∂ββ˙W
γj
]
¯˜
Dβ˙k(D¯
k ¯˜Dj)D˜
βrDγrT
(3)
− ∂ββ˙W γj Dαi
¯˜
Dβ˙k(D¯
k ¯˜Dj)D˜
βrDγrT
(3)
=
1
2
∂ββ˙Fα
γ ¯˜Dβ˙k(D¯
k ¯˜Di)D˜
βrDγrT
(3)
+ 3 (uu)ij∂αα˙∂ββ˙W
γj ¯˜Dβ˙kD¯
α˙kD˜βrDγrT
(3)
+ ∂ββ˙W
γj ¯˜Dβ˙k(D¯
k ¯˜Dj)DαiD˜
βrDγrT
(3) .
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8.
Dαi
[
∂ββ˙W¯
γ˙
j D¯
r
γ˙
¯˜
Dβ˙r (DkD˜
j)D˜βkT (3)
]
= −2 ∂αα˙∂ββ˙Wij D¯α˙r
¯˜
Dβ˙r (DkD˜
j)D˜βkT (3)
+
1
4
(uu)jm(uu)mi∂αα˙W¯
γ˙
j D¯
r
γ˙
¯˜
Dα˙rD
′4T (3) .
9.
Dαi
[
(uu)`m∂ββ˙∂γγ˙W`m D¯
β˙n ¯˜Dγ˙nD˜
γkDβkT
(3)
]
= −2 (uu)ij∂ββ˙∂γγ˙W jα D¯β˙n
¯˜
Dγ˙nD˜
γkDβkT
(3)
+ (uu)`m∂ββ˙∂γγ˙W`m D¯
β˙n ¯˜Dγ˙nD˜
γkDβkDαiT
(3) .
We see that acting with Dαi on tn produces various terms. In order to impose that
the amplitude is supersymmetric, we need to collect the terms which should cancel inde-
pendently. In the following, we organize the results according to the superfields appearing
in each term. The imposition that they cancel gives rise to a system of many equations for
the constants cn, which have to be solved at the same time.
• Terms proportional to W βj (without x-derivatives):
(DαiM1)|Wβj =
(
1
4
c2 − 2c1
)
(uu)ijW
j
αD¯
4D′4T (3) .
Hence we get our first equation:
1
4
c2 − 2c1 = 0 . (3.23)
• Terms proportional to Fγβ :
(DαiM1)|Fγβ =
1
2
c2 Fα
β D¯4Dβk(D˜
kDi)T
(3) + c4 Fγ
β D¯4DαiD
γ
j D˜
j
βT
(3)
=
(
1
2
c2 +
2
3
c4
)
Fα
β D¯4Dβk(D˜
kDi)T
(3) ,
where we used FγβD¯4DαiD
γ
j D˜
j
βT
(3) = 23Fα
βD¯4Dβk(D˜
kDi)T
(3). Therefore,
1
2
c2 +
2
3
c4 = 0 . (3.24)
• Terms proportional to ∂Fγβ :
(DαiM1)|∂Fγβ = 8c4 ∂αα˙Fγβ (
¯˜
Di
¯˜
Dj)D¯
α˙jDγkD˜
k
βT
(3)
+
1
2
c7 ∂ββ˙Fα
γ ¯˜Dβ˙k(D¯
k ¯˜Di)D˜
βrDγrT
(3)
=
(
8c4 +
1
2
c7
)
∂αα˙Fγ
β (
¯˜
Di
¯˜
Dj)D¯
α˙jDγkD˜
k
βT
(3) ,
where we used ∂αα˙Fβγ = ∂βα˙Fαγ . So we get
8c4 +
1
2
c7 = 0 . (3.25)
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• Terms proportional to ∂W¯ α˙j :
(DαiM1)|∂W¯ α˙j = 3c3 (uu)
`m(uu)mi ∂αα˙W¯
β˙
`
¯˜
Dα˙k D¯
k
β˙
D′4T (3)
− 4c5 ∂αα˙W¯ β˙i ¯˜Dβ˙jD¯α˙jD′4T (3)
+
1
4
c8 (uu)
jm(uu)mi∂αα˙W¯
γ˙
j D¯
r
γ˙
¯˜
Dα˙rD
′4T (3)
= (3c3 − 4c5) (uu)`m(uu)mi ∂αα˙W¯ β˙` ¯˜Dα˙k D¯kβ˙D′4T (3)
−
(
1
4
c8 + 4c5
)
(uu)`m(uu)mi ∂αα˙W¯
β˙
`
¯˜
Dα˙k D¯
k
β˙
D′4T (3) ,
where we used (uu)`m(uu)mi + (uu)`m(uu)mi = δ`i . Thus we obtain two equations: 3c3 − 4c5 = 0 ,1
4
c8 + 4c5 = 0 .
(3.26)
• Terms proportional to ∂W βj :
(DαiM1)|∂Wβj = −8c2 ∂αα˙W `β ( ¯˜Di ¯˜Dj)D¯α˙jDβk (D˜kD`)T (3)
− c6 εi`mp(uu)mj∂ββ˙W pα (D¯n
¯˜
Dj)
¯˜
Dβ˙nD˜
βk(DkD˜
`)T (3)
+ c7 ∂ββ˙W
γj ¯˜Dβ˙k(D¯
k ¯˜Dj)DαiD˜
βrDγrT
(3)
= (c6 − 8c2) ∂αα˙W `β ( ¯˜Di ¯˜Dj)D¯α˙jDβk (D˜kD`)T (3)
+
(
3
2
c6 − c7
)
∂γα˙W
`
β (
¯˜
D`
¯˜
Dj)D¯
α˙jD˜γkDβkDαiT
(3) ,
where we used the identities εi`mp = −3 (uu)[i`(uu)m]p−3 (uu)[i`(uu)m]p, εα[βεγδ] = 0
and (uu)[i`(uu)m]p = 0. Hence we get two more equations: c6 − 8c2 = 0 ,3
2
c6 − c7 = 0 .
(3.27)
• Terms proportional to ∂2W βj :
(DαiM1)|∂2Wβj = 3c7 (uu)ij∂αα˙∂ββ˙W γj
¯˜
Dβ˙kD¯
α˙kD˜βrDγrT
(3)
− 2c9 (uu)ij∂ββ˙∂γγ˙W jα D¯β˙n
¯˜
Dγ˙nD˜
γkDβkT
(3)
= (3c7 + 2c9) (uu)ij∂αα˙∂ββ˙W
γj ¯˜Dβ˙kD¯
α˙kD˜βrDγrT
(3) ,
whence
3c7 + 2c9 = 0 . (3.28)
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• Terms proportional to ∂Wij :
(DαiM1)|∂Wij = 8c1 ∂αα˙W (1) ( ¯˜Di ¯˜Dj)D¯α˙jD′4T (3)
− 2c3 (uu)`m∂αα˙Wi` ( ¯˜Dk ¯˜Dm)D¯α˙kD′4T (3)
+
1
4
c6 (uu)
mj(uu)`p(uu)pi∂αα˙W`m (D¯
n ¯˜Dj)
¯˜
Dα˙nD
′4T (3)
= (8c1 + c3) ∂αα˙W
(1) (
¯˜
Di
¯˜
Dj)D¯
α˙jD′4T (3)
+
(
2c3 +
1
4
c6
)
(uu)mj(uu)`p(uu)pi∂αα˙W`m (D¯
n ¯˜Dj)
¯˜
Dα˙nD
′4T (3) ,
so that we must have  8c1 + c3 = 0 ,2c3 + 1
4
c6 = 0 .
(3.29)
• Terms proportional to ∂2Wij :
(DαiM1)|∂2Wij = −3c6 (uu)mj(uu)ji∂αα˙∂ββ˙W`m D¯α˙n
¯˜
Dβ˙nD˜
βk(DkD˜
`)T (3)
− 2c8 ∂αα˙∂ββ˙Wij D¯α˙r
¯˜
Dβ˙r (DkD˜
j)D˜βkT (3)
+ c9 (uu)
`m∂ββ˙∂γγ˙W`m D¯
β˙n ¯˜Dγ˙nD˜
γkDβkDαiT
(3)
= (3c6 − 2c8) (uu)mj(uu)ji∂αα˙∂ββ˙Wm` D¯α˙n
¯˜
Dβ˙nD˜
βk(DkD˜
`)T (3)
−
(
4
3
c9 + 2c8
)
(uu)mj(uu)ji∂αα˙∂ββ˙Wm` D¯
α˙n ¯˜Dβ˙nD˜
βk(DkD˜
`)T (3) ,
then we find the last pair of equations: 3c6 − 2c8 = 0 ,4
3
c9 + 2c8 = 0 .
(3.30)
Putting together (3.23), . . . , (3.30), we get the following system of equations:
1
4c2 − 2c1 = 0
1
2c2 +
2
3c4 = 0
8c4 +
1
2c7 = 0
3c3 − 4c5 = 0
1
4c8 + 4c5 = 0
c6 − 8c2 = 0
3
2c6 − c7 = 0
3c7 + 2c9 = 0
8c1 + c3 = 0
2c3 +
1
4c6 = 0
3c6 − 2c8 = 0
4
3c9 + 2c8 = 0 .
(3.31)
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We see there are a few more equations than unknowns, but they turn out to be not all
independent. Setting c1 = 1 as our normalization,2 this system can be solved to give
c2 = −c3 = 8 ,
c4 = c5 = −6 ,
c6 = 64 , (3.32)
c7 = c8 = 96 ,
c9 = −144 .
Note thatM1 is real, which implies DαiM1 = 0 ⇐⇒ D¯iα˙M1 = 0.
Hence we have proved that, up to an overall factor, there is only one combination of the
possible terms which is supersymmetric. This in turn shows that equation (3.6) is indeed
true.
3.2 The cases N > 1
In the last subsection, we have shown that
V(1) = z
∫
duΩ(0)T
(3)(x, θ, u, u)
implies
M1 =
〈
VSYM V(1)
〉
D3−brane
∝
∫
d4x
∫
du D¯4D′4
[
W (1) T (3)
]
. (3.33)
Now we want to generalize this result to any N , i.e. we want to show
MN :=
∫
dξ1 . . . dξN−1
〈
VSYM V(N) USYM(ξ1) . . . USYM(ξN−1)
〉
D3−brane
∝
∫
d4x
∫
du D¯4D′4
[
W (N) T (4−N)
]
, (3.34)
where we recall USYM is the integrated version of VSYM =
√
z λαˆAαˆ and V(N) was defined
in (3.2.2).
3.2.1 The N = 2 case
As a natural first step, let us analyze the case N = 2. In this case, we want to compute the
following scattering amplitude:
M2 =
∫
dξ
〈
VSYM(∞)V(2)(i,−i)USYM(ξ)
〉
D3−brane
, (3.35)
where we have fixed the worldsheet positions of the unintegrated vertex operators (here 
is a positive infinitesimal).
2Here we are implicitly neglecting the case in which all the constants cn vanish, which of course is also
a solution to the system of equations. It is straightforward to show the right-hand side of (3.6) is non-
vanishing, and the left-hand side can also be shown to be non-zero by direct computation of one of the
possible terms, for example by choosing the gauge Aαˆ = (θγ[ij])αˆWij with Wij constant.
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The easiest way to do this computation is by taking the OPE of V(2)(i,−i) with
USYM(ξ) and looking for terms which can contribute to the dual to VSYM. Here we use
the word “dual” meaning an object O such that 〈VSYMO〉 is nonzero. This object must be
in the ghost-number +2 cohomology of the BRST operator Q and its product with VSYM
should include terms proportional to the measure factor
(λγµθ)(λγνθ)(λγρθ)(θγµνρθ) .
Moreover, the amplitude must of course be PSU(2, 2|4)-invariant, and in particular
SU(4)-invariant. A superfield in the [0, p, 0] representation of SU(4) should couple to another
superfield in the same representation, so that a scalar ([0, 0, 0]) is present in their tensor
product decomposition. The Dynkin label p is related to the number of y’s (ny) in a
vertex operator by p = ny + 1, as can be seen from the coupling (2.26). The argument
goes as follows: T (4−N) couples to (Wij)N and hence V(N) corresponds to (Wij)N . Now,
(Wij)
N transforms in the [0, N, 0] of SU(4), while V(N) ∼ yN−1. Therefore, since VSYM is
independent of y, so must O be.
As seen in subsection 2.2, an object in the ghost-number +2 cohomology of Q has the
form
O(N) = z
2−N
∫
du
4∑
n=0
8nPn(N) (yuu)
N−n−1 Ω(n)G(4−N)(x, θ, u, u) ,
where G(4−N)(x, θ, u, u) is some G-analytic superfield of harmonic U(1) charge 4 −N and
the operators Ω(n) were defined in (2.22). Since, by the argument given in the previous
paragraph, the dual to VSYM must be independent of y, it follows that it can be written as
O ≡ O(1) = z
∫
duΩ(0)G
(3) +Qχ , (3.36)
where we have explicitly included a possible BRST-trivial term. Thus our problem is
equivalent to finding the superfield G(3).
To find terms in the OPE of V(2)(i,−i) with USYM(ξ) which can contribute to O, one
first considers the OPE’s coming from the conformal-weight +1 operators of the integrated
vertex operator. Since we are only interested in the z → 0 limit, we can consider the flat-
space expression for the integrated vertex operator corresponding to states propagating in
a D3-brane world-volume, i.e.
USYM = ∂θ
αˆAαˆ + (∂x
a + θγa∂θ)Aa + z∂y
ijWij +
1
2
zPψˆαˆW
αˆ +O(z2) , (3.37)
where Pψˆαˆ is the momentum conjugate to ψˆ
αˆ. The term 12zPψˆαˆW
αˆ is just the dαˆW αˆ term
written in AdS5 × S5 notation. The easiest way to see Pψˆαˆ corresponds to dαˆ in the z → 0
limit is by recalling the expression for Q− 1
2
, the lowest term in the Q expansion in powers
of z, which is reproduced below:
Q− 1
2
∝ 1√
z
(
λ+γmymiPψγi + λ¯
+α˙
j y
jiPψ¯iα˙
)
.
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Since this expression can be written in ten-dimensional notation as z−
1
2 λ+αˆPψˆαˆ and the
expression in flat space would be λαˆdαˆ, it follows that Pψˆαˆ corresponds to dαˆ. The factor
of z in 12zPψˆαˆW
αˆ enters by dimensional analysis, and the numerical factor is needed for
BRST-invariance.
The terms of order z2 in (3.37) will not contribute. For example, one of these terms
is z2NabFab. Because the OPE of Nab and λ is independent of z, this term cannot give a
contribution of order z, and therefore cannot contribute to the dual of VSYM (cf. (3.36)) in
the z → 0 limit.
Another term in USYM which will not contribute is ∂xaAa. Since the kinetic term for
xa in the Lagrangian is
1
2
∂xa ∂¯xa
z2
,
it turns out the OPE of ∂xa and a superfield depending on x is also of order z2.
In fact, since the dual to VSYM does not depend on y or ψˆ, only the terms z ∂yijWij
and 12zPψˆαˆW
αˆ in USYM may contribute toM2. The reason is that these are the only terms
which can remove the y- and ψˆ-dependence of V(2) via the OPE’s
Pψˆαˆ(ξ) ψˆ
βˆ(ζ, ζ¯) ∼ δ
βˆ
αˆ
ξ − ζ +
δβˆαˆ
ξ − ζ¯ (3.38)
and
∂yij(ξ) yk`(ζ, ζ¯) ∼ 2ε
ijk`
ξ − ζ +
2εijk`
ξ − ζ¯ + · · · , (3.39)
where the dots include terms depending on y.
The closed superstring vertex operator for N = 2 is given by (cf. (3.2.2))
V(2) =
∫
du
[
(yuu) Ω(0) + 8 Ω(1)
]
T (2) . (3.40)
Hence, there are two contributions to the amplitude. The Ω(0)-term in V(2) is contracted
with the z ∂yijWij in USYM to give
4
[
1
ξ − i +
1
ξ + i
]
z
∫
duW (1) Ω(0)T
(2) ,
while the Ω(1)-term in V(2) is contracted with the 12zPψˆαˆW
αˆ in USYM to give
−4
[
1
ξ − i +
1
ξ + i
]
z
∫
du Ω̂(1)T
(2) ,
where Ω̂(n) is equal to Ω(n) with the substitution ψˆαˆ 7−→W αˆ.
So, performing the integral over dξ in the complex plane, choosing a contour that
encloses the pole ξ = i, we obtain
M2 ∝
〈
VSYM z
∫
du
[
W (1) Ω(0) − Ω̂(1)
]
T (2)
〉
. (3.41)
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Since
√
zλαˆDαˆ(λγ
µW ) = 0, the Ω̂(n)’s also satisfy the equations (2.23), with the sub-
stitution ψˆαˆ 7−→W αˆ. Hence, it is not difficult to show that
z
∫
du
[
W (1) Ω(0) − Ω̂(1)
]
T (2) , (3.42)
and thus the amplitude, is BRST-invariant as it should be. Let us do that. First, note that
the
(
2z ∂∂z + y
k` ∂
∂yk`
− λαˆ ∂
∂λαˆ
)
-part of Q 1
2
annihilates (3.42). Then, since this expression
does not depend on y, it is left to show that (3.42) is annihilated by
√
zλαˆDαˆ+w˜
αˆrαˆ. Using
(2.23a) and the SYM equation of motion DαˆWij = −(γ[ij]W )αˆ, we get(√
zλαˆDαˆ + w˜
αˆrαˆ
)
(W (1) Ω(0)T
(2)) = −√z (λγ[ij]W )(uu)ijΩ(0)T (2) , (3.43)
while the modified version of (2.23b) gives(√
zλαˆDαˆ + w˜
αˆrαˆ
)
Ω̂(1)T
(2) = −√z (λγ[ij]W )(uu)ijΩ(0)T (2) . (3.44)
Thus the BRST-variations of the two terms in (3.42) cancel each other, implying that
expression is indeed BRST-invariant.
Previously we argued that any object in the ghost-number +2 cohomology of Q which
does not depend on y can be expressed in the form (3.36) for some G(3) which is G-
analytic. Therefore, (3.42) can be expressed in the form (3.36). Moreover, when Wij is
constant, it is easy to see that (3.42) can be expressed in this form with G(3) = W (1) T (2).
So G(3) = W (1) T (2) + f where f is a G-analytic term involving derivatives of Wij . But
DW (1) is not G-analytic and there are no G-analytic terms of the appropriate dimension
that can be constructed out of derivatives of Wij . So G(3) must be equal to W (1) T (2) even
when Wij is not constant, i.e. (3.42) must be equal to
z
∫
duΩ(0)
[
W (1) T (2)
]
+Qχ2 , (3.45)
where the BRST-trivial term Qχ2 vanishes when Wij is constant. This implies
M2 ∝
〈
VSYM z
∫
duΩ(0)
[
W (1) T (2)
] 〉
. (3.46)
Note this is consistent with the gauge transformation (2.27), since δT (2) = uAi ∂∂uA′ iΞ
(1)A
A′
and the analyticity of W (1) imply
δM2 ∝ z
∫
duΩ(0)
[
uA
i ∂
∂uA′ i
(
W (1) Ξ
(1)A
A′
)]
,
which is BRST-trivial.
Finally, using (3.33), we obtain
M2 ∝
∫
d4x
∫
du D¯4D′4
[
W (1)W (1) T (2)
]
=
∫
d4x
∫
du D¯4D′4
[
W (2) T (2)
]
, (3.47)
thus proving (3.34) in the case N = 2.
– 21 –
3.2.2 Generalization to any N > 1
We are now in position to prove (3.34) for any N . Let us copy it here for the sake of
readability:
MN :=
∫
dξ1 . . . dξN−1
〈
VSYM(∞)V(N)(i,−i)USYM(ξ1) . . . USYM(ξN−1)
〉
D3−brane
∝
∫
d4x
∫
du D¯4D′4
[
W (N) T (4−N)
]
.
Again, we are looking for the dual to VSYM in the form (3.36), i.e. we are looking for the
expression of the G-analytic superfield G(3) in the case of the amplitudeMN .
As argued in the previous subsubsection, only the terms z ∂yijWij and 12zPψˆαˆW
αˆ in
the integrated vertex operators can remove the y- and ψˆ-dependence from the supergravity
vertex operator through their OPE’s and thus contribute to MN . This also implies that
there can be no contribution coming from contractions between two or more integrated
vertex operators. Recalling that
V(N) = z
2−N
∫
du
4∑
n=0
8nPn(N) (yuu)
N−n−1 Ω(n)T (4−N)(x, θ, u, u) ,
the OPE’s give, after performing the (N − 1) integrations over the dξ’s,
MN ∝
〈
VSYM z
∫
du
4∑
n=0
(−1)nPn(N)W (N−n−1) Ω̂(n)T (4−N)(x, θ, u, u)
〉
. (3.48)
Note the factor of z comes from the product of each z in the N − 1 integrated vertex
operators with the z2−N factor of V(N). Again, one can use equations (2.23) with Ω 7−→ Ω̂
and ψˆαˆ 7−→W αˆ to show
z
∫
du
4∑
n=0
(−1)nPn(N)W (N−n−1) Ω̂(n)T (4−N)(x, θ, u, u) (3.49)
is BRST-invariant. The calculation is similar to the one performed below (3.42), but with
more terms. Then, by arguments completely analogous to the ones given at the end of the
previous subsubsection, we conclude that (3.49) must be equal to
z
∫
duΩ(0)
[
W (N−1) T (4−N)
]
+QχN , (3.50)
where the BRST-trivial termQχN vanishes whenWij is constant, i.e. G(3) = W (N−1) T (4−N)
for arbitrary N . This implies
MN ∝
〈
VSYM z
∫
duΩ(0)
[
W (N−1) T (4−N)
] 〉
, (3.51)
and thus, using (3.33),
MN ∝
∫
d4x
∫
du D¯4D′4
[
W (1)W (N−1) T (4−N)
]
=
∫
d4x
∫
du D¯4D′4
[
W (N) T (4−N)
]
,
(3.52)
thus proving (3.34) in the general case.
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4 Summary
In this paper, after reviewing the work done in [10], we have computed the first scattering
amplitude involving pure spinor vertex operators in AdS5×S5. We have verified a conjecture
according to which the tree-level scattering amplitude containing a supergravity state andN
massless open superstring states close to the boundary of AdS5 can be written as a harmonic
superspace integral involving the supergravity and super-Yang–Mills (SYM) fields. More
precisely, we have shown that
MN :=
∫
dξ1 . . . dξN−1
〈
VSYM(∞)V(N)(i,−i)USYM(ξ1) . . . USYM(ξN−1)
〉
D3−brane
∝
∫
d4x
∫
du D¯4D′4
[
W (N) T (4−N)
]
,
where V(N) is the supergravity vertex operator defined in (3.2.2) and the “D3-brane” sub-
script indicates that the open superstring (SYM) vertex operators are located on D3-branes
parallel and close to the AdS5 boundary, at some fixed value of yij and z ∼ 0.
The harmonic superspace coupling above has been known for some time [12]. Here
we have shown that it can be obtained as a superstring scattering amplitude computation
involving open and closed superstring vertex operators. This can be seen as a consistency
check for the vertex operator found in [10], as well as one more test of the AdS/CFT
conjecture, in that the expected relation between supergravity and SYM was found. Future
and perhaps more interesting applications would involve the computation of scattering
amplitudes with closed superstring vertex operators only, which could be compared with
correlation functions in the SYM side.
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A Notation and conventions
A.1 Two-component spinor notation
The four-dimensional Lorentz group SO(3, 1) is locally isomorphic to SL(2,C), which has
two distinct fundamental representations. One of them is described by a pair of complex
numbers [17]
ψα =
(
ψ1
ψ2
)
, (A.1)
with transformation law
ψ′α = Λ
β
αψβ , Λ ∈ SL(2,C) , (A.2)
and is called
(
1
2 , 0
)
or left-handed chiral representation.
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The other fundamental representation, called
(
0, 12
)
or right-handed chiral, is obtained
by complex conjugation:
ψ¯′α˙ = Λ¯
β˙
α˙ψ¯β˙ , Λ¯
β˙
α˙ = (Λ
β
α) . (A.3)
The dot over the indices indicates the representation to which we refer.
The indices with and without dot are raised and lowered in the following way:
ψα = εαβψβ , χ¯
α˙ = εα˙β˙χ¯β˙ ; (A.4a)
ψα = εαβψ
β , χ¯α˙ = εα˙β˙χ¯
β˙ , (A.4b)
where ε is antisymmetric and has the properties
ε12 = ε1˙2˙ = −ε12 = −ε1˙2˙ = 1 =⇒ εαβεβγ = δγα , εα˙β˙εβ˙γ˙ = δγ˙α˙ . (A.5)
For spinorial derivatives, raising or lowering the indices involve an extra sign. For example,
Dαi = −εαβDβi.
The convention for contraction of spinorial indices is
ψαλα =: (ψλ) , χ¯α˙ξ¯
α˙ =: (χ¯ξ¯) . (A.6)
In SL(2,C) notation, a four-component Dirac spinor is represented by a pair of chiral
spinors:
ΨD =
(
ψα
χ¯α˙
)
. (A.7)
For a Majorana spinor, χ¯α˙ = (ψα). The Dirac matrices are
Σa =
(
0 (σa)αα˙
(σ˜a)α˙α 0
)
, (A.8)
where the matrices σa (a = 0, . . . , 3) are defined as
(σa)αα˙ = (−I2, ~σ)αα˙ , (σ˜a)α˙α = εα˙β˙εαβ(σa)ββ˙ = (−I2,−~σ)α˙α , (A.9)
with I2 the 2× 2 identity matrix and ~σ the Pauli matrices
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
, (A.10)
and have the following properties:
(σa)αα˙(σ˜a)
β˙β = −2δβαδβ˙α˙ , (σa)αα˙(σ˜b)α˙α = −2δba ,
σaσ˜b = −ηab + σab , σ˜aσb = −ηab + σ˜ab ,
σab = −σba , σ˜ab = −σ˜ba , (σab)αα = (σ˜ab)α˙α˙ = 0 ,
(A.11)
with ηab = diag(−1, 1, 1, 1). These properties imply {Σa,Σb} = −2ηab I4.
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A.2 Dimensional reduction
Since in the text we write expressions both in ten- and four-dimensional notation, it is
important to clarify our notation and conventions. Breaking the SO(9, 1) Lorentz symmetry
to SO(3, 1) × SO(6) ' SO(3, 1) × SU(4), an SO(9, 1) vector vµ (µ = 0, . . . , 9) decomposes
as
vµ 7−→ (va, v[ij]) , (A.12)
where va (a = 0, . . . , 3) transforms under the representation 4 of SO(3, 1) and v[ij] = −v[ji]
(i, j = 1, . . . , 4) transforms under the 6 of SU(4). The relation between the 6 of SU(4) and
the 6 of SO(6) is given by the SO(6) Pauli matrices (ρI)ij = −(ρI)ji (I = 1, . . . , 6) in the
following way:
v[ij] =
1
2i
(ρI)
ijvI+3 . (A.13)
These matrices have the properties [18]
(ρI)ij(ρJ)jk + (ρ
J)ij(ρI)jk = 2η
IJδik ,
(ρI)ij =
1
2
εijk`(ρ
I)k` , (A.14)
(ρI)ij(ρI)k` = −2εijk` ,
where ηIJ = diag(1, 1, 1, 1, 1, 1) and εijk` is the SU(4)-invariant, totally antisymmetric
tensor such that ε1234 = 1. Analogously, one can define the tensor εijk` such that ε1234 = 1.
These satisfy the relation
εijk`ε
k`mn = 4δm[i δ
n
j] . (A.15)
A left-handed Majorana-Weyl spinor ξαˆ (αˆ = 1, . . . , 16) transforming under the 16 of
SO(9, 1) decomposes as
ξαˆ 7−→ (ξαi, ξ¯α˙j ) , (A.16)
where we use the standard two-component notation for chiral spinors (α = 1, 2 ; α˙ = 1˙, 2˙)
and ξαi (resp. ξ¯α˙j ) transforms under the representation 4 (resp. 4¯) of SU(4). Analogous
conventions apply to right-handed Majorana-Weyl spinors of SO(9, 1).
We also need to know how to translate the SO(9, 1) Pauli matrices (γµ)αˆβˆ and (γ
µ)αˆβˆ
to the language of SO(3, 1)×SU(4). Based on [19], we propose the following ansatz for the
non-vanishing components:
(γa)(αi)(α˙j)
= δji (σ
a)αα˙ = (γ
a)(α˙j)(αi)
(γ[k`])(αi)(βj) = 2εαβδ
k
[iδ
`
j] (A.17)
(γ[k`])
(α˙i)(
β˙
j)
= εα˙β˙ε
ijk`
for (γµ)αˆβˆ and
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(γa)
(αi)(α˙j) = δij(σ˜
a)α˙α = (γa)(
α˙
j)(αi)
(γ[k`])(αi)(βj) = εαβεijk` (A.18)
(γ[k`])(
α˙
i)(
β˙
j) = 2εα˙β˙δk[iδ
`
j]
for (γµ)αˆβˆ . It is straightforward to show that the above matrices satisfy the usual relation
(γµ)αˆβˆ(γ
ν)βˆγˆ + (γν)αˆβˆ(γ
µ)βˆγˆ = −2ηµνδγˆαˆ , (A.19)
with η[ij][k`] := 12ε
ijk`.
As an example, we show how to obtain the dimensional reduction of the pure spinor
constraints λγµλ = 0 using (A.17). For λγaλ = 0, we have
λαˆ(γa)αˆβˆλ
βˆ = 0 ⇐⇒ λαi(γa)(αi)(α˙j)λ¯
α˙
j + λ¯
α˙
j (γ
a)(α˙j)(αi)
λαi = 2λαi(σa)αα˙λ¯
α˙
i = 0 ,
whence
λαiλ¯α˙i = 0 . (A.20)
For λγ[ij]λ = 0, we have
λαˆ(γ[ij])αˆβˆλ
βˆ = 0 ⇐⇒ λαk(γ[ij])(αk)(β`)λβ`+λ¯α˙k (γ[ij])(α˙k)(β˙`)λ¯
β˙
` = 2(λ
iλj)−εijk`(λ¯kλ¯`) = 0 ,
whence
(λiλj) =
1
2
εijk`(λ¯kλ¯`) . (A.21)
B Harmonic Superspace
In this work we make use of a harmonic superspace composed by anN = 4, d = 4 Minkowski
superspace and the coset space SU(4)/S(U(2)×U(2)) [12, 13, 20]. In addition to the usual
coordinates xa, θαi and θ¯α˙i , this superspace is parameterized by new variables u ∈ SU(4),
called harmonic coordinates. In terms of indices, we write u as uI i = (uAi, uA′ i), and
denote its inverse by uiI = (uiA, uiA
′
). The index I is transformed by the isotropy group
S(U(2)×U(2)) and thus splits naturally into A = 1, 2 and A′ = 3, 4. The u’s have the
following properties:
uiA = uA
i , uiA
′ = uA′
i ,
uA
iui
B = δBA , uA′
iui
B′ = δB
′
A′ , uA
iui
A′ = 0 ,
εijk`ui
1uj
2uk
3u`
4 = −1 .
(B.1)
The bars on some of the u’s reflect their U(1) charge, which is opposite to that of the
unbarred ones. More precisely, the U(1) charge of an object is defined as the eigenvalue of
the operator
Do :=
1
2
[
uA
i ∂
∂uAi
− uA′ i ∂
∂uA′
i
]
, (B.2)
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i.e. u (resp. u) has U(1) charge 12 (resp. −12).
The introduction of harmonic variables allows the definition of superfields which satisfy
generalized chirality constraints. A superfield F which satisfies
uA
iDαiF = uiA′D¯iα˙F = 0 (B.3)
is said to be G-analytic, whereas a superfield which satisfies
uA
i ∂
∂uA′
i
F = 0 (B.4)
is said to be H-analytic. A superfield that is both G- and H-analytic is called an analytic
superfield, for short.
In this work, the following conventions are used:
(uu)ij := εABuA
iuB
j , (B.5a)
(uu)ij := εA
′B′uA′
iuB′
j , (B.5b)
D4 := Dαi (uu)
ijDβjDαk(uu)
k`Dβ` , (B.5c)
D′4 := Dαi (uu)
ijDβjDαk(uu)
k`Dβ` , (B.5d)
D¯4 := D¯iα˙(uu)ijD¯
j
β˙
D¯α˙k(uu)k`D¯
β˙` , (B.5e)
D¯′4 := D¯iα˙(uu)ijD¯
j
β˙
D¯α˙k(uu)k`D¯
β˙` , (B.5f)
where εAB, εA′B′ are completely analogous to εαβ , εα˙β˙ . Using (B.1), the following identities
(among others) can be derived:
(uu)ij :=
1
2
εijk`(uu)
k` = εA′B′ui
A′uj
B′ , (B.6a)
(uu)ij :=
1
2
εijk`(uu)
k` = εABui
Auj
B , (B.6b)
(uu)ij(uu)
jk = ui
A′uA′
k , (B.6c)
(uu)ij(uu)
jk = 0 , (B.6d)
εijk` = −3 (uu)[ij(uu)k]` − 3 (uu)[ij(uu)k]` . (B.6e)
C SYM equations
The N = 1, d = 10 super-Yang–Mills theory admits a formulation in superspace in terms
of the on-shell superfields Aµ and Aαˆ. Defining the supercovariant derivatives as
∇µ := ∂µ +Aµ ,
∇αˆ := Dαˆ +Aαˆ , (C.1)
Dαˆ :=
∂
∂θαˆ
+ (γµθ)αˆ∂µ ,
and the field-strength superfields as
Fαˆβˆ := {∇αˆ,∇βˆ} − 2(γµ)αˆβˆ∇µ ,
Fαˆµ := [∇αˆ,∇µ] , (C.2)
Fµν := [∇µ,∇ν ] ,
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one can show that, in the linearized theory,
Fαˆβˆ = 0 ⇐⇒ D(αˆAβˆ) = (γµ)αˆβˆAµ , (C.3)
which, using (A.19), can be written as
Aµ = − 1
16
(γµ)
αˆβˆDαˆAβˆ . (C.4)
Substituting (C.4) into (C.3), we get
D(αˆAβˆ) = −
1
16
(γµ)αˆβˆ(γ
µ)γˆδˆDγˆAδˆ . (C.5)
Note that this equation is equivalent to (γµ1···µ5)αˆβˆDαˆAβˆ = 0. For αˆ = (αi) and βˆ = (βj),
we have (recall (γa)(αi)(βj) = 0)
DαiAβj +DβjAαi = −1
8
(γ[k`])(αi)(βj)(γ
[k`])γˆδˆDγˆAδˆ
= −1
4
εαβ
[
2(D[iAj]) + εijk`(D¯
kA¯`)
]
, (C.6)
whence
(D[iAj]) =
1
2
εijk`(D¯
kA¯`) . (C.7)
For αˆ = (αi) and βˆ =
(
β˙
j
)
, we have (recall (γ[k`])(αi)(β˙j)
= 0)
DαiA¯
j
β˙
+ D¯j
β˙
Aαi = −1
8
(γa)(αi)(β˙j)
(γa)γˆδˆDγˆAδˆ
=
1
4
δji
(
DαkA¯
k
β˙
+ D¯k
β˙
Aαk
)
. (C.8)
Because their θ = 0 components are the same (the scalars φij), we claim that
Wij ≡ A[ij] = −
1
16
(γ[ij])
αˆβˆDαˆAβˆ , (C.9)
where Wij is the Sohnius superfield of N = 4 SYM [14] and we made use of (C.4). In
four-dimensional notation, we get
Wij = − 1
32
εijk`
[
(γ[k`])(αp)(βq)DαpAβq + (γ
[k`])(
α˙
p)(
β˙
q)D¯pα˙A¯
q
β˙
]
= − 1
32
εijk`
[
εk`pq(DpAq) + 2(D¯
[kA¯`])
]
= −1
4
(D[iAj]) , (C.10)
where we made use of (C.7). Note that (C.6) then implies
DαiAβj +DβjAαi = 4εαβWij . (C.11)
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Indeed, we can show that this superfield satisfies the same constraints as the Sohnius
one. First note that (C.7) implies (Wij)† = 12ε
ijk`Wk`. Then, writingWjk = −18εjk`mD¯`α˙A¯α˙m,
we have
DαiWjk = −1
8
εjk`mDαiD¯
`
α˙A¯
α˙m
= −1
8
εjk`m{Dαi, D¯`α˙}A¯α˙m +
1
8
εjk`mD¯
`
α˙DαiA¯
α˙m
= −1
4
εjkim(σ
a)αα˙∂aA¯
α˙m +
1
8
εjk`mD¯
`
α˙D¯
α˙mAαi︸ ︷︷ ︸
= 0
+
1
32
εjk`iD¯
`
α˙
(
DαpA¯
α˙p − D¯α˙pAαp
)
,
where we made use of (C.8). Therefore,
DαiWjk = Dα[iWjk] . (C.12)
Moreover, it can be shown that the Hermitian conjugate of the above equation implies
D¯kα˙Wij =
2
3
δk[i|D¯
`
α˙W`|j] . (C.13)
Note that these constraints imply (uu)ijWij is an analytic superfield.
Studying the Bianchi identities for the field-strength superfields leads to the following
(linearized) equations of motion [21]:
(γµW )αˆ = ∂µAαˆ −DαˆAµ , (C.14a)
DαˆW
βˆ =
1
2
(γµν)αˆ
βˆFµν , (C.14b)
DαˆFµν = −2 ∂[µ(γν]W )αˆ , (C.14c)
(γµ)αˆβˆ∂µW
βˆ = 0 , (C.14d)
∂µFµν = 0 , (C.14e)
where W αˆ is the superfield whose θ = 0 component is the gluino ξαˆ. These in turn imply,
by dimensional reduction,
DαiWjk = −εijk`W `α , (C.15a)
DαiW¯β˙j = −2 ∂αβ˙Wij , (C.15b)
DαiFβ
γ = 0 , (C.15c)
DαiF
γ˙
β˙ = −4 ∂αβ˙W¯ γ˙i , (C.15d)
∂αβ˙F
β˙
α˙ = 0 , (C.15e)
as well as their Hermitian conjugates, where ∂αβ˙ := (σ
a)αβ˙∂a, Fβ
γ := (σab)β
γFab and
F β˙ α˙ := (σ˜
ab)β˙ α˙Fab.
D Dimensionally reduced expressions
Although we do not explicitly use them in the text, we derive here, for completeness, the
dimensionally reduced forms of Ω(0)αˆβˆ and (T D5)αˆβˆγˆ , as they might be useful for the reader.
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D.1 Reduced form of Ω(0)αˆβˆ
Recall the definition of Ω(0)αˆβˆ given in (3.14):
Ω(0)αˆβˆ := (uu)
ij(γµD˜)αˆ(γ
νD˜)βˆ(D˜γµν[ij]D˜) . (D.1)
Using the ansatz for the dimensional reduction of the γ-matrices given in (A.17) and (A.18),
we find
Ω(0)(αi)(βj) = 4 εαβ(uu)ijD
′4 − 48 (uu)im(uu)jn(uu)k`DαkDβ`(D¯mD¯n)− 4 εαβ(uu)ijD¯4 ,
(D.2a)
Ω(0)(α˙i)(βj)
= Ω(0)(βj)(α˙i)
= 32 (uu)k`(uu)im(uu)jn(DkDm)Dβ`D¯
n
α˙
+ 32 (uu)k`(uu)jm(uu)
inDβnD¯
`
α˙(D¯
kD¯m) ,
(D.2b)
Ω
(0)(α˙i)(
β˙
j)
= 4 εα˙β˙(uu)
ijD¯4 + 48 (uu)im(uu)jn(uu)k`D¯
k
α˙D¯
`
β˙
(DmDn)− 4 εα˙β˙(uu)ijD′4 .
(D.2c)
Note that these coefficients can also be obtained (up to an overall factor) by imposing
that Ω˜(0)T ∝ λαˆλβˆΩ(0)αˆβˆT be annihilated by λαˆDαˆ = λαiDαi + λ¯α˙iD¯α˙i for any G-analytic
superfield T and using the fact that Ω(0)αˆβˆ is γ-traceless.
3
D.2 Reduced form of (TD5)αˆβˆγˆ
In principle, the dimensional reduction of T D5 (cf. (3.10)) could also be obtained directly
by using the formulas (A.17) and (A.18), but that would be a very long and tedious task.
Fortunately, there is an easier way of obtaining this result, as we describe in the following.
We begin by noting that, if Λαˆ is the derivative of λαˆ, such that ΛγµΛ = 0, then
(ΛγµD)(ΛγνD)(ΛγρD)(DγµνρD) = Λαˆ1Λαˆ2Λαˆ3(T D5)αˆ1αˆ2αˆ3 . (D.3)
The left-hand side of the above equation is not so difficult to compute. Up to an overall
factor, we find
(ΛγµD)(ΛγνD)(ΛγρD)(DγµνρD) = ε
mnj`(Λ¯iΛ¯k)(ΛmDn)(DiDj)(DkD`)
+ 4 (Λ¯jΛ¯k)(Λ¯`D¯i)(DiDj)(DkD`)
+ 3 εmnj`(Λ¯iD¯k)(ΛkD`)(ΛmDn)(DiDj)
+ 4 (Λ¯`Λ¯k)(ΛjD`)(DiDk)(D¯
iD¯j) (D.4)
+ 12 (Λ¯iD¯k)(Λ¯jD¯`)(ΛkD`)(DiDj)
+ 2 εmn`k(ΛiDk)(ΛjD`)(ΛmDn)(D¯
iD¯j)
+ H.c. ,
where “H.c.” stands for the “Hermitian conjugate”. One can check that the expression
obtained from the above by substituting Λ for λ and D for θ is annihilated by λαˆDαˆ.
3The γ-tracelessness condition might not be obvious from (D.1), but it is not difficult to show
(γµ)αˆβˆΩ(0)αˆβˆ = 0 by direct calculation using γ-matrix identities.
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Comparing (D.4) and (D.3), one can deduce the components of T D5. For example,
considering the expansion of the right-hand side of (D.3),
ΛαiΛβjΛγk(T D5)(αi)(βj)(γk) + 3 ΛαiΛβjΛ¯kγ˙(T D5)(αi)(βj)(
γ˙
k)
+ 3 ΛαiΛ¯
j
β˙
Λ¯kγ˙(T D5)(αi)(
β˙
j)(
γ˙
k) + Λ¯iα˙Λ¯
j
β˙
Λ¯kγ˙(T D5)(
α˙
i)(
β˙
j)(
γ˙
k) ,
(D.5)
it is not difficult to see that there are two independent possible contributions for the term
appearing in the first line of (D.4), since (ΛiΛj) = 12εijk`(Λ¯
kΛ¯`). Namely,
(T D5)(αi)(βj)(γk)
∣∣∣
D5D¯0
= κ1 ε
αβεijmnεk`pqDγ` (DmDp)(DnDq) +
↗
(αi)
(βj)← ↘(γk) (D.6)
and
(T D5)(α˙i)(β˙j)(γk)
∣∣∣∣
D5D¯0
= κ2 ε
α˙β˙εk`pqDγ` (DiDp)(DjDq) , (D.7)
where κ1 and κ2 are constants to be determined,
∣∣
D5D¯0
means terms containing 5 D’s and
no D¯ and ↗(αi)
(βj)← ↘(γk) means cyclic permutations. Substituting (D.6) and (D.7) into (D.5)
and then comparing with (D.4), we get
3κ2 − 6κ1 = 1 . (D.8)
Furthermore, the γ-tracelessness condition (γ[k`])αˆβˆ(T D5)αˆβˆγˆ = 0 gives
6κ1 + 2κ2 = 0 , (D.9)
whence κ1 = − 115 and κ2 = 15 .
All the other components of T D5 can be obtained in a similar way and the result is
listed in the following:
(T D5)(αi)(βj)(γk) = − 1
15
εαβεijmnεk`pqDγ` (DmDp)(DnDq) +
↗
(αi)
(βj)← ↘(γk)
−2
3
εαβεijpqDγp (D`Dq)(D¯
`D¯k) + ↗(αi)
(βj)← ↘(γk)
+ 2Dα` D
β
mD
γ
n(D¯
(iD¯j)εk)`mn
− 8
15
εαβDγ` (D¯
`D¯[i)(D¯j]D¯k) + ↗(αi)
(βj)← ↘(γk) , (D.10a)
(T D5)(α˙i)(β˙j)(γk) = 1
5
εα˙β˙εk`pqDγ` (DiDp)(DjDq)
−4 D¯α˙[k|D¯β˙|`]Dγ` (DiDj)
+
8
5
δk(i(Dj)D`)D
γ
mD¯
α˙[`|D¯β˙|m]
+
2
5
εα˙β˙εijpqD
γ
` (D¯
`D¯p)(D¯qD¯k)
+ ε`mn(iD
γ
j)D¯
α˙`D¯β˙m(D¯nD¯k)
−1
5
δk(iεj)mnpD
γ
` D¯
α˙mD¯β˙p(D¯nD¯`) , (D.10b)
(T D5)(α˙i)(βj)(γk) = (T D5)(αi)(β˙j)(γ˙k) , (T D5)(α˙i)(β˙j)(γ˙k) = (T D5)(αi)(βj)(γk) . (D.10c)
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