

























は地球に到来する銀河宇宙線に影響を与える。とくに 1645 年から 1715 年の期間
は太陽黒点がほとんど観測されず、太陽活動は長期的な静穏期にあった。この期
間は「マウンダー極小期」と呼ばれ、宇宙線の強度が高い傾向にあっただけでは







陽圏磁場の単純化されたモデルにもとづいている（e.g., Miyake & Yanagita 2008; 

















 そこで我々は、適合格子細分化法（AMR 法; Berger & Colella 1989）を用いた
MHD シミュレーションを遂行し、これにもとづいて高解像な太陽圏モデルを構
築している。このモデルは銀河宇宙線の変調への応用を念頭に置いている。 
 AMR 法を用いた太陽圏のシミュレーションは米国の BATS-R-US コードを用












 太陽風プラズマは MHD 近似が精度良く成立するので、本研究では解くべき方
程式として理想 MHD 方程式を仮定した： 
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� � ���⊙�� ���� 
ここで、�� �� �� �� �� �� �はそれぞれ密度、速度、磁場、単位質量あたりのエネルギ
ー、圧力、重力加速度、単位ベクトルを表す。上付き添字 T は、転置行列を表す。
比熱比を � � ���� と仮定した（e.g., Shiota et al. 2014）。圧力�と温度�は数密




 計算領域は �� �� �� � ���out� �out�� の立方体の内部である。計算領域の大きさを
問題によって変更することができる。第 3 章のテスト計算では �out � �����⨀, 第
4 章の性能テストでは �out � ��������⨀ � ������ とした。 
 内側の境界条件として、太陽風モデルを課す。計算領域の原点に太陽を置き、
太陽を中心とした球座標 ���� �� �� を考える。球殻 � � �in から外側に向かって
太陽風を流し、�� � �in の領域を解く。そして本稿では �in � ����⨀とした。 






 太陽風のモデルの設定では Kataoka et al. (2009) と Shiota et al. (2014) を
参考にした。本研究の太陽風モデルは太陽磁場の観測だけから太陽風を再合成す
る。本稿では、ウィルコックス太陽観測所（The Wilcox Solar Observatory; WSO）
の磁場の観測データを用いた。 




もとづいて太陽表面とソース面の間の領域 �⨀ � ��� � ����� �����⨀� におけるコ





ロナ磁場を再合成した。これによりソース面 � � �� における磁場 �� が得られ
る。なお、PFSS モデルでは、ソース面より内側ではカレントフリー (� � � � 0) 
を仮定し、ソース面における磁場は動径成分以外はゼロという境界条件を用いて
いる（�� � �� � 0）。 
 内側の境界条件 � � 	�	in  における速度の動径成分をいわゆる WSA の公式 
(Wang & Sheely 1990;  Arge & Pizzo 2000) によって次のように求めた： 
�� � 	���.�	 � 410���.�
	km	s��	. 
ここで �� は超動径膨張係数とよばれ、つぎのように定義される： 







の速度に比べて十分遅いため、�� � 	�� � 0	とした。 
 磁場は動径方向に ��� に比例して弱くなると仮定し、内側の境界 � � �in にお
ける値を 
����in� � ������ �
��
������	, 
とした。磁場の方位角成分 �� はパーカースパイラルによって有限の値を持ち、 
����in� � 	���	��in�	�in	Ω�	sin	��� 	, 
とした。ここで Ω� � �	�	�	���.����日� であり、キャリントン回転を仮定した。
なお ��	��in� � 	0	とした。 
 密度と温度の見積りは Hayashi et al. (2003) に従った。速度の動径成分 �� を
用いて、 
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ため、上の式では密度と温度の値を内側の境界の半径 � � 	�	in にスケールしてい
る。 
 上記の処方箋に従い、内側の境界 � � �in の ��� �� の 2 次元面において、
�� � �� � �∘ の間隔で物理量 �� �� �� � を求めた。このデータ間隔についてはあ
らためて第 5.1 節で議論する。また太陽の自転を考慮するために、これらの物理
量を  � 方向に角速度 Ω�  の割合でシフトさせた。上記の境界条件は極座標 
��� �� �� で定義されているため、境界条件をカーテシアン座標 ��� �� �� の計算格
子へ線形補間を用いてリマップした。 
 第 3 章のテスト計算では、太陽風モデルを時間的に変動させずに、2015 年 5
月 5 日の磁場の観測から得られた太陽風モデルに固定し、このモデルを角速度 Ω� 
で回転させた。図 1 に磁場の観測から求めた超動径膨張係数 �� の全球分布を示
す。赤道面付近で超動径膨張係数 �� が大きな値を持ち、図 2 に示すようにこの
領域で低速な太陽風が再現される。緯度が高い領域では高速な太陽風が再現され
る。図 3 に内側の境界 � � �in における磁場の動径成分 �� の強度を示す。低速
な太陽風の領域を境に北と南で磁場の動径成分 �� の符号が反転し、電流シート
が再現される。内側の境界とソース面の半径の比を �in	�	�� 	� ��	に設定している




図 1 2015 年 5 月 5 日の超動径膨張係数 �� の � � � 面における分布。グレー
は ��  の対数を示す。��  の値を �� � �� � �∘  の間隔で表示している。赤道面 
� � ��� 付近で �� が大きな値を持ち、ここで低速な太陽風が実現される。 
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図 3 内側の境界における磁場の動径成分 ܤ௥ の ߠ െ ߶ 面における分布。2015
年 5 月 5 日 の 太 陽 磁 場 の 観 測 に も と づ い て い る 。 等 高 線 は 
ܤ௥ ൌ ሺͲǡേͲǤͲͲͷǡേͲǤͲͳǡേͲǤͲʹͷǡേͲǤͲͷǡേͲǤͳሻߤܶ  である。等高線のうち実線は 






計算が破綻しないために条件 ߘ ڄ ࡮ ൌ Ͳ は満たすべきである。ここでは、以下の
ような簡単な初期条件を設定した： 
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 本研究では第 2.1 節の基本方程式を陽解法によって解く。シミュレーションコ
ードには SFUMATO を採用した (Matsumoto 2007)。SFUMATO はブロック構
造格子タイプの適合格子細分化法（AMR 法）を採用した MHD コードである。
全てのブロックは	�cell�  個の格子を持つ。1 個のブロックは 8 個のブロックに細分
化され、全ブロックは 8 分木で管理されている (c.f., Fryxell et al. 2000)。第 3
章のテスト計算では、����� � �, 第 4 章の性能評価では ����� � �� とした。 
 SFUMATO はフラット MPI で並列化されている。並列化では、グリッドレベ
ルごとにヒルベルト曲線を用いてブロックを順序付けし、ロードバランスを調整
している。 
 AMR 法では � � �,� , �max	のグリッドレベルを持つ。太陽に近いほどグリッド
レベルは大きく（格子は細かく）、太陽から遠いほどグリッドレベルは低い（格子
は粗い）。第 3 章では、グリッドレベル  �  のブロックを  � � �� � ��max��	�⊙ 
(�max � �) を満たす領域に配置した。同様に、第 4 章では、グリッドレベル � の
ブロックを ���, ���, ��� � 	�� � ��max��	�⊙ (�max � ��) を満たす領域に配置した。前
者ではブロックが球状に配置され、後者ではブロックが立方体形状に配置される。
なお、計算領域の大きさを示す ���� は �� � �����	�⊙ に一致する。 
 MHD スキームには HLLD 法 (Miyoshi & Kusano 2005) を採用した。これに
空間 3 次精度 MUSCL 法と時間 2 次精度の予測修正法を施した。磁場を含めて全
ての物理量をセル中心で定義しており、計算中に � � �	をクリーンするために 










 図 4 と図 5 に � � �	平面および � � � 平面における速度の絶対値の分布を示
す。計算領域は太陽を中心に含む一辺が 4��	�⊙ の立方体であり、おおよそ地球
の軌道が計算領域に入る大きさに相当する。この計算ではブロックの個数は、1
レベルあたり 1 方向あたり最大 16 ブロックであり、1 ブロックには 1 方向あた
り 4 個のセルが含まれる。したがって、1 レベルあたり 1 方向あたり最大で 
�4	�� 1� � 4� 個のセルが含まれる。 
 この計算では太陽風モデルは時間的に一定であるが、太陽の自転に応じて太陽風
モデルを回転させているので、図 4 に示すようにパーカースパイラルが現れる。ま
た図 5 には、赤道面付近に電流シートに付随する低速の太陽風が再現されている。 
図 6 に太陽圏の 3 次元構造を示す。等値面は �� が反平行になる面、すなわち 
�� � �	 の面を示し、この面は電流シートに対応する。電流シートはいわゆるバレ













図 4 AMR 法を用いた太陽圏の MHD シミュレーション。時刻は計算開始から
300 時間である。グレースケールは � � � 平面におけるプラズマの速度を表す。
太陽風は螺旋状のパーカースパイラルを再現する。縦横の格子は AMR ブロック

































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































    
  
    
  
    
  
    
    
  
   
  
  











    
  





   
  
 
    






    
    
  
  
    
    
    
    
  

















































図 6 太陽圏モデルの 3 次元鳥瞰図。表示領域は ������⊙�� である。中心部の球
は内側の境界条件の位置 � � ����⊙ を示す。等値面は �� � �� の面を示し、電流






































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































レベルあたり 32� ブロックとし、1 ブロックに 16� 個のセルが含まれる。した
がって１レベルに 512�  個の格子が含まれる。このようなレベルを 10 階層 





は典型的に � � 2� 時間であった。 
 上記の設定のまま並列数を 1024 の場合と 2048 の場合の 2 通りの実行時間
を測定した。これはストロング・スケーリングの計測に対応する。 
 図 7 に実行時間の測定結果を示す。ここでは細分化の方法を変えて 4 通りの場
合を測定した。第 1 の場合は格子の細分化を同期ステップごとに行うもの、第 2













図 7 シミュレーションコードの性能評価。横軸は MPI 並列数を、縦軸は計算の
実行時間を示す。横軸と縦軸はともに対数軸である。4 本の実線と 1 本の破線は
上から、(1) 1 同期ステップごとに細分化をした場合、(2) 8 同期ステップごとに
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リッドレベル �max は一つ粗いグリッドレベル �max�� と 2ステップごとに同期す
る。したがって、上記の第 1 の場合には、グリッドレベル �max の 2 ステップご
とに細分化を行い、第 2 の場合にはレベル �max の 16 ステップごとに細分化を行
い、第 3 の場合にはレベル �max の 32 ステップごとに細分化を行う。 
 第 4 の場合は、いわゆる FMR (fixed mesh refinement) である。FMR では初
期条件の生成時に格子の細分化が行われ、以後の時間発展ではグリッドは固定さ
れている。細分化の探査を含めて全ての細分化の手続きを行わない。 
 図 7 の実線（測定結果）と破線（理想的な場合）の傾きを比べると、並列数 2048
でもおおむね実行時間は並列数にスケールしていることがわかる。また、実行時
間は毎同期ステップで細分化を行う場合が最も長く、FMR の場合が最も短い。
また細分化を 8 同期ステップや 16 同期ステップごとに行う場合でも、FMR に近
い性能を示す。 





� � �� � ��





で、�� と �� はそれぞれ並列数 � と � (� � ��) で計算したときの実行時間で
ある。 
                                                              














並列化効率 � 73.4% 83.5% 84.5% 86.4% 
実効並列化率 � 99.945% 99.976% 99.978% 99.982% 
 
 並列化効率は FMR では 86.4%に達し、細分化の頻度を減らした場合には 84%
程度を達成する。毎回細分化を行った場合の並列化効率が 73.8%であることを考
慮すると、細分化の頻度を抑えることは、性能向上に有効であることがわかる。







 第 3章のテスト計算では、内側の境界条件の半径 �in を 4ブロックで分解した。
1 個のブロックが持つセル数を 1 次元方向に 4 個としたので、半径 �in	 を 16 個
のセルで分解した。この分解能は半径 �in の球殻上で最小で ���� � ���� に相当
する。一方、第 2.3 節で述べた太陽風モデルの分解能は �� � �� � �� であり、
上記の角度と同程度であり、太陽風モデルの分解能は適切である。 
 第 4 章では半径 �in を 8 ブロックで分解した。1 個のブロックが持つセル数を
1 次元方向に 16 個としたので、半径 �in を 128 個のセルで分解した。この分解
能は半径 �in の球殻上で最小で ����� � ����� に相当する。したがって、この場
合には太陽風モデルの分解能を �� � �� � ���� 程度まで小さくする必要がある。 
 
5.2. 並列化効率 



























で与えられる。ここで �CFL はCFL数を表し、本研究では �CFL � ���	を採用した。
また  �  は波の位相速度であり、本研究では MHD ファースト波の位相速度
� � ���� � |�|���� を採用した。立方体のセルを採用しているので、�� � �� � �� 
であり、セル幅はグリッドレベルごとに 2 倍ずつ異なる。 
 細分化手続きの間隔が 8 同期ステップ（グリッドレベル �max で 16 時間ステッ
プ）の場合を考える。1 次元の波は時間 �� の間に最大でも距離 �CFL	�� だけ伝
播する。したがって 16 時間ステップ (1�	��) の間に波が伝播する距離は、最大
で1�	�CFL	�� である。いま AMR のブロックに含まれるセル数は 1 次元方向に 16
個なのでこの距離はブロックの幅 (1�	��) よりも小さい。したがって、16 時間ス
テップ（8 同期ステップ）ごとに格子の細分化を行えば、格子の再配置は構造の
移動に追従することができる。これが保守的な見積もりである。 
 細分化手続きの間隔が 16 同期ステップ（グリッドグリッド �max で 32 時間ス







となり、�CFL � ����であることを考慮すると、時間ステップ ��� の間に波は距離 
������ だけ伝播する。したがって、32 時間ステップ (�����) の間に波が伝播す
る距離は最大で ������ であり、これはブロックの幅 (�����) よりも小さい。し











 電流シートを同定するためにいくつかの方法がある。第 1 の方法は電流のモニ
タである。電流は磁場分布から � � � � � によって求めることができる。この方
法では、電流のうちシート状の電流以外でも細分化条件が満たされることを留意
する必要がある。第 2 の方法は反平行磁場の同定である。反平行は �� � � にな
る箇所で同定できる。たとえば図 6 のバレリーナ構造を示す電流シートに対応す
る構造は、�� � � の面である。ただし、この場合にはヘリオポーズ付近で電流シ
ートが何重にも折りたたまれる磁場は同定できない。この電流シートが折りたた







数値シミュレーションコードには、SFUMATO を採用した。SFUMATO は AMR
法を実装し、現在は太陽からの距離に応じて格子を細分化する。 
 本稿ではテスト計算とコードの性能評価の結果を報告した。テスト計算では、







同期ステップに 1 度の頻度で細分化を行うことが現実的である。 
 今後は (1) 変動する太陽風モデルを内側の境界条件に実装し、(2) 電流シート
を考慮した格子の細分化条件を実装し、さらに (3) 太陽風と星間物質との相互作
用を解き、より現実的な太陽圏モデルを構築する計画である。さらに長期的には
並列数 1 万を超えるより大規模な並列計算を行うために、MPI と OpenMP を組
み合わせたハイブリッド並列を検討する。 
 
 第 3 章のテスト計算では、科研費（課題番号 23540270）で購入したワークス
テーション Dell Precision R5500 を用いた。第 4 章の性能評価では、国立天文
台天文シミュレーションプロジェクトのスーパーコンピュータ Cray XC30 を用
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