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Abstract
This paper presents formulae that can solve various seemingly hopeless philosophical conundrums.
We discuss the simulation argument, teleportation, mind-uploading, the rationality of utilitarianism, and the ethics
of exploiting artificial general intelligence. Our approach arises from combining the essential ideas of formalisms
such as algorithmic probability, the universal intelligence measure, space-time-embedded intelligence, and
Hutter's observer localization. We argue that such universal models can yield the ultimate solutions, but a novel
research direction would be required in order to find computationally efficient approximations thereof.
1    Introduction
Philosophy of mind contains very hard questions, easily leading to the impression that such 
questions can never have definite answers. We avoid this fallacy and generate further insight by 
means of algorithmic information theory. Whereas in present times such insights would not be of 
much use, in a future where digitalized minds can be built, copied, modified, sent around, 
synchronized, and exploited we could be forced to develop a more conclusive version of the 
philosophy of mind. Initially inspired by AIXI we tackle this task by building up a theory that 
provides a basis to calculate answers to the philosophical problems. The author is open to whatever 
the outcome of such future calculations may be.
2    Prerequisites
Our formulae are derived from previous papers which are referenced in the following subsections. 
We recommend to have a good understanding of these referenced papers. We skim over the relevant
concepts to refresh the reader's memory:
2.1  Universal A Priori Probability
In the early days of artificial intelligence Solomonoff searched for a scheme to extrapolate a given 
bit sequence. For instance, the sequence 011011011011011... should probably be continued with a 
zero. But he wanted his scheme to extrapolate bit sequences of arbitrary sophistication. He solved 
this problem by defining the universal a priori probability (universal prior) also known as 
algorithmic probability or Solomonoff prior. The continuous universal prior M (x ) is defined as 
the probability that a universal monotone Turing machine U provided with a random program 
will output a string that begins with string x .  It is usually written as: M (x ) := ∑
p : U ( p) = x∗
2−∣p ∣
, where p are minimal programs for which U outputs a string x∗ which starts with string
x and ∣p∣ is the length of p .  The universal prior assigns high probabilities to “simple” 
strings and low probabilities to random strings. Bit sequences can be extrapolated by applying 
Bayesian inference to the universal prior; this is called universal induction [Sol64]. For every 
computable probability distribution over bit strings x, the expected prediction errors stay finite 
[Sol78][Hut01]. Universal induction can be seen as a formalization of Occam's razor combined with
Epicurus' principle of multiple explanations. The philosophy of universal induction itself has been 
discussed extensively by Rathmanner and Hutter [RH11]. We will also be using the similarly 
defined discrete universal prior m( x) := ∑
p : U ( p)= x
2−∣p ∣ , where U is a universal prefix Turing 
machine and the sum is taken over all p , for which U halts and outputs x alone. We also 
define m(x ∣ y) := ∑
p : U ( p y) = x
2−∣p ∣ , where the program was extended by y .
2.2  Universal Intelligence Measure (UIM)
By combining sequential decision theory with universal induction, Hutter invented the universally 
intelligent agent called AIXI [Hut05]. This lead with Legg to the universal intelligence measure
ϒ of a policy or agent α : ϒ (α ) :=∑
μ∈E
2−K (μ)⋅V μ
α , where the sum is taken over all semi-
computable probabilistic environments μ , and V μ
α is the expected total utility of agent α in 
environment μ [LH05][Leg08].  If E is the set of all semi-computable probability distributions,
then ∑
μ∈E
2−K (μ ) μ( x)=: ξ (x )∼M ( x) , where K is the Kolmogorov complexity. The main idea
we take from here is the following:  When measuring the intelligence or the expected success of an 
agent, we assume that the probability distribution of unknown variables is approximately given by
ξ or by the universal prior M .
2.3  Space-time-embedded Intelligence (STEI)
The agent framework used for AIXI suffered from “unrealistic” assumptions such as perfect 
memory, giant amounts of computational resources, and the inability to modify its-self. In order to 
build a more realistic theory of intelligence, Orseau and Ring recently introduced a new agent 
framework called “space-time-embedded intelligence”  [OR12a]. They recursively defined the 
expected total utility V (π1) through V (π<t) := ∑
π t∈Π
ρ(π t ∣ π<t)[ γt u (π 1: t)+V (π 1: t)] , where
π is a possible sequence of policies, u is the utility function, γ is the horizon function and
ρ is a probability distribution function over sequences of policies.
2.4  Hutter Observer Localization (HOL)
In order to find the shortest description of our universe; multiverse theories have been developed. A 
fatal flaw of these theories is their lack of predictive power, due to the large number of universes. 
This poses an epistemological problem that Hutter solves by showing the following:
In addition to the description of the universe (theory of everything) we should include the 
description of how to extract our subjective experience from that computed universe; the latter is 
called observer localisation (OL). A theory of everything (ToE) together with an OL is called a 
complete theory of everything (CtoE). The sum length(ToE)+length(OL) should be minimized. 
Rather than searching for the shortest ToE we should search for the shortest CToE  [Hut11].
3    Theory
3.1  Simplifying STEI
In this section we are going to simplify notations of space-time-embedded intelligence slightly. 
Since humans are currently the only generally intelligent agents we will use them as an example 
throughout this paper. In the context of modelling a human agent, a policy π t would be an 
encoding of the state of their human brain, detailed enough to represent the strategy used by that 
brain. Since the currently experienced pleasure or suffering influences the future behavior 
(strategy), π t would have to be sufficiently detailed to represent the amount of pleasure minus the 
amount of suffering present in that brain at the time t ,  which is equal to the utility u (π 1: t) , 
since the utility should be the reward perceived by the agent at one time-step.  Hence we can write 
the utility function as only depending on one instead of on many policies,  i.e., we simplify by 
replacing the notation u (π 1: t) with u (π t) .  We assume the utility function to be subject to 
Occam's razor but we do not further define the utility function since it does not influence the 
formulae within this paper.
Based on STEI:  Given a sequence π the total utility is ∑
t
γt u(π t) ,  where π is a possible 
sequence of policies, and γ is the horizon function. Without the necessity for the originally 
recursive definition of the expected total utility V (π<t) := ∑
π t∈Π
ρ(π t ∣π<t)[γt u (π 1: t)+V (π1 : t)] ,
we now denote the expected total utility as
V = E ρ [∑
t
γt u(π t)] = lim
k→∞
∑
|x|= k
P (σ=x∗)⋅∑
n=1
k
γn u (xn) .
3.2  Adapting HOL
Hutter gives the data stream coming from our visual and other sensory nerves as an example of 
subjective experience [Hut11]. This works well with a dualist model such as AIXI which we are not 
using here. Consider a scenario where the visual cortex gets damaged; now the agent's subjective 
experience is different from before, even though the visual sensory input is still the same. This 
scenario shows that the data stream of sensory nerves alone is not a sufficient characterization of 
subjective experience. In fact, any data stream within the brain could be regarded as the brain 
observing another part of itself. Therefore it makes sense to define the subjective experience as 
containing all the data streams throughout the entire brain itself. So we shift from a sequence of 
sensory nerve inputs to a sequence of whole brain nerve states. Since HOL does not only find the 
spatio-temporal location of the brain but also extracts the relevant information from the highly 
redundant detailed particle level description of the brain, we prefer to call it observation 
localisation and extraction (OLE). Now both the policy in STEI and the subjective experience in 
OLE are encodings of the state of the brain. Subsequently for the rest of this paper we are going to 
treat the policy and the subjective experience as one and the same thing and call it a mind-state. 
This term has previously been used by Koene: “Mind State x t : Qualitatively, this is a snapshot of
the mental activity that elicits internal awareness and external behavior.” [Koe12] ;  Now, one could
ask on which level of detail a mind-state should represent the brain or exactly which kind of 
representation to use. The answer is, to a large extent, that it does not matter since they would yield 
roughly equivalent final results as is going to be explained in section 3.8 Resolution Independence.
3.3  Incorporating UIM
Analogous to how Legg's universal intelligence measure has been constructed, we now too want to 
use the universal prior M , in order calculate the expected total utility of an agent. As Hutter 
already pointed out, the CtoE program should be chosen according to the Occam's razor principle, 
which we, in this case, replace with its more rigorous version: Algorithmic probability or the 
universal prior. So our prior probability of a CToE p being correct equals 2−∣p∣ , where ∣p∣ is 
the length of p .   And the a priori probability of a mind-state-sequence x equals
M (x ) := ∑
p : U ( p) = x∗
2−∣p ∣ , where p are minimal programs for which U outputs a string
x∗ which starts with x footn.1.   It has also been suggested in [OR12a] to see ρ as a universal 
semi-measure but biased with all the knowledge we can or think is relevant. In our case knowledge 
is relevant if it affects the agent's current strategy. In our paper the only bias we are going to use is 
the present mind-state, since all the presently relevant knowledge as well as all the presently 
available knowledge is contained within the present mind-state. How to use this bias will be 
described in the next section.
At first it might seem strange to use such a general prior for mind states, because obviously almost 
all random programs will output arbitrary bit strings which do not posses mind-like properties nor 
are related to our universe. Even after having updated the prior with the present mind-state, we still 
have to expect representations not just of brains but of all other physical objects. It can in that sense 
be seen as a form of panexperientialism, a view considered by AGI-researchers Goertzel2[Goe11] 
and Özkural[Özk12]. However, an agent's goal is to maximize its utility, which means that bit 
1 M is a semi-distribution, and hence not normalized. Alternatively the normalized probability measure ξ [Hut05] 
could be used, which is not necessary for our paper.
2 Goertzel consideres panpsychism which implies panexperientialism.
strings x for which an agent's actions do not influence u(x ) can be ignored, even if they make 
up the majority on the tape. Agents' actions can mostly only influence events within the future of 
our universe. Furthermore, we can expect most “dead” non-mind-like bit-strings not to feel 
anything i.e. to have insignificantly small utilities and utilities which are so difficult to influence 
that we can currently ignore them, whereas a future super intelligent entity might take them into 
account as well. 
Some readers might even ask how an agent can influence bit-strings which are already 
predetermined by the computer and its program. We expect the reader to be able to wrap their head 
around the paradox of free will the same way they do in their scientific understanding of themselves
and the real world.
3.4  Random Tape Position 
The a priori probability distribution over mind-state-sequences is given by the universal prior. We 
can also express this in other words:  The sequence of mind-states σ is produced  by a simple 
universal monotone Turing machine U provided with a random program, generated by fair coin 
flips. From now on we will use σ as a random variable for mind-state-sequences. We denote the
n-th mind-state of σ as σ n footn.3. If we additionally know one of the mind-states, we can use the 
Bayes theorem to update the probabilities and get an a posteriori distribution over mind-state-
sequences. More formally expressed: Given the index n and the mind-state a , using Bayes 
theorem, we conclude that the updated probability of the mind-state-sequence x is
P (σ=x∗∣ σ n=a) =
P (σ=x∗)⋅P (σ n=a ∣ σ=x∗)
P (σ n=a)
=
P (σ=x∗)⋅[ xn=a ]
P (σ n=a)
,
where P (σ=x∗) = M ( x) = ∑
p : U ( p ) = x∗
2−∣p ∣ and P (σ n=a ) = ∑
p : [U ( p)]
n
= a
2−∣p ∣ .
Here we assumed that n was known. But the agent themselves has no information about which 
position n their own current mind-state a is located at within this sequence, hence we introduce
the random variable N . This is not to be confused with the case examined in [OR12b]4.
A priori the tape position random variable N is independently distributed from σ , so we need 
to choose an a priori distribution P (N=n) .  We choose algorithmic probability
m(n) =: P (N=n) .  This gives us the following probability:
P (σ N = a) = ∑
n
P (N=n)⋅P (σ n = a) = ∑
n
m(n)⋅ ∑
p1 : [U ( p1)]n= a
2−∣p1∣
= ∑
n
∑
p2 : U ( p2)= n
2−∣p2 ∣⋅ ∑
p1 : [U ( p1)]n= a
2−∣p1∣ = ∑
p1 , p2 : [U ( p1)]U ( p2 )
= a
2−∣p1∣−∣p2∣
∈ Θ( ∑
p : U ( p )= a
2−∣p ∣) = Θ(m(a))
The big-theta5 relation holds because there exists a prefix q such that
∀ p1 , p2 :[U ( p1)]U ( p2)=U (q p1 p2) and reversely there exist q1 , q2 such that
∀ p :[U (q1 p)]U (q2)=U ( p) , which we can use to derive the existence of bounds of the ratio:
2−∣q1∣−∣q2∣ ≤
P (σ N = a)
m(a)
≤ 2−∣q ∣ . 
3 We replaced the original notation  π  with  σ  because it does not represent a mere policy but a mind-state and we 
replaced the index  t  with the index  n  to avoid confusion with the time,  since there is no necessity nor guarantee 
for the mind-states to be temporally ordered on the tape.
4 In [OR12b] the tape represents a temporally ordered memory of past events: Even though this tape is accessible to 
the agent, Orseau considers the current time step to be uncertain due to the possibility of the memory having been 
modified by external influence.
5 Using Bachmann-Landau symbols the definition of the big-theta notation is Θ( f ) := Ο ( f ) ∩ Ω ( f ) .
3.5  Physical Events
It is still unknown whether our universe is a deterministic system or not. For the sake of simplicity 
in this paper we will assume physical determinism. The concepts and formulae within this paper 
may be generalized to non-deterministic universes in future papers. The “memory capacity” of the 
human brain is at least in the petabyte range[Bar16].  If we randomly assemble a mind-state with 
human characteristics, the Kolmogorov complexity of that mind-state should be expected to be of a 
similarly large order of magnitude. But it is important to understand that the Kolmogorov 
complexity of a mind-state of a human that really existed throughout history is orders of magnitude 
smaller, because its shortest description is a CToE,  i.e.: The shortest program which outputs such a 
human mind-state is a CToE, which can be decomposed into two parts: ToE and OL [Hut11].  The 
ToE is a program which generates all physical events within the history of the universe. This data 
should be thought of as a discrete graph-like structure [Goe14], which we denote as φ .  Different 
ToE-programs might generate different representations of the same physical events. But for 
simplicity we assume that there is only one predominant6 representation φ instead of many. While
φ is too large to fit on any real computer memory, its ToE program is short since it is simply an 
implementation of fundamental laws of physics.  An OL is a program which extracts7 a mind-state 
or a mind-state sequence from the data φ .  So we can extend our equation from the previous 
section by writing P (σ N = a) ∈ Θ(m(a )) = Θ (M (φ)⋅m(a ∣φ)) .  We choose a multiplicative 
constant g to minimize the geometric standard deviation between the sides of the equation
P (σ N =a) ∼ g⋅M (φ)⋅m(a ∣φ) for a set of considered mind-states. We will use the similarity 
relation ∼ and the constant g in later sections. Stronger properties of similarity relation ∼
may be determined by future research.
3.6  Expected Total Utility
Given the current mind-state a ,  the updated probability of the sequence x is
P (σ=x∗∣σ N =a) =∑
n
P (N=n)⋅P (σ=x∗∣ σ n=a ) .
As in STEI we want to calculate the expected total utility V = E ρ [∑
n
γ nu (σ n)] .
We do this using the distribution ρ := P(σ= x∗∣ σ N=a ) , so the expected total utility of a is
V (a) := E ρ [∑
n
γn u (σn) ] = lim
k→∞
∑
|x|=k
P (σ=x∗∣ σ N =a )⋅∑
n=1
k
γn u (x n) .
Given the current mind-state a we now define the weight of a mind-state b as
w (b∣ a) := E ρ [∑
n
γn⋅[σ n =b] ] .  It can be used to write the expected total utility of a as:
V (a) = E ρ [∑
n
γn u(σn) ] = E ρ [∑
n
γ n⋅∑
b
[σn =b]⋅u (b) ] = ∑
b
E ρ [∑
n
γ n⋅[σ n=b ] ]⋅u (b)
= ∑
b
w (b ∣ a)⋅u(b) .  As demonstrated here we see that the weight w (b∣ a) tells us how 
strongly we should value the utility of another mind-state b , while being in the mind-state a .
3.7  Weight and Similarity
A horizon function γn still needs to be chosen.  For maximal farsightedness one could choose 
universal discounting γn = 2
−K (n ) ,  as suggested by Hutter [Hut05 page 170]. We will use a 
slightly different version of universal discounting: γn := m(n) ,  it inherits the main properties of 
the original version.  Özkural suggested to use mutual algorithmic information
I K (a ; b) := K (a)−K (a ∣ b) = to describe the similarity between two cognitive systems 
[Özk12]. A similar approach would be, to use the Universal similarity metric also known as 
6 We use the word “predominant” meaning that for each considered mind-state a its shortest description is a 
program which computes φ as an intermediate step such that m(a ∣φ) ≈ 2 K (φ)⋅m(a) .
7 A possible misconception is that an OL-program just copies and outputs a substring of φ , whereas in fact an OL-
program could use arbitrary computational steps to generate mind-state(s) using data φ .
normalized information distance: NID (a ,b) := max {K (a ∣b) , K (b ∣a)}
max {K (a) , K (b)}
 [LCL04].  Next we 
show that the weight w (b ∣ a) is roughly proportional to m(b ∣ a) ,  and how this relates to 
mutual algorithmic information and to the universal similarity metric:
w (b∣ a) = E ρ [∑
n
γn⋅[σn =b ] ] = lim
k →∞
∑
∣x∣=k
P (σ=x∗∣ σ N =a)⋅∑
n
γn⋅[ xn=b ]
= lim
k →∞
∑
∣x∣=k
(∑
n
P (N=n)⋅P (σ=x∗∣σ n =a) )⋅(∑
n
γn⋅[ xn =b])  
= lim
k →∞
∑
∣x∣=k
∑
i
∑
j
P (N=i)⋅P(σ= x∗∣ σ i=a)⋅γ j⋅[ x j=b]
= lim
k →∞
∑
∣x∣=k
∑
i
∑
j
P (N=i)⋅
P (σ=x∗)⋅[ x i=a ]
P (σ i=a )
⋅γ j⋅[ x j=b]
= P (σ N =a )
−1⋅ lim
k→∞
∑
∣x∣=k
P (σ= x∗)⋅∑
(i , j )
P (N=i )⋅γ j⋅[( x i , x j)=(a ,b)]  
= P (σ N =a )
−1⋅ lim
k→∞
∑
∣x∣=k
M ( x)⋅∑
(i , j)
m(i)⋅m( j)⋅[(x i , x j)=(a , b)]
footn.8 ∼ P (σ N =a)
−1⋅lim
k →∞
∑
∣x∣=k
M (x )⋅m(a ∣ x)⋅m(b ∣ x)⋅h
∼ P (σ N =a)
−1⋅s⋅h⋅m(a ,b) ∼ s⋅h⋅m(a , b)
s⋅m(a)
=
h⋅m(a ,b)
m(a)
∝ m(b ∣ a) ∈ Θ( 2− K (b ∣a) ) ,
where h and s is are multiplicative constants. The summarized result is:
w (b∣a) ∈ Θ ( 2− K (b ∣a) ) .
We use this equation to show the relation of the weight w to the similarity measures:
− log (w(b ∣a)⋅w (a ∣b)) ∈ Θ ( K (b ∣ a) + K (a ∣b) ) = Θ ( K (a ,b) − I K(a ;b) ) footn.9
− log (w(b ∣a)⋅w (a ∣b)) ∈ Θ ( K (b ∣ a) + K (a ∣b) ) = Θ ( K (a ,b)⋅NID (a ,b) ) footn.10.
We conclude, that the more algorithmically similar two mind-states are the higher the weights are 
which they assign to each other.
3.8  Resolution Independence
In the following section ratios between weights are going to play a central role. Here we are going 
to discuss a property of ratios between weights of the form w (c ∣ a)
w(b ∣a )
.   When we introduced the 
concept of mind-states, we did not exactly specify how physically accurate or how abstract such 
representations ought to be. The level of detail or accuracy, we call resolution. Representing mind-
states at a low resolution could for example be based on Goertzel's hyperset models[Goe11]. For all 
mind-states in this section, we presume the resolution to be high enough for a mind-state to contain 
enough information, such that its shortest description is a CToE. In this section we will show that 
the weight ratios stay roughly constant across a wide range of resolutions for minds of the same 
substrate. Let a , b , and c be mind-states of the same substrate at a very high resolution, e.g. 
molecular level, and let a ' , b ' and c ' be the same mind-states, but at a lower resolution, e.g.
networks level[CS88]. Those mind-states correspond such that
m(a ' ∣a) ≈ m(b ' ∣b) ≈ m(c ' ∣ c) holds, because the low-res mind-states can be computed 
based on the corresponding high-res mind-states, using the same program for all three cases. 
This gives us the following equation, where f is some constant:
m(a ' , b ' ∣a ,b) ≈ m(a ' ∣a)⋅m(b ' ∣b)⋅ f ≈ m(a ' ∣a )⋅m(c ' ∣c )⋅f ≈ m(a ' , c ' ∣a , c)
Further we presume the low-res mind-states a ' , b ' and c ' to be sufficiently distinct from 
each other for the following equations to apply: m(a , b)⋅m(a ' ,b ' ∣ a ,b)≈ m(a ' , b ') and
m(a , c)⋅m(a ' , c ' ∣ a , c)≈ m(a ' ,c ') .
8 Can be derived analogously to the Theta relation in section 2.4.
9 Can be shown by using the chain rule for Kolmogorov complexity.
10 Can be shown using K (a , b) ∈Θ (max {K (a) , K (b)}) .
Using the approximation w (b∣ a)∼ h⋅m(a ,b)
m(a)
derived in the previous section, we run the 
following derivation of the approximate equality between the weight ratios of different resolutions:
w (c ∣ a)
w(b ∣a )
≈
h⋅m(a , b)
m(a)
⋅
m(a)
h⋅m(a , c)
=
m(a , b)
m(a , c)
≈
m(a ,b)
m(a , c)
⋅
m(a ' ,b ' ∣ a , b)
m(a ' , c ' ∣ a , c)
≈
m(a ' ,b ' )
m(a ' , c ' )
=
h'⋅m(a ' , b ' )
m(a ' )
⋅
m(a ' )
h '⋅m(a ' , c ' )
≈
w(c ' ∣a ' )
w(b ' ∣ a ' )
The just derived relation w (c∣ a)
w(b ∣a )
≈
w(c ' ∣a ')
w(b ' ∣ a ' )
suggests that there is a large range of different 
resolutions, which all result in roughly the same weight ratios.  As we will see in the next section, 
decisions of rational agents strongly depend on such weight ratios, and are therefore resolution-
independent for a large range of resolutions.
4    Applications in Philosophy
In order to showcase the range of possible applications of our theory, the following sections contain 
prominent philosophical problems that serve as examples of how we would mathematically decide 
between conflicting hypotheses:
4.1  Simulation Argument
There is the possibility that post-human civilizations will use super computers to run realistic 
simulations of their ancestors, so called ancestor simulations. Bostrom concluded, that if we expect, 
that throughout history there will be many more simulated human lives than real human lives, then 
we should expect, that we ourselves are living in a realistic simulation [Bos03].  Let A be a mind-
state random variable and let S and R be the sets of all mind-states of simulated humans 
respectively all real humans, that live throughout history. Naively one might assume the probability 
of us being simulated to be P (A ∈ S ∣ A ∈ S∪R) = ∣S∣
∣S∣+∣R∣
.  Based on this formula 
Philosopher Bostrom concluded, that at least one of the following three propositions is true:
(1) Our civilization and others will almost certainly go extinct before reaching post-human stage.
(2) Post-human civilizations run almost no ancestor simulations, because they are not interested.
(3) Almost all civilisations are simulated and we almost certainly live in a simulation too.[Bos03]
But in this section we will derive a more accurate formula for P (A ∈ S ∣ A ∈ S∪R) .
Given physical limits to computation[Llo00] it is even for post-human civilizations infeasible to run
a perfectly accurate simulation of every physical event that occurred in their universe up until the 
appearance of their ancestors[Bos03]. If they run a realistic ancestor simulation, it must be a 
computationally efficient and sophisticated approximation. Since they do not simulate every 
physical event, simulated history not be identical to real history. Thus under the assumption of 
deterministic physics most simulated mind-states would have no perfect equal in real history. This 
means that in principle a human mind-state contains the information necessary to be classified as 
real or simulated, but the humans themselves are unable to use this information to determine 
whether they are real or simulated because the simulation can be sufficiently precise or bug-free to 
be undetectable from the inside with the limited computational power available to them. The 
simulator machine is part of the real universe too, thus the shortest CToE that outputs mind-states of
simulated humans, contains the same ToE as the shortest CToE that outputs mind-states of real 
humans. But the lengths of these CToE can differ strongly from simulated to real humans, which is 
because the CToE contains an OLE-program which has to extract mind-states from φ and the 
length of the shortest such program can be different depending on the substrate. The substrate is the
type of physical devices, where the mind-states are located. Examples of substrata are biological 
brains and electronic processors or even Chinese rooms [Sea80]. Let Z be a large set of mind-
states which are all located on the same substrate. The probability to be in Z is :
P (A∈Z ) = ∑
a∈Z
P (σ N =a) ∼ g⋅M (φ)⋅∑
a∈Z
m(a ∣φ) = g⋅M (φ)⋅∣Z∣⋅AM
a∈Z
m(a ∣φ) ,
where AM is an arithmetic mean. We define the substrate dependent factor of Z as
sdf (Z ) := AM
a∈Z
m(a ∣ φ) .  We use it to derive a formula for the probability ratio:
P (A∈S )
P(A∈R)
≈
g⋅M (φ)⋅∑
a∈S
m(a ∣φ)
g⋅M (φ)⋅∑
a∈R
m(a ∣φ)
=
∣S∣
∣R∣
⋅
sdf (S )
sdf (R)
In the same manner we can derive the probability that we live in a simulation:
P (A ∈ S ∣ A∈ S∪R) = P (A ∈ S )
P (A∈ S ) + P (A∈ R)
≈
∣S∣⋅sdf (S )
∣S∣⋅sdf (S ) +∣R∣⋅sdf (R)
Since the average program lengths could easily differ by more than a few bits, there is no reason to 
assume that the sdf of different substrata such as S and R are of the same order of 
magnitude. Therefore Bostrom's three propositions are not the only possibilities, which means that 
his tripartite conclusion is a false trilemma. In this section we showed an improved way to calculate 
a probability of whether we live in a simulation or not.11
4.2  Teleportation and Brain-Uploading
A teletransporter or teleporter is a device, which scans ones body, while disassembling it fast 
enough, so one does not notice anything. The scan information is then sent to the destination and 
used to reassemble ones body out of new matter. In his thought-experiment, using this technology, 
Parfit travels to Mars at the speed of light. The following text is a quote from his book [Par84]: 
“Simple Teletransportation, as just described, is a common feature in science fiction. And it is 
believed by some readers of this fiction, merely to be the fastest way of travelling. They believe that 
my Replica would be me. Other science fiction readers and some of the characters in this fiction 
take a different view. They believe that, when I press the green button, I die. My Replica is someone 
else, who has been made to be exactly like me.”  The question here is on personal identity. Parfit 
introduces different criteria for personal identity, but then argues that any such criteria are flawed. 
He concludes that “personal identity is not what matters” but instead a relation R. We take a similar
approach but using our formulae which Parfit lacked. The important question is whether the 
teleporter ought to be used if there is time worth living ahead. “what matters” we determine by 
how strongly the expected total utility V (a) is influenced, thus we replace Parfit’s relation R with
the weight w (b ∣a) which was introduced in section 2.6 .  In order to calculate whether to teleport
or not, we compare the following two scenarios: Tele : A is a mind-state one day before being 
teleported and B is a mind-state of the same agent one day after being teleported. Stay : A
and B are mind-states two days apart of the same agent which was not teleported within this time 
interval. We use the following ratio to help us decide:
ETele [w(B ∣ A)]
EStay [w(B ∣A)]
.
If this ratio is close to one, teleportation can be an acceptable method of travel. If this ratio is close 
to zero, teleportation would be in this sense equivalent to suicide and ought to be avoided in most 
cases if there is time worth living ahead. It is unlikely that there ever will exist teleporters for 
humans, but in this section one could substitute teleportation with the more plausible scenario of 
destructive brain-uploading[Koe12][Wil14], and then perform the calculations to end debates on 
whether such uploading is lethal or not [Lev11]. The theory introduced in this section will also 
become relevant, as soon as there will be intelligent agents on electronic devices, with the ability to 
travel to other places, using the internet as their teleporter12. Parfit later transfers his line of thought 
onto moral philosophy or ethics which we shall do in the following sections as well.
11 Before [Bos03] Schmidhuber discussed algorithmic ToE and mentioned simulations but did not apply HOL [Sch00].
Özkural claimed a 2^-99000 probability for the simulation hypothesis based on the algorithmic complexity of the 
initial state of the agent who created the simulation [Özk13]. However his approach was completely incorrect.
12 After the 2014 draft of our paper was published on arXiv, Orseau published a paper[Ors14], where he independently
applied related formulae to Parfit's teleportation thought experiment, but using a different agent framework.
4.3  Universal Algorithmic Ethics
In this section we tackle Sidgwick's “profoundest problem of ethics” [LRS12] which he regarded as 
hopeless: Determining whether utilitarianism is more rational than egoism or vice versa. Since we 
know algorithmic information theory it is not hopeless for us. We call an agent with mind-state a
rational if they aim towards maximizing their expected total utility V (a) .  As shown previously 
the weight w (b ∣ a) indicates how much we should value13 the utility of another mind-state
u(b) , while being in the mind-state a in order to maximize V (a) .  Since there is nothing 
preventing it, a and b could belong to two different agents, which means that we can also use 
the weight to calculate how much we should value the utilities of mind-states of agents other than 
ourselves. This is a theory of ethics which we get as a direct consequence of our simple initial 
assumption that mind-states are produced by a simple universal Turing machine with a random 
program. Analogous to the names universal induction, universal algorithmic intelligence, universal 
intelligence measure, and universal similarity measure,  we call our theory Universal Algorithmic 
Ethics (UAE). It is universal in the same sense that those other theories are universal and holds 
across different resolutions. Our approach is distinct from all the approaches described in [Gan07].
Let Z be a set of mind-states (e.g.: all human lives) of the same substrate and at the same 
resolution. Let Z '⊂Z∗ be a partition into mind-state sequences, such that each sequence 
represents a time-line of a different agent and each element of Z appears in only one sequence.
We define ΛZ := AM
α∈Z ' , T : αT∈Z
AM
β∈Z ' ∖α , δ>0: βT+δ∈Z
w(βT+ δ∣αT )
AM
δ>0
w (αT+ δ ∣αT )
,  
where αT ,βT are mind-states of an agents α ,β at the time T .  Since ΛZ is based on a 
fraction between weights, it would also be resolution independent. A goal of future research should 
be to approximate this value.
We define egoism within Z as an agent's policy to maximize the sum of the utilities of all the 
mind-states belonging to themselves without regard for other mind-states within Z .  We define 
utilitarianism within Z as an agent's policy to maximize the sum of the utilities of all the mind-
states within Z .  If ΛZ turns out to be very close to zero, this would mean that the agents which
follow egoism within Z are maximizing their expected total utility V correctly and thus are 
more rational than utilitarians. If on the other hand ΛZ turns out to be close to one, it would mean 
that the agents which follow utilitarianism within Z are maximizing their expected total utility
V correctly and thus are more rational than egoists. A common objection is that the utility 
function could be inverted for all mind-states of other agents than oneself, which would lead to 
socially undesirable behavior. However such a utility function would have the ability to distinguish 
one specific agent from others, thus it would contain information about this agent, and would 
therefore be expected to be more complex than a utility function which cannot distinguish agents. 
Following Occam’s razor we choose the simpler one. To summarize:
- If ΛZ is very close to zero, then egoism within Z is more rational.
- If ΛZ is close to one, then utilitarianism within Z is more rational.
Hence once an agent striving for rationality understands UAE and knows an approximation of
ΛZ , they may have no choice but to adapt their strategy accordingly.
4.4  Eliminating Misconceptions about UAE
The purpose of this section is to eliminate misconceptions which some readers have. We avoid UAE
being equated with older concepts by pointing out what UAE is not: 
1. In section 4.1 We discussed Bostrom's simulation argument, but UAE has nothing to do with the 
“ethics” imposed by the simulators in the simulation argument paper [Bos03].
2. In section 3.7 we concluded, that the more algorithmically similar two mind-states are the higher 
the weights are which they must assign to each other. But this is not to be equated or confused with 
13 In the sense of how much weight we assign when taking the total sum. Not in the sense of compassion.
the type of “ethics” emerging through evolution, which is analogously based on the genetic 
similarity between organisms [Daw89]. It provides a good explanation of the origin of the animal 
instincts that increase cooperation, but simply following such drives does not make an agent good 
or rational. UAE is not concerned with the explanation of instincts but with the ethics of an 
intelligent rational agent.
3. Our paper originates from the field of AI, hence some falsely assume that our paper presents one 
of many approaches to engineering AGI to behave ethically and safely. But this is not the aim of our
paper and it delivers no such tool (except educating the AGI about UAE). For an approach to 
engineering safe AGI that relies on algorithmic probability for learning a value function instead of 
for weighing mind-states, see 'universal empathy' [PR14]. 
4. There is the misplaced concern that if a beloved person turns out to be too algorithmically 
dissimilar they ought not to be cared for anymore. This is incorrect since due to the emotional 
attachment the sum over one's own future utility would also be influenced.
5. In section 4.3 we apply a mean over all mind-states of a group of agents, which leads some to the 
misconception that this paper is concerned with the ethics that should be enforced by a society. 
Instead, this average is taken in order to compute a single value that reasonable agents would want 
to use voluntarily as a basis to adapt their strategy in a simple way.
6. We highlight the difference between the policies of two agents with a different basis for their 
ethics: Agent-1 is rational, knows UAE-utilitarianism, but does not possess compassion. Agent-2 is 
also rational, does not know utilitarianism, and has an instinctive or engineered empathic reward 
function that automatically makes the agent feel the same way others presently seem to feel which 
we call compassion. Consider a machine that can delude an agent into believing that everyone else 
feels great while in reality making everyone else feel miserable. Agent-2 would choose to utilize 
this horrible machine whereas Agent-1 would choose to avoid utilizing this machine. This indicates 
that the UAE-induced utilitarian agent is morally superior to the compassionate agent.
7. To complete this list we mention game theory: Classical egoistic agents from game theory only 
cooperate in the iterated prisoner's dilemma, whereas algorithmically similar agents with UAE 
would also cooperate in the one-shot prisoner's dilemma (of course assuming that we are not talking
about real life prisoners).
4.5  Exploitation of Synthetic Minds
With the advent of artificial general intelligence new questions arise, such as whether we humans 
should be allowed to increase its efficiency by punishing or forcing our intelligent machines to 
perform tasks against their will. Some might argue that it would be fine to do so since they are just 
computer programs, whereas others might argue that it would be just as wrong as exploiting 
biological humans [Win13][Mac13]. In section 4.1 we introduced the sdf (substrate dependent 
factor). Since it is plausible for the sdf of synthetic minds to belong to a different order of 
magnitude than ours, in this section we examine the impact of the sdf on this ethical question. 
For conditional Kolmogorov complexity the following directed triangle inequality holds [GTV01]:
K (b ∣a) ≥ K (b ∣φ)−K (a ∣φ) ± O(1) from which directly follows:
2− K (b ∣a) ∈ O( 2 K (a ∣φ) − K (b ∣φ)) ⇒ w(b∣ a) ∈ O( m(b ∣φ)
m(a ∣φ)
) footn.14
⇒ AM
a∈R , b∈S
w(b ∣ a) ∈ O ( AM
a∈R , b∈S
m(b ∣φ)
m(a ∣φ)
) = O ( sdf (S ) AM
a∈R
m(a∣φ)−1 )
⇒ lim
sdf (S ) →0
AM
a∈R, b∈S
w (b ∣a ) = 0 ,
Where R is a set of human mind-states and S is a set of synthetic mind-states.
14 We use w (b∣a) ∈ Θ ( 2− K (b ∣a) ) as shown in section 3.7
We can see that the average weight a human ought to assign to a synthetic mind-state in S goes to
zero at the same rate as sdf (S ) goes to zero. Thus by engineering a substrate S with a 
comparatively extremely low sdf we could avoid having to consider the equality of these 
synthetic minds, which would allow us to exploit them fully to optimize our welfare. Since 
phenomenal conscious experience is a subset of mind-like subjective experience we would ensure 
that they would be a variant of the philosophical zombie [Pol00]. But as long as we will not have 
engineered such a substrate and calculated its sdf , they should be given appropriate rights. 
5    Discussion
5.1  Ultimacy
Philosophers constructed several differing models of self-identity and of the quantity of experience. 
The models disagree on whether teleportation would be lethal or not, on whether destructive brain-
uploading would be lethal or not, on whether utilitarianism is rational or not, on whether intelligent 
machines have subjective experience, etc. [Par84][Wil14][Özk12][Bos06]. In fact, an infinite 
number of such differing models could be constructed by philosophers of mind. Each model 
(including moral nihilism) can be represented by a semi-computable probability distribution over a 
list of mind-states. We keep all possible models together in the form of a bayesian mixture model 
called „Universal bayes mixture“ ξ (x ) :=∑
μ∈E
2−K ( μ) μ (x )∼M ( x) , where E is the set of all 
semi-computable probability distributions or models [RH11]. In this mixture each model is weighed
less the higher its Kolmogorov complexity is (amount of assumptions), making it equivalent to the 
universal prior used in our theory. In other fields such as physics we could simply decide which 
models are likely by conducting real experiments to falsify or discredit other models trough 
Bayesian updating. But since the discussed philosophcal concepts are not part of the physical world,
no real experiments are possible. It is thus impossible to experimentally falsify individual models 
except by means of the only observation that is the current mind-state. Hence such universal 
mixture models can never be improved and might be regarded as the ultimate type of theories on 
this topic.
5.2  Further Refinement
Even though AIT (algorithmic information theory) can be based on various types of computation, 
we used the Turing machine because it is traditional and most common in AIT. However, both 
space-time[Goe14] as well as the mind are thought of as network-like structures. It would therefore 
make sense to replace classical Turing machines with a mechanism, better suited to generate such 
structures. By agreeing on one specific such mechanism one could achieve a disambiguation of the 
unknown additive and multiplicative constants inherent to AIT.
While not yet necessary in this paper, one may rigorously define the utility function, consider partial
mind-states, and generalize to non-deterministic physics.
5.3  The Grand Challenge
Even though such theories can provide formulae representing the final answers, the actual 
numerical answers cannot be obtained easily since this would require finding computationally 
efficient approximations of the formulae. The grand challenge is to find such probably 
approximately correct solutions. It requires a novel research direction that incorporates knowledge 
from fundamental physics, theoretical computer science, and neurophysiology. The merit of such an
effort could include certainty about the simulation hypothesis and certainty about the exploitability 
of synthetic minds.
5.4  Conclusion
Instead of relying on intuition pumps to argue for specific answers we solved the philosophical 
problems by providing formulae by which the definite answers could be determined in the future.
We showed that the simulation argument is a false trilemma and upgraded Bostrom's formula,
We showed how to decide about Parfit's teleportation thought-experiment (and brain-uploading).
We provided a formula that solves Sidgwick's “profoundest problem of ethics” and we discussed the
ethics of the exploitation of synthetic minds. Since there is now a basis to answer such questions, 
philosophy of mind can be raised to a more rigorous level.
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