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Abstract
In part I, Structure of certain simple W-algebras assocated with the Deligne
exceptional Lie algebras and non-admissible levels are described as the simple
current extensions of certain vertex operator algebras. As an application, the
C2-coniteness and Z2-rationality of the algebras are proved.
In part II, the notion of free quasi-GVAs and the notion of generalized
principal subspaces of lattice quasi-GVAs associated with lattices which are
not necessarily integral are introduced. By using a free quasi-GVA, we con-
sider branching rules of a pair of an intermediate vertex subalgebra and a
lattice vertex subalgebra.
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0.1 Introduction
The Deligne exceptional series of simple Lie algebras is the series
A1  A2  G2  D4  F4  E6  E7  E8
of simple Lie algebras [16] (see also [17]). For irreducible components of some
tensor products of the adjoint representations of the simple Lie algebras in
the above exceptional series, remarkable dimension formulas, called Deligne
dimension formulas, were established [14, 16, 45]. They are expressed as
rational functions in the dual Coxeter number h_. For example,
dim g =
2(h_ + 1)(5h_   6)
h_ + 6
; (0.1.1)
and
dimL(2) =
5h_2(2h_ + 3)(5h_   6)
(h_ + 12)(h_ + 6)
: (0.1.2)
The same exceptional series appeared in earlier studies of modular dier-
ential equations. In 1988, Mathur, Mukhi and Sen, in their work of classica-
tion of rational conformal eld theories (C2-conite rational Z+-graded vertex
operator algebras (VOAs) of CFT-type) with two characters [51], studied the
modular dierential equations of the form
q
d
dq
2
f() + 2E2()

q
d
dq

f() + 180  E4()f() = 0: (0.1.3)
Here  is a numerical constant,  a complex number in the complex upper
half-plane H with q = e2i , and Ek()(k = 2; 4; 6; : : :) the Eisenstein series.
(Dierential equations equivalent to (0.1.3) were studied by Kaneko and Za-
gier [40] in number theory. See also [39].) By studying (0.1.3), they showed,
roughly speaking, that the characters of the rational conformal eld theo-
ries with two characters are that of the level one simple ane VOAs V1(g)
associated to the Deligne exceptional simple Lie algebras g.
Note that the dierential equations (0.1.3) and V1(g) associated to the
Deligne exceptional simple Lie algebras g also appear in the study of large
symmetry of vertex operator algebras [60, 53].
Note also that when we formally substitute h_ = 24 in the formula, which
intermediates between the dual Coxeter numbers 18 of E7 and 30 of E8, the
formulas give integer values dim g = 190 and dim g(2) = 15504. However
there is no such simple Lie algebra. Later, this \hole" of the exceptional
series was lled in. In [46], a Lie algebra E7+1=2, which is non-reductive and
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intermediates between E7 and E8, was constructed, and the dimension for-
mulas for this algebra were proved. The Lie algebra E7+1=2 is an intermediate
Lie algebra [46, 58, 30].
When  =  11=900 and  551=900, there are solutions of the dierential
equations (0.1.3) of the form f() = q c=24
P1
n=0 anq
n with a0 = 1, an 2 Z>0
(n = 1; 2; 3; : : :) and c = 2=5 and 38=5. However, according to the Verlinde
formula, there are no rational conformal eld theories of central charges c =
2=5 and 38=5 with two characters. (In [51], the Virasoro minimal model at
c =  22=5 was assigned to the case  =  11=900. The characters agree with
the famous Rogers-Ramanujan functions. However, we can not assign such a
theory to the case  =  551=900, according to the Verlinde formula.) Note
that the value c = 38=5 intermediates between the central charges c = 7 of
L1;0(E7) and c = 8 of L1;0(E8). Here, L1;0(g) is the level one ane VOA
associated to a simple Lie algebra g. Note also that actually a1 is 190 and
agrees with dimE7+1=2 = 190.
In [41], we introduced the intermediate vertex subalgebra VE7+1=2  VE8
generated by the intermediate Lie algebra E7+1=2  VE8 and a cyclic VE7+1=2-
module VE7+1=2+8 . We showed that the characters of VE7+1=2 and VE7+1=2+8
form a basis of the solutions of modular dierential equation (0.1.3) with
 =  551=900.
In Part I of this thesis, we consider the Deligne exceptional series in the
study of the quantized Drinfel'd-Sokolov reduction, thus the so-called W-
algebras, and the simple current extensions. Then, we obtain new examples
of C2-conite rationalW-algebras. In Part II, we generalize the notion of the
free quasi-GVAs, which is generalization of the notion of free vertex algebra
[57] (chapter 3), and consider branching rules of the pair (VE7  VE7+1=2) of
the intermediate vertex subalgebra VE7+1=2 and subVOA VE7 by using a free
quasi-GVA (chapter 4). In Part III, we mention some remarks.
Now, we review the theory of W-algebras. The W-algebras are general-
ization of the extensions of the Virasoro vertex algebras, rst introduced in
[65]. After the considerably many studies, the construction ofW-algebras by
using the quantized Drinfel'd-Sokolov reduction was introduced [22, 34, 36]
(see also [1]).
Let g be a nite dimensional simple Lie algebra, f an even nilpotent
element and k a complex number. Consider the level k universal ane vertex
operator algebra (VOA) V k(g) with the Segal-Sugawara conformal vector
!a and certain vertex operator algebras Fne and F ch (boson and fermions)
with the conformal vectors !ne and !ch. Consider the tensor product vertex
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algebra C = V k(g) 
 Fne 
 F ch, and equip C with a certain grading and
dierential d, thus the complex structure (C; d) (BRST complex). Equip C
with a vertex operator algebra (vertex algebra equipped with a conformal
vector) structure with the conformal vector
! = !a + !ne + !ch + @x:
Here, x is a semisimple element of g with [x; f ] =  f and certain conditions,
and @ is the derivation of the vertex algebra C. Then, the universal W-
algebraWk(g; f) associated with (g; f; k) is dened to be the 0-th cohomology
of the BRST complex, which is a (1=2)Z+-graded vertex operator algebra
with the conformal vector ! (not a superVOA). Denote the simple quotient
vertex operator algebra by Wk(g; f) and call it the simple W-algebra.
Modular invariance of the characters of the modules of vertex operator al-
gebras is one of the most important property of the theory of vertex operator
algebras. The space spanned by the characters of the modules of a RCFT
(C2-conite rational Z+-graded VOA of CFT-type) is invariant under mod-
ular transformations [66]. Modular invariance of the characters of twisted
modules is considered in [19]. By generalizing the result of [19], modular
invariance for Q+-graded (super)VOAs of CFT-type is considered in [61].
Classication of the C2-conite rational VOAs, or more generally, modu-
lar invariant representations of the VOAs, is one of the biggest problem in the
theory of VOAs. However, it is now far from being solved. Since simple ane
VOAs and W-algebras are considerably small among the known VOAs, it is
reasonable to consider ane VOAs and W-algebras. In the context of clas-
sication of the modular invariant representations of the ane Kac-Moody
Lie algebras, the famous Kac-Wakimoto conjecture [35] says that the simple
ane VOA Vk(g) has modular invariance property if and only if the level k
is admissible. Here, a number k is called admissible if
k + h_ =
p
q
; p; q 2 Z>0; (p; q) = 1; p 
(
h_ (r_; q) = 1;
h (r_; q) = r_:
Here, r_ denotes the lacing number, that is, r_ = 1 for g = Al; Dl; El, r_ = 2
for g = Bl; Cl; F4 and r
_ = 3 for g = G2. This conjecture is widely believed
to be true.
The modular invariance of the characters of the modules of W-algebras
with admissible levels k and certain nilpotent elements f (exceptional pairs)
have been studied by using the modular invariance of the corresponding
ane VOAs Vk(g) [38]. Later, considerably many simple W-algebras with
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admissible levels and certain nilpotent elements (including the exceptional
pairs) were proved to be C2-conite [3]. Since it is believed that the modular
invariant representations of aW-algebraWk(g; f) are obtained by the quan-
tum reduction of modular invariant representations of Vk(g), the W-algebra
Wk(g; f) has been widely believed to be C2-conite and rational only if the
level k is an admissible number (cf. [38]), by considering the famous Kac-
Wakimoto conjecture.
In Part I of this thesis, we prove the C2-coniteness and rationality of
certain simple W-algebras with non-admissible levels by using the theory of
simple current extensions of vertex operator algebras.
Let f be a minimal nilpotent element of g. Then, f is a lowest root
vector f with a Cartan subalgebra h and highest root  of g. Consider the
ad(=2)-eigenspace decomposition (minimal gradation)
g = g 1  g 1=2  g0  g1=2  g1:
Let g\ denote the centralizer of A1 = (e; ; f). Here, e is a highest root
vector. Let k be a complex number. Then, the W-algebra W k = Wk(g; f)
is strongly generated by the conformal vector ! with x = =2 and certain
linearly-dened primary vectors Jfag (a 2 g\) of conformal weight 1 and
Gfvg (v 2 g 1=2) of conformal weight 3=2 subject to the OPEs (-brackets)
(a; b 2 g\, u; v 2 g 1=2)
[JfagJfbg] = Jf[a;b]g + (a; b)\j0i;
[JfagGfvg] = Gf[a;v]g;
and certain polynomial [GfugGfvg] in  such that the coecients belong to
the subVOA generated by ! and Jfpg, p 2 g\. Here, the cocycle (; )\ is a
certain invariant bilinear form on g\. (For more detail, see Proposition 2.2.1
[36, Theorem 5.1]).
Suppose that g is not of type Al. Let V
k denote the subVOA generated by
Jfag (a 2 g\). Then, V k is isomorphic to the universal ane vertex operator
algebra associated with g\ and the cocycle (; )\. Note that V k is not of level
k.
Let Wg;k =Wk(g; f) denote the simple quotient of W k, and Vg;k  Wg;k
the image of V k. The main concern of this paper is the branching rule of
Vg;k  Wg;k.
So, let !\ denote the Segal-Sugawara conformal vector of V k. Since Jfag 2
W k (a 2 g\) are primary vectors of conformal weight 1, the vector !Vir =
!   !\ is a Virasoro vector. Let Uk denote the Virasoro vertex operator
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subalgebra of W k generated by !Vir, and Ug;k  Wg;k the image of Uk under
the simple quotient W k ! Wg;k. Then, the tensor product VOA V k 
 Uk
and Vg;k 
 Ug;k are embedded in W k and Wg;k.
What do we have when we decompose Wg;k as a Vg;k 
 Ug;k-module? We
consider the most beautiful case, that is, the case whenWg;k must be a simple
current extension of Vg;k 
 Ug;k.
Suppose that g is not of type Al and
1. Vg;k and Ug;k are simple, rational and C2-conite vertex operator alge-
bras;
2. Wg;k = Vg;k 
 Ug;k  N 
M as Vg;k 
 Ug;k-modules with non-identity
simple currents N of Vg;k and M of Ug;k.
Theorem (Theorem 2.2.1). The complete list of the pair (g; k) satisfying (1)
and (2) above is given by the following pairs:
(i) g = C2 and k = 1=2,
(ii) g = G2; D4; F4; E6; E7; E8 and k =  h_=6.
By the assumption (1) and (2), we have the following corollary.
Corollary (Corollary 2.2.1). For each pair (g; k) in the list (i), (ii) of The-
orem 2.2.1, Wk(g; f) is C2-conite and Z2-rational with an automorphism
group Z2 = fid; g dened to be
id(a) = a; id(u) = u; (a) = a; (u) =  u;
(a 2 Vg;k 
 Ug;k, u 2 N 
M).
Here, Z2-rationality says that for each g 2 Z2, the g-twisted modules
are completely reducible and there are nitely many inequivalent irreducible
g-twisted modules.
Let V be a simple VOA and N1; : : : ; Nr simple current V -modules. Then,
the V -module W = V Lri=1Ni has at most unique structure of a VOA up
to isomorphisms such that V is a subVOA of W , and W is called a simple
current extension of V . Therefore, the isomorphismWg;k = Vg;k
Ug;kN
M
in the above assumption (2) induces a unique isomorphism of VOAs. We have
the following isomorphisms of VOAs:
W1=2(C2; f) = V1(A1)
 L( 25=7; 0) V1(A1;=2)
 L( 25=7; 5=4);
(0.1.4)
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W 2=3(G2; f) = V3(A1)
 L( 3=5; 0) V3(A1; 3=2)
 L( 3=5; 3=4);
(0.1.5)
W 1(D4; f) = V1(A1)
3 
 L( 3=5; 0) V1(A1;=2)
3 
 L( 3=5; 3=4);
(0.1.6)
W 3=2(F4; f) = V1(C3)
 L( 3=5; 0) V1(C3;$3)
 L( 3=5; 3=4);(0.1.7)
W 2(E6; f) = V1(A5)
 L( 3=5; 0) V1(A5;$3)
 L( 3=5; 3=4); (0.1.8)
W 3(E7; f) = V1(D6)
 L( 3=5; 0) V1(D6;$6)
 L( 3=5; 3=4); (0.1.9)
and
W 5(E8; f) = V1(E7)
 L( 3=5; 0) V1(E7;$7)
 L( 3=5; 3=4):(0.1.10)
Here, L(c; h) denotes the irreducible highest weight module over the Virasoro
algebra of central charge c with highest weight (lowest conformal weight)
h. Note that L( 3=5; 0) and L( 25=7; 0) are the (p; q) = (3; 5) and (3; 7)
Virasoro minimal model vertex operator algebras M(3; 5) and M(3; 7).
Note that when g = D4; E6; E7; E8, the numbers k =  h_=6 =  1; 2; 3; 5
are not admissible numbers. Therefore,W h_=6(g; f) with g = D4; E6; E7; E8
are new examples of C2-conite W-algebras. These numbers satisfy the nec-
essary condition k+ h_ = p=(r_u) ((p; u) = 1, u  1, p  2) for the modular
invariance property for the irreducible modules over the ane Kac-Moody
Lie algebras g^(1) of level k [28, 29, 38].
This result reminds us with the Deligne exceptional series. Consider
g = A1; A2 and k =  h_=6 =  1=3; 1=2. Then, we have
W 1=3(A1; f) = L( 3=5; 0); (0.1.11)
and
W 1=2(A2; f) = Vp3A1 
 L( 3=5; 0) Vp3A1+p3=2 
 L( 3=5; 3=4):
(0.1.12)
Here, Vp3A1 denotes the lattice vertex operator algebra associated with the
integral lattice
p
3A1, where A1 denotes the root lattice of type A1. The
isomorphism (0.1.11) is well-known. Thus, W 1=3(A1; f) is C2-conite and
rational, and W 1=2(A2; f) is C2-conite and Z2-rational. Moreover, the
Virasoro minimal model L( 3=5; 0) appears in the decomposition, as in the
case of the other Deligne exceptional Lie algebras in Theorem 2.2.1.
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Now, we review the proof of isomorphisms (0.1.4){(0.1.10). Then, we see
that the pairs (g; k) in the list actually satises assumption (1) and (2).
We consider the Deligne exceptional series, that is, we show isomorphisms
(0.1.5){(0.1.10). Moreover, we also show isomorphism (0.1.12). (Isomor-
phism (0.1.11) is well-known). We explicitly give isomorphisms of vertex
algebras from Wg;k to the simple current extensions W
0 of certain tensor
product vertex operator algebras V 
 U . (Isomorphism (0.1.4) is proved
similarly).
Let g be a Deligne exceptional Lie algebra not of type A1. Let  denote
the highest root of g and A1  g the sl2-triple for . Consider the level one
simple ane VOA V1(g). Let V denote the commutant of V1(A1) in V1(g).
Let N denote the simple current of V dened to be V1(g) = V 
V1(A1)N

V1(A1; =2) as V 
 V1(A1)-modules. Consider the simple current extension
W 0 = V 
 L( 3=5; 0)  N 
 L( 3=5; 3=4). Then, as 1
2
Z+-graded vertex
operator algebras, the simple W-algebra W h_=6(g; f) is isomorphic to W 0.
We show the isomorphism by explicitly comparing the operator product
expansions (OPEs) of certain generators ofWg;k andW
0. That is, since we do
not know whether Vg;k and Ug;k are simple or not, it seems to be unreasonable
just the Vg;k 
Ug;k-module structure on Wg;k. Instead, we consider Wg;k and
W 0 as simple VOAs and use the VOA structures of Wg;k and W 0. The proof
is as follows:
1. We compute the VOA structure of W 0. (section 2.3)
2. We construct a linear map f : W k ! W 0 by using the PBW theorem of
W 0 [36] and show that OPEs among generators are compatible. Then,
we see that f is a VOA homomorphism. (Proposition 2.4.1)
3. Since W 0 is simple by the general theory of simple current extensions,
f induces an isomorphism Wg;k = W 0 of simple VOAs, since W k has a
unique maximal proper ideal (cf. [47]).
In order to compute the VOA structure of W 0, we rst introduce the no-
tion of the quasi-GVAs and consider the quasi-GVAs V N and L( 3=5; 0)
L( 3=5; 3=4). Then, we consider the tensor product of the quasi-GVAs and
realize W 0 as a subVOA (graded tensor product) of the tensor product.
Now, in order to explain why we consider quasi-GVAs, we review the
denitions of generalizations of the vertex algebras. The notion of the quasi-
GVAs, which we introduce in this thesis, is a generalization of the notion of
the generalized vertex algebras (GVAs) in the sense of [18] and a subclass of
the notion of the abelian intertwining algebras (AIAs) in the sense of [18].
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These are generalizations of the vertex algebras (VAs). Let Q be an abelian
group. A (Q-charged) GVA is a Q-graded vector space V with the vertex
operators Y (; z) : V ! End(V )[[z; zC]] with a locality axiom and certain
other axioms, while a (Q-charged) VA is a Q-graded vector space V with the
vertex operators Y (; z) : V ! End(V )[[z; z 1]] with the locality axiom and
certain other axioms. Here, for a vector space V , the space V [[z; zC]] denotes
the space of the formal power series
P
n2C vnz
n (vn 2 V ), while the space
V [[z; z 1]] denotes the space of the formal power series
P
n2Z vnz
n (vn 2 V ).
The notions of the quasi-GVAs and AIAs are similar to the notion of the
GVAs, but they have other locality axioms. Explicitly, the locality axioms
are as follows (for the details of the notations, see Chapter 1 of Part I):
\For any ;  2 Q and a 2 V  and b 2 V ,
 ((Q-charged) VA) there exists N 2 Z such that
z;w(z   w)NY (a; z)Y (b; w) = w;z(z   w)NY (b; w)Y (a; z):
 ((Q-charged) GVA) there exists N 2 (; ) such that
z;w(z   w)NY (a; z)Y (b; w) = 
(; )w;z(z   w)NY (b; w)Y (a; z):
Here, 
 is a bimultiplicative function, and  : QQ! C=Z is a linear
map dened to be e 2i(;) = 
(; )
(; ).
 ((Q-chaged) quasi-GVA) there exists N 2 (; ) such that
z;w(z   w)NY (a; z)Y (b; w) = 
(; )w;z(z   w)NY (b; w)Y (a; z):
Here, 
 is a quasi-multiplicative function (see section 1.1.3), and  :
QQ! C=Z is a linear map dened to be e 2i(;) = 
(; )
(; ).
 ((Q-charged) AIA) there exists N 2 (; ) such that for any  2 Q
and c 2 V ,
z;w(z   w)NY (a; z)Y (b; w)c = B(; ; )w;z(z   w)NY (b; w)Y (a; z)c:
Here, B(; ; ) = F (; ; ) 1
(; )F (; ; ) with an abelian 3-
cocycle (F;
), and  : Q  Q ! C=Z is a linear map dened to be
e 2i(;) = 
(; )
(; ).
Here, z;w(z  w)N denotes an expansion of (z  w)N in the region jzj > jwj,
and w;z(z   w)N denotes an expansion of (z   w)N in the region jzj < jwj
(see Chapter 1 for the denition)."
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Now, let us go back to the review of the proof of the isomorphisms of our
W-algebras. We were reviewing the computation of the VOA structure of
W 0. We explain why we consider quasi-GVAs. Recall the subVA V of V1(g)
and the simple current N of V . Since the intertwining operators I(; z) : N !
Hom(N; V )[[z; zC]] have non-integral powers of z, the vertex operator ~Y (; z)
induced from I(; z) on the V -module V N does not dene a VA-structure
on V N . Moreover, the vertex operator ~Y (; z) does not satisfy the locality
axiom of a GVA. In fact, the vertex operator satises the locality axioms of
a quasi-GVA and an AIA. Since the locality axioms of the quasi-GVAs are
considerably simpler than that of the AIAs, we consider V  N as a quasi-
GVA. Similarly, we consider L( 3=5; 0) L( 3=5; 3=4) as a quasi-GVA.
The case when (g; k) = (C2; 1=2) is proved similarly.
Let g be a Deligne exceptional Lie algebra. By assumption (1), (2) and
the general theory of the simple current extensions (cf. [13, 44, 64]), we see
that W h_=6(g; f) are C2-conite and Z2-rational. By [19, 61], we obtain
the modular invariance of the characters of (twisted) modules over the W-
algebras.
Note that by [5, Remark 6.3], the vacuum sector W h_=6(g; f) is not ob-
tained by the quantum reduction of a level  h_=6 admissible representation
of the ane Lie algebra g(1).
In this thesis, we next consider the E8 case. As we mention in Part III of
this thesis, for E8 case, we see that the characters of the -twisted modules
(Ramond twisted modules) coincide with modular invariant characters of the
intermediate vertex subalgebra VE7+1=2 [41].
In fact, the Ramond-twisted irreducible characters of W 5(E8; f) coin-
cides with the characters of VE7+1=2 and VE7+1=2+8 , thus they form a basis
of the solutions of modular dierential equation (0.1.3) with  =  551=900,
which is the \hole" of the 2-character RCFTs (by the Verlinde formula, there
does not exist a RCFT with the characters satisfying dierential equation
(0.1.3) with  =  551=900) [51].
In Part II of this thesis, we introduce the notion of the free quasi-GVAs
and the notion of the generalized principal subspaces, and consider branching
rules of VE7  VE7+1=2 by using a free quasi-GVA. In charpter 3, we consider
the general theory of the free quasi-GVAs and generalized principal subspaces
for a while. In chapter 4, we consider the branching rules explicitly. The
notion of the free quasi-GVAs is a generalization of the notion of the free
GVAs introduced in my paper [42], which are generalization of the notion of
the free vertex superalgebras introduced in [57]. Since we use the structure
10
of the extension VE8
= VE7 
 VA1  VE7+$7 
 VA1+=2, we again consider not
the notion of the GVAs but the notion of the quasi-GVAs. Note that the
notion of the free vertex superalgebras and the notion of the GVAs are not
new, and the notion of the quasi-GVAs is only a subclass of the notion of the
AIAs (not new), but the notion of the free quasi-GVAs is new.
Now, we review the theory of the free vertex superalgebras and principal
subspaces. The notion of vertex superalgebras is an analogy of the notion
of commutative associative algebras. (A vertex superalgebra is a Z2-graded
GVA with 
(p; q) = ( 1)pq). They have countably many multiplications
with the locality axioms. A free vertex superalgebra F = F (B;N ) [57] is the
universal object for some vertex superalgebras. It is described by the set of
generators B and system of locality bounds N : BB ! Z, which determine
the form of the locality axiom onB. Let V be a vertex superalgebra generated
by B  V . A symmetric functionN : BB ! Z is called a system of locality
bounds if for a; b 2 B, z;w(z   w)N (a;b)Y (a; z)Y (b; w) = ( 1)p(a)p(b)w;z(z  
w)N (a;b)Y (b; w)Y (a; z). Let V be a vertex superalgebra generated by B and
N a system of locality bounds. Consider the free vertex superalgebra F =
F (B;N ) generated by B with a system of locality bounds N . Then there
exists a unique projection F (B;N )! V which sends B  F identically onto
B  V . Note that F is determined not only by B but also by N . It was rst
remarked in [8]. In [57], combinatorial bases and the graded dimensions of
the free vertex superalgebras were given.
There is a notion which is equivalent to the notion of free vertex super-
algebras | the principal subspaces of the lattice vertex superalgebras [54].
Principal subspaces are rst introduced by Feigin and Stoyanovsky [59]. A
(Feigin-Stoyanovsky) principal subspace is the subspace
W () = U(n)  v
of a standard A
(1)
n -module L(), where n is the nilradical of a Borel subal-
gebra of sln+1. When n = 1, the graded dimensions of W (0) and W (1)
agree with the Rogers-Ramanujan functions. The notion clearly extends to
an arbitrary highest weight module for an ane Lie algebra. The principal
subspaces were studied in [11, 10, 27, 6, 15, 56, 21] and others.
Let L be an integral lattice and B be a Z-basis of L. Consider the
lattice vertex superalgebra VL. Recently, Milas and Penn considered the
vertex subsuperalgebra WL(B) = he1 ; : : : ; eniv:a:  VL, called the principal
subalgebra [54]. This is a generalization of the principal subspaces of level
one standard modules over simply-laced simple Lie algebras. Combinatorial
bases and the graded dimensions of the subalgebraWL(B) and some modules
were given in [54].
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Let F = F (B;N ) be a free vertex superalgebra. Then, F is embedded
in the lattice vertex superalgebra VQ associated with the lattice Q = hBiZ
which is the free abelian group generated by B [57]. Actually, the image
coincides with the principal subspace WQ(B) of VQ [57].
In Chapter 3 of Part II of this thesis, we introduce the free quasi-GVAs and
the generalized principal subspaces of a lattice quasi-GVA associated with a
non necessarily integral lattice.
Our construction of the free quasi-GVAs are similar to the construc-
tion of the free vertex superalgebras in [57]. Let B be a set (\genera-
tors"), and N : B  B ! C a symmetric function. Consider the free
abelian group QB generated by B, and let 
 : QB  QB ! C be a quasi-
multiplicative function (see section 1.1.3 for the denition). We rst con-
sider the free associative algebra A algebraically generated by the alphabet
B  C = fa(n)ja 2 B; n 2 Cg. (a(n) will become the coecient in z n 1 of
the eld \Y (a; z) =
P
n2C a(n)z
 n 1"). Second, we take a completion ~A of
A. Third, we consider the quotient U of ~A by the two-sided ideal I generated
by the \locality axiom of quasi-GVAs" fl(a; b; s; t;N (a; b);
(a; b))ga;b2B;s;t2C
determined by N and 
, where
l(a; b; s; t;N (a; b);
(a; b)) :=
X
j2Z+
( 1)j

N
j

a(s+N   j)b(t+ j)
 
(a; b)  eiNb(t+N   j)a(s+ j)

2 ~A
with s; t 2 C, and a; b 2 B withN := N (a; b). (Let a; b be elements ofB. The
system of equations fl(a; b; s; t;N (a; b);
(a; b)) = 0gs;t2C is equivalent to the
formula z;w(z w)N (a;b)Y (a; z)Y (b; w) = 
(a; b)w;z(z w)N (a;b)Y (b; w)Y (a; z),
where Y (a; z) :=
P
n2C a(n)z
 n 1 and Y (b; w) :=
P
n2C b(n)z
 n 1. There-
fore, we consider the ideal I as a \locality axiom of quasi-GVAs".) Note that
l(a; b; s; t;N (a; b);
(a; b)) 2 ~A (a; b 2 B, s; t 2 C) may be an innite sum,
and then it does not belongs to A, therefore we should take an appropriate
completion ~A of A. Finally, we take the quotient F = F (B;N ;
) of the
algebra U by the left ideal generated by the \vacuum axiom", so that a( 1)
maps to \a( 1)j0i". More precisely, we take the quotient F of U by the
left ideal of U generated by fa(n)ja 2 B; n 2 C n Z<0g. The crucial point
is that the formal power series Y (a; z) (a 2 B) is indeed a eld of F (see
Proposition 3.4.1). Then, by the reconstruction theorem, we induce a unique
quasi-GVA structure on F extending the system fY (a; z)ga2B, and we call F
a free quasi-GVA. (See Chapter 3 of Part II for more details.) If 
 is bimul-
tiplicative, then F is a GVA, and we call F a free GVA, which is introduced
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in my paper [42]. By the construction, we have the following universality of
the quasi-GVAs.
Theorem (Theorem 3.4.1). Let B be a set with a symmetric funtion N : B
B ! C and a quasi-multiplicative function  : QBQB ! C with  : QB
QB ! C=Z dened to be e 2i(;) = (; )(; ). Let (V 0; (Q0; 0)) be a
Q0-charged quasi-GVA with 0 : Q0  Q0 ! C=Z dened to be e 2i0(;) =
0(; )0(; ). Suppose that there exists a group homomorphism  : QB !
Q0 such that (; ) = 0((); ()) and (; ) = 0((); ()) (;  2
QB). Suppose also that there exists a map i : B ! V 0 such that each vec-
tor i(b) is zero or a homogeneous vector of charge (b) (b 2 B), that i(B)
generates the quasi-GVA V 0 and that the map N 0 : i(B)  i(B) ! C with
N 0(i(b); i(c)) = N (b; c) is well-dened and is a locality bound on i(B). Then,
there is the unique surjective quasi-GVA homomorphism  : F ! V 0 such
that jB = i.
For the completion of the algebra A, we use a generalization of degreewise
completion of graded algebras [52]. See section 3.1.
Note that the construction cannot be applied to the AIAs. It is because
in the construction, we rst consider the algebra U generated by \a(n)"
with a \locality axiom" between \fa(n)gn" and \fb(n)gn" (a; b 2 B), and
then apply \a(n)" to the \vacuum vector". Therefore, we use the fact that
the form of the locality axiom of the quasi-GVAs depends only on two pairs
(; a) and (; b) and does not depend on the choice of the vector on which the
operator Y (a; z)Y (b; w) acts. However, the locality axiom of AIAs requires
third variable (; c), that is, depends on the choice of the vector c on which
the operator Y (a; z)Y (b; w) acts.
We also consider a generalization of the principal subspaces of the lattice
vertex superalgebras. Let L be a lattice with the bilinear form (j) : LL!
C. Let " : L  L ! C be a quasi 2-cocycle (see section 1.1.4). Let B be
a Z-basis of L. Consider the "-modied lattice quasi-GVA VL = V "L . We
consider the sub quasi-GVA WL(B) = hej 2 Biquasi GVA  VL generated
by e ( 2 B), and call it a generalized principal subspace.
Then, we give combinatorial bases and the graded dimensions of free
quasi-GVAs and the generalized principal subspaces by generalizing the re-
sults of [57, 54] as follows:
1. Let V be a weight-graded quasi-GVA generated by B and a system
of locality bounds N . Consider a total order on B and certain subset
C(V;B;N )  V . We show that C(V;B;N ) is a spanning set of the
quasi-GVA V in section 3.3.1 (Corollary 3.3.1).
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2. Let L be a lattice with the bilinear form (j) : L  L ! C. Let " :
LL! C be a quasi 2-cocycle (see section 1.1.4). Let B be a Z-basis
of L with a total order on B. Consider the "-modied lattice quasi-
GVA VL = V
"
L and the generalized principal subspaceWL(B) = hej 2
Bi  VL. We identify B and the generators fej 2 Bg  WL(B).
In section 3.5.2, we show that the spanning set C(WL(B); B; (j)) of
the generalized principal subspace WL(B) is a basis (Theorem 3.5.1).
Moreover, we give a basis ofWL(B)-moduleWL(B;) (Corollary 3.5.1).
3. (Let us consider the above L, B, etc). Consider the free quasi-GVA
F = F (B; (j);
) generated by the set B, system of locality bounds
N : B  B ! C dened to be N (a; b) =  (ajb) (a; b 2 B) and
quasi-multiplicative function 
 : L  L ! C dened to be 
(; ) =
!(; )(; ) with !(; ) := "(; )"(; ) 1 and (; ) := ei(j)
(;  2 L). Here, we consider QB = L. Then, by using the basis
and universality of the free quasi-GVAs, we see that the generalized
principal subspace WL(B) is isomorphic to the free quasi-GVA F . In
particular, the spanning set of F is also a basis. (see section 3.5.3).
In fact, we show in Theorem 3.5.2 (section 3.5.3) that a free GVA is
isomorphic to a generalized principal subspace of a lattice GVA by using the
general theorem that the 2nd cohomology group of a group G is isomorphic
to the group of the central extensions of the group G (cf. [7]). However, since
a quasi 2-cocycle may not be a 2-cocycle in general, we only mention that
a generalized principal subspace of a lattice quasi-GVA is a free quasi-GVA,
which is shown similarly to Theorem 3.5.2, that is, it is shown by using the
basis and universality of the free quasi-GVAs.
As an application, we give a description of the lattice quasi-GVAs by
using generators and relations generalizing the result of [57].
Theorem (Theorem 3.6.1). The lattice quasi-GVA VL is presented by gen-
erators fvaja 2 g with locality bound N (a; b) =  (ajb) and (a; b) =
ei(ajb)!(a; b) (a; b 2 ) and relations fva((aja)   1)v a = "(a; a)j0ija 2
g.
(see section 3.6 for more details).
Moreover, by using the basis, we have the following character formula.
Let l be a positive integer. Let L be a rank l lattice with a Z-bilinear
form (j) : L  L ! C and a Z-basis B  L. Consider a total order
B = f1      lg on B and the Gram matrix A = (ijj)i;j=1;:::;l. Con-
sider the vector space h = C 
Z L equipped with the extended C-bilinear
form (j) : h  h ! C. Let L0  h be a rank l lattice such that L is a
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subgroup of L0. Let " : L0  L0 ! C be a quasi 2-cocycle (see chapter
1 for the denition). Consider the "-modied lattice quasi-GVA VL0 = V
"
L0
and sub quasi-GVA VL = V
"jLL
L  VL0 . Consider the generalized principal
subspace WL(B) = hej 2 Biquasi GVA  VL. Let  be an element of L0.
Consider the cyclic WL(B)-module WL() = WL(B;) = WL(B)  e 2 VL0
(also called a generalized principal subspace). Then, VL0 and WL() are
charge and weight graded vector space with the weight grading dened to
be wt(h1( n1)   hn( nm)e) = (j)=2 + n1 +    + nm 2 C (m  0,
n1; : : : ; nm 2 Z>0, h1; : : : ; hm 2 h,  2 L0). Let V =
L
2L;t2C V

t  VL0 be a
charge and weight graded vector subspace. Consider the graded dimension
V (x1; : : : ; xl; q) :=
P
i1;:::;il2Z;t2C V
i11++ill
t q
txi11    xill .
Theorem (Theorem 3.7.1). The graded dimension of WL() is given by
WL()(x1; : : : ; xl; q) =
X
i1;:::;il0
q
(i+j)A(i+j)
2
(q)i1    (q)il
xi11    xill ;
where i = (i1; : : : ; il). Here, x1; : : : ; xl; q are indeterminates.
Here, (q)k := (q; q)k, where the symbol (a; q)k is the q-Pochhammer sym-
bol (a; q)k = (1   a)(a   aq)    (q   aqk 1). Note that 1=(q)k coincides
with the generating function of the number of the partitions of the non-
negative integers into at most k parts of positive integers. Note also that
the number (i + j)  A  (i + j)=2 appearing in the numerator of the RHS
of the formula coincides with the weight of the vector e+ 2 WL(), where
 := i11 +    ill 2 L. The coecient of xi11    xill is the graded dimension
(with respect to the weight grading) of the charge-homogeneous subspace
WL(B)
i11++ill .
In the end of that section 3.7, we show a duality of generalized principal
subspaces. This is related to the notion of the dual lattices. Let A be a vector
subspace of a module of V . The invariant subspace of S inside A is
AS+ = fv 2 Ajs(n)v = 0 for s 2 S and n >  1g:
When A = V , the vector space V S+ agrees with the commutant Com(S; V ).
Then, we have the following theorem. Let L be a rank l lattice with the
non-degenerate bilinear form (j) : L L! C and L the dual lattice of L.
Let B be a Z-basis of L with the dual basis B of L (see section 3.7.2). Con-
sider the generalized principal subspaces WL = WL(B) and WL = WL(B
).
Theorem (Theorem 3.7.2). The invariant subspace (VL)
(WL )+ of the gener-
alized principal subspace WL inside VL coincides with the generalized prin-
cipal subspace WL.
15
It is easy to show WL  (VL)(WL )+ . To show WL  (VL)(WL )+ , we
use what we call Feigin-Stoyanovsky type ltration on VL, which consists of
generalized principal subspaces.
Note that, since (L) = L, we also obtain (VL)(WL)+ = WL from the
theorem.
Finally, in chapter 4, we consider branching rules of (VE7  VE7+1=2) by
using a free quasi-GVA (generalized principal subspace). Consider the root
lattice A1 = Z and the weight lattice A1 = Z=2 of type A1 with (j) = 2.
Consider the quasi 2-cocycle " : A1  A1 ! C dened in section 1.4.3.
Then, the lattice quasi-GVAgVA1 = V "A1 is the simple current extension of the
lattice vertex algebra VA1 .
Consider the basis B = f=2g of the lattice A1. Consider the generalized
principal subspaces W = WA1(B) and M = WA1(B; =2) of VA1 . We set
W 0 = W \ VA1 , W 1 =W \ VA1+=2, M0 =M \ VA1 and M1 =M \ VA1+=2.
Note that W 0 is a vertex subalgebra of VA1 .
By the character formula, we show that the characters ofW 0;W 1;M0;M1
coincide with the characters of the irreducible modules of the Virasoro min-
imal model L( 3=5; 0) (Lemma 4.0.2).
Consider the simple current extension gVE7 = VE7  VE7+$7 of the lattice
VA VE7 [18]. By Lemma 1.2.3, gVE7 is a quasi-GVA. Consider the tensor
product quasi-GVA gVE7 
gVA1 , and consider the lattice vertex algebra VE8
as a subalgebra (graded tensor product) of the tensor product with a xed
isomorphism
 : VE8
= VE7 
 VA1  VE7+$7 
 VA1+=2:
(Note that the level one simple ane VA associated with a simply-laced
simple Lie algebra g is isomorphic to the lattice VA associated with the root
lattice of g).
Consider the intermediate vertex subalgebra VE7+1=2  VE8 . Then, we
show that the commutant of VE7  VE7+1=2 coincides withW 0 and decompose
VE7+1=2 as a VE7 
W 0-module.
Theorem (Theorem 4.0.3). The isomorphism  induces the isomorphism of
vertex algebras
VE7+1=2
= VE7 
W 0  VE7+!7 
W 1: (0.1.13)
In particular, VE7+1=2 \ A1 is isomorphic to W 0. Moreover, under the iso-
morphism, VE7+1=2+8 decomposes as a VE7 
W 0-module into the form
VE7+1=2+8
= VE7 
M0  VE7+!7 
M1: (0.1.14)
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Following the theorem, in part III, we remark that the character coin-
cides with the character of a Ramond twisted irreducible representation of
W 5(E8; f).
The organization of this thesis is as follows.
In Part I, we recall the basic denitions and consider Theorem 2.2.1.
In chapter 1, we consider the general theory of generalizations of the ver-
tex algebras and simple current extensions. In section 1.1, we recall and
introduce the abelian intertwining algebras, generalized vertex algebras and
quasi-GVAs. In section 1.2, we consider some basic theorems, and in sec-
tion 1.3, we recall the Virasoro VOAs and lattice GVAs. In section 1.4,
we consider the simple current extensions L( 3=5; 0)  L( 3=5; 3=4) and
VA1  VA1+=2 of a Virasoro minimal model and lattice VOA.
In chapter 2, we recall the ane VOAs and W-algebras and prove The-
orem 2.2.1. In section 2.1, we recall the ane VOAs. In section 2.2, we
recall the W-algebras associated with a minimal nilpotent element. In sec-
tion 2.3, we consider the level one ane VOAs associated with the Deligne
exceptional series, and construct a VOA W 0, which appears in the RHS of
the isomorphisms of our W-algebras. In section 2.4, we explicitly give the
isomorphismsWg;k = W 0. We show the isomorphism assuming Lemma 2.4.1.
In section 2.5, we show Lemma 2.4.1, which completes the proof of Theorem
2.2.1. To be precise, we show Lemma 2.4.1 when g = D4 and E8, which
are smallest and largtest example with non-admissible levels. The remaining
cases are proved similarly.
In Part II, we consider the free quasi-GVAs, generalized principal sub-
spaces and branching rules of VE7  VE7+1=2 of the intermediate vertex sub-
algebra.
In chapter 3, we consider free quasi-GVAs and generalized principal sub-
spaces and prove Theorem 3.4.1, 3.6.1, 3.7.1 and 3.7.2. In section 3.1, we
generalize the notion of componentwise completions [52] in order to construct
the free quasi-GVAs. In section 3.2, we consider some lemmas from the lo-
cality of the quasi-GVAs. In section 3.3, we give certain spanning sets of the
weight graded quasi-GVAs. In section 3.4, we construct the free quasi-GVAs
by using the componentwise completions in section 3.1. In section 3.5, we
introduce a notion of the generalized principal subspaces associated with lat-
tices. By using the vertex operators of lattice vertex algebras, we show that
the spanning sets given in section 3.3 of the generalized principal subspaces
are linearly-independent. Then, we see that a free GVA is isomorphic to
a generalized principal subspace of a lattice GVA. Moreover, we see that a
generalized principal subspace of a lattice quasi-GVA is isomorphic to a free
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quasi-GVA. As an application, in section 3.6, we give a presentation of lattice
quasi-GVAs in terms of generators and relations, by using free quasi-GVAs
(Theorem 3.6.1). In section 3.7, we compute the graded dimensions of the
generalized principal subspaces (Theorem 3.7.1) and show a duality of the
generalized principal subspaces (Theorem 3.7.2).
In chapter 4, we prove Theorem 4.0.3.
In Part III, we mention some remarks about modular invariance of the
characters of the W-algebras in the main theorem.
Notations.
We denote the non-negative integers by Z+. We denote the positive integers
by Z>0 and the negative integers by Z<0. We denote the non-negative rational
numbers by Q+. All vector spaces are over the eld of the complex numbers
C. We denote Zn = Z=nZ for n 2 Z>0. For x = k + nZ 2 Zn, we denote
k = x. For a nite set A, we denote the cardinality of A by #A.
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Part I
W-algebras as simple current
extensions of VOAs
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Chapter 1
Vertex algebras, some
generalizations of vertex
algebras and simple current
extensions
1.1 The abelian intertwining algebras, gener-
alized vertex algebras and quasi-GVAs
1.1.1 Abelian 3-cocycles
Let Q be an abelian group. Recall the Eilenberg-Mac Lane abelian cohomol-
ogy [20]. We use the 3-cocycles of the cohomology. Let F : QQQ! C
and 
 : QQ! C be arbitrary functions.
Denition 1.1.1. (F;
) is a normalized abelian 3-cocycle (NA3) if
(A1) F (i; j; k)F (i; j; k + l) 1F (i; j + k; l)F (i+ j; k; l) 1F (j; k; l) = 1,
(A2) F (i; j; k) 1
(i; j + k)F (j; k; i) 1 = 
(i; j)F (j; i; k) 1
(i; k),
(A3) F (i; j; k)
(i+ j; k)F (k; i; j) = 
(j; k)F (i; k; j)
(i; k),
(A4) F (i; j; 0) = F (i; 0; j) = F (0; i; j) = 1,
(A5) 
(i; 0) = 
(0; i) = 1,
for i; j; k; l 2 Q.
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Dene B : QQQ! C to be
B(i; j; k) = F (j; i; k) 1
(i; j)F (i; j; k)
(i; j; k 2 Q). Let q : Q! C (q(i) = 
(i; i)) denote the associated quadratic
form [20], and  : Q  Q ! C=Z the unique symmetric bilinear map such
that
e 2i(i;j) = q(i+ j)q(i) 1q(j) 1 = 
(i; j)
(j; i):
Remark 1.1.1. The map
f : fNormalized abelian 3-cocyclesg ! Map(QQQ;C);
(F;
) 7! B
is injective. (This remark is shown in Section 1.2.1).
1.1.2 Fields, locality and abelian intertwining algebras
Let U be a vector space. We identify the subsets of C=Z and the Z-invariant
subsets of C. Let n be a positive integer. Let  (1); : : : ; (n) be subsets of
C=Z. We denote by U [[z1; z (1)1 ; : : : ; zn; z
 (n)
n ]] the space of all formal innite
series X
k(1)2 (1);:::;k(n)2 (n)
f(k(1);:::;k(n))z
k(1)
1 : : : z
k(n)
n
with f(k(1);:::;k(n)) 2 U . We denote by U [[z1; : : : ; zn]]z (1)1    z (n)n the space of
all nite sums of the formX
i
 i(z1; : : : ; zn)z
d(1)i
1    zd(n)in
with d(1)i 2  (1); : : : ; d(n)i 2  (n) and  i(z1; : : : ; zn) 2 U [[z1; : : : ; zn]].
For N 2 C, we dene the formal expansions
z;w(z + e
 iw)N := e w@zzN
=
X
j2Z+

N
j

zN j( w)j 2 (C[[z]]zN+Z)[[w]];
and
w;z(z + e
iw)N := eiNe z@wwN
= eiN
X
j2Z+

N
j

wN j( z)j 2 (C[[w]]wN+Z)[[z]]:
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We denote z;w(z w)N = z;w(z+e iw)N and w;z(z w)N = w;z(z+eiw)N .
By using this, we dene
z;w : U [[z; w]]z
 1w 2(z + e iw)N ! (U [[z]]zN+ 1)[[w]]w 2 ;
w;z : U [[z; w]]z
 1w 2(z + eiw)N ! (U [[w]]wN+ 2)[[z]]z 1 ;
for  1; 2  C and N 2 C.
Let Q be an abelian group and (F;
) a normalized abelian 3-cocycle with
maps B and . Let V =
L
2Q V
 be a Q-graded vector space.
Denition 1.1.2. A eld with charge  2 Q on V is a formal series a(z) 2
(End(V ))[[z; zC]] with the property that
a(z)b 2 V +[[z]]z (+)
for b 2 V .
Let a(z) and b(z) be elds with charges  2 Q and  2 Q.
Denition 1.1.3. The pair (a; b) of elds is called local if there exists N 2
(; ) such that for any  2 Q and c 2 V ,
z;w(z   w)Na(z)b(w)c = B(; ; )w;z(z   w)Nb(w)a(z)c:
We call such an N a locality bound of (a; b).
Now we dene the abelian intertwining algebras [18] by using the locality
axiom following the generalization of the generalized vertex algebras in [7].
Let V be a vector space, j0i 2 V a non-zero vector, @ : V ! V an
endomorphism and
Y : V ! End(V )[[z; zC]]; a 7! Y (a; z) =
X
n2C
a(n)z n 1
a linear map.
Denition 1.1.4. The quadruple (V; Y; j0i; @) is called an abelian intertwining
algebra (AIA) if
1. (vacuum axiom) @j0i = 0, Y (j0i; z) = idV , Y (a; z)j0i 2 V [[z]] and
Y (a; z)j0ijz=0 = a (a 2 V );
2. (translation covariance) [@; Y (a; z)] = @zY (a; z) (a 2 V ).
3. (eld and locality axiom) there exist
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(a) an abelian group Q;
(b) a normalized abelian 3-cocycle (F;
) with the maps B;;
(c) a Q-grading V =
L
2Q V
 on V ,
such that
(d) the vector j0i belongs to V 0;
(e) the operator @ is Q-grading preserving;
(f) for  2 Q and a 2 V , the formal series Y (a; z) is a eld with
charge .
(g) the pair of elds (Y (a; z); Y (b; w)) is local (;  2 Q, a 2 V ,
b 2 V ).
We denote the AIAs by (V; Y; j0i; @) or V . The linear map Y is called the
state-eld correspondence or vertex operator, vector j0i the vacuum vector,
and operator @ the translation operator or derivative.
Let (V; Y; j0i; @) be an AIA with an abelian group Q, a Q-grading V =L
2Q V
 on V and a normalized abelian 3-cocycle (F;
) satisfying the
axioms. We call the pair ((V; Y; j0i; @); (Q;F;
)) with the grading V =L
2Q V
 a Q-charged abelian intertwining algebra (Q-charged AIA). We de-
note it by (V; (Q;F;
)) or V .
Let (V; Y; j0i; @) be an AIA. We denote the transposed operator of Y by
Y : V  V ! V [[z]]zC, (u; v) 7! Y (u; z)v. Note that the operator induces
Y : V   V  ! V +[[z]]z (;) for ;  2 Q. Let V be a Q-charged AIA.
For X  Q, we denote V X :=L2X V .
Let (V1; Y1; j0i1; @1); (V2; Y2; j0i2; @2) be AIAs.
Denition 1.1.5. A homomorphism of AIAs is a linear map f : V1 ! V2 which
satises
1. f(Y1(a; z)b) = Y2(f(a); z)f(b) (a; b 2 V1);
2. f(j0i1) = j0i2;
3. f  @1 = @2  f .
General theorems for the AIAs are given in Section 1.2.2.
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1.1.3 Vertex algebras, generalized vertex algebras and
quasi-GVAs
We consider three subclasses of the AIAs. Let V be a vector space, j0i 2 V
a non-zero vector, @ : V ! V an endomorphism, and
Y : V ! End(V )[[z; zC]]; a 7! Y (a; z) =
X
n2C
a(n)z n 1
a linear map.
Denition 1.1.6. The quadruple (V; Y; j0i; @) is called a vertex algebra if
1. Y (j0i; z) = idV , Y (a; z)j0i 2 V [[z]], a = Resz=0Y (a; z)j0i;
2. @j0i = 0, [@; Y (a; z)] = @zY (a; z) (a 2 V );
3. Y (a; z)b 2 V [[z]]zZ(= V ((z))) (a; b 2 V );
4. for any a; b 2 V , there exists N 2 Z such that
z;w(z   w)NY (a; z)Y (b; w) = w;z(z   w)NY (b; w)Y (a; z):
Denition 1.1.7. [18, 7] The quadruple (V; Y; j0i; @) is called a generalized
vertex algebra (GVA) if
1. Y (j0i; z) = idV , Y (a; z)j0i 2 V [[z]], a = Resz=0Y (a; z)j0i;
2. @j0i = 0, [@; Y (a; z)] = @zY (a; z);
3. there exist an abelian group Q, a Q-grading V =
L
2Q V
 and a
function  : QQ! C such that for any ;  2 Q, a 2 V , b 2 V ,
(a)  is bimultiplicative;
(b) Y (a; z)b 2 V +[[z]]z (;);
(c) there exists N 2 (; ) such that
z;w(z   w)NY (a; z)Y (b; w) = (; )w;z(z   w)NY (b; w)Y (a; z);
(d) j0i 2 V 0, @(V )  V .
Here,  : QQ! C=Z is the bilinear map dened to be e 2i(;) =
(; )(; ).
Let Q be an abelian group. We call a function  : Q  Q ! C quasi-
multiplicative if
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 (; ; ) := ( + ; ) 1(; )(; ) is multiplicative in ,
 there exists the unique bilinear map  : Q  Q ! C=Z such that
(; )(; ) = e 2i(;),
 (Q; 0) = (0; Q) = 1.
Denition 1.1.8. The quadruple (V; Y; j0i; @) is a quasi-GVA if
1. Y (j0i; z) = idV , Y (a; z)j0i 2 V [[z]], a = Resz=0Y (a; z)j0i;
2. @j0i = 0, [@; Y (a; z)] = @zY (a; z);
3. there exist an abelian group Q, a Q-grading V =
L
2Q V
 and a
function  : QQ! C such that for any ;  2 Q, a 2 V , b 2 V ,
(a)  is quasi-multiplicative;
(b) Y (a; z)b 2 V +[[z]]z (;);
(c) there exists N 2 (; ) such that
z;w(z   w)NY (a; z)Y (b; w) = (; )w;z(z   w)NY (b; w)Y (a; z);
(d) j0i 2 V 0, @(V )  V .
Here,  : QQ! C=Z is the bilinear map dened to be e 2i(;) =
(; )(; ).
We denote the vertex algebras, GVAs and quasi-GVAs by (V; Y; j0i; @) or
V .
Let (V; Y; j0i; @) be a GVA (resp., quasi-GVA) with an abelian group Q,
a Q-grading V =
L
2Q V
 on V and a function  satisfying the axioms.
We call the pair ((V; Y; j0i; @); (Q; )) with the grading V = L2Q V  a
Q-charged GVA (resp., Q-charged quasi-GVA).
Note that a Q-charged quasi-GVA (V; (Q; )) is a Q-charged GVA if and
only if  is bimultiplicative.
Note that any GVA is a quasi-GVA, and by Lemma 1.2.2, any quasi-GVA
is an AIA. By Lemma 1.2.2 and Lemma 1.2.3, we have the following lemma.
Let (V; (Q;F;
)) be a Q-charged AIA. Set  = 
.
Lemma 1.1.1. 1. The pair (V; (Q; )) is a Q-charged GVA if F (; ; ) = 1
for any ; ;  2 Q.
2. The pair (V; (Q; )) is a Q-charged quasi-GVA if F (; ; ) = F (; ; )
for any ; ;  2 Q. Moreover, then,  = F .
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3. If Q = Z2, then (V; (Z2; )) is a Z2-charged quasi-GVA with  = F .
Let (V; (Q; )) be a Q-charged quasi-GVA. If  is identically 1, the quasi-
GVA V is a vertex algebra.
1.1.4 Modication of quasi-GVAs
Let Q be an abelian group. Let " : Q  Q ! C be a function. Let (f; !)
denote the abelian group cohomology coboundary of ", that is,
f(; ; ) = "(;  + )"(; )"( + ; ) 1"(; ) 1; ; ;  2 Q;
!(; ) = "(; )"(; ) 1; ;  2 Q:
Denition 1.1.9. A quasi 2-cocycle of Q is a function " : Q  Q ! C such
that
1. "(0; Q) = "(Q; 0) = 1;
2. f(; ; ) = f(; ; ) for any ; ;  2 Q.
Note that when " is a quasi 2-cocycle, the coboundary (f; !) is a normal-
ized abelian 3-cocycle.
Remark 1.1.2. A 2-cocycle " of Q in terms of the usual group cohomology
satises f(; ; ) = 1 for any ; ;  2 Q, so is a quasi 2-cocycle.
Let ((V; Y; j0i; @); (Q; )) be a Q-charged quasi-GVA. Let " : QQ! C
be a quasi 2-cocycle.
Dene Y " : V V ! End(V )[[z; zC]] by linearly extending the assignment
Y "(v; z)w = "(; )Y (v; z)w
for v 2 V , w 2 V  (;  2 Q).
Dene " : QQ! C to be
"(; ) = !(; )  (; ) ;  2 Q:
Proposition 1.1.1. The pair ((V; Y "; j0i; @); (Q; ")) is a Q-charged quasi-GVA.
Proof. It suces to show the locality axiom. Let ;  be elements of Q
and a; b elements of V ; V . Let N 2 (; ) be a locality bound of
(Y (a; z); Y (b; w)). Let c be an element of V  with  2 Q. Since f(; ; ) =
f(; ; ), we have !(; ) = "(; +)"(; )"(; +) 1"(; ) 1. There-
fore, we have z;w(z w)NY "(a; z)Y "(b; w)c "(; )w;z(z w)NY "(b; w)Y "(a; z)c =
0, as desired.
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We call the quasi-GVA (V; Y "; j0i; @) the "-modied quasi-GVA and de-
note it by V ".
Remark 1.1.3. Note that it is a special case of the "-modify (twist) of the
AIAs by an abelian 2-cochain " [18, 13]. When V is a GVA and " a 2-cocycle,
the "-modied quasi-GVA V " is a GVA and coincides with the "-modied
GVA [7].
1.1.5 Weight gradings and vertex operator algebras
Let V be an abelian intertwining algebra. A C-grading V =
L
n2C Vn is
called a weight grading if
a(n)b 2 Vk+l n 1; a 2 Vk; b 2 Vl; k; l; n 2 C:
Let V =
L
2Q V
 be a Q-charged abelian intertwining algebra. A non-
zero vector ! 2 V 0 is called a Virasoro vector of central charge c if the
eld Y (!; z) =
P
n2Z Lnz
 n 2 denes the module structure on V over the
Virasoro algebra Vir =
L
n2ZCLn  CC with the central charge c, that is,
the OPE (-bracket) of ! and itself has the form
[!!] = @! + 2! +
c
12
3j0i:
Here, for a 2 V 0 and b 2 V , the -bracket is dened to be [ab] =
P1
n=0 
na(n)b=n!.
We call c the central charge of !.
Let (V =
L
2Q V
; Y; j0i; @) be a Q-charged abelian intertwining algebra
with the weight grading V =
L
n2C Vn. A Virasoro vector ! 2 V 0 with
the eld Y (!; z) =
P
n2Z Lnz
 n 2 is called a conformal vector if L0v = nv
(v 2 Vn, n 2 C) and L 1 = @. Each conformal vector ! belongs to V2.
Let V be an abelian intertwining algebra equipped with a conformal vec-
tor !. A vector v 2 V is called a primary vector of conformal weight n if
Lmv = 0 for m 2 Z>0 and L0v = nv.
Denition 1.1.10. Let V be a vertex algebra with the weight grading V =L
n2C Vn. Let ! 2 V2 be a conformal vector of central charge c. The pair
(V; !) is called a vertex operator algebra of central charge c.
Let   be a subset of C. We call a VOA V  -graded if Vn = 0 for each
n 2 C n  .
A Q+-graded VOA V is called of CFT-type if V0 = Cj0i.
Let V andW be VOAs with conformal vectors ! and  . A vertex algebra
homomorphism f : V ! W is called a vertex operator algebra homomorphism
if f(!) =  .
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Let V be a VOA with a confomal vector !. Let u; v 2 V be primary
vectors of conformal weight 3=2. Then, by the commutation relation (1.2.6)
of the vertex algebras and Ln = !(n+ 1) (n 2 Z),
L1(u(0)v) = u(1)v; and L2(u(0)v) =
3
2
u(2)v: (1.1.1)
Let V be a VOA. Set C2(V ) = fa(n)b 2 V ja; b 2 V; n   2g. A VOA V
is called C2-conite if V=C2(V ) is nite dimensional.
1.1.6 Tensor products and graded tensor products
Let i be an element of f1; 2g. Let Qi be an abelian group with the normal-
ized abelian 3-cocycle (Fi;
i). Let (Vi; Yi; j0ii; @i) be a Qi-charged abelian
intertwining algebra with (Fi;
i).
The tensor product abelian intertwining algebra V1 
 V2 of V1; V2 is the
Q1 Q2-charged abelian intertwining algebra
(V1 
 V2; Y1 
 Y2; j0i1 
 j0i2; @1 
 idV1 + idV2 
 @2)
with the normalized abelian 3-cocycle (F1  F2;
1  
2).
Suppose Q = Q1 = Q2. Then, the abelian intertwining subalgebraM
2Q
V 1 
 V 2  V1 
 V2
is called the graded tensor product of V1; V2. The graded tensor product
is a Q-charged abelian intertwining algebra with the normalized abelian
3-cocycle (F1F2;
1
2). Here, (F1F2)(; ; ) = F1(; ; )F2(; ; ), and
(
1
2)(; ) = 
1(; )
2(; ) (; ;  2 Q).
Suppose Q1 = Q2 = Z2 = f0; 1g. Then, Vi is a Z2-charged quasi-GVA
with i = 
i (i = 1; 2).
Lemma 1.1.2. If 
1(1; 1)
2(1; 1) = 1, then the graded tensor product V
0
1 

V 02  V 11 
 V 12 is a vertex algebra.
Proof. Since 
i(0; 0) = 
i(1; 0) = 
i(0; 1) = 1, we have the lemma.
Suppose that Vi equips with the conformal vector !i of central charge ci
(i = 1; 2). Unless otherwise noted, we equip the tensor product and graded
tensor product of V1 and V2 with the conformal vector ! = !1
j0i2+j0i1
!2
of central charge c1+ c2, as usual. Note that for each primary vector ui 2 Vi
of conformal weight ni (i = 1; 2), the vector u1 
 u2 is primary of conformal
weight n1 + n2.
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1.2 General theorems for the abelian inter-
twining algebras
1.2.1 Some computational lemmas on abelian cocycles
We show some computational lemmas on abelian 3-cocycles.
First, we show Remark 1.1.1.
Proof of Remark 1.1.1. The map f is a group homomorphism. We show
Ker(f) = 1. Let (F;
) be a normalized abelian 3-cocycle such that F (j; i; k) 1
(i; j)F (i; j; k) =
1 (i; j; k 2 Q). By (A2), we have F (j; k; i) = 
(i; j + k)
(i; k) 1. By letting
k = 0, by (A4) and (A5), we have 
(i; j) = 1 for all i; j 2 Q. Therefore,
F (j; k; i) = 1 for all i; j; k. Thus, (F;
) = 1.
Lemma 1.2.1.
F (i; j; k + l) 1B(j; k; l)B(i; k; j + l)F (i; j; l) = B(i+ j; k; l):
(1.2.1)
Proof. By the denition of B, eq. (1.2.1) is equivalent to
F (i; j; k + l) 1F (k; j; l) 1
(j; k)F (j; k; l)F (k; i; j + l) 1
(i; k)
F (i; k; j + l)F (i; j; l) = F (k; i+ j; l) 1
(i+ j; k)F (i+ j; k; l):
By (A3), it is equivalent to
F (i; j; k)F (k; i; j)F (i; k; j) 1F (i; j; k + l) 1F (k; j; l) 1 (1.2.2)
F (j; k; l)F (k; i; j + l) 1F (i; k; j + l)F (i; j; l)
= F (k; i+ j; l) 1F (i+ j; k; l):
Now, we show that eq. (1.2.2) is true. By (A1), we have three equations
F (i; j; k)F (i; j; k + l) 1F (i; j + k; l)F (i+ j; k; l) 1F (j; k; l) = 1;
(1.2.3)
F (k; i; j)F (k; i; j + l) 1F (k; i+ j; l)F (k + i; j; l) 1F (i; j; l) = 1;
(1.2.4)
F (i; k; j)F (i; k; j + l) 1F (i; k + j; l)F (i+ k; j; l) 1F (k; j; l) = 1:
(1.2.5)
Then, eq. (1.2.2) is equivalent to eq. ((1:2:3)(1:2:4)=(1:2:5)). Thus, we have
the lemma.
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Lemma 1.2.2. 1. Let (F;
) be a normalized abelian 3-cocycle, and sup-
porse F (i; j; k) = 1 for any i; j; k 2 Q. Then, 
 is bimultiplicative.
2. Conversely, if the function  : Q  Q ! C is bimultiplicative, then
the pair (1; ) is a normalized abelian 3-cocycle.
3. Let (F;
) be a normalized abelian 3-cocycle, and suppose F (i; j; k) =
F (j; i; k) for any i; j; k 2 Q. Then,
(a) F (i; j; k) = 
(i+ j; k) 1
(i; k)
(j; k),
(b) F (i; j; k) is multiplicative in k.
4. Conversely, if  : QQ! C is a function such that
(a) (i; j; k) := (i+ j; k) 1(i; k)(j; k) is multiplicative in k,
(b) there exists the bilinear map  : QQ! C=Z such that (i; j)(j; i) =
e 2i(i;j),
(c) (Q; 0) = (0; Q) = 1,
then (; ) is a normalized abelian 3-cocycle such that (i; j; k) = (j; i; k).
The proof is omitted.
Let Q be an abelian group and (F;
) a normalized abelian 3-cocycle.
Lemma 1.2.3. If Q = Z2, then F (i; j; k) = F (j; i; k) for any i; j; k 2 Q.
Proof. By (A4), we have F (1; 0; k) = F (0; 1; k) = 1.
1.2.2 Some theorems for the abelian intertwining al-
gebras
We generalize some standard theorems for the AIAs. We generalize the
method used in [7].
Let Q be an abelian group and (F;
) a normalized abelian 3-cocycle
with maps B and . Let V =
L
2Q V
 be a Q-graded vector space with
a translation operator @ : V ! V and a vacuum vector j0i 2 V such that
@j0i = 0.
Let n be a positive integers.
Denition 1.2.1. ([7]) An n-eld with charge (1; : : : ; n) 2 Qn on V is a
formal series a(z1; : : : ; zn) 2 (End(V ))[[z1; zC1 ; : : : ; zn; zCn ]] with the property
that
a(z1; : : : ; zn)b
2 V 1++n+[[z1; : : : ; zn]]z (1;2++n+)1    z (n;)n
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for b 2 V . We call  = 1+   +n the total charge of a(z) = a(z1; : : : ; zm).
Let m;n be positive integers. Let a(z1; : : : ; zm) be an m-eld with total
charge  2 Q and b(w1; : : : ; wn) an n-eld with total charge  2 Q.
Denition 1.2.2. The pair (a; b) of elds is called local if there exist Nij 2
(i; j) (i = 1; : : : ;m, j = 1; : : : ; n) such that for any  2 Q and c 2 V , 
mY
i=1
nY
j=1
zi;wj(zi   wj)Nij
!
a(z1; : : : ; zm)b(w1; : : : ; wn)c = B(; ; )

 
mY
i=1
nY
j=1
wj ;zi(zi   wj)Nij
!
b(w1; : : : ; wn)a(z1; : : : ; zm)c:
We call such an fNijgi;j a system of locality bounds of (a; b).
Let m;n be positive integers. Let a(z1; : : : ; zm) and b(zm+1; : : : ; zm+n) be
an m-eld and n-eld with total charges  and . Suppose that the pair
(a; b) is local, and x a system of locality bounds fNijgi2f1;:::;mg;j2f1;:::;ng.
Dene the (m + n)-eld Fa;b(z1; : : : ; zm+n) by linearly extending the as-
signment
Fa;b(z1; : : : ; zm+n)d = F (; ; )
 1
 
mY
i=1
nY
j=1
zi;zm+j(zi   zm+j)Nij
!
a(z1; : : : ; zm)b(zm+1; : : : ; zm+n)d
( 2 Q, d 2 V ). Note that the total charge of Fa;b(z) is  + . Note that if
a; b are translation covariant @ : V ! V , then Fa;b is translation covariant.
Let c(w1; : : : ; wp) be a p-eld with total charge  2 Q.
Lemma 1.2.4. If the pairs (a; c) and (b; c) are local, then the pair (Fa;b; c)
is local.
Proof. Suppose that the pairs (a; c) and (b; c) are local. Let fMikgi2f1;:::;mg;k2f1;:::;pgand
fMjkgj2fm+1;:::;m+ng;k2f1;:::;pg be systems of locality bounds of (a; c) and (b; c).
We show that fMikgi2f1;:::;m+ng;k2f1;:::;pg is a system of locality bounds of
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(Fa;b; c). Let  be an element of Q and d an element of V
. We have 
m+nY
i=1
pY
k=1
zi;wk(zi; wk)
Mik
!
Fa;b(z)c(w)d
= F (; ;  + ) 1
 
m+nY
i=1
pY
k=1
zi;wk(zi; wk)
Mik
!
 
mY
i=1
nY
j=1
zi;zm+j(zi; zm+j)
Nij
!
a(z1; : : : ; zm)b(zm+1; : : : ; zm+n)c(w)d
= F (; ;  + ) 1B(; ; )
 
mY
i=1
pY
k=1
zi;wk(zi; wk)
Mik
!
 
nY
i=m+1
pY
k=1
wk;zi(zi; wk)
Mik
! 
mY
i=1
nY
j=1
zi;zm+j(zi; zm+j)
Nij
!
a(z1; : : : ; zm)c(w)b(zm+1; : : : ; zm+n)d
= F (; ;  + ) 1B(; ; )B(; ;  + )

 
m+nY
i=1
pY
k=1
wk;zi(zi; wk)
Mik
! 
mY
i=1
nY
j=1
zi;zm+j(zi; zm+j)
Nij
!
c(w)a(z1; : : : ; zm)b(zm+1; : : : ; zm+n)d
= F (; ;  + ) 1B(; ; )B(; ;  + )  F (; ; )

 
m+nY
i=1
pY
k=1
wk;zi(zi; wk)
Mik
!
c(w)Fa;b(z)d:
Therefore, it suces to show
F (; ;  + ) 1B(; ; )B(; ;  + )F (; ; ) = B( + ; ; ):
By Lemma 1.2.1, we have the lemma.
Let m be a positive integer. Let A(z1; : : : ; zm) be an m-eld. Dene
z;w1    z;wm 1A(z + w1; : : : ; z + wm 1; z) to be
z;w1    z;wm 1A(z + w1; : : : ; z + wm 1; z)v
:= exp(w1@z1 +   + wm 1@zm 1)A(z1; : : : ; zm)vjz1==zm=z
2 (V [[z]]zC)[[w1; : : : ; wm 1]]
(v 2 V ). We call this formal series a operator product expansion (OPE) of A.
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Dene the 1-elds  i(1);:::;i(m 1)(z) (i(1); : : : ; i(m  1) 2 Z+) by the equality
z;w1    z;wm 1A(z + w1; : : : ; z + wm 1; z)
=
1X
i(1);:::;i(m 1)=0
 i(1);:::;i(m 1)(z)wi(1)   wi(m 1):
Let i(1); : : : ; i(m  1) be elements of Z+, and put  (z) =  i(1);:::;i(m 1)(z). If
A is translation covariant, then the coecient  (z) is translation covariant.
Let B be an n-eld (n 2 Z>0). If the pair (A;B) is local, then the pair ( ;B)
is local. Note that z;w1    z;wm 1A(z +w1; : : : ; z +wm 1; z)j0i is the Taylor
series expansion of
A(z + w1; : : : ; z + wm 1; z)j0i 2 V [[z; w1; : : : ; wm 1]]:
Therefore, the linear span of all coecients of A(z1; : : : ; zm)j0i coincides with
the linear span of all coecients of  i(1);:::;i(m 1)(z)j0i in z (i(1); : : : ; i(m 1) 2
Z+).
Let a(z) be a translation covariant eld with charge  2 Q. Let b be
an element of V  with  2 Q. The series Y (a; z)b has the form a(z)b =P1
n=0 a( N   n  1)bzN+n withN 2 (; ). Then, f(z+e iw) 2 U [[z; w]](z+
e iw)N . We have the following transposed Taylor's theorem.
Lemma 1.2.5. As elements of (V [[z]]z(;))[[w]],
z;w(Y (a; z + e
 iw)b) = e w@Y (a; z)ew@b:
Proof. By the translation covariance, the RHS is equal to ew@zY (a; z)b, which
is equal to the LHS.
Let  be a system of elds such that
1. (locality) for any (z);  (z) 2  with charges ;  2 Q, the elds (z)
and  (z) are mutually (; )-local,
2. (translation covariance) every (z) 2  is translation covariant, that
is, [@; (z)] = @z(z),
3. (completeness) the coecients of all formal series 1(z1)   n(zn)j0i
(n 2 Z+, 1; : : : ; n 2 ) span the vector space V .
Let S denote the vector space spanned by all translation covariant elds
(z) such that for any  (z) 2 , the elds (z) and  (z) are mutually local.
Since the elements of S are translation covariant, by [7, Proposition 2.2(c)],
we have the well-dened linear map
	 : S ! V; (z) 7! (z)j0ijz=0:
Let  be an element of Q and a an element of V .
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Theorem 1.2.1. There exists the unique translation covariant eld Y (a; z)
of charge  such that for any eld (z) 2 , the elds Y (a; z) and (z) is
mutually local and Y (a; z)j0ijz=0 = a.
Proof. We show that 	 is an isomorphism of vector spaces.
(Surjectivity) Let m be a positive integer. Let 1(z1); : : : ; m(zm) be
elds in  with charges 1; : : : ; m 2 Q. We show that the coecients of
1(z1)   m(zm)j0i belong to the image of 	, hence, by the completeness of
the system , the map 	 is surjective.
Fix locality bounds Nij of (i; j) (i; j = 1; : : : ;m, i 6= j). Dene the
m-eld A(z1; : : : ; zm) by linearly extending the assignment
A(z1; : : : ; zm)b =
m 1Y
i=1
B (i; i+1 +   + m; )

 Y
1i<jm
zi;zj(zi   zj)Nij
!
1(z1)   m(zm)b
( 2 Q, b 2 V ). Then, A is translation covariant, and by Lemma 1.2.4,
the pairs (A; ) are local for all elds  in . Consider the operator product
expansion of A. Then, all coecients  i(1);:::;i(m 1)(z) (i(1); : : : ; i(m   1) 2
Z+) belong to S. Therefore, all coecients of A(z1; : : : ; zm)j0i belong to the
image of the map 	.
The product 1(z1)   m(zm)j0i belongs to the spaceX := V [[z1]]zC1    [[zm]]zCm.
The space X is a module over the algebra Y := C[[z1]]zC1    [[zm]]zCm. Since
zi;zj(zi   zj)Nij is invertible in Y for each i < j, we have
1(z1)   m(zm)j0i =
 Y
1i<jm
zi;zj(zi   zj) Nij
!
A(z1; : : : ; zm)j0i:
Therefore, the coecients of 1(z1)   m(zm)j0i belong to the image of 	.
By the completeness of the system , the map 	 is surjective.
(Injectivity) Let (z) be an element of the kernel of 	. Then, (z)j0ijz=0 =
0. Since S is spanned by elds, (z) is a sum of the form (z) =
P
2Q (z)
with the elds (z) with charge  2 Q. Let  be an element of Q, and
put (z) = (z). We show (z) = 0. Since (z)j0ijz=0 belongs to V  for
any  2 Q, we have (z)j0ijz=0 = 0. Since (z)j0i = ez@((w)j0ijw=0) by
the translation covariance, we have (z)j0i = 0. Let m be a positive inte-
ger. Let 1(z1); : : : ; m(zm) be elds in . Fix locality bounds Nij of (i; j)
(i; j = 1; : : : ;m, i 6= j). Dene the m-eld A(z1; : : : ; zm) with total charge 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as above. Since the pair (;A) is local, we have 
mY
i=1
z;zi(z   zi)Mi
!
(z)A(z1; : : : ; zm)j0i
= B(; ; 0)
 
mY
i=1
zi;z(z   zi)Mi
!
A(z1; : : : ; zm)(z)j0i
with the scalars Mi 2 C. Since (z)j0i = 0, we have 
mY
i=1
z;zi(z   zi)Mi
!
(z)A(z1; : : : ; zm)j0i = 0:
The LHS belongs to the space X := V [[z]]zC[[z1]]z
C
1    [[zm]]zCm. The space
X is a module over the algebra Y := C[[z]]zC[[z1]]zC1    [[zm]]zCm. Since
z;zi(z   zi)Mi is invertible in the algebra Y for each i = 1; : : : ;m, we see
that (z)v = 0 for all coecients v of A(z1; : : : ; zm)j0i. Since the coecients
of all A(z1; : : : ; zm)j0i span the space V , we have (z) = 0, as desired.
Now, we have a generalization of the reconstruction theorem.
Corollary 1.2.1. The system  generates on V the unique structure of the
abelian intertwining algebra. Moreover, the pair (V; (Q;F;
)) is a Q-charged
abelian intertwining algebra.
Let (V; (Q;F;
)) be a Q-charged AIA. Let ;  be elements of Q and a; b
elements of V ; V .
Lemma 1.2.6 (Skew-Symmetry).
Y (a; z)b = 
(; )ez@(Y (b; e iz)a):
Proof. By the locality axiom,
z;w(z + e
 iw)NY (a; z)Y (b; w)j0i
= B(; ; 0)w;z(z + e
iw)NY (b; w)Y (a; z)j0i
with N 2 (; ). Since B(; ; 0) = 
(; ), Y (a; z)j0i = ez@a and
Y (b; w)j0i = ew@b,
z;w(z + e
 iw)NY (a; z)ew@b = 
(; )w;z(z + eiw)NY (b; w)ez@a:
By Lemma 1.2.5, the RHS is equal to

(; )eiw;z(e
 iz + w)Nez@w;z(Y (b; w + e iz)a);
and since N is a locality bound, it belongs to End(V )[[w]][[z]]. Therefore, by
letting w = 0, we have the lemma.
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Let ;  be elements ofQ and a; b elements of V ; V . Fix a locality bound
N of (Y (a; z); Y (b; w)) and set Fa;b(z; w) := FY (a;z);Y (b;w)(z; w). Consider the
OPE
z;wFa;b(z + w; z) = e
w@z1Fa;b(z1; z2)jz1=z2=z
of Y (a; z) and Y (b; w).
Let k be a non-negative integer.
Lemma 1.2.7.
1
k!
@kz1Fa;b(z1; z2)jz1=z2=z = Y (a(N   1  k)b; z):
Proof. Denote the LHS byX. By Theorem 1.2.1, it suces to showXj0ijz=0 =
a(N 1 k)b. Since Fa;b(z1; z2)j0i 2 V [[z1; z2]], we have Fa;b(z1; z2)j0ijz2=0 =
zN1 Y (a; z1)b 2 V [[z1]]. Since (1=k!)@kz1(zN1 Y (a; z1)b)jz1=0 = a(N   1  k), we
have the lemma.
We have the following Jacobi identity. Let ; ;  be elements of Q, a; b; c
elements of V ; V ; V , and n an element of (; ).
Proposition 1.2.1.
Y (a; z)Y (b; w)c z;w(z   w)n  B(; ; )Y (b; w)Y (a; z)c w;z(z   w)n
= F (; ; ) 1
X
j2Z
Y (a(n+ j)b; w)c @jw(;)(z; w)=j!:
The proof is omitted. See [7].
Suppose that V is a vertex algebra, that is, F  1 and 
  1. Let a; b be
elements of V . Then, we have the commutation relation
[a(n); b(m)] =
1X
k=0

n
k

(a(k)b)(n+m  k): (1.2.6)
1.3 Some vertex operator algebras and gen-
eralized vertex algebras
1.3.1 The Virasoro vertex operator algebras
In this section, we recall the Virasoro vertex operator algebras.
Consider the innite dimensional Lie algebra
Vir =
M
n2Z
CLn  CC;
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with the center C and the Lie bracket [; ] dened to be [Ln; Lm] = (n  
m)Ln+m + n; m(n3   n)=(12)C (n;m 2 Z) (the Virasoro algebra).
Let c; h be complex numbers. LetM(c; h) = U(Vir)
U(Vir)+Cjc; hi denote
the Verma module of Vir with a highest weight vector jc; hi such that
Cjc; hi = cjc; hi; L0jc; hi = hjc; hi; Lnjc; hi = 0 (n  0):
Suppose h = 0. Then, the ideal of M(c; 0) generated by L 1jc; 0i is
a proper ideal. The quotient V (c; 0) = M(c; 0)=(L 1jc; 0i) has a unique
structure of a VOA with the vacuum element j0i = jc; 0i, derivative @ = L 1
and conformal vector ! = L 2j0i with the vertex operator dened by
Y (L 2j0i; z) =
X
n2Z
Lnz
 n 2
(a (universal) Virasoro vertex operator algebra). The central charge of V (c; 0)
is c. The simple quotient of V (c; 0) is denoted by L(c; 0) and called a simple
Virasoro VOA.
Let p; q be integers such that p; q  2 and (p; q) = 1. Consider the number
cp;q = 1  6(p  q)
2
pq
:
Then, the Virasoro VOA L(cp;q; 0) is called a Virasoro minimal model and
denoted by M(p; q).
Let c be a complex number. Consider a quotient V of the universal
Virasoro VOA V (c; 0). Then, it is well-known that V is C2-conite and
rational if and only if V is a Virasoro minimal model, that is, V = L(c; 0)
and c = cp;q with p; q 2 Z with p; q  2 and (p; q) = 1.
1.3.2 The lattice generalized vertex algebras associ-
ated with the rational lattices and the lattice
vertex algebras associated with the even integral
lattices
In this section, we recall the lattice GVAs [18, 7] associated with the ratio-
nal lattices and the lattice vertex algebras associated with the even integral
lattices.
Let L = Zl be a rank l rational lattice with the Z-bilinear form (j) :
L L! Q. Consider the vector space h = C
Z L with the C-bilinear form
(j) : h h! C dened by linearly extending the Z-bilinear form (j).
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Let bh = h 
 C[t; t 1]  CK denote the Heisenberg Lie algebra with the
central element K and Lie bracket [a 
 tn; b 
 bm] = nn+m;0(ajb)K. Set
a(n) = a
tn (a 2 h, n 2 Z). Set bh+ = h
C[t]CK and bh  = h
C[t 1]t 1.
Let C1 denote the 1-dimensional module of bh+ with a
 tn:v = 0 and K:v = v
(a 2 h, n  0, v 2 C1). LetM(1) = bh
bh+C1 denote the induced module of bh.
As vector spaces, M(1) = S(bh ). Here, S(V ) denotes the symmetric algebra
of V for each vector space V . Then, M(1) has the vertex algebra structure
(Heisenberg vertex algebra) with the vacuum vector 1 = 1 
 1, translation
operator T with T (v
 tn) =  nv
 tn 1 and vertex operator X(; z) dened
by the assignment X(v 
 t 1; z) = Pn2Z v 
 tnz n 1 and extending it to
M(1) by the reconstruction theorem (cf. [25, 33, 24]). We equip M(1) with
the conformal vector ! = (1=2)
Pl
i=1 vi( 1)vi of central charge l. Here,
fvigi=1;:::;l is a basis of h, and fvigi=1;:::;l the dual basis of fvig.
Let C[L] =
L
2LCe denote the group algebra of L with e  e = e+.
We consider the space Ce as the module over bh+ with a
 t0:e = (aj)e,
a 
 tn:e = 0 (a 2 bh, n > 0) and K:e = e. Then, M(1) 
 Ce has
the module structure over the vertex algebra M(1). Consider the extended
generalized vertex algebra
VL =
M
2L
M(1)
 Ce =M(1)
 C[L] = S(bh )
 C[L];
with the vacuum vector j0i = 1 
 e0, translation operator @ with @(e) =
( 1)e and the vertex operator X(; z) dened by the assignment
X(e; z) = exp
 X
n<0
1
 nnz
 n
!
exp
 X
n>0
1
 nnz
 n
!

 ez;
( 2 L) and extending it to VL by the reconstruction theorem. Here, z is
dened by linearly extending the assignment ze = z(j)e (;  2 L). The
GVA VL is L-charged with the bimultiplicative function  : L  L ! C
dened to be (; ) = ei(j) (;  2 L). Note that we have (; ) =
 (j) + Z (;  2 L). Here, the bilinear map  : L L! C=Z is dened
by the equality e 2i(;) = (; )(; ) (;  2 L). We call VL the lattice
generalized vertex algebra (lattice GVA) associated with L.
Suppose that L is even integral, that is, (j) : L  L ! Z and (j) 2
2Z for each  2 L. Consider a 2-cocycle " : L  L ! f1g satisfying
"(; )"(; ) 1 = ( 1)(j). Then, the "-modied GVA V "L with the vertex
operator Y (; z) = X"(; z) is a vertex algebra and called the lattice vertex
algebra. We denote VL = V
"
L . We consider VL as a vertex operator algebra
with the conformal vector !
e0 of central charge l, and call VL a lattice vertex
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operator algebra. Let L denote the dual lattice of L, and f1; : : : ; lg  L
be representatives of L=L. The irreducible modules of a lattice VOA VL is
given by VL+1 ; : : : ; VL+l . Here, VL+ =
L
2L+M(1) 
 Ce with certain
module structure similar to the structure of a lattice VA.
Let g be a nite dimensional simple Lie algebra. Suppose that g is simply-
laced (of ADE-type). Note that the lattice vertex operator algebra VQ as-
sociated with the root lattice Q = Q(g) of g is isomorphic to the level one
ane VOA V1(g).
1.4 Simple current extensions
In this section, we consider extended abelian intertwining algebras. See [18,
12, 13].
1.4.1 Z2 simple current extensions
Let V be a VOA with a simple current irreducible V -module M such that
M M = V . Here,  denotes the fusion product. Let Y : V V ! V [[z]]zZ
denote the vertex operator of V and YM : V M ! M [[z]]zZ the module
structure over M . Let Y M : M  V ! M [[z]]zZ denote the transpose of YM
dened to be
Y M(u; z)a = e
zL 1YM(a; z)u; u 2M; a 2 V:
Let I :M M ! V [[z]]zC be a non-zero intertwining operator. We have
ztI(v; z)v 2 V [[z]]; (1.4.1)
ztI(v; z)vjz=0 6= 0 (1.4.2)
with some v 2M and t 2 C. Then, I(u; z)w 2 V [[z]]z t+Z for any u;w 2M ,
since M is an irreducible V -module.
Suppose that V = V M is a Z2-graded AIA with the vertex operator
Y : V  V ! V [[z]]zC dened to be
Y (a+ u; z)(b+ w) = Y (a; z)b+ YM(a; z)w + Y

M(u; z)b+ I(u; z)w;
for a; b 2 V and u;w 2 M , the Z2-gradation V = V0  U1 with V0 = V and
V1 =M and certain normalized abelian 3-cocycle (F;
) with (1; 1) = t+Z.
By Lemma 1.1.1 (3), the pair ( V ; (Z2;
)) is a Z2-charged quasi-GVA. We
call it the Z2 simple current extension of V .
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Proposition 1.4.1. 
(0; 0) = 
(0; 1) = 
(1; 0) = 1, 
(1; 1) = e it.
Proof. By Lemma 1.2.6 (skew-symmetry) and eq. (1.4.1),
ztI(v; z)vjz=0 = zt
(1; 1)ezL 1I(v; e iz)vjz=0:
By eq. (1.4.1) again, The RHS is equal to 
(1; 1)e i( t)ztI(v; z)v. By eq. (1.4.2),
we have 
(1; 1) = e it, which completes the proof.
1.4.2 Z2 simple current extension of the M(3; p) Vira-
soro minimal models
Let p be a positive integer such that p > 3 and (3; p) = 1. Set c = c3;p =
1  6(3  p)2=(3p). Consider the stress energy tensor T (z) =Pn2Z Lnz n 2.
Let U denote the Virasoro minimal model L(c; 0) = M(3; p). Then, U has
the VOA structure generated by
Y (L 2j0i; z) = T (z) =
X
n2Z
Lnz
 n 2:
Set h = (p  2)=4. The irreducible module
M = L(c; h) = U  jhi
is a simple current of the VOA U . Here, jhi is a highest weight vector of
central charge c and conformal weight h, and U  jhi denote the irreducible
cyclic module. Put v = jhi. Let YM : U M ! M((z)) denote the module
structure of M over U with
YM(L 2j0i; z) =
X
n2Z
Lnz
 n 2:
Let Y M :M  U !M((z)) denote the transpose of YM dened by
Y M(u; z)a = e
zL 1YM(a; z)u;
a 2 U , u 2M .
Set   = 2h + Z. Let I : M M ! U [[z]]z   denote the intertwining
operator of type

U
M M

normalized as z2hI(v; z)vjz=0 = j0i. Then,
I(jhi; z)jhi = j0iz 2h + 0 + 2h
c
L 2j0iz 2h+2 +    :
The extended vertex operator Y = Y +YM+Y

M+I is local with itself (cf.
[23]). Therefore the pair ( U; (Z2;
)) of U with U = U M is the Z2 simple
current extension of U . By Proposition 1.4.1, we have 
(0; 0) = 
(0; 1) =

(1; 0) = 1 and 
(1; 1) = e 2ih.
Note that the extended algebras ofM(3; p) are also considered in [31, 50]
with another algebraic structure.
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1.4.3 The lattice generalized vertex algebra associated
with A1 and the simple current extension of VA1
In this section, we consider the simple current extension VA1VA1+=2 as the
modication of the lattice GVA VA1 , in order to obtain the vertex operators
explicitly.
Let A1 = Z be the root lattice of type A1 with the bilinear form dened
by (j) = 2. Let A1 = Z=2 be the dual lattice of A1.
Consider the lattice GVA F = VA1 = M(1) 
 C[A1] with the vertex
operator ( 2 A1)
X(e; z) = exp
 X
n<0
1
 nnz
 n
!
exp
 X
n>0
1
 nnz
 n
!

 ez:
The pair (F; (Z; )) is a Z-charged GVA with the Z-grading F =
L
n2Z F
n
with F n = M(1)
en=2 and  : ZZ! C dened by (k; l) = ei(k=2jl=2) =
eikl=2 (cf. [7, 18]).
Note that the subGVA F 2Z is isomorphic to the VOA VA1 , and as a VA1-
submodule, the subspace F 2Z+1 is isomorphic to the VA1-module VA1+=2.
Actually, since (k + 4n; l + 4m) = (k; l) for any k; l; n;m 2 Z, the bi-
multiplicative function  : Z4Z4 ! C is induced, and the pair (F; (Z4; ))
is a Z4-charged GVA with the Z4-grading F =
L
n2Z4 F
n+4Z.
Now we modify the Z4-charged GVA F with certain quasi 2-cocycle " :
Z4  Z4 ! C such that the "-modied quasi-GVA F " is isomorphic to the
simple current extension of VA1 .
Dene the function " : Z4  Z4 ! C to be
"(k; l) =
(
 1 (k; l) = (1; 2); (2; 2); (2; 3) and (3; 1);
1 otherwise,
for k; l 2 Z4. Therefore, "(0; k) = 1, "(1; k) = ( 1)2;k , "(2; k) = ( 1)2;k+3;k ,
and "(3; k) = ( 1)1;k for k 2 Z4. Let (f; !) denote the abelian group
cohomology coboundary of ". Then,
!(k; l) = ( 1)kl(kl 1)=2
for k; l 2 Q.
Lemma 1.4.1. The function " is a quasi 2-cocycle of Q = Z4.
Proof. We have "(0; Q) = "(Q; 0) = 1. Let k; l;m be elements of Q. We
show f(k; l;m) = f(l; k;m). When k = 0 or l = 0, we have f(k; l;m) = 1 =
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f(l; k;m). Suppose (k; l) = (1; 2). Then,
f(1; 2;m)
f(2; 1;m)
=
"(1; 2 +m)"(2;m)"(3;m) 1"(1; 2) 1
"(2; 1 +m)"(1;m)"(3;m) 1"(2; 1) 1
= ( 1)0;m+2;m+3;m 1;m 1 1;m 2;m 2;m+1;m
= ( 1)0;m+2;m+3;m 1;m 1 = 1:
Suppose (k; l) = (3; 2). Then,
f(3; 2;m)
f(2; 3;m)
=
"(3; 2 +m)"(2;m)"(1;m) 1"(3; 2) 1
"(2; 3 +m)"(3;m)"(1;m) 1"(2; 3) 1
= ( 1)3;m+2;m+3;m 2;m 0;m 3;m 1;m+2;m 1
= ( 1)3;m+2;m 0;m 1;m 1 = 1:
Suppose (k; l) = (1; 3). Then,
f(1; 3;m)
f(3; 1;m)
=
"(1; 3 +m)"(3;m)"(0;m) 1"(1; 3) 1
"(3; 1 +m)"(1;m)"(0;m) 1"(3; 1) 1
= ( 1)3;m+1;m 0;m 2;m 1 = 1:
Thus, f(k; l;m) = f(l; k;m) for any k; l;m 2 Q, which completes the proof.
Consider the "-modied quasi-GVA F ". We have "(k; l) = !(k; l)(k; l) =
eik
2l2=2. Therefore,
"(k; l) =
(
ei=2 if k; l are odd;
1 otherwise;
for k; l 2 Z4. Hence, " induces the function " : Z2  Z2 ! C, and
the pair (F "; (Z2; ")) is a Z2-charged quasi-GVA with the Z2-grading F " =
(F ")0+2Z  (F ")1+2Z.
Thus, we have the following proposition (cf. [18]).
Proposition 1.4.2. The "-modied quasi-GVA F " is isomorphic to the sim-
ple current extension VA1  VA1+=2 of the lattice vertex algebra VA1.
Note that since the VOA VA1 is isomorphic to the level one simple ane
vertex algebra V1(A1) and the module VA1+=2 is isomorphic to the module
V1(A1;=2) (see section 2.1), F
" is isomophic to the simple current extension
V = V1(A1)V1(A1;=2) of the simple level one ane vertex algebra V1(A1).
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Chapter 2
W-algebras and ane vertex
algebras associated with the
Deligne exceptional series
In this section, we prove the main theorem. We note that by the commutation
relation of the vertex algebras, we have the following assertion.
Let V be a VOA with a confomal vector !. Let u; v 2 V be primary
vectors of conformal weight 3=2. Then, by the commutation relation (1.2.6)
of the vertex algebras and Ln = !(n+ 1) (n 2 Z),
L1(u(0)v) = u(1)v; and L2(u(0)v) =
3
2
u(2)v: (2.0.1)
2.1 The ane vertex operator algebras
In this section, we recall the ane vertex operator algebras [26].
Let g be a rank l nite dimensional simple Lie algebra. Let h be a Cartan
subalgebra of g with the simple roots 1; : : : ; l. Consider the normalized
invariant bilinear form (j) : g g! C such that (_j_) = 2 for each long
root . Consider the ane Kac-Moody Lie algebra bg = g
C[t; t 1]CK 
CD with the central element K, degree operator D, Lie bracket [D; a
 tn] =
na 
 tn and [a 
 tn; b 
 tm] = [a; b]tn+m + nn+m;0(ajb)K and simple roots
0; 1; : : : ; l and fundamental weights 0;1; : : : ;l [32]. Set a(n) = a
 tn
(a 2 g, n 2 Z). Set bg  = g
 C[t 1]t 1.
Let k be a complex number. Consider the highest weight Verma module
M(k0) over bg of highest weight k0. As a bg -module,M(k0) is isomorphic
to S(bg ). Here, S(V ) denotes the symmetric algebra of V for each vector
space V . Then, M(k0) = S(bg ) equips with the compatible vertex algebra
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structure with the vacuum vector j0i = 1, translation operator @ dened by
@(v 
 tn) =  nv 
 tn 1 with derivation, vertex operator Y (; z) dened by
the assignment Y (a 
 t 1; z) = Pn2Z a 
 tnz n 1 and extending it by the
reconstruction theorem. The vertex algebra M(k0) has the weight grading
induced by  D and Segal-Sugawara conformal vector
!a =
1
2(k + h_)
X
i2A
vi( 1)vi
of central charge c = k dim g=(k + h_). Here, fvigi2A is a basis of g with
the index set A, and fvigi2A the dual-basis with respect to (j). The VOA
M(k0) is called the (universal) ane vertex operator algebra and denoted
by V k(g). Note that the weight 1 subspace V k(g)1 = fa
t 1ja 2 gg with the
Lie bracket [a 
 t 1; b 
 t 1] := a(0)b = [a; b] (a; b 2 g) is isomorphic to the
Lie algebra g via a 7! a
 t 1. We denote the simple quotient by Vk(g) and
call it the (simple) ane vertex operator algebra. Note that as a bg-module,
Vk(g) is isomorphic to the irreducible highest weight module L(k0).
Let  be a level k weight of g(1). Set  =    k0, and consider 
as a weight of g. Then, the irreducible g(1)-module L() is an irreducible
V k(g)-module, and we denote it by Vk(g;).
It is well-known that Vk(g) is C2-conite and rational if and only if k is
a positive integer. Moreover, the irreducible Vk(g)-modules are given by the
level k integrable g(1)-modules.
Let g be a nite dimensional simply-laced simple Lie algebra. Set k =
1. Then, it is well-known that the level one simple ane VOA V1(g) is
isomorphic to the lattice VOA VQ(g) associated with the root lattice Q(g)
of g. Let  be a level one fundamental weight of g(1). Set  =    0,
and consider  as a fundamental weight of g. Then, the irreducible module
V1(g;) is isomorphic to VQ(g)+.
2.2 W-algebras associated with a minimal nilpo-
tent element
In this section, we recall the notations of W-algebras associated with a min-
imal nilpotent element [36].
Let g be a nite dimensional simple Lie algebra. Let h be a Cartan
subalgebra and   g the set of the roots of h in g with a set of the positive
roots +  . Let  2  denote the highest root of g. Let (j) denote
the non-degenerate invariant bilinear form normalized as (j) = 2. Identify
h with h by using this form, and set x = =2 2 h. Let f = f be a non-
zero lowest root vector with a sl2-triple (e; x; f) with [x; e] = e, [x; f ] =  f
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and [e; f ] = x, so that e is a highest root vector. As the ad x-eigenspace
decomposition, we have the minimal gradation
g = g 1  g 1=2  g0  g1=2  g1
with g1 = Ce and g 1 = Cf . Here, gn := fv 2 gj[x; v] = nvg. Denote by gf
the centralizer of f in g and by g\ the subspace gf\g0. Then, g\ coincides with
the centralizer of the sl2-triple (e; x; f), and g
f the subspace g 1g 1=2g\.
Set h\ := fh 2 hj(xjh) = 0g. Then, h\ is a Cartan subalgebra of g\, and
we have h = h\  Cx. Consider the skew-symmetric bilinear form h; ine on
g1=2 dened to be ha; bine = (f j[a; b]). Since (ejf) = 1=2 and [a; b] 2 Ce for
a; b 2 g1=2, we have
[a; b] = 2ha; bine e; a; b 2 g1=2:
Note that
trg(ad a)(ad b) = 2h
_(ajb); a; b 2 g:
Let fug2S\ be a basis of g\ with the index set S\, and fug2S\ the dual
basis such that (uju) = ; for ;  2 S\. Set S1=2 = f 2 (g)j(j=2) =
1=2g. Let fug2S1=2 be a basis of g1=2, and fug2S1=2 the dual basis such
that hujuine = ; for ;  2 S1=2. For v 2 g0, we denote by v\ the
orthogonal projection of g0 on g
\. Let g0 denote the Killing form of g0.
Denote by h_0;i the dual Coxeter number of the i-th simple component g
\
i of
g\ with respect to the bilinear form (j) restricted to g\i.
Let k be a complex number. Recall that the universalW-algebraWk(g; f)
is a 1
2
Z+-graded vertex operator algebra with the conformal vector ! of cen-
tral charge
cW =
k dim g
k + h_
  6k + h_   4: (2.2.1)
Recall the -bracket [ab] =
P1
n=0 
na(n)b=n!, a; b 2 Wk(g; f). Note that
the -brackets are substitutes of the OPEs.
Let V be a vertex algebra, and B be a subspace of V . The subspace B
strongly generates V if the monomials
v1(m1)v2(m2)    vs(ms)j0i 2 V;
(s 2 Z+ with vi 2 B, mi 2 Z<0, i = 1; : : : ; s) span V . Let S be a basis of
B with a total order on S. The subspace B obeys the PBW theorem if the
monomials
v1(m1)v2(m2)    vs(ms)j0i 2 V;
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(s 2 Z+ with vi 2 S, mi 2 Z<0, i = 1; : : : ; s, where the sequence of the pairs
(v1;m1); (v2;m2); : : : ; (vs;ms) is non-increasing in the lexicographical order)
form a basis of V . We call the basis a PBW-basis of V and denote it by ~S.
Proposition 2.2.1. [36, Theorem 5.1, Theorem 4.1][37, pp. 454] The uni-
versal W-algebra Wk(g; f) is strongly generated by the conformal vector !
and certain linearly-dened primary vectors Jfag, a 2 g\ of conformal weight
1 and Gfvg, v 2 g 1=2 of conformal weight 3=2, with the OPEs (-brackets)
[JfagJfbg] = Jf[a;b]g + 

k +
1
2
h_

(ajb)  1
4
g0(a; b)

j0i;
[JfagGfvg] = Gf[a;v]g;
[GfugGfvg] =  2(k + h_)(ej[u; v])! + (ej[u; v])
X
2S\
Jfu
g( 1)Jfug
+
X
2S1=2
Jf[u;u
 ]\g( 1)Jf[u ;v]\g + 2(k + 1)(@ + 2)Jf[[e;u];v]\g
+
X
2S1=2
Jf[[u;u
 ];[u ;v]]\g +
2
3

(ej[u; v])

 (k + h_)cW
+

k +
1
2
h_

dim g\   1
2
X
i
h_0;i dim g
\
i

+
X
2S1=2
k +
1
2
h_
 
[u; u]\
[u; v]\  1
4
g0
 
[u; u]\; [u; v]
\

+
1
4
trg1=2g1 ad
 
[[u; u]\; [u; v]
\]
j0i:
Moreover, the space of the generators f!; Jfag; Gfvgja 2 g\; v 2 g 1=2g obeys
the PBW theorem.
Let V k denote the vertex operator subalgebra generated by Jfag, a 2 g\.
Suppose that g is a Lie algebra not of typeAl. Then, g
\ is semi-simple, and
V k is isomorphic to the universal ane vertex operator algebra associated
with g\ and the invariant bilinear form (; )\ : g\  g\ ! C dened to be
(a; b)\ = (k + h_=2)(ajb)  (1=4)g0(a; b), a; b 2 g\. Here, for a Lie algebra k,
the bilinear form k(; ) denotes the Killing form of k. Let !\ denote the Segal-
Sugawara conformal vector of V k. Since Jfag (a 2 g\) is a primary vector of
conformal weight 1 with respect to !, we see that the vector !Vir = !   !\
is a Virasoro vector (cf. [47]). Let Uk denote the Virasoro vertex operator
algebra generated by !Vir. Then, V k 
 Uk  Wk(g; f).
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LetWg;k =Wk(g; f) denote the simple quotient ofWk(g; f). Let Vg;k and
Ug;k denote the image of V
k and Uk in W . Then, Vg;k 
 Ug;k  W (cf. [48,
Proposition 4.3.5]).
Suppose that g is not of type Al and
1. Vg;k and Ug;k are simple, rational and C2-conite vertex operator alge-
bras;
2. Wg;k = Vg;k 
 Ug;k  N 
M as Vg;k 
 Ug;k-modules with non-identity
simple currents N of Vg;k and M of Ug;k.
Theorem 2.2.1. The complete list of the pair (g; k) satisfying (1) and (2)
above is given by the following pairs:
(i) g = C2 and k = 1=2,
(ii) g = G2; D4; F4; E6; E7; E8 and k =  h_=6.
By the assumption (1) and (2), we have the following corollary.
Corollary 2.2.1. For each pair (g; k) in the list (i), (ii) of Theorem 2.2.1,
Wk(g; f) is C2-conite and Z2-rational with an automorphism group Z2 =
fid; g dened to be
id(a) = a; id(u) = u; (a) = a; (u) =  u;
(a 2 Vg;k 
 Ug;k, u 2 N 
M).
By case-by-case computation, under the assumption of Theorem 2.2.1,
we see that the pair (g; k) must be a pair in the list of the theorem.
In the rest of this chapter, we prove that the pairs (g; k) in the list actually
satises the assumption (1) and (2) above, by showing isomorphisms (0.1.4){
(0.1.10). More precisely, we show isomorphisms (0.1.5){(0.1.10) and (0.1.12).
Isomorphism (0.1.4) is proved similarly.
2.3 Level one ane VOAs associated with
the Deligne exceptional Lie algebras and
simple current extension of certain VOAs
To show isomorphisms (0.1.5){(0.1.10) and (0.1.12) of our W-algebras asso-
ciated with the Deligne exceptional series, we consider the VOA structure of
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the RHSs W 0 of the isomorphisms. We consider W 0 as a simple current ex-
tension of a VOA V 
L( 3=5; 0) with the simple current N 
L( 3=5; 3=4),
where V is the commutant of V1(A1)  V1(g), and N is obtained by consid-
ering the decomposition of V1(g) as a V 
V1(A1)-module. In this section, we
construct the VOA W 0.
Let g be a Deligne exceptional Lie algebra not of type A1 with a xed
Cartan subalgebra h  g. Let (g), Q(g) and P (g) denote the root system,
root lattice and weight lattice of g. Let (j) : gg! C denote the normalized
invariant bilinear form on g with (j) = 2 for each long root  2 (g). Fix
a base 1; : : : ; l 2 (g) with the highest root  2 (g). Let (e; ; e ) =
A1  g denote the sl2-triple for . Consider the level one simple ane
VOA V1(A1) = VA1 and simple current extension V1(A1) V1(A1; =2) as in
Proposition 1.4.2. That is, we consider the structure
Y (e; z)e = "(; )X(e; z)e; ;  2 A1
with
"(n=2;m=2) =
(
 1 if (n;m)  (1; 2); (2; 2); (2; 3); (3; 1) (mod 4);
1 otherwise;
(n;m 2 Z). For ;  2 A1 + =2, we denote I(e; z)e = Y (e; z)e.
Suppose fej 2 (g)g [ f_1 ; : : : ; _l g be a Chevalley basis of g with
the function " : (g)  (g) ! C such that [e; e] = "(; )e+ for
;  2 (g) with  +  2 (g) and  +  6= 0, [ei ; e i ] = "(i; i)_i ,
[e i ; ei ] = "( i; i)( _i ) and e = e.
Consider the level one simple ane VOA V1(g). Then, V1(A1) is a sub-
VOA of V1(g). Consider the commutant V := CommV1(g)(V1(A1)) of V1(A1)
in V1(g). Explicitly,
 V = Vp3A1 for g = A2;
 V = V3(A1) for g = G2;
 V = V1(A1)
3 for g = D4;
 V = V1(g\) for g = F4; E6; E7; E8.
Note that V 
 V1(A1) is embedded in V1(g). Let k\ denote the level of V ,
that is, k\ := 1 for g = A2; D4; F4; E6; E7; E8 and k
\ := 3 for g = G2. Let h
_;\
denote the dual Coxeter number of g\ for g = G2; F4; E6; E7; E8. For g = A2,
set h_;\ := 0, and for g = D4, set h_;\ := 2. Note that h_;\ = h_0 .
Let N denote the module of V dened to be V1(g) = V 
 V1(A1) 
N 
 V1(A1; =2) as V 
 V1(A1)-modules. Then, N is a simple current of V .
Explicitly,
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 N = Vp3A1+p3=2 for g = A2;
 N = V3(A1; 3=2) for g = G2;
 N = V1(A1;=2)
3 for g = D4;
 N = V1(g\;$n) for g = F4; E6; E7; E8 with n = 3 if g = E6, and
n = l   1 otherwise.
Here,  denotes the positeve root of A1, and for g = F4; E6; E7; E8, the
weights $1; : : : ; $l 1 denote the fundamental weights of the simple Lie al-
gebra g\ labelled as those in [9]. Note that we have the conformal weight
grading
N =
1M
n=0
Nn+3=4
with
 N3=4 = Ce
p
3=2  Ce 
p
3=2 for g = A2;
 N3=4 = L(3=2) as g\ = A1-module for g = G2;
 N3=4 = L(=2)
3 as g\ = A31 -module for g = D4;
 N3=4 = L($n) as g\-module for g = F4; E6; E7; E8.
Consider the simple current extension V  N of the VOA V with the
intertwining operator I : N N ! V [[z]]zC [18].
Lemma 2.3.1. There exists a non-zero vector u 2 N such that
z 3=2I(u; z)u 2 V [[z]] and z 3=2I(u; z)ujz=0 6= 0:
Proof. First, suppose that g is not of type A2. Let i be an element of
f1; : : : ; lg with (ij) 6= 0. Then, a non-zero weight vector u 2 N3=4 of
weight i   =2 satises z 3=2I(u; z)u 2 V [[z]] and z 3=2I(u; z)ujz=0 6= 0.
Explicitly, when g is not of type A2, the vector z
 3=2I(u; z)ujz=0 = u( 5=2)u
is a non-zero weight vector with weight 2i   of the g\-module V3 (the con-
formal weight homogeneous subspace of V with conformal weight 3). When
g is of type A2, the vector z
 3=2I(u; z)ujz=0 = u( 5=2)u belongs to V3 and
is a non-zero multiple of the vector e2i  2 V3.
Consider the tensor product AIA (V N)
 (V1(A1)V1(A1; =2)) Then,
by Lemma 2.3.1 and Proposition 1.4.1, the subalgebra V 
 V1(A1)  N 
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V1(A1; =2) is a vertex algebra and is the simple current extension of the
VOA V 
 V1(A1). As vertex algebras,
V1(g) = V 
 V1(A1)N 
 V1(A1; =2):
We x an isomorphism  : V1(g) ! V 
 V1(A1)  N 
 V1(A1; =2) such
that
 1(u
 v) = u( 1)v = v( 1)u; u 2 V; v 2 V1(A1):
In particular, (u) = u 
 j0i for u 2 V and (e) = j0i 
 e. Let (h)
denote the subspace of h orthogonal to  with respect to (j)jh Let P 0
denote the set
P 0 = f 2 (h)j  =2 2 S 1=2g:
Let
fej 2 P 0g  N3=4
denote the basis of N3=4 such that (e =2) = e
e =2 ( 2 P 0). Then, e

e=2 =  (j0i 
 e)(0)(e 
 e =2) =  (e)(0)(e =2) =  (e(0)e =2) =
 "(;   =2)(e+=2).
Note that
g 1=2 = h 1(e 
 e =2)j 2 P 0iC;
and
g1=2 = h 1(e 
 e=2)j 2 P 0iC:
Note that the submodule of N containing fej 2 P 0g coincides with N .
Let L( 3=5; 0) denote the Virasoro minimal model of central charge  3=5
with the Virasoro vector !Vir = L( 2)j0i and L( 3=5; 3=4) the simple cur-
rent of conformal weight 3=4 with highest weight vector j3=4i. Consider the
intertwining operator normalized as
I(j3=4i; z)j3=4i =  (k + h_) c
2h
j0iz 3=2   (k + h_)!Virz1=2 +   
=
h_
3
j0iz 3=2   5h
_
6
!Virz1=2 +    :
Here, k =  h_=6, c =  3=5, and h = 3=4. Consider the tensor product
AIA (V  N) 
 (L( 3=5; 0)  L( 3=5; 3=4)). Then, by Lemma 2.3.1 and
Proposition 1.4.1, the subalgebra
W 0 = V 
 L( 3=5; 0)N 
 L( 3=5; 3=4)
is a vertex algebra and is the simple current extension of V 
L( 3=5; 0) with
the intertwining operator I 
 I.
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2.4 Construction of the isomorphisms
We use the notations in the previous section. Set f = e , e =  (1=2)e and
x = (1=2). Consider the universal W-algebra W k = Wk(g; f) and simple
quotient W =Wk(g; f).
Proposition 2.4.1. The assignments
W k 3 Jfeg 7! e 
 j0i 2 W 0;  2 (g\);
W k 3 Jf_i g 7! _i 
 j0i 2 W 0; (ij) = 0;
W k 3 Gfeg 7! e+=2 
 j3=4i 2 W 0;  2 S 1=2;
W k 3 ! 7! !\ 
 j0i+ j0i 
 !Vir 2 W 0
induce a surjective vertex operator algebra homomorphism W k ! W 0 and
vertex operator algebra isomorphism Wg;k = W 0.
Let S1=2 denote the set of all roots of g1=2. Consider the basis u = e,
 2 S1=2. Let fug denote the dual basis such that (f j[u; u]) = ;. Then,
u =  "(;  + )e +.
In order to show the proposition, we need the following three lemmas.
Let ;  be elements of P 0. Put u = e =2 and v = e =2.
Lemma 2.4.1. As elements of V1(g),
2h_
3

[e; u]( 1)v   1
2
( 1)[[e; u]; v] (2.4.1)
+
1
8
(ej[u; v])  ( 1)2   2( 2) j0i
=  2

5h_
6
  k
\ + h_;\
k\

(ej[u; v])!\
 
X
2S1=2
"(;  + )[u; e +]\( 1)[e; v]\
+2

 h
_
6
+ 1

@([[e; u]; v]\):
We show Lemma 2.4.1 in the next section.
Lemma 2.4.2. As elements of V1(g),
e(1=2)e =  "(;   =2)e+=2(1)e =2;
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e( 1=2)e =  "(;   =2)

e+=2(0)e =2   1
2
( 1)e+=2(1)e =2

;
and
e( 3=2)e =  "(;   =2)

e+=2( 1)e =2
 1
2
( 1)e+=2(0)e =2 + 1
8
(( 1)2   2( 2))e+=2(1)e =2

:
Proof. Since the conformal weights of e; e are 3=4, we have
I(e; z)e =
1X
n=0
e(1=2  n)ezn 3=2:
By explicit computation, we have
I(e=2; z)e =2 = j0iz 1=2 + 1
2
z1=2 +
1
8
(( 1)2 + 2( 2))j0iz3=2 +    :
Also, since the conformal weights of the non-zero elements of g  V1(g) are
1, we have
Y (e+=2; z)e =2 =
1X
n= 1
e+=2( n)e =2zn 1:
Since (Y (e+=2; z)e =2) =  "(;   =2) 1Y (e
 e=2; z)(e 
 e =2) and
Y (e 
 e=2; z)(e 
 e =2) = (I(e; z)e)
 (I(e=2; z)e =2), we have
e+=2(1)e =2 =  "(;   =2) 1((e(1=2)e)
 j0i);
e+=2(0)e =2 =  "(;   =2)


1
2
 1((e(1=2)e)
 ) +  1((e( 1=2)e)
 j0i)

;
and
e+=2( 1)e =2 =  "(;   =2)


1
8
 1((e(1=2)e)
 (( 1)2 + ( 2))j0i)
+
1
2
 1((e( 1=2)e)
 ) +  1((e( 3=2)e)
 j0i)

:
Thus, we have the lemma.
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Lemma 2.4.3.
e+=2(1)e =2 =  2"(;   =2) 1(ej[u; v])j0i;
e+=2(0)e =2 =  2"(;   =2) 1[[e; u]; v];
and
e+=2( 1)e =2 =  2"(;   =2) 1[e; u]( 1)v:
Proof. We show the rst equality. We have e+=2(1)e =2 = (e+=2je =2)j0i.
By the invariance of (j),
(e+=2je =2) = "(;   =2) 1([e; e =2]je =2)
= "(;   =2) 1(ej[e =2; e =2]):
Therefore,
e+=2(1)e =2 = "(;   =2) 1(ej[e =2; e =2])j0i
=  2"(;   =2) 1(ej[e =2; e =2])j0i
=  2"(;   =2) 1(ej[u; v])j0i:
Hence, we have e+=2(1)e =2 =  2"(;   =2) 1(ej[u; v])j0i.
Proof of Proposition 2.4.1. Put B1 = fJfegj 2 (g\)gtfJf_i gj(ij) = 0g
and B2 = fGfe =2gj 2 P 0g. Put B = B1 t B2 t f!g and x a total order
on B. Since the space spanned by the generators B with the basis B obeys
the PBW-theorem, we obtain the linear map  : W k ! W 0 induced from
the assignments of the proposition by using the PBW-basis ~B of W k. That
is, we set
 (v1(m1)v2(m2)    vs(ms)j0i) =  (v1)(m1) (v2)(m2)    (vs)(ms)j0i;
(s 2 Z+ with vi 2 S, ki 2 Z+, mi 2 Z<0, i = 1; : : : ; s, where the sequence of
the pairs (v1;m1); (v2;m2); : : : ; (vs;ms) is non-increasing in the lexicograph-
ical order). We show the compatibility of the OPE (-bracket)
[ (u) (v)] =  [uv]; (2.4.2)
(u; v 2 B) under  . Let u; v be elements of B, and suppose that u = ! or
v = !. Then, the coecients of [uv] in  are multiples of monomials of the
PBW-basis ~B. Since cW = c\ 3=5, by comparing the conformal weights, we
have eq. (2.4.2). Here, c\ is the central charge of V .
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Let u; v be elements ofB1. Then, the coecients of [uv] in  are multiples
of monomials of the PBW-basis ~B. We show eq. (2.4.2). When g = A2, the
set B1 is empty. Therefore, we have eq. (2.4.2). Suppose g is not of type A2.
Then, it suces to show (e; e)
\ = k\(eje). Since g0 = g\  C, we have
(e; e)
\ = (k + h_=2)(eje)   (1=4)2h_;\(eje) = (h_=3   h_;\=2)(eje).
Since h_=3   h_;\=2 = 1, we have eq. (2.4.2). Consider the vertex operator
subalgebra T := hB1; !iv:a:  W k. Here, hAiv:a: denotes the smallest vertex
subalgebra containing the subset A  W k. Since the OPEs among the
elements of B1 t f!g are compatible under  , the restriction  jT : T ! W 0
is a vertex operator algebra homomorphism.
Let u and v be elements of B, and suppose u 2 B1tf!g or v 2 B1tf!g.
Then, the coecients of [uv] in  are multiples of monomials of the PBW-
basis ~B, and we have eq. (2.4.2).
Finally, let u; v be elements of B2 with ;  2 P 0 such that u = Gfe =2g
and v = Gfe =2g. Then, the coecients of [uv] in  belong to the ver-
tex operator subalgebra T . We show the compatibility of the OPE  [uv] =
[ (u) (v)]. SinceW;W
0 are (1=2)Z+-graded VOAs, and the vectors u; v;  u;  v
are of conformal weight 3=2, we have  (u(i)v) = 0 =  u(i) v for i  3.
Therefore, it suces to show  (u(i)v) =  u(i) v for i = 0; 1; 2. By eq.
(2.0.1), it suces to show  (u(0)v) =  u(0) v. We have (e
j3=4i)(0)(e

j3=4i) = (e( 3=2)e) 
 (h_=3)j0i   (e(1=2)e) 
 (5h_=6)!Vir. Therefore,
by Proposition 2.2.1 and Lemma 2.4.1{2.4.3, we have  (u(0)v) =  u(0) v,
since  jT is a vertex operator algebra homomorphism.
Hence, we have eq. (2.4.2) for each u; v 2 B. Therefore,  : W k ! W 0
is a homomorphism of vertex operator algebras. Since  (B) generates the
vertex algebra W 0,  is surjective. Since W 0 is a simple vertex algebra, the
homomorphism  induces the isomorphism Wg;k = W 0. Thus, we have the
proposition.
By Proposition 2.4.1, we obtain Theorem 2.2.1 except for the case (g; k) =
(C2; 1=2), which is proved similarly. It will be considered in the forthcoming
paper.
Remark 2.4.1. Suppose g = D4; E6; E7; E8. Then, the number k =  h_=6 is
not an admissible number. Therefore, Wk(g; f) is a new example of a C2-
coniteW-algebra. When g = C2; A1; A2; G2; F4 and k = 1=2; 1=3; 1=2; 2=3; 3=2,
the levels k are admissible numbers, and the simple W-algebras Wk(g; f)
have already been known to be C2-conite [3]. The vertex operator alge-
bra W 1=2(A2; f) with certain another conformal vector is a Bershadsky-
Polyakov algebra, and it has already known to be rational [4]. Note that
the abelian intertwining subalgebra Vp3A1 
 L( 3=5; 0)  Vp3A1+p3=2 

L( 3=5; 3=4) of V(p3=2)A1
 (L( 3=5; 0)L( 3=5; 3=4)) is considered in [23].
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2.5 The completion of the proof of Theorem
2.2.1
In this section, we complete the proof of Theorem 2.2.1 by proving Lemma
2.4.1. We give the proof of Lemma 2.4.1 for g = D4 and E8, which are
the smallest and largest examples with non-admissible levels, by using the
structure of the lattice vertex operator algebras VD4 and VE8 . The remaining
cases are proved similarly (for non simply-laced cases, it is convenient to
consider the \folding" (cf. [32, x7.9])). Therefore, the proof of Theorem
2.2.1 is completed in this section. Let us take over the setting and notations
in section 2.3.
Suppose that g is simply-laced, that is, g = A2; D4; E6; E7; E8. Let Q
denote the root lattice of g. Fix orientations i! j on the edges in the Dynkin
diagram, where i; j = 1; : : : ; l are nodes of the Dynkin diagram such that
(ijj) =  1. Dene the 2-cocycle " : QQ! f1; 1g by bimultiplicatively
extending the assignment
"(i; j) =
(
 1 i = j; or i! j
1 otherwise;
(cf. [32, x7.8]). Note that "(; ) = "( ; ) =  1. Consider the lattice
vertex operator algebra
VQ =
1M
n=0
(VQ)n
associated with Q and the 2-cocycle ". Since VQ is isomorphic to V1(g),
we consider VQ instead of V1(g). The weight 1 subspace (VQ)1 with the
Lie bracket [a; b] = a(0)b is isomorphic to the Lie algebra g. We identify
g = (VQ)1. Then, the basis
fej 2 (Q)g t fiji = 1; : : : ; lg  (VQ)1
is a Chevalley basis of g with "j(g)(g) : (g)  (g) ! f1; 1g satisfying
the assumption in section 2.3. Note that for  2 Q, the vector e belongs to
(VQ)1 if and only if (j) = 2.
Then, it suces to show the following lemma to prove Lemma 2.4.1. Let
;  be elements of S 1=2.
Lemma 2.5.1. 1. Suppose (j) = 1. Then,
h_
3
= #f 2 S1=2j(j   ) = 0; (j) =  1g: (2.5.1)
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2. Suppose (j) = 0. Then,X
2S1=2;(j )=0;(j)= 1
 =

h_
6
  1

(2 +   ): (2.5.2)
3. Let  be an element of S 1=2. Then,
 h
_
6

 +
1
2


( 1)2 +

 +
1
2


( 2)

j0i (2.5.3)
=

5h_
6
  1  h_;\

!\
 1
2
X
2S1=2;(j )=0
 
(   + )( 1)2 + (   + )( 2) j0i
 

 +
1
2


( 1)2j0i  

 h
_
6
+ 1

+
1
2


( 2)j0i:
We prove the lemma in the next section for g = D4 and E8, which are
the smallest and largest examples with non-admissible levels.
Proof of Lemma 2.4.1 (when g is simply-laced). Let ,  be elements of S 1=2.
Set u = e and v = e. Since the vectors e,  2 S 1=2 span g 1=2,
it suces to show eq. (2.4.1) for u; v. Note that (j) =  1; 0; 1; 2 and
(j) = (j) =  1. We show by case-by-case computation. Put X = f 2
S1=2j(j   ) = 0; (j) =  1g. Put C := "(; )"( + ; ). Then, for any
 2 S1=2, we have C = "(;  + )"(;  + )"(; )"(   + ;  + ).
When (j) = 2, the both hand sides of eq. (2.4.1) are 0.
Suppose (j) = 1. Since (j) = 1, the vector e++ is of confor-
mal weight 2, and we have [[e; u]; v] = 0 and ([e; u]jv) = 0. The LHS of
eq. (2.4.1) is equal to  Ch_=3e++. The RHS of eq. (2.4.1) is equal to
 P2X Ce++. By eq. (2.5.1),  h_=3e++ =  P2X e++. Hence,
we have eq. (2.4.1).
Suppose (j) = 0. By comparing the orthogonal projections to C of
the both sides of eq. (2.5.2), we have
#f 2 S1=2j(j   ) = 0; (j) =  1g = 4(h_=6  1): (2.5.4)
We have e++ 2 (VQ)1, and ([e; u]jv) = 0. The LHS of eq. (2.4.1) is
equal to  Ch_=3( + 1=2)( 1)e++. The RHS of eq. (2.4.1) is equal
to  P2X C(    + )( 1)e++   C( + 1=2)( 1)e++   C( +
1=2)( 1)e++  C( h_=6 + 1)(+ + )( 1)e++. By eq. (2.5.2) and
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(2.5.4),
P
2X(   + )( 1)e++ = (h_=6  1)(2 + 3+ )( 1)e++.
Therefore, we have eq. (2.4.1), as desired.
Suppose (j) =  1, that is,  =     . Similarly, we have eq. (2.4.1)
by using eq. (2.5.3).
Thus, we have the lemma.
2.5.1 Proof of Lemma 2.5.1
We show Lemma 2.5.1 when g = D4 and E8, which are the smallest and
largest example with non-admissible levels. The remaining cases are proved
similarly.
The case g = D4
1 3
@@
@@
@@
@@
@@
@@
@ 
~~
~~
~~
~~
~~
~~
~

2
 
CCCCCCCCCCCCC
 4
Figure 2.1: Dynkin diagram of D4
Suppose g = D4. Then, h
_ = 6, and h_;\ = 2. We explicitly use the
root system of D4. The root system (D4) of D4 consists of the following 24
elements (cf. [9]):
i + j (i; j = 1; : : : ; 4; i < j; ;  = 1);
with the indeterminate elements 1; : : : ; 4 with the bilinear form (j) dened
by linearly extending (ijj) = i;j. Consider the simple roots i = i   i+1
(i = 1; 2; 3) and 4 = 3 + 4 with the highest root  = 1 + 2. The Dynkin
diagram of D4 is illustrated in Figure 2.1. Set
S1=2 := f 2 (D4)j(j=2) = 1=2g:
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Then, the sets of vectors fe 2 D4j 2 S1=2g are bases of g1=2. Explicitly,
we have
S1=2 = fi + jji 2 f1; 2g; j 2 f3; 4g;  2 f1gg
and
S 1=2 = f i + jji 2 f1; 2g; j 2 f3; 4g;  2 f1gg
Note that
S1=2 = f 2 (D4)j(j$2) = 1g:
Here, $1; : : : ; $4 are the fundamental weights of D4.
We show Lemma 2.5.1 by case-by-case computation.
Note that the Weyl group WD4 of D4 acts on (D4) and S1=2 are in-
variant under the stabilizer W D4 of , and W

D4
coincides with the subgroup
(Sym2  Sym2) n (Z=2Z). Here, two Sym2's denote the symmetry groups
of the sets f1; 2g and f3; 4g respectively, and Z=2Z denotes the group
of the transformations i 7! ii (i = 1; : : : ; 4) with 1 = 2 = 1 and
3 = 4 2 f1g.
Put X = f 2 S1=2j(j ) = 0; (j) =  1g. Note that f 2 S1=2j( 1+
3j) = 0g = f1 + 3; 2 + 4; 2   4g.
The case (1) Suppose (j) = 1. We show eq. (2.5.1). The LHS of eq.
(2.5.1) is equal to 2. Therefore, we show
#f 2 S1=2j(j   ) = 0; (j) =  1g = 2:
All pairs (; ) such that ;  2 S 1=2, (j) = 1 are given by the following
pairs:
( i + j; i + k); ;  2 f1g; i 2 f1; 2g; j; k 2 f3; 4g; j 6= k;
( i + j; k + j);  2 f1g; i; k 2 f1; 2g; i 6= k; j 2 f3; 4g:
By the action of the subgroup W D4 of the Weyl group, it suces to
consider (; ) = ( 1+ 3; 1+ 4), ( 1+ 3; 1  4),( 1+ 3; 2+ 3).
Set  =  1+ 3 and  =  1+ 4. Then, X = f1+ 3; 2  4g. Hence,
#X = 2.
Set  =  1+ 3 and  =  1  4. Then, X = f1+ 3; 2+ 4g. Hence,
#X = 2.
Set  =  1 + 3 and  =  2 + 3. Then, X = f2 + 4j 2 f1gg.
Hence, #X = 2.
Thus, we have eq. (2.5.1).
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The case (2) Suppose (j) = 0. We show eq. (2.5.2). The LHS of eq.
(2.5.2) is 0. Therefore, we show X = ;.
All pairs (; ) such that ;  2 S 1=2, (j) = 0 are given by the follow-
ing pairs:
( i + j; i   j);  2 f1g; i 2 f1; 2g; j 2 f3; 4g;
( i + s; j + t) ;  2 f1g; fi; jg = f1; 2g; fs; tg = f3; 4g:
By the action of the subgroup W D4 of the Weyl group, it suces to
consider (; ) = ( 1+3; 1 3), ( 1+3; 2+4), ( 1+3; 2 4).
For each case, we have X = ;.
Thus, we have eq. (2.5.2).
The case (3) Let  be an element of S 1=2. We show eq. (2.5.3). By
the action of the subgroup W D4 of the Weyl group, it suces to consider
 =  2 + 3 =  2. Set  =  2 + 3. Put X = f 2 S1=2j(j) = 0g.
Then, X = f2+ 3; 1+ 4; 1  4g. Note that X = f2+3+4; 1+2+
4; 1 + 2 + 3g. We have
!\ =
1
4
X
i=1;3;4
i( 1)2j0i:
We have  = 1+22+3+4: Therefore, +1=2 = 1=2
P
i=1;3;4 i. Then,
the RHS of eq. (2.5.3) is equal to
1
2
X
i=1;3;4
i( 1)2j0i   1
2
X
i=1;3;4
 
i( 1)2 + i( 2)
j0i
 
 
1
2
X
i=1;3;4
i
!
( 1)2j0i =  

 +
1
2


( 1)2
+

 +
1
2


( 2)

j0i;
which coincides with the LHS. Hence, we have eq. (2.5.3).
Thus, we have Lemma 2.5.1.
The case g = E8
Suppose g = E8. We explicitly use the root system of E8. The root system
(E8) of E8 consists of the following 240 elements (cf. [9]):
i + j (i; j = 1; : : : ; 8; i < j; ;  = 1);
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2
8      
7 6 5 4 3 1


Figure 2.2: Dynkin diagram of E8
1
2
8X
i=1
( 1)ii
 
1; : : : ; 8 = 1 such that
8X
i=1
i is even
!
;
with the indeterminate elements 1; : : : ; 8 with the bilinear form (j) dened
by linearly extending (ijj) = i;j. Consider the simple roots 1 = 1=2(1  
2   3   4   5   6   7 + 8), 2 = 1 + 2, i =  i 2 + i 1 (i = 3; : : : ; 8)
with the highest root  = 7 + 8. The Dynkin diagram of E8 is illustrated
in Figure 2.2. Set
S1=2 := f 2 (E8)j(j=2) = 1=2g:
Then, the sets of vectors fe 2 E8j 2 S1=2g are bases of g1=2. Explicitly,
we have
S1=2 = fi + 7; i + 8ji = 1; : : : ; 6;  2 f1gg
t
(
1
2
8X
i=1
( 1)ii
 1; : : : ; 6 2 f1g; 7 = 8 = 1;
8X
i=1
i : even
)
;
and
S 1=2 = fi   7; i   8ji = 1; : : : ; 6;  2 f1gg
t
(
1
2
8X
i=1
( 1)ii
 1; : : : ; 6 2 f1g; 7 = 8 =  1;
8X
i=1
i : even
)
:
Note that
S1=2 = f 2 (E8)j(j$8) = 1g:
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Here, $1; : : : ; $8 are the fundamental weights of E8.
We show Lemma 2.5.1 by case-by-case computation.
Note that the Weyl group WD8 of D8  E8 acts on (E8) and S1=2
are invariant under the stabilizer W D8 of , and W

D8
coincides with the
subgroup (Sym6Sym2)n(Z=2Z)5. Here, Sym6 and Sym2 are the symmetry
groups of the sets f1; : : : ; 6g and f7; 8g, and (Z=2Z)5 is the group of the
transformations i 7! ii (i = 1; : : : ; 6) with 1; : : : ; 6 2 f1g and
P6
i=1 i =
1.
Put X = f 2 S1=2j(j   ) = 0; (j) =  1g.
The case (1) Suppose (j) = 1. We show eq. (2.5.1). The LHS of eq.
(2.5.1) is equal to 10. Therefore, we show
#f 2 S1=2j(j   ) = 0; (j) =  1g = 10:
All pairs (; ) such that ;  2 S 1=2, (j) = 1 are given by the following
pairs:
(i   k; j   k); ;  2 f1g; i; j 2 f1; : : : ; 6g; i 6= j; k 2 f7; 8g;
(i   7; i   8); (i   8; i   7)  2 f1g; i 2 f1; : : : ; 6g; 
s   t; 1
2
8X
i=1
ii
!
;
 
1
2
8X
i=1
ii; s   t
!
; s 2 f1; : : : ; 6g;
t 2 f7; 8g; ; 1; : : : ; 8 2 f1g;  = s; 7 = 8 =  1;
8X
i=1
i = 1;
 
1
2
8X
i=1
ii;
1
2
 
 
X
i=j;k
ii +
X
i=1;:::;8;i6=j;k
ii
!!
;
1; : : : ; 8 2 f1g; 7 = 8 =  1;
X
i = 1; j; k 2 f1; : : : ; 6g; j 6= k:
By the action of the subgroup W D8 of the Weyl group, it suces to
consider (; ) = (1   7; 2   7), (1   7; 1   8), (1   7; 1=2(
P6
i=1 i  
7   8)), ( 1=2
P8
i=1 i; 1=2( 1   2 +
P8
i=3 i)).
Set  = 1   7 and  = 2   7. Then, X = f1 + 7; 2 + 8; 1=2(1  
2 +
P6
i=3 ii + 7 + 8)j3; : : : ; 6 2 f1g;
P6
i=3 i =  1g. Hence, #X =
2 + 24=2 = 10.
Set  = 1   7 and  = 1   8. Then, X = fi + 8j 2 f1g; i =
2; : : : ; 6g. Hence, #X = 2 5 = 10.
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Set  = 1   7 and  = 1=2(
P6
i=1 i   7   8). Then, X = f j +
8; 1=2(1 + k  
P
i=2;:::;6;i6=k i + 7 + 8)jj; k 2 f2; : : : ; 6gg. Hence, #X =
5 + 5 = 10.
Set  =  1=2P6i=1 i and  =  1=2( 1   2 +P8i=3 i). Then, X =
f s + t; 1=2( 
P
i=1;:::;6;i6=j;k i +
P
i=j;k;7;8 i)js 2 f1; 2g; t 2 f7; 8g; j; k 2
f2; : : : ; 6g; j 6= kg. Hence, #X = 2 2 +

4
2

= 10.
Thus, we have eq. (2.5.1).
The case (2) Suppose (j) = 0. We show eq. (2.5.2). The LHS of eq.
(2.5.2) is 8 + 4  4. Therefore, we show P2X  = 8 + 4  4.
All pairs (; ) such that ;  2 S 1=2, (j) = 0 are given by the follow-
ing pairs:
(i   k; i   k);  2 f1g; i 2 f1; : : : ; 6g; k 2 f7; 8g;
(i   7; j   8); (j   8; i   7) ;  2 f1g; i; j 2 f1; : : : ; 6g; i 6= j; 
 ss   t; 1
2
8X
i=1
ii
!
;
 
1
2
8X
i=1
ii; ss   t
!
; s 2 f1; : : : ; 6g;
t 2 f7; 8g; 1; : : : ; 8 2 f1g; 7 = 8 =  1;
8X
i=1
i = 1;
 
1
2
8X
i=1
ii;
1
2
 
 
X
i=1;:::;6;i6=j;k
ii +
X
i=j;k;7;8
ii
!!
;
1; : : : ; 8 2 f1g; 7 = 8 =  1;
X
i = 1; j; k 2 f1; : : : ; 6g; j 6= k:
By the action of the subgroup W D8 of the Weyl group, it suces to
consider (; ) = (1  7; 1  7), (1  7; 2  8), (1  7; 1=2
P8
i=1 i),
( 1=2P8i=1 i; 1=2( P4i=1 i +P8i=5 i)).
Set  = 1   7 and  =  1   7. Then, X = f1=2(
P
i=1;7;8 i +P6
i=2 ii)j2; : : : ; 6 2 f1g;
P6
i=2 i = 1g. Hence,
P
2X  = 8(1+7+8) =
8 + 4  4.
Set  = 1   7 and  = 2   8. Then, X = fk + 8; 1=2(1   2 +P6
i=3 ii+7+8j; 3; : : : ; 6 2 f1g; k 2 f3; : : : ; 6g;
P6
i=1 i =  1g. Hence,P
2X  = 128 + 87 + 4(1   2) = 8 + 4  4.
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Set  = 1   7 and  =  1=2
P8
i=1 i. Then, X = f1 + 7; k +
8; 1=2(
P
i=1;:::;8;i6=s;t i 
P
i=s;t i)jk; s; t 2 f2; : : : ; 6g; s 6= tg. Hence,
P
2X  =
8 + 4  4.
Set  =  1=2P6i=1 i and  =  1=2( P4i=1 i +P8i=5 i). Then, X =
f s + t; 1=2(
P
i=j;k;7;8 i  
P
i=1;:::;6;i6=j;k i)js; j 2 f1; : : : ; 4g; t 2 f7; 8g; k 2
f5; 6gg. Hence, P2X  = 8 + 4  4.
Thus, we have eq. (2.5.2).
The case (3) Let  be an element of S 1=2. We show eq. (2.5.3). Note
that X = f 2 S1=2j(j) = 0g. By the action of the subgroup W D8 of the
Weyl group, it suces to consider  =  8; 1  
P8
i=3 i. We have
!\ =
1
2(1 + h_;\)
0@ X
2(g\)
1
2
(( 1)2 + ( 2)) +
7X
i=1
i( 1)$\i( 1)
1A j0i
=
1
4
 
41( 1)2 + 81( 1)2( 1) + 72( 1)2 + 121( 1)3( 1)
+162( 1)3( 1) + 123( 1)2 + 161( 1)4( 1)
+242( 1)4( 1) + 323( 1)4( 1) + 244( 1)2
+121( 1)5( 1) + 182( 1)5( 1) + 243( 1)5( 1)
+364( 1)5( 1) + 155( 1)2 + 81( 1)6( 1)
+122( 1)6( 1) + 163( 1)6( 1) + 244( 1)6( 1)
+205( 1)6( 1) + 86( 1)2 + 41( 1)7( 1)
+62( 1)7( 1) + 83( 1)7( 1) + 124( 1)7( 1)
+105( 1)7( 1) + 86( 1)7( 1) + 37( 1)2
j0i:
Here, (g\) = f 2 (g)j(j) = 0g, and $\1; : : : ; $\7 are the fundamental
weights for the simple roots 1; : : : ; 7 of g
\ = E7. We have
 = 21 + 32 + 43 + 64 + 55 + 46 + 37 + 28:
Put  X +  := f  + j 2 Xg. Then,  X +  = f 2 S1=2j(j) = 1g.
Set  =  8 = 6   7. Then, the set  X +  consists of the following
elements:
 6 + 8; "k + 7; k 2 f1; : : : ; 5g;  2 f1g;
1
2
 
5X
i=1
ii   6 + 7 + 8
!
; 1; : : : ; 5 2 f1g;
5X
i=1
i =  1:
Note that the latter elements are all elements  2 S1=2 such that (j$1) =
(j$7) = (j$8) = 1.
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Therefore, the set  X +  consists of the following elements:
21 + 22 + 33 + 44 + 35 + 26 + 7 + 8; 2 +
8X
k=4
k;
8X
k=i+2
k; 2 + 3 + 2
j+1X
k=4
k +
8X
k=j+2
k; i 2 f1; : : : ; 5g; j 2 f2; : : : ; 5g;
(1; 1; 1; 2; 1; 1; 1; 1); (1; 1; 2; 2; 1; 1; 1; 1); (1; 1; 1; 2; 2; 1; 1; 1);
(1; 1; 2; 2; 2; 1; 1; 1); (1; 1; 1; 2; 2; 2; 1; 1); (1; 1; 2; 3; 2; 1; 1; 1);
(1; 1; 2; 2; 2; 2; 1; 1); (1; 2; 2; 3; 2; 1; 1; 1); (1; 1; 2; 3; 2; 2; 1; 1);
(1; 2; 2; 3; 2; 2; 1; 1); (1; 1; 2; 3; 3; 2; 1; 1); (1; 2; 2; 3; 3; 2; 1; 1);
(1; 2; 2; 4; 3; 2; 1; 1); (1; 2; 3; 4; 3; 2; 1; 1); (1; 0; 1; 1; 1; 1; 1; 1);
(1; 1; 1; 1; 1; 1; 1; 1):
Here, the symbol (n1; : : : ; n8) denotes
P8
k=1 nkk. Then, we see that the RHS
of eq. (2.5.3) equals  5((+ =2)( 1)2+ (+ =2)( 2))j0i, which coincides
with the LHS.
Set  =  1 
P8
i=3 i = 1=2
 P6
i=1 i  
P8
i=7 i

. Then, the set  X + 
consists of the following elements:
 s + t; s 2 f1; : : : ; 6g; t 2 f7; 8g;
1
2
 X
i=j;k;7;8
ii  
X
i=1;:::;6;i 6=j;k
i
!
; j; k 2 f1; : : : ; 6g; j 6= k:
Note that the latter elements are all elements  2 S1=2 such that (j$2) =
(j$8) = 1, (j$1)  1.
Therefore, the set  X +  consists of the following elements:
8X
k=i+2
k; i 2 f1; : : : ; 6g;
21 + 22 + 33 + 54 + 45 + 36 + 27 + 8;
21 + 22 + 43 + 54 + 45 + 36 + 27 + 8;
8X
k=i+2
k; 2 + 3 + 2
j+1X
k=4
k +
8X
k=j+2
k; i 2 f1; : : : ; 5g; j 2 f2; : : : ; 5g;
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(1; 1; 1; 2; 1; 1; 1; 1); (1; 1; 2; 2; 1; 1; 1; 1); (1; 1; 1; 2; 2; 1; 1; 1);
(1; 1; 2; 2; 2; 1; 1; 1); (1; 1; 1; 2; 2; 2; 1; 1); (1; 1; 2; 3; 2; 1; 1; 1);
(1; 1; 2; 2; 2; 2; 1; 1); (1; 1; 2; 3; 2; 2; 1; 1); (1; 1; 2; 3; 3; 2; 1; 1);
(1; 1; 1; 1; 1; 1; 1; 1); (1; 1; 1; 2; 2; 2; 2; 1); (1; 1; 2; 2; 2; 2; 2; 1);
(1; 1; 2; 3; 2; 2; 2; 1); (1; 1; 2; 3; 3; 2; 2; 1); (1; 1; 2; 3; 3; 3; 2; 1):
Here, (n1; : : : ; n8) denotes
P8
k=1 nkk. Then, we see that the RHS of eq.
(2.5.3) equals  5(( + =2)( 1)2 + ( + =2)( 2))j0i, which coincides with
the LHS.
We see that for  =  8 = 6 7 and  =  1 
P8
i=2 i = 1=2(
P6
i=1 i P
i=7;8 i), the both hand sides of eq. (2.5.3) are equal to  5((+=2)( 1)2+
( + =2)( 2))j0i. Hence, we have eq. (2.5.3).
Thus, we have Lemma 2.5.1, which completes the proof of Theorem 2.2.1.
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Part II
Free quasi-GVAs and branching
rules of an intermediate vertex
subalgebra
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Chapter 3
Free quasi-GVAs and
generalized principal subspaces
3.1 Preliminaries on linear topologies in or-
der to consider a completion of a graded
algebra
We generalize the construction in [52], in order to consider a completion of a
graded algebra. In later section, we construct free quasi-GVAs by using the
completion with respect to the topology introduced in this section.
3.1.1 Componentwise topological algebras
Let Q be an abelian group equipped with a ltration
    F 1Q  F0Q  F1Q  F2Q    
indexed by integers such that FpQ+ FqQ  Fp+qQ. Suppose that the ltra-
tion is separated, that is,
T
p2Z FpQ = ;. Let A be an algebra and suppose
given a grading
A =
M
2Q
A()
indexed by the abelian group Q such that A() A()  A(+ ). Dene a
ltration of A by FpA =
L
2FpQA(). We simply call such an A a graded
algebra.
Since the ltration F is separated for  2 Q, we have the unique minimum
p 2 Z such that  2 FpQ. We denote such an integer by p().
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Let A =
L
A() be a graded algebra and suppose given a linear topology
on each A(). Let n be a non-negative integer. Consider the subspace
A() \ (A  F n 1A)
and let In(A()) be its closure in A().
Denition 3.1.1. A componentwise topological algebra is a graded algebra
A endowed with a linear topology on each A() such that
1. the multiplication maps A() A()! A( + ) are continuous;
2. for each  2 Q, the sequence fIn(A())g forms a neighborhood basis
of zero in A().
A componentwise complete algebra is a componentwise topological algebra A
such that the topology on each A() is complete.
Let A be a componentwise topological algebra. Since the multiplication
maps A() A()! A( + ) are continuous, we have
A()  In(A())  In(A( + ))
and
In(A())  A()  In p()(A(+ )):
Therefore, for a 2 A() and b 2 A(), we have
(a+ In+p()(A()))  (b+ In(A()))  a  b+ In(A( + )):
We call the sum of the closures of the homogeneous subspaces of a graded
subspace U the componentwise closure of U .
3.1.2 Componentwise completions
Let A be a componentwise topological algebra. Set
A^ =
M

A^();
where A^() is the completion lim  n(A() + In(A()))=In(A()) of the space
A(). We call A^ the componentwise completion of A. Since the multiplication
A()  A() ! A( + ) are continuous, they induce continuous bilinear
maps A^()  A^() ! A^( + ) which make A^ into an algebra endowed
with a topology on each A^(). Explicitly, let v and w be elements of A^()
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and A^(). Then, v and w have the forms v =
Q
n(vn + In(A())) and
w =
Q
n(wn + In(A())) with vn 2 A() and wn 2 A() (n 2 Z+). The
multiplication of v and w is given by
v  w =
Y
n
(vn+p()  wn + In(A( + ))):
Dene the ltration F^ of A^ by F^pA^ being the componentwise closure of FpA
for each p 2 Z.
Proposition 3.1.1. The componentwise completion A^ is a componentwise
complete algebra.
Let A =
L
A() be a graded algebra. Recall the ltration FpA =L
2Qp A(). We endow the space A() with the linear topology dened by
In() = A()\ (A F n 1A). Then A becomes a componentwise topological
algebra.
We call this componentwise topology on A the standard componentwise
topology and the completion A^ the standard componentwise completion.
3.2 Some lemmas following from the locality
of the quasi-GVAs
We show some lemmas following from the locality axiom of the quasi-GVAs
for the following section.
Let V be a Q-charged quasi-GVA with the quasi-multiplicative function
 : QQ! C with the map  : QQ! C=Z dened to be e 2i(;) =
(; )(; ) (see section 1.1.3 for the denition). Let ;  be elements Q,
a an element of V  and b an element of V . By the locality axiom, there
exists N 2 (; ) such thatX
j2Z+
( 1)j

N
j

a(s+N   j)b(t+ j) (3.2.1)
 (; )  eiNb(t+N   j)a(s+ j)

= 0:
We call such an N a locality bound and denote the LHS of (3.2.1) by
l(a; b; s; t; N; (; )).
Let a; b; c be Q-homogeneous elements of V . Let  and  denote the
charge of a and b. Let N be a locality bound of Y (a; z) and Y (b; z). Let s; t
be complex numbers.
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Lemma 3.2.1.
a(s)b(t)c = (; )eiN
X
j2Z+
( 1)j

N
j

b(t+N   j)a(s N + j)c
 
X
j2Z+
( 1)j+1

N
j + 1

a(s  1  j)b(t+ 1 + j)c: (3.2.2)
Proof. By equality (3.2.1), we have the lemma.
Lemma 3.2.2.
a(s)b(t)c =
MX
j= M
rj  b(t+N   j)a(s N + j)c;
where M is a non-negative integer and r M ; : : : ; rM are complex numbers.
Proof. Since Y (b; z) is a eld, by Lemma 3.2.1, we have the lemma.
3.3 A spanning set of the quasi-GVAs
We construct a spanning set of certain quasi-GVAs. Let (V; Y; j0i; T ) be a
Q-charged quasi-GVA with a quasi-multiplicative function  with . Let B
be a totally ordered set with a map i : B ! V . Suppose that each element of
i(B) is a non-zero Q-homogeneous vector. Suppose that the sub quasi-GVA
generated by the subset i(B)  V agrees with V .
Let N : BB ! C be a symmetric map. For any a; b 2 B, suppose that
the number N (a; b) is a locality bound of the elds Y (i(a); z) and Y (i(b); z).
We call such a map N a locality bound on (B; i). We denote a = i(a) (a 2 B).
For a non-empty nite ordered set X = fn1 <    < nlg and operators
fn (n 2 X), we denote the operator fnl      fn1 by
Q
n2X fn. When X is
empty,
Q
n2X fn denotes the identity operator.
Let k be a non-negative integer. Let a1; : : : ; ak be elements of the set
B and m1; : : : ;mk complex numbers. Dene 	(a1;m1;    ; ak;mk) by recur-
sively setting
	(a1;m1; a2;m2;    ; ak;mk)
:= ak(mk +
Pk 1
j=1 N (ak; aj))	(a1;m1;    ; ak 1;mk 1)
and
	( ) := j0i (k = 0):
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For a non-negative integer r  k and monomial u = 	(a1;m1;    ; ar;mr),
we put
	(u; ar+1;mr+1;    ; ak;mk) := 	(a1;m1;    ; ak;mk):
Let  denote the total order of the totally ordered set B.
Let k be a non-negative integer. Let a1; : : : ; ak be elements of B with a1 
    ak. Let M be an integer. Consider the subspace V (a1; : : : ; ak;M)  V
spanned by the elements
	(a1;m1;    ; ak;mk) =
kY
i=1

ai(mi +
Pi 1
j=1N (ai; aj))

j0i
with mi 2 Z (i = 1; : : : ; k) such that m1 +    +mk = M . Note that when
k = 0, we have V ( ;M) = 0 if M 6= 0 and V ( ; 0) = Cj0i.
Lemma 3.3.1.
V =
X
k0;a1ak2B;M2Z
V (a1; : : : ; ak;M):
Proof. Since B generates V , by the associativity of the quasi-GVAs and
Lemma 3.2.2, the space V is spanned by the monomials of the form v =
	(a1;m1;    ; ak;mk) with k  0 andmi 2 C, a1; : : : ; ak 2 B with a1     
ak. When mj 62 Z for some j, we have v = 0, since (ai; aj) = N (ai; aj)+Z.
Thus, we have the lemma.
Consider the subset C(a1; : : : ; ak;M) consisting of the elements
	(a1;m1;    ; ak;mk) =
kY
i=1

ai(mi +
Pi 1
j=1N (ai; aj))

j0i
with negative integers m1; : : : ;mk 2 Z<0 such that m1+   +mk =M and if
i < j and ai = aj, thenmi  mj. Note that ifM >  k, then C(a1; : : : ; ak;M)
is empty. When k = 0, we have C( ;M) = ; if M 6= 0 and C( ; 0) = fj0ig.
Set C(V;B;N ) = Sk0;a1ak2B;M k C(a1; : : : ; ak;M).
Theorem 3.3.1. Let k be a non-negative integer,M an integer and a1; : : : ; ak
elements of B with a1      ak.
1. The set C(a1; : : : ; ak;M) spans the vector space V (a1; : : : ; ak;M).
2. If M >  k, then V (a1; : : : ; ak;M) = 0.
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Corollary 3.3.1. The set C(V;B;N ) spans the vector space V .
The corollary follows from the theorem and Lemma 3.3.1. In the rest of
the section we prove the theorem.
Proof. Put C = C(a1; : : : ; ak;M). If M >  k and C spans V (a1; : : : ; ak;M),
then V (a1; : : : ; ak;M) = 0, since C is empty if M >  k.
Let k be a non-negative integer, M an integer and a1      ak elements
of B. Let v be a monomial 	(a1;m1;    ; ak;mk) with m1; : : : ;mk 2 C with
m1 +    +mk = M . Put C = C(a1; : : : ; ak;M). It suces to show v 2 C-
span(C) to prove (1) and (2). We show it by induction on k.
Assume k = 1. If M   1, then v 2 C. If M >  1, then v = 0 2 C-
span(C), since a1(j)j0i = 0 for j >  1.
Assume k  2. The proof falls into two parts:
 ak = ak 1;
 ak > ak 1.
The case ak = ak 1. First, we prove the case ak 1 = ak. Put v0 =
v. By the induction hypothesis, if M   mk >  k + 1, then we have
v0 = 0 2 C-span(C), since the vector 	(a1;m1;    ; ak 1;mk 1) belongs to
V (a1; : : : ; ak 1;M  mk).
Assume M   mk   k + 1. By the induction hypothesis, v0 is the
linear sum of the monomials of the form x1 = 	(u; ak;mk) = ak(mk +Pk 1
j=1 N (ak; aj))u with u 2 C(a1; : : : ; ak 1;M  mk). Then, the monomial u
has the form u = 	(a1; n1;    ; ak 1; nk 1) with negative integers n1; : : : ; nk 1 2
Z<0 such that M   mk = n1 +    + nk 1 and if i < j and ai = aj, then
ni  nj. When mk  nk 1, we have x1 2 C. Assume mk > nk 1. Apply for-
mula (3.2.2) to the monomial x1 with N = N (ak; ak 1) = N (ak; ak). Then,
x1 becomes the sum of the monomials of the form v1 = 	(a1;m
0
1;    ; ak;m0k)
with integers m0i 2 Z such that m0k < mk and M = m01 +    + m0k. Since
m0k < mk, the integer M  m0k is greater than M  mk. If M  m0k >  k+1,
then v1 = 0. Otherwise, again apply the procedure to v1 and we obtain
either x2 2 C or v2 with m00i such that m00k < m0k. Hence, by repeating the
procedure, eventually we obtain v 2 C-span(C).
The case ak > ak 1. Now, we prove the case ak > ak 1. We will apply
formula (3.2.2) twice. Put mi;0 = mi for i = 1; : : : ; k. When mk;0   1, by
the induction hypothesis and ak > ak 1, we have v 2 C-span(C). Suppose
mk;0 >  1. Set v0 = v. Apply formula (3.2.2) to the monomial v with
N = N (ak; ak 1). Then, v0 becomes the sum of the monomials of the forms
v1 = 	(a1;m1;1;    ; ak;mk;1)
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and
y = 	(a1;m1;0;    ; ak 2;mk 2;0; ak; q; ak 1; p)
with integers m1;1; : : : ;mk;1; p; q 2 Z with mk;1 < mk;0, M = m1;1+   +mk;1
and p+ q = mk;0 +mk 1;0.
Now, we show y 2 C-span(C). Put y0 = y. By the induction hypothesis,
if M   p >  k+1, then y0 = 0. Assume M   p   k+1. By the induction
hypothesis, y0 is the sum of the monomials of the form
z = 	(z0; ak; r; ak 1; p)
with a negative integer r and monomial z0 2 C(a1; : : : ; ak 2;M p r). Then
again apply formula (3.2.2) to z. Then z becomes the sum of the monomials
of the forms
g = 	(z0; ak 1; p+ l; ak; r   l)
and
y1 = 	(z0; ak; r + l + 1; ak 1; p  l   1)
with non-negative integers l  0. By the induction hypothesis, 	(z0; ak 1; p+
l) belongs to C-span(C(a1; : : : ; ak 1;M   r + l)). Since r   l   1 and
ak > ak 1, we have g 2 C-span(C). Since l  0, the numberM  (p  l 1) is
greater thanM p. IfM (p  l 1) >  k+1, then y1 = 0 by the induction
hypothesis. Otherwise, again apply the procedure to y1. By repeating the
procedure, we eventually obtain y 2 C-span(C).
Now, let us show v0 2 C-span(C). Sincemk;1 < mk;0, the numberM mk;1
is greater thanM mk;0. IfM mk;1 >  k+1, by the induction hypothesis,
we have v1 = 0. Otherwise, again apply the procedure to v1, then we obtain
monomials v2 with mk;2 < mk;1. By repeating the procedure, eventually we
have v = v0 2 C-span(C). Thus, we have the proposition.
3.4 The free quasi-GVAs
3.4.1 The free quasi-GVAs
Let B be a set. Let QB =
L
a2B Ze(a) be a free abelian group with a Z-basis
fe(a)ga2B indexed by B. We identify B and fe(a)ga2B. Let N : BB ! C
be a symmetric function. We bilinearly extend N to the symmetric bilinear
form N : QB  QB ! C. Dene  : QB  QB ! C=Z to be (; ) =
N (; ) + Z (;  2 QB). Let  : QB  QB ! C be a quasi-multiplicative
function such that (; ) = e iN (;) and (; )(; ) = e 2i(;) for
any ;  2 QB.
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Now we construct a free quasi-GVA F = F (B;N ; ).
Set X = fa(n)ja 2 B; n 2 Cg(= B  C). Let A = k[X] denote the
free associative algebra generated by X. We denote the unit by j0i. Let
m denote a positive integer, a1; : : : ; am elements of B and n1; : : : ; nm el-
ements of C. Set T (j0i) = 0 and T (a1(n1)    am(nm)) =
Pm
i=1( ni) 
a1(n1)    ai(ni   1)    am(nm) , and extend T linearly on A. The space
A is QB-graded by (a1(n1)    am(nm)) = e(a1) +    + e(am). Actually, A
is (QB)+-graded, where (QB)+ =
L
a2B Z+e(a). We dene a C-grading by
(a1(n1)    am(nm)) =
Pm
i=1( ni   1). Then A admits a (QB  C)-graded
algebra structure A =
L
2QB ;d2CA(; d), where A(; d) = hf 2 Aj(f) =
; (f) = dik.
Let us dene a ltration fFp(QB  C)gp2Z on the abelian group QB  C
by
Fp(QB  C) = f(; d) 2 QB  Cj 2 QB; d 2 C;Re(d)  pg:
Dene a ltration on A by FpA =
L
(;d)2Fp(QBC)A(; d) (p 2 Z). Set
In(A(; d)) = A(; d)\ (A F n 1A) (n 2 Z+, (; d) 2 QBC) and consider
the standard ltered componentwise topology on A and denote the standard
ltered componentwise completion by A^.
The operator T : A! A is continuous, since T (In(A(; d)))  In 1(A(; d+
1)) for n  1.
Let v be an element of A^. Then v has the form v =
Q
n(vn+ In(A(; d)))
with vn 2 A(; d) (n 2 Z+). Set T (v) =
Q1
n=0(T (vn+1) + In(A(; d + 1))).
Since T (In(A(; d)))  In 1(A(; d+ 1)), the operator T is well-dened.
Lemma 3.4.1. The vector T (v) belongs to A^.
The proof is straightforward. Thus we have the continuous operator T :
A^! A^.
We dene the map  : A ! A^ by (v) = Qn(v + In(A(; d))) for v 2
A(; d) and extend it linearly on A.
Lemma 3.4.2. The map  is injective.
Before proving the lemma, we introduce some notations. Let  be an
element of QB. Since QB is freely generated by B, the element  has the
form
P
b2B nbb, where nb are non-negative integers and equal to zero except
for nite b 2 B. We callPn2B nb the height of  and denote it by ht(). Let
v = r  a1(n1)    am(nm) be a monomial in A with r 2 C. For i = 1; : : : ;m,
we set vi = ai(ni)    am(nm).
Proof. Let (; d) be an element of QB  C. It suces to show that the de-
creasing sequnce fIn(A(; d))gn is separated. Put X =
T1
n=0 In(A(; d)). Let
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v be a non-zero element of A(; d). Then v has the form v =
Pl
i=1 v
(i) with
l  1 and non-zero monomials v(1); : : : ; v(l). Set S = f(v(i))jji = 1; : : : ; l; j =
1; : : : ; ht()g. Set M = minfRe((s))js 2 Sg. Set N = maxf0; bMcg.
Then, for any n  N , we have v 62 In(A(; d)). Thus, X = 0, which com-
pletes the proof.
We embed B into A^ by b 7! b( 1) 7! (b( 1)).
We dene the left action of A over A^ by
A ,! A^  ! End(A^);
where the second map is the left multiplication.
Let I  A^ denote the two-sided ideal generated by the locality relations
l(a; b; s; t;N (a; b); (a; b)) for all a; b 2 B and s; t 2 C. It is a QB  C-
graded subspace of A^. Let I^ denote the componentwise closure of I. Set
U(B;N ; ) = A^=I^. We call U = U(B;N ; ) a free current algebra (free
conformal algebra). Let J denote the left ideal of A^ generated by:
1. a(n) (a 2 B, n 2 C n Z<0);
2. a1(n1)    am(nm) (m  2, a1; : : : ; am 2 B, n1; : : : ; nm 2 C with n1 62
N (a1;
Pm
i=1 ai) + Z).
It is a QBC-graded subspace of A^. Let J^ denote the componentwise closure
of J . Set I^(; d) = I^ \ A^(; d) and J^(; d) = J^ \ A^(; d).
Set F (B;N ; ) = U=((I^ + J^)=I^) = A^=(I^ + J^). Note that F = F (B;N ; )
has the induced grading F =
L
2QB ;d2C F (; d). Since T (I)  I, T (J)  J
and T is continuous, we have T (I^)  I^ and T (J^)  J^ . Hence T induces the
operators T : U ! U and T : F ! F . Since I^ and J^ are ideal, the left action
of A over A^ induces a left A-module structure on U and F .
Since I is generated by the vectors which is the sum of the monomials of
the length two, ha( 1)ja 2 Bik is embedded in U . Consider X  A = k[X].
We have X\(I^+J^) = fa(n)ja 2 B; n 2 CnZ<0g. Therefore, ha( 1)ja 2 Bik
is embedded in F . Thus we have embedding B ,! F .
Let a be an element ofB  F . Set a(z) =Pn2C a(n)z n 1 2 (End(F ))[[z; zC]].
Proposition 3.4.1. The formal power series a(z) is a eld on F .
To prove the proposition, we need a lemma. Let  be an element of QB.
Set F () =
L
d2C F (; d).
Lemma 3.4.3. The subspace F () is bounded below, that is, there exists
N 2 R such that
F () =
M
d2C;Re(d)N
F (; d):
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Proof. We show that there exists N 2 R such that for any d 2 C with
Re(d)  N , we have A^(; d)  I^(; d) + J^(; d). Put m = ht(). Let S be
the set consisting of the vectors of the form
a1(N (a1;
Pm
j=2aj)  1)    ai(N (ai;
Pm
j=i+1aj)  1)    am(N (am; 0)  1)
with a1; : : : ; am 2 B with a1 +    + am = . This is a nite set. Set
M = minfRe((s))js 2 Sg. Then, for d 2 C with Re(d) < M , we have
A^(; d)  I^(; d) + J^(; d), which completes the proof.
Now we show that a(z) is a eld.
Proof of Proposition 3.4.1. Let  be an element of QB and n an element of
C n (N (e(a); ) + Z). Then, for any homogeneous v with charge , we have
a(n)v = 0. Let (; e) be an element of QBC. Let v be an element of F (; e).
We show that a(n)v = 0 for n 2 N (e(a); )+Z with Re(n) 0. By Lemma
3.4.3, the subspace F (e(a)+) has the form
L
d2C;Re(d)N F (e(a)+; d) with
N 2 Z. Since a(n)v 2 F (e(a)+ ; n  1+ e), we have a(n)v = 0 for n with
Re(n) > N + 1  e. Thus, a(z) is a eld on F .
We show that F is algebraically-generated by fa(n)ja 2 B; n 2 Cg.
Proposition 3.4.2. For any v 2 F (; d), there exists u 2 A(; d) such that
v =
Q
n(u+ In(A(; d)) + I^(; d) + J^(; d).
Proof. Let v be an element of F (; d). There exists w 2 A^(; d) such that v =
w+ I^(; d) + J^(; d). The vector w has the form w =
Q
n(wn + In(A(; d)))
with wn 2 A(; d) and for n1  n2, wn1 + In1(A(; d)) = wn2 + In1(A(; d)).
Put m = ht(). Let S be the set consisting of the vectors of the form
a1(N (a1;
Pl
j=2 aj)  1)    ai(N (ai;
Pl
j=i+1 aj)  1)    al(N (al; 0)  1)
with l = 1; : : : ;m, a1; : : : ; al 2 B with    a1        al 2 (Q0)+. This is
a nite set. Set M = minfwt(s)js 2 Sg. Set N = maxf bMc; 0g. Then
for any n  N , we have In(A(; d))  I^(; d) + J^(; d). Therefore w =Q
n(wN +In(A(; d)))+ I^(; d)+ J^(; d). Thus, we have the proposition.
Therefore, the space F is generated by a(z) (a 2 B).
Consider the linear map T on F . The eld a(z) is translation covariant
with respect to T . By Theorem 1.2.1 (Reconstrunction Theorem), we obtain
the QB-charged quasi-GVA F = ((F (B;N ; ); Y; j0i; T ); (QB; )) with  :
QQ! C=Z dened to be (; ) = N (; ) + Z.
By the construction, we have the following universality of F .
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Theorem 3.4.1. Let B be a set with a symmetric funtion N : B  B ! C
and a quasi-multiplicative function  : QB QB ! C with  : QB QB !
C=Z dened to be e 2i(;) = (; )(; ). Let (V 0; (Q0; 0)) be a Q0-
charged quasi-GVA with 0 : Q0  Q0 ! C=Z dened to be e 2i0(;) =
0(; )0(; ). Suppose that there exists a group homomorphism  : QB !
Q0 such that (; ) = 0((); ()) and (; ) = 0((); ()) (;  2
QB). Suppose also that there exists a map i : B ! V 0 such that each vec-
tor i(b) is zero or a homogeneous vector of charge (b) (b 2 B), that i(B)
generates the quasi-GVA V 0 and that the map N 0 : i(B)  i(B) ! C with
N 0(i(b); i(c)) = N (b; c) is well-dened and is a locality bound on i(B). Then,
there is the unique surjective quasi-GVA homomorphism  : F ! V 0 such
that jB = i.
We call F a free quasi-GVA. When  is bimultiplicative, F is a generalized
vertex algebra, and we call F a free generalized vertex algebra. This is a
generalization of the free vertex (super)algebras [57].
3.4.2 Universality of the free quasi-GVAs
Let (V; (Q; )) be a Q-charged quasi-GVA with . Let us denote the charge
of a Q-homogeneous element v by (v). Let B be a totally ordered set with
a map i : B ! V . Suppose that any element of i(B) is a Q-homogeneous
vector. Suppose that the set i(B) generates V . Let QB =
L
v2B Ze(v) be a
free abelian group with a Z-basis fe(v)gv2B indexed by B. Let N : BB !
C be a locality bound on (B; i).
Now we dene another function N 0 : B  B ! C. For a; b 2 B with
a 6= b, set N 0(a; b) = N (a; b). Let a be an element of B. We denote i(a)
and (i(a)) by a. If a(N (a; a)   1)a = 0 and (a; a) 6= e iN (a;a), then set
N 0(a; a) = N (a; a)  1; otherwise, set N 0(a; a) = N (a; a). Then, N 0 is again
a locality bound on (B; i).
Lemma 3.4.4. For any a 2 B,
(a; a) = e iN
0(a;a):
Proof. Let a be an element of B. Since (; )(; ) = e 2i(;), we have
(a; a) = e iN (a;a). Suppose a(N (a; a)  1)a = 0 and (a; a) 6= e iN (a;a).
Then, (a; a) =  e iN (a;a). Therefore, (a; a) = e i(N (a;a) 1) = e iN 0(a;a).
Suppose a(N (a; a)   1)a 6= 0. Then, N 0(a; a) = N (a; a). By eq. (3.2.1), we
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have X
j2Z+
( 1)j
N 0(a; a)
j

a( 1 +N 0(a; a)  j)a( 1 + j)
 (a; a)eiN 0(a;a)a( 1 +N 0(a; a)  j)a( 1 + j)

j0i = 0:
Since a( 1)j0i = a and a( 1+j)j0i = 0 for j > 0, we have (1 (a; a)eiN 0(a;a))a( 1+
N 0(a; a))a = 0. By the assumption, we have 1   (a; a)eiN 0(a;a) = 0, which
completes the proof.
Corollary 3.4.1 (Corollary of Theorem 3.4.1). There exist a quasi-multiplicative
function 0 : QBQB ! C with 0(; ) = e iN 0(;) such that there exists
a surjective quasi-GVA homomorphism  : F (B;N 0; 0)! V with jB = i.
Proof. We have the canonical group homomorphism  : QB ! Q by (
P
v2B ave(v)) =P
av(i(v)). Let ;  be elements of QB. Dene 
0 : QB  QB ! C
by 0(; ) = ((); ()). Then, we have 0(; ) = e iN
0(;) for any
 2 QB. Then, by Theorem 3.4.1, we have the proposition.
3.5 The lattice quasi-GVA and the free quasi-
GVAs
3.5.1 The generalized principal subspaces
We introduce a notion equivalent to the free quasi-GVAs|the generalized
principal subspaces.
Let h be a vector space over C equipped with a bilinear form (j) : hh!
C. Let " : h h! C be a quasi 2-cocycle (see Denition 1.1.9). Let L  h
be a lattice equipped with a Z-basis B  h. Assume that B is also a C-basis
of h, so that h = C
Z L. Consider the generalized vertex algebra
Vh =M(1)
C C[h]
associated to the vector space h [7]. Consider the lattice generalized vertex
algebra VL  Vh associated to the lattice L. Consider the "-modied quasi-
GVA V "L .
Denition 3.5.1. The generalized principal subspace (generalized principal
subalgebra) of the lattice quasi-GVA V "L is the quasi-GVA
W "L(B) = hej 2 Bi
generated by the vectors fej 2 Bg.
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We denote WL =W
"
L = W
"
L(B).
Remark 3.5.1. When L is an integral lattice, WL agrees with the principal
subalgebra of VL introduced in [54]. When L is the Al root lattice and the
basis B is a base of roots, WAl agrees with the principal subspace of the basic
representation of ane Kac-Moody Lie algebra A
(1)
l introduced in [59].
Let L0 be an abelian subgroup of h containing L with a quasi 2-cocycle
" : L0  L0 ! C extending the quasi 2-cocycle " on L. Consider the GVA
VL0 =
L
2L0 M(1) 
 e and the "-modied quasi-GVA V "L0 . Let  be an
element of L0.
Denition 3.5.2. The generalized principal subspace of weight  over WL
with the " on L0 is the cyclic WL-submodule
W "L(B;) = WL  e  VL0 :
We denote WL() = W
"
L() = W
"
L(B;). Note that WL(0) = WL as
vector subspaces.
Consider the vector v = hk( ik) : : : h1( i1)e with k  0, h1; : : : ; hk 2 h,
i1; : : : ; ik  1 and  2 h. The weight of v is
wt(v) = ik +   + i1 + (j)
2
:
Let V be a vector subspace of (VL0)
". Set Vn = C-spanfv 2 V jwt(v) =
ng. The grading V "L0 =
L
n2C(V
"
L0)n is a weight-grading. The subspaces
V "L , W
"
L and W
"
L() are weight-graded. Actually, W
"
L is L+-graded, where
L+ = 2B Z+.
3.5.2 Bases of the generalized principal subspaces
Set N (e; e) =  (j) for ;  2 B. Identify the Z-basis B and the subset
B = fej 2 Bg  W "L(B). The symmetric function N is a locality bound
on the subset B. Consider a total order  on B.
Theorem 3.5.1. The set C(W "L(B); B;N ) is a basis of W "L(B).
Our proof is a generalization of the one given in [27]. We rst prove the
case when " is trivial, that is, "(; ) = 1 for any ;  2 L.
Proposition 3.5.1. If the quasi 2-cocycle " is trivial, then the set C(W "L(B); B;N )
is a basis of W "L(B).
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Suppose the quasi 2-cocycle " is trivial. Consider L0 = h with the trivial
2-cocycle " on h. We denote W =W "L(B) and W () = W
"
L(B;) ( 2 h).
First, we extend the metric vector space h, which is not necessarily non-
degenerate, to a non-degenerate one. Consider the kernel K = ker(j) of the
bilinear form (j) of h. Let C be a basis of K. Let K 0 be a complement of
K in h. Let K be a vector space isomorphic to K with a basis C and a
bijection  : C ! C,  7! . Set h0 = h  K and extend the bilinear
form to be (K 0jK) = 0 and (j) = ; for ;  2 C. Then the bilinear
form is non-degenerate. Let D denote the dual basis of the basis BtC with
respect to (j) with a bijection  : B t C ! D,  7! , with (j) = ;
(;  2 BtC). Consider the generalized vertex algebra Vh0 (with the trivial
2-cocycle on h0). Then, Vh is a generalized vertex subalgebra of Vh0 .
Let  be an element of h0. Consider the simple current operator
e : W  !W (); e(h
 e) = h
 e+;
for h 2M(1) and  2 L+. Then, we have
e  e(m) = e(m  (j))  e (3.5.1)
for  2 L+ and m 2 C. Let ;  be elements of B. Note that N (e ; e) =
 ;  0. In formula (3.2.1), substitute a = e , b = e and N = 0. Then,
we obtain the commutation relation
e

(s)e(t)  ( 1);e(t)e(s) = 0: (3.5.2)
Let a be an element of C(W;B;N ). Then a has the form
a = 	(e1 ;m1;    ; ek ;mk) =
kY
i=1

ei(mi  
Pi 1
j=1(ijj))

j0i
with a non-negative integer k, elements 1; : : : ; k 2 B with 1      k
and negative integers m1; : : : ;mk < 0 such that mi  mj if i < j and i = j.
Let i be an element of f1; : : : ; kg. If i  2 and i = i 1, then set
Dia = e i 
 
e (i)  (e(i)

)( 1) mi+mi 1 ;
otherwise, set
Dia = e i 
 
e (i)  (e(i)

)( 1) mi 1 :
Note that for  2 B and m 2 C, we have the commutation relation
(e (i)  (e(i)

)( 1))  e(m)
= ( 1)i;e(m+ i;)  (e (i)  (e(i)

)( 1)); (3.5.3)
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by eq. (3.5.1) and (3.5.2). Consider the operator
Xa =
kY
i=1
Dia = D
k
a     D1a:
Lemma 3.5.1. There is a non-zero scalar c 2 C such that
Xa(a) = c  j0i: (3.5.4)
Proof. We prove (3.5.4) by induction on k.
Assume k = 0. Then, a = j0i, and Xa is the identity operator on W .
Therefore, Xa(a) = cj0i with c = 1 2 C.
Assume k > 0. Consider the operatorD1a = e 1(e (1)(e(1))( 1)) m1 1.
Let k1 denote the maximum number in f1; : : : ; kg such that 1 =    = k1 .
Since
e( 1)j0i = e and e e = j0i for any  2 h0; (3.5.5)
by eq. (3.5.3), we have
D1a(a) = ( 1)( m1 1)k1  e 1	(e1 ; t1;    ; ek ; tk)
= ( 1)( m1 1)k1  e 1 
kY
i=1

ei(ti  
Pi 1
j=1(ijj))

j0i
with ti = mi  m1   1 for i = 1; : : : ; k1 and tj = mj for j = k1 + 1; : : : ; k.
Since t1 = m1  m1   1 =  1, by eq. (3.5.5) and (3.5.1), we have D1a(a) =
( 1)( m1 1)k1  	(e2 ; t2;    ; ek ; tk). Then, Xa = Xa0  D1a, since  ti +
ti 1 =  mi +mi 1 for i = 2; : : : ; k1. By the induction hypothesis, we have
Xa0(a
0) = c0j0i with c0 2 C, so that Xa(a) = cj0i with c = ( 1)( m1 1)k1c0,
as required.
Let b be a monomial in C(W;B;N ). Then b has the form
b = 	(e1 ; n1;    ; el ; nl) =
lY
i=1

ei(ni  
Pi 1
j=1(ijj))

j0i
with a non-negative integer l  0, elements 1; : : : ; l 2 B with 1      l
and negative integers n1; : : : ; nl < 0 such that ni  nj if i < j and i = j.
We say
a  b;
if (1) k = l; (2) i = i for all i = 1; : : : ; k, and (3) there exists t 2 f1; : : : ; kg
such that mt < nt and mj = nj for any j < t. Note that when a and b have
the same charge, either a  b, a = b or a  b hold.
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Lemma 3.5.2. If a  b, then Xa(b) = 0.
Proof. Suppose a  b with an element t 2 f1; : : : ; kg such that mt < nt
and mj = nj for j < t. Put X
0
a =
Qt 1
i=1D
i
a. If t > 1 and t 1 = t,
then set m := mt 1; otherwise, set m :=  1. Then, X 0a(b) is a multiple of
	(et ; nt  m   1; et+1 ; pt+1;    ; ek ; pk) with some pt+1; : : : ; pk. Therefore,
DtaX
0
a(b) = 0, since nt is greater than mt and e
( 1 + j)j0i = 0 for j  1.
Hence, Xa(b) = 0, as desired.
Proof of Proposition 3.5.1. By Corollary 3.3.1, it suces to show that the
set C(W;B;N ) is linearly independent. Let m be a positive integer. Let
v1; : : : ; vm be elements of C(W;B;N ) with vi 6= vj (i; j 2 f1; : : : ;mg, i 6= j)
and v1 6 vi (i = 2; : : : ;m). Let c1; : : : ; cm be complex numbers with
c1v1 +   + cmvm = 0: (3.5.6)
We show c1 =    = cm = 0 by induction on m. When m = 1, we have
c1 = 0. Therefore, assume m > 1. Note that the elements of C(W;B;N ) are
charge-homogeneous vectors. If the charge of v1 is not equal to the charge
of vi for some i, by the induction hypothesis, we have c1 =    = cm = 0.
Assume that the charge of v1 is equal to the charge of vi for all i = 1; : : : ;m.
Then, we have v1  vi for i = 2; : : : ;m. By applying the operator X1 to
both sides of (3.5.6), we obtain c1  c  j0i = 0 with c 2 C, by Lemma
3.5.2 and equality (3.5.4). Therefore, c1 = 0. By the induction hypothesis,
c2 =    = cm = 0, which completes the proof.
Proof of Theorem 3.5.1. Let a be an element of the subset B. Note that the
"-modied quasi-GVA V "L is a quasi-GVA with the same underlying vector
space VL and the modied vertex operators Y
"(a; z). The modied vertex
operator has the form Y "(a; z) =
P
a"(n)z n 1 with operators a"(n) : VL !
VL (n 2 C). For a homogeneous v 2 VL, we see that a"(n)v is a non-zero
multiple of a(n)v, say, "((a); (v)). Here, (a) and (v) are charges of a
and v. Since the elements of C(W;B;N ) are monimials in the homogeneous
vectors B, and the set C(W;B;N ) is linearly independent, we see that the
set C(W "L(B); B;N ) is linearly independent. By Corollary 3.3.1, we have the
theorem.
Let L0 be an abelian subgroup of h0 containing L with a 2-cocycle "
on L0 extending the 2-cocycle " on L. Let  be an element of L0. Put
W () = W "L(B;). Consider the subset C(W (); B;N ;)  W () consisting
of the elements
	(e; 1; e1 ;m1;    ; ek ;mk) =
kY
i=1

ei(mi  
Pi 1
j=1(ijj)  (ij))

e
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with a non-negative integer k  0, elements 1; : : : ; k 2 B with 1     
k and negative integers m1; : : : ;mk < 0 such that mi  mj if i < j and i =
j. Here, we extendN to the set B[fg byN (a; b) =  (ajb) (a; b 2 B[fg)
and dene 	(e;m0; e
1 ;m1;    ; ek ;mk) as section 3.3 (m0;m1; : : : ;mk 2
C).
Corollary 3.5.1. The set C(W (); B;N ;) is a basis of W ().
Proof. By Theorem 3.5.1 and using the simple current operator e, we have
the corollary.
This is the generalization of the results of [54].
3.5.3 Structure of free generalized verterx algebras and
generalized principal subspaces
Let B be a set. Let Q = QB =
L
a2B Ze(a) be a free abelian group with
a Z-basis fe(a)ga2B indexed by B. Let N : B  B ! C be a symmetric
function, and extend it bilinearly to QQ! C. Dene  : QQ! C=Z
to be (; ) = N (; ) + Z. Let  : Q  Q ! C be a bimultiplicative
function such that (; ) = e iN (;). Consider the free generalized vertex
algebra (F (B;N ; ); (Q; )).
Dene the symmetric bilinear form (j) : Q  Q ! C by (j) =
 N (; ). Set h = Q
Z C. Extend to h the bilinear form (j) on Q. Con-
sider the generalized vertex algebra Vh. Then, N (; ) is a locality bound of
e; e 2 Vh (;  2 Q).
In the sequel, we denote a = e(a) for a 2 B.
Let ;  be elements of Q. Set !(; ) = (; )eiN (;). Then ! : Q
Q ! C is bimultiplicative. Since (; ) = e iN (;), we have !(; ) =
1. By the well-known result, we obtain the 2-cocycle " : Q  Q ! C
with "(; )"(; ) 1 = !(; ). Consider the "-modied lattice GVA VQ =
V "Q and the principal subspace W
"
Q(B). Then, we have the projection  :
F (B;N ; )! W "Q(B) with (a) = ea for each a 2 B.
Theorem 3.5.2. The free generalized vertex algebra F (B;N ; ) is isomor-
phic to the generalized principal subspace W "Q(B).
Proof. Put F = F (B;N ; ) and W = W "Q(B). Consider a total order on
B and spanning sets C(F;B;N ) and C(W;B;N ). Consider the surjection
 : F ! W . By the construction, the image of the spanning set C(F;B;N )
agrees with C(W;B;N ). Since C(W;B;N ) is a basis, we have the inverse
map W ! F . Thus, we have the corollary.
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This is the generalization of the results of [57]. Note that another kind of
PBW-type bases for the free vertex algebras is given in [57]. (However, we
do not generalize the bases in this paper.)
Similarly, we see that a generalized principal subspace of a lattice quasi-
GVA is isomorphic to a free quasi-GVA. Let L be a lattice with the bilinear
form (j) : LL! C. Let " : LL! C be a quasi 2-cocycle. Let B be a Z-
basis of L with a total order on B. Consider the "-modied lattice quasi-GVA
VL = V
"
L and the generalized principal subspace WL(B) = hej 2 Bi  VL.
We identify B and the generators fej 2 Bg  WL(B). Consider the
generalized principal subspace WL(B).
Consider the free quasi-GVA F = F (B; (j);
) generated by the set B,
system of locality bounds N : B  B ! C dened to be N (a; b) =  (ajb)
(a; b 2 B) and quasi-multiplicative function 
 : L  L ! C dened to be

(; ) = !(; )(; ) with !(; ) := "(; )"(; ) 1 and (; ) :=
ei(j) (;  2 L). Here, we consider QB = L. Then, by using the basis
similarly, we see that the generalized principal subspaceWL(B) is isomorphic
to the free quasi-GVA F .
3.6 Presentation of lattice quasi-GVAs in terms
of generators and relations
Let L be a lattice with a symmetric Z-bilinear form (j) : L  L ! C. Let
" : LL! C be a quasi 2-cocycle. Denote by ! the canonical invariant of
". Consider the "-modied lattice quasi-GVA VL = (VL)
". Let  be a Z-basis
of L.
Set B = feaja 2 g t fbaja 2 g. We set f a =  ea. Dene the map
 : B ! L by (ba) = a (a 2 ) and (ea) = 0 (a 2 ). Let QB denote the
free abelian group generated by B. Extend  bilinearly on QB and denote
 : QB ! L. Dene a quasi-multiplicative function  : QB  QB ! C by
(; ) = ei(()j())!((); ()) for ;  2 QB. Dene N : B B ! C by
N (va; vb) =  (ajb); N (ea;eb) = 2; N (ea; vb) = 1; (a; b 2 ):
Consider the free quasi-GVA F = F (B;N ; ). Then we have the projection
F ! VL.
Lemma 3.6.1. The lattice quasi-GVA VL is presented by generators ea (a 2
) and ba =: va for a 2  with the locality factor  and locality bounds N ,
and the following relations (a; b 2 ):
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1. ea(0)eb = 0; ea(1)eb = (ajb)j0i,
2. ea(0)vb = (ajb)vb,
3. va((aja)  1)v a = j0i,
4. Tva = ea( 1)va.
Note that  : QB ! L induces the quasi-multiplicative and bilinear func-
tions  : L  L ! C and  : L  L ! C=Z on L from  and  on QB.
Then (L;; ) with the induced grading forms a charge factor on F . Let
I be an weak GVA-ideal of F generated by the above relations. Since the
above relations are L-homogeneous, I is a GVA-ideal. Consider the quotient
GVAW = F=I. Since VL satises the above relations, we have the projection
W ! VL. We show W = VL.
Set h = L 
Z C and bilinearly extend the form (j) to h. Consider the
abelian Lie algebra structure on h. Consider the corresponding ane Lie
algebra (Heisenberg algebra) h^ = h 
 C[t; t 1]  Cc with [x 
 tm; y 
 tn] =
(xjy)mm+n;0c for x; y 2 h,m;n 2 Z and [c; h] = 0. We denote x
tm = x(m).
Lemma 3.6.2. The Heisenberg algebra h^ acts on W by cv = v and a(m)v =ea(m)v for a 2   h, m 2 C and v 2 W .
Proof. Let a; b be elements of  and m; k be complex numbers. Let v be an
element of U . By the Borcherds identity with n = 0 and c = v, we have
a(m)b(k)v   b(k)a(m)v = m(ajb)m+k;0v. Thus, we have the lemma.
Consider a total order  on . Let  be an element of L. Then  has
the form  =
Pn
i=1 sibi with elements b1; : : : ; bn 2  with b1      bn and
signatures s1; : : : ; sn 2 f1g with si = sj if bi = bj. Set
v = 	(vs1b1 ; 1;    ; vsnbn ; 1) =
nY
i=1

vsibi( 1  (bij
Pi 1
j=1sjbj))

j0i:
It belongs to the set C(W;;N ). Put C = C(W;;N ). For a monomial
v = va1(n1)    vam(nm)j0i with ai 2  and ni 2 C, we set (v) = a1+   +
am 2 L. Set C = fv 2 Cj(v) = g.
Lemma 3.6.3. 1. The subspace spanned by the set C coincides with the
submodule U(h^)v.
2. v is a highest weight vector of h^ with h(0)v = (hj)v for h 2 h.
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Proof. By the Borcherds identity with n = 0, we have ea(m)vb(k) vb(k)ea(m) =
(ajb)vb. By the translation axiom of GVA and the relation Tva = ea( 1)va,
we have the lemma.
Proof of Lemma 3.6.1. Note that h^ acts on VL =
L
2LM(1) 
 e. By the
above lemma, W =
L
2L U(h^)v
, since I is L-graded. Since v is a highest
weight vector with weight h(0)v = (hj)v, and the projection W ! VL
is a surjective h^-module homomorphism, we see that the projection is an
isomorphism, which completes the proof.
Theorem 3.6.1. The lattice quasi-GVA VL is presented by generators fvaja 2
g with locality bound N (a; b) =  (ajb) and (a; b) = ei(ajb)!(a; b) (a; b 2
) and relations fva((aja)  1)v a = "(a; a)j0ija 2 g.
Proof. Consider a set of generators B = fXaja 2 g with the sym-
metric map N (Xa; Xb) =  (ajb) and bimultiplicative map (Xa; Xb) =
ei(ajb)!(a; b) (a; b 2 ). Consider the corresponding free generalized vertex
algebra F = FN ;(B). Then by the universality of F , we have the projec-
tion  : F ! VL with Xa 7! va. For a 2  denote Ka = Xa((aja)  
1)X a, Ha = Xa((aja)   2)X a. By eq. (3.2.1), we have Ha(0)Hb =
(ajb)Ka( 2)Kb; Ha(1)Hb = (ajb)Ka( 1)Kb, Ha(0)Xb = (ajb)Ka( 1)Xb,
Ha( 1)Xa = Xa( 2)Ka + (aja)Ka( 2)Xa. Let J  F denote the ideal
generated by the relations Ka = "(a; a)j0i (a 2 ). Then by the above
equalities and Lemma 3.6.1, F=J = VL, which completes the proof.
This is the generalization of the result of [57].
3.7 The properties of the generalized princi-
pal subspaces
Let l be a positive integer. Let L be a rank l lattice with a Z-bilinear form
(j) : LL! C and a Z-basis B  L. Consider the vector space h = C
ZL
equipped with the extended C-bilinear form (j) : h  h ! C. Let L0  h
be a rank l lattice such that L is a subgroup of L0. Let " : L0  L0 ! C
be a quasi 2-cocycle (see chapter 1 for the denition). Consider the lattice
quasi-GVA VL0 = V
"
L0 and sub quasi-GVA VL = V
"jLL
L  VL0 . Consider the
generalized principal subspace WL(B) = hej 2 Biquasi GVA  VL. Let  be
an element of L0. Consider the cyclic WL(B)-module WL() = WL(B;) =
WL(B)  e 2 VL0 .
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3.7.1 Graded dimensions of the generalized principal
subspaces.
Recall the charge-gradings and weight-gradings of the generalized principal
subspaces. Note that they are compatible.
Denition 3.7.1. The graded dimension WL() of WL() is
WL()(x; q) =
X
2h;n2C
dimC ((WL()
)n) q
nxi11    xill ;
where i11 +   + ill = .
To compute the graded dimension, consider the symbols
(q)k = (q; q)k = (1  q)    (1  qk); (k  1);
(q)0 = 1, and (q)1 =
Q1
i=1(1 qi). Here (a; q)k = (1 a)(1 aq)    (1 aqk 1)
is the q-Pochhammer symbol. Recall that 1=(q)k agrees with the generating
function of the partitions into parts not greater than k, therefore agrees with
the generating function of the partitions into at most k parts. Recall further
that
1
(q)1
=
1
'(q)
=
1X
k=0
p(k)qk:
Here, '(q) is the Euler function and p(k) is the number of the un-restricted
partitions of an integer k. Consider the Gram matrix A = ((ijj))i;j. Since
 2 h,  has the form j11+  +jll with j1; : : : ; jl 2 C. Put j = (j1; : : : ; jl).
Theorem 3.7.1. The graded dimension of WL() is given by
WL()(x1; : : : ; xl; q) =
X
i1;:::;il0
q
(i+j)A(i+j)
2
(q)i1    (q)il
xi11    xill ;
where i = (i1; : : : ; il). Here, x1; : : : ; xl; q are indeterminates.
Proof. The assertion follows from Corollary 3.5.1 and the relation
wt(e+) =
( + j + )
2
=
(i+ j)  A  (i+ j)
2
;
where  = i11 +   + ill.
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3.7.2 Duality of the principal subspaces.
Now, we prove a duality theorem of the principal subspaces. Assume that
the bilinear form (j) is non-degenerate. Then there exists 1 ; : : : ; l 2 h
such that
(i jj) = ij;
where ij is the Dirac delta function. Consider the dual lattice L
 with the
dual Z-basis B = f1 ; : : : ; l g.
Now, we dene the notion of the commuteness of abelian intertwining
algebras. Let V be an abelian intertwining algebra and S a subset of V .
Denition 3.7.2. The commutant of S in V is the vector space
Com(S; V ) = fv 2 V jv(n)s = 0 for s 2 S and n >  1g:
Furthermore, we dene the notion of the invariant subspaces. Let A be
a vector subspace of a module of V .
Denition 3.7.3. (cf. [49]) The invariant subspace of S inside A is
AS+ = fv 2 Ajs(n)v = 0 for s 2 S and n >  1g:
When A = V , the vector space V S+ agrees with Com(S; V ).
Theorem 3.7.2. The invariant subspace (VL)
(WL )+ of the generalized prin-
cipal subspace WL inside VL coincides with the generalized principal subspace
WL.
Let  and  be elements of L. Then,  and  have the form  = i11 +
  + ill and  = j11 +   + jll with in; jn 2 Z (n = 1; : : : ; l). We say
  ;
if in  jn for n = 1; : : : ; l. Then (L;) form a ltered set. When   ,
we have WL()  WL(). Set FL = fWL()j 2 Lg. Consider the inductive
system (FL;). Then, the inductive limit lim ! FL coincides with the whole
lattice vertex algebra VL, since the graded dimensions of the elements of
FL converge to the graded dimension of VL by Theorem 3.7.1. We call the
inductive system Feigin-Stoyanovsky type ltration. By Corollary 3.5.1, we
know a basis of WL(). Consider the total order 1      l on B and
locality bound N (; ) =  (j) on B. We denote C(WL; B;N ;) = C().
Now, consider the subset C()1 consisting of the elements
	(e; 1; ea1 ;m1;    ; eak ;mk) =
kY
i=1

eai(mi   (aij+
Pi 1
j=1aj))

e
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with a non-negative integer k, elements a1; : : : ; ak 2 B with a1      an
and negative integers m1; : : : ;mk with m1   2 if a1 = 1 and mi  mj if
i < j and ai = aj.
Then, C() = C()1 t("(; 1) 1C(+1)), since e1( 1 (1j))e = "(; 1)e+1 .
Here, cX denotes the set fcxjx 2 Xg for a non-zero complex number c and
a set X. Set WL()
0 = C-span(C()1 ). Then, WL() = WL()0 WL(+ 1).
Lemma 3.7.1. The linear map
(e

1 )( (1 j)  1) : WL()0  ! Vh (3.7.1)
is injective. The linear map
(e

1 )( (1 j)  1) : WL(+ 1)  ! Vh (3.7.2)
is zero.
Proof. Let v be an element of the basis C(). Then v has the form
v = 	(e; 1; ea1 ;m1;    ; eak ;mk) =
kY
i=1

eai(mi   (aij+
Pi 1
j=1aj))

e
with a non-negative integer k, elements a1; : : : ; ak 2 B with a1     
ak and negative integers m1; : : : ;mk with mi  mj if i < j and ai = aj.
By commutation relation (3.5.2) and the equality (e

1 )( (1 j)   1)e =
"(1 ; )e
1+, we have
(e

1 )( (1 j)  1)v
= c 
kY
i=1

eai(mi   (aij+
Pi 1
j=1aj))

e

1+
= c 	  e1+; 1; ea1 ;m1 + (a1j1);    ; eak ;mk + (akj1)
with a non-zero scalar c 2 C. When a1 = 1 and m1 =  1, we have
(e

1 )( (1 j)  1)v = 0, since (e1)( 1  (1j))e1+ = 0. Hence the map
(3.7.2) is zero. When a1 > 1 orm1 <  1, we see that c 1(e1 )( (1 j) 1)v
belongs to C(+1 ). Moreover, if w 2 C() satises w 6= v, then any non-
zero multiple of (e

1 )( (1 j)   1)w is not equal to c 1(e1 )( (1 j)  1)v
in C(+1 ). By linearly independence of the set C(+1 ), the map (3.7.1) is
injective.
Proof of Theorem 3.7.2. Put X = (VL)
(WL )+ . By the commutation relation
(3.5.2), we obtain WL  X, since ei(m)j0i = 0 for m  0 and i = 1; : : : ; l.
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We prove WL  X. Let v be an element of X = (VL)(WL )+ . Since FL is a
ltration, there exists  2 L such that v 2 WL(). Since  2 L,  has the
form  = i11 +   + ill with i1; : : : ; il 2 Z. We show
v 2 WL(i22 +   + ill): (3.7.3)
When i1  0, we have WL()  WL(i22 +    + ill). Therefore, in this
case, (3.7.3) holds. Assume that i1   1. Then, since  (1 j) 1 =  i1 1
is greater than or equal to 0 and v belongs to X, we have (e

1 )( (1 j)  
1)v = 0. By Lemma 3.7.1, v 2 WL( + 1). Repeating the procedure, we
have v 2 WL(i22 +    + ill). Hence we have (3.7.3). Since the ordering
(1; : : : ; l) of B is arbitrary, we also have v 2 WL(i33 +    + ill), and
eventually we obtain v 2 WL(0) = WL, which completes the proof.
Now, we give an application of the theorem.
Let g be a rank l simply laced simple Lie algebra. Let h be a Cartan
subalgebra of g with the root lattice Q and weight lattice P . Let 1; : : : ; l
be simple roots of g with the Borel nilradical n and the fundamental weights
1; : : : ; l.
Consider the ane Kac-Moody Lie algebra g(1) = g[t; t 1]CKCD. Set
the fundamental weights 0;1; : : : ;l of g
(1). Let S  f0; 1; : : : ; lg denote
the index such that fngn2S is the set of the level one weights. Then, L(0)
has naturally a simple vertex algebra structure V1(g) and L(n) (n 2 S) a
structure of module over V1(g) which are compatible with the action of g
(1).
Moreover, fL(n)gn2S is the set of all irreducible V1(g)-modules up to the
isomorphisms.
Let VQ and VP be the (generalized) vertex algebra associated to the lat-
tices Q and P . By using the result of [18], we modify VP by a quasi 2-cocycle
" : P  P ! C such that V "Q  V "P is isomorphic to the vertex algebra
V1(g) = L(0) and V
"
Q+n
 V "P (n 2 S) is isomorphic to L(n) as a V1(g)-
module. We write VP = V
"
P , VQ = V
"
Q and VQ+n = V
"
Q+n
.
Consider the generalized principal subspace WP of VP . Let  be an ele-
ment of P . We denote
(WP )
 =
M
2Q
(WP )
+:
Corollary 3.7.1. Under the isomorphism, the invariant space L(0)
(n+[t])
agrees with (WP )
0. Moreover, the invariant space L(n)
(n+[t]) agrees with
(WP )
n for n = 1; : : : ; l.
Corollary 3.7.2. The commutant Com(WQ; VQ) of the Feigin-Stoyanovsky
principal subspace WQ inside VQ agrees with (WP )
0.
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Proof of the corollaries. We see that WP \ VQ+ = (WP ) for  2 P . Since
P is the dual lattice of Q, by Theorem 3.7.2, we have the corollaries.
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Chapter 4
The intermediate vertex
algebra VE7+1=2
Now we describe the branching rule of the \level 1 ane VOA" associated
with the intermediate Lie algebras of type E8 [41, 46]. Let L be a root
lattice of type E8 Consider the lattice VOA VL =
L1
n=0(VL)n. Let g = (VL)1
denote the simple Lie algebra of type E8 with the Lie bracket [a; b] := a0b
(a; b 2 (VL)1).
Let  denote the highest root of the root system of g. Consider the sl2-
triple (e; h; f) = (e;  1j0i; e )  g. Consider the 5-step grading (minimal
gradation)
g = g 1  g 1=2  g0  g1=2  g1:
Here, gm denote the m-eigenspace of the operator ad(=2). The (Landsberg-
Manivel type) intermediate Lie algebra of g is the Lie subalgebra g = [g0; g0]
g1  g2 [46].
We call the Z+-graded vertex subalgebra W = hgiv:a: the intermediate
vertex algebra of VL. Here, for A  VL, hAi = hAiv:a: denote the smallest
vertex subalgebra of VL containing A.
In [41], we show the modular invariance of characters of the intermediate
vertex algebra W when L = E8. In the rest of the section, we show the
modular invariance of n-point correlation function of the intermediate vertex
algebra of VL.
The intermediate vertex algebra of VE8
Let E8 be a root lattice of type E8 with the Z-bilinear form (j). Let
1; : : : ; 8 be simple roots of E8 and denote the highest root by , as il-
lustrated in Figure 2.2. Then, the sublattices E7 = h1; : : : ; 7i  E8 and
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A1 = hi  E8 are root lattices of types E7 and A1. Consider the dual lattice
E7 of E7 with the fundamental weights $1; : : : ; $7 2 E7 and the dual lattice
A1 of A1 with the fundamental weight =2. Consider the lattice vertex alge-
bras VE7 and VA1 and the Z2 simple current extensions VE7 = VE7  VE7+$7
and VA1 = VA1VA1+=2 [18]. By Lemma 1.1.1 (3), they are quasi-GVAs. By
Proposition 1.4.1, the sub quasi-GVA VE7
VA1VE7+$7
VA1+=2 of the ten-
sor product quasi-GVA is a vertex algebra, and we see that it is isomorphic
to the lattice vertex algebra VE8 . We x an isomorphism
 : VE8
= VE7 
 VA1  VE7+$7 
 VA1+=2
such that  1(e
e) ( 2 E7 and  2 A1 or  2 E7+$7 and  2 A1+=2) is
a non-zero scalar multiple of e+ 2 VE8 and the element  1(h1
j0i+j0i
h2)
(h1 2 C
Z E7 and h2 2 C
Z A1) coincides with h1 + h2 2 VE8 .
Recall ([41], x3.2) the intermediate vertex subalgebra
VE7+1=2 = he8 ; e1 ; : : : ; e7 ; 1; : : : ; 7iv:a:  VE8 :
and the (intermediate) module
VE7+1=2+8 = VE7+1=2  e8 (cyclic module)
over VE7+1=2 . For c = 7 + 3=5 and h = 0; 4=5, we dene the normalized
characters of VE7+1=2 and VE7+1=2+8 to be
Z(VE7+1=2+t$8) = q
th c=24
1X
n=0
(VE7+1=2+t$8))n+tq
n;
with t = 0; 1.
Consider the generalized principal subspaces W = WA1(B) and M =
WA1(B; =2) of VA1 with the basis B = f=2g of the lattice A1. We set
W 0 = W \ VA1 , W 1 =W \ VA1+=2, M0 =M \ VA1 and M1 =M \ VA1+=2.
Note that W 0 is a vertex subalgebra of VA1 .
Lemma 4.0.2. The characters of W 0;W 1;M0;M1 coincides with the char-
acters of the irreducible modules of the Virasoro minimal model L( 3=5; 0):
(W 0; 1; q)q c=24 = Z(L( 3=5; 1=20); );
(W 1; 1; q)q c=24 = Z(L( 3=5; 1=5); );
(M0; 1; q)q c=24+h 1=4 = Z(L( 3=5; 3=4); );
(M1; 1; q)q c=24+h 1=4 = Z(L( 3=5; 0); );
where q = e2i , c = 3=5 and h = 1=20.
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Proof. By Theorem 3.7.1 and the Fermionic sum formula [43], we have the
lemma.
Note that the weight of $7 is 3=4 and that of =2 is 1=4.
Now, we describe branching rules of (VE7  VE7+1=2).
Theorem 4.0.3. The isomorphism  induces the isomorphism of vertex al-
gebras
VE7+1=2
= VE7 
W 0  VE7+!7 
W 1: (4.0.1)
In particular, VE7+1=2 \ A1 is isomorphic to W 0. Moreover, under the iso-
morphism, VE7+1=2+8 decomposes as a VE7 
W 0-module into the form
VE7+1=2+8
= VE7 
M0  VE7+!7 
M1: (4.0.2)
Proof. Put X = VE7 
W 0  VE7+!7 
W 1. Then X is a vertex subalgebra.
Consider the generators e8 ; e1 ; : : : ; e7 ; 1; : : : ; 7 of VE7+1=2 . We have
8 =  $7+=2. Since 2$7 2 E7 (cf. [9]), we see that  $7 2 E7+$7. More-
over, we have 1; : : : ;7 2 E7. Therefore, there exist non-zero scalars
c1;; : : : ; c7;; c8 2 C such that  1(e8) = c8e $7 
 e=2 and  1(ei) =
ci;ei
1 and  1(i) = i
1 for i = 1; : : : ; 7. Therefore, (VE7+1=2)  X.
By comparing the graded dimensions (characters), (by Lemma 4.0.2 and [41,
equality (7)]), we have (4.0.1). Similarly, we obtain (4.0.2). Thus we have
the proposition.
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Part III
Remarks
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Remark 4.0.1. Let g be a Deligne exceptional Lie algebra with k =  h_=6.
By eq. (2.2.1) and Deligne dimension formula (0.1.1) (known as the Vogel
formula), we see that the central charge of Wk(g; f) is
cW =
6(7h_   18)
5(h_ + 6)
:
Explicitly, for g = A1; A2; G2; D4; F4; E6; E7; E8, the central charges are cW =
 3=5; 2=5; 6=5; 12=5; 18=5; 22=5; 27=5; 32=5.
When g = C2 and k = 1=2, the central charge of W1=2(C2; f) is cW =
 18=7.
Remark 4.0.2. Let g be a Deligne exceptional Lie algebra not of type A1 with
k =  h_=6 or C2 with k = 1=2. Set W = Wk(g; f). Consider the group
Z2 = fid; g as in Theorem 2.2.1.
We call the id-twisted modules the -weight twisted modules and the -
twisted modules the id-weight twisted modules. The id-weight twisted mod-
ules are usually called the Ramond twisted modules. We call the usual mod-
ules (= id-twisted modules = -weight twisted modules) the Neveu-Schwarz
twisted modules.
Let g; h be elements of Z2. Let M be a g-weight twisted irreducible
module ofW with the module structure Y M(; z) : W
M !Mfzg, u
v 7!
Y M(u; z)v =
P
n u
M
n z
 n 1. Let hM denotes the g-weight twistedW -module
with the underlying vector space M and module structure Y hM(u; z) =
Y M(h(u); z). Then, hM is equivalent toM with an isomorphism  :M !M
with h(u)Mn = 
 1uMn  for any u 2 V , n 2 C. We x such an isomorphism 
for each g; h;M .
Let v be an element of W . Let g; h be elements of Z2. Let M be a
g-weight twisted module. Dene the 1-point correlation function associated
with g; h to be
ShM(v; ) := trM
 
o(v)  qL0 c=24 ;
where  is a point on the complex upper-half plane. Here, o(v) denotes the
zero-mode of v dened by linearly extending the assignment o(u) = u(wt(u) 
1)M for each conformal weight-homogeneous vector u 2 W , L0 the zero-mode
of the conformal vector ! 2 W , and c = cW the central charge of W .
Dene the conformal block associated with g; h to be
C(g; h; v) := hShM(v; )jM is a g-weight twisted moduleiC:
Then, by the result of [19, 61], we have the following corollary of Theorem
2.2.1.
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Corollary 4.0.3. Let v be an element ofW and g; h elements of Z2. Then, each
element

a b
c d

2 SL2(Z) with the usual action induces the transformation

a b
c d

: C(g; h; v)! C(gahc; gbhd; v):
Thus, we have the modular invariance of the (twisted) modules of W . In
particular, we have the modular invariance

a b
c d

: C(id; id; v)! C(id; id; v)
of the 1-point correlation functions of the Ramond twisted representations.
Remark 4.0.3. Suppose g = E8. Then, the Neveu-Schwarz twisted irreducible
modules of W are explicitly given by the following:
M0 = V1(E7)
 L( 3=5; 0) V1(E7;$7)
 L( 3=5; 3=4);
M1 = V1(E7)
 L( 3=5; 1=5) V1(E7;$7)
 L( 3=5; 1=20):
Note that M0 is the adjoint module of W .
The Ramond twisted irreducible modules are explicitly given by the fol-
lowing:
M2 = V1(E7)
 L( 3=5; 1=20) V1(E7;$7)
 L( 3=5; 1=5);
M3 = V1(E7)
 L( 3=5; 4=3) V1(E7;$7)
 L( 3=5; 0):
By the above result, the characters 2() = S
id
M2
(j0i; ) and 3() = SidM3(j0i; )
span an SL2(Z)-invariant vector space C(id; id; j0i). By Lemma 4.0.2 and
Proposition 4.0.3, we see that 2; 3 coincide with the normalized charac-
ters Z(VE7+1=2 ; ) and Z(VE7+1=2+8 ; ) of the intermediate vertex subalgebra
VE7+1=2 and its module VE7+1=2+8 . By the result of [41], the characters 2, 3
form a basis of the solutions of the modular dierential equation (0.1.3) with
 =  551=900, which was the \hole" of the 2-character rational conformal
eld theories observed in [51]. See also [60]. Note that similar \hole" were
observed in the study of the Deligne dimension formulas [14, 16] and lled
in by using the intermediate Lie algebra E7+1=2 [46, 63].
Remark 4.0.4. Let g be a simple Lie algebra with theVogel parameter (; ; ) 2
P2 [62, 45, 55]. Consider the extended Vogel parameter (; ; ; ) 2 P3 [55],
and set  =  (+)=2. Normalize the parameters as  =  2 and set k = .
When g is a Deligne exceptional Lie algebra, we have k =  h_=6, and when
g is of type Cl, we have k = 1=2.
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