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AN ESTIMATE OF THE HOPF DEGREE OF
FRACTIONAL SOBOLEV MAPPINGS
ARMIN SCHIKORRA AND JEAN VAN SCHAFTINGEN
Abstract. We estimate the Hopf degree for smooth maps f from S4n−1
to S2n in the fractional Sobolev space. Namely we show that for s ∈
[1− 1
4n
, 1]
|degH(f)| . [f ]
4n
s
W
s,
4n−1
s
.
Our argument is based on the Whitehead integral formula and commu-
tator estimates for Jacobian-type expressions.
1. Introduction
Brouwer degree estimates. For smooth maps f : Sn → Sn it is well-
known that the Brouwer topological degree can be computed by the formula
(1.1) deg f =
ˆ
Sn
f∗ωSn ,
where f∗(ωSn) is the pull-back of the volume form ωSn on the sphere Sn,
which by an extension argument can be interpreted as a restriction of an
n-form ω ∈ C∞c (
∧n T ∗Rn+1).
The estimate (1.1) readily implies that the degree can be estimated by the
norm in the critical Sobolev space W 1,n(Sn,Sn) since |f∗ω| . ‖ω‖L∞ |Df |n
pointwise everywhere on Sn for any n-form ω ∈ C∞c (
∧n T ∗Rn+1).
In the fractional case, since f∗ω is of Jacobian type, we have for every
s ≥ nn+1 and every f : Sn → Rn+1 commutator estimates from Harmonic
Analysis of the form (see Proposition 2.1)
(1.2)
∣∣∣∣
ˆ
Sn
f∗(ω)
∣∣∣∣ ≤ C(n, s) ‖dω‖L∞(Rn+1) ‖f‖n+1−nsL∞(Sn) [f ]nsW s,ns (Sn).
This implies the degree estimate
(1.3) |deg f | . [f ]
n
s
W s,
n
s (Sn)
.
for any s ≥ nn+1 . Here W s,p(Sn) denotes the fractional Sobolev space with
the semi-norm
[f ]W s,p(Sn) =
(ˆ
Sn
ˆ
Sn
|f(x)− f(y)|p
|x− y|n+sp dxdy
) 1
p
.
The threshold s ≥ nn+1 is sharp from the point of view of Harmonic
Analysis: without the condition that f maps into the sphere Sn one cannot
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estimate
´
Sn
f∗ωSn in terms of the W s,
n
s -norm for any s < nn+1 , see Propo-
sition 2.5. When s < nn+1 , although the estimate of
´
Sn
f∗ωSn fails, the
estimate (1.3) still holds, with a subtle proof based on adequate estimate of
the singular set of a harmonic extension of the mapping f [2, Theorem 0.6];
this strategy also yields gap potential estimates [2, 3, 21].
Hopf degree estimates. Hopf [18] showed that for n ∈ N maps f :
S
4n−1 → S2n have a topological invariant, the Hopf degree or Hopf invariant.
Whitehead [33] introduced an elegant integral formula for the Hopf degree:
(1.4) degH f :=
ˆ
S4n−1
η ∧ f∗(ωS2n),
where dη = f∗ωS2n ∈ C∞(
∧2n−1 T ∗S4n−1). The form η exists by Poincaré’s
lemma, since f∗dω = 0 and the 2n de Rham cohomology group of S4n−1
is trivial: H2ndR(S
4n−1) ≃ {0}. The Hopf invariant does not depend on the
choice of η and is invariant under homotopies, see e.g. [1].
The Hopf invariant can be estimated by the critical Sobolev norm of
W 1,4n−1(S4n−1,S2n), [24, Lemma III.1],
(1.5) |degH f | . [f ]4nW 1,4n−1(S4n−1,S2n).
See also [13], [14, Lemma 7.12] for corresponding estimates with the Lips-
chitz seminorm, and [16] for related estimates for maps with low rank.
Remarkably, the exponent in (1.5) is different from the one in (1.3). In
[29, Theorem 1.3], by a compactness argument, it has been established that
bounded sets in critical Sobolev spaces W s,
4n−1
s (S4n−1,S2n) are generated
finitely up to the action of the fundamental group π1(S
2n) on the homotopy
group π4n−1(S2n) (see also [20, Theorem 5.1] for s = 1− 14n). Since π1(S2n) is
trivial, the Hopf degree is bounded on bounded sets of W s,
4n−1
s (S4n−1,S2n).
Our main theorem is an extension of the estimate (1.5) to fractional
Sobolev spaces.
Theorem 1.1. Let s ∈ [1 − 14n , 1]. Let f : S4n−1 → S2n be a smooth map,
then we have the estimate
|degH(f)| ≤ C(n, s) [f ]
4n
s
W s,
4n−1
s (S4n−1)
.
The proof of Theorem 1.1 is based on commutator estimates, i.e. tools
from Harmonic Analysis which disregard the topological condition that f
maps into S2n. Namely Theorem 1.1 is a consequence of the counterpart of
(1.2) for the Hopf degree
Theorem 1.2. Let n ≥ 1 and ω ∈ C1(∧2n T ∗R2n+1) and s ∈ [4n−14n , 1]. For
any f ∈ C∞(S4n−1,R2n+1) and any η such that f∗ω = dη we have
∣∣∣∣
ˆ
R4n−1
η∧f∗ω
∣∣∣∣ . ‖ω‖2L∞ ‖f‖4n− 4n−1sL∞ [f ] 4n−1s
W s,
4n−1
s
(
1+
‖Dω‖L∞ [f ]W s,4n−1s
‖ω‖L∞
) 1
s
.
Deducing Theorem 1.1 from Theorem 1.2. Since the Hopf degree degH f is
an integer, we obtain from Theorem 1.2 that there exists some ε0 > 0 such
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that [f ]
W s,
4n−1
s
< ε0 implies degH f = 0, and the claim holds in that case.
If on the other hand [f ]
W s,
4n−1
s
≥ ε0, then(
[f ]4n
W s,
4n−1
s
+ [f ]
4n
s
W s,
4n−1
s
)
. [f ]
4n
s
W s,
4n−1
s
,
and thus the claim follows also in this case. 
The proof of Theorem 1.2 is given in Section 3. It is crucially based on
commutator estimates, namely Proposition 3.2. On their own these esti-
mates are sharp, see Remark 3.3.
The exponent 4ns in Theorem 1.1 is sharp, as is shown in Proposition 4.1.
In Proposition 4.3 we show that an estimate such as Theorem 1.2 cannot
holds for s < 2n2n+1 , i.e. as in the case of the degree we find an analytical
threshold. However, it is below our estimate, and we did not find a coun-
terexample for 2n2n+1 ≤ s < 4n−14n , corresponding in particular when n = 1 to
2
3 ≤ s < 34 .
Also, we were not able to prove Theorem 1.2 via the elegant extension
argument as for the degree in [5], or using a similar extension argument that
works for a large class of commutator estimates [19]. One can use such an
extension argument, but it leads to a larger threshold for s up to which the
estimate can be shown, such an estimate was obtained for Hölder maps in
[15].
We conclude this section with two remarks.
Remark 1.3. It seems very likely that our argument for the proof of Theo-
rem 1.1 can be adapted to estimate the rational homotopy class of a smooth
f : Sn → N for a manifold N . Indeed, an integral formula similar to the
Whitehead formula for the Hopf degree is known in that case, see [17, Sec-
tion 2.2].
Remark 1.4. The difference in Harmonic Analysis threshold versus topo-
logical threshold seems also to be connected to the Gromov conjecture on
embeddings ϕ of the two-dimensional ball B2 into the Heisenberg group H1,
[12, 3.1.A]. Gromov showed that such an embeddings cannot be of class
C
2
3
+ε for any ε > 0, see also [23], and conjectured that they actually cannot
be of class C
1
2
+ε for any ε > 0. In [15] it is shown that the C
2
3
+ε-threshold
proved by Gromov actually holds for all maps that are extensions of an em-
bedding of S1 → H1, i.e. without the topological assumption that the map
ϕ is an embedding in B2. Moreover, the results in [31] suggest that this C
2
3 -
threshold might be sharp without that embedding assumption. So again we
are here in a situation where, without a restrictive topological assumption,
the optimal class is C
2
3 and with topological assumption it is conjectured
that C
1
2 is the optimal class. See also the survey [25].
2. Degree Estimates and Jacobians
In order to explain our proof of the Hopf degree estimate, Theorem 1.2,
we first explain a strategy to prove the degree estimate (1.3) when s ≥ nn+1 .
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Proposition 2.1. If s ≥ nn+1 , then for every f ∈ C∞(Sn,Rℓ) and ω ∈
C∞(
∧n T ∗Rℓ),∣∣∣∣
ˆ
Sn
f∗ω
∣∣∣∣ ≤ C(n, s) ‖dω‖L∞(Rℓ) ‖f‖n+1−nsL∞(Sn) [f ]nsW s, ns (Sn).
Proof. Our proof is based on trace estimates for harmonic extensions, see [7],
[22, (2.3)], [19, Section 10], [9]. Alternatively, one could resort to heavier Har-
monic Analysis (namely Littlewood–Paley projections and paraproducts), as
in [26], or to Fourier Analysis, as in [28], to obtain the same estimate.
Let F : Bn+1 → Rℓ be the harmonic extension of f : Sn → Rℓ. Then, by
Stokes theorem,∣∣∣∣
ˆ
Sn
f∗ω
∣∣∣∣ =
∣∣∣∣
ˆ
Bn+1
f∗dω
∣∣∣∣ . ‖dω‖L∞
ˆ
Bn+1
|DF |n+1.
Since F is the harmonic extension of f , we have the trace estimate
‖DF‖n+1Ln+1(Bn+1) . [f ]n+1W nn+1 ,n+1(Sn).
Consequently, for any s > nn+1 , by the fractional Gagliardo–Nirenberg inter-
polation inequality, [6],
‖DF‖n+1Ln+1(Bn+1) . ‖f‖
n+1−n
s
L∞(Sn) [f ]
n
s
W s,
n
s (Sn)
.
This shows∣∣∣∣
ˆ
Sn
f∗ω
∣∣∣∣ ≤ C(n, s) ‖dω‖L∞(Rℓ) ‖f‖n+1−nsL∞(Sn) [f ]nsW s,ns (Sn).
and the claim is proven. 
Taking ω as the volume form of Sn in Proposition 2.1 we obtain in par-
ticular the estimate
Corollary 2.2. If s ≥ nn+1 , then for all f ∈ C∞(Sn,Sn),
(2.1) |deg f | . C(n, s) [f ]
n
s
W s,
n
s (Sn)
.
The power in Corollary 2.2 is sharp in the following sense.
Proposition 2.3. Let s ∈ (0, 1]. For any d ∈ Z there exists a map f ∈
C∞(Sn,Sn) such that
deg fd = d and [fd]
n
s
W s,
n
s (Sn)
. |d|.
Proposition 2.3 is a consequence of the following Lemma.
Lemma 2.4. Let s ∈ (0, 1]. For any d ∈ Z there exists a map f ∈
C∞(Sn,Sn) such that
deg fd = d and ‖Df‖L∞ . |d|1/n.
Proof. For every d ∈ N, there exists a map fd ∈ C∞(Sn,Sn) such that
deg fd = d and |Dfd| . d−1/n on Sn. Indeed, the sphere Sn contains d
disjoint geodesic balls (Bρd(ai))1≤i≤d of radius ρd . d
1/n; it is possible to
define for each i ∈ {1, . . . , d} a map vid : Sn → Sn such that vid = b in
S
n \ Bρj (ai), deg vd = 1 and
∣∣Dvid∣∣ . 1/ρd; we define then fd := vid in
Bρj (a
i
j) and vd = b otherwise. See, e.g., [24, Lemma III.1]. 
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Proof of Proposition 2.3. By Lemma 2.4, we have
‖∇fd‖nLn(Sn) . d.
By the fractional Gagliardo–Nirenberg interpolation inequality [6], we have
[fd]
n
s
W s,
n
s (Sn)
. d. 
The differentiability threshold s ≥ nn+1 in Proposition 2.1 is sharp from
the point of view of the Harmonic Analysis involved: without the assumption
that f maps into Sn there is no way to lower the differential order s below
n
n+1 .
Proposition 2.5. Let ω be the volume form of Sn and let s ∈ (0, nn+1).
Then there exists a sequence fk ∈ C∞(Sn,Rn+1) such that
sup
k∈N
‖fk‖L∞(Sn) + [fk]W s, ns (Sn) < +∞
but ˆ
Sn
f∗kω
k→∞−−−→ +∞.
This is a consequence of the proof of [26, Theorem 2]. See also [7, Proof
of Lemma 5: Case 2]. We give a more geometric interpretation this fact.
Proof of Proposition 2.5. From Proposition 2.3 we find for each k ∈ N, a
map fk ∈ C∞(Sn,Sn) such that
deg fk = k
and
[fk]W s,
n
s (Sn)
. k
s
n .
Set gk := k
−σfk, then
[gk]W s,
n
s (Sn)
. k
s
n
−σ.
Setting ω = x1dx2 ∧ . . . ∧ dxn+1 the volume form of Sn (extended to a
function ω ∈ C∞c (
∧n T ∗Rn+1)) we then haveˆ
Sn
g∗kω = k
−σ(n+1) k k→∞−−−→ ∞ if σ < 1
n+ 1
.
Taking σ = sn we thus get the desired sequence whenever s <
n
n+1 . 
From Proposition 2.5 one could think that the condition s > nn+1 in the
estimate (2.1) was sharp, but this turns out to be false: the following was
shown in [2, Theorem 0.6].
Theorem 2.6. Let f ∈ C∞(Sn,Sn) then (2.1) holds for any s ∈ (0, 1].
Proposition 2.5 and Theorem 2.6 do not contradict each other: the main
point in Proposition 2.5 is that it is not assumed that fk maps into S
n.
Indeed from the construction one sees that the maps fk eventually collapse
to zero as k →∞. Let us summarize these results for the degree as follows
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(1) Without any restriction on the topology, for every map f ∈
C∞(Sn,Rn+1)
(2.2)
∣∣∣∣
ˆ
Sn
f∗ω
∣∣∣∣ . [f ]nsW s, ns (Sn)
holds when s ≥ nn+1 . This estimate may fail for s < nn+1 .
(2) With the additional topological restriction f : Sn → Sn (2.2) holds
for any s > 0.
In this sense the differentiability nn+1 is the sharp limit case from the Har-
monic Analysis point-of-view, while (2) is the situation from the topological
point of view.
3. Hopf Degree estimates
Our proof of Theorem 1.2 is based on Harmonic Analysis, namely com-
mutator estimates. Coifman–Lions–Meyer–Semmes showed that Jacobians
(and more generally div-curl terms) are related to commutator estimates
(in particular the Coifman–Rochberg–Weiss commutator [8]) and obtained
Hardy spaces estimates for Jacobians. Similar effects had also been observed
in terms of Wente’s inequality [32, 4, 28]. Extending these arguments, frac-
tional Sobolev space estimates for Jacobians have been obtained by Sickel
and Youssfi, [26]. These fractional Sobolev space estimates for Jacobian
can be proven by an elegant argument using trace space characterizations
and harmonic extension, [5], and indeed also the Hardy-space estimates and
more generally the Coifman–Rochberg–Weiss estimates can be obtained by
an extension argument [19].
Since all these arguments are written in Euclidean Space, we will use the
stereographic projection to pull back our definition of the Hopf degree to
R
4n−1.
Lemma 3.1. Let ω ∈ C∞(∧2n T ∗R2n+1), f ∈ C∞(S4n−1,R2n). and η ∈
C∞(
∧2n−1 T ∗S4n−1). If dη = f∗ω on S4n−1 and if Υ : R4n−1 → S4n−1
denotes the inverse stereographic projection on the equatorial plane defined
for each point x ∈ R4n−1 by
Υ(x) :=
( 2x
1 + |x|2 ,
1− |x|2
1 + |x|2
)
,
then dΥ∗η = d((f ◦ Υ)∗ω),
ˆ
R4n−1
Υ∗η ∧ (f ◦ Υ)∗ω =
ˆ
S4n−1
η ∧ f∗ω
and for any s ∈ (0, 1),
[f ◦Υ]
W s,
4n−1
s (R4n−1)
= [f ]
W s,
4n−1
s (S4n−1)
Proof. We first observe that by classical properties of the pullback of differ-
ential forms, we have dΥ∗η = Υ∗dη = Υ∗d(f∗ω) = d(Υ∗f∗ω) = d((f ◦Υ)∗ω)
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and ˆ
R4n−1
Υ∗η ∧ (f ◦ Υ)∗ω =
ˆ
R4n−1
(Υ∗η) ∧ (Υ∗f∗ω)
=
ˆ
R4n−1
Υ∗(η ∧ f∗ω) =
ˆ
S4n−1
η ∧ f∗ω.
We note that for every x, y ∈ R4n−1,
|Υ(y)−Υ(x)| = 2 |y − x|√
(1 + |x|2)(1 + |y|2)
and for each x ∈ R4n−1, v ∈ TR4n−1
|〈DΥ(x), v〉| = 2 |v|
1 + |x|2 ,
and thus
|detDΥ(x)| = 4
(1 + |x|2)4n−1 .
Hence we have, by the change of variable formula
¨
R4n−1×R4n−1
|f(Υ(y))− f(Υ(x))| 4n−1s
|y − x|8n−2 dy dx
=
¨
R4n−1×R2n−1
|f(Υ(y))− f(Υ(x))| 4n−1s
|Υ(y)−Υ(x)|8n−2 |detDΥ(x)| |detDΥ(y)| dy dx
=
¨
S4n−1×S4n−1
|f(y)− f(x)| 4n−1s
|y − x|8n−2 dy dx.

We denote by Is the Riesz potential on Rm, that we let act on a k-form
α ∈ C∞(∧k T ∗Rm) component-wise. That is if we write
α =
∑
1≤i1<...<ik≤m
αi1,...,ik dx
i1 ∧ . . . ∧ dxik ,
with αi1,...,ik ∈ C∞(Ω), then
Isα :=
∑
1≤i1<...<ik≤m
Isαi1,...,ik dxi1 ∧ . . . ∧ dxik .
With this notation we have the following estimate, which is the crucial esti-
mate underlying our argument.
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Proposition 3.2. If f ∈ C∞c (Rm,Rℓ) and κ ∈ C∞c (
∧k T ∗Rℓ), then for
every s ∈ (12 , 1),ˆ
Rm
∣∣∣I1/2f∗κ∣∣∣2
. [f ]2k
W
1− 1
2k
,2k
(Rm)
‖κ‖2−
1
s
L∞(Rℓ)
(‖κ‖L∞(Rℓ) + ‖Dκ‖L∞(Rℓ) [f ]W s,m/s(Rm)) 1s .
Remark 3.3. The estimate is sharp in the following sense. In the proof of [26,
Theorem 2, necessity of (16)] for any t < 1 − 12k they construct a sequence
fi ∈ C∞(Rn,Rk) (actually in the Schwartz class) such that
sup
i
‖fi‖L∞ + [fi]W t, nt < +∞,
but if Jkfi denotes the determinant of the first k× k submatrix of Dfi then
‖I1/2(Jkfi)‖
H−
1
2 (Rn)
i→∞−−−→ +∞.
If we set Fi := (f
1
i , . . . , f
k
i , 1) and β(x) := x
k+1, ℓ = k + 1, this leads to
‖I1/2 (β(F )(JkFi)) ‖H− 12 (Rn)
i→∞−−−→∞.
Proof of Proposition 3.2. By linearity, we can consider the case where
κ = h˜ θ1 ∧ · · · ∧ θk,
for h˜ ∈ C∞(Rℓ) and θ1, . . . , θk ∈
∧1 T ∗Rm. Hence
f∗κ = h˜ ◦ f f∗(θ1 ∧ · · · ∧ θk).
For simplicity of notation we set h := h˜ ◦ f .
Let ϕ ∈ C∞c (
∧m−k
R
m) with ‖ϕ‖
L2(
∧m−k
Rm)
≤ 1. We want to estimate
(3.1)
ˆ
Rm
f∗κ ∧ I1/2ϕ =
ˆ
Rm
h f∗θ1 ∧ · · · ∧ f∗θk ∧ ψ,
where we have set ψ := I1/2ϕ.
We define the functions F : Rm × (0,+∞) → Rk, H : Rm → R and
Ψ : Rm → ∧m−k Rm be the harmonic extensions of the functions f , h and ψ
to Rm+1+ := R
m × (0,+∞) defined by the Poisson kernel. For instance, we
have for each (x, t) ∈ Rm × (0,+∞),
(3.2) Ψ(x, t) = cm
ˆ
Rm
t ψ(y)
(t2 + |x− y|2)m+12
dy.
By the definition of H and Ψ through the Poisson kernel, we have the
decay at infinity,
|H(x, t)| |Ψ(x, t)| ≤ C(h, ψ)
(|x|2 + t2 + 1)m ,
and thus
(F ∗θ1 ∧ · · · ∧ F ∗θkHΨ)(x, t) ≤ C(f, h, ψ) 1
(|x|2 + t2 + 1)m .
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From (3.1) Cartan formula or Stokes theorem yieldˆ
Rm
f∗κ ∧ I1/2ϕ = (−1)k
ˆ
R
m+1
+
F ∗θ1 ∧ · · · ∧ F ∗θk ∧ (dH ∧Ψ+HdΨ).
We have thus by the Cauchy–Schwarz and the triangle inequality
(3.3)
ˆ
Rm
ˆ
Rm
f∗κ ∧ I1/2ϕ
.
(ˆ
R
m+1
+
|Df |2k
) 1
2
((ˆ
R
m+1
+
|DH|2 |Ψ|2
) 1
2
+
(ˆ
R
m+1
+
|H|2 |DΨ|2
) 1
2
)
.
We now estimate successively the three integrals on the right-hand side of
(3.3). We first have, by properties of the harmonic extension that
(3.4)
ˆ
R
m+1
+
|Df |2k . [f ]2k
W
1− 1
2k
,2k
(Rm)
.
Next, we have
(3.5)
ˆ
R
m+1
+
|H|2 |DΨ|2 . ‖H‖2L∞ [ψ]2H1/2(Rm) ≈ ‖h‖2L∞ ‖ϕ‖2L2(Rm) .
Finally, we observe that for every (x, t) ∈ Rm+1+ , we have
|Ψ(x, t)| .
ˆ
Rm
t
(t+ |x− y|)m+1 |ψ(y)| dy .
ˆ
Rm
ˆ +∞
|x−y|
t
(t+ r)m+2
dy
.
ˆ +∞
0
trm
(t+ r)m+2
 
Br(x)
|ψ(y)| dy .
ˆ +∞
0
t
(t+ r)2
drMψ(x) .Mψ(x),
and thus
ˆ
R
m+1
+
|DH|2 |Ψ|2 .
ˆ
Rm
|Mψ(x)|2
ˆ +∞
0
|DH(x, t)|2 dt dx
.
(ˆ
Rm
|Mψ(x)| 2mm−1
)1− 1
m
(ˆ
Rm
(ˆ +∞
0
|DH(x, t)|2 dt
)m) 1m
.
(3.6)
By the maximal function theorem, [10, Theorem 2.1.6.], and Sobolev-type
inequalities for Riesz potentials, [11, Section 6.1.1], or see [27], we have
(3.7)(ˆ
Rm
|Mψ(x)| 2mm−1
) 1
2
− 1
2m
. ‖ψ‖
L
2m
m−1
=
∥∥∥I1/2ϕ∥∥∥
L
2m
m−1 (Rm)
. ‖ϕ‖L2(Rm) .
Moreover, in view of the characterization of the homogeneous Triebel–
Lizorkin spaces F˙ sp,q(R
m) by harmonic extensions, cf. [19, Theorem 10.8.],
(3.8)
(ˆ
Rm
(ˆ +∞
0
|DH(x, t)|2dt
)m) 12m
≈ [h]
F
1
2
2m,2(R
m)
.
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Combining (3.6), (3.7) and (3.8), we obtainˆ
R
m+1
+
|DH|2 |Ψ|2 . ‖ϕ‖L2(Rm) [h]
F
1
2
2m,2(R
m)
.(3.9)
By inserting the inequalities (3.4), (3.5) and (3.9) into (3.3), we have proved
now that∣∣∣∣
ˆ
Rm
f∗κ ∧ I1/2ϕ
∣∣∣∣ . ‖ϕ‖L2(Rm) [f ]k
W
1− 1
2k
,2k
(Rm)
(‖h‖L∞ + ‖h‖F 1/22m,2(Rm)
)
.
and hence
(3.10)
ˆ
Rm
∣∣∣I1/2f∗κ∣∣∣2 . [f ]2k
W
1− 1
2k
,2k
(Rm)
(‖h‖2L∞ + ‖h‖2F 1/22m,2(Rm)
)
.
Now we use Gagliardo–Nirenberg inequalities for Triebel spaces, [6, Propo-
sition 5.6]. For any s ∈ (12 , 1), we have
[h]
F
1/2
2m,2(R
m)
. [h]
1/2
F s
m/s,m/s
(Rm)[h]
1/2
F 1−s
m/(1−s),m/(1−s)(R
m)
≈ [h]1/2
W s,m/s(Rm)
[h]
1/2
W 1−s,m/(1−s)(Rm)
.
(3.11)
Moreover, by the Gagliardo–Nirenberg inequality for fractional Sobolev
spaces, [6], we have since s ≥ 12
(3.12) [h]W 1−s,m/(1−s)(Rm) . [h]
(1−s)/s
W s,m/s(Rm)
‖h‖(2s−1)/sL∞ ,
and thus
(3.13) [h]
F
1/2
2m,2(R
m)
. [h]
1
2s
W s,m/s(Rm)
‖h‖1−
1
2s
L∞ .
Since furthermore h = h˜ ◦ f , and h˜ is C∞c , we have shown
(3.14) [h]
F
1/2
2m,2(R
m)
. C
∥∥∥Dh˜∥∥∥ 12s
L∞(Rℓ)
∥∥∥h˜∥∥∥1− 12s
L∞(Rℓ)
[f ]
1
2s
W s,m/s(Rm)
.
The conclusion follows from (3.10) and (3.14). 
Proof of Theorem 1.2. We assume in view of Lemma 3.1 that f ∈
C∞c (R4n−1,R2n+1), ω ∈ C∞c (
∧2n T ∗R2n+1) and f∗(dω) = 0. Recall that
we denote by I2 the Newton potential (or Riesz potential of order 2) on
R
4n−1. Set
(3.15) θ := I2f∗ω,
where I2 acts on each component of f∗ω. Then θ ∈ C∞(
∧2n T ∗R4n−1) and
∆θ = f∗ω.
Here ∆ = dd∗ + d∗d is the Laplace-Beltrami operator on differential forms.
Observe that by assumption df∗ω = ddη = 0. Thus,
(3.16) ∆dθ = (dd∗+d∗d)dθ = dd∗dθ = d(dd∗+d∗d)θ = d∆θ = df∗(ω) = 0.
From the definition of θ in (3.15) and since f∗ω is compactly supported we
have for every x ∈ R4n−1,
|dθ(x)| . 1
1 + |x|4n−2 .
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Since the Laplace-Beltrami in Euclidean space R4n−1 acts as the usual Lapla-
cian on the coefficients of the form, see [30, §6.35, Exercise 6, p. 252], and in
view of (3.16), we can apply we can apply Liouville’s theorem for harmonic
functions and obtain that dθ ≡ 0 on R4n−1. Hence,
f∗ω = ∆θ = (dd∗ + d∗d)θ = dd∗θ on R4n−1.
Since f∗ω = dη = dd∗θ,ˆ
R4n−1
(η − d∗θ) ∧ f∗ω =
ˆ
R4n−1
(η − d∗θ) ∧ dη =
ˆ
R4n−1
d(η − d∗θ) ∧ η = 0.
It follows from (3.15),ˆ
R4n−1
η ∧ f∗ω =
ˆ
R4n−1
d∗θ ∧ dd∗θ
=
ˆ
R4n−1
d∗(I2f∗ω) ∧ dd∗(I2f∗ω) =
ˆ
R4n−1
I2(d∗f∗ω) ∧ I2(dd∗f∗ω)
=
ˆ
R4n−1
I3/2(d∗f∗ω) ∧ I5/2(dd∗f∗ω)
=
ˆ
R4n−1
d∗I3/2(f∗ω) ∧ dd∗I5/2(f∗ω).
Thus,∣∣∣∣
ˆ
R4n−1
η ∧ f∗ω
∣∣∣∣ . ‖d∗I3/2(f∗ω)‖L2(R4n−1) ‖dd∗I5/2(f∗ω)‖L2(R4n−1) .
Now we observe that we can express d∗I3/2 = T1I1/2 and dd∗I5/2 = T2I1/2
where T1 and T2 are Calderon-Zygmund operators (essentially they are a
collection of Riesz transforms). From the boundedness of these operators
on L2(R4n−1) we obtain∣∣∣∣
ˆ
R4n−1
η ∧ f∗ω
∣∣∣∣ ≤ ‖I1/2(f∗ω)‖2L2(R4n−1).
We apply Proposition 3.2 with m = 4n − 1 and ℓ = 2n and obtain, for any
s ≥ 12 ,
(3.17)
∣∣∣∣
ˆ
R4n−1
η ∧ f∗ω
∣∣∣∣ . [f ]4nW 1− 14n ,4n(R4n−1) ‖ω‖2−
1
s
L∞(R2n)
(‖ω‖L∞(R2n) + ‖Dω‖L∞(R2n) [f ]W s,(4n−1)/s(R4n−1)) 1s .
This establishes Theorem 1.2 for s = 4n−14n . For s ∈ (4n−14n , 1] we use the
Gagliardo-Nirenberg estimate,
[f ]4n
W 1−
1
4n ,4n(R4n−1)
. ‖f‖4n−
4n−1
s
L∞(R4n−1)[f ]
4n−1
s
W s,
4n−1
s (R4n−1)
.
We obtain then
(3.18)
∣∣∣∣
ˆ
R4n−1
η ∧ f∗ω
∣∣∣∣ ≤ ‖f‖4n− 4n−1sL∞(R4n−1) ‖ω‖2− 1sL∞(R2n) ·
·
(
‖ω‖
1
s
L∞ [f ]
4n−1
s
W s,
4n−1
s (R4n−1)
+ ‖Dω‖
1
s
L∞(R2n) [f ]
4n
W s,
4n−1
s (R4n−1)
)
. 
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4. Sharpness of the Hopf Degree estimates
The power 4ns in the estimate of Theorem 1.2 is sharp in the following
sense
Proposition 4.1. For n ∈ N, s ∈ (0, 1] and any d ∈ Z there exists a map
fd : S
4n−1 → S2n satisfying
[fd]
4n−1
s
W s,
4n
s
≤ C(n, s) |degH fd|.
The proof of Proposition 4.1 follows closely the strategy of Rivière for
n = 1 and s = 1 [24, Lemma III.1]. We extend it to dimension n ≥ 1. Then
the fractional Gagliardo–Nirenberg interpolation inequality, for example see
[6], implies the estimate of Proposition 4.1.
The key construction is provided by application of the Whitehead integral
formula to the Whitehead product of a map from S2n to S2n with itself.
Lemma 4.2. For every n ∈ N and k ∈ N, there exists a map f ∈
C∞(S4n−1,S2n) such that
degH(f) = 2k
2 and ‖Df‖L∞ . k
1
2n .
Proof of Lemma 4.2. Let g ∈ C∞(R2n,S2n), be a map such that g = a∗ in
R
2n\B2n for some point a∗ ∈ S2n. Since R2n/(R2n\B2n) is homeomorphic to
S
2n\{a∗}, the map g has a well-defined Brouwer degree that can be computed
as
deg g =
ˆ
R2n
g∗ωS2n ,
where ωS2n ∈ C∞c (
∧2n T ∗R2n+1) is a volume form on S2n such that´
S2n
ωS2n = 1. By Lemma 2.4, we can choose g in such a way that deg g = k
and ‖Dg‖L∞ . k−1/2n.
We remark that
S
4n−1 =
{
(x+, x−) ∈ R2n × R2n : |x+|2 + |x−|2 = 1
}
.
We define the sets
S± =
{
(x+, x−) ∈ S4n−1 : |x±| > |x∓|
}
,
and we observe that
(4.1) ∂S+ = ∂S− =
{
(x+, x−) ∈ S4n−1 : |x+| = |x−|
}
= S2n−1
1/
√
2
× S2n−1
1/
√
2
.
We define maps P± : S4n−1 → R2n by P±(x+, x−) =
√
2x±. Set
f(x) :=


g(P+(x)) if x ∈ S+,
g(P−(x)) if x ∈ S−,
a∗ if x ∈ S2n−11/√2 × S
2n−1
1/
√
2
.
We observe that f is continuous since for (x, y) ∈ S2n−1
1/
√
2
×S2n−1
1/
√
2
, g(P+(x)) =
g(P−(x)) = a∗. We have immediately that ‖Df‖L∞(S4n−1) . k−
1
2n .
Since g∗ωS2n = 0 is a 2n-form in R2n, it is closed, and by Poincaré Lemma
we can find η ∈ C∞(∧2n−1 T ∗R2n) such that dη = g∗ωS2n . We observe then
that
f∗ωS2n = P
∗
+g
∗ω + P ∗−g
∗ω = d(P ∗+η + P
∗
−η).
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The Hopf degree of f can now be computed as
degH(f) =
ˆ
S4n−1
(P ∗+η + P
∗
−η) ∧ d(P ∗+η + P ∗−η).
We observe that P ∗±η∧ dP ∗±η = P ∗±(η∧ dη) = 0, since η∧ dη is a 4n− 1 form
of T ∗R2n. Thus
degH(f) =
ˆ
S4n−1
P ∗+η ∧ dP ∗−η +
ˆ
S4n−1
P ∗−η ∧ dP ∗+η.
Since supp dP ∗±η ⊂ S±, we have by the Stokes–Cartan formula, in view of
(4.1),
ˆ
S4n−1
P ∗±η∧dP ∗∓η =
ˆ
S∓
P ∗±η∧dP ∗∓η =
ˆ
S
2n−1
1/
√
2
×S2n−1
1/
√
2
P ∗±η∧P ∗∓η =
(ˆ
S2n−1
η
)2
.
Now again by Stokesˆ
S2n−1
η =
ˆ
B2n
dη =
ˆ
R2n
g∗ωS2n = deg g = k
from which we conclude. 
Now we follow the strategy in [24, Lemma III.1] to obtain
Proof of Proposition 4.1. Given d ∈ N we choose k ∈ N such that (k−1)2 ≤
|d| < k2 and we let fd be given by Lemma 4.2 for this k. Hence we have,
|degH(fd)| ≥ |d| and |Dfd| . k
1
2n . d
1
4n .(4.2)
We now estimate by (4.2)
(4.3)
ˆ
S4n−1
|Dfd|4n−1 . d1−
1
4n .
In view of (4.3) and of the fractional Gagliardo–Nirenberg embedding [6],
we have
[fd]
4n−1
s
W s,
4n−1
s
. ‖fd‖(4n−1)(
1
s
−1)
L∞ ‖fd‖4n−1W 1,4n−1(S4n−1) . d1−
1
4n .
Taking the power 4n4n−1 on both side of the estimate, we conclude. 
Since the methods from Harmonic Analysis we use in Theorem 1.2 are
sharp, one might expect that an estimate as in in Theorem 1.2 is not true
for s < 4n−14n without additional topological restrictions. We are not able to
prove this, but can only show that Theorem 1.2 fails for s < 2n2n+1 <
4n−1
4n .
Proposition 4.3. For any s < 2n2n+1 there exists a sequence of maps fk ∈
W s,
4n−1
s ∩ L∞(S4n−1,R2n+1) such that
sup
k∈N
‖fk‖L∞ + [fk]
W s,
4n−1
s (S4n−1)
< +∞
but for dη = f∗ωS2n , we have∣∣∣∣
ˆ
S4n−1
f∗kω ∧ η
∣∣∣∣ k→∞−−−→ +∞.
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Proof. From Proposition 4.1 we find for a sequence k → ∞ maps fk ∈
C∞(S4n−1,S2n) such that
[fk]
W s,
4n−1
s (S2n)
. k
s
4n and degH fk ≥ k.
That is, for each ηk ∈ C∞(
∧2n−1 T ∗S4n−1) such that dηk = f∗ωS2n , we haveˆ
S4n−1
αk ∧ f∗ω = k.
Set gk := k
−σfk, then
[gk]
W s,
4n−1
s (S4n−1)
. k
s
4n
−σ.
On the other hand, if dθk = g
∗
kωS2n , then d(k
σ(2n+1)θk) = f
∗
kωS2n and thusˆ
S4n−1
θk ∧ g∗kω = k−σ2(2n+1)+1.
We conclude that if we pick σ = s4n we have
sup
k∈N
[gk]
W s,
4n−1
s (S4n−1)
< +∞,
and if s < 2n2n+1 = 1− 12n+1 ,ˆ
S4n−1
βk ∧ g∗kω = k−
s
4n
2(2n+1)+1 k→∞−−−→ +∞. 
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