This text is a modified version of a chapter in a PhD thesis [19] submitted to Nottingham University in September 2006. We explore the possibility of using Model Theoretic ideas to study certain non-Hausdorff spaces with a view to their application to Manin's theory of Real Multiplication. We study the morphisms between these spaces using Nonstandard Analysis, and describe an action of a certain Galois group on a certain classes of these spaces.
Introduction
Class Field Theory attempts to classify the abelian extensions of a field K, in terms of data intrinsic to K, namely the idele class group. When K is a number field, the celebrated "Existence Theorem" asserts a bijection between the finite abelian extensions over K, and open subgroups of finite index in the idele class group. Fields arising in this way are known as class fields for K. Despite ensuring the existence of such fields for K, the proof of this result is in general nonconstructive 1 , not providing a set of generators for the abelian extension. In the early twentieth century Hilbert listed the need for such an explicit class field theory as the twelfth in a list of twenty three problems he deemed to be of importance to mathematics.
A century later Hilbert's twelfth problem remains unanswered, except in a few special circumstances. In 1896 Hilbert himself gave the first complete answer to the case when K is the field Q of rational numbers following the work of Kronecker and Weber. By the end of the nineteenth century a solution was known for the case when K is an imaginary quadratic field, fulfilling Kronecker's Jugendtraum, or "dream of youth". This was achieved by generating abelian extensions of K by adjoining special values of certain functions on elliptic curves with Complex Multiplication. Much later in the 1970's, this result inspired the construction of the Lubin-Tate formal group, which was used to establish a solution when K is a local field [9] .
The simplest class of number fields for which the problem remains unsolved is the case when K is a real quadratic field.
Some progress has been made in obtaining solutions for isolated classes of real quadratic fields by Shimura [15, 16] and Shintani [17] . Shimura uses a similar philosophy to that of the theory of Complex Multiplication, generating abelian extensions of certain real quadratic fields (of class number one) by the torsion points of certain abelian varieties. Shintani's work is motivated by the ability to express the L-function of a real quadratic field in terms of certain special functions studied by Barnes in [2] . However, neither of these provides a systematic way of giving a solution for a general real quadratic field.
The quest for such a solution is the subject of Manin's paper "Real Multiplication and Noncommutative Geometry" [10] where he poses his Alterstraum -a theory of Real Multiplication. The theory laid out in Manin's paper is connected to the development of Noncommutative Geometry studied by A.Connes in the early 1980's. His book [4] , considered one of the milestones in mathematics, studied the analytical theory of non-Hausdorff spaces using C*-algebra and operator theory. Such "Noncommutative spaces" have a noncommutative C*-algebra associated to them which is an analogue to the algebra of C-valued functions on a Hausdorff space.
Whereas elliptic curves with Complex Multiplication play a key role in the solution of Hilbert's problem for quadratic imaginary fields, Manin's approach suggests the use of Noncommutative Tori in the analogous theory for real quadratic fields. These are noncommutative C*-algebras parameterised by a real number θ, generated by unitaries U and V satisfying the commutativity relation V U = e 2πiθ U V.
We denote such an algebra by A θ . Through the work of Reiffel and others a duality is established through such objects and isomorphism classes of pseudolattices, analogous to the relationship between elliptic curves over C and lattices established by the Uniformisation Theorem.
The category of pseudolattices is defined to be Definition 1.1 (Category of Pseudolattices). Let PL denote the category such that:
• The objects of PL are dense additive subgroups L of R of rank two.
• A morphism between two pseudolattices L 1 and L 2 is a nonzero positive real number β such that βL 1 ⊆ L 2 .
The relationship between Noncommutative Tori and pseudolattices in Manin's paper is based on the association A θ ↔ L θ := Z + θZ.
Motivated by the duality between lattices and elliptic curves we make the following definition: Definition 1.2 (Quantum Torus). Let L be a pseudolattice. The Quantum Torus associated to L is the topological space defined by R/L.
The non-Hausdorff nature of Quantum Tori imply that the space of continuous C-valued functions on Z L is trivial. In [5] and [6] , Fesenko suggests the use of Model Theory, and more specifically Nonstandard Analysis as a tool for studying such topological spaces.
The potential relevance of these techniques to Real Multiplication is apparent when we observe that we can write Z θ as the limit of complex tori C/(Z + τ n Z)
for some sequence τ n ∈ C with positive imaginary part tending to θ. Further observe that the sequence may be chosen such that each element τ n of it lies within a fixed imaginary quadratic field K. Via the Uniformization Theorem we may view each Complex Torus in this sequence as an elliptic curve with Complex Multiplication by K. The construction of Nonstandard Models by Robinson [13] also concerns the behaviour of objects in the tail end of a limit, and enables us to "algebraize" analytic concepts. It is conceivable that the explicit class field theory of K supplied by Complex Multiplication may induce a theory of Real Multiplication for the Quantum Torus.
Although this was the motivation behind Fesenko's application of Nonstandard Analysis to Real Multiplication, this is not the idea we explore here. We concentrate on another aspect of the theory, which allows us to view Quantum Tori as the images of a Hausdorff space.
Using Nonstandard Analysis, in §2. 3 we define a Hausdorff space T L together with a surjection
One of our aims is to define morphisms on the spaces T L in such a way so that they "push forward" continuous functions on T L to nontrivial functions on Z L .
Nonstandard Analysis was originally a construction of A.Robinson in [13] in the 1960's. Robinson's work serves to give a logical foundation to the idea of an infinitesimal -a number which is smaller in magnitude than any real number. The notion of infinitesimals was used extensively by both Leibniz and Newton in their formulations of calculus. However, their arguments would not be considered rigorous by today's standards, and it was left to Weierstrass to formulate the epsilon-delta notion of calculus we are now familiar with. Robinson's work provides alternative (and some would say conceptually simpler) definitions for analytical ideas such as limits and continuity.
Nowadays, Nonstandard Analysis is viewed as a branch of logic, and Robinson's ideas are incorporated in a subject known as Model Theory. We begin by introducing some of the basic objects in mathematical logic in §2, with a view to defining a Nonstandard model in Definition 2.13. Nonstandard Analysis is the process of doing mathematical analysis within such Nonstandard models. Many properties of Nonstandard Analysis follow from those of "standard" analysis by a property known as * -transform. The introduction of this property leads on to the idea that there are some subsets of a Nonstandard model which are intrinsically nonstandard. These are known as internal sets, and will go on to play a crucial role in our study of Quantum Tori.
When we consider the application of these ideas to Quantum Tori, we will be concerned with a Nonstandard model of the real numbers, and in §2.2 we exhibit some basic properties of such a model. In particular we demonstrate the existence of infinitesimals, and their use in an "algebraic" description of limits and continuity.
In §3 we define the category LIQ of locally internal quotient spaces. Hyper Quantum Tori can be viewed as objects in this category, and we use our definitions to calculate the fundamental group of T L in §3.4. Morphisms are defined in this category, motivated by the desire that we should be able to lift such morphisms to internal maps of various covering spaces. This allows us to define paths in Hyper Quantum Tori, and in Proposition 3.11 we show that the fundamental group of T L is isomorphic to * Z ⊕ Z where * Z denotes a Nonstandard model of the integers. This motivates the introduction of a certain subcategory LIQ lim of LIQ and of the limited fundamental group, which for a Hyper Quantum Torus T L is shown to be isomorphic to the pseudolattice L. Section 3.5 is a discussion concerning the definition of morphisms in LIQ we gave in Definition 3.3. In making this definition we imposed some strong conditions concerning the lifts of morphisms to internal covering spaces. We investigate whether we can obtain an equivalent definition which does not refer to an ambient internal covering space. We consider the specific problem of defining paths in Hyper Quantum Tori, provisionally allowing paths which are defined on every infinitesimal neighbourhood of a point. Through our discussion we conclude that this definition does not suffice to give the property of path lifting to internal covers that we require.
In §4 we calculate the homomorphisms between Hyper Quantum Tori when viewed as objects in LIQ, showing that the subcategory HQT of these objects is equivalent to the category PL of pseudolattices.
Our motivation for using Nonstandard Analysis and the study of Hyper Quantum Tori T L was to provide a nontrivial notion of continuous morphisms on these objects, which using the map of (1) we could "push forward" to define nontrivial functions between Quantum Tori. If f is a morphism between Hyper Quantum Tori satisfying a property known as S-continuity, then we show in §5 that using the projection p L we can give a well defined map between Quantum Tori. Generalising this notion we define the standardisation of a morphism in LIQ lim , which leads us to pose a philosophy as to what the morphisms "should be" between two standard topological spaces with Hausdorff covers. In Lemma 5.2 we show that when two standard topological spaces are obtained as the shadow images of objects in LIQ lim then this philosophy gives rise to the same set of morphisms as that obtained by the standardisation of morphisms between the associated objects in LIQ lim . Based on this result, Definition 5.3 defines a notion of continuous maps between general (Hausdorff or non-Hausdorff) standard topological spaces, which allows us to define a classification result for continuous maps between Quantum Tori in Proposition 5.5.
The work of the preceding two sections allows us to define a category QT , whose objects are Quantum Tori, and whose morphisms are continuous homomorphisms. This is entirely analogous to the category EL of elliptic curves with isogenies between them in the Uniformisation Theorem. It is an easy consequence of our definitions that the category QT is equivalent to both the category PL in Definition 1.1, and the category HQT of Definition 2.3. We use this fact to prove a structure theorem for the endomorphism ring of an Quantum Torus in Theorem 6.1. The final section of this text is dedicated to those Quantum Tori for which this ring is strictly larger than Z. In this case the endomorphism ring is isomorphic to an order in a real quadratic field F , and we say such Quantum Tori have Real Multiplication by F.
Motivated by Silverman's approach to Complex Multiplication in [18] , the main object we study in this section is the set QT (O F ) of isomorphism classes of Quantum Tori which have endomorphism ring isomorphic to the ring of integers of a predefined real quadratic field F . We show in Lemma 6.5 that Quantum Tori whose endomorphism ring is isomorphic to the ring over integers of such a field F correspond (in the equivalence between QT and PL) to fractional ideals 2 of F . In Theorem 6.6 we use this correspondence to define a simply transitive action of the class group of F on QT (O F ). As a corollary we find that the cardinality of QT (O F ) is equal to the class number of F . These last two results represent an important step in the use of Quantum Tori in Real Multiplication. Many "difficult" problems in number theory involve describing the relationship between algebraic, analytic and topological objects. Examples include the Uniformization Theorem, the Selberg-Trace formula 3 and the explicit reciprocity laws for the rational and imaginary quadratic fields. The reciprocity map of class field theory induces an isomorphism between the class group of a number field K, and the Galois group of the Hilbert class field H K of K over K. The result of Theorem 6.6 can be interpreted as describing an action of Gal(H F /F ) on QT (O F ), and its corollary links QT (O F ) to the arithmetic of the field F . In the final part of §6 we discuss how these results hint that Quantum Tori have an "algebraic character", and how this may be of use in Real Multiplication.
Nonstandard Models
The use of Nonstandard Analysis to give an algebraic description of analytic concepts such as those of a limit, continuity and differential relies on the existence of so called infinitesimals. As we mentioned before, the notion of such "infinitely small" numbers were used in a non-rigorous manner by Newton and Leibniz in their formulation of the differential and integral calculus. Their approach was formalised by Weierstrass who introduced the epsilon-delta definition of limits, establishing the branch of mathematics we now know as Analysis. In Nonstandard Analysis, tools from mathematical logic are used to give rigorous definitions of analytical concepts.
In this section we give a very brief introduction to the notation and terminology used in basic logic, for which our main reference has been [11] . This will enable us to define what we mean by a Nonstandard model, and the notion of Nonstandard analysis.
Elements of Model Theory
We begin with some basic definitions and examples: Definition 2.1. A language L is given by the following data:
• a set of function symbols F and positive integers n f for each f ∈ F;
• a set of relation symbols R and positive integers n R for each R ∈ R;
• a set of constant symbols C.
We write L = (F; R; C). The positive integers express the arity of the function or relation.
For example, the language of fields is L f = {+, ×; 0, 1}. The symbols + and × are binary function symbols (so n + = n × = 2), and 0 and 1 are constants. If we wish to talk about the language of ordered fields we need to add the relation symbol < (with n < = 2). Hence the language of ordered fields is L of = {+, ×; <; 0, 1}. Definition 2.2. Let L be a language. An L-structure M is given by the following data:
• a nonempty set M called the universe of M;
• an element c M ∈ M for each c ∈ C.
The objects f M , R M and c M are referred as the interpretations of the symbols f, R and c. We write M = (M ; L).
Continuing with our previous example, the real numbers R are an L fstructure. We interpret + and × as the operations of addition and multiplication respectively, and the symbols 0 and 1 as the additive and multiplicative identities. The real numbers are also an L of -structure, where < (a, b) with a, b ∈ R is interpreted to mean a < b. Consider the language of groups L g = {•; e}. Then both (R; +; 0) and (R * ; ×; 1) are L g -structures. In R the composition • is interpreted as addition, in R * it is interpreted as multiplication. The map
defines an L g -embedding of (R; +; 0) in to (R * ; ×; 1).
Definition 2.4. The set of L-terms is the smallest set T such that
• c ∈ T for each constant symbol c ∈ C;
• each variable v i ∈ T for i = 1, 2, . . .;
For example, consider L f = {+, ×; 1, 0} -the language of fields. Then +(1, +(1, 1)) is an L f term. We usually denote it by 3. Out of terms we build formulae, the simplest of which are the atomic formula. Definition 2.5. φ is an atomic formula of L if φ is either 1. t 1 = t 2 where t 1 and t 2 are terms, or 2. R(t 1 , . . . , t n R ), where R ∈ R and t 1 , . . . , t n R are terms.
The set of L-formals is the smallest set W containing the atomic formula's such that
2. if φ, ψ ∈ W then φ ∧ ψ and φ ∨ ψ are in W;
3. if ψ is in W then ∃v i φ and ∀v i φ are in W.
We say that a variable v occurs freely in a formula φ if it does not occur inside a ∃v or ∀v quantifier, otherwise we say it is bound.
For example, in the language L of = {+, ×; <; 0, 1} of ordered fields, the following are atomic formulae:
We would usually write
Formula are built up from terms using boolean operations and existential quantifiers. The following are examples of L of formula's:
Note that if φ is an L-formula, we know nothing about its validity. Indeed, the truth of a formula φ depends crucially on the structure in it is interpreted in. For example, consider the following formula in L r = {+, ×; 0, 1} -the language of rings:
This statement expresses the property that every non-zero element has a multiplicative inverse. While this is certainly true in the L r -structure M := (R; +, ×; 0, 1), it does not hold in the L r -structure N := (Z; +, ×; 0, 1).
Definition 2.6. Let φ be a formula with free variablesv = (v i 1 , . . . , v im ), and letā = (a i 1 , . . . , a im ) ∈ M im . We inductively define M |= φ(ā) by
If M |= φ(ā) we say that φ(ā) is true in M.
Looking back to (2) we note that φ has no free variables. We have M |= φ, but N φ. Now consider the L r -formula
The statement ψ(a) expresses the notion that a has a multiplicative inverse. Since M |= φ we have M |= ψ(r) for every r ∈ R. More interestingly perhaps, we have
We say that M is a model of T if M |= φ for all sentences φ ∈ T . We write M |= T .
For example, consider the set T of L g sentences
These express the group axioms of identity, associativity and inverses respectively. Given an group G, with law of composition ⋆ and identity 1 we have (G; ⋆; 1) |= T , where • and e are interpreted in G to be ⋆ and 1 respectively. The addition of another binary operation + and identity element extends L g to the language of rings. Adding sentences to T expressing the notion that • is distributive over + gives a theory whose models are rings. We say that a theory T is satisfiable if there exists a model of T . For example, the L r theory
is not satisfiable. A basic result in model theory is the Compactness Theorem:
Theorem 2.8 (Compactness Theorem). T is satisfiable iff every finite subset of T is satisfiable.
If M is an L-structure, we consider subsets of M which arise naturally from its description as an L-structure:
For example, if M = (K; +, ×; 0, 1) is an L f -structure, then the set of units is definable in M by
Suppose M is an L-structure, and A ⊆ M . Let L A be the language obtained by adjoining constant symbols for each a ∈ A. Then M is naturally a L Astructure. We let T h A (M) denote the set of L A -sentences φ such that M |= φ. Definition 2.10 (Types). Let p be a set of L A -formula's in free variables v 1 , . . . , v n . Then p is an n-type if p ∪ T h A (M) is satisfiable. We say that p is complete if for all L A -formula's φ, either φ ∈ p or ¬φ ∈ p. The set of all complete n-types is denoted by S M n (A).
If p is an n-type over A, then we say thatā ∈ M n realises p if M |= φ(ā) for all φ ∈ p. We say that a type p is isolated if it can be described by a single formula.
Definition 2.11 (Saturated Models). Let κ be an infinite cardinal. A structure
For example, consider the L < -structure M = (Q; <), where L < = {<}. By Proposition 4.3.2 of [11] , to show that M is ℵ 0 -saturated it is sufficient to show that for every finite A ⊆ Q, given p ∈ S M 1 (A), p is realised in M.
Let A ⊆ Q be the finite set {a 1 , . . . , a m } with a 1 < . . . < a m , and suppose p ∈ S M 1 (A). Due to the completeness of p, for each a ∈ A exactly one of v = a, v < a and v > a is in p. If p is realised in A, then p consists of the single formula v = a for some a ∈ A. Otherwise each formula is either v < a or a < v for each a ∈ A. Hence S M 1 (A) = 2m + 1.
Each type is isolated by one of the following:
All these are realised in Q. Hence M is (ℵ 0 -) saturated.
for all L-formula's φ(v 1 , . . . , v n ) and all a 1 , . . . , a n ∈ M . We say that N is an elementary extension of M.
In [13] , A.Robinson demonstrates the existence of Nonstandard Models of structures associated to a topological space, explicitly constructing such models using ultrafilters.
This property is known as * -transform. An essential concept in Nonstandard Analysis is that of an internal element of the Nonstandard Model:
Definition 2.14 (Internal sets and formulae, [3] ). Define
where the union ranges over those definable sets A in M \ M . An internal element of * M is one which is an element of I. A set S is therefore internal if and only if it is an element of * A, where A is a definable set in M. Similarly, an internal formula is one which lies in the image of L under * .
Note that it is only possible to use * -transform to deduce properties of internal sets. As we shall see, those sets which are not internal may have properties which differ significantly from those that are. It is an easy consequence of the definitions that to show that internal formulae define internal sets:
Proof. Robinson's' construction of Nonstandard models using ultrafilters provides a simple proof of this result. See §11.7 of [8] .
Corollary 2.16 (Permenance). Let φ be an internal statement in n variables. Then the set ofā ∈ * M n for which * M |= φ(ā) is an internal set.
This property is important, since it shows that the set of elements satisfying an internal formula must be internal. We will use this fact in Proposition 3.16
It is natural to ask whether we obtain anything new by studying a Nonstandard model. If M is an L structure with universe M , does * M contain any elements which are not contained within M ? The fact that * M is saturated implies the following result, which if the cardinality of M is not finite provides us with the existence of "new elements": Proposition 2.17. Let I be a set of cardinality less than that of M . Let {U i } be a family of nonempty definable internal subsets of M n with the finite intersection property -for all finite subsets J ⊆ I the intersection j∈J U j is non-empty. Then
Proof. Let ψ i be the formulav ∈ U i then p = {ψ i : i ∈ I} is a complete n-type. (Because every finite subset is satisfiable, p is by Theorem 2.8). Consider the image of the type p under * :
The saturation property of * M implies that * p is realised in M, and therefore i∈I * U i is nonempty.
We will see how this gives rise to "infinitesimal" elements in a Nonstandard Model of the real numbers in the next section.
A Nonstandard model of R
When we study Quantum Tori, we shall be concerned with a Nonstandard model * R of the real numbers. In this section we introduce some terminology specific to the study of topological spaces using Nonstandard Analysis, and show how Nonstandard Analysis can be used to give alternative definitions to familiar analytic concepts. We assume we work with a suitably large language L, and let R be an L-structure with universe R. We start by exhibiting the existence of infinitesimal elements: Proposition 2.18. There exists an element ǫ ∈ * R such that ǫ > 0 and for all r ∈ R we have 0 < ǫ < |r|. Such an element is said to be an infinitesimal and we write ǫ ≃ 0.
Proof. In accordance with the notation of the previous section, we assume that our language L extends the language L or of linear orders. For each r ∈ R let U r be the set U r := {x ∈ R : 0 < x < r}.
The family of sets {U r } r∈R has the finite intersection property. Therefore the intersection of their image in * R is non-empty.
In the same way, by considering the family of sets V r := {x ∈ R : r < x} we exhibit the existence of infinitely large elements. We can extend these ideas to a general topological space: Definition 2.19. Let L be a language, and suppose X is an L-structure whose universe is a topological space X. Let * X denote a Nonstandard model of X.
• An element of * X which lies in the image of * : X → * X is called standard.
• Let x be an element of * X, and suppose that y ∈ * X is such that y lies in the image under * of every open set U of X containing x. Then we say y is infinitesimally close to x, and write x ≃ y.
• If y ∈ * X is infinitesimally close to a standard element we say y is near standard or limited.
Hence every real number can be viewed as a standard element of * R, but the existence of infinitely large elements ensures that not all elements of * R are limited. In fact, it is shown in [13] that a topological space X is compact if and only if every element of * X is near standard.
In (5) we defined an important class of sets in a nonstandard structure -the internal sets. Those sets which are not internal are called external.
Proof. Let A be a set, and consider the sentence
expressing the property that A has an upper bound. Now consider the sentence
expressing the property that A has a least upper bound. Hence R |= (β ⇒ ψ). By (4) * R |= ( * β ⇒ * ψ). But observe that this statement only holds for sets lying in the image of * -the internal ones. The set µ(0) is bounded above by 1, but possesses no supremum, therefore it is not internal.
Essentially the same proof is used to show that the set of limited elements of * R is external. A popular use of Nonstandard Analysis is to provide conceptually simpler proofs of analytical results to those using the epsilon-delta method. The shadow, or standard part map provides the bridge between the Nonstandard and "standard" models: Definition 2.21 (Shadow Map). Let X be a topological space, and let * X lim denote the limited elements of a Nonstandard model * X of X. Let sh :
* X lim → X denote the map sending x ∈ * X lim to the unique standard element x 0 of X such that x ≃ x 0 . Following [8] we will call this map the shadow map. When X = R it can be shown that sh is an additive homomorphism, and if x, y ∈ * R lim then sh(xy) = sh(x)sh(y).
To illustrate the use of Nonstandard Analysis, consider the problem of defining the limit of a sequence (a n ). The sequence (a n ) can be viewed as a function a : N → R. We consider this as a map between two structures N and R over universes N and R respectively, and consider it as part of a single (two sorted) structure M. Consider a Nonstandard model * M of M, and the image * a : * N → * R of the function a. The statement "a i converges" is equivalent to the statement (Theorem 6.1.1 of [8] )
"for all n ∈ * N \ N, * a n ∈ * R lim " . If the limit exists, then it is equal to sh(a n ) for some n ∈ * N \ N.
With similar notation, to say that a function f : R → R is continuous is captured in the statement
It is tempting to look at this definition of continuity and think how much simpler it looks to the familiar one involving epsilons and deltas. However, the use of the shadow map hides much of the analysis and much of the "simplification" achieved in Nonstandard statements is done by using the shadow map to absorb the messy analysis.
Finally we note the existence of two natural topologies on * R. The first is simply the * -transform of the natural topology on R and has a basis of open sets given by
The topology for which this is a basis is called the Q-topology on * R. The S-topology is a coarser topology on * R which has a basis of open sets given by
Given a continuous map f : R → R, its image * f in a nonstandard model over R will always be S-continuous.
Hyper Quantum Tori
Let L or be the language of ordered rings, and let L be a language containing L or . Let M be an L-structure that contains both R and Z as definable sets with the inclusion Z ⊆ R. We let * R denote the Nonstandard model of R within a Nonstandard model * M of M. Proof. We first observe that L is not dense in * R lim . Given x ∈ * R lim consider the monad µ(x) = {y ∈ * R lim : y ≃ x}. Suppose z ∈ (x + L) ∩ µ(x). Then z = x + l for some l ∈ L, but x ≃ x + l, and hence l ≃ 0. Since every element of L is standard we have l = 0.
Hausdorff and L is not dense in * R lim , there exist open sets U x and U y of * R lim containing x and y respectively such that
Observe that we have a natural projection
This induces a well defined map p L on T L whose image is a Quantum Torus:
We will use this property in §5 to define morphisms between Quantum Tori.
Locally Internal Topological Spaces
The proof of Proposition 2.23 shows that any point of T L has a neighbourhood which is isomorphic to an internal subset of * R lim -if x + L ∈ T L , then the set
is isomorphic to the open interval (−ε, ε) for any infinitesimal ε. This inspires the following definition:
Definition 3.1 (Locally Internal Topological Space). Let S be a topological space in a Nonstandard structure such that For every s ∈ S there exists an open neighbourhood V s of S such that V s is isomorphic to an internal topological space.
We say that S is a locally internal topological space.
The previous section shows that Hyper Quantum Tori are locally internal topological spaces. Our goal is to derive a notion of functions between these spaces with two aims in mind:
• A morphism α between Hyper Quantum Tori lifts to an internal function between internal covering spaces for Hyper Quantum Tori;
• We can recover the pseudolattice L from T L as a "fundamental group" associated to T L .
There are several ideas in these statements that need clarification. In this section we explore the concepts of covering space, and the fundamental group for a general locally internal space, before considering the special case of Hyper Quantum Tori.
Internal Covering Spaces
Suppose X is a standard topological space. Basic results in topology [1] imply that if γ is a path in X, andX is a covering space for X, then γ lifts to a path γ inX. This result implies that a continuous map between topological spaces X and Y lifts to a map between coversX andỸ of these respective spaces.
We wish to have an analogous situation for locally internal topological spaces, where the covering space is an internal topological space.
Definition 3.2 (Internal Covering space
). An internal cover of a locally internal space S is a pair (S, p) such that
•S is an internal topological space;
• p is a surjective map fromS to S satisfying the following condition:
For every s ∈ S, there exists an open neighbourhood U s of s; an isomorphism ψ s of U s on to an internal topological space U s , and a decomposition of p −1 (U s ) as a family {V s,i } of disjoint open internal subsets ofS such that the restriction of φ s • p to V s,i is an internal homeomorphism from V s,i to U s .
We say that S is a locally internal quotient space.
Internal covering spaces are not unique, as the following examples show:
1. Let L = Zω 1 + Zω 2 be a pseudolattice, and let * S 1 ∼ = * R lim /Zω 1 denote the unit circle. Consider the pair ( * S 1 , p 1 ), where p 1 is the map
where m(x) is some integer (depending on x) such that x + m(x)ω 1 is limited. Then the pair ( * R, p 2 ) is an internal covering space for T L , where
Morphisms between locally internal quotient spaces
Given a Hausdorff locally internal space S, in general S will be an external object in our Nonstandard structure. As a consequence the space of continuous functions on such a space can be very big. When S has an internal cover, we use this to restrict the space of such functions by the following definition: Definition 3.3. Let S and T be locally internal quotient spaces. Let p S :S → S and p T :T → T denote the respective covering maps. A morphism between S and T is a map f : S → T such that there exists an internal functionf :S →T such that
for alls ∈S. We say that a morphism f is Q-continuous iff is Q-continuous.
From this definition it is clear that the composition of two morphisms is again a morphism.
Definition 3.4 (Category of Locally Internal Quotient spaces). Let LIQ be the category such that
• The objects of LIQ are locally internal quotient spaces;
• A morphism between locally internal quotient spaces S and T is as defined in Definition 3.3.
We are aware that in this definition we are giving morphisms precisely the property which is nontrivial to prove in the standard Hausdorff case -that we can lift morphisms of quotients to their covering spaces. It would be desirable to determine an equivalent definition of morphisms which does not refer to an ambient internal covering space. We discuss this possibility in §3.5.
In the next section we use the ideas developed to define the fundamental group of a locally internal quotient space. We apply these ideas to the Hyper Quantum Torus to show that we can recover the underlying pseudolattice as the fundamental group. We view this as analogous to the determination of the pseudolattice L θ from the K-theory of the Noncommutative Torus A θ in Noncommutative Geometry.
The fundamental group of a locally internal space
For a standard topological space X, a path in X is a continuous map γ : I → X where I is the unit interval. Taking the * -transform of this definition, and internal path in an internal topological space Y in a Nonstandard structure is a Q-continuous map γ : * I → Y where * I := {x ∈ * R : 0 ≤ x ≤ 1}.
We note that * I is trivially a locally internal quotient space (covered by itself) and extend the above notion to define paths in objects in LIQ.
Definition 3.5. Let S be a locally internal topological space. A path in S is a Q-continuous morphism γ in LIQ from the hyper-unit interval * I to S. We say that a path γ is a loop based at s ∈ S if γ(0) = γ(1) = s.
Similarly we can extend the notion of homotopies between paths in locally internal quotient spaces: Definition 3.6. Let γ 1 and γ 2 be paths in a locally internal quotient space S. A homotopy F between γ 1 and γ 2 is a Q-continuous morphism in LIQ from * I 2 to S such that
• F (t, 0) = γ 1 (t) for all t ∈ * I;
• F (t, 1) = γ 2 (t) for all t ∈ * I.
We say the two paths γ 1 and γ 2 are homotopic and write γ 1 ≃ γ 2 . If we wish to refer explicitly to the homotopy F we may write γ 1 ≃ F γ 2 . If γ 1 and γ 2 agree on some subset A of * I, we say that F is a homotopy between γ 1 and γ 2 relative to A if we have the additional condition
It is easily shown that the relation ≃ is an equivalence relation. If γ is a path in S we let γ denote the equivalence (or homotopy) class of γ. Given s ∈ S, we denote the set of homotopy classes relative to {0, 1} of loops in S based at s by π 1 (S, s). We define a law of composition on π 1 (S, s) by
One can prove using exactly the same methods as for standard topological spaces that π 1 (S, s) is a group under this operation [1] . The identity element is the constant loop at s.
Note: Observe that if S is an internal topological space then this agrees with the natural definition (the * -transform of the standard definition) of π 1 (S). At first it may seem to be a stronger definition since we have the property that paths and homotopies lift to internal covers, but these results follow for internal spaces by * -transform of the standard results.
Suppose f : S → T is a morphism of locally internal quotient spaces. Then f induces a homomorphism
Because of the way morphisms are defined between locally internal quotient spaces, all of the classical results concerning the lifting of paths to covering spaces have an analogue in this context. Although (since the spaces may be external) the proofs do not follow by * -transform, they are almost identical to the standard proofs in the techniques which they employ. As an example we will prove the following: Proposition 3.7. Let (S, p) be an internal covering space for a locally internal space S. IfS is path connected then for anys ∈S the induced map p * :
Proof. Supposeγ is a loop inS such that γ := p •γ is null homotopic. Choose a specific homotopy 1 s ≃ F γ, where 1 s denotes the constant loop at s. Choose a Q-continuous liftF of F such that p •F = F . We may assume thatF (0) =s since if not, chose a path p fromF (0) tos and replaceF by the homotopy G such that for each s ∈ * IG (t, s) = p −1 ⋆F ( , s) ⋆ p(t).
Note that once we have fixedF (0) the functionF is unique. Suppose there were two such liftsF 1 andF 2 . Then we would haveF 1 (t) −F 2 (t) ∈ ker(p). The kernel of p is a Q-discrete set since for each point s, p identifies an internal neighbourhood of s homeomorphically with an internal subset ofS. Since both the lifts are Q-continuous and internal maps of the connected set * I and agree at 0, we haveF 1 =F 2 .
We need to show thatF gives a homotopy fromγ to the constant loop at s. Let P denote the internal path connected set
Since F is a homotopy relative to {0, 1} we see that F (P ) = s. Since p •F = F we haveF (P ) ∈ p −1 (s), which as we have seen is a Q-discrete set. SinceF is internal and Q-continuous we haveF (P ) =s. This shows that the path F (t, 0) is the constant loop ats. The path F (t, 1) is a lift of γ which starts ats. There is a unique such path by an analogous argument to the uniqueness of homotopy lifting in the above paragraph. Hence F (t, 1) =γ(t).
We stress that despite working within a nonstandard model, the proof of the previous proposition does not require any new ingredients mathematically. Once we have the properties of path and homotopy lifting we are working with internal functions on the covering space and the proofs carry through by * -transform of the standard results. S, s) ) ⊆ π * (π 1 (T ,t) ). This lift is unique.
Proof. The result is proved for standard spaces in [1] . It is easy to adapt these techniques to obtain the result for locally internal quotient spaces. Note that if h 1 and h 2 are covering transformations which agree on a points, then both h 1 (x) − h 2 (x) and the constant map K(x) = 0 take the value 0 at x =s and lift π. Hence by the uniqueness part of Proposition 3.8 we have
Utilising methods from the proof of the corresponding standard result, it is easy to show that the following is true: We now use this result to describe various fundamental groups associated to Hyper Quantum Tori.
Covering spaces for Hyper Quantum Tori
The definitions of the previous sections enable us to calculate the fundamental group associated to Hyper Quantum Tori:
Proof. Consider the internal covering space ( * R, p 2 ) considered in §3.1 :
Since π 1 ( * R, r) is trivial for any r ∈ * R, Proposition 3.10 gives an isomorphism
For each l ∈ * Zω 1 + Zω 2 let h l be the covering transformation defined by h l (r) = r + l, and consider the homomorphism
By the previous discussion we see that elements f ∈ Cov( * R/T L ) are determined by their value at 0, hence this map is injective. Given f ∈ Cov( * R/T L ) we have f (0) ∈ * Zω 1 + Zω 2 , and hence f = h f (0) . Hence the above map defines an isomorphism * Zω 1 + Zω 2 ∼ = Cov( * R/F θ ). Finally note that * Zω 1 + Zω 2 ∼ = * Z ⊕ Z.
One of the purposes for studying Hyper Quantum Tori was to use morphisms between these objects to determine an appropriate notion of morphism between Quantum Tori. Recall the natural projection
With the above philosophy in mind we may hope that covering transformations of the universal covering space * R for T L may induce maps on R using the shadow map. However, by Proposition 3.11 such transformations are translations by elements of * Zω 1 + Zω 2 , and as such there exist some covering transformations which do not map * R lim to itself. We therefore make the following definition Definition 3.12. Let LIQ lim be the subcategory of LIQ such that
• The objects of LIQ lim are objects of LIQ such that
The restriction of the projection p :S → S to those limited elements ofS is an S-continuous surjection on to S.
• Morphisms in LIQ lim are those morphisms in LIQ which map limited elements to limited elements.
For z ∈ T L , we let π lim 1 (T L , z) denote the fundamental group of T L based at z where all the paths and homotopies are required to be morphisms in LIQ lim .
Proposition 3.13. For any z ∈ T L , we have an isomorphism
Proof. Proposition 3.11 implies that the following injection is an isomorphism:
Such a transformation preserves * R lim if and only if it is a translation by an element of Zω 1 + Zω 2 = L.
Another look at morphisms in LIQ
Recall that in Definition 3.3 we defined morphisms between locally internal quotient spaces to possess the property that they lifted to internal maps between their internal covering spaces. In this section we look at whether it is possible to obtain an equivalent definition without reference to such a cover. Rather than consider the general case of maps between locally internal quotient spaces, we shall consider the specific problem of defining paths. This would enable us to generalise the ideas we have previously discussed, defining the fundamental group of locally internal spaces which were not obviously quotients of internal spaces. If this were possible then it may be possible to construct a universal cover for such a space -see §10 of [14] . We begin with the following definition:
Definition 3.14. Let S be a locally internal space. A locally internal path in S is a map γ : * I → S such that for all t ∈ * I, there exists an internal neighbourhood U t of t with the following properties:
1. The image of U t lies in an open neighbourhood V γ(t) of γ(t);
2. There exists an isomorphism φ γ(t) : V γ(t) ∼ = V γ(t) for some internal topological space V γ(t) ;
3. The composition φ γ(t) • γ : U t → V γ(t) is an internal map.
Hyper Quantum Tori posses a slightly stronger property than local internality. Instead of the condition of Definition 3.1 we have For every z ∈ T L , for every infinitesimal ε the set (z − ε, z + ε) + L ∈ T L is an open neighbourhood of z isomorphic to an internal topological space.
In this case we strengthen the notion of path in a suitable way: Definition 3.15. A monadically internal path in T L is a map γ : * I → T L such that (with the notation of Definition 3.14), for every t ∈ * I, and every infinitesimal ε, there exist V γ(t) , V γ(t) , φ γ(t) corresponding to U t = (t − ε, t + ε).
When γ is an S-continuous monadically internal path in T L , we can deduce some information about the lift of γ to * R: Proposition 3.16. Fix t ∈ * I. Let γ be an S-continuous monadically internal path in T L , and letx ∈ * R be such that π(x) = γ(t). Then there exists a unique internal function f and r ∈ R such that f : [t − r, t + r] ∩ * I → * R, f (0) =x and on µ(t) we have π • f = γ.
Proof. This is a consequence of the property of permanence introduced in Corollary 2.16. We first suppose that t / ∈ µ(0) ∪ µ(1).
For each η ≃ 0, there exist internal sets V η γ(t) ⊆ * R and functions φ η γ(t) such that π • φ η γ(t) (t) = γ(t) and
is an internal function.
Fix η 0 ≃ 0. Then for each η ≃ 0 with η > η 0 we obtain an internal function φ η γ(t) such that on (t − η 0 , t + η 0 ) we have φ η γ(t) = φ η 0 γ(t) . By permanence there exists r ∈ R and an internal function φ r γ(t) and an internal open set V r γ(t) such that φ r γ(t) : (t − r, t + r) → V r γ(t) and the restriction of φ r γ(t) to (t − η 0 , t + η 0 ) is φ η 0 γ(t) . Since this holds for any η 0 ≃ 0 we see that φ r γ(t) agrees with φ η 0 γ(t) for all η 0 ≃ 0. Now suppose we had two such lifts φ r γ(t) and ψ r γ(t) defined on (t − r, t + r). Consider the internal set
Consider the internal statement
Then ψ(ε) is valid for all ε ≃ 0, hence by permanence there exists r ′ ∈ R such that ψ(r ′ ) holds. Hence φ r γ(t) is unique on (t − r ′ , t + r ′ ).
If t ∈ µ(0) then we apply the above techniques to the interval [0, η), and similarly if t ∈ µ(1) we consider the interval (η, 1].
The previous result and its proof poses the following question:
Question 1. With the notation of Proposition 3.16 do we have
Note that in the proof we do not show that the function f we obtain is a lift of γ on the whole of the interval (t − r, t + r). One may hope that it follows from applying the permanence principal to the statement
However for this to be successful we would require that π and γ were internal functions on * [0, r]
Answer to Question 1: No. We can give an example of an S-continuous monadically internal path in T L which does not lift to an internal S-continuous path in * R. Consider the following monadically internal path in T L :
By Proposition 3.16 there exists an r ∈ * R lim and a unique continuous function f on 
This shows that Definition 3.14 does not provide a notion of paths in locally internal spaces which lift to internal paths in internal covering spaces. The problem essentially lies in the fact that despite having internal neighbourhoods of each point of T L , we do not know how to "glue" these neighbourhoods together.
Problems with gluing the fundamental region
Let us first consider a standard example of the gluing together of a quotient space. Consider the circle S 1 as R/Z. Let F := F 1 ∪ F 2 where F 1 := [0, 
where sup(F 1 ) and inf(F 2 ) denote the supremum and infimum of F 1 (equal to 1 2 and 0 respectively), and similarly for F 2 .
Can we do a similar thing for T L ? Choose a set of representatives A for the action of L in R. Then it is easily shown that a fundamental region for the action of L on * R lim is given by
Let P : T L → F L be the map which send each element of T L to its unique representative in F L . Suppose γ is a monadically internal path in T L . Let us try to impose conditions on γ analogous to those in (7). Let F k := µ(a k ). Since the intervals F k are all open, a natural generalisation of these conditions is
where σ is some permutation of the elements of A. However, despite being bounded the infimum and supremum of the sets F k do not exist. We conclude that it is not sufficient to define γ on every infinitesimal neighbourhood of a point of T L -we need more information on how γ behaves outside each F k . In light of Proposition 3.16 we see that an equivalent definition of a monadically internal path is the following:
For each x ∈ * I ⊂ * R lim , for every ε ≃ 0 there exists a Q-continuous internal functionγ
We know that this is not enough to give us the property of path lifting. A natural weakening of this notion is given by Definition 3.18. An appreciably internal path in T L is a function γ : * I → F L such that
For each x ∈ * I ⊂ * R lim , there exists r x ∈ R and a Q-continuous internal functionγ
This is a failure to define paths in T L with the path lifting property without reference to the covering space * R. However, a simple argument shows that this property implies that we have the property of path lifting: Proof. We will show that P −1 • γ : * I → T L is a path in T L in the sense that is is a morphism in LIQ. We need to show that there exists a unique internal Q-continuous map f : * I → * R such that π • f (t) = P −1 • γ(t) for all t ∈ * I. With the notation of Definition 3.18 for each x ∈ I, let U x := * (x − r x , x + r x ).
Since I is compact we may chose finitely many x 0 , x 1 . . . , x n such that the U x i cover * I. We may assume that x 0 = 0 and x n = 1. We label the corresponding lifts of γ to on these intervalsγ x i : U x i → * R.
Choosex ∈ * R lim such that π(x) = P −1 • γ(0). On [0, r 0 ] define f (t) := γ x 0 (t). We define f recursively. Suppose we have defined f on
This also shows that f is Q-continuous. At each stage of the recursion f is an internal function. Since there are only finitely many steps we see that f is internal.
Summarising this section, we conclude that we cannot define paths in a monadically internal quotient space without reference to a covering space, possessing the property that they can be lifted to internal paths in an internal covering space. From now on, when referring to morphisms between such spaces we will use the notion defined in Definition 3.3.
Morphisms between Hyper Quantum Tori
Our motivation for defining and studying locally internal quotient spaces arose from the observation that a Hyper Quantum Torus T L can be viewed as an object in the category of such spaces. We have developed a notion of morphism in between such spaces, which we now apply specifically to Hyper Quantum Tori: Proof. Proposition 3.8 shows that a covering space for T L is universal if it has trivial fundamental group. Hence * R is the universal internal covering space for Hyper Quantum Tori. Definition 3.3 implies that the morphisms between Hyper Quantum Tori are homomorphisms φ : * R → * R which map * R lim to itself and satisfy the following condition:
Since φ is an internal homomorphism of * R it is equal to multiplication by α for some α ∈ * R * . By (8) we have α(L) ⊆ M , which since L and M are standard imply that α ∈ R * . Conversely, multiplication by any such element induces a morphism in HQT . Proof. This following from the above result, and the definition of PL in Definition 1.1.
Removing nonstandard analysis
Recall how in §2.3 we saw how the shadow map provides us with a surjection p L : T L → Z L , rendering Quantum Tori as the shadow image of Hyper Quantum Tori. We now look at how morphisms in HQT can be used to induce a notion of morphisms between Quantum Tori.
Definition 5.1. Let f : S → T be an S-continuous morphism in LIQ lim . Define the standardisation of f to bē
Given S, T ∈ LIQ lim let Std(LIQ lim (S, T )) denote the standardisation of the morphisms between S and T in LIQ lim .
Motivated by our failure in §3.5 to define morphisms between locally internal spaces without reference to an ambient covering space, we postulate the following philosophy: Suppose X and Y are topological spaces, such that there exist Hausdorff spacesX,Ỹ , together with surjective morphisms q X :X → X and q Y :Ỹ → Y . Then the morphisms from (X, q X , X) to (Ỹ , q Y , Y ) should be those maps f :X →Ỹ such that f (x + y) = f (x) for all x ∈ X, y ∈ ker(q X ).
Given our definition of morphisms in LIQ lim refers to the lifts of morphisms to their covering spaces, it is unsurprising that the standardisations of such morphisms and those morphisms of the standard spaces according to the above philosophy are related: Proof. First of all note that sh(S lim ) = sh( * A lim ) = A, and similarly sh(T lim ) = B.
Let f : S → T be an S-continuous morphism in LIQ lim . By definition f lifts to an S-continuous mapf :S →T of the internal covering spaces which preserves limited elements. Take the standardisation of this lift to obtain a continuous mapf : A → B of the covering spaces. Hence if y ∈ ker(sh(p S )) = ker(p S ) then f (x + y) = f (x) for all x ∈S lim , and hencef (x + y) =f (x).
Conversely suppose f : A → B is a morphism between (A, sh(p S ), sh(S)) and (B, sh(p T ), sh(T )) according to the above philosophy. Then let * f denote its image in a nonstandard structure containing A and B. Then * f is a morphism in LIQ lim such that its standardisation is equal to f .
Based on this analysis we make the following definition Definition 5.3. Let X and Y be topological spaces, together with Hausdorff topological spacesX andỸ with projections q X :X → X and
for all x ∈X, y ∈ ker(q X ). We say that f is continuous if it is continuous as a map betweenX andỸ .
We wish to consider the case when X and Y be Quantum Tori. In this scenario we define a morphism between Quantum Tori Z L and Z M to be a continuous morphism between (R, π L , Z L ) and (R, π M , Z M ) as defined above. Note that an equivalent definition would be to consider Quantum Tori as quotients of S 1 as discussed in §3.1, since R is a cover for S 1 . 
Proof. Since g is a morphism of Quantum Tori we have
for some function λ : L × R → M . First note that since g is continuous, the left hand side is a continuous function in x. Fix l ∈ L, and consider the function λ(l, −) : R → M . This is continuous, and hence maps compact connected subsets of R to compact connected subsets of M . But the only such sets of the latter are singletons. Hence λ(l, x) is independent of x. We will write λ(l) := λ(l, x) for some x ∈ R. Note that λ is a homomorphism since
Now fix x and consider the function g(x + r) − g(x) : R → R. This is a continuous function which agrees with λ on L. Hence λ extends to a continuous homomorphism of R, and is therefore equal to multiplication by α for some
Quantum Tori with Real Multiplication
The theory of Complex Multiplication that forms the basis for the solution of Kronecker's Jugendtraum relies on the existence of elliptic curves over C whose endomorphism ring is strictly greater than Z. We let QT denote the category whose objects are Quantum Tori, and whose morphisms are continuous homomorphisms as described in Corollary 5.4. Together with the work of the previous section, Theorem §6.1 informs us of the existence of Quantum Tori with endomorphism ring isomorphic to an order in a real quadratic field: Proof. Let Z L be a Hyper Quantum Torus. By Corollary 5.4, the endomorphism ring of Z L is isomorphic to the set of those α ∈ R * such that αL ⊆ L. Suppose there exists such an α such that α / ∈ Z, and let L = Zω 1 + Zω 2 . Then there exist a, b, c and d ∈ Z such that
Dividing the second of these equations by ω 2 , we observe that since α / ∈ Z, c = 0. We observe that θ := ω 1 /ω 2 satisfies the quadratic equation
Hence [Q(θ) : Q] = 2, and Q(θ) is a real quadratic field. Hence End(T L ) is an integral extension of Z. Eliminating α from (9) we see that α satisfies the equation
Hence α is integral over Z and therefore contained in the ring of integers O F of F = Q(θ).
We can therefore identify the ring of endomorphisms as a subring of the ring of integers of F . Hence End(Z L ) is finitely generated as a Z-module and satisfies End(Z L ) ⊗ Q ∼ = F . These are the precisely the requirements for End(Z L ) to be an order in F . Definition 6.2. Let Z L be a Quantum Torus such that End(Z L ) is isomorphic to an order in a real quadratic field F . We say that Z L has Real Multiplication (by F ). We sometimes abbreviate this to say that Z L has RM.
In this section we consider those Quantum Tori Z such that End(Z) is isomorphic to the maximal order in a predefined real quadratic field F . From a number theoretic point of view, such orders have a special significance -being the ring of integers of F . We show that there exists an action of the Class Group of F on isomorphism classes of such Quantum Tori, and discuss how this can be interpreted to give Quantum Tori an algebraic character.
Isomorphism Classes of Quantum Tori with RM
When discussing isomorphism classes of Quantum Tori the following definition is important: Definition 6.3 (Homothety). Let L and M be pseudolattices. We say that L and M are homothetic if there exists α ∈ R such that αL = M .
The relation of pseudolattices being homothetic is an equivalence relation and it follows immediately from the definitions that quantum tori Z L and Z M are isomorphic if and only if the associated pseudolattices are homothetic. Note. Note that the above object is well defined since O F is an (in fact the maximal) order of F , and if Z L and Z M are isomorphic, then by the above remark they have the same endomorphism ring. Suppose L = Zω 1 + Zω 2 . Then L = ω 1 L θ , where θ = ω 2 /ω 1 , so
By the proof of Theorem 6.1 we deduce that θ ∈ F , and that we can identify O F precisely with the set {x ∈ R : xL θ ⊆ L θ }. Hence L is homothetic to a rank two O F -module contained in F . The latter object is precisely the definition of a fractional ideal in F .
Conversely let a be a fractional ideal of F . This is a rank two abelian subgroup of R, and therefore a pseudolattice, so we may consider the quantum torus Z a . Every element of End(Z a ) lifts to multiplication by α a on R such that α a a ⊆ a for some α a ∈ R. So End(Z a ) contains O F as a suborder. We know that End(Z a ) is isomorphic to an order of F , and that O F is the maximal order. Hence End(Z a ) ∼ = O F .
The algebraic nature of Quantum Tori
Let σ be a generator of the Galois group of F over Q, and denote by I F the group of fractional ideals of F . We have a natural inclusion ι : F * → I F which sends x to the principal ideal (x) generated by x. The class group of F is a finite group [12] defined to be the quotient C(F ) := I F ι(F * ) .
The equivalence class of a ∈ I F in C(F ) is denoted by [a] .
Let F + := {x ∈ F : (x > 0) ∧ (x σ > 0)} denote the subgroup of totally positive elements of F . The narrow class group of F is defined to be C(F ) + := I F ι(F + ) .
The equivalence class of a ∈ I F in C(F ) + is denoted by [a] + . There is a canonical surjection C(F ) + −→ C(F ).
Theorem 6.6. There is a well defined action of C(F ) on QT (O F ). This action is simply transitive.
Proof. Let Z L be a Quantum Torus with endomorphism ring isomorphic to O F . Let a be a fractional ideal of F , and define a * Z L := Z aL . I claim this induces a well defined action of I F on QT (O F ).
• aL is a pseudolattice. By Lemma 6.5 L = λc for some λ ∈ R * and fractional ideal c of F , so aL = λac. The fractional ideal ac is a pseudolattice since it is a rank two abelian subgroup of R, and hence aL is.
• End(Z aL ) ∼ = O F . With the notation of the last paragraph, aL is homothetic to the fractional ideal ac. The statement follows from Lemma 6.5.
•
If a and b represent the same elements in the class group, there exists α ∈ F * such that a = αb. Hence aL = αbL, and Z aL and Z bL are isomorphic.
• The action is simple. If Z aL and Z bL are isomorphic, there exists α ∈ R such that aL = αbL.
Recall that L = λc for some c ∈ I F , and multiply both sides of (11) • The action is transitive. Let Z M be a quantum torus with endomorphism ring isomorphic to O F . Then M = µd for some µ ∈ R * , d ∈ I F . Put a := dc −1 . Then aL = λac = λd = (λ/µ)M . Hence a * Z L ∼ = Z M .
Corollary 6.7. |C(F )| = |QT (O F )| .
Remarks:
1. Via (10) the narrow class group acts on QT (O F ). This is transitive, but is only faithful when C(F ) + = C(F ). This occurs precisely when both infinite primes of F are unramified in the narrow ray class field of F . Class Field Theory gives us an equation for the size of C(F ) + :
.
Hence the action of C(F ) + on QT (O F ) is faithful precisely when
2. Let E Λ be an elliptic curve corresponding to a complex lattice Λ by the Uniformization Theorem, and let σ be an automorphism of C. We have a natural action of σ on E Λ by letting σ act on the coefficients of the equation for E Λ . Analogous to the proof of Theorem 6.6, we have an action of the group of fractional ideals in K on the set of elliptic curves E with End(E) ≃ O K , where K is some fixed quadratic imaginary field. This action is defined and denoted by (a, E Λ ) → a * E Λ := E aΛ .
If a is a fractional ideal of K, then the reciprocity map supplies a homomorphism
where H K is the Hilbert class field of K. It is a fundamental result in the theory of Complex Multiplication that the following identity holds [18] :
Since (12) exhibits an isomorphism between the class group and the Galois group of the Hilbert class field of K over K, this result is strongly linked to the following: By Theorem 6.6 we are able to describe an action of Gal(H F /F ) on isomorphism classes of Quantum Tori with Real Multiplication. There is no reason a priori why we should be able to do this. The objects Z L are purely analytic constructions, associated to which there is no natural algebraic object for the automorphisms to act upon. However, this simple result shows that Quantum Tori with Real Multiplication do possess algebraic characteristics. Moreover, with respect to the algebraic property highlighted by this result, the suggestion is that Quantum Tori with Real Multiplication by F are somehow "defined up to isomorphism over the Hilbert Class field of F ".
