We present algorithms that outperform straightforward implementations of classical Taylor shift by 1. For input polynomials of low degrees a method of the SACLIB library is faster than straightforward implementations by a factor of at least 2; for higher degrees we develop a method that is faster than straightforward implementations by a factor of up to 7. Our Taylor shift algorithm requires more word additions than straightforward methods but it reduces the number of cycles per word addition by reducing memory traffic and the number of carry computations. The introduction of signed digits, suspended normalization, radix reduction, and delayed carry propagation enables our algorithm to take advantage of the technique of register tiling which is commonly used by optimizing compilers. While our algorithm is written in a high-level language, it depends on several parameters that can be tuned to the underlying architecture.
INTRODUCTION
Let A be a univariate polynomial with integer coefficients. Taylor shift by 1 is the operation that computes the coeffiPermission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. cients of the polynomial B(x) = A(x + 1) from the coefficients of the polynomial A(x). Taylor shift by 1 is the most time-consuming subalgorithm of the monomial Descartes method [7] for polynomial real root isolation. Taylor shift by 1 can also be used to shift a polynomial by an arbitrary integer a. Borowczyk [3] , Budan proved this fact in 1811.
Indeed, if B(x) = A(ax) and C(x) = B(x + 1) and D(x) = C(x/a), then D(x) = A(x + a). According to
More recently, von zur Gathen and Gerhard [22, 9] compared six different methods to perform Taylor shifts. The authors distinguish between classical methods and asymptotically fast methods. When the shift amount is 1, the classical methods collapse into a single method which computes n(n + 1)/2 integer sums where n is the degree of the input polynomial. In fact, von zur Gathen's and Gerhard's implementation of classical Taylor shift by 1 simply makes calls to an integer addition routine. We will refer to such implementations as straightforward implementations.
We present algorithms that outperform straightforward implementations of classical Taylor shift by 1. For input polynomials of low degrees a method of the SACLIB library [8] is faster than straightforward implementations by a factor of at least 2 on our experimental platform (Ultra-SPARC III); for higher degrees we develop a method that is faster than straightforward implementations by a factor of up to 7 ( Figure 7 ).
Our Taylor shift algorithm requires more word additions than straightforward implementations but it reduces the number of cycles per word addition ( Figure 10 ) by reducing memory traffic ( Figure 11 ) and the number of carry computations. The introduction of signed digits, suspended normalization, radix reduction, and delayed carry propagation enables our algorithm to take advantage of the technique of register tiling which is commonly used by optimizing compilers [2, 14] . While our algorithm is written in a highlevel language, it depends on several parameters that can be tuned to the underlying architecture.
It is widely believed that computer algebra systems can obtain high performance by building on top of basic arithmetic routines that exploit features of the hardware. It is also believed that only assembly language programs can exploit features of the hardware. This paper suggests that both tenets are wrong.
In Section 2 we introduce some notation for the classical Taylor shift by 1. We also characterize two classes of test inputs for the algorithm. In Section 3 we define our notion of straightforward implementations; we single out the GNU-MP-based implementation as our point of reference.
In Section 4 we describe the specialized algorithm used in SACLIB. In Section 5 we describe our new algorithm; Section 6 documents its performance.
ANALYSIS
We will call a method that computes Taylor shift by 1 classical if the method uses only additions and computes the intermediate results given in Definition 1.
If n is a non-negative integer and
is an integer polynomial we let, for k ∈ {0, . . . , n} and
as shown in Figure 1 . Theorem 1. Let n be a non-negative integer, and let A(x) = a n x n + . . . + a 1 x + a 0 be an integer polynomial. Then, in the notation of Definition 1,
Proof. The assertion clearly holds for n = 0; so we may assume n > 0. For every k ∈ {0, . . . , n} let A k (x) = P k h=0 a k−h,h x h . The coefficients of the polynomial A k reside on the k-th diagonal of the matrix of Figure 1 . Then, for all k ∈ {0, . . . , n − 1}, we have A k+1 (x) = (x + 1)A k (x) + a n−(k+1) . Now an easy induction on k shows that A k (x) = P k h=0 a n−k+h (x + 1) h for all k ∈ {0, . . . , n}. In particular,
Definition 2. Let a be an integer. The binary-length of a is defined as
The algorithm in Section 4 requires a bound on the binary lengths of the intermediate results a i,j .
Theorem 2. Let n be a non-negative integer, and let A(x) = a n x n +. . .+a 1 x+a 0 be an integer polynomial of max-norm
Proof. Assertion (1) follows from Definition 1 by induction on i + j. Due to assertion (1),
which proves assertion (2). 
We will use Theorem 3 to prove lower bounds for the computing time of two classes of input polynomials. Proof. The assertion is clearly true for all n ∈ {0, . . . , 19}, so we may assume n ≥ 20. We then have
Also, for 0 < i < n/4 ,
Hence, the binary length of each binomial coefficient ş n n/4 ť , 
Now the assertion follows by summing all the lengths. Proof. By Theorem 2, a n,0 = d + 1 and, for (i, j) ∈ In − {(n, 0)},
Hence, by Theorem 3, for any k ∈ {0, . . . , n}, at least half of the integers a k,0 , a k−1,1 , . . . , a 0,k have binary length ≥ k/2. Since all of them-except possibly an,0-have binary length ≤ k, we have that
But the time to compute an,0 is co-dominant with L(d), and so the total computing time is co-dominant with n 3 + L(d). (3) and (4) the output coefficients appear earlier in the sequence than in the other methods. The computing times of the four methods are very similar; they differ typically by less than 10%. In our experiments we will use method (3) to represent the straightforward methods; Figure 2 gives pseudocode. The efficiency of straightforward methods depends entirely on the efficiency of the underlying integer addition routine. Von zur Gathen and Gerhard use the integer addition routine of NTL [19, 18] in their experiments. But Tables 1 and 2 imply that the integer addition routine of GNU-MP [11] is faster. We use the GNU-MP routine in our implementation of a straightforward method.
STRAIGHTFORWARD METHODS
The GNU-MP package represents integers in sign-lengthmagnitude representation. On the UltraSPARC III we have the package use the radix β = 2 64 . Let n be a non-negative integer, and let u = u 0 + u 1 β + · · · + u n β n , where 0 ≤ u i < β for all i ∈ {0, . . . , n} and u n = 0. The magnitude u is represented as an array u of unsigned 64-bit integers such that
be a magnitude of the same length. The routine mpn add n is designed to add u and v in n + 1 phases of 4 cycles each. Phase i computes the carry-in c i−1 and the result digit ri = (ui + vi + ci−1) mod β. Figure 3 gives a high-level description of the routine; all logical operators in the figure are bit-wise operators. In each set of four successive phases the operation address computes new offset addresses for u i+1 , v i+1 , and r i+1 , respectively, during the first three phases; in the fourth phase, the operation address is replaced by a loop control operation. The routine consists of 178 lines of assembly code. In-place addition can be performed. Whenever the sum does not fit into the allocated result array, GNU-MP allocates a new array that is just large enough to hold the sum.
The NTL library represents integers using a sign-lengthmagnitude representation similar to the one GNU-MP uses. But while GNU-MP allows the digits to have word-length,
The UltraSPARC III has two integer execution units (IEU1, IEU2) and one load/store unit (MEM). The GNU-MP addition routine adds each pair of 64-bit words in a phase that consists of 4 machine cycles. Digit additions are performed modulo β = 2 64 ; carries are reconstructed from the leading bits of the operands and the result.
NTL-digits have 2 bits less than a word. As opposed to GNU-MP, NTL needs 1 bit of the word to absorb the carry when it adds two digits. This explains why NTL-digits are 1 bit shorter than GNU-MP-digits. Another bit is lost for the following reason. While GNU-MP represents an integer as a C-language struct, NTL represents it as an array and uses the first array element to represent the signed length of the integer. Since all array elements are of the same type, NTLdigits are signed as well-even though their sign is never used. Finally, due to its way of performing multiplications, NTL cannot take full advantage of a 64-bit word-length. In our experiments on the UltraSPARC III the NTL radix was 2 30 . The NTL addition routine ntl zadd consists of 113 lines of C++ code.
THE SACLIB METHOD
The SACLIB library of computer algebra programs [8] performs classical Taylor shift by 1 using the routine IUPTR1. The routine, consisting of 144 lines of C-code, is due to G. E. Collins and was originally written for the SAC-2 computer algebra system [5] . Figure 7 shows that the method is faster than straightforward methods for polynomials of small degrees.
SACLIB represents integers with respect to a radix β that is a positive power of 2; in our experiments, β = 2 62 . Integers a such that −β < a < β are called β-digits and are represented as variables of type int or long long. Integers a such that a ≤ −β or β ≤ a are represented as lists
SACLIB adds integers of opposite signs by adding their digits. None of these digit additions produces a carry. The result is a list (d 0 , . . . , d k ) of β-digits that may be 0 and that may have different signs. If not all digits are 0, the non-zero digit of highest order has the sign s of the result. The digits whose sign is different from s are adjusted in a step called normalization. The normalization step processes the digits in ascending order. Digits are adjusted by adding s · β and propagating the carry −s.
The routine IUPTR1 performs Taylor shift by 1 of a polynomial of degree n and max-norm d by performing the n(n+ 1)/2 coefficient additions without normalizing after each addition. A secondary idea is to eliminate the loop control for each coefficient addition. To do this the program first computes the bound n + L(d) of Remark 1 for the binary length of the result coefficients. The program determines the number k of words required to store n + L(d) bits. The program then copies the polynomial coefficients in ascending order, and in ascending order of digits, into an array that provides k words for each coefficient; the unneeded highorder words of each coefficient are filled with the value 0. This results in an array P of k(n + 1) entries such that, for i ∈ {0, . . . , k(n + 1) − 1} and i = qk + r with 0 ≤ r < k,
n−q where
n−q β j is the coefficient of x n−q in the input polynomial. After these preparations the Taylor shift can be executed using just the two nested loops of Figure 4 . The principal disadvantage of the method is the cost of adding many zero words due to padding. This makes the method impractical for large inputs. Also, the carry computation generates branch mispredictions. 
THE TILE METHOD
Our new method outperforms the existing Taylor shift methods by reducing the number of cycles per word addition. The GNU-MP addition routine of Figure 3 requires 4 cycles per word addition. To improve on this we reduce the number of carry computations by using a smaller radix and allowing carries to accumulate inside a computer word. Further, we reduce the number of read and write operations by performing more than one word addition once a set of digits has been loaded into registers. This requires changing the order of operations; only certain digits of the intermediate integer results a i,j in Definition 1 will be computed in one step. We perform only additions; signed digits will implicitly distinguish between addition and subtraction.
The technique we use is an instance of register tiling-a computation method that groups the operands, loads them into machine registers, and operates on the operands without referencing the memory [2, 14] . We call our method tile method. The routine consists of 275 hand-written lines of Ccode. In addition, we use a code generator to automatically unroll and schedule some parts of the code, which further improves performance but results in a total number of 848 lines of C-code.
Description of the algorithm
We partition the set of indices I n of Definition 1 as shown in Figure 5 (a) .
and let T be the set of non-empty sets Ti,j.
Remark 2. The set T is a partition of the set of indices
In; some elements of T can be interpreted as squares of sidelength b, others as triangles and pentagons.
Definition 6. Let Ti,j ∈ T . The sets of input indices to Ti,j are
The sets of output indices for T i,j are i,j as inputs and performs the additions described in Figure 6 (a) ; the additions are performed without carry but using a radix B > β. Once the register tile computations have been performed for all levels r, a carry propagation transforms the results into S Figure 5 (b) we call the collection of register tile computations for all levels r a register tile stack. The maximum value of r for each stack of index (i, j) depends on the precision of the stack which we define as follows.
Definition 8. The precision L * i,j of the register tile stack with index (i, j) is defined recursively as follows.
To facilitate block prefetching we place the input digits to a register tile next to each other in memory. We thus have the following interlaced polynomial representation of the polynomial A(x) in Definition 1 by the array P. If i is a non-negative integer such that i = g(n + 1) + f and 0 ≤ f < n + 1 then P[i] contains the value a Proof. Let n = 2b − 1, and let B n,β−1 (x) be the polynomial defined in Definition 4. For all (h, k) ∈ T0,0 we have 
Properties of the algorithm
Theorem 8. The tile method has the following properties.
Assuming the straightforward method must read all operands from memory and write all results to memory, the tile method will reduce memory reads by a factor of b/2, and memory writes by a factor of b/4.

Since the UltraSPARC processor architecture is capable of concurrent execution of 2 integer instructions and 1 memory reference instruction with a memory reference latency of at least 2 cycles, a b × b register tile computation takes at least
Proof.
(1) Obvious. (2) In the register tile, the addition at the SE-corner must follow the other b 2 − 1 additions, and the addition at the NW-corner must precede all other additions. The first addition requires two summands in registers, which takes at least 3 cycles for the first summand and 1 more cycle for the second summand. The last sum needs to be written to two locations; the first write requires 3 cycles and the second 1 more cycle. Since we can perform the other b 2 − 2 additions in
cycles, the register tile will take at least 3 + 1 + (b 2 − 2)/2 + 1 + 3 = b 2 /2 + 7 cycles.
The 8 × 8 register tile computation should take at least 8 2 /2 + 7 = 39 processor cycles, see Figure 6 (b). By unrolling and manually scheduling the code for the register tile, the code compiled with the Sun Studio 9 C compiler and the optimization options -fast -xchip=ultra3 -xarch=v9b required 53 cycles. When the compiler was used to schedule the unrolled code the computation required 63 cycles. 
Automatic tuning
The algorithm has several parameters such as tile size b, radix β, and the amount of unrolling and scheduling of various parts of the code. These parameters can be tuned to a particular architecture. On the UltraSPARC III, b = 8 turned out to be the largest register tile size for which the Sun Studio 9 C compiler stored all summands in registers.
PERFORMANCE
In the RAM-model of computation [1] the tile method is more expensive-with respect to the logarithmic cost function-than straightforward methods. Indeed, by reducing the radix the tile method increases the number of machine words needed to represent integers and hence requires more word additions than straightforward implementations. However, modern computer architectures [12, 4] are quite different from the RAM-model. We show that, on the Ultra-SPARC architecture, the tile method outperforms straightforward methods by a significant factor-essentially by reducing the number of cycles per word addition. We compare our computing times with those published by von zur Gathen and Gerhard [22, 9] .
Hardware and operating system We use a Sun Blade 2000 workstation. The machine has two 900-MHz Sun Ultra-SPARC III processors, two gigabytes of random-access memory, and it operates under the Solaris 9 operating system. The UltraSPARC III has 32 user-available 64-bit integer registers [13, 21] . Its superscalar architecture provides six 14-stage pipelines, four of which can be independently engaged. Two of the pipelines perform integer operations, two floating point operations, one memory access, and one pipeline performs branch instructions. The processor is capable of speculative execution of branch instructions and memory loads. The data cache has 64 kilobytes, the instruction cache 32 kilobytes. Both caches are 4-way set-associative Level-1 (L1) on-die caches that use 32-byte blocks. The external Level-2 (L2) cache features a 1-to 8-megabyte unified 2-way set-associative design with a variable block size of 64 bytes to 512 bytes with 64-byte sub-blocks. The Sun Blade 2000 workstation has an 8-megabyte L2 cache.
Compilers We wrote all our code in C and compiled it using the Sun Studio 9 [20] compiler with the optimization options -xO3 -xarch=v9b. The optimization options -fastxchip=ultra3 -xarch=v9b yielded slightly slower run times. The Sun compiler generated executable code that was 10%-70% faster than code generated by versions 2.95.2 and 3.3.2 of the GNU C/C++ compiler with either of the optimization options -O3 and -O3 -mcpu=ultrasparc3 -m64. We compiled version 4.1.2 of the GNU-MP library using the Sun Studio 7 compiler; we installed the library using the standard installation but substituting CFLAGS by -fast.
Performance counter measurements We accessed the performance counters on our processor through the CPClibrary that was provided with the operating system. We monitored processor cycles, instructions, and branch mispredictions as well as cache misses for the L1 instruction cache, the L1 data cache, and the L2 external cache. Execution times were calculated from the number of processor cycles; on our machine, 1 cycle corresponds precisely to 1/900 µs.
Before each measurement, we flushed the L1 and L2 data caches by declaring a large integer array and writing and reading it once. We did not flush the L1 instruction cache; our measurements show that its impact on performance is insignificant. We obtained each data point as the average of at least 3 measurements. The fluctuation within these measurements was usually well under 1%. We did not remove any outliers. The tile method is up to 7 times faster than the straightforward method.
Input polynomials As inputs we use the polynomials B n,d and C n,d of degree n and max-norm d defined in Definition 4. For the polynomials C n,d we let n ∈ {22, 25} and
For the polynomials B n,d we let n ∈ {8, 10, 12, . . . , 200} for "low" degrees and n ∈ {200, 300, . . . , 10000} for "high" degrees; in both cases, d = 2 20 − 1. The wide ranges of n and d serve to illustrate the influence of the cache size on performance; the cross-over points with asymptotically fast methods are not known.
Execution time Figure 7 shows the speedup that the SACLIB and tile methods provide with respect to the straightforward method for the input polynomials B n,d . The tile method is up to 7 times faster than the straightforward method for low degrees and 3 times faster for high degrees. The SACLIB method is up to 4 times faster than the straightforward method for low degrees but slower for high degrees. The speedups are not due to the fact that the faster methods avoid the cost of re-allocating memory as the intermediate results grow. Indeed, pre-allocating memory accelerates the straightforward method by a factor of only 1.25 for degree 50. As the degree increases that factor approaches 1.
In Figure 8 the polynomials C n,d reveal a weakness of the tile method. The tile method does not keep track of the individual precisions of the intermediate results a i,j but instead uses the same precision for all the integers in a tile. The tile stack containing the constant term d of C 22,d and C 25,d consists of 28 and 3 integers ai,j, respectively. Thus, when the degree stays fixed and d tends to infinity, the tile method becomes slower than the straightforward method by a constant factor. The figure shows that-even when the degree is small-the constant term d must become extremely large in order to degrade the performance. Cycles per word addition Figure 9 shows the number of cycles per word addition for the GNU-MP addition routine described in Section 3. In the experiment all words of both summands were initialized to 2 64 − 1, and the summands were prefetched into L1 cache. The figure shows that the intended ratio of 4 cycles per word addition is nearly reached when the summands are very long and fit into L1 cache; for short integers GNU-MP addition is much less efficient. Memory traffic reduction Figure 11 shows that the tile method reduces the number of memory reads with respect to the straightforward method by a factor of up to 7. The polynomials B n,d were used as inputs. The number of memory reads in the GNU-MP-based straightforward method is independent of the compiler since the implementation relies to a large extent on an assembly language routine. However, the number of memory reads in the tile method depends on how well the compiler is able to take advantage of our Ccode for the computation of register tiles. The figure shows that the Sun Studio 9 C-compiler with the option -xO3 -xarch=v9b works best for the tile method. Sun cc v5.6 -xO3 -xarch=v9b Sun cc v5.6 -fast -xchip=ultra3 -xarch=v9b
Taylor shift -high degrees
Memory reads for tile method relative to straightforward method Figure 11 : The tile method substantially reduces the number of memory reads; the extent of the reduction depends on the compiler.
Cache miss rates Figure 12 shows the L1 data cache miss rates for the straightforward and tile methods; the polynomials B n,d were used as inputs. As the degree increases the cache miss rate of the straightforward method rises sharply as soon as the polynomials no longer fit into the cache. The cache miss rate levels off at about 13%. Indeed, one expects 7 cache hits for each cache miss for the block size of 8 words. Taylor shift -high degrees Figure 12 : For large degrees the tile method has a lower cache miss rate than the straightforward method. Moreover, the number of cache misses generated by the tile method is small because the tile method performs few read operations.
Branch mispredictions Both the straightforward and tile methods produce at most one branch misprediction every 200 cycles which is not enough to significantly affect performance. However, the branch misprediction rate of the SACLIB method is 60 times greater than that of the straightforward method when the degree is high.
Computing times in the literature Von zur Gathen and Gerhard [22, 9] published computing times for the NTLbased implementation of the straightforward method described in Section 3. Tables 1 and 2 quote those computing times and compare the NTL-based straightforward method with the GNU-MP-based straightforward method and the tile method.
The computing times we quote were obtained on an Ultra-SPARC workstation rated at 167 MHz [22] and on a Pentium III 800 MHz Linux PC; the latter experiments were performed using the default installation of version 5.0c of NTL [9] . We installed NTL in the same way on our experimental platform but while the default installation uses the gcc compiler with the -O2 option we used the Sun compiler with the options -fast -xchip=ultra3. This change of compilers sped-up the NTL-based straightforward method by factors ranging from 1.06 to 1.63.
Von zur Gathen and Gerhard ran their program letting k = 7, . . . , 13 and n = 2 k − 1 for input polynomials of degree n and max-norm ≤ n for Table 1 , and max-norm < 2 n+1 for Table 2 ; the integer coefficients were pseudo-randomly generated. We used the same input polynomials in our experiments.
The NTL-based straightforward method runs faster on the UltraSPARC III than on the Pentium III, but the speedup ratios vary. This is likely due to differences between the processors in cache size and pipeline organization. The computing time ratios between the NTL-and GNU-MP-based straightforward methods on the UltraSPARC III are more uniform and range between 0.9 and 1.7. If these computing time ratios can be explained by the difference in radix size-2 30 for NTL and 2 64 for GNU-MP-then there is no justification for the use of assembly language in the GNU-MP-addition routine. Again, the tile method outperforms the straightforward methods. 
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