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Possible definitions for the relative momentum of identical particles are considered.
PACS numbers: 03.65.Ta
The mantra of quantum mechanics is that an observable is a self-adjoint operator and its
eigenvalues are the possible results of experiments. This criterion is neither necessary nor
sufficient. That it is not sufficient is manifest in the fourth chapter of Gottfried’s 1966 book
[1] where he points out that perfectly good operators for what are now called Schro¨dinger
cats or grotesque states [2] are not observable. That it is not necessary one learns from that
most precisely measured of physical quantities, time, which resists definition as a self-adjoint
operator [3, 4].
In this article we find that another meaningful physical quantity, the relative momentum
of identical particles, represents a further failure of the general framework. Momentum
is already known to be problematic in two cases: the (single) hard wall [5] and radial
momentum [6]. However, an infinite wall is an idealization and the difficulties in the second
case could be attributed to the choice of coordinates. With Cartesian coordinates there is
no problem.
But the relative momentum of a pair of identical particles is unavoidably fundamental.
The concept is not straightforward either physically or mathematically. If you cannot know
which is which (more precisely, it is simply not defined), how can you attribute a vector to
the difference. Mathematically, in the conventional way of dealing with identical particles
one assigns identities (say #1 and #2), but works either on the space of symmetric or skew-
symmetric states. However, the operator p1 − p2 (relative momentum) applied to a state
takes you from one space to the other, and is thus not defined in the relevant Hilbert space.
On the other hand, there is nothing wrong with the square of the relative momentum, nor
with the squares in the examples of the previous paragraph.
Physically, however, (p1 − p2)
2 is not enough. Consider an experiment on a pair of
electrons. One can measure momentum with two pairs of position detectors, A and B. They
are located so that it is overwhelmingly likely that energy constraints imply that the deduced
pA and pB correspond to the individual electrons. The center of mass momentum, P ≡
pA+pB is a symmetric well-defined operator, which conventionally is called p1+p2, giving
the electrons identities that carry no significance. However, equivalence under exchange
means that neither (p1 − p2)/2 nor (p2 − p1)/2 can be the measured pAB ≡ (pA − pB)/2.
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2The equivalence suggest that (p1 − p2)/2 and (p2 − p1)/2 can be represented by the same
point on the projective (2-) sphere (a sphere with antipodal points identified). But even
this is less than the measurement has revealed, which includes information on whether the
electrons are approaching or receding. There should thus be a concept of time-derivative of
this momentum.
In this article we show how the projective characterization arises naturally from a system-
atic identity-blind treatment of identical particles. This will also allow us to define Hilbert
space objects associated with relative momentum, although these objects do not conform
to the paradigm connecting self-adjoint operators and observables. We emphasize that the
measurements of pA and pB, and functions thereof, are perfectly well-defined. It is the
theory that is inadequate.
We take two approaches. The first has the conceptual advantage that the very language
precludes distinguishing the particles. Moreover, we do not need to define any new operators:
the unitary propagator is known, and its logarithm gives us the effective Hamiltonian. (For
the conceptual issues we confront, the particles are taken to be non-interacting.) The second
works within the usual framework of even or odd functions, and we find an appropriate
operator for relative momentum. It is not self-adjoint and thus not a conventional observable.
In general it is not even Hermitian. But we show that it is the physically correct object.
The two developments are mutually consistent.
Terminology: We call A Hermitian if 〈φ|A|ψ〉 = 〈ψ|A|φ〉∗ with φ, ψ ∈ DA = the domain
of A. The term “symmetric” (sometimes used for this concept) will be restricted to exchange
properties of functions. The word “identity” is used in two senses: the name of the particle
and the notion that two “identical” particles can in principle not be distinguished, hence
have no identity.
Changes in momentum: using the propagator. Two identical particles in 3-space can
be described by a pair (r1, r2) (rk ∈ R
3, k = 1, 2). But this description is restricted:
first, conceptually, (r1, r2) and (r2, r1) must be considered the same point; second, if r1 =
r2 the pair is not a pair and the object is meaningless. The appropriate space can thus
be written {(r1, r2) ∈ R
6 | r1 6= r2} / [(r1, r2) ∼ (r2, r1)]. In words, this is 6-dimensional
Euclidian space, minus the “diagonal” (r1 = r2), modulo equivalence under exchange. By
a change of coordinates this space is M˜ ≡ R3 ×M with M ≡ {R3 − {0}}/[r ∼ −r]. As
for other such spaces (e.g., the Klein bottle, the rotation group) it is convenient to have a
representation in ordinary space. We choose M˜z ≡ R
3 ×Mz, with
Mz = {r = (x, y, z) ∈ R
3 | (z > 0) ∨ (z = 0, y > 0) ∨ (z = y = 0, x > 0)} . (1)
The subscript z on M indicates this choice of coordinates. Connecting this to the original
description, the first space in the product is the center of mass coordinate, R ≡ (r1+r2)/2,
and the second (M orMz) the space of relative coordinates, r ≡ r1 − r2. We focus on M.
Remark 1: Although coordinate space isM, momentum space is not. Besides the informa-
tion that M carries there is the issue of whether the particles are approaching or receding.
Also, as we will see, there is no self-adjoint operator whose spectrum would be momentum
space.
Remark 2: We focus on coordinate space wave functions, assuming that the spin state of
the particles is either symmetric or skew-symmetric and is factored out. Thus our symmetric
or skew-symmetric wave functions can represent either bosons or fermions.
The spaces M˜ and M are multiply connected [7], creating an ambiguity in the path
integral representation of the propagator. The way to deal with this was discussed in [8–12]
3and involves, for scalar states, commutative representations of the fundamental homotopy
group. In this case the group is Z2 [11]. The prescription of Ref. [8] is to go to the covering
space of M, take each preimage of the initial point, and evaluate its propagator to the
final point (using the dynamics induced by the inverse of the covering projection, assuming
requisite smoothness). Then these propagators are added, with phases determined by the
representations of the group. Therefore, on M˜, depending on the symmetry of the spin
state and the nature of the identical particle (fermion or boson), the propagator is
G(r′′1 , r
′′
2 , t; r
′
1, r
′
2) = G0(r
′′
1 , r
′′
2 , t; r
′
1, r
′
2)±G0(r
′′
1 , r
′′
2 , t; r
′
2, r
′
1) . (2)
G0 is the propagator on the covering space (so the second term in Eq. (2) is well-defined).
Because G is used only in integrals we extend its argument to the entire z = 0 plane, since
this only adds sets of measure zero. Finally, functions smooth enough to have a z → 0 limit
necessarily have the same symmetry as the propagator in the plane z = 0.
For non-interacting particles
G0(r
′′
1 , r
′′
2 , t; r
′
1, r
′
2) = gm(r
′′
1 − r
′
1, t) gm(r
′′
2 − r
′
2, t) (3)
with gm defined by (~ = 1, m = particle mass)
gm(r, t) ≡ (m/(2piit))
3/2 eim|r|
2/2t . (4)
Defining M = 2m and µ = m/2, it follows from Eq. (4) that
G(r′′1 , r
′′
2 , t; r
′
1, r
′
2) = gM(R
′′ −R′, t) [gµ(r
′′ − r′, t)± gµ(r
′′ + r′, t)] . (5)
On Mz, p takes its usual form; the changes in the propagator modify the dynamics. We
focus on Mz, involving only the relative coordinate. To evaluate changes in p we calculate
(taking µ = 1 and suppressing the subscript on g)
([p, U ]ψ)(r) =
∫ ∞
−∞
dx′
∫ ∞
−∞
dy′
∫
z′>0
dz′
[
1
i
∇r [g(r − r
′, t)± g(r + r′, t)]ψ(r′)
− [g(r − r′, t)± g(r + r′, t)]
1
i
∇r′ψ(r
′)
]
, (6)
where U is the unitary operator whose kernel is G. We next switch ∇r to ∇r′ and perform
a number of integrations by parts. We also make use of the vanishing of integrals whose
overall symmetry is odd. This yields
([p, U ]ψ)(r) = −ieˆ3
∫ ∞
−∞
dx′
∫ ∞
−∞
dy′ [g(r − ρ′, t)∓ g(r + ρ′, t)]ψ(ρ′)
∣∣∣∣
z=0
±2i
∫ ∞
−∞
dx′
∫ ∞
−∞
dy′
∫
z′>0
dz′g(r + r′, t)∇r′ψ(r
′) , (7)
where ρ ≡ xeˆ1 + yeˆ2 and (eˆ1, eˆ2, eˆ3) are unit vectors in the (x, y, z) directions. The first
integral above vanishes because for both wave function symmetries the combination of g’s
and the wave function have opposite parity in the plane.
4Next take the inner product with a function, φ, having the same symmetry properties as
ψ, and consider the small time limit:
〈φ|[p, U ]|ψ〉 = ±2 · 2i
∫ ∞
−∞
dx′
∫ ∞
−∞
dy′
∫
z′>0
dz′
∫ ∞
−∞
dx′′
∫ ∞
−∞
dy′′
∫
z′′>0
dz′′
φ∗(r′′)g(r′′ + r′, t)∇r′ψ(r
′) . (8)
The additional 2 above arises because 〈φ |ψ〉 = 2
∫
φ∗ψ, a property demanded by the corre-
spondence with the usual representation (see below). The integral over ρ′′ can be performed
using g(ρ′+ρ′′, t) ∼ δ(ρ′+ρ′′), for small enough time. Using the symmetry or skew-symmetry
of φ one obtains
〈φ|[p, U ]|ψ〉 = 4i
∫ ∞
−∞
dx′
∫ ∞
−∞
dy′
∫
z′>0
dz′
∫
z′′>0
dz′′
φ∗(ρ′ − z′′eˆ3)g(z
′′ + z′, t)∇r′ψ(r
′) . (9)
Since g(z′′ + z′, t) acts like a δ-function in z (for small t), we expand φ and ψ around z = 0
to get
〈φ|[p, U ]|ψ〉 = 4i
∫
R2
d2ρ′
∫
z′>0
dz′
∫
z′′>0
dz′′g(z′′ + z′, t)
×
[
φ∗(ρ′)− z′′∂zφ
∗(ρ′) +
z′′2
2
∂2zφ
∗(ρ′′) + . . .
]
×
[
∇r′ψ(ρ
′) + z′∂z∇r′ψ(ρ
′) +
z′2
2
∂2z∇r′ψ(ρ
′) + . . .
]
. (10)
In Eq. (10) the zeroth and second order terms in z drop out because they involve products
of functions of opposite parity. The remaining first order terms in z′ and z′′ are
〈φ|[p, U ]|ψ〉 = 4i
∫
R2
d2ρ′
∫
z′>0
dz′
∫
z′′>0
dz′′g(z′′ + z′, t)
×{φ∗(ρ′)z′∂z∇r′ψ(ρ
′)− z′′∂zφ
∗(ρ′)∇r′ψ(ρ
′)} . (11)
To evaluate this we require the integral f(t) ≡ (2piit)−1/2
∫∞
0
du u
∫∞
0
dv ei(u+v)
2/2t. By stan-
dard manipulations one finds that f(t) = it/4 for t→ 0. Therefore
〈φ|[p, U ]|ψ〉 = −t
∫
R2
d2ρ′{φ∗(ρ′)∂z∇r′ψ(ρ
′)− ∂zφ
∗(ρ′)∇r′ψ(ρ
′)} . (12)
Since U is unitary, for small t U(t) = 1− iHefft. Then
〈φ|p˙|ψ〉 ≡ ∂t〈φ|p|ψ〉 = −i〈φ|[p, Heff ]|ψ〉
= −
∫
R2
d2ρ′{φ∗(ρ′)∂z∇r′ψ(ρ
′)− ∂zφ
∗(ρ′)∇r′ψ(ρ
′)} . (13)
Remark 3: p˙ is not a densely defined Hilbert space operator. Its action on a function ψ
would necessarily multiply ψ by δ(z) or even δ′(z).
Conventional wave functions, unconventional momentum. The usual treatment of two
identical particles uses symmetric or skew-symmetric wave functions on R6. Eliminating
5center of mass coordinates, the Hilbert space is L2±(R
3). Relative momentum (or any relative
coordinate), as an operator, maps one out of the appropriate space. For example, if ψ is
odd, pzψ is even. (Alternatively, p has formal matrix element zero between any two states.)
However, on L2(Mz) one does not have this problem. We now show how an isometry between
the Hilbert spaces gives a natural candidate for relative momentum on L2±(R
3).
On L2(Mz) we use the scalar product 〈φ1|φ2〉 = 2
∫
Mz
φ1(r)
∗φ2(r) d
3r, since the wave
functions are normalized to unity on R3. Then we have isometries of the Hilbert spaces
V± : L
2
±(R
3)→ L2(Mz)
(V±ψ)(r) = ψ(r) , r ∈Mz , (14)
with inverses given by
(V −1± φ)(r) =
{
φ(r) if z > 0
±φ(−r) if z < 0
. (15)
If A: DA → L
2(Mz) is a densely defined operator with DA ⊂ L
2(Mz), we associate
A′± : D
′
A± → L
2(R3) by the formula A′± = V
−1
± AV±, with D
′
A± = V
−1
± (DA). Take
A = −i(∂x, ∂y, ∂z). Then for both kinds of statistics the corresponding operator is
A′± = −i sgn(z)(∂x, ∂y, ∂z) . (16)
The proof is an immediate consequence of the definitions.
Let q ≡ −i sgn(z)∇. There are several implications of this result.
On L2−(R
3), qz is Hermitian (do an integration by parts) but not self-adjoint.
On L2−(R
3) the maximal domain on which qz is Hermitian is D− = {f ∈
L2−(R
3) | ∂zf ∈ L
2, f((x, y, 0)) = 0}. But its adjoint has domain D∗− ={
f ∈ L2−(R
3)
∣∣∣ ∂z(f |Mz) ∈ L2(Mz) , ∂z(f |Mz′) ∈ L2(M′z)}, where Mz ′ is the complement of
Mz. Thus ∂zf may not be in L
2, since a (permissible) discontinuity at z = 0 makes its
derivative a distribution.
On L2+(R
3), qz is not even Hermitian. An integration by parts of
∫∞
−∞
φ∗ sgn(z)(−i)∂zψ
gives
∫∞
−∞
(∂z(−i)φ
∗) sgn(z)∂zψ + 2iφ
∗(0)ψ(0). Unlike the odd case, the additional contri-
bution need not vanish. Taking a domain in which this (as well as derivatives at zero)
vanish would lead to even more trouble, since for any finite energy the time indepen-
dent Schro¨dinger equation (being second order) would force the function to vanish ev-
erywhere. On L2+(R
3) a natural domain for qz would be D+ =
{
ψ ∈ L2+(R
3)
∣∣∂zψ ∈ L2}.
But −i sgn(z)∂z is not even Hermitian. Indeed the domain of a putative adjoint would be
D∗+ =
{
ψ ∈ L2+(R
3)
∣∣∂zψ ∈ L2 , ψ|z=0 = 0}. This can be seen directly; alternatively if one
formally symmetrizes −i sgn(z)∂z you pick up a delta function in the integration by parts.
Thus for formal symmetry, ψ must vanish at z = 0.
The form developed for q allows a direct calculation of q˙. On L2±(R
3) H is simply
p2/2, unchanged from its free form, and it is the momentum that has changed, becoming
q ≡ −i sgn(z)∇. We obtain q˙ through the evaluation of [H, q]:
[H, q] =
i
2
[∂2x + ∂
2
y + ∂
2
z , sgn(z)∇] =
i
2
[∂2z , sgn(z)]∇ . (17)
6Using [∂z , sgn(z)] = 2δ(z) we find [∂
2
z , sgn(z)] = 2δ
′(z) + 4δ(z)∂z. It follows that
〈φ|q˙|ψ〉 = i〈φ|[H, q]|ψ〉
=
∫
R2
d2ρ ∂z (φ
∗(ρ)∇ψ(ρ))− 2
∫
R3
d3rφ(r)∗δ(z)∂z∇ψ(r)
=
∫
R2
d2ρ [∂z (φ
∗(ρ))∇ψ(ρ)− φ∗(ρ)∂z∇ψ(ρ)] , (18)
in agreement with Eq. (13).
Verification. Let ψ(r, t) ∈L2±(R
3) evolve under the free Hamiltonian. Then
ψ(r, t) =
∫
d3k
(2pi)3
a(k)eikre−ik
2t/2 (19)
with a(−k) = ±a(k), according to the symmetry of ψ. For this ψ (partially suppressing t)
Eq. (18) implies
〈ψ|q˙|ψ〉 =
∫
d3k d3k′
(2pi)6
ei(k
2−k′2)t/2(kz + k
′
z)k
′ a(k)∗a(k′)
∫
d2ρ ei(κ
′−κ)ρ
=
∫
d3k dk′z
(2pi)4
ei(k
2
z−k
′2
z )t/2(kz + k
′
z)(κ+ k
′
zeˆ3)a(k)
∗a(κ, k′z) , (20)
with κ ≡ kxeˆ1+kyeˆ2. To verify the significance of q˙, we compute the total change from the
beginning of the scattering event until the end. Thus
∆ q ≡
∫ ∞
−∞
〈ψ|q˙|ψ〉dt
=
∫
d3k dk′z
(2pi)4
a(k)∗a(κ, k′z)(kz + k
′
z)(κ+ k
′
zeˆ3)
∫ ∞
−∞
dt ei(k
2
z−k
′2
z )t/2 (21)
Now use
∫∞
−∞
e−it(u
2−v2)/2dt = (2pi/|u|) [δ(u− v) + δ(u+ v)]. Since (kz + k
′
z) appears in the
integrand, this gives
∆ q = 2
∫
d3k
(2pi)3
a(k)∗a(k)k sgn(kz) . (22)
Interpretation of this result requires a bit of care. Consider ∆kz. Using the symmetry of
the wave function (a(−k) = ±a(k)) it is not difficult to show that the change in kz is 4〈kz〉.
Slightly more detailed analysis shows that the same is true for the other components of k.
Now it should be realized that there is always a (no-interaction) scattering. Even if at some
early time the particles are moving away from each other, at a yet earlier time they were
approaching. Moreover the factor 4 reflects the fact that this is in the center of mass system
and that there are two particles each of which has reversed momentum.
Discussion. We first comment on three technical issues.
DefiningMz, the space of the representation, requires the choice of an arbitrary direction.
As for other manifolds, limitations may be imposed on the coordinates. For example, the
circle, S1, has covering space R. The representation {θ | 0 ≤ θ < 2pi} for S1 is unsuitable for
defining the velocity of a particle at zero. However, as shown in the calculation of ∆q, our
choice does not affect the physical result.
7The formalism of quantum field theory automatically provides the correct statistics, but
seems committed to assigning meaningless names to the indistinguishable particles. Thus
the two-particle state could be a†p1a
†
p2
|0〉. If one looks at ψ(r1, r2) ≡ 〈r1r2|a
†
p1
a†p2 |0〉, it
necessarily has a particular symmetry and lives on R6. Note though that this does not lead
to practical problems: you can calculate energy levels without defining relative momentum.
As for spin, quantum theory introduces a new concept—identity—that complicates a
semiclassical limit. No matter how similar two particles are classically, there is no problem
defining their relative momentum. This is not the case in quantum theory.
The overall implication of the present work is that the relation between observables and
operators does not generally hold. The measurements of momenta discussed at the beginning
of this article (pA, etc.) were in fact position measurements, done 4 times. Similarly, for
time [4]. Surely the relation between operators and observables has been a rich and fruitful
perspective in the interpretation of quantum mechanics, but as we have seen, its generality
has limitations.
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