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Abstract
We prove the twin prime conjecture and the generalized conjectures
of Kronecker and Polignac.
Key to the proofs is a new theoretical sieve that combines two con-
cepts that go back to Eratosthenes: the ’sieve’ filtering a finite set of
numbers and the ’hydra’ as a representation of infinity. Using func-
tional programming notation (and a reference implementation in R)
we define a data structure ’hydra’ that partitions the infinite set of
numbers into a finite set of partitions. On top of this data structure
we define an algorithm ’split’ which sub-partitions each partition us-
ing the modulus prime function. Hydra splitting along the natural
sequence of primes is a recursive version of wheel factorization. Hydra
recursion allows elementary proofs of some statements about primes.
We consider one new and two classical proof structures: "proof by
hunting hydras", for example "trying to eliminate all prime candidates
fails, thus there are infinitely many primes"; "proof by contradiction",
for example "for any finite set of primes P we can construct a hy-
dra that allows to harvest yet another prime not in P" and "proof
by induction", for example "let’s start with an empty set of primes
and the associated root hydra: it contains infinitely many prime can-
didates which is the base case, then let’s split the hydra, harvest a
prime and the partitioned hydra still contains infinitely many prime
candidates which is the induction step". Using these proof methods
we find that hydra recursion proves the infinity of twin primes. Then
we show how to use specific selections of primes to create hydras that
contain pairs of partitions with arbitrary even distance, which proves
Maillet’s conjecture and the stricter ’consecutive existence conjecture’.
Together with our proof methodology we obtain elementary proofs of
Kronecker’s and Polignac’s conjecture.
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3
I have tried to avoid Kummer’s elaborate computational ma-
chinery, so that here too Riemann’s principle may be realized and
the proofs completed not by calculations but by pure thought
— David Hilbert, 1897
1 How to read this paper
This paper is written for multiple audiences, therefore the reader may want to
skip certain sections. After reading the abstract, the quickest path through
the paper is reading just the proofs in prose and the discussion (sections 5
and 14). We also recommend the visualizations in section 6.
Readers not familiar with the number theoretic conjectures of Maillet,
Kronecker and Polignac may want to read the introduction (2). The rules
of the game (3) playfully introduce the line of reasoning which leads to the
proofs, and section 4 contrasts our perspective (and definitions) on primes
with the less helpful one found in many introductions to primes. Readers
interested in the history and psychology of the problem solving process will
also enjoy section 7 containing Eratosthenes conjecture.
Experts in number theory may want to check the definitions and state-
ments in section 8 and the more formal proofs in sections 10, 11, 12 and 13.
Section 9 introduces hydra examples with the R statistical language, the R
’hydras’ package is available with this paper.
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2 Introduction
Are there infinitely many primes with distance 2? Since the nineteenth cen-
tury this question has been considered one of the most important questions
in number theory. The term twin prime was coined by Paul Stäckel in the
late nineteenth century. On the importance of the twin prime conjecture
listen to Pintz [2009]
In his invited address at the 1912 International Congress of
Mathematicians, held in Cambridge, Edmund Landau (1912)
gave a survey about developments in the theory of prime numbers
and the Riemann zeta-function. Besides this he mentioned (with-
out any further discussion) four specific problems about primes
which he considered as "unattackable at the present state of sci-
ence". The four problems (in the original order) were the follow-
ing1
1. Does the function u2 + 1 represent infinitely many primes
for integer values of u?
2. Does the equality m = p + p′ have for any even m > 2 a
solution [in primes]?
3. Does the equality 2 = p − p′ have infinitely many
solutions in primes?
4. Does there exist at least one prime between n2 and (n+ 1)2
for any positive integer n?
Listen further to Pintz [2009]:
The Goldbach and Twin Prime Conjecture were mentioned in
the celebrated address of Hilbert at the International Congress
of Mathematicians in Paris, 1900 (see Hilbert (1935)). In his
Problem No. 8 he mentioned them together with the Riemann
Hypothesis, using the following words: "After a comprehensive
discussion of Riemann’s prime number formula we might be some
1 The German original makes clear that Landau mentioned the twin prime conjecture
just as an example of Kronecker’s conjecture: "Ich nenne vier Fragen und wähle in ihnen
spezielle Konstanten, um den Kern deutlicher hervortreten zu lassen".
1. Stellt die Funktion u2 + 1 für ganzzahliges u unendlich viele Primzahlen dar?
2. Hat die Gleichung m = p+ p′ für jedes gerade m > 2 eine Lösung in Primzahlen?
3. Hat die Gleichung 2 = p− p′ unendlich viele Lösungen in Primzahlen?
4. Liegt zwischen n2 und (n+1)2 für alle positiven ganzen n mindestens eine Primzahl?
[Landau, 1912]
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day in the position to give a rigorous answer on Goldbach’s Prob-
lem, whether every even number can be expressed as the sum of
two primes, further on the problem whether there exist infinitely
many primes with difference 2 or on the more general problem
whether the diophantine equation (2.17) ax+by+c=0 is always
solvable in primes x,y if the coefficients a,b,c are given pairwise
relatively prime integers."2
Pintz [2009] discussion of ties between Landau’s problems can be sum-
marized like this: For each even m there
such that
p′ − p = m
such that
p+ p′ = m
exists at least one pair of primes Maillet
(1905)
Goldbach
(1843)
exists at least one pair of consecutive primes ’consecutive
existence
conjecture’
(term by us)
(possible for
special cases
only)
exist infinitely many pairs of primes Kronecker
(1901) (impossible)
exist infinitely many pairs of consecutive primes Polignac
(1849) (impossible)
Obviously the twin prime conjecture is a special case of both, Polignac’s
conjecture and the weaker implied conjecture of Kronecker. Pintz [2009] also
concludes:
As the cited lines of Hilbert’s lecture also indicate, both Gold-
bach’s Conjecture and the Twin Prime Conjecture are special
cases of linear equations of type (2.17) for primes. [...] In fact,
most of the results for Goldbach’s Conjecture are transferable
to the other equation, too. On the other hand, the Twin Prime
2German original: Nach einer erschöpfenden Diskussion der Riemannschen Primzahlen-
formel wird man vielleicht dereinst in die Lage kommen, an die strenge Beantwortung
des Problems von Goldbach (Vgl. P. Stäckel: Ueber Goldbach’s empirisches Theorem.
Nachrichten der K. Ges. d. Wiss. zu Göttingen 1896 und Landau, ebenda 1900) zu
gehen, ob jede gerade Zahl als Summe zweier Primzahlen darstellbar ist, ferner an die
bekannte Frage, ob es unendlich viele Primzahlenpaare mit der Differenz 2 giebt oder gar
an das allgemeinere Problem, ob die lineare Diophantische Gleichung ax+ by+ c = 0 mit
gegebenen ganzzahligen paarweise teilerfremden Coefficienten a, b, c stets in Primzahlen
x, y lösbar ist. [Hilbert, 1900]
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Conjecture is also connected with Problem 4. The former one
refers to the smallest possible gaps between consecutive primes,
the latter one to the largest possible gaps.
For summaries of the numerous attempts to crack the twin prime con-
jecture please refer to see Goldston [2007], Pintz [2009], Buchert [2011],
Nazardonyavi [2012], Motohashi [2014], Mihăilescu [2014]. Here we only
want to mention very few outstanding achievements towards proving the
twin prime conjecture.
In 1973 Jing-Run Chen proved a theorem close to the Goldbach conjec-
ture: that every even number is the sum of a prime and a number that is
either a prime or the product of two primes Chen [1973]. Chen also proved
a theorem close to the twin prime conjecture: that there are infinitely many
pairs of numbers of which the smaller number is prime and the larger is ei-
ther a prime or the product of two primes. Chen’s proof was simplified and
improved by Ross [1975] and Chen [1978], see also Cai [2002], Wu [2008a],
Cai [2008] and Wu [2008b].
In 2013 Andreas Helfgott seems to have proved the Ternary Goldbach
Conjecture that every odd integer n greater than 5 is the sum of three primes
[Helfgott, 2012, 2013a,b].
In 2008 Green and Tao proved that "The primes contain arbitrarily long
arithmetic progressions" Green and Tao [2008]. This astonishing theorem is
somewhat orthogonal to Kronecker’s conjecture, which we can see as conjec-
turing that there are infinitely many arithmetic sequences of length 2 (and
of any distance). The Green-Tao theorem proves that there are arbitrarily
long arithmetic sequences if we consider arbitrary large differences. It is fas-
cinating, that arithmetic sequences will also be the key to our proofs.
In 1940 Erdõs proved that there are infinitely many pairs of primes {p, p′}
for which the distance p′ − p is smaller than log(p) (up to a multiplicative
constant c):
p′ − p < c · log(p) (2.1)
In 2007 Goldston, Pintz and Yildirim 2009, 2010 have shown that:
p′ − p < c ·
√
log(p)(log(log(p)))2 (2.2)
In 2013 Yitang Zhang proved, that there are infinitely many pairs of
primes with a distance of 70, 000, 000 or less Zhang [2014]:
p′ − p < 7 · 107 ≈ 226 (2.3)
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This number was brought down by the ’Polymath8a’ internet collabora-
tion down to
p′ − p < 4680 ≈ 212 (2.4)
In autumn 2013, James Maynard proved with a different approach that
there are infinitely many pairs of primes with a distance of 600 or less May-
nard [2013]:
p′ − p < 600 ≈ 29 (2.5)
This number was brought down by the ’Polymath8b’ internet collabora-
tion down to 246 Polymath [2014]:
p′ − p < 246 ≈ 28 (2.6)
As to the further prospects of these methods, Fields medalist and Poly-
math author Terry Tao concluded:
There is still a little bit of scope to push our methods further
and get some modest improvement for instance to the H1 ≤ 246
bound, but this would require a substantial amount of effort, and
it is probably best to instead wait for some new breakthrough in
the subject to come along.
Tao, 20 July 2014
As of June 2014 the twin prime conjecture was still considered unproven
[Mihăilescu, 2014]. The goal of this paper3 is to introduce a novel method for
reasoning about primes and making use of it to finally prove correctness of the
Polignac’s conjecture, after proving Kronecker’s conjecture, Maillet’s conjec-
ture and of course proving the twin prime conjecture. In 2012 Nazardonyavi
correctly predicted what would be needed for these proofs:
The foregoing remarks indicate that, while the sieve of Er-
atosthenes is a useful method from a numerical point of view,
it does not automatically yield also theoretical information. [...]
What we require, therefore, is a theoretical analogue of the Er-
atosthenes sieve [Nazardonyavi, 2012, p. 7f]
3The first version of this paper was submitted to arXiv.org on May 23rd 2014
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3 Rules of the game: hunting hydras
You are invited to play a novel computer game called hunting hydras. You
don’t need any special device for communicating with the system: hunting
hydras is the latest game by Gogol Enterprises. Voice recognition was yes-
terday, today we have thought recognition. So let’s start.
The task of the game is killing the hydra. The hydra is a quite innocent
looking snake of numbers 1,2,3, ... and reaching until infinity (shiver). In
order to kill the hydra you are given a huge pile of weapons of different sizes.
Each weapon has a number printed on it, proportional to the size of the
weapon.
Intuitively you reach out for the largest weapon in sight. It carries a
37273 on it. You fire the weapon and in quite a distance you see a number
exploding – the 37273. You pull the trigger again and nothing happens.
Looks like each weapon can be fired only once.
You grab another with 3727 on it. You fire it and you see a series of
about ten numbers exploding starting with 3727, the last in sight being the
37270. Well, looks like smaller guns kill better. You remember Will Smith
grabbing this ridiculously small gun in ’Men in Black’.
The smallest gun you can find carries a 2 on it. You fire it and every
second number between 2 and infinity explodes. ’Not bad’ you think, ’half
of the work is done’. You are left with a series of odd numbers at distance 2
each.
The next smallest gun you find is 3. You fire it and every 3rd of the
remaining numbers explodes. Then something frightening happens: the hy-
dra splits into two snakes, one starting with 1, 7, 13, 19, ... thus wavelength
6 to infinity, one starting with 5, 11, 17, ... thus also wavelength 6 to infinity.
With a bad gut-feeling you fire the 5. Every fifth number explodes, but
this time its worse: both snakes each split into 4 snakes. Now you have 8
snakes each with wavelength 30.
No longer believing that the game can be won, you fire the 7. As ex-
pected every 7th number explodes, and all snakes split into 6 new snakes,
resulting in 48 snakes of wavelength 210.
You understand that the number of snakes grows faster than you can
shoot them. The more you shoot the more remain to be killed. You give up.
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BOOM – a message appears – YOU REACHED THE SECOND LEVEL
OF HUNTING HYDRAS. Your point balance is listed: 1000 points for cor-
rectly applying the Sieve of Eratosthenes and 5000 points for proving that
there are infinitely many primes.
Then a new scene appears. You are in a room with several doors with
strange plates on them. They read twin prime conjecture, cousin prime
conjecture, sexy prime conjecture, Polignac’s conjecture, Delta prime mode,
Cramer’s conjecture, Goldbach’s conjecture and finally Riemann’s hypothesis.
For a moment you wonder whether there is a door called Prime minister,
then you decide to go through the small door called Bayesian psychology.
4 Primes, Psychology, Probability, Problem solving
Mindsets and metaphors do support or hamper problem solving. Depending
whether they are appropriate or not, they steer our attention towards or
aways from the solution.
Introductions to the primes usually stress how important primes are –
here usually follows a word like ’encryption’ –, how mysterious and unpre-
dictable primes behave, mention the fundamental law of arithmetic, tell us
that primes are like atoms of numbers and try to convince us that 1 must not
be prime because otherwise factorization of numbers would not be unique.
Such presentation can install a mindset in the listener that is not helpful for
solving the twin prime conjecture:
1. that primes are intimidatingly important
2. that primes generate numbers
3. that primes behave somehow random
4. that primes are a difficult reality
Let’s contrast that with the facts:
1. applications of primes are very rare compared to the vast amount of
applications of numbers in general
2. All numbers are generated simply by 1 and addition.
3. Primes are determined, just the exploding combinatorial complexity
drives us crazy. The randomness is in the eye of the beholder. The
latter is not surprising from a Bayesian perspective.
4. Primes are an intellectual game played by introvert nerds like us: we
like it difficult.
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The twin prime conjecture is not popular because of any important ap-
plication, it is popular because it is plausible and challenging, because it
combines seeming simple ... and being unsolved. However, these challenges
are all man-made: we invented the problems and we made them difficult.
Take the Goldbach conjecture: at Goldbach’s time 1 was considered prime
[Caldwell and Xiong, 2012]. Today, excluding 1 from the primes and from
the Goldbach solutions makes the challenge just harder. Given that rea-
soning about primes is an intellectual game, the hunting hydras game is a
very appropriate way to create the right mindset for solving the twin prime
conjecture.
The idea that primes are indispensable for generating numbers is actually
blocking the way to the twin prime solution. So let’s explicitly nail down a
different mindset:
Proposition 4.1 (water). There are infinitely many numbers before we con-
sider primes.
Proof. Suppose for contradiction that without primes we can only generate
a finite set of numbers and let n be the largest number in the set. Then
generate the number n+ 1 outside the set: the set is not finite and therefore
must be infinite.
Proposition 4.2 (prime effect). Primes do not generate numbers, primes
kill numbers – with respect to being prime.
Proof. Primes take all their multiples out of the prime game.
If the primes are not needed for generating numbers, for what are they
needed? May be for a compressed representation of numbers? Writing 2 · 3
instead of 1 + 1 + 1 + 1 + 1 + 1? Have you ever seen humans or computers
representing numbers as products of primes? No. Humans use something like
the decimal system and Shannon gave us the bit, the binary representation
of information. Representing numbers by adding powers of 2 is simple and
effective. Addition is cheaper than multiplication is cheaper than division.
Finding primes for encoding is cumbersome and for decoding very expensive.
The most important lesson to learn from the binary representation is the
recursive nature of finding the codes: finding the next power of 2 is a recursive
function. We build a code system by recursively doing a well-balanced split
of a finite set of symbols to be represented4. Where are recursion and balance
in the primes? Our suggested hydra gives us both: a recursive method for
finding primes and a perfectly balanced split of all infinitely many numbers.
Let’s first highlight recursion in the definition of the primes:
4Only if we want to optimize costs in a context of different usage frequencies we use
asymmetric, unbalanced codes such as Huffmann coding, utf-8 etc.
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Definition 4.3 (recursive prime definition). The first prime is 2. Prime p
splits the infinite set of all numbers N1 into p partitions using the modulus
function N1 mod p. Numbers in the partition N1 mod p = 0 are killed, all
other numbers remain ’prime candidates’. The smallest prime candidate is
the next prime.
Proposition 4.4 (surviving candidates). All numbers not killed by primes
smaller than them are primes themselves.
Proof. This follows directly from definition 4.3.
note. Note that our definition of the primes gives us a very strong reason
to not consider 1 as prime: if we considered 1 as prime, it would be the only
prime because it would kill all other prime candidates. In other words: the
prime problem gets more interesting if we not consider 1 as prime.
5 Proofs in prose
In this section we give a short informal version of our proofs in pure prose.
Important concepts are introduced emphasized in italics.
Core to our proofs are concepts from computer science, namely data
structures which formally represent all (integer) numbers and algorithms
which (recursively) partition such representations. The trick is that a fi-
nite number of partitions can represent all numbers from 1 to infinity, that
each single partition represents infinitely many numbers and that further
splitting them retains the feature that each sub-partition still represents in-
finitely many numbers.
We introduce the following data structure inspired by the ancient Greek
metaphor. A hydra is a data structure that represents all numbers. A hydra
has a certain number of (k) partitions called snakes. Each snake represents
a different arithmetic sequence of numbers, i.e. every kth number. The
numbers in each snake can be represented by two pieces of information: the
snakes head gives the first number in the snake and the snakes wavelength
k gives the distance to the next number in the tail of the snake. In a hydra
with k snakes there are k heads representing the numbers 1 to k and all
snakes have the same wavelength k. Each snake represents infinitely many
numbers which have in common that they have the same remainder mod k.
The simplest hydra, the root hydra, has one snake that represents all num-
bers from head 1 with wavelength 1, i.e. 1, 2, 3, etc.
We now introduce an algorithm hydra split which sub-partitions a hy-
dra by splitting each snake s(., k) by mod p: the first p numbers in each
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ancestor snake give the splitted heads of the descendant snakes. The par-
titioned hydra has k · p snakes with wavelength k · p. Snakes divisible by p
are considered dead and all their descendants obtained by further splitting
remain dead, because they inherit divisibility by p; snakes non-divisible by
p descending from alive ancestors survive as alive.
Note that our definition intentionally deviates from the ancient Greek
metaphor in three points. First: the Lernaean Hydra as described in Eratos-
thenes Catasterismi has many heads but our hydra has many snakes; second:
Herakles strikes with one sword multiple times but we strike with primes and
with each prime only once; third: Herakles splits only one head per strike,
but our primes split all snakes simultaneously. If we split the root hydra
by prime 2 we obtain a partitioned hydra with two snakes, one alive snake
representing all odd numbers starting at 1 and one dead snake representing
all even numbers starting at 2. If we further split by prime 3, the number of
snakes multiplies by 3 and we obtain 6 snakes with heads ranging from 1 to
6, each snake represents every 6th number. The snakes 2,4,6 inheriting from
the even snake are all dead, of the snakes inheriting from the odd snake one
snake – 3 – is dead and two snakes – 1 and 5 – are alive.
Note that if we split the root hydra by a set of primes P , the total num-
ber of snakes is the product over all primes p in P , and the number of alive
snakes is the product over all p− 1. Note further that those primes P that
have been used to create a hydra by splitting the root hydra are heads of
dead snakes – but of course not all heads of dead snakes are primes. Numbers
in alive snakes are called prime candidates, which means that they turn into
primes unless they are killed in further splits. Concerning the natural order
of primes, note that in hydra splitting by a set of primes, the next prime for
splitting is found as the smallest alive head greater than 1. This smallest
prime candidate must be prime because it survived all primes P and there is
no other prime that could kill it – other than itself. Exceptions to this rule
are only the root hydra which has 2 as the next prime and the second hydra
which has 3 as the next prime.
Let’s tentatively apply these concepts to proving a well accepted theorem.
Proof that there are infinitely many primes by hunting hydras. The root hy-
dra has one alive snake that represents infinitely many prime candidates. We
try to kill all prime candidates by splitting the hydra with primes in their
natural most efficient order. But instead of killing the snake and all prime
candidates, splitting creates more alive snakes, each of which represents in-
finitely many prime candidates. Therefore we are unable to kill all alive
snakes and we are always left with infinitely many prime candidates that
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eventually turn into primes.
The elegance of this proof stems from the fact, that we completely avoid
any notion of the distribution or density of the primes. Of course the more
primes we use for splitting, the less numbers remain prime candidates, but
that’s irrelevant. It is sufficient to know that the number of partitions goes
up and none of the partitions is limited in absolute size, whatever their rela-
tive size is compared to all numbers. So very clearly the number of remaining
prime candidates - though going down - is never reaching zero or any other
finite value.
For those who do not feel comfortable with a proof that deduces the in-
finitude of primes from the infinitude of prime candidates, we can construct
other proofs that directly talk about sets of primes:
Proof that there are infinitely many primes by contradiction. Suppose for con-
tradiction that there exists a finite set of primes P containing at least prime
2. Then these primes P are contained in the dead snakes of the hydra, but
the alive snakes contain with the first candidate yet another prime. Thus
any finite set of primes is not finite.
Proof that there are infinitely many primes by induction. Let P represent an
initially empty set of primes and H(P ) its associated (root) hydra. H(P )
contains prime candidates, which is the base case. Now in our induction step
we harvest the next prime (the first candidate) from the hydra, which grows
P by one prime and leaves us with the next hydra which still contains a next
prime. We can continue growing the set of primes forever, i.e. to unlimited
size.
The twin prime conjecture states that there are infinitely many primes
having distance 2. For proving the twin prime conjecture we need one more
concept: the consecutive distance between consecutive alive snakes. For k1
alive snakes in a hydra we have k1 distances. k1− 1 distances are obtained
directly as the difference between the heads of the consecutive alive snakes.
The last (k1-th) distance is gained as difference between the second number
of the first snake and the head of the last (k1-th) alive snake. Take for ex-
ample the hydra split by primes 2 and 3. It has 6 snakes, 2 of them alive.
Those have heads 1 and 5. The first distances is 5 − 1 = 4. For the last
distance we calculate the second number of the first snake as 1 + 6 = 7, and
7− 5 gives distance 2.
Recall that each prime p kills one out of p prime candidates. But in p
pairs of candidates, it kills two out of p. Therefore the number of alive pairs
of snakes is the product over all (p−2). Know knowing that the third hydra
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H(2, 3) has a pair of snakes with distance 2 and that the number of pairs of
snakes with this distance is going up, we are ready for the first twin prime
proof:
Proof that there are infinitely many twin primes by hunting hydras. The hy-
dra split by 2 and 3 has one pair of snakes with distance 2 that represents
infinitely many twin prime candidates. We try to kill all twin prime candi-
dates by splitting the hydra with further primes in their natural most efficient
order. But instead of killing the pair of snakes and all twin prime candidates,
this creates more (alive) pairs of snakes, each of which represents infinitely
many twin prime candidates. Therefore we are unable to kill all pairs of
snakes with twin prime candidates and we are always left with infinitely
many twin prime candidates that turn eventually into twin primes.
Now when turning to a proof by contradiction directly talking about sets
of primes, we find a subtle complication. For each splitting, we do harvest
a prime, but not necessarily a twin prime. We can not even generalize how
many splittings are needed until we harvest the next twin primes. We only
know that we eventually harvest the next pair of twin primes. Regarding the
infinitude of primes we knew exactly from where to harvest the next prime:
the smallest surviving prime candidate. Regarding twin primes, we cannot
be sure, that the smallest pair of twin primes will survive, because there
could be another prime candidate smaller than them, which first turns into
prime and kills them.
Now an adversary could try to argue, that while going on with splitting
we never reach the surviving twin prime candidates. Well, this would imply
that all twin heads would be gathered in the upper part of the hydra and no
twin heads in the lower part of the hydra. In other words: when splitting a
hydra with prime p the adversary would need a magical mechanism moving
the twin prime candidates upwards, i.e. kill them in the current hydra and
lets survive them in the (p − 1) new parts of the next hydra. But this is
not how the modulus function works. The killings of the modulus function
are distributed evenly – with one exception: there are no additional killings
between p and p2. Thus, instead of the suspected higher killing density close
to the currently harvested primes, we have actually lower killing density
there. From this density in the killings it follows that the density of the
twin prime candidates is evenly distributed, with somewhat higher density
close to the currently harvested primes. Since the twin prime candidates
do not move, this implies that with splitting we eventually harvest the next
twin prime. To be more precise: we eventually harvest the lower of the two
primes p in the pair, and because p+2 < p2, p cannot kill its upper candidate
partner, such that we also harvest the upper one – and thus both.
Proof that there are infinitely many twin primes by contradiction. Suppose for
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contradiction that there exists a finite set of twin primes. Take the greatest
prime p of these twin primes and consider the associated hydra which was
split by all primes up to p. Further splitting this hydra eventually harvests
yet another pair of twin primes. Thus any finite set of twin primes is not
finite.
Proof that there are infinitely many twin primes by induction. Let T repre-
sent an initially empty set of twin primes, P the set of primes {2, 3} andH(P )
its associated hydra. H(P ) still contains twin prime candidates, which is the
base case. Now in our induction step we continue splitting H(P ) until we
harvest the next pair of twin primes from the hydra. This grows T by one
pair of twin primes and leaves us with a hydra that still contains twin prime
candidates. We can continue growing the set of twin primes forever.
Maillet’s conjecture states, that for each even distance d there exists a
pair of primes with that distance. Note that here ’distance’ does not require
the primes to be consecutive. We prove Maillet’s conjecture using a neat
trick: we first construct an artificial hydra that has a pair of alive snakes
with the desired distance, then we split this hydra into a hydra which arises
naturally. A natural hydra is a hydra that has been obtained from the root
hydra by splitting it with a natural set of primes, i.e, all primes from 2 up
to a certain prime p. The sequence of the splitting does not matter. An
artificial hydra is a hydra that has been obtained by using an artificial set
of primes, i.e. a set of primes that is incomplete in the sense that not all
primes up to the greatest prime are included.
In order to construct an artificial hydra with alive snakes at even dis-
tance d we just search for the smallest prime p ≥ (d/2 + 1) and split the
root hydra using 2 and p. The two snakes with heads 1 and 2p − 1 are
always alive, their distance is 2p − 2 ≥ d. For example for distance 12 we
search for a prime greater or equal to 12/2 + 1 = 7. Splitting the root hydra
by 2 and 7 gives us a pair of snakes with distance 12: with heads in 1 and 13.
Once we have the desired artificial hydra with distance d, we split it using
all primes between 2 and p. Splitting with primes 3 and 5 will multiply the
number of pairs of snakes. The resulting hydra has been split by a natural
set of primes – it is a natural hydra – and contains pairs of snakes with
distance d. Now we have all tools for proving Maillet’s conjecture, and, as it
turns out, also Kronecker’s conjecture, that there exist infinitely many pairs
of primes with any even distance:
Proof of Maillet’s and Kronecker’s conjectures by hunting hydras. For any even
distance d we can construct a natural hydra that contains at least one pair
of snakes with distance d and thus contains infinitely many pairs of prime
candidates with distance d. Killing those pairs of snakes is impossible and
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results in more such pairs, each of which represents infinitely many pairs of
candidates that turn eventually into pairs of primes with distance d.
In order to prove Polignac’s conjecture, that there are infinitely many
consecutive primes with any even distance ∆, we need to construct an arti-
ficial hydra, that has a pair of snakes with distance ∆ and no other snakes
between them. Its easy to create a hydra that has (∆ − 1) dead snakes in
sequence: we simply need (∆ − 1) primes such that each prime kills one of
the positions between our target pair of snakes but not the target pair itself.
This is achieved if the (∆−1) primes are all greater than ∆. Because half of
the killed positions are even – killed by 2 –, we can actually get away with
fewer primes: the prime 2 plus (∆/2 − 1) primes are sufficient. Finally, as
with Maillet’s conjecture, we take the missing primes smaller than those used
for the artificial hydra and split it by them: this will not reduce but increase
the number of pairs of consecutive snakes, thus we now have a natural hydra
with the desired features.
Proof of Polignac’s conjecture by hunting hydras. For any even distance ∆
we can construct a natural hydra that contains at least one pair of consecutive
snakes with distance ∆ and thus contains infinitely many pairs of consecutive
candidates with distance ∆. Killing those pairs of snakes is impossible and
results in more such pairs, each of which represents infinitely many pairs of
candidates that turn eventually into pairs of primes with distance ∆.
We leave it to the reader to prove Kronecker’s and Polignac’s conjecture
by contradiction or by induction.
6 Visualization of twin primes in hydra recursion
A picture is worth a thousand words. When looking for a suitable visual-
ization for our hydra recursion – our theoretic version of Eratosthenes sieve
– we came across wheel factorization, a technique for speeding up numeri-
cal algorithms for finding primes: it turned out to be closely related to the
hydra. Wheel factorization goes back to an ACM Student Award paper of
Mairson [1977] and was improved and popularized by Pritchard [1981]. Take
a number of primes – say P = {2, 3, 5} – multiply them to k = 30 and plot
the first k = 30 numbers as a wheel, because there are exactly k = 30 com-
binations of the modulus functions in P = {2, 3, 5}, see figure 1. Highlight
the numbers surviving the primes P = {2, 3, 5} in green and gray out those
that can be divided by any of those primes.
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Now plot the next k = 30 numbers (31..60) into the extended wheel, they
have exactly the same combinatorial pattern of modulus functions. There-
fore, when searching for primes, wheel factorization allows skipping dead
candidates and searching only in alive candidates.
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Figure 1: Wheel factorization using primes {2,3,5}. The wheel shows the
heads of the alive snakes, outside the wheel the tails of the snakes, inside
the wheel the distances to the next alive snake, according to Sorenson 1991.
Primes are searched only in alive snakes (green) and search skips over dead
snakes (gray).
Now equate wheel with hydra and spokes with snakes. Think of the wheel
as containing the heads of snakes looking to the center of the wheel, with
their tails forming the extended wheel, actually extending to infinity. This
is a perfect visualization of a single hydra.
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Algorithms for finding primes are (usually) happy with one wheel, and
typically with a small wheel, because large wheels harm the cache efficiency
of the sieve (Sorenson 1991). However, we are here interested in splitting the
hydra until it gets very – infinitely – large. In order to show the recursive
splitting of multiple hydras, we now stop showing the tails, instead we show
heads of multiple hydras in multiple wheels. Let the innermost circle repre-
sent all numbers split by prime 2 into even numbers (upper gray) and odd
numbers (lower green), see figure 2. The next wheel represents this hydra
split further split by prime 3, the third wheel shows the splitting by prime 6
and so on.
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Figure 2: Recursive wheel of hydra recursion up to H(2,3,5,7,11). Each wheel
– from inner to outer – shows the heads of the snakes, alive snakes in green
and dead snakes in gray
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The recursive visualization shows very good which snake descends from
which ancestor snake. We see clearly how the density of prime candidates
remains at a substantial level, because the killing effect of the primes be-
comes weaker and weaker, and because the snakes they kill become thinner
and thinner.
Sorting the hydra wheels by their heads shows better how the number
of alive snakes explodes: for each snake one splitted snakes dies and (p− 1)
snakes survive, see figure 3. This also shows that the prime candidates are
more and more evenly spread across all numbers.
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Figure 3: Prime wheel sorted by heads of all hydras up to H(2,3,5,7,11).
Each wheel – from inner to outer – shows the heads of the snakes, alive
snakes in green and dead snakes in gray
20
Now we highlight all pairs of snakes with distance 2 in red (figure 4).
This shows how splitting pairs of snakes kills exactly two pairs (one member
in each pair) and that p − 2 pairs survive: the number of snakes with twin
prime candidates explodes.
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Figure 4: Twin wheel sorted by heads of all hydras up to H(2,3,5,7,11). Each
wheel – from inner to outer – shows the heads of the snakes, alive pairs of
snakes in red, pairs of snakes with one dead/alive member in dark gray/cyan,
all other alive snakes in green and all other dead snakes in gray
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Now we sort the wheels again by recursion (figure 5). This gives an idea
how the density of twin prime candidates remains at a substantial level,
because the killing effect of the primes becomes weaker and weaker, and be-
cause the snakes they kill become thinner and thinner.
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Figure 5: Twin wheel organized by recursion of all hydras up to H(2,3,5,7,11).
Each wheel – from inner to outer – shows the heads of the snakes, alive
pairs of snakes in red, pairs of snakes with one dead/alive member in dark
gray/cyan, all other alive snakes in green and all other dead snakes in gray
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We close this section with some notes regarding wheel factorization. In
the hydra representation we store just the heads h plus one common wave-
length k. In the wheel one can do the same, but Sorenson (1991) has sug-
gested to store for each head the distance to the next (alive) spoke (figure
1 shows these inside the wheel). Interestingly, Sorensen was well aware that
the distance of the last spoke to the first spoke is always 2, since he initialized
his distance vector with a hardwired 2 (Sorenson 1991, page 9, algorithm W,
step 4). Later, Pritchard [1994] came even closer to the hydra because he
worked with multiple wheels. In his incremental prime number sieve he sug-
gested to start with a small wheel and increase its size at certain steps in his
algorithm. In other words: some wheel factorization use implicit splitting.
In spite of coming that close and being published for decades, it remained
undiscovered, that such recursive partitioning opens the door to a theoretical
sieve and thus the twin prime proof.
Let’s finally mention that M.C. Escher’s woodcut Circle Limit III shows
a circle recursively partitioned from center to the outer edge, filled with four
big fish in the middle and more and more smaller and smaller fish towards
the outer edge.
7 History of hydra and the twins
We all stand on the shoulders of giants. As true as this statement is, whom
those giants are can be quite varying and sometimes surprising. The idea
for attacking the twin prime conjecture with hydras came – although not
randomly – out of the blue. After writing down a first version of this paper
in April, googling a bit led to two surprises. The first surprise was that
Eratosthenes of Kyrene (b276–272 B.C. d194 B.C.) – known as the author
of the prime number sieve – also authored the Catasterismi, which link the
Greek legend of Herakles and the Hydra to the star constellation named the
Great Watersnake. The second surprise was that our hydra method actually
is a sieve technique: The sieve of Eratosthenes is an algorithm eliminating
members from a finite set of prime candidates, the hydra splitting eliminates
partitions from the infinite set of all prime candidates. This is the theoretic
sieve that Nazardonyavi [2012] was asking for, and we have already men-
tioned the close relation to wheel factorization in section 6.
Realizing that the two ideas combined in our solution can be traced back
to one person who lived more than two thousand years ago deserves closer
inspection. Some people assume that the twin prime conjecture was open
at the time of Euclid and Eratosthenes [Hosch, 2013], "which would make it
one of the oldest open problems in mathematics" [McKee, 2013], however
Whereas the conjecture that there are infinitely many twin
23
primes may originate from the time of Euclid and Eratosthenes,
it seems that it appeared first in print in the work of De Polignac
(1849), although in a more general form already. [Pintz, 2009]
Even the very first prime numbers obviously often come in pairs with
distance 2, therefore we agree with Goldstone that:
This is such a natural observation that it is hard to believe
that the Greeks did not discover it. Strangely however, the first
known published reference to this question was made by A. De
Polignac in 1849, who conjectured that there will be infinitely
many prime pairs with any given even difference. Once again,
empirically one can sleep soundly after betting the farm that this
observation is true, but unlike for the infinitude of primes, no one
has found a string of logical reasoning that demonstrates its truth
is built into the structure of the integers. Mathematicians like
challenges, and often give names to challenging unsolved prob-
lems. [Goldston, 2007]
However, we tend to believe that the twin prime conjecture was trivial
and not interesting to Eratosthenes, who was characterized by Geus [2002]
as the "most versatile scholar of the Hellenistic age" who developed from a
philosopher to a mathematical scholar5. .
5German original: Eine ausgewogene Einordnung und Würdigung der Gesamtleistung
des Eratosthenes wird dadurch erschwert, daß er der wohl vielseitigste Gelehrte des hel-
lenistischen Zeitalters war. Eratosthenes leistete auf so unterschiedlichen Gebieten wie
der Dichtung, der Philosophie, der Musiktheorie, der Mathematik, der Astronomie, der
Geographie, der Chronographie, der Philologie und der Geschichtsschreibung Herausra-
gendes. (p. 338)
Seine Versuche, bestimmte Phänomene zu sammeln, verwandte Strukturen ausfindig zu
machen und auf ihre Ursachen und Hintergründe zu reduzieren, ähnelten zwar äußerlich
den Versuchen anderer Philosophen, waren aber nicht von irgendwelchen Schuldogmen
belastet. Wichtiger als Lehrmeinungen wurden für ihn im Laufe der Zeit wissenschaftliche
Theorien, Axiome und Definitionen. [...] Trotzdem ist er kaum als Mathematiker ersten
Ranges zu bezeichnen. Seine herausragende Begabung lag anderswo. Bei Eratosthenes
stand die Anwendung der Mathematik auf verschiedene Wissensbereiche im Vordergrund.
[...] Selbst seine Dichtungen beschäftigen sich mit wissenschaftlichen, im engeren Sinn
mathematisch-astronomischen Themen. [...] Die Entwicklung des "geistigen Profils" des
Eratosthenes läßt sich folgendermaßen umreißen: Der von Platon begeisterte Dichter und
Philosoph entwickelte sich über den mathematisch ausgewiesenen Astronomen und Ge-
ographen zum historisch arbeitenden Philologen. Diese Genese spiegelt auch die generelle
kulturelle Tendenz dieser Zeit wider. Die Entwicklung der spätklassischen Philosophie zur
hellenistischen Wissenschaft fand in Eratosthenes ihren ersten und wahrscheinlich wichtig-
sten Kulminationspunkt. (p. 340f)
Überhaupt gewinnt man beim Vergleich der weit verstreuten Fragmente den Eindruck,
daß der Platonikos des Eratosthenes in mathematischen und musiktheoretischen Kreisen
als Standardwerk galt [...] Es war also der Platonikos, der ihm seine Reputation als
Mathematiker eingetragen hat – allerdings als Mathematiker mit philosophischer Ausrich-
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According to Geus [2002], Eratosthenes did not invent the prime sieve
algorithm but popularized it by naming it a ’sieve’ (p. 189). In a similar
way this creative interdisciplinary thinker was making connections between
seemingly distant topics. In his Catasterismi he connected well known Hel-
lenic myths with well known star constellations, amongst them the myth
of Heracles and the Lernaean Hydra connected with the star constellation
called Great Watersnake (or Hydra thereafter, Geus, 2002, p. 217).
The word ’Hydra’ is related to the Greek word ’Hydros’ for water. The
name ’Lerna’ is suggested to be connected with the Hattic plural prefix ’le-’
plus ’arinna’, ’arna’ which means ’spring’, ’pool’, ’well’, ’source’6. A ’hydria’
(plural ’hydriai’) is a type of Greek pottery used for carrying water. The
hydria has three handles.
In Greek mythology, the Lernaean Hydra was an ancient nameless serpent-
like chthonic water beast that possessed numerous heads – the poets mention
more heads than the vase-painters could paint – and poisonous breath (Hy-
ginus, 30). In the myth Heracles tried to chop of the hydras heads, but for
each head he cut off several new ones grew.
Lerna was the site of the myth of the Danaids. The region was not only
full of springs but also featured a bottomlessly deep lake. Beneath the waters
was an entrance to the Underworld, and the Hydra was its guardian (Kerenyi
1959, p. 143...). The Hydra was said to be the sibling of the Nemean Lion,
the Chimaera and Cerberus. Cerberus was the watch-dog of Hades, whose
duty it was to guard the entrance and was also known to have multiple heads
(usually three). Lerna was used as a cemetery during the Mycenaean age,
but was abandoned about 1250 BC.
tung. Nicht zufällig hat Archimedes seinen Briefpartner Eratosthenes als "vortrefflichen
Gelehrten, der in der Philosophie eine bemerkenswerte Spitzenstellung einnimmt und in
den mathematischen Wissenschaften, wenn sich der Fall ergibt, die Theorie zu schätzen
weiß" (p. 194)
daß er auf den Titel "Philosoph", den die Mitglieder des Museions zu führen pflegten,
verzichtete. Selbstbewußt bezeichnete er sich – als erster Gelehrter überhaupt – als
"Philologe" [...] hat sich Eratosthenes eine gewisse Distanz zu den anderen "Philosophen"
am Museion bewahrt. Wahrscheinlich fungierte er deshalb – und nicht nur aufgrund
seiner überragenden intellektuellen Fähigkeiten – als Mittels- und Vertrauensmann des
Archimedes von Syrakus zu den Mathematikern in Alexandria. (p. 39)
Eratosthenes starb den Tod des Philosophen. Nach dem Bericht der Suda verweigerte
er wegen des Nachlassens seiner Sehkraft die Nahrung. (p.41)
6This and the following information about Greek myths are taken from Wikipedia if
not otherwise indicated
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Figure 6: Herakles and the Hydra Water Jar (Etruscan, 525 BC)
By Eagle PainterDave & Margie Hill / Kleerup (Flickr: Getty Villa - Col-
lection) [CC-BY-SA-2.0(http://creativecommons.org/licenses/by-sa/
2.0)], via Wikimedia Commons at http://commons.wikimedia.org/wiki/
Category:Getty_Villa_83.AE.346
26
There is no limit to the depth of the Alcyonian Lake, and I
know of nobody who by any contrivance has been able to reach
the bottom of it since not even Nero, who had ropes made several
stades long and fastened them together, tying lead to them, and
omitting nothing that might help his experiment, was able to
discover any limit to its depth. This, too, I heard. The water
of the lake is, to all appearance, calm and quiet but, although
it is such to look at, every swimmer who ventures to cross it is
dragged down, sucked into the depths, and swept away.
–Pausanias, 2.37.4.
In summary, like the water in which it lives, the hydra undoubtedly
symbolizes eternity and infinity : the eternity of death because of its dead-
liness and as guardian of the underworld, the eternity of life because of its
unkillability, and as a logical consequence infinity because of its potential
for infinitely many heads (and an infinitely long tail). Furthermore we can
see the lake symbolizing infinitely deep recursion, although we don’t know
whether the concept of recursion and its depth was known to Eratosthenes.
Now, what has all this to do with problem solving and proving prime prop-
erties?
Cognitive psychologists hold that metaphors play a crucial role in think-
ing (and understanding) and that those metaphors are deeply rooted in di-
rect human experience, primarily the human body but also the immediate
world around us: animals, plants, weather and the four elements. A stan-
dard reference is "Women, fire, and dangerous things" [Lakoff, 1987], see
also more recently "Surfaces and Essences: Analogy as the Fuel and Fire of
Thinking" [Hofstadter and Sander, 2013]. One way of looking at metaphoric
thinking is seeing metaphors as objects in the sense of computer science: a
mental representation of some reality together with methods to manipulate
this mental model. Sigmund Freud described ’thinking’ as ’trial action’ on a
low energy level [Freud, 1933] 7. The first takeaway from a computer science
lecture on data structures and algorithms is that good choice of represent-
ing data structures is determining the scaling and often the computability
of the problem at hand. The second takeaway from such lecture is knowing
that approximate heuristics can often result in much improved performance
compared to exact algorithms. Of course inappropriate mental models and
approximate search of solution spaces can have detrimental effects on the
results of thinking. Psychological research by Kahnemann & Tversky has
initially focused on errors in thinking under titles such as intuitive physics,
intuitive statistics and most popular bounded rationality, for which a Nobel
7German original: Das Denken ist ein probeweises Handeln mit kleinen Energiemengen,
ähnlich wie die Verschiebungen kleiner Figuren auf der Landkarte, ehe der Feldherr seine
Truppenmassen in Bewegung setzt
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price was awarded [Kahneman, 2002]. However, more recently authors stress
the surprising efficiency of mental heuristics [Gigerenzer and Todd, 1999].
In case of doubt that metaphors help mathematical thinking and proof,
listen to Thurston [1994]:
How do mathematicians advance human understanding of
mathematics?
[...] Intuition, association, metaphor. People have amazing
facilities for sensing something without knowing where it comes
from (intuition); for sensing that some phenomenon or situation
or object is like something else (association); and for building
and testing connections and comparisons, holding two things in
mind at the same time (metaphor). These facilities are quite
important for mathematics.
[...] Mathematics as we practice it is much more formally com-
plete and precise than other sciences, but it is much less formally
complete and precise for its content than computer programs.
[...] It is not that formal correctness is prohibitively difficult
on a small scale – it’s that there are many possible choices of
formalization on small scales that translate to huge numbers of
interdependent choices in the large. It is quite hard to make these
choices compatible; to do so would certainly entail going back and
rewriting from scratch all old mathematical papers whose results
we depend on.
These remarks have a stunning actuality given the raise of semi-automatic
formal proof systems:
We have distinguished between two types of concern that can
attend a mathematical proof: whether the methods it uses are
appropriate to mathematics and whether the proof itself repre-
sents a correct use of those methods. However, there is yet a
third concern that is often raised – whether a proof delivers an
appropriate understanding of the mathematics in question. It
is in this respect that formal methods are often taken to task;
a formal, symbolic proof is for the most part humanly incom-
prehensible and so does nothing to augment our understanding.
Thurston’s article mentioned earlier added the following caveat:
"...we should recognize that the humanly understandable and
humanly checkable proofs that we actually do are what is most
important to us, and that they are quite different from formal
proofs."
[Avigad and Harrison, 2014]
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To close the circle – yet another metaphor – Salkowski [1912] expressed
similar concern at the same conference where Landau presented his four
’unattackable’ problems. He closes
It is an old thought, which in various forms repeats again and
again and constitutes the inner conviction of all those who devote
themselves to the geometric sciences: that each important geo-
metric truth is in fact simple and easy to prove, if many [truths]
are not yet, they are not yet in their natural context; discovering
this [context] and thus their true foundation is the purpose of
geometric research.8
Before we proceed to defining a useful metaphoric representation of primes,
let us put what we suspected – about Eratosthenes and the twin prime con-
jecture – into a proper conjecture:
Conjecture 7.1. Had Eratosthenes known the importance that we give to
the twin prime conjecture, he would have easily accepted the challenge and
certainly had proven it quickly.
We truly believe that Eratosthenes had all tools at his fingertips needed
for solving the twin prime challenge. The only thing that could have pre-
vented him from doing so is that he seems to have associated water with
continuous concepts rather than with discrete ones, in his metaphoric use of
’flow’ that creates a line from a point, which he sharply contrasted against
the (additive) mechanism that generates all numbers from number one [Geus,
2002]9.
Of course this unproven and probably unprovable conjecture about Er-
atosthenes is a tribute to Gödel, Heisenberg and Escher. The statement that
the conjecture is unprovable is an unproven and probably unprovable con-
jecture itself, as is the current sentence ad infinitum. We promise that this
is the last unproven conjecture in this paper. Its recursive structure leads
us directly towards the definition of our hydra. Of course defining the right
metaphor matters:
8German original: Es ist ein alter Gedanke, der in den verschiedensten Formen immer
wieder von neuem auftritt und die innere Überzeugung aller derer bildet, die sich den
geometrischen Wissenschaften widmen: Daß jede große geometrische Wahrheit im Grunde
einfach ist und daher leicht zu beweisen, wenn viele dies noch nicht sind, so stehen sie noch
nicht in ihrem naturgemäßen Zusammenhang; diesen und damit ihre wahre Grundlage
aufzudecken, ist das Ziel der geometrischen Forschung.
9German original: Es entsteht die Zahl aus der Eins, die Linie aus dem Punkt, das
Verhältnis und die Proportion aus der Gleichheit. (p. 156)
Dieses Entstehen aus den Elementen erfolgt in unterschiedlichen Operationen. Nur die
Zahl entsteht durch Addition. (p. 157)
Die verwaschene Vokabel des "Gehens", die noch in den Gesetzen gebraucht war, wird
von Eratosthenes im Platonikos als "Fließen" konkretisiert und anderen Progressionsarten
wie der Addition und Multiplikation gegenübergestellt. (p. 159)
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Grothendieck had a flair for choosing striking, evocative names
for new concepts; indeed, he saw the act of naming mathematical
objects as an integral part of their discovery, as a way to grasp
them even before they have been entirely understood [Jackson,
2004]
For example, a drip of water can be partitioned recursively very often,
however, this metaphor reduces the remaining amount of water in each drip
and could easily lead to the idea that we reach an indivisible ’atom’. Re-
member that the smallest chemical element is called hydrogen. We have
good reason to believe that water in the context of the Lernaean Hydra has
a different connotation than representing matter. It rather represents the
space in which the Hydra lives and in which it replicates. Note how similar
the water duality of matter and space is to the duality of light as particle
and wave: water is matter, but it is also a medium in which waves can travel.
A good metaphor for infinity are small freshwater polyps which are also
called ’hydra’ (surprise). Freshwater polyps are known for their regenerative
ability. If a hydra is cut in pieces each piece will turn into a perfect hydra.
Here we don’t have a loss of matter, thus we can imagine to recursively split
hydras ad infinitum. However, replicated freshwater polyps loose any over-
arching organization, different from the Lernaean Hydra, which maintains
some organization of split heads connected through a common body and tail.
It’s time to define our own hydra:
Let’s think of a hydra as an organized collection of snakes that fully fill
the waters in which they live, like the fish in M.C. Escher’s woodcut Circle
Limit III ) completely cover the area of the circle. Now let’s get more formal.
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8 Hydra definition and tools
Our hydra metaphor intentionally differs a little bit from the Lernaean Hy-
dra. While the Lernaean Hydra is made up of heads joined in a body followed
by its tail, our prime hydra is made up of snakes (each made up of head and
tail), that only join at the tip of their tails in infinity. Another difference con-
cerns the fight behavior: Heracles chopped off single heads of the Lernaean
Hydra, one after the other; by contrast each prime with one strike chop of
all heads simultaneously (even including the dead ones), and the number of
resurrected snakes is strictly defined through the size of the prime.
P denotes a set of primes, p denotes a single prime; a trailing hyphen
denotes a next element or set and a leading hyphen denotes a previous el-
ement or set, e.g. p’ denotes the next prime and ’P the previous set of
primes. We will use object oriented functional programming notation with
method overloading and supplement our definitions with working code (see
the attached R package ’hydras’) which hopefully clarifies any ambiguities
hopefully not left in the text. For example the generic function P (x) returns
a set of primes, overloaded with two methods such that P (n) returns the
first n primes for n ∈ N0 and P (H) returns the set of primes in hydra H.
Definition 8.1 (snake). Let a ’snake’ s(h, k) be an arithmetic sequence of
equally spaced numbers starting with the ’head’ h, and a ’tail’ t with infinitely
many numbers having distance k to the previous number. k is also denoted
as the ’wavelength’ of the snake.
note. Although a snake represents infinitely many numbers, efficiently rep-
resenting it requires only storage of its head h and its wavelength k (as is
obvious in the defining call s(h, k)). Storing more would be redundant. How-
ever, to further human understanding, we usually print or plot a snake with
some more redundant numbers, e.g. s(1, 2) as 1|3 5 ... and separate the
head by a vertical bar.
Definition 8.2 (hydra). Let a ’hydra’ H(P ) be the collection of k =
∏
p∈P
p
snakes s(h, k) with identical wavelength k and heads h ∈ {1, 2, 3, ..., k}.
Proposition 8.3 (MECE partitioning). The snakes in a hydra are a (M)utually
(E)xclusive and (C)ollectively (E)xhaustive partitioning of the set of all (in-
finitely many) numbers in N1.
Proposition 8.4 (equal snake size). All snakes in a hydra have the same
size, i.e. represent the same share of numbers, i.e. each snake contains every
k-th number due to N1 mod k.
Proposition 8.5 (infinite snake size). Each of the snakes in a hydra repre-
sents infinitely many numbers.
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Definition 8.6 (natural hydra). A hydra H(P ) is called a ’natural’ hydra,
if the set P contains the first |P | primes in their natural order. Otherwise
the hydra is called an ’artificial’ hydra. The function is.natural(H) returns
TRUE if hydra H is natural.
Definition 8.7 (hydra equality10). Two hydras H(P1) and H(P2) are called
’equal’ hydras, if the sets P1 and P2 contain the same primes (regardless of
their order).
Definition 8.8 (dead or alive). A snake s(h, k) in H(P ) is called ’dead’ if
the head h of the snake is divisible by any p ∈ P , i.e. if h mod p = 0 .
Otherwise – if the snake does survive all primes in P – it is called ’alive’.
The function H() represents all (dead and alive snakes), but by default it
returns the alive snakes only. In order to return also the dead snakes we call
H(..., select="all"). The function is.alive(H) returns a logical vector which
is TRUE for all snakes that are alive.
note. This implies that H(...) = H(..., select="all")[is.alive(H(..., select="all"))]
Definition 8.9 (snake order). Snakes s(H) in a hydra H are ordered by their
heads h(s(H)) = h(H). Thus the first snake always refers to s(1, k(H)), the
second snake to s(2, k(H)) etc.
Proposition 8.10 (first snake). The first snake s(1, k) in a hydra H(P ) is
always alive (because 1 is never divisible by any prime in P )
Proposition 8.11 (last snake). The last snake s(k, k) in a hydra H(P ) is
always dead (because k is divisible by all primes in P )
Proposition 8.12 (last alive snake). The last alive snake in a hydra H(P )
is s(k − 1, k) (because it has remainder p− 1 for all primes in P )
Definition 8.13 (first candidates). The numbers in an alive snake s(h, k) in
H(P ) are called ’prime candidates’. Each alive snake has a ’first candidate’
f(s) which is equal to the head h with one exception: since 1 is not prime,
the first candidate of the first snake is 1 + k. The first candidate f(H) of a
hydra H is the first candidate of the second alive snake.
Proposition 8.14 (infinite candidates). Each alive snake represents in-
finitely many prime candidates.
Definition 8.15 (pair of snakes). A set of two different alive snakes s(h1, k)
and s(h2, k) (h1 6= h2) is called a ’pair of snakes’.
10The R-code not only implements the equality operator "=.hydra" but also the multi-
plication operator "*.hydra", however the latter is not needed for the proofs
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Definition 8.16 (consecutive pair of snakes). In a hydra with its snakes
ordered by the size of their heads, a pair of snakes is called ’consecutive’
if there is no other alive snake between them. The last consecutive pair of
snakes in a hydra is {s(l, k), s(1, k)}, where l is the head of the last alive
snake in the hydra.
Definition 8.17 (distance). Let s(h1, k) and s(h2, k) be a pair of snakes
where h1 < h2. We can define two distances between them: the ’head dis-
tance’ dh = h2 − h1 and further the ’wrapped distance’ dw = (h1 + k) − h2.
We say that these two snakes have ’distance’ d if (dh = d or dw = d). We say
that these two snakes have ’consecutive distance’ ∆ if (dh = ∆ or dw = ∆).
Definition 8.18 (pair of candidates). In a pair (or consecutive pair) of
snakes with distance d (or consecutive distance ∆), each pair of numbers
with distance d (or consecutive distance ∆) is called a ’pair of candidates’
with distance d (or consecutive distance ∆).
Proposition 8.19 (infinite pairs of candidates). Each pair (or consecutive
pair) of snakes with distance d (or consecutive distance ∆) represents in-
finitely many pairs of candidates with distance d (or consecutive distance
∆).
Definition 8.20 (root hydra). Let H() denote a function returning the first
hydra the ’root hydra’, containing the single snake s(1, 1).
Algorithm 8.21 (hydra split). Let the ’hydra split’ H(H, p′) be a function
that splits each old snake in H into p′ new snakes, where p′ is a prime not in
P (H). The new snakes have as heads the first p′ numbers of each old snake
s(H). The new hydra H ′ has k′ = k(H) ∗ p′ snakes with wavelength k′ and
its set of primes is P (H ′) = P ′(H) = {P (H), p}.
Proposition 8.22 (modulus split). Each new snake in algorithm 8.21 rep-
resents all those numbers x of the respective old snake s(., k) that have the
same remainder x mod p′, because p′ was defined to be co-prime with all P
and thus co-prime with k.
note. For splitting we outer loop over the p′ elements and inner loop over
the snakes, which makes sure the new heads are sorted without the typical
O(k′ · log(k′)) cost of sorting.
Definition 8.23 (next prime). Let p′(H(P )) denote a function returning
the ’next prime’, i.e. the smallest prime not in P .
Corollary 8.24 (first candidate). The first candidate of the hydra, min(f(H))) =
f(H)[1] = h(H)[2] is the next prime p′ given the primes P defining hydra
H(P ).
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Proof. All alive snakes in H(P ) represent all prime candidates surviving the
primes P . All those candidates turn into primes unless they are killed by
primes greater than p and smaller than themselves. Since the first candidate
f(H)[1] survived all primes in P and since there is no other prime candidate
before the first candidate that could still kill it, the first candidate must be
prime.
Algorithm 8.25 (hydra recursion). Let the ’hydra recursion’ H(H) be a
function that determines the next prime p′(H) and splits H using p′ by calling
the split function with H(H, p′).
Corollary 8.26 (recursive number of snakes). The hydra recursion from
H(P ) to H(H(P )) increases the total number of snakes
k(H(H(P ))) = k(H(P )) · p′ (8.1)
Proof. Follows from algorithms 8.21 and 8.25
Corollary 8.27 (number of snakes). The total number of (dead of alive)
snakes in H(P ) is
k(H(P )) =
∏
p∈P
p (8.2)
Proof. Follows by induction: the base case has one snake in the root hydra
(definition 8.20) and according to statement 8.26 we multiply with each prime
by which the hydra is split (induction step).
note. k(H(P )) is the number of combinations of all remainders of all primes
in the hydra because of statement 8.22, also known as primorial.
Corollary 8.28 (recursive number of alive snakes). The hydra recursion
from H(P ) to H(H(P )) increases the number of alive snakes
k1(H(H(P ))) = k1(H(P )) · (p′ − 1) (8.3)
Proof. Following statement 8.22 algorithm 8.21 each old snake s(., k) is split
into p′ new snakes where each new snake represents all numbers x of the
old snake that have the same remainder x mod p′. Therefore one of the
new snakes has x mod p′ = 0 and thus is dead, all other new snakes have x
mod p′ > 0 and thus are alive.
Corollary 8.29 (number of alive snakes). The total number of alive snakes
in H(P ) is
k1(H(P )) =
∏
p∈P
(p− 1) (8.4)
Proof. Follows by induction: the base case has one snake in the root hydra
(definition 8.20) and according to statement 8.28 we multiply for each prime
with (p− 1) (induction step).
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Corollary 8.30 (recursive number of pairs of snakes). The hydra recursion
from H(P ) to H(H(P )) increases the number of (alive) pairs of snakes
k2(H(H(P ))) ≥ k2(H(P )) · (p′ − 2) (8.5)
Proof. Following statement 8.22 algorithm 8.21 each old snake s(., k) is split
into p′ new snakes where each new snake represents all numbers x of the old
snake that have the same x mod p′. For an pair of old snakes {lower snake,
upper snake} we obtain p′ pairs of new snakes, i.e. p′ new lower snakes and
p′ new upper snakes. One of the new lower snakes has x mod p′ = 0 and
thus is dead and one of the new upper snakes has x mod p′ = 0 and thus is
dead. If the two dead snakes are members of the same pair, one pair dies,
otherwise two pairs die. Therefore, out of p′ new pairs, at most 2 die and at
least (p′ − 2) survive.
Corollary 8.31 (recursive number of twins of snakes). The hydra recursion
from H(P ) to H(H(P )) increases the number of (alive) pairs of snakes with
distance 2
k2(H(H(P ))) = k2(H(P )) · (p′ − 2) (8.6)
Proof. Follows from statement 8.30 and the fact that each prime p > 2
cannot kill both snakes in the same pair.
Corollary 8.32 (number of pairs of snakes). Let Q be a subset of the primes
in P such that hydra H(Q) contains q2 disjunct pairs of snakes of interest.
Then the number of (alive) such pairs of snakes in H(P ) is
k2(H(P )) ≥ q2 ·
∏
p∈P\Q
(p− 2) (8.7)
Proof. Follows by induction: the base case has q2 pairs of snakes in H(Q)
and according to statement 8.30 we multiply for each further prime with
(p− 2) or more (induction step).
Corollary 8.33 (number of twins of snakes). Let Q = {2, 3} be a subset of
the primes in P , then hydra H(Q) contains 1 pair of snakes with distance 2
and the number of (alive) such pairs of snakes in H(P ) is
k2(H(P )) =
∏
p∈P\Q
(p− 2) (8.8)
Proof. Follows by induction: the base case has one pair of snakes in H(Q):
s(1, 6) and s(5, 6) with consecutive distances 5 − 1 = 4 and 7 − 5 = 2.
According to statement 8.31 we multiply for each further prime with (p− 2)
(induction step).
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Definition 8.34 (recursive indexing). We use the following notation for the
identification of a snake h within hydra H: for each p ∈ P (H) calculate h
mod p and concatenate the reminders by a dot to obtain the recursive index
i. Let’s denote a set of those indices by I. Then H[I] returns a hydra with
the selected snakes i ∈ I and H[i] returns a hydra with the snake identified
by i. For brevity in the paper we abbreviate the notation s(H[i]) to s(i) if
the hydra context is clear 11.
Definition 8.35 (function glossary). Here is a list of the most important
functions for hydra objects that we use throughout the paper, for full docu-
mentation see the R package ’hydras’.
H() returns a hydra (by default alive snakes only)
H[] returns a hydra with selected snakes only
P() returns the set of primes in a hydra
p() returns the greatest prime in a hydra
p’() returns the next prime (not yet in a hydra)
s() returns the snakes in a hydra
k() returns the number of snakes (equals wavelength) of the hydra
k1() returns the number of alive snakes in a hydra
k2() returns the number of pairs of snakes, by default with distance 2 (re-
member that pairs are defined to be alive)
h() returns the heads of the snakes in a hydra
f() returns the first candidates of all snakes in a hydra
11This is not (and cannot be) implemented in software because a single snake misses
the context of the primes P (H). Thus s(1.2.4) is a short form for s(H[”1.2.4”])
36
9 Hydra examples with R
The functional language R [R Core Team, 2014] goes back to Scheme which
is related to Lisp: those languages are especially suited to express the re-
cursive functions we need here. An identifier followed by brackets such as
funcname(...) denotes a function call of function funcname with some ar-
gument(s) .... Functions may return objects of specific classes (such as
’hydra’) and may be overloaded, i.e. adjust to the class of the (first) argu-
ment. In R curly brackets are reserved for expression lists, the set of primes
{2,3} is in R represented as vector c(2,3) or as list list(2,3). R uses base-
one indexing allowing for negative indices, thus in the text {4, 5, 6}[1] = 4
and in R c(4,5,6)[1] == 4 and c(4,5,6)[-1] == c(5,6).
Our function P(n) returns the first n primes and the overloading in P(H)
returns the set of primes in hydra H. Therefore we have
P(H(P(2))) == c(2,3)
Our function p(n) gives the n-th prime and overloading p(H) gives the great-
est prime in P(H), thus
p(2) == p(H(P(2))) == 3
Special characters in R function names require quoting, thus the next prime
p′ is obtained as
"p’"(2) == "p’"(H(P(2))) == 5
The function H() without arguments returns the root hydra
s(1) = 1 | 3 5 ...
A hydra defined on a set of primes – e.g. P(2) – can be defined by a vector
of primes as a single argument H(c(2,3)), or multiple arguments H(2,3), or
via splitting H(H(2),3) or via recursion H(H(H())), therefore the following
are all the same:
H(P(2)) == H(c(2,3)) == H(2,3) == H(H(2),3) == H(H(H()))
and in either case returns a hydra with the two alive snakes
s(1.1) = 1 | 7 13 19 25 ...
s(1.2) = 5 | 11 17 23 29 ...
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and by default the four dead snakes are dropped. Specifying H(2,3, select="all")
returns a hydra with all snakes, note the zero-indices of the four dead snakes:
s(1.1) = 1 | 7 13 19 25 ...
s(0.2) = 2 | 8 14 20 26 ...
s(1.0) = 3 | 9 15 21 27 ...
s(0.1) = 4 | 10 16 22 28 ...
s(1.2) = 5 | 11 17 23 29 ...
s(0.0) = 6 | 12 18 24 30 ...
The number of snakes in the hydra is returned by k(H(2,3)) as six whether
or not we selected for alive snakes only, thus
k(H(2,3)) == k(H(2,3,select ="all")) == 6
The number of alive snakes in the hydra is returned by k1(H(2,3)) as two
whether or not we selected for alive snakes only, thus
k1(H(2,3)) == k1(H(2,3,select ="all")) == 2
The number of pairs of snakes in the hydra is returned by k2(H(2,3)) as 1
because the default for Q is c(2,3) and the default for q2 is 1 (see statement
8.32) .
k2(H(2,3)) == k2(H(2,3), Q=c(2,3), q2=1) == 1
With default select, h(H(2,3)) gives us the alive heads
1.1 1.2
1 5
and f(H(2,3)) gives us the first candidates
1.2 1.1
5 7
of which the first one is the next prime. The consecutive distances between
alive snakes and their consecutive alive snakes are returned by wheeldiff(H(2,3))
as
1.2 -1.1 1.1 -1.2
4 2
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calculated from the heads as 5−1 and (wrapped around) 7−2. The distances
are returned by wheeldist(H(2,3)) as the (k1 by k1) matrix
1.1 1.2
1.1 0 2
1.2 4 0
with dh in the lower triangle and dw in the upper triangle. Let’s look at the
full output of R’s auto-print method for the greater hydra H(2, 3, 5):
H(2, 3, 5)
P(H) = {2, 3, 5} p(H) = 5 p’(H) = 7
k(H) = 30 k1(H) = 8 k2(H) = 3
s(1.1.1) = 1 | 31 61 91 121 151 181 ...
s(1.1.2) = 7 | 37 67 97 127 157 187 ...
s(1.2.1) = 11 | 41 71 101 131 161 191 ...
s(1.1.3) = 13 | 43 73 103 133 163 193 ...
s(1.2.2) = 17 | 47 77 107 137 167 197 ...
s(1.1.4) = 19 | 49 79 109 139 169 199 ...
s(1.2.3) = 23 | 53 83 113 143 173 203 ...
s(1.2.4) = 29 | 59 89 119 149 179 209 ...
The R code contains functions for selecting certain snakes in the hydra,
here we only mention H(..., select="twins") for returning a hydra with
only pairs of snakes that have distance 2. We further support custom select-
ing via R’s subscript mechanism: for example H(2,3,5)["1.1"] returns a
hydra with all snakes who’s recursive index starts with "1.1". Multiple such
specifications can be used, either as a vector like in H(2,3,5)[c("1.1","1.2.1")]
or directly separated by commas as in H(2,3,5)["1.1","1.2.1"].
Calling plot(H(2,3,5)) plots the hydra in figure 7.
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Figure 7: Plot of Hydra H = H(2, 3, 5). Horizontal grid: killing multiples of
primes P. Vertical grid: killing multiples of new prime p′ = 7. Horizontally
connecting dots gives alive snakes in H. The left red rectangle contains their
heads h(H(P )) with the killed head 7 of snake s(7, 30) marked red. For
killing this one snake out of k = 8 we pay with 41 new snakes (black dots
in right rectangle) and now have k′ = 48 snakes. All black prime candidates
survive prime 7 and become heads in the next hydra H ′ = H(2, 3, 5, 7) Only
one candidate out of p′ = 7 per snake (red dots) did not survive prime 7.
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10 Infinitly many primes
We verify our methods by first proving the well known infinity of primes
before we prove the twin prime conjecture in the next section.
Theorem 10.1. There are infinitely many primes.
Proof that there are infinitely many primes by hunting hydras. The root hy-
dra has one alive snake that represents infinitely many prime candidates. We
try to kill all prime candidates by splitting the hydra with primes in their
natural most efficient order. But instead of killing the snake and all prime
candidates, splitting creates more alive snakes following equations 8.3 and
8.4, each of which represents infinitely many prime candidates. Therefore
we are unable to kill all alive snakes and we are always left with infinitely
many prime candidates that turn into primes.
Proof that there are infinitely many primes by contradiction. Suppose for con-
tradiction that there exists a finite set of primes P containing at least prime
2. Then these primes P are contained in the dead snakes of the hydra, but
according to statement 8.24 the alive snakes contain with the first candidate
yet another prime. Thus any finite set of primes is not finite.
Proof that there are infinitely many primes by induction. Let P represent an
initially empty set of primes and H(P ) its associated (root) hydra. H(P )
contains prime candidates, which is the base case. Now in our induction
step we harvest the next prime (the first candidate) from the hydra, which
grows P by one prime and leaves us with the next hydra which still contains
a next prime, according to statement 8.24. We can continue growing the set
of primes forever, i.e. to unlimited size.
So this works perfect, and just for completeness:
Corollary 10.2 (infinitely many snakes). There are infinitely many (alive)
snakes.
Proof. This follows immediately from statement 10.1 and equation 8.4
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11 Twin prime conjecture
Now where we have successfully applied our hydra tool to the infinity of
primes and alive snakes, we can attack the twin prime conjecture. Equation
8.7 in statement 8.32 asks for a set of primes Q that create a hydra of which
we know the number of pairs of interest q2. Hydra H(2, 3) is the first hydra
that has a pair of snakes with distance 2, such that Q = {2, 3} and q2 = 1.
If the (weak) twin prime conjecture is wrong, then we can kill all in-
finitely many pairs of the prime candidates in H(2, 3), however, equation 8.7
says this is impossible. For illustration let’s see what happens once we try
with the most powerful prime we have left: prime 5. It splits the pair of
snakes in h(2, 3) into 5 paired snakes:
status lower snake in pair upper snake in pair
one pair of snakes s(1.2) = s(5, 6) s(1.1) = s(1, 6)
dead paired snakes s(1.2.0) = s(5, 30) s(1.1.2) = s(7, 30)
alive pair of snakes s(1.2.1) = s(11, 30) s(1.1.3) = s(13, 30)
alive pair of snakes s(1.2.2) = s(17, 30) s(1.1.4) = s(19, 30)
dead paired snakes s(1.2.3) = s(23, 30) s(1.1.0) = s(25, 30)
alive pair of snakes s(1.2.4) = s(29, 30) s(1.1.1) = s(1, 30)
Two of those paired snakes contain a zero in their recursive index (because
one of the two snakes in those pairs has h mod 5 = 0) and thus are dead.
Therefore our trial to kill all paired prime candidates using our most power-
ful prime available leaves us with three surviving pairs of snakes instead of
one, as predicted by equation 8.6.
Theorem 11.1 (Twin prime conjecture). There exist infinitely many pairs
of primes {p, p′} for which holds that p′ − p = 2.
Proof that there are infinitely many twin primes by hunting hydras. The hy-
dra split by 2 and 3 has one pair of snakes with distance 2 that represents
infinitely many twin prime candidates. We try to kill all twin prime can-
didates by splitting the hydra with further primes in their natural most
efficient order. But according to equations 8.6 and 8.8, instead of killing the
pair of snakes and all twin prime candidates, this creates more (alive) pairs
of snakes, each of which represents infinitely many twin prime candidates.
Therefore we are unable to kill all pairs of snakes with twin prime candidates
and we are always left with infinitely many twin prime candidates that turn
into twin primes.
Now when turning to a proof by contradiction directly talking about sets
of primes, we find a subtle complication. For each splitting, we do harvest
a prime, but not necessarily a twin prime. We can not even generalize how
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many splittings are needed until we harvest the next twin primes. We only
know that we eventually harvest the next pair of twin primes. Regarding the
infinitude of primes we knew exactly from where to harvest the next prime:
the smallest surviving prime candidate. Regarding twin primes, we cannot
be sure, that the smallest pair of twin primes will survive, because there
could be another prime candidate smaller than them, which first turns into
prime and kills them.
Now an adversary could try to argue, that while going on with splitting
we never reach those twin prime candidates. Well, this would imply that all
twin heads would be gathered in the upper part of the hydra and no twin
heads in the lower part of the hydra. In other words: when splitting a hydra
with prime p the adversary would need a magical mechanism moving the
twin prime candidates upwards, i.e. kill them in the current hydra and lets
survive them in the (p − 1) new parts of the next hydra. But this is not
how the modulus function works. The killings of the modulus function are
distributed evenly – with one exception: there are no additional killings be-
tween p and p2. Thus, instead of the suspected higher killing density close to
the currently harvested primes, we have actually lower killing density there.
From this density in the killings it follows that the density of the twin prime
candidates is evenly distributed, with somewhat higher density close to the
currently harvested primes.
Since the twin prime candidates do not move, this implies that with
splitting we eventually harvest the next twin prime. To be more precise: we
eventually harvest the lower of the two primes p in the pair, and because
p + 2 < p2, p cannot kill its upper candidate partner, such that we also
harvest the upper one – and thus both.
Proof that there are infinitely many twin primes by contradiction. Suppose for
contradiction that there exists a finite set of twin primes. Take the greatest
prime p of these twin primes and consider the associated hydra which was
split by all primes up to p. Further splitting this hydra eventually harvests
yet another pair of twin primes. Thus any finite set of twin primes is not
finite.
Proof that there are infinitely many twin primes by induction. Let T repre-
sent an initially empty set of twin primes, P the set of primes {2, 3} and
H(P ) its associated hydra. H(P ) contains twin prime candidates, which is
the base case. Now in our induction step we continue splitting H(P ) until
we harvest the next pair of twin primes from the hydra. This grows T by one
pair of twin primes and leaves us with a hydra that still contains twin prime
candidates. We can continue growing the set of twin primes forever.
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note. This is what everybody expected: prime 2 was only able to kill all even
numbers having distance 2, but not the odd ones. If it were possible to kill
also all odd numbers, this would have required re-using prime 2. Since re-
using primes (same wavelength but different head) is forbidden, we had to
fall back to using prime 3, which made things worse. The infinity of primes
implies that no prime or combination of primes is able to kill all pairs of
prime candidates, and thus some infinitely many of them survive as prime.
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12 Kronecker’s conjecture
In this section we prove Maillet’s conjecture: that for each even distance d
there exists a pair of primes, and also Kronecker’s conjecture that there are
infinitely many primes with arbitrary even distance d. The key to Maillet’s
conjecture is the creation of an artificial hydra that contains at least one pair
of snakes with distance d and then showing that we can find a natural hydra
that contains descendants of this pair and continues to contain such pairs on
further recursion.
Consider the following algorithm for finding a pair of snakes with arbi-
trary even distance d:
Algorithm 12.1 (Create hydra with even distance d). Find the first prime
pd ≥ d/2 + 1 and split the root hydra with 2 and this prime. This gives
an artificial hydra H(2, pd) containing even distances between heads up to
d ≤ 2pd − 2. Then use the hydra recursion to split with all missing primes
... between 2 and pd to obtain hydra H(2, pd, ...) equal to the natural hydra
H(2, ..., pd).
Lemma 12.2 (Algorithm 12.1 creates distance d). For each even distance d
algorithm 12.1 guarantees existence of a natural hydra H(2, ..., pd) that has
at least one pair of snakes with even distance d.
Proof. In a hydra H(2, pd) the greatest surviving snake is s(2pd − 1, 2pd)
and the smallest is s(1, 2pd). Thus the biggest distance is 2pd− 2 ≥ d which
transforms to pd ≥ d/2 + 1. Splitting the hydra with further primes ...
will never reduce the number of pairs of snakes according to 8.5. According
to definition 8.7, the artificial hydra H(2, pd, ...) equals the natural hydra
H(2, ..., pd).
Theorem 12.3 (Maillet’s conjecture). For each even distance d there exists
at least one pair of primes {p, p′} for which holds that d = p′ − p.
Theorem 12.4 (Kronecker’s conjecture). For each even distance d there
exist infinitely many pairs of primes {p, p′} for which holds that d = p′ − p.
Proof of Maillet’s and Kronecker’s conjecture by hunting hydras. For any ar-
bitrary even distance d according to statement 12.2, algorithm 12.1 allows us
to construct a natural hydra H(2, ..., pd) with one or more pairs of snakes of
that distance. This implies that pairs of snakes with any distance d arise in
natural hydras. Equations 8.5 and 8.7 show that it is impossible to kill any
such pairs of snakes, instead even more pairs of snakes arise. Each surviving
pair of snakes contains infinitely many pairs of candidates, which implies
that an infinite number of pairs of candidates eventually survive as pairs of
primes with distance d.
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As an example take d = 12. Because 12/2 + 1 = 7 we first create hydra
H(2, 7) which is
Listing 1: H(2,7)
H(2, 7)
P(H) = {2, 7} p(H) = 7 p’(H) = 3
k(H) = 14 k1(H) = 6 k2(H) = NA
pair -> s(1.1) = 1 | 15 29 ...
s(1.3) = 3 | 17 31 ...
s(1.5) = 5 | 19 33 ...
s(1.2) = 9 | 23 37 ...
s(1.4) = 11 | 25 39 ...
pair -> s(1.6) = 13 | 27 41 ...
with distance matrix
Listing 2: wheeldist(H(2,7))
1.1 1.3 1.5 1.2 1.4 1.6
1.1 0 12 10 6 4 2
1.3 2 0 12 8 6 4
1.5 4 2 0 10 8 6
1.2 8 6 4 0 12 10
1.4 10 8 6 2 0 12
1.6 12 10 8 4 2 0
Now for morphing this into a hydra equal to a natural hydra we split by
prime 3 and trace the descendants of snakes s(1.1) and s(1.6)
Listing 3: ]H(2,7,3)["1.1","1.6"]
H(2, 7, 3)
P(H) = {2, 7, 3} p(H) = 3
p’(H) = 11
k(H) = 42 k1(H) = 12 k2(H) = 5
s(1.1.1) = 1 | 43 85 127 169 211 253 295 337 379 421 ...
s(1.6.1) = 13 | 55 97 139 181 223 265 307 349 391 433 ...
s(1.1.2) = 29 | 71 113 155 197 239 281 323 365 407 449 ...
s(1.6.2) = 41 | 83 125 167 209 251 293 335 377 419 461 ...
Here we have a case where the two dying snakes s(15, 42) and s(27, 42)
belong to the same pair such that the p′ − 2 in equation 8.5 turns into
p′ − 1 ≡ 3− 1 = 2 and prime 3 doubles the number of pairs.
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Finally splitting by prime 5 as expected multiplies the number of pairs
by 5− 2 = 3 as can be seen in
Listing 4: Tracing number of pairs of distance 12
> length(select(H(2 ,7)["1.1" ,"1.6"] , "dist", 12))/2
[1] 1
> length(select(H(2 ,7 ,3)["1.1" ,"1.6"] , "dist", 12))/2
[1] 2
> length(select(H(2 ,7 ,3 ,5)["1.1" ,"1.6"] , "dist", 12))/2
[1] 6
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13 Polignac’s conjecture
In this section we prove that for each even distance ∆ there exists a pair of
consecutive primes, and also Polignac’s conjecture that there are infinitely
many consecutive primes with arbitrary even distance ∆.
How can we – similar to the previous section – create a hydra that guar-
antees a consecutive pair of snakes with distance ∆? How do we make sure
there are no other snakes between them? A brute force method is to kill all
(∆−1) positions between them. Consider the following algorithm for finding
a pair of consecutive snakes with arbitrary even consecutive distance ∆:
Algorithm 13.1 (Brute force). Find the first (∆ − 1) primes P∆ ≥ ∆
and split the root hydra by all those primes. This gives an artificial hydra
H(P∆) guaranteed to contain even consecutive distances up to |P∆|+ 1 = ∆.
Then use the hydra recursion to split with all missing primes ... smaller than
min(P∆) to obtain hydra H(P∆, ...) equal to the natural hydra H(..., P∆).
Lemma 13.2 (Algorithm 13.1 creates even distance ∆). For each even dis-
tance ∆, algorithm 13.1 guarantees existence of a natural hydra H(..., P∆)
that has at least one pair of consecutive snakes with even distance ∆.
Proof. In the hydra H(P∆) we find all k =
∏
p∈P∆
p combinations of the |P∆|
modulus functions N1 mod P∆. Amongst them we find the combination
{0, 1, 2, ..., |P∆|− 1}, which corresponds to |P∆| = (∆− 1) consecutive killed
positions. Because of the additional requirement that all primes P∆ ≥ ∆
its is guaranteed that none of these primes can kill another number in this
range and also not in the two surrounding pair positions. Therefore, H(P∆)
contains at least one pair of consecutive alive snakes with distance ∆ and
with (∆ − 1) dead snakes in between. Splitting the hydra with further
primes ... will never reduce the number of pairs of snakes according to 8.5.
According to definition 8.7, the artificial hydra H(P∆, ...) equals the natural
hydra H(..., P∆).
Although any such algorithm is sufficient for the purpose of our proof,
algorithm 13.1 is obviously inefficient because it kills unnecessarily even po-
sitions. We can do with less primes in the hydra by leveraging prime 2:
Algorithm 13.3 (Create hydra with even consecutive distance ∆ ). Find
the first (∆/2− 1) primes P∆ > (∆− 2) and split the root hydra by all those
primes and then by 2. This gives an artificial hydra H(P∆, 2) guaranteed
to contain even consecutive distances up to 2 · |P∆| + 2 = ∆. Then use the
hydra recursion to split with all missing primes ... between 2 and min(P∆)
to obtain a hydra H(P∆, 2, ...) equal to the natural hydra H(2, ..., P∆).
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Lemma 13.4 (Algorithm 13.3 creates even distance ∆). For each even dis-
tance ∆ algorithm 13.3 guarantees existence of a natural hydra H(2, ..., P∆)
that has at least one pair of consecutive snakes with even distance ∆.
Proof. In the hydra H(P∆) we find all k =
∏
p∈P∆
p combinations of the |P∆|
modulus functions N1 mod P∆. Amongst them we find the combination
{0, 2, 4, ..., 2 · (|P∆| − 1)}, which corresponds to |P∆| = ∆/2− 1 killed posi-
tions x with distance 2. After splitting this hydra by prime 2 we obtain all
combinations with x mod 2 = 0 and x mod 2 = 1. That means that we
obtain two sequences with killed positions with distance 2, one of these se-
quences is on even numbers and the other one is on odd numbers. The latter
gives two alternating sequences of (∆/2−1) odd and ∆/2 even dead snakes,
thus (∆ − 1) consecutive dead snakes as desired. Because of the additional
requirement that all primes P∆ > (∆ − 2) its is guaranteed that none of
these primes can kill another number in this range and also not in the two
surrounding pair positions. Therefore, H(P∆) contains at least one pair of
consecutive alive snakes with distance ∆ and with (∆ − 1) dead snakes in
between. Splitting the hydra with further primes ... will never reduce the
number of pairs of snakes according to 8.5. According to definition 8.7, the
artificial hydra H(P∆, 2, ...) equals the natural hydra H(2, ..., P∆).
Theorem 13.5 (Consecutive existence conjecture). For each even distance
∆ there exists at least one pair of consecutive primes {p, p′} for which holds
that ∆ = p′ − p.
Theorem 13.6 (Polignac’s conjecture). For each even distance ∆ there exist
infinitely many pairs of consecutive primes {p, p′} for which holds that ∆ =
p′ − p.
Proof of Consecutive existence and Polignac’s conjecture by hunting hydras.
For any arbitrary even distance ∆ according to statement 13.4 algorithm 13.3
allows us to construct a natural hydra H(2, ..., P∆) with one or more pairs
of consecutive snakes of that distance. This implies that pairs of consecu-
tive snakes with any distance ∆ arise in natural hydras. Equations 8.5 and
8.7 show that it is impossible to kill any such pairs of snakes, instead even
more pairs of snakes arise. Each surviving pair of snakes contains infinitely
many pairs of candidates, which implies that an infinite number of pairs of
candidates eventually survive as pairs of consecutive primes with distance
∆.
49
We close with a small example: for a consecutive distance of ∆ = 6 we
need (∆/2− 1 = 2) primes P∆ > (∆− 2 = 4) plus prime 2 for the artificial
hydra plus the missing primes 3 to make the hydra equal to natural. R
hydras Function Polignac gives us these primes
> Polignac (6)
$artificial
[1] 2 5 7
$natural
[1] 3
We can easily see that the primes 5 and 7 kill two neighbor positions and
thus give consecutive distance 2:
> table(wheeldiff(H(5 ,7)))
1 2 3
15 7 2
Once split by 2 we obtain pairs with consecutive distance 6
> table(wheeldiff(H(5 ,7,2)))
2 4 6
15 7 2
Some of their descendants survive splitting by 3 to make the hydra equal
to natural
> table(wheeldiff(H(5,7,2,3)))
2 4 6 8 10
15 15 14 2 2
And of course creating the natural hydra gives the same consecutive
distances
> table(wheeldiff(H(2,3,5,7)))
2 4 6 8 10
15 15 14 2 2
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14 Discussion
We have presented a data structure (the hydra) and algorithms using this
structure (hydra splitting and hydra recursion), which together help rea-
soning about primes, namely allow for elementary proofs of the twin prime
conjecture and it’s generalized versions of Kronecker and Polignac. To facil-
itate accessibility of the proofs, we have provided them in a formal way, in
pure prose and we have visualized hydra recursion and related it to wheel
factorization.
This paper doesn’t employ higher mathematics for its proofs. It is em-
barrassingly simple. But does this weaken its truth? We think: by contrast.
Reducing complex topics to the simplest possible structure is desirable ac-
cording to Occam’s razor, and achieving this is either luck or an art as the
result of rigorous hard work. Listen to Hilbert:
An old French mathematician said: "A mathematical theory
is not to be considered complete until you have made it so clear
that you can explain it to the first man whom you meet on the
street." This clearness and ease of comprehension, here insisted
on for a mathematical theory, I should still more demand for a
mathematical problem if it is to be perfect; for what is clear and
easily comprehended attracts, the complicated repels us. [...]
Besides it is an error to believe that rigor in the proof is the
enemy of simplicity. On the contrary we find it confirmed by
numerous examples that the rigorous method is at the same time
the simpler and the more easily comprehended. The very effort
for rigor forces us to find out simpler methods of proof. [...] If
we do not succeed in solving a mathematical problem, the reason
frequently consists in our failure to recognize the more general
standpoint from which the problem before us appears only as
a single link in a chain of related problems. After finding this
standpoint, not only is this problem frequently more accessible
to our investigation, but at the same time we come into possession
of a method which is applicable also to related problems.
[Hilbert, 1900]
The most striking in our hunting hydras proof is the complete absence
of any reference to the density of the primes, which it shares with Euclid’s
proof of the infinity of the primes. For the proofs we have intentionally
avoided the notion of density and debatable concepts such as probability or
even Bayesian probability. In the following we therefore discuss both, the
relation to Euclid’s proof and what to learn from from hydras about prime
densities.
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20th century authors have tended to classify Euclid’s proof as ’by con-
tradiction’, for example Hardy:
I can hardly do better than go back to the Greeks. I will
state and prove two of the famous theorems of Greek mathe-
matics. They are ’simple’ theorems, simple both in idea and in
execution, but there is no doubt at all about their being theorems
of the highest class. Each is as fresh and significant as when it
has discovered – two thousand years have not written a wrinkle
on either of them. [...] This contradicts our hypothesis, that
there is no prime greater than P; and therefore this hypothesis is
false. The proof is by reductio ad absurdum, and reductio ad ab-
surdum, which Euclid loved so much, is one of a mathematician’s
finest weapons. It is a far finer gambit than any chess gambit:
a chess player may offer the sacrifice of a pawn or even a piece,
but a mathematician offers the game.
[Hardy, 1940, p. 18ff]
However, although Hardy praises Euclid’s proof and the reductio ad ab-
surdum, this presentation does not fully convey the structure of the proof.
The English translation of Euclid’s proof by Heath [1956] is available online
and – if it’s correct – reveals that the assumption of a finite set of primes does
not just lead to some contradiction, it leads to showing that for any finite
set of primes – say {a, b, c} – there exists yet another prime12, which leans
towards a constructive proof by induction. However, Euclid’s challenge was
that he could not construct this new prime. Instead of offering the complete
game and turn it into a proof by contradiction13, he used an elegant trick: he
introduced a case distinction that in the first branch (a·b·c+d is prime) gave
him the construction of the new prime for free, and deferred the challenge
to the second branch. This is a psychological14 trick which gives the reader
the impression that the problem of construction ’only’ exists in the second
branch, because it directs the readers attention away from the fact, that the
construction in the first branch was by assumption. However, in the second
branch (a ·b ·c+d is not prime) the challenge cannot be deferred any further.
Here Euclid – instead of plugging-in a method for factorization and opening
a can of worms – he closed the proof via reductio ad absurdum. Very clever.
In summary, Euclid’s proof teaches us that we always can find yet another
prime (outer structure), but that it is difficult to name an algorithm to find
that other prime (inner structure of second branch).
12this is what both branches of Euclid’s proof conclude
13This could be done by relying on a lemma that states that all numbers have one or
more prime factors
14it is also a didactic move avoiding the frequent misconception that a · b · c+1 is always
prime
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Our proof by hunting hydras shares with Euclid’s proof that it can be
interpreted as a proof by contradiction (no finite set of primes can kill all
prime candidates) but that it goes beyond just leading into some contradic-
tion. The hunting hydra proof starts on the premise, that all numbers are
already there (can be generated without any primes, 4.1), which implies that
all primes are already there. The proof then continues with statement 4.4
that all numbers are primes unless killed by smaller primes. This is not a
trick, it is appropriate given that the definition of the primes is a diagnosis
by exclusion of other factors. Consequently, before we start the recursion,
the root hydra has infinitely many prime candidates, which means that the
set of primes extracted so far is empty and the number of remaining prime
candidates – and thus primes – are infinite. As the hydra recursion proceeds,
we extract more and more primes, but the number of prime candidates re-
mains infinite.
Note that this is a very Bayesian perspective: the primes are already
there, what is not there is our knowledge about which numbers are prime.
As the recursion proceeds we check our reasoning conditional on growing
knowledge, and the conclusion remains the same: there are infinitely many
prime candidates and thus primes. An adversary might argue that we cheat
because we start with infinitely many primes. Well, it’s true that the infinity
of primes is engraved into the very definition of the primes. We have done
nothing else than explaining the consequences of their definition.
So far it might appear, that we have – aside of the fact that our proof
methodology has the advantage that it can be applied to the twin prime
conjecture – just provided yet another proof of the infinitude of the primes.
Nothing is farther from the truth than that. The hydra gives us what Eu-
clid’s proof did not give us: a simple rule to construct the next prime. Recall
that if in Euclid’s proof (a · b · c+d) is prime, this prime is not guaranteed to
be the next prime, is just some prime guaranteed to be greater than (a ·b ·c).
The same applies if (a · b ·c+d) is not prime, even worse: it might be smaller
than any of {a, b, c}. Recall that Euclid did not prescribe that his assumed
set of primes be a natural set of primes in the sense of 8.6. Neither did he
prescribe that d = 115.
Allowing for an artificial set of primes does not harm in Euclid’s proof,
because there is anyhow no guarantee the the primes are found in their nat-
ural order when going into the difficulty of searching the factors. This is
different in the hydra. The hunting hydra proof also works with splitting
15Many authors have simplified to d = 1, working around the fact, that Euclid did not
explicitly required initially that d /∈ {a, b, c} although d ∈ {a, b, c} breaks his proof. This
might be a translational problem across languages and millenniums
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in artificial order, but even then we obtain the next prime automatically
as the first prime candidate. Recall that in the hydra there is no need to
factorize or search for primes. There is not even a need to sort the candi-
dates. Therefore the hydra recursion is a theoretical sieve, that spits out the
primes in their natural order. The only drawback of the hydra is that it is
not a practical sieve, because memory and runtime16 of the hydra recursion
explode exponentially. But this leads only to a practical limit, not to a prin-
cipal one. Given unlimited resources and time, we could recurse the hydra
forever, thereby enumerating all primes in their natural order.
The fact that the hydra recursion is a sieve that gives us the next prime
can and has been used to generate proofs that replicate Euclid’s outer proof
structure by assuming a natural finite set of primes and then showing the
existence of yet another prime – with the substantial improvement that the
next prime can be named and Euclid’s case distinction becomes superfluous.
This allows for classical proof structures by contradiction and by induction
(see theorem 10.1).
While it was an instructive exercise to use hydra recursion for creating
the two classical proof structures, this was by no means necessary for proving
the conjectures. The hunting hydra proof is a full and parsimonious proof
that easily extends to the twin prime conjecture, Kronecker’s conjecture
and Polignac’s conjecture (theorems 11.1, 12.4, 13.6). For the twin prime
conjecture we have also shown how to construct the classical proofs by shortly
discussing which role the prime density plays and then concluding that for
the proofs it is sufficient to assume that the prime candidates are not moved
from the hydra snakes heads to the hydra snakes tails (which is obvious,
because the modulus functions kill candidates but don’t move them).
The mathematician’s patterns, like the painter’s or the poet’s
must be beautiful; the ideas like the colours or the words, must
fit together in a harmonious way. Beauty is the first test: there
is no permanent place in the world for ugly mathematics
[Hardy, 1940, p. 14]
Our main insight after doing this work is that the primes have a recur-
sive structure. This is what makes our proofs truly different from those of
Furstenberg [1955] and Mercer [2009], who also proved the infinity of primes
with arithmetic sequences.
The hydra recursion has a dual in the prime number theorem (PNT)
which in its simplest and most beautiful form can be written as the recursion
16Interestingly the hydra recursion can even be parallelized
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p′ = p+ log(p) (14.1)
In this equation the worlds of addition and multiplication touch: adding
numbers is adding them and adding their logs is multiplying them. But what
is adding the log of a number to that number? And doing that recursively?
With the same justification that gives equation 14.1 we can also write
p′ = p+ log(p′) (14.2)
where the next prime p′ is defined self-referentially but the logarithms
are not nested anymore. While equation 14.2 can’t be used for calculating p′
directly from p, it is extremely helpful for understanding. Let’s start with yet
another self-referential statement: p represents the accumulated additions of
all the logs of all the primes up to and including p, and equation 14.2 shows
us the moment when the log of the next prime is added. So here is the dual:
k′ = k · p′ (14.3)
This repeats equation 8.1 which recursively gave the number of snakes in
the hydra. k represents the accumulated multiplications of all the primes up
to and including p, and equation 14.3 shows us the moment when the next
prime is multiplied. The dual equates
pˆ = log(k) (14.4)
which gives
eˆ =
p
√
k (14.5)
which is a kind of geometric mean of all multiplied primes, with the dif-
ference, that the primorial k is not factored into |P | but into p = max(P )
factors. Thus the hydra has an almost constant average growth rate of e:
each time Herakles chops off one head, it grows on average 2.72 new heads.
If we want to determine the number of primes up to and including n, we
can either count the hydra recursions while p′ ≤ n where we obtain the next
prime p′ exactly from our theoretical sieve.
pi(n) = |P (H(P ))| where p ∈ P ≤ n (14.6)
Or we can replace p′ in the right side of equation 14.2 by the estimate
pˆ′ = p which gives equation 14.1 and count the number of recursions in the
PNT while pˆ′ ≤ n. In other words: the PNT approximates counting the
number of hydra recursions up to and including n by estimating the next
prime from the previous. Which leads us to the non-recursive version of the
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PNT: it tells us that the integral over an idealized smooth prime density
1/log(n) approximates the true number of primes pi(n) up to a number n:
pˆi(n) =
n∫
n=2
1
log(n)
(14.7)
In contrast to equation 14.7 which fails to capture the non-predictiveness
of the step function pi(n), the hydra in equation 14.6 does contain all infor-
mation about P (H) and thus pi(n) and consequently about its derivative the
prime density. In the hydra, it is obvious to represent densities as relative
snake counts:
If the density of the prime number candidates (equation 8.4) relative to
the odd numbers (equation 8.2) corresponds to twice the smooth density of
the primes according to the PNT∏
p∈P\2
p− 1
p
≡ 2
log(n)
(14.8)
then the density of the twin candidates (equation 8.7) relative to the
prime candidates (equation 8.4) corresponds to the same density∏
p∈P\2
p− 2
p− 1 ≡
2
log(n)
(14.9)
and by multiplying the former with the latter we obtain∏
p∈P\2
p− 2
p
≡ 4
log2(n)
(14.10)
as the density of the twin primes relative to the odd numbers. Note that
we arrived at 4/log2(n) from the PNT without using debatable concepts such
as probability and independence of random events. Primes are not random.
In closing we hope that number theorists quickly embrace our suggestion
to attack some number theoretic conjectures using such simple combina-
torics. We hope this paper does not suffer the faith of Brun’s sieve:
Quite unjustly, Brun’s methods were not recognized immedi-
ately. It seems that mathematicians did not believe that such
elementary methods (Brun’s sieve is basically a combinatorial
tool) could be used to approach such difficult conjectures like
those given above. There is an anecdote that E. Landau did
not read Brun’s paper for a decade because of this superstition.
[Buchert, 2011, p. 46]
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We hope it rather inspires the number theory community: a lot of harder
and interesting work remains to do, for example properly quantifying the
distributional density of pairs of all distances d or of consecutive pairs of
distances ∆. A natural extension of our work would be investigating not
only pairs, but triples of primes or more generally arithmetic progressions of
j primes. Then equation 8.7 turns into
kj(H(P )) ≥ qj ·
∏
p∈P\Q
(p− j) (14.11)
From the fact that the factors (p−j) must not become negative we should
be able to derive which minimum distance d is required to find progressions
of length j. And if we let j grow towards infinity we should be able to get an
elementary proof of the astonishing Green-Tao theorem: there are no limits
to the length and to the number of arithmetic progressions of primes.
Finally there are the big questions at the horizon: can the hydra help
with Goldbach’s conjecture or even the Riemann hypothesis? And if so how?
We believe that Goldbach’s conjecture is ’similar to’ but ’harder than’ the
twin prime conjecture. This is in line with the analysis of Popper and Bartley
[1982]; although Popper’s statements on the twin prime conjecture might be
seen in a different light given our proofs. As always in science, answering
one question generates even more questions.
The supply of problems in mathematics is inexhaustible, and
as soon as one problem is solved numerous others come forth in
its place.
[Hilbert, 1900]
We hope that this paper helps understanding this paradox a bit – maybe
2.72 bits. This is all the hydra is about.
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contributed to this paper:
Kobo Abe, Anna Achmatowa, Douglas Adams, Theodor W. Adorno,
Euklid von Alexandria, Woody Allen, Per Kragh Andersen, Aristóteles,
Johann Sebastian Bach, Richard Wayne Bandler, Matsuo Basho, Gregory
Bateson, Thomas Bayes, Samuel Beckett, Jon Bentley, Eric Berne, Family
Bernoulli, Norbert Bischof, Heinrich Böll, Sebastian Brant, Bertolt Brecht,
Leo Breiman, Michael B. Bucholtz, Michail Afanassjewitsch Bulgakow, Wil-
helm Busch, Lewis Carroll, Nicoletta Ceccoli, Paul Celan, John M. Cham-
bers, Charlie Chaplin, Pafnuty Lvovic Chebyshev, Noam Chomsky, William
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Cleveland, Edgar F. Codd, David Cox, Salvador Dali, Charles Darwin, Amos
Distelblum, Eugen Drewermann, Dietrich Dörner, Friedrich Dürrenmatt,
Bradley Efron, Hans Magnus Enzensberger, Milton H. Erickson, Maurits
Cornelis Escher, Till Eulenspiegel, Leonard Euler, Frank Farrelly, Rainer
Werner Fassbinder, Pierre der Fermat, Leonardo Fibbonacci, Sigmund Freud,
Carl Friedrich Gauß, Kurt Gödel, Robert Gentleman, Gerd Gigerenzer,
Christian Goldbach, Gebrüder Grimm, John Grinder, Jürgen Habermas,
Frank E. Harrell, Heinrich Heine, Werner Heisenberg, Ernest Hemingway,
Edgar Hilsenrath, Tony Hoare, E.T.A. Hoffmann, Douglas R. Hofstadter,
Aldous Huxley, Ross Ihaka, Kazuo Ishiguro, Ernst Jandl, Edwin Thompson
Jaynes, Michael Jung, Franz Kafka, Mauricio Raúl Kagel, Daniel Kahneman,
Christophe Kay, Martin Kersten and Stefan Manegold and Sjoerd Mullender
from the database research group at CWI, Bodo Kirchhoff, Donald E. Knuth,
Wolfgang Koeppen, Lawrence Kohlberg, Andrei Nikolajewitsch Kolmogorow,
Milan Kundera, Eratosthenes von Kyrene, Ronald D. Laing, Lale zu Lale-
burg, Pierre Simon de Laplace, Adrien-Marie Legendre, Jonathan Lethem,
David MacKay, Karl Marx, Groucho Marx, Cecília Meireles, Arthur Miller,
Hieronymus Carl Friedrich von Münchhausen, Haruki Murakami, Vladimir
Nabokov, John Forbes Nash, A. S. Neill, John von Neumann, Friedrich Ni-
etzsche, George Orwell, Blaise Pascal, Grigori Perelman, Giovanni Battista
Pergolesi, Tim Peters, Pablo Picasso, David Pisinger, Platon, Siméon-Denis
Poisson, Ilya Prigogine, Wilhelm Reich, Luke Rhinehart, Rainer Maria Rilke,
Brian Ripley, Philip Roth, Joseph Roth, Peter J. Rousseeuw, Don B. Rubin,
Antoine de Saint-Exupéry, José Saramago, Jean-Paul Sartre, Arno Schmidt,
Arthur Schnitzler, Reinhard Selten, Claude Elwood Shannon, Isaac Bashevis
Singer, Sokrates, Herbert Stachowiak, Rob Tibshirani, Johannes der Täufer,
Edward Tufte, John W. Tukey, Alan Turing, Amos Tversky, Bill Venables,
Paul Wachtel, Günther Wallraf, Martin Walser, Paul Watzlawick, Norbert
Wiener, Oscar Wilde, Banana Yoshimoto, Stefan Zweig.
This list is necessarily subjective and incomplete. There are certainly
many more of whom I’m not aware or whom I have forgotten: my apologies
to all of them.
Of course all errors are mine - hopefully not severe ones.
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