In work the problem of synthesis of mathematical model of stationary process is examined in deterministic statement. It is supposed that the amount of measurements by each variable minimally and coincides with number of variable in model. The some possible variants of statement of such problem are considered. The calculations on real measurements were executed for comparison with known methods.
Introduction
The problem of parameters identification of mathematical models of physical processes in the form of algebraic relations between the initial and final states of the process arises when constructing mathematical models of these processes, in the investigation of optimal or nonstandard regimes of work, etc. [1, 2] . If these parameters are considered as constant, it is implicit that the relationship between the initial and the final states of the process varies little during the time of measurement, of constructing a mathematical model and the syntheses of forecasts (and this change can be ignored). Such physical processes will be called stationary (in the sense they are being repeated).
Mathematical models of the same processes may have different structure and different degree сompliance of reality. Linear mathematical models are the most popular, since any smooth function in a small neighborhood of parameters change is well approximated by a linear dependence. The number of variables of state, which are characterized the investigated process, may be different from one to infinity. However, any number of variables of the mathematical model can not be assumed accurate. Usually the number of variables in the model depends on the degree of their influence on the process under study and on the capabilities of the measuring equipment, which are measured by these variables.
In practice, the identification of parameters of mathematical models based on measurements of the characteristics selected a priori mathematical model, the overwhelming majority of currently represent methods that use statistical characteristics of the measured values [3] [4] [5] . These methods are successfully used in the study of the average characteristics of the physical process, as well as to build a long-term (average) forecast. However, if the identification problems are considered in a stochastic statement, then the class of stationary physical processes should be expanded to include the class of possible physical processes in which the relation between the initial and final states of the process can be variable by averaging of the raw data. Forecast which obtained with help the averaged mathematical model will have only the averaged character. This quality of the forecast does not always satisfy the requirements of practice.
Furthermore, in these methods it is assumed that a mathematical model of communication between the averaged characteristics of the process is linear. This assumption is not founded.
In this paper the different approach to the problem of parameters identification of mathematical models of stationary processes is suggested. This method is suitable for the forecast using a small number of measurements (number of measurements of the characteristics of the process is assumed to be the number of these characteristics) [6] . In this approach, the measurement error has interval type and its value is known [7] .
Statement of Problem
We shall present the problem of synthesis of linear mathematical model with n variables 1 2 , , . . , nrelatively 1 q for number of measurements n, as a problem of the solution of system [6] :
where the operator 2 3 ( , , , , )
p n Az is determined as follows e is the unit vector of dimension n, z is unknown vector of parameters of the mathematical model of the process.
As the measurements of variables 1 2 , , , , , nare received experimentally it is assumed that each measurement , 1 , ij q i j n ≤ ≤ has some error the maximal size of which is known:
where ex ij q is exact measurements of variable ij q . The similar information of measurement errors, as a rule, is known a priori. The statistical characteristics of errors of measurements are unknown.
Let us denoted vector p as vector from space ( 1) . . . . 
where
is the norm of a vector in Euclidean space R n . Let us consider now the set of the solutions of the Equation (3) 
The vector
is possible to interpret as a maximum steady element to the change of the factors not taken into account (most stable part), as the influence of these factors will increase norm of a vector p z [8] . Such a property of the solution p z is especially important if one takes into account that the vector p z further will be used for forecasting real processes (parameter q 1 ).
Consider now the set
Let us consider an extreme problem 
The vector z*∈Q* is an estimation from below of possible solutions of the Equation (3). The statement of the following extreme problem is possible also:
The vector * * sup z Q ∈ has the greatest norm among the solutions of a problem of synthesis on sets Q δ 1 ,p . Models * * sup , z z can be used for short-term forecasting of change of variable q 1 as on the one hand models * * sup , z z are received by a rapid way and on the other hand these models are steadiest to the change of the factors not taken into account.
Except (5), (6) it is possible to examine the following statements of problems: 
Methods of Solution and Test Calculations
For solution of above extreme problem (4) is used Tikhonov regularization method [9] . Extreme problem (4) Table 1) .
In Table 1 , the following notations: q 1 is debt of state administration (billion UAH), q 2 is Ukraine's GDP at constant prices (billion UAH), q 3 is Ukraine's GDP in current prices (billion UAH), q 4 is Inflation, average consumer prices (percent changes), q 5 is the unemployment rate (percentage of total manpower), q 6 is population (million), q 7 is government revenues (billion UAH), q 8 is government expenditure (billion UAH). The size of error in the initial data is taken equal to 0.05
The ultimate goal of parameters identification in this case is the construction of a mathematical model suitable for constructing a stable forecasting the selected stationary process and checking for its adequacy. For this purpose, the data are selected from the Table 1 for 1999 to 2006 and is performed the solution of (6). Regularization parameter is obtained by discrepancy method:
0.01 α = [9] . As a result of calculations the mathematical model of the process was obtained: Comparison of calculations results showed that suggested method gives more adequate mathematical model of process.
Choice of the certain mathematical model is being determined of the specificity of a concrete problem and final goal of use of mathematical model. However the best mathematical model for the forecast can not be determined a priori [8] .
Conclusion
The offered approach to a problem of parameters identification of mathematical models of stationary processes allows expanding a class of the possible solutions (linear mathematical models) up to maximal possible. Some variants of statement of a problem of identification of parameters are considered. The calculations of test examples were obtained.
