In this paper we study the propagation of singularity for Schrödinger-type equations with variable coefficients. We introduce a new notion of wave propagation set, the homogeneous wave front set, and it propagates along straight lines with finite speed away from x = 0. Then we show that it is related to the wave front set in a natural way. These results may be considered as a refinement of the microlocal smoothing property of Craig-Kappeler-Strauss under more general assumptions.
Introduction
For a(x, ξ) ∈ C ∞ (R d × R d ), we denote its Weyl quantization by a w (x, D x ), namely, a w (x, D x )u(x) = (2π)
−d e i(x−y)·ξ a((x + y)/2, ξ)u(y) dydξ
for u ∈ S(R d ). We define the homogeneous wave front set of u ∈ S (R d ) as follows:
Definition 1. Let u ∈ S (R d ). We say (x, ξ) ∈ R 2d \ 0 is not in the homogeneous wave front set of u if there exists a ∈ C ∞ 0 (R 2d ) such that a(x, ξ) = 0 and
for any N ∈ Z + , where · denotes the norm in L 2 (R d ). We denote (x, ξ) / ∈ HWF (u) if this condition is satisfied, and denote the complement by HWF (u).
Note that HWF (u) is a conic set in R 2d \ 0, i.e., if (x, ξ) ∈ HWF (u) then (λx, λξ) ∈ HWF (u) for all λ > 0. Recall that (x, ξ) / ∈ WF (u), ξ = 0, the usual wave front set, if and only if there exists a ∈ C ∞ 0 (R 2d ) such that a(x, ξ) = 0 and
for any N ∈ Z + (see, e.g., Martinez [9] ). Here we present several basic properties of the HWF set, which follow easily from the definition. 
In particular, ifû(ξ) decays rapidly as |ξ| → ∞ then HWF (u) ⊂ R d × {0}.
We consider Schrödinger operator with variable coefficients:
where
Assumption A. a jk (x) and V (x) are smooth R-valued functions, and (a jk (x)) is positive definite for each x. Moreover, there exist µ > 0 and ν < 2 such that for any α ∈ Z d + ,
.g., [11] Vol. 2), and we denote the unique self-adjoint extension by the same symbol H. The solution to the Schrödinger equation:
with initial condition:
, then the HWF set propagates along the classical trajectory:
where u(t) = e −itH u 0 with u 0 ∈ L 2 (R d ), and τ t (·) is the free classical flow given by
This theorem is proved by a standard method in the theory of hyperbolic equations, and we prove it in a generalized form in Section 3. The author learned this proof from S. Doi (Osaka University). Combining this with Proposition 1, we have the following microlocal smoothing property:
In general, the HWF set of solution to Schrödinger equation propagates along free classical trajectories, possibly except for x = 0:
This result is proved by a standard Egorov-type argument, and the detail is given in Appendix A. When the trajectory hits the origin, the situation becomes more complicated. Let
a jk (x)ξ j ξ k be the symbol of H 0 . For (x, ξ) ∈ R 2d , we denote the solution to the Hamilton equation:
with initial condition y(0) = x, η(0) = y by y(t, x, ξ) and η(t, x, ξ).
If (x, ξ) is forward nontrapping, then ξ = 0 and it is well-known that there exists an asymptotic momentum:
Our main result is the following propagation of regularity from the HWF set at t = t 0 to the wave front set at t = 0: 
Combining this with Proposition 1, we obtain the following generalization of Corollary 3, which is also a generalization of the microlocal smoothing property of Craig-Kappler-Strauss [1] to the long-range perturbation: 
We discuss generalizations of these results in a Sobolev-type setting in Section 3.
It has been known for long time that the local decay of initial condition of a solution to (free) Schrödinger equation implies the regularity of the solution for positive or negative time. Typical results are the Strichartz estimate [15] , and Sjölin's estimate [14] , and such estimates have been widely used in the analysis of nonlinear Schrödinger equations. More general smoothing effect for nonlinear equations was studied by, e.g., Kenig, Ponce, Vega [8] , Hayashi, Kato [5] . Yamazaki [17] studied microlocal smoothing property for linear dispersive evolution equations with constant principal coefficients. See [1] for more literature.
Microlocal properties of solutions to Schrödinger-type equations with variable principal terms were studied by Craig, Kappeler, Strauss [1] , Doi [3, 4] , and Robbiano-Zuily [12] among others. These papers generally prove results similar to Corollary 6. Our main result differs from these in that it gives a time-dependent condition to imply microlocal smoothness. Wunsch [16] introduced the quadratic-scattering wave front set for solutions to Schrödinger equations defined on compact manifolds with a "scattering metric" at the boundary (see also [13] ). The notion of the quadratic scattering wave front set seems to be related to the HWF set, but it is not clear to the author at the moment. We also mention a paper by Zelditch [18] , in which he introduced a geometirc point of view to the analysis of singularity which is related to the idea employed in the present paper (see also [7] , [4] ).
After this paper was submitted, the author has obtained more precise characterization of the microlocal singularity of solutions to Schrödinger equations with short-range type perturbation, i.e., µ > 1 and ν < 1 in Assumption A ( [10] ). Different formulation and idea can be employed for this more restricted case. Notations: We use the S(m, g) symbol class notation due to Hörmander ([6] , Vol 3). We write the set of operators with their symbols in S(m, g) by OPS(m, g). We denote the Weyl-symbol of an operator A ∈ OPS(m, g)
We also use the standard notation: x = 1 + |x| 2 for a vector x, and R + = [0, ∞). We denote the set of non-negative integers by Z + , and the set of (d-dimensional) multiindeces by
is the class of Schwartz functions on R d , and
In Section 2, we give a proof of Theorem 5. In Section 3, we discuss the HWF set of Sobolev-type, and generalizations of the propagation estimates for this class of the HWF set. In Appendix A, we give a detail of the proof of Theorem 4. Acknowledgement: The author would like to thank S. Doi, A. Martinez and M. Zworski for inspiring discussion during his stay at the MSRI, June 2003. He thanks S. Doi also for the proof of Theorem 2. He thanks K. Yajima for reading preliminary draft, and the referee for useful comments. In addition, he thanks the MSRI, Berkeley, for the support and hospitality.
Proof of the main theorem
We first construct a symbol ψ(t, x, ξ) which satisfies the following properties. Let (x 0 , ξ 0 ) and ξ + as in Theorem 5. In this section, we often use the symbol class S(m, dx 2 
Proof. Without loss of generality, we may suppose δ 2 < δ 1 /4 and
and Ψ(r) > 0 if r < 1. We set
with sufficiently large C 1 , which we will fix later. By direct computations, we have
where we denote A(x) = (a ij (x)) i,j . We note
Hence, by Assumption A, there is C 0 > 0 such that
for (x, ξ) ∈ supp ψ 0 (t, ·, ·). Note C 0 can be taken independent of C 1 . Similarly, we have 
The first term in the RHS is nonnegative if t ≥ T 0 with sufficiently large T 0 . The second term is nonnegative if we choose C 1 ≥ 2C 0 /µ. Then, again by direct computations, we can show ψ 0 (t, x, ξ) satisfies conditions (1)- (3) for t ≥ T 0 . Note η(t) → ξ + and y(t)/t → ξ + as t → +∞. Now we set
For t ≤ T 0 + 1, we solve the transport equation:
with boundary condition:
By the construction of the solution to transport equations, ψ(t, x, ξ) is a nonnegative function and ψ(0, x 0 , ξ 0 ) > 0. It is easy to show ψ(t, x, ξ) satisfies conditions (1)-(4).
We set
where |A| 2 = A * A for an operator A.
Proof. (1)-(3) follows immediately from Lemma 7 and the fact: y(t)/t
The principal symbol of
Hence, by the sharp Gårding inequality, there exists s 0 (t, x, ξ), which is uniformly bounded in S( x −2 , dx 2 / x 2 +h 2 dξ 2 ) and supported in supp ϕ 0 (t, ·, ·),
Combining s 0 with Sym(i[V, F 0 (t)]) we obtain r 0 (t, x, ξ), which satisfies the required properties.
Remark . In fact, we have shown better estimate on r 0 (t, x, ξ), i.e., it is bounded in S( x −ε , dx 2 / x 2 + h 2 dξ 2 ) where
though we will not use this estimate in the following argument.
and let ψ k (t, x, ξ) be the ψ(t, x, ξ) in Lemma 7 with δ j replaced by λ k δ j (j = 1, 2). In particular, ψ k (t, x, ξ) = ψ(t, x/λ k , ξ/λ k ) for sufficiently large t. Note that for each k, ψ k+1 (t, x, ξ) is bounded from below by a positive constant on the support of ψ k (t, x, ξ). For k ≥ 1, we set
where C k are positive constants specified below. Note ϕ k (t, ·, ·) is uniformly bounded in the symbol class S(h ε(k−1) t, dx 2 / x 2 + h 2 dξ 2 ). Since r 0 (t, ·, ·) is supported in supp ϕ 0 (t, ·, ·) (module O(h ∞ )) and uniformly bounded in the symbol class S(1, dx 2 / x 2 + h 2 dξ 2 ), we can find
This implies
≥ r 0 (t, x, ξ).
, respectively. Thus, as in the proof of Lemma 8, we learn that there exists r 1 
, and that
If we set F 1 (t) = F 0 (t) + ϕ w 1 (t, x, D x ), then this implies
We then iterate this procedure as follows:
x, hξ).
Then by the sharp Gårding inequality, we can again show
where r k+1 satisfies the above properties. We then set
as an asymptotic sum as h → 0, and we set
and ϕ(h; t, ·, ·) is uniformly bounded in
S(1, dx 2 / x 2 + h 2 dξ 2 ).
(4) The Heisenberg derivative of F (t) is almost nonnegative, i.e., δF (t) = ∂ ∂t F (t) + i[H, F (t)] ≥ −R(t), T > 0, where sup t R(t) = O(h ∞ ).
Lemma 9 follows from Lemma 8 and the above construction. Now we are ready to complete the proof of Theorem 5.
Proof of Theorem 5.
By the assumption and Lemma 9-(2), we can choose δ 1 and δ 2 so small that
for any N . Hence we have
3 The homogeneous wave front set of the Sobolevtype
Analogously to the wave front set of the Sobolev-type, we can define the homogeneous wave front set of the Sobolev-type. We denote
and for s ∈ R, we denote the homogeneous Sobolev space by
We use the notation
We say a ∈ S(m(X), dX 2 / X 2 ) is elliptic at X 0 ∈ R 2d if there exists a conic neighborhood Γ of X 0 such that |a(X)| ≥ εm(X) on Γ with some ε > 0.
Definition 3 (Sobolev-type HWF set). Let s ∈ R and let u ∈ S (R d ).
We say X 0 = (x 0 , ξ 0 ) ∈ R 2d is not in the homogeneous wave front set of order s, i.e., X 0 / ∈ HWF (s) (u), if there exists a ∈ S(1, dX 2 / X 2 ) such that a is elliptic at X 0 and a(x, D x )u ∈ X s .
Remark. We can also define HWF (s) (u) as follows:
The equivalence of these definitions is easy to verify.
We denote the weighted Sobolev space by
for s, t ∈ R. As well as Proposition 1, we can show the following basic properties of the HWF set by considering the simple geometry of R 2d .
, and hence we learn u(0) ∈ H s,−s from Corollary 12-(2). Thus Corollary 12 is a refinement of the well-known "(micro)local smoothing property" for Schrödinger equations (see, e.g., [14] ).
The next theorem is a generalization of Theorem 5 to the Sobolev-type HWF set. 
Proof of Theorem 13. Let ϕ = ϕ(h; t, x, ξ) as in Lemma 9. We set
Then we can easily show the following properties from Lemma 9:
Proof. We denote the free classical flow by Θ(t; x, ξ) = τ t (x, ξ) = (x + tξ, ξ) for t ∈ R, x, ξ ∈ R d . We denote, for I ⊂ R and Ω ⊂ R 2d , Θ(t; Ω) = Θ(t; x, ξ) (x, ξ) ∈ Ω , Θ(I; x, ξ) = Θ(t; x, ξ) t ∈ I , and Θ(I; Ω) = Θ(t; x, ξ) t ∈ I, (x, ξ) ∈ Ω . Without loss of generality, we may suppose t 0 > 0. We assume
We may assume, changing γ 1 , δ 1 smaller if necessary,
We choose ε 1 > 0 so that
We decompose H so that
Let w(x, ξ) = Sym(W ) be the symbol of W . Then by Assumption B, we have
We consider the Heisenberg equation:
, with the initial condition:
We construct an approximate solution (with respect to h) as follows: Let
It is easy to see that ϕ 0 ∈ S(1; h 2 dx 2 + h 2 dξ 2 ) and
We also note This implies (x 0 , ξ 0 ) / ∈ HWF (u(0)), and it completes the proof of Theorem 15.
