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Magnetic ordering of itinerant fermionic systems is at the forefront of condensed
matter physics dating back to Stoner’s instability. Spin-orbit coupling (SOC) which
couples two essential ingredients of an itinerant fermionic system, namely spin and
orbital motion, opens up new horizons to this long-standing problem. Here we report
that the itinerant ferromagnetism is absent in 3D Fermi gas with a Weyl SOC and var-
ious itinerant spin density waves emerge instead, which is deeply rooted in the unique
symmetry and spin-momentum locking effect in spin-orbit coupled systems. What is
more appealing is that, the strong SOC provides a new and efficient mechanism to
realize itinerant spin density waves at extremely weak repulsion—a significant ben-
efit for present ultra-cold atom experiment. These novel phenomena can be probed
by Bragg spectroscopy, time of flight imaging and In-Situ measurements in ultra-cold
atom experiment.
Itinerant magnetism in fermionic systems dating back
to Stoner’s instability [1–3] is a long-standing concerned
focus in material science, in which magnetic particles
such as d electrons in transition metals can move freely
in the entire object. It is thought that the itinerant
magnetism is a result of the competition between the re-
pulsive interaction and Pauli exclusion principle, which
is known as the Stoner’s mechanism [4–7]. However,
this scenario is far from conclusive in consequence of the
strong coupling nature of this issue where various correla-
tion effects beyond the Stoner’s mechanism set in [8–12].
Recently, ultra-cold atom has shed light on the study
of itinerant magnetism, by which simple systems with
highly tunability and purity can be created. To date,
there have been both experimental [13] and theoretical
work [14–17] on possible itinerant magnetism in the con-
text of cold atoms, including purely repulsively interact-
ing two component Fermi gases [5–7, 11, 18, 19], repulsive
polarons in strongly polarized Fermi gases [20, 21] and
multi-orbital systems on optical lattices [22]. However,
the itinerant magnetism in fermionic systems has not yet
been observed in recent experiments.
Besides, the investigation and control of the spin-orbit
coupling (SOC) in ultra-cold atoms has become an excit-
ing subject over recent years [23–25]. Thanks to the high
precision control of light-matter interaction, Abelian or
non-Abelian gauge fields have been engineered in both
degenerate Bose and Fermi gas [26–28], which inspired
extensive theoretical investigations on various important
effects of SOC on the pairing physics of attractively in-
teracting Fermi gases [29–37]. Even so, dramatic effects
available induced by SOC on the itinerant magnetism in
fermionic systems have not been discussed so far. Ac-
cording to our observation, SOC is absolutely nontrivial
to itinerant magnetism: on the one hand, it essentially
couples the magnetism to orbital motion and dramat-
ically changes the symmetry of systems without SOC;
on the other hand, it strongly modifies the Fermi sur-
face structure which supports different types of particle-
hole excitations from intra- or inter- Fermi surfaces and
greatly enhances single-particle density of states which
creates a favorable condition to realize itinerant mag-
netism at an extremely weak interaction strength. Given
these huge differences between systems with and with-
out SOC, it is naturally expected that there would be
rich and amazing physics unexplored previously on itin-
erant magnetism of spin-orbit coupled fermionic systems
[38–41].
In this work, we have systematically addressed this
problem by investigating rich competing magnetic or-
derings in spin-orbit coupled fermionic systems. Re-
markably, we find that itinerant ferromagnetism is ab-
sent in three dimensional Fermi gas with a Weyl SOC
but instead various itinerant spin density waves emerge.
The symmetry group of spin-orbit coupled system which
is very different from any previously known (non)-
relativistic systems plays a critical role in these huge dif-
ferences than systems without SOC. In the paramagnetic
respect, we identify one gapless sound mode and three
gapped modes. Due to the lack of inversion symmetry
in spin-orbit coupled system , two transverse modes cor-
responding to collective spiral spin fluctuations split at
any finite momenta (ωT± = ∆ ± βq), which indicates a
possible spiral transverse spin density wave (TSDW) in-
stability of this system driven by collective modes. From
the exact constraints by symmetry, we show that a puta-
tive ferromagnetism is always unstable against a possible
TSDW phase. Indeed, as interaction increases, the para-
magnetic state becomes a spiral TSDW phase at small
or intermediate SOC or a stripe longitudinal (collinear)
2spin density wave (LSDW) at large SOC. The transi-
tion from TSDW to LSDW phase is attributed to the
spin-momentum locking effect which leads to anisotropy
in spin space. Another remarkable property of mag-
netic orderings in spin-orbit coupled systems is that the
critical interaction strength is dramatically reduced for
strong SOC due to the nearly flat band structure near
the bottom (Weyl shell) of the spectrum. As a result, all
these novel phenomena could be observed at a relatively
weak interaction strength, which is a significant bene-
fit for cold-atom experiment. Viewing the rapid tech-
nical developments of cold atoms in Bragg spectroscopy
[42, 43, 45–47], speckling and In-Situ measurements [48–
51], our theoretical predictions could be probed in near
future experiments in both cold atoms and relevant con-
densed matter systems.
Results
The system and symmetry analysis of the
HamiltonianWe consider a repulsively interacting two-
component Fermi gas with isotropic Weyl SOC VSO =
λ~k · ~σ described by the Hamiltonian:
H =
∫
d3~rΨ†(
−~2∇2
2m
− µ+ VSO)Ψ
+ g
∫
d3~rΨ†↑(~r)Ψ
†
↓(~r)Ψ↓(~r)Ψ↑(~r), (1)
where λ refers to the strength of SOC which has been pro-
posed to be simulated in cold atoms by several schemes
[52–54] and g = 4π~2as/m with as the s-wave scattering
length. The chemical potential µ is self-consistently de-
termined by the density of atoms. In spin-orbit coupled
systems, it is convenient to take kR = mλ as the mo-
mentum unit and ER = k
2
R/2m as the energy unit. The
effect of SOC term is characterized by the dimensionless
ratio γ = kR/kF where kF = (6π
2n)1/3 is the Fermi mo-
mentum of the system without SOC at the same density
n. Hereafter, we set ~ = kB = 1.
The symmetry analysis for interacting spin-orbit cou-
pled systems is very different from any previously known
(non)-relativistic systems and have never been systemat-
ically discussed before [37, 41]. Ahead of performing any
analytical or numerical calculations, it is important to
investigate symmetries of systems and their implications
on experimentally observable physical quantities. Here,
we classify the symmetries of Weyl SOC Hamiltonian Eq.
(1) and find their exact constraints on various density-
spin correlation functions. The symmetries of Hamilto-
nian Eq. (1) are: i) continuous [SU(2)spin×SO(3)orbit]D,
where the subscript D represents the simultaneous rota-
tions in both spin and orbital space; ii) the time rever-
sal symmetry T : T Ψ~k↑T −1 = Ψ−~k↓ and T Ψ~k↓T −1 =
−Ψ−~k↑, which implies ~s → −~s,~k → −~k, i → −i; iii)
three spin-orbital coupled discrete symmetries: Px =
[Ix×Sx]D where Ix : px → px, py,z → −py,z is the spatial
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FIG. 1. Helical spin basis, particle-hole excitation
and the collective modes. (a) In systems with Weyl SOC,
it is convenient to define the helical bases shown here: one
longitudinal spin (L defined by Lˆ = qˆ) and two transverse
spin (T1, T2 defined by Tˆ1,2 · ~q = 0). (b) Schematic plots
of the intra-band (process (i) and (ii)) and inter-band (pro-
cess (iii)) particle-hole excitations, which are the basic quasi-
particle excitations and are responsible for the decay of the
collective modes shown in c. (c) The collective modes in
the normal state with SOC strength γ = 0.28: the sound
mode and the L mode are combined oscillations of density
and Lˆ spin fluctuations shown in a, the two transverse modes
T+/T− are right/left-handed spiral spin fluctuations formed
by T± = (Tˆ1 ± Tˆ2)/
√
2 with Tˆ1,2 the transverse spin fluc-
tuations shown in a. The yellow (green) regime represents
the continuum of intra-(inter-) band particle-hole excitations
shown in b. All these collective modes are damped when
entering the continuum through the proliferations of particle-
hole excitations.
reflection operator about x axes and Sx : sx → sx, sy,z →
−sy,z is a π rotation about sx axes, Py = [Iy×Sy]D and
Pz = [Iz × Sz ]D. Note that the Pz is just a special case
of [SU(2)spin×SO(3)orbit]D symmetry with a π rotation
about sz axes. Obviously, all of the symmetry operations
listed above act on both spin and orbital freedoms. These
symmetries can be used to establish exact relations on
the spin-density correlation functions, some of which are
listed here and the details are given in the supplementary
Material.
In the presence of SOC, it is convenient to define
a helical bases (Fig. 1 a) where we have introduced
two transverse spin components (Tˆ1 · ~S, Tˆ2 · ~S) and
one longitudinal spin component (Lˆ = qˆ · ~S). The
3[SU(2)spin × SO(3)orbit]D symmetry dictates that dy-
namic 4× 4 density-spin response function χµν(~q, ω) can
be split into two 2 × 2 subspaces: i) n(density)-L sub-
space; ii) T1-T2 subspace. Due to the combined rota-
tional symmetry, one can always pick up one direction
to present all of the physics, say, zˆ direction as we have
done in the following sections. To illustrate the relation-
ship between ±~q using the discrete symmetries Px,y and
T , we will use a unified helical basis for ±~q as done here
for symmetry argument.
In the T1-T2 subspace, the combination of Px(or Py)
symmetry and time reversal symmetry T implies that:
χ(~q, ω) =
(
χ+−(~q, ω) 0
0 χ−+(~q, ω)
)
, χ+−(~q, ω) = χ−+(−~q, ω),
(2)
which is on the basis of s± = sx ± isy bases via a uni-
tary transformation. Besides, there is another conjugate
relationship: [χ+−(~q, ω)]∗ = χ−+(−~q,−ω). The poles of
χ+− and χ−+ lead to two gapped transverse collective
modes Tˆ± = 1√2 (Tˆ1 ± iTˆ2) respectively. The Tˆ± modes
are collective oscillations of right/left-handed chiral spin
fluctuations: ~φT = φ0(cos(qz − ωqt),± sin(qz − ωqt), 0)
(here we have assume ~q = qeˆz). In the n-L subspace,
the application of Px(or Py) symmetry and time reversal
symmetry T leads to
χnn(~q, ω) = χnn(−~q, ω), χLL(~q, ω) = χLL(−~q, ω)
χnL(~q, ω) = χLn(~q, ω) = −χnL(−~q, ω). (3)
There is also a conjugate relationship: [χij(~q, ω)]∗ =
χij(−~q,−ω). The poles of the susceptibility in the n-
L space give birth to a gapless sound mode and a gapped
L mode, both of which are coupled oscillations of density
and longitudinal spin.
These exact relations above cause rigorous constraints
on the dispersions of the collective modes of coupled
density-spin fluctuations and the form of effective action
in the low energy particle-hole channels. Moreover, they
indicate that the magnetic instabilities in the transverse
and longitudinal spin channels are independent, which
form two basic putative competing channels with details
discussed bellow. Our path-integral formulism applied
here is found to respect all these exact relations.
Collective modes in the paramagnetic state
Within the path-integral framework developed in the
Methods, one can extract collective modes from the poles
of density-spin response functions at the random phase
approximation (RPA) level. In the T1-T2 subspace, there
are two split spiral transverse modes ωT+/−(~q) = ∆± βq
(Fig. 1 c). The T+ mode is the pole of χ
+−, while the T−
mode is the pole of χ−+. The split of the two transverse
modes for finite q is due to the absence of inversion sym-
metry (or equivalently Sx or Sy symmetry) of the Weyl
SOC term (see Supplementary Material for details). In
the n-L subspace, the mixing of density and longitudinal
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FIG. 2. Phase diagram and the orbital ordering
wavevector. (a) The critical interaction strength from the
Fermi liquid (paramagnetic state) to itinerant TSDW (blue
line), LSDW+CDW (red dashed dotted line) or a putative fer-
romagnetism (black dashed line) transition. The three curves
show the competing orders among the 4 phases. The itin-
erant ferromagnetism is always unstable against the TSDW,
in sharp contrast to a three dimensional Fermi system with-
out SOC. The transition from the Fermi liquid to the TSDW
or LSDW+CDW is of the bosonic Lifshitz type, that from
TSDW to LSDW+CDW is first order. (b) The ordering
wavevector QT (blue circles) and QL (red squares) of the
TSDW and LSDW as a function of SOC strength γ. The
green dot-dashed line represents the kF2−kF1. When γ < 0.5,
QT ∼ kF2 − kF1 is dominated by the momentum transfer
between outer Fermi surface and inner Fermi surface with
the opposite helicity, When 0.5 < γ < 1.5, QT is domi-
nated by other momentum transfer processes. When γ > 1.5,
QL ∼ kF2 − kF1 is dominated by the momentum transfer
between outer Fermi surface and inner Fermi surface with
the same helicity. (c) Schematic plots of the TSDW and
LSDW+CDW orders, where the arrow indicates the direc-
tion of spins, the background with varying colors shows the
CDW background induced by the LSDW orders, whose spa-
tial period is half of that of the LSDW order.
spin fluctuation leads to one gapless sound mode ωs~q =
vsq and one gapped (called L) mode ωL(~q) = ∆ + αq
2
(Fig. 1 c). The dispersions of all the three gapped modes
T+, T− and L can be straightforwardly deduced by the
pole equation det(χ−1) = 0 combined with the symmetry
constraints established in Eq. (2) and (3). The restored
SU(2)spin symmetry at ~q = 0 dictates that the three
gapped modes must have the same gap ∆ at ~q = 0. We
find that ∆ vanishes for interaction strength larger than
gs = 24π
2kR/m(k
2
F2 − k2F1), where kF2 > kF1 are the
two Fermi momenta in the presence of SOC. This corre-
sponds to an instability driven by the collective modes
at ~q = 0. Both the symmetry constraints and RPA cal-
4culations (Fig. 1 c) indicate that ωT−(~q) = ∆ − β|~q|
which may become negative at |~q| = QT before ∆ = 0
at ~q = 0. This indicate a transverse (spiral, chiral and
co-planar) SDW transition at QT zˆ with the order param-
eter ~φT = φ0(cosQz,− sinQz, 0) (here, we have pick up
the z direction). Such an instability and its competitions
with various other possible instabilities will be discussed
next.
Absence of ferromagnetic instability There is a
ferromagnetic (FM) instability when the static spin sus-
ceptibility diverges at δ = 1gc −
χ0
4 = 0, i.e., the Stoner
FM instability. Here χ0(~q → 0, ω = 0) = m6π2 (
k2F1+k
2
F2
K +
k2F2−k2F1
kR
) with K =
√
k2R + 2mµ is the static spin sus-
ceptibility of 3D non-interacting Fermi gas with the Weyl
SOC. Then, we can obtain the critical value of dimension-
less interaction strength kFa
c
s = F (γ) as shown in Fig.
2 a. As γ increases, F (γ) has a maximum at γ ≃ 0.63
corresponding to the chemical potential µ = − 23ER, af-
ter which, kF a
c
s decreases quickly. With a strong SOC,
the µ approaches the bottom of the spectrum (the Weyl
shell at |~k| = kR) where the density of states diverges
as 1√
ǫ
. The effect of an interaction is dramatically en-
hanced, even a weak interaction may drive the system
into the itinerant FM state.
However, this FM instability is not the leading insta-
bility of this system, although it happens before that
driven by the ~q = 0 instability of the collective modes
as we find gc is always smaller than gs. In order to
figure out this problem, it is tempting to construct a
quantum Ginburg-Landau action to describe the pu-
tative paramagnet-ferromagnetism transition, in which
the spatial spin fluctuation is captured. Taking the
~q → 0, ω/vF q → 0 limit and integrating out the non-
critical density mode, one can obtain the effective action
in terms of the spin fluctuation order parameters consis-
tent with all the symmetries of Hamiltonian:
S =
∫
d3~q
(2π)3
T
∑
n
1
2
G−1s Pˆ ijs φ∗i φj(~q, iωn) + u
∫
d3~rdτ(~φ2)2,(4)
where Pˆ ijs = nˆ
i∗
s nˆ
j
s (nˆs = Tˆ+, Tˆ−, Lˆ with Tˆ± =
1√
2
(Tˆ1 ±
iTˆ2) shown schematically in Fig. 1 a) is the projection
operator into helical bases, G−1T± = δ+γT |y|±βT q+αT q2
and G−1L = δ + γLy2 + αLq2 with y = ωn/vF q are prop-
agators of the helical spin modes. We observe that the
±q terms in the transverse propagators are dictated by
the exact symmetry Eq. (2), which indicates that the
putative FM state is always unstable towards a TSDW
phase at a finite q. This conclusion is reached by forego-
ing exact spin-orbital symmetry analysis, therefore inde-
pendent of any approximations. It is worth noting that
the TSDW instability is driven not by the drop of the
collective modes at a finite ~q but by the proliferation of
low energy left-handed spiral spin fluctuations with fi-
nite q described by the effective action in Eq. (4), which
is supported by numerically monitoring the behavior of
collective modes across the phase transitions.
Transverse spin density wave at smaller spin-
orbit coupling (γ < 1.5) The exact symmetry analysis
discussed above points to the formation of TSDW order
before FM order and also possible orders driven by collec-
tive modes. Here we search for the pole of χ−+(QT , ω =
0) to find out the condition of the appearance of TSDW
phase, where the static transverse spin susceptibility di-
verges. Numerical results of χ−+(QT , ω = 0) can be
found in the Methods. The critical interaction strength
kFas and the orbital momentum QT are shown in Fig. 2
a and 2 b respectively. The critical interaction strength
corresponding to the putative FM state is also shown
there, which is found to be always larger than that
of the TSDW phase. The order parameter is given
by ~φT = φ0(cos(QT z),− sin(QT z), 0) (assuming ~QT =
QT zˆ), which is a spiral SDW order. Note that this order
is left-handed, and its helicity is directly related to the
sign of SOC term. Interestingly, any local magnetic or-
ders could induce a density current in spin-orbit coupled
systems. Here, we find the TSDW order would induce
a spiral density current given by ~j = λ~φT , which does
not exist in the paramagnetic state or magnetic state of
systems without SOC. Therefore, it provides a silent fea-
ture of the presence of TSDW order and can be detected
easily through time of flight measurement in cold atom
experiment.
It is interesting to note that there are various jumps
of the orbital wavevector QT as increasing SOC strength
(see Fig. 2 b). Physically, the jump of QT is in conse-
quence of the multiple maximums of the spin susceptibil-
ity and their competition with increasing SOC (see Fig.
5). As schematically shown by Fig. 1 b, the Fermi gas
with SOC has two distinct Fermi surfaces, which sup-
port different types of low-energy particle-hole excita-
tions with momenta Q = 2kF1, 2kF2, kF1+kF2, kF2−kF1
(Fig. 1 b). Usually, the spin susceptibility is enhanced at
these momenta, for example, we have identified the sus-
ceptibility is dominated by kF2 − kF1 at small and large
SOC strength whose mechanism has been illustrated in
the following sections (also shown by Fig. 5 a,d). In
between, the maximum of the susceptibility is not domi-
nated by a single momentum as listed above (see Fig. 5
b,c). Nevertheless, we still find multiple maximums at
different momenta and compete with each other as in-
creasing SOC. This phenomenon is closely related to the
complicated Fermi surface structure of spin-orbit coupled
systems and brings forth interesting experimental signa-
tures.
Then, within the path-integral formulism, one can con-
struct an effective action to describe the itinerant para-
magnet (PM) to the TSDW transition. After integrating
out the massive φL mode, φT+ mode and the density
mode, we find the effective action takes a similar form
5as Eq. (4) where ~φ→ φ− and the transverse propagator
is given by G−1T− (ωn, ~q) = δT + γT |ωn| + αT (|~q| − QT )2
with the dynamic exponent zT = 2. When δT > 0, the
system stays in the PM state where 〈φ−〉 = 0. When
δT < 0, the system stays in the stripe TSDW phase where
〈φ−〉 = φ0ei(QT z). This is a bosonic Lifshitz transition
which exists in various condensed matter systems such
as the superfluid 4He [55, 56], exciton superfluids in bi-
layer quantum Hall or electron-hole bilayer [57, 58] and
superconductor in a Zeeman field [59, 60]. It is a first or-
der phase transition leading to the stripe [59, 60] TSDW
phase.
Finally, let’s consider the low energy excitations above
the TSDW phase. The symmetry breaking from PM to
TSDW phase is [SU(2)spin × SO(3)orbit]D × Tran →
[U(1)αspin × U(1)αorbit × (z → z + α/QT )]D with Tran
referring to a continuous translation and α the angle
of the combined rotation. Of course, when α = 2π,
it reduces to just a translation by a lattice constant
z → z + a with a = 2π/QT . This symmetry break-
ing leads to one gapless Goldstone mode θ in ~φT =
φ0(cos(QT z + θ),− sin(QT z + θ), 0) which is a coupled
lattice phonon and transverse spin mode. By a symme-
try analysis, we obtain the effective action of the gapless
Goldstone mode LT [θ] = (∂τθ)2 + aT (∂zθ)2 + bT (∂⊥θ)2.
There is a finite temperature 3D XY transition driven by
the vortex un-binding in the phase of the mixed Gold-
stone mode θ where the TSDW phase also melts.
Longitudinal spin density wave at larger spin-
orbit coupling (γ > 1.5) Constrained by the spin-
orbital symmetry, the susceptibility corresponding to lon-
gitudinal spin channel is decoupled to that of transverse
spin channels and it provides another putative compet-
ing order, i.e., longitudinal spin density wave (LSDW).
Taking similar procedure as above, we obtain the critical
interaction strength from paramagnet to LSDW phase
and the orbital wavevector QL as shown in Fig. 2. By
comparing the critical interaction strengthes in differ-
ent channels, we find that the TSDW phase turns into
LSDW phase ~φL = φ0(0, 0, cos(QLz)) with the ordering
wavevector QL ∼ kF2 − kF1 when the filling of fermions
approaches to the bottom of the Weyl shell γ > 1.5. Sim-
ilarly, the local LSDW order induces a density current
~j = λ~φL which also brings forth detectable experimental
signatures. Besides, there is an accompanying “charge”
density wave order (CDW) with the density ordering
wavevector QC = 2QL by contrast to the TSDW case:
δφn = φ
2
0 cos(2QLz). Note that at the static limit ω = 0,
χij with (i.j) ∈ (n, L) is Hermite and therefore χij(~q, 0)
is real based on Eq. (3). The real part of χnL(~q, ω) is an
odd function of ω which implies χnL(~q, 0) = 0, namely
there is no coupling between the density and longitudi-
nal mode at the quadratic level. We also find χnn(QL, 0)
is kept finite as approaching to the critical interaction
strength, so the transition is not charge driven. Fol-
lowing the classical Ginzburg-Landau action at ω = 0
constructed in [62, 63], we can see that the CDW is
driven by the spin-ordering due to the cubic coupling
λ3δφnφ
2
L. After substituting the parasitic CDW order
[62, 63] and integrating out the two massive transverse
modes T±, we find the effective action describing the PM
to LSDW+CDW phase transition takes a similar form as
Eq. 4 where ~φ → φL and the longitudinal propagator is
G−1L = δL + γL|ωn| + αL(|~q| − QL)2 with the dynamic
exponent zL = 2. When δL > 0, the system stays in the
PM state where 〈φL〉 = 0. When δL < 0, the system
stays in the stripe LSDW phase where 〈φL〉 = φ0eiQLz.
This is also a bosonic Lifshitz type of phase transition
[55–60].
The symmetry breaking from the PM to the LSDW +
CDW is [SU(2)spin×SO(3)orbit]D×Tran→ [U(1)zspin×
U(1)orbit]D × (z → z + 2π/QL). It leads to one gapless
lattice phonon mode θ in ~φL = φ0(0, 0, cos(QLz + θ)).
By symmetry analysis and drawing the analogy from the
smectic liquid crystal [61], we get the effective action of
the lattice phonon mode LL[θ] = (∂τθ)2 + aL(∂zθ)2 +
bL(∂⊥θ)4. At any finite temperatures, it becomes a alge-
braic ordered spin nematic state.
In the γ →∞ limit or equivalently zero density limit,
the system may become a Wigner crystal. In this limit,
our RPA approach which in principle works for high
density limit only breaks down. A different approach,
such as a scaling argument treating the interaction non-
perturbatively, may be needed to work out the true
ground state in such a zero density limit.
Mechanism of the spin flop transition As we have
shown above, the TSDW order turns into the LSDW or-
der as the SOC strength γ > 1.5, which is a spin flop
transition. This change of the favorite SDW patterns for
different SOC strengths can be well understood by the
different helicity of Fermi surfaces in two limiting cases
with small and large SOC, where the helicity is defined
as the eigenvalue of the SOC term ~s ·~k/|~k|. In both cases,
the two Fermi surfaces are well nested with the nesting
wavevector ~Q = (kF2 − kF1)eˆz (actually the direction
of wavevector ~Q is arbitrary). And this nesting condi-
tion is best satisfied near θ = 0, π where θ is the angle
between the Fermi wavevector ~kF and ~Q (schematically
shown in Fig. 3 a and b). With SOC, the density and
spin susceptibility is anisotropic due to the overlap fac-
tor Fµνsr defined in Eq. (6). For small SOC with γ → 0,
the two Fermi surfaces have different helicities (±1). We
find the overlap factor for the transverse susceptibility
is F−+1;−1 = cos
4(θ/2), F−+−1;1 = sin
4(θ/2) which takes its
maximum at θ = 0, π, i.e., the place where the nesting
condition is best satisfied; the overlap factor for the lon-
gitudinal susceptibility is FLL−1;1 = F
LL
1;−1 = sin
2 θ which
is suppressed at θ = 0, π (see Fig. 3c). As a result,
the susceptibility is significantly enhanced in the trans-
verse channel at the wavevector | ~Q| = kF2 − kF1 but
suppressed in the longitudinal channel. For large SOC
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FIG. 3. Fermi surface nesting and overlap factor. (a)
The Fermi surfaces shown by the solid circles for small SOC
(γ ≪ 1), where the two Fermi surfaces have different helicities
(different colors). The dashed circles are the ones after trans-
lation with the nesting momentum Q = kF2− kF1 with kF1,2
the Fermi momenta. The angle θ shows the position at the
Fermi surface. The Fermi surfaces inside the shaded regime
around θ = 0, π are well nested, i.e., the translated Fermi
surfaces nearly overlap with the original ones. (b) The Fermi
surfaces shown by the solid circles for large SOC (γ ≫ 1),
where the two Fermi surfaces have the same helicities (blue
colors). The conventions are the same as above. (c) The
overlap factor as a function of θ (denoting the position on
the Fermi surface shown in a) in the transverse (F−+s;−s with
s = ±1)and longitudinal (FLLs;−s with s = ±1) channels for
small SOC in (a), where the the length of the three arrow
lines ending at the red dashed line, black dotted line and the
blue solid line correspond to the value of overlap factors as
labeled nearby. The angles between the three arrows and Q
correspond to the position on the Fermi surface shown by a.
(d) The overlap factor in the transverse (F−+−1;−1) and lon-
gitudinal (FLL−1;−1) channels for large SOC in (b). All the
conventions are the same as in (c).
with γ →∞, the inner Fermi surface changes its helicity
from 1 to −1, the overlap factor for transverse suscepti-
bility is F−+−1;−1 =
1
4 sin
2 θ and that for the longitudinal
susceptibility is FLL−1;−1 = cos
2 θ (see Fig. 3 d). In this
case, the susceptibility is significantly enhanced in the
longitudinal channel at the wave vector | ~Q| = kF2 − kF1
but suppressed in the transverse channel. This is con-
sistent with the numerical calculations of the static sus-
ceptibility for different SOC strengths (see Fig. 5 and
Methods): the transverse susceptibility χ−+ reaches the
maximum at | ~Q| = kF2 − kF1 for small SOC while the
longitudinal susceptibility χLL reaches the maximum at
| ~Q| = kF2 − kF1 for large SOC. So, in between there is
a transition from TSDW to LSDW shown in the phase
diagram. As shown in Fig. 2, the spin flop transition
happens at γ ∼ 1.5 and it is first order becauseQT > QL.
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FIG. 4. Fermi surfaces reconstruction. (a) The Fermi
surface for SOC strength γ = 0.8238 and orbital wave vec-
tor Q = 1.8 inside the TSDW phase. From up to down, the
order parameter is increasing as φ = 0, 1, 2. The fermion oc-
cupation number in the purple, yellow, white regime are 2,1,0
respectively. We find the intersection of Fermi surface at or
inside the Brillouin zone boundary split due to the presence of
the periodic TSDW order. The interactions at ~k = 0 are pre-
served by symmetry, which is not shown in this case. (b) As a
comparison, we show the Fermi surface inside LSDW+CDW
phase, where the values of SOC strength γ, orbital wave vector
Q, the order parameters φ and the other conventions are the
same as above. By contrast to TSDW phase, the intersection
of Fermi surface at the Brillouin zone boundary is preserved
by symmetry.
Fermi surface re-constructions The T/L-SDW or-
der provides a periodic potential to fermions, which leads
to enfoldment of Fermi surfaces according to the recip-
rocal lattice vector QT/Lzˆ and subsequent Fermi surface
reconstruction as shown in Fig. 4. In the presence of
SOC, there are two Fermi surfaces, which gives rise to
two kinds of Fermi surface intersections: the one is that
between the same Fermi surface which happens at the
Brillouin zone boundary and that at kz = 0; the other is
that between the different Fermi surfaces, which usually
happens inside the Brillouin zone but kz 6= 0 (excep-
tions could happen but are not general cases). We find
the TSDW and LSDW order have quite different influ-
ence on the Fermi surface reconstructions: i) the Fermi
surface intersection at the Brillouin zone boundary will
be opened in the presence of TSDW order but keep in
the presence of LSDW order; ii) the Fermi surface in-
tersection at the ~k = 0 axis will be kept in the pres-
ence of both kinds of SDW orders; as a result, the Dirac
cone structure is kept; iii) the Fermi surface interaction
is opened in general for other cases. The numerical cal-
culation shown in Fig. 4 clearly displays different be-
haviors of Fermi surface reconstruction at the Brillouin
7zone boundary. These properties revealed here on the
Fermi surface structure would be potentially valuable in
further studies of itinerant fermions with the presence of
T/L-SDW order.
The different Fermi surface reconstructions for T/L-
SDW order can be illustrated by symmetry argument in
an elegant way, whose procedure is provided in the Meth-
ods. One can also perform simple degenerate perturba-
tion calculations to find out the band gap openings at
the spectrum intersections. For instance, we find the gap
opening at the Brillouin zone boundary due to TSDW or-
der is given by ∆TBZ = φ0 sin
2 θ
2 where θ < π/2 is the an-
gle between the Fermi momentum ~kF ending at the Bril-
louin zone boundary and the reciprocal lattice vector ~QT .
In sharp contrast to the TSDW phase, due to the different
symmetry breaking patterns in the LSDW+CDW phase,
there is no gap opening at the Brillouin zone boundary
∆LBZ = 0. There is another gap opening at the cross-
ing between outer Fermi surface and inner Fermi surface
inside the Brillouin zone. First order degenerate per-
turbation shows that ∆TI = φ0| cos θ12 cos θ22 | for TSDW
order and ∆LI = φ0| sin (θ1−θ2)2 | for LSDW order, where
the θ1,2 are the two polar angles of the crossing Fermi
momenta with ~kF2 − ~kF1 = QT zˆ or QLzˆ.
Discussion
In this Article, we have demonstrated that the repul-
sively interacting Fermi gas with a Weyl SOC provides a
completely new system displaying a herd of novel prop-
erties, some of which are found general in spin-orbit cou-
pled systems. Its Hamiltonian has a new class of spin-
orbital coupled symmetries which is the decisive factor
to give rise to innumerable important physical conse-
quences. We establish exact relations on various density-
spin correlation functions by exact symmetry analysis
and point out that there is no FM phase in the Weyl SOC
system. By using detailed calculations at the random
phase approximation level, we found that the paramag-
netic state will become unstable against itinerant stripe
TSDW and LSDW with coexisting CDW and both of
them could emerge at extremely weak interactions for
strong SOC, which creates a favorable condition to ob-
serve these phases in experiments. The nature of these
phase transitions is revealed by studying the quantum
fluctuation effect near the quantum critical points. The
itinerant TSDW and LSDW + CDW may display the
anomalous Hall effect [64] and will be investigated in
a future publication. The results achieved here can be
straightforwardly extended to 2D Rashba SOC case and
have deep and wide implications in relevant condensed
matter systems.
According to present cold atom experiment, the repul-
sively interacting Fermi gas can be prepared by loading
fermionic atoms such as 6Li atoms in Ref. [13] to the up-
per branch of a Feshbach resonance. This upper branch
is an excited branch, therefore metastable due to near-
resonant three-body recombination effect [65–67]. For-
tunately, the itinerant magnetism in Fermi gas with a
strong SOC could emerge at a much weaker interaction
strength. Thus, the three-body recombination effect is so
weak that magnetic domains could be hopefully observed
in a time scale shorter than the lifetime of the upper
branch. The preparation of Weyl SOC has been pro-
posed by two schemes, i.e. light-matter coupling [52] and
magnetic gradient methods [53, 54]. The latter scheme
by reason of not facing the laser heating problem is a
promising candidate. In this scheme, taking 6Li system
as an example, the two hyperfine sublevels |1/2,−1/2〉
and |1/2, 1/2〉 can be chosen as two pseudo-spin 1/2
states. Using N ∼ 104 6Li atoms inside an isotropic trap
with a trap frequency 2π× 10Hz, and a typical magnetic
field gradient strength ∇B = 0.09G/µm (within practi-
cal range [68]), we estimate γ ∼ 1.82. Based on this, this
system with the above parameters falls into the LSDW
regime with the orbital momentum QL ∼ 0.13kR. The
critical interaction strength kFac ∼ 0.12 has the order of
magnitude smaller than the value π (Fig.1 c at γ = 0) for
a possible FM at the same density without SOC [14–17].
Hence experiments could easily reach the very weak inter-
action regime to obtain both TSDW and LSDW+CDW
phases. Once the Weyl SOC is implemented in cold atom
experiments, all these novel phenomena can be detected
by various established experimental techniques [48–51].
For instance, one can detect the paramagnetic to both
transverse and longitudinal SDW phase transitions by
monitoring density profiles of each spin state using a
double-shot phase contrast imaging technique [50, 51, 69]
or measuring the density current, a signature of the T/L-
SDW phase in spin-orbit coupled systems, by absorption-
imaging the atom cloud after time of flight. One can also
detect the dispersions of collective excitations with differ-
ent interaction or SOC strength by Bragg spectroscopy
[42–47].
Methods
Path-integral formulism The interaction between
fermions can be divided into the density and spin chan-
nel HI = g8
∫
d~r[ρ(~r)2− ~S(~r)2], where ρ(~r) = Ψ†Ψ(~r) and
~S(~r) = Ψ†~σΨ(~r). With the presence of SOC, the den-
sity fluctuation is coupled with the spin fluctuation[39],
therefore, we introduce the density-spin order parame-
ter φµ, µ = n, x, y, z to decouple the interaction term via
a Hubbard-Stratonovich transformation. Integrating out
the fermionic fields leads to the effective action for φµ:
S =
∫
d3~r
∫ 1/T
0
dτ
1
2g
φ2µ − Tr ln
(−G−10 +M) , (5)
where G−10 = −∂τ −H0 + µ, M = i2φnσ0 + 12 ~φ · ~σ.
The density channel φn has a non-zero imaginary
saddle point value due to the finite particle density
of the fermions which could be eliminated by re-
8defining δφn as the deviation from its saddle point
value. To the second order of δφµ, we obtain: S(2)H =
1/(2βV )
∑
~q,nKµνδφ∗µδφν(~q, iωn) where Kµν = δµν/g −
χ¯µν(~q, iωn)/4, χ¯
µν is related to the usual density-spin
susceptibility χµν(~q, iωn) = 〈sµ(~q, iωn)sν(−~q,−iωn)〉 via
χ¯00 = −χ00, χ¯0i = iχ0i, χ¯ij = χij with i, j,= x, y, z.
Adding density-spin sources hµ to Eq. (5) and inte-
grating out δφµ, one can obtain the dynamic density-
spin response functions at the random phase approxi-
mation level through χµνRPA = δ
2SH/δhµδhν . The con-
crete expression has the conventional form χRPA =
χ0(1 + g/4ηχ0)
−1 where η = diag{1,−1,−1,−1} (i.e.,
the Minkowski matric) and the non-interacting density-
spin susceptibilities are given by
χµν0 (~q, iωn) =
1
V
∑
k,sr
Fµνsr (k+q, k)
nF (ξk+q,s)− nF (ξk,r)
iωn − (ξk+q,s − ξk,r) ,
(6)
where ξk,s is the fermion spectrum with s the helicity
pˆ · ~σ|ps〉 = s|ps〉, nF (ξk,s) the Fermi distribution func-
tion, ξk+q,s− ξk,r the particle-hole excitation energy and
Fµνsr (p, q) = 〈ps|σµ|qr〉〈qr|σν |ps〉 the overlap factor. The
poles of χRPA determined by det(1 + g/4ηχ0) = 0 give
rise to the collective excitations above the PM state. Tak-
ing the static limit, iωn → 0, one obtains the static den-
sity and spin susceptibilities. From the symmetry anal-
ysis, we deduce that the static susceptibility can be de-
coupled to three independent channels: the density chan-
nel χnn(q), the longitudinal spin channel χLL(q) and the
transverse spin channels χ+−(q) and χ−+(q). Note that
the density channel is decoupled with the longitudinal
spin channel in the static limit. The divergences of the
static susceptibilities indicate instabilities of the system
in corresponding channels mentioned above, and their
competitions have been discussed in the main body of
text.
The non-interacting density-spin susceptibilities χµν0
can be carried out analytically in two cases: i) the singu-
lar form near (ω, ~q) = (0,~0) where χµν0 is the function of
the ratio y = ω/vF q with vF the Fermi velocity; ii) the
uniform susceptibility χµν(ω,~0). These results could pro-
vide RPA solutions to the velocity of the gapless sound
mode and the energy gaps of the gapped modes. Please
see Supplementary Material for more details.
Random phase approximation and static sus-
ceptibility The symmetry analysis in the main body of
text indicates that there are three competing instabili-
ties given by: χ−1+− = 0, χ
−1
−+ = 0 and χ
−1
L = 0. Within
random phase approximation (RPA) which corresponds
to the Gaussian fluctuation level in the path-integral for-
mulism developed above, the susceptibilities are given by
χRPA+− = χ
0
+−/(1− g/2χ0+−), χRPA−+ = χ0−+/(1− g/2χ0−+)
and χRPAL = χ
0
L/(1 − g/4χ0L). Instabilities of the para-
magnetic state would happen when 2χ0+−, 2χ
0
−+ or χ
0
L
equal to 4/g. We find no clean analytical expressions for
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FIG. 5. Spin susceptibility. (a)-(d) The spin suscepti-
bility for the longitudinal spin (red line with circles) and two
spiral transverse spins (blue line with squares: χT−, black line
with diamonds: χT+) of three dimensional non-interacting
Fermi gas with a Weyl SOC. The SOC strength is taken as
γ = 0.35, 0.5, 1.3, 2, respectively. The black horizonal line is
the analytical value of the static and uniform susceptibility
with q = 0. The various vertical lines represent different mo-
menta 2kF1, 2kF2, kF2 + kF1, kF2 − kF1 formed by the Fermi
momenta. Within random phase approximation, the system
becomes unstable if the maximum of the non-interacting sus-
ceptibilities in corresponding channels equal to 4/g with g the
repulsive s-wave interaction strength. We can find that the
system would be unstable in the transverse spin channel first
for a-c and turns to the longitudinal channel in d. We have
marked the maximum of the susceptibility by yellow stars.
We find in b that there are two maximum and they compete
with each other with increasing SOC, which gives rise to the
jump of the orbital wavevector Q as shown in Fig. 2b. As
analyzed in the main text, the susceptibility in the transverse
(longitudinal) channel takes its maximum at q = kF2 − kF1
for small (large) SOC strength.
the static susceptibilities similar to the Lindhard func-
tion for systems without SOC. In Fig. 5, we show the
numerical calculation of the susceptibility of the non-
interacting Fermi gas with a Weyl SOC for different SOC
strengths. We can clearly find the competition between
different channels with increasing SOC which gives rise
to the spin flop transition from transverse to longitudinal
SDW phase. We can also find the transverse susceptibil-
ity χ−+ has a maximum at q = kF2 − kF1 in a and then
another maximum between kF2 + kF1 and 2kF2 devel-
ops shown in b. Finally the newly emerged maximum
exceeds the original one and gives rise to a jump of the
orbital wavevector Q discussed in the main text.
Symmetry argument on the energy band struc-
ture The Fermi surface reconstruction or the energy
band structure discussed in the main body can be il-
lustrated by symmetry argument. Let’s first summarize
9the remaining symmetry of two types of SDW orders.
We find that both the T-SDW and L-SDW order are in-
variant up to a different corresponding translation Tr (a)
with a the distance along zˆ direction under the following
symmetry operations: 1) [SO(2)z × U (1)z]D; 2) Px,Py,Pz; 3) the time reversal symmetry. Besides, the transla-
tional symmetry is broken to a discrete symmetry which
leads to the band structure.
For T-SDW order assumed to be ~φ =
φ (cosQz,− sinQz, 0), continuous rotational sym-
metry about z axis leads to that the spectrum is
rotational symmetric about the kz axis. Therefore,
we need only to consider the case with ky = 0. The
T-SDW order preserves the Px and the P ′y = Py+Tr( πQ )
symmetry where the prime in the subscript indicates an
combined translation. The Px (P ′y) symmetry acting
on the single particle eigenstates with given momentum
~k in the first Brillouin zone will be closed only when
kz = −Q/2 (Brillouin zone boundary) or kz = 0. In
concrete, we assume the eigen-wave function at the
Brillouin zone boundary to be:
|Ψ〉BZ =
∑
n;σ
anσ|2n+ 1
2
Q, σ〉, (7)
where 2n+12 Q represents the kz component of
~k, σ =
1, 2 the index of spin component. Here and after, we
ignore the kx,y component in our representation of single
particle state |~k, σ〉 unless it is specialized. By the same
convention, we assume the wavefunction at kz = 0 to be:
|Ψ〉0 =
∑
n;σ
bnσ|nQ, σ〉. (8)
Since the Hamiltonian is real, the coefficients anσ and
bnσ can be chosen to be real values. Now, applying
the Px symmetry to the wave functions |Ψ〉BZ and |Ψ〉0
twice leads to: P2x|Ψ〉BZ = |Ψ〉BZ and P2x|Ψ〉0 = |Ψ〉0.
This property is not sufficient to guarantee the two-fold
degeneracy at both the Brillouin zone boundary and
~k = 0. Then we consider the P ′y symmetry, which needs
to further take kx = 0 (namely the place at the cen-
ter of the Brillouin zone boundary and ~k = ~0), and
carry out the same procedure as above. We find and
P ′2y |Ψ〉BZ = |Ψ〉BZ and P
′2
y |Ψ〉0 = −|Ψ〉0. The later re-
lation is non-trivial to lead to the two-fold degeneracy of
the energy spectrum at ~k = 0. As a result, the Fermi
surface interaction at ~k = 0 and Dirac cone structure are
preserved after the TSDW order turns on.
The band structure in the presence of LSDW order
can be considered in the same way. The order parameter
assumed as ~φ = φ (0, 0, cosQz) is invariant under both
the P ′x = Px + Tr( πQ ) and P
′
y = Py + Tr( πQ ) symmetry.
The eigen-wave functions at the Brillouin zone boundary
and ~k = 0 are given by Eqs. (7) and (8), respectively.
Since the Hamilntonian is real, all of coefficients anσ and
bnσ can be chosen to be real. Applying the P ′x symmetry,
we find P ′2x |Ψ〉BZ = −|Ψ〉BZ and P
′2
x |Ψ〉0 = |Ψ〉0. The
former relation is non-trivial and leads to the two-fold
degeneracy of the energy spectrum at the Brillouin zone
boundary. We consider again the P ′y symmetry, which
is the same as what we have encoutered in the case of
TSDW order: it guarantees the two-fold degeneracy at
~k = 0 but not sufficient at (kx, kz) = (0,−Q/2). The
Dirac cone structure is also preserved in the presence of
LSDW order.
As we have shown in the main body, the LSDW or-
der would induce a CDW order with orbital momentum
2Q. Because the density order is invariant under the
above symmetry operations, all of these results would
not change. Any other places of the Brillouin zone would
not be protected by symmetry, therefore, there would
be band gap opening there when the T/L-SDW order is
engineered.
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In this Supplementary Material, we will first classify the symmetries of the Weyl SOC Hamiltonian Eq. (M1) of
the main text and also find their exact constraints on various density-spin correlation functions in Sec. I. Then, in
Sec.II, we make random phase approximation (RPA) calculations to find the quantitative behaviors of the collective
modes through the poles of density-spin response functions in the paramagnetic side of this system. Through out this
Material, we use M to stand for the figures and equations in the main text.
I. SYMMETRY ANALYSIS
The symmetry of this system has been outlined in the first section of the main text, which leads to rigorous
constraints on the density and spin susceptibilities as already shown there. Here, we provide some details on this
symmetry analysis. Without loss of generality, we can pick up ~q as the zˆ axis, i.e., ~q = qz zˆ with qz ∈ (−∞,∞). Then,
the helical basis shown in Fig. M1a is just given by Tˆ1 = xˆ, Tˆ2 = yˆ and Lˆ = zˆ. Note that we use a unified bases for
±~q here. The [SU(2)spin × SO(3)orbit]D symmetry along this zˆ axis dictates that
RTz χ
µνRz = χ
µν . (S1)
Expanding it leads to the fact that the dynamical 4× 4 density-spin response function χµν(~q, ω) can be split into two
2× 2 subspaces defined in the main text: i) T1 − T2 subspace with χxx = χyy, χxy = −χyx; ii) n-L subspace.
(1) In the T1-T2 subspace
Under the s± = sx ± isy bases via a unitary transformation, it can be shown that in the T1 − T2 subspace:
χ =
(
χ+− 0
0 χ−+
)
, (S2)
where χ+− = 2(χxx − iχxy), χ−+ = 2(χxx + iχxy). The Px (or Py) symmetry dictates
χ+−(~q, ω) = χ−+(−~q, ω). (S3)
The T symmetry leads to
χ+−(~q, ω) = χ−+(−~q, ω). (S4)
which is identical to Eq. (S3). Eq. (S3) leads to that χxx = χyy is an even function of qz , χ
xy = −χyx is an odd
function of qz. Directly taking complex conjugate leads to:
[χ+−(~q, ω)]∗ = χ−+(−~q,−ω). (S5)
which, combining with Eq. (S3), leads to
Reχ+−(~q, ω) = Reχ+−(~q,−ω),
Imχ+−(~q, ω) = −Imχ+−(~q,−ω). (S6)
Requiring χµν(~q, ω) to be Hermite leads to that χ+−, χ−+ are real, therefore, Eq. (S6) gives rise to the fact that
χxx = χyy and χxy = −χyx are all even function of ω. The poles of χ+− and χ−+ lead to the two gapped transverse
modes T± respectively. In principle, χ+−, χ−+ might also develop imaginary parts, i.e., Imχ+−(~q, ω) 6= 0, which
represents the damping of the collective modes. At RPA level as presented in the next section, the damping is due
2to the coupling with the particle-hole (PH) excitations. The regime where Imχ+−(~q, ω) 6= 0 is given by the intra- or
inter- PH continuum as shown by the shaded regime in Fig. 1.
(2) In the n− L subspace
The Px (or Py) symmetry dictates
χnn(~q, ω) = χnn(−~q, ω), χLL(~q, ω) = χLL(−~q, ω),
χnL(~q, ω) = −χnL(−~q, ω), χLn(~q, ω) = −χLn(−~q, ω), (S7)
which shows χnn, χLL are even function of qz , while χ
nL, χnL are an odd function of qz. The T symmetry leads to
χnn(~q, ω) = χnn(−~q, ω), χLL(~q, ω) = χLL(−~q, ω),
χnL(~q, ω) = −χLn(−~q, ω), χLn(~q, ω) = −χnL(−~q, ω). (S8)
Note that Px and T leads to two different equations in the nL component only. Combining Eq. (S7) and Eq. (S8)
leads to χnL(~q, ω) = χLn(~q, ω). Directly taking complex conjugate leads to:
[χij(~q, ω)]∗ = χij(−~q,−ω), i, j = n, L, (S9)
which combining with Eq. (S7) leads to
Reχii(~q, ω) = Reχii(~q,−ω), i = n, L,
Imχii(~q, ω) = −Imχii(~q,−ω) (S10)
and
ReχnL(~q, ω) = −ReχnL(~q,−ω),
ImχnL(~q, ω) = ImχnL(~q,−ω). (S11)
Requiring χµν(~q, ω) to be Hermite leads to that χnn, χLL, χnL are real. Based on Eq. (S10) and (S11), we know
that χnn(~q, ω), χLL(~q, ω) are even function of ω, while χnL(~q, ω) is an odd function of ω. Similarly, χnn, χLL, χnL
might also develop imaginary parts: Imχij(~q, ω) 6= 0, i, j = n, L, which represents the damping of collective modes.
In principle, the damping of the collective modes in the (T1, T2) sector needs not to happen at the same time as that
in the (n, L) sector. However, at the RPA level (see Eq. (S15)), both of them are damped through the PH excitations
and therefore they happen at the same time.
These exact relations lead to strong constraints on the behaviors of the collective modes without any approximations.
For example, the restored SU(2)spin symmetry at ~q = 0 dictates that the three gapped modes found here must have
the same gap ∆ at ~q = 0. Then, one can expand the pole equation det[χ−1(~q, ω)] = 0 near the gap (~q, ω) = (~0,∆)
by using the above symmetry constraints on the χµν to obtain the dispersions of the gapped modes. For instance,
we find there are two split transverse modes with the dispersion ωT± = ∆ ± βq + O(q2) in the T1-T2 subspace.
In the density+longitudinal spin channel, we obtain one gapped longitudinal (called L) mode with the dispersion
ωL(~q) = ∆+αq
2+O(q4) determined by symmetry. We have compared these qualitative behaviors with the numerical
calculation shown in Fig. 1 and demonstrate that the symmetry argument indeed leads to correct physical pictures.
(3) The symmetry reason why T+ and T− split
In this part, we show that in order to guarantee the two T+, T− modes to be degenerate, one need to have both T
symmetry and the inversion symmetry I: ~q → −~q. The I symmetry dictates that
χ+−(~q, ω) = χ+−(−~q, ω), χ−+(~q, ω) = χ−+(−~q, ω). (S12)
Combining Eq. (S4) with Eq. (S12) lead to:
χ+−(~q, ω) = χ−+(~q, ω). (S13)
Alternatively, if assuming Sx symmetry: σx → σx, σy,z → −σy,z, one also find Eq. (S13). The above fact leads to
the following conclusion: the SOC term which breaks the inversion symmetry or the Sx symmetry, thus χ+−(~q, ω) 6=
χ−+(~q, ω) for ~q 6= 0 which leads to the splitting of the two transverse modes even in the normal phase at any ~q 6= 0.
Only at ~q = 0, the SOC vanishes and the three modes have the same energy gap.
3II. COLLECTIVE MODES AND PH EXCITATIONS FOR 3D FERMI GAS WITH WEYL SOC AT RPA
LEVEL
In the last section, we established exact relations on the density-spin response functions from the general symmetry
principle. Any analytical approximations or numerical calculations must satisfy these exact relations. In this section,
we will perform a concrete calculation on all the response functions at the RPA level whose poles lead to the collective
modes. We also checked that these exact relations due to symmetry are respected in our calculations.
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FIG. 1: (Color online) Collective modes for 3D Fermi gas with Weyl-type SOC in the normal side. The parameters using
here are: µ/ER = 20 (equivalent to γ = 0.28) which corresponds to the case γ) in Fig. 2 and g = 0.9gc with gc the critical
interaction strength of the putative ferromagnetic phase transition. The green (yellow) region is the intra-band (inter-band)
particle-hole excitation continuum. ωmin denotes the lower edge of inter-band particle-hold continuum, which is taken as the
unit in Fig. 2(d).
Now we can expand Eq. (M5) S[φµ] = S(0) + S(2) + · · · in terms of φµ. As said in the main text, the density
channel φn has a non-zero imaginary saddle point value due to the finite particle density of the fermions which could
be eliminated by re-defining δφµ as the deviation from its saddle point value φ¯µ, i.e., δφµ = φµ − φ¯µ. To the second
order of δφµ (namely RPA level), we obtain
S(2) = 1
2
∫
d3~k
(2π)3
T
∑
n
(
1
g
δµν − 1
4
χ¯µν0 (
~k, iωn)
)
δφµ(~k, iωn)δφ
ν(−~k,−iωn), (S14)
where χ¯µν is related to the density-spin susceptibility χµν0 (q, iωn) = 〈sµ(q, iωn)sν(−q,−iωn)〉 via χ¯000 = −χ000 ,
χ¯0i0 = iχ
0i
0 , χ¯
i0
0 = iχ
i0
0 , χ¯
ij
0 = χ
ij
0 with i, j,= x, y, z. The non-interacting density-spin susceptibility is given by:
χµν0 (~q, iωn) =
1
V
∑
k,sr
Fµνsr (k + q, k)
nF (ξk+q,s)− nF (ξk,r)
iωn − (ξk+q,s − ξk,r) , (S15)
where the ξk,s is the fermion spectrum with s the helicity pˆ · ~σ|ps〉 = s|ps〉, the nF (ξk,s) is the Fermi distribution
function, the ξk+q,s−ξk,r is the particle-hole excitation energy and the overlap factor Fµνsr (p, q) = 〈ps|σµ|qr〉〈qr|σν |ps〉.
Consistent with the symmetry analysis in Sec. I, the dynamical 4 × 4 density-spin susceptibility Eq. (S15) is split
into two 2× 2 subspaces: i) n−L subspace; ii) T1− T2. The collective modes can be therefore discussed in these two
subspaces.
First, we obtain the gapless sound mode ωs = vsq (Fig. 1) in the n-L subspace which is determined by the pole of
2× 2 density-spin susceptibility det(1 + g4σzχnL) = 0 with
χnL0 (~q, ω) =
m(k2F1 + k
2
F2)
2π2κ
(
F (y) βyF (y)
βyF (y) 13 +
√
k2R+2mµ
3kR
β + y2F (y)
)
, (S16)
where kF2 > kF1 are the two Fermi momenta in Fig. 2(a), 2κ = kF1+kF2 (kF2−kF1) for µ > 0 (µ < 0), β = k
2
F2−k2F1
k2F2+k
2
F1
and y = ω/vF q, vF the Fermi velocity, F (y) = 1 − yarccothy. It is easy to see that Eq. (S16) indeed satisfies the
constraints Eqs. (S10) and (S11). We numerically determined the velocity vs of this gapless sound mode as a function
of filling of fermions shown in Fig. 2(b) for three different interaction strengths. This sound mode corresponds to a
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FIG. 2: (Color online) (a) Single particle energy spectrum of SOC Fermi gas in the normal state. Three typical filling cases
are denoted by the dashed lines α, β and γ, which corresponds to strong, intermediate and weak SOC, respectively. (b) shows
the ratio vs/vF of gapless sound mode as a function of filling. (c) ∆/ER and (d) ∆/ωmin show the energy gap for the three
gapped modes as a function of filling. The three lines with different colors represent different interaction strengths, i.e., green
(critical interaction strength gc for ferromagnetic phase transition), red (g = 4/5gc), blue (g = 2/3gc).
coupled density-longitudinal spin fluctuation. There is also a gapped mode in this subspace called L mode shown in
Fig. 1.
Then, in the transverse T1-T2 subspace and according to Eq. (S2), the two transverse modes are determined at
RPA level by
1− g
2
χ+−0 (~q, ω) = 0, 1−
g
2
χ−+0 (~q, ω) = 0. (S17)
where χ+−0 (~q, ω) = 2(χ
xx− iχxy) is given by Eq. (S15). Numerically solving this pole equation leads to two transverse
spiral modes shown in Fig. 1.
Due to the SU(2)spin symmetry at ~q = 0, the three gapped modes are degenerate at ~q = 0 where the gap is
determined by det[1− g4χijspin(ω, ~q = 0)] = 0, with
χijspin(ω, ~q = 0) =
m
6π2kR
(
k22 − k21 +
m2ω2
4k2R
ln
[
4k2Rk
2
2 −m2ω2
4k2Rk
2
1 −m2ω2
])
δij , i, j = x, y, z, (S18)
The numerical result of this energy gap ∆ at different µ/ER is shown in Fig. 2(c) (in units of the recoil energy
ER = k
2
R/2m) and Fig. 2(d) (in units of the lower edge of inter-band particle-hole excitation energy ωmin shown in
Fig. 1).
In Fig. 2(a), we plot three typical filling cases shown by the dashed lines: α) dilute density case with µ < 0; β)
µ > 0 but close to the Dirac point (µ = 0), γ) dense density case. Fig. 1 belongs to the case γ). In Fig. 2(b), as
the filling tends to the Dirac point from above µ > 0, the vs/vF decreases close to 1. Passing the Dirac point, the
ratio increases quickly. In Fig. 2(c), the ∆/ER decreases close to zero when approaching the Dirac point, where the
blank regime between the inter-band and intra-band PH excitation shown in Fig. 1 shrinks to zero. Passing the Dirac
point, the ratio increases and the blank regime between the inter-band and intra-band PH excitation also expands.
To show the relationship between the energy gap ∆ and the PH excitation, in Fig. 2(d) we show ∆/ωmin with ωmin
the lower edge of the inter-band PH excitation energy shown in Fig. 1. We find as the chemical potential decreases
from case γ) to α), the ratios gets to 1 from below, namely, the gapped collective modes move more closer to the
edge of inter-band particle-hole excitation continuum in Fig. 1. In the dilute limit µ → −1, the critical interaction
strength to get to ferromagnetic state gc = 12π
2
√
1 + µ+O((1 + µ)3/2) reduces to zero, the sound velocity saturates
vs/vF ≃ 1.102, and the energy gap increases and moves close to the PH continuum ∆s/ER ≃ 4(1−
√
1 + µ).
The level repulsion in the n-L space will push the sound mode quite close to the intra-band PH continuum (Fig.
1,2(b)). Similarly, the level repulsion in the T1, T2 space will also split the two transverse modes T±. So at finite, but
small q, the three modes split with ωT+ > ωL > ωT− .
