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IMAGE OF SCHWARTZ SPACE UNDER SPECTRAL PROJECTION
JOYDIP JANA
Abstract. Let X = G/K symmetric space of non compact type, where G is a rank-one connected
semisimple Lie group with finite center. We shall look at the transform Pλf(x) = f ∗ ϕλ(x), where,
λ ∈ C and ϕλ is the elementary spherical function. We shall try to characterizes the image of the
Schwartz spaces Sp(X) where 0 < p ≤ 2 under the above transform.
1. Introduction
Let X be the Riemannian symmetric space realized as G/K where G is a connected, noncompact,
real rank-one semi-simple Lie group with finite center. Let ϕλ (λ ∈ C) be the elementary spherical
functions of G. We denote Sp(X) (0 < p ≤ 2) for the Lp-Schwartz class functions on X . For f ∈ Sp(X)
(0 < p ≤ 2) (for the case 1 < p ≤ 2, f ∈ Lp(X)) we consider the transform f 7→ Pλf(x) = f ∗ ϕλ(x) for
each λ in a suitable domain. The function Pλf is an eigenfunction of the Laplacian L of the group G,
satisfying LPλf(x) = −(1 + λ2)Pλf(x) and the transform f 7→ Pλf is called the generalized spectral
projection. Strichartz in his series of papers [Str88], [Str89], [Str91], [Str92] initiated the project of re-
viewing Harmonic Analysis in terms of the generalized spectral projection. Continuing this project Bray
[Bra96] proved a spectral Paley-Wiener theorem for the symmetric space X = G/K. Ionescu [Ion00]
characterized the image Pλ
(
L2(X)
)
. Strichartz [Str89] determined the image of Euclidean Schwartz
class functions under spectral projection.
The aim of this paper is to characterize the image of the Lp-Schwartz space Sp(X) (0 < p ≤ 2)
under the transform f 7→ Pλf . For each f ∈ Sp(X), Pλf is a function on a∗ε × X where a∗ε ={
λ ∈ C | |ℑλ| < ε =
(
2
p − 1
)}
.
The characterization of the image of Sp(X) under the generalized spectral projection is divided
into two parts. In Section 3 we obtain some basic properties (necessary conditions) of the functions
Pλf for f ∈ Sp(X). Sufficient conditions for a left-K-finite function f(λ, x) on a∗ε × X to be of the
form Pλg(x) = f(λ, x) for some g ∈ Sp(X) are taken up in Section 4. Finally, in Section 5, we
shall characterize the image of certain subspace of L2(X) under the above mentioned transform in
the light of the inverse Paley-Wiener theorem due to Thangavelu [Tha07]. For this section we refer
[GKO´06a, GKO´06b, GK02, KS04, KS05] and [Tha07].
2. Preliminaries
In this section we shall briefly recall some basic facts and results about noncompact Riemannian
symmetric spaces realized as X = G/K where G be a connected noncompact semisimple Lie group with
finite center and K a maximal compact subgroup of G. Let k be the Lie algebra of K. We fix an Iwasawa
decomposition G = KAN and let a be the Lie algebra of the abelian subgroup A. In this discussion we
shall mainly concentrate on the ‘rank-one’ Riemannian symmetric spaces so our associated semisimple
Lie group G will be of ‘real rank-one’. Hence A and a both are of dimension one. Let a∗ be the real dual
of a and a∗
C
be its complexification. The Killing form induces a positive definite form 〈·, ·〉 on a∗×a∗, let
the bilinear extension of this form on a∗
C
× a∗
C
be denoted by 〈·, ·〉1. In the rank-one case the restricted
roots for the adjoint action of a on g are of the form ±γ and (possibly) ±2γ with γ ∈ a∗. We denote
mγ for the multiplicity of the root γ. Let ρ ∈ a∗ be the half sum of the positive roots. With a proper
Date: November 18, 2018.
Key words and phrases. Spectral projection, Helgason Fourier transform, Schwartz space, Complex crown.
The author is thankful to Prof. S. C. Bagchi and Rudra P. Sarkar of Indian Statistical Institute for their useful
suggestions.
Mathematical Subject Classification: 43A80, 43A85, 43A90.
1
2 JANA
normalization the linear functional ρ can be identified with the constant function ρ(X) = 1. The same
normalization also identifies A, a, a∗ with R and a∗
C
with C. The Weyl group in our case W = {+1,−1}
acts on A, a, a∗ and a∗
C
simply by multiplication. We denote a+ a cone in a called the positive Weyl
chamber. Let a∗+ ⊂ a∗ be the cone dual to a+. In the rank-one case both a+ and a∗+ essentially
correspond to the set R+ of all positive numbers. Let a+ and a∗+ respectively denote the closures of
the cones a+ and a∗+ also let us denote A+ = exp a+. The group elements of A will now be denoted by
at where t ∈ R and exp t = at. Let H : g = katn 7→ H(g) = t ∈ a be the Iwasawa-a-projection of G in a
for the KAN decomposition of the group.
The Cartan decomposition gives G = KA+K. It induces a diffeomorphism from K/M × A+ ×K (or
K × A+ × M \ K) onto an open dense subset of G where M is the centralizer of A in K (M also
normalizes N). Let x+ be the a+ projection of x ∈ G for the Cartan decomposition x = k1(expx+)k2
and we denote |x| = ‖x+‖. For all x ∈ G the Iwasawa-a-projectionH(x) and the quantity |x| are related
by the inequality:
(2.1) ‖H(x)‖ ≤ c|x|, x ∈ G, where c > 0 is a fixed constant.
We also note that in the symmetric space X = G/K, |x| is the Riemannian distance of xK from the
coset eK, e being the identity element of G.
The Haar measure corresponding to the Iwasawa-KAN decomposition is given by
(2.2)
∫
G
f(x)dx = const.
∫
K
dk
∫
a+
e2tdt
∫
N
f(katn)dn,
where the const stands for a normalizing constant. In the case of the Cartan decomposition the Haar
measure on G is given by
(2.3)
∫
G
f(x)dx = const.
∫
K
dk1
∫
a+
∆(t)dt
∫
K
f(k1atk2)dk2,
where the density function ∆(t) has the estimate ∆(t) = O(e2t). A function f will be called right-K-
invariant if it satisfies f(xk) = f(x) for all x ∈ G and k ∈ K. A function on the symmetric space
X = G/K can also be considered as a right-K-invariant function on the group G. We denote C∞(G) for
the set of all smooth functions on G. Let U(g) be the ‘universal enveloping algebra’ over g and Ω be the
Casimir element of U(g). The action of the Laplace-Beltrami operator L on X is defined by the action
of Casimir operator Ω: Lf(xK) = f(x; Ω) for all x ∈ G. In our discussion the following eigenspaces of
the operator L
(2.4) Eλ(X) = {g ∈ C∞(X) | Lg(x) = −(λ2 + 1)g(x)}, for each λ ∈ C
will be of main interest. For each λ ∈ C, let ϕλ be the elementary spherical function associated with λ.
We recall that ϕλ (λ ∈ C) is given by the following integral representations [GV88]:
(2.5) ϕλ(x) =
∫
K
e−(iλ+1)H(x
−1k)dk =
∫
K
e(iλ−1)H(xk)dk.
We recollect some of the very basic properties of the elementary spherical functions, which will be used
throughout.
Proposition 2.1. (i) The expression ϕλ(x) is a bi-K-invariant C
∞ function in the x variable and
it is a W -invariant holomorphic function in λ ∈ C.
(ii) For each λ ∈ C, x 7→ ϕλ(x) is a joint eigenfunction of all the G-invariant differential operators
on G/K; in particular for the Laplace-Beltrami operator we have:
(2.6) Lϕλ(·) = −(λ2 + 1)ϕλ(·), λ ∈ C.
(iii) For each λ ∈ C and x, y ∈ G, the following property is referred to as the ‘symmetric property
of the elementary spherical functions’
(2.7) ϕλ(x
−1y) =
∫
K
e−(iλ+1)H(y
−1k−1)e(iλ−1)H(x
−1k−1)dk.
(iv) For any given D,E ∈ U(g), there exists a constant c > 0 such that
(2.8) |ϕλ(D;x;E)| ≤ c(|λ|+ 1)degE+degDϕiℑλ(x) for all x ∈ G, λ ∈ C.
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(v) Given any polynomial P in the algebra S(a) of symmetric polynomials on a∗, there exists a
positive constant c such that:
(2.9)
∣∣∣∣P ( ∂∂λ
)
ϕλ(x)
∣∣∣∣ ≤ c(1 + |x|)degPϕiℑλ(x), x ∈ G.
(vi) For all t and λ in R+ we have:
(2.10) 0 < ϕ−iλ(at) ≤ eλtϕ0(at).
(vii) For all x ∈ G, we have 0 < ϕ0(x) = ϕ0(x−1) ≤ 1;
(viii) For all t ∈ R+, we have the following two-side estimate of ϕ0:
(2.11) e−t ≤ ϕ0(at) ≤ c(1 + t)ae−t,
where c, a > 0 are group dependent constants;
Property (i) is a very basic fact which follows from the definition. For a proof one can see [GV88,
Ch. 4]. Property (ii) was proved by Helgason [Hel00]. For (iii) we refer to [Hel94, Ch. III, Theorem
1.1]. The estimates (iv), (v), and (vi) follows from the results in [GV88, Sec. 4.6]. For a direct and
a simple proof of (iv) and (v) one can see [Ank91, Proposition 3]. The estimate (vii) of ϕ0 is due to
Harish-Chandra. A proof of this can be found in [GV88, Theorem 4.6.4, Theorem 4.6.5]. We should
note that a sharper two-sided estimate of ϕ0 is given by Anker [Ank87].
Let δ be an unitary irreducible representation of K i.e δ ∈ K̂ with Vδ (a finite dimensional vector
space) the representation space. Let χδ stand for the character of the representation δ. Let V
M
δ be the
subspace of Vδ fixed under δ|M ; i.e VMδ = {v ∈ Vδ | δ(m)v = v ∀m ∈M}. Kostant [Kos69] proved that
for a rank-one group the dimension of VMδ is 0 or 1. Let K̂M be the set of all equivalence classes of
irreducible unitary representation δ of K for which VMδ 6= {0}. For our result we choose δ ∈ K̂M .
As, δ ∈ K̂M , δ(k) is a unitary matrix of order dδ. So ‖δ(k)‖2 = d
1
2
δ where, ‖ · ‖2 denotes the Hilbert
Schmidt norm. One can associate a norm |δ| to each unitary irreducible representation δ of K (for
explicit constriction of this norm we refer [EK76]). From Weyl’s dimension formula we can choose an
r ∈ Z+ and a positive constant c independent of δ such that
‖δ(k)‖2 ≤ c (1 + |δ|)r(2.12)
for all k ∈ K. Thus dδ ≤ c′(1 + |δ|)2r clearly, again c′ is independent of the chosen δ.
For any f ∈ C∞(X) we put:
(2.13) f δ(x) = dδ
∫
K
f(kx)δ(k−1)dk.
Clearly, f δ is a C∞ map from X to Hom(Vδ, Vδ) satisfying
(2.14) f δ(kx) = δ(k)f δ(x), for all x ∈ X, k ∈ K.
Any function satisfying the property (2.14) will be referred to as (a dδ × dδ matrix valued) left δ-type
function. For any function space E(X) ⊆ C∞(X), we write Eδ(X) = {f δ | f ∈ E(X)}. We shall denote
by δˇ the contragradient representation of the representation δ ∈ K̂M . A function f will be called a
scalar valued left-δ-type function if f = dδχδ ∗ f , where the operation ∗ is the convolution over K.
For any class of scalar valued functions G(X) we shall denote G(δ,X) = {g ∈ G(X) | g = dδχδ ∗ g}.
Throughout our discussion we fix the notation D(X) for the subclass of functions in C∞(X) which are
of compact support. The following theorem, due to Helgason, identifies the two classes Dδ(X) and
D(δˇ, X) corresponding to each δ ∈ K̂M .
Theorem 2.2. [Helgason [Hel94, Ch.III, Proposition 5.10]]
The map Q : f 7→ g, g(x) = tr (f(x)) (x ∈ X) is a homeomorphism from Dδ(X) onto D(δˇ, X) and its
inverse is given by g 7→ f = gδ.
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A consequence of the ‘Peter-Weyl theorem’ can be stated [Hel00, Ch.IV, Corollary 3.4] in the form
that any f ∈ C∞(X) has the decomposition
(2.15) f(x) =
∑
δ∈ bKM
tr(f δ(x)),
where the convergence is in the sense of uniform convergence on compacta. A function f ∈ C∞(X) is
said to be left-K-finite if there exists a finite subset Γ(f) ⊂ K̂M (depending on the function f) such
that tr(fγ) = 0 for all γ ∈ K̂M \ Γ(f). For any class H(X) ⊆ C∞(X) of functions we shall denote by
H(X)K the subclass consisting of the left-K-finite functions. Let Γ be a fixed subset (finite or infinite)
of K̂M . Then we shall use the notation H(Γ;X) for the subclass of H(X)
(2.16) H(Γ;X) = {g ∈ H(X) | gδ = 0, for all δ ∈ K̂M \ Γ}.
The pth Schwartz space Sp(X) (1 < p ≤ 2) on X is the class of C∞ functions f on X with the decay
condition: for each D,E ∈ U(g) and n ∈ Z+ ∪ {0}
(2.17) µD,E,n(f) := sup
x∈X
|f(D;x;E)|(1 + |x|)nϕ−
2
p
0 (x) < +∞.
The quantities µD,E,n(f) gives a countable family of seminorms on the space S
p(X) and the topology
induced by this countable family makes Sp(X) a Fre´chet space.
Let us denote Sp(δˇ, X) = {f ∈ Sp(X) | f = dδ χδˇ ∗f } and Spδ(X) = {f δ | f ∈ Sp(X)}. Being a closed
subspace of Sp(X) the space Sp(δˇ, X) is also a Fre´chet space with the topology induced from Sp(X). The
Hom(Vδ, Vδ) valued function space S
pδ(X) is also a Fre´chet space with respect to the topology induced
by the countable family of seminorms: for D,E ∈ U(g) and n ∈ Z+ ∪ {0}
(2.18) µD,E,n(f
δ) := sup
x∈X
‖f δ(D;x;E)‖2(1 + |x|)nϕ−
2
p
0 (x) < +∞.
Note that for the sake of simplicity we keep the same notation for the seminorms for both the spaces
Sp(X) and Spδ(X). Clearly the spaces D(δˇ, X) and Dδ(X) respectively are dense subspaces of the
Schwartz spaces Sp(δˇ, X) and Spδ(X) with the respective Schwartz space topologies.
Remark 2.3. The topological isomorphism described in Therem 2.2 can be extended from the Schwartz
space Spδ(X) onto Sp(δˇ, X).
For any function f ∈ Sp(X), the Helgason Fourier transform (HFT) Ff is defined by
(2.19) Ff(λ, kM) =
∫
X
f(x) e(iλ−1)H(x
−1k)dx.
For f ∈ Sp(X) the function Ff is defined on the domain a∗ε ×K/M . Now let S(a∗ε ×K/M) denote the
space consisting of the C∞ functions h on a∗ ×K/M which satisfy the following conditions:
(i) For each fixed k ∈ K the function λ 7→ h(λ, kM) extends to Inta∗ε as a holomorphic function
and it extends as a continuous function to the closed strip a∗ε.
(ii) For any λ ∈ Inta∗ε and x ∈ G we have hˇ(−λ, x) = hˇ(λ, x) where
hˇ(λ, x) =
∫
K
h(λ, K(xk)M)e(iλ−1)H(xk)dk,
where K(xk) is the K part of xk ∈ G in the Iwasawa KAN decomposition.
(iii) For each m,n ∈ Z+ and P ∈ S(a)
(2.20) sup
λ∈Inta∗ε ;k∈K/M
∣∣∣∣P ( ddλ
)
h(λ, k : ωm
k
)
∣∣∣∣ (1 + |λ|)n < +∞
where ωk is the Casimir element of k.
The space S(a∗ε ×K/M) becomes a Fre´chet space with the topology induced by the countable family of
seminorms (2.20). It can be shown that the HFT is a continuous mapping of Sp(X) into S(a∗ε ×K/M)
[EK76, Theorem 3.1]. Let us fix the notation Ff(λ, kM) = Ff(λ, k). The Inversion formula for HFT
for f ∈ Sp(X) is given by
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(2.21) f(x) =
1
2
∫
a∗
∫
K
Ff(λ, k) e−(iλ+1)H(x
−1k)|c(λ)|−2dλ dk.
Here c(λ) is the Harish-Chandra c-function which is completely known (see, [Hel00, Chap. IV];
[GV88, Sect. 4.7]). For our purpose we shall only need the following simple estimate [Ank92] : for
constants c, b > 0
(2.22) |c(λ)|−2 ≤ c(|λ|+ 1)b for all λ ∈ a∗.
Let f ∈ Sp(X) then f δ ∈ Spδ(X). The HFT of f δ is defined similarly as (2.19) by
(2.23) F(f δ)(λ, kM) =
∫
G
f δ(x)e(iλ−1)H(x
−1k)dx,
here the integration is done on each matrix entry. It can be shown that
F(f δ)(λ, kM) = δ(k)F(f δ)(λ, eM) = δ(k)f˜ δ(λ),
here we are denoting F(f δ)(λ, eM) by f˜ δ(λ). The function f˜ δ(λ) can be represented by the following
(for details see [JS07]):
f˜ δ(λ) = dδ
∫
X
trf δ(x)Φ∗
λ,δ
(x)dx,(2.24)
where for each δ ∈ K̂M and λ ∈ C, the function
(2.25) Φλ,δ(x) =
∫
K
e−(iλ+1)H(x
−1k)δ(k)dk, x ∈ G,
is called the ‘generalized spherical function’ of class δ. For each x ∈ G, Φλ,δ(x) is an operator in
Hom(Vδ, Vδ). Taking point-wise adjoints leads to the expression
(2.26) Φ∗
λ,δ
(x) := Φλ,δ(x)
∗ =
∫
K
e(iλ−1)H(x
−1k)δ(k−1)dk, x ∈ G.
We note that from the Iwasawa decomposition, if x ∈ G and τ ∈ K, H(τx) = H(x). Hence, the
expressions (2.25) and (2.26) show that both Φλ,δ and Φ
∗
λ,δ
can be considered as functions on the space
X = G/K. The transform f δ 7→ f˜ δ given by the integral (2.24) will be referred as the δ-spherical
transform. We list out some basic properties of the generalized spherical functions Φλ,δ in the following
remark
Remark 2.4. (i) The following can easily be checked from the integral representations given in
(2.25) and (2.26) of the generalized spherical function and it’s adjoint
• for all k ∈ K, Φλ,δ(kx) = δ(k)Φλ,δ(x) and Φ∗λ,δ(kx) = Φ∗λ,δ(x)δ(k−1).
• Let v ∈ Vδ and m ∈M then δ(m)
(
Φ∗
λ,δ
(x)v
)
= Φ∗
λ,δ
(x)v.
This shows that Φ∗
λ,δ
(·) is a Hom(Vδ, VMδ ) valued function on X. Hence, the δ-spherical trans-
form f˜ δ(·) as defined in (2.24) is a Hom(Vδ, VMδ ) valued function on C.
(ii) For each λ ∈ C and δ ∈ K̂M , the functions x 7→ Φλ,δ(x) is a joint eigenfunction of the algebra
D(X) of all G-invariant differential operators on X.
(iii) For each fixed δ ∈ K̂M there exists a polynomial [Hel94, Theorem 5.15, ch-III, §5, p-289 ]
Qδ(1− iλ) of the complex variable iλ such that: for all λ ∈ C
Qδ(1− iλ)Φλ,δ(·) = Qδ(1 + iλ)Φ−λ,δ(·)(2.27)
[Qδ(1− iλ)]−1Φ∗λ,δ(·) = [Qδ(1 + iλ)]
−1Φ∗
−λ,δ
(·)(2.28)
Both sides of the above relations are holomorphic for all λ ∈ C.
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The polynomials Qδ are called the Kostant’s polynomials. For a rank-one group the polynomial
Qδ(1 + iλ) has the following representation interms of the Gamma functions [Hel94, Theorem 11.2, Ch.
III, §11]
(2.29) Qδ(1 + iλ) =
(
1
2
(α+ β + 1 + iλ)
)
r+s
2
(
1
2
(α− β + 1 + iλ)
)
r−s
2
where, (z)m =
Γ(z+m)
Γ(z) . Two group dependent constants α, β are given by α =
1
2 (mγ + m2γ − 1),
β = 12 (m2γ − 1). The pair of integers (r, s) is the parameterization of the representation δ ∈ K̂M .
Clearly Qδ(1+ iλ) is a polynomial in iλ of order 2r. Helgason [Hel94, Ch. III, § 11] further showed that
the polynomial Qδ(1 + iλ) has no zero in the interior of the strip a
∗
ε := {λ ∈ a∗C : |ℑλ| ≤ ε}.
We now define a function space in the Fourier domain which is a prospective candidate for the image
of Spδ(X) under the δ-spherical transform.
Definition 2.5. We denote Sδ(a
∗
ε) for the space of all Hom(Vδ, Vδ) valued functions ψ on the complex
strip a∗ε with the properties:
(i) For each λ ∈ a∗ε, ψ(λ) maps Vδ to VMδ .
(ii) Each ψ is holomorphic in the interior of the strip a∗ε and extends as a continuous function to
the closed strip.
(iii) ψ satisfies the identity
(2.30) Qδ(1− iλ)−1ψ(λ) = Qδ(1 + iλ)−1ψ(−λ), λ ∈ a∗ε,
where Qδ(1 + iλ) is the polynomial (2.29).
(iv) For each P ∈ S(a) and for each integer t ≥ 0 we have:
(2.31) τP,t(ψ) = sup
λ∈Inta∗ε
∥∥∥∥P ( ddλ
)
ψ(λ)
∥∥∥∥
2
(1 + |λ|)t < +∞.
We have already mentioned that dimVMδ = 1, so for each ψ ∈ Sδ(a∗ε) and λ ∈ a∗ε, with a convenient
choice of basis, ψ(λ) is a dδ × dδ matrix with all the rows except the first one being identically zero.
It can be shown that the space Sδ(a
∗
ε) is a Fre´chet space with the topology induced by the countable
family of seminorms {τP,t}. We shall be using the following topological characterization of the image of
the Schwartz space Spδ(X) under the δ-spherical transform.
Theorem 2.6. For 0 < p ≤ 2 and ε = (2/p − 1) the δ-spherical transform f 7→ f˜ is a topological
isomorphism between the spaces Spδ(X) and Sδ(a
∗
ε).
This is a part of the result proved by Eguchi and Kawata [EK76]. A proof of this theorem avoiding
the complicated asymptotics of the generalized spherical functions can be found in [JS07].
3. Necessary Conditions
In this section we start with the Lp-Schwartz space Sp(X) with 0 < p ≤ 2. For f ∈ Sp(X) we
define Pλf(x) = (f ∗ ϕλ)(x), for suitable λ ∈ C. We get an alternative expression for the spectral
projection Pλf(·) in terms of the Helgason Fourier transform Ff of the function f ∈ Sp(X). Beginning
with Pλf(x) =
∫
G
f(y)ϕλ(y
−1x)dy, we use the standard symmetric property (2.7) of the elementary
spherical functions and the Fubini’s theorem to write:
Pλf(x) =
∫
K
{∫
G
f(y)e(iλ−1)H(y
−1k−1)dy
}
e−(iλ+1)H(x
−1k−1)dk
=
∫
K
Ff(λ, k−1)e−(iλ+1)H(x
−1k−1)dk
=
∫
K
Ff(λ, k)e−(iλ+1)H(x
−1k)dk.(3.1)
We have already mentioned that for any f ∈ Sp(X) the Helgason Fourier transform Ff is defined on
the domain a∗ε × K/M . Hence, (3.1) implies that for each f ∈ Sp(X) the function (λ, x) 7→ Pλf(x)
is defined on a∗ε × X . We use the notation eλ,k(x) for e−(iλ+1)H(x
−1k), which is the kernel of the
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integral in the definition (3.1). As we have already mentioned that the Iwasawa decomposition KAN
is diffeomorphic to G, so, for each k ∈ K, the Iwasawa-a-projection x 7→ H(x−1k) is a C∞ map on G.
Thus eλ,k ∈ C∞(X) for each λ ∈ C and k ∈ K. Hence, from (3.1) one can conclude that for each λ ∈ a∗ε
and for each f ∈ Sp(X), Pλf ∈ C∞(X). Furthermore the kernel eλ,k is a joint eigenfunction of the
algebra D(X). In particular for the Laplace-Beltrami operator L the eigenvalue for eλ,k we have:
(3.2) Leλ,k(x) = −(1 + λ2)eλ,k(x),
for each λ ∈ C and k ∈ K [GV88]. According to our notation eλ,k ∈ Eλ(X) for each λ ∈ C. Note that
the integral in the definition (3.1) of Pλf is over a compact set. Therefore, it follows easily that for each
λ ∈ a∗ε and f ∈ Sp(X), Pλf ∈ Eλ(X).
To prove other characteristic properties of the function space Pλ(S
p(X)) (λ ∈ a∗ε). We shall mainly
use the continuity of the δ-spherical transform [JS07, Lemma 4.2] which is a part of Theorem 2.6.
For each f ∈ Sp(X) and for each λ ∈ a∗ε, Pλf ∈ C∞(X), we define its matrix valued left δ-projection
(Pλf)
δ by
(3.3) (Pλf)
δ(x) = dδ
∫
K
Pλf(kx)δ(k
−1)dk.
It is clear that for each δ ∈ K̂M , (Pλf)δ ∈ Eδλ(X). Now (Pλf)δ satisfies (Pλf)δ(kx) = δ(k)(Pλf)δ(x)
(k ∈ K,x ∈ X). Hence tr(Pλf)δ is a left δˇ-type scalar valued function and hence tr(Pλf)δ ∈ Eλ(δˇ, X).
The following proposition relates the projection (Pλf)
δ with the generalized spherical function (2.25).
This structure will be very useful for estimating the decay of the function Pλf for each f ∈ Sp(X)
(0 < p ≤ 2).
Proposition 3.1. Let f ∈ Lp(X) if 1 < p ≤ 2 and f ∈ Sp(X) if 0 < p ≤ 1. Then (Pλf)δ(x) =
Pλ(f
δ)(x) = Φλ,δ(x) f˜ δ(λ), for x ∈ X and λ ∈ Inta∗ε, where f˜ δ is the δ-spherical transform of f δ as
defined in (2.13).
Proof. The existence of Pλf needs a proof in case of f ∈ Lp(X), 1 < p ≤ 2. It is a consequence of the
estimates (2.8) and (2.10) of the function ϕλ, that for λ ∈ a∗ε, ϕλ ∈ Lq(X), where 1p + 1q = 1. Further,
it can be shown that for each compact set U ⊂ Inta∗ε, there exists a g ∈ Lq(X) with g ≥ 0 such that
|ϕλ(x)| < g(x), for λ ∈ U and x ∈ X . Thus by Ho¨lder’s inequality f ∗ ϕλ(x) exists for all λ ∈ U .
Moreover, the uniform domination of the ϕλ means that λ 7→ ϕλ is a continuous map of U to Lq(X).
Ho¨lder’s inequality will then make f ∗ ϕλ(x) continuous in λ ∈ U . The compact set U being arbitrary
we get the existence and continuity in both the variables on Inta∗ε ×X . From (3.3) we now have:
(Pλf)
δ(x) = dδ
∫
K
Pλf(kx) δ(k
−1) dk
= dδ
∫
K
∫
G
f(y)ϕλ(y
−1kx) dy δ(k−1) dk
= dδ
∫
K
∫
G
f(kz)ϕλ(z
−1x) dz δ(k−1) dk
= dδ
∫
G
ϕλ(z
−1x)
∫
K
f(kz) δ(k−1) dk dz
=
∫
G
f δ(z)ϕλ(z
−1x) dz(3.4)
= Pλ(f
δ)(x).
Using the symmetric property of the elementary spherical function (2.7) the expression (3.4) can be
written as
(3.5) (Pλf)
δ(x) =
∫
G
f δ(z)
∫
K
e−(iλ+1)H(x
−1k)e(iλ−1)H(z
−1k)dk dz.
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The repeated integral on the right-hand side converging absolutely, we interchange the integrals to
obtain
(Pλf)
δ(x) =
∫
K
e−(iλ+1)H(x
−1k)
∫
G
f δ(z)e(iλ−1)H(z
−1k)dz dk
=
∫
K
e−(iλ+1)H(x
−1k)Ff δ(λ, k)dk.
We have already noticed that Ff δ(λ, k) = δ(k)Ff δ(λ, e) and also we have observed that Ff δ(λ, e) =
f˜ δ(λ). Then
(Pλf)
δ(x) =
{∫
K
e−(iλ+1)H(x
−1k)δ(k)dk
}
f˜ δ(λ) = Φλ,δ(x)f˜ δ(λ).(3.6)
Remark 3.2. As ϕλ(x) = ϕ−λ(x) for all λ ∈ C, so both the functions Pλf , (Pλf)δ and tr(Pλf)δ are
even in the λ variable.
To characterize Pλf for f ∈ Sp(X), we shall first concentrate on each of its δ-projections (Pλf)δ. The
following proposition summarizes the properties of (Pλf)
δ which will be useful to characterize Pλ(S
p(X))
(λ ∈ a∗ε).
Proposition 3.3. For f ∈ Sp(X), where 0 < p ≤ 2 and for each fixed δ ∈ K̂M the operator valued left
δ-projection (Pλf)
δ of Pλf (λ ∈ a∗ε) has the properties:
(i) For each λ ∈ a∗ε, the function (Pλf)δ ∈ Eδλ(X).
(ii) For each x ∈ X, λ 7→ (Pλf)δ(x) is an even holomorphic function in the interior of the strip
a∗ε and it extends as an even continuous function on the closed strip. The map λ 7→ Qδ(1 −
iλ)−1(Pλf)
δ(x) is a holomorphic function on the open strip Inta∗ε. For p = 2, (Pλf)
δ(x) is a
real analytic function of λ ∈ R.
(iii) For each D,E ∈ U(g), m,n, s ∈ Z+ ∪ {0} and for any real number rp < 2p−2p we can find
positive constants ci and positive integers l, t such that
sup
x∈G,λ∈Inta∗ε
∥∥∥∥( ddλ
)m
(Pλf
δ)(D;x;E)
∥∥∥∥
2
(1 + |x|)n(1 + |λ|)sϕ−rp0 (x)
≤
m∑
i=0
ci(1 + |δ|)q sup
x∈X
‖Llf δ(x)‖2(1 + |x|)tϕ−
2
p
0 (x).(3.7)
Proof. Property (i) has already been discussed. The property (ii) is a consequence of the expression
(3.6) and from the fact that the function λ 7→ f˜ δ(λ) satisfies property (ii) and (iii) of Definition 2.5.
(iii) Using the result of the Proposition 3.1 we get∥∥∥∥( ddλ
)m
(Pλf)
δ(D;x;E)
∥∥∥∥
2
=
∥∥∥∥( ddλ
)m
{Φλ,δ(D;x;E)f˜ δ(λ)}
∥∥∥∥
2
≤
t∑
ℓ=0
∥∥∥∥( ddλ
)ℓ
Φλ,δ(D;x;E)
∥∥∥∥
2
∥∥∥∥( ddλ
)m−ℓ
f˜ δ(λ)
∥∥∥∥
2
(3.8)
We shall use the following estimates for the various derivatives of the matrix coefficients of the principal
series representation [HC76, §17, Lemma 1]:
(3.9)
∥∥∥∥( ddλ
)ℓ
Φλ,δ(D;x;E)
∥∥∥∥
2
≤ c(1 + |δ|)q(1 + |λ|)q(1 + |x|)uϕ0(x)e|ℑλ||x|
where c > 0 is a constant (may depend on the derivatives chosen but independent of δ ∈ K̂M ), q ∈ Z+
depends on D,E ∈ U(g) and u ∈ Z+ depends on the integer ℓ. As λ ∈ a∗ε we can replace |ℑλ| by
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ε = ( 2p − 1) in (3.9). Now from (3.8) and (3.9) we get:∥∥∥∥( ddλ
)m
(Pλf)
δ(D;x;E)
∥∥∥∥
2
(1 + |x|)n(1 + |λ|)sϕ−rp0 (x)
≤
m∑
ℓ=0
cℓ(1 + |x|)n+u(1 + |λ|)s+q(1 + |δ|)qϕ1−rp0 (x)eε|x|
∥∥∥∥( ddλ
)m−ℓ
f˜ δ(λ)
∥∥∥∥
2
.
We notice that for all 0 < p ≤ 2, 1 − rp > 0. Now we make use of the estimate ϕ1−rp0 (x) ≤ a(1 +
|x|)bp e(rp−1)|x|, x ∈ X (where bp is a positive real number, to be precise, it is exactly 1 − rp ). This is
an easy consequence of the two-sided estimate (2.11) of the elementary spherical function ϕ0(x). Hence
we can continue the above chain of inequalities by
≤
m∑
ℓ=0
cℓ(1 + |x|)n+u+bp (1 + |λ|)s+q(1 + |δ|)qe−γ|x|
∥∥∥∥( ddλ
)m−ℓ
f˜ δ(λ)
∥∥∥∥
2
,(3.10)
where γ = 2− 2p − rp. Clearly, γ > 0 as rp < 2p−2p . Hence from (3.10)
sup
x∈G,λ∈Inta∗ε,
∥∥∥∥( ddλ
)m
(Pλf)
δ(D;x;E)
∥∥∥∥
2
(1 + |x|)n(1 + |λ|)sϕ−rp0 (x)
≤
t∑
ℓ=0
cℓ(1 + |δ|)q
{
sup
x∈X
(1 + |x|)n+u+bpe−γ|x|
}
{
sup
λ∈Inta∗ε
(1 + |λ|)s+q
∥∥∥∥( ddλ
)m−ℓ
f˜ δ(λ)
∥∥∥∥
2
}
≤
m∑
ℓ=0
cℓ (1 + |δ|)q
{
sup
λ∈Inta∗ε
(1 + |λ|)s+q
∥∥∥∥( ddλ
)m−ℓ
f˜ δ(λ)
∥∥∥∥
2
}
.(3.11)
Now the expression within braces is the norm τs+q,m−ℓ(f˜ δ). Using the continuity of the δ-spherical
transform, we write: there exists positive integers l, t such that the last expression (3.11) is dominated
by
c(1 + |δ|)q sup
x∈G
‖Llf δ(x)‖2(1 + |x|)tϕ−
2
p
0 (x).(3.12)
Remark 3.4. The fact that λ 7→ Qδ(1 − iλ)−1(Pλf)δ (for all f ∈ Sp(X)) is holomorphic on Inta∗ε
can be given a separate proof by using the structural form (3.6) of (Pλf)
δ(·). It can be shown that
(in fact we shall discuss about this in detail in the next section), for each x = katK, Φλ,δ(katK) =
δ(k)Qδ(1+iλ)Φ(λ, t), where Φ(λ, t) is a scalar valued function on C×R+ such that for each value of λ it is
a nonzero function in the t variable. Hence, by (3.6), Qδ(1+iλ)
−1 (Pλf)
δ is holomorphic on Inta∗ε. Now
λ 7→ (Pλf)δ being an even function, it is easy to notice that actually, [Qδ(1− iλ)Qδ(1 + iλ)]−1 (Pλf)δ
is holomorphic on Inta∗ε.
The above proposition helps us to get the decay/growth of Pλf when f ∈ Sp(X) and λ ∈ a∗ε. The
following is the main theorem of this section.
Theorem 3.5. For f ∈ Sp(X) (0 < p ≤ 2), the complex valued function Pλf defined on a∗ε ×X has the
properties:
(i) For each λ ∈ a∗ε, Pλf ∈ Eλ(X);
(ii) For each x ∈ X the function λ 7→ Pλf(x) is an even holomorphic function on Inta∗ε and it
extends as an even continuous function to the closed strip a∗ε. For each δ ∈ K̂M , the δ-projection
(Pλf)
δ is an identically zero function on X at all the zeros of the Kostant polynomial Qδ(1−iλ)
lying in Inta∗ε;
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(iii) For each D,E ∈ U(g), m,n, s ∈ Z+ ∪ {0} and for all real number rp < 2p−2p , one can find
integers ℓ, t ∈ Z+ and a positive constant c depending on m,n, s and rp such that:
sup
x∈G,λ∈Inta∗ε
∣∣∣∣ ( ddλ
)m
Pλf(D;x;E)
∣∣∣∣(1 + |x|)n(1 + |λ|)sϕ−rp0 (x)
≤ c sup
x∈G
|Lℓf(x)|(1 + |x|)tϕ−
2
p
0 (x) < +∞.(3.13)
Proof. The property (i) has already been discussed. Condition (ii) is an easy consequence of the Peter-
Weyl decomposition
(3.14) Pλf(x) =
∑
δ∈ bKM
tr(Pλf)
δ(x), for all x ∈ X
and Proposition 3.3. To obtain (iii) we use (3.14) to get:∣∣∣∣ ( ddλ
)m
Pλf(D;x;E)
∣∣∣∣(1 + |x|)n(1 + |λ|)sϕ−rp0 (x)
≤
∑
δ∈ bKM
∣∣∣∣ ( ddλ
)m
tr(Pλf)
δ(D;x;E)
∣∣∣∣(1 + |x|)n(1 + |λ|)sϕ−rp0 (x)
=
∑
δ∈ bKM
∣∣∣∣tr[( ddλ
)m
(Pλf)
δ
]
(D;x;E)
∣∣∣∣(1 + |x|)n(1 + |λ|)sϕ−rp0 (x)
≤
∑
δ∈ bKM
∥∥∥∥( ddλ
)m
(Pλf)
δ(D;x;E)
∥∥∥∥
2
(1 + |x|)n(1 + |λ|)sϕ−rp0 (x).(3.15)
The next inequality follows easily from (3.15) by applying (3.11).
sup
x∈G;λ∈Inta∗ε
∣∣∣∣ ( ddλ
)m
Pλf(D;x;E)
∣∣∣∣(1 + |x|)n(1 + |λ|)sϕ−rp0 (x)
≤ c
∑
δ∈ bKM
m∑
j=0
sup
λ∈Inta∗ε
{
(1 + |λ|)s+q(1 + |δ|)q
∥∥∥∥( ddλ
)m−j
f˜ δ(λ)
∥∥∥∥
2
}
≤
m∑
j=1
∑
δ∈ bKM
(1 + |δ|)−2
{
sup
λ∈Inta∗ε
(1 + |λ|)s+q(1 + |δ|)q+2
∥∥∥∥( ddλ
)m−j
f˜ δ(λ)
∥∥∥∥
2
}
.(3.16)
As f ∈ Sp(X), so its HFT Ff ∈ S(a∗ε×K/M) [EK76]. We have also noticed that the Fre´chet topology on
S(a∗ε ×K/M) is induced by the countable family 2.20 of seminorms. By the theory of smooth functions
on the compact group [Sug71, Theorem 4], it follows that the topology of S(a∗ε × K/M) can also be
obtained from the equivalent family of seminorms, given by
sup
λ∈Inta∗ε ;δ∈
bKM
∥∥∥∥P ( ddλ
)
f˜ δ(λ)
∥∥∥∥
2
(1 + |λ|)n(1 + |δ|)m < +∞.
Hence, we can state that the expression within braces of each of the summands of (3.16) is dominated
by the single finite quantity :
(3.17) sup
λ∈Inta∗ε ;δ∈
bKM
∥∥∥∥∥
(
d
dλ
)m−j
f˜ δ(λ)
∥∥∥∥∥
2
(1 + |λ|)s+q(1 + |δ|)q+2.
This coupled with the summability of
∑
(1 + |δ|)−2 reduces the inequality (3.16) to:
sup
x∈X,λ∈Inta∗ε
∣∣∣∣ ( ddλ
)m
Pλf(D;x;E)
∣∣∣∣(1 + |x|)n(1 + |λ|)sϕ−rp0 (x)
≤ c
m∑
j=0
{
sup
λ∈Inta∗ε ;δ∈
bKM
∥∥∥∥∥
(
d
dλ
)m−j
f˜ δ(λ)
∥∥∥∥∥
2
(1 + |λ|)s+q(1 + |δ|)q+2
}
.
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Again by the equivalence of the seminorms on S(a∗ε ×K/M), we can find positive integers m1,m2,m3
such that the last expression is
≤ c sup
λ∈Inta∗ε ;k∈K/M
∣∣∣∣( ddλ
)m1
Ff(λ, k;ωm2
k
)
∣∣∣∣ (1 + |λ|)m3 ,
and by the continuity of the HFT on the Schwartz space Sp(X)[EK76], we get nonnegative integers
ℓ, t ∈ Z+ such that the above expression is
≤ c sup
x∈G
|Lℓf(x)|(1 + |x|)tϕ−
2
p
0 (x).(3.18)
This completes the proof of theorem.
Remark 3.6. This part of the characterization does not really use the fact that G is of real rank one.
We state the analogue of Theorem 3.5 for any Riemannian symmetric space X = G/K where G a non-
compact, connected semisimple Lie group with finite center and not necessarily of real rank one. (We
continue to use the notation we have established for the real rank one case, the modifications needed are
mostly obvious.)
Let f ∈ Sp(X) with 0 < p ≤ 2, then Pλf is a complex valued function on a∗ε × X where a∗ε=
{λ ∈ a∗
C
≃ Cn| ‖wλ(X)‖≤ ερ(X) for all X ∈ a and w ∈ W} and Pλf satisfies the following properties:
(i) For each λ ∈ a∗ε, Pλf∈ Eλ(X)=
{
g ∈ C∞(X)|L g = −(‖ρ‖2 + 〈λ, λ〉1)g
}
.
(ii) For each x ∈ X, λ 7→ Pλf(x) is a W -invariant holomorphic function on the interior of the
complex tube a∗ε and it extends as a continuous function to the closed tube.
For each δ ∈ K̂M , the δ-projection (Pλf)δ is a dδ×dδ matrix valued function, where dδ = dimVδ.
Also, x 7→ (Pλf)δ(x) identically vanishes on each hypersurface in Inta∗ε on which the polynomial
detQδ(ρ−iλ) vanishes. (Here Qδ(ρ−iλ) is a ℓδ×ℓδ (ℓδ = dimVMδ ) matrix of constant coefficient
polynomials in (ρ−iλ), being the higher rank analogue of the Kostant polynomial [Hel94, Ch III,
§3].)
(iii) For each D,E ∈ U(g), Q ∈ S(a), n, s ∈ Z+ ∪ {0} and for all real number rp < 2p−2p , one
can find integers ℓ, t ∈ Z+ and a positive constant c depending on n, s, rp and degree of the
polynomial Q such that:
sup
x∈G,λ∈Inta∗ε
∣∣∣∣Q(∂λ)Pλf(D;x;E)∣∣∣∣(1 + |x|)n(1 + ‖λ‖)sϕ−rp0 (x)
≤ c sup
x∈G
|Lℓf(x)|(1 + |x|)tϕ−
2
p
0 (x) < +∞,
where Q(∂λ) := Q
(
∂
∂λ1
, · · · , ∂∂λn
)
.
For each ε > 0, let us now define a function space Pε(X).
Definition 3.7. For ε > 0, then Pε(X) denotes the class of functions (λ, x) 7→ fλ(x) defined on a∗ε ×X
and satisfying the following conditions:
(i) For each x ∈ X the function λ 7→ fλ(x) is an even C∞ function on a∗ and is analytic on the
interior of the strip a∗ε = {λ | |ℑλ| ≤ ε}. On the boundary it extends as a continuous function.
(ii) For each λ ∈ a∗ε the map x 7→ fλ(x) is a C∞ function on X, an eigenfunction of L, fλ ∈ Eλ(X).
Moreover, for each δ ∈ K̂M and x ∈ G, the function λ 7→ Qδ(1− iλ)−1f δλ(x) is holomorphic on
Inta∗ε.
(iii) For each D,E ∈ U(gC) and m,n, s ∈ Z+ ∪ {0}
(3.19) sup
x∈G,λ∈Inta∗ε
∣∣∣∣ ( ddλ
)m
fλ(D;x;E)
∣∣∣∣(1 + |x|)n(1 + |λ|)sϕ−rε0 (x) < +∞,
where rε <
1−ε
1+ε .
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It is easy to verify that Pε(X) is a Fre´chet space with the topology induced by the countable family
of seminorms (3.19).
We shall conclude this section by restating the Theorem 3.5 in the light of Definition 3.7.
Theorem 3.8. The spectral projection f 7→ Pλf is a continuous map from the Schwartz space Sp(X)
(0 < p ≤ 2) into Pε(X), where ε =
(
2
p − 1
)
.
In the next section we shall obtain sufficient conditions for the image of Sp(X) under the transform
f 7→ Pλf . The fact that G is of real rank-one plays a crucial role there.
4. Sufficient Conditions
We begin this section with the definition of a specific subspace of the function space Pε(X) for each
ε ≥ 0.
Definition 4.1. We denote by Pε(X)K , for each ε > 0, the class of functions fλ(x) in Pε(X) which are
of left-K-finite type in the x variable, where the finite set of δ ∈ K̂M involved can be chosen independently
of λ.
In this section we shall try to establish a sufficient condition for a measurable function (λ, x) 7→
fλ(x) ∈ Pε(X)K to be of the form Pλf(x) with some f ∈ Sp(X) for suitable 0 < p ≤ 2. Let us fix one
ε ≥ 0 and a function fλ(x) ∈ Pε(X)K .
Because of the decay (3.19) the integral
(4.1) fn(x) := (−1)n
∫
a∗+
(1 + λ2)nfλ(x) |c(λ)|−2 dλ, ( n ∈ Z+ )
converges absolutely, where c(λ) is the Harish-Chandra c-function. Let us set f0 = f , i.e
(4.2) f(x) =
∫
a∗+
fλ(x)|c(λ)|−2dλ.
It also follows from the specified decay (3.19) of the function (λ, x) 7→ fλ(x): that for n = 0, 1, · · · , the
function fn ∈ C∞(X). As fλ(·) ∈ Eλ(X), it can be shown that Lnf = fn .
For each λ ∈ a∗ε and δ ∈ K̂M we define the operator valued left δ-projection by
(4.3) f δλ(x) =
∫
K
fλ(kx)δ(k
−1)dk.
It is clear from the definition of the function space Pε(X)K that for each δ ∈ K̂M and each λ ∈ a∗ε,
f δλ ∈ Eδλ(X). The Peter-Weyl decomposition of the function fλ(·) is as follows
(4.4) fλ(x) =
∑
δ∈ bKM
trf δλ(x), λ ∈ a∗ε.
As fλ is assumed to be left K-finite, so in the above decomposition (4.4) all but finitely many terms are
identically zero functions. Let us denote Γ(f) for the finite subset of K̂M corresponding to the function
fλ for which the summands are non zero functions. It follows from the earlier discussion that for each
δ ∈ Γ(f) and λ ∈ a∗ε, x 7→ trf δλ(x) is of left δˇ-type. Hence trf δλ(·) ∈ Eλ(δˇ, X).
Lemma 4.2. For each δ ∈ Γ(f) the map (λ, x) 7→ f δλ(x) satisfies the decay
(4.5) sup
x∈X;λ∈Inta∗ε
∥∥∥∥( ddλ
)m
f δλ(x)
∥∥∥∥
2
(1 + |x|)n(1 + |λ|)sϕ−rε0 (x) < K < +∞
where K = d
3/2
δ · c, the constant c being independent of δ.
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Proof. The assertion is true because{(
d
dλ
)m
f δλ(x)
}
(1 + |x|)n(1 + |λ|)sϕ−rε0 (x)
= dδ
{∫
K
(
d
dλ
)m
fλ(kx)δ(k
−1)dk
}
(1 + |x|)n(1 + |λ|)sϕ−rε0 (x)
= dδ
∫
K
{(
d
dλ
)m
fλ(kx)
}
δ(k−1)(1 + |kx|)n(1 + |λ|)sϕ−rε0 (kx)dk.
Now taking Hilbert Schmidt norms on both sides and using the fact ‖δ(k)‖2 =
√
dδ we get an inequality
from which we get the required conclusion. ( It is easy to check that the δ dependent part in the
dominating constant is precisely d
3
2
δ ).
An immediate corollary is the following.
Corollary 4.3. For each m,n, s ∈ Z+ ∪ {0} and for each fixed δ ∈ Γ(f)
(4.6) sup
x∈X;λ∈Inta∗ε
∣∣∣∣( ddλ
)m
trf δλ(x)
∣∣∣∣(1 + |x|)n(1 + |λ|)sϕ−rε0 (x) < +∞.
Lemma 4.4. The function f obtained in (4.2) is also left-K-finite and moreover,
(4.7) trf δ(x) =
∫
a∗+
trf δλ(x) |c(λ)|−2dλ .
Proof. Using (4.2) and (4.4) we get the following:
f(x) =
∫
a∗+
∑
δ∈Γ(f)
trf δλ(x) |c(λ)|−2dλ,
=
∑
δ∈Γ(f)
∫
a∗+
trf δλ(x) |c(λ)|−2dλ.(4.8)
Let us denote ψδ(x) =
∫
a∗+
trf δλ(x) |c(λ)|−2dλ. The integral converges absolutely because of the decay
(4.6). We have already noticed that trf δλ(·) are of left δˇ-type and we only need the routine checking
ψδ(x) = dδ
∫
a∗+
{χδˇ ∗ trf δλ }(x) |c(λ)|−2dλ
= dδ
∫
a∗+
{∫
K
χδˇ(k
−1)trf δλ(kx)dk
}
|c(λ)|−2dλ
= dδ
∫
K
χδˇ(k
−1)
{∫
a∗+
trf δλ(kx)dk |c(λ)|−2dλ
}
dk
= dδ{χδˇ ∗ ψδ}(x)(4.9)
to conclude that each ψδ is a scalar valued left δˇ-type. The rest follows from the Peter-Weyl decompo-
sition.
So far we have noted that the function f obtained in (4.2) is in C∞(X) and it is of left-K-finite type.
Now we shall try to show that f ∈ Sp(X) for some 0 < p ≤ 2. Towards that we shall first try to obtain
a structural form of f δλ analogous to the one given in Proposition 3.1. The assumption that f
δ
λ ∈ Eδλ(X)
will now play a crucial role. The following theorem is the key to the desired form of f δλ. Let δ ∈ K̂M
and Vδ (dδ = dimVδ) be the representation space for δ with the orthonormal basis v1, v2, · · · , vdδ where
VMδ = Cv1.
Theorem 4.5. [Helgason, [Hel70, Theorem 1.4, p-133]]
Let λ ∈ C be such that ℜ〈iλ, α〉 ≥ 0, where α is positive restricted root. Then the functions
(4.10) Ψλ,δˇj(x) =
√
dδ
∫
K
e−(iλ+1)H(x
−1k) 〈δ(k)v1 , vj〉 dk, 1 ≤ j ≤ dδ,
form a basis of the eigenspace Eλ(δˇ, X).
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We note that by using the definition (2.25) of the generalized spherical functions we can write the
basis vectors as follows
(4.11) Ψλ,δˇj(x) =
√
dδ 〈Φλ,δ(x)v1 , vj〉 .
Remark 4.6. For a group G with real rank one, we have identified the Iwasawa-A-subgroup with R.
With this normalization a, a∗ are identified with R and a+, a∗+ with R+. As we are only considering
the real rank one group, so there will be a smallest positive restricted root α and at most one more which
will be 2α. Clearly, α ∈ R+. This immediately suggests that for all λ with ℑλ ≤ 0, ℜ〈iλ, α〉 ≥ 0.
Hence, for all λ ∈ {λ ∈ a∗ε | ℑλ ≤ 0}, the vectors Ψλ,δˇj(x) forms a basis of Eλ(δˇ, X).
Lemma 4.7. For each δ ∈ K̂M the matrix valued projection f δλ of fλ for each λ ∈ a∗ε has the following
structural form
(4.12) f δλ(kat.0) =
√
dδ Φλ,δ(kat.0)h
δ(λ)
where Φλ,δ(kat.0) is a (dδ × 1) matrix and hδ(λ) is a (1× dδ) matrix
Proof. We note that by assumption the function λ 7→ f δλ(λ) is even for all x ∈ X . Therefore it is enough
to establish the structural form (4.12) for λ’s in a∗ε with ℑλ ≤ 0.
We have noticed that trf δλ ∈ Eλ(δˇ, X) for all λ ∈ a∗ε and δ ∈ Γ(f). Hence for λ ∈ {λ ∈ a∗ε | ℑλ ≤ 0} we
write trf δλ(x) in terms of the basis vectors given in (4.11) as follows.
trf δλ(x) =
√
dδ
dδ∑
j=1
hδj(λ) 〈Φλ,δ(x)v1, vj〉 ,(4.13)
where hδj(λ) are coefficients depending on λ. Let us denote the (1×dδ) matrix hδ(λ) =
(
hδ1(λ), · · · , hδdδ(λ)
)
.
We also recall the fact that the generalized spherical function Φλ,δ(x) vanishes on the orthogonal com-
plement of VMδ , so we can regard Φλ,δ(x) as the (dδ × 1) column vector with the entries 〈Φλ,δ(x)v1, vj〉.
Then it is clear from (4.13) that
(4.14) trf δλ(x) =
√
dδ tr[Φλ,δ(x)h
δ(λ)].
Next we shall show that the matrices f δλ(x) and Φλ,δ(x)h
δ(λ) have identical entries.
f δλ(x)ı ℓ =
〈
f δλ(x)vℓ, vı
〉
= dδ
〈∫
K
trf δλ(kx)δ(k
−1)dkvℓ, vı
〉
= dδ
∫
K
trf δλ(kx)
〈
δ(k−1)vℓ, vı
〉
dk.(4.15)
Now we use (4.14) to replace trf δλ(kx) to get
f δλ(x)ı ℓ = d
3
2
δ
dδ∑
j=1
∫
K
〈Φλ,δ(kx)v1 , vj〉
〈
δ(k−1)vℓ, vı
〉
hδj(λ) dk
= d
3
2
δ
dδ∑
j=1
∫
K
〈δ(k)Φλ,δ(x)v1, vj〉
〈
δ(k−1)vℓ, vı
〉
hδj(λ) dk
= d
3
2
δ
dδ∑
j=1
∫
K
〈δ(k−1)vj ,Φλ,δ(x)v1〉
〈
δ(k−1)vℓ, vı
〉
hδj(λ) dk.(4.16)
The representation coefficients k 7→ 〈δ(k)v, u〉 (u, v ∈ Vδ) satisfy the following consequences of the
‘Schur’s Orthogonality Relations’ : If u, v, u′, v′ ∈ Vδ, then
(4.17)
∫
K
〈δ(k)u, v〉 〈δ(k)u′, v′〉 = d−1δ 〈u, u′〉 〈v, v′〉.
Using (4.17) in (4.16) as also the fact that {vi}(1 ≤ i ≤ dδ) forms an orthonormal basis of the represen-
tation space Vδ we write
(4.18) f δλ(x)ı ℓ =
√
dδ 〈Φλ,δ(x)v1, vı〉 hδℓ(λ).
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The right hand side of (4.18) is precisely the (ı, ℓ) entry of the matrix
√
dδ Φλ,δ(x)h
δ(λ). Hence the
Lemma follows.
Remark 4.8.
Write f δλ(x) =
√
dδΦλ,δ(x)h
δ(λ)
=
√
dδ{Qδ(1− iλ)Φλ,δ(x)}{Qδ(1− iλ)−1hδ(λ)}.(4.19)
We notice that f δλ is even in the λ variable and the function λ 7→ Qδ(1 − iλ)Φλ,δ(x) is even by (2.27).
Hence for all λ ∈ a∗ε, the function λ 7→ Qδ(1− iλ)−1hδ(λ) is an even function.
At this point we need to look in a different direction. The matrix entries of the generalized spherical
functions are associated with Jacobi functions. Let x = kat.0 ∈ X . Then
Φλ,δ j(kat) = 〈Φλ,δ(kat)v1, vj〉 = 〈δ(k)Φλ,δ(at)v1, vj〉.
It can easily be seen that Φλ,δ(at)v ∈ VMδ for all v ∈ Vδ. Hence on VMδ , Φλ,δ(at) will be a multiplication
operator
(4.20) Φλ,δ(at)v1 = ϕλ,δ(t)v1,
where ϕλ,δ(t) is a function of t depending on λ and δ. For each δ ∈ K̂M and λ ∈ a∗C the function
t 7→ ϕλ,δ(t) has an expression in terms of the hypergeometric functions (Helgason [Hel74], Koornwinder
[Koo84] )
(4.21) ϕλ,δ(t) = Qδ(iλ+ 1)(α+ 1)
−1
r (sinh t)
r(cosh t)sϕα+r,β+sλ (t),
where ϕα+r,β+sλ is the Jacobi function of the first kind with parameters (α + r, β + s). The integers
(r, s) and the quantities α, β are already introduced in (2.29). This Jacobi function has the integral
representation [Koo84]:
(4.22) ϕα+r,β+sλ (t) =
∫ 1
0
∫ π
0
| cosh t− reiθ sinh t|−iλ−̺dPα+r,β+s(r, θ),
where ̺ = α+ r + β + s+ 1 and dPα+r,β+s(r, θ) is a probability measure [Hel87] on [0, 1]× [0, π].
Lemma 4.9. For all λ ∈ C the Jacobi function ϕα+r,β+sλ satisfies the following:
ϕα+r,β+sλ (0) = 1(4.23) ∣∣∣∣∣
(
d
dλ
)k
ϕα+r,β+sλ (t)
∣∣∣∣∣ ≤ ctke(|ℑλ|+̺)t, t ∈ R+, k ∈ Z+.(4.24)
Proof. These two properties follow from the integral representation (4.22). We use the estimate
log | cosh t− reiθ sinh t| ≤ ct
for all t > 0 to get the inequality (4.24).
Our next Lemma concerns the domain on which the function hδ is holomorphic.
Lemma 4.10. For each δ ∈ K̂M , the functions λ 7→ hδ(λ) and λ 7→ Qδ(1 − iλ)−1hδ(λ) = gδ(λ) are
holomorphic in the interior of the complex strip a∗ε.
Proof. We note that the zeros of the polynomial Qδ(1−iλ) are purely imaginary. We have assumed that
x 7→ f δλ(x) is an identically zero function on X for all λ which are zeros of the polynomial Qδ(1 − iλ).
Also we have assumed that f δλ is even in λ. So, x 7→ f δλ(x) is also zero for the zeros of Qδ(1 + iλ) in
Inta∗ε. Hence, λ 7→ Qδ(1 + iλ)−1f δλ(·) is holomorphic on Inta∗ε.
We restrict the function f δλ(·) to (a∗ε × A+). Then by the structural form obtained in Lemma 4.7 we
write:
(4.25) f δλ(at) =
√
dδ Φλ,δ(at)h
δ(λ), (t > 0).
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For proving λ 7→ hδ(λ) is holomorphic on Inta∗ε it is enough to prove that each of its matrix entries is so.
By definition the (1, j)th (1 ≤ j ≤ dδ) matrix entry of f δλ(at) is given by f δλ(at)1j =
√
dδΦλ,δ 1(at)h
δ(λ)j .
Φλ,δ 1(at) = 〈Φλ,δ(at)v1, v1〉 = ‖v1‖ϕλ,δ(t).(4.26)
Hence by (4.26) and the expression (4.21) we get:
f δλ(at)1j = ‖v1‖(α+ 1)−1r Qδ(1 + iλ)(sinh t)r(cosh t)sϕα+r,β+sλ (t)hδj(λ).(4.27)
As the first order zeros of Qδ(1 + iλ) are neutralized by that of f
δ
λ(at)1j , so we write:
Qδ(1 + iλ)
−1f δλ(at)1j = Cv1,α(sinh t)
r(cosh t)sϕα+r,β+sλ (t)h
δ
j(λ).(4.28)
The left hand side of (4.28) is holomorphic on Inta∗ε. To conclude that h
δ
j is holomorphic at λ ∈ Inta∗ε,
we can choose t0 > 0 so that ϕ
α+r,β+s
λ (t0) 6= 0 as is possible by the observation (4.23). Noting that
ϕα+r,β+sλ (t0) is holomorphic in λ and that both sinh t0 and cosh t0 are positive we reach our conclusion.
To see that λ 7→ Qδ(1 − iλ)−1hδ(λ) is holomorphic on Inta∗ε, we note that f δλ(at)1j is symmetric in λ
and so from (4.28) Qδ(1+ iλ)
−1f δλ(at)1j as well as Qδ(1− iλ)−1f δλ(at)1j are analytic in Inta∗ε. From the
exact expression (2.29) of Qδ(1− iλ) we further notice that the polynomials Qδ(1 + iλ) and Qδ(1− iλ)
have no common zeros. We can hence conclude that [Qδ(1 − iλ)Qδ(1 + iλ)]−1f δλ(at)1j is analytic on
Inta∗ε. Using (4.28) again we get the desired analyticity of Qδ(1− iλ)−1hδ(λ) in Inta∗ε.
Remark 4.11. For each x ∈ X and δ ∈ K̂M ; λ 7→ f δλ(x) extends as a continuous function to the closed
strip a∗ε. From (4.12) it follows that λ 7→ hδ(λ) also extends as a continuous function to a∗ε.
Our next aim is to determine the decay of the function hδ, for that we need a lower bound of the
associated Jacobi function.
Lemma 4.12. (Bray [Bra96, Lemma 2.4])
Let µ, τ ≥ − 12 , then for any Λ > 2π , there is a constant C depending on µ, τ,Λ such that
(4.29)
∣∣∣∣ϕµ,τλ ( 1|λ|2
)∣∣∣∣ ≥ CΛ,µ,τ , for |λ| > Λ
In fact the constant CΛ,µ,τ has the following form:
CΛ,µ,τ = e
− 2+µ+τ
Λ cos (1/Λ).
Remark 4.13. We note that for G = SU(n, 1), the quantities α ≥ 0, β = 0 (where α, β are as in
(2.29)) and the parameterization (r, s) of K̂M runs over Z
+ × Z with r ± s ∈ 2Z+. Suppose for some
δ ∈ K̂M , sδ < 0. In such a case we use the relation [Koo84, (5.75)]
(4.30) ϕα+rδ,sδλ (t) = (cosh t)
2|sδ|ϕ
α+rδ,|sδ|
λ (t), t > 0, λ ∈ C,
and rewrite (4.21) as follows
(4.31) ϕλ,δ(t) = Qδ(iλ+ 1)(α+ 1)
−1
rδ (sinh t)
rδ (cosh t)|sδ|ϕ
α+rδ,|sδ|
λ (t).
The Jacobi function ϕ
α+rδ,|sδ|
λ (t) clearly satisfies the conditions of Lemma 4.12. For other classes of real
rank one groups the parameters α+ r and β + s are positive integers. Thus, for all G of real rank-one,
the condition of Lemma 4.12 holds for the function ϕα+r,β+sλ .
Proposition 4.14. For each δ ∈ Γ(f) the function λ 7→ hδi (λ) for each i = 1, 2, · · · , dδ satisfies the
following decay condition:
(4.32) sup
λ∈a∗ε
∣∣∣∣( ddλ
)n
hδi (λ)
∣∣∣∣ (1 + |λ|)m < +∞.
Proof. The structural form obtained in Lemma 4.7 and (4.5) gives the following decay/growth condition
for each (1, j)th matrix entry of f δλ(at): for each m,n ∈ Z+ ∪ {0}
(4.33) sup
at∈a+;λ∈Inta∗ε
∣∣∣∣Φλ,δ 1(at) hδj(λ)∣∣∣∣(1 + t)n(1 + |λ|)mϕ−rε0 (at) = c1j < +∞.
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This immediately implies that: for λ ∈ Inta∗ε and t > 0
|Φλ,δ 1(at)||hδj(λ)|(1 + |λ|)m ≤ c1j
1
(1 + t)n
ϕrε0 (at)
≤ c1j(rε, t), where c1j(rε, t) =
{
c1j if rε ≥ 0
c1je
|rε|t if rε < 0
(4.34)
The last line of the inequality (4.34) is a consequence of the fact that ϕ0(at) < 1 for all t > 0 and the
two-sided estimate (2.11) of ϕ0(at).
Now we express Φλ,δ 1(at) in terms of the Jacobi function (4.21), which reduces (4.34) to the following:
|hδj(λ)||ϕα+r,β+sλ (t)||Qδ(iλ+ 1)(sinh t)r(cosh t)s| (1 + |λ|)m ≤
1
‖v1‖c1j(rε, t).(4.35)
We note that hδgδ(λ)Qδ(1− iλ), λ ∈ Inta∗ε. Hence we get the inequality.
|gδj (λ)||ϕα+r,β+sλ (t)||Qδ(1− iλ)Qδ(iλ+ 1)(sinh t)r||(cosh t)s|(1 + |λ|)m ≤
1
‖v1‖c1j(rε, t).(4.36)
We now let t = 1|λ|2 . We choose one Λ >
2
π large enough so that the disk B
Λ(0) = {λ | |λ| ≤ Λ} contains
all the zeros of the polynomial Qδ(1 + iλ) lying in Inta
∗
ε. For λ ∈ Inta∗ε \BΛ(0), by Lemma 4.12,
(4.37)
∣∣∣∣ϕα+r,β+sλ ( 1|λ|2
)∣∣∣∣ > CΛ,r,s > 0.
We note that the polynomial Qδ(1 + iλ)Qδ(1 − iλ) is of degree 2r (see (2.29)). Hence for all λ ∈
Inta∗ε \BΛ(0) one can find a positive constant d such that
∣∣∣Qδ(1 + iλ)Qδ(1− iλ)(sinh 1|λ|2)r∣∣∣ > d.
Also, for the above choice of λ, e
|rε|
1
|λ|2 ≤ e|rε|
1
|Λ|2 . Hence from (4.36) we conclude that: for all
λ ∈ Inta∗ε \BΛ(0)
(4.38) |gδj (λ)|(1 + |λ|)m ≤
e
|rε|
1
|Λ|2
CΛ,α+r,β+sd
= cδ(say) for each m ∈ Z+.
As BΛ(0) contains all the zeros of the polynomial Qδ(1 − iλ), so there exists a constant kδ > 0 such
that |Qδ(1− iλ)| > kδ for all λ ∈ Inta∗ε \BΛ(0). Thus, for λ ∈ Inta∗ε \BΛ(0)
|hδj(λ)|(1 + |λ|)m =
1
|Qδ(1 − iλ)| |g
δ
j (λ)|(1 + |λ|)m ≤
cδ
kδ
.(4.39)
For each 1 ≤ j ≤ dδ the following inequality is also obtained from (4.5): for all at ∈ A+ and λ ∈ Inta∗ε∣∣∣∣( ddλ
){
Φλ,δ 1(at)Qδ(1 − iλ)gδj (λ)
}∣∣∣∣ (1 + t)n(1 + |λ|)mϕ−rε0 (at) ≤ c′1j .
That is∣∣∣∣{ ddλgδj (λ)
}
Qδ(1− iλ)Φλ,δ 1(at) + gδj (λ)
(
d
dλ
)
{Qδ(1− iλ)Φλ,δ 1(at)}
∣∣∣∣ (1 + |λ|)m ≤ c′1j(rε, t).
The last line can be written as∣∣∣∣{ ddλgδj (λ)
}
Qδ(1− iλ)Φλ,δ 1(at)
∣∣∣∣ (1 + |λ|)m
≤ c′1j(rε, t) +
∣∣∣∣gδj (λ)( ddλ
)
{Qδ(1− iλ)Φλ,δ 1(at)}
∣∣∣∣ (1 + |λ|)m,
writing Φλ,δ 1(at) in terms of the Jacobi functions as in (4.21) we get,
≤ c′1j(rε, t) +
(1 + |λ|)m
(1 + α)r
∣∣∣∣gδj (λ)( ddλ
){
Qδ(1− iλ)Qδ(1 + iλ)(sinh t)r(cosh t)sϕα+r,β+sλ (t)
}∣∣∣∣
≤ c′1j(rε, t) +
(1 + |λ|)m
(1 + α)r
∣∣∣∣gδj (λ){( ddλ
)
Qδ(1− iλ)Qδ(1 + iλ)
}
(sinh t)r(cosh t)sϕα+r,β+sλ (t)
∣∣∣∣+
(1 + |λ|)m
(1 + α)r
∣∣∣∣gδj (λ)Qδ(1 − iλ)Qδ(1 + iλ)(sinh t)r(cosh t)s{( ddλ
)
ϕα+r,β+sλ (t)
}∣∣∣∣ .(4.40)
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We rewrite the inequality as∣∣∣∣( ddλ
)
gδj (λ)
∣∣∣∣ (1 + |λ|)m < c′1j(rε, t) [|Qδ(1 + iλ)Qδ(1− iλ) (sinh t)r | (cosh t)s |ϕα+r,β+sλ (t)|]−1
+ |gδj (λ)|(1 + |λ|)m
| ddλ(Qδ(1− iλ)Qδ(1 + iλ)|
|Qδ(1 + iλ)Qδ(1− iλ)|
+ |gδj (λ)|(1 + |λ|)m
∣∣∣( ddλ)ϕα+r,β+sλ (t)∣∣∣∣∣∣ϕα+r,β+sλ (t)∣∣∣ .(4.41)
Again we take t = 1|λ|2 and choose Λ >
2
π suitably large so that B
Λ(0) contains all the zeros of the
polynomial Qδ(1 − iλ). We will presently obtain bounds for the three terms on the right-hand side
separately for λ ∈ Inta∗ε \ BΛ(0). The first term is bounded by a constant, as seen earlier. We have
already obtained a bound for the factor |gδj (λ)|(1 + |λ|)m present in the last two terms. The quotient
in the second term is clearly bounded in the region Inta∗ε \BΛ(0). Finally, a bound for the quotient in
the last term is obtained from the following facts |ϕα+r,β+sλ ( 1|λ|2 )| ≥ CΛ,α+r,β+s ( by Lemma 4.12) and∣∣∣( ddλ)ϕα+r,β+sλ ( 1|λ|2 )∣∣∣ ≤ c 1|Λ|2 e(ε+̺)( 1|Λ|2 ) (by (4.23)).
As hδj(λ) = Qδ(1− iλ)gδj (λ), so for each m ∈ Z+
(4.42) sup
λ∈Inta∗ε
∣∣∣∣( ddλ
)
hδj(λ)
∣∣∣∣ (1 + |λ|)m ≤ Cδ < +∞.
For any order of the derivative on λ, we can use essentially the same argument.
Corollary 4.15. From the decay (4.32) of each matrix entry of the function hδ obtained in the above
Proposition 4.14 we get: for each fixed δ ∈ Γ(f), for each m,n ∈ Z+ ∪ {0}
(4.43) sup
λ∈Inta∗ε
∥∥∥∥( ddλ
)m
hδ(λ)
∥∥∥∥
2
(1 + |λ|)n < +∞.
Let us now recollect the properties we have obtained for the function hδ (δ ∈ K̂M ) in the following
Lemma.
Lemma 4.16. The function hδ (as obtained in (4.12) ) is a Hom(Vδ, V
M
δ ) valued function on a
∗
ε which
satisfies the following properties:
(i) hδ is holomorphic in interior of a∗ε and it extends to the closed strip a
∗
ε as a continuous function.
(ii) λ 7→ Qδ(1− iλ)−1hδ(λ) is an even function and also it is holomorphic on Inta∗ε.
(iii) for each m,n ∈ Z+ ∪ {0}
(4.44) sup
λ∈Inta∗ε
∥∥∥∥( ddλ
)m
hδ(λ)
∥∥∥∥
2
(1 + |λ|)n < +∞
The above Lemma shows that for each δ ∈ K̂M , hδ ∈ Sδ(a∗ε) (see Definition 2.5 ). Hence by Theorem
2.6 the inversion Ihδ given by
(4.45) Ihδ(x) =
∫
a∗+
Φλ,δ(x)h
δ(λ)|c(λ)|−2dλ,
belongs to the pth Schwartz class Spδ(X) where p is determined by the chosen ε by p = 21+ε .
It is clear from (4.45), (4.12) and (4.2) that f δ ≡ √dδ Ihδ. Hence for each δ, the function trf δ satisfies
the Schwartz space decay condition: for each D, E ∈ U(g) and n ∈ Z+ ∪ {0},
(4.46) sup
x∈X
|trf δ(D;x; E)|(1 + |x|)nϕ−
2
p
0 (x) ≤ +∞.
The function f obtained in (4.2) was proved to be left-K-finite. Hence f ∈ Sp(X) where p = 21+ε .
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Finally we shall show that Pλf(x) = fλ(x) ( λ ∈ a∗ε ) where the function f is obtained in (4.2). As
f is left K finite Pλf can be decomposed as follows
Pλf(x) =
∑
δ∈Γ(f)
tr(Pλf)
δ(x)
=
∑
δ∈Γ(f)
trPλ(f)
δ(x),(4.47)
where the last line follows by using Proposition 3.1, and Γ(f) being a finite subset of K̂M . Now from
the above discussion and Proposition 3.1 we get the following:
(4.48) Pλ(f)
δ(x) = Φλ,δ(x)f˜ δ(λ) = Φλ,δ(x)h
δ(λ) = f δλ(x), λ ∈ a∗ε.
Thus (4.47) can be reformulated as Pλf(x) =
∑
δ∈Γ(f) trf
δ
λ(x), which immediately gives Pλf(x) = fλ(x)
for all λ ∈ a∗ε and x ∈ X . We give the gist of what we have shown in this section in the form of the
following theorem
Theorem 4.17. Any continuous function g : (x, λ) 7→ gλ(x) defined on X × a∗ε with certain ε ≥ 0 and
satisfying the conditions of Definition 4.1 is of the form gλ(x) = Pλf(x) for some left-K-finite function
f ∈ Sp(X) where p = 21+ε .
5. Inverse Paley-Wiener Theorem
We begin the section with a definition.
Definition 5.1. Let PR(X) be the class of scalar valued functions (λ, x) 7→ fλ(x) on a∗×X satisfying:
(i) the map λ 7→ fλ(·) is an even, compactly supported C∞ function on a∗ with it support lying in
[−R,R] (note that our group G is of real rank-one and thus we have identified a∗ with R),
(ii) for each λ ∈ a∗, x 7→ fλ(x) is a C∞ function on X and fλ(·) ∈ Eλ(X).
In this section we shall try to characterize the space PR(X) as an image of certain subspace of L
2(X)
under the spectral projection.
We need to recall some basic results regarding a certain G-invariant domain Ξ in GC/KC called the
complex crown. Here XC = GC/KC is the natural complexification (see [KO´S05]) of the symmetric
space X . The domain can be explicitly written as Ξ = G exp iΩ · x0, where x0 = eK and Ω = {H ∈
a | |α(H)| < π2 , α ∈ Σ} [KS05]. Let G(Ξ) be space of all holomorphic functions on the complex crown.
For λ ∈ ia∗, the function H 7→ ϕλ(exp iH) (H ∈ a) can be analytically continued in the tube domain
a + 2iΩ [KS04]. Almost all the basic analysis on the crown domain uses a fundamental tool called the
orbital integrals developed by Gindikin et al. [GK02]. Let h be a function on Ξ suitably decreasing at
the boundary and Y ∈ 2Ω, then the orbital integral is defined by
(5.1) Oh(iY ) =
∫
G
h
(
g exp
(
i
2
Y
)
· x0
)
dg.
If a holomorphic function θ on the tube a+ 2iΩ has the representation
θ(Y ) =
∫
ia∗
g(λ) ϕλ(expY )|c(λ)|−2dλ,
then we define (with certain condition on g, see [KO´S05]) the operator
Dθ(Y ) =
∫
ia∗
g(λ)ψλ(Y )|c(λ)|−2dλ,
where ψλ(Y ) = e
〈λ,Y 〉 + e〈λ,−Y 〉. The operator D is a pseudo-differential shift operator [KO´S05]. The
following is an inverse Paley-Wiener theorem for the Helgason Fourier transform.
Theorem 5.2. [Thangavelu [Tha07, Theorem 2.3]]
Let f ∈ L2(X), then the Helgason Fourier transform Ff(λ, kM) is supported in |λ| ≤ R if and only if
the function f has a holomorphic extension F ∈ G(Ξ) which satisfies the estimate
(5.2) DO|F |2(iY ) ≤ Ce2R|Y |, where C is independent of Y ∈ 2Ω.
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Our main theorem in this section is a consequence of the above theorem.
Theorem 5.3. A function fλ(x) (x ∈ X, λ ∈ a∗) is in PR(X) if and only if fλ(x) = (f ∗ ϕλ)(x)
(∀ x ∈ X, λ ∈ a∗) for some f ∈ L2(X) which admits a holomorphic extension F ∈ G(Ξ) satisfying the
estimate (5.2)
Proof. Let fλ(x) ∈ PR(X); then we get a function
(5.3) f(x) =
∫
a∗+
fλ(x) |c(λ)|−2dλ.
The integral (5.3) is obviously convergent and f ∈ C∞(X). A simple application of the Peter-Weyl
theorem gives
(5.4) f(x) =
∫
a∗+
 ∑
δ∈ bKM
tr f δλ(x)
 |c(λ)|−2dλ.
Now for each δ ∈ K̂M and λ ∈ a∗, f δλ ∈ Eδλ(X), hence by Theorem 4.12 we can write f δλ(x) =√
dδΦλ,δ(x)h
δ(λ). As λ 7→ f δλ is compactly supported and Φλ,δ is an entire function so the function hδ
must have its support in [−R,R]. The above structural form can further reduce (5.4) as follows:
f(x) =
∫
a∗+
 ∑
δ∈ bKM
√
dδ
dδ∑
i=1
〈Φλ,δ(x)hδ(λ)vi, vi〉
 |c(λ)|−2dλ
=
∫
a∗+
 ∑
δ∈ bKM
√
dδ
dδ∑
i=1
〈Φλ,δ(x)v1, vi〉〈hδ(λ)vi, v1〉
 |c(λ)|−2dλ
=
∫
a∗+
 ∑
δ∈ bKM
√
dδ
dδ∑
i=1
〈
∫
K
e−(iλ+1)H(x
−1k)δ(k)dk v1, vi〉 〈hδ(λ)vi, v1〉
 |c(λ)|−2dλ
=
∫
a∗+
∫
K
e−(iλ+1)H(x
−1k)
 ∑
δ∈ bKM
√
dδ
dδ∑
i=1
〈δ(k) v1, vi〉 〈hδ(λ)vi, v1〉
 |c(λ)|−2dk dλ
=
∫
a∗+
∫
K
e−(iλ+1)H(x
−1k)
 ∑
δ∈ bKM
√
dδ tr(δ(k)h
δ(λ))
 |c(λ)|−2dkdλ.(5.5)
We denote the function h(λ, k) =
∑
δ∈ bKM
√
dδ tr(δ(k)h
δ(λ)) in (5.5). Then clearly it is a C∞ function
in the λ variable and the function λ 7→ ∫K e(−iλ+1)H(x−1k)h(λ, k)dk is even. Also h(λ, ·) is a compactly
supported function and f is nothing but the Helgason Fourier inversion of the function h. Hence by
[Tha07, Theorem 2.3], the function f ∈ L2(X) and it admits a holomorphic extension on the complex
crown satisfying the estimate (5.2).
On the other hand if g ∈ L2(X) then, for all λ ∈ a∗ and x ∈ X ,
Pλg(x) = g ∗ ϕλ(x) =
∫
K
e−(iλ+1)H(x
−1k)g˜(λ, k) dk.
Furthermore if g can be extended holomorphically to some g ∈ G(Ξ) with g satisfying (5.2) then by
Theorem 5.2, g˜(λ, ·) is supported in [−R,R]. It is now easy to show that g ∗ ϕλ(·) ∈ PR(X).
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