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Abstract
We introduce the key concepts of duality mappings and metric ex-
tensor. The fundamental identities involving the duality mappings are
presented, and we disclose the logical equivalence between the so-called
metric tensor and the metric extensor. By making use of the duality map-
pings and the metric extensor, we construct the so-called metric products,
i.e., scalar product and contracted products of both multivectors and
multiforms. The so-known identities involving the metric products are
obtained. We find the fundamental formulas involving the metric exten-
sor and, specially, we try its surprising inversion formula. This proposal
unveils, once and for all, an unsuspected meaning of the metric products.
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1 Introduction
For the so-called vector spaces of multivectors and multiforms over a finite di-
mensional real vector space, we introduce the key concept of duality mappings:
the pairing and the contractions, in sections 3 and 4. They all apply pairs either
(multiform,multivector) or (multivector,multiform) into scalars, multivectors or
multiforms. In section 5, the fundamental identities involving the duality map-
pings are presented. We also introduce another key concept: the metric extensor
over a finite dimensional real vector space, in section 6. And, we there disclose
the logical equivalence between the so-called metric tensor and the metric ex-
tensor. In section 6, we also study in detail the so-called extension of the metric
extensor, because of it plays a fundamental roll for defining the so-called metric
products, i.e., scalar and contracted products of both multivectors and multi-
forms. Then, by making use of the duality mappings and the metric extensor,
we construct those metric products, in sections 7, 8 and 9. In section 10, the
so-known identities involving the metric products are obtained. Finally, in sec-
tion 11, we find the fundamental formulas involving the metric extensor and,
specially, a surprising inversion formula for it. In Appendix, we make the proofs
of some identities and formulas for showing ”the tricks of the trade”.
2 Multiforms and multivectors
Let V be a real vector space of finite dimension, i.e., dimV = n ∈ N. As it is
usual, V ⋆ will denote the dual vector space of V. Recall that dimV ⋆ = dimV.
Take a non-negative integer number p, (0 ≤ p ≤ n) . A 0-form (or, scalar)
over V is a real number, the set of 0-forms is denoted by
∧0
V ⋆, i.e.,
∧0
V ⋆ = R.
A 1-form (or, form) over V is a vector belonging to V ⋆, the set of 1-forms
is denoted by
∧1
V ⋆, i.e.,
∧1
V ⋆ = V ⋆. A p-form (p ≥ 2) over V is a skew-
symmetric p-covariant tensor over V, the set of these objects is usually denoted
by
∧p
V ⋆. As we know, each
∧p
V ⋆ is a real vector space of finite dimension,
dim
∧p
V ⋆ =
(
n
p
)
. Sometimes, 2-forms and n-forms are respectively called bi-
forms and pseudoscalars.
The direct product
∧0
V ⋆×
∧1
V ⋆× · · · ×
∧n
V ⋆, usually denoted by
∧
V ⋆,
is naturally a real vector space of finite dimension, dim
∧
V ⋆ = 2n.
We call multiform over V any vector belonging to
∧
V ⋆. It means that a
multiform φ is exactly a (n+ 1)-upla
(
φ0, φ1, φ2, . . . , φn
)
, where φ0 is a scalar,
φ1 is a form, φ2 is a biform,. . . and φn is a pseudoscalar.
Analogously, we define 0-vector over V, 1-vector over V and p-vector (p ≥ 2)
over V to be respectively a real number, a vector belonging to V and a skew-
symmetric p-contravariant tensor over V. The set of p-vectors is usually de-
noted by
∧p
V and, as we know, is a real vector space of finite dimension too,
dim
∧p
V =
(
n
p
)
. Sometimes, 0-vectors, 2-vectors and n-vectors are respectively
called scalars, bivectors and pseudoscalars.
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The direct product
∧0
V ×
∧1
V × · · · ×
∧n
V, usually denoted by
∧
V, is a
real vector space of finite dimension too, dim
∧
V = 2n.
The vectors belonging to
∧
V are called multivectors over V. Therefore, a
multivector x is exactly a (n+ 1)-upla (x0, x1, x2, . . . , xn) , where x0 is a scalar,
x1 is a vector, x2 is a bivector,. . . and xn is a pseudoscalar.
We define the so-called p-component operators for multiforms and multivec-
tors.
For any φ ∈
∧
V ⋆ and x ∈
∧
V :
if φ =
(
φ0, φ1, φ2, . . . , φn
)
, then [φ]p = φp
if x = (x0, x1, x2, . . . , xn) , then [x]p = xp (1)
Notice that [ ]
p
is a linear mapping from
∧
V ⋆ to
∧p
V ⋆ and [ ]p is a linear
mapping from
∧
V to
∧p
V.
We define the so-called p-homogeneous multiforms and multivectors.
Let φ ∈
∧
V ⋆ and x ∈
∧
V :
φ is a p-homogeneous multiform, iff [φ]
k
= ok, for k 6= p
x is a p-homogeneous multivector, iff [x]k = 0k, for k 6= p (2)
i.e., φ =
(
0, o1, o2, . . . , φp, . . . , on
)
, x = (0, 01, 02, . . . , xp, . . . , 0n) .
We define the so-called inclusion operators for p-forms and p-vectors.
For any φp ∈
∧p
V ⋆ and xp ∈
∧p
V :
(φp) ∈
∧
V ⋆ such that [(φp)]k =
{
φp, for k = p
ok, for k 6= p
(xp) ∈
∧
V such that [(xp)]
k
=
{
xp, for k = p
0k, for k 6= p
(3)
i.e., (φp) is a p-homogeneous multiform whose unique non-necessarily null com-
ponent is φp, and (xp) is a p-homogeneous multivector whose unique non-
necessarily null component is xp.
Notice that the inclusion operators are linear mappings: from
∧p
V ⋆ to
∧
V ⋆
or from
∧p
V to
∧
V.
The basic relations among [ ]
k
, [ ]k and ( ) are the following:
([φ]
p
) =
(
0, o1, o2, . . . , φp, . . . , on
)
,
(
[x]p
)
= (0, 01, 02, . . . , xp, . . . , 0n)
[(φp)]
k
=
{
φp, for k = p
ok, for k 6= p
, [(xp)]k =
{
xp, for k = p
0p, for k 6= p
(4)
We basically call extensor over V any multilinear application from a direct
product of p-vectors spaces (or, p-forms spaces) to another direct product of q-
vectors spaces (or, q-forms spaces). The set of any type of extensor is naturally
a real vector space of finite dimension. In this paper, we shall work only with
some types of extensors, e.g., ext (V ;V ⋆) , whose elements are called crossed
extensor over V, ext (
∧p
V ;
∧p
V ⋆) and ext (
∧
V ;
∧
V ⋆) , etc.
4
3 Duality pairing mapping
We introduce four mappings which will be called by the name of duality pairings.
The first one applies pairs (p-form, p-vector) into scalars. It will be called duality
pairing of p-forms with p-vectors. The second one is a kind of extension of the
first one, it applies pairs (multiform,multivector) into scalars. It will be called
duality pairing of multiforms with multivectors. The third one applies pairs
(p-vector, p-form) into scalars. It will be called duality pairing of p-vectors with
p-forms. The fourth one is a kind of extension of the third one, it applies
pairs (multivector,multiform) into scalars. It will be called duality pairing of
multivectors with multiforms.
The pairing of φp ∈
∧p
V ⋆ with xp ∈
∧p
V is defined by
〈φp, xp〉I =

φ0x0, p = 0
φ1(x1), p = 1
1
p!
φp(ej1 , . . . , ejp)xp(ε
j1 , . . . , εjp), 2 ≤ p ≤ n
(5)
where {ej} is any basis of V and
{
εj
}
is its dual basis for V ⋆ (i.e., εk(ej) = δ
k
j ),
and sums over the indices j1, . . . , jp from 1 to n are implicated.
We emphasize that φp(ej1 , . . . , ejp)xp(ε
j1 , . . . , εjp) is a real number which
does not depend on the pair of bases
(
{ej} ,
{
εj
})
used for calculating it, since
both φp and xp are multilinear applications. Therefore, 〈φ
p, xp〉I is a right
invariant scalar which depends only on φp and xp. Hence, 〈 , 〉I is well defined.
The pairing of φ ∈
∧
V ⋆ with x ∈
∧
V is defined by
〈φ, x〉II =
n∑
k=0
〈
φk, xk
〉
I
(6)
The pairing of xp ∈
∧p
V with φp ∈
∧p
V ⋆ is defined by
〈xp, φ
p〉
III
= 〈φp, xp〉I (7)
The pairing of x ∈
∧
V with φ ∈
∧
V ⋆ is defined by
〈x, φ〉IV =
n∑
k=0
〈
xk, φ
k
〉
III
(8)
From (7) it follows that for all φp and xp : 〈φ
p, xp〉I = 〈xp, φ
p〉
III
, and
from (6), (7), (8) it follows that for all φ and x : 〈φ, x〉II = 〈x, φ〉IV . Hence,
because of no confusion could arise, we shall use the same notation 〈 , 〉 for all
the duality pairing mappings and we shall only speak about a single duality
pairing mapping.
The duality pairing mapping has two remarkable properties: the bilinearity
and the non-degeneracy.
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For all α, β ∈ R, φ, ψ ∈
∧
V ⋆ and x, y ∈
∧
V :
〈αφ+ βψ, x〉 = α 〈φ, x〉+ β 〈ψ, x〉 〈φ, αx+ βy〉 = α 〈φ, x〉+ β 〈φ, y〉
Let φ ∈
∧
V ⋆ and x ∈
∧
V :
[〈φ, x〉 = 0 for all φ] =⇒ x = 0 [〈φ, x〉 = 0 for all x] =⇒ φ = o
4 Duality contraction mappings
4.1 Duality left contraction mapping
We introduce four mappings which will be called by the name of duality left
contracting. The first one applies pairs (p-form, q-vector) , with p ≤ q, into
(q − p)-vectors, in its definition it appears the duality pairing mapping. It will
be called duality left contraction of q-vectors by p-forms. The second one is an
extension of the first one, it applies pairs (multiform,multivector) into multivec-
tors, and will be called duality left contraction of multivectors by multiforms.
The third one applies pairs (p-vector, q-form) , with p ≤ q, into (q − p)-forms,
in its definition it appears also the duality pairing mapping. It will be called
duality left contraction of q-forms by p-vectors. The fourth one is an extension
of the third one, it applies pairs (multivector,multiform) into multiforms, and
will be called duality left contraction of multiforms by multivectors.
The left contraction of xq ∈
∧q
V by φp ∈
∧p
V ⋆ (p ≤ q) is defined by
〈φp, xq|I =

1
(q − p)!
〈
φ˜
p
∧ εj1 ∧ · · · εjq−p , xq
〉
ej1 ∧ · · · ejq−p , p < q〈
φ˜
p
, xp
〉
, p = q
(9)
where {ej} is any basis of V and
{
εj
}
is its dual basis for V ⋆ (i.e., εk(ej) = δ
k
j ),
and sums over the indices j1, . . . , jq−p from 1 to n are implicated.
We emphasize that
〈
φ˜
p
∧ εj1 ∧ · · · εjq−p , xq
〉
ej1 ∧· · · ejq−p is a (q − p)-vector
which does not depend on the pair of bases
(
{ej} ,
{
εj
})
used for defining it,
since both φp and xq are multilinear applications. Therefore, 〈φ
p, xq|I is a right
invariant (q − p)-vector which depends only on φp and xq . Hence, 〈 , |I is well
defined.
The left contraction of x ∈
∧
V by φ ∈
∧
V ⋆ is defined by
〈φ, x|II ∈
∧
V such that [〈φ, x|II ]k =
n−k∑
j=0
〈
φj , xj+k
∣∣
I
, (0 ≤ k ≤ n) (10)
The left contraction of φq ∈
∧q
V ⋆ by xp ∈
∧p
V (p ≤ q) is defined by
〈xp, φ
q|
III
=

1
(q − p)!
〈
x˜p ∧ ej1 ∧ · · · ejq−p , φ
q
〉
εj1 ∧ · · · εjq−p , p < q
〈x˜p, φ
p〉 , p = q
(11)
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where sums over the indices j1, . . . , jq−p from 1 to n are implicated. Analogous
remarks to those just done about 〈 , |I allow us to assert that 〈 , |III is also
well defined.
The left contraction of φ ∈
∧
V ⋆ by x ∈
∧
V is defined by
〈x, φ|IV ∈
∧
V ⋆ such that [〈x, φ|IV ]
k =
n−k∑
j=0
〈
xj , φ
j+k
∣∣∣
III
, (0 ≤ k ≤ n) (12)
Because of no confusion could arise, we shall use the same notation 〈 , | for
all of the duality left contraction mappings and we will only speak about a single
duality left contraction mapping.
The duality left contraction mapping has two remarkable properties: the
bilinearity and the non-degeneracy.
For all α, β ∈ R, φ, ψ ∈
∧
V ⋆ and x, y ∈
∧
V :
〈αφ+ βψ, x| = α 〈φ, x|+ β 〈ψ, x| 〈φ, αx+ βy| = α 〈φ, x|+ β 〈φ, y|
〈αx+ βy, φ| = α 〈x, φ|+ β 〈y, φ| 〈x, αφ+ βψ| = α 〈x, φ|+ β 〈x, ψ|
Let φ ∈
∧
V ⋆ and x ∈
∧
V :
[〈φ, x| = 0 for all φ] =⇒ x = 0 [〈φ, x| = 0 for all x] =⇒ φ = o
[〈x, φ| = o for all x] =⇒ φ = o [〈x, φ| = o for all φ] =⇒ x = 0
4.2 Duality right contraction mapping
We introduce now other four mappings else which will be called by the name
of duality right contraction. In definitions of two of them, it appears also the
duality pairing mapping. The first one applies pairs (q-vector, p-form) , with
p ≤ q, into (q − p)-vectors, and will be called duality right contraction of q-
vectors by p-forms. The second one is an extension of the first one, it ap-
plies pairs (multivector,multiform) into multivectors. It will be called duality
right contraction of multivectors by multiforms. The third one applies pairs
(q-form, p-vector) , with p ≤ q, into (q − p)-forms, and will be called duality
right contraction of q-forms by p-vectors. The fourth one is an extension of the
third one, it applies pairs (multiform,multivector) into multiforms. It will be
called duality right contraction of multiforms by multivectors.
The right contraction of xq ∈
∧q
V by φp ∈
∧p
V ⋆ (p ≤ q) is defined by
|xq, φ
p〉
I
=

1
(q − p)!
〈
xq, ε
j1 ∧ · · · εjq−p ∧ φ˜
p
〉
ej1 ∧ · · · ejq−p , p < q〈
xp, φ˜
p
〉
, p = q
(13)
where {ej} is any basis of V and
{
εj
}
is its dual basis for V ⋆ (i.e., εk(ej) = δ
k
j ),
and sums over the indices j1, . . . , jq−p from 1 to n are implicated.
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We emphasize that
〈
xq, ε
j1 ∧ · · · εjq−p ∧ φ˜
p
〉
ej1 ∧· · · ejq−p is a (q − p)-vector
which does not depend on the pair of bases
(
{ej} ,
{
εj
})
used for defining it,
since both φp and xq are multilinear applications. Therefore, |xq , φ
p〉
I
is a right
invariant (q − p)-vector which depends only on φp and xq . Hence, | , 〉I is well
defined.
The right contraction of x ∈
∧
V by φ ∈
∧
V ⋆ is defined by
|x, φ〉II ∈
∧
V such that [|x, φ〉II ] =
n−k∑
j=0
∣∣xj+k, φj〉I , (0 ≤ k ≤ n) (14)
The right contraction of φq ∈
∧q
V ⋆ by xp ∈
∧p
V (p ≤ q) is defined by
|φq, xp〉III =

1
(q − p)!
〈
φq, ej1 ∧ · · · ejq−p ∧ x˜p
〉
εj1 ∧ · · · εjq−p , p < q
〈φq, x˜p〉 , p = q
(15)
where sums over the indices j1, . . . , jq−p from 1 to n are implicated. Similar
remarks to those just done about | , 〉I allow us to affirm that | , 〉III is also
well defined.
The right contraction of φ ∈
∧
V ⋆ by x ∈
∧
V is defined by
|φ, x〉IV ∈
∧
V ⋆ such that [|φ, x〉IV ] =
n−k∑
j=0
∣∣∣φj+k, xj〉
III
, (0 ≤ k ≤ n) (16)
Because of no confusion could arise, we shall use the same notation | , 〉 for
all of the duality right contraction mappings and we shall only speak about a
single duality right contraction mapping.
The duality right contraction mapping has two remarkable properties: the
bilinearity and the non-degeneracy.
For all α, β ∈ R, φ, ψ ∈
∧
V ⋆ and x, y ∈
∧
V :
|αx+ βy, φ〉 = α |x, φ〉+ β |y, φ〉 |x, αφ+ βψ〉 = α |x, φ〉+ β |x, ψ〉
|αφ+ βψ, x〉 = α |φ, x〉+ β |ψ, x〉 |φ, αx+ βy〉 = α |φ, x〉 + β |φ, y〉
Let φ ∈
∧
V ⋆ and x ∈
∧
V :
[|x, φ〉 = 0 for all φ] =⇒ x = 0 [|x, φ〉 = 0 for all x] =⇒ φ = o
[|φ, x〉 = o for all x] =⇒ φ = o [|φ, x〉 = o for all φ] =⇒ x = 0
5 Identities involving the duality mappings
We present a list of identities which involve the duality mappings.
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For all φp ∈
∧p
V ⋆ and v1, v2, . . . , vp ∈ V :
〈φp, v1 ∧ v2 ∧ · · · ∧ vp〉 = φ
p(v1, v2, . . . , vp) (17)
For all xp ∈
∧p
V and ω1, ω2, . . . , ωp ∈ V
⋆ (p ≥ 2) :
〈ω1 ∧ ω2 ∧ · · · ∧ ωp, xp〉 = xp(ω1, ω2, . . . , ωp) (18)
For all ω1, . . . , ωp ∈ V
⋆ and v1, . . . , vp ∈ V :
〈ω1 ∧ · · · ∧ ωp, v1 ∧ · · · ∧ vp〉 = det (〈ωi, vj〉) (19)
For all φp ∈
∧p
V ⋆, xq ∈
∧q
V, and yp ∈
∧p
V, ψq ∈
∧q
V ⋆ (p ≤ q) :
〈φp, xq| = (−1)
p(q−p) |xq , φ
p〉 , 〈yp, ψ
q| = (−1)p(q−p) |yq, ψ
p〉 . (20)
For all ω ∈ V ⋆, v1, v2, . . . , vp ∈ V, and v ∈ V, ω1, ω2, . . . , ωp ∈ V
⋆ :
〈ω, v1 ∧ v2 ∧ · · · vp| =
p∑
k−1
(−1)k−1 〈ω, vk〉 v1 ∧ v2 ∧ · · ·
g
vk · · · vp, (21)
〈v, ω1 ∧ ω2 ∧ · · ·ωp| =
p∑
k−1
(−1)k−1 〈v, ωk〉ω1 ∧ ω2 ∧ · · ·
g
ωk · · ·ωp. (22)
where
g
vk means that vk must be removed from v1 ∧ v2 ∧ · · · vp but leaving the
remaining vectors in the order they had, and analogously for
g
ωk.
For all (φp) ∈
∧
V ⋆ and (xp) ∈
∧
V :
〈(φp) , (xp)〉 = 〈φ
p, xp〉 (23)
For all (φp) ∈
∧
V ⋆ and (xq) ∈
∧
V :
〈(φp) , (xq)〉 = 0, if p 6= q (24)
For all (φp) ∈
∧
V ⋆ and (xq) ∈
∧
V :
〈(φp) , (xq)| , |(xq) , (φ
p)〉 are (q − p) -homogeneous multivector, and (25)
[〈(φp) , (xq)|]q−p = 〈φ
p, xq| , [|(xq) , (φ
p)〉]
q−p
= |xq, φ
p〉 , if p ≤ q
〈(φp) , (xq)| = |(xq) , (φ
p)〉 = 0, if p > q (26)
For all (xp) ∈
∧
V and (φq) ∈
∧
V ⋆ :
〈(xp) , (φ
q)| , |(φq) , (xp)〉 are (q − p) -homogeneous multiform, and (27)
[〈(xp) , (φ
q)|]
q−p
= 〈xp, φ
q| , [|(φq) , (xp)〉]q−p = |φ
q, xp〉 , if p ≤ q
〈(xp) , (φ
q)| = |(φq) , (xq)〉 = o, if p > q (28)
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For all ω ∈ V ⋆ and x, y ∈
∧
V :
〈ω, x ∧ y| = 〈ω, x| ∧ y + x̂ ∧ 〈ω, y| (29)
For all v ∈ V and φ, ψ ∈
∧
V ⋆ :
〈v, φ ∧ ψ| = 〈v, φ| ∧ ψ + φ̂ ∧ 〈v, ψ| (30)
For all φ, ψ ∈
∧
V ⋆ and x, y ∈
∧
V :
〈φ, 〈ψ, x|| = 〈φ ∧ ψ, x| ||x, φ〉 , ψ〉 = |x, φ ∧ ψ〉 (31)
〈x, 〈y, φ|| = 〈x ∧ y, φ| ||φ, x〉 , y〉 = |φ, x ∧ y〉 (32)
〈〈φ, x| , ψ〉 =
〈
x, φ˜ ∧ ψ
〉
〈φ, |x, ψ〉〉 =
〈
φ ∧ ψ˜, x
〉
(33)
〈〈x, φ| , y〉 = 〈φ, x˜ ∧ y〉 〈x, |φ, y〉〉 = 〈x ∧ y˜, φ〉 (34)
Let {ej} be any basis of V and let
{
εj
}
be its dual basis for V ⋆. And let us
introduce the pseudoscalars e∧ = e1 ∧ e2 ∧ · · · ∧ en and ε
∧ = ε1 ∧ ε2 ∧ · · · ∧ εn.
〈ε∧, e∧〉 = 1 (35)
For all basis vectors ep1 , ep2 , . . . , epµ (1 ≤ p1 < p2 < · · · < pµ ≤ n) :
〈ep1 ∧ ep2 ∧ · · · epν , ε
∧| = (−1)
µ+p1+p2+···pµ ε∧ {εp1 , εp2 ; . . . , εpν} (36)
where ε∧ {εp1 , εp2 ; . . . , εpµ} is the remaining (n− µ)-form once the µ dual basis
forms εp1 , εp2 , . . . , εpµ are removed from ε∧ but leaving the others ones in the
order they had.
For all dual basis forms εq1 , εq2 , . . . , εqν (1 ≤ q1 < q2 < · · · < qν ≤ n) :
〈εq1 ∧ εq2 ∧ · · · εqν , e∧| = (−1)
ν+q1+q2+···qν e∧ {eq1 , eq2 , . . . , eqν} (37)
where e∧ {eq1 , eq2 , . . . , eqν} is the remaining (n− ν)-vector once the ν basis vec-
tors eq1 , eq2 , . . . , eqν are removed from e∧ but leaving the others ones in the
order they had.
For all α ∈ R :
〈〈α, ε∧| , e˜∧| = α
〈
〈α, e∧| , ε˜
∧
∣∣ = α (38)
For all v ∈ V and ω ∈ V ⋆ :
〈〈v, ε∧| , e˜∧| = v
〈
〈ω, e∧| , ε˜
∧
∣∣ = ω (39)
For all v1, v2, . . . , vp ∈ V and ω1, ω2, . . . , ωp ∈ V
⋆ :
〈〈v1 ∧ v2 ∧ · · · ∧ vp, ε
∧| , e˜∧| = v1 ∧ v2 ∧ · · · ∧ vp〈
〈ω1 ∧ ω2 ∧ · · · ∧ ωp, e∧| , ε˜
∧
∣∣ = ω1 ∧ ω2 ∧ · · · ∧ ωp (40)
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For all x ∈
∧
V and φ ∈
∧
V ⋆ :
〈〈x, ε∧| , e˜∧| = x
〈
〈φ, e∧| , ε˜
∧
∣∣ = φ (41)
Notice that (23), (24), (25), (26), (27) and (28) allow us to identify p-forms
with p-homogeneous multiforms, and p-vectors with p-homogeneous multivec-
tors, whenever in doing calculations with pairing or contractions.
The equations (39), (40) and (41) are respectively expansion-like formulas
for vectors and forms, simple p-vectors and simple p-forms, and multivectors and
multiforms. All of them involve only the duality left contraction mapping. Of
course, there exist similar others which involve only the duality right contraction
mapping.
6 Metric extensor
A metric tensor over V is any covariant 2-tensor over V, say g, which is sym-
metric and non-degenerate, i.e.,
g(v, w) = g(w, v)
[g(v, w) = 0 for all w] implies v = 0V
A crossed extensor1 over V, say γ, which is symmetric and one-to-one, i.e.,
〈γ(v), w〉 = 〈v, γ(w)〉
γ(v) = γ(v′) implies v = v′
will be called metric extensor over V.
Theorem 1 For each metric tensor g there exists an unique metric extensor γ
such that for all v, w ∈ V : g(v, w) = 〈γ(v), w〉 , and reciprocally.
Proof. We first prove the direct statement:
Given g ∈ T 2V ⋆, we must prove the existence of such γ ∈ ext (V ;V ⋆) . Let´s
define γ : V −→ V ⋆ such that γ(v) = g(v, ej)ε
j , where {ej} is any basis of V
and
{
εj
}
is its dual basis for V ⋆ (i.e.,
〈
ej , ε
k
〉
= δkj ), and sum over j from 1 to
n is implicated. Since g is linear with respect to 2nd. variable, g(v, ej)ε
j is a
form that does not depend on the pair of bases
(
{ej} ,
{
εj
})
used for defining
it. Hence, γ is an application well defined. And, since g is linear with respect
to 1st. variable, γ is linear. Therefore, γ ∈ ext (V ;V ⋆) .
We prove that γ is symmetric. Let v, w ∈ V :
〈γ(v), w〉 =
〈
g(v, ej)ε
j , w
〉
= g(v, ej)
〈
εj , w
〉
= g(v,
〈
εj , w
〉
ej) = g(v, w),
〈v, γ(w)〉 =
〈
v, g(w, ej)ε
j
〉
= g(w, ej)
〈
v, εj
〉
= g(w,
〈
v, εj
〉
ej) = g(w, v),
1Any linear application from V to V ⋆ is called crossed extensor over V, the set of crossed
extensors is a real vector space of finite dimension, and it is denoted by ext (V ;V ⋆) .
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then, since g is symmetric, 〈γ(v), w〉 = 〈v, γ(w)〉 .
We prove that γ is one-to-one. Take v, v′, w ∈ V :
γ(v) = γ(v′) =⇒ 〈γ(v), w〉 = 〈γ(v′), w〉 =⇒ g(v, w) = g(v′, w)
=⇒ g(v − v′, w) = 0 for all w
then, since g is non-degenerate, v − v′ = 0V . Thus, γ(v) = γ(v
′) implies v = v′.
In order to prove the uniqueness of such γ, suppose that there exists another
γ′ ∈ ext (V ;V ⋆) which satisfies 〈γ′(v), w〉 = g(v, w). Since g(v, w) = 〈γ(v), w〉 ,
we have 〈γ′(v), w〉 = 〈γ(v), w〉 , but
〈γ′(v), w〉 = 〈γ(v), w〉 =⇒ 〈γ′(v)− γ(v), w〉 = 0 for all w
then, because of non-degeneracy of 〈 , 〉 , we have γ′(v) − γ(v) = 0V ⋆ , i.e.,
γ′(v) = γ(v).
We now prove the reciprocal statement:
Given γ ∈ ext (V ;V ⋆) , we must prove the existence of such g ∈ T 2V ⋆. Let´s
define g : V × V −→ R such that g(v, w) = 〈γ(v), w〉 . Because of linearity of γ
and bilinearity of 〈 , 〉 , it follows the bilinearity of g.
We prove that g is symmetric. Let v, w ∈ V :
g(v, w) = 〈γ(v), w〉 , g(w, v) = 〈γ(w), v〉 = 〈v, γ(w)〉
then, since γ is symmetric, g(v, w) = g(w, v).
We prove that g is non-degenerate. Take v, v′, w ∈ V :
g(v, w) = 0 for all w =⇒ 〈γ(v), w〉 = 0 for all w
then, because of non-degeneracy of 〈 , 〉 and linearity of γ, we have γ(v) =
oV ⋆ = γ(0V ). And, since γ is one-to-one, v = 0V . Thus, [g(v, w) = 0 for all w]
implies v = 0V .
In order to prove the uniqueness of such g, suppose that there exists another
g′ ∈ T 2V ⋆ which satisfies g′(v, w) = 〈γ(v), w〉 . Since g(v, w) = 〈γ(v), w〉 , we
have g′(v, w) = g(v, w).
Proposition 2 γ is invertible, and γ−1 is a metric extensor over V ⋆.
Proof. We first prove that γ is invertible:
We only must check that γ is onto. Since γ is one-to-one, ker γ = {01} . And,
since dim (kerγ) + dim (im γ) = dimV, we have dim (im γ) = n, i.e., γ is onto.
We now prove that γ−1 is a metric extensor over V ⋆ :
We only must check that γ−1 is symmetric because γ−1 is one-to-one too.
Let ω, σ ∈ V ⋆, there exist v, w ∈ V such that ω = γ(v) and σ = γ(w) or,
equivalently, v = γ−1(ω) and w = γ−1(σ). We can write〈
γ−1(ω), σ
〉
= 〈v, γ(w)〉 and
〈
ω, γ−1(σ)
〉
= 〈γ(v), w〉
then, since γ is symmetric,
〈
γ−1(ω), σ
〉
=
〈
ω, γ−1(σ)
〉
.
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6.1 Extension of the metric extensor
We define the extensions of γ to ext (
∧p
V ;
∧p
V ⋆) and to ext (
∧
V ;
∧
V ⋆) .
The extension of γ to ext (
∧p
V ;
∧p
V ⋆) is γI :
∧p
V −→
∧p
V ⋆ defined by
γI(xp) =

x0, p = 0
γ(x1), p = 1
1
p!
〈
xp, ε
j1 ∧ · · · ∧ εjp
〉
γ(ej1) ∧ · · · ∧ γ(ejp) p ≥ 2
(42)
where {ej} is any basis of V and
{
εj
}
is its dual basis for V ⋆, and sums over
the indices j1, . . . , jp from 1 to n are implicated.
We emphasize that
〈
xp, ε
j1 ∧ · · · ∧ εjp
〉
γ(ej1)∧· · · ∧γ(ejp) is a p-form which
does not depend on the pair of bases
(
{ej} ,
{
εj
})
used for defining it, because
of bilinearity of 〈 , 〉 and linearity of γ. Therefore, γI(xp) is a right invariant
p-form which depends only on xp, and so γ
I is well defined. The linearity of γI
follows from the bilinearity of 〈 , 〉 . Thus, γI is a well-defined extensor belonging
to ext (
∧p
V ;
∧p
V ⋆) .
The extension of γ to ext (
∧
V ;
∧
V ⋆) is γII :
∧
V −→
∧
V ⋆ defined by
γII(x) ∈
∧
V ⋆ such that
[
γII(x)
]k
= γI(xk), for all k = 0, 1, . . . , n (43)
Notice that the linearity of γII follows from the linearity of [ ]k and the
linearity of γI . Thus, γII is a well-defined extensor belonging to ext (
∧
V ;
∧
V ⋆) .
Because of no confusion could arise, we shall use the same notation γ for
both γI and γII , and we shall simply speak about a single extension of γ.
We present the properties for the extension of the metric extensor.
For all x ∈
∧
V :
if x is p-homogeneous, then γ (x) is p-homogeneous (44)
For all x, y ∈
∧
V :
γ(x ∧ y) = γ(x) ∧ γ(y) (45)
For all x ∈
∧
V :
γ̂(x) = γ(x̂) and γ˜(x) = γ(x˜) (46)
i.e. grade involution and reversion operators commutate with extension opera-
tor.
The extension of γ is invertible, and{
γ
}−1
=
{
γ−1
}
(47)
i.e., the inverse of extension equals the extension of inverse. Thus, we could use
the simpler symbol γ−1 to mean both of them.
We define to follow the so-called reciprocal bases. Let {ej} and
{
εj
}
be
respectively any basis of V and its dual basis for V ⋆. i.e.,
〈
ej, ε
k
〉
= δkj . The sets
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{
ej
}
and {εj} such that e
j = γ−1(εj) and εj = γ(ej) are respectively called
reciprocal bases of {ej} and
{
εj
}
, because of ej · e
k = εk · εj = δ
k
j , as we prove
below
ej · e
k =
〈
γ(ej), e
k
〉
=
〈
ej , γ(e
k)
〉
=
〈
ej , ε
k
〉
= δkj ,
εk · εj =
〈
γ−1(εk), εj
〉
=
〈
εk, γ−1(εj)
〉
=
〈
εk, ej
〉
= δkj .
The sets
{
ej1 ∧ · · · ∧ ejp
}
1≤j1<···<jp≤n
and
{
εj1 ∧ · · · ∧ εjp
}
1≤j1<···<jp≤n
are
respectively bases for
∧p
V and
∧p
V ⋆. Their reciprocal bases are respectively
the sets
{
ej1 ∧ · · · ∧ ejp
}
1≤j1<···<jp≤n
and
{
εj1 ∧ · · · ∧ εjp
}
1≤j1<···<jp≤n
.We dis-
close their reciprocity-like properties1 below
(
ej1 ∧ · · · ejp
)
·
(
ek1 ∧ · · · ekp
)
= det
 δ
k1
j1
· · · δ
kp
j1
· · · · · ·
δk1
jp
· · · δ
kp
jp
 = σk1...kpj1...jp ,
(
εk1 ∧ · · · εkp
)
·
(
εj1 ∧ · · · εjp
)
= det
 δ
k1
j1
· · · δk1jp
· · · · · ·
δ
kp
j1
· · · δ
kp
jp
 = σk1...kpj1...jp .
In particular, the unitary sets {e∧} and {ε
∧} , where e∧ = e1 ∧ · · · ∧ en and
ε∧ = ε1 ∧ · · · ∧ εn, are respectively bases for
∧n
V and
∧n
V ⋆. Their reciprocal
bases are respectively {e∧} and {ε∧} , with e
∧ = e1 ∧ · · · ∧ en = γ−1(ε∧) and
ε∧ = ε1 ∧ · · · ∧ εn = γ(e∧).
We notice to follow other two remarkable propositions for the metric exten-
sor.
Proposition 3 γ is a metric extensor over
∧
V.
Proof. We first prove that γ is symmetric. We only need to check that γ
satisfies the condition of symmetry for scalars and simple p-vectors.
Let α, β ∈ R. Taking into account how γ acts on scalars, we get〈
γ(α), β
〉
= 〈α, β〉 =
〈
α, γ(β)
〉
Let v1, . . . , vp, w1, . . . , wp ∈ V. Using (45), (19) and the symmetry of γ, we
have 〈
γ(v1 ∧ · · · vp), w1 ∧ · · ·wp
〉
= 〈γ(v1) ∧ · · · γ(vp), w1 ∧ · · ·wp〉
= det (〈γ(vi), wj〉) = det (〈vi, γ(wj)〉)
= 〈v1 ∧ · · · vp, γ(w1) ∧ · · · γ(wp)〉
=
〈
v1 ∧ · · · vp, γ(w1 ∧ · · ·wp)
〉
.
1Recall the so-called generalized permutation symbol of order p,
σ
k1...kp
j1...jp
= det


δ
k1
j1
· · · δ
k1
jp
..
.
..
.
δ
kp
j1
· · · δ
kp
jp

 , with j1, . . . , jp and k1, . . . , kp running from 1 to n
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Then, the symmetry of γ for multivectors follows at once from the linearity
of γ and the bilinearity of 〈 , 〉 , taking into account (23), (24) and (44).
We now prove that γ is one-to-one. Let x, y, z ∈
∧
V :
γ(x) = γ(y) =⇒
〈
γ(x), z
〉
=
〈
γ(y), z
〉
=⇒
〈
γ(x− y), z
〉
= 0
=⇒
〈
x− y, γ(z)
〉
= 0 for all γ(z)
then, because of non-degeneracy of 〈 , 〉 , it follows that x − y = 0. Therefore,
γ(x) = γ(y) implies x = y.
Proposition 4 γ−1 is a metric extensor over
∧
V ⋆.
Proof. We first prove that γ−1 is symmetric. It only must be proved that γ−1
satisfies the condition of symmetry for scalars and simple p-forms.
Let α, β ∈ R. Taking into account how γ−1 acts on scalars, we get〈
γ−1(α), β
〉
= 〈α, β〉 =
〈
α, γ−1(β)
〉
Let ω1, . . . , ωp, σ1, . . . , σp ∈ V
⋆. Using the analogous equation to (45) for
γ−1, (19) and the symmetry of γ−1, we have〈
γ−1(ω1 ∧ · · ·ωp), σ1 ∧ · · ·σp
〉
=
〈
γ−1(ω1) ∧ · · · γ
−1(ωp), σ1 ∧ · · ·σp
〉
= det
(〈
γ−1(ωi), σj
〉)
= det
(〈
ωi, γ
−1(σj)
〉)
=
〈
ω1 ∧ · · ·ωp, γ
−1(σ1) ∧ · · · γ
−1(σp)
〉
=
〈
ω1 ∧ · · ·ωp, γ
−1(σ1 ∧ · · ·σp)
〉
.
Then, the symmetry of γ−1 for multiforms follows inmediately from the
linearity of γ−1 and the bilinearity of 〈 , 〉 , considering (23), (24) and (44).
We now prove that γ−1 is one-to-one. Let φ, χ, ψ ∈
∧
V ⋆ :
γ−1(φ) = γ−1(χ) =⇒
〈
γ−1(φ), ψ
〉
=
〈
γ−1(χ), ψ
〉
=⇒
〈
γ−1(φ− χ), ψ
〉
= 0
=⇒
〈
φ− χ, γ−1(ψ)
〉
= 0 for all γ−1(ψ)
then, because of non-degeneracy of 〈 , 〉 , it follows that φ − χ = o. Thus,
γ−1(φ) = γ−1(χ) implies φ = χ.
7 Scalar product
The scalar product of both multivectors and multiforms are defined by making
use of the duality pairing mapping and the extended extensors γ and γ−1,
respectively.
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7.1 Scalar product of multivectors
The scalar product of xp ∈
∧p
V and yp ∈
∧p
V, and the scalar product of
x ∈
∧
V and y ∈
∧
V, are defined by
xp · yp =
〈
γ(xp), yp
〉
(48)
x · y =
n∑
k=0
xk · yk, i.e., x · y =
〈
γ(x), y
〉
(49)
7.2 Scalar product of multiforms
The scalar product of φp ∈
∧p
V ⋆ and ψp ∈
∧p
V ⋆, and the scalar product of
φ ∈
∧
V ⋆ and ψ ∈
∧
V ⋆, are defined by
φp · ψp =
〈
γ−1(φp), ψp
〉
(50)
φ · ψ =
n∑
k=0
φk · ψk, i.e., φ · ψ =
〈
γ−1(φ), ψ
〉
(51)
The scalar product has three remarkable properties: bilinearity, symmetry
and non-degeneracy. They are inmediate consequence of the respectives proper-
ties for the duality pairing mapping, once it is taken into account the properties
of both γ and γ−1.
8 Contracted products of multivectors
The contracted products of multivectors are defined by making use of the duality
contraction mappings and the extended extensor γ.
8.1 Left contracted product
The left contracted product of yq ∈
∧q
V by xp ∈
∧p
V (p ≤ q), and the left
contracted product of y ∈
∧
V by x ∈
∧
V, are defined by
xpyyq =
〈
γ(xp), yq
∣∣ (52)
xyy ∈
∧
V such that [xyy]k =
n−k∑
j=0
xjyyj+k, (k = 0, 1, . . . , n)
i.e., xyy =
〈
γ(x), y
∣∣ (53)
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8.2 Right contracted product
The right contracted product of yq ∈
∧q
V by xp ∈
∧p
V (p ≤ q), and the right
contracted product of y ∈
∧
V by x ∈
∧
V, are defined by
yqxxp =
∣∣yq, γ(xp)〉 (54)
yxx ∈
∧
V such that [yxx]k =
n−k∑
j=0
yj+kxxj , (k = 0, 1, . . . , n)
i.e., yxx =
∣∣y, γ(x)〉 (55)
9 Contracted products of multiforms
The contracted products of multiforms are defined by making use of the duality
contraction mappings and the extended extensor γ−1.
9.1 Left contracted product
The left contracted product of ψq ∈
∧q
V ⋆ by φp ∈
∧p
V ⋆ (p ≤ q), and the left
contracted product of ψ ∈
∧
V ⋆ by φ ∈
∧
V ⋆, are defined by
φpyψq =
〈
γ−1(φp), ψq
∣∣ (56)
φyψ ∈
∧
V ⋆ such that [φyψ]k =
n−k∑
j=0
φjyψj+k, (k = 0, 1, . . . , n)
i.e., φyψ =
〈
γ−1(φ), ψ
∣∣ (57)
9.2 Right contracted product
The right contracted product of ψq ∈
∧q
V ⋆ by φp ∈
∧p
V ⋆ (p ≤ q), and the
right contracted product of ψ ∈
∧
V ⋆ by φ ∈
∧
V ⋆, are defined by
ψqxφp =
∣∣ψq, γ−1(φp)〉 (58)
ψxφ ∈
∧
V ⋆ such that [ψxφ]
k
=
n−k∑
j=0
ψj+kxφj (k = 0, 1, . . . , n)
i.e., ψxφ =
∣∣ψ, γ−1(φ)〉 (59)
The contracted products have two remarkable properties: bilinearity and
non-degeneracy. They are inmediate consequence of the respective properties
for the duality contraction mappings, once it is taken into account the properties
of both γ and γ−1.
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10 Identities involving the metric products
We present remarkable identities which involve the metric products, i.e., the
scalar product and the contracted products. The proof of some identities can
be found in Appendix.
For all v1, . . . , vp, w1, . . . , wp ∈ V, and ω1, . . . , ωp, σ1, . . . , σp ∈ V
⋆ :
(v1 ∧ · · · ∧ vp) · (w1 ∧ · · · ∧ wp) = det (vi · wj) , (60)
(ω1 ∧ · · · ∧ ωp) · (σ1 ∧ · · · ∧ σp) = det (ωi · σj) . (61)
For all xp ∈
∧p
V, yq ∈
∧q
V, and φp ∈
∧p
V ⋆, ψq ∈
∧q
V ⋆ (p ≤ q) :
xpyyq = (−1)
p(q−p)
yqxxp, φ
p
yψq = (−1)
p(q−p)
ψpxφp. (62)
For all v, v1, v2, . . . , vp ∈ V, and ω, ω1, ω2, . . . , ωp ∈ V
⋆ :
vy (v1 ∧ v2 ∧ · · · vp) =
p∑
k−1
(−1)k−1 (v · vk) v1 ∧ v2 ∧ · · ·
g
vk · · · vp, (63)
ωy (ω1 ∧ ω2 ∧ · · ·ωp) =
p∑
k−1
(−1)k−1 (ω · ωk)ω1 ∧ ω2 ∧ · · ·
g
ωk · · ·ωp. (64)
where
g
vk means that vk must be removed from v1 ∧ v2 ∧ · · · vp but leaving the
remaining vectors in the order they had, and analogously for
g
ωk.
For all (xp) , (yp) ∈
∧
V, and (φp) , (ψp) ∈
∧
V ⋆ :
(xp) · (yp) = xp · yp, (φ
p) · (ψp) = φp · ψp. (65)
For all (xp) , (yq) ∈
∧
V and (φp) , (ψq) ∈
∧
V ⋆ :
(xp) · (yq) = (φ
p) · (ψq) = 0, if p 6= q (66)
For all (xp) , (yq) ∈
∧
V and (φp) , (ψq) ∈
∧
V ⋆ :
(xp)y (yq) , (yq) x(xp) are (q − p) -homogeneous multivectors, and (67)
[(xp)y (yq)]q−p = xpyyq, [(yq) x(xp)]q−p = yqxxp, if p ≤ q
(xp)y (yq) = (yq) x(xp) = 0, if p > q (68)
(φp)y (ψq) , (ψq) x(φp) are (q − p) -homogeneous multiforms, and (69)
[(φp)y (ψq)]q−p = φ
p
yψq, [(ψq) x(φp)]q−p = ψ
q
xφp, if p ≤ q
(φp)y (ψq) = (ψq) x(φp) = o, if p > q (70)
For all v ∈ V and x, y ∈
∧
V :
vy (x ∧ y) = (vyx) ∧ y + x̂ ∧ (vyy) (71)
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For all ω ∈ V ⋆ and φ, ψ ∈
∧
V ⋆ :
ωy (φ ∧ ψ) = (ωyφ) ∧ ψ + φ̂ ∧ (ωyψ) (72)
For all x, y, z ∈
∧
V and φ, χ, ψ ∈
∧
V ⋆ :
xy (yyz) = (x ∧ y)yz (zxy) xx = zx(y ∧ x) (73)
φy (χyψ) = (φ ∧ χ)yψ (ψxχ) xφ = ψx(χ ∧ φ) (74)
(xyy) · z = y · (x˜ ∧ z) z · (yxx) = (z ∧ x˜) · y (75)
(φyχ) · ψ = χ ·
(
φ˜ ∧ ψ
)
ψ · (χxφ) =
(
ψ ∧ φ˜
)
· χ (76)
Notice that (65), (66), (67), (68), (69) and (70) allow us to identify p-vectors
with p-homogeneous multivectors, and p-forms with p-homogeneous multiforms,
whenever in doing calculations with scalar products or contracted products.
11 Formulas involving the metric extensor
We present remarkable formulas which involve the metric extensor and/or the
pseudoscalars e∧, e
∧ and ε∧, ε∧. The proof of some formulas can be found in
Appendix.
For all x ∈
∧
V and φ ∈
∧
V ⋆ :
γ−1(φ) · x = φ · γ(x) = 〈φ, x〉 (77)
γ−1(φ)yx = 〈φ, x| , xxγ−1(φ) = |x, φ〉
γ(x)yφ = 〈x, φ| , φxγ(x) = |φ, x〉 (78)
For e∧, e
∧ and ε∧, ε∧ :
e∧ · e
∧ = ε∧ · ε∧ = 1, e∧ · e∧ = ε∧ · ε∧, ε
∧ · ε∧ = e∧ · e∧ (79)
e∧ = (ε∧ · ε∧) e∧, ε∧ = (e∧ · e∧) ε
∧
e∧ = (ε∧ · ε∧) e
∧, ε∧ = (e∧ · e∧) ε∧ (80)
(e∧ · e∧) (e
∧ · e∧) = (ε∧ · ε∧) (ε∧ · ε∧) = 1 (81)
For all v, w1, w2, . . . , wp ∈ V and ω, σ1, σ2, . . . , σp ∈ V
⋆ :
γ 〈γ(v), w1 ∧ w2 ∧ · · · ∧ wp| =
〈
v, γ(w1 ∧ w2 ∧ · · · ∧ wp)
∣∣ (82)
γ−1
〈
γ−1(ω), σ1 ∧ σ2 ∧ · · · ∧ σp
∣∣ = 〈ω, γ−1(σ1 ∧ σ2 ∧ · · · ∧ σp)∣∣ (83)
For all v ∈ V and ω ∈ V ⋆ :
γ (vye∧) = (e∧ · e∧) 〈v, ε
∧|
(vye∧)ye˜∧ = (e∧ · e∧) v
γ (〈ω, e∧|ye˜∧) = (e∧ · e∧)ω (84)
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For all ω ∈ V ⋆ :
γ−1(ω) =
1
e∧ · e∧
〈ω, e∧|ye˜∧ =
1
e∧ · e∧
〈ω, e˜∧|ye∧ (85)
For all x, y ∈
∧
V and φ, ψ ∈
∧
V ⋆ :
γ
〈
γ(x), y
∣∣ = 〈x, γ(y)∣∣ (86)
γ−1
〈
γ−1(φ), ψ
∣∣ = 〈φ, γ−1(ψ)∣∣ (87)
For all x ∈
∧
V and φ ∈
∧
V ⋆ :
γ (xye∧) = (e∧ · e∧) 〈x, ε
∧|
(xye∧)ye˜∧ = (e∧ · e∧) x
γ (〈φ, e∧|ye˜∧) = (e∧ · e∧)φ (88)
For all φ ∈
∧
V ⋆ :
γ−1(φ) =
1
e∧ · e∧
〈φ, e∧|ye˜∧ =
1
e∧ · e∧
〈φ, e˜∧|ye∧ (89)
For all x ∈
∧
V and φ ∈
∧
V ⋆ :
x =
1
e∧ · e∧
(xye∧)ye˜∧ =
1
e∧ · e∧
(xye˜∧)ye∧ (90)
φ =
1
ε∧ · ε∧
(φyε∧)yε˜∧ =
1
ε∧ · ε∧
(
φyε˜
∧
)
yε˜
∧ (91)
The equations (85) and (89) are respectively the inversion formulas for γ
and γ. Notice that the first one is a particular case of the second one. Of
course, there exist similar others involving only the right contraction and the
right contracted product.
The equations (90) and (91) are expansion-like formulas for multivectors and
multiforms, respectively. Of course, there exist similar others involving only the
right contracted product.
12 Conclusions
For the so-called vector spaces of multiforms and multivectors over a finite di-
mensional real vector space, we have introduced the key concept of duality
mappings. And, for any finite dimensional real vector space, we have intro-
duced another key concept: the metric extensor. We have disclosed the logical
equivalence between the so-called metric tensor and the metric extensor. The
duality mappings and the metric extensor allowed us to construct the scalar
product and the contracted products of both multiforms and multivectors. The
metric extensor has many advantages over the metric tensor: (1) because of it
has inverse, we can define the scalar product of vectors and forms (2) because
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of properties of its extension, it is possible to define the scalar product and the
contracted products of both multivectors and multiforms. On another side, the
Clifford product of both multivectors and multiforms is not outside, since the
scalar product and the contracted products fall within its definition (besides the
exterior product which depends only on the duality structure). So, everything
is done under a single conceptual unit: the metric extensor. This proposal un-
veils, once and for all, the hidden nature of all metric product: a metric product
defined over a vector space can be visualized as a kind of deformation induced
by the metric extensor onto the duality structure of that vector space.
13 Appendix
We here make the proof in detail of some identities and formulas to show which
are ”the tricks of the trade”.
Proof of (71): Using (53) and (29), we get
vy (x ∧ y) = 〈γ(v), x ∧ y| = 〈γ(v), x| ∧ y + x̂ ∧ 〈γ(v), y|
= (vyx) ∧ y + x̂ ∧ (vyy) .
Proof of (72): Using (57) and (30), we get
ωy (φ ∧ ψ) =
〈
γ−1(ω), φ ∧ ψ
∣∣ = 〈γ−1(ω), φ∣∣ ∧ ψ + φ̂ ∧ 〈γ−1(ω), ψ∣∣
= (ωyφ) ∧ ψ + φ̂ ∧ (ωyψ) .
Proof of (73): Using (53) and (55), and taking into account 1st. and 2nd.
equations from (31), (45), it can be written
xy (yyz) =
〈
γ(x),
〈
γ(y), z
∣∣∣∣ = 〈γ(x) ∧ γ(y), z∣∣ = 〈γ(x ∧ y), z∣∣ = (x ∧ y)yz,
(zxy)xx =
∣∣∣∣z, γ(y)〉 , γ(x)〉 = ∣∣z, γ(y) ∧ γ(x)〉 = ∣∣z, γ(y ∧ x)〉 = zx(y ∧ x) .
Proof of (74): Using (57) and (59), and taking into account 1st. and 2nd.
equations from (32), analogous equation to (45) for γ−1, it can be written
φy (χyψ) =
〈
γ−1(φ),
〈
γ−1(χ), ψ
∣∣∣∣ = 〈γ−1(φ) ∧ γ−1(χ), ψ∣∣ = 〈γ−1(φ ∧ χ), ψ∣∣
= (φ ∧ χ)yψ,
(ψxχ) xφ =
∣∣∣∣ψ, γ−1(χ)〉 , γ−1(φ)〉 = ∣∣ψ, γ−1(χ) ∧ γ−1(φ)〉 = ∣∣ψ, γ−1(χ ∧ φ)〉
= ψx(χ ∧ φ) .
Proof of (75): Using (49), (53) and (55), and considering 1st. and 2nd.
equations from (33), (45), (46), we get
(xyy) · z =
〈〈
γ(x), y
∣∣ , γ(z)〉 = 〈y, γ(x˜) ∧ γ(z)〉 = 〈y, γ(x˜ ∧ z)〉 = y · (x˜ ∧ z) ,
z · (yxx) =
〈
γ(z),
∣∣y, γ(x)〉〉 = 〈γ(z) ∧ γ(x˜), y〉 = 〈γ(z ∧ x˜), y〉 = (z ∧ x˜) · y.
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Proof of (76): Using (51), (57) and (59), and considering 1st. and 2nd.
equations from (34), analogous equation to (45) for γ−1, analogous equation to
(46) for γ−1, we get
(φyχ) · ψ =
〈〈
γ−1(φ), χ
∣∣ , γ−1(ψ)〉 = 〈χ, γ−1(φ˜) ∧ γ−1(ψ)〉
=
〈
χ, γ−1(φ˜ ∧ ψ)
〉
= χ ·
(
φ˜ ∧ ψ
)
,
ψ · (χxφ) =
〈
γ−1(ψ),
∣∣χ, γ−1(φ)〉〉 = 〈γ−1(ψ) ∧ γ−1(φ˜), χ〉
=
〈
γ−1(ψ ∧ φ˜), χ
〉
=
(
ψ ∧ φ˜
)
· χ.
Proof of (82): Using (21), symmetry of γ, linearity of γ, (45) and (22), we
have
γ 〈γ(v), w1 ∧ · · ·wp| = γ
(
p∑
k=1
(−1)k−1 〈γ(v), vk〉w1 ∧ · · ·
g
wk · · ·wp
)
=
p∑
k=1
(−1)k−1 〈v, γ(wk)〉 γ(w1) ∧ · · · γ(
g
wk) · · · γ(wp)
= 〈v, γ(w2) ∧ · · · γ(wp)| =
〈
v, γ(w1 ∧ · · ·wp)
∣∣ .
Proof of (84): Using (82), 2nd. equation from (80) and linearity of 〈 , | , we
have
γ (vye∧) =
〈
v, γ(e∧)
∣∣ = 〈v, ε∧| = 〈v, (e∧ · e∧) ε∧| = (e∧ · e∧) 〈v, ε∧| . (i)
Using (52), (i), linearity of 〈 , | and 2nd. equation from (39), we can write
(vye∧)ye˜∧ =
〈
γ (vye∧) , e˜∧
∣∣ = 〈(e∧ · e∧) 〈v, ε∧| , e˜∧| = (e∧ · e∧) 〈〈v, ε∧| , e˜∧|
= (e∧ · e∧) v. (ii)
Let v = γ−1(ω) in (ii), it yields(
γ−1(ω)ye∧
)
ye˜∧ = (e∧ · e∧) γ
−1(ω) (iii)
but, using (52), we have γ−1(ω)ye∧ =
〈
γγ−1(ω), e∧
∣∣ = 〈ω, | e∧. Then, putting
this result into (iii), we get
〈ω, e∧|ye˜∧ = (e∧ · e∧) γ
−1(ω), i.e., γ (〈ω, e∧|ye˜∧) = (e∧ · e∧)ω.
Proof of (85): We see that e∧ · e∧ 6= 0, because of 2nd. equation from
(81), and 〈ω, e∧|ye˜∧ is certainly a vector. We check that γ
−1γ(v) = v and
γγ−1(ω) = ω.
Using (52) and 1st. equation from (84), we get
γ−1γ(v) = γ−1 [γ(v)] =
1
e∧ · e∧
〈γ(v), e∧|ye˜∧ =
1
e∧ · e∧
(vye∧)ye˜∧ = v,
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and by linearity of γ and use of 3rd. equation from (84), we get
γγ−1(ω) = γ
[
γ−1(ω)
]
= γ
(
1
e∧ · e∧
〈ω, e∧|ye˜∧
)
=
1
e∧ · e∧
γ (〈ω, e∧|ye˜∧) = ω.
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