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Abstract
In this paper, we investigate two inverse source problems for degenerate time-fractional partial differ-
ential equation in rectangular domains. The first problem involve a space-degenerate partial differential
equation and the second one involve a time-degenerate partial differential equation. Solutions to both
problem are expressed in series expansions. For the first problem, we obtained solutions in the form of
Fourier-Legendre series. Convergence and uniqueness of solutions have been discussed. Solutions to the
second problem are expressed in the form of Fourier-Sine series and they involve a generalized Mittag-
Leffler type function. Moreover, we have established a new estimate for this generalized Mittag-Leffler
type function. The obtained general solutions are also illustrated by example solutions using appropriate
choices of the given conditions.
MSC2010: 35R30; 34A08; 42C10; 35K65; 33E12
Keywords: Inverse source problem; Fractional Differential Equations, Fourier-Legendre series; Degen-
erate PDE; Mittag-Leffler type functions.
1 Introduction
It is known that the problem of finding a solution of a partial differential equation (PDE) along with all
necessary additional conditions is called a direct problem. Whereas, if the PDE itself is not completely
known, then we deal with an inverse problem. There are many types of inverse problems, such an inverse-
coefficient [1], inverse problems of determining of order of differential equations [2], inverse source problems
[3].
Inverse source problems for PDEs have numerous applications in many real-life processes [4], for instance,
in heat conduction problems [3], [5], pollution detection problem [6] and etc.
We would like here to note some investigations on inverse source problems for time-fractional PDEs
such as [7], [8], [9], [10] and the references therein. In these works, authors mainly dealt with PDEs
without singularity. Inverse problems of space-dependent source for fractional PDEs with singularity were
the subject of several works like [12], [13], [14], [15]. We also note the work in [16], where inverse source
problems have been considered for the diffusion and sub-diffusion equations for positive operators. In a recent
work by Kirane and Torebek [17], authors investigated inverse problems for the non-local heat equation with
involution of space variable. Inverse source problems with time-dependent source term for time-fractional
diffusion equation has been also investigated, see for example [18].
Solutions of inverse problems can be obtained through analytical and numerical methods as well. For
numerical approaches applied to the study of inverse source problems for fractional PDEs, one may see, for
example, [19].
In this paper, we consider inverse source problems for degenerate time-fractional PDEs. In particular,
we consider two problems, one with space-degenerate PDE and the second with time-degenerate PDE. The
paper is organized as follows. First, we present some preliminaries on fractional integrals and derivatives,
Mittag-Leffler type functions and their properties and Legendre polynomials. Then, we present our main
work related to the investigation of two inverse source problems for time-fractional degenerate PDEs.
It is worth mentioning here that we have established for the first time a new estimate for a generalized
Mittag-Leffler type function (See Lemma 1).
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2 Preliminaries
2.1 Fractional integral and differential operators
If α /∈ N ∪ {0}, the Riemann-Liouville fractional integral Iαaxf of order α ∈ C is defined by [[20],p.69]
Iαaxf(x) =
1
Γ(α)
x∫
0
f(t)dt
(x− t)1−α (x > a, <(α) > 0) (1)
and the Riemann-Liouville and the Caputo fractional derivatives of order α are defined by [[20],pp.70, 92]
RLD
α
axf(x) =
dn
dxn
In−αax f(x) =
1
Γ(n− α)
dn
dxn
x∫
0
f(t)dt
(x− t)α−n+1 (x > a, n = [<(α)] + 1), (2)
CD
α
axf(x) =
1
Γ (n− α)
x∫
a
y(n) (t) dt
(x− t)α−n+1 (x > a, n = [<(α)] + 1, ) , (3)
respectively.
The Riemann-Liouville and the Caputo derivatives are related by the following [[20],p.91]:
RLD
α
axf(x) =C D
α
axf(x) +
n−1∑
k=0
f (k) (a)
Γ (k − α+ 1)(x− a)
k−α (n = [<(α)] + 1, x > a) . (4)
Here Γ(·) is a well-known Euler’s gamma-function [[20],p.24].
2.2 Mittag-Leffler type functions
A two-parameter function of the Mittag-Leffler is defined by the series expansion [[21], p.17] as follows
Eα,β (z) =
∞∑
k=0
zk
Γ (αk + β)
(α > 0, β > 0) , (5)
which satisfies the following relation [[20],p.45] and formula of differentiation [[21], p.21], respectively
Eα,β (z)− zEα,α+β (z) = 1
Γ (β)
, (6)
and
RLD
γ
0t
(
tαk+β−1E(k)α,β (λt
α)
)
= tαk+β−γ−1E(k)α,β−γ (λt
α) , (7)
where E
(k)
α,β(t) =
dk
dtk
Eα,β(t), denotes the classical derivative of order k.
The Mittag-Leffler type function of two-parameters also satisfies the inequality presented in the following
theorem.
Theorem 1. (Theorem 1.6 in [21]) If α < 2, β is an arbitrary real number, µ is a real number such that
piα/2 < µ < min{pi, piα} and C is a real constant, then
|Eα,β (z)| ≤ C
1 + |z| , (µ ≤ arg z ≤ pi) , |z| ≥ 0.
It also appears in the solution of the following Cauchy problem.
Theorem 2. (Theorem 4.3 in [20]) Let n− 1 < α < n (n ∈ N) and let 0 ≤ γ < 1 bu such that γ ≤ α. Also
let λ ∈ R. If f(x) ∈ Cγ [a, b], then the Cauchy problem
(CD
α
ax y) (x)− λy(x) = f(x) (a ≤ x ≤ b, n− 1 < α < n; n ∈ N, λ ∈ R) ,
y(k)(a) = bk (bk ∈ R; k = 0, 1, 2, ..., n− 1)
has a unique solution y(x) ∈ Cα,n−1γ [a, b] and this solution is given by
y(x) =
n−1∑
j=0
bj(x− a)jEα,j+1 [λ(x− a)α] +
x∫
0
(x− t)α−1Eα,α [λ(x− t)α] f(t)dt.
2
Here Cα,n−1γ [a, b] =
{
y(x) ∈ Cn−1[a, b], (CDαaxy) (x) ∈ Cγ [a, b]
}
.
Now, we recall following generalized Mittag-Leffler type function, which was introduced by Kilbas [11]:
Eα,m,n(z) = 1 +
∞∑
k=1
k−1∏
j=0
Γ(α(jm+ n) + 1)
Γ(α(jm+ n+ 1) + 1)
zk,
where α, n ∈ C, m ∈ R such that <(α) > 0, m > 0, α(jm+ n) /∈ Z− (j ∈ N0).
As a particular case, if m = 1, we have
Eα,1,n(z) = Γ(αn+ 1)Eα,αn+1(z).
We have established a new estimate for this generalized Mittag-Leffler type function. This result is
presented in the following lemma:
Lemma 1. If αn+ 1 > c¯, m,α > 0 and |z| < 1, then
|Eα,m,n(z)| ≤ 1
1− |z| ,
where c¯ is a point of minimum of Γ(x) at x > 0, precisely, 1 < c¯ < 2.
Proof. Assume that α[(k − 1)m + n] + 1 > c¯ for k = 1, 2, 3, ... If we choose α and n such that αn + 1 > c¯,
then above given inequality will be true for all k = 1, 2, 3, ... That condition guarantees that
Γ[α((k − 1)m+ n) + 1]
Γ[α((k − 1)m+ n+ 1) + 1] < 1.
Hence,
|Eα,m,n(z)| ≤ 1 + |z|+ |z|2 + |z|3 + ... =
∞∑
k=0
|z|k.
If |z| < 1, then according to the geometric series, latter series will converge to 11−|z| . This completes the
proof of the Lemma.
Lemma 2 ([22], p.107). If α, m and n are real numbers such that the condition
α > 0, m > 0, α(im+ n) + 1 6= −1,−2,−3, ... (i = 0, 1, 2, 3, ...)
is satisfied, then Eα,m,n(z) is an entire function of variable z.
2.3 Legendre polynomials
The following Legendre equation
(1− x2)y′′(x)− 2xy′(x) + λy(x) = 0 (8)
has bounded solution in [−1, 1] only if λ = n(n+ 1), n = 0, 1, 2, ... and it has a form
y(x) = Pn(x) =
1
2n · n!
dn(x2 − 1)n
dxn
(n = 0, 1, 2, ...),
where Pn(x) is Legendre polynomial [23].
Below we give some statements considering certain properties of this polynomial for the sake of the
reader.
Theorem 3 ([23], p.508). Pn(x) ia a polynomial of degree n. Pn(x) is an odd function or even function
according to whether n is odd or even. The following identities hold for n = 1, 2, ...
a) P ′n(x) = xP ′n−1(x)− nPn−1(x);
b) Pn(x) = xPn−1(x) + x
2−1
n P
′
n−1(x).
3
Theorem 4 ([23], p.509). The Legendre polynomials satisfies the following identities and relations:
c) P ′n+1(x)− P ′n−1(x) = (2n+ 1)Pn(x) (n ≥ 1);
d) ddx
[
(1− x2)P ′n(x)
]
+ n(n+ 1)Pn(x) = 0;
e) Pn+1(x) =
(2n+1)xPn(x)−nPn−1(x)
n+1 (n ≥ 1);
f) Pn(1) = 1, Pn(−1) = (−1)n;
g) 1−x
2
n (P
′
n)
2 + P 2n =
1−x2
n (P
′
n−1)2 + P 2n−1 (n ≥ 1);
h) 1−x
2
n (P
′
n)
2 + P 2n ≤ 1 (n ≥ 1, |x| ≤ 1);
i) |Pn(x)| ≤ 1 (|x| ≤ 1);
j)
1∫
−1
Pn(x)Pm(x)dx = 0 (n 6= m);
k)
1∫
−1
[Pn(x)]
2dx = 22n+1 ;
l) xn can be expressed as a linear combination of P0(x), P1(x), ..., Pn(x).
Theorem 5 ([23], p.509). The Legendre polynomials Pn(x) (n = 0, 1, 2, ...) form an orthogonal system for
the interval −1 ≤ x ≤ 1, and ‖Pn(x)‖2 = 22n+1 .
Any an arbitrary picewise continuous function f in −1 ≤ x ≤ 1 can be expressed in the form of a Fourier
series with respect to the system {Pn(x)}:
∞∑
n=0
cnPn(x), cn =
(f, Pn)
‖Pn‖2 =
2n+ 1
2
1∫
−1
f(x)Pn(x)dx, (9)
which is called Fourier-Legendre series.
Theorem 6 ([23], p.511). If f(x) is very smooth for −1 ≤ x ≤ 1, then the Fourier-Legendre series of f(x)
converges uniformly to f(x) for −1 ≤ x ≤ 1.
Note that there is no condition of periodicity or any other condition is imposed on f(x) at x = ±1, as in
analogous to trigonometric series. This is due to the symmetry of Legendre polynomials. Finally, we recall
the following theorem regarding Legendre polynomials:
Theorem 7 ([23], p.511). The Legendre polynomials form a complete orthogonal system for the interval
[−1, 1].
3 Inverse source problem for space-degenerate PDE
3.1 Statement of a Problem
We formulate an inverse source problem for space-degenerate partial differential equation with the time-
fractional Caputo derivative as follows:
Problem 1. Find a pair of functions {U(t, x), h(x)}, which satisfies the equation
CD
α
0tU(t, x) =
[
(1− x2)Ux
]
x
+ h(x) (10)
in the domain Ω = {(t, x) : −1 < x < 1, 0 < t < T} together with the initial condition
U(0, x) = v(x), −1 ≤ x ≤ 1, (11)
and the over-determining condition
U(T, x) = w(x), −1 ≤ x ≤ 1, (12)
such that U,Ux are bounded at x = −1, x = 1. Here, 0 < α < 1, T > 0 and v(x), w(x) are given functions.
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3.2 Solution Method and Existence of Solution
Solving the homogeneous equation corresponding to (10) using separation of variables leads to the Legendre
equation (8). According to Theorem 7, the Legendre polynomials form a complete orthogonal system in
[−1, 1], hence the solution set {U(t, x), h(x)} and the given data v(x), w(x) can be represented in a form of
Fourier-Legendre series as follow:
U(t, x) =
∞∑
n=0
Un(t)Pn(x), h(x) =
∞∑
n=0
hnPn(x), (13)
v(x) =
∞∑
n=0
gnPn(x), w(x) =
∞∑
n=0
wnPn(x), (14)
where the coefficients Un(t), hn are the unknowns to be found and the coefficients vn, wn, according to (9),
are given by
vn =
2n+ 1
2
1∫
−1
v(x)Pn(x)dx, wn =
2n+ 1
2
1∫
−1
w(x)Pn(x)dx, n = 0, 1, 2, ...
Now, substituting the above series representations into (10) - (12), we obtain the following equation for
Un(t), hn:
CD
α
0tUn(t) + λnUn(t) = hn n = 0, 1, 2, ... (15)
subjected to the following conditions:
Un(0) = vn, Un(T ) = wn, n = 0, 1, 2, ... (16)
The solutions of equation (15) are found to be (See Theorem 2)
U0(t) = c0 +
h0
Γ(α+ 1)
tα
Un(t) = cnEα (−λntα) + hn
λn
, n = 1, 2, ...
where c0, cn are unknown constants. Using the conditions (16), we get
c0 = v0, h0 =
Γ(α+ 1)
Tα
(w0 − v0)
cn =
vn − wn
1− Eα (−λnTα) , hn = λn (vn − cn) , n = 1, 2, ...
Hence, we have
U0(t) = v0 + (w0 − v0)
(
t
T
)α
, Un(t) =
1− Eα (−λntα)
1− Eα (−λnTα) (wn − vn) + vn, n = 1, 2, ...
h0 = (w0 − v0)Γ(α+ 1)
Tα
, hn =
λn
1− Eα (−λnTα) (wn − vn) + λnvn, n = 1, 2, ...
Substituting back, we get the following expressions for U(t, x) and h(x):
U (t, x) =
tα
Tα
(w0 − v0) + v (x) +
∞∑
n=1
1− Eα (−λntα)
1− Eα (−λnTα)(wn − vn)Pn(x),
and
h (x) =
Γ(α+ 1)
Tα
(w0 − v0)− d
dx
[(
1− x2) g′(x)]+ ∞∑
n=1
λn
wn − vn
1− Eα (−λnTα)Pn(x).
In order to complete the proof of existence of a formal solution, we need to prove the uniform convergence
of the series appearing in the above expressions for U(t, x), h(x) as well as the corresponding series in
[(1− x2)Ux]x and CDα0tU(t, x). We start with U(t, x), h(x) by considering the following estimates:
|U (t, x)| ≤ |w0|+ |v0|+ |v (x)|+ C1
∞∑
n=1
(|wn|+ |vn|) ,
5
and
|h (x)| ≤ Γ(α+ 1)
Tα
(|w0|+ |v0|) +
∣∣∣[(1− x2) v′(x)]′∣∣∣+ C2 ∞∑
n=1
n(n+ 1) (|wn|+ |vn|) ,
where C1, C2 are positive constants. Here, we have used the following properties of the Mitag-Leffler function
and the Legendre polynomials:
Eα,β(λt
α) ≤M, 0 < α ≤ β ≤ 1, 0 ≤ t ≤ T <∞,
|Pn(x)| ≤ 1, |x| ≤ 1,
for some positive constant M . Clearly the convergence of the above series depends on finding appropriate
estimates for vn and wn. This can be done by utilizing the following properties of the Legendre polynomials:
(2n+ 1)Pn = P
′
n+1 − P ′n−1
Pn(1) = 1, Pn(−1) = (−1)n,
and using integration by parts to get
vn = −1
2
1∫
−1
g′(x) (Pn+1(x)− Pn−1) dx = −1
2
[
(v′, Pn+1)− (v′, Pn−1)
]
.
Hence, we have
|vn| ≤ 1
2
[∣∣(v′, Pn+1)∣∣+ ∣∣(v′, Pn−1)∣∣] ≤ 1
2
(||v′|| · ||Pn+1||+ ||v′|| · ||Pn−1||)
≤ 1
2
||v′||
( √
2
(2n+ 3)
1
2
+
√
2
(2n− 1) 12
)
≤ ||v
′||√2
(2n− 1) 12
.
Here, we have used the Schwartz inequality |(f, g)| ≤ ||f || · ||g|| and ||Pn(x)||2 = 2
2n+ 1
. Repeating the
above process one more time, one will arrive to
|vn| ≤ 4
√
2
(2n− 3) 32
||v′′||.
A similar estimate can also be obtained for wn. Clearly, these estimates on using Weierstrass M-
test would be enough to ensure the uniform convergence of the series representation of U(t, x) provided
v, w ∈ C(−1, 1) and v′′, w′′ ∈ L(−1, 1). However, the convergence of the series representation of h(x) would
require integration by parts two more times since the series includes the term n(n+ 1). This would lead to
the following estimates for vn, wn:
|fn| ≤ 6
√
2
(2n− 7) 72
||f (4)||, f = v, w. (17)
Hence, the series representation of h(x) converges uniformly provided v, w ∈ C3(−1, 1) and v(4), w(4) ∈
L(−1, 1). Finally, the series representations of CDα0tU(t, x) and [(1− x2)Ux]x are given by
CDα0tU (t, x) =
Γ(α+ 1)
Tα
(w0 − v0) +
∞∑
n=1
n(n+ 1)Eα (−λntα)
1− Eα (−λnTα) (wn − vn)Pn(x),
and
[(1− x2)Ux]x =
[(
1− x2) v′(x)]′ − ∞∑
n=1
1− Eα (−λntα)
1− Eα (−λnTα)(n(n+ 1))(wn − vn)Pn(x),
and they have the following estimates
|CDα0tU (t, x) | ≤
Γ(α+ 1)
Tα
(|w0|+ |v0|) + C3
∞∑
n=1
n(n+ 1) (|wn|+ |vn|) ,
and
|[(1− x2)Ux]x| ≤ |
[(
1− x2) g′(x)]′ |+ C4 ∞∑
n=1
n(n+ 1) (|wn|+ |gn|) ,
where C3, C4 are positive constants. Hence, the estimate (17) along with the corresponding conditions on v
and w would be enough to ensure the uniform convergence of the series representations of CDα0tU(t, x) and
[(1− x2)Ux]x.
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3.3 Uniqueness of Solution
Suppose that there are two solution sets {u1 (t, x) , h1 (x)} and {u2 (t, x) , h2 (x)} to the inverse problem (10)-
(12). Denote
U (t, x) = u1 (t, x)− u2 (t, x) ,
and
h (x) = h1 (x)− h2 (x) .
Then, the functions U (x, t) and h (x) clearly satisfy equation (10) and the homogeneous conditions
U (0, x) = 0, U (T, x) = 0, x ∈ [−1, 1] (18)
Let us now introduce the following
Un (t) =
1∫
−1
U (t, x)Pn(x) dx, n = 0, 1, 2, ..., (19)
hn =
1∫
−1
h (x)Pn(x) dx, n = 0, 1, 2, ..., (20)
Note that the homogeneous conditions in (18) lead to
Un(0) = Un(T ) = 0, n = 1, 2, ..., (21)
Differentiating equation (19) gives
CDα0tUn (t) =
1∫
−1
[(
1− x2)Ux]x Pn(x) dx+ hn,
which on integrating by parts twice reduces to
CDα0tUn (t) + n(n+ 1)Un(t) = hn.
One can then easily show that this equation together with the conditions in (21) imply that
hn = 0, un (t) ≡ 0.
Therefore, due to the completeness of the system {Pn(x)} in [−1, 1], we must have
h (x) ≡ 0, U (t, x) ≡ 0, x ∈ [−1, 1], t ∈ [0, T ],
which ends the proof of uniqueness.
3.4 Main Result
The main result for the inverse problem (10) - (12) can be summarized in the following theorem:
Theorem 8. Let v, w ∈ C3(−1, 1) and v(4), w(4) ∈ L2(−1, 1). Then, a unique solution to the inverse
problem (10) - (12) exists and it can be written in the form
U (t, x) =
tα
Tα
(w0 − v0) + v (x) +
∞∑
n=1
1− Eα (−λntα)
1− Eα (−λnTα)(wn − vn)Pn(x),
and
h (x) =
Γ(α+ 1)
Tα
(w0 − v0)− d
dx
[(
1− x2) v′(x)]+ ∞∑
n=1
λn
wn − vn
1− Eα (−λnTα)Pn(x).
where λn = n(n+ 1) and
vn =
2n+ 1
2
1∫
−1
v(x)Pn(x)dx, wn =
2n+ 1
2
1∫
−1
w(x)Pn(x)dx, n = 0, 1, 2, ...
This result will be illustrated by a simple example solution in the next section.
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Figure 1: Graphs of U(x, t) at different times (left) and h(x) (right) for α = 0.6.
Figure 2: Graphs of u(x, t) at t = 0.5 (left) and f(x) (right) for different values of α.
3.5 Example Solution
Here we consider the following choices for the functions v and w:
v(x) = 0, and w(x) = w0 + w2(3x
2 − 1).
Solutions Corresponding to this choice of conditions are given by
U(x, t) = w0
tα
Tα
+ w2
1− Eα(−6tα)
1− Eα(−6Tα)(3x
2 − 1) and h(x) = w0Γ(α+ 1)
Tα
+
6w2(3x
2 − 1)
1− Eα(−6Tα).
These solutions are illustrated in Figures (1) - (2) for T = 1.
4 Inverse source problem for time-degenerate PDE
In this section, we investigate the following time-degenerate partial differential equation with time-fractional
Riemann-Liouville derivative:
RLD
α
0tu¯(t, x) = t
βu¯xx(t, x) + h¯(x), (22)
where α, β ∈ R such that 0 < α < 1, β ≥ 0.
In particular, we consider the following inverse source problem:
Problem 2. Find a pair of functions
{
u¯(t, x), h¯(x)
}
which is a regular solution for the equation (22) in
the domain Φ =
{
(t, x) : 0 < x < 1, 0 < t < T¯
}
satisfying the boundary conditions
u¯(t, 0) = 0, u¯(t, 1) = 0, 0 ≤ t ≤ T¯ (23)
8
together with the initial condition
I1−α0t u¯(t, x)
∣∣
t=0
= ϕ¯(x), 0 ≤ x ≤ 1 (24)
and the over-determining condition
u¯(T¯ , x) = ψ¯(x), 0 ≤ x ≤ 1. (25)
Here I1−α0t (·) is the Riemann-Liouville fractional integral of order 1−α, ϕ¯(x) and ψ¯(x) are given functions
such that ϕ¯(0) = ϕ¯(1) = ψ¯(0) = ψ¯(1) = 0.
We use the method of separation of variables for the corresponding homogeneous equation of (22) and
obtain the following boundary problem with respect to space-variable
X ′′(x)− λX(x) = 0, X(0) = 0, X(1) = 0, 0 ≤ x ≤ 1, (26)
which is a well-known Sturm-Liouville eigenvalue problem and it has a complete orthonormal system of
eigenfunctions Xn(x) = sinnpix, n = 1, 2, ...
We now look for solution to Problem 2 in the following form:
u¯(t, x) =
∞∑
k=1
u¯k(t) sin kpix, h¯(x) =
∞∑
k=1
h¯k sin kpix, (27)
where u¯k and h¯k are unknown coefficients.
Substituting (27) into (22), we will get the following ordinary differential equation of fractional order
with respect to time-variable:
RLD
α
0tu¯k(t)− (kpi)2tβu¯k(t) = h¯k. (28)
Initial condition (24) will be given as
I1−α0t u¯k(t)
∣∣
t=0
= ϕ¯k, (29)
where ϕ¯k = 2
1∫
0
ϕ¯(x) sin kpixdx is a Fourier coefficient of the function ϕ¯(x). Similarly, over-determining
condition (25) leads us to
u¯k(T¯ ) = ψ¯k (30)
with ψ¯k = 2
1∫
0
ψ¯(x) sin kpixdx.
Solution of the Cauchy problem (28)-(29) can be written as [20] (see page 247)
u¯k(t) = ϕ¯kt
α−1E
α,1+ β
α
,1+β−1
α
(
−(kpi)2tα+β
)
+
h¯k
Γ(α+ 1)
tαE
α,1+ β
α
,1+ β
α
(
−(kpi)2tα+β
)
. (31)
We have to note that (31) will be a solution to problem (28)-(29) if β > −{α}, which is valid in our case,
since β ≥ 0.
In order to find h¯k, we use the condition in (30, which leads to
h¯k =
Γ(α+ 1)
T¯αE
α,1+ β
α
,1+ β
α
(−(kpi)2Tα+β)
[
ψ¯k − ϕ¯kT¯α−1Eα,1+ β
α
,1+β−1
α
(
−(kpi)2Tα+β
)]
. (32)
Substituting (31) and (32) into (27) we obtain
u¯(t, x) =
∞∑
k=1
[
ϕ¯kt
α−1E
α,1+ β
α
,1+β−1
α
(
−(kpi)2tα+β
)
+
h¯k
Γ(α+ 1)
tαE
α,1+ β
α
,1+ β
α
(
−(kpi)2tα+β
)]
sin kpix,
h¯(x) =
∞∑
k=1
Γ(α+ 1)
T¯αE
α,1+ β
α
,1+ β
α
(−(kpi)2Tα+β)
[
ψ¯k − ϕ¯kT¯α−1Eα,1+ β
α
,1+β−1
α
(
−(kpi)2Tα+β
)]
sin kpix.
Having an appropriate estimate for the generalized Mittag-Leffler type function appeared in the above
solution would in general contribute to the uniform convergence of the above series solutions. However, our
estimate in Lemma 1 is not applicable in this case, because the argument of the Mittag-Leffler type function
appeared in the solution does not satisfy condition of the Lemma 1. Moreover, appropriate choices of the
given conditions will also ensure the convergence of solutions as illustrated the following example solution.
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4.1 Example Solution
For the sake of the illustration, we consider here the following choices of ψ¯(x) and ϕ¯(x):
ψ¯(x) = sinpix, and ϕ¯(x) = 0.
Hence, the corresponding solutions are
u¯(t, x) =
tαE
α,1+ β
α
,1+ β
α
(−pi2tα+β)
TαE
α,1+ β
α
,1+ β
α
(−pi2Tα+β) sinpix and h¯(x) =
Γ(α+ 1)
TαE
α,1+ β
α
,1+ β
α
(−pi2Tα+β) sinpix.
References
[1] R. V. Brizitskii and Zh. Yu. Saritskaya. Inverse coefficient problems for a non-linear convection-diffusion-
reaction equation. Izvestiya: Mathematics, Volume 82, Number 1, 2018. pp.14-30.
[2] Z.Li and M. Yamamoto. Uniqueness for inverse problems of determining orders of
multi-term time-fractional derivatives of diffusion equation. Applicable Analysis, 2014
http://dx.doi.org/10.1080/00036811.2014.926335.
[3] J.R.Cannon. Determination of an unknown heat source from overspecified boundary data. SIAM
J.Numer.Anal.5(2), 1968 pp.275-286.
[4] V. Isakov. Inverse Source Problems. American Mathematical Society, Providence, Rhode Island, 1990.
[5] I.Malyshev. An inverse source problem for heat equation. Journal of Mathematical Analysis and Ap-
plications. 142, 1989, pp.206-218.
[6] M. Andrle, A. El Badia.On an inverse source problem for the heat equation. Application to a pollution
detection problem, II, Inverse Problems in Science and Engineering. 23(3), 2015, pp.389-412.
[7] K. Sakamoto, M.Yamamoto. Initial value/boundary value problems for fractional diffusion-wave equa-
tions and applications to some inverse problems. J. Math. Anal. Appl. 382, 2011, pp.426-447.
[8] J.Cheng, J.Nakagawa, M.Yamamoto and T.Yamazaki. Uniqueness in an inverse problem for a one-
dimensional fractional diffusion equation. Inverse Problems 25 (2009) 115002 (16pp) doi:10.1088/0266-
5611/25/11/115002
[9] M. Kirane, S.A. Malik. Determination of an unknown source term and the temperature distribution for
the linear heat equation involving fractional derivative in time, Appl. Math.Comp. 218, 2011, 163-170.
[10] M. Kirane, S.A. Malik, and M. A. Al-Gwaiz. An inverse source problem for a two dimensional time
fractional diffusion equation with nonlocal boundary conditions, Math. Meth. Appl. Sci. 36, 2013,
pp.1056-1069.
[11] A.A.Kilbas, M.Saigo. On Solution of integral equation of Abel-Volterra type, Diff.Integr. Equat., 8(5),
1995, pp.993-1011.
[12] F. AL-Musalhi, N. AL-Salti, S. Kerbal. Inverse Problems of a Fractional Differential Equation with
Bessel Operator. Math. Model. Nat. Phenom. 12(3), 2017, pp. 105-113
[13] F. AL-Musalhi, N. AL-Salti, E. Karimov. Initial boundary value problems for a fractional differential
equation with hyper-bessel operator. Fract. Calc. Appl. Anal., 21(1), 2018, pp. 200-219.
[14] P. Agarwal , E.Karimov, M.Mamchuev and M.Ruzhansky. On boundary-value problems for a partial
differential equation with Caputo and Bessel operators, in Novel Methods in Harmonic Analysis, Vol.
2, 2017, pp. 707-719.
[15] E. Karimov, M. Mamchuev and M. Ruzhansky. Non-local initial problem for second order time-
fractional and space-singular equation. https://arxiv.org/abs/1701.01904
[16] M.Ruzhansky, N.Tokmagambetov and B.Torebek. The inverse source problem for the diffusion
and subdiffusion equations for positive operators, and for hypoelliptic diffusions and subdiffusions.
https://arxiv.org/abs/1812.11483
10
[17] M. Kirane, B.Samet, B.Torebek. Determination of an unknown source term temperature distribution
for the sub-diffusion equation at the initial and final data. Electron J Diff Equ. 2017(257), 2017, pp.1-13.
[18] Y.S.Li, L.L.Sun, Z.Q.Zhang, T.Wei. Identification of the time-dependent source term in a multi-term
time-fractional diffusion equation. Numerical Algorithms. https://doi.org/10.1007/s11075-019-00654-5
[19] K.Sˇiˇskova´. Inverse source problems in fractional evolutionary PDEs. PhD Thesis, Ghent University,
2018.
[20] A.A.Kilbas, H.M.Srivastava, J.J.Trujillo. Theory and Applications of Fractional Differential Equations.
Elsevier, Amsterdam, 2006.
[21] I.Podlubny. Fractional Differential Equations. Academic Press, San Diego, 1999.
[22] R.Gorenflo, A.A.Kilbas, F.Mainardi, S.Rogosin. Mittag-Leffler functions, related topics and applica-
tions. Springer, 2014.
[23] Kaplan, W. Advanced Calculus, 5th Editition.
11
