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Abstract
We present an ab-initio dynamical configuration interaction (DCI) study of free- and Mg-porphyrin. DCI is
a recently developed active space theory based on the Lo¨wdin downfolding technique. In the active space, static
correlation is described exactly with full configuration interaction. In the high energy, dynamically correlated
subspace, we treat correlation at the quasiparticle level in the GW approximation of Green’s function theory. The
final theory combines wave function and Green’s function methods to give a balanced description of static and
dynamic correlation. The theory and algorithm give a multireference treatment of ground and excited states for
low computational cost. The four orbital Gouterman model of porphyrin offers an ideal active space in a large,
correlated system to test the cost and accuracy of the embedding for large systems. Our parameter free, fully ab-
initio DCI calculations in the minimal four-level active space agree well with both experiment and more expensive
benchmark theories for the Qx and Qy transitions of free- and Mg-porphyrin. Studying the convergence of the
excitation energies suggests that DCI correctly captures size extensive correlation effects, making it a promising
active space theory for large, strongly-correlated systems.
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A longstanding challenge in theoretical chemistry is the ac-
curate description of systems with static and dynamic corre-
lation. These two ubiquitous terms can be explained in many
different ways. From a spectroscopic point of view, for ex-
ample, sharp peaks in optical spectra can be assigned to a
single molecular transition. These renormalized excitations
mostly retain the character of their underlying bare excitation
and can be considered dynamically correlated. In contrast,
merged peaks which overlap with each other indicate sev-
eral eigenstates close in energy which mix when the system is
probed. Such an excitation with many strongly contributing
eigenstates can be considered statically correlated.
Many real systems contain both types of correlation. While
it can be difficult to know ab-initio if this is the case, chem-
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ical intuition and partitioning the physical problem can help.
Systems with both types of correlation are suited for active
space (AS) or quantum embedding theories in which a small
portion of the problem is treated with high accuracy, and the
remaining degrees of freedom are treated with a less expen-
sive theory.1 Porphyrins are one such system. Their minimal
four-level Gouterman model, shown in Fig. 1, qualitatively
describes low-energy physics.2 Figure 1 illustrates how the
four Gouterman orbitals contribute to the Qx and Qy optical
excitations. In the higher symmetry Mg-porphyrin, Qx and
Qy merge into a degenerate Q excitation (not shown in the
figure). These four statically correlated orbitals are embed-
ded in and dynamically correlated with a large set of orbitals
hosted by the ligands. To go beyond the qualitative Gouter-
man model and reach quantitative accuracy, dynamic correla-
tion from these surrounding orbitals is essential.
Figure 1: Mixing of frontier molecular orbitals forming the
Qx and Qy transitions in the four-level Gouterman model. In
Mg-porphyrin, the Qx and Qy transitions merge into a degen-
erate Q excitation.
Beyond free-porphyrin, porphyrin and phthalocyanine
complexes can host a variety of strongly-correlated effects
at their center that are useful for photochemistry and cataly-
sis,3,4 among many other applications. Overall, and despite
their great importance in photochemistry,5–7 spin manipu-
lation,8,9 and biological applications,10–12 these strongly-
correlated complexes remain very difficult for ab-initio the-
ory. The complexes are simply too large for most methods of
high accuracy but too correlated to use a less expensive the-
ory. Continued development of methods which address the
challenge of strongly-correlated states embedded in a large
host molecule is necessary to advance the field.
We have recently developed an active space theory called
dynamical configuration interaction (DCI) for these challeng-
ing multiconfigurational systems.13,14 In an active space of
strongly-correlated orbitals, we use full configuration inter-
action to treat static correlation. Additionally, the effects of
surrounding degrees of freedom are included at a more effi-
cient level of theory based on the many-body Green’s func-
tion. The embedding construction interpolates between wave
function and Green’s function methods to parallel the physi-
cal problem of a central atom embedded in a porphyrin. The
theory is efficient and accurate for small molecules,14 and its
concept is well-suited to systems like porphyrin complexes.
In this letter, we test DCI on porphyrin molecules for the first
time, our largest systems studied to date. Our DCI calcu-
lations give excellent agreement with benchmark theory and
experiment for low computational cost, encouraging further
research to apply DCI to strongly-correlated porphyrin com-
plexes.
Our spectroscopic perspective on static and dynamic cor-
relation also serves as a bridge to discuss different methods.
Identical arguments about static and dynamic correlation in
optical spectra also apply to peaks in photoemission (PE)
spectra describing particle addition or removal. In the lan-
guage of the electron propagator, or single-particle Green’s
function (GF),15–18 a sharp, dynamically correlated peak in
the PE spectrum has a long quasiparticle lifetime. The ap-
peal of propagator methods is that the spectral function (a
good approximation to the PE spectrum) can be calculated
in an effective single-particle picture.19,20 This efficient, ef-
fective single-particle picture is an important building block
for DCI, hence our brief mention of PE spectra and its rela-
tion to theory. It is common in propagator methods applied
to weakly-correlated systems to ignore the imaginary part of
the self-energy altogether, equivalent to assuming an infinite
quasiparticle lifetime. This long-lived quasiparticle picture
works well for weakly-correlated systems and can be applied
for relatively low cost. Perturbative corrections based on the
GW approximation21–24 in Green’s function theory, in partic-
ular, are good for this purpose.
In contrast, static correlation in the spectral function is
better explained by considering the Lehmann amplitudes, or
overlaps between the particle addition/removal state with any
eigenstate.15 If many of these amplitudes are large and closely
spaced in energy, the long-lived quasiparticle picture is not
valid. It is trivial to describe this static correlation with the
Lehmann amplitudes and compute the spectral function, if
one already has all the eigenstates of the system. In practice,
this is an impossibly expensive task for real systems. The
strong mixing of eigenstates in the spectral function, how-
ever, demonstrates that the common quasiparticle theories are
inadequate for this regime of correlation. A more reliable
choice for static correlation is to directly compute the eigen-
states with a wave function (WF) method.
Wave function and Green’s function theories are therefore
complementary to each other. It is possible to exactly de-
scribe any interacting system with either choice. However,
it is simpler to describe static correlation with the WF in-
stead of the GF as long as the effective system size is kept
small. Conversely, dynamic correlation is more efficiently
described with GF theory, which scales better than WF the-
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ory, as long as low-energy channels which transfer spectral
weight away from the quasiparticle solution do not exist or
are removed. These properties suggest that a hybrid GF-WF
embedding theory could be successful and efficient by treat-
ing static correlation with the WF and dynamic correlation at
the quasiparticle level of theory.
The complementary nature of WF and GF theories is the
motivation for the DCI quantum embedding theory.13,14 We
present a brief summary of DCI here and refer the reader to
Ref. 13 for the complete theory. Based on the Lo¨wdin down-
folding25 of the many-body Hamiltonian (H), the many-
body Hilbert space is separated into two parts defined by
projection operators D (strongly-correlated) and R (weakly-
correlated). The full Hamiltonian is downfolded onto an
energy-dependent effective Hamiltonian in theD space by the
standard technique as
M(E) =
[DHR] 1
E − RHR
[RHD] (1)
Heff(E) = DHD + M(E) (2)
Heff(E) |ψ〉 = E |ψ〉 . (3)
The concept of the DCI theory is to then rewrite the pro-
jected Hamiltonian RHR as correlated excitations (ΩR) prop-
agating above a correlated ground state (ER0 ):
RHR → HR = ER0 + ΩR . (4)
Eq. 4 is the critical step where we flip the description from
a WF theory on the LHS to a GF theory on the RHS. The
quasiparticle renormalization of the R subspace in Eq. 4 is
set up for the methodology of many-body Green’s functions.
Roughly speaking, bare particles contributing to any R exci-
tation are replaced by their infinitely long-lived quasiparticle
counterpart. Most importantly, calculations of ER0 and Ω
R can
include only intra-R correlation to avoid double-counting er-
rors. The DCI theory is carefully constructed to satisfy two
limits on the embedding to recover either a normal GF cal-
culation (R → I) or WF calculation (D → I). Interpolat-
ing between these two limits, as we do for the actual embed-
ding problem, gives a quasiparticle calculation entirely con-
tained in the R subspace and leaves the overall theory double-
counting free.
Once the R subspace excitation energies and ground state
energy are known, HR is inserted into the denominator of
M(E) in Eq. 1 in place of RHR. The hybridization be-
tween the two spaces is an exact matrix element of DHR
evaluated with the Slater-Condon rules. To reduce the com-
putational cost, we adopt a diagonal approximation to HR.
Even in the diagonal R approximation, correlation in the R
subspace is still treated at the quasiparticle level of theory.
Our diagonal approximation is computationally efficient and
allows us to embed the active space in a huge number of
bath orbitals which are themselves correlated. We adopt the
very successful GW approximation to the quasiparticle self-
energy,21–23,26–29 which is a sum to infinite order of a certain
type of diagram in perturbation theory. Furthermore, we ex-
tend the GW approximation to a Bethe-Salpeter equation-like
interaction between quasiparticles. As we will show later, the
theory can be quantitatively compared to the diagonal, bare
RHR Hamiltonian, and the effect of R correlation is a signif-
icant improvement in the results.
An important step in the DCI construction is to calculate
the ground state energy ER0 . While E
R
0 is difficult to formally
define since the ground state exists primarily inD, a sensible
calculation is still possible with physical considerations and
by enforcing the limits of the embedding. ER0 has meaning as
a ground state total energy and can be connected to the true
ground state energy as R → I. Accordingly, ER0 should be a
size extensive quantity, as any total energy is.
As a methodological improvement over our past work, we
calculate ER0 with the constrained random phase approxima-
tion (cRPA).30–32 The cRPA is a major component of our
overall approach and is discussed more in Supp. Info. The
cRPA omits R screening channels from the polarizability
when calculating either the partially screened Coulomb in-
teraction (WR) or correlation energy.33,34 To compute ER0 , we
first calculate a correlation energy based on the cRPA, CcRPA.
We add CcRPA to the energy of the reference configuration as
ER0 = E
ref +CcRPA . (5)
Eq. 5 correctly satisfies the limits of the embedding by recov-
ering the full RPA total energy as R → I and zero correlation
as R → 0. As the R subspace changes size, ER0 in Eq. 5 ad-
justs to match the size of the R subspace.
Just as the cRPA correlation energy adjusts as R changes
size, the partially screened Coulomb interaction (WR) is also
size extensive. The screened Coulomb interaction is a main
ingredient of Green’s function theory. Physically, it repre-
sents the response of the microscopic degrees of freedom
to screen and weaken the interaction between two charges.
In our case, WR is an ingredient for the self-energy as-
signed to R subspace quasiparticles and also describes inter-
quasiparticle interactions. As more configurations are added
to R, quasiparticles are further screened, correctly reflecting
the change to correlation in the R subspace. WR is a favorite
tool of strongly-correlated physics,33,34 but it has gained at-
tention recently in our own and other CI-based embedding
schemes.35,36 As we show below, these two effects (CcRPA and
3
WR) appear to recover a significant amount of correlation that
is absent from the bare RHR Hamiltonian.
100 200 300 400
Bath Orbitals
2.0
2.2
2.4
2.6
2.8
3.0
Q x
 
ex
ci
ta
tio
n 
en
er
gy
 (e
V)
DCI
Diagonal H (no R screening)
Experiment
0.78 eV
free-Q
x
100 200 300 400
Bath Orbitals
2.4
2.6
2.8
3.0
3.2
Q y
 
ex
ci
ta
tio
n 
en
er
gy
 (e
V)
DCI
Diagonal H (no R screening)
Experiment
0.74 eV
free-Qy
100 200 300 400
Bath Orbitals
2.2
2.4
2.6
2.8
3.0
3.2
Q 
ex
ci
ta
tio
n 
en
er
gy
 (e
V)
DCI
Diagonal H (no R screening)
Experiment
0.73 eV
Mg-Q
Figure 2: Convergence of virtual orbitals for the Qx, Qy, and
Q excitations of free- and Mg-porphyrin with DCI(4,4). The
HOMO of free- (Mg-) porphyrin is number 81 (86). Calcula-
tions are based on FHI-AIMS and use the cc-pVDZ Dunning
basis set.37
The DCI computational procedure first generates D as in
a complete active space (CAS) theory for a set of strongly-
correlated orbitals. These CAS configurations, generated
as full configuration interaction of the single-particle active
space, are designated reference configurations and placed in
D. Next, we sample the R space in a way analogous to mul-
tireference CI with single and double excitations (MR-CISD).
Treating each D configuration as a reference, we generate a
local set of bath configurations as all possible single and dou-
ble excitations from that reference. For a CAS treatment of
four electrons in four levels, denoted (4,4), the highest excited
reference configuration is quadruple, and the highest excited
bath configuration is 6×. With this procedure, DCI retains the
best features of MR-CISD, like an exact treatment of static
correlation and a balanced treatment of ground and excited
states, while lowering the computational cost with the diag-
onal R approximation. Even at a lower cost than MR-CISD,
however, the theory still includes R correlation at a very suc-
cessful level of theory.
Porphyrins are an excellent test of any active space theory
because of the apparent importance of ligand correlation for
quantitative accuracy of the Qx and Qy excitations. There
is some discussion in the literature that the Qy transition of
free-porphyrin is more correlated with the surrounding set of
orbitals than Qx.38–40 Most theories struggle with the sheer
number of orbitals which must be correlated to quantitatively
test this idea. However, correlating a large number of orbitals
for low computational cost is the strength of DCI. We are able
to include dynamic correlation with our MR-CISD-like basis
generated from a bath of ∼400 orbitals (the full set in our
chosen atomic basis). Overall, porphyrins are a demanding
benchmark to test how well dynamic correlation outside the
minimal active space is included in the DCI calculation − a
test that can be difficult for multiconfigurational-SCF theo-
ries, even with a second-order perturbative (PT2) correction.
We perform DCI(4,4) calculations for free- and Mg-
porphyrin. Our calculations of the vertical Qx and Qy ex-
citation energies embed the four Gouterman orbitals in the
full set of molecular orbitals. Our calculations are fully ab-
initio and parameter free. For comparison, we calculate the
same excitation energies using diagonal matrix elements of
the bare RHR Hamiltonian, which we denote “Diagonal H”
in Fig. 2. The Diagonal H approximation neglects correlation
in R. By comparing DCI to Diagonal H, we can quantify the
effect of screening and correlation in the R subspace on the Q
excitation energies. The convergence of DCI and Diagonal H
calculations as a function of bath orbitals is shown in Fig. 2.
For zero bath orbitals on the scale of Fig. 2, the calculation
only includes static correlation in the four-level Gouterman
subspace. In that case of zero bath orbitals, not shown in
Fig. 2 but listed in Table 1, DCI and Diagonal H are identical.
Indeed, for a low number of orbitals on the horizontal axis
of the Fig. 2, the DCI and Diagonal H curves approach each
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other. Bath orbitals are then added to the calculation until the
active space is embedded in the full set of molecular orbitals.
For all three excitations considered here, the difference be-
tween DCI and Diagonal H is a substantial ∼0.75 eV. R corre-
lation noticeably lowers the excitation energies and improves
agreement with experiment. Notably, excitation energies with
the Diagonal H approximation continue to increase as the
number of bath orbitals is converged. Diagonal H appears
to miss a great deal of additional correlation that would lower
the excitation energy towards the experimental value as the
basis grows. This error is expected since there is no mix-
ing, or correlation, of configurations within the R space, and
the overall basis is truncated to a finite excitation level. On
the other hand, the cRPA correlation energy included in DCI
immediately shifts the effective ground state in R lower than
that of Diagonal H. Quasiparticle self-energies used in DCI
also mix R configurations, further adding correlation to the
calculation. The convergence of the DCI calculations appears
flat or slightly downward in comparison to Diagonal H, indi-
cating that much of the correlation missed by Diagonal H is
recovered with DCI.
Table 1: Vertical Qx and Qy excitation energies (eV) of
free-porphyrin computed with DCI and reference data in
similar (not identical) basis sets. MC-CASSCF refers to
the stochastic CASSCF method of Ref.40
Qx Qy
Exp.41 2.02 2.39
DCI(4,4) 2.27 2.45
MC-CASSCF(26,24)40 2.02 3.24
RASSCF(26,24)40 2.55 3.38
RASPT2(26,24)40 2.54 2.81
Frozen core (zero bath) 3.48 3.67
Values for Q, Qx and Qy from high level theoretical refer-
ence data (in similar basis sets to our own) vary, as shown
in Tables 1 and 2. One of the conclusions from the im-
pressive stochastic complete active space self-consistent-field
(CASSCF) study of Ref. 40 is that dynamic correlation is
more important in free-porphyrin for the Qy excitation than
Qx. This is indicated by the significant shift of Qy from re-
stricted active space self-consistent-field theory (RASSCF) to
RASPT2 in Table 1 that is induced by additional dynamic
correlation in the RASPT2 calculation (RASPT2 is RASSCF
plus an additional second-order perturbation theory). Our
DCI calculation of the Qy excitation energy converges slower
than Qx, corroborating this picture. The convergence curve of
Qy does not show a deep local minimum as Qx does. Roughly
speaking, a calculation at the local minimum for Qx could
Table 2: Vertical Q excitation energy (eV) of Mg-
porphyrin computed with DCI and reference data in sim-
ilar (not identical) basis sets. By symmetry, Qx and Qy
merge into the degenerate Q in Mg-porphyrin. MC-
CASSCF refers to the stochastic CASSCF method of
Ref.40 MRPT denotes multireference perturbation theory
and CASPT2 denotes a second-order perturbation correc-
tion applied to a complete active space self-consistent-field
wave function.
Q
Exp.42 2.20
DCI(4,4) 2.42
MRPT43 2.00
MC-CASSCF(26,24)40 2.50
CASSCF(15,18)44 3.06
CASPT2(15,18)44 1.78
Frozen core (zero bath) 3.60
partially compensate the missing bath orbitals. Qy, however,
decreases monotonically, and no such compensation is possi-
ble. The slower convergence of Qy supports the idea that Qy
is more sensitive to σ orbital ligand correlation than Qx. The
effect of restricting certain excitation levels in RASSCF com-
pared to CASSCF is also noticeable. A direct comparison of
excitation levels between DCI and the multiconfigurational-
SCF methods is not possible.
The situation for Mg-porphyrin is similar. The differ-
ence in Q excitation energy between CASSCF and CASPT2
again indicates the importance of dynamic correlation out-
side the active space. Efficiently and accurately adding this
dynamic correlation to CAS theories is a challenge, but this
is where DCI excels. The sensitivity to the choice of active
space is also evident by comparing MC-CASSCF(26,24) to
CASSCF(15,18). It is clearly important to correlate as many
orbitals as possible for quantitative accuracy. Across these
three excitation energies, the overall performance of DCI with
the minimal active space is competitive with these more ex-
pensive methods. The error between DCI and experiment is
∼0.2 eV or less, with DCI overestimating experiment in all
cases.
A standard approach to computing optical excitations
in condensed matter physics and of growing relevance
in quantum chemistry45–48 is the Bethe-Salpeter equation
(BSE).49–55 The BSE describes the correlated propagation of
an electron and hole via the two-particle correlation func-
tion. Combined with the GW approximation, the GW-BSE
method with a standard set of assumptions has become the
state-of-the-art tool for computing optical properties of dy-
namically correlated solid-state systems. Our R space treat-
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ment of quasiparticle excitations is deliberatelyGW-BSE-like
to capitalize on this success.
For this reason, we present a careful comparison between
DCI and GW-BSE. DCI is constructed to recover the success-
ful description of dynamic correlation thatGW-BSE is known
to provide.46,47,50,51 To test this idea, we perform our own
GW-BSE calculations in FHI-AIMS48 with the exact same
basis set and numerical settings as our DCI calculations. Our
results are tabulated in Table 3. The numbers that can be di-
rectly compared to each other are DCI and G0W0-BSE at the
same starting point, which is Hartree-Fock (denoted G0W0-
BSE@HF). These two calculations are remarkably close to
each other and in close agreement with experiment. We point
out that, numerically speaking, it is accidental that G0W0-
BSE@HF and DCI are so close − the calculations themselves
are substantially different. The good agreement indicates that
DCI does recover dynamic correlation at a level similar to
GW-BSE, as we intended with the construction of the the-
ory. In this case, and based on the agreement between both
methods with experiment, it appears that dynamic correlation
dominates in these porphyrins. This picture is consistent with
the variation in results from multiconfigurational-CAS theo-
ries and their sensitivity to active space: it is important to
dynamically correlate all orbitals.
Although it is not necessarily indicated in the head-to-head
comparison between DCI and GW-BSE for these porphyrins,
it is important to point out that DCI has the additional advan-
tage of trivially handling static correlation and multiple exci-
tations in the active space. The ideal theory should be able to
handle both types of correlation, and DCI shows promise in
this regard. The impressive description of dynamic correla-
tion with DCI encourages future studies of more challeng-
ing, statically correlated systems like porphyrin complexes
for which purely dynamically correlated methods (like GW-
BSE) fail and multiconfigurational-SCF methods would re-
quire too large an active space. We find worse agreement
between experiment and GW-BSE with a density functional
starting point. The difference between our GW-BSE results
and previous work56 based on a density functional starting
point could be due to different basis sets and implementations.
In conclusion, our dynamical configuration interaction cal-
culations of Q excitations in free- and Mg-porphyrin compare
very well with experiment and benchmark theoretical results.
DCI shares certain features of MR-CISD but at lower compu-
tational cost. These conclusions make DCI an attractive fully
ab-initio embedding theory for large chemical systems going
forward, including strongly-correlated porphyrin complexes.
The theory’s greatest strengths are its ability correlate a large
number of orbitals for low cost and its balance of static and
dynamic correlation. Our future work is aimed at systemat-
Table 3: Vertical Qx and Qy excitation energies (eV)
of free-porphyrin and Mg-porphyrin (Q) computed with
G0W0-BSE at the indicated starting point. Calculations
with ∗ are our own calculations with FHI-AIMS in the
same cc-pVDZ basis and numerical settings as DCI cal-
culations.
Qx Qy Q
Exp.41,42 2.02 2.39 2.20
DCI 2.27 2.45 2.42
G0W0-BSE@HF∗ 2.27 2.47 2.41
G0W0-BSE@LDA∗ 1.62 1.87 1.82
G0W0-BSE@LDA56 1.98 2.30 –
G0W0-BSE@PBE∗ 1.62 1.88 1.82
ically benchmarking DCI for small organic molecules, tack-
ling d-electrons, and studying more complicated porphyrin
complexes.
Computational Details
Our calculations are based on the FHI-AIMS electronic struc-
ture package.57–59 FHI-AIMS is based on numeric atomic or-
bitals and uses the resolution of the identity (RI) technique for
four-center integrals. We use the Dunning37 cc-pVDZ basis
sets throughout and employ the analytic continuation tech-
nique for the GW self-energies. Self-energies are evaluated
in the G0W0 approximation. Our calculations always use a
restricted Hartree-Fock starting point.
When solving the effective Hamiltonian, each eigenvalue is
found self-consistently by iterating the effective Hamiltonian.
We do not linearize any portion of the calculation or make
further approximations beyond those discussed in this work
and Ref. 13.
Molecular geometries are taken from Refs. 40 and 60. To
support open science,61 we made the results of all relevant
calculations available on the Novel Materials Discovery (NO-
MAD) repository.62
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