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1. Introduction
A square realmatrixA is calledmonotone ifAx  0 ⇒ x  0.Here x = (xi)  0means that xi  0
for all i. Collatz [4] has shown that a matrix is monotone if and only if it is invertible and the inverse is
nonnegative. We refer the reader to [5] for details regarding certain properties of monotone matrices
and their applications to iterative solutions of systems of linear equations arising out of applying finite
difference approximations to a certain second order boundary value problem.
The notion of monotonicity has been generalized along several directions. An extension of the no-
tion ofmonotonicity for characterizing nonnegativity of generalized inverses (without use of the term)
seems to have been first accomplished by Mangasarian [11]. Berman and Plemmons made extensive
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contributions to nonnegative generalized inverses by proposing various notions of monotonicity (see
[3] and the references cited therein). This book also has numerous examples of applications of nonneg-
ative generalized inverses that include Numerical Analysis and linear economic models. Extensions of
certain types of monotonicity and their relationships to nonnegativity of generalized inverses in the
infinite dimensional setting, were considered in [8–10,13].
The relationship between linear complementarity problems that could be solved by a single linear
program and least elements of related polyhedral sets is well understood (see for instance [12]). In this
regard there is a fairly old result of Cottle and Veinott [6] which presents a connection between least
elements of certain specific polyhedral sets and the existence of left-inverses of a matrix that defines
the polyhedral set. They also study applications of their results to linear complementarity problems.
The results of Cottle and Veinott have since been extended in a variety of ways. (See for instance
[12,14].) The results in this paper have been primarily motivated by the results in [6]. However, we
adopt the approach taken later, as in [3,1]. Our first result (Theorem 3.2) extends Theorem 1 of [6] (for
matrices that have left-inverses), to any matrix. This result of ours characterizes the existence of least
elements in terms of some of the most important generalized inverses. In the rest of the paper (except
in Theorem3.8),we confineour attention to the caseof thewell knownMoore–Penrose inverse. Among
the other results, Theorem 3.3 presents sufficient conditions in terms of least elements under which
a dual linear programming problem has an explicit optimal solution whereas Theorem 3.5 studies a
converse of Theorem 3.3. The last three theorems reinforce the relationship between least elements
and nonnegative generalized inverses.
The paper is organized as follows: in Section 2, we discuss the preliminary aspects and fix the
notations to be used through out the paper. In Section 3, we present a series of results which extend
the existing ones in the literature on least elements. Possible applications of our results in this article
to linear complementarity problemswill be studied in due course. A preliminary version of this article
appeared as a technical report [7].
2. Preliminaries
LetR,Rp andRp×q denote the set of all real numbers, the p-dimensional real Euclidean space and
the set of all p × q matrices over R, respectively. For A ∈ Rp×q, denote, respectively, the transpose,
the range and null spaces of A by AT , R(A) and N(A). Let M, N be complementary subspaces of Rp,
i.e.,M ⊕ N = Rp. Then PM,N will be used to denote the (not necessarily orthogonal) projection ofRp
onto M along N. Thus P2M,N = PM,N, R(PM,N) = M and N(PM,N) = N. If in addition M ⊥ N, PM,N
will be denoted by PM . In this case, we have also P
T
M = PM . Let Rp be endowed with the usual order,
i.e., componentwise nonnegativity, namely x  0 if and only if xi  0 for all i = 1, 2, 3, . . . , p, where
we have x = (x1, x2, . . . , xp)T . We define least elements of subsets of Rp using this order. A vector
x∗ ∈ X ⊆ Rp is called a least element of X if it satisfies x∗  x, for all x ∈ X . A nonempty set may have
a least element and if it exists, then it is unique. We say that a submatrix B of A determines an element
of X if and only if Bx = bB, where bB is the restriction of the vector b to the rows corresponding to the
rows of B. For a given A ∈ Rp×q, consider the following equations:
(1) AXA = A,
(2) XAX = X,
(3) (AX)T = AX,
(4) (XA)T = XA,
(5) AX = XA,
where (5) is considered only when p = q. Let λ be a nonempty subset of {1, 2, 3, 4, 5}. Then a
matrix X ∈ Rq×p is called a λ-inverse of A if X satisfies equation (i) for each i ∈ λ − {5}. For
λ = {1, 2, 3, 4}, A(λ) exists, is unique and is called the Moore–Penrose inverse of A. It is denoted by
A†. When λ = {1, 2, 5}, A(λ) is called the group inverse of A and is denoted by A#. If it exists, then it is
unique. It iswell known thatA# exists if and only if the index ofA is 1which holds if and only if R(A) and
N(A) are complementary subspaces of Rp. The index of A is the least nonnegative integer k such that
rank(Ak+1) = rank(Ak). Let A ∈ Rp×p be of index k. Then the Drazin inverse of A is the unique matrix
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AD ∈ Rp×p which satisfies the equations Ak+1AD = Ak, ADAAD = AD, AAD = ADA. When k = 1,
then AD = A#. If A is nonsingular, then any of the generalized inverses defined as above is equal to the
usual inverse. The reader is assumed to be familiar with the various properties of generalized inverses,
for instance, as in [2]. In particular, we will be using the following: R(A†) = R(AT ), N(A†) = N(AT ),
PR(A) = AA† and PR(AT ) = A†A. For any Y ∈ A({1}), R(AY) = R(A) and so x ∈ R(A) if and only if
x = AYx. We also need the formulas R(A) = R(A#) and N(A) = N(A#).
A matrix is called λ-monotone, semimonotone, group monotone and Drazin monotone if A has a
nonnegative λ-inverse, Moore–Penrose inverse, group inverse and Drazin inverse, respectively.
The following result will be used frequently.
Lemma 2.1. Let A ∈ Rm×n and b ∈ Rm. The system Ax = b has a solution if and only if AYb = b for any
Y ∈ A({1}). In that case, the general solution is given by x = Yb + z for any Y ∈ A({1}) and z ∈ N(A). In
particular, by setting Y = A†, we have x = A†b + z, z ∈ N(A).
3. Main results
In this section,wepresent themain results. Cottle andVeinott ([6], Theorem1) proved the following
theorem, among other results:
Theorem 3.1 [6]. Let A ∈ Rm×n. Define Xb = {x ∈ Rn : Ax  b}. Then x∗ is the least element of Xb if
and only if there exists P ∈ Rn×m such that P  0, PA = I and Pb = x∗.
Thefirst result in this section extends the theoremabove to someof themost important generalized
inverses namely, {1, 4}-inverse, {1, 3}-inverse, the Moore–Penrose inverse, the group inverse and the
Drazin inverse.
Theorem 3.2. (i) Let Xb = {x ∈ Rn : Ax  b, PN(A)x = 0}. Then, a vector x∗ is the least element of Xb if
and only if x∗ ∈ Xb and there exists L ∈ Rn×m such that L  0, L ∈ A({1, 4}) and Lb = x∗.
(ii) Let Xb = {x ∈ Rm : ATx  b, PN(AT )x = 0}. Then, a vector x∗ is the least element of Xb if and only
if x∗ ∈ Xb and there exists U ∈ Rn×m such that U  0,U ∈ A({1, 3}) with UTb = x∗.
(iii) Let Xb = {x ∈ Rn : Ax + y  b, PN(A)x = 0, PR(A)y = 0, for some y ∈ Rm}. Then, a vector x∗ is
the least element of Xb if and only if x
∗ = A†b ∈ Xb with A†  0.
(iv) Let Xb = {x ∈ Rn : Ax + y  b, PN(A),R(A)x = 0, PR(A),N(A)y = 0, for some y ∈ Rn}. Suppose
that A# exists. Then, a vector x∗ is the least element of Xb if and only if x∗ = A#b ∈ Xb with A#  0.
(v) Let Xb = {x ∈ Rn : Ax + y  b, PN(Ak),R(Ak)x = 0, PR(Ak),N(Ak)y = 0, for some y ∈ Rn}, where k
is the index of A. Then, a vector x∗ is the least element of Xb if and only if x∗ = ADb ∈ Xb with AD  0.
Proof. It will be useful to define a general polyhedral set for every b ∈ Rh:
Xb = {x ∈ Rf : Mx + Ny  b, Px = 0,Qy = 0 for some y ∈ Rg},
whereM ∈ Rh×f , N ∈ Rh×g , P ∈ Rf×f and Q ∈ Rg×g . We observe that x∗ is the least element of Xb
if and only if x∗ is the optimal solution for the primal linear programming problem denoted LP:
Minimize cT x,
subject to
x ∈ Xb
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for each c ∈ Rf with c  0. Its dual, denoted LD is given by:
Maximize bTu,
subject to
MTu + PTv = c,
NTu + QTw = 0,
u  0, v,w unrestricted.
Suppose that LP has an optimal solution for any c  0. Choosing c = ei = (0, 0, . . . , 1, 0, . . . , 0)T
with 1 occurring in the ith co-ordinate, i = 1, 2, 3, . . . , f , it follows by the duality theorem for linear
programming, that for every i, there exist ui ∈ Rh, wi ∈ Rg and vi ∈ Rf such that
MTui + PTvi = ei, (3.1)
NTui + QTwi = 0, (3.2)
ui  0, i = 1, 2, . . . , f , while vi’s, wi’s are unrestricted and
(
bT , 0, 0
)
⎛
⎜⎜⎜⎝
ui
vi
wi
⎞
⎟⎟⎟⎠ = x∗i .
Consider for i = 1, 2, . . . , f , Eq. (3.1) rewritten as
MTui = ei − PTvi. (3.3)
By Lemma 2.1, we have for some si ∈ N(MT ),
ui = (MT )†(ei − PTvi) + si. (3.4)
(i) In this case we have, from (3.4)
ui = (AT )†(ei − PN(A)vi) + si
= (AT )†(ei − zi) + si,
where zi = PN(A)vi ∈ N(A) and si ∈ N(AT ) for all i = 1, 2, 3, . . . , n.
Let U, S ∈ Rm×n and Z ∈ Rn×n be such that ui is the ith column of U, si is the ith column of S and
zi is the ith column of Z. Then AZ = 0 and STA = 0. So 0  U = (AT )†(I − Z) + S. Set L = UT . Then
L  0 and LA = UTA = (I−Z)T (A†A)T +STA = A†A− (A†AZ)T = A†A. Thus ALA = A and (LA)T = LA.
This means L ∈ A({1, 4}). We also have (ui)Tb = bTui = x∗i , i = 1, 2, . . . , n. Thus Lb = x∗.
Conversely, suppose that L  0, L ∈ A({1, 4}), x∗ ∈ Xb and x∗ = Lb. Let x ∈ Xb, so that Ax  b and
PN(A)x = 0. Then x ∈ R(AT ) = R((LA)T ) = R(LA), so that x = LAx. Thus x∗ = Lb  LAx = x, showing
that x∗ is the least element of Xb.
(ii) In this case, (3.4) reduces to
ui = A†(ei − PN(AT )vi) + si
= A†(ei − zi) + si,
where zi = PN(AT )vi ∈ N(AT ) and si ∈ N(A) for all i = 1, 2, . . . ,m.
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Let U, S ∈ Rn×m and Z ∈ Rm×m be defined in a manner similar to (i). Replacing A by AT in the
above, it then follows that there exists U  0 such that U ∈ A({1, 3}). We also have UTb = x∗.
Conversely, suppose that U  0, U ∈ A({1, 3}), x∗ ∈ Xb and x∗ = UTb. Let x ∈ Xb. Then ATx  b
and PN(AT )x = 0. Then x ∈ R(A) = R(AU) so that x = AUx. Thus x∗ = UTb  UTATx = (AU)T x =
AUx = x, showing that x∗ is the least element of Xb.
(iii) Here, (3.4) becomes
ui = (AT )†(ei − PN(A)vi) + si
= (AT )†(ei − zi) + si,
where zi = PN(A)vi ∈ N(A) and si ∈ N(AT ) for all i = 1, 2, . . . , n. We observe that the dual feasible
set includes the equation NTui + QTwi = 0, which becomes ui + PR(A)wi = 0. Thus ui ∈ R(A). Since
(AT )†(ei − zi) ∈ R(A), it follows that si ∈ R(A). Hence si = 0. So ui = (AT )†(ei − zi). Again, let
U ∈ Rm×n and Z ∈ Rn×n be defined as earlier. Then AZ = 0 so that ZTAT = 0 and hence ZTA† = 0.
So 0  U = (AT )†(I − Z). Set L = UT . Then L  0 and L = UT = (I − Z)TA† = A† − ZTA† = A†. We
also have A†b = x∗, by arguing as before.
Conversely, suppose that A†  0, x∗ ∈ Xb and x∗ = A†b. Let x ∈ Xb. Then Ax + y  b, PN(A)x = 0
and PR(A)y = 0 for some y ∈ Rm. Then x ∈ R(AT ) = R(A†A), so that x = A†Ax. Also, y ∈ N(AT ), so
that A†y = 0. Thus
x∗ = A†b  A†(Ax + y) = A†Ax = x,
showing that x∗ is the least element of Xb.
(iv) Here, (3.3) becomes
ATui = ei − PTN(A),R(A)vi.
Since A# exists, it follows that (AT )# exists (and equals (A#)T ). So, we have
ui = (AT )#(ei − PTN(A),R(A)vi) + si
= (A#)T (ei − zi) + si,
where zi = PTN(A),R(A)vi ∈ N(AT ) = N((AT )#) and si ∈ N(AT ). From (3.2), it follows that ui =
−PTR(A),N(A)wi = −(AA#)Twi. As R((AA#)T ) = R((A#)TAT ) = R(A#)T = R(AT ), so ui ∈ R(AT ).
Since (AT )#(ei − zi) ∈ R(AT ), we have si ∈ R(AT ). Since (AT )# exists, it follows that R(AT ) and
N(AT ) are complementary subspaces. Hence si = 0. So ui = (AT )#(ei − zi). Let U ∈ Rn×n and
Z ∈ Rn×n be defined as before. As R
(
PTN(A),R(A)
)
= N(AT ), we have ZTA# = (A#)TZ = 0. Now,
0  U = (AT )#(I − Z) = (AT )# = (A#)T . Again, setting L = UT , we have L  0 and L = A#. We also
have A#b = x∗.
Conversely, suppose that A#  0, x∗ ∈ Xb and x∗ = A#b. Let x ∈ Xb. Then Ax + y  b,
PN(A),R(A)x = 0 and PR(A),N(A)y = 0 for some y ∈ Rn. Then x ∈ R(A) = R(A#A) so that x = A#Ax. Also,
y ∈ N(A) = N(A#). Thus
x∗ = A#b  A#(Ax + y) = A#Ax = x,
showing that x∗ is the least element of Xb.
(v) The proof is entirely similar to the proof of (iv) and hence we omit it. 
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In the rest of the paper, we shall confine our attention to the case of the Moore–Penrose inverse.
This is in view of the fact that theMoore–Penrose inverse is themost frequently encountered general-
ized inverse in applications and that analogous results for the other generalized inverses follow with
suitable modifications. (See also Remark 3.7.)
Existence of specific nonnegative generalized inverses ensure explicit optimal solutions for the dual
LD. The next result is in this direction. In what follows (except in Theorem 3.8), Xb will denote
Xb = {x ∈ Rn : Ax + y  b, PN(A)x = 0, PR(A)y = 0 for some y ∈ Rm}.
Theorem 3.3. Let A†  0 and x∗ ∈ Xb such that x∗ = A†b. Let K ∈ Rn×n satisfy KPN(A) = PN(A). Define
z = (uT , vT ,wT )T where u = (A†)T c, v = KTc w = −(A†)T c, for c ∈ Rn. Then z is feasible for LD for all
c  0 and z is optimal for some c with c > 0.
Proof. First we recall that the dual LD is given by
Maximize bTu,
subject to
ATu + PN(A)v = c,
u + PR(A)w = 0,
u  0, v,w unrestricted.
Since A†  0 and c  0, we have u  0. Also,
⎛
⎝ AT PN(A) 0
I 0 PR(A)
⎞
⎠ z =
⎛
⎝ AT PN(A) 0
I 0 PR(A)
⎞
⎠
⎛
⎜⎜⎜⎝
u
v
w
⎞
⎟⎟⎟⎠
=
⎛
⎝ AT PN(A) 0
I 0 PR(A)
⎞
⎠
⎛
⎜⎜⎜⎝
(A†)T
KT
−(A†)T
⎞
⎟⎟⎟⎠ c
=
⎛
⎝ (AT (A†)T + PN(A)KT )c
((A†)T − PR(A)(A†)T )c
⎞
⎠
=
⎛
⎝ (A†A + KPN(A))T c
(A† − A†PR(A))T c
⎞
⎠
=
⎛
⎝ (A†A + PN(A))T c
(A† − A†)T c
⎞
⎠ =
⎛
⎝ c
0
⎞
⎠ ,
where we have made use of the identity PN(A) = I − A†A. Hence z is feasible for LD. Also,
(bT , 0, 0)z = bT (A†)T c = (A†b)T c = (x∗)T c = cTx∗.
By the duality theorem for linear programming, z is optimal for LD. 
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Remark 3.4. I, PN(A) are two choices for K that satisfy KPN(A) = PN(A). It is easy to see that any
αI + βPN(A) satisfies this equation, for all α, β such that α + β = 1.
The next result studies the converse of Theorem 3.3, thereby guaranteeing the existence of the least
element of Xb in terms of dual feasibility.
Theorem 3.5. Let K ∈ Rn×n with K  0. Suppose that z = (A†, K,−A†)T c is feasible for LD for any
c  0 and optimal for some c∗ > 0. Then Xb has a least element x∗ where x∗ = A†b. Also, K satisfies
KPN(A) = PN(A).
Proof. Since z is feasible for any c  0, it follows that (A†)T c  0 for any c  0. Thus A†  0. Also for
any c  0, the equation (AT , PN(A), 0)(A†, K,−A†)T c = c holds. Thus, (AT (A†)T + PN(A)KT )c = c for
all c  0, so thatwe have A†A+KPN(A) = I. ThusKPN(A) = I−A†A = PN(A). Since z = (A†, K,−A†)T c∗
is optimal for LD for some c∗ > 0, by the duality theorem, there exists an optimal solution x∗ for LP
corresponding to the cost vector c∗. We have Ax∗ + y∗  b, PN(A)x∗ = 0 and PR(A)y∗ = 0.We observe
that the last two parts are satisfied by x∗ and y∗ as equations. Suppose that (Ax∗ + y∗)j  bj for
some j, 1  j  m. Then by the complementary slackness principle, it follows that ((A†)T c∗)j = 0.
Then it can be shown that ((A†)T c)j = 0 for all c  0. (Note that the set of feasible solutions for
LP does not change if the cost vector is changed.) Thus for all c  0 either (Ax∗ + y∗ − b)j = 0 or
((A†)T c)j = 0 for all j, 1  j  m. Again, by the complementary slackness principle, x∗ is optimal
for LP for all c  0. We also have, ((A†)T c)T (Ax∗ + y∗ − b) = 0, for all c  0 implying that
cTA†(Ax∗ + y∗ − b) = 0, for all c  0. Thus A†Ax∗ + A†y∗ − A†b = 0, yielding x∗ = A†b, where we
have used A†Ax∗ = x∗ and A†y∗ = 0. 
Thenext result shows that the least element in Theorem3.2(iii) could be determinedby a submatrix
B of A.
Theorem 3.6. Let x∗ be the least element of Xb and let Ax∗ + y∗ − b have at most p = min{m, n} zero
coordinates. Then there exists a p × n submatrix B of A, determining x∗ such that B†  0.
Proof. From Theorem 3.2(iii), we have A†  0 and A†b = x∗. Without loss of generality, let (Ax∗ +
y∗ − b)i = 0 if i  p and (Ax∗ + y∗ − b)i > 0 if i > p. Let A† = [C,D] and AT = [BT ,NT ], where C has
p columns and B has p rows. Set Ax∗ + y∗ − b = (0, uT )T , where 0 is the zero vector inRp and u > 0.
Since A†b = x∗, we haveDu = A†(Ax∗+y∗−b) = A†y∗. Since x∗ ∈ Xb, we have PR(A)y∗ = AA†y∗ = 0.
Thus ADu = 0. So Du ∈ N(A). But Du ∈ R(D) ⊆ R(A†) = R(AT ) = N(A)⊥. So Du = 0. Since D  0
and u > 0, we have D = 0. Thus A† = [C, 0] with C  0 and A†A = CB. Thus (CB)T = CB. Since
R(C) ⊆ R(A†) = R(A†A), it follows that A†Av = v, for all v ∈ R(C) and so CBC = C. Also (AA†)T = AA†
implies (BC)T = BC. Finally, AA†A = A implies BCB = B. So B† = C  0. By writing b =
(
bTB, b
T
N
)T
with bB ∈ Rp, we then have x∗ = A†b = [C, 0]
[
bTB, b
T
N
]T = CbB = B†bB. 
Remark 3.7. The group inverse analogue of Theorem 3.6 is a little more general. We present it next
for the sake of completeness. (See also the comments before Theorem 3.3.)
Theorem 3.8. Let Xb be defined as in (iv) of Theorem 3.2. Suppose that A
# exists. Let x∗ be the least element
of Xb and let Ax
∗ + y∗ − b have at most p  n zero coordinates, for some y∗ ∈ Rn. Then there exists a
p × p submatrix B of A and an (n − p) × p submatrix L of A# satisfying L = LBB#, N(A) ⊆ N(L), L  0
and B#  0. Further, x∗ is determined by ((B#)T , LT )T .
Proof. From Theorem 3.2(iv), we have A#  0 and A#b = x∗. Without loss of generality, let (Ax∗ +
y∗ − b)i = 0 if i  p and (Ax∗ + y∗ − b)i > 0 if i > p. Set A =
⎛
⎝ B E
C D
⎞
⎠ and A# =
⎛
⎝ K N
L M
⎞
⎠, where
B, K ∈ Rp×p. Set Ax∗ +y∗ −b = (0, uT )T , where 0 is the zero vector inRp and u > 0. Since A#b = x∗,
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we have (NT ,MT )Tu = A#(Ax∗+y∗−b) = A#y∗. Since x∗ ∈ Xb, we have PR(A),N(A)y∗ = 0which gives
y∗ ∈ N(A) = N(A#). Thus (NT ,MT )Tu = 0. Since N,M  0 and u > 0, we have N = M = 0. Thus
A# =
⎛
⎝ K 0
L 0
⎞
⎠ with K, L  0. First, R(LT ) ⊆ R((A#)T ) = R(AT ), so that N(A) ⊆ N(L). We observe
that A#A = AA# yields KE = 0 = LE. Simplifying AA#A = A using KE = 0 = LE, we get E = ELE = 0
and BKB = B. Similarly from A#AA# = A#, we have KBK = K . A#A = AA# and E = 0 then give rise to
BK = KB and L = LBB#. Hence K = B#. Finally, we have x∗ = A#b =
(
B# 0
L 0
)(
bB
bN
)
=
(
B#bB
LbB
)
,
where b = (bTB, bTN)T with bB ∈ Rp. 
The final result shows that a converse of Theorem 3.6 also holds.
Theorem 3.9. Let B be a submatrix of A satisfying R(A) = R(B) and N(A) = N(B). Suppose that B†  0
and x∗ ∈ Xb be determined by B. Then x∗ is the least element of Xb.
Proof. Set AT = [BT ,NT ] and z = (u, v,w) where u = ((cTB†), 0)T , v = (I − B†B)c, w = −uwith
c  0. As B†  0, we have u  0. So ATu + PN(A)v = (BT ,NT )
⎛
⎝ (cTB†)T
0
⎞
⎠ + PN(A)(I − B†B)c =
(B†B)T c + PN(A)PN(B)c = B†Bc + PN(B)c = B†Bc + (I − B†B)c = c. Note that u = ((cTB†), 0)T ∈
R(B) = R(A) and hence PR(A)u = u. Thus u + PR(A)w = u + PR(A)(−u) = 0. So z is feasible for LD.
Also (bT , 0, 0)z = cT x∗. Thus x∗ is optimal for the problem LP for any c  0, proving that x∗ is the
least element of Xb. 
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