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La complexite´ architecturale des syste`mes embarque´s augmente constamment et ceux-ci
comprennent maintenant plusieurs processeurs, bus, pe´riphe´riques et acce´le´rateurs mate´riels.
Les me´thodologies pre´sentement utilise´es par l’industrie pour la conception des syste`mes em-
barque´s n’arrivent pas a` suivre cette e´volution. Des me´thodologies de niveau syste`me ont e´te´
propose´es pour hausser le niveau d’abstraction de la conception des syste`mes embarque´s. Une
telle me´thodologie comporte une plate-forme virtuelle qui permet d’allouer des composants,
d’y assigner la fonctionnalite´ de l’application et de simuler l’architecture re´sultante a` un ni-
veau transactionnel. Une me´thodologie de niveau syste`me peut acce´le´rer la conception des
syste`mes embarque´s en partant d’une spe´cification exe´cutable, en explorant automatiquement
l’espace de conception et en synthe´tisant une architecture optimise´e pour l’application.
Cependant, les me´thodologies de niveau syste`me existantes ont plusieurs lacunes. Elles
supposent typiquement que l’application est mode´lise´e avec un mode`le de calcul restrictif et
n’automatisent pas la synthe`se des modules de l’application vers des blocs mate´riels. Elles
n’inte`grent pas un profilage non-intrusif de l’application ou d’une architecture qui l’imple´-
mente. Leurs me´thodes d’estimation n’automatisent pas la caracte´risation de l’application
ou de la plate-forme. Ces me´thodologies conside`rent se´pare´ment les proble`mes de l’allocation
des processeurs, de l’assignation des taˆches aux processeurs et du choix d’une topologie de
communication.
Nous pre´sentons une me´thodologie de niveau syste`me pour la conception, l’exploration
architecturale et la synthe`se des syste`mes embarque´s base´e sur la technologie Space Code-
sign et sa plate-forme virtuelle SPACE. Cette me´thodologie re´pond aux proble´matiques
souleve´es car elle combine un mode`le de calcul plus expressif, une me´thode de synthe`se ma-
te´rielle automatise´e des modules d’une spe´cification SystemC, un profilage non-intrusif au
niveau syste`me, une me´thode de caracte´risation automatise´e de l’application et du syste`me
d’exploitation temps-re´el (RTOS), ainsi que des heuristiques pour une formulation unifie´e du
proble`me d’exploration architecturale.
Ainsi, nous avons de´fini pour notre me´thodologie un nouveau mode`le de calcul, les re´-
seaux de processus temps-re´el (RTPN) qui sont une extension des re´seaux de processus Kahn.
Cette extension permet de mode´liser des aspects importants du traitement temps-re´el tels
que la scrutation, les senseurs e´chantillonne´s, les pe´riphe´riques d’entre´e/sortie et les con-
traintes temps-re´el. La se´mantique de´notationnelle des RTPN est de´finie afin de ve´rifier si
le raffinement d’une spe´cification exe´cutable SystemC vers une imple´mentation concre`te est
fonctionnellement correct.
vNotre me´thodologie inclut une me´thode automatise´e de raffinement des communications
transactionnelles vers des protocoles pre´cis au cycle et a` la broche pre`s ainsi que la ge´ne´ration
automatique de blocs mate´riels pour les modules de l’application. Cette me´thode permet,
conjointement avec une me´thode de ge´ne´ration de code embarque´ incluant un RTOS, de
ge´ne´rer une imple´mentation de l’application qui peut eˆtre simule´e avec la plate-forme virtuelle
ou synthe´tise´e et exe´cute´e sur la cible finale. Une nouvelle me´thode de profilage au niveau
syste`me est applique´e a` une telle simulation, ce qui permet d’extraire non-intrusivement des
donne´es sur la performance des modules, des processeurs, du RTOS, des bus et des me´moires.
Une nouvelle me´thode automatise´e permet de caracte´riser, par des simulations profile´es,
a` la fois la fonctionnalite´ de l’application et les imple´mentations logicielles et mate´rielles de
ses modules. Les pe´riphe´riques et les bus de la plate-forme virtuelle ont e´galement e´te´ carac-
te´rise´s et une nouvelle me´thode automatise la caracte´risation du RTOS. Ces caracte´risations
configurent un simulateur de performance a` haut niveau qui estime pre´cise´ment et tre`s ra-
pidement la performance d’un ensemble d’architectures pour l’application en tenant compte
de la contention sur les bus et de l’ordonnancement des taˆches sur les processeurs. Cette
caracte´risation me`ne e´galement a` une estimation pre´cise et rapide des besoins en ressources
mate´rielles.
Nous pre´sentons une formulation du proble`me d’exploration architecturale qui combine
le partitionnement logiciel/mate´riel, l’allocation des processeurs, l’assignation des taˆches aux
processeurs et le choix d’une topologie de communication. L’exploration architecturale e´value
les architectures selon des crite`res de performance et de couˆt mate´riel a` l’aide de notre
me´thode d’estimation. Nous pre´sentons pour la premie`re fois une analyse combinatoire de
ce proble`me et sa formulation comme un proble`me de recherche locale, pour la re´solution
duquel nous de´finissons des heuristiques base´es sur un recuit simule´ adaptatif et sur une
recherche tabou re´active. L’architecture retenue par l’exploration architecturale peut ensuite
eˆtre synthe´tise´e vers une imple´mentation finale dans un flot de conception RTL bien e´tabli.
La me´thodologie dans son ensemble est applique´e a` trois e´tudes de cas : un syste`me de




Embedded systems have increasingly complex architectures and are now composed of
several processors, buses, peripherals and hardware accelerators. Embedded system design
methodologies currently used in industry are not keeping up with this evolution. System-
level methodologies have been proposed in order to raise the level of abstraction of embedded
system design. Such a methodology includes a virtual platform in which components can be
allocated while application tasks can be bound to allocated components for a transaction-level
simulation of the resulting architecture. A system-level methodology can accelerate embedded
system design by using an executable specification, automating design space exploration and
synthesizing an optimized architecture for the application.
However, current system-level methodologies have several shortcomings. They typically
assume that the application is modeled with a restrictive model of computation and do not
automate the synthesis of hardware blocks from application modules. They do not support a
non-intrusive profiling of the application or of an architecture implementing the application.
Their estimation methods do not automate the characterization of the application or of the
platform. These methodologies consider processor allocation, task binding to processors and
the choice of a communication topology to be separate problems instead of being different
aspects of a single problem.
We present a system-level methodology for the design, architectural exploration and syn-
thesis of embedded systems based on the Space Codesign technology and its SPACE virtual
platform. This methodology tackles these problems by combining a more expressive model
of computation, a method for the automated synthesis of hardware blocks from a SystemC
specification’s modules, a non-intrusive system-level profiling, a method for the automated
characterization of the application and of the real-time operating system (RTOS), as well as
heuristics for a unified formulation of the architectural exploration problem.
We have thus defined for our methodology a novel model of computation, called real-time
process networks (RTPN), which is an extension of Kahn process networks. This extension
enables the modeling of important aspects of real-time processing, such as polling, sensor
sampling, input/output peripherals and real-time constraints. We define the denotational
semantics of RTPNs, which is used to verify the functional correctness of a refinement from
a SystemC executable specification to a concrete implementation.
Our methodology includes an automated refinement from transaction-level communica-
tions to cycle- and pin-accurate protocols as well as an automated generation of hardware
blocks from application modules. This method enables, when combined with an embedded
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software generation method which includes a RTOS, the generation of an implementation of
the application, which can be simulated with the virtual platform or synthesized and exe-
cuted on the final target. A novel profiling method is applied to such simulations in order
to non-intrusively extract data on the performance of modules, processors, RTOS, buses and
memories.
A novel automated method characterizes, through profiled simulations, both the appli-
cation functionality and the software and hardware implementations of its modules. The
devices and buses of the virtual platform have also been characterized and a novel method
automates the characterization of the RTOS. These characterizations configure a high-level
performance simulator for an accurate and very fast estimation of the performance of sev-
eral candidate architectures for the application, taking into account bus contention and task
scheduling on processors. This characterization also powers a fast and accurate estimation
of required hardware resources.
A formulation of the architectural exploration problem is given such that it combines
hardware/software partitioning, processor allocation, task binding on processors and the
selection of a communication topology. This architectural exploration evaluates architectures
for criteria of performance and hardware cost with our estimation method. We present
for the first time a combinatorial analysis of this problem and its formulation as a local
search problem, for which heuristics based on adaptative simulated annealing and reactive
tabu search are defined. The architecture selected by the architectural exploration can then
be synthesized towards a final implementation in a well-established RTL design flow. The
methodology as a whole has been applied to three case studies: a rover guiding system, a
JPEG decoder with skin detection and a WiMAX encoder/decoder.
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1CHAPITRE 1
INTRODUCTION
1.1 Mise en contexte et proble´matique
La complexite´ et les requis de performance des syste`mes embarque´s augmentent constam-
ment. Pour re´pondre a` ces requis, les syste`mes embarque´s sont maintenant des syste`mes sur
puce (SoC), qui peuvent inte´grer plusieurs processeurs, bus, pe´riphe´riques et acce´le´rateurs
mate´riels sur une seule et meˆme puce, le tout e´tant relie´ par une topologie de communica-
tions. Cette e´volution a notamment pour conse´quence d’augmenter grandement l’importance
du de´veloppement logiciel dans la conception des syste`mes embarque´s. Ainsi, il est estime´
que le de´veloppement des logiciels embarque´s compte pour pre`s de 60% du couˆt de de´ve-
loppement des syste`mes embarque´s utilisant une technologie 90nm (International Business
Strategies Inc., 2004). De plus, la grande majorite´ des concepteurs de syste`mes embarque´s
rapportent que leur e´quipe de travail consacre autant sinon plus d’argent, de temps et de
ressources humaines aux aspects logiciels de leurs projets qu’a` leurs aspects mate´riels (CMP
Media LLC, 2006).
Les me´thodologies au niveau transfert de registres (RTL) pre´sentement utilise´es par l’in-
dustrie pour la conception des syste`mes embarque´s n’arrivent pas a` suivre cette e´volution
vers des architectures plus complexes et ayant un plus grand contenu logiciel. Ainsi, la grande
majorite´ des projets de conception de syste`mes embarque´s respectent moins de 90% de leurs
requis de fonctionnalite´ et de performance alors qu’environ 30% des projets respectent moins
de 50% de ces requis (Krasner, 2003). De plus, la majorite´ des projets de conception de sys-
te`mes embarque´s sont soit annule´s, soit livre´s avec un retard moyen de quatre mois (Krasner,
2003; CMP Media LLC, 2006). E´tant donne´ que les syste`mes embarque´s sont fre´quemment
des produits avec une courte dure´e de vie e´conomique, de tels retards sont lourds de conse´-
quences et impliquent une re´duction importante des ventes du produit a` la fois par une
re´duction de la pe´riode de vente et par une part de marche´ re´duite (Rowe, 2010). L’annonce
d’un retard dans l’introduction d’un nouveau produit a donc un impact ne´gatif significatif
sur la valeur marchande de la compagnie qui de´veloppe ce produit (Hendricks et Singhal,
1997).
L’activite´ technique qui cause le plus souvent des retards dans les projets de syste`mes
embarque´s est la conception et la spe´cification de l’architecture du syste`me. Ainsi, dans
pre`s de la moitie´ des cas, cette activite´ est la cause des retards dans le de´veloppement du
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comptent pour 25% du couˆt associe´ au de´veloppement du mate´riel d’un syste`me utilisant une
technologie 90nm et cette proportion suit une tendance a` la hausse (International Business
Strategies Inc., 2004). La re´duction du temps de mise en marche´ des syste`mes embarque´s
ne´cessite donc des me´thodes qui permettent de faciliter la conception et la spe´cification de
l’architecture du syste`me et d’acce´le´rer le de´veloppement du logiciel embarque´ pour cette
architecture.
1.2 Objectif
Afin de s’attaquer a` ces proble`mes, il a e´te´ propose´ de hausser le niveau d’abstraction de
la conception des syste`mes embarque´s a` l’aide de me´thodologies de niveau syste`me (Bailey
et al., 2007). Ainsi, ces me´thodologies visent une conception de haut niveau qui se´pare la
spe´cification de la fonctionnalite´ et de l’architecture, et qui se´pare e´galement la re´alisation
des calculs et des communications (Keutzer et al., 2000). Graˆce a` une plate-forme virtuelle
qui permet d’assigner la fonctionnalite´ de l’application a` un mode`le fonctionnel d’une archi-
tecture logicielle/mate´rielle, il est possible de simuler cette imple´mentation a` haut niveau
et d’avoir un aperc¸u de son comportement et de sa performance. Cela comporte deux avan-
tages. Premie`rement, il devient alors possible de de´buter le de´veloppement du logiciel avant
que l’architecture mate´rielle ait e´te´ fixe´e, ce qui re´duit les risques de de´passement d’e´che´an-
cier. Deuxie`mement, il est possible de faire une exploration architecturale de l’application
toˆt dans le processus de de´veloppement, c’est-a`-dire de tester plusieurs architectures pos-
sibles pour l’application et de se´lectionner la meilleure a` la lumie`re des re´sultats obtenus.
Cela e´vite de de´velopper une imple´mentation comple`te sur une architecture qui se re´ve`le
finalement inade´quate (Bailey et al., 2007).
Il est possible de re´aliser le plein potentiel des me´thodologies de niveau syste`me en de´fi-
nissant une me´thodologie inte´gre´e de conception, d’exploration architecturale et de synthe`se
des syste`mes embarque´s. Une telle me´thodologie vise autant que possible a` hausser le niveau
d’abstraction de la conception tout en automatisant le raffinement vers une imple´mentation
finale. Elle doit donc inclure les e´le´ments suivants :
1. Un mode`le de calcul formel qui permet de de´finir la fonctionnalite´ de l’application et de
s’assurer que sa fonctionnalite´ est pre´serve´e lors de son raffinement vers une imple´mentation.
2. Une synthe`se automatise´e, pour une architecture donne´e, des modules de l’application
vers un logiciel embarque´ et des acce´le´rateurs mate´riels de meˆme qu’un raffinement automa-
tise´ des communications entre modules vers des protocoles et des liens de communications
concrets. Cela permet d’e´viter la duplication des efforts de programmation entre le niveau
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l’adoption des me´thodologies de niveau syste`me.
3. Un profilage au niveau syste`me qui inclut les modules de l’application, le syste`me
d’exploitation temps-re´el (RTOS), les processeurs et les bus. En effet, le manque de visibilite´
au niveau de l’ensemble du syste`me a e´te´ identifie´ comme une cause majeure des retards dans
les projets de syste`mes embarque´s (Krasner, 2003).
4. Une me´thode d’estimation rapide du temps d’exe´cution et des ressources mate´rielles,
qui permet d’e´valuer rapidement diffe´rentes architectures sans avoir a` re´aliser a` chaque fois
une simulation pre´cise au cycle pre`s ou une synthe`se logique. Une telle me´thode demande
ge´ne´ralement une caracte´risation de l’application et celle-ci doit eˆtre automatise´e afin d’ac-
ce´le´rer le de´veloppement et de pouvoir rapidement re-caracte´riser l’application si elle e´volue
au cours du projet.
5. Une me´thode d’exploration architecturale capable d’e´valuer automatiquement un grand
nombre d’architectures possibles et de se´lectionner celle qui est la meilleure selon des crite`res
de performance et de couˆt mate´riel.
L’objectif de cette the`se est de pre´senter, a` l’aide de la technologie Space Codesign et
de sa plate-forme virtuelle SPACE (Filion et al., 2007; Bois et al., 2010), la mise en oeuvre
de ces diffe´rents e´le´ments de meˆme que leur inte´gration en une me´thodologie de conception,
d’exploration architecturale et de synthe`se des syste`mes embarque´s.
1.3 Contributions
Cette the`se effectue les contributions suivantes a` l’e´tat de l’art :
1. Une nouvelle me´thodologie inte´gre´e de conception, d’exploration architecturale et de
synthe`se des syste`mes embarque´s qui est base´e sur les e´le´ments ci-dessous.
2. Un nouveau mode`le de calcul, les re´seaux de processus temps-re´el (RTPN), qui est une
extension des re´seaux de processus Kahn. Cette extension permet de mode´liser des aspects
importants du traitement temps-re´el tels que la scrutation, les senseurs e´chantillonne´s, les
pe´riphe´riques d’entre´e/sortie et les contraintes temps-re´el. La se´mantique de´notationnelle
des RTPN est de´finie afin de ve´rifier si le raffinement d’une spe´cification exe´cutable SystemC
vers une imple´mentation concre`te est fonctionnellement correct. Ainsi, on montre sous quelles
conditions deux ordonnancements d’un RTPN sont fonctionnellement e´quivalents et comment
un tel ordonnancement peut eˆtre caracte´rise´ par un ensemble de se´quences de bits.
3. Une me´thode qui automatise le raffinement des communications transactionnelles vers
des protocoles pre´cis au cycle et a` la broche pre`s ainsi que la ge´ne´ration des blocs mate´riels
pour les modules de l’application. Ce raffinement inclut une se´rialisation standardise´e des
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les imple´mentations logicielles et mate´rielles des modules. Cette me´thode permet, conjoin-
tement avec une me´thode de ge´ne´ration de code logiciel embarque´ incluant un RTOS, de
ge´ne´rer, pour une architecture donne´e, une imple´mentation de l’application qui peut eˆtre
simule´e avec la plate-forme virtuelle ou synthe´tise´e et exe´cute´e sur la cible finale.
4. Une nouvelle me´thode de profilage non-intrusif d’un logiciel embarque´ qui permet de
profiler le temps a` l’entre´e et a` la sortie de chaque appel de fonction de meˆme que la valeur des
arguments passe´s en parame`tre et de la valeur de retour. Ce profilage du logiciel est applique´ a`
une nouvelle me´thode de profilage au niveau syste`me qui permet d’extraire non-intrusivement
des donne´es sur la performance des modules logiciels et mate´riels, des processeurs, du RTOS,
des bus et des me´moires a` partir d’une simulation du syste`me.
5. Une nouvelle me´thode automatise´e qui permet de caracte´riser, par des simulations
profile´es, a` la fois la fonctionnalite´ de l’application et les imple´mentations logicielles et mate´-
rielles de ses modules. Les pe´riphe´riques et les bus de la plate-forme virtuelle ont e´galement
e´te´ caracte´rise´s et une nouvelle me´thode automatise la caracte´risation du RTOS. Ces carac-
te´risations configurent un simulateur de performance a` haut niveau qui estime pre´cise´ment
et tre`s rapidement la performance d’un ensemble d’architectures pour l’application en tenant
compte de la contention sur les bus et de l’ordonnancement des taˆches sur les processeurs.
Cette caracte´risation me`ne e´galement a` une estimation pre´cise et rapide des besoins en res-
sources mate´rielles.
6. Une nouvelle formulation du proble`me d’exploration architecturale qui combine le par-
titionnement logiciel/mate´riel, l’allocation des processeurs, l’assignation des taˆches aux pro-
cesseurs et le choix d’une topologie de communication. L’exploration architecturale e´value les
architectures selon des crite`res de performance et de couˆt mate´riel a` l’aide de notre me´thode
d’estimation. Nous pre´sentons pour la premie`re fois une analyse combinatoire de ce proble`me
et sa formulation comme un proble`me de recherche locale. Nous de´finissons e´galement les
heuristiques suivantes pour la re´solution de ce proble`me : un parcours en profondeur, une
marche ale´atoire, un recuit simule´ adaptatif et une recherche tabou re´active. L’architecture
retenue par l’exploration architecturale peut ensuite eˆtre synthe´tise´e vers une imple´mentation
finale dans un flot de conception RTL bien e´tabli.
La me´thodologie dans son ensemble est applique´e a` trois e´tudes de cas : un syste`me
de guidage d’un astromobile, un de´codeur JPEG avec de´tection de peau et un encodeur/
de´codeur WiMAX. Les re´sultats montrent que notre me´thode de synthe`se mate´rielle s’ap-
plique a` des modules aussi complexes qu’un de´codeur Reed-Solomon ou Huffman. De plus, il
est montre´ qu’il est possible d’imple´menter un profilage non-intrusif au niveau syste`me avec
un impact minime sur la vitesse de simulation. La me´thode d’estimation permet d’e´valuer le
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400 a` 48000 fois plus rapide qu’une simulation comple`te. La me´thode d’estimation permet
e´galement d’estimer la quantite´ de ressources mate´rielles avec une pre´cision de 20% et avec
une vitesse 200000 fois plus rapide que la synthe`se logique avec placement. Finalement, la
recherche tabou re´active obtient syste´matiquement de meilleurs re´sultats que la marche ale´a-
toire et le recuit simule´ adaptatif. Dans les cas ou` il a e´te´ possible de trouver une solution
optimale avec un parcours en profondeur, la recherche tabou re´active a e´galement pu trouver
cette solution optimale.
Cette the`se est structure´e comme suit. Le chapitre 2 pre´sente une revue de litte´rature
afin de situer nos contributions par rapport a` l’e´tat de l’art. Le chapitre 3 pre´sente dans
son ensemble notre me´thodologie inte´gre´e de conception, d’exploration architecturale et de
synthe`se des syste`mes embarque´s. Le chapitre 4 de´crit les re´seaux de processus temps-re´el. Le
chapitre 5 pre´sente notre me´thode automatise´e de synthe`se mate´rielle. Le chapitre 6 de´crit
notre me´thode de profilage au niveau syste`me. Le chapitre 7 pre´sente la me´thode de carac-
te´risation et d’estimation du temps d’exe´cution et de la quantite´ de ressources mate´rielles.
Le chapitre 8 pre´sente la formulation du proble`me d’exploration architecturale et diffe´rents
algorithmes pour le re´soudre. Le chapitre 9 applique cette me´thodologie aux e´tudes de cas
et en pre´sente les re´sultats. Finalement, le chapitre 10 effectue une synthe`se des travaux et
propose des ame´liorations futures a` la me´thodologie.
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REVUE DE LITTE´RATURE
Ce chapitre passe en revue les travaux pertinents a` notre me´thodologie et a` ses diffe´rentes
e´tapes et de´crit notre contribution par rapport a` ces travaux. On passe d’abord en revue les
travaux portant sur les mode`les de calcul paralle`les, puis sur la synthe`se mate´rielle au niveau
syste`me. Le chapitre se poursuit par une revue du profilage de performance et des me´thodes
d’estimation du temps d’exe´cution. On passe ensuite en revue les algorithmes d’exploration
architecturale. Finalement, notre me´thodologie est compare´e avec d’autres travaux pre´sentant
des me´thodologies inte´gre´es de conception, d’exploration architecturale et de synthe`se des
syste`mes embarque´s
2.1 Mode`les de calcul paralle`les
Les syste`mes embarque´s sont fre´quemment spe´cifie´s sous la forme d’un ensemble de taˆches
paralle`les ou imple´mente´s par une architecture comprenant plusieurs processeurs et acce´le´-
rateurs mate´riels s’exe´cutant en paralle`le. Il est cependant difficile de raisonner sur le pa-
ralle´lisme au niveau des langages de programmation impe´ratifs couramment utilise´s pour les
spe´cifications exe´cutables et les logiciels embarque´s (Lee, 2006). Les mode`les de calcul paral-
le`les sont des formalismes mathe´matiques qui permettent d’analyser les syste`mes embarque´s
a` un plus haut niveau d’abstraction et aident notamment au raffinement d’une spe´cification
vers une imple´mentation conforme a` celle-ci. Plus le pouvoir expressif d’un mode`le de calcul
est e´leve´, plus grand est l’ensemble des programmes paralle`les qui peuvent eˆtre exprime´s a`
l’aide de ce mode`le de calcul, mais plus la capacite´ d’analyse statique de ces programmes pa-
ralle`les devient re´duite. Diffe´rents mode`les de calcul repre´sentent diffe´rents compromis entre
le pouvoir expressif et la capacite´ d’analyse statique.
Les mode`les de calculs les plus souvent utilise´s pour l’exploration architecturale et la
synthe`se des syste`mes embarque´s sont les mode`les de re´seaux de processus. Tel qu’illustre´
a` la figure 2.1, un re´seau de processus est un graphe oriente´ G = (V,A) tel que les noeuds
V sont un ensemble de processus et les arcs A sont un ensemble de canaux FIFO. Dans la
se´mantique ope´rationnelle de ces mode`les de calcul, les processus communiquent entre eux
uniquement au moyen de ces canaux et non au moyen de variables partage´es. Les principaux














Figure 2.1 Exemple de graphe oriente´ G = (V,A) repre´sentant un re´seau de processus
2.1.1 Flots de donne´es synchrones (SDF)
Dans le mode`le des flots de donne´es synchrones (SDF : Synchronous Data Flow) (Lee
et Messerschmitt, 1987), chaque processus re´pe`te toujours la meˆme se´rie d’ope´rations, qui
repre´sente une exe´cution du processus. Un processus lit d’abord un nombre fixe de jetons sur
ses canaux d’entre´e, effectue ensuite un traitement de´terministe, puis e´crit un nombre fixe de
jetons sur ses canaux de sorties. De plus, toutes les lectures des processus sont bloquantes :
un processus n’effectue pas son traitement tant que tous les jetons qu’il doit lire ne sont pas
disponibles. Soit un canal qui va d’un processus a a` un processus b et soit na le nombre de
jetons e´crits dans ce canal a` chaque exe´cution de a et nb le nombre de jetons lus dans ce
canal a` chaque exe´cution de b. On de´finit pour ce canal une e´quation d’e´quilibre naea = nbeb
tel que le nombre de jetons e´crits dans le canal apre`s ea exe´cutions de a est e´gal au nombre
de jetons lus dans le canal apre`s eb exe´cutions de b. En de´finissant une telle e´quation pour
chacun des canaux d’un re´seau SDF, on obtient un ensemble d’e´quations d’e´quilibre. Une
solution a` ce syste`me d’e´quations est un vecteur de valeurs e⃗ qui indique combien de fois
chacun des processus doit s’exe´cuter pour ramener le re´seau SDF a` son e´tat initial, ce qui
constitue une ite´ration du re´seau SDF. Si il existe un tel vecteur e⃗ non nul, alors ce vecteur
peut eˆtre utilise´ pour de´terminer dans quel ordre doivent s’exe´cuter les processus et ainsi
re´aliser un ordonnancement statique du graphe SDF. Un cas particulier des re´seaux SDF
sont les SDF homoge`nes : a` chacune de ses exe´cutions, chaque processus lit un seul jeton sur
chacun de ses canaux d’entre´e et e´crit un seul jeton sur chacun de ses canaux de sortie.
2.1.2 Flots de donne´es cyclo-statiques (CSDF)
Une extension des re´seaux SDF est le mode`le des flots de donne´es cyclo-statiques (CSDF :
Cvclo-Static Data Flow) (Bilsen et al., 1996). Dans un re´seau CSDF, chaque processus a une
liste fixe, finie, ordonne´e et circulaire de modes d’exe´cution SDF. Les modes d’exe´cution
peuvent diffe´rer entre eux par le nombre de jetons lus ou e´crits ou par le traitement effectue´.
Apre`s chacune de ses exe´cutions, chaque processus passe au mode d’exe´cution suivant selon sa
liste circulaire. De manie`re analogue au mode`le SDF, il est possible de de´finir une ite´ration
8comme un ensemble d’exe´cutions qui rame`ne le re´seau a` son e´tat initial. Il est e´galement
possible de trouver un ordonnancement statique pour un re´seau CSDF, mais celui-ci sera
ge´ne´ralement plus long que pour un re´seau SDF e´tant donne´ qu’une ite´ration du re´seau doit
ramener chaque processus a` son mode d’exe´cution initial.
2.1.3 Flots de donne´es boole´ens (BDF)
Les mode`les SDF et CSDF ne sont pas Turing-complets (en d’autres termes, ils ne peuvent
pas simuler une machine de Turing). C’est pourquoi il est possible de les ordonnancer stati-
quement et de de´terminer statiquement si un tel re´seau de processus peut s’exe´cuter avec une
quantite´ borne´e de me´moire. Cependant, leur pouvoir expressif est limite´, car ils ne peuvent
pas exprimer des flots de donne´es conditionnels ou avec un nombre d’ite´rations de´pendant des
donne´es. Le mode`le des flots de donne´es boole´ens (BDF : Boolean Data Flow) (Buck, 1993)
e´tend ces mode`les en ajoutant deux processus qui, selon une valeur boole´enne de controˆle,
peuvent respectivement chacun choisir de lire un jeton dans un de ses deux canaux d’entre´es
ou d’e´crire un jeton dans un de ses deux canaux de sortie. Cette extension suffit a` rendre le
mode`le BDF Turing-complet et a` lui permettre de mode´liser les flots de donne´es condition-
nels et les ite´rations dont le nombre de´pend des donne´es. Cependant, il n’est pas possible
d’ordonnancer statiquement un re´seau BDF dans le cas ge´ne´ral et il faut alors avoir recours
a` un ordonnancement dynamique, ou` l’ordre d’exe´cution des processus est de´termine´ au fur
et a` mesure que ceux-ci s’exe´cutent sur le flot de donne´es.
2.1.4 Re´seaux de processus Kahn (KPN)
Les re´seaux de processus Kahn (KPN : Kahn Process Networks) (Kahn, 1974) sont un
mode`le de calcul encore plus ge´ne´ral. Dans un KPN, chaque processus est se´quentiel, de´ter-
ministe et peut effectuer dans un ordre arbitraire des traitements, des lectures sur des canaux
d’entre´e ou des e´critures sur des canaux de sortie. Les canaux sont des FIFO sans perte de
taille infinie avec une lecture bloquante et une e´criture non-bloquante. Un processus ne peut
pas ve´rifier le nombre de jetons pre´sents dans un canal avant de de´cider d’effectuer ou non
une lecture dans ce canal. La se´mantique ope´rationnelle des KPN consiste essentiellement a`
ce que chaque processus s’exe´cute jusqu’a` ce qu’une de ses lectures bloque en raison d’un
manque de jetons sur un canal d’entre´e, auquel cas le processus attend l’arrive´e de nouveaux
jetons avant de poursuivre son exe´cution.
92.1.4.1 Se´mantique de´nontationnelle
Le mode`le des KPN est e´galement dote´ d’une se´mantique de´notationnelle, qui permet
d’exprimer le comportement du re´seau de processus dans son ensemble a` partir du comporte-
ment de chacun de ses processus et des connexions entre ceux-ci. Soit une se´quence arbitraire
finie ou infinie de jetons X = (x1, x2, . . . ) et soit S l’ensemble de ces se´quences. Un processus
avec i canaux d’entre´e et o canaux de sorties est de´fini comme une fonction f ∶ Si → So de
ses se´quences de jetons d’entre´e vers des se´quences de jetons de sortie. Ainsi, contrairement
aux processus SDF et BDF, qui sont simplement des fonctions des jetons d’entre´e vers des
jetons de sortie, les processus KPN peuvent conserver un e´tat et changer celui-ci selon les
valeurs des jetons lus. En appliquant la fonction f ∶ Si → So propre a` chaque processus du
re´seau, on obtient un ensemble d’e´quations portant sur les se´quences de jetons transitant sur
chaque canal du re´seau. Ce syste`me d’e´quations n’a pas ne´cessairement une solution directe
e´tant donne´ qu’il peut y avoir des de´pendances cycliques, tel que par exemple Y = f(X)
et X = g(Y ) qui implique X = g(f(X)). Une solution a` un tel syste`me d’e´quations est un
point fixe. Si les fonctions de chaque processus sont continues au sens de Scott (Abramsky et
Jung, 1994) (essentiellement, si leur comportement sur des se´quences finies approxime leur
comportement sur des se´quences infinies), alors le the´ore`me du point fixe de Kleene garantit
l’existence d’au moins un point fixe qui est le plus petit point fixe (dont les se´quences sont
des pre´fixes de tous les autres points fixes) (Abramsky et Jung, 1994; Kahn, 1974).
La se´mantique de´notationnelle des KPN de´finit le comportement d’un KPN comme son
plus petit point fixe. L’existence et l’unicite´ de celui-ci implique qu’un KPN a un compor-
tement de´terministe qui de´pend uniquement des fonctions calcule´es par ses processus et des
connexions entre ceux-ci. De plus, le the´ore`me du point fixe de Kleene est constructif : il
indique que le plus petit point fixe peut eˆtre trouve´ en initialisant toutes les se´quences par
la se´quence vide et en appliquant ite´rativement les fonctions des diffe´rents processus. Cette
proce´dure correspond a` la se´mantique ope´rationnelle des KPN : cela indique que celle-ci est
conforme a` la se´mantique de´notationnelle des KPN et garantit elle aussi un comportement
de´terministe du re´seau de processus (Lynch et Stark, 1989). En particulier, la fonctionnalite´
re´alise´e par un KPN ne de´pend pas de l’ordonnancement des processus du KPN. Diffe´rentes
imple´mentations d’un syste`me spe´cifie´ sous la forme d’un KPN peuvent faire varier cet or-
donnancement, par exemple en faisant varier le temps de calcul des processus ou le temps
de communication des canaux sans affecter la fonctionnalite´ du syste`me. Cette proprie´te´
formelle est tre`s inte´ressante pour une me´thodologie d’exploration architecturale, qui fera
ne´cessairement varier ces parame`tres en comparant par exemple l’exe´cution d’un KPN sur
un seul processeur, sur plusieurs processeurs ou a` l’aide d’acce´le´rateurs mate´riels. C’est pour-
quoi plusieurs des me´thodologies passe´es en revue a` la section 2.6 utilisent les KPN ou un
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sous-ensemble de ceux-ci tel que SDF ou CSDF.
2.1.4.2 Limites et extensions
Cependant, les KPN ont plusieurs restrictions qui nuisent a` leur imple´mentation pratique.
D’abord, ils supposent l’existence de canaux de taille infinie alors qu’une imple´mentation
re´elle aura seulement des canaux de taille finie a` sa disposition. De plus, comme les KPN sont
Turing-complets, il est ge´ne´ralement impossible de de´terminer statiquement si l’exe´cution
d’un KPN ame`nera un canal a` contenir un nombre non borne´ de jetons. Une solution retenue
par diverses interfaces de programmation (API) pour la spe´cification des syste`mes embarque´s
se basant sur les KPN, tels que YAPI (de Kock et al., 2000), TTL (van der Wolf et al., 2004)
et WFIFO (Huang et al., 2007), est de borner la taille des canaux et de rendre l’e´criture
bloquante lorsqu’un canal est plein. Cependant, cela peut cre´er un interblocage artificiel si
la taille des canaux est insuffisante. Il existe des algorithmes d’ordonnancement dynamique
qui permettent de de´tecter ces interblocages artificiels et d’augmenter progressivement la
taille des canaux afin de les re´soudre (Parks, 1995; Geilen et Basten, 2003). Par contre, ces
algorithmes peuvent avoir a` augmenter infiniment la taille d’un canal et ils sont mieux adapte´s
a` la simulation d’un KPN sur un ordinateur hoˆte que pour son imple´mentation dans un
syste`me sur puce, ou` la taille des canaux peut difficilement eˆtre modifie´e dynamiquement. La
solution retenue dans l’API de SPACE (Chevalier et al., 2006; Bois et al., 2010) base´e sur les
KPN est plutoˆt de fournir des fonctions explicites d’e´criture bloquante (en plus des fonctions
d’e´criture non-bloquante) qui permettent de controˆler le flot de communications. Une telle
e´criture bloquante attend un acquittement du lecteur avant de se terminer. Cet acquittement
est automatiquement envoye´ par le lecteur lorsqu’il lit un message envoye´ par une e´criture
bloquante. Le concepteur de l’application embarque´e peut ainsi rendre bloquantes certaines
e´critures au niveau de la spe´cification afin qu’elle puisse s’exe´cuter avec des canaux borne´s
sans interblocage artificiel.
Une autre limite des KPN est qu’ils ne peuvent pas exprimer des concepts importants du
traitement temps-re´el tels que les timeouts, les interruptions, la scrutation (polling) ou les
contraintes temps-re´el e´tant donne´ l’absence d’une ope´ration de lecture non-bloquante (Pa-
nangaden et Stark, 1988). Ainsi, les API de spe´cification de syste`mes embarque´s YAPI, TTL,
WFIFO et SPACE de meˆme que le mode`le de calcul FunState (Strehl et al., 2001) e´tendent
la se´mantique ope´rationnelle des KPN en permettant e´galement les lectures non-bloquantes
sur un canal. Le mode`le de calcul des re´seaux de processus re´actifs (RPN : Reactive Process
Networks) (Geilen et Basten, 2004) e´tend aussi le mode`le KPN en y ajoutant le traitement
d’e´ve`nements sporadiques. Ainsi, un RPN ve´rifie re´gulie`rement la pre´sence d’un tel e´ve`ne-
ment sporadique, ce qui correspond a` une lecture non-bloquante, et modifie la configuration
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du re´seau de processus en re´ponse a` cet e´ve`nement. Bien que ces travaux e´tendent la se´man-
tique ope´rationnelle des KPN, ils n’e´tendent pas la se´mantique de´notationnelle des KPN et
celle-ci ne s’applique pas a` ces mode`les avec lecture non-bloquante. En effet, les KPN sont
un mode`le de calcul non temporise´ et les aspects qui de´pendent du temps ou de l’ordon-
nancement sont e´quivalents a` des processus non-de´terministes dans un re´seau de processus
non temporise´ (Panangaden et Stark, 1988; Panangaden et Shanbhogue, 1992). Un processus
non-de´terministe n’est pas une fonction de ses se´quences d’entre´es vers des se´quences de sor-
tie, mais repre´sente plutoˆt une relation entre celles-ci. Or il a e´te´ de´montre´ que de connaˆıtre
la relation entre les entre´es et les sorties de chaque processus et les connexions entre ceux-ci
n’est pas suffisant pour de´terminer la relation entre les entre´es et les sorties d’un re´seau de
processus (Brock et Ackerman, 1981). Cela explique pourquoi la se´mantique de´notationnelle
des KPN ne peut eˆtre e´tendue a` un mode`le qui permet les lectures non-bloquantes tout en
demeurant non temporise´.
2.1.5 Mode`les temporise´s de flots de donne´es
Une solution au manque d’expressivite´ des KPN est d’e´tendre ce mode`le en lui ajoutant
une notion explicite de temps. Ainsi, dans les mode`les de re´seaux de processus a` e´ve`nements
discrets (DEPN : Discrete Event Process Networks) (Yates, 1993; Lee, 1999; Liu et Lee, 2008),
les processus traitent des se´quences de jetons temporise´s E = (e1, e2, ..) tel que chaque jeton
ei = (ti, vi) a une valeur vi et apparaˆıt au temps ti. Il est ge´ne´ralement exige´ que les jetons
apparaissent par ordre chronologique (i < j implique ti < tj) dans chaque se´quence. Un type
de processus d’un inte´reˆt particulier pour le mode`le des DEPN est le processus delta-causal,
qui impose un de´lai d’au moins ∆ > 0 entre le temps ou` un jeton apparait dans une se´quence
d’entre´e et le temps ou` la se´quence de sortie est modifie´e en re´action a` ce jeton. On peut
de´finir, comme pour les KPN, un ensemble d’e´quations reliant les se´quences d’entre´e et de
sortie des diffe´rents processus et, si chacun d’entre eux est delta-causal, alors le the´ore`me
Banach du point fixe (Yates, 1993; Lee, 1999) garantit l’existence et l’unicite´ d’un point
fixe qui est la solution de ce syste`me d’e´quations. La se´mantique de´notationnelle des DEPN
de´finit ce point fixe unique comme le comportement du re´seau de processus.
Cette se´mantique de´notationnelle vient cependant avec un prix : chaque processus d’un
DEPN doit spe´cifier non seulement sa fonctionnalite´ mais e´galement sa performance exacte.
Cela est peu pratique pour la spe´cification des syste`mes embarque´s : la performance exacte
de chaque processus n’est ge´ne´ralement pas connue au moment de la spe´cification et une
exploration architecturale subse´quente vise justement a` faire varier ces performances. Or
toute variation de performance transforme un DEPN en un DEPN diffe´rent : il n’est pas
possible, au niveau de la se´mantique de´notationnelle des DEPN, de comparer entre elles
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deux imple´mentations d’une meˆme spe´cification embarque´e ou de ve´rifier que les raffinements
effectue´s par l’exploration architecturale pre´servent la fonctionnalite´ de la spe´cification.
2.1.6 Re´seaux de processus temps-re´el
La contribution du chapitre 4 de cette the`se est de de´finir un nouveau mode`le de calcul,
les re´seaux de processus temps re´el (RTPN : Real-Time Process Networks) qui permettent
de relier la se´mantique ope´rationnelle des API de spe´cification des syste`mes embarque´s avec
la se´mantique de´notationnelle des KPN et des DEPN. Ainsi, les processus d’un RTPN sont
des processus de´terministes et se´quentiels non temporise´s tout comme ceux des KPN. La
diffe´rence se trouve au niveau des canaux qui relient les processus : certains canaux peuvent
admettre des lectures non bloquantes, comme les API de spe´cification des syste`mes embar-
que´s. Une extension par rapport a` ces API est que certains canaux peuvent e´galement eˆtre
de taille finie et admettre une e´criture non-bloquante destructive lorsque le canal est plein, ce
qui permet de mode´liser les senseurs e´chantillonne´s et les pe´riphe´riques d’entre´e/sortie. En
pre´sence de tels canaux, le comportement du RTPN de´pend de l’ordonnancement des pro-
cessus, plus pre´cise´ment de l’ordre dans lequel les diffe´rents processus lisent et e´crivent dans
ces canaux. Un ordonnancement associe un temps a` chacune des ope´rations du RTPN et on
associe un DEPN e´quivalent a` chacun de ces ordonnancements. On de´montre e´galement, via
le the´ore`me Banach du point fixe, que chaque DEPN associe´ a` un RTPN donne´ a un point
fixe unique (et donc un comportement unique) si chaque canal du RTPN a un comportement
delta-causal.
On caracte´rise e´galement les diffe´rents ordonnancements par des se´quences de bits asso-
cie´es aux ports de lecture et d’e´criture de chaque canal. Deux ordonnancements d’un RTPN
sont fonctionnellement e´quivalents si et seulement si ils ge´ne`rent les meˆmes se´quences de bits
pour chaque port du RTPN. Cette de´finition cre´e des classes d’e´quivalences entre les ordon-
nancements qui permettent de comparer entre elles deux imple´mentations fonctionnellement
e´quivalentes mais avec des performances diffe´rentes. Un RTPN peut e´galement eˆtre mode´lise´
par un KPN parame´tre´ par ces se´quences de bits. Cette mode´lisation du RTPN sous la forme
d’un KPN parame´tre´ de´montre l’existence et l’unicite´ d’un comportement du RTPN (qui est
le plus petit point fixe du KPN parame´tre´) pour un ensemble donne´ de se´quences de bits, ce
qui permet d’isoler les effets de l’ordonnancement et des aspects de´pendant du temps.
A` notre connaissance, il s’agit des premiers travaux qui relient ainsi la se´mantique ope´-
rationnelle des API de spe´cification des syste`mes embarque´s a` la se´mantique de´notationnelle
des KPN et des DEPN.
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2.2 Synthe`se mate´rielle au niveau syste`me
Dans les me´thodologies de conception de syste`mes embarque´s au niveau syste`me, la spe´-
cification des processus ou modules de l’application se fait ge´ne´ralement a` un haut niveau
d’abstraction : les calculs des modules se font a` un niveau comportemental alors que leurs
communications sont a` un niveau transactionnel, sans mode´liser cycle par cycle l’e´tat du mo-
dule ou la valeur des signaux sur chacune des broches d’entre´e et de sortie. L’imple´mentation
finale du module devra par contre communiquer avec un protocole pre´cis au cycle et a` la
broche pre`s alors que les ope´rations du module seront ordonnance´es au cycle pre`s, que ce soit
directement dans le cas d’une imple´mentation mate´rielle ou au travers du jeu d’instructions
du processeur dans le cas d’une imple´mentation logicielle. Il y a un e´cart se´mantique entre
le niveau d’abstraction de la spe´cification et de l’imple´mentation autant pour ce qui est des
communications que des calculs. Des me´thodes de raffinement et de synthe`se visent a` combler
cet e´cart et on cherche a` les automatiser autant que possible afin d’acce´le´rer la conception
et l’imple´mentation des syste`mes embarque´s. E´tant donne´ que la synthe`se logicielle des mo-
dules spe´cifie´s avec SPACE a de´ja` e´te´ de´crite dans (Chevalier et al., 2006), le chapitre 5 de
cette the`se se concentre plutoˆt sur le raffinement des communications et la synthe`se pour
l’imple´mentation mate´rielle des modules. On garde ne´anmoins en teˆte le fait que des mo-
dules imple´mente´s en mate´riel doivent pouvoir communiquer correctement avec des modules
imple´mente´s en logiciel.
2.2.1 Inte´gration d’un bloc mate´riel existant
Une fac¸on d’aborder ce proble`me est de supposer qu’il existe de´ja` un bloc mate´riel (un IP)
qui est capable d’imple´menter en mate´riel les fonctionnalite´s du module de la spe´cification.
Il faut alors ge´ne´rer pour cet IP un adaptateur et un controˆleur qui rendent compatibles les
communications et l’exe´cution de cet IP avec le reste du syste`me embarque´. Ainsi, (Jung
et al., 2008) et ESPAM (Nikolov et al., 2008a) ge´ne`rent de tels adaptateurs et controˆleurs qui
permettent d’inte´grer des IP lors de la synthe`se d’une spe´cification vers une imple´mentation
embarque´e, en supposant que ces IP suivent respectivement la se´mantique des mode`les de
calcul SDF et KPN. Le de´faut de cette approche est qu’il n’est pas garanti qu’il existe de´ja`
un IP pour un module donne´ et que, meˆme si un tel IP existe, il n’est pas ne´cessairement
conforme au mode`le de calcul retenu.
2.2.2 Synthe`se comportementale d’un bloc mate´riel
Une autre fac¸on d’aborder ce proble`me est de synthe´tiser directement un IP sur mesure a`
partir de la spe´cification du module tout en s’assurant que l’IP synthe´tise´ soit conforme par
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construction avec le protocole de communications et le mode`le de calcul du syste`me embarque´.
La synthe`se comportementale permet de ge´ne´rer un bloc mate´riel au niveau RTL a` partir d’un
code se´quentiel C ou SystemC (Coussy et al., 2009). Il existe plusieurs outils commerciaux
de synthe`se comportementale, notamment Cynthesizer (Meredith, 2008), Catapult (Bollaert,
2008), C-to-Silicon (Cadence Design Systems, Inc., 2008) et AutoESL (Zhang et al., 2008).
Cependant, le code C ou SystemC fourni en entre´e a` ces outils doit pre´alablement eˆtre modifie´
ou annote´ afin de de´finir une interface de communication pre´cise au cycle et a` la broche pre`s,
afin que le bloc RTL ge´ne´re´ utilise le meˆme protocole que le reste du syste`me. Ainsi, ces outils
comblent l’e´cart se´mantique au niveau des calculs mais non au niveau des communications :
un raffinement des communications et une synthe`se d’interface doivent eˆtre re´alise´s avant la
synthe`se comportementale.
2.2.3 Raffinement des communications
Des me´thodes pour automatiser le raffinement des communications d’un niveau transac-
tionnel vers un protocole pre´cis au cycle et a` la broche pre`s ont e´te´ pre´sente´es dans (Abdi
et al., 2003; Klingauf et Gunzel, 2005; Gerstlauer et al., 2007). Dans (Klingauf et Gunzel,
2005), des transacteurs traduisent lors de la simulation un protocole TLM utilisant des ca-
naux FIFO abstraits en un protocole RTL utilisant un bus partage´. Ces transacteurs exigent
cependant l’e´criture pre´alable de fonctions pour la se´rialisation et la de´se´rialisation des types
de donne´es abstraits de C/C++ en des repre´sentations pre´cises au bit pre`s pour la transmis-
sion sur le bus. Cela permet ne´anmoins de souligner l’importance de la se´rialisation dans le
raffinement des communications : la spe´cification des syste`mes embarque´s a` un niveau com-
portemental implique l’utilisation de types de donne´es abstraits, incluant des structures de
donne´es de´finies par l’utilisateur, alors que les communications au niveau RTL impliquent des
vecteurs de bits. Il existe plusieurs manie`res de repre´senter un meˆme type de donne´es par un
vecteur de bits et il faut s’assurer que la repre´sentation choisie pour les communications soit
compatible avec celle des autres modules du syste`me, notamment ceux qui sont imple´mente´s
en logiciel. Ainsi, (Abdi et al., 2003) automatise la ge´ne´ration de fonctions de se´rialisation
et de de´se´rialisation pour des types de donne´es SpecC (Gajski et al., 2000) et ces fonctions
sont utilise´es dans une synthe`se d’interface qui remplace les communications au niveau TLM
par des communications au niveau RTL. Dans (Gerstlauer et al., 2007), cette se´rialisation est
e´tendue afin de permettre de spe´cifier un ordre des octets (endianness) que doivent respecter
les vecteurs de bits repre´sentant les types de donne´es. Notre raffinement des communications
et notre synthe`se d’interface sont e´galement automatise´es, mais elles se basent plutoˆt sur le
langage SystemC (IEEE, 2005) qui est supporte´ par une plus large gamme d’outils de syn-
the`se comportementale. De plus, un avantage de notre se´rialisation par rapport a` (Abdi et al.,
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2003) et (Gerstlauer et al., 2007) est qu’elle permet d’aligner la repre´sentation se´rialise´e avec
celle utilise´e par le compilateur C/C++ du processeur cible, ce qui permet de minimiser le
temps pris par la se´rialisation dans le logiciel embarque´.
2.2.4 Raffinement des communications et synthe`se mate´rielle
Des travaux re´cents tentent de combiner le raffinement des communications, la synthe`se
d’interface et la synthe`se mate´rielle. Ainsi, System-on-Chip Environment (SCE) (Domer et al.,
2008) ame`ne les communications des modules du niveau TLM au niveau RTL a` l’aide des
me´thodes de (Gerstlauer et al., 2007), puis permet de raffiner interactivement les calculs
des modules d’un niveau comportemental vers un niveau RTL a` l’aide de l’outil pre´sente´
dans (Shin et al., 2008). Un tel raffinement interactif implique la participation de l’utilisa-
teur aux ope´rations d’allocation, d’ordonnancement et d’assignation alors que ces ope´rations
sont automatise´es dans les outils commerciaux de synthe`se comportementale. Notre synthe`se
mate´rielle est ainsi comple`tement automatise´e graˆce a` l’utilisation d’un tel synthe´tiseur com-
portemental.
Dans (Tibboel et al., 2007), le protocole de communications de TTL est raffine´ du niveau
TLM vers un protocole pre´cis au cycle et a` la broche pre`s sur un bus AMBA (Flynn, 1997)
a` l’aide de transacteurs et d’adaptateurs de bus AMBA. Cette synthe`se d’interface peut
ensuite eˆtre suivie d’une synthe`se comportementale du module a` l’aide des outils Cynthesizer
ou Catapult. Cependant, cette synthe`se d’interface a plusieurs limites. D’abord, elle exige
que les mode`les TLM transfe`rent seulement des types de donne´es primitifs C ou SystemC.
Ensuite, l’utilisateur doit manuellement spe´cifier la repre´sentation pre´cise au bit pre`s de ces
types de donne´es et modifier le code du module pour remplacer le port du canal TLM par
celui du transacteur TLM-RTL. De plus, le lien avec l’outil de synthe`se comportementale
(pre´sentation du code dans un format acceptable a` l’outil et cre´ation d’un projet dans l’outil
pour la synthe`se d’un module) y est manuel alors qu’il est automatise´ dans notre me´thode.
Dans la me´thodologie d’exploration architecturale et de synthe`se des syste`mes embarque´s
SystemCoDesigner (Keinert et al., 2009), Cynthesizer peut eˆtre utilise´ pour obtenir une im-
ple´mentation mate´rielle des modules. Ces modules sont spe´cifie´s sous la forme d’acteurs a`
l’aide de la librairie SysteMoC (Falk et al., 2006) base´e sur le mode`le de calcul FunState.
Chaque acteur est spe´cifie´ comme une machine a` e´tats finis et effectue ses calculs ainsi que
ses communications au travers de canaux FIFO lors des transitions entre les e´tats. Les tran-
sitions entre les e´tats sont active´es lorsqu’une condition de garde est remplie, par exemple
lorsqu’un canal d’entre´e contient un nombre suffisant de jetons. Cette spe´cification sous la
forme d’une machine a` e´tats finis est ainsi plus pre`s du niveau RTL et plus restrictive que le
code se´quentiel C/C++ ou SystemC qui est accepte´ par notre me´thode. Avant la synthe`se
16
comportementale avec Cynthesizer, chaque acteur SysteMoC est raffine´ par SystemCoDesi-
gner en un module SystemC. Cela implique notamment un raffinement des communications
par FIFO abstraites de SysteMoC vers des communications SystemC au niveau RTL via
une synthe`se d’interface. Cependant, ces communications semblent supporter uniquement les
types de donne´es primitifs de C/C++ et aucune discussion n’est faite quant a` la se´rialisation
des types de donne´es.
Alors que (Sarkar et al., 2009) compare les imple´mentations RTL d’un module obtenues
par trois outils de synthe`se comportementale a` une imple´mentation RTL code´e a` la main
pour le meˆme module, nos travaux effectuent une telle comparaison pour un flot de syn-
the`se mate´rielle qui comprend non seulement la synthe`se comportementale, mais e´galement
le raffinement des communications et la synthe`se d’interface.
2.3 Profilage de performance
2.3.1 Profilage d’un code logiciel
Le profileur de code logiciel le plus connu est Gprof (Graham et al., 1982). Il proce`de
par une instrumentation du code logiciel au point d’entre´e et aux points de sortie de chaque
fonction et par un e´chantillonnage pe´riodique de la valeur du compteur de programme (PC :
Program Counter). Cela permet de ge´ne´rer un graphe d’appel de fonctions et d’estimer le
temps d’exe´cution de chaque fonction du code logiciel. Cependant, ce profilage est intrusif
dans le sens ou` il implique l’ajout d’instructions de profilage et d’e´chantillonnage au code
logiciel. Cela modifie alors le temps d’exe´cution, la taille en me´moire et possiblement le com-
portement (McDowell et Helmbold, 1989) de ce logiciel et cela biaise donc les re´sultats obtenus
par ce profilage. De plus, l’e´chantillonnage introduit une erreur supple´mentaire a` celle cause´e
par l’instrumentation intrusive. Les compteurs de performance inte´gre´s a` certains processeurs
peuvent eˆtre utilise´s pour e´chantillonner le PC lors du traitement d’une interruption produite
par le de´bordement d’un tel compteur, mais les erreurs d’instrumentation et d’e´chantillonnage
demeurent (Sprunt, 2002).
2.3.1.1 Profilage par exe´cution sur FPGA
Une solution a` ce proble`me est d’examiner et d’analyser la valeur du PC non pas a` partir
du logiciel qui s’exe´cute sur le processeur, mais plutoˆt a` partir de l’exte´rieur du processeur.
Cela peut eˆtre fait alors que le logiciel est simule´ sur un ISS ou exe´cute´ sur un processeur
dans l’imple´mentation cible. Cela permet de diminuer ou meˆme d’e´liminer l’instrumentation
du code logiciel. Ainsi, SnoopP (Shannon et Chow, 2004), COMET Profiler (Finc et Zemva,
2005) et (Hough et al., 2007) imple´mentent sur FPGA des profileurs pour respectivement
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les processeurs MicroBlaze (Xilinx Inc., 2005), Nios (Altera Corp., 2004) et LEON2 (Gaisler,
2003). Ces profileurs sont des blocs mate´riels qui prennent en entre´e le signal d’horloge
du syste`me et un signal correspondant au PC du processeur afin de compter le nombre de
cycles passe´s dans des plages d’instructions de´finies par l’utilisateur. Ces profileurs conside`rent
qu’une plage s’exe´cute lorsque le PC est compris entre l’adresse de de´but et de fin de la plage
dans le code assembleur. Cela permet de re´aliser un profilage non-intrusif de ces plages de
code. Par contre, cela pourrait donner un portrait incomplet du temps d’exe´cution attribuable
a` une plage si elle appelle des fonctions dont les instructions se trouvent a` l’exte´rieur de
cette plage. Il serait possible de profiler e´galement les plages d’instructions correspondant
aux fonctions appele´es par la plage parente, mais rien ne garantit que ces fonctions sont
seulement appele´es a` partir de cette plage parente. Le profileur AddressTracer (Saad et al.,
2009) s’attaque a` ce proble`me en conside´rant qu’une plage (dans ce cas-ci, une fonction)
commence son exe´cution lorsque le PC d’un MicroBlaze sur FPGA est e´gal a` l’adresse de
de´but de la fonction et se termine lorsque le PC est e´gal a` l’adresse de fin. Cela permet de
profiler exactement le temps d’exe´cution d’une fonction ayant un seul point de sortie, mais
corrompt le profilage si la fonction en a plusieurs.
2.3.1.2 Profilage par simulation sur ISS
Les profileurs sur FPGA, e´tant inte´gre´s sur puce, sont limite´s dans la quantite´ d’infor-
mations qu’ils peuvent recueillir et le nombre de plages de code qu’ils peuvent profiler. Le
profilage par simulation sur ISS peut effectuer un profilage plus de´taille´ e´tant donne´ que la
simulation s’exe´cute sur un syste`me hoˆte avec bien plus de me´moire disponible qu’un FPGA.
Ainsi, (Kwon et al., 2004) et (Pimentel et al., 2008) profilent le temps d’exe´cution des fonc-
tions par une simulation du logiciel cible sur respectivement un ISS ARM (ARM Ltd., 2010)
et un ISS SimpleScalar (Austin et al., 2002). Le profilage de (Kwon et al., 2004) supporte
e´galement les fonctions avec plusieurs points de sortie. Cependant, ces deux me´thodes de-
meurent intrusives car le logiciel est instrumente´ au niveau du code source (Kwon et al.,
2004) ou assembleur (Pimentel et al., 2008) pour identifier les points d’entre´e et de sortie des
fonctions profile´es. MEMTRACE (Hubert et Stabernack, 2009) re´alise a` l’aide d’un ISS un
profilage non-intrusif d’un logiciel et de ses acce`s au bus et a` la me´moire. Il commence par
extraire du code assembleur du logiciel le nom et l’adresse de chaque fonction et de chaque
variable globale. L’exe´cution de ce logiciel est ensuite simule´e sur une plate-forme virtuelle
comprenant un ISS ARM, un mode`le de bus AMBA et un mode`le de me´moire. Pendant la
simulation, les acce`s de l’ISS aux caches d’instructions et de donne´es, au bus et aux me´moires
d’instructions et de donne´es sont profile´es. Cela permet de de´terminer de manie`re non intru-
sive le temps d’exe´cution de chaque fonction, le nombre d’acce`s a` chaque variable, le taux de
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re´ussite des acce`s a` la cache et la charge du bus.
2.3.2 Profilage d’une plate-forme logicielle/mate´rielle
Plusieurs outils commerciaux permettent de simuler et de profiler une plate-forme com-
prenant des processeurs, des bus, des me´moires et des acce´le´rateurs mate´riels. Seamless (Men-
tor Graphics Corp., 2005) est un environnement de co-ve´rification et co-simulation logiciel/
mate´riel pre´cise au cycle pre`s dans lequel un code logiciel est simule´ sur un ISS et l’archi-
tecture mate´rielle, qui est spe´cifie´e en un langage de description mate´riel (HDL : Hardware
Description Language), est simule´e au niveau RTL par un simulateur logique. Le profilage in-
te´gre´ a` Seamless permet d’obtenir le diagramme de Gantt des appels aux fonctions logicielles
(le temps du de´but et de la fin de l’exe´cution de chaque fonction) et d’obtenir des statistiques
sur l’utilisation de la cache, de la me´moire et du bus. Le simulateur logique peut e´galement
produire une trace (waveform) des signaux RTL de l’architecture mate´rielle. Metrix (VaST
Systems Technology Corp., 2008) et CoWare Platform Architect (CoWare Inc., 2010) pro-
filent une co-simulation logiciel/mate´riel d’un ISS avec une architecture mate´rielle au niveau
TLM afin d’obtenir le graphe d’appel des fonctions logicielles, de visualiser les transferts sur
le bus et de de´terminer l’utilisation de la cache, de la me´moire et du bus. CoWare Platform
Architect (CoWare Inc., 2010) permet e´galement d’obtenir le diagramme de Gantt des appels
aux fonctions logicielles et de produire une trace des ports TLM, des signaux RTL ou d’une
variable membre d’un module SystemC de l’architecture mate´rielle.
Bien que ces outils permettent de profiler de manie`re non-intrusive un logiciel et l’archi-
tecture mate´rielle dans laquelle il s’exe´cute, ce profilage demeure a` relativement bas niveau.
Par exemple, ils voient le code logiciel profile´ comme un ensemble de fonctions sans en inter-
pre´ter la se´mantique. Si ce logiciel contient un RTOS, ils ne peuvent donc pas de´tecter les
changements de contexte, ni distinguer les diffe´rentes taˆches logicielles, ni profiler les commu-
nications entre ces taˆches logicielles. Notre profilage pre´sente´ au chapitre 6 est au contraire
capable de profiler les ope´rations du RTOS et des taˆches logicielles tout en demeurant non-
intrusif. De plus, ces outils supposent que le partitionnement logiciel/mate´riel du syste`me a
de´ja` e´te´ choisi : les me´triques fournies pour les parties logicielle et mate´rielle sont si diffe´rentes
qu’il n’est pas possible de comparer une imple´mentation logicielle et une imple´mentation ma-
te´rielle d’une meˆme taˆche. Notre profilage est quant a` lui capable d’extraire des me´triques
comparables quant au temps d’exe´cution et aux communications des taˆches qui se trouvent en
logiciel ou en mate´riel. En particulier, notre profilage est capable de de´tecter et d’extraire des
me´triques comparables pour des communications entre deux modules mate´riels, un module
logiciel et un module mate´riel ou entre deux modules logiciels qui s’exe´cutent sur le meˆme
processeur ou sur deux processeurs diffe´rents.
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2.3.3 Profilage des changements de contexte
Deux me´thodes de profilage d’un code logiciel sur FPGA tentent de de´tecter les change-
ments de contexte. Dans (Hough et al., 2007), l’ordonnanceur d’un syste`me d’exploitation
Linux embarque´ est instrumente´ de manie`re a` e´crire l’identificateur du processus courant
sur le bus APB (AMBA Peripheral Bus) d’un processeur LEON2 apre`s un changement de
contexte. Cela implique donc que ce profilage est intrusif. DAProf (Shankar et Lysecky, 2009)
suppose que les taˆches d’un logiciel embarque´ sont repre´sente´es par un ensemble de plages de
code disjointes. Lors du profilage sur FPGA, DAProf conside`re qu’une taˆche s’exe´cute tant
que le PC est compris entre l’adresse de de´but et l’adresse de fin de la plage de code spe´cifie´e
par l’utilisateur. Un changement de contexte est de´tecte´ lorsque le PC change de plage de
code. Cependant, si deux taˆches diffe´rentes appellent une fonction partage´e, notamment une
des fonctions offertes par un RTOS, alors le code correspondant a` ces deux taˆches ne forme
pas des plages disjointes. DAProf de´tectera donc un changement de contexte a` chaque fois
que cette fonction partage´e est appele´e meˆme si aucun changement de contexte ne se produit
en re´alite´. De plus, ces travaux portent seulement sur le profilage d’un logiciel. Notre profilage
de´tecte les changements de contexte de manie`re non-intrusive et exacte tout en s’appliquant
a` une plate-forme logicielle/mate´rielle comple`te.
2.3.4 Profilage des arguments et des valeurs de retour
Contrairement a` notre profilage, les travaux pre´sente´s jusqu’a` maintenant ne profilent ni
les valeurs des arguments passe´s en parame`tres aux fonctions du code logiciel, ni les valeurs
de retour de ces fonctions. A` notre connaissance, le seul autre outil qui extrait de manie`re
non intrusive ces informations lors d’une simulation sur ISS est ReSP qui a re´cemment e´te´
pre´sente´ dans (Beltrame et al., 2009) et qui le re´alise en acce´dant au PC et aux registres d’un
ISS ARM. Cependant, ces informations sont utilise´es a` des fins fort diffe´rentes. ReSP les
extrait non pas pour re´aliser un profilage de performance, mais plutoˆt afin d’intercepter des
appels a` certaines fonctions dans le code cible et de les e´muler nativement sur le processeur
hoˆte pour acce´le´rer la simulation. Notre profilage utilise ces informations pour extraire les
de´pendances de communications entre les taˆches et pour re´aliser un profilage de performance
des fonctions du RTOS et des communications entre taˆches selon leurs parame`tres et leur
re´sultat. En effet, si on suppose sans perte de ge´ne´ralite´ qu’une fonction f a un parame`tre
n ≥ 0 et exe´cute un algorithme de complexite´ O(na) tel que a > 0, alors le temps d’exe´cution
de cette fonction de´pend de la valeur de n. Notre profilage permet de mettre en lumie`re cette
relation en profilant pour chaque appel de f son temps d’exe´cution et la valeur de n.
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2.3.5 Portabilite´ du profilage
Alors que (Hubert et Stabernack, 2009) pre´sente une me´thodologie pour porter le profilage
de PC et d’acce`s me´moire de MEMTRACE vers d’autres processeurs, le chapitre 6 pre´sente
une me´thodologie pour porter vers d’autres processeurs non seulement le profilage du temps
d’exe´cution des fonctions, mais e´galement le profilage de leurs arguments et de leurs valeurs
de retour. De plus, nos travaux sont a` notre connaissance les seuls a` pre´senter un profilage
non-intrusif ge´ne´rique utilisant GDB (Stallman et al., 2002) et a` pre´senter une me´thodologie
pour porter vers d’autres RTOS le profilage non-intrusif des changements de contexte et des
communications entre taˆches. En effet, bien que (Benini et al., 2003) et (Fummi et al., 2009)
utilisent GDB pour re´aliser une co-simulation logiciel/mate´riel entre un ISS et un simulateur
SystemC, ils n’imple´mentent pas de profilage non-intrusif.
2.4 Estimation du temps d’exe´cution
Diverses me´thodes permettent d’estimer le temps d’exe´cution d’une imple´mentation d’un
logiciel ou d’un syste`me embarque´ sans avoir a` simuler chacune de ses ope´rations pre´cise´ment
au cycle pre`s. Ces me´thodes se classent en trois cate´gories principales : l’analyse statique,
l’instrumentation d’une simulation TLM avec des annotations temporelles et l’e´valuation
d’une trace ge´ne´re´e dynamiquement.
2.4.1 Analyse statique
Les me´thodes d’analyse statique pour l’estimation du temps d’exe´cution consistent a`
re´aliser un ordonnancement statique des taˆches qui ont seulement des de´pendances de donne´es
ou a` estimer le temps d’exe´cution de la pire se´quence de blocs de base qui peut eˆtre exe´cute´e
selon leurs de´pendances de controˆle.
2.4.1.1 Estimation par ordonnancement statique
La performance d’un syste`me embarque´ peut eˆtre caracte´rise´e a` l’aide d’un mode`le de
graphe de taˆches. Un graphe de pre´ce´dences de taˆches (TPG : Task Precedence Graph) est
un graphe acyclique oriente´ (DAG : Directed Acyclic Graph) G(V,A) tel que les noeuds V
sont les taˆches et les arcs A sont les contraintes de pre´ce´dence entre les taˆches (Kwok et
Ahmad, 1999). Une taˆche ne peut pas de´marrer son exe´cution tant que toutes les taˆches qui
la pre´ce`dent n’ont pas termine´ leur exe´cution. Ces contraintes de pre´ce´dence repre´sentent
typiquement des de´pendances de donne´es entre les taˆches. Ainsi, une taˆche reste bloque´e
tant que les donne´es sur chacun de ses arcs entrants ne sont pas arrive´es, puis elle s’exe´cute
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pendant un certain temps et e´crit ses donne´es sur chacun de ses arcs sortants a` la fin de son
exe´cution. Cela correspond donc essentiellement au mode`le de calcul des SDF homoge`nes et
acycliques (Knerr et al., 2008). Il est donc possible de re´aliser un ordonnancement statique
d’un TPG, par exemple sur un nombre fixe de processeurs (Kwok et Ahmad, 1999) ou sur
une architecture compose´e d’un processeur et d’un co-processeur mate´riel (Wiangtong et al.,
2002).
Si on associe un temps d’exe´cution e(v) a` chaque noeud v ∈ V et un temps de communica-
tion c(a) a` chaque arc a ∈ A, la performance d’un TPG peut donc eˆtre estime´e en effectuant
un ordonnancement statique du TPG pour trouver son temps d’exe´cution total. Dans (Val-
lerio et Jha, 2003), une me´thode est pre´sente´e pour extraire, a` partir d’une analyse statique
et d’un profilage intrusif d’un code C se´quentiel sur le processeur hoˆte, un TPG avec ses
valeurs de e(v) et c(a). Cependant, les valeurs recueillies ne s’appliquent pas ne´cessairement
au processeur cible. E´tant donne´ que l’ordonnancement statique d’un TPG ge´ne´rique est un
proble`me NP-complet (Kwok et Ahmad, 1999), des heuristiques sont ge´ne´ralement utilise´es.
Une telle estimation suppose donc que l’estimation et la synthe`se du syste`me utilisent le
meˆme ordonnancement statique. La pre´cision de cette estimation de´pend e´galement des ca-
racte´ristiques de l’architecture qui sont prises en compte par l’ordonnancement statique. Il a
notamment e´te´ de´montre´ que l’estimation par ordonnancement statique d’un TPG sur une
architecture a` bus partage´s a une tre`s grande erreur si on ne tient pas compte de la contention
sur le bus (Sinnen et Sousa, 2004). Il est donc ne´cessaire d’ordonnancer les arcs du TPG sur
les bus en plus d’ordonnancer les noeuds sur les processeurs et les acce´le´rateurs mate´riels. Il a
aussi e´te´ de´montre´ que, si un processeur doit eˆtre implique´ dans les communications re´alise´es
par les taˆches qui lui sont assigne´es, alors l’ordonnancement statique doit tenir compte du fait
que le processeur est re´serve´ par une communication pour un certain temps avant, pendant
ou apre`s celle-ci (Sinnen et al., 2006).
Le principal inconve´nient de l’estimation par ordonnancement statique des TPG est qu’ils
ne repre´sentent ade´quatement qu’une quantite´ restreinte d’applications. Ainsi, ils ne peuvent
exprimer ni les taˆches qui ont des de´pendances de controˆle telles que des lectures ou e´cri-
tures conditionnelles, ni les taˆches qui effectuent des lectures ou e´critures au milieu de leur
exe´cution, tels les processus d’un KPN. Ces inconve´nients demeurent meˆme si l’estimation
s’effectue par un ordonnancement statique des SDF (Knerr et al., 2008; Lee et al., 2010).
Un mode`le de taˆches a` plus gros grains est le graphe d’interaction de taˆches (TIG :
Task Interaction Graph) qui est un graphe non oriente´ G(V,E) dans lequel les noeuds V
repre´sentent des taˆches et les areˆtes E des flots de communications bidirectionnels entre les
taˆches (Stone, 1977). Les taˆches sont suppose´es devoir toutes s’exe´cuter se´quentiellement, et
ce meˆme si elles sont assigne´es a` plusieurs processeurs. Le temps d’exe´cution total du TIG est
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donc e´gal a` la somme des temps d’exe´cution de chaque noeud et des temps de communication
de chaque areˆte, qui peuvent varier selon l’architecture cible´e. Cela est donc e´quivalent a`
une estimation par ordonnancement statique d’un TPG de´ge´ne´re´ qui serait un arbre unaire,
chaque noeud (sauf un noeud source) ayant exactement un pre´de´cesseur et chaque noeud (sauf
un noeud puits) ayant exactement un successeur. Le mode`le TIG est notamment utilise´ pour
estimer le temps d’exe´cution dans le partitionnement logiciel/mate´riel sur une architecture
compose´e d’un processeur et d’un co-processeur (Arato et al., 2005).
2.4.1.2 Estimation statique du WCET
Un programme se´quentiel peut eˆtre repre´sente´ par un graphe de flot de controˆle (CFG :
Control Flow Graph). Un CFG est un graphe oriente´ G = (V,A) tel que les noeuds V sont
des blocs de base et les arcs A sont des branchements (Allen, 1970). Un bloc de base est une
se´quence line´aire d’instructions sans branchements : si la premie`re instruction d’un bloc de
base s’exe´cute, alors toutes les autres instructions s’exe´cuteront ne´cessairement ensuite. Une
exe´cution donne´e d’un programme se´quentiel correspond donc a` un chemin donne´ dans son
CFG et a` l’exe´cution d’une se´quence de blocs de base, dans laquelle un bloc de base donne´
peut eˆtre exe´cute´ plus d’une fois. Une me´thode pour estimer le temps d’exe´cution d’un
programme se´quentiel consiste donc a` associer un temps d’exe´cution a` chaque bloc de base
de son CFG et a` additionner les temps de chaque exe´cution de chaque bloc de base selon le
chemin parcouru dans le CFG. Il reste alors a` de´terminer quel chemin utiliser pour de´terminer
le temps d’exe´cution du programme. Les deux principales approches sont l’e´nume´ration de
tous les chemins pour trouver le chemin avec le pire temps d’exe´cution (WCET : Worst-Case
Execution Time) et la simulation du programme avec un stimulus donne´ pour obtenir un cas
donne´ qu’on suppose repre´sentatif. En effet, e´tant donne´ qu’un CFG contient des de´pendances
de controˆle, il n’est pas possible de re´aliser un ordonnancement statique des blocs de base
contrairement aux taˆches d’un TPG.
Cinderella (Li et Malik, 1997) commence par analyser le WCET de chaque bloc de base
d’un CFG compile´ pour un processeur Intel i960KB (Intel Corp., 2002), puis re´alise une
e´nume´ration implicite des chemins du CFG afin de trouver le pire chemin qui respecte un
ensemble de contraintes structurelles et fonctionnelles. Les contraintes structurelles sont auto-
matiquement extraites du CFG et sont un ensemble d’e´quations a` variables entie`res. Chaque
e´quation exprime le fait que le nombre de fois ou` un chemin donne´ entre dans un bloc de
base donne´ est e´gal au nombre de fois ou` il en sort, ce qui est e´gal au nombre de fois ou`
le bloc de base est exe´cute´. Les contraintes fonctionnelles sont fournies par l’utilisateur et
sont des e´quations qui spe´cifient notamment le nombre maximal d’ite´rations qui peuvent
eˆtre effectue´es par une boucle. Il est en effet ne´cessaire de borner le nombre d’ite´rations de
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chaque boucle pour e´viter que le pire chemin consiste trivialement a` effectuer une boucle
infinie pendant un temps infini. Cinderella trouve le WCET par une programmation line´aire
en nombre entiers (ILP : Integer Linear Programming) qui maximise le temps d’exe´cution
du CFG tout en respectant les contraintes structurelles et fonctionnelles. Cinderella permet
de trouver une borne supe´rieure au WCET d’un code logiciel se´quentiel. En effet, il s’agit
d’une borne et non d’une valeur exacte e´tant donne´ que le pire chemin trouve´ par Cinderella
peut en re´alite´ eˆtre impossible et que les blocs de base sur un tel chemin ne s’exe´cuteront
pas ne´cessairement tous avec leur WCET. Dans (Yoo et al., 2006), cette approche est e´ten-
due pour trouver le WCET d’un acce´le´rateur mate´riel correspondant a` un code se´quentiel.
Cependant, cette approche est davantage pessimiste que Cinderella, car elle suppose que les
blocs de base s’exe´cutent se´quentiellement comme en logiciel alors qu’un acce´le´rateur mate´riel
pourrait plutoˆt les exe´cuter en paralle`le, par exemple graˆce a` un de´roulage de boucle.
L’autre proble`me auquel fait face cette approche est qu’elle ne s’applique pas a` un CFG
qui contient un bloc de base effectuant une ope´ration bloquante sur un canal externe et
dont le temps d’exe´cution est donc non-de´terministe du point de vue du CFG. Ainsi, elle
s’appliquerait difficilement au code se´quentiel d’un processus KPN qui peut effectuer des
lectures bloquantes a` des endroits arbitraires dans le code. Cette estimation du WCET peut
par contre eˆtre utilise´e pour un processus SDF ou pour les modes d’exe´cution d’un processus
CSDF. En effet, comme toutes les lectures sont effectue´es au de´but d’un tel processus, il
est possible d’estimer le WCET du code subse´quent a` ces lectures. Ainsi, SoCDAL (Ahn
et al., 2008) e´value, a` l’aide des me´thodes de (Li et Malik, 1997) et (Yoo et al., 2006) de´crites
au paragraphe pre´ce´dent, le WCET des imple´mentations logicielles et mate´rielles des modes
d’exe´cution des processus d’un CSDF. Il re´alise ensuite un ordonnancement statique de ce
CSDF sur une architecture comprenant un nombre variable de processeurs et d’acce´le´rateurs
mate´riels afin d’en e´valuer le temps d’exe´cution.
SymTA/S (Henia et al., 2005) e´value le WCET d’un ensemble de taˆches ordonnance´es
dynamiquement sur un nombre variable de processeurs ayant chacun une politique d’ordon-
nancement. Les taˆches conside´re´es par SymTA/S sont semblables a` un processus SDF dans
le sens ou` chaque taˆche est active´e par l’arrive´e d’une donne´e sur un FIFO d’entre´e et s’exe´-
cute, avec un WCET qui doit eˆtre fourni, jusqu’a` la production d’une donne´e sur un FIFO
de sortie. Les flots de donne´es en entre´e et en sortie des taˆches y sont caracte´rise´s par leur
pe´riode, leur gigue (jitter) et la distance minimale entre deux e´ve`nements. Ainsi, pour un
ensemble donne´ de caracte´ristiques des flots de donne´es a` l’entre´e du syste`me, SymTA/S de´-
termine, a` l’aide des WCET des taches et des politiques d’ordonnancement des processeurs,
les caracte´ristique des flots de donne´es a` l’interne et a` la sortie du syste`me afin de trouver
une borne supe´rieure au WCET du syste`me.
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Ces me´thodes se basant sur une estimation du WCET sont bien adapte´es a` la conception
des syste`mes embarque´s ayant des contraintes temps-re´el dures. En effet, dans un tel syste`me,
la priorite´ est d’e´viter toute violation d’une contrainte temps-re´el et il est donc ne´cessaire de
de´terminer une borne supe´rieure au WCET, meˆme si cette borne est pessimiste. Par contre,
dans un syste`me embarque´ ayant des contraintes temps-re´el molles, la performance moyenne
est plus importante et il est suffisant que les contraintes temps-re´el soient respecte´es la plupart
du temps : la violation occasionnelle d’une telle contrainte n’entraˆıne aucune conse´quence
majeure. Dans ce cas, d’assurer que le WCET du syste`me respecte ces contraintes risquerait
de demander une trop grande quantite´ de processeurs et d’acce´le´rateurs mate´riels, ou une
trop grande fre´quence et consommation de puissance, pour les besoins re´els du syste`me,
particulie`rement si le WCET est estime´ de manie`re pessimiste. De plus, la de´termination
du WCET demande ge´ne´ralement une grande implication de l’utilisateur pour spe´cifier des
contraintes fonctionnelles sur les chemins possibles et cela limite le potentiel d’automatisation
d’une telle me´thodologie.
Une me´thode mieux adapte´e aux syste`mes embarque´s ayant des contraintes temps-re´el
molles est de simuler l’exe´cution du syste`me tel qu’exerce´ par un banc d’essai repre´sentatif.
Cela suppose qu’un banc d’essai soit fourni avec l’application, mais cette exigence n’impose
pas un effort supple´mentaire de de´veloppement e´tant donne´ qu’un tel banc d’essai a ge´ne´ra-
lement de´ja` e´te´ de´veloppe´ pour valider la fonctionnalite´ de l’application. De plus, cela permet
de cibler des types d’applications pour lesquelles les me´thodes d’analyse statique du WCET
ne s’appliquent pas. C’est donc une approche par banc d’essai qui est retenue au chapitre 7
de cette the`se.
2.4.2 Annotation temporelle d’une simulation TLM
La performance d’un syste`me embarque´ peut eˆtre e´value´e en co-simulant son logiciel sur un
ISS (ou un ensemble d’ISS si il contient plusieurs processeurs) avec son architecture mate´rielle
au niveau RTL. Cependant, une telle co-simulation demande un temps important. Cette
simulation peut eˆtre acce´le´re´e en remplac¸ant les mode`les RTL des composants ge´ne´riques
tel que les bus, les me´moires et les pe´riphe´riques par des mode`les TLM pre´cis au cycle
pre`s (Cai et Gajski, 2003). Cependant, un tel syste`me peut contenir un code logiciel et des
acce´le´rateurs mate´riels spe´cifiques a` l’application et pour lesquels il n’existe pas de mode`les
TLM pre´cise´ment temporise´s. Le proble`me qui se pose est donc de trouver comment ge´ne´rer
automatiquement de tels mode`les TLM afin d’obtenir une co-simulation au niveau TLM qui
soit grandement acce´le´re´e et qui permette d’estimer ade´quatement le temps d’exe´cution qu’on
obtiendrait suite a` une co-simulation pre´cise au cycle pre`s. L’avantage de cette estimation par
simulation est que, contrairement a` l’analyse statique, elle peut s’appliquer a` des taˆches qui
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effectuent des communications a` des endroits arbitraires dans le CFG et selon des de´pendances
de controˆle arbitraires entre les taˆches. L’annotation temporelle d’un mode`le TLM peut se
faire a` l’aide d’une analyse statique ou d’une analyse dynamique du code de l’application
mode´lise´e.
2.4.2.1 Annotation temporelle par analyse statique
Diffe´rents travaux de´terminent par une analyse statique le temps d’exe´cution de chaque
ope´ration ou de chaque bloc de base du CFG d’un logiciel embarque´. Le code original, ou un
code e´quivalent a` celui-ci, est ensuite instrumente´ statiquement avec des annotations tempo-
relles pour produire un mode`le TLM temporise´ du logiciel. Cette instrumentation accumule
le temps d’exe´cution correspondant a` chaque bloc de base exe´cute´ lors de la simulation. Le
mode`le TLM du logiciel se synchronise avec le reste de la plate-forme mate´rielle, selon le
temps d’exe´cution accumule´ depuis la dernie`re synchronisation, seulement lorsqu’il doit com-
muniquer avec celle-ci. Cela permet de limiter le nombre de synchronisations et d’acce´le´rer la
simulation. En effet, un bout de code se trouvant entre deux communications, qui est appele´
un segment de programme (Wolf et Ernst, 2001; Posadas et al., 2004), peut contenir plusieurs
blocs de base.
Ainsi, dans (Posadas et al., 2004), l’instrumentation statique est imple´mente´e par une
surcharge des ope´rateurs C/C++ (addition, multiplication, etc.) A` chaque fois qu’un tel
ope´rateur est appele´ dans le code source d’un module TLM SystemC, le temps d’exe´cution
du module est incre´mente´ du temps d’exe´cution associe´ a` l’ope´rateur. La caracte´risation
d’un processeur cible donne´ consiste donc a` associer a` chaque ope´rateur C/C++ un temps
d’exe´cution sur le processeur cible. L’estimation re´alise´e par (Hwang et al., 2008) suit des
principes similaires. Un CFG est d’abord extrait d’un code C a` l’aide de l’infrastructure de
compilation LLVM (Lattner et Adve, 2004). Le temps d’exe´cution de chaque bloc de base est
ensuite estime´ statiquement, pour le processeur MicroBlaze pre´alablement caracte´rise´, selon
les ope´rateurs qu’il contient et le pipeline du processeur. Des taux fixes de de´faut (miss)
de cache et d’erreur de pre´diction de branchement sont utilise´s pour estimer les pe´nalite´s
associe´es a` ces e´ve`nements. Le code C est ensuite annote´ avec les de´lais associe´s aux blocs
de base, puis encapsule´ dans un module SystemC. Le proble`me avec une telle approche est
que le temps d’exe´cution sur un processeur cible est connu pour les instructions assembleur
et non pour les ope´rateurs d’un langage a` haut niveau tel C/C++. Rien ne garantit que les
compilateurs pour un processeur cible donne´ ge´ne`reront toujours la meˆme se´rie d’instructions
assembleur pour un meˆme ope´rateur. De plus, les appels a` certains ope´rateurs pre´sents dans
le code source pourraient eˆtre e´limine´s par les optimisations du compilateur.
(Schnerr et al., 2008) commence par re´aliser une compilation croise´e d’un code C vers un
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processeur cible Infineon TriCore (Infineon Technologies AG, 2000), qui a pre´alablement e´te´
caracte´rise´. Le temps d’exe´cution de chaque bloc de base est de´termine´ statiquement selon
les instructions assembleur correspondant au bloc de base et en tenant compte du pipeline du
processeur. Les temps d’exe´cution extraits sont alors annote´s pour chaque bloc de base dans
le code C original, qui est ensuite encapsule´ en un module SystemC. Cette me´thode suppose
donc que le CFG du code source C est identique au CFG obtenu suite a` la compilation croise´e,
ce qui n’est pas ne´cessairement le cas en raison des optimisations du compilateur. Le code du
module SystemC est e´galement annote´ pour faire appel a` un mode`le de cache d’instructions et
un mode`le de pre´diction dynamique de branchement. Cela permet d’ajouter dynamiquement
les pe´nalite´s de de´fauts (miss) de cache et d’erreur de pre´diction de branchement au temps
d’exe´cution du logiciel.
Dans (Gerin et al., 2009), un code C/C++ est d’abord converti en une repre´sentation
interme´diaire (IR : Intermediate Representation) lors d’une compilation croise´e avec LLVM.
L’IR obtenue tient donc compte des optimisations de compilation, que celles-ci de´pendent
du processeur cible ou non, e´tant donne´ que c’est l’IR qui est directement utilise´e pour la
ge´ne´ration du code assembleur cible. Le temps d’exe´cution de chaque bloc de base de cette IR
est analyse´ statiquement, pour un processeur cible ARM9 pre´alablement caracte´rise´, en te-
nant compte du pipeline. Des appels a` une fonction d’instrumentation accumulant ces temps
d’exe´cution sont ajoute´s aux blocs de base de cette IR, puis elle est utilise´e pour ge´ne´rer
directement un code assembleur pour le processeur hoˆte. Cela assure que l’assembleur hoˆte
instrumente´ et l’assembleur cible ont le meˆme CFG. Cet assembleur hoˆte est exe´cute´ native-
ment sur un mode`le TLM de processeur, qui imple´mente une couche d’abstraction mate´rielle
(HAL : Hardware Abstraction Layer) permettant au logiciel simule´ de communiquer avec la
plate-forme mate´rielle. Ce mode`le utilise e´galement un taux fixe de de´fauts de cache d’ins-
tructions pour en estimer les pe´nalite´s.
Il est possible que plusieurs taˆches logicielles soient assigne´es a` un meˆme processeur et
ordonnance´es par un RTOS. Pour e´viter des erreurs importantes d’estimation, il est alors
ne´cessaire de tenir compte non seulement de la politique d’ordonnancement du RTOS, qui
se´rialise l’exe´cution des taˆches logicielles, mais e´galement du temps d’exe´cution du RTOS
lui-meˆme (Hwang et al., 2009). Les travaux pre´sente´s ci-dessus le font a` divers degre´s. Ainsi,
(Schnerr et al., 2008) supporte une mode´lisation TLM de l’ordonnancement et des change-
ments de contexte, mais ne tient pas compte de leur temps d’exe´cution. Quant a` (Posadas
et al., 2004) et (Hwang et al., 2009) (qui e´tend (Hwang et al., 2008)), ils inte`grent une mo-
de´lisation TLM temporise´e du RTOS, mais seul (Hwang et al., 2009) pre´sente une manie`re
de caracte´riser le temps d’exe´cution du RTOS. Cette caracte´risation consiste en un profi-
lage intrusif d’une application qui exerce les diffe´rentes primitives du RTOS dans un ordre
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de´termine´. Cela permet d’extraire le temps d’exe´cution des primitives du RTOS, tel qu’un
changement de contexte ou l’utilisation d’un se´maphore. Dans (Gerin et al., 2009), une me´-
thode diffe´rente est utilise´e pour un RTOS dont le code source est disponible : celui-ci est
instrumente´ statiquement comme les taˆches logicielles et le tout est exe´cute´ sur la HAL fourni
par un mode`le TLM du processeur. Par contre, le temps d’exe´cution de la HAL elle-meˆme,
qui comprend notamment les changements de contexte, n’est pas pris en compte.
Notre me´thode d’estimation tient compte des temps d’exe´cution des taˆches logicielles, du
RTOS et de la HAL, qui sont automatiquement caracte´rise´s. La caracte´risation du RTOS est
similaire a` celle de (Hwang et al., 2009) mais l’ame´liore en utilisant un profilage non-intrusif
et en tenant compte de l’e´tat du RTOS lorsqu’une de ses primitives est exerce´e (par exemple,
libe´rer un se´maphore prend un temps supple´mentaire si une taˆche attend apre`s celui-ci meˆme
si cela ne produit pas de changement de contexte). Notre me´thode automatise e´galement
la caracte´risation du temps d’exe´cution des acce´le´rateurs mate´riels ge´ne´re´s a` l’aide de la
synthe`se comportementale alors que les travaux pre´sente´s ci-dessus permettent de ge´ne´rer
des mode`les TLM temporise´s seulement pour les taˆches logicielles. Cependant, la diffe´rence
plus fondamentale entre ces travaux et notre me´thode d’estimation est que celle-ci effectue
plutoˆt une analyse des traces extraites d’un ensemble de simulations initiales d’une meˆme ap-
plication donne´e. Cela permet d’e´valuer rapidement une grande quantite´ d’imple´mentations
possibles de cette application sans avoir a` simuler sa fonctionnalite´ a` chaque fois. Les me´-
thodes d’instrumentation statique pre´sente´es ci-dessus pourraient eˆtre utilise´es pour acce´le´rer
les simulations initiales ne´cessaires a` la production des traces et sont donc comple´mentaires
a` notre me´thode d’estimation.
2.4.2.2 Annotation temporelle par analyse dynamique
Il est possible d’inse´rer des annotations temporelles dans les mode`les TLM des taˆches de
l’application non pas au niveau de leurs ope´rateurs C/C++ ou de leurs blocs de base, mais
plutoˆt au niveau de leurs segments de programme, soit entre deux communications externes
aux taˆches. Cependant, un segment de programme peut contenir plusieurs blocs de base et
constitue un CFG qui est un sous-graphe du CFG de la taˆche. Le temps d’exe´cution d’un
segment de programme peut donc varier selon le chemin parcouru dans son CFG. Il serait
possible d’effectuer une analyse statique du WCET d’un segment de programme a` l’aide des
me´thodes pre´sente´es a` la section 2.4.1.2 et d’annoter le mode`le TLM de la taˆche en conse´-
quence, mais a` notre connaissance cette approche n’a pas e´te´ propose´e dans la litte´rature et
elle risquerait d’eˆtre pessimiste et de demander une intervention de l’utilisateur. L’autre me´-
thode est de profiler le temps d’exe´cution de chaque segment de programme sur le processeur
cible alors que l’application est exerce´e par un banc d’essai. Une telle approche se justifie
28
dans le cadre d’une me´thodologie d’exploration architecturale, ou` la caracte´risation initiale
d’une application permettra d’acce´le´rer les simulations d’une grande quantite´ d’architectures
imple´mentant celle-ci.
Ainsi, les simulateurs VPC (Streubuhr et al., 2009) et Sesame (Pimentel et al., 2006) sont
respectivement utilise´s par les me´thodologies d’exploration architecturale SystemCoDesigner
(Keinert et al., 2009) et Daedalus (Nikolov et al., 2008c) pour estimer la performance des
solutions possibles. Ces deux simulateurs exe´cutent un mode`le non temporise´ de l’application
qui ge´ne`re des e´ve`nements de communications et de calculs sur un mode`le TLM temporise´
d’une architecture qui re´pond a` ces e´ve`nements. Une couche d’assignation relie entre eux
les mode`les de l’application et de l’architecture et associe notamment a` chaque segment
de programme un temps d’exe´cution donne´. VPC mode´lise l’application comme un ensemble
d’acteurs a` e´tats finis SysteMoC (Falk et al., 2006) et simule l’ensemble des couches a` l’aide de
SystemC. Sesame effectue plutoˆt une co-simulation : un mode`le d’application sous la forme
d’un KPN est exe´cute´ nativement avec la librairie C/C++ pthreads alors que la couche
d’assignation et les mode`les d’architecture sont simule´s avec le simulateur a` e´ve`nements
discrets Pearl (Muller, 1993).
(Keinert et al., 2009) obtient le temps d’exe´cution sur un processeur MicroBlaze des
actions d’un acteur SysteMoC (essentiellement des segments de programme) a` l’aide d’un
profilage du PC sur FPGA semblable aux me´thodes pre´sente´es a` la section 2.3.1.1. Ainsi,
l’utilisateur doit extraire l’adresse du point d’entre´e et du point de sortie de chaque segment
a` profiler, configurer le profileur FPGA avec ces adresses, exe´cuter le profilage puis configurer
la couche d’assignation de VPC selon les re´sultats recueillis lors du profilage. Dans (Pimen-
tel et al., 2008), le temps d’exe´cution logiciel des segments de programme d’un processus
KPN mode´lise´ avec Sesame est extrait a` l’aide d’une co-simulation du mode`le d’application
KPN avec un ISS SimpleScalar qui exe´cute le code du processus. Ainsi, l’utilisateur doit
d’abord annoter le code C/C++ du processus a` caracte´riser pour identifier les segments de
programme. Une compilation croise´e du processus vers le processeur cible est ensuite re´alise´e,
puis l’utilisateur doit instrumenter le code assembleur produit pour que le logiciel mesure le
nombre de cycles e´coule´s pendant l’exe´cution d’un segment de programme. Cette me´thode
est donc intrusive. Un profilage du processus sur l’ISS est ensuite re´alise´ et, pour chaque seg-
ment de programme profile´, la valeur moyenne du temps d’exe´cution est extraite. Ces valeurs
peuvent eˆtre utilise´es par l’utilisateur pour configurer la couche d’assignation.
Alors que ces me´thodes de caracte´risation logicielle des segments de programme par pro-
filage sont semi-manuelles, notre me´thode par profilage sur ISS automatise pleinement toutes
les e´tapes de la caracte´risation logicielle. Notre me´thode automatise e´galement la caracte´-
risation du temps d’exe´cution mate´riel des segments de programme par le profilage d’une
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simulation SystemC mixte de l’application au niveau TLM avec le module RTL a` caracte´ri-
ser. Elle automatise aussi la caracte´risation du temps d’exe´cution des ope´rations du RTOS
afin d’en tenir compte lors de l’estimation. Cette automatisation de la caracte´risation per-
met d’adapter facilement l’estimation aux changements dans le code de l’application ou aux
mises a` jour du RTOS. Bien que VPC et Sesame tiennent compte de l’ordonnancement des
taˆches, ils ne tiennent pas compte du temps d’exe´cution de l’ordonnancement dynamique, ce
qui peut causer d’importantes erreurs d’estimation (Streubuhr et al., 2009; Pimentel et al.,
2008). Finalement, notre estimation par trace se base sur le temps de chaque exe´cution de
chaque segment de programme au lieu de se baser seulement sur leur temps moyen, ce qui
permet de mieux estimer la performance de ceux-ci.
2.4.3 E´valuation d’une trace dynamique
Les me´thodes d’estimation du temps d’exe´cution par e´valuation d’une trace commencent
par re´aliser une simulation fonctionnelle de l’application. Une trace d’e´ve`nements est ensuite
extraite de cette simulation. Cette trace est ensuite analyse´e pour en estimer la performance
sur diverses architectures sans avoir a` simuler l’application sur chacune de ces architectures.
2.4.3.1 E´valuation par analyse statique
Dans (Cai et al., 2004), les processus d’une simulation SpecC sont instrumente´s afin d’ex-
traire le nombre d’exe´cutions de chacun de leurs blocs de base et le nombre d’acce`s a` chacun
de leurs ports d’entre´e et de sortie. Une analyse statique de´termine, pour chaque bloc de base,
le nombre et le type d’ope´rations SpecC correspondant a` une exe´cution et, pour chaque port,
le nombre d’octets transfe´re´s correspondant a` un acce`s. En combinant cette analyse statique
a` la trace fonctionnelle, on obtient pour chaque processus le nombre et le type d’ope´rations
SpecC exe´cute´es ainsi que le nombre d’octets transfe´re´s. Les processus SpecC peuvent ensuite
eˆtre assigne´s a` une architecture compose´e de processeurs et de bus pre´alablement caracte´ri-
se´s. Cette caracte´risation associe un temps d’exe´cution a` chaque type d’ope´ration SpecC sur
le processeur de meˆme qu’un temps de communication selon le nombre d’octets transfe´re´s.
Cela permet d’obtenir des me´triques de temps d’exe´cution et de communication pour chaque
processus du syste`me. Cependant, cette estimation suppose que le compilateur ge´ne`rera tou-
jours la meˆme se´rie d’instructions assembleur pour une meˆme ope´ration SpecC et que le CFG
de chaque module ne sera pas modifie´ par les optimisations du compilateur.
(Jaddoe et al., 2009) suit une approche similaire en simulant un re´seau KPN pour obte-
nir, pour chaque processus, une trace d’e´ve`nements de calcul et de communication. Chaque
processus est compile´ pour le processeur cible puis analyse´ pour extraire le nombre et le type
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d’instructions assembleur exe´cute´es en moyenne pour un e´ve`nement de calcul d’un processus.
Un temps d’exe´cution est associe´ a` chaque type d’instruction. Selon le nombre d’e´ve`nements
de calcul et de communication produits, un temps d’exe´cution est ensuite associe´ a` chaque
processus en additionnant les temps de calcul et de communication. Le temps d’exe´cution
d’un processeur est conside´re´ comme la somme des temps d’exe´cution des processus qui lui
sont assigne´s et le temps d’exe´cution du syste`me est celui du processeur avec le plus long
temps d’exe´cution. Ces me´thodes d’estimation purement additives ne tiennent pas compte
de l’ordonnancement des processus ou de leurs de´pendances de donne´es.
2.4.3.2 E´valuation par analyse dynamique
Une manie`re plus pre´cise d’estimer la performance d’une application embarque´e sur une
architecture donne´e est de repre´senter la trace sous la forme d’un graphe G(V,E) dont les
noeuds V sont les e´ve`nements de calcul ou de communication de la trace et dont les arcs E
sont les relations de pre´ce´dence entre ces e´ve`nements, telles que des de´pendances de donne´es
ou de se´quence. Selon l’assignation des e´le´ments de l’application a` l’architecture, un temps
d’exe´cution ou de communication est associe´ a` chaque e´ve`nement de calcul ou de communi-
cation de ce graphe, qui est ensuite ordonnance´ pour en estimer le temps d’exe´cution. Une
telle me´thode a quelques similarite´s avec l’ordonnancement statique d’un TPG. Cependant,
alors qu’un TPG repre´sente l’application elle-meˆme, une trace contient les e´ve`nements cor-
respondant a` une exe´cution donne´e de l’application, qui ne peut pas ne´cessairement eˆtre
ordonnance´e statiquement. Ainsi, l’ordonnancement statique d’un TPG vise a` de´cider dans
quel ordre les taˆches du TPG s’exe´cutent alors que l’ordonnancement d’une trace vise a` simu-
ler comment les e´ve`nements de la trace auraient e´te´ ordonnance´s dynamiquement sur les bus
et les processeurs d’une architecture donne´e. Le gain de vitesse par rapport a` une simulation
comple`te vient du tre`s haut niveau d’abstraction de la trace : un segment de programme y
est simule´ comme un seul e´ve`nement de calcul au lieu de simuler se´pare´ment chacune de ses
instructions.
(Lahiri et al., 2001) utilise une me´thode d’ordonnancement de trace pour e´valuer la per-
formance de diffe´rentes architectures de communication pour une application une fois que
sont fixe´s le partitionnement logiciel/mate´riel et l’assignation des taˆches aux processeurs.
La trace est extraite en instrumentant une co-simulation logiciel/mate´riel de l’application
re´alise´e avec Ptolemy (Buck et al., 1994). Cette co-simulation fixe le temps d’exe´cution de
chaque e´ve`nement de calcul de la trace, mais les temps des e´ve`nements de communication
peuvent varier selon l’architecture de communication qui reste a` de´terminer. La performance
d’une architecture de communication donne´e est estime´e en simulant l’ordonnancement de
la trace sur cette architecture. Ainsi, diffe´rents bus partage´s ou liens point-a`-point peuvent
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eˆtre caracte´rise´s par leur largeur de bits, leur latence et leur fre´quence. Les bus partage´s sont
e´galement caracte´rise´s par leur politique d’arbitrage, ce qui permet de tenir compte de la
contention sur le bus et de l’arbitrage lors de l’estimation du temps d’exe´cution du syste`me.
Cependant, cette me´thode ne permet pas d’explorer le partitionnement logiciel/mate´riel ou
de modifier l’assignation des taˆches aux processeurs.
Dans (Ueda et al., 2005), le temps d’exe´cution des e´ve`nements de calcul peut varier de
meˆme que le temps des e´ve`nements de communication. Ainsi, les taˆches de l’application
peuvent eˆtre assigne´es a` des blocs IP, qui peuvent eux-meˆmes eˆtre assigne´s a` un ensemble de
bus partage´s. Chaque bloc IP est caracte´rise´ par l’ensemble des taˆches qu’il peut exe´cuter et
le temps d’exe´cution qu’il prend pour chacune des taˆches. Chaque bus est caracte´rise´ par sa
largeur de bits et sa fre´quence. La trace est extraite en instrumentant une simulation SystemC
fonctionnelle de l’application et le temps d’exe´cution pour une architecture donne´e est es-
time´ en simulant l’ordonnancement de la trace pour cette architecture. Cette estimation tient
compte de l’arbitrage des bus et de l’ordonnancement des taˆches sur chaque bloc mate´riel,
en supposant que ceux-ci utilisent un ordonnancement a` priorite´s statiques. Contrairement a`
notre me´thode, cette me´thode d’estimation ne tient pas compte du temps pris par l’arbitrage
et l’ordonnancement eux-meˆmes et suppose que toutes les ope´rations de calcul d’une meˆme
taˆche ont exactement le meˆme temps d’exe´cution. De plus, elle n’automatise pas la caracte´-
risation du temps d’exe´cution des taˆches sur les blocs IP alors que notre me´thode automatise
la caracte´risation du temps d’exe´cution logiciel et mate´riel de chaque taˆche.
Dans (Isshiki et al., 2009), les structures de controˆle (if, for, while) d’un code source
C se´quentiel sont instrumente´es afin d’extraire, a` chaque e´valuation de celles-ci, la valeur
false (0) ou true (1) de la condition de la structure de controˆle. L’exe´cution native de ce
code C avec un stimulus donne´ permet d’extraire une trace sous la forme d’un train de bits
de branchement, qui correspondent aux valeurs des conditions dans la se´rie de structures de
controˆle visite´es. A` partir du CFG du code C, il est donc possible de reconstituer la se´rie
de blocs de base visite´s en utilisant chaque valeur du train de bits pour choisir le chemin
false ou true a` chaque branchement dans le CFG. Cela permet e´galement de de´terminer
le nombre d’exe´cutions de chaque bloc de base. Le temps d’exe´cution de chaque bloc de
base est extrait par une analyse statique du code assembleur obtenu suite a` une compilation
croise´e vers le processeur cible. Cette me´thode suppose donc que la compilation croise´e ne
modifie pas le CFG du code. Le programme peut eˆtre divise´ en plusieurs taˆches. Dans ce cas,
le CFG est partitionne´ en plusieurs CFG, chacun correspondant a` une taˆche, et des noeuds
de synchronisation sont ajoute´s aux CFG pour repre´senter les de´pendances de donne´es. Le
train de bits est e´galement partitionne´ entre les taˆches. Une re´duction remplace, dans chaque
CFG, chaque sous-graphe correspondant a` un segment de programme par un nouveau noeud
32
dont le temps d’exe´cution est e´gal au temps d’exe´cution moyen du segment. En de´roulant
se´quentiellement chaque CFG selon le train de bits re´duit qui lui est associe´, on obtient donc
une trace d’exe´cution compose´e d’e´ve`nements de calcul et de communication pour plusieurs
taˆches. Les taˆches peuvent eˆtre assigne´es a` un ensemble de processeurs homoge`nes eux-meˆmes
connecte´s par un ensemble de bus et le temps d’exe´cution de cette architecture est estime´
en simulant l’ordonnancement de ces taˆches pour l’architecture donne´e. Cette simulation
suppose un ordonnancement dynamique non pre´emptif des taˆches sur les processeurs. Cette
estimation ne supporte pas les acce´le´rateurs mate´riels et ne tient pas compte de l’implication
du processeur dans les communications des taˆches.
Notre me´thode extrait une trace d’e´ve`nements en re´alisant un profilage au niveau sys-
te`me d’une simulation SystemC de l’application avec SPACE (Bois et al., 2010). Pour chaque
module de l’application, le temps d’exe´cution logiciel de chaque e´ve`nement de calcul, qui
correspond a` une exe´cution d’un segment de programme, est caracte´rise´ par une exe´cution
du code assembleur cible sur un ISS. Cela permet de tenir compte des effets de la compilation
croise´e sur le CFG et des branchements effectue´s a` l’inte´rieur de chaque exe´cution de chaque
segment. Notre me´thode automatise la caracte´risation des temps d’exe´cution mate´riel des
diffe´rents e´ve`nements de calcul et simule l’ordonnancement de ces e´ve`nements en tenant no-
tamment compte de l’arbitrage, de l’ordonnancement dynamique pre´emptif des taˆches sur les
processeurs par le RTOS ainsi que de l’implication des processeurs dans les communications.
Les travaux ante´rieurs utilisent la se´mantique ope´rationnelle des KPN pour les e´ve`ne-
ments de communication capture´s par la trace : il est suppose´ que toutes les lectures sont
bloquantes. Cela permet d’assurer que, pour un stimulus donne´, toutes les exe´cutions de
l’application produiront exactement la meˆme trace fonctionnelle d’e´ve`nements peu importe
l’ordonnancement des taˆches. Cela permet notamment d’assurer que la trace extraite de la
simulation fonctionnelle et la trace obtenue pour une imple´mentation donne´e contiennent les
meˆmes e´ve`nements de calcul et de communication et que seuls leurs temps diffe`rent. Cela
assure la validite´ de l’estimation du temps d’exe´cution par analyse de trace. Notre me´thode
e´tend ces travaux en permettant aux taˆches d’utiliser un mode`le de calcul plus ge´ne´ral que
les KPN et une se´mantique ope´rationnelle qui inclut des lectures non-bloquantes. Cela fait en
sorte que la trace produite peut de´pendre de l’ordonnancement des taˆches, mais la validite´ de
l’estimation par trace est pre´serve´e en ve´rifiant si l’ordonnancement simule´ de la trace pour
une imple´mentation donne´e correspond a` un ordonnancement fonctionnellement e´quivalent
de la trace initialement extraite.
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2.5 Algorithmes d’exploration architecturale
Un algorithme d’exploration architecturale vise a` trouver, parmi un ensemble d’ensemble
d’architectures qui forment un espace de recherche, une architecture optimale pour une ap-
plication embarque´e selon une fonction objective qui e´value les solutions avec diffe´rentes me´-
triques. Les diffe´rentes me´thodes d’exploration architecturale se distinguent non seulement
par leur algorithme, mais e´galement par leur espace de recherche, leur fonction objective et
les applications auxquelles elles s’appliquent.
L’exploration architecturale dont il est question ici concerne la macro-architecture et
non la micro-architecture. Ainsi, l’espace de recherche de ces algorithmes peut conside´rer,
pour un ensemble de taˆches, les possibilite´s de partitionnement logiciel/mate´riel, d’allocation
de processeurs et d’acce´le´rateurs mate´riels, d’assignation des taˆches aux processeurs et aux
acce´le´rateurs mate´riels, d’allocation de bus et de liens point-a`-point et d’assignation des
composants mate´riels a` l’architecture de communication.
La fonction objective conside`re ge´ne´ralement des me´triques de temps d’exe´cution et
de quantite´ de ressources mate´rielles et peut e´galement conside´rer d’autres me´triques, par
exemple la consommation de puissance. Une me´trique est a` optimiser alors que les autres
me´triques doivent respecter un ensemble de contraintes. La valeur de la fonction objective
est typiquement e´gale a` la valeur de la me´trique a` optimiser pour les solutions qui respectent
toutes les contraintes. La fonction objective impose une pe´nalite´, qui peut eˆtre finie ou in-
finie, aux solutions qui ne respectent pas toutes les contraintes (Lopez-Vallejo et al., 2000).
Ainsi, on peut chercher a` minimiser le temps d’exe´cution tout en respectant des contraintes
de ressources mate´rielles, ou a` minimiser celles-ci tout en respectant une contrainte de temps
d’exe´cution. Les me´triques de quantite´ de ressources mate´rielles sont ge´ne´ralement e´value´es
par des me´thodes simplement additives : la quantite´ de ressources mate´rielles d’une architec-
ture est la somme des quantite´s de ressources mate´rielles de ses composants. Sauf dans les
cas les plus simples, le temps d’exe´cution ne peut pas eˆtre e´value´ par une me´thode additive
et il faut avoir recours aux me´thodes d’estimation pre´sente´es a` la section 2.4, qui vont de
l’ordonnancement statique d’un TPG a` la simulation au niveau TLM.
Les proble`mes d’exploration architecturale conside´rant plusieurs me´triques sont ge´ne´ra-
lement fortement NP -difficiles meˆme dans les cas les plus simples (Arato et al., 2005). Des
algorithmes exacts, tels que la re´solution par ILP ou un algorithme de se´paration et e´va-
luation (branch and bound) (Nemhauser et Wolsey, 1988), peuvent eˆtre utilise´s, mais leur
temps d’exe´cution croˆıt de manie`re exponentielle avec la taille du proble`me, qui se compte
typiquement en nombre de taˆches. On pre´fe`re ge´ne´ralement utiliser des algorithmes heuris-
tiques qui donnent des solutions non exactes mais quasi-optimales dans un temps raisonnable.
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Une heuristique peut eˆtre cre´e´e sur mesure pour un proble`me d’exploration architecturale ou
une me´ta-heuristique ge´ne´rique peut eˆtre spe´cialise´e pour s’appliquer a` ce proble`me. Une
me´ta-heuristique de recherche locale raffine ite´rativement une solution. Diffe´rentes strate´gies
permettent d’e´viter que la solution reste bloque´e dans un optimum local qui n’est pas un
optimum global. Ainsi, le recuit simule´ (van Laarhoven et Aarts, 1987) accepte de manie`re
stochastique des mouvements qui de´gradent la solution alors que la recherche tabou (Glo-
ver et Laguna, 1997) utilise une me´moire a` court terme et une me´moire a` long terme pour
interdire ou encourager certains mouvements. D’autres me´ta-heuristiques explorent l’espace
de recherche a` l’aide d’une population de solutions. Ces me´ta-heuristiques sont inspire´es par
l’e´volution naturelle, tels que les algorithmes ge´ne´tiques (Goldberg, 1989), ou par le com-
portement social des animaux, tels que l’optimisation par colonie de fourmis (Dorigo et al.,
1996) ou par essaims particulaires (Kennedy et Eberhart, 1995).
Certains proble`mes d’exploration architecturale tentent d’optimiser plusieurs me´triques
a` la fois et sont donc des proble`mes multi-objectifs. La solution d’un tel proble`me n’est pas
une seule solution optimale, mais plutoˆt un ensemble de solutions qui sont optimales au sens
de Pareto. Une solution est Pareto-optimale si aucune autre solution n’est meilleure qu’elle
pour chacune des me´triques (Zitzler et al., 2003).
2.5.1 Partitionnement logiciel/mate´riel avec un processeur
Un algorithme de partitionnement logiciel/mate´riel de´termine, parmi un ensemble de
taˆches, lesquelles imple´menter en logiciel et lesquelles imple´menter en mate´riel. Une formula-
tion de ce proble`me cible une architecture compose´e d’un seul processeur et d’un co-processeur
s’exe´cutant a` tour de roˆle. L’application est spe´cifie´e sous la forme d’un TIG en associant a`
chaque noeud un temps d’exe´cution logiciel et une quantite´ de ressources mate´rielles et en
associant a` chaque arc un temps de communication. Le temps d’exe´cution d’un partition-
nement logiciel/mate´riel donne´ est e´value´ en additionnant le temps d’exe´cution des taˆches
assigne´es au logiciel et le temps de communication des arcs qui relient une taˆche logicielle
et une taˆche mate´rielle. La quantite´ de ressources mate´rielles est e´galement e´value´e par une
sommation sur les taˆches assigne´es en mate´riel (Arato et al., 2005).
Une formulation ILP (Arato et al., 2003) ou un algorithme par se´paration et e´valua-
tion (Mann et al., 2007a; Jigang et al., 2009) permettent d’obtenir une solution exacte a`
ce proble`me. Des heuristiques base´es sur les algorithmes ge´ne´tiques (Arato et al., 2003) et
sur l’algorithme de partitionnement de graphe de Kernighan-Lin (Mann et al., 2007b) ont
e´galement e´te´ propose´es. Dans (Arato et al., 2005), ce proble`me est montre´ e´quivalent a` un
ensemble de proble`mes de flot maximum parame´tre´s par deux nombres re´els. L’algorithme
de (Arato et al., 2005) consiste donc a` e´chantillonner l’espace 2D forme´ par les valeurs de
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ces deux parame`tres et a` re´soudre le proble`me de flot maximum correspondant a` chaque
point e´chantillonne´. De manie`re similaire, (Jigang et al., 2010) de´montre que ce proble`me est
e´quivalent a` un ensemble de proble`mes du sac a` dos parame´tre´ par un nombre re´el et un
algorithme est de´fini pour e´chantillonner l’espace 1D forme´ par les valeurs de ce parame`tre.
Une autre formulation du proble`me de partitionnement logiciel/mate´riel cible une ar-
chitecture compose´e d’un seul processeur et d’un ou plusieurs co-processeurs mate´riels tout
en permettant une exe´cution paralle`le de ces composants, qui sont connecte´s par un bus
commun. L’application est alors exprime´e sous la forme d’un TPG et un temps d’exe´cution
logiciel ou mate´riel est associe´ a` chaque du noeud du TPG selon le partitionnement a` e´valuer.
Un temps de communication est e´galement associe´ a` chaque arc selon ce partitionnement.
La fonction objective inte`gre une heuristique d’ordonnancement statique pour de´terminer
le temps d’exe´cution d’un partitionnement donne´ selon les relations de pre´ce´dence entre les
taˆches et selon l’acce`s aux ressources partage´es que sont le bus et le processeur. Les ressources
mate´rielles d’une imple´mentation sont estime´es par sommation, en associant un couˆt mate´riel
a` chaque taˆche assigne´e en mate´riel (Wiangtong et al., 2002). Un couˆt mate´riel en termes de
me´moire requise peut e´galement eˆtre associe´ aux taˆches assigne´es en logiciel.
Plusieurs heuristiques ont e´te´ applique´es a` ce proble`me, soit une heuristique gloutonne
(Jigang et al., 2008), le recuit simule´ (Lopez-Vallejo et al., 2000; Wiangtong et al., 2002),
les algorithmes ge´ne´tiques (Wiangtong et al., 2002; Resano et al., 2003), la recherche tabou
(Wiangtong et al., 2002) et l’optimisation par colonie de fourmis (Wang et al., 2003). Des
extensions a` ce proble`me ont e´te´ propose´es pour choisir parmi plus d’une imple´mentation logi-
cielle ou mate´rielle d’une taˆche donne´e (Kalavade et Lee, 1997), inte´grer un ordonnancement
pipeline´ de plusieurs ite´rations du TPG (Chatha et Vemuri, 2002) ou inte´grer l’ordonnance-
ment statique d’un graphe SDF (Knerr et al., 2008). Les principales limites de ces algorithmes
sont que leur architecture cible n’a qu’un seul processeur et un seul bus et qu’ils supposent
que l’application peut eˆtre ordonnance´e statiquement.
2.5.2 Exploration architecturale avec plusieurs processeurs
Les algorithmes pre´sente´s dans cette section assignent les taˆches de l’application a` une
architecture qui comprend plusieurs processeurs et possiblement des acce´le´rateurs mate´riels.
On distingue trois cate´gories d’algorithmes. Dans la premie`re, le nombre de processeurs et
la topologie de communication sont fixes. La deuxie`me cate´gorie de´cide du nombre de pro-
cesseurs a` allouer, mais n’explore pas la topologie de communication. La troisie`me cate´gorie
explore a` la fois l’allocation des processeurs et la topologie de communication. On de´signe les
algorithmes des deux dernie`res cate´gories comme des algorithmes de synthe`se d’architecture,
e´tant donne´ qu’ils n’assignent pas seulement des taˆches sur une architecture donne´e, mais
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qu’ils de´cident e´galement de cette architecture. Notre me´thode pre´sente´e au chapitre 8 se
classe dans la troisie`me cate´gorie.
2.5.2.1 Nombre fixe de processeurs
Plusieurs algorithmes ont e´te´ propose´s pour minimiser le temps d’exe´cution d’un ordon-
nancement statique d’un TPG sur un nombre fixe de processeurs (Kwok et Ahmad, 1999).
Dans le contexte des syste`mes embarque´s, on s’inte´resse e´galement a` l’impact de l’assigna-
tion et de l’ordonnancement des taˆches sur les ressources mate´rielles requises. Ainsi, (Orsila
et al., 2007) pre´sente un algorithme de recuit simule´ et une adaptation de l’heuristique de
Kernighan-Lin (Kernighan et Lin, 1970) pour optimiser le temps d’exe´cution et la me´moire
requise lors de l’assignation des taˆches d’un TPG a` une architecture compose´e d’un nombre
fixe de processeurs homoge`nes et d’un bus partage´. Ces algorithmes, qui sont utilise´s dans le
cadre de la me´thodologie de conception de syste`mes embarque´s Koski (Kangas et al., 2006),
e´valuent les solutions propose´es par un ordonnancement statique du TPG sur les processeurs
et le bus partage´. Il n’est cependant pas possible d’assigner une taˆche en mate´riel.
D’autres algorithmes re´alisent e´galement un partitionnement logiciel/mate´riel : chaque
taˆche est assigne´e soit a` un des processeurs de l’architecture, soit en tant qu’acce´le´rateur
mate´riel. Ainsi, (Wang et al., 2006) pre´sente un algorithme hybride pour l’ordonnancement
statique et l’assignation des taˆches d’un TPG sur une architecture compose´e d’un processeur
PowerPC (IBM Microelectronics Division, 1998), d’un processeur DSP TMS320C25 (Texas
Instruments Inc., 2010) et d’un FPGA. Cet algorithme commence par produire un ensemble
de solutions via une optimisation par colonie de fourmis, puis raffine chacune d’entre elles par
un recuit simule´, selon des crite`res de temps d’exe´cution et de couˆt mate´riel. Dans (Niemann
et Marwedel, 1997), une formulation ILP est pre´sente´e pour le proble`me de l’ordonnance-
ment statique et de l’assignation des taˆches d’un TPG sur un ensemble fixe de processeurs,
d’ASIC et de bus. Cet algorithme permet de trouver une solution optimale, mais sa com-
plexite´ exponentielle rend difficile son application a` une architecture autre que celle utilise´e
pour un partitionnement logiciel/mate´riel a` un processeur. SoCDAL (Ahn et al., 2008) utilise
un algorithme e´volutionniste d’inspiration quantique (Han et Kim, 2002) pour l’assignation
des processus d’un graphe CSDF a` une architecture compose´e d’un nombre fixe de proces-
seurs ARM7, de DSP CEVA Teak (CEVA, Inc., 2004), d’acce´le´rateurs mate´riels et d’un
bus partage´. Dans (Wild et al., 2003), un recuit simule´ ou une recherche tabou est utilise´e
pour assigner un TPG sur une architecture similaire. Ces algorithmes ont en commun qu’ils
supposent qu’un ordonnancement statique de l’application est possible et qu’ils ne´gligent
l’implication du processeur dans les communications (Sinnen et al., 2006).
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2.5.2.2 Exploration de l’allocation des processeurs
SOS (Prakash et Parker, 1992) est une formulation ILP d’un proble`me de synthe`se d’ar-
chitecture multi-processeurs he´te´roge`ne pour une application spe´cifie´e sous la forme d’un
TPG. Un gabarit d’architecture spe´cifie le nombre maximal de chaque type de processeurs et
l’algorithme alloue un nombre variable de ces processeurs ayant chacun une me´moire locale
et un co-processeur pour la gestion des communications. Les taˆches du TPG sont assigne´es
et ordonnance´es statiquement sur l’architecture alloue´e. Un temps d’exe´cution est assigne´ a`
chaque taˆche du TPG selon le processeur sur laquelle elle est assigne´e et un temps de com-
munication est e´galement associe´ aux communications entre processeurs. Un couˆt mate´riel
est associe´ a` chaque processeur alloue´ de meˆme qu’aux liens de communication alloue´s entre
les processeurs.
Bien que cet algorithme alloue e´galement des liens de communications entre les proces-
seurs, il ne re´alise pas une exploration de la topologie de communication. En effet, pour une
allocation de processeurs donne´e et pour une assignation donne´e des taˆches aux processeurs,
l’algorithme conside`re qu’il existe une et une seule topologie de communication : celle obte-
nue en allouant un lien de communication point a` point entre une paire de processeurs si et
seulement si une taˆche assigne´e au premier processeur communique avec une taˆche assigne´e
au deuxie`me processeur.
Plusieurs heuristiques ont e´te´ propose´es pour acce´le´rer la re´solution de ce proble`me, soit
les algorithmes ge´ne´tiques (Dhodhi et al., 1995), les algorithmes a` e´volution diffe´rentielle
(Rae et Parameswaran, 1998) et une heuristique de descente (Wolf, 1997). Dans (Prakash et
Parker, 1994), une formulation ILP est propose´e pour une variante de ce proble`me dont la
topologie de communication est un bus partage´ et qui tient compte de la quantite´ de me´moire
utilise´e par le code des processeurs alloue´s.
Dans (Erbas et al., 2006), des algorithmes ge´ne´tiques multi-objectifs sont utilise´s pour
optimiser le temps d’exe´cution, la puissance et le couˆt mate´riel d’une architecture multi-
processeurs imple´mentant un KPN. Les processus du KPN sont caracte´rise´s par leur charge
de calcul alors que les canaux sont caracte´rise´s par leur charge de communication. Les pro-
cessus sont assigne´s aux processeurs alors que les canaux qui re´alisent des communications
inter-processeurs sont assigne´s a` des me´moires partage´es. Le temps d’exe´cution est e´value´
en additionnant les charges impose´es aux processeurs par les diffe´rents e´le´ments du KPN
sans tenir compte de l’ordonnancement dynamique des processus (de´pendances de donne´es,
changements de contexte, etc.) L’algorithme prend en entre´e un graphe d’architecture qui
indique quels processeurs peuvent eˆtre alloue´s et quels processeurs peuvent communiquer
entre eux. Le couˆt mate´riel est calcule´ selon les processeurs alloue´s a` l’inte´rieur de ce gabarit.
Un autre algorithme ge´ne´tique multi-objectifs base´ sur un gabarit d’architecture est propose´
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dans (Schlichter et al., 2006), qui assigne les taˆches d’un TPG a` un graphe d’architecture
et e´value leur temps d’exe´cution par un ordonnancement statique. Une variante de cet algo-
rithme est utilise´ par SystemCoDesigner (Keinert et al., 2009), alors que le temps d’exe´cution
de l’application, qui est constitue´e d’un ensemble d’acteurs SysteMoC (Falk et al., 2006), est
plutoˆt e´value´ par une simulation TLM avec VPC (Streubuhr et al., 2009).
Ces algorithmes limitent le nombre de processeurs qui peuvent eˆtre alloue´s a` moins que
le gabarit d’architecture contienne au moins autant de processeurs que de taˆches. Cela est
proble´matiques pour les formulations ILP e´tant donne´ que le nombre de variables et d’e´qua-
tions y est proportionnel a` la fois au nombre de taˆches et processeurs (Prakash et Parker,
1992, 1994). Aussi, ces algorithmes ne supportent pas directement l’assignation de modules
en mate´riel. Pour ce faire, il faut plutoˆt proce´der indirectement, en de´finissant pour chaque
module un « processeur » spe´cial repre´sentant l’imple´mentation mate´rielle du module et en
spe´cifiant que seul ce module peut eˆtre assigne´ a` ce processeur. Cela est ne´cessaire pour
s’assurer que ces modules mate´riels puissent eˆtre ordonnance´s en paralle`le. Cependant, cela
augmente grandement le nombre de processeurs dans le gabarit d’architecture et le risque
qu’une assignation donne´e des taˆches soit invalide. Cela est particulie`rement proble´matique
pour les algorithmes ge´ne´tiques pre´sente´s. En effet, les individus (qui repre´sentent chacun
une allocation et assignation donne´es) y sont repre´sente´s sous la forme d’un vecteur de bits
sur lesquels s’appliquent des ope´rateurs de croisement et de mutation. Ces ope´rateurs sont
aveugles (ils ne tiennent pas compte des spe´cificite´s du proble`me) et leur application peut
donc produire une assignation invalide (Erbas et al., 2006; Schlichter et al., 2006). Il est alors
ne´cessaire d’appliquer une proce´dure de re´paration sur un tel individu, et ce possiblement sur
plusieurs individus et sur plusieurs ge´ne´rations (ou ite´rations) de l’algorithme. Cette re´para-
tion peut eˆtre complexe : dans (Schlichter et al., 2006; Keinert et al., 2009), elle implique de
re´soudre un proble`me NP-complet de satisfiabilite´ boole´enne (Garey et Johnson, 1979) dont
le nombre de clauses est proportionnel au nombre de processeurs.
A` l’inverse, notre formulation du proble`me n’impose aucune borne explicite au nombre
de processeurs et supporte directement l’assignation des modules au mate´riel. Les ope´rateurs
(mouvements) de´finis pour la recherche locale tiennent compte de la spe´cificite´ du proble`me
et assurent que toutes les assignations produites sont correctes par construction. Il est ensuite
aise´ d’ajouter une borne explicite, si ne´cessaire, au nombre de processeurs : il suffit d’interdire
les mouvements qui feraient de´passer cette borne. Nous avons imple´mente´ une telle borne,
qui est optionnelle, pour tous nos algorithmes. Les meˆmes principes s’appliquent directement
a` l’exploration des topologies de communication sur plusieurs bus.
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2.5.2.3 Allocation des processeurs et topologie de communications
Divers algorithmes combinent l’exploration de l’allocation des processeurs et de la to-
pologie de communication. Ainsi, (Le Beux et al., 2009) pre´sente un algorithme ge´ne´tique
multi-objectifs pour assigner les taˆches d’un TPG a` un nombre variable de processeurs ho-
moge`nes relie´s entre eux par un re´seau sur puce (NoC : Network on Chip). Cette exploration
permet de choisir parmi trois topologies re´gulie`res pour le NoC, soit une topologie cross-
bar, maille´e (mesh) 2D ou en anneau. Notre approche explore plutoˆt des topologies de bus
hie´rarchiques qui peuvent eˆtre irre´gulie`res et relier des acce´le´rateurs mate´riels en plus des
processeurs.
(Blickle et al., 1998) assigne les noeuds et les arcs d’un TPG a` un graphe d’architecture
dont les noeuds repre´sentent des processeurs ou des liens de communication et dont les arcs
indiquent quels processeurs peuvent utiliser quels liens de communication. Le gabarit d’ar-
chitecture peut contenir des liens point-a`-point et des bus partage´s, mais ne contient pas de
ponts entre les bus. Cette me´thode ne cible donc pas les topologies de bus hie´rarchiques sur
puce. Un algorithme ge´ne´tique multi-objectifs est utilise´ pour explorer les diffe´rentes solu-
tions possibles, dont le temps d’exe´cution est e´value´ par un ordonnancement statique. Cette
approche partage les limites des algorithmes ge´ne´tiques pre´sente´s a` la section pre´ce´dente.
En particulier, l’application des ope´rateurs ge´ne´tiques peut rendre un individu invalide et sa
re´paration est un proble`me NP-complet.
L’algorithme ge´ne´tique MOGAC (Dick et Jha, 1998) s’attaque a` ce proble`me en de´finis-
sant des grappes de solutions qui ont exactement la meˆme allocation de processeurs et la
meˆme topologie de liens de communication. Les ope´rateurs ge´ne´tiques sont principalement
applique´s a` l’inte´rieur d’une meˆme grappe pour e´viter de modifier l’allocation ou la topologie
et de cre´er des individus structurellement incohe´rents. L’allocation et la topologie sont ex-
plore´es lors de l’application occasionnelle des ope´rateurs ge´ne´tique aux grappes elles-meˆmes.
Chaque individu voit alors ses informations d’assignation ale´atoirement re´initialise´es pour sa
nouvelle allocation et topologie. L’exploration de l’allocation et de l’assignation se font ainsi
en deux phases ite´ratives alors qu’elle se fait en une phase combine´e dans notre me´thode.
Dans (Deniziak et Gorski, 2008), la programmation ge´ne´tique est applique´e a` ce proble`me.
Dans cet algorithme, un individu ne repre´sente pas une allocation et assignation particulie`re,
mais plutoˆt un algorithme glouton, compose´ a` partir de re`gles e´le´mentaires, qui permet de
construire une telle allocation et assignation en une phase combine´e. Les ope´rateurs ge´ne´-
tiques modifient les re`gles utilise´es par ces algorithmes gloutons, mais rien ne garantit que
l’ensemble de ces re`gles permet de ge´ne´rer toutes les allocations, topologies et assignations
qui font partie de l’espace de recherche. Ces me´thodes conside`rent e´galement les topologies
compose´es de liens point-a`-point et de bus partage´s, mais non les topologies de bus hie´rar-
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chiques.
(Madsen et al., 2006) pre´sente un algorithme ge´ne´tique multi-objectifs pour l’explora-
tion de l’allocation des processeurs et des topologies de bus hie´rarchiques pour un TPG. Ce
mode`le d’architecture conside`re donc les ponts. De plus, les ope´rateurs ge´ne´tiques utilise´s
ne sont pas aveugles et tiennent compte des spe´cificite´s du proble`me. Ainsi, l’ope´rateur de
croisement s’assure de conserver la cohe´rence entre l’allocation et l’assignation. Les ope´ra-
teurs de mutation permettent de modifier l’assignation d’une taˆche, de meˆme que d’ajouter
ou de retirer un processeur tout en modifiant l’assignation des taˆches en conse´quence. Ces
ope´rateurs de mutation sont semblables aux mouvements de recherche locale de notre me´-
thode, mais celle-ci inclut e´galement des ope´rateurs pour ajouter ou retirer des bus de meˆme
que pour de´placer des processeurs d’un bus a` un autre. L’exploration de la topologie dans
(Madsen et al., 2006) doit donc se faire a` l’inte´rieur d’un gabarit. Cette me´thode mode´lise
les acce´le´rateurs mate´riels simplement comme un processeur avec une fre´quence plus e´leve´e
alors que la noˆtre conside`re comme distinctes les imple´mentations mate´rielles des diffe´rentes
taˆches. Notre me´thode tient ainsi compte du fait que toutes les taˆches ne subissent pas une
acce´le´ration uniforme en passant du logiciel au mate´riel.
2.5.3 Algorithmes de recherche locale
Les principaux travaux portant sur l’exploration combine´e de l’allocation des processeurs
et de la topologie de communications utilisent des algorithmes e´volutionnistes plutoˆt que des
algorithmes de recherche locale tels que le recuit simule´ (van Laarhoven et Aarts, 1987) ou
la recherche tabou (Glover et Laguna, 1997), qui raffinent ite´rativement une solution tout en
pouvant sortir d’un optimum local. Les re´sultats de travaux ante´rieurs portant sur un sous-
ensemble de ce proble`me indiquent que la recherche tabou se compare avantageusement aux
algorithmes ge´ne´tiques pour l’exploration architecturale. Ainsi, la recherche tabou s’exe´cute
plus rapidement et obtient de meilleures solutions qu’un algorithme ge´ne´tique pour le par-
titionnement logiciel/mate´riel d’un TPG avec ordonnancement statique (Wiangtong et al.,
2002; Jigang et al., 2008) ainsi que pour l’exploration de l’allocation des processeurs et de
l’assignation des taˆches a` ceux-ci (Axelsson, 1997). Ces re´sultats nous ont incite´ a` propo-
ser ce qui est, a` notre connaissance, la premie`re heuristique de recherche tabou pour un
proble`me combinant l’exploration de l’allocation des processeurs et d’une topologie de bus
hie´rarchiques. Le recuit simule´ est concurrentiel avec les algorithmes ge´ne´tiques pour l’ex-
ploration architecturale (Axelsson, 1997; Wiangtong et al., 2002; Jigang et al., 2008) et nous
avons e´galement imple´mente´ cet algorithme qui, a` notre connaissance, n’a pas non plus e´te´
propose´ pour le proble`me combine´ d’exploration architecturale. Les heuristiques propose´es se
distinguent e´galement des algorithmes ge´ne´tiques multi-objectifs pre´sente´s a` la section 2.5.2.3
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en ce qu’elles optimisent plutoˆt un crite`re donne´ tout en soumettant les autres crite`res a` des
contraintes.
Les heuristiques de recherche locale raffinent une solution en y appliquant ite´rativement
des ope´rateurs qu’on appelle mouvements. Le voisinage d’une solution donne´e est l’ensemble
des solutions qu’on peut obtenir en appliquant un mouvement a` cette solution. Le recuit
simule´ se´lectionne ale´atoirement un mouvement dans un voisinage et applique ce mouvement
a` la solution si il ame´liore la solution, ou sinon avec une probabilite´ qui de´pend de la tempe´ra-
ture courante. La valeur de la tempe´rature subit ge´ne´ralement une de´croissance ge´ome´trique
lors du recuit simule´ (T (i+1) = a∗T (i) avec a < 1) et le recuit simule´ cesse lorsque la tempe´-
rature devient trop basse pour e´chapper a` un optimum local. Le recuit simule´ a e´te´ applique´
aux proble`mes du partitionnement logiciel/mate´riel (Eles et al., 1997; Wiangtong et al., 2002;
Ahmed et Khan, 2004; Banerjee et Dutt, 2004), de l’assignation des taˆches aux processeurs
(Wild et al., 2003; Orsila et al., 2007) et de l’allocation des processeurs (Axelsson, 1997). Le
temps d’exe´cution et la qualite´ des solutions trouve´es par le recuit simule´ de´pendent de la
tempe´rature initiale ainsi que du taux de de´croissance. De plus, les valeurs optimales de ces
parame`tres de´pendent de l’instance du proble`me a` re´soudre. La valeur optimale du taux de
de´croissance peut e´galement varier pendant un recuit simule´ donne´. Cependant, la plupart
des travaux utilisent des valeurs fixes pour ces parame`tres (Axelsson, 1997; Eles et al., 1997;
Wild et al., 2003; Ahmed et Khan, 2004; Banerjee et Dutt, 2004). Une me´thode qui e´quivaut
a` adapter la tempe´rature initiale aux caracte´ristiques de l’instance du proble`me est pre´sen-
te´e dans (Orsila et al., 2007). Dans (Wiangtong et al., 2002), la tempe´rature est le´ge`rement
augmente´e lorsqu’un mouvement est rejete´, ce qui permet un certain ajustement du taux de
de´croissance selon l’instance du proble`me. Notre recuit simule´ combine ces deux ame´liora-
tions tout en ajustant continuellement le taux de de´croissance. Il s’agit a` notre connaissance
de la premie`re application du recuit simule´ adaptatif (Ortner, 2004; Perrin et al., 2005) a`
l’exploration architecturale.
La recherche tabou est une heuristique locale qui, a` chaque ite´ration, applique le meilleur
mouvement non tabou dans un voisinage. Le caracte`re tabou ou non d’un mouvement est
de´termine´ selon les informations contenues dans une me´moire a` court terme appele´e liste
tabou. Apre`s un mouvement, les informations associe´es a` ce mouvement sont ajoute´es a` la
liste tabou, puis elle sont ge´ne´ralement retire´es apre`s un nombre d’ite´rations qui est e´gal a`
longueur de la liste tabou. La recherche tabou a e´te´ applique´ aux proble`mes du partitionne-
ment logiciel/mate´riel (Eles et al., 1997; Wiangtong et al., 2002; Ahmed et Khan, 2004), de
l’assignation des taˆches aux processeurs (Wild et al., 2003) et de l’allocation des processeurs
(Axelsson, 1997; Slomka et al., 2004). L’efficacite´ de la recherche tabou de´pend donc de la
structure de la liste tabou et de sa longueur. En particulier, la longueur optimale de la liste
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tabou de´pend de l’instance du proble`me a` re´soudre et peut varier au cours d’une recherche
tabou donne´e. Par contre, ces travaux utilisent une liste tabou de longueur fixe (Axelsson,
1997; Eles et al., 1997; Wiangtong et al., 2002; Wild et al., 2003; Slomka et al., 2004). La
seule exception est (Ahmed et Khan, 2004), qui fait subir une de´croissance ge´ome´trique a` la
longueur de la liste tabou jusqu’a` ce qu’elle atteigne une longueur fixe minimale. En com-
paraison, notre recherche tabou peut augmenter ou diminuer la longueur de la liste tabou
selon l’e´volution de la recherche. Ainsi, il s’agit a` notre connaissance de la premie`re appli-
cation a` un proble`me d’exploration architecturale de la recherche tabou re´active (Battiti et
Tecchiolli, 1994, 1995), qui inclut e´galement un me´canisme de diversification base´ sur une
me´moire a` long terme qui de´tecte les re´pe´titions. De plus, les autres travaux utilisent une
liste tabou qui contient soit des solutions re´cemment visite´es (Wiangtong et al., 2002; Wild
et al., 2003; Ahmed et Khan, 2004; Slomka et al., 2004) ou l’inverse des mouvements re´cem-
ment effectue´s (Axelsson, 1997; Eles et al., 1997). Notre liste tabou est plus puissante en ce
qu’elle contient des attributs qui s’appliquent a` des classes des mouvements et qu’elle traite
se´pare´ment l’ajout et le retrait d’attributs par les mouvements.
2.6 Me´thodologies inte´gre´es
Le chapitre 3 de cette the`se pre´sente une me´thodologie inte´gre´e de conception, d’explora-
tion architecturale et de synthe`se des syste`mes embarque´s. Alors que les sections pre´ce´dentes
ont compare´ aux travaux ante´rieurs nos contributions aux diffe´rentes e´tapes de cette me´thodo-
logie, cette section compare notre me´thodologie dans son ensemble a` d’autres me´thodologies
inte´gre´es de conception, d’exploration architecturale et de synthe`se. Ces me´thodologies sont
SoCDAL (Ahn et al., 2008), PeaCE (Lee et al., 2010), Koski (Kangas et al., 2006), Daedalus
(Nikolov et al., 2008c) et SystemCoDesigner (Keinert et al., 2009).
2.6.1 SoCDAL
Dans SoCDAL (Ahn et al., 2008), une application embarque´e est spe´cifie´e sous la forme
d’un graphe CSDF et la fonctionnalite´ de chaque processus CSDF est spe´cifie´e en SystemC.
L’architecture cible comprend un nombre fixe de processeurs, des acce´le´rateurs mate´riels et
un bus partage´. SoCDAL assigne et ordonnance statiquement les processus CSDF sur cette
architecture. Le temps d’exe´cution d’une assignation et ordonnancement donne´s est donc
e´value´ par analyse statique. Ainsi, pour chaque processus CSDF, un ensemble d’acteurs SDF
correspondant aux modes d’exe´cution de ce processus est extrait. Le code C associe´ a` chaque
acteur SDF est e´galement extrait, de meˆme que son CFG. Le temps d’exe´cution de chaque
bloc de base est estime´ statiquement, puis le WCET logiciel d’un acteur SDF est estime´ par
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la re´solution d’un proble`me ILP formule´ selon les contraintes structurelles du CFG, tel que
de´crit a` la section 2.4.1.2. Le WCET mate´riel d’un acteur SDF est estime´ de manie`re analogue
(Yoo et al., 2006). Dans les deux cas, le processus d’estimation statique peut demander une
intervention de l’utilisateur pour de´terminer le nombre maximal d’ite´rations d’une boucle.
Des couˆts en ressources mate´rielles ou en me´moire logicielle sont aussi associe´s a` chaque
processus CSDF, mais il n’est pas clair si cela est re´alise´ automatiquement ou manuellement.
SoCDAL proce`de ensuite a` l’exploration architecturale a` l’aide d’un algorithme e´volution-
niste d’inspiration quantique, qui vise a` optimiser l’assignation des processus CSDF aux pro-
cesseurs et acce´le´rateurs mate´riels de l’architecture. Le temps d’exe´cution d’une assignation
donne´e est e´value´ par un ordonnancement statique non-pre´emptif des processus du CSDF,
qui tient e´galement compte de la contention sur le bus partage´. Le couˆt d’une assignation est
e´value´ selon la me´moire logicielle utilise´e par les processus CSDF assigne´s en logiciel et les
ressources mate´rielles utilise´es par ceux assigne´s en mate´riel. SoCDAL peut ensuite ge´ne´rer,
pour l’assignation et l’ordonnancement statique retenus par l’algorithme, un mode`le BCA du
syste`me. Ainsi, un ISS ARM est associe´ a` chaque processeur et le logiciel embarque´ exe´cute´
par cet ISS est construit a` partir du code C des processus qui lui sont assigne´s. Ce logiciel
embarque´ inclut e´galement un ordonnanceur statique non-pre´emptif. Un mode`le TLM est
ge´ne´re´ pour chaque processus assigne´ en mate´riel et une simulation BCA du syste`me peut
eˆtre re´alise´e avec le simulateur MaxSim (ARM Ltd., 2010). Ainsi, cette me´thode ne re´alise
pas une synthe`se mate´rielle du syste`me e´tant donne´ qu’un code RTL n’est pas ge´ne´re´ pour
les modules assigne´s en mate´riel.
Notre me´thodologie se distingue de SoCDAL en ce qu’elle se base sur un mode`le de calcul
plus ge´ne´ral, qui ne peut pas ne´cessairement eˆtre ordonnance´ statiquement. En conse´quence,
l’estimation du temps d’exe´cution dans notre me´thodologie se base plutoˆt sur des me´thodes
dynamiques, qui incluent une caracte´risation par profilage non-intrusif. Notre exploration
architecturale permet d’explorer non seulement l’assignation des taˆches logicielles, mais e´ga-
lement l’allocation des processeurs et la topologie de communication. De plus, nous utilisons
des algorithmes de recherche locale plutoˆt que des algorithmes e´volutionnistes. Finalement,
notre me´thode automatise la synthe`se mate´rielle des modules assigne´s en mate´riels vers une
imple´mentation RTL, ce qui permet d’imple´menter l’architecture retenue sur une cible FPGA.
2.6.2 PeaCE
Une application embarque´e est mode´lise´e dans PeaCE comme un ensemble de taˆches pe´-
riodiques ayant chacune une e´che´ance (deadline) a` respecter et une priorite´ statique (Lee
et al., 2010). Chaque taˆche est un graphe SDF et la fonctionnalite´ de chaque processus
SDF est spe´cifie´e en C. L’architecture cible comprend un nombre variable de processeurs et
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d’acce´le´rateurs mate´riels de meˆme qu’une topologie de bus hie´rarchiques. L’exploration archi-
tecturale se fait en deux phases. La premie`re phase alloue les processeurs et les acce´le´rateurs
mate´riels et assigne a` ceux-ci les processus SDF de manie`re a` minimiser le couˆt mate´riel tout
en s’assurant que chaque taˆche respecte son e´che´ance. La seconde phase choisit une topologie
de communication de manie`re a` minimiser le temps d’exe´cution des taˆches.
PeaCE associe un temps d’exe´cution logiciel a` chaque processus SDF et sa caracte´risation
s’effectue a` l’aide d’une instrumentation intrusive du code source du processus, puis d’un pro-
filage sur l’ISS cible (Kwon et al., 2004). S’il existe un acce´le´rateur mate´riel pour un processus
SDF donne´, alors un temps d’exe´cution mate´riel peut lui eˆtre associe´, mais cette caracte´ri-
sation est effectue´e manuellement. Le couˆt mate´riel d’une allocation donne´e de processeurs
et d’acce´le´rateurs mate´riels est e´value´ en additionnant le couˆt mate´riel de chacun d’entre
eux. Pour une assignation donne´e des processus SDF a` une telle allocation, PeaCE e´value
le respect des e´che´ances des taˆches selon un ordonnancement statique de tous les processus
SDF pour une hyperpe´riode des taˆches. E´tant donne´ que la topologie de communication n’est
pas encore fixe´e, les temps de communication y sont mode´lise´s de manie`re abstraite selon un
coefficient qui repre´sente un temps de communication unitaire. Une heuristique gloutonne
alloue des processeurs ou des acce´le´rateurs mate´riels jusqu’a` ce que les e´che´ances de chaque
taˆche soient respecte´es (Oh et Ha, 2002). Pour une allocation donne´e, une heuristique d’or-
donnancement par liste assigne les processus SDF de chaque taˆche aux composants alloue´s.
Cette assignation se fait par ordre de priorite´ des taˆches et l’heuristique d’ordonnancement
ajuste les temps d’exe´cution des processus selon le taux d’utilisation des processeurs par les
taˆches de priorite´s plus e´leve´es.
Une fois que l’allocation est fixe´e de meˆme que l’assignation des processus, PeaCE peut
ge´ne´rer, a` partir du code C des processus, un code logiciel embarque´ pour chaque proces-
seur alloue´. Par contre, il n’y a pas de synthe`se comportementale des processus assigne´s en
mate´riel et un module VHDL doit eˆtre fourni pour chacun d’entre eux. PeaCE ge´ne`re alors
un controˆleur pour l’inte´gration de ces modules VHDL (Jung et al., 2008). Ensuite, une co-
simulation logiciel/mate´riel avec des ISS et un simulateur HDL est re´alise´e pour extraire
une trace des acce`s aux me´moires. Cette trace inclut les communications entre processeurs,
qui s’effectuent par me´moire partage´e, et une topologie de communication donne´e peut eˆtre
e´value´e en ordonnanc¸ant sur celle-ci la trace. Une heuristique de descente explore la topolo-
gie de communication (Kim et Ha, 2006). Cette heuristique de´bute par une topologie a` un
seul bus partage´, puis tente d’ajouter des bus ou de modifier l’assignation des composants
aux bus jusqu’a` ce qu’aucun mouvement ne permette de diminuer le temps d’exe´cution du
syste`me. Il est cependant possible que les taˆches ne respectent plus leurs e´che´ances une fois
que la topologie de communication est prise en compte. Dans ce cas, la phase d’allocation des
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processeurs et d’assignation des taˆches est lance´e a` nouveau avec un coefficient de temps de
communication unitaire plus e´leve´. Une nouvelle topologie est alors choisie et ainsi de suite
jusqu’a` ce qu’on converge vers une solution. Dans l’exemple fourni dans (Lee et al., 2010),
il a e´te´ ne´cessaire d’ite´rer 27 fois entre ces deux phases avant de converger, ce qui inclut 27
co-simulations logiciel/mate´riel.
Notre me´thodologie se distingue de PeaCE par l’utilisation d’un mode`le de calcul moins
restrictif que les SDF, par l’automatisation de la synthe`se comportementale des modules
assigne´s en mate´riel, par l’utilisation d’un profilage non-intrusif, par l’automatisation de
la caracte´risation des temps d’exe´cution des modules mate´riels et du RTOS ainsi que par
l’utilisation d’heuristiques, telles que le recuit simule´ ou la recherche tabou, qui peuvent sortir
d’un optimum local. De plus, notre formulation du proble`me d’exploration architecturale
combine l’exploration de l’allocation des processeurs et de la topologie de communication en
une seule et meˆme phase, plutoˆt que d’ite´rer entre deux phases distinctes.
2.6.3 Koski
Une application embarque´e est spe´cifie´e dans Koski (Kangas et al., 2006) en UML sui-
vant le mode`le de calcul des KPN. L’architecture cible comprend un nombre variables de
processeurs homoge`nes NIOS II et un bus partage´. L’exploration architecturale consiste donc
a` choisir le nombre de processeurs a` allouer et a` assigner les taˆches aux processeurs. Pour
une allocation et une assignation donne´es, Koski peut ge´ne´rer soit un mode`le TLM de l’ar-
chitecture, soit une imple´mentation RTL de l’architecture incluant un code C embarque´ pour
chaque processeur alloue´. Koski caracte´rise le temps d’exe´cution logiciel moyen de chaque
processus par un profilage intrusif sur le processeur cible.
Le re´seau KPN de l’application est ensuite statiquement converti en un TPG aux fins
de l’exploration architecturale, mais les de´tails de cette conversion ne sont pas fournis. Le
temps d’exe´cution d’une allocation et assignation donne´es sont e´value´ par un ordonnancement
statique du TPG. L’exploration architecturale alloue successivement de a` 1 a` N processeurs
et applique pour chaque allocation une heuristique d’assignation hybride qui combine le
recuit simule´ et l’heuristique de Kernighan-Lin (Orsila et al., 2005). Le recuit simule´ est
d’abord applique´, puis l’heuristique de Kernighan-Lin est applique´e au re´sultat du recuit
simule´ avec des mouvements qui consistent a` de´placer une taˆche d’un processeur a` un autre.
Le recuit simule´ et Kernighan-Lin sont ensuite applique´s de nouveau en diminuant de moitie´
la tempe´rature initiale du recuit et ainsi de suite jusqu’a` la terminaison de l’heuristique. Cette
heuristique optimise le temps d’exe´cution et la taille des tampons de me´moire (Orsila et al.,
2007).
Un de´savantage de l’utilisation d’un TPG pour l’exploration architecturale est que l’es-
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timation du temps d’exe´cution du syste`me ne tient pas compte du temps d’exe´cution du
RTOS et des changements de contexte, alors qu’un RTOS avec ordonnancement dynamique
sera utilise´ pour l’imple´mentation du KPN. Une deuxie`me phase d’exploration architecturale
raffine donc la solution obtenue et l’e´valuation du temps d’exe´cution se fait alors en simulant
l’application sur l’architecture cible. Cette deuxie`me phase est re´alise´e par une heuristique
de descente, qui tente de de´placer une taˆche a` la fois d’un processeur a` un autre jusqu’a`
ce qu’aucun mouvement ne puisse ame´liorer la solution. Les parame`tres du bus, tel que sa
largeur de bits et les priorite´s des maˆıtres, peuvent ensuite eˆtre configure´s par une heuristique
inspire´e du recuit simule´ (Riihimaki et al., 2002).
Notre me´thodologie se distingue de Koski par l’utilisation d’un mode`le de calcul plus
ge´ne´ral, par l’automatisation de la synthe`se comportementale des modules mate´riels et par
l’inte´gration de ceux-ci a` l’exploration architecturale, par l’utilisation d’un profilage non-
intrusif pour la caracte´risation automatique des modules logiciels et mate´riels ainsi que du
RTOS, par l’utilisation d’une analyse dynamique par trace tout au long de l’exploration ar-
chitecturale et par l’utilisation de la recherche tabou. De plus, notre formulation du proble`me
d’exploration architecturale conside`re e´galement la topologie de communication et ne se´pare
pas l’allocation et l’assignation en deux phases.
2.6.4 Daedalus
Une application embarque´e est repre´sente´e dans Daedalus (Nikolov et al., 2008c) comme
un KPN ou` un code se´quentiel C++ est associe´ a` chaque processus. L’architecture cible
comprend un nombre variable de processeurs et peut e´galement contenir des acce´le´rateurs
mate´riels. L’exploration architecturale choisit les processeurs et les acce´le´rateurs mate´riels
alloue´s et assigne les taˆches a` ceux-ci. Pour une allocation et une assignation donne´e, il est
possible de ge´ne´rer un mode`le TLM temporise´ de l’architecture et de simuler son exe´cution
de l’application via Sesame (Pimentel et al., 2006), tel que de´crit a` la section 2.4.2.2. Une
imple´mentation RTL de l’architecture peut aussi eˆtre ge´ne´re´e avec ESPAM (Nikolov et al.,
2008b), qui ge´ne`re le logiciel embarque´ associe´ a` chaque processeur ainsi qu’une plate-forme
RTL a` partir des mode`les RTL des processeurs, bus et me´moires. Un acce´le´rateur mate´riel
pour un module de l’application peut eˆtre utilise´ seulement s’il existe de´ja` un IP RTL pour
celui-ci. En effet, Daedalus n’automatise pas la synthe`se comportementale des acce´le´rateurs
mate´riels, mais permet l’inte´gration d’un IP RTL par la ge´ne´ration d’un controˆleur (Nikolov
et al., 2008a).
L’exploration architecturale s’effectue principalement a` l’aide d’un algorithme ge´ne´tique
multi-objectifs qui vise a` optimiser le temps d’exe´cution et le couˆt mate´riel du syste`me (Erbas
et al., 2006). Un gabarit d’architecture (tel qu’un ensemble de processeurs connecte´s par un
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bus partage´ ou un crossbar) doit eˆtre fourni a` l’algorithme, qui cherche a` trouver un ensemble
Pareto-optimal d’allocations de processeurs et d’assignation des taˆches. Le couˆt mate´riel est
e´value´ selon l’ensemble des composants alloue´s alors que le temps d’exe´cution est e´value´
a` partir d’un parame`tre de charge de calcul associe´ a` chaque processus du KPN et d’un
parame`tre de charge de communication associe´ a` chaque canal du KPN. Ces parame`tres
peuvent eˆtre caracte´rise´s par une analyse statique d’une trace de simulation du KPN tel que
pre´sente´ a` la section 2.4.3.1, mais il n’est pas clair a` quel point cette caracte´risation doit eˆtre
faite manuellement ou automatiquement.
L’estimation du temps d’exe´cution lors de cette exploration architecturale est tre`s gros-
sie`re, car elle ne tient pas compte de l’ordonnancement des processus. Ainsi, Daedalus re´alise
une deuxie`me phase d’exploration architecturale en effectuant avec Sesame une simulation
TLM temporise´e des solutions prometteuses trouve´es a` l’e´tape pre´ce´dente, ce qui permet de
tenir compte de l’ordonnancement pour ces solutions. Les solutions qui demeurent Pareto-
optimales apre`s ces simulations seront conside´re´es pour une imple´mentation au niveau RTL.
Avant d’effectuer ces simulations temporise´es, il est ne´cessaire de caracte´riser le temps d’exe´-
cution logiciel des calculs effectue´s par les processus du KPN. Cette caracte´risation implique
une annotation manuelle des segments de programme dans le code source et assembleur ainsi
qu’un profilage intrusif de chaque processus sur un ISS afin d’extraire le temps d’exe´cution
moyen de chaque segment de programme (Pimentel et al., 2008). La caracte´risation du temps
d’exe´cution des acce´le´rateurs mate´riels est par contre re´alise´e manuellement.
Une restriction des imple´mentations RTL ge´ne´re´es dans Daedalus est qu’il doit eˆtre pos-
sible d’ordonnancer statiquement l’ensemble des taˆches assigne´es a` un processeur donne´. En
effet, ESPAM ne supporte pas un RTOS lors de la ge´ne´ration du logiciel embarque´ d’un pro-
cesseur et ordonnance plutoˆt au moment de la compilation les taˆches qui y ont e´te´ assigne´es
(Nikolov et al., 2008b). Or il est ge´ne´ralement impossible d’ordonnancer statiquement les
processus d’un KPN (Buck, 1993). L’exploration architecturale ne semble ni ve´rifier si un tel
ordonnancement statique sera possible sur chaque processeur, ni tenir compte du temps d’exe´-
cution d’un e´ventuel ordonnancement dynamique. Bref, cette me´thodologie semble mieux
approprie´e a` un sous-ensemble des KPN pouvant eˆtre ordonnance´s statiquement, tel que les
CSDF.
Notre me´thodologie se distingue de Daedalus par l’utilisation d’un mode`le de calcul plus
ge´ne´ral, par l’automatisation de la synthe`se comportementale des modules mate´riels, par
l’utilisation d’un profilage non-intrusif pour la caracte´risation automatique des modules logi-
ciels et mate´riels, par le support d’un RTOS lors de l’estimation et de la synthe`se logicielle,
par l’utilisation d’une analyse dynamique par trace tout au long de l’exploration architec-
turale et par l’utilisation des algorithmes de recherche locale. De plus, notre estimation du
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temps d’exe´cution tient compte des variations dans le temps d’exe´cution de chaque segment
de programme plutoˆt que de conside´rer qu’il est toujours e´gal a` un temps moyen. Finalement,
notre formulation du proble`me d’exploration architecturale explore e´galement la topologie de
communication.
2.6.5 SystemCoDesigner
Une application embarque´e est spe´cifie´e dans SystemCoDesigner (Keinert et al., 2009)
comme un ensemble d’acteurs SysteMoC (Falk et al., 2006), qui est une librairie SystemC
base´e sur le mode`le de calcul FunState (Strehl et al., 2001). Chaque acteur est spe´cifie´ avec
SysteMoC comme une machine a` e´tats finis qui exe´cute des actions (calculs ou communica-
tions) lors des transitions d’e´tat. Un tel acteur correspond a` un processus KPN s’il effectue
seulement des lectures bloquantes, mais il est e´galement possible qu’un acteur effectue des lec-
tures non-bloquantes. L’architecture cible est compose´e d’un nombre variable de processeurs
MicroBlaze et d’acce´le´rateurs mate´riels relie´s entre eux par un ensemble de FIFO. System-
CoDesigner permet de ge´ne´rer une imple´mentation RTL de chaque acteur SysteMoC par une
synthe`se comportementale avec Cynthesizer (Meredith, 2008). Il semble que la synthe`se d’in-
terface ne couvre pas la se´rialisation des structures de donne´es et que les acteurs SysteMoC
ne puissent communiquer qu’en utilisant des types de donne´es primitifs C/C++.
Pour une allocation et une assignation donne´e, SystemCoDesigner peut ge´ne´rer une mo-
de`le TLM temporise´ ou une imple´mentation RTL. La simulation TLM temporise´e s’effectue
avec le simulateur VPC (Streubuhr et al., 2009), tel que de´crit a` la section 2.4.2.2. Des temps
d’exe´cution logiciel et mate´riel moyens sont associe´s aux calculs de chaque action, qui cor-
respond approximativement a` un segment de programme. Cette simulation TLM ordonnance
les acteurs sur des mode`les de processeur, mais ne tient pas compte du temps d’exe´cution
de l’ordonnancement, ce qui me`ne a` d’importantes erreurs d’estimation (Keinert et al., 2009;
Streubuhr et al., 2009) par rapport au temps d’exe´cution de l’imple´mentation RTL. Une
imple´mentation est ge´ne´re´e en instanciant les blocs RTL correspondant a` l’ensemble des pro-
cesseurs et acce´le´rateurs mate´riels alloue´s de meˆme que les FIFO RTL les reliant entre eux.
Le code logiciel pour chaque processeur est ge´ne´re´ en convertissant chaque acteur en une
classe C++ et en ge´ne´rant un ordonnanceur dynamique. Lors de l’exe´cution, celui-ci inter-
roge successivement chaque acteur afin de voir si une de ses transitions d’e´tat est active´e et
l’exe´cute si c’est le cas.
La caracte´risation de ces temps d’exe´cution logiciel pour la simulation avec VPC se fait
a` l’aide d’un profilage du PC sur FPGA, tel que de´crit a` la section 2.3.1.1. Cette me´thode
demande une implication de l’utilisateur pour extraire la plage d’adresse associe´e a` chaque
action, configurer le profileur FPGA avec ces adresses, exe´cuter le profilage puis en extraire
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les re´sultats. La caracte´risation des temps d’exe´cution mate´riel pour VPC est suppose´e eˆtre
faite par l’utilisateur, de meˆme que la caracte´risation du couˆt mate´riel des composants ma-
te´riels. Apre`s cette caracte´risation, l’exploration architecturale utilise une simulation avec
VPC pour e´valuer le temps d’exe´cution des solutions et proce`de par sommation pour e´valuer
leurs quantite´s de ressources mate´rielles. L’allocation des processeurs et des acce´le´rateurs
mate´riels ainsi que l’assignation des acteurs a` ceux-ci sont explore´es par un algorithme ge´-
ne´tique multi-objectifs base´ sur un gabarit d’architecture (Schlichter et al., 2006). Il est a`
noter que le fait que le mode`le de calcul permette des lectures non-bloquantes implique que
deux simulations VPC avec deux allocations et assignations diffe´rentes n’exe´cuteront pas
ne´cessairement la meˆme fonctionnalite´ et que leur temps d’exe´cution ne sont donc pas ne´-
cessairement comparables. L’exploration architecturale de SystemCoDesigner les conside`re
ne´anmoins comparables et ne ve´rifie pas si la meˆme fonctionnalite´ a e´te´ exe´cute´e dans les
deux cas.
Notre me´thodologie se distingue de SystemCoDesigner par la spe´cification de chaque mo-
dule sous la forme d’un code se´quentiel, par la se´rialisation des structures de donne´es lors de
la synthe`se comportementale, par l’automatisation de la caracte´risation des modules logiciels
et mate´riels ainsi que du RTOS a` l’aide d’un profilage sur ISS, par l’utilisation d’une estima-
tion par trace qui tient compte du temps d’exe´cution de l’ordonnancement et par l’utilisation
des algorithmes de recherche locale. Aussi, notre mode`le de calcul posse`de une se´mantique
de´notationnelle qui permet de ve´rifier lors de l’estimation si deux imple´mentations diffe´rentes
exe´cutent la meˆme fonctionnalite´ et si leurs temps d’exe´cution sont donc comparables. De
plus, notre estimation du temps d’exe´cution tient compte des variations dans le temps d’exe´-
cution de chaque segment de programme plutoˆt que de conside´rer qu’il est toujours e´gal a`
un temps moyen. Finalement, notre formulation du proble`me d’exploration architecturale
explore e´galement la topologie de communication.
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CHAPITRE 3
PRE´SENTATION DE LA ME´THODOLOGIE
Ce chapitre contient une vue d’ensemble de la me´thodologie de conception, d’exploration
architecturale et de synthe`se des syste`mes embarque´s pre´sente´e dans cette the`se, alors que les
chapitres suivants (4 a` 8) de´taillent des aspects de cette me´thodologie. Ce chapitre pre´sente
e´galement la plate-forme virtuelle SPACE (Filion et al., 2007; Bois et al., 2010) qui a e´te´
utilise´e pour imple´menter cette me´thodologie.
3.1 Aperc¸u ge´ne´ral
Un aperc¸u ge´ne´ral de la me´thodologie propose´e est pre´sente´ a` la figure 3.1 alors que la
figure 3.2 illustre les changements que subit une application donne´e a` diffe´rentes e´tapes de
la me´thodologie. Le point de de´part est un mode`le de calcul et une spe´cification exe´cutable
paralle`le d’un syste`me embarque´ sous la forme d’un ensemble de modules SystemC (IEEE,
2005) communiquant ensemble et avec des pe´riphe´riques via des canaux de communications
abstraits, tel qu’illustre´ a` la figure 3.2(a) (ou` le crossbar est fonctionnellement e´quivalent a`
un ensemble de canaux FIFO). Ce syste`me embarque´ sera imple´mente´ sur une technologie
cible, pour laquelle la plate-forme virtuelle SPACE (Filion et al., 2007; Bois et al., 2010)
fournit un ensemble de mode`les transactionnels de bus, de processeurs, de me´moires et de
pe´riphe´riques.
Pour imple´menter la spe´cification sur la plate-forme virtuelle, il est ne´cessaire de prendre
des de´cisions quant a` l’allocation des processeurs, bus et autres composants de la plate-forme
et a` l’assignation des modules et des pe´riphe´riques de la spe´cification sur ces composants al-
loue´s. On de´signe cette prise de de´cision comme la synthe`se d’architecture et son re´sultat est
l’architecture du syste`me embarque´. Une telle architecture n’est donc pas directement exe´cu-
table, mais repre´sente un devis pour l’imple´mentation du syste`me embarque´, tel qu’illustre´ a`
la figure 3.2(b).
La synthe`se du syste`me repre´sente la mise en oeuvre de ce devis afin d’obtenir, pour le
syste`me embarque´, une imple´mentation SystemC a` bas niveau qui est exe´cutable et est ap-
proximativement pre´cise au cycle pre`s, tel qu’illustre´ a` la figure 3.2(c). A` partir du devis de
l’architecture, la synthe`se du syste`me alloue donc un ensemble de mode`les transactionnels
de composants de la plate-forme virtuelle puis assigne les modules et pe´riphe´riques de la
spe´cification a` ces composants. Plus pre´cise´ment, si le devis indique qu’un module doit eˆtre
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assigne´ a` un processeur, alors la synthe`se du syste`me assigne a` ce processeur l’imple´mentation
logicielle de ce module ciblant ce type de processeur. De la meˆme manie`re, pour les modules
qui doivent eˆtre assigne´s directement sur un bus, la synthe`se du syste`me y assigne l’imple´-
mentation mate´rielle RTL de ces modules pour la technologie cible. La synthe`se pre´alable des
modules permet de construire cette librairie d’imple´mentations logicielles et mate´rielles des
modules qui sont utilise´es par la synthe`se du syste`me. Cette synthe`se du syste`me inclut aussi
un raffinement des canaux de communications entre les modules vers des protocoles et des
me´canismes de communication concrets. Elle ge´ne`re e´galement, pour chaque processeur, un
logiciel embarque´ comprenant un RTOS et les modules logiciels assigne´s au processeur. Le re´-
sultat de cette synthe`se est ainsi une imple´mentation en SystemC, qui est compose´e de blocs
RTL, de mode`les transactionnels de bus et de pe´riphe´riques ainsi que de logiciels embarque´s
exe´cute´s presqu’au cycle pre`s (cycle-approximate) par des simulateurs de jeu d’instructions
(ISS).
Par la suite, la synthe`se de plate-forme remplace les mode`les transactionnels des com-
posants de la plate-forme virtuelle par les blocs RTL correspondant a` ces composants, tel
qu’illustre´ a` la figure 3.2(d). L’imple´mentation finale obtenue est alors comple`tement au ni-
veau RTL et, a` la suite d’une synthe`se logique dans un flot de conception RTL bien e´tabli,
le syste`me embarque´ est re´alise´ sur sa cible finale, tel qu’un FPGA ou un ASIC.
La partie du flot pre´sente´e jusqu’a` maintenant est line´aire : la spe´cification d’une appli-
cation est progressivement raffine´e et synthe´tise´e jusqu’a` ce qu’une imple´mentation RTL en
soit obtenue. Cependant, un flot strictement line´aire ne re´pond pas aux questions suivantes :
« Comment prendre les de´cisions inhe´rentes a` la synthe`se d’architecture ? » et « Comment
ve´rifier que les bonnes de´cisions ont e´te´ prises ? » Pour ce faire, on introduit le profilage, la
caracte´risation, l’estimation et l’exploration architecturale.
Une premie`re re´ponse a` ces questions est d’effectuer une simulation avec profilage logiciel/
mate´riel et une synthe`se logique de l’imple´mentation SystemC obtenue suite a` la synthe`se
du syste`me et d’ainsi recueillir des me´triques sur la validite´ fonctionnelle, la performance et
le couˆt mate´riel de cette imple´mentation. Un processus d’exploration architecturale compare
les me´triques mesure´es aux objectifs de performance et de couˆt de l’application et, si l’im-
ple´mentation e´value´e est satisfaisante, l’exploration architecturale peut se terminer et cette
imple´mentation devient alors l’imple´mentation finale. Dans le cas contraire, l’exploration ar-
chitecturale modifie les de´cisions qui avaient e´te´ prises lors de la synthe`se d’architecture,
ge´ne`re une nouvelle imple´mentation via une synthe`se du syste`me, puis l’e´value et ainsi de
suite. L’exploration architecturale automatise donc un processus d’essais et erreurs pour la
synthe`se d’architecture et l’imple´mentation d’un syste`me embarque´.
Un tel processus d’exploration architecturale fonctionne correctement, mais peut eˆtre trop
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lent e´tant donne´ que le profilage et la synthe`se logique d’une imple´mentation sont des ope´ra-
tions dont le temps se mesure en minutes, voire en heures, et que l’exploration architecturale
peut avoir a` e´valuer des milliers d’imple´mentations. Pour raccourcir la boucle d’exploration
architecturale et l’acce´le´rer, on a recours a` l’estimation, qui permet d’estimer les me´triques
de validite´ fonctionnelle, de performance et de couˆt mate´riel d’une architecture sans avoir
a` effectuer un profilage et une synthe`se logique de chaque imple´mentation a` e´valuer. Cette
me´thode d’estimation se base sur la simulation et la synthe`se logique totale ou partielle d’un
nombre restreint d’imple´mentations initiales qui permettent de caracte´riser les parame`tres
de performance et de couˆt mate´riel de l’application et de la plate-forme. Apre`s la carac-
te´risation initiale, la me´thode d’estimation acce´le`re grandement l’e´valuation des diffe´rentes
architectures de l’application par l’exploration architecturale.
La ve´rification de l’application, de sa spe´cification exe´cutable ou de l’imple´mentation fi-
nale ne fait pas partie des pre´sents travaux. On suppose ainsi que la spe´cification exe´cutable
a de´ja` fait l’objet d’une ve´rification fonctionnelle, qui se trouve en amont de cette me´thodo-
logie, et qu’elle est correcte. Des me´thodes existantes de ve´rification au niveau RTL peuvent
e´galement eˆtre applique´es sur l’imple´mentation finale en aval de cette me´thodologie. On se
sert ne´anmoins des proprie´te´s de notre mode`le de calcul pour ve´rifier l’e´quivalence fonction-
nelle des ordonnancements re´alise´s par la spe´cification exe´cutable et par l’imple´mentation de
l’application. Ce degre´ d’e´quivalence constitue une des me´triques mesure´es ou estime´es dans
la me´thodologie.
3.2 Pre´sentation des e´le´ments de la me´thodologie
Cette section pre´sente plus en de´tails les e´le´ments de la me´thodologie introduite a` la
section 3.1 et indique quels e´le´ments constituent, en plus de la me´thodologie elle-meˆme, les
contributions de cette the`se, et lesquels sont des travaux ante´rieurs lie´s a` la plate-forme
virtuelle SPACE.
3.2.1 Mode`le de calcul RTPN
Le mode`le de calcul utilise´ dans cette me´thodologie sont les re´seaux de processus temps-
re´el (RTPN), qui sont introduits pour la premie`re fois au chapitre 4 de cette the`se. Les
RTPN sont une extension des re´seaux de processus Kahn (KPN) (Kahn, 1974). Ainsi, tel un
KPN, un RTPN est un re´seau de processus se´quentiels et de´terministes qui communiquent
entre eux par un ensemble de canaux FIFO. Cependant, a` la diffe´rence des KPN, les RTPN
permettent les lectures non-bloquantes sur les canaux ainsi que les e´critures non-bloquantes






























Figure 3.1 Aperc¸u ge´ne´ral de la me´thodologie propose´e
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Figure 3.2 E´volution d’une application a` diffe´rentes e´tapes de la me´thodologie
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tels que les senseurs e´chantillonne´s, les pe´riphe´riques d’entre´e/sortie et les contraintes temps-
re´el, que les KPN ne mode´lisent pas ade´quatement. Sous certaines conditions, les RTPN sont
un mode`le de calcul de´terministe dans un me´ta-mode`le de calcul temporise´. Cette proprie´te´
est utile a` la simulation et a` la caracte´risation d’une application embarque´e repre´sente´e par
un RTPN.
3.2.2 Spe´cification exe´cutable paralle`le
Un syste`me embarque´ ciblant la plate-forme virtuelle SPACE est repre´sente´ sous la forme
d’une spe´cification exe´cutable compose´e d’un ensemble de modules et de pe´riphe´riques code´s
en SystemC (IEEE, 2005). Chaque module est un processus se´quentiel et de´terministe posse´-
dant un et un seul fil d’exe´cution (sous la forme d’un SC_THREAD ou SC_CTHREAD SystemC).
Bien que chaque module soit se´quentiel, ils s’exe´cutent en paralle`le entre eux et cette spe´-
cification exe´cutable est donc paralle`le. Le niveau d’abstraction de ces modules est similaire
au niveau comportemental de SystemC (Grotker et al., 2002) ou au niveau TLM (Cai et
Gajski, 2003). En effet, le code de ces modules spe´cifie le comportement et les ope´rations
d’entre´e/sortie des modules sans spe´cifier le nombre d’instructions ou le nombre de cycles
d’horloge que doivent prendre chaque ope´ration. De plus, les modules ne manipulent pas
directement les signaux SystemC (sc_in, sc_out et sc_signal) pour communiquer entre
eux, mais ils utilisent plutoˆt des fonctions transactionnelles de lecture et d’e´criture dont les
parame`tres sont pre´sente´s au tableau 3.1. Cela permet d’acce´le´rer l’inte´gration dans les mo-
dules SystemC d’un code C/C++ de´ja` existant. Au niveau de la spe´cification exe´cutable, ces
fonctions transactionnelles font transiter les communications entre modules via des canaux
FIFO sans mode´liser pre´cise´ment les temps de communication. Les modules peuvent ainsi
communiquer entre eux selon une se´mantique de passage de messages qui est soit asynchrone
(auquel cas le FIFO sert de tampon), soit par rendez-vous (auquel cas le module qui e´crit
bloque jusqu’a` la re´ception d’un acquittement du module lecteur). De plus, les adresses uti-
lise´es par ces fonctions de communication sont inde´pendantes de l’imple´mentation logicielle
ou mate´rielle des modules : cela permet d’avoir une seule et meˆme version de la spe´cification
exe´cutable pour un ensemble d’architectures he´te´roclites.
Le fil d’exe´cution de chaque module peut contenir un code C/C++ ou SystemC arbitraire
et, tant que ce code compile et s’exe´cute correctement, la spe´cification pourra s’exe´cuter cor-
rectement. Cependant, pour que ces modules puissent eˆtre synthe´tise´s en un logiciel embarque´
ou en un composant mate´riel par les e´tapes suivantes de la me´thodologie, il est ne´cessaire de
de´finir un sous-ensemble synthe´tisable de C/C++ et SystemC et d’imposer des contraintes
a` leurs fils d’exe´cution afin que leur code soit dans ce sous-ensemble. Ces contraintes s’ap-
pliquent e´galement a` toutes les fonctions appele´es par les modules, a` l’exception des fonctions
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Tableau 3.1 Parame`tres des fonctions de communication de SPACE
Parame`tre Utilisation en lecture Utilisation en e´criture
Adresse distante Adresse ou` lire les donne´es. Adresse ou` envoyer les donne´es.
Taille Nombre d’octets a` lire. Nombre d’octets a` e´crire.
Tampon de don-
ne´es
Tampon local ou` sont
e´crites les donne´es lues.
Tampon local d’ou` sont lues les
donne´es a` e´crire.
Bloquant ? Indique si la lecture bloque
en l’absence de donne´es.
Indique si l’e´criture bloque jusqu’a`
l’acquittement de la lecture.
transactionnelles de communication qui sont traite´es se´pare´ment dans la me´thodologie. Les
re`gles a` suivre sont les suivantes :
– Les seuls types de donne´es primitifs utilise´s sont les types primitifs boole´ens (bool)
et entiers (char, short, int, long et long long, signe´s ou non) de C/C++ ainsi que
les types de donne´es primitifs entiers de SystemC (sc_uint et sc_int). L’utilisation
des types de donne´es primitifs a` virgule flottante de C/C++ (float et double) est
autorise´e uniquement si le module sera ne´cessairement imple´mente´ en logiciel.
– Les seuls pointeurs, tableaux, structures et classes utilise´s font uniquement re´fe´rence
(soit directement, soit indirectement sans re´cursivite´) a` des types de donne´es primitifs
autorise´s ou a` des types e´nume´re´s de C/C++ (enum).
– Les seuls types de donne´es transmis via les fonctions transactionnelles de communi-
cation sont les types primitifs boole´ens et entiers de C/C++, les types e´nume´re´s de
C/C++, ou des tableaux, structures ou classes compose´s uniquement de ces types.
– Aucune allocation dynamique de me´moire (new, alloc, malloc) n’est faite.
– Aucun typage dynamique (tel que dynamic_cast) n’est effectue´.
La spe´cification exe´cutable paralle`le peut e´galement contenir des pe´riphe´riques en plus
des modules. La plate-forme virtuelle SPACE fournit des mode`les purement fonctionnels de
pe´riphe´riques, tels que des blocs de me´moire et des pe´riphe´riques d’entre´e/sortie, qui peuvent
eˆtre inse´re´s dans la spe´cification exe´cutable. L’ajout de telles me´moires permet aux modules
de communiquer indirectement entre eux selon une se´mantique de me´moire partage´e. La prin-
cipale diffe´rence entre les modules et les pe´riphe´riques sont que les modules sont des maˆıtres
dote´s de leur propre fil d’exe´cution et capables de lancer des requeˆtes de communication alors
que les pe´riphe´riques sont des esclaves qui ne font que re´pondre aux requeˆtes qui leur sont
envoye´es. De plus, les modules sont ge´ne´ralement spe´cifiques a` l’application et fournis par
l’utilisateur de la me´thodologie alors que les pe´riphe´riques sont des composants ge´ne´riques.
Les communications entre les modules et les pe´riphe´riques se font e´galement au moyen des
fonctions transactionnelles de lecture et d’e´criture.
E´tant donne´ que la spe´cification exe´cutable est compose´e de modules, pe´riphe´riques et
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canaux FIFO qui sont tous des composants SystemC comportementaux, celle-ci peut eˆtre
exe´cute´e par un simulateur SystemC a` un niveau purement fonctionnel, sans se pre´occuper
de la performance d’une e´ventuelle imple´mentation. La figure 3.2(a) est une repre´sentation
sche´matique d’une spe´cification exe´cutable d’un syste`me embarque´ dans SPACE compose´ de
cinq modules comportementaux, deux pe´riphe´riques d’entre´e/sortie et une me´moire partage´e.
Cette spe´cification se trouve au niveau Elix selon la terminologie de SPACE (Filion et al.,
2007; Bois et al., 2010).
SpaceStudio (Filion et al., 2007) est un environnement de de´veloppement inte´gre´ base´ sur
Eclipse (Clayberg et Rubel, 2006) qui facilite notamment le de´veloppement, la simulation,
le de´bogage et la validation des spe´cifications exe´cutables compatibles avec la plate-forme
virtuelle SPACE. Dans le cadre de la me´thodologie pre´sente´e dans cette the`se, on suppose que
la spe´cification exe´cutable est fonctionnellement correcte et qu’elle a donc de´ja` e´te´ de´bogue´e
et valide´e. On suppose e´galement qu’un banc d’essai, qui permet d’exercer la spe´cification
exe´cutable, est fourni avec celle-ci et que sont spe´cifie´es les contraintes temporelles que doivent
respecter les entre´es et les sorties d’une imple´mentation du syste`me embarque´.
3.2.3 Plate-forme virtuelle SPACE
La plate-forme virtuelle SPACE (Filion et al., 2007; Bois et al., 2010) offre les fonctions
transactionnelles de communications de´crites a` la section 3.2.2 ainsi que des mode`les SystemC
de bus, processeurs, me´moires et pe´riphe´riques a` diffe´rents niveaux d’abstraction. Cette plate-
forme virtuelle peut ainsi eˆtre utilise´e pour de´velopper, raffiner, simuler, de´boguer et optimiser
les syste`mes embarque´s.
Les fonctions transactionnelles de communications et les mode`les comportementaux de
pe´riphe´riques fournis par SPACE sont utilise´s lors de la spe´cification exe´cutable paralle`le
du syste`me. Les mode`les transactionnels de SPACE sont a` un niveau d’abstraction plus
bas que ces mode`les comportementaux, mais plus e´leve´ que le niveau RTL. Ainsi, les bus,
processeurs, me´moires et pe´riphe´riques y sont mode´lise´s au niveau des transferts de paquets,
des instructions logicielles, des acce`s a` la me´moire et des requeˆtes et re´ponses plutoˆt que d’eˆtre
mode´lise´s au niveau RTL, ou` on tenterait de de´terminer a` chaque cycle la valeur exacte
de chaque broche et de chaque signal interne de chaque composant. Par exemple, les bus
mode´lisent les de´lais de communication en tenant compte de l’arbitrage, de la transmission, du
pipelinage et de l’acquittement des transferts. Les mode`les de processeur sont des simulateurs
de jeu d’instructions (ISS) qui exe´cutent le code logiciel cible cycle par cycle en tenant compte
des acce`s au bus et de la hie´rarchie de me´moire. Les mode`les de pe´riphe´riques simulent leur
temps de re´ponse aux requeˆtes. On mode´lise ainsi le comportement de ces composants et les
de´lais associe´s a` leurs fonctionnalite´s sans avoir a` mode´liser tous leurs de´tails. Ces composants
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peuvent ainsi eˆtre utilise´s pour une simulation approximativement pre´cise au cycle pre`s d’une
imple´mentation SystemC du syste`me embarque´ qui est bien plus rapide qu’une simulation
RTL comple`te.
Les composants suivants sont inte´gre´s dans la plate-forme SPACE :
– Les bus OPB (On-chip Peripheral Bus), PLB (Processor Local Bus) et DCR (Device
Control Register) du standard CoreConnect (IBM Corp., 1999) ;
– Les liens de communication FIFO point-a`-point, avec support du protocole FSL (Fast
Simplex Link) (Rosinger, 2004) ;
– Les processeurs MicroBlaze (Xilinx Inc., 2005) et PowerPC 405 (IBM Microelectronics
Division, 1998) ;
– Les me´moires SRAM et SDRAM ;
– Un controˆleur programmable d’interruption ;
– Une minuterie programmable ;
– Un UART (EIA, 1969) ;
Les bus OPB, les processeurs MicroBlaze, les me´moires SRAM et SDRAM ainsi que les
pe´riphe´riques les suivant sont supporte´s par la me´thodologie pre´sente´e dans cette the`se.
La plate-forme virtuelle de´finit quels types de composants peuvent eˆtre alloue´s dans une
architecture et comment ces types de composants peuvent eˆtre connecte´s entre eux. Cepen-
dant, la plate-forme virtuelle n’impose ni une allocation particulie`re de composants, ni une
topologie particulie`re de communications.
3.2.4 Synthe`se d’architecture
La synthe`se d’architecture consiste a` pre´parer un devis pour l’imple´mentation sur la plate-
forme virtuelle SPACE du syste`me embarque´ de´crit par la spe´cification exe´cutable. Ainsi, la
synthe`se d’architecture consiste a` choisir une allocation des composants de la plate-forme et
une assignation des modules et pe´riphe´riques de la spe´cification a` ces composants.
Dans la pre´sente me´thodologie, la synthe`se d’architecture se subdivise en trois sous-
proble`mes tel que de´crit a` la section 8.1 :
(a) Le partitionnement logiciel/mate´riel, qui consiste a` de´terminer quels modules de l’appli-
cation seront imple´mente´s en tant que taˆches logicielles et lesquels seront imple´mente´s
en tant que composants mate´riels ;
(b) L’allocation des processeurs et l’assignation des taˆches aux processeurs, qui consiste a`
de´terminer le nombre de processeurs a` allouer puis a` assigner chaque taˆche logicielle a`
un des processeurs alloue´s ;
(c) Le choix d’une topologie de communications, qui consiste a` de´terminer le nombre de
bus a` allouer puis a` assigner chacun des composants mate´riels du syste`me a` ces bus.
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Par exemple, la synthe`se d’architecture de la spe´cification exe´cutable de la figure 3.2(a)
re´sulte en l’architecture illustre´e a` la figure 3.2(b), qui repre´sente le devis suivant pour l’im-
ple´mentation du syste`me embarque´ :
(a) Les trois premiers modules seront imple´mente´s en logiciel et les deux autres le seront
en mate´riel.
(b) Deux processeurs MicroBlaze seront alloue´s, le premier module logiciel sera assigne´ au
premier processeur et les deux autres modules logiciels seront assigne´s au deuxie`me
processeur.
(c) Deux bus OPB seront alloue´s. Le premier processeur, les deux modules mate´riels et le
premier UART seront assigne´s au premier bus. Le deuxie`me processeur, le deuxie`me
UART et la me´moire partage´e seront assigne´s au deuxie`me bus. De plus, un pont reliera
entre eux les bus.
L’environnement de de´veloppement SpaceStudio (Filion et al., 2007) permet de cre´er une
nouvelle architecture ou de modifier une architecture existante. Une particularite´ de SPACE
est que les modules du syste`me embarque´ qui respectent les contraintes pre´sente´es a` la section
3.2.2 peuvent eˆtre imple´mente´s autant en logiciel qu’en mate´riel. Il est donc possible de
modifier rapidement le partitionnement logiciel/mate´riel d’une application dans SpaceStudio
par un glisser-de´poser (drag and drop) d’un module d’un processeur vers un bus (ou vice
versa). La me´thodologie pre´sente´e ici tire profit de cette flexibilite´ pour explorer une large
gamme d’architectures. Cependant, pour automatiser la boucle d’exploration architecturale,
la synthe`se d’architecture ne s’effectue pas au moyen de l’interface graphique de SpaceStudio,
mais plutoˆt de manie`re programmative.
3.2.5 Synthe`se des modules
Les modules de la spe´cification exe´cutable sont a` un niveau SystemC purement compor-
temental. Ils s’exe´cutent donc directement et nativement dans le simulateur SystemC, et ce
sans mode´liser la performance de leurs ope´rations. Bien que cela soit parfaitement approprie´
pour une spe´cification exe´cutable, cela pose deux proble`mes dans le raffinement vers une
imple´mentation embarque´e : l’imple´mentation finale (FPGA ou ASIC) n’exe´cutera pas de
simulateur SystemC et les informations sur la performance des modules sont ne´cessaires a`
l’exploration architecturale. La synthe`se des modules re´sout ces deux proble`mes en ge´ne´rant
pour chaque module une imple´mentation en tant que taˆche logicielle pour le processeur et le
RTOS cible ou en tant que composant mate´riel RTL pour la technologie cible. Cette imple´-
mentation logicielle ou mate´rielle des modules peut alors eˆtre utilise´e pour le raffinement vers




La synthe`se des modules vers une imple´mentation logicielle embarque´e a e´te´ pre´sente´e
en de´tail dans (Chevalier et al., 2006) et on en re´sume ici les grandes lignes. La figure 3.3
illustre la structure d’un logiciel embarque´ synthe´tise´ pour un processeur dans SPACE. Ainsi,
un tel processeur embarque´ exe´cute un syste`me d’exploitation temps-re´el (RTOS) avec une
couche d’abstraction mate´rielle (HAL). Le RTOS et la HAL se chargent notamment de l’or-
donnancement dynamique des taˆches logicielles, des changements de contexte, du traitement
des interruptions et des acce`s au bus. Le de´fi est donc de faire en sorte qu’un module de la
spe´cification exe´cutable puisse s’exe´cuter sur un tel processeur cible comprenant un RTOS
plutoˆt que de s’exe´cuter nativement dans un simulateur SystemC.







Adaptateur SystemC −→ RTOS
Syste`me d’exploitation temps-re´el
Couche d’abstraction mate´rielle
Figure 3.3 Structure d’un logiciel embarque´ synthe´tise´ pour un processeur dans SPACE
Tel qu’illustre´ a` la figure 3.3, la solution retenue consiste a` inse´rer entre les modules et le
RTOS une interface de programmation (API) qui convertit les appels aux fonctions SystemC
en des appels aux fonctions du RTOS. Cette API a rec¸u le nom de Tor (pour Translator) (Bois
et al., 2010). On trouve dans (Chevalier et al., 2006) une liste de conversions entre les appels
SystemC et les appels du RTOS µC/OS-II (Labrosse, 2002). Par exemple, la de´claration d’un
fil d’exe´cution SystemC par SC_THREAD est converti a` un appel a` la fonction taskCreate de
cette API qui, pour µC/OS-II, est elle-meˆme re´alise´e par la fonction OSTaskCreate du RTOS.
Les types de donne´es primitifs entiers de SystemC (sc_uint et sc_int) sont convertis selon
leur nombre de bits en des types de donne´es entiers e´quivalents de C/C++ en suivant les re`gles
pre´sente´es au tableau 3.2. Le Tor comprend e´galement un gestionnaire de communications
qui imple´mente les fonctions transactionnelles de communications a` l’aide des fonctions du
RTOS et du HAL.
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Graˆce au Tor, le fil d’exe´cution C/C++/SystemC du module de la spe´cification exe´cutable
est synthe´tise´ en un fil d’exe´cution C/C++ qui peut s’exe´cuter en tant que taˆche logicielle
sur le RTOS cible. De plus, cette synthe`se logicielle s’effectue au moyen d’une compilation
croise´e ciblant le jeu d’instructions du processeur embarque´ : l’imple´mentation logicielle du
module pourra alors eˆtre exe´cute´e instruction par instruction par un ISS de la plate-forme
virtuelle ou par un processeur embarque´ de l’imple´mentation finale.
Tableau 3.2 Conversion des types de donne´es SystemC pour un logiciel embarque´
Type SystemC Nombre de bits Type C/C++ e´quivalent
sc_uint 1 a` 8 unsigned char
sc_uint 9 a` 16 unsigned short
sc_uint 17 a` 32 unsigned long
sc_uint 33 a` 64 unsigned long long
sc_int 1 a` 8 char
sc_int 9 a` 16 short
sc_int 17 a` 32 long
sc_int 33 a` 64 long long
3.2.5.2 Synthe`se des modules mate´riels
La synthe`se des modules vers une imple´mentation mate´rielle au niveau RTL a e´te´ pre´sen-
te´e pour la premie`re fois dans (Moss et al., 2008) et est de´taille´e au chapitre 5. Cette synthe`se
mate´rielle s’effectue en deux e´tapes principales. D’abord, les communications effectue´es a` un
niveau transactionnel par les modules de la spe´cification exe´cutable doivent eˆtre raffine´es vers
un protocole RTL pre´cis au cycle et a` la broche pre`s. Tel qu’il sera de´crit a` la section 5.2, la
synthe`se mate´rielle automatise la ge´ne´ration de transacteurs TLM-RTL pour le raffinement
des communications des modules vers le protocole RTL de´fini pour SPACE dans (Faiz, 2007).
Ensuite, chaque module, conjointement avec son transacteur TLM-RTL, est synthe´tise´ vers
une imple´mentation mate´rielle par un outil de synthe`se comportementale. On pre´sente a` la
section 5.3 comment l’outil de synthe`se comportementale Cynthesizer (Meredith, 2008) est
inte´gre´ dans cette synthe`se mate´rielle automatise´e.
3.2.6 Synthe`se du syste`me
La synthe`se du syste`me met en oeuvre le devis produit par la synthe`se d’architecture
et ge´ne`re une imple´mentation SystemC de l’application compose´e des imple´mentations logi-
cielles et mate´rielles des modules ainsi que des mode`les transactionnels de bus, processeurs et
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pe´riphe´riques de la plate-forme virtuelle. Par exemple, la synthe`se du syste`me effectue les ope´-
rations suivantes pour ge´ne´rer l’imple´mentation de la figure 3.2(c) a` partir de l’architecture
de la figure 3.2(b) :
1. Deux mode`les transactionnels de bus OPB sont alloue´s. Un mode`le transactionnel de
pont OPB-OPB est e´galement alloue´ pour relier entre eux ces bus OPB. Ces mode`les sont
au niveau transactionnel BCA (Bus Cycle-Accurate), car les communications sont pre´cises
au cycle pre`s sur le bus.
2. Pour chaque pe´riphe´rique, la synthe`se du syste`me alloue un mode`le transactionnel
ayant une interface compatible avec celle du bus sur lequel il est assigne´. Ainsi, un mode`le
transactionnel de l’UART ayant une interface transactionnelle OPB est connecte´ au premier
bus OPB. Un deuxie`me mode`le transactionnel de l’UART ainsi qu’un mode`le transactionnel
de me´moire partage´e avec une interface OPB sont connecte´s au deuxie`me bus OPB.
3. Pour chaque module assigne´ en mate´riel, son imple´mentation RTL est connecte´e au
bus auquel il est assigne´. Un transacteur RTL-BCA et un mode`le transactionnel d’adaptateur
de bus sont inse´re´s entre le module et le bus. Ce transacteur permet au module RTL de
communiquer avec le reste du syste`me, qui est au niveau transactionnel, alors que l’adaptateur
de bus fait en sorte que ces communications s’effectuent selon le protocole du bus. (Pour des
fins de simplification, les transacteurs et les adaptateurs de bus ne sont pas illustre´s aux
figures 3.2(c) et 3.2(d).)
4. Deux ISS de processeurs MicroBlaze avec interface OPB sont alloue´s et sont connecte´s a`
chacun des bus OPB. Pour chaque processeur, deux mode`les transactionnels de pe´riphe´riques
de´die´s au processeur sont e´galement alloue´s : un gestionnaire programmable d’interruption
et une me´moire locale. Ces pe´riphe´riques sont connecte´s au meˆme bus auquel le processeur
est connecte´ et ont donc une interface compatible avec ce bus (OPB dans ce cas-ci).
5. Le logiciel embarque´ de chaque processeur est ge´ne´re´ par une compilation croise´e de
l’imple´mentation logicielle de chaque module qui lui est assigne´, de l’API logicielle (Tor), du
RTOS et du HAL, tel qu’illustre´ a` la figure 3.3. Avant cette compilation croise´e, le gestion-
naire de communications de l’API logicielle est e´galement configure´ selon l’architecture du
syste`me embarque´. Le gestionnaire de communications permet ainsi a` chaque module logiciel
de communiquer avec les autres modules logiciels (sur le meˆme processeur ou sur les autres
processeurs) ainsi qu’avec les modules mate´riels et les pe´riphe´riques (Chevalier et al., 2006).
Dans l’exemple de la figure 3.2(c), le premier ISS exe´cutera le code ge´ne´re´ avec le premier mo-
dule logiciel alors que le deuxie`me ISS exe´cutera le code ge´ne´re´ avec les deux autres modules
logiciels.
Le re´sultat d’une telle synthe`se du syste`me est une imple´mentation approximativement
pre´cise au cycle pre`s du syste`me embarque´ qui peut eˆtre simule´e en SystemC afin de ve´rifier
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a` la fois sa fonctionnalite´ et sa performance. Le fait que les bus, processeurs et pe´riphe´-
riques soient des mode`les transactionnels permet d’acce´le´rer la simulation par rapport a` une
simulation 100% RTL.
3.2.7 Synthe`se de plate-forme et synthe`se logique
Tel qu’il sera de´crit a` la section 5.3.2, la synthe`se de plate-forme remplace les mode`les
transactionnels des bus, processeurs et pe´riphe´riques par des blocs RTL pour produire une
imple´mentation RTL. Une telle imple´mentation RTL, illustre´e a` la figure 3.2(d), peut ensuite
eˆtre synthe´tise´e sur la technologie cible via une synthe`se logique « traditionnelle ». L’outil
GenX (Filion et al., 2007; Bois et al., 2010) permet de cibler les familles Virtex de FPGA
Xilinx (Xilinx Inc., 2002). Une telle synthe`se de plate-forme pourrait e´ventuellement cibler
d’autres types de FPGA ou des ASIC.
3.2.8 Profilage au niveau syste`me
Le profilage logiciel/mate´riel au niveau syste`me a e´te´ pre´sente´ pour la premie`re fois dans
(Moss et al., 2007) et sera pre´sente´ en de´tail au chapitre 6. Ce profilage se base sur une
instrumentation non intrusive des mode`les transactionnels de la plate-forme virtuelle pour
extraire des me´triques sur les performances des modules, des processeurs, des bus et des
me´moires. Le caracte`re non intrusif de ce profilage fait en sorte qu’il mesure ces me´triques
sans les perturber.
3.2.9 Caracte´risation et estimation
Le chapitre 7 pre´sentera en de´tails une me´thode d’estimation de la validite´ fonctionnelle,
de la performance et du couˆt mate´riel d’une imple´mentation d’une application embarque´e.
Cette me´thode d’estimation se base sur la caracte´risation de l’application, de la plate-forme
ainsi que des imple´mentations logicielles et mate´rielles des modules de l’application. La carac-
te´risation du couˆt mate´riel des modules mate´riels et des composants de plate-forme s’effectue
au moyen d’une synthe`se logique initiale de ceux-ci. La caracte´risation de la performance
s’effectue a` l’aide des me´triques extraites par le profilage au niveau syste`me lors de simula-
tions initiales. La me´thode d’estimation inte`gre ensuite le re´sultat de cette caracte´risation
dans un mode`le de performance de l’application et de la plate-forme virtuelle afin d’estimer
rapidement les me´triques associe´es a` un ensemble d’imple´mentations de l’application.
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3.2.10 Exploration architecturale
L’exploration architecturale modifie ite´rativement l’architecture de l’application de ma-
nie`re a` optimiser la performance et le couˆt mate´riel de son imple´mentation tout en respectant
les contraintes de validite´ fonctionnelle, de performance et de couˆt mate´riel spe´cifie´es pour
l’application. L’exploration architecture se base soit sur les me´triques mesure´es par la synthe`se
logique et le profilage, soit sur les me´triques estime´es, pour e´valuer et comparer entre elles
les diffe´rentes architectures de l’application. Le chapitre 8 analyse en de´tails les proble`mes
d’optimisation que vise a` re´soudre l’exploration architecturale ainsi que plusieurs algorithmes
qui permettent de re´soudre ces proble`mes de manie`re exacte ou heuristique.
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CHAPITRE 4
RE´SEAUX DE PROCESSUS TEMPS-RE´EL
Les re´seaux de processus Kahn (KPN) (Kahn, 1974) sont un mode`le de calcul paralle`le
tel que le comportement d’un KPN est de´fini uniquement par la fonctionnalite´ des proces-
sus qui le composent. En particulier, elle ne de´pend pas de l’ordre dans lequel les processus
sont ordonnance´s et exe´cute´s. Diffe´rentes imple´mentations d’un syste`me spe´cifie´ par un KPN
peuvent ainsi faire varier cet ordonnancement, par exemple selon le temps d’exe´cution des
processus, sans affecter la fonctionnalite´ du syste`me. Cette proprie´te´ est inte´ressante pour
une me´thodologie d’exploration architecturale, comme celle pre´sente´e au chapitre 8, qui doit
comparer diffe´rentes imple´mentations d’un meˆme syste`me. Cependant, les KPN ne peuvent
pas exprimer des concepts importants du traitement temps-re´el tels que les timeouts, les in-
terruptions, la scrutation (polling) ou les contraintes temps-re´el e´tant donne´ l’absence d’une
ope´ration de lecture non-bloquante. Ce chapitre pre´sente les re´seaux de processus temps-re´el
(RTPN), un mode`le de calcul qui e´tend les KPN en permettant e´galement les lectures non-
bloquantes sur un canal, de meˆme que des e´critures non-bloquantes sur un canal de taille finie.
On e´tudie dans quelle mesure le comportement d’un RTPN de´pend de l’ordonnancement des
processus et on indique comment ce mode`le de calcul peut eˆtre applique´ a` la mode´lisation
des syste`mes embarque´s, incluant les spe´cifications exe´cutables cre´e´es avec SPACE. Ce mo-
de`le de calcul est e´galement utilise´ au chapitre 7 pour ve´rifier qu’une imple´mentation d’une
application embarque´e a une fonctionnalite´ e´quivalente a` sa spe´cification exe´cutable.
4.1 De´finition des re´seaux de processus temps-re´el
Cette section pre´sente une de´finition des re´seaux de processus temps-re´el. On commence
d’abord par de´finir plus ge´ne´ralement les re´seaux de processus (PN). Un PN est un graphe
oriente´ G = (P,C) tel que les noeuds P sont l’ensemble des processus du re´seau et les arcs C
sont l’ensemble des canaux reliant les processus entre eux. De plus, tous les processus p ∈ P
sont de´terministes et se´quentiels et tous les canaux c ∈ C dont la taille est supe´rieure a` 1 sont
des FIFO. Si un arc c relie un sommet x a` un sommet y dans un graphe, alors on a c = (x, y),
tail(c) = x et head(c) = y. On peut supposer, sans perte de ge´ne´ralite´, qu’il existe un processus
ω ∈ P qui correspond a` l’environnement du syste`me, alors que les autres processus P ∖ {ω}
correspondent au syste`me. L’ensemble des canaux I ⊆ C d’entre´e du syste`me sont alors les
canaux i ∈ I tel que tail(i) = ω alors que l’ensemble des canaux de sortie O ⊆ C sont les
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canaux o ∈ O tel que head(o) = ω. La figure 4.1 illustre un exemple de rese´au de processus
















Figure 4.1 Exemple de re´seau de processus avec P = {ω, p1, . . . , p5}, C ={c1, . . . , c7, i1, i2, o1, o2}, I = {i1, i2}, O = {o1, o2}
4.1.1 E´ve`nements et relation de pre´ce´dence
Diffe´rents e´ve`nements peuvent se produire dans un PN, par exemple lorsqu’un processus
effectue un calcul interne, tente de lire dans un canal ou d’y e´crire. On de´finit E comme
l’ensemble des e´ve`nements qui se produisent dans un PN de telle sorte qu’un e´ve´nement
e ∈ E est soit un e´ve´nement interne a` un processus p ∈ P , soit une lecture ou une e´criture
dans un canal c ∈ C. L’e´criture dans un canal d’entre´e i ∈ I et la lecture dans un canal de
sortie o ∈ O correspondent respectivement a` la production d’une entre´e ou a` la consommation
d’une sortie par l’environnement du syste`me.
On de´finit la relation de pre´ce´dence < comme une relation binaire sur E tel que, pour
toute paire d’e´ve`nements x, y ∈ E, x < y signifie que x doit ne´cessairement se produire avant
y ou, de manie`re e´quivalente, que y ne peut pas se produire tant que x ne s’est pas produit.
Cette relation de pre´ce´dence est un ordre partiel strict sur E et a donc les proprie´te´s suivantes
pour tout x, y, z ∈ E :
1. x /< x (irre´flexivite´).
2. Si x < y, alors y /< x (asyme´trie).
3. Si x < y et y < z, alors x < z (transitivite´).
E´tant donne´ que les processus d’un PN sont se´quentiels et de´terministes, il existera ge´ne´-
ralement une relation de pre´ce´dence entre les e´ve`nements correspondant aux ope´rations d’un
meˆme processus. La relation de pre´ce´dence qui existe entre les diffe´rents processus de´pend
des communications effectue´es par ceux-ci et des politiques des canaux quant aux lectures
dans un canal vide et aux e´critures dans un canal plein. Les ensembles d’e´ve`nements cor-
respondant aux requeˆtes de communication ainsi qu’aux communications elles-meˆmes sont
de´finis comme des fonctions wb,we, rb, re, a ∶ C ×N→ E de telle sorte que :
1. wb (c, i) est le de´but de la requeˆte d’e´criture du ieme jeton dans le canal c.
2. we (c, i) est la fin de la requeˆte d’e´criture du ieme jeton dans le canal c.
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3. rb (c, i) est le de´but de la requeˆte de lecture du ieme jeton dans le canal c.
4. re (c, i) est la fin de la requeˆte de lecture du ieme jeton dans le canal c.
5. a (c, i) est le moment ou` le ieme jeton est disponible pour lecture dans c.
On suppose, pour des raisons de simplification et sans perte de ge´ne´ralite´, que tous les
canaux sont initialement vides. E´tant donne´ qu’une requeˆte de communication doit de´buter
avant de se terminer, on a par de´finition wb (c, i) < we (c, i) pour tout c, i et rb (c, i) < re (c, i)
pour tout c, i. Les e´ve`nements we (c, i) et a (c, i) correspondent respectivement a` l’envoi et a`
la re´ception d’un jeton et, comme un jeton doit eˆtre envoye´ avant d’eˆtre rec¸u, on a we (c, i) <
a (c, i) pour tout c, i. Les e´ve`nements wb (c, i) et we (c, i) font partie du processus qui envoie
le jeton alors que les e´ve`nements rb (c, i), re (c, i) et a (c, i) font partie du processus qui rec¸oit
le jeton : cela permet d’e´tablir une relation de pre´ce´dence entre des e´ve`nements de deux
processus distincts.
Finalement, on suppose qu’un processus ne peut effectuer aucune autre ope´ration tant
qu’une requeˆte de communication qu’il a initie´e n’a pas e´te´ termine´e. Ainsi, pour les e´ve`-
nements d’un meˆme processus p ∈ P , on a que, pour tout e´ve`nement x qui n’est pas une
re´ception de jeton (x ∉ a(C ×N)), on a :
1. Si wb (c, i) < x, alors we (c, i) < x.
2. Si x < we (c, i), alors x < wb (c, i).
3. Si rb (c, i) < x, alors re (c, i) < x.
4. Si x < re (c, i), alors x < rb (c, i).
La relation de pre´ce´dence < pre´sente´e dans cette section a quelques similarite´s avec la
relation de pre´ce´dence ≺ pre´sente´e dans (Lamport, 1978). Cependant, la diffe´rence fonda-
mentale est que la relation ≺ re´pond a` la question « Est-ce que, pour une exe´cution donne´e,
l’e´ve`nement x est arrive´ avant l’e´ve`nement y ? » alors que la relation < re´pond a` la question
« Est-ce que, pour toute exe´cution, x doit ne´cessairement arriver avant y ? » On a donc que
x < y implique x ≺ y, mais que l’inverse n’est pas ne´cessairement vrai.
4.1.2 Types de canaux et de re´seaux de processus
Un PN peut contenir diffe´rents types de canaux qui se distinguent par leur taille et leur
politique quant aux lectures dans un canal vide et aux e´critures dans un canal plein. Ainsi,
la lecture peut eˆtre bloquante ou non-bloquante. Si la lecture dans un canal c est bloquante,
alors on a a (c, i) < re (c, i) pour tout i, e´tant donne´ que le jeton doit eˆtre rec¸u avant que la
requeˆte de lecture de celui-ci se termine. Par contre, si la lecture dans un canal c est non-
bloquante, alors il n’y a pas de relation de pre´ce´dence entre ces e´ve`nements, car la requeˆte
de lecture peut se terminer meˆme si le jeton n’a pas e´te´ rec¸u. Le consommateur obtient alors
un jeton avec une valeur spe´ciale qu’on nomme valeur absente.
68
Un canal peut eˆtre de taille infinie ou finie. Si un canal est de taille infinie, alors l’e´criture
dans ce canal est non-bloquante et non-destructive. En effet, un canal infini ne peut jamais
eˆtre plein et ne peut donc jamais de´border lors d’une e´criture non-bloquante. La contrepartie
est qu’une e´criture non-bloquante dans un canal de taille finie peut eˆtre destructive parce
que, si le canal est plein, un jeton pre´ce´demment e´crit mais non lu sera e´crase´ par le nouveau
jeton. Si un canal de taille finie peut contenir au maximum N jetons et que l’e´criture dans le
canal bloque lorsque celui-ci est plein, alors on a re (c, i) < we (c, i +N) pour tout i. En effet,
si les N jetons (i, i + 1, . . . , i +N − 1) se trouvent dans le canal, alors l’e´criture du jeton i+N
ne pourra pas se terminer tant que le jeton i n’aura pas e´te´ lu.
Tableau 4.1 De´finition des canaux Kahn, POLL, N -BREG et N -REG
Nom du canal Taille E´criture Lecture
Kahn Infinie Non-bloquante et non-destructive Bloquante
POLL Infinie Non-bloquante et non-destructive Non-bloquante
N -BREG N ∈ N Non-bloquante et destructive Bloquante
N -REG N ∈ N Non-bloquante et destructive Non-bloquante
Les canaux Kahn, POLL, N -BREG et N -REG sont de´finis comme des canaux FIFO ayant
les proprie´te´s indique´es au tableau 4.1. Ainsi, un canal Kahn est un canal FIFO de taille
infinie avec lecture bloquante, tel les canaux d’un KPN. Le canal POLL est une modification
du canal Kahn permettant une lecture non-bloquante sur un canal vide. Un canal REG,
analogue a` un registre pouvant contenir un seul jeton, a e´te´ pre´sente´ dans (van Dijk et al.,
2003) et permet une e´criture non-bloquante et destructive ainsi qu’une lecture non-bloquante.
On ge´ne´ralise ici ce canal par un canal FIFO N -REG pouvant contenir N jetons. Le canal
N -BREG est une modification du canal N -REG avec lecture bloquante. Il serait possible de
de´finir d’autres types de canaux qui imposent une e´criture bloquante mais, pour des raisons
de simplification, on se limite ici a` ces 4 types de canaux. Tel qu’il sera pre´sente´ a` la section
4.3.5, ceux-ci sont suffisants pour mode´liser une e´criture bloquante avec acquittement comme
celle utilise´e dans SPACE. Un re´seau de processus Kahn (Kahn, 1974) (KPN) est donc un
re´seau de processus tel que chaque canal c ∈ C est un canal Kahn. Un re´seau de processus
temps-re´el (RTPN) est de´fini comme un re´seau de processus tel que chaque canal c ∈ C est un
canal Kahn, POLL, N -REG ou N -BREG. Un KPN est donc un cas particulier d’un RTPN.
L’ajout de canaux N -(B)REG permet aux RTPN de mode´liser l’utilisation des me´moires
partage´es et des me´canismes d’entre´e/sortie, tel qu’il sera de´crit a` la section 4.3. L’ajout des
canaux POLL permet e´galement de mode´liser des me´canismes couramment utilise´s dans les
syste`mes temps-re´el, tels que la scrutation, les interruptions et les de´lais d’attente (timeouts)
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(Panangaden et Stark, 1988). Cela permet donc aux RTPN de mode´liser les aspects de´pendant
du temps que ne peuvent pas mode´liser les KPN.
4.2 Se´mantique de´notationnelle des RTPN
Soit S l’ensemble des se´quences de jetons. Un processus RTPN (ou KPN) avec i canaux
d’entre´e et o canaux de sorties est une fonction f ∶ Si → So. La se´mantique de´notationnelle des
KPN permet d’exprimer le comportement d’un KPN a` partir du comportement de chacun
de ses processus et des connexions entre ceux-ci. On obtient un syste`me d’e´quations en
appliquant les fonctions des processus a` leurs entre´es et sorties et le comportement du KPN
est le plus petit point fixe de ce syste`me d’e´quations, tel que de´crit a` la section 2.1.4.1.
Cette se´mantique de´notationnelle des KPN suppose que les se´quences de jetons ne sont
pas modifie´es lors de leur transfert sur un canal. Un canal Kahn garantit cette proprie´te´ graˆce
a` sa lecture bloquante et a` sa taille infinie. Cependant, cette proprie´te´ n’est garantie ni par les
canaux POLL (des jetons de valeur absente peuvent eˆtre ajoute´s), ni par les canaux N -REG
ou N -BREG (des jetons peuvent eˆtre e´crase´s). De plus, ces canaux ne sont pas des fonctions
f ∶ S → S e´tant donne´ que les modifications apporte´es aux se´quences de jeton de´pendent de
l’ordre dans lequel les processus producteur et consommateur acce`dent au canal. Ainsi, les
fonctions sur les se´quences de jetons ne suffisent pas a` de´finir la se´mantique de´notationnelle
des RTPN et il faut e´tudier l’ordonnancement des processus.
Un ordonnancement d’un re´seau de processus associe un temps a` chaque e´ve´nement du
re´seau de processus en respectant la relation de pre´ce´dence entre ces e´ve`nements. Ces temps
peuvent repre´senter un temps physique, un temps logique (Lamport, 1978) ou un nombre
de cycles d’horloge. Un ordonnancement est donc une fonction t ∶ E → R strictement mo-
notone, ce qui signifie que, pour tout x, y ∈ E, x < y implique t(x) < t(y). Par exemple,
l’ensemble d’e´ve`nements dont la relation de pre´ce´dence est illustre´e a` la figure 4.2 subit un
ordonnancement t a` la figure 4.3. Un tel ordonnancement peut notamment eˆtre induit par
une imple´mentation du RTPN.
Un RTPN dont on a fixe´ l’ordonnancement t des e´ve`nements devient un re´seau de proces-
sus a` e´ve`nements discrets (DEPN). Il est alors possible de de´finir les processus et les canaux
a1 a2 a3
b1 b2
Figure 4.2 E´ve`nements des processus a et











Figure 4.3 E´ve`nements des processus a et
b selon un ordonnancement t.
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des RTPN comme des fonctions sur des se´quences de jetons qui, contrairement aux KPN,
sont temporise´s. L’annexe A pre´sente une mode´lisation des RTPN en tant que DEPN et
de´montre comment les RTPN acquie`rent alors la se´mantique de´notationnelle des DEPN en
tant que re´seau de processus temporise´s. Ainsi, la simulation ou l’exe´cution d’un tel RTPN
temporise´ est de´terministe.
Une telle se´mantique de´notationnelle demande une temporisation au moins pre´cise au
cycle pre`s et est donc approprie´e une fois qu’une imple´mentation RTL du syste`me embarque´
a e´te´ synthe´tise´e. Cependant, au niveau de la spe´cification et de l’exploration architecturale,
la temporisation des diffe´rents processus et canaux n’a pas encore e´te´ fixe´e et il est donc
ne´cessaire d’avoir une se´mantique de´notationnelle plus flexible. On e´tudie ici sous quelles
conditions deux ordonnancements distincts d’un meˆme RTPN sont fonctionnellement e´qui-
valents, ce qui permet d’isoler l’effet de l’ordonnancement du RTPN sur sa fonctionnalite´ et
de de´finir une se´mantique de´notationnelle des RTPN comme un KPN parame´tre´.
4.2.1 Ordonnancements e´quivalents a` un KPN classique
On commence par de´terminer sous quelles conditions un ordonnancement d’un RTPN fait
en sorte qu’il se comporte comme un KPN classique. Ainsi, si un canal c ∈ C est avec lecture
bloquante, alors on a, pour tout i, a (c, i) < re (c, i) et donc t(a (c, i)) < t(re (c, i)) pour tout
ordonnancement t. A` l’oppose´ si, pour un ordonnancement t donne´ et un entier i donne´, on
observe t(a (c, i)) /< t(re (c, i)), alors le canal c est avec lecture non-bloquante. En effet, cela
signifie que le processus consommateur a tente´ au moins une fois de lire un jeton dans le
canal c lorsque celui-ci e´tait vide et que le canal a alors retourne´ une valeur absente plutoˆt
que d’attendre la re´ception du jeton. Par contre, si on observe, pour un ordonnancement
t donne´, t(a (c, i)) < t(re (c, i)) pour tout i, alors il n’est pas possible de dire a` partir de
ces seules observations si le canal c est avec lecture bloquante ou non-bloquante. On affirme
donc qu’il se comporte, pour cet ordonnancement t, comme si il e´tait avec lecture bloquante,
dans le sens ou` son comportement ne peut pas eˆtre distingue´ de celui d’un canal avec lecture
bloquante.
Si un canal c ∈ C est de taille finie N et qu’on observe, pour un ordonnancement t donne´
et un entier i donne´, que t (re (c, i)) /< t (we (c, i +N)), alors cela signifie que le processus
producteur a e´crit au moins un jeton dans le canal alors que celui-ci e´tait plein et qu’un
jeton pre´ce´demment e´crit mais non lu a donc e´te´ de´truit lors de cette e´criture non-bloquante
et destructive. Par contre, si observe, pour un ordonnancement t donne´, que t (re (c, i)) <
t (we (c, i +N)) pour tout i, alors cela signifie qu’aucun jeton n’a e´te´ e´crase´ dans le canal c.
Un canal Kahn a comme proprie´te´s que la lecture y est bloquante et que toutes les
valeurs qui y sont e´crites peuvent e´ventuellement eˆtre lues (e´tant donne´ que l’e´criture est non-
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destructive). Un canal se comporte donc comme un canal Kahn pour un ordonnancement t
donne´ si et seulement si il satisfait les conditions suivantes : son comportement ne peut
pas eˆtre distingue´ de celui d’un canal avec lecture bloquante et aucun jeton n’y est e´crase´.
En d’autres termes, un canal de taille infinie se comporte comme un canal Kahn pour un
ordonnancement t donne´ si et seulement si t(a (c, i)) < t(re (c, i)) pour tout i. Cette condition
est toujours respecte´e pour un canal Kahn, mais pas ne´cessairement pour un canal POLL.
Un canal de taille N se comporte comme un canal Kahn pour un ordonnancement t donne´ si
et seulement si t(a (c, i)) < t(re (c, i)) et t (re (c, i)) < t (we (c, i +N)) pour tout i. La premie`re
condition est toujours respecte´e pour un canal N -BREG, mais pas ne´cessairement pour un
canal N -REG. Le tableau 4.2 re´sume ainsi quelles sont les conditions ne´cessaires et suffisantes
pour que les types de canaux Kahn, POLL, N -BREG et N -REG se comportent comme un
canal Kahn pour un ordonnancement t donne´.
Tableau 4.2 Conditions a` respecter pour qu’un canal se comporte comme un canal Kahn
Canal Conditions a` respecter
Kahn Aucune (toujours vrai)
POLL t(a (c, i)) < t(re (c, i)),∀i
N -BREG t (re (c, i)) < t (we (c, i +N)) ,∀i
N -REG t(a (c, i)) < t(re (c, i)),∀i et t (re (c, i)) < t (we (c, i +N)) ,∀i
Pour un ordonnancement t donne´, un RTPN se comporte comme un KPN si et seulement
si chacun de ses canaux se comporte comme un canal Kahn. En d’autres termes, pour un
ordonnancement t donne´, un RTPN se comporte comme un KPN si et seulement si les acce`s
a` chacun de ses canaux POLL, N -BREG et N -REG respectent les contraintes temporelles
pre´sente´es au tableau 4.2. En effet, on ne pourrait pas alors de´terminer, par la seule obser-
vation de l’exe´cution de ce RTPN sous l’ordonnancement t, si il s’agit d’un KPN contenant
uniquement des canaux Kahn ou bien d’un RTPN contenant e´galement des canaux POLL,
N -BREG et N -REG (qui se comportent comme des canaux Kahn pour t). De manie`re e´qui-
valente, le RTPN se comporterait de manie`re identique pour l’ordonnancement t si tous ses
canaux e´taient remplace´s par des canaux Kahn. Si on dispose d’un ordonnancement t de ce
RTPN (qui peut avoir e´te´ extrait par profilage de la simulation ou de l’exe´cution du RTPN), il
est donc possible de ve´rifier si ce RTPN se comporte comme un KPN pour l’ordonnancement
t. Pour un RTPN donne´, on de´finit l’ensemble des ordonnancements e´quivalents a` un KPN
comme TKPN ⊆ [E → R] tel que ce RTPN se comporte comme un KPN pour tout t ∈ TKPN .
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4.2.2 Classes d’ordonnancements e´quivalents
Un KPN est tel que tous ses canaux appliquent la fonction identite´ f(s) = s,∀s aux se´-
quences de jetons qui y transitent. Tel que de´crit a` la section pre´ce´dente, un ordonnancement
t d’un RTPN e´quivalent a` un KPN classique est tel que tous les canaux du RTPN appliquent
cette meˆme fonction identite´ a` leurs se´quences de jetons. On peut ge´ne´raliser cette de´finition.
Deux ordonnancements t1 et t2 d’un RTPN sont fonctionnellement e´quivalents si et seule-
ment si, pour chaque canal du RTPN, les fonctions f1 ∶ S → S et f2 ∶ S → S associe´es a` ce
canal selon respectivement t1 et t2 sont telles que f1(s) = f2(s),∀s. En d’autres termes, ces
deux ordonnancements sont e´quivalents si et seulement si, dans les deux cas, chaque canal
ajoute des jetons de valeur absente (lecture non-bloquante sur un canal vide) et e´crase des
jetons (e´criture non-bloquante dans un canal plein) exactement aux meˆmes endroits dans sa
se´quence de jetons.
Pour repre´senter ces ajouts et ces retraits de manie`re concise, on de´finit une se´quence
de bits pour le port d’e´criture et le port de lecture de chacun des canaux. Pour le port
d’e´criture, si le ieme bit de la se´quence de bits est a` 1, alors le ieme jeton e´crit dans le canal
est conserve´, sinon il est efface´. Pour le port de lecture, un bit a` 0 signifie l’ajout d’un jeton
de valeur absente alors qu’un bit a` 1 signifie le transfert d’un jeton de la se´quence telle que
modifie´e par le port d’e´criture. Deux ordonnancements d’un RTPN sont donc e´quivalents si
et seulement si toutes leurs se´quences de bits sont e´gales. Plus ge´ne´ralement, un ensemble
T ⊆ [E → R] d’ordonnancements forment une classe d’e´quivalence si et seulement si t1, t2 ∈ T
implique que toutes les se´quences de bits t1 et t2 sont e´gales. En particulier, pour tout RTPN,
les ordonnancements e´quivalents a` un KPN classique forment la classe d’e´quivalence TKPN
pour laquelle toutes les se´quences de bits sont exclusivement compose´es de 1 (aucun jeton
n’est ajoute´ ou retire´).
Une proce´dure simple permet d’extraire ces se´quences de bits pour un ordonnancement
donne´ d’un RTPN. Pour chaque canal c, la se´quence de lecture est construite en ajoutant
0 a` la se´quence de bits lorsqu’une lecture non-bloquante est effectue´e dans c alors qu’il est
vide et en ajoutant 1 pour toute autre lecture. La se´quence d’e´criture d’un canal de taille
infinie est construite en ajoutant 1 a` la se´quence a` chaque e´criture. La se´quence d’e´criture
d’un canal de taille N est initialise´e avec une se´rie de N − 1 bits a` 1, puis on y ajoute 1 a`
chaque lecture d’un jeton (excluant les lectures non-bloquantes dans un canal vide) et on
y ajoute 0 a` chaque fois qu’une e´criture non-bloquante est effectue´e dans un canal plein.
Cette mode´lisation des se´quences d’e´criture suppose que l’e´criture non-bloquante dans un
canal plein e´crase le dernier jeton pre´ce´demment e´crit. Ainsi, deux ordonnancements sont
e´quivalents si et seulement si ils produisent les meˆmes se´quences de bits et pareillement pour
les classes d’e´quivalence.
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Cette de´finition cre´e des classes d’e´quivalences entre les ordonnancements qui permettent
de comparer entre elles deux imple´mentations fonctionnellement e´quivalentes mais avec des
performances diffe´rentes. Cela est particulie`rement inte´ressant pour l’exploration architectu-
rale, ou` on de´sire faire varier les caracte´ristiques de performance de l’architecture tout en
s’assurant de pre´server la fonctionnalite´ de l’application.
4.2.3 Repre´sentation d’un RTPN comme un KPN parame´tre´
Il est possible d’utiliser les se´quences de bits de´finies a` la section pre´ce´dente pour mode´liser
chaque canal d’un RTPN comme une fonction f ∶ S × Sb × Sb → S, ou` Sb est l’ensemble des
se´quences de bits. Cette fonction est re´alise´e par le processus KPN de´fini selon le langage
de (Kahn, 1974) a` la figure 4.4. La premie`re boucle ajoute un jeton de valeur absente a` la
se´quence de jetons a` la sortie du canal pour chaque 0 dans la se´quence de bits de lecture.
La deuxie`me boucle efface (plus pre´cise´ment, omet de transmettre a` la sortie) un jeton de
la se´quence de jetons a` l’entre´e du canal pour chaque 0 dans la se´quence de bits d’e´criture.
Un jeton de la se´quence d’entre´e est transmis tel quel a` la se´quence de sortie lorsqu’il y a
un 1 dans la se´quence de lecture et un 1 dans la se´quence d’e´criture. Une telle mode´lisation
s’applique a` la fois aux canaux Kahn, POLL, N -REG et N -BREG.
E´tant donne´ que tout processus RTPN est e´galement un processus KPN, il est possible
de construire, pour tout RTPN, un KPN e´quivalent avec les processus du RTPN et avec les
canaux du RTPN repre´sente´s en tant que processus KPN. Un tel KPN e´quivalent est alors
parame´tre´ par un ensemble de se´quences de bits. Formellement, soit G(P,C) un RTPN, alors
son KPN parame´tre´ e´quivalent est un graphe G
′(P ′ ,C ′) tel que :
1. P
′
= P ∪ C ∪ {bw, br}, ou` bw et br sont deux processus KPN parame´tre´s qui ge´ne`rent
respectivement un ensemble de se´quences de bits d’e´criture et de lecture ;
2. C
′
est forme´ par l’union de :
(a) {(p, c)∣p ∈ P, c ∈ C, tail(c) = p} (se´quences de jetons d’entre´e des canaux) ;
(b) {(c, p)∣p ∈ P, c ∈ C,head(c) = p} (se´quences de jetons de sortie des canaux) ;
(c) {(bw, c)∣c ∈ C} (se´quences de bits d’e´criture des canaux) ;
(d) {(br, c)∣c ∈ C} (se´quences de bits de lecture des canaux).
La figure 4.5 illustre le KPN parame´tre´ e´quivalent au RTPN de la figure 4.1 (les noeuds
ω, bw et br et les arcs (bw, c) et (br, c) sont omis de la figure pour la simplifier).
La se´mantique de´notationnelle des KPN de´finit le comportement d’un KPN comme son
plus petit point fixe. L’existence et l’unicite´ d’un tel plus petit point fixe est garantie si tous
les processus du KPN sont continus au sens de Scott (Kahn, 1974). Pour une valeur fixe de
leurs parame`tres (donc un ensemble donne´ de se´quences de bits), les processus bw et br sont
trivialement continus au sens de Scott car leur sortie est un ensemble de se´quences constantes.
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Les canaux C sont e´galement continus au sens de Scott e´tant donne´ que leur mode´lisation en
processus KPN utilise le langage de (Kahn, 1974), tel qu’illustre´ a` la figure 4.4. On obtient
donc que, pour un ensemble donne´ de se´quences de bits, le comportement (plus petit point
fixe) du KPN parame´tre´ e´quivalent d’un RTPN existe et est unique si tous les processus P du
RTPN sont continus au sens de Scott. Cela permet de de´finir la se´mantique de´notationnelle
des RTPN comme un ensemble de KPN qui diffe`rent entre eux seulement par la valeur de
leurs se´quences de bits. Cela permet d’isoler les effets de l’ordonnancement et des aspects
de´pendant du temps, tout en tenant compte de ceux-ci contrairement a` un KPN classique.
channel(in dataIn , in writeBitstream , in readBitstream , out dataOut) {
while (1) {
while(readBitstream.read() == 0) {
dataOut.write(EMPTY_TOKEN ); // add absent value token
}
while(writeBitstream.read() == 0) {
dataIn.read (); // discard token
}
dataOut.write(dataIn.read ()); // transfer token as is
}
}
Figure 4.4 Repre´sentation d’un canal RTPN comme un processus KPN parame´tre´ par des













Figure 4.5 KPN parame´tre´ e´quivalent au RTPN de la figure 4.1 avec P
′ ={ω, p1, . . . , p5, c1, . . . , c7, i1, i2, o1, o2, bw, br}.
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4.3 Applications aux syste`mes embarque´s
Les RTPN, avec les canaux de´finis a` la section 4.1.2, peuvent eˆtre utilise´s pour mode´liser
plusieurs aspects des syste`mes temps-re´els, tels que les communications par me´moire partage´e,
les senseurs e´chantillonne´s, les pe´riphe´riques d’entre´e/sortie et les contraintes temps-re´el. On
indique aussi comment ce mode`le de calcul s’applique a` la mode´lisation des applications
embarque´es re´alise´es avec SPACE.
4.3.1 Me´moire partage´e
Un canal 1-REG peut mode´liser une me´moire partage´e pouvant contenir un jeton et
utilise´e par un producteur et un consommateur. Cette mode´lisation se ge´ne´ralise a` une me´-
moire partage´e pouvant contenir N jetons (tel un bloc de me´moire RAM) en plac¸ant entre
le producteur et le consommateur N canaux 1-REG en paralle`le.
Tel que discute´ a` la section 4.2.1, cette me´moire partage´e se comporte alors comme un
KPN classique pour un ordonnancement t si et seulement si t (we (c, i)) < t (re (c, i)) ,∀i et
t (re (c, i)) < t (we (c, i + 1)) ,∀i. Supposons qu’on ait les relations de pre´ce´dence we (c, i) <
re (c, i) ,∀i et re (c, i) < we (c, i + 1) ,∀i (ces relations de pre´ce´dence ne seraient pas cause´es
par l’utilisation de la me´moire partage´e elle-meˆme, mais plutoˆt par l’e´change direct ou indirect
de jetons de synchronisation entre le producteur et le consommateur via d’autres canaux).
E´tant donne´ que x < y implique t(x) < t(y), on obtiendrait alors que la me´moire partage´e
se comporte comme un canal Kahn pour tout ordonnancement t. Le comportement obtenu
est alors que le producteur e´crive une donne´e dans le canal 1-REG, que le consommateur
lise une donne´e, puis que le producteur e´crive une nouvelle donne´e et ainsi de suite. Cela
de´montre que l’acce`s a` une ressource partage´e peut respecter la se´mantique des KPN s’il
est fait de manie`re discipline´e. C’est l’e´quivalent de l’utilisation d’une section critique pour
prote´ger l’acce`s a` une ressource partage´e dans la programmation multi-taˆches.
Les re´seaux de processus Kahn sont fre´quemment imple´mente´s a` l’aide de me´moire parta-
ge´e. La mode´lisation pre´sente´e ici permet de re´aliser le chemin inverse et de de´terminer dans
quelles circonstances une application utilisant de la me´moire partage´e se comporte comme un
re´seau de processus Kahn. Pour simplifier la notation, on repre´sentera une me´moire partage´e
par un processus spe´cial nomme´ mem, tel que pre´sente´ a` la figure 4.6.
4.3.2 Senseur e´chantillonne´
Les entre´es d’un syste`me temps-re´el prennent souvent la forme d’un senseur e´chantillonne´
pe´riodiquement. Lorsque le senseur est e´chantillonne´, la valeur e´chantillonne´e remplace la





Figure 4.6 Producteur et consommateur communiquant via une me´moire partage´e.
celle-ci est perdue et ne sera pas traite´e. Cela correspond au comportement d’un canal 1-
BREG.
Un syste`me comprenant de telles entre´es ne se comporte pas comme un KPN dans le cas
ge´ne´ral et ne peut donc pas eˆtre mode´lise´ par un KPN. On peut cependant le mode´liser a`
l’aide d’un RTPN qui se comporte comme un KPN classique pour un ordonnancement total
t si et seulement si t (re (c, i)) < t (we (c, i + 1)) ,∀i. Cela indique qu’il se comporte comme un
KPN si une donne´e est lue avant que la donne´e suivante ne soit e´crite.
4.3.3 Pe´riphe´riques d’entre´e et de sortie
Les entre´es d’un syste`me temps-re´el peuvent aussi comprendre des pe´riphe´riques tel qu’un
e´metteur-re´cepteur asynchrone universel (UART). Un UART posse`de un FIFO interne de 16
octets. Si l’environnement e´crit un 17e octet dans le FIFO avant que le 1er octet n’ait e´te´
lu par le syste`me, le 16e octet sera e´crase´. On peut mode´liser cette entre´e a` l’aide d’un 16-
BREG tel qu’un jeton corresponde a` un octet. Ce syste`me est alors un RTPN qui se comporte
comme un KPN classique pour un ordonnancement total t si et seulement si t (re (c, i)) <
t (we (c, i + 16)) ,∀i.
De la meˆme manie`re, si l’UART est utilise´ comme une sortie du syste`me, alors il faut
s’assurer que l’environnement ait le temps de consommer les valeurs produites par le syste`me.
On mode´lise de la meˆme manie`re le canal de sortie comme un 16-BREG et on lui associe
la meˆme contrainte temporelle si on veut que le RTPN se comporte comme un KPN. Le
meˆme raisonnement peut s’appliquer a` tout pe´riphe´rique d’entre´e/sortie qui utilise des FIFO
d’entre´e et de sortie de taille finie.
4.3.4 Contraintes temps-re´el
Une caracte´ristique fondamentale des syste`mes temps-re´el est l’existence de contraintes
sur le temps de production des sorties. On peut mode´liser ce phe´nome`ne en utilisant un canal
POLL pour la sortie et en faisant en sorte que l’environnement lise la sortie au moment ou`
la contrainte temporelle vient a` e´che´ance. Si le syste`me produit la sortie assez rapidement,
alors le syste`me se comporte comme un KPN classique. Sinon, l’environnement lit une valeur
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absente et cela correspond a` une violation de la contrainte temps-re´el. Cela correspond a`
une contrainte t (a (c, i)) < t (re (c, i)) ,∀i sur les canaux de sortie. Les temps de consom-
mation des sorties peuvent soit eˆtre de´finis de manie`re absolue (par exemple, une sortie est
consomme´e a` chaque seconde) ou de manie`re relative (par exemple, une sortie est consom-
me´e par l’environnement une seconde apre`s que celui-ci ait produit une entre´e donne´e). On
peut combiner les contraintes temps-re´el sur le fonctionnement du syste`me embarque´ avec les
contraintes temporelles sur le fonctionnement des pe´riphe´riques d’entre´e/sortie en utilisant
un canal N -REG plutoˆt qu’un canal POLL pour le canal de sortie.
4.3.5 Mode´lisation d’une application SPACE par un RTPN
La figure 4.7 donne un exemple d’un syste`me embarque´ mode´lise´ a` l’aide d’un RTPN alors
que la figure 4.8 repre´sente la spe´cification exe´cutable associe´ a` ce RTPN. Tel que pre´sente´
a` la section 3.2.2, chaque module d’une application dans SPACE est un processus se´quentiel
et de´terministe et on fait donc correspondre a` chaque module un processus du RTPN (p1
a` p7 sur la figure 4.7). On ajoute e´galement un processus correspondant a` l’environnement,
selon le banc d’essai et les contraintes temporelles fournies avec la spe´cification exe´cutable
(ce processus n’est pas illustre´ pour des raisons de simplification). Les sections pre´ce´dentes
indiquent comment mode´liser la me´moire partage´e (mem) de meˆme que les pe´riphe´riques
d’entre´e/sortie (canal d’entre´e 16-REG) et les contraintes temps-re´el (canal de sortie POLL).
Afin d’e´viter d’avoir a` mode´liser un grand nombre de canaux 1-REG, on peut supposer que
les acce`s faits aux me´moires partage´es par les processus de l’application SPACE sont faits
d’une manie`re discipline´e qui respecte la se´mantique des re´seaux de processus Kahn, tel que
de´crit a` la section 4.3.1.
Les communications entre modules dans SPACE se font au moyen d’une se´mantique
FIFO, comme dans un RTPN. Les canaux RTPN peuvent donc eˆtre utilise´s pour mode´liser
les fonctions transactionnelles de communication de SPACE. Si un module x envoie des
donne´es au module y et que celui-ci les lit a` l’aide d’une lecture bloquante, alors on ajoute
au RTPN un canal Kahn de donne´es qui va du processus RTPN x au processus y. Si y
effectue plutoˆt une lecture non-bloquante, alors on ajoute un canal POLL de donne´es qui va
de x a` y. Pour des raisons de simplification, on exige que les lectures effectue´es par y sur
les envois de donne´es de x soient soit toujours bloquantes, soit toujours non-bloquantes. Par
contre, le module x peut alterner de manie`re arbitraire les e´critures bloquantes et les e´critures
non-bloquantes.
Une e´criture bloquante dans SPACE ne signifie pas que l’e´criture bloque seulement lorsque
le canal est plein, mais plutoˆt qu’il s’agit d’une e´criture par rendez-vous, qui bloque jusqu’a` ce
que la lecture ait e´te´ acquitte´e par le module consommateur. On mode´lise une telle e´criture
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a` la figure 4.9 par l’ajout d’un canal d’acquittement de type Kahn qui va du processus y
consommateur au processus x producteur. Le processus RTPN associe´ au module x annote
les jetons e´crits dans le canal de donne´es avec un bit qui indique si l’e´criture de ce jeton est
bloquante ou non. Apre`s l’e´criture bloquante d’un jeton, le canal x effectue une lecture (blo-
quante) sur le canal d’acquittement. Lorsque le processus y rec¸oit et lit ce jeton, il envoie un
jeton sur le canal d’acquittement si le bit annote´ indique qu’il s’agit d’une e´criture bloquante.
Si le module y doit e´galement envoyer des donne´es a` x, alors on ajoute un canal de donne´es
de y vers x et un canal d’acquittement de x vers y, et ainsi de suite pour chaque paire de









Figure 4.7 Mode´lisation d’un syste`me em-
barque´ par un RTPN.
Figure 4.8 Spe´cification exe´cutable paralle`le





Figure 4.9 Mode´lisation d’une e´criture rendez-vous avec un canal d’acquittement.
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CHAPITRE 5
RAFFINEMENT DES COMMUNICATIONS ET SYNTHE`SE DU MATE´RIEL
Dans la me´thodologie de niveau syste`me pre´sente´e au chapitre 3, une application embar-
que´e est une spe´cification exe´cutable compose´e d’un ensemble de modules SystemC (IEEE,
2005) au niveau comportemental qui s’exe´cutent en paralle`le et qui communiquent au travers
d’un ensemble de canaux abstraits de niveau transactionnel (TLM) (Cai et Gajski, 2003).
Pour re´aliser l’application sur une cible FPGA ou ASIC, sa spe´cification exe´cutable doit
eˆtre raffine´e vers une imple´mentation RTL et un tel raffinement est a` la fois fastidieux et
sujet aux erreurs lorsque fait manuellement. De plus, une telle duplication des efforts de
programmation a` la fois au niveau syste`me et au niveau RTL est une barrie`re significative
a` l’adoption par l’industrie des me´thodologies de conception au niveau syste`me. Ce chapitre
pre´sente donc une me´thode d’automatisation du raffinement a` partir des spe´cifications au
niveau syste`me vers des imple´mentations concre`tes. Comme la synthe`se logicielle des mo-
dules et la ge´ne´ration d’un logiciel embarque´ pour chaque processeur ont de´ja` e´te´ pre´sente´es
a` la section 3.2.5.1, ce chapitre se concentre sur la synthe`se mate´rielle. Celle-ci comprend le
raffinement des communications TLM vers des protocoles pre´cis au cycle et a` la broche pre`s
et la ge´ne´ration automatique d’un code RTL a` partir de la spe´cification exe´cutable, pour une
architecture donne´e. Ce chapitre ne couvre pas le choix d’une architecture, qui est plutoˆt
l’objet du chapitre 8.
La premie`re e´tape du raffinement des communications est la se´rialisation des types de
donne´es abstraits en une repre´sentation pre´cise au bit pre`s pour leur transfert pre´cis au cycle
pre`s. Le raffinement des communications se poursuit avec le raffinement du protocole et la
synthe`se de l’interface de chaque module assigne´ en mate´riel. Une imple´mentation RTL de
chacun de ces modules est ensuite ge´ne´re´e au moyen d’une synthe`se comportementale. Ces
imple´mentations RTL des modules sont utilise´es au chapitre 7 pour caracte´riser le temps
d’exe´cution et les quantite´s de ressources mate´rielles des modules assigne´s en mate´riel. Elles
sont e´galement utilise´es lors de la synthe`se de la plate-forme, qui permet de ge´ne´rer un code
RTL pour une architecture donne´e de l’application dans son ensemble.
Dans ce chapitre, on de´signe les mode`les transactionnels qui sont non temporise´s ou qui
sont approximativement temporise´s comme des mode`les TLM ; les mode`les transactionnels
temporise´s dont les communications sont pre´cises au cycle pre`s sur le bus sont plutoˆt de´signe´s
comme des mode`les BCA (Bus Cycle-Accurate).
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5.1 Se´rialisation des types de donne´es
Les mode`les TLM peuvent transfe´rer en une seule transaction des structures de donne´es
de taille arbitraire entre les modules de l’application. Pour les transfe´rer sur un bus, les
communications raffine´es a` un niveau pre´cis au cycle pre`s devront diviser ces structures de
donne´es en une se´rie de tranches de largeur e´gale a` celle du bus. Pour les types de donne´es
primitifs et les structures de donne´es sans pointeurs, cette section pre´sente deux me´thodes
de se´rialisation qui permettent l’automatisation du raffinement des communications.
5.1.1 Se´rialisation triviale
Une me´thode triviale de se´rialisation est d’utiliser la repre´sentation native des types des
donne´es des modules de l’application. Une seule paire de fonctions de se´rialisation et de de´s-
e´rialisation est alors ne´cessaire pour l’ensemble des types de donne´es transfe´re´s. La fonction
de se´rialisation convertit simplement le type de donne´es en un tableau d’octets via une coer-
cition (par exemple bytes = (char*)&data ; ). Ce tableau d’octets est ensuite divise´ en une
se´rie de tranches de largeur e´gale au bus. A` l’oppose´, la fonction de de´se´rialisation convertit
un tableau d’octets, qui contient une se´rie de tranches lues sur le bus, vers le type de donne´es
initial via une coercition.
Une telle se´rialisation triviale est approprie´e quand tous les modules partagent une meˆme
repre´sentation native pour chacun des types de donne´es transfe´re´s. Cependant, il est possible
que les repre´sentations natives d’un meˆme type de donne´es pour deux modules diffe´rents
n’aient pas la meˆme largeur, le meˆme alignement ou le meˆme ordre des octets (endianness).
Par exemple, certains modules pourraient eˆtre exe´cute´s a` un niveau comportemental sur
un processeur hoˆte Intel qui est little-endian alors qu’il y aurait eu une compilation croise´e
des autres modules qui sont exe´cute´s sur un ISS cible MicroBlaze (Xilinx Inc., 2005) big-
endian. Des repre´sentations incompatibles d’un meˆme type de donne´es causent alors des
erreurs dans les transferts de donne´es entre les modules. De plus, les outils de synthe`se
comportementale interdisent ge´ne´ralement les manipulations de pointeurs qui sont ne´cessaires
a` l’imple´mentation de la se´rialisation triviale dans les modules.
5.1.2 Se´rialisation standardise´e
Une solution au proble`me de l’interope´rabilite´ des donne´es est de standardiser la repre´sen-
tation des types de donne´es sur le re´seau comme dans (Srinivasan, 1995). Tous les modules
de l’application doivent alors se´rialiser et de´se´rialiser les types de donne´es selon la repre´senta-
tion standardise´e du re´seau lorsqu’ils effectuent des ope´rations d’e´criture ou de lecture. Cela
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assure que les communications se font correctement entre les modules inde´pendamment de
leur repre´sentation native des types de donne´es.
Le de´savantage de la se´rialisation standardise´e est qu’il n’est plus possible d’utiliser une
seule fonction ge´ne´rique de se´rialisation pour ge´rer tous les types de donne´es. Comme le
montre le tableau 5.1, la conversion d’une valeur de 32 bits d’une repre´sentation big endian
a` une repre´sentation little endian produit des re´sultats diffe´rents selon le type de donne´es de
cette valeur de 32 bits. (Pour un type de donne´es qui prend plusieurs octets, tel un short ou
un long, le premier octet est l’octet de poids fort dans le cas d’une repre´sentation big endian
et l’octet de poids faible dans le cas d’une repre´sentation little endian.)
Tableau 5.1 Conversion, pour diffe´rents types de donne´es, de la valeur de 32 bits 0x0A0B0C0D
d’une repre´sentation big endian vers une repre´sentation little endian
Type de donne´es Octet 0 Octet 1 Octet 2 Octet 3
long 0x0D 0x0C 0x0B 0x0A
short[2] 0x0B 0x0A 0x0D 0x0C





Il est donc ne´cessaire d’effectuer une introspection des types de donne´es pour imple´men-
ter la se´rialisation standardise´e. L’introspection dynamique (pendant l’exe´cution) n’est pas
utilise´e, car elle n’est pas supporte´e par les outils de synthe`se comportementale. Dans ce
chapitre, l’introspection des types de donne´es est plutoˆt re´alise´e statiquement au moment de
la synthe`se du mate´riel.
La figure 5.1 illustre le flot utilise´ pour imple´menter la se´rialisation standardise´e. D’abord,
chaque module de l’application est analyse´ a` l’aide de l’analyseur syntaxique SC2AST de la
Karlsruhe SystemC Parser Suite (GreenSocs Ltd, 2008). Les arbres syntaxiques obtenus sont
ensuite traite´s par un analyseur se´mantique qui extrait l’ensemble des types de donne´es trans-
fe´re´s via les fonctions de communication de SPACE. Pour chaque type de donne´es transfe´re´,
une paire de fonctions de se´rialisation et de de´se´rialisation standardise´e sont ge´ne´re´es. Les
fonctions associe´es aux types de donne´es primitifs sont ge´ne´re´es selon la repre´sentation du
re´seau. Les fonctions associe´es a` une structure de donne´es sont ge´ne´re´es en appliquant a`
chacun de ses champs la fonction associe´e au type de donne´es du champ. On suppose que les
structures ne contiennent pas de pointeurs. Une structure de donne´es peut contenir une autre
structure de donne´es, en autant que la relation d’inclusion des structures n’est ni cyclique,
ni infinie. Cela assure que la structure de donne´es peut eˆtre se´rialise´e en un tableau d’octets
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de taille finie. Finalement, ces fonctions sont utilise´es pour ge´ne´rer des transacteurs SystemC
entre les mode`les TLM et les mode`les pre´cis au cycle pre`s. Ces transacteurs sont utilise´s dans
















Figure 5.1 Flot de se´rialisation standardise´e
Sans perte de ge´ne´ralite´, la repre´sentation standardise´e retenue pour notre se´rialisation est
la repre´sentation native utilise´e par le compilateur C/C++ ciblant le processeur MicroBlaze.
Cela permet au logiciel embarque´ sur le MicroBlaze d’utiliser une se´rialisation triviale qui
s’exe´cute rapidement tout en e´tant interope´rable avec les modules mate´riels, qui effectuent
une se´rialisation standardise´e via les transacteurs ge´ne´re´s par notre flot.
5.2 Raffinement des communications
Cette section de´crit le raffinement des fonctions de communication TLM utilise´es dans
notre me´thodologie en des protocoles pre´cis au cycle et a` la broche pre`s. La figure 5.2 pre´sente
une vue ge´ne´rale du raffinement des communications et de la synthe`se du mate´riel de´crits
dans les sections 5.2 et 5.3.
5.2.1 Spe´cification exe´cutable au niveau TLM
Comme le montre la figure 5.2(a), le point de de´part est une spe´cification exe´cutable au
niveau TLM dans laquelle chaque module est un module comportemental qui communique
avec les autres modules ou avec les pe´riphe´riques seulement au travers de fonctions TLM
read() et write(), tel que de´crit a` la section 3.2.2. Les types de donne´es primitifs C/C++

































































































































































Figure 5.2 Flot automatise´ pour le raffinement des communications et la synthe`se du mate´riel
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transfe´re´es avec ces fonctions de communication. Les communications entre les modules se
font au travers de canaux FIFO abstraits et une se´mantique bloquante ou non-bloquante
peut eˆtre utilise´e autant pour les e´critures que pour les lectures, tel que de´crit a` la section
4.3.5. Les requeˆtes aux pe´riphe´riques se font de manie`re synchrone. Tous les modules et les
pe´riphe´riques sont adresse´s par les fonctions de communication au moyen d’un identificateur
unique. A` plus bas niveau, ces identificateurs sont utilise´s pour adresser a` la fois les modules
mate´riels et les modules logiciels. Un bus TLM, qui est un crossbar, route les communications
entre les modules et les pe´riphe´riques. A` ce niveau, aucune se´rialisation n’est ne´cessaire et les
structures de donne´es sont transfe´re´es par une copie directe de la me´moire avec memcpy().
Dans la figure 5.3, on pre´sente comme exemple le fil d’exe´cution d’un module compor-
temental simple. Ce fil d’exe´cution est une boucle infinie qui lit de deux autres modules
deux structures de donne´es, effectue un calcul sur celles-ci, puis e´crit le re´sultat de son cal-
cul vers un troisie`me module. Le calcul re´alise´ par la fonction doProcessing() peut eˆtre
arbitrairement complexe.
struct s_in valueIn1 , valueIn2;
struct s_out valueOut;
while(true) {
read(SRC_ID_1 , &valueIn1 , sizeof(valueIn1), BLOCKING );
read(SRC_ID_2 , &valueIn2 , sizeof(valueIn2), BLOCKING );
valueOut = doProcessing(valueIn1 , valueIn2 );
write(DEST_ID , &valueOut , sizeof(valueOut), NON_BLOCKING );
}
Figure 5.3 Exemple d’un fil d’exe´cution d’un module comportemental
5.2.2 Raffinement du protocole de communications
Dans cette e´tape, les communications TLM sont raffine´es vers des communications pre´cises
au cycle pre`s sur le bus (BCA), comme le montre la figure 5.2(b). Un mode`le BCA est
associe´ a` chaque bus alloue´ dans l’architecture choisie. Pour chaque module de l’application,
un transacteur TLM-BCA est synthe´tise´ en utilisant la me´thode pre´sente´e a` la section 5.1.2.
Ces transacteurs se chargent de la se´rialisation et de la de´se´rialisation des types de donne´es
et ils communiquent avec les adaptateurs de bus BCA selon un protocole ge´ne´rique pre´cis au
cycle pre`s. Les adaptateurs de bus traduisent ce protocole en un protocole spe´cifique au bus.
Les adaptateurs de bus communiquent donc avec le bus, traitent les acquittements du bus et
associent une plage d’adresse sur le bus a` chaque module et pe´riphe´rique. Ce raffinement des
communications peut ainsi eˆtre utilise´ pour cibler diffe´rents protocoles de bus. Des mode`les
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BCA et des adaptateurs pour les bus OPB et PLB du standard CoreConnect (IBM Corp.,
1999) ont e´te´ inte´gre´s dans la plate-forme virtuelle SPACE.
Ce niveau de raffinement des communications permet e´galement d’assigner des modules
en tant que taˆches logicielles s’exe´cutant sur un ISS connecte´ a` un bus, ce qui permet une
co-simulation fonctionnelle entre les modules qui ont e´te´ raffine´s en logiciel et ceux qui sont
reste´s a` un niveau TLM (Chevalier et al., 2006). E´tant donne´ que les composants de la plate-
forme virtuelle, notamment les adaptateurs de bus, ge`rent les aspects des communications qui
sont spe´cifiques a` l’architecture, l’assignation d’un module donne´ en logiciel ou en mate´riel
est transparent aux autres modules.
5.2.3 Synthe`se d’interface
Le but de cette e´tape est de faire en sorte que les modules de l’application soient preˆts pour
la synthe`se comportementale. Le protocole de communication ge´ne´rique entre les transacteurs
TLM-BCA et les adaptateurs de bus est donc raffine´ en un protocole RTL pre´cis au cycle et
a` la broche pre`s, comme le montre la figure 5.2(c). Un tel protocole RTL a e´te´ de´fini pour
SPACE dans (Faiz, 2007). Un transacteur TLM-RTL ciblant ce protocole est ge´ne´re´, selon la
me´thode pre´sente´e a` la section 5.1.2 pour chaque module assigne´ en mate´riel. La figure 5.4
de´finit une structure de donne´es utilise´e comme exemple. Dans la figure 5.5 et la figure 5.6,
un transacteur TLM-RTL se´rialise cette structure de donne´es en une repre´sentation pre´cise
au bit pre`s qui est e´crite cycle par cycle en tranches de 32 bits. Il est e´galement possible de
ge´ne´rer des transacteurs qui supportent diffe´rents types de donne´es et diffe´rentes largeurs de
bus. Un transacteur RTL-BCA, qui est un composant de la plate-forme virtuelle, se charge
des communications avec l’adaptateur de bus BCA et son bus. Ce transacteur RTL-BCA
renvoie aussi au transacteur TLM-RTL des informations sur le statut de l’adaptateur de bus.
Dans la figure 5.5 et la figure 5.6, ce statut est utilise´ pour imple´menter une se´mantique
bloquante.
5.3 Synthe`se du mate´riel
Apre`s le raffinement des communications, l’application est preˆte pour la synthe`se du
mate´riel, qui ge´ne`re, selon l’architecture choisie, une imple´mentation RTL de chaque module
assigne´ en mate´riel, puis de l’application dans son ensemble.
5.3.1 Synthe`se comportementale
Dans cette e´tape, chaque module TLM et son transacteur TLM-RTL sont raffine´s en une







Figure 5.4 Un exemple de structure de donne´es a` transfe´rer
void write(unsigned address , s* data , unsigned size , bool blocking) {
sc_int <32> temp;




// Write first 32-bit slice of struct s
temp.range (31 ,24) = s->c1;
temp.range (23 ,16) = s->c2;
temp.range (15,0) = htons(s->s1);
dataOut.write(temp);
wait ();
// Write second 32-bit slice of struct s
temp.range (31,0) = htonl(s->l1);
dataOut.write(temp);
wait ();
// Unset communication parameters
zeroOutputSignals ();
if(blocking) {
// Wait for the receipt of an acknowledgment
while(writeStatusIn.read() != OK) wait ();
}
}
Figure 5.5 Un exemple d’une se´rialisation standardise´e au niveau RTL
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bool read(unsigned address , s* data , unsigned size , bool blocking) {
sc_int <4> status;
sc_int <32> temp;




// Wait for the arrival of the data if read is blocking
do {
wait ();
status = readStatusIn.read() ;
} while(blocking && status != OK)
if(status == OK) { // status != EMPTY
// Read first 32-bit slice of struct s
temp = dataIn.read ();
s->c1 = temp.range (31 ,24);
s->c2 = temp.range (23 ,16);
s->s1 = ntohs(temp.range (15 ,0));
wait ();
// Read second 32-bit slice of struct s
temp = dataIn.read ();
s->l1 = ntohl(temp.range (31 ,0));
wait ();
// Unset communication parameters
zeroOutputSignals ();
}
return (status == OK);
}
Figure 5.6 Un exemple d’une de´se´rialisation standardise´e au niveau RTL
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Forte Design Systems (Meredith, 2008) a e´te´ inte´gre´ dans cette me´thodologie afin d’effectuer
cette synthe`se comportementale. La configuration de Cynthesizer, le lancement de la synthe`se
comportementale et la re´cupe´ration des re´sultats de synthe`se sont automatise´s. Cynthesizer
peut synthe´tiser les ope´rations arithme´tiques et logiques de C/C++ et SystemC, le flot de
controˆle, les boucles, les appels de fonction, les templates, les tableaux ainsi que les structures
de donne´es de´finies par l’utilisateur. Les pointeurs sont supporte´s dans la mesure ou` ils
peuvent eˆtre statiquement de´re´fe´rence´s au moment de la synthe`se et qu’ils ne sont pas utilise´s
pour manipuler la repre´sentation interne des types de donne´es. Les modules TLM suivent ces
re`gles si la spe´cification exe´cutable respecte les contraintes pre´sente´es a` la section 3.2.2 alors
que les transacteurs TLM-RTL ge´ne´re´s les suivent par construction.
Cynthesizer incorpore (inline) les fonctions et propage les constantes lors de la synthe`se
comportementale. Les fonctions de se´rialisation ge´ne´re´es pour les transacteurs sont donc syn-
the´tise´es de manie`re efficace. Plusieurs options de Cynthesizer sont e´galement active´es afin
d’optimiser la synthe`se des modules de l’application : le de´roulage de boucles, l’e´limination
des sous-expressions communes, l’e´limination des bits non utilise´s et l’aplanissement des ta-
bleaux. La synthe`se comportementale peut eˆtre configure´e pour minimiser soit la quantite´ de
ressources mate´rielles, soit la latence.
La synthe`se comportementale produit, pour chaque module de l’application, deux imple´-
mentations RTL e´quivalentes du module : un en SystemC et l’autre dans le HDL Verilog. La
premie`re est utilise´e pour re´aliser une simulation mixte du syste`me de la figure 5.2(d) avec des
modules mate´riels pre´cis au cycle pre`s et avec des mode`les BCA de la plate-forme virtuelle,
ce qui permet notamment une caracte´risation du temps d’exe´cution des modules mate´riels
tel que de´crit a` la section 7.2.2. La seconde est utilise´e dans un flot de synthe`se logique en
aval de meˆme qu’a` la section 7.3.1 pour la caracte´risation des ressources mate´rielles utilise´es
par les modules mate´riels
La me´thode de synthe`se mate´rielle pre´sente´e dans ce chapitre devrait e´galement eˆtre
applicable aux autres outils de synthe`se comportementale qui prennent en entre´e un code
SystemC, tels que C-to-Silicon (Cadence Design Systems, Inc., 2008) et AutoESL (Zhang
et al., 2008). Cette me´thode peut e´galement s’appliquer a` un outil de synthe`se comporte-
mentale qui prend en entre´e seulement un code C/C++. Elle a ainsi e´te´ applique´e a` l’outil
Catapult de Mentor Graphics (Bollaert, 2008) dans des travaux connexes a` cette the`se. Ainsi,
les transacteurs TLM-RTL sont ge´ne´re´s pour Catapult en un C/C++ qui respecte le guide
de codage de cet outil quant a` la spe´cification des communications. Les types de donne´es
primitifs entiers pre´cis au bit pre`s de SystemC sont convertis en des types de donne´es entiers
e´quivalents (ac_int) fournis par Catapult (Mentor Graphics Corp., 2009). Le fil d’exe´cution
du module est extrait de sa spe´cification SystemC afin de fournir a` Catapult une entre´e pu-
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rement en C/C++. Cette adaptation de la synthe`se mate´rielle a` Catapult tire avantage du
fait que SPACE encapsule la plupart des fonctionnalite´s SystemC par des fonctions TLM de
communication.
5.3.2 Synthe`se de la plate-forme
Apre`s l’e´tape de la synthe`se comportementale, tous les modules de l’application ont e´te´
synthe´tise´s, selon l’architecture choisie, soit en tant que mate´riel RTL, soit en tant que logiciel
embarque´. L’e´tape de la synthe`se de la plate-forme, effectue´e a` l’aide de l’outil GenX de
SPACE (Filion et al., 2007; Space Codesign Systems Inc., 2008), remplace tous les mode`les
BCA de la plate-forme virtuelle pour les bus, les adaptateurs, les processeurs, les me´moires
et les pe´riphe´riques par des blocs IP au niveau RTL. Ces blocs IP sont directement fournis
par la plate-forme cible, a` l’exception des adaptateurs de bus qui ont e´te´ imple´mente´s dans
SPACE pour le bus OPB (IBM Corp., 1999).
Il est possible qu’un composant de la plate-forme virtuelle soit remplace´ par plusieurs
composants RTL. Par exemple, dans la plate-forme virtuelle, un seul pont relie deux bus quel
que soit le nombre de composants qui sont assigne´s a` ces bus, mais un pont dans une plate-
forme cible FPGA Virtex de Xilinx (Xilinx Inc., 2002) peut avoir au maximum 4 esclaves. Si
plus de 4 composants sont assigne´s a` un des bus, il est donc ne´cessaire de remplacer le pont
de la plate-forme virtuelle par plusieurs ponts en paralle`le au niveau RTL.
Comme le montre la figure 5.2(e), la synthe`se de la plate-forme produit une imple´menta-
tion pleinement RTL du syste`me, qui peut servir d’entre´e a` un flot de conception RTL pour
une cible FPGA ou ASIC. La synthe`se de plate-forme re´alise´e par GenX permet de cibler
une plate-forme FPGA Virtex de Xilinx. GenX ge´ne`re e´galement un projet pour le logiciel
Embedded Development Kit (EDK) de Xilinx, qui permet d’effectuer une simulation logique
de l’imple´mentation RTL avec ModelSim (Mentor Graphics Corp., 2008) ou d’en faire une
synthe`se logique pour un FPGA Virtex avec XST (Xilinx Inc., 2006).
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CHAPITRE 6
PROFILAGE AU NIVEAU SYSTE`ME
Nous avons vu aux chapitres 3 et 5 que SPACE peut simuler la spe´cification exe´cutable
ou l’imple´mentation d’une application embarque´e sur une plate-forme virtuelle. Pour tirer
pleinement be´ne´fice de ces simulations, il est ne´cessaire d’avoir des outils de profilage qui
permettent d’extraire des donne´es et des me´triques de performance sur l’application embar-
que´e qui est simule´e. Ces outils de profilage peuvent eˆtre utilise´s pour trouver les goulots
d’e´tranglement dans la performance du syste`me ou pour l’exploration architecturale, que
celle-ci soit faite manuellement par un inge´nieur ou automatiquement par un algorithme tel
que ceux pre´sente´s au chapitre 8. Ces outils peuvent e´galement eˆtre utilise´s pour valider une
me´thode d’estimation de performance ou pour extraire les donne´es ne´cessaires a` la construc-
tion d’un mode`le d’estimation de performance, tel que pre´sente´ au chapitre 7.
Dans ce chapitre, on pre´sente comment l’exe´cution d’un code logiciel peut eˆtre profile´e de
manie`re non intrusive lors d’une simulation afin d’en extraire des donne´es sur les temps de
de´but et de fin de l’exe´cution de chaque fonction du code ainsi que les valeurs des parame`tres
et la valeur de retour de chacune de ces fonctions. Cette me´thode de profilage non-intrusif
d’un code logiciel est applique´e a` l’instrumentation de la plate-forme virtuelle de SPACE afin
de re´aliser un profilage au niveau syste`me. Ainsi, les mode`les de processeurs (ISS) sont instru-
mente´s afin de permettre le profilage des ISR, des changements de contexte entre les modules
logiciels et des appels aux fonctions de communication de l’API logicielle. E´tant donne´ que
les modules mate´riels sont e´galement instrumente´s, cela permet d’extraire des me´triques sur
le temps d’exe´cution des modules logiciels et mate´riels ainsi que sur les communications entre
tous les modules, peu importe que ces communications se fassent entre modules mate´riels,
entre modules logiciels sur un meˆme processeur, entre modules logiciels sur deux processeurs
diffe´rents ou entre un module mate´riel et un module logiciel. Cette capacite´ d’extraire les
meˆmes types de me´triques pour l’ensemble des modules qu’ils se trouvent en mate´riel ou en
logiciel est ce qui fait la spe´cificite´ du profilage au niveau syste`me. L’instrumentation des bus
et des me´moires, en plus de celle des processeurs, permet aussi de recueillir des me´triques sur
l’utilisation des bus, des me´moires et des processeurs.
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6.1 Profilage non-intrusif de code logiciel
Le premier objectif du profilage de code logiciel pre´sente´ dans cette section est d’extraire
des donne´es sur le de´roulement et la performance de l’exe´cution du code logiciel. En particu-
lier, ce profilage extrait diffe´rentes informations a` chaque fois que l’exe´cution du code logiciel
arrive au de´but ou a` la fin d’une fonction profile´e. A` chaque fois que l’exe´cution arrive au
de´but d’une fonction profile´e, le profilage produit un enregistrement de donne´es qui contient
le nom de la fonction, le temps de cet e´ve`nement et les valeurs des arguments passe´s en para-
me`tre a` la fonction. De manie`re analogue, a` chaque fois que l’exe´cution arrive a` la fin d’une
fonction profile´e, le profilage produit un enregistrement de donne´es qui contient le nom de la
fonction, le temps de cet e´ve`nement et la valeur de retour de la fonction. De plus, le profilage
peut ajouter a` chacun de ces enregistrements diffe´rentes informations comple´mentaires : le
contenu, au moment ou` l’e´ve`nement se produit, d’un ou plusieurs registres du processeur,
variables globales du code logiciel ou adresses me´moire.
Le deuxie`me objectif du profilage de code logiciel pre´sente´ dans cette section est d’eˆtre
non-intrusif, c’est-a`-dire de ne perturber ni la fonctionnalite´ ni la performance de l’exe´cution
de ce meˆme code logiciel. En d’autres termes, du point du vue du code logiciel, les ope´rations
ne´cessaires au profilage doivent s’exe´cuter en un temps ze´ro. Cela implique qu’il n’est pas
possible de modifier ce code logiciel pour y ajouter des instructions spe´ciales de profilage, car
ces nouvelles instructions prendraient un temps non-nul pour s’exe´cuter sur le processeur. Le
temps pris pour exe´cuter le code logiciel avec ces instructions ajoute´es diffe`rerait alors du
temps pris pour exe´cuter le code logiciel sans ces instructions.
Il existe une solution dans le cas ou` le code logiciel est exe´cute´ sur un ISS, par exemple dans
le cadre d’une simulation SystemC (IEEE, 2005). Cette solution repose sur la diffe´rence entre
le temps pris par la simulation (WCT : Wall Clock Time) et le temps interne a` la simulation.
Ainsi, toutes les ope´rations dans la simulation, incluant e´ventuellement les ope´rations relatives
au profilage, s’effectuent en un temps non-nul selon le re´fe´rentiel du WCT. Par contre, ces
meˆmes ope´rations peuvent s’effectuer en un temps nul selon le re´fe´rentiel du temps interne
a` la simulation si elles ne font pas avancer l’horloge interne de simulation. Dans le contexte
d’une simulation SystemC, cela signifie qu’elles ne doivent pas causer un appel a` la fonction
wait. Les me´triques de performance qui importent lorsqu’on simule un code logiciel sur un
ISS sont les me´triques relatives au temps interne a` la simulation. Dans une telle simulation,
il est donc possible de profiler le code logiciel de manie`re non-intrusive en autant que les
ope´rations de profilage ne modifient pas l’horloge interne de la simulation. Il demeure donc
impossible de modifier le code logiciel lui-meˆme pour y ajouter des instructions de profilage :
l’ISS prendrait un certain nombre de cycles a` l’inte´rieur de la simulation pour exe´cuter ces
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instructions et cela modifierait donc le temps interne de simulation. Par contre, il est alors
possible de profiler le code logiciel de manie`re non-intrusive si les ope´rations de profilage se
trouvent a` l’exte´rieur du code logiciel simule´ sur l’ISS.
6.1.1 Fonctionnement ge´ne´ral du profileur d’ISS
Un profileur d’ISS a e´te´ imple´mente´ pour extraire non-intrusivement des donne´es sur le
de´roulement et la performance de l’exe´cution du code logiciel. Comme son nom l’indique, le
profileur d’ISS vient se greffer a` un ISS pour profiler de manie`re non-intrusive le code logiciel
qui est exe´cute´ par cet ISS. L’imple´mentation du profileur d’ISS repose sur les pre´misses
suivantes :
1. Le profileur d’ISS a a` profiler un seul fil d’exe´cution a` la fois. Pour simuler un syste`me
multi-processeur, il doit y avoir un profileur d’ISS par processeur.
2. L’horloge de l’ISS est synchronise´e avec celle de la plate-forme virtuelle.
3. L’ISS ou la plate-forme virtuelle permet de non-intrusivement :
(a) Appeler le profileur d’ISS lorsque le PC de l’ISS atteint une adresse donne´e, puis
reprendre l’exe´cution du code logiciel ;
(b) Extraire le contenu d’un registre de l’ISS ou d’une adresse me´moire.
En d’autres termes, il doit eˆtre possible au profileur d’ISS d’acce´der directement ou indi-
rectement aux registres et a` la me´moire de l’ISS, incluant le PC. La pre´misse 3a est concep-
tuellement e´quivalente a` l’ajout, pour une adresse donne´e, d’un point d’arreˆt mate´riel, qui
















Figure 6.1 Fonctionnement ge´ne´ral du profileur d’ISS
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Le profileur d’ISS automatise le flot illustre´ a` la figure 6.1 pour un ensemble donne´ de
registres, d’adresses me´moire, de variables globales et de fonctions a` profiler. Ainsi, il com-
mence par de´sassembler le code logiciel a` profiler et par extraire la taille et l’adresse me´moire
de chaque variable globale a` profiler. Ces adresses me´moires sont ajoute´es aux adresses a`
profiler. Il extrait e´galement du code de´sassemble´ les adresses de de´but et de fin de chaque
fonction a` profiler et ajoute un point d’arreˆt a` chacune de ces adresses. Il est a` noter que,
bien que toute fonction ait un seul point d’entre´e, il est possible qu’elle ait plusieurs points
de sortie, car rien ne garantit que le programmeur ou le compilateur du code logiciel utilisent
un seul point de sortie par fonction. La simulation de´marre ensuite et le profileur d’ISS est
appele´ lorsque l’exe´cution du code logiciel sur l’ISS arrive a` un point d’arreˆt. Le profileur
d’ISS produit alors un enregistrement de donne´es avec les informations suivantes : le nom de
la fonction correspondant a` ce point d’arreˆt, la valeur courante du temps interne a` la simula-
tion SystemC et la valeur courante de chaque registre ou adresse me´moire profile´. Si le point
d’arreˆt correspond au de´but d’une fonction, le profileur d’ISS ajoute a` cet enregistrement
les valeurs des arguments passe´s en parame`tre a` la fonction. S’il s’agit plutoˆt d’une fin de
fonction, le profileur d’ISS y ajoute alors la valeur de retour de la fonction. Le profileur d’ISS
laisse ensuite l’exe´cution du code logiciel reprendre son cours jusqu’au prochain point d’arreˆt
et ainsi de suite jusqu’a` la fin de la simulation.
6.1.2 Imple´mentation du profileur d’ISS
En plus des ope´rations e´le´mentaires qu’on suppose eˆtre fournies par l’ISS ou la plate-
forme virtuelle a` la section 6.1.1 (gestion des points d’arreˆts, lecture d’une adresse me´moire
et lecture d’un registre de l’ISS), plusieurs autres ope´rations utilise´es par le profileur d’ISS
de´pendent du processeur dont on profile le code logiciel :
1. De´sassembler le code logiciel ;
2. Trouver la taille et l’adresse des variables globales dans le code de´sassemble´ ;
3. Trouver l’adresse de de´but d’une fonction dans le code de´sassemble´ ;
4. Trouver l’adresse des points de sortie d’une fonction dans le code de´sassemble´ ;
5. Extraire les valeurs des arguments passe´s en parame`tres a` une fonction ;
6. Extraire la valeur de retour d’une fonction.
L’imple´mentation du profileur d’ISS suppose qu’il existe une suite d’outils GNU (Free
Software Foundation, 2010) ciblant le processeur dont on profile le code logiciel. Plus pre´-
cise´ment, avant le de´but de la simulation, le profileur d’ISS lance le de´bogueur croise´ GDB
(Stallman et al., 2002) pour de´sassembler et analyser le code logiciel afin de re´aliser les ope´-
rations 1, 2 et 3. Ainsi, une fois que le de´bogueur croise´ GDB est lance´, le profileur d’ISS
re´cupe`re l’adresse et la taille de chaque variable globale profile´e var en exe´cutant respec-
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tivement les commandes print/x &var et print/x sizeof(var) dans GDB. De la meˆme
manie`re, le profileur d’ISS obtient l’adresse de de´but de chaque fonction profile´e fct en
ajoutant temporairement un point d’arreˆt avec la commande break ‘fct’ et en re´cupe´rant
l’adresse a` laquelle le point d’arreˆt a e´te´ ajoute´ par GDB. Il est a` noter que cette utilisation
des points d’arreˆt de GDB avant la simulation n’implique pas ne´cessairement que GDB sera
e´galement utilise´ pour ge´rer les points d’arreˆt lors de la simulation. En effet, on peut pre´fe´-
rer manipuler directement l’ISS pour la gestion des points d’arreˆt, plutoˆt que de passer par
GDB, pour des raisons de performance (en terme de WCT), comme le montrent les re´sultats
pre´sente´s a` la section 9.4.
Cette utilisation de la suite d’outils croise´s GNU simplifie l’imple´mentation du profileur
d’ISS. Cependant, cette suite d’outils ne permet pas d’identifier les adresses des points de
sortie d’une fonction dans le code de´sassemble´. Pour trouver ces points de sortie, le profileur
d’ISS demande donc a` GDB de de´sassembler le code de la fonction puis examine une par
une les instructions en code assembleur de cette fonction. Si l’opcode de l’instruction est un
opcode de sortie, alors le profileur d’ISS ajoute l’adresse de cette instruction a` la liste des
points de sortie de la fonction. L’identite´ des opcodes qui correspondent a` des points de sortie
de´pend du jeu d’instructions du processeur cible.
Les autres ope´rations utilise´es par le profileur d’ISS sont imple´mente´es soit au travers du
de´bogueur croise´ GDB, soit en acce´dant directement a` l’ISS, a` ses registres et a` sa me´moire.
6.1.2.1 Imple´mentation du profileur d’ISS pour le MicroBlaze
Le profileur d’ISS a e´te´ imple´mente´ pour le processeur MicroBlaze de Xilinx (Xilinx Inc.,
2005). Le profileur d’ISS MicroBlaze de´le`gue au de´bogueur croise´ GDB le de´sassemblage du
code logiciel, l’extraction de la taille et de l’adresse des variables profile´es ainsi que de l’adresse
de de´but des fonctions profile´es. Aussi, ce profileur d’ISS trouve l’ensemble des points de sortie
de chacune de ces fonction en conside´rant comme des points de sortie les instructions avec
l’opcode rtid ou rtsd, tel que de´fini dans le jeu d’instructions du MicroBlaze.
L’ISS MicroBlaze imple´mente´ dans la plate-forme virtuelle de SPACE permet au profileur
d’ISS d’acce´der directement a` ses registres et a` sa me´moire pendant la simulation. Cela signifie
que ces acce`s ne passent pas par le bus et prennent un temps nul dans le re´fe´rentiel du temps
interne a` la simulation. Ainsi, le profileur d’ISS MicroBlaze peut lire la valeur courante
d’une variable profile´e en lisant la valeur de la me´moire de l’ISS a` l’adresse de la variable.
Selon l’interface binaire (ABI) du MicroBlaze, les 6 registres R5 a` R10 du MicroBlaze sont
utilise´s pour passer des arguments en parame`tre a` une fonction alors que le registre R3 est
utilise´ pour la valeur de retour d’une fonction. Ainsi, le profileur d’ISS MicroBlaze extrait
les valeurs des registres R5 a` R10 a` chaque fois que l’exe´cution du code logiciel atteint le
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de´but d’une fonction et il extrait la valeur du registre R3 a` chaque fois que l’exe´cution arrive
a` la fin d’une fonction. Cette imple´mentation extrait les valeurs des 6 premiers parame`tres
de chaque fonction profile´e et suppose qu’elles utilisent le passage par valeur pour leurs
parame`tres et leur valeur de retour. Cette imple´mentation pourrait eˆtre e´tendue d’abord
pour supporter tous les parame`tres des fonctions ayant plus de 6 parame`tres en re´cupe´rant
les valeurs des parame`tres supple´mentaires sur la pile. Une autre extension permettrait de
supporter le passage par adresse en de´re´fe´renc¸ant les pointeurs passe´s en parame`tre ou comme
valeur de retour. Finalement, l’ISS MicroBlaze imple´mente´ dans SPACE contient tous les
registres pre´sents dans le processeur MicroBlaze en plus de registres virtuels qui comptent
le nombre d’instructions de controˆle, d’acce`s a` la me´moire et d’ope´rations arithme´tiques et
logiques exe´cute´es depuis le de´marrage du processeur. Ces registres virtuels sont profile´s par
le profileur d’ISS pour fournir plus d’informations sur le type d’instructions exe´cute´es par
chaque fonction.
Le profileur d’ISS MicroBlaze utilise les fonctionnalite´s offertes par cet ISS pour ajouter
des points d’arreˆt et eˆtre appele´ lorsqu’un point d’arreˆt est atteint. Ainsi, l’ISS MicroBlaze
surveille la valeur du PC pour voir si elle est e´gale a` l’adresse d’un point d’arreˆt. Si c’est le
cas, l’ISS MicroBlaze appelle la fonction de rappel (callback) associe´e au point d’arreˆt, soit
le profileur d’ISS dans ce cas-ci. Le profileur d’ISS MicroBlaze traite alors le point d’arreˆt
en de´terminant au de´but ou a` la fin de quelle fonction correspond ce point d’arreˆt. Apre`s
ce traitement, le profileur d’ISS MicroBlaze demande a` l’ISS de poursuivre l’exe´cution du
code logiciel. E´tant donne´ que le traitement du point d’arreˆt effectue´ par le profileur d’ISS
demande un temps nul dans le re´fe´rentiel du temps interne a` la simulation, la gestion de ces
points d’arreˆt ne perturbe ni la fonctionnalite´ ni la performance du code logiciel profile´.
6.1.2.2 Imple´mentation ge´ne´rique avec GDB








Figure 6.2 Imple´mentation ge´ne´rique du profileur d’ISS avec client/serveur GDB
Une version ge´ne´rique du profileur d’ISS a e´te´ imple´mente´e. Cette imple´mentation ge´ne´-
rique de´le`gue au de´bogueur croise´ GDB non seulement les taˆches d’analyse du code logiciel
pre´alables a` la simulation, mais e´galement les taˆches qui se de´roulent lors de la simulation
comme la gestion des points d’arreˆt et l’extraction des valeurs des arguments passe´s en pa-
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rame`tre. On l’appelle donc le profileur d’ISS GDB.
Tel qu’illustre´ a` la figure 6.2, le profileur d’ISS GDB communique´ avec le de´bogueur
croise´ GDB au moyen de l’interface de communication GDB/MI (Stallman et al., 2002). Le
de´bogueur croise´ GDB agit comme client GDB et il communique a` son tour, au moyen du
protocole se´rie de GDB, avec le serveur GDB qui se trouve au sein de l’ISS. Le serveur GDB
a un acce`s direct a` la me´moire et aux registres de l’ISS et on suppose que l’ISS et son serveur
GDB supportent les points d’arreˆt mate´riels pour que leur utilisation par le profileur d’ISS soit
non-intrusive. Dans le contexte du processeur MicroBlaze, le serveur GDB se trouve dans une
situation analogue au profileur d’ISS MicroBlaze pre´sente´ a` la section 6.1.2.1. L’avantage de
passer par GDB est qu’on peut s’attendre a` ce que le serveur GDB ait de´ja` e´te´ imple´mente´
pour l’ISS, inde´pendamment du profilage, afin de permettre le de´bogage du code logiciel
exe´cute´ par l’ISS.
Ainsi, le profileur d’ISS GDB envoie au client GDB diffe´rentes commandes du proto-
cole GDB/MI telles que -data-evaluate-expression, -data-read-memory et -data-list-
register-values pour lire la valeur courante d’une variable, d’un registre ou d’une adresse
me´moire. Le client GDB demande alors au serveur GDB de lire le registre ou l’adresse me´-
moire approprie´e et le serveur GDB fait les acce`s pertinents pour re´pondre a` cette requeˆte.
Le serveur GDB renvoie la valeur lue au client GDB, qui renvoie alors au profileur d’ISS
GDB une re´ponse textuelle suivant le protocole GDB/MI. Cette re´ponse est une chaˆıne de
caracte`res semblable a` ^done,value="Y" et le profileur d’ISS GDB en extrait la valeur Y, qui
correspond a` la valeur lue.
De manie`re analogue, le profileur d’ISS GDB inse`re des points d’arreˆt au de´but et aux
points de sortie de chaque fonction profile´e en envoyant au client GDB la commande -break-
insert. Apre`s l’insertion de chaque point d’arreˆt, le client GDB renvoie un identificateur
unique correspondant au point d’arreˆt qui vient d’eˆtre inse´re´. Lorsque l’exe´cution atteint
un point d’arreˆt, le client GDB notifie alors le profileur d’ISS GDB en lui envoyant un
message textuel, selon le protocole GDB/MI, qui contient l’identificateur unique du point
d’arreˆt atteint. Cela permet au profileur d’ISS GDB de de´terminer au de´but ou a` la fin de
quelle fonction ce point d’arreˆt correspond. Le message textuel envoye´ par le client GDB
contient e´galement les valeurs des arguments passe´s en parame`tre a` la fonction courante. Ces
valeurs sont donc extraites du message textuel par le profileur d’ISS GDB si le point d’arreˆt
correspond au de´but d’une fonction profile´e.
Lorsqu’un point d’arreˆt est atteint a` un point de sortie d’une fonction, le profileur d’ISS
GDB obtient la valeur de retour de la fonction en envoyant la commande -exec-finish au
client GDB. La fonction termine alors son exe´cution et le client GDB renvoie au profileur
d’ISS GDB un message textuel qui contient la valeur de retour de la fonction. L’exe´cution du
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code logiciel reprend alors son cours apre`s que le profileur d’ISS GDB ait envoye´ la commande
-exec-continue au client GDB.
Le profileur d’ISS GDB est caracte´rise´ par une grande ge´ne´ricite´ et un grand potentiel
de re´utilisation, e´tant donne´ que le porter vers un processeur cible implique seulement de
spe´cifier la liste des opcodes correspondant a` un point de sortie de fonction dans le jeu
d’instructions de ce processeur.
6.1.3 Profilage du RTOS et de l’API logicielle de SPACE
Figure 6.3 Le profileur d’ISS SPACE surveille la me´moire et les registres pour de´tecter les
communications et les changements de contexte
Le profilage non-intrusif du code logiciel est applique´ a` la plate-forme virtuelle de SPACE
pour profiler les e´ve`nements relatifs aux ope´rations du RTOS et des modules imple´mente´s en
logiciel. La figure 6.3 montre que le profileur d’ISS SPACE utilise son acce`s (direct ou indirect)
aux registres et a` la me´moire de l’ISS pour extraire des informations sur l’ordonnancement des
taˆches logicielles, l’exe´cution des ISR et les communications faites par les modules logiciels.
Ainsi, le profileur d’ISS SPACE utilise les me´canismes de´crits a` la section 6.1.2 pour profiler
les fonctions de communications de la plate-forme SPACE (qui sont inde´pendantes a` la fois
du processeur et du RTOS utilise´), les ISR et les fonctions de changement de contexte du
RTOS. Le profileur d’ISS SPACE profile e´galement la variable globale du RTOS qui contient
l’identificateur de la taˆche courante sur le processeur.
6.1.3.1 Algorithmes du profileur d’ISS SPACE
On pre´sente ici comment le profileur d’ISS SPACE traite les enregistrements de profilage
obtenus, qui ont e´te´ de´crits a` la section 6.1.1. Le profilage des ISR et des changements de
contexte sert a` de´terminer quand les modules cessent ou reprennent leur exe´cution. Ainsi,
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un enregistrement associe´ a` la fin d’une ISR ou a` la fin d’une fonction de changement de
contexte est conside´re´ comme un e´ve`nement signalant le de´but d’une pe´riode d’exe´cution
d’une taˆche logicielle. On suppose que le RTOS peut exe´cuter une taˆche inactive si toutes
les taˆches associe´es a` des modules logiciels sont bloque´es. Le profileur d’ISS SPACE extrait
le temps t de cet enregistrement ainsi que l’identificateur de la taˆche courante du RTOS. Si
cet identificateur est associe´ a` un module de l’application, alors le profileur d’ISS SPACE
consigne un e´ve`nement de de´but de pe´riode d’exe´cution pour le module courant au temps t.
Sinon, il consigne un e´ve`nement de de´but de pe´riode d’exe´cution pour la taˆche inactive (idle)
au temps t. Un e´ve`nement de fin d’ISR ou de fin de changement de contexte est e´galement
consigne´ au temps t, selon le cas.
A` l’oppose´, un enregistrement associe´ au de´but d’une ISR ou au de´but d’une fonction de
changement de contexte est conside´re´ comme un e´ve`nement signalant la fin d’une pe´riode
d’exe´cution d’une taˆche logicielle. Le profileur d’ISS extrait le temps t de cet enregistrement
et trouve la taˆche qui a cesse´ son exe´cution, soit la dernie`re taˆche a` avoir commence´ son
exe´cution avant le temps t. Un e´ve`nement de fin d’exe´cution d’un module de l’application ou
de la taˆche inactive est alors consigne´ au temps t, selon le cas. Un e´ve`nement de fin d’ISR
ou de fin de changement de contexte est e´galement consigne´ au temps t, selon le cas.
Le traitement de ces enregistrements permet de de´terminer, pour tous les temps de la
simulation, ce que le processeur est en train d’exe´cuter, soit une ISR, soit une fonction de
changement de contexte, soit la taˆche inactive, soit une taˆche associe´e a` un module logiciel.
E´tant donne´ qu’on a suppose´ a` la section 6.1.1 que le processeur exe´cute un seul fil d’exe´-
cution a` la fois, ces possibilite´s sont mutuellement exclusives pour tout temps donne´ de la
simulation. Pour tous les temps ou` le processeur exe´cute une taˆche associe´e a` un module
logiciel, le profileur d’ISS SPACE peut e´galement de´terminer quel module logiciel de´tient
alors le processeur.
D’un enregistrement associe´ au de´but d’une fonction de communication SPACE, le pro-
fileur d’ISS SPACE extrait un temps t, le type de communication SPACE (e´criture a` un
module, lecture d’un module, e´criture a` un pe´riphe´rique ou lecture d’un pe´riphe´rique) de
meˆme que ses parame`tres (identificateur du module distant, taille, caracte`re bloquant). Un
e´ve`nement de de´but de communication est alors consigne´ pour le temps t avec ces parame`tres
et avec l’identificateur du module qui appelle cette fonction de communication, soit le module
qui s’exe´cute sur l’ISS au temps t. Cela permet donc de de´terminer quels sont les modules
qui communiquent entre eux.
Le profileur d’ISS SPACE extrait le temps t et la valeur de retour d’un enregistrement
associe´ a` la fin d’une fonction de communication. Un e´ve`nement de fin de communication est
consigne´ au temps t avec cette valeur de retour, qui indique si la communication a re´ussi ou
99
e´choue´. Le profileur d’ISS SPACE trouve l’e´ve`nement associe´ au de´but de cette communica-
tion, qui est la dernie`re communication qui a e´te´ commence´e avant le temps t par le module
qui s’exe´cute sur l’ISS au temps t. Cette paire d’e´ve`nements de de´but et de fin correspond a`
une communication comple´te´e.
Il y a plusieurs e´le´ments des algorithmes du profileur d’ISS SPACE qui de´pendent du
RTOS utilise´ par le code logiciel : l’identite´ des variables et des fonctions associe´es au trai-
tement des interruptions et des changements de contexte, la manie`re d’extraire l’identifica-
teur spe´cifique au RTOS pour une taˆche donne´e et la manie`re d’associer cet identificateur a`
l’identificateur SPACE d’un module. La section suivante explique comment le profileur d’ISS
SPACE a e´te´ imple´mente´ pour le RTOS µCOS/II (Labrosse, 2002).
6.1.3.2 Imple´mentation pour µCOS/II
Les diffe´rentes taˆches logicielles ordonnance´es par le RTOS µCOS/II ont chacune une
priorite´ unique et fixe, qui leur sert aussi d’identificateur. La variable globale OSPrioHighRdy
contient la priorite´ de la taˆche pre´sentement exe´cute´e par le RTOS et est donc profile´e
par le profileur d’ISS SPACE pour µCOS/II. Avant le de´but de la simulation, le profileur
construit, a` partir des me´tadonne´es sur l’architecture a` simuler fournies par Space Studio
(Filion et al., 2007), un tableau associatif qui fait le lien entre la priorite´ d’une taˆche logicielle
et l’identificateur SPACE d’un module imple´mente´ en logiciel. Le profileur peut ainsi savoir
quelle est la priorite´ de la taˆche qui s’exe´cute a` un temps donne´ et, si cette priorite´ est
associe´e a` un module, quel est l’identificateur SPACE du module qui s’exe´cute a` ce meˆme
temps donne´.
Le profileur d’ISS SPACE pour µCOS/II profile e´galement diffe´rentes fonctions de trai-
tement d’interruption et de changement de contexte :
1. OSCtxSw (changement de contexte a` partir d’une taˆche logicielle)
2. OSIntCtxSw (changement de contexte a` partir d’une interruption)
3. OSStartHighRdy (de´but de l’exe´cution du RTOS)
4. La routine de traitement d’interruption, dont le nom de´pend du processeur.
Les enregistrements associe´s a` la fin de chacune de ces fonctions sont conside´re´s comme
des e´ve`nements signalant le de´but d’une pe´riode d’exe´cution d’une taˆche logicielle, tel que
de´crit a` la section 6.1.3.1. De la meˆme manie`re, les enregistrements associe´s au de´but de
la fonction OSCtxSw et de la routine de traitement d’interruption sont conside´re´s comme
des e´ve`nements signalant la fin d’une pe´riode d’exe´cution d’une taˆche logicielle. Par contre,
les enregistrements correspondant au de´but de la fonction OSStartHighRdy sont ignore´s,
car aucune taˆche logicielle ne s’exe´cute avant que le RTOS ne de´marre son exe´cution. Les
enregistrements associe´s au de´but de la fonction OSIntCtxSw sont e´galement ignore´s parce
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que cette fonction est seulement appele´e a` partir de la routine de traitement d’interruption
et que la taˆche logicielle a donc de´ja` e´te´ interrompue. Cela comple`te l’imple´mentation du
profileur d’ISS SPACE pour µCOS/II.
6.1.4 Profilage exhaustif du code logiciel
Le profileur d’ISS pre´sente´ aux sections 6.1.1 et 6.1.2 peut e´galement eˆtre utilise´ pour pro-
filer exhaustivement le code logiciel, c’est-a`-dire profiler, pour toutes les fonctions contenues
dans le code logiciel, toutes les occurrences d’une entre´e ou d’une de sortie de fonction. En
plus des informations sur les temps de de´but et de fin, les valeurs des arguments passe´s en
parame`tre et les valeurs de retour des fonctions, ce profilage exhaustif peut profiler l’identite´
de la taˆche courante qui s’exe´cute sur le processeur en utilisant les me´thodes de´crites a` la
section 6.1.3. Un tel profileur exhaustif a e´te´ imple´mente´ et est utilise´ a` la section 7.2.3.4 pour
la caracte´risation des parame`tres de performance du RTOS et de l’API logicielle de SPACE.
Par contre, pour le profilage du RTOS et de l’API logicielle dans le cadre du profilage au
niveau syste`me pre´sente´ a` la section 6.2, on pre´fe`re profiler seulement les fonctions e´nume´re´es
a` la section 6.1.3 afin de minimiser le nombre de points d’arreˆt et l’impact sur le WCT de la
simulation.
6.2 Profilage au niveau syste`me dans SPACE
Le profilage au niveau syste`me a pour objectif de fournir des informations de´taille´es sur
la performance et les ope´rations du syste`me embarque´ simule´ avec SPACE ainsi que les
me´triques de performance suivantes :
1. Le temps d’exe´cution de chaque module du syste`me, que ce dernier se trouve en mate´riel
ou en logiciel ;
2. Le temps et le volume de communications entre chaque paire de modules, que ceux-ci
se trouvent tous les deux en mate´riel, tous les deux en logiciel (sur le meˆme processeur
ou non) ou que l’un soit en mate´riel et l’autre en logiciel ;
3. Le nombre et la re´partition des acce`s me´moire pour chaque composant de me´moire et
pour chaque module du syste`me ;
4. Le taux d’utilisation de chaque bus et processeur du syste`me.
Ce profilage au niveau syste`me est re´alise´ selon l’architecture ge´ne´rale pre´sente´e a` la figure
6.4. Ainsi, la plate-forme virtuelle de SPACE a e´te´ instrumente´e afin que des notifications
soient envoye´es a` un module central de profilage SystemC lors de la simulation du syste`me
embarque´ qu’on veut profiler. Ce module traite et assemble les diffe´rents e´ve`nements de
manie`re a` ce qu’un ge´ne´rateur de me´triques puisse en extraire des me´triques de performances.
101
Figure 6.4 Architecture ge´ne´rale du co-profilage
Les informations et les me´triques extraites peuvent ensuite soit eˆtre analyse´es par un autre
programme (comme les algorithmes de caracte´risation pre´sente´s au chapitre 7), soit visualise´es
dans une interface graphique.
6.2.1 Instrumentation de la plate-forme SPACE
La figure 6.5 pre´sente un aperc¸u ge´ne´ral de l’instrumentation de la plate-forme virtuelle
SPACE. Ainsi, nous avons imple´mente´ des macros ge´ne´riques d’instrumentation qui peuvent
eˆtre rapidement inse´re´es dans les composants de la plate-forme virtuelle. Ces macros collectent
des informations sur les e´ve`nements (de´but et fin d’une communication, d’un acce`s me´moire,
d’un calcul, etc.) qui se produisent dans la simulation et les transmettent au module central
de profilage, qui coordonne le profilage du syste`me.
Figure 6.5 Instrumentation de la plate-forme SPACE. Les lignes pointille´es repre´sentent les
acce`s faits par le profilage
Ces macros ont directement e´te´ inse´re´es dans diffe´rents mode`les transactionnels de compo-
sants ciblant la plate-forme cible FPGA Virtex de Xilinx (Xilinx Inc., 2002), soit des mode`les
transactionnels de bus OPB, de bus PLB et de me´moires RAM avec interface OPB ou PLB
(IBM Corp., 1999). Ces macros ont e´galement e´te´ inse´re´es dans le crossbar TLM et le mode`le
comportemental de me´moire RAM qu’on trouve au niveau Elix de SPACE. Finalement, ces
macros sont aussi appele´es par les fonctions de communication utilise´es par les modules a`
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haut niveau de la spe´cification exe´cutable, c’est-a`-dire les modules qui n’ont ni e´te´ synthe´-
tise´s en une imple´mentation RTL selon les me´thodes pre´sente´es au chapitre 5, ni compile´s
en un code logiciel. Dans tous ces cas, il est possible de modifier le code SystemC de ces
mode`les en y inse´rant les macros d’instrumentation, e´tant donne´ que ce code fait partie de
la plate-forme virtuelle de SPACE. L’appel de ces macros par ces mode`les ne perturbe pas
non plus le de´roulement ou la performance de la simulation, dans le re´fe´rentiel du temps
interne a` la simulation, car ces macros ne font pas appel a` la fonction wait de SystemC et
elles s’exe´cutent donc en un temps nul selon ce re´fe´rentiel.
Cependant, les imple´mentations RTL des modules synthe´tise´s selon les me´thodes pre´sen-
te´es au chapitre 5 ne sont pas directement instrumente´es. En effet, le code RTL ge´ne´re´ par les
outils de synthe`se comportementale est a` un niveau bien plus bas que les macros d’instrumen-
tation, qui sont a` un niveau transactionnel, et le contenu de ce code de´pend du module fourni
en entre´e par l’utilisateur et n’est donc pas sous le controˆle direct de SPACE. Ces macros
ne peuvent donc pas eˆtre inse´re´es a` l’avance dans ce code et de´velopper un algorithme qui
tenterait d’inse´rer automatiquement des macros transactionnelles dans un code RTL semble
hasardeux. Ces macros d’instrumentation ont donc plutoˆt e´te´ inse´re´es dans les transacteurs
RTL-BCA, qui font partie de la plate-forme virtuelle. Tel que de´crit a` la section 5.2.3, un tel
transacteur est associe´ a` chaque instance d’un module RTL et cela permet donc de profiler
les communications faites par ces modules. Ces transacteurs profilent aussi indirectement le
temps d’exe´cution des modules RTL, car on suppose qu’un module RTL est en train d’ef-
fectuer des calculs si il n’est pas en train d’effectuer une communication ou d’attendre une
re´ponse.
Les macros d’instrumentation ne sont pas inse´re´es dans les modules logiciels ou le RTOS
s’exe´cutant sur un ISS pour e´viter de perturber la simulation selon le re´fe´rentiel du temps
interne a` la simulation. Pour les profiler, on transmet plutoˆt au module central de profilage
les e´ve`nements d’exe´cution et de communication extraits de manie`re non intrusive par le pro-
fileur d’ISS SPACE de´crit a` la section 6.1.3. Si l’imple´mentation a` profiler contient plusieurs
processeurs, alors un profileur d’ISS SPACE est instancie´ pour chaque processeur.
A` partir des donne´es extraites par les macros d’instrumentation et le profileur d’ISS
SPACE, le module central de profilage produit les enregistrements de´crits a` la section 6.2.2
et qui portent sur les ope´rations des modules, des bus, des me´moires et des processeurs.
L’instrumentation et donc le profilage de l’application simule´e s’ajustent automatiquement
si l’imple´mentation de cette application est modifie´e entre deux simulations, par exemple
si le partitionnement logiciel/mate´riel ou le nombre de processeurs est modifie´. De plus, le
profilage de l’application peut extraire des me´triques de performance sur l’application et ses
modules qui peuvent eˆtre compare´es pour les diffe´rentes imple´mentations. On conside`re donc
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qu’il s’agit d’un profilage au niveau syste`me.
6.2.2 Informations et me´triques extraites du profilage
Le profilage au niveau syste`me fournit comme re´sultat un ensemble d’enregistrements qui
peuvent eˆtre analyse´s pour en extraire des me´triques de performance. Cette section pre´sente
les diffe´rents types d’enregistrements, les me´triques qui en sont extraites et l’interface gra-
phique utilise´e pour les afficher. Une version pre´ce´dente de l’interface graphique d’affichage
des me´triques a e´te´ pre´sente´e dans (Moss et al., 2007).
6.2.2.1 Exe´cution des modules et du RTOS
Le profilage au niveau syste`me ge´ne`re un enregistrement d’exe´cution pour chaque pe´riode
d’exe´cution ininterrompue d’un module mate´riel, d’un module logiciel ou du RTOS. Chacun
de ces enregistrements contient les moments de de´but et de fin de la pe´riode d’exe´cution qui
lui est associe´e. Si le profileur d’ISS est capable d’extraire cette information pour les modules
logiciels, alors cet enregistrement contient e´galement le nombre d’instructions, ventile´ par type
d’instructions, qui ont exe´cute´es pendant cette pe´riode d’exe´cution. Pour un module donne´,
on additionne le temps d’exe´cution et le nombre d’instructions de chacune de ces pe´riodes
d’exe´cution pour obtenir son temps total d’exe´cution et son nombre total d’instructions
exe´cute´es. Cela est illustre´ a` la figure 6.6 dans un fichier re´sume´ produit par le profilage au
niveau syste`me pour le module Y2R dans l’exemple du de´codeur JPEG pre´sente´ a` la section
9.1.2.
Pour les pe´riodes d’exe´cution du RTOS, l’enregistrement indique aussi si cette exe´cution
est due a` une routine de traitement d’interruption, a` une fonction de changement de contexte
ou a` la taˆche inactive. En agre´geant les pe´riodes d’exe´cution se produisant sur un meˆme
processeur, le ge´ne´rateur de me´triques obtient la charge totale de chaque processeur ainsi
que la contribution a` cette charge de chaque module logiciel, des routines de traitement
d’interruption, des fonctions de changement de contexte et de la tache inactive. Ces me´triques
peuvent ensuite eˆtre affiche´es dans l’interface graphique de Space Studio et la figure 6.7
l’illustre pour l’imple´mentation de l’exemple du de´codeur JPEG.
Les enregistrements sur les pe´riodes d’exe´cution des modules sont particuliers en ce sens
qu’il s’agit du seul type d’enregistrement dont le contenu diffe`re selon qu’un module donne´
de l’application soit imple´mente´ en logiciel ou en mate´riel.
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Data for module Y2R:
0.325518920 seconds of computation (89.27%): 4824450 ALU instructions (43.91%) ,
1217296 control instructions (11.08%) , 4944791 memory instructions (45.01%)
780 bytes read from module IDCT in 0.037098550 seconds
12 bytes written to module IDCT in 0.000007740 seconds
98312 bytes read from device bitmapRAM in 0.089883170 seconds
65536 bytes written to device bitmapRAM in 0.058429600 seconds
Data for communications on bus 1 initiated by module Y2R: 164256 bytes transmitted in
0.001807870 seconds (0.50%)
Memory accesses on bitmapRAM by module mY2R: 163848 bytes from address 0 to 0x18020
Figure 6.6 Fichier de me´triques de performance produit par le profilage au niveau syste`me
pour le module Y2R de l’exemple du JPEG
6.2.2.2 Communication des modules de bout en bout
Ce type d’enregistrement contient de l’information sur une communication de bout en
bout entre un module logiciel ou mate´riel et un autre composant, qui est soit un deuxie`me
module (logiciel ou mate´riel), soit un pe´riphe´rique. Cette information inclut l’identificateur
des composants source et destination, le temps de de´but et de fin de l’ope´ration de lec-
ture d’une part et de l’ope´ration correspondante d’e´criture d’autre part, ainsi que le nombre
d’octets transfe´re´s. Cet enregistrement indique e´galement si la lecture et l’e´criture sont blo-
quantes.
Les macros d’instrumentation pre´sente´es a` la section 6.2.1 et le profileur d’ISS SPACE
pre´sente´ a` la section 6.1.3 permettent de produire un enregistrement pour chaque ope´ration de
lecture ou d’e´criture effectue´e par chacun des modules mate´riels ou logiciels. Le module central
de profilage fusionne un enregistrement de lecture et l’enregistrement d’e´criture correspon-
dant pour produire un enregistrement de communication bout en bout. Pour trouver quelle
lecture correspond a` quelle e´criture, le module central de profilage se base sur le mode`le de
calcul RTPN de SPACE pre´sente´ a` la section 4.3.5, qui stipule qu’un module peut commencer
une nouvelle communication seulement si il a termine´ la communication pre´ce´dente et que les
communications entre toute paire de modules sont traite´es dans un ordre FIFO. Ce profilage
des communications d’une imple´mentation d’une application SPACE correspond e´galement
a` un profilage du RTPN e´quivalent a` cette application. Ces enregistrements indiquent donc
e´galement les temps auxquels se produisent les e´ve`nements du RTPN et cela permet l’ex-
traction des se´quences de bits caracte´risant l’ordonnancement re´alise´ pour le RTPN, tel que
de´crit a` la section 4.2.2.
On obtient le temps et le volume total de communications entre deux composants en
faisant la somme des volumes et des temps de chacun de leurs enregistrements de communi-
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Figure 6.7 Charge des processeurs pour l’exemple du JPEG
cations de bout en bout, tel que pre´sente´ a` la figure 6.6. Les pe´riodes d’exe´cution de meˆme
que les communications re´alise´es par un module avec d’autres composants peuvent eˆtre affi-
che´es dans l’interface graphique de Space Studio sous la forme d’un diagramme de Gantt, tel
qu’illustre´ a` la figure 6.8 pour le module de quantification inverse dans l’exemple du JPEG.
6.2.2.3 Transferts sur le bus
L’instrumentation des mode`les transactionnels de bus produit une se´rie d’enregistrements
portant sur les transferts sur chaque bus. Chaque enregistrement contient de l’information
sur le transfert d’un paquet de donne´es sur le bus, notamment l’identificateur du bus, le
temps auquel le paquet tente d’acce´der au bus, les temps auxquels le transfert du paquet sur
le bus de´bute et se termine, l’identificateur des composants de source et de destination ainsi
que le nombre d’octets transfe´re´s. Une seule communication de bout en bout peut ge´ne´rer
plus d’une communication sur bus, car le paquet peut avoir besoin de traverser plus d’un bus
pour atteindre sa destination et parce qu’il peut eˆtre ne´cessaire de renvoyer un acquittement.
Ces enregistrements sont agre´ge´s pour de´terminer la bande passante utilise´e et la charge de
chaque bus ainsi que la contribution de chaque module a` cette charge, comme le montre la
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Figure 6.8 Diagramme de Gantt des ope´rations de calcul et de communication du quantifi-
cateur inverse dans l’exemple du JPEG
figure 6.6. Il est e´galement possible d’afficher un diagramme de Gantt des transferts sur le
bus, tel qu’illustre´ a` la figure 6.9 pour l’exemple du JPEG.
6.2.2.4 Acce`s a` la me´moire
L’instrumentation des mode`les transactionnels de me´moire produit un enregistrement
pour chaque acce`s me´moire en lecture ou en e´criture. Chacun de ces enregistrements contient
l’identificateur de la me´moire et du module qui y acce`de, ainsi que le temps, l’adresse et la
taille de l’acce`s me´moire. Ces enregistrements sont agre´ge´s pour obtenir le volume total des
acce`s faits a` la me´moire, la contribution de chaque module a` ce volume ainsi que la plage
d’adresse acce´de´e par chaque module, comme le montre la figure 6.6.
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Figure 6.9 Diagramme de Gantt des transferts sur le bus et me´triques sur la charge du bus




Le chapitre 6 a pre´sente´ comment profiler l’imple´mentation d’un syste`me embarque´ afin
d’en extraire des me´triques de performance. Cependant, ce profilage ne´cessite une simula-
tion qui peut demander plusieurs minutes, voire plusieurs heures, et ce meˆme en utilisant
des mode`les transactionnels des bus, processeurs et pe´riphe´riques. De la meˆme manie`re, le
chapitre 5 a pre´sente´ comment raffiner une architecture donne´e jusqu’a` une imple´mentation
au niveau RTL. Il est alors possible d’obtenir la quantite´ de ressources mate´rielles de cette
imple´mentation en effectuant une synthe`se logique sur la plate-forme cible. Cependant, une
telle synthe`se logique demande encore une fois plusieurs minutes. Or les algorithmes d’explo-
ration architecturale pre´sente´s au chapitre 8 auront besoin d’obtenir rapidement les valeurs
de ces me´triques pour un grand nombre d’architectures possibles, qui se compte en milliers,
voire plus. Pour e´viter que le temps d’exploration de ces algorithmes ne soit prohibitif, nous
pre´sentons dans ce chapitre une me´thode rapide et pre´cise d’estimation de performance et de
quantite´ de ressources mate´rielles qui est base´e sur la caracte´risation de la plate-forme cible
et de l’application.
7.1 De´finition des me´triques
Une me´trique est une proprie´te´ quantifiable d’une architecture imple´mentant une appli-
cation embarque´e. La valeur d’une telle me´trique peut eˆtre obtenue par diffe´rentes me´thodes,
par exemple la mesure, la simulation ou l’estimation. Ainsi, soit A l’ensemble des architec-
tures pouvant eˆtre ge´ne´re´es par SPACE, alors une me´trique M est une fonction M ∶ A → R.
Les me´triques sont e´value´es pour les diffe´rentes architectures d’une application selon le sti-
mulus fourni a` sa spe´cification exe´cutable par le banc d’essai qui lui est associe´. On suppose
que ce stimuli est repre´sentatif des cas auxquels l’application fera face une fois de´ploye´e. De
plus, toute comparaison de deux architectures d’une meˆme application est effectue´e avec le
meˆme stimulus, qui doit donc eˆtre de´terministe ou, a` tout le moins, rejouable. L’objectif de ce
chapitre est de pre´senter des me´thodes d’estimation qui acce´le`rent l’e´valuation de me´triques
pertinentes a` l’exploration architecturale, soit le nombre de violations fonctionnelles, le temps
d’exe´cution et la quantite´ de ressources mate´rielles.
La me´trique du nombre de violations fonctionnelles V ∶ A → N indique le nombre de fois
que le comportement d’une architecture imple´mentant l’application de´vie du comportement
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attendu selon la spe´cification exe´cutable. Par exemple, il y a de´viation si une lecture non-
bloquante sur un canal vide est effectue´e dans l’architecture mais non dans la spe´cification
exe´cutable. Cette me´trique est e´gale a` 0 si le comportement de l’architecture est tout a`
fait conforme au comportement attendu de l’application. On conside`re dans cette the`se que
les applications sont mode´lise´es par des re´seaux de processus temps-re´el (RTPN), qui ont
e´te´ pre´sente´s au chapitre 4. Il a e´te´ de´montre´ a` la section 4.2.2 que les imple´mentations
(ou ordonnancements) d’un RTPN peuvent eˆtre caracte´rise´es par un ensemble de se´quences
de bits et que deux imple´mentations sont fonctionnellement e´quivalentes si et seulement si
leurs se´quences de bits sont e´gales. La me´trique V est ainsi e´value´e comme la somme des
distances de Hamming (Hamming, 1950) entre chaque se´quence de bits de l’architecture et
la se´quence de bits correspondante de la spe´cification exe´cutable. Cette me´trique permet de
quantifier a` quel point le comportement d’une architecture donne´e de´vie (ou non) de celui de
la spe´cification exe´cutable.
La me´trique du temps d’exe´cution total T ∶ A→ R indique le temps que prend l’architec-
ture pour traiter l’ensemble du stimulus fourni en entre´e par le banc d’essai. Comme dans le
chapitre 6, il s’agit ici du temps interne a` l’architecture, et non du temps pris (WCT) par
un simulateur ou un estimateur pour trouver le temps d’exe´cution de l’architecture. Pour
une application donne´e, on cherchera ge´ne´ralement a` minimiser ce temps d’exe´cution. Quant
aux autres contraintes temporelles spe´cifie´es pour l’application, par exemple une fre´quence
minimale de production d’une sortie, elles sont mode´lise´es dans le RTPN de l’application et
elles sont plutoˆt prises en compte dans la me´trique V pre´sente´e ci-haut.
Finalement, pour une plate-forme cible donne´e, la me´trique de quantite´ de ressources
mate´rielles Rj ∶ A→ R indique combien de ressources mate´rielles de type j sont utilise´es par
l’architecture. Si la plate-forme cible est un ASIC, il y aura ge´ne´ralement un seul type de
ressource mate´rielle, soit la surface ou les portes logiques, et les architectures seront compare´es
selon la surface qu’elles occupent ou le nombre de portes logiques qu’elles ne´cessitent. Si la
plate-forme cible est un FPGA, les types de ressources mate´rielles de´pendront alors de la
technologie cible´e. Par exemple, pour un FPGA de technologie Virtex (Xilinx Inc., 2002), les
types de ressources mate´rielles sont les bascules (« flip-flops »), les LUTs, les multiplieurs et
les me´moires BRAM. Les architectures sont alors compare´es selon leur utilisation de chaque
type de ressource mate´rielle.
7.2 Performance et validite´ fonctionnelle
La figure 7.1 illustre dans son ensemble la me´thode de caracte´risation et d’estimation
du nombre de violations fonctionnelles et du temps d’exe´cution. La plate-forme subit tout
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d’abord une caracte´risation initiale. E´tant donne´ que la meˆme plate-forme peut eˆtre utilise´e
pour un grand nombre d’applications, on peut se permettre de caracte´riser manuellement
certains de ses e´le´ments, comme les temps de communications des bus ou les de´lais des
me´moires. D’autres e´le´ments de la plate-forme sont caracte´rise´s automatiquement : soit les
temps d’exe´cution et de communication associe´s aux ope´rations du RTOS et de l’API lo-
gicielle de SPACE. Diffe´rentes applications, spe´cifie´es par l’utilisateur de la me´thodologie,
peuvent ensuite cibler cette plate-forme et chaque application est alors caracte´rise´e automa-
tiquement. La fonctionnalite´ de cette application est d’abord caracte´rise´e a` l’aide un profilage
au niveau syste`me de sa spe´cification exe´cutable et par l’extraction d’une trace abstraite de
cette application. Puis, l’imple´mentation logicielle et l’imple´mentation mate´rielle de chaque
module sont se´pare´ment profile´es afin de caracte´riser chacune d’entre elles. Cela indique le
temps d’exe´cution logiciel et mate´riel de chaque ope´ration effectue´e par chaque module dans
la trace fonctionnelle. Toutes ces informations de caracte´risation sont utilise´es pour configurer
un simulateur rapide par e´ve`nements discrets qui peut alors estimer le nombre de violations
fonctionnelles et la performance d’une architecture donne´e (qui comprend un partitionnement
logiciel/mate´riel, une allocation des processeurs, une assignations des taˆches logicielles aux
processeurs et un choix de la topologie de communication).
7.2.1 Caracte´risation de la fonctionnalite´ de l’application
La premie`re e´tape est la caracte´risation de la fonctionnalite´ de l’application. On com-
mence par de´finir un type de graphe qui permet de repre´senter la trace fonctionnelle de
la spe´cification exe´cutable, soit l’ensemble des ope´rations qu’elle re´alise et la relation de
pre´ce´dence entre celles-ci. On indique ensuite comment un tel graphe peut eˆtre extrait en
appliquant le profilage au niveau syste`me pre´sente´ au chapitre 6 a` la spe´cification exe´cutable
de l’application.
7.2.1.1 De´finition de la trace fonctionnelle
Pour repre´senter la trace fonctionnelle, on de´finit un nouveau type de graphe, soit un
graphe de pre´ce´dence de communications (CPG : Communication Precedence Graph). Un
CPG est un graphe acyclique oriente´ G(C,P ) tel que les noeuds C sont des ope´rations de
communication et les arcs P sont les contraintes de pre´ce´dence entre ces ope´rations. Un CPG
repre´sente une exe´cution, qui se de´roule dans le temps, d’un RTPN et chaque noeud fait donc
partie d’une se´rie d’ope´rations de communication re´alise´es par un des processus se´quentiels
du RTPN. Cela implique que l’ensemble des ope´rations de communication effectue´es par un
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Figure 7.1 Me´thode de caracte´risation et d’estimation de la performance et du nombre de
violations fonctionnelles
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alors il y a un ensemble d’arcs, appele´s arcs de se´quence, qui relient c1 a` c2, c2 a` c3, . . . , cn−1
a` cn. Un arc de se´quence repre´sente l’exe´cution d’un segment de programme, soit un code se
trouvant entre deux communications (Wolf et Ernst, 2001; Posadas et al., 2004). L’ensemble
des arcs de se´quence est note´ S.
Les communications peuvent e´galement amener des contraintes de pre´ce´dence entre les
ope´rations de communication de deux processus distincts, par exemple lors d’une lecture blo-
quante, lors de l’attente d’un acquittement suite a` une e´criture bloquante ou lors de l’attente
d’une re´ponse suite a` une requeˆte a` un pe´riphe´rique. Une telle contrainte est repre´sente´e par
un arc, qu’on appelle arc de blocage, et l’ensemble des arcs de blocage est note´ B. On a
S ∪B = P et S ∩B = ∅. Il est a` noter qu’une lecture non-bloquante n’ame`ne pas une telle
contrainte de pre´ce´dence et qu’on ne lui associe donc pas d’arc de blocage.
On associe a` chaque ope´ration de communication c ∈ C les attributs pre´sente´s au tableau
7.1. L’ensemble Cm ⊆ C des ope´rations appartenant a` un processus m, et donc relie´es entre
elles par des arcs de se´quence, est tel que lp(c) =m pour tout c ∈ Cm. Dans le cas ou` un arc
de blocage relie x a` y, alors cela signifie que x est une ope´ration d’e´criture effectue´e par un
processus, dont le re´sultat est lu par l’ope´ration de lecture y d’un autre processus. On a alors
lp(x) = rp(y), lp(y) = rp(x), len(x) = len(y), rnw(x) = 0, rnw(y) = 1 et step(x) = step(y).
L’attribut step est utilise´ pour permettre au CFG de mode´liser une communication qui s’ef-
fectue en plusieurs e´tapes. Si une se´rie d’ope´rations c1, c2, . . . , cn repre´sentent les diffe´rentes
e´tapes d’une telle communication, alors step(ci) = i. Par exemple, une e´criture bloquante
(avec acquittement) de SPACE est mode´lise´e en deux e´tapes, tel que pre´sente´ a` la section
4.3.5 : d’abord une ope´ration d’e´criture non-bloquante (w), puis une ope´ration de lecture
bloquante d’un acquittement (a). On a alors step(w) = 1 et step(a) = 2.
Une ope´ration x de lecture non-bloquante lit d’un canal dans lequel e´crivent les ope´rations
de communications y ∈ C tel que rp(y) = lp(x), lp(y) = rp(x), rnw(y) = 0 et step(x) =
step(y). Toutes les autres ope´rations de lecture sur le meˆme canal (c ∈ C tel que lp(c) = lp(x),
rp(c) = rp(x), rnw(c) = 1 et step(c) = step(x)) doivent alors eˆtre e´galement non-bloquantes,
afin d’e´viter qu’un processus alterne les lectures bloquantes et non-bloquantes sur un meˆme
canal, tel que de´crit a` la section 4.3.5.
7.2.1.2 Extraction d’un CPG par profilage
Une proce´dure automatise´e permet d’obtenir le CPG d’une application. Elle commence
par une simulation de la spe´cification exe´cutable au niveau fonctionnel (Elix) de SPACE tout
en appliquant le profilage au niveau syste`me pre´sente´ au chapitre 6. Dans une telle simulation
fonctionnelle, les calculs et les communications des modules ne sont pas pre´cises au cycle pre`s.
Un de´lai nominal (∆ > 0) est tout de meˆme associe´ a` chaque communication afin d’obtenir
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Tableau 7.1 De´finition des attributs des ope´rations de communication
Nom Description
lp(c) Le processus qui effectue l’ope´ration de communication c.
rp(c) Le processus avec lequel cette ope´ration c communique.
len(c) Nombre d’octets a` transmettre ou recevoir lors de la communication c.
rnw(c) Un bit qui indique si c est une ope´ration de lecture (1) ou d’e´criture (0)
step(c) Un entier i indiquant que l’ope´ration c est la ieme e´tape d’une communication
en plusieurs e´tapes. Vaut 1 si la communication n’a qu’une e´tape.
un ordre chronologique entre les communications d’un meˆme processus (module ou pe´riphe´-
rique). Cette delta-causalite´ des communications fait e´galement en sorte que la simulation
fonctionnelle de la spe´cification exe´cutable est de´terministe, tel que de´crit a` l’annexe A.4.
Le profilage de la spe´cification exe´cutable produit un ensemble d’enregistrements de pro-
filage, tel que de´crit a` la section 6.2.2. L’extraction d’un CPG se fait en analysant les enre-
gistrements de communication de bout en bout qui sont produits par le profilage et dont les
attributs pertinents sont pre´sente´s au tableau 7.2. Cette analyse est re´alise´e en deux e´tapes.
La premie`re e´tape extrait l’ensemble C des ope´rations de communication et l’ensemble B
des arcs de blocage entre celles-ci. La deuxie`me e´tape extrait l’ensemble S des ope´rations
de se´quence en triant par ordre chronologique les communications de chaque processus. Le
re´sultat de l’analyse est un CPG G(C,P ), avec P = B ∪ S.
Tableau 7.2 Attributs des enregistrements de communication de bout en bout utilise´s pour
l’extraction du CPG
Nom Description
s(e) Le processus source (qui e´crit) de la communication repre´sente´e par e.
d(e) Le processus destinataire (qui lit) de la communication de e.
l(e) Le nombre d’octets transmis lors de cette communication de e.
bw(e) Bit indiquant si l’e´criture associe´e a` la communication de e est bloquante.
br(e) Bit indiquant si la lecture associe´e a` la communication de e est bloquante.
twb(e) Le temps auquel a de´bute´ l’e´criture associe´e a` la communication de e.
trb(e) Le temps auquel a de´bute´ la lecture associe´e a` la communication de e.
ok(e) Un bit qui indique si la communication de e s’est comple´te´e normalement (vaut 0
dans le cas d’une lecture non-bloquante sur un canal vide).
Les figures 7.2 et 7.3 pre´sentent le code d’un exemple simplifie´ compose´ d’un pe´riphe´rique
D1 et de deux modules M2 et M3. La figure 7.4 montre la structure du CPG qui est extrait
suite a` l’exe´cution de ce code. On constate que les e´critures non-bloquantes de M2 a` M3
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s’effectuent en une seule e´tape alors que l’e´criture au pe´riphe´rique D1 et l’e´criture bloquante
de M3 a` M2 s’effectuent chacune en deux e´tapes.
device_write(D1_ID , &x);
y = doProcessing1(x);
write(M3_ID , &y, NON_BLOCKING );
write(M3_ID , &z, NON_BLOCKING );
read(M3_ID , &r, BLOCKING );
Figure 7.2 Ope´rations du module M2
read(M2_ID , &a1, BLOCKING );
read(M2_ID , &a2, BLOCKING );
b = doProcessing2(a1 ,a2);
write(M2_ID , &b, BLOCKING );










Figure 7.4 CPG des communications du pe´riphe´rique P1 et des modules M2 et M3
Ajout des noeuds de communication et des arcs de blocage Lors de l’extraction du
CPG, un attribut t est ajoute´ a` chaque ope´ration de communication c ∈ C tel que t(c) de´signe
le temps auquel cette ope´ration s’est produit. Cet attribut ne sera pas conserve´ dans le CPG
final et sert plutoˆt a` trier les ope´rations d’un processus pour l’ajout des arcs de se´quence.
Pour construire le graphe G, on de´finit une fonction AjoutNoeud(lp, rp, len, rnw, step, t) qui
ajoute a` G un noeud c dont les attributs prennent les valeurs passe´es en parame`tre. On de´finit
e´galement une fonction AjoutPaire(pw, pr, len, step, tw, tr, br) qui ajoute a` G un noeud cw qui
repre´sente une e´criture du processus pw au processus pr [AjoutNoeud(pw, pr, len,0, step, tw)],
un noeud cr qui repre´sente la lecture associe´e [AjoutNoeud(pr, pw, len,1, step, tr)], ainsi qu’un
arc de blocage b de cw a` cr si la lecture est bloquante [br == 1].
Notre proce´dure construit les noeuds de communication et les arcs de blocage du CPG
en traitant chaque enregistrement e de communication de bout en bout :
– Si e est une lecture non-bloquante sur un canal vide [ok(e) == 0], alors elle ajoute un
seul noeud correspondant a` cette lecture [AjoutNoeud(d(e),s(e),l(e), 1,1,trb(e)].
– Si e est une communication entre deux modules, alors elle ajoute une premie`re paire de
noeuds pour le transfert de donne´es [AjoutPaire(s(e),d(e),l(e),1, twb(e),trb(e),br(e))]
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et, si l’e´criture est bloquante [bw(e) == 1], une deuxie`me paire pour l’acquittement
[AjoutPaire(d(e), s(e), lack,2, trb(e), twb(e),1)].
Les communications synchrones d’un module avec un pe´riphe´rique esclave s’effectuent
toutes en deux e´tapes : le module effectue une e´criture non-bloquante suivie d’une lecture
bloquante alors que le pe´riphe´rique effectue une lecture bloquante suivie d’une e´criture non-
bloquante. Ainsi :
– Si e est une e´criture sur un pe´riphe´rique, alors la premie`re e´tape est l’envoi des donne´es
[AjoutPaire(s(e), d(e), l(e),1, twb(e), trb(e),1)] et la deuxie`me e´tape est la re´ception de
la re´ponse du pe´riphe´rique [AjoutPaire(d(e),s(e),lrep,2,trb(e), twb(e),1)].
– Si e est une lecture sur un pe´riphe´rique, la premie`re e´tape est l’envoi d’une requeˆte
[AjoutPaire(d(e), s(e), lreq,1, trb(e), twb(e),1)] et la deuxie`me e´tape est la re´ception des
donne´es [AjoutPaire(s(e), d(e), l(e),2, twb(e), trb(e),1)].
Les parame`tres lack, lrep et lreq sont des parame`tres fixes de la plate-forme qui indiquent le
nombre d’octets respectivement pris par un message d’acquittement, de re´ponse et de requeˆte.
Dans SPACE, on a lack = lrep = lreq = 1.
Ajout des arcs de se´quence Cette e´tape ajoute les arcs de se´quence entre les noeuds
de communication extraits a` l’e´tape pre´ce´dente. On conside`re successivement chacun des
processus m de la spe´cification exe´cutable et on de´finit l’ensemble Cm ⊆ C tel que lp(c) =m
pour tout c ∈ Cm. Les noeuds de l’ensemble Cm sont trie´s selon un ordre lexicographique
de´fini par leurs attributs t et step. En d’autres termes, pour tout x, y ∈ Cm on a x < y si et
seulement si t(x) < t(y) ou (t(x) = t(y) et step(x) < step(y)). E´tant donne´ la se´quentialite´
des processus et la delta-causalite´ des communications, on a t(x) = t(y) et step(x) = step(y)
seulement si x = y. Cet ordre lexicographique permet donc de trier l’ensemble Cm en une
se´quence c1, c2, . . . , cn et on ajoute des arcs de se´quence de c1 a` c2, c2 a` c3, . . . , cn−1 a` cn. Les
attributs t des noeuds sont ensuite retire´s et cela termine l’extraction du CPG G(C,P ) de
l’application.
L’analyse des enregistrements de profilage permet e´galement d’extraire, selon la proce´dure
pre´sente´e a` la section 4.2.2, les se´quences de bits qui caracte´risent l’ordonnancement du RTPN
re´alise´ par la spe´cification exe´cutable.
7.2.2 Caracte´risation du temps d’exe´cution des modules
Le temps d’exe´cution, pour une architecture donne´e, d’une application dont la fonction-
nalite´ est caracte´rise´e par un CPG de´pend en partie des caracte´ristiques de performance des
composants de la plate-forme virtuelle (tel que les bus, les pe´riphe´riques, les fonctions de
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communication et le RTOS), qui ne sont pas spe´cifiques a` l’application. La caracte´risation de
ces e´le´ments peut eˆtre effectue´e avant que l’application soit spe´cifie´e et elle est pre´sente´e a` la
section 7.2.3. Par contre, les modules de la spe´cification exe´cutable sont spe´cifiques a` l’appli-
cation et la caracte´risation de la performance des imple´mentations logicielles ou mate´rielles
des modules doit donc eˆtre re´pe´te´e pour chaque application diffe´rente. Cette section pre´sente
une me´thode qui automatise cette caracte´risation.
7.2.2.1 De´finition des fonctions de caracte´risation des modules
Soit un CPG G(C,P ), soit l’ensemble Cm ⊆ C des ope´rations de communication effectue´es
par le module m et soit Gm(Cm, Sm) le sous-graphe de G obtenu en ne conservant que les
noeuds Cm et les arcs de se´quence Sm reliant ces noeuds. Tel que de´crit a` la section 7.2.1.1, on
obtient alors la se´rie des communications c1, c2, . . . , cn effectue´es par m et les arcs de se´quence
de ci a` ci+1 repre´sentent chacun l’exe´cution d’un segment de programme. Une fonction de
caracte´risation du temps d’exe´cution des segments de programme du module m est une
fonction f ∶ Sm → R. On peut de´finir une fonction de caracte´risation diffe´rente pour chaque
imple´mentation diffe´rente d’un meˆme module. Ce concept peut donc eˆtre applique´ meˆme si il
existe plusieurs imple´mentations logicielles (ciblant diffe´rents processeurs ou avec diffe´rentes
optimisations de compilateur) et diffe´rentes imple´mentations mate´rielles (avec diffe´rentes
caracte´ristiques de performance et de couˆt mate´riel). Pour des raisons de simplification, on
conside`re que chaque module a au plus deux imple´mentations possibles : une en logiciel et
une en mate´riel et, tel que pre´sente´ au tableau 7.3, on de´finit la fonction de caracte´risation sw
pour l’imple´mentation logicielle et hw pour l’imple´mentation mate´rielle. La caracte´risation
automatise´e est successivement applique´e a` l’imple´mentation logicielle et a` l’imple´mentation
mate´rielle de chaque module m de la spe´cification exe´cutable afin de construire les fonctions
hw et sw. Le nombre de fonctions a` caracte´riser croˆıt line´airement (2n) avec le nombre n
de modules alors que l’espace de recherche croˆıt au moins exponentiellement avec n, tel qu’il
sera pre´sente´ au chapitre 8.
Tableau 7.3 Fonctions de caracte´risation du temps d’exe´cution des segments de programme
d’un module m
Nom Description
sw(s) Le temps d’exe´cution du segment s lorsque m est imple´mente´ en logiciel.
hw(s) Le temps d’exe´cution du segment s lorsque m est imple´mente´ en mate´riel.
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7.2.2.2 Profilage d’une imple´mentation d’un module
La caracte´risation d’une imple´mentation donne´e d’un module m s’effectue a` l’aide du
profilage d’une simulation SPACE a` niveau mixte. Tous les modules de la spe´cification exe´-
cutable demeurent alors a` un niveau comportemental, a` l’exception du module m qui est
remplace´ par son imple´mentation a` caracte´riser (un bloc SystemC au niveau RTL dans le
cas d’une imple´mentation mate´rielle, un code embarque´ exe´cute´ sur un ISS dans le cas d’une
imple´mentation logicielle). Le re´sultat de cette simulation est un ensemble d’enregistrements
de profilage et la proce´dure de´crite a` la section 7.2.1.2 est applique´e pour en extraire un CPG,
de meˆme que les se´quences de bits qui caracte´risent l’ordonnancement du RTPN re´alise´ par
la simulation. Ces se´quences de bits sont compare´es avec celles de la spe´cification exe´cutable
afin de s’assurer qu’elles sont e´gales. Si c’est le cas, cela indique que la fonctionnalite´ simule´e
lors de la caracte´risation de l’imple´mentation est e´quivalente a` la fonctionnalite´ simule´e lors
de la caracte´risation de la spe´cification exe´cutable, qui a e´te´ de´crite a` la section 7.2.1.2. Cela
implique aussi que les CPG des deux simulations sont identiques et que chaque module a
exe´cute´ la meˆme se´rie de communications et de segments de programme dans les deux cas.
Cela implique e´galement que, pour l’exe´cution de chaque segment de programme, le che-
min parcouru dans le graphe de flot de controˆle (CFG) du code du module est e´quivalent
dans les deux cas (branchements e´quivalents), et ce meˆme si le CFG subit des transforma-
tions (tel qu’un de´roulage de boucle) lors du raffinement du niveau comportemental vers son
imple´mentation.
7.2.2.3 Analyse des enregistrements de profilage
A` partir du CPG obtenu suite a` la simulation mixte, le sous-graphe G
′
m(C ′m, S ′m), com-
pose´ des noeuds C
′
m et des arcs de se´quence S
′
m du module m, est extrait. Si les se´quences de
bits associe´es a` cette simulation et a` celle de la spe´cification exe´cutable sont e´gales, alors ce
sous-graphe G
′
m est identique au sous-graphe Gm(Cm, Sm) du CPG de la trace fonctionnelle.
La caracte´risation des segments de programme Sm de Gm consiste donc a` trouver le temps
d’exe´cution de chaque segment S
′
m dans la simulation mixte. L’extraction du temps d’exe´cu-
tion des segments S
′
m se fait par une analyse des enregistrements des pe´riodes d’exe´cution du
module m, qui sont produits par le profilage tel que pre´sente´ a` la section 6.2.2.1. Les temps
d’exe´cution extraits doivent exclure les temps pris pour l’exe´cution du RTOS, des interrup-
tions, des changements de contexte ou des fonctions de communication, qui sont plutoˆt pris
en compte dans la caracte´risation de la plate-forme pre´sente´e a` la section 7.2.3 et qui ne
doivent donc pas eˆtre compte´s en double. Ces enregistrements des pe´riodes d’exe´cution de
m excluent tous ces temps sauf le temps d’exe´cution des fonctions de communication. Une
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analyse des enregistrements de communication de bout en bout est donc e´galement ne´cessaire
et elle permet e´galement de de´limiter le de´but et la fin de l’exe´cution de chaque segment de
programme de m.
Pour effectuer cette analyse, on de´finit un intervalle de nombres re´els, note´ i = [a, b],
comme un ensemble i = {x ∈ R∣a ≤ x ≤ b}. Soit I l’ensemble des intervalles de re´els, alors la
longueur µ ∶ I → R est une mesure tel que i = [a, b] implique µ(i) = b − a pour tout i ∈ I. Soit
Ex l’ensemble des enregistrements de pe´riodes d’exe´cution associe´s a` un module m, alors on
associe a` chaque enregistrement e ∈ Ex un intervalle i(e) = [tb(e), te(e)] ou` les attributs tb
et te repre´sentent les temps de de´but et de fin de la pe´riode d’exe´cution de l’enregistrement.
De la meˆme manie`re, soit Ec l’ensemble des enregistrements de communications de bout
en bout effectue´es par un module m, alors on associe a` chaque enregistrement un intervalle
i(e) = [twb(e), twe(e)] si cet enregistrement correspond a` une e´criture effectue´e par m, ou
i(e) = [trb(e), tre(e)] si il s’agit d’une lecture. Pour un module m donne´, l’ensemble Ex est tel
que tous les enregistrements ge´ne´re´s par le profilage ont des intervalles disjoints (pour tout
x, y ∈ Ex, on a que x /= y implique que µ(x ∩ y) = 0) et l’ensemble Ec a la meˆme proprie´te´.
Chaque enregistrement e ∈ Ec repre´sente une se´rie d’ope´rations de communication dans
C
′
m qui sont les diffe´rentes e´tapes d’une meˆme communication. Pour chaque communication
qui est en plusieurs e´tapes, on fusionne en un seul noeud dans C
′
m les noeuds correspondant
a` ces plusieurs e´tapes, ce qui permet d’e´tablir, apre`s avoir trie´ Ec en ordre chronologique,
une bijection (correspondance un-a`-un) entre les enregistrements de Ec et les noeuds restants
dans C
′
m. Ces fusions e´liminent e´galement les arcs de se´quence qui se trouvaient entre les
diffe´rentes e´tapes d’une communication. Ceux-ci repre´sentent des segments de programme
qui sont exe´cute´s a` l’inte´rieur des fonctions de communication et qui sont donc plutoˆt carac-
te´rise´s avec la plate-forme a` la section 7.2.3. Les segments de programme restants dans S
′
m
correspondent a` la fonctionnalite´ propre au module, dont la performance doit eˆtre caracte´ri-
se´e. Sans perte de ge´ne´ralite´, supposons qu’un segment s ∈ S ′m relie (apre`s fusion) le noeud
de communication c1 au noeud c2 tel que l’intervalle de l’enregistrement associe´ au noeud
c1 est [a1, b1] et que celui associe´ au noeud c2 est [a2, b2], alors le temps d’exe´cution associe´
au segment s est e´gal a` la somme des intervalles des enregistrements d’exe´cution se trouvant
entre ces deux communications. Plus pre´cise´ment, si f est la fonction de caracte´risation a`
construire, alors on a :
f(s) = ∑
e∈Ex µ(e ∩ [b1, a2]) (7.1)
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7.2.3 Caracte´risation de la plate-forme
La caracte´risation de la plate-forme consiste en la caracte´risation des e´le´ments de la
plate-forme qui sont ge´ne´riques et ne sont pas spe´cifiques a` une application particulie`re.
Ces e´le´ments comprennent notamment des composants mate´riels tels que des pe´riphe´riques,
des adaptateurs de bus, des bus, des processeurs ainsi que des composants logiciels tels
qu’un RTOS et une API logicielle. Comme les composants mate´riels d’une plate-forme sont
ge´ne´ralement stables et que leurs caracte´ristiques de performance sont souvent standardi-
se´es, on re´alise une caracte´risation manuelle de la performance de ces composants mate´riels.
E´tant donne´ que les composants logiciels sont plus malle´ables et que leurs caracte´ristiques
de performance peuvent facilement changer d’une version a` l’autre, on pre´sente une me´thode
automatise´e de caracte´risation de la performance des composants logiciels.
La caracte´risation de la plate-forme permet notamment d’estimer le temps pris par les
communications, les changements de contexte et le traitement des interruptions pour une
architecture donne´e ciblant cette plate-forme. Un parame`tre important pour la caracte´risation
des composants mate´riels est leur largeur en octets : ce parame`tre de´signe le nombre maximal
d’octets que le composant mate´riel est capable de recevoir ou envoyer en un seul transfert sur
le bus. Si un module effectue une communication de n octets avec un composant mate´riel de
largeur l tel que n > l, alors cette communication doit eˆtre scinde´e par l’adaptateur de bus
en plusieurs transferts de taille infe´rieure ou e´gale a` l, soit en ⌈n/l⌉ transferts.
Les me´thodes pre´sente´es dans cette section pourraient s’appliquer a` diffe´rentes plates-
formes utilisant diffe´rentes types de bus, de processeurs et de RTOS. Ces me´thodes sont
pre´sente´es ici en utilisant la plate-forme virtuelle SPACE, qui cible un FPGA Xilinx muni de
bus OPB CoreConnect IBM Corp. (1999), de processeurs MicroBlaze (Xilinx Inc., 2005) et
d’un RTOS µC/OS II (Labrosse, 2002).
7.2.3.1 Caracte´risation des pe´riphe´riques
Les principaux parame`tres de performance d’un pe´riphe´rique sont sa largeur l en octets et
le temps t qu’il prend pour traiter chaque requeˆte. On suppose que le pe´riphe´rique prend un
temps t identique pour traiter deux requeˆtes diffe´rentes qui sont chacune de taille infe´rieure
ou e´gale a` l. Le temps que le pe´riphe´rique prend pour traiter une requeˆte de n octets est
donne´ par ⌈n/l⌉t. Ce temps caracte´rise l’arc de se´quence correspondant au traitement d’une
requeˆte par le pe´riphe´rique dans le CPG de l’application. Il n’inclut pas les de´lais cause´s par
le transfert de la requeˆte ou de la re´ponse sur le bus : ceux-ci sont plutoˆt pris en compte
dans la caracte´risation du bus. Le tableau 7.4 pre´sente les valeurs de ces parame`tres de
performance pour diffe´rents pe´riphe´riques qui peuvent se brancher sur un bus OPB dans un
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FPGA Xilinx. Les valeurs de t sont donne´es en cycles d’horloge pour que cette caracte´risation
puisse s’appliquer a` diffe´rentes fre´quences d’horloge.
Tableau 7.4 Parame`tres de performance pour diffe´rents pe´riphe´riques avec interface OPB
Nom l t
BRAM (sur puce) 4 octets 1 cycle
SDRAM (externe) 4 octets 14 cycles
UART 1 octets 1 cycle
7.2.3.2 Caracte´risation des adaptateurs de bus
Les adaptateurs de bus fournis par SPACE connectent chaque module imple´mente´ en
mate´riel a` un bus et leur permettent de communiquer via leur bus respectif. Il est a` noter que
les autres composants mate´riels (tels les pe´riphe´riques et les processeurs) n’ont pas besoin de
ces adaptateurs de bus, car leur protocole de communication est de´ja` adapte´ au bus. Dans
la plate-forme virtuelle SPACE, la largeur des adaptateurs de bus est pre´sentement fixe´e a` 4
octets. Ainsi, toute requeˆte ou re´ponse envoye´e ou rec¸ue du bus par un module est scinde´e
en transferts de 4 octets lors de la communication avec l’adaptateur de bus. Pour tous ces
transferts a` l’exception des acquittements, il y a un de´lai d’un cycle pour initier la se´rie de
transferts et l’adaptateur prend ensuite exactement un cycle pour recevoir 4 octets du module
ou pour lui transmettre 4 octets. Il y a donc un de´lai de 1 + ⌈n/4⌉ pour une communication
de n octets.
Cette valeur ne tient pas compte des de´lais de communications entre l’adaptateur et
le bus : ceux-ci sont plutoˆt pris en compte lors de la caracte´risation du bus. Dans le cas
d’une e´criture bloquante, le module transmetteur doit e´galement attendre que le module
re´cepteur ait retourne´ son acquittement. L’adaptateur de bus du module re´cepteur se charge
de re´pondre avec un acquittement de`s que le module re´cepteur a lu cette communication. Ce
de´lai de re´ception de l’acquittement est inde´termine´ tant que les ope´rations de ces modules
n’ont pas e´te´ ordonnance´es : c’est donc l’estimateur d’ordonnancement qui permet d’obtenir
ce de´lai.
7.2.3.3 Caracte´risation des bus et des ponts
Un bus est un canal de communication qui peut eˆtre partage´ par plusieurs maˆıtres pour
communiquer avec un ou plusieurs esclaves. Si plusieurs maˆıtres attendent d’obtenir le bus et
que celui-ci se libe`re, un arbitre choisit quel maˆıtre obtient le bus. Une caracte´ristique d’un
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bus est donc sa politique d’arbitrage. Un autre parame`tre de performance est le de´lai ta que
prend le bus pour effectuer chaque arbitrage. Comme pour les autres composants mate´riels, la
largeur lb en octets d’un bus constitue un parame`tre de performance important. Finalement,
le dernier parame`tre de performance est le de´lai tc pour un transfert de lb octets ou moins sur
le bus lorsque le maˆıtre de´tient le bus. Si on suppose que le maˆıtre ne libe`re pas le bus tant
qu’il n’a pas fini de transfe´rer le paquet au complet, alors le temps ne´cessaire au transfert
d’un paquet de n octets vers un destinataire de largeur ld se trouvant sur le meˆme bus est
donne´ par :
ta + ⌈n/min(lb, ld)⌉tc (7.2)
Ce temps donne le de´lai a` partir du moment ou` s’effectue l’arbitrage qui donne le controˆle
du bus a` ce maˆıtre pour ce transfert. Le de´lai entre le moment ou` le maˆıtre demande l’acce`s
au bus et le moment ou` cet arbitrage s’effectue ne sera connu que lorsque les ope´rations du
syste`me seront ordonnance´es, e´tant donne´ qu’il de´pend du moment ou` les autres maˆıtres
demandent l’acce`s au bus.
Dans le cas ou` le destinataire se trouve sur un bus diffe´rent, il y a un de´lai d’arbitrage
et de transfert sur chacun des deux bus en plus d’un de´lai de transfert sur le pont qui relie
les deux bus. Le de´lai sur chaque bus est donne´ par l’e´quation 7.2. Le de´lai associe´ a` chaque
transfert sur le pont (de taille infe´rieure ou e´gale a` min(lb, ld)) est e´gal a` tp. On trouve donc
que le temps pour transfe´rer un paquet de n octets d’un transmetteur sur un bus vers un
re´cepteur sur un autre bus est donne´ par :
2ta + ⌈n/min(lb, ld)⌉(2tc + tp) (7.3)
Ce temps exclut, encore une fois, le temps pendant lequel un des deux bus est occupe´ par
une autre communication.
Le bus OPB supporte deux politiques d’arbitrage : la premie`re utilise des priorite´s sta-
tiques assigne´es a` chaque maˆıtre et la seconde est un algorithme LRU qui donne le bus au
maˆıtre qui a le moins re´cemment obtenu le bus. Ces deux politiques sont mode´lise´es dans la
plate-forme SPACE et dans la caracte´risation du bus OPB. Pour les parame`tres de perfor-
mance du bus OPB et du pont OPB-OPB tels que mode´lise´s dans SPACE, on obtient les
valeurs pre´sente´es au tableau 7.5.
7.2.3.4 Caracte´risation du RTOS et de l’API logicielle
Le dernier e´le´ment de la plate-forme a` caracte´riser est le temps requis pour les ope´rations
du RTOS et de l’API logicielle. Cela inclut la gestion des communications logicielles, que
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Tableau 7.5 Parame`tres de performance du bus OPB et du pont OPB-OPB
Parame`tre Description Valeur
lb Largeur du bus 4 octets
ta De´lai d’arbitrage 3 cycles
tc De´lai de transfert 5 cycles
tp De´lai du pont 4 cycles
celles-ci se fassent a` l’inte´rieur d’un meˆme processeur, avec d’autres processeurs, avec des
modules mate´riels ou avec des pe´riphe´riques. Cela comprend e´galement les changements de
contexte et les traitements des interruptions du processeur. Les parame`tres de performance
du RTOS et de l’API logicielle sont pre´sente´s au tableau 7.6 et sont de´crits plus en de´tails a`
l’annexe B.
E´tant donne´ que le code logiciel associe´ au RTOS ou a` l’API logicielle peut subir des mises
a` jour et que leur performance peut en eˆtre modifie´e, une me´thode automatise´e est pre´sente´e
pour caracte´riser automatiquement leurs parame`tres de performance. Cette me´thode utilise
une application synthe´tique, dont la spe´cification exe´cutable est de´finie avec SPACE, pour
exercer les diffe´rents cas d’utilisation des fonctions de communications de SPACE : lectures
et e´critures bloquantes ou non-bloquantes vers des modules ou des pe´riphe´riques avec diffe´-
rentes tailles de paquet. Selon l’architecture qui l’imple´mente, l’application synthe´tique exerce
aussi (indirectement) les fonctions de changement de contexte et les ISR du RTOS. Cette
application synthe´tique est simule´e et profile´e avec diffe´rentes architectures, qui repre´sentent
diffe´rents partitionnements logiciel/mate´riel sur un ou deux processeurs. Cette me´thode exa-
mine ensuite l’ensemble des enregistrements ge´ne´re´es par le profilage de ces simulations et en
extrait les parame`tres de performance pre´sente´s au tableau 7.6. Les de´tails de cette me´thode
sont pre´sente´s a` l’annexe B.
On constate que les de´lais associe´s aux communications effectue´es par les modules logiciels
sont e´leve´s. On propose a` la section 10.2.5 des pistes de solution pour diminuer ces de´lais,
mais l’optimisation du RTOS ou de l’API logicielle de SPACE de´borde du cadre de cette
the`se. En l’absence de telles optimisations et pour e´viter que les temps d’exe´cution du RTOS
et de l’API logicielle deviennent le facteur dominant de l’exploration architecturale re´alise´e
au chapitre 8, on de´finit un facteur d’acce´le´ration a du RTOS et de l’API logicielle. Ainsi,
si on effectue une estimation de performance avec un facteur d’acce´le´ration de a, alors les
valeurs des parame`tres de performance du RTOS et de l’API logicielle seront divise´es par a
par rapport aux valeurs pre´sente´es dans le tableau 7.6. L’ajout d’un tel facteur d’acce´le´ration
se fait sans perte de ge´ne´ralite´ puisqu’il demeure possible d’utiliser directement les valeurs
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Tableau 7.6 Parame`tres de performance du RTOS µCOS II et de l’API logicielle
Nom Description Valeur
tctx De´lai de changement de contexte 489 cycles
tisr0 De´lai de base de l’ISR de re´ception d’un message 2600 cycles
tisr+ De´lai additionnel de cette ISR pour chaque 4 octets 798 cycles
tisrunblk De´lai additionnel si l’ISR de´bloque la taˆche destinataire 1023 cycles
tisrack De´lai de l’ISR de re´ception d’un acquittement 1885 cycles
tper0 De´lai de base d’une communication avec un pe´riphe´rique 272 cycles
tper+ De´lai additionnel pour chaque 4 octets 83 cycles
thw0 De´lai de base d’une e´criture a` un module externe 618 cycles
thw+ De´lai additionnel de l’e´criture pour chaque 4 octets 83 cycles
thwblk De´lai additionnel si cette e´criture est bloquante 494 cycles
thwackblk De´lai additionnel si cette e´criture bloque 930 cycles
tsw0 De´lai de base d’e´criture a` un module du meˆme processeur 2035 cycles
tsw+ De´lai additionnel de cette e´criture pour chaque 4 octets 679 cycles
tswunblk De´lai additionnel si elle de´bloque le module destinataire 938 cycles
tswblk De´lai additionnel si l’e´criture est bloquante 342 cycles
tswackblk De´lai additionnel si l’e´criture bloque 466 cycles
trd0 De´lai de base d’une lecture d’un message 1487 cycles
trd+ De´lai additionnel pour chaque 4 octets 684 cycles
trdblk De´lai additionnel d’une lecture qui bloque 699 cycles
trdempty De´lai d’une lecture non-bloquante sur un canal vide 473 cycles
thwack De´lai d’un acquittement a` un module externe 276 cycles
tswack De´lai d’un acquittement a` un module du meˆme processeur 677 cycles
tswackunblk De´lai additionnel si il de´bloque le module destinataire 321 cycles
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du tableau 7.6 en spe´cifiant a = 1.
7.2.4 Estimation par une simulation de performance
Le temps d’exe´cution total d’une architecture imple´mentant une application embarque´e
avec un ordonnancement dynamique de´pend de facteurs complexes a` mode´liser tels que la
contention sur les bus, le nombre et les moments des changements de contexte sur les proces-
seurs ainsi que le nombre de fois et les moments ou` les taˆches bloquent et sont de´bloque´es. Il
semble difficile de de´duire le temps d’exe´cution total d’une architecture de manie`re analytique
a` partir des parame`tres de performance des diffe´rents composants de cette architecture. Il faut
donc avoir recours a` la simulation pour mode´liser ces aspects et tenir compte de l’arbitrage
des communications sur les bus et de l’ordonnancement des taˆches sur les processeurs.
La simulation comple`te d’une architecture avec SystemC peut prendre plusieurs minutes,
voire plusieurs heures. C’est trop long si on de´sire e´valuer un grand nombre d’architectures,
comme dans les algorithmes d’exploration architecturale pre´sente´s au chapitre 8. Cette sec-
tion pre´sente donc une me´thode d’estimation base´e sur l’utilisation d’un simulateur de per-
formance configure´ selon la caracte´risation pre´sente´e aux sections 7.2.1 a` 7.2.3. Trois facteurs
permettent d’acce´le´rer grandement la vitesse du simulateur de performance par rapport a`
une simulation au niveau Simtek de SPACE (ou par rapport a` un simulateur pre´cis au cycle
pre`s) :
1. Le simulateur de performance ne mode´lise pas les ope´rations du syste`me qui ont lieu
a` chacun des cycles d’exe´cution, mais temporise plutoˆt la simulation a` un niveau plus
e´leve´. Par exemple, un de´lai est associe´ a` l’ensemble d’un segment de programme plutoˆt
que de simuler cycle par cycle chacune de ses instructions.
2. Le simulateur de performance n’exe´cute pas les calculs internes aux modules. Par
exemple, pour un module DCT, seul un de´lai est associe´ au calcul de la DCT d’un
ensemble de points : le calcul lui-meˆme n’est pas effectue´.
3. Le simulateur de performance s’exe´cute en un seul fil d’exe´cution, contrairement a` une
simulation SystemC ou un fil d’exe´cution est associe´ a` chaque module. Ces changements
de contexte du simulateur (a` ne pas confondre avec les changements de contexte sur les
processeurs de l’architecture simule´e) seraient le facteur limitant la vitesse de simulation
suite aux seules e´tapes 1 et 2 et c’est pourquoi nous avons conc¸u le simulateur de
performance de manie`re a` les e´liminer.
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7.2.4.1 Fonctionnement ge´ne´ral du simulateur de performance
La me´thode utilise´e pour estimer la performance d’une architecture est une simulation
par e´ve`nements discrets de la trace fonctionnelle (le graphe CPG) selon les parame`tres de
performance extraits pour les modules de l’application et la plate-forme. Ainsi, on parcourt
la liste des ope´rations de communication de chaque module en suivant les arcs de se´quence
qui les relient. Une ope´ration o peut eˆtre exe´cute´e seulement apre`s que toutes les ope´rations
qui la pre´ce`dent, soit toutes les ope´rations x tel qu’il existe un arc de x vers o, aient de´ja`
e´te´ exe´cute´es et apre`s avoir tenu compte des de´lais sur ces arcs. Le temps d’exe´cution d’un
arc de se´quence s, qui repre´sente un segment de programme, est donne´ par hw(s) ou sw(s)
selon que le module auquel appartient cet arc est imple´mente´ en logiciel ou en mate´riel. Si
le module est imple´mente´ est mate´riel, chaque ope´ration ou arc de se´quence peut s’exe´cuter
de`s que ses pre´ce´dences sont satisfaites. Si le module est plutoˆt imple´mente´ en logiciel, il
faut de plus que le module de´tienne le controˆle du processeur. L’ordonnancement des taˆches
sur le processeur est mode´lise´ selon la politique d’ordonnancement du RTOS et un de´lai de
changement de contexte tctx, obtenu lors de la caracte´risation de la plate-forme, se produit
lorsqu’un module obtient ou ce`de le controˆle du processeur. Si la politique d’ordonnancement
du RTOS est pre´emptive (comme dans le cas de µCOS/II), alors il est possible qu’une taˆche
soit interrompue pour ce´der sa place a` une taˆche plus prioritaire. Le simulateur de´termine
alors quelle proportion de l’ope´ration de communication ou de l’arc de se´quence a eu le temps
de s’exe´cuter avant cette pre´emption, puis un de´lai associe´ au temps d’exe´cution restant est
ajoute´ une fois que la taˆche interrompue reprend le controˆle du processeur.
Les ope´rations et les arcs de communication sont mode´lise´s selon le CPG, l’architecture
de l’imple´mentation et la caracte´risation des bus, des adaptateurs de bus, des pe´riphe´riques,
du RTOS et de l’API logicielle. Ainsi, pour chaque ope´ration de communication faite par un
module imple´mente´ en mate´riel, le simulateur mode´lise les de´lais associe´s aux adaptateurs de
bus, aux bus et, si il y a lieu, aux pe´riphe´riques. Pour chaque ope´ration de communication
faite par un module logiciel, on mode´lise les de´lais associe´s a` l’API logicielle de meˆme que,
si ne´cessaire, aux bus, aux interruptions et aux changements de contexte. Le simulateur
mode´lise les de´lais ne´cessaires a` l’obtention des bus, les de´lais de transfert et, dans le cas d’une
communication bloquante, les de´lais d’attente selon les parame`tres de performance extraits
lors de la caracte´risation. L’acce`s au bus est aussi mode´lise´ selon la politique d’arbitrage du
bus. La simulation de performance se termine lorsque toutes les ope´rations du CPG ont e´te´
ordonnance´es : le temps de fin de l’ope´ration qui se termine le plus tardivement constitue le
temps d’exe´cution estime´ pour l’architecture a simule´e. Cela correspond donc a` la valeur de
la me´trique T (a).
L’exe´cution du simulateur de performance assigne un temps de de´but et de fin a` chacune
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des ope´rations de communication du CPG et, selon ces temps et selon la spe´cification du
RTPN, le simulateur extrait les se´quences de bits associe´es au RTPN selon la proce´dure
pre´sente´es a` la section 4.2.2. Cela permet de calculer la distance de Hamming entre chaque
se´quence de bits simule´e et la se´quence correspondante de la spe´cification exe´cutable et donc
d’e´valuer la me´trique V (a) de l’architecture a simule´e.
Dans certains cas, il est possible qu’on veuille seulement conside´rer l’impact de certains
modules sur le temps d’exe´cution, par exemple si on e´value une solution partielle dans la-
quelle seulement certains modules ont e´te´ assigne´s en mate´riel ou en logiciel et ou` les autres
modules demeurent a` un niveau comportemental. Dans ce cas, le de´lai associe´ aux ope´rations
de communication et aux arcs de se´quence de ces modules comportementaux est conside´re´
comme nul et on conside`re donc que leurs de´lais d’acce`s ou de transfert avec les adaptateurs,
les bus, les ponts et les pe´riphe´riques sont nuls.
7.2.4.2 Imple´mentation du simulateur de performance
Il existe diffe´rentes manie`res d’imple´menter une simulation par e´ve`nements discrets, parmi
lesquelles on compte l’approche par processus et l’approche par e´ve`nements (Derrick et al.,
1989). Dans l’approche par processus, chaque objet significatif du syste`me est mode´lise´ par un
processus qui suit un fil d’exe´cution dans lequel il ge´ne`re, attend et traite des e´ve`nements et
ou` il re´alise des ope´rations. Une simulation SystemC utilisant des SC_THREAD est un exemple
d’une approche par processus. Dans l’approche par e´ve`nements, il n’y a pas de processus, mais
plutoˆt un ensemble d’e´ve`nements qui sont ordonnance´s par ordre chronologique. Une routine
d’e´ve`nement est associe´e a` chaque e´ve`nement et est exe´cute´e lorsque la simulation est rendue
a` cet e´ve`nement. Cette routine peut alors ajouter a` l’ordonnanceur d’autres e´ve`nements a` des
temps futurs et la simulation prend fin lorsqu’il n’y a plus d’e´ve`nements qui sont ordonnance´s.
Un premier simulateur par e´ve`nements discrets utilisant une approche par processus a e´te´
baˆti avec la librairie Java DESMO-J (Page et Kreutzer, 2005). Ce simulateur fait correspondre
un fil d’exe´cution a` chaque module, bus et processeur de l’architecture tel que les modules
exe´cutent se´quentiellement leurs ope´rations de communication et arcs de se´quence, que les
bus arbitrent et traitent les requeˆtes de communication et que les processeurs ordonnancent
les modules logiciels selon la politique du RTOS. Pour acce´le´rer la simulation, les adaptateurs
de bus, les pe´riphe´riques et les ponts sont mode´lise´s comme de simples de´lais a` l’inte´rieur
des modules et des bus. Bien que ce simulateur de performance soit bien plus rapide que la
simulation comple`te avec Simtek, il demeure relativement lent et peut prendre une minute
pour e´valuer certaines solutions. Le profilage Java du simulateur a de´montre´ que celui-ci
passait environ 80% de son temps d’exe´cution a` effectuer des changements de contexte entre
ses diffe´rents fils d’exe´cution.
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Pour reme´dier a` ce proble`me, un deuxie`me simulateur par e´ve`nements discrets a e´te´
imple´mente´ en utilisant une approche par e´ve`nements. C’est ce simulateur qui a e´te´ retenu
pour l’exploration architecturale re´alise´e au chapitre 8. La librairie DESMO-J n’a pas pu eˆtre
utilise´e pour ce simulateur, car elle ne supporte pas la mode´lisation de la pre´emption dans une
approche par e´ve`nements. Nous avons donc imple´mente´ en Java notre propre ordonnanceur
d’e´ve`nements qui supporte la pre´emption. L’ordonnanceur posse`de une liste d’e´ve`nements E
tel que sont associe´s, pour tout e´ve`nement e ∈ E, le temps t(e) auquel l’e´ve`nement doit eˆtre
exe´cute´ et la routine d’e´ve`nement f(e) qui doit alors eˆtre exe´cute´e. Cette routine d’e´ve`nement
peut alors ajouter d’autres e´ve`nements a` l’ordonnanceur et, afin de mode´liser une pre´emption,
elle peut retirer de E un e´ve`nement qui n’a pas encore e´te´ exe´cute´ par l’ordonnanceur (par
exemple l’e´ve`nement de fin d’exe´cution de la taˆche qui a e´te´ pre´empte´e). L’ordonnanceur
maintient un temps t interne et exe´cute par ordre chronologique, tout en incre´mentant son
temps t, les routines d’e´ve`nements jusqu’a` ce qu’il ne reste plus d’e´ve`nements a` exe´cuter.
Des exemples d’e´ve`nements dans notre simulateur de performance sont le de´but et la
fin d’un arc de se´quence, le de´but et la fin d’une ope´ration de communication, la re´ception
d’un acquittement ou d’une interruption, ou l’arbitrage d’une communication sur le bus.
Une routine d’e´ve`nement est associe´e a` chacun de ces e´ve`nements. Par exemple, l’exe´cution
de la routine d’e´ve`nement pour l’arbitrage du bus choisit la prochaine communication a`
arbitrer, puis ajoute a` l’ordonnanceur un e´ve`nement correspondant a` la re´ception du paquet
par l’adaptateur de bus ou le processeur du destinataire apre`s le de´lai du transfert sur le bus.
Il a e´te´ constate´ que la simulation de performance peut rencontrer une situation d’inter-
blocage dans l’acce`s aux bus pour deux communications qui passent chacune sur deux bus :
une premie`re communication peut obtenir le bus #1 et chercher a` obtenir le bus #2 alors
que celui-ci est de´tenu par une deuxie`me communication qui a besoin d’obtenir le bus #1
pour se comple´ter. Cette situation d’interblocage avait de´ja` e´te´ constate´e au niveau Simtek
de SPACE (Migliorini, 2008) et elle est refle´te´e par le simulateur de performance. Celui-ci
de´tecte l’interblocage juste avant qu’il ne se produise et incre´mente un compteur du nombre
d’interblocages. Exceptionnellement et pour e´viter l’interblocage, la premie`re communication
est simule´e sans la forcer a` obtenir le bus #2, tout en simulant ne´anmoins le de´lai de transfert
sur le pont et le bus #2. Cette capacite´ d’e´viter l’interblocage et de compter le nombre d’in-
terblocages e´vite´s permet de quantifier la gravite´ de ce proble`me pour l’architecture simule´e.
Ce nombre d’interblocages est ajoute´ a` la me´trique V (a) de l’architecture simule´e a.
7.2.4.3 Validite´ de l’estimation
Le re´sultat obtenu par le simulateur de performance est un ordonnancement du CPG
extrait pour l’application et donc un ordonnancement t de son RTPN, tel que de´fini a` la
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section 4.2. Cet ordonnancement t est le re´sultat des caracte´ristiques de l’architecture et est
une estimation de ce qui se produirait lors d’une simulation comple`te de cette architecture. Le
temps d’exe´cution estime´ suppose que l’architecture exe´cute le meˆme ensemble d’ope´rations
de communication et de segments de programme que ceux du CPG. En d’autres termes,
l’estimation du temps d’exe´cution suppose que l’ordonnancement t re´alise´ par l’architecture
est fonctionnellement e´quivalent a` l’ordonnancement du RTPN re´alise´ par la spe´cification
exe´cutable.
La me´thode pre´sente´e dans cette section ve´rifie cette hypothe`se en comparant entre elles
les se´quences de bits caracte´risant leurs ordonnancements respectifs et en e´valuant une me´-
trique V qui quantifie a` quel point ces ordonnancements sont fonctionnellement diffe´rents. Si
la me´trique V est e´gale a` 0, alors cela signifie que leurs ordonnancements sont fonctionnelle-
ment e´quivalents et que l’hypothe`se est ve´rifie´e : on peut donc avoir confiance en la valeur
obtenue pour la me´trique T du temps d’exe´cution. Sinon, on obtient une contradiction car
l’ordonnancement re´alise´ par l’architecture diffe`re de celui de la spe´cification exe´cutable et le
CPG extrait pour une simulation comple`te de l’architecture ne serait donc pas ne´cessairement
le meˆme que celui (de la spe´cification exe´cutable) utilise´ pour estimer son temps d’exe´cution.
Une me´trique V > 0 vient donc lever un doute sur la valeur T estime´e. C’est une raison
supple´mentaire qui explique pourquoi les architectures a telles que V (a) > 0 sont pe´nalise´es
dans l’exploration architecturale pre´sente´e au chapitre 8.
La me´thode de caracte´risation et d’estimation pre´sente´e dans cette section peut eˆtre
applique´e pour des ordonnancements arbitraires re´alise´s par la spe´cification exe´cutable. Ce-
pendant, notre imple´mentation actuelle de cette me´thode exige, pour des raisons de simplifi-
cation, que les se´quences de bits associe´es a` la spe´cification exe´cutable soient exclusivement
compose´es de 1, c’est-a`-dire que l’ordonnancement re´alise´ par la spe´cification exe´cutable ap-
partienne a` la classe TKPN des ordonnancements fonctionnellement e´quivalents a` un KPN
classique.
7.3 Quantite´ de ressources mate´rielles
La figure 7.5 illustre dans son ensemble la me´thode de caracte´risation et d’estimation de
la quantite´ de ressources mate´rielles. Ainsi, la plate-forme subit d’abord une caracte´risation
initiale de ses diffe´rents composants mate´riels. En faisant varier les parame`tres de chaque
composant mate´riel (par exemple le nombre de maˆıtres et d’esclaves pour un bus) et en faisant
une synthe`se logique pour chacun de ces cas, on obtient une base de donne´es de couˆt mate´riel
qui indique combien de ressources mate´rielles sont consomme´es par chaque composant en
fonction de ses parame`tres. Lorsqu’une application cible cette plate-forme, on caracte´rise
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alors automatiquement l’imple´mentation mate´rielle de chaque module de l’application, qui a
e´te´ ge´ne´re´e selon la me´thode pre´sente´e au chapitre 5. Cette caracte´risation via la synthe`se
logique produit une banque de donne´es de couˆt mate´riel pour les imple´mentations mate´rielles
des modules de l’application. Finalement, on caracte´rise les imple´mentations logicielles des
modules pour de´terminer leurs besoins en me´moire RAM. Un estimateur utilise ensuite ces





















Estimateur des quantite´s de ressources mate´rielles
Quantite´s estime´es de ressources mate´rielles
Figure 7.5 Me´thode de caracte´risation et d’estimation de la quantite´ de ressources mate´rielles
7.3.1 Caracte´risation des modules mate´riels
L’imple´mentation mate´rielle d’un module, telle que ge´ne´re´e avec la me´thode de synthe`se
mate´rielle pre´sente´e au chapitre 5, est une imple´mentation du module au niveau RTL. Cette
me´thode permet de ge´ne´rer un code dans un langage HDL, tel que VHDL ou Verilog, pour
cette imple´mentation RTL. Pour une cible ASIC ou FPGA donne´e, la caracte´risation de la
quantite´ de ressources mate´rielles de l’imple´mentation mate´rielle d’un module consiste donc a`
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re´aliser une synthe`se logique de son code VHDL ou Verilog a` l’aide d’un synthe´tiseur logique,
puis a` extraire du re´sultat de la synthe`se logique les quantite´s de ressources mate´rielles
ne´cessaires au module.
L’outil de synthe`se comportementale Cynthesizer (Meredith, 2008), qui est utilise´ dans
notre me´thode de synthe`se mate´rielle, ge´ne`re un code Verilog pour l’imple´mentation mate´-
rielle d’un module. La caracte´risation de celle-ci pour une cible FPGA Virtex de Xilinx s’ef-
fectue a` l’aide d’une synthe`se logique de son code Verilog par le synthe´tiseur XST (Xilinx Inc.,
2006). Les quantite´s de ressources mate´rielles, soit les quantite´s de bascules (« flip-flops »), de
LUTs, de me´moires BRAM et de multiplieurs, sont ensuite extraites en analysant le rapport
de synthe`se produit par XST. Ces donne´es sont ajoute´es dans une banque de donne´es de
couˆt mate´riel des modules. Autant le lancement des synthe`ses logiques que la re´cupe´ration
des re´sultats sont automatise´s.
7.3.2 Caracte´risation des modules logiciels
Les ressources mate´rielles utilise´es par l’imple´mentation logicielle d’un module, excluant
les ressources consomme´es par le processeur lui-meˆme, sont la me´moire RAM ne´cessaire pour
stocker les instructions et les donne´es de ce module logiciel. Une contrainte de SPACE que
les modules de l’application doivent respecter est que ces modules ne font pas d’allocation
dynamique de me´moire. De plus, on suppose que, a` l’instar de µC/OS-II, le RTOS est tel
que la pile (stack) de chaque taˆche logicielle est un tableau alloue´ statiquement. Dans ce cas,
il devient possible de de´terminer statiquement la me´moire requise par les modules logiciels.
Ainsi, pour chaque processeur cible d’une architecture donne´e, il suffit de compiler le code
logiciel (incluant le RTOS, l’API logicielle et les modules assigne´s au processeur) du processeur
suite a` la synthe`se logicielle pre´sente´e a` la section 3.2.5.1, puis d’analyser cet exe´cutable a`
l’aide de l’utilitaire size de la suite GNU (Barr et Massa, 2006). Cela indique la me´moire
RAM ne´cessaire au stockage et au fonctionnement du logiciel de ce processeur. Il est a` noter
que cette quantite´ de me´moire n’inclut pas une e´ventuelle me´moire cache, qui serait plutoˆt
caracte´rise´e avec le processeur et le reste de la plate-forme.
Il est relativement long de synthe´tiser et compiler le code logiciel pour un processeur
cible : ce temps est de l’ordre de plusieurs secondes, voire d’une minute. Ce temps peut
devenir prohibitif si, comme dans les algorithmes d’exploration architecturale du chapitre 8,
il est ne´cessaire d’e´valuer des milliers d’imple´mentations. Il est possible de conserver dans
une base de donne´es la quantite´ de me´moire requise par un ensemble donne´ de modules
sur un processeur, afin de ne pas avoir a` compiler deux fois le meˆme exe´cutable avec le
meˆme ensemble de modules. Cependant, si il y a n modules qui peuvent eˆtre imple´mente´s en
logiciel, alors il y a 2n − 1 ensembles de modules qui peuvent eˆtre assigne´s a` un processeur
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donne´ (excluant l’ensemble vide), ce qui repre´sente une croissance exponentielle. Dans le cadre
d’une exploration architecturale, un tel nombre d’exe´cutables a` compiler peut eˆtre prohibitif.
Pour limiter le nombre d’exe´cutables a` compiler, on de´finit un mode`le line´aire ou` la
me´moire M(p) requise pour le logiciel sur un processeur p est e´value´e, pour une application
donne´e avec n modules pouvant eˆtre imple´mente´s en logiciel, par l’e´quation suivante :
M(p) = β0 + n∑
i=1 βisi(p) + e(p) (7.4)
Dans cette e´quation :
– Les variables si(p) sont des variables boole´ennes qui indiquent si le module i est imple´-
mente´ en logiciel sur le processeur p ou non ;
– Le parame`tre β0 repre´sente la me´moire requise par le RTOS et l’API logicielle ;
– Le parame`tre βi repre´sente la me´moire requise par le module i ;
– Le terme e(p) est l’erreur entre le mode`le line´aire et la ve´ritable quantite´ de me´moire
ne´cessaire au code du processeur p.
Les valeurs des parame`tres β0 et βi sont estime´es par une re´gression line´aire multiple. On
obtient alors l’estime´ suivant pour la me´moire ne´cessaire au code du processeur.
Mˆ(p) = βˆ0 + n∑
i=1 βˆisi(p) (7.5)
Notre me´thode de caracte´risation des modules logiciels automatise l’extraction d’un nombre
suffisant d’e´chantillons initiaux et la re´gression line´aire sur ceux-ci. Pour chaque module, un
e´chantillon est ge´ne´re´ tel que le module est assigne´ seul sur un processeur. Le code logiciel
associe´ a` ce processeur est synthe´tise´, compile´ et analyse´ avec size pour trouver sa taille M .
Dans ce cas, les variables si valent toutes 0 sauf celle qui correspond au module assigne´. De
meˆme, pour chaque paire de modules, un e´chantillon est ge´ne´re´ tel que ces deux seuls mo-
dules sont assigne´s a` un processeur et la taille M du code logiciel correspondant est mesure´
avec size. Les variables si sont alors toute a` 0 sauf les deux qui correspondent aux modules
assigne´s. La me´thode des moindres carre´s ordinaires (Weisberg, 2005) est ensuite applique´e a`
cet ensemble d’e´chantillons pour trouver les valeurs estime´es de βˆ0 et βˆi. Le nombre d’exe´cu-
tables a` compiler est alors e´gal a` n(n + 1)/2, ce qui est bien moins que les 2n − 1 exe´cutables
qu’il serait autrement ne´cessaire de compiler.
7.3.3 Caracte´risation de la plate-forme
Lors de la synthe`se de la plate-forme, qui a e´te´ de´crite a` la section 5.3.2, les mode`les
transactionnels de bus, de processeurs et de pe´riphe´riques de la plate-forme virtuelle sont
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remplace´s par les composants RTL e´quivalents de la plate-forme cible. Une caracte´risation
initiale de la synthe`se de plate-forme permet d’e´tablir, pour chaque composant de l’architec-
ture a` haut niveau, quel est l’ensemble de composants RTL qui lui est associe´. Il est ensuite
ne´cessaire de caracte´riser les quantite´s de ressources mate´rielles de ces composants RTL afin
de pouvoir estimer les besoins en ressources mate´rielles d’une architecture qui cible cette
plate-forme. Ces quantite´s de ressources mate´rielles sont automatiquement caracte´rise´es par
une synthe`se logique de chaque composant et par une analyse du rapport de synthe`se selon
une me´thode similaire a` celle pre´sente´e a` la section 7.3.1.
Il est possible que les parame`tres de certains composants RTL de la plate-forme, et donc
leurs quantite´s de ressources mate´rielles, de´pendent de l’architecture choisie. Ces composants
doivent donc eˆtre caracte´rise´s pour diffe´rentes valeurs de leurs parame`tres. Le tableau 7.7
pre´sente les parame`tres variables des composants RTL d’un FPGA Virtex de Xilinx cible´ par
SPACE.
Tableau 7.7 Parame`tres des composants RTL d’un FPGA Virtex cible´ par SPACE
Composant Parame`tre Valeurs possibles
Adaptateur de bus Nombre de FIFO de re´ception 1,2, . . . , n
Bus Nombre de maˆıtres 1,2, . . . , n
Bus Nombre d’esclaves 1,2, . . . , n
Bus Arbitrage avec priorite´s dynamiques 0,1
Pont Nombre d’esclaves 1,2,3,4
On observe que les valeurs de certains parame`tres ne sont pas borne´es et pourraient eˆtre
arbitrairement e´leve´es. Cela signifie que la caracte´risation de ces composants pour l’ensemble
des valeurs possibles de leurs parame`tres demanderait un nombre arbitrairement e´leve´ de
synthe`ses logiques, ce qui est bien suˆr impossible. La solution retenue est donc de faire une
caracte´risation initiale de ces composants seulement pour des valeurs de parame`tres qui sont
infe´rieures a` une borne maximale N donne´e, par exemple N = 16. Les re´sultats extraits
suite a` ces synthe`ses logiques sont place´s dans une base de donne´es qui indique combien de
ressources mate´rielles sont consomme´es par chaque composant en fonction des valeurs de ses
parame`tres. Si il s’ave`re qu’on a besoin, lors de l’e´valuation d’une architecture, de connaˆıtre
la quantite´ de ressources mate´rielles d’un composant pour des valeurs de parame`tres qui
n’ont pas e´te´ caracte´rise´es, alors une synthe`se logique sera automatiquement faite avec ces
nouvelles valeurs et le re´sultat sera ajoute´ a` la base de donne´es.
Il est a` noter que, dans le cadre de l’exploration architecturale avec SPACE, certains
composants de la plate-forme cible, tels les processeurs, sont utilise´s toujours avec exactement
les meˆmes valeurs pour leurs parame`tres. Ces composants sont donc caracte´rise´s seulement
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pour ces valeurs fixes. Si ces parame`tres cessaient d’eˆtre fixes et devenaient variables, par
exemple si l’exploration architecturale permettait d’ajouter une cache au processeur et de
faire varier sa taille, alors il serait possible de caracte´riser ces composants pour les diffe´rentes
valeurs de ces parame`tres.
7.3.4 Estimation des quantite´s des ressources mate´rielles
L’estimation des quantite´s de ressources mate´rielles ne´cessaires a` une architecture donne´e
consiste simplement a` faire la somme des quantite´s de ressources mate´rielles consomme´es par
chaque composant RTL alloue´ dans l’imple´mentation RTL de l’architecture et de la me´moire
requise par chaque processeur de l’architecture.
Ainsi, selon la caracte´risation de la synthe`se de plate-forme pre´sente´e a` la section 7.3.3,
l’estimateur obtient la liste des composants RTL qui seraient alloue´s dans une imple´mentation
RTL de l’architecture. Les quantite´s de ressources mate´rielles de chacun de ces composants
RTL sont e´value´es selon les banques de donne´es de couˆt mate´riel construites a` la section
7.3.1 (imple´mentations mate´rielles des modules) et 7.3.3 (composants de la plate-forme).
De manie`re analogue, la quantite´ de me´moire RAM utilise´e par le logiciel embarque´ de
chaque processeur de l’architecture est e´value´e selon la me´thode pre´sente´e a` la section 7.3.2.
L’estimateur obtient ensuite par sommation, pour chaque type j de ressource mate´rielle de
la technologie cible, une estimation pour l’architecture de la me´trique Rj qui repre´sente la
quantite´ de ressources j utilise´es par l’architecture.
Une telle estimation ne tient pas compte des ressources mate´rielles qui pourraient eˆtre





Les me´triques et les me´thodes d’estimation pre´sente´es au chapitre 7 permettent d’e´valuer
rapidement une architecture donne´e d’une application SPACE selon des crite`res de validite´
fonctionnelle, de quantite´ de ressources mate´rielles et de performance. Il devient ainsi possible
d’e´valuer plusieurs architectures d’une meˆme application afin de les comparer et de choisir
celle qui re´pond le mieux a` ces crite`res de qualite´ : il s’agit de l’exploration architecturale.
Ce chapitre commence par pre´ciser l’espace de recherche des proble`mes d’exploration ar-
chitecturale comme e´tant le choix du partitionnement logiciel/mate´riel, de l’allocation des
processeurs, de l’assignation des taˆches logicielles aux processeurs et de la topologie de com-
munication de l’architecture. On poursuit par la pre´sentation des diffe´rents proble`mes d’ex-
ploration architecturale qu’on vise a` re´soudre, soit l’e´tude de faisabilite´, la maximisation de la
performance et la minimisation de la quantite´ des ressources mate´rielles. On pre´sente ensuite
les fonctions objectives permettant d’e´valuer et de comparer les architectures pour chacun
de ces proble`mes. On discute ensuite de la complexite´ combinatoire et algorithmique de ces
proble`mes. Puis, on pre´sente diffe´rents algorithmes pour re´soudre ces proble`mes, soit un al-
gorithme glouton, le parcours en profondeur, la marche ale´atoire, la descente, le recuit simule´
adaptatif et la recherche tabou re´active.
8.1 De´finition de l’espace de recherche
Soit S l’ensemble des spe´cifications exe´cutables d’applications embarque´es pouvant eˆtre
cre´e´es avec une me´thodologie (par exemple un syste`me de guidage d’un robot marcheur ou un
de´codeur JPEG) et soit P l’ensemble des plates-formes pouvant eˆtre cible´es par cette me´tho-
dologie (par exemple un FPGA Xilinx, un FPGA Altera ou un ASIC) et soit A l’ensemble des
architectures pouvant eˆtre ge´ne´re´es par cette me´thodologie. Une fonction f ∶ S×P → ℘(A) est
de´finie comme une fonction de de´finition de l’espace de recherche. Concre`tement, cela signifie
que pour une spe´cification s ∈ S donne´e et une plate-forme p ∈ P donne´e, alors f(s, p) corres-
pond a` un sous-ensemble de A qui est l’ensemble des architectures qui constituent l’espace de
recherche pour cette spe´cification a` imple´menter sur cette plate-forme. De la meˆme manie`re,
une fonction de de´finition de l’espace de recherche peut s’appliquer sur un sous-ensemble
P
′ ⊆ P de plates-formes et avoir la forme f ∶ S × P ′ → ℘(A)
L’exploration architecturale pre´sente´e dans ce chapitre cible l’ensemble P1,1 ⊆ P des plates-
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formes ayant un seul type de processeur et un seul type de bus. On a choisi deux fonctions de
de´finition de l’espace de recherche soit f1 ∶ S ×P1,1 → ℘(A) et f2 ∶ S ×P1,1 → ℘(A). Supposons
que pour une plate-forme p ∈ P1,1 donne´e et pour une spe´cification s ∈ S donne´e on ait
ns taˆches logicielles, nh composants mate´riels et nm modules qui peuvent eˆtre imple´mente´s
soit en mate´riel, soit en logiciel sur la plate-forme p. (Dans le contexte d’une spe´cification
exe´cutable SPACE, les ns taˆches logicielles sont des modules qui doivent ne´cessairement eˆtre
imple´mente´s en logiciel alors que les nh composants mate´riels sont soit des pe´riphe´riques,
soit des modules qui doivent ne´cessairement eˆtre imple´mente´s en mate´riel.) Alors l’espace de
recherche de´fini par f1(s, p) est constitue´ de l’ensemble des architectures qu’on peut obtenir
en faisant un choix a` chacune des e´tapes suivantes :
(a) Le partitionnement logiciel/mate´riel : choisir, parmi les nm modules de l’application,ms
modules qui seront imple´mente´s en tant que taˆches logicielles et donc les mh = nm −ms
autres modules qui seront imple´mente´s en tant que composants mate´riels ;
(b) L’allocation des processeurs et l’assignation des taˆches aux processeurs : choisir le
nombre k de processeurs a` allouer, puis assigner chacune des ns +ms taˆches logicielles
du syste`me a` un des k processeurs alloue´s ;
(c) Le choix d’une topologie de communication : choisir le nombre l de bus a` allouer, puis
assigner chacun des nh +mh composants mate´riels et des k processeurs du syste`me a`
ces l bus.
De plus, les choix faits lors de ces e´tapes doivent re´pondre aux contraintes suivantes :
1. Chaque module a une et une seule imple´mentation logicielle ainsi qu’une et une seule
imple´mentation mate´rielle ;
2. On doit imple´menter un module soit en tant qu’une et une seule taˆche logicielle, soit
en tant qu’un et un seul composant mate´riel, mais pas les deux a` la fois ;
3. Une taˆche logicielle doit eˆtre assigne´e a` un et un seul processeur ;
4. Un composant mate´riel doit eˆtre assigne´ a` un et un seul bus.
5. Si un processeur est alloue´, alors au moins une taˆche logicielle doit lui eˆtre assigne´e ;
6. Si un bus est alloue´, alors au moins un processeur ou deux composants mate´riels doivent
lui eˆtre assigne´s ;
La contrainte 1 signifie que l’optimisation de l’imple´mentation logicielle ou de l’imple´men-
tation mate´rielle d’un module donne´ ne fait pas partie de l’espace de recherche. On suppose
que les imple´mentations logicielle et mate´rielle fournies pour chaque module ont de´ja` e´te´
optimise´es et l’exploration architecturale propose´e se situe donc a` un niveau plus e´leve´. Les
contraintes 2 et 3 signifient que l’espace de recherche de´fini par f1 ne fait pas varier le nombre
d’instances d’un meˆme module. La contrainte 4 signifie que cet espace de recherche contient
seulement des architectures ou` les composants mate´riels sont connecte´s a` un seul bus. La seule
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exception est les ponts qui relient les bus entre eux : on suppose que chaque paire de bus
dans une architecture donne´e est connecte´e par un pont bidirectionnel. Cependant, comme le
meˆme ensemble de ponts sera toujours alloue´ et assigne´ de la meˆme manie`re pour un meˆme
ensemble de bus, leur allocation et assignation ne font pas partie de l’espace de recherche,
bien que les valeurs des me´triques tiennent compte de la pre´sence des ponts. La contrainte
5 assure qu’aucun processeur superflu n’est alloue´. Finalement, la contrainte 6 fait en sorte
qu’au moins deux composants mate´riels (excluant les ponts) soient connecte´s a` chaque bus
qui est alloue´. Lorsqu’un processeur est alloue´, d’autres composants mate´riels qui lui sont
de´die´s (par exemple un controˆleur d’interruption ou une minuterie) sont e´galement alloue´s et
on suppose que, lorsqu’un processeur est assigne´ a` un bus, ces composants mate´riels de´die´s
sont e´galement assigne´s au meˆme bus. Dans ce travail, l’exploration de l’allocation et de
l’assignation de ces composants de´die´s ne fait donc pas partie de l’espace de recherche, mais
les ressources mate´rielles utilise´es par ceux-ci sont tout de meˆme prises en compte.
Il est possible que les bus, les adaptateurs de bus, les ponts et les processeurs d’une
technologie cible puissent eˆtre configure´es. On conside`re que, pour une plate-forme p donne´e,
la configuration de chaque bus, adaptateur, pont ou processeur est fixe et identique, sauf dans
les cas ou` elle doit varier strictement pour prendre en conside´ration les choix faits dans les
e´tapes (a), (b) ou (c). Par exemple, l’arbitre d’un bus sur lequel on a assigne´ dix composants
mate´riels diffe`rera de l’arbitre d’un bus sur lequel seulement deux composants mate´riels
ont e´te´ assigne´s, mais la configuration de cet arbitre de´coule directement de l’assignation
des composants aux bus. Bien qu’on tienne compte de l’impact de ces configurations sur le
nombre de ressources mate´rielles utilise´es, l’exploration de ces configurations ne fait donc pas
partie de l’espace de recherche.
La fonction f2 ∶ S×P1,1 → ℘(A) est semblable a` la fonction f1, avec la diffe´rence que, parmi
les nh composants mate´riels de la spe´cification, il y a nd composants mate´riels double-port
qui ont deux interfaces de communication. Cela entraine un changement a` la contrainte 4
pour f2 : un composant mate´riel qui a une seule interface de communication doit eˆtre assigne´
a` un et un seul bus ; un composant mate´riel qui a deux interfaces de communication doit eˆtre
assigne´ soit a` un et un seul bus, soit a` exactement deux bus distincts.
8.2 Proble`mes d’exploration architecturale
Les proble`mes d’exploration architecturale e´tudie´s dans ce chapitre ont tous la meˆme
forme ge´ne´rale. On a un ensemble de me´triques qui permettent d’e´valuer et de comparer entre
elles les architectures possibles d’une spe´cification donne´e sur une plate-forme donne´e et on
cherche l’architecture qui minimise une me´trique donne´e tout en respectant les contraintes
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sur chacune des autres me´triques. Formellement, soit une spe´cification s ∈ S, un ensemble de
plates-formes P
′ ⊆ P , une plate-forme p ∈ P ′ , une fonction de de´finition d’espace de recherche
f ∶ S × P ′ → ℘(A), un ensemble de me´triques M1,M2, . . . ,Mn ∶ A → R et un ensemble de
contraintes k1, k2, . . . kn−1, alors l’exploration architecturale consiste a` trouver l’architecture
a ∈ f(s, p) telle que :
(i) Mj(a) ≤ kj,∀1 ≤ j ≤ n − 1 (respect des contraintes) ;
(ii) Mn(a) ≤Mn(b),∀b ∈ f(s, p) (solution optimale).
Cette formulation suppose que d’optimiser une me´trique implique de la minimiser. Cela
se fait sans perte de ge´ne´ralite´, car si une me´trique M doit eˆtre maximise´e, il suffit alors de
minimiser la me´trique −M telle que (−M)(a) = −(M(a)) pour tout a. De la meˆme manie`re, si
on ne cherche pas une solution optimale, mais seulement a` ve´rifier l’existence d’une solution
qui re´pond a` un ensemble de contraintes, il suffit de de´finir la me´trique 0 telle que 0(a) = 0
pour tout a et de la de´finir comme la me´trique a` optimiser.
A` partir de cette de´finition ge´ne´rale, on de´finit les proble`mes d’exploration architecturale
qui sont e´tudie´s dans ce chapitre et qui utilisent les me´triques pre´sente´es au chapitre 7.
Proble`me 8.1 (E´tude de faisabilite´). Soit une spe´cification s ∈ S, un ensemble de plates-
formes P
′ ⊆ P , une plate-forme p ∈ P ′ , une fonction de de´finition d’espace de recherche
f ∶ S ×P ′ → ℘(A), la me´trique du nombre de violations V , un nombre maximal de violations
Vmax, la me´trique du temps d’exe´cution T , un temps d’exe´cution maximal TMAX et, pour
chaque ressource mate´rielle j, une me´trique de quantite´ Rj et une quantite´ maximale Rj,MAX .
De´terminer si il existe une architecture a ∈ f(s, p) telle que :
(i) V (a) ≤ VMAX (contrainte sur le nombre de violations) ;
(ii) T (a) ≤ TMAX (contrainte sur le temps d’exe´cution) ;
(iii) Rj(a) ≤ Rj,MAX ,∀j (contrainte sur la quantite´ de ressources).
Comme son nom l’indique, le proble`me 8.1 est une e´tude de faisabilite´ qui consiste a`
de´terminer s’il est possible d’imple´menter une spe´cification donne´e sur une plate-forme donne´e
selon des contraintes de validite´ fonctionnelle, de quantite´ de ressources mate´rielles et de
performance. Tel que de´crit ci-haut, il est trivial d’exprimer cette e´tude de faisabilite´ comme
un proble`me d’optimisation qui minimise la me´trique 0.
Proble`me 8.2 (Maximisation de la performance). Soit une spe´cification s ∈ S, un ensemble
de plates-formes P
′ ⊆ P , une plate-forme p ∈ P ′ , une fonction de de´finition d’espace de
recherche f ∶ S × P ′ → ℘(A), la me´trique du nombre de violations V , un nombre maximal
de violations Vmax, la me´trique du temps d’exe´cution T et, pour chaque ressource mate´rielle
j, une me´trique de quantite´ Rj et une quantite´ maximale Rj,MAX . Trouver une architecture
a ∈ f(s, p) telle que :
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(i) V (a) ≤ VMAX (contrainte sur le nombre de violations) ;
(ii) Rj(a) ≤ Rj,MAX ,∀j (contrainte sur la quantite´ de ressources) ;
(iii) T (a) ≤ T (b),∀b ∈ f(s, p) (minimisation du temps d’exe´cution).
Le proble`me 8.2 ressemble au proble`me 8.1, avec la diffe´rence qu’on cherche maintenant
a` maximiser la performance du syste`me (donc a` minimiser son temps d’exe´cution) tout en
respectant des contraintes de validite´ fonctionnelle et de quantite´ de ressources mate´rielles.
Un autre proble`me est la minimisation de la quantite´ des ressources mate´rielles. Ce pro-
ble`me peut eˆtre formule´ directement selon la de´finition ge´ne´rale s’il y a un seul type de
ressource mate´rielle a` minimiser, tel que le nombre de portes logiques dans le cas d’un ASIC.
Cependant, la situation se complique dans le cas d’un FPGA, ou` il y a plusieurs types de
ressources mate´rielles (des LUTs, des bascules, des me´moires, etc.) dont on pourrait vouloir
minimiser la quantite´. On pourrait de´finir, pour chaque ressource mate´rielle, un proble`me
diffe´rent visant a` minimiser la quantite´ de celle-ci. En pratique, il est souvent possible de
substituer un type de ressources mate´rielles par un autre type (par exemple un ensemble
de bascules et une me´moire RAM, ou un ensemble de LUTs et un bloc DSP de´die´) et il
serait donc pre´fe´rable de minimiser la quantite´ de toutes les ressources mate´rielles plutoˆt que
seulement celle d’un seul type.
L’approche retenue consiste donc a` combiner line´airement les me´triques associe´es a` chaque
ressource mate´rielle en une seule me´trique de quantite´ de ressources mate´rielles, qui sera
minimise´e. Ainsi, pour chaque ressource mate´rielle j, soit un coefficient αj et une me´trique
de quantite´ de ressources mate´rielles Rj ∶ A → R, alors la me´trique combine´e de quantite´ de
ressources de mate´rielle R ∶ A → R est de´finie telle que R(a) = ∑αjRj (a) pour tout a. Il est
alors possible de de´finir le proble`me de minimisation de la quantite´ des ressources mate´rielles
selon la de´finition ge´ne´rale du proble`me d’exploration architecturale.
Proble`me 8.3 (Minimisation de la quantite´ des ressources mate´rielles). Soit une spe´cification
s ∈ S, un ensemble de plates-formes P ′ ⊆ P , une plate-forme p ∈ P ′ , une fonction de de´finition
d’espace de recherche f ∶ S × P ′ → ℘(A), la me´trique du nombre de violations V , un nombre
maximal de violations Vmax, la me´trique du temps d’exe´cution T , un temps d’exe´cution
maximal TMAX et une me´trique combine´e de quantite´ de ressources mate´rielles R. Trouver
une architecture a ∈ f(s, p) telle que :
(i) V (a) ≤ VMAX (contrainte sur le nombre de violations) ;
(ii) T (a) ≤ TMAX (contrainte sur le temps d’exe´cution) ;
(iii) R(a) ≤ R(b),∀b ∈ f(s, p) (minimisation de la quantite´ de ressources mate´rielles).
On peut se demander comment choisir les coefficients αj pour obtenir la me´trique combi-
ne´e de quantite´ de ressources mate´rielles. Intuitivement, pour un type de ressource mate´rielle,
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plus il y a une grande quantite´ disponible, moins le coefficient associe´ a` cette ressource de-
vrait eˆtre grand et vice-versa. Si la plate-forme cible´e est un mode`le de FPGA en particulier,
alors la quantite´ disponible pour chaque type de ressource mate´rielle est connue et, pour une
ressource mate´rielle j, on peut de´finir cette quantite´ disponible comme e´tant Rj,MAX . Dans
ce chapitre, nous utilisons des coefficients αj = 1/Rj,MAX ,∀j.
8.3 Fonctions objectives
Pour guider les algorithmes d’exploration architecturale visant a` re´soudre les proble`mes
pre´sente´s a` la section pre´ce´dente, on de´finit pour chaque proble`me une fonction objective
o ∶ A → R qui e´value les architectures. Plus la valeur de la fonction objective pour une
architecture donne´e est petite, plus cette architecture re´pond aux contraintes et aux crite`res
d’optimisation du proble`me.
La forme ge´ne´rale des fonctions objectives utilise´es dans ce chapitre est une fonction
objective avec pe´nalite´s (Lopez-Vallejo et al., 2000). Soit un ensemble M1,M2, . . . ,Mn de
me´triques a` optimiser, soit un ensemble de contraintes k1, k2, . . . , kn pour chaque me´trique,
soit un ensemble de coefficient de poids ω1, ω2, . . . , ωn pour chacune des me´triques et soit un







i=1 φi [max(0,Mi(a) − ki)ki ]
2
(8.1)
La premie`re sommation cherche a` optimiser l’ensemble des me´triques. On normalise cha-
cune des me´triques en la divisant par la contrainte qui lui est associe´e, puis on effectue une
combinaison line´aire des me´triques normalise´es selon leurs coefficients de poids. La deuxie`me
sommation repre´sente les pe´nalite´s associe´es aux violations de contraintes. Si une contrainte
est respecte´e, alors le terme Mi(a) − ki qui lui est associe´ sera infe´rieur a` ze´ro et la pe´nalite´
pour cette contrainte sera nulle. Par contre, si la contrainte n’est pas respecte´e, alors la pe´-
nalite´ sera proportionnelle au carre´ de la valeur normalise´e du de´passement de la contrainte.
On effectue ensuite une combinaison line´aire des pe´nalite´s selon les coefficients de pe´nalite´
associe´s a` chaque contrainte. La valeur des coefficients de poids ωi est typiquement infe´rieure
ou e´gale a` 1 alors que celle des coefficients de pe´nalite´ φi est supe´rieure a` 100. Cela assure
que cette fonction objective privile´giera les solutions qui respectent toutes les contraintes
tout en permettant l’exploration de solutions qui violent le´ge`rement certaines contraintes
(Lopez-Vallejo et al., 2000).
Avec les me´triques de´finies a` la section 7.1, soit V , T et, pour chaque ressource mate´rielle,
Rj, on obtient donc la forme ge´ne´rale suivante pour les fonctions objectives se rapportant a`
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l’exploration architecturale :
o(a) = ωV+ V+(a)kV+ + ωT T (a)kT + n∑j=1ωRjRj(a)kRj + φV+ [max(0, V+(a) − kV+)kV+ ]
2 +
φT [max(0, T (a) − kT )
kT
]2 + n∑
j=1φRj [max(0,Rj(a) − kRj)kRj ]
2
(8.2)
Dans cette e´quation, V+ ∶ A→ R est une me´trique de´rive´e de V telle que V+(a) = V (a)+ 1
pour tout a. La raison pour laquelle on utilise V+ plutoˆt que V est qu’on voudra typiquement
n’avoir aucune violation fonctionnelle, soit une contrainte kV e´gale a` 0. Comme ces contraintes
se trouvent au de´nominateur, cela impliquerait une division par ze´ro. En utilisant V+, la
contrainte kV+ associe´e a` un nombre maximal de 0 violations (soit aucune violation) est e´gale
a` 1, ce qui e´vite ce proble`me.
Pour le proble`me 8.1 de l’e´tude de faisabilite´, la fonction objective doit seulement chercher
a` assurer le respect des contraintes et non l’optimisation des me´triques. Les coefficients de
poids ωV+ , ωT et ωRj ont donc tous la valeur ze´ro : aucune me´trique n’est optimise´e. Ensuite,
les contraintes kV+ , kT et kRj de la fonction objective sont respectivement e´gales aux con-
traintes V+,MAX = VMAX + 1, TMAX et Rj,MAX du proble`me 8.1. On obtient donc la fonction
objective suivante pour ce proble`me :
o(a) = φV+ [max(0, V+(a) − V+,MAX)V+,MAX ]




j=1φRj [max(0,Rj(a) −Rj,MAX)Rj,MAX ]
2
(8.3)
Pour le proble`me 8.2 de la maximisation de la performance, la seule me´trique a` optimiser
est le temps d’exe´cution. Cela implique que ωV+ et ωRj ont tous la valeur ze´ro et on fixe
ωT = 1. On a e´galement kV+ = V+,MAX et kRj = Rj,MAX . Quant a` la contrainte kT de la
fonction objective, la contrainte TMAX e´quivalente n’est pas ne´cessairement pre´sente dans
le proble`me 8.2 e´tant donne´ que le temps d’exe´cution est le crite`re a` optimiser. Cependant,
supposer qu’une telle valeur soit e´galement fournie n’implique aucune perte de ge´ne´ralite´,
car il suffit de donner a` TMAX une valeur arbitrairement grande (mais non infinie) pour que
cette contrainte soit toujours respecte´e. On obtient alors la fonction objective suivante pour
le proble`me 8.2 :
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o(a) = T (a)
TMAX
+ φV+ [max(0, V+(a) − V+,MAX)V+,MAX ]




j=1φRj [max(0,Rj(a) −Rj,MAX)Rj,MAX ]
2
(8.4)
Pour le proble`me 8.3 de la minimisation de la quantite´ de ressources mate´rielles, on cherche
a` optimiser seulement la me´trique R = ∑j Rj/Rj,MAX , ou` Rj,MAX est la quantite´ maximale
de ressources mate´rielles de type j disponibles sur la plate-forme cible. ωV+ et ωT ont donc
chacun la valeur ze´ro. Si n est le nombre de ressources mate´rielles, alors les coefficients de








+ φV+ [max(0, V+(a) − V+,MAX)V+,MAX ]
2 +
φT [max(0, T (a) − TMAX)
TMAX
]2 + n∑
j=1φRj [max(0,Rj(a) −Rj,MAX)Rj,MAX ]
2
(8.5)
On observe que le premier terme de la fonction objective est e´gal a` R/n. Cela assure
que cette fonction objective cherche bel et bien a` minimiser la me´trique R du proble`me 8.3.
En divisant la me´trique R par n, on s’assure que le terme a` optimiser soit, comme pour les
deux fonctions objectives pre´ce´dentes, e´gal a` 1 lorsque cette me´trique respecte tout juste la
contrainte qui lui est associe´e.
Pour toutes ces fonctions objectives, on fixe les coefficients de pe´nalite´ φV+ et φT e´gaux a`
1000 alors que les coefficients de pe´nalite´s φRj sont fixe´s a` 1000/n.
8.4 Algorithmes d’exploration architecturale
Cette section pre´sente diffe´rents algorithmes pour re´soudre les proble`mes d’exploration
architecturale. On pre´sente ainsi un algorithme exact de parcours en profondeur qui permet
d’explorer exhaustivement l’espace de recherche et de trouver la solution optimale au pro-
ble`me. Cependant, une analyse de la complexite´ de l’exploration architecturale de´montre que
le nombre d’architectures possibles croˆıt au moins exponentiellement et que ces proble`mes
sont fortement NP-difficiles. Il faut donc avoir recours a` des algorithmes heuristiques pour les
re´soudre en un temps acceptable et cette section pre´sente une heuristique gloutonne ainsi que
des heuristiques de marche ale´atoire, de descente, de recuit simule´ adaptatif et de recherche
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tabou re´active. L’annexe E pre´sente e´galement une heuristique pour la ge´ne´ration ale´atoire
d’une architecture selon une distribution uniforme. Tous ces algorithmes d’exploration archi-
tecturale utilisent les fonctions objectives de´finies a` la section 8.3, qui sont e´value´es a` l’aide
des me´thodes d’estimation pre´sente´es au chapitre 7.
8.4.1 Complexite´ de l’exploration architecturale
La complexite´ des proble`mes d’exploration architecturale de´finis a` la section 8.2 peut se
mesurer de deux manie`res diffe´rentes, soit selon la complexite´ combinatoire ou la complexite´
algorithmique. D’abord, l’espace de recherche de ces proble`mes est un ensemble d’architec-
tures et, dans le pire cas, il pourrait eˆtre ne´cessaire d’e´valuer chacune de ces architectures
pour obtenir une re´ponse exacte au proble`me. La complexite´ combinatoire d’un proble`me
d’exploration architecturale indique donc le nombre total d’architectures qui constituent l’es-
pace de recherche. L’annexe C pre´sente une analyse combinatoire ine´dite qui de´montre que
le nombre E(n) d’architectures possibles croˆıt extreˆmement rapidement avec le nombre n de
modules de l’application. On obtient notamment que, pour l’espace de recherche f1 de´fini a`
la section 8.1, E(n) croˆıt plus vite que la factorielle n! pour n ∈ [0,147], comme le montre
la figure 8.1 selon une e´chelle logarithmique pour 0 ≤ n ≤ 10. Une application contenant
seulement 10 modules a de´ja` plus de 379 millions d’architectures possibles selon f1. Un algo-
rithme exhaustif est donc viable seulement pour l’exploration d’une application comportant
un nombre tre`s restreint de modules.
La complexite´ algorithmique indique avec quelle efficacite´ des algorithmes peuvent re´-
soudre ces proble`mes. Tel que discute´ a` l’annexe D, ces proble`mes sont fortement NP-difficiles
et le temps d’exe´cution d’un algorithme exact croˆıt donc exponentiellement avec la taille n du
proble`me. Une contribution de l’annexe D est une nouvelle de´monstration de la non-existence
d’un sche´ma d’approximation en temps polynomial (PTAS) pour le partitionnement logiciel/
mate´riel, et donc pour l’exploration architecturale. Il est donc ne´cessaire d’avoir recours a`
des algorithmes heuristiques pour re´soudre ces proble`mes en un temps acceptable.
8.4.2 Algorithme de parcours en profondeur
L’algorithme de parcours en profondeur construit et explore exhaustivement l’ensemble
des solutions au proble`me d’exploration architecturale, comme le montre la figure 8.2 pour
une fonction objective o ∶ A → R. Il s’agit donc d’un algorithme exact, mais dont le temps
d’exe´cution risque d’eˆtre prohibitif. Il serait possible d’ame´liorer cet algorithme avec une tech-
nique de se´paration et e´valuation (branch and bound). Ainsi, on pourrait par exemple choisir
















Figure 8.1 Comparaison de la croissance du nombre E(n) d’architectures pour n modules
avec celle de 2n et n!
si on peut de´terminer qu’aucune de ces solutions n’est meilleure que la meilleure solution
trouve´e jusqu’a` date. Il faudrait par contre dans ce cas avoir un estimateur capable d’e´valuer
une borne infe´rieure pour l’ensemble des solutions ayant un partitionnement logiciel/mate´riel
donne´ quel que soit le nombre de processeurs, l’assignation des taˆches aux processeurs et la
topologie de communications. De plus, l’ajout d’une telle technique ne change pas le caracte`re
fortement NP-difficile du proble`me et le temps d’exe´cution de cet algorithme croˆıt donc aussi
de manie`re exponentielle avec le nombre de modules.
Pour chaque part i t ionnement l o g i c i e l / mat e´ r i e l des modules
Pour chaque a l l o c a t i o n de p ro c e s s eu r s
Pour chaque a s s i g na t i on des t aˆ ches et modules SW aux pro c e s s eu r s
Pour chaque t opo l o g i e de communication
Const ru i r e l ’ a r c h i t e c t u r e ”a ” correspondant a` c e t t e combinaison
Retourner l ’ a r c h i t e c t u r e ”a ” v i s i t e´ e qui ava i t l e p lus p e t i t o ( a )
Figure 8.2 Fonctionnement ge´ne´ral de l’algorithme de parcours en profondeur
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8.4.3 Algorithme glouton
Un algorithme glouton construit une solution en une se´rie d’e´tapes. A` chaque e´tape,
l’algorithme glouton effectue le choix qui est localement optimal pour cette e´tape sans revenir
sur les choix faits lors des e´tapes pre´ce´dentes. E´tant donne´ que les choix faits aux diffe´rentes
e´tapes ne sont ge´ne´ralement pas inde´pendants entre eux, cette se´rie de choix localement
optimaux produit rarement l’optimum global. Ne´anmoins, un algorithme glouton permet
de ge´ne´rer rapidement une solution qui est meilleure en moyenne qu’une solution ge´ne´re´e
ale´atoirement. Cette solution gloutonne peut ensuite eˆtre utilise´e comme solution initiale
dans un algorithme ite´ratif plus e´labore´, telle que la recherche locale ou les algorithmes
ge´ne´tiques.
Cette section pre´sente un algorithme glouton pour les proble`mes d’exploration architec-
turale de ce chapitre. Soit une application avec des ensembles M de modules, S de taˆches
logicielles et H de composants mate´riels. L’algorithme glouton construit une architecture en
y ajoutant un par un chacun des composants, taˆches et modules de l’application. Pour des
raisons de simplification, l’algorithme glouton ne conside`re que les topologies compose´es d’un
seul bus partage´.
L’ordre dans lequel les composants, taˆches et modules sont assigne´s est de´termine´ a` l’aide
des me´triques pre´sente´es au tableau 8.1. Ce tableau introduit notamment la me´trique d’affi-
nite´ mate´rielle : plus un module a une acce´le´ration e´leve´e lorsqu’on le de´place du logiciel vers
le mate´riel et moins il consomme de ressources mate´rielles, plus son affinite´ envers une imple´-
mentation mate´rielle est grande et, a` l’oppose´, plus son affinite´ envers une imple´mentation
logicielle est faible.
Les valeurs des me´triques tsw(x), thw(x) et rj(x) sont obtenues par la caracte´risation et
l’estimation pre´sente´es au chapitre 7. Les me´triques de quantite´ de ressources mate´rielles sont
combine´es selon des coefficients de poids en une me´trique globale de quantite´ de ressources
mate´rielles tel que de´crit a` la section 8.2.
E´tant donne´ que l’heuristique gloutonne doit e´valuer des imple´mentations partiellement
construites, on adapte les me´thodes d’estimation de´finies au chapitre 7. Ainsi, on conside`re
comme nul le temps d’exe´cution, les temps de communication et la quantite´ de ressources
mate´rielles de tout composant, taˆche ou module qui n’a pas encore e´te´ assigne´ par l’algorithme
glouton. L’estimation des me´triques V (a), T (a) et Rj(a) est donc ajuste´e en conse´quence. On
utilise pour chaque proble`me la meˆme fonction objective que celle de´finie pour le proble`me a`
la section 8.3.
Le fonctionnement ge´ne´ral de l’algorithme glouton pour l’exploration architecturale est
pre´sente´ a` la figure 8.3. L’initialisation de la solution consiste d’abord a` instancier une archi-
tecture vide, a` allouer un bus et a` y assigner l’ensemble H des composants mate´riels. Ensuite,
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Tableau 8.1 De´finitions des me´triques applique´es aux modules
Nom Description
tsw(x) Le temps total que prend l’ensemble des calculs re´alise´s
par la taˆche logicielle x ou le module x lorsque celui-ci se
trouve en logiciel.
thw(x) Le temps total que prend l’ensemble des calculs re´alise´s
par le composant mate´riel x ou le module x lorsque celui-
ci se trouve en mate´riel.
rj(x) La quantite´ de ressources mate´rielles de type j utilise´es




αjrj (x) Une e´valuation de l’ensemble des ressources mate´rielles
utilise´es par le composant ou module x, ponde´re´e par les
coefficients αj.
hw(m) = tsw(m) − thw(m)
r(m) Le degre´ d’affinite´ du module m envers une imple´menta-
tion mate´rielle.
l’initialisation diffe`re selon que l’algorithme soit configure´ pour avoir un biais mate´riel ou un
biais logiciel. L’ensembleM est trie´ par ordre de´croissant des affinite´s mate´rielles (pour consi-
de´rer d’abord les modules avec les plus fortes affinite´s hw) si l’algorithme a un biais mate´riel
et par ordre croissant si il a un biais logiciel. De plus, si l’algorithme glouton a un biais
logiciel, alors le module de M avec le plus petit hw est retire´ de M pour l’ajouter a` S et
donc forcer son imple´mentation en logiciel. Sans cette mesure, l’algorithme glouton tendrait
a` ne jamais allouer un premier processeur a` moins que la quantite´ de ressources mate´rielles
ne´cessaires a` l’imple´mentation mate´rielle d’un seul module soit supe´rieure a` celles ne´cessaires
au processeur. L’initialisation se termine en triant l’ensemble S par ordre croissant de leur
tsw.
L’algorithme glouton ajoute ensuite successivement chaque taˆche s ∈ S a` la solution.
Il peut ajouter une taˆche s donne´e soit en l’ajoutant a` un processeur de´ja` alloue´, soit en
allouant un nouveau processeur. Toutes ces possibilite´s sont e´value´es et trie´es selon la fonction
objective. De la meˆme manie`re, l’algorithme ajoute a` la solution chacun des modules n ∈ N
soit en ajoutant son imple´mentation mate´rielle au bus, soit en ajoutant son imple´mentation
logicielle a` un processeur de´ja` alloue´ ou a` un processeur simultane´ment alloue´. La construction
































































Figure 8.3 Fonctionnement ge´ne´ral de l’algorithme glouton
8.4.4 Recherche locale
L’algorithme glouton pre´sente´ a` la section pre´ce´dente est un algorithme constructif, qui
construit une solution morceau par morceau jusqu’a` ce qu’elle soit comple´te´e. Les algorithmes
pre´sente´s dans cette section sont plutoˆt des algorithmes ite´ratifs, qui partent d’une solution
comple`te initiale et qui la raffinent ite´rativement. Il est possible que la solution finale d’un
tel algorithme ite´ratif ait bien peu a` voir avec la solution initiale. Plus pre´cise´ment, ces
algorithmes sont des algorithmes de recherche locale : a` chaque ite´ration, on passe de la
solution courante a` une de ses solutions voisines. Ces algorithmes de recherche locale se
distinguent entre eux notamment par leur manie`re de choisir la prochaine solution parmi les
solutions voisines et par leur crite`re d’arreˆt.
Bien que la descente, le recuit simule´ et la recherche tabou soient des me´ta-heuristiques
ge´ne´riques de recherche locale qui sont bien connues, elles doivent eˆtre spe´cialise´es selon les
caracte´ristiques d’un proble`me donne´ avant de pouvoir eˆtre applique´es comme heuristiques a`
ce proble`me. Notre contribution dans cette section est donc principalement la spe´cialisation
de ces me´ta-heuristiques en des heuristiques applicables aux proble`mes d’exploration archi-
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tecturale. En particulier, on pre´sente une nouvelle formulation de ces proble`mes comme un
proble`me de recherche locale et ce qui est, au meilleur de notre connaissance, la premie`re
application d’un recuit simule´ adaptatif, d’une recherche tabou re´active ou d’une liste tabou
par attributs a` l’exploration architecturale.
8.4.4.1 De´finition du voisinage
E´tant donne´ que la recherche locale doit e´valuer les voisines de la solution courante et
y choisir une solution pour la prochaine ite´ration, il est crucial de de´finir pour l’explora-
tion architecturale une fonction de voisinage N ∶ A → ℘(A) qui permet d’associer, a` toute
architecture donne´e, l’ensemble de ses architectures voisines.
Le voisinage est de´fini selon un ensemble de mouvements m ∈ [A→ A] qui permettent de
passer d’une architecture a` une autre. Ainsi, le voisinage d’une architecture a est l’ensemble
des architectures N(a) qu’on peut obtenir en effectuant un mouvement m(a) a` partir de la
solution a.
Dans le cas de l’espace de recherche de´fini par f1 et f2, le voisinage N(a) de a est de´fini
comme l’ensemble des architectures qu’on peut atteindre en effectuant un des mouvements
suivants (on conside`re ici que l’imple´mentation logicielle d’un module est une taˆche logicielle
et que son imple´mentation mate´rielle est un composant mate´riel ; les pe´riphe´riques et les
processeurs sont e´galement conside´re´s comme des composants mate´riels) :
1. Assigner un composant mate´riel double-port a` un deuxie`me bus (f2 seulement) ;
2. Retirer l’assignation d’un composant mate´riel double-port a` un de ses deux bus (f2
seulement) ;
3. De´placer un composant mate´riel d’un bus a` un autre ;
4. De´placer une taˆche logicielle d’un processeur a` un autre ;
5. Retirer d’un processeur l’imple´mentation logicielle d’un module et assigner a` un bus
l’imple´mentation mate´rielle de ce meˆme module ;
6. Retirer d’un bus l’imple´mentation mate´rielle d’un module et assigner a` un processeur
l’imple´mentation logicielle de ce meˆme module ;
7. Retirer un bus sur lequel sont assigne´s exactement un processeur ou deux composants
mate´riels autres que des processeurs et assigner ces composants mate´riels a` un autre
bus ;
8. Allouer un bus, retirer des autres bus exactement un processeur ou deux composants
mate´riels autres que des processeurs et les assigner au bus alloue´ ;
9. Retirer un processeur sur lequel est assigne´ exactement une taˆche logicielle et assigner
celle-ci a` un autre processeur ;
10. Retirer un processeur sur lequel est assigne´ exactement une imple´mentation logicielle
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d’un module et assigner l’imple´mentation mate´rielle de ce meˆme module a` un bus ;
11. Allouer un processeur, retirer d’un autre processeur exactement une taˆche logicielle et
assigner celle-ci au processeur alloue´ ;
12. Allouer un processeur, retirer d’un bus exactement une imple´mentation mate´rielle d’un
module et assigner l’imple´mentation logicielle de ce meˆme module au processeur.
Dans tous les cas, un mouvement m est admissible pour une architecture a si et seule-
ment si l’architecturem(a) qu’il ge´ne`re respecte les contraintes pre´sente´es a` la section 8.1 (par
exemple, au moins une taˆche logicielle doit eˆtre assigne´e a` chaque processeur pre´sent dans
l’architecture). Ainsi, seules les architectures qui respectent ces contraintes font partie du
voisinage N(a) d’une imple´mentation a. Les mouvements de´finis ci-haut permettent d’explo-
rer le partitionnement logiciel/mate´riel, l’allocation des processeurs, l’assignation des taˆches
logicielles aux processeurs, l’allocation des bus et l’assignation des composants mate´riels aux
bus tout en respectant ces contraintes.
Afin de comparer entre eux les algorithmes heuristiques de recherche locale, on suppose
que chacun d’entre eux peut eˆtre parame´tre´ de manie`re a` s’arreˆter apre`s (environ) k ite´rations,
ou` chaque ite´ration est e´quivalente a` l’exploration d’un voisinage d’une solution courante.
8.4.4.2 Marche ale´atoire
La marche ale´atoire avec parame`tre n effectue n mouvements ale´atoires a` partir d’une
solution initiale a0. Ainsi, on a une se´quence a1 = m0(a0), a2 = m1(a1), . . . , an = mn−1(an−1)
ou` les mouvements m0,m1, . . . ,mn−1 sont choisis ale´atoirement respectivement parmi les voi-
sinages N(a0),N(a1), . . . ,N(an−1). Ainsi, le re´sultat de la marche ale´atoire est la meilleure
solution visite´e (selon la fonction objective) parmi la se´quence a0, a1, . . . , an.
E´tant donne´ que la marche ale´atoire choisit les mouvements a` effectuer de manie`re com-
ple`tement ale´atoire, on s’attend a` ce que cet algorithme soit peu efficace. Comme la marche
ale´atoire n’explore pas syste´matiquement le voisinage de la solution courante, mais conside`re
une seule solution voisine, on obtient, pour fins de comparaison avec les autres algorithmes,
le nombre d’ite´rations n en multipliant le nombre k de voisinages a` explorer par ∣N(a0)∣, soit
le nombre de solutions voisines a` la solution initiale.
8.4.4.3 Descente
Soit une fonction objective o ∶ A→ R. L’algorithme de descente, tel qu’illustre´ a` la figure
8.4, consiste simplement a` prendre une solution initiale a0 et a` effectuer sur celle-ci une se´rie
de mouvements a1 = m0(a0), a2 = m1(a1), . . . qui ame´liorent chacun la solution courante
et donc tel que o(a0) > o(a1) > o(a2) > . . . . L’algorithme de descente se termine lorsqu’il
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est impossible de trouver un mouvement qui ame´liore la solution courante et cette dernie`re
solution est alors le re´sultat de la descente.®­ ©ªDe´but
?
a = Solution initiale
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Figure 8.4 Fonctionnement ge´ne´ral de l’algorithme de descente
Si on prend un relief de telle sorte que l’espace de recherche est un ensemble de positions
ge´ographiques et que la fonction objective est une altitude, alors l’algorithme de descente
e´quivaut a` laisser tomber une balle dans le relief et a` la laisser descendre. Le point atteint
par l’algorithme de descente est un optimum local, e´tant donne´ que cette solution est au
moins aussi bonne que toutes ses solutions voisines. Cependant, rien ne garantit que cette
solution soit un optimum global. En effet, il est possible que l’optimum global se trouve
ailleurs et que le seul moyen de l’atteindre a` partir d’un autre optimum local soit par une
se´rie de mouvements qui entraˆınent initialement une de´gradation de la solution courante. Par
analogie avec le relief, il est possible qu’il faille gravir une montagne pour atteindre une valle´e
plus profonde de l’autre coˆte´. C’est ce que permettent, chacun a` leur manie`re, le recuit simule´
et la recherche tabou.
E´tant donne´ que la descente a un crite`re d’arreˆt qui est inde´pendant du nombre d’ite´ra-
tions et qu’en pratique elle s’arreˆte apre`s un nombre restreint d’ite´rations, le nombre d’ite´-
rations de l’algorithme de descente conc¸u pour l’exploration architecturale ne peut pas eˆtre
parame´tre´.
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8.4.4.4 Recuit simule´ adaptatif
Le recuit simule´ est un algorithme heuristique de recherche locale qui s’inspire du proce´de´
du recuit en me´tallurgie. Dans un recuit, on commence par chauffer le me´tal a` tre`s haute
tempe´rature de sorte que ses atomes ont assez d’e´nergie pour une diffusion ale´atoire a` l’e´tat
solide. A` mesure qu’on refroidit de manie`re controˆle´e le me´tal, ses atomes tendent de moins
en moins a` se diffuser ale´atoirement et de plus en plus a` se placer en une structure cristal-
line de manie`re a` minimiser l’e´nergie totale interne du me´tal, notamment en minimisant les
imperfections de celui-ci.
De manie`re analogue, dans un recuit simule´, la « tempe´rature » est un parame`tre qui
de´termine la probabilite´ avec laquelle est accepte´e un mouvement ale´atoire qui n’ame´liore pas
la solution courante. Lorsque la tempe´rature est tre`s e´leve´e, tous les mouvements ale´atoires
sont accepte´s et le recuit simule´ se comporte comme une marche ale´atoire. A` l’oppose´, lorsque
la tempe´rature est tre`s basse, les seuls mouvements accepte´s sont ceux qui ame´liorent la
solution et le recuit simule´ se comporte alors comme un algorithme de descente. Le recuit
simule´ commence donc par explorer l’espace de recherche de manie`re tre`s large mais tre`s
grossie`re a` haute tempe´rature, puis raffine son exploration dans les re´gions prometteuses a`
mesure que la tempe´rature est refroidie (van Laarhoven et Aarts, 1987).
Le recuit simule´ s’applique a` l’exploration architecturale pour n ite´rations tel qu’illustre´
a` la figure 8.5 (comme dans le cas de la marche ale´atoire a` la section 8.4.4.2, on obtient n
en multipliant le parame`tre k par le nombre de solutions voisines a` la solution initiale). Pour
une fonction objective o ∶ A → R, le crite`re d’acceptation utilise´ est le crite`re de Metropolis
qui accepte toujours un mouvement de a vers b si il ame´liore la solution courante (donc si
o(b) − o(a) < 0) et qui l’accepte avec une probabilite´ e o(a)−o(b)T sinon (Metropolis et al., 1953).
Il reste alors a` de´terminer la tempe´rature initiale T0 et le sche´ma de refroidissement (mise
a` jour de la tempe´rature). Ces de´cisions ont un grand impact sur la qualite´ des solutions
produites et sur le temps d’exploration du recuit simule´. Il est fre´quent qu’une version du
recuit simule´ utilise un sche´ma de refroidissement ge´ome´trique. Il y a alors un parame`tre de
refroidissement c de telle sorte que la tempe´rature a` l’ite´ration j est e´gale a` Tj = T0cj. Un
sche´ma de refroidissement par paliers de taille p peut aussi eˆtre utilise´ : la tempe´rature reste
alors constante pendant des paliers de p ite´rations et on a Tj = T0c⌊ jp ⌋. Cependant, il reste
encore a` de´terminer des bonnes valeurs pour Tj et c. Cette calibration du recuit simule´ pour
une instance d’un proble`me peut demander de nombreux tests et il n’est pas garanti que
cette calibration soit correcte pour les autres instances du meˆme proble`me.
Nous effectuons la calibration de la tempe´rature initiale T0 de manie`re a` ce qu’un mou-
vement qui n’ame´liore pas la solution initiale a0 soit accepte´ avec une probabilite´ de 50%.
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Pour le parame`tre de refroidissement c, nous utilisons un recuit simule´ adaptatif qui
permet de calibrer c tout au long de l’exe´cution du recuit simule´ (Ortner, 2004; Perrin et al.,
2005). Le recuit simule´ adaptatif est base´ sur un sche´ma de refroidissement ge´ome´trique
par paliers. Pour l’exploration architecturale, on rend donc le nombre de paliers e´gal au
parame`tre k de voisinages a` explorer et la taille p de chaque palier e´gale au nombre ∣N(a0)∣
de solutions voisines a` la solution initiale. Le parame`tre de refroidissement initial c0 est fixe´
a` 0.99 et l’algorithme s’arreˆte lorsqu’on atteint la tempe´rature finale Tf = T0ck qu’atteindrait
l’algorithme apre`s k paliers si le parame`tre de refroidissement demeurait constant. Cependant,
la particularite´ du recuit simule´ adaptatif est que ce parame`tre varie au cours de son exe´cution
(Ortner, 2004; Perrin et al., 2005).
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Ainsi, on calcule, pour chaque palier, la valeur moyenne de la fonction objective pour
l’ensemble des solutions visite´es pendant ce palier. Par analogie avec le recuit, cela correspond
a` « l’e´nergie » moyenne du palier. On divise aussi chaque palier en 10 sous-paliers de taille
e´gale. La tempe´rature et le parame`tre de refroidissement sont mis a` jour a` la fin de chaque
palier et on fixe un parame`tre d’acce´le´ration r e´gal a` 0.85. Si plus de 5 sous-paliers sur 10
dans le palier j ont une e´nergie moyenne supe´rieure a` celle du palier j − 1, alors on diminue
la tempe´rature (Tj = Tj−1cj−1) et on acce´le`re le refroidissement (cj = c1/rj−1). Si aucun des sous-
paliers n’a une e´nergie moyenne supe´rieure a` celle du palier pre´ce´dent, alors on augmente la
tempe´rature (Tj = Tj−1/cj−1) et on ralentit le refroidissement (cj = crj−1). Si aucun de ces deux
cas ne se produit, on diminue seulement la tempe´rature (Tj = Tj−1cj−1) comme dans le recuit
simule´ traditionnel. Dans tous les cas, on ajuste les valeurs de cj pour qu’elles restent borne´es
entre 0.96 et 0.996. Cela empeˆche que le parame`tre de refroidissement s’approche trop de 1
et que l’algorithme prenne alors un temps excessif a` s’exe´cuter.
Cette adaptation du parame`tre de refroidissement de´coule de l’observation selon laquelle
il est pre´fe´rable que le recuit simule´ explore plus longuement certaines tempe´ratures qu’on
pourrait qualifier de critiques et qu’il passe plus rapidement d’autres tempe´ratures, ge´ne´rale-
ment au de´but ou a` la fin, qui produisent des re´sultats moins inte´ressants. Ainsi, si la plupart
des solutions d’un palier sont moins bonnes que celles du palier pre´ce´dent, c’est soit qu’on
est dans une situation de marche ale´atoire a` tempe´rature e´leve´e ou dans un optimum local
a` tempe´rature basse. On peut donc acce´le´rer l’algorithme pour atteindre plus rapidement les
tempe´ratures inte´ressantes dans le premier cas ou la fin de l’algorithme dans le deuxie`me cas.
D’un autre coˆte´, si une forte majorite´ des solutions d’un palier sont meilleures que celles du
palier pre´ce´dent, l’algorithme est probablement en train de se diriger trop rapidement vers
un optimum local. En augmentant la tempe´rature et en ralentissant le refroidissement, on
s’assure que l’algorithme continue d’explorer plus amplement l’espace de recherche en e´vitant
de rester coince´ dans un optimum local (Ortner, 2004; Perrin et al., 2005).
Une conse´quence du caracte`re adaptatif de cet algorithme est qu’il n’est plus possible de
pre´dire le nombre de paliers et donc le nombre d’ite´rations qu’effectuera l’algorithme avant de
s’arreˆter. Il est possible que le nombre d’ite´rations soit re´duit si le refroidissement est surtout
acce´le´re´. De la meˆme manie`re, nous avons observe´ que la tempe´rature peut tendre a` osciller
autour d’une tempe´rature critique au gre´ des augmentations et diminutions de tempe´rature :
le nombre d’ite´rations est alors grandement augmente´. Pour borner le nombre d’ite´rations,
nous avons donc modifie´ le recuit simule´ adaptatif de (Ortner, 2004; Perrin et al., 2005) pour




Pour qu’une heuristique de recherche locale puisse e´chapper a` un optimum local, il faut
qu’elle accepte parfois une de´gradation de la solution courante. On pourrait na¨ıvement mo-
difier l’heuristique de descente de telle sorte que la solution courante a` l’ite´ration k + 1 est
la meilleure solution voisine de la solution courante a` l’ite´ration k. Ainsi, meˆme si cette heu-
ristique tombait sur un optimum local a` l’ite´ration k, rien ne l’empeˆcherait d’explorer une
nouvelle solution a` l’ite´ration k + 1 qui soit moins bonne que l’optimum local. Cependant,
cette heuristique retournerait fort probablement au meˆme optimum local a` l’ite´ration k + 2
et tournerait ainsi en rond.
Une telle heuristique fonctionnerait si on modifiait le voisinage de la solution courante
a` l’ite´ration k + 1 pour que l’optimum local de l’ite´ration k n’en fasse plus partie. C’est le
principe de la recherche tabou, qui utilise une me´moire a` court terme, aussi appele´e liste
tabou, pour e´viter de tourner en rond et de revenir sur des solutions re´cemment explore´es.
En interdisant les mouvements qui vont a` l’encontre des mouvements re´cemment effectue´s,
la recherche tabou peut ainsi e´chapper a` un optimum local et poursuivre l’exploration de
l’espace de recherche (Glover et Laguna, 1997).®­ ©ªDe´but
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Figure 8.6 Fonctionnement ge´ne´ral de l’algorithme de recherche tabou
La figure 8.6 illustre le fonctionnement ge´ne´ral de la recherche tabou pour k ite´rations. La
fonction M ∶ A → ℘[A → A] est de´finie, pour tout a ∈ A, comme l’ensemble des mouvements
qui permet d’obtenir l’ensemble N(a) des solutions voisines a` a. Pour tout a ∈ A, l’ensemble
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M(a) se divise en deux sous-ensembles disjoints selon la liste tabou : l’ensemble Mt(a) des
mouvements tabous et l’ensemble Mn(a) des mouvements non-tabous. Pour une fonction
objective o ∶ A → R et une ite´ration i lors de la recherche tabou, on choisit ge´ne´ralement
comme mouvement mi le meilleur mouvement non-tabou, soit un mouvement m ∈Mn(ai) tel
que o(m(ai)) ≤ o(x(ai)) pour tout x ∈Mn(ai), et ce meˆme si mi de´grade la solution courante
avec o(mi(ai)) > o(ai). Deux exceptions peuvent se produire. D’abord, un mouvement tabou
m ∈Mt(ai) peut re´pondre au crite`re d’aspiration : si la solution produite suite au mouvement
m est meilleure que la meilleure solution explore´e jusqu’a` date, alors ce mouvement peut eˆtre
choisi comme mi meˆme si il est tabou. Ensuite, si tous les mouvements sont tabous, soit
Mn(ai) = ∅, alors le meilleur mouvement tabou est choisi. On effectue ensuite le mouvement
mi choisi sur la solution courante, puis on passe a` la prochaine ite´ration apre`s avoir mis a`
jour la liste tabou avec ce mouvement.
La principale de´cision a` prendre lors de la mise en oeuvre d’un algorithme de recherche
tabou consiste a` de´terminer le fonctionnement de la liste tabou. La liste tabou la plus simple
conserve seulement en me´moire les r dernie`res solutions visite´es, ou` r est un parame`tre
entier. Si une solution a e´te´ visite´e dans les r dernie`res ite´rations, alors tout mouvement
qui me`ne a` cette solution est tabou. Une variante plus sophistique´e de la recherche tabou se
base sur les attributs des solutions : la liste tabou contient alors les attributs ajoute´s a` la
solution lors des rOUT dernie`res ite´rations et ceux retire´s a` la solution lors des rIN dernie`res
ite´rations. Lorsqu’un attribut est ajoute´ a` la solution courante, tout mouvement qui retirerait
cet attribut devient tabou pour les rOUT prochaines ite´rations et, lorsqu’un attribut est retire´,
tout mouvement qui l’ajouterait devient tabou pour les rIN prochaines ite´rations. E´tant donne´
qu’il y a ge´ne´ralement beaucoup plus d’attributs qui ne sont pas pre´sents dans une solution
donne´e qu’il y a en de pre´sents, il est plus restrictif de rendre tabou le retrait d’un attribut
pre´sent que l’ajout d’un attribut absent. C’est pourquoi on choisit ge´ne´ralement rOUT < rIN
pour e´quilibrer l’impact de la liste tabou sur les ajouts et les retraits d’attributs.
Les attributs retenus pour les proble`mes d’exploration architecturale pre´sente´s a` la sec-
tion 8.2 sont base´s sur la de´finition de l’espace de recherche expose´e a` la section 8.1. Ainsi,
les attributs de´crits au tableau 8.2 se rapportent au partitionnement logiciel/mate´riel, a` l’al-
location des processeurs, a` l’assignation des taˆches aux processeurs, a` l’allocation des bus et
a` l’assignation des composants aux bus qui pre´valent dans une solution donne´e.
Par exemple, si on effectue sur une solution donne´e un mouvement qui retire d’un bus b1
l’imple´mentation mate´rielle du module x0 pour la remplacer par l’imple´mentation logicielle
du meˆme module sur un processeur p assigne´ a` un autre bus b2, alors :
1. On retire, pour chaque autre composant, module ou taˆche x1 assigne´ au bus b1 ou a` un
processeur assigne´ au bus b1, l’attribut sbx0,x1 ;
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2. On ajoute l’attribut swx0 ;
3. On ajoute l’attribut spx0,t pour chaque autre taˆche t sur le processeur p ;
4. On ajoute l’attribut sbx0,x2 pour chaque composant, module ou taˆche x2 assigne´ au bus
b2 ou a` un processeur assigne´ au bus b2.
Tableau 8.2 De´finitions des attributs pour la recherche tabou
Nom Description
swx Cet attribut est pre´sent lorsque le module x est imple´mente´ en logiciel.
app Cet attribut est pre´sent lorsque le processeur p est alloue´.
spt1,t2 Cet attribut est pre´sent lorsque les taˆches t1 et t2 sont assigne´es au meˆme
processeur.
abb Cet attribut est pre´sent lorsque le bus b est alloue´.
sbx1,x2 Cet attribut est pre´sent lorsque les composants, taˆches ou modules x1 et x2
sont assigne´s au meˆme bus soit directement, soit indirectement (si x1 ou x2
est une taˆche assigne´e sur un processeur assigne´ a` ce bus).
8.4.4.6 Recherche tabou re´active
Une fois que le fonctionnement de la liste tabou est fixe´, il reste a` en de´terminer la
longueur, soit les parame`tres rIN et rOUT . Si la valeur de ces parame`tres est trop petite,
alors la recherche tabou risque de rester prise dans un cycle et de ne pas pouvoir explorer
plusieurs re´gions de l’espace de recherche. Par contre, si la valeur de ces parame`tres est trop
grande, alors la recherche tabou risque de passer a` coˆte´ d’un optimum local qui pourrait
eˆtre l’optimum global ou pre`s de l’eˆtre. On peut tenter, par essai et erreur, de trouver les
meilleures valeurs de rIN et rOUT pour une instance d’un proble`me. Cependant, ces valeurs ne
seront pas ne´cessairement les meˆmes pour toutes les instances du proble`me. De plus, meˆme
pour une instance donne´e, il est possible qu’il faille diminuer ou augmenter la longueur de la
liste tabou au cours de la recherche tabou.
La recherche tabou re´active (Battiti et Tecchiolli, 1994, 1995) s’attaque a` ces proble`mes
via l’ajustement dynamique de la longueur de la liste tabou, tel qu’illustre´ a` la figure 8.7.
Ainsi, cet algorithme a une me´moire a` long terme qui contient l’identite´ de la solution cou-
rante pour chacune des ite´rations pre´ce´dentes. Lorsqu’une solution est visite´e de nouveau,
l’algorithme de´tecte ainsi l’existence d’une re´pe´tition et, si la longueur de la re´pe´tition (le
nombre d’ite´rations se´parant ces deux visites) est infe´rieure a` un seuil l∗, alors la longueur
de la liste tabou est augmente´e. Inversement, si aucune re´pe´tition n’est de´tecte´e pendant un
nombre d’ite´rations e´gal au double de la moyenne mobile de la longueur des 10 dernie`res
re´pe´titions infe´rieures a` l∗, alors la longueur de la liste tabou est diminue´e. Cette longueur
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Figure 8.7 Fonctionnement ge´ne´ral de l’algorithme de recherche tabou re´active
De plus, la recherche tabou re´active a recours a` un me´canisme de diversification si elle
constate que l’exploration reste confine´e dans une seule re´gion de l’espace de recherche. Cela
peut se produire si la recherche effectue un cycle, mais aussi si la recherche tabou tourne
autour d’un certain nombre de solutions attrayantes sans ne´cessairement faire un cycle. En
effet, visiter la meˆme solution a` deux ite´rations diffe´rentes n’implique pas ne´cessairement un
cycle, e´tant donne´ que la liste de mouvements tabous et donc le voisinage non tabou ne seront
pas ne´cessairement identiques a` ces deux ite´rations. Ainsi, si on de´tecte qu’une solution se
re´pe`te un nombre de fois supe´rieur a` un seuil s, alors cette solution est conside´re´e comme
une solution fre´quente. Si le nombre de solutions fre´quentes devient supe´rieur a` un seuil
cMAX , alors l’algorithme de´tecte que la recherche est probablement confine´e a` une re´gion
de l’espace de recherche. Pour permettre l’exploration d’une nouvelle re´gion, l’algorithme
effectue alors une marche ale´atoire avec un nombre d’ite´rations base´ sur la moyenne mobile
de la longueur des 10 dernie`res re´pe´titions infe´rieures a` l∗. La liste tabou est mise a` jour avec
les mouvements effectue´s lors de la marche ale´atoire. La me´moire a` long terme est re´initialise´e
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suite a` la marche ale´atoire (on conserve ne´anmoins la meilleure solution visite´e jusqu’a` date).
Comme dans (Battiti et Tecchiolli, 1994, 1995), on fixe s = 3 et cMAX = 3.
Bien que l’algorithme de (Battiti et Tecchiolli, 1994, 1995) permette l’ajustement dyna-
mique de la longueur de la liste tabou, il fait apparaˆıtre un nouveau proble`me : la ne´cessite´ de
fixer la bonne valeur du seuil l∗. En effet, si cette valeur est trop petite, la longueur de la liste
tabou restera toujours petite et la recherche tabou re´active tole`rera des cycles relativement
courts. Si cette valeur est trop grande, la recherche tabou tendra a` fre´quemment augmenter
la longueur de la liste tabou et a` rarement la diminuer, ce qui ame`nera la longueur de la liste
tabou a` toujours demeurer grande. A` l’extreˆme, la longueur de la liste tabou peut devenir
tellement grande qu’il devient fre´quent que tous les voisins de la solution courante soient
tabous et la liste tabou perd alors sa pertinence.
Nous avons ame´liore´ la recherche tabou re´active en rendant la valeur du seuil l∗ elle
aussi dynamiquement ajustable. Cet ajustement se fait apre`s chaque phase de diversification
selon la fraction des ite´rations ou` tous les mouvements ont e´te´ tabous. Si cette fraction est
supe´rieure a` un seuil fH , alors la valeur du seuil l∗ est diminue´e pour e´viter que la longueur de
la liste tabou devienne trop souvent trop e´leve´e. Si cette fraction est infe´rieure a` un deuxie`me
seuil fL, alors la valeur du seuil l∗ est augmente´e car il s’agit d’un signe que la longueur de
la liste tabou tend a` rester courte. Cette modification ame`ne le proble`me de fixer les bonnes
valeurs de fL et fH . Cela est ne´anmoins une ame´lioration, car le nombre d’ite´rations entre
deux re´pe´titions est une me´trique qui ne tient compte ni de la structure de la liste tabou, ni
de la de´finition du voisinage. La bonne valeur de l∗ de´pend ainsi de la structure de la liste
tabou, de la de´finition du voisinage et donc de l’instance du proble`me. A` l’inverse, la fraction
des ite´rations ou` tous les mouvements sont tabous est une me´trique qui tient compte a` la
fois de la structure de la liste tabou et de la de´finition du voisinage. Il devient donc possible
de trouver des bonnes valeurs pour fL et fH qui s’appliquent a` plusieurs structures de liste
tabou, de´finitions de voisinage et instances de proble`me. Nous avons observe´ que des valeurs
de fL = 0.01 et fH = 0.05 donnent de bons re´sultats.
L’autre ame´lioration apporte´e a` l’algorithme de (Battiti et Tecchiolli, 1994, 1995) est que
la liste tabou utilise´e ici est plus sophistique´e. En effet, la liste tabou de (Battiti et Tecchiolli,
1994, 1995) conside`re simplement tabou l’inverse des mouvements effectue´s au cours des r
dernie`res ite´rations. La liste tabou utilise´e ici a deux longueurs diffe´rentes rOUT et rIN pour
rendre se´pare´ment tabou le retrait et l’ajout d’attributs a` la solution. Cela implique que notre
variante de la recherche tabou re´active doit eˆtre capable d’adapter se´pare´ment ces longueurs
rOUT et rIN . Ces longueurs sont simultane´ment augmente´es ou diminue´es en les multipliant
par des facteurs identiques, sauf dans le cas ou` tous les mouvements sont tabous. On ve´rifie
alors si c’est le retrait ou l’ajout d’attributs tabous qui rend tabous le plus grand nombre de
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mouvements du voisinage. Dans le premier cas, seul rOUT est diminue´ et seul rIN est diminue´




Les diffe´rentes e´tapes de la me´thodologie pre´sente´e dans cette the`se sont applique´es a`
trois e´tudes de cas : le syste`me de guidage d’un rover (astromobile) simplifie´, un de´codeur
d’images JPEG avec de´tection de la peau et un codeur/de´codeur pour la couche physique
du standard de communications sans fil WiMAX. On pre´sente d’abord ces trois applications,
puis on indique comment elles sont mode´lise´es a` l’aide du mode`le de calcul des re´seaux
de processus temps-re´el. On pre´sente ensuite des re´sultats sur la synthe`se mate´rielle et le
raffinement des communications, sur le profilage au niveau syste`me, sur la caracte´risation
et l’estimation ainsi que sur l’exploration architecturale pour ces e´tudes de cas. Les temps
ne´cessaires a` l’exe´cution des simulations, des estimations, des synthe`ses et des algorithmes
ont e´te´ mesure´s sur un poste de travail Windows XP Professionnel avec un processeur Intel
Core 2 Duo E6650 de 2.33 GHz, un disque dur de 7200 RPM et 2 GB de RAM.
9.1 Pre´sentation des e´tudes de cas
9.1.1 Syste`me de guidage d’un rover
La spe´cification pour SPACE du syste`me de guidage d’un rover a e´te´ pre´sente´e pour la
premie`re fois dans (Filion et al., 2007). La mission du rover est de suivre une piste sur le
sol. Le rover est e´quipe´ de deux moteurs installe´s sur chacune des deux roues avant ainsi que
d’une came´ra a` l’avant qui prend pe´riodiquement des images du terrain devant le rover. Le
syste`me de guidage traite les images prises par cette came´ra et controˆle la direction et la


























Figure 9.1 Sche´ma de la spe´cification exe´cutable du syste`me de guidage du rover
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Tel qu’illustre´ a` la figure 9.1, le syste`me de guidage est compose´ de cinq modules et d’un
UART pour les communications avec la came´ra et les moteurs selon le protocole RS232 (EIA,
1969). Ces cinq modules sont l’analyseur d’image, le filtre, le calculateur d’angle, le controˆleur
des moteurs et le de´tecteur d’objets. L’analyseur d’image lit d’abord une image de 8x8 pixels
de la came´ra et l’envoie ensuite range´e par range´e au travers du filtre afin d’enlever le bruit
de l’image. L’analyseur d’image traite ensuite l’image filtre´e afin de de´terminer la nouvelle
direction que doit prendre le rover pour continuer a` suivre la piste. Cette valeur est alors
envoye´e au calculateur d’angle qui transforme cette direction en un angle. Le controˆleur des
moteurs rec¸oit cet angle et, a` partir de la vitesse et de la direction actuelles du rover, ajuste
les vitesses des moteurs gauche et droit. Pendant ce temps, le de´tecteur d’objet traite l’image
et cherche des obstacles se trouvant a` proximite´ de la piste. Le controˆleur des moteurs est
informe´ lorsqu’un objet est de´tecte´ et il ralentit la vitesse du rover lorsque ces objets se
rapprochent.
Afin de permettre la simulation du syste`me de guidage sans disposer d’un rover physique
se de´plac¸ant dans un environnement re´el, une application Windows simule les came´ras et
les moteurs du rover dans un environnement virtuel. L’analyseur d’image et le controˆleur
de moteurs communiquent alors avec cette application Windows via un UART sur un port
RS232 comme s’il s’agissait d’un rover re´el. Le rover se de´place ainsi dans cet environnement
virtuel selon les commandes qui lui sont envoye´es par le syste`me de guidage.
9.1.2 De´codeur JPEG avec de´tection de la peau
La spe´cification d’un de´codeur JPEG avec SPACE a d’abord e´te´ pre´sente´e dans (Chevalier
et al., 2006) et l’ajout de la de´tection de la peau a e´te´ pre´sente´ dans (Migliorini, 2008). Tel
qu’illustre´ a` la figure 9.2, le de´codeur JPEG avec de´tection de la peau est compose´ de six
modules et trois me´moires partage´es. Les six modules sont l’extracteur, le de´codeur Huffman,
la transforme´e inverse en cosinus discre`te (IDCT), le quantificateur inverse, le convertisseur
d’espace colorime´trique YCbCr vers RGB (Y2R) et le de´tecteur de peau. Les trois me´moires
partage´es sont la me´moire JPEG, la me´moire RGB et la me´moire en tons de gris.
Le de´codeur JPEG avec de´tection de la peau proce`de en deux e´tapes principales pour
chaque image JPEG. D’abord, l’image JPEG est de´code´e afin de restituer une image de´-
compresse´e dans l’espace colorime´trique RGB (rouge vert bleu), qui est sauvegarde´e dans la
me´moire RGB de manie`re similaire au format d’image BMP (Miano, 1999) avec 24 bits par
pixel (8 bits par couleur). La de´tection de la peau s’effectue ensuite sur cette image RGB
pixel par pixel et on obtient une image en tons de gris dans laquelle les pixels repre´sentent la
luminance de la peau dans l’image originale. Les pixels qui ne correspondent pas a` de la peau
deviennent blancs. Cette image en tons de gris est sauvegarde´e dans la me´moire en tons de
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gris dans un format similaire au format BMP a` 8 bits par pixel. Cette image de peau pourrait
eˆtre ensuite utilise´e pour la de´tection des visages (Peer et Solina, 1999). L’annexe F pre´sente
















Figure 9.2 Sche´ma des modules et pe´riphe´riques du de´codeur JPEG
9.1.3 Encodeur/de´codeur WIMAX
La spe´cification d’un codeur/de´codeur pour la couche physique du standard de communi-
cations sans fil WiMAX a d’abord e´te´ pre´sente´e dans (Bah, 2010). Tel qu’illustre´ a` la figure
9.3, cette application comprend les chaˆınes de codage et de de´codage pour le WiMAX. Ainsi,
un paquet de donne´es peut eˆtre transmis sur un canal de communications en encodant ce
paquet selon la chaˆıne de codage du WiMAX, aussi connu sous le nom de standard IEEE
802.16-2004 (IEEE, 2004). Cette chaˆıne de codage peut eˆtre parame´tre´e selon diffe´rents taux
de transferts, types de modulation et nombre de sous-canaux. Un module parame´treur se
charge de propager les parame`tres pertinents aux diffe´rents module de la chaˆıne de codage.
Un paquet peut e´galement eˆtre rec¸u a` partir d’un canal de communications en le de´codant
avec la chaˆıne de de´codage WiMAX.
Pour simplifier la simulation de la spe´cification exe´cutable, on ne mode´lise pas la conver-
sion analogique du signal et on relie directement entre elles les chaˆınes de codage et de
de´codage : le signal transmis par la chaˆıne de codage devient le signal rec¸u par la chaˆıne
de de´codage. Cela permet a` la chaˆıne de codage de servir de banc d’essai pour la chaˆıne
de de´codage et vice versa. Bien suˆr, dans une imple´mentation finale, le signal transmis par
l’encodeur WiMAX serait rec¸u et de´code´ par un re´cepteur WiMAX distant et le signal rec¸u
par le de´codeur WiMAX aurait e´galement e´te´ transmis par un transmetteur WiMAX distant.



























































































































































































































Figure 9.3 Sche´ma des modules de l’encodeur/de´codeur WiMAX
9.2 Mode´les RTPN
Les trois applications utilise´es comme e´tude de cas respectent le mode`le de calcul des
RTPN pre´sente´ au chapitre 4. Ainsi, l’encodeur/de´codeur WiMAX et le de´codeur JPEG
avec de´tection de la peau sont mode´lise´s directement comme des re´seaux de processus Kahn
(KPN) : on fait correspondre un processus a` chaque module de l’application et un canal Kahn
a` chaque de´pendance de donne´es entre les modules selon la mode´lisation des communications
SPACE pre´sente´es a` la section 4.3.5. Les me´moires partage´es du de´codeur JPEG avec de´-
tection de la peau sont chacune mode´lise´es avec un ensemble de processus avec un canal de
lecture 1-REG et un canal d’e´criture 1-REG, tel que de´crit a` la section 4.3.1. Le de´codeur
JPEG avec de´tection de la peau a e´te´ code´ de telle manie`re que l’acce`s aux me´moires parta-
ge´es respecte la se´mantique des KPN : il est donc e´quivalent a` un KPN et, pour acce´le´rer les
simulations, on ne ve´rifie pas les temps d’e´criture et de lecture a` chaque case me´moire pour
de´terminer s’ils respectent bel et bien la se´mantique des KPN.
Le syste`me de guidage du rover est quant a` lui mode´lise´ selon le RTPN illustre´ a` la figure
9.4. Tel que de´crit a` la section 4.3.3, on associe un canal 16-BREG a` l’entre´e qui provient de
l’UART et un canal 16-REG a` la sortie envoye´e a` l’UART avec une contrainte temps-re´el. Le
syste`me de guidage doit mettre a` jour la vitesse des moteurs au moins une fois par seconde
pour que le rover se maintienne sur la piste : l’environnement lit donc la sortie envoye´e
aux moteurs via l’UART a` chaque seconde. La came´ra envoie e´galement a` chaque seconde
une image au syste`me de guidage pour analyse. E´tant donne´ que ces images sont envoye´es a`
l’UART a` une vitesse de 33600 bauds (ou 33600 symboles par seconde) et que 10 symboles sont
envoye´s pour chaque octet (1 bit de de´part, 8 bits de donne´es et 1 bit d’arreˆt), le canal d’entre´e
163
16-BREG de l’UART rec¸oit un message d’un octet a` chaque 0.298 millisecondes pendant
la transmission d’une image. Lors de la simulation du rover, ces contraintes impose´es par
l’environnement sont utilise´es pour extraire, selon les proce´dures de´crites aux sections 4.2.2
et 7.2, les se´quences de bits caracte´risant l’ordonnancement des acce`s aux canaux 16-(B)REG.
Cela permet d’e´valuer a` quel point une imple´mentation du rover respecte ces contraintes : si
ces se´quences de bits sont toutes a` 1, alors cette imple´mentation respecte toutes les contraintes
(aucun octet n’est e´crase´ dans l’UART et les moteurs rec¸oivent toutes les mises a` jour a`
temps). Dans ce cas-ci, la spe´cification exe´cutable du rover est telle que toutes ses se´quences
de bits contiennent exclusivement des 1 et la me´trique V pour les diffe´rentes architectures du









Figure 9.4 Mode`le RTPN du rover avec l’analyseur d’image (i), le filtre (f), le calculateur
d’angle (a), le controˆleur des moteurs (c) et le de´tecteur d’objets (o)
9.3 Synthe`se mate´rielle et des communications
La me´thode automatise´e de raffinement des communications et de synthe`se mate´rielle
pre´sente´e au chapitre 5 a e´te´ applique´e aux trois e´tudes de cas. La spe´cification exe´cutable
de chacune de ces applications constitue son mode`le TLM pour les fins de cette me´thode.
Les communications des modules de l’application ont d’abord e´te´ raffine´es pour utiliser un
bus OPB. Finalement, les modules mate´riels de chaque application ont e´te´ synthe´tise´s en une
imple´mentation mate´rielle ciblant un FPGA Virtex-II XC2V2000-FF896 de Xilinx (Xilinx
Inc., 2002).
9.3.1 Synthe`se des modules mate´riels
Cette section pre´sente des re´sultats sur les imple´mentations RTL des modules mate´riels
produites par la me´thode automatise´e de raffinement des communications et de synthe`se
mate´rielle pour les diffe´rentes e´tudes du cas. Ainsi, la quantite´ de ressources mate´rielles
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utilise´es par chaque imple´mentation RTL d’un module mate´riel est e´value´e en re´alisant la
synthe`se logique de celle-ci a` l’aide du logiciel Embedded Development Kit (EDK) fourni par
Xilinx. E´tant donne´ que l’architecture cible est un FPGA de Xilinx, les ressources mate´rielles
sont exprime´es en termes de slices du FPGA. (Dans un FPGA Xilinx, une slice comprend
deux LUT et deux bascules.) Les autres ressources mate´rielles pouvant eˆtre utilise´es par les
modules RTL sont des me´moires BRAM et des multiplieurs.
Pour le de´codeur JPEG avec de´tection de la peau, des imple´mentations RTL ont e´te´
ge´ne´re´es pour chacun des modules de l’application, soit la conversion YUV2RGB, la DCT
inverse, la quantification inverse, le de´codeur Huffman, la de´tection de visage et l’extracteur.
Le tableau 9.1 pre´sente les ressources mate´rielles consomme´es par l’imple´mentation RTL
ge´ne´re´e pour chaque module du de´codeur JPEG.
Tableau 9.1 Ressources mate´rielles utilise´es par les modules du de´codeur JPEG
Module Slices Me´moires BRAM Multiplieurs
Conversion YUV2RGB 743 0 4
DCT inverse 8659 0 66
Quantification inverse 870 1 1
De´codeur Huffman 2548 3 0
De´tection de visage 463 0 0
Extracteur 888 0 0
Pour le syste`me de guidage du rover, des imple´mentations RTL ont e´te´ ge´ne´re´es pour trois
modules mate´riels, soit le calculateur d’angle, le filtre et le de´tecteur d’objet. La troisie`me
colonne du tableau 9.2 pre´sente les ressources mate´rielles consomme´es par l’imple´mentation
RTL ge´ne´re´e pour chaque module du rover. Aucun de ces modules du rover n’utilise de me´-
moire BRAM ou de multiplieur. Pour chacun des modules mate´riels du rover, une seconde
imple´mentation RTL a e´te´ code´e a` la main par un concepteur mate´riel expe´rimente´ qui a
applique´ un flot manuel e´quivalent au flot automatise´ pre´sente´ dans le chapitre 5 (Moss et al.,
2008). Ainsi, cette imple´mentation RTL des modules mate´riels utilise le meˆme protocole de
communications que celle ge´ne´re´e par le flot automatise´ et ces deux versions sont donc inter-
changeables. La synthe`se logique de ces imple´mentations RTL code´es a` la main a e´galement
e´te´ re´alise´e a` l’aide du logiciel EDK de Xilinx et la deuxie`me colonne du tableau 9.2 pre´sente
les ressources mate´rielles consomme´es pour chacun des modules du rover. Bien qu’un des
modules ge´ne´re´s (le calculateur d’angle) ne´cessite approximativement autant de ressources
mate´rielles que sa version code´e a` la main, les deux autres modules ge´ne´re´s (le filtre et le
de´tecteur d’objet) utilisent significativement plus de ressources mate´rielles (de 50% a` 136%)
que leurs versions code´es a` la main. La latence des deux versions RTL de chaque module
165
du rover a e´te´ mesure´e et les re´sultats montrent que les modules mate´riels ge´ne´re´s ont la
meˆme latence que les modules code´s a` la main (Moss et al., 2008). Ainsi, dans les deux cas,
le calculateur d’angle a une latence de 14 cycles (incluant les communications), le filtre a une
latence de 36 cycles et le de´tecteur d’objet a une latence de 27 cycles.
Tableau 9.2 Ressources mate´rielles utilise´es par les modules du rover
Slices
Module RTL Code´ a` la main Ge´ne´re´ Ratio
Calculateur d’angle 33 35 1.06
Filtre 40 60 1.50
De´tecteur d’objet 22 52 2.36
Pour le codec (encodeur/de´codeur) WiMAX, des imple´mentations RTL ont e´te´ ge´ne´-
re´es pour les modules suivants : le me´langeur, l’encodeur Reed-Solomon, le de´codeur Reed-
Solomon, le convolueur l’entrelaceur, le de´-entrelaceur et le de´codeur Viterbi. Ainsi, la colonne
de droite du tableau 9.3 pre´sente les ressources mate´rielles consomme´es par l’imple´mentation
RTL ge´ne´re´e pour ces modules du codec WiMAX. Une seconde imple´mentation RTL sert
e´galement de point de comparaison pour ces modules mate´riels. Ainsi, pour l’encodeur Reed-
Solomon, le de´codeur Reed-Solomon, l’entrelaceur, le de´-entrelaceur et le de´codeur Viterbi,
cette seconde imple´mentation est fournie avec l’outil CORE Generator de Xilinx (Xilinx Inc.,
2003) et on y a ajoute´ un adaptateur VHDL pour la gestion du protocole de communications
de SPACE. Pour le me´langeur et le convolueur, cette seconde imple´mentation RTL a e´te´
code´e a` la main (Bah, 2010). La colonne de gauche du tableau 9.3 pre´sente les ressources ma-
te´rielles consomme´es pour cette seconde imple´mentation RTL des modules du codec WiMAX
apre`s une synthe`se logique re´alise´e avec EDK. (Une imple´mentation RTL du de´-me´langeur,
du perforateur, de l’aiguilleur, du modulateur et du de´-modulateur ont e´galement e´te´ ge´ne´-
re´es, mais ces modules ne sont pas inclus dans le tableau car ils n’ont pas une deuxie`me
imple´mentation directement comparable.)
Dans certains cas, la quantite´ de slices utilise´e par la version ge´ne´re´e par le flot automatise´
est sensiblement e´quivalente a` celle utilise´e par la version code´e a` la main (infe´rieure dans le
cas de la convolution, une augmentation de 13% pour l’encodeur Reed-Solomon et de 14%
pour le de´codeur Viterbi). Pour d’autres modules, la version ge´ne´re´e par le flot automatise´
demande conside´rablement plus de slices, allant d’une augmentation de 42% pour le de´codeur
Reed-Solomon a` un facteur de 6 pour l’entrelaceur.
Cette diffe´rence dans les quantite´s de ressources mate´rielles pour les modules du syste`me
de guidage du rover et du WiMAX s’explique par le fait que les versions code´es a` la main
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Tableau 9.3 Ressources mate´rielles utilise´es par les modules du codec WiMAX
Slices
Module RTL Code´ a` la main Ge´ne´re´ Ratio
Me´langeur 69 110 1.59
Encodeur Reed-Solomon 956 1085 1.13
De´codeur Reed Solomon 4306 6104 1.42
Convolueur 186 126 0.68
Entrelaceur 144 859 5.97
De´-entrelaceur 130 374 2.88
De´codeur Viterbi 1080 1235 1.14
sont optimise´es pour les caracte´ristiques spe´cifiques au module tandis que la ge´ne´ration au-
tomatique se base sur des ope´rations ge´ne´riques de raffinement. En particulier, la se´paration
des communications et des calculs dans une me´thodologie de haut niveau et l’utilisation d’un
flot automatise´ rendent possiblement plus difficile la ge´ne´ration d’une imple´mentation opti-
male pour les modules (tels que le filtre et le de´tecteur d’objet) qui transfe`rent et traitent
des structures de donne´es de taille supe´rieure a` la largeur du bus. Des tests subse´quents
ont montre´ qu’un couplage plus e´troit des transacteurs et des calculs peut donner une im-
ple´mentation ne´cessitant moins de ressources mate´rielles. Ainsi, si l’algorithme de de´tection
d’objet du module de´tecteur d’objet est inse´re´ directement dans la fonction de de´se´rialisation
de son transacteur, alors la synthe`se comportementale ge´ne`re une imple´mentation qui uti-
lise 29 slices, comparativement a` 22 slices pour l’imple´mentation manuelle et 52 slices pour
l’imple´mentation ge´ne´re´e sans cette modification.
Ces re´sultats selon lesquels la version RTL d’un module ge´ne´re´e a` l’aide d’un outil de
synthe`se comportementale demande plus de ressources mate´rielles qu’une version RTL code´e
a` la main corrobore les re´sultats de travaux ante´rieurs portant sur les outils de synthe`se
comportementale. En effet, selon (Sarkar et al., 2009) qui compare trois outils de synthe`se
comportementale a` un processus de codage manuel, le codage manuel donne une imple´men-
tation RTL initiale qui consomme relativement peu de ressources mate´rielles, mais beaucoup
de temps doit eˆtre consacre´ au de´bogage de la fonctionnalite´ de cette imple´mentation RTL.
Inversement, la synthe`se comportementale produit une imple´mentation RTL initiale qui a
une fonctionnalite´ correcte, mais il faut ensuite modifier le code a` haut niveau et ite´rer le
processus de synthe`se comportementale afin d’optimiser la quantite´ de ressources mate´rielles
requises. Dans (Sarkar et al., 2009), une imple´mentation RTL initiale ge´ne´re´e par un outil
de synthe`se comportementale demande de 2 a` 2.5 fois plus de ressources mate´rielles qu’une
imple´mentation RTL code´e a` la main. Apre`s l’optimisation du code pour la synthe`se compor-
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tementale, celle-ci demande de 10% a` 25% plus de ressources mate´rielles que l’imple´mentation
RTL code´e a` la main.
9.3.2 Simulation a` diffe´rents niveaux
Le syste`me de guidage du rover, le de´codeur JPEG avec de´tection de la peau et le codec
WiMAX ont e´te´ simule´s a` trois niveaux diffe´rents : au niveau de la spe´cification exe´cutable
(niveau TLM), apre`s le raffinement des communications vers un bus OPB (niveau OPB)
et apre`s la synthe`se des modules mate´riels (niveau RTL) mais avant la synthe`se de la plate-
forme. On a ainsi ve´rifie´ que le comportement de chacune des applications demeurait conforme
a` la spe´cification apre`s chaque e´tape de raffinement et de synthe`se. On distingue ici le temps
pris par une simulation, soit son WCT (Wall Clock Time), du temps simule´ a` l’inte´rieur de
la simulation, soit son temps SystemC. Les WCT et les temps SystemC des simulations des
diffe´rents niveaux sont compare´s pour chacune des applications.
Les tableaux 9.4, 9.5 et 9.6 pre´sentent ces re´sultats respectivement pour l’e´tude de cas du
rover, du de´codeur JPEG et du codec WiMAX. Au niveau RTL, on utilise pour chacun des
modules mate´riels pre´sente´s a` la section 9.3.1 l’imple´mentation RTL SystemC ge´ne´re´e par
le flot automatise´ de raffinement des communications et de synthe`se mate´rielle. Les modules
qui n’ont pas d’imple´mentation RTL demeurent a` un niveau comportemental.
Tableau 9.4 Simulation a` diffe´rents niveaux du syste`me de guidage du rover




Tableau 9.5 Simulation a` diffe´rents niveaux du de´codeur JPEG




On observe que le WCT de la simulation augmente a` mesure que le niveau de raffinement
augmente : le niveau RTL prend plus de temps a` simuler que le niveau OPB, qui prend lui-
meˆme plus de temps que le niveau TLM. La diffe´rence est particulie`rement prononce´e entre le
niveau OPB et le niveau RTL : le niveau OPB est 3 fois plus rapide que le niveau RTL dans le
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Tableau 9.6 Simulation a` diffe´rents niveaux de l’encodeur/de´codeur WiMAX




cas du rover, 95 fois plus rapide pour le de´codeur JPEG et 159 fois plus rapide pour le codec
WiMAX. Cette augmentation de la vitesse de simulation confirme un des arguments en faveur
des me´thodologies de conception a` plus haut niveau. La relativement faible augmentation de
la vitesse dans le cas du rover est duˆ au fait que seuls 3 des 5 modules du rover ont une
imple´mentation RTL. Par contre, la simulation au niveau RTL a son utilite´ e´tant donne´
que l’inclusion des imple´mentations RTL des modules mate´riels permet de mode´liser plus
pre´cise´ment la performance du syste`me comme le montrent les diffe´rences entre les temps
SystemC (internes a` la simulation) obtenus au niveau RTL et a` plus haut niveau. Les faibles
variations observe´es pour le rover s’expliquent par le fait que c’est l’attente de la re´ception
des donne´es par l’UART qui domine la performance du syste`me dans ce cas-ci. Le chapitre 7
a pre´sente´ une me´thode d’estimation qui vise a` combiner la vitesse de la simulation a` haut
niveau avec la pre´cision de la simulation au niveau RTL.
Des architectures logicielles/mate´rielles du de´codeur JPEG ont e´galement e´te´ simule´es a`
la fois au niveau OPB, ou` tous les modules mate´riels sont a` un niveau comportemental, et au
niveau RTL, ou` les modules mate´riels ont leur imple´mentation RTL. Pour ces architectures,
le niveau OPB est de 8.5 a` 21 fois plus rapide que le niveau RTL alors que l’erreur sur le
temps SystemC simule´ au niveau OPB varie entre 0.7% et 8.5% par rapport au niveau RTL.
L’ajout d’un ou plusieurs simulateurs de jeu d’instructions (ISS) ralentit conside´rablement la
simulation aux niveaux OPB et RTL : le WCT varie entre 93 et 351 secondes au niveau OPB
et entre 1626 et 3887 secondes au niveau RTL (Bois et al., 2010). Par contre, e´tant donne´
que la performance logicielle domine alors la performance du syste`me au complet, le niveau
OPB, qui simule ce logiciel, demeure dans ce cas relativement pre´cis comparativement au
niveau RTL.
9.3.3 Synthe`se sur FPGA
Le rover a e´te´ imple´mente´ sur une carte multime´dia de Xilinx qui comprend un FPGA
Virtex-II XC2V2000-FF896 (Xilinx Inc., 2002). Le syste`me de guidage du rover a e´te´ imple´-
mente´ dans le FPGA avec une horloge de 50 MHz. Le port RS232 a e´te´ configure´ a` 33600
bauds et a e´te´ utilise´ pour les communications entre le syste`me de guidage et l’application
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Windows qui simule les came´ras et les moteurs du rover dans un environnement virtuel.
L’architecture cible teste´e comprend deux bus OPB (IBM Corp., 1999) et deux proces-
seurs MicroBlaze (Xilinx Inc., 2005). Comme le montre la figure 9.5, l’architecture cible
teste´e dans cette section est compose´e de trois modules mate´riels (le calculateur d’angle, le
filtre et le de´tecteur d’objet) alors que les deux autres modules (le controˆleur et l’analyseur
d’image) sont raffine´s en des modules logiciels qui s’exe´cutent se´pare´ment sur les deux pro-
cesseurs MicroBlaze. Pour e´viter d’encombrer la figure, on ne montre ni les adaptateurs de


















Figure 9.5 L’architecture cible pour le syste`me de guidage
Deux versions de l’architecture cible ont e´te´ synthe´tise´es et exe´cute´es sur le FPGA cible :
une premie`re utilisant les modules mate´riels ge´ne´re´s par notre me´thode automatise´e et une
seconde utilisant les modules VHDL code´s a` la main, tel que de´crit a` la section 9.3.1. Les deux
versions utilisent la meˆme architecture de communication et le meˆme logiciel embarque´. Dans
les deux cas, le syste`me de guidage a re´ussi a` garder le rover sur la piste tout en respectant
les contraintes de ressources mate´rielles et de fre´quence du FPGA.
Comme le montre le tableau 9.7, l’architecture qui utilise les modules ge´ne´re´s automati-
quement a la meˆme latence par image et utilise une quantite´ le´ge`rement supe´rieure (par moins
de 1%) de ressources mate´rielles comparativement a` l’architecture qui utilise les modules co-
de´s a` la main. Meˆme si les modules mate´riels ge´ne´re´s avaient une latence plus e´leve´e que
ceux code´s a` la main, la diffe´rence dans la latence du syste`me aurait e´te´ petite e´tant donne´
que la plus grande partie de la latence de l’application vient de l’exe´cution du logiciel, ce qui
est le cas de la plupart des syste`mes embarque´s. Aussi, la plupart des ressources mate´rielles
utilise´es par le syste`me de guidage sont utilise´es par les processeurs, les bus et les pe´riphe´-
riques du syste`me et non pas par les modules mate´riels. Dans de telles circonstances, le gain
de productivite´ obtenu en automatisant le raffinement des communications et la synthe`se
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mate´rielle peut plus que compenser l’augmentation de la quantite´ de ressources mate´rielles.
E´tant donne´ qu’il est plus facile de faire des modifications dans le code au niveau TLM qu’au
niveau RTL, un tel raffinement automatise´ peut eˆtre utilise´ pour un prototypage rapide et
ite´ratif du syste`me. Cependant, il peut eˆtre ne´cessaire de faire certains raffinements manuels
pour la version finale d’une application a` tre`s forte teneur mate´rielle et avec des contraintes
serre´es en termes de ressources mate´rielles.
Tableau 9.7 Ressources mate´rielles et latence pour l’architecture de la figure 9.5
Me´trique Mate´riel code´ a` la main Mate´riel ge´ne´re´
Latence 1,736 ∗ 103 cycles 1,736 ∗ 103 cycles
Ressources mate´rielles 6,396 slices 6,456 slices
9.4 Profilage au niveau syste`me
On pre´sente dans cette section des re´sultats sur l’impact du profilage au niveau syste`me
sur la performance des simulations dans la plate-forme virtuelle SPACE.
9.4.1 Architectures teste´es
Les re´sultats sur le profilage au niveau syste`me sont pre´sente´s pour trois architectures
diffe´rentes pour chacune des e´tudes de cas. Ainsi les deux premie`res architectures teste´es
pour le syste`me de guidage du rover sont les architectures Rover-1MB-a (R1a) et Rover-1MB-b
(R1b) qui contiennent chacune un bus OPB et un processeur MicroBlaze. Dans Rover-1MB-a,
les modules de l’analyseur d’image, du calculateur d’angle et du controˆleur des moteurs sont
imple´mente´s en logiciel sur le processeur MicroBlaze alors que les modules du filtre et du
de´tecteur d’objets sont imple´mente´s en mate´riel sur le bus OPB. L’architecture Rover-1MB-
b diffe`re de Rover-1MB-a par son partitionnement logiciel/mate´riel : le de´tecteur d’objets y
est plutoˆt imple´mente´ en logiciel. Finalement, la troisie`me architecture Rover-2MB (R2) est
illustre´e a` la figure 9.5.
Les trois architectures du de´codeur JPEG avec de´tecteur de peau contiennent chacune
deux bus. Les modules Y2R et de´tecteur de peau ainsi que la me´moire en tons de gris se
trouvent sur le premier bus alors que les modules extracteur, de´codeur Huffman, IDCT et
quantificateur inverse ainsi que la me´moire JPEG se trouvent sur le deuxie`me bus. La me´-
moire RGB est quant a` elle connecte´e aux deux bus. Les trois architectures diffe`rent entre elles
par leur partitionnement logiciel/mate´riel. Ainsi, dans la premie`re architecture JPEG-HW
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(J0), tous les modules sont imple´mente´s en mate´riel. Dans la deuxie`me architecture JPEG-
1MB-a (J1a), il y a un processeur sur lequel les modules extracteur et de´codeur Huffman sont
imple´mente´s en logiciel alors que les autres sont imple´mente´s en mate´riel. La troisie`me archi-
tecture JPEG-2MB-a (J2a) contient 2 processeurs : le premier processeur est identique a` celui
de JPEG-1MB alors que le deuxie`me processeur exe´cute les taˆches logicielles correspondant
aux modules Y2R et de´tecteur de peau.
Les architectures du WiMAX suivent le meˆme principe que celles du JPEG. Ainsi, les trois
architectures ont chacune deux bus. On trouve sur le premier bus les modules de la chaˆıne
de codage WiMAX (transmetteur, parame´treur, me´langeur, encodeur Reed-Solomon, convo-
lueur, perforateur, entrelaceur, modulateur et aiguilleur) et sur le deuxie`me bus les modules
de la chaˆıne de de´codage WiMAX (de´-modulateur, de´-entrelaceur, de´codeur Viterbi, de´co-
deur Reed-Solomon, de´-me´langeur, re´cepteur). Dans la premie`re architecture WiMAX-HW
(W0), tous les modules sont imple´mente´s en mate´riel. Pour obtenir la deuxie`me architecture
WiMAX-1MB (W1), on ajoute un premier processeur et on y transfe`re en tant que taˆches lo-
gicielles les modules perforateur et entrelaceur. La troisie`me architecture WiMAX-2MB (W2)
s’obtient en ajoutant un deuxie`me processeur et en y assignant les modules de´-me´langeur et
re´cepteur comme taˆches logicielles.
9.4.2 Impact du profilage
Chacune des architectures pre´sente´es a` la section 9.4.1 a e´te´ simule´e avec et sans le
profilage au niveau syste`me pre´sente´ au chapitre 6. Cela permet de mesurer quel est le temps
de simulation additionnel qui est attribuable a` l’instrumentation de la plate-forme virtuelle
et a` l’e´criture des fichiers d’enregistrements du profilage. De plus, ces architectures ont e´te´
profile´es au niveau syste`me avec deux imple´mentations diffe´rentes du profilage non-intrusif du
code logiciel : d’abord avec le profileur d’ISS MicroBlaze pre´sente´ a` la section 6.1.2.1 et ensuite
avec le profileur d’ISS GDB pre´sente´ a` la section 6.1.2.2. On distingue encore ici le temps
pris par une simulation (son WCT) du temps simule´ a` l’inte´rieur de la simulation (son temps
SystemC). Ainsi, les tableaux 9.8, 9.9 et 9.10 pre´sentent le WCT et le temps SystemC pour
les simulations des architectures respectives du syste`me de guidage du rover, du de´codeur
JPEG avec de´tection du peau et de l’encodeur/de´codeur WiMAX. Les trois architectures
du syste`me de guidage du rover ont e´te´ simule´es avec le meˆme banc d’essai qui consiste en
un ensemble d’images prises par la came´ra du rover sur une distance correspondant a` 1/16
de tour de piste. L’architecture JPEG-HW du de´codeur JPEG avec de´tection de peau a e´te´
simule´e avec un banc d’essai compose´ de 8 images de 128 × 128 pixels au format JPEG alors
que les architectures JPEG-1MB-a et JPEG-2MB-a ont e´te´ simule´es avec un banc d’essai de
1/8 d’une image JPEG de 128 × 128 pixels. Les trois architectures du codec WiMAX ont e´te´
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simule´es pour trois trames WiMAX.
Tableau 9.8 Simulation avec et sans profilage des architectures du rover
WCT (s)
Architecture Sans profilage Prof. MicroBlaze Prof. GDB Temps SystemC (s)
Rover-1MB-a 34.2 36.0 527 0.60400
Rover-1MB-b 38.4 39.6 534 0.66698
Rover-2MB 58.6 59.4 520 0.57332
Tableau 9.9 Simulation avec et sans profilage des architectures du de´codeur JPEG
WCT (s)
Architecture Sans profilage Prof. MicroBlaze Prof. GDB Temps SystemC (s)
JPEG-HW 14.9 20.3 20.3 0.11198
JPEG-1MB-a 16.2 17.0 270 0.14721
JPEG-2MB-a 114.2 115.4 2059 0.57764
Tableau 9.10 Simulation avec et sans profilage des architectures du codec WiMAX
WCT (s)
Architecture Sans profilage Prof. MicroBlaze Prof. GDB Temps SystemC (s)
WiMAX-HW 1.6 1.7 1.7 0.00336
WiMAX-1MB 6.0 6.3 70.8 0.09857
WiMAX-2MB 11.5 11.8 97.1 0.11200
On tire plusieurs constats de ces re´sultats. D’abord, l’ajout d’un processeur a` une archi-
tecture (et donc l’ajout d’un ISS a` la simulation) ralentit conside´rablement la simulation.
Ainsi, la simulation sans profilage d’une architecture avec un ISS est 3.8 fois plus lente que
la simulation d’une architecture sans ISS dans le cas de l’encodeur/de´codeur WiMAX et 69.6
fois plus lente dans le cas du de´codeur JPEG avec de´tection de peau (en tenant compte du
fait que le stimuli fourni a` JPEG-HW est 64 fois plus long que celui fourni a` JPEG-1MB-a).
Cela corrobore les re´sultats pre´sente´s dans (Chevalier et al., 2006; Bois et al., 2010).
Nos tests confirment que le temps total de la simulation, dans le re´fe´rentiel du temps
interne a` la simulation, n’est pas modifie´ par le profilage au niveau syste`me. Cela signifie que
le profilage au niveau syste`me ne perturbe pas la performance des simulations dans la plate-
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forme virtuelle. Par contre, le profilage au niveau syste`me augmente le WCT de la simulation.
Cela signifie que l’utilisateur doit attendre plus longtemps avant que la simulation se termine.
On observe ainsi que le profilage au niveau syste`me avec profileur d’ISS MicroBlaze a
un impact sur le WCT des simulations des architectures ayant au moins un processeur,
mais que cet impact est faible. Ainsi, la valeur absolue de l’augmentation du WCT varie de
0.3 a` 1.8 secondes pour ces architectures alors que sa valeur relative varie entre 1.05% et
5.26% du temps de simulation sans profilage. Par contre, l’utilisation du profileur d’ISS GDB
ralentit grandement la vitesse des simulations de ces architectures. Ainsi, les simulations de
ces architectures avec un profilage d’ISS GDB prennent de 8.4 a` 18.0 plus de temps que
les simulations sans profilage. Ce ralentissement important est cause´ par les communications
interprocessus en texte ASCII entre le profileur d’ISS GDB et le de´bogueur croise´ GDB
ainsi qu’entre ce de´bogueur et le serveur GDB de l’ISS. Il a e´galement e´te´ observe´ que le
de´bogueur croise´ GDB pour le MicroBlaze semble effectuer des communications superflues
avec le serveur GDB. Ainsi, pour ajouter ou retirer un point d’arreˆt, le de´bogueur GDB
demande d’abord au serveur GDB de retirer chacun des points d’arreˆt existants, puis d’ajouter
de nouveau chacun des points d’arreˆts (sauf le point d’arreˆt re´ellement enleve´ ou avec en plus
le point d’arreˆt re´ellement ajoute´, selon le cas). En comparaison, le profileur d’ISS MicroBlaze
manipule directement les structures de donne´es C/C++ de l’ISS et n’a donc pas recours a`
des communications interprocessus en texte ASCII. De plus, ces manipulations s’effectuent
de manie`re parcimonieuse. C’est ce qui explique la bonne performance du profilage au niveau
syste`me avec profilage d’ISS MicroBlaze
Pour les architectures n’ayant aucun processeur, aucune diffe´rence n’est observe´e selon
l’imple´mentation du profileur d’ISS e´tant donne´ qu’il n’y a alors aucun ISS ou logiciel em-
barque´ a` profiler. On observe e´galement que la valeur relative de l’augmentation du WCT
due au profilage varie entre 6.25% et 36.24% pour ces architectures. Ces valeurs relatives sont
plus e´leve´es que celles observe´es pour le profilage au niveau syste`me (avec profileur d’ISS Mi-
croBlaze) des architectures ayant au moins un processeur. Cela refle`te essentiellement le fait
qu’une simulation SystemC sans ISS est intrinse`quement bien plus rapide qu’une simulation
avec ISS et que le WCT cause´ par le profilage repre´sente donc une plus grande fraction du
temps total de simulation dans le premier cas. A` l’oppose´, la fraction du WCT cause´e par le
profilage tend a` diminuer quand passe d’un a` deux processeurs.
Ces re´sultats de´montrent qu’il est possible d’obtenir pour un couˆt minime un profilage
non-intrusif au niveau syste`me des simulations d’architectures logicielles/mate´rielles. Cela
ne´cessite l’imple´mentation d’un profileur d’ISS de´die´ a` l’ISS en question, tel que le profileur
d’ISS MicroBlaze. Le profileur d’ISS GDB ge´ne´rique utilisant le de´bogueur GDB croise´ et
le serveur GDB ne permet pas d’obtenir des performances de simulation acceptables. La
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principale utilite´ de ce profileur ge´ne´rique serait donc d’aider le de´veloppement des profileurs
de´die´s aux diffe´rents ISS. Une solution interme´diaire serait d’imple´menter un profileur d’ISS
qui communique directement et parcimonieusement avec le serveur GDB sans passer par le
de´bogueur croise´ GDB. Un tel profileur d’ISS serait spe´cifique a` un processeur donne´, mais
aurait l’avantage de ne pas ne´cessiter l’acce`s au code source, aux structures de donne´es ou
aux fonctions de l’ISS.
9.5 Caracte´risation et estimation
Les me´thodes d’estimation base´es sur la caracte´risation pre´sente´e au chapitre 7 ont e´te´
e´value´es selon deux crite`res : la pre´cision et la vitesse. Ces me´thodes d’estimation sont com-
pare´es aux me´thodes de mesure exactes des me´triques qu’elles cherchent a` estimer, soit la
synthe`se logique pour la quantite´ de ressources mate´rielles et la simulation SystemC pour
le temps d’exe´cution. On s’attend a` ce qu’une me´thode d’estimation permette d’obtenir une
valeur approximative d’une me´trique dans un temps bien plus court que celui ne´cessaire a` la
mesure d’une valeur exacte. Dans les re´sultats de cette section, on compare le temps (WCT)
ne´cessaire a` une synthe`se logique ou a` la simulation SystemC d’une architecture donne´e avec
celui ne´cessaire a` l’estimation de ces me´triques pour cette meˆme architecture. Les temps
pre´sente´s pour l’estimation n’incluent pas le temps ne´cessaire a` la caracte´risation initiale.
En effet, ce temps de caracte´risation initiale est inde´pendant du nombre d’architectures qui
seront e´value´es par la suite. Le couˆt marginal (sur l’e´valuation d’une architecture supple´men-
taire) de cette caracte´risation est donc nul et le couˆt initial peut eˆtre amorti sur l’e´valuation
de milliers d’architectures dans un algorithme d’exploration architecturale tel que ceux pre´-
sente´s au chapitre 8. De plus, le couˆt initial de la caracte´risation de la plate-forme peut eˆtre
amorti sur l’e´valuation des architectures des diffe´rentes applications ciblant cette plate-forme.
A` l’oppose´, les me´thodes de mesure reprennent a` ze´ro l’e´valuation de chaque architecture.
9.5.1 Estimation de la quantite´ de ressources mate´rielles
Les architectures teste´es dans cette section sont les meˆmes architectures que celles pre´-
sente´es a` la section 9.4.1 pour le syste`me de guidage du rover et pour l’encodeur/de´codeur
WiMAX. On re´utilise e´galement l’architecture J0 du de´codeur JPEG avec de´tection de peau
ainsi que deux nouvelles architectures : J1b et J2b. L’architecture J1b est similaire a` J1a, mais
seul le module IDCT est assigne´ au seul processeur. L’architecture J2b est obtenue a` partir
de l’architecture J1b en assignant le module extracteur au premier processeur et en ajoutant
sur le meˆme bus un deuxie`me processeur sur lesquels s’exe´cutent les modules quantificateur
inverse et de´codeur Huffman.
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La me´thode d’estimation de la quantite´ de ressources mate´rielles pre´sente´e a` la section
7.3.4 a e´te´ applique´e a` chacune de ces architectures. Une synthe`se logique de chacune de
ces architectures a ensuite e´te´ re´alise´e a` l’aide du logiciel EDK de Xilinx. Finalement, pour
obtenir une mesure encore plus pre´cise de la quantite´ des ressources mate´rielles, un placement
de ces architectures sur le FPGA cible a e´te´ re´alise´ avec EDK. Toutes les architectures ont
e´te´ e´value´es avec une cible FPGA Xilinx Virtex 4 VFX60FF1152-11.
Les figures 9.6, 9.7, 9.8 et 9.9 comparent respectivement le nombre de bascules, de LUTs,
de me´moires BRAM et de multiplieurs pour chaque architecture selon la me´thode d’estima-
tion puis selon les mesures prises suite a` la synthe`se logique et au placement avec EDK.
On observe que l’estimation a une grande pre´cision relativement aux mesures prises suite a`
la synthe`se logique. Ainsi, l’estimation pre´dit exactement le nombre de multiplieurs utilise´s.
L’erreur d’estimation sur la quantite´ de bascules est tre`s faible : elle varie entre 0.52% et
2.04% et est en moyenne de 1.45%. L’erreur d’estimation sur la quantite´ de LUTs est faible :
elle va de 1.45% a` 6.29% et est en moyenne de 3.22%. Finalement, l’erreur d’estimation sur la
quantite´ de me´moires BRAM est plus importante, mais tout de meˆme mode´re´e et acceptable :
elle varie entre 0.00% et 14.29% et est en moyenne de 4.82%. L’erreur d’estimation sur la
quantite´ de me´moires BRAMs refle`te principalement l’erreur d’estimation sur la quantite´ de
me´moire logicielle requise.
L’estimation a une pre´cision moindre, mais ne´anmoins acceptable, par rapport aux me-
sures prises suite au placement. Le nombre de multiplieurs et de me´moires BRAM mesure´s
suite au placement est le meˆme que suite a` la synthe`se logique. L’estimation pre´dit donc en-
core une fois exactement le nombre de multiplieurs utilise´s et le nombre de me´moires BRAMs
est estime´ avec une erreur moyenne de 4.82%. Par contre, le nombre de bascules et de LUTs
mesure´s suite au placement est significativement infe´rieur aux nombres mesure´s suite a` la
synthe`se logique, ce qui cause des erreurs d’estimation plus importantes. Ainsi, l’erreur d’es-
timation sur la quantite´ de bascules varie entre 1.36% et 20.48% et est en moyenne de 11.72%
alors que l’erreur d’estimation sur la quantite´ de LUTs varie entre 2.80% et 14.00% et est en
moyenne de 8.93%.
La diffe´rence entre les quantite´s de ressources mate´rielles mesure´es suite a` la synthe`se
logique et suite au placement s’explique par les optimisations globales effectue´es par EDK
lors du placement. Prenons l’exemple d’un adaptateur de bus. La synthe`se logique de cet
adaptateur (notamment re´alise´e lors de la caracte´risation) tiendra compte de toute la logique
ne´cessaire a` l’utilisation de l’ensemble des fonctionnalite´s du protocole du bus. Cependant,
si le module de cet adaptateur n’exerce qu’une partie des fonctionnalite´s de ce protocole,
alors seule une partie de la logique de cet adaptateur est exerce´e et le reste de la logique
peut eˆtre e´limine´. C’est cette optimisation qui est re´alise´e lors du placement. Les re´sultats
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pre´sente´s aux tableaux 9.6 a` 9.9 repre´sentent donc la limite de la pre´cision qu’il est possible
d’atteindre avec une caracte´risation base´e sur la synthe`se logique dans les outils de Xilinx.
Une caracte´risation plus pre´cise devrait eˆtre base´e sur le placement de diffe´rents ensembles
de composants mate´riels et demanderait un temps bien plus long simplement duˆ au fait que

































Figure 9.8 Comparaison du nombre estime´ et mesure´ de me´moires BRAMs
La figure 9.10 pre´sente le WCT ne´cessaire a` l’estimation, a` la synthe`se logique et au place-
ment de chacune des architectures. Le temps ne´cessaire au placement inclut le temps pris par
la synthe`se logique pre´alable. Cela met en lumie`re un avantage inde´niable de l’estimation, soit















Figure 9.9 Comparaison du nombre estime´ et mesure´ de multiplieurs
pour une moyenne de 2.97 millisecondes. Le temps pris par la synthe`se logique se situe quant
a` lui entre 360 et 3953 secondes (moyenne de 2146 secondes) alors que le temps pris par
le placement va de 476 a` 4110 secondes (moyenne de 2627 secondes). L’estimation est ainsi
de 226105 a` 3750009 fois plus rapide que la synthe`se logique (moyenne de 1428109 fois plus
rapide) et de 235085 a` 3906049 fois plus rapide que le placement (moyenne de 1787808 fois
plus rapide). Il va de soi que si le temps ne´cessaire a` une synthe`se logique ou un placement est
de l’ordre d’une heure, alors il est peu pratique d’utiliser ces me´thodes pour e´valuer chacune
des milliers d’architectures rencontre´es par un algorithme d’exploration architecturale. Seule











Figure 9.10 Comparaison du temps pris par l’estimation, la synthe`se logique et le placement
9.5.2 Estimation du temps d’exe´cution
La me´thode d’estimation du temps d’exe´cution pre´sente´e a` la section 7.2.4 a e´te´ applique´e
a` diffe´rentes architectures du syste`me de guidage du rover, du de´codeur JPEG avec de´tection
de peau et de l’encodeur/de´codeur WiMAX afin de de´terminer leur temps d’exe´cution. Un
stimulus d’un tour de piste a e´te´ utilise´ pour les architectures du rover, un stimulus de
deux images JPEG de 128 × 128 pixels a e´te´ fourni aux architectures du de´codeur JPEG
et le stimulus des architectures du codec WiMAX est de trois trames WiMAX. Chacune de
ces architectures a e´galement e´te´ simule´e au niveau Simtek de SPACE suite a` une synthe`se
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du syste`me. Cette simulation s’effectue donc avec une imple´mentation SystemC RTL pour
les modules assigne´s en mate´riel, avec une imple´mentation logicielle exe´cute´e instruction
par instruction sur des ISS pour les modules assigne´s en logiciel, ainsi qu’avec des mode`les
SystemC BCA des bus, processus, me´moires et pe´riphe´riques.
Les figures 9.11, 9.12 et 9.13 comparent, selon le re´fe´rentiel du temps interne a` la simu-
lation, le temps d’exe´cution estime´ et simule´ pour les architectures respectives du syste`me
de guidage du rover, du de´codeur JPEG avec de´tection de peau et de l’encodeur/de´codeur
WiMAX. Les architectures retenues ne contiennent pas d’interblocages : on e´vite ainsi que
la simulation bloque pre´mature´ment au premier interblocage et que le temps d’exe´cution
mesure´ par la simulation soit alors fausse´. Les 54 architectures e´value´es pour le rover ont
de 1 a` 3 processeurs et de 1 a` 4 bus. L’erreur d’estimation par rapport a` la simulation va
de 0.12% a` 3.86% pour ces architectures et est en moyenne de 2.60%. Les 31 architectures
du de´codeur JPEG ont de 0 a` 3 processeurs et de 1 a` 3 bus et l’erreur d’estimation y varie
entre 1.86% et 7.38%, pour une moyenne de 4.42%. Finalement, les 32 architectures du codec
WiMAX ont de 0 a` 2 processeurs et de 1 a` 4 bus et l’erreur d’estimation y varie entre 0.07%
et 4.13%, pour une moyenne de 1.46%. L’estimation a donc une bonne pre´cision puisque
l’erreur d’estimation est infe´rieure a` 10% pour chacune des 119 architectures e´value´es et que
l’erreur d’estimation moyenne pour celles-ci est de 2.77%.
Le nombre de violations fonctionnelles des 54 architectures du syste`me de guidage du ro-
ver ont e´galement e´te´ estime´es selon la me´thode d’estimation pre´sente´e a` la section 7.2.4. Ce
nombre de violations fonctionnelles a e´galement e´te´ mesure´ suite a` une simulation au niveau
Simtek de SPACE de ces architectures. Des violations fonctionnelles se produisent dans ces
architectures lorsque les se´quences de bits caracte´risant l’ordonnancement du RTPN du rover
(pre´sente´ a` la section 9.2) contiennent des 0 (pixels e´crase´s dans l’UART ou violation d’une
contrainte temps-re´el). Contrairement a` un interblocage, une telle violation fonctionnelle ne
bloque pas la simulation pre´mature´ment et les valeurs estime´es peuvent alors eˆtre compa-
re´es aux valeurs mesure´es. Ainsi, pour chacune des 10 premie`res architectures du syste`me
de guidage du rover, l’estimation de´tecte 110350 violations fonctionnelles (qui sont dues a`
une lecture trop lente des donne´es dans le UART d’entre´e). La simulation Simtek de´tecte
quant a` elle 110238 violations fonctionnelles pour chacune de ces architectures. L’erreur d’es-
timation est donc de seulement 0.10% pour ces architectures. Autant l’estimation et que la
simulation Simtek conside`rent que les 44 autres architectures du syste`me de guidage du ro-
ver ne produisent aucune violation fonctionnelle. E´tant donne´ que le de´codeur JPEG avec
de´tection de peau et l’encodeur/de´codeur WiMAX sont tous deux essentiellement spe´cifie´s
comme des KPN et que tous leurs ordonnancements sont donc fonctionnellement e´quivalents,









Figure 9.11 Comparaison du temps d’exe´cution estime´ et simule´ pour 54 architectures du








Figure 9.12 Comparaison du temps d’exe´cution estime´ et simule´ pour 31 architectures du
de´codeur JPEG avec de´tection de peau
Les tableaux 9.11, 9.12 et 9.13 comparent le temps ne´cessaire (WCT) a` l’estimation et a` la
mesure par simulation Simtek des architectures respectives du syste`me de guidage du rover,
du de´codeur JPEG avec de´tection de peau et de l’encodeur/de´codeur WiMAX. Ces tableaux
pre´sentent le WCT moyen, minimum et maximum pour l’e´valuation des architectures de
chacune des e´tudes de cas. On observe ainsi que le temps pris par une estimation est de
l’ordre des secondes alors que le temps pris par une simulation est de l’ordre des milliers
de secondes. L’estimation permet donc d’acce´le´rer grandement l’e´valuation des architectures.
Ces tableaux pre´sentent e´galement l’acce´le´ration moyenne, minimale et maximale qui a e´te´
obtenue en ayant recours a` l’estimation plutoˆt qu’a` la simulation pour les architectures de
chacune des e´tudes de cas. Ainsi, cette acce´le´ration a e´te´ de 393 dans le pire cas et de 47358
dans le meilleur cas.
9.6 Exploration architecturale
Les algorithmes d’exploration architecturale pre´sente´s au chapitre 8 ont e´te´ applique´s aux










Figure 9.13 Comparaison du temps d’exe´cution estime´ et simule´ pour 32 architectures de
l’encodeur/de´codeur WiMAX
Tableau 9.11 WCT ne´cessaire a` l’estimation et a` la mesure par simulation du temps d’exe´-
cution des architectures du syste`me de guidage du rover
WCT de l’estimation (s) WCT de la simulation (s) Acce´le´ration de l’estimation
Moyenne 1.589 1548 991
Minimum 1.192 745 393
Maximum 2.541 2421 1566
Tableau 9.12 WCT ne´cessaire a` l’estimation et a` la mesure par simulation du temps d’exe´-
cution des architectures du de´codeur JPEG
WCT de l’estimation (s) WCT de la simulation (s) Acce´le´ration de l’estimation
Moyenne 1.161 6891 5986
Minimum 0.901 581 395
Maximum 2.267 21268 17853
Tableau 9.13 WCT ne´cessaire a` l’estimation et a` la mesure par simulation du temps d’exe´-
cution des architectures de l’encodeur/de´codeur WiMAX
WCT de l’estimation (s) WCT de la simulation (s) Acce´le´ration de l’estimation
Moyenne 0.044 996 23073
Minimum 0.032 182 5592
Maximum 0.082 1954 47358
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et de l’encodeur/de´codeur WiMAX. Dans tous les cas, ces algorithmes visent a` minimiser la
valeur de la fonction objective de´finie a` la section 8.3, qui est la mesure de qualite´ des solu-
tions trouve´es par les algorithmes d’exploration architecturale. Plus cette valeur est petite,
meilleure est la solution trouve´e par l’algorithme. Le calcul de la valeur de cette fonction ob-
jective se base sur diffe´rentes me´triques et contraintes. L’e´valuation des me´triques associe´es a`
chaque architecture s’effectue avec les me´thodes d’estimation pre´sente´es au chapitre 7. Pour
l’e´valuation de la me´trique de temps d’exe´cution, on utilise les meˆmes bancs d’essai qu’a`
la section 9.5.2. On configure e´galement le simulateur de performance pre´sente´ a` la section
7.2.4 avec un facteur d’acce´le´ration (de´crit a` la section 7.2.3.4) de 100 pour la performance
du RTOS et de l’API logicielle. En attendant que les optimisations sugge´re´es pour le logi-
ciel embarque´ a` la section 10.2.5 soient re´alise´es, cela assure que la performance actuelle du
RTOS et de l’API logicielle de SPACE ne viennent pas dominer le temps d’exe´cution des
architectures et que les algorithmes d’exploration architecturale puissent eˆtre compare´s entre
eux alors qu’ils explorent une plus large gamme d’architectures logiciel/mate´riel.
Comme on vise a` ce que la solution retenue n’ait aucune violation fonctionnelle, la con-
trainte VMAX du nombre de violations fonctionnelles tole´re´es est e´gale a` 0 pour tous les
exemples pre´sente´s dans cette section. Les contraintes Aj,MAX sur les quantite´s de ressources
mate´rielles de type j de´pendent de la plate-forme cible´e par l’exploration architecturale. Le
tableau 9.14 pre´sente les ressources mate´rielles disponibles sur les plates-formes cible des
exemples de cette section, qui sont tous des FPGA Virtex de Xilinx. Les contraintes TMAX
de temps d’exe´cution sont pre´cise´es se´pare´ment pour chaque exemple.
Les algorithmes d’exploration architecturale ont e´te´ applique´s a` l’exemple du de´codeur
JPEG avec de´tection de peau selon les six configurations de plates-formes cible et de con-
traintes TMAX donne´es au tableau 9.15. Pour chacune des plates-formes cible, on suppose
que 25% des bascules, des LUTs et des multiplieurs ainsi que 80% des me´moires BRAM sont
disponibles pour l’application du JPEG. Il est a` noter que si il y a suffisamment de ressources
mate´rielles pour imple´menter tous les modules en mate´riel, ou si il n’y a pas suffisamment de
me´moire BRAM pour imple´menter des modules en logiciel, alors le partitionnement logiciel/
mate´riel trivial trouve´ par les algorithmes d’exploration architecturale est de mettre l’en-
semble des modules en mate´riel. De manie`re analogue, les six configurations de plate-forme
cibles et de TMAX e´nume´re´es au tableau 9.16 ont e´te´ utilise´es pour les explorations architec-
turales de l’encodeur/de´codeur WiMAX. Le WiMAX cible ces plates-formes en supposant
que 35% des bascules et des LUTs et que 100% des me´moires BRAM et des multiplieurs sont
disponibles pour l’application du WiMAX. Finalement, le syste`me de guidage du rover a e´te´
teste´ en ciblant une plate-forme XC2V2000 avec une disponibilite´ de 100% des me´moires
BRAM et des multiplieurs et selon les quatre configurations du tableau 9.17 pour ce qui est
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de la contrainte TMAX et de la disponibilite´ des bascules et des LUTs.
Les algorithmes d’exploration architecturale sont compare´s entre eux non seulement selon
la valeur de la fonction objective de leur meilleure solution, mais e´galement selon leur temps
d’exploration, qui de´signe le temps pris (WCT) pour exe´cuter l’algorithme d’exploration
architecturale. Plus ce temps est petit, plus rapide est l’algorithme et meilleur il est selon ce
crite`re. Ce temps n’inclut pas le temps ne´cessaire a` la caracte´risation de l’application ou de
la plate-forme, tel que pre´sente´ au chapitre 7. En effet, cette caracte´risation a de´ja` e´te´ faite
avant l’exploration architecturale et elle est la meˆme pour tous les algorithmes e´value´s.
Tableau 9.14 FPGA Virtex cible´s par les tests d’exploration architecturale
Mode`le Package Vitesse Bascules LUTs BRAMs Multiplieurs
XC2V2000 FF896 -6 21504 21504 56 56
XC4VFX60 FF672 -10 50560 50560 232 128
XC4VFX100 FF1152 -10 84352 84352 376 160
XC4VFX140 FF1517 -10 126336 126336 552 192
Tableau 9.15 Plate-forme cibles et contraintes TMAX pour le de´codeur JPEG avec de´tection
de peau
Configuration Plate-forme TMAX
Ja XC4VFX60 0.75 s
Jb XC4VFX60 1.00 s
Jc XC4VFX100 0.75 s
Jd XC4VFX100 1.00 s
Je XC4VFX140 0.75 s
Jf XC4VFX140 1.00 s
Tableau 9.16 Plate-forme cibles et contraintes TMAX pour l’encodeur/de´codeur WiMAX
Configuration Plate-forme TMAX
Wa XC4VFX60 0.2 s
Wb XC4VFX60 0.3 s
Wc XC4VFX100 0.2 s
Wd XC4VFX100 0.3 s
We XC4VFX140 0.2 s
Wf XC4VFX140 0.3 s
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Tableau 9.17 Disponibilite´ des bascules et LUTs et contraintes TMAX pour le syste`me de
guidage du rover
Configuration Disponibilite´s des bascules et LUTs TMAX
Ra 25% 1.5 s
Rb 25% 2.0 s
Rc 100% 1.5 s
Rd 100% 2.0 s
9.6.1 Espace de recherche et analyse combinatoire
L’exploration architecturale du syste`me de guidage du rover et l’encodeur/de´codeur Wi-
MAX s’effectue parmi l’ensemble de solutions ge´ne´re´ par la fonction de de´finition de l’espace
de recherche f1 pre´sente´e a` la section 8.1. Ainsi, cette exploration architecturale consiste a`
trouver un partitionnement logiciel/mate´riel des modules de la spe´cification exe´cutable, un
nombre de processeurs a` allouer, une assignation des taˆches logicielles aux processeurs, un
nombre de bus a` allouer et une assignation des composants mate´riels aux bus. L’exploration
architecturale du de´codeur JPEG avec de´tection de peau s’effectue quant a` elle selon la fonc-
tion de de´finition de l’espace de recherche f2 pre´sente´e a` la section 8.1. La particularite´ de f2
tient au fait que certains composants mate´riels (les me´moires RAM) peuvent eˆtre simultane´-
ment assigne´s a` deux bus diffe´rents au lieu d’eˆtre obligatoirement assigne´ a` un seul et meˆme
bus.
Le syste`me de guidage du rover comprend trois modules (le filtre, le calculateur d’angle et
le de´tecteur d’objet) qui peuvent eˆtre imple´mente´s en logiciel ou en mate´riel, deux modules
(l’analyseur d’image et le controˆleur des moteurs) qui doivent eˆtre imple´mente´s en logiciel
et un composant mate´riel (l’UART). En appliquant la formule C.14 de la section C.1.5, on
obtient que l’espace de recherche ge´ne´re´ par f1 pour le rover comprend E(3,2,1) = 2336
solutions.
L’encodeur/de´codeur WiMAX contient quant a` lui 15 modules qui peuvent tous eˆtre
imple´mente´s en logiciel ou en mate´riel. On applique donc la formule C.6 de la section C.1.4
pour obtenir que l’espace de recherche engendre´ par f1 pour l’encodeur/de´codeur WiMAX
est compose´ de E(15) = 546114702621611 ≈ 5.4611 × 1014 solutions.
Le de´codeur JPEG est compose´ de six modules qui peuvent eˆtre imple´mente´s en logiciel
et en mate´riel et de trois composants mate´riels qui peuvent chacun eˆtre assigne´s a` deux bus
diffe´rents. Si l’exploration architecturale s’effectuait selon f1 (sans permettre l’assignation
d’un composant mate´riel a` deux bus), alors le nombre de solutions serait obtenu par la
formule C.14 et on aurait alors E(6,0,3) = 852219 solutions. E´tant donne´ que l’exploration
184
architecturale s’effectue selon f2, c’est plutoˆt la formule C.29 qui s’applique et, selon le tableau
C.1, l’espace de recherche contient donc E2(6,3) ≥ 21034003 solutions. Permettre a` chacune
des trois me´moires RAMs d’eˆtre assigne´e a` deux bus diffe´rents multiplie ainsi par au moins
24.68 la taille de l’espace de recherche.
Si on suppose que le temps moyen ne´cessaire a` l’e´valuation d’une architecture sera e´gal
aux temps moyen pre´sente´s (selon l’e´tude de cas) aux tableaux 9.11 a` 9.13, alors l’e´valuation
de toute les solutions du syste`me de guidage du rover demande 3712 secondes, celle de toutes
les solutions du de´codeur JPEG avec de´tection de peau demande 285 jours et celle de toutes
les solutions de l’encodeur/de´codeur WiMAX prend 767910 ans. Ainsi, la rapidite´ des me´-
thodes d’estimation rend possible une exploration architecturale exhaustive pour le syste`me
de guidage du rover, mais la grande complexite´ combinatoire des proble`mes d’exploration
architecturale fait en sorte que des heuristiques approximatives doivent eˆtre utilise´es pour le
de´codeur JPEG et le codec WiMAX.
9.6.2 Comparaisons des algorithmes de recherche locale
Les algorithmes de recherche locale pre´sente´s a` la section 8.4.4, soit la marche ale´atoire,
la descente, le recuit simule´ adaptatif et la recherche tabou re´active, ont e´te´ applique´s au
syste`me de guidage du rover, au de´codeur JPEG avec de´tection de peau et a` l’encodeur/
de´codeur WiMAX. Ces algorithmes ont e´te´ applique´s se´pare´ment pour les proble`mes de la
maximisation de la performance et de la minimisation de la quantite´ de ressources mate´rielles,
et ce pour chacune des configurations de contraintes e´nume´re´es aux tableaux 9.15 a` 9.17.
Les solutions initiales fournies a` ces algorithmes de recherche locale ont e´te´ ge´ne´re´es avec
l’algorithme glouton a` biais logiciel (pre´sente´ a` la section 8.4.3). L’algorithme exhaustif du
parcours en profondeur pre´sente´ a` la section 8.4.2 a e´galement e´te´ applique´ au syste`me de
guidage du rover afin de trouver la solution optimale aux proble`mes d’exploration architecture
qui portent sur cette application.
Les figures 9.14 et 9.15 comparent respectivement la valeur objective de la meilleure solu-
tion et le WCT des algorithmes de recherche locale applique´s au proble`me de la maximisation
de la performance. Ces algorithmes sont configure´s pour 1000 ite´rations dans le cas de l’en-
codeur/de´codeur WiMAX, pour 250 ite´rations dans le cas du de´codeur JPEG avec de´tection
de peau et pour 10 ite´rations dans le cas du syste`me de guidage du rover. Les figures 9.16
et 9.17 comparent de manie`re similaire l’application des algorithmes de recherche locale au
proble`me de la minimisation de la quantite´ de ressources mate´rielles. Les figures 9.14 et 9.16
tronquent la valeur de la fonction objective a` 1.4. Si l’exploration architecturale effectue´e par
un algorithme de´passe cette valeur, alors il suffit, pour les fins de l’interpre´tation des re´sul-
tats, de souligner que cet algorithme a e´choue´ dans ce cas et la valeur exacte de la fonction
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objective importe alors peu. En effet, si la valeur de la fonction objective est supe´rieure a` 1
pour une architecture donne´e, cela signifie que cette architecture ne respecte pas au moins
une des contraintes du proble`me.
On observe dans tous les cas que la descente est beaucoup plus rapide que la marche
ale´atoire, le recuit simule´ ou la recherche tabou (son WCT varie entre 4 et 101 secondes et
est a` peine visible sur les figures). Cela s’explique par le fait que la descente se termine de`s
qu’un minimum local est atteint. Aussi, le WCT du recuit simule´ adaptatif est ge´ne´ralement
plus e´leve´ que celui de la recherche tabou re´active. En effet, le WCT du recuit simule´ adaptatif
augmente lorsque celui-ci ralentit le refroidissement ou augmente la tempe´rature. Le recuit
simule´ adaptatif obtient des re´sultats mitige´s : bien qu’il re´ussisse fre´quemment a` obtenir
de meilleures solution que la marche ale´atoire ou la descente, il arrive fre´quemment qu’il ne
re´ussisse pas a` obtenir une solution ade´quate pour l’encodeur/de´codeur WiMAX. Quant a` la
recherche tabou re´active, elle obtient dans tous les cas des re´sultats au moins aussi bons que
la marche ale´atoire, la descente et le recuit simule´ adaptatif, et il arrive fre´quemment qu’elle
obtienne la meilleure solution parmi ces algorithmes. La recherche tabou re´active a re´ussi a`
obtenir une solution acceptable dans toutes ces configurations. On observe e´galement que la
recherche tabou re´active est le seul de ces algorithmes qui ait trouve´ une solution optimale
pour toutes les configurations du rover : elle trouve les meˆmes solutions que celles trouve´es
par le parcours en profondeur pour le rover, et ce en seulement 10 ite´rations. Par contre,
cela ne garantit pas que la recherche tabou peut trouver des solutions optimales pour des















Figure 9.14 Comparaison des valeurs objectives obtenues par les algorithmes de recherche

















Figure 9.15 Comparaison du WCT (en secondes) pour les algorithmes de recherche locale















Figure 9.16 Comparaison des valeurs objectives obtenues par les algorithmes de recherche


















Figure 9.17 Comparaison du WCT (en secondes) pour les algorithmes de recherche locale
pour la minimisation de la quantite´ de ressources mate´rielles pour diffe´rentes configurations
Les figures 9.18 et 9.19 comparent l’application du recuit simule´ et de la recherche tabou
au de´codeur JPEG lorsque ces algorithmes sont configure´s pour 250 ou 1000 ite´rations. Cela
illustre la convergence plus rapide de la recherche tabou re´active par rapport au recuit simule´
adaptatif. Ainsi, dans tous les cas sauf un, la meilleure solution trouve´e par la recherche tabou
re´active apre`s 250 ite´rations est la meˆme qu’apre`s 1000 ite´rations. Par contre, d’augmenter
le nombre d’ite´rations a` 1000 permet au recuit simule´ de passer plus de temps a` explorer
l’espace de recherche a` des tempe´ratures plus basses et le recuit simule´ adaptatif arrive a`
obtenir des solutions meilleurs ou aussi bonnes que la descente pour le de´codeur JPEG. Par
contre, la recherche tabou re´active obtient encore des solutions meilleures ou e´gales a` celles
du recuit simule´ adaptatif apre`s 1000 ite´rations. En fait, dans tous les cas sauf un, cela reste
vrai meˆme si la recherche tabou re´active est configure´e pour seulement 250 ite´rations et que
le recuit simule´ adaptatif est configure´ pour 1000 ite´rations. E´tant donne´ que la recherche
tabou est de´ja` plus rapide que le recuit simule´ pour un nombre d’ite´rations e´gal, il est donc
pre´fe´rable d’utiliser la recherche tabou re´active pour trouver la meilleure solution possible
dans un espace de recherche trop grand pour faire l’objet d’une recherche exhaustive. La
descente peut e´galement trouver dans certains cas des solutions inte´ressantes en un temps
tre`s court, alors elle peut eˆtre effectue´e dans un premier temps avant de de´terminer si une













Ja Jb Jc Jd Je Jf
Recuit simule´ adaptatif (250 ite´ratons)
Recuit simule´ adaptatif (1000 ite´ratons)
Recherche tabou re´active (250 ite´ratons)
Recherche tabou re´active (1000 ite´ratons)
Figure 9.18 Comparaison des valeurs objectives selon le nombre d’ite´rations pour les algo-













Ja Jb Jc Jd Je Jf
Recuit simule´ adaptatif (250 ite´ratons)
Recuit simule´ adaptatif (1000 ite´ratons)
Recherche tabou re´active (250 ite´ratons)
Recherche tabou re´active (1000 ite´ratons)
Figure 9.19 Comparaison des valeurs objectives selon le nombre d’ite´rations pour les algo-
rithmes de recherche locale pour la minimisation de la quantite´ de ressources mate´rielles du
de´codeur JPEG sur diffe´rentes plates-formes cibles
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9.6.3 Caracte´ristiques des solutions obtenues
Les caracte´ristiques des solutions obtenues de´pendent a` la fois des caracte´ristiques de l’ap-
plication, de la plate-forme cible, des contraintes et de l’objectif a` atteindre. Ainsi, si l’objectif
est la maximisation de la performance et que les contraintes de quantite´ de ressources mate´-
rielles sont peu se´ve`res, alors les algorithmes d’exploration architecturale auront tendance a`
imple´menter tous les modules en mate´riel et a` les assigner sur plusieurs bus afin d’acce´le´rer
les communications. Ainsi, on obtiendra alors l’architecture J0 pre´sente´e a` la section 9.4.1
pour l’exemple du de´codeur JPEG avec de´tection de peau. A` l’inverse, si l’objectif est la
minimisation de la quantite´ de ressources mate´rielles et que les contraintes de performance
sont peu se´ve`res, alors la solution obtenue comprendra typiquement un bus et un processeur
sur lequel tous les modules sont assigne´s en tant que taˆches logicielles.
Les solutions obtenues tombent entre ces deux extreˆmes lorsque les contraintes deviennent
plus se´ve`res. Par exemple, dans le cas de la maximisation de la performance du de´codeur
JPEG avec de´tection de peau, le resserrement des contraintes de quantite´ de ressources ma-
te´rielles (tel qu’aux configurations Je et Jf ) force le module IDCT a` eˆtre imple´mente´ en
logiciel sur un premier processeur. On obtient alors l’architecture J1 pre´sente´e a` la section
9.5.1. Il peut sembler contre-intuitif d’imple´menter ce module en logiciel, mais ce module
consomme beaucoup de ressources mate´rielles lorsqu’il est imple´mente´ en mate´riel et l’algo-
rithme de´termine qu’il est pre´fe´rable, pour respecter les contraintes de ressources, d’imple´-
menter ce seul module en logiciel plutoˆt que d’avoir a` le faire pour plusieurs autres modules.
Un resserrement encore plus important des contraintes de ressources mate´rielles (tel qu’aux
configurations Ja et Jb) force l’assignation du module extracteur en tant que taˆche logicielle
sur le premier processeur et l’allocation d’un deuxie`me processeur sur lequel s’exe´cutent les
modules quantificateur inverse et de´codeur Huffman. On obtient alors l’architecture J2 de la
section 9.5.1. On peut se demander pourquoi un troisie`me processeur et un quatrie`me pro-
cesseur ne sont pas alloue´s pour exe´cuter ces quatre modules logiciels. La raison est qu’un
processeur consomme une quantite´ significative de ressources mate´rielles et que cela entraˆıne-
rait une violation des contraintes de ressources mate´rielles. En effet, tel qu’illustre´ aux figures
9.6 a` 9.9, l’allocation d’un processeur peut entraˆıner une hausse ou une baisse de la quan-
tite´ de ressources mate´rielles utilise´es : il faut conside´rer les ressources mate´rielles utilise´es
par le processeur supple´mentaire et celles e´conomise´es par le de´placement d’un ou plusieurs
modules du mate´riel vers le logiciel.
On observe un processus inverse dans le proble`me de la minimisation de la quantite´ de
ressources mate´rielles, plus la contrainte de performance devient se´ve`re, plus l’algorithme
doit allouer des processeurs, allouer des bus et de´placer des modules du logiciel au mate´riel
pour respecter les contraintes de performance.
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En bref, les algorithmes de recherche locale propose´s, et plus particulie`rement la recherche
tabou re´active, permettent d’explorer dans un temps raisonnable des milliers d’architectures
potentielles et de trouver des bonnes solutions architecturales pour diverses applications em-
barque´es ciblant diffe´rentes plates-formes et selon des contraintes et des crite`res parame´trables




10.1 Synthe`se des travaux
Nous avons pre´sente´ une me´thodologie de niveau syste`me pour la conception, l’explo-
ration architecturale et la synthe`se des syste`mes embarque´s base´e sur la technologie Space
Codesign et sa plate-forme virtuelle SPACE. Cette me´thodologie combine un mode`le de
calcul expressif, une me´thode de synthe`se mate´rielle automatise´e des modules d’une spe´cifi-
cation SystemC, un profilage non-intrusif au niveau syste`me, une me´thode de caracte´risation
automatise´e de l’application et du syste`me d’exploitation temps-re´el (RTOS), ainsi que des
heuristiques pour une formulation unifie´e du proble`me d’exploration architecturale. La me´-
thodologie a e´te´ applique´e a` trois e´tudes de cas : un syste`me de guidage d’un astromobile,
un de´codeur JPEG avec de´tection de peau et un encodeur/de´codeur WiMAX.
Ainsi, nous avons montre´ comment ce nouveau mode`le de calcul, les re´seaux de processus
temps-re´el (RTPN), permet de mode´liser des aspects importants du traitement temps-re´el
tels que la scrutation, les senseurs e´chantillonne´s, les pe´riphe´riques d’entre´e/sortie et les
contraintes temps-re´el. La se´mantique de´notationnelle des RTPN a e´galement e´te´ de´finie,
ce qui a permis de de´velopper une me´thode qui ve´rifie si le raffinement d’une spe´cification
exe´cutable SystemC vers une imple´mentation concre`te est fonctionnellement correct.
Nous avons pre´sente´ une me´thode qui automatise le raffinement des communications
transactionnelles vers des protocoles pre´cis au cycle et a` la broche pre`s ainsi que la ge´ne´ration
des blocs mate´riels pour les modules de l’application. Nous avons e´galement montre´ comment
cette me´thode permet, conjointement avec une me´thode de ge´ne´ration de code embarque´
incluant un RTOS, de ge´ne´rer une imple´mentation de l’application, qui peut ensuite eˆtre
simule´e avec la plate-forme virtuelle ou synthe´tise´e et exe´cute´e sur la cible finale. Cette
me´thode de synthe`se mate´rielle a e´te´ applique´e avec succe`s a` plusieurs modules, certains
aussi complexes qu’un de´codeur Reed-Solomon ou Huffman.
Nous avons montre´ comment un logiciel peut eˆtre profile´ de manie`re non-intrusive sur un
ISS afin d’extraire le temps a` l’entre´e et a` la sortie de chaque appel de fonction de meˆme
que la valeur des arguments passe´s en parame`tre et de la valeur de retour. Ce profilage du
logiciel a e´te´ utilise´ pour de´velopper un profilage au niveau syste`me qui permet d’extraire
non-intrusivement des donne´es sur la performance des modules logiciels et mate´riels, des
processeurs, du RTOS, des bus et des me´moires a` partir d’une simulation du syste`me. Les
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re´sultats montrent que ce profilage non-intrusif a un impact minime sur la vitesse de simula-
tion lorsque l’architecture contient au moins un processeur et lorsque le profilage logiciel est
directement inte´gre´ avec l’ISS.
Nous avons pre´sente´ une me´thode automatise´e pour la caracte´risation du RTOS, de la
fonctionnalite´ de l’application et des imple´mentations logicielles et mate´rielles de ses mo-
dules. Un simulateur de performance a e´te´ pre´sente´ pour l’estimation pre´cise et rapide, selon
ces caracte´risations, de la performance d’un ensemble d’architectures pour l’application, et
ce en tenant compte de la contention sur les bus et de l’ordonnancement des taˆches sur les
processeurs. Cette me´thode d’estimation a permis d’e´valuer le temps d’exe´cution d’un en-
semble d’architectures avec une pre´cision de 8% et une vitesse de 400 a` 48000 fois plus rapide
qu’une simulation comple`te. Cette caracte´risation a e´galement e´te´ applique´e a` une me´thode
d’estimation pre´cise et rapide des besoins en ressources mate´rielles, qui a permis d’estimer la
quantite´ de ressources mate´rielles d’un ensemble d’architectures avec une pre´cision de 20%
et avec une vitesse 200000 fois plus rapide que la synthe`se logique avec placement.
Nous avons formule´ le proble`me d’exploration architecturale comme une combinaison du
partitionnement logiciel/mate´riel, de l’allocation des processeurs, de l’assignation des taˆches
aux processeurs et du choix d’une topologie de communication. Des heuristiques de recherche
locale, soit la marche ale´atoire, le recuit simule´ adaptatif et la recherche tabou re´active, ont e´te´
de´finies pour la re´solution de ce proble`me. La recherche tabou re´active a syste´matiquement
obtenu de meilleurs re´sultats que la marche ale´atoire et le recuit simule´ adaptatif. Dans les
cas ou` il a e´te´ possible de trouver une solution optimale avec un parcours en profondeur, la
recherche tabou re´active a e´galement pu trouver cette solution optimale.
10.2 Limites et ame´liorations futures
Cette section de´crit les limites des me´thodes pre´sente´es ainsi que les travaux de recherche
futurs qui permettraient de de´passer ces limites.
10.2.1 E´quivalence des ordonnancements
Dans le mode`le de calcul des re´seaux de processus temps-re´el (RTPN) pre´sente´ au chapitre
4, on de´finit deux ordonnancements d’un RTPN comme e´quivalents si et seulement si ceux-ci
produisent dans les deux cas le meˆme ensemble de se´quences de jetons pour l’ensemble des
ports (d’e´criture ou de lecture) des canaux (soit si et seulement si les deux ordonnancements
produisent les meˆmes se´quences de bits de´finies a` la section 4.2.2). Cependant, cette exigence
d’une e´galite´ sur les ports de chaque canal c ∈ C peut eˆtre trop restrictive. En effet, il est pos-
sible qu’on soit seulement inte´resse´ aux se´quences de jetons de certains canaux, par exemple
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les canaux de sortie O ⊆ C du syste`me. Dans ce cas, on pourrait affaiblir la condition d’e´qui-
valence pour que deux ordonnancements de ce RTPN soient e´quivalents si et seulement si ils
produisent les meˆmes se´quences de jetons sur l’ensemble des ports de O ⊆ C. Il s’agit d’une
distinction similaire a` celle qui existe entre un syste`me de´terministe, dont toutes les ope´ra-
tions et donc les sorties sont de´terministes, et un syste`me faiblement non-de´terministe, dont
les ope´rations peuvent eˆtre non-de´terministes mais dont les sorties demeurent de´terministes
(Sondergaard et Sestoft, 1992).
Le processus p dont le code est fourni a` la figure 10.1 en est un exemple trivial. Supposons
que son canal d’entre´e est un canal POLL i et son canal de sortie un canal Kahn o. Selon
l’ordonnancement de p et du processus qui e´crit dans i, il est possible que p effectue des
lectures non-bloquantes sur i alors que i est vide et donc que des jetons de valeur absente
soient ajoute´s a` la se´quence de jetons au port de lecture de i. Par contre, tous ces jetons
supple´mentaires sont ignore´s par p e´tant donne´ la boucle d’attente active qui imple´mente
effectivement une lecture bloquante sur i. Dans ce cas, la se´quence de jetons sur o ne de´pend
pas de l’ordonnancement de p et du processus qui e´crit sur i. Deux ordonnancements peuvent
donc ne pas eˆtre e´quivalents selon la de´finition de la section 4.2.2 (avec des jetons de valeur
absente a` des endroits diffe´rents sur le port de lecture de i) tout en e´tant e´quivalents selon
une de´finition qui conside`re seulement le canal o.
Il est a` noter qu’e´tablir cette e´quivalence par rapport a` o a ne´cessite´ une inspection du
code du processus p. Cela contraste avec la de´finition de la section 4.2.2 qui exige seulement
que le processus p soit continu au sens de Scott, ce qui est garanti si il est mode´lise´ dans le
langage de (Kahn, 1974) qui est similaire a` celui de SPACE. Une avenue de recherche future
serait de de´finir une me´thode d’analyse statique du code des processus P d’un RTPN qui
indique sous quelles conditions deux ordonnancements d’un RTPN sont e´quivalents pour un
ensemble de canaux O ⊆ C. Il est probable que le proble`me consistant a` trouver les conditions
qui sont a` la fois ne´cessaires et suffisantes ne soit pas de´cidable. Il faudrait ensuite que la
me´thode de caracte´risation pre´sente´e a` la section 7.2 puisse eˆtre configure´e selon les conditions
suffisantes extraites par l’analyse statique, afin que la spe´cification et une imple´mentation
d’une application soient conside´re´es fonctionnellement e´quivalentes si ces conditions sont
respecte´es.
10.2.2 Consommation de puissance et d’e´nergie
La me´thodologie propose´e e´value les diffe´rentes architectures d’une application selon des
crite`res de performance et de couˆt mate´riel. D’autres crite`res sont cependant importants pour
la conception des syste`mes embarque´s, soit la consommation de puissance et d’e´nergie (Wolf
et al., 2008). Une ame´lioration future de la me´thodologie propose´e serait donc d’y inte´grer
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p(in dataIn , out dataOut) {
while (1) {





Figure 10.1 Un processus RTPN qui utilise une lecture non-bloquante comme une lecture
bloquante
des me´triques de consommation de puissance et d’e´nergie.
Cette inte´gration impliquerait de de´finir une me´trique de consommation de puissance
moyenne P ∶ A → R et une me´trique de consommation d’e´nergie E ∶ A → R et on aurait,
par de´finition, E(a) = P (a)T (a) pour toute architecture a. Si on dispose d’un moyen d’e´va-
luer P (a) ou E(a), il est alors aise´ d’ajouter des contraintes de puissance ou d’e´nergie aux
proble`mes d’exploration architecturale pre´sente´s a` la section 8.2 ou de de´finir des nouveaux
proble`mes qui consistent a` minimiser la consommation de puissance ou d’e´nergie. Les fonc-
tions objectives pour l’e´valuation des architectures seraient alors directement ajuste´es selon
la formule ge´ne´rale de la section 8.3 et tous les algorithmes d’exploration architecturale pre´-
sente´s a` la section 8.4 pourraient eˆtre directement applique´s avec ces nouvelles fonctions
objectives.
Le principal de´fi serait donc de de´velopper une me´thode suffisamment pre´cise et rapide
pour l’e´valuation des me´triques E(a) ou P (a). Des travaux sont pre´sentement en cours
pour inte´grer une me´thode d’estimation de la consommation de puissance et d’e´nergie dans
la plate-forme virtuelle SPACE (Rogers-Valle´e et al., 2010). Cette me´thode consiste en la
de´finition d’un mode`le de consommation de puissance et d’e´nergie pour les processeurs, les
bus et les me´moires et en la caracte´risation de ces mode`les pour un FPGA Xilinx par un
ensemble de simulations au niveau RTL avec ModelSim (Mentor Graphics Corp., 2008) et
XPower (Wenande et Chidester, 2001). Ces mode`les peuvent ensuite estimer la puissance
moyenne et l’e´nergie consomme´e selon les informations fournies par une simulation de niveau
transactionnel. Par exemple, la simulation transactionnelle doit fournir au mode`le associe´ a` un
processeur l’adresse (PC) et le type de chaque instruction exe´cute´e alors que le mode`le associe´
a` une me´moire doit recevoir l’adresse et la donne´e de chaque acce`s a` la me´moire (Rogers-Valle´e
et al., 2010). Afin de permettre l’e´valuation de diffe´rents partitionnements logiciel/mate´riel,
il serait ne´cessaire que cette me´thode permette de de´finir et de caracte´riser automatiquement
des mode`les de consommation de puissance et d’e´nergie pour les imple´mentations mate´rielles
des modules ge´ne´re´es selon la me´thode pre´sente´e au chapitre 5.
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Cependant, meˆme apre`s cette caracte´risation, l’utilisation de ces mode`les de consomma-
tion demande une simulation comple`te approximativement pre´cise au cycle pre`s, ou` chaque
instruction et chaque acce`s me´moire sont simule´s se´pare´ment. Pour acce´le´rer l’e´valuation
d’un grand nombre d’architectures, il serait donc ne´cessaire d’effectuer une deuxie`me ronde
de caracte´risation pour permettre l’estimation de la performance et de l’e´nergie au niveau
du simulateur de performance pre´sente´ a` la section 7.2.4. Cette deuxie`me ronde de caracte´-
risation associerait par exemple une consommation de puissance et d’e´nergie aux diffe´rentes
exe´cutions des segments de programme des modules et aux ope´rations du RTOS, tel que les
changements de contexte. Les simulations re´alise´es pour caracte´riser le temps d’exe´cution
des segments de programme des modules, tel que pre´sente´ a` la section 7.2.2, pourraient ainsi
e´galement servir a` caracte´riser leur consommation de puissance et d’e´nergie.
10.2.3 Temps de caracte´risation des modules logiciels
Tel que de´crit a` la section 7.2.2, la caracte´risation du temps d’exe´cution logiciel des mo-
dules ne´cessite, pour chacun de ceux-ci, une simulation SPACE a` niveau d’abstraction mixte
qui inclut un ISS exe´cutant l’imple´mentation logicielle du module. Une telle simulation est
relativement lente et le nombre de simulations ne´cessaires a` la caracte´risation croˆıt line´aire-
ment avec le nombre n de modules dans l’application. Cette caracte´risation est comple`tement
automatise´e et l’utilisateur peut donc effectuer d’autres activite´s pendant ce temps : elle ne se
trouve donc ge´ne´ralement pas sur le chemin critique du projet. Par contre, il est possible que
l’utilisateur veuille effectuer une co-exploration de l’algorithme et de l’architecture de l’appli-
cation (Lee et al., 2009), ce qui impliquerait que l’exploration architecturale soit lance´e pour
une spe´cification exe´cutable qui contient une premie`re version de l’algorithme, que celui-ci
soit modifie´ en fonction des re´sultats de l’exploration architecturale, que celle-ci soit lance´e
de nouveau et ainsi de suite. Chaque modification de la spe´cification exe´cutable implique une
nouvelle caracte´risation des modules logiciels et il serait alors ne´cessaire de l’acce´le´rer.
Le temps ne´cessaire a` la caracte´risation des modules logiciels pourrait eˆtre diminue´ en
ayant recours aux me´thodes pre´sente´es a` la section 2.4.2.1. Ainsi, ces me´thodes pourraient eˆtre
utilise´es pour ge´ne´rer un mode`le transactionnel pre´cise´ment temporise´ d’un module logiciel
a` l’aide d’une analyse statique des blocs de base du module logiciel. La simulation utilise´e
pour caracte´riser les segments de programme du module logiciel n’aurait alors plus besoin
d’exe´cuter celui-ci instruction par instruction sur un ISS, mais pourrait simplement faire
appel a` son mode`le transactionnel temporise´. Cela ame`nerait une nette acce´le´ration de ces
simulations et donc de la caracte´risation. Si des me´triques de consommation de puissance
et d’e´nergie e´taient ajoute´es a` la me´thodologie, tel que discute´ a` la section 10.2.2, alors
une me´thode similaire permettrait de caracte´riser les modules logiciels selon ces me´triques.
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La puissance et l’e´nergie associe´e a` chaque instruction seraient caracte´rise´es a` l’aide de la
me´thode de (Rogers-Valle´e et al., 2010), puis la puissance et l’e´nergie de chaque bloc de base
seraient e´value´es par une analyse statique comme celle de (Tiwari et al., 1996), et finalement la
puissance et l’e´nergie de chaque exe´cution d’un segment de programme seraient caracte´rise´es
par des simulations transactionnelles tel que discute´ a` la section 10.2.2.
10.2.4 Ge´ne´ralisation de l’exploration architecturale
L’exploration architecturale pre´sente´e au chapitre 8 s’effectue en supposant que chaque
module de l’application a au plus une imple´mentation logicielle et une imple´mentation mate´-
rielle et que les processeurs et les bus alloue´s sont homoge`nes. Il serait possible de ge´ne´raliser
l’exploration architecturale en permettant que chaque module ait un nombre arbitraire d’im-
ple´mentations, que les processeurs soient he´te´roge`nes et que des topologies de communication
arbitraires soient explore´es.
Ainsi, la me´thode de synthe`se mate´rielle pre´sente´e a` la section 5 pourrait eˆtre modifie´e
pour ge´ne´rer plusieurs imple´mentations mate´rielles d’un meˆme module en utilisant diffe´-
rentes options lors de la synthe`se comportementale. Cette e´tape pourrait meˆme faire l’objet
d’une exploration micro-architecturale afin de trouver un ensemble Pareto-optimal d’imple´-
mentations mate´rielles d’un module (Chtourou et Hammami, 2005). De la meˆme manie`re, la
me´thode de synthe`se logicielle pre´sente´e a` la section 3.2.5.1 pourrait cibler diffe´rents proces-
seurs ou diffe´rentes configurations d’un meˆme processeur. Pour un processeur extensible tel
que le Xtensa (Gonzalez, 2000), cela pourrait meˆme impliquer de ge´ne´rer automatiquement
des nouvelles instructions selon le code du module (Goodwin et Petkov, 2003; Sun et al.,
2003).
La caracte´risation du temps d’exe´cution et du couˆt mate´riel de chaque imple´mentation
mate´rielle d’un module se ferait alors selon les me´thodes pre´sente´es respectivement aux sec-
tions 7.2.2 et 7.3.1. La recherche locale pre´sente´e a` la section 8.4.4 devrait alors eˆtre e´tendue
pour inclure un mouvement qui consiste a` remplacer une imple´mentation mate´rielle d’un
module par une autre imple´mentation mate´rielle du meˆme module. De la meˆme manie`re, le
temps d’exe´cution et la me´moire logicielle de chaque imple´mentation logicielle d’un module
seraient caracte´rise´s selon les me´thodes pre´sente´es respectivement aux sections 7.2.2 et 7.3.2.
Le couˆt mate´riel de chaque processeur (ou chaque configuration d’un processeur) serait carac-
te´rise´ selon la me´thode pre´sente´e a` la section 7.3.3. La recherche locale pre´sente´e a` la section
8.4.4 serait alors e´tendue pour y ajouter un mouvement qui remplace un processeur par un
autre processeur (ou une autre configuration du meˆme processeur) et modifie en conse´quence
les imple´mentations logicielles des modules assigne´s a` ce processeur.
Une configuration de processeur qui demanderait un traitement particulier serait l’ajout
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d’une me´moire cache. En effet, la me´thode de caracte´risation pre´sente´e a` la section 7.2.2 sup-
pose que, bien qu’un changement de contexte ou une interruption puissent retarder l’exe´cution
d’un segment de programme en suspendant le module auquel il appartient, le temps pris par
le module pour exe´cuter un chemin donne´ de ce segment, lorsqu’il de´tient le processeur, est
constant. Cette supposition se justifie pour un processeur sans cache alors que le temps d’exe´-
cution d’un code est de´termine´ essentiellement par des facteurs locaux. Par exemple, meˆme
si un changement de contexte vient modifier le contenu du pipeline du processeur au milieu
de l’exe´cution d’un segment, cela aura un impact seulement sur un nombre d’instructions au
pire e´gal a` la taille du pipeline (typiquement 5 ou moins pour les processeurs embarque´s). Par
contre, les effets d’un changement de contexte sur le taux de de´fauts (miss) de cache, et donc
sur le temps d’exe´cution, peuvent se faire sentir meˆme plusieurs milliers d’instructions apre`s
le changement de contexte (Mogul et Borg, 1991). La caracte´risation pre´sente´e a` la section
7.2.2 tiendrait donc seulement compte des de´fauts de cache intrinse`ques au module logiciel
sans tenir compte de ceux cause´s par le changement de contexte. Pour en tenir compte, il se-
rait possible d’extraire, lors de la caracte´risation des modules logiciels, les traces des adresses
me´moire auxquelles chaque module logiciel acce`de. Le simulateur de performance pourrait
alors eˆtre configure´ avec, pour chaque processeur, un mode`le analytique de cache (Agarwal
et al., 1989; Liu et al., 2008) qui serait construit a` partir des traces des modules assigne´s a`
ce processeur et qui pourrait estimer les de´fauts de cache dus aux changements de contexte.
Finalement, il serait possible d’ajouter a` l’exploration architecturale d’autres liens de
communications que des bus tel que des liens point a` point ou des re´seaux sur puces (NoC).
Il faudrait alors caracte´riser leur de´lai (section 7.2.3.3) de meˆme que leur couˆt mate´riel (sec-
tion 7.3.3) et les ajouter au simulateur de performance (section 7.2.4). La recherche locale
pre´sente´e a` la section 8.4.4 devrait e´galement eˆtre modifie´e pour y inclure des mouvements
qui ajoutent ou retirent des liens point a` point ou des NoC et qui y assignent ou de´placent
les composants mate´riels. L’inclusion de ces me´canismes de communication permettrait d’ex-
plorer une plus grande varie´te´ de topologie de communication.
10.2.5 Performance du logiciel embarque´
Pre´sentement, la synthe`se logicielle re´alise´e pour SPACE associe une taˆche logicielle a`
chaque module logiciel assigne´ a` un processeur et ces diffe´rentes taˆches sont ordonnance´es
dynamiquement par un RTOS. Tel que pre´sente´ a` la section 7.2.3.4, les de´lais associe´s aux
changements de contexte et aux communications entre taˆches logicielles sont e´leve´s, se chif-
frant dans les centaines voire les milliers de cycles pour chaque changement de contexte ou
communication. Cela cre´e une tension au niveau de la granularite´ de la spe´cification exe´cu-
table : plus elle est fine, mieux elle peut exprimer le paralle´lisme de taˆche, mais plus il risque
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d’y avoir une multitude de taˆches logicielles ordonnance´es dynamiquement sur les processeurs.
Une solution a` ce proble`me serait d’imple´menter plusieurs modules logiciels (assigne´s a`
un meˆme processeur) en une seule taˆche logicielle qui est exe´cute´e se´quentiellement. Suite a`
cette fusion des modules logiciels, les changements de contexte entre ceux-ci seraient e´limine´s
et les communications entre eux deviendraient alors des acce`s a` des variables locales de la
taˆche plutoˆt que des appels aux me´canismes de communication et de synchronisation du
RTOS. Cela ame`nerait un gain de performance conside´rable. Pour ce faire, des me´thodes
d’ordonnancement quasi-statique (Cortadella et al., 2005; Gu et al., 2010) pourraient eˆtre
applique´es afin de ge´ne´rer, a` partir de m modules assigne´s a` un processeur, t taˆches logicielles
e´quivalentes tel que t ≤ m. E´tant donne´ la ge´ne´ralite´ de notre mode`le de calcul, il n’est pas
possible de garantir qu’une seule taˆche logicielle puisse imple´menter l’ensemble des modules
assigne´s a` un processeur.
Dans le cas ou` t = 1, le RTOS pourrait eˆtre e´limine´ et le processeur pourrait simplement
exe´cuter une boucle infinie contenant le code de la taˆche, ce qui permettrait des gains autant
au niveau de la performance que de la me´moire requise par le logiciel embarque´. Dans le cas
ou` t > 1, il serait ne´cessaire de conserver un ordonnanceur dynamique pour les t taˆches. Si
on accepte d’avoir un ordonnancement coope´ratif des taˆches logicielles (plutoˆt que l’ordon-
nancement pre´emptif pre´sentement utilise´ apre`s la synthe`se logicielle avec SPACE), alors il
serait possible d’utiliser les me´thodes de (Nacul et Givargis, 2006; Cho et Choi, 2009) pour
de´couper les taˆches en des segments non-pre´emptibles, qui seraient alors combine´s avec l’or-
donnanceur dynamique pour former un programme monolithique. Celui-ci s’exe´cuterait de
manie`re plus performante qu’avec un RTOS conventionnel.
Ces optimisations diminueraient le temps d’exe´cution des architectures qui ont des mo-
dules assigne´s en logiciel et pourraient donc faire en sorte que l’exploration architecturale
trouve des solutions de meilleure qualite´. Il serait alors ne´cessaire de s’assurer que les me´-
thodes de caracte´risation et d’estimation, et donc la fonction objective utilise´e par l’explora-
tion architecturale, tiennent compte des nouvelles optimisations re´alise´es lors de la synthe`se
logicielle.
10.2.6 E´valuation industrielle de la me´thodologie
Un travail futur pertinent serait d’e´valuer la me´thodologie dans un contexte industriel
afin de de´terminer l’impact qu’a l’utilisation de la me´thodologie sur la dure´e des projets de
conception de syste`mes embarque´s et sur la qualite´ des re´sultats obtenus. Il s’agit essentielle-
ment d’un proble`me de recherche en ge´nie logiciel pour lequel l’e´tablissement d’un protocole
expe´rimental re´aliste et rigoureux est un de´fi important (Basili et al., 1986; Wohlin et al.,
2000; Kitchenham, 2007). Ide´alement, deux e´quipes de travail en tous points comparables
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re´aliseraient chacune de manie`re inde´pendante un important projet de de´veloppement de
syste`mes embarque´s, une e´quipe utilisant la me´thodologie et l’autre ne l’utilisant pas, et ce
sans que l’une ou l’autre e´quipe n’ait un biais pour ou contre la me´thodologie. Ce proto-
cole expe´rimental serait par contre difficilement re´alisable e´tant donne´ la grande quantite´
de ressources humaines (l’e´quipe travaillant en double) qui devraient y eˆtre consacre´es. Un
protocole moins rigoureux mais plus re´aliste serait qu’une e´quipe de travail utilise la me´-
thodologie pour re´aliser un projet industriel de conception de syste`mes embarque´s et qu’on
compare la dure´e et la qualite´ des re´sultats de ce projet a` ceux d’un autre projet similaire
pre´ce´demment re´alise´ par la meˆme e´quipe de travail sans utiliser la me´thodologie.
En bref, cette the`se a pre´sente´ de nouvelles me´thodes et une nouvelle me´thodologie de
niveau syste`me ayant pour but d’acce´le´rer la conception, l’exploration architecturale et l’im-
ple´mentation des syste`mes embarque´s. Cet objectif est d’une grande importance pour les
compagnies qui visent a` commercialiser des syste`mes embarque´s et doivent avoir un temps
de mise en marche´ le plus court possible. Il est pertinent de poursuivre les recherches dans ce
domaine afin que de telles me´thodologies de niveau syste`me soient adopte´es par l’industrie
pour re´aliser plus efficacement leurs projets de de´veloppement de syste`mes embarque´s.
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ANNEXE A
TRANSFORMATION D’UN RTPN EN DEPN
Le chapitre 4 a pre´sente´ le mode`le de calcul des re´seaux de processus temps-re´el (RTPN)
et a de´fini un ordonnancement d’un RTPN comme une fonction qui associe un temps donne´
a` chaque e´ve`nement du RTPN. On indique ici comment un RTPN dont on a fixe´ l’ordon-
nancement peut eˆtre mode´lise´ comme un re´seau de processus a` e´ve`nements discrets (DEPN).
De manie`re e´quivalente, un DEPN qui repre´sente une imple´mentation pleinement temporise´e
d’un RTPN peut fixer l’ordonnancement de celui-ci.
Les DEPN sont mode´lise´s avec le me´ta-mode`le formel de calcul appele´ tagged signal
model (Lee et Sangiovanni-Vincentelli, 1998; Lee, 1999). Ainsi, dans ce me´ta-mode`le, on a
un ensemble T = R qui repre´sente une dimension temporelle, un ensemble de valeurs V et un
e´ve`nement (jeton temporise´) e est un e´le´ment de l’ensemble T ×V : un e´ve`nement se produit
a` un instant donne´ avec une valeur donne´e. Un signal a` e´ve`nement discrets s est une suite
d’e´ve`nements ((t1, v1), (t2, v2), . . . ) qui respecte un ordre chronologique : on a donc que i < j
implique ti < tj pour tout i, j. Un signal est donc une se´quence de jetons temporise´s. On
de´signe par S par l’ensemble des signaux a` e´ve`nements discrets. Pour tout m,n, une fonction
f ∶ Sm → Sn est donc de´terministe : si on connait le vecteur de signaux x⃗ fourni en entre´e a`
f , alors on connait e´galement le vecteur de signaux y⃗ = f(x⃗) produit par f . Il est a` noter que
ce de´terminisme porte non seulement sur la fonctionnalite´ (valeurs des jetons temporise´s)
mais e´galement sur la performance (temps des e´ve`nements). Cette mode´lisation ne permet
donc pas de faire varier le temps d’exe´cution des processus et c’est pourquoi elle n’a pas e´te´
retenue pour notre me´thode d’exploration architecturale.
Un DEPN est de´terministe si il est possible de´terminer de manie`re unique son compor-
tement, autant en terme de fonctionnalite´ que de performance, a` partir des processus qui le
composent et des connexions entre ceux-ci. Pour trouver dans quelles conditions un DEPN
est de´terministe, il faut faire appel au concept de causalite´ et au the´ore`me Banach du point
fixe (Yates, 1993; Lee, 1999). Ainsi, une fonction f est causale si, pour toute paire de signaux
r et s identiques jusqu’au temps t, on a f(r) et f(s) identiques au moins jusqu’au temps
t. En d’autres termes, l’entre´e de la fonction jusqu’au temps t de´termine la sortie au moins
jusqu’au temps t. Une fonction f est delta-causale si il existe un ∆ > 0 tel que, pour toute
paire de signaux r et s identiques jusqu’au temps t, on a f(r) et f(s) identiques au moins
jusqu’au temps t+∆. C’est une autre manie`re de dire qu’une fonction delta-causale introduit
un de´lai d’au moins ∆ entre son entre´e et sa sortie. Si chaque processus d’un DEPN est
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delta-causal et de´terministe, alors le comportement du DEPN existe et est unique : il est
donc de´terministe (Yates, 1993; Lee, 1999). De plus, il est possible de trouver la valeur des
signaux du DEPN en les initialisant a` une valeur initiale quelconque (par exemple le signal
vide), puis en appliquant ite´rativement les fonctions correspondant aux processus DEPN. En
d’autres termes, on peut trouver le comportement unique d’un tel DEPN en l’exe´cutant ou
en le simulant. Cela signifie que la se´mantique ope´rationnelle d’un tel DEPN (la manie`re dont
il est exe´cute´) correspond a` sa se´mantique de´notationnelle (l’application qu’il mode´lise).
On montre ici comment un RTPN dont a fixe´ l’ordonnancement peut eˆtre mode´lise´ en un
DEPN et quelles conditions doit respecter un RTPN pour que les DEPN ge´ne´re´s a` partir de
celui-ci soient de´terministes.
A.1 Mode´lisation des canaux du RTPN
Tel qu’illustre´ a` la figure A.1, un canal de´terministe d’un RTPN peut eˆtre mode´lise´ par
un processus DEPN qui est fonction f ∶ S3 → S qui a comme entre´es un signal x de donne´es
envoye´es, un signal r de requeˆtes de lecture, un signal a d’arbitrage et comme sortie un signal
y de donne´es rec¸ues. Les e´ve`nements sur les signaux x et r correspondent respectivement
aux e´ve`nements we et rb du mode`le RTPN : une donne´e arrive sur le signal x lorsque le
processus source a termine´ de l’e´crire et un e´ve`nement arrive sur le signal r lorsque le processus
destinataire demande de lire une donne´e. Le canal peut alors transmettre une donne´e au
processus destinataire via le signal y si une telle donne´e est disponible (e´ve`nement a du
RTPN). Sinon, son comportement de´pendra du type de canal : un canal avec lecture bloquante
attendra une nouvelle donne´e en x pour ensuite la transmettre via y au processus destinataire,
un canal avec lecture non-bloquante transmettra plutoˆt une valeur absente sur le canal y. Les
e´ve`nements du signal y correspondent aux e´ve`nements re du RTPN : la lecture se termine
lorsque le canal donne sa re´ponse.
Le signal a d’un canal mode´lise le fait que les canaux d’un syste`me ne sont pas ne´cessai-
rement inde´pendants les uns des autres et que leur comportement et leur performance peut
varier selon l’utilisation des autres canaux, par exemple si plusieurs canaux se partagent un
meˆme bus. Cet arbitre peut e´galement servir a` s’assurer que le DEPN impose l’ordonnan-
cement fixe´ pour le RTPN. L’ajout d’un tel arbitre au mode`le DEPN s’effectue sans perte
de ge´ne´ralite´, puisque rien n’exclut qu’il permette a` plusieurs canaux de communiquer en
paralle`le. Le signal a repre´sente donc des commandes pouvant eˆtre fournies par un arbitre. Si
un RTPN contient n canaux, l’arbitre est mode´lise´ comme un processus DEPN qui est une
fonction f ∶ S2n → Sn qui prend en entre´e deux vecteurs x⃗ et r⃗ regroupant les signaux x et
r de chaque canal et qui produit en sortie un vecteur a⃗ regroupant les signaux a de chaque
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canal. Un tel arbitre est donc e´galement de´terministe, bien que la mode´lisation exacte de sa
fonction f puisse eˆtre complexe.
A.2 Mode´lisation des processus du RTPN
Un processus de´terministe d’un RTPN avec m canaux d’entre´es et n canaux de sorties
devient dans le mode`le DEPN une fonction f ∶ Sm+1 → Sm+n. Cette fonction a comme entre´es
un signal b d’ordonnancement et un vecteur y⃗ de signaux de donne´es regroupant les signaux de
sortie y de chacun desm canaux d’entre´es. Ses sorties sont un vecteur r⃗ regroupant les signaux
de requeˆte r des canaux d’entre´e ainsi qu’un vecteur z⃗ regroupant les signaux d’entre´es x de
chacun des n canaux de sortie. Ainsi, un processus envoie des requeˆtes de lecture a` ses canaux
d’entre´e via les signaux r⃗, rec¸oit les valeurs lues via les signaux y⃗ et produit des valeurs de
sortie qu’il e´crit a` ses canaux de sortie via les signaux z⃗. Ainsi, un processus communique
avec les autres processus seulement via les canaux de communications. La figure A.1 illustre
un exemple de processus avec un canal d’entre´e.
Le signal d’ordonnancement b fourni en entre´e au processus sert a` mode´liser le cas ou`
plusieurs processus se partagent un meˆme processeur et ou` un ordonnanceur doit s’assurer
qu’un seul de ces processus s’exe´cute a` la fois. Un tel ordonnanceur peut e´galement s’assurer
que le DEPN impose l’ordonnancement fixe´ pour le RTPN. L’ajout d’un tel ordonnanceur
au mode`le DEPN s’effectue sans perte de ge´ne´ralite´, puisque rien n’exclut qu’il permette
a` plusieurs processus de s’exe´cuter en paralle`le. Cet ordonnanceur est mode´lise´ comme une
fonction qui prend en entre´e trois matrices de signaux Y , R et Z qui regroupent les vecteurs
de signaux y⃗, r⃗ et z⃗ associe´s a` chacun des processus du syste`me et produit en sortie un vecteur









Figure A.1 Un processus p avec un canal c d’entre´e, un signal a d’arbitrage, un signal b
d’ordonnancement, un signal r de requeˆte et des signaux x,y et z de donne´es
A.3 Composition en un re´seau de processus
A` un RTPN donne´ dont a fixe´ l’ordonnancement, on associe un DEPN dont les processus
sont les mode´lisations DEPN des processus RTPN, des canaux RTPN, de l’arbitre et de
l’ordonnanceur pre´sente´es aux sections pre´ce´dentes. Ces processus DEPN sont connecte´s
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entre eux par l’ensemble de signaux illustre´ a` la figure A.2. Ainsi, le RTPN a en entre´e une
matrice I de signaux qui regroupent l’ensemble des entre´es externes du RTPN. Ces signaux
I sont fournis en entre´e au vecteur c⃗ des canaux du RTPN, a` l’arbitre et a` l’ordonnanceur.
Les canaux, l’arbitre et l’ordonnanceur rec¸oivent e´galement en entre´e la matrice X de tous
les signaux de donne´es internes au RTPN produits par le vecteur p⃗ des processus du RTPN
ainsi que la matrice R des signaux de requeˆtes de lecture de chaque processus. L’arbitre
utilise ces informations pour produire un vecteur a⃗ de signaux d’arbitrage de chaque canal
alors que les canaux produisent la matrice Y des signaux de donne´es transmis aux processus
et a` l’ordonnanceur. L’ordonnanceur ge´ne`re le vecteur b⃗ des signaux d’ordonnancement des
processus. Les processus produisent une matrice O de signaux de sortie externes au RTPN et
cette matrice est e´galement fournie en entre´e a` l’ordonnanceur. La matrice forme´e Z forme´e
par la concate´nation des matrices X et O correspond a` l’ensemble des signaux de sortie
















Figure A.2 Mode`le ge´ne´ral d’un RTPN en tant que DEPN
On cherche a` savoir si, pour une matrice donne´e de signaux d’entre´e I, il est possible
de de´terminer la valeur de l’ensemble des autres signaux du DEPN. En d’autres termes,
le DEPN est-il de´terministe ? Il n’est pas suffisant que l’ensemble des e´le´ments du DEPN
soient des fonctions de´terministes. En effet, prenons par exemple un DEPN tel que l’arbitre
ne retarde jamais un canal, que l’ordonnanceur ne retarde jamais un processus et que les
processus effectuent toujours une requeˆte de lecture de`s qu’une valeur est disponible dans un
canal d’entre´e. Supposons de plus que les canaux de ce DEPN sont tous tels que leur signal
de sortie y est e´gale a` leur signal d’entre´e x et que les processus de ce DEPN sont tous tels
que leurs signaux de sortie sont e´gaux a` leur signal d’entre´e. Si deux de ces processus et deux
de ses canaux sont connecte´s en une boucle de re´troaction, alors on obtient que les signaux
x1, y1, x2, y2 de cette boucle de re´troaction peuvent prendre n’importe quelle valeur tant que
x1 = y1 = x2 = y2, tel qu’illustre´ a` la figure A.3 (l’arbitre, l’ordonnanceur et les signaux de
requeˆte sont omis pour plus de clarte´). Si on ajoute au DEPN une entre´e i qui est ignore´e,
alors, pour chaque valeur donne´e de i, le DEPN peut produire en sortie n’importe quelle
valeur de o tant que x1 = y1 = x2 = y2 = o : ce DEPN est donc non-de´terministe.
















Figure A.3 Mode`le d’un DEPN non de´terministe avec x1 = y1 = x2 = y2 = o
causals. On montre de plus que ce the´ore`me Banach du point fixe peut s’appliquer meˆme si
chaque e´le´ment du DEPN n’est pas delta-causal. On suppose d’abord que chaque e´le´ment
du DEPN est causal et de´terministe. Supposons e´galement que chaque canal RTPN mode´lise´
comme processus DEPN est delta-causal (cette hypothe`se n’est pas respecte´e par le DEPN
non-de´terministe de la figure A.3). Chaque canal produit donc sa sortie y avec un de´lai d’au
moins ∆ par rapport a` ses entre´es x, r et a et le vecteur des canaux produit donc sa sortie
Y avec un de´lai d’au moins ∆ par rapport a` ses entre´es X, R et a⃗. L’arbitre, qui est causal,
produit sa sortie a⃗ avec un de´lai supe´rieur ou e´gal a` 0 par rapport a` ses entre´es X et R. Si on
compose l’arbitre avec le vecteur de canaux c⃗, on obtient donc que l’e´le´ment re´sultant illustre´
a` la figure A.4 produit sa sortie Y avec un de´lai d’au moins ∆ par rapport a` ses entre´es
I, X et R : cet e´le´ment compose´ est donc delta-causal. On de´montre ensuite qu’il suffit de














Figure A.4 Mode`le du RTPN apre`s composition de l’arbitre avec les canaux
L’hypothe`se de delta-causalite´ de l’ordonnanceur est naturelle e´tant donne´ que, pour les
processus repre´sentant une taˆche logicielle a` ordonnancer sur un processeur, l’ordonnanceur
est e´galement exe´cute´ en logiciel et a donc un temps de re´action non nul. Quant aux processus
purement comportementaux ou repre´sentant un composant mate´riel et n’ayant donc pas
besoin d’eˆtre ordonnance´s sur un processeur, l’ordonnanceur leur fournit une sortie constante
indiquant que le processus peut toujours s’exe´cuter. La production d’un tel signal constant
est inde´pendante des entre´es de l’ordonnanceur et est donc trivialement delta-causale.
L’ordonnanceur produit sa sortie b⃗ avec un de´lai d’au moins ∆ par rapport a` ses entre´es
I, X, Y , R et O alors que le vecteur de processus p⃗ est causal et produit donc ses sorties X,
R et O avec un de´lai d’au moins 0 par rapport a` ses entre´es Y et b⃗. Le de´lai d’au moins ∆
sur la production de b⃗ par l’ordonnanceur se re´percute alors sur la production de sorties de p⃗,
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qui a b⃗ comme entre´e. Il a e´te´ de´montre´ dans (Lee, 1999) qu’une composition tel que celle de
l’ordonnanceur et du vecteur de processus p⃗ est delta-causale : elle produit ses sorties X, R et
O avec un de´lai d’au moins ∆ par rapport a` ses entre´es I et Y . Apre`s ces deux compositions,
on obtient que le RTPN tel qu’illustre´ a` la figure A.5 est compose´ de deux e´le´ments qui sont
chacun delta-causal, le RTPN est donc de´terministe. Cela de´montre qu’un DEPN ge´ne´re´ a`
partir d’un RTPN est de´terministe si l’ordonnanceur et chaque canal sont delta-causals et








Figure A.5 Mode`le du RTPN apre`s composition de l’ordonnanceur avec les processus
Une preuve plus complexe se base sur la proprie´te´ de la Scott-continuite´ : si chaque
processus d’un re´seau de processus est Scott-continu, alors le re´seau de processus est lui
aussi Scott-continu et a un comportement de´terministe. Cette proprie´te´ a e´te´ de´montre´e par
(Liu et Lee, 2008) pour les DEPN. Il suffirait donc de de´montrer que les canaux, l’arbitre
et l’ordonnanceur d’un tel DEPN sont Scott-continus pour de´montrer qu’un RTPN mode´lise´
en DEPN est Scott-continu (et donc de´terministe) si les processus qui le composent sont
tous Scott-continus. On a ainsi de´montre´ dans (Moss et Bois, 2009) que les mode`les DEPN
des canaux Kahn et POLL sont Scott-continus. L’avantage d’une preuve base´e sur la Scott-
continuite´ plutoˆt que sur la delta-causalite´ est que cette preuve couvre des syste`mes continus
ou des hybrides continu/discret qui ne sont pas ne´cessairement delta-causaux. Cependant,
comme les syste`mes embarque´s e´tudie´s dans cette the`se sont des syste`mes informatiques
nume´riques et donc discrets, la preuve base´e sur la delta-causalite´ pre´sente´e ci-dessus suffit.
A.4 Simulation et exe´cution de´terministe
Les re´sultats pre´sente´s dans cette section s’appliquent e´galement a` la simulation ou a`
l’exe´cution d’applications embarque´es mode´lise´es comme un ensemble de processus concur-
rents (tels des fils d’exe´cution SystemC (IEEE, 2005)) qui communiquent via des mode`les
transactionnels (Cai et Gajski, 2003) ou fonctionnels de bus ou de FIFO. En effet, de tels sys-
te`mes embarque´s ont alors une structure similaire a` celle d’un RTPN (et d’un DEPN ge´ne´re´ a`
partir de celui-ci). Si les processus ont un comportement et une performance de´terministe et
que les communications entre processus ont lieu exclusivement au travers de canaux de com-
munication tels que des bus et des FIFO, alors il suffit que chaque communication au travers
225
de ces canaux de communications ait un de´lai de´terministe supe´rieur a` 0 pour que le sys-
te`me dans son ensemble ait un comportement et une performance de´terministe. En d’autres
termes, a` chaque fois qu’on exe´cute ce syste`me embarque´ avec un stimulus identique (a` la
fois au niveau des valeurs et des temps d’arrive´e), ce syste`me embarque´ a un comportement
et une performance identique.
Ce re´sultat s’applique directement aux mode`les temporise´s et la simulation sera alors
de´terministe de`s lors que les mode`les de bus mode´lisent approximativement ou pre´cise´ment
les de´lais de communication. Ce re´sultat ne s’applique the´oriquement pas aux mode`les non
temporise´s e´tant donne´ que ces mode`les n’ont alors aucune notion de delta-causalite´. Cepen-
dant, on peut en pratique l’appliquer a` ces mode`les en les transformant en des mode`les tre`s
approximativement temporise´s, dans lequel le de´lai induit par les canaux de communications
est d’une valeur arbitraire supe´rieure a` 0. Dans le cas d’un mode`le SystemC, le canal de
communication doit donc effectuer un wait() avec un de´lai supe´rieur a` 0 lors d’une commu-
nication. Concre`tement, cela signifie qu’un processus ne peut pas effectuer un nombre infini
de lectures ou d’e´critures non-bloquantes en un temps fini et qu’on e´vite ainsi une situation
qui me`nerait a` la famine des autres processus lors de la simulation ou de l’exe´cution.
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ANNEXE B
PROCE´DURE DE CARACTE´RISATION DU RTOS ET DE L’API
LOGICIELLE
Cet annexe vient comple´ter la section 7.2.3.4 sur la caracte´risation du RTOS et de l’API
logicielle en de´crivant leurs parame`tres de performance et pre´sentant une me´thode auto-
matise´e pour l’extraction de parame`tres de performance par le profilage d’une application
synthe´tique qui exerce les diffe´rents cas d’utilisation du RTOS et de l’API logicielle.
B.1 De´finition des parame`tres de performance
On de´finit d’abord la politique d’ordonnancement des taˆches ainsi que la largeur lp du
processeur, qui de´signe le nombre d’octets avec lequel le processeur fonctionne et communique
nativement. Le RTOS µC/OS-II (Labrosse, 2002) utilise une politique d’ordonnancement
pre´emptif avec priorite´s statiques et he´ritage de priorite´ (on suppose qu’un ordre de priorite´
est de´ja` associe´ aux modules de la spe´cification exe´cutable). Le processeur MicroBlaze (Xilinx
Inc., 2005) a une largeur de 4 octets.
Il y a ensuite le parame`tre tctx, qui de´signe le temps ne´cessaire a` un changement de
contexte. La principale routine de traitement d’interruption de l’API logicielle s’exe´cute
lorsque le processeur rec¸oit un paquet d’un module externe au processeur (soit un module
imple´mente´ en mate´riel ou une taˆche logicielle qui se trouve sur un autre processeur), cette
routine copie alors le contenu du paquet dans une plage de me´moire locale a` la taˆche des-
tinataire. Cette routine prend tisr0 puis tisr+ pour chaque tranche de lp octets. De plus, si
la re´ception de cette e´criture de´bloque une taˆche logicielle qui attendait cette e´criture, la
routine aura un de´lai supple´mentaire de tisrunblk. Cette routine prendra donc un temps de
tisr0 + ⌈n/lp⌉tisr+ + tisrunblkb pour recevoir un paquet de n octets, ou` b est une variable boo-
le´enne qui indique si la taˆche destinataire a duˆ eˆtre de´bloque´e. L’autre routine de traitement
d’interruption est celle qui traite l’acquittement d’une e´criture bloquante vers un module
externe au processeur, cette routine de traitement d’interruption prend un temps de tisrack.
L’envoi d’une requeˆte en lecture ou en e´criture a` un pe´riphe´rique de largeur ld prend un
temps tper0, puis tper+ pour chaque tranche de min(lp, ld) octets. Une requeˆte de n octets a`
un pe´riphe´rique demandera donc un temps de tper0 + ⌈n/min(lp, ld)⌉tper+.
L’e´criture d’un paquet de donne´es vers un module externe au processeur demande un
temps de thw0, puis thw+ pour chaque tranche de lp octets. Il y a un de´lai supple´mentaire de
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thwblk si il s’agit d’une e´criture bloquante et un autre de´lai supple´mentaire de thwackblk si la
taˆche logicielle doit s’interrompre parce que l’acquittement de l’e´criture n’est pas arrive´ au
moment ou` la taˆche ve´rifie s’il est arrive´. Ce de´lai exclut le temps pendant lequel la taˆche est
suspendue en attente de l’acquittement. Le temps ne´cessaire a` l’e´criture d’un paquet de n
octets a` un module externe au processeur est de thw0 + ⌈n/lp⌉thw+ + b1(thwblk + thwackblkb2), ou`
b1 et b2 sont respectivement des variables boole´ennes qui indique si l’e´criture est bloquante
et si elle bloque pour attendre l’acquittement.
L’e´criture d’un paquet de donne´es vers un module se trouvant sur le meˆme processeur
prend un temps de tsw0, puis tsw+ pour chaque tranche de lp octets. De plus, si une autre
taˆche logicielle avait cesse´ son exe´cution en attendant cette e´criture, alors tswunblk cycles
seront de´pense´s pour de´bloquer cette taˆche (meˆme si un changement de contexte n’a pas lieu
imme´diatement). Si l’e´criture est bloquante, alors il y a un de´lai supple´mentaire de tswblk et
encore un autre de´lai supple´mentaire de tswackblk si la taˆche logicielle qui e´crit doit attendre
l’arrive´e de l’acquittement. Ce de´lai exclut le temps pendant lequel la taˆche est suspendue en
attente de l’acquittement. Le temps ne´cessaire a` l’e´criture d’un paquet de n octets a` un autre
module sur le meˆme processeur est de tsw0+⌈n/lp⌉tsw++b1(tswblk+tswackblkb2)+tswunblkb3, ou` b1,
b2 et b3 sont respectivement des variables boole´ennes qui indique si l’e´criture est bloquante,
si elle bloque pour attendre l’acquittement et si elle de´bloque l’autre module.
Finalement, la lecture d’un paquet de donne´es en provenance d’un autre module prend un
temps de trdempty si il s’agit d’une lecture non-bloquante sur un canal vide. Dans les autres cas,
le temps est de trd0, puis de trd+ pour chaque tranche de lp. Si la lecture bloque car les donne´es
ne sont pas encore arrive´es, alors il faut ajouter un temps d’exe´cution supple´mentaire de trdblk.
Ce de´lai exclut le temps pendant lequel la taˆche est suspendue en attente de l’e´criture. Si la
taˆche logicielle doit renvoyer un acquittement, alors il faut ajouter un de´lai supple´mentaire de
tswack si le module se trouve sur le meˆme processeur ou de thwack si le module est externe au
processeur. Si cet acquittement de´bloque une taˆche logicielle sur le meˆme processeur, alors
il y a un de´lai supple´mentaire de tswackunblk. Le temps ne´cessaire a` la lecture d’un paquet
de n octets en provenance d’un autre module est donc de trd0 + ⌈n/lp⌉trd+ + b1(b2(tswack +
tswackunblkb3) + (1 − b2)thwack) + trdblkb4 ou` b1, b2, b3 et b4 sont respectivement des variables
boole´ennes qui indiquent si l’e´criture lue e´tait bloquante, si le module transmetteur se trouve
sur le meˆme processeur, si il est de´bloque´ par cette lecture et si la lecture bloque.
B.2 De´finition de l’application synthe´tique
Les RTOS sont ge´ne´ralement conc¸us de manie`re a` ce que le temps requis pour un chan-
gement de contexte ou pour de´marrer le traitement d’une interruption soit pre´visible. Par
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exemple, le temps requis par l’ordonnanceur de µC/OS-II pour se´lectionner la prochaine taˆche
a` s’exe´cuter ne de´pend pas du nombre de taˆches sur le processeur (Labrosse, 2002). On peut
donc caracte´riser les parame`tres de performance en exe´cutant et profilant une application
synthe´tique qui exerce les diffe´rents cas d’utilisation du RTOS et de l’API logicielle.
Une telle application synthe´tique a e´te´ cre´e´e pour SPACE. Elle est compose´e d’un pe´ri-
phe´rique (une me´moire RAM) et de cinq modules (un controˆleur, un re´pondeur, deux produc-
teurs et un consommateur). Cette application exerce les diffe´rents cas d’utilisation de l’API
de communications de SPACE : lectures et e´critures bloquantes ou non-bloquantes vers des
modules ou des pe´riphe´riques avec diffe´rentes tailles de paquet. Selon l’architecture qui l’im-
ple´mente, l’application synthe´tique exerce aussi (indirectement) les fonctions de changement
de contexte et les ISR du RTOS. Ainsi, les roˆles des modules de l’application synthe´tique
sont les suivants :
– Le controˆleur de´marre successivement chacune des trois phases de l’application synthe´-
tique en communiquant d’abord avec le re´pondeur puis avec les deux producteurs. Le
controˆleur re´cupe`re e´galement les re´sultats de chacune de ces phases de test et donne
un rapport global sur le re´sultat de l’application synthe´tique.
– Le re´pondeur teste les diffe´rents cas d’e´criture et de lecture bloquante ou non-bloquante
en communiquant avec le controˆleur lors de la premie`re phase de l’application synthe´-
tique.
– Le producteur #1 teste des e´critures de diffe´rentes tailles vers un module en envoyant
des paquets au consommateur lors de la deuxie`me phase de l’application synthe´tique.
– Le consommateur teste des lectures de diffe´rentes tailles en recevant les paquets du
producteur #1 lors de la deuxie`me phase de l’application synthe´tique.
– Le producteur #2 teste des lectures et e´critures de diffe´rentes tailles vers un pe´riphe´-
rique en envoyant et recevant des paquets de la me´moire RAM.
La spe´cification exe´cutable de cette application synthe´tique peut e´galement eˆtre raffine´e
vers une imple´mentation en remplac¸ant certains modules par leur imple´mentation logicielle
ou mate´rielle.
B.3 Extraction des parame`tres de performance
La me´thode automatique d’extraction des parame`tres de performance du RTOS et de
l’API logicielle utilise l’application synthe´tique pour tester les diffe´rents cas d’utilisation du
RTOS et de l’API logicielle. Ainsi, cette me´thode ge´ne`re, simule et profile automatiquement
32 architectures diffe´rentes de l’application synthe´tique. Les 31 premie`res architectures sont
compose´es d’un bus et d’un processeur et chacune des 31 architectures se distingue par
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un partitionnement logiciel/mate´riel diffe´rent des 5 modules de l’application synthe´tique (la
configuration ou` les 5 modules sont en mate´riel n’est pas simule´e). La 32e architecture utilise
deux processeurs pour tester les cas de communication entre processeurs avec le producteur
#1 et le consommateur : le controˆleur et le consommateur sont assigne´s au premier processeur
alors que le producteur #1 est assigne´ au deuxie`me processeur. Le but de ces simulations
est d’obtenir suffisamment de donne´es sur la performance du RTOS et de l’API logicielle
pour pouvoir en extraire les parame`tres de performance. Ces simulations sont donc profile´es
a` l’aide du profilage exhaustif pre´sente´ a` la section 6.1.4 pour pouvoir obtenir les temps de
chaque entre´e et de chaque sortie de chaque fonction logicielle ainsi que les valeurs de ses
arguments.
Ainsi, cette me´thode automatique examine chacune des 32 ensembles d’enregistrements
ge´ne´re´es par le profilage exhaustif et en extrait des informations de performance sur les
changements de contexte, les interruptions et les communications qui s’y produisent. Par
exemple, dans le cas d’un changement de contexte fait par le RTOS µC/OS II, on cherche tous
les appels a` la fonction d’ordonnancement OS_Sched qui re´sultent en un appel a` la fonction
de changement de contexte OSCtxSw et on en extrait le temps d’exe´cution de chacune de ces
occurrences.
De la meˆme manie`re, on trouve les routines de service d’interruption en recherchant les
appels a` la fonction OS_CPU_ISR, qui de´termine quelle routine de service d’interruption est
appele´e et on extrait le temps de traitement de l’interruption. En examinant quelle routine
est ensuite appele´e pour chaque interruption, on peut de´terminer se´pare´ment le temps d’exe´-
cution de la routine qui traite les acquittements et celle qui traite la re´ception des paquets
de donne´es. Ces temps d’exe´cution sont classe´s selon la taille du paquet du rec¸u et selon le
de´blocage ou non d’une taˆche.
Le meˆme principe s’applique e´galement lors de l’examen des appels aux fonctions de
communication de SPACE en examinant les valeurs des arguments passe´s en parame`tre et
en ve´rifiant si des appels sont faits a` des fonctions de blocage, de de´blocage d’une taˆche ou
d’envoi d’acquittement. Cela permet de classer les temps d’exe´cution des appels aux fonctions
de communication selon la taille des paquets et selon les diffe´rents cas de figure. E´tant donne´
qu’on sait a` quelle architecture correspond chaque ensemble d’enregistrements, on peut de
plus classer les occurrences de ces appels aux fonctions de communication selon que cet
appel implique deux modules sur un meˆme processeur ou bien un autre module externe au
processeur.
Une fois que les temps d’exe´cution des diffe´rentes occurrences des changements de contexte,
des traitements d’interruption et des communications sont classe´s selon les diffe´rents cas de
figure, on fait une moyenne arithme´tique de ces temps d’exe´cution pour chaque cas de figure.
230
Un parame`tre de performance comme tctx peut alors directement en eˆtre extrait, mais il faut
proce´der par de´duction pour les autres parame`tres. Par exemple, si la seule diffe´rence entre
deux cas de figure d’appel a` une fonction d’e´criture vers un pe´riphe´rique est que le second
cas e´crit un paquet dont taille est supe´rieure de lp a` celui e´crit dans le premier cas, alors
la diffe´rence entre le temps d’exe´cution moyen des deux cas de figures donne la valeur du
parame`tre tper+. Pour trouver la valeur du parame`tre tper0, il faut ensuite trouver le temps
d’exe´cution moyen du cas de figure ou` on e´crit vers un pe´riphe´rique un paquet de taille lp
et en soustraire la valeur tper+. On proce`de de manie`re similaire pour extraire les valeurs de
l’ensemble des parame`tres de performance. C’est ainsi qu’ont e´te´ obtenues, pour le RTOS
µCOS II et l’API logicielle de SPACE, les valeurs pre´sente´es au tableau 7.6.
231
ANNEXE C
COMPLEXITE´ COMBINATOIRE DE L’EXPLORATION
ARCHITECTURALE
Cette section e´value la complexite´ combinatoire des proble`mes d’exploration architectu-
rale de´finis a` la section 8.2, soit le nombre total d’architectures qui constituent l’espace de
recherche. Celui-ci de´pend de la fonction f de de´finition d’espace de recherche et on e´value
donc la complexite´ combinatoire des fonctions f1 et f2 pre´sente´es a` la section 8.1.
C.1 Analyse de la complexite´ combinatoire de f1
Tel que pre´sente´ a` la section 8.1, la fonction de de´finition d’espace de recherche f1 ∶
S × P1,1 → ℘(A) cible l’ensemble P1,1 ∈ P des plates-formes ayant un seul type de processeur
et un seul type de bus. De plus, cette fonction ge´ne`re l’espace de recherche en suivant les
trois e´tapes ou sous-proble`mes suivants :
(a) Le partitionnement logiciel/mate´riel ;
(b) L’allocation des processeurs et l’assignation des taˆches aux processeurs ;
(c) Le choix d’une topologie de communications.
L’analyse combinatoire du sous-proble`me (a) (Arato et al., 2005) et du sous-proble`me
(b) (Baghdadi et al., 2002) est simple et a de´ja` e´te´ re´alise´e. L’analyse combinatoire du sous-
proble`me (c) est similaire a` celle de (b) pour f1. Finalement, l’analyse combinatoire des com-
binaisons de ces sous-proble`mes, soit la complexite´ combinatoire des proble`mes d’exploration
architecturale de´finis a` la section 8.2, ne semble pas avoir e´te´ conside´re´e dans des travaux
ante´rieurs. On constate que ces proble`mes d’exploration architecturale ont une complexite´
combinatoire bien plus importante que chacun des proble`mes (a), (b) ou (c) pris se´pare´ment.
On de´bute d’abord par une revue de l’analyse combinatoire des proble`mes (a) et (b).
C.1.1 Analyse combinatoire du partitionnement logiciel/mate´riel
Soit une application avec n modules. Le partitionnement logiciel/mate´riel consiste alors
a` partitionner les n modules de l’application en deux sous-ensembles disjoints, le premier
contenant les modules a` imple´menter en logiciel et le second les modules a` imple´menter en
mate´riel. Il faut donc de´cider, pour chacun des n modules, si celui-ci sera imple´mente´ en
logiciel ou en mate´riel. Comme il y a 2 choix pour chacun des n modules et que ces choix
sont inde´pendants entre eux d’un point de vue combinatoire, le nombre de solutions possibles
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est e´gal a` 2n (Arato et al., 2005). En termes combinatoires, ce re´sultat est e´gal au nombre de
manie`res de re´partir n balles distinctes dans 2 boˆıtes distinctes (Riordan, 1958, p. 90).
C.1.2 Analyse combinatoire de l’allocation des processeurs et de l’assignation
des taˆches aux processeurs
Soit une application avec n taˆches logicielles. L’allocation des processeurs consiste a` choisir
le nombre k de processeurs a` allouer, alors que l’assignation des taˆches aux processeurs
consiste a` assigner chacune des n taˆches logicielles du syste`me a` un des k processeurs alloue´s
de manie`re a` ce que chaque processeur exe´cute au moins une taˆche logicielle.
Supposons que k processeurs ont e´te´ alloue´s tel que 0 ≤ k ≤ n. E´tant donne´ qu’on cible une
plate-forme p ∈ P1,1, tous les processeurs sont identiques. En termes combinatoires, l’assigna-
tion des taˆches aux processeurs revient donc a` partitionner un ensemble de n objets distincts
en k sous-ensembles non vides. Le nombre de solutions possibles est alors e´gal a` S(n, k), le
nombre de Stirling de seconde espe`ce (Comtet, 1974, p. 204) :
S(n, k) = 1
k!
k∑
j=0(−1)j(kj)(k − j)n (C.1)
Dans cette e´quation, (kj) = k!j!(k−j)! de´signe un coefficient binomial. Un tableau des valeurs
des nombres de Stirling de seconde espe`ce est disponible dans (Sloane, 2010, se´rie A008277).
En particulier, on a S(n,0) = 0 si n /= 0 et, par convention, S(0,0) = 1. Le nombre total de
solutions possibles a` l’allocation des processeurs suivie de l’assignation des taˆches est donne´
par la formule suivante :
n∑
k=0S(n, k) = B(n) (C.2)
On obtient alors le nombre de BellB(n), qui de´signe le nombre de partitions d’un ensemble
de taille n (Comtet, 1974, p. 210). En termes combinatoires, c’est le nombre de manie`res de
placer n balles distinctes dans des boˆıtes identiques. Les nombres de Bell forment la se´rie
suivante : 1, 1, 2, 5, 15, 52, 203, 877, 4140, 21147, . . . (Sloane, 2010, se´rie A000110). Le
re´sultat obtenu ici est e´quivalent au re´sultat obtenu dans (Baghdadi et al., 2002) quand on
suppose que tous les processeurs sont identiques.
On peut effectuer simultane´ment le partitionnement logiciel/mate´riel, l’allocation des pro-
cesseurs et l’assignation des taˆches logicielles aux processeurs. Soit une application avec n mo-
dules et supposons qu’on de´cide d’imple´menter k de ces modules en logiciel tel que 0 ≤ k ≤ n.
Le nombre de manie`res de choisir ces k modules logiciels parmi les n modules de l’application
est e´gal au coefficient binomial (nk). Ensuite, le nombre de manie`res d’allouer des processeurs
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et d’assigner ces k modules logiciels aux processeurs est e´gal a` B(k) selon l’e´quation C.2.
Le nombre de solutions possibles au proble`me combine´ de partitionnement logiciel/mate´riel,
d’allocation des processeurs et d’assignation des taˆches logicielles aux processeurs est donc
e´gal a` :
n∑
k=0(nk)B(k) = B(n + 1) (C.3)
En effet, l’e´quation C.3 est une relation de re´currence des nombres de Bell (Comtet, 1974,
p. 210). Une autre manie`re d’arriver a` ce re´sultat est d’ajouter un module virtuel aux n
modules et de re´soudre le proble`me d’allocation des processeurs et d’assignation des taˆches
aux processeurs avec ces n + 1 modules. Ce proble`me a alors aussi B(n + 1) solutions et on
interpre`te une solution de ce proble`me de telle fac¸on que le « processeur » sur lequel se trouve
le module virtuel contient en fait l’ensemble des modules mate´riels.
C.1.3 Analyse combinatoire du choix de topologie de communication
A` premie`re vue, ce proble`me est e´quivalent au proble`me de l’allocation des processeurs
et de l’assignation des taˆches aux processeurs. Ainsi, on pourrait simplement conside´rer que,
pour n composants mate´riels, on alloue 0 ≤ k ≤ n bus, que le nombre de manie`res d’assigner
les n composants aux k bus est S(n, k) et que le nombre de solutions possibles est donc e´gal a`
B(n). Cependant, il y a une diffe´rence majeure entre ces deux proble`mes. Bien qu’on puisse
allouer un processeur pour y exe´cuter une seule taˆche logicielle, il est ge´ne´ralement inutile
d’allouer un bus pour y assigner un seul composant mate´riel. Il faut donc qu’au moins deux
composants mate´riels soient assigne´s a` chaque bus pour qu’une topologie de communications
soit conside´re´e valide.
Supposons que nous avons de´ja` alloue´ k bus et que nous avons n composants mate´riels
a` assigner a` ces k bus de telle sorte que chaque composant est assigne´ a` exactement un bus
et qu’au moins deux composants sont assigne´s a` chaque bus. Cela revient donc a` placer n
balles distinctes dans k boites identiques de telle sorte que chaque boite contienne au moins
2 balles et le nombre de solutions possibles a` ce proble`me est e´gal a` S2(n, k), le nombre de
Stirling 2-associe´ de seconde espe`ce (Sinha et Bhattacharya, 1985; Charalambides, 2005, p.
136), qu’on obtient par la formule suivante (Charalambides, 2005, p. 126) :
S2(n, k) = k∑
j=0(−1)j(nj)S(n − j, k − j) (C.4)
On trouve dans (Sloane, 2010, se´rie A008299) un tableau des valeurs des nombres de
Stirling 2-associe´s de seconde espe`ce. On obtient le nombre de choix possibles d’une topologie
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de communication pour f1 en conside´rant qu’on peut allouer 0 ≤ k ≤ ⌊n/2⌋ bus et que, pour
chaque valeur de k, il y a S2(n, k) solutions possibles :
⌊n/2⌋∑
k=0 S2(n, k) = B2(n) (C.5)
Ce re´sultat est e´gal au nombre de Bell 2-associe´ B2(n), qui de´signe le nombre de partitions
d’un ensemble de n e´le´ments tel que chaque partition est compose´e de sous-ensembles ayant
chacun au moins 2 e´le´ments (Sinha et Bhattacharya, 1985). En termes combinatoires, il s’agit
du nombre de manie`res de placer n balles distinctes dans des boites identiques de telle sorte
que chaque boite contienne au moins 2 balles. Les premiers termes de la se´rie des nombres
de Bell 2-associe´s sont les suivants : 1, 0, 1, 1, 4, 11, 41, 162, 715, 3425, 17722, . . . (Sloane,
2010, se´rie A000296).
C.1.4 Analyse combinatoire de l’exploration architecturale
Nous disposons maintenant des outils ne´cessaires pour trouver le nombre de solutions
possibles aux proble`mes d’exploration architecturale dont l’espace de recherche est ge´ne´re´ par
f1, soit une composition du partitionnement logiciel/mate´riel, de l’allocation des processeurs
et de l’allocation des taˆches logicielles aux processeurs ainsi que du choix d’une topologie de
communications.
Soit une application avec n modules. Si on de´cide d’imple´menter 0 ≤ i ≤ n modules en
tant que taˆches logicielles, alors il y a (ni) manie`res de choisir ces i modules, alors que les n− i
autres modules sont imple´mente´s en tant que composants mate´riels. Ensuite, on peut de´cider
d’allouer 0 ≤ j ≤ i processeurs et il y a S(i, j) manie`res d’assigner ces i taˆches logicielles aux
j processeurs de manie`re a` ce que chaque processeur ait au moins une taˆche et que chaque
taˆche soit assigne´e a` un et un seul processeur.
La prochaine e´tape est l’allocation des bus. Les processeurs, une fois que les taˆches lo-
gicielles leur ont e´te´ assigne´es, cessent d’eˆtre des objets identiques et deviennent des objets
distincts e´tant donne´ que les taˆches sont distinctes. Ils peuvent donc eˆtre conside´re´s comme
des composants mate´riels distincts pour le choix d’une topologie de communications. Tel que
de´crit a` la section 8.1, la fonction de de´finition d’espace de recherche f1 autorise un processeur
a` eˆtre assigne´ seul sur un bus. Il faut donc conside´rer que 0 ≤ k ≤ j processeurs peuvent se
trouver chacun seul sur un total de k bus. Il y a (jk) manie`res de choisir ces k processeurs. Il
reste alors a` allouer d’autres bus et a` leur assigner les n−i+j−k composants mate´riels restants
de manie`re a` ce que chacun de ces autres bus ait au moins 2 composants mate´riels qui lui
soient assigne´s. Le nombre de topologies de communication pour ces composants restants est
de B2(n − i + j − k) selon l’e´quation C.5. On obtient donc que le nombre total de solutions
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possibles aux proble`mes d’exploration architecturale selon f1 est :
E(n) = n∑
i=0 (ni) i∑j=0S(i, j) j∑k=0(jk)B2(n − i + j − k) (C.6)
Les premiers termes de la se´rie des valeurs de E(n) pour 0 ≤ n ≤ 10 sont 0, 1, 6, 31, 218,
1789, 16901, 179533, 2112247, 27202478, 379944116, . . .. La figure C.1 illustre la croissance de
E(n) selon une e´chelle logarithmique de base 10 pour 0 ≤ n ≤ 10. On y constate sans surprise
que E(n) croit beaucoup plus vite que le nombre de solutions au proble`me du partitionnement
logiciel/mate´riel (2n) ou au proble`me d’allocation des processeurs et d’assignation des taˆches
aux processeurs (B(n)). Cela s’explique simplement par le fait que ces proble`mes sont des
sous-proble`mes du proble`me ge´ne´ral d’exploration architecturale. On constate e´galement que,
pour 0 ≤ n ≤ 10, E(n) croit plus vite que n!. On montre par contre ci-dessous que E(n) devient
borne´ par n! lorsque n devient suffisamment grand. La se´rie des valeurs de E(n) semble eˆtre
une nouvelle se´rie qui n’est pas re´pertorie´e dans (Sloane, 2010) et qui, au meilleur de notre
connaissance, n’est pas mentionne´e dans des travaux ante´rieurs. On pre´sente donc ici les
principales proprie´te´s de cette nouvelle fonction E(n).
C.1.4.1 Relation de re´currence
Si on doit re´aliser l’exploration architecturale d’une application comprenant n+1 modules,
alors le nombre de solutions est de E(n + 1). Supposons qu’on de´cide de placer le (n + 1)eme
module sur un premier bus. Si on de´cide que ce module sera seul sur ce bus, alors ce module
doit eˆtre en logiciel sur un processeur (parce qu’un module mate´riel ne peut se trouver seul
sur un bus) et il y a alors E(n) manie`res de placer les n autres modules du syste`me sur les
autres bus. Si on de´cide de placer 0 ≤ k ≤ n − 1 modules sur les autres bus du syste`me, et
donc de placer les n − k autres modules sur le meˆme bus que le (n + 1)eme module, alors il
y a (nk) manie`res de choisir ces k modules et il y a E(k) manie`res de placer ces k modules
sur les autres bus du syste`me. Il reste alors a` placer les n − k + 1 autres modules (incluant
le (n + 1)eme module) sur le premier bus. Or c’est un proble`me combine´ de partitionnement
logiciel/mate´riel, d’allocation des processeurs et d’assignation des taˆches aux processeurs et
on sait que le nombre de possibilite´s dans ce cas est e´gal a` B(n− k + 2) selon l’e´quation C.3.
Les valeurs de E suivent donc la relation de re´currence suivante :
E(n + 1) = E(n) + n−1∑
k=0 (nk)B(n − k + 2)E(k) (C.7)

















Figure C.1 Comparaison de la croissance de E(n) avec 2n, B(n) et n!
C.1.4.2 Fonction ge´ne´ratrice
De´finissons une se´quence e0, e1, e2, ⋅ ⋅ ⋅ = {en}∞0 telle que en = E(n). La fonction ge´ne´ratrice







En utilisant la de´finition combinatoire de la fonction f1 donne´e a` la figure C.2 pour la
librairie Combstruct du logiciel mathe´matique Maple (Flajolet et Salvy, 1995), on trouve que
la fonction ge´ne´ratrice exponentielle de en est :
f(x) = e−1−x+e−1+x+ex (C.9)
Si on a une se´quence a0, a1, a2, ⋅ ⋅ ⋅ = {an}∞0 , on de´finit de manie`re analogue la fonction
ge´ne´ratrice ordinaire de an par (Wilf, 1994, p. 33) :
f(x) = ∞∑
n=0anxn (C.10)
La fonction f donne´e par l’e´quation C.9 est donc la fonction ge´ne´ratrice ordinaire de la
se´quence {an}∞0 telle que an = E(n)n!
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[N, {N = Set(Union(BS,Union(BM,BH))),
BS = Set(Set(P,card >=1), card=1),
BM = Set(Prod(Set(P, card >=1),Set(H, card >=1)), card = 1),
BH = Set(Set(H,card >=2), card=1),
P = Set(S, card >= 1), H=Atom , S=Atom}, labelled]
Figure C.2 De´finition combinatoire de f1 dans Maple
C.1.4.3 Analyse asymptotique
La fonction ge´ne´ratrice ordinaire de an de´finie par l’e´quation C.9 est analytique sur l’en-
semble du plan complexe. En d’autres termes, elle n’a aucune singularite´ dans le plan com-
plexe. On peut donc en de´duire (Wilf, 1994, p. 49) que, pour tout ² > 0 donne´, il existe un N
tel que an < ²n pour tout n > N . Cela e´quivaut a` dire que an ∈ O(²n), et donc E(n) ∈ O(²nn!)
pour tout ² > 0. Cela donne donc une borne supe´rieure asymptotique a` la croissance de E(n).
Inversement, il est trivial de montrer que E(n) ≥ B(n) pour n > 0 e´tant donne´ que B(n)
est le nombre de solutions au proble`me de l’allocation des processeurs et de l’assignation de
n taˆches logicielles sur un seul bus, alors que E(n) e´nume`re en plus des solutions contenant
des modules mate´riels et plus d’un bus. B(n) est donc une borne infe´rieure asymptotique
a` la croissance de E(n) et, avec la borne supe´rieure asymptotique donne´e au paragraphe
pre´ce´dent, cela signifie que E(n) est une fonction quasi-factorielle selon la terminologie de
(Bernardi et al., 2007).
On sait que B(n) tend asymptotiquement vers la fonction suivante (de Bruijn, 1981, p.
108) :
B(n) ∼ ( n
logn
)n (C.11)
Cela revient a` dire que :
lim
n→∞ B(n)( nlogn)n = 1 (C.12)
On peut donc affirmer que, pour toute constante c, la fonction cn est une borne infe´rieure
asymptotique a` B(n) et donc a` E(n). On a donc E(n) ∈ Ω (( nlogn)n) ainsi que E(n) ∈ Ω(cn)
pour toute constante c.
On a donc re´ussi a` e´tablir que, pour toute constante c et pour tout ² > 0, il existe un N
tel que, pour tout n > N , on a :
cn ≤ ( n
logn
)n ≤ E(n) ≤ ²nn! (C.13)
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Cependant, on constate qu’en pratique la fonction E(n) croit tre`s vite pour les premie`res
valeurs de n. Si on compare E(n) a` n!, on constate que, bien que n! en vient e´ventuellement a`
dominer E(n), cela ne se produit que pour les n > 148. On a donc E(147) > 147! ≈ 1.73×10256.
Pour mettre ce nombre en perspective, conside´rons que le nombre total d’ope´rations logiques
e´le´mentaires qui auraient pu eˆtre effectue´es par l’ensemble de l’univers depuis qu’il existe est
de l’ordre de 10120 (Lloyd, 2002).
C.1.5 Modules restreints au logiciel ou au mate´riel
Jusqu’ici, on a suppose´ que l’application e´tait seulement compose´e de n modules qui
pouvaient chacun eˆtre imple´mente´s soit en logiciel, soit en mate´riel. On conside`re maintenant
le cas ou` l’application contient e´galement s taˆches logicielles et h composants mate´riels.
Aucune de ces s taˆches logicielles ne peut eˆtre imple´mente´e en mate´riel, tout comme aucun
de ces h composants mate´riels ne peut eˆtre imple´mente´ en logiciel.
Pour obtenir le nombre de solutions possibles selon f1, il suffit de modifier l’e´quation C.6
en ajoutant s au nombre de taˆches logicielles a` assigner aux processeurs et h au nombre de
composants mate´riels a` assigner aux bus. On obtient alors l’e´quation suivante :
E(n, s, h) = n∑
i=0 (ni) i+s∑j=0S(i + s, j) j∑k=0(jk)B2(n − i + j − k + h) (C.14)
On a bien suˆr E(n,0,0) = E(n). On obtient e´galement E(0,0, h) = B2(h) et le proble`me
se re´duit alors a` choisir une topologie de communications pour h composants mate´riels selon
l’e´quation C.5.
Dans le cas ou` on a E(0, s,0), on re´duit l’e´quation C.14 a` :
E(0, s,0) = s∑
j=0S(s, j) j∑k=0(jk)B2(j − k) (C.15)
Or les nombres de Bell 2-associe´s suivent la relation de re´currence suivante (Sinha et
Bhattacharya, 1985) :
j∑
k=1(jk)B2(j − k) = B2(j + 1) (C.16)
Si on utilise cette identite´ pour simplifier l’e´quation C.15, on obtient
E(0, s,0) = s∑
j=0S(s, j) [B2(j) +B2(j + 1)] (C.17)
E´tant donne´ l’identite´ B(n) = B2(n) +B2(n + 1) (Bernhart, 1999), on obtient donc :
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E(0, s,0) = s∑
j=0S(s, j)B(j) = B2(s) (C.18)
Le nombre de possibilite´s dans le cas ou` on a seulement s taˆches logicielles est donc e´gal
a` B2(s), soit le nombre de Bell de deuxie`me ordre (a` ne pas confondre avec le nombre de
Bell 2-associe´ B2(s)). Ce nombre repre´sente le nombre de manie`res dont on peut partitionner
les partitions d’un ensemble (Penson et al., 2004). En effet, le proble`me consiste alors a`
partitionner les s taˆches logicielles sur un certain nombre de processeurs, puis a` partitionner
ces processeurs sur un certain nombre de bus. Ce nombre repre´sente e´galement le nombre
d’arbres de profondeur uniforme 3 ayant exactement s feuilles distinctes (Hogg et Huberman,
1985). On peut effectivement repre´senter chaque solution de E(0, s,0) par un tel arbre : le
niveau 3 est compose´ de s feuilles distinctes repre´sentant les s taˆches logicielles. Le niveau
2 de l’arbre est compose´ des processeurs sur lesquels sont assigne´s les s taˆches et le niveau
1 est compose´ des bus sur lesquels sont assigne´s les processeurs. Par convention, le niveau 0
de l’arbre est sa racine. Les nombres de Bell de deuxie`me ordre forment la se´rie suivante :
1,1,3,12,60,358,2471,19302,167894, . . . (Sloane, 2010, Se´rie A000258).
En re´sume´, les re´sultats de l’analyse combinatoire pre´sente´s dans cette section sont, a`
notre connaissance, ine´dits et ge´ne´ralisent de manie`re e´le´gante des cas particuliers qui ont
e´te´ e´tudie´s dans des travaux ante´rieurs.
C.2 Analyse de la complexite´ combinatoire de f2
Cette section pre´sente une borne infe´rieure a` la complexite´ combinatoire de f2, ou` cer-
tains composants mate´riels sont double-port et peuvent eˆtre assigne´s simultane´ment a` deux
bus distincts. On commence par analyser un proble`me combinatoire pre´alable, qui permet
d’obtenir ensuite une borne infe´rieure au nombre de topologie de communications selon f2,
puis a` la fonction f2 elle-meˆme.
C.2.1 Analyse de Dr(n, k)
Supposons que nous avons n balles distinctes a` placer dans k + r boites, comprenant k
boites identiques et r boites distinctes, de telle sorte que chacune des k boites identiques
contienne au moins 2 balles. Combien y a-t-il de solutions possibles ? Nous de´signons ce
nombre de solutions par Dr(n, k).
On note qu’il est possible de ne placer aucune balle dans une ou plusieurs des r boites
distinctes. De manie`re re´ciproque, on peut donc de´cider de placer des balles dans 0 ≤ i ≤
r boites parmi les r boites distinctes. Supposons qu’on de´cide de placer des balles dans
240
seulement i boites parmi ces r boites. Il existe alors (ri) manie`res de choisir ces i boites.
Ensuite, on peut choisir de placer une seule balle par boite pour 0 ≤ j ≤ i boites parmi ces i
boites, et de placer au moins 2 balles par boite dans chacune des i−j autres boites. Supposons
qu’on de´cide de placer une seule balle par boite pour j boites. Il existe alors (ij) manie`res de
choisir ces j boites et il y a (nj) manie`res de choisir les j balles qui iront dans ces j boites.
De plus, e´tant donne´ que ces boites sont distinctes, il y a j! manie`res de placer les j balles
choisies dans ces j boites.
Il reste maintenant a` placer les n − j balles restantes dans les k boites identiques et les
i− j boites distinctes restantes de manie`re a` ce qu’il y ait au moins 2 balles dans chacune de
ces k + i − j boites. Il existe S2(n − j, k + i − j) manie`res de partitionner ces n − j balles en
k + i − j sous-ensembles d’au moins 2 balles. Ensuite, il y a (k+i−ji−j ) manie`res de se´lectionner
les i − j sous-ensembles de balles qui seront place´s dans les i − j boites distinctes, alors que
les k sous-ensembles restants seront place´s dans les boites identiques. Comme ces i− j boites
sont distinctes, il y a (i − j)! fac¸ons d’y placer ces i − j sous-ensembles. On obtient donc le
nombre de solutions possibles via la formule suivante :
Dr(n, k) = r∑
i=0 (ri) i∑j=0(ij)(nj)j!(k + i − ji − j )(i − j)!S2(n − j, k + i − j) (C.19)
On peut simplifier cette e´quation en utilisant l’identite´ i! = j!(i−j)!(ij) et on obtient alors :
Dr(n, k) = r∑
i=0 i!(ri) i∑j=0(nj)(k + i − ji − j )S2(n − j, k + i − j) (C.20)
En effet, il y a i! manie`res de placer i ensembles de balles dans i boites distinctes. E´tant
donne´ que j de ces ensembles ne contiennent qu’une seule balle et que les j − i autres
contiennent au moins 2 balles, le choix des j boites dans lesquels on ne place qu’une seule balle
se fait implicitement lors du choix d’une permutation des i ensemble parmi les i! possibilite´s.
Si on a r = 0 dans l’e´quation C.20, on obtient D0(n, k) = S2(n, k). Ce re´sultat est cohe´rent
avec le fait que D0(n, k) de´signe le nombre de manie`res de re´partir n balles dans k boites
identiques de manie`re a` avoir au moins 2 balles dans chaque boite. De manie`re similaire, si
on a k = 0 dans l’e´quation C.20, on obtient alors :
Dr(n,0) = r∑
i=0 i!(ri) i∑j=0(nj)S2(n − j, i − j) (C.21)
Or on sait que l’identite´ suivante existe (Riordan, 1958, p. 77) :
S(n, i) = i∑
j=0(nj)S2(n − j, i − j) (C.22)
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Avec cette identite´, on simplifie l’e´quation C.21 pour obtenir :
Dr(n,0) = r∑
i=0 i!(ri)S(n, i) = n∑i=0 i!(ri)S(n, i) = rn (C.23)
En effet, on peut remplacer r par n dans la sommation e´tant donne´ qu’on a (ri) = 0 pour
chaque i > r et S(n, i) = 0 pour chaque i > n. Finalement, la dernie`re e´galite´ est une identite´
fondamentale des nombres de Stirling de seconde espe`ce (Riordan, 1958, p. 33). Dr(n,0)
repre´sente le nombre de manie`res de placer n balles distinctes dans r boites distinctes et il
est connu que ce proble`me combinatoire admet rn solutions. Le re´sultat obtenu via l’e´quation
C.23 est donc cohe´rent avec cette interpre´tation combinatoire.
C.2.2 Analyse combinatoire des topologies avec composants double-port
Ge´ne´ralement, lorsqu’un composant mate´riel est double-port, son deuxie`me port est op-
tionnel. En d’autres termes, on peut soit choisir de connecter seulement le premier port du
composant a` un bus, soit connecter les deux ports a` deux bus diffe´rents. Pour simplifier l’ana-
lyse combinatoire, nous supposerons en premier lieu qu’un tel composant doit obligatoirement
eˆtre connecte´ a` deux bus diffe´rents.
C.2.2.1 Composants double-port assigne´s a` exactement deux bus
Supposons d’abord que nous avons n composants mate´riels qui doivent chacun eˆtre as-
signe´s a` un seul bus, d composants mate´riels qui doivent chacun eˆtre assigne´s a` deux bus
diffe´rents et k bus auxquels doivent eˆtre assigne´s au moins 2 composants mate´riels. De´si-
gnons le nombre de manie`res diffe´rentes d’assigner ces composants aux bus par Kd(n, k).
On peut d’abord re´soudre un proble`me apparente´ qui est de placer n+2d balles distinctes
dans k boites identiques de manie`re a` ce que chaque boite contienne au moins 2 balles. De
plus, les 2d balles repre´sentent d paires de balles et on doit s’assurer que les deux balles d’une
meˆme paire ne se trouvent pas dans la meˆme boˆıte. Le nombre de manie`res K
′
d(n, k) de placer
ces balles est infe´rieur a` S2(n + 2d, k). Ce serait le nombre exact de solutions possibles du
proble`me apparente´ si les deux balles d’une meˆme paire pouvaient se trouver dans une meˆme
boˆıte. Il faut donc retrancher a` S2(n+2d, k) le nombre de configurations ou` deux balles d’une
meˆme paire se trouvent dans la meˆme boite.
Supposons que, parmi les d paires, on sache que r paires de´ja` choisies sont place´es de telle
sorte que les deux balles d’une meˆme paire se trouvent dans la meˆme boite, sans exclure la
possibilite´s que d’autres paires se trouvent dans la meˆme situation, et notons le nombre de
solutions remplissant ce crite`re par Nr. Ces r paires peuvent eˆtre place´es dans 0 ≤ i ≤ r boites.
Si elles sont place´es dans i boites, il y a alors S(r, i) manie`res de les y placer. E´tant donne´
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que 2r balles sont de´ja` place´es dans i boites, il reste n+2d−2r balles a` placer dans k−i boites
identiques et i boites distinctes en plac¸ant au moins 2 balles dans chacune des k − i boites.
Le nombre de manie`res d’y placer les balles restantes est alors e´gal a` Di(n + 2d − 2r, k − i),
tel que de´fini par l’e´quation C.20. On obtient donc :
Nr = r∑
i=0S(r, i)Di(n + 2d − 2r, k − i) (C.24)
On cherche le nombre de configurations K
′
d(n, k) telles qu’aucune paire de balles n’est pla-
ce´e avec ses deux balles dans la meˆme boite. En utilisant le principe d’inclusion et d’exclusion
(Charalambides, 2005, p. 30), on obtient :
K
′
d(n, k) = d∑
r=0(−1)r(dr)Nr = d∑r=0(−1)r(dr) r∑i=0S(r, i)Di(n + 2d − 2r, k − i) (C.25)
Comme les deux ports d’un meˆme composant double-port sont repre´sente´s comme deux
objets distincts dans le calcul deK
′
d(n, k), alors la permutation des deux port d’un meˆme com-
posant double-port pourrait (mais pas ne´cessairement) y produire deux solutions distinctes.
Cependant, ces deux ports sont conside´re´s comme e´quivalents dans le calcul de Kd(n, k) et
cette permutation n’y repre´sente donc qu’une seule et meˆme solution. S’il y a d composants
dual-port, il correspond donc au plus 2d solutions dans K
′
d(n, k) pour chaque solution dans
Kd(n, k). On obtient donc que 2dKd(n, k) ≥ K ′d(n, k) et, en appliquant l’e´quation C.25, on
obtient la borne infe´rieure suivante pour Kd(n, k) :
Kd(n, k) ≥ 1
2d
[ d∑
r=0(−1)r(dr) r∑i=0S(r, i)Di(n + 2d − 2r, k − i)] (C.26)
Lorsque d = 0, donc lorsqu’il n’y a pas de composants double-port, on obtient le re´sultat
suivant via les e´quations C.26 et C.20 :
K0(n, k) ≥D0(n, k) = S2(n, k) (C.27)
E´tant donne´ que le proble`me se re´duit alors a` re´partir n balles distinctes dans k boites
identiques de manie`re a` ce que chaque boite ait au moins 2 balles, on a en fait une e´galite´
dans ce cas pre´cis et K0(n, k) = S2(n, k).
C.2.2.2 Analyse combinatoire des topologies de communication de f2
Supposons que nous avons n composants mate´riels a` un port et un composant double-
port qui peut eˆtre assigne´ soit a` un seul bus, soit a` deux bus diffe´rents, et ce de manie`re a`
ce qu’au moins deux composants soient assigne´s a` chaque bus. Si nous voulons assigner ces
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composants a` exactement k bus, alors soit le composant double-port est assigne´ a` un seul
bus et le nombre de possibilite´ est alors de K0(n + 1, k), soit il est assigne´ a` deux bus et
le nombre de possibilite´s est alors de K1(n, k). Le nombre total de possibilite´s est donc de
K0(n + 1, k) +K1(n, k).
De manie`re plus ge´ne´rale, supposons que nous avons n composants mate´riels a` un port
et d composants double-port qui peuvent chacun eˆtre assigne´ soit a` un seul bus, soit a` deux
bus diffe´rents, et ce de manie`re a` ce qu’au moins deux composants soient assigne´s a` chacun
des k bus. Si on de´cide que r des d composants double-port seront chacun assigne´s a` deux
bus diffe´rents, et donc que d − r composants double-port seront assigne´s chacun a` un seul
bus, il y a alors (dr) manie`res de choisir ces r composants et, pour un choix donne´, il y a
Kr(n + d − r, k) manie`res de re´partir ces composants sur les k bus. E´tant donne´ qu’on peut
choisir d’allouer 0 ≤ k ≤ ⌊n/2⌋ + d bus, le nombre de manie`res diffe´rentes d’allouer des bus et
d’assigner ces composants a` ces bus est donc de :
T (n, d) = ⌊n/2⌋+d∑
k=0
d∑
r=0(dr)Kr(n + d − r, k) (C.28)
Si d = 0, cette e´quation se re´duit a` l’e´quation C.5 en utilisant l’identite´ K0(n, k) = S2(n, k)
et on obtient donc T (n,0) = B2(n), qui est le nombre de manie`res de partitionner un ensemble
de n objets tel que chaque sous-ensemble contienne au moins 2 objets. De manie`re ge´ne´rale,
on peut calculer une borne infe´rieure a` T (n, d) en utilisant l’e´quation C.26 qui donne borne
infe´rieure a` Kr(n + d − r, k).
C.2.3 Analyse combinatoire de l’exploration architecturale selon f2
Pour obtenir le nombre de solutions possibles au proble`me d’exploration architecturale
selon f2, on applique la meˆme logique que pour l’exploration architecturale selon f1 a` la
section C.1.4. La diffe´rence entre f1 et f2 apparaˆıt une fois que sont fixe´s le partitionnement
logiciel/mate´riel, l’allocation des processeurs, l’assignation des taˆches aux processeurs et le
choix des processeurs qui se trouvent chacun seul sur un bus. Avec f1, on se trouvait alors avec
n−i+j−k composants mate´riels a` un seul port et le nombre de topologies pour ces composants
e´tait de B2(n− i+ j −k). Avec f2, on se trouve en plus avec d autres composants double-port
et le nombre de topologies pour les composants mate´riels est alors de T (n − i + j − k, d). Le
nombre de solutions possibles pour l’exploration architecturale selon f2 est donc donne´ par :
E2(n, d) = n∑
i=0 (ni) i∑j=0S(i, j) j∑k=0(jk)T (n − i + j − k, d) (C.29)
On a que E2(n,0) = E(n) e´tant donne´ que T (n − i + j − k,0) = B2(n − i + j − k). Il est
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possible de trouver une borne infe´rieure a` E2(n, d) en appliquant l’e´quation C.28 et la borne
infe´rieure de l’e´quation C.26. Le tableau C.1 pre´sente les valeurs des bornes infe´rieures de
E2(n, d) pour 0 ≤ n ≤ 10 et 0 ≤ d ≤ 4. On constate que le fait d’augmenter le nombre d de
composants double-port augmente grandement le nombre d’architectures possibles.
Tableau C.1 Bornes infe´rieures de E2(n, d) pour 0 ≤ n ≤ 10 et 0 ≤ d ≤ 4
n/d 0 1 2 3 4
0 0 0 1 8 84
1 1 2 9 75 866
2 6 13 81 758 9984
3 31 108 784 8537 126949
4 218 999 8538 106011 1760088
5 1789 10378 102660 1436039 26370756
6 16901 119329 1348547 21034003 423900722
7 179533 1502952 19181141 330761670 7267559729
8 2112247 20551583 293290020 5551162652 132234473202
9 27202478 302856160 4792245931 98940738871 2542747661071
10 379944116 4779935788 83255046761 1864885214156 51485909731982
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ANNEXE D
COMPLEXITE´ ALGORITHMIQUE DE L’EXPLORATION
ARCHITECTURALE
Meˆme s’il existe un tre`s grand nombre de solutions possibles aux proble`mes d’exploration
architecturale, ceux-ci pourraient eˆtre re´solus rapidement s’il existait pour ces proble`mes
un algorithme dont le temps d’exe´cution est une fonction polynomiale du nombre de mo-
dules (soit un algorithme qui appartient a` l’ensemble P dans la the´orie de la complexite´
des algorithmes). Or, sauf si P = NP , un tel algorithme n’existe pas : des e´tapes de l’ex-
ploration architecturale sont NP -difficiles et l’exploration architecturale elle-meˆme est donc
NP -difficiles. Cette discussion sur la complexite´ algorithmique de l’exploration architecturale
suppose que P ≠ NP .
Il a e´te´ de´montre´ que, lorsqu’on conside`re se´pare´ment le temps d’exe´cution et la quantite´
des ressources mate´rielles, le partitionnement logiciel/mate´riel est un proble`me fortement
NP -difficile (Mann, 2004; Arato et al., 2005). Cela signifie non seulement qu’il n’existe pas
d’algorithme polynomial pour re´soudre ce proble`me de manie`re exacte, mais e´galement qu’il
n’existe pas d’algorithme exact pseudo-polynomial. En d’autres termes, ce proble`me demeure
NP -difficile meˆme si toutes les me´triques associe´es a` une instance du proble`me (temps d’exe´-
cution et quantite´ de ressources mate´rielles des modules) sont une fonction polynomiale du
nombre de modules. (Garey et Johnson, 1979) (Une autre conse´quence de ce re´sultat est
qu’il n’existe pas de sche´ma d’approximation en temps comple`tement polynomial pour ce
proble`me.)
Un proble`me ouvert pre´sente´ dans (Mann, 2004) est de savoir s’il existe un algorithme
d’approximation avec facteur constant ρ > 1 pour le partitionnement logiciel/mate´riel, c’est-a`-
dire un algorithme qui peut trouver en un temps polynomial, pour toute instance du proble`me
de partitionnement logiciel/mate´riel, une solution dont la valeur est au plus ρ fois celle de la
solution optimale. De manie`re plus ge´ne´rale, on peut se demander s’il existe un sche´ma d’ap-
proximation en temps polynomial (PTAS) pour le partitionnement logiciel/mate´riel, c’est-a`-
dire un algorithme qui, pour tout ² > 0 et toute instance du proble`me de partitionnement
logiciel/mate´riel, peut trouver une solution dont la valeur est au plus 1 + ² fois celle de la
solution optimale. Nous donnons ici une solution a` ce proble`me ouvert : il n’existe pas de
PTAS pour le proble`me du partitionnement logiciel/mate´riel.
En effet, on trouve dans (Mann, 2004; Arato et al., 2005) une re´duction polynomiale
du proble`me de la bissection minimale d’un graphe au proble`me du partitionnement logi-
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ciel/mate´riel ainsi qu’une re´duction polynomiale d’une solution du partitionnement logiciel/
mate´riel et de sa valeur a` une solution du proble`me de la bissection minimale d’un graphe.
Supposons qu’il existe un PTAS pour le partitionnement logiciel/mate´riel, alors il existerait
un PTAS pour la bissection minimale qu’on pourrait imple´menter de la manie`re suivante : re´-
duire l’instance de la bissection minimale a` une instance du partitionnement logiciel/mate´riel,
trouver la solution approximative au proble`me de partitionnement logiciel/mate´riel et sa va-
leur, re´duire cette solution et sa valeur a` une solution et valeur e´quivalentes dans le proble`me
de la bissection minimale. Il est donc possible de faire une re´duction PTAS du proble`me de la
bissection minimale au partitionnement logiciel/mate´riel. Or il n’existe pas de PTAS pour le
proble`me de la bissection minimale d’un graphe (Khot, 2006). Il n’existe donc pas de PTAS
pour le proble`me du partitionnement logiciel/mate´riel.
La non-existence d’un algorithme exact en temps polynomial ou pseudo-polynomial et
d’un PTAS pour le partitionnement logiciel/mate´riel implique la non-existence d’un algo-
rithme exact en temps polynomial ou pseudo-polynomial et d’un PTAS pour l’exploration
architecturale. Ce re´sultat est renforce´ par le fait que deux formulations de l’allocation de
processeurs identiques et de l’assignation des taˆches aux processeurs ont e´te´ de´montre´es for-
tement NP-difficiles (Fernandez-Baca, 1989; Papadimitriou et Yannakakis, 1990) et qu’il a
e´te´ de´montre´ qu’une de ces formulations n’a pas de PTAS (Fernandez-Baca, 1989).
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ANNEXE E
GE´NE´RATION ALE´ATOIRE D’UNE ARCHITECTURE
On peut ge´ne´rer ale´atoirement une solution dans l’espace de recherche de´fini par la fonc-
tion f1 (pre´sente´e a` la section 8.1) en suivant les e´tapes suivantes :
1. Choisir ale´atoirement les i modules a` imple´menter en logiciel (et donc les n− i modules
a` imple´menter en mate´riel) ;
2. Choisir ale´atoirement le nombre j de processeurs a` allouer ;
3. Grouper ale´atoirement les i + s taˆches logicielles en j ensembles non vides et assigner
chacun de ces ensemble a` un des j processeurs ;
4. Choisir ale´atoirement le nombre k de processeurs qui seront assigne´s sur un seul bus,
allouer k bus et y assigner un des k processeurs sur chacun de bus ;
5. Choisir ale´atoirement le nombre l de bus restants a` allouer ;
6. Grouper ale´atoirement les n−i+j−k+h composants mate´riels en l ensembles contenant
chacun au moins deux composants et assigner chacun de ces ensemble a` un des l bus.
L’algorithme de ge´ne´ration ale´atoire imple´mente´ vise a` assurer une distribution uniforme
entre les solutions possibles. En d’autres termes, chaque architecture a une chance e´gale d’eˆtre
choisie. Pour ce faire, on donne a` chaque choix une probabilite´ proportionnelle au nombre
d’architectures qui peuvent eˆtre ge´ne´re´es avec ce choix. Par exemple, si une application a n
modules, s taˆches logicielles et h composants mate´riels, alors le nombre de total de solutions
possibles est de E(n, s, h), tel que pre´sente´ a` la section C.1.5. Si on de´cide que imodules seront
imple´mente´s en logiciel, il y a alors (ni) manie`res de choisir ces i modules et E(0, i+s, n−i+h)
solutions possibles apre`s ce partitionnement logiciel/mate´riel. L’algorithme de ge´ne´ration
ale´atoire construira donc une solution avec i modules logiciels avec une probabilite´ pi donne´e




)E(0, i + s, n − i + h)
E(n, s, h) (E.1)
On ve´rifie aise´ment que ∑pi = 1. Une fois qu’on a choisi le nombre i de modules a`
imple´menter en logiciel, on peut choisir ale´atoirement ces i modules. En utilisant le meˆme
raisonnement que pour l’e´quation pre´ce´dente, l’algorithme alloue un nombre j processeurs
avec une probabilite´ pj :
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pj(j) = S(i + s, j)
j∑
k=0(jk)B2(n − i + j − k + h)
E(0, i + s, n − i + h) (E.2)
L’algorithme choisit ensuite ale´atoirement une des S(i + s, j) assignations possibles des
taˆches aux processeurs. La probabilite´ pk que k processeurs se trouvent chacun seul sur k bus




)B2(n − i + j − k + h)
j∑
p=0(jp)B2(n − i + j − p + h)
(E.3)
Ensuite, l’algorithme alloue les l autres bus selon une probabilite´ pl :
pl(l) = S2(n − i + j − k + h, l)
B2(n − i + j − k + h) (E.4)
L’algorithme termine alors par choisir une des S2(n− i+ j −k +h, l) assignations possibles
des composants mate´riels aux bus. Le re´sultat final est une architecture ge´ne´re´e ale´atoirement
selon une distribution uniforme.
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ANNEXE F
DE´TAILS DES E´TUDES DE CAS
F.1 De´codeur JPEG avec de´tection de la peau
Dans l’application du de´codeur JPEG avec de´tection de la peau pre´sente´e a` la section
9.1.2 et a` la figure 9.2, la me´moire JPEG contient une ou plusieurs images a` traiter qui
sont encode´es selon le standard JPEG (Pennebaker et Mitchell, 1993) du Joint Photographic
Experts Group. Lors de leur encodage, l’espace colorime´trique de chacune de ces images a
d’abord e´te´ transforme´ vers l’espace colorime´trique YCbCr, dont la composante Y repre´sente
la luminance alors que les composantes Cb et Cr repre´sentent respectivement les chrominances
en bleu et en rouge. Chaque image a ensuite e´te´ divise´e en macroblocs de 16x16 pixels. Six
blocs de 8x8 ont e´te´ extraits a` partir de chaque macrobloc : 4 blocs de luminance (Y) pour
les 4 blocs de 8x8 pixels du macrobloc ainsi que 2 blocs de chrominance (Cb et Cr) pour
l’ensemble du macrobloc. Les chrominances sont sous-e´chantillonne´es e´tant donne´ que l’oeil
humain est moins sensible a` la chrominance qu’a` la luminance. Une transforme´e en cosinus
discre`te (DCT) a ensuite amene´ chacun de ces blocs de 8x8 vers un domaine fre´quentiel,
puis une quantification a retire´ de ces blocs les informations de haute fre´quence. Finalement,
un encodage RLE (run-length encoding) suivi d’un encodage Huffman (Huffman, 1952) a
termine´ la compression de l’image : le re´sultat de cette compression, auquel on a ajoute´ les
tables utilise´es pour la quantification et le codage Huffman, est alors l’image dans un format
JPEG.
Ainsi, parmi les modules du de´codeur JPEG avec de´tection de la peau, l’extracteur agit
comme controˆleur pour l’ensemble de l’application. Pour chaque image JPEG, il lit les mar-
queurs dans l’image JPEG afin de de´terminer a` quelles adresses se trouvent les tables de
quantification, les tables de codage Huffman, puis les macroblocs. Il envoie l’adresse de chaque
table de quantification au quantificateur inverse afin qu’il puisse se configurer en lisant ces
tables dans la me´moire JPEG. De la meˆme manie`re, l’extracteur envoie l’adresse des tables
de codage Huffman au de´codeur Huffman et celui-ci les lit dans la me´moire JPEG. L’extrac-
teur envoie ensuite l’adresse des macroblocs au de´codeur Huffman. Celui-ci lit successivement
chaque macrobloc dans la me´moire JPEG et les soumet a` un de´codage RLE et Huffman, selon
ses tables de codage Huffman. Le de´codeur Huffman envoie chaque macrobloc de´compresse´ au
quantificateur inverse et celui-ci, apre`s une quantification inverse, envoie chaque macrobloc
de´-quantifie´ a` l’IDCT. Celle-ci applique une DCT inverse selon l’algorithme de (Loeffer et al.,
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1989) sur chacun des blocs 8x8 du macrobloc et ceux-ci se trouvent alors au format YCbCr.
L’IDCT envoie alors chaque macrobloc a` Y2R pour eˆtre converti a` l’espace colorime´trique
RGB. Y2R restitue donc des macroblocs de 16x16 pixels au format RGB et il les e´crit dans
la me´moire RGB afin de restituer l’image RGB. La de´tection de peau lit alors chaque pixel
de l’image RGB dans la me´moire RGB et de´termine, a` l’aide des re`gles de (Kovac et al.,
2003), si il s’agit d’un pixel de peau ou non. La de´tection de peau convertit chaque pixel dans
un espace colorime´trique en tons de gris : un pixel de peau devient gris avec une luminance
e´gale a` celle du pixel RGB correspondant, alors que les autres pixels deviennent blancs. Le
de´tecteur de peau e´crit ces pixels dans la me´moire en tons de gris afin de produire l’image
en tons de gris.
F.2 Encodeur/de´codeur WIMAX
Le codeur/de´codeur pour la couche physique du standard WiMAX comprend, tel que
pre´sente´ a` la section 9.1.3 et a` la figure 9.3, une chaˆıne de codage et une chaˆıne de de´codage
WiMAX. Cette chaˆıne de codage comprend sept modules, en plus du parame´treur et du
module transmetteur lui-meˆme : le me´langeur, l’encodeur Reed-Solomon, le convolueur, le
perforateur, l’entrelaceur, le modulateur et l’aiguilleur. Cette chaˆıne de codage introduit de la
redondance aux donne´es transmises afin de permettre la de´tection et la correction des erreurs
de bits qui pourraient se produire lors de la transmission sans fil. Elle s’assure e´galement que
les donne´es soient mises en forme pour eˆtre transmises comme un signal e´lectromagne´tique
analogique module´ sur un ensemble d’ondes porteuses. Ainsi, le me´langeur applique d’abord
un registre a` de´calage a` re´troaction line´aire (LFSR) aux donne´es fournies par le transmetteur
afin d’e´quilibrer le nombre de bits e´gaux a` ’0’ et a` ’1’ pour les e´tapes subse´quentes. L’encodeur
Reed-Solomon applique ensuite un code Reed-Solomon (Reed et Solomon, 1960) aux donne´es
afin de leur ajouter de la redondance et permettre la correction des erreurs. Le convolueur
ajoute e´galement de la redondance sous la forme de bits de parite´ produits a` partir d’un
registre a` de´calage. Le perforateur supprime quant a` lui une partie de la redondance en
supprimant des bits selon le taux de transfert, ce qui permet de controˆler la vitesse et la
fiabilite´ de la transmission. L’entrelaceur permute ensuite l’ordre des bits du paquet selon
la modulation choisie pour que les bits de donne´es adjacents ne soient pas transmis sur des
fre´quences porteuses adjacentes. Le modulateur ge´ne`re ensuite, selon la modulation choisie,
les symboles qui seront transmis sur le canal de communication, alors que l’aiguilleur re´partit
ces symboles sur les diffe´rentes fre´quences d’ondes porteuses selon le nombre de sous-canaux
utilise´s. Les dernie`res e´tapes menant a` la ge´ne´ration d’un signal e´lectromagne´tique, soit la
transforme´e de Fourier inverse rapide et la conversion nume´rique-analogique, ne sont pas font
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pas partie du mode`le SPACE.
La chaˆıne de de´codage WiMAX effectue essentiellement les ope´rations inverses de la chaˆıne
de codage. Elle de´bute par deux e´tapes qui ne font pas partie du mode`le SPACE, soit la
conversion analogique-nume´rique et la transforme´e de Fourier rapide. Cette chaˆıne de de´co-
dage est compose´e de cinq modules, en plus du re´cepteur lui-meˆme : le de´-modulateur, le
de´-entrelaceur, le de´codeur Viterbi, le de´codeur Reed-Solomon et le de´-me´langeur. Le de´-
modulateur commence par re´cupe´rer a` partir des symboles du signal les donne´es entrelace´es
selon la modulation et le nombre de sous-canaux. Le de´-entrelaceur permute alors les bits
des donne´es re´cupe´re´es dans une ope´ration inverse a` celle de l’entrelaceur. Le de´codeur Vi-
terbi applique ensuite l’algorithme de Viterbi (Viterbi, 1967) aux donne´es pour inverser la
perforation et la convolution des donne´es tout en corrigeant des erreurs de bits qui auraient
pu se produire lors de la transmission du signal. Le de´codeur Reed-Solomon inverse ensuite
l’ope´ration de l’encodeur Reed-Solomon tout en corrigeant d’autres erreurs qui n’auraient
pas e´te´ corrige´es par le de´codeur Viterbi. Pour ce faire, le de´codeur Reed-Solomon applique
l’algorithme de Berlekamp-Massey (Massey, 1969) puis l’algorithme de recherche de Chien
(Chien, 1964) pour localiser les erreurs qui sont ensuite corrige´es par l’algorithme de Forney
(Forney, 1965). La variante de l’algorithme de Berlekamp-Massey utilise´ n’effectue pas de di-
vision de polynoˆme (Jeng et Truong, 1999). Finalement, le de´-me´langeur applique un LFSR
pour inverser l’ope´ration du me´langeur et restituer les donne´es originales au re´cepteur. On
peut trouver dans (Bah, 2010) plus de de´tails sur la mode´lisation de cette application avec
SPACE.
