Ecological inference is a statistical problem where aggregate-level data are used to make inferences about individual-level behavior. In this article, we conduct a theoretical and empirical study of Bayesian and likelihood inference for 2 Â 2 ecological tables by applying the general statistical framework of incomplete data. We first show that the ecological inference problem can be decomposed into three factors: distributional effects, which address the possible misspecification of parametric modeling assumptions about the unknown distribution of missing data; contextual effects, which represent the possible correlation between missing data and observed variables; and aggregation effects, which are directly related to the loss of information caused by data aggregation. We then examine how these three factors affect inference and offer new statistical methods to address each of them. To deal with distributional effects, we propose a nonparametric Bayesian model based on a Dirichlet process prior, which relaxes common parametric assumptions. We also identify the statistical adjustments necessary to account for contextual effects. Finally, although little can be done to cope with aggregation effects, we offer a method to quantify the magnitude of such effects in order to formally assess its severity. We use simulated and real data sets to empirically investigate the consequences of these three factors and to evaluate the performance of our proposed methods. C code, along with an easy-to-use R interface, is publicly available for implementing our proposed methods (Imai, Lu, and Strauss, forthcoming).
Introduction
Ecological inference is a statistical problem where aggregate-level data are used to make inferences about individual-level behavior. Although it was first studied by sociologists in the 1950s (Robinson 1950; Duncan and Davis 1953; Goodman 1953) , recent years have witnessed resurgent interest in ecological inference among political methodologists and statisticians (see, e.g., Achen and Shively 1995; King 1997; King, Rosen, and Tanner 2004; Wakefield 2004a , and references therein). Much of the existing research, however, has focused on the development of new parametric models and the criticism of existing models and has generated numerous debates over the appropriateness of proposed methods and their use (see, e.g., Freedman et al. 1991; Grofman 1991; Cho 1998; Cho and Gaines 2004; Herron and Shotts 2004, and many others) .
In this article, we conduct a theoretical and empirical study of Bayesian and likelihood inference for 2 Â 2 ecological tables by applying the general statistical framework of incomplete (or missing) data (Heitjan and Rubin 1991) .
1 First, we formulate ecological inference in 2 Â 2 tables as a missing-data problem where only the weighted average of two unknown variables is observed (Section 2). This framework directly incorporates the deterministic bounds, which contain all information available from the data, and allows researchers to use the individual-level data whenever available. Within this general framework, we first show that the ecological inference problem can be decomposed into three factors: distributional effects, which address the possible misspecification of parametric modeling assumptions about the unknown distribution of missing data; contextual effects, which represent the possible correlation between missing data and observed variables; and aggregation effects, which are directly related to the loss of information caused by data aggregation.
We then examine how each of these three factors affects inference and offer new statistical methods to address each of them. To deal with distributional effects, we extend a simple parametric model to a nonparametric Bayesian model based on a Dirichlet process prior (Section 3). One common feature of many existing models is the use of parametric assumptions. In the exchange between King (1999) and Freedman et al. (1998) , King concludes that ''open issues . . . include . . . flexible distributional and functional form specifications'' (354). We take up this challenge by relaxing the distributional assumption and examine the relative advantages of the proposed nonparametric model through simulation studies and an empirical example. We also show that statistical adjustments for contextual effects can be made within these parametric and nonparametric models.
Although little can be done to cope with aggregation effects, we offer a method to quantify the magnitude of such effects within our parametric model by quantifying the amount of missing information due to data aggregation in ecological inference (Section 4). Our approach is to measure the amount of information the observed aggregate-level data provide in comparison with the information one would obtain if the individual-level data were available. We do so in the context of both parameter estimation and hypothesis testing. Previous studies largely relied upon informal graphical and numerical summaries in order to examine the amount of information available in the observed data (e.g., King 1997; Gelman et al. 2001; Cho and Gaines 2004; Wakefield 2004a) . In contrast, the proposed methods can be used to formally assess the severity of aggregation effects.
Finally, we evaluate the performance of our proposed methods and illustrate their use with the analysis of both simulated and real data sets (Section 5). C code, along with an 1 See Cross and Manski (2002) and Judge, Miller, and Cho (2004) for alternative approaches, which are not based on the likelihood function. easy-to-use R interface, is publicly available as an R package, eco (Imai, Lu, and Strauss forthcoming) , through the Comprehensive R Archive Network (http://cran.r-project.org/) for implementing our proposed methods.
Theoretical Framework for Ecological Inference
We first introduce a general theoretical framework for the ecological inference problem in 2 Â 2 tables. We show that ecological data can be viewed as coarse data, which are a special case of incomplete data. Following the general framework of Heitjan and Rubin (1991) , we discuss the conditions under which valid ecological inferences can be made using likelihood-based models. This theoretical framework clarifies and formally identifies the modeling assumptions required for ecological inference. While demonstrating how to deal with common problems, the framework also provides insight into the fundamental difficulty inherent in ecological inference, which cannot be overcome by statistical adjustments.
Ecological Inference Problem in 2 3 2 Tables
In this article, we focus on ecological inference in 2 Â 2 tables. Suppose, for example, that we observe the number of registered white and black voters for each geographical unit (e.g., a county). The election results reveal the total number of votes for all geographical units. Given this information, we wish to infer the number of black and white voters who turned out. Table 1 presents this 2 Â 2 ecological inference example, where counts are transformed into proportions. In typical political science examples, the number of voters within each geographical unit is large. Hence, many previous methods directly modeled proportions rather than counts (e.g., Goodman 1953; Freedman et al. 1991; King 1997) . 2 We focus on models of proportions in this article.
For every geographical unit i 5 1; . . . ; n; such a 2 Â 2 ecological table is available. Given the total turnout rate Y i and the proportion of black voters X i , one seeks to infer the proportions of black and white voters who turned out, W i1 and W i2 , respectively. Although both W i1 and W i2 are not observed, they follow a key deterministic relationship,
That is, Y i is the observed weighted average of the two unknown variables, W i1 and W i2 , with X i and 1 ÿ X i being the observed weights. The goals of ecological inference are twofold. First, researchers may be interested in characterizing the individual behavior at the population level. For example, they may wish to estimate the mean and variance of the joint or marginal (population) distributions of W 1 and W 2 , or the distributions themselves. Second, since the internal cells of ecological tables are not observed, the estimation of the (sample) values of W i1 and W i2 for each unit i is also of interest. We call the former population ecological inference, whereas the latter is referred to as sample ecological inference. In political science research, sample ecological inference is often emphasized more often than population inference (e.g., King 1997 ). However, in other studies such as epidemiological studies that assess disease risk factors through ecological data, population ecological inference is of primary importance. If sample ecological inference is conducted within the frequentist statistical framework, W i1 and W i2 should not be treated as unknown parameters to be estimated. In that case, we must estimate n parameters based on n observations, and no informational gain results from obtaining additional observations. Instead, each new observation creates an additional parameter to estimate. Such an approach yields an incidental parameter problem where no consistent estimators can be constructed for W i1 and W i2 (Neyman and Scott 1948) . Hence, W i1 and W i2 must be viewed as missing data to be predicted rather than parameters to be estimated. The distinction between sample and population inferences, therefore, is critical for understanding the statistical properties of various frequentist ecological inference models.
Ecological Inference as a Coarse Data Problem
We now show that ecological inference in 2 Â 2 tables can be viewed as a coarse data problem. Coarse data refer to a particular type of incomplete data that are neither entirely missing nor perfectly observed. Instead, we observe only a subset of the complete-data sample space in which the true unobserved data points lie. Some examples of coarse data include rounded, heaped, censored, and partially categorized data (Heitjan and Rubin 1991) .
For ecological inference in 2 Â 2 tables, the vector of internal cells W i 5 (W i1 , W i2 ) are the variables of interest. However, they are not directly observed. Instead, only their weighted average Y i and the weight X i are observed. From equation (1), Duncan and Davis (1953) derive the sharp bounds for each of the unobserved variables, W i1 and W i2 ,
Although these intervals reveal the possible values that W i1 and W i2 could take, they are often too wide to be informative for the purposes of applied researchers. Ecological inference is a coarse data problem because the missing data W i 5 (W i1 , W i2 ) are only partially observed. The relationship between the observed data (Y i , X i ) and the missing data W i is solely characterized by equation (1). The random variable X i is called a coarsening variable, whereas Y i is called the coarsened data. This terminology is derived from the fact that X i determines how much information is revealed about each of the missing data through Y i . For example, if there are many more black voters than white voters, then the aggregate turnout rate gives you more information about black voters' turnout. In other words, if X i takes a value closer to 1, bounds are likely to be narrow for W i1 and wide for W i2 .
Three Key Factors in Ecological Inference
Next, we place ecological inference within the theoretical framework of coarse data developed by Heitjan and Rubin (1991) and formally identify the key factors that influence ecological inference. We consider the likelihood-based inference, which has been a popular approach in the literature (e.g., King 1997; King, Rosen, and Tanner 1999; Rosen et al. 2001; Wakefield 2004a) . We begin by defining the many-to-one mapping,
; from the complete data to the observed (coarsened) data for each i 5 1; 2; . . . ; n: Suppose that the density function of W i is given by f(W i j f) with a vector of unknown parameters f. Let h(X i j W i , c) denote the conditional distribution of X i given unobserved data W i and a vector of unknown parameters c. Then, the observed-data likelihood function can be written as,
where f and c are assumed to be disjoint sets of parameters. The calculation of the observed-data likelihood function in equation (3) requires the integration with respect to the missing data W i over the region defined by the data coarsening mechanism, Y i 5 MðX i ; W i Þ: In contrast, the complete-data likelihood function, that is, the likelihood function one would obtain if the missing data were to be completely observed, is given by,
To make inferences based on L obs (f, c j Y, X), we must specify the sampling distribution of missing data f(W i j f) as well as the conditional distribution of the coarsening variable h(X i j W i , c). In ecological inference, this incomplete-data framework allows us to formally identify the following three key factors. The first factor is distributional effects, which refer to the effects of the (mis)specification of f(W i j f) or the joint distribution of black and white turnout rates in our running example, on the resulting inference. The second factor is contextual effects, which are concerned about the specification of h(X i j W i , c). In our running example, the proportion of black voters might be correlated with black and white turnout rates through neighborhood variables such as income and education. The debate in the literature has almost exclusively focused on the possible misspecification of these two distributions. Unfortunately, since W i is not directly observed, detecting distributional and contextual effects is a difficult task in practice. For example, one can compare the marginal distribution of Y against the (marginal) predictive distribution of Y from the fitted model. Such an approach, however, will not be able to detect all the misspecified models because the misspecification of the distribution of W i can still yield the marginal predictive distribution of Y that is consistent with the observed data. In Section 4.3, we partially address this concern of undetectable model misspecification under parametric assumptions.
Finally, we also study the third, yet most critical, issue of ecological inference, that is, the loss of information that occurs due to data coarsening. We call this aggregation effects because it is the data aggregation that makes ecological inference a fundamentally difficult statistical problem. Aggregation effects cause both distributional and contextual effects because the data aggregation prevents researchers from detecting model misspecification through the diagnostic techniques available to usual analysis of complete data. Although aggregation effects cannot be overcome by statistical adjustments, we show that it is possible to quantify the amount of missing information due to aggregation in ecological inference (Section 4).
Three Modeling Assumptions
Based on the theoretical framework introduced above, we identify three possible modeling assumptions for ecological inference and derive the general conditions under which valid ecological inferences can be drawn.
Assuming no contextual effect
First, we state the condition under which the stochastic coarsening mechanism can be ignored; that is, the condition under which the specification of h(X i j W i , c) is not required. In ecological inference, this corresponds to the condition under which contextual effects can be ignored. In our running example, this means that black and white turnout rates are jointly independent of the proportion of black voters. Although this is a strong assumption and often cannot be justified in practice, it serves as a useful starting point for developing models under more general conditions. Heitjan and Rubin (1991) formally define this condition and call it coarsened at random (CAR) as a general formulation of missing at random in the literature on inference with missing data.
Under CAR, if f and c are disjoint parameters, the inference about f does not depend on c and the specification of h(X i j W i , c) can be ignored. Heitjan and Rubin (1991) also show that CAR is the weakest condition under which it is appropriate to ignore the coarsening mechanism. Formally, a sufficient condition for Y i to be CAR is that X i and W i are independent; that is, h(X i j W i , c) 5 h(X i j c). Then, the observed-data likelihood function of equation (3) can be simplified as
Parametric models under this assumption have appeared in the literature (e.g., King 1997; Wakefield 2004a ).
Modeling contextual effects with covariates
In many situations, W i and X i may not be independent, but this dependence can be modeled through controlling for observed covariates Z i , which may or may not include X i . Another motivation for this approach is the estimation of the conditional mean function of W i given Z i rather than its marginal mean. We refer to this modeling assumption as conditionally coarsened at random, or CCAR. In the context of our running example, one may assume that once we control for income and education levels, black and white turnout rates are no longer dependent on the proportion of black voters. Formally, we assume that W i and X i are conditionally independent given Z i , that is,
If the assumption holds, the data are CAR given Z i , and the observed-data likelihood can be written as King (1997) and King, Rosen, and Tanner (1999) propose parametric models based on this assumption.
Modeling contextual effects without covariates
Finally, we consider a scenario where the CAR assumption is known to be violated but no covariate is available for which the CCAR assumption holds. Even when some covariates are available, researchers may not be willing to make functional-form assumptions about the high-dimensional covariate space because we do not directly observe W i . Unless we jointly observe (W i , X i , Z i ) for some units, the not coarsened at random (NCAR) strategy is to minimize the modeling assumptions by focusing on the trivariate relationship between W i and X i without incorporating Z i . In addition, one may wish to focus on the estimation of marginal mean of W i rather than its conditional mean. We refer to this modeling assumption as NCAR. In the NCAR case, we directly model the data coarsening mechanism and specify the joint distribution g(X i ,
The observed-data likelihood can be written as,
To the best of our knowledge, no model under this assumption has been proposed in the literature.
A Nonparametric Model of Ecological Inference
In this section, we introduce a Bayesian, nonparametric model of ecological inference in order to deal with distributional effects (as well as contextual effects) by relaxing parametric assumptions. We start our discussion by describing a parametric model, which is similar to the ones proposed in the literature, and then show how to extend the model to a nonparametric model.
A Parametric Base Model
Our first parametric model is based on the CAR assumption. A similar parametric model has appeared in the literature (King 1997; Wakefield 2004a ). In particular, we model the logit transformation of the missing data using the bivariate normal distribution,
where W i * 5 ðW i1 * ; W i2 * Þ 5 ðlogitðW i1 Þ; logitðW i2 ÞÞ; l is a (2 Â 1) vector of population means, and R is a (2 Â 2) positive-definite variance matrix. The model allows W i1 and W i2 to be correlated with each other (through their logit transformations). This means that in the racial voting example, the turnout rates of black and white voters in each county may be correlated with one another. The above model can be extended to a Bayesian model by placing the following conjugate prior distribution on (l, R),
where l 0 is a (2 Â 1) vector of the prior mean, s 0 is a scalar, m 0 is the prior degrees of freedom parameter, and S 0 is a (2 Â 2) positive-definite prior scale matrix. When strong prior information is available from previous studies or elsewhere, we specify these prior parameters so that the prior knowledge can be approximated. When such information is not available, however, we consider a flat prior where the prior predictive distribution of (W 1 , W 2 ) is approximately uniform. This latter condition leads to our choice of the prior parameters for the parametric model: l 0 5 0, S 0 5 10I 2 , s 0 5 2, and m 0 5 4. This parametric base model can be easily extended to the analyses under the CCAR and NCAR assumptions. For example, under the CCAR assumption, the model becomes,
RÞ; where b is a (k Â 1) vector of coefficients, Z i is a (k Â 2) matrix of covariates, and R is the (2 Â 2) positive-definite conditional variance matrix. In contrast, under NCAR, the model is specified as, ðW i * ; X i * Þ j g; U ;
i:i:d: N ðg; UÞ;
where X i * 5 logitðX i Þ; the mean vector g is 3 Â 1, and the covariance matrix U is a 3 Â 3 positive-definite matrix.
A Nonparametric Model
Similar to other parametric models in the literature, the models introduced in Section 3.1 make specific distributional assumptions. To relax these assumptions, we apply a Dirichlet process prior and model the unknown population distribution as a mixture of bivariate normal distributions (Ferguson 1973) . 3 The resulting model is nonparametric in the sense that no distributional assumption is made, and its in-sample predictions respect the deterministic bounds. Recent development of Markov chain Monte Carlo (MCMC) algorithms has enabled the use of a Dirichlet process prior for Bayesian density estimation and other nonparametric and semiparametric problems (e.g., Escobar and West 1995; Mukhopadhyay and Gelfand 1997; Gill and Casella 2006) . Dey, Müller, and Sinha (1998) is an accessible introduction to this methodology.
Our basic idea is to use the (countably infinite) mixture of bivariate normal distributions to model the unknown distribution of W. Unlike finite mixture models, the number of mixtures (or clusters) is not specified in advance and can grow as the number of data points increases, thereby allowing for nonparametric estimation of an unknown distribution. In fact, each new draw of the data may come from one of the existing mixture components from which the other data points were generated or from a new distribution adding another component to the mixture. The number of mixture components is controlled by a single parameter, a, which is a positive scalar and called the concentration parameter. Our model specifies a prior distribution on a which results in a relatively large number of mixture components, and then through posterior updating we learn about the number of clusters from the observed data. Formally, we model the parameters, fl i ; R i g n i51 ; with an unknown (random) distribution function G rather than a known (fixed) one such as the normal/inverse-Wishart distribution. Note that the parameters now have subscript i, allowing for the possibility that the number of parameters grows as the number of observation grows (i.e., nonparametric estimation). We then place a prior distribution on G over all possible probability measures. Such a prior distribution is called a Dirichlet process prior and is denoted by G ; DðG 0 ; aÞ; where G 0 (Á) is the known base prior distribution and is also the prior expectation of G(Á); E(G(l, R)) 5 G 0 (l, R) for all (l, R) in its parameter space. Ferguson (1973) established that given any measurable partition (A 1 , A 2 , . . ., A k ) on the support of G 0 , the random vector of probabilities (G(A 1 ), G(A 2 ), . . ., G(A k )) follows a Dirichlet distribution with parameter (aG 0 (A 1 ), aG 0 (A 2 ), . . ., aG 0 (A k )). A large value of a suggests that G is likely to be close to G 0 and, hence, to yield the results that are similar to those obtained from the parametric model with the prior distribution G 0 . On the other hand, a small value of a implies that G is likely to place most of the probability mass on a few partitions. This setup allows the unknown distribution function G to be nonparametrically estimated from the data.
We specify a Dirichlet process prior on the unknown distribution function of the population parameters, using the same conjugate normal/inverse-Wishart prior distribution as the base prior distribution. Finally, we place a gamma prior on the concentration parameter a. Then, our Bayesian nonparametric model is given by,
G j a ; DðG 0 ; aÞ; a ; Gða 0 ; b 0 Þ;
; and
To illustrate how our model relates to a normal mixture, we follow Ferguson (1973) and Escobar and West (1995) to compute the conditional prior distribution,
where d ðl j ;R j Þ ðl i ; R i Þ is a degenerate distribution whose entire probability mass is concentrated at (l i , R i ) 5 (l j , R j ) and a nÿ1 5 1/(a þ n ÿ 1). Equation (6) shows that given any (n ÿ 1) values of (l i , R i ), there is a positive probability of coincident values and that as a tends to N, the distribution approaches G 0 . In other words, a new draw of the parameters can take either the same values as one of the existing parameter values or new values drawn from the base distribution. The relative frequencies of these two events are governed by the concentration parameter a. Similarly, a future replication draw of (l nþ1 , R nþ1 ), given l 5 {l 1 , . . ., l n } and R 5 {R 1 , . . ., R n }, has the mixture distribution,
where a n 5 1/(a þ n). We then compute the predictive distribution of a future observation W nþ1 * given (l, R, a), which forms the basis of Bayesian density estimation. In particular, we evaluate R pðW nþ1 * j l nþ1 ; R nþ1 ; aÞdPðl nþ1 ; R nþ1 j l; R; aÞ; which yields, W nþ1 * j l; R; a ; a a n T m 0 ðl 0 ; SÞ þ a n X n i51
where T m 0 ðl 0 ; SÞ is a bivariate t distribution with m 0 degrees of freedom, the location parameter l 0 , and the scale matrix S 5 ðs 2 0 þ 1ÞS 0 =fs 2 0 ð1 þ m 0 Þg: Equation (7) shows that when the value of a is small, the predictive distribution is equivalent to a normal mixture. This setup resembles the standard kernel density estimator with a bivariate normal kernel.
In particular, a plays a role similar to the bandwidth parameter, which controls the degree of smoothness.
We use a diffuse prior, Gð1; 0:1Þ; with a mean of 10 and variance 100 for the concentration parameter, a. According to Antoniak (1974) , the expected number of clusters given a and the sample size n is approximately alog(1 þ n/a). With this choice of prior distribution for a and n 5 200, the prior expected number of clusters is approximately 27. In general, a sensitivity analysis should be conducted in order to assess the influence of prior specification on posterior inferences. The sensitivity analysis is important especially for the concentration parameter because it plays a critical role in the density estimation with Dirichlet processes.
This nonparametric model can be easily extended to the analysis under the NCAR assumption by placing the following conjugate prior distribution on (g, U); that is, g j U ; N ðg 0 ; U=s 2 0 Þ and U ; InvWishðm 0 ; S ÿ1 0 Þ; where m 0 is the (3 Â 1) vector of prior mean, s 0 . 0 is a scale parameter, m 0 is the prior degrees of freedom parameter, and S 0 is the (3 Â 3) positive-definite prior scale matrix. For the inverse-Wishart distribution to be proper, m 0 needs to be greater than 3.
Our nonparametric model, therefore, in principle can provide flexible estimation of bivariate density functions for ecological inference problems. However, because we do not directly observe W i1 and W i2 , the density estimation problem for ecological inference is much more difficult. Therefore, bounds must be sufficiently informative in order for the nonparametric model to be able to recover the underlying population distribution. We empirically investigate this issue through both the analysis of simulated and real data sets in Section 5.1.
Computational Strategies
Finally, we briefly discuss our computational strategies to fit the proposed models. To obtain the maximum likelihood (ML) estimates of the model parameters for the parametric CAR and NCAR models, we develop an Expectation Maximization (EM) algorithm (Dempster, Laird, and Rubin 1977) , whereas we develop an Expectation Conditional Maximization (ECM) algorithm (Meng and Rubin 1993) to fit the CCAR model. The details of these algorithms appear in Appendix A. The EM and ECM algorithms are general optimization techniques that are often useful when obtaining the ML estimates in the presence of missing data. A main advantage of these algorithms is their numerical stability. In particular, the observed-data log likelihood increases monotonically at each iteration. For Bayesian analysis, we develop MCMC algorithms for both parametric and nonparametric models. These MCMC algorithms are described in Appendix B.
Quantifying the Aggregation Effects
In this section, under the theoretical framework described in Section 2, we show how to quantify the magnitude of the aggregation effects in the context of both parameter estimation and hypothesis testing. We do so by measuring the fraction of missing information under the parametric models proposed in Section 3.1. Our approach is to quantify the amount of missing information caused by data aggregation relative to the amount of information one would have if the individual-level data are observed.
A Measure of the Aggregation Effects in Parameter Estimation
To quantify the amount of the aggregation effects in parameter estimation, we use the missing-information principle of Orchard and Woodbury (1972) , which states that the missing information is equal to the difference between the complete information and the observed information. Formally, Dempster, Laird, and Rubin (1977) prove the following key equality, I mis ðĥÞ 5 I com ðĥÞ ÿ I obs ðĥÞ; whereĥ is the ML estimate of unknown parameters h (h 5 (n, c) in our case) from the observed data. I obs ðĥÞ represents the observed Fisher information matrix, defined by,
where l obs is the observed-data log-likelihood function based on equation (3). I com ðĥÞ denotes the expected information matrix from the complete-data log-likelihood function, based on equation (4), and is given by,
where the expectation is taken with respect to the distribution of missing data W given the observed data (Y, X). Finally, I mis ðĥÞ can be viewed as the missing information due to data aggregation and is defined as,
To define a measure of missing information in multivariate settings, we use the diagonal elements of the (matrix) fraction of the observed information and complete information,
Then, the ith element of F h is an information-theoretic measure of the relative amount of missing information in the ML estimation of the ith element of the parameter vector h. In ecological inference, F h represents the amount of additional information the individuallevel data would provide for the estimation of h, if they were available, in comparison with the information obtained from the observed aggregate data. Since the diagonal elements of the inverse of the observed information matrix equal the estimated asymptotic variance of each parameter, in the one-parameter case, the fraction of missing information equals the fraction of increase in the asymptotic variance due to missing data. Finally, it is also possible to summarize the amount of missing information in ecological inference by a scalar rather than computing the fraction of missing information for each parameter. This can be done by computing the largest eigenvalue of the ''matrix fraction'' of missing information, I ÿ I ÿ1 com ðĥÞI obs ðĥÞ; where I represents the identity matrix. In this expression, a larger value indicates a greater amount of missing information.
A Measure of the Aggregation Effects in Hypothesis Testing
Kong, Meng, and Nicolae (2005) propose a general framework for quantifying the relative amount of missing information in hypothesis testing with incomplete data. We apply this methodology to ecological inference so that the fraction of missing information can be calculated for hypothesis testing. Kong, Meng, and Nicolae (2005) propose two measures of missing information in hypothesis testing: the fraction of missing information against and under a null hypothesis. In this article, we focus on the former because, as discussed by Kong, Meng, and Nicolae (2005) 
where the expectation is taken over the conditional distribution of the missing data W given the observed information (Y, X). This measure equals the ratio of the logarithms of the two likelihood ratio test statistics; the logarithm of the observed likelihood ratio statistic, based on the observed-data likelihood, is in the numerator whereas the logarithm of the expected likelihood ratio statistic, based on the complete-data likelihood, is in the denominator.
The interpretation of the measure in equation (11) exactly parallels that of the fraction of missing information in parameter estimation (see equation 10). Kong, Meng, and Nicolae (2005) show the three key properties of this measure; (1) F H is a fraction, that is, 0 F H 1; (2) F H 5 1 if and only if the observed data cannot distinguish between h and h 0 at all; that is, the observed-data likelihood ratio is equal to 1 or l obs ðĥ j Y; XÞ 5 l obs ðh 0 j Y; XÞ; and (3) F H 5 0 if and only if the missing information cannot distinguish betweenĥ and h 0 given the observed data; that is, the Kullback-Leibler information number, E log pðW j Y;X;ĥÞ pðW j Y;X;h 0 Þ j Y; X;ĥ h i ; is equal to 0.
Null hypothesis of linear constraints on marginal means
We first consider the null hypothesis of linear constraints on the marginal means of W i under the CAR and NCAR models. If we have l linear constraints, then the null hypothesis can be written as the system of l linear equations, H 0 : A T l 5 a; where a is an (l Â 1) vector of known constants. For the CAR model, l is a two-dimensional vector, whereas under the NCAR model it is a three-dimensional vector. An important special case is the equality constraint of marginal means, l 1 5 l 2 or equivalently A 5 (1, ÿ1) and a 5 0 under the CAR model and A 5 (1, ÿ1, 0) and a 5 0 under the NCAR model. For example, researchers may wish to test whether the turnout rates of whites and nonwhites are the same. To conduct the likelihood ratio test of H 0 and compute the fraction of missing information associated with it, we must first obtain the ML estimates of h under the constraint of A T l 5 a, and then compare the value of the observed-data log likelihood under this constraint with the corresponding value obtained without the constraint.
Null hypothesis of linear constraints on regression coefficients
We next consider the null hypothesis of linear constraints on regression coefficients under the CCAR model. For example, one might be interested in testing the null hypothesis that the effect of a particular variable is zero on the conditional means of both W i1 * and W i2 * : If there are l linear constraints, the null hypothesis can be expressed as a system of l linear equations, H 0 : A T b 5 a where A is a known (k Â l) matrix and a is an l-dimensional vector of constants.
Missing Information and Model Misspecification
The proposed methods to quantify the amount of missing information described above assume that researchers know the correct (likelihood-based) parametric model. Although most social scientists conduct their data analysis based on such an assumption, the possibility of model misspecification is greater in ecological inference and hence this is a potential concern. Given that the individual-level data are partially missing, standard diagnostics tools, which require complete data, cannot be used to detect possible model misspecification. This means that if the underlying complete-data model is incorrect, the resulting estimates of fraction of missing information may also be misleading. This problem reflects the fundamental difficulty of statistical inference in the presence of missing data; the inference may be sensitive to the modeling assumptions about missing data. Therefore, it is no surprise that much methodological controversy in ecological inference is centered around the issue of model misspecification.
Methodological research has only begun to directly address the problem of model uncertainty in ecological inference (e.g., Imai and King 2004) . The methods we propose in this article, however, have only an indirect relationship with the issue of model misspecification. Namely, a higher fraction of missing information implies a greater magnitude of possible incomplete-data bias resulting from local model misspecification, that is, the degree of model misspecification which cannot be detected even if one would observe the complete data. Copas and Eguchi (2005) formalize this idea by showing that the magnitude of standardized incomplete-data bias for parameter h resulting from such local model misspecification has the upper bound, which is equal to e ffiffiffiffiffi F h p
; where e represents the magnitude of local model misspecification, and F h is the fraction of missing information in the estimation of h as defined in equation (10). This formulation implies that the methods proposed in this section can alert applied researchers to the possibility of local model misspecification. However, the fraction of missing information does not reflect the degree to which the assumed model is grossly misspecified.
In ecological inference, such undetectable, yet serious, model misspecification might occur so that additional aggregate data (or coarse data) do not help detect the misspecification of individual-level data (or complete data) model. In that case, the magnitude of bias is likely to be larger than the above upper bound, and hence, the fraction of missing information may even underestimate the degree of model uncertainty.
Computational Strategies
To compute a measure of missing information under the CAR model, we apply the supplemented EM (SEM) algorithm to compute the fraction of missing information defined in equation (10) and to estimate the asymptotic variance-covariance matrix of the ML estimates (Meng and Rubin 1991) . In addition to its numerical stability, a principle advantage of the SEM algorithm is that it simply extends the EM process, obviating the need to develop an independent algorithm.
Since the EM algorithm outputs the ML estimates of transformed parameters, h* 5 (l 1 , l 2 , log r 1 , log r 2 , 0.5 log [(1 þ q)/(1 ÿ q)]), we first compute the fraction of missing information for each of the transformed parameters. We useĥ* to denote the ML estimates of transformed parameters h*. It is also possible to present the fraction of missing information for the parameters that can be easily interpreted by applied researchers rather than the transformed parameters, h*, which are used purely for the modeling and computational purposes. In this case, we use the first-order approximation to calculate the means, variances, and correlation of the original data, for example, W ij , by logit ÿ1 ðl j Þ; r j e 2l j =ð1 þ e l j Þ 4 ; and q, respectively. We then use the chain rule and the invariance property of ML estimators to derive the expression for the DM matrix and the expected information matrix, I com ; for the new parameters of interest. A similar estimation strategy can be used for the NCAR model as well.
For the CCAR model, we use the supplemented ECM (SECM) algorithm, which modifies the SEM algorithm to adjust for the fact that the conditional maximization is used (van Dyk, Meng, and Rubin 1995) . Using the SECM algorithm, we first compute the fraction of missing information for the transformed parameters, h*. If desired, we can also compute the fraction of missing information on the conditional mean on the logit scale, that is, EðW i * j Z i Þ; or on the original scale, that is, E(W i j Z i ), using the first-order approximation and the invariance property of ML estimators.
Simulation Studies and Empirical Examples
In this section, we evaluate the performance of the proposed methods and illustrate their use by analyzing both simulated and real data sets. Each of the following subsections focuses on one of the three key factors in ecological inference identified in Section 2.
Distributional Effects

A simulation study
To investigate distributional effects, we use X i from the data set analyzed by Burden and Kimball (1998) , which has a sample size of 361. Although this data set is not about racial voting, for simplicity, we use the notation of Table 1 and refer to X i as the proportion of black voters and Y i as the overall turnout rate for each county i. The unknown inner cells (W i1 , W i2 ) are the fractions of those who voted among black and white voters, respectively. To construct different simulation settings, we draw (W i1 , W i2 ) independently from the following three distributions, although maintaining the same racial composition X i .
Simulation I. W i * is independently drawn from a bivariate normal distribution with mean (0, 1.4), variances (1, 0.5), and covariance 0.2, yielding the average turnout of about 50% and 80% for black and white voters, respectively. Simulation II. W i * is independently drawn from a mixture of two bivariate normal distributions with the mixing probability (0.6, 0.4). The first distribution has mean (ÿ0.4, 1.4), variance (0.2, 0.1), and covariance 0. The second distribution has a different mean (ÿ0.4, ÿ1.4), but the same covariance matrix. This yields the average turnout of roughly 40% for black voters, approximately 80% for white voters in 60% of the counties, and about 20% for white voters in the other counties. Simulation III. W i * is independently drawn from a mixture of two bivariate normal distributions with the mixing probability (0.6, 0.4). The first distribution has mean (ÿ1.4, 1.4), variance (0.1, 0.1), and covariance 0. The second distribution has a different mean (1.4, ÿ1.4), but the same covariance matrix. In 60% of the counties, the average turnout is 20% for blacks and 80% for whites, whereas in the rest of the counties this pattern is reversed.
In all three simulations, we assume no contextual effect. Note that in Simulation II only the marginal distribution of W i2 is bimodal, whereas in Simulation III the marginal distributions of both W i1 and W i2 are bimodal. It is of particular interest to see whether the nonparametric method can recover such distributions. Figure 1 presents the tomography plots of the simulated data sets with the true values of W i . The graphs illustrate the bounds for W i1 and W i2 , which can be obtained by projecting tomography lines onto the horizontal and vertical axes. The average length of bounds for W i1 in Simulations I, II, and III is 0.55, 0.58, and 0.64, whereas that for W i2 is 0.71, 0.73, and 0.78, respectively. This indicates that in all three simulations, the bounds are not particularly informative.
Treating X i and Y i as observed and W i as unknown, we fit our parametric and nonparametric models and assess their relative performance in terms of both sample and population inferences by examining in-sample and out-of-sample predictions, respectively. Table 2 numerically summarizes the in-sample predictive performance. In Simulations II and III, the (sample) root mean squared error (RMSE) of our nonparametric model is smaller than that of the parametric model. Nevertheless, even when the true distribution is bimodal, the in-sample predictions from our parametric model are reasonable. This is because the parametric model yields the in-sample predictions that respect the bound conditions. The in-sample predictions based on the ecological regression (Goodman 1953 ) E(Y i j X i ) 5 a þ bX i yield larger bias and RMSE than the other two methods.
Finally, we examine the out-of-sample predictive performance, which is of importance for population inferences. Figure 2 compares the true distribution with the estimated marginal density based on out-of-sample predictions from our models. In Simulation I, our nonparametric and parametric models give essentially identical estimates and approximate the marginal distributions well. Indeed, the number of clusters for the nonparametric model reduces to one. In our setup, the nonparametric model with one cluster is identical Fig. 1 Tomography plots of simulations I, II, and III. The solid lines illustrate the deterministic relationship of equation (2), and the dots represent the true values of (W i1 , W i2 ), for randomly selected 40 counties from the Burden and Kimball (1998) data set. 
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to the parametric model. This result is not surprising given that this data set is generated using the parametric model. The other two simulations, however, demonstrate the clear advantage of the nonparametric model. The nonparametric model captures the bimodality feature of the marginal distributions, whereas the parametric model fails to approximate the true distribution as expected.
Voter registration in U.S. Southern states
Next, we analyze voter registration data from 275 counties of four Southern states in the United States: Florida, Louisiana, North Carolina, and South Carolina. This data set is first studied by King (1997) and subsequently analyzed by others (e.g., King, Rosen, and Tanner 1999; Wakefield 2004b ). For each county, X i represents the proportion of black voters, Y i denotes the registration rate, and W i1 and W i2 represent the registration rates of black and white voters. In this example, the true values of W i1 and W i2 are known, which allows us to compare the performance of our method with that of existing models. Figure 3 presents a graphical summary of the data. The upper-left panel plots the true values of W i1 and W i2 . The registration rates among white voters are high in many counties, with an average of 86%. In contrast, black registration rates are much lower, with an average of 56%. The sample variances of registration rates are 0.044 and 0.024 for black and white voters, respectively. The other two graphs in the upper panel are the scatterplots of the registration rates and the proportions for black and white voters. In this data set, the correlation between X and W 1 is ÿ0.08, whereas the correlation between X and W 2 is only 0.01, implying minor contextual effects. The lower panel of Fig. 3 presents the tomography plots for a random subset of the counties. The bounds reveal asymmetric information about W 1 and W 2 , and they are more informative for W 2 than for W 1 . Moreover, for 30% of W 2 , the true values are equal to 1. As a result, the true values of the corresponding W 1 lie at the lower end of the bounds. This may pose some difficulty for in-sample predictions, especially for the counties whose bounds are wide.
By treating W 1 and W 2 as unknown, we fit both our parametric and nonparametric models to a subset of 250 counties. We also examine the model performance by adding the individual-level data of the remaining 25 counties. Finally, we compare the results with other methods in the literature, including the ecological regression, the linear and nonlinear neighborhood models (Freedman et al. 1991) , the midpoints of bounds, King's EI model, and Wakefield's hierarchical model. To fit King's EI model, we use the publicly available software, EzI (version 2.7) by Benoit and King, with its default specifications. To fit Wakefield's binomial convolution model, we use his WinBUGS code (Wakefield 2004b) , which fits the model based on normal approximation. We specify prior distributions such that the implied prior predictive distribution of W i is approximately uniform. Specifically, we use l 0 ; logistic(0, 1), l 1 ; logistic(0, 1), r ÿ2 0 ; Gð1; 100Þ; and r ÿ2 1 ; Gð1; 100Þ: After 50,000 iterations, we discard the initial 20,000 draws and take every 10th draw. Table 3 summarizes the in-sample predictive performance. For this data set, our nonparametric model significantly outperforms our parametric model in all three discrepancy measures (bias, RMSE, and mean absolute error) by a magnitude that is much greater than what we have seen in our simulation examples. With the addition of the individual-level data, however, the in-sample predictions of the parametric model improve substantially. Furthermore, the predictions of the nonparametric model are also more accurate than those of existing methods in terms of all three discrepancy measures. The performance of King's EI model and Wakefield's model is reasonable, but not as good as that of the nonparametric model. Finally, the neighborhood models do not work well in this application, and simply using the midpoint of a bound as an estimate gives better results than some methods.
For our two models, the posterior predictive distribution serves as a basis for population inferences. Figure 4 compares the out-of-sample predictive performance of our models, with and without the addition of individual-level data. In this application, the true distribution of W 1 and W 2 is unknown, so we approximate it by a kernel smoothing technique using the sample values. The nonparametric model estimates the marginal density of W 2 very well, whereas its density estimate for W 1 is slightly off. This is expected because the bounds of W 2 are more informative than those of W 1 . In contrast, the estimated marginal densities based on our parametric model are not accurate. With the addition of the individual-level data, the nonparametric model now recovers the density of W 1 and the density estimation of W 2 is further improved. The parametric model still gives a poor estimate even after adding the individual-level data.
Contextual Effects
Next, we investigate the possibility of correcting contextual effects through a simulation study and an empirical investigation of the data set on race and literacy.
A simulation study
To avoid other confounding issues, we simulate a data set under a parametric assumption. We also assume that a covariate Z is an aggregate-level variable, which is expressed in terms of proportion. We start by generating the logit-transformed values of (W i1 , W i2 , X i , Z i ), denoted by ðW i1 * ; W i2 * ; X i * ; Z i * Þ with the sample size of 500. To do this, we first draw Z i * independently from a univariate normal distribution with mean ÿ0.85 and variance 0.5. We then compute W i * 5 BZ i * þ e i1 ; where B is a (2 Â 2) matrix with the first diagonal element equal to 0.85, the second diagonal element equal to ÿ0.85, and the off-diagonal elements equal to 0. e i1 is a (2 Â 1) vector independently drawn from a bivariate normal distribution with mean (0, 0), variance (0.5, 0.5), and covariance 0.2. For simplicity, we do not include an intercept. Next, we construct X* as a nonlinear function of Z*. In particular, X i * 5
; where e i2 is a independent draw from a univariate normal distribution with mean 0 and variance 0.5. We then take the inverse-logit transformation of W i * ; X i * ; and Z i * to obtain W i , X i , and Z i . Finally, applying equation (1), we obtain the value of Y i . We also generate a spurious covariateZ; which is independent of Z, in order to investigate the effect of model misspecification.Z i is obtained by sampling independently from a normal distribution with mean 0 and variance 0.5 and then taking its inverse-logit transformation. In this simulation example, X and W are correlated through Z. The sample correlation between X and W 1 is 0.39 and that between X and W 2 is ÿ0.53. Moreover, the average bounds length for W 1 is 0.7 and for W 2 is 0.4, suggesting that W 1 is more coarsened than W 2 . Finally, the sample means of W 1 and W 2 are 0.35 and 0.64, respectively.
To examine the performance of various models, we first fit the true model, which is the parametric CCAR model given Z. We then fit four other parametric models (CAR, CCAR given X, CCAR givenZ; and NCAR). To estimate the proposed Bayesian models, we adopt diffuse prior distributions. In particular, for the parametric CAR model, we use the same prior specifications described in Section 3.1. For the parametric CCAR model, the prior parameters are B 0 5 0, A 0 5 I 2 , m 0 5 7, and S 0 5 10I 2 ; whereas for the parametric NCAR model, our choice of diffuse prior distribution is defined by g 0 5 0, s 0 5 2, m 0 5 5, and S 0 5 13I 2 . Table 4 presents the bias and RMSE of the in-sample predictions based for each parametric model. As we expected, when the correct covariate is controlled, the CCAR model yields the smallest bias and RMSE. In contrast, incorrectly conditioning onZ results in poor in-sample predictions. In this particular example, sinceZ is independent from Z, conditioning onZ does not correct the correlation between X and W. Therefore, the CCAR model behaves like the CAR model. In other cases that are not shown here, whenZ is correlated with Z, the in-sample predictions could be even further off from the true values when compared to the CAR model. On the other hand, the parametric NCAR model has a reasonable performance even though it does not incorporate covariate information. Since X is not a linear function of Z at the logit scale, the NCAR model assuming a trivariate normal distribution is not properly specified. Nevertheless, the precision of the in-sample Fig. 4 Out-of-sample predictive performance of selected models on voter registration data. The true density is represented by the shaded area. The solid and dashed lines represent the estimated density without and with the additional survey data information, respectively. predictions of W 2 based on this model still improves substantially comparing to those based on the CAR model and the misspecified CCAR models.
Race and literacy
In many studies, the CAR assumption is clearly violated. The straightforward solution in this scenario is to use the CCAR framework; however, this approach may not be feasible for various reasons. For instance, lack of knowledge of the underlying processes would leave the CCAR model vulnerable to misspecification. In other situations, the model may be known but the necessary variables may be unavailable. Therefore, it is of practical importance to consider the analysis under the NCAR assumption.
Here, we reexamine a classical ecological inference problem of black illiteracy rates in 1910 in order to assess the performance of the NCAR models. This study is introduced by Robinson (1950) , which is the first article to formally examine the fallacy of ecological inference. Using an empirical example, Robinson (1950) demonstrates that there is not necessarily a correspondence between aggregate-and individual-level correlations. The original study is done based on the state-level data with only 48 observations. To better examine this problem, King (1997) coded the county-level data from the paper records of the 1910 census. In this extended data set, there are 1040 counties. The data set includes the proportion of the residents over 10 years of age who are black X i , the proportion of those who can read Y i , the county population size N i , and the true values of the black literacy rate W 1 and the white literacy rate W 2 with sample mean 68% and 92% for W 1 and W 2 , respectively.
Following Robinson (1950) , we compare the aggregate correlation between race and literacy with its individual-level counterpart. We first calculate the aggregate correlation as the sample correlation between X i and Y i for all the counties. The resulting correlation is ÿ0.733, which is very high. Using the true values of W i and the number of population in each county, we construct a race Â literacy table, which contains the total number of people in each race by literacy category summing over all 1040 counties. Then we compute the Pearson's correlation coefficient for this 2 Â 2 table, which measures the individual correlation between race and literacy. The resulting individual-level correlation is ÿ0.339, indicating only a mild association between being black and illiterate in 1910 when compared with the aggregate correlation. As demonstrated by Robinson (1950) , the large gap between the aggregate and individual correlations implies that we cannot simply use the former to infer the latter.
In this data set, the black literacy rate is negatively correlated with the percentage of black population X (the sample correlation is ÿ0.51), whereas the white literacy rate is only slightly correlated with X (the sample correlation is 0.17). This suggests that the CAR assumption is likely to be violated. Given the presence of the contextual effect, it is of interest to investigate whether models under the CAR assumption will yield a biased estimate of the individual correlation. We also examine whether the NCAR models can reduce such bias. Moreover, since the parametric assumption about the joint distribution of ðW 1 * ; W 2 * ; X*Þ is rather strong, we also study whether the precision of in-sample predictions can be improved by using the nonparametric NCAR model. For the purpose of comparison, we also fit the parametric and nonparametric models under the CAR assumption. To estimate the parametric CAR and NCAR models, we use the same diffuse prior specifications as in Section 3.1. For the nonparametric CAR and NCAR models, the corresponding diffuse prior distributions used in the parametric models are used as the base prior distribution of the Dirichlet processes prior. We also use a diffuse prior distribution for the concentration parameter a, that is, C(1, 0.1). Table 5 presents the results. As expected, the NCAR models outperform the CAR models and the other models in terms of both bias and RMSE. Finally, we estimate the individual correlation between race and literacy based on the in-sample predictions of our CAR and NCAR models as well as King's EI models and ecological regression. The results are shown in Table 6 . The NCAR models perform best, yielding the estimated individual correlations of ÿ0.341 and ÿ0.359, respectively. In particular, the estimate based on the nonparametric model is very close to the true observed correlation ÿ0.339. In contrast, the estimates based on the other models deviate further from the true value.
Aggregation Effects
Although aggregation effects are inherent to ecological inference problems and cannot be remedied by statistical techniques, the analysis below exhibits the amount of missing information present in the extended literacy data set we analyzed in Section 5.2. To keep the example simple, we model the literacy rate within the parametric framework, using the CAR assumption. First, the parameters are estimated and the amount of missing information is quantified for the entire data set, without additional survey data. Next, the data set is supplemented with survey data at amounts ranging from 5% to 15% at 5% intervals-the survey data replace the original data at each record, keeping the overall sample size constant at 1040. The survey data are added to random data points, and the simulation is repeated 20 times at each level of supplemental data. This design results in 60 simulations with survey data, plus one simulation without.
The results of the simulations are presented in Table 7 . The literacy rate parameter estimates (l 1 andl 2 ) are logit transformed (e.g., the estimated population black literacy rate in the unsupplemented example is 66%). The amount of missing information is greater for the literacy of blacks than of whites because, on average, blacks make up a lower percent of county populations, resulting in weaker bounds. As survey information is added to the data set, the percent of missing information monotonically decreases. Furthermore, the point estimates of the parameter generally become more accurate with increases in supplemental data. However, even with 15% of the data set containing the actual disaggregated data, more than 50% of information is missing for each parameter estimate and the complete-data estimates (right-most column of Table 7 ) of two parameters (l 1 and r 2 ) lie outside their 95% confidence intervals. In addition to parameter estimates, we quantify the amount of missing information in hypothesis testing. For this example, the null hypothesis is that the population white literacy rate and black literacy rate are equal, that is, H 0 :l 1 5 l 2 . This restriction is a more general constraint than the ''neighborhood'' model, in which the literacy rates are equal within each county (W i1 5 W i2 ). The (observed) likelihood ratio test statistic (double the numerator of equation 11) is presented in the penultimate row of Table 7 . The gap between the likelihoods of the constrained and unconstrained parameter estimates grows (suggesting stronger evidence against the null hypothesis) as more individual-level data are available. Although the fraction of missing information for the hypothesis test begins at the relatively large value of 84%, the decline in this fraction over the amount of supplemental data is steeper than for the parameter estimates.
Concluding Remarks
In this article, we show that by formulating an ecological inference problem as an incompletedata problem, the three key factors that influence ecological inference-aggregation, distributional, and contextual effects-can be formally identified. The proposed framework shows that although distributional and contextual effects can be adjusted by statistical methods, it is the data aggregation that causes the fundamental difficulty of ecological inference and makes the statistical adjustment of the other two factors difficult in practice.
We address each of these three factors. First, to deal with distributional effects, we extend our basic parametric model and propose a Bayesian nonparametric model for ecological inference in 2 Â 2 tables. The simulation studies and an empirical example demonstrate that in general the nonparametric model outperforms parametric models by relaxing distributional assumptions. Second, we also demonstrate that contextual effects can be addressed under the proposed parametric and nonparametric models in a relatively straightforward manner. In particular, we show that this task can be accomplished even when extra covariate information is not available. Third, although aggregation effects cannot be statistically adjusted, we demonstrate how to quantify the information loss due to data aggregation in ecological inference. We offer computational methods to quantify the amount of missing information in the context of both parameter estimation and hypothesis testing.
It is important to emphasize that when the aggregation effects are too severe and bounds are too wide, any ecological inference models including our proposed methods are likely to fail. In such situations, the comparison of the predictive distribution of Y from the fitted model against its observed marginal distribution may be able to rule out some of the misspecified models, but the data will not contain enough information to nail down the correct model specification.
Finally, the theoretical framework developed in this article applies more generally to R Â C ecological inference problems where R ! 2 and C ! 2. However, since W i is of higher dimension in these cases, modeling the three factors simultaneously and detecting possible model misspecification are even more challenging tasks for large ecological tables than for the 2 Â 2 tables considered in this article. Although in theory our nonparametric modeling approach can be extended to larger ecological tables, we believe that such a modeling strategy may not work well in practice due to the lack of information in large ecological tables. Strong parametric assumptions may be necessary when making such inferences.
Appendices: Computational Details
Appendix A: The EM and ECM algorithms
In this appendix, we describe the EM and ECM algorithms we developed in order to obtain the ML estimates of the proposed models. The algorithm starts with an arbitrary initial value of parameters, h (0) , and repeats the expectation step (or E-step) and the maximization step (M-step) until a satisfactory degree of convergence is achieved. The ECM algorithm replaces the M-step with the conditional M-steps where the parameters are divided into smaller subsets and each subset is maximized conditional on the current values of other parameters.
A.1 E-step
At the (t þ 1)th iteration, our E-step for the CAR model requires the integration of the complete-data log likelihood, that is, l com 5 P n i51 log f ðW i j fÞ; with respect to the missing data, W, over its conditional distribution given the observed data, (Y, X), and the value of parameters from the previous iteration, h (t) . Thus, we compute, 
where mðW i * Þ is a function determined by each of the sufficient statistics and jðW i * j h ðtÞ Þ is the kernel of the bivariate normal density function. Equation (A1) can be viewed as a line integral over a scalar field (e.g., Larson, Hostetler, and Edwards 2002 where the integral is taken with respect to t 2 (0, 1). This numerical integration can be accomplished using a standard one-dimensional finite numerical integration routine. Furthermore, the accuracy of this numerical integration can be checked by computing EðW i1 * j X i ; Y i ; h ðtÞ Þ and EðW i2 * j X i ; Y i ; h ðtÞ Þ; separately and then investigating whether equation (1) holds with these conditional expectations.
The E-step of the NCAR model is similar to that of the CAR model. The difference is that the conditional distribution of the missing data given the observed data and the values of the parameters from the previous iteration pðW i * j Y i ; X i ; h ðtÞ Þ are different. In particular, jðW i * j h ðtÞ Þ in equation (A1) is replaced with jðW i * j h ðtÞ ; X i * Þ; which is the kernel of the bivariate normal distribution with the marginal means equal to =n for j, j9 5 1, 2. The M-step of the NCAR model is also similar to that of the CAR model. First the two parameters l 3 and r 3 do not need to be updated in each iteration because their ML estimates are available in the closed form, that is,l 3 5 P n i51 X i * =n andr 3 5 P n i51 ðX i * ÿl 3 Þ 2 =n; respectively. Furthermore, l 1 , l 2 , r 1 , r 2 , and q 12 can be updated in the same way as specified in equation (A2). The remaining correlation parameters are updated as q ; where S ðtÞ j3 5 P n i51 X i * E½W ij * j Y i ; X i ; h ðtÞ ; for j 5 1, 2. Like the CAR model, the convergence of the NCAR model is monitored in terms of the transformed parameters, l j , log r j , and 0.5 log [(1 þ q jj9 )/(1 ÿ q jj9 )] for all j, j9 with j 6 ¼ j9.
A.3 CM-step
To conduct the CM-steps at the (t þ 1)th iteration, we first maximize the regression coefficients, b, given the conditional variance R (t) , via
Given b (tþ1) , we update R as follows, 
Finally, when monitoring the convergence, we transform the variance parameters and the correlation parameter so that they are not bounded; we use the logarithm of the variances, that is, log r j for j 5 1, 2, and the Fisher's Z transformation of the correlation parameter, that is, 0.5 log [(1 þ q)/(1 ÿ q)], to improve the normal approximation.
Appendix B: The MCMC Algorithms
In this section, we describe our MCMC algorithms to fit the proposed Bayesian parametric and nonparametric models. We focus on the CAR models but similar algorithms can be applied to the NCAR models.
B.1 The parametric model
To sample from the joint posterior distribution pðW i * ; l; R j Y; XÞ; we construct a Gibbs sampler. First, we draw W i from its conditional posterior density, which is proportional to,
if (W i1 , W i2 ) 2 (0, 1), otherwise the density is equal to 0. Although equation (B1) is not the density of a standard distribution, it has a bounded support because (W i1 , W i2 ) lies on a bounded line segment. Therefore, we can use the inverse-cumulative distribution function method by evaluating equation (B1) on a grid of equidistant points on a tomography line. Given a sample of W i , we then obtain W i * via the logit transformation. Alternatively, Metropolis-Hastings or importance sampling algorithms can be used, although they require separate tuning parameters or target densities for each observation. Next, we draw (l, R) from their conditional posterior distributions. Note that the observed data (Y i , X i ) are redundant given W i * : The augmented-data conditional posterior distribution has the form of a standard bivariate normal/inverse-Wishart model, pðl; R j W i * Þ}pðl j RÞpðRÞ Q n i51 pðW i * j l; RÞ: This implies that conditioning on W i * ; sampling (l, R) can be done using the following standard distributions, l j W*; R ; N ; and R j W* ; InvWishðm 0 þ n; S ÿ1 n Þ; where W* 5 W i * ; . . . ; W n * ; W* 5 P n i51 W i * =n; and S n 5 S 0 þ P n i51 ðW i * ÿ W*ÞðW i * ÿ W*Þ T þ 
B.2 The nonparametric model
We construct a Gibbs sampler in order to sample from the joint posterior distribution p(W*, l, R, a j Y). First, we independently sample W i for each i and transform it to obtain W i * in the same way as above, but we replace (l, R) with (l i , R i ) in equation (B1). Then, given the draw of W i * ; the augmented-data model can be estimated through a multivariate generalization of the density estimation method of Escobar and West (1995) . In our Gibbs sampler, we sample (l i , R i ) given (l (i) , R (i) , W*, a) for each i and then update a based on the new values of (l i , R i ).
An application of the usual calculation due to Antoniak (1974) shows that the conditional posterior distribution of (l i , R i ) given W i * is given by the following mixture of Dirichlet processes, 
Next, following West, Müller, and Escobar (1994) , we derive the weights q 0 and q j by computing the marginal (augmented data) likelihood pðW i * j l i ; R i Þ and pðW i * j l j ; R j Þ; respectively, q 0 } a s for j 5 1; . . . ; n; and j 6 ¼ i;
where P n j50; j6 ¼i q j 5 1: q 0 is proportional to the bivariate t density with (m 0 ÿ 1) degrees of freedom, the location parameter l 0 , and the scale matrix S 0 ð1 þ s 2 0 Þ=fs 2 0 ðm 0 ÿ 1Þg: q j is proportional to the bivariate normal density with mean l j and variance R j .
Given these weights, we can approximate p(l, R j W*) via a Gibbs sampler by sampling (l i , R i ) given ðl ðiÞ ; R ðiÞ ; W i * Þ for each i. This step creates clusters of units where some units share the same values of the population parameters. At a particular iteration, we have J n clusters each of which has n j units with P J j51 n j 5 n: Note that the number of clusters J can vary from one iteration to another. Bush and MacEachern (1996) recommend adding the ''remixing'' step to prevent the Gibbs sampler from repeatedly sampling a small set of values. In our application, we update the new values of the parameters (l i , R i ) by using the newly configured cluster structure. That is, for each cluster j, we update the parameters with ðl j ;R j Þ by drawing them from the following conditional distribution, l j jR j ; fW i * : i 2 jth clusterg ; N s where S n j 5 S 0 þ P n j i2jth cluster ðW i * ÿ W j * ÞðW i * ÿ W j * Þ T þ s 2 0 n j s 2 0 þn j ðW j * ÿ l 0 ÞðW j * ÿ l 0 Þ T and W j * 5 P n j i2jth cluster W i * =n j : Given these new draws, we set l i 5 l j * and R i 5 R j * for each i that belongs to the jth cluster.
Finally, to update a, we use the algorithm developed by Escobar and West (1995) . Namely, the conditional posterior distribution of a has the form of the following gamma mixture, a j g; J ; xGða 0 þ J; b 0 ÿ loggÞ þ ð1 ÿ xÞGða 0 þ J ÿ 1; b 0 ÿ loggÞ; where x 5 (a 0 þ J ÿ 1)/{n(b 0 ÿ log g)}, and g is a latent variable that follows a beta distribution, Bða þ 1; JÞ: This completes one cycle of our Gibbs sampler.
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