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Highlights
• 3D/2D registration using adjacent anatomical structures is proposed.
• Superabundant 3D vessel reconstruction is performed without point cor-
respondences.
• A globally optimal registration method is extended with dynamic outlier
rejection.
• Novel evaluation framework using previously implanted artificial valves is
proposed.
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3D/2D Registration with Superabundant Vessel
Reconstruction for Cardiac Resynchronization Therapy
Daniel Totha,b,∗, Maria Panayiotoub, Alexander Brostc, Jonathan M. Beharb,d,
Christopher A. Rinaldib,d, Kawal S. Rhodeb,1, Peter Mountneye,1
aSiemens Healthineers, UK
bDivision of Imaging Sciences and Biomedical Engineering, King’s College London, UK
cSiemens Healthineers, Germany
dDepartment of Cardiology, Guy’s and St. Thomas’ Hospitals NHS Foundation Trust, UK
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Abstract
A key component of image guided interventions is the registration of pre-
operative and intra-operative images. Classical registration approaches rely
on cross-modality information; however, in modalities such as MRI and X-ray
there may not be sufficient cross-modality information. This paper proposes
a fundamentally different registration approach which uses adjacent anatom-
ical structures with superabundant vessel reconstruction and dynamic outlier
rejection. In the targeted clinical scenario of cardiac resynchronization therapy
(CRT) delivery, preoperative, non contrast-enhanced, MRI is registered to in-
traoperative, contrasted X-ray fluoroscopy. The adjacent anatomical structures
are the left ventricle (LV) from MRI and the coronary veins reconstructed from
two contrast-enhanced X-ray images. The novel concept of superabundant ves-
sel reconstruction is introduced to bypass the standard reconstruction problem
of establishing one-to-one correspondences. Furthermore, a new dynamic outlier
rejection method is proposed, to enable globally optimal point set registration.
The proposed approach has been qualitatively and quantitatively evaluated on
phantom, clinical CT angiography with ground truth and clinical CRT data. A
novel evaluation method is proposed for clinical CRT data based on previously
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implanted artificial aortic and mitral valves. The registration accuracy in 3D
was 2.94 mm for the aortic and 3.86 mm for the mitral valve. The results are be-
low the required accuracy identified by clinical partners to be the half-segment
size (16.35 mm) of a standard American Heart Association (AHA) 16 segment
model of the LV.
Keywords: 3D/2D Registration, Cardiac Registration, Image Guided
Interventions, Cardiac Resynchronization Therapy
1. Introduction
Patients with advanced drug-refractory heart failure can be safely treated
with Cardiac Resynchronization Therapy (CRT). However, 30 to 40 % of pa-
tients do not respond to therapy [1]. In this procedure, a CRT device is im-
planted using fluoroscopic image guidance. The device has 3 leads which are5
placed in the right atrium, right ventricle and through the coronary sinus (CS)
on the surface of the left ventricle (LV). Suboptimal placement of the lead on
the LV has been identified as a leading cause of non-response. Unfortunately,
improving the placement of this lead is extremely challenging for clinicians.
It has been shown that placing the LV lead away from scar tissue and in the10
latest point of mechanical activation can improve the response rate [2]. This in-
formation cannot be directly obtained from fluoroscopic images and requires an
additional imaging modality, such as preoperative magnetic resonance imaging
(MRI). Registering preoperative MRI with intraoperative fluoroscopic images
enables clinicians to visualize scar and mechanical activation in real time flu-15
oroscopic overlay, guiding the placement of the LV lead to improve response
rates.
Registering non contrast-enhanced MRI to fluoroscopy remains an open re-
search problem. The main challenge is the lack of shared information between
the modalities. In the case of cardiac MRI, the images show high soft tissue20
contrast to visualize the heart, but bony structures, such as the spine, are not
easily seen. In fluoroscopic images however, bony structures and instruments
4
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are well visible, but there is a lack of contrast for soft tissue. The only way to
visualize soft tissue anatomy is to inject contrast agent. In CRT this is used to
visualize the CS. The registration problem is further complicated by different25
fields of view, the low resolution of MRI and cardiac and respiratory motions.
Current approaches for registering MRI to fluoroscopy can be categorized
as manual, fiducial-, tool- or anatomical landmark-based methods. Manual reg-
istration is technically simple, but practically challenging due to the nature of
registering a 3D image to a 2D image without strong landmarks. The process30
is time consuming and highly user dependent. Fiducial markers which are visi-
ble in both modalities can be placed on the patient for matching [3], or on the
components of the imaging system for tracking [4]. This solves the registra-
tion problem, but introduces workflow challenges and requires the MRI to be
acquired directly before the procedure which is not feasible for most hospitals.35
Tool based methods [5, 6] use prior knowledge that a guidewire or catheter will
be in the vessels (e.g. CS) during the procedure. By detecting the tool in the
fluoroscopic images, the 3D position of the vessel can be inferred and registered
to the centerline of the same vessels segmented from the preoperative MRI. An
additional high resolution whole heart MRI is required which is not always feasi-40
ble to acquire with heart failure patients. The accuracy of this approach can be
affected by the tool deforming the vessel and the image guidance overlay cannot
be used until the tools have been placed inside the vessels, making a less attrac-
tive clinical workflow. A fundamentally different tool-based method simulates
the alignment of a catheter in the CS based on a preoperative 3D acquisition45
and registers the simulated catheter to a real device during the intervention
[7]. A notable approach for CRT, fuses the CS extracted from fluoroscopy with
single-photon emission computed tomography (SPECT) [8, 9] for 3D visualiza-
tion. A 3D model of the vessels is generated from contrasted fluoroscopy and
warped to the surface of meshes segmented from SPECT images. This approach50
is not used for image overlay and relies on corresponding landmarks which is
challenging in low resolution of SPECT images. Our goal is to develop an image
guided navigation system that 1) has a workflow suitable to all hospitals, does
5
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not require fiducials, 2) does not require lengthy additional MR acquisitions and
3) can be used early in the procedure before tools are inserted into vessels.55
This paper presents a method for registering adjacent anatomical struc-
tures, similarly to [10], but for cardiac registration, and introduces the con-
cepts of superabundant vessel reconstruction and dynamic outlier rejection. It
extends preliminary work [11] on registering adjacent anatomy, the LV (from
non contrast-enhanced MRI) to the coronary veins (from contrast-enhanced60
X-ray fluoroscopy), for CRT procedures. This approach is highly suitable for
X-ray/MRI registration as is does not use cross-modality information; however,
it requires the vessel system to be reconstructed from two X-ray images and the
relatively sparse vessel system to be registered to the surface of the LV.
Reconstructing the vessel system is challenging in CRT where contrast washes65
quickly out of the veins and the two X-ray images are acquired sequentially with
separate and potentially inconsistent contrast injections. The problem is exac-
erbated by varying quality of occlusion and missing vessels. For reconstruct-
ing coronary arteries, approaches that match bifurcations have been proposed
[12], but for CRT, coronary vein reconstruction techniques require manual vessel70
matching [8, 9]. This paper proposes superabundant vessel reconstruction which
explicitly removes the need to perform vessel matching. The reconstructed vessel
model is guaranteed to contain the true vessel structure and additional outliers.
The reconstructed coronary vein model is sparse relative to the LV surface.
Registering these two structures is a partial surface registration problem which75
is well known to get stuck in local minima, especially when the data contains
outliers. To overcome this challenge, a novel dynamic outlier rejection method
is proposed. Outliers are estimated in the vessel reconstruction phase and com-
bined with a globally optimal registration framework to prevent the registration
from becoming stuck in local minima.80
The accuracy of the proposed system is evaluated on phantom and in vivo
data. A novel validation framework is proposed that exploits artificial valves
implanted in the patients. The clinical application is demonstrated on patient
data and evaluated by surveying a team of clinical experts.
6
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Figure 1: Workflow steps of proposed registration framework.
2. Methods85
2.1. Overview
Classical registration approaches for medical images from different modalities
rely on matching anatomical structures or landmarks that are present and visible
in both images. These are known as cross-modality landmarks. MR and X-
ray fluoroscopy images are intrinsically different and cross-modality landmarks90
are often not easily identifiable or even present. This work proposes a novel
approach that uses anatomical structures that are adjacent to each other. In
CRT the two adjacent structures are: 1) the LV epicardium (from MRI) and 2)
the venous anatomy on the LV, the CS and the branching coronary veins (from
fluoroscopy).95
The main steps of the proposed method are depicted in Figure 1. Pre-
operative MRI images are automatically segmented and a 3D model of the LV
epicardium is generated. Intraoperatively, the coronary veins are extracted from
two frame-matched fluoroscopic images and a superabundant 3D vessel model
is automatically reconstructed. Finally, the 3D vessel model is registered to the100
LV epicardial mesh with a globally optimal iterative closest points (Go-ICP)
method [13, 14] where outliers are modelled using information derived from the
superabundant vessel reconstruction step.
7
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(a) (b) (c)
Figure 2: MR image segmentation. (a) Segmented short axis slice. (b) Segmented long axis
slice. (c) Reconstructed 3D epicardial shell.
2.2. LV epicardial model
The epicardial mesh is generated from the automatically segmented MRI.105
The SA and LA MR images are segmented with a combination of a machine
learning based landmark detection and grey level analysis [15]. The contours
of the epicardium are extracted using a minimum path algorithm based on
histogram analysis in every slice, see Figure 2 (a,b). The resulting contours are
propagated through all phases by distortion fields and are used to generate a110
3D mesh model of the epicardium for each heart phase over the cardiac cycle,
see Figure 2 (c). The end diastolic mesh is selected for registration.
2.3. Vascular 3D model reconstruction
2.3.1. Fluroscopic frame gating
In the current CRT workflow a monoplane fluoroscopic system is used. Un-115
like with a biplane system which can acquire two images simultaneously, the
monoplane system must acquire the two fluoroscopic image sequences sequen-
tially. This requires two contrast injections and two image acquisitions. The
standard clinical C-arm angulations for a CRT procedure are anterior-posterior
(AP) 0◦, left anterior oblique (LAO) 30◦ and right anterior oblique (RAO) 30◦.120
The proposed method can use any combination of these angulations. To esti-
mate the correct heart phase in the two acquisitions, electrocardiogram-based
8
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(ECG) or an image-based motion gating can be performed. It is proposed to use
an image-based motion gating approach that does not rely on ECG data, to have
a more generically applicable method. The end diastolic frame of each sequence125
is selected by an approach based on masked principle component analysis [16].
The method extracts cardiac motion by band pass filtering the variation of the
first principle component. Furthermore, it is verified that the selected frames
have a sufficient contrast agent fill for segmentation.
2.3.2. 2D vessel detection130
The vessels in the contrasted X-ray sequences are segmented and skele-
tonized to extract the centerline of the CS and its tributary coronary veins.
The proposed approach is agnostic to the segmentation method, it can work
with automatic, semi-automatic or manual. Automatic [17] and semi-automatic
approaches [18] exist for coronary vessel segmentation. In the developed frame-135
work a semi-automatic segmentation is performed. This is consistent with other
registration approaches for CRT interventions [8, 9]. An average intensity im-
age is computed from all frames of the venogram sequence. The frame to be
segmented is divided by the average image, to eliminate static structures, e.g.
the spine and static instruments. The resulting image is filtered with a median140
filter. The Frangi vesselness filter is applied to the smooth image to enhance
vascular structures [19]. The vesselness map is binarized by a manually set
threshold, such that only strong response is shown. The resulting mask is man-
ually adjusted if necessary: misclassifications are removed, such as instruments
and tubular non-vascular structures. The resulting segmentation is skeletonized145
[20] to create a binary mask of the centerline of the vessels. In order to effi-
ciently and accurately process the 3D reconstruction, the binary centerline is
approximated by polylines by the Ramer-Douglas-Peucker algorithm [21, 22],
see Figure 3.
9
ACCEPTED MANUSCRIPT
AC
CE
PT
ED
 M
AN
US
CR
IP
T
(a) (b)
(c) (d)
Figure 3: Vessel segmentation from contrasted X-ray images. (a) Initial contrasted X-ray
frame. (b) Semi-automatic segmentation of coronary veins overlayed onto the frame. (c)
Binarized segmentation image. (d) Extracted vessel centerlines represented by polylines.
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2.3.3. Automatic superabundant 3D vessel reconstruction150
The extracted 2D vessels can be reconstructed in 3D if the vessel correspon-
dence and C-arm geometry (epipolar constraint) are known. However, in CRT
it is challenging to automatically detect the correct correspondences; the cap-
ture of fluoroscopy images at different angulations causes that the vessels have
different visual appearance, the images are acquired with two separate manual155
contrast injections that may not be consistent, contrast can be poor if the bal-
loon is not fully deployed, parts of the vessel system can be self-occluding or out
of the field of view of one of the images and the vessel structure can be complex
causing multiple potential correspondences. Furthermore, small phase matching
errors of an image pair might result in large reconstruction errors if a wrong160
correspondence is selected, thus could greatly diminish registration accuracy.
To address the challenges outlined above, this paper proposes a fundamen-
tally different approach to 3D reconstruction of the vessels. Instead of establish-
ing one-to-one vessel correspondence and generating a high quality 3D model,
the proposed approach uses multiple correspondences and reconstructs a super-165
abundant 3D model. The benefit of this approach is that the reconstructed
superabundant 3D model is guaranteed to contain the actual vessel structure,
although it will also contain a significant amount of incorrect data or outliers.
The process of reconstructing a superabundant 3D vessel model is shown in
Figure 4. The polyline representing the vessel structure in the first fluoroscopic170
image is traversed, sampling at every 25 pixels. Since the projection geometry
of the C-arm acquisition system is known (extracted from the system), epipolar
lines of each point can be projected into the second image. All intersections
between the epipolar line and the polyline in the second image are computed
to generate multiple correspondences. Using the polylines in the second im-175
age instead of the centerline mask gives sub pixel intersection accuracy. The
points are triangulated to reconstruct the 3D vessel model. The structure of
the resulting superabundant 3D vessel model is not noisy or unordered data. It
has a vascular, tree like structure where some of the reconstructed branches are
11
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(a) (b) (c)
Figure 4: Reconstruction of a vessel from two views. (a) View one with point to reconstruct
(yellow). (b) View two with cast epipolar line (yellow), correct (green) and false correspon-
dence (red). (c) Reconstruction of vessels from image pair, showing correctly (black) and
incorrectly (red) reconstructed vessels.
correct reconstructions and others are erroneous as shown in Figure 4 (c). This180
reflects the structure of the vessels in the 2D images.
A ratio of correctly reconstructed points in the superabundant point cloud
can be defined. The number of CL points to reconstruct from the first view is
known. It is assumed that every point in the first image has exactly one correct
correspondence. The inlier ratio can be computed by dividing the number of185
points in the first image by the number of all epipolar correspondences in the
second image:
%in =
#points in 1st image
#correspondences in 2nd image
. (1)
It should be noted, even if the two sequences are gated successfully and the
two frames are perfectly matched, the vasculature might be deformed differently
in different cardiac cycles. This deformation can result in slight inaccuracies in190
the 3D reconstruction of vascular centerline points that can also affect registra-
tion accuracy.
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2.4. Registering adjacent anatomy
Multimodal image alignment by registering adjacent anatomy is a novel so-
lution to the problem of having few or no cross-modality landmarks. In CRT,195
the goal is to register the LV epicardium to the coronary veins. This has two
significant challenges. 1) the coronary vessels cover only a small fraction of the
surface of the LV, i.e., it is a partial surface registration problem. Approaches
to solve problems of this type are susceptible to falling into local minima. 2)
The automatically reconstructed 3D veonous model (section 2.3.3) contains a200
large number of outliers. Individually, these problems can be difficult to solve.
Together, they pose a substantial challenge. The proposed approach customizes
and extends the globally optimal ICP (Go-ICP) algorithm [13, 14], making it
robust to large number of outliers by dynamically setting the trimming factor.
2.4.1. Globally optimal registration for partial surfaces205
The standard formulation of the registration problem is
E(R, t) =
N∑
i=1
e2i (R, t) =
N∑
i=1
||Rxi + t− yj∗ ||2, (2)
where x represents the vessel point cloud, y the epicardial points, ei is the error
of point i depending on the rotation R and the translation t, N represents the
number of data points and yj∗ the optimal correspondences.
The iterative closest points (ICP) algorithm [23] and its variants can be210
applied to solve this, however, it suffers from finding local minima and not the
global optimum. Alternatively, the branch and bound (BnB) algorithm finds the
global optimum, but requires the whole search space to be processed making it
computationally expensive [24, 25]. It has been shown that by combining these
two methods the global optimum can be found with reduced computational215
complexity [13, 14].
This approach is an encapsulation of two BnB algorithms and ICP to accel-
erate the optimization. The outer BnB algorithm operates on the rotation space
SO(3), parameterized by the cube [−pi, pi]3 and the inner one on the translation
13
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space R3, parametrized by [−ξ, ξ]3, where pi and ξ are the half side lengths of220
the initial cubes respectively. The lower bound for BnB is defined by
E
.
=
N∑
i=1
e2i =
N∑
i=1
max(ei(Rr0 , t0)− γ, 0)2, (3)
where (r0, t0) represents the center of the current subspace Cr × Ct defined by
the subcubes for rotation and translation respectively, γ = γt + γr is the total
uncertainty radius, that consists of the maximal distance in the current subcube
from the center for the translation and the rotation respectively.225
The algorithm subdivides the initial cube into octants (into eight subspaces),
see Figure 5, and processes the subcubes in an order from the smallest lower
bound to the highest. The upper bound is defined by
E
.
=
N∑
i=1
e2i =
N∑
i=1
e2i (Rr0 , t0), (4)
that is equivalent to the point mathing error at the center of the current subspace
(r0, t0). If the upper bound E is below the current best estimate E
∗, ICP is230
called. If the current best error estimate E∗ and the lower error bound E are
within a preset threshold , E∗ − E < , the optimal solution is found.
The LV and CS models are centered and scaled to be in the interval [−1, 1].
Thus the range of translation can be limited to [−1, 1]. The orientation was
limited to be in the range of [−35◦, 35◦] which captures the clinically feasible235
range of rotations.
2.4.2. Dynamic outlier trimming factor
To cope with outliers resulting from the superabundant vessel reconstruction,
the Go-ICP variant with trimming was used [14]. The trimmed Go-ICP algo-
rithm amends the error bounds to use only a fraction of the vessel points for the240
current registration step and uses the trimmed ICP algorithm [26]. The fraction
of points to exclude is called trim fraction and can be estimated by calculating
the inlier ratio as described in section 2.3.3 and inverting: ρtrim = 1− ρin.
The new lower bound is defined by the subset of points that are closest to
14
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(a) (b) (c)
Figure 5: Go-ICP search space subdivision at the example of translation (same is valid for
rotation). (a) Whole search space is subdivided into eight subcubes. (b) Most promising
subcube is investigated and subdivided. (c) Subdivision is performed recursively for previous
subcube.
the other point cloud in the current iteration as245
E
.
=
Q∑
i=1
e2i , (5)
where Q is the number of points in the closest subset defined by ρtrim. And the
upper bound is defined by
E
.
=
Q∑
i=1
e2i . (6)
2.5. Imaging parameters
The MR images are part of a standard cardiac protocol, non contrast-
enhanced SA and LA steady state free precession (SSFP) cine images with250
a flip angle of 52◦, on a Siemens Aera 1.5 T MR scanner. The SA stack has a
resolution of 192 rows by 156 columns with a pixel spacing of 1.5625 mm and
a slice thickness of 8 mm with a gap of 2 mm between slices. The LA image
was either a two, a three or a four chamber image. The LA image was acquired
with a resolution of 156 rows by 192 columns with the same pixel spacing as255
the SA slices and a slice thickness of 6 mm. Both sequences were acquired over
one cardiac cycle with 25 phases.
15
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The X-ray images were acquired with a Siemens Artis interventional C-arm
X-ray system. The images are sequences with 7.5 frames/s and the imaging de-
tector has a resolution of 1920× 2048 pixels with a pixel spacing of 0.154 mm.260
The acquisitions are performed with different magnification factors and colli-
mation. The sequences are acquired with a retrograde manual contrast agent
injection with balloon occlusion to highlight the CS and its branching veins.
3. Results
The presented method was evaluated on a phantom dataset, a clinical pa-265
tient computed tomography angiography (CTA) dataset where a ground truth
registration is available and on nine clinical CRT cases. The experiments were
performed for all datasets with known correspondence-based and superabundant
vessel reconstructions.
3.1. Experiments270
To evaluate the performance of the registration method, the same exper-
iments were performed for the phantom and the clinical CTA dataset. The
experiments were performed for both, the known corresponcence-based and the
superabundant, vessel reconstructions. The ground truth mesh was repeatedly
perturbed by a rotation around a specific coordinate axis (x, y or z). The rota-275
tion is in the range of −30 to 30◦ with 10◦ steps. No translation was applied,
since the point clouds are centered as a first step of the registration as described
in section 2.4.1. Next, the disturbed mesh was registered to the respective recon-
structed vessel point cloud with the Go-ICP method, with the iterative closest
point (ICP) [23] and coherent point drift (CPD) [27] methods for comparison.280
Finally, the vertex-to-vertex mean absolute error (MAE) was measured.
3.2. Phantom data
To be able to evaluate the performance of our method in a controlled en-
vironment with ideal data, a specially designed phantom was created. The
epicardial shell of the LV of a CRT patient was segmented from a 3D whole285
16
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heart MR dataset. The shell was 3D printed and metal wires were attached to
model coronary veins. The model was imaged with the clinical C-arm X-ray
system. A 3D dataset was acquired by a cone beam CT (CBCT) acquisition.
X-ray images at multiple angulations were recorded in the exact same pose.
Finally, the acquired CBCT volume was manually segmented and a 3D surface290
model of the epicardium was extracted. The same pose guarantees that the
X-ray images and the segmented epicardial model are in the same coordinate
system, see Figure 6.
It is however to be noted that the registration is still not error-free. The
residual error consists of segmentation inaccuracies and errors resulting from295
the 3D model generation from the segmentation. Small registration errors can
occure due to calibration inaccuracies of the CBCT reconstruction. To minimize
the effect of calibration inaccuracies, the X-ray system was calibrated by a
Siemens engineer. The slight errors of the ground truth registration are visible
in Figure 6.300
With the phantom dataset acquired, two experiments were performed. A
registration experiment with known vessel correspondences, to prove that a reg-
istration is possible with the available data and a second experiment, with all
epipolar correspondences reconstructed, thus with superabundant reconstruc-
tion.305
3.2.1. Registration with known vessel correspondences
To evaluate the method under ideal circumstances, an experiment was per-
formed with a vessel reconstruction of known point correspondences. First two
images were selected having an angular difference of 60 degrees, that is typi-
cal for cardiac (especially CRT) interventions, see Figure 6. Since the attached310
wires that represent the vessels are well contrasted, they can be easily separated
from the background by simple thresholding. The thresholded binary images are
skeletonized to extract the centerlines of the wires, as described in section 2.3.2.
The components of the centerlines are subdivided into separate images, such
that only one centerline (or a section of a centerline) with known correspondece315
17
ACCEPTED MANUSCRIPT
AC
CE
PT
ED
 M
AN
US
CR
IP
T
(a) (b)
(c) (d)
Figure 6: Created phantom dataset. (a, b) LAO 30◦ and RAO 30◦ X-ray acquisitions of the
phantom. (c, d) Epicardial mesh, segmented from MRI, overlayed onto the two X-ray images.
18
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can stay in an image pair. This guarantees that for each point in image one
there is only one corresponding point in image two, thus resulting in an ideal,
outlier-free reconstruction.
The repeated rotation experiment (section 3.1) with known correspondences
shows, that the Go-ICP registration outperforms the other point cloud registra-320
tion methods, see Figure 7 (a-c). ICP might even fail if the rotation is small, the
initial alignment is close to the optimal solution. ICP registration resulted in an
average MAE of 9.54±5.6 mm. CPD is more robust against rotation, often finds
the optimal rotation for higher angles too. The CPD algorithm resulted in an
average MAE of 4.9±4.03 mm. The average MAE of Go-ICP was 2.68±0.17 mm.325
This small error can be explained by the previously in section 3.2 mentioned
error factors.
3.2.2. Superabundant point cloud registration
To simulate a scenario that could be applied to a clinical dataset, the registra-
tion experiment with the superabundant vessel reconstruction was performed,330
as described in section 2.3.3.
Since the outliers disturb and prevent an accurate registration, Go-ICP with
trimming was used. The trim fraction ρtrim was determined by the vessel point
cloud reconstruction as described in section 2.4.2. The estimated trim fraction
for the phantom dataset was 0.79. An experiment was performed where the335
trim fraction was varied and the resulting error of the automatically registered
mesh was measured, see Figure 8. The experiment has shown that the error is
minimal in the range of 0.80 to 0.85, thus comparable with the estimated value.
The rotation experiment was performed and the registration results were
compared to the ones of the registration with known vessel correspondences.340
The registration results in slightly worse mean errors for the superabundant
reconstruction, the average MAE is 3.87 ± 1.22 mm, the Go-ICP method clearly
outperforms ICP (average MAE of 32.63 ± 9.52 mm) and CPD (average MAE
of 13.26 ± 6.93 mm). ICP fails even if the initial alignment is close to the
global optimum. CPD performs well close to the optimum, but its performance345
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Figure 7: Mean vertex-to-vertex errors and standard deviations of the registered phantom
epicardial mesh with the ICP (red), CPD (black) and the Go-ICP (green) methods. (a-c)
Errors of registration based on known vessel correspondences. (d-f) Errors of registration
based on superabundant reconstruction. Note the difference in the error axis scales.
decreases rapidly for higher rotations, see Figure 7 (d-f).
3.3. Clinical data
After a successfull evaluation on phantom data, the registration method was
evaluated on clinical data. First a cardiac CTA dataset was used, since then
a ground truth registration is initially available, thus it is possible to prove350
that the method is capable of registering ideal, but real clinical patient data.
Additionally, the method was evaluated qualitatively on nine clinical CRT cases,
on one of them quantitatively.
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Figure 8: Error over trim fraction of the Go-ICP algorithm for the phantom dataset. For a
rotation of 20◦ around the x axis.
3.3.1. Clinical CTA dataset
The evaluation of the method on clinical data is extremely challenging. Due355
to the lack of shared landmarks in the two modalities, an accurate ground truth
registration is hard to obtain and a target registration error is hard to define.
An accurate manual registration by a clinical expert is not feasible, since the
registration with six degrees of freedom cannot be easily performed with only
two (non-orthogonal) X-ray projections.360
To have a clinical dataset where a ground truth registration is available, a
CTA dataset was segmented. Since both the vessels and the LV are extracted
from the same image data, see Figure 9, both are initially registered, thus a
ground truth registration is available and a vertex-to-vertex registration error
can be calculated. The CTA segmentation has also revealed, what was also365
described in the literature [28, 29], that the whole CS does not always lie on the
surface of the left ventricle, see Figure 9 (b). For this reason, the root of the
CS was removed from the clinical vessel point clouds, since they might disturb
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(a) (b)
Figure 9: Segmented CTA dataset. (a) LV epicardial mesh (green) with coronary vein mesh
(red). (b) LV epicardial mesh with the coronary vein mesh.
the registration.
The same rotation experiment was performed for the clinical CTA dataset370
as for the phantom data, as described in section 3.1. The Go-ICP method had
an average MAE of 3.65 ± 0.59 mm, thus has clearly outperformed ICP (6.69
± 2.49 mm) and showed also slightly better results than CPD (4.72 ± 2.1 mm),
see Figure 10 (a-c).
In a second experiment, to simulate a dataset with a superabundant vessel re-375
construction, points of a uniform random distribution were added in the bound-
ing box of the vessel centerline. The resulting superabundant point cloud had
twice as many points as the initial point cloud, thus the trim fraction ρtrim = 0.5.
Repeating the same experiment of rotations, Go-ICP could successfully register
the epicardial mesh every time to the vessel point cloud, resulting in slightly380
worse results than in the case of the outlier-free, known correspondence-based
point cloud, with an average MAE of 4.24±0.65 mm. ICP failed in every case
with an average error of 20.31±1.24 mm. CPD could also not find the optimal
alignment resulting in an average MAE of 11.56±2.51 mm. For detailed results,
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Figure 10: Mean vertex-to-vertex errors and standard deviations of the registered CTA epi-
cardial mesh with the ICP (red), CPD (black) and the Go-ICP (green) methods. (a-c) Errors
of registration for the reconstructed vessel CLs. (d-f) Errors of registration for the CLs with
added outliers. Note the difference in the error axis scales.
see Figure 10 (d-f).385
3.3.2. Clinical CRT datasets
To be able to define an error measure for a real clinical CRT dataset, a
novel way to evaluate, using previously implanted artificial valves was developed.
Among the available retrospective clinical datasets, one patient had previously
implanted artificial aortic and mitral valves that are visible in both modalities,390
see Figure 11. The valves were segmented in the MRI dataset and their center-
points were extracted in 3D. The two centerpoints were also reconstructed in
3D from the X-ray acquisitions. Thus, the extracted valve points can be used
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as multimodality landmarks. The valve points are ideal landmarks to have an
estimation of the registration error, since they are located directly at the base of395
the LV. Additionally, their arrangement defines the rotation of the LV around
its long axis.
For the clinical CRT dataset, first, the registration with known vessel cor-
respondences was performed. The results are visually appealing, see Figure 12
(a,b), the overlay shows a good alignment with the shadow of the heart, the coro-400
nary veins appear to be on the ventricle and the location of the MRI derived
valve centerpoints are close to the centerpoints is the X-ray images. The com-
parison of the valves in 3D resulted in valve errors of 4.29 mm and 9.13 mm for
the aortic and the mitral valves respectively. Considering the resolution of the
MR images used for the LV epicardium’s segmentation, 1.5625 mm× 1.5625 mm405
in plane and 8 mm slice thickness with 2 mm gap between slices, the results are
in the range of the slice spacing (slice thickness + gap = 10 mm).
To assess the accuracy of the results, clinical experts were consulted. The
experts set the clinical requirement based on the 16 segment model, defined by
the American Heart Association (AHA). The clinical team determined that the410
registration is sufficiently accurate, if the error does not significantly impact
the target segment on the LV epicardium. The required accuracy was explicitly
defined by the clinical team to be below half of the AHA segment size. The
average segment size was found to be 43.4 mm (along short axis) × 32.7 mm
(along long axis). Thus the minimum average half-segment size is 16.35 mm.415
The resulting valve registration errors satisfy this requirement, being below the
average half-segment size.
In the second experiment, the epicardial mesh was registered to the su-
perabundant point cloud. The trim fraction was calculated to be 0.44, thus
ρtrim = 0.44 was used in the registration. The results are visually comparable420
with the results of the registration with known vessel correspondences, see Fig-
ure 12. This was also proven by the 3D valve errors. The aortic valve error
was 2.94 mm and the mitral valve error was 3.86 mm, thus the errors differ only
slightly from the known correspondence-based reconstruction’s, the difference is
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in the range of the MR resolution.425
The registration results are sufficiently accurate for the clinical use case of
CRT (below the clinical requirement of 16.35 mm), however the registration er-
ror could be further reduced. The accuracy of the system is affected by MR
resolution and to a lesser extent MR segmentation and vessel reconstruction.
The main limitation of accuracy is the very low out of plane resolution (10 mm)430
and low in plane resolution (1.5625 mm) of the MR images compared with CT
which can have submillimetre voxels. Furthermore, this low resolution can in-
troduce inaccuracies in the MR segmentation of the LV and manual annotation
of the valves used for evaluation. Additional small sources of error can come
from the segmentation and skeletonization of the vessels in X-ray and small435
inaccuracies in the phase gating between the two X-ray images which is limited
by the frame rate (7.5 fps). Inaccuracies in these steps can lead to 3D vessel
reconstruction error, however this was not observed to be significant.
To further improve the accuracy of the system, future work will explore
the use of experimental high resolution MR protocols. Such protocols are not440
currently a clinical standard due to the long acquisition time and breath hold
requirement, however, this is an active research area with promising initial re-
sults.
The registration with superabundant vessel reconstruction was evaluated on
eight further CRT patients. Since no landmarks, such as artificial valves, were445
available, the registration was evaluated qualitatively by eightclinical experts,
by visual inspection and scoring. The clinical experts assigned the overlay pairs
of each patient to one of the four categories: 3. no correction is necessary for in-
terventional guidance, 2. minor corrections are necessary, 1. major corrections
are necessary and 0. registration has failed, alignment is not useful for inter-450
ventional guidance. This resulted in 72 cases in total (8 experts × 9 patients).
Scores of 3 or 2 were given in 95.8 % of cases, i.e., no, or only minor correction
is necessary. Only 4.2 % of cases were rated with 1, requiring major correction.
No failure was identified. The average rating of the registration was 2.31±0.27.
For a detailed summary of the results see Table 1.455
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The mean runtime for the nine CRT patients was 95.24 s on an Intel Core i7
with 8GB RAM. The preprocessing time of the X-ray images and the runtime of
the algorithm is acceptable for CRT procedures, since after the contrast agent
injection was performed, the clinical team has to prepare for the LV lead implant.
The occlusion balloon has to be removed, the catheter delivering the lead has460
to be prepared and inserted into the coronary sinus. It should be noted that the
current implementation is single-threaded. A multi-threaded implementation
could explore the search space in parallel, thus could greatly reduce runtime.
The overlay pairs for three patients are shown in Figure 13. The results
are visually appealing, the projected epicardial model’s border corresponds well465
to the heart shadow, except for minor discrepancies and the coronary veins
appear mainly on the left ventricle in the images. Figure 13 (e-f) show that the
registration results in good visual alignment even for extensively cropped X-ray
images.
It should also be noted that the registration appears to be robust against that470
the two images are not acquired simulteaneously with a biplane system. Since
the images are acquired with the same plane rotated, even after the frame match-
ing was performed, as described in section 2.3.1, the vasculature might have
deformed between the acquisitions. These slight deformations can affect the
reconstruction accuracy, but the results indicate the robustness of the method475
against them.
4. Conclusion
This paper has presented a novel approach of registration for cardiac in-
terventions and a novel approach for evaluation by using implanted artificial
valves. The idea is to use adjacent anatomical structures, the left ventricle seg-480
mented from cardiac MR images and a point cloud of the cornary veins that
was reconstructed from two interventional X-ray images without knowing point
correspondences, resulting in a superabundant point cloud. The reconstructed
vessel point cloud has a high ratio of outliers, since all epipolar correspondences
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(a) (b)
(c) (d)
Figure 11: Artificial valve extraction. (a) MR slice showing artificial aortic and mitral valves.
(b) MR slice showing segmented aortic (green) and mitral (red) valves. (c) LAO 1.4◦ X-ray
view. (d) RAO 31.3◦ X-ray image.
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(a) (b)
(c) (d)
Figure 12: Registered epicadial mesh (green), aortic valve centroid (blue) and mitral valve
centroid (red) overlayed. (a) LAO 1.4◦ X-ray view of registration with known vessel corrre-
spondences. (b) RAO 31.3◦ X-ray view of registration with known vessel corrrespondences.
(c) LAO 1.4◦ X-ray view of registration with superabundant vessel point cloud. (d) RAO
31.3◦ X-ray view of registration with superabundant vessel point cloud.
28
ACCEPTED MANUSCRIPT
AC
CE
PT
ED
 M
AN
US
CR
IP
T
(a) (b)
(c) (d)
(e) (f)
Figure 13: Overlay of registered epicardial shell for three CRT patients. (a) Patient 1 – AP
(LAO-RAO 0◦) view. (b) Patient 1 – RAO 30◦ view. (c) Patient 3 – LAO 1◦ view. (d)
Patient 3 – LAO 29◦ view. (e) Patient 5 – LAO 18◦ view. (f) Patient 5 – RAO 30◦ view.
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Table 1: Qualitative assessment of registration results by eightclinical experts for 9 CRT
patients. Scores: 3. no correction is necessary for interventional guidance, 2. minor corrections
are necessary, 1. major corrections are necessary and 0. registration has failed.
Patients
P1 P2 P3 P4 P5 P6 P7 P8 P9
Expert 1 2 3 3 2 2 3 2 2 2
Expert 2 2 3 3 2 2 2 2 2 2
Expert 3 2 3 2 3 3 3 2 2 2
Expert 4 2 3 3 2 3 3 2 2 2
Expert 5 3 2 1 2 2 2 2 2 2
Expert 6 2 2 2 2 3 2 2 1 2
Expert 7 2 3 2 2 3 3 3 3 2
Expert 8 3 3 2 1 2 3 3 3 2
Mean 2.3 2.8 2.3 2.0 2.5 2.6 2.3 2.1 2.0
Std. Dev. 0.5 0.5 0.7 0.5 0.5 0.5 0.5 0.6 0.0
were reconstructed. For the registration of the epicardial and the vessel point485
cloud the Go-ICP algorithm with trimming for outlier rejection was used and
the trim fraction was defined dynamically. Experiments on a specially designed
phantom have shown, that the method is capable of registering the two point
clouds with an average MAE of 3.87±1.22 mm that is superior to other point
cloud registration methods, such as ICP and CPD.490
Further experiments on a clinical CTA dataset have shown, that the regis-
tration method is able to register clinical data. The average MAE between the
ground truth and the registered epicardium was 4.24±0.65 mm, slightly worse
than for the phantom dataset.
In a final experiment the method was validated retrospectively on nine clin-495
ical CRT cases. The registration results were scored by eightclinical experts
on a scale of 0 (worst) to 3 (best). The average score was 2.31±0.27. One of
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the patients had previously implanted aortic and mitral valves that were seg-
mented from the MR and X-ray images and reconstructed in 3D to define a
registration error. After the registration the valve centroids showed relatively500
low errors in 3D, the 3D aortic valve error was 2.94 mm and the mitral valve
error was 3.86 mm. That is in the range of the MR slice spacing of 10 mm. The
valve errors are below the clinical requirement defined by the half-segment size
of a 16 segment AHA model, found to be 16.35 mm on average. The resulting
valve errors suggest that the registration is capable of providing a registration505
that can be applied for image guidance of cardiac interventions, such as CRT
delivery.
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