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Introduzione
L’intero lavoro si sviluppa essenzialmente a partire dall’idea di stabilire un ponte tra l’approccio
macroscopico della supergravita` e quello microscopico delle stringhe, confrontando l’insieme di
informazioni indistinte che la teoria dei gruppi fornisce a livello massless con quello settore-
dipendente che, invece, viene fuori dall’analisi dello spettro di superstringa. Il fine principale e`
quello di capire bene e fissare una volta per tutte le regole di questa corrispondenza per gli stati
di massa nulla, con l’ottica di estendere in futuro la tecnologia algebrica ormai acquisita anche ai
settori massivi della stringa. In particolare, l’attenzione verra` focalizzata sul caso piu` semplice di
supergravita` con supersimmetria non massimale, N = 6, D = 4, che, sebbene assai rigido nelle
sue strutture geometriche, ha il grosso pregio di non coinvolgere supermultipletti di materia, e
senz’altro rappresenta un background significativo su cui impiantare il confronto. Inoltre, sara`
discussa la superstringa di tipo II, che tratta allo stesso modo i left e i right mover, e la radice
profonda del suo legame con il contesto macroscopico sara` individuata nelle trasformazioni di
dualita` tra i vari modelli di stringa, che, come e` noto, costituiscono l’opportuna restrizione ad
interi del gruppo di isometrie del manifold degli scalari contenuti nella teoria efficace di bassa
energia associata (supergravita`).
Il lavoro si puo` suddividere in quattro parti fondamentali.
1. Si discute brevemente sulla selezione della varieta` parametrizzata dagli scalari e sulle pro-
prieta` che essa deve avere nelle varie teorie di supergravita`; in particolare, si fornisce un
algoritmo che permetta di individuarla completamente (nel caso N ≥ 3) ed una giustifi-
cazione della ragione per cui appare un embedding simplettico (pseudortogonale) nel caso
D = 4ν (D = 4ν + 2).
Con l’intenzione di un ampio utilizzo successivo, poi, si tratta diffusamente l’aspetto geo-
metrico della teoria di supergravita` N = 8, D = 4, cioe` la teoria massimale in quattro
dimensioni, distinguendo i gradi di liberta` di Neveu Schwarz-Neveu Schwarz (NS-NS) da
quelli di Ramond-Ramond (R-R), in base alla loro interpretazione algebrica. Sulla stessa
falsariga, infine, passando per il formalismo delle algebre solubili, si introduce il meto-
do della proiezione di Tits-Satake, che sara` usato per ridurre al caso massimamente non
compatto la teoria N = 6, D = 4.
2. Fissate le dimensioni spazio-temporali a quattro, si ricava la teoria N = 6 attraverso una
Z2-troncazione consistente del supermultipletto gravitazionale della N = 8 e si dimostra,
tramite una decomposizione di rappresentazioni, che il gruppo SU(2) usato per troncare
lo spettro e` contenuto in uno solo degli SO(6) che costituiscono il gruppo massimamente
compatto della compattificazione toroidale di Narain della superstringa da dieci a quattro
dimensioni (per convenzione si prendera` quello che ruota il settore left). Quella che era
l’azione di un gruppo discreto in supergravita`, dunque, viene implementata, a livello mi-
croscopico, da una compattificazione su un orbifold asimmetrico T 6/Z2.
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Segue una digressione panoramica sui gruppi di T-dualita` della stringa in d generiche di-
mensioni compattificate, con l’obiettivo di analizzare la loro azione sul background (toro
con torsione) del modello σ associato.
3. Il passaggio N = 8 → N = 6 viene riletto dal punto di vista microscopico con l’aiuto di
opportuni proiettori di GSO generalizzati, col risultato di ritrovare lo stesso contenuto in
campi ricavato grazie alla teoria dei gruppi e di individuare completamente il gruppo di
S,T-dualita` residuo della superstringa quadridimensionale N = 6. Per mettere in risalto
analogie e differenze, sara` anche discussa parallelamente la controparte simmetrica della
troncazione precedente, che fornisce una teoria N = 4.
Al fine di raggiungere tali risultati, si parte dalla costruzione del superspazio di tipo II
attraverso la parametrizzazione reonomica delle varie curvature coinvolte nello sviluppo
di una teoria gravitazionale (1,1)-superconforme in due dimensioni. Si discute, poi, un
modello di super - Wess Zumino Witten (super-WZW), che ingloba in se´ il settore interno
della teoria e che vive su un bilateraly twisted group manifold, la cui determinazione e`
trattata in dettaglio, ottemperando a richieste irrinunciabili, come la cancellazione delle
anomalie locali e globali e la supersimmetria di spazio-tempo. Da qui si ricava la for-
ma definitiva dell’algebra superconforme che, nel settore bosonico interno, e` generata da
un’algebra di Kacˇ-Moody twistata grazie all’identificazione del tensore energia-impulso con
quello costruito col procedimento di Sugawara dalle correnti definite a partire dalle forme
di Maurer-Cartan del target group.
Infine si discute diffusamente dell’invarianza modulare e dei suoi effetti sulle theta-function,
alle quali ci si e` completamente ridotti facendo uso della fermionizzazione di GNO: questo
e` propedeutico all’introduzione della tecnologia dei boundary vector, le cui proprieta` alge-
briche, che direttamente codificano i vincoli imposti dall’invarianza modulare, risultano di
importanza cruciale nella costruzione dei proiettori di GSO generalizzati.
4. Si ritorna nel contesto macroscopico, ricavando la proiezione di Tits-Satake della teoria
N = 6, D = 4 e specificando il ruolo del gruppo di (sub)paint in questo caso particolare;
in piu` si determina la natura dei campi eliminati dalla proiezione facendo uso di argomenti
di carattere geometrico.
Le quattro parti sono indissolubilmente legate dalla ricerca di elementi di confronto tra i due
approcci, che permea di se´ tutto il lavoro.
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Capitolo 1
Il manifold degli scalari
Se consideriamo l’intero insieme delle teorie di supergravita` in diverse dimensioni, scopriamo una
proprieta` importante, del tutto generale. Fatta eccezione per tre rilevanti circostanze, in tutti
gli altri casi i vincoli imposti dalla supersimmetria implicano che il manifold parametrizzato dai
campi scalari della teoria,Mscalar, e` necessariamente un coset-manifold omogeneo G/H di tipo
non compatto, cioe` un opportuno gruppo di Lie non compatto quozientato dal suo sottogruppo
massimamente compatto H ⊂ G. La metrica gIJ(φ), che definisce la struttura di Riemann di
Mscalar, appare nella lagrangiana di supergravita` attraverso il termine cinetico degli scalari, che
e` del tipo di quello di un modello σ non lineare:
Lkinscalar =
1
2
gIJ(φ)∂µφI∂µφJ (1.1)
Le tre eccezioni sono:
• N = 1, D = 4, in cui si richiede semplicemente che Mscalar sia una varieta` di Hodge-
Ka¨hler.
• N = 2, D = 4, doveMscalar e` il prodotto di una varieta` special Ka¨hler SKn, contenente
gli n scalari complessi degli n multipletti vettoriali, con una varieta` quaternionica QMm,
contenente i 4m scalari reali degli m ipermultipletti.
• N = 2, D = 5, doveMscalar e` il prodotto di una varieta` very special VSn, contenente gli n
scalari reali degli n multipletti vettoriali, con una varieta` quaternionica QMm, contenente
i 4m scalari reali degli m ipermultipletti.
Modulo queste situazioni particolari, in tutti gli altri casi disponiamo di un algoritmo che ci
permette di determinare il coset G/H degli scalari a partire dalla supersimmetria: guardiamolo
in dettaglio, focalizzandoci sulle teorie di supergravita` in quattro dimensioni.
Ricordando che uno spinore di Majorana in D = 4 ha 4 componenti reali, il numero di superca-
riche preservate da ciascuna teoria sara` 4N , e diventa massimo nel caso N = 8, in cui ci sono
32 supercariche. Esistono due modi per determinare il manifold degli scalari:
- compattificando da dimensioni piu` alte ed identificandoMscalar con lo spazio dei moduli
della varieta` compatta interna;
- costruendo direttamente la teoria di supergravita` usando i vincoli a priori forniti dalla
supersimmetria, i.e. il contenuto in campi dei vari multipletti, le simmetrie globali e locali
dell’azione e le simmetrie di dualita`.
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Seguiremo il secondo metodo, perche´ piu` generale e soddisfacente: e` chiaro che per ciascuna
teoria ci sara` una lagrangiana manifestamente supersimmetrica, ma e` molto istruttivo vedere
comeMscalar, che e` il vero nocciolo della teoria, perche´ determina la struttura delle interazioni,
possa essere predetto a priori con semplici argomenti di teoria dei gruppi. Scopriremo, inoltre,
quanto la supergravita` sa di piu` dello spettro massless rispetto alla parente teoria di stringa
perturbativa: la supergravita`, essenzialmente, non distingue tra campi del settore di NS-NS da
quelli di R-R, ma li tratta insieme, allo stesso modo, identificandoli tutti con le coordinate di
un ben specificato spazio omogeneo; dalla compattificazione della superstringa in 10 dimensioni,
invece, lo spazio dei moduli, come vedremo, e` generato solo da alcuni degli scalari della super-
gravita` associata, cioe` da quelli di NS-NS, visto che, a livello perturbativo, la stringa non vede
i campi di R-R perche´ non vi si accoppia!
E` importante puntualizzare che discuteremo solo teorie ungauged di supergravita`, in cui tutti i
campi vettoriali sono rigorosamente abeliani ed il gruppo di isometrie di Mscalar e` un gruppo
di simmetrie globali.
1.1 Determinazione del coset
L’identificazione diMscalar si basa sui seguenti punti:
1. Conoscenza del contenuto in campi dei vari supermultipletti che costituiscono le rappresen-
tazioni irriducibili dell’algebra di supersimmetria N-estesa1. Gli scalari che appartengono
ai vari tipi di multipletti devono riempire sottovarieta` separateMi della varieta` totale:
Mscalar =
⊗
i
Mi (1.2)
2. Conoscenza del gruppo di automorfismiHaut dell’algebra di supersimmetria. Questo agisce
sui gravitini e sugli altri campi fermionici come gruppo di simmetria locale. In generale,
l’algebra degli automorfismi, Aut, e` una sottoalgebra dell’algebra di isotropia H del coset,
che ha la seguente struttura di prodotto diretto:
H = Aut⊗H′ (1.3)
dove H′ e` l’algebra di un altro gruppo di Lie chiuso.
3. Esistenza di rappresentazioni irriducibili appropriate di G, in cui poter accomodare cia-
scun tipo di (p + 1)-forma che appare nei vari supermultipletti. Le trasformazioni di G
commutano con la supersimmetria e quindi devono ruotare un intero supermultipletto in
un altro dello stesso tipo; visto che l’azione di G sugli scalari e` ben definita, dobbiamo
essere in grado di estenderla anche agli altri campi.
- Quando i duali magnetici delle (p+1)-forme, che sono (D−p−3)-forme, hanno grado
diverso, cioe` D− p− 3 6= p+1, allora G deve avere una rappresentazione irriducibile
di dimensione n, che e` il numero di (p+ 1)-forme presenti nella teoria.
- Quando p¯ e` tale che D− p¯−3 = p¯+1, cioe` p¯ = D/2−2, allora G deve avere anche una
rappresentazione di dimensione 2n¯, dove n¯ e` il numero di (p¯+ 1)-forme della teoria,
capace di accomodare queste piu` i loro duali2.
1Nel nostro caso super-Poincare´ in D = 4.
2Gli elementi di questa rappresentazione sono le rotazioni di dualita` elettrico/magnetica.
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In 4 dimensioni, le uniche (p + 1)-forme rilevanti sono le 1-forme, che corrispondono agli
ordinari campi vettoriali: infatti, le 3-forme hanno field strength che sono forme di volume
costanti e quindi non portano gradi di liberta` dinamici; le 2-forme sono dualizzabili a scalari.
In piu`, p¯ = 0 e` il valore per cui le (p¯+ 1)-forme sono autoduali in 4 dimensioni. Percio` i vettori
sono autoduali.
Il gruppo di automorfismi dell’algebra di supersimmetria N-estesa in D = 4 e`:
Aut = SU(N)⊗ U(1) N = 1, 2, 3, 4, 5, 6
Aut = SU(8) N = 7, 8 (1.4)
Le estensioni N = 7, 8 sono autoconiugate sotto CPT, ed e` questa la ragione per cui non appare
in questi casi il fattore U(1). Pertanto, il numero totale di campi di spin 0 deve essere uguale
alla dimensione del coset m = dimG − dimH; il numero totale di vettori n¯ deve essere uguale
alla meta` della dimensione della rappresentazione irriducibile simplettica (come vedremo) di G
(n¯ = 1/2 dimDsp(G)); il gruppo di isotropia H deve essere della forma:
H = SU(N)⊗ U(1)⊗H ′ N = 3, 4
H = SU(N)⊗ U(1) N = 5, 6
H = SU(N) N = 7, 8
(1.5)
La presenza di H ′ nella prima delle (1.5) e` dovuta al fatto che nei casi N = 3, 4, la teoria puo`
contenere, oltre al multipletto gravitazionale, anche multipletti vettoriali di materia, che possono
trasformare non banalmente sotto H ′.
I casi che ci interessano piu` da vicino sono le teorie N = 8, 6, 4 in D = 4. Scriviamone i
rispettiviMscalar:
N=8
Mscalar =
E7(7)
SU(8)
(1.6)
dove E7(7) e` una particolare forma reale di E7, quella massimamente non compatta, che
rende questo coset massimamente splittato (supergravita` massimamente estesa). La di-
mensione e` dimMscalar = dimE7(7) − dimSU(8) = 133− 63 = 70, cioe` tanti quanti sono
gli scalari del supermultipletto gravitazionale della N = 8. In piu`, E7 ha una rappresen-
tazione 56-dimensionale simplettica in cui trasformano i 28 vettori della N = 8 insieme ai
loro duali.
N=6
Mscalar = SO
?(12)
SU(6)⊗ U(1) (1.7)
dove SO?(12) e` una forma reale di D6 non massimamente non compatta
A ∈ SO?(12) se AT = A−1 e A†JA = J (1.8)
oppure
a ∈ SO?(12) se aT = −a e a†J = −Ja (1.9)
con
J ≡
(
0 I6×6
−I6×6 0
)
(1.10)
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dimMscalar = dimSO?(12) − dimU(6) = 66 − 36 = 30, tanti quanti sono gli scalari
del multipletto gravitazionale della N = 6. In piu`, SO?(12) ha una rappresentazione 32-
dimensionale simplettica, che altri non e` se non la SpinSO?(12) di una data chiralita`, in
cui trasformano le field strength dei 16 campi vettoriali della N = 6 insieme alle loro duali.
N=4
Mscalar = SL(2,R)
SO(2)
⊗ SO(6, n)
SO(6)⊗ SO(n) (1.11)
dove i due scalari del multipletto gravitazionale N = 4 sono accomodati nel primo coset,
i 6n scalari degli n multipletti vettoriali N = 4 nel secondo. Gli n+6 vettori trasformano
in Sp(2n+ 12,R) ⊃ SL(2,R)⊗ SO(6, n)
1.2 Trasformazioni di dualita`
Prima di passare ad un’analisi piu` ravvicinata della controparte di tutto cio` in teoria delle
stringhe, grazie alla tecnologia delle algebre solubili, e` opportuno fare un cenno alle simmetrie
di dualita` che coinvolgono le forme autoduali in dimensione pari.
Le dualita` della teoria delle stringhe si riflettono in simmetrie di dualita` delle lagrangiane
di supergravita`. Per simmetria di dualita` intendiamo un certo gruppo di trasformazioni, Gdual,
che agisce sull’insieme delle equazioni del moto piu` le identita` di Bianchi. Ovviamente, Gdual
agisce anche sui campi scalari φI , e, per essere una simmetria, deve rispettare il termine cinetico
gIJ(φ)∂µφI∂µφJ : in altre parole, Gdual deve essere il gruppo di isometrie della metrica gIJ(φ).
Le dualita` di stringa sono cos`ı codificate nel gruppo di isometrie del manifoldMscalar di super-
gravita`, che e` promosso a gruppo di rotazioni di dualita` elettrico/magnetica delle (r− 1)-forme,
dove D = 2r. Consideriamo n¯ (r − 1)-forme differenziali:
AΛ = AΛµ1...µr−1dX
µ1 ∧ . . . ∧ dXµr−1 (Λ = 1, . . . , n¯) (1.12)
e m¯ scalari reali φI (I = 1, . . . , m¯). Le field strength delle (r − 1)-forme e i loro duali di Hodge
sono definiti rispettivamente da:
FΛ ≡ dAΛ ≡ 1
r!
FΛµ1...µrdXµ1 ∧ . . . ∧ dXµr (1.13)
dove
FΛµ1...µr ≡ ∂[µ1AΛµ2...µr] (1.14)
e da
?FΛ ≡ 1
r!
F˜Λµ1...µrdXµ1 ∧ . . . ∧ dXµr (1.15)
dove
F˜Λµ1...µr ≡
1
r!
µ1...µrν1...νrFΛ|ν1...νr (1.16)
Definendo la forma di volume di spazio-tempo cos`ı:
dDX =
1
D!
µ1...µDdX
µ1 ∧ . . . ∧ dXµD (1.17)
otteniamo:
FΛ ∧ FΣ = 1
(r!)2
µ1...µrν1...νrFΛµ1...µrFΣν1...νr (1.18)
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FΛ ∧ ?FΣ = (−1)r2 1
r!
FΛµ1...µrFΣ|µ1...µr (1.19)
Gli scalari φI generano una varieta` Mscalar m¯-dimensionale, dotata di metrica gIJ(φ). Utiliz-
zando questo contenuto in campi, possiamo scrivere il seguente funzionale d’azione:
S = Stens + Sscal (1.20)
con
Stens =
∫ [
(−1)r
2
γΛΣ(φ)FΛ ∧ ?FΣ + 12θΛΣ(φ)F
Λ ∧ FΣ
]
(1.21)
e
Sscal =
∫ [
1
2
gIJ(φ)∂µφI∂µφJ
]
dDX (1.22)
dove la matrice n¯ × n¯ γΛΣ(φ), dipendente dai campi scalari, generalizza la costante 1/g2 che
appare nelle ordinarie teorie di gauge in 4 dimensioni. θΛΣ(φ), invece, e` una generalizzazione
della matrice di mixing della QCD. γ e` simmetrica in ogni dimensione spazio-temporale3; θ,
invece, ha proprieta` di simmetria che dipendono da r:
r = 2ν =⇒ D = 4ν =⇒ θ simmetrica
r = 2ν + 1 =⇒ D = 4ν + 2 =⇒ θ antisimmetrica
Introducendo l’operatore formale j, che mappa una field strength nel suo duale di Hodge:
(jFΛ)µ1...µr ≡
1
r!
µ1...µrν1...νrFΛ|ν1...νr ≡ F˜Λµ1...µr (1.23)
ed un prodotto scalare formale:
(G,K) ≡ GTK ≡ 1
r!
n¯∑
Λ=1
GΛµ1...µrK
Λ|µ1...µr (1.24)
la lagrangiana totale si puo` scrivere cos`ı:
Ltot = 1
2
FT (γ ⊗ I + θ ⊗ j)F + 1
2
gIJ(φ)∂µφI∂µφJ (1.25)
Introduciamo le seguenti combinazioni autoduali ed anti-autoduali:
D = 4ν =⇒
{ F± = F ∓ ijF
jF± = ±iF± perche´ j
2 = −I (1.26)
D = 4ν + 2 =⇒
{ F± = F ± jF
jF± = ±F± perche´ j
2 = I (1.27)
e le matrici:
D = 4ν =⇒
{ N = θ − iγ
N¯ = θ + iγ (1.28)
D = 4ν + 2 =⇒
{ N = θ + γ
−N T = θ − γ (1.29)
3FΛ ∧ ?FΣ, infatti, e` sempre simmetrico.
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Allora:
D = 4ν =⇒ Ltens = i8
[(F+)T NF+ − (F−)T N¯F−] (1.30)
D = 4ν + 2 =⇒ Ltens = 18
[(F+)T NF+ + (F−)T N TF−] (1.31)
Introduciamo il nuovo tensore4:
G˜Λ|µ1...µr ≡ (r!) ∂L
∂FΛµ1...µr
(1.32)
cioe`, in notazione matriciale,
jG ≡ 2 ∂L
∂FT = (γ ⊗ I + θ ⊗ j)F (1.33)
Le identita` di Bianchi e le equazioni del moto associate a questa L diventano:{
∂µ1F˜Λµ1...µr = 0
∂µ1 G˜Λµ1...µr = 0
(1.34)
Questo suggerisce di introdurre il vettore colonna 2n¯-dimensionale:
V ≡
(
jF
jG
)
(1.35)
e di considerare trasformazioni lineari generali su di esso:(
jF
jG
)′
=
(
A B
C D
)(
jF
jG
)
∀
(
A B
C D
)
∈ GL(2n¯,R) (1.36)
V′, fatto dalle field strength magnetiche ed elettriche trasformate, soddisfa le stesse equazioni:
∂ ·V = 0 ⇐⇒ ∂ ·V′ = 0 (1.37)
Separando la parte auto dall’anti-auto duale:
F = 1
2
(F+ + F−) ; G = 1
2
(G+ + G−) (1.38)
abbiamo:
D = 4ν =⇒ G+ = NF+ ; G− = N¯F− (1.39)
D = 4ν + 2 =⇒ G+ = NF+ ; G− = −N TF− (1.40)
Le rotazioni di dualita` si possono allora riscrivere cos`ı:
D = 4ν (F+
G+
)′
=
(
A B
C D
)( F+
NF+
)
(F−
G−
)′
=
(
A B
C D
)( F−
N¯F−
)
(1.41)
4Il fattoriale e` dovuto alla definizione del prodotto scalare (1.24).
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D = 4ν + 2 (F+
G+
)′
=
(
A B
C D
)( F+
NF+
)
(F−
G−
)′
=
(
A B
C D
)( F−
N T F−
)
(1.42)
In entrambi i casi, il problema e` che questa regola di trasformazione per G± deve essere con-
sistente con la definizione di questi ultimi come variazione della L rispetto a F±. Questa
richiesta restringe la forma della matrice Λ ≡
(
A B
C D
)
. Dimostreremo che, nel caso D = 4ν,
Λ ∈ Sp(2n¯,R), mentre nel caso D = 4ν+2, Λ ∈ SO(n¯, n¯). Tali gruppi sono definiti nel seguente
modo:
Λ ∈ Sp(2n¯,R) =⇒ ΛT
(
0 In¯×n¯
−In¯×n¯ 0
)
Λ =
(
0 In¯×n¯
−In¯×n¯ 0
)
(1.43)
Λ ∈ SO(n¯, n¯) =⇒ ΛT
(
0 In¯×n¯
In¯×n¯ 0
)
Λ =
(
0 In¯×n¯
In¯×n¯ 0
)
(1.44)
Per provare questa affermazione, dobbiamo calcolare la lagrangiana trasformata L′ e poi confron-
tare la sua variazione ∂L
′
∂F ′T con G′± calcolata facendo uso della trasformazione appena postulata.
Per farlo, notiamo che, parallelamente alla trasformazione di dualita` delle field strength e delle
loro duali, anche i campi scalari cambiano per qualche diffeomorfismo ξ ∈ Diff(Mscalar) della
varieta` di cui essi sono le coordinate. Di conseguenza, anche la matrice N cambia. In altre
parole, supponiamo che, in entrambi i casi d’interesse, esista un omomorfismo del tipo
iδ : Diff(Mscalar) −→ GL(2n¯,R) (1.45)
tale che
∀ ξ ∈ Diff(Mscalar) : φI −→ φ′I , ∃ iδ(ξ) =
(
Aξ Bξ
Cξ Dξ
)
∈ GL(2n¯,R) (1.46)
Grazie a questo omomorfismo possiamo definire l’azione simultanea di ξ sui campi della nostra
teoria:
ξ :

φ −→ ξ(φ)
V −→ iδ(ξ)V
N (φ) −→ N (ξ(φ))
(1.47)
In questo modo, nel settore tensoriale, la nuova lagrangiana sara`:
D = 4ν
L′tens =
i
8
[
F+T (Aξ +BξN )T N ′ (Aξ +BξN )F++
−F−T (Aξ +BξN¯ )T N¯ ′ (Aξ +BξN¯ )F−] (1.48)
D = 4ν + 2
L′tens =
i
8
[
F+T (Aξ +BξN )T N ′ (Aξ +BξN )F++
+F−T (Aξ −BξN T )T N ′T (Aξ −BξN T )F−] (1.49)
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La consistenza con la definizione di G+ richiede, in entrambi i casi:
N ′ = N (ξ(φ)) = (Cξ +DξN ) (Aξ +BξN )−1 (1.50)
mentre la consistenza con la definizione di G− impone, nel caso D = 4ν:
N¯ ′ = N¯ (ξ(φ)) = (Cξ +DξN¯ ) (Aξ +BξN¯ )−1 (1.51)
e, nel caso D = 4ν + 2:
−N ′T = −N T (ξ(φ)) = (Cξ −DξN T ) (Aξ −BξN T )−1 (1.52)
Quando D = 4ν, abbiamo che, per via della trasformazione lineare fratta, Λξ deve mappare una
matrice complessa simmetrica in un’altra dello stesso tipo5. Cio` implica:
N ′T = (ATξ +BTξ N )−1 (CTξ +DTξ N ) = N ′ = (Cξ +DξN ) (Aξ +BξN )−1
e cioe` 
ATξ Cξ = C
T
ξ Aξ
BTξ Dξ = D
T
ξ Bξ
ATξ Dξ − CTξ Bξ = I
(1.53)
vale a dire, proprio le condizioni perche´ Λξ =
(
Aξ Bξ
Cξ Dξ
)
appartenga a Sp(2n¯,R). Similmente,
nel caso D = 4ν + 2, la matrice Λξ deve obbedire alla proprieta` che prendere la negativa della
trasposta di una matrice realeN arbitraria, prima o dopo la trasformazione lineare fratta indotta
da Λξ e` irrilevante. E` facile verificare che questa condizione equivale a Λξ ∈ SO(n¯, n¯).
Pertanto:
iδ :
{
Diff(Mscalar) −→ Sp(2n¯,R) D = 4ν
Diff(Mscalar) −→ SO(n¯, n¯) D = 4ν + 2 (1.54)
Ovviamente, il diffeomorfismo di Mscalar considerato non e`, in generale, una simmetria
dell’intera azione; il massimo che possiamo fare e` estenderlo ad una simmetria del sistema
equazioni del moto/identita` di Bianchi, lasciando che agisca come rotazione di dualita` sulle field
strength elettriche e magnetiche. Questo richiede che il gruppo di isometrie diMscalar, Giso, sia
opportunamente incluso nel gruppo di dualita` e che la matrice del termine cinetico soddisfi la
legge di covarianza appena vista (1.50, 1.51, 1.52).
1.3 Strutture algebriche in supergravita`
Il ponte che lega l’origine stringhesca delle teorie di supergravita` alla loro geometria scalare e`
l’osservazione cruciale che il gruppo di U-dualita` della superstringa non e` altro che la versione
discreta del gruppo di isometrie di Mscalar, Giso(Z). Chiaramente, il gruppo di T-S-dualita`
e` parte di Giso(Z) a livello della supergravita`, mentre a livello microscopico T ed S dualita`
hanno ruoli ben distinti. Percio`, per una analisi sensata del rapporto tra la fisica microscopica
delle stringhe e quella macroscopica delle soluzioni classiche di supergravita`, e` necessario un
trattamento opportuno diMscalar, capace di separare direzioni di Ramond da direzioni di Neveu-
Schwarz. Nei casi in cuiMscalar e` un coset omogeneo, lo strumento appropriato e` quello delle
cosiddette algebre solubili, che qui presenteremo brevemente, distinguendo il caso di supergravita`
massimale N = 8 da quello non massimale N = 6.
5Infatti N = θ − iγ e` simmetrica, in questo caso.
1.3. STRUTTURE ALGEBRICHE IN SUPERGRAVITA` 15
1.3.1 Algebre solubili
Chiamiamo U e H i gruppi di isometria ed isotropia che definiscono il coset-manifold degli
scalari. Utilizzando una tecnica matematica ben nota, U/H puo` essere identificato come il
group-manifold generato da un’algebra di Lie solubile normata:
U
H
∼ exp[Solv] (1.55)
Questa relazione introduce immediatamente una corrispondenza biunivoca tra i campi scala-
ri φI della supergravita` ed i generatori TI dell’algebra solubile Solv[U/H], tant’e` vero che il
rappresentativo del coset e` identificato con:
L(φ) = exp[φITI ] (1.56)
dove {TI} e` una base di Solv[U/H]. In altre parole, il fibrato tangente al manifold degli scalari,
TMscalar, e` identificato con l’algebra solubile, ed ogni proprieta` algebrica di quest’ultima ha
una corrispondente interpretazione fisica in termini di modi massless della teoria di stringa.
Caso massimale
Nella teoria di supergravita` massimamente estesa in D = 10 − r dimensioni, il manifold degli
scalari ha la seguente struttura universale:
UD
HD
=
Er+1(r+1)
Hr+1
(1.57)
dove l’algebra di Lie di Er+1(r+1) e` la forma reale massimamente non compatta della serie
eccezionale Er+1 di algebre complesse semplici, e Hr+1 e` la sua sottoalgebra massimamente
compatta. In questo caso, il coset sopra scritto presenta la distintiva proprieta` di avere rango
massimo, r + 1; cos`ı l’algebra solubile associata ha la struttura semplice:
Solv
(
Er+1(r+1)
Hr+1
)
= Hr+1
⊕
α∈Φ+(Er+1)
Eα (1.58)
dove Eα ⊂ Er+1 e` la sottoalgebra 1-dimensionale associata alla radice α e Φ+(Er+1) e` la parte
positiva del sistema di radici di Er+1; Hr+1, invece, e` la sottoalgebra di Cartan di Er+1. Come
accennato, i generatori dell’algebra solubile sono in corrispondenza 1:1 con i campi scalari della
teoria, che possono essere classificati come NS-NS oppure R-R, a seconda dell’origine nella teoria
di stringa compattificata. D’altra parte, i generatori dell’algebra solubile possono essere distinti
in tre categorie, introducendo la sottoalgebra di T-dualita`, Dr ≡ SO(r, r) ⊂ Er+1(r+1):
1. Generatori di Cartan
2. Radici che appartengono all’aggiunta di Dr
3. Radici che sono pesi di una rappresentazione irriducibile di Dr.
Il nostro collegamento, pertanto, si fonda sulla seguente affermazione: i campi scalari associati
ai generatori di tipo 1 e 2 sono di NS-NS, mentre quelli di tipo 3 sono di R-R.
In 4 dimensioni, cioe` per r = 6, accade una particolarita`: c’e` una radice in piu`, ancora di
NS-NS, associata all’assione Bµν , che solo in 4 dimensioni e` equivalente ad uno scalare. Questa
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radice, insieme alla sua negativa, piu` il dilatone (associato al settimo generatore di Cartan6), e`
responsabile della promozione del gruppo di S-dualita` della stringa da O(1, 1) a SL(2,R). Percio`,
la decomposizione rilevante di E7(7) diventa quella rispetto al suo sottogruppo di S-T-dualita`:
E7(7) ⊃ SL(2,R)⊗ SO(6, 6) (1.59)
oppure, a livello dei corrispondenti sottogruppi massimamente compatti:
SU(8) ⊃ SO(2)⊗ [SO(6)⊗ SO(6)] (1.60)
In termini di diagrammi di Dynkin:
m m m m  
m
@
@ m }
m m m m  
m
@
@ m
⊕ }
E7 D6 A1
-
Per quanto riguarda i coset, dobbiamo impiantare la nostra corrispondenza sul seguente splitting:
E7(7)
SU(8)
−→ SL(2,R)
SO(2)
⊗ SO(6, 6)
SO(6)⊗ SO(6) (1.61)
Essendo questo caso massimamente non compatto7, l’algebra solubile associata e`:
Solv
(
E7(7)
SU(8)
)
= HE7
⊕
α∈Φ+(E7)
Eα = HA1 ⊕HD6 ⊕ Eα1
⊕
α∈Φ+(D6)
Eα ⊕W (1.62)
dove α1 e` l’unica radice positiva di SL(2,R) e W e` lo spazio generato dai pesi di un’opportuna
rappresentazione di D6.
La corrispondenza ora e` palese. In tutto, i campi scalari della N = 8 in D = 4 sono 70, che si
dividono in 38 di NS-NS e 32 di R-R. I 38 di NS-NS sono in corrispondenza con i Cartan di HA1
e HD6 (precisamente, il dilatone e i Gii), con α1 (Bµν dualizzato) e con le 30 radici positive di D6
(Gij , Bij , i > j); i 32 di R-R, invece, sono in corrispondenza 1:1 con i pesi della SpinSO(6, 6),
che e` chirale e, per l’appunto, 32-dimensionale (essi sono Ai, Adiµν , Aijk).
Le field strength dei 28 vettori, d’altro canto, insieme alle loro duali, si sistemano nella 56
simplettica di E7(7) ⊂ Sp(56,R). Rispetto a SU(8), questa rappresentazione si spezza in 28⊕2¯8,
che ospitano rispettivamente cariche magnetiche ed elettriche. Sia le une che le altre, poi, a loro
volta, si decompongono in un set di 16 campi vettoriali di R-R e 12 campi vettoriali di NS-NS,
gli uni corrispondenti a meta` dei pesi positivi (e a meta` di quelli negativi) della SpinSO(6, 6),
gli altri ai pesi della fondamentale di SO(6, 6). Abbiamo bisogno, dunque, di due fondamentali
di SO(6, 6), che possiamo distinguere dal grading rispetto alla settima componente del vettore
peso: in ognuna di esse ci sono meta` vettori elettrici e meta` magnetici, i cui pesi corrispondenti
hanno chiaramente le prime sei componenti cambiate di segno (la vettoriale di SO(12) e` infatti
reale!).
6Gli altri sei sono legati ai raggi di T 6, o, equivalentemente, agli elementi interni diagonali della metrica, Gii.
7 E7(7)
SU(8)
e` il coset degli scalari della supergravita` massimale N = 8, D = 4.
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Caso non massimale
Notevolmente piu` complessa e`, invece, la trattazione delle supergravita` non massimali, tra cui
figura il caso che ci interessa piu` da vicino, quello della teoria N = 6, D = 4. Qui il numero di
supercariche e` 6× 4 = 24 < 32 ed il coset-manifold parametrizzato dai 30 scalari della teoria e`:
Mscalar = SO
?(12)
SU(6)⊗ U(1) (1.63)
che, dal punto di vista geometrico, e` un manifold di Special Ka¨hler. Ricordiamo che per Special
Ka¨hler si intende una struttura di Ka¨hler il cui potenziale si puo` scrivere nella seguente forma:
G(z, z¯) = log
{
Re
∣∣∣∣f(z) + zi∂if(z) + z¯i?∂if(z) + 12ziz¯j?∂i∂jf(z)
∣∣∣∣} (1.64)
con f(z) funzione olomorfa. Si noti che, nel caso N = 8, il fattore U(1) e` assente nel gruppo
di isotropia; questo e` dovuto al fatto che la teoria N = 8 e` CPT-autoconiugata, e dunque
il numero quantico associato all’U(1) e` identicamente nullo. Questo implica l’assenza della
connessione associata alla trasformazione di Ka¨hler U(1)
Q =
1
2i
(
∂iG(z, z¯)dzi − ∂i?G(z, z¯)dz¯i?
)
(1.65)
e, di conseguenza, la struttura non ka¨hleriana del coset-manifold E7(7)/SU(8).
Esiste, tuttavia, anche nel caso non massimale, un modo per interpretare un coset-manifold
come group-manifold generato da un’opportuna algebra solubile. Diamo prima delle definizioni.
Un’algebra di Lie solubile e` un’algebra la cui derivata di ordine n (per qualche n ≥ 1) fa zero:
D(n)Solv = 0 (1.66)
essendo
DSolv = [Solv, Solv] , D(k+1)Solv = [D(k)Solv,D(k)Solv]
Un’algebra di Lie metrica e` un’algebra di Lie dotata di una metrica euclidea 〈 , 〉. Un teorema
importante afferma che se un manifold di Riemann (M, g) ammette un gruppo transitivo di
isometrie, Giso, generato da un’algebra di Lie solubile Solv della stessa dimensione diM, allora:
M∼ Giso = exp(Solv) e g|TM = 〈 , 〉 (1.67)
Cioe`, c’e` una corrispondenza 1:1 tra i manifold di Riemann che soddisfano l’ipotesi detta e le
algebre solubili metriche.
Consideriamo ora un coset-manifold M = U/H, U essendo una qualunque forma reale non
compatta di un gruppo di Lie semisemplice ed H il suo sottogruppo massimamente compatto.
La cosiddetta decomposizione di Iwasawa assicura l’esistenza di una sottoalgebra di Lie solubile
Solv ⊂ U , che agisce transitivamente suM:
U = H+ Solv , dimSolv = dimM (1.68)
doveH e` la sottoalgebra massimamente compatta diM, che generaH. Quindi, grazie al teorema
precedente,M = exp(Solv). Ma come si costruisce Solv?
Consideriamo la decomposizione di Cartan:
U = H⊕K (1.69)
18 CAPITOLO 1. IL MANIFOLD DEGLI SCALARI
dove K e` il sottospazio che consiste di tutti i generatori non compatti di U . Chiamiamo CK il
sottospazio massimale abeliano di K e C la CSA di U . Si puo` dimostrare che CK = C ∩K, cioe`
CK consiste di tutti i Cartan non compatti di U . Inoltre, siano hαi gli elementi di CK , con {αi}
sottoinsieme di Φ+(U), e sia Φ+‖ (U) l’insieme di tutte le radici positive, β, di U non ortogonali
a tutte le αi8:
∃ i tale che 0 6= (αi, β) ≡ (tαi , tβ) ≡ β(tαi) ≡ [tαi , Eβ]
Si puo` dimostrare che Solv definita dalla decomposizione di Iwasawa e` costruita cos`ı:
Solv = CK ⊕

∑
α∈Φ+‖
Eα ∩ U
 (1.70)
dove l’intersezione con U sta a significare che Solv e` generata da quelle particolari combina-
zioni complesse degli operatori di step che appartengono alla forma reale U . Il rango di un
coset omogeneo e` definito essere il massimo numero di elementi semisemplici commutanti del
sottospazio non compatto K, vale a dire la dimensione di CK , i.e. il numero di generatori di
Cartan non compatti di U . Un coset-manifold, allora, e` massimamente non compatto quando
C = CK ⊂ Solv; in questo caso, chiaramente, tutte le radici positive sono usate per costruire
Solv.
1.3.2 La proiezione di Tits-Satake
Quello che faremo adesso e` una vera e propria proiezione di teorie non massimali in teorie mas-
simali, che va sotto il nome di “proiezione di Tits-Satake”. Come ogni proiezione, ovviamente,
essa butta via alcuni campi e ne tiene altri; soltanto alla fine di questo lavoro, dopo un’atten-
ta analisi comparata macroscopica/microscopica dello spettro massless della N = 6, saremo in
grado di individuare e classificare i vari campi che vengono fuori, a seconda del settore. Per ora,
ci limitiamo ad esporre i dettagli tecnici della proiezione.
La caratteristica fondamentale della proiezione di Tits-Satake e` sicuramente quella di pre-
servare le strutture geometriche coinvolte nelle teorie di supergravita` N = 2, vale a dire Very
Special Real, Special Ka¨hler e Quaternionic-Ka¨hler. Vediamo in dettaglio come funziona.
Nel caso di manifold non massimamente non compatti U/H, l’algebra di Lie U del gruppo a
numeratore e` qualche forma reale U = GR di un’algebra di Lie complessa G di rango r = rk(G).
L’algebra di Lie H del denominatore e` la sottoalgebra H ⊂ U massimamente compatta, che ha
tipicamente rango rc minore di r. Denotando, come prima, con K il complemento ortogonale ad
H in GR
GR = H⊕K (1.71)
e definendo come rango non compatto (o del coset) la dimensione della CSA non compatta
rnc = rk
(
U
H
)
≡ dimHnc , Hnc = CSAG ∩K (1.72)
otteniamo rnc < r. Il manifold U/H e` metricamente equivalente al group-manifold solubile
exp(Solv(U/H)), ed e` su Solv(U/H) che la proiezione di Tits-Satake agisce. Splittiamo prima
8Cioe` il corrispondente step operator Eβ non commuta con CK .
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di tutto la CSA di GR in parte compatta e parte non compatta:
CSAG = Hc ⊕ Hnc
⇓ ⇓
CSAGR = iHc ⊕ Hnc
(1.73)
Ogni radice α, allora, puo` essere decomposta nella sua parte parallela ed in quella trasversa a
Hnc:
α = α‖ + α⊥ (1.74)
Poniamo
α⊥ = 0 (1.75)
ed operiamo la proiezione
Π : ΦG −→ Φ¯ (1.76)
volta ad eliminare le eventuali molteplicita` createsi in ΦG , una volta ristretto dalla posizione
α⊥ = 0. L’originale sistema di radici, ΦG , e` stato mappato in un nuovo sistema di vettori che
vivono in uno spazio euclideo di dimensione uguale a rnc. Φ¯ e` il sistema di radici della proiezione
di Tits-Satake di GR, che chiameremo GTS ⊂ GR. GTS e` sempre la forma reale massimamente
non compatta della sua complessificazione ed il coset GTS/HTS , che risulta piu` piccolo di quello
originario, e dove HTS ⊂ GTS e` il sottogruppo massimamente compatto di GTS , e` un coset
massimamente non compatto, la cui algebra solubile ha la forma semplice gia` vista nel caso
della teoria N = 8, D = 4.
Ma che rapporto c’e`, allora, tra Solv(GR/H) e Solv(GTS/HTS)? La risposta viene dall’analisi
seguente. In una proiezione, puo` accadere che piu` di un vettore venga mappato nello stesso.
Questo significa che, in generale, ci saranno alcune radici di ΦG che avranno la stessa immagine
in Φ¯. Chiamando Φ+G e Φ¯
+ gli insiemi delle radici positive dei due sistemi, accade che entrambi
si spezzano in due sottoinsiemi con le seguenti proprieta`9:
Φ+G = Φ
η ∪ Φδ −→ Φ¯+ = Φ¯l ∪ Φ¯s (1.77)
∀ η1 , η2 ∈ Φη η1 + η2 ∈ Φη −→ ∀αl1 , αl2 ∈ Φ¯l αl1 + αl2 ∈ Φ¯l
∀ η ∈ Φη ∀ δ ∈ Φδ η + δ ∈ Φδ −→ ∀αl ∈ Φ¯l ∀αs ∈ Φ¯s αl + αs ∈ Φ¯s
∀ δ1 , δ2 ∈ Φδ δ1 + δ2 ∈
{
Φη
Φδ
−→ ∀αs1 , αs2 ∈ Φ¯s αs1 + αs2 ∈
{
Φ¯l
Φ¯s
(1.78)
La proiezione agisce diversamente sui due insiemi:
Π [Φη] = Φ¯l
Π
[
Φδ
]
= Φ¯s
∀αl ∈ Φ¯l ; cardΠ−1[αl] = 1
∀αs ∈ Φ¯s ; cardΠ−1[αs] = m
cardΦ+G = card Φ¯
l +m · card Φ¯s (1.79)
9Ricordiamo che ΦG e` considerato il sistema di radici di GR gia` epurato dalle radici compatte; infatti, nella
nostra costruzione, l’operazione α⊥ = 0 precede la proiezione di Tits-Satake.
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Ci sono, dunque, due tipi di radici: quelle che hanno immagini distinte nella proiezione e quelle
che, invece, si sistemano in multipletti caratterizzati dalla stessa immagine. Le possibili molte-
plicita`, tuttavia, sono 1 em. Notiamo, inoltre, che Φη e` ortogonale all’insieme di radici compatte
gia` eliminato, poiche´, nel caso massimamente non compatto, quest’ultimo e` vuoto e, parallela-
mente, tutte le radici stanno in Φη (non si origina nessuna molteplicita` e Π = id). Percio`,
possiamo contare i generatori di Solv(GR/H) cos`ı:
Hi =⇒ generatori di Cartan
Ωαl =⇒ radici del tipo η
Ωαs|I =⇒ radici del tipo δ (I = 1, . . . ,m)
L’indice I enumera le m radici di ΦG che hanno la stessa proiezione in Φ¯, e si chiama indice di
“paint”.
Esiste, poi, una sottoalgebra compatta Gpaint ⊂ H che agisce come algebra di automorfismi
esterni sull’algebra solubile Solv(GR/H) ⊂ GR:[
Gpaint , Solv
(
GR
H
)]
= Solv
(
GR
H
)
(1.80)
I generatori di Cartan Hi e i generatori Ωαl sono singoletti sotto l’azione di Gpaint:
[Hi , Gpaint] = [Ωαl , Gpaint] = 0 (1.81)
D’altra parte, ognim-multipletto di generatori Ωαs|I costituisce un’orbita sotto l’azione diGpaint,
cioe` una rappresentazione Dαs , che puo` essere diversa per diversi αs, ma ha sempre la stessa
dimensione, m:
∀X ∈ Gpaint
[
X , Ωαs|I
]
= [Dαs(X)]
J
I Ωαs|J (1.82)
Gpaint contiene una sottoalgebra, Gsubpaint ⊂ Gpaint, tale per cui ciascuna rappresentazione Dαs
si spezza nello stesso modo:
Dαs
Gsubpaint=⇒ 1 ⊕ (m− 1) (1.83)
cioe` in un singoletto piu` una rappresentazione di dimensione diminuita di una unita`. Di
conseguenza, possiamo splittare l’indice di paint cos`ı:
I = {0, x} x = 1, . . . ,m− 1
L’indice 0 corrisponde al singoletto, x alla rappresentazione (m− 1) ≡ J. Il prodotto tensoriale
J ⊗ J contiene 1 e J; inoltre, esiste, nella rappresentazione J ⊗ J ⊗ J, un tensore invariante di
Gsubpaint, axyz, tale che possiamo riscrivere le due algebre solubili Solv(GR/H) e Solv(GTS/HTS)
cos`ı:
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Solv(GTS/HTS) Solv(GR/H)
[Hi , Hj ] = 0 [Hi , Hj ] = 0[
Hi , E
αl
]
= αliE
αl [Hi , Ωαl ] = αliΩαl[
Hi , E
αs
]
= αsiE
αs
[
Hi , Ωαs|I
]
= αsiΩαs|I
αl + βl /∈ Φ¯
[
Eα
l
, Eβ
l
]
= 0
[
Ωαl , Ωβl
]
= 0
αl + βl ∈ Φ¯l
[
Eα
l
, Eβ
l
]
= NαlβlEα
l+βl
[
Ωαl , Ωβl
]
= NαlβlΩαl+βl
αl + βs /∈ Φ¯
[
Eα
l
, Eβ
s
]
= 0
[
Ωαl , Ωβs|I
]
= 0
αl + βs ∈ Φ¯s
[
Eα
l
, Eβ
s
]
= NαlβsEα
l+βs
[
Ωαl , Ωβs|I
]
= NαlβsΩαl+βs|I
αs + βs /∈ Φ¯ [Eαs , Eβs] = 0 [Ωαs|I , Ωβs|J] = 0
αs + βs ∈ Φ¯l [Eαs , Eβs] = NαsβsEαs+βs [Ωαs|I , Ωβs|J] = δIJNαsβsΩαs+βs
αs + βs ∈ Φ¯s [Eαs , Eβs] = NαsβsEαs+βs

[
Ωαs|0 , Ωβs|0
]
= NαsβsΩαs+βs|0[
Ωαs|0 , Ωβs|x
]
= NαsβsΩαs+βs|x[
Ωαs|x , Ωβs|y
]
= Nαsβs
(
δxyΩαs+βs|0+
+axyzΩαs+βs|z
)
Tabella 1.1: Algebra della proiezione vs Algebra originaria.
Semplicemente mettendo a zero i non singoletti di Gsubpaint, vale a dire le componenti dei
vettori lungo le direzioni dei generatori Ωαs|x, noi condensiamo la parentesi graffa in tabella al
solo primo commutatore, ottenendo cos`ı automaticamente una copia della colonna di sinistra
(Solv(GTS/HTS)).
La teoria N = 6 , D = 4
In questo caso particolare, il manifold degli scalari e`, come gia` visto, lo Special Ka¨hler SO
?(12)
SU(6)⊗U(1) ,
che viene Tits-Satake-proiettato nel coset-manifold
Sp(6,R)
SU(3)⊗ U(1) (1.84)
che e` ancora uno Special Ka¨hler , ma adesso massimamente non compatto, di rango 3 (il rango
della CSA non compatta di SO?(12)). Il gruppo di paint, in questa circostanza, e`:
Gpaint = SO(3)⊗ SO(3)⊗ SO(3) (1.85)
Infatti, innanzitutto esso e` un sottogruppo del gruppo massimamente compatto SU(6) ⊂ SO?(12):
SU(6) ⊃ SU(4)⊗ SU(2) ' SO(6)⊗ SO(3) ⊃ SO(4)⊗ SO(2)⊗ SO(3) '
' SO(3)⊗ SO(3)⊗ SO(3)⊗ SO(2)
Inoltre, il coset SO
?(12)
SU(6)⊗U(1) ha dimensione 30 e rango 3, il che significa che, tra le 30 radici
positive di SO?(12), ce ne sono 3 (β1, β2, β3) ortogonali ai 3 generatori di Cartan non compatti;
queste 3, insieme alle loro negative e ai 3 Cartan compatti, formano il gruppo di paint SO(3)3.
D’altro canto, le rimanenti 27 radici α‖, non ortogonali alla CSA non compatta, insieme ai 3
Cartan non compatti, generano l’algebra di Lie solubile Solv
(
SO?(12)
SU(6)⊗U(1)
)
. In che rapporto
sono queste con quelle che generano Solv
(
Sp(6,R)
U(3)
)
? La peculiarita` decisiva della proiezione di
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Tits-Satake di SO?(12), cioe` di Sp(6,R), e` il fatto che la complessificazione della sua algebra,
C3, non e` simply laced: Sp(6,R), in altre parole, ha 9 radici positive, 3 delle quali lunghe
(αl = 2i, i = 1, 2, 3) e 6 corte (αs = i ± j , i, j = 1, 2, 3, i < j). Le radici lunghe di
Sp(6,R) corrispondono a quelle radici di SO?(12) che sono singoletti sotto il gruppo di paint,
mentre ciascuna radice corta di Sp(6,R) e` in corrispondenza 1:1 con una struttura quaternionica
formata da un quartetto di radici di SO?(12). Riassumendo, la corrispondenza e` la seguente:
Solv(SO?(12)/U(6)) Solv(Sp(6,R)/U(3))
3 Cartan 3 Cartan
3 radici η 3 radici l
24 radici δ in 6 gruppi da 4 6 radici s
Le 24 radici, che in Solv(SO?(12)/U(6)) non sono immuni da molteplicita`, non sono singoletti
del gruppo di paint, bens`ı si arrangiano in 2 copie della seguente rappresentazione:
12paint = (2,2,1) ⊕ (2,1,2) ⊕ (1,2,2) (1.86)
Percio`:
# radici di SO?(12) = 30 = 3︸︷︷︸
compatte
+ 3︸︷︷︸
lunghe
+ 2× 12paint
Guardiamo, pero`, cosa diventano queste 2 rappresentazioni riducibili 12-dimensionali in rap-
presentazioni del gruppo di subpaint, operazione che ci permette di isolare la proiezione di
Tits-Satake. Il gruppo di subpaint e` l’SO(3) diagonale del prodotto diretto che definisce il
gruppo di paint. Percio`, per
SO(3)⊗ SO(3)⊗ SO(3) −→ SO(3)diag (1.87)
avviene la decomposizione:
2⊗ 2⊗ 1 −→ 1⊕ 3 (1.88)
e cos`ı per le altre. Pertanto:
12paint −→ 1⊕ 1⊕ 1⊕ 3⊕ 3⊕ 3 = 3× (1⊕ 3)SO(3)diag (1.89)
Quindi:
# radici di SO?(12) = 30 = 3︸︷︷︸
compatte
+ 3︸︷︷︸
lunghe
+ 6︸︷︷︸
corte
×(1⊕ 3)SO(3)diag
Tutto quello che dobbiamo fare, a questo livello, per ottenere la proiezione di Tits-Satake
Sp(6,R), e` buttar via i 6 tripletti di SO(3)diag e tenere solo i 6 singoletti.
Per quanto riguarda i vettori, l’embedding rilevante e` Sp(6,R) ⊂ Sp(14,R), cioe`, dei 16
vettori della N = 6, D = 4, la proiezione ne lascia 7, le cui field strength, insieme alle duali,
trasformano nella 14 di Sp(6,R)10. In origine, l’embedding era SO?(12) ⊂ Sp(32,R) e i 16 campi
vettoriali (insieme ai loro partner magnetici, 1¯6) si scomponevano in 8+8, gli uni provenienti dal
settore di NS-NS, gli altri da quello di R-R. Solo alla fine, dopo l’analisi microscopica, saremo in
grado di assegnare questi 8 + 8 ad opportune rappresentazioni del gruppo di T-dualita` residuo
della N = 6 e di capire che tipo di gradi di liberta` (18 scalari e 9 vettoriali) la proiezione di
Tits-Satake sta eliminando.
10E` l’antisimmetrica simplettica traceless:
∼
.
Capitolo 2
Il punto di vista macroscopico
Fissiamo le dimensioni spazio-temporali a 4 e procediamo con l’eliminazione consistente di alcune
cariche di supersimmetria a partire dallo spettro della supergravita` N = 8.
2.1 Troncazione della teoria massimale
Il multipletto gravitazionale massless della N = 8 (autoconiugato!) ha il seguente contenuto in
campi1:
Spin SU(8)-repr. Young tableaux
2 1 ·
3/2 8
1 28
1/2 56
0 70
Per ricondurci alla N = 6, abbiamo bisogno di buttare via alcuni campi: decidiamo di eliminare
quelli che trasformano (quindi quelli che non sono singoletti) sotto una certa simmetria discreta
Z2, individuata da un opportuno sottogruppo di SU(8), il cui centralizzatore (rispetto a SU(8),
chiaramente) sia costituito dal gruppo di automorfismi della N = 6, vale a dire SU(6) ⊗ U(1).
1HN=8aut = SU(8).
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E` chiaro, dunque, che la decomposizione rilevante ai nostri fini e`:
SU(8) −→ SU(6) ⊗ SU(2) ⊗ U(1) (2.1)
Dentro l’SU(2) incorniciato prenderemo lo Z2 rispetto al quale terremo solo i singoletti. Ad
esempio, nella fondamentale di SU(8), possiamo prendere
I8×8 e
(
I6×6 0
0 σ1
)
che, ovviamente, formano uno Z2 all’interno di SU(8). La stringa rileggera` l’azione di questo
gruppo discreto della supergravita` come una sorta di proiezione GSO sui suoi stati.
Ricaviamo ora esplicitamente il contenuto in campi del multipletto gravitonico della supergravita`
N = 6 a partire dalla N = 8. Verranno incorniciati i numeri indicanti le rappresentazioni del
gruppo SU(2) di cui vogliamo prendere solo i singoletti. La convenzione sugli indici adottata e`
la seguente:
I = 1, . . . , 8 = {i}, {α}
i = 1, . . . , 6 SU(6)
α = 1, 2 SU(2)
Spin SU(8)-repr. SU(6)⊗ SU(2) ⊗ U(1) Young tableaux
2 1 (1 , 1 , 1) (· , · , ·)
3/2 8 (6 , 1 , 1) ⊕ (1 , 2 , 1) I = i ⊕ α
1 28 (15 , 1 , 1) ⊕ (6 , 2 , 1) ⊕ (1 , 1 , 1) I
J
=
i
j
⊕ i
α
⊕ α
β
1/2 56 (20 , 1 , 1) ⊕ (15 , 2 , 1) ⊕ (6 , 1 , 1)
I
J
K
=
i
j
k
⊕
i
j
α
⊕
i
α
β
0 70 (1¯5 , 1 , 1) ⊕ (20 , 2 , 1) ⊕ (15 , 1 , 1)
I
J
K
L
=
i
j
k
l
⊕
i
j
k
α
⊕
i
j
α
β
Eliminando i non singoletti di SU(2), ricaviamo la N = 6:
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Spin U(6)-repr.
2 1
3/2 6
1 15 ⊕ 1
1/2 20 ⊕ 6
0 1¯5 ⊕ 15
Come si nota, l’eliminazione dell’SU(2) ha rotto l’autodualita` della N = 8, facendo comparire
rappresentazioni di U(6) crescenti a partire dallo spin 1. Infatti
λ′max =
N
2
− λmax = 62 − 2 = 1
Diamo un’occhiata ora a questo procedimento dal punto di vista della stringa (microscopico).
Sappiamo che il gruppo di T-dualita` della superstringa 10-dimensionale compattificata fino a
D = 4 su un toro T 6 e`
SO(6, 6)
SO(6)L ⊗ SO(6)R (2.2)
dove l’SO(6, 6), mischiando modi left con modi right, mischia di conseguenza il gravitone gIJ e il
tensore antisimmetrico BIJ tra loro, oltre a ruotarli separatamente. Il coset-manifold (2.2) puo`
anche essere visto come lo spazio dei moduli della varieta` piatta T 6 su cui stiamo compattifi-
cando. Se il background della stringa fosse stato fatto solo con gIJ , ad esempio, avremmo avuto
solo un SO(6) che avrebbe ruotato le componenti dei campi dell’azione S ∼ ∫ ∂XI ∂¯XJgIJ ; ma
abbiamo anche il pezzo
∫
∂XI ∂¯XJBIJ , che permette l’esistenza di SO(6, 6).
Ricordiamo che, in D = 4, il gruppo di S-dualita`, per via del campo di NS-NS Bµν , dualizzabile
a scalare, e` promosso da O(1, 1) a SL(2,R): Bdµν e il dilatone, dunque, saranno le coordinate
del coset-manifold
SL(2,R)
SO(2)
(2.3)
Gli altri scalari di NS-NS saranno in corrispondenza 1:1 con le radici positive di SO(6, 6), eccetto
le componenti diagonali della metrica, le quali corrispondono ai Cartan di D6 (algebra di T-
dualita`). Gli scalari di R-R saranno in corrispondenza 1:1 con i pesi (positivi) della SpinSO(6, 6)
(con chiralita` definita); li rappresentiamo qui con la lettera W . In termini di algebre solubili:
Solv
(
E7(7)
SU(8)
)
= Solv
(
SO(6, 6)
SO(6)⊗ SO(6) ⊗
SL(2,R)
SO(2)
)
⊕ W (2.4)
Essendo E7(7) massimamente non compatto (supergravita` massimamente estesa), la sua proie-
zione di Tits-Satake e` lui stesso; percio`:
dimSolv
(
E7(7)
SU(8)
)
= dimHE7(7) + dimΦ+E7(7) = 7 + 63 = 70 (2.5)
A secondo membro della (2.4), invece, abbiamo:
dimHD6 + dimHA1 + dimΦ+SO(6,6) + dimΦ+SL(2,R) = 6 + 1 + 30 + 1 = 38 campi di NS-NS
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e
dimW = dimSpinSO(12) = 32 campi di R-R
In termini di rappresentazioni aggiunte, ora, rileggiamo la decomposizione di E7(7) rilevante in
teoria di stringa, cioe` quella rispetto ai gruppi di S-T-dualita`:
E7(7) ⊃ SO(6, 6)⊗ SL(2,R) (2.6)
133︸︷︷︸
adj E7(7)
−→ ( 66︸︷︷︸
adj SO(6,6)
, 1) ⊕ (1 , 3︸︷︷︸
adj SL(2,R)
) ⊕ ( 32︸︷︷︸
SpinSO(6,6)
, 2) (2.7)
Dividendo per i rispettivi sottogruppi massimamente compatti, otteniamo, per la stringa N = 8
compattificata su T 6,
E7(7)
SU(8)
⊃ SO(6, 6)
SO(6)⊗ SO(6) ⊗
SL(2,R)
SO(2)
(2.8)
Per ridurci alla stringa N = 6, dobbiamo, in qualche modo, implementare l’azione del nostro
gruppo discreto Z2 in questo nuovo background. La nostra implementazione consistera` nel
compattificare, anziche´ su T 6, sull’orbifold T 6/Z2. La stringa reagira` a questa azione creando
stati twistati che coesisteranno con quelli normali: infatti, ora, oltre alla normale identificazione
XI(ze2pii) = XI(z) + 2pinαI (2.9)
per traslazione nelle sei direzioni di T 6, sara` possibile una rotazione di Z2:
XI(ze2pii) = RXI(z) + 2pinαI (2.10)
Questi stati twistati andranno ad occupare proprio i punti singolari della nostra varieta`. Nell’in-
torno di tali punti singolari, la nostra varieta` liscia iniziale della N = 8, complicata ed ingestibile,
e` T 6/Z2, che ha la metrica piatta del toro e su cui possiamo impiantare un modello sigma banale,
cioe` una teoria conforme libera.
I punti singolari della varieta` individuano valori ben precisi nello spazio dei moduli, corrispon-
denti allo strozzamento di uno o piu` cicli di omologia. Per il toro, ad esempio, nella parametrizza-
zione del parallelogramma, un punto di questo tipo e` Im(τ) = 0; oppure nella parametrizzazione
in CP2, che si usa in geometria algebrica,
X31 +X
3
2 +X
3
3 − ψX1X2X3 = 0
con ψ = ψ(τ) una complicata funzione ipergeometrica, per ψ =∞, abbiamo tre piani: X1,2,3 = 0.
Ora, chiarito il ruolo geometrico (di identificazione di punti sul toro) di Z2, dobbiamo capire
come esso agisce a livello algebrico nella decomposizione di E7(7). In supergravita`, noi conosciamo
il coset-manifold della N = 6: esso e` SO?(12)/U(6) e quindi e` piuttosto ovvio che l’SU(2) in
cui andiamo a prendere il nostro Z2 debba essere il centralizzatore di SO?(12) in E7(7), cioe`:
E7(7) ⊃ SO?(12)⊗ SU(2) (2.11)
oppure:
SU(8) ⊃ SU(6)⊗ SU(2) ⊗ U(1) (2.12)
Ma dal punto di vista della stringa? E` necessario capire come e` messo questo stesso SU(2)
rispetto a SO(6, 6) ⊗ SL(2,R) all’interno di E7(7) (o meglio rispetto ai loro sottogruppi massi-
mamente compatti all’interno di SU(8)). E` chiaro fin dall’inizio, pero`, che, comunque sia messo
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SU(2) l`ı dentro, il suo centralizzatore all’interno di SO(6, 6)⊗SL(2,R) dovra` costituire il grup-
po residuo di S-T-dualita` della teoria N = 6. Anticipando il risultato, scopriremo che l’SU(2)
sta dentro uno solo degli SO(6) (quello right o quello left), e dunque da` luogo ad un orbifold
asimmetrico: dei 4 + 4 gravitini originariamente presenti, l’azione di SU(2) ne eliminera` 2 da
uno solo dei due settori, dando luogo a 4 + 2. Notiamo che se avessimo agito simmetricamente
con l’SU(2), avremmo ottenuto da N = 8 una N = 4, cioe` 4 + 4→ 2 + 2 gravitini.
Viene dunque coinvolto solo il gruppo di T-dualita`, peraltro in maniera asimmetrica. Per vedere
questo, sara` indispensabile fare una scomposizione di rappresentazioni in entrambi i contesti (per
entrambe le decomposizioni di E7(7)) e verificare che, una volta eliminate quelle non volute (i
non singoletti dell’SU(2)), le altre si corrispondono esattamente. SO?(12) e SO(6, 6)⊗SL(2,R),
infatti, avranno un’intersezione come sottogruppi di E7(7) (o i rispettivi sottogruppi massima-
mente compatti in SU(8)); quello che faremo sara` beccare questa intersezione, eliminando gli
stati non voluti, che non ne fanno parte. Percio`, scriviamo le decomposizioni rilevanti:
Supergravita`
E7(7) ⊃ SO?(12)⊗ SU(2)
max.comp.⊃ SU(6)⊗ U(1)⊗ SU(2) ⊃
⊃ SU(4)⊗ SU(2)⊗ U(1)2 ⊗ SU(2) (2.13)
Stringhe
E7(7) ⊃ SO(6, 6)⊗ SL(2,R)
max.comp.⊃ SO(6)⊗ SO(6)⊗ SO(2) A3∼D3'
' SU(4)⊗ SU(4)⊗ U(1) ⊃ SU(4)⊗ SU(2)⊗ U(1)2 ⊗ SU(2) (2.14)
Passiamo cos`ı alla decomposizione dell’aggiunta di E7(7) nei due casi, separatamente2:
Supergravita`
133 7−→ (66?, 1)⊕ (1?, 3)⊕ (32?+, 2) 7−→
7−→ (35⊕ 1⊕ 15⊕ 1¯5 , 1)⊕ (1, 3)⊕ (20⊕ 6⊕ 6¯ , 2) 7−→
7−→ [(15,1)⊕ (1,3)⊕ (1,1)⊕ (4,2)⊕ (4¯,2)⊕ (1,1)⊕ (6,1)⊕ (4,2)⊕
⊕(1,1)⊕ (6,1)⊕ (4¯,2)⊕ (1,1) , 1]⊕
⊕(1,1, 3)⊕ [(4¯,1)⊕ (6,2)⊕ (4,1)⊕ (4,1)⊕ (1,2)⊕ (4¯,1)⊕ (1,2) , 2]
(2.15)
Note
• Con la U(6)-notazione 15 e 1¯5, ad esempio, si intende la rappresentazione 15c
complessa
 
C
!
di U(6), che naturalmente si divide in due pezzi reali, la 15 e la
1¯5.
2Con lo ? intendiamo rappresentazioni di SO?(12); ogni 7−→ porta all’inclusione successiva; evitiamo di indicare
esplicitamente le rappresentazioni degli U(1) presenti, essendo tutte unidimensionali (contengono solo un grading
irrilevante per i nostri scopi); con un carattere diverso abbiamo indicato le rappresentazioni dell’SU(2) incorniciato;
per il resto, la notazione e` ovvia.
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• La 32?+ e` la spinoriale con chiralita` positiva di SO?(12). Essa e` scomposta nella fonda-
mentale complessa e nella 3 volte antisimmetrica (percio` autoduale) di U(6): 32?+ →
6c ⊕ 20
0@ C ⊕
1A. 20 sono parametri reali, grazie alla relazione di autodualita` di
una 3-forma in 6 dimensioni:
Xijk =
1
3!
ijklmnX
lmn
• La 35, aggiunta di SU(6), si puo` vedere come il prodotto diretto di fondamentale e
antifondamentale di SU(6) stesso, a meno di un singoletto:
6⊗ 6¯ = 35⊕ 1 ⊗ = ⊕ •
Scomponendola in rappresentazioni di SU(4)⊗SU(2)⊗U(1), otteniamo, ovviamente:
35⊕ 1 = (6⊗ 6) −→ [(4,1)⊕ (1,2)]⊗ [(4¯,1)⊕ (1,2)] =
= (4,1)⊗ (4¯,1)⊕ (1,2)⊗ (1,2)⊕ (4,1)⊗ (1,2)⊕ (4¯,1)⊗
⊗(1,2) = (15,1)⊕ (1,1)⊕ (1,3)⊕ (1,1)⊕ (4,2)⊕ (4¯,2)
(2.16)
Eliminando il singoletto a sinistra con uno di quelli a destra, ci si riconduce alla
scomposizione scritta alla pagina precedente. In termini di diagrammi di Young, con
la solita notazione:
I N
J
K
L
M
−→
i l
j
k
α
β
⊕
i α
j β
k
l
⊕
α β
i
j
k
l
⊕ i α ⊕
i α
j
k
• La riga sotto la linea orizzontale nella (2.15) corrisponde alle rappresentazioni che
non sono singoletti dell’SU(2) incriminato, e che quindi vanno eliminate e non tenute
in considerazione nel confronto.
Stringhe
133 7−→ (66, 1)⊕ (1, 3)⊕ (32+, 2) 7−→
7−→ (15,1)⊕ (1,15)⊕ (6,6)⊕ 3× (1,1)⊕ 2× [(4+,4+)⊕ (4−,4−)] 7−→
7−→ (15,1, 1)⊕ (1,3, 1)⊕ (1,1, 3)⊕ (1,1, 1)⊕ 2× (1,2, 2)⊕ 2× (6,1, 1)⊕
(6,2, 2)⊕ 3× (1,1, 1)⊕ 2× (4,2, 1)⊕ 2× (4,1, 2)⊕ 2× (4¯,2, 1)⊕ 2× (4¯,1, 2)
(2.17)
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Note
• La seconda riga della (2.17) puo` essere letta come somma di rappresentazioni sia di
SO(6) che di SU(4), grazie all’isomorfismo tra i due gruppi. Ad esempio, la due volte
antisimmetrica di SU(4) (reale perche´ autoduale!) non e` altro che la fondamentale
di SO(6); cos`ı come coincidono le due aggiunte. In particolare, la spinoriale di SU(4)
(o di SO(6)) e` 8 = 4+ ⊕ 4−, e noi abbiamo scomposto la spinoriale con chiralita`
positiva di SO(6, 6) (32+) in termini del prodotto delle due spinoriali derivanti da
SU(4)⊗ SU(4) (o SO(6)⊗ SO(6))3:
64 = 32+ ⊕ 32− = (4+ ⊕ 4−)⊗ (4+ ⊕ 4−) =⇒ 32+ = 4+ ⊗ 4+ ⊕ 4− ⊗ 4− (2.18)
• Nell’ultimo passaggio della (2.17) sono state fatte le seguenti identificazioni: 4+ ↔ 4
e 4− ↔ 4¯, come rappresentazioni di SU(4).
Da un rapido confronto, si vede che c’e` una corrispondenza perfetta tra le rappresentazioni
non eliminate (e anche tra quelle eliminate): abbiamo dunque lo stesso contenuto in campi nelle
due teorie. E` pero` di fondamentale importanza notare che, mentre in supergravita` l’SU(2) ce
l’avevamo fattorizzato e dunque lo spettro che abbiamo tenuto e` stato generato solo dall’aggiunta
di SO?(12) (tant’e` che il coset della supergravita` N = 6 e` proprio SO?(12)/U(6)), in stringhe
una parte dello spettro non eliminato e` venuto dalla (32+,2), cioe` dalla spinoriale del gruppo
di T-dualita`4! Questo proprio per il fatto che l’SU(2) non e` fattorizzato, bens`ı e` nascosto
in SO(6, 6). Ma c’e` di piu`: esso e` completamente inserito in uno solo dei due settori della
superstringa, dando luogo, nella compattificazione, all’orbifold asimmetrico T 6/Z2.
2.2 Dualita` di target space
Parliamo ora della T-dualita`, ovvero della dualita` di target space che caratterizza la teoria di
stringa compattificata dalla dimensione critica ad una minore. Cercheremo di capire come mai
spunta fuori il gruppo O(d, d) e qual e` la sua azione sul background in cui immergiamo la nostra
CFT. Ci focalizzeremo, percio`, sulla compattificazione di Narain su un toro T d, non privo di
torsione. I nostri moduli, dunque, non dipenderanno dal punto della varieta` (il toro e` piatto)
e daranno luogo ad una CFT libera; essi, che costituiscono il background del modello sigma,
sono alcuni dei campi scalari che parametrizzano il coset della supergravita` associata (vengono
dal settore di NS-NS, visto che la stringa si accoppia solo ad essi). Elementi di O(d, d), agendo
sul background, ci fanno passare da un vuoto ad un altro inequivalente della teoria, modulo un
sottogruppo di simmetria (che individueremo), che lascia invariato lo spettro, pur ruotando i
singoli stati tra loro, fornendo cos`ı un vuoto del tutto equivalente. Faremo tutto per la stringa
bosonica.
Una tipica azione di worldsheet, evitando di mettere il dilatone, il cui termine fornisce solo
la caratteristica di Eulero del worldsheet stesso, e` della forma (campi costanti!):
S =
1
4piα′
∫ 2pi
0
dσ
∫
dτ
[√
ggαβGˆij∂αX
i∂βX
j + αβBˆij∂αXi∂βXj
]
(2.19)
3Per brevita` non indichiamo esplicitamente i singoletti.
4Sono i campi del settore di R-R, mentre quelli che provengono dall’aggiunta di SO(6, 6)⊗ SL(2,R) sono del
settore di NS-NS.
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2.2.1 Caso unidimensionale
Per fissare le idee, supponiamo, per ora, di compattificare una sola dimensione (d = 1), su
un cerchio di raggio R. Lavorando nell’euclideo, prendiamo la gauge unita` per la teoria di
worldsheet
gαβ = δαβ S =
1
4piα′
∫
dτdσ∂αX∂αX (2.20)
ed analizziamo le conseguenze sul target space.
Siccome X25 ≈ X25+2piR, traslando la stringa una volta attorno alla direzione compattificata,
facendo uso dell’operatore exp(ip25X25), dobbiamo ottenere lo stesso stato di prima, cioe`
e2piiRp25 = e2piin =⇒ p25 = n
R
n ∈ Z (2.21)
l’impulso del centro di massa e` quantizzato, esattamente come in QFT. Ma c’e` un altro effetto,
puramente stringhesco: una stringa chiusa si puo` avvolgere un numero qualunque di volte,
w ∈ Z, attorno alla venticinquesima direzione, cioe`
X25(σ + 2pi) = X25(σ) + 2piRw (2.22)
Useremo coordinate complesse:
z = e−iσ1+σ2 = e−i(σ1−τ) e z¯ = eiσ1+σ2 = ei(σ1+τ)
dove σ2 e` il tempo euclideo e τ = −iσ2 e` il tempo minkowskiano; i left mover saranno caratte-
rizzati da funzioni olomorfe, mentre i right da funzioni antiolomorfe; eviteremo, nel seguito, di
specificare il numero 25 dell’unica coordinata compattificata.
Consideriamo le espansioni di Laurent:
∂X(z) = −i
(
α′
2
)1/2∑
m
αm
zm+1
(2.23)
∂¯X(z¯) = −i
(
α′
2
)1/2∑
m
α˜m
z¯m+1
(2.24)
Allora, chiaramente:
X(σ + 2pi)−X(σ) = 2piRw =
∮
(dz∂X + dz¯∂¯X) = 2pi
√
α′
2
(α0 − α˜0) (2.25)
D’altro canto, la carica di Noether associata alla corrente i/α′∂X, cioe` il momento lungo quella
direzione, e`:
n
R
= p =
1
2piα′
∮
(dz∂X − dz¯∂¯X) = 1√
2α′
(α0 + α˜0) (2.26)
A differenza del caso non compatto, in cui era α0 = α˜0, qui siamo portati a definire le quantita`
adimensionali: 
pL = α0 = 1√2
(√
α′
R n+
R√
α′
w
)
pR = α˜0 = 1√2
(√
α′
R n− R√α′w
) (2.27)
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Cos`ı il campo X si separa in parte olomorfa e parte antiolomorfa:
X(z, z¯) = XL(z) +XR(z¯) (2.28)
con
XL(z) = xL − i
(
α′
2
)1/2
pL log z + i
(
α′
2
)1/2 ∑
m6=0
αm
mzm
(2.29)
e
XR(z¯) = xR − i
(
α′
2
)1/2
pR log z¯ + i
(
α′
2
)1/2 ∑
m6=0
α˜m
mz¯m
(2.30)
Il momento coniugato a X e` P (σ) = (δL/δ∂τX)(σ), e si scrive:
P (σ) =
1
2pi
√
2α′
pL + pR +∑
l 6=0
αl
zl
+
∑
l 6=0
α˜l
z¯l
 (2.31)
Quello totale e`:
p =
∫ 2pi
0
dσP (σ) =
1√
2α′
(pL + pR) (2.32)
canonicamente coniugato a xL + xR (coordinata del centro di massa). L’hamiltoniana che ci
fornisce lo spettro e`:
H = L0 + L˜0 (2.33)
con gli operatori di Virasoro definiti da:
L0 = 12p
2
L +
∑∞
l=1 α−lαl
L˜0 = 12p
2
R +
∑∞
l=1 α˜−lα˜l
(2.34)
La prima cosa che immediatamente notiamo da questa analisi e` che L0 e L˜0 (e quindi lo spettro)
sono invarianti rispetto alla trasformazione:
R
α′
←→ α
′
R
, w ←→ n (2.35)
In questo modo, pR → −pR, pL → pL, e si prende
{
αn → αn
α˜n → −α˜n , in maniera tale da provocare
la seguente operazione non locale sul worldsheet: X˙R → −X˙R e X˙L → X˙L.
Questo e` l’esempio piu` semplice di T-dualita`. Visto che questa simmetria sussiste per la funzione
di partizione ad un loop ed anche per i contributi ad essa derivanti da worldsheet di genere piu`
grande di 1 (teoria interagente), deduciamo che un raggio di compattificazione piccolo (R/
√
α′ 
1) e` completamente equivalente ad uno molto grande (
√
α′/R 1). Possiamo percio` considerare
solo le compattificazioni con raggi maggiori di quello autoduale, R =
√
α′. Adottiamo, poi,
coordinate adimensionali Xnew ≡ Xold/R, cos`ı che la periodicita` sia 2pi (X ≈ X + 2piw). Cos`ı,
in termini delle nuove coordinate:
S =
1
4piα′
∫ 2pi
0
dσ
∫
dτ Gˆ11∂αX∂αX Gˆ11 = R2 (2.36)
E` conveniente pero` definire G11 ≡ Gˆ11/α′ e, parallelamente, un raggio adimensionale Rnew ≡
Rold/
√
α′, cos`ı che, sotto T-dualita`, G11 → 1/G11 e R→ 1/R.
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2.2.2 Caso generale
Siamo ora pronti a capire un po’ meglio come funziona il caso d > 1. Scriviamo l’azione:
S =
1
4pi
∫ 2pi
0
dσ
∫
dτ
[√
ggαβGij∂αX
i∂βX
j + αβBij∂αXi∂βXj
]
(2.37)
con Xi ≈ Xi + 2piwi, essendo i dati geometrici del toro codificati dai campi di background
G e B. Questa azione descrive solo il settore compatto della teoria; tale modello deve essere
moltiplicato tensorialmente con qualche altra CFT, tipo quella corrispondente ad una stringa
che si muove in M26−d. Il numero totale di moduli e` d2, d(d+ 1)/2 da Gij e d(d− 1)/2 da Bij .
Risulta conveniente definire la matrice di background
E ≡ G+B (2.38)
e lavorare, dato che siamo in regime di stringhe critiche, nella gauge gαβ(σ, τ) = δαβ per la teoria
di worldsheet.
Il momento coniugato ad Xi e` per definizione dato da:
2piPi = GijX˙j +BijX ′j = pi + oscillatori (2.39)
dove pi, impulso del centro di massa nella i-esima direzione, e` quantizzato, data la periodicita`
della Xi: pi = ni. Per definizione, l’hamiltoniana e` PiX˙i − L, integrata in dσ:
H = L0+L˜0 =
1
4pi
∫ 2pi
0
dσ
[
(2pi)2(Pi(G−1)ijPj) +X ′i(G−BG−1B)ijX ′j + 4piX ′iBik(G−1)kjPj
]
(2.40)
Il constraint sul momento, invece, dovuto all’invarianza dello spettro sotto traslazioni lungo σ,
e` dato da:
0 =
∫ 2pi
0
dσ P ·X ′ = L0 − L˜0 (2.41)
Conviene adottare il formalismo dei vielbein, passando al riferimento ortonormale nel target
space. Definiamo e ed e? tramite
eai e
b
jδab = 2Gij , e
a
i e
?j
a = δ
j
i , e
?i
a e
?j
b δ
ab =
1
2
(G−1)ij (2.42)
Cos`ı, definendo in tale riferimento
PLa =
[
2piPi + (G−B)ijX ′j
]
e?ia (2.43)
e
PRa =
[
2piPi − (G+B)ijX ′j
]
e?ia (2.44)
si ha:
H =
1
4pi
∫ 2pi
0
dσ (PLaP aL + PRaP
a
R) (2.45)
e ∫ 2pi
0
dσ
(
P 2L − P 2R
)
= 0 (2.46)
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Abbiamo, dunque, di nuovo ottenuto un disaccoppiamento tra modi left e right. Chiaramente,
in PL,R ci sono modi zero ed oscillatori; come vedremo, questi ultimi trasformano sotto dualita`
in una maniera che non cambia lo spettro; sicche´, per ora, integriamoli via!
H =
1
2
(
p2L + p
2
R
)
=
1
2
[
ni(G−1)ijnj + wi(G−BG−1B)ijwj + 2wiBik(G−1)kjnj
]
(2.47)
siccome pi = ni (quantizzato) e, per gli zero modi, la periodicita` impone che xi = xi(σ2)+wiσ1.
Quindi, a livello dei modi zero:
pL =
[
nT + wT (B +G)
]
e? (2.48)
pR =
[
nT + wT (B −G)] e? (2.49)
Dalla (2.39) notiamo che, grazie alla presenza del campo B, che si accoppia a solitoni topologici5,
stati con nessuna dipendenza temporale esplicita, ma con w 6= 0, trasportano momento.
Individuiamo ora il gruppo G che genera lo spazio dei moduli ed il sottogruppo Gd che lascia
inalterata la fisica del modello. Il fatto da verificare nelle prossime righe e` il seguente: lo spazio
dei moduli per compattificazioni toroidali e` isomorfo al coset-manifold:
Mmoduli ∼ O(d, d)
O(d)⊗O(d) (2.50)
Ricordiamo che g ∈ O(d, d) se gTJ1g = J1 con J1 =
(
0 I
I 0
)
, cioe`:
g =
(
a b
c d
)
∈ O(d, d) se

aT c+ cTa = 0
bTd+ dT b = 0
aTd+ cT b = I
Ora, il vettore (d, d)-dimensionale lorentziano dei momenti (pLa, pRb) forma un reticolo loren-
tziano pari autoduale Γ(d,d). Reticolo pari perche´ la lunghezza lorentziana del vettore e` un intero
pari:
p2L − p2R = 2wini ∈ 2Z (2.51)
Inoltre,
2(pLp′L − pRp′R) = (pL + p′L)2 − (pR + p′R)2 − p2L + p2R − p
′2
L + p
′2
R ∈ 2Z
e quindi
(pLp′L − pRp′R) ∈ Z ∀ p, p′ ∈ Γ (2.52)
Deve percio` accadere che
Γ ⊂ Γ? (2.53)
dove Γ? e` il reticolo duale6. In realta`, si puo` vedere, con un po’ di lavoro, che l’invarianza
modulare (in particolare τ → −1/τ per worldsheet a g = 1) impone l’autodualita` del reticolo:
Γ = Γ? (2.54)
Tutti siffatti reticoli sono stati classificati e sono collegati tra loro da trasformazioni di O(d, d),
che lasciano invariata la forma quadratica p2L− p2R, ma non la forma euclidea p2L+ p2R, e dunque
5Sono stringhe con winding number non nullo.
6I punti di R(d,d) che hanno prodotto scalare (lorentziano) intero con Γ.
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non lo spettro! Pertanto, ad ogni Γ(d,d) corrisponde un background differente ed in generale,
quindi, un vuoto inequivalente della teoria! Ovviamente, l’hamiltoniana e` invariante sotto tra-
sformazioni che ruotano separatamente il settore left e quello right, cioe` sotto il sottogruppo
massimamente compatto O(d) ⊗ O(d). Da qui il coset-manifold (2.50) che, di fatto, ha dimen-
sione d2.
Ma vediamo adesso come agisce G sul background E. Scriviamo lo spettro facendo uso della
matrice 2d× 2d:
M(E) =
(
G−BG−1B BG−1
−G−1B G−1
)
(2.55)
Cos`ı
H =
1
2
(p2L + p
2
R) =
1
2
ZTMZ Z = (wa, nb) (2.56)
Sotto O(d, d), M trasforma per definizione in questo modo:
M ′ = gMgT g ∈ O(d, d) (2.57)
Per capire da qui come trasforma E, bisogna fare l’embedding dei moduli del coset (2.50)
nel group-manifold O(d, d). Definendo il vielbein e in maniera tale che G = eeT , prendiamo
l’elemento di O(d, d)
gE =
(
e B(eT )−1
0 (eT )−1
)
(2.58)
e definiamo l’azione di g ∈ O(d, d) su una matrice d × d tramite la trasformazione lineare
frazionaria
g(F ) = (aF + b)(cF + d)−1 (2.59)
Ora, gE(I) = E = G+B e M = gEgTE . Allora,
gE′g
T
E′ =M
′ =M(E′) = gMgT = ggEgTEg
T =⇒ gE′ = ggE
e, siccome E′ = gE′(I) = ggE(I) = g(E), si ha:
E′ = g(E) = (aE + b)(cE + d)−1 (2.60)
Adesso ci possiamo chiedere se, all’interno di G, sia rimasto un gruppo residuo Gd di au-
tomorfismi sullo spazio degli stati che cambi questi ultimi ma lasci invariato lo spettro globale
della teoria7. La risposta e` s`ı: individuiamo i suoi elementi.
1. Essendo la parte di lagrangiana con B in realta` una derivata totale (per B costante!!),
Bij∂α(αβXi∂βXj), essa fornisce un termine di bordo che dipende essenzialmente dalla
topologia del worldsheet. Sul toro, la stringa si puo` avvolgere un numero intero di volte,
sia nell’intervallo 0 < σ1 < 2pi, che in 0 < σ2 < 2pi. Percio`, questa parte dell’azione finisce
per essere un multiplo intero di 2pi (e quindi irrilevante ai fini del path-integral) se Bij
e` sostituito con una matrice d × d antisimmetrica di interi, Θij . Uno shift intero di B,
dunque, non cambia nulla della fisica e la matrice
gΘ =
(
I Θ
0 I
)
∈ O(d, d,Z) (2.61)
di fatto, appartiene a Gd.
7In realta`, Gd e` parte di una simmetria di gauge piu` ampia (non rotta nei punti di orbifold, come l’SU(2)⊗SU(2)
in R =
√
α′ per la compattificazione di una sola dimensione), che assicura l’equivalenza delle teorie legate da Gd.
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2. Si puo` cambiare base all’interno del reticolo, agendo con una A ∈ GL(d,Z), tale che
E′ = AEAT oppure E′ = gA(E) con gA =
(
A 0
0 (AT )−1
)
∈ O(d, d,Z) (2.62)
Qui ci saranno, ad esempio, le permutazioni e le riflessioni delle coordinate compattificate.
L’invarianza esplicita dello spettro si vede cos`ı:
ZTM ′Z = nT (A−1)TG−1A−1n+mTA(G−BG−1B)ATm− 2nT (A−1)TG−1BATm
La forma originale
ZTMZ = nTG−1n+mT (G−BG−1B)m− 2nTG−1Bm
e` ottenuta per mezzo delle ridefinizioni m′ = ATm e n′ = A−1n
3. Le trasformazioni
gDi =
(
I − ei ei
ei I − ei
)
(2.63)
con ei la matrice nulla eccetto un 1 nella posizione (i, i). Queste sono chiamate dualita`
fattorizzate e lasciano la funzione di partizione invariata. Esse non sono altro che la
generalizzazione a d > 1 della dualita` R → 1/R sul cerchio. E` immediato vedere che, se
il background d-dimensionale e` il prodotto diretto di un cerchio di raggio Ri e un residuo
(d− 1)-dimensionale, gDi lo lascia inalterato8.
Si puo` dimostrare che questi elementi generano il gruppo discreto O(d, d,Z).
Una simmetria aggiuntiva, che lascia invariata la S, e` la parita` di worldsheet, σ → −σ, accom-
pagnata da B → −B. Essa non e` in O(d, d,Z) perche´ scambia pL con pR e quindi il segno della
norma p2L − p2R.
Una particolare dualita` (parente stretta di R → 1/R sul cerchio) e` la composizione delle
dualita` fattorizzate gDi per i = 1, . . . , d, vale a dire l’inversione della matrice di background:
E → 1/E.
E = G+B −→ E′ = 1
E
=
1
G+B
= G′ +B′ G−1B −→ −BG−1 (2.64)
con
G′ = (G−BG−1B)−1 (2.65)
e
B′ = (B −GB−1G)−1 (2.66)
con le stesse proprieta` di simmetria. Se mando G→ G′ e B → B′ e contemporaneamente faccio
n ↔ w, l’H e` invariante (cfr. (2.47)) e, con essa, lo spettro. Questa operazione, come e` palese
dall’espressione (2.40) di H, equivale a scambiare (2piα′)P con X ′9.
Se B = 0, G→ G−1. L’operatore corrispondente a tale dualita` e` ovviamente
gD =
(
0 I
I 0
)
∈ O(d, d,Z) (2.67)
8E1, ad esempio, deve essere della forma
„
G11 0
0 Eres
«
e gD1(E1) =
„
G−111 0
0 Eres
«
.
9Tra l’altro c’e` una trasformazione canonica che lo fa.
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Oscillatori
Passiamo ora ad analizzare gli oscillatori che prima, per comodita`, avevamo integrato via.
L’espansione in modi, dalla (2.39), e`:
Xi(σ, τ) = xi + wiσ + τ(G−1)ij(pj −Bjkwk) + i√
2
∑
n6=0
1
n
[
αin(E)e
−in(τ−σ) + α˜in(E)e
−in(τ+σ)
]
2piPi(σ, τ) = pi +
1√
2
∑
n6=0
[
ETijα
j
n(E)e
−in(τ−σ) + Eijα˜jn(E)e
−in(τ+σ)
]
(2.68)
Imponendo le CCR a tempi uguali,
[Xi(σ, 0) , Pj(σ, 0)] = iδijδ(σ
′ − σ)
deve essere:
[xi , pj ] = iδij , [α
i
n(E) , α
j
m(E)] = [α˜
i
n(E) , α˜
j
m(E)] = m(G
−1)ijδm,−n (2.69)
Inserendo questi sviluppi nell’espressione completa di H, (2.40), otteniamo la formula familiare:
H =
1
2
ZTM(E)Z︸ ︷︷ ︸
0−modi
+ N + N˜︸ ︷︷ ︸
oscillatori
(2.70)
con
N =
∑
n>0
αi−n(E)Gijα
j
n(E) (2.71)
e
N˜ =
∑
n>0
α˜i−n(E)Gijα˜
j
n(E) (2.72)
Scrivendo G′ = (E′ + E′T )/2, si possono ricavare le utili relazioni:
(d+ cE)TG′(d+ cE) = G e (d− cET )TG′(d− cET ) = G (2.73)
Siccome la dualita` e` una simmetria della stringa, essa agisce canonicamente su tutti gli oscillatori
(i.e. mantiene inalterate le CCR). Si vede facilmente, con l’aiuto delle (2.73), che questo avviene
se
αn(E) −→ (d− cET )−1αn(E′) e α˜n(E) −→ (d+ cE)−1α˜n(E′) (2.74)
Sotto queste trasformazioni,
N −→ N ′ =
∑
n>0
αi−n(E
′)G′ijα
j
n(E
′) (2.75)
e cos`ı per N˜ . Sicche´ lo spettro e` interamente O(d, d,Z)-invariante.
Infine, per worldsheet-parita`, B → −B, αn → α˜n e lo spettro e` manifestamente invariante.
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Esempi
Consideriamo, per finire, alcuni casi particolari.
Quando d = 1, c’e` solo la dualita` gD =
(
0 1
1 0
)
, che esaurisce il gruppo O(1, 1,Z)10. In questo
caso, G11 → 1/G11, G = O(1, 1) e Gd = O(1, 1,Z).
Il caso d = 2 e` piu` interessante. Se il toro e` il prodotto diretto di due cerchi (G12 = B12 = 0),
gD1 e gD2 corrispondono rispettivamente alle dualita` R1 → 1/R1 a R2 fissato e a R2 → 1/R2 a
R1 fissato. Poi c’e`
gΘ12 =
(
I Θ
0 I
)
dove Θ =
(
0 1
−1 0
)
Poi GL(2,Z), generato da tre simmetrie:
1. Permutazione P12:
gP12 =
(
P12 0
0 P12
)
dove P12 =
(
0 1
1 0
)
2. Riflessione di ciascuna coordinata:
gR1 =
(
R1 0
0 R1
)
dove R1 =
( −1 0
0 1
)
gR2 =
(
R2 0
0 R2
)
dove R2 =
(
1 0
0 −1
)
ma R2 = P12R1P12.
3. La trasformazione T12:
gT12 =
(
T12 0
0 (T T12)
−1
)
dove T12 =
(
1 1
1 0
)
SL(2,Z) e` generato da T12 e da S12 ≡ R1P12
Nel caso generale, O(d, d,Z) e` generato da permutazioni Pij , riflessioni Ri, simmetrie Tij e Θij e
le dualita` fattorizzate Di i = 1, . . . , d. E` sufficiente, pero`, considerare una sola riflessione, una
sola dualita` Di, una singola delle T ed una singola delle Θ: le altre sono ottenibili attraverso
permutazioni delle coordinate.
Il target space, dunque, ha dei domini fondamentali inequivalenti. Ma c’e` di piu`: ci sono dei
punti fissi sotto Gd, che danno luogo ad una struttura di orbifold a questi domini. Questi punti
sono cruciali per identificare la simmetria di gauge che estende la dualita`. In d = 1, ad esempio,
il punto fisso G11 = 1 e` responsabile dell’apparizione della simmetria di gauge SU(2)2. Nel caso
generale, ovviamente, punti fissi per la dualita` E → E−1 sono quelli con G = I e B = 0, in cui la
stringa forma una rappresentazione di livello 1 dell’algebra di Kacˇ-Moody SU(2)2d. Possiamo,
tuttavia, avere punti fissi anche a meno di una trasformazione di O(d, d,Z):
E−1 =MT (E +Θ)M M ∈ SL(d,Z) Θ ∈ Θ(Z) (2.76)
10In realta` PO(1, 1,Z), visto che un cambio di segno globale in una trasformazione lineare fratta non comporta
nulla.
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Si puo` dimostrare che ogni background con una simmetria di gauge massimamente estesa cade
in questa categoria. Cioe`, dato un gruppo semisemplice di rango d, corrispondente alla k = 1
algebra affine, possiamo prendere Eij = Cij i > j, Eii = 1/2Cii, Eij = 0 i < j. Cij e` la
matrice di Cartan. Cos`ı E,E′ ∈ SL(d,Z), M = E−1, Θ = ET −E risolvono l’equazione (2.76).
Pertanto, un punto in cui la simmetria e` massimamente estesa e` fisso sotto una rotazione non
banale di O(d, d,Z):
E = [(MT )−1E−1M−1]−Θ (2.77)
e quindi e` un punto di orbifold nello spazio dei moduli. Se vogliamo simmetrie non massimamente
estese, ci dobbiamo limitare alle dualita` fattorizzate, invece di considerare la completa inversione
gD.
2.2.3 Il ruolo del gruppo di Narain
Torniamo un attimo al coset di Narain, responsabile della T-dualita` nella compattificazione
toroidale della stringa
SO(d, d)
SO(d)L ⊗ SO(d)R (2.78)
Al denominatore compare un SO(d)2 ⊂ SO(d, d), cioe` il sottogruppo massimamente compatto
di SO(d, d), che opportunamente abbiamo spezzato in un prodotto diretto di un SO(d)L che
agisce solo sul settore left moving della stringa (olomorfo), lasciando inalterato quello right
(antiolomorfo), e di un SO(d)R che fa il contrario. Ora ci ricordiamo, pero`, che il nostro
obiettivo e` quello di ottenere una stringa con N = 6 supersimmetrie preservate, a partire da
quella massimale ad N = 8, compattificandola su T 6. Il solo modo per ottenerla, abbiamo visto,
e` quello di operare una Z2-troncazione in maniera asimmetrica, vale a dire o nel settore left o nel
settore right della stringa11. Vogliamo, in altre parole, che le coordinate del toro obbediscano,
ad esempio, alle relazioni:
ZiL(e
2piiz) = ZiL(z) Z
i
R(e
−2piiz¯) = −ZiR(z¯) i = 1, 2, 3 (2.79)
Scegliere il nostro SU(2) solo in SO(6)R, ad esempio, vuol dire twistare solo i modi right,
lasciando invariati quelli left.
Ora ci chiediamo: che ripercussione ha questa operazione sul backgruond, cioe` sui Gij e Bij? E,
analogamente, sul vettore del reticolo
(
n
w
)
? La risposta e` che SO(6)R lascia s`ı il settore left in
pace, ma mescola tra loro G e B (e analogamente stati
(
n
0
)
con stati
(
0
w
)
), perche´ e` fatto di una
parte diagonale ed una off-diagonale del rappresentativo di SO(d, d) scritto nella base in cui la
parte compatta ruota separatamente G e B. Tutto questo sembra un casino, ma risulta chiaro
se si ricorda semplicemente che una matrice di SO(d, d) puo` essere vista in due modi diversi,
legati tra loro da un banale cambio di base:
g ∈ SO(d, d) se gTJ1g = J1 con J1 =
(
0 I
I 0
)
g ∈ SO(d, d) se gTJ3g = J3 con J3 =
(
I 0
0 −I
) (2.80)
Si da` il caso che queste due possibilita` corrispondano esattamente ai modi che abbiamo di sceglie-
re la parte compatta di SO(d, d): ruotare separatamente L e R oppure ruotare separatamente n
11Cioe` Z2 ⊂ SU(2) ⊂ SO(6)L oppure Z2 ⊂ SU(2) ⊂ SO(6)R.
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e w. Per inciso, a livello della teoria di supergravita` associata, n e` in corrispondenza con la field
strength F±, w invece con G± = N±F±; in questo caso, la (1.29) ci dice che N+ = E = G+B e
N− = −NT = B−G. Ruotare i − tenendo fissi i + inevitabilmente comporta un mescolamento
tra F e G in generale, perche´ definiamo V + =
(
F+
G+
)
e V − =
(
F−
G−
)
.
Verifichiamo ora l’asserto precedente. Prendiamo g ∈ SO(d, d) tale che
gTJ1g = J1 =⇒ g =
(
a b
c d
)
con a, b, c, d matrici d× d tali che 
aT c+ cTa = 0
bTd+ dT b = 0
aTd+ cT b = I
Accade che il settore diagonale di queste matrici agisce transitivamente su G e separatamente
su G e B; in piu` costituisce un cambio di base del reticolo di compattificazione tale che n e w
vengano trasformati separatamente! Infatti, prendiamo
gd =
(
a 0
0 (aT )−1
)
a ∈ GL(d) (2.81)
Come gia` visto12,
gd(E) = aEaT = aGaT + aBaT (2.82)
Inoltre, su Z =
(
n
w
)
Z ′ =
(
n′
w′
)
=
(
a−1n
aTw
)
= g−1d Z (2.83)
Al contrario, si vede immediatamente che le matrici di SO(d, d) definite nell’altro modo lasciano
invariato il prodotto (d, d) di Narain p2L − p2R; quindi, sulla diagonale, ci sara` un SO(6)L e un
SO(6)R, che ruotano separatamente i L e i R rispettivamente. Entrambi questi SO(6), pero`,
ovviamente, conterranno una mistura per ora ignota sia di (a , d) che di (b , c). Vediamolo
esplicitamente, identificando una volta per tutte queste misture. Il cambio di base per noi
rilevante e` dato dall’involuzione
M =
1√
2
(
I I
I −I
)
(2.84)
1√
2
(
I I
I −I
)(
0 I
I 0
)(
I I
I −I
)
1√
2
=
1
2
(
I I
I −I
)(
I −I
I I
)
=
=
1
2
(
2I 0
0 −2I
)
=
(
I 0
0 −I
)
In altri termini,
MJ3M = J1 = gTJ1g = gTMJ3Mg =⇒ J3 =MgTM︸ ︷︷ ︸
g
′T
J3MgM︸ ︷︷ ︸
g′
12Cfr. par. 2.2.2 .
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Dunque, se, come prima, g =
(
a b
c d
)
g′ =
1√
2
(
I I
I −I
)(
a b
c d
)(
I I
I −I
)
1√
2
=
=
1
2
(
I I
I −I
)(
a+ b a− b
c+ d c− d
)
=
(
a+b+c+d
2
a−b+c−d
2
a+b−c−d
2
a−b−c+d
2
)
(2.85)
Cos`ı, per ottenere il settore diagonale, come prima ponevamo b = c = 0, ora dobbiamo porre{
a− b+ c− d = 0
a+ b− c− d = 0 =⇒
{
a = d
b = c
Percio`, le matrici g della forma
g =
(
a b
b a
)
(2.86)
ci forniscono il settore massimamente compatto SO(6)L ⊗ SO(6)R. Le trasformazioni che agi-
scono esclusivamente sui left (SO(6)L) si ottengono imponendo l’ulteriore constraint (a − b −
c+ d)/2 = a− b = I; quelle che agiscono solo sui right (SO(6)R) imponendo (a+ b+ c+ d)/2 =
a+ b = I. In questo modo, le prime saranno, nella nuova base,
g′L =
(
I + 2b 0
0 I
)
(2.87)
e le seconde
g′R =
(
I 0
0 I − 2b
)
(2.88)
dove abbiamo risolto per b, che deve obbedire al constraint (− per i left, + per i right):
bT b = ∓b
T + b
2
(2.89)
Ritornando adesso alla vecchia base, queste trasformazioni diventano:
gL =
(
I + b b
b I + b
)
(2.90)
e
gR =
(
I − b b
b I − b
)
(2.91)
con b obbediente ancora alla (2.89), che permette a gL e gR di appartenere a SO(d, d).
Ora facciamo un piccolo check. Sappiamo che, se d = 1, la trasformazione g′R puo` essere solo
la moltiplicazione di un numero reale per il settore right (siamo in 1 dimensione); ma sappiamo
anche che la T-dualita`, che e` proprio di questo tipo (pL → pL, pR → −pR), comporta pure
l’esatto scambio di n con w. Questo e` il caso estremo in cui il settore SO(d)R e` fatto solo di
un contributo off-diagonale della matrice scritta nell’altra base; infatti, per d = 1, b2 = b, cioe`
b = 1. Allora,
g′R =
(
1 0
0 −1
)
(2.92)
che e` la Z2-rotazione dei right, e
gR =
(
0 1
1 0
)
(2.93)
che determina n↔ w.
Capitolo 3
La tecnologia dei Boundary Vector
Siamo finalmente pronti a rileggere la troncazione N = 8 → N = 6 dal punto di vista della
superstringa in D = 4. Il nostro goal e` adesso quello di individuare precisamente lo spettro
residuo (distinguendo i vari settori) con l’aiuto di opportuni proiettori GSO generalizzati che,
come gia` detto, implementano in chiave microscopica la nostra troncazione. Per scrivere una
volta per tutte tali proiettori, tuttavia, e` necessario ricorrere alla tecnologia dei boundary vector,
che sara` utile richiamare in dettaglio.
Ci focalizzeremo sulla superstringa di tipo II, compattificata da 10 a 4 dimensioni. Il nostro
punto di partenza sara`, percio`, la mappa
µ : SWS −→ Mtarget (3.1)
dal super-worldsheet 2-dimensionale ad uno spazio di arrivo opportunamente selezionato dalla
richiesta della cancellazione di anomalie locali e globali. Per via della compattificazione, pero`,
siamo ricondotti a considerare i prodotti diretti del tipo
Mtarget = M4 ⊗ Mcompact (3.2)
dove M4 e` l’usuale spazio-tempo di Minkowski eMcompact una varieta` compatta su cui ricadono
le nostre richieste. Avremo a che fare, dunque, con due distinte teorie bidimensionali (1, 1)-
superconformi: la prima caratterizzata dalle cariche centrali c = c˜ = 6 = 3/2× 4, la seconda da
c = c˜ = 9 = 3/2× 6, l’una legata ai gradi di liberta` minkowskiani, l’altra a quelli interni. Come
appare chiaro fin dall’inizio, la trattazione del settore left e` perfettamente analoga a quella del
settore right (a differenza del caso eterotico) e quindi ogni risultato sara` prodotto in due copie,
una tildata e l’altra no.
I modelli standard di stringa, costruiti con l’approccio dei fermioni liberi, ammettono una inter-
pretazione geometrica in termini di orbifold1; qui adotteremo un approccio diverso, considerando
per Mcompact dei twisted group-manifold, il cui ricoprimento e` un gruppo di Lie non abeliano.
Al posto dei fermioni liberi, allora, comparira` un modello di super Wess-Zumino-Witten (super-
WZW) da quantizzare canonicamente. Alla fine, pero`, grazie al meccanismo di fermionizzazione
di GNO, saremo in grado di riprodurre l’altra formulazione e di ritrovare l’orbifold T 6/Z2, in-
dividuando (in termini di bosoni chirali) le correnti libere del toro, twistate e non (correnti di
orbifold). D’altro canto, il grosso vantaggio guadagnato e` quello di aver potuto impiantare un
modello sigma su una varieta` liscia, e non singolare come l’orbifold, con la conseguente comodita`
1Del tipo Mcompact = T 6/Z2, con Z2 gruppo di automorfismi esterni, rispetto a cui T 6 non e` privo di punti
fissi.
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nella derivazione dei campi di background e della lagrangiana effettiva.
Infine, passando da N = 8 a N = 6, ritroveremo l’asimmetria preannunciata e la confronteremo
con la situazione completamente simmetrica che caratterizza la troncazione N = 8→ N = 4.
ConsideriamoMcompact della forma
Mcompact = B˜ \GT /B (3.3)
cioe` un bilateraly twisted group-manifold; il gruppo di omotopia B e` un sottogruppo discreto
di GT (target group) e GT e` della forma GT = G1 ⊗ . . .⊗Gn, con Gi gruppi semplici o fattori
U(1). Chiaramente l’azione della nostra teoria sara` una somma di questo tipo:
S = SM4 +
n∑
i=1
SGiki (3.4)
dove SM4 contiene, come gradi di liberta` dinamici, le coordinate di spazio-tempo X
µ(z, z¯) e i
loro superpartner (ψµ, ψ˜µ), mentre l’addendo generico SGiki contiene il campo di WZW g ∈ Gi,
insieme al suo superpartner λA (e λ˜A), che e` un fermione di worldsheet a valori nell’algebra di
Lie di Gi (A → adj Gi). Gli interi ki associati ad ogni addendo del settore compatto sono le
costanti di normalizzazione davanti ai corrispondenti termini di Wess-Zumino e, dopo la quan-
tizzazione, diventano i livelli delle algebre di Kacˇ-Moody associate ai Gi. E` opportuno osservare
ora che anche SM4 puo` essere letta come addendo della somma che la segue, attribuendole come
gruppo GM4 quello abeliano delle traslazioni spazio-temporali: percio`, se sviluppiamo la teoria
per un generico Gi non abeliano, possiamo ritrovare i risultati per il settore di spazio-tempo
semplicemente mettendo a zero le costanti di struttura.
3.1 Struttura dell’azione e forma dell’algebra superconforme
Il background che sottosta alla superstringa di tipo II e` costituito da una (1, 1)-supergravita` con-
forme in 2 dimensioni, la cui algebra superconforme e` quella superunitaria SU(1, 1|2). L’N = 2
di worldsheet sta a significare che abbiamo uno spinore bidimensionale di Majorana che si scom-
pone in parte left e parte right, cioe` nei due gravitini ζ e ζ˜, che per questo sono spinori di
Majorana-Weyl.
3.1.1 Convenzioni
Fissiamo prima di tutto le notazioni. La metrica e` quella piatta lorentziana
ηab = ηab =
(
1 0
0 −1
)
(3.5)
Le matrici γ, che soddisfano l’algebra di Clifford {γa , γb} = 2ηab, sono scelte essere:
γ0 =
(
0 −i
i 0
)
, γ1 =
(
0 i
i 0
)
(3.6)
Cos`ı
γ3 = γ0γ1 =
(
1 0
0 −1
)
(3.7)
3.1. STRUTTURA DELL’AZIONE E FORMA DELL’ALGEBRA SUPERCONFORME 43
La matrice di coniugazione di carica, definita da CγaC−1 = −(γa)T , risulta essere
C =
(
0 1
−1 0
)
(3.8)
Il nostro spinore di Majorana, generante le Q-supersimmetrie, e`
Ψ = e−ipi/4
(
ζ
ζ˜
)
che soddisfa la condizione di realta` di Majorana CΨ¯T = Ψ se e solo se ζ∗ = ζ e ζ˜∗ = ζ˜.
Ovviamente, possiamo rendere chirale questo spinore, spezzandolo in due spinori di Majorana-
Weyl, responsabili delle Q-supersimmetrie nei due settori della stringa:
ψ = e−ipi/4
(
ζ
0
)
γ3ψ = ψ (3.9)
e
ψ˜ = e−ipi/4
(
0
ζ˜
)
γ3ψ˜ = −ψ˜ (3.10)
Analogamente definiamo i generatori delle S-supersimmetrie nei due settori:
φ = e−ipi/4
(
0
χ
)
χ∗ = χ γ3φ = −φ C(φ¯)T = φ
φ˜ = e−ipi/4
(
χ˜
0
)
χ˜∗ = χ˜ γ3φ˜ = φ˜ C( ¯˜φ)T = φ˜
}
Φ = e−ipi/4
(
χ˜
χ
)
(3.11)
3.1.2 Costruzione della teoria 2-dimensionale
Scriviamo immediatamente le curvature del supergruppo SU(1, 1|2):2
T a = DV a +W ∧ V a − i
2
Ψ¯ ∧ γaΨ
Σa = DKa −W ∧ V a − i
2
Φ¯ ∧ γaΦ
ρ = DΨ+ 1
2
W ∧Ψ− iγaΦ ∧ Va
σ = DΦ− 1
2
W ∧ Φ− iγaΨ ∧Ka
Rab = dωab + Ψ¯ ∧ γabΦ
R~ = dW − Ψ¯Φ (3.12)
dove V a, W , Ka, Ψ, Φ, ω sono tutte 1-forme, campi di gauge rispettivamente associati alle
traslazioni, alle dilatazioni, ai boost conformi, alle Q-supersimmetrie, alle S-supersimmetrie e
alle trasformazioni di Lorentz; Ψ e Φ sono fermionici, gli altri bosonici. E` conveniente introdurre
una nuova base:
e± =
V 0 ± V 1
2
, k± =
K0 ±K1
2
, ωab = abω , ω± =W ± ω (3.13)
2DV a ≡ dV a − ωabV b e DΨ ≡ dΨ − 14ωabγab sono le derivate Lorentz-covarianti, scritte per mezzo della
connessione ω del gruppo strutturale SO(1, 1).
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In questo modo, le curvature assumono la forma:
T+ = de+ + ω+ ∧ e+ − i
2
ζ ∧ ζ
T− = de− + ω− ∧ e− − i
2
ζ˜ ∧ ζ˜
Σ+ = dk+ − ω− ∧ k+ − i
2
χ˜ ∧ χ˜
Σ− = dk− − ω+ ∧ k− − i
2
χ ∧ χ
ρ = dζ +
1
2
ω+ ∧ ζ − 2χ ∧ e+
ρ˜ = dζ˜ +
1
2
ω− ∧ ζ˜ + 2χ˜ ∧ e−
σ = dχ− 1
2
ω+ ∧ χ+ 2ζ ∧ k−
σ˜ = dχ˜− 1
2
ω− ∧ χ˜− 2ζ˜ ∧ k+
R+ ≡ R01 +R~ = dω+ + 2iζ ∧ χ
R− ≡ R10 +R~ = dω− − 2iζ˜ ∧ χ˜ (3.14)
Le associate trasformazioni superconformi sono realizzate non linearmente sul superspazio di
tipo II, caratterizzato da due coordinate bosoniche (z = X0 + X1 , z¯ = X0 − X1) e due di
Grassmann (θ , θ¯); la sua fibra e` caratterizzata dalla connessione di SO(1, 1) ω ed il supervielbein
(e+, e−, ζ, ζ˜) costituisce una base per lo spazio cotangente. Questo significa che qualunque
p-forma puo` essere sviluppata lungo i prodotti di queste 1-forme fondamentali:
Ω(1) = Ω(1)+ e
+ +Ω(1)− e
− +Ω(1)• ζ + Ω˜
(1)
• ζ˜
Ω(2) = Ω(2)+−e
+ ∧ e− +Ω(2)+•e+ ∧ ζ + Ω˜(2)+•e+ ∧ ζ˜ +Ω(2)−•e− ∧ ζ +
+Ω˜(2)−•e
− ∧ ζ˜ +Ω(2)•• ζ ∧ ζ + Ω˜(2)•• ζ˜ ∧ ζ˜ + Ωˆ(2)•• ζ ∧ ζ˜
Scriviamo ora le definizioni delle 2-forme di curvatura e torsione del supervielbein:
T + = de+ + ω ∧ e+
T − = de− − ω ∧ e−
T • = dζ + 1
2
ω ∧ ζ
T˜ • = dζ˜ − 1
2
ω ∧ ζ˜
R = dω (3.15)
Applichiamo il principio di reonomia attraverso le seguenti richieste:
1. Identificare il set (e+, e−, ζ, ζ˜) con le 1-forme corrispondenti dell’algebra superconforme.
2. Vedere le rimanenti 1-forme (ω±, χ, χ˜, k±) come definite sul superspazio, e quindi espandi-
bili nella nostra base cotangente, con componenti espresse in termini della sola geometria
del superspazio.
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3. La risultante parametrizzazione della supertorsione (3.15) e delle curvature superconformi
(3.14) deve essere consistente con le identita` di Bianchi.
La seguente parametrizzazione soddisfa i postulati reonomici:
T + = i
2
ζ ∧ ζ
T − = i
2
ζ˜ ∧ ζ˜
T • = −τe+ ∧ e−
T˜ • = −τ˜ e+ ∧ e−
R = Re+ ∧ e− − iτζ ∧ e− − iτ˜ ζ˜ ∧ e+
k± = 0
W = 0 (=⇒ ω+ = −ω− = ω)
χ =
1
2
τe−
χ˜ =
1
2
τ˜ e+ (3.16)
dove τ(z, z¯, θ) (e analogamente τ˜(z, z¯, θ¯)) e` il supercampo di torsione, legato a quello di curvatura
dalla relazione 2R = D•τ (e analogamente 2R = D˜•τ˜). La parametrizzazione corrispondente
delle curvature superconformi e`:
T± = Σ± = ρ = ρ˜ = 0
σ = Dχ = 1
2
D+τe+ ∧ e− +Rζ ∧ e−
σ˜ = Dχ˜ = 1
2
D−τ˜ e− ∧ e+ +Rζ˜ ∧ e+
R+ = Re+ ∧ e− − iτ˜ ζ˜ ∧ e+
R− = −Re+ ∧ e− + iτζ ∧ e− (3.17)
Cos`ı, grazie alle derivate di Lie, ricaviamo le trasformazioni superconformi del supervielbein:
δe+ = ∇ξ+ + (φ+ Λ)e+ + iζ
δe− = ∇ξ− + (φ− Λ)e− + i˜ζ˜
δζ = ∇+ 1
2
(φ+ Λ)ζ + 2ηe+ + τe−ξ+
δζ˜ = ∇˜+ 1
2
(φ− Λ)ζ˜ − 2η˜e− − τ˜ e+ξ− (3.18)
dove ξ± e` il parametro delle traslazioni sinistre e destre, Λ quello delle trasformazioni di Lorentz,
φ quello delle dilatazioni di Weyl, (, ˜) i due parametri anticommutanti delle Q-supersimmetrie,
(η, η˜) i due parametri anticommutanti delle S-supersimmetrie. Queste trasformazioni preservano
i costraint reonomici e percio` permettono di scegliere una gauge superconforme: noi sceglieremo
46 CAPITOLO 3. LA TECNOLOGIA DEI BOUNDARY VECTOR
la piu` semplice, cioe` quella in cui il superspazio e` piatto e senza torsione (R = τ = τ˜ = 0):
e+ = dz +
i
2
θdθ
e− = dz¯ +
i
2
θ¯dθ¯
ζ = dθ
ζ˜ = dθ¯
ω = 0 (3.19)
3.1.3 Embedding del superworldsheet nel target manifold
Su questo background supergeometrico di tipo II, siamo ora pronti ad introdurre consistente-
mente la materia (che per noi sara` rappresentata da un modello di super-WZW) grazie alla
mappa
g : SWS −→ G g = g(z, z¯, θ, θ¯) (3.20)
dove G e` un gruppo semplice.
Definiamo le forme di Maurer-Cartan left-invariant e right-invariant:
ΩL = g−1dg , ΩR = dgg−1 (3.21)
che possono essere decomposte lungo la base tA dell’algebra G
ΩL = ΩALtA , ΩR = Ω
A
RtA (3.22)
dove ΩAL,R soddisfano le equazioni di Maurer-Cartan:
dΩAL +
1
2f
ABCΩBL ∧ ΩCL = 0
dΩAR − 12fABCΩBR ∧ ΩCR = 0
[tA , tB] = fABCtC (3.23)
Decomponiamo le 1-forme ΩAL,R lungo la base del superspazio cotangente (e
+, e−, ζ, ζ˜):
ΩAL = Ω
A
+Le
+ +ΩA−Le
− + λALζ + λ˜
A
L ζ˜
ΩAR = Ω
A
+Re
+ +ΩA−Re
− + λARζ + λ˜
A
Rζ˜ (3.24)
dove λA = λA(z, z¯, θ) e λ˜A = λ˜A(z, z¯, θ¯) sono i superpartner left e right di g(z, z¯, θ, θ¯). Grazie
alla relazione
ΩL = g−1ΩRg (3.25)
le quantita` right-invariant si possono facilmente ottenere da quelle left-invariant; ci concentre-
remo, percio`, solo su queste ultime, omettendo, peraltro, la L. Si ha:
DλA ≡ dλA + 1
2
ωλA = D+λAe+ +D−λAe− + FAζ (3.26)
Dλ˜A ≡ dλ˜A − 1
2
ωλ˜A = D+λ˜Ae+ +D−λ˜Ae− + F˜Aζ˜ (3.27)
dove
FA ≡ D•λA = − i2Ω
A
+ −
1
2
fABCλBλC (3.28)
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F˜A ≡ D˜•λ˜A = − i2Ω
A
− −
1
2
fABC λ˜Bλ˜C (3.29)
usando la (3.23) e confrontando a destra e a sinistra rispettivamente i termini in ζ ∧ ζ e in ζ˜ ∧ ζ˜.
Dal confronto dei termini in e±∧ ζ (e in e±∧ ζ˜), otteniamo, invece, le derivate spinoriali, tildate
e non, di ΩA±: { D•ΩA+ = D+λA − fABCλBΩC+
D•ΩA− = D−λA − fABCλBΩC− (3.30)
e analoghe tildate. Infine, dal confronto dei termini in e+ ∧ e−, otteniamo l’identita` di Bianchi:
D+ΩA− −D−ΩA+ + fABCΩB+ΩC− − τλA − τ˜ λ˜A = 0 (3.31)
Passiamo ora a calcolare le trasformazioni di supersimmetria dei campi di materia. Invece di
δg, utilizziamo la variazione tangente δy = g−1δg = δyAtA. Cos`ı
δΩA = dδyA + fABCΩBδyC (3.32)
Una trasformazione di supersimmetria non e` altro che un diffeomorfismo nel superspazio lungo
un vettore fermionico tangente3 ~ = ~∂, tale che ~ e± = 0, ~ ζ = . Dunque otteniamo:
δΩA ≡ LΩA ≡ ~ dΩA + d
(
~ ΩA
)
= d
(−λA)+ fABCΩB (−λC)
da cui ricaviamo:
δy
A = λA (3.33)
Allo stesso modo (cfr. (3.26))
δλ
A ≡ LλA ≡ ~ dλA + d
(
~ λA
)
= − i
2
ΩA+−
1
2
fABCλBλC +
1
2
wλ
A (3.34)
e analoga relazione sussiste per λ˜A. w e` il parametro di trasformazioni di Lorentz bidimensionali
dipendenti dalla coordinata fermionica del superspazio4. Riassumiamo qui le trasformazioni di
supersimmetria relative a tutti i campi, in entrambi i settori:
g−1δg = λAtA+ λ˜AtA˜
δλA = − i
2
ΩA+−
1
2
fABCλBλC +
1
2
wλ
A
δλ˜A = − i
2
ΩA−˜−
1
2
fABC ˜λ˜Bλ˜C − 1
2
wλ˜
A
δe+ = iζ + we+
δe− = i˜ζ˜ − we−
δζ = D+ 1
2
wζ
δζ˜ = D˜− 1
2
wζ˜ (3.35)
Le (3.35) si possono facilmente ricavare a partire dalle (3.18) tenendo diversi da zero solo i para-
metri (, ˜) e Λ. Tuttavia, essendo Lorentz separatamente una simmetria dell’azione, possiamo
fin dall’inizio evitare di considerare il parametro w.
3Prendiamolo per ora olomorfo (i.e. nel settore left), tanto per fissare le idee.
4w = − ~ ω.
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Siccome la teoria di campo bidimensionale che stiamo considerando vuole essere un modello
sigma non lineare localmente supersimmetrico, abbiamo bisogno di prendere in considerazione
anche la geometria del target space (il group-manifold G). Anche in questo caso, ci mettiamo
nella situazione particolarmente semplice di metrica di Killing gAB = fARSfBRS piatta (group-
manifold rigido); nello specifico, adottiamo la gauge in cui la connessione di spin e` identicamente
nulla, ωAB = 0. Si noti, ciononostante, che, in questo caso, per via delle equazioni di Maurer-
Cartan (3.23), la curvatura del vielbein di target space ΩA (cioe` la torsione di target space) non
e` nulla: dΩA = −12fABCΩBΩC .
3.1.4 Azione classica e sua variazione
Scriviamo finalmente la nostra azione di SWS e poi discutiamola5:
SGk =
k
8pi
{∫
M2
[(
ΩA − λAζ − λ˜Aζ˜
)
∧ (ΩA+e+ − ΩA−e−)+ 2iλADλA ∧ e+ − 2iλ˜ADλ˜A ∧ e−+
+λAΩA ∧ ζ + λ˜AΩA ∧ ζ˜ − 2
3
ifABCλAλBλCζ ∧ e+ − 2
3
ifABC λ˜Aλ˜Bλ˜C ζ˜ ∧ e−+
+ΩA+Ω
A
−e
+ ∧ e−
]
− 1
6
∫
M3
fABCΩA ∧ ΩB ∧ ΩC
}
(3.36)
Le variabili dinamiche sono: i campi della supergravita` di background (e+, e−, ζ, ζ˜), il campo
di WZW g contenuto in Ω = g−1dg, insieme ai suoi superpartner (λA, λ˜A), le 0-forme ausilia-
rie ΩA± = tr(g−1∂±gtA) le cui equazioni del moto sono algebriche e forniscono le condizioni di
reonomia (3.24). L’ultimo pezzo della (3.36) e` il termine di Wess-Zumino, caratterizzato dalla
3-forma chiusa fABCΩA ∧ ΩB ∧ΩC . Notiamo che, con la scelta ωAB = 0, abbiamo ottenuto un
completo disaccoppiamento tra gradi di liberta` bosonici e fermionici.6
Variando l’azione (3.36) rispetto a λA (λ˜A) e prendendo i termini in e+ ∧ e−, otteniamo un’e-
quazione di campo libero:
D−λA = 0 (rispettivamente D+λ˜A = 0) (3.37)
Variando invece rispetto a yA e prendendo al solito le componenti e+∧e−, otteniamo l’equazione
di una corrente chirale conservata:
D−ΩA+ = 0 sinistra (3.38)
Se avessimo usato le ΩR (che ora definiamo Ω˜) come oggetti fondamentali, avremmo trovato:
D+Ω˜A− = 0 destra (3.39)
Saranno proprio ΩA+ = tr(g
−1∂+gtA) e Ω˜A− = tr[(∂−g)g−1tA] a formare le correnti di Kacˇ-Moody
(almeno la loro parte bosonica) rilevanti nella quantizzazione.
Per ottenere i constraint di prima classe, che poi andranno canonicamente quantizzati (i.e.
tensori energia-impulso e supercorrente), dobbiamo variare l’azione rispetto al background di
supergravita`. In dimensione 2, infatti, il vielbein e i due gravitini non sono campi dinamici,
5Con M2 indichiamo il worldsheet, con M3 un 3-simplesso di cui M2 e` il bordo.
6Altrimenti avremmo dovuto rimpiazzare DλA con ∇λA ≡ DλA + ωABλB = DλA + fABCΩCλB .
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ma semplici moltiplicatori di Lagrange per i vincoli primari. Scriviamo la variazione dell’azione
nella seguente maniera:
δS = − 1
2pi
∫ (
F+ ∧ δe+ + F− ∧ δe− + F• ∧ δζ + F˜• ∧ δζ˜
)
(3.40)
dove le 1-forme F costituiscono il super tensore energia-impulso. Il loro essere debolmente ze-
ro (per via della stazionarieta` di S rispetto alla variazione del supervielbein δ(e+, e−, ζ, ζ˜))
rappresenta l’analogo bidimensionale delle equazioni di Einstein e di Rarita-Schwinger. Decom-
poniamole lungo la nostra base cotangente:
F+ = F++e+ + F−+e− + F•+ζ + F˜•+ζ˜
F− = F+−e+ + F−−e− + F•−ζ + F˜•−ζ˜
F• = F+•e+ + F−•e− + F••ζ + F•˜•ζ˜
F˜• = F˜+•e+ + F˜−•e− + F˜••ζ + F˜•˜•ζ˜ (3.41)
L’azione (3.36), pero`, non e` solo Q-supersimmetrica, ma ammette anche un’invarianza super-
conforme, vale a dire e` invariante anche per trasformazioni di super-Weyl, cioe` dilatazioni e
S-supersimmetrie (accanto, ovviamente, ai diffeomorfismi e a Lorentz SO(1, 1)). In particolare,
abbiamo (cfr. (3.18)):
δe+ = (φ+ Λ)e+
δe− = (φ− Λ)e−
δζ = 12(φ+ Λ)ζ + 2ηe
+
δζ˜ = 12(φ− Λ)ζ˜ − 2η˜e−
φ −→ dilatazioni
Λ −→ Lorentz
η −→ S-susy
(3.42)
Richiediamo dunque
δS
δφ
=
δS
δΛ
=
δS
δη
= 0 (3.43)
ed otteniamo: 
F+ ∧ e+ + F− ∧ e− + 12F• ∧ ζ + 12 F˜• ∧ ζ˜ = 0
F+ ∧ e+ −F− ∧ e− + 12F• ∧ ζ − 12 F˜• ∧ ζ˜ = 0
F• ∧ e+ − F˜• ∧ e− = 0
(3.44)
Dalla terza equazione ricaviamo subito F•• = F•˜• = F˜•• = F˜•˜• = 0 e F−• = −F˜+•. Sommando
la prima e la seconda: 2F+ ∧ e+ + F• ∧ ζ = 0, che implica gli ulteriori vincoli F−+ = F˜•+ =
F−• = 0 e F•+ = 12F+•. Sottraendo la seconda dalla prima: 2F− ∧ e−+ F˜• ∧ ζ˜ = 0, che implica
F+− = F•− = F˜+• = 0 e F˜•− = 12 F˜−•. Su F++ e F−− non ci sono vincoli; essi, insieme a F+•
e a F˜−• formano 4 componenti indipendenti non nulle, che useremo per definire il super tensore
energia-impulso:
F++ ≡ T class
F−− ≡ −T˜ class
F+• = 2F•+ ≡ − 1√2eipi/4Gclass
F˜−• = 2F˜•− ≡ − 1√2eipi/4G˜class
(3.45)
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Sovrapponendo i vari addendi superconformi della nostra teoria, otteniamo:
T class = T classM4 +
∑n
i=1 T
class
(Gi,ki)
T˜ class = T˜ classM4 +
∑n
i=1 T˜
class
(Gi,ki)
Gclass = GclassM4 +
∑n
i=1G
class
(Gi,ki)
G˜class = G˜classM4 +
∑n
i=1 G˜
class
(Gi,ki)
(3.46)
Studiamo uno qualunque degli addendi (Gi, ki). Riferendoci all’azione (3.36), ricaviamo7:
F++ = −k4ΩA+ΩA+ − i2kλAD+λA
F−− = k4ΩA−ΩA− + i2kλ˜AD−λ˜A
F+• = 2F•+ = −k2
[
λAΩA+ +
i
3f
ABCλAλBλC
]
F˜−• = 2F˜•− = −k2
[
λ˜AΩA− +
i
3f
ABC λ˜Aλ˜Bλ˜C
]
(3.47)
Facilmente si verifica che le relazioni per le altre componenti di F sono soddisfatte. Cos`ı la teoria
e` invariante superconforme a livello classico e per questo siamo autorizzati (solo ora!!) a scegliere
una gauge superconforme: come anticipato, scegliamo quella definita dalla (3.19). Siccome,
inoltre, la nostra azione e` reonomica, siamo anche autorizzati a prendere la sua restrizione alla
sezione spazio-temporale del superspazio (θ = 0), senza rischiare di perdere informazioni. Con
questo gauge fixing, dopo un’opportuna rotazione di Wick, l’azione (3.36) diventa:
SG(k) = −
k
8pi
[
i
∫ (
ΩAz Ω
A
z¯ + 2iλ
A∂¯λA + 2iλ˜A∂λ˜A
)
dz ∧ dz¯ + 1
6
∫
fABCΩA ∧ ΩB ∧ ΩC
]
(3.48)
dove, facendo uso delle equazioni del primo ordine, intendiamo:{
ΩAz ≡ ΩA+ = tr (g−1∂gtA)
ΩAz¯ ≡ ΩA− = tr (g−1∂¯gtA) (3.49)
La i che compare davanti al primo integrale della (3.48) e` dovuta alla sostituzione e+ ∧ e− →
idz ∧ dz¯ (rotazione di Wick).
3.1.5 Quantizzazione canonica
Procediamo adesso a quantizzare questa teoria, trattando separatamente bosoni e fermioni, che,
nel nostro caso, sappiamo essere completamente disaccoppiati.
Bosoni
Le equazioni del moto per i bosoni si riducono, nella gauge scelta, a:
∂¯ΩAz = 0 =⇒ ΩAz = ΩAz (z) corrente olomorfa (3.50)
7Attenzione: bisogna prima prendere la variazione rispetto ai campi di supergravita` e poi sostituire le condizioni
reonomiche; se si fa il contrario, si finisce per variare anche ΩA, che e` considerato indipendente da (e+, e−, ζ, ζ˜)!
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∂Ω˜Az¯ = 0 =⇒ Ω˜Az¯ = Ω˜Az¯ (z¯) corrente antiolomorfa (3.51)
Normalizziamo opportunamente queste correnti, definendo:
JA(z) = − ik
2
ΩAz ; J˜
A(z¯) = − ik
2
Ω˜Az¯ (3.52)
Si puo` dimostrare8 che questo sistema dinamico e` caratterizzato da vincoli di seconda classe,
che portano naturalmente a considerare le parentesi di Dirac, invece che quelle di Poisson. In
questo caso, si trovano le seguenti regole:
[
JA(z) , JB(w)
]
D
= i
fABCJC(w)
z − w +
k
2
δAB
(z − w)2[
JA(z) , J˜B(w¯)
]
D
= 0[
J˜A(z¯) , J˜B(w¯)
]
D
= i
fABC J˜C(w¯)
z¯ − w¯ +
k
2
δAB
(z¯ − w¯)2 (3.53)
Da queste risulta palese che i gradi di liberta` bosonici del modello di WZW si suddividono in
due insiemi indipendenti di modi left e right. Infatti, utilizzando l’espansione di Laurent per le
correnti,
JA(z) =
+∞∑
−∞
JAn
zn+1
; J˜A(z¯) =
+∞∑
−∞
J˜An
z¯n+1
(3.54)
si ricava:
[
JAn , J
B
m
]
D
= ifABCJCn+m +
k
2
nδn,−mδAB[
JAn , J˜
B
m
]
D
= 0[
J˜An , J˜
B
m
]
D
= ifABC J˜Cn+m +
k
2
nδn,−mδAB (3.55)
La quantizzazione canonica si ottiene semplicemente rimpiazzando le parentesi di Dirac con i
commutatori (senza la i perche´ abbiamo gia` fatto la rotazione di Wick). Vediamo cos`ı che i modi
left e right bosonici del modello di super-WZW soddisfano due identiche algebre di Kacˇ-Moody
Gˆ di livello k.
Agendo direttamente sulle correnti, anziche´ sui modi, la quantizzazione si ottiene ovviamente
facendo la sostituzione [ , ]D → OPE:
JA(z)JB(w) =
k
2
δAB
(z − w)2 + i
fABCJC(w)
z − w + reg.
JA(z)J˜B(w¯) = reg.
J˜A(z¯)J˜B(w¯) =
k
2
δAB
(z¯ − w¯)2 + i
fABC J˜C(w¯)
z¯ − w¯ + reg. (3.56)
8Lo vedremo esplicitamente nel caso dei fermioni, molto piu` semplice da trattare.
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Fermioni
Nel caso fermionico, l’azione e` data da:
SGfermions =
k
4pi
∫ (
λA∂¯λA + λ˜A∂λ˜A
)
dz ∧ dz¯ (3.57)
Consideriamo il settore olomorfo. Trattando la variabile z¯ come variabile “tempo”, la densita`
(in z) di momento e` data da9
ΠA =
δSGfermions
δ∂¯λA
= − k
4pi
λA (3.58)
Percio` il vincolo di seconda classe e`:
ΦA = ΠA +
k
4pi
λA (3.59)
Analogamente a destra, trattando ora z come variabile “tempo”, troviamo:
Φ˜A = Π˜A +
k
4pi
λ˜A (3.60)
La parentesi di Poisson tra due di questi vincoli e`:
CAB ≡ {ΦA(z) , ΦB(w)}
P
=
k
2pi
δAB
1
2pii
1
z − w (3.61)
dove abbiamo usato {
ΠA(z) , λB(w)
}
P
= δAB
1
2pii
1
z − w
cioe` l’operatore identita` nel senso delle distribuzioni, e osservato che contribuiscono solo i termini
misti. Per calcolare la parentesi di Dirac ci serve l’inversa di CAB, cioe` banalmente
C−1AB =
2pi
k
δAB
1
2pii
1
z − w = −
i
k
1
z − wδAB (3.62)
La definizione delle parentesi di Dirac e`:
{X , Y }D = {X , Y }P −
{
X , ΦA
}
P
C−1AB
{
ΦB , Y
}
P
Nel nostro caso,
{
λA(z) , λB(w)
}
P
= 0 e dunque:
{
λA(z) , λB(w)
}
D
=
i
k
δAB
z − w (3.63)
Quantizzando ed introducendo anche il settore right, la cui trattazione e` assolutamente analoga,
si ha:
λA(z)λB(w) =
i
k
δAB
z − w + reg.
λA(z)λ˜B(w¯) = reg.
λ˜A(z¯)λ˜B(w¯) =
i
k
δAB
z¯ − w¯ + reg. (3.64)
9Nota che Π e λ sono variabili anticommutanti!
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3.1.6 Algebra superconforme
Finalmente abbiamo tutti gli elementi per scrivere l’espressione esplicita del super tensore
energia-impulso classico. Per le (3.47) e (3.52), abbiamo:
T class(G,k)(z) =
1
k
JA(z)JA(z)− ik
2
λA(z)∂λA(z)
T˜ class(G,k)(z¯) =
1
k
J˜A(z¯)J˜A(z¯)− ik
2
λ˜A(z¯)∂¯λ˜A(z¯)
Gclass(G,k)(z) =
√
2eipi/4
(
λA(z)JA(z) +
k
6
fABCλA(z)λB(z)λC(z)
)
G˜class(G,k)(z¯) =
√
2eipi/4
(
λ˜A(z¯)J˜A(z¯) +
k
6
fABC λ˜A(z¯)λ˜B(z¯)λ˜C(z¯)
)
(3.65)
Questi sono vincoli di prima classe, siccome T class(z) ≈ 0, T˜ class(z¯) ≈ 0, Gclass(z) ≈ 0,
G˜class(z¯) ≈ 0, e, grazie alle parentesi di Dirac (3.53), si puo` vedere che soddisfano l’algebra
superconforme classica:
[
T class(z) , T class(w)
]
D
=
2T class(w)
(z − w)2 +
∂T class(w)
z − w[
T class(z) , Gclass(w)
]
D
=
3
2
Gclass(w)
(z − w)2 +
∂Gclass(w)
z − w{
Gclass(z) , Gclass(w)
}
D
=
2T class(w)
z − w[
T˜ class(z¯) , T˜ class(w¯)
]
D
=
2T˜ class(w¯)
(z¯ − w¯)2 +
∂¯T˜ class(w¯)
z¯ − w¯[
T˜ class(z¯) , G˜class(w¯)
]
D
=
3
2
G˜class(w¯)
(z¯ − w¯)2 +
∂¯G˜class(w¯)
z¯ − w¯{
G˜class(z¯) , G˜class(w¯)
}
D
=
2T˜ class(w¯)
z¯ − w¯ (3.66)
tutte le altre parentesi essendo nulle.
Per quantizzare, tuttavia, non possiamo sostituire in maniera na¨ıve a queste parentesi le
OPE, perche´ il super tensore energia-impulso non e` un campo elementare; infatti, il risultato che
otterremmo sarebbe diverso da quello corretto che verrebbe fuori se calcolassimo direttamente
le OPE facendo uso di quelli per J e λ ((3.56) e (3.64)). Questa differenza si puo` ridurre al
solo termine di anomalia superconforme se si adotta la cosiddetta costruzione di Sugawara del
tensore energia-impulso come prodotto di correnti.
Definiamo la quantita` CV come il Casimir per la rappresentazione aggiunta di G:
δABCV ≡ −
∑
D
(tD)AC(tD)CB
adj
= −fDACfDCB = fDCAfDCB (3.67)
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I nostri generatori superconformi quantistici, allora, sono:
T(G,k)(z) =
1
k + CV
: JA(z)JA(z) : − ik
2
: λA(z)∂λA(z) :
T˜(G,k)(z¯) =
1
k + CV
: J˜A(z¯)J˜A(z¯) : − ik
2
: λ˜A(z¯)∂¯λ˜A(z¯) :
G(G,k)(z) =
√
2eipi/4
√
k
k + CV
:
(
λA(z)JA(z) +
k
6
fABCλA(z)λB(z)λC(z)
)
:
G˜(G,k)(z¯) =
√
2eipi/4
√
k
k + CV
:
(
λ˜A(z¯)J˜A(z¯) +
k
6
fABC λ˜A(z¯)λ˜B(z¯)λ˜C(z¯)
)
: (3.68)
dove i : denotano l’ordinamento normale della teoria conforme; le loro OPE sono (quelle non
scritte sono regolari):
T (z)T (w) =
c
2
1
(z − w)4 +
2T (w)
(z − w)2 +
∂T (w)
z − w + reg.
T (z)G(w) =
3
2
G(w)
(z − w)2 +
∂G(w)
z − w + reg.
G(z)G(w) =
2
3
c
1
(z − w)3 +
2T class(w)
z − w + reg.
T˜ (z¯)T˜ (w¯) =
c˜
2
1
(z¯ − w¯)4 +
2T˜ (w¯)
(z¯ − w¯)2 +
∂¯T˜ (w¯)
z¯ − w¯ + reg.
T˜ (z¯)G˜(w¯) =
3
2
G˜(w¯)
(z¯ − w¯)2 +
∂¯G˜(w¯)
z¯ − w¯ + reg.
G˜(z¯)G˜(w¯) =
2
3
c˜
1
(z¯ − w¯)3 +
2T˜ (w¯)
z¯ − w¯ + reg. (3.69)
dove i valori delle cariche centrali sono dati da un contributo bosonico (da parte delle correnti
di Kacˇ-Moody) ed uno fermionico (da parte dei superpartner λA e λ˜A):
c(G, k) = c˜(G, k) =
k
k + CV
dimG︸ ︷︷ ︸
bosonico
+
dimG
2︸ ︷︷ ︸
fermionico
(3.70)
3.1.7 Il caso abeliano
Ricaviamo ora in dettaglio il super tensore e le altre quantita` rilevanti nel caso di gruppo G
abeliano (fABC → 0), o, piu` precisamente, G = T (4) gruppo delle traslazioni nello spazio-tempo
di Minkowski 4-dimensionale, che ha come generatori tµ µ = 0, . . . , 3; la segnatura per noi sara`
(−,+,+,+). Il generico elemento (o campo di WZW) di G sara`:
g(z, z¯) = etµX
µ(z,z¯) (3.71)
e cos`ı
g−1dg = dgg−1 = dXµtµ (3.72)
dove dXµ ≡ ΩA sara` la nostra forma di Maurer-Cartan. Avremo, percio`, in analogia con le
(3.26) e (3.27):
dXµ = ∂+Xµe+ + ∂−Xµe− + ψµζ + ψ˜µζ˜ (3.73)
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Dψµ = D+ψµe+ +D−ψµe− − i2∂+X
µζ (3.74)
Dψ˜µ = D+ψ˜µe+ +D−ψ˜µe− − i2∂−X
µζ˜ (3.75)
In questo caso, il termine di Wess-Zumino si annulla, cos`ı come CV (k diventa allora irrilevante).
Scegliamo k = 2 e otteniamo (Πµ± ≡ ∂±Xµ):
SM4 =
1
4pi
∫ [(
dXµ − ψµζ − ψ˜µζ˜
) (
Πµ+e
+ −Πµ−e−
)
+ 2iψµDψµ ∧ e+ − 2iψ˜µDψ˜µ ∧ e−+
+ψµdXµ ∧ ζ + ψ˜µdXµ ∧ ζ˜ +Πµ+Πµ−e+ ∧ e−
]
(3.76)
Le correnti di Kacˇ-Moody sono:
Pµ(z) = −i∂+Xµ = −i∂Xµ ; P˜µ(z¯) = −i∂−Xµ = −i∂¯Xµ (3.77)
che, dopo la quantizzazione, danno
Pµ(z)P ν(w) =
ηµν
(z − w)2 + reg.
Pµ(z)P˜ ν(w¯) = reg.
P˜µ(z¯)P˜ ν(w¯) =
ηµν
(z¯ − w¯)2 + reg. (3.78)
Per i fermioni:
ψµ(z)ψν(w) =
i
2
ηµν
z − w + reg.
ψµ(z)ψ˜ν(w¯) = reg.
ψ˜µ(z¯)ψ˜ν(w¯) =
i
2
ηµν
z¯ − w¯ + reg. (3.79)
Infine, il super tensore energia-impulso di Sugawara e` dato da:
TM4(z) =
1
2
: Pµ(z)Pµ(z) : −i : ψµ(z)∂ψµ(z) :
T˜M4(z¯) =
1
2
: P˜µ(z¯)P˜µ(z¯) : −i : ψ˜µ(z¯)∂¯ψ˜µ(z¯) :
GM4(z) =
√
2eipi/4 : ψµ(z)Pµ(z) :
G˜M4(z¯) =
√
2eipi/4 : ψ˜µ(z¯)P˜µ(z¯) : (3.80)
Esso soddisfa le stesse OPE scritte nel caso di G generico, (3.69), con le cariche centrali:
c(T (4), 2) = c˜(T (4), 2) = 4 +
4
2
= 6 (3.81)
3.2 Il target group-manifold
Ora che i mattoni fondamentali della teoria sono stati sistemati, ci chiediamo quali scelte delle
coppie (Gi, ki) conducono a modelli di superstringa consistenti (cancellazione delle anomalie)
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e che contengano fermioni massless di spazio-tempo (eventualmente supersimmetria di spazio-
tempo).
La prima fondamentale richiesta e` quella della cancellazione dell’anomalia (locale) conforme,
tramite l’imposizione della nilpotenza della carica di BRST, QBRST . Si ha:
Q2BRST = Q˜
2
BRST = 0 =⇒ −cghost − csghost = −c˜ghost − c˜sghost = 26− 11 = 15 =
= c(T (4), 2) +
n∑
i=1
c(Gi, ki) = c˜(T (4), 2) +
n∑
i=1
c˜(Gi, ki) (3.82)
Questa equazione, tenendo presente le (3.70) e (3.81), e` equivalente all’equazione di Diofanto:
n∑
i=1
(
ki
ki + CVi
+
1
2
)
dimGi = 9 (3.83)
La soluzione di questa equazione e` data dalle seguenti scelte per GT =
⊗n
i=1(Gi)ki :
1)SU(2)3k=4 2)SU(2)
2
k=4 ⊗ U(1)2 3)SU(2)k=4 ⊗ U(1)4
4)U(1)6 5)SO(5)k=2 ⊗ U(1) 6)SU(3)k=2 ⊗ U(1)2
7)SU(2)2k=12 ⊗ U(1) 8)SU(2)2k=2 ⊗ SU(2)k=20 9)SU(2)3k=2 ⊗ U(1)
10)SU(2)k=2 ⊗ SU(2)k=8 ⊗ U(1)2 11)SU(2)k=8 ⊗ SU(2)k=20 ⊗ U(1) 12)SO(5)k=4
13)SU(3)k=2 ⊗ SU(2)k=4 14)SU(2)k=2 ⊗ SU(2)k=4 ⊗ SU(2)k=8 15)SU(3)k=10
La condizione di nilpotenza dell’operatore di BRST, inoltre, implica la cancellazione delle
anomalie globali, fissando di conseguenza le energie di punto zero, vale a dire le costanti che
scaturiscono dall’ordinamento normale degli operatori di Virasoro L0 e L˜0 totali di materia. Le
equazioni di mass-shell sono, infatti:
(L0 + α) |phys〉 = 0 ; (L˜0 + α˜) |phys〉 = 0 (3.84)
dove abbiamo considerato gli sviluppi di Laurent
T (z) =
+∞∑
−∞
Ln
zn+2
; T˜ (z¯) =
+∞∑
−∞
L˜n
z¯n+2
(3.85)
Mentre, pero`, l’anomalia c e` una proprieta` locale della teoria di campo bidimensionale, e di-
pende solo dal tipo e dal numero di campi coinvolti, l’anomalia dell’ordinamento normale, che
chiameremo b, e` una manifestazione di una proprieta` globale, che dipende in maniera drastica
anche dalle condizioni al bordo dei campi sul worldsheet. E` per questo che, al fine di discu-
terla in dettaglio, abbiamo bisogno di considerare, accanto a GT , anche il gruppo di omotopia,
Π1(Mcompact): se infattiMcompact contiene loop non contrattibili, noi siamo liberi di avvolgere
la stringa un numero arbitrario di volte intorno ad essi, creando nuovi stati solitonici, che, in
particolare, possono essere fermioni massless di spazio-tempo.
Consideriamo
Mcompact = GT
B
(3.86)
dove B ⊂ GT ⊗GT e` un sottogruppo discreto abeliano. Ci mettiamo nel frame planare10, dove
la base di omologia e` costituita da cerchi centrati nell’origine. La piu` generale condizione di
bordo che uno puo` imporre sul campo di WZW e`:
g(ze2pii, z¯e−2pii) = γ˜g(z, z¯)γ (γ˜, γ) ∈ B (3.87)
10z = e−iw w = σ1 + iσ2 σ1 ≈ σ1 + 2pi.
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Stiamo prendendo, dunque, per Mcompact, il coset bilaterale (3.3), cioe` l’insieme delle classi di
equivalenza di elementi di GT sotto la relazione
g1 ∼ g2 ⇐⇒ g1 = γ˜g2γ (3.88)
Nel caso in cui uno dei due tra γ˜ e γ fosse l’identita`, otterremmo un coset ordinario, destro o
sinistro, e se B non e` un sottogruppo invariante (cioe` g−1γg /∈ B), i due casi sono nettamente
distinti. In ogni caso, i coset ordinari sono sempre varieta` lisce, prive di punti fissi, visto che, ad
esempio, g′ = gγ = g non ha soluzione se γ e` diverso dall’identita`. D’altra parte, se sia γ che γ˜
sono diversi dall’identita`, punti fissi sono possibili e sono tali che γ˜gγ = g. La varieta`, percio`,
diventa singolare (conifold).
Pertanto, ricordando la definizione ((3.52) e (3.49)), le condizioni di bordo twistate per le correnti
saranno:
J(ze2pii) = γ−1J(z)γ ; J˜(z¯e−2pii) = γ˜J˜(z¯)γ˜−1 (3.89)
Nel caso dei coset, γ˜ = I e solo i left mover sono twistati; questa circostanza, pero`, e` rilevante
solo nella stringa eterotica, e non ci interessa. Scriviamo piuttosto la (3.89) in un altro modo:
JA(ze2pii) = JB(z)ΓBA ; J˜A(z¯e−2pii) = J˜B(z¯)(Γ˜−1)BA (3.90)
dove ΓAB e (Γ˜−1)AB sono le matrici che rappresentano γ e γ˜−1 nell’aggiunta di GT :
γtAγ−1 = ΓABtB ; γ˜−1tAγ˜ = (Γ˜−1)ABtB (3.91)
La natura non abeliana di GT induce un’asimmetria tra modi destri e sinistri che permette la
scelta indipendente di γ e γ˜. Questa asimmetria sparisce nel caso in cui B sia un sottogruppo
normale (i.e. g−1γg = γ). Ogni generatore γ isola, ovviamente, un sottogruppo ciclico (dopo un
numero finito di giri, si ritorna nella posizione di partenza):
GT ⊃ B(γ) ≈ ZN (3.92)
dove N e` il numero di fogli di Riemann, cioe` la prima potenza di γ tale che γN = I. Tuttavia, lo
shift nel moding di J non sara` 1/N ma 1/N¯ , dove N¯ ≤ N e` la prima potenza di γ tale che γN¯
appartenga al centro di GT (γN¯ ∈ ZGT ), siccome il centro e` il nucleo dell’omomorfismo aggiunto
(ΓN¯ = I). Gli autovalori di Γ, percio`, saranno le radici N¯ -esime dell’unita`
e2pii∆ω ∆ω =
1
N¯
,
2
N¯
, . . . ,
N¯ − 1
N¯
(3.93)
che sono proprio gli shift di frequenza nel moding delle correnti di Kacˇ-Moody. Tutto questo,
chiaramente, ha il suo analogo destro.
Per accorgerci delle condizioni al bordo, pero`, non possiamo affidarci alle OPE gia` scritte, perche´
esse rientrano nelle parti regolari, che noi puntualmente trascuriamo! Pertanto, abbiamo bisogno
di riscrivere la stessa algebra in termini dei coefficienti delle espansioni in modi. L’algebra di
Virasoro (dalla prima delle (3.69)) sara`:
[Lm , Ln] = (m− n)Lm+n + c12(m
3 −m)δn,−m + 2mbδn,−m (3.94)
che coinvolge la costante di ordinamento b, riassorbibile con una ridefinizione di L0
L0 =⇒ L0 + b (3.95)
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Tornando alla consistenza quantistica della teoria, essa e` raggiunta quando le cariche centrali
totali (c, c˜), inclusi i contributi dei ghost e dei superghost, sono nulle, e quando le costanti (b, b˜)
totali coincidono con le intercette (α, α˜) scritte nelle equazioni di mass-shell (3.84):
α = bghost + bsghost + bM4 +
n∑
i=1
b(Gi, ki) (3.96)
e analoga equazione per le quantita` tildate.
Ora, ci sono due differenti algebre superconformi corrispondenti alle OPE (3.69), quella di Neveu-
Schwarz (NS) e quella di Ramond (R), a seconda della condizione di bordo imposta alla super-
corrente G(z); analoga cosa succede nel settore right. Introducendo il numero ω, abbiamo, nel
frame z:11
ω =
{
0 per fermioni di NS
1 per fermioni di R
(3.97)
e, conseguentemente,
G(ze2pii) = eipiωG(z) (3.98)
Al solito, per i modi destri c’e` una trattazione parallela identica! L’espansione in modi della
supercorrente sara` allora:
G(z) =
+∞∑
n=−∞
Gn+ 1−ω
2
zn+2−
ω
2
(3.99)
Ghost e Superghost I ghost (b, c), anticommutanti, di pesi (2,−1), sono associati al costraint
bosonico dato dal tensore energia-impulso, e quindi hanno la sua stessa periodicita` (sempre
modi interi); d’altro lato, i superghost (β, γ), commutanti, di pesi (3/2,−1/2), sono associati
al costraint fermionico dato dalla supercorrente, e quindi possono avere sia modi interi che
semiinteri, a seconda del settore (R,NS). L’espressione generale per questi contributi e`:
T g+sg = − : (∂b)c : −2 : b(∂c) : −1
2
: (∂β)γ : −3
2
: β(∂γ) : (3.100)
Gg+sg = (∂β)c+
3
2
β(∂c)− 2bγ (3.101)
La carica centrale cg+sg e` uguale a −15. L’esatto analogo avviene a destra. L’espansione in
modi e`:
b(z) =
+∞∑
n=−∞
bn
zn+2
; c(z) =
+∞∑
n=−∞
cn
zn−1
(3.102)
β(z) =
+∞∑
n=−∞
βn+ 1−ω
2
zn+2−
ω
2
; γ(z) =
+∞∑
n=−∞
γn+ 1−ω
2
zn−
ω
2
(3.103)
Inserendo questa espansione nell’espressione precedente del super tensore, si ottengono i contri-
buti del sistema (g-sg) ai generatori superconformi della teoria:
Lg+sgm =
+∞∑
n=−∞
[
(m+ n)
... bm−ncn
... +
1
2
(m+ 2n+ (1− ω)) ...βm−n− 1−ω
2
γn+ 1−ω
2
...
]
+ bg+sgδm,0
(3.104)
11Nel frame cilindrico w, sarebbe l’opposto!
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Gg+sg
m+ 1−ω
2
= −
+∞∑
n=−∞
[
1
2
(2m+ (1− ω) + n)βm+ 1−ω
2
−ncn + 2bnγm+ 1−ω
2
−n
]
(3.105)
dove
...
... rappresenta l’ordinamento normale secondo la teoria dei campi, che sposta gli operatori
di creazione a sinistra di quelli di distruzione. (β0, b0) sono annoverati tra gli operatori di distru-
zione, mentre (γ0, c0) tra quelli di creazione. La costante di ordinamento puo` essere determinata
calcolando l’azione di L0 sul vuoto e ricordando che 2L0 = [L1 , L−1], oltre alle relazioni:
bn|0〉NS,R = 0 n ≥ 0 ; cn|0〉NS,R = 0 n ≥ 1
βn+ 1−ω
2
|0〉ω = 0 n ≥ 0 ; γn+ 1+ω
2
|0〉ω = 0 n ≥ 0
Alla fine si trova il seguente risultato:
bg+sg(ω) = b˜g+sg(ω) = −1
2
(
1 +
ω
4
)
=

−12 NS
−58 R
(3.106)
Siamo cos`ı ricondotti a studiare le costanti di ordinamento per i soli campi di materia, che
dipenderanno dalle condizioni al bordo imposte sui vari campi (P,ψ, J, λ). Per il settore di
spazio-tempo il calcolo e` semplicissimo e lo faremo subito; per il settore interno, invece, c’e`
bisogno di ancora un po’ di tecnologia, i.e. la teoria delle algebre di Kacˇ-Moody twistate e delle
loro rappresentazioni.
Spazio-Tempo Siccome T (4) e` un gruppo abeliano, non sono possibili twist delle correnti di
Kacˇ-Moody di spazio-tempo:
Pµ(ze2pii) = Pµ(z) ; P˜µ(z¯e−2pii) = P˜µ(z¯) (3.107)
Allora, per realizzare la periodicita` della supercorrente, bisogna che:
ψµ(ze2pii) = eipiωψµ(z) ; ψ˜µ(z¯e−2pii) = eipiωψ˜µ(z¯) (3.108)
Cos`ı i fermioni di spazio-tempo hanno sempre le stesse condizioni al bordo dei superghost.
L’espansione in modi e`:
Pµ(z) =
+∞∑
n=−∞
αµn
zn+1
; P˜µ(z¯) =
+∞∑
n=−∞
α˜µn
z¯n+1
(3.109)
ψµ(z) =
e−ipi/4√
2
+∞∑
n=−∞
ψµ
n+ 1−ω
2
zn+
1
2
+ 1−ω
2
; ψ˜µ(z¯) =
e−ipi/4√
2
+∞∑
n=−∞
ψ˜µ
n+ 1−ω
2
z¯n+
1
2
+ 1−ω
2
(3.110)
i cui coefficienti, una volta inserite tali espansioni nelle (3.78) e (3.79), con questa normalizza-
zione, soddisfano l’algebra:
[αµm , α
ν
n] = η
µνmδn,−m ;
{
ψµ
m+ 1−ω
2
, ψν
n+ 1−ω
2
}
= ηµνδn+1−ω,−m (3.111)
e l’analoga tildata. Scrivendo il contributo ad L0 e a L˜0 di materia dei campi di Minkowski ed
ordinando normalmente, otteniamo le costanti:
bM4(ω) = b˜M4(ω) =
ω
4
=

0 NS
1
4 R
(3.112)
60 CAPITOLO 3. LA TECNOLOGIA DEI BOUNDARY VECTOR
3.2.1 Anomalie globali interne
Passiamo ora al settore compatto della teoria. Prendiamo un generico fattore semplice G del
prodotto diretto che definisce GT , e chiamiamo r il suo rango. Suddividiamo le correnti JA(z)
nel seguente modo: r di esse corrispondono ai generatori di Cartan di G
Hi ≡ J i(z) i = 1, . . . , r i ∈ CSA (3.113)
Le rimanenti dimG − rk G corrispondono alle radici positive e negative; riarrangiamole nelle
seguenti combinazioni complesse:{
Eα(z) = 1√
2
[Jα(z)− iJ−α(z)]
E−α(z) = 1√
2
[Jα(z) + iJ−α(z)] (3.114)
In questa base, l’OPE (3.56) diventa:
Hi(z)Hj(w) = k
2
δij
(z − w)2 + reg.
Hi(z)Eα(w) = α
i
z − wE
α(w) + reg.
Eα(z)Eβ(w) = N(α, β)
z − w E
α+β(w) + reg. (se α+ β e` una radice)
Eα(z)Eβ(w) = reg. (se α+ β non e` una radice)
Eα(z)E−α(w) = α
i
z − wH
i(w) +
k
2
1
(z − w)2 + reg. (3.115)
dove le costanti di normalizzazione N(α, β) soddisfano le seguenti proprieta`, sufficienti a deter-
minarle completamente, una volta dato il sistema di radici:
N(α, β) = −N(β, α) = −N(−α,−β) = N(−α− β, α) (3.116)
Conviene fare lo stesso cambio di base per i fermioni:
ξi(z) = λi(z) i = 1, . . . , r i ∈ CSA
ξα(z) = 1√
2
[λα(z)− iλ−α(z)]
ξ−α(z) = 1√
2
[λα(z) + iλ−α(z)]
(3.117)
Con queste definizioni, il super tensore energia-impulso (3.68) diventa12:
T (z) ≡ TB(z) + TF (z)
TB(z) =
1
k + CV
:
{
Hi(z)Hi(z) +
∑
α>0
(Eα(z)E−α(z) + E−α(z)Eα(z))} :
TF (z) = − ik2 :
{
ξi(z)∂ξi(z) +
∑
α>0
(
ξα(z)∂ξ−α(z) + ξ−α(z)∂ξα(z)
)}
:
G(z) =
√
2k
k + CV
eipi/4 :
{
ξi(z)Hi(z) +
∑
α>0
(
ξα(z)E−α(z) + ξ−α(z)Eα(z))} : (3.118)
12Evitiamo di scrivere il pezzo della supercorrente nelle costanti di struttura perche´ ininfluente per i nostri
scopi.
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Il generico generatore del gruppo di omotopia B puo` essere scritto nella forma (γ˜, γ), dove γ
e` anch’esso prodotto dei vari γi ∈ Gi. Focalizziamoci su uno solo di questi e chiamiamolo γ.
Assumiamolo essere l’esponenziale di un elemento della CSA di G, o piu` precisamente della
combinazione lineare ~t · ~H:
γ = e2pii~t· ~H (3.119)
~t e` un vettore ad r componenti, che identifica γ e che per questo e` chiamato “vettore di twist”.
Siccome i possibili autovalori di ~H sono i vettori-peso ~λ, che spazzano il reticolo duale a quello
delle radici, la condizione di ciclicita` γN = I diventa:
N~t · ~λ ∈ Z (3.120)
Le radici sono i pesi della rappresentazione aggiunta, percio` varra` anche:
N¯~t · ~α ∈ Z ∀ ~α (3.121)
perche´ γN¯ e` l’identita` sugli stati dell’aggiunta. Le condizioni al bordo per le nuove correnti di
Kacˇ-Moody diventano cos`ı (cfr. (3.89) e (3.115)):
Hi(ze2pii) = Hi(z) ; Eα(ze2pii) = e−(2pii~t·~α)Eα(z) (3.122)
e conducono alle seguenti espansioni:
Hi(z) =
+∞∑
n=−∞
Hin
zn+1
; Eα(z) =
+∞∑
n=−∞
Eα
n+~t·~α
zn+1+~t·~α
(3.123)
La stessa identica cosa vale per i modi right. Le condizioni al bordo per i fermioni dipendono da
quelle imposte ai loro partner bosonici, in modo da far tornare la periodicita` della supercorrente:
ξi(ze2pii) = eipiωξi(z) ; ξα(ze2pii) = e2pii(ω/2−~t·~α)ξα(z) (3.124)
che implicano le espansioni:
ξi(z) =
+∞∑
n=−∞
ξi
n+ 1−ω
2
zn+
1
2
+ 1−ω
2
; ξα(z) =
+∞∑
n=−∞
ξα
n+ 1−ω
2
+~t·~α
zn+
1
2
+ 1−ω
2
+~t·~α (3.125)
Lo stesso per i modi right. Immediatamente possiamo calcolare la costante bF associata all’or-
dinamento normale della parte fermionica (TF ) del tensore energia-impulso (ω2 = ω):
bF (~t, ω) = b˜F (~t, ω) =
rk G
16
ω2 +
1
2
∑
α>0
(ω
2
− ~t · ~α
)2
=
ω2
16
dimG+
1
2
∑
α>0
~t · ~α(~t · ~α− ω) (3.126)
Il conto si fa, al solito, sostituendo l’espansione in modi (3.125) in TF , dato dalla (3.118), ed
applicando 2LF0 = [L
F
1 , L
F−1] al vuoto.
Infine abbiamo bisogno di valutare bB(~t, ω), legato all’algebra di Virasoro associata alla parte
bosonica del tensore energia-impulso (TB). Inserendo l’espansione in modi (3.123) nelle OPE
(3.115) e nei seguenti
TB(z)Hi(w) = 1(z−w)2Hi(w) + ∂H
i(w)
z−w + reg. tensore di peso 1
TB(z)Eα(w) = 1(z−w)2Eα(w) + ∂E
α(w)
z−w + reg. tensore di peso 1
TB(z)TB(w) = kk+CV dimG
1
2(z−w)4 +
2T (w)
(z−w)2 +
∂T (w)
z−w + reg.
tensore di peso 2
modulo anomalia
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con TB dato dalla (3.118), otteniamo l’algebra:
[Him , Hjn] = k2mδn,−mδij[
Him , Eαn+~t·~α
]
= αiEα
m+n+~t·~α[
Eα
m+~t·~α , E
β
n+~t·~β
]
= N(α, β)Eα+β
m+n+~t·(~α+~β) se α+ β e` una radice[
Eα
m+~t·~α , E−αn−~t·~α
]
= ~α · ~Hm+n + 12k(m+
~t · ~α)δn,−m[
Lm , Hin
]
= −nHim+n[
Lm , Eαn+~t·~α
]
= −(n+ ~t · ~α)Eα
m+n+~t·~α
[Lm , Ln] = (m− n)Lm+n + k12(k + CV )dimG(m
3 −m)δn,−m + 2bBmδn,−m
(3.127)
La vera complicazione della parte bosonica, rispetto a quella fermionica, affonda le sue radici
nel fatto che per i bosoni la struttura di gruppo persiste. Lo si vede chiaramente a livello delle
OPE ((3.56) vs (3.64)): quelle dei bosoni hanno il pezzo con le costanti di struttura. Questo, a
sua volta, e` dovuto essenzialmente al fatto che i bosoni sono legati alle componenti interne della
forma di Maurer-Cartan originaria ΩA del group-manifold, mentre i fermioni alle sue componenti
esterne: nel momento in cui ci riduciamo alla slice θ = 0 del superspazio, l’espressione dei
momenti coniugati alle λA si semplifica notevolmente, dato che i numerosi termini dell’azione
che moltiplicano ζ vanno via.
L’algebra (3.127) risulta essere la somma semidiretta di un’algebra di Kacˇ-Moody twistata con
la realizzazione di Sugawara dell’algebra di Virasoro associata. Innanzitutto osserviamo che
l’algebra twistata e` isomorfa a quella non twistata (i.e. quando ~t = ~0); si puo` vedere, infatti,
che esse sono collegate dal cambio di base
Hˆin = Hin +
k
2
tiδn,0
Eˆαn = Eαn+~t·~α
Lˆn = Ln + ~t · ~Hn +
(
bB +
k
4
|~t|2
)
δn,0 (3.128)
dove le quantita` incappucciate soddisfano l’algebra non twistata e con bB = 0. Ci concentreremo,
dunque, sull’algebra non twistata per lo studio delle sue rappresentazioni.
Sia Φ il sistema di radici dell’algebra finita G e sia ρ la semisomma delle radici positive
~ρ =
1
2
∑
α>0
~α (3.129)
Sia ∆ una base di Φ, ∆ ≡ {αI}, αI radice semplice, I = 1, . . . , rk G. I pesi fondamentali λI di
una generica rappresentazione soddisfano la relazione di dualita`:
2~λI · ~αJ
|~αJ |2 = δ
I
J (3.130)
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Le rappresentazioni unitarie irriducibili di G sono in corrispondenza 1:1 con gli highest weight
~µ = nI~λI nI ∈ Z nI ≥ 0. Denotiamo con ϑ l’highest weight dell’aggiunta, cioe` l’highest root.
Estendendo G al caso ∞-dimensionale, guadagniamo due ulteriori generatori, che commutano
tra loro e con tutta la CSA: essi sono la carica centrale k/2 e l’operatore L0 dell’algebra di
Virasoro. Associamo gli step operator Eαn alle radici (~α, 0, n) e i generatori di Cartan Hin alle
radici (~0, 0, n). Ciononostante, il rango di G aumenta solo di una unita` (rk Gˆ = r+ 1) e le r+ 1
radici semplici sono:
αˆ0 = (−~ϑ, 0, 1) , αˆI = (~αI , 0, 0) (3.131)
Esse vivono in uno spazio vettoriale (r + 2)-dimensionale V che possiamo dotare del seguente
prodotto scalare lorentziano
∀ uˆ = (~u, p, n) ∈ V ∀ vˆ = (~v, q,m) ∈ V uˆ · vˆ = ~u · ~v + pm+ nq (3.132)
Data questa definizione, i pesi fondamentali di Gˆ sono chiaramente:
λˆ0 =
(
~0,
|~ϑ|2
2
, 0
)
, λˆI =
(
~λI ,
|~ϑ|2
2
mI , 0
)
(3.133)
dove mI sono interi, coefficienti dell’espansione di ~ϑ sulle ~αI (dual Coxeter numbers):
~ϑ
|~ϑ|2
=
rk G∑
I=1
mI~αI
|~αI |2 (3.134)
Allo stesso modo delle algebre finite, anche per queste estensioni le rappresentazioni unitarie
irriducibili sono in corrispondenza biunivoca con gli highest weight µˆ tali che
µˆ = n0λˆ0 + nI λˆI (n0, nI ≥ 0) (3.135)
La sua struttura e`:
µˆ = (~µ,
k
2
, 0) (3.136)
dove ~µ = nI~λI e` un highest weight della G finita e k/2 e` la carica centrale della sua estensione
di Kacˇ-Moody. Allora, dovra` valere che
k
|~ϑ|2
= (n0 + nImI) ∈ Z (3.137)
Inoltre, la condizione che sia n0 ≥ 0 impone µˆ · αˆ0 ≥ 0, cioe`
~µ · ~ϑ ≤ k
2
(3.138)
Vale a dire, l’highest weight ~µ identifica la rappresentazione irriducibile di G generata dal mul-
tipletto degli stati di vuoto, annichilati da tutte le JAn con n > 0: le J
A
0 ruotano questi stati tra
loro e per questo essi formano una rappresentazione per i modi zero; le Hi0, d’altro canto, for-
niscono gli autovalori (pesi) e la dimensione della rappresentazione e` il numero di pesi ν ∈ {µ}
(insieme dei pesi appartenenti alla rappresentazione irriducibile individuata da µ; ognuno di
questi ν e` un funzionale sugli Hi0). Ma c’e` di piu`: ad ogni livello k, c’e` sempre un numero finito
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di tali rappresentazioni irriducibili, per via della (3.138). Il multipletto degli stati di vuoto e`
definito da:
L0|ν, µˆ〉 = Cg(µ)
k + CV
|ν, µˆ〉
~H0|ν, µˆ〉 = ~ν|ν, µˆ〉
Eαn |ν, µˆ〉 = 0 n > 0
~En|ν, µˆ〉 = ~0 n > 0 (3.139)
dove Cg(µ) e` il Casimir di G corrispondente alla rappresentazione individuata da µ (la sua
presenza e` dovuta al fatto che LB0 ∼ 1k+CV JA0 JA0 ):
Cg(µ) = ~µ · (~µ+ 2~ρ) (3.140)
Ovviamente, l’intero multipletto degli stati di vuoto e` generato dall’azione di E−α0 (α > 0)
sull’highest state |µ, µˆ〉, che soddisfa l’ulteriore condizione:
Eα0 |µ, µˆ〉 = 0 (α > 0) (3.141)
Saremo interessati piu` specificamente all’algebra di Kacˇ-Moody di SU(2), nel qual caso il rango
di G e` 1, abbiamo una sola radice positiva (che quindi e` anche semplice), che normalizzeremo
ad avere lunghezza quadra 2: percio` α =
√
2. Il peso fondamentale e` λ = 1/
√
2 e ρ =
√
2/2.
Scriviamo un highest weight cos`ı:
µ = 2Jλ =
2J√
2
=
√
2J = Jα 2J ∈ Z (3.142)
J si chiama isospin. Siccome ϑ = α, allora ad un dato livello k, le rappresentazioni ammesse
saranno tali che 2J ≤ k/2⇒ J ≤ k/4, cioe`:
J =
k
4
, J =
k
4
− 1
2
, J =
k
4
− 1 , . . . , J = 0 (3.143)
Per esempio, al livello k = 4, abbiamo J = 1, 1/2, 0. Il Casimir diventa Cg(J) = 2Jλ(2Jλ+2ρ) =
2J(J + 1). Cos`ı13
L0|J, (J, k2 , 0)〉 =
2J(J + 1)
k + 4
|J, (J, k
2
, 0)〉 (3.144)
Al solito, al fine di calcolare la costante d’ordinamento, partiamo dalla relazione:[
LB1 , L
B
−1
]
= 2LB0 + 2b
B (3.145)
Se |0〉 e` un vuoto (highest state) dell’algebra di Virasoro, con peso h, sara` definito dalle formule:
L0|0〉 = h|0〉 , Ln|0〉 = 0 n > 0 (3.146)
Sara` percio`
‖L−1|0〉‖2 = 〈0|L1L−1|0〉 = 2(h+ bB) =⇒ bB = 12 ‖L−1|0〉‖
2 − h (3.147)
13CV e` il Cg per l’aggiunta, cioe` Cg(
√
2).
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essendo
Ln =
∮
zn+1
dz
2pii
TB(z) (3.148)
Nel caso dell’algebra non twistata, ~t = ~0 e gli highest state |ν, µˆ〉 soddisfano la definizione di
vuoto di Virasoro (3.146) con hˆ = Cˆg
k+CˆV
. Prendiamo ora la rappresentazione banale (singoletto)
per i modi zero (~µ = ~0), che e` compatibile con qualsiasi valore di k; in questo caso, troviamo:
Lˆ−1|0, (~0, k2 , 0)〉 = 0 (3.149)
il che e` possibile grazie al fatto che esso e` l’unico stato in tale rappresentazione ed e` percio`
annichilato sia dagli operatori di distruzione Eα0 , che da quelli di creazione E−α0 (α > 0); inoltre,
ha anche autovalore nullo rispetto al Cartan ~H0 (~ν = ~0); pertanto e` annichilato da tutto Lˆ−114.
Allora, dal momento che Cˆg(0) = 0,
bˆB(~t = ~0) = 0 (3.150)
Il caso twistato, invece, non e` cos`ı liscio, proprio perche´ ora l’indice di moding puo` non essere
intero, dando origine ad uno stato L−1|0〉 a norma non nulla. Scriviamo la definizione del
multipletto di stati di vuoto in questa circostanza:
Lt0|νt, µˆt〉 =
Ctg(µ
t)
k + CV
|νt, µˆt〉
~Ht0|νt, µˆt〉 = ~νt|νt, µˆt〉
Eα
n+~t·~α|νt, µˆt〉 = 0 n+ ~t · ~α > 0
~Htn|νt, µˆt〉 = 0 n > 0
Eα⊥0 |µt, µˆt〉 = 0 se α⊥ > 0 highest weight state (3.151)
dove α⊥ sono le radici ortogonali al vettore di twist. La ragione di questa limitazione alle radici
ortogonali sta nel fatto che, in generale, ~t · ~α non e` un intero, e percio` n ± ~t · ~α non puo` mai
essere nullo a meno di non prendere α⊥ e n = 0. L’isomorfismo (3.128) fissa il vettore ~µt:
~µ = ~µt +
1
2
k~t (3.152)
e lo stato |µ, µˆ〉 = |µt + kt/2, µˆ〉 e` un buon highest state per l’algebra non twistata. Scriviamo
ora esplicitamente l’espressione di Lt0:
Lt0 =
1
k + CV
+∞∑
n=−∞
:
{
~H−n · ~Hn +
∑
α>0
(
Eα−n+~t·~α E−αn−~t·~α + E
−α
−n−~t·~α E
α
n+~t·~α
)}
: (3.153)
e, di nuovo, scegliamo la rappresentazione banale ~µ = ~0 (che e` sempre possibile) per i modi zero
non twistati. Questo implica la scelta della rappresentazione individuata da ~µt = −k~t/2 per i
modi zero twistati. Cos`ı, otteniamo:
Lt0
∣∣∣∣−kt2 ,
(
−k~t
2
,
k
2
, 0
)〉
︸ ︷︷ ︸
|0〉
=
1
k + CV
k2|~t|2
4
∣∣∣∣−kt2 ,
(
−k~t
2
,
k
2
, 0
)〉
(3.154)
14Infatti, Lˆ−1 ∼ : Hˆ−1−nHˆn + Eˆ−1−nEˆn : che, essendo n intero, ha sempre un distruttore a destra.
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in cui ha contribuito solo il pezzo con i modi zero dei Cartan, grazie alla cruciale osservazione
che
0 ≤ |∆ω| = |~t · ~α| < 1 (3.155)
Consideriamo ora Lt−1 sullo stesso stato, che per brevita` abbiamo chiamato |0〉; adesso esso sara`
diverso da zero (prendo ~t · ~α > 0):
Lt−1|0〉 =
1
k + CV
2 ~H−1 · ~H0 +
∑
α>0
Eα−1+~t·~α E−α−~t·~α︸ ︷︷ ︸
viene da n = 0
+ E−α−~t·~α E
α
−1+~t·~α︸ ︷︷ ︸
viene da n = −1

 |0〉 (3.156)
Chiamando ~ρ‖ la semisomma delle radici positive non ortogonali a ~t, questa relazione si puo`
riscrivere cos`ı (cfr. la quarta delle (3.127)):
Lt−1|0〉 = −
1
k + CV
(k~t+ 2~ρ‖) · ~H−1|0〉 (3.157)
e allora (cfr. la prima delle (3.127)):∥∥Lt−1|0〉∥∥2 = 12k 1(k + CV )2 |2~ρ‖ + k~t|2 (3.158)
Quindi, finalmente, per la precedente, la (3.147) e la (3.154)
bB =
1
4
k
k + CV
{
1
k + CV
|2~ρ‖ + k~t|2 − k|~t|2
}
(3.159)
Mettendo tutto insieme ((3.126) e (3.159)), abbiamo:
b(G, k) ≡ bF + bB = ω
2
16
dimG+
1
2
∑
α>0
~t · ~α(~t · ~α− ω) + 1
4
k
k + CV
{
1
k + CV
|2~ρ‖ + k~t|2 − k|~t|2
}
(3.160)
Riesumando anche i risultati (3.106) e (3.112), l’espressione finale per le intercette e`:
α(ω) = α˜(ω) =
1
2
(ω
4
− 1
)
+
n∑
i=1
[
ω2
16
dimGi +
1
2
∑
α>0
~ti · ~αi(~ti · ~αi − ω) + bBi
]
(3.161)
che useremo per indagare la questione dell’esistenza di fermioni di spazio-tempo a massa nulla.
3.2.2 Fermioni massless di spazio-tempo
In Minkowski, abbiamo che
LM40 =
p2
2
+NM4 (3.162)
dove pµ e` il 4-momento e NM4 e` l’operatore numero (definito positivo!!). Nel settore interno,
invece,
L
(G,k)
0 =
Ctg(µ
t)
k + CV
+N (G,k) (3.163)
dove
Ctg(µ
t) = ~µt · (~µt + 2~ρ⊥) (3.164)
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essendo ~ρ⊥ la semisomma delle radici positive ortogonali a ~t. Nota che il pezzo in ~ρ⊥ prima
non c’era (infatti veniva |~µt|2 nella (3.154)) perche´ avevamo preso il singoletto ~µ = ~0 ⇒ ~µt =
−k~t/2⇒ ~ρ⊥ ⊥ ~µt. Ma, in generale, ~µt e` dato dalla (3.152). ~ρ⊥ viene comunque dal pezzo negli
E0, che contribuisce (chiaramente) solo quando ~t · ~α = 0 (per far diventare 0 l’indice di moding).
Scrivendo
N ≡ NM4 +N (G,k) (3.165)
l’equazione di mass-shell (3.84) diventa:
p2
2
+N = −m
2
2
+N ≡ −∆m2(ω) = −α(ω)−
n∑
i=1
(
Ctg(µ
t)
k + CV
)
i
(3.166)
e analogamente per i modi right.
Ora, siccome i fermioni si trovano nel settore di Ramond di spazio-tempo, prendiamo ω = 1 ed
imponiamo la condizione di massa nulla (i.e. p2 = 0); la condizione necessaria per cui esistano
tali particelle e`:
∆m2(1) ≤ 0 (3.167)
cioe` sia una quantita` non positiva.
Applichiamo tutto questo al caso di SU(2). Scriviamo il vettore di twist nella forma:
t = qλ 0 < q < 1 λ =
1√
2
(3.168)
Siccome SU(2) ha un diagramma di radici unidimensionale, ρ = ρ‖ e ρ⊥ = 0; inoltre, µ = 2Jλ.
Ricaviamo ora un’espressione piu` manegevole di α(ω), usando la relazione (3.83). Aggiungiamo
e sottraiamo alla (3.161) la quantita` 38ω, una volta scritta cos`ı (per far diventare il primo termine
1
2(ω − 1)) e l’altra volta scritta come
n∑
i=1
(
ki
ki + CVi
+
1
2
)
dimGi
24
ω2
cos`ı facendo, si ottiene:
α(ω) =
1
2
(ω − 1) +
n∑
i=1
{(
CVi
ki + CVi
)
dimGi
24
ω2 +
1
2
∑
α>0
~ti · ~αi(~ti · ~αi − ω) + bBi
}
(3.169)
Cos`ı, nel settore di Ramond, il primo pezzo va via e
∆m2(1) = α(1) +
n∑
i=1
(
Ctg(µ
t)
k + CV
)
i
(3.170)
diventa una somma di n pezzi, relativi agli n fattori semplici Gi:
∆m2(1) =
n∑
i=1
∆m2Gi(ki,~ti, ~µi) (3.171)
Vediamo ora cosa diventa ∆m2SU(2)(k, t = qλ, µ = 2Jλ).
∆m2SU(2)(k, q, J) =
1
2(k + 4)
+
q(q − 1)
2
+
k
4(k + 4)
[
1
k + 4
(√
2 +
kq√
2
)2
− kq
2
2
]
+
+
1
k + 4
(√
2J − kq
2
√
2
)2
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che, con un po’ di algebra, si puo` riscrivere:
∆m2SU(2)(k, q, J) =
4
k + 4
k + 2k + 42
(
q√
2
−
√
2
4
)2
+
1
2
(
J − kq
4
)2 (3.172)
Da qui si vede palesemente che questa quantita` e` sempre strettamente positiva, tranne quando
q =
1
2
e J =
k
8
(3.173)
dove si annulla, e quindi diventa accettabile. Questo e` possibile solo se k e` un multiplo di 4.
Dando un’occhiata alla lista dei GT accettabili data all’inizio di questa sezione, tra quelli fatti
solo di SU(2) (ed eventualmente di U(1)), possiamo tenere 1), 2), 3), 4), 7), 11), ma dobbiamo
buttare via 8), 9), 10), 14). Con un’analisi analoga, fatta per gli altri due gruppi rilevanti, SU(3)
e SO(5), si arriva al seguente risultato:
∆m2SU(3,5) ≥ 0 = 0 ⇐⇒ µ =
k
6
(λ1 + λ2) (3.174)
cioe` k deve essere un multiplo di 6. Questo permette di scartare tutte le soluzioni che contengono
tali gruppi.
Twist simmetrici
Siamo cos`ı ricondotti a studiare l’algebra di Kacˇ-Moody di SU(2) twistata con q = 1/2. In
questo caso, la (3.121) significa N¯ = 2 e cioe`:
B(γ)upslopeZSU(2) = Z2 (3.175)
vale a dire un gruppo formato da γ e dall’identita`, visto che γ2 ∈ ZSU(2). Questo twist si
definisce “simmetrico”.
Parlando in generale, la matrice Γ diventa un’involuzione (Γ2 = I) e, quale automorfismo di G,
induce la decomposizione ortogonale
G = H+K , [H , H] = H , [H , K] = K , [K , K] = H (3.176)
dove H e` l’autospazio relativo all’autovalore 1 di Γ e K e` quello relativo all’autovalore −1. Per
scrivere l’algebra di Kacˇ-Moody, distinguiamo tra i generatori in H (con moding intero) e quelli
in K (con moding semiintero), operando il seguente spezzamento di indici:
A = (i, α) dove A ∈ G , i ∈ H , α ∈ K
In questo modo, dalla (3.55):
[
J in , J
j
m
]
= if ijkJkn+m +
kn
2
δn,−mδij[
J in , J
α
m+ 1
2
]
= if iαβJβ
n+m+ 1
2[
Jα
n+ 1
2
, Jβ
m+ 1
2
]
= ifαβkJkn+m+1 +
1
2
k
(
n+
1
2
)
δn,−m−1δαβ (3.177)
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e la costruzione di Sugawara per gli operatori di Virasoro associati fornisce:
Lm =
1
k + CV
+∞∑
n=−∞
:
(
J im−nJ
i
n + J
α
m−n− 1
2
Jα
n+ 1
2
)
: (3.178)
Il contributo al fattore Ctg(µ
t) proviene adesso solo dal pezzo di H-algebra, perche´ e` l`ı che si
trovano tutti i modi interi e dunque le radici ortogonali a ~t.
Ora scendiamo nel caso particolare di SU(2) twistato simmetricamente, e troviamo dalla
(3.172)
bB =
k
8(k + 4)
(3.179)
Inoltre, in questo caso, la sottoalgebra H e` l’algebra del gruppo compatto U(1), generato da una
sola delle tre correnti di SU(2), convenzionalmente J3; pertanto, dalla decomposizione (3.176),
si evince la presenza di uno spazio simmetrico compatto isomorfo ad una 2-sfera:
SU(2)
U(1)
∼ SO(3)
SO(2)
∼ S2 (3.180)
Siamo dunque ricondotti a studiare SU(2)-Kacˇ-Moody-algebre, simmetricamente twistate.
E` utile fare qui ancora una piccola osservazione. Nelle nostre ipotesi, deve essere t ≡ qλ = 1
2
√
2
e µ = kt/2 ≡ Jα ⇒ J = k/8; cioe`, siamo vincolati a prendere k multipli di 4. Ma allora
l’espressione (3.70) dell’anomalia conforme dell’algebra di Virasoro associata (destra o sinistra
e` lo stesso) diventa:
c = c˜ =
k
k + CV
dimG+
dimG
2
=
4n
4n+ 4
dimG+
dimG
2
(3.181)
Se prendiamo il primo valore accettabile per k (n = 1), otteniamo la carica centrale di un sistema
di fermioni liberi nell’aggiunta di SU(2)⊗ SU(2):
c = c˜ =
1
2
dimG+
1
2
dimG = dimG = 3 (3.182)
3.2.3 Invarianza modulare
Siamo pronti ora a considerare l’altra grande questione, la cancellazione delle anomalie globali
sul worldsheet: quest’ultima e` equivalente alla richiesta dell’invarianza modulare delle ampiezze
di stringa ad un qualsiasi numero di loop.
Nel momento in cui noi cancelliamo l’anomalia conforme (la carica centrale dell’algebra di
Virasoro), la teoria diventa automaticamente invariante sotto trasformazioni conformi anche a
livello quantistico. Grazie a questa invarianza, le ampiezze non dipenderanno dalla scelta del-
la metrica di worldsheet, ma solo dalla sua classe conforme15. Percio`, la ridondanza data dal
gruppo di gauge diff ×Weyl del worldsheet si e` ridotta, grazie al gauge fixing, ad un numero
di gradi di liberta` (i moduli, per l’appunto) che dipende dalla geometria del worldsheet16.
Tuttavia, non e` finita qua. C’e` ancora una ridondanza residua; questa volta, pero`, non gia` a
livello locale, bens`ı globale: essa ha a che fare con le condizioni al bordo dei campi di worldsheet,
15In altri termini, l’integrale funzionale su gαβ si riduce a quello sullo spazio dei moduli.
16Zero nel caso della sfera, su cui tutte le ampiezze risultano fissate, 2 nel caso del toro, −3χ = 6g − 6 nel caso
di superfici di genere maggiore, per il teorema di Riemann-Roch.
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il cui insieme puo` essere visto come una sezione di un fibrato. Tali ulteriori parametri liberi
(le condizioni al bordo) fissano la sezione del fibrato, ma, a loro volta, per essere fissati, hanno
bisogno della specificazione di una base di omologia sulla superficie di Riemann. Percio`, la fun-
zione di partizione verra` a dipendere dalla base scelta e dalle condizioni al contorno dei campi su
questa base. Il gruppo che ruota tra loro queste possibili scelte globali e`, in generale, Sp(2g,Z).
L’invarianza sotto di esso la otteniamo banalmente con una somma di diversi termini, ognuno
dei quali corrispondente ad un dato set di condizioni al bordo, pesati con opportuni coefficienti:
sebbene ciascun termine non sia Sp(2g,Z)-invariante, la somma puo` esserlo! In particolare, nel
caso di fibrati spinoriali (in cui, appunto, le sezioni sono costituite da insiemi di campi spinoria-
li), essi sono individuati da una colonna di zero ed uno (elementi di Z2), fatta di 2g posti, che
definiscono la periodicita` del campo lungo ciascuno dei 2g cicli di omologia, che formano la base
della superficie. Questa colonna si chiama struttura di spin, e di queste strutture ce ne sono
ovviamente 22g. Ad esempio, nel toro, g = 1, la struttura di spin e` una coppia di numeri,
[
a
b
]
,
che specifica completamente il comportamento dello spinore dopo aver compiuto un giro sui due
caratteristici cicli della superficie. Fortunatamente, si dimostra che le strutture di spin sono in
corrispondenza 1:1 con la caratteristica delle funzioni theta di Riemann, in termini delle quali
riusciamo a scrivere la funzione di partizione, che, in questo modo, viene ad avere proprieta` di
trasformazione note sotto il gruppo modulare.
E` chiaro, pertanto, che ciascun invariante modulare multiloop fornisce un modello di super-
stringa consistente. Ora, esiste un risultato estremamente interessante, secondo il quale tale
invariante puo` essere scritto come combinazione lineare di funzioni di partizione invarianti ad
un loop (per cui il gruppo modulare e` PSL(2,Z)), con degli opportuni coefficienti dipendenti
ovviamente dalle condizioni al bordo. In particolare, vedremo che l’intero risultato puo` esse-
re reinterpretato come una traccia sullo spazio di Fock dell’operatore di evoluzione temporale
exp(2piiτ(L0+α)) moltiplicato da uno specifico proiettore di GSO generalizzato, che determina
cos`ı lo spettro degli stati fisici.
Quindi, riassumendo, ad ogni invariante modulare multiloop corrisponde una precisa combina-
zione lineare di invarianti ad un loop che, a sua volta, determina biunivocamente un proiettore
GSO che, infine, isola un ben definito spettro dallo spazio di Fock e dunque da` luogo ad un
modello di stringa consistente a livello quantistico. Il settore massless di questo spettro, come
vedremo in dettaglio, conduce al contenuto in campi di una teoria di supergravita` eventualmente
accoppiata a dei convenienti multipletti di materia.
La funzione di partizione ad un loop17, nel caso di stringa fermionica 10-dimensionale, e`
naturalmente scritta in termini di funzioni theta, che hanno una dipendenza tale dalle condizioni
di bordo da trasformare semplicemente sotto il gruppo modulare. Per la superstringa in 10
dimensioni si ha, infatti:
F (10)
[
ω
ω′
]
(τ) = (Im τ)−4|η(τ)|−16
ϑ
[
ω
ω′
]
(0|τ)
η(τ)

4
(3.183)
dove
[
ω
ω′
]
e` la struttura di spin dei fermioni ψµ; η e` la funzione di Dedekind.
Tuttavia, noi abbiamo a che fare con superstringhe in 4 dimensioni, che, come abbiamo visto, non
17Si tratta dell’ampiezza vuoto-vuoto, senza inserzioni di operatori di vertice: un esempio e` l’emissione ed il
riassorbimento di una stringa chiusa.
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sono necessariamente fermioniche, a causa della presenza del campo di WZW. Ciononostante,
il conto euristico e qualitativo fatto sulle cariche centrali alla fine della sottosezione precedente
e` un indizio che lascia ben sperare su una possibile riformulazione della teoria in termini di soli
fermioni liberi o, per lo meno, su una sua eventuale fermionizzazione. La comoda caratteristica
dell’approccio fermionico rispetto all’invarianza modulare, pero`, si scontra con l’interpretazione
geometrica della teoria in termini di un modello sigma su una varieta` liscia. In generale, un’azio-
ne di stringa fermionica esiste solo nella gauge superconforme, e non si puo` vedere come forma
gauge-fissata di un’azione di worldsheet localmente supersimmetrica. D’altro canto, l’introdu-
zione di campi di background e la derivazione di lagrangiane effettive e` molto piu` facilitata se si
dispone di un’interpretazione di modello sigma descrivente la stringa che propaga su una certa
varieta`. L’approccio geometrico di group-manifold dato finora, invece, evita in maniera naturale
questi problemi: percio` bisogna indagare in questo contesto la questione dell’invarianza modula-
re. Qui la funzione di partizione contiene, oltre ai determinanti funzionali dei fermioni, anche i
caratteri delle algebre di Kacˇ-Moody coinvolte, che giocano il ruolo di determinanti dei campi di
WZW. In altre parole, e` possibile definire l’analogo delle strutture di spin per i bosoni di gruppo,
che si sistemino su orbite del gruppo modulare, e da qui costruire gli invarianti modulari, tenen-
do conto anche delle strutture di spin vere e proprie. Raggiungeremo questo risultato tramite
un processo che va sotto il nome di fermionizzazione di GNO: a livello quantistico, le correnti
di Kacˇ-Moody dell’algebra di Lie G di livello k possono essere sostituite da bilineari di nuovi
campi fermionici, χ(z) (χ˜(z¯)), chiamati “fake fermions”, che trasformano sotto un’opportuna
rappresentazione Rχ. E` stato dimostrato che il tensore energia-impulso di Sugawara coincide
con quello dei fake fermion se e solo se esiste un gruppo GF ⊃ GT (gruppo di fermionizzazione)
tale che {
GFupslopeGT sia uno spazio simmetrico
adj GF = adj GT ⊕Rχ (3.184)
In realta`, possiamo immediatamente conoscere la dimensione di Rχ: basta eguagliare l’anomalia
conforme delle correnti di Kacˇ-Moody con quella portata dai fermioni χ che le sostituiscono:
1
2
Rχ = k
k + CV
dimG (3.185)
Ad esempio, prendiamo G = SU(2)k=20; sara` dimRχ = 5. Questa rappresentazione corrisponde
a J = 2 di isospin, cioe` alla simmetrica-traceless di SU(2) ∼ SO(3); lo spazio simmetrico sara`
SU(3)/SO(3), tant’e` che
adj SU(3) = adj SU(2) ⊕ Rχ
⇓ ⇓ ⇓
8
SO(3)
= 3 ⊕ 5
Piu` precisamente, sostituiamo alle correnti di Kacˇ-Moody JA(z) i bilineari fermionici:
JA(z) = RAij : χi(z)χj(z) : (3.186)
dove RAij sono i generatori di GT nella rappresentazioneRχ. La supercorrente si potra` riscrivere
cos`ı (trilineare nei fermioni):
G(z) = cost · fΛΣΠ : µΛ(z)µΣ(z)µΠ(z) : (3.187)
dove
fΛΣΠ =
(
fABC ,
1
k
RAij
)
(3.188)
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sono le costanti di struttura di GF e
µΛ(z) =
{
λA(z), χi(z)
}
(3.189)
e` il multipletto di fermioni liberi nell’aggiunta di GF . La convenzione sugli indici e`: Λ→ adj GF ,
A→ adj GT , i→ Rχ.
A livello locale la storia finisce qui, e potremmo gia` ricavare i modelli di stringa fermionica.
Ma nessuno ci dice che un twist arbitrario dell’algebra di Kacˇ-Moody sia consistente con quello
indotto dalle condizioni al bordo dei fake fermion: percio`, un’estensione globale della teoria
sull’intero worldsheet sembra in pericolo. Fortunatamente, c’e` un caso in cui questo e` possibile:
la SU(2)k=4, fermionizzabile come sottogruppo diagonale di GF = SU(2) ⊗ SU(2),18 con Rχ
consistente col twist simmetrico associato alla sfera S2. Questo significa che, nella lista di
soluzioni date per GT all’inizio della presente sezione, dobbiamo restringerci alle prime quattro
possibilita`. Il nostro target space sara`:
Mtarget =M4 ⊗
3−p∏
i=1
(
B˜ \SU(2) /B
)
i
⊗ [U(1)]2p 0 ≤ p ≤ 3 (3.190)
con γ ∈ Bi tale che γ2 ∈ ZSU(2). Si puo` dimostrare che l’unico valore di p compatibile con l’esi-
stenza di una supersimmetria N = 1 di target space e` p = 0, nel qual caso non ci sono sottospazi
toroidali (l’opposto di p = 3, in cui la compattificazione delle 6 dimensioni e` completamente
toroidale).
3.3 Fermionizzazione
Prendiamo dunque
Mtarget = M4 ⊗ SU(2)3 (3.191)
e focalizziamoci sul worldsheet di genere 1 (toro), il cui modulo (complesso) sia τ . Definita la
quantita`
q = e2piiτ (3.192)
il contributo ad un loop della costante cosmologica e`:
Λ(1) =
∫
T 2
e−S
class
∏
campi
D(φ) =
∑
bc
Cbc
∫
dqdq¯
qq¯ log qq¯
T rbc
(
qL0+αq¯L˜0+α˜
)
(3.193)
dove L0 e L˜0 sono i generatori di Virasoro completi (inclusi i (super)ghost) e α e α˜ sono le costanti
di ordinamento.
∑
bc indica la somma sulle condizioni al bordo dei vari campi di worldsheet
coinvolti nel calcolo della traccia dell’evolutore temporale sullo spazio di Fock. L’invarianza
modulare ci dira` esplicitamente quanto devono valere i pesi Cbc. L’integrale sullo spazio dei
moduli si puo` riscrivere cos`ı:
Λ(1) =
∫
d2τ
(Im τ)2
(Im τ)
2−d
2 |η(τ)|2(2−d)Z(τ) Z(τ) =
∑
bc
CbcZbc(τ) (3.194)
dove, nel nostro caso, d = 4 e il contributo bosonico degli Xµ e dei ghost e` stato separato da
tutto il resto, inglobato in Zbc(τ). Questo e` stato fatto ovviamente perche´ condizioni al bordo
18adj SU(2)2 = 6 = 3+ 3 = adj SU(2)⊕Rχ.
3.3. FERMIONIZZAZIONE 73
non banali sono una peculiarita` solo dei fermioni e dei bosoni di gruppo; Xµ e i ghost conformi
hanno sempre le stesse condizioni al bordo e non possono contribuire al sorgere di eventuali
anomalie globali.
Investighiamo ora sulle proprieta` dell’integrando nella (3.194) rispetto alle trasformazioni di
PSL(2,Z), che, come e` noto, sono generate da:
S : τ −→ τS = −1/τ
T : τ −→ τT = τ + 1 (3.195)
Innanzitutto, la misura di Weil-Peterson d
2τ
(Im τ)2
e` invariante modulare; e` facile vedere che anche
la combinazione (Im τ)
2−d
2 |η(τ)|2(2−d) e` invariante sotto PSL(2,Z), se si fa uso delle ben note
leggi di trasformazione della funzione di Dedekind:{
η(τ + 1) = eipi/12η(τ)
η(−1/τ) = (−iτ)1/2η(τ) (3.196)
Da quanto detto, emerge che Z(τ), a sua volta, deve essere un invariante modulare. Studiamone
un addendo, Zbc, nel nostro caso particolare (p = 0):
Zbc = Z
left
{Ji}
[
ω, {αi}
ω′, {βi}
]
(τ)Zright{J¯i}
[
ω˜, {α˜i}
ω˜′, {β˜i}
]
(τ¯) (3.197)
dove le funzioni di partizione left e right sono definite da:
Z left{Ji}
[
ω, {αi}
ω′, {βi}
]
(τ) =
ϑ
[
ω
ω′
]
(0|τ)
η(τ)

5/2
·
3∏
i=1

ϑ
[
ω − αi
ω′ − βi
]
(0|τ)
η(τ)
BJi
[
αi
βi
]
(τ)
 (3.198)
analoga espressione per la parte dei modi right.
Prima di commentare i vari fattori, e` opportuno richiamare il collegamento esistente tra le
funzioni ϑ con caratteristica e il determinante dell’operatore di Dirac sul toro (i.e. la funzione
di partizione). La funzione theta di Riemann senza caratteristica e` data da:
ϑ(ν|τ) =
+∞∑
n=−∞
qn
2/2e2piinν (3.199)
mentre quella con caratteristica e`:
ϑ
[
a
b
]
(ν|τ) = exp
[
2pii
(
a2
8
+
a
2
ν +
ab
4
)]
ϑ
(
ν +
a
2
τ +
b
2
∣∣∣∣ τ) (3.200)
Sia ora Λ(z) uno spinore di Majorana di worldsheet, la cui condizione al bordo spacelike (i.e.
l’essere di NS o di R) e` specificata da un numero a ∈ Z2 tale che
Λ(ze2pii) = eipiaΛ(z) (3.201)
L’operatore di Virasoro associato e`:
La0 =
1
2
+∞∑
n=−∞
(
n+
1− a
2
)
: Λ−n− 1−a
2
Λn+ 1−a
2
: (3.202)
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Accanto ad esso, uno puo` definire anche l’operatore numero fermionico:
F a =
1
2
+∞∑
n=−∞
: Λ−n− 1−a
2
Λn+ 1−a
2
: (3.203)
Facendo ricorso alla rappresentazione delle theta sotto forma di un prodotto infinito, si puo`
dimostrare la seguente uguaglianza:
det24 a
b
35(∂¯) ≡ Tr exp
{
2pii
[
La0 −
1
48
+
a2
16
]
τ + ipibF a
}
=
[
ϑ(0|τ)
η(τ)
]1/2
(3.204)
dove b e` un altro elemento di Z2, che specifica la condizione al bordo timelike del fermione Λ.
Il termine −1/48 proviene dall’anomalia conforme −c/24 (c = 1/2 per Λ), e a2/16 e` l’intercetta
(costante di ordinamento normale). La caratteristica
[
a
b
]
della funzione theta, allora, altri
non e` che la struttura di spin di Λ:
Λ(σ1 + 2pi, σ2) = eipiaΛ(σ1, σ2)
Λ(σ1, σ2 + 2pi) = eipibΛ(σ1, σ2)
(3.205)
Passiamo adesso a commentare la struttura di Z left.
[
ω
ω′
]
(ω, ω′ ∈ Z2) e` la struttura di
spin di ψµ, cioe` dei fermioni di worldsheet con indice spazio-temporale. Per consistenza con
la periodicita` della supercorrente, la stessa struttura di spin deve essere assegnata anche ai
superghost e a tre dei nove fermioni di gruppo λAi , partner delle tre correnti non twistate (una
per ogni SU(2)); in tutto, quindi, 5 contributi netti (4+3 da ψµ e λAi , −2 dai superghost), di
qui la ragione dell’esponente 5/2. Scriviamo, infatti, la supercorrente, richiamando le (3.68) e
(3.80):
G(z) =
√
2eipi/4 :
[
Pµ(z)ψµ(z) +
1√
2
3∑
i=1
(
λAi (z)J
A
i (z) +
2
√
2
3
ABCλAi (z)λ
B
i (z)λ
C
i (z)
)]
:
(3.206)
dove l’algebra della SU(2)k=4 e` codificata dalla seguente espressione:19
JAi (z)J
B
i (w) =
2δAB
(z − w)2 + i
√
2ABCJCi (w)
z − w + reg. (3.207)
Nel contesto di un twist simmetrico, la decomposizione ortogonale (3.176) dell’algebra si puo`
realizzare identificando le J3i con i generatori degli U(1) non twistati e le J
1,2
i con gli elementi
residui di Ki. Cos`ı:
J3i (ze
2pii) = J3i (z) ,
{
J1i (ze
2pii) = eipiαiJ1i (z)
J2i (ze
2pii) = eipiαiJ2i (z)
αi ∈ Z2 (3.208)
Se scegliamo αi = 0, e` come se avessimo preso Γ ≡ I, ed otteniamo un’algebra non twistata.
Con αi = 1, invece, Γ = e3 per l’i-esimo SU(2), dove e3 ∈ SO(3) e`:
e3 =
 −1 0 00 −1 0
0 0 1
 (3.209)
19Cfr. (3.56), con fABC =
√
2ABC .
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Chiaramente, al posto di e3 si poteva scegliere
e1 =
 1 0 00 −1 0
0 0 −1
 oppure e2 =
 −1 0 00 1 0
0 0 −1
 (3.210)
cambiando la scelta della corrente non twistata. Questa scelta, ovviamente, puo` essere diversa
per ognuno dei tre gruppi SU(2) coinvolti: ciascuna di esse, se compatibile con l’invarianza mo-
dulare, dara` luogo ad una teoria con uno specifico numero di supersimmetrie di target space. Da
qui deriva il fatto che i tre λAi (z), che nella supercorrente moltiplicano le tre correnti periodiche
di Kacˇ-Moody, devono avere la stessa struttura di spin di ψµ, i.e.
[
ω
ω′
]
.
Ma che ne e` degli altri sei fermioni di gruppo? Se
[
αi
βi
]
e` la “struttura di spin” della coppia
di correnti twistate dell’i-esimo SU(2), per consistenza, la corrispondente coppia di λAi deve
avere struttura di spin
[
ω − αi
ω′ − βi
]
; questo spiega le successive funzioni theta della (3.198). Con
BJ
[
α
β
]
(τ), invece, si intende la funzione di partizione bosonica associata all’algebra di Kacˇ-
Moody SU(2)k=4 con struttura di spin
[
α
β
]
e stato di vuoto nella rappresentazione di SU(2)
di isospin J (i cui valori permessi sono 0, 1/2, 1). Il pezzo right e` assolutamente analogo.
Ma analizziamo piu` da vicino il fattore BJ
[
α
β
]
, con l’aiuto della teoria dei caratteri di
un’algebra di Kacˇ-Moody. Sia Λ(µ) una rappresentazione irriducibile unitaria individuata dal-
l’highest weight µ, e sia (~λ, k/2,−n) ∈ Λ(µ) un tipico peso appartenente ad essa, dove n e`
l’autovalore dell’operatore numero
N = L0 − ~µ · (~µ+ 2~ρ)
k + CV
(3.211)
che specifica il livello di energia dello stato. Se l’algebra e` priva di twist, n e` un numero naturale.
Siano ora ~ν un vettore complesso rk G-dimensionale, τ e t due parametri complessi. Il carattere
della rappresentazione irriducibile Λ(µ) e` definito dalla funzione complessa:
chΛ(µ)(~ν, τ, t) ≡
∑
λ∈Λ(µ)
multΛ(λ) · exp
[
2pii
(
nτ + ~ν · ~λ+ kt
2
)]
(3.212)
dove multΛ(λ) denota la degenerazione del peso λ in Λ, cioe` la dimensione dell’autospazio di Λ
relativo agli autovalori (~λ, k/2,−n) degli operatori commutanti ( ~H0, k/2,−N ). Identificando τ
col modulo del toro, fa senso studiare le proprieta` di trasformazione dei caratteri sotto il gruppo
modulare. Si dimostra che i seguenti oggetti trasformano come forme modulari:
Bµ(~ν, τ, t) ≡ qSµchΛ(µ)(~ν, τ, t) (3.213)
dove Sµ e` la cosiddetta anomalia modulare:
Sµ ≡ 1
k + CV
{
~µ · (~µ+ 2~ρ)− k
24
dimG
}
(3.214)
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Possiamo riscrivere Bµ in forma operatoriale:
Bµ(~ν, τ, t) = q
− kdimG
24(k+CV ) eipikt TrΛ(µ)
(
qL0e2pii~ν· ~H0
)
(3.215)
Da qui si vede che Bµ(~0, τ, 0) non e` altro che una potenza di q che moltiplica la funzione
di partizione di un’algebra di Kacˇ-Moody non twistata, corrispondente alla rappresentazione
irriducibile individuata da µ. Si puo` vedere, che sotto le (3.195), Bµ(~ν, τ, t) trasforma cos`ı:
Bµ(~ντ ,− 1τ , t− |~ν|
2
2τ ) = Sµµ′Bµ′(~ν, τ, t)
Bµ(~ν, τ + 1, t) = Tµµ′Bµ′(~ν, τ, t)
(3.216)
dove la somma si estende al range di highest weight permessi dal livello k. Sµµ′ e Tµµ′ sono
matrici unitarie. Per SU(2)k=4, µ e` identificato con l’isospin J = 0, 1/2, 1; pertanto:
BJ(ν, τ, t) = q−1/16e4piit TrJ
(
qL0e2piiν
√
2J30
)
(3.217)
dove abbiamo preso per generatore di Cartan H0 =
√
2J30 (cioe` abbiamo scelto per la matrice
di twist Γ = e3). In questo caso, si trova che la forma esplicita per le matrici S e T e`:
SJJ ′ =
1√
2
sin
(pi
4
(2J + 1)(2J ′ + 1)
)
; TJJ ′ = δJJ ′ exp
{
ipi
[
(2J + 1)2
8
− 1
4
]}
(3.218)
Ordinando i valori di J nella sequenza (1/2, 0, 1), otteniamo:
SJJ ′ =
1
2
 0
√
2 −√2√
2 1 1
−√2 1 1
 ; TJJ ′ =
 eipi/4 0 00 e−ipi/8 0
0 0 ei7pi/8
 (3.219)
Possiamo ora stabilire un ponte tra le funzioni theta e le funzioni BJ , definendo cos`ı l’analogo
di una struttura di spin per i bosoni di gruppo. Nello specifico, identifichiamo BJ(ν, τ, t) come
l’analogo della ϑ senza caratteristica. BJ con la caratteristica sara` dato, allora, da:
BJ
[
α
β
]
(ν, τ, t) = BJ
(
ν − 1
2
√
2
(ατ + β), τ, t+
α
16
(ατ + β)
)
(3.220)
Definendo la funzione di partizione cos`ı:
BJ
[
α
β
]
(τ) ≡ BJ
[
α
β
]
(0, τ, 0) (3.221)
le trasformazioni sono:
BJ
[
α
β
]
S
(−1/τ) = SJJ ′BJ ′
[
α
β
]
(τ)
BJ
[
α
β
]
T
(τ + 1) = TJJ ′BJ ′
[
α
β
]
(τ)
(3.222)
dove e` facile vedere, in base alle definizioni date, che le trasformazioni delle caratteristiche sono:[
α
β
]
S
=
[ −β
α
]
;
[
α
β
]
T
=
[
α
β − α
]
(3.223)
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La trasformazione di queste caratteristiche bosoniche e` molto simile a quella delle strutture
fermioniche, ma con due importanti differenze. Riguardo alla T -trasformazione, la caratteristica
della ϑ trasforma cos`ı: [
a
b
]
T
=
[
a
b− a+ 1
]
(3.224)
Riguardo alla S-trasformazione, i due casi sono identici, ma, siccome
ϑ
[ −a
b
]
(τ) = ϑ
[
a
b
]
(τ) (3.225)
il segno meno nella prima delle (3.223) diventa irrilevante, e quindi possiamo scrivere:[
a
b
]
S
=
[
b
a
]
(3.226)
Cos`ı (a, b) sono ridotti ad elementi di Z2; lo si puo` fare anche con (α, β), se si tiene conto delle
corrispondenti proprieta` di BJ :
BJ
[
1
−1
]
(τ) = BJ
[ −1
1
]
(τ) = i(−1)2J+1BJ
[
1
1
]
(τ)
BJ
[ −1
0
]
(τ) = BJ
[
1
0
]
(τ) ; BJ
[
0
−1
]
(τ) = BJ
[
0
1
]
(τ)
(3.227)
che si possono ricavare dall’espressione esplicita di B in forma operatoriale:
BJ
[
0
0
]
(τ) = BJ (0, τ, 0) = q−1/16TrJ
(
qL0
)
BJ
[
1
0
]
(τ) = BJ
(
− τ
2
√
2
, τ,
τ
16
)
= q1/16TrJ
(
qL0−J
3
0/2
)
BJ
[
0
1
]
(τ) = BJ
(
− 1
2
√
2
, τ, 0
)
= q−1/16TrJ
(
qL0e−ipiJ
3
0
)
BJ
[
1
1
]
(τ) = BJ
(
−τ + 1
2
√
2
, τ,
τ + 1
16
)
= eipi/4q1/16TrJ
(
qL0−J
3
0/2eipiJ
3
0
)
(3.228)
Se ora noi richiamiamo l’espressione (3.128) di Lt0 in funzione di L0, troviamo, per t =
1
2
√
2
Lt0 = L0 −
J30
2
− 3
16
(3.229)
Percio`, a parte un prefattore iniziale dato da una potenza di q, la funzione BJ
[
1
0
]
(τ) e` la
funzione di partizione dell’algebra twistata, cos`ı come BJ
[
0
0
]
(τ) lo e` di quella non twistata. Il
ruolo profondo di quella potenza di q davanti e` quello di legare la funzione di partizione scritta
in forma operatoriale come Tr(qL0+αq¯L˜0+α˜) cone quella scritta come prodotto di ϑ e BJ : in
altre parole, le potenze di q che vengono fuori dal prodotto di ϑ per BJ corrispondono al fattore
qα nell’altra scrittura (stessa situazione per il settore right). Infine, se diamo un’occhiata a
BJ
[
0
1
]
, scopriamo che il ruolo giocato da (−1)F nella funzione theta, in questo caso e` giocato
da (−1)J30 , per via del fattore exp(−ipiJ30 ).
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Ora che le trasformazioni modulari di tutti i pezzi sono state stabilite, procediamo alla
costruzione degli invarianti modulari tramite fermionizzazione, cioe` riducendo tutto ad un pro-
dotto di funzioni theta. I fake fermion, come gia` accennato, trasformano nell’aggiunta di SU(2);
scriviamo percio` le correnti di Kacˇ-Moody come bilineari:
JA(z) = 2
√
2ABC : χB(z)χC(z) : (3.230)
dove l’ordinamento normale e` fatto rispetto ai modi dei χ. Usando il teorema di Wick e l’OPE
χA(z)χB(w) = − i
4
δAB
z − w + reg. (3.231)
si vede che le correnti definite cos`ı soddisfano le loro OPE (3.56)20. Adesso possiamo introdurre
delle condizioni di bordo per i fake fermion, scrivendo, come al solito:
χA(ze2pii) = eipiω
A
χA(z) ωA = {ω1, ω2, ω3} ∈ Z2 (3.232)
Queste condizioni inducono naturalmente un twist delle correnti di Kacˇ-Moody cos`ı costruite;
infatti, se tutti gli ωA sono uguali, ovviamente, l’algebra di Kacˇ-Moody non sara` twistata; se,
pero`, uno e` diverso dagli altri due, allora solo la corrente con quell’indice non sara` twistata (e
quindi costituira` il generatore della sottoalgebra H non twistata).
Si puo` dimostrare, in questo caso, la completa fermionizzazione del sistema, cioe` che il tensore
energia-impulso di Sugawara e` uguale a quello costruito con i fake fermion, indipendentemente
dalle condizioni di bordo. Ci sono ora 4 settori differenti a seconda del numero relativo di R e NS
- fake fermion. R3 e NS3 corrispondono chiaramente all’algebra non twistata, mentre R NS2 e
R2 NS a quella non twistata.
Infine, la BJ sara` una combinazione lineare dei prodotti delle tre ϑ relative ai tre fermioni
(ogni termine della combinazione diverso dall’altro nelle condizioni timelike dei fermioni). La
corrispondenza e` la seguente:
Algebra non twistata =⇒ BJ
[
0
0
]
, BJ
[
0
1
] 
J = 0 −→ NS3
J = 1/2 −→ R3
J = 1 −→ NS3
Algebra twistata =⇒ BJ
[
1
0
]
, BJ
[
1
1
] 
J = 0 −→ R2 NS
J = 1/2 −→ R NS2
J = 1 −→ R2 NS
(3.233)
Facciamo, a questo punto, un breve ma utile bilancio dei gradi di liberta` fermionici che,
oltre a riassumere quanto detto finora, ci aiuta a fissare meglio i concetti. Al solito, i set-
tori left e right sono assolutamente la stessa cosa, a parte la tilde; quindi discutiamo solo
quello left. Dopo la fermionizzazione, ci siamo ridotti ad avere i seguenti campi spinoriali:
2 ψµ trasversi (settore di spazio-tempo)
9 fermioni di gruppo λAi (A = 1, 2, 3 ; i = 1, 2, 3) (settore interno)
9 fake fermion χAi (A = 1, 2, 3 ; i = 1, 2, 3) (settore interno)
20Il termine con due contrazioni, ad esempio, fornisce il pezzo in δAB ; per riprodurre il pezzo nelle costanti di
struttura, invece, bisogna ricordare che i χ sono quantita` anticommutanti e quindi antisimmetrizzare i prodotti
di δ davanti ai loro bilineari.
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In tutto 20 fermioni.21 Tuttavia, questo sistema non e` proprio perfettamente equivalente ad un
sistema di fermioni liberi, semplicemente perche´ non siamo autorizzati a prendere le loro con-
dizioni al bordo in maniera del tutto casuale: i vincoli sono, al solito, imposti dalla periodicita`
della supercorrente. Siamo cioe` costretti a prendere le condizioni al bordo degli ψµ uguali a
quelle del gravitino e, una volta scelte le condizioni per χ (cioe` il twist per le correnti di Kacˇ-
Moody), quelle per λ sono univocamente fissate dalla richiesta che il prodotto Jλ ∼ χχλ abbia
la stessa periodicita` di ζ. Alla fine, dunque, siamo liberi di scegliere la periodicita` del gravitino
e dei nove fake fermion.
3.4 I Boundary Vector
Abbiamo finalmente tutti gli elementi per introdurre la tecnologi dei boundary vector, che ci
sara` indispensabile per discutere, nel prossimo capitolo, lo spettro della nostra teoria e le sue
troncazioni consistenti.
Un boundary vector e` una riga di 20+20 Z2-elementi che specifica completamente il com-
portamento al bordo spacelike dei 20+20 fermioni della nostra teoria (i.e. α = 0⇒ NS-fermion;
α = 0⇒ R-fermion):
a =
[
αψT , αχAi
, αλAi
| α˜ψ˜T , α˜χ˜Ai , α˜λ˜Ai
]
(3.234)
Immediatamente possiamo scrivere il constraint imposto su a dalla condizione di consistenza per
la supercorrente:
αψT = αχAi + αχBi + αλCi (mod 2) i = 1, 2, 3 
ABC = 1 (3.235)
e lo stesso per le quantita` tildate. Notiamo che un boundary vector si puo` indicare, per brevita`,
semplicemente elencando i soli campi di Ramond. E` chiaro che ogni scelta di un boundary vector
corrisponde ad una scelta ben precisa di due triplette di matrici Γ (Γi, Γ˜i), e quindi ad una scelta
ben determinata del generatore (γ˜, γ) ∈ B ⊂ SU(2)3 ⊗ SU(2)3 con cui stiamo twistando.
Iniziamo scrivendo le formule di massa che ci permettono di studiare lo spettro, direttamente
ricavabili dalle condizioni di mass-shell (3.84):
1
2M
2 = −12 + nL16 +N
1
2M
2 = −12 + nR16 + N˜
(3.236)
dove N e N˜ sono i numeri di occupazione nei settori sinistro e destro, mentre nL e nR denotano
il numero di campi di Ramond nei due settori. L’uguaglianza dei due secondi membri della
(3.236) impone l’ulteriore vincolo:
nL − nR = 16
(
N˜ − N
)
(3.237)
il che significa che nL−nR deve essere un multiplo di 8 (N e N˜ possono essere interi o semiinteri).
Se definiamo il seguente prodotto scalare lorentziano tra due boundary vector:
a · b ≡
20∑
i=1
(
αiβi − α˜iβ˜i
)
(3.238)
21Abbiamo trascurato le componenti non fisiche di cono-luce di ψ, “mangiate” dai ghost.
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abbiamo:
a2 = nL − nR = 0 (mod 8) (3.239)
Come abbiamo visto, l’invarianza modulare impone che noi conosciamo la somma di boundary
vector: se αi e βi sono le componenti di a e b, le componenti γi di c = a+ b sono date da
γi ≡ αi + βi (mod 2) (3.240)
cos`ı per quelle tildate. Per questo, l’insieme dei boundary vector forma un gruppo abeliano Ξ
rispetto a questa somma, in cui l’identita` e` il vettore nullo:
∀ a, b ∈ Ξ =⇒ a+ b ∈ Ξ , 0 ∈ Ξ (3.241)
Siccome a + a = 0 ∀ a ∈ Ξ, Ξ = ZK+12 , dove K + 1 e` il numero di generatori {b0, . . . , bK} che
formano una base di Ξ. In generale, l’equazione (3.239) non e` invariante sotto la somma, ma e`
facile ricavare la curiosa relazione:
(a+ b)2 = a2 + b2 − 2a · b
che ci dice che dobbiamo imporre l’ulteriore vincolo
a · b = 0 (mod 4) (3.242)
affinche´ la (3.239) valga anche per a+ b. Tuttavia, questo constraint non e` ancora sufficiente a
garantire che anche la somma di tre boundary vector sia un multiplo di 8; infatti, accade che:
a · c+ b · c− (a+ b) · c = 2a · b · c
dove a · b · c denota il numero netto di fermioni di Ramond (left − right) comune ai tre boundary
vector. Cos`ı:
(a+ b+ c)2 = a2 + (b+ c)2 − 2a · (b+ c) = a2 + b2 + c2 − 2b · c− 2a · c− 2a · b+ 4a · b · c
che da` il constraint
a · b · c = 0 (mod 2) (3.243)
Questo e` sufficiente ad assicurare che la somma di un numero arbitrario di boundary vector
soddisfi ancora la (3.239), siccome anche tutti gli addendi obbediscono alla stessa condizione,
dato che i prodotti multipli con piu` di tre elementi sono gia` di per se´ multipli di 8.
Una coppia di boundary vector definisce una struttura di spin ad un loop,
[
a
b
]
, dove a da` le
condizioni al bordo spacelike, b quelle timelike. Ad ogni struttura di spin e` associato il contributo
alla funzione di partizione totale
Z
[
a
b
]
= Tra
{
(−1)b·F qL0+αq¯L˜0+α˜
}
(3.244)
dove la traccia e` presa sugli stati del settore di stringa caratterizzato dal boundary vector a e
b ·F =∑i βiF i, F i essendo il numero fermionico del fermione i-esimo di worldsheet. Ricordiamo
qui che l’azione di (−1)F su un vuoto di Ramond e` equivalente all’azione del prodotto delle
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matrici Γ. Con le definizioni precedenti, allora, scriviamo la funzione di partizione totale, escluso
il settore bosonico di spazio-tempo:
Z(τ) = k
∑
a,b∈Ξ
c
[
a
b
]
Z
[
a
b
]
(3.245)
dove (a, b) e` una coppia qualsiasi di elementi di Ξ che definisce una struttura di spin e k e` un
opportuno fattore di normalizzazione. I coefficienti c
[
a
b
]
saranno determinati dall’invarianza
modulare. I generatori S e T del gruppo PSL(2,Z), dato che oramai abbiamo a che fare solo
con funzioni theta, agiscono cos`ı sul generico addendo:
Z
[
a
b
]
S−→ e ipia·b4 Z
[
b
a
]
Z
[
a
b
]
T−→ −e ipia
2
8 Z
[
a
a+ b+ 1
] (3.246)
dove 1 e` il boundary vector con αi = α˜i = 1 ∀ i (tutti fermioni di Ramond). Applicando la
seconda delle (3.246) a Z
[
0
0
]
, ci accorgiamo che 1 deve appartenere a Ξ.
E` possibile, con gli elementi che abbiamo, costruire funzioni di partizione invarianti modulari,
a partire da qualsiasi Ξ che soddisfi le suddette proprieta`. Vediamo esplicitamente come. In-
troduciamo i seguenti vettori, che ci saranno indispensabili nella costruzione, e mettiamoli in
corrispondenza con i rispettivi generatori di B:22
1 =
{
ψT (T = 1, 2), χAi , λ
A
i (i, A = 1, 2, 3)
} ∼ I ⊗ I ⊗ I niente twist di SU(2)3
s =
{
ψT (T = 1, 2), χ1i , λ
1
i (i = 1, 2, 3)
} ∼ e1 ⊗ e1 ⊗ e1 identico twist per i 3 SU(2)
s′ =
{
ψT (T = 1, 2), χ3i , λ
3
i (i = 1, 2), χ
1
3, λ
1
3
} ∼ e3 ⊗ e3 ⊗ e1 twist diversi
s′′ =
{
ψT (T = 1, 2), χ3i , λ
3
i (i = 1, 3), χ
1
2, λ
1
2
} ∼ e3 ⊗ e1 ⊗ e3 twist diversi
b =
{
χ2i , χ
3
i , λ
2
i , λ
3
i (i = 2, 3)
} ∼ I ⊗ e1 ⊗ e1 twist non per tutti gli SU(2)
b′ =
{
χ2i , χ
3
i , λ
2
i , λ
3
i (i = 1, 2)
} ∼ e1 ⊗ e1 ⊗ I twist non per tutti gli SU(2)
Tabella 3.1: Alcuni utili boundary vectors.
Il generatore generico del gruppo di boundary Ξ e` della forma γΛ ∈ Ξ⇒ γΛ ≡ [x|y˜] dove x e y˜
sono presi tra gli elementi della tabella 3.1.
Al fine di costruire questi preannunciati invarianti modulari, scriviamo la base generica di Ξ in
questo modo:23
γΛ = 1 , γ+ , γ− , γi (i = 1, . . . ,K) (3.247)
dove K e` qualche intero. 1 , γ+ , γ− sono boundary vector universali, presenti sempre, in ogni
base di Ξ, e quindi in ogni modello di stringa; 1 e` gia` stato definito (settore di Ramond completo),
22Al solito, vengono indicati, per brevita`, solo i campi di Ramond e, per la stessa esigenza, viene qui visualizzato
solo il settore left.
23Ora con 1 intendiamo l’intero boundary vector, compresa la parte right, fatto di soli uno.
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mentre γ+ e γ− sono:
γ+ ≡ [s|0˜] ∼ (I˜ ⊗ I˜ ⊗ I˜ , e1 ⊗ e1 ⊗ e1)
γ− ≡ [0|s˜] ∼ (e˜1 ⊗ e˜1 ⊗ e˜1 , I ⊗ I ⊗ I)
(3.248)
I rimanenti generatori variano da modello a modello; notiamo (e lo vedremo in dettaglio) che γ±
sono indispensabili per ottenere gravitini in entrambi i settori, destro e sinistro, dello spettro.
Indici greci maiuscoli sono adoperati per indicare i K + 3 generatori di Ξ; latini maiuscoli per
γ± , γi e latini minuscoli per i generatori non universali. Con queste definizioni, il nostro gruppo
di boundary diventera` Ξ ∼ ZK+32 e, una volta selezionati i suoi generatori, l’invariante modulare
dipendera` ancora da un certo numero di segni. Piu` precisamente, richiamando la struttura della
funzione di partizione invariante modulare (3.245), i coefficienti c sono elementi di Z2:(
c
[
a
b
])2
= 1 (3.249)
Vediamo esplicitamente perche´ questo avviene. L’interpretazione fisica in termini operatoriali
della funzione di partizione ci impone un constraint molto importante per i coefficienti, che va ad
aggiungersi a quelli imposti dall’invarianza modulare. Se uno colleziona tutti i termini associati
al settore a della stringa (i.e. i termini che hanno a come elemento superiore della struttura di
spin), il tutto si puo` scrivere come una traccia su stati di stringa dell’evolutore per un proiettore
GSO generalizzato su quel particolare settore:
k
∑
x∈Ξ
c
[
a
x
]
Z
[
a
x
]
= δaTr
{
Paq
L0+αq¯L˜0+α˜
}
(3.250)
dove δa = (−1)αψ rappresenta la statistica del settore a (αψ = 0 ⇒ bosonica; αψ = 1 ⇒
fermionica), che e` data chiaramente dalla condizione al bordo spacelike della parte di spazio-
tempo. Ora, siccome P 2a = Pa, essendo un proiettore, questo implica immediatamente per i
coefficienti:
c
[
a
x
]
c
[
a
y
]
= δac
[
a
x+ y
]
(3.251)
come si vede facendo il quadrato di ambo i membri della (3.250) e ricordando, dalla (3.244), che
Z
[
a
x
]
Z
[
a
y
]
= Z
[
a
x+ y
]
(3.252)
Se, in particolare, prendiamo
k =
1
|Ξ| |Ξ| ≡ cardΞ (3.253)
abbiamo che uno di questi k che compaiono nel quadrato del primo membro compensa la somma
sugli elementi di Ξ che rimane libera (l’altra la ridefiniamo, sommando non piu` ad esempio su
x ma su x+ y). Per questo, nella (3.251), nessun riscalamento dei coefficienti risulta necessario,
il che implica che tali coefficienti vengono ad essere dei semplici segni.
Riscriviamo ora qui, per comodita`, i vincoli imposti su tali segni:
c
[
a
b
]
= −e ipia
2
8 c
[
a
a+ b+ 1
]
T -invarianza
c
[
a
b
]
= e
ipia·b
4 c
[
b
a
]
S-invarianza
c
[
a
b
]
c
[
a
c
]
= δac
[
a
b+ c
]
P 2a = Pa
(3.254)
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Ma quanti di questi segni sono allora veramente indipendenti? Coe`, che margine di arbitrarieta`
abbiamo nella scelta di essi e quindi del modello di superstringa consistente? I vincoli appena
scritti ci permettono di determinare tutti i c
[
a
b
]
per ogni coppia di elementi di Ξ, se assegniamo
i seguenti dati. Sia ΛΣ un tensore a valori in Z2 (2ΛΣ = 1), con la simmetria:
ΛΣ = e
ipi
4
γΛ·γΣΣΛ (3.255)
che e` la seconda delle (3.254), e soddisfacente l’ulteriore condizione24:
A0 = 0A = AA e
ipiγ2A
8 (3.256)
che invece discende direttamente dalla prima delle (3.254), nel caso b = 1. Chiaramente ΛΣ si
riduce ad avere un numero di componenti indipendenti uguale a
N =
(K + 3)(K + 4)
2
− (K + 2) = 4 + K(K + 5)
2
(3.257)
Per esempio, come componenti indipendenti possiamo scegliere le seguenti:
00 , ++ , −− , +− , +i , −i , ij (i ≤ j) (3.258)
Ora imponiamo ovviamente
c
[
γΛ
γΣ
]
= ΛΣ (3.259)
e, dalla terza delle (3.254) con b = c = 0, scopriamo che
c
[
γΛ
0
]
= δγΛ (3.260)
Siamo adesso in grado di scrivere il proiettore GSO generalizzato per ciascun settore della
teoria:
Pa =
K∏
Λ=0
1
2
(
I + δac
[
a
γΛ
]
(−1)γΛ·F
)
(3.261)
In questo prodotto, svolgendolo, si vede che ci sono tutti i c
[
a
x
]
∀x ∈ Ξ, perche´ i γΛ sono i
generatori e la somma γΛ + γΣ e` l’operazione caratteristica del gruppo Ξ che essi generano. In
particolare, il prodotto delle I ci da` semplicemente c
[
a
0
]
= δa, cioe` la statistica del settore25.
3.5 Orbifold vs Boundary Vector
Con l’idea di stabilire una connessione tra questo formalismo e quello degli orbifold 6-dimensionali,
introduciamo le sei combinazioni bilineari di fermioni liberi interni (i = 1, 2, 3):
P i(z) = 2
√
2 :
(
χ2i (z)χ
3
i (z) + λ
2
i (z)λ
3
i (z)
)
: =
=
1
2
(
J1i (z) + 2
√
21BC : λBi (z)λ
C
i (z) :
)
P i
∗
(z) = 2
√
2 :
(
χ2i (z)λ
3
i (z)− χ3i (z)λ2i (z)
)
: (3.262)
240 e` l’indice relativo al boundary vector 1.
25Ricordiamo che δa e` fattorizzato gia` separatamente da Pa nella (3.250).
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e simili definizioni per P˜ i,i
∗
(z¯). Queste posizioni coinvolgono solo 12 ⊕ 12 dei 18 ⊕ 18 fermioni
interni; i rimanenti 6 ⊕ 6 si possono riarrangiare in un vettore 6-dimensionale left piu` uno
6-dimensionale right, in questo modo. Splittando il range dell’indice del vettore di SO(6) cos`ı
X =
{
i = 1, 2, 3
i∗ = 1∗, 2∗, 3∗
poniamo:
ΨX(z) =
{
Ψi(z) =
√
2λ1i i = 1, 2, 3
Ψi
∗
(z) =
√
2χ1i i = 1, 2, 3
(3.263)
similmente per Ψ˜X(z¯). Le 6⊕6 correnti cos`ı definite nella (3.262) ed i 6⊕6 fermioni della (3.263)
soddisfano, con le loro OPE, una coppia indipendente di algebre di Kacˇ-Moody prodotto diretto
U(1)6Left ⊗ U(1)6Right, abeliana, di livello k = 2:
PX(z)P Y (w) =
δXY
(z − w)2 + reg.
PX(z)ΨY (w) = reg.
ΨX(z)ΨY (w) = − i
2
δXY
(z − w)2 + reg. (3.264)
simili per i modi right. Sulla base di questo, postuliamo le seguenti regole di bosonizzazione:
P i(z) ≡ P i(z) + iP i∗(z) ≡ −i∂ZiL(z, z¯)
P˜ i(z¯) ≡ P˜ i(z¯) + iP˜ i∗(z¯) ≡ −i∂¯ZiR(z, z¯)
(3.265)
dove ZiL,R(z, z¯) sono due triplette di coordinate complesse descriventi due tori T 6 diversi. In
generale, non possiamo identificare ZiL con ZiR, perche´ le condizioni al contorno soddisfatte da
P i(z) e da P˜ i(z¯) sono differenti, per via della non uguaglianza di b e b˜ nell’elemento (b˜, b) del
gruppo di omotopia B. Percio`, ZiL e ZiR sono, in generale, bosoni liberi chirali, che descrivono
un cosiddetto orbifold asimmetrico. Nei casi speciali in cui P i(z) e P˜ i(z¯) soddisfino le stesse
condizioni al bordo, possiamo porre ZiL = ZiR ≡ Zi ed otteniamo un orbifold simmetrico.
Ad esempio, nei settori 1 , γ± , 0 le correnti P sono tutte periodiche{ P i(ze2pii) = P i(z)
P˜ i(z¯e−2pii) = P˜ i(z¯) (3.266)
A prima vista ci troveremmo di fronte ad un orbifold simmetrico; ma in realta`, questa non e`
altro che la classica compattificazione su T 6, perche´ sto trattando separatamente settore left e
right, prendendo b = e1 ⊗ e1 ⊗ e1 , b˜ = I˜ ⊗ I˜ ⊗ I˜ e poi b = I ⊗ I ⊗ I , b˜ = e˜1 ⊗ e˜1 ⊗ e˜1, e dunque
non posso mai avere punti fissi26. Quindi, se non introduciamo nessun γi (caso K = 0), allora
l’“orbifold” e` proprio il toro T 6 non twistato, non e` avvenuta nessuna troncazione dello spettro
e, con una scelta opportuna dei segni liberi, e` possibile ritrovare, come vedremo, le teorie IIA e
IIB con supersimmetria N = 8 di spazio-tempo (D = 4).
26Nel settore γ+ + γ−, l’azione a destra e` uguale a quella a sinistra e b2 = b˜2 ∼ I; nei settori γ+ e γ−, una delle
due azioni e` triviale.
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Analizziamo, ora, invece, il twisting introdotto dai generatori aggiuntivi. Per esempio, con
riferimento alla tabella 3.1, prendiamo
γ1 ≡ [s′|b˜] ∼
(
I˜ ⊗ e˜1 ⊗ e˜1 , e3 ⊗ e3 ⊗ e1
)
(3.267)
in questo settore, troviamo:
P i(ze2pii) = −P i(z) i = 1, 2
P3(ze2pii) = P3(z)
P˜ i(z¯e−2pii) = P˜ i(z¯) i = 1, 2, 3 (3.268)
Siccome P e P˜ obbediscono a differenti condizioni al contorno, non possono essere pensate come
le derivate olomorfa ed antiolomorfa dello stesso campo libero Zi(z, z¯): abbiamo, percio`, un
orbifold asimmetrico. I modi right sono le coordinate di un toro ordinario T 6 non twistato; i
modi left corrispondono, invece, all’orbifold T 6/Z2, dove il gruppo di identificazione, Z2, agisce
cos`ı:
Z2 :
{ ZiL =⇒ −ZiL i = 1, 2
Z3L =⇒ Z3L
(3.269)
Nel caso in cui prendiamo
γ1 ≡ [s′|s˜′] ∼ (e˜3 ⊗ e˜3 ⊗ e˜1 , e3 ⊗ e3 ⊗ e1) (3.270)
allora, lo stesso trattamento viene riservato a coordinate left e right e quindi otteniamo sempli-
cemente l’orbifold simmetrico T
6
Z2 , con Z2 che agisce cos`ı:
Z2 :
{ Zi =⇒ −Zi i = 1, 2
Z3 =⇒ Z3 (3.271)
Come abbiamo potuto notare, il boundary vector s′ corrisponde al twist Z2; il boundary vector
b, invece, non introduce twist ulteriori, ma modifica lo spettro degli zero modi, dando vita ad
una asimmetria destra-sinistra. Per ulteriori twist, ovviamente, si adopera s′′ e per asimmetrie
aggiuntive b′.
Prima di passare, nel prossimo capitolo, all’analisi dettagliata dei singoli settori, facciamo
ancora una osservazione. La supercorrente locale di worldsheet puo` essere riscritta cos`ı in termini
delle correnti di orbifold e dei fermioni liberi:
G(z) = eipi/4
√
2ΨX(z)PX(z) (3.272)
Introducendo le correnti di Kacˇ-Moody di SO(6):
JXY (z) = 2
√
2 : ΨX(z)ΨY (z) : (3.273)
tali che soddisfano l’OPE
JXY (z)JZW (w) =
2
(z − w)2
(
δXZδYW − δXW δY Z)+
+
i
√
2
z − w
(
δXZJYW (w)− δXWJY Z(w) + δYWJXZ(w)− δY ZJXW (w))+ reg.
(3.274)
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sotto di esse e` facile vedere che ΨX(z) trasforma come un vettore di SO(6):
JXY (z)ΨZ(w) = − i
√
2
z − w
(
ΨX(w)δY Z −ΨY (w)δXZ)+ reg. (3.275)
mentre PX(z) non cambia:
JXY (z)PZ(w) = reg. (3.276)
Notiamo, allora, che G(z) e` solo un elemento di un multipletto di 6 supercorrenti che trasforma
come un vettore di SO(6). Queste supercorrenti sono parte di una superalgebra chirale che
chiamiamo n = 6; siccome include generatori di peso superiore a 2, non e` propriamente un’al-
gebra superconforme, ma, comunque, e` caratterizzata da 6 generatori di peso conforme 3/2.
Se non introduciamo generatori di Ξ addizionali, tutte le 6 supercorrenti rimangono simmetrie
interne globali della teoria, che e` chiamata teoria (6, 6). s′ e s′′ rompono successivamente questa
simmetria a n = 4 e poi a n = 2.
Capitolo 4
Il punto di vista microscopico
Finalmente passiamo a discutere delle teorie di superstringa in 4 dimensioni. Vedremo il caso
madre con N = 8 supersimmetrie e, per completare dal punto di vista microscopico il parallelo
del secondo capitolo con la supergravita`, ricaveremo dalla N = 8 la N = 6, mantenendo sempre
il confronto con la teoria simmetrica corrispondente che, invece, conduce ad una N = 4. Ci
focalizzeremo sugli stati massless.
4.1 Settori universali
Come notiamo dalla (3.236) con M = 0, il settore 1, avendo nL = nR = 20, non puo` mai essere
massless. Per K = 0, ci sono 4 settori rilevanti a livello massless:
settore 0 =⇒ NS-NS =⇒ N = N˜ = 1/2 settore del gravitone
settore γ+ =⇒ R-NS =⇒ N = 0 , N˜ = 1/2 settore dei gravitini
settore γ− =⇒ NS-R =⇒ N = 1/2 , N˜ = 0 settore dei gravitini
settore γ+ + γ− =⇒ R-R =⇒ N = N˜ = 0 settore di Ramond-Ramond
Vogliamo ora scrivere i proiettori GSO per questi settori universali. Senza γi addizionali, gli stati
massless riempiono il multipletto gravitazionale della supergravita` N = 8; con γi addizionali,
invece, la N = 8 viene troncata consistentemente a teorie con meno supercariche di spazio-
tempo; nascono nuovi settori grazie ai γi (i cosiddetti settori twistati) che, occasionalmente,
possono ancora essere rilevanti a livello massless.
4.1.1 Settori dei gravitini
Scriviamo i proiettori GSO in questo modo:
Pγ+ = P+U+ ; Pγ− = P−U− (4.1)
dove U± sono i proiettori universali (quelli della teoria N = 8) e P± sono proiettori aggiuntivi,
dovuti all’eventuale esistenza dei generatori extra, γi. Richiamando la (3.261) e le proprieta` dei
coefficienti c viste nel capitolo precedente, esplicitamente abbiamo:
U+ = 12
(
I + ++(−1)1·F
)
1
2
(
I − ++(−1)γ+·F
)
1
2
(
I − +−(−1)γ−·F
)
U− = 12
(
I + −−(−1)1·F
)
1
2
(
I − −−(−1)γ−·F
)
1
2
(
I − +−(−1)γ+·F
) (4.2)
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dove abbiamo usato le informazioni δγ± = −1, γ2± = ±8 e γ+ · γ− = 0. I proiettori addizionali,
invece, per futura referenza, sono:
P+ =
∏K
i=1
1
2
(
I − +i(−1)γi·F
)
P− =
∏K
i=1
1
2
(
I − −i(−1)γi·F
) (4.3)
E` arrivato il momento di scrivere gli operatori di vertice prima della proiezione, in modo da
individuare, poi, a proiezione effettuata, gli stati residui. Per fare questo, dobbiamo introdurre
i cosiddetti campi di spin: lo faremo separatamente per la parte di spazio-tempo e per la parte
interna. Chiaramente, il tutto avra` la sua controparte right moving, assolutamente analoga.
Per la parte di spazio-tempo, abbiamo a che fare con spinori di SO(1, 3) (4 componenti); l’algebra
di Clifford di SO(1, 3) e`:
{γµ , γν} = 2ηµν (4.4)
e l’OPE degli spinori di worldsheet con indice spazio-temporale e`, secondo la (3.79)1:
ψµ(z)ψν(w) = − i
2
ηµν
z − w + reg. (4.5)
Allora, il campo di spin di spazio-tempo, Sαˆ(z), che ha 4 componenti e trasforma nella SpinSO(1, 3),
e` definito dalle seguenti OPE:
ψµ(z)Sαˆ(w) =
1
2
e−ipi/4(γµ)αˆβˆ
Sβˆ(w)
(z − w)1/2 + reg.
T (z)Sαˆ(w) =
1/4
(z − w)2S
αˆ(w) +
1
z − w∂S
αˆ(w) + reg.
Sαˆ(z)Sβˆ(w) = − C
αˆβˆ
(z − w)1/2 + e
ipi/4(γµC)αˆβˆψµ(w) + reg. (4.6)
che, tra l’altro, dicono che Sαˆ ha peso conforme 1/4. Per le matrici γ di spazio-tempo,
adoperiamo la seguente notazione:
γ0 =
(
0 I
I 0
)
γi =
(
0 −σi
σi 0
)
i = 1, 2, 3 (4.7)
iγ0γ1γ2γ3 ≡ γ5 =
(
I 0
0 −I
)
C =
( −iσ2 0
0 iσ2
)
(4.8)
E` conveniente, inoltre, decomporre gli SO(1, 3)-spinori in oggetti a due componenti cos`ı:
Sαˆ =
(
Sα
Sα˙
)
Sα˙ = α˙β˙ (Sβ)
∗ (4.9)
che corrisponde ad uno splitting delle matrici γ in blocchi 2× 2.
Per la parte interna, invece, abbiamo a che fare con spinori di SO(6) (8 componenti); l’algebra
di Clifford di SO(6) e`: {
ΓX , ΓY
}
= 2δXY (4.10)
1Attenzione: qui usiamo la metrica most minus, sicche´ l’OPE avra` davanti un meno che la (3.79) non aveva!
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e l’OPE degli spinori di worldsheet interni che hanno condizioni al bordo di Ramond nel settore
s (cioe` quelli riarrangiati nel sestetto ΨX) e` quella data dalla terza delle (3.264). Allora, il
campo di spin interno ΣPˆ (z), che ha 8 componenti e trasforma nella SpinSO(6) e` definito dalle
seguenti OPE:
Ψ(z)ΣPˆ (w) =
1
2
e−ipi/4
(
ΓX
)Pˆ Qˆ ΣQˆ(w)
(z − w)1/2 + reg.
JXY (z)ΣPˆ (w) =
i
√
2
2
(
ΓXY
)Pˆ Qˆ ΣQˆ(w)
z − w + reg.
T (z)ΣPˆ (w) =
3/8
(z − w)2Σ
Pˆ (w) +
1
z − w∂Σ
Pˆ (w) + reg.
ΣPˆ (z)ΣQˆ(w) = − i
√
2
(z − w)3/4C
Pˆ Qˆ +
1
2
√
2
e−ipi/4
(
ΓXC
)Pˆ Qˆ ΨX(w)
(z − w)1/4 + reg. (4.11)
che, tra l’altro, dicono che ΣPˆ ha peso conforme 3/8. Per le matrici Γ interne, adoperiamo la
seguente notazione:
Γ1 =

0 0 0 −iσ3
0 0 iσ3 0
0 −iσ3 0 0
iσ3 0 0 0
 Γ1∗ =

0 0 0 I
0 0 I 0
0 I 0 0
I 0 0 0
 Γ2 =

0 0 0 −iσ1
0 0 iσ1 0
0 −iσ1 0 0
iσ1 0 0 0

Γ2∗ =

0 0 0 −iσ2
0 0 iσ2 0
0 −iσ2 0 0
iσ2 0 0 0
 Γ3 =

0 0 I 0
0 0 0 −I
I 0 0 0
0 −I 0 0
 Γ3∗ =

0 0 −iI 0
0 0 0 −iI
iI 0 0 0
0 iI 0 0

(4.12)
−iΓ1Γ1∗Γ2Γ2∗Γ3Γ3∗ ≡ Γ7 =

I 0 0 0
0 I 0 0
0 0 −I 0
0 0 0 −I
 C =

0 0 σ2 0
0 0 0 σ2
−σ2 0 0 0
0 −σ2 0 0
 (4.13)
che segue immediatamente da una decomposizione dello spinore di SO(6) di questo tipo:
ΣPˆ =
(
ΣP
ΣP˙
)
=

Σa
Σa
∗
Σa˙
Σa˙
∗
 a = 1, 2 (4.14)
Bosonizzando i superghost e chiamando φ(z) il bosone libero cos`ı originatosi, i vertici massless
di emissione nei settori dei gravitini sono:
V αˆPˆ µ(z, z¯, k) = eφ(z)/2Sαˆ(z)ΣPˆ (z)2eipi/4eφ˜(z¯)ψ˜µ(z¯)eik·X(z,z¯) gravitino sinistro
V˜ αˆPˆ µ(z, z¯, k) = 2eipi/4eφ(z)ψµ(z)eφ˜(z)/2S˜αˆ(z¯)Σ˜Pˆ (z¯)eik·X(z,z¯) gravitino destro
(4.15)
Come agisce l’operatore numero fermionico su questi operatori? Secondo quanto visto dalla
formula di massa, per quanto riguarda V (settore γ+), abbiamo un vuoto di Ramond a sinistra
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ed uno stato eccitato N˜ = 1/2 a partire da un vuoto di Neveu-Schwarz a destra; per V˜ l’esatto
contrario. Sul vuoto di Ramond, F agisce come il prodotto delle matrici Γ e γ: −iγ5 · iΓ7; sugli
stati eccitati di Neveu-Schwarz agisce come l’operatore numero. Percio`:
(−1)γ+·F V µ = γ5Γ7V µ
(−1)γ−·F V µ = −V µ
(−1)1·F V µ = −γ5Γ7V µ
(−1)γ+·F V˜ µ = −V˜ µ
(−1)γ−·F V˜ µ = γ5Γ7V˜ µ
(−1)1·F V˜ µ = −γ5Γ7V˜ µ (4.16)
Dando quindi un’occhiata alla (4.2), cioe` a U+, che agisce su V µ, e a U−, che agisce su V˜ µ, ci
accorgiamo che, per avere supersimmetria di spazio-tempo, dobbiamo prendere
+− = 1 (4.17)
scelta con la quale tutti i gravitini passano indenni attraverso la proiezione. Con la scelta
opposta, +− = −1, tutti i gravitini sarebbero stati proiettati via, e avremmo ottenuto N = 0.
Ora come ora, senza ancora considerare l’effetto degli altri coefficienti universali, ci troviamo (se
adottiamo la scelta +− = 1) con 8 gravitini nel settore left e 8 nel settore right2, perche´ Pˆ va
da 1 a 8. Il significato di ++ e di −− e` quello che essi corrispondono alla scelta della chiralita`
per i modi left e per i modi right. Chiaramente, la sola cosa significativa e non convenzionale e`
la chiralita` relativa; percio`, fissiamo
++ = −1 (4.18)
e poniamo
−− = −η (4.19)
Cos`ı proiettiamo via da ciascun settore esattamente 4 degli 8 gravitini originariamente presenti.
La teoria che ne viene fuori ha supersimmetria di spazio-tempo N = 8 e compare in due versioni
diverse, a seconda che i 4⊕ 4 gravitini abbiano la stessa chiralita`
η = 1 =⇒ tipo IIB (4.20)
oppure chiralita` opposta
η = −1 =⇒ tipo IIA (4.21)
Il parametro universale rimanente, 00, e` rilevante, come gia` osservato, solo nei settori massivi
della superstringa.
Consideriamo ora i proiettori aggiuntivi, che si distinguono3 per il generatore di Ξ che
abbiamo aggiunto. Prendiamo:
γ
(N=6)
1 ≡ [s′|b˜] γ(N=4)1 ≡ [s′|s˜′] (4.22)
Cos`ı:
P
(N=6)
+ =
1
2
(
I − (N=6)+1 (−1)γ
(N=6)
1 ·F
)
P
(N=4)
+ =
1
2
(
I − (N=4)+1 (−1)γ
(N=4)
1 ·F
)
P
(N=6)
− =
1
2
(
I − (N=6)−1 (−1)γ
(N=6)
1 ·F
)
P
(N=4)
− =
1
2
(
I − (N=4)−1 (−1)γ
(N=4)
1 ·F
) (4.23)
2I gravitini sono spinori (αˆ) - vettori (µ) di spazio-tempo.
3Per quanto ci riguarda considereremo solo il caso K = 1.
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La statistica dei nuovi boundary vector e`, ovviamente, fermionica per γ(N=6)1 e bosonica per
γ
(N=4)
1 . Ma guardiamo l’azione dei nuovi operatori sui vertici (4.15):
(−1)γ(N=6)1 ·F V µ = −iγ5Γ33∗V µ (−1)γ
(N=4)
1 ·F V µ = iγ5Γ33∗V µ
(−1)γ(N=6)1 ·F V˜ µ = −V˜ µ (−1)γ(N=4)1 ·F V˜ µ = iγ5Γ33∗ V˜ µ
(4.24)
dove
Γ33∗ ≡ 12 [Γ3 , Γ3∗ ] = Γ3Γ3∗ =

iI 0 0 0
0 −iI 0 0
0 0 −iI 0
0 0 0 iI
 (4.25)
Da qui gia` si riesce ad assaporare l’asimmetria che caratterizza la teoria N = 6, rispetto alla
simmetria che, invece, contraddistingue la troncazione della N = 8 alla N = 4. Per la N = 6,
se non vogliamo proiettare via tutti i gravitini del settore right, siamo costretti a scegliere

(N=6)
−1 = 1 (4.26)
Inoltre, ponendo

(N=6)
+1 = −1 (4.27)
fissiamo una volta per tutte la chiralita` della nostra teoria N = 6. Per la N = 4, invece, fissiamo
una volta per tutte la chiralita` della teoria con due scelte:

(N=4)
+1 = 
(N=4)
−1 = −1 (4.28)
Come vediamo, dunque, nel caso N = 8, si distingue soltanto tra tipo IIA e tipo IIB; man mano
che N diventa piu` basso, aumenta l’arbitrarieta` (ci sono meno simmetrie, capaci di congelare
gradi di liberta`), e quindi ci sono piu` scelte di chiralita`, ognuna delle quali corrisponde ad un
differente modello.
Fatta, pertanto, la nostra scelta, scriviamo i proiettori totali risultanti in questo caso particolare,
nei due settori γ+ e γ−:
P (N=6)γ+ V
µ =
1
2
(I + γ5Γ7)
1
2
(I − iγ5Γ33∗)V µ
P (N=6)γ− V˜
µ =
1
2
(I + ηγ5Γ7) V˜ µ
P (N=4)γ+ V
µ =
1
2
(I + γ5Γ7)
1
2
(I + iγ5Γ33∗)V µ
P (N=4)γ− V˜
µ =
1
2
(I + ηγ5Γ7)
1
2
(I + iγ5Γ33∗) V˜ µ (4.29)
Vediamo chiaramente da questa struttura che, nel caso della N = 6, fatta la scelta tra IIA e IIB
(i.e. scelto η), nel settore right rimangono tutti e 4 i gravitini, mentre nel settore left dei 4 ne
vanno via 2, e precisamente quelli con autovalore +1 della matrice
iγ5Γ33∗ =
(
I 0
0 −I
)
⊗

−I 0 0 0
0 I 0 0
0 0 I 0
0 0 0 −I
 (4.30)
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Infatti, i 4 gravitini sono quelli con autovalore +1 di
γ5Γ7 =
(
I 0
0 −I
)
⊗

I 0 0 0
0 I 0 0
0 0 −I 0
0 0 0 −I
 (4.31)
cioe` quelli emessi da V αPµ (P = 1, 2, 1∗, 2∗), accompagnati dai loro complessi coniugati, emessi
da V α˙P˙ µ; con la proiezione generata dal boundary vector [s′|b˜], vengono proiettati via i gravitini
emessi da V αa
∗µ (a∗ = 1∗, 2∗), insieme, ovviamente, ai loro complessi coniugati, emessi da V α˙a˙∗µ;
rimangono, invece, nello spettro i due gravitini emessi da V αaµ (a = 1, 2) (+ c.c. da V α˙a˙µ).
Andiamo alla N = 4. Al solito, scelto η, ci riduciamo ad avere 4 gravitini left e 4 right; ma ora
l’azione di [s′|s˜′] e` perfettamente simmetrica e 2 gravitini vengono proiettati via a sinistra come
a destra (precisamente quelli con autovalore −1 della matrice (4.30)). A sinistra rimangono i
gravitini emessi da V αa
∗µ (a∗ = 1∗, 2∗), e a destra quelli emessi da V˜ αa∗µ (a∗ = 1∗, 2∗), con i
rispettivi complessi coniugati.
Con questo si conclude l’analisi dei settori fermionici universali; non ci resta che discutere quelli
universali bosonici, per poi passare a considerare, nella prossima sezione, i settori non universali
(twistati).
4.1.2 Settore del gravitone
Analizziamo, prima di tutto, il settore del gravitone, che e` di tipo NS-NS ed e` individuato dal
boundary vector nullo. Scriviamo il proiettore totale su questo settore cos`ı:
P(0) = U0P0 (4.32)
dove
U0 =
1
2
(
I + (−1)1·F ) 1
2
(
I − (−1)γ+·F ) 1
2
(
I − (−1)γ−·F ) (4.33)
e` la parte universale del proiettore, corrispondente alla teoria N = 8. La parte dipendente dal
modello, invece, e` data da:
P0 =
K∏
i=1
1
2
(
I + δγi(−1)γi·F
)
(4.34)
che, nei due casi che stiamo discutendo, ha la seguente faccia:
P
(N=6)
0 =
1
2
(
I − (−1)γ(N=6)1 ·F
)
P
(N=4)
0 =
1
2
(
I + (−1)γ(N=4)1 ·F
) (4.35)
Secondo la formula di massa, gli stati massless in questo settore sono caratterizzati dai numeri
di occupazione N = N˜ = 1/2; quindi abbiamo a che fare con stati eccitati (primo livello) creati
a partire da vuoti di Neveu-Schwarz. Percio`, su questi stati avremo:
1 · F = 0 (mod 2) γ+ · F = 1 (mod 2) γ− · F = 1 (mod 2) (4.36)
che dipendono (ad esempio per la parte di spazio-tempo) dai contributi di entrambi gli operatori
ψµ−1/2ψµ1/2 e ψ˜
µ
−1/2ψ˜µ1/2, o solo da quello di uno dei due. Grazie a queste relazioni, e` evidente
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che U0, nella (4.33), si riduce all’identita`; la teoria e` la N = 8 e gli operatori di vertice rilevanti
in questo settore sono:
V µν(z, z¯, k) = 2eipi/4eφ(z)ψµ(z)2eipi/4eφ˜(z¯)ψ˜ν(z¯)eik·X(z,z¯) gravitone
V µX(z, z¯, k) = 2eipi/4eφ(z)ψµ(z)2eipi/4eφ˜(z¯)Ψ˜X(z¯)eik·X(z,z¯) gravifotoni
V Xµ(z, z¯, k) = 2eipi/4eφ(z)ΨX(z)2eipi/4eφ˜(z¯)ψ˜µ(z¯)eik·X(z,z¯) gravifotoni
V XY (z, z¯, k) = 2eipi/4eφ(z)ΨX(z)2eipi/4eφ˜(z¯)Ψ˜Y (z¯)eik·X(z,z¯) graviscalari
(4.37)
Gli stati fisici emessi da questi vertici sono il gravitone gµν(X), l’assione Bµν(X), il dilatone
Φ(X), i 6 ⊕ 6 = 12 gravifotoni AXµ (X) e A˜Xµ (X), 6 ⊗ 6 = 36 graviscalari che parametrizzano il
coset-manifold
SO(6, 6)
SO(6)⊗ SO(6)
cioe` lo spazio dei moduli della compattificazione toroidale su T 6. Ma se teniamo in conto che,
in 4 dimensioni (e solo in 4!!), la 2-forma Bµν(X) e` dualizzabile a scalare4, ci accorgiamo che
essa, insieme al dilatone, parametrizza un altro coset,
SL(2,R)
SO(2)
conseguenza del fatto che il solito gruppo di S-dualita` O(1, 1) e` promosso, in 4 dimensioni, al
gruppo SL(2,R). In tutto, i 38 scalari di NS-NS, come gia` abbondantemente visto nel capitolo
2 da un’altra prospettiva, parametrizzano il coset
MN=8(moduli) =
SL(2,R)
SO(2)
⊗ SO(6, 6)
SO(6)⊗ SO(6) (4.38)
che discende dalla decomposizione del gruppo-madre E7(7) della supergravita` N = 8 secondo il
sottogruppo di S-T-dualita` SL(2,R)⊗SO(6, 6), oppure del sottogruppo massimamente compat-
to SU(8) secondo SO(6)⊗ SO(6)⊗ SO(2).
Ovviamente, questi non sono tutti gli scalari della supergravita` N = 8, che sono 70 e parame-
trizzano, come sappiamo, il coset
MN=8(completo) =
E7(7)
SU(8)
(4.39)
I rimanenti 32 vengono dal settore di Ramond-Ramond e parametrizzano il coset
MN=8(scalari carichi) =
SU(4, 4)
SU(4)⊗ SU(4)⊗ U(1) (4.40)
che, invece, discende dalla decomposizione delle rappresentazioni di E7(7) rispetto a quelle di
SU(4, 4), oppure di quelle di SU(8) rispetto a quelle di SU(4)⊗ SU(4).
4La sua field strength, che e` una 3-forma, e` il duale di Poincare´ della field strength di uno scalare, cioe` una
1-forma
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La sottovarieta` non solitonica dello spazio dei moduli (4.38) e` quella parametrizzata da quegli
scalari generati a partire dai soli fermioni veri, senza l’intervento dei fake fermion:
MN=8(moduli non solitonici) =
SL(2,R)
SO(2)
⊗ SO(3, 3)
SO(3)⊗ SO(3) (4.41)
Questa varieta` rappresenta lo spazio dei moduli della compattificazione sulla varieta` curva
SU(2)3, che e` piu` piccolo rispetto a quello corrispondente al toro T 6; questo perche´ la com-
pattificazione su SU(2)3 e` equivalente a quella toroidale soltanto in punti speciali dello spazio
dei moduli del toro!
Vediamo ora quali di questi stati massless sopravvivono alla proiezione indotta dai boundary
vector aggiuntivi. Abbiamo su di essi
γ
(N=6)
1 · F = 1 (mod 2) γ(N=4)1 · F = 0 (mod 2) (4.42)
per la parte di spazio-tempo, il che significa che gravitone, assione e dilatone passano attraverso
i proiettori. Per quel che riguarda i gravifotoni e i graviscalari, invece, bisogna distinguere i due
casi.
Per la N = 6, rimangono solo quegli stati con γ(N=6)1 · F = 1 (mod 2); ricordando la defini-
zione di γ(N=6)1 , (4.22), concludiamo che sopravvivono i 6⊕ 2 gravifotoni emessi da V µX (X =
1, 2, 3, 1∗, 2∗, 3∗) e da V Xµ (X = 3, 3∗), e i 2⊗6 = 12 graviscalari emessi da V XY (X = 3, 3∗ ; Y =
1, 2, 3, 1∗, 2∗, 3∗). Cos`ı, lo spazio dei moduli e` troncato a:
MN=6(moduli) =
SL(2,R)
SO(2)
⊗ SO(2, 6)
SO(2)⊗ SO(6) (4.43)
che, al solito, discende dalla decomposizione di SO?(12) secondo il gruppo residuo di S-T-dualita`
della N = 6, vale a dire SL(2,R)⊗ SO(2, 6).
Prendendo solo gli indici senza asterisco, troviamo il coset non solitonico:
MN=6(moduli non solitonici) =
SL(2,R)
SO(2)
⊗ SO(1, 3)
SO(3)
(4.44)
Per la N = 4, invece, si conservano gli stati con γ(N=4)1 · F = 0 (mod 2), dove γ(N=4)1 e` definito
sempre nella (4.22). Sopravvivono 2 ⊕ 2 gravifotoni, emessi da V µX e da V Xµ (X = 3, 3∗), e
2⊗ 2 ⊕ 4⊗ 4 = 20 graviscalari, emessi da V XY con X,Y rispettivamente presi nel range (3, 3∗)
e nel range (1, 2, 1∗, 2∗). Cos`ı:
MN=4(moduli) =
SL(2,R)
SO(2)
⊗ SO(2, 2)
SO(2)⊗ SO(2) ⊗
SO(4, 4)
SO(4)⊗ SO(4) (4.45)
mentre
MN=4(moduli non solitonici) =
SL(2,R)
SO(2)
⊗ SO(1, 1)⊗ SO(2, 2)
SO(2)⊗ SO(2) (4.46)
4.1.3 Settore di Ramond-Ramond
Veniamo ora all’ultimo settore universale rilevante a livello massless, quello di Ramond-Ramond,
individuato dal boundary vector γ+ + γ−. Scriviamo, al solito:
Pγ++γ− = U+−P+− (4.47)
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dove5
U+− =
1
2
(
I + η(−1)1·F ) 1
2
(
I + (−1)γ+·F ) 1
2
(
I + η(−1)γ−·F ) (4.48)
e6
P+− =
K∏
i=1
1
2
(
I + δγi+i−i(−1)γi·F
)
(4.49)
Nei due casi considerati, si ha (con la scelta dei segni gia` fatta in precedenza):
P
(N=6)
+− =
1
2
(
I + (−1)γ(N=6)1 ·F
)
P
(N=4)
+− =
1
2
(
I + (−1)γ(N=4)1 ·F
) (4.50)
Secondo la formula di massa, gli stati massless presenti in questo settore sono caratterizzati da
N = N˜ = 0, cioe` siamo in presenza di un vuoto di Ramond-Ramond.
Prima della proiezione il vertice rilevante e`:
V αˆβˆPˆ Qˆ(z, z¯, k) = eφ(z)/2Sαˆ(z)ΣPˆ (z)eφ˜(z¯)/2S˜βˆ(z¯)Σ˜Qˆ(z¯)eik·X(z,z¯) (4.51)
Da questo vertice, con l’aiuto delle matrici γ di spazio-tempo, otteniamo sia vettori che scalari
massless:
V µPˆ Qˆ(z, z¯, k) = kν(γµν)αˆβˆV
αˆβˆPˆ Qˆ(z, z¯, k)
V Pˆ Qˆ(z, z¯, k) = kµ(γµ)αˆβˆV
αˆβˆPˆ Qˆ(z, z¯, k)
(4.52)
da cui si capisce che V αβPˆ Qˆ e V α˙β˙Pˆ Qˆ contribuiscono ai vettori, mentre V αβ˙Pˆ Qˆ e V α˙βPˆ Qˆ contri-
buiscono agli scalari. L’azione del proiettore universale (4.48) su tale vertice e`:
[U+−V ]αˆβˆPˆ Qˆ =
1
2
(I + γ5Γ7)
αˆαˆ′Pˆ Pˆ ′ 1
2
(I + ηγ5Γ7)
βˆβˆ′QˆQˆ′ V αˆ
′βˆ′Pˆ ′Qˆ′ =
=
1
2
(I + γ5Γ7)⊗ 12
(
I˜ + ηγ˜5Γ˜7
)
V (4.53)
Nota che non abbiamo scritto il contributo del fattore col boundary vector 1, perche´ esso contiene
contemporaneamente entrambi i fattori scritti qui sopra e quindi, visto che sono tutti proiettori,
basta prenderli una sola volta. Se scegliamo, ad esempio, η = 1 (IIB), gli stati che sopravvivono
alla proiezione sono 4⊗4 = 16 vettori reali, emessi da V αβPQ piu` i rispettivi complessi coniugati
V α˙β˙P˙ Q˙, e 4⊗4 = 16 scalari complessi (carichi), emessi da V αβ˙PQ˙ e i rispettivi complessi coniugati
V α˙βP˙Q, cioe` tutti gli stati che hanno autovalore +1 per le matrici γ5Γ7 e γ˜5Γ˜7.
La supergravita` N = 8 e` ora completa: i 32 scalari scarichi di R-R si aggiungono ai 38 di NS-NS
per fare i 70 scalari parametrizzanti il coset E7(7)/SU(8). Cos`ı, i 16 vettori di R-R, insieme ai
12 di NS-NS, fanno i 28 spin 1 del multipletto gravitazionale della N = 8, le cui field strength,
insieme alle loro duali, trasformano nella 56 simplettica di E7.
I proiettori aggiuntivi, invece, agiscono sul vertice di R-R come i seguenti operatori:
P
(N=6)
+− =
1
2 (I − iγ5Γ33∗)⊗ I˜
P
(N=4)
+− =
1
2
(
I ⊗ I˜ − γ5Γ33∗ ⊗ γ˜5Γ˜33∗
) (4.54)
5Non e` affatto difficile verificare che vengono fuori esattamente quei coefficienti, a partire dalle posizioni fatte
nelle precedenti sottosezioni, se si ricordano le proprieta` dei c viste nel precedente capitolo.
6Qui bisogna tener conto del fatto che γ+ · γ− · γi = 0, per qualunque i.
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Per la N = 6, il risultato e` che sopravvivono 2 ⊗ 4 = 8 vettori reali, emessi da V αβaQ piu` i
complessi coniugati V α˙β˙a˙Q˙, cioe` quelli con autovalore −1 per la matrice iγ5Γ33∗ , e i 2 ⊗ 4 = 8
scalari complessi, emessi da V αβ˙aQ˙ e i complessi coniugati V α˙βa˙Q, anch’essi con autovalore −1
per iγ5Γ33∗ . Gli scalari parametrizzano il sub-coset:
MN=6(scalari carichi) =
SU(2, 4)
SU(2)⊗ SU(4)⊗ U(1) (4.55)
che ovviamente discende dalla decomposizione di SO?(12) rispetto a SU(2, 4), o di SU(6) ri-
spetto a SU(2)⊗SU(4). L’unione di questi 16 scalari reali di R-R con i 14 scalari del settore di
NS-NS formano il coset della supergravita` N = 6
MN=6(completo) =
SO?(12)
SU(6)⊗ U(1) (4.56)
In piu`, gli 8 vettori di R-R, insieme agli 8 gravifotoni di NS-NS, completano i 16 stati di spin
1 contenuti nel supermultipletto gravitazionale della N = 6 e le cui field strength, con le loro
duali, trasformano nella spinoriale di SO?(12) (che e` la 32 ed e` simplettica).
Per la N = 4, sopravvivono gli stati che hanno autovalore −1 per la matrice prodotto γ5Γ33∗ ⊗
γ˜5Γ˜33∗ , il che significa 4⊕ 4 vettori, emessi da V αβab∗ (piu` i c.c. V α˙β˙a˙b˙∗) e da V αβa∗b (piu` i c.c.
V α˙β˙a˙
∗b˙), e 2 ⊗ 2 ⊕ 2 ⊗ 2 = 8 scalari complessi, emessi da V αβ˙ab˙∗ (e i c.c. V α˙βa˙b∗) e da V αβ˙a∗b˙
(e i c.c. V α˙βa˙
∗b). Questi ultimi parametrizzano il coset:
MN=4(scalari carichi) =
SU(2, 2)
SU(2)⊗ SU(2)⊗ U(1) ⊗
SU(2, 2)
SU(2)⊗ SU(2)⊗ U(1) (4.57)
Questi 16 scalari reali di R-R, insieme ai 22 scalari di NS-NS, parametrizzano il coset 38-
dimensionale:
MN=4(non twistato) =
SL(2,R)
SO(2)
⊗ SO(6, 6)
SO(6)⊗ SO(6) (4.58)
che e` il manifold degli scalari di una supergravita` N = 4 accoppiata a 6 multipletti vettoriali
N = 4. Inoltre, dei 12 campi vettoriali risultanti, 6 appartengono al multipletto gravitazionale e
6 ai 6 multipletti vettoriali (sono le elicita` piu` alte). In questo caso, pero`, il settore massless non
e` esaurito dai settori universali (come invece accade nella N = 6), bens`ı ci sono, come vedremo
nella prossima sezione, altri 8 multipletti vettoriali, che vengono dai settori twistati.
E` da apprezzare la differenza strutturale delle due troncazioni discusse, palese dalla riduzione
vista dei vettori di R-R:
N = 8 −→ N = 6 42 ⊗ 4 = 8
N = 8 −→ N = 4 4⊗42 = 8
(4.59)
4.2 Settori twistati
Concludiamo con una breve discussione sui settori non universali. Nel caso della N = 6, siccome
esiste solo il multipletto gravitazionale ed esso e` gia` stato tutto esaurito dai settori universali,
segue che non possono emergere altri stati massless dai settori twistati. Verifichiamo questo
asserto.
Grazie alla supersimmetria di spazio-tempo, possiamo limitarci a studiare i bosoni e cercare
settori aggiuntivi che contengano stati bosonici massless prima della proiezione di GSO. Tali
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settori, ovviamente, devono contenere il boundary vector γ(N=6)1 . Solo γ
(N=6)
1 e` fermionico,
cos`ı come 1 + γ(N=6)1 e γ+ + γ− + γ
(N=6)
1 ; γ− + γ
(N=6)
1 , inoltre, richiederebbe N˜ = −1/2 nella
condizione di massa nulla7, il che e` assurdo. L’unica scelta possibile e`, allora:
γ+ + γ
(N=6)
1 = [s+ s
′|b˜] (4.60)
che ci da` N = N˜ = 0, ed il corrispondente priettore e`:
P
(N=6)
γ++γ
(N=6)
1
=
1
2
(
I + (N=6)11 (−1)1·F
) 1
2
(
I + (−1)γ+·F )
1
2
(
I − (−1)γ−·F ) 1
2
(
I + (N=6)11 (−1)γ
(N=6)
1 ·F
)
(4.61)
Gli stati massless sono dati dal prodotto del vuoto di Ramond s+ s′ con il vuoto di Ramond b˜.
Su di essi abbiamo γ− · F = 0 perche´ s˜ e b˜ non hanno campi di Ramond in comune (s · b = 0);
percio`, tutti gli stati sono proiettati via e non viene introdotto nessun bosone massless twistato.
Nettamente diversa, invece, e` la situazione per la N = 4. Qui gli stati bosonici aggiuntivi
sono localizzati nei settori:
γ
(N=4)
1 = [s
′|s˜′] e γ(N=4)1 + γ+ + γ− = [s+ s′|s˜+ s˜′] (4.62)
Notiamo che il secondo di questi settori sviluppa un vuoto di Ramond-Ramond in cui non ci
sono spin-field di spazio-tempo, perche´ ψT e ψ˜T diventano fermioni di NS rispettivamente nella
somma s + s′ e s˜ + s˜′; percio` non possiamo contare sugli indici αβ per creare vettori e quindi
sono presenti solo scalari (gli unici indici sono quelli interni).
I vettori, pertanto, possono provenire soltanto da γ(N=4)1 e, siccome per la N = 4 sono disponibili
solo multipletti vettoriali di materia, bastera` contare questi. Nel settore γ(N=4)1 , il proiettore di
GSO e`:
P
(N=4)
γ
(N=4)
1
=
1
2
(
I + (N=4)11 (−1)1·F
) 1
2
(
I + (−1)γ+·F )
1
2
(
I + (−1)γ−·F ) 1
2
(
I + (N=4)11 (−1)γ
(N=4)
1 ·F
)
(4.63)
Il vertice e`:
V αˆβˆPˆ Qˆ(twistato)(z, z¯, k) = e
φ(z)/2Sαˆ(z)ΛPˆ (z)eφ˜(z¯)/2S˜βˆ(z¯)Λ˜Qˆ(z¯)eik·X(z,z¯) (4.64)
dove ΛPˆ (z) e` il campo di spin dell’algebra di Kacˇ-Moody SO(6) generata dai sei fermioni interni
che hanno condizioni al bordo di Ramond in s′, vale a dire
ΨX(twistato) =
(
χ3i , λ
3
i (i = 1, 2), χ
1
3, λ
1
3
)
(4.65)
Simile definizione per Λ˜Qˆ(z¯).
Il proiettore su questo settore (4.63) si comporta sul vertice appena scritto come:
P
(N=4)
γ
(N=4)
1
=
1
2
(
I ⊗ I˜ + (N=4)11 γ5Γ7 ⊗ γ˜5Γ˜7
) 1
2
(I + γ5Γ33∗)⊗ 12
(
I˜ + γ˜5Γ˜33∗
)
(4.66)
7Perche´ verrebbero ad esserci 16 fermioni di Ramond a destra!
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dove il Γ7 e` quello della spinoriale di un altro SO(6) (cos`ı Γ33∗).
Il risultato e` analogo a quello ottenuto per la N = 4 nel settore universale di Ramond-Ramond,
(4.53)-(4.54), e quindi ci sono 8 vettori massless aggiuntivi, che provengono da 8 ulteriori mul-
tipletti vettoriali di materia, questa volta twistati. In totale, la troncazione N = 8 → N = 4
da` origine ad una supergravita` N = 4 accoppiata a 14 multipletti vettoriali N = 4; il manifold
degli scalari corrispondente e` chiaramente:
MN=4(completo) =
SL(2,R)
SO(2)
⊗ SO(6, 14)
SO(6)⊗ SO(14) (4.67)
Conclusioni
Siamo finalmente pronti a rileggere tutti i risultati ottenuti per la teoria N = 6, D = 4 dal punto
di vista della proiezione di Tits-Satake (la cui tecnologia e` stata introdotta alla fine del primo
capitolo), con l’intenzione di vedere come essa agisce, almeno a livello massless.
Siccome tale proiezione, come accennato, preserva le strutture geometriche delle teorieN = 2,
e` conveniente scomporre il supermultipletto della N = 6 in rappresentazioni irriducibili (super-
multipletti) della superalgebra di Poincare´ (N = 2)-estesa; infatti, il supermultipletto gravita-
zionale della N = 6 e` una rappresentazione irriducibile della superalgebra N = 6, ma e` riducibile
per la N = 2 ! A livello dei gruppi di automorfismi delle due teorie, la scomposizione rilevante
e`:
SU(6) −→ SU(4)⊗ SU(2)
dove SU(6) e` il gruppo di automorfismi della superalgebra N = 6, SU(2) quello della supe-
ralgebra N = 2 (cioe`, in un dato supermultipletto N = 6[2] ci sono diverse rappresentazioni
irriducibili di SU(6)[SU(2)]). L’SU(4) residuo, invece, commuta con la supersimmetria N = 2 e
quindi ogni supermultipletto N = 2 e` anche una rappresentazione irriducibile di questo SU(4).
Quali di queste rappresentazioni compaiano sara` chiaro dal seguente ragionamento, che procede
per passi, dallo spin 2 allo spin 0, schematizzato cos`ı:
N = 6 N = 2
Spin R.I. SU(6) gravitone gravitino vettoriale ipermultipletti supermult. N = 2
2 1 1
3/2 6 2 1
1 15⊕ 1 1 2 1
1/2 20⊕ 6 1 2 2
0 15⊕ 15 1⊕ 1 2⊕ 2
1 4 1⊕ 6 4 R.I. SU(4)
E` chiaro che, per esserci un gravitone, ci deve essere esattamente un multipletto gravitazionale
N = 2 (singoletto di SU(4)); per ottenere gli altri 4 gravitini, ricorriamo a 4 multipletti di
gravitino N = 2 (fondamentale di SU(4)); per far tornare i 15 vettori (escluso il gravifotone),
dobbiamo introdurre 7 multipletti vettoriali N = 2, ed infine il conteggio degli spin 1/2 ci di-
ce esattamente quanti ipermultipletti inserire: essi sono 4 e trasformano nella fondamentale di
SU(4). L’assegnazione delle rappresentazioni irriducibili di SU(4) ai supermultipletti di N = 2
e` chiara dalla seguente scomposizione delle rappresentazioni di SU(6) in rappresentazioni di
SU(4)⊗ SU(2):
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3/2 6 −→ (1,2) ⊕ (4,1)
1 15 −→ (1,1) ⊕ (4,2) ⊕ (6,1) escluso il gravifotone
1/2 20⊕ 6 −→ (6,2) ⊕ (1,2) ⊕ (4,1) ⊕ (4,2)
L’ultima riga la si puo` ottenere con facilita` ricorrendo ai tableaux di Young:
20 ≡ −→
•
•
X
⊕
•
X
X
⊕
•
•
•
∼ •
6 ≡ −→ X ⊕ •
• −→ SU(4)
X −→ SU(2)
Le due fondamentali di SU(4), • , si uniscono in un doppietto di SU(2). Abbiamo percio`
capito che gli ipermultipletti sono nella fondamentale di SU(4) e i vettoriali nella 1⊕6 di SU(4).
Ma andiamo a vedere il branching degli scalari:
15 ⊕ 15 = (1,1)⊕ (1,1)⊕ (4,2)⊕ (4,2) proiettati via
(6,1)⊕ (6,1) preservati
Ora, la proiezione di Tits-Satake agisce cos`ı sul coset-manifold degli scalari:
SO?(12)
SU(6)⊗ U(1)
Π−→ Sp(6,R)
SU(3)⊗ U(1)
Cio` che adesso ci interessa di piu` e` che tale proiezione, come ben vediamo, manda una varieta`
special Ka¨hler in una dello stesso tipo! Inoltre, come e` ovvio, siccome preserva le strutture geo-
metriche della N = 2, essa commuta con SU(4), cioe` butta via e tiene intere sue rappresentazioni
irriducibili (oppure interi supermultipletti N = 2): in particolare, per forza di cose, saranno eli-
minati gli scalari che parametrizzano manifold quaternionici8, vale a dire quelli presenti negli
ipermultipletti (in tutto 16); gli altri due scalari proiettati via sono quelli del singoletto vettoriale
di SU(4).
Per quanto riguarda i vettori, analogamente, vengono proiettati via l’ottetto (4 doppietti di
SU(2)) del multipletto del gravitino e quello del singoletto vettoriale; in tutto rimaniamo con 7
vettori (6 + gravifotone), le cui field strength si sistemano, insieme alle duali, come gia` accennato,
nella 14 di Sp(6,R).
Come si reinterpreta tutto questo dal punto di vista microscopico, che invece distingue il
settore di NS-NS da quello di R-R? Che natura hanno i gradi di liberta` che Tits-Satake proiettano
via? Per capirlo, ricordiamoci dell’analisi fatta nel quarto capitolo grazie ai boundary vector.
Scomponiamo il coset degli scalari della N = 6 secondo il gruppo di S-T-dualita`, (4.43):
SO?(12)
SU(6)⊗ U(1) ∼
SL(2,R)
SO(2)︸ ︷︷ ︸
Bdµν+Φ
⊗ SO(2, 6)
SO(2)⊗ SO(6)︸ ︷︷ ︸
12︸ ︷︷ ︸
14 NS−NS
⊕ (2,8S)︸ ︷︷ ︸
16 R−R
dove il dilatone e l’assione dualizzato parametrizzano il coset di S-dualita` e gli altri 12 scalari di
NS-NS quello di T-dualita`, mentre i campi di R-R sono in corrispondenza biunivoca con i pesi
8Ricordiamo, per inciso, che una varieta` quaternionica e` una varieta` 4m-dimensionale (con m, per esempio, il
numero di ipermultipletti) con gruppo di olonomia contenuto in Sp(2) ⊗ Sp(2m) e con curvatura di Sp(2) non
nulla.
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della rappresentazione fondamentale⊗ spinoriale di SL(2,R)⊗ SO(2, 6).
I vettori, d’altra parte, sono 16 = 8 (R-R) ⊕ 8 (NS-NS), i primi in corrispondenza con i pesi
della 8S di SO(2, 6), i secondi con i pesi della 8V di SO(2, 6).
Ma focalizziamoci sugli scalari. Abbiamo visto che i campi scalari del settore di R-R (8 scalari
carichi) parametrizzano il coset (4.55), sempre incluso nel coset originario, ma derivante da una
diversa decomposizione di SO?(12) (o di SU(6)). Il (4.55) e` un manifold quaternionico (fa parte
della serie dei manifold quaternionici), mentre
SL(2,R)
SO(2)
⊗ SO(2, 6)
SO(2)⊗ SO(6) '
SU(1, 1)
U(1)
⊗ SO(2, 6)
SO(2)⊗ SO(6)
grazie al primo fattore, e` un manifold di special Ka¨hler. E` ovvio, percio`, che la proiezione, che
genera ancora uno special Ka¨hler, butti via tutti i 16 scalari del settore di R-R. Piu` difficile,
invece, e` capire quali sono gli altri due scalari eliminati. In ogni caso, possiamo essere certi
che non sono i Bdµν e Φ puri, perche´ altrimenti dovremmo trovare un embedding consistente di
Sp(6,R) in SO(2, 6), che non esiste! Percio`, i due scalari che vanno via non possono che essere
una mescolanza di Bdµν e Φ con gli altri 12 scalari di NS-NS, che parametrizzano il coset di
T-dualita` della superstringa N = 6 in 4 dimensioni. Questo deriva direttamente dal fatto che
Sp(6,R) e SO(2, 6), come sottogruppi di SO?(12), non sono l’uno dentro l’altro, ma sono messi
“storti” e hanno un’intersezione. La parte di SO(2, 6) che e` fuori da tale intersezione e` quella
che ha in qualche modo a che fare con le combinazioni dei campi di NS-NS proiettate via.
Questo conclude la nostra analisi della proiezione di Tits-Satake sul settore massless della
superstringa di tipo II, N = 6, in 4 dimensioni. Sarebbe interessante andare a vedere come
essa agisce, invece, sul settore massivo, in cui, come abbiamo visto, e` possibile la nascita di
stati twistati; capire, inoltre, quali gradi di liberta` vengono proiettati via ed eventualmente qual
e` l’azione del gruppo di paint su tali stati (twistati e non). Tutto questo va nella direzione
di una comprensione piu` profonda della teoria delle stringhe, perche´, a differenza della solita
analisi trasversale e perturbativa, che tronca lo spettro ai modi massless, consente un’indagine
longitudinale dello spettro e di piu` ampio respiro.
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