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Abstract The earlier-suggested master equation approach is used to develop the consistent statis-
tical theory of diffusion in substitution alloys using the five-frequency model of FCC alloys as an
example. Expressions for the Onsager coefficients in terms of microscopic interatomic interactions
and some statistical averages are presented. We discuss methods of calculations of these averages
using various statistical approximations and both the nearest-neighbor and the second-shell approxi-
mations to describe the vacancy correlation effects. The methods developed are used for calculations
of enhancement factors for tracer solvent and tracer solute diffusion in dilute FCC alloys. We show
that some significant contribution to the tracer solvent enhancement factor related to the thermo-
dynamic activity of vacancies was missed in the previous treatments of this problem. It implies
that the most of existing estimates of parameters of five-frequency model for real alloys should be
revised. For the tracer solute diffusion, the enhancement factor seems to be calculated for the first
time. The results obtained are used to estimate the microscopic parameters important for diffusion,
including the vacancy-solute interaction, in several FCC alloys for which necessary experimental
data are available.
PACS numbers: 66.30.Dn; 66.30.Fq
I. INTRODUCTION
Microscopic theories of diffusion in alloys can be di-
vided into two main groups: (i) those based on the ran-
dom walk theory and the “vacancy-solute association-
dissociation” models (to be called “traditional” theories)
[1–9] and (ii) those based on the master equation ap-
proach recently suggested by Nastar et al. [10–12]. The
traditional approaches described in a number of reviews
and textbooks [6, 8, 9] put grounds for the present micro-
scopic understanding of diffusion. However, the results of
these approaches are exact only in the dilute alloy limit
when the site fractions of solute, cα, tend to zero, while
extensions of these approaches to the finite cα meet dif-
ficulties. Even for a dilute binary alloy AB with low
cB ≪ 1, calculations of enhancement factors, that is, the
linear in cB terms in diffusion coefficients, for both the
tracer solute and the chemical (intrinsic) diffusion seem
to be not performed, while traditional calculations of the
tracer solvent enhancement factor, as discussed by Nas-
tar [11] and below, include significant inaccuracies.
The master equation approach (MEA) to the steady-
state diffusion theory suggested by Nastar et al. [10–12]
can be used for both the dilute and the concentrated al-
loys. It can be formulated in terms of fully microscopic
notions, such as the “saddle-point”, “kinetic” and “con-
figurational” interactions discussed below which can be
calculated by ab initiomethods, see, e. g., [13]. Nastar et
al. [10] used MEA to study some general features of diffu-
sion in concentrated alloys, and the results (obtained us-
ing rather simple approximations) reasonably agree with
Monte Carlo simulations. Nastar [11] used this approach
to study the long-discussed problem of calculating the
tracer self-diffusion enhancement factor, and her results
agree with the Monte Carlo simulations better than the
traditional ones [2, 4, 7]. Barbe and Nastar [12] general-
ized the “pairwise effective interaction” version of MEA
used in [10, 11] to study features of diffusion in alloys
with a high ratio of solute-vacancy to solvent-vacancy
exchange frequencies.
At the same time, the formulation of MEA given in
Refs. [10–12] includes a number of shortcomings which
prevent from further applications of this approach. First,
even the most detailed paper [11] does not contain ex-
plicit expressions for the basic quantity of the theory, the
vacancy-atom exchange probability, which hinders un-
derstanding and generalizations of the method. Second,
basic equations in [11] are implicit and cumbersome, and
it is difficult to use them. Third and most important,
treatment of vacancy-solute interactions in Ref. [11] in-
cludes inaccuracies which are manifested, in particular,
in the disagreement of one of results in [11] with that of
traditional theories, as discussed below in Sec. VC.
In this work we present a new formulation of the mas-
ter equation approach free from the shortcomings men-
tioned, and use it to calculate the enhancement factors
for tracer diffusion in dilute FCC alloys. Our equations
are explicit and simple, they can be solved using the stan-
dard methods of statistical physics, and their possible
generalizations (for example, to the case of not-nearest
or non-pairwise interactions) are evident.
To be definite, we illustrate our approach by consider-
ation of dilute FCC alloys using the pairwise nearest-
neighbor interaction model which is commonly called
“the five-frequency model” [1–9]. At the same time, we
also take into account the solute-solute interactions not
considered in the standard five-frequency model.
The important general feature of our approach is the
proper description of effects of the vacancy-solute interac-
2tion (or “vacancy-solute binding energy” [1–9]), in par-
ticular, for the tracer self-diffusion enhancement factor
bA∗ . We show that all previous calculations of bA∗ us-
ing both the traditional methods [2, 4, 7] and the version
of MEA used in [11], missed the contribution of ther-
modynamic activity of vacancies related to the vacancy-
solute interaction. This led to spreading of a pessimistic
opinion that the “diffusion experiments by themselves are
not sufficient to determine this binding energy” [9], and
presently experimental estimates of this energy use var-
ious plausible models with no consistent statistical jus-
tification [14–16]. Our results show that this pessimistic
opinion is wrong, and the consistent estimates of vvB
for several alloys using available experimental data are
presented in this work. These results also imply that the
most of existing estimates of parameters of five-frequency
model (“frequency ratios”) for real alloys [8, 9] should be
revised.
The paper is organized as follows. In Sec. II we present
main equations of the master equation approach. In Sec.
III, these equatins are used to derive general expressions
for Onsager coefficients which describe the steady-state
diffusion in a substitution alloy. Here we use the methods
suggested by Nastar et al. [10–12] but employ our explicit
formulation of the master equation approach. In Sec. IV
we discuss both exact relations and methods of approxi-
mate calculations for statistical averages which enter into
the general expressions for Onsager coefficients. In Sec.
V we present explicit expressions for Onsager and diffu-
sion coefficients in a binary alloy at any concentration
and show that in the case of a dilute alloy, these expres-
sions coincide with those of the traditional theory [8]. In
Sec. VI and VII we discuss the enhancement factor for
diffusion of tracer solvent and tracer solute, respectively.
In Sec. VIII we estimate parameters of the five-frequency
model and interactions significant for diffusion for several
alloys for which necessary experimental data are avail-
able. We also find that the description of these data by
the five-frequency model seems to be physically reason-
able. Our main conclusions are summarized in Sec. IX.
II. GENERAL EQUATIONS OF DIFFUSIONAL
KINETICS IN SUBSTITUTION ALLOYS
Basic equations of the master equation approach for
the diffusional kinetics of substitution alloys have been
derived earlier [17, 18]. Below we present the necessary
relations from Ref. [18]. We consider a substitution alloy
with (m+1) components p′ which include host atoms de-
noted by index h, solute atoms denoted by Greek letters
α, β, λ, µ, ν, and vacancies denoted by v. Latin letters
p, q, r will denote all kinds of atoms, both h and α, while
Greek letters ρ, σ, τ will denote both solute atoms α and
vacancies v, thus the whole set p′ can be written either
as {p, v} or as {h, ρ} . Distributions of atoms over lattice
sites i are described by the different occupation number
sets {np
′
i } where the operator n
p′
i is 1 when the site i
is occupied by a p′-species component, and 0 otherwise.
At each i these operators obey the identity
∑
p′ n
p′
i = 1.
Hence only m of them are independent, and one of these
operators can be expressed via other ones. We eliminate
the host atom occupation operator nhi writing it as
nhi =
(
1−
∑
ρ
nρi
)
. (1)
This is convenient to describe real alloys where the va-
cancy site fraction is very low: 〈nvi 〉 ≪ 〈n
α
i 〉, while Nastar
et al. [10–12] eliminate vacancy occupation operators nvi .
We use the pairwise interaction model for which the
total configurational Hamiltonian Ht can be expressed
via np
′
i and couplings V
p′q′
ij as follows:
Ht =
∑
ij
(1
2
∑
pq
V pqij n
p
in
q
j +
∑
p
V pvij n
p
i n
v
j +
1
2
V vvij n
v
i n
v
j
)
.
(2)
After elimination of operators nhi according to Eq (1),
the Hamiltonian Ht takes the form:
Ht = E0 +
∑
ρi
ϕρn
ρ
i +Hint. (3)
Here constants E0 and ϕρ yield some insignificant shifts
in the total energy and chemical potentials while the in-
teraction Hamiltonian Hint can be written as
Hint =
∑
αβ,i>j
vαβij n
α
i n
β
j +
∑
α,ij
vαvij n
α
i n
v
j (4)
where terms vvvij n
v
i n
v
j with vacancy-vacancy interactions
are neglected, and the configurational interaction vαρij is
expressed via couplings V p
′q′
ij in (2) as follows:
vαρij = (V
αρ − V αh − V hρ + V hh)ij . (5)
The fundamental master equation for the probability
P of finding an occupation number set {nρi } = ξ can be
written as [17]:
dP (ξ)/dt =
∑
η
[W (ξ, η)P (η) −W (η, ξ)P (ξ)] ≡ SˆP (6)
where W (ξ, η) is the η → ξ transition probability per
unit time. Adopting for probabilities W the conven-
tional “transition state” model [13, 17], we express the
transfer matrix Sˆ in (6) in terms of the probability of an
elementary inter-site atomic exchange (“jump”) pi⇋ vj
between neighboring sites i and j:
W pvij = n
p
i n
v
jω
eff
pv exp[−β(Eˆ
SP
pi,vj − Eˆ
in
pi,vj)]. (7)
Here β = 1/T is the reciprocal temperature, EˆSPpi,vj is
the saddle point energy, Eˆinpi,vj is the initial (before the
jump) configurational energy of a jumping atom and a
vacancy, and the factor ωeffpv can be written as
ωeffpv = ωpv exp
(
∆SSPpi,vj
)
(8)
3where ωpv is the attempt frequency (which has the order
of magnitude of a mean frequency of vibrations of a jump-
ing atom in an alloy), and ∆SSPpi,vj is the entropy differ-
ence between the saddle-point and initial alloy states.
The saddle point energy EˆSPpi,vj in (7) depends in
general on the atomic configuration near the ij bond.
We describe this dependence by the pairwise interaction
model [13, 18] and write this energy as follows:
EˆSPpi,vj = E
p
h +
∑
λl
∆λlp,ijn
λ
l , ∆
λl
p,ij = (ε
λl
p,ij − ε
hl
p,ij). (9)
Here Eph is the saddle point energy for a p-species atom
in the pure host metal, the parameter ∆λlp,ij (to be called
the “saddle-point interaction”) describes changes in this
energy due to a possible substitution of a host atom in
site l by a λ-species solute atom, while ελlp,ij and ε
hl
p,ij
are microscopic parameters which can be calculated using
either ab initio [13] or model [18] calculations.
The most general expression for the probability P in
(6) can be written as [10, 17]
P{nρi } = exp
[
β
(
Ω+
∑
ρi
λρi n
ρ
i −Hint − hˆint
)]
,(10)
hˆint =
1
2
∑
ρσ,ij
hρσij n
ρ
i n
σ
j
+
1
6
∑
ρστ,ijk
hρστijk n
ρ
i n
σ
j n
τ
k + . . . (11)
Here parameters λρi (which are both time- and space-
dependent, in general) can be called “site chemical po-
tentials” for an α-species atom or a vacancy with respect
to a host atom. These parameters are related to the local
chemical potentials µρi and µ
h
i as [22]:
λρi = (µ
ρ
i − µ
h
i ). (12)
Quantities hρσ...ij... in (11) (to be called “effective inter-
actions” [10–12]) describe renormalizations of configura-
tional interactions (5) in the course of kinetic processes,
and they can depend on both time and space, too. Con-
stant Ω is determined by normalization.
Multiplying Eq. (6) by operators nρi and summing over
all configurations {nλj }, we obtain equations for the mean
occupations of site (“local site fractions”) cρi = 〈n
ρ
i 〉:
dcρi /dt = 〈n
ρ
i Sˆ〉 (13)
where 〈(...)〉 means averaging over distribution (10), e. g.:
cρi = 〈n
ρ
i 〉 =
∑
{nσ
j
}
nρiP{n
σ
j }. (14)
For simplicity, in this work we consider the case of
presence in (11) of only pairwise effective interactions hρσij
which is sufficient for dilute alloys while. non-pairwise
effective interactions will be discussed elsewhere. Then
after some manipulations described in detail in [18], Eqs.
(13) can be written similarly to Eqs. (I-28)-(I-34):
dcαi /dt =
∑
j(i)
〈
γαv bˆ
α
ij
{
exp
[
β
(
λαj + λ
v
i − h
αv
ji
−
∑
λl
(hαλjl + h
vλ
il )n
λ
l
)]
− {i→ j}
}〉
dchi /dt =
∑
j(i)
〈
γhv bˆ
h
ij
{
exp
[
β
(
λvi −
∑
λl
hvλil n
λ
l
)]
−{i→ j}
}〉
. (15)
where we also correct some misprints made in [18] and
use the identity (cvi +
∑
α c
α
i ) = (1 − c
h
i ). In Eqs. (15),
symbol j(i) means summation over sites j being nearest
neighbors of site i, and the factor γpv can be called “the
activation frequency” for a p→ v exchange in a pure host
metal which can be written similarly to (7):
γpv = ω
eff
pv exp (−βE
pv
ac ). (16)
Here ωeffpv is the same as in (8), while E
pv
ac is the effec-
tive activation energy which is linearly expressed via the
saddle point energy Eph in (9) and couplings V
pp′
ij [18].
The operator bˆpij in (15) is given by Eq. (I-33):
bˆpij = n
h
i n
h
j exp
[∑
αl
β(uαil+u
α
jl)n
α
l −
∑
αl
β∆αlp,ijn
α
l
]
(17)
where ∆αlp,ij is the same as in Eq. (9), while parameters
uαil (to be called “kinetic interactions” [19]) are expressed
via V pqij in (2) as follows:
uαil = (V
hα
il − V
hh
il ). (18)
Eqs. (15)-(17) show that the operator bˆpij describes in-
fluence of neighboring solute atoms on the probability of
a pi⇋ vj jump. Note that the kinetic interaction uαil in
(17) and (18) does not depend on the kind p of a jumping
atom, unlike the saddle-point interaction ∆αlp,ij in (9).
Using the operator identities
nαl n
β
l = n
α
l δαβ , exp(xn
α
l ) = 1 + n
α
l f(x) (19)
where f(x) is (ex − 1) and δαβ is the Kroneker symbol,
we can explicitly write the operator bˆpij (17) as follows :
bˆpij = n
h
i n
h
j
∏
l
(1 + fαlp∆,ijn
α
l ), (20)
fαlp∆,ij = [exp(β∆
αl
p,ij − βu
α
il − βu
α
jl)− 1]. (21)
Finally, we make remarks on the difference between our
formulation of the master equation approach and that
used by Nastar [11]. First, our formulation is based on
the explicit expression (7) for the inter-site atomic ex-
change probability W pvij . On the contrary, Nastar treats
4this W pvij as some unknown operator and estimates aver-
ages with this operator for dilute alloys using some indi-
rect considerations rather than the direct calculations.
For concentrated alloys, she mentions “difficulties” to
construct W pvij “satisfying the detailed balance princi-
ple”, while this principle is identically obeyed for our
expression (7). As the result, Ref. [11] does not con-
tain explicit equations (15) for time derivatives dcρi /dt
which include, in particular, the vacancy activity factor
exp (βλvi ) discussed below. Second, the above-mentioned
elimination by Nastar et al. [10–12] of vacancy occupa-
tion operators nvi [rather than operators n
h
i in Eq. (1)]
can lead to difficulties in practical calculations, for ex-
ample, in the ab initio calculations of interactions (5) by
standard methods [13]. Such difficulties are absent in our
formulation based on Eqs. (1)-(20).
III. GENERAL EQUATIONS FOR ONSAGER
COEFFICIENTS
A. Method of calculations of Onsager coefficients
in the master equation approach
The steady-state diffusion is commonly described in
terms of Onsager coefficients Lpq which relate the atomic
flux density Jp to the chemical potential gradients ∇µq
supposed to be small and constant [8]. These chemi-
cal potentials can be counted off the vacancy chemical
potential µv, and in the cubic metals where diffusion is
isotropic, Onsager relations can be written as:
Jp =
∑
q
Lpq∇µqv (22)
where µqv is (µq−µv). In a nonuniform alloy, local values
µqvi are related to λ
ρ
i defined by Eqs. (12) as follows:
µαvi = (λ
α
i − λ
v
i ) , µ
hv
i = −λ
v
i . (23)
Below we use the methods of calculations of On-
sager coefficients developed by Nastar et al. [10–12].
The steady-state diffusion corresponds to a weakly non-
uniform alloy for which the local chemical potential dif-
ference δλρji = (λ
ρ
j − λ
ρ
i ) in Eqs. (15) is small, while
effective interactions hαρij (for brevity, to be called also
“fields”) are proportional to these differences. Lineariz-
ing Eqs. (15) in δλρji and h
αρ
ij and expressing δλ
ρ
ji via
δµpvji = (µ
pv
j − µ
pv
i ) according to (23), we obtain:
dcpi /dt = β
∑
j(i)
〈
γpv exp (βλα + βλv)bˆ
p
ij
×
[
δµpvji + (h
pv
ij − h
pv
ji )−
∑
λl
(hvλil − h
vλ
jl )n
λ
l
+
∑
λl
(hpλil − h
pλ
jl )n
λ
l
]〉
. (24)
Here and below, λα or λv without a site index i or j
means the equilibrium value of this chemical potential,
while averaging is made over the equilibrium distribution
P described by Eq. (10) with λρi = λρ and hˆint = 0. In
accordance with the definition (11), fields hpλij are nonzero
only when index p corresponds to a solute atom α, while
hhλij = 0 [which is also illustrated by Eqs. (15)]. For
the given j, each term in the right-hand side of (24) has
evidently the meaning of an atomic flux Jpj→i through
bond ij. It enables us to write the linear relation between
these fluxes and quantities δµpvji and h
αρ
ij in (24). It was
also noted in [10, 11] that for the steady-state diffusion
when the left-hand side of Eqs. (24) vanishes, effective
interactions hαρij are antisymmetric in indices i and j:
hαvji = −h
αv
ij , h
αβ
ji = −h
αβ
ij . (25)
Denoting also site i by index “0” and site j by index “1”,
we can write the above-mentioned fluxes Jp0→1 as follows:
Jp0→1 = −β
[
wp(δµαv + 2h
αv
1 )
−
∑
λl
lλlp (h
vλ
0l − h
vλ
1l − h
pλ
0l + h
pλ
1l )
]
(26)
where δµpv is (µ
pv
1 − µ
pv
0 ), h
αv
1 is the nearest-neighbor
effective interaction, and wp and l
λl
p are statistical aver-
ages:
wp = 〈wˆ
p
01〉, l
λl
p = 〈wˆ
p
01n
λ
l 〉. (27)
Here the operator wˆp01 is the product of the operator bˆ
p
01
given by Eq. (17) or (20) and the constant factor Γp
which enters into Eqs. (24):
wˆp01 = Γp bˆ
p
01, (28)
Γα = γαv exp (βλα + βλv), Γh = γhv exp (βλv). (29)
Fields hαρij in Eqs. (26) can be found from the stationarity
condition for two-site averages [10, 11]:
d
dt
〈nα0n
p
j 〉 = 0 (30)
which yields the following equations for hαρij [10, 11, 17]:
∑
k 6=06=j
[
mpjα,0k
(
δµαvk0 + 2h
αv
0k
)
−
∑
λl
tpj,λlα,0k
(
hvλ0l − h
vλ
kl
−hαλ0l + h
αλ
kl
)
+mα0h,jk(δµ
pv
kj + 2h
pv
jk)
−
∑
λl
tα0,λlh,jk
(
hvλjl − h
vλ
kl − h
pλ
jl + h
pλ
kl
)]
= 0 (31)
where
mqjp,ik = 〈wˆ
p
ikn
q
j〉, t
qj,λl
p,ik = 〈wˆ
p
ikn
q
jn
λ
l 〉. (32)
Following Nastar [11], we consider diffusion along z-
axis of an FCC alloy when chemical potentials µpi =
µp(Ri) depend only on zi. Let us denote positions of
sites 0 and 1 in Eqs. (26) as R0 = (0, 0, 0) and R1 =
5(0, a0/2, a0/2) where a0 is the FCC lattice constant, while
different sites near the bond (0, 1) are numbered as shown
in Fig. 1. Quantity δµpv in Eqs. (26) is the differ-
ence of chemical potentials between neighboring atomic
planes along z axis: δµpv = µpv(0, 0, a0/2)− µpv(0, 0, 0).
The field hρλ0l = h
ρλ(R0l) does not change under rota-
tions of vector R0l = (x0l, y0l, z0l) around z-axis, and
this field changes its sign under reflection with respect to
(x, y)-plane: hρλ(x0l, y0l,−z0l) = −h
ρλ(x0l, y0l, z0l). For
brevity, we denote the set of crystallographically equiva-
lent sites with the same positive value z0ln > 0 as l
+
n , the
similar set with the negative value z0ln = −zln , as l
−
n ,
and the fields hρλ(Rl+n ) or h
ρλ(Rl−n ) which correspond to
the set of sites l+n or l
−
n , as h
ρλ
n or (−h
ρλ
n ). Index n which
numbers different sets of equivalent sites, l+n and l
−
n , is
supposed to increase with the distance |R0l|, and for a
given |R0l|, it increases with the z0l value. Thus n = 1
corresponds to the nearest-neighbor field h1 = h(R01),
and Eqs. (26) can be concisely written as:
Jp0→1 = −β
[
wp(δµαv + 2h
pv
1 )
+
∑
λ
nmax∑
n=1
lλp,n(h
λv
n − h
λp
n )
]
. (33)
Here nmax is the maximum number of fields h
ρλ
n taken
into account, and increase of nmax corresponds to a more
accurate description of vacancy correlation effects [10].
Coefficients lλp,n in (33) are defined as follows:
lλp,n =
∑
l+n , l
−
n
〈wˆp01(nl+n − nl−n − n1,l+n + n1,l−n )
λ〉. (34)
Here index λ at brackets means that it should be put at
each term within brackets, e. g. (nl+n+. . .)
λ = (nλ
l+n
+. . .),
and the following notation is used:
nl±n = n(Rl±n ), n1,l±n = n(Rl±n +R1). (35)
Employing the same notation as in (33)-(35), we can
concisely write Eqs. (31) and (32) similarly to (33):
mpα,n(δµαv + 2h
αv
1 )−m
α
p,n(δµpv2h
pv
1 ) +
+
∑
λ
nmax∑
m=1
[
(tpλα,nm − t
αλ
p,nm)h
λv
m
−tpλα,nmh
λα
m + t
αλ
p,nmh
λp
m
]
= 0 (36)
where coefficients tqλp,nm and m
q
p,n are defined as follows:
tqλp,nm =
12∑
k=1
∑
l+m, l
−
m
〈wˆp0kn
q
n,1(nl+m − nl−m − nk,l+m + nk,l−m)
λ
mqp,n =
4∑
k=1
〈(wˆp0k − wˆ
p
0,k+4)n
q
n,1〉 . (37)
Here nl+m and nl−m are the same as in (34); the operator
nqn,1 = n
q(Rn,1) corresponds to the vector Rn,1 chosen
as “the first one” in the set of vectors Rl+n ; nk,l±n defined
similarly to n1,l±n in Eq. (35) is n(Rl±n +Rk); and we took
unto account the symmetry or antisymmetry of each av-
erage in (36) with respect to reflections Rn,1 → (−Rn,1).
Eqs. (36) enable us to express all fields hαρn as linear
combinations of δµqv. Then substitution of these expres-
sions into Eqs. (33) yields the linear relation between the
flux Jp0→1 and differences δµpv:
Jp0→1 =
∑
q
Apqδµqv (38)
where parameters Apq are some functions of coefficients
lλp,n, m
q
p,n and t
qλ
p,n in Eqs. (36). To relate parameters
Apq in (38) to Onsager coefficients Lpq in (22) we note
that the flux density Jp along z axis can be found as the
ratio of the total flux through one site lying in the plane
(0,0,0) to the area S = a20/2 corresponding to each site
in that plane, while the difference δµpv in Eq. (38) is
simply expressed via ∇µqv = (0, 0, dµqv/dz):
Jp = 4J
p
0→1/S = 8J
p
i→j/a
2
0 , (39)
δµpv = (dµpv/dz)a0/2 (40)
Substituting these relations into (38) and comparing the
result with a z-component of Eq. (22), we find:
Lpq = −4Apq/a0 = −na
2
0Apq (41)
where n = 4/a30 is the atomic density in the FCC lattice.
B. Model of the nearest-neighbor kinetic and
saddle-point interactions
Below we consider the model when both the saddle-
point and kinetic interactions, ∆λlp,ij and u
λ
il in Eqs. (9),
(17), (20) and (21), are nonzero only for the nearest-
neighbors. This corresponds to the standard “five-
frequency model” for FCC alloys [1–9]. For this model,
the operator wˆp01 in Eqs. (20) and (28) takes the form:
wˆp01 = Γpn
h
0n
h
1
∏
l
(
1 +
∑
µ
nµl f
µ
p∆
)∏
m
(
1 +
∑
ν
nνmf
ν
u
)
(42)
where sites l and m are numbered as shown in Fig. 1.
In this figure, sites with positions Rk for k between 1
and 12 correspond to the nearest neighbors of site “0”
positioned at R0 = 0, while sites positioned at Rk¯ ≡
R1,k = (R1 + Rk) correspond to the nearest neighbors
of site “1” with R1 = (0, a0/2, a0/2). The relations
7¯ = 0, 6¯ = 9, 8¯ = 12, 10 = 2, 11 = 4 (43)
are also taken into account.
In Eq. (42), index l in the first product takes four
values: 2, 4, 9 or 12 which correspond to the nearest
neighbors of bond (0,1), i. e. of both site 0 and site 1.
Indexm in the second product corresponds to the nearest
6FIG. 1: Bond (0,1) in the FCC lattice and its nearest neigh-
bors, sites k and k¯ discussed in the text.
FIG. 2: (color online) Schematic representation of bonds of
the type (h, h), (h,∆), (∆,∆), (∆, u) and (u, u) described in
the text. Seven bonds (0, k) and seven bonds (1, k¯) which
belong to the type (h, u) are not shown for clarity of figure.
neighbors of only one of these sites, site 0 or site 1, and
takes fourteen values: 3, 5, 6, 7, 8, 10, 11, 1¯, 2¯, 3¯, 4¯, 5¯, 9¯ or
12. Quantity fµp∆ or f
ν
u in Eq. (42) is the Mayer function
which, according to Eq. (21), corresponds to the sum of
non-zero contributions of the saddle-point interaction (9)
and the kinetic interaction (18):
fµp∆ = exp [β(2u
µ
1 −∆
µ
p )]−1 , f
ν
u = exp (βu
ν
1)−1 (44)
where uν1 is the nearest-neighbor kinetic interaction.
The vacancy correlation effects in concentrated alloys
will be described using two different approximations:
(i) The simplest “Lidiard-Le Claire” approximation
which supposes that a vacancy that leaves the first neigh-
bor shell of a solute atom does not return [8]. It cor-
responds to the nearest-neighbor effective interaction:
hn = δn,1h1 [11] and will be called the “nearest-neighbor-
jump approximation” (NNJA). For the NNJA, Eqs. (33)-
(36) include only terms with n = 1 and m = 1, and Eqs.
(34) and (37) take the form:
lλp,1 =
4∑
k=1
〈wˆp01(nk − nk+4 − n1,k + n1,k+4)〉 , (45)
mqp,1 =
4∑
k=1
〈(wˆp0k − wˆ
p
0,k+4)n
q
1〉 , (46)
tqλp,11 =
12∑
k=1
〈(wˆp0kn
q
1
4∑
l=1
(nl − nl+4 − nk,l + nk,l+4)
λ〉 . (47)
(ii) The more refined approximation suggested by Boc-
quet [5] which neglects the probability of return of a va-
cancy which leaves the second shell of neighbors, to be
called “the second-shell-jump” approximation (SSJA). It
describes the vacancy correlation effects with the accu-
racy of the order of percents [5] sufficient for the most
of applications. In Eqs. (34)-(36), SSJA corresponds to
nmax = 5, that is, to the presence of five fields hn with
the following vectors Rn,1 in Eq. (36) (in a0/2 units):
R1,1 = (0, 1, 1), R2,1 = (0, 0, 2), R3,1 = (1, 2, 1),
R4,1 = (1, 1, 2), R5,1 = (0, 0, 2) (48)
while the set l+n of vectors Rl+n in Eqs. (34) and (37) for
n equal to 1, 2, 3, 4 and 5 includes 6, 1, 8, 4 and 4 vectors
Rl+n
, respectively.
Therefore, to find atomic fluxes Jp0→1 in Eqs. (33)
we should calculate statistical averages of three different
types: quantities wp = 〈wˆ
p
01〉 in Eq. (42); quantities
lλp,n and m
q
p,n in Eqs. (34) and (37) which include “one-
site” averages 〈wˆp01n
λ
i 〉; and quantities t
qλ
p,nm in (37) which
include “two-site” averages 〈wˆp01n
q
in
λ
j 〉.
IV. CALCULATIONS OF STATISTICAL
AVERAGES
.
A. Exact relations
Before to discuss methods of calculations of averages
wp, l
λ
p,n, m
q
p,n and t
qλ
p,nm in Eqs. (33)-(37) we consider
some exact relations which follow either from definitions
of these averages or from the crystal symmetry.
First, we note that according to definitions (27), (34),
(37), each such average is proportional to the factor
exp (βλv), that is, to the reduced thermodynamic activ-
ity coefficient av for vacancies defined by Eqs. (66)-(71)
below. This factor enters into the coefficient Γp in Eqs.
(28) and (29) and is determined by the vacancy-solute
interactions vvα. Therefore, at nonzero solute concentra-
tions cα these vvα affect all diffusion coefficients, contrary
to the commonly accepted ideas [2–9, 11].
Second, we note two operator identities which are use-
ful for calculations of one-site or two-site averages, i. e.
quantities lλp,n, m
q
p,n or t
qλ
p,nm in Eqs. (33)-(36). These
identities include the product of the operator nqi and one
of factors in two last products in Eq. (42):
nqi (1 +
∑
λ
nλi f
λ
p∆) = n
q
i e
q
p∆,
nqi (1 +
∑
λ
nλi f
λ
u ) = n
q
i e
q
u (49)
where we denote for brevity:
eqp∆ = exp [β(2u
q
1 −∆
q
p)] , e
q
u = exp (βu
q
1) . (50)
Note that when index q in Eqs. (49) corresponds to a
host atom: q = h, the factor ehp∆ or e
h
u in (49) is unity:
ehp∆ = e
h
u = 1 (51)
as the product nhi n
λ
i in (49) is zero. Eqs. (49) imply,
for example, that in Eq. (45) for lλp , the product (1 +∑
µ n
µ
2f
µ
p∆)n
λ
2 in the operator wˆ
p
01n
λ
2 is reduced to e
λ
p∆n
λ
2 ,
while the product (1 +
∑
µ n
µ
6f
µ
u )n
λ
6 is reduced to e
λ
un
λ
6 .
It simplifies calculations of averages.
Third, we consider the crystal symmetry relations for
one-site and two-site averages, denoted as νqpi and ν
qλ
p,ij :
νqpi = 〈wˆ
p
01n
q
i 〉, ν
qλ
p,ij = 〈wˆ
p
01n
q
in
λ
j 〉 . (52)
These relations can be conveniently discussed using Figs.
1 and 2 which illustrate the crystal symmetry of different
7sites near the (0,1) bond for an inter-site jump p ⇌ v.
These sites can be divided into three groups: (i) sites 0
and 1 ≡ 0¯, to be called “sites h” as occupation of these
sites is described in Eq. (42) by the operators nh0 and n
h
1 ;
(ii) sites 2, 4, 9 and 12 being the nearest neighbors of both
sites 0 and site 1, to be called “sites ∆” as the occupation
operator nλl for each of these sites enters into Eq. (42)
with the factor fλp∆; (iii) the rest nearest neighbors of
site 0 or site 1, that is, sites 3, 5, 6, 7, 8, 10, 11, and
1¯, 2¯, 3¯, 4¯, 5¯, 9¯, 12, to be called “sites u” as the operator
nµm1 or n
ν
m2 for these sites enters into Eq. (42) with the
factor fµu or f
ν
u . The sites u can also be divided into
three groups of the different topology illustrated by Fig.
2: (i) the “vertex” sites 3, 3¯, 5 and 5¯, to be called “sites
v”, (ii) the “side” sites 6, 8, 10, 11, 2¯, 4¯, 9¯ and 12, to be
called “sites s”, and (iii) the “central” sites 7 and 1¯, to
be called “sites c”. Different types of this site symmetry
will be denoted by symbol ξ which takes values ∆ and u
or, for a more detailed description, ∆, v, s and c.
TABLE I. Changes of positions of lattice sites under ro-
tation of the FCC lattice that transforms bond (0, k) into
bond (0,1).
Components
k of vector R Position of sites
1 (x, y, z) 1 2 3 4 5 6 7 8 9 10 11 12
2 (−y, x, z) 4 1 2 3 8 5 6 7 12 9 10 11
3 (−x,−y, z) 3 4 1 2 7 8 5 6 11 12 9 10
4 (y,−x, z) 2 3 4 1 6 7 8 5 10 11 12 9
5 (x,−z, y) 3 10 7 11 1 9 5 12 2 6 8 4
6 (−y,−z, x) 11 3 10 7 12 1 9 5 4 2 6 8
7 (x,−y,−z) 7 6 5 8 3 2 1 4 10 9 12 11
8 (y,−z,−x) 10 7 11 3 9 5 12 1 6 8 4 2
9 (−z, y, x) 12 4 11 8 9 2 10 6 1 3 7 5
10 (−z, x,−y) 8 12 4 11 6 9 2 10 5 1 3 7
11 (z,−x,−y) 6 10 2 9 8 11 4 12 7 3 1 5
12 (z, y,−x) 9 6 10 2 12 8 11 4 5 7 3 1
The above-discussed symmetry relations can be used
to simplify Eq. (45) for lλp,1 which is originally written as
lλp,1 = 〈wˆ
p
01[(n1 + n2 + n3 + n4 − n5 − n6 − n7 − n8)
λ
−(n1¯ + n2¯ + n3¯ + n4¯ − n5¯ − n6¯ − n7¯ − n8¯)
λ]〉. (53)
First, three last terms in the second brackets can be
rewritten according to Eq. (43). Second, terms with nλ0
and nλ1 in (53) vanish as the operator wˆ
p
01 (42) includes
factors nh0 and n
h
1 while n
h
i n
λ
i = 0. Thus we obtain:
lλp,1 = 〈wˆ
p
01[(n2 + n4 + n9 + n12)
λ + (n3 − n5
−n3¯ + n5¯ − n6 − n8 − n2¯ − n4¯)− n7 − n1¯)
λ]〉. (54)
Figs. 1 and 2 show that four ∆-sites, 2, 4, 9, 12, as well
as four v-sites 3, 5, 3¯, 5¯, eight s-sites 6, 8, 10, 11, 2¯, 4¯, 9¯,
12, and two c-sites, 7 and 1¯, are equivalent to each other.
Therefore, Eq. (54) includes only three different terms:
lλp,1 = (4ν
λ
p∆ − 4ν
λ
ps − 2ν
λ
pc) (55)
where νλpξ means the one-site average ν
λ
pi (52) for a site i
of the symmetry ξ:
νλp∆ = 〈wˆ
p
01n
λ
2 〉, ν
λ
ps = 〈wˆ
p
01n
λ
6 〉, ν
λ
pc = 〈wˆ
p
01n
λ
7 〉.
(56)
Expressions (46) and (47) for mqp,1 and t
qλ
p,11 include
operators wˆp0k which describe atomic jumps along bonds
(0, k) rather than along the bond (0,1) considered above.
To use the above-discussed symmetry relations, we can
employ the rotation of the FCC lattice which transforms
bond (0, k) into the (0,1) one. Table I shows changes of
the positions of different sites under such rotations.
Using Table I we can write mqp,1 in (46) as
mqp,1 = 〈wˆ
p
01(n4 + n3 + n2 − n3 − n11 − n7 − n10)
q〉
= (2νqp∆ − 2ν
q
ps − ν
q
pc). (57)
It implies:
lqp,1 = 2m
q
p,1 (58)
where we use the same considerations and notation as
in Eqs. (53)-(56), while index q corresponds to either a
solute atom λ or a host atom h.
The similar methods can be used to explicitly write
the average tqλp,11 in (47). It can be written as the sum of
two terms, the “one-site” and the “two-site” one:
tqλp,11 = t
qλ
1p + t
qλ
2p . (59)
The one-site term tqλ1p has the form similar to (55):
tqλ1p = δqλ
(
2νλp∆ + 2ν
λ
pv + 4ν
λ
ps + ν
λ
pc
)
(60)
where νλpv is defined similarly to other ν
λ
pξ in (56):
νλpv = 〈wˆ
p
01n
λ
3 〉. (61)
The two-site term tqλ2p in (59) includes 21 non-equivalent
averages νqλp,ij which can be grouped into terms t
qλ
p,ξξ′ cor-
responding to symmetries ξ and ξ′ of sites i and j:
tqλ2p =
∑
ξ,ξ′
tqλp,ξξ′ (62)
8where both ξ and ξ′ takes the value ∆, v, s or c. The
non-zero terms tqλp,ξξ′ in (62) can be written as follows:
tqλp,∆∆ = (4ν2,4 + 2ν2,9)
qλ
p ,
tqλp,∆s = −2(ν2,6 + ν2,8 + ν2,10 + ν2,11)
qλ
p ,
tqλp,∆c = −4(ν2,7)
qλ
p , t
qλ
p,vv = 2(ν3,5¯ − ν3,5 − ν3,3¯)
qλ
p ,
tqλp,vs = 2(ν3,10 − ν3,6 − ν3,2¯ + ν3,9¯)
qλ
p ,
tqλp,ss = 2(ν6,10 − ν6,11 + ν6,2¯ + ν6,4¯)
qλ
p ,
tqλp,sc = 2(ν6,7 + ν6,1¯)
qλ
p ), t
qλ
p,cc = (ν7,1¯)
qλ
p . (63)
Here the lower index p and the upper indices qλ at brack-
ets mean that they should be put at each term within
brackets, while the notation νi,j (used for clarity) means
the same as νij in (52). Quantities t
qλ
ξ′ξ with ξ
′ 6= ξ not
presented in Eqs. (63) can be obtained from those given
in (63) by interchanging indices q and λ: tqλξ′ξ = t
λq
ξξ′ .
The above-discussed relations of symmetry can also be
used to calculate quantities lλp,n, m
q
p,n and t
qλ
p,nm in Eqs.
(34)-(37) used in the SSJA. This is illustrated below.
B. Kinetic mean-field calculations
In this section we describe calculations of averages
〈wˆp01〉, l
λ
p,n, m
q
p,n and t
qλ
p,nm in Eqs. (42), (34), (37) using
the simplest approximation which neglects fluctuations of
occupation numbers npi : each n
p
i is replaced by its mean
value 〈npi 〉 = cp. At the same time, thermodynamic quan-
tities, in particular, chemical potentials λρ in Eqs. (29),
will be found using the more exact, pair-cluster approx-
imation – PCA (or “cluster variation method for pair
clusters” [20]). It can significantly raise the accuracy of
calculations with respect to the usual mean-field approx-
imation (MFA), particularly for dilute alloys [21, 22]. To
differ this our approach from the usual MFA, we call it
“the kinetic mean-field approximation” (KMFA).
Let us first find the KMFA expression for the average
wp of the operator wˆ
p
01 given by Eq. (42). Replacing
each npi in (42) by the site fraction cp, we obtain:(
wp
)
KMFA
≡ w0p = Γpc
2
hS
4
p∆S
14
u . (64)
The upper index “0” at averages wp, νp, mp, lp and tp
will mean “KMFA”, and we denote for brevity:
Sp∆ =
(
1+
∑
λ
cλf
λ
p∆
)
, Su =
(
1+
∑
µ
cµf
µ
u
)
. (65)
The factor Γp in (64), according to (29), can be expressed
via the activation frequency γp and the chemical poten-
tials λρ of vacancies or solute atoms with respect to host
atoms. Each λρ is the sum of the ideal solution term
λidρ = T ln(cρ/ch) and the interaction term λ
int
ρ :
βλv = ln (cv/ch) + βλ
int
v
βλα = ln (cα/ch) + βλ
int
α (66)
In a dilute alloy, the interaction term λintρ is linear in
the solute site fractions cα. We will describe this term
by the PCA expression which for dilute alloys becomes
exact [22]. For a binary alloy, these expressions are given
below by Eqs. (97), while for a multi-component dilute
alloy they can be obtained from Eqs. (26)-(31) in [22]:
βλintv = −
∑
γ
∑
n=1
znf
vγ
n cγ
βλintα = −
∑
γ
∑
n=1
znf
αγ
n cγ . (67)
Here zn is the coordination number for the n-th shell in
the crystal, and fργn is the Mayer function for the config-
urational interaction vργn (5) in this shell:
fργn = [exp (β v
ργ
n )− 1] . (68)
Using Eqs. (29) and (66), we can write w0p in (64) as
w0p = cpωp (69)
where the quantity ωp is defined as follows:
ωα = γαvcvavaαS
4
α∆S
14
u
ωh = γhvcvavS
4
h∆S
14
u . (70)
Here the factor av or aα defined by the relation
av = exp (βλ
int
v ), aα = exp (βλ
int
α ) (71)
can be called “the reduced activity coefficient” for a va-
cancy or for a solute atom (our aα is related to the ac-
tivity coefficient γα used, e. g., in [8] as: aα=chγα).
When cα → 0, factors av, aα, Sp∆, Su in (65) and (71)
tend to unity, thus quantities ωp in (70) take the values
ω0α = cvγαv, ω
0
h = cvγhv. (72)
Hence ω0p has the meaning of the mean frequency of the
vacancy-(p-species atom) exchanges in a dilute alloy. For
a concentrated alloy, ωp can be viewed as the average
value of this frequency found in the KMFA. Note that
the mean frequency ω0α differs from the “solute jump fre-
quency” wα used in the standard five-frequency model
[1–9] which is related to ω0α as follows:
wα = ω
0
αe
vα
1 , e
vα
1 = exp (βv
vα
1 ) (73)
where vvα1 is the nearest-neighbor vacancy-solute inter-
action. Factor evα1 in (73) corresponds to the factor
exp (βEˆinpi,vj) in (7), and it is canceled in the mean fre-
quency ω0α due to the statistical averaging in Eqs. (15).
Discussing calculations of one-site averages νqpξ in Eqs.
(55), (58) and (60) we first note that the differences be-
tween averages which include operators of occupation of
sites of the symmetry v, s or cmentioned above arise only
due to the inter-site correlations. Hence these differences
are not manifested in the KMFA. Therefore, each of in-
dices v, s, c in Eqs. (56)-(61) can be replaced by the
9common index u. Second, using identities (49) we see
that the average νqpξ = 〈wˆ
p
01n
q
ξ〉 differs from the average
〈wˆp01〉 = w
0
p by replacing one of factors Spξ in Eq. (64)
(with Spu ≡ Su) by the appropriate factor cqe
q
pξ with e
q
pξ
from Eqs. (50). It yields the following relations:
νq0p∆ = cpcqωpη
q
p∆, ν
q0
pu = cpcqωpη
q
u (74)
where we denote for brevity:
ηqp∆ = e
q
p∆/Sp∆, η
q
u = e
q
u/Su. (75)
The same methods can be used for the KMFA calcula-
tions of two-site averages νqλp,ij in (63). Hence the KMFA
expressions for one-site and two-site averages are similar:
νq0pi = cpcqωpη
q
pξ, ν
qλ,0
p,ij = cpcqcλωpη
q
pξη
λ
pξ′ . (76)
Here indices ξ and ξ′ equal to ∆ or u indicate the above-
mentioned symmetry of site i and site j, respectively, and
relations ηqpu ≡ η
q
u, η
λ
pu ≡ η
λ
u are implied.
The resulting KMFA expressions for quantities mqp,1,
tqλ1p and t
qλ
2p in Eqs. (58) and (59) can be written as follows
mq0p,1 = cpcqωp(2η
q
p∆ − 3η
q
u) ,
tqλ,01p = δqλcpcλωp(2η
q
p∆ + 7η
q
u) ,
tqλ,02p = cpcqcλωp
[
6ηqp∆η
λ
p∆
−12(ηqp∆η
λ
u + η
λ
p∆η
q
u) + 11η
q
uη
λ
u
]
. (77)
Calculations of averages lλp,n, m
q
p,n and t
qλ
p,nm in Eqs.
(34), (37) for values n,m > 1 corresponding to the SSJA
can be made similarly to those for the NNJA described
above, though description of rotations of vectorsRl+n and
Rl−n
in (37) (analogous to that given in Table I for vectors
R1k) should be made for each n and m separately. The
results can be written in terms of “reduced” quantities
l˜λp,n and m˜
q
p,n defined by the relations:
lλ0p,n = cλcpωp l˜
λ
p,n, m
q0
p,n = cqcpωp m˜
q
p,n (78)
where ωp is the same as in Eqs. (70). Expressions for
quantities l˜λp,n and m˜
q
p,n in (78) via η
q
p∆ and η
q
u in (75)
and the factor
ξqu = (η
q
u − 1) (79)
are given in Table II.
TABLE II. Reduced values l˜λp,n and m˜
q
p,n in Eqs. (78)
n 1 2 3 4 5
l˜λp,n (4η
λ
p∆ − 6η
λ
u) 2ξ
λ
u 4ξ
λ
u 4ξ
λ
u 2ξ
λ
u
m˜qp,n (2η
q
p∆ − 3η
q
u) 4ξ
q
u ξ
q
u 2ξ
q
u ξ
q
u
Similarly, matrices t qλp,nm which enter into Eqs. (37) can
be expressed via the “reduced” matrices t˜λp,nm and t˜
qλ
p,nm:
t qλ,0p,nm = cqcpωp
(
δ qλ t˜
λ
1p,nm + cλ t˜
qλ
2p,nm
)
. (80)
Here the matrix t˜λ1p,nm has a relatively simple form:

2ηλp∆ + 7η
λ
u −η
λ
u −2η
λ
u −2η
λ
u −η
λ
u
−4ηλu 4η
λ
u + 8 0 −4 0
−ηλu 0 2η
λ
u + 9 −1 −1
−2ηλu −1 −2 2η
λ
u + 10 −2
−ηλu 0 −2 −2 η
λ
u + 11


while the matrix t˜ qλ2p,nm can be written as follows:

t˜ qλ2p,11 χ
qλ
p 2χ
qλ
p 2χ
qλ
p χ
qλ
p
4χλqp t˜
qλ
2,22 8ε
qλ 8εqλ + 4 4εqλ
χλqp ε
qλ t˜λ q2,33 2ε
qλ + 1 εqλ + 1
2χλqp 2ε
qλ + 1 4εqλ + 2 t˜ qλ2,44 2ε
qλ + 2
χλqp ε
qλ 2εqλ + 2 2εqλ + 2 t˜ qλ2,55


where the diagonal elements t˜ qλ2p,nn are:
t˜ qλ2p,11 = 6η
q
p∆η
λ
p∆ − 12
(
ηqp∆η
λ
u + η
q
uη
λ
p∆
)
+ 11ηquη
λ
u
t˜ qλ2,22 = 4
(
ηquη
λ
u − 2η
q
u − 2η
λ
u
)
t˜ qλ2,33 =
(
2ηquη
λ
u − 4η
q
u − 4η
λ
u − 5
)
t˜ qλ2,44 = 2
(
3ηquη
λ
u − 4η
q
u − 4η
λ
u − 1
)
t˜ qλ2,55 =
(
ηquη
λ
u − 2η
q
u − 2η
λ
u − 9
)
, (81)
while non-diagonal elements are expressed via only two
quantities, χqλp and ε
qλ:
χqλp =
(
4ηqp∆η
λ
u − 5η
q
uη
λ
u − 4η
q
p∆ + 6η
q
u
)
εqλ = 2ξquξ
λ
u = 2(η
q
u − 1)(η
λ
u − 1). (82)
The KMFA calculations described above neglect con-
tributions of fluctuations of occupation numbers nαi in
the statistical averages. Calculations of such contribu-
tions can be made using the more refined statistical meth-
ods, such as the pair-cluster approximation - PCA [20],
and they will be described elsewhere together with their
contribution to the enhancement of chemical diffusion.
At the same time, these calculations show that these fluc-
tuative contributions are typically not very significant,
and the above-described KMFA expressions are usually
sufficient for the realistic description of diffusion, partic-
ularly in dilute alloys.
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V. DIFFUSION IN BINARY ALLOYS
A. General expressions for Onsager coefficients in
a binary alloy
For a binary alloy AB with h = A and α = B, fields
hααn in Eqs. (33) and (36) are zero due to the antisym-
metry property (25), thus Eqs. (36) take the form of a
system of nmax equations for nmax fields h
αv
n =h
Bv
n :
nmax∑
m=1
anmh
Bv
m = (m
A
B,nδµBv −m
B
A,nδµAv),
anm =
(
tBBh,nm − t
AB
B,nm − 2m
h
B,nδm1
)
(83)
where δm1 is unity when m = 1 and zero otherwise.
In the NNJA, Eqs. (83) include only one field hαv1
which is simply expressed via mqp,1 and t
qλ
p,11 in (57)-(59):
hBv1 = (m
A
B,1δµBv −m
B
A,1δµAv)/a11 ,
a11 =
(
tBBA,11 − t
AB
B,11 − 2m
A
B,1
)
. (84)
Substituting this hBv1 in Eq. (33) with nmax = 1 and
using also Eq. (58), we obtain the following relations
between fluxes Jp0→1 and differences δµqv:
JB0→1 = −βδµBv
[
wB + 2m
A
B,1(wB +m
B
B,1)/a11
]
+βδµAv2m
B
A,1(wB +m
B
B,1)/a11
JA0→1 = −βδµBv2m
B
A,1m
A
B,1/a11
−βδµAv
[
wA − 2(m
B
A,1)
2/a11
]
(85)
which determine the Onsager coefficients Lpq in (41).
Note that the Onsager symmetry relation,
LBA = LAB, (86)
in our approach is obeyed identically. According to Eq.
(85), Eq. (86) implies:
mBB,1 +m
A
B,1 = −wB. (87)
Using Eqs. (55)-(58) we can re-write (87) as
〈wˆB [2(n
B
2 + n
A
2 )− 2(n
B
6 + n
A
6 )− (n
B
7 + n
A
7 )]〉 = −〈wˆB〉
(88)
which holds identically as (nBi + n
A
i ) ≡ 1.
One can show that the symmetry relation (86) holds
also for the SSJA. Presence of this relation irrespectively
of site fractions and approximations used illustrates the
theoretical consistency of the master equation approach.
Using Eqs. (85) and (86), we can write the general
NNJA expressions for Onsager coefficients Lpq as follows:
(T/na20)LBB =
[
w0B − 2(m
h
B,1)
2/a11
]
,
(T/na20)LBA = LBA =
(
2mBA,1m
A
B,1/a11
)
,
(T/na20)LAA =
[
w0A − 2(m
B
A,1)
2/a11
]
. (89)
To write explicit expressions for Lpq in (89), it is con-
venient to omit index α = B of the only kind of solute
atoms in the site fraction cα and in quantities η
α
p∆, e
α
p∆,
ηαu and e
α
u defined by Eqs. (75), and also to employ the
“reduced” denominatorDnn rather than the quantity a11
from (84), as well as the frequency ratio z = ωB/ωA
rather than the frequency ωB from (70):
cB = c, η
B
A∆ = ηA∆, e
B
A∆ = eA∆,
ηBu = ηu, e
B
u = eu , a11 = ccAωADnn,
z = ωB/ωA = γBvaBS
4
B∆/γAvS
4
A∆ . (90)
Using KMFA expressions (70), (78), (80) for quantities
w0p, m
α
h,1, m
h
α,1 and t
qλ
p,11 in (84) and (89), we can write
the NNJA expressions for Onsager coefficients as follows:
(T/na20)LAA = ωAcA
[
1− 2c(3ηu − 2ηA∆)
2/Dnn
]
,
(T/na20)LAB = ωBccA2(3ηu − 2ηA∆)
×(3ηAu − 2η
A
B∆)/Dnn ,
(T/na20)LBB = ωBc
[
1− 2cAz
×(3ηAu − 2η
A
B∆)
2/Dnn
]
. (91)
The denominatorDnn in (91) can be conveniently written
as the sum of two terms, that without the common factor
of site fraction c and that which includes this factor:
Dnn = (d1,11 + c d2,11). (92)
Here quantities d1,11 and d2,11 are expressed via the re-
duced parameters m˜qp,1, t˜
λ
1p,11, and t˜
qλ
2p,11 in (78) and (80)
in accordance with Eqs. (84) and (90):
d1,11 = (t˜
B
1A,11 − 2m˜
A
B,1),
d2,11 = (t˜
BB
2A,11 − z t˜
AB
2B,11) (93)
or, explicitly:
d1,11 = (2ηA∆ + 7ηu) + 2z(3η
A
u − 2η
A
B∆), (94)
d2,11 =
(
6η2A∆ − 24ηA∆ηu + 11η
2
u
)
−z
[
6ηAB∆ηB∆ − 12(η
A
B∆ηu + ηB∆η
A
u ) + 11η
A
u ηu
]
. (95)
In Eqs. (90)-(93), quantities ηAB∆, η
A
u , ηA∆ and ηu are
defined by Eqs. (75) and (51):
ηAB∆ = 1/SB∆, η
A
u = 1/Su , ηA∆ = eA∆/SA∆,
ηu = eu/Su, ηB∆ = eB∆/SB∆,
SA∆ = (1 + cfA∆), SB∆ = (1 + cfB∆),
Su = (1 + cfu), fA∆ = (eA∆ − 1),
fB∆ = (eB∆ − 1), fu = (eu − 1), (96)
while factors eA∆ and eu in (96) are defined by Eqs. (90),
(50) and (44).
Let us also explicitly write the reduced activity coeffi-
cients av and aB in (71). Using for chemical potentials
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λv and λB their PCA expressions given by Eqs. (39) in
Ref. [17], we obtain for coefficients av and aB in (71):
av = exp
{
−
∑
n=1
zn ln[1 + 2cf
vB
n /(Rn + 1)]
}
,
aB = exp
{
−
∑
n=1
zn ln[1 + 2cf
BB
n /(Rn + 1)]
}
. (97)
Here zn, f
vB
n and f
BB
n are the same as in (67):
fvBn = exp(−βv
vB
n )−1 , f
BB
n = exp(−βv
BB
n )−1 , (98)
while Rn is expressed via f
BB
n as follows:
Rn = (1 + 4ccAf
BB
n )
1/2. (99)
For the SSJA, the general expressions for Onsager co-
efficients in a concentrated binary alloy can be obtained
from Eqs. (78)-(81) similarly to the NNJA expressions
(91). However, these general expressions are cumber-
some. Therefore, these expressions will be given else-
where in connection with their contributions to the en-
hancement of chemical diffusion, while in Sec. VC we
present them only for the case of a dilute alloy.
B. Expressions for chemical diffusion coefficients
and correlation factors in a concentrated binary alloy
In this section we present explicit expressions for the
chemical (or “intrinsic” [8]) diffusion coefficients DA and
DB. First we discuss the thermodynamic “activity fac-
tor” Aac which enters into these expressions. As vacan-
cies for processes under consideration are locally equilib-
rium and their chemical potential µv is zero [8], differ-
ences µqv = (µq − µv) in Eq. (22) can be replaced by
absolute chemical potentials µq = ∂F/∂Nq where F is
the total free energy and Nq is the total number of q-
species atoms. These µq are related to quantity λα = λB
in Eqs. (24) and the grand canonical potential per atom,
Ω, by the following relations [22]:
µA = Ω, µB = λB +Ω (100)
where the PCA expression for Ω is presented in [22]:
Ω = T ln cA
−
1
2
T
∑
n=1
zn ln
[
1− 2c2fBBn /(Rn + 1 + 2cf
BB
n )
]
. (101)
while zn and f
BB
n are the same as in (97). The diffusion
coefficients Dp are defined by the Fick’s first law [8]:
JA = −DA∇nA , JB = −DB∇nB (102)
where Jp is the same as in Eq. (22) and np is the density
of p-species atoms. To write explicit expressions for Dp,
we can also use the Gibbs-Duhem relation:
cAdµA + cBdµB = cA dΩ+ c dµB = 0 (103)
which for Eqs. (100), (101) and the PCA expression for
λB given by Eqs. (66), (71) and (97) can also be checked
by a direct calculation. Using Eqs. (22), (102) and (103)
and supposing that the mean volume v¯ per atom of an
alloy is described by the Vegard’s law:
v¯ = vAcA + vBcB (104)
where vp is the atomic volume of a p-component in an
alloy, we can write Dp as follows:
DA = (T/n
2vA)
(
LAA/cA − LAB/c
)
Aac ,
DB = (T/n
2vB)
(
LBB/c− LAB/cA
)
Aac . (105)
Here Onsager coefficients Lpq are the same as in (91),
while the activity factor Aac is related to the reduced
activity aB in Eq. (71) by the following relation:
Aac = 1 + ccAd ln aB/dc = 1 + ccAd(βλ
int
B )/dc . (106)
Substituting λintB = T ln aB with aB from (97), we obtain:
Aac = 1
−ccA
∑
n=1
zn2f
BB
n
[
Rn + 1− 4c(1− 2c)f
BB
n
]
(Rn + 1)(Rn + 1 + 2cfBBn )
. (107)
Let us now discuss the Onsager coefficients Lpq in
(105). Eqs. (91) show that each Lpq can be conveniently
expressed via the mean frequency ωp and the reduced
“correlative” coefficients Lcpq which describe vacancy cor-
relation effects and are defined by the following relations:
(T/na20)LAA = ωAcA(1 − cL
c
AA),
(T/na20)LAB = ωBccAL
c
AB ,
(T/na20)LBB = ωBc(1− cAL
c
BB). (108)
Using Eqs. (91), we can concisely write the correlative
coefficients Lcpq in (108) for the NNJA as follows:
LcAA = 2(3ηu − 2ηA∆)
2/Dnn ,
LcAB = 2(3ηu − 2ηA∆)(3η
A
u − 2η
A
B∆)/Dnn ,
LcBB = 2z(3η
A
u − 2η
A
A∆)
2/Dnn . (109)
Eqs. (105) and (108) show that each diffusion coefficient
is proportional to several factors of different nature: the
mean frequency ωp, the correlation factor fp, and the
activity factor Aac, similarly to the dilute alloy case [8]:
Dp = (a
2
0/nvp)ωpfpAac
fA = 1− (zcAL
c
AB + cL
c
AA),
fB = 1− (cAL
c
BB + cL
c
AB) (110)
but factors ωp, fp, Aac depend on the solute fraction c.
Applications of Eqs. (110) to the description of enhance-
ment of chemical diffusion will be described elsewhere.
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C. Onsager coefficients in a dilute binary alloy
In the dilute alloy limit c → 0, frequencies ωp tend to
ω0p in (72), while parameters z, η
A
B∆, ηA∆, η
A
u and ηu in
(91)-(95), according to (90) and (96), take the following
values:
z0 = γBv/γAv, (η
A
B∆)0 = (η
A
u )0 = 1,
(ηA∆)0 = eA∆, η
0
u = eu. (111)
Here and below, the upper or the lower index “0” at each
quantity indicates its value at c = 0.
To relate our notation to that commonly used for the
five-frequency model [1–9] we note that the jump rates
(“frequencies”) wn of that model in our notation are:
w0 = ω
0
A, w1 = ω
0
AeA∆e
vB
1 , w2 = ω
0
Be
vB
1 ,
w3 = ω
0
Ae
vB
1 eu, w4 = ω
0
Aeu (112)
where evB1 is the same as in (73). At the same time, ex-
ponential factors eu and eA∆ in (112) have a more clear
physical meaning than frequencies wn. Eqs. (92)-(96)
include also the factor eB∆ analogous to eA∆ which de-
scribes influence of a solute atom B near the bond (ij)
on the Bi ⇌ vj jump probability. Thus below we use
instead of wn quantities xn and y1 defined as follows:
x1 = eA∆, x2 = ω
0
B/ω
0
A, x4 = eu,
y1 = eB∆ = exp[β(2u
B
1 −∆
B
B)] (113)
with x2 equal to z0 in (111). In this notation, the Mayer
functions fp∆ and fu and the low-c values of factors ξu
and ξAu in Eqs. (96) take the following form:
fA∆ = (x1 − 1), fB∆ = (y1 − 1),
fu = (x4 − 1), ξu = fu = (x4 − 1),
ξAu (c≪ 1) = (−cfu) = −c(x4 − 1). (114)
Below we present the low-c expansions for mean fre-
quencies ωp and Onsager coefficients Lpq up to the first
order in c, and the zero-order terms for correlative On-
sager coefficients Lcpq and correlation factors fp in Eqs.
(108)-(110). The fluctuative corrections mentioned in
Sec. IVB make no contribution to these terms, hence
we can use the KMFA expressions (109).
Let us first consider the mean frequency ωp and define
the enhancement factor bωp for it by the usual relation:
ωp(c) = ω
0
p(1 + c b
ω
p ). (115)
Using Eqs. (70) for ωp and the PCA expressions (97) for
activity factors av and aB, we find:
bωA = (4fA∆ + 14fu + bvB)
bωB = (4fB∆ + 14fu + bvB + bBB) . (116)
Here fp∆ and fu are the same as in (114), while bvB and
bBB are contributions of the activity factors, av and aB:
bvB = −
∑
n=1
znf
vB
n = −12f
vB
1 − 6f
vB
2 − . . . (117)
bBB = −
∑
n=1
znf
BB
n = −12f
BB
1 − 6f
BB
2 − . . . . (118)
For correlative terms and correlation factors at c = 0,
Lc0pq and fp0, we find from Eqs. (109)-(114) in the NNJA:
Lc0AA = 2(3x4 − 2x1)
2/D0 , L
c0
AB = 2(3x4 − 2x1)/D0 ,
Lc0BB = 2x2/D0 , D0 = (2x1 + 2x2 + 7x4) . (119)
fA0 = 1− x2L
c0
AB, fB0 = 1− L
c0
BB . (120)
In the SSJA, values of Lc0pq can be obtained from the
general expressions for Lpq mentioned in Sec. VA:
Lc0AA = 2
[
(3x4 − 2x1)
2 − 2(3x4 − 2x1)ρ0fu
+ρ0D0f
2
u/x4
]
/D0ss ,
LcAB,0 = 2(3x4 − 2x1 − ρ0fu)/D
0
ss ,
LcBB,0 = 2x2/D
0
ss , D
0
ss = D0 − ρ0x4 , (121)
while correlation factors fp0 are expressed via these L
c0
pq
according to Eqs. (120). D0 in (121) is the same as in
(119), while ρ0 is related to the “vacancy escape func-
tion” F = F (x4) of the five-frequency model [8] as:
ρ0 = 7(1− F ) = PN (x4)/PD(x4) (122)
where PN (x) and PD(x) are polynomials found by Boc-
quet [5]:
PN (x) = (10x
4 + 190x3 + 1031x2 + 1594.5x),
PD(x) = (2x
4 + 45x3 + 328x2 + 930.5x+ 855.5). (123)
For a more accurate description of vacancy correlation
effects at low c (used, in particular, in Sec. VIII), the
polynomials PN and PD in (122) can be taken from Ref.
[3].
Using Eqs. (108) and (115), we can write Onsager
coefficients at low c as follows:
(T/na20)LAA = ω
0
A [1 + c(b
ω
A − 1− L
c0
AA)]
(T/na20)LAB = ω
0
B cL
c0
AB.
(T/na20)LBB = ω
0
B c (1− L
c0
BB). (124)
For the case of very low vacancy concentration under
consideration: cv ≪ cB , values of Lpq in Eqs. (124)
with bωA and L
c
pq,0 given by Eqs. (116)-(121) coincide
with those found in the traditional theory [8]. At the
same time, the expression for LAA obtained by Nastar
[11] corresponds to missing the vacancy-solute interaction
term bvB given by Eq. (116) in the term b
ω
A in (124).
VI. ENHANCEMENT OF TRACER SOLVENT
DIFFUSION IN A DILUTE BINARY ALLOY
Below we discuss enhancement of diffusion of radioac-
tive isotopes (“tracers”) in a dilute alloy AB. The tracer
solvent enhancement factor bA∗ was calculated in a num-
ber of previous studies reviewed in detail by Nastar [11].
However, some significant contribution to bA∗ discussed
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below was missed in these studies. The tracer solute
enhancement factor bB∗ , to our knowledge, was not cal-
culated, even though experimental values of this factor
are known for a number of alloys [6].
For simplicity, below we use the simplest approxima-
tions for both the statistical calculations and the descrip-
tion of vacancy correlation effects employing KMFA and
NNJA. Going beyond these approximations, as well as
a possible influence of non-pairwise effective interactions
hρστijk in (11) (discussed by Barbe and Nastar [12] for other
problems), will be discussed elsewhere in calculations of
enhancement factors for chemical diffusion. At the same
time, comparison of our results with the available Monte
Carlo simulations seems to imply that the effects disre-
garded in this work make usually a relatively weak influ-
ence on the tracer enhancement factors in real alloys.
Therefore, our calculations of both bA∗ and bB∗ use
the NNJA equations (36) for fields hρσ1 and the KMFA
expressions (77) for coefficients in these equations.
A. General equations of diffusion in a ternary alloy
For a ternary alloy which contains components α, β
and h, Eqs. (36) take the following form:
(mhαδµα −m
α
hδµh) + hαv(2m
h
α − t
α
1h + t
hα
2α − t
αα
2h )
+hβv(t
hβ
2α − t
αβ
2h ) + hαβt
hβ
2α = 0 ,
(mhβδµβ −m
β
hδµh) + hαv(t
hα
2α − t
βα
2h )
+hβv(2m
h
β − t
β
1h + t
hβ
2β − t
ββ
2h )− hαβt
hα
2β = 0 ,
(mβαδµα −m
α
βδµβ) + hαv(2m
β
α − t
α
1β + t
βα
2α − t
αα
2β )
+hβv(2m
α
β − t
β
1α + t
αβ
2β − t
ββ
2α )
+hαβ(t
β
1α + t
α
1β + t
ββ
2α + t
αα
2β ) = 0 . (125)
Here we replace each difference δµpv by δµp, as in Sec.
VB; omit the common index n=m=1 at hρσn and m
q
p,n:
hρσ=h
ρσ
1 , m
q
p=m
q
p,1; and use Eq. (59) to express t
qλ
p,11
via one-site and two-site averages, tλ1p and t
qλ
2p .
Writing Eqs. (33) for fluxes Jp0→1 in a ternary alloy, it
is convenient to use the identity
mαp +m
β
p +m
h
p = −wp (126)
which is the evident generalization of Eq. (87) for a bi-
nary alloy. Then Eqs. (33) can be written as follows:
−TJα0→1 = w
0
αδµα − 2m
h
αhαv + 2m
β
α(hβv + hαβ − hαv),
−TJβ0→1 = w
0
βδµβ − 2m
h
βhβv + 2m
α
β(hαv − hαβ − hβv),
−TJh0→1 = ew
0
hδµh + 2m
h
αhαv + 2m
h
βhβv (127)
where we also take into account relations (25) and (58).
In Eqs. (125)-(127), the tracer self-diffusion corre-
sponds to h = A, β = B, α = A∗, and the tracer solute
diffusion, to h = A, β = B, α = B∗. Each tracer dif-
fusion coefficient Dp∗ with p
∗ equal to A∗ or B∗ can be
written in the general form (110) with replacing p by p∗
and the correlation factor fp∗ which corresponds tothe
terms with fields hpρ in Eqs. (127). The enhancement
factor bp∗ is defined by the usual relation:
Dp∗(c) = D
0
p∗(1 + c bp∗) (128)
and, as in Eq. (110), it includes three different terms:
bp∗ = b
ω
p∗ + b
c
p∗ + b
ac
p∗ . (129)
Here the frequency enhancement factor bωp∗ was discussed
in Sec. VC, while the correlation enhancement factor bcp∗
and the activity enhancement factor bacp∗ (related to the
activity Aacp∗) are defined similarly to bp∗ in (128):
bcp∗ =
∂
∂c
[
ln bp∗(c)
]
0
, bacp∗ =
∂
∂c
[
Aacp∗(c)
]
0
(130)
where the lower index “0” means the c → 0 value of the
derivative, and we take into account that Aacp∗(0) is 1.
B. Calculation of enhancement factor for tracer
self-diffusion in a dilute binary alloy
For the tracer self-diffusion, we should put in Eqs.
(125) h = A, β = B, δµβ = 0, and α = A
∗, but to
make formulas compact, we will also employ symbol α
instead of A∗. We consider the case of a low site fraction
of solute: c ≪ 1, and the tracer site fraction cα in the
real experiments is low, too. However, Eqs. (125) can be
easily solved for any cα which enables us to discuss also
some methodical problems. Thus at first we consider the
case of the arbitrary cα.
Let us discuss different terms in (129). The frequency
enhancement factor bωA∗ is defined by Eqs. (115) and
(70) and, as atoms A∗ and A are chemically identical,
it coincides with that for chemical diffusion given by the
first equation (116). The activity enhancement factor bacA∗
can be found from Eqs. (106) and (107) with replacing
B by A∗, which implies: AacA∗ = 1, b
ac
A∗ = 0 Thus only the
correlation enhancement factor bcA∗ should by calculated.
Expressing averages mqp, t
q
1p and t
qr
2p in (125) via re-
duced quantities m˜qp, t˜
q
1p and t˜
qr
2p defined in (78)-(81),
and replacing index α in these quantities by index A due
to the chemical identity of atoms A∗ and A, we can write
Eqs. (125) for the tracer self-diffusion at low c as follows:
m˜AA(δµα − δµA) + hαv(2m˜
A
A − t˜
A
1A)
+chαB t˜
AB
2A = 0,
−m˜BAδµA + hαvcα(x2 t˜
AA
2B − t˜
BA
2A )− hαBcαx2 t˜
AA
2B
+hBv(2x2m˜
A
B − t˜
B
1A) = 0 ,
m˜BAδµα + hαv(2m˜
B
A − x2 t˜
A
1B + cα t˜
BA
2A − cαx2 t˜
AA
2B )
+hαBcα(t˜
B
1A + x2 t˜
A
1B + cαx2 t˜
AA
2B )
−hBv(2x2m˜
A
B − t˜
B
1A) = 0 , (131)
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while Eqs. (127) for fluxes take the form:
−TJα0→1 = ωA[cαδµα − 2cαcAm˜
A
Ahαv
+2c cαm˜
B
A(hBv + hαB − hαv)],
−TJA0→1 = ωA[cAδµA + 2cαcAm˜
A
Ahαv + 2c cAm˜
B
AhBv],
−TJB0→1 = 2c ωBm˜
A
B[cα(hαv − hαB − hBv)− cAhBv].
(132)
Explicit expressions for coefficients m˜qp, t˜
q
1p and t˜
qr
2p
needed to solve Eqs. (131) and (132) at low c can be
found using Eqs. (77), (96), (111) and (113):
m˜AA = −1 + c(3fu − 2fA∆), t˜
A
1A = 9− c(7fu + 2fA∆),
t˜AB2A = −(6x1 + x4), m˜
B
A = (2x1 − 3x4), t˜
AA
2B = −7,
m˜AB = −1, t˜
A
1B = 9, t˜
B
1A = (2x1 + 7x4). (133)
Taking into account the Gibbs-Duhem relation (103) for
A and A∗ atoms:
cαδµα + cAδµA = 0 (134)
and the relation cα+cA=(1− c) ≃1, we can express δµα
and δµA in (131) via the difference δµ = δµα − δµA:
δµα = cAδµ, δµA = −cαδµ . (135)
Then sum of two last equations and the first equation in
the system (131) yield two equations for hαv and hαB:
m˜BAδµ+ hαv(2m˜
B
A − x2t˜
A
1B) + hαB(t˜
B
1A + x2 t˜
A
1B) = 0,
m˜AAδµ+ hαv(2m˜
A
A − t˜
A
1A) + chαB t˜
AB
2A = 0 . (136)
Solving Eqs. (131) and (136) up to the first order in c,
we can write each field hpρ as (h
0
pρ+ch
1
pρ). Contributions
of these fields to fluxes Jp0→1 in (132) include terms h
0
αv,
h0αB, h
0
Bv and h
1
αv given by such expressions:
h0αv = −δµ/11, h
0
Bv = cα(h
0
αv − h
0
αB),
h0αB = −δµ 9(2x1 + x2 − 3x4)/11(2x1 + 9x2 + 7x4),
h1αv = [20(x1 − x4)h
0
αv − (6x1 + x4)h
0
αB]/11. (137)
Now we note that for the tracer self-diffusion with any
tracer site fraction cα, both the total flux of A and A
∗
atoms and the flux of B atoms should be absent [8]:
JA0→1 + J
α
0→1 = 0, J
B
0→1 = 0 . (138)
Using Eqs. (132) we see that both relations (138) hold
true for the solutions (137). It illustrates the theoretical
consistency of these solutions.
Going to the physical results, we consider the realisti-
cally low tracer site fractions cα ≪ 1. Substituting solu-
tions (137) into the first equation (132), using Eq. (39)
to relate quantity Jα0→1 to the flux J
α, and Eq. (102)
(with replacing B → A∗), to relate this flux to the tracer
diffusion coefficient DA∗ , we obtain:
DA∗ = a
2
0ωA∗f
0
A∗(1 + c b
c
A∗). (139)
Here f0A∗ = 9/11 is the well-known value of the tracer
self-diffusion correlation factor in the NNJA used [8],
while the correlation enhancement factor bcA∗ is:
bcA∗ = −
2
9
−
4
11
[
(2x1 − 3x4) +
2(8x1 − 17x4)
2
9(2x1 + 9x2 + 7x4)
]
.
(140)
The frequency enhancement factor bωA∗ was mentioned to
coincide with bωA in (116):
bωA∗ = (4x1 + 14x4 − 18 + bvB) (141)
with bvB given by Eq. (117), while the activity term
bacA∗ in (129) is zero. Therefore, the total self-diffusion
enhancement factor bA∗ (128) has the form
bA∗ = b
ω
A∗ + b
c
A∗ (142)
with bωA∗ and b
c
A∗ given by Eqs. (141) and (140).
Presence of vacancy-solute term bvB (117) in Eqs.
(141) and (142) implies, in particular, that the vacancy-
solute binding energies (−vvB1 ) can hardly be as high as
those found recently for some plausible models [14, 15].
For example, value (−vvB1 ) ∼ 0.26 eV suggested in [15]
for alloys AgSb at T between 1048 and 890 K corresponds
to bvB between (-200) and (-350) which can hardly be
compatible with the experimental bA∗ between about 30
and 50, even if the entropy terms discussed in [15] (and
disregarded in the five-frequency model) are taken into
account. Values (−vvB1 ) in the interval 5-100 meV given
in Table III below and typical for theoretical estimates
[16] seem to be more realistic.
C. Discussion of previous calculations of bA∗
Previous calculations of bA∗ using both the traditional
methods [2, 4, 7, 8] and the Monte Carlo simulations [23,
24] were reviewed in detail by Nastar together with her
original results [11]. Let us first compare our results with
those of Nastar obtained using her version of the master
equation approach. There are two differences between
our results in Eqs. (140)-(142) and those of Nastar given
by Eqs. (56) and (57) in [11].
(i) The frequency enhancement factor bωA∗ in (141) in-
cludes the vacancy-solute interaction term bvB which is
absent in the analogous Eq. (56) in [11].
(ii) The constant term (−2/9) in the expression (140)
for bcA∗ is absent in the analogous Eq. (57) in [11].
Disagreement (i) seems to be due to the general short-
coming of the approach used by Nastar [11] mentioned in
Secs. I, II, and VC which is related to the employing for
finding of statistical averages of some indirect consider-
ations rather than the direct calculations. Disagreement
(ii) can be related just to a numerical error.
In Fig. 3 (where we use the data shown in Figs. 1-5 of
Ref. [11]), the results of various calculations of bA∗ are
compared with the available Monte Carlo simulations.
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FIG. 3: (color online) Dependencies of the tracer self-diffusion
enhancement factor bA∗ on x2 at various x1 and x4 in (113) in
the absence of vacancy-solute term bvB = 0 in (141). Symbol
MC correspond to Monte Carlo simulations, and symbols L,
HM, IK, N and PW, to Refs. [2], [4], [7], [11], and the present
work, respectively. Different frames correspond to the follow-
ing values of x1 and x4 and the following MC simulations: (a)
x1 = 2, x4 = 1, [24]; (b) x1 = x4 = 0.1, [23]; (c) x1 = 10x2,
x4 = 0.1, [11]; (d) x1 = x4 = x2, [11]. In frames (c) and (d),
curves N and PW merge within accuracy of drawing.
Note that the scale of parameters xn used in these simu-
lations usually differs from that typical for the real alloys
for which xn and bA∗ usually obey the relations [8, 9]:
x1, x4 & 1, x2 ≫ 1, |bA∗ | ≫ 1 . (143)
The realistic relations (143) are approximately obeyed
only for xn values used in frame 3a, and for this frame,
our calculations of bA∗ agree with the Monte Carlo simu-
lations notably better than other calculations. For the
rest frames 3b - 3d, our calculations also usually agree
with the Monte Carlo simulations better than other cal-
culations, but the relatively small scale of the correlation
term: bcA∗ ≪ b
ω
A∗ , makes differences between different re-
sults to be less pronounced. Note also that calculations
of bA∗ by Howard and Manning [4] (used in the most of
estimates of parameters of five-frequency model for real
alloys [8, 9]) usually differ from Monte Carlo simulations
stronger than those in [11] and in the present work.
The comparison of relations (143) with (140)-(142)
seems to imply that the main contribution to bA∗ is usu-
ally made by the frequency term bωA∗ , while the correla-
tion term bcA∗ is less important. It can be related to the
presence in Eq. (141) of large numerical factors both in
the first two terms, (4fA∆+14fu), and in the third term,
bvB ≃ (−12fvB). Thus taking into account the vacancy-
solute term bvB missed in the previous calculations seems
to be necessary for realistic calculations of bA∗ .
VII. ENHANCEMENT OF TRACER SOLUTE
DIFFUSION IN A DILUTE BINARY ALLOY
A. General equations for tracer solute diffusion in
a binary alloy
Considering tracer solute diffusion, we put in Eqs.
(125) h = A, α = B, δµh = 0, and β = B
∗, but again we
will also employ a compact symbol β instead of B∗.
Expressing averages mqp, t
q
1p and t
qr
2p in (125) via re-
duced quantities m˜qp, t˜
q
1p and t˜
qr
2p defined in (78)-(81), and
replacing index β = B∗ in these quantities and in ωβ in
(70) by index B due to the chemical identity of atoms B∗
and B, we can write Eqs. (125) for tracer solute diffusion
at any site fractions cβ and cB as follows:
zm˜ABcβδµβ + cβhβv[(2zm˜
B
A − t˜
B
1A) + cβ(zt˜
AB
2B − t˜
BB
2A )]
+cβcBhBv(zt˜
AB
2B − t˜
BB
2A ) + cβcBhβBzt˜
AB
2B = 0,
zm˜ABcBδµB + cβcBhβv(zt˜
AB
2B − t˜
BB
2A )
+cBhBv[(2zm˜
B
A − t˜
B
1A) + cβ(zt˜
AB
2B − t˜
BB
2A )]
−cβcBhβBzt˜
AB
2B = 0,
m˜BBcβ(δµβ − δµB) + cβ(hβv − hBv)[(2m˜
B
B − t˜
B
1B)
+cβhβB[2t˜
B
1B + (cβ + cB)t˜
BB
2B ] = 0 (144)
where z = ωB/ωA is the same as in (90). Atomic fluxes
(127) for tracer solute diffusion have the following form:
−TJβ0→1 = ωB[cβδµβ − 2cβcAm˜
A
Bhβv
+2cβcBm˜
B
B(hBv − hβv + hβB)],
−TJB0→1 = ωB[cBδµB − 2cBcAm˜
A
BhBv
+2cβcBm˜
B
B(hβv − hBv − hβB)],
−TJA0→1 = 2ωAcAm˜
B
A(cβhβv + cBhBv), (145)
while coefficients m˜qp, t˜
q
1p and t˜
qr
2p in Eqs. (144) and (145)
are defined by Eqs. (77), (78) and (80).
Summing two first equations (144) and taking into ac-
count the Gibbs-Duhem relation (134) for B and B∗
atoms: cβδµβ + cBδµB = 0, we find that fields hpv in
Eqs. (144) and (145) are related as follows:
cβhβv + cBhBv = 0 . (146)
Substituting this relation into Eqs. (145) we see that
both the total flux of atoms B and B∗ and the flux of
atoms A are absent at any site fractions cβ and cB:
JB0→1 + J
β
0→1 = 0, J
A
0→1 = 0 . (147)
Presence of these physically evident relations [analogous
to (138) for tracer self-diffusion] illustrates consistency of
the theoretical approach used.
B. Calculation of enhancement factor for tracer
solute diffusion in a dilute binary alloy
Below we calculate the tracer solute enhancement fac-
tor bB∗ in a dilute binary alloy AB for the realistically
low values of tracer site fraction cβ : cβ ≪ c, c = cB ≪ 1.
Using Eq. (146) to express field hBv via hβv, we can write
Eqs. (144) for hβv and hβB as follows:
hβv(t˜
B
1A − 2zm˜
B
A)− hβB czt˜
AB
2B = zm˜
A
Bδµβ ,
hβv(t˜
B
1B − 2m˜
B
B)− hβB 2t˜
B
1B = m˜
B
Bδµβ (148)
while Eq. (145) for the tracer flux Jβ takes the form
−TJβ0→1 = ωBcβ[δµβ − 2cAm˜
A
Bhβv
−2cm˜BB(hβv − hβB)]. (149)
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To explicitly write flux Jβ in (149), we define the “re-
duced” fields h0βv, h
0
βB, and h
1
βv which correspond to so-
lutions of Eqs. (148) in the zero-order and the first-order
in c, respectively, and express hβv via h
1
βv:
hβv = δµβ(zm˜
A
B/D + ch
1
βv), h
0
βv = z0m˜
A
B,0/D0,
h0βB = [h
0
βv(t˜
B
1B,0 − 2m˜
B
B,0)− m˜
B
B,0]/(t˜
B
1B,0 − 2m˜
B
B,0),
h1βv = h
0
βBz0t˜
AB
2B,0/D0 . (150)
where index “0” at each quantity indicates its value at
c = 0, as in (111) and (119), and D [equal to d1,11 in
(93)] is the coefficient at hβv in the first equation (148):
D = (t˜B1A − 2zm˜
A
B). (151)
Using this notation and also Eqs. (39) and (102), we
can write Eq. (149) in the form of relation for the tracer
solute diffusivity Dβ analogous to Eq. (110):
DB∗ = a
2
0ωB∗fB∗A
ac
B∗ . (152)
Due to the chemical identity of atoms B∗ and B, fre-
quency ωB∗ = ωB in (152) is given by Eq. (70) for
α = B, the activity factor AacB∗ coincides with that in
Eqs. (106) and (107), and fB∗ is the correlation factor:
fB∗ =
[
1− 2zcA(m˜
A
B)
2/D
+2c
(
m˜BB,0h
0
βB − m˜
B
B,0h
0
βv − m˜
A
B,0h
1
βv
)]
. (153)
Explicit expressions for the low-c values of functions z,
m˜qp, t˜
q
1p and t˜
qr
2p in Eqs. (150)-(153) can be found using
Eqs. (77), (90), (96), (111) and (113):
z = x2[1 + c(4fB∆ − 4fA∆ + bBB)],
m˜AB = −1 + c(3fu − 2fB∆),
t˜B1A = (2x1 + 7x4)− c(2x1fA∆ + 7x4fu),
m˜BB,0 = (2y1 − 3x4), t˜
B
1B,0 = (2y1 + 7x4),
t˜AB2B,0 = −(6y1 + x4) (154)
where Mayer functions fA∆, fB∆ and fu are the same
as in (96), and bBB is the same as in (118). Eqs. (153),
154) and (119) show, in particular, that at c → 0, the
correlation factor for tracer solute diffusion is equal to
that for chemical diffusion [8]:
fB∗0 = fB0 = (1 − 2x2/D0) (155)
where D0 = (2x1 + 2x2 + 7x4) is the same as in (119).
According to Eqs. (130) and (153), the correlation
term bcB∗ in (129) can be written as the sum of two contri-
butions, bc1B∗ and b
c
2B∗ , which correspond to the second
and the third term in Eq. (153):
bcB∗ = b
c
1B∗ + b
c
2B∗
bc1B∗ = −
2
fB0
∂
∂c
[
zcA(m˜
A
B)
2/D
]
0
bc2B∗ =
2
fB0
(
m˜BB,0h
0
βB − m˜
B
B,0h
0
βv − m˜
A
B,0h
1
βv
)
(156)
where fB0 is given by Eq. (155).
Term bc1B∗ is the sum of three terms which correspond
to three factors in square brackets in (156):
bc1B∗ = −(2x2/fB0D0)(l1 + 2l2 − l3) (157)
where ln is the appropriate logarithmic derivative:
l1 =
∂
∂c
ln(zcA)
∣∣∣
0
= (4y1 − 4x1 − 1 + bBB) ,
l2 =
∂
∂c
ln(m˜AB)
∣∣∣
0
= (2y1 − 3x4 + 1) ,
l3 =
∂
∂c
lnD
∣∣∣
0
= [2x2(6y1 − 4x1 − 3x4 + bBB)
−2x21 − 7x
2
4 +D0]/D0 . (158)
To find bc2B∗ , we substitute expressions (150) for h
0
βv,
h0βB, h
1
βv, and (154) for m˜
q
p0, into Eq. (156). It yields:
bc2B∗ =
1
fB0
{
2(6y1 + x4)x
2
2/D
2
0
−
[(3x4 − 2y1) + (6y1 + x4)x2/D0]
2
(2y1 + 7x4)
}
. (159)
The total tracer solute enhancement factor is given by
Eq. (129) with p∗ = B∗. As the mean frequency ωβ
and the activity factor Aacβ in (152) coincide with those
for chemical diffusion, terms bωB∗ and b
ac
B∗ in (129) can
be found using Eqs. (116) and (107) for a binary alloy.
Therefore, bωB∗ is equal to b
ω
B in (116):
bωB∗ = (4y1 + 14x4 − 18 + bvB + bBB) (160)
while expansion of Eq. (107) at low c shows that bacB∗ is
equal to the quantity bBB in (118):
bacB∗ = bBB = −12f
BB
1 − 6f
BB
2 − . . . (161)
Thus the tracer solute enhancement factor bB∗ can be
written as
bB∗ = b
ω
B∗ + (b
c
1B∗ + b
c
2B∗) + b
ac
B∗ (162)
where various terms are given by Eqs. (157) - (161).
Experimental values of bB∗ usually notably exceed
unity: |bB∗) ≫ 1, similarly to bA∗ values [6]. As in
the case of bA∗ discussed above, these large values can
imply that the main contribution to bB∗ is made by the
frequency and activity terms in (162), bωB∗ and b
ac
B∗ , as
expressions (160) and (161) include large numerical fac-
tors, while contributions of correlation terms bc1B∗ and
bc2B∗ in the total bB∗ are usually less significant.
VIII. ESTIMATES OF PARAMETERS OF
FIVE-FREQUENCY MODEL FOR REAL ALLOYS
Basic parameters of five-frequency model, x1, x2 and
x4 [or frequency ratios w2/w1, w3/w1 and w4/w0 in
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(112)] can be estimated from experimental data about
the ratio of tracer diffusion coefficients, R∗D = D
0
B∗/D
0
A∗ ,
the solute correlation factor fB0, and the vacancy flow
factor G = LAB,0/LBB,0 [8, 9]. Then data about the
tracer solvent enhancement factor bA∗ described by Eqs.
(140)-(142) enable us to estimate the vacancy-solute in-
teraction if we suppose it to be short-ranged: bvB =
−12fvB1 .
In table III we present estimates of xn and v
vB
1 for
several alloys for which data about R∗D, fB0, G and bA∗
are available. For alloys AgZn, we present G estimated
from electromigration data in Ref. [25]. For alloys AlZn,
we are not aware of data about bA∗, thus for f
vB
1 we give
its expression via this unknown bA∗. To calculate R
∗
D
and fB0, we use the following relations:
R∗D = x2fB0/f0, G = L
c0
AB/(1− L
c0
BB) (163)
where f0 = 0.7815 is the exact correlation factor for
tracer self-diffusion [8], while fB0 and L
c0
pq are given by
Eqs. (119)-(122) with PN and PD taken from [3]. For the
tracer enhancement factor bA∗ we used Eqs. (140)-(142).
Errors in estimates of interactions vbV1 , u
B
1 and ∆
B
A in
Table III for Cu-based and Ag-based alloys correspond
to the variations of |G| by ±10%, while for AlZn alloys
these errors correspond to δG = ±0.13 given in [16].
TABLE III. Estimates of parameters of five-frequency model for some FCC alloys from experimental data
Data used Parameters Interactions, meV
Source
Alloy T , K R∗D fB0 G bA∗ of data x1 x2 x4 f
vB
1 v
vB
1 u
B
1 ∆
B
A
CuZn 1168 3.56 0.47 -0.22 7.3 [8, 9] 2.2 5.9 1.25 0.04 -4± 2 23∓2 -33∓6
CuCd 1076 10.2 0.22 -0.7 35 [8, 9] 5.1 36 2.5 0.1 -9±23 85∓12 18∓31
CuIn 1089 12 0.07 -0.57 43 [8, 9] 4.2 134 3.0 -0.12 12±31 105∓10 74∓30
CuSn 1089 14.1 0.15 -0.84 48 [8, 9] 6.6 73 3.4 0.57 -42±27 115∓18 52∓48
CuSn 1014 17 0.15 -1.06 40 [8, 9] 9.6 89 3.2 1.8 -88±28 102∓27 6∓67
AgZn 1153 3.9 0.57 -0.39 12.7 [9, 25] 3.1 5.3 1.8 0.52 -42±5 59∓5 6∓14
AlZn 829 3.5 0.5 -0.19 [16] 2.2 5.5 1.4 (9.8− bA∗)/12 23±9 -9±29
Before to discuss physical implications of results pre-
sented in table IV we note that, according to usual ideas
[8], an increase in excess of the valency and atomic vol-
ume of impurity, ZB and v¯B, with respect to those of host
atoms, ZA and v¯A, should lead, first, to the increase of
the vacancy-solute attraction as both the Coulomb and
elastic interactions become stronger and, second, to the
increase of the ratio x2 = ω
0
B/ω
0
A as the activation en-
ergy EBvac in (16) should decrease as potential minima
for a B atom in the host lattice at high v¯B/v¯A should
become more shallow. Hence in the sequence of alloys
CuZn-CuCd-CuIn-CuSn we can expect, generally, an in-
crease of both the vacancy-solute attraction (−vvB1 ) and
the activation frequency ratio x2, as well as the increase
of this ratio with lowering temperature T .
The results for Cu-based alloys in table III, generally,
agree with these considerations (except CuIn alloys for
which the experimental value fB0 seems to be abnor-
mally low while errors in vvB1 are rather large). It can
confirm that the five-frequency model describes these al-
loys reasonably (even though it neglects many physical
effects, in particular, the long-ranged stress-induced in-
teractions which should be particularly important at high
v¯B/v¯A [18]). The kinetic interaction u
B
1 defined by Eq.
(18) also increases in this sequence of alloys which again
seems to be natural. The saddle-point interactions ∆BA
in table III are usually weaker than kinetic ones, and
their changes with ZB/ZA and v¯B/v¯A seem to be less
pronounced.
Expressions (157) - (162) for the tracer solute enhance-
ment factor bB∗ include also term bBB (161) which can be
estimated from thermodynamic data, see, e. g. [26], and
term y1 in (113). Hence data about bB∗ enable one to
estimate the solute-solute saddle-point interaction ∆BB.
It will be shown elsewhere that the same six parameters:
x1, x2, x4, bvB, bBB and y1, fully describe also the chem-
ical (intrinsic) diffusion enhancement factors, bA and bB,
for the five-frequency model.
Unfortunately, we are not aware of reliable data about
bB∗ in the “fully-described” alloys (such as those in ta-
ble III) for which data about R∗D, fB0, G and bA∗ are
available. For example, Ref. [26] includes data about
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both tracer and intrinsic diffusion coefficients,Dp∗(c) and
Dp(c), for CuZn at T = 1053 K and AgCd at T = 873 K.
However, values of bA∗ in these data strongly differ from
those obtained by other authors at similar temperatures
[8, 9], and the necessary relation D0B∗ = D
0
B is notably
violated. The reliable data about DB∗ , DA and DB in
the “fully-described” FCC alloys will allow to estimate
all six microscopic parameters of the theory.
IX. CONCLUSIONS
Let us summarize the main results of this work. We
present the new formulation of the master equation ap-
proach to the theory of diffusion in substitution alloys
using the five-frequency model of FCC alloys as an ex-
ample. Unlike the earlier version of this approach sug-
gested by Nastar et al. [10–12], our formulation gives the
explicit form for all equations of the theory and uses the
well-elaborated methods of statistical physics to approx-
imately solve these equations. The approach developed
is used to calculate the enhancement factors for tracer
solvent and tracer solute diffusion in dilute FCC alloys.
We show that some significant contribution to the tracer
solvent enhancement factor related to the vacancy-solute
interaction was missed in the previous treatments of this
problem. It implies that existing estimates of parame-
ters of five-frequency model for the most of real alloys
should be revised. For several FCC alloys for which
necessary experimental data are available, we estimate
these parameters, including the vacancy-solute interac-
tion. The results obtained seem to show that the five-
frequency model for these alloys is adequate. We also dis-
cuss the experiments needed to fully describe both tracer
and chemical diffusion in FCC alloys in the framework of
the five-frequency model.
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