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Abstract 
 
This research examines the effect of conflict and inequality on foreign direct investment (FDI). 
International policy designed to promote well­being and post conflict reconstruction is often focused on 
attracting FDI. I analyze 44 years of panel data for several specifications of conflict and FDI. I employ 
a fixed effect ordinary least squared model with clustered standard errors to test for the influence of 
conflict on FDI. My results indicate that conflict significantly and robustly reduces FDI. These results 
remain robust and significant when controlling for common determinants of FDI. Inequality, normally 
not a determinant of FDI, has a significant interaction with conflict. Conflict associated with decreased 
inequality further decreases FDI. 
 
Introduction 
Existing economic literature pertaining to the determinants of foreign direct investment (FDI) 
does not examine the relationship between conflict, inequality, and FDI. The aim of this analysis is to 
examine the influence of conflict on FDI. This paper shows c​onflict associated with reduced inequality 
has a differential effect on FDI compared to conflict. 
The analysis is motivated by the trend in the international community to promote policies 
designed to attract FDI​. Countries are encouraged to attract FDI on the grounds that it improves human 
development in the recipient nation. This is a controversial claim. True, FDI may generate 
technological spillovers, create jobs, generate tax revenue, and act as a complement or supplement to 
foreign aid. But while FDI flows dwarf aid flows, profits from FDI are accrued to the foreign firm. The 
benefits of FDI depend on the country's ability to capture the benefits of FDI externalities. 
Conflict literature promotes post­conflict reconstruction as a prophylactic reducing the odds of 
subsequent conflict. In the face of limited resources, the international community often assists 
reconstruction efforts by suggesting policy changes rather than providing direct aid. Historically, these 
changes are overwhelmingly aimed at attracting FDI. ​ Recent work in development economics 1
challenges the assumptions that FDI and aid are always desirable​, even as a part of a post­conflict 
reconstruction effort. (​Kosack and Tobin 2006) 
Data is drawn primarily from UNCTAD, Correlates of War, and UN sources. This paper 
employs a fixed­effects, ordinary least squares model covering a 44­year span (1970­2014) for each 
country to examine the influence of conflict on FDI. My findings suggest that conflict has a significant 
and robust negative effect on FDI. Conflict associated with increased inequality reduces the predicted 
decrease in FDI by ~2%. 
1Of 1,718 regulatory changes from 1993 to 2003 94% were aimed at increasing FDI. (UNCTAD, 2006) 
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Conflict is associated with a decrease in FDI. This relationship is consistent across variations in 
the specifications of FDI and conflict. These results are robust after applying a wide range of control 
variables. Conflict decreases yearly inflows of FDI by 5% with a standard error of 2% depending on 
controls. Conflict decreases total FDI by 55% with a standard error of 20% depending on controls. This 
is because countries with high levels of conflict see repeated yearly reductions to FDI. 
These findings are consistent with theoretical expectations based on the literature: the primary 
mechanism of FDI is the acquisition of one firm by another. The acquisition decision is driven by 
market characteristics and firm characteristics.  2
 
Literature review 
Overview 
Economic trade research and development research contain the majority of empirical work 
pertaining to FDI. Trade literature often employs bilateral datasets to model investment decisions. FDI 
trade literature indicates control variables worthy of consideration. Development economics literature 
examines whether FDI is a suitable  mechanism to improve well­being.  
In the first section of this literature review I delineate types of FDI and examine existing 
literature on the determinants of FDI. In the second section I consider conflict literature with attention 
to the influence conflict has on other determinants of FDI. The third section examines aid literature and 
the view that promoting FDI may be appropriate given some sets of initial conditions. This is important 
because the presence of recent conflict may influence the conditions under which FDI contributes to 
well being. In the final section, inequality is considered as a potential indicator of these conditions. 
 
2 See literature review for full analysis 
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FDI 
Most often, FDI occurs when a firm gains a controlling interest of an asset, usually another 
firm, in a foreign country (Markusen 2009). Guadalupe et. al. (2012) show that 89% of FDI is 
acquisition of the most productive domestic firms by multinational firms.  Multinational firms select 3
the most productive domestic firms to acquire in order to maximize returns (Guadalupe et. al. 2012). 
This is because the benefits multinational firms confer on domestic firms during acquisition, such as 
access to wider markets and reduced innovation costs, are larger for firms that are more initially 
productive. 
Caselli and Feyrer (2007) examine the relationship between FDI and physical capital. They 
report the marginal product of capital is not a determinant of aggregate FDI flows. This is in keeping 
with Blonigen and Piger (2011). Showing consistency between Guadalupe et. al., Caselli and Feyrer, 
and Blonigen and Piger requires an important point of disambiguation. Guadalupe et. al examine 
marginal product of capital at the firm level, while Caselli and Feyrer discuss the overall marginal 
product of capital in a market. 
Head et al. (2008) show that inward and outward shares of FDI can be predicted with a bid 
competition model, using bilateral FDI stocks and the value of corporate control. This models the 
influence of the marginal product of capital at the firm level non FDI. 
Blonigen and Piger (2011) use Bayesian statistical techniques to generate inclusion probabilities 
for a set of potential determinants of FDI drawn from previously published literature. They find high 
inclusion probabilities for traditional gravity variables, urban concentration, cultural factors, labor 
endowments, and trade agreements. They find low inclusion probabilities for multilateral trade 
openness, business costs, infrastructure, and institutional quality indexes. Conflict and inequality 
3This estimate differs from Head et. al. (2008) who hold that just over two­thirds of FDI involve mergers and acquisitions. 
This disparity may result from differences in the classification of assets and new plants. 
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variables are not included in Blonigen and Piger's (2011) analysis or any other literature on the 
determinants of FDI found in an exhaustive search. 
Blonigen and Piger's work provides the basis for the control variables I account for in 
determining fixed effects: GDP per capita, exports and imports as percentage of GDP, received aid, 
quality of governance indicators, quality of legal institutions, labor quality, infrastructure indicators, 
and trade indicators such as openness, levels, and participation in regional agreements. Because this 
data is not bilateral, my analysis encounters problems controlling for comparative determinants of FDI 
variables; these include traditional gravity variables and relative labor endowment variables. 
Horizontal FDI occurs when the recipient country is also the target market. Vertical FDI occurs 
when the recipient country is not the target market. The potential advantages differ between horizontal 
and vertical FDI. However, most FDI is a combination of these two types. This is because 
multinational firms engaged in FDI are likely to serve both domestic and international markets. 
(Guadalupe et. al. 2012) 
 
Conflict 
Conflict negatively influences nearly all growth and development indicators. Conflict literature 
in general shows conflict negatively impacts life expectancy, educational attainment, GDP per capita, 
civilian infrastructure growth, public policy indexes, domestic investment, trade participation, and 
health outcomes. The correlation between conflict and these determinants of FDI complicates testing 
the robustness of my results. 
Kosack and Tobin (2006) hold that the benefits of FDI increase with initial levels of human 
development, whereas the benefits of aid are more effective with low levels of human development. In 
other words, for FDI to be beneficial to human development, minimum standards of human 
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development are required. If post­conflict levels of human development are below this threshold, then 
aid, rather than FDI, is essential for successful reconstruction. This leads us to expect human 
development index (HDI) and inequality variables to be differentially correlated with FDI based on the 
presence of recent conflict. 
 
Aid 
Common policy responses to conflict include foreign aid allotments, and a substantial body of 
literature considers these transactions. My model lends itself to the use of aid as a control variable. 
Post­conflict reconstruction may attract aid, which may then attract FDI. 
Kosack and Tobin (2006) argue that aid and FDI are unrelated by empirically demonstrating 
that aid is a proxy for government effectiveness, which is unrelated to FDI. This contradicts the 
previous literature, which held that FDI and aid are substitutes or complements. Kosack and Tobin 
(2006) found that at low levels of development the two are neither complements nor substitutes, which 
is important given that conflict is associated with low levels of development. 
Kosack and Tobin also challenge the idea that countries should aim to attract FDI because it is 
more stable than aid. My data set is consistent with this challenge to my FDI flows variable display a 
high degree of variance. 
Paul Collier (2001) argues that FDI supplements the benefits of aid when the quality of the 
countries' policies are considered. He holds that countries with high­quality institutions experience 
magnified benefits from aid. This means that in post­conflict periods, aid may attract FDI. 
Selaya and Sunesen (2012) promote a distinction between aid that is complementary to 
production and physical capital aid. Their empirical findings show that complementary aid attracts FDI 
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and physical capital aid crowds FDI out. For example, agricultural aid reduces FDI, whereas 
educational aid encourages FDI. 
Different types of FDI and aid impact human development differently. Aid focused on 
improving human capital seems to attract FDI flows. However, all aid promotes existing government 
policies, which may repel FDI, making the causal relationships uncertain. The following sections 
examine these specific types of aid and FDI to clarify these relationships. 
Inequality 
To motivate the view that inequality may change impact of conflict, I examine the relationship 
between growth, FDI, and well­being. Economic growth, particularly as measured by GDP per capita, 
is not representative of well­being. Kosack and Tobin (2006) argue that growth metrics are flawed 
because they do not measure dispersion or distribution. Distribution is important to human 
development because an increase in GDP captured by the top of the wealth distribution affects human 
development differently than one captured by the bottom. Dispersion is important because which 
sectors experience growth is essential to well­being. For instance, growth in military spending yields 
different well­being outcomes than educational spending. 
Sen (1973, 1999) promotes metrics similar to measures of human development as better 
approximations of well­being than growth metrics. Education and human capital are core components 
of human development (UNCTAD). Ranis et al. (2000) conclude that human development and growth 
contribute to each other, although policy focused on human development reinforces growth, whereas 
policy aiming to promote growth fails to produce either long­term growth or human development. 
Increases in inequality during a period of conflict will then theoretically undermine the effectiveness of 
FDI in promoting well­being regardless of GDP per capita.  
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 Theoretical Model 
Conflict reduces FDI through reductions in the standard determinants of FDI. For example, 
regional trade agreements are often ended with the onset of violent conflict.  Conflict increases risks 4
associated with domestic assets. This devalues current FDI and deters future investment. 
If the interaction between lagged inequality and conflict is significant and robust and inequality 
is not normally significant or robust it implies FDI is influenced by inequality post conflict. Changes in 
pre and post conflict inequality indicate what part of the income distribution captured the benefits, or 
minimized the costs, associated with conflict. 
The beneficiaries of FDI within these firms are likely already in the top of the income 
distribution. This is because the measure of an effective firm is returns to capital. The case for 
increasing FDI in order to improve well­being is weaker because higher inequality results  in increased 
FDI during post conflict periods. Inequality, controlling for GDP per capita, is likely correlated with 
the degree to which one domestic firm is more effective than others. If this is the case, higher inequality 
will attract FDI.The interaction between inequality and FDI is significant and robust because the 
benefits of FDI are first captured by the most effective domestic firms.  
Data 
FDI 
UNCTAD data on FDI flows are measured on a net basis covering 1970­2014. Net decreases in 
assets (FDI outward) or net increases in liabilities (FDI inward) are recorded as credits. Net increases in 
assets or net decreases in liabilities are recorded as debits. The UNCTAD FDI data was chosen over 
4 This is observed in the data as a covariance of 0.42 between conflict and the end of regional trade agreement participation 
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more nuanced bilateral FDI data to provide a large enough sample to capture the long­run influence of 
conflict. 
When debits exceed credits, FDI flows have a negative sign. These negatives indicate that at 
least one of the three components of FDI (equity capital, reinvested earnings or intra­company loans) is 
negative and not offset by positive amounts of the remaining components. These are instances of 
reverse investment or disinvestment. This is why FDI flow variables are not in log form and 
interpretation of this subset of my results is based on elasticities at the means. The UNCTAD data 
source aggregates direct data, IMF, World Bank, OECD, ECE, ECLAC, and UNCTAD´s own 
estimates. 
Conflict 
The Correlates of War (COW) dataset records all instances of when one group threatened, 
displayed, or used force against another group from 1816­2010. From the full dataset, I omit instances 
of conflict without violence: threats of force are coded as 1­ 6 and displays of force without violence 
are coded as 7­15. I defined a binary conflict variable indicating the presence of attacks, clashes, 
declarations of war, use of CBR weapons (chemical, biological, radiological), beginning an interstate 
war, and joining an interstate war, coded as 16­22. This binary variable was supplemented by COW 
data for the occurrence of a civil war. For countries and years with no data, I assumed that no conflict 
existed. Countries involved in multiple simultaneous conflicts are coded as engaged in a conflict with 
the intensity of the most severe conflict. 
The COW project also supplied some control variables I consider. In COW, supplementary data 
includes six indicators: military expenditure, military personnel, energy consumption, iron and steel 
production, urban population, and total population. These are used as the basis for the most 
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widely­used indicator of national capability: CINC (Composite Indicator of National Capability), 
which covers the period 1816­2007. A further COW dataset records all formal alliances among states 
between 1816 and 2012, including mutual defense pacts, non­aggression treaties, and ententes. 
Gini 
The Giniall dataset represents a compilation of other Gini studies via choice by precedence, 
starting with the LIS and ending in individual studies. The Gini coefficients are gathered from 
household surveys derived from eight original sources, in the order of precedence: 
1. Luxembourg Income Study (LIS) 
2. Socio­Economic Database for Latin America (SEDLAC) 
3. Survey of Living Conditions (SILC) by Eurostat 
4. World Bank's Eastern Europe and Central Asia (ECA) database 
5. World Income Distribution (WYD) 
6. World Institute for Development Research (WIDER) 
7. World Bank Povcal (CEPAL) 
8. Ginis from individual long­term inequality studies.  
 
The Gini surveys follow a range of procedures and are based on a mix of income and 
consumption. This dataset is preferable to using only the most reputable studies, for example the LIS, 
because it has broader coverage and supplies a larger sample size. Overlap of the studies enables 
correction for differences in methodology in the generation of the composite variable Giniall. 
Preliminary results suggest the interaction between conflict and Gini are robust independent of 
which of these Gini indexes are used. I include the full set of Gini measures in order to maintain a 
substantial sample size. 
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Model 
I employ a linear fixed effects of ordinary least squares model with clustering. This type of 
model controls for endogenous effects by state and year by subtracting mean values for both year and 
country. 
 
FDI ) β    Conflict Dummy  Gini   (Conflict Dummy( (j,t) =   0 + β1 (j,t−n) + β2 (j,t−n) + β3 (j,t−n)  
ini )   logGDP  per capita ) + (Control )     *G (j,t−n) + β4 (j) B(5+c−1) (j,c,t−n) + ą(i) + ȶ(t) +ɛ 
 
This model tests the null hypothesis th β , , 0Ho :   1 = 0 β2 = 0 β3 =    
 
j denotes the country 
t denotes the year 
T denotes the total number of years 
n denotes a lag period, 0 for contemporary relationship 
c denotes the specific control variable 
X denotes variables included in the model 
ą(i) denotes country fixed effects 
ȶ(t) denotes time fixed effects 
ɛ denotes the error term 
V j,tˆ denotes the residual for country j in year t 
 
Where the SE is calculated with clustering by error interaction terms to the standard SE calculation. 
Clustering allows for autocorrelation between variables by country at the cost of estimation precision. 
E(B )  σ /( (X ) )   cluster(( X V V )/[ ] ))S ˆ x =   2 ∑
 
 
j − X
2 1/2 +   ∑
 
j
X(j,t) (j,t+1...T) ˆ (j,t) ˆ (j,t+1...T) ∑
 
j,t
X j,t
2 2
   
Where  ov(V , )  0c ˆ (j,t) Vˆ (j,t) >      
FDI refers to several specifications of FDI. The conflict term indicates if a violent conflict 
occurred in the previous period t­n. The Gini coefficient represents measured inequality in country j at 
time t­n. A higher Gini represents a relatively unequal society. The interaction term is 0 when conflict 
is not present in time t­1 and equal to the Gini variable value if conflict is present in time t­1. 
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This dataset lends itself to clustering. ​Clustering only influences the calculation of the standard 
error, not the magnitude or interpretation of the coefficients. ​The data follows approximately 160 
countries over 44 years. Clustering reduces the effective sample size for calculating standard error from 
one per country­year to one per country. Clustering encourages parsimonious model specification due 
to the effect of each additional parameter on the standard error.  This justifies grouping my control 5
variables. 
In order to use clustering, cross­sectional units must remain consistent over time. Countries 
remain consistent over time, and thus can include arbitrary correlation, serial correlation, and changing 
variances within explanatory variables (X’s) associated with the cluster (Wooldridge 2009). 
Control variables 
 
Trade variables include: Total Trade as a percentage of GDP, Fixed Capital Formation Growth, 
Merchandise Trade as a percentage of GDP. Infrastructure variables: kWh Per Capita Consumption, 
Rail Total KM, Safe Water Percentage of Population with access. Trade and infrastructure variables are 
common in literature on the determinants of FID. 
Political variables consist of: Control of Corruption, Government Effectiveness, Political 
Stability and Political Violence, Regulatory Quality, Rule of Law, Public Voice. Agriculture variables: 
Crop Production Index, Agricultural Land in km​2​. These variables are drawn from literature that 
examines the determinants and outcomes associated with conflict. 
Health variables considered include: Number of Child Deaths before 5, Health Cost Per Capita, 
Health Cost Percent Government Expense. These are approximations intended to capture the 
relationship between well­being, or human development and FDI. Educational variables were omitted 
5 Appendix 13a­2 ​“Applying cluster robust inference to account for serial correlation within a panel data context is easily 
justified when N is substantially larger than T, but cannot be justified when N is small and T is larger.” N=160, T<7. 
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from the set of control variables because no significant or robust relationships were uncovered in the 
exploratory phase of my research. 
 
Results 
Overview 
Conflict is associated with a decrease in FDI. This relationship is consistent across variations in 
the specification of FDI and conflict. These results are robust after applying a wide range of control 
variables. Conflict decreases yearly inflows of FDI in the next year by 5% with a standard error of 2% 
depending on which controls are included. Conflict decreases total FDI in the following year by 55% 
with a standard error of 20% depending on controls. These two results are compatible because 
countries are likely to experience multiple conflicts if they experience any. The fact that prior conflict 
acts as a determinant of future conflict leads to a compounded effect of the immediate influence of 
conflict. This is because countries with high levels of conflict see repeated yearly reductions to FDI. 
The second section of results examines model specification tests. The third section confirms the 
suitability of clustering to control for covariance between residuals and explanatory variables. The 
fourth section applies various groups of control variables. 
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Model Specification 
Several specifications of the FDI variable are possible: yearly levels, total levels, log yearly 
levels, and log total levels.  Annual FDI flow data includes negative values, which precludes directly 6
taking the natural log of the data. As a result, I employ two alternate methods to obtain elasticities 
between conflict and FDI.  
The first method adds a constant to the data and uses a log­level model to quantify the influence 
of conflict. The second method generates postestimation elasticities at the mean of FDI for a level­level 
model. These methods produce similar elasticities. Because the resulting elasticities are comparable, I 
employ the log­level model thereafter for ease of interpretation. 
The first method adds a large constant to the FDI values, in this case 100,000.  This shifts the 7
data such that all values are positive. Shifting the data permits the use of a natural log to obtain 
elasticities. The resulting elasticities are biased, but the de­meaning feature of fixed effect regressions 
mitigates the bias. These results are shown in the following table under log(Yearly FDI+100,000).  
The second technique generates postestimation elasticities for the level­level models. The stata 
command “margins” computes this automatically. This marginal effect is computed using the following 
formula:  
 (ln(f))/dx  d(ln(f))/df  df/dx      ⇨ d =   *   d(ln(f))/dx  1/f  β   β /f  =   *   1 =   1  
The linear predictor f varies with the specified value of Y, in this case the mean. Variation in 
the estimated elasticity can stem from the order of operations. Normally logs are taken first, then the 
model is estimated, then it is differentiated. This method estimates the model, takes the logs, then 
differentiates.  
6 FDI as a percentage of GDP 
7 The rule of thumb I followed was to set the constant to more than 3 times the minimum value of FDI.  
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 The following time lag tables denote the time lag by an L# for lag or F# for forward looking in 
the column head. The results have consistent signs and coefficients as lag time is increased from 
forward (+1) to lagged (­5) time values. Beyond this range, results are not significant. Note that conflict 
and conflict#gini are nearly significant at the test size of 0.1 for yearly FDI. 
14 
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Initially, future conflict appears to reduce current FDI. This may be because investors are 
capable of predicting conflict, or because reductions in FDI cause conflict. Without an acceptable 
instrumental variable, commenting further on the causality is fruitless. The search for suitable 
instruments included 1,435 variables from the full world development index (WDI) database and a time 
lag of one year.  Most instrumental variable regressions were unsuitable due to failure to reject the null 8
hypothesis that conflict is exogenous to FDI.   
After rejecting variables with inadequate correlation or problematic missing values, most 
remaining instruments were rejected as being weak with partial R​2​ indicating low correlation between 
the possible instrument and conflict. The remaining 30 variables failed tests of overidentification.  This 9
process highlights the importance of correcting fixed effect models for endogeneity (correlation 
between variables of interest and the error term). 
The appropriate specification of conflict variables depends on the presence of a differential 
effect of subsequent conflicts on FDI. If this differential effect exists, a count variable is a more 
appropriate specification of conflict than a binary variable. The following table shows fixed effect 
regression results using a conflict count variable (connum). Connum represents the number of conflicts 
in the sample from 1960 to one year prior to the measure of FDI. Coefficients do not vary significantly 
for connum 1­30 considering their large standard errors. Only ten countries in the sample experience 
more than 30 conflicts, and the small sample yields no statistically significant results. This implies that 
a binary indicator for conflict is appropriate. 
The conflict indicator variable is further specified by the threshold level of violence for 
inclusion in the sample. Threats and displays of force have no statistically significant relationship with 
8 The testing for an instrumental variable only included two­stage OLS for initial variable elimination. GMM results 
produced several promising instrumental variables that were ultimately rejected because of low shea’s R​2​. 
9 Sargan and  Basmann chi​2​ p­values were below p<.05 indicating a failure to reject the H​0​: that the instrument set is valid 
and the model is correctly specified. Ideally these p­values would be p>.70. 
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FDI. This indicates that FDI decreases as a result of actual violence rather than threatened violence. As 
a result, threats and displays of force are omitted from my analysis.  
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Clustering Tests 
Hausman tests, fail to reject the null hypothesis that the covariance is not systematic (H​0​: 
cov(residual​i​,x​ir​)=0) (Wooldridge 2015). This test is between an efficient estimator and a consistent 
estimator, in this case between random effects and fixed effects respectively. The Hausman test 
assumes that there is no omitted variable bias in the fixed effects estimator. This precludes the use of 
the Hausman test, or similar covariance structure tests, to justify the use of clustering. The failure to 
reject the null that cov(residual​i​,x​ir​)=0, however, is an indicator for the suitability of clustering.  10
Control Variables 
The base model for all control variable results is the log of total FDI = conflict binary + Gini + 
conflict*Gini interaction + GDP per capita + controls. This model was selected for the ease of 
interpretation and is found in tables 1­5. Variables that are discrete or contain negative values are not 
represented in log form.  
The interpretation of the base model is that a conflict in a previous period is associated with 
77% reduction in FDI with a standard error of 28% (Tables 1­5). The coefficient of the Gini variable is 
not statistically significant. The interaction between conflict and Gini is significant and shows that 
conflict accompanied by an increase in inequality decreases FDI by 2% with a standard error of 0.6% 
less than conflict accompanied by a decrease in inequality. Throughout the application of all control 
variables the influence of conflict and the interaction with conflict and Gini remain statistically 
significant. This confirms the robustness of results of the base model. 
Trade control variables are shown in Table 1. Total trade as a percentage of GDP appears 
statistically significant and is one of the only control variables that appears to magnify the negative 
10 Wooldridge (2015) specifically examines the application of clustering to country panel data similar in nature to this data 
and finds it to be useful in revealing robust standard errors. 
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influence of conflict on FDI. Fixed capital formation growth and merchandise trade as a percentage of 
GDP are nearly statistically significant at the test size of 0.10. They are included in my control 
variables because the bilateral FDI literature indicates that they should be determinants of FDI. Unlike 
the literature, I do not find these variables to be statistically significant, likely because I use unilateral 
FDI data. 
 
Infrastructure control variables are kWh Per Capita Consumption, total km. of rail, and 
percentage of the population with access to safe water. When multiple controls are included in the 
19 
model, none of these variables are significant, and the reduction in FDI associated with conflict 
remains consistent. This is a small subset of infrastructure control variables I considered. These three 
were chosen because they are significant if they are the sole infrastructure control variable in the 
model.  
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Political control variables include several policy indexes. These indexes are continuous in this 
case, although they are commonly reported as discrete values. Control of Corruption significantly 
reduces the influence of conflict. These two variables are highly correlated, but the clustering of the 
regression lends credence the relationship by which increased corruption reduces FDI. Interactions 
between corruption and conflict were insignificant. Improvements in government effectiveness, 
political stability and political violence, regulatory quality, rule of law, and public voice (free speech) 
all attract FDI but do not substantially reduce the negative influence conflict has on FDI. 
 
 
21 
Agricultural production is considered a potential determinant of both conflict and FDI. Nearly 
all of the measures of agricultural production included in the full WDI database were statistically 
insignificant. I included crop production index and agricultural land in km​2​ because they were the 
closest to significant as control variables.  
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Health control variables considered are: number of child deaths before five, health cost per 
capita, and health cost as a percent of government expense. Increases in the rate of deaths before five 
years of age (DB5) tend to decrease FDI. I calculated elasticity at both the mean and at the middle of 
the highest quintile range. For countries at the top 10% of DB5 an additional death under age five per 
capita reduces FDI by ~0.002% with a standard error of ~0.0014%. Increased health cost per capita 
attracts FDI but this effect was already captured by the log of GDP per capita. 
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Discussion 
The use of unilateral FDI data prevents this research from fully engaging with literature on the 
determinants of FDI. Bilateral data allows for comparisons of countries’ comparative advantages that 
my analysis is unable to address. Further, unilateral data understates the importance of control 
variables. This may be especially true of educational variables, aid, and approximations of well­being 
other than health, which are omitted from my results due to a lack of significance. My analysis 
provided no indication that aid was significant to any specification of FDI or conflict. 
Annually aggregated data prevents the use of fine­grained conflict dates. Matching the onset of 
conflict more precisely to high frequency FDI data, such as stock based FDI indicators, would provide 
a framework to carefully examine causal relations inferred from temporal ordering. 
Data limitations resulting from incomplete coverage undercut the efficacy of global analysis. 
Data is likely to be missing in countries experiencing conflict, because priorities shift away from 
research and conditions prevent the execution of surveys. This prevented the use of HDI data in my 
analysis. Advances in data collection will improve attempts to model determinants of conflict and FDI. 
The primary result, that conflict reduces FDI, is an unsurprising but important contribution to 
the body of FDI research. The interaction between conflict and inequality is surprising. This analysis 
does not provide any evidence for examining the mechanism by which post conflict inequality 
increases FDI. A possible mechanism is that if the pre­conflict political structure endures the conflict, 
the victorious party may be able to resume previous trade and investment relationships at greater rates 
than new political units. For example, dictatorships that endure through military coups may have 
advantages over coup leaders in attracting investment including FDI. Case studies may be the most 
appropriate method to further examine this relationship. 
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 Conclusion 
This analysis demonstrates the importance of including conflict variables in models of FDI. 
Because conflict is highly correlated with many proximate determinants of FDI this may cause 
overidentification issues. It is likely conflict influences FDI through a variety of channels. 
In keeping with the literature, economic inequality is not significantly related to FDI. However, 
the interaction term between conflict and FDI indicates that increased inequality mitigates the negative 
influence of conflict on FDI. This type of interaction suggests that inequality should be examined as an 
interaction term with other conflict related determinants of FDI. 
International policy designed to attract FDI in post conflict reconstruction periods should 
consider the negative influence of the conflict on FDI. This impact could inhibit the effectiveness of 
these policies.    
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