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The class of matroid intersection problems is considered in which one of the 
matroids is a partition matroid specifying that exactly q elements in the solution 
must be red, and the rest green. A characterization is presented for how the solution 
changes when one element changes in cost. Data structures are given for updating 
the solution on-line each time the cost of an arbitrary matroid element is modified. 
Efficient update algorithms are given for maintaining a red-green minimum span- 
ning tree in both a general and a planar graph, and a red-green job schedule for 
unit-time jobs with deadlines. ,(Y~ 1987 Academic Press, Inc. 
1. INTRODUCTION 
Most of the research in the design of efficient algorithms has centered on 
solving static problems, i.e., those whose data is given and does not change. 
In contrast, in an on-line update problem, the problem description, a 
current solution, plus any auxiliary information, are held in data struc- 
tures, so that when some small portion of the data is changed, the change 
in the problem solution can be quickly determined. For many problems, it 
does not seem possible to organize the data so that on-line updating is less 
expensive (in an asymptotic sense) than solving the problem from scratch. 
However, several attractive updating structures have been presented 
recently for problems such as minimum spanning trees (Frederickson, 
1985), configurations in the plane (Overmars and van Leeuwen, 1981) and 
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orthogonal range queries (Willard and Lueker, 1985; Willard, 1985). In 
this paper we extend the range of problems for which efficient updating 
methods exist. 
We are able to update solutions efficiently for a special class of matroid 
intersection problems. A matroid M consists of a set E of elements, and 
rules describing a property of certain subsets of E called independence. The 
rules satisfy axioms which may be found in (Lawler, 1976; Welsh, 1976). A 
maximal independent subset of E is called a base. A matroid optimization 
problem is the problem of finding a minimum cost base in a matroid in 
which a cost is associated with each element. For example, finding a 
minimum spanning tree of a graph is a matroid optimization problem, 
where the matroid consists of the set of edges in the graph. Matroid 
optimization problems can be solved by the greedy algorithm. 
A matroid intersection involves two matroids defined on the same set E 
of elements, but with different sets of rules determining the independence of 
subsets in each matroid. A matroid intersection problem is an optimization 
problem whose solution is a base in both matroids simultaneously and is of 
minimum cost among all such subsets of E. A special type of matroid inter- 
section problem is one in which each of the elements can be viewed as 
being of 1 of 2 colors, and one of the matroids specifies that a certain num- 
ber of elements of one color must be in the solution. Fast algorithms for 
such problems were given in (Gabow and Tarjan, 1984; Guslield, 1984). 
In the present paper, we address an update problem associated with 
solutions to such 2-color problems. An on-line update problem associated 
with a given combinatorial problem is the problem of maintaining the 
solution to the combinatorial problem on-line in the face of an arbitrary 
sequence of element cost updates. After each update, the update algorithm 
is required to output the incremental change to the solution. We show how 
to update efficiently the solution to the 2-color problem, when there are 
data structures that allow for the efficient updating of the solution to the 
corresponding uncolored problem. We give examples of our method for 
updating minimum spanning trees in both general and planar 2-color 
graphs, and for updating solutions to a simple 2-color job scheduling 
problem. 
We compare our update times to the best times for solving the static ver- 
sion of the problems. For the graph problems, m is the number of edges 
and n is the number of vertices. The static algorithm in (Gabow and 
Tarjan, 1984) to find a minimum spanning tree with q red edges takes 
O(m log P(m, n) + n log n) time, using the basic minimum spanning tree 
algorithm of (Fredman and Tarjan, 1984; Gabow et al., 1984), where p( .;) 
is a certain slow-growing function (Fredman and Tarjan, 1984). We 
achieve an update time of O(m”*) for the 2-color problem, using the data 
structures in (Frederickson, 1985) for updating a minimum spanning tree 
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of an uncolored graph. If the graph is planar, then the static algorithm in 
(Gabow and Tarjan, 1984) takes O(n logn) time to find a 2-color 
minimum spanning tree, using the algorithm of (Boruvka, 1926; Cheriton 
and Tarjan, 1976) for finding a minimum spanning tree in a planar graph. 
We achieve an update time of 0(2 ’ &(log n)3’2) for 2-color planar 
graph using an O(log n) time update algorithm of (Gabow and 
Stallmann, 1985) for uncolored planar graphs. 
We also consider the problem of finding a maximum-profit schedule of 
unit-time tasks with deadlines, where exactly q red jobs are to be in the 
schedule. Here m is the number of tasks, and n is the number of time slots 
in the schedule. The algorithm in (Gabow and Tarjan, 1984) for finding the 
set of jobs in a maximum-profit schedule takes time O(m + n log n). Our 
update algorithm takes time 0(2* v=(log H)~“). 
Our work is of special interest for several reasons. First, it opens up a 
class of problems for which the appropriate use of data structures gives 
efficient on-line updating. Second, it sheds additional light on the structure 
of some simple matroid intersection problems by presenting interesting and 
useful characterizations of how modifying the cost of one element changes 
the solution of such matroid intersection problems. Third, it introduces 
several data structure techniques for representing a sequence of related 
solutions in a succinct but reconstitutable form that allows for fast update. 
A preliminary version of this paper appeared in Frederickson and 
Srinivas ( 1984). 
2. PRELIMINARIES 
We identify some additional matroid terminology; a more complete dis- 
cussion can be found in Lawler (1976) and Welsh (1976). The rank of a set 
A c E, denoted as rank(A), is the cardinality of a maximal independent 
subset of A. Let B be a base, and fan element in E - B. The circuit C(.f, B) 
is the set consisting of every element that can be deleted from Bu {f) to 
restore independence. Let e be an element in B. The cocircuit C(e, B) is the 
set consisting of every element that restores rank to B- {e}. We will 
sometimes refer to an element in c(e, B) as one that can replace e in B. Let 
M/A denote the contracted matroid obtained from M by contracting the 
elements A 5 E, The elements of M/A are E-A. If A is independent, then 
the independent sets (bases) of M/A are those sets Xc E - A for which 
Xu A is independent (a base) in M. We note that rank(M/A)= 
rank(M) - rank(A). 
For our problems on graphs, read edge for element, spanning tree for 
base, cycle for circuit, and forest for independent set. The rank is the number 
of edges in a spanning tree. Thus a minimum spanning tree is a minimum 
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cost base of a graphic matroid. Similarly, for our unit-time job scheduling 
problem, read job for element, a set of jobs with a feasible schedule for an 
independent set, a maximal such set of jobs for a base, and a minimal 
infeasible set of jobs for a circuit. Thus a maximum-profit set of jobs with a 
feasible schedule is a maximum-cost base of a job scheduling matroid. 
Let the elements in set E each be colored either red or green, and let c(e) 
represent the cost of element e. Let m = IEl and n = rank(M). Let Bj 
represent a base for M with exactly i red elements, which is of minimum 
cost among all such bases. We assume that M has been augmented with 
elements of cost cc as necessary so that a green minimum cost base (B,) and 
a red minimum cost base (B,) exist. As an illustration in the case of graphic 
matroids, Fig. 1 shows a graph with red and green minimum spanning 
trees. 
Given a base B with at least one green element, a swap (e, f) is an 
ordered pair of elements, where e E B is green, f E B is red, and C( f, B) con- 
tains e. In this case f can be swapped in place of e, resulting in a base 
B - (e} u {f } with one more red element. The cost c(S) of a swap 
S = (e, f) is c(f) -c(e). A swap (e, f) in B is smallest (or best) if its cost is 
smallest among all swaps for B. Ties in cost are broken lexicographically, 
so that no two elements, swaps, or bases have the same cost. 
- green edge 
red edge 
FIG. 1. Graph with red and green edges. Note that both green and red edges span the 
vertices of the graph. 
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Bz= 6; 18 + 15 
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I4 
Bq= B3- 14 + 19 
-L 18 13 1 
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B,= B; 17 + 10 
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B3= B2- 13 + 16 
Bg= B/ 1 + 25 
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FIG. 2. Executing a swap sequence. 
A swap sequence (e,, f,),..., (en, f,) is a sequence of swaps such that 
(e,, f,) is a smallest swap for B, _ 1, i = l,..., n. As discussed in (Gabow and 
Tarjan, 1984; Gusfield, 1984), the desired base B, can be obtained by 
starting with a green minimum cost base B, and performing the first q 
swaps from a swap sequence, i.e., Bj= Bip 1 - {ei} u (fi) for i= l...., n. The 
choice of red elements can be restricted to a red minimum cost base. Using 
lexicography to break ties in the cost function will guarantee that each Bi is 
unique. Figure 2 shows the bases Bi associated with the graph of Fig. 1, 
along with the swaps that generate them. 
3. CHARACTERIZATION OF How SOLUTIONS CHANGE 
In this section we investigate how the solution B, changes when a single 
element cost is modified. We consider various cases. The cases in which the 
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solution B, can change are that an element in B,, increases in cost, or that 
an element not in B, decreases in cost. Although the swap sequence itself 
can change considerably when one element changes cost, the changes are in 
some sense well behaved, since any base B; will change by at most one red 
element and one green element, as we shall show. The basic case that we 
consider is when an element in the red minimum cost base increases in cost. 
A second case, in which the cost of a red element decreases, may be seen to 
be the reverse of the previous case. Then for a green element that changes 
cost, the roles of red and green are reversed in the above discussion. 
We first derive a bound on the extent to which a base Bi can change 
when the cost of one red element T, increases from c(T,) to c’(r,). For 
i = 0, l,..., n, let B, and Bj be the bases of minimum cost with i red elements 
before and after the cost increase, respectively. Let S be the swap sequence 
before the cost increase and S’ be the swap sequence after the cost increase. 
Note that Bi and B: may be generated by executing the first i swaps of the 
corresponding sequences S and S’. Let Si= (g,, ri) and S; = (g;, rl) be the 
ith swaps in S and S’, respectively. 
For each i, we shall show that one of the following four cases will hold. 
The cases specify that, for each i, the base B: after the cost increase does 
not differ substantially from the base Bj before the cost increase: 
0. Bi = Bl and r, is in neither base. 
1. Bi and B: differ by one red element: red element rr is in Bi but not 
in B:, and red element ru is in B,! but not in Bi. (Clearly, ra is the smallest 
cost red element that can replace r, in B,.) 
2. Bi and B: differ by one red element and one green element: 
elements r, and gi are in Bi but not Bi, and elements ri and g, are in B,! but 
not Bj. (We show in Lemma 5 that Si+ 1 = S:, and g, is the smallest cost 
green element that can replace r1 in B;, , .) 
3. Bj= B:, and r, is in both bases. 
THEOREM 1. When a red element r, increases in cost, then for each i, one 
of the four previous cases holds. 
Figure 3 illustrates how the swap sequence of Fig. 2 changes if the cost of 
edge 10 is increased to cost 21. The appropriate case of Theorem 1 is iden- 
tified for each swap. In order to prove this theorem, we need to first 
establish some properties of circuits and bases in matroids. Given sets X, Y, 
and an element e, we will use X + e to represent Xv (e}, X-e to represent 
X - {e}, and X@ Y to represent the symmetric difference of X and Y. 
LEMMA 1 (Welsh, 1976). If C, , C2 are distinct circuits of a matroid and 
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Initial swap sequence: 
(17.10) (18,15) (13,161 (14.19) 
After edge 10 increases in cost to 21: 
(18,15) (17.19) (13.16) u4,21) 
(1.25) 
(1.25) 
Case (of Theorem 1): 
0 2 1 1 3 3 
FIG. 3. Old and new swap sequences. 
x E C, n C,, then for every element y E C, - Cz, there exists a circuit C such 
thatyECcC,vC’-x. 
LEMMA 2. Let B and B’ = B - e + f be bases and let d$ B, B’ be a 
matroid element. The following properties then hold: 
(a) C(d, B) = C(d, B’) & and only if, e$ C(d, B). 
(b) Cl4 B) 0 C(d, B’) s C(ji B). 
ProoJ: (a) Suppose C(d, B) = C(d, B’). Since e$ B’, e$ C(d, B’) and 
therefore e # C(d, B). Now suppose e 4 C(d, B). Then deleting e from B and 
adding f will preserve the circuit C(d, B), i.e., C(d, B) G B’ + d. Since 
C(d, B’) is the unique circuit in B’ + d, C(d, B) = C(d, B’). 
(b) We first prove the claim that C(d, B’) c C(d, B) u C(J B). The 
claim is trivial if C(d, B’) = C(d, B), so assume C(d, B’) # C(d, B). Then by 
part (a), e E C( d, B). Since B’ = B - e + f is a base, e E C(f, B). Thus 
e E C(d, B) n C(A B). Since d#f, C(d, B) and C(f, B) are distinct. By 
Lemma 1, it follows that there exists a circuit C with Cc C(d, B) u 
C(f; B)-{e}. Th ereore C&B-e+f+d=B’+d. But C(d,B’) is the f 
unique circuit in B’ + d. Therefore C = C(d, B’), and the claim follows. 
Using the same technique, we can prove that C(d, B) G C(d, B’) u 
C(x B). (Note that C(e, B’) = C(f, B).) Therefore C(d, B) - C(d, B’) E 
C(f, B). From our earlier claim, C(d, B’) - C(d, B) c C(f, B). Combining 
these, the result follows. 1 
LEMMA 3. Let B and B’ = B-e + f be bases. Let g E B, B’ be a green 
element and r 4 B, B’ be a red element. Suppose (g, r) is a swap for either B 
or B’ but not both, i.e., g E C(r, B)@ C(r, B’). Then gE C(f; B) and 
eEC(r, B). 
Proof: By Lemma 2(a), e E C(r, B) and by Lemma 2(b), g E C(A B). 1 
We establish the following properties of cases 1 and 2, which will be used 
in our proof of Theorem 1. 
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LEMMA 4. If case 1 holds after i swaps have been performed, and 
ri+,#ru andr:+,#r,, then S,+,=S:+,. 
Proof: Suppose Si + , # S: + , . Let (gx,r,) be the swap of smallest cost 
from the union of swaps for Bi and swaps for B;. Since Si+ , # S;, , , it 
follows that (g,, r.,) is not a swap for both Bi and B;. By Lemma 3, with 
B = B,, B’ = B,‘, g = g,, and r = rJ, we obtain rx E C(r,, Bi) and 
g, E C(ra, Bi). Since r, is the smallest cost red element in C(r,, B,), 
c(r,) < c(r.,). Thus (g,, r,) is a swap for Bi, but of smaller cost than 
(g.,, r,), contradicting the definition of (g,, r,). It follows that 
St+, =x+1. I 
LEMMA 5. If case 2 holds after i swaps have been performed, then 
Si, , = S,‘, and g, is the smallest cost green element that can replace rr in 
B r+ I’ 
Proof: If case 2 holds after i swaps, then it follows immediately that 
g: # g,, rl Zr,, and B,= B:-, - g, + rr. Thus g, is in C(r,, B:- ,). Further- 
more, g, is the greatest cost green element in C(r,, B:- ,). Assume in 
contradiction that g.,. is the greatest cost green element in C(rr, B:- ,). Thus 
c(gY) > c(g,). Consider the base B:- , - g,. + r, = B, - g,. + g,. This base has 
i red elements and is of smaller cost than Bi, the minimum-cost base with i 
red elements, a contradiction. 
We next show that Sj+ , = S:. Suppose S,, , # S:. Let (g,, r,) be the 
swap of smallest cost from the union of swaps for B:-, and swaps for Bi. 
Since S, + , # S:, it follows that (g,Y, r,.) is not a swap for both B:-, and Bi. 
By Lemma 3, with B= Bi.-, , B’ = Bi, g =g,, and r = rx, we obtain 
g,Y E C(r,, B: .~ , ) and g, E C( r,, B:- , ). Since g, is the greatest cost green 
element in C(r,, B:_ ,), c( g,) < c( g,). Thus (g,, r,) is a swap for B:-, but 
of smaller cost than (g,, rr), contradicting the definition of (g,, r,). It 
follows that Si + , = S: . 
Since S, + , =S:, B:=B;+,- r, + g,. Since B: is the minimum cost base 
with i red elements, it follows that g, is the smallest cost element that can 
replace rr in Bi + , . I 
Proof of Theorem 1. The proof is by induction on i. It is clear that case 
0 holds if i = 0. If case 3 holds after i - 1 swaps, it will hold after i swaps. 
For i>O we consider the following cases: 
Suppose case 0 holds after i - 1 swaps. If ri # r,, then case 0 will hold 
after i swaps. If ri = ri = r,, then case 3 will hold after i swaps. If ri = r, Z r: 
and g, = gj, then case 1 will hold after i swaps, with rO = rl. If ri = r, # r: 
and gi # gi, then case 2 will hold after i swaps, with g, = gi. 
Suppose case 1 holds after i - 1 swaps. If ri = rI, then case 3 will hold 
after i swaps, since r, is in both B, and B;, and thus its change in cost has 
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no effect on the minimum cost base with i red elements. If ri # r, and 
ri # ra, then by Lemma 4, Sl = Sj, and thus case 1 will hold after i swaps. If 
r( # rr, ri = ro, and gj = gi, then case 1 will hold after i swaps, with the new 
r. = r:. If r: # rr, r, = ra and gj # g,, then case 2 will hold after i swaps, with 
ga = gi. 
Suppose case 2 holds after i- 1 swaps. By Lemma 5, Si = ,S-, , so that 
Bi - r, -g: = B( - r: - g,. If rl = r,, then case 3 will hold after the ith swap, 
since rr is in both Bi and B(. If r: # rt and gi = g,, then case 1 will hold 
after i swaps, with rU = ri. If r\ # r, and g,! # g,, then case 2 will hold after i 
swaps, with g, unchanged. 1 
COROLLARY 1. Suppose a red element r, decreases in cost. For 
i = 0, l,..., n, let Bi and B: be the bases of minimum cost with i red elements 
before and after the cost decrease, respectively. Let S be the swap sequence 
before the cost decrease and s’ be the swap sequence after the cost decrease. 
Then for each i, one of the following,four cases holds: 
0. Bi = BI, and r, is in neither base. 
1. Bi and B: differ by one red element: red element r, is in B: but not in 
B,, and red element ra is in Bi but not in B:. (Clearly, r, is the greatest cost 
red element that r, can replace in Bi. ) 
2. Bi and Bj differ by one red element and one green element: elements 
r, and g, are in B: but not B,, and elements r, and g, are in Bi but not B,‘. 
(Moreover, S: + , = S,, and g, is the greatest cost green element that r, can 
replace in Bip, .) 
3. B, = B:, and r, is in both bases. 
Proof. Let the cost of r, decrease by an amount d. Consider first 
decreasing the cost of element r, by d and then increasing its cost by an 
identical amount. We should get back the original swap sequence and the 
original sequence of bases. Decreasing the cost of rr should therefore have 
exactly the opposite effect on the swap and base sequences as increasing the 
cost of r,. 
We now make this observation more precise. Consider the base sequence 
Bb,..., Bk and the swap sequence S’. If red element r, increases in cost by an 
amount d, the base sequence B,,..., B, and the swap sequence S would 
result. We now apply Theorem 1 to the base sequence Bb,..., BL. Note that 
the roles of primed and unprimes bases, swaps and swap sequences are 
now reversed for Theorem 1. 
For each i = O,..., n, we can derive the applicable case of Corollary 1 after 
i swaps from the case that holds for Theorem 1 after i swaps. We show that 
for j= O,..., 3, if case j of Theorem 1 holds after i swaps, then case j of 
Corollary 1 also holds. This property is evident for j= 0 or 3. Suppose 
M3,‘74/2-3 
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case 1 holds for Theorem I after i swaps. Then Bi= Bi - r, + rn, i.e., 
B: = Bi- r, + rr. Since BI is the minimum cost base with i red elements 
after the cost decrease, rrr is the greatest cost red element that rr can replace 
in Bj. Therefore case 1 of Corollary 1 holds. Suppose case 2 holds for 
Theorem 1 after i swaps. Then Bi = BI - g, + ri - rr + g,, i.e., B; = Bi - ri + 
g,-&,+r,=B r-l -g, + r,. Moreover, S:, , = Si. Since B: is the minimum 
cost base with i red elements after the cost decrease, g, is the greatest cost 
green element that r, can replace in B;- 1. Therefore case 2 of Corollary 1 
holds. 1 
Suppose that we have maintained a description of a base B,, using 
appropriate data structures. When an element changes cost, how do we 
determine which of the cases we are in? This does not appear particularly 
easy to do without a significant amount of recomputation. However, if 
descriptions of three other particular bases are available, then computing 
Bi can be relatively easy. 
THEOREM 2 (Characterization Theorem). Let M be a matroid of red 
and green elements, with costs extended lexicographically to break ties. If 
one element changes cost, then Bi, the new minimum cost base with i red 
elements, will result from either Bi ~, , Bi or Bi, , , with at most one element 
replaced in the appropriate base. Spectfically, tf a red element r, increases in 
cost, then B,! is the minimum cost base among the following three bases: 
0. (or 3). B;. 
1. Bi--r,+r,, where r. is the smallest cost red element that can 
replace r, in B, 
2. Bi+, -r, + g,, where g, is the smallest cost green element that curt 
replace r, in B, + , . 
If a red element rr decreases in cost, then B,! is the minimum cost base 
among the following three bases: 
0. (or 3). 5,. 
1. Bi- rrr •t r,, where r. is the greatest cost red element that r, can 
replace in Bi. 
2. B,+,- g, -I- rl, where g, is the greatest cost green element that r, 
can replace in Bi- , . 
The cases for a green element changing in cost are analogous. 
Proof. Suppose a red element rr increases in cost. It follows from 
Theorem 1 that the new base 5; is one of the cases enumerated above. 
Suppose a red element r, decreases in cost. It follows from Corollary 1 
that B,! is one of the cases enumerated above. 
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B, 21 + 19 
(cost = 58) 
B*- 21 + 17 
selected +(cost = 53) 
(a) 0: is obtained from B, 
BP- 21 + 19 
(cost = 55) 4-- selected 
B3- 21 + 17 
(cost = 56) 
I4 
(b) BL is obtained from 8, 
FIG. 4. Obtaining B: from either B, or B,, , when red edge 10 increases in cost to 21 
Cost changes for green elements are handled by reversing the roles of red 
and green. The swap sequence, and each swap in it, is thereby reversed. If a 
green element increases in cost, then BI is obtained from either Bj or Bip, 
by means of a single swap. If a green element decreases in cost, then B; is 
obtained from either Bj or Bi+ I by means of a single swap. 1 
Figure 4 illustrates how B: can be obtained from either B, or Bi+ , when 
a red element increases in cost, using the graphic matroid of Fig. 1. Con- 
sider the minimum cost bases Bj in Fig. 2. Suppose that the red edge of cost 
10 increases in cost to 21. In Fig. 4a we show how B’, is determined. The 
best red swap for edge 21 in B, is edge 19, and the best green swap for 
edge 21 in B, is edge 17. The latter yields B;. In Fig. 4b we show how B; is 
determined. In this case, the best red swap for edge 21 in B, is edge 19 and 
the best green swap for edge 21 in B, is edge 17, and the former yields B;. 
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4. BASIC ON-LINE UPDATE STRATEGY 
In this section we describe in general terms our data structures for fast 
on-line updating of B,, the minimum cost base with q red elements. Let 
Bjh) represent the minimum cost base with i red elements after h element 
cost updates have been performed. We first discuss data structures that 
allow us to find quickly base Bib + ‘) given the bases Bi? i , Bj”), and B{T I. 
This operation relies on Theorem 2 and appears crucial to performing on- 
line updating. To compute Bi ch+*) by this method, we need to have bases 
Bih:ll, Bih+l), and Biv,‘), which in the worst case means we must have 
five bases Bth’ l - 2 ,..., Biy, available after h updates. Thus our discussion then 
addresses how to maintain longer sequences of bases. Since updating long 
sequences of bases directly would be very inefficient, we then discuss main- 
taining the sequences in an implicit form, which allows for efhcient 
updating. Finally, we illustrate the technique with the example of a graphic 
matroid. 
We begin by defining an update structure for a base in a matroid with 
uncolored elements. An update structure for a base B is a data structure 
which supports the following operations: 
maxcirc(f, B): finds the maximum cost element in the circuit C(f, B). 
mincocirc(e, B): finds the minimum cost element in the cocircuit 
C(e, B). 
swap(e, f, B): converts the update structure for B into an update 
structure for B - e + f (assuming that f~ B and e E C(f, B)). 
Let U(m, n) represent the maximum of the execution times of these three 
operations for a particular matroid. Thus a minimum cost base in a 
matroid with uncolored elements can be updated in time at most 2U(m, n) 
when the cost of a single matroid element is modified. Let S(m, n) be the 
space required by the update structure. 
In the case of a matroid with red and green elements, the update struc- 
ture is generalized to allow the color of the appropriate element to be 
specified. Thus for j E {red, green}, maxcirc(j, e, B) finds the maximum cost 
element of color j in C(e, B), and minocirc(j, e, B) finds the minimum cost 
element of color j in C(e, B). The operation swap(e, f, B) is as before. The 
generalized update structure for red-green matroids can be derived from 
the corresponding structure for uncolored matroids in a straightforward 
manner. For each field relating to costs in the uncolored update structure, 
maintain two fields in the new structure, one to be accessed for red 
operations, and the other for green. The values in the fields should be such 
that the cost of a green element should be treated as --oo in handling a red 
maxcirc, and cc in handling a red mincocirc, and similarly for the green 
operations. 
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By the characterization theorem of the previous section, a generalized 
update structure can be used to find an updated base Br+ ‘) from the bases 
Br!,, BF), and B$,. For instance, if a red basic element r, increased in 
cost, then By + ‘) would be the least cost base in the set { Bf’), Br) - rr + 
mincocirc(red r BCh)) Bch) - rt + mincocirc(green rr, Bch) 
if a red nonb’asiy ellmknt “r: decreased in cost, Br: ‘) 
y + 1 )>, whereas 
would be the least 
cost base in the set {Bf), Br) - maxcirc(red, r,, Ba’) + rt, Brl, - 
maxcirc(green, rI, B$“l 1) + r,}. The update is concluded by performing the 
appropriate swap. 
As stated at the beginning of the section, maintaining just three bases 
B:“_l 1, Ba’, and BrJ, is not enough, since there is not sufficient information 
to compute efficiently both B@tl’) and B$+,’ ). Thus we will keep sequences 
of bases of longer length. Ot& update procedure is periodic with period Z. 
By this we mean that, for the hth element cost change, the update 
procedure handles data in the same structure (e.g., length of sequences) as 
the data during the (h + z)th element cost change, for any h > 0. Here, z is 
a parameter that will be specified later, when we discuss the running time. 
Our update procedure consists of three parts. For clarity, we will uncover 
the parts one by one. 
Consider h to be an integer in the range from 0 to Z. Suppose after the 
hth update we keep a sequence Abh’ = Bkh! = + h + , , B:“_’ I + ,, + 1 ,..., BbhJ - h ~~, .
The superscript on A, indicates how many element cost changes have been 
supplied, and will be omitted unless the context demands it. Thus A,, starts 
off as a sequence of 2~ - 1 bases. As long as h <z, there is sufficient infor- 
mation to generate Bkhl = + h + , ,..., BCh) _ c/+--h--l, no matter what type of 
element cost change occurs. Thus z - 1 element cost changes can be suc- 
cessfully handled, but when the zth update occurs, B, is lost. This follows, 
since Ai’- ‘) is a sequence consisting of one base B$ I’, so there is insuf- 
ficient information remaining to compute BJ,=‘. We say that A, decays dur- 
ing this sequence of z updates. Of course, for large 2, explicitly maintaining 
and updating the sequence A, requires considerable time per cost change. 
In due course, we will show how to circumvent this problem by introduc- 
ing an implicit representation for A,. 
When A,, has completely decayed, we need to replace it by a sequence 
that once again has 22 - 1 bases. But this means that certain work must be 
done in advance. We therefore discuss the second part of our solution. We 
thus now consider unrestricted values of h. Whenever A, is initialized, i.e., 
h mod z = 0, we initiate a computation to solve the static version of the 
red-green problem on the current matroid, namely to generate a new 
sequence of bases, Bbh),..., BLh’ given bases Bbh) (the green minimum cost 
base) and BLh) (the red minimum cost base). Note that Blh) c Bhh) u BLh) for 
i = O,..., n. Let P(n) be the time required to solve such a static red-green 
problem and extract a sequence of bases in the appropriate form. Assume 
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that copies of B, and B, are maintained from one update to the next, with 
the cost of U(m, n) charged to the update. The static red-green problem 
will be solved during the time in which A, decays, by performing O(P(n)/z) 
work over each of z update steps. 
However, when the static red-green problem is completed, after h = kz 
updates, we cannot just reconstitute A, with the corresponding bases in the 
freshly constructed solution to the static problem. This is because each such 
base will be out-of-date by z element cost changes, since the element costs 
used in solving the static problem were extracted after (k - 1) z updates, 
and z further element cost updates have been applied to the matroid in the 
meantime. Thus we introduce the third part of our update strategy. We use 
a second sequence A,, initially of length 62 - 1 and centered at B,, which is 
extracted from the out-of-date solution to the static red-green problem. 
Thus when A, is created after h = kz updates have occurred, we have 
/j(h) = B’h ~ =) 
1 
B’h =I 
Since ;gb+;+;; inq+jp ‘. . 
~111 initially be out-of-date with respect to Aa;) 
by z element cost changes, we need to bring them up-to-date over the next 
z update steps of A,, using the z element cost changes that have not yet 
been applied to A,. These previous element cost changes can be saved in a 
queue as the static red-green problem is being solved. Thus, when ,4?” is 
created, the queue will contain element cost changes numbered 
(k- l)z+ 1, (k- l)z+2,..., kz. Consider the hth update step, that trans- 
forms A \” I) to A \“I. Let h = kz +j, where 0 <j 6 z. We first add the hth 
element cost change to the rear of the queue. We then delete the two 
element cost changes (namely, those numbered h - z +j - 1 and h - z +j) 
from the front of the queue and apply them both to AihP I), obtaining AlhI. 
Thus Alh’ will be the sequence B,!/‘ep;yJj+, ,..., Bchpz+j). c/+3;--ZJ-I’ A, will then 
become up-to-date with respect to A, and also be of the correct length 
precisely when A, has completely decayed. We then replace A, by the 
current sequence A,. 
We can view our three-part update technique as three concurrent 
processes going on at once. Times at which h > 0 and h mod z =0 are 
regarded as renewal points for A,. At a renewal point, A, has completely 
decayed, A, has caught up with A, and can replace it, a static red-green 
problem has been completed from which a new A, can be extracted, and a 
new static static problem can be initiated. Figure 5 illustrates one complete 
cycle of the update procedure with an example in which z = 3. The top part 
shows symbolically the sequences A, and A, at a renewal point. The next 3 
parts show the sequences after each succeeding update, down to the next 
renewal point. 
We now discuss how to avoid the expense of repeatedly updating each 
base in the sequences A, and A,. We do this by maintaining an implicit 
representation of each sequence. For 1= 0, 1 and 0 <j < z, let a = l(z -j), 
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FIG. 5. One cycle of the update procedure, with z = 3. 
and b = z -j+ 422 -j). For each sequence Ajh’ with h = kz +j, 0 <j< z 
and I = 0, 1, except for when f = 0 and j= 2 - 1, we maintain the two 
leftmost bases ( BprbUJ , and B, _ h + z ch~ U) ) and the two rightmost bases (Br;;l 2 
and BT;fl r), along with their associated update structures. The bases that 
are maintained explicitly in this implicit representation have been 
emboldened in Fig. 5. We also maintain a set of elements in the symmetric 
difference of the leftmost base Brr/J, and rightmost base By;;!, . 
There are certain matroids (for instance, graphic matroids) for which 
update structures for bases in a contracted matroid can be maintained 
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efficiently when elements are inserted and deleted. In such cases, we can 
save both space and time if we construct, for each sequence, a contracted 
matroid containing just the elements in the symmetric difference of the 
extremal bases of the sequence. Each contracted matroid will have a red 
and a green base corresponding to the pair of original extremal bases in the 
sequence. In what follows we will assume that, whenever appropriate, 
update structures are maintained for these smaller, monochromatic bases in 
the contracted matroid. 
To summarize, each update step h, where h = kz+j and 0 <j< z, 
involves the following operations. The red and green minimum cost bases 
are updated. The sequence AAh- i) is transformed to Ai”) by applying the 
hth element cost change to it as follows. If a red element has increased in 
cost or a green element has decreased in cost, then Br-pbai, and Br~~b” Z are 
computed. Otherwise Br:bui2 and BF;bal, are computed. The modified 
symmetric difference and contracted matroid (if maintained) are computed. 
Let W(n, z) be the time to perform the last two operations. A static 
red-green problem of size O(z) involving elements in the symmetric dif- 
ference is extracted in time Q(n, z) (which is zero if the contracted matroid 
is maintained). Solving the static red-green problem in time P(Z) then 
generates the new sequence A . 6”) The base centered on q, as well as the 
leftmost two and the rightmost two bases, are extracted from these sequen- 
ces. The update structures for the leftmost two and the rightmost two bases 
in Ahhe’) are modified via swaps to yield update structures for these new 
bases, respectively. We then have the implicit representation for A Ah) after 
the update step. 
Finally, A 1 ch- I) is transformed to Ajh). We first add the hth element cost 
change to the rear of the queue of element cost changes that we maintain 
for A,. We then delete two element cost changes from the front of the 
queue and apply each to A ‘I”- l) in the same manner as the cost changes 
were applied to A,, obtaining A\“). 
THEOREM 3. The on-line update problem for minimum cost bases with 
exactly q red elements can be solved in O(U(m, n) + P(n)/z + Q(n, z) + 
P(z) + W(n, z)) time and S(m, n) space. 
ProoJ Each update step in A,, or A, will take 0( U(m, n) + Q(n, z) + 
P(z) + W(n, z)) time. The time spent per update step on solving the static 
red-green problem is O(P(n)/z). 1 
To illustrate the above technique, we now describe the construction of 
update structures for graphic matroids and analyze their efficiency. The 
update structure for a minimum spanning tree uses dynamic tree data 
structures (Sleator and Tarjan, 1983) and two-dimensional topology trees 
(Frederickson, 1985). The former allows us to perform the operations 
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maxcirc and swap in time O(log n). The latter allows us to perform the 
operations mincocirc and swap in time O(h). Thus for this update 
structure U(m, n) = O(,,/&). The space used by the structures is O(m). 
A topology tree (Frederickson, 1985) is used to maintain a heap of the 
edges incident on each vertex of the contracted graph. Each such vertex 
corresponds to a tree-structured connected component of contracted edges 
from the current minimum spanning tree. Since topology trees of size z sup- 
port insert, delete, split, and merge operations in O(log z) time, updating 
the contracted graph can be implemented efficiently. The time to solve a 
static red-green problem is P(n)= O(n log n), using the procedure of 
Gabow and Tarjan (1984). We therefore have the following theorem. 
THEOREM 4. The on-line update problem for minimum spanning trees 
with exactly q red edges can be solved in O(& + & log n) time and O(m) 
space. 
Proqf: We have U(m, n) = 0(&z), P(n) = O(n log n), W(n, z) = 
O(log n), and Q is equal to zero. By Theorem 3, choosing z = O(&) we 
obtain a time of O(&+ & log n) per update. The space bound is 
evident from the data structures employed. 1 
5. A RECURSIVE REPRESENTATION OF SEQUENCES 
We can achieve better update times by using a more complex represen- 
tation of sequences. We first introduce a two-level approach to represent 
A, and A i. Recall that AhkZ+J) consisted of bases BgZt$\+ 1 ,..., BFItL\.‘i 1, 
which were represented implicitly by the two bases on either end of the 
sequence, their associated data structures, and the symmetric difference. On 
an update step in A,, a new base at either end was computed, and a 
red-green problem of size O(z) was solved. 
In our modified method, a base at either end of A0 is computed as 
before. However, instead of solving a red-green problem on each update 
step in A,, we do the following. We maintain subsequences A,, and A,, on 
either end of A,. If the contracted matroid is maintained, these subsequen- 
ces consist of bases of size O(z) of the contracted matroid for A,; otherwise 
the bases are of size n. After A,, and A,, have decayed to size 1, a 
red-green problem of size O(z) will be initiated. To be able to access B, 
meanwhile, two subsequences A, and A,, analogous to sequences A, and 
A, must be maintained. At a renewal point for A,, A, will be of size 2y - 1 
and its bases will be up-to-date with respect to A,, A,, will be of size 6~ - I 
and its bases will be out-of-date with respect to A, (and therefore A,) by y 
edge cost changes, while A,, and A,, will be of size 4y + 1 and their bases 
will be out-of-date with respect to A, by y edge cost changes. 
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FIG. 6. Two-level representation for A, and A,, with )I= 2. z = 20. and h = 42. 
Times at which h mod z > 0 and h mod y = 0 are regarded as renewal 
points for A,, A,,, Ao2, and A,,. At a renewal point for A,, A,, has com- 
pletely decayed. &, has caught up with A, and can replace it, & and A,, 
have caught up with A,, but have decayed to single bases, the static 
red-green problem has been completed from which new sequences 
A01 9 &2, and A,, can be extracted, and a new static red-green problem 
can be initiated using the single bases from the previous A,, and A,,. As 
before, two update steps in an out-of-date sequence will be performed for 
every update step in A,. We will assume that z mod y = 0, so that A,, , A,,, 
and A,, will catch up with A, precisely when A, reaches its next renewal 
point. 
Sequence A, is represented in a similar fashion. Bases in subsequences 
A,,> ‘4123 and A ,3 will initially be out-of-date with respect to A 1 by y edge 
cost changes. Since A, is itself out-of-date with respect to &, four update 
steps will be performed in each of A,, , A r2, and A r3 for every update step 
in A,,, and subsequences A 1o ,..., A,, will be renewed twice as often as 
&o,..., A,,. Figure 6 shows the configurations of A, and A, at a renewal 
point for subsequences Am ,..., A,,, when y = 2, z = 20, and h = 42. Again 
only the bases that are emboldened are explicitly maintained. 
ON-LINE UPDATING OF SOLUTIONS 131 
The subsequences of size O(y) are represented implicitly as A, and A, 
were represented earlier. For each subsequence A,,),, only the two bases at 
either end are maintained, along with the symmetric difference. At an 
update step for AI,, I, = 0, 1, the update structures associated with Al,,2, 
I, = O,..., 3 are handled as follows. If contracted matroids are maintained, 
then these are updated to reflect elements entering and leaving the contrac- 
ted matroid for A,,,. Otherwise contracted matroids are extracted for each 
sequence A,,,?. Then for each sequence A,,,>, a red-green problem of size 
O(y) is solved, and the new pair of bases at either end are recovered. 
THEOREM 5. The on-line update problem for minimum cost bases with 
exactly q red elements can be solved in O(U(m, n) + P(n)/z + (Q(n, z) + 
P(z) + W(n, =1)/y + Q(n, y) + P(y) + W(n, y)) time and O(S(m, n)) space. 
Proof. The first term represents the time required to access the update 
structures. The second term represents the time apportioned to each update 
for solving a static red-green problem of size n. The next term represents 
the time apportioned to each update for extracting and solving a static 
problem of size O(Z), which is required to maintain the implicit represen- 
tation of sequences of size O(Z). The last three terms are similar, 
representing the time required to extract and solve a static problem of size 
J at each update. 1 
Theorem 5 can be applied to graphic matroids to show that the on-line 
update problem for red&green matroids can be solved as efficiently as in the 
case of uncolored matroids. 
THEOREM 6. The on-line update problem for minimum spanning trees 
with exactly q red edges can be solved in O(h) time and O(m) space. 
Proof We have U(m, n) = O(h) and P(n) = O(n log n). Maintaining 
contracted graphs means that Q will be 0. By Theorem 5, choosing 
J= O(n’13) and z = JZ’, we obtain a time of O(h) per update. The space 
bound is as before. 1 
In several cases we can further improve the update time by recursively 
extending the implicit representation of sequences to more than two levels. 
The representations will be of two types, centered and uncentered. A 
sequence, centered or uncentered, of c or fewer bases, for some constant c, 
is just an explicit list of the bases. Let f( .) be a function to be defined 
subsequently. For a sequence Aj. of x > c bases, a centered representation 
consists, at a renewal point, of: 
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1. a centered representation of a subsequence Alo, which is 
positioned in the middle of A,, is of size 2f(x) - 1 and is up-to-date with 
respect to A,. 
2. a centered representation of a subsequence A,,, which is 
positioned in the middle of A,, is of size 6f(x) - 1 and is out-of-date with 
respect to A 1 by f(x) edge cost changes. 
3. uncentered representations of two subsequences A j,Z and Ai,, 
which are positioned on either end of A j,, are of size 4f(x) + 1, and are out- 
of-date with respect to A, by f(x) edge cost changes. 
4. a red-green problem of size x which has just been initiated. 
An uncentered representation consists, at a renewal point, of items 3 and 
4 above. Associated with the representation of each subsequence are the 
two rightmost and leftmost bases, and the appropriate symmetric difference 
and contracted matroid. 
Let f’“‘(x) = x and f”‘(x) =f(f”- ‘j(x)), for i > 0. Then we choose the 
function f( .) such that fCi+ “(n) mod f”‘(n) = 0 for i > 0. This can be done 
easily by forcing f( . ) to be a power of 2. This choice of f( .) ensures that 
each (i + 1 )th level sequence will have caught up with the appropriate ith 
level sequence at an ith level renewal point. 
Let T,(x) and T,,(x) be the update times for centered and uncentered 
sequences of size x, respectively. The update times are described by the 
recurrences: 
T,(x) = Mm, x) + c’(Q(n, x) + P(x))/f(x) + 4T,(4f(x) + 1) 
T,(x) = cU(m, x) + c’(Q(n, x) + P(x))/f(x) + 4T,(4f(x) + 1) 
+2T,(V-(x)- l)+ T,W(?c)- l), 
where c and c’ are constants. The first term in each recurrence represents 
the time required to access the update structures. The second term in each 
recurrence represents the time spent per update step on extracting and 
solving a red-green problem of size O(x). The remaining terms represent 
the time for recursively updating subsequences of size @(f(x)) and reflect 
the fact that two update steps are required for out-of-date subsequences for 
each update step in the primary sequence. 
The recursive representation of sequences is particularly effective in the 
case of planar graphs, since U(m, n) = O(log n) (Gabow and Stallman, 
1985) and is, therefore, no longer a limiting factor as in the case of general 
graphs. Furthermore, the space requirement remains modest because con- 
tracted graphs can be maintained efficiently. (In the next section we will 
describe how to control the space requirement in the case of a matroid for 
which contraction is uneconomical.) 
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THEOREM I. The on-line update problem for minimum spanning trees 
with exactly q red edges in a planar graph can be solved in 
0(2’*(log n)3’2) time and O(n) space. 
Proof We have U(m, n)= O(logn), P(n)= O(n log n), and Q=O. If 
we choose f(x) = 0(x/2**) and observe that Jm= 
,llogx-2~<,lllogx- 1, then both T,(n) and T,(n) are 
0(2* *(log n)3’2). 
For the space, we have 4’ subsequences each using structures of size 
@(f(‘)(n)) at level i, which sums to O(n) over all levels. i 
In the next section we will explore another matroid whose structure per- 
mits efficient on-line update using the recursive representation of sequences. 
6. SIMPLE JOB SCHEDULING MATROIDS 
This section discusses the application of our update techniques to simple 
job scheduling matroids. Consider the following job scheduling problem. 
There is a set E of unit-time jobs, each jobj with an integer deadline d, and 
a profit pi. A subset of the jobs is to be chosen that can be feasibly 
scheduled and will maximize the total profit. Previous work on finding the 
maximum profit schedule can be found in (Gabow and Tarjan, 1984; 
Glover, 1967; Jackson, 1955; Lang and Fernandez, 1976; Lipski and 
Preparata, 1981). The algorithm of Gabow and Tarjan (1984) uses 
O(m + n log n) time and O(m) space, where m is the number of jobs in E 
and n is the rank of the matroid. The jobs in E constitute the elements of a 
simple job scheduling matroid in which a base is a maximal feasible set of 
jobs and a circuit is a minimal infeasible set of jobs. To present the 
problem in terms of minimum cost bases, let the cost of a job j be -p,. 
We first develop an update structure for the uncolored version of the on- 
line update problem for simple job scheduling matroids. We begin with 
some useful definitions. Let b(X, t) be the number of jobs in X with 
deadline at most t, and slack(X, t) be t - b(X, t). The set X is said to be 
tight at t if slack(X, t) = 0, i.e., there are t jobs in X with deadline at most t. 
Consider a base B. For a job j with deadline d,, let d,+ be the earliest time 
no earlier than d, at which B is tight, and let <,- be the latest time earlier 
than d, at which B is tight. The value of maxcirc(f, B) is the maximum-cost 
job in B with deadline at most d/’ , and the value of mincocirc(e, B) is the 
minimum-cost job in i? with deadline greater than d,: . 
A simple job scheduling matroid and a minimum cost base are shown in 
Fig. 7a, where each job is uniquely identified by its cost. Suppose job 17, 
which is currently not in the base, decreases in cost to 6. Then ,f= 6, 
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FIG. 7. Simple job scheduling matroid. Basic jobs are outlined and slack values are shown. 
d,f = 5, C(f, B) = {3,4, 7, 1, 11,6}, and maxcirc(f, B) = 11. Job 6 will 
therefore replace job 11 in the base. The modified minimum cost base is 
shown in Fig. 7b. Suppose job 3 which is in the base subsequently increases 
in cost to 13. Then e= 13, d,- =O, C(e, B)= (10, 21, 8, 13, 12, 11, 24}, and 
mincocirc(e, B) = 8. Job 8 will therefore replace job 13 in the base. The 
resulting minimum cost base is shown in Fig. 7c. 
A data structure is presented in Gabow and Tarjan (1984) which allows 
us to efficiently implement the operations maxcirc and swap on a base B. 
The structure is a complete binary tree with n leaves. Each leaf represents a 
unit time slot [t, t + l), and each internal node represents a time interval 
containing exactly the time slots of its leaf descendants. Each node x has 
three data fields: R, S, and M. R(x) is the greatest cost job in T with a 
deadline in the interval corresponding to X. S(x) is an integer used to com- 
pute slacks: for any time t, slack(B, t) = C,, P S(U) for the path P from leaf 
t to the root. M(x) is the smallest sum C,, P S(U), for a path P from x to a 
leaf. 
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Given a cobasic job f, the value df’ can be determined by using the M 
fields to search one path from the root to a leaf. The value of maxcirc(f, E) 
can then be found by examining the R field of O(log n) nodes whose inter- 
vals exactly cover interval [0, d,f 1. To execute swap(e, .h E), we increment 
slack(B, t) for t > d,, decrement slack(B, t) for t 3 d,, and update the 
maximum cost job in the interval [min(d,, d,), max(d,, d,)]. Since each of 
these operations involves modifying the S, M, and R fields of O(log n) 
nodes, the swap can be performed in time O(log n). 
We can augment this data structure to implement the operation min- 
cocirc as follows. An additional field N(x) is added to each node which 
stores the minimum-cost cobasic job with a deadline in the interval 
corresponding to X. The operation mincocirc(e, B) can be implemented 
using the M field to obtain d; and the N field to obtain the minimum-cost 
cobasic job with deadline at least d‘, . Once again, the swtup operation will 
involve modifying the S, M, and N fields of @log n) nodes. 
bXMA 6. The on-line update problem for simple ,joh-scheduling bases 
can be solved in O(log n) rime and O(m) space. 
Proof The time bound follows from the above discussion. The space 
bound follows from the data structure used and the fact that we have to 
maintain the costs of all cobasic jobs. 1 
The update structure can be generalized, as discussed in Section 4, to the 
reddgreen version of the problem, where each job in addition to its earlier 
properties now has a color, either red or green. The recursive represen- 
tation of sequences from Section 6 then yields a time-efficient solution to 
the on-line update problem for job scheduling matroids. Instead of main- 
taining a contracted graph, we must now maintain a contracted job 
scheduling matroid, on which static red-green problems are solved to 
regenerate the subsequences. To complete the data structures, we need 
an efficient on-line method for maintaining a description of jobs in a 
contracted matroid. 
When a job with deadline d is contracted, all jobs with deadlines greater 
than or equal to d will have their deadlines decremented by one, and a base 
in the resulting matroid will contain one fewer job. Let J be the set of jobs 
contracted. The modified deadline of a job whose original deadline was d is 
d- I{jljEJ and d,<d}l, where d, is the original deadline of job j. 
In our update technique, a static red-green problem has to be initiated 
for each sequence of size O(x) after every f(x) update steps. The jobs in the 
red-green problem correspond to the symmetric difference of the jobs in 
the extremal bases of the sequence. Since the subsequence size might be 
much smaller than the number of contracted jobs, it would be too expen- 
sive to perform the contractions all at once each time the red-green 
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problem has to be initiated. We therefore maintain a data structure to 
record the modified deadlines of jobs in the contracted matroid associated 
with the sequence. For a sequence of size x, a complete binary tree with x 
leaves is used, with the kth leaf corresponding to a deadline value of k. 
Each internal node has a field D, initially zero. Insertions and deletions in 
the set J cause the D-field to be incremented and decremented, respectively, 
for @(log x) nodes. At the time the red-green problem is initiated, the 
modified deadline for a job is obtained by starting at the leaf corresponding 
to its original deadline and summing D-values up to the root, requiring 
@(log X) time. 
However, the space requirement for this scheme would appear to be 
quite high. In the case of spanning trees, the dynamic data structures for 
the extremal trees of a sequence have size proportional to that of the con- 
tracted graph, permitting faster update for deeply nested sequences. 
However, these data structures need to be modified at each update step to 
reflect changes in the set of contracted edges. Since it is relatively expensive 
to update a contracted job scheduling matroid, taking time proportional to 
its size, we maintain the update structures for subsequences on the uncon- 
tracted matroid, consistin of all II basic jobs. It can be shown that there 
are no more than ( Y log n)/2 levels. Thus there are 0(2*) bases so that 
the space requirement in the obvious implementation is O(n 2 A). The 
following lemma establishes that the space requirement can be made more 
reasonable. 
LEMMA 7. Let N,(m, n) be the space required by the data structures used 
to find best swaps in a job-scheduling matroid, N,(m, n) be the maximum 
number of nodes visited in the data structures when a swap is performed, and 
f(n) = O(n/22 3G ). Then the algorithm for the red-green update problem 
for this matroid can be implemented in O(N,(m, n) + f(n) 2JL”g”N,(m, n)) 
space. 
Proof Given an update structure for base B, and a swap (e, f) for B, 
an update structure for B-e + f can be generated efficiently without 
destroying the update structure for B. For each node that is visited while 
performing the update, create a copy of this node, and perform the update 
on the structure incorporating the copies. Thus performing a swap will 
introduce O(N,(m, n)) new nodes. Since the update structures are not 
recursive list structures, a reference count scheme can be used to keep track 
of the number of references to each node. When a node’s reference count 
goes to zero, the node should be deleted. The cost of this deletion can be 
accounted to the cost of creating the node originally. 
For any base Bj that is maintained in the recursive representation of 
sequences, i is within O(f(n)) of one of 0, q, and n. Also, any such base Bi 
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will be out-of-date with respect to the current update by O(f(n)) updates. 
Consider bases Bbkf’“” B’““‘” , and B(kfcn)), for some integer k. Each base 
B;k’(n)+j) will be at a dtstlnce of O(~(H:) swaps from one of B&k/(n)), BJ,?“““, 
and Bikf(““, where j is O(f(n)). 
We have already discussed how an update structure is created for a base 
B - e +f generated from a base B via a swap (e, f). When a solution to a 
static red-green subproblem has just been found, the update structures for 
the instantiated bases should be generated by taking the update structure 
for the closest of the leftmost or rightmost bases, or B, if the sequence is 
centered, and performing the corresponding swaps in it. This will guarantee 
that the update structure for any base so generated could have been 
obtained by a sequence of 0(/“(n)) swaps from Bh’f(“‘), B:k”‘z)J, or Bag”““‘, 
for some k. 
Since any base Bj can be out-of-date by at most O(f(n)) updates, there 
are only 0( 1) bases BbkfC”‘), Bb(“+ ‘) f’(n)),... whose update structure nodes 
are in use at any one time. A similar property holds for B, and B,,. Thus 
O(N,(m, n)) nodes are in use from these bases. The total number of new or 
copied nodes in use at any time is O(f(n) N?(m, n)) times the number of 
bases explicitly represented. Since the number of such bases is 0(2\=), 
the total space requirement is as claimed. 1 
Note that, in this technique, although each node might simultaneously 
appear in several update structures, each structure is always explicitly 
represented exactly as before. Thus the space savings can be obtained 
without increasing the time requirements, and we have the following result. 
THEOREM 8. The on-line updute problem for simple job scheduling bases 
with e.uact1.v y red jobs can be solved in O(2’ v’lOg(log .)‘I*) time and O(m) 
space. 
Proof: For the time, we have U(m, II) = O(log n) by Lemma 6, 
P(x) = 0(x log x) and Q(n, X) = 0(x log n) using the complete binary tree 
scheme described earlier to extract modified deadlines. Choosing f(.~) = 
@(.x/2 *fi) as before, both T,(n) and T,-(n) are 0(2’G(log n)‘:‘). 
For the space, N,(m, n) = O(m) and N,(m, n) = O(log n). The space then 
follows from Lemma 7. 1 
It is sometimes required to maintain the set of basic jobs arranged in the 
order of their execution, i.e., a schedule for the jobs. To do this, it suffices to 
maintain a list of basic jobs sorted by nondecreasing deadline, using a stan- 
dard balanced tree data structure. Such a structure requires O(n) space, 
can be queried for the position of individual jobs in O(log n) time, and 
updated in O(log n) time whenever a job is replaced in the base. 
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7. CONCLUSION 
We have considered the class of matroid intersection problems in which 
one of the matroids is a partition matroid specifying that exactly q elements 
in the solution must be red, and the rest green. Efficient algorithms for 
solving problems in this class were previously given in Gabow and Tarjan 
(1984). We have examined these problems in a dynamic setting, and have 
presented a characterization for how the solution changes when one 
element changes in cost. Using this characterization, we have given data 
structures for updating the solution on-line each time the cost of an 
arbitrary matroid element is modified. We have demonstrated the 
applicability of these methods by giving efficient update algorithms for 
maintaining a red-green minimum spanning tree in both a general and a 
planar graph, and a red-green job schedule for unit-time jobs with 
deadlines. 
A natural question to ask is how these methods might be extended to 
more general matroid intersection problems, such as matroid problems 
with an arbitrary number of colors, or even the intersection of two span- 
ning tree matroids. We have been studying the former problem, and our 
results so far seem to indicate that there are natural and interesting 
generalizations of our characterization results, which lead to efficient 
updating procedures. 
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