Estimation in Markov models from aggregate data.
In this paper, situations in which individuals move through a finite set of states according to a continuous-time Markov process are considered. Only aggregate data are available: these consist of the number of individuals in each state at specified observation times. We develop conditional least squares and approximate maximum-likelihood-estimation procedures for time-homogeneous models, and extend the methods so that they can handle immigration of individuals into the system during observation. Asymptotic covariance estimates are presented, and some problems for future study are noted.