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Le codage de canal est une opération mathématique qui améliore la qualité des
transmissions numériques en corrigeant les bits erronés en réception. Les contraintes
des usages comme la qualité de réception, les débits d’utilisation, la latence de cal-
cul, la surface ou encore la consommation électrique favorisent l’usage de différents
codes dans la standardisation des protocoles de communication. La tendance indus-
trielle est à la convergence des réseaux de communication pour des usages variés.
Ce large choix de codage devient un handicap pour la conception de transmetteurs
à bas coûts. Les réseaux médias favorisent des codes correcteurs d’erreurs avancés
comme les turbocodes et les codes LDPC pour répondre aux contraintes de qualité
de réception. Or ces procédés ont un coût de décodage important sur les récepteurs
finaux. Une architecture adaptée à plusieurs types de codes capable d’évoluer en
fonction d’une modification du protocole d’accès devient inévitable pour élaborer de
nouveaux scénarios d’usages.
Ce mémoire présente le principe du codage de canal et la plupart des codes correc-
teurs d’erreurs avancés sélectionnés dans les standards de communication courants.
Les caractéristiques communes des codes QC-LDPC et des turbocodes sont souli-
gnées. Les principaux algorithmes ainsi que certaines architectures de décodage sont
présentés. La complexité matérielle des principaux algorithmes de décodage est éva-
luée. Ils sont comparés pour un même code et à un niveau de correction équivalent
pour les codes QC-LDPC. Une étude similaire est réalisée sur les turbocodes. Les
algorithmes de décodage sont appliqués sur des codes de tailles et de rendements
proches et dimensionnés pour atteindre une correction similaire afin de sélectionner
un algorithme de décodage conjoint aux deux familles de code. Les codes QC-LDPC
et les turbocodes se structurent à l’aide d’une représentation en treillis commune.
La technique de fenêtrage couramment appliquée au décodage des turbocodes est
étudiée pour le décodage d’un code QC-LDPC. Enfin, l’entrelacement des codes
QC-LDPC est mis en évidence et reconsidéré en fonction des contraintes matérielles.
Un cœur de décodage de treillis compatible avec les standards 3GPP LTE et IEEE
802.11n est proposé. Plusieurs structures de décodage sont ensuite introduites incor-
porant un ou plusieurs de ces cœurs. L’intégration sur cible FPGA est détaillée. Un
scénario d’utilisation avec un contexte de décodage évoluant à chaque message reçu
est proposé ce qui souligne l’impact de la reconfiguration sur les débits de décodage.
La structure multistandard nécessite 4,2 % (respectivement 5,3 %) de ressources
matérielles supplémentaires à une structure compatible avec le standard 3GPP LTE
(resp. IEEE 802.11n) seul. La dégradation du débit maximal due à la reconfiguration
entre le décodage des mots de code est d’au plus 1 %. Une architecture à plusieurs
cœurs est également portée sur une cible ASIC de 65 nm. Cette architecture fonc-
iv
tionne à une fréquence de 500 Mhz sur une surface de 2,1 mm2 décodant les mots
de code 3GPP LTE et IEEE 802.11n, et acceptant une reconfiguration dynamique
entre deux mots de code consécutifs.
Abstract
Keywords : turbo codes, QC-LDPC codes, generic decoding, flexible decoding,
FPGA architecture, ASIC architecture, IEEE 802.11n, 3GPP LTE.
Channel coding is a mathematical operation which improves the quality of the di-
gital communication by correcting erroneous bits in reception. The usage constraints
like a high quality reception, good throughputs, a small latency communication, a
small silicon area or low power consumption promote the selection of a large va-
riety of codes for standardized communication protocols. When industrial trend is
to merge communication networks in order to answer a large panel of usage, the
wide range of codes is a handicap to design a low cost transmitter. The media net-
works prefer advanced Forward Error Correction codes like turbo codes and LDPC
codes to meet the constraints of signal quality. However, such an architecture has
a huge hardware cost on the transmitter. A structure which fits to several kinds of
codes and is able to adapt to an evolution of the medium protocol is not avoidable
to design new usage scenarios.
This memory presents the principle of channel coding and several advanced for-
ward error correction codes selected in the common standardized communication
protocols. Common characteristics of QC-LDPC codes and turbo codes are under-
lined. The main algorithms and some decoding architectures are presented. The
hardware complexity of the main decoding algorithms is estimated. They are com-
pared for a given code with an equivalent correction capacity for QC-LDPC codes.
A similar study is performed on the turbo codes. The decoding algorithms are then
used to decode equivalent rate and length codes and laid out to achieve an equal
correction capacity, in order to select a joint decoding algorithm fitting with the two
families of code. The QC-LDPC codes and the turbo codes are structured thanks
to a common trellis representation. The windowing technique commonly applied in
turbo decoding is studied to decode a QC-LDPC code. Finally, the QC-LDPC inter-
leaving are put in light and reconsidered in accordance with hardware constraints.
A trellis decoding core compatible with 3GPP LTE and IEEE 802.11n standards
is proposed. Several decoding structures are then introduced incorporating one or
several cores. The integration on a FPGA target is detailed. A use-case scenario
with a decoding context evolving every received message is proposed and highlights
the impact of the reconfiguration on throughputs. The multi-standard structure re-
quires 4.2 % (respectively 5.3 %) additive hardware resources in comparison with a
single standard one compatible with 3GPP LTE (resp. IEEE 802.11n). The reconfi-
guration between two codewords from different standards reduces the throughputs
by less than 1 %. A multi-cores architecture is also brought on a 65 nm ASIC target.
This architecture operates at a frequency of 500 MHz on a 2.1 mm2 silicon area,
decoding codewords from 3GPP LTE and IEEE 802.11n standards, and accepting
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Introduction
La plupart des réseaux de communication font intervenir des phénomènes phy-
siques de déformation et d’atténuation de l’information émise et de perturbations
externes liées aux conditions de transport ou aux équipements de communication.
De ce fait, cette information est souvent corrompue à la réception. Bien que les mé-
canismes de synchronisation ou d’égalisation permettent de réduire les déformations
du message physique, celui-ci comporte des erreurs qui peuvent s’avérer fatales pour
la communication. Les mécanismes de correction d’erreurs référencés comme correc-
tion de canal ou mécanismes FEC (Forward Error Correction) permettent de réduire
ces erreurs de communication aux moyens de procédés mathématiques. Différentes
stratégies de codage de canal s’adaptent aux différents cas d’usage. Si certains codes
simples permettent des usages adaptés pour les communications faiblement bruités,
la plupart de ces codes ne conviennent pas aux exigences de performance des usages
sur des réseaux bruités.
Les codes correcteurs d’erreurs les plus avancés nécessitent l’usage d’algorithmes
de calcul itératifs. Ces processus permettent de réduire bien plus efficacement les
erreurs de transmission. Différentes familles de codes correcteurs avancés s’adaptent
à des cas d’usages variés. Il convient donc de favoriser le code le plus à même d’ob-
tenir la meilleure correction possible tout en respectant les contraintes de latence
et de débit des usages. Les critères matériels participent également à la sélection
d’une stratégie de codage. Dans les années 1990, les premiers décodeurs de canal
implantés sur carte représentaient plus de la moitié de l’espace attribué à l’archi-
tecture du récepteur. Leur bonne performance s’obtient alors au prix d’un coût
matériel important. Les standards de communication récents comme les standards
Wi-Fi (IEEE 802.11n, 802.11ac, IEEE 802.11ad) ou les standards de communication
mobile (3GPP UMTS, 3GPP LTE) exploitent certains codes correcteurs d’erreurs
avancés pour garantir des débits et une qualité de service.
Avec la numérisation de l’information, l’essor d’internet et des réseaux mobiles,
les industriels envisagent de plus en plus de converger différents usages sur plusieurs
réseaux existants. De multiples réseaux permettent d’améliorer la couverture Inter-
net dans un logement tout en évitant des travaux de grandes ampleurs. L’adaptation
des protocoles de communication pour une compatibilité entre les standards régis-
sant le transfert de données sur réseaux locaux sans fils, sur courants porteurs en
ligne ou encore sur câble Ethernet offre donc à l’usager une meilleure qualité de
service à faibles coûts malgré la diversité des habitations. Dans un autre registre,
les réseaux de communication locale peuvent être adaptés pour délester les réseaux
de communication mobile qui sont de plus en plus sollicités par le grand public.
Ces quelques exemples rendent inévitable l’adaptation des équipements d’émission
et de réception pour une compatibilité avec plusieurs protocoles de communication
standardisés. Or ceux-ci doivent également respecter des normes de dépenses éner-
gétiques, des coûts de conception faibles et d’autres critères industriels.
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Les multiples cas de compatibilité doivent donc être étudiés au plus bas niveau
afin de mutualiser les éléments redondants. Les structures de décodage sont avant
tout comparées par rapport à la réduction du nombre d’erreurs qu’elles permettent.
Cette capacité de correction doit cependant être mise en perspective avec le débit
de décodage atteint par la solution. La latence de traitement d’un message reçu est
également un critère évalué en fonction des usages de la communication. Enfin, les
aspects matériels comme la surface de silicium de la solution et sa consommation
électrique influencent les coûts de conception et de fonctionnement du récepteur.
Dans ce mémoire, nous nous intéressons également à la capacité d’adaptation
de l’architecture de décodage à différentes stratégies de codage. Ainsi, la généricité
de la solution permet de vérifier l’adaptation d’une architecture de décodage à cer-
taines d’entre elles. Cependant, cette adaptation ne doit pas dégrader la qualité de
service globale de la structure. Ainsi, la flexibilité de la solution permet de quantifier
l’adaptation de l’architecture à un changement de contexte de codage en termes de
latence d’adaptation.
Ce travail de thèse se positionne sur le contexte de la convergence de straté-
gies de décodage. Pour répondre à cette problématique, nous nous sommes fixés
comme objectif de mutualiser les ressources matérielles nécessaires à la convergence
entre différents standards de communication tout en conservant des performances
de décodage compétitives par rapport à d’autres solutions dédiées. Ce mémoire de
thèse répond donc aux interrogations liées à la convergence entre des stratégies de
décodage distinctes. Pour répondre à ces problématiques, ce mémoire s’articule sur
quatre chapitres.
Dans un premier chapitre, nous définirons les principaux codes correcteurs d’er-
reurs avancés présents dans les standards de communication les plus courants. La
problématique de la convergence de standard est également abordée d’un point de
vue architectural.
Dans un second chapitre, les différents algorithmes de décodage dédiés à diffé-
rentes représentations des codes sont abordés du point de vue de la propagation
des informations et de leur complexité de calcul. Ceux-ci sont analysés en fonction
des caractéristiques des codes. Des critères de comparaison d’algorithmes sont égale-
ment proposés afin de sélectionner un algorithme de décodage conjoint à différentes
stratégies de codage.
Dans un troisième chapitre, les critères de représentation en treillis des codes
correcteurs d’erreurs avancés sont présentés afin de mettre en évidence les différents
niveaux de parallélisme de calcul et de bénéficier d’une mutualisation des ressources
élevée pour répondre à un cas d’usage prédéfini. Cette étape met donc en place les
éléments nécessaires à la réalisation d’une architecture de décodage conjointe.
En dernier lieu, la réalisation matérielle d’un cas d’usage défini est présentée.
Les principaux critères de performances de décodage et de performance matérielles
sont fournis et comparés à d’autres solutions existantes.
Enfin, nous résumerons l’ensemble des contraintes fixées pour cette étude et les
résultats obtenus. Les perspectives de ce travail ainsi que les pistes de recherches
futures seront également détaillées pour répondre à d’autres besoins.
Chapitre 1
Vers un récepteur multistandard
L’utilisation de terminaux multistandards devient de plus en plus
nécessaire pour répondre à des cas d’usage diversifiés. Or, le codage
de canal définit dans les différents standards fait appel à des straté-
gies de protection de données spécifiques aux types de canal de trans-
mission. La structure de décodage associée à certaines d’entre elles
requiert la mobilisation de nombreuses ressources matérielles. Ainsi,
la sélection de mécanismes dédiés défavorise la conception matérielle
des terminaux multistandards. Une architecture de décodage géné-
rique s’avère être un atout concurrentiel nécessaire pour la concep-
tion de terminaux multistandards en termes de coûts de conception
et de consommation électrique.
Ce premier chapitre aborde la diversité des solutions de codage de
canal en fonction des différents protocoles de communication stan-
dardisés ainsi qu’en fonction de scénarios d’usage plausibles. Pour
répondre à la problématique du décodage multistandard, il convient
de caractériser le codage de canal dans sa globalité. Les codes cor-
recteurs avancés permettent une protection des données très efficace.
Ils font appel à des algorithmes de décodage distincts dont la réali-
sation matérielle est coûteuse en ressources de calcul. Ce chapitre
synthétise les principaux codes correcteurs d’erreurs avancés ainsi
que leurs stratégies de décodage. Une discussion sur les architectures
de décodage existantes et sur les cibles matérielles est reprise afin
de souligner les enjeux d’une architecture de décodage multistandard
dont le contexte puisse évoluer sans impacter la latence de décodage.
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1.1 Introduction
La correction de canal est devenue une étape essentielle pour protéger les données
émises sur les canaux de transmission bruités. Les stratégies de codage s’adaptent
cependant en fonction des contextes de communication et du type de données trans-
mises. Dans cette partie, un état de l’art montre la multiplicité des stratégies de
codage de canal dans les différents standards de communication et établit des pistes
de convergence pour lesquelles des récepteurs multistandards doivent être considérés.
1.1.1 Codes et standards
Un système de communication numérique est conçu pour modéliser le transfert
d’informations numériques sur des canaux de transmissions bruités. Concrètement,
lorsqu’une information est transmise sur un canal, elle est soumise à de nombreuses
perturbations physiques qui entraînent une déformation à la réception du signal
transmis. Des erreurs résultent de ces perturbations, et le message reçu n’est pas
considéré comme fiable. L’enjeu du codage de canal est de pouvoir détecter puis
de corriger ces erreurs. Pour ce faire, Shannon [1] a établi la théorie mathématique
des communications. Dans son ouvrage, Shannon développe les règles du codage de
canal, et prouve l’existence d’une limite théorique qu’un code correcteur d’erreur
puisse atteindre.
Depuis l’établissement de la théorie des communications, de nombreux codes ont
été inventés puis inclus dans les standards de communication.
Les codes de Hamming [2], de Golay [3] ou les codes BCH [4] sont des codes de
très petite dimension, de l’ordre de la dizaine de bits. Le code de Golay a permis aux
sondes Voyager de transmettre les premières images de Jupiter. Le code de Hamming
est actuellement employé dans le standard IEEE 802.15.1 [5]. Les codes de Reed-
Solomon [6] sont des codes en blocs de tailles variables dont le calcul s’effectue dans
un corps de Galois. Ils sont actuellement sélectionnés pour le stockage de données
sur CD et DVD.
Les besoins de communication ont fortement augmenté depuis les années 1980,
et les nouveaux standards de communication intègrent les dernières avancées de la
recherche sur le codage correcteur d’erreurs. Ainsi, les années 1980 standardisent
des solutions de codage avec concaténation d’un code en bloc externe (en général
un code de Reed-Solomon) et un code interne de type convolutif. Ce double codage
permet d’obtenir de bonnes performances de décodage. On les retrouve notamment
sur des standards de vidéo numérique de diffusion du type DVB-C [7], DVB-T [8]
et DVB-S [9].
Les performances de décodage se rapprochent graduellement de la limite de
Shannon, jusqu’à 3, 5 dB. Les turbocodes apparaissent dès 1992 [10], affichant des
performances approchant cette limite à 0, 5 dB, pour un code constituant binaire à
16 états, et après 18 itérations de décodage. Cette découverte relance la recherche
vers les codes LDPC de R.G. Gallager [11] qui furent standardisés pour la première
fois dans le standard de diffusion par satellite DVB-S2 [12].
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Les deux technologies de codage de canal sont souvent opposées dans les comités
de normalisation. Les codes LDPC sont étudiés pour rechercher les meilleures perfor-
mances, en travaillant notamment sur la structure des codes, et sur les architectures
de décodage. Les codes LDPC Quasi-Cycliques [13] deviennent les codes LDPC les
plus répandus. La Table 1.1 liste certains codes LDPC standardisés. Du coté des
turbocodes, l’évolution de la technologie matérielle a permis de privilégier des codes
convolutifs double-binaires comme codes constituants. Ces codes sont inclus dans
de nombreux standards actuels référencés dans la Table 1.2.
Les codes LDPC et les turbocodes sont les deux familles de codes correcteurs
d’erreurs avancés régulièrement sélectionnés par les comités de standardisation,
et en particulier pour des standards de communication sur des canaux de transmis-
sions fortement bruités comme les réseaux radio (RAN) ou les réseaux sur courants



















802.11n [14] QC 12 27, 54, 81 1944 7128
802.11ac [15] QC 12 27, 54, 81 1944 7128
802.11ad [16] QC 1 42 672 2352




802.15.3c [18] QC 4 21 672 2562
Standards ITU-T
G.Hn [19] QC 7 14, ..., 360 8640 22140
Table 1.1: Caractéristiques des codes QC-LDPC dans les standards
1.1.2 Scénarios multistandards
La section 1.1.1 donne un aperçu des choix de codes correcteurs d’erreurs dans
de nombreux standards de communication. Les codes correcteurs d’erreurs avancés
font intervenir des algorithmes de décodage itératifs dont l’intégration sur puces
électroniques est considéré comme complexe. Pourtant, la dernière décennie montre
l’émergence de solutions de communication permettant de multiples usages impli-
quant des réseaux de communication différents.
Le domaine des réseaux domestiques multimédia montre l’intérêt de multiplier les
canaux de communications devant la diversité des infrastructures réseaux existantes.
La communication Ethernet est associée avec la communication sur réseau local
sans-fil (WLAN) et la communication sur courants porteurs en ligne (PLC).
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Table 1.2: Caractéristiques des turbocodes convolutifs dans les standards
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Le groupe de standardisation IEEE 802.11 définit les technologies de transmis-
sion radio WLAN, plus connues sous l’appellation Wi-Fi. Ce groupe de travail génère
une profusion de standards dont on peut citer le IEEE 802.11n [14], son évolution
IEEE 802.11ac [15] et son adaptation sur la bande des 60 GHz IEEE 802.11ad [16].
Les codes LDPC standardisés dans la version IEEE 802.11ac sont rétro-compatibles
avec le standard IEEE 802.11n alors que le standard IEEE 802.11ad privilégie
d’autres matrices.
Le groupe de standardisation IEEE 802.3 [30] définit la technologie Ethernet.
Ce groupe privilégie une protection des données par des codes de Reed-Solomon.
La standardisation sur réseaux PLC est étudiée par deux grands groupes de
travail. Le comité de standardisation ITU-T travaille sur la spécification G.Hn sur
l’utilisation des réseaux domestiques regroupant la communication sur courants por-
teurs en ligne, sur câbles téléphoniques et sur câbles coaxiaux. La recommandation
G.9960 [19] regroupe les contraintes liées à la couche physique. Ce standard favorise
une protection à base de codes QC-LDPC. Le groupe Homeplug Alliance travaille
sur les spécifications Homeplug dont HomePlug AV [28] et HomePlug AV2 [29]. Ces
standards privilégient l’usage d’un turbocode double-binaire à 8 états. Le groupe de
standardisation IEEE reprend les travaux de ce groupe dans son propre standard
IEEE 1901 [31].
La multiplication des usages domestiques rend l’interconnexion de ces réseaux
de plus en plus envisagée. Le groupe IEEE 1905.1 [32] a travaillé sur une couche
d’abstraction située entre la couche MAC et la couche réseau afin d’uniformiser
l’usage des accès gérés par les groupes IEEE 802.3, IEEE 802.11, IEEE 1901 et
MoCA (Multimedia over Coax Alliance). Ce projet facilite la convergence de stan-
dards sur les réseaux domestiques et l’émergence de terminaux multi technologies.
Les couches physiques de ces standards n’ont cependant pas été modifiées pour
appliquer une protection de données unifiée. Une architecture apte à décoder un
turbocode double-binaire à 8 états (spécifications HomePlug) et les codes LDPC
(spécifications IEEE 802.11) présente donc un cas d’usage adapté à ce projet de
convergence multistandard.
La communication mobile présente également des cas d’usages multistandards.
Le groupe 3GPP travaille à améliorer les réseaux mobiles sur les fréquences licen-
ciées. En faveur de son expérience des standards avec UMTS puis HSPA [21], ce
groupe a proposé les standards 3GPP LTE puis 3GPP LTE-A [22] pour répondre
au projet de quatrième génération des réseaux mobiles lancée par l’ITU-T. Ces stan-
dards privilégient une correction d’erreur par turbocode binaire. Malgré les gains
en capacité également apportés par ces solutions, la demande croissante de débits
par les utilisateurs augmente graduellement la charge de ces réseaux. De ce fait,
les opérateurs de téléphonie étudient les réseaux de communication sans-fils locaux
dominés par le groupe IEEE 802.11 afin de désengorger les réseaux mobiles. Les
appareils de communication compatibles avec ces deux technologies sont présents
sur le marché à l’instar des smartphones. Ce projet d’étude entre dans la réduction
du coût de fabrication de ce type d’appareils multi usage en intégrant un décodeur
de canal apte à modifier son mode de fonctionnement à la volée.
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La convergence d’usages de réseaux présente un intérêt grandissant. Le coût ma-
tériel et financier des adaptations aux différents standards pousse les constructeurs
à mutualiser les ressources nécessaires. Le décodage de canal présente dans ce cas
un coût matériel important. L’accès à une technologie de décodage générique et
flexible est donc un atout industriel qu’il convient d’étudier afin d’en déterminer la
complexité et les contraintes d’architecture.
1.2 Caractérisation du codage de canal
Les codes correcteurs sont caractérisés en fonctions de critères communs aux
différentes stratégies de codage. Cette partie aborde les principes généraux de la
communication sur un canal numérique ainsi que les premiers éléments qui carac-
térisent la correction de données. Les éléments rappelés dans cette section sont
communs aux stratégies de codage de canal présentées dans la section 1.1.
1.2.1 Chaîne de communication numérique
Figure 1.1: Modélisation d’une chaîne de transmission numérique
On définit un système de communication numérique comme l’ensemble des fonc-
tionnalités appliquées au transfert de messages entre une source et un récepteur. Une
vision simplifiée de ce système est illustrée sur la Figure 1.1. Dans un tel système, on
suppose l’existence d’un émetteur souhaitant envoyer un message numérique consti-
tué de K éléments binaires. Ce message est alors noté dK1 = {d1, ..., dK}. La chaîne
de communication décrit le processus d’acheminement de ce message à travers un
canal.
Dans un premier temps, le message émis dK1 subit une opération de codage
de canal. Le codage de canal vise à protéger le message de diverses déformations
du message lors du transfert de celui-ci. Le message source est transformé en un
ensemble de N éléments binaires. Ce message est noté cN1 = {c1, ..., cN}. Cette
transformation est discutée dans la suite de ce chapitre.
Le message cN1 est ensuite adapté au canal de transmission. Les N éléments
binaires de cN1 sont transformés en Nm symboles de modulation numérique. Ce
message modulé est noté xNm1 = {x1, ..., xNm}.
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Le message modulé xNm1 subit de nombreuses perturbations au cours de la trans-
mission. La modélisation du bruit sur le canal est discutée dans la partie 1.2.3. La
séquence reçue contient Nm éléments. Elle est notée y
Nm
1 = {y1, ..., yNm}.
Le démodulateur transforme ces éléments en une série de décisions binaires (ou
décisions dures) de N bits notée cˆN1 = {cˆ1, ..., cˆK} ou en une série de N éléments
réels (ou décisions souples). Ces informations sont utilisées par un module de
décodage de canal qui prend une décision sur les K éléments binaires émis. Le






. Les différentes transformations opérées par la
chaîne de transmission sont discutées tout au long de cette section.
1.2.2 Modulations numériques du message
Cette section s’intéresse aux modulations numériques les plus courantes. La mo-
dulation numérique correspond à l’adaptation des signaux du domaine numérique
au domaine analogique. Ce phénomène se traduit par la modulation d’une onde si-
nusoïdale en amplitude ou en phase. Cette transformation est représentée par une
information complexe. Un diagramme de constellation aussi nommé diagramme
IQ représente dans ce cas le codage des éléments binaires en éléments complexes.
On distingue plusieurs types de modulations.
Les modulations par saut de phase (PSK) représentent les nm éléments de mo-
dulation sur un cercle de même amplitude et répartis suivant les racines nmimes
de l’unité. On distingue en particulier la modulation BPSK (Binary Phase-Shift
Keying) définie par (1.1), QPSK (1.2) (Quadratic Phase-Shift Keying), 8-PSK, ...
Pour ces types de modulation, l’amplitude de chaque élément est constante et don-
née en fonction de l’énergie nécessaire à l’émission d’un symbole numérique Es. La




Es × (2.cn − 1) (1.1)
xn =
√
Es × (2.c2n − 1) + j.
√
Es × (2.c2n+1 − 1) (1.2)
La propagation du canal entraîne une déformation de la constellation entre
l’émission et la réception. Le démodulateur établit une première décision à la ré-
ception en fonction du diagramme IQ notée cˆn. Pour ce faire, le diagramme de
constellation est séparé en zones de décisions. La Figure 1.2 montre les secteurs de
décision suivant ce principe pour les modulations BPSK et QPSK. Cette décision
au niveau binaire est appelée décision dure.
La décision dure entraîne une forte perte d’information des éléments reçus. En
effet, la notion de distance entre un élément reçu yn et sa décision dure cˆn est perdue.
On peut donc améliorer cette décision en définissant une relation de distance entre
les éléments. On définit le Log-Rapport de Vraisemblance noté Lc (ck) comme
le rapport de probabilités entre les différentes décisions sur les éléments binaires
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(a) (b)
Figure 1.2: Diagramme de constellation pour une modulation BPSK (a) et QPSK
(b)
en fonction des informations du canal. Ce Log-Rapport de Vraisemblance est défini
comme (1.3) pour ck ∈ {0, 1} et (1.4) sinon.
Lc (ck) , log
(
Pr {ck = 1|yk}
Pr {ck = 0|yk}
)
(1.3)
Lc,i (ck) , log
(
Pr {ck = i|yk}
Pr {ck = 0|yk}
)
(1.4)
Dans la suite de ce mémoire, la modulation BPSK est privilégiée comme modu-
lation de référence.
1.2.3 Canal de transmission
Le canal de transmission représente les différentes perturbations engendrées lors
de la transmission du signal entre une source et le récepteur. Cette représentation
caractérise toutes les déformations physiques de la transmission.
Il existe de nombreuses représentations des perturbations du canal. Le canal à
bruit blanc additif gaussien (AWGN) est le canal de référence pour étudier les codes
correcteurs d’erreurs et leurs algorithmes de décodage. Le canal AWGN suppose
qu’un élément de bruit bn est ajouté à l’élément émis xn. L’expression (1.5) résume
le phénomène de transmission sur canal AWGN.
yn = xn + bn (1.5)
L’élément de bruit bn suit une loi Normale N complexe de moyenne µ nulle et
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La puissance de bruit dépend de la densité du spectre de bruit N0. De ce fait,
σ2 = N0/2. Le canal AWGN est sans mémoire. Chaque élément de la constellation
numérique reçu est décorrélé de ces voisins.
Le modèle de transmission par canal AWGN prend en compte le schéma de
modulation mis en place et défini dans la section 1.2.2. Pour une transmission sur
un canal AWGN de moyenne µ nulle et de variance σ2 avec modulation BPSK, le





L’utilisation d’un canal AWGN est supposée tout au long de ce manuscrit. Ce
choix correspond aux conditions d’expérimentation du décodage de canal pour la
plupart des codes standardisés.
1.2.4 Codage de canal
La correction de canal implique d’ajouter des bits supplémentaires (appelés bits
de parité ou données de redondance) par rapport aux bits d’information (alors ap-
pelés bits systématiques) du codage source. Le message d’information dK1 de K bits
est transformé en un message codé cN1 de N bits. Le codage de canal consiste donc
à ajouter M = N −K bits de redondance. On définit le rendement de codage R





Le codage de canal pour un code C de longueur finie se caractérise par une
fonction mathématique c. Lorsque cette fonction est une application linéaire, les
codes correcteurs associés sont dits linéaires. Pour ce type de code, il existe une
matrice G qui permet de définir la fonction de codage c. Cette matrice est nommée
Matrice Génératrice du code C. La fonction de codage est définie par la relation
(1.9). De plus, l’espace des images des codes C est un sous-espace vectoriel de l’espace
AN2 .
c : AK2 → C ⊂ AN2
c 7→ x = c.G (1.9)
La distance de Hamming dH est définie dans cet espace par la relation (1.10).












|can − cbn| (1.10)
La distance de Hamming permet d’établir une relation de distance entre deux
éléments de C. Ainsi, la distance minimale (1.11) d’un code représente la plus
petite distance de Hamming entre les mots d’un code. La linéarité des codes permet
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d’établir que la différence entre deux mots de codes est un mot de code. De ce fait,
















Les codes en blocs et les codes convolutifs usuels sont des codes linéaires. Ces
premiers paramètres permettent de caractériser la plupart des codes correcteurs à
travers le triplet (N,K, dmin).
Figure 1.3: Courbe de performance de décodage caractéristique
Le codage de canal est une opération qui permet de réduire les erreurs de pro-
pagation du canal. Il reste encore à établir les métriques permettant de quantifier
ces erreurs de propagation.
Le rapport signal à bruit (SNR) définit la différence entre la puissance du signal
émis et le bruit du canal de propagation. Celle-ci est exprimée en décibel (dB).
La puissance du signal découle de l’énergie nécessaire à l’émission d’un symbole de
modulation Es. La puissance de bruit dépend de la densité du spectre de bruit N0.
Ainsi, le SNR se définit suivant la relation (1.12).
SNR = EsN0





Afin de comparer les performances en sortie de décodage, on s’intéresse non pas
au rapport SNR, mais au rapport Eb/N0 qui rend compte de l’énergie Eb nécessaire
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à l’émission d’un élément binaire de la source dk par rapport au bruit du canal.




En reprenant un schéma de transmission sur un canal AWGN avec une modu-




nm ×K × 10
−SNR
20 (1.14)
La performance d’un code est établie en fonction de deux métriques. Le taux
d’erreur binaire (BER) est défini en fonction du nombre de bits erronés en sortie du
décodeur par rapport au nombre de bits émis total. Le taux d’erreur trame (FER) est
défini en fonction du nombre de trames de K bits erronées en sortie du décodeur par
rapport au nombre de trames émises. Ces quantités suivent les relations (1.15-1.16).
BER =
Nombre d’erreurs binaires




Nombre de trames émises
(1.16)
Les performances de décodage sont représentées par des courbes de BER ou de
FER par rapport au bruit SNR ou Eb/N0 comme représenté sur la Figure 1.3. Sur
cette figure, deux courbes représentent le taux d’erreur avant et après codage. Le
gain de codage représente le gain en décibel pour atteindre un taux d’erreur fixé.
Sur les courbes de décodage, trois comportements sont visibles. À faible SNR, le
décodage n’entraîne pas de gain de décodage. Bien souvent, le taux d’erreur est plus
important que dans le cas sans codage. À partir d’une valeur SNR, la courbe de taux
d’erreur effectue une chute. Cette zone est appelée Zone de chute d’eau ou zone de
Waterfall. Le seuil SNR est à comparer avec la limite théorique calculée par Shannon.
Cependant, la courbe de décodage conserve un comportement asymptotique à partir
d’un certain seuil BER. Les architectures matérielles de décodage peuvent également
présenter un plancher d’erreurs qui correspond alors à un nombre d’erreurs dû à des
problématiques d’implantation.
1.2.5 Caractéristiques des codes correcteurs
Les codes correcteurs d’erreur sont regroupés suivant leurs caractéristiques et
leurs propriétés. La première grande caractéristique concerne leur propriété de li-
néarité. Cette propriété est vérifiée pour tout code étudié dans ce mémoire. Une
autre propriété concerne le caractère systématique d’un code.
Définition 1. Un code est dit systématique si le message à encoder dK1 est contenu
dans le mot encodé cN1 .
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Pour des codes correcteurs systématiques, le mot de code est donc divisé en K
bits systématiques et M = N −K bits de redondance.
L’espace de calcul entre également en jeu dans la caractérisation des codes cor-
recteurs. On définit un alphabet A qui représente l’ensemble des valeurs que peut
prendre un élément de calcul de base pour un code C. Les codes binaires utilisent
l’alphabet binaire F2 = {0, 1}. Certains codes utilisent les propriétés des corps de
Galois. Dans ce cas, les éléments binaires sont regroupés en groupes de puissance de
deux. Ces codes sont alors définis comme des codes non-binaires, et leur alphabet
correspond au corps de Galois noté F2q ou GF (2q). Certains codes regroupent les
éléments binaires en couples. On parle de codes double-binaires. Ce groupe de
codes utilise la représentation A = {00, 01, 10, 11}.
La flexibilité des codes correcteurs est également un facteur de distinction. Les
codes en blocs sont des codes de longueurs fixe. De ce fait, un code C se caractérise
par un couple (K,N) prédéfini. A l’inverse, les codes convolutifs sont des codes
basés sur des longueurs non établies et donc potentiellement infinies. Dans le cadre
des codes correcteurs d’erreurs avancés, les codes LDPC font partie de la famille
des codes en blocs, tandis que les turbocodes convolutifs réutilisent le principe des
codes convolutifs.
1.3 Familles de codes correcteurs d’erreurs avancés
Les protocoles de communication standardisés font intervenir une grande variété
de stratégie de codage de canal. Les codes correcteurs d’erreurs avancés permettent
d’obtenir de bonnes performances de décodage au prix d’une complexité accrue.
Cette section détaille les caractéristiques des deux familles de codes couramment
employées que forment les codes LDPC et les turbocodes au moyen des critères
énoncés dans la section 1.2.
1.3.1 Les Codes LDPC
1.3.1.1 Principes généraux
Les codes LDPC ont été inventés par R.G.Gallager [11] en 1963 dans le but
d’augmenter la distance minimale dmin des codes en blocs et ainsi de se rapprocher
des limites de performances théoriques fixées par Shannon [1] en 1948. Ils ont été
redécouvert par Mackay dans les années 1990 [33], qui voient naître dès lors de
nombreux codes LDPC dont les caractéristiques varient suivant les problématiques
envisagées. MacKay et Neal [34] définissent des codes MN largement inspirées des
codes LDPC, et Wilberg [35] établit une représentation commune sur un graphe
de Tanner. Richardson [36] étudie la répartition des codes LDPC ainsi que leur
régularité afin d’en améliorer leurs performances de décodage. En 2001, Ten Brink
étudie la métrique extrinsèque aux travers de l’EXIT Chart [37]. [13] propose de
structurer les codes LDPC pour limiter la complexité d’encodage et de décodage. Il
instaure la famille des codes LDPC Quasi-Cycliques notés QC-LDPC.
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Les codes LDPC sont caractérisés par la définition 2.
Définition 2. Un code LDPC (Low-Density Parity-Check) est un code en bloc dont
la matrice de parité H est considérée comme peu dense. Sa matrice de parité H
contient un faible nombre d’éléments non-nuls.
La matrice de parité H, de taille M × N et définie par ces coefficients (hm,n)
est dimensionnée en fonction de la caractéristique des codes. La matrice possède






En reprenant les notations de la chaîne de communication introduite dans la
partie 1.2.1, la relation (1.17) équivaut à un ensemble de (N − K) équations de




hm,n.cn = 0 (1.18)
Afin de mieux organiser cette matrice, les éléments non-nuls de H sont repérés
par leurs indices de ligne m et colonne n. Dans ce cas, l’ensemble d’indices des
variables impliquées dans une équation m, repéré par l’ensemble Nm vérifie donc la
relation (1.19).
∀m ∈ [[0;M [[,
Nm , {n ∈ [[0;N [[, hm,n 6= 0} (1.19)
De même, on définit l’ensemble des indices des équations où l’élément codé cn
est impliqué par l’ensemble Mn. Cet ensemble vérifie la relation (1.20).
∀n ∈ [[0;N [[,
Mn , {m ∈ [[0;M [[, hm,n 6= 0} (1.20)
[36] étudie la répartition des éléments non-nuls d’une matrice de parité. Il réuti-
lise les notions de degrés de variable et de degrés de parité associés à une matrice
définis par [38] et en étudie la répartition afin d’améliorer les performances BER de
ces codes.
Définition 3. Le degré de variable associé à une équation em est défini comme le
nombre de variables impliquées dans cette équation. Le degré de variable est noté
dmv .
Le degré de parité associé à un élément cn est défini comme le nombre d’équations
de parité dans laquelle l’élément cn est impliqué. Le degré de parité est noté dnc .
Le degré de variable dmv correspond au cardinal de l’ensemble Nm. De même, le
degré de parité dnc correspond au cardinal de l’ensemble Mn.
[36] propose de distinguer les codes LDPC en fonction de ses degrés de variables
et de parités. Une matrice de parité est dite régulière si ses degrés de variable dmv
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et ses degrés de parité dnc sont constants. Dans le cas contraire, la matrice est dite
irrégulière. [36] montre également que les matrices irrégulières offrent de meilleurs
performances par rapport aux matrices régulières.
1.3.1.2 Représentation sur Graphe de Tanner
Les codes linéaires dont on connaît une matrice de parité se représentent sous
une forme graphique. Les graphes de Tanner [38] sont particulièrement adaptés pour
établir les relations entre les éléments cn d’un mot de code.
La Figure 1.4 fournit la représentation d’une matrice de paritéH de petite taille
(Figure 1.4a) et son graphique de Tanner associé (Figure 1.4b). Les informations
sur les éléments cn d’un mot de code sont représentées par des cercles sur la partie
supérieure de la graphe. Ils sont nommés nœuds de variables. Les contraintes sont
représentées par des carrés sur la partie inférieure du graphe. On les dénomme nœuds
de contraintes. Lorsque le graphe de Tanner représente un code lié à une matrice de
parité, les nœuds de contraintes représente des équations de parités em. L’élément em
référence aussi bien l’équation de parité indicée par m que son nœud de contrainte
associé.
(a) (b)
Figure 1.4: Matrice de parité (a) et graphe de Tanner associé (b)
Le graphe de Tanner [38] permet de représenter les conditions de parité pour une
matrice de parité associée à un code LDPC. Pour ces matrices, on introduit égale-
ment la notion de cycle. Un cycle représente un ensemble fini de nœuds connectés
débutant et terminant sur le même nœud. Chaque nœud est employé au maximum
une fois dans le cycle. La taille du cycle correspond au nombre de nœuds traversés
par ce cycle. Pour les codes LDPC, on s’intéresse aux cycles les plus courts. La taille
minimale du cycle est appelé girth. La Figure 1.4b donne un exemple de cycle
dont le chemin d’un girth est représenté en traits mixtes. Les cycles montrent les
corrélations entre les différentes variables d’un mot de code LDPC. De ce fait, le
décodage est d’autant plus efficace si ces équations sont décoréllées, et donc que le
girth est grand.
1.3.1.3 Les codes QC-LDPC
La structure des codes LDPC est primordiale pour permettre d’atteindre de
bonnes performances de décodage BER. Cependant, l’encodage et le décodage des
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codes LDPC sont des tâches complexes si ceux-ci ne sont pas préalablement struc-
turés. Dans la pratique, le nombre de chemins dans le graphe de Tanner augmente
la complexité de calcul des informations de parité à l’encodage, et la structure de
l’algorithme de décodage. Les standards de communication prévoient de nombreuses
tailles de blocs et de rendements en fonction de la qualité du canal de transmission.
Or, chaque usage spécifié sous la forme de schéma de modulation et de codage
(MCS) nécessite de définir une matrice LDPC particulière. La diversité des usages
requiert donc de structurer les codes LDPC afin de réduire la complexité globale.
Les codes QC-LDPC [13] forment une famille de codes structurés permettant
de limiter cette complexité. Ils sont définis à travers une matrice identité carré de
taille z× z que l’on note dans la suite I0. À partir de cette matrice, on définit z− 1
matrices notés Ij dont le motif correspond à la matrice I0 permutée de j rangs vers
la droite. D’un point de vue mathématique, cette permutation s’exprime par (1.21).
Ij = I0 ×


0 1 0 . . . 0











Une matrice QC-LDPC est donc définie comme une matrice bloc composée de
matrices Ij ou de matrices carrées nulles 0z (représentées par−). z désigne le facteur
d’expansion de la matrice. Par construction, la dimension de la matrice H est un
multiple de z. La Figure 1.5 illustre une matrice QC-LDPC provenant du standard
IEEE 802.11n, de taille M = 324, N = 648 et z = 27. En réutilisant les notations
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Figure 1.5: Matrice de parité d’un code QC-LDPC
Les matrices QC-LDPC constituées de matrices identités permutées partagent
des propriétés architecturales intéressantes. L’ensemble des équations de parité re-
présenté dans l’ensemble [[m.z; (m+ 1).z[[ forme un sous-code Cm où chaque variable
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n’est employée qu’au plus dans une seule équation. Ceci indique que chaque variable
est localement indépendante des autres. De même chaque équation définie dans Cm
partage alors le même degré de parité. Ces propriétés permettent d’améliorer le
parallélisme de l’architecture sans modifier les performances de décodage. Ces pro-
priétés sont exploitées tout au long de ce mémoire.
1.3.2 Les Turbocodes Convolutifs
1.3.2.1 Les Codes Convolutifs
(a) (b)
Figure 1.6: Codes Convolutifs Récursifs et Systématiques binaire (a) et double-
binaire (b)
Les codes convolutifs ont été introduits en 1955 par P. Elias [39] comme une al-
ternative aux codes en blocs existants. Partant de la théorie de Shannon comme quoi
un code de longueur infinie permet d’atteindre les limites théoriques, Elias cherche à
définir une famille de codes de longueur variable. Le codage convolutif consiste à ef-
fectuer une opération de convolution sur un train d’informations binaires. Pour cela,
le message dK1 est regroupé en ensembles de m éléments notés s
m
k . Le codage convo-
lutif renvoie n éléments en sortie notés pnk . Ces éléments de sorties sont déterminés
à l’aide d’un ensemble H(z) de fonctions de convolution notées Hn(z) exécutées sur
les ν séquences de m éléments codés.
Cette transformée en z fait intervenir un rapport entre deux polynômes Gn(z)
et N(z) de degré maximal ν. Ceci permet de définir les diagrammes représentés sur
la Figure 1.6. Toute transformée en z du code prend la forme de l’équation (1.22).







Un code convolutif est dit systématique lorsque le bloc d’entrée de m bits se
retrouve dans la séquence des n bits de sortie. Cette caractéristique se retrouve
dans la forme de la matrice H(z). Cela signifie que l’un des polynômes de H(z) est
unitaire. Un code convolutif systématique est un code systématique au sens de la
définition 1.
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Un code convolutif est dit récursif lorsque les polynômes de la matrice H(z)
sont des quotients de polynômes. Dans ce cas, le code convolutif fait intervenir une
boucle de rétroaction définie par le polynôme dénominateur N(z). Dans la pratique,
ce polynôme dénominateur est commun à chaque polynôme de H(z).
Les dernières recherches montrent que pour des codes convolutifs de mêmes ca-
ractéristiques (m,n, µ), les meilleurs performances de décodage BER sont obtenues
avec des codes convolutifs récursifs et systématiques alors noté codes RSC. Ces












Le code RSC associé à l’opération (1.24) (respectivement (1.25)) est représenté
sur la Figure 1.6a (resp. 1.6b).
H(z) =
[
1 + z−1 + z−3





1 + z−2 + z−3
1 + z−1 + z−3
,
1 + z−3
1 + z−1 + z−3
]
(1.25)
1.3.2.2 Représentation en treillis
Les codes convolutifs font intervenir ν éléments de mémoire D, dont les valeurs
sont notées Mk1 , ... M
k
ν à un instant k donné. On définit l’état du système par
la variable Sk. Cet état est déterminé en fonction de la valeur de ces mémoires à





À partir du schéma de représentation d’un code convolutif, il advient que les
sorties pnk du code convolutif sont définies intégralement à partir de la connaissance
de la valeur des registres et de l’entrée du système. Le code convolutif respecte de
ce fait la propriété 1.3.1 de Markov.
Proposition 1.3.1. L’état de la machine associée à un processus markovien à l’ins-
tant k+1 ne dépend que de l’entrée de cette machine et de l’état courant de celle-ci.
Ceci se traduit mathématiquement par l’équation (1.27).
Pr {Sk+1 = s|Sk = sk, Sk−1 = sk−1, ..., S0 = s0} = Pr {Sk+1 = s|Sk = sk} (1.27)
L’intégralité des entrées et des parités associées est connue à partir de la connais-
sance de l’ensemble des états Sk du codeur. Un diagramme en treillis représentant
l’ensemble des transitions possibles entre les états d’un codeur permet alors de re-
présenter l’ensemble des étapes du codage. Sur ce type de graphique, un mot de code
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est représenté par un chemin unique sur ce treillis. L’ensemble de l’encodage de K
éléments binaires définit un treillis de longueur K/m. La Figure 1.7 représente





















Figure 1.7: Un chemin de treillis parcouru par un mot de code
L’ensemble des transitions possibles entre deux états de la machine d’état décrit
une section sur ce treillis. Ce motif de transition se répète sur chaque section de treil-























Figure 1.8: Deux sections de treillis associés au code convolutif (1.24)
En pratique, les codes convolutifs sont des codes de taille finie. Cependant il est
possible d’obtenir de meilleures performances de décodage si l’état en fin de treillis
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est connu. En pratique, on applique des techniques de fermeture de treillis sur des
codes convolutifs récursifs afin qu’état initial et état final soient identiques. De ce
fait, le treillis du code convolutif peut se refermer sur lui-même. Deux techniques de
fermeture de treillis sont couramment employées.
La technique de Retour à zéro (ou Zero-Forcing) [40] nécessite d’ajouter ν sec-
tions à la fin du treillis. Pour cela, les informations systématiques sont constituées
par les valeurs de la récursion. Par cette technique, le treillis se retrouve systémati-
quement à l’état 0 pour la section k = K/m+ν. Cette technique permet un encodage
rapide, mais nécessite l’envoi de ν bits systématiques supplémentaires ainsi que les
bits de redondance associés, ce qui entraîne une perte d’efficacité spectrale.
Les codes RSC circulaires [41] (CRSC) ont été introduits pour éviter cette perte
d’efficacité spectrale. Les codes CRSC contraignent la matrice génératrice du code
convolutif de sorte que pour une taille de bloc K définie, il existe un état de circu-
lation sc tel que l’encodage du bloc commence et se termine à cet état. L’état de
circulation est donc conditionné à la structure du code, mais également à la taille
du bloc K. En cas d’existence de cette état, celui-ci est fonction de l’état final du
codeur débutant à l’état initial connu ’0’ noté sf et de la taille du bloc K/m. Cette
relation est donc de la forme (1.28).
sc = f(K/m, sf ) (1.28)
Pour trouver cet état de circulation, il est donc nécessaire d’encoder une première
fois le message, sans prendre en compte les informations de redondance. L’état final
sf permet de définir un état de circulation en fonction de la taille du message émis.
Cette technique nécessite d’encoder chaque message deux fois, ce qui complexifie
l’encodage des paquets à émettre. Elle évite d’émettre les bits supplémentaires né-
cessaires pour effectuer un retour à l’état 0, et permet donc d’améliorer l’efficacité
spectrale du code et de garantir une protection des données uniformément répartie.
L’état sc n’est pas connu au niveau du décodage.
La fermeture de treillis permet d’éviter les effets de bords liés à ce manque
d’information. A la réception, l’état initial et l’état final sont identiques. De ce fait,
les probabilités liés à ces états en fin de treillis et en début de treillis sont identiques.
Cette notion permet de représenter le schéma de treillis sur un cercle en joignant
la section initiale et la section finale. Cette représentation permet de modifier le
processus de décodage et d’améliorer la connaissance de cet état sc. La section 3.3.1
revient sur cette notion. La Figure 1.9 représente le treillis d’un code CRSC fermé.
1.3.2.3 Les Turbocodes Convolutifs
Les Codes Convolutifs sont utilisés dans de nombreux standards. Leur longueur
indéfinie permet un usage flexible de codage. De plus, en augmentant le nombre
d’états, ces codes permettent d’atteindre des performances de décodage proches de
quelques décibels de la limite de Shannon. L’introduction du principe de décodage
itératif permet de s’approcher plus encore de cette limite.
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Figure 1.9: Fermeture de treillis pour un code CRSC
Figure 1.10: Encodage des turbocodes convolutifs
Les turbocodes convolutifs (notés abusivement turbocodes dans la suite) re-
présentent une famille de codes constituée par la mise en parallèle de deux codes
convolutifs notés C1 et C2 et séparés par un entrelaceur Π. Ce type d’encodage, aussi
nommé encodage PCCC (Parallel concatened convolutional codes) est représenté sur
la Figure 1.10. En pratique, les deux codes constituants C1 et C2 sont équivalents
et de type RSC [10].
Les turbocodes utilisent en entrée le message à émettre dK1 . Lorsque le nombre
d’entrées m du code constituant vaut 1, on parle de turbocodes binaires. Les entrées
des codes constituants sont alors représentées sous la forme sk. Les turbocodes
double-binaires utilisent des codes constituants avec m = 2. Le message source est







Le rendement naturel d’un turbocode est donné par le rendement global du code.
Des rendements supérieurs sont obtenus en poinçonnant l’information de redondance
en sortie du codeur. Les bits supprimés suivent un motif périodique spécifique à
chaque rendement. Cette technique est employée pour améliorer l’efficacité des codes
convolutifs et a été étudiée pour le cas des turbocodes par [42].
La grande force des turbocodes réside dans le choix de son entrelacement Π.
L’entrelaceur permet d’augmenter la distance minimale du code constituant. Un
entrelaceur aléatoire [42] permet d’éviter toute corrélation entre les deux décodeurs
parallèles. En pratique cependant, les lois d’entrelacement doivent pouvoir être cal-
culées facilement de manière à réduire les contraintes de mise en œuvre. Les entre-
laceurs réguliers [43] ne permettent pas de casser les cycles d’erreurs et réduisent
les performances du code. Les entrelaceurs de type ARP(Almost Regular Permuta-
1.4. Décodage de codes correcteurs d’erreurs avancés 23
tion) [44] comme (1.29) font intervenir une fonction cyclique Q(j). Ces entrelaceurs
permettent un calcul à la volée des fonctions d’entrelacement tout en augmentant
la distance minimale du turbocode.
Les entrelaceurs QPP (Quadratic Polynomial Permutation) [45] comme (1.30)
offrent une irrégularité permettant de meilleurs performances de décodage. Dans
ces expressions, P0 et P1 sont des constantes définies par le code, et Q(j) est une
fonction cyclique.








Les entrelaceurs ARP et QPP sont sélectionnés dans les standards actuels.
D’autres fonctions d’entrelacements ont été étudiées pour améliorer les performances
de décodage comme l’entrelacement DRP (Dithered Relative Prime) [46] mais ne
sont pas intégrées dans les codes standardisés actuellement.
1.4 Décodage de codes correcteurs d’erreurs avancés
Les grandes caractéristiques de codes correcteurs d’erreurs avancés sont détaillées
dans la section 1.3 de ce chapitre. Le décodage de ces codes nécessite de recourir à
des algorithmes de décodage itératifs. Cette section détaille le principe du décodage
de canal et analyse les stratégies de décodage suivant la représentation des codes
associés.
1.4.1 Principe du décodage de canal
Les codes correcteurs d’erreurs sont comparés en fonction de leurs caractéris-
tiques (N,K, dmin). Le choix de l’algorithme de décodage est également un critère
de choix pour atteindre de bonnes performances en termes de BER ou de FER.
Le décodage maximisant le taux d’erreurs trame FER nécessite de définir des













Ce type de décodage n’est pas optimal pour des codes de grandes longueurs,
puisqu’une erreur de décision entraîne nécessairement un minimum de dmin bits
erronés sur la trame décidée. Un autre type de décodage revient à minimiser le
taux d’erreurs binaire (BER). Ce décodage est nommé décodage du Maximum A
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Lorsque la répartition des évènements est connue, il est préférable de prendre
une décision suivant le maximum de vraisemblance (ML) défini par la fonction (1.33)









Les opérations (1.32) et (1.33) sont équivalentes lorsque les évènements sont
équiprobables. Ceci implique que la source émette des données indépendantes et
identiquement distribuées (i.i.d.).
Les performances de décodage sont contraintes par le type de décodeur. Un
algorithme de décodage dur utilise en entrée les décisions dures du démodulateur
cˆN1 . Dans le cadre du décodage de codes correcteurs d’erreurs avancés, l’algorithme
de Viterbi [47] permet de décoder les codes convolutifs. L’algorithme A de Gallager
[11] s’adresse aux codes LDPC.
Cependant, pour des canaux de transmission à sortie réelles comme le canal
AWGN, les décodeurs à décision dure sont sous-optimaux. La prise en compte de
l’intégralité de l’information nécessite des algorithmes de décodage à décision souple.
L’entrée de ce type de décodage prend en compte des probabilités d’évènements, les
rapports de vraisemblance ou leurs représentations logarithmiques. Le Log-Rapport
de Vraisemblance en sortie du canal est défini par la relation (1.3). Sur le même
principe, on définit le Log-Rapport de Vraisemblance a posteriori La (ck) selon (1.34)
et le Log-Rapport de Vraisemblance extrinsèque comme (1.35). Ces trois définitions
sont reliées par la relation (1.36) qui s’obtient en appliquant la règle de Bayes.
























La (ck) = L
c (ck) + L
e (ck) (1.36)
À partir des Log-Rapports de Vraisemblance, il devient possible de prendre une
décision dure sur les variables, en appliquant la relation (1.37).
La (ck) > 0⇔ Pr
{




ck = 0|yk−11 , yNmk+1
}
(1.37)
Dans ce cas, le décodage MAP maximisant le BER revient à prendre une décision
en fonction du signe du Log-Rapport de Vraisemblance.
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1.4.2 Décodage d’équations de parités
Une contrainte de parité est une équation qui vérifie la relation (1.38).
c1 ⊕ c2 ⊕ ...⊕ cdc = 0 (1.38)
L’opérateur ⊕ exprime une opération binaire XOR. L’opération (1.38) est équi-
valente à la relation (1.39). Celle-ci permet d’isoler un opérande de l’expression.
ck = c1 ⊕ ...⊕ ck−1 ⊕ ck+1 ⊕ ...⊕ cdc (1.39)
L’élément étudié ck est entièrement conditionné par les autres opérandes de
l’expression (1.39). On s’intéresse à connaître la probabilité de l’élément condition-
nellement aux opérandes. Cette étude permet d’établir une décision sur cet élément
en appliquant le principe de décodage MAP. La proposition 1.4.1 est une étape
préliminaire à l’établissement de cette probabilité d’apparition.
Proposition 1.4.1. Pour une équation de parité vérifiant (1.40), il est possible
d’établir la relation (1.41)







Pr (en = 1|c1, ..., cn)











Pr (ci = 1)
Pr (ci = 0)
))
(1.41)
Cette proposition est démontrée dans l’Annexe C de ce mémoire. Elle permet
de conditionner chaque élément d’une équation de parité en fonction des autres
opérandes. En replaçant cette expression dans le contexte du décodage de matrices
de parité, et avec les notations précédemment établies, d’une équation de parité em
faisant intervenir les éléments dont les indices sont contenus dans l’ensemble Nm,























Pr {cn′ = 1}
Pr {cn′ = 0}
))
(1.42)
Afin de simplifier cette expression, on définit la fonction φ par l’expression (1.43)
qui est représentée Figure 1.11.
∀x ∈ R∗+,
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Figure 1.11: Représentation de la fonction φ
Cette fonction est inversible et son inverse est égal à elle même. De ce fait, en
prenant en compte la valeur absolue du Log-Rapport de Vraisemblance attribuée à
chaque élément, l’équation (1.45) permet de déduire la confiance attribuée à chaque
variable d’une équation de parité. La décision dure est établie par l’expression (1.44).











Cette expression est cependant complexe à calculer. De nombreuses pistes ont
été explorées afin de limiter cette complexité. [48] propose de ne prendre en compte
que les λ valeurs les moins fiables pour chaque équation de parité, [49] approche cette
opération par un minimum, dont la complexité est moindre mais dégrade fortement
les performances de décodage. [50] corrige cette approximation en introduisant des
constantes de correction additif (OMS) ou multiplicatif (NMS). La Table 1.3 donne
les expressions analytiques de ces approximations.
1.4.3 Décodage par représentation sur graphe de Tanner
Le décodage par propagation de croyance est un algorithme de décisions souples
permettant d’approcher une décision MAP. Il se base sur le transfert de messages de
confiance entre des nœuds de contraintes et des nœuds de variables et se représente
sur un graphe de Tanner. La Figure 1.12 donne un aperçu des messages traités par
un nœud de contrainte e1 et renvoyés à la variable c3. On définit Lam (cn) la confiance
attribuée à l’élément cn envoyée vers la contrainte em et Lem (cn) la confiance renvoyée
vers l’élément cn relativement à l’information calculée par le nœud de contrainte em.
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Dénomination Approximation
Sum-Product





















|Le (cn) | = min
cn′ 6=n∈Nm




|Le (cn) | = Cte × min
cn′ 6=n∈Nm
|La (cn′)| (1.50)
Table 1.3: Approximations du décodage pour une équation de parité
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Dans ce cas, le calcul de la confiance Lam (cn) fait référence à une étape de mise à
jour des nœuds de parité. De même, le calcul de la confiance Lem (cn) est effectuée
lors de la mise à jour des nœuds de variable.
Figure 1.12: Transfert d’information sur un graphe de Tanner
Il reste encore à définir la nature des messages transférés entre chaque nœud. La
connaissance a priori attribuée à chaque élément du mot de code ci est connue et
repérée par l’expression Lc (ci).
Dans un premier temps, on cherche à définir l’information descendante Lam (cn)
en fonction de la connaissance de l’ensemble des conditions du code. Pour cela, on
suppose que l’ensemble des informations remontant des contraintes Lem (cn) sont
indépendantes de la variable cn. La véracité de ce présupposé est conditionnée à la

















Cette quantité s’obtient avec un Log-Rapport de vraisemblance à travers la re-
lation (1.52).












En remplaçant l’expression (1.51) dans la définition du Log-Rapport de Vrai-




Pr {cn = 1|yn}
Pr {cn = 0|yn}
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La métrique La (cn) est dépendante des données fournies par le nœud de con-
trainte em. Pour éviter les risques d’auto-confirmation, il est inévitable de renvoyer
à ce nœud cette information privée de l’information provenant de ce nœud. Mathé-
matiquement, ceci correspond à définir Lam (cn) selon (1.54) qui équivaut à (1.55).
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Lam (cn) = L
a (cn)− Lem (cn) (1.55)
L’algorithme de propagation de croyance consiste à transférer des informations
Lem (cn) obtenues des nœuds de contrainte vers les nœuds de variable puis de mettre
à jour cette information afin de retransmettre l’information actualisée Lam (cn) aux
nœuds voisins.
L’enchaînement des opérations de mise à jour a été longuement étudié. [11]
définit un ordonnancement par inondation ou flooding. Le décodage est divisé en
deux étapes successives, dans lesquelles tous les nœuds de variable sont mis à jour,
puis tous les nœuds de contrainte. On définit dans ce cas une itération comme la
mise à jour successive de chaque nœud de variable et de chaque nœud de parité. Cet
ordonnancement est illustré sur la Figure 1.13.
(a) (b)
Figure 1.13: Première (a) et deuxième (b) étape de mise à jour par inondation
Cependant les performances de décodage de cet ordonnancement sont fortement
impactées par la structure de la matrice de parité. L’information Lem (cn) n’est plus
indépendante de la variable cn lorsque le nombre d’itérations dépasse la moitié de la
taille du cycle court du code LDPC. De ce fait, à partir d’un certain nombre d’ité-
rations, les performances de décodage sont impactées par les phénomènes d’auto-
confirmation.
[51] propose un ordonnancement des mises à jour probabiliste basé sur l’ordon-
nancement par inondation en stoppant les mises à jour des variables en fonction
des tailles des cycles. Cet ordonnancement améliore les performances de décodage
en évitant les phénomènes d’auto-confirmation mais requiert une étude spécifique à
chaque matrice de parité.
Afin de réduire les phénomènes d’auto-confirmation ainsi que la complexité de
l’algorithme par inondation, [52] propose un traitement par couches du décodage (ou
ordonnancement Layered Belief-Propagation). L’ordonnancement en couches verti-
cales propose d’exécuter une mise à jour successive sur les nœuds de variable et de
recalculer les informations sur les nœuds de contrainte modifiés. [53] étudie un ordon-
nancement par couches noté Zigzag LBP qui modifie l’ordre de calcul incrémental
de l’ordonnancement en couches verticales.
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L’ordonnancement en couches horizontales (noté H-LBP pour Horizontal Layered
Belief-Propagation dans la suite) propose la mise à jour des nœuds de contrainte
un à un et de remonter directement l’information sur les nœuds de variable, comme
illustré sur la Figure 1.14.
(a) (b)
(c) (d)
Figure 1.14: Première (a), deuxième (b), troisième (c) et quatrième (d) étape de
mise à jour par couches horizontales
1.4.4 Décodage par représentation en treillis
En 1967, A. Viterbi [47] propose un premier algorithme de décodage de codes
convolutifs basé sur un décodage dur suivant le principe du maximum de vraisem-
blance. Il est adapté au décodage de codes représentés en treillis. Cet algorithme est
généralisé au décodage souple en 1989 avec l’algorithme SOVA de J. Hagenauer [54].
En 1974, L. Bahl, et al. propose un nouvel algorithme (Algorithme BCJR [55]) pour
décoder des codes convolutifs suivant le maximum a posteriori (MAP) et minimisant
la probabilité d’erreur binaire. En 1993, C. Berrou [10] s’inspire de l’algorithme de
décodage BCJR et l’adapte au décodage itératif de codes convolutifs.






l’ensemble des éléments systématiques bi-







des éléments de redondance de cette section. Pour plus de simplicité, on considère
que le treillis possède exactement K sections.
Le décodage BCJR recherche à minimiser le BER à partir d’une définition d’un
code en treillis. D’après la propriété 1.3.1, la probabilité de la machine d’être à l’état
Sk = s
′ est entièrement déterminée par la connaissance des probabilités des états
précédents à l’instant k et aux probabilités des événements sk et pk. De ce fait, la
probabilité des éléments sk est établie par la formule (1.56), qui reprend l’énoncé
du décodage MAP présenté par (1.32).
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La quantité λk(s, s′) représente dans ce cas chaque opérande. Cette quantité se
décompose suivant (1.57).
λk(s, s
′) = Pr {s1, p1, ..., sk−1, pk−1, Sk−1 = s}︸ ︷︷ ︸
αk−1(s)
× Pr{Sk = s′, sk, pk|Sk−1 = s}︸ ︷︷ ︸
γk(s, s
′)




Le premier terme correspond à la probabilité que le treillis soit à l’état s′ à
l’instant k−1 en connaissant l’ensemble de l’information sur les sections 0 à k−1 du
treillis. Cette information passée du treillis est notée αk−1(s) dans la suite. De même,
le dernier terme correspond à la probabilité que le treillis soit à l’état s en connaissant
l’ensemble des informations sur les sections k + 1 à K du treillis. Elle est notée
βk(s) dans la suite. Le terme intermédiaire noté γk(s′, s) correspond à la probabilité
de passage de l’état s′ à l’état s avec la seule connaissance de l’information de la
section, soit l’information intrinsèque systématique sk, l’information intrinsèque de
parité pk et une éventuelle information extrinsèque sur l’information systématique

























Figure 1.15: Représentation des métriques de calcul de l’algorithme BCJR sur un
treillis
En reprenant les définitions des Log-Rapports de Vraisemblance de la partie
1.4.1, il advient (1.58).
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Les informations concernant le passé (resp. le futur) du treillis sont calculées par














De ce fait, l’algorithme BCJR est souvent nommé un algorithme Aller -Retour.
Le sens Aller permet de calculer les informations αk−1(s), et le sens Retour les
informations βk(s′)
L’information γk(s, s′) rassemble toute la connaissance sur une transition de
treillis, soit l’information systématique, l’information de parité et l’information ex-
trinsèque incidente en cas de décodage itératif. Cette quantité s’exprime par l’infor-
mation du Log-Rapport de Vraisemblance sur les éléments sk et pk. En reprenant
les notations introduites dans la section 1.4.1, la connaissance sur une transition de




k . (Lc (sk) + L
e (sk)) + (−1)ps→s
′
k .Lc (pk) (1.61)
L’algorithme BCJR initial a été modifié par [10] afin de bénéficier d’un effet
turbo relatif aux décodage de turbocodes. [10] définit une information extrinsèque
en sortie Le,out (sk) suivant (1.62). Dans le cas de décodage itératif comme pour le
décodage de turbocodes, cette information transite entre les différents décodeurs et
évite les phénomènes d’auto-confirmation.
























Le calcul des probabilités dans le corps logarithmique permet de transformer les
multiplications en additions, et les additions en logarithmes jacobiens logsum ou
max ∗ définis par les relations (1.63-1.64).
max ∗(x, y) , log(ex + ey)
max ∗(x, y) = max(x, y) + log(1 + e−|x−y|)
(1.63)
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max ∗(x1, ..., xn) , log(e
x1 + ...+ exn)
max ∗(x1, ..., xn) = max(x1, ..., xn) + log(1 + e
−|xm−x1| + ...+ e−|xm−xn|)
(1.64)
On note ici xm = max(x1, ..., xn). Les opérations (1.59-1.60) sont simplifiés par
les opérations (1.65-1.66).
log (αk(s
′)) = max ∗
s
(αk−1(s) + γk(s, s
′))
(1.65)




′) + γk+1(s, s
′))
(1.66)
En prenant en compte l’opérateur max ∗, la relation (1.58) est équivalente à la
relation (1.67) et (1.62) devient (1.68).





(log (αk−1(s)) + log (γk(s, s






(log (αk−1(s)) + log (γk(s, s
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Les équations précédentes font référence à un algorithme de décodage pour des
turbocodes binaires. Dans le cas du décodage de codes double-binaires, les définitions
αk,βk,γk sont équivalentes. La décision s’effectue sur un ensemble de card(A) − 1
valeurs de Log-Rapport de Vraisemblance définies par la relation (1.69).
∀i ∈ A∗
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(1.69)
De même, les informations extrinsèques extraites sont définies par la relation
(1.70).
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Dans la pratique, le calcul de la fonction max ∗ engendre une complexité de calcul
supplémentaire dû au terme correctif. Dans les fait, cette opération est simplifiée
par une simple opération de maximum. Le terme en logarithme jacobien est négligé.
Cette approximation est d’autant plus vraie que l’écart entre les valeurs est grand.
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Figure 1.16: Approximation de l’écart entre les opérateurs LogMAP et Max-
LogMAP pour deux variables
Le décodage avec transformation de treillis de type Radix [56] est exploité sur les
codes convolutifs. Cette technique consiste à réunir plusieurs sections de treillis sous
contrainte d’obtenir un treillis équivalent avec unicité des chemins de transition.
La Figure 1.17 montre la transformation d’un treillis binaire à 4 états vers un
treillis double-binaire. On parle dans ce cas de transformation de treillis Radix-4.
Les sections impaires du treillis disparaissent alors et la taille du treillis est divisée
par 2. L’algorithme BCJR n’entraîne pas de dégradation de performance sous réserve





























1.5 Architectures de décodage
La section 1.3 fait état de différentes familles de codes correcteurs d’erreurs aux
caractéristiques très variées. Parmi ces codes correcteurs, les codes LDPC et les
turbocodes convolutifs offrent les meilleurs performances de décodage, mais font























Figure 1.17: Transformation d’un treillis binaire (a) en un treillis double-binaire
(b)
usuellement appel aux algorithmes de décodage spécifiques détaillés dans la section
1.4. Cette partie propose un état de l’art sur le décodage des codes correcteurs d’er-
reurs avancés intégrés dans les protocoles standardisés et souligne l’intérêt croissant
de structures de décodage génériques et flexibles.
1.5.1 Architectures de décodage dédiées
Cette première partie fournit quelques exemples d’architectures dédiées à un
code, à un type de code ou à un standard particulier. Les architectures résultantes
font appel à des algorithmes spécifiques permettant de bonnes performances de
décodage avec une complexité réduite. Ces architectures sont donc présentées comme
point de référence pour des architectures multistandards.
Les architectures dédiées aux codes QC-LDPC sont très présentes dans la lit-
térature. Les standards font appel à de nombreux codes en fonction des choix de
Modulation et Schéma de Codage. De ce fait, les architectures de décodage ciblent
plusieurs codes ou plusieurs standards comme les codes QC-LDPC des standards
IEEE 802.11n et IEEE 802.16m. De nombreuses équipes proposent leurs solutions de
décodeurs. [57] présente une architecture de décodage Offset-Min-Sum appliquée aux
codes QC-LDPC du standard IEEE 802.11n. Elle a été intégrée sur une cible ASIC
90 nm et permet d’obtenir des débits de 680 Mbps pour une fréquence d’horloge
de 346 MHz. [58] propose l’implantation d’un décodeur utilisant l’approximation
Λ-3-Min avec un traitement par couches horizontales sur les matrices du standard
IEEE 802.16e. L’architecture est intégrée sur une cible ASIC de 130 nm. L’architec-
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ture permet d’atteindre 620 Mbps pour une fréquence d’utilisation de 333 MHz. [59]
favorise un décodage suivant l’algorithme de Propagation de Croyance avec mise à
jour suivant l’approche Somme-Produit. Ce décodeur s’adresse aux standards IEEE
802.11n et IEEE 802.16e avec une implantation sur cible ASIC 130 nm.
D’autres architectures sont proposées sur différents turbocodes. [60] exploite la
transformation du treillis suivant la technique Radix-4 appliquée au décodage d’un
code binaire (UMTS) avec l’algorithme LogMAP. Il obtient des débits de 25 Mbps
sur circuit CMOS de 180 nm avec un seul cœur de processeur. [61] exploite la
même technique avec l’algorithme SubMAP sur les mêmes codes. Il obtient des
débits de 20 Mbps sur circuit CMOS de 130 nm. L’étude publiée par [62] représente
les performances actuellement atteintes par une architecture dédiée au standard
3GPP LTE. Cette architecture bénéficie du parallélisme optimal sur le traitement
en fenêtre du code 3GPP LTE. 64 cœurs SISO sont exploités avec un algorithme de
calcul MaxLogMAP. Ce décodeur atteint 1,28 Gbps à 400 MHz. En exploitant la
technique de Radix-4, [63] dépasse le seuil des 2 Gbits.
L’entreprise TrellisWare [64] commercialise un décodeur Homeplug AV avec des
débits de 135 Mbps à 150 MHz. Le décodage conjoint de plusieurs types de codes a
été étudié dans la littérature. Pour une architecture de décodage adaptée à deux tur-
bocodes binaire et double-binaire partageant le même nombre d’états, la technique
Radix-4 est privilégiée. [65] propose une architecture compatible 3GPP LTE (simple
binaire) et 802.16m (double-binaire) avec cette technique et 8 cœurs de processeur
en parallèle.
Toutes ces architectures sont résumées dans la Table 1.4. La profusion des cibles
d’implantation rend difficile la comparaison entre les différentes architectures. Pour
le décodage de codes similaires, il est courant de représenter le rapport entre surface
et débit au moyen de la métrique TAR [59] en prenant en compte la technologie
cible et le nombre d’itérations. Les données de la Table 1.4 font référence à une
adaptation sur une technologie ASIC 65 nm pour 6 itérations de décodage turbocode
et 10 itérations de décodage LDPC.
1.5.2 Architectures de décodage multistandards
Des structures de décodage multistandards ont été étudiées dans divers contextes.
Les architectures reconfigurables permettent de s’adapter aux structures spécifiques
des codes. Le parallélisme dédié dans un cas d’usage est modulé suivant les utilisa-
tions afin d’atteindre des débits d’utilisation compétitifs comparés à des architec-
tures dédiées. La reconfiguration de la cible permet de réduire les choix dûs à la
multiplicité des codes et permet ainsi de bénéficier de fréquences de l’ordre de 400
à 500 MHz, ce qui favorise les débits de décodage. De plus, la puissance nécessaire
à l’utilisation de la cible est optimisée par la spécificité du code. La structure alle-
mande FlexiChap [66] se base sur une architecture ASIP pour décoder de nombreux
codes courants associés aux standards 3GPP LTE, IEEE 802.16e et IEEE 802.11n.
[67] détaille une autre architecture reconfigurable basée sur la structure en treillis
des codes QC-LDPC. Les paramètres de décodage spécifique aux décodages de tur-





















































130 250 10,7 186 185
a. Normalisée pour une technologie ASIC TSMC 65 nm, avec 10 itérations (QC-LDPC) et 6
itérations (turbocodes)
Table 1.4: Résultats d’implantation d’architectures de décodage dédiés
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bocodes (3GPP LTE) et de codes QC-LDPC (IEEE 802.11n) sont résumés dans la
Table 1.5.
Cependant, la reconfiguration de ces architectures nécessite un temps de latence
entre les différents usages. Pour modifier la configuration de décodage, il est néces-
saire d’effacer la cible et de recharger la structure adaptée. Cette opération peut être
optimisée par des reconfigurations de parties spécifiques afin de réduire cette latence.
Cependant, le décodage aléatoire à la volée n’est pas envisageable, contrairement à
l’objectif principal de ces travaux.
Les algorithmes conjoints ont également été abordés. [68] propose ainsi un algo-
rithme commun pour le décodage de codes LDPC et de turbocodes binaires, basé
sur le décodage en treillis et l’algorithme LogMAP. Cependant leur étude ne propose
pas d’utilisation multistandard et reste donc sur l’application d’un même algorithme
pour décoder différents types de codes sans aborder la problématique de la flexibi-
lité du décodeur. Les premières architectures conjointes apparaissent avec [69], qui
propose un décodage des codes IEEE 802.11n, IEEE 802.16m et 3GPP LTE avec
des performances fortement diminuées par rapport à des décodeurs dédiés, leur con-
trainte étant alors de réduire le coût énergétique de décodage.











[66] 96 10-20 ASIP (65nm) 400 34-257
[67] 96 75 ASIP (65nm) 320 140
[68] 81 15 ASIC (90nm) 500 500
[69] 11 8 ASIC (45nm) 150 122
Décodeur Turbo (LTE)
[66] 5 ASIP(65nm) 400 18
[67] 24 18 ASIP(65nm) 320 140
[68] 1-12 6 ASIC(90nm) 500 450
[69] 6 8 ASIC(45nm) 150 15,4
[70] 4-8 5,5 ASIC(0,13µm) 302 326
Table 1.5: Comparaison d’implantation d’architectures reconfigurables
1.5.3 Enjeux et perspectives du décodeur multistandard souhaité
L’usage de terminaux de communications multistandards est de plus en plus
fréquent, et les équipements doivent s’adapter à cette nouvelle demande. La grande
variété des codes correcteurs d’erreurs relève directement des différents usages et
caractéristiques de propagation. Pour de nombreuses liaisons filaires, le canal en-
traîne peu de dégradations, des codes courts et peu complexes suffisent. Cependant,
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sur des réseaux bruités comme le canal radio local ou métropolitain, les réseaux sur
courants porteurs en ligne ou la communication par satellite, la forte dégradation du
signal transmis nécessite l’utilisation des codes correcteurs d’erreurs avancés. Diffé-
rents types de codes ont été listés dans la section 1.1.1 de ce chapitre. De même,
quelques scénarios multistandards ont été exhibés dans la section 1.1.2. Nous avons
montré les points communs et les points différents des codes correcteurs avancés et
de leur décodage.
Une plateforme de réception multistandard est envisageable dans les scénarios
d’usage domestique (boîtiers compatibles Homeplug AV et Wi-Fi pour étendre une
couverture domestique) ou mobile (smartphone compatible 3G/4G et Wi-Fi). Or le
décodage de canal est une étape primordiale et très consommatrice en ressources
matérielles et en énergie. Une architecture de décodage alliant différentes technolo-
gies de décodage s’avère de plus en plus commercialement intéressante. La faisabilité
de telles structures et leurs coûts d’implantation sont également des données inté-
ressantes pour évaluer la pertinence de telles ou telles interactions.
Le projet de thèse développé dans la suite de ce mémoire a pour but de répondre
à une problématique majeure. Est-il envisageable de concevoir une architecture de
décodage commune à des codes différents comme les codes QC-LDPC et les turbo-
codes ? Dans l’affirmative, quelles serait alors les performances de décodage au sens
BER? Quelle serait la latence de décodage entre chaque utilisation ? Quels débits
seraient envisageables ? Quelles seraient les limites des codes et des architectures ?
Ces questions seront étudiées tout au long de ce mémoire
1.6 Conclusion
Ce chapitre a détaillé la variété des codes correcteurs avancés sélectionnés dans
les standards de communication. Sur des canaux de transmissions bruités comme le
courant porteur en ligne, les réseaux mobiles ou encore les réseaux sans fils person-
nels, ceux-ci privilégient des codes correcteurs variés. Un récepteur mobile multi-
standard doit donc faire face aux caractéristiques de décodage de ces codes, tout en
respectant les contraintes de débit et de latence de chacun de ces standards. Mais
le choix d’architectures de décodage dédiées entraîne la multiplication de ressources
matérielles pour l’adaptation à chaque code.
Ainsi, pour obtenir un récepteur compétitif en termes de performance de déco-
dage, de surface, de débit et de latence, des efforts de mutualisation sont nécessaires.
Plusieurs architectures de décodage conjoint ont été envisagées. La structure des
codes QC-LDPC permet l’adaptation de structures de décodage à une gamme de
codes prédéfinis. La transformation des treillis suivant la technique Radix permet
le décodage conjoint de turbocodes binaires et double-binaires. Cependant, le déco-
dage conjoint de codes QC-LDPC et turbocode fait intervenir majoritairement des
cibles matérielles reconfigurables ce qui rend l’adaptation entre les réseaux moins
flexible. Pourtant, les codes avancés majoritaires partagent des propriétés analogues
et la mutualisation des ressources de décodage reste envisageable. Dans le chapitre
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qui suit, nous nous efforcerons de caractériser les architectures de décodage des fa-
milles de codes QC-LDPC et turbocode pour sélectionner des algorithmes de calcul
permettant un fort degré de mutualisation des ressources matérielles.
Chapitre 2
Métriques de complexité des
algorithmes de décodage
La littérature fait état de nombreuses stratégies de codage de ca-
nal. Les codes correcteurs d’erreurs avancés sont privilégiés pour pro-
téger les transmissions sur canaux bruités. La recherche de codes aux
meilleurs caractéristiques se poursuit parallèlement à la recherche
d’algorithmes et d’architectures de décodage performants. Face aux
contraintes architecturales, à leur complexité d’implantation ou à leur
rapidité d’exécution, certains algorithmes de décodage sont écartés
des récepteurs numériques.
Ce chapitre est consacré à l’évaluation des métriques de com-
plexité et de latence d’un algorithme de décodage en fonction des pa-
ramètres du code correcteur. Dans un premier temps, les opérateurs
classiques sont caractérisés au plus bas niveau matériel ce qui permet
de détailler la complexité logique et la latence de chaque opération.
Cette étude est appliquée comme référentiel pour caractériser la com-
plexité des architectures liées aux algorithmes courants et à leurs va-
riantes, aussi bien pour le décodage de codes matriciels que de codes
en treillis. Au cours de ce chapitre, une empreinte de complexité sera
présentée en tant que métrique permettant de caractériser un code
et son décodeur associé. Cette empreinte constitue une aide à la sé-
lection d’une famille d’algorithmes pour une architecture regroupant
plusieurs types de codes.
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2.1 Évaluation de la complexité matérielle
Les algorithmes de décodage se décrivent à partir d’opérateurs simples d’ordon-
nancement séquentiel ou parallèle. Dans cette partie, les opérateurs de calcul sont
caractérisés suivant leur complexité logique et leur temps d’exécution. Cette section
introduit l’ensemble des opérateurs étudiés dans la suite de ce chapitre.
2.1.1 Métriques d’évaluation des architectures
Une opération sur un message numérique s’évalue suivant des transformations
logiques appliquées à la représentation binaire de ce signal. Ces transformations font
intervenir deux critères : la complexité logique de l’opération à effectuer et le délai
de calcul nécessaire pour sa réalisation du calcul.
En prenant en compte les critères matériels, la complexité d’une opération est
représentée suivant différentes métriques. Le nombre de portes logiques à 1, 2 ou
plusieurs entrées permet de définir une première étape de complexité de calcul. Ces
portes logiques sont ensuite déclinées en nombre de transistors ou de transferts
à travers des tables de correspondance (Look-Up Table ou LUT) suivant les
technologies matérielles envisagées.
Le délai de calcul s’évalue avec différents critères. Le délai de propagation
à travers les éléments logiques fournit une première notion du délai de calcul. Ce
temps est évalué en fonction des caractéristiques électriques du circuit de transistors
permettant l’opération. Il s’évalue comme un délai entre la modification d’un signal
d’entrée et sa répercussion sur le signal de sortie. Cette métrique est difficile à
appréhender en pratique. Elle dépend des caractéristiques matérielles de la cible
d’intégration, mais également des choix de structure établis par les différents outils
de développement. Pour un processus synchronisé sur un signal périodique appelé
horloge, la modification d’une entrée n’est visible que sur une modification de ce
signal de synchronisation (en général, le front montant). Pour les éléments de calcul
complexes, il est préférable de séquencer les étapes de calculs en fonction des cycles
de l’horloge. Dans ce cas, le délai de calcul s’évalue en fonction de la latence de
calcul qui correspond au nombre de cycles d’horloge nécessaire entre la modification
d’un signal d’entrée et sa répercussion sur le signal de sortie. Dans ce cas, le chemin
critique représente le délai de propagation maximal pour effectuer une opération
sur un cycle d’horloge. Ce chemin contraint la fréquence maximale de l’horloge
du système. Le délai de calcul d’une opération s’évalue alors en fonction de cette
fréquence maximale et en fonction de la latence de calcul évaluée en cycles d’horloge.
Les choix d’intégration des opérations logiques sont relatifs à la cible matérielle
sélectionnée. Les cibles FPGA (Field-Programmable Gate Array) [71] sont des ar-
chitectures reconfigurables structurées. Elles sont caractérisées par leur nombre de
blocs logiques configurables (CLB) et de bloc mémoires de tailles spécifiées. Les
opérations logiques sont effectuées par transfert à travers des tables de correspon-
dance. La complexité totale d’une architecture de décodage s’évalue alors en taux
d’occupation de la cible.
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L’intégration sur cible ASIC (Application-Specific Integrated Circuit) nécessite la
création de masques spécifiques à l’architecture développée. Les opérations logiques
sont réalisées par des transistors de différentes tailles (typiquement de 180 à 45 nm).
Les bancs de mémoires sont intégrés en fonction des besoins de l’architecture. La
complexité d’une architecture s’évalue par la surface logique et par la surface des
mémoires dédiées. La surface de silicium équivalente est également choisie comme
critère de complexité. La taille des transistors et les choix de placement et routage
impactent cette surface et modifient le délai de propagation des opérations.
L’évaluation de la complexité d’une architecture de décodage d’un point de vue
matériel est spécifique à la technologie choisie. La comparaison de ces données doit
donc être relativisée. Dans ce chapitre, nous présentons un critère de comparaison
de la complexité matérielle sans considérer la cible matérielle.
2.1.2 Paramétrisation architecturale des opérateurs
2.1.2.1 Opérateurs génériques
Dans un premier temps, on suppose un opérateur ⋆ effectuant une opération sur
un seul opérande noté o1. Cette opération effectue une transformation d’un message
sous différentes formes. Sans plus de détail, on note χ⋆ la complexité relative à la
transformation du message et δ⋆ le délai de propagation de celui-ci.
Figure 2.1: Représentation de la complexité et du délai de propagation d’un opé-
rateur ⋆
On suppose ensuite que l’opérateur ⋆ effectue une opération sur deux opérandes
ou plus. Dans la pratique, ceci revient à effectuer un calcul sur deux éléments consé-
cutifs. L’opérateur ⋆ appliqué à N opérandes on nécessite d’exécuter ces opérations
dans un ordre précis suivant la distribution (2.1).
R = o1 ⋆ o2 ⋆ o3 ⋆ ... ⋆ oN = (((o1 ⋆ o2) ⋆ o3) ⋆ ...) ⋆ oN (2.1)
Dans ce cas, le délai de propagation relatif au calcul de l’opération (2.1) est noté
δN⋆ . La métrique δ
2
⋆ représente le délai de propagation de l’opérateur ⋆ pour deux
opérandes. De même, on introduit la complexité de calcul de cette opération par χN⋆
et la complexité de l’opération sur deux opérandes par χ2⋆.
En respectant l’ordre de calcul, l’opération (2.1) est effectuée sur les opérandes
successifs, ce qui génère un arbre binaire [72] représenté sur la Figure 2.2a. La
hauteur de l’arbre binaire représente son nombre d’étages. Dans ce contexte, le délai
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(a) (b)
Figure 2.2: Ordre de calcul pour un opérateur ⋆ à plusieurs variables (a) et son
architecture de calcul associé (b)
de propagation de l’opérateur ⋆ est proportionnel à la hauteur de l’arbre. La hauteur
de la structure de calcul associée à l’arbre de la Figure 2.2a est de N − 1 étages.
De ce fait, le délai de propagation de l’opération correspond à la relation (2.2).
δN⋆ = (N − 1).δ2⋆ (2.2)
La Figure 2.2b représente l’architecture de l’opération (2.1). Cette architecture
peut être séquencée en réalisant alors chaque opération ⋆ sur un cycle d’horloge.
Dans ce cas, la latence de calcul équivaut à la hauteur de l’arbre et s’établit à N −1
cycles d’horloge.
Le nombre de nœuds de l’arbre binaire représente le nombre d’opérateurs ⋆ à
deux variables nécessaires au calcul de l’opération (2.1). La complexité du calcul
de l’opération est proportionnelle à celle de l’opérateur ⋆ pour deux variables et
au nombre de nœuds de son arbre binaire. L’opération (2.1) fait intervenir N − 1
opérateurs ⋆ à deux variables. De ce fait, la complexité de l’opération s’évalue par
la relation (2.3)
χN⋆ = (N − 1).χ2⋆ (2.3)
Les propriétés de l’opérateur ⋆ permettent de réduire le délai de propagation. Si
l’opérateur est commutatif, alors il vérifie la relation (2.4). Si il est associatif, alors
il vérifie la relation (2.5).
∀a, b, c ∈ R
a ⋆ b = b ⋆ a (2.4)
(a ⋆ b) ⋆ c = a ⋆ (b ⋆ c) = a ⋆ b ⋆ c (2.5)
Lorsque l’opérateur ⋆ vérifie les propriétés de commutation et d’association,
l’ordre des opérations n’influencent plus le résultat. Un enchaînement des opérateurs
plus adéquat réduit le délai de propagation sans impacter le résultat de l’opération.
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L’enchaînement des opérations suivant l’association (2.6) décrit un autre arbre de
calcul pour l’opération (2.1).
R = (((o1 ⋆ o2) ⋆ (o3 ⋆ o4))... ⋆ oN ) (2.6)
(a) (b)
Figure 2.3: Ordre de calcul d’un opérateur commutatif et associatif pour 4 (a) et
5 (b) opérandes
Cet arbre est représenté sur la Figure 2.3a lorsque le nombre d’opérandes N
correspond à une puissance de 2 et à la Figure 2.3b pour un nombre d’opérandes
quelconque. Pour ce nouvel ordre de calcul, la complexité χN⋆ n’est pas modifiée et
respecte la relation (2.3). En effet, la loi d’association ne réduit pas la complexité
de calcul de l’opérateur mais l’architecture de celui-ci afin de réduire le délai de
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En développant ce raisonnement par récurrence, il advient que l’arbre de calcul
dispose d’une hauteur de ⌈log2N⌉. Le délai de propagation associé à ce schéma de
calcul revient donc à (2.7).
δN⋆ = ⌈log2(N)⌉.δ2⋆ (2.7)
Tout comme pour le premier ordonnancement de calcul, cette opération se sé-
quence en ⌈log2N⌉ cycles d’horloge. Le chemin critique de l’opération n’est pas
impacté par cet ordre de calcul.
2.1.2.2 Représentation de l’information
Les algorithmes de décodage de canal font principalement intervenir des Log-
Rapports de Vraisemblance. Ces informations prennent leurs valeurs dans l’espace
des réels R. Pour réduire le délai et la complexité de décodage, ces variables sont re-
présentées sur des ensembles finis d’éléments. La notion de quantification introduite
par [73] appliquée à ces informations permet d’établir une plage de valeurs. Afin de
simplifier cette représentation, on représente les variables en base 2. On parle de
quantification binaire [74] [75].
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Lorsque ces messages sont des valeurs réelles positives R+, ils sont représentés
sur des ensembles non signés. Ces ensembles sont notés Qi.f . Dans ce cas, la partie
entière du signal est codée sur i bits et la partie fractionnaire sur f bits. L’ensemble
des valeurs est représenté sur (i+ f) bits.
Lorsque la valeur codée est représentée dans l’espace des réels R, on utilise une
représentation signée. Dans ce cas, Qi.f utilise 1 bit pour coder le signe de l’expres-
sion et i−1 bits pour représenter la partie entière de la valeur. La partie fractionnaire
conserve la dynamique des messages non-signés. De ce fait, cet ensemble est éga-
lement représenté sur (i + f) bits. L’expression (2.8) résume la quantification d’un
entier réel x par son approximation xq en respectant la symétrie de la représentation




2i+f−1 − 1 si x > 2i−1 − 2−f





La Figure 2.4 donne un exemple de quantification signée de l’information sur
l’ensemble Q4.2. L’erreur de quantification ε dans la zone de quantification non
saturée vérifie (2.9).
ε < 2−f (2.9)





























Figure 2.4: Quantification d’un message signé suivant la représentation Q4.2
Dans la suite, on suppose que les signaux signés sont codés suivant le principe
du complément à deux [76].
2.1.2.3 Qualification des opérateurs courants
Les algorithmes de décodage courants font intervenir des opérateurs à un ou
plusieurs opérandes. Chaque opérateur fait intervenir une complexité en relation
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avec la quantification de ces messages. On suppose que chaque message suit la même
dynamique et est quantifié sur Qb bits. Dans cette partie, on propose de qualifier les
différents opérateurs qui seront employés dans tout ce chapitre et de dimensionner
leur complexité de calcul.
La multiplication (ou la division) suivant des puissances de 2, notée notés ≫
(ou ≪) se caractérise par un décallage de la dynamique du signal en ajoutant (ou
retirant) un bit au message. La complexité (notée χ≫) et le délai de propagation
(δ≫) de ces opérations sont donc négligeables.
Le changement de signe (noté −) d’un message représenté suivant le complément
à 2 consiste à inverser tous les signes de ce message. Le résultat est ensuite incrémenté
de 1 sur le bit de poids faible. Le délai de propagation de ce message δ− et sa
complexité χ− sont proportionnels à la quantification choisie Qb.
La scission S ou la réunification d’un message suivant son signe et son argument
représenté suivant le complément à 2 consiste à changer le signe du message si celui-
ci est négatif. Ces opérations se déterminent par une opération de changement de
signe suivi de la sélection entre deux valeurs Nous notons χS la complexité de cette
opération et δS son délai de propagation. Nous notons également δM le délai de
propagation dû à la sélection en sortie de l’opération.
Il existe différentes techniques de transformation suivant des opérateurs loga-
rithmiques et exponentiels comme les opérateurs jacobiens (δ⊞) ou la transformée
en phi (δφ). [77] a choisi d’intégrer une solution suivant le principe de l’algorithme
CORDIC [78] pour le calcul de l’opérateur φ. La complexité résultante χφ et le délai
de propagation δφ s’évaluent en fonctions des fonctions logiques. [79] et [68] privi-
légient l’enregistrement de ces transformations dans une table de correspondance
dont la taille et la profondeur dépendent de la quantification choisie. La complexité
de ces opérateurs s’évalue en fonction de la mémoire.
Les algorithmes de calcul de décodage de codes correcteurs font intervenir de
nombreux opérateurs à plusieurs variables. On peut citer les additions et soustrac-
tions, les multiplications et les Comparaisons/Sélections du minimum et du maxi-
mum. Pour comparer chaque opérateur sur un même rapport de complexité, il est
important de réduire ces opérations en éléments de calcul à deux opérandes. Pour
cela, il est nécessaire de vérifier que ces opérateurs sont associatifs et commutatifs.
La Table 2.1 résume les principaux opérateurs utiles pour le décodage de canal.
Ces opérateurs vérifient les propriétés de commutation et d’association. De ce fait,
les arbres de calcul partagent les propriétés décrites dans la section 2.1.2.1.
Les opérations d’addition et de soustraction de messages représentés suivant le
complément à deux sont équivalents. Ces opérations sont effectuées des bits de poids
faibles aux bits de poids forts. La complexité (notées χ+) et le délai de propagation
(noté δ+) sont proportionnels à Qb. Il en est de même pour les opérations de com-
paraison (de complexité χCS et de délai de propagation δCS) dont les opérations
sont effectuées des bits de poids forts aux bits de poids faibles. Une opération de
sélection est opérée par un multiplexeur de complexité χM .
La multiplication par un scalaire f s’évalue par plusieurs opérations de multi-
plications ou de divisions par une puissance de 2 suivies d’une série d’additions.










(a+ b) + c =
a+ (b+ c)
XOR ⊕(a, b) a⊕ b =
b⊕ a






















log(ea + eb) =
log(eb + ea)
log(exp(log(ea + eb)) + ec) =
log(ea + exp(log(eb + ec)))
Table 2.1: Propriétés mathématiques des principaux opérateurs associés aux algo-
rithmes de décodage
La complexité χ×f et le délai de propagation δ×f sont de l’ordre d’une opération
d’addition sur plusieurs variables dont le nombre dépend du poids du scalaire f
(noté qf ). Ainsi, chaque cas de multiplication doit être étudié pour en connaître ses
métriques. La complexité relative est proportionnelle à Qb × qf . Le délai de calcul
suit la relation log2(qf ).δ
2
+
La multiplication de deux éléments est effectuée par une suite de Qb−1 additions
de signaux quantifiés de Qb à 2.Qb − 1 bits. La complexité de calcul est de l’ordre
de Q2b et le délai de propagation de l’ordre de ⌈log2(Qb)⌉.δ2+.
2.1.3 Comparaisons de codes et protocoles expérimentaux
Dans le chapitre 1, il est établi que les codes sont caractérisés par les triplets d’in-
formations (N,K, dmin). Cependant, connaître la distance minimale associée à des
codes correcteurs d’erreur avancés comme les turbocodes [46] et les codes LDPC [80]
est complexe. Dans la pratique, ces codes font intervenir des algorithmes de décodage
itératifs dont le nombre d’itérations impacte à la fois les performances BER et FER
de décodage, mais aussi la complexité globale de décodage et la latence de calcul.
Il existe donc de multiples angles de comparaison de la complexité de décodage. Ce
chapitre vise à évaluer la complexité relative à un algorithme de décodage dans le
but de sélectionner un algorithme de décodage conjoint au décodage de codes LDPC
et de turbocodes afin de mutualiser au mieux les ressources matérielles (mémoires
et logiques). À partir de cet algorithme, chaque choix de paramètres doit être étudié
sur un rapport de complexité de décodage et de gain de performance.
Pour ce faire, on introduit une représentation sur un diagramme en toile d’arai-
gnée représentant les différents opérateurs cités dans la section 2.1 : les multipli-
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cations de messages, les multiplications par un scalaire fixé, les additions et sous-
tractions, les opérations de changement de signe et les comparaisons/sélections de
donnée. Les opérateurs les moins complexes ne sont pas représentés. Les opérateurs
plus complexes comme l’opération max ∗ et la transformée en φ sont externalisés
et représentés par des transformations à travers une table de correspondance sto-
ckée dans une mémoire. Suivant les détails de comparaison le diagramme en toile
d’araignée représente ces opérateurs suivant leurs nombre littéral ou en fonction
du nombre de portes logiques et d’emplacements mémoires nécessaires au décodage
étudié. Les mémoires internes sont dédiées aux calculs des mises à jour des variables
(décodage suivant une matrice de parité) et aux données requises au décodage des
codes en treillis. Les mémoires externes font référence aux données stockées par
le processus itératif et relatives aux informations intrinsèques et aux informations
extrinsèques.
La Figure 2.5 illustre une représentation possible de l’ensemble de la complexité
associée au décodage de tout type de code et suivant tout type d’algorithme de
décodage. Cet exemple est donné en fonction des calculs littéraux. La représentation
























Figure 2.5: Représentation des opérateurs courants sur un diagramme en toile
d’araignée
La représentation sur un diagramme en toile d’araignée présente de multiples
intérêts. Il permet en premier lieu de caractériser la complexité d’un algorithme
en fonction des opérateurs qu’il utilise. Dans la pratique, les cibles matérielles de
décodage font appel à des processus de calcul différents. Les FPGA incluent des
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multiplieurs ce qui permet d’externaliser la complexité des multiplications sur deux
messages. Le choix d’intégration des opérateurs étant spécifique à la technologie ma-
térielle ciblé, il est difficile de comparer chaque opérateur sur un critère universel.
L’empreinte d’un décodeur permet de comparer un code et son algorithme de dé-
codage. En normalisant la représentation suivant une métrique préétablie (nombre
d’informations systématiques K, nombre de nœuds de la matrice de parité dH ,
nombre de section de treillis équivalent par itération de décodage TIt, nombre d’ité-
rations nécessaires, performance BER ou FER équivalent, ...), cette représentation
permet de comparer différentes stratégies de codage et de décodage de canal.
La suite de ce chapitre propose d’étudier le rapport complexité/performance
pour effectuer une comparaison des stratégies de décodage suivant différents critères
et sélectionner une piste d’algorithme pour une architecture de décodage multistan-
dard.
2.2 Architectures de décodage matriciels
Les codes LDPC sont définis à partir de conditions de parité entre les variables.
Ces conditions sont représentées par une matrice de parité H. Les algorithmes de
propagation de croyance (BP) sont adaptés au décodage de ces codes. Dans cette
section, les architectures suivant ces algorithmes et leur complexité sont comparées
en fonction des caractéristiques de la matrice de parité et au moyen des métriques
présentées dans la section 2.1.
2.2.1 Architectures de mises à jour
Une représentation de Tanner permet d’observer les relations entre plusieurs
variables suivant une équation de parité. Le chapitre 1 référence de nombreux algo-
rithmes de mise à jour des nœuds de parité. Nous ne reprendrons ici que les mises
à jour Sum-Product (1.46), Min-Sum (1.48) et Normalized Min-Sum (1.50). Dans
cette partie, on cherche à représenter le coût architectural de la mise à jour d’une
variable ou d’un ensemble de variables associées à une condition de parité. Cette
architecture s’applique donc aux décodages de codes représentés par une matrice de
parité. Nous fixons ici une équation de parité em de degré de parité dmc . Les indices
de cette équation sont repérés dans l’ensemble Nm. En reprenant les notations in-
troduites dans la partie 1.2.3, La (cn) représente l’ensemble de l’information connue
sur la variable cn et Le (cn) représente l’information extraite du traitement de la
mise à jour.
2.2.1.1 Mise à jour Sum-Product
La mise à jour SPA respecte la formule (1.46) introduite dans le chapitre 1. Cette
opération se scinde en une décision sur le signe de l’opération et une opération sur
la confiance attribuée à cette décision. L’introduction de la fonction φ (1.43) permet
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Les opérations sont séquencées, ce qui mène à une architecture de décodage
décrite par l’algorithme de calcul lié à cette opération. Cet algorithme est décrit sur
la Figure 2.6a. Par convention, les messages non signés sont représentés sur des
traits pleins, les messages signés sont en traits mixtes et les messages binaires en
traits pointillés.
1. Les informations connues La (cn′) sont recherchées aux emplacements mé-
moire dédiés. Elles sont indicées par l’ensemble Nm|n. La complexité de cette
étape consiste à effectuer des opérations de lecture de mémoire sur (dc − 1)
emplacements.
2. Ces messages sont scindés suivant leur signe et leur argument, qui impose un
délai de propagation δs et une complexité χs par variable.
3a. Chaque argument est transformé suivant l’opérateur φ. Cette opération est
intégralement parallélisée et impose un délai de propagation de δφ. Les d
m
c −1
transformées en φ sont ensuite sommées. En reprenant les notions précédem-




résultat de la somme subit la transformée inverse de φ.
3b. En parallèle à l’étape 3a., Une opération XOR est appliquée sur le signe
des informations intrinsèques.
4. L’information de sortie Le (cn) prend en compte les résultats obtenus des
étapes 3a. et 3b.. Le résultat est enregistré à l’emplacement mémoire dédié
pour une utilisation ultérieure.
Ce processus de calcul est repris sur la Figure 2.6a. Cette architecture est
parallélisée pour en réduire le délai de propagation ∆1SPA, qui est estimé par la
relation (2.11).









Cette architecture ne met à jour qu’une variable. L’ensemble des variables d’une
équation de parité est mise à jour successivement afin d’éviter les conflits d’accès. Il
advient que le délai de propagation nécessaire à la mise à jour d’un nœud de parité
est de dmc .∆
1
SPA.
Les étapes de calcul des mises à jour des variables d’une équation de parité em
peuvent être parallélisées afin de réduire le délai de calcul. Pour cela, on introduit les
probabilités de confiance de l’équation Φm et le signe de l’opération Θm. Le système
(2.10) est équivalent au système (2.12).
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(a)
(b)
Figure 2.6: Architecture de mise à jour SPA pour une variable cn (a) et architecture
optimisée pour une équation em (b)
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Les deux éléments Θm et Φm sont communs aux mises à jour de toutes les
variables de l’équation em. L’architecture résultante est montrée sur la Figure 2.6b.
Ceci permet de réduire la complexité du calcul de la mise à jour de toutes les variables
de l’équation mais engendre une étape de calcul supplémentaire qui se traduit sur
le délai de propagation de cette mise à jour par (2.13).













La Table 2.2 évalue la complexité littérale des deux architectures de mises à
jour présentées. Cette complexité est normalisée pour la mise à jour d’une équation
de parité em. Le délai de propagation de calcul d’une architecture parallélisée par
équation de parité vérifie alors ∆2SPA, tandis que celui d’une architecture basique
vérifie dc.∆
1









c − 2) 2.(dmc − 1)





c − 2) 2.(dmc − 1)







Table 2.2: Complexité littérale de la mise à jour des variables associées à un nœud
de parité pour l’algorithme SPA
D’autres architectures de mise à jour des nœuds de variables sont également
étudiées dans la littérature. [81] propose la mise à jour de ces nœuds en parcourant
les variables dans le sens montant et le sens descendant des variables à l’instar du
parcours d’un treillis.
2.2.1.2 Mise à jour MS et NMS
La mise à jour MS respecte la formule (1.48) établie dans le chapitre 1. Tout
comme pour la mise à jour SPA, cette opération est scindée en une décision dure sur
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le signe de l’opération et une opération sur une confiance attribuée à cette décision.
L’opération (1.48) se résume au système d’équations (2.14).










Cette mise à jour simplifie l’architecture de calcul de mise à jour. Les trans-
formées en φ sont supprimées et l’étape d’addition est remplacée par une étape de
comparaison/sélection de complexité proche. Le délai de calcul de l’opération en est
donc également réduit. Pour une mise à jour normalisée (NMS), une étape de mul-
tiplication par le scalaire fΛ est ajoutée. Cette nouvelle architecture est présentée
sur la Figure 2.7a. Dans ce cas, le délai de propagation respecte (2.15).




⊕ ) + δS + δ×f (2.15)
Tout comme pour l’algorithme SPA, les algorithmes de calcul MS et NMS se pa-
rallélisent. En effet, la valeur minimale des ensembles Nm|n est commune à tous les
indices n sauf pour un ensemble Nm|n′ . Il est donc possible d’effectuer une opération
de tri afin de ne conserver que les deux confiances les moins fiables des ensembles
de parité. Cette architecture de calcul nécessite alors d’effectuer deux comparai-
son/sélections par opérandes et de garder en mémoire les deux éléments les moins
fiables notés ici min1 et min2. Cette opération nécessite d’effectuer 2.N − 3 Compa-
raisons/Sélections pour une complexité de (2.N − 3).χ2CS avec un délai de calcul de
N.δ2CS . La Figure 2.8 reprend cette architecture de calcul.
Dans ce cas, le délai de calcul est représenté par la relation (2.16).








⊕ ) + δS + δ×f (2.16)
Les coûts littéraux de ces deux architectures sont indiqués dans la Table 2.3. La
structure de décodage parallélisée reste moins complexe malgré l’opération de tri que
la structure de mise à jour classique. Cette architecture est notamment reprise par
[82]. L’index de la confiance minimale est cependant conservé afin d’éviter l’étape
de sélection présenté ici.
2.2.2 Architectures d’ordonnancement par propagation de croyances
2.2.2.1 Ordonnancement par inondation
Les algorithmes de propagation de croyance mettent en relief les relations entre
les équations de parité associées à une matrice de parité. L’ordonnancement par
inondation correspond à l’ordre de calcul défini par R.G. Gallager [11] dès l’invention
des codes LDPC.
La mise à jour des nœuds de variable renvoie à l’ordonnancement associé. L’or-
donnancement par inondation respecte les équations (1.54) et (1.55) énoncées dans
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(a)
(b)
Figure 2.7: Architecture de mise à jour NMS pour une variable cn (a) et architec-
ture optimisée pour une équation em (b)
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c − 2) 2.(dmc − 1)





c − 2) 3.dmc − 3
Multiplications scalaires 0 (MS) / dmc (NMS) 0 (MS) / d
m
c (NMS)
Table 2.3: Nombre d’opérations nécessaires à la mise à jour des variables associées
à un nœud de parité pour les algorithmes MS et NMS
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le chapitre 1. Afin d’éviter toute auto-confirmation dans le passage de message,
l’information fournie à chaque équation de parité respecte la relation (2.17)





La mise à jour du nœud de variable s’effectue en deux étapes. Tout d’abord, l’in-
formation a posteriori est décidée à travers la remontée des informations Lem (cn) de
chaque nœud de parité em relativement à une variable cn. Cette information Lem (cn)
est conservée et retranchée de l’information a posteriori avant d’être réutilisée par
la structure de calcul de mise à jour de parité. De ce fait, l’équation (2.17) équivaut
à la relation (2.18).
Lam (cn) = L
a (cn)− Lem (cn) (2.18)
Les informations extrinsèques Lem (cn) provenant des équations de parité sont
stockées ainsi que l’information a posteriori La (cn). dnv + 1 Log-Rapports de Vrai-
semblance sont stockées par variable cn. L’information a posteriori nécessite le calcul
de dnv opérandes et la remontée des informations au niveau des nœuds de contraintes
engendre dnv soustractions de deux opérandes pour chaque variable.
Le traitement de l’ordonnancement par inondation vérifie donc la complexité





Inversions de signe 0 dnv
Additions dnv .(d
n
v − 1) 2.dnv
Données stockées dnv + 1 d
n
v + 1




+ + δINV + δ
2
+
Table 2.4: Nombre d’opérations nécessaires à la mise à jour d’un nœud de variable
cn pour un algorithme par inondation
2.2.2.2 Ordonnancement par couches horizontales
L’ordonnancement par couches horizontales propose d’effectuer la mise à jour
de l’information de décision après chaque traitement de nœud de contrainte. Avant
chaque nœud de contrainte em, l’information extrinsèque de cette équation est re-
tranchée, respectant la relation (2.19). L’information a posteriori sur la variable cn
est mise à jour suivant (2.20).
Lapm (cn) = L
ap (cn)− Le,oldm (cn) (2.19)
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Lam (cn) = L
ap (cn) + L
e,new
m (cn) (2.20)
Le traitement par couches horizontales entraîne la complexité décrite par la
Table 2.5. dnv + 1 données doivent être stockées lors d’une itération de décodage.




Inversions de signe dnv
Additions 2.dnv
Délai de propagation 2.dnv .δ
2
+
données stockées dnv + 1
Table 2.5: Nombre d’opérations par itération sur la mise à jour d’une variable cn
suivant l’ordonnancement par couches horizontales
2.2.3 Architectures de décodage
Les premières sections font référence aux coûts des processus de mises à jour
des nœuds de variables et des nœuds de parité. Cette partie évalue la complexité
par itération des choix entre les différents algorithmes. Pour cela, on introduit dH
comme le nombre d’éléments non-nuls associés à la matrice H. D’après les notations









L’algorithme de décodage par inondation permet d’appliquer les parallélismes de
calcul des mises à jour des nœuds de parité et de nœuds de variable. La complexité
globale s’en trouve donc améliorée. La Table 2.6 reprend ces parallélismes pour
évaluer la complexité logique et les délais de calcul nécessaires pour une itération
de décodage. Ces calculs sont normalisés par rapport au nombre de nœuds de la
matrice de parité dH .
La Table 2.6 résume également la complexité totale de décodage par itération en
fonction des algorithmes de mises à jour des nœuds de parité présentés dans la section
2.2.1 et des choix d’ordonnancement de mise à jour des nœuds de variable proposés
dans la section 2.2.2. Ce tableau représente la complexité littérale en fonction des
caractéristiques des matrices de parité. Cette complexité s’exprime en fonction des
nœuds de la matrice de parité dH .
2.2.4 Choix algorithmiques et compromis complexité/performance
Les architectures décrites dans la section 2.2 montrent un large choix de décodage
d’un code matriciel en fonction des algorithmes de propagation de croyances. Nous





XORs 2.dH − 2.M 2.dH − 2.M 2.dH − 2.M
Inversions de signe dH + dH dH + dH dH + dH
Additions 4.dH − 2.M 2.dH 2.dH




Transformées en φ/φ−1 2.dH 0 0
Données stockées dH +N dH +N dH +N
Architectures par couches horizontales
XORs 2.dH − 2.M 2.dH − 2.M 2.dH − 2.M
Inversions de signe dH + dH dH + dH dH + dH
Additions 4.dH − 2.M 2.dH 2.dH




Transformées en φ/φ−1 2.dH 0 0
Données stockées dH +N dH +N dH +N
Table 2.6: Nombre d’opérations nécessaires à la mise à jour de tous les nœuds par
itération
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évaluons ici la performance de ces architectures de décodage associées à certains
codes QC-LDPC afin de proposer des pistes architecturales pertinentes dans le cadre
d’un décodage conjoint.
2.2.4.1 Ordonnancement des calculs pour décodage de matrice de parité
Le décodage de codes QC-LDPC fait intervenir différentes stratégies de déco-
dage. L’ordonnancement des mises à jour suivant l’algorithme de propagation de
croyance par inondation correspond à l’ordonnancement défini par R.G. Gallager
dans sa thèse [11]. [52] fait référence à un ordonnancement par couches horizontales.
Ces deux types d’ordonnancement ont été évalués en fonction de leur complexité
arithmétique de calcul. La matrice IEEE 802.16m de taille N = 2304 et de rende-
ment R = 1/2 a été sélectionnée pour évaluer ces deux types d’ordonnancements. La
mise à jour SPA est optimale pour le décodage d’équations de parité. Pour examiner
l’impact de la complexité de ces deux algorithmes, le nombre d’itérations a été fixé
afin d’atteindre un taux d’erreur binaire de 10−5 pour un SNR de 2 dB.
La performance de ce choix est représenté sur la Figure 2.9a. Le seuil de per-
formance recherché est de 18 itérations pour l’ordonnancement par inondation et 10
itérations pour l’ordonnancement par couches horizontales. L’ordonnancement par
couches horizontales converge donc deux fois plus rapidement que l’ordonnancement
par inondation, ce que confirme [83]. Le diagramme en toile d’araignée introduit
dans la section 2.1.3 est utilisé ici pour comparer l’impact de l’ordonnancement sur
la complexité totale de l’algorithme à performance équivalente. La Figure 2.9b
compare ces complexités architecturales. La rapidité de convergence de l’ordonnan-
cement par couches horizontales compense le surcoût engendré par l’algorithme en
couches horizontales et réduit le nombre de requêtes mémoires. La mise à jour par
couches horizontales permet de préserver les ressources matérielles à performance
constante.
2.2.4.2 Choix de mise à jour de parité
La section 2.2.1 fait état de différents algorithmes de mise à jour. Dans cette
partie, le choix entre ces algorithmes est étudié uniquement en termes de perfor-
mances. L’architecture de décodage par couches horizontales a été privilégiée pour
cette comparaison. Différents paramètres ont été testés pour la mise à jour NMS. Le
code QC-LDPC sélectionné correspond à la matrice IEEE 802.11n de taille N = 648
et de rendement R = 1/2. La Figure 2.10 résume les performances de décodage
entre les mises à jour SPA, MS et différents paramètres de mise à jour NMS.
Les performances de décodage sont grandement améliorées par le choix d’une
mise à jour suivant le NMS. Le facteur d’échelonnage de l’algorithme NMS 0.80 est
le plus prometteur sur la Figure 2.10. Cependant, ce choix modifie la complexité de
calcul. Il engendre une approximation et un nombre d’additions équivalent qui va-
rient en fonction de la quantification du signal. La Table 2.7 résume ces approches.
La Table 2.7 montre l’impact de la quantification des messages sur la complexité
de décodage. Pour tester le choix de facteur 0.80, l’algorithme H-LBP avec la mise
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  Comparaison de performances - Matrice 802.16m - N=2304 - R=1/2
 
 
  BER - Algorithme BP SPA (virgule Fixe) - 18 itérations






















(SISO, CNU) (en bits)
Algorithme BP SPA 
(virgule Fixe) - 18 
itérations
Algorithme H-LBP SPA 
(virgule Fixe) - 10 
itérations
(b)
Figure 2.9: Complexité (b) de décodage à performance comparable (a) pour les
algorithmes de propagation de croyance par inondation et par couches horizontales
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  Algorithme H-LBP SPA (virgule flottante)
  Algorithme H-LBP NMS (0.70) (virgule flottante)
  Algorithme H-LBP NMS (0.75) (virgule flottante)
  Algorithme H-LBP NMS (0.80) (virgule flottante)
  Algorithme H-LBP NMS (0.85) (virgule flottante)
  Algorithme H-LBP NMS (0.90) (virgule flottante)
  Algorithme H-LBP MS (virgule flottante)
Figure 2.10: Performances de décodage de plusieurs algorithmes de mise à jour
appliqués à la matrice IEEE 802.11n N = 648 R = 1/2 pour un ordonnancement










Qx.1 1 0.5 0
Qx.2 3 0.75 1
Qx.3 6 0.75 1
Qx.4 13 0.8125 2
Qx.5 26 0.8125 2
Qx.6 51 0.769 3
Qx.7 102 0.769 3
Qx.8 205 0.8008 4
Table 2.7: Complexité d’échelonnage en fonction de la quantification et du facteur
sélectionné
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à jour NMS a été testé sur une architecture de décodage à virgule fixe avec une
quantification de l’information du canal sur Q4.1 et sur l’information interne de
Q5.6. De ce fait, les approximations 0.75 et 0.8125 ont été testées. Pour cela, le
nombre d’itérations a été fixé afin d’atteindre un BER de 10−5 pour un SNR de
2 dB. Dans ce cas d’usage, le facteur 0.8125 converge une itération plus tôt sur la
matrice QC-LDPC du standard IEEE 802.16m pour N = 2304 et R = 1/2. La
performance équivalente est montrée sur la Figure 2.11. Ces simulations montrent
























(SISO, CNU) (en bits)
Algorithme H-LBP NMS(0,75) 






Figure 2.11: Complexité de décodage suivant un facteur d’échelonnage pour le
décodage de code QC-LDPC
Dans ces conditions, bien que la multiplication scalaire avec le facteur 0.8125
coûte une addition supplémentaire, soit un surcoût total de 1.2.106 portes, le gain
d’une itération permet de préserver 106 portes logiques sur l’ensemble du décodage.
La Table 2.8 résume ces gains. L’empreinte de ces algorithmes est visualisée sur la
Figure 2.12. Sur cette empreinte, le nombre de données mémorisées est uniquement
proportionnel au nombre d’itérations. Cette complexité est donc plus favorable pour
le facteur 0.8125. La complexité logique est quant à elle complètement compensée
par le gain d’une itération. Cette étude montre donc que le choix d’un facteur
d’échelonnage plus complexe permet de réduire la complexité globale de décodage à
performance constante.
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  Comparaison de performances - Sélection de paramètre
 
 
  BER - Algorithme H-LBP NMS(0,75) (virgule flottante Q4.1) 12 itérations
  BER - Algorithme H-LBP NMS(0,8125) (virgule flottante Q4.1) 11 itérations
Figure 2.12: Performance de décodage suivant un facteur d’échelonnage pour le
décodage de code QC-LDPC
2.3 Architectures de décodage de treillis
Le décodeur BCJR est un algorithme de décodage appliqué aux codes en treillis
et présentant de bonnes performances BER appliqué aux turbocodes. Cette section
établit une architecture de décodage des codes représentés sur un treillis en fonction
des caractéristiques de ce treillis. Différentes variantes sont testées pour améliorer les
performances de décodage. La complexité globale est également évaluée au moyen
des métriques présentées dans la section 2.1.
2.3.1 Architecture des métriques de branche
La première étape consiste à calculer le coût de chaque branche γ(s, s′). Le coût
d’une branche est donné par la probabilité de transition Pr {Sk = s′, sk, pk|Sk−1 = s},
où sk représente les informations systématiques et pk les informations redondantes
concernant la transition k. Pour le décodage de codes LDPC, sk représente la va-
riable cn impliquée dans une équation spécifique em. Les éléments de sk et pk sont
considérés comme indépendants et identiquement répartis. La probabilité s’exprime
suivant la relation (2.22).














pik|Sk−1 = s, Sk = s′
} (2.22)
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Opérations Facteur 0.75 Facteur 0.8125
Complexité logique
Additions 2.3M (8%) 2.2M (7%)
Soustractions 6.7M (22%) 6.1M (20%)
Comparaisons 19.3M (64%) 17.7M (6%)
Multiplications
scalaires
1.9M (6%) 3.1M (10%)
Total de portes 30.2M (100%) 29.1M (96%)
Stockage mémoire
Stockage des CNU 3.2M (67%) 2.9M (61%)
Stockage externe 1.6M (33%) 1.4M (31%)
Stockage total 4.7M (100%) 4.3M (92%)
Table 2.8: Complexité logique et données mémorisées pour le décodage de la
matrice IEEE 802.16m de taille N = 2304 et de rendement R = 1/2
Le Log-Rapport de Vraisemblance attribué aux opérandes de la relation (2.22)








du canal. Dans le cadre de décodage itératif, une informa-
tion extrinsèque supplémentaire est adjointe aux informations systématiques et noté
Le (sk). Cet élément est détaillé à la fin de cette section.
Pour les algorithmes BCJR LogMAP et Max-LogMAP, le calcul des métriques
de branche correspond donc à l’addition de deux conditions sur l’information systé-
matique MBRsk(sk) et l’information de parité MBR
p
k(pk) de l’équation (2.23).
MBR
s,p
k (sk, pk) =
∑
i









Les conditions systématiques et redondantes de la métrique de branche sont
conditionnées par la transition d’état et indépendantes. Chaque association des in-
formations systématiques et redondantes est calculée séparément. La structure du
code permet d’associer ensuite les coûts des branches en fonction des états de tran-
sition.
Le délai de calcul des métriques de branche est conditionné par la hauteur de
l’arbre de calcul associé. Ce délai dépend du nombre d’opérandes et donc de la
structure du treillis. La Figure 2.13 propose un ordre de calcul pour le cas de
métriques de branche d’un code binaire sans parité (Figure 2.13a) et dans le cas
d’un code binaire avec une parité associée (Figure 2.13b).
La Table 2.9 détaille la complexité des architectures et leurs délais de propaga-
tion en fonction des caractéristiques des codes convolutifs. Cette étape se séquence
à travers des pipelines. Dans ce cas, les caractéristiques du code convolutif modifie







Figure 2.13: Architecture de calcul de métrique de branche dans le cas d’un code
binaire sans parité (a) et dans le cas d’un code binaire avec une parité (b)



























Additions 1 3 12





+ δDYN + 2.δ
2
+ δDYN + 3.δ
2
+
Table 2.9: Complexité et délai de propagation des métriques de branche pour
différents codes convolutifs
la latence de calcul mais pas le chemin critique.
2.3.2 Architecture des métriques cumulées
Le traitement des métriques cumulées nécessite de calculer successivement des
informations en suivant le treillis dans les sens Aller et Retour. Les opérations de
calcul des métriques sont équivalentes pour ces deux sens. Les Log-Rapports de
Vraisemblance relatifs aux métriques α et β (notées indépendamment MACact(s) dans
la suite) sont conditionnées par les métriques de branche précédemment détaillées
ainsi que par les métriques cumulées aux états passés (calcul de α) ou futurs (calcul
de β) notées MACpre(s′) dans la suite. Le calcul de ces métriques pour l’algorithme











Dans cette section, nous nous intéressons principalement à l’approximation du
calcul Max-LogMAP. Dans ce cas, cette opération consiste à effectuer successivement
2 (codes binaires) ou 4 (codes double-binaires) additions suivies d’opérations de
comparaison et de sélection. Le résultat obtenu est réinjecté pour le calcul de la
section suivante.
Pour un code binaire, ce calcul nécessite 3 opérations séquentielles pour obtenir
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(a)
(b)
Figure 2.14: Ordonnancement des calculs de métrique cumulée dans l’ordre ACS
(a) et CSA (b)
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Opérations Technique ACS Technique CSA




















CS + δM ) +
δ2CS + δM
Table 2.10: Coût du calcul des métriques cumulées en fonction de l’ordre des opé-
rations
le résultat. Cet ordre correspond à une suite d’additions, de comparaisons et de
sélections connue comme une méthode ACS (Addition Comparison Selection) [84].
Cet ordre de calcul représente un chemin critique pour une architecture de décodage
rapide. En effet, le résultat de cet opération est nécessaire au calcul de la métrique
cumulée suivante. De ce fait, le délai de propagation ne peut être réduit ni par
parallélisme de calcul, ni par séquencement des étapes de calcul.
L’ordre des opérations CSA (Comparison Selection Addition) [85] suppose de dif-
férer l’étape de comparaison de l’information afin de réduire ce chemin critique. Les
étapes de comparaisons et d’additions sont effectuées au même instant, comme indi-
qué sur la Figure 2.14b. Cependant, cet ordre double la complexité de l’étape [86].
La Table 2.10 résume l’impact des deux architectures schématisées sur la Fi-
gure 2.14a et la Figure 2.14b.
En ayant préalablement calculé le coût des métriques de branche, la complexité
du calcul des métriques cumulées est fonction du nombre d’informations systéma-
tiques du code. Le nombre d’états du code n’intervient pas dans le délai de propa-
gation du calcul des métriques cumulées.
L’ordre de calcul ACS est majoritairement utilisé par les architectures de cal-
cul de décodage double-binaire. [87] et [88] favorisent l’ordre de calcul ACS pour
des architectures de décodage de codes double-binaire (IEEE 802.16m). [89] utilise
un ordre de calcul proche de la métrique CSA pour le décodage de codes double-
binaire et adapte cette architecture pour un décodeur LogMAP. Cette architecture
est ensuite reprise par [90]. [91] et [70] utilise l’odre ACS pour des architectures de
décodage de codes simple binaire. [86] favorise l’ordre CSA pour un code convolutif
simple binaire.
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2.3.3 Architecture de la décision et de l’information extrinsèque
Les métriques cumulées et les métriques de branche sont utilisées pour calculer
l’information de décision finale et l’information extrinsèque associée à l’étape de
décodage. Le calcul de la décision a posteriori La (sk) suit l’équation (2.25).


















Cette approche est réalisée en trois phases. Une première étape consiste à calculer
toutes les métriques de chemin DECik(s) conditionnées à l’information systématique
du treillis sk = i et à un état s (2.26).
DECik(s) = αk−1(s) + γk(s, s
′) + βk(s
′) (2.26)
Lors du parcours du treillis dans le sens Retour, la métrique cumulée αk−1(s) est
contenue dans une mémoire écrite à la manière d’une LIFO. Avec une architecture
de calcul CSA, la métrique (γk(s, s′) + βk(s′)) est calculée dans l’étape précédente. Il
suffit alors de structurer l’architecture de décodage suivant l’état s. Lors du parcours
du treillis dans le sens Aller, la somme (αk−1(s) + γk(s, s′)) est déjà accessible pour
le calcul des métriques cumulées αk(s′). Il suffit dès lors de structurer l’architecture
suivant l’état s′. L’équation (2.26) se généralise suivant (2.27), où MBRsk,pkk (i, pi) se
réfère à la métrique pré calculée et MACFIFOk (s) à la métrique cumulée de l’état s à la
section k et stockée. La Figure 2.15 affiche alors le chemin le plus court pour cette












Figure 2.15: Première étape de calcul de la décision et du calcul de l’information
extrinsèque
Le type de treillis n’entraîne pas de modification de l’ordonnancement de ces
étapes ni de différence de délai de propagation.
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Les opérateurs max et max ∗ sont des opérateurs associatifs et commutatifs.
De ce fait, l’architecture de décodage définie dans la section 2.1.2 s’applique à cet
opérateur. L’architecture choisie consiste à regrouper les états consécutifs. Pour un





























La complexité de cette étape de calcul est proportionnelle au nombre d’états S
et au cardinal de A. La délai de propagation de cette étape est proportionnelle à
log2(S). Le cardinal de A n’entre pas en compte sur ce délai lors de cette phase
de calcul. En effet cette opération se parallélise en fonction des éléments systéma-
tiques. Pour un treillis à 2 états, seule une étape de comparaison et de sélection est
nécessaire, ce qui entraîne une latence de 2 cycles d’horloge. Pour un treillis à 16
états, une architecture parallélisée requiert 15 comparaisons et sélections organisée
avec une latence de 8 cycles d’horloge. L’arbre de calcul de l’opération max pour
un treillis à 8 états est représenté sur la Figure 2.16. Cette étape permet d’établir
la log-probabilité de l’élément i connaissant l’ensemble du treillis.
La dernière phase consiste à retrouver les Log-Rapports de Vraisemblance des
éléments systématiques et à en extraire une information extrinsèque.
L’information extrinsèque représente l’ensemble de l’information extraite par le
décodage du treillis. En d’autres termes, elle représente la valeur (2.30). Par rapport
aux données architecturales, cette équation équivaut à l’opération (2.31)






Pr {ck = i|yk}

 (2.30)
Le,out,i (sk) = L
a,i (sk)− MBRskk (i) (2.31)
Dans le cas de codes convolutifs binaires, il est plus intéressant de stocker le
Log-Rapport de Vraisemblance plutôt que les Log-Vraisemblances. Cette étape né-
cessite donc une étape de calcul supplémentaire en fonction du cardinal de A. La
Figure 2.17 représente cette dernière étape dans le cas d’un treillis binaire (Fi-
gure 2.17a) et d’un treillis double-binaire (Figure 2.17b).
Au final, l’étape de décision et ses coûts sont représentés dans la Table 2.11, qui
résume la complexité affectée au traitement d’une section de treillis pour un code
binaire à 2 et 8 états et pour un code double-binaire à 8 états.
La complexité de l’architecture globale de décodage reprend les données de ce
tableau. Il est à noter que la complexité de décodage globale est proportionnelle à
la taille du treillis K pour un code à un seul treillis ou de la somme des tailles de
treillis Tl sur une itération notée TIt pour les turbocodes et autre codes parallèles.
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Figure 2.16: Seconde étape de calcul de la décision et du calcul de l’information
extrinsèque pour code à 8 états
2.3.4 Choix algorithmiques et compromis complexité/performance
2.3.4.1 Échelonnage de l’information et impact sur les performances de
décodage
Afin d’améliorer les performances de décodage de l’algorithme Max-LogMAP
appliqué sur les turbocodes, un facteur d’échelonnage fZ est couramment appliqué
sur les sorties extrinsèques. L’échelonnage de l’information extrinsèque est alors
contraint au nombre d’itérations. Afin d’éviter une complexité trop importante, ces




0.5 si it < 2
0.75 si 2 ≤ it < 6
1 sinon
(2.32)
La complexité due à ces facteurs correspond à des déplacements de la dynamique
de l’information extrinsèque (facteurs 0.25, 0.5) où à une addition supplémentaire
(facteur 0.75). Ce type d’échelonnage a été testé sur un code binaire à 8 états (Stan-
dards 3GPP LTE) de longueur K = 256 et de rendement R = 1/3. La Figure 2.18a
fait état de l’amélioration de performance entre le décodage sans échelonnage de l’in-
formation et l’algorithme LogMAP, avec 8 itérations. Cette échelonnage a également











Figure 2.17: Dernière étape de calcul de la décision et du calcul de l’information















Additions 7 19 38
Soustractions 7 19 38
Comparaisons 2 14 32
Multiplexeurs 2 14 32
Table 2.11: Coût du calcul de la décision suivant les codes convolutifs
été testé sur un MCS turbocode double-binaire IEEE 802.16m de taille K = 144 et
de rendement R = 1/3. Les mêmes algorithmes et les mêmes facteurs d’échelonnage
ont été appliqués. L’amélioration de performance est notable sur ce cas également.
Au final, le facteur d’échelonnage permet d’améliorer le décodage de 0.15 dB dans
chaque cas de décodage.
2.3.4.2 Décodage suivant le Radix des codes convolutifs
Le chapitre 1 fait état de la transformation en treillis de codes convolutifs bi-
naire suivant la technique Radix-4. Cette technique permet d’appliquer un déco-
dage LogMAP ou Max-LogMAP double-binaire sur un treillis de taille deux fois
réduite. Cette technique est intéressante pour le décodage conjoint de codes simple
et double-binaire. Dans cette section, on se propose de comparer le rapport entre
ces deux approches sur un turbocode binaire du standard 3GPP LTE.
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  Facteur d'échelonnage pour turbocode binaire - LTE - N=256 - R=1/3
 
 
  BER - Algorithme LogMAP
  BER - Algorithme MaxLogMAP sans échelonnage
  BER - Algorithme MaxLogMAP avec échelonnage
(a)














  Facteur d'échelonnage pour turbocode - 802.16m - N=144 - R=1/3
 
 
  BER - Algorithme LogMAP
  BER - Algorithme MaxLogMAP sans échelonnage
  BER - Algorithme MaxLogMAP avec échelonnage
(b)
Figure 2.18: Échelonnage de l’information extrinsèque pour le décodage d’un code
simple binaire (a) et double-binaire (b)
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La transformation en treillis Radix-4 n’entraîne pas de différences entre le cal-
cul des opérateurs. Ceci est confirmé pour le cas du décodage d’un mot de code
de taille K = 256 et de rendement R = 1/3 sur la Figure 2.19. Une architecture
correctement conçue n’entraîne pas de différence de performances entre les deux al-
gorithmes de décodage. Le diagramme en toile d’araignée de la Figure 2.20 indique
dans ce cas un doublement des opérations d’additions et de soustractions qui n’est
pas compensé par la réduction de la taille du treillis.














  Comparaison de performances - mot de code LTE - N=256 - R=1/3
 
 
  BER - Algorithme MaxLogMAP - Radix 2 (virgule Fixe) - 8 itérations
  BER - Algorithme MaxLogMAP - Radix 4 (virgule Fixe) - 8 itérations
Figure 2.19: Impact de la transformation Radix-4 sur les performances de décodage
avec l’algorithme Max-LogMAP
La technique de Radix-4 est intéressante pour réduire la latence de décodage
du mot de code. Ceci implique cependant de pouvoir transformer le treillis du code
convolutifs en un treillis double-binaire.
2.4 Étude comparée des codes correcteurs et de leurs
algorithmes de décodage
Une architecture de décodage générique et flexible implantée sur une cible non
reconfigurable doit vérifier une forte mutualisation des ressources matérielles. Cette
section vise à sélectionner les algorithmes pouvant être intégrés sur une seule et
même cible pour le décodage de codes présélectionnés. Pour cela, les codes correc-
teurs d’erreurs avancés sont comparés à performance équivalente en fonction des
algorithmes de décodage présentés dans les sections 2.2 et 2.3.





















(SISO, CNU) (en bits)
Algorithme MaxLogMAP -
Radix 2 (virgule Fixe) - 8 
itérations
Algorithme MaxLogMAP 
- Radix 4 (virgule Fixe) - 8 
itérations
Figure 2.20: Impact de la transformation Radix-4 sur la complexité de décodage
avec l’algorithme Max-LogMAP
2.4.1 Rapport complexité/performance pour des codes équivalents
Les sections précédentes ont établi des métriques de complexité communes pour
caractériser des algorithmes de décodage d’un point de vue matériel, tout en évitant
de cibler une technologie particulière. La représentation à partir des diagrammes en
toile d’araignée, développée dans la section 2.1.3 permet d’évaluer cette complexité
à partir d’une représentation visuelle, en incluant les principaux opérateurs com-
plexes et les requêtes mémoires. Cette complexité peut être normalisée par rapport
à un seuil de performance fixé sur différentes stratégies de décodage. Dans cette
partie, on cherche à caractériser et à sélectionner des choix algorithmiques pour une
structure de décodage conjointe, de sorte que les ressources matérielles soient les
plus réutilisées possible. Pour définir cet algorithme d’un point de vue complexité,
il est nécessaire de sélectionner des codes équivalents et de représenter leurs coûts
de décodage pour une performance fixée. Deux codes sont considérés comme équi-
valent si ils partagent la même taille de bloc et le même rendement. Le standard
IEEE 802.16m favorise des codes LDPC et des turbocodes pour de mêmes profils
d’usage. Parmi ceux-ci, il existe une matrice QC-LDPC et un turbocode double-
binaire de rendement R = 1/2 et de taille de bloc N = 576. Dans un premier temps,
on repère leurs caractéristiques de décodage à une performance équivalente. D’après
les études de complexité réalisées dans la section 2.2.4, l’algorithme NMS de facteur
0.8125 avec un ordonnancement H-LBP est un algorithme performant en termes de
décodage et de rapport de complexité. Pour un seuil de fonctionnement BER fixé à
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10−4 pour 3 dB, cet algorithme requiert 6 itérations de décodage. De ce fait, il est
intéressant de vérifier la complexité de calcul associé à cet algorithme sur ce code à
6 itérations.
L’étude de complexité réalisée sur les codes en treillis de la section 2.3.4 montre
que l’algorithme Max-LogMAP avec échelonnage de l’information extrinsèque est
performant sur ce type de code. Le même seuil de performance est atteint pour
2 itérations de décodage. Ces paramètres sont donc sélectionnés pour une étude
comparative entre ces deux choix de décodage.
Les performances de décodage associées à ces deux choix de décodage sont re-
présentées sur la Figure 2.21a. Ces performances vérifient bien les propriétés re-
cherchées. La Figure 2.21b prend en compte la complexité de calcul nécessaire à
l’obtention de ces performances. Les empreintes de décodage de ces algorithmes ne
sont cependant pas équivalentes. L’algorithme de calcul Max-logMAP nécessite de
nombreuses opérations d’additions tandis que l’algorithme H-LBP avec mise à jour
NMS favorise une complexité de comparaison de signaux. Les requêtes mémoires
sont également plus nombreuses pour le décodage du turbocode principalement dû
à un nombre d’itérations plus important pour ce type d’algorithme. La complexité
de ces algorithmes montre donc un faible potentiel de mutualisation des ressources
matérielles de décodage bien que ces codes soient équivalents. D’autres algorithmes
doivent donc être étudiés pour améliorer cette mutualisation.
2.4.2 Algorithme de propagation de croyance appliqué aux turbo-
codes
Les algorithmes de calcul suivant la propagation de croyances ont été étudiés
pour décoder les codes convolutifs constituant les turbocodes. [92] étudie le turbo-
code double-binaire du standard IEEE 802.16e. Il reconstitue ainsi une matrice de
parité pour un mot de code de K bit avec une matrice de parité de taille K × 2.K.
La matrice de parité obtenue est irrégulière de degré de parité variant de 7 à 10 et
de degré de variable variant de 3 à 6. [92] développe un algorithme proche de l’al-
gorithme BP pour décoder le code convolutif associé. Cependant, les performances
sont dégradées de 2 à 3 dB par rapport à un algorithme Max-LogMAP classique.
De plus la matrice obtenue comporte de nombreux cycles courts qui réduisent les
performances de décodage. La matrice n’est pas de type QC-LDPC. De ce fait, le
parallélisme induit par ce type de code n’est pas applicable pour le décodage de
cette structure. Pour ces raisons, cette piste n’est pas étudiée plus en détail dans ce
document.
2.4.3 Algorithme BCJR appliqué aux codes LDPC
[93] et [94] représentent les codes LDPC sous la forme de treillis. Dans ce cas,
les équations de parité correspondent à une succession de M treillis à deux états
de longueur variable dc. Il n’y a pas de parité associée à une section de treillis. Les
algorithmes LogMAP et Max-LogMAP sont donc applicables comme une technique
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  Code QC-LDPC - H-LBP / NMS(0,8125) - 6 itérations

































Figure 2.21: Comparaison de la complexité (b) de deux codes de taille N = 576
et de rendement R = 1/2 à performances équivalentes (a)
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de mise à jour des nœuds de parité à l’instar des algorithmes SPA et MS.
L’ensemble des contraintes de parité associées à une matrice LDPC est équivalent






La complexité relative à une itération revient à réutiliser les relations fournies
par la Table 2.11.
Cependant, l’usage classique de l’échelonnage n’est pas efficace avec un algo-
rithme BCJR sur le décodage des équations de parité d’un code LDPC. En effet,
l’information de décision nécessite d’être réutilisée par le décodeur suivant, tandis
que l’information extrinsèque en sortie du cœur de décodage SISO donne une in-
formation extrinsèque sur l’itération, qui doit être retranchée à l’itération suivante.
De ce fait, échelonner cette information revient à réduire le facteur limitant l’auto-
confirmation, ce qui entraîne des auto-confirmations évoluant d’itération en itéra-
tion. Cet échelonnage a été testé sur une matrice du standard IEEE 802.11n de taille
N = 648 et de rendement R = 1/2. La Figure 2.22 montre l’impact itération par
itération d’un échelonnage de l’information extrinsèque basé sur l’échelonnage tur-
bocode (2.32). L’échelonnage a été dimensionné suivant la rapidité de convergence
du code LDPC (pour un décodage H-LBP Min-Sum) en fonction de l’échelonnage
(2.34).













  Comparaison de performances - Matrice 802.16m - N = 2304 - R=1/2
 
 
  Algorithme MaxLogMAP (1 itération)
  Algorithme MaxLogMAP (6 itérations)
  Algorithme MaxLogMAP (7 itérations)
  Algorithme MaxLogMAP (12 itérations)
  Algorithme MaxLogMAP (13 itérations)
  Algorithme MaxLogMAP (30 itérations)
  Algorithme H-LBP - SPA (30 itérations)
  Algorithme H-LBP -  MS (30 itérations)
Figure 2.22: Application de l’échelonnage de l’information extrinsèque avec les
facteurs courants du décodage turbocode appliqué au décodage d’un code QC-LDPC




0.25 si it < 2
0.5 si 2 ≤ it < 6
0.75 si 6 ≤ it < 12
1 sinon
(2.34)
En définitive, la méthode d’échelonnage courante du décodage turbocode ne
doit pas être effectuée uniquement sur l’information extrinsèque mais également sur
l’information de décision, qui est reprise lors du décodage.
Cette normalisation s’effectue sur le dernier bloc de décision. Il suffit alors d’in-
corporer un facteur de normalisation fΛ sur la décision finale et de poser fΛ = f
−1
Z .
Dans ce cas, l’échelonnage permet d’approcher les performances de décodage at-
teintes par les algorithmes H-LBP NMS avec les facteurs fΛ. La relation (2.35)
donne les couples utilisés dans l’expérimentation de cette architecture de décodage.
fΛ = 0.75 ⇔ fZ = 4/3
fΛ = 0.80 ⇔ fZ = 1.25 (2.35)
La Figure 2.23 montre l’impact de l’échelonnage de l’information de décision
et extrinsèque sur une matrice LDPC du standard IEEE 802.11n de taille N = 648
et de rendement R = 1/2. Sur ces courbes, on remarque également que les facteurs
d’échelonnage attribués au décodage turbocode ne sont pas aussi performants que
de sélectionner des échelonnages indépendants du nombre d’itérations.














  Echelonnage appliqué au décodage de code LDPC
 
 
  H-LBP SPA
  H-LBP NMS(0.75)
  H-LBP NMS(0.81)
  H-LBP MaxLogMAP Z(0.75)
  H-LBP MaxLogMAP Z(0.81)
  H-LBP MaxLogMAP Z classique
  H-LBP  MS
Figure 2.23: Étude de l’échelonnage statique de l’information extrinsèque pour le
décodage du code LDPC IEEE 802.11n de taille N = 648 et de rendement R = 1/2
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2.4.4 Rapport complexité/performance avec algorithmes équiva-
lents
Le choix entre différentes stratégies de codage (turbocode ou LDPC) peut être
envisagé d’un point de vue de la performance de ces codes suivant le type de propa-
gation ou en fonction de leur rapport de complexité. Dans cette section, on propose
d’observer deux codes de caractéristiques de codage équivalent, soit des rendements
et des tailles de codes équivalents. Cette caractéristique est obtenue par exemple par
deux MCS du standard IEEE 802.16m qui définit aussi bien un codage turbocode
ou un codage QC-LDPC.
Pour établir un rapport de performance, il suffit de fixer les caractéristiques de
codage de rendement R = 1/2 et de taille de bloc N = 1920. Pour ce type de code,
il existe deux MCS du standard IEEE 802.16m dont l’un privilégie un turbocode
et l’autre un code QC-LDPC. Bien que le terme d’itérations n’aie aucune signifi-
cation pour comparer ces deux stratégies de codage, on propose de fixer le nombre
d’itérations nécessaires pour obtenir des performances équivalentes et d’en extraire
la complexité de décodage pour ces deux types de codes. Les algorithmes de calcul
utilisés sont un algorithme de calcul H-LBP avec mises à jour Max-LogMAP pour
les codes QC-LDPC et un algorithme Max-LogMAP pour le turbocode. Pour ce cas
d’usage, le BER est fixé à 3.10−5 pour un SNR de 2 dB. Le nombre d’itérations
turbocode est fixé à 4 tandis que 11 itérations des codes QC-LDPC sont nécessaires.
La Figure 2.24 montre la performance de décodage pour ces deux codes. Le dia-
gramme en toile d’araignée associé représenté sur la Figure 2.25 montre l’impact
de la complexité de calcul pour une quantification sur 6 bits (Q5.1). Le diagramme
représente la complexité de calcul normalisée par nombre de porte.
2.5 Conclusion
Les algorithmes de calcul des mises à jour de codes correcteurs d’erreurs se ca-
ractérisent par l’utilisation de plusieurs opérateurs logiques. Ce chapitre présente
une étude de la complexité et du temps de calcul de plusieurs algorithmes de dé-
codage en fonction de critères architecturaux. Tout en évitant de sélectionner une
technologie de décodage particulière, ce chapitre propose une représentation gra-
phique de la complexité architecturale et permet d’élaborer des critères de décision
sur un algorithme ou un paramètre en fonction de sa complexité littérale ou en fonc-
tion de sa complexité matérielle. Cet outil a ensuite été réutilisé pour sélectionner
un algorithme de décodage permettant de décoder deux codes distincts avec deux
algorithmes différents de façon à obtenir des performances équivalentes.
Cette étude met en évidence le choix de décodage de codes QC-LDPC suivant
l’algorithme de propagation de croyance avec ordonnancement horizontal et déco-
dage en treillis avec un facteur d’échelonnage. Ce choix algorithmique permet à deux
codes QC-LDPC et turbocode d’utiliser le même type d’opérateurs et de ressources.
Le choix de cet algorithme permet alors de mutualiser efficacement les ressources
matérielles pour le décodage de codes QC-LDPC et de turbocodes. Cependant, pour
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  Performances de codes distincts (N=1920 / R = 1/2)
 
 
  BER - Code LDPC - 11 itérations
  BER - Turbocode -  4 itérations
Figure 2.24: Performance de décodage pour des codes équivalents avec un algo-






















(SISO, CNU) (en bits)
Code LDPC - 802.16m - 11 
itérations
Code TC - 802.16m - 4 
itérations
Figure 2.25: Complexité de décodage pour des codes équivalents avec un algo-
rithme de mise à jour équivalent (BCJR)
arriver à une mutualisation efficace, les codes QC-LDPC doivent être étudiés afin
d’établir une structure en treillis avec un entrelaceur simple, et la structure de dé-




Généralisation de treillis pour un
décodage conjoint
Le chapitre 2 analyse la pertinence de la sélection d’un algorithme
BCJR pour décoder conjointement des codes QC-LDPC et des tur-
bocodes. Dans ce chapitre, on s’intéresse à la forme de ces différents
codes afin d’établir une représentation en treillis commune. Cette re-
présentation offre le double avantage de permettre la mutualisation
de certains blocs de calculs ainsi que d’offrir une stratégie commune
d’ordonnancement sur une itération de décodage.
Dans un premier temps, les treillis associés aux turbocodes sont
étudiés pour en extraire une représentation commune. Une structure
de treillis générique y est étudiée et les codes constituant les turbo-
codes y sont classifiés en fonction de ce type de représentation. Dans
un second temps, une étude des codes QC-LDPC est effectuée afin
de faire correspondre à une matrice QC-LDPC un treillis équivalent
en définissant dans ce cas les fonctions d’entrelacement. Dans un
troisième temps, les treillis associés aux deux types de codes seront
détaillés en fonction des caractéristiques de calcul d’un algorithme
BCJR. Ainsi, cette partie utilise les caractéristiques d’ordonnance-
ment de treillis et étudie les propriétés des entrelaceurs pour extraire
un parallélisme de calcul pour chaque code. Enfin, l’ordre de calcul
des opérations associées au décodage QC-LDPC est étudié en prenant
en compte les contraintes matérielles de décodage pour améliorer les
débits de décodage sur ce type de structure.
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3.1 Désentrelacement des transitions de sections de treil-
lis des codes convolutifs
Il faut retenir du chapitre 2 que l’adaptation de l’algorithme BCJR au décodage
de turbocodes et de codes QC-LDPC présente un bon rapport entre les performances
de décodage et sa complexité. Cependant, afin de favoriser la mutualisation de déco-
dage, il convient de revoir l’architecture même des treillis turbocodes et LDPC pour
obtenir un degré de mutualisation important. L’étude des treillis permet de favoriser
la mutualisation des ressources de calcul pour une architecture commune. Les treillis
associés aux codes constituants RSC binaires et double-binaires des turbocodes sont
abordés dans cette section pour répondre à cette problématique.
3.1.1 Représentation d’une section de treillis générique à deux
états
L’algorithme BCJR classique s’articule à partir d’une représentation en treil-
lis. Ce treillis trace les contraintes des codes et souligne l’architecture de certaines
opérations.
Cette partie propose de reprendre les éléments des codes convolutifs afin de les
décortiquer en éléments les plus indépendants possibles. Pour cela, on propose de
définir une structure de treillis à deux états dont toutes les transitions associées à
un élément systématique sk = i engendrent le même élément de parité pik. De ce fait
l’information de parité est identique sur chaque chemin engendré par l’information
systématique sk = i. Cette propriété est vérifiée par exemple pour des treillis à deux
états sans information de parité. Nous proposons dans un premier temps d’étendre
cette représentation sans fixer ni les états initiaux, ni les états finaux. De ce fait, on
définit un couple d’états initiaux {S0in, S1in} et on suppose qu’il existe uniquement
deux configurations systématiques/parités {sk = 0, p0k} et {sk = 1, p1k} entraînant
des transitions de treillis menant à deux états finaux {S0out, S1out}.
Au niveau du décodage, la mise à jour des métriques cumulées ne fait appel qu’à
deux métriques de branches notées alors MBRs,pk (i, pi).
Figure 3.1: Représentation d’une section de treillis générique à deux états
La Figure 3.1 représente cette section de treillis générique à deux états. Cette
structure permet de généraliser une architecture de calcul des métriques cumulées
en regroupant les opérations par sous-groupes de deux états pour le décodage de
codes spécifiques. Il reste encore à déterminer les codes constituant les turbocodes
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pour lesquels cette représentation s’applique et à étudier les codes QC-LDPC pour
établir une représentation commune.
3.1.2 Découpe des codes RSC binaires
Les turbocodes standardisés font appel à des codes convolutifs récursifs. Dans
cette partie, la forme de ces codes est étudiée pour une représentation sur une struc-
ture de treillis générique. La proposition 3.1.1 est une condition suffisante permettant
aux codes constituant les turbocodes d’être décrits sous forme de sections de treillis
générique à deux états.
Proposition 3.1.1. Un code RSC binaire à S = 2ν états définit S2 groupes de
transitions indépendantes partageant uniquement deux configurations de métriques
de branche si :
1. L’information systématique courante n’influence que la valeur de la première
mémoire à l’instant k.
2. L’information de parité résultante prend en compte la valeur de la dernière
mémoire.
Démonstration. Les codes RSC sont définis par un ensemble de n fonctions de trans-
fert H(z) (3.1) dont chaque polynôme numérateur Gi(z) et le polynôme dénomina-


















On suppose que le treillis est initialisé à l’état S0in. Les blocs mémoires du code
convolutif associé prennent alors les valeurs binaires {Mk−11 ,Mk−12 , ...,Mk−1ν }2. Le
code envisagé étant un code récursif, la valeur de la rétroaction est notée Rk. La
formule (3.3) permet de définir les informations de parité.






D’après la condition 1 de la proposition 3.1.1, l’information systématique n’in-
fluence que la première mémoire Mk1 . De ce fait, le système (3.4) caractérise l’état
de sortie Sout0 = {Mk1 ,Mk2 , ...,Mkν }2.

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L’information systématique sk permet d’établir les redondances avec la relation
(3.5).










Le système d’équations (3.6) caractérise alors l’état de sortie de la transition
Sout1 = {M ′k1,M ′k2, ...,M ′kν}.

M ′k1 = sk ⊕Rk = Mk1












Supposons qu’il existe un état initial Sin1 = {M ′′k−11 ,M ′′k−12 , ...,M ′′k−1ν } dont
l’information systématique sk conduise le système à l’état Sout0 = {Mk1 ,Mk2 , ...,Mkν }.
Nécessairement, l’état d’arrivée Sout0 vérifie (3.7).










La parité associée à cette transition correspond alors à la relation (3.8).






Comme les systèmes (3.4) et (3.7) sont équivalents, on en déduit (3.9).


sk ⊕Rk = sk ⊕R′′k








On déduit de la première équation du système (3.9) que R′′k = Rk. On déduit





k ⇔ giν = 1 (3.10)
Une démonstration similaire montre que S0in conduit à l’état S
1
out avec sk et
produit la parité p1. Les codes RCS binaires qui vérifient les conditions 1 et 2 de la
proposition 3.1.1 permettent bien une découpe en sections de treillis à deux états
généralisés représentée sur la Figure 3.1.








































































Figure 3.2: Diagramme en treillis du code convolutif 3GPP LTE en représentation
classique (a) et suivant une structure de treillis générique (b)
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La propriété 3.1.1 est vérifiée pour la plupart des codes convolutifs binaires
constituant les turbocodes binaires. Cette représentation est applicable aux stan-
dards UMTS [21], LTE [22], cdma2000 [23] ou CCSDS [20]. Le treillis du code
constituant le standard LTE est représenté sur la Figure 3.2a dans son arrange-
ment classique. La représentation du même code en désentrelaçant le treillis suivant
le treillis générique à deux états introduit à la section 3.1.1 amène à la structure de
treillis générique représentée sur la Figure 3.2b. Une section de treillis est alors
constituée d’un schéma de transitions uniformes suivi par une fonction d’entrela-
cement πs qui permet alors de réordonner les états pour la prochaine section de
treillis.
3.1.3 Généralisation aux cas double-binaires
La description du treillis sous la forme de sections de treillis génériques à deux
états permet de définir des éléments de base d’un treillis, à laquelle correspond
un bloc de calcul ACS ou CSA défini dans le chapitre 2. Cette description est
adaptée aux codes binaires. Les codes convolutifs non-binaires ne garantissent pas
ce genre de découpe a priori. Cependant, les codes double-binaires offrent des degrés
de parallélisme de treillis suivant une structure analogue.
Dans le cas d’un turbocode double-binaire, il faut considérer la valeur d’un
couple, et non d’une variable binaire. Si une valeur du couple (s1k, s
2
k) est tempo-
rairement fixée, comme par exemple l’élément s2k, le treillis double-binaire se scinde
















deux treillis binaires vérifient une structure de treillis générique à deux états, une
mutualisation des blocs de calculs ACS ou CSA est envisageable.
Proposition 3.1.2. Les codes constituant les turbocodes associés aux standards
IEEE 802.16m [17], DVB-RCS [24], DVB-RCT [25] et DVB-RCS2 [27] permettent
une description en treillis génériques à deux états.
Démonstration. Pour ces codes, si s2k est fixé, alors la variable s
1
k n’influence que
la première mémoire Mk1 . En effet, le système (3.11) décrit le passage d’un état au
suivant, où B(z) = ⊕νj=0gbj .zj le polynôme d’influence de la variable s2k.{
Mk1 = s
1
k ⊕ s2k ⊕Rk
∀m′ ∈ [[2; ν]], Mkm′ = Mk−1m′−1 ⊕ gbν .s2k
(3.11)

















M ′k0 = s
1
k ⊕ s2k ⊕Rk = Mk0
∀m′ ∈ [[2; ν[[ M ′km′ = Mk−1m′−1 ⊕ gbν .bk = Mkm′
(3.12)
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En fixant la valeur de la seconde information systématique s2k, on se retrouve avec
les conditions de deux treillis binaires superposés, dont chacun vérifie les propriétés
de la proposition 3.1.1.
Ce treillis se représente alors sur deux niveaux. Cette superposition implique
qu’une étape de calcul supplémentaire est nécessaire à chaque jonction de treillis,
afin de regrouper les états dédoublés. En effet, le calcul des métriques cumulées
fait intervenir non pas 2 mais 4 métriques de branche. Cette description permet de
hiérarchiser le calcul des métriques de branche pour optimiser la mutualisation des
ressources et de réduire les chemins entre les opérateurs.
Les codes constituant les turbocodes des standards IEEE 802.16m, DVB-RCS,
DVB-RCT, et DVB-RCS2 vérifient cette propriété. De ce fait, ils sont descriptibles
à travers une structure de treillis générique. Le code constituant le turbocode Ho-
mePlug AV [28] ne répond pas aux conditions de la proposition 3.1.1. Le treillis
classique de ce code est représenté sur la Figure 3.3a. Le treillis générique à deux
états s’exploite cependant sur ce code en fixant sur un premier niveau les couples






k). Ce niveau présente alors une structure de treillis uni-
forme tout comme pour les codes convolutifs binaires. Pour établir l’ensemble des
transitions, les deux autres valeurs de couple décrivent un second niveau de transi-
tions uniformes. La structure équivalente est reprise sur la Figure 3.3b. Cependant,
les deux niveaux de transitions imposent des doublons d’états qu’il convient de re-
grouper pour prendre en compte la caractéristique double-binaire du code. Cette
étape est représentée sur le schéma par un bloc grisé. La fonction d’entrelacement
πs permet de réorganiser les états du treillis pour la section suivante.
Dans cette partie, nous avons proposé une structure de treillis générique qui
s’adapte à l’ensemble des turbocodes répertoriés dans la Table 1.2 du chapitre 1.
3.2 Représentation en treillis des codes QC-LDPC
Une structure de treillis générique à deux états a été présentée dans la section
3.1. Celle-ci s’adapte à la majorité des treillis des codes constituant les turbocodes
courants. Dans cette section, nous réutilisons cette représentation pour définir dif-
férentes formes de treillis équivalents pour le décodage de codes QC-LDPC et nous
établissons la notion d’entrelacement pour ces structures.
3.2.1 Transformation en treillis d’une équation de parité
Afin de décrire un code QC-LDPC sous la forme de treillis, il est nécessaire de
caractériser le treillis associé à une équation de parité em fixée. Une équation de
parité se traduit par l’opération (3.13).
⊕
n∈Nm
cn = 0 (3.13)



























































































































Figure 3.3: Diagramme en treillis du code convolutif associé au standard Home-
Plug AV en représentation classique (a) et suivant une structure de treillis générique
(b)
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Les variables cn impliquées dans l’équation sont indicées par l’ensemble Nm de
cardinal dmc . Il est possible de lister ces éléments. On pose πm(k) une fonction qui
ordonne l’ensemble des indices Nm. De ce fait, cette fonction vérifie (3.14).
πm : [[0; d
m
c [[ → Nm
k 7→ n (3.14)
Dans ce cas, les opérations (3.13) et (3.15) sont équivalentes.
dmc −1⊕
k=0
cπm(k) = 0 (3.15)
On propose alors d’ordonner les étapes de calcul de l’équation de parité associée.
En appliquant un principe de récurrence, on pose une suite de dmc éléments notés




Sk+1 = Sk + cπm(k)
Sdmc = S0 = 0
(3.16)
Une équation de parité est caractérisée comme un code de type Repeat-Acumulate
(RA) dont le diagramme est représenté sur la Figure 3.4a. Ces codes sont repré-
sentés en treillis à deux états. On dénomme alors celui-ci treillis de contrainte de
parité. La Figure 3.4b fournie la représentation en treillis d’une équation de parité.
(a) (b)
Figure 3.4: Représentation d’un code Repeat Accumulate (a) et treillis associé à
une équation de parité (b)
Une équation de parité est donc représentée comme un treillis à deux états,
la fonction πm (3.14) permet d’associer les indices de variables aux sections de ce
treillis. Cette fonction est bijective et sa fonction réciproque notée π−1m définit dans
ce cas la fonction d’entrelacement.
3.2.2 Transformation en treillis d’un groupe d’équations indépen-
dantes
Le treillis de contrainte de parité est applicable sur tout type d’équation de
parité, et ainsi sur tout code LDPC. Les propriétés architecturales des codes LDPC
structurés comme les codes QC-LDPC permettent de faciliter le parallélisme de
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décodage, mais également de définir une structure en treillis adaptative. Les codes
QC-LDPC forment une concaténation parallèle de sous-codes Cm regroupant les
équations de parité dont l’indice est contenu dans l’ensemble [[m.z; (m+ 1).z[[. Cm
est un ensemble de z équations indépendantes de même degré de parité dmc . En
vertu de la relation explicitée dans la section 3.2.1, il existe une fonction bijective
πm reliant les indices n des variables cn de chaque équation em et leur place dans un
treillis à deux états k. Nous proposons de concaténer horizontalement l’ensemble de
ces treillis. La fonction πm désigne alors la relation entre la position d’une variable cn
sur le treillis équivalent noté alors treillis d’ensemble de contraintes indépendantes.
Cette fonction est caractérisée par la relation (3.17).
πm : [[0; z.dmc [[ →
⋃z−1
ζ=0Nm.z+ζ
κ 7→ πm(κ) (3.17)
L’indépendance des équations de Cm assure que les ensembles d’indices Nm.z+ζ
sont disjoints. La réunion des ensembles des indices de variables est de cardinal z.dmc .
La fonction πm s’exprime à l’aide de la fonction πm.z. Cette dernière est utilisée
comme fonction de référence pour caractériser l’ensemble du sous-code Cm. D’après
les propriétés des matrices identités circulantes, chaque équation eζ de Cm permet












La fonction d’entrelacement associée vérifie alors (3.19).










Chaque équation de parité est concaténée en série. La position des variables est
fournie par l’indice κ. À partir des éléments précédents, la fonction πm se caractérise
par (3.20).
πm(κ) = (πm.z(κ[dmc ])|z).z +
(




Cette fonction est inversible et la fonction réciproque associée πm−1 (3.21) re-
présente la fonction d’entrelacement associée au sous-code Cm.
πm−1(n) = π−1(κ)[dmc ]
(n) (3.21)
Figure 3.5: Représentation d’un treillis d’ensemble de contraintes indépendantes
lié au sous-code Cm
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La fonction πm permet de définir un treillis d’ensemble de contraintes indé-
pendantes lié au sous-code Cm correspondant à la mise bout à bout des treillis de
contrainte de parité. La Figure 3.5 présente les éléments de cette section et le
diagramme obtenu.
La fonction πm(κ) vérifie la propriété (3.22).
πm (κ+ dmc ) =
{










+ 1− z < 0
πm(κ) + 1− z sinon
(3.22)
Cette propriété rend possible le calcul itératif de la fonction d’entrelacement
associée.
3.2.3 Transformation en treillis à 2.b états d’un groupe d’équations
indépendantes
La section 3.2.2 propose la mise en série des treillis de contraintes lié au sous-code
Cm. Cette représentation permet alors de définir une longueur pour cette représen-
tation de z.dmc sections. Les équations de ce sous-groupe sont indépendantes. De
ce fait, chaque équation peut être traitée en parallèle par une architecture de déco-
dage. Dans cette section, on propose de traiter en parallèle b équations de parité,
avec b une valeur entière comprise entre 1 et z. Afin de visualiser ce parallélisme,
on propose de regrouper horizontalement les treillis de contrainte de parité en vé-
rifiant l’unicité des chemins d’accès et en repérant par b l’indice du treillis vertical
associé. À chaque indice de variable n correspond alors un emplacement horizontal
κ ainsi qu’un indice vertical b. Le treillis d’ensemble de contraintes indépendantes
présente alors la concaténation de ⌈z/b⌉ treillis de contraintes multiples. Dans cette




(κ, b) fournie la relation entre un indice de variable n et son
emplacement horizontal κ et son indice vertical b. Cette fonction se caractérise à
















(κ, b) permet de représenter le treillis d’ensemble de contraintes
indépendantes comme la concaténation de treillis de contraintes multiples dont on
note b le facteur de contrainte. La Figure 3.6 représente le diagramme obtenu. Il






3.2.4 Représentation d’un code QC-LDPC sous forme de treillis
La section 3.2.3 a mis en évidence la possibilité d’obtenir une fonction d’entrela-
cement spécifique à un sous-groupe d’équations indépendantes Cm tout en exploitant
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Figure 3.6: Représentation d’un treillis d’ensemble de contraintes indépendantes
avec un facteur de contrainte b
Figure 3.7: Représentation du treillis d’itération d’un code QC-LDPC
un degré de parallélisme b paramétrable. Dans cette section, on se propose d’obte-
nir une forme de treillis permettant de mettre à jour l’ensemble des équations de
parité d’une matrice QC-LDPC. Celui-ci est nommé treillis d’itération. Pour cela,
on définit une fonction d’adressage Π qui à un couple (κ, b) associe un indice de
variable n. La Figure 3.7 illustre ce treillis pour un code QC-LDPC. Dans cette
étude, la valeur de l’indice de parallélisme vertical b n’est pas spécifiée.
On propose d’ordonner les treillis obtenus dans la section précédente dans l’ordre
horizontal, ce qui implique d’opérer les jonctions des sous-groupes d’équations in-
dépendantes Cm dans l’ordre croissant. Avant d’établir cette étape, on propose de
noter Tml la longueur du treillis d’ensemble de contraintes indépendantes associé au












La fonction Π (3.26) détermine la relation entre une indice (κ, b) du treillis
d’itération et les positions des variables cn du mot de code.





(Tl(m) < κ), b) (3.26)
Toutes les contraintes de parité associées à une matrice QC-LDPC sont représen-
tées sur le treillis d’itération. Cette section a permis de définir une relation entre les
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différentes variables cn d’un mot de code QC-LDPC et leur position sur un treillis à
partir des paramètres de la matrice de parité du code. La longueur de celui-ci, noté
TIt, varie en fonction du facteur contrainte b et du code QC-LDPC. La Table 3.1
fournit les longueur de ces treillis pour les matrices du standard IEEE 802.11n en
fonction du facteur de contrainte b. Elle dépend alors principalement des degrés de
parité de la matrice de parité associée au code. Pour des matrices ayant un nombre
de nœuds dH du même ordre, les treillis d’itération sont du même ordre de gran-
















2/3 2376 616 352
3/4 2376 616 352





2/3 4752 1232 616
3/4 4752 1232 616





2/3 7128 1848 968
3/4 6885 1785 935
5/6 6399 1659 869
Table 3.1: Taille du treillis d’itération pour les matrices du standard IEEE 802.11n
en fonction du facteur de contrainte b
Cependant, chaque variable d’un code QC-LDPC est impliquée dans le calcul de
plusieurs équations de parité. De ce fait, la fonction d’adressage Π n’est pas bijective,
puisqu’à un indice n correspond exactement dnv couples distincts.
3.2.5 Transformation en treillis pour une matrice QC-LDPC
La fonction d’entrelacement associée à une matrice QC-LDPC dépend du facteur
d’expansion z, du facteur de contrainte b ainsi que des indices de permutation jm,n
associés à un sous-code Cm et à un groupe de variables compris dans l’ensemble
[[n.z; (n+ 1).z[[. Afin d’illustrer l’entrelacement d’un code QC-LDPC, on propose
d’étudier la matrice de parité associée au standard IEEE 802.11n de taille N = 648
et de rendement R = 1/2. Pour cette matrice, z = 27.
Pour cela, on étudie l’ordonnancement associé au groupe Cm pour m = 0. Les
éléments de l’ensemble Nm sont listés dans l’ordre croissant. Ainsi, la fonction (3.14)
définie dans la section 3.2.1 vérifie le système (3.27)
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

π0(0) = 0.z + j0,0 = 0
π0(1) = 4.z + j0,4 = 4.z + 0
π0(2) = 5.z + j0,5 = 5.z + 0
π0(3) = 8.z + j0,8 = 8.z + 0
π0(4) = 11.z + j0,11 = 11.z + 0
π0(5) = 12.z + j0,12 = 12.z + 1
π0(6) = 13.z + j0,13 = 13.z + 0
(3.27)
À partir de ce choix de liste, chaque fonction d’entrelacement πζ(k) définie par
(3.18) vérifie le système (3.28).
∀ζ ∈ [[0.z; 1.z[[

πζ(0) = 0.z + (j0,0 + ζ)[z] = ζ
πζ(1) = 4.z + (j0,4 + ζ)[z] = 4.z + ζ
πζ(2) = 5.z + (j0,5 + ζ)[z] = 5.z + ζ
πζ(3) = 8.z + (j0,8 + ζ)[z] = 8.z + ζ
πζ(4) = 11.z + (j0,11 + ζ)[z] = 11.z + ζ
πζ(5) = 12.z + (j0,12 + ζ)[z] = 12.z + (1 + ζ)[z]
πζ(6) = 13.z + (j0,13 + ζ)[z] = 13.z + ζ
(3.28)
On pose alors le facteur de contrainte b = 4. Dans ce cas, les correspondances
entre les indices de treillis (κ, b) et les indices du mot de code n sont obtenues
en regroupant les caractéristiques de la relation (3.28) en fonction des ζ adjacents.
Ainsi, avec z = 27, l’ensemble du sous-code constitue ⌈z/b⌉ = 7 treillis de contraintes
multiples. Le treillis d’ensemble de contraintes indépendantes de ce sous-code est
constitué de 7.d0c = 49 sections.







Π(κ, b) = π4.ζ+b((κ)[d0c ]) (3.29)
Les premières sections du treillis d’ensemble de contraintes indépendantes sont
illustrées sur la Figure 3.8. Le principe de transformation doit être appliqué pour
tous les sous-codes Cm. On obtient alors le treillis d’itération lié à cette matrice.
3.3 Ordonnancement des mises à jour des treillis
Les sections 3.1 et 3.2 présentent respectivement une structure de treillis adaptée
aux turbocodes et aux codes QC-LDPC pour une application de l’algorithme BCJR.
Cette section étudie l’ordonnancement des calculs BCJR et représente le décodage
de chaque code sur une itération de décodage. Nous analysons également la découpe
de ces treillis pour améliorer le parallélisme de l’architecture tout en maîtrisant son
impact sur les performances de décodage.
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Figure 3.8: Représentation du treillis d’itération équivalent au code QC-LDPC du
standard IEEE 802.11n (R = 1/2, N = 648)
3.3.1 Ordonnancement des calculs BCJR
Le décodage BCJR appelle le calcul itératif des métriques cumulées αk(s) et
βk(s) qui représentent la probabilité que la machine de Markov soit à l’état s à
la section k en connaissant l’ensemble des éléments passés et futurs du treillis. Ces
opérations nécessitent donc de parcourir celui-ci suivant deux ordres Aller et Retour.
Dans un premier temps, on considère que le calcul de ces métriques est réalisé
suivant une architecture de décodage complètement séquentielle en deux phases
successives. Pour une architecture Aller puis Retour (ou Forward-Backward) [95], le
calcul des métriques αk(s) est réalisé en premier lieu sur l’ensemble du treillis. Celui
des métriques βk(s) est effectué ensuite. La Figure 3.9a développe alors le parcours
du treillis en fonction du temps. Lorsque cet ordre est inversé, on parle d’architecture
Retour puis Aller. Ces ordonnancements imposent de stocker toutes les métriques
cumulées sur la longueur du treillis Tl. Sur une architecture complètement séquencée,
la latence de parcours du treillis est proportionnelle à 2.Tl cycles d’horloge.
Pour réduire cette latence de calcul, il est envisageable de calculer des métriques
cumulées en parallèle. Ceci n’entraîne pas de dégradation de performances car les
métriques αk(s) et βk(s) sont indépendantes. La latence de calcul est divisée par 2.
Pour une architecture séquentielle, la quantité de données stockées est équivalente à
l’ordonnancement précédent. Cette architecture est représentée sur la Figure 3.9b.
On la nomme généralement architecture en Papillon. [96] détaille l’architecture de
décodage associée à ce type de décodage.
Le nombre de données stockées lors du décodage d’un code convolutif est propor-
tionnel à la longueur du treillis. Pour éviter de stocker une telle quantité de données,
il est courant d’approcher les métriques αk(s) et βk(s) sur des tronçons de treillis
plutôt que sur le treillis global. Cette technique permet alors de définir une fenêtre
de traitement dont la taille est notée w. Le fenêtrage d’un treillis permet ainsi de
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(a)
(b)
Figure 3.9: Ordonnancement du calcul des métriques cumulées suivant un ordre
Retour puis Aller (a) et un ordre en Papillon (b)
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réduire la quantité d’informations nécessaires au calcul des métriques αk(s) et βk(s).
Sans étude de parallélisme, cette opération n’améliore pas la rapidité de décodage
du treillis. Cependant, le décodage avec cette technique est moins performant. En
effet, en bordure de fenêtre, aucune connaissance sur les états n’est connue. Les
décisions sur les éléments situés en bordure de fenêtre sont donc dégradés.
Pour réduire ces approximations, [97] introduit une phase d’entraînement de Te
sections sur les états précédents et suivants de la fenêtre du treillis pour un code
convolutif. Sur cette partie de treillis, les métriques cumulées ne sont pas stockées
mais elles sont nécessaires pour approcher plus efficacement les métriques αk(s)
et βk(s) en bordure de fenêtre. Le transfert des métriques entre fenêtres permet
également d’améliorer ces approximations. La Figure 3.10 montre cet ordonnance-
ment avec une fenêtre glissante sur le treillis d’un code circulaire. [98] reprend cette
approche dans le cadre de décodage de turbocodes.
Figure 3.10: Ordonnancement du calcul des métriques cumulées suivant un ordre
en Papillon avec fenêtre glissante de taille w et phase d’entraînement de longueur
Te
L’arrivée du décodage itératif a permis le développement d’une nouvelle pos-
sibilité d’apprentissage appelée NII [99] (Next Iteration Initialization) qui consiste
à stocker les métriques cumulées en bordure des treillis entre les itérations afin de
les réutiliser lors du décodage de l’itération suivante. Ce type de mise à jour per-
met alors de réduire les effets de bords. La Figure 3.11 représente dans ce cas le
transfert des métriques α(k) et β(k) entre chaque itération de décodage turbocode.
La Figure 3.12 montre l’impact de la taille de fenêtre avec mise à jour NII sur
un turbocode binaire de taille K = 256 et R = 1/3. Ces résultats sont obtenus en
appliquant le décodage LogMAP en virgule flottante avec la technique de mise à
jour des métriques cumulées NII pour 8 itérations. Pour ce décodage, aucune phase
d’entraînement n’est prise en compte. Le transfert de métrique permet de limiter la
dégradation du taux d’erreur binaire impacté par le fenêtrage du treillis.
Le traitement en fenêtres d’un treillis permet de paralléliser les étapes de calculs
des métriques cumulées. De ce fait, il est possible d’améliorer les débits de décodage
au prix d’une réduction des performances BER. Cependant, pour effectuer ce pa-
rallélisme, les treillis doivent permettre d’accéder aux données sans conflit d’accès.
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Figure 3.11: Calcul des métriques cumulées suivant un ordre avec application
d’une fenêtre glissante et technique NII












  BER suivant différents fenêtrages
 
 
 w = 256 - Pas de fenêtrage
 w = 128
 w = 64
 w = 32
 w = 16
Figure 3.12: Impact de différents fenêtrages NII sur les performances de décodage
d’un mot de code du standard 3GPP LTE (K = 256, R = 1/3)
3.3. Ordonnancement des mises à jour des treillis 103
Une discussion sur ce sujet est menée dans la section suivante.
D’autres ordonnancements ont été évalués pour répondre à des critères matériels.
Les mémoires de thèse de O. MULLER [100] et D. GNAEDIG [101] font état de
certains d’entre eux.
3.3.2 Tronçons de treillis
Travailler sur un tronçon du treillis permet d’améliorer le parallélisme de dé-
codage et de diviser d’autant la latence de calcul du décodage total. Cependant,
paralléliser des étapes de décodage augmente le nombre de requêtes en lecture et en
écriture dans une mémoire. Ces requêtes ne doivent pas entrer en conflit. La gestion
de l’ordre de lecture et d’écriture doit être étudiée afin d’éviter des conflits d’accès
aux données, comme la lecture à plusieurs adresses d’un même banc de données à
un cycle d’horloge fixé ou l’accès en lecture et en écriture sur une même adresse au
même instant. [102] propose de modifier le plan d’enregistrement des mémoires pour
éviter ces conflits d’accès.
[103] propose de caractériser les entrelaceurs des turbocodes afin d’éviter ces
conflits d’accès. La gestion du nombre de tronçons P de longueur W est étudiée
en fonction de l’entrelaceur du turbocode associé. [103] propose de caractériser un
entrelaceur sans conflit d’accès par la définition 4.
Définition 4. Un entrelaceur π est dit sans conflit d’accès pour une découpe en P
tronçons de W sections de treillis si :
– P et W sont des diviseurs de la taille de treillis totale Tl
– ∀ζ ∈ [[0;W [[ ∀a, b ∈ [[0;P [[, a 6= b⇔ (3.30)⌊









Si un entrelaceur vérifie cette propriété, alors il est possible de scinder le treillis
en P tronçons de W sections. Pour une valeur de section fixée k, à chaque indice de
section k′ vérifiant k′ ≡ (k)[W ] correspond un banc mémoire distinct.
[103] montre que les entrelacements QPP sont sans conflits d’accès pour tout
diviseur de Tl. Ils sont alors dits Maximum Contention-Free. L’entrelaceur associé
au code LTE vérifie cette propriété.











La fonction Q(x) est périodique de période P0, ce qui permet de vérifier la
propriété (3.32).
∀ζ ∈ [[0;W [[ ∀a, b ∈ [[0;P [[, a 6= b⌊
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Ceci permet de dire que l’entrelaceur est sans conflit pour P = P0/Tl. Cette pro-
priété permet d’établir le parallélisme de décodage en fonction des caractéristiques
des mots de code. La Table 3.2 reprend cette étude dans le cas de turbocodes 3GPP
LTE et HomePlug AV.
Standard P max Conditions
LTE
8 K ≤ 512
16 512 ≤ K < 1024
32 1024 ≤ K < 2048
64 2048 ≤ K
HomePlug AV
8 K = 128 ou K = 256
16 K = 1088
52 K = 4160
Table 3.2: Nombre maximum de processeurs pour éviter les conflits d’accès suivant
les standards 3GPP LTE et HomePlug AV
3.3.3 Représentation d’une itération de décodage
Les turbocodes convolutifs sont la concaténation en parallèle de deux codes
convolutifs de même treillis et de même taille Tl. Dans la section 3.2, les codes
QC-LDPC ont été transformés en une succession de treillis dont la taille est dépen-
dante de la régularité des matrices. Afin de préserver les ressources matérielles de
stockage, la section 3.3.2 a permis d’étudier les caractéristiques des codes convolu-
tifs afin de paramétrer un fenêtrage des treillis tout en évitant les conflits d’accès
mémoire.
Le décodage des turbocodes consiste à décoder successivement deux codes convo-
lutifs correspondant au décodage de l’ordre naturel et au décodage de l’ordre en-
trelacé. Un cycle de décodage entrelacé puis naturel représente une itération de dé-
codage. Pour représenter le décodage turbocode sur une itération, nous proposons
de joindre bout à bout ces deux treillis et de dédier des processeurs de décodage
BCJR en fonction des tronçons de treillis présentés précédemment. Une itération
de décodage représente dans ce cas TIt = 2.Tl sections de treillis. Avec la technique
de tronçonnage, chaque processeur décode une série de Tl/P par code convolutif et
par itération. Chaque processeur opère ainsi le décodage de son tronçon de treillis
suivant l’ordre de son choix. Ce choix d’ordre de traitement est représenté sur la
Figure 3.13a où le code convolutif est circulaire. L’occupation des processeurs de
décodage est représentée en fonction du tronçon de treillis occupé et du déroulement
du processus de décodage sur une itération.
Le décodage de turbocodes nécessite de parcourir deux treillis par itération. De
ce fait, une itération de décodage représente une longueur équivalente de treillis de
TIt = 2.Tl. En opérant un fenêtrage sur l’ordonnancement associé au turbocode
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(a)
(b)
Figure 3.13: Ordonnancement des treillis pour turbocode (a) et pour codes QC-
LDPC composé de L sous-groupes indépendants (b)
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(sous réserve d’avoir un entrelaceur sans conflit d’accès), les treillis naturel et en-
trelacé se scindent en P tronçons de longueurs Tl/P . Chaque tronçon est mis à jour
suivant des processeurs de calculs distincts, permettant ainsi de réduire la latence
de décodage total. L’ordre de calcul interne suit un ordre de décodage en Papillon
fenêtré en longueur w sans phase d’entraînement. Les treillis sont mis à jour en série,
depuis l’ordre entrelacé vers l’ordre naturel. Cet ordre de calcul et les parallélismes
sont soulignés sur la Figure 3.13a. D’autres ordres de décodage sont envisageables.
[104] propose de décoder les treillis naturels et entrelacés en parallèle sans obtenir
de performances acceptables. La Figure 3.13a représente les parcours des treillis
d’un turbocodes à travers le temps. Sur cette figure, le décodage est effectué par P
processeurs distincts ce qui permet de réduire la latence de décodage.
Le tronçonnage des treillis d’itération des codes QC-LDPC est défini dès la
construction de ceux-ci. Chaque sous-codes Cm représente un treillis de longueur
variable dépendante du facteur de contrainte b et du degré de parité dmc . Chacun de





treillis de contraintes mul-
tiples dont les mises à jour sont indépendantes. De ce fait, chaque treillis d’ensemble






des contraintes garantit alors la préservation des performances de décodage. Un or-
donnancement des mises à jour par couches horizontales entraîne le traitement en
série de chaque treillis d’ensemble de contraintes indépendantes. Chaque treillis de
contraintes multiples respecte cependant les contraintes d’accès mémoire et peut
ainsi être mis à jour en parallèle. De ce fait, le décodage d’une itération d’un code
QC-LDPC s’effectue en parallèle pour chaque équation d’un sous-groupe indépen-
dant et en série pour chaque treillis d’ensemble de contraintes indépendantes. La
Figure 3.13b représente cet ordre de calcul pour plusieurs processeurs de décodage
parallèles. Dans ce cas, les processeurs se répartissent le décodage des treillis de
contraintes multiples d’un ensemble indépendant ce qui garantit que chaque pro-
cesseur décode le même nombre de sections tout en évitant les conflits d’accès aux
informations.
3.4 Transformation de l’ordonnancement appliqué aux
codes QC-LDPC
Une architecture de décodage BCJR entraîne une latence de calcul non négli-
geable pour le décodage de codes QC-LDPC. Cette partie reprend l’étude réalisée
dans la section 3.2 et modifie la structure du treillis pour réduire l’impact de cette
latence sur les débits de décodage d’un code QC-LDPC.
3.4.1 Intérêt de l’approche
Le chapitre 2 présente l’algorithme BCJR comme un algorithme de décodage per-
mettant de décoder aussi bien les turbocodes que les codes QC-LDPC. Les premières
parties de ce chapitre ont permis de détailler une structure en treillis représentée
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Figure 3.14: Chronogramme du décodage en Papillon du treillis d’un code QC-
LDPC
sur une itération de décodage. De ce fait, une structure de décodage conjointe doit
permettre de décoder l’ensemble de ces treillis.
Cependant, la section 2.3 du chapitre 2 montre que le calcul des informations liées
à une section de treillis demande un délai de propagation élevé. Sur une architecture
séquentielle, les étapes de calculs sont synchronisées afin de réduire le chemin critique
de l’opération au prix d’un temps de latence δpip exprimé en cycles d’horloge. Une
telle architecture de décodage sera présentée dans le chapitre 4 (section 4.1). Nous
y montrons que cette opération est de l’ordre de 8 cycles d’horloge.
Le traitement en treillis nécessite une lecture de celui-ci dans les sens Aller et
Retour. Le délai entre la lecture d’une donnée tmR (cn) et l’écriture des informations
mises à jour tmW (cn) dépend alors de l’emplacement k de la variable cn dans le treillis
de contraintes multiples, de son emplacement dans le treillis d’itération κ, du choix
de parcours du treillis, ainsi que de la latence de calcul δpip.
Lors du décodage de codes QC-LDPC, les données de décision a posteriori sont
réinjectées au cours de l’itération de décodage. La description des treillis d’ensemble
de contraintes indépendantes garantit que chaque variable cn n’est utilisée qu’au
plus une fois. Dans ce cas, la mise à jour de cette variable n’est pas requise sur
la durée totale du décodage de ces treillis. Cette condition n’est plus vérifiée entre
deux sous-codes indépendants Cm1 et Cm2 . De ce fait, certaines données calculées
pour une variable cn au cycle d’horloge t
m1
W (cn) sont réutilisées à un temps d’accès
tm2R (cn). Ce cas d’usage est illustré sur le chronogramme de la Figure 3.14 pour un
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ordonnancement en Papillon. Ce chronogramme met en valeur le délai de réutilisa-
tion δ(cn) entre l’utilisation d’une variable cn pour deux sous-codes adjacents. Pour
une architecture en Papillon, ce délai respecte la relation (3.33).
δ(cn) = t
m2
R (cn)− tm1A (cn) (3.33)
De même, le temps de traitement du treillis de contraintes multiples noté∆ défini
par la relation (3.34) pour une architecture de décodage en Papillon est exploité dans
la suite de cette section.
∆ = dmc + δpip (3.34)
Figure 3.15: Conflit entre une donnée mise à jour et son accès dans le cas du
décodage en Papillon du treillis d’un code QC-LDPC. On y représente le conflit en
traits continus et sa résolution en traits pleins
La différence entre le temps d’écriture de la donnée précédemment mise à jour et
sa lecture dans le groupe suivant doit rester positive pour chaque cas de transition
de treillis d’ensemble de contraintes indépendantes. La Figure 3.15 schématise un
cas où l’accès est requis avant que la mise à jour ne soit effective. Alors qu’une
architecture de cœur BCJR doit permettre la transition des treillis sans délai pour
garantir des débits compétitifs, ces cas d’accès obligent à casser le treillis et à arrêter
le processus de décodage pour vider les pipelines et attendre la disponibilité de la
donnée mise à jour. On note alors δτ le délai d’attente minimal pour éviter ces
cas d’accès. De ce fait, le décodeur est mis en attente de δτ cycles d’horloge entre
chaque treillis d’ensemble de contraintes indépendantes. Ce délai d’attente vérifie
alors (3.35).
δτ = − min
m2>m1
(
tm2R (cn)− tm1A (cn), 0
)
(3.35)
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  N = 648 - R = 1/2
  N = 648 - R = 2/3
  N = 648 - R = 3/4
  N = 648 - R = 5/6
(a)
Figure 3.16: Représentation de la dégradation des débits due au délai d’attente δτ
entre treillis d’ensemble de contraintes indépendantes sur les codes QC-LDPC du
standard IEEE 802.11n
On suppose des architectures de décodage à un processeur BCJR avec un par-
cours de treillis en Papillon qui décode des MCS du standard IEEE 802.11n. La
Figure 3.16 montre l’impact du délai d’attente sur les débits des codes de ce stan-
dard. Ce débit D, exprimé ici en bits systématiques par cycle d’horloge, est calculé
en prenant en compte le nombre de treillis Nt par itération de décodage et le nombre





n=1 (w(n) + δτ )
(3.36)
Les codes QC-LDPC sont composés d’une multitudes de treillis de contraintes
multiples. Pour obtenir ces résultats, nous avons posé le facteur de contrainte à
b = 4. Le nombre d’itérations a été fixé à 15 pour ces codes comme pour [91]. Le
débit de décodage est impacté par le rendement des codes QC-LDPC. En effet, bien
que chaque code bénéficie d’un nombre de sections de même ordre en vertu de la
Table 3.1, les degrés de parité et donc les tailles de fenêtre sont plus importantes sur
les codes de fort rendement. Les codes à rendement élevé sont constitués de moins
de treillis d’ensemble de contraintes indépendantes par itération de décodage. Enfin,
le décodage d’un code de rendement élevé amène plus d’informations décodées, ce
qui explique l’allure des courbes de la Figure 3.16.
Pour améliorer les débits, il est possible de ne pas réinjecter l’information mise à
jour pour certaines variables cn dans le processus de décodage. En remplaçant cette
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information par une valeur neutre Lam2 (cn) = 0, l’ensemble des variables impactées
par l’équation suivante n’est pas mis à jour du fait de la faible complexité du treillis
à deux états. En injectant la donnée Lam2 (cn) = L
a
m1
(cn), ceci permet de réduire
les dégradations engendrées.










  Réordonnancement matriciel - code LDPC 802.11n - N=648 - R=1/2
 
 
  BER sans prise en compte des contraintes matérielles
  BER avec prise en compte des contraintes matérielles
  BER avec prise en compte des contraintes matérielles et modification du treillis
Figure 3.17: Performance de décodage suivant les contraintes matérielles pour
δpip = 8
Nous supposons une architecture de décodage qui évolue suivant l’ordonnance-
ment en Papillon. Pour cette structure, nous supposons que le délai inter treillis δτ
soit nul. Dans ce cas, un délai de calcul BCJR δpip nul permet d’obtenir une perfor-
mance de décodage sans prendre en compte les contraintes matérielles. Cependant,
dans la pratique, cette latence n’est pas nulle. Lorsque ce délai est de 8 cycles d’hor-
loge, les performances sont dégradées. Celles-ci sont représentées sur la Figure 3.17
pour le décodage de la matrice IEEE 802.11n (N = 648, R = 1/2) pour une mise
à jour Max-LogMAP sans échelonnage. Dans cette simulation, l’information man-
quante est compensée par l’information précédemment acquise sur la variable. Le
non remplacement de cette information entraîne une dégradation plus élevée encore
puisque l’ensemble des informations du treillis ne sont pas mises à jour dans ce cas.
Pour récupérer des performances équivalentes entre les deux cas d’usage, il suffit de
fixer δτ en fonction de δpip.
Dans cette section, nous envisageons d’étudier l’ordre des opérations permettant
de réduire le délai d’attente δτ entre les treillis d’ensemble de contraintes indépen-
dantes pour garantir une amélioration des débits tout en conservant les performances
originales. Nous reviendrons exploiter les dernières courbes de la Figure 3.17. Ce
chapitre à fait l’objet d’une publication [105].
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3.4.2 Étude des délais du treillis
Afin d’éviter les pertes de performance de décodage, le délai d’attente de δτ
cycles d’horloge est nécessaire pour éviter tout conflit d’accès mémoire. Cette section
propose d’étudier les conditions que doit remplir le treillis d’un code QC-LDPC afin
d’éviter les conflits d’accès aux informations mises à jour.
Une variable cn n’est utilisée qu’au maximum une fois par treillis d’ensemble
de contraintes indépendantes lié au sous-code Cm à un emplacement κ défini dans
la section 3.2. Pour effectuer la mise à jour de l’équation de parité, la dernière
information de cette variable doit être accessible à l’instant tmR (cn) dépendant de
l’ordonnancement du calcul des métriques cumulées et de l’emplacement κ. Le temps
d’écriture de la mise à jour résultante tmW (cn) dépend de l’ordonnancement du treillis
ainsi que de l’emplacement de la variable dans celui-ci. Le délai entre le temps de
lecture et le temps d’écriture vérifie (3.37) pour un ordonnancement en Papillon.








Ce délai n’est pas uniformément réparti. En effet, les éléments situés au centre
du treillis de contraintes multiples seront mis à jour sur moins de cycles d’horloge
que les éléments les plus excentrés. Cette notion est représentée sur la Figure 3.18
l’ordonnancement en Papillon.
Figure 3.18: Représentation des délais pour un ordonnancement des calculs du
treillis en Papillon
Ce délai est majoré par le temps de traitement du treillis de contraintes mul-
tiples ∆ défini par (3.34) pour un ordonnancement en Papillon. On obtient donc un
encadrement du temps de calcul néccessaire à chaque variable par la relation (3.38).
δpip ≤ tmW (cn)− tmR (cn) ≤ ∆ (3.38)
Si la variable cn interagit avec des équations situées dans deux groupes indépen-
dants Cm1 et Cm2 , on définit δ(cn) comme le délai entre chaque accès en lecture des
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données relatives à cette variable. δ(cn) est définie par la relation (3.33).
De (3.38) ou déduit alors une condition suffisante (3.39) sur δ(cn).
δ(cn) = t
m2
R (cn)− tm1R (cn) < ∆ ⇒ tm2R (cn) > tm1W (cn) (3.39)
Cette relation assure de la disponibilité de la dernière mise à jour pour toute
variable cn dont le délai de réutilisation est supérieur à la latence ∆. À l’inverse, pour
garantir que toutes les mises à jour sont réutilisées par le processus de décodage, il
faut imposer une latence δτ vérifiant (3.40).
δτ > ∆−min(δ(cn)) (3.40)
3.4.3 Augmentation du délai de réutilisation d’une information
mise à jour
Le délai de réutilisation δ(cn) dépend du parallélisme du cœur de décodage b.
Afin d’optimiser les débits sans risquer de dégrader les performances de décodage,
il est nécessaire d’arranger l’ordre de calcul des mises à jour.
On définit alors Vc l’ensemble des variables communes à deux groupes indépen-
dants successifs Cm et Cm+1. Pour chaque variable cn de Vc, il existe deux équations
distinctes m1 et m2 utilisant cette variable. On cherche alors à définir le délai de
réutilisation δ(cn) entre le délai de premier et de second accès à la variable.
On décrit l’ensemble des valeurs de la fonction δ sur l’ensemble Vc par l’ensemble
Ωv définit par (3.41). La valeur minimale de cet ensemble est alors notée mΩ.
Ωv = {δ(cn), cn ∈ Vc} ⊂ N∗+ (3.41)
On choisit alors de modifier l’ordre des opérations du second sous-groupe Cm+1
à l’aide d’une permutation s, de sorte que
∀m2 ∈ Cm+1, ∃!m′2 ∈ Cm+1, m′2 = s(m2) (3.42)
Il devient alors possible d’étudier le délai de réutilisation avec cette permutation.
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La valeur minimale de l’ensemble image obtenu ΩSv est alors notée m
S
Ω. Le délai
de réutilisation maximal pour chaque équation est obtenu en modifiant l’ordre de
décodage du groupe Cm+1 en choisissant la permutation maximisant le délai de réuti-
lisation minimale mSΩ. En procédant de manière itérative sur chaque sous-groupe,
on obtient ainsi une optimisation des délais de réutilisation.
Dans la pratique, le calcul de l’entrelacement d’une permutation aléatoire est
complexe. Une permutation circulaire est un choix sous-optimal convenable. Il n’en-
traîne pas de surcoût du calcul de l’entrelacement, puisque la redéfinition du treillis
consiste à transformer les indices de circulation sur des blocs lignes. De ce fait la
matrice LDPC résultant de cette transformation reste une matrice QC-LDPC. Le
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Figure 3.19: Représentation de la matrice LDPC classique (a), remodelage pour
un traitement optimisé en couches horizontales (b)
L’application de cette méthode sur la matrice IEEE 802.11n de taille N = 648
et de rendement R = 1/2 permet de transformer la matrice de parité classique
Figure 3.19a en une matrice aux délais de réutilisation optimisés Figure 3.19b
par une opération sur les lignes. Cette matrice de parité ne modifie cependant pas
le code QC-LDPC initial.
La Figure 3.20 indique le nombre de nœuds dont le calcul de la mise à jour est
en conflit en fonction du délai δpip nécessaire pour vider les tuyaux. Il suppose que
l’architecture de décodage évolue suivant l’ordonnancement en Papillon avec δτ fixé
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  Ordonnancement du treillis initial
  Ordonnancement du treillis modifié
Figure 3.20: Impact du délai permettant de vider les pipelines δpip sur le nombre
de nœuds non actualisés en fonction du treillis initial et du treillis modifié
à 0. La longueur du pipeline permet dans ce cas d’évaluer le nombre de mises à jour
en conflit.
Dans le chapitre 4, la latence δpip est évaluée à 8 cycles d’horloge. Dans ce cas,
l’ordonnancement classique oblige à éviter 39 mises à jour afin de satisfaire à une
architecture aux débits optimisés. Avec l’ordonnancement modifié, seules 2 mises à
jour ne sont plus satisfaites. La Figure 3.17 montre dans ce cas les dégradations
de performances entre ces deux entrelacements de décodage.
3.5 Conclusion
Dans ce chapitre, la structure des codes convolutifs associés aux codes consti-
tuant les turbocodes a été détaillée. Une représentation de ces treillis suivant des
transitions à deux états généralisés est rendu possible pour la plupart des turbo-
codes binaires. Cette structure s’adapte également aux turbocodes double-binaires.
Les conditions d’une telle représentation ont été soulignées dans une première sec-
tion de chapitre. Le cas particulier du treillis associé au turbocode des standards
LTE fait l’objet d’une publication dans [106]. Cette représentation permet entre
autre de mutualiser les ressources matérielles de décodage pour une architecture de
décodage flexible.
Une seconde partie de ce chapitre est dédiée à la transformation des codes QC-
LDPC en treillis indépendants. Afin de mutualiser au mieux les ressources maté-
rielles dans le cas d’un décodeur conjoint, ces treillis ont été regroupés suivant des
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contraintes de taille et d’indépendance des variables. Cette structure de treillis fait
intervenir un facteur de contrainte multiple b dont la valeur doit être étudiée pour
une convergence de décodage entre un code QC-LDPC et un turbocode. Ce para-
mètre permet également de caractériser la complexité de décodage d’une itération
QC-LDPC en fonction d’un nombre de sections de treillis équivalent. Ce facteur
est également exploité dans le chapitre 4 pour justifier un choix de parallélisme de
décodage.
Dans un troisième temps, l’ordonnancement des mises à jour du treillis est dis-
cuté. Les sens de calcul Aller -Retour et Papillon sont exploitables sur tout type
de treillis. La caractéristique des entrelaceurs turbocodes est discutée afin de définir
une taille de fenêtre adaptée entre décodage turbocode et décodage QC-LDPC. Le
faible nombre de sections associées à ces dernières ne permettent pas d’appliquer le
transfert de métrique entre itérations NII. Cependant, un ordre de calcul sur une
itération a été mis en évidence pour chaque type de code.
Le dernier point de ce chapitre amène une notion de délai de calcul pour le dé-
codage de codes QC-LDPC. Ce délai est peu pris en compte pour le décodage de
turbocode du fait de son faible impact sur les débits de décodage. Cependant, la
multitude de treillis pour représenter un code QC-LDPC oblige à retravailler l’or-
donnancement des calculs afin d’augmenter les débits de décodage tout en limitant
l’impact sur les performances en termes de taux d’erreurs. Cette section a fait l’objet
d’une publication dans [105].
Au final, ce chapitre souligne l’intérêt de nombreux paramètres qui permettent
de structurer une architecture de décodage conjointe et flexible. Pour un algorithme
BCJR, les fonctions d’entrelacement ont été établies pour chaque code. L’ordon-
nancement des opérations nécessaires aux calculs des métriques d’un treillis suit les
représentations génériques en treillis à deux états et l’ordonnancement des opéra-
tions a été retravaillé pour améliorer les performances de décodage en termes de
débits et en termes de taux d’erreur.

Chapitre 4
De l’architecture à l’intégration
sur FPGA et ASIC d’un décodeur
générique et flexible
Ce chapitre applique les concepts présentés dans les chapitres pré-
cédents pour la conception de plusieurs architectures de décodage. Le
chapitre 2 a démontré la pertinence de l’application d’un algorithme
de décodage BCJR pour le décodage conjoint de codes QC-LDPC et
de turbocodes. La structure en treillis présentée dans le chapitre 3
est réutilisée dans la première partie de ce chapitre pour proposer
un cœur de processeur BCJR commun à plusieurs standards. Les
propriétés de reconfiguration sont également détaillées pour un cas
de convergence du turbocode binaire et un code QC-LDPC. Ce cœur
reconfigurable est ensuite intégré dans plusieurs architectures adap-
tées au décodage itératif appliqué aux codes correcteurs d’erreurs des
standards 3GPP LTE et IEEE 802.11n. Les caractéristiques d’en-
trelacement et les contraintes matérielles sont détaillées pour ce cas
d’usage. L’étude de parallélisme réalisée dans le chapitre 3 est égale-
ment reprise pour proposer une architecture de décodage aux débits
améliorés. Les choix architecturaux pour résoudre les conflits d’accès
aux mémoires et la flexibilité de décodage sont également expliqués.
Ces architectures sont vérifiées en dernier lieu sur les cibles FPGA et
ASIC afin de caractériser les propriétés matérielles pour cette conver-
gence de décodage.
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4.1 Conception du cœur SISO
Dans cette section, l’étude de représentation des treillis associés aux codes QC-
LDPC et turbocodes est reprise pour la réalisation d’une architecture de décodage
d’un cœur de processeur BCJR appelé cœur SISO (Soft-In Soft-Out) dans la suite.
Une preuve de concept de cette architecture est également présentée pour répondre
à un cas de convergence 3GPP LTE et IEEE 802.11n. La reconfiguration de cette
architecture est également dimensionnée.
4.1.1 Interface du cœur de processeur SISO
Figure 4.1: Le cœur de processeur SISO vu comme une boîte noire
Le cœur de processeur SISO exécute toutes les opérations de calcul sur des
treillis ou des tronçons qui ont été déterminés dans le chapitre 3. Ce processeur doit
ordonner la lecture des informations du treillis utiles à la section k dans le sens
croissant pour l’ordre Aller et décroissant pour l’ordre Retour.
L’interface du cœur de décodage SISO est présentée sur la Figure 4.1. Le cœur
de processeur SISO doit respecter les critères de flexibilité de l’usage. Pour cela un
jeton MCSpattern est ajouté à la structure pour modifier le contexte de décodage
à la volée. La suite de ce chapitre montre que la flexibilité est engendrée par des
choix de démultiplexage répartis sur les différents modules de décodage. À partir
de vecteurs de données intrinsèques Xk et extrinsèques Zink explicités dans la suite,
ce processeur effectue les opérations de calcul des métriques de branche MBRk() puis
des métriques cumulées MACk(s) nécessaires à la mise à jour des vecteurs de données
de décision Λk et de données extrinsèques Zoutk du treillis.
Le cœur de décodage SISO est un élément qui est initialisé par l’extérieur au
moyen d’un signal SISObegin. Lorsque ce signal est actif, le coeur SISO émet les
adresses de lecture de données intrinsèques Xk et extrinsèques Zink . Lorsque la fe-
nêtre est complètement parcourue, un signal SISOend indique la disponibilité du
processeur pour le décodage d’un autre treillis. Les données de décision Λk et ex-
trinsèques Zoutk ne sont alors pas intégralement fournies par le décodeur. Un délai
de δT cycles d’horloge permet alors la reconfiguration de ce cœur entre deux treillis
décodés. La Figure 4.2a montre un chronogramme pour le décodage de deux treillis
de même structure et la Figure 4.2b pour deux treillis de structures différentes.
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(a)
(b)
Figure 4.2: Chronogramme de l’exploitation des interfaces du cœur SISO pour
deux treillis de même structure (a) et pour deux treillis de structures différentes (b)
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4.1.2 Architecture pour treillis générique
Les étapes de la mise à jour d’un treillis suivant l’algorithme BCJR sont re-
présentées à travers trois modules : le module de calcul des métriques de branche
BMP, le module de calcul des probabilités d’états AMP et le module de décision
DEC. Des éléments de mémoires SYST RAM et ACC RAM permettent de sto-
cker les métriques de branches et les métriques cumulées en fonction de leur usage
dans ces différents blocs. Deux autres modules πBM et πs permettent d’orienter les
différentes métriques en fonction des paramètres du treillis.
4.1.2.1 Gestion des ordonnancements du parcours du treillis
Le choix d’ordonnancement du décodage du treillis intervient dans l’architecture
interne du cœur SISO.
Les ordonnancements du décodeur SISO ont été introduits dans le chapitre 3
section 3.3.1. Deux structures de décodage sont envisagées. Une première structure
fonctionne sur un ordonnancement Retour puis Aller qui favorise une plus faible
attribution de ressources matérielles. Une seconde préfère un ordonnancement en
Papillon qui privilégie la réduction de la latence de traitement du cœur SISO.
Pour un bon fonctionnement du cœur SISO et afin de limiter les conflits d’accès,
les informations sur les sections de treillis ne sont lues qu’une fois quelque soit le
choix de parcours du treillis. Elles sont ensuite stockées dans une mémoire LIFO
notée SYST RAM. Le processeur SISO est divisé en fonction des modules BMP,
AMP et DEC. La Figure 4.3 représente les liens entre les différents modules pour
un ordre de calcul Aller puis Retour sur la Figure 4.3a et pour un ordre de calcul
en Papillon sur la Figure 4.3b. L’agencement de ces modules est commun à tous
les codes traités. Le cœur SISO conserve donc le même aspect pour tout type de
convergence de standard.
Les modules sont cependant architecturés en fonction des scénarios de conver-
gences envisagés. La section suivante revient sur ces architectures.
4.1.2.2 Module de calcul des métriques de branche (BMP)
Le module de calcul des métriques de branche BMP nécessite de connaître
les informations du treillis de la section courante k. Du fait des caractéristiques de
décodage itératif, les informations du treillis sont constituées de données intrinsèques
et de données extrinsèques.
Les données intrinsèques correspondent aux informations systématiques (sik sui-
vant les standards) et aux informations redondantes (pik) de la section courante k
provenant du démodulateur pour le décodage des turbocodes. Un cœur SISO compa-
tible avec le code convolutif 3GPP LTE exploite les Log-Rapports de Vraisemblance
Lc (sk) et Lc (pk). Pour le décodage d’un code QC-LDPC, on privilégie la dernière









. Dans ce cas, la fonction Π(κ, b) suit
la transformation en treillis établie dans le chapitre 3 (section 3.2.4). Le vecteur
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(a)
(b)
Figure 4.3: Schéma de l’architecture présentant le cheminement des données dans
le cas d’un cœur de processeur SISO en ordonnancement Retour puis Aller (a) et
en ordonnancement en Papillon (b)
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Xk reprend la structure de ce treillis. Pour un cas de convergence avec un facteur
de contrainte b de 4, comme pour le cas d’une convergence 3GPP LTE et IEEE
802.11n, une section de treillis sollicite deux informations intrinsèques (3GPP LTE)
ou quatre informations mises à jour (tout code QC-LDPC). De ce fait, ce vecteur


















































Le vecteur d’informations extrinsèques Zink contient les données échangées entre
chaque décodeur dans le cas d’un décodage turbocode. Pour le cas QC-LDPC, seule
l’information extrinsèque calculée par la même équation à l’itération précédente
est intéressante. En effet, la dernière décision d’une information sur une variable
contient à la fois l’information du canal et l’information extrinsèque du précédent
décodage. Transférer uniquement cette donnée permet alors de réduire la quantité
d’information nécessaire au décodage et de réduire la complexité du calcul des mé-
triques de branches. De ce fait, le vecteur d’informations extrinsèques Zink ne possède
qu’une composante dans le cas d’un décodage 3GPP LTE et b composantes pour
tout code QC-LDPC. Dans le cas d’un cœur SISO compatible avec les standards




















































La Figure 4.4 propose une architecture avec mutualisation des ressources pour
le calcul des métriques de branche associées à ce type de convergence de standard.
Les ressources affectées conjointement aux traitements des treillis turbocode et QC-
LDPC sont représentées par des traits pleins, tandis que les ressources non mu-
tualisées sont tracées en traits pointillés (cas QC-LDPC) ou en traits mixtes (cas
turbocode). Cette structure permet de faire coïncider les éléments de calculs pour
ces deux cas de décodage en évitant le gaspillage de ressources par la multiplication
des usages et en limitant les choix de parcours entre les cas d’usages. Ainsi, sur cette
structure, le jeton MCSpattern intervient uniquement sur la sélection de certaines
sorties opératoires afin de permettre un changement de contexte à la volée.
4.1.2.3 Module de calcul des probabilités d’états (AMP)
Le module de calcul des probabilités d’étatsAMP utilise les informations MBRk(i)
obtenues du précédent module pour définir les métriques cumulées MACk(s). Pour ce
module, la technique CSA [85] introduite dans la section 2.3.2 est appliquée selon









Figure 4.4: Mutualisation des ressources matérielles pour le calcul des métriques de
branche du module BMP dans un cas de convergence 3GPP LTE et IEEE 802.11n
la structure de treillis générique introduite au long du chapitre 3. Ceci permet de
réduire le chemin critique du circuit et mutualise les routes de transitions de mes-
sages grâce à la représentation des sections de treillis générique à deux états (section
3.1.1).
La Figure 4.5 présente la mise en parallèle du calcul des métriques cumulées
pour une architecture binaire à 8 états en fonction du cheminement du treillis.
La structure de l’accumulateur à 2 états suit l’architecture CSA présentée dans le
chapitre 2 et détaillée sur la Figure 2.14b. Cette étape impacte le chemin critique
de cette architecture et réduit la fréquence d’utilisation du cœur de processeur pour
ce type d’architecture.
Chaque élément de calcul à deux états suit la structure d’une section de treillis
générique à deux états introduite dans le chapitre 3 (section 3.1.1). Ces blocs de
calcul sont donc inchangés pour tout contexte de décodage. Le jeton MCSpattern
permet d’éviter la seconde étape de calcul dans un contexte de convergence entre
un turbocode double-binaire et un code QC-LDPC. Cependant, les métriques de
branches MBRk(i) doivent être routées en fonction des étiquettes de branches définies
par le treillis du code équivalent proposé dans le chapitre 3. Ce choix de routage
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Figure 4.5: Schéma de calcul des métriques cumulées du module AMP dans le
cas d’une convergence turbocode binaire et QC-LDPC
est établi par le module πBM et dépend uniquement de la structure du treillis du
code. De même les informations cumulées MACk(s) sont entrelacées en fonction des
états d’entrées et de sorties des structures de treillis génériques précédemment intro-
duits. Le module πs suit le cheminement d’ordonnancement des états en fonction des
schémas de treillis génériques introduit sur la Figure 3.2b et sur la Figure 3.3b.
Le changement de contexte de décodage s’effectue donc sur un cycle d’horloge, ce
qui permet une forte flexibilité sur ce module. b = S/2 éléments de calcul à deux
états sont utilisés dans chaque cas pour une convergence entre un turbocode bi-
naire et un code QC-LDPC et de b = S pour une convergence entre un turbocode
double-binaire et un code QC-LDPC.
4.1.2.4 Module de calcul des décisions (DEC)
Les métriques cumulées MACk(s) des sens Aller et Retour sont exploitées par
le module de décision DEC pour estimer les vecteurs d’informations de décision
et extrinsèques. Ce module reprend l’architecture présentée sur la Figure 2.15 et
sur la Figure 2.17a du chapitre 2 pour la première et la dernière étape de calcul.
L’étape intermédiaire aux ressources mutualisées est présentée sur la Figure 4.6. Le
module renvoie en sortie du cœur SISO deux vecteurs d’informations correspondants
l’un aux décisions prises sur les valeurs des informations systématiques de la section
de treillis k représenté par le vecteur Λk et la valeur de l’information extrinsèque
extraite du processus de décodage représentée par le vecteur d’information Zoutk .
Ces vecteurs sont contraints aux types de codes pris en compte. La taille du vecteur
Λk correspond au nombre d’éléments systématiques traités par section de treillis
4.1. Conception du cœur SISO 125
Figure 4.6: Schéma de calcul des décisions et informations extrinsèques du module
DEC dans le cas d’une convergence turbocode binaire et QC-LDPC
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(1 pour un turbocode binaire, 2 pour un turbocode double-binaire, et b pour un
décodeur QC-LDPC). Pour le cas d’un décodage conjoint aux standards 3GPP LTE


















































Le vecteur extrinsèque Zoutk dépend du carré du nombre d’éléments systéma-
tiques m2 par section pour le décodage de turbocodes et du nombre d’éléments
systématiques b pour un décodage de codes QC-LDPC. Pour le cas d’un décodage





















































4.1.2.5 Paramétrage des mémoires internes du cœur SISO
Le cœur SISO nécessite deux types de bancs de mémoires ACC RAM (données
MACk(s)) et SYST RAM (données systématiques). Ces bancs fonctionnent à la
manière de LIFO. Pour un ordonnancement du treillis Retour puis Aller, ces blocs
de mémoires sont utilisés comme des mémoires tampons stockant l’information lors
du parcours du treillis dans le sens Retour et en vidant la file dans le sens Aller.
Le dimensionnement de ces mémoires est défini par la quantification des données
stockées ainsi que par la taille maximale de la fenêtre de treillis w.
Une architecture ordonnancée en Papillon nécessite également d’utiliser ces types
de RAM. La juxtaposition d’unités AMP Aller et Retour demande de doubler le
nombre de RAM allouées dont la profondeur serait divisée par deux. Au final, la
structure d’ordonnancement choisie ne modifie pas la quantité de stockage dispo-
nible, mais influence la synthèse des blocs mémoires alloués en fonction des différents
outils de synthèse.
La taille des LIFO est conditionnée par la structure des codes en présence. Pour
le décodage de codes QC-LDPC, le degré de parité maximal correspond à la taille
maximale de la fenêtre. Pour les standards IEEE 802.11n et IEEE 802.11ac une
profondeur de LIFO de 22 est suffisante. La Table 4.1 fournit les tailles de fenêtre
maximales suivant certains standards et donc la profondeur de RAM nécessaire à
l’architecture de décodage associée.
L’entrelacement du turbocode a été étudié dans le chapitre 3. Le fenêtrage doit
être analysé afin de dimensionner la profondeur de la RAM pour ce cas d’usage. Le
chapitre 3 (section 3.3.2) montre que pour des codes 3GPP LTE une taille de fenêtre
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Standard Facteur d’expansion z Taille de
fenêtre
maximale
802.11n [14] 27, 54, 81 22
802.11ac [15] 27, 54, 81 22
802.11ad [16] 42 16
802.16m [17] 24, ..., 96 20
802.15.3c [18] 21 32
G.Hn [19] 14, 48, 60, 80, 216, 170, 360 21
Table 4.1: Taille de fenêtre maximale en fonction des codes QC-LDPC standardisés
de 32 est intéressante du point de vue des performances de décodage et respecte
également les contraintes d’accès aux mémoires en fonction de son entrelaceur.
4.1.2.6 Paramétrage du nombre de blocs d’états suivant le turbocode
Pour un décodage conjoint avec une mutualisation des ressources de calcul, la
forme du treillis d’itération lié à la matrice de parité du code QC-LDPC est con-
trainte à la caractéristique du code convolutif constituant du turbocode associé. Si
S représente le nombre d’états caractérisant le code convolutif associé au turbocode,
alors le nombre maximal d’équations de parité du code QC-LDPC traitées en paral-
lèle par le cœur SISO est de b = S/2. Dans ce cas, il est possible de dénombrer les
composantes du cœur SISO à l’aide du facteur de contrainte b. Les LIFO doivent
stocker 2.b métriques cumulées et b messages systématiques par section de treillis
dans le cadre d’un décodage QC-LDPC. Ainsi, le choix du facteur de contrainte doit
être effectué en prenant en compte les caractéristiques des turbocodes en présence.
La Table 4.2 regroupe les caractéristiques de plusieurs turbocodes standardisés.
Un facteur de contrainte y est également indiqué en prenant en compte les critères
expliqués précédemment.
4.1.2.7 Reconfiguration du cœur SISO et débits de décodage
Le cœur de processeur SISO est une architecture complètement séquencée. Elle
est synchronisée suivant une fréquence d’horloge fclk dont la période est notée Tclk.
Pour cette architecture, et avec un ordonnancement en Papillon, les informations
relatives à une section de treillis sont calculées par le cœur à chaque cycle d’horloge
en régime permanent. On réintroduit le nombre d’informations utiles m défini dans
le chapitre 1. Pour le décodage d’un treillis dont la taille de la fenêtre est infinie, le
débit de traitement d’un cœur SISO noté DSISO vérifie alors asymptotiquement la
relation (4.5) en régime permanent.
DSISO = m× fclk (4.5)
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CCSDS [20] binaire 16 8
UMTS [21] binaire 8 4
LTE/LTE-A [22] binaire 8 4
802.16m [17] double-binaire 8 8
DVB-RCS [24] double-binaire 8 8
DVB-RCT [25] double-binaire 8 8
DVB-SH [26] binaire 8 4
DVB-RCS2 [27] double-binaire 16 16
HPAV [28] double-binaire 8 8
Table 4.2: Paramétrage du facteur de contrainte b du code QC-LDPC en fonction
du turbocode
Le traitement d’un treillis de taille w réduit le débit de décodage du cœur de
processeur SISO. Le temps de parcours du treillis suivant un ordre de calcul en
Papillon dépend tout d’abord de la parité de cette fenêtre. Pour répondre aux con-
traintes de synchronisation du décodage, les processus Aller et Retour doivent être
décaller d’une section de décodage et donc d’un cycle d’horloge. Ainsi, le temps
de parcour du treillis est de 2.⌈w2 ⌉ pour toutes tailles de fenêtre. Une architecture
séquencée permet de libérer l’utilisation des premiers modules avant l’obtention des
informations sur le treillis en cours de calcul. De ce fait, ces modules peuvent être
exploités pour initialiser le calcul d’un autre treillis, tout en gardant une latence de
δT cycles d’horloge pour modifier les conditions au sein du cœur SISO. Dans ce cas,





Le délai de latence de reconfiguration δT permet de contrôler le décodage par les
modules externes au cœur de décodage, de modifier les métriques cumulées initiales
et de modifier l’architecture en fonction de la structure du treillis. Pour une archi-
tecture séquencée, un délai d’un cycle d’horloge permet de modifier ces conditions,
à condition que le délai δpip soit inchangé. En effet, la flexibilité du cœur SISO étant
déterminé par des changements de route avec quelques multiplexeurs, il suffit de re-
tarder le jeton de changement de contexte pour éviter de perturber le décodage des
éléments en cours. Cependant, si le délai δpip est modifié, le changement de contexte
peut entraîner des conflits d’accès aux ressources de calcul, ce qui compromet le
calcul des éléments en bordure de ces treillis. Pour éviter ces phénomènes, il est pré-
férable de fixer δT en fonction de δpip avant un changement de structure du décodeur
SISO. Le chronogramme de la Figure 4.2b prend en compte cette contrainte.
Lorsque le cœur SISO décode le code convolutif constituant le turbocode 3GPP
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LTE, 9 périodes d’horloge sont nécessaires pour vider les tuyaux du décodeur sans
incidence, contre 8 périodes pour tout type de codes convolutifs constituant les codes
QC-LDPC. Cette différence de latence est dûe au choix de synchronisation élaboré
sur le module DEC dont le formalisme a été représenté sur la Figure 4.6.
4.1.3 Application au cas d’usage 3GPP LTE et IEEE 802.11n
Une architecture de décodage conjoint a été testée pour un cas de convergence
de standards 3GPP LTE et IEEE 802.11n. L’architecture suit un ordonnancement
du treillis en Papillon. On se propose de vérifier les impacts de l’usage d’une telle
architecture SISO sur le décodage de treillis de longueur w pour un tronçon de
treillis 3GPP LTE et un tronçon IEEE 802.11n. La taille du tronçon est définie en
fonction de la taille de la fenêtre pour le cas du turbocode et par le degré de parité
pour le cas QC-LDPC.
Le schéma général du cœur SISO suit le schéma de la Figure 4.3b. La quan-
tification des signaux internes est directement liée à la quantification des données
d’entrée et de sortie du cœur SISO. On reprend dans cette partie les notations don-
nées dans le chapitre 2. Les données intrinsèques fournies par le vecteur Xk suivent
une quantification signée en virgule fixe de la forme Q4.6. Ces signaux sont donc
codés sur 10 bits avec une dynamique de 6 bits pour la partie fractionnaire. Ce choix
est effectué en fonction des critères de quantification établis dans le chapitre 2. Une
quantification moindre est sélectionnée pour les données du vecteur d’informations
extrinsèques Zink . Ces informations sont quantifiées sur 8 bits avec une dynamique
de 3 bits pour la partie décimale et 5 bits pour la partie fractionnaire. La dimension
de ces vecteurs a été étudiée afin de réduire cette dynamique sans dégradation du
BER.
Du fait de la profondeur des informations incidentes, les métriques de branches
MBRk() en sortie du module BMP sont échelonnées sur 10 bits suivant la dyna-
mique attribuée aux informations intrinsèques. La dynamique des métriques cu-
mulées MACk(s) a été étudiée pour une quantification minimale. Cette valeur est
initialisée avec les valeurs 32.0 pour le décodage QC-LDPC et 16.0 pour le décodage
3GPP LTE, puis codifiée selon la même dynamique que l’information intrinsèque.
Afin d’éviter les phénomènes de débordement des métriques, un seuil est fixé à la
valeur 8.0. De ce fait, toutes les valeurs MACk(s) sont réduites si celles-ci sont toutes
supérieures à 8.0 dans le cas du fonctionnement turbocode, et suivant les états 2.s
et 2.s+ 1 pour le cas QC-LDPC.
Les informations de décision en sortie conservent la quantification des informa-
tions intrinsèques (Q4.6). Le facteur d’échelonnage de l’information de décision fΛ
choisi est 0.75. Afin de limiter les dégradations dues à la multiplication par le facteur
inverse (fZ = 1.33), la dynamique des signaux est modifiée localement suivant la
quantification Q4.10. Pour le cas d’usage 3GPP LTE, par contre, seule l’information
extrinsèque est échelonnée suivant les paramètres définis précédemment.
L’architecture du cœur SISO a été synthétisée pour une carte FPGA Virtex6
(6VLX75T) afin d’avoir la preuve de concept du cœur SISO. La Table 4.3 résume
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ces résultats de synthèse pour les quantifications décrites dans ce paragraphe. L’ar-
chitecture du cœur SISO est comparée à titre informatif avec une architecture SISO
pour un décodeur SISO compatible uniquement avec le code 3GPP LTE et un dé-
codeur SISO compatible uniquement avec le code QC-LDPC avec un facteur de
parallélisme b de 4. Ce tableau montre ainsi le surplus de ressources matérielles né-
cessaire à la double compatibilité de standard par rapport à une architecture simple
standard suivant le même algorithme de décodage. Le décodage QC-LDPC aug-
mente le chemin critique de l’architecture à cause du facteur d’échelonnage appliqué
en sortie du décodeur. La quantité de RAM nécessaire est optimisée et le surcoût







Architecture avec ordonnancement du treillis en Papillon
Utilisation de slices logiques
Slice Registers 2245 (2 %) 1788 (1 %) 2044 (2 %)
Slice LUTs 4330 (7 %) 3368 (5 %) 3294 (6 %)
Distribution des slices logiques
LUT Flip Flop pairs 4444 3419 3404
Block RAM/FIFO
Block RAM 6 (3 %) 6 (3 %) 6 (3 %)
Fréquence
Fréquence 232 MHz 266 MHz 239 MHz
Table 4.3: Synthèse du cœur SISO compatible avec le standard 3GPP LTE seul,
IEEE 802.11n seul et pour les deux standards, pour des architectures avec ordon-
nancement du treillis en Papillon, sur une carte Virtex 6 (6VLX75T)
Cette architecture a été testée pour une convergence de standard 3GPP LTE
et IEEE 802.11n. De plus, ce cœur SISO est compatible pour le décodage de toute
matrice QC-LDPC à matrice identité circulante dont le degré de parité maximal
ne dépasse pas 32. À partir de ces données, le débit utile du cœur SISO atteint
800 Mbps pour le décodage de treillis IEEE 802.11n et 220 Mbps pour le décodage
de codes 3GPP LTE.
4.2 Architectures de décodage itératif de turbocodes et
de codes QC-LDPC
Une architecture de cœur SISO a été présentée pour répondre à plusieurs scéna-
rios de convergence de standard dans la section 4.1. Cette architecture est reprise
pour la conception d’une architecture de décodage générique et flexible. Dans une
première partie, une architecture à un cœur SISO propose la gestion de l’entrelace-
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ment particulier des codes QC-LDPC et décrit la problématique de partage d’accès
aux mémoires. Une seconde architecture multi-cœurs est proposée afin de bénéfi-
cier du parallélisme offert par chaque code et d’améliorer les débits de décodage.
L’impact de cette architecture sur la gestion des mémoires est également abordé.
4.2.1 Architecture de décodage à un cœur
4.2.1.1 Contraintes de l’architecture
SISO
Figure 4.7: Architecture de décodage à un cœur SISO
Une architecture de décodage à un cœur SISO permet d’obtenir un décodage ef-
ficace avec des débits minimaux. Cette architecture doit résoudre les problématiques
liées aux disparités entre les turbocodes et les matrices QC-LDPC. L’architecture
de décodage à un cœur SISO est générique. Le cœur est supposé être compatible
avec les codes envisagés. De ce fait, il reste à définir les types de mémoires associées
au décodeur, à générer un entrelaceur compatible avec les turbocodes et les codes
QC-LDPC et à vérifier les contraintes de conflits d’accès pour les codes QC-LDPC.
Cette dernière discussion permet de classifier les codes QC-LDPC suivant leur fac-
teur d’expansion z. Dans un souci d’efficacité, le décodeur est scindé en trois parties
indépendantes correspondant aux phases successives du traitement. Un premier mo-
dule COP (Codeword Ordering Processor) a pour but de gérer l’ordonnancement
des informations en sortie du démodulateur. Ce module doit donc avoir un accès
dédié et indépendant aux RAM d’information du canal. Un second module CDP
(Codeword Decoding Processor) applique la solution de décodage aux messages re-
çus. Ce module doit fonctionner de façon indépendante et être flexible pour un
décodage à la volée. Le nombre d’itérations et la forme du treillis sont définis en
fonction du code traité. Un troisième module SFP (Systematic Flush Processor)
organise la sortie de la décision dure en fin de décodage. La Figure 4.7 illustre
l’architecture générique du décodeur de canal avec un seul cœur SISO.
Dans la suite de cette partie, l’architecture conjointe fait appel aux codes associés
aux standards 3GPP LTE concernant l’application turbocode et au standard IEEE
802.11n concernant l’application QC-LDPC. Pour ce cas de convergence, le facteur
de contrainte b est fixé à 4.
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4.2.1.2 Gestion des mots de code incidents et de la sortie de décision
Une architecture au rendement de décodage efficace doit pouvoir gérer l’arrivée
d’un mot de code en parallèle de l’étape de décodage. Pour ce faire, on propose
de dédoubler les bancs de mémoire. Une machine d’état permet de mettre à dis-
position l’un des bancs mémoires pour effectuer le décodage d’un mot de code,
l’autre étant disponible en cas de réception d’un mot différent. Cette machine d’état
doit donc également gérer la mémorisation des paramètres de décodage permettant
de connaître le standard et le schéma de codage associé. L’architecture des trois
modules de réception d’un message COP, de décodage CDP et d’extraction des
données systématiques SFP du décodeur permet d’optimiser le débit du décodage.
La communication et les temps d’occupation des différents modules du décodage
sont illustrés sur la Figure 4.8. Le module CDP est entièrement dédié au déco-
dage d’un mot de code. Dans la suite de cette section, on suppose que ce module
fonctionne à flux tendu. De ce fait, le débit de décodage est défini en fonction du
débit de traitement de ce module. La latence nécessaire aux opérations effectuées
par les autres modules COP et SFP est négligée.
Figure 4.8: Ordre des opérations du décodeur
La mission principale du module COP est de désentrelacer le message en pro-
venance du démodulateur en fonction du treillis équivalent aux codes étudiés. La
réception du mot de code d’un MCS turbocode doit distinguer les informations
systématiques et les informations de parité par rapport aux deux dimensions de dé-
codage (naturel et entrelacé). La réception d’un mot de code d’un MCS QC-LDPC
doit appliquer la transformation en treillis de la matrice de parité associée en fonc-
tion des procédés établis dans le chapitre 3 (section 3.2). Pour chaque usage, on
suppose que le démodulateur fournit un train d’informations de Log-Rapports de
Vraisemblance suivant l’ordre croissant Lc (cn). Les messages incidents des mots de
codes QC-LDPC donnent les informations du canal sur les variables cn dans le sens
croissant. Les MCS turbocodes suivent l’ordonnancement défini par les standards.
4.2.1.3 Gestion des bancs de mémoire
L’organisation du banc de mémoire INT RAM suppose de connaître l’organisa-
tion des treillis équivalents. L’adresse de l’information stockée est établie en fonction
de son action dans le treillis équivalent proposé dans le chapitre 3.
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Pour une architecture de décodage compatible avec les standards 3GPP LTE
et IEEE 802.11n, le cœur SISO doit accéder à un vecteur d’information Xk de 4
valeurs. De ce fait, la mémoire INT RAM est scindée en b = 4 bancs de mémoires
repérés par les valeurs MEMa, MEMb, MEMc et MEMd. Pour les mêmes raisons, le banc de
mémoire extrinsèque EXT RAM bénéficie de la même découpe. Dans les deux cas,
la profondeur de RAM est définie en fonction des longueurs de treillis équivalent
pour une itération de décodage TIt.
Pour le cas d’usage 3GPP LTE, seuls deux bancs de données intrinsèques INT
RAM sont utiles si on considère que les décodages des treillis entrelacés et naturels
sont séquentiels. La profondeur de ces bancs est alors de 2× Tl. Afin de mutualiser
les ressources avec l’usage IEEE 802.11n, il est préférable de séparer ces informa-
tions suivant les ordres entrelacé et naturel. Les Log-Rapports de Vraisemblance du
démodulateur relatif au décodeur naturel sont stockés dans les bancs MEMa (Lc (snk))
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. L’enregistrement des données
intrinsèques et extrinsèques du treillis suivent l’ordre κ défini sur le treillis d’itéra-
tion. L’usage des bancs de mémoires MEMc et MEMd permet dans ce cas de réduire la
profondeur de RAM pour améliorer la mutualisation de ressources entre les usages.
De même, seul un banc de mémoire pour les informations extrinsèques EXT
RAM sont utiles. De ce fait, les données extrinsèques utiles pour le décodage dans
l’ordre naturel sont stockées dans le banc de mémoire MEMa et celles pour le décodage
entrelacé dans le banc de mémoire MEMc.
4.2.1.4 Gestion de l’adressage des mémoires
Pour le cas d’usage 3GPP LTE, le bloc d’entrelacement des adresses calcule
l’adresse d’enregistrement de l’information extrinsèque dans l’ordre entrelacé (pour
les données en provenance du décodeur naturel) et désentrelacé (pour les données en
provenance du décodeur entrelacé). Ces adresses sont calculées à la volée. En effet,
l’adresse d’entrelacement QPP associé au standard 3GPP LTE s’exprime suivant la
relation (4.7).
Π(k + 1) =
(
f1.k + f2.k
2 + 2.f2︸︷︷︸ .k + f1 + f2︸ ︷︷ ︸
)
[K]
Π(k + 1) = (Π(k))[K] + (Pb.k)[K] + Pa
(4.7)
Seules les métriques Pa et Pb sont utiles au calcul de l’adresse d’entrelacement.
Cette adresse est donc calculé à la volée.
Le calcul de l’adresse d’un mot de code QC-LDPC est plus complexe. En effet,
pour chaque valeur de l’information incidente Lc (cn) il existe un couple de valeur
(κ, b) dont la caractéristique a été établie au chapitre 3. Dans ce cas, b correspond
à l’indice du banc de mémoire (enregistrement de l’information dans le banc MEMa
si b = 0, MEMb si b = 1, ...). Les informations du démodulateur sont fournies dans
l’ordre croissant, le calcul du couple (κ, b) est alors simplifié.
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On s’intéresse au calcul de la relation entre les positions des variables n et
les indices de treillis (κ, b) d’un ensemble d’équations du groupe de variables de
l’ensemble[[n.z; (n+ 1).z[[ pour les équations du groupe Cm1 . On pose ζ tel que
ζ ∈ [[m1.z; (m1 + 1).z[[. On suppose que la sous-matrice carrée de position (m1,n)
n’est pas nulle. De ce fait, il existe un indice de circulation pour cette matrice que
l’on note jm1,n. La relation entre l’indice de variable n et les indices de treillis (κ, b)
est définie par itération sur ζ.
On pose (κ0, b0) comme le couple correspondant à l’indice de treillis pour la
variable n.z. D’après les relations (3.14) et (3.25) établies au chapitre 3 :
κ0 = Tl(m) + π
−1
0 (n.z)
b0 = (z − jm1,n)[z]
Le système (4.8) permet alors de retrouver la correspondance avec la position
du treillis par récurrence.
Π(n.z + ζ) =
{ (
κζ−1 − Tm1l , 0
)










Le mot de code incident est donc mémorisé en fonction des N/z groupes d’in-
formations successifs.
4.2.1.5 Génération des adresses d’entrelacement
L’entrelacement concerne deux stratégies distinctes pour le décodage d’un tur-
bocode et le décodage d’un code QC-LDPC.
Le décodage d’un turbocode nécessite de faire transiter des informations ex-
trinsèques entre les décodeurs. Ces informations estiment le gain apporté par le
décodage dans l’ordre naturel ou entrelacé à une itération donnée. Ce gain est en-
suite injecté dans le décodeur concurrent afin d’améliorer sa prédiction en fonction
de l’information sur la variable (code convolutif constituant binaire) ou sur le couple
(code convolutif constituant double-binaire). Le cœur de processeur doit connaître la
confiance intrinsèque provenant du démodulateur et la dernière information extrin-
sèque relative à une section de treillis. De ce fait, les données extrinsèques contenues
dans le vecteurs Zink doivent être enregistrées à l’adresse entrelacée Π(k) en sortie
du cœur de décodage naturel et à l’adresse dé-entrelacée Π−1(k) en sortie du cœur
de décodage entrelacé.
Le vecteur d’informations intrinsèques Xk utilisé par le cœur de décodage SISO
reprend la dernière mise à jour des variables pour l’usage QC-LDPC. De ce fait,
il contient à la fois l’information fournie par le canal et l’information extrinsèque
provenant de la dernière mise à jour. La multiplicité des dimensions du code QC-
LDPC requiert cependant de retrancher à cette donnée l’information extrinsèque
provenant du décodage de la même équation à l’itération précédente. De ce fait, pour
le décodage d’un code QC-LDPC, le vecteur Zoutk agglomère les données extrinsèques
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extraites de l’itération précédente. Le vecteur est stocké dans une RAM à la manière
d’une FIFO et ne nécessite pas de calcul d’entrelacement particulier.
En revanche, la dernière décision de décodage est réinjectée dans le processus
de décodage, et dans ce cas d’usage, une fonction d’entrelacement est nécessaire
pour faire correspondre les composantes du vecteur de décision en sortie du cœur
SISO Λm1κ1 à la prochaine réutilisation de la variable cn associée à cette décision et
sa prochaine implication dans le treillis équivalent. L’entrelacement QC-LDPC doit
donc effectuer les opérations de transfert décrites dans le chapitre 3.
Le calcul de l’entrelacement entre deux sous-groupes d’équations Cm1 et Cm2
suit la logique du calcul de l’entrelacement initial. On pose ζ2 = (ζ + jm1,n)[z]. La
relation (4.8) s’adapte dans ces conditions avec la relation (4.9).
Π(n.z + ζ2) =
{






.dm2c , (bζ2−1 + 1)[b]) sinon
(4.9)
Dans ce cas,
bm2ζ=0 = (z + jm1,n)[z] − (jm2,n)[z] (4.10)
4.2.1.6 Conflits d’accès dûs aux différents usages
Dans le paragraphe précédent, il a été établi que l’entrelacement de l’information
extrinsèque dépend d’une mise en mémoire de type FIFO pour le décodage QC-
LDPC. Le décodage de codes QC-LDPC n’a donc pas à faire face à des contraintes
de conflits d’accès pour les mémoires EXT RAM. Par contre, ce banc mémoire
est contraint à la fonction d’entrelacement Π(k) et la fonction d’entrelacement in-
verse Π−1(k) du turbocode. Les risques de conflits d’accès sont donc causés par cet
entrelaceur. Pour un code 3GPP LTE, la fonction d’entrelacement est sans conflit
d’accès tout comme sa fonction inverse. De ce fait, la RAM de données extrinsèques
ne souffre pas de conflit d’accès pour une architecture à un cœur.
Le banc de mémoires d’informations intrinsèques INT RAM est mis à jour
uniquement par le module d’ordonnancement du mot de code COP pour un cas
d’usage turbocode. Ce cas n’entraîne pas de conflit d’accès. Le décodage QC-LDPC
effectue des mises à jour permanentes sur ce banc de mémoire.
La fonction d’entrelacement liée au code et définie dans le chapitre 3 nécessite
le calcul d’une adresse couple (κ, b) pour chaque composante du vecteur de décision
Λk sortie du cœur de processeur, dont les relations sont données par la fonction
(4.9). Pour résoudre les risques de conflits d’accès, il suffit de scinder le banc de
mémoire en b RAM indépendantes. La sélection de la RAM est alors donnée par
l’information b de la fonction d’entrelacement. Cette information dépend des indices
de permutation des matrices identités circulaires jm,n. L’obtention du facteur b suit
une loi incrémentale modulo b dans la majorité des cas. Une remise à zéro est
cependant nécessaire à l’indice ζx vérifiant (4.11).
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Figure 4.9: Illustration de conflits d’accès pour l’enregistrement des mises à jour
de la section k en fonction des contraintes de la matrice QC-LDPC
ζ2 = jm2,n ⇔ ζx ≡ (jm2,n − jm1,n)[z] (4.11)
Une condition suffisante pour qu’il y ait continuité de l’incrément est obtenue
dans le cas où z est divisible par b. En effet, dans ce cas, (4.12) est vérifiée.
bζx−1 = (b0 + ζx − 1)[b]
=
(




Or d’après (4.10), bm2ζ=0 = (z + jm1,n − jm2,n)[z] donc
∃x ∈ N, b0 = (z.x+ jm1,n − jm2,n)[z]
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En remplaçant cette expression dans (4.12), on obtient (4.13)
bζx−1 = (z.x− 1)[b] (4.13)
Dans ce cas, bζx−1 = b− 1 si et seulement si (4.14)
(z.x)[b] ≡ (0)[b] (4.14)
Cette propriété est vérifiée dans tout les cas si z = (0)[b]. Il dépend de la valeur
du facteur x sinon.
Si la condition bζx−1 = b−1 est vérifiée, à chaque section de treillis correspond un
et un seul indice de banc b. Il n’y a donc pas de conflit d’accès. Lorsque b ne divise pas
z, deux composantes deΛk peuvent être enregistrées dans la même RAM et entraîner
des conflits d’accès. La Figure 4.9 représente les cas de conflits d’accès à un banc
de mémoire pour b = 4. Sur un même temps d’horloge, toutes les composantes
du vecteur Λk doivent être enregistrées sur des bancs de mémoires d’indice b à
des adresses κ définies par le calcul récursif résumé par l’équation (4.8). Certaines
configurations n’entraînent pas de conflit d’accès, en particulier si jm2,n − jm1,n ≡
(0)[b]. Dans les autres cas, un même banc mémoire est accédé au plus deux fois pour
une section de treillis donnée. Sur la Figure 4.9, les cas de conflits d’accès sont
représentés par des emplacements grisés. La configuration du conflit dépend dans
ce cas du facteur d’expansion z et des indices de circulation de la matrice de parité.
Cette propriété est généralisée pour tout facteur de contrainte b.
Deux stratégies permettent de résoudre ce conflit d’accès. Dans un premier
temps, on considère que l’ordonnancement du treillis du cœur SISO est sous la
forme Retour puis Aller (ou Aller puis Retour). Dans ce cas, les accès aux bancs
en lecture et en écriture ne sont pas effectués sur le même cycle d’horloge et une
RAM simple port suffit à gérer l’accès aux données dans un cas sans conflit d’ac-
cès. Le passage de ces bancs de mémoire en double-ports règle ponctuellement les
conflits d’accès, puisqu’une même RAM sera accédée au plus deux fois au même
cycle d’horloge pendant la phase de décodage.
Dans le cas d’un ordonnancement de treillis en Papillon, le banc de mémoire peut
nécessiter entre zéro et quatre écritures sur le même cycle d’horloge, ce qui est source
de conflits d’accès. En décalant la mise à jour de ces données, le conflit d’accès est
résolu. La Figure 4.10 représente le décodage parallèle de deux treillis de contrainte
de parité suivant un ordonnancement de treillis en Papillon. Nous observons ici une
structure de décodage pour b = 2. Sur ce cas de figure, les composantes Λa1 et Λ
b
1
sont enregistrées sur le même banc MEMa, ce qui entraîne un conflit d’écriture sur ce
banc mémoire. Pour contrer ce phénomène, la composante Λb1 est temporairement
stockée en mémoire FIFO pour être positionnée sur le banc mémoire en fin de
décodage des deux treillis de contrainte de parité. Ce cas de conflit est positionné
sur la figure par un cercle. Pour réaliser cette stratégie, une FIFO de profondeur
maximale w par banc mémoire doit être ajoutée afin de contenir tout cas de conflits
d’accès. Cette technique augmente donc les ressources matérielles et entraîne une
latence supplémentaire pour vider la mémoire FIFO en fin de décodage.
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Une autre stratégie non exploitée ici consiste à ne pas effectuer la mise à jour de
la variable en question. Cependant, cette stratégie entraîne une perte de performance
due à un arrêt de transmission des mises à jour pour les variables incriminées sur
chaque itération.
Figure 4.10: Représentation du conflit d’accès en écriture des bancs de mémoires
intrinsèques dans le cas d’un cœur de processeur SISO en ordonnancement en Pa-
pillon
4.2.1.7 Gestion du transfert des métriques entre itérations
Entre chaque traitement de tronçons de treillis, les métriques cumulées sont
initialisées. Cette affectation est statique pour le décodage de turbocodes sans fenê-
trage. Elle respecte dans ce cas (4.15) lorsque l’état initial du treillis est connu. Le
décodage fenêtré et parallélisé de turbocodes nécessite de conserver les métriques
cumulées de l’itération précédente avec la technique de transfert de métriques Next
Iteration Initialization [95] introduite dans la section 3.3.1 du chapitre 3.
MAC0(s) = MACK(s) =
{
Cte si s = 0
0 sinon
(4.15)
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Le décodage des codes QC-LDPC ne nécessite pas d’utiliser cette technique. Les
métriques sont initialisées en fonction de la parité des états à l’aide d’une constante
prédéfinie Cte. En effet, chaque treillis de contrainte de parité est initialisé et terminé
à son état de référence 0. le treillis de contraintes multiples regroupe verticalement
plusieurs treillis, ce qui revient à débuter les treillis sur les états pairs. Cette étape
est résumée par la fonction (4.16).
MAC0(2.s) = MACdc(2.s) = C
te
MAC0(2.s+ 1) = MACdc(2.s+ 1) = 0
(4.16)
4.2.2 Architecture de décodage générique multi-cœurs
Dans la section précédente, une architecture de décodage a été mise au point
pour permettre le décodage à la volée de mots de codes compatibles avec le standard
3GPP LTE ou IEEE 802.11n. Cette première architecture ne bénéficie cependant ni
des opportunités de parallélisme offert par les codes 3GPP LTE, ni de celui des codes
QC-LDPC. En effet, une propriété des codes LDPC Quasi-Cyclique est de pouvoir
organiser la mise à jour d’un ensemble de z équations indépendantes sans perte de
performances, or l’architecture à un cœur SISO ne met à jour que b équations en
parallèle.




Figure 4.11: Architecture de décodage à P cœurs SISO
Une architecture bénéficiant d’un plus grand nombre de cœurs est envisageable
pour le traitement des codes QC-LDPC. Pour cela, on définit un nombre maximal
de P = ⌈ zb ⌉ cœurs pouvant être utilisés conjointement.
Du côté du turbocode, la technique de fenêtrage est couramment employée pour
réduire la taille des mémoires du cœur SISO, mais également pour paralléliser le
décodage du treillis en découpant celui-ci en tronçons. L’entrelacement doit être
étudié avant d’opérer une découpe en P tronçons du treillis.
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En fonction du scénario de convergence choisi, il est possible d’établir deux stra-
tégies d’architecture. Une première stratégie consiste à implémenter une architecture
contenant le nombre maximal de cœurs SISO pour les standards gérés. Ainsi, on choi-
sit d’implémenter P = max(P code1 , P code2). Cependant, cette architecture mobilise
de nombreuses ressources matérielles non exploitées par le décodeur dans l’un ou
l’autre cas d’usage. Une seconde stratégie consiste à définir le nombre de cœurs SISO
permettant de limiter les ressources non exploitées pour chaque cas d’usage. C’est
cette seconde stratégie qui sera détaillée dans cette section. Dans le cas d’une archi-
tecture compatible avec les standards 3GPP LTE et IEEE 802.11n, une architecture
à 8 cœurs permet de réduire les ressources matérielles non exploitées.
4.2.2.2 Adaptation du banc de mémoires pour P cœurs SISO
On suppose dans cette section que les entrelacement des turbocodes et des codes
QC-LDPC sont sans conflit d’accès pour le nombre de cœurs SISO P choisi. Cette
propriété est vérifiée en suivant le processus décrit dans le chapitre 3 (section 3.3.2).
On cherche alors à caractériser les bancs de mémoire et à ajuster leurs dimensions
en fonction des codes à traiter. Chaque cœur SISO requiert b informations stockées
dans les bancs de mémoire INT RAM et dans les bancs de mémoires EXT RAM
afin de traiter une section de treillis. Cette information est requise sur un même cycle
d’horloge et nécessite donc de scinder ces deux mémoires sur b RAM par cœur de
décodage. Pour P processeurs indépendants, les bancs de mémoires requièrent alors
b.P RAM chacun. La contrainte de profondeur doit être rediscutée. Pour définir
cette caractéristique, cette section propose de séparer l’étude des contraintes liées
au code QC-LDPC et au turbocode.
Pour les turbocodes, on scinde le treillis équivalent (naturel ou entrelacé) en P
tronçons de K/P sections. Dans ce cas, l’adresse relative à un cœur p pour une sec-
tion k vaut alors p = ⌈ kK/P ⌉ et ADDR = (k)[K/P ]. De ce fait, la profondeur maximale
de la RAM est donnée par le nombre de sections de treillis par tronçon, soit K/P .
La découpe du treillis suivant le code QC-LDPC est relative au treillis défini
dans le chapitre 3. Pour un sous-groupe d’équations indépendantes Cm, il existe
exactement ⌈ zb ⌉ treillis de contraintes multiples dont le décodage est indépendant.
De ce fait, un cœur de processeur SISO peut traiter ces treillis en série. Chaque





(dmc ) sections par itération, ce qui correspond alors à la profondeur de
RAM.
La Table 4.4 évalue la profondeur des mémoires pour le traitement d’une ité-
ration pour une architecture mêlant plusieurs cœurs SISO. Cependant, l’usage de
plusieurs processeurs en parallèle nécessite de multiplier les bancs mémoires d’au-
tant.
4.2.2.3 Débits de décodage
Le débit obtenu par les architectures de décodage précédemment décrites s’ob-
tient à partir de l’équation (3.36) approchée au chapitre 3 corrigée par le délai de





P = 1 6144 1848
P = 2 3072 968
P = 4 1536 528
P = 8 768 264
P = 16 384 176
P = 32 192 88
Table 4.4: Profondeur des mémoires en fonction du nombre de cœurs SISO pour
traiter tous les MCS des standards 3GPP LTE et IEEE 802.11n pour b = 4
latence entre le décodage des différents treillis noté δt et le délai pour gérer les dif-
férents modules de décodage noté δit. Ce débit dépend également de la répartition
des tailles de fenêtre w, qui sont fixées à 32 pour le décodage de codes 3GPP LTE
et qui dépendent de la répartition des degrés de parité des matrices QC-LDPC. La
relation (4.17) fournit alors le débit de décodage de l’architecture en fonction de ces















) × fclk (4.17)
Dans cette équation, M désigne le nombre de treillis du code par itération de
décodage. Ce paramètre dépend du nombre de processeur SISO en parallèle P .
Pour le cas de décodage de codes 3GPP LTE, l’ensemble du décodage est effectué
sur M = 2 × P treillis. Dans ce cas, chaque processeur SISO traite une taille de
fenêtre équivalent à w = Tl/P . La taille de la fenêtre pour le décodage de codes










4.3 Prototypage des architectures
Les architectures de décodage présentées dans la section 4.2 ont été synthétisées
pour le cas de convergence de standards 3GPP LTE et IEEE 802.11n. L’implantation
des structures à 1 puis 8 cœurs sur une carte FPGA permet de vérifier la preuve de
concept de ce projet. Les métriques de performances matérielles sont présentées dans
cette section. L’architecture de décodage à 8 cœurs SISO est également proposée
pour une synthèse sur une technologie ASIC TSMC 65 nm. Les résultats obtenus
pour cette cible sont comparés à ceux présentés dans la littérature.
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4.3.1 Portabilité des architectures sur cibles FPGA
4.3.1.1 Contraintes matérielles et protocole expérimental
La plateforme de test utilisée est représentée sur la Figure 4.12. Elle a été
développée au sein du laboratoire d’Orange-Labs (Cesson-Sévigné, FRANCE) par
Marc LANOISELEE. Cette carte reprend deux produits FPGA de la famille Virtex6,
le circuit XC6VLX365T et le circuit XC6VSX315T.
Figure 4.12: Photographie de la plateforme de test FPGA
Les architectures de décodage ont été intégrées sur une plateforme de test afin
d’en vérifier les performances de décodage et de reconfiguration. Cette plateforme
est schématisée sur la Figure 4.13. Le décodeur interagit avec la plateforme de
test à l’aide d’un signal permettant l’envoi d’un message. Un générateur de contexte
sélectionne un contexte de Modulation et Schéma de Codage (MCS) suivant un
standard, une taille de code et un rendement. Ce processus enclenche alors la lecture
d’un mot de code équivalent stocké dans une mémoire dédiée et modulé suivant la
modulation BPSK.
Afin de tester le décodeur, un générateur de bruit a été ajouté permettant d’ob-
tenir un bruit blanc additif gaussien suivant la loi de probabilité Normale N (0, 1).
Le bruit est ensuite pondéré en fonction du rapport signal à bruit testé et du ren-
dement de codage du code émis. Celui-ci est ajouté à la sortie du modulateur. La
somme est ensuite démodulée et les Log-Rapports de Vraisemblance sont fournis en
même temps que le contexte de décodage à l’architecture de décodage. Une fois le
décodage effectué, les décisions systématiques sont comparées au message émis.
En pratique, le décodage de mots de code 3GPP LTE de taille K = 256 et
R = 1/3 et le décodage de mots de code IEEE 802.11n N = 648 et R = 1/2 sont
testés aléatoirement. Le taux d’erreur binaire est fourni en fonction du mot de code
et en fonction du SNR.
L’ensemble de la plateforme de test a été intégré sur le composant Virtex6
XC6VLX365T dont les caractéristiques sont établies dans la Table 4.5. Ce com-
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Figure 4.13: Plateforme de test du prototype FPGA
posant est surdimensionné pour les usages de cette thèse, aussi les architectures
dédiées à une cible FPGA ont été travaillées de façon à réduire les chemins critiques





Blocks RAMs (36 Kb) 416
Input/Output pins 720
Table 4.5: Caractéristiques techniques de la technologie FPGA Virtex6
XC6VLX365T
La conception de la plateforme de test étant récente, il n’existe actuellement pas
d’interface permettant la récupération des sorties de décodage ni du calcul d’erreurs.
De ce fait, un espionnage des signaux aux moyens de l’outil Chipscope ISE est
nécessaire pour récupérer les données de performance des architectures testées.
4.3.1.2 Intégration d’une architecture de décodage à un cœur
L’intégration d’une architecture à un cœur SISO sur une cible FPGA constitue
une première application de ce décodeur conjoint. Cette architecture doit répondre
aux problématiques de conflits d’accès des mémoires pour le décodage de codes QC-
LDPC. Il s’agit également d’une architecture basique qui ne cherche à optimiser ni
les débits, ni la complexité. Cependant, ce type d’architecture est adaptable pour
de nombreux cas de convergences entre turbocode et code QC-LDPC pour peu
que l’on adapte le cœur de décodage SISO et l’entrelacement dédié en fonction
du turbocode et que l’on modifie les paramètres d’entrelacement pour le décodage
d’autres matrices QC-LDPC.
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La cible FPGA est capable de décoder aléatoirement des mots de codes avec une
fréquence d’utilisation de 155 MHz. La faible fréquence d’utilisation par rapport à la
fréquence maximale d’utilisation des cœurs SISO est due au calcul de l’entrelacement
dédié au décodage turbo. La Table 4.6 résume le rapport de synthèse de cette
architecture. Cette synthèse montre une forte mutualisation des ressources entre la
structure générique et deux structures compatibles à un standard 3GPP LTE ou
IEEE 802.11n. En effet, le nombre de LUT est augmenté de 4,2 % (resp. 5,3 %) sur
la structure conjointe par rapport aux solutions de décodage d’un standard 3GPP







Utilisation de slices logiques
Slice Registers 20645 (4 %) 20385 (4 %) 20265 (4 %)
Slice LUTs 44711 (19 %) 42899 (18 %) 42437 (18 %)
utilisé comme mémoire 7123 7091 7059
Distribution des slices logiques
LUT Flip Flop pairs 45482 43668 43103
Block RAM
Block RAM 26 (6 %) 26 (6 %) 26 (6 %)
Fréquence
Fréquence 155 MHz 155 MHz 165 MHz
Table 4.6: Résultat de synthèse sur Virtex 6 (XC6VLX365T) de l’architecture
de décodage à un cœur SISO compatible avec les standards 3GPP LTE et IEEE
802.11n
Pour cette architecture, une dynamique interne de 16 bits a été appliquée afin
de vérifier la compatibilité de l’architecture avec les courbes théoriques. Les RAM
ont été dimensionnées afin de décoder des mots de taille maximale K = 4096. Cette
caractéristique comprend donc le décodage des 12 matrices QC-LDPC relatives au
standard IEEE 802.11n et les mots de code 3GPP LTE les plus courts. Une amélio-
ration du dimensionnement est nécessaire pour une compatibilité de décodage des
mots de codes 3GPP LTE de taille supérieure. L’ordonnancement des opérations
de réception, de décodage et de sortie de code suivent le cheminement défini par
la Figure 4.8. Dans le cadre d’un décodage de turbocode 3GPP LTE, le nombre
d’itérations a été fixé à 6 et à 10 itérations pour le décodage de codes QC-LDPC.
Les performances de décodage obtenues suivant les simulations sur un simulateur
codé en C et à travers l’architecture sont observables sur la Figure 4.14. Le cœur de
décodage SISO applique l’échelonnage des informations de décisions et des informa-
tions extrinsèques, ce qui permet d’obtenir des dégradations de performance BER
inférieure à 0.20 dB par rapport au décodage des mêmes codes QC-LDPC pour un
algorithme H-LBP SPA avec le même nombre d’itérations, ainsi que par rapport à
l’algorithme LogMAP sur treillis complet pour les turbocodes du standard 3GPP
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  BER - Algorithme LogMAP - 1 coeur (virgule flottante)
  BER - Architecture
(a)




















  BER - Algorithme H-LBP SPA (virgule flottante)
  BER - Architecture
(b)
Figure 4.14: Courbe du taux d’erreur atteint par l’architecture pour des mots de
codes 3GPP LTE - 6 itérations (a) et IEEE 802.11n - 9 itérations (b) comparée aux
algorithmes optimaux
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LTE.



























 Débits de décodage d'une architecture à un coeur sur cible FPGA
 
 
  MCS du standard 3GPP LTE
  MCS du standard IEEE 802.11n
Figure 4.15: Débit de décodage pour l’architecture à un cœur et pour une fréquence
d’utilisation de 150 MHz
Une architecture à un cœur SISO permet de vérifier la flexibilité du contexte
de décodage à la volée. Pour réaliser cette architecture, des mots de code sont émis
avec un changement de contexte tous les deux mots reçus. La Figure 4.15 montre
les débits de décodage attendus par cette architecture pour plusieurs codes dans un
contexte sans reconfiguration.
Dans le cadre du décodage de MCS IEEE 802.11n, le rendement de codage
impacte le débit de décodage. Cette différence s’explique par un nombre d’itérations
fixé pour tout code QC-LDPC et par la taille de treillis dépendant principalement
du nombre de nœuds de la matrice associée. Pour le standard IEEE 802.11n, le
nombre de nœuds est du même ordre pour les mêmes tailles de mots de code. Ainsi,
à itération constante, la latence de décodage est du même ordre pour le décodage
de ces MCS, mais plus d’informations sont décodées pour des rendements élevés, ce
qui explique l’allure de la courbe.
Le standard 3GPP LTE permet de bénéficier de rendements de codage adaptés
en poinçonnant le mot de code. Les différents rendements ne modifient pas la struc-
ture du treillis de code convolutif constituant, mais remplace certaines informations
du canal par des éléments neutres. Pour un même nombre d’itération, la latence
de décodage ne varie donc pas. Ainsi, les débits de décodage sont indépendants
du rendement du code. Par contre, le nombre de sections de treillis décodées est
proportionel au nombre d’informations systématiques. La latence de décodage est
donc pratiquement proportionnelle à la taille du message d’information K, ce qui
explique que le débit de décodage soit faiblement influencé par K.
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Pour un usage aléatoire et identiquement réparti des deux codes testés, l’archi-
tecture tourne avec une performance de décodage de 7.00 Mbps. En pondérant ces
débits en fonction des données utiles fournies par chaque standard, le débit effec-
tif du décodeur est de 3.09 Mbps de données 3GPP LTE et 3.91 Mbps de données
IEEE 802.11n. Ces résultats ont été validés par calcul et par mesures sur simulations
VHDL.
La reconfiguration du cœur SISO entraîne également un coût sur les débits de
décodage. Pour le plus petit mot de code du standard 3GPP LTE, le débit sans
reconfiguration entre chaque mot de code est de 10,9 Mbps sur cette structure pour
une latence de 552 cycles d’horloge. La reconfiguration pour le décodage de cette
configuration est de 5 cycles d’horloges, ce qui réduit les débits à 10,8 Mbps, soit une
perte de 0,9 %. Cependant, ce coût est infime pour l’adaptation au standard IEEE
802.11n. En effet, le débit de décodage atteint est de 7,23 Mbps pour une latence de
décodage du MCS le plus court de 6726 cycles d’horloge sans reconfiguration. Cette
latence augmente de 7 cycles d’horloge en prenant en compte la reconfiguration ce
qui réduit le débit à 7,22 Mbps, soit une dégradation de moins de 0,01 %.
Ces débits sont très faibles par rapport à la littérature. Nous avons donc égale-
ment implanté un décodeur avec plusieurs cœurs SISO pour améliorer ces débits de
décodage.
4.3.1.3 Intégration d’une architecture de décodage à 8 cœurs
Suite à la réalisation d’une architecture de décodage à un cœur SISO, l’intégra-
tion s’est poursuivie par une architecture de décodage à plusieurs cœurs SISO afin
d’obtenir une preuve de concept d’une architecture de décodage générique et flexible
aux débits plus compétitifs. La stratégie de cette architecture a été de réaliser un
décodeur compatible pour les MCS 3GPP LTE et IEEE 802.11n intégrant 8 cœurs
SISO. De ce fait, les débits ne sont optimaux pour aucune des applications, mais la
complexité de l’architecture est réduite pour les deux cas d’application.
Cette nouvelle architecture est synthétisée sur la même carte FPGA Virtex6 avec
une fréquence d’horloge de 140 MHz. La dynamique des métriques est conservée sur
16 bits. L’architecture est dimensionnée pour décoder des mots contenant au plus
4096 sections de treillis, ce qui comprend l’ensemble des mots de codes du standard
IEEE 802.11n et les mots de codes les plus petits du standard 3GPP LTE. Les
données de synthèse sont fournies dans la Table 4.7. Pour cette architecture, les
paramètres tels que le nombre d’itérations sont conservés par rapport à l’architecture
à un cœur SISO. Les performances BER de cette architecture sont les mêmes que
pour une architecture à un cœur SISO pour le décodage des MCS IEEE 802.11n
ce qui correspond aux performances attendues. L’architecture suit la technique de
fenêtrage et la transition NII définie précédemment. Pour cette architecture, les
performances sont bit-true, et correspondent donc aux performances fournies par
le simulateur C. L’architecture intégrée sur cette cible permet d’atteindre 93 Mbps
pour le décodage 3GPP LTE pour le décodage de mots de code de rendement 1/3
et 101 Mbps pour le décodage IEEE 802.11n du MCS N = 1944 et R = 5/6. Le
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débit de décodage est pratiquement multiplié par 8 dans chaque cas d’usage.
[107] propose une architecture de décodage pour un seul mot de code du stan-
dard IEEE 802.11n. Les résultats obtenus par l’architecture pour 5 itérations de
décodage suivant l’algorithme par inondation et mise à jour Min-Sum atteint 38,3
Mbps sur cible FPGA Virtex2 à 194 MHz. L’algorithme sélectionné converge deux
fois moins vite que l’algorithme de notre architecture. De ce fait, en ramenant cette
structure à des performances équivalentes, l’architecture de décodage présentée est
plus compétitive par rapport à certains choix d’architectures dédiées de la littérature
et implantées sur cible FPGA.
[108] propose une architecture de décodage de codes 3GPP LTE sur une cible
FPGA non précisée. Pour une fréquence d’utilisation de 102 MHz, cette structure
atteint 347 Mbps pour 2 itérations de décodage. La structure de décodage suivant
le radix-4 a été privilégiée avec un décodage Max-LogMAP. Le nombre d’itérations
a été fixé pour répondre aux exigences de débits du standard 3GPP LTE. Ramenée
aux performances de taux d’erreur binaire (6 itérations), cette structure obtient un
débit de 115 Mbps. La structure multistandard proposée présente donc des débits





Utilisation de slices logiques
Slice Registers 43781 455040 (9 %)
Slice LUTs 82663 227520 (36 %)
utilisé comme logic 82597
utilisé comme mémoire 66
Distribution des slices logiques
LUT Flip Flop pairs 96491
Block RAM/FIFO
Block RAM 120 416 (28 %)
Fréquence
Fréquence 140 MHz
Table 4.7: Synthèse de l’architecture de décodage à 8 cœurs SISO compatibles
avec les standards 3GPP LTE et IEEE 802.11n pour une architecture avec ordon-
nancement du treillis en Papillon, sur une carte Virtex 6 (XC6VLX365T)
4.3.1.4 Déroulement du processus de décodage
Les deux architectures précédentes ont été intégrées sur une carte FPGA. Le
fonctionnement de celles-ci a été mesuré directement sur la cible FPGA à l’aide de
l’outil Chipscope. Nous revenons sur le déroulement du processus de décodage et
sur les interactions entre les différents blocs. Cette approche permet de visualiser la
reconfigurabilité du décodeur entre différents contextes de décodage.





Figure 4.16: Déroulement du processus de décodage flexible entre deux contextes
des standards 3GPP LTE et le standard IEEE 802.11n
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Le module de réception des messages externes COP communique avec la plate-
forme de test au moyen du signal Ready_to_receive_next. La plateforme envoie
un message à décoder dès que celui-ci est apte à traiter un message. Dans ce cas, le
jeton MCS_pattern permet au décodeur de connaître les caractéristiques du code
de référant. Le message est ainsi enregistré dans les mémoires attribuées en fonction
du modèle défini. La Figure 4.16a montre l’intégration de cette étape analysé grâce
à l’outil Chipscope.
Indépendamment de ce processus, le module de décodage CDP interroge le pro-
cesseur COP par un signal ready_to_decode_next. Si ce module contient un
message à décoder, le processus de décodage est lancé. Lorsque le le module de
décodage CDP est disponible pour décoder un message, il interroge le processeur
COP par le signal ready_to_decode_next. Le contexte de décodage est alors
fourni au module de décodage. Le COP lière dans ce cas l’espace requis par le
message récemment décodé pour réceptionner un autre message. La transition entre
deux MCS par le CDP dépend du contexte de décodage. La Figure 4.16b repré-
sente une transition de décodage entre deux messages codés suivant le même MCS
du standard IEEE 802.11n. Dans ce cas de transition, 7 cycles d’horloge ont été
mesurés pour initialiser le bloc de décodage.
Le module de sortie SFP est prévenu de la fin du décodage par le module
CDP avec le signal flush_en et lance l’extraction des informations systématiques
a posteriori (signal cw_out_valid et cw_output en indiquant le standard au-
quel il appartient (signal ROUTAGE_DEC). Le module SFP annonce également sa
disponibilité au module processeur COP qui lui donne un autre mot à décoder
(ready_to_decode_next).
Le contexte de décodage est adapté à chaque mot de code. La Figure 4.16c et la
Figure 4.16d mettent en évidence le décodage de messages suivant deux contextes
différents. Sur la Figure 4.16c le décodage d’un MCS du standard 3GPP LTE
succède au décodage d’un MCS du standard IEEE 802.11n. La reconfiguration du
processeur de décodage s’effectue à la volée. Pour ce cas de transition, 7 cycles d’hor-
loge permettent la signalisation de la fin du décodage et le changement de contexte
pour une adaptation au standard suivant. Pour une transition inverse représentée
sur la Figure 4.16d, 5 cycles d’horloge sont nécessaires. Cette latence représente
le délai entre la dernière sortie des modules de décodage SISO et le début du déco-
dage SISO du mot de code suivant. La différence de latence entre ces deux cas de
transition provient de la différence de latence de décodage des deux treillis de ces
codes.
4.3.2 Portabilité des architectures sur cibles ASIC
4.3.2.1 Adaptation à la technologie ASIC TSMC 65 nm
Le choix d’une synthèse sur une cible ASIC (Application-Specific Integrated Cir-
cuit) de la technologie 65 nm permet d’obtenir des résultats d’intégration compa-
rables avec de nombreuses architectures présentes dans la littérature. Cependant,
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le changement de technologie entraîne des modifications de l’architecture pour ré-
pondre à des problématiques différentes. Contrairement à une cible FPGA, qui
contient généralement des multiplieurs et des blocs RAM, l’ASIC est un circuit inté-
gré complètement dédié à l’architecture voulue et ne comportant que les éléments et
opérateurs strictement nécessaires. Dans cette partie, les modifications apportées à
l’architecture et les résultats de synthèse sur cible ASIC sont fournis. La réalisation
matérielle (layout, vérifications, opérations de fonderie et test) n’a pas été effectuée.
La cible de synthèse s’est basée sur les librairies de Taiwan Semiconduc-
tor Manufacturing Company (TSMC). L’architecture a été synthétisée sur une
technologie de 65 nm. Les intégrations du moment privilégient cette dimension de
gravure minimale. Pour une architecture ASIC, la fréquence de fonctionnement et le
débit utile de décodage sont des métriques qui permettent de qualifier le composant
résultant du point de vue de ses performances brutes. À cela s’ajoute une autre
métrique d’un intérêt essentiellement économique, et qui est la surface de silicium
nécessaire à la réalisation de la fonction. Cette dernière information détermine dans
une certaine mesure le rendement de fabrication, et in fine le coût de chaque cir-
cuit. De ce fait, l’architecture définie sur une cible ASIC doit vérifier une complexité
mesurée en surface de silicium qui soit compétitive par rapport aux architectures
concurrentes.
Pour répondre en premier lieu à cette problématique, les blocs RAM sont syn-
thétisés en externe de manière à mesurer leurs impacts sur la surface globale. La
Table 4.8 donne quelques synthèses de blocs RAM pour la technologie TSMC ASIC
65 nm réalisées avec l’outil ARTISAN fourni par ARM. Ce tableau montre l’impact
du choix de quantification et du choix de la technologie RAM utilisée. Les surfaces de
silicium affectées aux RAM double-ports (DPRAM) sont de deux à quatre fois plus
importantes que des RAM simple port (SPRAM). De plus, ces RAM fonctionnent
avec une fréquence maximale de 3 GHz. De ce fait, l’architecture a été adaptée pour
utiliser des RAM simple port avec une fréquence double plutôt que de conserver les









512 32 8, 40.10−2 3, 91.10−2
512 24 6, 77.10−2 3, 02.10−2
512 22 3, 30.10−2 2, 79.10−2
512 20 5, 95.10−2 2, 57.10−2
512 16 5, 13.10−2 2, 13.10−2
512 10 3, 91.10−2 1, 46.10−2
512 9 3, 70.10−2 1, 34.10−2
512 8 3, 50.10−2 1, 23.10−2
Table 4.8: Tableau de synthèse des SPRAM et DPRAM sur une technologie TSMC
ASIC 65 nm
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4.3.2.2 Synthèse d’une architecture de décodage multi-cœurs sur cible
ASIC



















  H-LBP/SPA (virgule flottante)
  Architecture (virgule fixe)
Figure 4.17: Performances de décodage BER pour des mots de codes IEEE 802.11n
comparées aux algorithmes optimaux avec la quantification ASIC
L’architecture de décodage a été revue pour modifier les mémoires en SPRAM.
L’architecture a également été optimisée avec une modification des facteurs d’éche-
lonnage pour le décodage QC-LDPC. La quantification a été réduite afin de diminuer
la complexité de décodage mais également de comparer cette architecture avec les
architectures de la littérature. De ce fait, la sortie du démodulateur est quantifiée
sur 6 bits avec 5 bits pour coder la valeur entière et 1 pour la valeur décimale. À
l’intérieur du décodeur, les informations de décision sont codées sur 10 bits (Q6.4)
et les valeurs extrinsèques sur 8 bits (Q5.3). De ce fait, les bancs de mémoires LLR
sont de profondeur 512 et de longueurs 10, les deux bancs extrinsèques de longueur
12. Cette nouvelle quantification entraîne des dégradations de performance pour
le décodage de codes QC-LDPC. Le plancher d’erreur est rehaussé du fait de la
perte d’information sur la valeur décimale de la décision. Pour contrer cet effet, le
facteur d’échelonnage a été modifié pour prendre en compte le couple (0.75, 1.33).
Les performances BER pour cette nouvelle quantification sont données sur la Fi-
gure 4.17. La modification du paramètre d’échelonnage permet de conserver des
résultats BER de décodage moins dégradés par rapport aux algorithmes optimaux
en virgules flottantes. Cependant, pour une matrice de rendement 1/2, ce choix
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montre une dégradation de performance de 0.2 dB qui dégrade le décodage de cette
matrice. Le choix de quantification reste intéressant pour les autres rendements de
codage.
L’architecture a été synthétisée en ciblant une fréquence d’horloge de 500 MHz.
Les SPRAM fonctionnent avec une fréquence maximale de 3 GHz, ce qui permet
d’envisager cette structure avec plusieurs accès mémoire pendant le même cycle
d’horloge à 500 MHz. La Table 4.9 fournit les résultats de synthèse pour cette
architecture. Avec 8 cœurs de processeur, cette architecture permet d’atteindre des
débits utiles de 330 Mbps pour le décodage 3GPP LTE et 410 Mbps pour le décodage
QC-LDPC.
Cette synthèse montre la faisabilité de l’architecture sur une structure ASIC avec
une fréquence d’utilisation de 500 MHz. Par extension, une architecture contenant 32
cœurs SISO permettrait d’atteindre des débits utiles de 1,07 Gbps pour le décodage
des MCS IEEE 802.11n et de 1,3 Gbps pour des MCS 3GPP LTE.
Fréquence 500 MHz
Surface combinatoire 5,20.105 µm2
Surface non combinatoire 3,72.105 µm2
Surface mémoire 8,47.105 µm2
Surface totale 1,70 mm2
Table 4.9: Résultat de la synthèse de l’architecture de décodage à 8 cœurs sur une
cible ASIC 65 nm
4.3.3 Comparaison de l’approche présentée avec la littérature
Différentes architectures de décodage sur technologie ASIC sont envisagées dans
la littérature. Dans cette partie, nous revenons sur certaines d’entre elles afin de
comparer cette architecture de décodage avec d’autres choix.
La Table 4.10 reprend les performances architecturales obtenues dans ce travail
et les compare à quelques solutions dédiées ou multistandard de la littérature.
[70] propose une architecture de décodage dédiée au standard 3GPP LTE sur
une technologie ASIC de 130 nm. Cette architecture cherche à répondre aux débits
de décodage du standard LTE de 326 Mbps tout en limitant la consommation éner-
gétique du décodeur. [70] sélectionne une architecture à 8 cœurs de décodage SISO
traitant des treillis transformés suivant la technique du Radix-4. Ce choix permet
d’améliorer les débits de décodage au prix d’un surcoût de surface de silicium. Ce
décodeur favorise 5.5 itérations contre les 6 itérations fixées pour notre structure
de décodage. Le rapport de débit par surface, qui est dans ce cas ramené à 6 itéra-
tions pour une performance équivalente et à une technologie ASIC de 65 nm rend
le rapport de décodage 4 fois plus efficace que notre structure. Cette architecture
montre donc une forte performance matérielle pour une architecture compatible à
un standard unique.
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a. Cette quantité est mise en perspective pour une technologie ASIC TSMC 65 nm, normalisée
pour 10 itérations dans le cas IEEE 802.11n et 6 itérations dans le cas 3GPP LTE
Table 4.10: Etat de l’art d’architectures ASIC dédiées et d’architectures flexibles
D’autres architectures "simple standard" ont une efficacité moindre que notre
prototype. [110] propose une architecture de décodage Radix-2 avec 16 cœurs de
décodage SISO sur une technologie CMOS de 130 nm. Cette architecture utilise
17.81 mm2 de silicium pour une fréquence de fonctionnement de 80 MHz. Cette
architecture permet d’atteindre un débit de 160 Mbps pour 8 itérations. Le rapport
débit par surface atteint 95 Mbps/mm2 ramené à une technologie de 65 nm. Notre
architecture est dans ce cas deux fois plus efficace tout en proposant une adaptation
au décodage de codes QC-LDPC.
[57] propose une architecture de décodage des codes LDPC répondant au stan-
dard IEEE 802.11n. Cette architecture favorise l’algorithme de décodage H-LBP
- OMS avec des performances de décodage proche de notre choix algorithmique.
Cette architecture bénéficie du parallélisme optimal pour le code QC-LDPC (81
décodeurs parallèles) et permet d’obtenir des débits de 679 Mbps sur 1.77 mm2 de
silicium avec une technologie de 90 nm. Le rapport débit par surface atteint dans
ce cas 1Gbps/mm2. Cette structure représente donc une solution très efficace pour
un usage dédié à un standard unique.
D’autres architectures dédiées sont moins efficaces pour le décodage de codes
QC-LDPC. Ainsi [111] propose une architecture de décodage sur une technologie
ASIC de 180 nm qui permet d’atteindre 57 Mbps à 10 itérations de décodage pour
le standard IEEE 802.16e. Le rapport débit par surface est alors de 91 Mbps/mm2
ce qui est moins efficace que notre architecture.
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[68] propose d’appliquer le même algorithme pour décoder les codes des stan-
dards 3GPP LTE et IEEE 802.11n. L’algorithme LogMAP est appliqué aux treillis
associés aux conditions de parité d’un code QC-LDPC. De ce fait, les performances
de décodage atteintes s’en trouve améliorées. Cette architecture a été synthétisée
sur une technologie ASIC de 90 nm et permet d’obtenir un rapport débit par sur-
face compétitif en comparaison aux premières architectures décrites. Cependant,
ces solutions sont dédiées à un standard unique et ne participent pas au projet de
reconfiguration mené dans ce travail.
[69] propose une architecture ASIC flexible sur une cible de 45 nm privilégiant
une faible consommation énergétique pour décoder les codes correcteurs avancés des
standards IEEE 802.11n, IEEE 802.16e, DVB-SH ainsi que 3GPP HSDPA. Pour
cela, chaque cas d’usage fait intervenir 8 itérations de décodage avec une dégra-
dation d’implémentation de l’ordre de 0.25 dB sur le FER. Le choix d’une faible
consommation énergétique implique alors un faible rapport débit par surface qui
atteint 38 Mbps pour chaque usage soit un rapport quatre fois moins efficace que
notre architecture.
[109] présente également une architecture ASIC flexible sur une cible de 130 nm
compatible avec les codes QC-LDPC des standards IEEE 802.16e et IEEE 802.11n
et avec le turbocode du standard 3GPP LTE. Cette architecture privilégie un al-
gorithme Max-LogMAP qui présente une dégradation de l’ordre de 0.25 dB pour
le décodage d’un code QC-LDPC de rendement 1/2 pour un BER de 10−4 alors
que pour ce type de code, notre architecture obtient une dégradation de l’ordre de
0.10 dB pour ce rendement de codage, comme indiqué sur la Figure 4.17. Ainsi,
bien que cette structure bénéficie d’un rapport débit par surface plus avantageux
de l’ordre d’un facteur deux, ce bénéfice s’obtient au prix d’une plus importante
dégradation de performances.
Notre architecture de décodage convergeant les standards 3GPP LTE et IEEE
802.11n offre une possibilité de changer de technologie de décodage à la volée. Nous
avons paramétré cette architecture afin de favoriser le taux de réutilisation des res-
sources matérielles entre les différents usages, au prix d’une dégradation notable des
débits de décodage. L’algorithme Max-LogMAP a été sélectionné pour encourager
cette mutualisation. Cependant, les performances BER obtenues ont été améliorées
à l’aide de facteurs d’échelonnage appliqués sur les deux types de codes. De ce fait,
bien que cette structure ne soit pas optimale par rapport à d’autres choix disponibles
dans la littérature, elle montre des performances BER d’une dégradation inférieure
à 0.2 dB pour un BER de 104 qui, à itération constante, présente de meilleurs perfor-
mances que [109]. Les architectures dédiées les plus efficaces présentent un meilleur
compromis débit par surface. Cependant, de nombreuses architectures dédiées au dé-
codage de turbocodes comme [110] et de codes QC-LDPC comme [111] sont moins
efficaces que notre architecture multistandard. Cette architecture montre donc que
les coûts matériels supplémentaires dus à la convergence de plusieurs standards res-
tent acceptables pour obtenir une architecture multistandard.
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4.4 Conclusion
Ce chapitre est consacré au prototypage d’architectures de décodage génériques
et flexibles pour codes correcteurs d’erreurs avancés. Une étape préalable a structuré
un cœur SISO compatible avec plusieurs codes correcteurs selon les treillis définis
dans le chapitre 3 avec l’établissement d’un exemple concret pour le cas de conver-
gence 3GPP LTE et IEEE 802.11n. Ce cœur est ensuite incorporé dans diverses
architectures de décodage consacrées au cas de convergence des standards 3GPP
LTE et IEEE 802.11n. Une architecture à un cœur a été élaborée pour répondre
aux conflits dus à la convergence des codes. La perte en ressources matérielles due
à la généricité du décodeur reste cependant inférieur à 6 % par rapport à une struc-
ture dédiée à un seul standard. Cette architecture s’adapte également à d’autres
usages en modifiant les paramètres d’entrelacement, les caractéristiques des RAM
et le cœur SISO.
Une seconde architecture permet d’améliorer le parallélisme de décodage en pre-
nant en compte les caractéristiques des codes traités. Cependant, une étude au cas
par cas est nécessaire pour définir ce parallélisme. Dans le cadre de ce travail, nous
avons favorisé une optimisation des ressources matérielles au détriment des débits
de décodage en sélectionnant une architecture à 8 cœurs SISO. D’autres choix favo-
risant les débits sont envisageables, en sélectionnant une architecture de décodage
avec un nombre de cœurs SISO optimal pour chacun des standards décodés. Le
degré de mutualisation des ressources matérielles est dans ce cas moins important.
L’architecture de décodage fournit une preuve de concept de la faisabilité d’une
architecture de décodage conjoint dont le contexte puisse changer en quelques cycles
d’horloge. La reconfiguration entraîne une dégradation des débits de moins de 1 %
en fonction du code décodé. Les performances de décodage BER sont compétitives
par rapport aux décodeurs courants, avec une dégradation inférieure à 0.20 dB
par rapport aux algorithmes optimaux en virgule flottante pour chaque code. Les
débits de décodage obtenus sont cependant dégradés, ce qui est dû à un choix de
mutualisation poussée des ressources.
L’architecture à 8 cœurs SISO implantée sur ASIC équivaut à une surface de
1.7 mm2 ce qui reste très compétitif par rapport aux architectures de décodage dé-
diées. Les concepts exploités tout au long de ce chapitre s’adaptent à d’autres cas de
convergence de standards. Le décodage d’autres codes QC-LDPC est envisageable
mais modifie le parallélisme du module de décodage CDP. Le décodage de turbo-
codes double-binaires est également possible mais demande une adaptation du cœur
SISO pour réduire le chemin critique dû au calcul des métriques cumulées.
Conclusion
Les protocoles de communication standardisés montrent une grande variété de
stratégies de codage de canal permet de répondre aux contraintes d’usages comme la
qualité de la transmission, des débits importants ou une latence faible. Les protocoles
de radiocommunication standardisés privilégient de plus en plus de codes correcteurs
d’erreurs aux processus de décodage itératifs afin de répondre aux exigences des
usages associés.
Nous avons présenté dans le chapitre 1 les principaux codes correcteurs d’erreurs
sélectionnés dans des protocoles de communication récents. Ceux-ci présentent ce-
pendant des caractéristiques communes. La plupart des codes LDPC standardisés
sont des codes Quasi-Cycliques, ce qui permet des stratégies de décodage similaires
à l’ensemble de ces codes. Les turbocodes choisis sont également de même forme.
La plupart des codes sont à 8 états, et les codes simples binaires laissent apparaître
des possibilités de regroupement des sections de treillis par la technique Radix-4.
Ainsi, de nombreuses architectures de décodage mêlant plusieurs codes QC-LDPC
ou turbocodes de différents standards ont déjà été étudiées.
Nous nous sommes intéressés à une structure de décodage réunissant les deux
familles de code. Pour cela, nous avons évalué la complexité matérielle du décodage
des principaux codes en fonction des différents choix d’algorithmes de décodage.
En évaluant la complexité de décodage pour atteindre une capacité de correction
proche, nous avons pu hiérarchiser ces différents algorithmes. La définition d’un
diagramme en toile d’araignée a permis de comparer ces complexités en fonction
des principales opérations requises. Ainsi, ce chapitre a proposé de comparer la
complexité de différents codes décodés par des algorithmes distincts tout en fixant
un seuil de capacité de correction équivalent. Suite à ces études, l’algorithme BCJR
a été sélectionné comme un algorithme de décodage conjoint aux codes LDPC et
aux turbocodes avec un fort potentiel de mutualisation de ressources.
À partir de ce constat, nous avons étudié la structure en treillis des codes QC-
LDPC et des turbocodes dans le chapitre 3. Chacun des codes a été décrit en fonc-
tion d’une représentation en treillis commune dont les caractéristiques permettent
une mutualisation des ressources de calcul. Les caractéristiques d’entrelacement des
codes QC-LDPC ont été étudiées afin de préparer l’accès aux informations stockées
en mémoire. Les caractéristiques d’entrelacement des turbocodes ont été également
vérifiées pour garantir un décodage en fenêtre des treillis. Enfin, les contraintes maté-
rielles de décodage abordées dans le chapitre 2 ont souligné un conflit de décodage de
codes QC-LDPC. Nous avons proposé un ordonnancement de calcul des opérations
de décodage pour réduire l’impact de cette contrainte.
Dans le chapitre 4, nous avons sélectionné un cas d’application sur cible maté-
rielle. Plusieurs architectures de décodage liées au cas de convergence 3GPP LTE
et IEEE 802.11n ont été réalisées afin de vérifier la faisabilité d’une architecture
de décodage flexible. Dans un premier temps, nous avons proposé une architecture
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Chapitre 4. De l’architecture à l’intégration sur FPGA et ASIC d’un
décodeur générique et flexible
de décodage d’un cœur SISO compatible avec un code QC-LDPC et un turbocode
binaire à 8 états. Les opérations séquentielles de ce cœur permettent de réduire la
latence entre le traitement de deux treillis de même forme à un cycle d’horloge, une
transition entre deux treillis différents de 8 à 9 cycles d’horloge afin de vider tout
pipeline. Ce cœur est ensuite intégré sur une structure de décodage pour turbo-
code du standard 3GPP LTE et codes QC-LDPC du standard IEEE 802.11n. Cette
structure a été implantée sur une carte FPGA avec un changement de contexte de
décodage entre chaque message reçu. Les débits mesurés sont de 3,9 Mbps pour le
standard IEEE 802.11n et 3 Mbps pour le standard 3GPP LTE dans le cas le moins
favorable. Cette structure est adaptable à tout type de code QC-LDPC en modifiant
la fonction d’entrelacement, et à tout type de turbocodes en modifiant également
le cœur SISO. La dégradation maximale due à la reconfiguration réduit les débits
d’au plus 1 % sur chaque cas d’utilisation, et le surplus de ressources matérielles est
inférieur à 6 % par rapport à une architecture dédié à un seul standard.
Une architecture à 8 cœurs a également été proposée pour augmenter ces débits.
Sur une cible FPGA fonctionnant à 140 MHz, l’architecture atteint des débits 93
Mbps pour le décodage de MCS du standard 3GPP LTE et de 101 Mbps pour
le standard IEEE 802.11n tout en garantissant un pouvoir de correction inférieur
à 0,20 dB par rapport aux algorithmes LogMAP et par propagation de croyance.
Cette structure a également été portée sur une cible ASIC nécessitant 1.7 mm2
fonctionnant à 500 MHz. Dans ce cas, les débits atteignent 475 Mbps (3GPP LTE)
et 482 Mbps (IEEE 802.11n). La taille de l’architecture est compétitive pour une
intégration ASIC.
Cependant, ce travail amène de nombreuses questions supplémentaires. Bien
qu’une architecture de décodage conjointe entre un code QC-LDPC et turbocode
double-binaire soit envisagée, elle n’a pas été réalisée pour en vérifier les caracté-
ristiques de débit et de surface. Une étude de ce cas d’application serait nécessaire
pour répondre à cette question. Une autre interrogation concerne la convergence de
trois codes mêlant des codes QC-LDPC, des turbocodes binaire et double-binaire.
La représentation Radix-4 d’un turbocode binaire ne permet pas de conserver la
structure de treillis intéressante pour le décodage conjoint de ce code avec un code
QC-LDPC. Pour répondre à cette question, un travail supplémentaire est inévitable.
Ce projet de thèse répond au décodage de codes variés sur une même archi-
tecture. La capacité de correction, les débits de décodage et les caractéristiques
architecturales ont été mesurés, et la capacité de reconfiguration et ses coûts en
termes de débit ont été soulignés. Cette étude a été réalisée sur un cas de conver-
gence de décodage d’un turbocode 3GPP LTE et de codes QC-LDPC IEEE 802.11n.
Les principes énoncés dans ce mémoire s’adaptent cependant à d’autres utilisations
et à d’autres types de convergence de standards dont on peut citer la communica-
tion flexible sur réseaux mobile et réseaux sans fils personnel ou la communication
des maisons interconnectées. L’apport de cette thèse permet également de mêler
des stratégies de codage diversifiées sur un protocole de communication futur ce qui
garantirait les critères de qualité de service spécifiques à chacune d’entre elles tout




AWGN Additive White Gaussian Noise
3GPP 3rd Generation Partnership Project
3GPP2 3rd Generation Partnership Project 2
ACS Addition Comparison and Selection
ASIC Application-Specific Integrated Circuit
BER Bit Error Rate
BP Belief-Propagation
BPSK Binary Phase-Shift keying
CLB Configurable Logic Blocks
CSA Comparison Selection and addition
DPRAM Dual Ported Random Access Memory
DVB Digital Video Broadcasting
FER Frame Error Rate
FPGA Field-Programmable Gate Array
H-LBP Horizontal Layered Belief-Propagation
HPAV HomePlug AV
IEEE Institute of Electrical and Electronics Engineers
ITU International Telecommunication Union
LDPC Low-Density Parity-Check
LTE Long Term Evolution
MAP Maximum A Posteriori
MCS Modulation Coding Scheme
ML Maximum Likelihood
NII Next Iteration Initialization
PLC Powerline Communication
PSK Phase-Shift keying
QC-LDPC Quasi-Cyclic Low-Density Parity-Check
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QPSK Quadratic Phase-Shift keying
RA Repeat-Acumulate
RAM Random Access Memory
RAN Radio Area Network
SISO Soft-In, Soft-Out
SNR Signal over Noise Ratio
SOVA Soft-Output Viterbi Algorithm
SPA Sum-Product Algorithm
SPRAM Simple Ported Random Access Memory
TSMC Taiwan Semiconductor Manufacturing Company






A.2 Glossaire relatif à l’architecture présentée
AMP Module de calcul des probabilités d’états
BMP Module de calcul des métriques de branches
CDP Module de décodage du mot de code
COP Module d’ordonnancement du mot de code
DEC Module de calcul de décision
SFP Module d’extraction des données systématiques
SISO Soft-In, Soft-Out
ACC RAM RAM de stockage des informations cumulées du cœur SISO
EXT RAM RAM de stockage des informations extrinsèques
INT RAM RAM de stockage des informations intrinsèques




j Nombre imaginaire vérifiant l’équation j2 = −1




Fonction renvoyant le quotient de la division euclidienne de a par b
⌈x⌉ Fonction renvoyant la partie entière par excès de x
⌊x⌋ Fonction renvoyant la partie entière par défaut de x
(a)[b] Fonction modulo renvoyant le reste de la division euclidienne de a
par b
o(x) Fonction de prépondérance indiquant le comportement d’une fonc-
tion par rapport à la variable x (Notation de Landau)
Pr {A} Probabilité de l’évènement A
sgn (a) Fonction renvoyant le signe de a
R Ensemble des réels
[[a; b]] Ensemble des entiers exactement compris entre a et b
[[a; b[[ Ensemble des entiers exactement compris entre a et b− 1
argmax (A) Argument qui maximise l’ensemble A
a⊕ b Opération XOR effectuée entre les éléments binaires a et b
card(A) Fonction renvoyant le cardinal de l’ensemble A
B.2 Notations génériques de codage
K Nombre d’éléments binaires contenus dans un message source
N Nombre d’éléments binaires contenus dans un message codé
Nm Nombre d’éléments contenant un message de modulation numérique
M Nombre d’éléments de parité ajoutés lors de l’étape de codage
R Rendement du code
dK1 Message source
cN1 Message codé ou mot de code transmis
xNm1 Message de modulation numérique transmis sur le canal
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yNm1 Message de modulation numérique reçu du canal
cˆN1 Décision dure du message codé en sortie du démodulateur
dˆ
K
1 Décision dure du message source en sortie de décodage
C Espace des mots de code
A Alphabet de codage
nm Nombre de bits codés par symbole de modulation numérique
dmin Distance minimale d’un code
Eb Énergie nécessaire à l’émission d’un bit d’information
Es Énergie nécessaire à l’émission d’un symbole numérique
N0 Densité du spectre de bruit
B.3 Notations génériques de décodage
La (cn) Log-Rapport de Vraisemblance a posteriori de l’élément ck du mot
de code
Lc (cn) Log-Rapport de Vraisemblance intrinsèque du canal relatif à la va-
riable cn
Le (sk) Log-Rapport de Vraisemblance extrinsèque relatif à l’information
systématique sk
αk(s) Probabilité que la machine de Markov soit à l’état s à l’instant k
connaissant l’ensemble des informations du treillis aux états précé-
dents
βk(s) Probabilité que la machine de Markov soit à l’état s à l’instant k
connaissant l’ensemble des informations du treillis aux états suivants
γk(s, s
′) Probabilité de la transition entre l’état s et l’état s′ à l’instant k sur
une machine de Markov connaissant les éléments systématiques et
redondantes de l’instant k
λk(s, s
′) Probabilité de la transition entre l’état s et l’état s′ à l’instant k
sur une machine de Markov connaissant l’ensemble des probabilités
d’états
B.4 Notations des codes LDPC et turbocodes
H Matrice de parité
Nm Ensemble des indices des variables associées à l’équation em d’une
matrice de parité
Mn Ensemble des indices des équations de parité impliquant la variable
cn
dmc Degré de parité associé à l’équation em d’une matrice de parité
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dnv Degré de variable associé à la variable cn d’un mot de code
d
H Nombre de nœuds de connexion de la matrice de parité
Cm Sous-groupe d’équations de parité associé à une matrice de parité H
d’un code QC-LDPC
Ij Matrice identité permutée de j rang vers la droite
z Facteur d’expansion des matrices QC-LDPC
ν Nombre de mémoire associé à un code convolutif
H(z) Ensemble des transformées en z des fonctions de convolution asso-
ciées à un code convolutif














Éléments de redondance associés à la section k du treillis
Sk État d’une machine de Markov à l’instant k
Mi Valeur de l’élément de mémoire i associé à un code convolutif
Tl Taille du treillis associé à un code convolutif
Π(k) Fonction d’entrelacement
B.5 Notations sur l’évaluation matérielle
χN⋆ Complexité de calcul attribuée à l’opérateur ⋆ pour N opérandes
δpip Délai nécessaire au vidage des pipelines du processeur SISO
Qb Nombre de bits de quantification
δN⋆ Délai de calcul attribué à l’opérateur ⋆ pour N opérandes
fclk Fréquence de fonctionnement de l’horloge
Tclk Période du cycle d’horloge
B.6 Notations de l’architecture
fΛ Facteur d’échelonnage de l’information a posteriori
fZ Facteur d’échelonnage de l’information extrinsèque
Xk Vecteur d’informations intrinsèques définit en entrée ducœur
X
a
k Composante du vecteur d’informations intrinsèques
Z
in
k Vecteur d’informations extrinsèques définit en entrée ducœur
Z
in,a
k Composante du vecteur d’informations extrinsèques
Λk Vecteur d’information des décisions sur les variables associées à la
section k
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Z
out




k (i, pi) Métrique de branche associée à l’information systématique i et à la
redondance pi




k(pk) Coût de la métrique de branche associée à l’information redondante
pk
MACk(s) Métrique cumulée de l’état s Aller ou Retour associé à la section k
MACact(s
′) Métrique cumulée suivante
MACpre(s
′) Métrique cumulée précédemment calculée
MACFIFOk (s) Métrique cumulée de l’instant k stockée dans une FIFO
DECik(s) Log-probabilité de l’élément i relativement à l’état s en sortie de
décodage de treillis
MEMa Banc de mémoire a
B.7 Notations de repères de treillis
k Indice de treillis d’un code convolutif
κ Indice de treillis sur une représentation de treillis quelconque
b Facteur de contrainte multiple
b Indice horizontal associé à une représentation treillis d’un code QC-
LDPC
πm Fonction de correspondance entre l’indice d’une variable cn et l’in-
dice de treillis k pour l’équation em
Π(κ, b) Fonction d’entrelacement liée au code QC-LDPC pour la section
équivalente de treillis κ et l’indice de variable b
TIt Longueur du treillis pour une itération de décodage
Tml Longueur du treillis d’ensemble de contraintes indépendantes du sous-
code Cm
w Longueur de la fenêtre de décodage





Montrons par récurrence qu’une équation de parité (C.1) implique la relation
(C.2)





× Pr {en = 1|c1, ...cn}









× Pr {ci = 1}
Pr {ci = 0}
)
(C.2)
• Démontrons cette relation pour n = 2 :
Dans ce cas, l’équation (C.1) se traduit par (C.3).
e2 = c1 ⊕ c2 (C.3)
On définit q2 selon la relation (C.4) et pi par (C.5).
q2 = Pr {e2 = 1|c1, c2} (C.4)
pi = Pr {ci = 1} (C.5)







Pr {en = 0|c1, c2}
Pr {en = 1|c1, c2}
))
(C.6)












































A2 = 1− 2.q2
(C.7)
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Or,
q2 = Pr {e2 = 1|c1, c2}
q2 = Pr {(c1 = 1, c2 = 0)
⋃
(c1 = 0, c2 = 1)}
q2 = p1.(1− p2) + p2.(1− p1)
(C.8)
En remplaçant q2 dans l’expression (C.7) on obtient :
A2 = 1− 2.p1.(1− p2)− 2.p2.(1− p1)
A2 = 1 + 2.p2 + 2.p1 − 4.p1.p2
A2 = (1− 2.p1)× (1− 2.p2)
(C.9)






× Pr {e2 = 1|c1, c2}






× Pr {c1 = 1}






× Pr {c2 = 1}
Pr {c2 = 0}
)
(C.10)
La proposition est donc vérifiée pour n = 2.
• On suppose la proposition vérifiée à l’ordre n. Démontrons le pour l’ordre
n+ 1 :
Dans ce cas (C.1) équivaut aux relations (C.11-C.12).
en+1 = c1 ⊕ c2 ⊕ ...⊕ cn ⊕ cn+1 (C.11)
en+1 = en ⊕ cn+1 (C.12)
Par supposition, on sait que An =
∏n
i=1 (1− 2.pi). Par un raisonnement similaire


















An+1 = (1− 2.pn+1)× (1− 2.qn)
(C.13)
Or,
An = (1− 2.qn)
Nous retrouvons bien
An+1 = (1− 2.pn+1)×An
Donc la proposition est vérifiée pour n+ 1.
• La proposition 1.4.1 a été démontrée par récurrence.
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