We study clustering methods for binary data, first defining aggregation criteria that measure the compactness of clusters. Five new and original methods are introduced, using neighborhoods and population behavior combinatorial optimization metaheuristics: first ones are simulated annealing, threshold accepting and tabu search, and the others are a genetic algorithm and ant colony optimization. The methods are implemented, performing the proper calibration of parameters in the case of heuristics, to ensure good results. From a set of 16 data tables generated by a quasi-Monte Carlo experiment, a comparison is performed for one of the aggregations using L1 dissimilarity, with hierarchical clustering, and a version of k-means: partitioning around medoids or PAM. Simulated annealing perform very well, especially compared to classical methods.
Introduction
Binary data arise in several situations in research since they can encode situations where the presence (1) or absence (0) of a characteristic is studied: species present/absent, alive/dead in health sciences, yes/no in social or decision sciences, and so on. For instance, in Ecology [14] , it is usual to divide an area in sectors and record the presence or absence of certain vegetable species. In the study of gene expression data, several molecular techniques encode data as binary matrices [4] . In pattern recognition, images may also be coded as 0/1 data indicating the presence or absence of a feature. In Sociology [2] , Health Sciences [18] , Economics [10] . . . binary data are analyzed.
Several methods have been used for clustering binary data. For instance, there are partitioning methods such as dynamical clusters, which is an adaptation of Forgy's k-means [6] , based on a representation of clusters by a kernel and iterations of two steps: allocating objects to the nearest kernel and recalculating the kernels. A variant of this k-means method is PAM [11] , partitioning around medoids, where kernels are 0/1 median vectors and L1 dissimilarity is used. Another variant is for kernels selected as the object in the class that minimizes the sum of dissimilarities to the rest of objects in the class; this last version is what we will call k-means for 0/1 data in this article. These methods find local minima of the criterion to be minimized, since they are based on local search procedures.
There are also hierarchical methods used for clustering binary data [6] , using an appropriate dissimilarity for binary data (such as Jaccard, for instance). These methods find also local minima since they are based on a greedy strategy.
To overcome the local optima problem, optimization strategies have been used. We have employed combinatorial optimization metaheuristics for clustering numerical data [16] , [17] . In the present article, we will used some of these heuristics for binary data, whenever it is possible. When dealing with binary data it is necessary to adapt the criterion, since Huygens theorem and other theoretical results only hold in an Euclidean context.
The article is organized as follows. Section 2 presents the clustering problem and particularly some criteria and properties for the binary case. Section 3 contains the five combinatorial optimization metaheuristics employed here and the adaptation we made for clustering binary data. In Section 5 the results obtained are presented, and finally in Section 6 some concluding remarks are made.
Clustering binary data
Given a data set of binary vectors Ω = {x 1 , x 2 , . . . , x n } with x i ∈ {0, 1} p and a number K ∈ N, we seek for a partition P = (C 1 , C 2 , . . . , C K ) of Ω such that elements in a class C k are more similar than elements of other classes.
We define a within inertia measure of the partition P as
where δ(C k ) can be defined (among others) as
d being a binary dissimilarity index in Ω (for instance, Jaccard or L 1 ), m(C k ) the median vector of C k . In [15] and [13] there are studied some other criteria for clustering. These indexes satisfy the following monotonicity property.
Proposition 1 (see [13] ) Let P = (C 1 , . . . , C K ) and P ′ = (C ′ 1 , . . . , C ′ K+1 ) be partitions of Ω in K and K + 1 non-empty classes, δ sum and δ L1 on 2 Ω satisfy the monotonicty property, since for all instances of the data, we have
for every number of classes K < n.
Proofs can be found in [13] or by request upon the authors. As a consequence of proposition 1 the number of clusters must be predefined, since best clusterings with different number of classes cannot be compared. In [13] it is also proved that for δ sum and δ L1 all optimal partitions have non empty classes.
Analogously to the continuous case, total inertia can be defined as:
and, thanks to the monotonicity, the between-classes inertia is defined as:
and it is always positive.
Using combinatorial optimization heuristics
We have implemented clustering algorithms using well-known combinatorial optimization heuristics. Three of them are based on neighbors, simlated annealing (SA), threshold accepting (TA) and tabu search (TS), and two based on a population of solutions, genetic algorithm (GA) and ant colony optimization (AC). A state of the problem is a partition P of Ω in K clusters. From a current state, a neighbor is defined by the single transfer of an object from its current class to a new one, chosen according to the corresponding heuristic rules. This will be the case in SA, TA and TS, and the mutation operation in GA.
Simulated annealing
Simulated annealing is a random search algorithm [12] that uses an external parameter of control c t called temperature, that controls the random acceptance of states worse than the previous one. It is employed the Metropolis rule for this acceptation: a new state P ′ generated from P is accepted if ∆W < 0, where ∆W = W (P ′ ) − W (P ), otherwise, it can be accepted with probability exp(−∆W )/c t . It is well known [1] that under a Markov chain modeling simulated annealing has asymptotic convergence properties to the global optimum under some conditions, so it is expected that its use permits to avoid local minima. We found some simplification properties for ∆W , calculated in each iteration and useful for speeding up the algorithm.
SA parameters are: χ 0 the initial acceptation rate, L length of Markov chains, γ factor reduction for c t such that C t+1 = γc t and ǫ stop criterion.
Threshold accepting
TA was proposed by [5] and can be seen as a particular case of SA, with a different rule for acceptation. Movements that produce an improvement for the objective function in a neighborhood are accepted and movements that worsen it are accepted if they fall into a threshold that is positive and decreases in time. Clearly, the acceptation rule is deterministic, not stochastic.
TA parameters are T h 0 the initial threshold, γ the factor reduction for threshold T h, the maximum number of iterations and ǫ the stop criterion.
Tabu search
TS [7] handles a tabu list T of length |T | with solutions or codes of solutions, that are forbidden to be attained for a certain number of iterations. In each step, current state moves to the best neighbor outside T . In our partitioning problem, T stores a code of the transfers that define the neighbors, in this case the indicator function of cluster that contained the object that changed of class during the transfer; that is, all objects that were together in the previous state, are forbidden to be together for |T | iterations.
TS parameters are |T |, maximum number of iterations and sampling size of neighborhoods.
Genetic algorithm
GA handles a population of solutions, which are chromosomes representing partitions. A chromosome is an n-vector in an alphabet of K numbers indicating the presence/absence of the i-th object in the corresponding class. The fitness function is defined as f (P ) = B(P ) I(Ω) . In the genetic algorithm iterations, chromosomes are kept using a random wheel roulette with elitism, with a probability proportional to f . For crossover between two parents selected at random (with a uniform distribution), the dominant parent is the one with the greatest fitness; a class in it is selected uniformly at random and this class is copied in the other parent, generating a new son. Mutation is the classical one: an object is selected randomly, and it is transferred to a new class.
Parameters for GA are the number M of partitions (population size), probabilities of crossover and mutation, maximum number of iterations. Iterations stop when the fitness variance of the population is less than ǫ.
Ant colonies
In AC [3] , each ant m is associated with a partition P , which is modified during the iterations. Given an object x i , the probability of transfering another object x i ′ to the same class as x i in iteration t is defined as
where η ii ′ = 1 d ii ′ is the visibility and the pheromone trail is updated with
M being the number of ants, α, β ∈ R weights, and ρ ∈ R an evaporation parameter. AC parameters to calibrate are α, β, ρ, size of population M , precision ǫ and the maximum number of iterations.
Simulated data
We performed a Monte Carlo-type experiment, generating 16 data tables controlling the following factors: n, the number of objects (with levels 120 and 1200); K the number of clusters (levels 3 and 5); n k , the cardinality of the clusters (equal cardinalities and one big cluster with 50% of the objects and the rest of objects distributed equally); and π, the probability of the Bernoulli distribution, with levels of well separated clusters (π = 0.1, 0.5, 0.9 for K = 3 and π = 0.05, 0.25, 0.5, 0.75, 0.95 for K = 5) or fuzzy separated clusters (π = 0.3, 0.5, 0.7 for K = 3 and π = 0.2, 0.35, 0.5, 0.65, 0.8 for K = 5). Table 1 presents the characteristics of each of the 16 data tables generated in the experiment, including the factors and the levels. Table 1 : Characteristics of data tables generated, 4 factors with 2 leves each. n: number of objects, K: number of clusters, |C k |: cardinality of cluster C k , π k probability of membership to C k .
Data table n K n k π |C 1 | |C 2 |, . . . , |C K | π 1 π 2 π 3 π 4 π 5 1 120 3 = separated 40 40 0,1 0.5 0. 
Results
We have compared the results obtained with the five metaheuristics (SA, TA, TS, GA, AC) with two classical methods: PAM (partitioning around medoids) when using the L 1 dissimilarity index, and hierarchical clustering (HC) using average linkage. For each heuristic, a parameter calibration was performed, exploring different values for each parameter. After this calibration, parameters selected for this article were:
• Simulated annealing: χ 0 = 0.95, L = 50; γ = 0.91, ǫ = 0.01.
• Threshold accepting: T h 0 = 100, maxiter = 50, γ = 0.9, ǫ = 0.01.
• Tabu search: maxiter = 150, |T | = 5, s = 0.1|N (P )|.
• Genetic algorithm: p m = 0.1, p c = 0.8, M = 20, maxiter = 500, ǫ = 0.01.
• Ant colony: α = 0.5, β = 0.2, ρ = 0.5, M = 10, maxiter = 500, ǫ = 0.01.
In Table 2 we report, for a multistart of size 100, the best value of W obtained so far by any method (noted W * ), the mean value of W for each method (noted W) and the attraction rate a r or percentage of times that W * was obtained (up to a relative error of 0.05). Generally speaking, with simulated annealing we obtain good results, although PAM obtains good results in some cases. Threshold accepting sometimes reaches the optimum and tabu search only in two cases. Population based heuristics did not get good results with our implementation. It is worth noting that hierarchical clustering never obtained the optimum. Even if we do not report running times, SA is fast enough to be competitive. The main drawback of using heuristics, is tuning the parameters, though SA may have a standard choice.
