Finite difference approximation of a nonlinear integro-differential system by Jangveladze, Temur et al.
Calhoun: The NPS Institutional Archive
Faculty and Researcher Publications Faculty and Researcher Publications
2009
Finite difference approximation of a
nonlinear integro-differential system
Jangveladze, Temur
þÿ A p p l i e d   M a t h e m a t i c s   a n d   C o m p u t a t i o n ,   V o l u m e   2 1 5 ,   ( 2 0 0 9 ) ,   p p .   6 1 5  6 2 8
http://hdl.handle.net/10945/39422
Author's personal copy
Finite difference approximation of a nonlinear integro-differential system
Temur Jangveladze a, Zurab Kiguradze a, Beny Neta b,*
a Ivane Javakhishvili Tbilisi State University, University St. 2, 0186 Ilia Chavchavadze State University, I. Chavchavadze Av. 32, 0179 Tbilisi, Georgia
bDepartment of Applied Mathematics, Naval Postgraduate School Monterey, CA 93943, USA




a b s t r a c t
Finite difference approximation of the nonlinear integro-differential system associated
with the penetration of a magnetic field into a substance is studied. The convergence of
the finite difference scheme is proved. The rate of convergence of the discrete scheme is
given. The decay of the numerical solution is compared with the analytical results proven
earlier.
Published by Elsevier Inc.
1. Introduction
Integro-differential equations and systems arise in the study of various problems in physics, chemistry, technology, eco-
nomics, etc. One kind of integro-differential system arises in the mathematical modelling of penetration of a magnetic field
into a substance. A variable magnetic field induces in the material a variable electronic field which causes the appearance of
currents. The currents lead to the heating of the material and elevating its temperature. For quasistationary approximation







¼ mm rotHð Þ2; ð1:2Þ
where H ¼ ðH1;H2;H3Þ is the magnetic field vector, h is temperature, cm and mm characterize the thermal heat capacity and
electroconductivity of the substance.











where the function a ¼ aðSÞ is defined for S 2 ½0;1Þ.
If the magnetic field has the form H ¼ ð0;U;VÞ and U ¼ Uðx; tÞ; V ¼ Vðx; tÞ, then we have
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where S is defined by (1.4).
The model (1.3) is complex and was intensively studied by many authors. The existence and uniqueness of the global
solutions of initial-boundary value problems for equations and systems of type (1.3) were studied in [2–8] and in a number
of other works as well. The existence theorems, that are proved in [2,3], are based on a priori estimates, Galerkin’s method
and compactness arguments as in [9,10] for nonlinear parabolic equations. The asymptotic behavior as t !1 of the solu-
tions of such models have been the object of intensive research in recent years [11–14].
Numerous scientific works are devoted to construction and investigation of discrete analogues for integro-differential
models (see, for example, [15–28]). For integro-differential models described in the paper and problems similar to them
many authors study the convergence of finite difference schemes. Neta and Igwe [16] have developed a second order differ-
ence scheme for a nonlinear parabolic integro-differential model similar to (1.5). This scheme was also compared to the finite
element approximation discussed in [15]. It was shown in [16] that the results of the finite difference scheme are comparable
to those obtained by finite elements for the same mesh spacing using less computer storage. Iskakov et al. [17] discuss a
finite volume method for the solution of an integro-differential equation in higher dimensions. They claim that ‘‘spectral ele-
ments suffer from a number of serious limitations.” ‘‘Finite volume methods play a major role in the discretization of con-
servation laws.” They ‘‘were proposed originally as a means of generating finite difference methods on general grids.” see
Grossmann et al. [18].
The purpose of the present work is to study the numerical solution of initial-boundary value problem for the system (1.5).
The rest of the paper is organized as follows: in Section 2 we consider the finite difference scheme and prove its convergence.
In the last section we conclude with numerical implementations.
2. Finite difference scheme
In the cylinder ½0;1  ½0; T, where T is a positive constant, we consider finite difference scheme for the following nonlin-
ear integro-differential problem:
@U





 2 þ @V
@x










 2 þ @V
@x





Uð0; tÞ ¼ Uð1; tÞ ¼ Vð0; tÞ ¼ Vð1; tÞ ¼ 0; ð2:2Þ
Uðx; 0Þ ¼ U0ðxÞ; Vðx;0Þ ¼ V0ðxÞ: ð2:3Þ
Here f1; f2;U0 and V0 are given functions of their arguments.
Note that the finite difference scheme for the scalar problem of (2.1)–(2.3) type was first studied in [27]. The present work
can be extended to a system with an arbitrary number of unknown functions.
On ½0;1  ½0; T let us introduce a net whose mesh points denoted by ðxi; tjÞ ¼ ðih; jsÞ; where i ¼ 0;1; . . . ;M; j ¼ 0;1; . . . ;N
with h ¼ 1=M; s ¼ T=N. The initial line is denoted by j ¼ 0. The discrete approximation at ðxi; tjÞ is denoted by uji, v ji and the
exact solution to the problem (2.1)–(2.3) by Uji , V
j





























Let us consider the finite difference scheme
Dtu
j
i  Dx 1þ s
Pjþ1
k¼1






Dtv ji  Dx 1þ s
Pjþ1
k¼1






i ¼ 1;2; . . . ;M  1; j ¼ 0;1; . . . ;N  1;
ð2:4Þ
uj0 ¼ ujM ¼ v j0 ¼ v jM ¼ 0; j ¼ 0;1; . . . ;N; ð2:5Þ
u0i ¼ U0;i; v0i ¼ V0;i; i ¼ 0;1; . . . ;M: ð2:6Þ
Multiplying the first equation of the (2.4) by sujþ1i , summing for each i from 1 toM  1 and using the discrete analogue of the
integration by parts we get










































kf jk2 þ 1
2
kujþ1k2
and discrete analogue of Poincare’s inequality
kujþ1k 6 krxujþ1j ð2:8Þ
from (2.7) we get
kujþ1k2  kujk2 þ skrxujþ1j2 6 skf j1k2:




krxujj2s < C; n ¼ 1;2; . . . ;N: ð2:9Þ




krxv jj2s < C; n ¼ 1;2; . . . ;N: ð2:10Þ
In (2.9) and (2.10) the constant C depends on T and on f1 and f2 consequently.
The a priori estimates (2.9) and (2.10) guarantee the stability and existence, see [10], of solution of the scheme (2.4)–(2.6).
The principal aim of this section is the proof of the following statement.
Theorem 2.1. If the problem 2.1,2.2,2.3 has a sufficiently smooth solution U ¼ Uðx; tÞ, V ¼ Vðx; tÞ, then the solution
uj ¼ ðuj1;uj2; . . . ;ujM1Þ, v j ¼ ðv j1;v j2; . . . ;v jM1Þ, j ¼ 1;2; . . . ;N of the difference scheme 2.4,2.5,2.6 tends to Uj ¼
ðUj1;Uj2; . . . ;UjM1Þ, V j ¼ ðVj1;Vj2; . . . ;VjM1Þ; j ¼ 1;2; . . . ;N as s! 0; h! 0 and the following estimates are true
kuj  Ujk 6 Cðsþ hÞ; kv j  Vjk 6 Cðsþ hÞ; j ¼ 1;2; . . . ;N: ð2:11Þ
Proof. For U ¼ Uðx; tÞ and V ¼ Vðx; tÞ we have:
DtU
j
i  Dx 1þ s
Pjþ1
k¼1





¼ f j1;i  wj1;i;
DtV
j
i  Dx 1þ s
Pjþ1
k¼1





¼ f j2;i  wj2;i;
ð2:12Þ
Uj0 ¼ UjM ¼ Vj0 ¼ VjM ¼ 0; ð2:13Þ
U0i ¼ U0;i; V0i ¼ V0;i: ð2:14Þ
In a usual way, it is not difficult to see that
wjk;i ¼ Oðsþ hÞ; k ¼ 1;2:




i  Dx 1þ s
Pjþ1
k¼1














i  Dx 1þ s
Pjþ1
k¼1













yj0 ¼ yjM ¼ zj0 ¼ zjM ¼ 0; ð2:16Þ
y0i ¼ z0i ¼ 0: ð2:17Þ
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Multiplying equations of the system (2.15) by yjþ1 ¼ ðyjþ11 ; yjþ12 ; . . . ; yjþ1M1Þ and zjþ1 ¼ ðzjþ11 ; zjþ12 ; . . . ; zjþ1M1Þ, respectively, sum-






































































krjþ1  rjk2 ð2:19Þ
and
ðrxuki Þ2 þ ðrxvki Þ2
h i





¼ ðrxuki Þ2 þ ðrxvki Þ2
h i
ðrxujþ1i Þ2 þ ðrxUki Þ2 þ ðrxVki Þ2
h i
ðrxUjþ1i Þ2



























ðrxujþ1i Þ2  ðrxUjþ1i Þ2
h i




ðrxuki Þ2 þ ðrxvki Þ2
h i








ðrxv jþ1i Þ2  ðrxVjþ1i Þ2
h i
ðrxuki Þ2 þ ðrxvki Þ2  ðrxUki Þ2  ðrxVki Þ2
h i
: ð2:21Þ
Taking into account relations (2.19)–(2.21), from (2.18) we have
kyjþ1k2 þ 1
2




kyjk2 þ skrxyjþ1i k2 þ kzjþ1k2 þ
1
2












ðrxuki Þ2 þ ðrxvki Þ2  ðrxUki Þ2  ðrxVki Þ2
h i
ðrxujþ1i Þ2 þ ðrxv jþ1i Þ2
h










; j ¼ 0;1; . . . ;N 1: ð2:22Þ










i ¼ ðrxujþ1i Þ2 þ ðrxv jþ1i Þ2  ðrxUjþ1i Þ2  ðrxVjþ1i Þ2:
So, from (2.22) we get






6 s kwj1k2 þ kwj2k2
 	
þ s kyjþ1k2 þ kzjþ1k2
 	
: ð2:23Þ
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; n ¼ 1;2; . . . ;N: ð2:24Þ
From (2.24) we get (2.11) and thus Theorem 2.1 has been proven.
Note, that according to the scheme of proving convergence theorem, the uniqueness of the solution of the scheme (2.4)–
(2.6) can be proven. In particular, if ðu;vÞ and ðu; vÞ are two solutions of the scheme (2.4)–(2.6), for the differences w ¼ u u
and w ¼ v  v we get kwnk2 + k wnk2 6 0, n ¼ 1;2; . . . ;N. So, w ¼ w  0.
3. Numerical implementation
The finite difference scheme (2.4)–(2.6) can be rewritten as follows:









log|u−U| at Time t =0.5
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log|v−V| at Time t =0.5




log|u−U| at Time t =1





log|v−V| at Time t =1
Fig. 1. The absolute value of the difference between the numerical and exact solutions for u (left) and v (right) at t ¼ 0:5 (top) and t ¼ 1 (bottom) on a semi-
log scale.











































































 2 !" #v jþ1i  v jþ1i1
h
)
¼ f j2;i; i ¼ 1;2; . . . ;M  1; j ¼ 0;1; . . . ;N  1: ð3:1Þ
Let






















Fig. 2. The norm of the exact error as a function of the mesh size for u (top) and v (bottom) for Example 1.



















v jþ1iþ1  v jþ1i
h
 Ajþ1i1




i ¼ 1;2; . . . ;M  1:
ð3:3Þ











and similarly vj, f j1, and f
j









; s ¼ r;
 1
h2
















Time t = 0











Time t = 0
Fig. 3. The initial solution U0ðxÞ ¼ xð1 xÞ sinð8pxÞ (top) and V0ðxÞ ¼ xð1 xÞ cosð4pxÞ (bottom) for Example 2.
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Pj þ T^jþ1Pjþ1  Fj; ð3:5Þ
where T^jþ1 is the 2 by 2 block diagonal matrix with Tjþ1 on diagonal. We will now construct the gradient matrix. This matrix
can be written in block form as follows:





























Fig. 4. The numerical solution at t ¼ 0:1;0:2; 0:3; 0:4 for u (top) and v (bottom).
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ujþ1r ; s ¼ r  1;
1































































Zrs and Wrs are obtained by replacing u by v in Qrs and Rrs, respectively.
Now we compute the first partial derivative of Tjþ1rs with respect to the components of u. Taking into account (3.2) we get
























Fig. 5. The maximum norm of the numerical solution for @U
@x (top) and
@V
@x (bottom) (Example 2) and e
t=2. Solid line for @U
@x and
@V
@x and line marked with * for the
exponential.




















rxujþ1r ; s ¼ r  1;
 2s
h3
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 2s
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Time t = 0












Time t = 0
Fig. 6. The initial solution of non-homogeneous problem for U0ðxÞ ¼ xð1 xÞ sinð8pxÞ þ 0:0002x (top) and V0ðxÞ ¼ xð1 xÞ cosð4pxÞ þ 0:001x (bottom).








































; s ¼ r  1;
1














; s ¼ r;
 1
h2









Zrs is obtained by replacing u by v in Qrs and




























Fig. 7. The numerical solution of non-homogeneous problem at t ¼ 0:1; 0:2; 0:3;0:4 for u (top) and v (bottom).










r Dxv jþ1r þ 2sh2rxu
jþ1










Using definition (3.5) Newton’s method for the system (3.4) is given by
rH Pjþ1
 	





Theorem 3.1. Given the nonlinear system of equations
Hi P1; . . . ; P2M2ð Þ ¼ 0; i ¼ 1;2; . . . ;2M  2:
If Hi are three times continuously differentiable in a region containing the solution n1; . . . ; n2M2 and the Jacobian does not vanish in
that region, then Newton’s method converges at least quadratically (see [29]).
The Jacobian is the matrix rH computed above. The term 1s on diagonal ensures that the Jacobian does not vanish. The
differentiability is guaranteed, since rH is quadratic.
























Fig. 8. The maximum norm of the numerical solution for @U
@x (top) and
@V
@x (bottom) (Example 3) and e
t=2. Solid line for @U
@x and
@V
@x and line marked with * for the
exponential.
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In our first numerical experiment (Example 1) we have chosen the right-hand side so that the exact solution is given by
Uðx; tÞ ¼ xð1 xÞ sinðxþ tÞ; Vðx; tÞ ¼ xð1 xÞ cosðxþ tÞ:
In this case the right-hand side is
f1ðx; tÞ ¼ xð1 xÞ cosðxþ tÞ  aðð1 2xÞ sinðxþ tÞ þ xð1 xÞ cosðxþ tÞÞ
bð2 sinðxþ tÞ þ 2ð1 2xÞ cosðxþ tÞ  xð1 xÞ sinðxþ tÞÞ;
f2ðx; tÞ ¼ xð1 xÞ sinðxþ tÞ  aðð1 2xÞ cosðxþ tÞ  xð1 xÞ sinðxþ tÞÞ
bð2 cosðxþ tÞ  2ð1 2xÞ sinðxþ tÞ  xð1 xÞ cosðxþ tÞÞ;
where
a ¼ 10xt  4t þ 4x3t  6x2t; b ¼ 1þ t þ 5x2t  4xt þ x4t  2x3t:
The parameters used are M ¼ 100 which dictates h ¼ 0:01. Since the method is implicit we can use s ¼ h and we took 100
time steps. In the next four subplots we plotted the absolute value of the difference between the numerical and exact solu-
tions on a semi-log axis at t ¼ 0:5 and t ¼ 1 (Fig. 1) and it is clear that the two solutions are almost identical.
In order to check the rate of convergence of the numerical scheme, we have ran the same example with
h ¼ 1=25;1=50;1=100;1=200;1=400 and h ¼ 1=800. We have computed the error for each h for every time step. The norm
is computed and plotted on a log–log scale to show that the finite difference scheme is first order in space, see Fig. 2.
In our next experiment (Example 2) we have taken zero right-hand side and initial condition given by
U0ðxÞ ¼ Uðx; 0Þ ¼ xð1 xÞ sinð8pxÞ; V0ðxÞ ¼ Vðx; 0Þ ¼ xð1 xÞ cosð4pxÞ:
In this case, we know that the solution will decay in time [14]. The parameters M;h; s are as before. In Fig. 3, we plotted the
initial solution and in Fig. 4, we have the numerical solution at four different times. In both figures the top subplot is for u
and the bottom subplot is for v. It is clear that the numerical solution is approaching zero for all x. We have also plotted the
maximum norm of the partial derivatives @U
@x and
@V
@x versus the exponential e
t=2. Fig. 5 shows that the maximum norm of @U
@x
(top) and @V
@x (bottom) decays faster than the exponential. Therefore, the numerical approximation of the x-derivative of the
solution of our experiment fully agrees with the theoretical results given in [14].
We have experimented with several other initial solutions, and in all cases we noticed the decay of the numerical solution
as expected [14].
We have experimented problem with nonhomogeneous boundary conditions on one side of lateral boundary as well
(Example 3). In this case we have taken following initial conditions:
U0ðxÞ ¼ Uðx; 0Þ ¼ xð1 xÞ sinð8pxÞ þ 0:0002x; V0ðxÞ ¼ Vðx; 0Þ ¼ xð1 xÞ cosð4pxÞ þ 0:001x:
We plotted the initial solution in Fig. 6 and the numerical solution at various times in Fig. 7. Now the solution approaches the
steady state solution UðxÞ ¼ 0:0002x and VðxÞ ¼ 0:001x, respectively.
We have also plotted the maximum norm of the partial derivatives @U
@x and
@V
@x versus the exponential e
t=2. Fig. 8 shows that
the maximum norm of @U
@x (top) and
@V
@x (bottom) decays faster than the exponential. Therefore, the numerical approximation
of the x-derivative of the solution of our experiment shows exponential decay as in the homogeneous case. Theoretically we
could not prove better than polynomial decay [14]. It is possible that this faster decay happens only under special
circumstances.
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