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ABSTRACT 
The thesis research studies the Swedish human population with Smith’s macroscopic 
approach. In demographic statics, a couple of plots are drawn for each time point (period) of 
the human populations of Sweden and five other countries namely Belgium, France, the 
Netherlands, the United Kingdom, and the United States. One plot is for the probability 
distribution of a random newborn’s mother’s age. Another is for the net maternity function. 
These plots can be used to identify past historical information from the agreement and 
discrepancy of related curves. 
In demographic kinetics, important macroscopic parameters are tracked over time for 
the Swedish human population. Entropy, reproductive potential, logarithmic maternity, and 
generation times T and t are studied as separate parameters. From their trends of changes, 
important conclusions are drawn. Entropy has the overall trend to decrease. This is the 
response of the increasing level of human societal organization. Reproductive potential, 
logarithmic maternity, T, and t also reveal this kind of information. The important results 
from them are that many extreme points are significant in history.  
More important results are obtained from the combinations of macroscopic 
parameters. Two relations concern the (t, u) vector, where t is the logarithmic generation time 
and u is a standard deviation: (a) u will decrease as t increases, and vice versa, and (b) a 
proper scaling factor can make the formula t+ku be constant. The first relation holds for the 
Swedish human population with a brief exception, but does not apply to the U.S. population. 
The second relation works for the Swedish human population before 1930. 
Most importantly, intensive cycles are found with the (r, s) vector, where r is the 
Malthusian parameter, the rate of natural increase, and s is the perturbation, measuring the 
 viii 
deviation from Lotka stability. As separate parameters, it is difficult to find patterns from 
their trajectories. But nearly regular cycles appear in the tracking of the (r, s) vector. Three 
intensive cycles are found from the Swedish human population and modeled with Kepler’s 
second law. Further investigation shows that intensive cycles exist in most of the human 
populations under study. Their structures are diverse. 
The intensive cycles of this kind are thought to be related to human population 
development. A cycle covers at least four five-year periods or twenty years. This is a 
relatively long time. In the Leslie matrix model, the maximum eigenvalue represents a 
long-term growth rate. Is there some relation between these intensive cycles of the Swedish 
human population and their maximum eigenvalues? Explorations are made and appear to be 
intriguing. The maximum eigenvalue changes at similar steps in each of the terms which 
correspond to the three intensive cycles. Subdominant eigenvalues have a similar 
performance, with some exceptions. 
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CHAPTER 1. INTRODUCTION 
1.1 Theoretical Framework 
The thesis research is in the framework of Smith’s macroscopic approach. In order to 
model complex systems such as those of biological problems, Jonathan Smith introduced a 
general, top-down approach which applies limited knowledge of target systems as 
constraints. In human demography, he initialized his macroscopic approach in which a vector 
of five parameters specifies a population (Smith, 1998, 2004). The probability density 
function q(a) and net maternity function ϕ(a) of a population are built with the five 
parameters, and detailed information about the populations can be drawn from the two 
functions.  In this sense, the macroscopic approach is an example of data compression. 
The five independent parameters which form the vector (parav) are: R
−1, r, s, t, u. R -1 
(per annum) is a constant which normalizes ϕ(a) into a density function; r (per annum) is the 
Malthusian parameter; s is a dimensionless parameter which measures the perturbation from 
Lotka stability; t (years) is a logarithmic generation time, while u is a dimensionless standard 
deviation. Further, a vector of five dependent parameters (derav) is designed to help describe 
the target population. Those dependent parameters are: log Z, r1, M, T, H. log Z is the 
thermodynamic potential; r1 is the Lotka growth rate; M is the logarithmic maternity; T is the 
generation time and H is Shannon entropy. 
1.2 Statement of the Problem 
There are three terms concerned with the present thesis research: demographic statics, 
demographic kinetics, and demographic dynamics. Demographic statics is to study a 
population at a particular moment. It strives to describe human populations from the 
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perspective of their development. Demographic kinetics is to study the evolution of 
populations over time. It focuses on the understanding of how the populations change. 
Demographic dynamics is to study the forces which drive human populations to develop. It 
identifies which factors have effects, and estimates these effects (Smith, 1998, 2004). 
Smith’s macroscopic approach is expected to help understand human population 
development. Smith discussed it in detail, and reported some preliminary results (Smith, 
1998, 2004). The thesis research is the continuation and extension of this previous work. 
Considering the benefits of long-term, reliable data, the Swedish human population is studied 
in the research. In addition, the human populations of Belgium, France, the Netherlands, the 
United Kingdom, and the United States are used to test the generality of the results obtained 
from the Swedish population.  
1.2.1 Demographic Statics 
Smith’s (1998, 2004) macroscopic approach is based on a canonical/lognormal model 
by specifying the vector of five independent parameters. All this provides a framework to 
work with the statics of a population at a certain moment, without use of data from other time 
points. The details of a particular population at a time point can be estimated from its five 
parameters by means of the net maternity function and probability density function. 
Complete agreement of estimates and observed results indicates the absence of obvious 
stress, while some unfit parts show the presence of significant outside influences. The thesis 
research computes a plot with such comparison for each time point of the studied 
populations. The effects of special factors at a particular moment can be detected from these 
plots. The accumulated data is for possible future investigations. 
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1.2.2 Demographic Kinetics 
Smith’s macroscopic approach provides a vector of five independent parameters, and 
another vector of five dependent parameters. The trajectory of the ten parameters and their 
combinations can be tracked so as to find their trends, patterns, periods, and signatures. 
Smith holds that these macroscopic parameters change smoothly in the absence of phase 
transitions. He reported a preliminary result on the peninsular Malaysian population over the 
1970–1985 time period.  In the thesis research, each of the 10 parameters is investigated. In 
addition, some important combinations of those parameters are checked. When some finding 
is from the Swedish population, the generality and diversity of this finding is investigated in 
other studied populations, and the new finding will be properly modeled with mathematical 
methods. 
1.2.3 Demographic Dynamics 
It is hard to identify and quantify the forces which drive the development of human 
populations. Concretely speaking, human populations are influenced by many factors at 
lower and higher levels than demography. So, the Leslie matrix model is incorporated to 
detect the information of human population dynamics. The Leslie matrix model itself is 
instantaneous. For each time point of a long-term population, a matrix can be constructed and 
its eigenvalues can be computed. Comparing the changes of the eigenvalues over time with 
those of the macroscopic parameters, it is hoped that the effect of long-term growth rates and 
transient influences of a population at particular moments can be identified. Probably, this 
will find a way to detect the mystery of human population dynamics. 
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1.3 Thesis Organization 
The present thesis is to study human population statics, kinetics, and dynamics with 
Smith’s macroscopic approach. It is organized with the theoretical framework, statement of 
the problem, and thesis organization being introduced in Chapter 1. Literature relevant to 
demography is reviewed in Chapter 2, and research results are reported and discussed. In 
Chapter 3, the Swedish human population is tracked over time with Smith’s macroscopic 
approach. In Chapter 4, intensive cycles from the (r, s) vector are modeled with Kepler’s 
second law. In Chapter 5, an eigenvalue analysis of the Swedish human population with the 
Leslie matrix model is designed, current exploration is reported, and future work is 
discussed. 
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CHAPTER 2. LITERATURE REVIEW 
2.1 Age-structured Populations 
Demographical data have been organized into particular structures by age, stage, and 
size. Consequently, there are three kinds of population models: (a) age-structured 
populations, (b) stage-structured populations, and (c) size-structured populations. In the 
literature, human demographical data are provided as age-structured population data. The 
main features of age-structured populations are: (a) age groups have unique growth and 
survival, and (b) any individual cannot stay in the same class after a period. Compared with 
this, stage-structured populations embody individuals which may stay in a certain class in the 
following period, or even regress. In this aspect, some size-structured populations behave 
like age-structured populations, while others emulate stage-structured populations. 
Keyfitz and Flieger published two books tabulating data from all over the world 
(1968, 1990). They showed 10 tables for each population in a pair of facing pages. Table 1 
presents official data on births, deaths, and population, all by age and sex. The authors 
specified that the data came from official national publications or through reliable secondary 
sources. Tables 2 through 10 were computed from Table 1. Tables 2 and 3 are life tables. The 
first eight tables can be easily understood, but Tables 9 and 10 are relatively technical. In this 
thesis research, Table 1 and Table 3 are used. 
One practice of human demography is to deal with the female segment of a 
population and disregard the male segment. Although demographic principles work with 
either sex, it is often easier to apply them exclusively to women. Keyfitz summarized the 
reasons which led to the female model (1985): (a) it is often that mothers are registered as the 
parents of newborns; (b) there are many cases in which the ages of fathers are not stated or 
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even not known; (c) normally, women give birth in the age range 15–55; and (d) a man may 
have any number of children. He stressed the fourth reason due to the low variance of 
women’s births. 
2.2 Classical Demography 
Demography has a long history. Malthus built a mathematical model of population 
growth in his book (1798). It is thought to be the first principle of populations and became 
the basis of much subsequent modeling. In his opinion, a population grows at a constant rate 
when there are no environmental or social constraints. In the Malthus model, only one 
variable and one parameter are involved. The variable is the population size, and the 
parameter is the growth rate. The Malthusian parameter or intrinsic rate r is this growth rate. 
Sometimes this model is called the exponential growth model, since the growth rate is 
exponential. During the 19th century, the Malthus model was improved.  
In the 20th century, more general models were proposed, one of which was the Leslie 
matrix (Leslie, 1945). The Leslie matrix model consists of an initial age distribution, 
survival, fecundity, a characteristic equation, and right and left eigenvectors. When the age 
distribution is in the eigenspace of the maximum eigenvalue, the population is said to be 
Lotka stable. Many other models, such as the Lotka integral equation, some difference 
equation sets, and the von Foerster partial differential equations, are equivalent to the Leslie 
matrix. Although looking different at a glance, these models have many common features. It 
is reasonable to derive the same properties of a certain population from these models. 
2.3 Smith’s Macroscopic Demography 
The origin of the macroscopic approach can be traced to Smith’s previous work 
(1996, 1998). He studied Gibbs’s canonical ensemble model from equilibrium statistical 
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mechanics and applied it to the evolutionary study of species (1996). He continued by 
applying the canonical ensemble model to age-structured populations such as human 
demographical data (1998). The canonical ensemble assumes that the knowledge about a 
particular population amounts precisely to its generation time and negated logarithmic 
maternity. With the knowledge as constraints, the microscopic entries of a Leslie matrix (or 
projection matrix) can be replaced with a five-dimensional vector, two components of which 
are Lagrange multipliers corresponding to age and maternity. This simple model is general, 
since it does not require Lotka stability. Classical Lotka stability becomes a special case in 
the new context. 
Smith formally initialized a top-down, macroscopic approach along with detailed 
discussions of its applications in demography (2004). He systematically demonstrated his 
theory of the canonical/lognormal model in his paper. A population is specified with the  
five-dimensional vector with the help of two intensive functions: the net maternity function 
and the probability density function. All the details of the population can be computed from 
the two functions. Most importantly, he discussed the use of this model and gave some 
simple examples. He claimed that the tracking of long-term trajectories of certain well-
documented populations may reveal some forces involved in their development. He also 
talked about the difficulties of working on population dynamics. Moreover, he attempted to 
study demographical statics and kinetics with human data. The preliminary study brought 
hope to the applications of the macroscopic approach. 
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CHAPTER 3. ANALYSIS OF THE SWEDISH HUMAN  
POPULATION WITH SMITH’S MACROSCOPIC APPROACH 
3.1 Overview 
Smith (2004) proposed a macroscopic approach from his canonical /lognormal  
model. He applied the Gibbs canonical ensemble of statistical mechanics to describe the 
probability distribution function for the age of a mother, and the net maternity function, in an 
age-structured population (Smith, 1998). The macroscopic approach specifies a given 
population with a five-dimensional vector of independent parameters: (R
−1, r, s, t, u). He also 
designed a five-dimensional vector of dependent parameters: (H, r1, M, T, log Z). 
Smith discussed the possible uses of his macroscopic approach in human demography 
(2004). He reported initial work with the Malaysian population as an example. Some 
mothers’ age distributions and net maternity functions were estimated with the macroscopic 
parameters. From the discrepancies of the estimates with the true values from the record, 
historical effects were identified. In the extrapolation of parameters from short-term data, the 
estimates agree closely with actual observations.  
The thesis research intends to study human demographical statics, kinetics, and 
dynamics with Smith’s macroscopic approach. The present strategy is to compute the vectors 
of parameters for each time point (period) and use them in demographical statics and 
kinetics, especially kinetics. Concrete methods are to track the long-term trajectories of 
separate macroscopic parameters and some combinations of important macroscopic 
parameters vectors of more than one macroscopic parameter.  
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3.2 Data and Methods 
3.2.1 Data of Human Populations  
  
Keyfitz and Flieger provided the data of human populations all over the world in their 
version of life tables in two books (1968, 1990). The human populations are census or 
officially estimated populations by age at last birthday, adjusted by interpolation to midyear, 
or to middle of a three- to five-year period. The thesis research uses the two books as the only 
data source. Swedish human population is the main example. Several of other human 
populations are used to check the generality of the obtained results. Sweden, officially the 
Kingdom of Sweden, is on the Scandinavian Peninsula in Northern Europe. It emerged as a 
unified country during the Middle Ages and expanded to the Swedish Empire in the 17th 
century. Sweden has long-term, reliable data of human population development, consisting of 
42 five-year periods from 1780 to 1985. As a rule, only the female segments of those human 
populations are analyzed. 
3.2.2 Smith’s Macroscopic Approach 
Smith developed his macroscopic approach from the canonical ensemble (2004). The 
basic idea is to replace the microscopic entries of the Leslie matrix with the (R
−1, r, s, t, u) 
vector. The entire intensive state of a population can be computed with a couple of functions: 
the probability density function q(a) and the net maternity function ( )aϕ .  
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 Suppose choosing a newborn randomly, a is the age of mother while A is the random 
variable. Let p(a) be the density probability function. It is normalized with 
daap )(1
0∫
∞
=   
Generation time and logarithmic maternity are known quantities. Here are their definitions: 
daaaqT )(
0∫
∞
=            
( )daaapM ϕlog)(
0∫
∞
−=   
Taking these as constraints, entropy can be maximized. Entropy: 
 
( )daapapH log)(
0∫
∞
−=         
 Three Lagrange multipliers are introduced: α is for the normalization of p(a). 
Malthusian parameter r and perturbation s are conjugate to generation time and negated 
logarithmic maternity, respectively. r has the dimension of inverse time (per annum), and s is 
dimensionless.  
The Euler equation for the constrained maximum problem: 
 
( ) ( ) ( ) 0log11log =++−−−− asraap ϕα  
 
Canonical density function q(a) can be obtained with 
 
( ) ( ) ( ) ( )asrasrZaq ϕlog1,loglog ++−−=  
 
Z(r, s) is partition function or Zustandsumme 
 
 
( ) ( ) daaesrZ sra +
∞ −∫=
1
0
, ϕ  
 
It can be calculated with  
 
 ( ) α+=1,log srZ  
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If 1rr =  and 0=s : 
 
 ( ) 10,1 =rZ  
 
 This is the special case of canonical model- Lotka stability. r1 is Lotka growth rate.  
 
There are three equations:  
 ( ) MsrTsrZH )1(,log +++=  
 ( ) ( ) sMrTMHsrZ −−−=,log    
 
T
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Renormalization constant R
-1 is computed: 
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So as to generate the probability density function for logarithmic age log a: 
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t is logarithmic generation time, and  is the variance of t. u is standard deviation.   
The ( )utsrM ,,,,1−  vector specifies a couple of functions:  
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3.2.3 Demographical Statics and Kinetics 
Demographical statics is merely concerning a separate time point (period). The 
concrete measure is to build the plots with true values and estimates of each age group. The 
estimates are computed from the (R
−1, r, s, t, u) vector (see Section 3.2.2). The contrast 
between the plots of true values and estimates shows their agreement and discrepancy. 
Historical information can be obtained from their differences. Comparison is made with a 
couple of plots. One is for birth numbers, and another is for the net maternity function 
(Smith, 2004). 
Demographical statics requires tracking the long-term trajectory. Macroscopic 
approach describes a population with scalar parameters. These parameters measure different 
properties of a population. Smith uses a couple of five-dimensional vectors of parameters for 
each time point. Building time series with those parameters or their combinations and 
observing their changes in the process is the present strategy. Separate macroscopic 
parameters can show the trends of change in specific properties. Combinations of different 
parameters can explore their interactions. Further discussion is in Section 3.3.3.1. 
3.2.4 Platforms 
Computations are carried out in the platform of MATLAB6p5p1. This version can 
run the function constra of the optimization toolbox. Maximization of a system’s entropy 
is implemented by means of constra. MATLAB has very strong graphical capabilities. All 
the figures of the thesis research are from the functions such as plot, contour, and 
surface. An implementation of Smith’s macroscopic approach is given in Appendix A.  
 
 
 13
3.3 Results and Discussion 
3.3.1 Computation of Smith’s Five-dimensional Vector of Parameters 
 
 The parav vectors (R
−1, r, s, t, u) and derav vectors (H, r1, M, T, logZ) of the Swedish 
human population are computed with the software based on the code in Appendix A. Further 
investigation will often use these values (see Tables 2 and 3). According to Smith’s theory, 
the intensive state of a human population can be computed from its parameters. Along with 
Sweden, Belgium, France, the Netherlands, the United Kingdom, and the U.S. are chosen for 
their long-term data of human demography (see Table 1). The parav vectors and derav 
vectors of these human populations are also computed. 
3.3.2 Demographic Statics    
 
A pair of plots is generated for each period (time point) of the populations listed in 
Table 1. One plot is for the age distribution of mothers, while the other is for the net 
maternity function. These pairs of plots help one analyze a particular population at a certain 
period (Smith, 2004). Figures 1 and 2 show two examples. They are the pairs of plots for the 
Swedish human population in 1780 and 1985, respectively. These are the start and end points 
of the development process under investigation. Following the methods provided by Smith, 
the stresses affecting the population at these times can be found from the agreement and 
discrepancy of the curves coming from the true values and estimates.  
The given examples illustrate different typical situations. In the plots of 1985, the true 
values and estimates agree very well. This indicates the validity of Smith’s approach. In the 
plots of 1780, the curves of the true values and estimates are different in two parts. The 
numbers of younger mothers’ births are overestimated. On the contrary, those of older 
mothers are too low. This discrepancy may be the result of stress which negatively 
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influenced the younger mothers, or some benefits which encouraged older mothers. The 
exact causes may be investigated further from the social and economic situations and other 
sources. A population is always affected by many kinds of factors. The fecundity of those 
mothers might change due to a new way of thinking or some technological innovations.  
3.3.3 Demographic Kinetics    
 3.3.3.1 Attempts in three different directions   
The basic idea of studying population kinetics is to check the trajectories of particular 
populations’ development. With the macroscopic approach as a tool, three possible ways can 
be followed to find such signals as the long trend, patterns, periodicities, and signatures. One 
is to start from the plots shown in Section 3.3.2. Contours and surfaces are built from all the 
periods over time (Figures 3–6). Those pictures are too complicated to model. Another 
approach is to study the changes of a specific parameter carefully. The Malthusian parameter 
r, perturbation s, population entropy H, reproductive potential M/T, and the related 
parameters T and t (generation times) are very important in demography. It is significant to 
investigate them in this way. The third direction is to check the trajectory of some 
combinations of important macroscopic parameters, such as the (t, u) vector and the (r, s) 
vector. The interactions of different parameters can be detected, and demographical kinetics 
can be studied at a deeper level. This section continues in the second direction. Section 3.3.4 
and Chapter 4 will show the work in the third direction.  
 3.3.3.2 Population entropy H 
Shannon proposed the notion of entropy to measure the diversity of possible 
sequences.  Demetrius introduced it into demography with the name population entropy 
(1975). He argued that H is as significant as r. He pointed out that the maximization of H 
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under various constraints gives the distribution of reproduction. Tuljapurkar developed a 
theory which relates entropy to the convergence of a population (1982). He showed that 
entropy measures the rate at which a population converges to its stable age distribution.  
Entropy is an important tool for the understanding of populations from 
thermodynamics (Demetrius, 1975, 1989). Smith’s macroscopic approach was developed 
from the canonical ensemble. Thus entropy H has an important position in this theory. From 
its changes, a profound understanding of other parameters can be expected. The curve of 
entropy is shown in Figure 10 for the Swedish human population. In general, it changes at a 
high level until 1930. It decreases from there, and increases again in 1975. The overall trend 
is to decrease. This indicates that modern society has a high level of organization.  
The change of the curve transcends important meanings. There are seven extremities 
which are worthy of attention. The time point of 1805 is followed by a lower one. Sweden 
was involved in the Napoleonic Wars, and births decreased. Thus, the curve shows a summit 
in 1805. The time points of 1830 and 1855 are low extremities. The time points of 1880, 
1900, and 1925 are high extremities. Human populations are complex systems of 
thermodynamics. Many changes of societies are accompanied with energy change. In 
Chapters 4 and 5, these time points will reappear. The significance of entropy will be 
confirmed by the reappearance of these time points in further analysis. 
 3.3.3.3   M/T, M, T, and t 
Reproductive potential, computed with M/T in Smith’s macroscopic approach, was 
introduced by Demetrius in the same paper as entropy (1975). Reproductive potential 
measures the mean of the contribution of different age classes to the growth rate of the 
population. The formula M/T shows its relation with the macroscopic parameters M, T, and t. 
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Here, M is checked first. Figure 8 shows that M declines until 1825. Then it gives a flat curve 
with oscillations until the turn of the century. From there, it reaches a summit in 1935, and 
then it begins to decrease again. 
T is generation time, and t is its logarithmic form. Figure 9 shows their similar 
fashion of change. t appears to be smoother. They have a general increase up to 1860, but 
they then decrease until 1965. An increase begins again in 1975. Notice that 1860 is a 
transition point, and that the curve appears to be relatively smooth before and after that. The 
transition coincides with the industrial revolution. For example, Sweden introduced its 
railway system in 1856–1872. 
Reproductive potential itself is shown in Figure 11. The curve has a complicated 
appearance. There are two important parts for the continuation of the work. One is that the 
curve has the trend to be flat from 1825 to 1900. Another is that it increases from there to the 
summit in 1935. The change of slope in 1910 deserves some attention. The tight relation 
between reproductive potential and M can be appreciated from their changes. Reproductive 
potential is correlated to M, T, and t in statistics. 
 3.3.3.4 r and s
 
 
  See Chapter 4. 
 
3.3.4 The (t, u) Vector and a Conservation Principle 
The trajectories of the (t, u) vector for Swedish human population is tracked in Figure 
12. t has the dimension of time, while u is dimensionless. In order to compare them in the 
same figure, a scaling factor, k, is used. k has the dimension of time. In Figure 12, the 
absolute value of k is 102, and u is multiplied by it. The important findings from the 
comparison are as follows: 
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How t changes is reported in Section 3.3.3.4. Here is the interaction of t and u. For the 
Swedish population, a general description is that u will decrease as t increases, and vice 
versa. This means that a smaller value of u can be expected when t increases for a given 
population. From the perspective of mathematics, this relation is especially interesting. 
This trend disappeared in 1930 and resumed in 1975. Only a short term is an 
exception. Enough attention should be given to its continuation after 1985. But, for the 
population of the U.S., the situation is different. One possible explanation is that there were 
many wars and substantial immigration in the 20th century. The data used for the population 
of the U.S. are from 1920 to 1985. Even the Swedish human population did not follow the 
trend between 1930 and 1975. 
Another important relation also existed between 1780 and 1930. It is a form of 
conservation principle. A proper value of the scaling factor k can make t+ku be constant. 
This relation does not hold after 1930. Although these relations are experimental 
observations, the simultaneous disappearance still obviously identifies a transition point of 
demography. It was between the World Wars and coincided with the Great Depression, one 
of the most severe economic crises ever. As the onset of the modern era, the 1930s are an 
important period in human demography. 
3.4 Summary 
3.4.1 A Large Number of Preliminary Results are Obtained for Further Work. 
A five-dimensional vector of independent parameters and a five-dimensional vector 
of dependent parameters are computed for each period (time point) listed in Table 1. These 
data can be used in further work. The thesis research mainly focuses on the Swedish human 
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population. Other human populations are used to determine the generality of the knowledge 
and techniques obtained from Swedish human population. 
A pair of plots is computed for each period (time point) listed in Table 1. The stress 
affecting a particular population at a given time can be found from the pair of plots. Smith 
successfully analyzed the data from Malaysia (2004). Following his method, the agreement 
and discrepancy between the plots from observations and estimates, important information on 
the history of a human population can be obtained. 
3.4.2 Demographical Kinetics can be Studied by Tracking Separate Macroscopic Parameters 
Over Time. 
Entropy H, reproductive potential M/T, and its related parameters M, T, and t are 
tracked over time for the Swedish human population. From their trajectories, significant 
results are obtained. In general, entropy changes at a high level until 1930. It decreases from 
there and increases again in 1975. The overall trend is to decrease. This indicates two 
important consequences of changes in society. The year 1930 was the onset of modern 
society. Another consequence was that modern societies become more organized. High levels 
of organization indicate low entropy of a system. In this sense, the turn of 1975 should be 
explored.   
Reproductive potential is correlated to M, T, and t. The changes of curves of 
reproductive potential and M are greatly related. They each give their complicated curves. 
The most important result is that a few segments of their curves between 1825 and 1930 
change smoothly. This is very significant in further work. T and t are a pair of parameters. t 
is the logarithmic form of T. Their overall trend is to decrease. Their curves explore the 
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transitions of 1860 and 1975. Sweden began its industrial revolution in the 1860s. The 1975 
turn agrees with entropy.  
3.4.3 Two Important Relations Between t and u are Found by Tracking the (t, u) Vector Over 
Time.  
The trajectory of the (t, u) vector for the Swedish human population is tracked by 
showing the two components in the same plot with a scaling factor k. Two important 
relations between t and u are found by comparing them. The first relation holds for the 
population overall, except for the 1930–1975 time period: u will decrease as t increases, and 
vice versa. This relation does not apply to the human population of the U.S. One possible 
explanation is that there were many wars and substantial immigration in the 20th century. 
Another important relation is that t+ku has a constant value when a proper k is 
chosen. It is a form of conservation principle. This relation disappears in 1930. The 
disappearances of the two relations obviously reveal a transition point of demography. The 
year 1930 is the onset of the modern era. The nature of society changed then. There may be 
many factors which caused the disappearances.   
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CHAPTER 4. MATHEMATICAL MODELING OF INTENSIVE  
 
CYCLES WITH KEPLER’S SECOND LAW 
 
4.1 Overview 
 
Johannes Kepler described how planets move around the sun with three laws of 
planetary motion (Nicolson, 1977). In his day, six planets were identified in the solar system. 
A list of these planets is as follows: Earth, Venus, Mercury, Mars, Jupiter, and Saturn, each 
of which moves in the same plane. After studying actual observations, Kepler formulated 
these laws between 1609 and 1619: 
1. Planets move around the sun in ellipses, with the sun at one focus.  
2. The line connecting the sun to a planet sweeps equal areas in equal times.  
3. The square of the orbital period of a planet is proportional to the cube (3rd power) 
of the mean distance from the sun. 
What interests us is Kepler’s second law. The line joining a planet to the sun sweeps 
equal areas in equal intervals of time. The point is that their orbits are symmetric, while 
corresponding motions are not. When a planet approaches the sun, it speeds up, reaching the 
greatest rate at the closest point, and slows down after that. Such situations can be explained 
in terms of energy. When a planet moves away from a focus, it will lose kinetic energy due to 
the pull of gravity and thus slows down. On the contrary, it obtains kinetic energy as it comes 
to the sun. This indicates the conversion between potential energy and kinetic energy. 
The Malthusian parameter r and perturbation s play central roles in Smith’s 
macroscopic approach. Tracking the curve of the (r, s) vector over time, intensive cycles are 
found in their plane. If energy is loosely defined as what decides a shape, those intensive 
cycles are made by internal and external forces of a human population. Compared with the 
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solar system, actual intensive cycles are not typically elliptical. Their appearance must be 
influenced by many complicated factors. Therefore, Kepler’s second law is used to model 
those intensive cycles with the expectation of knowing better about human population 
kinetics or even dynamics.  
4.2 Data and Methods 
 
4.2.1 Identification of Intensive Cycles  
Macroscopic parameters of seven human populations were computed in Chapter 3. 
For a particular population, all its time points can be put in a plane by making a plot with a 
couple of macroscopic parameters. In the present situation, the (r, s) vector is our choice. 
Checking the positions of these time points and finding regularities from their distribution is 
a strategy. Many kinds of regularity may occur, one of which is a pattern such as a cycle. An 
intensive cycle can be defined as a path (or circuit) which starts with a time point and comes 
back as its neighbor, and those interval time points distribute sequentially in the passage of 
time. Both r and s are intensive parameters which are not constrained to population size, and 
thus the cycles found from their plane are called intensive cycles. The shapes of intensive 
cycles are polygons. They may be regular, but need not be. Various shapes of intensive 
cycles can represent the complexity of different populations and their environments.  
4.2.2 Modeling Intensive Cycles with Kepler’s Second Law 
According to Kepler’s second law, a planet moves around the sun and the line 
between them traverses equal areas in equal time. The trajectory of a planet forms an ellipse 
which has two foci, and the sun lies at one of them. The parts of space swept by the 
imaginary line generate a set of triangles of equal area. In the present modeling, the central 
part of Kepler’s second law is kept. A focus of an intensive cycle is in the position which 
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forms the triangles of equal area, along with the pairs of neighboring time points. The 
determination of the focus requires that an intensive cycle comprise at least four time points. 
All possible groups of three time points can form their own cycles, and so it is not 
meaningful to consider Kepler’s law for three time points. Another implicit requirement is 
that the path must be cyclic. This only excludes the extremity of forming a line of time 
points. 
4.2.3 Approximation Algorithm for Computing an Intensive Cycle’s Focus 
The approximation algorithm is designed on the basis of least squares. It is easy to 
implement, compared with the functions of Matlab’s optimization toolbox. 
1. Find the center of all the time points which form the intensive cycle. The position 
of the center is (x0, y0), where x0 is the mean of the x-coordinates of all the time 
points in the cycle while y0 is the mean of their y-coordinates. 
2. Compute a new position (x1, y1) which can make a smaller square of areas of those 
triangles if (x1, y1) replaces (x0, y0) as the focus.  Let d be a positive quantum. 
Either or both of x0, y0 plus or minus d will be a set of 8 possible positions. (x1, y1) 
assumes the position which generates the least square of areas of those triangles.
 
3. Assign (x1, y1) to (x0, y0). Repeat step 2 until the least square of areas of those 
triangles cannot become smaller or reach a particular requirement.
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4.3 Results and Discussion 
 
4.3.1 Intensive Cycles of the Swedish Human Population and their Modeling 
 
 4.3.1.1 Finding intensive cycles with the (r, s) vector of the Swedish human   
 
 population 
 
In the two-dimensional plane, the (r, s) vector appears to be very complicated at first 
glance (Figure 15). But, the cyclic paths of three segments of their curve can be found by 
checking the trajectory of their time points (Figures 16, 18, 20). The concrete scenarios are 
summarized in Table 6.  Specifically speaking, the first cycle consists of eight time points 
which are from 1825–1860. Compared with others, this cycle is separate. The second cycle 
covers a term from 1880 to 1905 with six time points. The third cycle represents a stage 
which started in 1890 and ended in 1920. The last two cycles share four time points, 
consisting of the overlap and three other time points. Other parts of the curve of the (r, s) 
vector cannot be taken as cycles. There are two points deserving attention. One is that 
different intensive cycles may share common time points. Another is that all the three 
intensive cycles are counterclockwise. A couple of short terms form parts of potential cycles. 
This is a main aspect of intensive cycles of the population and will be dealt with in the 
Sections 4.3.2.1 and 5.4.1. 
 4.3.1.2 Modeling intensive cycles of the Swedish human population 
 
The three intensive cycles of Swedish human population are modeled with Kepler’s 
second law (Figures 17, 19, 21). The statistics of these intensive cycles’ modeling are also 
included in Table 6. For each cycle, a focus, area of each generated triangle, deviations, 
mean, and CV of these triangles’ areas are computed. The focus decides on how to cut a 
specific cycle into component triangles. The areas of these triangles and their deviations, 
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mean, and CV are used to measure the degree of their difference. In other words, these 
statistics can show whether Kepler’s second law can generate the triangles of equal area. The 
foci of the three intensive cycles are in the positions (0.0119, -0.0118), (0.0103, -0.0201), and 
(0.0108, -0.0228), respectively. The coefficients of variation coming from their generated 
triangles’ areas are 0.0934, 0.0933, and 0.1453, respectively. This indicates that the 
performance of this modeling is relatively good. Another point is that the results of the first 
two cycles are obviously better than that of the third one.  
4.3.2 Intensive Cycles of Other Human Populations 
 
 4.3.2.1 Generality of intensive cycles 
 
Further investigation shows clearly the generality and diversity of intensive cycles 
from the (r, s) vector (see Table 7). Intensive cycles of this kind have been observed in 
various human populations such as those of Belgium, France, the Netherlands, and the U.S. 
The thesis research investigates seven human populations. The UK is the only exception for 
the existence of typical intensive cycles. But in its plane of the (r, s) vector, three segments of 
the curve may form cycles on the condition that one more edge is added to each. These 
fragments of curves may be thought of as unfinished cycles. A reasonable explanation is that 
the human population was influenced by some new factors and changed its phase of growth 
before the cycle was completed. Fragmentary intensive cycles, a new term, are used for those 
segments of a population’s (r, s) vector curve. Fragmentary cycles can be seen more often, 
and this is an aspect of the generality of intensive cycles. The couple of short terms of the 
Swedish human population, 1945–1960 and 1960–1975, are the examples of fragmentary 
cycles. 
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 4.3.2.2 Diversity of intensive cycles 
 
In fact, the diversity of the intensive cycles of the (r, s) vector is shown in the 
difference of typical and fragmentary intensive cycles (see Table 7). This depends on 
whether they are complete cyclic paths. Many different characteristics are related to these 
shapes. For example, the intensive cycles of the Swedish human population are basically 
regular polygons (Figures 17, 19, 21). But one in the earlier population of France shows a 
different shape. It is long and relatively irregular. Another topic is the size of the intensive 
cycles. Some intensive cycles are large. The aforementioned intensive cycle of early France 
includes all the nine time points of that stage. By contrast, some intensive cycles only cover 
four or five time points. There are two aspects of diversity which may be discussed further: 
Overlap of intensive cycles and the direction of these cycles do receive attention in 4.3.1.2. 
From the scenario of the Belgian population, the significance of the two topics can be 
appreciated.  
 4.3.2.3 Complexity of Belgian population 
 
Belgium has a population which can be selected for a case study. It has 16 time points 
which cover the period of 1900–1984. Compared with the Swedish human population, this is 
a short history. But special properties are exhibited by the curve of the (r, s) vector in the 
Belgian population (Figure 22). There are four intensive cycles, three of which are typical 
and one of which is fragmentary, in the short trajectory (see Table 8). Overlap guarantees the 
sizes of those intensive cycles which have four, five, six, and seven time points, respectively. 
Clockwise paths of the three typical intensive cycles are another property deserving special 
attention. Only the Belgian population has clockwise typical intensive cycles. All the typical 
intensive cycles found in the other populations under study are counterclockwise. Even for 
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fragmentary intensive cycles, clockwise moves only can be observed sometimes from 
different sources (see Table 7).  
4.4 Summary 
4.4.1 Three Intensive Cycles are Found for the Swedish Human Population.  
Three intensive cycles are found in the plane of the (r, s) vector of the Swedish 
human population. The intrinsic growth rate r and perturbation s often appear to be irregular 
and evade prediction. It was difficult to find their regularities with earlier methods. The 
discovery of intensive cycles with the (r, s) vector is significant and may open a new door to 
the exploration of demography.  
4.4.2 Intensive Cycles can be Modeled with Kepler’s Second Law.  
 Theory and methods are developed and used in the modeling of the intensive cycles 
of the Swedish human population. Kepler’s second law is one use of macroscopic 
demography. The statistics of the generated triangles may show the trace of those forces 
which affect a population from sources at different levels. Further work should be done for 
the perfection of this kind of modeling.  
4.4.3 The Generality of Intensive Cycles 
 The generality of intensive cycles is confirmed by the investigation of six other 
human populations which include those of Belgium, France, the Netherlands, and the U.S. 
Fragmentary intensive cycles extend the generality further. All these show the significance of 
intensive cycles and their theoretical study and applications.  
4.4.4 The Diversity of Intensive Cycles  
 The diversity of intensive cycles is observed in their shapes, sizes, direction, and 
overlaps. The appearance of an intensive cycle is the result of all the forces working on it. 
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The diversity of intensive cycles represents the complexity of internal and external 
influences.  For example, the Belgian population can be a good choice for detecting these 
forces. It has four intensive cycles and fragmentary cycles which share overlaps. And, the 
clockwise and counterclockwise cycles and fragments are interlaced. The study of the 
Belgian population can bring new knowledge.  
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CHAPTER 5. INTENSIVE CYCLES: CURRENT  
EXPLORATION AND FUTURE WORK 
5.1 Overview 
 
In thermodynamics, a phase transition is the transformation of matter from one phase 
or state to another. Typically, phase transitions involve a change of energy. A familiar 
example is the change of substances among three states. For example, water changes between 
solid, liquid, and gaseous states with the decrease or increase of temperature. Thus it will 
pass through a succession of phase transitions over time. In winter, ice or snow can be seen— 
the solid state. When spring comes back, snow and ice melt, and we have water—the liquid 
state. If water is boiled, the gaseous state occurs, and steam appears. 
Changes in human populations are very frequent. Lotka stability is a special case with 
many assumptions. A real population is always affected by many kinds of factors. It cannot 
converge to a steady state, even if there is an intrinsic driving force. A particular population, 
however, can grow normally in some stages. Then, the population is purely influenced in the 
demographic level. Smith made the analogy with the absence of shock waves in the ideal gas 
model (2004). Some stress may force a population to deviate from such states. It will enter 
another normal state, or can no longer grow normally. If the history of a population is taken 
as a succession of normal and abnormal states, what succession characterizes the Swedish 
population? 
Three intensive cycles were found by tracking the (r, s) vector of the Swedish human 
population in Chapter 4. They are thought to indicate periods in which the population 
developed normally. An intensive cycle covers at least four five-year periods, or 20 years. 
This is a relatively long time. In the Leslie matrix model, the dominant eigenvalue represents 
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a long-term growth rate, while subdominant eigenvalues represent transient behavior. The 
leading question is: Can eigenvalue series for the Swedish population exhibit patterns 
corresponding to the intensive cycles? Thus, further work will attempt to:  
 1. Explore the mystery of the intensive cycles by combining the Leslie matrix model 
  and Smith’s macroscopic approach;  
 2. Conclude the thesis research based on new results from (1) and those from  
  Chapters 3 and 4; and 
 3. Plan how to continue the work with open questions and practical methods.  
The following section summarizes the basic Leslie matrix techniques to be used in 
parallel with the macroscopic approach. 
5.2 Data and Methods 
5.2.1 Data 
 The female population of Sweden is selected: see Section 3.2.1.  
 
5.2.2 Construction of the Leslie Matrix 
 
The Leslie matrix is constructed for each time point of the Swedish female 
population. The structure of the Leslie matrix is the same as in the original paper (Leslie, 
1945). The first row is the fecundity, and subdiagonal entries represent survival. The practice 
of only selecting fertile age-groups is adopted as a rule. Some periods, however, have nine 
age-groups of this kind, while others only have seven or eight such age-groups. The Leslie 
matrix model is sensitive to transient influence. Different numbers of age-groups can 
obviously affect the subdominant eigenvalues. Therefore, the thesis research constructs a 
Leslie matrix for each time point with nine age-groups which are from 10–14 to 50–54. The 
age-groups for which no births are registered have a fecundity of zero.  
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 5.2.2.1 Fecundity  
 
The age-specific fecundity (fertility rate) of a female population is computed as the 
average female birth number of a mother. The Swedish data have the birth numbers of  
either-sex newborns in a midyear, but only have a total number of newborns for each age 
group. Therefore, the ratio of female and male newborns is used to estimate the number of 
female newborns. These estimates, times five, will give the five-year fecundity. 
 The Swedish female population for the ages 20–24 in 1970 is used as an example: 
Female sex proportion in births:  
4867.0
5654253608
53608
=
+
=
+
=
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The age-specific fertility rate among women ages 20–24 for the five-year period with 1970 as  
 
the midyear is given as:  
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 5.2.2.2 Survival 
 
Survival rates are computed as the proportion of individuals entering the next age 
group in the succeeding period. The Swedish data were provided as life tables in two books 
(1968, 1990). Tables 3 of those books are used in the computation of survival rates. The 
Swedish female population in 1970 continues to be the example.  
The survival proportion among women ages 20–24 for the five-year period with 1970 
as the midyear is computed as follows: 
 9976.0
492459
491282
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−
−
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5.2.3 Eigenvalue Analysis 
 
The Leslie matrix model is a typical tool in population dynamics. The small-signal 
behavior of a complex system is described with eigenvalues and eigenvectors. From this 
standpoint, the Leslie matrix has the following features:  
 1. There is a unique positive largest eigenvalue (maximum eigenvalue). This is the 
  dominant eigenvalue representing the long-term growth rate.  
 2. The dominant eigenvalue has an eigenvector whose elements are all positive.  
 3. Other eigenvalues represent transient influences. 
The Swedish human population has 42 five-year periods available for study. The 
Leslie matrix is constructed for each of these periods. Putting the dominant eigenvalues 
together yields a time series. The second largest eigenvalues (in absolute value) also form a 
time series, and so on. In total, nine time series are formed in the present computation. The 
eigenvalue series will be used to seek patterns correlating with the intensive cycles.  
Although the dominant eigenvalues are positive real, the subdominant eigenvalues 
can be complex. Thus, complex eigenvalue analysis is involved. Moduli (magnitude), real, 
and imaginary parts of complex eigenvalues are analyzed, respectively. In linear systems, 
real parts determine growth, while imaginary parts determine oscillation. The magnitude, 
real, and imaginary parts from the eigenvalue series are expected to help understand the 
intensive cycles.  
5.3 Current Exploration 
5.3.1 Maximum Eigenvalue Series   
 
Three maximum eigenvalue series are built with different constructions of Leslie 
matrix model. The Lotka growth rates (r1) are showed along with Malthusian parameter r, 
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and perturbation s in Figure 14. The best treatment “complete” is described in 5.2.2 and used 
in eignevalue analysis. The curve of maximum eigenvalue series can be seen in Figure 23. 
The segments which correspond to the three intensive cycles appear to be different. The first 
segment looks like a flat line. The second segment is a steep line. The third segment shares a 
part with the second and lies at an obtuse angle. Analysis shows their common property. 
They each change at their own steps. The statistics of neighboring time points are listed in 
Tables 9 and 10. Compared with the global value and those of other terms, the three 
segments each have their small coefficient of variation: -1.9817, -1.1300, and -1.0923. The 
changes of maximum eigenvalue can be modeled against the index (t) in the time series with 
generalized linear model. 
(1) 1825–1855  2040.10049.0 +×−= tλ   significant at 0.005 
  
 (2) 1880–1905  2392.10047.0 +×−= tλ  significant at 0.005 
 
(3) 1890–1920 4467.10133.0 +×−= tλ  significant at 0.005 
 
5.3.2 Subdominant Eigenvalue Series 
 
Magnitudes, real, and imaginary parts of subdominant eigenvalues are examined for 
the Swedish human population (see Tables 9–12 and Figures 23–25).  
1. Generally, magnitudes of subdominant eigenvalues have small coefficients of 
variation in the terms which correspond to the three intensive cycles. An 
exception is that the fourth and fifth largest eigenvalue series have large 
coefficients of variation in the term corresponding to the first intensive cycle. By 
contrast, magnitudes of subdominant eigenvalues often have large coefficients of 
variation in other terms. There is obvious variance in the fourth, fifth, sixth, and 
seventh largest eigenvalues after the 1930 time point.   
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2. Real and imaginary parts of subdominant eigenvalues are similar in the overall 
performance. The central part which corresponds to the three intensive cycles has 
no great changes. The part which corresponds to 1780–1810 has larger variations 
in the fifth, sixth, and seventh largest eigenvalues. But the part of 1930–1985 
shows obvious variations in most subdominant eigenvalues.  
3. Magnitudes, real, and imaginary parts of the eighth and ninth largest eigenvalues 
have obvious and consistent changes between 1780 and 1900. The time points 
1885 and 1890 are the center of those changes. This is meaningful considering 
that the 1890 time point does not behave differently than neighbors in the curve of 
maximum eigenvalue series as the starting point of the third intensive cycle. 
5.3.3 The Second Largest Eigenvalue Series 
 
The second largest eigenvalue series is an example for further analysis (see Figures  
26–28).  
1. In complex plane, the trajectory of 42 time points is observed. The segment which 
corresponds to the 1825–1860 term has larger distances as time approaches. Then 
an opposite trend occurs. All the time points in each intensive cycle assume the 
same trend in this aspect. One significant finding is the special location of the 
1890 time point which appears at an angle.  
2. In the separate plot of real parts, each intensive cycle forms a line. Their starting 
and end time points lie at the sites which distinguish them among their neighbors. 
The relation between the second and third intensive cycles can be appreciated 
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from the segments which correspond to them. They are in the same line and each 
part shows their own details.  
3. In the separate plot of imaginary parts, similar situations can be seen more clearly. 
The starting and end time points of those intensive cycles have their distinct 
oscillations from their neighbors. The complexity of the segments outside the 
intensive cycles is revealed by their obvious changes.   
5.4 Future Work 
5.4.1 Detect the Meaning of Intensive Cycles with More Mathematical Methods 
Intensive cycles are thought to indicate the states in which a population could develop 
normally. Eigenvalue analysis relates the three intensive cycles of the Swedish human 
population to their eigenvalues. In each of the terms which correspond to those intensive 
cycles, maximum eigenvalue decreases at its own steps. Situations are similar in 
subdominant eigenvalues with only a few exceptions. The couple of fragmentary cycles 
confirm these results in their own way. Their general linear models are significant at lower 
levels. This is due to the short terms and irregular shapes. In modern society, human 
populations are affected more often and sharply. Their modes of development are changed 
more frequently, and a complete cycle cannot form. There are still many problems to solve. 
The premises on which intensive cycles can form, the exact modes in which the population 
developed in the past, and the exact age distributions which the population had at significant 
time points need to be determined. The understanding of them helps explain intensive cycles 
well. 
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5.4.2 Complete the Interpretation of Intensive Cycles with Accurate Biological and 
Historical Information 
 The three intensive cycles of the Swedish human population can be allowed to the 
known information. In Chapter 3, many time points are identified to be significant in the 
development. For example, the tracking of T and t find 1860 to be important. In 1860s, the 
onset of the Industrial Revolution drove the population to deviate the state in which it could 
develop normally. Another example is that population entropy H, T, and t show the 
importance of 1975 in demography—the year the oil crisis caused by the war in Middle East 
began. All the examples reveal the causes which created the cycles. Concretely speaking, 
those cycles and fragmentary cycles correspond to the terms in which the Swedish human 
population was able to develop at certain modes. A possible explanation is as follows: a 
normal state was finished by the onset of Industrial Revolution in 1860s. After thirty years, 
the population reached the level at which it could develop normally in a different mode. As 
the industrialized economy came into being at the turn of the 20th century, a new mode was 
formed. Many important details, however, are unknown. For example, what event made the 
third normal term appear in 1890? An important political party was founded in 1889 as 
grassroots movements sprang up. Was this the factor which changed the population outside 
the demographical level?   
  5.4.3 Study Other Intensive Cycles with the Same or Similar Approach  
 Various kinds of intensive cycles are found in Chapter 4. They are very diverse in 
shape, size, direction, regularity, and completeness. According to my understanding of 
Kepler’s second law, the properties of those intensive cycles resulted from the forces which 
affected their populations. The complexity of their structures implies the chance of obtaining 
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new knowledge and skills. For example, the Belgian human population has too many 
intensive cycles or fragmentary cycles in a short time period. What exact factors caused the 
appearance of those intensive cycles? What is the real meaning of each of those intensive 
cycles. Another problem is that early France and the U.S. have large cycles with irregular 
shapes. How those intensive cycles formed and what they mean are also unknown. All these 
cycles may bring new knowledge and help in understanding the history of human population 
development. It is hard to indentify the exact causes which drove a population to evolve. The 
study of those cycles will probably help make progress in this aspect. The finding of 
intensive cycles opens up a new door to the unknown world. A new treasury is found, and 
many new discoveries will be made. It is reasonable to expect more original and creative 
results. 
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TABLES  
 
Table 1 
 
List of Human Populations Under Investigation 
 
Human populations Year Period Time point 
Belgium  1900-1984 10/5 16 
France (excluding 
Alsace‐Lorraine) 
1871‐1911 5 9 
France (including 
Alsace‐Lorraine) 
1921-1985 5/10 13 
Netherlands 1901‐1985 5/4 18 
Sweden  1780-1985 5 42 
United Kingdom  1861-1961 10 11 
United States  1920-1985 5 14 
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Table 2 
 
Parameter Vector parav for Sweden 1780–1985 
 
Year R_-1 r s t u 
SWE1780 0.0394 0.0116  0.0158 30.0028 0.2252 
SWE1785 0.0343 0.0093  0.0373 29.8458 0.2242 
SWE1790 0.0376 0.0050  0.0394 29.9437 0.2240 
SWE1795 0.0415 0.0044  0.0207 30.0320 0.2206 
SWE1800 0.0374 0.0040 -0.0112 30.0102 0.2214 
SWE1805 0.0401 0.0055 -0.0202 30.0368 0.2200 
SWE1810 0.0336 0.0046 -0.0212 29.8207 0.2178 
SWE1815 0.0410 0.0100  0.0016 30.1316 0.2170 
SWE1820 0.0424 0.0090  0.0168 30.2450 0.2167 
SWE1825 0.0500 0.0075  0.0345 30.1781 0.2168 
SWE1830 0.0436 0.0020  0.0243 30.2749 0.2129 
SWE1835 0.0478 0.0031 -0.0354 30.4210 0.2109 
SWE1840 0.0442 0.0097 -0.0727 30.6886 0.2058 
SWE1845 0.0441 0.0179 -0.0519 30.9140 0.2049 
SWE1850 0.0441 0.0197  0.0246 31.0590 0.2044 
SWE1855 0.0403 0.0130  0.0592 31.1131 0.2051 
SWE1860 0.0459 0.0068  0.0516 31.1503 0.2080 
SWE1865 0.0462 0.0039 -0.0086 30.9964 0.2102 
SWE1870 0.0420 0.0045 -0.0267 30.9660 0.2090 
SWE1875 0.0463 0.0067 -0.0460 30.5970 0.2152 
SWE1880 0.0461 0.0128 -0.0534 30.3614 0.2164 
SWE1885 0.0474 0.0144 -0.0313 30.2242 0.2182 
SWE1890 0.0469 0.0104  0.0111 30.0646 0.2195 
SWE1895 0.0474 0.0067 -0.0161 29.8444 0.2212 
SWE1900 0.0476 0.0095 -0.0555 29.4590 0.2245 
SWE1905 0.0476 0.0129 -0.0512 29.1940 0.2261 
SWE1910 0.0471 0.0155 -0.0121 28.8600 0.2297 
SWE1915 0.0413 0.0136  0.0097 28.6846 0.2317 
SWE1920 0.0382 0.0110  0.0025 28.3368 0.2311 
SWE1925 0.0334 0.0127  0.0025 28.1980 0.2334 
SWE1930 0.0287 0.0105  0.0244 27.6406 0.2361 
SWE1935 0.0265 0.0057  0.0624 27.3199 0.2337 
SWE1940 0.0311 0.0002  0.0522 27.0061 0.2289 
SWE1945 0.0420 0.0073  0.0692 26.7249 0.2286 
SWE1950 0.0406 0.0149  0.0844 25.9804 0.2318 
SWE1955 0.0404 0.0133 -0.0035 25.6266 0.2246 
SWE1960 0.0403 0.0034 -0.1304 25.5550 0.2177 
SWE1965 0.0447 0.0188 -0.0901 25.1838 0.2204 
SWE1970 0.0360 0.0131  0.1069 25.1976 0.2099 
SWE1975 0.0333 0.0064  0.1264 25.1411 0.2011 
SWE1980 0.0304 0.0090  0.0246 26.1034 0.1927 
SWE1985 0.0303 0.0042 -0.0335 26.9145 0.1883 
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Table 3 
 
Parameter Vector derav for Sweden 1780–1985 
 
Year H r1 M T logZ 
SWE1780 1.6929  0.0059 1.5066 31.7167 -0.2060 
SWE1785 1.6790  0.0013 1.6363 31.6383 -0.3126 
SWE1790 1.6809  0.0044 1.5418 31.9218 -0.0818 
SWE1795 1.6775  0.0076 1.4352 31.9903  0.0720 
SWE1800 1.6887  0.0043 1.5509 32.0017  0.0257 
SWE1805 1.6919  0.0064 1.4861 31.9578  0.0606 
SWE1810 1.6773  0.0007 1.6542 31.7352 -0.0864 
SWE1815 1.6671  0.0072 1.4374 31.8041 -0.0892 
SWE1820 1.6668  0.0083 1.4002 31.9587 -0.0445 
SWE1825 1.6616  0.0135 1.2308 31.9527  0.1482 
SWE1830 1.6533  0.0092 1.3565 32.2248  0.2001 
SWE1835 1.6658  0.0122 1.2718 32.3187  0.3395 
SWE1840 1.6582  0.0100 1.3368 32.2382  0.1051 
SWE1845 1.6457  0.0100 1.3246 32.1096 -0.1843 
SWE1850 1.6231  0.0101 1.2986 32.1971 -0.3426 
SWE1855 1.6200  0.0074 1.3798 32.5299 -0.2630 
SWE1860 1.6355  0.0114 1.2612 32.8569  0.0852 
SWE1865 1.6593  0.0115 1.2812 32.8504  0.2597 
SWE1870 1.6576  0.0086 1.3755 32.7730  0.1722 
SWE1875 1.6809  0.0113 1.3144 32.4098  0.2110 
SWE1880 1.6877  0.0110 1.3354 31.9183  0.0144 
SWE1885 1.6845  0.0118 1.3088 31.7313 -0.0415 
SWE1890 1.6754  0.0114 1.3128 31.7596  0.0164 
SWE1895 1.6853  0.0116 1.3183 31.7294  0.1768 
SWE1900 1.6987  0.0115 1.3403 31.2672  0.1370 
SWE1905 1.6942  0.0113 1.3455 30.8644  0.0206 
SWE1910 1.6870  0.0106 1.3629 30.4455 -0.1323 
SWE1915 1.6859  0.0062 1.4967 30.3766 -0.2381 
SWE1920 1.6827  0.0033 1.5831 30.1318 -0.2366 
SWE1925 1.6862 -0.0013 1.7260 29.9451 -0.4242 
SWE1930 1.6797 -0.0071 1.8895 29.4917 -0.5666 
SWE1935 1.6568 -0.0103 1.9571 29.2950 -0.5886 
SWE1940 1.6386 -0.0052 1.7898 29.1282 -0.2397 
SWE1945 1.6297  0.0047 1.4923 29.0802  0.2451 
SWE1950 1.6351  0.0025 1.5624 28.6384  0.3678 
SWE1955 1.6249  0.0019 1.5722 28.1948  0.4336 
SWE1960 1.6127  0.0017 1.5650 27.5453  0.1568 
SWE1965 1.5646  0.0050 1.4307 26.5333 -0.2364 
SWE1970 1.4510 -0.0032 1.5356 26.4061 -0.5935 
SWE1975 1.4160 -0.0061 1.5801 26.7289 -0.1933 
SWE1980 1.4476 -0.0079 1.6659 27.8004 -0.0090 
SWE1985 1.4668 -0.0066 1.6557 28.5023 -0.0145 
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Table 4 
 
Correlation Among Macroscopic Parameters of the Swedish Human Population 
 
Para R_
-1  r  s  t  u H  r1  M  T  logZ 
R_
-1   1.0000     0.2390   -0.3973    0.5040     -0.0502    0.4045      0.9563   -0.9428    0.4944     0.5673 
  0.2390     1.0000   -0.0580   -0.0789      0.1046   -0.0093     0.1736   -0.1854   -0.1554    -0.3217 
 -0.3973   -0.0580    1.0000   -0.2128      0.0606   -0.3344    -0.3941    0.3069   -0.1936    -0.3093 
  0.5040   -0.0789   -0.2128    1.0000     -0.1292    0.6389     0.7208   -0.5971    0.9874      0.1740 
 -0.0502    0.1046    0.0606   -0.1292      1.0000     0.6299   -0.0399    0.3373   -0.0544     -0.1690 
  0.4045   -0.0093   -0.3344    0.6389      0.6299     1.0000    0.5606   -0.2287    0.6987      0.1666 
  0.9563    0.1736    -0.3941    0.7208    -0.0399     0.5606    1.0000   -0.9332    0.7138      0.5137 
 -0.9428   -0.1854    0.3069   -0.5971      0.3373   -0.2287   -0.9332    1.0000   -0.5626    -0.5291 
  0.4944   -0.1554   -0.1936    0.9874     -0.0544    0.6987     0.7138   -0.5626    1.0000     0.2659 
  0.5673   -0.3217   -0.3093    0.1740     -0.1690    0.1666     0.5137   -0.5291    0.2659     1.0000 
r 
s 
t 
u 
H 
r1 
M 
T 
logZ 
 
 
 
 
Table 5 
 
Probabilities for Correlation Among Macroscopic Parameters of the Swedish Human  
 
Population 
 
Para R_
-1 r  s  t  u H  r1  M  T  logZ 
R_
-1  1.0000    0.1274    0.0092    0.0007      0.7522      0.0079     0.0000     0.0000     0.0009      0.0001 
 0.1274    1.0000    0.7150    0.6194      0.5096      0.9536     0.2715     0.2397     0.3256      0.0377 
 0.0092    0.7150    1.0000    0.1761      0.7028      0.0304     0.0098     0.0481     0.2192      0.0462 
 0.0007    0.6194    0.1761    1.0000      0.4147      0.0000     0.0000     0.0000     0.0000      0.2705 
 0.7522    0.5096    0.7028    0.4147      1.0000      0.0000     0.8018     0.0289     0.7322      0.2845 
 0.0079    0.9536    0.0304    0.0000      0.0000      1.0000     0.0001     0.1451     0.0000      0.2917 
 0.0000    0.2715    0.0098    0.0000      0.8018      0.0001     1.0000     0.0000     0.0000      0.0005 
 0.0000    0.2397    0.0481    0.0000      0.0289      0.1451     0.0000     1.0000     0.0001      0.0003 
 0.0009    0.3256    0.2192    0.0000      0.7322      0.0000     0.0000     0.0001     1.0000      0.0887 
 0.0001    0.0377    0.0462    0.2705      0.2845      0.2917     0.0005     0.0003     0.0887      1.0000 
r 
s 
t 
u 
H 
r1 
M 
T 
logZ 
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Table 6 
 
Modeling of the Intensive Cycles of the Swedish Human Population with Kepler’s Second  
 
Law** 
 
No. Year Size Direction Focus Area  Deviation  Mean  CV  
1 10–17 8 Counter- 
clockwise 
0.0119   -0.0118 1.0e-003 * 
    0.2759 
    0.2422 
    0.2268 
    0.2653 
    0.2567 
    0.2159 
    0.1163 
   -0.0200 
   -0.0822 
    0.0736 
    0.0387 
   -0.1264 
2.4713e-004 0.0934 
2 21–26 6 Counter- 
clockwise 
0.0103   -0.0201 1.0e-004 * 
    0.5444 
    0.6492 
    0.5615 
    0.6496 
   -0.0944 
    0.0799 
   -0.0660 
    0.0805 
 
6.0118e-005 0.0933 
3 23–29 7 Counter- 
clockwise 
0.0108   -0.0228 1.0e-004 * 
    0.6841 
    0.7171 
    0.5274 
    0.7762 
    0.6122 
    0.0313 
    0.0810 
   -0.2051 
    0.1700 
   -0.0772 
 
6.6340e-005 0.1453 
**(1) No. 1: modeling 11–16 since 10 nearly overlaps 17; (2) No. 2: modeling 21–25 since 
21 nearly overlaps 26; (3) No. 3: modeling 23–28 since 23 nearly overlaps 29; (4) Area 
indicates the areas of the triangles generated from Kepler’s second law. Deviation, mean, and 
CV are the statistics of those triangles’ areas 
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Table 7 
 
Generality and Diversity of the Intensive Cycles Found with the (r, s) Vector of Seven Human  
 
Populations 
 
Populations Typical cycles Fragmentary 
cycles 
Direction Existence 
of 
Overlap* number size number size 
Belgium  3 7, 6, 4 1 5 clockwise or 
counter- 
clockwise 
+ 
France (excluding 
Alsace‐Lorraine) 
1 9   counter- 
clockwise 
_ 
France (including 
Alsace‐Lorraine) 
1 5 1 5 clockwise or 
counter- 
clockwise 
_ 
Netherlands 2 6, 6 2 6,4 counter- 
clockwise 
+   
Sweden  3 6, 7, 8 2 4 clockwise** or 
counter- 
clockwise 
+ 
United Kingdoms    3 4, 5, 
4 
clockwise or 
counter- 
clockwise 
_ 
United States  1 8 1 4 counter- 
clockwise 
_ 
*‘+’ indicates the existence of overlap among cycles while ‘-’  does not. 
 
**One fragmentary cycle is clockwise. 
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Table 8 
 
Intensive Cycles Found with the (r, s) Vector of the Belgian Human Population 
 
Cycles Size Direction Type Existence of 
Overlap* 
1900-1940 7 clockwise typical  + 
1930-1955  6 clockwise typical + 
1950-1963         4 clockwise typical + 
1960-1980      5 counter- 
clockwise 
fragmentary + 
*‘+’ indicates the existence of overlap among cycles while ‘-’  does not. 
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Table 9 
 
Statistics of Largest Eigenvalues (Magnitude) of Leslie Matrix for the Swedish Human  
 
Population* 
 
Year** Largest eigenvalues     Range     Mean      std         CV 
1–42 1     0.1229   -0.0044    0.0216   -4.9325 
    0.0805   -0.0030    0.0166   -5.5573 
    0.0805   -0.0030    0.0166   -5.5573 
    0.1071   -0.0060    0.0226   -3.7365 
    0.1071   -0.0060    0.0226   -3.7365 
    0.1278   -0.0038    0.0249   -6.6134 
    0.1278   -0.0037    0.0248   -6.7570 
    0.2195   -0.0116    0.0360   -3.1011 
    0.1212    0.0008    0.0201   25.8910 
2 
3 
4 
5 
6 
7 
8 
9 
10–16 1     0.0264   -0.0047    0.0093   -1.9817 
    0.0116    0.0030    0.0049     1.6528 
    0.0116    0.0030    0.0049     1.6528 
    0.0319    0.0008    0.0108   13.9000 
    0.0319    0.0008    0.0108   13.9000 
    0.0219    0.0042    0.0078     1.8557 
    0.0219    0.0042    0.0078     1.8557 
    0.0391   -0.0125    0.0148   -1.1850 
    0.0232    0.0022    0.0078    3.5400 
2 
3 
4 
5 
6 
7 
8 
9 
21–25 1     0.0099   -0.0040    0.0045   -1.1300 
    0.0135   -0.0080    0.0057   -0.7138 
    0.0135   -0.0080    0.0057   -0.7138 
    0.0100   -0.0016    0.0036   -2.2903 
    0.0100   -0.0016    0.0036   -2.2903 
    0.0155   -0.0041    0.0059   -1.4238 
    0.0155   -0.0041    0.0059   -1.4238 
    0.0778    0.0025    0.0295   11.8366 
    0.1212   -0.0091    0.0452   -4.9647 
2 
3 
4 
5 
6 
7 
8 
9 
23–29 1     0.0344   -0.0114    0.0124   -1.0923 
    0.0243   -0.0132    0.0080   -0.6022 
    0.0243   -0.0132    0.0080   -0.6022 
    0.0172   -0.0065    0.0062   -0.9579 
    0.0172   -0.0065    0.0062   -0.9579 
    0.0404   -0.0101    0.0143   -1.4177 
    0.0404   -0.0101    0.0143   -1.4177 
    0.0778    0.0051    0.0291    5.6503 
    0.0472   -0.0175    0.0219   -1.2499 
2 
3 
4 
5 
6 
7 
8 
9 
*These statistics are computed from the differences between neighboring five-year periods:  
 
difference = previous eigenvalue – following eigenvalue.  
 
**See List of Figures 
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Table 10 
 
Statistics of Largest Eigenvalues (Magnitude) of Leslie Matrix for the Swedish Human  
 
Population* 
 
Year Largest eigenvalues     Range     Mean      std         CV 
1–42 1     0.1229   -0.0044    0.0216   -4.9325 
    0.0805   -0.0030    0.0166   -5.5573 
    0.0805   -0.0030    0.0166   -5.5573 
    0.1071   -0.0060    0.0226   -3.7365 
    0.1071   -0.0060    0.0226   -3.7365 
    0.1278   -0.0038    0.0249   -6.6134 
    0.1278   -0.0037    0.0248   -6.7570 
    0.2195   -0.0116    0.0360   -3.1011 
    0.1212    0.0008    0.0201   25.8910 
2 
3 
4 
5 
6 
7 
8 
9 
1–10 1     0.0446    0.0017    0.0162    9.5650 
    0.0377    0.0013    0.0111    8.4335 
    0.0377    0.0013    0.0111    8.4335 
    0.0556    0.0041    0.0159    3.8848 
    0.0556    0.0041    0.0159    3.8848 
    0.1278    0.0063    0.0389    6.1535 
    0.1278    0.0067    0.0387    5.7771 
    0.2195   -0.0237    0.0655   -2.7676 
    0.0329    0.0004    0.0082   19.4184 
2 
3 
4 
5 
6 
7 
8 
9 
30–42 1     0.1229   -0.0040    0.0313   -7.8209 
    0.0805   -0.0007    0.0257  -34.8658 
    0.0805   -0.0007    0.0257  -34.8658 
    0.0984   -0.0189    0.0292   -1.5462 
    0.0984   -0.0189    0.0292   -1.5462 
    0.0669   -0.0146    0.0193   -1.3221 
    0.0669   -0.0146    0.0193   -1.3221 
    0.0562   -0.0091    0.0147   -1.6099 
    0.0450    0.0020    0.0106    5.3368   
2 
3 
4 
5 
6 
7 
8 
9 
*Continue Table 10.  
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Table 11 
 
Statistics of Largest Eigenvalues (Real) of Leslie Matrix for the Swedish Human Population* 
 
Year** Largest eigenvalues     Range     Mean      std         CV 
1–42 2     0.0883   -0.0050    0.0160   -3.1727 
    0.0883   -0.0050    0.0160   -3.1727 
    0.2427   -0.0043    0.0323   -7.5605 
    0.2427   -0.0043    0.0323   -7.5605 
    0.2309    0.0080    0.0363     4.5565 
    0.2309    0.0058    0.0342     5.8863 
3 
4 
5 
6 
7 
1–10 2     0.0300   -0.0002    0.0080  -34.3800 
    0.0300   -0.0002    0.0080  -34.3800 
    0.0323   -0.0020    0.0095    -4.8473 
    0.0323   -0.0020    0.0095    -4.8473 
    0.1594   -0.0014    0.0509  -35.6066 
    0.1365   -0.0105    0.0407    -3.8899 
3 
4 
5 
6 
7 
10–16 2     0.0118    0.0040    0.0040     1.0207 
    0.0118    0.0040    0.0040     1.0207 
    0.0141   -0.0023    0.0053   -2.3262 
    0.0141   -0.0023    0.0053   -2.3262 
    0.0150   -0.0045    0.0065   -1.4396 
    0.0150   -0.0045    0.0065   -1.4396 
3 
4 
5 
6 
7 
21–25 2     0.0091   -0.0043    0.0033   -0.7754 
    0.0091   -0.0043    0.0033   -0.7754 
    0.0213   -0.0007    0.0078  -10.4614 
    0.0213   -0.0007    0.0078  -10.4614 
    0.0158    0.0037    0.0056     1.5038 
    0.0158    0.0037    0.0056     1.5038 
3 
4 
5 
6 
7 
23–29 2     0.0140   -0.0053    0.0049   -0.9190 
    0.0140   -0.0053    0.0049   -0.9190 
    0.0135    0.0022    0.0052    2.3056 
    0.0135    0.0022    0.0052    2.3056 
    0.0312    0.0096    0.0111    1.1585 
    0.0312    0.0096    0.0111    1.1585 
3 
4 
5 
6 
7 
30–42 2     0.0883   -0.0138    0.0251   -1.8221 
    0.0883   -0.0138    0.0251   -1.8221 
    0.2427   -0.0131    0.0573   -4.3873 
    0.2427   -0.0131    0.0573   -4.3873 
    0.1684    0.0246    0.0425     1.7275 
    0.1684    0.0246    0.0425     1.7275 
3 
4 
5 
6 
7 
*These statistics are computed from the differences between neighboring five-year periods:  
 
difference = previous eigenvalue – following eigenvalue.  
 
**See List of Figures 
 
 
 47
Table 12 
 
Statistics of Largest Eeigenvalues (Imag) of Leslie Matrix for the Swedish Human  
 
Population* 
 
Year** Largest eigenvalues     Range     Mean      std         CV 
1–42 2     0.0748   -0.0017    0.0157   -9.2416 
    0.0748    0.0017    0.0157     9.2416 
    0.2545   -0.0117    0.0391   -3.3520 
    0.2545    0.0117    0.0391     3.3520 
    0.3392    0.0075    0.0601     8.058 
    0.6089   -0.0143    0.0947   -6.6219 
3 
4 
5 
6 
7 
1–10 2     0.0313    0.0015    0.0099    6.5820 
    0.0313   -0.0015    0.0099   -6.5820 
    0.0556    0.0037    0.0168    4.5696 
    0.0556   -0.0037    0.0168   -4.5696 
    0.2678    0.0235    0.0807    3.4385 
    0.5556   -0.0523    0.1710   -3.2719 
3 
4 
5 
6 
7 
11–16 2      0.0132    0.0023    0.0047    2.0407 
    0.0132   -0.0023    0.0047   -2.0407 
    0.0311    0.0012    0.0112     9.2272 
    0.0311   -0.0012    0.0112   -9.2272 
    0.0353   -0.0010    0.0126  -12.7855 
    0.0353    0.0010    0.0126   12.7855 
3 
4 
5 
6 
7 
21–25 2     0.0118   -0.0068    0.0052   -0.7549 
    0.0118    0.0068    0.0052    0.7549 
    0.0082   -0.0019    0.0032   -1.7105 
    0.0082    0.0019    0.0032     1.7105 
    0.0158   -0.0018    0.0070   -3.9291 
    0.0158    0.0018    0.0070     3.9291 
3 
4 
5 
6 
7 
23–29 2     0.0222   -0.0121    0.0078   -0.6484 
    0.0222    0.0121    0.0078     0.6484 
    0.0175   -0.0061    0.0060   -0.9788 
    0.0175    0.0061    0.0060     0.9788 
    0.0297   -0.0033    0.0112   -3.4451 
    0.0297    0.0033    0.0112     3.4451 
3 
4 
5 
6 
7 
30–42 2     0.0748    0.0031    0.0241     7.6548 
    0.0748   -0.0031    0.0241   -7.6548 
    0.2312   -0.0368    0.0598   -1.6241 
    0.2312    0.0368    0.0598     1.6241 
    0.3392    0.0071    0.0826   11.6875 
    0.3392   -0.0071    0.0826  -11.6875 
3 
4 
5 
6 
7 
*These statistics are computed from the differences between neighboring five-year periods:  
 
difference = previous eigenvalue – following eigenvalue.  
 
**See List of Figures 
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FIGURES 
 
 Periods (time points) are numbers in some figures for the human populations of  
 
Belgium, Sweden, and the U.S. The correspondence is as follows: 
 
1. Belgium: The population is over the 1900–1985 time period. The numbered 
points denote years as follows: 1 = 1900, 2 = 1910, 3 = 1920, 4 = 1924, 5 = 1930, 
6 = 1935, 7 = 1940, 8 = 45, 9 = 0, 10 = 1955, 11 = 1960, 12 = 1963,  13 = 1970, 
14 = 1975, 15 = 1980, and 16 = 1984. 
2. Sweden: The population is over the 1780–1985 time period. The numbered points 
denote years as follows: 1 = 1780, . . . 42 = 1985. Every period in between is five 
years: 2 = 1785, 3 = 1790, and so on.  
3. U.S.: The population is over the 1920–1985 time period. The numbered points 
denote years as follows: 1 = 1920, . . . 14 = 1985. Every period in between is five 
years: 2 = 1925, 3 = 1930, and so on.  
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Figure 1. Demographical statics for the Swedish human population: 1780. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 50
 
 
 
 
Figure 2. Demographical statics for the Swedish human population: 1985. 
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Figure 3. Contours of births by age of mother (true) for the Swedish human population over  
 
the 1780–1985 time period. 
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Figure 4. Contours of births by age of mother (est.) for the Swedish human population over  
 
the 1780–1985 time period. 
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Figure 5. See-through surface of births by net maternity function (true) for the Swedish  
 
human population over the 1780–1985 time period. 
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Figure 6. See-through surface of births by net maternity function (est.) for the Swedish  
 
human population over the 1780–1985 time period. 
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Figure 7. A plot of the macroscopic parameters (parav) for the Swedish human population  
 
over the 1780–1985 time period. 
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Figure 8. A plot of the macroscopic parameters (derav) for the Swedish human population  
 
over the 1780–1985 time period. 
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Figure 9. A plot of the parameters t and T for the Swedish human population over the  
 
1780–1985 time period. 
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Figure 10. A plot of the parameter H for the Swedish human population over the 1780–1985  
 
time period. 
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Figure 11. A plot of the parameter M/T for the Swedish human population over the  
 
1780–1985 time period. 
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Figure 12. A plot of the parameters t and u for the Swedish human population over the  
 
1780–1985 time period. 
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Figure 13. A plot of the parameters t and u for the USA human population over the  
 
1920–1985 time period. 
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Figure 14. A plot of the parameters r, s, and r1 for the Swedish human population over the  
 
1780–1985 time period. 
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Figure 15. A global plot of the Malthusian parameter r and perturbation s for the Swedish  
 
human population over the 1780–1985 time period. 
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Figure 16. An intensive cycle in the plot of the Malthusian parameter r and perturbation s for 
 
the Swedish population over the 1825–1860 time period.  
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Figure 17. Mathematical modeling with Kepler’s second law for the intensive cycle over the  
 
1825–1860 time period. 
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Figure 18. An intensive cycle in the plot of the Malthusian parameter r and perturbation s for 
 
the Swedish population over the 1880–1905 time period. 
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Figure 19. Mathematical modeling with Kepler’s second law for the intensive cycle over the  
 
1880–1905 time period. 
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Figure 20. An intensive cycle in the plot of the Malthusian parameter r and perturbation s  
 
for Swedish human population over the 1890–1920 time period.  
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Figure 21. Mathematical modeling with Kepler’s second law for the intensive cycle over the  
 
1890–1920 time period.  
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Figure 22. A global plot of the Malthusian parameter r and perturbation s for the Belgian  
 
human population over the 1900-1984 time period. 
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Figure 23. A plot of largest eigenvalues (magnitude) of Leslie matrix model for the Swedish  
 
human population over the 1780–1985 time period. 
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Figure 24. A plot of largest eigenvalues (real) of Leslie matrix model for the Swedish human  
 
population over the 1780–1985 time period. 
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Figure 25. A plot of largest eigenvalues (imag) of Leslie matrix model for the Swedish  
 
human population over the 1780–1985 time period. 
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Figure 26. The trajectory of the Swedish human population in the complex plane of the  
 
second largest eigenvalue of Leslie matrix over the 1780–1985 time period. 
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Figure 27. A plot of largest eigenvalues (real) of Leslie matrix model for the Swedish human  
 
population over the 1780–1985 time period. 
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Figure 28. A plot of largest eigenvalues (imag) of Leslie matrix model for the Swedish  
 
human population over the 1780–1985 time period. 
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APPENDIX A. STUDY CODING SHEET 
 
Program Guide 
 
 This is a list of the matlab programs that are used for maximum-entropy demographic  
 
analysis. 
 
DEMOGIN.m 
%Demographic data input 
age = input('Enter the age vector, e.g. "(12.5:5:52.5)" : ') 
bma = input('Enter the column of births by age of mother: ') 
if length(age) ~= length(bma') 
'Inconsistent input: try again' 
return 
end 
fpop = input('Enter the column of reproductive age female populations: ') 
if length(fpop') ~= length(bma') 
'Inconsistent input: try again' 
return 
end 
nLx = input('Enter the column of reproductive age female nLx-values: ') 
male = input('Enter the total number of male births: ') 
feml = input('Enter the total number of female births: ') 
if sum(bma) ~= male + feml 
'Inconsistent input: try again' 
return 
end 
ident = input('Enter the land and date, e.g. "SWE1880" : ') 
limi = (((bma./fpop)*(feml/(feml+male))).*(nLx/100000))' 
'OK, now run PLMT' 
 
PLMT.m 
%Derive input to demographic entropy maximisation 
pf = bma/sum(bma) 
loglm = log(limi) 
M = -loglm*pf 
T = age*pf 
sig2=((log(age/T).^2))*pf 
'OK, now run MAXHQ' 
 
The MAXHQ.m program uses the two functions, funny and gradely, listed on this page. 
funny.m 
function [f,g] = funny(x,T,M,age,loglm) 
f = x*log(x)' ; 
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g(1,1) = 1 - sum(x') ; 
g(2,1) = T - age*x' ; 
g(3,1) = M + loglm*x' 
gradely.m 
function [df,dg] = gradely(x,T,M,age,loglm) 
df = 1 + log(x)'; 
dg(:,1) = -ones(1,length(age))' ; 
dg(:,2) = -age' ; 
dg(:,3) = loglm' 
 
MAXHQ.m 
%Run constrained max of demographic entropy 
x0=pf'; 
options(13)=3; 
vlb=0.0000001*ones(1,length(x0)); 
vub=ones(1,length(x0)); 
[x,options,lambda]=constr('funny',x0,options,vlb,vub,'gradely',T,M,age,loglm) 
H=-options(8) 
logZ=1-lambda(1) 
r=lambda(2) 
s=lambda(3)-1 
qf=x' 
esb=sum(bma)*qf 
'OK, now run LIMIFIT (and then DRP)' 
 
LIMIFIT.m 
%LIMI curve fit as lmap, parameters slm, mule, sage 
slm = (log(age+2.5)-log(age-2.5))*limi' 
nrm = slm\limi 
mule = ((log(age+2.5)-log(age-2.5)).*nrm)*(log(age')) 
sage = ((log(age+2.5)-log(age-2.5)).*nrm)*((log(age')).^2) - mule^2 
lmapun = exp((-2*sage)\((log(age)-mule).^2)) 
slmap= (log(age+2.5)-log(age-2.5))*lmapun' 
lmap = slm*(slmap\lmapun) 
qfapn = exp(-r*age+(1+s)*log(lmap)) 
qfap = sum(qfapn)\qfapn 
esbp = sum(bma)*qfap 
DRP 
 
DRP.m 
%Calculate demographic H, Lagrange multipliers after using MAXHQ 
H = -options(8) 
logZ = 1-lambda(1) 
r = lambda(2) 
s = lambda(3)-1 
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r1 = (H-M)/T 
qf = x' 
esb = sum(bma)*qf 
 
PARAV.m 
%PARAV Create parameter vector 
parav = [slm/5,r,s,exp(mule),sqrt(sage)] 
derav = [H,r1,M,T,logZ] 
R1 = slm/5 
t = exp(mule) 
u = sqrt(sage) 
 
PLOTTO.m 
%PLOTTO Double b/w plot of demographic curves 
%Top plot: births 
subplot(2,1,1) 
plot(age,sum(bma)*pf','+-',age,sum(bma)*qf','x--',age,sum(bma)*qfap,'o:') 
title([' ',ident,': births. (Solid: true; broken: can.; dotted: est.)']) 
%xlabel('Age of mother') 
ylabel('Births by age of mother') 
 
%Bottom plot: net maternity function 
subplot(2,1,2) 
plot(age,limi,'+-',age,lmap,'o:') 
title([ident,': NMF. (Solid: true; dotted: estimated.)']) 
xlabel('Age of mother') 
ylabel('Net maternity function') 
 
LOGNORMAL.m 
%LOGNORMAL computes lognormal approximation to demographic limi. 
R0 = sum(limi) 
%R0 is "net reproduction rate", Keyfitz AMD, p.113, l.-1. 
%Next line normalises limi to a probability distribution. 
plimi = sum(limi)\limi 
limean = age*plimi' 
y = age - limean 
%Next formulae from Kendall/Stuart, "Adv. Stat." Vol. 1, p.169. 
mu2 = (y.^2)*plimi' 
mu3 = (y.^3)*plimi' 
beta1 = (mu3^2)/(mu2^3) 
%Next five lines solve cubic K/S (6.66). 
rbeta1 = sqrt(beta1) 
syms teee 
rts = solve(teee^3+3*teee-rbeta1) 
te = double(rts) 
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tee = te(1) 
%Preceding line should select real root. If not, add loop. 
%Next formulae from K/S, p.169. 
omega = sqrt(1+tee^2) 
rho = sqrt(mu2/((tee^2)*(1+tee^2))) 
mu = (omega*rho)-(sqrt(mu2)/tee) 
delta = (log(1+tee^2))^(-1/2) 
gamma = -delta*(log(rho)) 
plmp = ((delta/(sqrt(2*pi)))*(age-mu).^(-1)).*exp(-((gamma+delta*log(age-mu)).^2)/2) 
 
PARAFIT.m 
%PARAFIT curve fit of qpara, lmpara from age and parameters 
%given as parameter vector parav = [R1,r,s,t,u] 
lmpun = exp((-2*((parav(5))^2))\((log(age)-log(parav(4))).^2)) 
slmp= (log(age+2.5)-log(age-2.5))*lmpun' 
lmpara = parav(1)*(slmp\lmpun) 
qfpn = exp(-(parav(2))*age+(1+parav(3))*(log(lmpara))) 
qpara = sum(qfpn)\qfpn 
MM = -log(lmpara)*qpara' 
TT = age*qpara' 
logZZ = log(sum(qfpn)) 
HH = -log(qpara)*qpara' 
rr1 = (HH-MM)/TT 
 
 
 
 
