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Abstract. This paper shows the equivalence of two semantics for a version of Concurrent Prolog 
with non-flat guards: an operational semantics based on a transition system and a denotational 
semantics which is a metric semantics (the domains are metric spaces). We do this in the following 
manner. First a uniform language 2 is considered, tbst is a ltngurge where the atomic actions 
have arbitrary interpretations. Fo; this language we de&me an operational and a denotational 
semantics, and we prove that the &notational semantics is correct with respect to the operational 
semantics. This result relies on Banach’s fixed point theorem. Techniques stemming from impera- 
tive languages are used. Then we show how to translate a Concurrent Prolog program to a program 
in 9 by selecting certain basic sets for Lk’ and then instantiating the interpretation function for 
the atomic actions. In this way we induce the two semantics for Concurrent Prolog and the 
equivalence between the two semantics. 
“Pure” logic programming (LP) has by now a well-established semantic theory, 
described in, e.g. [26, 2, 41. Traditionally, at least two varieties of semantics are 
distinguished, viz. the “declarative” (minimal models, least fixed point of an 
immediate consequence operator) and “‘operational/procedural” (SLID resolution), 
and for pure LP, it is a standard result that these semantics all coincide. For logic 
programming languages -with the emphasis non on programming language rather 
than on the underlying mathematical framework of pure LP-the situation is much 
less clear. Already for PROLOG, the prime example of a sequential language with 
its prescribed execution order (left-first selection and depth-first searching) and cut 
operator, the development of models situated in the tradition of programming 
language semantics, viz. operational and denotational, and the establishment of the 
relationships between these models is a topic of recent and current research (e.g. 
[19, 14, 5, 131). 
Next we consider the field of parallel logic languages. ost well known 
parallel logic languages 
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orn Clauses (discussed in [31]). Finally, we mention TFCP (Theoretical Flat 
Concurrent Prolog), described in [36]. 
Parallelism in LP languages brings along the well-known (from the field of 
imperative lagusages) phenomena such as synchronization, suspension and deadlock, 
ceiving of messages, and process creation. Accordingly, it may be 
ous to address the semantics issues in parallel LP following the 
erative languages (emphasizing “control”) rather than that of pure 
LP (emphasizing “logic”) (cf. KS]). 
For operational semantics the method of Structured Operational Semantics [ 18, 
39) has become the standard tool. Systems of (possibly labeled) tra~zsitieras re 
embedded into syntax directed deductive systems, providing a concise, powerful 
and flexible tool, as demonstrated by numerous applications (for parallel logic 
languages we mention [33]). For denotational semantics we use metric structures 
as our main tool. The motivation for this is, briefly, the following. In a setting with 
parallelism, some form of “history” of the computation (be it (sets of) sequences 
or traces, trees etc.) always plays a key role. Now, firstly, histories allow a natural 
metric (the longer the histories remain the same, the smaller their distance). Secondly, 
with repect to this metric many functiells w1nic;l-r play a rule in ~ju,r s;tinrantii domains 
are contracting. Contracting functions have uniqtce jixed points, a fortunate circum- 
stance which faciltates definitions of (the meaning of) recursion and of semantic 
operators, and which leads to a uniform and powerful technique in comparing 
concurrency semantics [22, 91. 
A well-known phenomenon from imperative concurrency is that of deadlock (in 
LP returning as faihre), inducing the need for a model which embodies more 
structure than just (sets of) sequences. A large variety of such “branching time” 
models has by now been proposed, including ready sets, failure sets, and (synchroni- 
zation) trees (see [29] for a comparison). In the case where programming notions 
requiring branching time are combined with state transformations, the need for 
Plotkin’g xwmptions arises. We have developed our own (metric) way of solving 
domain equations which are at the bottom of such resumptions (described in [ 101 
or [ 1 J). The introduction of commit:ted-choice in parallel logic languages is a cause 
of deadlock (see for example [ 161 kor an analysis of this phenomenon). 
In [21] we developed a denotational semantics for a version of Concurrent Prolog, 
employing the metric techniques (domains of processes in the resumptions style, 
contracting functions etc.) of [lo] and successors. The branching structure built up 
as result of a computation before a commit is encountered, is collapsed, at the 
moment of sue an encounter, into a set of streams. The paper [17] develops, for 
the language T CP [36], operational and denotational semantics, the latter based 
on failure sets. FvJareover, a fully abstractness theorem relating the two is presented. 
third investigation we ention follows the approach of declarative semantics. 
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chronization mechanisms., and which contains as proper subsets Concurrent Prolog, 
Flat CP, GHC (and, a fortiori, Pure orn Clause Logic). This language is given 
the usual semantic definitions on an extended Herbrand Universe, and all the 
standard results are shown to hold. The paper [25] is an extension of [24], dealing 
with the declarative semantics of logical read-only variables. Recently, declarative 
semantics for Flat Guarded Horn Clauses was also proposed [23]. 
In this paper we develop an operational and a denotational semantics for a 
language 3. This language is uniform in the sense that the elementary actions can 
have arbitrary interpretations. Another feature of 3 is that we have an operator 
that turns its argument (any, possibly complex, statement S) into an elementary 
action or (control) atom, denoted by [s]; hence our emphasis on atomic@ in this 
investigation. We provide a proof of the correctness of the denotationa’ semantics 
-;.ith respect to the operational semantics (we show that there exists a restriction 
operator which relates the two). The operational semantics 6 is based on a transition 
system. The denotational semantics 9 is a metric semantics: the domains are metric 
spaces. A ke; role is played by contractions; they are used in almost all definitions. 
We ha\re used uniform abstraction; in order to obtain the two semantics for Concur- 
rent Prolog, we interpret t hc abstract sets of 3’. For example, the set of elementary 
actions B will be the set of pairs (a,, a*) of (logical) atoms. The intended meaning 
of such a pair (a,, a,) of atoms is that we have to unify q and a2. We then show 
how to translate a Concurrent Prolog program to a program in the uniform language 
3. The denotational model that is induced in this way (from the denotational model 
for 3) resembles the model given in [21]. We also have an induced operational 
semantics and an induced relation between the two semantics. Figure 1 shows the 
relations. Note that the heavy lines in this figure refer to induced mappings only. 
We think that the uniform abstraction procedure of first giving semantics to a 
uniform language and then the interpretation, gives more insight into the model. 
Moreover, we have th, -.ti-. * -+-natic link with an operational model. 
CP 
translation 
ig. 1. Overview of t els. 
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The idea of a tra slation of Concurrent Prolog has already been presented in [6]. 
In that paper a translation to Milner’s CCS (Calculus of Comm 
is provi&d The recursio tructure that is used in the pa _ 
is m~dekd by an agent ch tries continuously to apply 
equivalent of a set of clauses is a set of (recarsive) procedures. 
nchronous communication, which is not prese 
arger subset of Concurrent Pro!og than [17]. T 
that we allow non-flat guards. This leads to more complex semantic domains: we 
have to introduce the notion of atomicity. For semantic models of flat Guarded 
iTorn Clauses we refer to [28]. He gives a semantics based on interactions with the 
outside world (a kind of assumption/commitment pairs). One of the nice points of 
[ 171 is that it makes clear what can be observed from a Concurrent Prolog program; 
for example that we can distinguish between failure and deadlock. They prove that 
their semantics is fully abstract with respect o the operational semantics. If we take 
the same observation criteria, we can adapt our semantic model (restricted to the 
subset considered by [ 171) in such a way that it is fully abstract along the lines of 
the methods described in [32]. A point of further research is whether or not non-flat 
guards influence these results. Following [3] we recall that in the case OS unbounded 
non-determinism (caused by non-flat guards) it might be impossible to assign a fully 
abstract semantics. 
We give an outiine of the rest of our paper. Metric topological preliminaries are 
given in Section 2. Section 3 describes the language 9 with its operational semantics 
6 and in Section 4 the denotational semantics is defined. Section 5 gives the 
relationship between 6 and 9. Finally, Section 6 provides the translation from 
Concurrent Prolog to 2. There are two appendices: the first one shows the compact- 
ness of a certain set (this result is used to show that one of the sematic models is 
well-defined) and in the second appendix we treat the extended unification of 
Concurrent Prolog. 
We give in this section some basic definitions and properties about metric spaces. 
Let II-J be the set of natural numbers. For further reference we suggest [15]. 
etric spaces). A metric space is a pair (M, d) with M a non-empty 
[O, 1] (a metric distance), which satisfies the 
e stro er (3’): 
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with Let ( d) be metric space. Let (xi) be a sequence in 
(1) We say that (Xi)i is a Cauchy sequence whenever we have 
a, p~it > @I [d(x,,, x,,) < e]. 
(2) Let XE We say that (Xi)i converges to x and ~211 x the limit of (xi)i 
whenever we have 
VE>Q~NENV~H~ IV [d(x,x,,)<e]. 
Such a sequence we call convergent. Notation: iimj+x, x, = x. 
(3) The metric space (M, d) is called complete whenever each Cauchy se 
converges to an element of M. 
ehition 2.3. Let ( M! T d, ), ( 2, d,) be metric spaces. Let 0 s c < 1. A function .f 
om M, to M2 which satisfies 
vx, Y E M MUW, fly)) s c.d,b, u,l 
we call contracting. 
Theorem 2.4 (Banach’s fixed point theorem). Let (M, d) be a cmplete metric space 
and f : M + M Q contracting function. Then there exists an x E SUL% lhl!,t thejkfiwing 
hold: 
(1) f(x)=x (xisajixedpointoff), 
(2) tly~ M [f(y)-y3y=x](x is unique). 
efinition 2.5 (Closed subsets). A subset X of a metric space ( M, d) is called dosed 
whenever each Cauchy sequence of elements in X converges to an element of X. 
efinition The closure Cl(X) of a subset X 
{lim,_,~ yi : Vi ;yi E X] A (yi)i is a Cauchy sequence] 
of a metric space is the set 
niti 2.7 (Compact subsets). A subset X of a metric sgace (M, d) is called 
compact whenever each sequence of elements in X has a convergent subsequence. 
Let (M, d), (M,, d,), (M,, 8,) be 
(1) We define a metric d on the functions in 
metric 
M,-,M* 
d(fi9 fi)=sup{ 2(fdxL fib)): ATE 
(2) Let 
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We define a metric d, on both P,,(M) and PCl( M), called the Hausdo 
as follows. For every X, YE P,,( M)( E p,,(M)) 
) = max{sup{d(x, Y): x E X}, sup{d(y, 
f{d(x, z): ZEZ} for every Zc 
metric on the Cartesian produ 
d), (M,, d,), W2, d2) 
x1 #x2, 
x, =x2. 
be complete (ultra) metric spaces. We 
x M2 (with the metrics de$ned aboce) 
are complete (ultra 1 metric spaces. 
In the sequel we sometimes uppress definitions of metrics. We then assume that 
they are constructed in the standard way outlined above. 
Assume given a (possibly infinite) set of atomic actions B, with typical element 
Let Proc, with typical element P, be a set of procedure variables. These two basic b. 
sets are used in the following. 
n~t~~~ 3.1. We define the set of statements .JZ, with typical element s, by the 
following grammar: 
s::=bIPjs,; s2Is,+s,Is, IIs,lcs]. 
A statement s is one of the following six forms: 
an elementary action b; 
a procedure variable P; 
the sequential composition sI ; s2 of statements l and s2 ;
the non-deterministic choice s, + s2 ;
the concurrent execution s1 11 s2, modeled by arbitrary interleaving; 
the atomic version [s] of s, modeled by interpreting s as an elementary action. 
Assume given a set of states 2, with typical element u. Let Int = B --j C *par,ial C 
be the set of interpretations and let f be a typical element of Int. Given an elementary 
action b and an initial state a, J( b)( cr) (it it exists) is the state after the execution 
of b in state 0. e set of declarations Decl (with typical element d) has as elements 
functions from k-oc -3 2Zg, where 2Zg (the set of guarded statements) is defined as 
follows. 
e define the set of 
8?2 I$1 II g2 I kl. 
ents .2Zg, with ty ical element g, 
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Note that J& c 2% Intuitively, a statement s is guarded if all procedure variables 
occurring in it are preceded by some statement. A program is a triple (J; d, s), where 
s is a statement, d E Decl is a declaration for the procedure variables in s and .f is 
an interpretation of the atomic actions. Let Prog be the set of programs. In the 
sequel we sometimes uppress the declaration and interpretation parts of a program; 
instead of writing (J; d, s) we write just S. The operational semantics for 9 is based 
on a transition relation in the style of [ 18,303. A transition relation describes the 
steps we can take during a computation. We use a special sy bol E, which stands 
for termination. A step can change the state and the (rest of the) program we have 
to execute. 
nition 3.3. Let 
-+c_(ProgxZx(Progu{E})x2I) 
be the smallest relation satisfying (writing (s, a) + (s’, 0’) for (s, a, s’, a’) E -+ and 
(s, (T) - (E, n’) for (s, a, E, tY) E -+) 
(b, o) + (E, f(b)(a)) if f( b)( a) exists, 
(d(P), 0) + (s, 4 * (P, 4 ---* (s, 4 
(d(P),a)~(E,0’)3(P,a)-,(E,ar), 
(s,, q) + bz, 4 * h ; s, 4 + bx s, cd 
(s* 11 s, 4 -3 b2 II s, 4 
( II s ~,,~1)3~~lIwQ) 
(s+s,, fld- bz, 4 
(s1+ s, 4 * bz, 4, 
(s, a) +* (E, a’? 3 (bl, d ---* (E, a’) 
(writing +* for the transitive closure of *). 
The last rule takes several transitions together; in order to get a Sk 
we analyse sequences of steps from (s, a). We have the followi 
. For all s E L?? an 
is a jhite set. 
at the set (for a 
ite set. 
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VVe use the transition relation to give an operational semantics; we collect the 
o transition is possible. This can 
itian 3.5. Let 
i 01..*0*...:, , cT)-(s~,(P,)-~“=-(s,,~~)-o~~)w 
Note that the operational semantics is not compositional: take for examplie: 
B = {o := 1, u := 2, u := u + l}, E = N (the set of integers). The state records the value 
ofv.Letf~Intbesuchthatf(v:=l)(o)=l,f(v:=2)(0)=2,f(v:=v+l)(cr)=a+l. 
Take s1 = L):= 1; o:= VI-1 and s2=t):= 1; v := 2. We have 6(q) = 8( sz) = ha.{ 12}, 
but 6’(s, 11 q) = Ao.{l212,1123} and O(szl sz) = AC.{ 1212, 1122). 
The transition system and its derived operational semantics do not take local 
deadlock (inside atomic brackets) into account. A typical example is the statement 
[a; fail + a; b]. Definition 3.5 gives only the successful ccmputations (ie. the state 
changes of a; b) and does not consider the possibility a; fail. It is possible to extend 
the transition system with the following special deadlock rules: 
(6, a) -9 ( E, 6) if f( b)( 0) is undefined; 
61, (2,) - (6 6) * (s,; s, a,) ---, (E, 6); 
(s, 4 -* (6 w * (M, 6) - (E, 6). 
nother extenkn is needed to cope with infinite computations inside guards. 
er these two extensions here. For an account of these features we r 
to [20-J 
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.6. We define a metric d,, on “ft by putting d,,( 2, , z2) = 2+ if 2, f z2 
where N = sup{ yo :z,[n] = z,[ n]} and d,,( z, , z2) = 0 if z, = z2. 
We have the following lemma. 
3. ranysE~andcrE~~~(s)(O) isaclosedset. 
Take any s E 58 and CJ- E C. Suppose (yi)i is a y sequence in Q(s)(a). 
We show Q!M I~TTI~_~ yi E O(s)(a). We only consider the case that limi_+X y, E J?’ 
(otherwise Eimi+oc yi is constant from some moment on). Suppose that lim,,, y, = 
G,G2.. . . For ali i we have that yi E O(S)(U) and this implies that for any i we can 
pick sequences (sii, c,& such that 
and yi =GitCiz. * s l 
Because (yi)i is a Cauchy sequence, an infinite number of ail equals ul. 
Lemma 3.4, there is only a finite number of possibilities for sil. ence there exists 
a sl E .Y such that an infinite number of tuples (sil , gil) equals (s, , q). We can 
continue this construction and fnd 2 sequer,ce Of statements (Si) 5-u&l that 
Hence y=crlc+..~ 0(s)(a). q 
Next we give an alternative definition for the operational semantics. Lemma 3.4 
is used to show that this definition is well-defined. In the roof that the two definitions 
of Q coincide, we use Lemma 3.7. 
From this moment on, we restric to the set of functions from Z’ to the clos 
non-empty subsets of 2: : S = C -+ (Xg). This enables UC to assign a metric to 
in the standard way described in the previous section. 
(Alternative dejnition for 0). Let 6 : Pvog ---, 
point of the contraction B : (hog ---* ) which is deli 
A( F)(s) = Au;{6 : (s, o-) -++} LI 
u h l F(s*)(d : (s, Q) -+ h, 41. 
nition above is we 
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(Zi)i in A(F)(s)(u Tlnere exists an infinite 
monotonic) in one of the three following sets: 
(I) {3:;s,a)++}; 
subsequence of (<f(ij)i (f:N -+ N 
case. By Lemma 3.4 we know that ere is only a finite 
number of possibilities r sl. Hence we can pick a cl and a onotonic function 
g:N-N such 
101’ Fh W,) : (s, 
subsequence of a 
h:N+N such 
(4 : b, 4 --, h, 
that fz,(f(i)))i is an infinite subsequence of (zl( i,)i in 
a) ---* (s,, a,)}. (Only al is free.) Because (Zgpl(i)))i is ai infinite 
Cauchy sequence, we can find a a, an a monotonic function 
that (zh(g(_/.(i))))i is an infinite sequence in (u, l F(q) 
t-q)}. Because (by definition of F) Fc s,)( CT,) is a closed set we 
have that {a,= F(s,)(q):(s, o)+ (si, q)} is a closed set. Hence the infinite sub- 
sequence tZh(g(J.(i))))i of fzi)i converges to an element in A(F)(s)(a). So also the 
whole Cauchy sequence converges to the same element in A( F)(s)(u). 
Next we show that the two definitions for 0 coincide. By Lemma 3.7 we know 
that 6: (0 of Definition 3.5). It is not difficult to see that A(0) = 0’. By 
Banach’s fixed point theorem we have that the two fixed points are ttie same. 
In this section we define a denotational semantics for 2’. We call a semantics 
denotational if it is compositionally defined and treats recursion with the help of 
fixed points. With each operator in 2 we associate a semantic operator. The 
denotational semantics will be the fixed point of a higher-order operator. The 
denotational semantics will be based on domains which are metric spaces. These 
domains are defined as solutions of domain equations. 
n the construction of the domains for the denotational semantics we need an 
rator C 0 defined as follows. 
d) be a metric space. We define a metric d on 
&z,,z2)=&(zl,z2) ifzl,z2E2SH, 
d”((z, 9 w), (z2, w!)) 
= 
if zI, z+Z+, 4,m*EM wQ2 
l d(m,, m,) if z1,z2E2+, m,, m2E M, z,=z2, 
J(=, , b2,m)) 
dst(z,, z2) if z1 E ESg, z2e F, na E = 2 - lengrh ( zI ) if z1 E “8, Z2E 
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We have that (2 IJ d) is a com@tite ultrametric space if ( d) is a complete 
ultrametric space. We briefly recall n of 3 (metric) domain equation. The 
general form of such a ore precisely, ( 
where the mapping F m metric spaces to metric spaces. Under certain conditions, 
we can find unique solutions (up to isometry) in the category of complete metric 
spaces. We have no room to discuss details 
oses, it is sufficient to 
ultrametric space as solution. Formally, the 
from the metric on =CD 
be the unique complete ultrametric space that satisfies 
Elements of are called processes. Let p be a typical element of 
initial state o, p(o) is a (compact) set. Elements of this set are either in 2: or in 
. An element in 2’ (Zw) can be seen as a (non) terminating computation, 
an element in C* 9 (6) as a computation ending in deadlock. An element in 2’ x 
can be viewed as a terminating computation which has a resumption; after the 
computation (which is finite), it turns itself into another process. 
The way in which we solved the domain equation does not completely follow the 
usual pattern of solving domain equations as described in [lo] or [l]. liowever, 
when we consider the two equations 
P : i;an apply the usual pattern and obtain an isometric domain. 
For each syntactic operator in 2 we define a semantic operator. The semantic 
operators corresponding with ;, + and I[ will be of type and the semantic 
operator corresponding to [ l ] will be of type 
3. The operators 5, 7, j , 
defined as follows. Let 
and the operator stream, are 
PljPz=A~a~P,(cr)uPz(c+)> 
:,ijb th e e unique fixed points of the contract 
that are defined as follows (F ranges over 
Hz, PA : z E p&J-) A z E 
HP,, Pd= 2, PA* 
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and let stream be the unique fixed point of the co 
) that is defined by 
{xdz : (xd, p’) E p(a) n z E F(p’)(a’)}. 
explanation for the stream operation. First note that for al 
p and states Q we have that st~ea~~p)(~) c 2:. ence we can say that t 
oves the tree-like structure of the process. It also removes the interleaving 
points of a process. Processes allow for interleaving; an e ement of p(c) can be of 
the form (x, p’). After co tation x it turns itself into p’. Before starting the 
computations in ‘, other psi35zsxt; dim 6~ some computations. Accordingly we say 
that between x and pi we have an interleaving 
these points by passing the final state of the 
process pv. 
In the sequel we use a left-merge operator. 
point. The operator stream removes 
computation x as argument to the 
We often write ;, , k rather than 5, 
have the following lemma. 
. [ if no confusion is possible. We 
. For all PI, Ph Pi, Pk and for all op E { ;, 11, U_ , +} we have 
~(P,~PPz, PI op pi)smax{d(p,, pi), d(p,,p# 
and 
d(stream(p,), stream(pd) c d( p, a p2). 
A proof of a very similar lemma is given in [IO]. Now we can define a denotational 
semantics for 2’ in the following. 
be the unique fixed point of the contraction 
) which is defined inductively as follows. 
@(F)(b) = ho-. 
{f(b)(u)} if f(b)@) exists 
VU otherwise, 
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5. ion a se ies 
The operational semantics 6 deh xs linear time objects (for a given state O-, 
6(s)(a) c 4E”Q) whereas the denotational semantics 9 delivers branching time objects 
We define a restriction operator restr which will link 0 2nd 9: given a process 
JI and an initial state cr, it delivers certain “paths” in the process p. A path will be 
an element of 2;. In the next definition we use the operat r /@St which takes the 
last element of a word in C+. 
be the unique fixed point of the contraction 
which is given by T(F)(p)(o)=(S) if p(a)dY’u~*~{S} and 
~(F)(p)(c+)=Cl({last(x):x~2’Ax~p(cr)}u 
u (East(x)~ F(p’)(Iast(x)): 
A (x9 P’) E p(d) 
otherwise. 
We have the following tneorem. 
5.2. 6 = rem Q 9. 
In order to prove this theorem, we will define an intermediate semantic-; 9. It is 
called intermediate because it serves as dn intermediate semantics betwern 6 and 
9: it is defined with the help of a transition system (like the operational s(;:mantics) 
and it delivers tree-like objects (like the denotational semantics). An essential further 
property of the intermediate semantics (compared to the operational serlantics) is 
that it keeps the intermediate states in the computation. This facilitate!; the proof 
of the theorem which we prove in two steps. First we show that 9 = 9 and secondly 
we show that 6 = restr 0 9. 
We prove 9 = 9 by showing that 9 is a fixed point of the defining contraction 
of 9, and hence, by Banach’s theorem, we have that 9 = 9. We give the transition 
system for the intermediate semantics 9 in the following. 
Let . . . 
~~PrQgx2-x ~s,‘x(Progu{E})x(L.{6}) 
be the smallest relation satisfying (writi (s, 4 A (6 a’) for (s, c, z, 6 0’) E -, 
(s, a) - (E, a)) for (s, 0, z, E, a’) E -, a (s, 4 s (E, 6) for (s, 0, z, 4 6) E-4 
(b, & (E, 6) if f(b)(a) is un 
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(d(P),c)~(E,O.t)a(P,a)i(E,a’), 
)~(E,S)*(P,+%%S), 
0,) uit P 5 (k, 4 3 (s1 ; 4 4 53 (sz ;s, O-2) 
(s1 II s, 4 A (s* II s, az) 
(s II 51’) 4 f, 0 II s2, n2)) 
(s+s,, dA (s2,472) 
h,+s, al6 (s*, q), 
(s,,(T,)if~~~2j=$(S1;S,0,)f(S,~2) 
01 II s, 4 L b, u2) 
(s II Sl, OI) A (s, 02) 
(s+s,sd%E,~2) 
( - +s,cT,) iI -$ (E, a?), 
h, a,) A W, 6) *(s,; s, q) A (E, 6) 
(~1 II s, a,) A W, 6) 
b II sl,d =_ !E, 8) 
(s+s,, di 0% W 
(~1 +s, a,) L (E, S), 
=I 
(SI 9 4 - 
=2 
(S2,~2)--~~ l (%I, a,) 
~(E,a)=+([s,],q)~=(E,a), 
Z 
(s*, d---l, @2,~2) 
=2 
- l l ’ hl, a,) 
7 
A (E, S),([s,], q)= (E, S), 
=1 
J ., 
(L d- (s2,a2)53 l ’ l (s,,a,)A l l -~([s,],a,)-==(E,S). 
ave defined two transition relations; one in Definition 3.3 and the 
n 5.3. The second relation is always written with a mperscript. 
The following Emma holds. 
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132, d, 0-I [(s, a) -fL (s’, 0-y v (s, G-) =_ (E, CT’)] e (s, a) -f+, 
Next we give the intermediate semantics. 
be the unique fixed point of the contraction 
) which is defined as follows: 
W(F)(s) = ho.{z : (s, o) -% (E, a’)} u 
{z:(s,c+)f,(E,S)}u 
((2, F(d)) : (2, cr) =_ (s’, a’)). 
In Appendix A we show that ?I’ is well-defined (i.e. for any F, s and a we have 
that q(F)(s)( 0 is a compact set). We provde a lemma with properties of the ) 
defining contraction !P of 9. 
(1) WWW = WW, 
(2) P@)(P) = WW(dW), 
(3) P( 9)(s, ; s*) = WWs,); W%)r 
(4) w@)(~* -w = WW(s,)+ WW,), 




u (2. P(9)([d])(a’) : (s, a) =_ (s’, d}. 
We give some details of the roof of case (5). 
. II 
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Because a transitio from (s, 11 s2, 0) i:evpr yQk.!s a conf@Wion of the for 
we have that 
!P(s2)Bs, 11 s2) = AcF.{z: (s, 11 s2, u) A (E, S)}u 
it5 WSI)) : (s1 II S-J, uj A (s’, a’)}. 




3s; [(s2, a) 5 (s;, CT’) A s’= s, IIS;] 
or 
(s, , a) 5 (E, a’) A s’ = s2 
(s2, a) 5 (E, a’) A s’= s,. 
By similar properties we have (s, II s2, (T) 5 (E, 6) if and only if (s, , CT> -S (E, 6) or 
( s2, a) G (E, 6). Hence 
P(~)(s,//s,)=~o-.{z:(s,,u)A (E,Sj}u 
(z:(s2,~)~(E,6))u 
(5 Ws: II s2)) : (St ¶ 4 A (d, 41 u 
((5 m, II 4)) : ( s2, (2) =_ (s;, u’)}u 
uz, W2)) : (s, 9 4 A (6 dl u 
Hz, Ws,)): (s2,d A (E, a- 
Rearranging and using the compositionality of 9 we obtain 
KG Ws’,) II W2)) : (s, 9 4 GB (4 9 4hJ 
{(z, Ws2)) : (~1, c-) 5 (6 41 u 
{z:(s,,~+)f(E,6)}u 
uz, Ws,) II 9W)): (s2,a) 5 (G, ou 
an is e s 
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at for all s E .Z 
d( *(23)(s), 9(s)) s $0 d( P(9), 9). 
Thisimpliest~atd(~(~),~)~~*m(~(~),~),i.e.d(ty(~),~)=O,i.e. ly(9)=9. 
rove it for g E ZR. We use structural induction on the elements of 2& 
We give oni,r the cases g; S, [g]: 
(g; s) W’(W(g; ~1, Wz; s)) 
= d( P@)(g); 9C::.), 9(g); 9(s)) (Lemma 5.6) 
c max{a’: VW(g), C@(g)), dCW), Wd)l (Lemma 4.3, 
4 WWg), Wg)) s$~(!P(~J), 9) (induction), 
(Cd) 4 WWkl), Wgl)) 
s mad4 WW[glA stread WNWH, 
d(stream( P(B)(g)), 9([g]))} (d is an ultrametric). 
Wc show that 
(1) d( WW[glL stred WN~N s i- d( WV, W, 
(2) d(st~eam(WWg)), W[gl)~~hWW% W. 
0 W(9)([g])=Acr.{z:(g,a)~(E,d)}u 
~z:(g,&+(E,s)b 
u {z* V@)([s’])(o’): (g, (T) A (s’, u’)} (Lemma 5.6). 
On the other hand, we have 
stream( V(9)(g)) = stream(Aa.(z: (g, u) 5 (E, o-‘!}u 
{z:(g, S)i (E, Sj}CJ 
{k Ws’)) : ($5 4 =\ w, d>) 
(definition of !P) 
= Aa.(z : (g, c) =_ (i.?, a’)} u 
{z: (g, a) 29 (45, S)}u 
U {z- stream@)(s’)(o’)) : (g, a) =\ (s’, a’)) 
= Aa.(z : (g, a) =_ ( 
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so 
~1)~ stream(ly(9)(gj))+d(P(9), 9) 
since z = ~0’ is not equal to he empty word (hence the factor s). 
step does not use the induction hypothesis. 
at the last 
(2) m( P(9)(g)), 9([g])) = dWauWW)(g)), stream( 
(!P@)(g), 9(g)) (Lemma 4.5) 
c$d(?P(9), 9) (induction hypothesis). 
Secondly, we exten e use structural induction on the elements of 2. 
All cases are the same as for &, except for P (which is ot present in the guarded 
case). 
y Lemma 5.6 we have P(9)(P) = V(B)(d( P)) and by the definition of 22 
we have 9(P) = CB(d(P)). Hence 
d(*(~)(J’), B(P)) = d(~(~)(d(P)), %V))) 
<l-d(!P(S3), 9) (d(P) is a guarded stztlement). 
By Bananch’s fixed point theorem we have the following. 
6 = restr 0 9. 
. We show that 
A(restro 9) = restro 9 
where A is the defiiiing contraction of 6’. By the definition of A, A( restr 0 Ca )(s)(a) = 
(6) if (s, CT) ++. ecause (s, a) -t) implies 
132, s’, CT’ [(s, 0) 5 (s’, a’) v (s, (T) 29 (E, a’)], 
we have by definition of 9 that 
i.e. (restr 0 9)+)(u) = (6). Now assume that there are transitions possible from (s, a): 
estr 0 la)( s’)( a’) : (s, 
(restr 0 ~)(S)(Q) is a close 
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definition or” A (cf. the justification for 
u (d- (restr 0 @9)(d)(d) :(s, CT) --* (s’, d)} 
) 
= (restr 0 9)(s)(a). 
In this section we apply the framework of the previous sections. 
of elementary actions, a set of procedure variables, a set of states a 
tion function in su& a way thar we obt&i U denotationa! and an operational 
semantics for Concurrent Prolog. A Concurrent Prolog program is “translated” to 
an element of R0g. 
We first introduce the language Concurrent Prolog (CP) in an informal way. The 
reader not famiiiar with CP should consult [35], the paper which introduces the 
concepts of CR 
Let a be a typical element of the set of atoms Atom. Atoms are built up in the 
usual way from constants, variables, functors and predicate symbols. In CP there 
is a special functor ? of arity 1 which is called the read-only functor. The paper 
[33] signals some problems with the interpretation of the read-only functor in [35]. 
Saraswat gives in [33] an alternative interpretation for the read-only functor (input- 
only functor in his terms). This interpretation is an exteGJn of normal unification. 
We take over his interpretation. In this section we do not give a formal definition 
of the extended unification. We provide an appendix in which we give the details. 
The rest of the paper can be read without knowledge of the exact deta 
the extended unification function by mgu?. It is a partial function on 
If it is defined it delivers a substitution. 
A CP program is a finite set of elements (calle clauses) of the follo 
0th n, m can be 0. The bar 1 is 
guard and if n = ~a we have an e 
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Ifk=Owesay t the goal is empty. The (interleaved) execution of a CP 
goes as follows. execute the goal given the identity substitutions. J’he 
of a goal given a (current) substitution means that wc t-3 to resolve all t 
in the goal until the goal is empty. If the goal is empty we return a substitution. In 
order to resdve an atom we unify it with the head of a clause (taking the current 
to account) and we try to execute the guard (given the “new” 
substitution resulting from the unification). The unification an the execution of 
ot yet influence the current substitution. Only a he guard becomes 
empty we commit: we do not consider alternatives for this c anymore and we 
replace the atom by the body of the clause and update the current substitution. The 
execution model described here is am interleaving model. -we do not consider here 
model where we have truly parallel processes. In such a model we also 
would have to check if a substitution delivered by the execution of a guard matches 
with the current substitution. 
We introduce disjoint sets of variables. This is done for technical reasons. During 
the process described above we replace atoms by bodies of clauses. In order to 
avoid clashes of variables, every time we rewrite an atom we “replace” the variables 
in the clause by new ones. This is intuitively correct because clauses :are assumed 
to be universally quantified. Therefore we partition the set of variables Var into 
infinite disjunct subsets Vat=,, where Q! ranges over N*, the set of finite words of 
integers. Assume injections cy : Var, --, Var, (and their natural extensions to elements 
of Atom). Now we choose our basic sets; take C the set of substitutions, R = 
Atom x Atom and Proc = Atom x N*. A pair (a, CY) in Proc specifies that we have to 
rewrite the atom a with a clause of the program in which the variables are taken 
from Var,. Take 
fh, adW = mgu4a,, o(4?) 0 0 
if mgu?(a, , m( a,)) is defined and is undefined otherwise. The composition 0 is the 
usual composition of substitutions (see for example [2]). 
Fix a CP program and a goal. We assume that all variables in the program and 
in the goal are taken from Var,. We define a function 
bY 
stm : Clause X Proc - + Lfg 
stm(d t- a, A l l l A a, 1 a,,, /\ 9 l 9 A a,, (a, CY)) 
(cr(a,+,), aa n + P jii- l l II(a(am), QI. m). 
Suppose the s of clauses is {c, , . . . , Q}. Define 
(*I )+e l l +stm(ck, 
e goal is a, A l l 0 A iik. Ta 
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Some explanation is necessary. xecution of the goal consists of parallel execution 
of the k procedure variables (a,, I), . . . , (tik en we call stm on a clause c 
and a pair (a, a) it considers what has to be order to rewrite atom a with 
clause c in which we have to take the variables from Vm,. Suppose c = d+-alv-A 
a,(a,+,v--Aa,. First we unify a with a’ (the head of clause c). ecause we have 
to take variables from Var, we rename the variables in a’ with the operator CU; this 
results in the pair (a( a-), a). After this unification, we have to execute the guard of 
e clause c, i.e. a, A l 9 l A a,. e can execute all the atoms (in which the variables 
by a) in parallel. In order to avoid clashes of variables, we specify 
i) is rewritten by a clause, variables in that clause are to be taken from 
Var,.i. The resolving of the guard and the unification is not (yet) allowed to influence 
other computations. This is modeled by considering them to be an elementary action 
by placing [ l ] around the unification and the guard. After the execution of the 
guard, we continue with the execution of the body; again with the renaming and 
the specification of sets of variables. 
Now we can also have a better understanding of the operator restr (see Definition 
5.1). 3ternative clauses are joined together by the + operator in (*). Semantically 
this means that they are alternative computations. As indicated above, the grainsize 
(the computations between two interleaving points) is the computation of guards. 
If there is a terminating guard computation, it can be chosen; deadlocking and/or 
non-terminating computations of guards need no longer be considered. If there are 
only deadlocking and/or non-terminating computations we never reach the commit 
and we have deadlock. 
There is no explicit communication in the language 2’. The reader might wonder 
how the communication of Concurrent Prolog is modeled. (In fact, we view CP as 
a kind of subset of 9.) First note that the interpretation function f depends on 
atomic actions and states; for one state an atomic action can terminate and for 
another state it can deadlock. In the CP translation a state is a substitution. As the 
computation proceeds, substitutions become more filled in. Hence it is possible that 
at a certain point an atomic action is in a deadlock situation and at a later point 
(when other processes have presented more information to the state) it can continue 
its execution (cf. also the definition of mgu? in Appendix B for this ph 
One could say that a deadlock is not always hard in the sense that if a 
encountered, it will not necessarily stay in that situation. We thus see that the 
synchronization is via shared variables, not via explicit communication actions. 
This translation induces an operational- and denotational semantics for Concur- 
rent Prolog. We combine the translation to 2 with the operational- a 
operator restr that relate 
tion gives in our opinion 
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two such semantic definitions would be more difficult to understan 
interpretation of the abstract sets). 
Note that the re aming of variables takes place at the level of sy 
would be to treat this renaming at a semantic level (for examp 
owledge fruitful discussions on our terdam concurrency 
group, including Frank de ijer, Jan Rutten and 
Erik de Vink. We thank Er si for the comments 
and suggestions made during the work. We also acknowledge useful discussions 
with E. Shapiro and Ew. Mur&ami during the FGCS conference on deadlock in 
concurrent logic languages. 
ess 0 
In this appendix we show that the function P as defined in l?efinition 55 is 
well-defined; we show that P(F)(s)(o) is a compact set for any F, s, cr. Before we 
state this as a lemma, we first define another transition system which enables us to 
analyse a computation (s, 0) -& (s’, a’) by giving intermediate statements and states. 
When we have established relations between this new transition system to the old 
one, we are able to use a standard method to show compactness. 
We first extend the language: A? to .2Zext by introducing the operators leftmerge k 
and rightmerge 4 : 
s::=WIh; &,+4h I14bll~l IL 4h II s2= 
The intuition behind the 1p ( 11, is that s1 k s2 (q ls2) is like s1 Ils2, but the first step 
has to be taken from s1 (s2). Next we give the transition relation 
+3~2’ext~2342’extu{E})~(Z1u{S}). 
t is the union of transition relations 
+1,+2~2ext~Z: x(2?~“‘u{E})~(2-u{6}). 
e intuition behind +1 and 32 is that we do -:2 transitions inside atomic brackets 
and that we do +1 transitions as long as we are outside the scope of such brackets. 
The transition relations wl, d2 are defined as follows. 
et 
-+1,32C5?extX 
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(b, d --PI E f(b)(a)) WWW exists, 
(b, a) -q (E, S) if j’(b)( 
(d(P), Q) ji (s, 0’) =$ ( 
(d(P),~)+i(E,a’)+(P,a)-*i(E,~‘)(i=l,2), 
(d(P), cr)*i (6 6) * (P, 4 +i (E, 6) (i= 1,2), 
Csl 3 al) ‘i ts29 g2) * (St ; *q, cl) +* (S*; s, c2) 
w-s, Qe-+l (s2, dI(E, %)I(E, 6) 
(s+s,, 4-1 (S2,@2) 
(sIIs*~~,)-), (slls2,o,) 
(Sl II 4 4 -1 b2 II 4 4 
b, II_ s 0,; -1 b* 11 s, 021 
(sIfs1,0+, (SIIS2,~2) 
(bll, 4 -+2 u321, cz)9 
+I us w =a (s1; s, 4 -1 (6 6) 
h+w,~-, WA 
(s+s,,qk,W,6) 
(s II s19 (5) ‘1 w9 8 
@I II s, 4 -1 (6 6) 
(s, II s, 4 -31 UK 6) 
(s JJ Sl, 4 -1 u% 6) 
([s,l, 4 -2 E @, 
(s*v 01) -2 @2,f72) =+ (Sl ;s, w,) -2 (s2; s, (72) 
(s* + s, d -2 b2, g2) 
b+s,, 4 -2 b2, (J-2) 
(s II s, 01) -2 02 II s, Q-2) 
b II s19 4 -2 cs 1 s2, g2) 
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@a> 4 -2 W, 02) * 0, ; s, 4 -2 0, ~2) 
6, + s, 01) -2 0% (Tz) 
( + a Sl, 4 -2 (E 02) 
h II s, 4 -2 b, fl2) 
(s II s19 5) -2 0, (9-2) 
(s* II_ s, a,) -2 (4 fl2) 
ts 4 Sl, 0,) -2 (s, g2) 
bl, ~1) -2 (E, 4, 
(s,,d -2 9% 6) * b, ; s, 4 -2 0% 8) 
b,+s, 01) -7-92 (4 6) 
(s+s,,~-~W,@ 
(~1 II s, ~1) -2 W, 6) 
(s II s1,9) -2 (6 6) 
@I IL s, 4 -2 c-6 6) 
(~_jv4-+~wJv 
(iI 4,d -2 (6 6). 
Mote that transitions of the form (sl op s2, CT) -31 l l l for op E {II , k} are not 
needed if we consider only transition sequences from (s, a) where s E 9. 
and 
2. For any (s, a) E .Zext x C the sets 
Us’, (+r) : (s, 4 -3 w, a 
{(E, a’) : (s, G) -33 (E, CT’)} 
are finite. 
Next we give a relationship between the transition relations. 
‘7.3. For all n 2 0, s, s’, a; (T’, a,, . . . , o-,, . . . we have 
(1) (S,(T)- (E&)+3,,. . .,s, 
E Lfext [(s, 4 -3 (s, 4 -3 9 9 l 3 h,, a,) -3 (E, dl, 
(2) (s,o)~(s’,a’)*3s ,,..., s, 
E Jzext IIs, u) -3 6% 01) -3 . l l 9 (srl, %) -3 w, dI, 
(3) (s,+-=-+E,6)~3s ,,..., s,, 
E zext c(s, 0) -3 6, a,) -3 l . . On, G) -3 (4 WI, 
) (s,(r)a( Sl,S2,... 
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The inverse impl%ations are not true in general; take 6,) b-, such that f( b,)( c) = Q 





UJ,; hP)-jdh, G) -.3 (E, a) but not (6, ; b, , a-) 5 (E, O-), 
(b, ; bl ; bl 9 a) ‘3 (bi ; b,, u) -)3 (6,) a) but not (6, ; 6, ; 61, 0) z (b,, (T) 
(b,;h,,cr)~~(b,,a)~~(~,S) but not (b,;h,,o)z(E,S), 
d(P) = 6, , P and (P, a) d3 (P, C) j3 (P, a) -3 l l 9 but not 
(R a) = (E, 6). 
We can summarize these counterexamples above by saying that we do not have 
enough information about the grain size in the sequence of -3 transitions. 
We introduce the notion of a substatement. A substatement intuitively is a part 
of a statement that can perform one step. The function sub delivers a set of 
subst?.t9?ents. 
efinition 7. 
(1) sub(b) = (61, 
(2) sub(s, ; s2) = suh(s,), 
(3) su6(s,+~~)=~~6(~,)u~~6(~~), 
(4) su6( s, 11 sJ = sub( s,) v sub(s,), 
(9 ~w~,l) = ~b,11, 
(6) sub(P) = sub(g) if d(P) = g. 
With the notion of substatement we are able to state the following lemma. 
a7.5. FoYalln~O,s,a;a’,~!,...,a;, ,... wehave 
Cr, .. . W,,d rr . ..m cr‘ 
(1) 3s’ [(s, (7) - (s’, a v (s, d 1 (E, Q-‘)@ 
39~ sub(s)3s,, . . . , s, 
E .2zext [G a) -3 (s,, a,) -3 l * l h, a,) -3 (E, u’)l, 
(2) (s, (p) %--%S 
-(E,S)~~SIESZI~(S)~~~,...,S,, 
E 2zext KS” 4 -3 (s,, a,) -3 l . ’ bl, a,) -3 (E, WI9 
(3) (s, o)= (E, 6)@ 
3.G sub(s)3s,, s2,. . .E ZZext [(C a) -3 (s,, q) -3 h 4 -3 l l *I* 
Now we turn to the well-definedness of Y. 
have that V(F)( )( ) s i7 is a compact set for any F, s, a-. 
ick arbitrary E, s, 0: 
There exists an infinite subse 
three subsets of V(F)(s)(o): 
(1) 12 : b, 4 G (6 dL 
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We only consider t e last case. The other cases can be handled in a similar way. 
First note that there is only a finite number of statements ’ such that 
3d32 [(s, u) A (d, o’)]. 
Henm there exists an infinite subsequence of the form (zi, F(s’)), for some fixed 
ces to show that (Zi)i has a converging subsequence. Assume there 
stant subsequence (otherwise we are done). 
xists a statement s: and Ok such that (s, a) - ‘1 (s: , 0:). 
7.5 we have that for each i there exist a substatement $2 s&(s), integer ylj 2 0, 
tuples (sil, oil)y. . . , (Sin,, gin,) such that 
There exists only a finite number of substatements of s. Hence an infinite number 
of the s’i is equal to a certain s’. So we are able to pick an infinite subsequence ( zrci,)i 
of ( z~)~ where f is chosen such that f is monotonic and g’(i) = s” for all i. For each 
n z 1 we can pick a tuple (s,, a,) and a monotonic function fn : N + N such that 
(1) if n= 1 then (Ztf,of,ci,)i s an infinite subsequence of (z~~~,)~, 
(2) if PI > 1 then (Zig”+, O.._O~,O~~~i))i is an infinite subsequence of (z~I,,~.._~~;~~,~~,)~, 
(3) W [(S{Q ---oj;of)(ib,n9 a(f,,o---ofi-f,(i),nl = (%9 O,)l- 
We ha: e 
Take the infinite subsequence (Z~~~-..~~,,~i,)i of (Zi)i- Note that 
and by Lemma 7.5, (s, a) -+I (E, S), 
catio ction 
n this appendix we show a way to define the function mgu? based on [33]. 
(Following 6331 we interpret the read-only functor ? as an input-only functor.) There 
are other ways t define this function. This paper is independent of the way the 
mgu, function is 
Fcllowing Saraswat, we impose the following restrictions: 
nctors are only allowed in heads of’ clauses, 
of a term is annotated, then also the term is annotated. 
al element of the set Term of terms in 
ear: 
t ::=x(f(t,, . . .) tn) (ft’?Anal). 
We extend Term to 
s ::= t 1 ?(x) 
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Term? as follows. Let s be a typical element of the set Term?: 
?(f(s,, . . . ,s,)) (f+?m~O). 
contain elements of the form P(t ,,..J,,) and tom, elements of the 
s,) where P is a pr cate symbol of arit-f n. ‘The restrictions can 
as follows; elements 0 om? are only allowed as the heads of clauses. 
s (in goals, guards and bodies) are to be tak 
a variable in the head of a clause is an 
read-only functor). The meaning of this annotation is that t le should receive 
a (partial) value (i.e. a term that is not a variable) when it 
We give an extended version of the unification algorithm based on [2] and [ 1 I]. 
A finite subset of Term?x Term? we call solued if it is of the form 
ux, 9 h>Y ’ l l 9 (x*, tn)) 
where for 1 i s s n we have that xi E Vq tj E Term, Xi does not occur in ti and for 
1 s i <j s n we have xi # Xi- A finite solved subset of Term+ Term? determines a 
substitution 0 as follows: 
0(X,)= ti (1 G is n), @(x)=x (X~{X~,...,X”}). 
Assume that X9 Y c Term? x Term?. We write X + Y if Y is obtained from X by 
choosing an element of one of the forms below an by performing the corresponding 
action. 
(1) (x, x): delete the pair, 
(2) P(x), SOI 9 l - l 9 t, H: replace by k f( tl , . - . 9 t,A>, 
(3) (f(L l l . 9 tA W): replace by WI 3 . . . 9 tAxA 
(4) (?(f(Sl,*=*,Sn)),f(fl, l . = 5 t,)): replace by (sl 3 tA l l l 9 (s,, t,>, 
(5) C.fh )a . . 9 td, Kfh ). . . y s,N): repl=e 3~ ih ,‘%A.. l 9 On, Q, 
(6) U’h ). . l 9 t,), Ati ). . . 9 CJ)): replace by (h, 0, l l . 9 (t,, t3, 
(7) (t, x>: replace by (x, t), 
(8) (x, t) where x occurs in other pairs and x does not occur in t: apply substitution 
x := t to all other pairs. 
Now define 
mgu? : tom? x Atom? -+ Subst 
bY 
if there exist a n 2 0 and *9x 25***9 such that 
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