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Abstract—Many techniques for online optimization problems
involve making decisions based solely on presently available infor-
mation: fewer works take advantage of potential predictions. In
this paper, we discuss the problem of online convex optimization
for parametrizable objectives, i.e. optimization problems that
depend solely on the value of a parameter at a given time. We
introduce a new regularity for dynamic regret based on the accu-
racy of predicted values of the parameters and show that, under
mild assumptions, accurate prediction can yield tighter bounds
on dynamic regret. Inspired by recent advances on learning how
to optimize, we also propose a novel algorithm to simultaneously
predict and optimize for parametrizable objectives and study its
performance using simulated and real data.
I. Introduction
Online convex optimization (OCO) has received significant
attention in recent years due to its wide range of applicability.
These applications include ad selection [13], video streaming
[16], power scheduling [22] among many others. We refer the
reader to [13], [24] for a more rigorous introduction, but we
briefly summarize below.
The typical OCO scenario can be modeled as the following
game. At time t − 1, the player must pick a candidate point
xt for belonging to some constraint set X. At time t, the true
convex loss function ft(·) is revealed, and the player suffers
a loss ft(xt). This continues for a total of T time steps. The
general goal is to find an algorithm that performs well with
respect to some notion of regret. Historically, much focus has
been given towards the static regret, i.e. performance with
respect to the optimal fixed point in hindsight:
RegS ({xt}) :=
T∑
t=1
ft(xt) −min
x∗∈X
 T∑
t=1
ft(x∗)
 (1)
where {xt} is the sequence of moves played. It has been well-
established that algorithms can achieve sublinear [29] and even
logarithmic regret under suitable assumptions [12]. The same
cannot be said of the measure of regret of interest in our paper,
dynamic regret (sometimes called restricted dynamic regret
[27] or tracking regret [11]). Dynamic regret measures the
performance with respect to the optimal values of the function
at each time, i.e.:
RegD({xt}) :=
T∑
t=1
(
ft(xt) −min
x∗t ∈X
ft(x∗t )
)
(2)
OCO algorithms have been more frequently analyzed by
looking at their dynamic regret [15], [18], [21], [26], [28].
The analysis of these algorithms does not focus on sublinear
regret (as this is impossible to achieve in general [26]) but
rather focuses on bounding performance in terms of different
regularities depending on the specific algorithm employed.
Somewhat surprisingly, few of the algorithms for OCO
explicitly make use of predictions of future objective functions
and gradients. Indeed, OCO has historically been viewed
from an adversarial lens. This is perhaps too conservative for
many scenarios. For example, in applications related to power
allocation, frequently past information concerning usage is
indicative of the future. Leveraging accurate predictions could
better assist in many scenarios where online optimization
techniques are utilized. However, the effect of accurate pre-
dictions of relevant data points on the performance of such
online algorithms is generally not clear. Some algorithms
give bounds on regret in terms of the accuracy of blackbox
predictions of functions or gradients [15], [20], but it is not
immediately obvious as to how one can get these from data.
Other methods assume that accurate predictions are known
throughout the duration of the scenario (e.g. [18]), or assume
very particular structure of the resulting accuracy or potentially
involve unrealistic assumptions such as fully optimizing a
function at every point and time (e.g. [8]). We would like to
address these issues in our paper for a large class of objective
functions.
To this end, we make the observation that in many situa-
tions, the specific form of the objective function is known and
fixed throughout time. More specifically:
Definition 1. Let f (·, ·) : Rn × Rm → R be a function that
is convex in the first argument. An optimization problem is
parametric if it is of the form
min
x∈X
f (x, θ)
where X ⊆ Rn is a closed convex set for some θ in a parameter
space Θ ⊂ Rm.
This is a general form of optimization problem present in
predictive optimization problems [8], [14]. Throughout the
remainder of the paper, we assume that we are interested
in OCO problems where the cost functions ft are of the
form ft(x) = f (x, θt). We note that many important objective
functions of theoretical and practical interest are encompassed
by this specific form.
Example 1. Let g1(x), ..., gm(x) be convex functions with
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2domain X ⊆ Rn and let Θ = ∆m be the standard unit m-
simplex. Then
f (x, θt) := θ1t g1(x) + · · · + θmt gm(x)
is a functional time series.
Example 2. For a collection of assets A, let µt and Σt be their
corresponding sample mean and covariance, and let λt > 0.
For X = ∆|A| the unit simplex on the number of assets |A|, the
Markowitz optimal portfolio [19] with respect to [µt,Σt, λt] is
the argmin over X of the following function
f (x, [µt,Σt, λt]) = xT Σt x − λt xTµt (3)
For parametric optimization problems, prediction of objec-
tive functions and relevant quantities reduces to prediction of
parameters, a much more well-studied though still difficult
problem (e.g. [4], [6]).
The main results of our paper are summarized as follows.
• We show that, under mild regularity assumptions, gradient
descent using predicted objectives for parametric opti-
mization problems as defined in Definition 1 can improve
the dynamic regret over standard online gradient descent
provided sufficient accuracy in predicted values. The
method of proof of our dynamic regret bounds is general
enough to extend to cases of where a descent algorithm
yields a contraction, i.e. we have some inequality of the
form
||xt+1 − x∗t+1|| ≤ ρ||xt − x∗t+1|| (4)
for some 0 < ρ < 1.
• We provide a meta-learning algorithm called SMAD,
inspired by recent innovations in learning how to opti-
mize, that simultaneously learns the optimal parameter
prediction process from a collection of models while
performing descent.
The remainder of the paper is summarized as follows. In
Section II we further detail preliminary details and assump-
tions needed for the remainder of the paper. In Section III
we detail our theoretical results concerning the performance
of predictive online gradient descent. In Section IV we detail
our meta-learning algorithm for simultaneous modeling and
descent. In Section V we give numerical simulations to backup
our intutition and evaluate our algorithm’s performance. In
Section VI we make concluding remarks.
II. Preliminaries
A. Regularities for Dynamic Regret
As discussed earlier, dynamic regret bounds for algorithms
focus on various regularities of the OCO problem of interest.
These regularities generally focus not on algorithmic decisions
but on properties of the elements of the problem outside of the
algorithm’s control. We briefly a number of these quantities.
One of the more prevalent regularities, notably appearing in
[21], [29] is the path length of the sequence of optimal points:
if x∗t = argminx∈X ft(x) for ft convex, then
P∗ :=
T−1∑
t=1
||x∗t − x∗t+1||
Other regularities of interest include the squared path length
introduced in [28], functional variation [2] and the gradient
variation [9], which are measurements that depend on the
sup norm of the differences between the functions and their
gradients between times t − 1 and t.
More directly relevant to our discussion are what we term
prediction regularities. These are not regularities as above
in the sense that they are within an algorithm’s purview.
Nevertheless, they have demonstrated importance for certain
regret bounds. [15] introduces a squared predictive gradient
regularity
T∑
t=1
||Mt − ∇x ft(xt)||2
where Mt is a prediction of ∇x ft(xt) prior to it becoming
revealed. We will consider predictive regularities consistent
with the parametric optimization framework we outlined ear-
lier. For ft(x) = f (x, θt), we consider the parameter prediction
regularity
Pθ :=
T∑
t=2
||θt − θˆt ||
This quantity measures cumulative prediction error respect
to the parameters (hence objective functions) and will be
important to our subsequent analysis. One can also similarly
introduced a squared parameter prediction regularity in a
manner analogous to the squared path length, obtained by
squaring the norms in the above term, but we do not pursue
this.
B. Theoretical Assumptions
We now detail the theoretical assumptions needed for the
remainder of the paper. The first few assumptions are standard
for dynamic regret analysis in OCO and can be seen in, for
example, [21], [28]. Recall that all functions we consider will
be of the form ft(x) = f (x, θt) and that our closed, convex
constraint set is given by X with corresponding projection ΠX
and the parameter set is given by Θ.
Assumption 1. The function f (x, θ) is Lipschitz continuous in
x, i.e. there exists a constant G > 0 such that, for all x, y ∈ X
and θ ∈ Θ
| f (x, θ) − f (y, θ)| ≤ G||x − y||.
Assumption 2. The function f (x, θ) is L-smooth in x, i.e. there
exists a constant G > 0 such that
The function f (x, θ) is λ-strongly convex in x, i.e. there exists
a constant G > 0 such that
f (y, θ) ≤ f (x, θ) + ∇x f (x, θ)T (y − x) + L2 ||y − x||
2
3Algorithm 1 Online Predictive Gradient Descent
Input: Step size η > 0, and x1 ∈ X
for t = 1→ T do
Receive parameter θt
Predict ˆθt+1 from θt, ..., θ1
Compute xt+1 = ΠX(xt − η∇x f (x, ˆθt+1)
end for
Assumption 3. The function f (x, θ) is λ-strongly convex in x,
i.e. there exists a constant G > 0 such that
f (y, θ) ≥ f (x, θ) + ∇x f (x, θ)T (y − x) + λ2 ||y − x||
2
The first two assumptions are common throughout the OCO
literature and give upper bounds on the first and second deriva-
tives. Assumption 3 is a more recent assumption in the OCO
literature, first appearing in dynamic regret analysis in [21], but
is a common assumption for the analysis of descent algorithms
like gradient descent [5]. Quadratic functions defined over
a compact set are examples of functions satisfying all three
assumptions.
For our analysis, we will need an additional regularity
assumption concerning the behavior of gradients with respect
to θ.
Assumption 4. The function f (x, θ) has Lipschitz continuous
x-gradients in θ, i.e. there exists some Cθ > 0 such that, for
all θ1, θ2 ∈ Θ and x ∈ X, we have
|∇x f (x, θ1) − ∇x f (x, θ2)| ≤ Cθ||θ1 − θ2||.
It is not hard to check that functional time series (Exam-
ple 1) satisfies Assumption 4 provided that the sum of the
∇x(g1(x)+···+gm(x)) is bounded. It is similarly easy to see that
the Markowitz portfolio function in Example 2 also satisfies
Assumption 4 when viewing the collection of parameters as a
column-stacked vector.
III. Theoretical Results for Prediction in Descent
We now analyze gradient descent when incorporating pre-
diction. See Algorithm 1 for the pseudocode. The main
difference between Algorithm 1 and standard online gradient
descent is in the prediction step in the form of the parameter
prediction. As prediction can mean many different things
depending on the situation at hand, we avoid mentioning a
particular process at this stage.
In analyzing Algorithm 1, we are specifically interested
in bounding the dynamic regret in terms of the path-length
expressions P∗ and S∗ as well as the parameter prediction
regularity Pθ. To this end, we have the following result.
Theorem 1. Let Assumptions 1-4 hold. If η ≤ 1/L, then for a
Cη,λ < 1 we have the following bound on regret of Algorithm
1:
RegD({xt}) ≤
G||x1 − x∗1||
1 −Cη,λ +
GCη,λ
1 −Cη,λP
∗ +
GηCθ
1 −Cη,λ P
θ (5)
The following lemma, which we state without proof from
[28], makes the constant Cη,λ in the above theorem more
precise.
Lemma 1. Let g(x) be a λ-strongly convex function and L
smooth with minimum attained at x∗. Then projected gradient
descent is a contraction provided that η ≤ 1L : if X is the
constraint set and ΠX is the projection onto X, we have
||ΠX(v − η∇g(v)) − x∗|| ≤ Cλ,η||v − x∗||
where Cλ,η :=
√
1 − 2λη1+ηλ .
The proof of the theorem is similar to other calculations
of dynamic regret with a few modifications to accommodate
the difference in descent strategy. We briefly summarize the
proof methodology and defer the exact details to the Appendix,
though the interested reader will also find the discussion in
the proof of Corollary 1 enlightening. Previous bounds on
the regret for online gradient descent were built around the
fact that the descent direction at time t for guessing xt+1 was
∇x ft and not ∇x ft+1. However, we are explicitly trying to
descend using a prediction of ft+1. Our error in this end will be
driven by the quality of our prediction of ∇x ft+1. Assumption
4 gives that this is controlled by the quality of the parameter
prediction. Standard bounding and rearranging then gives the
proof of the theorem.
We discuss the results of the bound. When comparing
our result to the results of [21] and [28], we notice that an
additional multiplicative constant less than 1 appears in front
of the path length P∗ at the cost of the entire Pθ term. If
we have perfect prediction, or even near perfect, this allows
us to achieve a smaller regret bound, potentially significantly
so depending on the exact quantity of P∗. For imperfect
prediction, there is a tradeoff, and it is possible that previous
regret bounds are superior in some instances. We detail some
examples.
Example 3. Assume that the actual amount of time between
θt and θt+1 is ∆t. Assume that we know that θt satisfies
some ordinary differential equation θ˙t = V(θt, t). Runge-Kutta
methods can be used to numerically integrate the ODE and
compute a predicted value θˆt+1 whose error is of the order
(∆t)4. Sufficiently small values of ∆t will thus guarantee small
contribution from the prediction regularity.
Example 4. Following [8], we consider the case that our
predictions are accurate up to noise, i.e. θt−θˆt = ht1Xt1+···htkXtk
for each t where the Xti are i.i.d. mean zero sub-Gaussian
random variables with variance parameter σ2 and the hti are
constants. Though this implies that Pθ is a random variable, it
is well known that such a linear combination satisfies a high
probability bound:
P

∣∣∣∣∣∣∣
k∑
i=1
htiX
t
i
∣∣∣∣∣∣∣ > ε
 ≤ exp
− ε2
σ2
(∑k
i=1(h
t
i)
2
) 
This implies that Pθ will also be small with high probability.
We now consider the case where we may wish to perform
multiple descent steps between each iteration. This will inject
4powers of Cη,λ into the above regret bound, potentially increas-
ing the error bound. Surprisingly, this does not significantly
affect the constant in front of Pθ.
Corollary 1. Let Assumptions 1-4 hold. Consider Algorithm
1 with the single gradient descent step replaced by k gradient
descent steps If η ≤ 1/L, thenwe have the following bound on
regret of this revised version Algorithm 1:
RegD({xt}) ≤
G||x1 − x∗1||
1 −Ckη,λ
+
GCkη,λ
1 −Ckη,λ
P∗ + GηCθ
1 −Cη,λ P
θ (6)
Proof. The same idea as the single gradient proof holds, but
the estimate is slightly different. Indeed, we can replace the
one step gradient descent with a k-step gradient to also get a
contraction, with Cη,λ being replaced by Ckη,λ. However, as we
are computing a gradient descent step with θˆt and not θt, we
must use a triangle inequality at every iteration before we can
use the contractive estimate.
More precisely, let zkt be the point obtained by using k
predicted gradient descent steps from xt−1. We can repeat the
above analysis to see
||zkt − x∗t || = ||zk−1t − η∇x f (zk−1t , θˆt) − x∗t ||
≤ ||zk−1t − η∇x f (zk−1t , θt) − x∗t ||
+ η||∇x f (zk−1t , θt) − ∇x f (zk−1t , θˆt)||
≤ Cη,λ||zk−1t − x∗t || + ηCθ||θt − θˆt ||
A routine induction gives
||zkt − x∗t || ≤ Ckη,λ||xt−1 − x∗t || + Cθη||θt − θˆt ||
k−1∑
i=0
Ciη,λ
≤ Ckη,λ||xt−1 − x∗t || +
Cθη((1 −Ckη,λ)
1 −Cη,λ ||θt − θˆt ||
where the last inequality follows by majorizing the summation
in the first inequality by an infinite series and subsequent
summation. 
We end this section by investigating the generalizability of
our proof to other descent methods. The main idea outlined
above is to replace the estimated descent step with the true
descent step and then estimate the error by looking at both
the contraction of the true descent direction and the prediction
error of the descent step. More formally, we consider a general
descent algorithm, where the gradient descent step is replaced
by xt+1 = ΠX(xt − ηDest) for some descent direction Dest. If
Dtrue is the descent direction for the true value of the parameter
and Dest is that for the predicted value of the parameter, then
for this general version, we have the following estimate:
||ΠX(xt − ηDest) − x∗t+1|| ≤ ||ΠX(xt − ηDtrue) − x∗t+1||
+ ||ΠX(xt − ηDtrue) − ΠX(xt − ηDest)||
≤ ||ΠX(xt − ηDtrue) − x∗t+1||
+ ||ηDtrue − ηDest||
by nonexpansiveness of the projection. Provided that the true
descent direction yields a contraction, then with sufficient reg-
ularity of the descent directions with respect to the parameter
θ, we can get an analogous result for different regularity
assumptions on f (x, θ). For example, if we were to pick
a Newton step, so Dtrue =
(
∇2x f (x, θt+1)
)−1 ∇x f (x, θt+1) and
similarly for Dest, we can bound the difference by
||Dtrue − Dest|| ≤ ||A−1
(
∇x f (x, θt+1) − ∇x f (x, ˆθt+1)
)
||
+ ||
((
∇2x f (x, θt+1)
)−1 − (∇2x f (x, ˆθt+1))−1) B||
where A = ∇2x f (x, θt+1) and B = ∇x f (x, θˆt+1). Under
sufficient regularity of the operator norm of the inverse Hessian
of f , we can obtain a similar expression in terms of Pθ as we
did for gradient descent in Theorem 1. We do not investigate
this further, but instead use the above to illustrate that our
technique is not particular to the gradient descent step used.
IV. SMAD: Simultaneous Modeling and Descent
The theoretical results in the previous section are rather
general, and give regret bounds in terms of the quality of
prediction without specifying how this prediction is done
in general. Frequently we do not know the true process
generating the data we are trying to predict, but instead have
a collection of candidate models for which we hope at least
one will make accurate predictions. To this end, we would like
to develop a practical algorithm that will gradually learn the
best data generating model over which to optimize among a
predetermined collection of models.
In particular, we follow the ideas of MetaGrad and Ader
[25], [27] and employ an approach based on expert learning.
Expert learning has been well studied (see, e.g., [7]) and is
summarized as follows. Each expert corresponds to a particular
class of data-generating models (for example, each expert can
correspond to the lag of an autoregressive (AR) model). We
assume that each expert knows the specific function f (x, θ) that
we are trying to optimize. At time t − 1, each expert makes a
prediction θˆit as to the future value of θ and uses this prediction
in order to evaluate its own predictive online gradient descent
procedure, thus giving a predicted value of x denoted xit. Each
expert suffers a loss based on evaluating f (xit, θt), the experts
are reweighted using a Gibbs posterior update procedure, and
the process is repeated until the last time point is reached.
We briefly comment on the conditional statement in our
expert descent algorithm. From a practical standpoint, when
one wishes to start modeling data with a collection of models,
they may not have a sufficient amount of data to reliably use
a particular model. For example, if one wishes to model a
time series of data with an AR(k) process via the Yule-Walker
equations, one cannot reliably estimate a model if the number
of data points is not sufficiently large relative to k. To accom-
modate for this, we allow the user to specify whether/when
additional models are added, and do this by mixing a new
model in by reweighting the predictive distribution. When a
new model comes online, we propose to initialize its candidate
x-value at the previous point output by the algorithm. We will
5Algorithm 2 Expert Learning Algorithm for Simultaneous
Descent and Data Modeling
Input: Parameters β, η, γ > 0, initial data θ−i0 , ..., θ0
Output: pt = [pt,1, ..., pt,N] (predictive distribution over the
collection of N models), xt (predictive points for optimiza-
tion)
Initialize w1,0 = ... = wk0,0 = 1, wk,0 = 0 for k > k0
Initialize M = k0
for t = 1→ T do
if Initializing new model then
Compute wi,t−1 = (1 − β)wi,t−1 for i ≤ M
Compute wM+1,t−1 = β
Compute pi,t−1 =
wi,t∑N
i=1 wi,t
Initialize xM+1t−1 = xt−1
Compute M = M + 1
end if
Observe θt
Initialize xt = 0
for 1 ≤ i ≤ M do
Receive vi = ΠX(xit−1 − η∇x f (xit−1, θˆit)) from expert i
Compute xt = xt + pi,t−1vi
Compute li = exp[−γ f (X(vi), θt)]
Compute wi,t = pi,t−1li
end for
Output xt = ΠX(xt)
Compute wi,t = pi,t−1li
Compute pi,t =
wi,t∑N
i=1 wi,t
end for
make use of these procedures in our numerical examples, but
for ease of presentation avoid this in our theoretical analysis.
We present the results of our theoretical analysis below.
Theorem 2. Assume Assumptions 1-4 hold and that the range
of f (x, θ), D := supx,θ f (x, θ)− infx,θ f (x, θ) is bounded. Then if
Algorithm (2) introduces no additional models upon starting,
it has regret bound
RegD({xt}) ≤
G||x1 − x∗1||
1 −Cη,λ +
GCη,λ
1 −Cη,λP
∗
+
GηCθ
1 −Cη,λ mini P
θ
i +
D
√
2T
4
(1 + ln N)
where Pθi is the parameter prediction regularity for model i
and mini is with respect to the available models.
The proof combines standard techniques for evaluating
expert learning algorithms as in [7] along with previous regret
analysis for predictive online gradient descent and is reserved
for the Appendix.
V. Numerical Experiments
We now detail numerical experiments investigating the
efficacy of prediction in OCO for parametric objectives as
well as the performance of our objective function. We will
primarily compare our prediction related results to standard
online gradient descent (OGD), where the descent direction is
Fig. 1: Difference in dynamic regret between Predictive OGD
and OGD. Lower numbers indicate better performance for
Predictive OGD.
fully determined by the value of the objective function at the
present. From an intuitive perspective, if the process govern-
ing the objective function is relatively stationary with small
variation between time steps, we would anticipate minimal
difference between standard OGD and the predictive version
we laid out above. The main differences should arise when
there are predictable but significant jumps in the parameter
governing the objective function for which a method with close
to accurate models will predict reasonably well, whereas OGD
will suffer a loss for not catching the jump.
A. OGD versus Prediction with Fixed Model
We consider the case where we have one reasonable can-
didate model of the objective function parameter. This first
experiment is adapted directly from [21]. We consider the
parametric objective function
ft([x1, x2]) = f ([x1, x2], [at, bt, ct]
= 100(x1 − at)2 + (x2 − bt)2 + ct
where [at, bt, ct] alternates between [−100, 0, 30] + t and
[100, 20,−50] + t every four iterations, where t is three-
dimensional Gaussian noise with mean zero and covariance
10I3. The constraint set is the disc centered at the origin
with radius 50. We compare the performance of OGD with
the performance of the following procedure: follow OGD
for the first 10 timesteps, then estimate a two dimensional
AR(4) model for [at, bt] using the Yule-Walker equations, and
use predictive online gradient descent. Both methods will be
initalized at [0, 40]. Following the convention in [21], we set
the step size for both methods to be 1/200.
The results of the experiment averaged over fifty repetitions
can be found in Figure 1. The main validation measure we
employ is the difference in cumulative regret between the
predictive version of OGD and the standard version of OGD.
For this measure, lower values indicate better performance of
the predictive method. As expected, the curve remains flat
6Fig. 2: Difference in dynamic regret between our expert
learning method and OGD. Lower numbers indicate better
performance for the expert learning method.
for the first 10 timesteps as the descent method is the same.
When the model estimation turns starts, the predictive method
begins to outperform the standard OGD as evidenced by the
gradually decreasing curve in the figure. The steps on the curve
is indicative of the step-like behavior of the cumulative OGD
regret as observed in [21].
B. Expert Learning on Synthetic Data
We would now like to test out Algorithm 2 in a misspecified
setting, i.e. when the model classes do not contain the true
objective parameter generating process. To this end, we keep
most of the same settings as in the first experiment, but we
change the switching process: [at, bt, ct] alternates between
[−100, 0, 30] + t for four time steps and [100, 20,−50] + t
for six time steps. The models that we use are AR(k) for
k between 1 to 5. We first observe the process for ten time
steps before using an AR(1), and then add a new AR model
every ten time steps until all five are active. All models are
again estimated by the Yule Walker equations. For the other
parameters of the algorithm, we use β = 0.2 and γ = 5×10−7.
The results of the experiment averaged over fifty repetitions
can be found in Figure 2. Initially, the algorithm performs
worse than OGD, which is not surprising as the initial models
are not close to the parameter process. As higher lag AR
models are added and the available models include ones closer
to the true process, the performance of the expert learning
method improves, eventually becoming the clear favorite over
standard OGD.
C. Expert Learning on Financial Data
As a real world application, we now consider the problem
of portfolio optimizationThough there are a number of dif-
ferent ways to construct portfolios in both online and offline
settings (see, e.g., [10], [19], [23], we restrict our attention to
Markowitz portfolio theory as introduced in Example 2. To
remind the reader, given a collection of assets z1, ..., zn, the
Markowitz optimal portfolio allocation is given by:
argmin
x∈Rn
xT Σt x − λt xTµt (7)
x1, ..., xn ≥ 0,
n∑
i=1
xi = 1
where Σ represents the covariance matrix for the returns of the
assets, µ is the average return of each asset, and λ > 0 is a
parameter encoding the tradeoff between expected returns and
risk; optimizing with λ = 0 finds the portfolio with the least
amount of risk.
In this framework, we consider a hypothetical scenario of
a client with a rapidly changing, noisy risk tolerance. In this
scenario, a portfolio manager reaches out to his client every
month (30 days) with a series of new portfolios, each of which
is constructed built by estimation of their client’s risk tolerance
and subsequent optimizing of Equation (3) given different
lookback periods on a given collection of assets to be between
15 and 90 days in increments of 15 for computing relevant
means and covariances. The risk tolerance is estimated by a
series of autoregressive processes on the risk tolerance with
lags between 30 and 180 days in increments of 301.
Unbeknownst to the manager, the client evaluates the port-
folio also via Equation (3), but with a 50 day lookback period
and a risk generated by the following process. For the first 240
days, the client’s risk parameter is max(4 + ε, 0), where ε is
Gaussian noise of mean zero and variance 0.64. The remaining
risk parameters are generated as follows. Setting b0 = 4, we
have λt = max(bt + εt, 0), where bt satisfies for t ≥ 1:
bt+1 =
bt with probability 0.9Uni f (1, ..., 20) with probability 0.1
and the εt are Gaussian with mean zero and variance 0.64.
Here, Uni f (1, ..., 20) denotes the discrete uniform distribution
on the integers 1, ..., 20. As data, we make use of the NYSE
dataset used frequently in the portfolio optimization literature,
a collection of 36 stock returns taken over a period of 22 years
[3], [17]. We also add a risk-free asset that gives constant, low
returns of 1% every 360 days compounded daily. The goal, as
with the synthetic experiment, is to predict the best portfolio
of those offered that optimizes the client’s objective function
without knowing that objective function in the future.
Initially, both methods started with portfolio uniform across
the assets. Both method used a descent step size of 0.1 and
a learning rate of γ = 50. The projection step is performed
by setting negative amounts of assets equal to zero before
normalizing the percentages of remaining assets. We assume
that the learner has 10 months to observe the risk trends before
starting, which gives a sufficient amount of data in order to
estimate the risk process via the Yule Walker equations. This
renders the mixing constant β irrelevant to this simulation. Our
evaluation period occurs over 150 months.
The results of this experiment averaged over 200 times can
be seen in Figure 3. Unsurprisingly, there is plenty of noise in
the resulting curve due to the potentially large fluxuations in
1Risk is only observed every 30 days
7Fig. 3: Difference in dynamic regret between our expert
learning method and OGD. Lower numbers indicate better
performance for the expert learning method.
the risk parameter. Nevertheless, though there are occasionally
spikes for which standard OGD does better, we notice that the
difference in cumulative regret between the expert learning
and the OGD methods tends to be negative, indicating better
performance by our expert learning algorithm.
VI. Conclusion
We have discussed the problem of online convex opti-
mization for a wide class of parametric objective functions,
for which prediction of parameters subsequently gives us
predictions of objective functions. We analyzed a predictive
version of online gradient descent and showed that its dynamic
regret can improve on currently known bounds provided
that prediction of parameters is accurate. We also proposed
SMAD, an expert learning-based algorithm that allows us to
simultaneously model the parameter process and optimize. We
finally showed via numerical examples the power of prediction
in OCO, especially in environments where sharp changes can
occur, and showed that SMAD can offer better performance
than standard online gradient descent in both synthetic and
real data settings.
There are a number of directions in which to extend this
work. It would be interesting to consider the effect of other
smoothness conditions on objective functions, such as self-
concordance and semi-strong convexity to see how much im-
provement we can get on regret bounds as was done in [28]. It
would also be interesting to investigate the effect of prediction
in optimization when trying to predict parametric constraint
functions, though this will inevitably be challenging due to
potential constraint violations from inaccurate predictions.
Finally, since predictions can sometimes yield confidence
intervals, it would be extremely interesting to explore this
problem from the lens of robust optimization, where one
focuses on minimizing the maximal possible loss. [1]
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9Appendix
A. Proof of Theorem 1
The dynamic regret upper bound computation is similar to others. Recall that x∗t denotes the minimizers From the assumption
that x-gradients are bounded above by a constant G for all θ, we have
T∑
t=1
f (xt, θt) − f (x∗t , θt) ≤ G
T∑
t=1
||xt − x∗t || = G||x1 − x∗1|| + G
T∑
t=2
||xt − x∗t || (8)
To bound the sum on the right-hand side, observe by the definition of the algorithm and the triangle inequality, we have:
T∑
t=2
||xt − x∗t || =
T∑
t=2
||(ΠX(xt−1 − η∇x f (xt−1, θˆt) − x∗t ||
≤
T∑
t=2
(
||ΠX(xt−1 − η∇x f (xt−1, θt)) − x∗t || + η||∇x f (xt−1, θt) − ∇x f (xt−1, θˆt)||
)
We implicitly used the fact that the projection operator is nonexpansive in our setting in the second inequality. So, we have,
referencing Lemma 1:
T∑
t=2
||xt − x∗t || ≤
T∑
t=2
(
||ΠX(xt−1 − η∇x f (xt−1, θt) − x∗t || + η||∇x f (xt−1, θt) − ∇x f (xt−1, θˆt)||
)
≤
T∑
t=2
(
Cη,λ||xt−1 − x∗t || + η||∇x f (xt−1, θt) − ∇x f (xt−1, θˆt)||
)
≤
T∑
t=2
(
Cη,λ||xt−1 − x∗t || + ηCθ||θt − θˆt ||
)
≤ Cη,λ
T∑
t=2
||xt−1 − x∗t−1|| + Cη,λ
T∑
t=2
||x∗t−1 − x∗t || + ηCθ
T∑
t=2
||θt − θˆt ||
≤ Cη,λ||x1 − x∗1|| + Cη,λ
T∑
t=2
||xt − x∗t || + Cη,λ
T∑
t=2
||x∗t−1 − x∗t || + ηCθ
T∑
t=2
||θt − θˆt ||
where the second inequality follows from Lemma 1, the third inequality follows from the Lipschitz continuity in θ of the x-
gradients, the fourth inequality from the triangle inequality, and the last inequality from the norm being nonnegative. Subtracting
the second term on the last line from both sides, because Cη,λ < 1, we see that
T∑
t=2
||xt − x∗t || ≤
Cη,λ
1 −Cη,λ
||x1 − x∗1|| + T−1∑
t=1
||x∗t − x∗t+1||
 + Cθη1 −Cη,λ
T∑
t=2
||θt − θˆt || (9)
Plugging this estimate into Equation 8 and some minor algebra completes the proof.
B. Proof of Theorem 2
The basic idea of the proof is to follow the basic regret calculation for the expert learning algorithm, and then use the result
of Theorem 1. The expert learning calculation is routine and adapted from [7] for the sake of completeness. Assume that the
models are indexed from 1 to N. Then for model i,, define Lit =
∑t
k=1 fk(x
i
k) and
Wt =
N∑
i=1
wi,0e−γL
i
t
From this, it follows that properties of the logarithm that
ln WT ≥
(
ln max
1≤i≤N
wi,0e−γL
i
T
)
= −γ
(
min
1≤i≤N
(
LiT +
1
γ
ln
1
wi,0
))
= −γ
(
min
1≤i≤N
(
LiT +
1
γ
ln N
))
(10)
By logarithm properties, we also have that ln WT = ln W1 +
∑T−1
i=1 ln
(
WT
WT−1
)
. It is not hard to see by the definition of wi,t, we
have
10
ln
(
Wt
Wt−1
)
= ln
 N∑
i=1
wi,te−γ ft(x
i
t)
 (11)
Note that the sum on the left is an expectation of the random variable e−γ ft(xit), so Hoeffding’s and Jensen’s inequalities gives
ln
(
Wt
Wt−1
)
≤ −γ
 N∑
i=1
wi,t ft(xit)
 + γ2D28 ≤ −γ ft
 N∑
i=1
wi,t xit
 + γ2D28 ≤ −γ f (xt) + γ2D28 (12)
Combining Equations 10, 11, and 12, we have
− γ
(
min
1≤i≤N
(
LiT +
1
γ
ln N
))
≤ ln WT ≤ −γ
T∑
t=1
ft(xt) +
γ2T D2
8
(13)
Cancelling a γ on both sides and rearranging Equation 13 gives
T∑
t=1
ft(xt) −min
i
 T∑
t=1
ft(xit)
 ≤ TγD28 − 1γ ln N (14)
Routine calculus minimizes the right hand side of Equation 14 by setting γ =
√
8/(T D2 to get
T∑
t=1
ft(xt) −
 T∑
t=1
ft(xit)
 ≤ D√2T4 (1 + ln N) (15)
for every i. Since each model follows its own version of predictive online gradient descent, each model has its own bound
according to Theorem 1, namely:
T∑
t=1
ft(xit) −
 T∑
t=1
ft(x∗t )
 ≤ G||x1 − x∗1||1 −Cη,λ + GCη,λ1 −Cη,λP∗ + GηCθ1 −Cη,λ mini Pθi (16)
Combining Equations 15 and 16 for the i with the smallest bound for Equation 16 completes the proof.
