For analytic functions the remainder term of Gauss-Radau quadrature formulae can be represented as a contour integral with a complex kernel. We study the kernel on elliptic contours with foci at the points ±1 and a sum of semi-axes > 1 for the Chebyshev weight function of the second kind. Starting from explicit expressions of the corresponding kernels the location of their maximum modulus on ellipses is determined. The corresponding Gautschi's conjecture from [On the remainder term for analytic functions of Gauss-Lobatto and Gauss-Radau quadratures, Rocky Mountain J. Math. 21 (1991), 209-226] is proved.
Introduction
In this paper we prove a conjecture of Gautschi [1] for the Gauss-Radau quadrature formula where ( ) is the length of the contour . In order to get estimate (1.4), one has to study the magnitude of |K N (z; w)| on . Note that the previous formulae hold for every interpolatory quadrature rule with mutually different nodes on
Many authors have used (1.4) to derive bounds of |R N (f ) w |. Two choices of the contour have been widely used: (1) a circle C r with a center at the origin and a radius r (> 1), i.e., C r = {z : |z| = r}, r > 1, and (2) an ellipse E with foci at the points ±1 and a sum of semi-axes > 1,
When → 1 the ellipse shrinks to the interval [−1, 1], while with increasing it becomes more and more circle-like. The advantage of the elliptical contours, compared to the circular ones, is that such a choice needs the analyticity of f in a smaller region of the complex plane, especially when is near 1.
Since the ellipse E has length (E ) = 4 −1 E( ), where is the eccentricity of E , i.e., = 2/( + −1 ), and
is the complete elliptic integral of the second kind, estimate (1.4) reduces to 6) where f = max z∈E |f (z)|. As we can see, the bound on the right-hand side in (1.6) is a function of , so it can be optimized with respect to > 1. This approach was discussed first for Gaussian quadrature rules, in particular with respect to the Chebyshev weight functions (cf. [4, 5] )
and later has been extended to Bernstein-Szegő weight functions [8] and some symmetric weight functions including especially the Gegenbauer weight functions [10] , as well as to Gauss-Lobatto and Gauss-Radau (cf. [1] [2] [3] 6, 9] ), and to Gauss-Turán (cf. [7] ) quadrature rules. In [1] Gautschi considered Gauss-Radau and Gauss-Lobatto quadrature rules relative to the four Chebyshev weight functions w i , i = 1, 2, 3, 4, and derived explicit expressions of the corresponding kernels K N (z; w i ), i = 1, 2, 3, 4, in terms of the variable u = e i ; they are the key for determining the maximum point of |K N (z; w i )|, i = 1, 2, 3, 4, on = E given by (1.5) . Note that z = (u + u −1 )/2. For Gauss-Lobatto quadratures it was proved that |K N (z; w 1 )| attains its maximum on E on the real axis (cf. [1, Theorem 4.1]). For w 2 , w 3 and w 4 only empirical results and conjectures on the location of the maximum point on E were presented. These conjectures have been proved by Schira (see [9] ).
For Gauss-Radau quadratures with a fixed node at −1, Gautschi proved that the corresponding kernel K N (z; w) for Chebyshev weight functions w = w 1 and w = w 4 attains its maximum modulus on E on the negative real axis (cf. [1, Theorems 4.4 and 4.5]). For the remaining cases w = w 2 and w = w 3 only empirical results and conjectures on the location of the maximum point on E for the corresponding kernels are presented in [1] . They are also mentioned in [9] , but without the proof. In this paper we derive an analytic proof of the conjecture for w = w 2 .
Thus, we are concerned with the Gauss-Radau quadrature rule (1.1) with respect to the weight function w = w 2 with N = n + 1 nodes and a fixed node at −1 or 1. Because of symmetry, it is enough to consider only one case, e.g., when 1 = −1. It is well known that the node polynomial in this case can be expressed as
where n (·; w R ) denotes the monic polynomial of degree n orthogonal with respect to the weight function w R (t)
The maximum of the kernel for Chebyshev weight function of the second kind
Gautschi [1, Eq. (3.16)] derived the explicit representation of the kernel on E
where z = (u + u −1 )/2 and u = e i . Using (2.1) we can determine the modulus of the kernel on E . It is easy to prove
2)
where
In this way we get
For the location of the maximum point of |K n+1 (z; w 2 )| on E the following conjectures are presented in [1, p. 224]: if n 3, the maximum is attained at z = − ∈ (1, 0 )∪( 0 , +∞) . Otherwise, the maximum point moves on the ellipse E from somewhere close to the imaginary axis to the negative real axis as increases.
With increasing n the parameters 0 converge to one rather rapidly (cf. [1, Table 4 .2]). Hence, the part of the conjecture when n 4 and ∈ (1, 0 ) is less important for practical use because the corresponding maximum tends to infinity for increasing n and ∈ (1, 0 ). Therefore, the error bound (1.4) is rather poor in this case. 
) for the Chebyshev weight function of the second kind attains its maximum modulus on E on the negative real axis when > 0 . For n = 1, 2, 3, the maximum of the kernel K n+1 (z; w 2 ) attains its maximum on the negative real axis on every ellipse E ( > 1). The maximum is given by
.
Proof. First we show that the denominator of the previous fraction, i.e., the function
We consider four separate cases: n = 1, n = 2, n = 3, and n 4. Case n = 1: Using (2.1) we get
Now, we prove that both of the expressions in the denominator for fixed and ∈ [0, ] attain their minimum modulus when = .
The first expression can be written as
from which it is evident that it attains its minimum modulus when = (|1/(3u + 2)| < 1 and attains maximum when = ).
For the second expression we can get the following equality:
. We denote the right-hand side of the last equality as F (x) = F (x). Now it suffices to prove F (x) − F (− ) 0, for x ∈ [− , ] and > 1:
For the discriminant of the polynomial in brackets D there holds
which completes the proof of this case. Case n = 2: Using (2.1) we get
i.e.,
where g(u) = 3u 6 + 4u 5 + 3u 4 + 4u 3 + 3u 2 + 4u + 3 4u + 3 .
By (2.8) and (1.3) it suffices to prove that |g(u)| attains its minimum when = (u = − ), i.e.,
After some calculation we get
where y = cos and Now it suffices to prove P ( , y) 0. If we take = x + 1 and y = t − 1, x > 0, t ∈ [0, 2], we have
where b 10 (t) = 6(24t + 29),
By computing their zeros, it can be seen that all functions b i (t), i = 0, 1, . . . , 10, are nonnegative when t ∈ [0, 2]. Case n = 3: We prove this case in the same way as the previous one. From (2.1) we get
= u 5u + 4 4u 8 + 5u 7 + 4u 6 + 5u 5 + 4u 4 + 5u 3 + 4u 2 + 5u + 4 ,
where h(u) = 4u 8 + 5u 7 + 4u 6 + 5u 5 + 4u 4 + 5u 3 + 4u 2 + 5u + 4 5u + 4 .
By (2.9) and (1.3) it suffices to prove that |h(u)| attains its minimum when = (u = − ), i.e.,
y).
After denoting = x + 1 and After dividing this by cos 2 ( /2) we have ∈ (1, d ) , G( ) is less than the function from right-hand side of (2.11). Since G( ) is continuous when > 1 and lim →+∞ G( ) = +∞, it follows that G( ) > 0, for each > 0 , where 0 is the largest zero of G( ).
The values of 0 for some values of n are displayed in Table 1 . All values of 0 , except when n = 4, are optimal in a sense that for < 0 (and > 0 ) the point z = − Table 4 .2].
A typical graph of G( ) is displayed in Fig. 1 . Here n = 4.
