Abstract. We prove an a priori bound for solutions of the dynamic Φ 4 3 equation. This bound provides a control on solutions on a compact space-time set only in terms of the realisation of the noise on an enlargement of this set, and it does not depend on any choice of space-time boundary conditions. We treat the large and small scale behaviour of solutions with completely different arguments. For small scales we use bounds akin to those presented in Hairer's theory of regularity structures. We stress immediately that our proof is fully self-contained, but we give a detailed explanation of how our arguments relate to Hairer's. For large scales we use a PDE argument based on the maximum principle. Both regimes are connected by a solution-dependent regularisation procedure.
Introduction
The aim of this article is to derive a priori bounds for the three dimensional stochastic quantisation equation, also known as the dynamic Φ where ξ is the space-time white noise over R × R d . In our main result, Theorem 2.1, we show a bound on the solution in the case d = 3 on a compact space-time set that depends only on a finite number of explicit polynomials in the Gaussian noise on a slightly larger space-time set. In particular, our bound does not depend on any space-time boundary conditions.
The main difficulty when working with (1.1) is the roughness of the driving noise ξ which in turn makes the solution irregular and the interpretation of non-linear terms non-trivial. It is now well-understood that solutions are distribution valued in spatial dimension d 2 and the non-linearity has to be renormalised, which loosely speaking corresponds to replacing (1.1) by (1.2) (∂ t − ∆)u = −u 3 + "∞" u + ξ.
The theory of singular SPDEs of this type has been revolutionised in the recent years, starting with Hairer's theory of regularity structures [13] and the theory of paracontrolled distributions developed independently by Gubinelli, Imkeller and Perkowski [12] .
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Hairer's theory permits to develop a stable small scale theory, i.e. a local in time existence theory on compact spatial domains, for a large class of SPDEs satisfying a scaling property called subcriticality. This notion corresponds exactly to super-renormalisability in quantum field theory and equation (1.1) satisfies it for spatial dimension d < 4. In this approach, solutions are constructed in two steps. In the first step, a finite number of terms in a perturbative expansion of the solution based on the noise are constructed using probabilistic methods. In the second step, the actual solutions are sought in a space of distributions which are locally well approximated by these stochastic terms.
The renormalisation procedure is treated in the probabilistic step making strong use of stochastic cancellations, while the second step is purely deterministic. Hairer's work created a lot of activity. We mention in particular the works by Catellier and Chouk [4] and Kupiainen [16] who produced similar short time existence and uniqueness results for (1.1) using the method of paracontrolled distribution and renormalisation group.
The theory of regularity structures is by now well-developed and permits to analyse a range of equations which are much more singular than the dynamic Φ 4 3 model. It has been applied to (1.1) in "4−δ" dimensions [3, Section 2.8.2], to the sine-Gordon model in the full subcritical regime [6] , and constructions of three dimensional gauge theories and the evolution of a random string on a manifold have been announced [14] , [5] . However, the arguments currently available are insufficient to go beyond a short time existence theory in any of these equations. For example, the construction of solutions to (1.1) in [13] does not make use of the "good" sign of the nonlinear term −u 3 and would work equally if it were replaced with a +u 3 . Solutions for this modified equation are expected to blow up in finite time.
For (1.1) in dimension 3 the problem of passing from a local to a global solution theory has been largely overcome in a series of very recent works starting with [19] where (1.1) was studied on the torus T 3 and a priori estimates were obtained which ruled out the possibility of finite time blow-up. In [10] a priori estimates for solutions on the full space R 3 were shown; see also [1, 11] for an analysis of the invariant measures based on similar ideas. All of these articles worked in the framework of paracontrolled distribution rather than regularity structures.
In this article we present a completely different technique to derive a priori estimates within the framework of regularity structures. We show a space-time version of the "coming down from infinity" property, i.e. we provide a bound on the solution on a compact space-time set that depends on the realisation of the noise on a slightly larger set, but does not depend on the behaviour of the solution elsewhere, making full use of the strong non-linear damping term −u 3 . This local dependence makes this bound extremely useful when analysing the behaviour of solutions on large scales.
A main interest of this approach is the technique itself. Its advantages are that we effectively separate the argument for small and large scales by dealing with a family of regularised equations for large scales and use (an appropriate restatement) of the theory of regularity structures to analyse the small scales. This results in a relatively short argument compared to previous works and has the potential to work for a much larger class of equations. We want to stress that our argument is fully self-contained and does not make use explicitly of any of the results in [13] . In fact, in both the statement of our main result and its proof we fully avoid the terminology of this theory, i.e. the notions of model, modelled distribution, structure group etc. but give a direct statement of all of the required bounds. This is possible, because the algebra involved in the small scale solution theory of (1.1) is still not too complex and we hope that our direct approach makes the presentation more clear. We do however include a separate section in which we translate our main estimates into the regularity structure terminology.
Finally, we would like to mention that in our companion paper [18] we have implemented our approach in the case of one-dimensional reaction diffusion equations. Even in this much more regular case where no renormalisation enters, a priori bounds which do not depend on space-time boundary conditions seem to have been unknown. This paper is structured as follows. Section 2 contains the elements needed to state our main result, Theorem 2.1, starting with the definitions of the Hölder right spaces in Section 2.1. Section 2.2 presents the setting in which we solve Equation (1.1) and our main result. The outline of the proof and the different lemmas required are presented in Section 2.3. We then explain the close connection between our setting and Hairer's theory of regularity structures in Section 3, where the full regularity structure for the Φ 4 3 equation is presented. Section 4 contains the proof of the Theorem 2.1, and Section 5 contains the proof of the lemmas presented in Section 2.3.
2. Setting and main result 2.1. Measuring regularity. As usual when dealing with parabolic equations, regularity will be measured with respect to the metric
where | · | denotes the supremum norm on R 3 . We introduce the parabolic ball of center z = (t, x) and radius R in this metric d, looking only into the past:
We define the parabolic boundary of a set D accordingly, as the set of points z ∈ D such that for any r, B(z, r) ⊂ D. For R > 0 we define D R ⊂ D as the set at distance R from the parabolic boundary. Set P = (0, 1) × (−1, 1) 3 then we have (2.3)
Note that for R ′ < R 1 we have for any domain D,
For α ∈ (1, 2), we define the Hölder semi-norm
where ∇ refers to the spatial gradient. We will often deal with functions U (z, z) of two variables generalising the increments of u(z) − u(z) in (2.5) above. In this case we define for α ∈ (1, 2)
The infimum over functions ν is attained when ν(z) is the spatial gradient in the second coordinate of U at point (z, z). We often work with norms which only depend on the behaviour of functions / distributions on a fixed subset of time-space: if B ⊂ R × R 3 is a bounded set, then we define the local α-Hölder semi-norm [.] α,B as in (2.4) with the supremum restricted to z, z ∈ B. The use of a third index r as in [.] α,B,r indicates that the supremum is restricted to z and z at distance at most r. Similarly, . denotes the L ∞ norm on the whole space R × R 3 and . B the norm of the restriction of the function to B, and for a function of two variable, . B,r is the norm restricted to z, z ∈ B with d(z, z) r.
From now on x, y and z will always denote a generic space-time variable, and we introduce the function X which is the projection on space coordinates.
We work with a Besov-Hölder type norm to measure negative regularity. These norms are usually defined by measuring the rate of blow-up when testing the distribution with a smooth approximation of Dirac. Different definitions usually boil down to different choices of approximations (e.g. convolution with rescaled smooth kernels in [13, Definition 3.7] , projection in Fourier space in Littlewood-Paley theory [2] or wavelet basis [17] ) and different choices usually require slightly different proofs of key properties such as multiplicative inequalities and Schauder estimates. We need our testing operation to commute with the heat operator, which makes the convolution against rescaled kernels natural. Our definition is strongly inspired by the choice of smooth kernel satisfying the semi-group property with respect to the the scaling parameter first introduced in [21] . This semi-group property allows to effectively connect regularisations at different scales and thus makes the proof of the Reconstruction Theorem 2.8 very convenient. However, an additional twist is required. For us it is important to be able to define local norms that only depend on properties of distributions on a compact set. This makes it most convenient to work with a compactly supported kernel in the definition of the norm. But the kernel used in [21] does not have this property. Wavelet bases, on the other hand, permit a convenient transition from one scale to another and can consist of compactly supported functions, but unfortunately the projection on these basis functions do not commute with differential operators. The following simple construction yields a kernel which is compactly supported and enjoys a version of the semi-group property for dyadic scales which is enough to prove the reconstruction theorem.
We fix a non-negative smooth function Φ with support in B(0, 1), symmetric in space, with Φ(x) ∈ [0, 1] for all x ∈ R×R 3 and with integral 1. Setting Φ T (t,
. The convergence can be checked easily. Ψ T and Ψ T,n are non-negative and smooth, symmetric in space and with support B(0, 1) and B(0, 1 − 2 n ). We define the operator (·) T by convolution with Ψ T , and (·) T,n by convolution with Ψ T,n for n 1. (·) T,0 is the identity. Since Ψ T,n+m = Ψ T,n * Ψ T 2 −n ,m , we have
Taking m to infinity in this, or equivalently noticing that Ψ T = Ψ T,n * Ψ T 2 −n , we have the desired relation between dyadic scales
We then define the local C α norm of a distribution θ for α < 0 as
It is proven in [2, Theorem 2.34] that for a similar quantity, in the case where C is a torus of size one this corresponds to the classical Besov norm B α ∞,∞ . In our case, [θ] α,C depends on the distribution θ on C + B(0, 1) since Ψ has support in B(0, 1) Furthermore, we mention the scaling estimates, for n ∈ N ∪ {∞} and α > −5
Here and in the rest of the paper, " " denotes a bound that holds up to a multiplicative constant. This immediately implies that for any h ∈ C α , α ∈ (0, 2), and for any bounded set C, we have
Indeed, since Ψ is symmetric in space we have Ψ(y)X(y)dy = 0 and for all x ∈ C,
For products of function, we will sometimes be using the following notational convention:
The presence of the variable means that we evaluate the function there first, and the absence means that the convolution variable is used.
Main result.
We will work with a regularised version of (1.1) throughout, i.e we assume that u is a smooth function which on P satisfies (2.12)
for real valued parameters C 1 , C 2 . Thus, throughout the article, we never have to address the question how a given expression has to be interpreted to make sense. The main application we have in mind the case where ζ = ξ δ , i.e. a regularisation of the white noise at scale δ and where C 1 and C 2 are defined as the expectations of certain polynomials in ξ δ which diverge like 1 δ and log δ −1 as the regularisation is removed. However, in our analysis these values only enter in the assumptions on the "trees" (see (2.14), (2.17) and (2.19) ) and their precise values do not appear. Despite dealing with smooth functions we stress that all of our estimates are stable in the limit δ → 0, where ξ can only be measured as a distribution of regularity − 5 2 − and u as a distribution of regularity − 1 2 −. We will freely use the convention to speak of "distributions" when we refer to smooth functions that can only be measured in a distributional norm in this limit.
We first introduce several polynomials in ζ that are used in the local description of the solution to (2.12). These are (essentially) the same objects which appear in Hairer's small scale solution theory for (2.12) and we use his convention to denote these objects by trees.
We start by fixing an ε > 0 which will always be assumed to be "sufficiently small". The first tree is is assumed to satisfy the point-wise identity on P (2.13)
and we assume a control in the C :
and these distributions will be measured in the norms of C −1−2ε and C − 3 2 −3ε , respectively. We also introduce symbols of higher order: We assume that and satisfy the point-wise identity on P (2.15)
As expected with the heat operator, we assume that the regularity is increased by 2 i.e. ∈ C 1−2ǫ and ∈ C 1 2 −3ǫ . Finally we introduce the trees X denoting the product of with X, , and and for these we will need assume bounds on the quantitites
We will work with the function v := u − which satisfies
The fact that the constant C 1 disappears in this expansion was already noted in [7] and that was enough to define solutions in dimension 2, where the constant C 2 is unnecessary. 
where L = { , , X , , , , , , } and |τ | is the regularity in which we measure the tree τ in the way explained above. Remark 2.2. As stated above, the bounds we assume on the "trees" are (almost -see the following Remarks 2.4 and 2.5) identical to those appearing as input into the analytic part of [13] . The particular form of the x-dependent "counterterms" −X(x) (y) in (2.16), (x) (y) in (2.17) and − (x) (y) in (2.18) and (x) (y) in (2.19) corresponds exactly to the "positive renormalisation" or re-centering procedure of the trees performed there. See Section 3 for a more detailed discussion of positive renormalisation in the theory of regularity structures.
In the case where ζ = ξ δ is a regularised white noise and where C 1 = E (y) 2 and C 2 = E (y) (y), e.g. for y = (1, 0), uniform-in-δ-bounds on the various norms were obtained in [13, Section 10] . We stress that in this low-regularity situation the convergence of these terms as δ → 0 is highly non-obvious, even after renormalisation. The calculations use probabilistic tools and strongly rely on stochastic cancellations.
The estimates in [13, Section 10] actually yield bounds on the moments of all of these terms, so that our main result (2.21) implies bounds moments of the solution: for each τ is [τ ] γτ is a random variable in the (inhomogeneous) Wiener chaos of order n τ over the Gaussian noise, so that one gets
One of the main motivations to consider (1.1) is to use the Markovian dynamics described by it to study its invariant measure, the Euclidean Φ 4 3 quantum field theory. In order to link this Euclidean (imaginary time) field theory to a real time field theory, this measure should satisfy certain properties, the Osterwalder-Schrader axioms [9, section 6.1]. Our bounds (2.22) immediately transfers to this invariant measure. Unfortunately, these stretched exponential moments just fall short of the exponential bounds required for the Analyticity Axiom.
Remark 2.4. Hairer's convention in the definition of the symbols in (2.13), and in (2.15) differs slightly from ours: Instead of assuming that these objects satisfy a partial differential equation as we do, he defines them using an integral condition, e.g.
for a singular integral kernel K. This kernel K is essentially the Gaussian heat kernel, but it is post-processed to make it compactly supported and to integrate to 0 against polynomials up to a certain degree. After this post-processing K is not associated to a differential operator any more and in this definition and the other stochastic terms are not characterised by a (simple) PDE. This is in line with the general philosophy pursued in [13] to view (1.1) as an integral equation using the mild formulation rather than a differential equation.
Remark 2.5. Continuing the discussion of the symbols , and we point out that in (2.13) and (2.15) we do not impose boundary conditions, but only that a certain PDE holds point-wise. There is thus some choice in how these objects are defined and our main result, the estimate (2.21), holds uniformly over all of these choices. This is also the reason why the symbols and appear in the list L. A natural choice to would be to impose Dirichlet boundary conditions on the parabolic boundary of P in (2.13) and (2.15) and in this case such a Schauder estimate holds indeed. Moreover, with this choice one would have the nice property that all of the objects on the right hand side only depend on the realisation of ζ on P , which would be in line with a "space-time Markov property." This nice choice has the slight disadvantage that (in the case where ζ = ξ δ is a regularised white noise) the negative renormalisation would have to be modified reflecting the boundary conditions which would lead to xdependent C 1 and C 2 in (2.14), (2.17), (2.19) , and then an extra term would have to be added in (2.12) in order to make the renormalisation of the original equation xindependent. Such a construction could certainly be implemented, but we refrain from doing so here (see [8] , [22] for discussion of similar boundary issues).
Remark 2.6. The spatial dimension d = 3 only enters our analysis through the regularity assumptions on the "trees". The various γ τ are all derived from the parabolic regularity of the white noise in 1 + 3 time-space dimensions , which is − 5 2 −. The actual PDE arguments we present do not rely on a specific choice of d.
2.3.
Outline of proof. One of the key ideas behind the theory of regularity structures is the following scaling argument:
is the scaling under which the stochastic heat equation (∂ t − ∆)u = ξ is invariant in law.
For the Φ 4 equation the non-linearity −u 3 scales like λ 4−d u 3 . In dimension less than 4, this term formally vanishes on small scales, i.e. when λ goes to zero. This property is called subcriticality in Hairer's theory and corresponds to super-renormalisability in quantum field theory. This observation suggests that in order to control the behaviour of u on "small scales" one should use the heat operator and treat the non-linearity as a perturbation. This is precisely how a small-scale local solution theory is built in [13] .
The sign of the non-linearity −u 3 is not used in this argument. The argument for large scales on the other side clearly has to rely on the "good term" −u 3 and should not use the smoothing of the heat operator too much.
We have already seen that as a perturbation of the linear equation, v = u − satisfies (2.24)
To control large scales, we apply the regularising operator (·) T for some T to be chosen below and we get the equation
This equation is not closed in terms of v T and we will require control on the commutator 
where g is a bounded function. We have the following point-wise bound on u, for all
for some independent constant C.
This lemma is a simplified version of [18, Theorem 4.4] and the proof (in Section 5.3) is based on the maximum principle. It is the only part of the argument which makes use of the fact that u is a scalar field and not vector valued. The rest of the proof would go through in the vector-valued case and we expect that it is possible to find a vector-valued replacement for Lemma 2.6 as well.
In order to close the estimate obtained from Lemma 2.7, we require a bound that allows to control high order regularity of v in terms of the L ∞ norm. The classical method would consist of using Schauder estimate of the form [15, Theorem 8 
for solutions of inhomogeneous heat equation. Then if the right hand side depends on a lower order norms of u it can be absorbed into the left hand side . We perform such an argument in the case where usual Hölder norms are replaced by the norms of "modelled distributions" (which depend on the underlying noise ζ).
First, power counting suggests that v + has better regularity than v (namely 1 − 2ǫ) and that this would be enough to define v 2 = v(v + ) − (assuming that we can construct ), but not enough to define v . The next idea to get even better description of solution by explicit stochastic terms is to freeze coefficients at base point, and to look at local expansions that depend on that base point. The expansion of v in around base point x goes as follows:
We introduce the following function of two variables based on this local description:
The regularity of U , as defined in (2.6), is expected be higher than 1. This better description is indeed enough to define v . The core observation is the following abstract reconstruction theorem, which is a variant of [13, Theorem 3.10] and [20, Proposition 1] .
Theorem 2.8 (Reconstruction). Let γ > 0 and A be a finite subset of (−∞, γ]. Let T ∈ (0, 1) and x ∈ R × R 3 . For a function F : B(x, T ) 2 → R assume that for all β ∈ A there exist constants C β > 0 and γ β γ such that for all t ∈ (0, T ), for all
Then f : y → F (y, y) satisfies
where " " represents a bound up to a multiplicative constant depending only on γ and A.
As a consequence of this theorem, we get the following bounds on the products.
Lemma 2.9. The following bound on v 2 holds:
Lemma 2.10. The following bound on v holds:
where U is as introduced in (2.29) and ν is optimal in the definition 2.6.
The proof of Theorem 2.8 and the two Lemmas 2.9 and 2.10 can be found in Section 5.2. To bound the quantities appearing in the right hand side of these lemmas, we introduce our version of the Schauder estimate. 
, for any z ∈ B(y, L 2 ) the following "three-point continuity" holds:
Additionally define
, and
Here and in the proof," " denotes a bound that holds up to a multiplicative constant that only depends on κ and A. Then for a (near) optimal function ν in (2.36), for all r ∈ [0, r d ],
If
Here and in the proof," " denotes a bound that holds up to a multiplicative constant that only depends on κ.
Note that if D = P R for R < The Schauder estimate and the reconstruction lemmas can be combined with the large scale bound into a self-consistent bound that can be iterated leading to our main result, Theorem 2.1. This argument can be found in Section 4.
Translation to the language of regularity structures
Although our argument is not formulated using the terminology of the theory of regularity structures, the analysis of the small scale behaviour, Theorem 2.8, Lemmas 2.9 and 2.10 as well as the Schauder estimated 2.11, builds on the same key ideas as this theory. We now provide a translation of how the lemmas that appear in our paper can be stated in terms of the central objects introduced in the theory of regularity structures such as the models, modelled distributions, and the abstract integration operator.
We begin by recalling the setup in [13] : In [13, Definition 2.1] a regularity structure is defined as a triple (A, T, G), consisting of an index set A ⊂ R, a graded vector space T = α∈A T α and a group G of linear transformations acting on T with some additional properties. In this framework, the local description of the solution u is encoded by replacing the scalar valued function / distribution u by modelled distribution, which is a function U : R × R 3 → T for a certain purpose-built regularity structure. To build this structure one first introduces some symbols, namely {1, , , } ∪ {X i : i = 1, 2, 3}.
At this level these blue symbols are completely abstract objects, but of course they ultimately represent the functions / distributions appearing in the local description. To each of these symbols τ one associates a homogeneity |τ | ∈ R, namely
The space T is then defined as the finite dimensional space
and A is defined to be the set of homogeneities of these symbols. It turns out that the modelled distribution U takes the form
for some functions v and ν (which of course coincide with our functions v and ν). For our analysis we choose to work with a local description for v = u − , which in the notation of regularity structures would take the form
i.e. the only difference with respect to (3.1) is that the term is removed. Equation (3.2) should be viewed as an abstract counterpart of our equation (2.28). For us it is more convenient to work with v rather than u to get good bounds on the error term
We argue below, that the regularity assumption we impose on V is equivalent to the condition imposed on U in [13] .
Just like our main result, Theorem 2.1, the solution theory using regularity structures requires a perturbative expansion as an input. There this expansion is encoded in the notion of a model [13, Definition 2.17] . To each of the symbols, one associates a function / distribution Πτ corresponding exactly to our definitions (2.13), and (2.15), i.e.
A key idea of the theory is to not work with these distributions directly, but with centered or positively renormalised objects, Π x τ indexed by a base-point in x ∈ R × R 3 . The right notion of regularity for the modelled distributions U and V is then defined in term of this recentering procedure.
For the symbols we have introduced so far, the centering is relatively simple and amounts to subtracting the value at the base point for the symbols of strictly positive homogeneity:
The reason why one works with these centered objects is that one has good control over their behaviour as the argument approaches the base point x. This is encoded in the formula [13, Equation (2.15)],
where ϕ is a smooth test-function rescaled to scale λ and centered at the base-point x. This corresponds exactly to our regularity assumption on the Hölder norms of the objects, see Section 2.2 (our scale is called T rather than λ and the test-function is called Ψ rather than ϕ).
In order to connect the centering procedure to the functions U and V and to formulate the right continuity condition, it is useful to introduce the structure group G. In the current context this group is simply the five-dimensional group of all linear transformations F on T of the form
but this group will be enlarged as more symbols are introduced below. For each x ∈ R × R 3 we define F x ∈ G by
so that one gets Π x τ = ΠF x τ. Now, for x, y ∈ R × R 3 we set Γ xy = F The continuity assumption on U and V is formulated in terms of the translation operators Γ xy . U is said to be a modelled distribution of order γ if
where · β refers to the component in T β . It is easy to check that for both, U defined by (3.1) and V defined by (3.2), this condition translates precisely into the "modelledness conditions"
and this condition for γ = 5 2 − 3ǫ corresponds exactly to the regularity assumptions on U, ν and v we work with.
The main feature of the space of modelled distributions is that although expansions like (3.1) are ultimately used as good local descriptions of distributions, one can multiply them as if they were of positive regularity, provided one can expand the action of the model to new symbols that are seen as products of the symbols introduced earlier. For equation (1.1) one has to get a bound on u 3 = (v + ) 3 = v 3 + 3v 2 + 3v + . We aim to bound this in terms of:
• A high-regularity norm on v, namely the D γ norm of the modelled distribution V, which is defined as the smallest possible constant in the inequalities (3.6);
• The low regularity L ∞ norm v ; • The bounds on the various stochastic terms.
The term v 3 can immediately be bounded by v 3 and is a stochastic term which does not involve v. The only terms which require work are 3v 2 and 3v . The distribution has regularity −1 − 2ε, so a description of v to order γ > 1 + 2ε is required. Such a description is precisely provided by (3.2). One now defines new symbols { , , , , X }, (3.7)
associates to them a homogeneity using the rule |τ τ | = |τ | + |τ |, and simply defines a new modelled distribution for the local description of v by
This definition becomes substantial by extending the model (Π x , Γ xy ) to these new symbols. One would like to extend the operator Π x to these products simply by defining locally
), but such a definition may not be meaningful when the regularisation is removed. Fortunately, there is some flexibility at this level. The main requirements for multiplication to be well-behaved are only that (3.3) and (3.5) remain valid for the new symbols and additionally that one has the identity Γ xy (τ τ ) = (Γ xy τ )(Γ xy τ ).
It is here that the positive renormalisation, and hence the action of the structure group G becomes more involved than subtracting the value at a base point and the condition |τ τ | = |τ | + |τ | becomes strictly stronger than Hölder regularity. For example Π is a distribution of regularity −1 − 2ǫ but its homogeneity is strictly larger, namely − 1 2 − 5ǫ. The condition (3.3) states that near any base point x, Π is well described by a (x)Π up to an error of order − 1 2 − 5ǫ, which is strictly stronger than a bound on the C −1−2ǫ norm of it. Our definitions (2.14) and the assumed bounds (2.19), (2.17), (2.16) correspond exactly to the definitions for Π x and the bound (3.3) in [13] . The only difference is that for Hairer defines the trees , and using the inverse heat operator with some cut-off at large scales and appropriate right hand side. We only assume that they satisfy the heat equation point-wise without imposing any boundary conditions, but we additionally impose some natural regularity bounds, as explained in Remark 2.5. Combining Hairer's multiplication theorem [13, Theorem 4.7] and his reconstruction theorem [13, Theorem 3.10] then yields the estimate
where Π is the smallest possible constant in all of the assumed bounds on the model. This is essentially the statement of our Lemma 2.10 up to a few points:
• Some of the terms in Π x (V ) are removed from the left hand side of (2.33) and added to the right hand side using the triangle inequality.
• We prove these estimates "by hand" without using the algebraic machinery discussed above and in particular without introducing the group G to organise the various continuity assumptions. More precisely, Theorem 2.8, is a condensed version of [13, Theorem 3.10] which contains the key analytic estimate, but assumes the output of the algebraic machinery. In the case, of (1.1) the algebraic manipulations are not too complex and can be done directly quite easily, and that is precisely what we do in the proof of Lemma 2.10 • Along the way we keep track of the precise norms needed in each term, rather than compiling them in V D γ and Π . This added level of detail is important for us, especially when determining the exact exponents of each tree appearing in our final estimate (2.21).
The treatment of the term v 2 goes along similar lines. As has better regularity than , namely − 1 2 − ε, a local description of v 2 is only required to order > 1 2 + ε and this is provided by
which in turn prompts us to define
Again, our assumption (2.18) corresponds exactly to the homogeneity condition (3.3) in [13] and our Lemma 2.9 is obtained by combining the multiplication and reconstruction theorem and applying the triangle inequality, this time to remove the term corresponding to Π x V 2 from the left hand side completely. The Hölder norm [v + ] 1−2ǫ which appears on the right hand side of our estimate (2.32) corresponds to the norm of the modelled distribution one obtains by removing the terms −3v(x) − ν(x).X, which are not necessary here, from the definition of V in (3.2).
The last ingredient from the theory of regularity structures concerns the heat operator. For us, the gain of regularity for solutions to the heat equation is expressed in Lemma 2.11, and this corresponds to [13, Theorem 5.12] . Since (∂ t − ∆) −1 is a 2-regularising operator (β = 2 in Hairer's theory) and we aim to describe the left hand side of (2.20) with regularity Imposing that W is a modelled distribution of order − 1 2 −5ǫ [13, Definition 3.1] translates precisely to our three-point continuity condition (2.35), and our smallness assumption (2.34) corresponds to [13, Equation 5 .42], which in the notation of this section would be
Note that the information contained in the modelled distribution W is not enough to uniquely determine the reconstruction of the right-hand side, which therefore has to be viewed as input for the theorem. The exact statement of (2.35) appears slightly stronger than (3.9) because of the L ∞ norm on the left hand side and the extra parameter L, but in practice the seemingly stronger bound can be obtained easily from the weaker bound using triangle inequality and some lower-order regularity information.
In the framework of regularity structure the operator that encodes the integration of a modelled distribution is described as the sum of three operators. The first operator I acts point-wise on the modelled distributions by a shift of coefficients. The action on the trees is:
The continuity of the coefficients for a modelled distribution is transferred accordingly under the action of I. In our setting, this is also automatic and follows from our assumptions, as explained in Remark 2.5.
The non-trivial part of the integration happens on the levels 1 and X which is encoded in Hairer's theory in the operators J and N . We have again a direct translation, although we do not need to split the operator.
The differences between our approach and the one adopted by Hairer is that, in the spirit of [21] we use a kernel-free approach and we have a special treatment of the boundary on the levels 1 and X. We are also more precise in our final bounds in the sense that, as in the definition of V , we keep track of the precise norms needed in each term.
Proof of Theorem 2.1
4.1. Assumption. We assume that the bound of Theorem 2.1 in terms of powers of trees does not hold on a domain D = P r , and use that assumption to prove that then bound in 1 R holds. Our assumption is stated as such:
for some constant c < 1 that we will tune later, according to conditions suggested by equations (4.18) and (4.32). With these assumptions, Lemmas 2.9 and 2.10 can be restated as, for any x with B(x, T ) ∈ D,
and: 
We bound the some terms of this expression by the previous bounds (4.2) and (4.3) and the remaining ones as follows:
This proves (4.4).
The three-point continuity on U holds as follows. for any x ∈ D d , for any y ∈ B(x,
Lemma 2.11 applies to U with κ = 3 2 − 5ǫ. Note that in the bound 4.4 we see powers of T higher than T − 1 2 −5ǫ but we use the fact that T d to make up for that. After a few simplifications we get
4.3.
Simplifications. Our goal in this section is to produce bounds on the semi-norms
, in particular independent of each other. We introduce the following elementary bounds, which can be deduced from triangle inequalities and application of the Assumption 4.1.
and we recall that from Corollary 2.12 we have the two bounds, assuming
We will also be using the bound 
We inject those in the right hand side of (4.8) and we bound positive powers of d by powers of d 0 . A few computations allow to reduce the result to the following expression:
where the index of the sum h is taken in a finite subset of [0, in the right hand side under a first smallness condition on c depending on the constant implicit in . If this condition is satisfied, we have:
In this equation and in the following, does not depend on this first condition on c. Applying this to Equations (4.14) to (4.17) gives 
and
In this last estimate, we have used triangle inequality to get v T D d+T out of the left hand side, and then used the assumption 4.1 to bound it. 4.4. Application of Lemma 2.7. We now go back to the original equation, and start to study large scale. We convolve the equation (2.20) with Ψ T :
Lemma 2.7 implies that for all r > 0 and 0 < R ′ < R such that r + R < 1 2 , we have
The goal is now to balance the commutator and the renormalized powers of the noise term by choosing the parameter T appropriately. We first mention that applying (2.11) and then Assumption 4.1 gives the bound:
We need estimates on the commutator (v T ) 3 − (v 3 ) T . This is easily obtained as v is C 1 2 −3ǫ , using the moment bounds (2.10) and (2.11). For any z ∈ P r+R ′ ,
. Since this is true for all z ∈ B(z, T ),
. In conclusion of this step, , as set in (4.19) . In the left hand side of (4.23),(4.25) and (4.26) we make the particular choice
Since k > 2 we have d ∼ d 0 , and we also have
for some constant C > 1. We see that we can choose k large and then impose another smallness condition on c to get,
v Pr .
4.6.
Iterating the result. If we have R 2R ′ , then we can rewrite equation (4.33) for r = 0 as
The first argument of the maximum (4.34) is equal to the second one for
This is not in contradiction with R 2R ′ = 2 v P as C > 1. We now define a finite set 0 = R 0 < . . . < R N = 1 2 by setting
as long as the times R n+1 defined this way stay strictly less than 1 2 . We terminate the sequence once this algorithm would produce a R n+1 is increasing in n so the sequence necessarily terminates after finitely many steps. Equation (4.33) applied with r = R n−1 for n = 1...N then give the bounds for smaller and smaller parabolic boxes.
We now show that the bound (2.21) in Theorem 2.1 holds for all R = R n , n ∈ {0, ..., N }. If Assumption (4.1) does not hold for D = R N it is immediate, in the other case for k n, v PR n v PR k 2 k−n and hence . In the first case we invoke (4.37) for n = N − 1 and in the second case the definition of R n+1 − R n , in both cases yielding a bound on v PR N −1 . Finally for values R ∈ (R n , R n+1 ), we use the definition of R n+1 − R n :
PR . This concludes the proof of the theorem. Step 1. We claim that for all base points x and scales T, R and L with R 
where the infimum runs over all affine functions l(y) = C.X(y − x) + c. To prove this, we define a decomposition U T (x, .) = u > + u < where u > is the solution to
with Dirichlet boundary conditions. By standard estimates for the heat equation [15, Cor.8 
As (∂ t − ∆)u < = 0 on B(x, L) for ∂ ∈ {∂ t , ∂ i ∂ j } a differential operator of order 1 in time or 2 in space,
for any affine function l > , where we used R L 2 , and the fact that the differential operators used cancel the spatial linear functional. Next we define a concrete affine function l < via l < (y) := u < (x) + ▽u < (x).X(y − x) and observe, using Taylor's formula,
Using the triangle inequality once more and (5.2) gives:
which implies (5.3)
Step 2. We claim that for all base points x and scales T, L, it holds:
Indeed, since Ψ is symmetric, it integrates to 0 against linear functions hence for any y ∈ B(x, R), we have
Step 3. We prove
Multiplying Equation (5.1) by R −κ and fixing the length ratios R = ǫL = ǫ −1 T for some ǫ 
Taking the supremum over L d 2 while keeping the ratios R = ǫL = ǫ −1 T fixed we get
The last term is bounded by
Hence we have
where the ratios between L and T , and R and T are fixed only within the supremum operators. Applying Equation (5.3) gives
The last term on the right hand side can now be absorbed into the left hand side for ǫ sufficiently small, giving the bound 5.4
Step 4. We prove that
We first argue that we can change the order of the supremum and the infimum in sup R ǫd 2 R −κ inf l U (x, .)− l B(x,R) . Since U (x, x) = 0 it is clear that one can restrict to l(x) = 0 hence l(y) = C(x, R).X(y − x). We argue that C may be chosen independently of R. Let C R be the (near) optimal constant for the radius R. Then
Since κ > 1, this can be extended by summation to all R ǫd 2 , thus there exists a near optimal constant C independent of ρ. We then have
Therefore, if we take the supremum over x ∈ D d in Equation (5.4) then multiply it by d κ and take the supremum over d, we get
The last term can be absorbed into the left-hand side for ǫ small enough since for y ∈ B(x,
) and consequently for z ∈ B(y,
, which gives
We concludes the proof of (5.6) by extending to all y ∈ D d with the following argument 
where the constant in " " depends only on γ (in particular not on N ), thus proving the theorem.
Proof of Lemma 2.9.
To obtain a bound on (v 2 ) T (y) we implement the following expansion. To bound the remaining part, we will apply Theorem 2.8 and to that end we set To bound the remaining part, we will apply Theorem 2.8 and to that end we set Together with bounds (5.12) to (5.14), we get the lemma 2.10.
5.3.
Proof of Lemma 2.7. This proof is a version of the proof of Theorem 4.4 in our companion paper, [18] , specialised to cubic non-linearity. This specialisation makes the proof significantly simpler. We only prove the bound for the positive part of u. 3 at some point
