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This paper describes an algebraic approach to computing the system of adjoint curves
to a given absolutely irreducible plane algebraic curve. The proposed algorithm utilizes
the integral closure of the coordinate ring rather than expanding neighborhood graphs
using quadratic transformations.
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1. Introduction
The adjoint curves (curves passing through all singularities of a given curve with a \high
enough" multiplicity) play an important role in various areas of mathematics|number
theory, coding theory, algebraic geometry, etc. This paper aims at a solution of the
problem of computing the system of adjoint curves for a given absolutely irreducible
plane curve using methods from commutative algebra. For alternative approaches the
reader may refer to e.g. .Polemi et al. (1992), .Hach¶e and Le Brigand (1996), .van Hoeij
(1994), .Sendra and Winkler (1991).
The adjoint curves are tightly bound to the structure of singularities. Hence, one of
the major partial goals of the algorithm is to determine a data structure describing all
singularities (distinct and inflnitely near) of a plane curve, or, equivalently, to determine
a description of the non-singular model. This may be done either by expanding the neigh-
borhood graph of the curve .(cf. Sendra and Winkler, 1991), by computing expansions of
all branches at singular points in form of Puiseux series .(cf. Kozen, 1994), or by com-
puting the normalization of the coordinate ring .(see van Hoeij, 1993). The expansion of
the neighborhood graph may quickly prove to be prohibitively complicated, at least in
characteristic zero where it leads to an exponential time algorithm provided the curve
has inflnitely near points .(cf. M•nuk et al., 1994). The reason seems to be hidden in the
imperfect exploitation of the structure of singularities of the quadratic transformation
which is used to compute the neighborhood graph. On the other hand, the normalization
technique may circumvent some di–culties of the expansion approach. There is a strong
hope, that it may be reflned to a feasible and powerful method to obtain the non-singular
model.
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In this paper we make use of the structure of the coordinate ring and its integral
closure in the function fleld to get a description of the non-singular model. The adjoint
curves may then be extracted from this data by solving a system of linear equations over
a polynomial ring. This approach is based on the theory of Dedekind domains. Even
though only a little is known about comparison of the above methods, this approach
should introduce new and clearer structures and open alternative views.
2. Main Result
In this section we present a sketch of the algorithm for determining the system of
adjoint curves using information extracted from the integral closure of the coordinate
ring of a given plane curve.
Let us now brie°y describe the ideas behind the algorithm. We will give here only a
very coarse description of underlying concepts. We refer to Section 3 for details.
Throughout this paper, let F (X;Y ) be an irreducible bivariate polynomial describing
an absolutely irreducible a–ne plane curve C. Note that since all notions are of local
nature, the results may easily be extended to projective curves.
Let k[C] = k[X;Y ]=(F ) denote the coordinate ring and k(C) the fleld of rational func-
tions of C. Let Adj(C) denote the system of adjoint curves to C and C the complementary
module of the integral closure k[C] of k[C] over the polynomial ring k[X] [for deflnitions
of these notions we refer to Section 3.1 or to .Zariski and Samuel (1975)].
Theorem 2.1. The notations being as above. Then
Adj(C) =
@F
@Y
D¡1 =
@F
@Y
C:
This theorem together with the fact that the complementary module has a flnite basis
over k[X] provides a useful knowledge to give a flrst sketch of a procedure to compute
the system of adjoint curves. See Algorithm 1. The details will be worked out later.
Adjoint System(C)
Input: absolutely irreducible plane curve C given by a polynomial
F (X;Y )
Output: basis of Adj(C) as a flnite k[X] module
1. compute a basis of the integral closure k[C] of k[C] in k(C)
2. compute a basis f·igni=1 of the complementary module C of k[C]
with respect to k[X]
3. return f @F@Y ·igni=1
Algorithm 1: Adjoint system|sketch.
The rest of this paper deals with the proof of correctness of the Algorithm 1.
3. Dedekind Domains and Singular Points on Plane Curves
In this section we provide the basics of the theory of Dedekind domains as far as they
are used to prove correctness of the Algorithm 1. For a detailed exposition of this theory
we refer to .Zariski and Samuel (1975) and .Fulton (1989).
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3.1. basic notions of Dedekind domains
Let F (X;Y ) be a bivariate polynomial over a fleld k of characteristic 0. Let x and y
be images of X and Y in the coordinate ring k[C], respectively. We consider F (X;Y ) as
a univariate polynomial G(Y ) in Y over k(X). Then fxg is a separating transcendence
basis of k(x; y)jk, i.e. any element z 2 k(x; y) is a root of a separable polynomial over
k(x).
Due to the Normalization Lemma .(see, for example, Zariski and Samuel, 1975, ch. 5,
thm. 8) we may assume that F is monic in Y , more precisely, there exists a change
of coordinates ¿ of the a–ne plane A2(k) such that k[x0; y0] = k[¿(x); ¿(y)] is integral
over k[x0]. Moreover k(x0; y0) is separable over k(x0). Let us rename x0 to x and y0 to y.
Hence y 2 k[C] is an integral element over the subring k[x] and the integral closure of
k[x] in k(x; y) coincides with the integral closure k[C] of k[C] in k(x; y). The coordinate
ring k[C] is integrally closed in k(C) if and only if C is a non-singular curve .(see e.g.
Shafarevich, 1994, chap. II, section 5).
The integral closure of the coordinate ring is the basic piece of data we need to extract
all necessary information to compute the system of adjoint curves. The following theorem
is very essential from the algorithmic point of view. It guarantees the representability of
the integral closure of certain types of integral domains in terms of a flnite number of
basis elements.
Theorem 3.1. Let R be a flnitely generated integral domain over a fleld k, and let K 0
be a flnite algebraic extension of the quotient fleld of R. Then the integral closure R0 of R
in K 0 is a flnitely generated integral domain, and is a flnite R-module.
Proof. See .Zariski and Samuel (1975, ch. V, section 4). 2
Note that coordinate rings of curves and their quotient flelds obviously satisfy the
prerequisites of the theorem.
Let for the rest of this section R, R0, and K, K 0 denote arbitrary rings and flelds,
respectively. Now we proceed to study a modiflcation of the notion of an ideal which
allows us to impose the group structure onto the set of ideals of a ring.
Definition 3.1. Let R be an integral domain and K its quotient fleld. An R-submodule
a of K is called a fractional ideal of R if there is some d 6= 0, d 2 R, such that a ‰ 1dR.
Remark 3.1. It is easy to see that if a is a fractional ideal of R then there is an ordinary
ideal b ‰ R and a non-zero element d 2 R with a = 1db.
Let a be a fractional ideal of an integral domain R. We deflne (R : a) := fz 2 K j za ‰
Rg. This set is again a fractional ideal.
Definition 3.2. A fractional ideal a of R is said to be invertible if a (R : a) = R.
The nice property of some rings to permit unique factorization into prime elements
cannot, in general, be retained when passing to extensions. However, in numerous cases
unique factorization of ideals into prime ideals is still possible. In this context, the notion
of a Dedekind domain plays a central role.
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Definition 3.3. A ring R is said to be a Dedekind domain if it is an integral domain
and if every ideal in R is a product of prime ideals.
Dedekind domains bear a number of interesting properties.
Remark 3.2.
1. In a Dedekind domain, every fractional ideal invertible.
2. The integral closure of a Dedekind domain in a flnite separable extension of its
quotient fleld is again a Dedekind domain.
The proofs of these claims may be found in most books on commutative algebra .(e.g.
Zariski and Samuel, 1975).
In the sequel we will deflne two important fractional ideals|the conductor and the
difierent. They are closely related to each other. The difierent behaves like the reciprocal
of the conductor.
Definition 3.4. Let S and T be two rings, S ‰ T . The conductor CT jS of S in T is
deflned as
CT jS := fs 2 S j sT ‰ Sg:
Remark 3.3. The conductor of S in T is the largest ideal of S which stays an ideal
in T .
We proceed to deflnition of the difierent.
Definition 3.5. Let R be an integrally closed ring, K its quotient fleld, K 0 a flnite sepa-
rable (and hence simple) extension of K, and R0 an integral extension of R admitting K 0
as quotient fleld. Let TK0jK : K 0 ! K denote the trace of K 0jK. The set
CR0jR := fz 2 K 0 j TK0jK(zR0) ‰ Rg
is called the complementary module of R0 with respect to R.
Remark 3.4. The complementary module is a fractional ideal of R0.
Definition 3.6. Let CR0jR be the complementary module as above. The set
DR0jR := (R0 : CR0jR) = fz 2 K 0 j zCR0jR ‰ R0g
is called the difierent of R0 over R.
Let R be an integrally closed ring and K its quotient fleld. Let K 0 be a flnite separable
extension of K and R0 the integral closure of R in K 0. The Remark 3.2 shows that R0
is again a Dedekind domain. We establish now an important connection between the
conductor and the difierent.
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Theorem 3.2. With above notations, let y be an element of R0 such that K 0 = K(y)
and let F (T ) be the minimal polynomial of y over K. Then we have
F 0(y)R0 = CR0jR[y]DR0jR
where F 0 denotes the derivative of F .
Proof. See .Zariski and Samuel (1975, ch. V, section 11). 2
Corollary 3.1.
F 0(y)CR0jR = CR0jR[y]:
Proof. The assertion follows from the fact that the difierent is a fractional ideal of R0
and that in a Dedekind domain every fractional ideal is invertible. 2
Remark 3.5. Note that F 0(y) is always in CR0jR[y].
3.2. computing a basis of the conductor
In the previous section we summarized basic properties of Dedekind domains. The
conductor was in the center of our observation as it will turn out to be closely related to
the system of adjoint curves. In this section we describe a way to compute a basis of the
conductor in terms of a basis of the integral closure.
Let F , R, R0, K, K 0 be as in the Theorem 3.2. Observing that the integral closure R0 is
a flnite R-module and that the complementary module is a fractional ideal of R0, we may
determine a flnite basis of CR0jR thus obtaining a flnite basis for the conductor using the
Corollary 3.1. This yields an algorithmic way of describing the conductor of R[y] in R0.
A basis of the complementary module may be computed as follows. Let feigni=1 be
an integral basis of R0 over R (hence K 0 =
P
iKei). Consider the following matrix
A := (TK0jK(eiej))ni;j=1. Since K
0jK is a separable extension, the matrix A is invertible.
Then the linear system
nX
j=1
aljTK0jK(eiej) = –il; i = 1; : : : ; n (3.1)
has a unique solution (al1; : : : ; aln) over K for any l (–il denotes the Kronecker symbol).
Now let
·i :=
nX
j=1
ajiej : (3.2)
Then ·i is another basis of K 0jK. ForX
j
TK0jK(eiej)·j =
X
jk
aljTK0jK(eiej)el =
X
l
–ilel = ei:
Moreover, from (3.1) we have
TK0jK(·iej) = –ij : (3.3)
234 M. M•nuk
Now let z0 =
P
i ‡i·i 2 K 0 be an element of K 0, and r0 =
P
j fijej 2 R0. Then
TK0jK(z0r0) =
X
ij
‡ifij–ij =
X
i
‡ifii: (3.4)
Now we claim that f·igi is a basis of CR0jR as an R-module. Assume, z0 2 K 0 and
TK0jK(z0R0) ‰ K. Setting successively fi1 = 0; : : : ; fii = 1; : : : ; fin = 0 in (3.4) we get
‡i 2 R for all i. On the other hand, if ‡i 2 R for all i, then TK0jK(z0R0) ‰ R. Thus
CR0jR =
X
i
R·i: (3.5)
The equation (3.5) together with Corollary 3.1 yields a complete description of the
conductor of R[y] in R0. We obtain
CR0jR[y] =
@F
@Y
(x; y)CR0jR =
X
i
R
@F
@Y
(x; y)·i: (3.6)
3.3. singular points and the non-singular model
This section introduces some basic notions from the algebraic geometry of plane curves.
We will mainly focus on the algebraic way of the description of singular points and other
related notions. For detailed description of notions introduced in this section we refer
to .Shafarevich (1994), .Fulton (1989), or .Walker (1950).
First, we recall the concept of blowing-up an a–ne space. LetO be an arbitrary point of
the a–ne plane A2. Since translations map A2 isomorphically, we may assume O = (0; 0).
Let ˆ be the blow-up of A2 centered at O:
ˆ : A2 ¡! A2
(x; z) 7¡! (x; xz): (3.7)
Let C be an absolutely irreducible plane curve given by a polynomial F (X;Y ) deflned
over a separable fleld k such that X is not a tangent to C at any singular point. The
latter condition can be satisfled by applying a suitable change of coordinates. Using
the Normalization Lemma we may assume that F is monic in Y , in other words, the
coordinate ring k[C] is integral over the ring of univariate polynomials k[x]. For an
arbitrary point P 2 C (w.l.o.g. P = (0; 0)) we may consider the action of ˆ centered
at P on points of C. Let C 0 := ˆ¡1(C) denote the blow-up of C centered at P and ¾
be the restriction of ˆ to C 0. Note that if P is a non-singular point on C, the map ¾
yields an isomorphism of C 0 to C. However, if P is singular, there will be at least two
pre-images of P on C 0 and ¾ deflnes just a birational correspondence between C and C 0.
The pre-images are called points in the flrst neighborhood of P . If some of them are
singular, their structure is simpler than that of P . There is a chain of blow-ups of C
X = Ck
¾k¡¡¡¡! Ck¡1 ¾k¡1¡¡¡¡! ¢ ¢ ¢ ¾1¡¡¡¡! C1 ¾0¡¡¡¡! C0 = C
such that ¾i : Ci+1 ! Ci is a birational map and X, the non-singular model of C,
has no singular points. The set ¾¡1i¡1 – ¾¡1i¡2 – ¢ ¢ ¢ – ¾¡10 (P ) is called the ith neighborhood
of P . The collection of all neighborhoods forms the neighborhood graph .(see Fulton, 1989)
describing completely the nature of all singularities on C. Note that only singular points
have non-trivial neighborhoods. The singularities on C are called distinct singular points
while those in their neighborhoods are called inflnitely near.
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All properties studied in this paper are of local nature, i.e. they remain the same if
the curve is replaced by a neighborhood of a point. Since
k[C] =
\
P 02C
OP 0(C); (3.8)
where OP 0(C) denotes the local ring of C at P 0, we may obtain facts about k[C] by
studying local rings OP 0(C) for any point P 0 2 C. The equation (3.8) enables us to
recover properties of k[C] from OP 0(C). Therefore we flx an a–ne neighborhood W ‰ C
of P such that P is the only singular point in W . This neighborhood induces an a–ne
set W 0 ‰ C 0 containing all points from the flrst neighborhood of P . We may shrink W
such that W 0 contains no singularities of C 0 except possibly ¾¡1(P ).
The regular map ¾ induces a homomorphism of k[C] into k[C 0]:
¾⁄ : k[C] ¡! k[C 0]
g 7¡! g – ¾: (3.9)
Let us have a closer look at the action of ¾⁄ on k[C]. Let g 2 k[C] and s = mP (g). Then
¾⁄(g) = xsg0; (3.10)
g0 2 k[C 0]. For, let G(X;Y ) = Gs(X;Y )+Gs+1(X;Y )+ ¢ ¢ ¢+Gm(X;Y ), where Gi(X;Y )
are forms of degree i, be a polynomial corresponding to g. Then the image of g0 is given
by G0(X;Z) = Xs(Gs(1; Z) + XGs+1(1; Z) + ¢ ¢ ¢ + Xm¡sGm(1; Z). We call ¾⁄(g) the
total quadratic transform of g and g0 the proper quadratic transform of g. From (3.10) we
see that if g passes through the origin with multiplicity s, the total quadratic transform
of g passes through any points in the flrst neighborhood of P with multiplicity at least s.
However, the proper quadratic transform need not pass through those points at all. The
map ¾⁄ may be extended to ¾⁄ : k[C]! k[X].
Let now D be a plane curve given by a polynomial G and g be the image of G in k[C].
We extend the notion of the multiplicity of a curve at a point to arbitrary neighborhood
points. We say that D passes through a point Q 2 C 0 in the flrst neighborhood of P with
multiplicity s if the multiplicity of the proper quadratic transform of g at Q is s. Points
in ith neighborhood are handled analogously. Curves having a high enough multiplicity
at all neighborhood points bear a number of important properties.
Definition 3.7. Let C be an irreducible plane curve. Let P be a singular point (distinct
or inflnitely near) of C of multiplicity mP (C). A curve D is called an adjoint curve to C
at P if
mP (D) ‚ mP (C)¡ 1: (3.11)
The set of curves which are adjoint to C at P is denoted by AdjP (C). If (3.11) holds for
all singular points P on C (distinct or inflnitely near), and hence for all P , D is called
an adjoint curve to C. The set of adjoint curves to C is denoted by Adj(C).
Remark 3.6. When referring to functional properties of adjoint curves, we use the no-
tation Adj(C) also for the ideal of k[C] generated by images of polynomials which deflne
adjoint curves. This identiflcation does not cause any confusion.
For the sake of simplicity we replace C by an a–ne neighborhood of P , passing from
k[C] to OP (C), such that this neighborhood does not contain any other singular point
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except P . Hence C 0 will be replaced by the inverse image of this neighborhood which is
again a–ne. Local results may then be easily globalized to k[C] using (3.8).
Let ¾¡1(P ) = fP1; : : : ; Pr0g be points in the flrst neighborhood of P . Then we say
that Pi lies above P and denote this fact by Pi ´ P . This notation naturally extends to
points in arbitrary neighborhoods of P . In the sequel, we show that the local ring of a
point Q ´ P is integral over OP (C).
Proposition 3.1. There is an a–ne neighborhood W of P on C such that W 0 =
¾¡1(W ) is an a–ne open subvariety of C 0, ¾(W 0) = W , k[W 0] is integral over k[W ],
and xr¡1k[W 0] ‰ k[W ].
Proof. Let F =
P
i+j‚r aijX
iY j . Consider the neighborhood of P deflned by the
image h of H(Y ) = Y ¡rF (0; Y ) =
P
j‚r a0jY
j¡r in k[C]. We set W = fQ 2 C j h(Q) 6=
0g. Since X is not a tangent to C at P , H(0; 0) = 1 and P 2 W . Then W 0 := ¾¡1(W )
is a–ne neighborhood on C 0 containing all points in the flrst neighborhood of P .
To prove that k[W 0] = k[W ][z] is integral over k[W ], observe that
F 0(x; z) =
X
aijx
i+j¡rzj =
X
aijy
i+j¡rzr¡i: (3.12)
The leading coe–cient of this polynomial is h which does not vanish at any point of W 0.
Hence h is a unit in k[W 0], and (3.12) yields the desired integral dependence of z on
k[W ]. The last assertion follows from the fact that xr¡1zi = xr¡1 ¢ yixi = xr¡i¡1yi for
0 • i • r ¡ 1. 2
Corollary 3.2. Let S be a flnite set of points in A2. The neighborhood W in the Propo-
sition 3.1 may be chosen such that is does not contain any point from S.
Proof. For any Q 2 S consider a line LQ passing through Q and not through any other
point of S. Then replace h in the proposition by h
Q
Q2S LQ. 2
The relations between the original curve C and C 0 are re°ected in the relations of
respective local rings. Since the blow-up is an isomorphism everywhere except at P , local
rings OQ(C 0) of points Q 2 C 0 difierent from any Pi (Pi 2 ¾¡1(P )) are isomorphic
to the corresponding local rings O¾(Q)(C) on C. Note that we are considering only a
neighborhood of P devoid of singularities other than P . Difierences arise between local
rings of points on C 0 lying above P . If g 2 OP (C), then obviously g is regular at all Pi
on C 0 lying above P . Hence we have an embedding
OP (C) ,!
\
Pi2¾¡1(P )
OPi(C 0):
The Proposition 3.1 allows us to describe this relationship precisely.
Corollary 3.3.
(i) \
Pi2¾¡1(P )
OPi(C 0) is integral over OP (C):
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(ii)
OP (C) =
\
Q´P
OQ(X)
Proof. Let g 2 TPi2¾¡1(P )OPi(C 0), i.e. g is regular at all Pi’s. Let P be the set of poles
of g on C 0. This set is algebraic, and hence flnite. We may thus flnd a neighborhood W
of P on C such that W 0 does not contain any pole of g, i.e. g 2 k[W 0]. This means
that g is integral over k[W ], and hence over OP (W ) since OP (C) ¾ k[W ]. The fact
OP (W ) = OP (C) concludes the proof of the flrst assertion. A proof of the second fact
may be found in .Stichtenoth (1993, Chapter III). 2
Remark 3.7. Note that the local rings OQ(X) are discrete valuation rings, i.e. noethe-
rian, integrally closed, and the maximal ideal is principal. Hence each Q 2 X may be
assigned a valuation ordXQ of OQ(X). This valuation naturally extends to the function
fleld k(C) = k(X).
3.4. adjoint curves and the conductor
In this section we prove that the adjoint curves are precisely those in the conductor of
the coordinate ring in its closure. The following lemma will be used in the proof of the
theorem. Its proof was greatly inspired by ideas of .Schicho (1995).
Lemma 3.1. Let C be an irreducible plane curve deflned by a polynomial F 2 k[X;Y ],
F = F (X;Y )r+F (X;Y )r+1 + ¢ ¢ ¢+F (X;Y )n, and P a point on it. Let C 0 be the blow-up
of C centered at the origin, and fP1; : : : ; Pr0g be points in the flrst neighborhood of P .
For any g 2 k[C] such that
g 2 C\r0i=1OPi (C0)jOP (C)
there is
g 2 mr¡1
where m is the maximal ideal of OP (C).
Proof. Let M = \r0i=1OPi(C 0). We see that y=x 2M. Hence g yx 2 OP (C), and there is
fi 2 OP (C) such that
gy ¡ xfi = 0:
Let G, X, Y , and A be pre-images of g, x, y, and fi, respectively, under the map
k[X;Y ](X;Y ) ! OP (C). Let M be the maximal ideal in k[X;Y ](X;Y ). Then
GY ¡XA 2Mr: (3.13)
Now let G(X;Y ) = Gk(X;Y ) + ¢ ¢ ¢ + Gm(X;Y ) where Gi(X;Y ) are forms of degree i.
Assume that at least one Gl(X;Y ), where k • l < r, is not identically zero, and let
GY ¡XA =
X
k•i+j
°ijX
iY j : (3.14)
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From (3.13) we have X
k•i+j<r
°ijX
iY j = 0: (3.15)
This is impossible since otherwise we would have an algebraic dependence of y upon k[x]
of degree less than n = deg(F ). Hence the coe–cients of GY at monomials of degree at
most r ¡ 1 are zero. The assertion follows then immediately. 2
Theorem 3.3. Let C be an absolutely irreducible plane curve. Then
Adj(C) = C
k[C]jk[C]: (3.16)
Proof. Referring to the discussion about connections between local and global proper-
ties in Section 3.3 we prove AdjP (C) = COP (C)jOP (C). The theorem follows then using
the equation (3.8).
First, let D be an adjoint curve to C at P given by a polynomial G(X;Y ). Let g be
the image of G in k[C]. We have to show that
g 2 COP (C)jOP (C):
The claim will be proved by induction on the depth N of the neighborhood tree rooted
in P . If N = 0, i.e. P is a non-singular point, then the local ring OP (C) is integrally
closed. Hence (3.4) is trivially fulfllled. Let C be a curve having the neighborhood graph
of depth N + 1. Let ¾¡1(P ) := fP1; : : : ; Pr0g be the flrst neighborhood of P . Now G
passes through P with multiplicity at least r ¡ 1, where r = mP (C). Then G(X;Y ) =P
i+j‚r¡1 gijX
iY j , gij 2 k. For 1 • k • r0 consider the image ¾⁄(g) 2 OPk(C 0).
From (3.10) we have
g0 = ¾⁄(g) = xr¡1g00; g00 2 OPk(C 0): (3.17)
Moreover, g00 was assumed to be adjoint at all points Q ´ Pk, i.e.
g00 2
r0\
k=1
OPk(C 0) (3.18)
where C 0 is the blow-up of C centered at P . Now from (3.17) and Proposition 3.1 we
have
g0 2 OP (C): (3.19)
On the other hand, let us denote the ith neighborhood of P by Ni (N0 = fPg). We
will show by induction that if
g 2 COP (P )jOP (C);
then for any Q 2 N = [Ni=0Ni
mQ(g) ‚ rQ ¡ 1
where rQ is the multiplicity of the corresponding blow-up of C at Q.
If Q 2 NN , i.e. Q lies on the non-singular model of C, then the assertion is trivial
since Q is non-singular. Assume that it holds for any Q 2 [Ni=1Ni. Let
g 2 COP (P )jOP (C): (3.20)
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We have \
Pi2N1
OPi(C 0) ‰ OP (C):
From (3.20) we conclude g(\OPi(C 0)) ‰ OP (C). This implies
g 2 C\OPi (C0)jOP (C):
The assertion then follows from the Lemma 3.1. 2
4. The Reflned Algorithm
The connection between the ideal of adjoint curves and the conductor established in
previous sections enables us to reflne the Algorithm 1.
Let C be an absolutely irreducible plane curve given by a polynomial F (X;Y ) 2
k[X;Y ]. Let x and y be images of X and Y in k[C], respectively. Let us denote by R the
ring k[x] and by R0 its integral closure in the function fleld k(C).
In the flrst step, the Algorithm 1 determines the integral closure R0 of R in k(C). The
Theorem 3.1 shows that this can be done efiectively by providing a flnite basis of R0 as a
flnite R-module. Note, that there is an computationally feasible solution to this problem
provided in .van Hoeij (1993). The Step 2 computes a basis of the complementary module
CR0jR of R0 with respect to R according to the procedure developed in Section 3.2. Finally,
having a basis of CR0jR, it is only a matter of multiplying it by the Y -derivative of F to
obtain a basis of the system of adjoint curves. See the Algorithm 2.
Adjoint System(C)
Input: absolutely irreducible plane curve C given by F (X;Y )
Output: basis of Adj(C) as flnite R module
1. determine a basis feigni=1 of R0 as a R-module
2. for j ˆ 1 to n do
3. solve the linear system
–ij =
nX
k=1
aikTK0jK(ekej); i = 1; : : : ; n
for aij over K
4. end
5. compute f·i :=
Pn
j=1 aijejgni=1
6. return f @F@Y (x; y) ·igni=1
Algorithm 2: Adjoint system|full version.
Acknowledgements
I would like to express deep thanks to my colleges J. Schicho and E. Volcheck who
spent hours in fruitful discussions with the author about the topic of this paper.
240 M. M•nuk
References
.|Fulton, W. (1989). Algebraic Curves. Addison{Wesley.
.|Hach¶e, G., Le Brigand, D. (To be published). Efiective constructions of algebraic geometry codes.
.|Kozen, D. (1994). E–cient resolution of singularities of plane curves. In Proc. 14th Conf. Foundation of
Software Technology and Theoretical Computer Science. Madras, India, December 1994.
.|M•nuk, M., Sendra, R., Winkler, F. (1994). On the complexity of parametrizing curves. Technical Report
94{45, Research Institute for Symbolic Computation.
.|Polemi, D., Moreno, C., Moreno, O. (1992). Search and construction of good a.g. goppa codes. Preprint.
.|Schicho, J. (1995). Adjoints and conductors. Private communication.
.|Sendra, J.R., Winkler, F. (1991). Symbolic parametrization of curves. J. Symbolic Computation,
12(6):607{631.
.|Shafarevich, I.A. (1994). Basic Algebraic Geometry, volume 1. Springer Verlag, second edition.
.|Stichtenoth, H. (1993). Algebraic Function Fields and Codes. Springer-Verlag.
.|van Hoeij, M. (1993). An algorithm for computing an integral basis in an algebraic function fleld. De-
scription of the IntBasis package contained in the Maple share library.
.|van Hoeij, M. (1994). Computing parametrizations of rational algebraic curves. In ISSAC.
.|Walker (1950). Algebraic Curves. Princeton Univ. Press.
.|Zariski, O., Samuel, P. (1975). Commutative Algebra, volume 1. Springer-Verlag.
