In this paper, we establish a su cient condition for the stability of a multiclass uid network and queueing network under priority service disciplines. The su cient condition is based on the existence of a linear Lyapunov function, and it is stated in terms of the feasibility of a set of inequalities that are de ned by network parameters. In all the networks we have tested, this su cient condition actually gives a necessary and su cient condition for their stability.
1 Introduction applied to several networks to establish the stable region. Our main result is recasted in the context of queueing networks in Section 5. We conclude in Section 6 with some comments.
We close the introduction with some notation and convention used throughout this paper. All vectors are understood to be column vectors, and the transpose of a vector or a matrix is denoted by a prime. When e is used to denote a vector, it represents a vector of ones with its dimension appropriate from context. The K-dimensional Euclidean space is denoted by < K . Let x = (x 1 ; :::; x K ) 0 2 < K , and a f1; :::; Kg. Then the scalar jaj denotes the cardinality of a and the vector x a 2 < jaj is the restriction of x to its coordinates with indices in a. Similarly, A ab represents a submatrix of a matrix A, obtained by choosing the elements with row indices in a and column indices in b; A aa will be abbreviated to A a . The indicator function of a set S is the function I S that equals 1 when S prevails and 0 otherwise. For a real valued function f on 0; 1), _ f(t) denotes the derivative of f at t 2 (0; 1) (or the right-derivative if t = 0) whenever it exists.
A square matrix R is called an S-matrix if there exists a positive vector u such that Ru > 0; it is called a completely-S matrix if all of its principal submatrices are S-matrices. A K K square matrix R is Schur-S if all of its principal submatrices are nonsingular and there exists a positive vector u 2 < K such that u 0 a R a ? R ab R ?1 b R ba ] > 0 for any partition a and b of f1; :::; Kg. Other classes of matrices such as M-matrices and P-matrices are also referred to in the paper; Berman and Plemmons (1979) and Cottle, Pang and Stone (1992) are good references for various notion of matrices mentioned in this paper.
A Priority Fluid Network
We consider a uid network model consisting of J bu ers or call them stations, indexed by j = 1; :::; J. Each station has an in nite storage capacity, and stations are interconnected by frictionless pipes to form a network in which several classes of uids simultaneously circulate.
There are K classes of uids, indexed by k = 1; :::; K, and we denote by K = f1; :::; Kg the set of classes. Class k uid resides exclusively in station (k), where ( ) is a many-to-one mapping from the set of classes K to the set of stations J f1; :::; Jg. Let C(j) = fk 2 K : (k) = jg be the set of classes that reside in station j. Alternatively, we denote by a J K matrix C = (c jk ) J K , known as the constituent matrix, where c jk = 1 if (k) = j, and c jk = 0 otherwise. To avoid triviality, we assume that C(j) is nonempty for all j = 1; :::J; i.e. all stations must be resided by at least one class of uids.
To describe the uid network model, we take as primitives two K-dimensional nonnegative vectors Q(0) = (Q k (0)) and = ( k ), one K-dimensional positive vector = ( k ), one K K substochastic matrix P = (p`k) K K with a spectral radius strictly less than one, one J K constituent matrix C, and an one-to-one mapping from K to K (or equivalently the permutation of K). For k = 1; :::; K, we interpret the kth component Q k (0) of Q(0) as the initial uid level of class k (at station (k)), the kth component k of as the exogenous in ow rate of class k uid, and the kth component k of as the potential out ow rate of class k uid, or the processing (or service) rate for class k uid. Namely, if we assume that the time that can be allocated to processing or serving class k uid during the time interval s; t] with s t, is t ? s, then k (t ? s) is the maximum possible amount of out ow of class k uid in this duration. The (`; k)th element p`k of P represents the proportion of the out ow of class` uid that turns into class k uid and 1 ? P K k=1 p`k is the fraction that leaves the uid network.
Thus, the condition that P has a spectral radius strictly less than one implies that all uids will visit only a nite number of stations before leaving the uid network. The one-to-one mapping speci es the order at which uids of di erent classes are served. Speci cally, for any given`and k, if (`) < (k) and (`) = (k), class k uid does not get served at station (k) unless the uid level of class`equals zero, in other words, we say that class`has a higher priority than class k. For convenience, the mapping is also expressed as a permutation of K, namely, we write = (i 1 ; ; i K ) if (k) = i k , k 2 K. A uid network model described by the above primitives is referred to as uid network ( ; ; P; C) with initial condition Q(0) under priority service discipline . Vectors Q(0), and are referred to as initial uid level (vector), (exogenous) in ow rate (vector), and processing rate (vector), respectively. Matrix P are referred to as ow transfer matrix. To be consistent with the corresponding terms used in describing a queueing network, sometimes we also call , and P (exogenous) arrival rate (vector), service rate (vector), and routing matrix.
To illustrate our notation, consider a network shown by Figure 1 , which is known as the Lu-Kumar network and has two stations (J = 2) and four classes (K = 4). Only class 1 has The priority mapping (permutation) can be represented by = (4; 1; 2; 3). (Note that this representation is not unique. For example, we can also write = (4; 2; 3; 1) or = (2; 4; 1; 3).)
The processes that conveniently describe the performance of the uid network is the Kdimensional uid level process Q = fQ(t); t 0g and the K-dimensional unused capacity process Y = fY (t); t 0g. The kth component of Q(t), Q k (t), denotes the uid level of class k at time t, and the kth component of Y (t), Y k (t), denotes the (cumulative) unused capacity of station (k) during the time interval 0; t] after serving all classes at station (k) which have a priority no less than class k (include class k).
Usually, the performance of a uid network is described by the uid level process, together with another K-dimensional process, known as the allocation process. For comparison and convenience, we introduce the allocation process T = fT(t); t 0g and relate it to the unused capacity process. The kth component of T(t), T k (t), denotes the total amount of time that station (k) has devoted to serving class k uid during time interval 0; t]. Let H k = f`:`2 C( (k)); (`) (k)g be the set of indices for all classes that are processed at the same station as class k and have a priority no less than that of class k. Then by their de nitions, Y k (t) = t ? X 
The dynamics of the priority network can be summarized as follows
Y ( ) is nondecreasing with Y (0) = 0;
Y (t) ? Y (s) t ? s for all t s;
(`) < (k) and (`) = (k) implies _ Y`(t) _ Y k (t) for all`; k 2 K and t 0 where _ Y`(t) and _ Y k (t) exist, The interpretation of the relations (2)- (6) is postponed to the end of this section. We state the following proposition without proof. (The proof should be clear from the interpretation of the above relations.) Proposition 2.1 Given a uid network ( ; ; P; C) with initial uid level Q(0) and priority service discipline , there exist a pair (Q; Y ) satisfying relations (2)- (6) .
The process Q and Y are the uid level process and the unused capacity process, respectively. A uid network is said to be (strongly) stable under a priority service discipline if there exists a nite > 0 such that for any initial uid level Q(0) with e 0 Q(0) = 1 and any (Q; Y ) satisfying (2)-(6), we have Q(t) = 0 for t . A uid network is said to be weakly stable under a priority service discipline if for any (Q; Y ) satisfying (2)-(6) with Q(0) = 0, we have Q(t) = 0 for all t 0.
Now we return to interpreting relations (2)-(6). The equality (2) is in fact the ow-balance relation. To see this, note that the ow-balance relation is usually written as
or in the vector form, Q(t) = Q(0) + t ? (I ? P 0 )DT(t) 0: Substituting (1) into the above yields (2).
The properties for Y in (3) and (4) follow clearly from the de nition of Y . In fact, these are also satis ed by the process T, namely, T( ) is nondecreasing with T(0) = 0; C T(t) ? T(s)] e(t ? s) for all t s: Alternatively, we may derive the properties (3) and (4) from the above two properties for T in view of (1).
Relation (5) is the work-conserving condition. Speci cally, it means that Y k ( ) can increase at time t only when Q k (t) = 0; in words, station (k) cannot be idle when the uid level of class k is positive. Relation (6) speci es the priority discipline. It means that if class`has a higher priority than class k and they are served at the same station, then the unused capacity (or the idleness) after serving class`cannot increase at a rate slower than that after serving class k. In particular, if _ Y`(t) = 0, then _ Y k (t) = 0 for all k with (k) > (`) and (k) = (`); in words, if there is no capacity left after serving class`at time t, then there is no capacity left after serving all other classes which are at the same same station as`and have lower priority. An alternative description for the priority discipline is as follows: for any`; k 2 K and t 0, if (`) < (k); (`) = (k); and Q`(t) > 0; then _ T k (t) = 0:
In words, at any given time, if there is a positive uid level for a higher priority class`, then the station (`) (where the class`is processed) does not devote any of its processing capacity to a lower priority class k. It can be veri ed that the relations (5) and (6) are equivalent to the relations (5) and (9) . Finally, we note that in de ning the uid processes, the work-conserving condition (5) can be replaced by a seemingly stronger condition
which is implied by relations (2)-(6).
Main Result
Let = (I ?P 0 ) ?1 be the nominal total arrival rate (vector) and = CM = CM(I ?P 0 ) ?1 be the tra c intensity, where M = D ?1 = diag(m) is a K-dimensional diagonal matrix whose kth element is m k = 1= k . We state the main result with its proof postponed to the end of this section. Theorem 3.1 Consider a uid network ( ; ; P; C) under priority service discipline . Let vector and matrix R be as de ned in (7) and (8), respectively. Assume that < e. Then the uid network is stable if there exists a K-dimensional vector h 0 such that for any given partition a and b of K satisfying if class`2 a, then each class k with (k) = (`) and (k) > (`) is also in a; (10) we have h 0 a ( a + R ab x b ) < 0 Remarks. (1) First note that the number of partitions (a; b) of K is nite and the set S b is compact for each b; also note that the condition (11) is a strict inequality. Therefore, the su cient condition in the theorem is actually equivalent to a seemingly stronger condition that requires Applications of Theorem 3.1 to various network examples are to be given in the next section, where it is shown that the su cient condition in Theorem 3.1 leads to necessary and su cient conditions for all of the examples tested. However, the test procedure is more of case-to-case. Here we relate our stability problem to the stability of a Skorohod problem and try to explore some algebraic structure of the above su cient condition.
Relations (2)- (6) that determine the uid level process are closely related to a linear Skorohod problem (see Dupuis and Williams (1994) ). In fact, relations (2) , (3) and (5) Chen (1996) ). However, the processes Q and Y also satisfy additional relations (4) and (6), and it is not clear that these relations are satis ed by all solutions of the Skorohod problem.
Corresponding to our stability, a Skorohod problem is said to be stable if all solutions to a Skorohod problem are attracted to zero. In Dupuis and Williams (1994) , it was established that the stability of a Skorohod problem is a su cient condition for the positive recurrence of its associated semimartingale re ecting Brownian motion (SRBM). (As a comparison, the stability of our uid network (with some additional distributional assumptions) implies the positive Harris recurrence of its associated queueing networks; see Dai (1995a) .) In Chen (1996) , a su cient condition was derived for the stability of a linear Skorohod problem. Since the uid level process and the unused capacity process are solutions to the corresponding Skorohod problem, the su cient condition given by Theorem 2.5 in Chen (1996) is also a su cient condition for the stability of the corresponding linear uid network. The su cient condition given by Theorem 3.1 here is in fact a weakening of the su cient condition given by Theorem 2.5 in Chen (1996) , due to the additional relations (4) and (6) that must be satis ed by the uid level process Q and the unused capacity process Y . We note that in Chen's Theorem 2.5 and its corollaries, it is assumed that matrix R is completely-S. That assumption is to guarantee the existence of an SRBM, and is not required here.
As an immediate consequence of the above comparison, both Corollaries 2.6 and 2.8 in Chen (1996) with some minor modi cations hold here as well. For convenience, we will restate his Corollary 2.8; the proof is immediate, since R ?1 < 0 is implied by < e if we note that
Corollary 3.3 Assume that < e. A uid network ( ; ; P; C) under priority service discipline is stable if matrix R is Schur-S. This corollary immediately implies that a homogeneous uid network (where matrix C with a possible permutation is an identity matrix) is stable if < e, since in this case, matrix R = (I ? P 0 )D is an M-matrix and hence is a Schur-S matrix.
In general, to verify the stability condition in Theorem 3.1 amounts to verifying the feasibility of a set of inequalities and this can be very di cult. (Note that the number of such inequalities can be exponential in the number of uid classes K.) Corollary 3.3 provides a relative easier way to verify the su cient condition. Unfortunately, the requirement that matrix R be Schur-S appears too strong (as can be seen from the examples in the next section). Obvious questions are \can one identify a class of matrices R such that < e is su cient for the stability condition in Theorem 3.1?" and \Is the resulting condition close to a necessary condition?"
As an attempt to answer the above questions, the following two sets of matrices: a Pmatrix and a completely-S matrix, are considered. It turns out that requiring matrix R be a completely-S matrix is not su cient to guarantee the stability, and that requiring matrix R be a P-matrix is not necessary to guarantee the stability. This can be illustrated by the Lu-Kumar network example in Section 2, for which the matrix R takes the form, completely-S nor being a P-matrix is a necessary and su cient condition for the stability. However, for all of the examples we tested, R being a P-matrix is su cient for the stability condition given by Theorem 3.1.
Finally, we return to the proof of Theorem 3.1. This proof is essentially the same as the proof for Theorem 2.5 in Chen (1996) .
Proof of Theorem 3.1. We prove the theorem under the equivalent condition stated in remark (1) that follows the theorem. In other words, we assume that h > 0 and the righthand-side of the inequality (11) is replaced by ? , where > 0.
Let (Q; Y ) be a pair of the uid level process and the unused capacity process corresponding to the uid network. It is clear that both Q and Y are Lipschitz continuous and hence are absolutely continuous. Let f(t) = h 0 Q(t). Since h > 0 and Q 0, f(t) = 0 if and only if Q(t) = 0. By the calculus of uid models (Dai and Weiss (1996) ), to prove there exists a > 0 such that f(t) = 0 for all t , it su ces to show that _ f(t) < ? , whenever _ Y (t) exists (and hence both _ Q(t) and _ f(t) exist) and f(t) > 0. Let t be a point where _ Y (t) exists. Let a = fk 2 K : _ Y k (t) = 0g and b = fk 2 K : _ Y k (t) > 0g. Relation (6) implies that such de ned a and b pair is a partition of K satisfying condition (10).
Write equality (2) in block form:
Taking the derivative in the above yields _ Q a (t) = a + R ab _ Y b (t); 
Applications of the Main Theorem
For any given uid network, verifying the stability condition in Theorem 3.1 often amounts to verifying the feasibility of a set of linear inequalities. One may use the Fourier-Motzkin elimination method, the dual method, or the max-ow min-cut method (see, for example, Schrijver (1986) and Ford and Fulkerson (1962) ). For a uid network with J stations and K classes, the number of partitions that satisfying (10) is
where K j is the cardinality of the set C(j). In other words, there could be an exponential number of inequalities. Our best hope is to nd an equivalent stability condition that is stated explicitly in terms of the network parameters ( ; ; P; C) and , i.e., to identify explicitly when the set of inequalities given by (11) has a nonnegative solution h 0. For the practical use of Theorem 3.1, an e cient (polynomial) algorithm is desirable to verify the stability condition given by Theorem 3.1. However, these tasks are far from obvious, and are not undertaken here. Instead, we intend to answer whether this su cient condition is good, i.e., how close it is to the necessary condition. We believe this is a necessary rst step before one embarks on the more challenging tasks as mentioned above. To this end, we consider several examples that are representative of what have been known to the community today. We rst consider a re-entrant line under rst-bu errst-serve (FBFS) and last-bu er-rst-serve (LBFS) service disciplines. Next, we consider a two-station four-class network with a probabilistic routing, and nally, we consider the Dumas network (a three-station six-class network). In all of these examples, we demonstrate the su cient condition given by Theorem 3.1 is also necessary.
Before starting with individual examples, we state a lemma. The proof is complete. 
Re-entrant Lines
Re-entrant lines are uid networks ( ; ; P; C), whose parameters take the following special form: the exogenous in ow rate = (1; 0; :::; 0) 0 and the ow-transfer matrix P = (p ik ) with The priority is speci ed by = (4; 2; 3; 1). A network with a proportional routing would be a better term for describing this network, since nothing is probabilistic here. However, we use the term, \a probabilistic routing", to make it consistent with the term used in the queueing network. Proposition 4.3 Consider the uid network as speci ed above and assume that 1 = 3m 1 + 4m 4 < 1 and 2 = 3m 2 + 2:5m 3 < 1:
Then the network is stable if and only if 3m 2 + 2:5m 4 < 1:
Remarks.
(1) A necessary and su cient condition for the above uid network to be weakly stable is that e and 3m 2 + 2:5m 4 1.
(2) In studying two-station networks with a deterministic routing, Dai and Vander Vate (1996a) explained a virtual station phenomenon, where under certain priority disciplines, certain classes of uids can never be served simultaneously even though they are not served at the same station.
As an example, consider the Lu-Kumar network as shown by Figure 1 in Section 2. When class 2 and class 4 are given highest priorities at their respective stations, they can never be served at the same time, after their uid levels rst reach zero. Therefore, class 2 and class 4 constitute a virtual station. In contrast, a partial virtual station phenomenon is exhibited here, due to the probabilistic routing. For example, when station 2 serves class 2, a proportion of the out ow of class 2 becomes class 4, and only a proportion of station 1's capacity is required to serve class 4. Condition (15) 1 C C C A : (16) (1) The proof of \only if".
It su ces to construct a uid level process Q with Q(0) = (1; 0; 0; 0) 0 such that Q(t n ) 6 = 0 and t n ! 1 as n ! 1.
Note that < e and 3m 2 + 2:5m 4 and for 3m 2 + 2:5m 4 = 1, Q(nt 4 ) = (1; 0; 0; 0) 0 .
(2) The proof of \if". There are a total of eight partitions that satisfy condition (10), two of which by Lemma 4.1 need not be considered. The other six partitions are given by a 1 = f1; 2; 3; 4g; a 2 = f1; 2; 3g; a 3 = f2; 3g; a 4 = f1; 3; 4g; a 5 = f1; 4g; a 6 = f1; 3g: In the next step, corresponding to each a i (i = 1; :::; 6), we identify the set S i := S b i and write the inequality (11) , where b i is the complement of a i . Finally, we show that the set of all inequalities has at least one solution h 0. Since the sets S i and the coe cients in the inequalities depend on the parameter ranges, to carry out the above steps, we nd it convenient to consider the following cases: The analysis for each of the above cases is similar. We will only analyze Case 1 and leave the rest to the appendix. In Case 1, the sets S i , i = 2; :::; 6 
Dumas Network
We consider a network rst studied by Dumas (1995) with J = 3 stations and K = 6 classes (see Figure 4) . The network parameters are as follows: Remarks.
(1) Note that in either of the conditions (19) and (20), F( ) = 0. Hence, this result re nes the work of Dumas (1995) , where it was proved that the network is stable if F( ) < 0 and is unstable if F( ) > 0. The set f : F( ) < 0g was characterized in Dumas (1995) , and it was shown that this set is neither convex nor monotone. The non-monotonicity refers to the phenomenon that F( ) < 0 and 0 < do not necessarily imply F( 0 ) < 0; in other words, it may happen that the network is stable for a parameter , but not stable for a parameter 0 < . The proof of this proposition is rather long, but follows the same line of argument as the proof for Proposition 4.3. It is in the appendix.
Stability of Priority Queueing Networks
In this section, we apply the main result in Section 3 to study the stability of priority queueing networks. The queueing network consists of J stations indexed by j = 1; :::; J; and K job classes indexed by k = 1; :::; K: Let u k = fu k n ; n 1g be the sequence of interarrival time process, and v k = fv k n ; n 1g be the sequence of service time process, where u k n indicates the interarrival time between the (n ?1)st and the nth jobs of class k, and v k n indicates the service time for the nth job of class k, k = 1; :::; K. A class k job is served at station (k), and after its service completion, it may become a class`job with probability p k`a nd leave the network with probability 1 ? P K =1 p k`. Let P = (p k`) . Let C = (c jk ) be a J K matrix whose (j; k)th component c jk = 1 if j = (k) and = 0 otherwise. While each station may serve more than one classes of jobs, each job is served at one speci c station (determined by the many-to-one mapping ( )). Within a class, jobs are served in the order of arrival. Among classes, jobs follow a (either preemptive or non-preemptive) priority service discipline described by one-toone mapping from f1; :::; Kg onto itself. (The mapping can be equivalently described as a permutation of f1; :::; Kg.) Speci cally, a class k has a priority over a class`if (k) < (`).
We assume all random variables are de ned on a probability space ( ; F; P) with expectation operator E. Assume that u 
m k := Ev k 1 < 1 for k = 1; :::; K: (22) To avoid triviality, assume E := fk : Eu k 1 < 1g 6 = ;. Furthermore, assume that for each k 2 E, there exists some integer n k > 0 and some function p k (x) 0 on 0; 1) with R 1 0 p k (x)dx > 0; such that and the distributional assumptions (21)- (24) hold. Then the queueing network under a priority service discipline with parameters ( ; ; P; C) is stable if it satis es the condition in Theorem 3.1. Corollary 3.3 and examples in Section 4 can be carried over in an obvious fashion. In particular, for each of examples in Section 4, if the uid network is stable, then its corresponding queueing network is stable under the distributional assumptions (21)- (24), and if the uid network is not weakly stable, then its corresponding queueing network is transient in the sense that the total number of jobs in the network approaches in nity with probability one as time t goes to in nity (the latter of which also uses (1996)).
Concluding Remarks
We have established a su cient condition for the stability of a multiclass uid/queueing network under a priority service discipline, and have demonstrated through examples that this su cient condition is e ective, in the sense that it leads to a necessary condition. We note that in addition to the examples reported in Section 4, the su cient condition has also been applied to several two station re-entrant lines with various priority service disciplines, and in all of these cases, it gives a necessary and su cient condition. In particular, this su cient condition can establish the conjectures for a two-station network studied by Banks and Dai (1996) . Most surprisingly, this su cient condition which are obtained by a linear Lyapunov function can establish a necessary and su cient condition for a three-station network (Dumas' network) whose stability region is neither linear nor monotone.
A natural next step is to answer how powerful this stability condition is in a general network, and to nd e ective, either computational or algebraic, methods to verify this su cient condition.
Finally, we note that this su cient condition may also be used e ectively to establish or approximate the global stability region of a network, through considering the stability of the network under all possible priority service disciplines. Though it may not hold in general, in the case of a two-station network with a deterministic routing, Dai and Vande Vate (1996a,b) proved that its global stability region is determined by the stability regions of the network under all possible priority service disciplines. satisfy (26)- (27) and (30) . For the above h 1 , h 3 and h 4 , choose h 2 (> 0) satisfying (25) and (28)- (29); this is possible since the coe cient of h 2 is negative in (25) and (28) and then h 4 satisfying (25)- (27) with the chosen h 1 , h 2 and h 3 ; the latter is possible since the coe cient of h 4 in (25)- (27) is all negative. We use the Fourier-Motzkin elimination method to solve inequalities (25)- (30) . By (25)- (27) Note that the coe cient of h 2 is negative in (39) and (42) and is zero in (38) and (40)-(41).
So the set of inequalities (38)- (42) has a nonnegative solution if and only if (38) and (40) which implies that (38) and (40) (30) is same as (26) . Furthermore, the coe cient of h 4 is negative in (25) and (27) and is zero in (26) and (28)- (29) . Therefore, there exists a nonnegative solution in (25)- (30) if and only if there exists a nonnegative solution in (26) and (28)- (29) (25) and (29) and is zero in (26)- (28) and (30), and the coe cient of h 4 is negative in (25) and (27) and is zero in (26) and (28)- (30) . Therefore, the set of inequalities (25)- (30) can be reduced to the following set: The proof is similar to the proof done for the two-station case in subsection 4.2 by constructing a diverging path. Since the constructive proof for each of these cases is almost the same, we will only include the proof for Case 1 here. Note that for Case 3, Dumas (1995) proved directly that the queueing network is not stable.
In Case Let Q(0) = (1; 0; 0; 0; 0; 0) 0 and Q(t) = Q(0) + t + RY (t) for 0 t t 4 : Then it is direct to verify that under conditions (43)- (46), (Q(t); Y (t)) satis es (2)- (6) (10) (11) (57), (59)- (64), (66) and (68). Therefore, we only need to show the set (48), (55)- (57), (59)- (64), (66) and (68) (55)- (56) and (59) Following an argument similar to the one that leads to (70)- (72) Following an argument similar to the one that leads to (70)-(72) in Case 3.2, we can show it su ces to prove that (55)-(56) and (59) have a nonnegative solution. Some simple algebraic manipulation yields that the set of inequalities (55)- (56) and (59) We prove the proposition in four sub-cases. give a nonnegative solution to the above inequality.
