A convergence analysis is presented for additive Schwarz iterations when applied to consistent singular systems of equations of the form Ax = b. The theory applies to singular M -matrices with one-dimensional null space and is applicable in particular to systems representing ergodic Markov chains, and to certain discretizations of partial differential equations. Additive Schwarz can be seen as a generalization of block Jacobi, where the set of indices defining the diagonal blocks have nonempty intersection; this is called the overlap. The presence of overlap is known to accelerate the convergence of the methods in the nonsingular case. By providing convergence results, as well as some characteristics of the induced splitting, we hope to encourage the use of this additional computational tool for the solution of Markov chains and other singular systems. We present several numerical examples showing that additive Schwarz performs better than block Jacobi. For completeness, a few numerical experiments with block Gauss-Seidel and multiplicative Schwarz are also included.
Introduction.
Stationary classical iterative methods such as block Jacobi and block Gauss-Seidel currently are extensively used for the numerical solution of Markov chains; see, e.g., [20] . Schwarz methods can be seen as generalizations of these methods as they introduce overlap between the blocks. It is the purpose of this paper to show theoretically and experimentally that additive Schwarz iterations can be a viable alternative.
Schwarz iterative methods were developed to solve linear systems of algebraic equations derived from discretizations of partial differential equations; see, e.g., [17] , [18] , [23] . Schwarz methods are usually used as preconditioners, though in many cases they have been used as stationary iterative methods associated with a physical domain decomposed in p overlapping subdomains, especially for nonsymmetric problems; see, e.g., [14] . In this paper we focus on additive Schwarz when used as a stationary iterative method for the solution of an n × n consistent singular linear system of the form Ax = b, (1.1) where we assume that the null space of A is one-dimensional. This situation applies in particular to matrices A = I − B, where B is irreducible and column stochastic, representing an ergodic Markov chain, and b = 0. In this case, the solution of (1.1) corresponds to the stationary probability distribution of the Markov chain [20] . More generally, we assume that A is a singular M -matrix with each principal submatrix being nonsingular. Other situations, such as discretization of certain differential equations with Neumann boundary conditions, can also be represented with such matrices.
The convergence of Schwarz iterations in the framework of an algebraic formulation was studied in [2] , [7] , [10] , where theorems on convergence were presented for the case of A being symmetric positive definite, nonsingular M -matrix, and H-matrix. Recently, the convergence of multiplicative Schwarz iterations for singular systems was proved [13] . In the present paper, we prove the convergence of additive Schwarz iterations for singular systems and study certain properties of the induced splitting. When no overlap is present, additive Schwarz reduces to the classical block Jacobi method, while multiplicative Schwarz reduces to block Gauss-Seidel. We review these concepts later and we give definitions and theorems relating those matrices describing the overlap. Overlap has played a major role in the convergence of Schwarz methods for discretizations of differential equations. Here we present numerical evidence that overlap can indeed improve the convergence of iterative methods for singular systems, and specifically for ergodic Markov chains.
We mention that the use of Krylov subspace methods for these problems has not turned out to be so competitive; see, e.g., [16] .
The paper is structured as follows. In section 2 we review the algebraic formulation of additive Schwarz iterations and give some preliminaries, especially concerning the overlap. In section 3 we give conditions for the convergence of this iterative method when used with Markov chains. In section 4 we prove, for certain important cases, the existence of a splitting induced by the iteration matrix of additive Schwarz. In section 5 we show some numerical experiments comparing the convergence factor of additive Schwarz and block Jacobi. We also provide execution times. For completeness we include a few numerical experiments with block Gauss-Seidel and multiplicative Schwarz.
Overlapping blocks. Algebraic representation.
To formally describe the overlapping blocks, let V i be subspaces of V = R n of dimension n i , i = 1, . . . , p (p > 1), such that the sum of these subspaces spans the whole space. These subspaces are not pairwise disjoint; on the contrary, their intersection is precisely the overlap, and thus p i=1 n i > n. The restriction and prolongation operators map vectors from V to V i , and vice versa. The restriction operators used here are of the form
where I i is the identity on R ni , and π i is a permutation matrix on R n . The prolongation operators considered here are R
which have nonzero diagonal elements (with value one) only in the columns of the matrix R i which have a nonzero element. We denote by
the set of indices corresponding to the columns of R i which have nonzero elements, and by q the measure of overlap, i.e., the maximum over all possible rows, of the number of matrices E i with a nonzero in the row. Thus
and usually q p. The restriction of the matrix A to the subspace V i is
which is a symmetric permutation of an n i × n i principal submatrix of A, i = 1, . . . , p. We assume throughout the paper that the matrix A is such that A i is nonsingular whenever n i < n, i = 1, . . . , p. We note that the indices on S i in (2.2) are those corresponding to the rows and columns of A that contribute to A i , while the arrangement of these rows and columns is given by R i (or, equivalently, by π i ). These matrices A i are just the p overlapping blocks; see [2] , [10] for more details.
With these definitions we can briefly describe the Schwarz iterations for the solution of (1.1); more detail can be found, e.g., in [2] , [10] . The damped additive Schwarz iteration for the solution of (1.1) has the form
where x 0 is an initial vector and 0 < θ ≤ 1 is the damping factor. Thus, additive Schwarz iterations can be expressed as most classical methods by the iteration
The iteration matrix for this scheme is thus
where
The iteration matrix for the multiplicative Schwarz iterations is
Following [10] , we use a different algebraic representation of the iteration matrix (2.6). To that end, let
T , where I ¬i is the (n − n i ) × (n − n i ) identity matrix, and let
We observe that this matrix M i is just a copy of A with some coefficients changed to zero. In fact, we can express the (combinatorial) zero structure of M i explicitly as
for j, k = 1, . . . , n. Of course there might be more zeros in the other locations corresponding to A i , but we do not use this fact.
It follows then from the form of the matrices (2.1) and (2.7) that
Using this equality, the iteration matrix T θ can be expressed as
Our proof of convergence of additive Schwarz iterations consists of showing that if θ < 1/q, then the limit lim k−→∞ T k θ exists. We do this in section 3. The existence of a splitting
is nonsingular. As we shall see, this issue is not trivial, and one needs to consider some restrictions on the sets S i . We do this in section 4.
Convergence of additive Schwarz for Markov chains.
Convergence and comparison theorems for the classical stationary iterations (2.5) in the case of A being a nonsingular matrix are well established, and the rate of convergence of such iterative methods is given by the spectral radius of T , ρ(T ); see, e.g., [4] , [5] , [24] , [25] . For the present case where A is singular the rate of convergence is given by the convergence factor γ(T ) defined as
where σ(T ) denotes the spectrum of T . Comparison theorems for splittings of singular matrices have appeared in [11] , [12] .
We consider A = I − B, with B an n × n irreducible column stochastic matrix. We wish to show that lim k−→∞ T k θ exists, i.e., it is convergent 1 . This limit if it exists is a projection onto the null space of the singular matrix A. In this case, the additive Schwarz iteration converges to a nontrivial solution of Ax = 0 for any initial vector
As is well known [4] , [5] , a matrix T with ρ(T ) = 1 is convergent if and only if each of the following conditions hold:
can be replaced with T having positive diagonal entries [1] . Equivalent conditions for (ii) can be found in [22] . Here we will use the following lemma, whose proof can be found, e.g., in [6] .
Lemma 3.1. Let T be a nonnegative square matrix such that
In our convergence proofs, we will show that the iteration matrix satisfies T ≥ O and that there is a positive vector v for which T v = v, and thus conclude using this lemma that ρ(T ) = 1 and ind 1 T = 1; i.e., (ii) holds. We will also show that the diagonals of T are positive, and thus (i) also holds.
We classify splittings A = M − N as being of nonnegative type if the matrix M −1 N is nonnegative [13] , as weak regular if both M −1 and M −1 N are nonnegative, and as regular if both M −1 and N are nonnegative [4] , [5] , [24] , [25] . In [2] , it was shown that if M i is given by (2.7), then each splitting A = M i − N i is a regular splitting, and thus a splitting of nonnegative type. The same proof applies here.
We begin our analysis by studying the diagonals of certain matrices. Lemma 3.2. Let M i be given by (2.7) and let
where E i is given by (2.1).
Proof. Let us fix i as any of the indices from 1 to p. Recall the combinatorial zero structure of M i (2.8) and note that from (2.7) we have that M
−1 i
has zero blocks in the same locations as M i . Therefore we have
The structure of N i = M i − A, taking into account (2.7), is given by
We study the (j, j) entry of
Let us assume first that j = k. If one of the indices j or k (or both) does not belong to S i then from (3.1) we obtain a jk = 0. If, on the contrary, k and j belong to S i , then from (3.2) we get b kj = 0. In the case j = k we also have that b jj = 0. Then we conclude that a jk b kj = 0 for all j, k = 1, . . . , n and therefore T i (j, j) = 0 for all j = 1, . . . , n. Since i is an arbitrary index, i = 1, . . . , p, the lemma follows.
We are ready to prove the main convergence theorem. Proof. Since B is irreducible and column stochastic, it has a positive Perron vector v, i.e., Bv = v. We will show the following:
. . , 0). As discussed after Lemma 3.1, we will then have that T θ satisfies (i) and (ii) and is thus convergent.
To prove (a) we write Av = (I − B)v = v − Bv = 0 and from (2.10) we conclude that
To prove (b) we use (2.3) and the hypothesis that θ < 1/q and write
from which we have
where we have used that (I −M 
where we have used Lemma 3.2.
We mention that Theorem 3.3 is valid for any singular M -matrix A with a onedimensional null space spanned by a positive vector v. In particular it applies to ergodic Markov chains.
We also mention that there is an induced splitting A = M − N with T θ = M −1 N such that it is weak regular. The next section is devoted to showing this existence.
Nonsingularity and induced splitting.
In this section we show that for the case q = 2, the matrix
is nonsingular, and we use this fact to analyze the induced splitting. We begin by laying the groundwork with some definitions and preliminary results. We then analyze the case of A i , i = 1, . . . , p, being consecutive principal submatrices of A. This leads the way to the general case when each A i is any symmetric permutation of a principal submatrix of A, i.e., of the form (2.4).
The structure of the overlap is quite simple when the blocks are consecutive overlapping diagonal blocks. To handle this situation we consider submatrices of A defined by the subscripts in the sets S i given by (2.2). We denote by A(S i ) a submatrix of A with rows and columns given by a set S i . In particular, when the subscripts in S i are consecutive, i.e., of the form {i 1 
is called a consecutive permutation matrix.
The following two lemmas are direct consequences of the above definitions and therefore their proofs are omitted. 
and, as long as each A i is given by (4.2), we obtain that the position of each consecutive principal submatrix A i in A is the same as the position of each A
We note that given p subdomains that cover the whole main diagonal of A and provided that each A i is a consecutive principal submatrix and j 1 = 1, j i+1 ≥ j i , it is easy to see that the size of the overlapping block between A i and A i+1 is given by 
is nonsingular. Proof. Let v be a vector in the null space of G, i.e., Gv = 0. We want to show that v = 0. We assume for now that p > 3 and comment on the cases p = 2, 3 later. If there is no overlap, i.e., q = 1, we have a block diagonal matrix, and the theorem holds. We consider the case where there is some overlap, i.e., q = 2.
We partition each consecutive principal submatrix A i , i = 2, . . . , p−1, into a 3×3 block corresponding to the two overlap portions and one without overlap as follows: The important observation is that because of the overlap, we have that
We partition v conformally to the partition of these blocks as
. . , p, are the overlapping variables. Using the structure of G i as in (2.9) as described in Lemma 4.2, we write
We partition each of these vectors in a similar manner, so that
With this notation, it follows from (4.7) that (4.10) and
Using the notation (4.4), (4.5), and the identities (4.6) and (4.10), we obtain from (4.8)-(4.9)
Equating the two occurrences of v i,1 , for each i = 2, . . . , p, in (4.12)-(4.14) and using (4.11), we obtain the following p − 1 equations:
The coefficient matrix of the system (4.15) is the block tridiagonal matrix T given by 
We now show that T is nonsingular. To that end consider first the matrix U obtained from A by removing the first and last block of rows and columns, and all rows and columns corresponding to nonoverlapping blocks, i.e., the rows and columns corresponding to the matrices A i, 22 , i = 1, . . . , p; cf. (4.4), (4.5), (4.12)-(4.14). Since U is a principal submatrix of A, it is a nonsingular M -matrix, and thus we can write 
It follows that S = sI −B with O ≤ B ≤ B, and therefore, ρ(B ) ≤ ρ(B) < s, imply-
ing that S is a nonsingular M -matrix. Let S = M − N be the block Jacobi splitting, which is a convergent regular splitting, so that M is nonsingular and ρ(M −1 N ) < 1. We have that T is a Z-matrix, and that the splitting T = 2M − N is a regular splitting. Since ρ( For the cases p = 2 and p = 3 one uses the same general argument, with only one or two sets of overlapping variables, respectively. In the case of p = 2, (4.12) and (4.13), together with (4.11), lead to 2A 2,11 x 2 = 0. In the case of p = 3, (4.14) is also used, thus obtaining the 2 × 2 block system which is the upper-left part of (4.15). For p = 2 the nonsingularity of A 2,11 leads to x 2 = 0 and thus z 1 = 0, from which v = 0. For p = 3, the matrix T is shown to be nonsingular in the same manner as in the general case, so that x 2 = 0, z 2 = 0, and thus v = 0.
We remark that the case q = 2 considered here is of practical importance. Theorem 4.3 is valid with some milder hypothesis, namely, that in addition S i ⊂ S j for some i, j, although this case seldom appears in practice. We can also consider sets S i with nonconsecutive indices, as shown in the following theorem.
Theorem 4.4. Let A ∈ R n×n be such that any principal submatrix is a nonsingular M -matrix. Let p ≥ 2 be the number of subdomains and let the matrices A i be defined by a set of indices S i verifying that S i ∩ S i+k = ∅, k ≥ 2, and such that each index j belongs to some set
Proof. We mentioned in section 2 that A i is a symmetric permutation of a principal submatrix of A. In fact, we can say that any matrix A i of the form (2.4) is a consecutive principal submatrix of Q i AQ T i , a symmetric permutation of A, for each i = 1, . . . , p. The key observation here is that we can choose the same permutation Q = Q i for all i = 1, . . . , p. This follows from the fact that the variables corresponding to the overlap have to match in their location once permuted. Therefore, we can apply Theorem 4.3 to QAQ T and obtain thatĜ =
i R i Q is nonsingular, from which it follows that G = QĜQ T is also nonsingular. With the nonsingularity of G established, we can show the existence of an induced splitting. 
Furthermore, this splitting is a convergent weak regular splitting.
Proof. From Theorem 4.4 we have that
is the iteration matrix of the additive Schwarz iterations. For the second part, it is easy to see that all the conditions of Theorem 3.3 hold and therefore T θ = M −1 N ≥ O. As we also have from (4.16) that M −1 ≥ O, we conclude that A = M − N is a weak regular splitting. Using Theorem 3.3 again, T θ is convergent.
We comment here that the splitting defined by (4.16) is not the only splitting associated with T θ ; there are infinitely many splittings A = M − N for which (4.17) holds [3] . Table 2 the value of the convergence factor γ(T ) for several cases of (damped) block Jacobi and (damped) additive Schwarz. The different variables in each of the blocks are given in Table 1 . In all the cases considered, we have that the maximum overlap is q = 2.
It can be readily appreciated that for the same damping factor θ additive Schwarz has a lower convergence factor than block Jacobi. Block Jacobi (BJ1) 2 Example 5.2. We consider matrices representing a model of an interactive computer system, described as Example 1 in [16] or in [21] . We used the matrices of orders n = 286, 1771, and 5456, with 1606, 11011, and 35216 nonzeros, respectively. These matrices have been used for numerical experiments by several authors, including [8] , [9] , [15] , [16] , [21] , and can be obtained from [19] . We ran several experiments with varying blocks using (damped) block Jacobi and (damped) additive Schwarz. Our initial vector is x 0 = (1, 1, . . . , 1). We report the convergence factor γ(T θ ), the number of iterations, and the CPU time for convergence, i.e., for the 2-norm of the residual r = Ax k to be reduced to less than 10 −10 . The numerical experiments are executed in only one processor of an IBM-1350 at the Universitat Politècnica de València, running Matlab 6. The times are in seconds. For comparison, we also report these three quantities for block Gauss-Seidel (GS) for multiplicative Schwarz (MS), i.e, using T μ in selected cases. For block Jacobi, the best results are for θ = 0.90, and experiments with this value of θ are the only ones we report in Table 3 . Table 4 shows the structure of the subdomains. These experiments illustrate the potential advantage of Schwarz methods, i.e., of the overlap, over the widely used classical iterative methods for Markov chains. 6. Conclusion. We have presented a convergence theory for additive Schwarz methods for linear systems whose matrix is a singular M -matrix with a one-dimensional null space. This applies in particular to ergodic Markov chains. The convergence theory is illustrated with several numerical experiments, where it is shown that using additive Schwarz, i.e., incorporating overlap variables common to more than one block, improves the asymptotic convergence factor as well as execution times. 
