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Abstract. The linear response to temperature variations is well characterised for equilibrium systems but
a similar theory is not available, for example, for inertial heat conducting systems, whose paradigm is the
Fermi-Pasta-Ulam (FPU) model driven by two different boundary temperatures. For models of inertial
systems out of equilibrium, including relaxing systems, we show that Andersen thermostats are a natural
tool for studying the thermal response. We derive a fluctuation-response relation that allows to predict
thermal expansion coefficients or the heat capacitance in nonequilibrium regimes. Simulations of the FPU
chain of oscillators suggest that estimates of susceptibilities obtained with our relation are better than
those obtained via a small perturbation.
PACS. 05.70.Ln Nonequilibrium and irreversible thermodynamics – 05.20.-y Classical statistical mechanics
– 05.10.Gg Stochastic analysis methods
1 Introduction
The thermal response is usually associated with coeffi-
cients such as the specific heat or the thermal expansion
coefficient. In equilibrium these coefficients may be com-
puted by means of fluctuation-response formulas, in which
the response to temperature variations is related to the
natural fluctuations of the systems. For instance, the spe-
cific heat is the variance of the energy in equilibrium. As
encoded in the Kubo formula [1], the response of equilib-
rium systems may be entirely described by its dissipation,
or entropy production [2], in the transient toward a new
equilibrium after the perturbation.
The thermal response of systems out of equilibrium is
less understood. For example, the equilibrium theory can-
not be used to fully determine how glasses undergoing a
relaxation do respond to an increase of temperature [3,4,
5]. Another instance of nonequilibrium regime is a system
carrying a heat flow from a hot to a cold reservoir, say a
cantilever heated by a laser at one end [6] or larger oscil-
lating devices used in gravitational wave detectors [7]. A
change in the laser intensity, translated into a change of
one boundary temperature, would lead to forms of ther-
mal response that, again, cannot be described within the
framework of equilibrium systems.
Studies on nonequilibrium linear response [8,9,10,11,
12,13,14,15,16,17,18,19,20] were recently complemented
by specific works on thermal response [21,22,23,24,25,26,
27,28,29]. In particular, a linear response approach first
developed for the case of mechanical perturbations [18,
19,20] was recently extended to include the response to
temperature variations [25,26,27,28,29,30]. Those works
dealt with overdamped stochastic systems and provided
fluctuation-response relations based on standard integrals,
thus regularizing singular terms present in the earlier con-
tribution [25]. However, currently we do not have simi-
lar results for inertial systems. This means that the basic
models of heat conduction, such as the classical driven
Fermi-Pasta-Ulam (FPU) chain of coupled oscillators [31,
32], cannot be described with a linear response theory for
temperature variations. In fact, to our knowledge, despite
the extensive amount of studies focusing on FPU models,
there is no theory describing their thermal response to a
change of one of the two boundary temperatures.
We derive a thermal fluctuation-response relation for
(nonequilibrium) inertial systems driven by Andersen ther-
mostats [33,34]. These thermostats are a standard tool for
equilibrium molecular dynamics simulations in the canon-
ical ensemble. We show that, as a key advantage, the An-
dersen thermostats do not bring all mathematical prob-
lems of Langevin heat baths, yet they bring to expres-
sions displaying the physically relevant quantities, such as
the entropy production in the reservoirs. The fluctuation-
response relation we obtain is based on the stochastic na-
ture of Andersen thermostats, which allows us to apply
a well-established scheme for determining response func-
tions and susceptibilities from ratios of path-weights. As
a numerical example, we show two forms of susceptibility
of the FPU system to a variation of one boundary tem-
perature.
ar
X
iv
:1
70
6.
06
85
1v
2 
 [c
on
d-
ma
t.s
tat
-m
ec
h]
  2
7 S
ep
 20
17
2 F. D’Ambrosio and M. Baiesi: Thermal response of a Fermi-Pasta-Ulam chain with Andersen thermostats
2 Thermal susceptibility of systems driven by
Andersen thermostats
We consider systems evolving via Newton’s equations
x˙i = vi
miv˙i = Fi({xi}) (1)
where xi, vi, mi, and Fi are, respectively, positions, veloc-
ities, masses and forces.
A thermalization of a degree of freedom i to a tem-
perature Ti is achieved by a Andersen thermostat [33,34].
The velocity vi is updated at some instants with a value v
extracted from an equilibrium one-dimensional Maxwell-
Boltzmann distribution
ρeq(v) =
√
mi
2piTi
e
−mv22Ti (2)
where the Boltzmann constant is set kB = 1. As in Marko-
vian jump processes, instants of updates are separated by
time intervals ∆t extracted from an exponential distribu-
tion
P (∆t) ∝ e−∆tτ (3)
where τ is a parameter of the simulation.
We first study the response to the perturbation of a
single temperature
Ti → Ti + θ .
activated at time 0 and persistent till time t. A simul-
taneous perturbation of several temperatures would be
simply be a linear combination of the following basic re-
sults, as shown at the end of this section. A trajectory
ω = {xi(s), vi(s)}, s ∈ [0, t] has a path-weight denoted
by P[ω] and related averages are written as 〈. . .〉. The
starting point of a trajectory is from an arbitrary initial
distribution ρ({xi(0), vi(0)}) which is not recalled explic-
itly in the notation (in general it can also be non-steady
state distribution). The notation for perturbed trajecto-
ries, which start from the same ρ but evolve with modified
Ti + θ, is turned to Pθ[ω] and 〈. . .〉θ.
For an observable O(t) by definition we have a thermal
susceptibility
χO(t) ≡ ∂
∂θ
〈O(t)〉θ
∣∣∣∣
θ=0
(4)
While O could be a functional O[ω] of the whole trajec-
tory, we keep the notation O(t) to highlight the evaluation
of such observable after a time t from the formal activation
of the perturbation θ. Let us express the mean perturbed
value of O by
〈O(t)〉θ =
∑
ω
Pθ[ω]O(t) , (5)
where
∑
ω is a simplified notation for indicating a formal
inclusion in the statistics of all (uncountable) trajectories
of the system. To write this susceptibility as a function of
unperturbed correlation functions, we rewrite (5) as
〈O(t)〉θ =
∑
ω
P[ω]PθP [ω]O(t) (6)
which is an average in the unperturbed system, namely
〈O(t)〉θ =
〈Pθ
P [ω]O(t)
〉
(7)
To compute the path weights ratio, note that the velocity
updates are stochastic only at instants when they are re-
placed by values extracted from Maxwell-Boltzmann dis-
tributions; the deterministic evolution in between these
updates is the same in the perturbed and unperturbed
dynamics. Thus the path-weight ratio Pθ/P can be writ-
ten as a product over all velocity jumps of the velocity
probabilities (perturbed and unperturbed) at every jump,
which gives factors different from 1 only for the degree of
freedom i driven by the perturbed reservoir. In a trajec-
tory ω in a time span t with ni updates of vi, we use the
index α for velocity updates and denote by vα+i the veloc-
ity right after the jump α, that is the velocity extracted
from the equilibrium distribution in the Andersen scheme.
With this notation we have
Pθ
P [ω] =
ni∏
α
√
m
2pi(Ti+θ)
e
−mi(v
α+
i
)2
2(Ti+θ)√
m
2piTi
e
−mi(v
α+
i
)2
2Ti
=
ni∏
α
√
Ti
Ti + θ
e
mi(v
α+
i
)2
2
θ
Ti(Ti+θ)
= 1 +
ni∑
α
mi(v
α+
i )
2 − Ti
2T 2i
θ +O(θ2) (8)
The expansion in the last line allow us to keep the first
order in θ and write the susceptibility as the unperturbed
correlation
χO(t) =
〈
ni∑
α=1
mi(v
α+
i )
2 − Ti
2T 2i
O(t)
〉
≡ 1
Ti
〈Γ [ω]O(t)〉 . (9)
where Γ [ω] ≡ 12Ti
∑ni
α=1[mi(v
α+
i )
2 − Ti]. We see that it is
a correlation between the observable and a sum of kinetic-
minus-bath temperatures. In order to gain more physical
insight, we may split the functional Γ [ω] in two terms with
well-defined time parity,
Γ [ω] =
S[ω]−K[ω]
2
(10)
with a time-antisymmetric component S[ω] and a time
symmetric one, K[ω]. This symmetries are understood by
considering a time-reversed trajectory ωR, which corre-
sponds to the evolution backward in time, with variables
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{xi,−vi}, from the final state of ω. By definition,
S[ωR] = −S[ω] ,
K[ωR] = K[ω] . (11)
We call vα−i the velocity of mass i at the instant right
before the update with index α. In the time-reversed tra-
jectory, that jump would thus be a transition from −vα+i
to −vα−i . It is easy to find that
S[ω] =
1
Ti
∑
α
[mi
2
(vα+i )
2 − mi
2
(vα−i )
2
]
(12)
K[ω] =
1
Ti
∑
α
[
Ti −
(
(vα+i )
2 + (vα−i )
2
2
)]
(13)
We see that S[ω] is a sum of kinetic energy gains (of the
system) during interactions with the Andersen thermo-
stat, all divided by temperature. This is the entropy pro-
duction in the heat bath. The interpretation of K[ω] is
not as straightforward. We may call K[ω] the dynamical
activity [35,36,37,38] or frenesy [20,39] of the systems:
in our model it contains all deviations between the bath
temperature and the kinetic temperature “during” a jump
(i.e., the average of the two values before and after the
jump). It can be seen as a measure of how agitated the
system is in comparison to what it should be on average
according to Ti. With (12) and (13) one can reinterpret
the susceptibility (9) as a sum of two correlations
χO(t) =
1
2Ti
[〈S[ω]O(t)〉 − 〈K[ω]O(t)〉]
≡ C−(t) + C+(t) (14)
with
C−(t) = 1
2Ti
〈S[ω]O(t)〉 (15)
C+(t) = − 1
2Ti
〈K[ω]O(t)〉 (16)
In equilibrium at temperature Ti = T , for state observ-
ables O(t) = O({xi(t), vi(t)}) (thus excluding functionals
O[ω] such as integrated currents), we expect the combina-
tion 12 (C−+C+) to turn into C− (the susceptibility should
be the time integral of a response function from Kubo’s
formula), namely
χO(t) =
1
T
〈S[ω]O(t)〉eq (17)
which is the equilibrium correlation between observable
and entropy produced into the environment (times the
1/T coming from the definition of thermal susceptibility).
Since
K[ω] = S[ω] + Γ¯ [ω]
with Γ¯ [ω] =
∑
α
[(vα−i )
2 − Ti] (18)
to prove that our approach recovers the standard structure
in equilibrium, we just need to show that 〈Γ¯ [ω]O(t)〉eq =
0. In equilibrium we can exploit the time-translational in-
variance of correlation functions as well as their invariance
for time reversal. Using time reversal on Γ¯ [ω] changes its
jump variables to those (vα+i ) after a jump. From these
considerations we get〈∑
α
[(vα−i )
2 − Ti]O(t)
〉
eq
=
〈∑
α
[(vα+i )
2 − Ti]O(0)
〉
eq
= 0 (19)
where the last term equals zero because velocities ex-
tracted by the Andersen procedure do not correlate with
an observable at the beginning of the trajectory.
Before discussing some numerical results, we conclude
this section by noting that the generalization to the per-
turbation of many degrees of freedom is trivial. If these
have indices i ∈ I and thermostats are independent stochas-
tic processes,
χO(t) =
〈∑
i∈I
ni∑
αi=1
mi(v
αi+
i )
2 − Ti
2T 2i
O(t)
〉
, (20)
where now jumps have indices αi that refer to their re-
spective velocity index.
3 Numerical results for the FPU model
As a toy model for heat conduction, we consider a FPU
chain of coupled oscillators ordered from i = 1 to i = N ,
each one with with mass m = 1. Forces are determined by
the FPU interparticle quartic potential
U =
N−1∑
i=1
UFPU(ri) ,
UFPU(r) ≡
[κ2
2
r2 +
κ3
3
r3 +
κ4
4
r4
]
,
ri ≡ xi+1 − xi . (21)
The presence of κ3 6= 0 yields an asymmetric potential
and κ4 > 0 makes it well concave for r →∞. We selected
κ2 = 27, κ3 = −63 and κ4 = 48, and N = 10 oscillators.
Thermostats are applied only at the two boundaries, with
temperatures T1 and TN . These temperatures are in nat-
ural units, i.e. we continue using kB = 1. We use the same
value of the typical time τ = 1 between velocity renewals
in both Andersen thermostats. This time scale is of the
same order of the oscillation times in the potential wells:
indeed, we use temperatures in the range T = 0.1 ÷ 0.5,
corresponding to thermal velocities vT ≈
√
T ≈ 0.3 ÷ 0.7
and oscillation ranges ro ≈ 0.4 ÷ 1 which are covered in
timescales ≈ ro/vT of order 1. Simulations are run with
a much shorter time step dt = 0.005 and data collection
starts after a conservatively long relaxation that ensures
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Fig. 1: Susceptibility at equilibrium (T1 = TN = 0.1)
of the system length (top panel) and of the internal en-
ergy (bottom panel) to a variation of TN . Black bullets
represent the susceptibility computed by perturbing the
system, while red circles represent the susceptibility es-
timated with our fluctuation-response formula. Note the
equality in equilibrium of the two term C− and C+ that
compose the susceptibility.
having reached the stationary state. This is also guaran-
teed by the small size (N = 10) of the FPU system. We
thus should not be dealing with the issues of thermaliza-
tion in one-dimensional long FPU systems [31,32,40].
In the following we show that the typical response of
our FPU system takes place in time scales at least one or-
der of magnitude longer than τ . In fact, we observe a slow,
scale-free convergence ∼ 1/t to the asymptotic t → ∞
limit of the static response. The thermal fluctuations in-
troduced randomly by thermostats at the boundary ve-
locities naturally propagate in the chain due to the FPU
interaction between the oscillators. A heat flux is set up
within the chain if the two thermal reservoirs are at two
different temperatures T1 6= TN .
We perturb the temperature TN , hence the perturbed
degree of freedom in the notation of the previous section
is i = N . The two observables we consider are the chain
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Fig. 2: Susceptibility far from equilibrium (T1 = 0.1 and
TN = 0.5) of the system length (top panel) and of the in-
ternal energy (bottom panel) to a variation of TN . Black
bullets represent the susceptibility computed by perturb-
ing the system, while red circles represent the susceptibil-
ity estimated with our fluctuation-response formula.
length1 L ≡ ∑N−1i=1 ri = xN − x1 and the total poten-
tial energy U . In the first case, the susceptibility χL(t)
quantifies the thermal response of the system size, which
is always an expansion because κ3 < 0. The susceptibility
χU (t) of the energy instead generalizes the concept of heat
capacitance.
To check the algorithm, we first look at equilibrium
results. We set T1 = TN = 0.1 and, for the direct eval-
uation of susceptibilities, we use the temperature step
θ = 0.01 for perturbations. We recover the correct equi-
librium Boltzmann distributions (not shown) for kinetic
and potential energies.
The susceptibilities computed without perturbing the
system via equations (12)-(14) match those determined
with a small perturbation, see Fig.1. Moreover, at equi-
librium, one notes that C+ = C− as expected. Therefore
one may reconstruct the susceptibility from only the usual
1 Since xi’s should be interpreted as displacements from equi-
librium positions, the absolute length of the system is not spec-
ified and L is more appropriately interpreted as the difference
between the length and that at zero temperature.
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Fig. 3: Susceptibility of the system length to a variation
of TN vs. the inverse of time, for steady states at dif-
ferent boundary temperatures: three equilibrium regimes
and two nonequilibrium ones (see legend). Dashed lines
are linear extrapolations.
correlation between the entropy production and the ob-
servable, i.e., the Kubo formula χ = 2C−.
Out of equilibrium, we do not find anymore C+ = C−,
rather the symmetric and antisymmetric terms may di-
verge dramatically, as shown for T1 = 0.1 and TN = 0.5 in
Fig. 2. Yet, with (12)-(14) we are able to correctly compute
the susceptibility also in a strong nonequilibrium regime
and without perturbing the system. One may also note
that the susceptibility computed with the fluctuation-response
formula, both in equilibrium and out of equilibrium, is
smoother and affected by smaller errors than the suscep-
tibility computed by perturbing the system.
Since the numerical results obtained with (12)-(14) are
better than those collected via a real perturbation of the
system, we use them for computing the susceptibility of
the chain length to a variation of TN in different regimes.
We then derive a static susceptibility
χsL ≡ lim
t→∞χL(t) (22)
The extrapolation to t → ∞ is obtained by noting that
data seem to converge toward the asymptotic value with a
gap decaying ∼ 1/t. A linear fit of the data as a function
of 1/t is shown in Fig. 3. Having sampled at three different
equilibrium conditions we note that χsL is not constant in
this model, rather it is increasing with T = T1 = TN : we
get χsL = 0.524(3) for T = 0.1, χ
s
L = 0.601(2) for T = 0.3,
and χsL = 0.625(2) for T = 0.5.
The nonequilibrium cases suggest that χsL is not very
sensible to the temperature on the unperturbed side (T1)
if it is lower than TN (for T1 = 0.1 and TN = 0.5 we
get again χsL = 0.625(2)). This seems not to be the case
for the opposite condition T1 = 0.5 and TN = 0.1, in
which the perturbation of TN leads to a χ
s
L = 0.553(3)
higher than that in equilibrium at T1 = TN = 0.1. This
is a genuine nonequilibrium effect related to the heat flux
coming from the side of T1 > TN . Finally, note that both
nonequilibrium cases are different from that in equilibrium
at the average temperature T = 0.3.
4 Conclusions
A thermal response relation can be easily derived for iner-
tial systems driven by Andersen thermostats and it turns
out to contain quite simple expressions. This contrasts
with the difficulty of deriving a fluctuation-response re-
lation for temperature variations in systems following a
Langevin dynamics. A sound version of the latter (namely
a theory devoid of finite time-step singularities) is cur-
rently available only for overdamped systems [27,28,30].
Moreover, a linear response theory for systems with de-
terministic degrees of freedom coexisting with stochastic
ones, as in the FPU model driven at the boundaries, seems
impossible for Langevin systems [41]: by reguralizing path
integrals as previously done [27,28,30], part of the pertur-
bation is shifted to deterministic degrees of freedom, for
which one cannot expand the path probability as normally
done for stochastic degrees of freedom. This suggests that
Andersen thermostats are an ideal tool for studying ther-
mal susceptibilities, in particular in boundary-driven sys-
tems.
The example we analyzed, a FPU chain driven by two
boundary temperatures, shows how to define the alike of
heat capacitance and of thermal expansion susceptibility
in a simple system carrying a heat flux. Numerical results
suggest that the response to a change of a temperature
is better estimated with our fluctuation-response relation
than by actually perturbing the system (which is already
not convenient in simulations, as it would also require
more CPU time). Relaxing systems could be studied in
the same framework.
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