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Abstract
The second-order Møller-Plesset perturbation energy (MP2) and the Random Phase Approxi-
mation (RPA) correlation energy, are increasingly popular post-Kohn-Sham correlation methods.
Here, a novel algorithm based on a hybrid Gaussian and Plane Waves (GPW) approach with
the resolution-of-identity (RI) approximation is developed for MP2, scaled opposite-spin MP2
(SOS-MP2) and direct-RPA (dRPA) correlation energies of finite and extended system. The
key feature of the method is that the three center electron repulsion integrals (µν |P) necessary
for the RI approximation are computed by direct integration between the products of Gaussian
basis functions µν and the electrostatic potential arising from the RI fitting densities P. The
electrostatic potential is obtained in a plane waves basis set after solving the Poisson equation
in Fourier space. This scheme is highly efficient for condensed phase systems and offers a
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particularly easy way for parallel implementation. The RI approximation allows to speed up the
MP2 energy calculations by a factor 10 to 15 compared to the canonical implementation, but still
requires O(N5) operations. On the other hand, the combination of RI with a Laplace approach
in SOS-MP2 and an imaginary frequency integration in dRPA reduces the computational effort
to O(N4) in both cases. In addition to that, our implementations have low memory requirements
and display excellent parallel scalability up to ten thousands of processes. Furthermore, exploit-
ing graphics processing units (GPU), a further speed-up by a factor ∼ 2 is observed compared
to the standard only CPU implementations. In this way, RI-MP2, RI-SOS-MP2 and RI-dRPA
calculations for condensed phase systems containing hundreds of atoms and thousands of basis
functions can be performed within minutes employing a few hundred hybrid nodes. In order to
validate the presented methods, various molecular crystals have been employed as benchmark
systems to assess the performance, while solid LiH has been used to study the convergence with
respect to the basis set and system size in the case of RI-MP2 and RI-dRPA.
1 Introduction
Density Functional Theory (DFT) has become the most widely used quantum mechanical tool in
chemistry and physics for predicting properties of materials ranging from molecules to condensed
phase systems. The strength of DFT lies in a good compromise between accuracy and computational
effort. In fact, existing implementations of DFT in its local and semi-local formulation display
a computational complexity growing only O(N)−O(N3), where N represents the system size.
However, going beyond these simple formulations is required to make significant progress on the
way to high accuracy.
In this respect, Perdew et al.1 have proposed a systematic classification of the existing ap-
proximate density functionals based on the information they employ. This classification is known
as “Jacob’s ladder”. The fifth rung of the “Jacob’s ladder” includes methods that make use of
information from the occupied and virtual orbitals, and allows for taking into account the non-
local dynamical electron correlation contributions, including the long-range van der Waals (vdW)
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dispersion interactions. Most of the 5th rung approaches are based on either the random phase
approximation (RPA), introduced in the framework of DFT via the so-called adiabatic-connection
fluctuation-dissipation theorem (ACFD)2–10, or many body perturbation theory (MBPT) in the form
of second-order Møller-Plesset (MP2)11–17 perturbation theory.
The drawback connected with these improved functionals is the computational cost, that grows
significantly compared to standard DFT approaches of lower rung. In fact, even if low-order
scaling methods exist18–32, the formal computational effort scales between O(N4) to O(N5) with
respect to systems size. Furthermore, these methods exhibit the same slow energy convergence
as correlated wave-function methods due to the electron coalescence cusp33–35, implying that
these calculations need larger basis sets than standard DFT to reach a similar convergence, unless
explicitly correlated36 or range separation37,38 methods are employed. These are the reasons
that have impeded the widespread use of fifth rung density functional approaches, limiting their
application to small size systems.
In order to perform these calculations with acceptable time to solution and to extend the
applicability of these methods to larger systems, the development of efficient algorithms as well
as computer implementations, suitable for massively parallel machines, are of prime interest. In
this respect, the resolution of identity approximation (RI) has shown to be a powerful technique to
reduce the prefactor and the scaling for both RPA and MP2 calculations39–50, furthermore several
parallel MP2 and RI-MP2 implementations have been proposed51–62 displaying good scalability up
to few hundred cores, but none of them have been yet reported in the case of RPA.
Here, we present a novel algorithm for the resolution of identity approximation based on
Gaussian and Plane Wave (GPW) approach. Of central importance in the RI approximation is the
computation of the three center electron repulsion integrals of the type (µν |P) = ∑R(µν |R)L−1PR ,
where L is obtained by the Cholesky decomposition of the two center electron repulsion integrals
(Q|R) over auxiliary Gaussian basis functions. The key aspect of our method is that the three
center electron repulsion integrals of the type (µν |P) are computed by direct integration between
the product of the Gaussian basis function (µν | and the electrostatic potential arising from the RI
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fitting densities (P|= ∑R(R|L−1PR . Within the GPW approach, the electrostatic potential is obtained
in a plane wave basis set after solving the Poisson equation in Fourier space. This scheme is
highly efficient, especially for condensed phase systems, and particularly suitable for parallel
implementation, since the (µν |P) integrals can be computed in a communication free way simply
by distributing independent (P| vectors over processes.
We apply the RI approximation to the computation of the MP2, scaled opposite-spin MP2 (SOS-
MP2)48,63 and direct-RPA (dRPA)49,64,65 correlation energies, for condensed and finite systems.
In the case of the computation of the MP2 energy the RI approximation reduces drastically the
prefactor for the overall calculation, giving speed-ups, compared to standard implementations, up to
a factor fifteen, but still retaining the formal O(N5) scaling. On the other hand, in the SOS-MP2
and dRPA cases, the RI approximation not only speeds-up the calculation of the integrals, but also
allows, in both cases, to reduce the scaling to O(N4). This is achieved in the SOS-MP2 case by a
Laplace approach48,66,67 and in dRPA by reformulating the correlation energy expression in terms
of an imaginary frequency integral49.
The parallel algorithms for the calculation of the RI integrals within the GPW approach and for
the computation of the MP2, SOS-MP2 and dRPA correlation energies within the RI approximation
have been implemented in CP2K68. The presented parallel implementations display excellent paral-
lel scalability and efficiency up to several thousands of processes and allow for correlation energy
calculation on systems comprised of hundreds of atoms and thousands of basis functions within min-
utes. We also report the performance of hybrid implementations making use of graphics processing
units (GPUs) showing further speed-up compared to a standard CPU-only implementation.
The remainder of the paper is organized as follow: first the basic theoretical framework of each
method together with the employed notation are introduced, then the the parallel implementations
and performance are discussed in detail. Finally, several benchmark calculations for different
condensed phase systems are reported in order to validate the proposed approaches.
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2 Theory
In this section the theoretical framework of the methods is briefly presented referring to the
original works for more details. First the resolution of the identity approximation for two electron
repulsion integrals (ERIs) is introduced and then its application to the different correlation methods is
formulated giving the working expressions employed in the implementations. Finally, the Gaussian
and Plane-Waves scheme is reviewed and its application together with the RI approximation is
discussed. The following index notation has been adopted: i, j,k, . . . refer to canonical occupied
molecular orbitals (MOs), a,b,c, . . . to canonical virtual MOs, µ,ν ,λ , . . . to atomic orbital basis
set functions (AO), P,Q,R, . . . to auxiliary basis set functions (AUX). The one electron MO and AO
functions are symbolized respectively with ψ and φ . The number of occupied and virtual orbitals is
denoted by o and v, while the total number of primary and auxiliary basis functions as n and Na. In
order to express, in general, the system size, the symbol N is used.
The Resolution of the Identity Approximation
The two electron repulsion integrals, in Mulliken notation, of the type (ia| jb) are of central
importance for all the methods presented in this paper. Within the RI approximation69,70, based on
the Coulomb metric71, these integrals are factorized according to:
(ia| jb)RI =∑
PQ
(ia|P)(P|Q)−1(Q| jb) (1)
here the (P|Q)−1 are the matrix elements of the inverse of the matrix (P|Q), where each element is
given by
(P|Q) =
∫ ∫
φP(~r1)
1
|~r1−~r2|φQ(~r2)d~r1d~r2. (2)
The auxiliary basis set size Na grows only linearly with the system size41.
The main advantage of the RI approximation is that four center integrals of the type (ia| jb) are
computed from three and two center ERIs. This allows to strongly reduce the effort for the integral
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computation without significant loss of accuracy41,72.
Since the (P|Q)matrix is positive definite the calculation of (P|Q)−1 can be efficiently performed
by a Cholesky decomposition of (P|Q)
(P|Q) =∑
R
LPRLTRQ (3)
followed by the efficient inversion of the triangular matrix L, such that:
(P|Q)−1 =∑
R
L−TPR L
−1
RQ. (4)
In this way the factorization of the (ia| jb) integrals can be expressed in a compact form as:
(ia| jb)RI =∑
P
BiaPB
jb
P . (5)
Here B is a matrix with ov rows and Na columns, given by:
BiaP =∑
R
(ia|R)L−1PR . (6)
Since the three center integrals (ia|R) are computed starting from integrals over AOs (µν |R), the
final expression for the BiaP elements reads:
(ia|P) =∑
ν
Cνa∑
µ
Cµi∑
R
(µν |R)L−1PR (7)
where C is the MO coefficient matrix.
The computation of the B matrix can thus be summarized as follows. First the two center
integrals (P|Q) are computed and from that, via Cholesky decomposition and triangular inversion,
L−1. These two steps formally scale O(N2) and O(N3), respectively. Then the three center integrals
(µν |R) are computed and subsequently transformed using the C and L−1 matrices (Eq. (7)). In this
case the integral computation requires formally O(N3) operations while the integral transformations
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scale O(N4).
This means that, within RI approximation, the asymptotically dominating time determining step
in computing B is the index transformation scaling formally O(N4).
RI-MP2 Method
In Second Order Møller-Plesset Perturbation Theory, the correlation energy E(2) for a closed
shell system is given by:
E(2) =−
o
∑
i≤ j
(2−δi j)
v
∑
ab
(ia| jb)[2(ia| jb)− (ib| ja)]
εa+ εb− εi− ε j . (8)
where εa and εi are orbital energies.
In a canonical MP2 energy algorithm the time limiting step is the computation of the (ia| jb)
integrals obtained from the ERIs over AO (µν |λσ) via four consecutive integral transformations:
(ia| jb) =∑
µ
Cµi∑
ν
Cνa∑
λ
Cλ j∑
σ
Cσb(µν |λσ). (9)
The computational effort for each of the four quarter transformations, if the occupied orbitals are
transformed before the virtual, and sparsity is not considered, is O(on4), O(o2n3), O(o2vn2) and
O(o2v2n), making the MP2 energy calculation a method scaling as O(N5)73.
The application of the RI approximation to the MP2 energy calculation is straightforward40. It
consists simply in the replacement of the (ia| jb) integrals with the approximated (ia| jb)RI given in
equation Eq. (5). The computation of the (ia| jb)RI requires O(o2v2Na) operations implying that the
RI-MP2 method is also scaling O(N5).
The main reason for the speed-up observed in RI-MP2 lies in the fact that ERIs over four
indices are replaced by ERIs over two and three indices, which strongly reduces the effort in the
integral computation part. However, this means that the speed-up becomes less and less pronounced
increasing the system size. Indeed, for large systems, when the O(N5) step dominates, RI-MP2 and
standard MP2 have a similar computational cost.
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Laplace Transform Scaled Opposite-Spin RI-MP2 Method
The scaled opposite-spin second order correlation energy E(2)SOS is defined as
48,63:
E(2)SOS = cSOSE
(2)
OS (10)
where cSOS is a scaling factor (usually 1.3) and E
(2)
OS is the opposite spin component of the MP2
energy:
E(2)OS =−∑
ia
∑
jb
(ia| jb)2
εa+ εb− εi− ε j =−∑ia ∑jb
(ia| jb)2
∆abi j
. (11)
The energy denominator ∆abi j in Eq. (11) can be rewritten using the Laplace transformation
1/x=
∫ ∞
0 e
−xtdt so that66,67:
E(2)OS =−
∫ ∞
0
dt∑
ia
∑
jb
(ia| jb)2e−t∆abi j . (12)
The integral over t in Eq. (12) can be approximated by a numerical quadrature. Considering Nq
quadrature points E(2)OS can be written as:
E(2)OS =−
Nq
∑
q
∑
ia
∑
jb
wq(ia| jb)2e−tq∆
ab
i j
=−
Nq
∑
q
∑
ia
∑
jb
(ia| jb)2 (13)
where (ia| jb) represents an ERI calculated over scaled molecular orbitals defined as:
ψaq = w
1
8
qψae−
1
2 tqεa (14)
ψiq = w
1
8
qψie
1
2 tqεi . (15)
The Laplace SOS-MP2 energy can thus be evaluated employing a slightly modified version of
a canonical MP2 algorithm at the price of O(N5) operations. However, the introduction of the RI
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approximation, in this case, allows for a reduction of the formal computational effort to O(N4)48.
In fact the integrals (ia| jb) within RI can be approximated as:
(ia| jb)RI =∑
P
BiaPB
jb
P (16)
BiaP = w
1
4
qBiaP e
1
2 tq(εi−εa) (17)
substituting equation Eq. (16) into Eq. (13) and carrying out the two independent summations over
ia and jb gives:
E(2)OS =−
Nq
∑
q
∑
ia
∑
jb
∑
PR
BiaPB
jb
P B
ia
RB
jb
R
=−
Nq
∑
q
∑
PR
QPRQPR
=−
Nq
∑
q
Tr(QQT). (18)
The Q matrix is a Na×Na matrix calculated as:
QPR =∑
ia
BiaPB
ia
R . (19)
This means that, for each quadrature point q, the calculation of the associated Q requires only
O(ovN2a ) operations. The overall computational effort is thus O(NqovN
2
a ). Since the number of
quadrature points is independent of system size the RI-Laplace-SOS-MP2 method scales O(N4).
The quadrature points can be found with a minimax approximation74,75 and as few as 6−8 points
can yield micro-Hartree accuracy.
RI Direct Random Phase Approximation Correlation Energy Method
The RPA correlation energy2 is given as the difference between the zero point energy of two
harmonic oscillator excitation problems for which the first includes correlated ground state (RPA)
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and the second not (configuration interaction singles CIS)64,65,76:
ERPAc =
1
2∑i
(ωi−νi) = 12Tr(ω−A) (20)
where ω is the diagonal matrix of the positive RPA excitation energies that can be obtained from
the non-Hermitian eigenvalue problem,
 A B
−B −A

X Y
Y X
=
X Y
Y X

ω 0
0 −ω
 . (21)
Within the direct-RPA (dRPA) approach, that is RPA without including exchange contribu-
tions49,65, the orbital rotation Hessian matrices A and B are defined as:
(A−B)ia, jb = (εa− εi)δi jδab (22)
(A+B)ia, jb = (εa− εi)δi jδab+2(ia| jb) (23)
here all matrices have dimension ov×ov. It is known from time dependent density functional theory
that Eq. (21) can be transformed to a Hermitian problem77:
MZ= Zω2, ZTZ= 1 (24)
where
M= (A−B)1/2(A+B)(A−B)1/2. (25)
It can be finally shown that Eq. (20) can be rewritten in term of the square root of M as76:
EdRPAc =
1
2
Tr(M1/2−A). (26)
According to Eq. (26) a straightforward approach for computing EdRPAc implies the storage and
calculation of M1/2 and so requires O(N4) memory and O(N6) computational effort.
10
However, the dRPA correlation energy within the RI approximation ERI-dRPAc can be expressed
in term of a frequency integral49
ERI-dRPAc =
1
2
∫ +∞
−∞
dω
2pi
Tr(ln(1+Q(ω))−Q(ω)). (27)
Here the frequency dependent matrix Q(ω) has size Na×Na and is given by Q(ω) = 2BTG(ω)B
where G(ω) is a diagonal ov×ov matrix with elements Gia,ia(ω) = (εa− εi)((εa− εi)2+ω2)−1.
For a give ω , the computation of the integrand function in Eq. (27) requires O(N4) operations. The
integral of Eq. (27) can be efficiently calculated by Clenshaw-Curtius numerical quadrature78 and
usually 30−40 quadrature points are enough for micro-Hartree accuracy.
Thus the introduction of the resolution of the identity (RI) approximation to the MO-ERIs and
the frequency integration techniques for computing ERI-dRPAc lead to a reduction of the computational
cost to O(N4Nq) and O(N3) storage only, where Nq is the number of points used in the numerical
quadrature of the integral in Eq. (27).
RI Gaussian and Plane-Waves Method
The Gaussian and Plane-Waves (GPW) method has been shown to be an efficient approach
for computing ERIs especially when periodic boundary conditions are considered79. The basis of
the GPW approach for computation of the ERIs is the direct formulation of the half transformed
integrals of the type (ia|λσ) in term of the electrostatic potential via of the pair density ρ ia
(ia|λσ) =
∫ ∫
ψi(~r1)ψa(~r1)
1
~r12
φλ (~r2)φσ (~r2)d~r1d~r2
=
∫ [∫ ρ ia(~r1)
~r12
d~r1
]
φλ (~r2)φσ (~r2)d~r2
=
∫
via(~r2)φλ (~r2)φσ (~r2)d~r2. (28)
The form of the last equation is essentially identical to the one used in the GPW method80 to
compute matrix elements of the Hartree potential. Thus, the highly efficient implementation of that
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operation in CP2K68 can be directly used and we refer to Ref.81 for a detailed discussion.
Within the RI approximation, two types of ERIs have to be computed, the two center (P|Q) and
three center (ia|P). Focusing on three center case, they are computed, Eq. (7), starting from the
integrals over AOs that are subsequently transformed with the two matrices C and L−1. Employing
the GPW method, Eq. (28), the index transformation over the auxiliary basis can be avoided, since
it is possible to directly compute half transformed integrals for an associated density ρ as
(µν |P) =∑
R
(µν |R)L−1PR
=
∫ ∫
φµ(~r1)φν(~r1)
1
~r12
[
∑
R
φR(~r2)L−1PR
]
d~r1d~r2
=
∫
φµ(~r1)φν(~r1)
[∫ ρP(~r2)
~r12
d~r2
]
d~r1
=
∫
φµ(~r1)φν(~r1)vP(~r1)d~r1. (29)
The same approach holds for the (P|Q) integrals with the only difference that the potential is
calculate from the density associated to a single Gaussian auxiliary basis function.
Of central importance in GPW is then the representation of the density on a regular grid, which
is equivalent to an expansion of the density in an auxiliary basis of plane waves (PW). The expansion
is given by
ρP(~R)≈ 1
Ω ∑|~G|≤Gc
ρP(~G)ei~G·~r (30)
where the sum over the reciprocal lattice vectors ~G is determined by the resolution of the grid. ρP(~G)
are the Fourier coefficients of the density, andΩ is the volume of the simulation cell. Conventionally,
the resolution of the grid is specified as the energy cutoff 12G
2
c that limits the kinetic energy of the
PWs. Fast Fourier transforms (FFTs) efficiently change representation between real space (ρP(~R))
and reciprocal space (ρP(~G)). In particular, for a grid with S grid points, the transformation can be
performed in linear scaling time (O(S logS)). In reciprocal space, it becomes straightforward to
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solve the Poisson equation for the potential vP
vP(~G) =
4pi
G2
ρP(~G) (31)
and an additional back FFT (FFT−1) will yield the potential in real space. For ~G= 0 the value of
the potential is set to zero, this corresponds to a constant shift to the potential (or redefinition of
the vacuum level)82. Thanks to the orthogonality of the occupied-virtual orbitals this shift has no
influence on the final value of the (ia|P) integrals83.
Note that the PW auxiliary basis is a natural choice for periodic systems, but it can equally
be used for gas phase or surface calculations84–86. The simplicity of the GPW method has as
a drawback that all-electron calculations are not possible, and that pseudopotentials have to be
employed in order to have densities that are smooth. The Gaussian and Augmented Plane Wave
(GAPW) scheme87,88 overcomes this limitation and is suitable for all-electron calculations, however
our RI implementation is currently limited to the GPW method only.
Once the potential vP is available on a regular real space grid, the numerical integration over
the basis functions is performed by summing the product of the value of the potential and the
primitive Gaussian functions (PGFs) over the grid points. For a given |P), all matrix elements that
are non-zero within a given threshold (εgrid) can be obtained in linear scaling time.
A further gain in efficiency is obtained by employing a multi-grid technique that represents the
potential vP on grids with increasingly coarser grid spacing. The accuracy of the multi-grid scheme
is fixed by specifying a relative cutoff (Erelcut) that specifies the Ecut of the grid that will be employed
for a primitive Gaussian function (PGF) with exponent 1.0.
Finally, (µν |P) integrals are transformed into MO ERIs using (sparse) matrix multiplication.
Introducing for a given |P) vector the matrix of ERIs SP (SPµν = (µν |P)), the ia elements of the
matrix BiaP are obtained by two matrix multiplication as C
†
oSPCv, where Co and Cv represent the
coefficient matrices of the occupied and virtual orbitals. The multiplication by Co can exploit the
sparsity of SP, implying an O(no) scaling per |P) vector, while the final multiplication can not
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exploit sparsity and is asymptotically dominant, scaling as O(onv). The thresholding in the sparse
matrix multiplication is enforced using a threshold ε f ilter ≈ εgrid .
As we have shown for the MP2-GPW method79, the overall accuracy of the MP2 energy can be
well controlled, and is on the order of 10−7−10−8 a.u. per heavy atom for Ecut = 300 Ry, Erelcut = 50
Ry, ε f ilter = εgrid = 10−8.
3 Parallel Implementation of the RI-GPW methods
In this section the algorithms and the parallelization strategies for the methods introduced
previously are presented and discussed in detail. The algorithms are split in two steps, the first deals
with the computation of the ERIs (ia|P), Section 3.1, and is in common for all methods, the second
is specific to the type of correlation energy calculated (Sections 3.2 to 3.4).
3.1 GPW Calculation of the (ia|P) ERIs
The pseudocode for the parallel algorithm for computing the (ia|P) ERIs with the GPW approach
is presented in Figure 1, while its main features are summarized in Table 1, the rest of the section
discusses this figure in detail.
The presented algorithm follows closely the integral computation part of our MP2-GPW
method79 with the main difference that all computation that were based on ia occupied-virtual pairs
now are performed for auxiliary basis related quantities. The parallelization is achieved with a
multi-level hybrid OpenMP/MPI scheme, and a careful process layout. The first level of paralleliza-
tion corresponds to distributing the work performed for a single given auxiliary basis function φP or
vector |P) = ∑RφRL−1PR . The second level of parallelization corresponds to a distribution of these
nearly independent calculations. The Np processes available in total are therefor split in NG groups,
each group working on a given φP or |P) and each consisting of Nw processes (Np=NGNw). The first
level of parallelization is complicated, involving parallel FFTs, halo-exchanges, and sparse matrix
multiplications over Nw processes. However, this level is readily available, as it corresponds to the
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Assign each process its coordinate (nP,nw)
Create ranges [PnPstart ,P
nP
end ], [a
nw
start ,a
nw
end ]
Loop over P auxiliary basis functions (PnPstart ≤ P≤ PnPend)
Calculate density ρP(~R) = φP(~R) on the real space grid
Transfer ρP(~R)→ ρP(~G): ρP(~G) = FFT[ρP(~R)]
Solve Poisson’s Equation: ρP(~G)→ vP(~G)
Transfer vP(~G)→ vP(~R): vP(~R) = FFT−1[vP(~G)]
Integrate potential in real space: IPQ =
∫
vP(~R)φQ(~R)d~R (all AUX Q)
Store IPQ
End P Loop
Redistribute IPQ integrals into (Q|P) parallel distributed matrix
Cholesky decomposition of (Q|P) = LLT (SCALAPACK)
Triangular inversion of L→ L−1
Collect and store L−1 rows MPR = L
−1
PR (all AUX R, P
nP
start ≤ P≤ PnPend)
Loop over P auxiliary basis functions (PnPstart ≤ P≤ PnPend)
Calculate density ρP(~R) = ∑R φR(~R)MPR on the real space grid
Transfer ρP(~R)→ ρP(~G): ρP(~G) = FFT[ρP(~R)]
Solve Poisson’s Equation: ρP(~G)→ vP(~G)
Transfer vP(~G)→ vP(~R): vP(~R) = FFT−1[vP(~G)]
Integrate potential in real space: (µν |P) = SPµν =
∫
φµ(~R)φν(~R)vP(~R)d~R (all µ ,ν)
Index transformation V= (C†oSP)Cv
Redistribute and store BPia =Via (all i, a
nw
start ≤ a≤ anwend)
End P Loop
Figure 1: Pseudocode of the parallel algorithm for computing the B matrix of ERIs (ia|P) with the
GPW approach.
standard parallelization scheme for DFT calculations in CP2K.81 The second level of parallelization
is more straightforward, since it only requires a few steps of inter-group redistribution of two center
ERIs (Q|P) in order to calculate L−1.
The total work load for the integral computation is distributed by splitting the total number
Na of auxiliary basis function into NG ranges [P
nP
start ,P
nP
end], each of them labeled with a given nP
coordinate, and assigned to the corresponding group. Additionally, each of the Nw processes within
a group is given an index nw, so that a processes is uniquely identified by its coordinate (nP,nw).
Finally, the a virtual index is split in Nw ranges [a
nw
start ,a
nw
end], while a splitting of the occupied i is
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Table 1: Features of the parallel algorithm for computing the B matrix of ERIs (ia|P) with the
GPW approach expressed as “order of” the calculation parameters. n and Na number of primary
and auxiliary basis functions, o and v number of occupied and virtual orbitals, S grid size, NG
and Nw number of groups and group size, Np number of processes. NG, Nw and Np are related by
Np = NGNw. The notation for the individual step is taken from the algorithm in Figure 1.
Memory Execution Time
Generation of MP vectors:
ρP calculation SNw
NaS
Np
FFT and Poisson solver SNw
NaS log(S)
Np
IPQ calculation (v
P integration) N
2
a
NG
N2a
Np
IPQ redistribution into (P|Q) N
2
a
NG
N2a
Cholesky decomposition of (P|Q) N2aNp
N3a
Np
Generation of L−1 N
2
a
Np
N3a
Np
Collect MP vectors N
2
a
NG
N2a
Generation of (ia|P) integrals (B matrix):
ρP calculation SNw
NaS
Np
FFT and Poisson solver SNw
NaS log(S)
Np
SPµν calculation (v
P integration) S+nNw
Nan
Np
1st index transformation onNw
Naon
Np
2nd index transformation ovNw
Naovn
Np
Redistribution and Storage B ovNaNp
Naov
NG
not necessary.
The algorithm is split in two parts, the first related to the calculation of L−1 the second to the
computation of the B matrix of (ia|P). In the two steps there are common features, in fact, in both
cases, the basic structure of the GPW machinery can be recognized, consisting of a density ρ(~R)
calculation on the real space grid, the computation of the associated potential v(~R) and the final
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integration of v(~R) over Gaussian elements of the basis. The difference in the two cases is that
for the computation of L−1, ρ(~R) is related to a single auxiliary basis function and the associated
potential is integrand over the auxiliary basis set functions, while for the computation of the (ia|P)
ERIs ρ(~R) = ∑RφRL−1PR and the integration is performed over pair elements of the primary basis
(µν).
At the end of the first loop over auxiliary basis elements, each group stores a slice of the (Q|P)
matrix (labeled as IPQ in the pseudocode in Figure 1) comprised all Q and P ∈ [PnPstart ,PnPend]. In order
to perform efficiently the Cholesky decomposition (Q|P) = LLT and subsequently the L inversion,
the IPQ are redistributed into a 2D layout of a parallel distributed matrix as used in SCALAPACK.
Once the L−1 matrix is computed a similar redistribution procedure is again performed in order to
collect the rows of L−1 (MPR = L
−1
PR , all R, P ∈ [PnPstart ,PnPend]) necessary for the next step. The time
spent for these two redistribution steps is not scaling well with the number of processes, nevertheless
the communication effort grows only O(N2) and the associated time, for the benchmark calculations
performed so far, is negligibly small.
The second loop over auxiliary basis vector |P) allows for the final computation of the (ia|P)
integrals. The time for the calculation of the SP matrix is linear scaling with the system size for a
given P, since only pairs of overlapping Gaussians (µν | need to be considered, and only a finite
number of grid points within a spherical region around the center of the PGF is required. This
implies that the total time for the integration of the potential in the RI-GPW method is O(N2), which
is a great reduction compared to the canonical GPW-MP2 algorithm, where the corresponding task
is O(N3).
Moreover, another advantage of the RI-GPW method, compared to standard RI integral im-
plementation, is that only two integral transformations from AO to MO basis are required. The
third transformation, which in conventional RI-MP2 implementation is performed as (ia|P) =
∑R(ia|R)L−1PR , and requires O(ovN2a ) operations, is no longer needed.
At the end of the RI-GPW integral algorithm each process stores the matrix elements BPia for all
i, P ∈ [PnPstart ,PnPend] and a ∈ [anwstart ,anwend].
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Check available memory [Mem]
According to [Mem] define the replication group R of size Nr
According to [Mem] define the batch size BS
Split the NG groups into NR subgroups (NR = NG/Nr)
Assign to each group G its coordinate in the subgroup nR
Collect BPia from all other processes with same coordinate (nR,nw)
Distribute IJ batches over the NG groups (I ≤ J, batch size of I and J given by BS)
Loop over IJ batches (IJ ∈my_GIJ)
Collect AiaP = B
P
ia and E
j
aP = B
P
ja, (i ∈ I, j ∈ J, all P, a ∈ [anwstart ,anwend ])
from all other processes in R with my same nw coordinate
Loop over i j (i ∈ I, j ∈ J)
(ia| jb) = Iab = ∑PAiaPE jbP (a,b ∈ [anwstart ,anwend ])
Loop over n′w, n′w ∈ G
Collect E jbP, (b ∈ [an
′
w
start ,a
n′w
end ])
(ia| jb) = Iab = ∑PAiaPE jbP, (a ∈ [anwstart ,anwend ],b ∈ [an
′
w
start ,a
n′w
end ])
End n′w Loop
E(2) = E(2)− (2−δi j)∑ab Iab(2Iab− Iba)/(∆abi j ), (a,b ∈ [anwstart ,anwend ])
Loop over n′w, n′w ∈ G
Collect I′ba, (b ∈ [anwstart ,anwend ],a ∈ [an
′
w
start ,a
n′w
end ])
E(2) = E(2)− (2−δi j)∑ab Iab(2Iab− I′ba)/(∆abi j ), (a ∈ [anwstart ,anwend ],b ∈ [an
′
w
start ,a
n′w
end ])
End n′w Loop
End i j Loop
End IJ Loop
Global summation of E(2)
Figure 2: Pseudocode of the parallel algorithm for computing the RI-MP2 energy from the ERIs
(ia|P).
3.2 RI-MP2 Method
Once the integrals (ia|P) are available the calculation of the RI-MP2 energy, in a serial algorithm,
is straightforward, since the only tasks are related to the (ia| jb) integral generation, Eq. (5), and the
energy accumulation, Eq. (8).
In a parallel algorithm the main complication is introduced by the distributed storage of the
(ia|P) integrals. In particular, due to the features of the of the RI-GPW algorithm, previously
described, each process stores elements BPia for all occupied i, P ∈ [PnPstart ,PnPend] and a ∈ [anwstart ,anwend].
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Table 2: Features of the parallel algorithm for computing the correlation energy with the different
methods expressed as “order of” the calculation parameters. The meaning of the different symbols
is referred to Table 1 with the only addition of: NR and Nr that represent the number of replica-
tion/integration group and the size of the replication/integration group (NG = NRNr), BS that is the
batch size for i j in RI-MP2, and Nq that is the number of quadrature points used for the numerical
quadrature in Laplace-RI-SOS-MP2 and RI-dRPA. The notation of the individual step is referred to
the different algorithms.
Memory Execution Time
RI-MP2 algorithm (Section 3.2):
Replication of (ia|K) into R groups ovNaNwNr
log2(NR)
NG
ovNa
Nw
(ia| jb) integral generation 2BSvNaNw
o2v2Na
Np
MP2 energy accumulation v
2
Nw
o2v2
Np
Communication 2BSvNaNw
o2vNa
NpBS
RI-dRPA algorithm (Section 3.3):
Creation of B matrix ovNaNwNr
[
log2(NR)+
NwNr−1
Np
]
ovNa
NrNw
Calculation of B′(ω) =G(ω)B ovNaNwNr
NqovNa
Np
Calculation of Q(ω) = 2BTB′(ω) ovNaNwNr
NqovN2a
Np
Calculation of Tr[ln(Q(ω)+1)−Q(ω)] N2aNwNr
NqN3a
Np
Laplace-RI-SOS-MP2 algorithm (Section 3.4):
Calculation of B′ ovNaNwNr
NqovNa
Np
Calculation of Q= BTB′ ovNaNwNr
NqovN2a
Np
Calculation of Tr[QQT] N
2
a
NwNr
NqN2a
Np
Since Nw is usually small compared to the total number of processes, the virtual index a is distributed
over a small number of MPI tasks within the group G while the auxiliary index P is distributed over
the large amount of NG groups.
In our RI-MP2 parallel algorithm, the (ia| jb) integral generation proceeds as follow: first
the independent i j pairs (i ≤ j) are statically distributed over the NG groups, for each i j pair,
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the full range of the auxiliary index P is collected on a local buffer from all other groups, while
keeping the virtual index distribution within the group, finally the (ia| jb) integrals are generated
for the actual i j pair in a matrix-multiplication fashion (Eq. (5)) requiring only a small amount of
communication within the group. Once the (ia| jb) are available, they are accumulated into the MP2
energy according to Eq. (8), requiring an additional negligible amount of communication within the
group.
With this choice, the main source of inter-group communication in the parallel algorithm is
related to the redistribution of the BPia integrals, required for each i j pair. In order to perform this
task efficiently, so that the required communication is reduced increasing the number of processes,
a scheme involving replication of the BPia into subgroup and batch communication for the i j pairs,
has been designed. Both replication and batching allow to improve the efficiency in communication
since, in the first case, the number of processes that have to communicate with each other is reduced,
in the latter because the number of messages is reduced. The available memory is thus used to
reduce communication.
The pseudocode of the RI-MP2 energy calculation algorithm is sketched in Figure 2 and the
main features of the algorithm are summarized in Table 2. In a first stage, according to the available
memory the replication group size Nr is defined and integrals are replicated among processes. As
shown in Table 2 the time involved in this step increases linearly with the logarithm of the number
of replication group NR, while it decreases when the number of processes (NGNw) is increased.
We have observed that a ratio NR/NG of ∼ 0.1 is usually a good compromise between the time
necessary for the replication and the gain in communication in the subsequent phase.
Once the R subgroups have been created and the BPia integrals replicated, the maximum possible
batch size BS is defined based on the available memory per process. The total number of IJ batches
(I ≤ J) are then distributed statically over the groups. For load balancing reasons, the number of IJ
batches is restricted to be a multiple of the number of groups NG and the remaining i j single pairs
are again statically distributed over groups.
At this point, each group loops over its assigned IJ batches and, collects the AiaP = B
P
ia and
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E jaP = B
P
ja integrals from the other members of the replication group R. The index ranges are i ∈ I,
j ∈ J, all P, a ∈ [anwstart ,anwend]. This means that, if Nw = 1 the index a spans the full range of virtual
orbitals and all the subsequent operations are performed locally. If Nw > 1, the E
j
aP integrals have
to be exchanged in a parallel matrix-multiplication-like fashion for the generation of the (ia| jb)
integrals that are then contracted into the MP2 energy, requiring an additional amount of in-group
communication. As stated before, the in-group communication, which involves few processes, is
usually negligible compared to the total communication time, and it is thus not taken into account
in Table 2.
The total number of times the communication routine is invoked is O
(
o2
B2SNG
)
while the time
required for each event of communication (considered to be proportional to the message sizes) is
O
(
vNaBS
Nw
)
. This makes the total time spent in communication O
(
o2vNa
NpBS
)
, that is, communication is
reduced when increasing the number of processes Np = NwNG and increasing the batch size BS.
In the presented algorithm, the time determining step is the (ia| jb) integral generation that is
essentially a local matrix-matrix multiplication. This allows to fully exploit the performance of
highly optimized routines, such as DGEMM. Moreover, this step can be further accelerated by
employing a hybrid implementation that utilizes graphics processing units (GPUs).
3.3 RI-dRPA Method
The presented dRPA correlation energy implementation is based on the method developed by
Eshuis et al.49. In this approach, the calculation of the integral in Eq. (27) is accomplished by
Clenshaw-Curtius numerical quadrature78. Here, only the main features of such a method are
reported referring to the original paper for more details.
Given Nq quadrature points, the working expressions for the numerical quadrature of Eq. (27)
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Check available memory [Mem]
According to [Mem] define the minimum size Nminr of the integration group R
Define the size Nr and number NR = NG/Nr of integration group, such that:
Nr ≥ Nminr and NR is a divisor of the number of quadrature points Nq
Split the NG groups into NR subgroups
Assign to each integration group R its subset of quadrature points {qmy}
Create the matrix B of size ov×Na distributed within the integration group R
Collect BPia integrals from all other processes and fill B matrix
According to Nq calculate Clenshaw-Curtius weight {wq} and abscissa {tq}
Calculate the scaling parameter a
Loop over q quadrature points (q ∈ {qmy})
Calculate ω = a · cot(tq)
Calculate B′(ω) =G(ω)B
Calculate Q(ω) = 2BTB′(ω)
Calculate FC(ω) = 12 Tr[ln(Q(ω)+1)−Q(ω)]
ERI-dRPAc = E
RI-dRPA
c +F
C(ω) ·a ·wq/(2pi)
End q Loop
Global summation of ERI-dRPAc across the integration groups
Figure 3: Pseudocode of the parallel algorithm for computing the RI-dRPA energy from the ERIs
(ia|P) and Clenshaw-Curtius numerical quadrature of Eq. (27).
are:
FC(ω) =
1
2
Tr[ln(Q(ω)+1)−Q(ω)] (32)
ERI-dRPAc '
Nq
∑
q=1
a ·wq
2pi
FC(a · cot(tq)) (33)
tq =
q
Nq
pi
2
, q= 1, . . . ,Nq (34)
wq =

pi
Nq sin2 tq
, q= 1, . . . ,Nq−1
pi
2Nq sin2 tq
, q= Nq.
(35)
where a is a scaling parameter that ensures that the grid points are adaptively distributed over the
spectrum of eigenvalues of matrix M (Eqs. (24) and (25)). Following ref49, the calculation of a can
be performed with O(N2) computational cost, in our algorithm the bisection method is used instead
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of Newton-Raphson.
The pseudocode of the parallel algorithm for the calculation of ERI-dRPAc is reported in Figure 3.
The parallel algorithm is based on a two level work load distribution. The first level corresponds to
the distribution of the work necessary for a given quadrature point q, the second to the distribution
of the independent quadrature points over subgroups of processes (the integration groups R).
The second level of parallelization is straightforward, first, according to the available memory,
the minimum size Nminr for the integration group is defined. Then, the actual size Nr is obtained
such that Nr ≥ Nminr and the number of integration group NR = NG/Nr is an exact divisor of the
total number of quadrature points Nq. In this way, each integration group R has an identically sized
Nq/NR subset of quadrature points {qmy}.
Once Nr is defined, the B matrix, defined in SCALAPACK format, has to be made available
within the integration group R. This is accomplished in two steps. In the first step, the parallel
distributed matrix B, of size ov×Na, is allocated over the members of R, each process in R is
identified with its coordinate nr. Subsequently, the locally held data (the (ia|P) = BPia distributed
as described in Section 3.1) are redistributed within R according to new ranges of B. This step
consists of in-group communication and requires O
(
(NwNr−1)
NwNr
ovNa
Np
)
effort. The second step consists
of inter-group communication, requiring replication of data across the integration groups. Since the
integration groups have all the same size (Nr) and the matrix B is created in the same manner, it
means that B retains the same structure for all groups, that is, all processes with the same coordinate
nr (belonging to different groups), have the same ranges for the rows and columns. Consequently,
in the second step, only processes that have the same coordinate nr communicate, replicating their
local data across the integrations groups. This requires a communication effort of O
(
log2(NR)
NwNr
ovNa
)
,
giving the total cost reported in table Table 2.
After the B matrix is created, the algorithm proceeds independently for each integration group.
As a first task the matrix B′ is calculated as G(ω)B. Since G(ω) is a ov× ov diagonal matrix
with elements Gia,ia(ω) = (εa−εi)((εa−εi)2+ω2)−1 the calculation of B′ requires only O
(
ovNa
Nr
)
operations for each quadrature point without inter-process communication.
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The time determining step of the algorithm is the calculation of the Na×Na matrix Q(ω)
computed as 2BTB′(ω). This task is performed as a standard parallel matrix-matrix multiplication
using SCALAPACK. Consequently the computational effort per quadrature point is O
(
ovN2a
NwNr
)
while
the communication is expected to scale as O(1/
√
NwNr).
The last computationally demanding task is the calculation of Tr[ln(Q(ω)+1)]. This step can
be efficiently carried out by considering the identity Tr[lnA] = ln(Det[A]), that is:
Tr[ln(Q(ω)+1)] = 2
Na
∑
i=1
ln(Uii) (36)
where the U matrix is the Cholesky decomposition of Q(ω)+1.
3.4 Laplace-RI-SOS-MP2 method
The Laplace-RI-SOS-MP2 algorithm is closely related to the RI-dRPA algorithm, in fact in both
cases a numerical quadrature is required together with an O(N4) matrix-matrix multiplication step.
Contrary to the RI-dRPA case, optimal integration grids for the numerical quadrature in Laplace-
transform MP2 method can be obtained relatively easily. In fact, the energy denominator ∆abi j
depends only on the occupied and virtual orbital energies such that ∆abi j ∈ [Emin,Emax], where
Emin = 2(εLUMO− εHOMO) and Emax = 2(εmax− εmin) being εmax and εmin the maximum and
minimum value of the orbital energies respectively. This implies that, in order to reach reasonable
accuracy (10−5−10−6 Hartree) in the computation of the E(2)OS , in general, much less integration
points are required compared to the RI-dRPA case. Different quadrature techniques such as
Gauss-Laguerre, Gauss-Legendre89, and least-squares (LS) quadrature67 have been employed. In
our implementation, the minimax approximation74,75 has been adopted. The minimax approach
has some appealing features such as uniformity of the error along the whole range and error of
alternating sign, leading to possible error cancellation. It has been shown that the minimax method
in the Laplace-transform MP2 framework remarkably outperforms classical quadrature techniques,
while giving comparable accuracy compared to the LS approach90.
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Check available memory [Mem]
According to [Mem] define the minimum size Nminr of the integration group R
Define the size Nr and number NR = NG/Nr of integration group, such that:
Nr ≥ Nminr and NR is a divisor of the number of quadrature points Nq
Split the NG groups into NR subgroups
Assign to each integration group R its subset of quadrature points {qmy}
Create the matrix B of size ov×Na distributed within the integration group R
Collect BPia integrals from all other processes and fill B matrix
Calculate Emin = 2(εLUMO− εHOMO) and Emax2(εmax−εmin)
Calculate ∆R = Emax/Emin
According to Nq and ∆R calculate minimax weight {w∗q} and abscissa {t∗q}
Scale minimax parameters wq = w∗q/Emin , tq = t∗q/Emin
Loop over q quadrature points (q ∈ {qmy})
Loop over local columns P
Loop over local rows ia
BPia
′
= BPia ·√wq · exp(tq(εi− εa))
End ia Loop
End P Loop
Calculate Q= BTB′
E(2)OS = E
(2)
OS −Tr[QQ
T
]
End q Loop
Global summation of E(2)OS across the integration groups
Figure 4: Pseudocode of the parallel algorithm for computing the Laplace-RI-SOS-MP2 energy
from the ERIs (ia|P) and the minimax approximation for the numerical quadrature in Eq. (18).
As shown in the pseudocode given in Figure 4, the algorithm for computing E(2)OS proceeds in the
same way as in the RI-dRPA case till the generation of the B matrix. When the B matrix has been
replicated and redistributed within each integration group, the minimax parameters {w∗q} and {t∗q}
are determined for the range ∆R = Emax/Emin, that is equivalent to find the minimax approximation
of the 1/x function for x ∈ [1,∆R]. These parameters are then scaled by Emin, that is, the range of
the approximation is shifted to [Emin,Emax].
Each integration group R will perform all the tasks for its preassigned quadrature points {qmy} in
parallel within the members of R. The required tasks for a given quadrature point consist in updating
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the B′ matrix with the actual weight wq and abscissa tq, perform the matrix-matrix multiplication
Q= BTB′ and increment the E(2)OS with the q
th contribution given by Tr[QQT]. The computational
effort required for each of these individual step is reported in Table 2. While the update of B′ and
the O(N4) matrix multiplication are analogous to the corresponding steps in the RI-dRPA algorithm,
the calculation of Tr[QQT] is only O(N2) and is performed without inter-processes communication.
3.5 Hybrid CPU/GPU Implementations
For the methods presented in this paper, the time determining step, from a computational
complexity point of view, is a matrix-matrix multiplication. In the case of the parallel RI-MP2
algorithm it is a process-local matrix multiplication (DGEMM), while in the other two cases it is a
parallel matrix multiplication (PDGEMM).
New accelerator hardware, such as graphics processing units (GPUs), can perform these opera-
tions efficiently, with a performance exceeding that of several traditional CPU codes both in time to
solution as well as energy efficiency.
In the current GPU implementation, only the matrix multiplication step is performed on the GPU.
This implies that the impact is limited to sufficiently large systems, where this part is dominating.
4 Benchmark Calculations
4.1 Computational Details
The EXX/RPA Formalism
The exact exchange (EXX) and random phase approximation correlation energies formal-
ism (EXX/RPA) has been extensively applied to a large variety of systems including isolated
molecules5–8,10,37,50,91–93, solids94–98, surfaces96,99–102 and van der Waals bonded crystals103–105.
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Within the framework of EXX/RPA formalism the total energy is given as:
EEXX/RPAtot = E
HF
tot +E
RPA
c
=
(
EDFTtot −EDFTxc
)
+EEXXx +E
RPA
c (37)
where the right-hand side terms of last equation are the DFT total energy, the exchange-correlation
DFT energy, the exact exchange and the RPA correlation energy respectively. The sum of the first
three terms is referred as the Hartree-Fock (HF) energy calculated employing the DFT orbitals,
and in the following will be denoted simply as HF@DFT. The last term correspond to the RPA
correlation energy computed using the DFT orbitals and orbital energies and will be referred as
RPA@DFT.
The calculation of the EEXX/RPAtot for a given system is thus performed by first converging the self
consistent field (SCF) procedure with a given DFT method. Then the ground state single-particle
wave functions and orbital energies are used as input to compute the EXX energy and the RPA
correlation energy.
All EXX/RPA calculations reported in this work have been performed employing Kohn-Sham
Perdew-Burke-Ernzerhof (PBE)106 orbitals as input unless otherwise stated.
Basis Sets, Thresholds and Pseudopotentials
The RI-GPW methods as implemented in CP2K68 have been employed for all calculations in
this manuscript. The correlation energy calculations are based on pseudopotentials of the form
suggested by Goedecker, Teter and Hutter (GTH) in Ref.107 but specifically parameterized for
Hartree-Fock (HF) and DFT calculations. In this way, core states do not need to be represented
and valence orbitals are smooth, as required by the GPW method. The same basis used in our
previous GPW-MP2 work has been adopted79. They consist in valence-only correlation consistent
type108,109 basis sets, generated for being used with these pseudopotentials. The basis sets have
been labeled as cc-DZVP, cc-TZVP and cc-QZVP, denoting double, triple and quadruple zeta quality
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respectively. For each primary basis set the relative auxiliary RI basis has been generated according
to the procedure proposed by Weigend et al.41. The Hartee-Fock exchange calculations have been
performed employing our robust Γ-point implementation110,111 that allows for stable calculations in
the condensed phase.111,112 The Schwarz screening threshold for the HF calculations is in the range
10−8−10−10, periodic calculations used a truncated Coulomb operator111, using approximately
half the length of the smallest edge of the simulation cell as truncation radius. The threshold for the
SCF convergence was 10−6 or tighter. The PW cutoff for the HF or DFT part of the calculations was
Ecut = 1200 Ry to guarantee convergence of the exchange-correlation term, at small cost compared
to the post SCF correlation energy calculations. The HF@DFT calculations have been performed
retaining the pseudopotential of the DFT method. The correlation energy calculations employed
high quality PW cutoffs of Ecut = 300 Ry, Erelcut = 50 Ry, ε f ilter = 10−7, and εgrid = 10−6, unless
mentioned otherwise. Gas phase systems have been computed using cluster boundary conditions
for solving the Poisson equation86.
The HF and PBE pseudopotentials as well as all basis sets employed in this work, have been
reported in supporting information. Moreover, in order to validate the reported settings, calcula-
tions for the S22 set113 have been performed for the RI-MP2 and RI-dRPA methods. The tested
basis sets are cc-TZVP, cc-QZVP and a slightly modified cc-TZVP basis containing augmented
functions (labeled as aug-cc-TZ). The obtained results for the S22 set, reported in the supporting
information, show good agreement with the previously reported calculations for basis of comparable
quality34,113,114, for example, the mean absolute deviation, in the case of the aug-cc-TZ with respect
to Dunning’s augmented correlation consistent basis aug-cc-pVTZ is 0.1 kcal/mol for both RI-MP2
and RI-dRPA.
Geometries and Cohesive Energies
For all crystals, supercells have been generated by replicating the unit cell, so that the smallest
edge was larger than 9Å, in order for the Γ-point approximation to be reasonable. The experimental
geometries of the molecular crystals have been retrieved from the Cambridge Structural Database
28
(CSD)115. The positions of the hydrogen atoms of these geometries have been further relaxed at
the DFT/BLYP116,117 level employing the cc-TZVP basis set, unless otherwise stated. The main
features of the structure of each crystal, together with the supercell used in the calculation and the
CSD refcode, are reported in the supporting information or can be recovered from our previous
work on the GPW-MP2 method79. The LiH crystal geometry is based on the experimental value of
the lattice parameter (a= 4.084 Å) .
The counterpoise (CP) corrected cohesive energy per molecule at a given volume V has been
computed as118,119
ECPcoh(V ) =
Esupercell(V )
Nmol
−Egasmol−Ecrystalmol+ghost(V )+Ecrystalmol (V ). (38)
Here, Nmol is the number of molecules per supercell, Esupercell(V ) the total energy of the supercell,
and Ecrystalmol+ghost(V ), E
crystal
mol (V ), and E
gas
mol the total energy of an isolated molecule in either the crystal
geometry (Ecrystalmol+ghost(V ) and E
crystal
mol (V )) or a gas phase geometry (E
gas
mol). E
crystal
mol+ghost(V ), includes
ghost atoms from the molecules of first coordination shell, while the gas phase geometries has been
obtained by relaxation at the B3LYP/cc-TZVP level117,120,121. To assess the accuracy of computed
cohesive energies, these values have been compared to the experimental sublimation enthalpies
(∆H(s)).
4.2 Accuracy of the Methods
In this section the accuracy of the presented methods is discussed. Three significant approxima-
tions can be identified as possible sources of error.
The lowest level approximation is related to the GPW method for which an auxiliary Plane-
Waves basis is introduce in order to express the fitting densities in the reciprocal space. We have
shown that the GPW approach for calculation the MP2 energy introduce negligible error, and the
setting specified in Section 4.1 are sufficient to provide an error below 10−7 a.u per heavy atom79.
The second approximation refers to the RI methods, for which an auxiliary basis of localized
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(a) (b)
Figure 5: Accuracy of the numerical quadrature for the RI-dRPA (a) and RI-SOS-MP2 (b) methods
with respect to number of quadrature points for three different systems. The reference energy
is, in the case of RI-dRPA, the energy obtained employing 100 quadrature points, in the case of
RI-SOS-MP2, the exact spin-opposite component of the RI-MP2 energy.
Gaussians is introduced in order to factorize the two electron repulsion integrals. We have tested the
accuracy of the RI approximation only in the MP2 energy case, since no reference dRPA energies
have been calculated due to the high O(N6) computational cost. However, it has been shown that
the magnitude of the error introduced by RI is of the same order for the MP2 and dRPA energies8,49.
The largest deviation observed is related to the case of the Benzene crystal for which the absolute
error is 1.78 milli-Hartree corresponding to approximately 10−5 Hartree per atom.
The last possible source of error concerns only the RI-dRPA and RI-SOS-MP2 methods for
which an integral quadrature scheme is required. Figure 5 shows the convergence of the absolute
error with respect to the number of quadrature points for the two methods for three different
condensed phase systems. In both cases, an exponential convergence is observed. For the Clenshaw-
Curtius quadrature scheme, employed in the dRPA case, 20− 30 quadrature points are enough
for micro Hartree accuracy. For the minimax approximation, used in the Laplace transformed
SOS-MP2 method, the same accuracy is obtained with only 6−8 points.
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4.3 Performance of the Methods
(a) (b)
Figure 6: Measured speed up (a) and efficiency (b) with respect to 512 processes for the calculation
of the RI-MP2 and RI-dRPA energy of 64 bulk water molecules. RI-dRPA calculation performed
employing 60 quadrature points for the numerical integration.
To assess the performance of the parallel algorithms a system made of 64 bulk water molecules
has been chosen. The employed basis set is the cc-TZVP resulting in 265 occupied orbitals, 3648
primary and 8704 auxiliary basis functions. For the RI-dRPA case, 60 integration points have been
used for the numerical quadrature.
The speed-up and the parallel efficiency for the RI-MP2 and RI-dRPA methods are reported
in Figure 6. The Laplace-RI-SOS-MP2 method has not been reported since it is closely related to
the RI-dRPA case. Both algorithms show good parallel scalability in a wide range, resulting in an
efficiency around 80% for the 10240 processes run. At the full scale-out (30720 processes) the time
for computing the RI-MP2 and RI-dRPA energies is 97 and 109 seconds respectively.
The main reason of the reduced efficiency in the RI-MP2 case is load imbalance, since the
number of independent i j pairs starts to be of the same order as the number of processes for the
largest runs. In the RI-dRPA case, the reduced efficiency is mainly related to the replication of the
B matrix into each integration group R. Even if this step takes only 32 seconds for the full scale-out
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Table 3: Benchmark calculations for the RI-MP2, RI-dRPA and RI-SOS-MP2 methods, time in
min.@CRAY-XK7, 3200 cores. U = Urea, B = Benzene, FA = Formic Acid, SA = Succinic An-
hydride, D = 2,3-Diazanaphthalene, PD = Pyromellitic Dianhydride, CT = Cyclotrimethylene-
Trinitramine, 64 H2O = 64 bulk water molecules. A, n, o and Na represent the number of
atoms, basis functions, occupied orbitals and auxiliary basis functions respectively. tRIMP2,
tRIdRPA, t
RI
SOS-MP2 and t
SCF
1stcycle are the time necessary for the RI-MP2, RI-dRPA, RI-SOS-MP2
energy calculations and for the first iteration in the Hartree-Fock self consistent field (SCF)
procedure.
tMP2
tRIMP2
is the speedup of the RI method compared to the standard canonical MP2
energy algorithm. All RI-dRPA and RI-SOS-MP2 calculations were performed employing 40
and 10 quadrature points respectively for the numerical integration.
A n o Na tRIMP2 t
RI
dRPA t
RI
SOS-MP2 t
SCF
1stcycle
tMP2
tRIMP2
U 128 2752 192 6784 2.4 2.5 1.3 2.1 12.9
D 128 2992 192 7520 3.3 3.5 1.9 4.9 14.3
FA 120 2760 216 6912 2.8 2.8 1.5 2.0 12.1
64 H2O 192 3648 256 8704 7.5 6.4 3.4 1.0 17.3
B 192 4128 240 10176 10.4 8.8 4.2 5.5 12.7
PD 144 3936 312 10208 13.7 10.3 4.5 6.9 10.4
SA 176 4144 304 10432 14.6 11.1 4.9 5.0 10.5
CT 168 4152 336 10560 17.2 12.3 5.2 4.5 9.8
run it is significant for the total time.
In Table 3 the timing for different benchmark calculations performed with 3200 processes are
reported. Together with the time spent for the computation of the correlation energy for the three
methods, also the time spent in the first Hartree-Fock SCF cycle and the speed up of the RI-MP2
compared to the canonical MP2 are shown. The time for the first SCF cycle is strongly dominated
by the calculation of the four-center electron repulsion integrals over atomic orbitals, this time is
reported only to give an idea of the relative computational effort between the SCF procedure and
the correlation energy calculation.
The calculation of the RI-SOS-MP2 energy is the fastest in all cases due to the combination of
the lower O(N4) scaling and the relatively small number of quadrature points necessary. Moreover,
in this case, the timing are of the same order as the first SCF step.
The RI-dRPA method is as expensive as the RI-MP2 method for the smaller systems, but
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becomes cheaper than the latter for larger systems due to the better asymptotic scaling of O(N4).
Finally the RI-MP2 method shows a speed up compared to the canonical MP2 energy calculation
that ranges from 9.8 up to a maximum of 17.3.
4.4 Performance of the Hybrid CPU/GPU Implementations
Table 4: Benchmark calculations for the hybrid CPU/GPU implementation of the RI-MP2
and RI-dRPA methods, time in min.@CRAY-XK7, 3200 cores, 200 GPU. The meaning
of the row entries is given in Table 3. In the table the superscript H refers to the hybrid
CPU/GPU implementations, if no superscript is specified the timing are referred to the standard
(only CPU) implementation. In the case of RI-MP2 the subscript “mul” refers to the O(N5)
step of the algorithm, that is the (ia| jb)RI integrals generation (Eq. (5)). In the case of RI-
dRPA the subscript “mul” refers to the O(N4) step in the algorithm, that is the calculation of
Q(ω) = 2BTB′(ω) performed as a parallel matrix-matrix multiplication.
RI-MP2 RI-dRPA
tmul tHmul
tmul
tHmul
tHtot
ttot
tHtot
tmul tHmul
tmul
tHmul
tHtot
ttot
tHtot
U 1.37 0.40 3.4 1.49 1.6 1.39 0.32 4.3 1.39 1.8
D 1.80 0.61 3.0 2.10 1.6 1.87 0.44 4.2 2.01 1.7
FA 1.72 0.58 3.0 1.70 1.6 1.61 0.40 4.0 1.58 1.8
64 H2O 5.00 1.47 3.4 4.19 1.8 4.03 0.91 4.4 3.20 2.0
B 7.14 1.93 3.7 5.16 2.0 5.86 1.36 4.3 4.20 2.1
PD 10.5 2.90 3.6 6.20 2.2 7.46 1.79 4.2 4.65 2.2
SA 11.2 2.62 4.3 6.14 2.4 7.93 1.84 4.3 4.95 2.2
CT 13.7 3.78 3.6 7.44 2.3 9.03 2.01 4.5 5.24 2.3
In order to assess the performance of the hybrid CPU/GPU implementations the same benchmark
systems reported in Table 3 for the standard algorithms have been used. The results are shown
in Table 4, where the data refer to the total execution time for computing the correlation energies
and the time related only to the matrix-matrix multiplication step, labeled for both RI-MP2 and
RI-dRPA as “mul”. The superscript “H” denotes the case of the hybrid implementations, while the
absence of superscript refers to the standard algorithms. The total execution timings in the case of
the standard implementations can be found in Table 3.
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Comparing the total timings for computing the correlation energies with tmul, for the standard
algorithms, it can be noted that this step requires between 50% to 80% of the total time. This sets the
boundaries for the impact of the acceleration of this task on the speed-up of the overall calculation.
In Table 4 the speed-up of the matrix multiplication step is labeled as
(
tmul
tHmul
)
. In the case of
RI-MP2 the speed-ups range from 3.0 up to 4.3, while in the case of RI-dRPA the results are better
resulting in speed-ups that are typically greater than 4.
The acceleration of the matrix-matrix multiplication by GPUs has a significant impact on the
overall timing, giving a speed-up of 1.6 for the smaller systems to more than 2 for the larger ones
where the matrix multiplication step is clearly dominant. In the limit of very large systems, the
speed-up can be expected to be even greater than 3.
4.5 System Size Scaling
In order to validate the performance models listed in Tables 1 and 2, the time for the individual
steps of the algorithms has been measured for systems of increasing size. The test system is based
on a supercell containing 32 bulk water molecules, with a cc-DZVP basis set. The supercell has
been replicated up to five times in one dimension, giving a final supercell containing 160 molecules.
All calculations have been performed employing 1200 cores without GPUs. The timing are reported
separately for the calculation of the (ia|P) integrals (in common for all methods, Figure 7a) and
for the matrix-multiplication part of the correlation energy calculation (different for all methods,
Figure 7b). The obtained timing have been fitted with the function y= bxa, yielding the measured
scaling exponent a associated with each different step.
In the legend of Figure 7a the label “Calc (Q|P)” includes all the steps necessary to calculate
the two center integrals over the auxiliary basis functions, they are all expected to scale roughly
O(N2). For the calculation of the final (ia|P) integrals more details have been reported separating
the calculation of the potential, the integration of the potential to give the (µν |P) integrals, and the
index transformations leading to the final required form (ia|P). As shown by the measured values
of a the designed models are confirmed giving an O(N2) scaling for both the potential generation
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(a) (b)
Figure 7: Shown is the time spent in the various significant part of the energy calculation for the
three methods, as a function of the number of replicas of the supercell, containing 32, 64, 96, 128
and 160 molecules of H2O respectively. The number of quadrature points employed is 20 and
6 respectively for the RI-dRPA and RI-SOS-MP2 methods. (a) reports the timing for the (ia|P)
integral generation, that is in common for all methods (see Table 1) (b) reports the total time for the
(ia|P) integral generation (black line) together with the timing for the most expensive step for each
individual method (see Table 2). Lines represent a linear two-parameter fit of the form y= bxa. The
values of a for each task are reported in the legend.
and integration, and resulting in a ' 3 and a ' 4 for the first and second index transformation
respectively. It is important to note here the Cholesky decomposition and the triangular inversion
steps are not reported since, even having an expected scaling of O(N3), the time associated with
these steps is insignificant compare to the total for all sizes tested.
In Figure 7b the reported timing are related to the calculation of the (ia| jb)RI integrals, the
Q(ω) = 2BTB′(ω) and the Q= BTB′, respectively for the RI-MP2, RI-dRPA and RI-SOS-MP2
methods. Also in this case the formal scaling of the individual step is confirmed to be ' 5 for
RI-MP2 and ' 4 for the other two methods. The smaller prefactor observed for RI-SOS-MP2
compared to RI-dRPA is due to the lower number of points required in order to reach the same
integration accuracy in the numerical quadrature.
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4.6 Solid LiH
Table 5: All-electron pseudopotential HF@PBE, RI-dRPA@PBE and RI-MP2 contributions to the
counterpoise corrected cohesive energies in mEh of LiH at the experimental geometry (a= 4.084
Å) for various basis set and cell sizes. The text discusses how the extrapolated numbers (italic type)
have been obtained.
2×2×2 3×3×3 4×4×4 Extr. (En→∞X )
HF@PBE
cc-DZVP -131.91 -134.80 -135.00
cc-TZVP -124.84 -128.07 -128.31
cc-QZVP -124.41 -127.63
RI-dRPA@PBE
cc-DZVP -27.05 -28.53 -28.95 -29.19
cc-TZVP -38.42 -40.11 -40.62 -40.89
cc-QZVP -41.86 -43.73 -44.28 -44.59
Extr. (En→∞X→∞) -46.42
RI-MP2
cc-DZVP -29.25 -30.30 -30.57 -30.75
cc-TZVP -38.00 -39.33 -39.68 -39.91
cc-QZVP -40.57 -41.99 -42.36 -42.60
Extr. (En→∞X→∞) -44.10
Due to its favorable features, such as large band gap, simple unit cell and absence of heavy
atoms, the LiH crystal has been widely used as benchmark system in condensed phase electronic
structure calculations35,79,112,122–125. In this section the estimated complete basis set (CBS) limit
of the RI-MP2 and RI-dRPA contributions to the cohesive energy of LiH crystal are reported and
discussed. In order to do so, two extrapolations have been performed, the first with respect to the
cell size going to infinity, the second with respect to the basis set.
The counterpoise corrected contributions to the cohesive energy of LiH for various basis set and
cell sizes together with the extrapolated values are summarized in Table 5. The calculation of the RI-
dRPA energies as well as the EXX contributions have been performed with input electronic orbitals
and orbital energies obtained from self-consistent PBE calculation. They are denoted respectively as
RI-dRPA@PBE and HF@PBE. The calculation have been performed up to the supercell 4×4×4
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Table 6: Ratio between the energies per formula unit of bulk LiH for two consecutive cell size(
EnX
E(n+1)X
)
. X=D,T,Q for the cc-DZVP, cc-TZVP and cc-QZVP respectively.
RI-MP2 RI-dRPA@PBE
E2X
E3X
E3X
E4X
E2X
E3X
E3X
E4X
cc-DZVP 0.9794 0.9951 0.9865 0.9961
cc-TZVP 0.9813 0.9954 0.9884 0.9965
cc-QZVP 0.9815 0.9881
for the cc-DZVP and cc-TZVP basis and up to supercell 3×3×3 for the cc-QZVP. In the following
discussion, the energy contribution for a given pair of cell size/basis set is labeled as EnX , with X
denoting the basis (D,T,Q,∞) and n the number of repeated unit cells (1,2,3,∞)
The estimate for the size converged limit, for a given basis set (En→∞X ), has been obtained em-
ploying the extrapolation formula EnX = E
n→∞
X +S(n×a)−3 where n is the number of repetitive cells
considered and a is the lattice parameter. The choice of the exponent −3 used in the extrapolation
has been inspired by the long range behavior of both MP2 and dRPA pair energy, following the
London law C6/d6i j, with di j being the distance between the center of two charge distributions
25,126,
and integrating over all pairs in the crystal for which di j ≥ d. For all the basis sets considered, the
En→∞X value has been obtained by a three points extrapolation for cell sizes ranging from 2×2×2
to 4×4×4. In the case of the cc-QZVP basis the additional point E4Q has been obtained as E3Q×
E4T
E3T
.
This extrapolation is justified by the observation that the ratio between the energies per formula
unit for two consecutive cell sizes
(
EnX
E(n+1)X
)
converges quickly with respect to the basis set for both
MP2 and dRPA. In fact, as shown in Table 6, the difference of E
2
X
E3X
in going from the cc-TZVP to the
cc-QZVP basis is of the order of 10−4 for both RI-MP2 and RI-dRPA. Moreover, the difference
between the computed result E3Q and the extrapolated E
2
Q×
E3T
E2T
is of the order of few tenth of µEh
for both RI-MP2 and RI-dRPA, validating the approach.
In order to obtain the CBS, the size extrapolated results for each basis set have been finally
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(a) (b)
(c) (d)
Figure 8: Convergence of the all-electron pseudopotential RI-dRPA@PBE (red squares) and RI-MP2
(blue circles) contribution to the cohesive energy of LiH at the experimental geometry (a= 4.084
Å) with respect to the cell size and basis set. L is the length of the cell edge (L= n×a) and X = 2,3
and 4 for cc-DZVP, cc-TZVP and cc-QZVP respectively. (a) Extrapolation with respect to the cell
size for the cc-DZVP basis set. (b) Extrapolation with respect to the cell size for the cc-TZVP basis
set. (c) Extrapolation with respect to the cell size for the cc-QZVP basis set. (d) Extrapolation with
respect to the basis set for the size-converged cohesive energies.
extrapolated with the cubic interpolation formula En→∞X = E
n→∞
X→∞+AX
−3 (X = 2,3,4 for cc-DZVP,
cc-TZVP and cc-QZVP respectively)33,34. The fits are shown in Figure 8 and the extrapolated
values reported in Table 5.
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Finally, the complete basis set limit of the cohesive energy of LiH is estimated to be 44.10
and 46.42 mEh for RI-MP2 and RI-dRPA respectively. The obtained result in the RI-MP2 case is
in excellent agreement with our previously reported MP2 value of 44.09, showing that the error
introduced by the RI approximation is negligibly small. Considering the converged HF@PBE and
HF values to be 128.3 and 132.0 mEh respectively, it can be observed that, while the obtained value
for the dRPA@PBE contribution to the cohesive energy is slightly larger that the pure MP2 result,
the total cohesive energy given as (HF+dRPA)@PBE is underbinding compared to the HF+MP2
value. This behavior is in agreement with the trend observed for the atomization energies reported
in several previous studies7,8,10,50.
4.7 Cohesive Energy of Molecular Crystals
The counterpoise corrected cohesive energy for several molecular crystals, calculated at different
level of theory using the experimental crystal cell parameters and employing the cc-TZVP basis, are
reported in Table 7.
Together with the RI-MP2 results also the MP2 values, taken from our previous work79, have
been reported as reference in order to assess the accuracy of the RI approximation. As shown in
Table 7, the error introduce by the RI approximation is, also in this case, negligibly small, resulting
in an error of a few tenth of kJ/mol in the final value of cohesive energy.
In the case of EXX/dRPA method, the effect of different input orbitals in the computation of the
counterpoise corrected cohesive energies has been tested. The tested reference wave-functions have
been chosen with a decreasing fraction of non-local exchange, ranging from the pure Hartree-Fock
(100%), to PBE (0%), passing through B3LYP117,120,121 (20%) and PBE0127 (25%). As shown
in Table 7 the decreasing fraction of non-local exchange, in general, results in an increase of the
dRPA and a decrease of the EXX contributions to the cohesive energy. As noted in previous studies
on vdW bonded molecular crystals104,105, these two effects have roughly the same magnitude
resulting, in most cases, in a cancellation in the final value of the EXX/dRPA cohesive energy. The
smallest root-mean-square deviation (RMSD), compared to the experimental sublimation enthalpies,
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Table 7: Counterpoise corrected cohesive energy (−ECPcoh) in kJ/mol for the the molecular crys-
tals of B = Benzene, FA = Formic Acid, SA = Succinic Anhydride, D = 2,3-Diazanaphthalene,
PD = Pyromellitic Dianhydride, U = Urea, CT = Cyclotrimethylene-Trinitramine. The sign
of the ECPcoh has been changed in order to be compared with the experimental sublimation en-
thalpies ∆H(s). ∆H(s) have been taken from the supporting information of Ref 119, see also
http://webbook.nist.gov/chemistry/.
B FA SA D PD U CT RMSD
Exp ∆H(s) 45 68 81 83 83 92 112
HF -21.2 26.3 38.6 -5.7 31.3 55.8 49.8 58.1
MP2 58.8 55.5 81.2 79.7 123.4 94.6 113.7 16.9
RI-MP2 58.8 55.6 81.1 79.8 123.2 94.6 114.0 16.8
(HF+dRPA)@HF 29.2 45.0 68.1 45.7 92.0 81.1 91.1 20.6
dRPA@HF 50.3 18.6 29.5 51.4 60.7 25.3 41.3
(HF+dRPA)@PBE0 36.3 47.0 69.9 49.2 94.1 83.4 83.9 19.9
dRPA@PBE0 60.6 27.7 36.1 54.6 71.3 33.2 36.0
HF@PBE0 -24.3 19.3 33.8 -5.3 22.8 50.2 47.8
(HF+dRPA)@B3LYP 37.1 46.9 69.9 49.1 94.1 83.4 82.8 20.1
dRPA@B3LYP 62.4 26.9 34.7 54.7 70.3 32.8 32.5
HF@B3LYP -25.4 20.0 35.2 -5.6 23.9 50.6 50.3
(HF+dRPA)@PBE 37.6 45.0 67.3 44.8 91.0 81.1 75.0 23.2
dRPA@PBE 65.9 30.1 37.2 55.1 72.8 35.5 26.8
HF@PBE -28.3 14.8 30.2 -10.3 18.2 45.7 48.2
is observed for the case in which PBE0 is used, even if the difference in RMSD with the other
EXX/dRPA cases is quite small.
Finally, the obtained cohesive energies with the EXX/dRPA method are systematically under-
binding the molecular crystals compared to the MP2 case, giving a slightly larger RMSD.
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5 Conclusions
With the present work, a novel method for the resolution of identity approximation applied to
the calculation of electron repulsion integrals over molecular orbitals, based on the Gaussian and
Plane Waves approach is introduced. The ground foundation of this method lies in the way the three
center electron repulsion integrals of the type (µν |P) are computed, that is, by direct integration
between the product of the Gaussian basis function (µν | and the electrostatic potential arising from
the RI fitting densities (P|= ∑R(R|L−1PR . This approach has been shown to be efficient, accurate and
robust for periodic systems, furthermore it displays a measured scaling of the computational effort
that grows only quadratically with the system size. In addition to that, it offers a straightforward
way for parallel implementation.
The RI approximation has been applied to the calculation of the correlation energy at the
MP2, SOS-MP2 and dRPA level of theory for finite and extended systems. Massively parallel
algorithms have been developed for each of these methods, displaying excellent parallel scalability
and efficiency up to ten thousands of processes. Furthermore, it has been shown that a hybrid
CPU/GPU implementation can result in speed-ups to individual steps of the algorithm up to a
factor 4.5 and around a factor 2 for the global calculation compared to the standard only CPU
implementation.
The RI approximation introduces negligible error in the final energy evaluation while giving
a speed-up, in the case of RI-MP2, of a factor 10 to 15 compared to the standard GPW-MP2
implementation. In the SOS-MP2 and dRPA cases, the energy evaluation is carried out by a
numerical integration procedure that allows to reduce the computational effort to O(N4). The
numerical quadrature schemes has been shown to converge exponentially with respect to the number
of grid points, such that, for systems with a sizable gap, 6-8 and 20-30 points are enough for micro
Hartree accuracy in the case of SOS-MP2 and dRPA respectively.
Several benchmark calculations have been reported, showing that correlation energy calculations,
at the different level of theory presented, can be performed within minutes for systems containing
hundreds of atoms and thousands of basis functions.
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