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Abstrakt
Tato pra´ce si klade za cı´l vysveˇtlit zpu˚sob manipulace se sı´t’ovou cˇa´stı´ ja´dra (kernelu)
GNU/Linux pomocı´ Netlink socket. Ja´dra operacˇnı´ch syste´mu˚ prˇı´mo komunikujı´ s hard-
warem pocˇı´tacˇe, a pokud chce uzˇivatel zmeˇnit cˇi nastavit naprˇı´klad IP adresu na urcˇite´m
sı´t’ove´m rozhranı´, provede to veˇtsˇinou neˇjaky´m specializovany´m na´strojem. Tyto na´stroje
pak musı´ toto nastavenı´ neˇjaky´m zpu˚sobem prˇedat ja´dru OS. Netlink socket je jednı´m
ze zpu˚sobu tohoto prˇeda´va´nı´ dat mezi user-space a kernelem. My´m u´kolem v te´to pra´ci
bylo napsat programy, ktere´ pomocı´ Netlink socket vytvorˇı´ sı´t’ove´ tunely, a toto rˇesˇenı´
zdokumentovat a otestovat.
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Abstract
This thesis is focused on explaining how we can use Netlink socket to configure the
GNU/Linux kernel’s networking subsystem. It is kernel that directly communicates with
computer hardware, so when user wants to change something, e.g. an IP address on some
interface, s/he will probably use some special utility. These utilities then use a certain
method to pass these new configurations to kernel. Netlink socket is one of thesemethods.
My goal in this thesis was to write a program(s) that use Netlink socket and are able to
create network tunnels. Founded solution is afterwards documented and tested.
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Seznam pouzˇity´ch zkratek a symbolu˚
ACK – Acknowledgement
API – Application Programming Interface
ARP – Address Resolution Protocol
CPU – Central processing unit
IP – Internet Protocol
IPSec – IP Security
MAC – Media Access Control
MTU – Maximum transmission unit
OS – Operating System
TCP – Transmission Control Protocol
TCP/IP – Transmission Control Protocol / Internet Protocol
TTL – Time to live
UDP – User Datagram Protocol
VLAN – Virtual LAN
VPN – Virtual Private Network
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41 U´vod
Tato diplomova´ pra´ce je cˇleneˇna do neˇkolika kapitol, ktere´ odpovı´dajı´ postupu rˇesˇenı´
dane´ho proble´mu, tedy vytva´rˇenı´ tunelu˚ pomocı´ Netlink socket.
V navazujı´cı´ kapitole prˇiblı´zˇı´m historii vzniku UNIXu a neˇktere´ z jeho obecny´ch
znaku˚. Da´le vysveˇtlı´m, jaky´ ma´ k neˇmu vztah Linux a jaky´ je rozdı´l mezi Linuxem a
GNU/Linuxem.
Pote´ se budu vı´ce veˇnovat Linuxu, resp. jeho vnitrˇnı´ strukturˇe. Uka´zˇi, zˇe Linux mu˚zˇe
by´t logicky rozdeˇlen do neˇkolika oddeˇleny´ch cˇa´stı´, prˇicˇemzˇ jednu z teˇchto cˇa´stı´ budu
pozdeˇji konfigurovat.
Popı´sˇi neˇktere´ zpu˚soby, ktery´mi je mozˇno komunikovat mezi Linuxem a user-space,
a za´rovenˇ vysveˇtlı´m, procˇ je tato komunikace potrˇebna´.
Netlink socket je jednı´m ze zpu˚sobu˚ te´to komunikace, navazujı´cı´ kapitola se proto
bude veˇnovat jeho teoreticke´mu popisu. Ze zacˇa´tku pu˚jde o popis obecny´, tedy k cˇemu
prˇesneˇ slouzˇı´ a jake´ ma´ vlastnosti. Da´le uka´zˇi, jak se vytva´rˇı´ socket, ktery´m bude Netlink
zpra´va odesla´na, a pote´ prˇiblı´zˇı´m, jak vypada´ Netlink hlavicˇka a jake´ mozˇnosti sky´ta´.
Stejneˇ jako Netlink hlavicˇku popı´sˇi i neˇktere´ RTNetlink hlavicˇky, ty, ktere´ budu potrˇebo-
vat ke splneˇnı´ u´kolu. Nakonec se podı´va´m na zpu˚sob prˇida´va´nı´ atributu˚ za RTNetlink
hlavicˇky, na neˇktere´ jejich typy a na to, k cˇemu slouzˇı´.
Pote´ se dosta´va´m k vyu´steˇnı´ pra´ce, tedy tvorbeˇ tunelu˚. Uka´zˇi u´seky programu˚, ktere´
vycha´zejı´ z nabyte´ho teoreticke´ho za´kladu a ktere´ jsou schopny pomocı´ Netlink socket
vytvorˇit funkcˇnı´ tunel mezi dveˇma pocˇı´tacˇi.
Vytvorˇeny´ tunel pakotestuji na jednoduche´ sı´t’ove´ topologii a zmeˇrˇı´m, jaky´ dopadmajı´
enkapsulace na vytı´zˇenı´ CPU prˇi odesı´la´nı´ velke´ho mnozˇstvı´ dat vytvorˇeny´m tunelem.
Poslednı´ kapitolou je Za´veˇr, ve ktere´m shrnu dosazˇene´ vy´sledky me´ pra´ce.
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Na zacˇa´tek bych ra´d objasnil tyto pojmy, protozˇe si je lide´ velmi cˇasto pletou (prˇedevsˇı´m
Linux a GNU/Linux), a mu˚zˇe tak docha´zet k nepochopenı´.
2.1 UNIX
Pra´ce na UNIXu zacˇaly v roce 1969 v Bell Labs, cozˇ bylo vy´zkumne´ centrum americke´
telefonnı´ spolecˇnosti AT&T, tehdy monopolisty ve sve´m oboru. [1] Syste´m vznikl s cı´lem
umozˇnit neˇkolika programa´toru˚m najednou prˇı´stup ke zdroju˚m pocˇı´tacˇe, cˇili umozˇnit
jim na jednom pocˇı´tacˇi pracovat soucˇasneˇ. [2]
Prvnı´ verze UNIXu vysˇla v roce 1971 , tehdy jesˇteˇ psana´ v jazyce B Kena Thompsona,
(jazyce symbolicky´ch adres) [3]; cˇtvrta´ verze (1973) byla prˇepsa´na do jazyka C [4], ktery´
v Bell Labs vytvorˇil Dennis Ritchie, jeden z autoru˚ UNIXu. [5] Dı´ky tomu se syste´m stal
snadno prˇenositelny´m na jine´ platformy.
Vy´voj UNIXu pokracˇoval a postupneˇ se UNIX rozsˇı´rˇil natolik, zˇe se z jeho jme´na stala
ochranna´ zna´mka Bell Labs. [6] Tuto ochrannou zna´mku nynı´ vlastnı´ The Open Group.
[7]








Kernel je ja´dro syste´mu, ktere´ ovla´da´ hardware (alokaci pameˇti, prˇı´stup na disk..) a
shell je rozhranı´ mezi kernelem a programy (v dalsˇı´m textu neˇkdy jako user-space), ktere´
interpretuje prˇı´kazy napsane´ uzˇivatelem.
UNIX da´le zava´dı´ na´sledujı´cı´ vlastnosti/techniky: [8]
• vsˇe je soubor nebo proces
– proces je spousˇteˇny´ program, ktery´ je identifikova´n svy´m PID (Program ID),
– i slozˇky jsou soubor (specia´lnı´ typ souboru obsahujı´cı´ seznam souboru˚, ktere´
dana´ slozˇka obsahuje) i vstupneˇ/vy´stupnı´ zdroje (hardware) jsou soubory.
UNIX zde v podstateˇ zava´dı´ abstrakci vsˇech teˇchto zarˇı´zenı´ do formy souboru,
dı´ky ktere´mu˚zˇeme pouzˇı´t stejne´ prˇı´kazy (read/write) na dokument nebo trˇeba
6na prˇipojene´ sı´t’ove´ zarˇı´zenı´. A soubor nakonec nenı´ nic jine´ho nezˇ sekvence
bajtu˚; [9] [10]
• soubory i slozˇky majı´ hierarchickou strukturu, kde nejvy´sˇe je root (/),
viz obra´zek 1, [11]
• konfiguracˇnı´ soubory jsou prosty´mi textovy´mi soubory, takzˇe se dajı´ konfigurovat
bez nutnosti pouzˇitı´ specia´lnı´ch na´stroju˚. [12]
Obra´zek 1: Struktura adresa´rˇu˚ v UNIXu
Sˇesta´ verze UNIXu (1975) byla prvnı´ verzı´, ktera´ byla k dispozici i mimo Bell Labs.
Na univerziteˇ v Berkeley v Kalifornii pak z te´to verze vzniklo BSD, Berkeley Software
Distribution. Vy´voj BSD prˇinesl neˇkolik inovacı´. Mezi nejdu˚lezˇiteˇjsˇı´ patrˇı´: [13]
• virtualizace pameˇti,
• TCP/IP protokol.
Mezi dnes pouzˇı´vane´ syste´my odvozene´ z BSD patrˇı´ naprˇ. OpenBSD, FreeBSD nebo
NetBSD. Na ko´du BSD je postaven i Mac OS X. [14]
Mezi syste´my odvozene´ z UNIXu patrˇı´ naprˇ. HP-UX nebo Solaris. [15] [16]
72.2 GNU
GNU je rekurzivnı´ zkratkou pro GNU’s Not Unix. Jedna´ se o operacˇnı´ syste´m, jehozˇ
vy´voj byl Richardem Stallmanem ozna´men v roce 1983 jako reakce na sta´le veˇtsˇı´ mnozˇstvı´
proprieta´rnı´ho softwaru. [17]
Cı´lem projektu bylo vytvorˇit kompletnı´ OS, od aplikacı´ po kernel, ktery´ by byl free a
umozˇnˇoval uzˇivatelu˚m cˇı´st a meˇnit zdrojove´ ko´dy a programy da´le vylepsˇovat. Projekt
dostal jme´no GNU Project.
Novy´ OS meˇl by´t kompatibilnı´ s UNIXem, protozˇe:
1. se osveˇdcˇil jeho na´vrh (viz kapitola 2.1) a byl prˇenositelny´,
2. budoucı´ kompatibilita usnadnı´ prˇechod z UNIXu.
Mezi programy nove´ho OSmeˇly patrˇit kompila´tory, textove´ editory, e-mailovy´ klient,
GUI, hry a mnohe´ dalsˇı´. Pra´ce pokracˇovaly azˇ do roku 1990, kdy uzˇ byla veˇtsˇina aplikacı´
napsa´na, ale chybeˇl kernel. [18]
Kernel GNU Projectu, GNU Hurd, dosud nedosa´hl stabilnı´ verze. [19]
Z GNU vzesˇlo spousta doted’pouzˇı´vany´ch aplikacı´; jejich seznam je umı´steˇn na webu
GNU. [20]
Mezi nejvy´znameˇjsˇı´ patrˇı´ naprˇ. GNOME, GCC (the GNU Compiler Collection) nebo
bash (Bourne Again Shell). [21]
2.3 Linux
Vy´voj Linuxu ozna´mil Linus Torvalds v roce 1991, prˇicˇemzˇ jeho cı´lem bylo vytvorˇit
svobodny´ a jednoduchy´ operacˇnı´ syste´m pro pocˇı´tacˇe i386, jenzˇ by byl podobny´ licenco-
vane´mu (nesvobodne´mu) Minixu, ktery´ byl variantou UNIXu. [22] [23]
Verze 0.12 byla jako prvnı´ vyda´na pod licencı´ GNU GPL. Tato licence uzˇivatelu˚m
umozˇnˇuje volny´ prˇı´stup ke zdrojovy´m ko´du˚m, mozˇnost jejich u´pravy a na´sledne´ dalsˇı´
distribuce. [24]
Na Linuxu tak pracovalo postupem cˇasu sta´le vı´ce vy´voja´rˇu˚ a jeho vy´voj do roku 2003
je zobrazen na obra´zku 2, kde osa y zna´zornˇuje pocˇet rˇa´dku˚ ko´du. [25]
Linux verze 3.2 uzˇ obsahoval prˇes 15 milio´nu˚ rˇa´dku˚ ko´du; zacˇa´tkem dubna 2013 byla
aktua´lnı´ verzı´ verze 3.8.5. [29]
2.3.1 Programovacı´ jazyky
Linux vycha´zı´ z UNIXu a je napsa´n ve stejne´m jazyce (C), ktery´ je de facto standardempro
vy´voj kernelu. Kromeˇ jazyka C se v Linuxu vyskytuje jesˇteˇ assembler, ktery´ se pouzˇı´va´ u
cˇa´stı´ kernelu, jezˇ jsou prˇı´lisˇ za´visle´ na hardwaru, naprˇı´klad v ko´du pro spra´vu virtua´lnı´
pameˇti. [30]
8Obra´zek 2: Vy´voj pocˇtu rˇa´dku˚ ko´du Linuxu
Prˇi programova´nı´ jsem tedy pouzˇı´val jazyk C a programy jsem psal v editoru Geany.
Pouzˇı´va´m rolling release distribuci Arch Linux, programy jsem testoval na nı´ vzˇdy s
aktua´lnı´ verzı´ Linuxu, z nichzˇ poslednı´ je 3.8.6-1-ARCH.
2.4 GNU/Linux
Jak je zmı´neˇno vy´sˇe, GNU Project meˇl na zacˇa´tku 90. let vytvorˇeny aplikace, ale nemeˇl
kernel; Linux byl kernel, ale bez aplikacı´. Kombinacı´ obou vznika´ GNU/Linux, kompletnı´
operacˇnı´ syste´m. Stejneˇ jako BSD vycha´zı´ GNU/Linux z UNIXu a adoptuje jeho design
i vlastnosti (viz kapitola 2.1). Tyto a dalsˇı´ podobne´ syste´my se pak nazy´vajı´ UNIX-like
neboli unixove´ syste´my. [31]
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Linux je tedy ja´dro operacˇnı´ho syste´mu GNU/Linux. Kernel je pak obecny´m oznacˇenı´m
pro ja´dro operacˇnı´ch syste´mu˚, nicme´neˇ v te´to pra´ci budu vy´znam slov Linux a kernel
povazˇovat pro zjednodusˇenı´ za ekvivalentnı´.
Informace a obra´zky v te´to kapitole jsou cˇerpa´ny z [25], [35], [26] a [27], pokud nenı´
uvedeno jinak.
Za´kladnı´ architekturu GNU/Linux ukazuje obra´zek 3. V user-space jsou spousˇteˇny
aplikace a nacha´zı´ se zde i GNU C Library, jezˇ poskytuje funkce pro pouzˇitı´ syste´movy´ch
vola´nı´ – kernel a user-space obsazujı´ oddeˇlene´ chra´neˇne´ adresnı´ prostory, syste´mova´
vola´nı´ slouzˇı´ k prˇekrocˇenı´ te´to hranice a umozˇnˇujı´ aplikacı´m vyuzˇı´t sluzˇeb, ktere´ kernel
poskytuje.
Obra´zek 3: Architektura GNU/Linux
Mezi syste´mova´ vola´nı´ patrˇı´ trˇeba socket()pro otevrˇenı´ socketu (viz kapitola 5.1), open()
pro otevrˇenı´ souboru, write() pro za´pis do souboru a mnohe´ dalsˇı´.
Ko´d kernelu mu˚zˇeme da´le rozdeˇlit na ten neza´visly´ na architekturˇe a na ten za´visly´.
Neza´visly´ ko´d mu˚zˇe by´t i prˇi pouzˇitı´ na ru˚zny´ch architektura´ch stejny´ naprˇı´cˇ teˇmito
architekturami; za´visly´ ko´d se lisˇı´.
3.1 Subsyste´my
Kernel mu˚zˇeme da´le rozdeˇlit do neˇkolika subsyste´mu˚, viz obra´zek 4.
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Obra´zek 4: Subsyste´my v kernelu
3.1.1 Process Management
Slouzˇı´ ke spra´veˇ procesu˚ – v kernelu se jim rˇı´ka´ vla´kna –, k cˇemuzˇ mu˚zˇeme pouzˇı´t
syste´mova´ vola´nı´ (fork(), kill(), exit() a dalsˇı´). Soucˇa´stı´ je i sdı´lenı´ zdroju˚ (CPU) mezi
jednotlivy´mi vla´kny.
3.1.2 Memory Management
Spra´va pameˇti, zde patrˇı´ naprˇ. stra´nkova´nı´ nebo virtualizace pameˇti.
3.1.3 Virtual File System
Zajisˇt’uje pouzˇitelnost ru˚zny´ch souborovy´ch syste´mu˚ po prˇipojenı´ disku˚ s teˇmito syste´my
souboru˚. Mu˚zˇeme tak naprˇ. pracovat s NTFS oddı´lem prˇipojeny´m do OS pouzˇı´vajı´cı´ho
Ext4, anizˇ bychom poznali rozdı´l. [28]
3.1.4 Network Stack
Sı´t’ovy´ subsyste´m, ktery´ se stara´ o vsˇe, co souvisı´ s fungova´nı´m dane´ho pocˇı´tacˇe v sı´ti.
Spravuje sı´t’ova´ rozhranı´ a jejich nastavenı´. Konfiguraci te´to cˇa´sti kernelu se veˇnuje tato
pra´ce.
3.1.5 Device Drivers
Ovladacˇe zarˇı´zenı´ zajisˇt’ujı´ to, zˇe prˇipojeny´ hardware bude fungovat, at’uzˇ jde o Bluetooth
nebo se´riovy´ port.
3.1.6 Arch
Ko´d za´visly´ na architekturˇe.
11
4 Vy´meˇna zpra´v mezi programy a kernelem
V Linuxu existuje neˇkolik rozhranı´ pro vy´meˇnu zpra´v (informacı´) mezi kernelem a user-
space, cozˇ je nezbytnou podmı´nkou fungova´nı´ cele´ho syste´mu. Tato rozhranı´ umozˇnˇujı´
aplikacı´m cˇı´st informace poslane´ kernelem a kernelu umozˇnˇujı´ zpracova´vat pozˇadavky
od aplikacı´.
Na´sledujı´cı´ informace jsou cˇerpa´ny z knihy Understanding Linux Network Internals.
[32]
(Pozna´mka: Rozdeˇlenı´ na „Zı´ska´nı´ informacı´“ a „Za´pis informacı´“ nenı´ tak striktnı´,
naprˇ. procfs umozˇnˇuje zmeˇny informacı´ v kernelu, Netlink zase nemusı´ slouzˇit jen ke
zmeˇna´m konfigurace, ale lze jej pouzˇı´t i k zı´ska´nı´ soucˇasne´ konfigurace.)
4.1 Zı´ska´nı´ informacı´ z kernelu
Programa´tor nebo uzˇivatel mu˚zˇe zı´skat pozˇadovane´ informace z kernelu naprˇı´klad po-
mocı´ jednoho z teˇchto trˇı´ rozhranı´:
• procfs
– jedna´ se o virtua´lnı´ souborovy´ syste´m (viz kapitola 2.3), umozˇnˇujı´cı´ kernelu
exportovat informace do user-space ve formeˇ souboru˚; obvykle jsou tyto infor-
mace v GNU/Linux k dispozici v adresa´rˇi /proc. Ve skutecˇnosti se nejedna´ o
soubory ulozˇene´ na disku, ale mohou by´t cˇteny a lze do nich i zapisovat. Navı´c
jim mohou by´t prˇirˇazena pra´va jako obvykly´m souboru˚m, cˇı´mzˇ cˇa´st kernelu,
ktera´ tyto soubory vytvorˇila, mu˚zˇe povolit nebo zaka´zat cˇtenı´ i za´pis ru˚zny´m
skupina´m uzˇivatelu˚. V /proc ani v zˇa´dne´m z jeho podadresa´rˇu˚ nelze vytva´rˇet
soubory ani je mazat, lze jen upravovat soubory, ktere´ tam uzˇ jsou vytvorˇeny.
Samozrˇejmeˇ jen pokud k tomu ma´ dotycˇny´ uzˇivatel opra´vneˇnı´;
– mnohona´stroju˚ zobrazujı´cı´ch informaceopra´veˇ beˇzˇı´cı´m syste´muve skutecˇnosti
nedeˇla´ nic jine´ho, nezˇ zˇe cˇtou informace z adresa´rˇe /proc, [35] viz obra´zek 5
porovna´vajı´cı´ informace ze souboru /proc/modules s vy´pisemprˇı´kazu lsmod,
– kazˇdy´ pra´veˇ beˇzˇı´cı´ procesma´ v adresa´rˇi /proc slozˇku pojmenovanoudle sve´ho
PID; status dane´ho procesu lze tedy zjistit naprˇ. prˇı´kazem cat /proc/PID/status,
[36]
– tento forma´t vy´meˇny dat je pro zmeˇny konfigurace neprakticky´, protozˇe vyzˇa-
duje parsova´nı´ dat do dane´ formy souboru; [46]
• sysctl
– toto rozhranı´ umozˇnˇuje cˇı´st a meˇnit hodnoty promeˇnny´ch kernelu, prˇicˇemzˇ
viditelne´ jsou zde pouze promeˇnne´, ktere´ urcˇil sa´m kernel. Z user-space je
mozˇno k teˇmto promeˇnny´m prˇistoupit dveˇma zpu˚soby – jednı´m je syste´move´
vola´nı´ sysctl a druhy´m je jizˇ zmı´neˇny´ procfs. Kernel, ktery´ procfs podporuje,
vytvorˇı´ specia´lnı´ slozˇku /proc/sys, obsahujı´cı´ soubor pro kazˇdou promeˇnnou
exportovanou kernelem;
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– zatı´mco procfs exportuje prima´rneˇ informace slouzˇı´cı´ jen pro cˇtenı´, veˇtsˇina
informacı´ exportovana´ sysctl je prˇepisovatelna´. Vy´beˇr pouzˇitı´ jednoho z teˇchto
dvou rozhranı´ za´lezˇı´ na tom, jak velke´ je mnozˇstvı´ exportovany´ch informacı´.
Jednoduche´ datove´ struktury nebo promeˇnne´ jsou exportova´ny sysctl, zatı´mco
slozˇiteˇjsˇı´ data exportuje procfs (zde patrˇı´ naprˇ. cache nebo statistiky);
– naprˇ. soubory ty´kajı´cı´ se nastavenı´ IPv4 jsou umı´steˇny v adresa´rˇi
/proc/sys/net/ipv4;
• sysfs
– je to moderneˇjsˇı´ na´stupce procfs a sysctl,
– jako u procfs se jedna´ o virtua´lnı´ souborovy´ syste´m. Exportuje mnozˇstvı´ infor-
macı´ a to velmi cˇisty´m a organizovany´m zpu˚sobem (do slozˇky /sys); jedna´ se
prˇedevsˇı´m o informace nesouvisejı´cı´ s procesy: konfigurace kernelu a zarˇı´zenı´;
– stejneˇ jako u procfs je omezen strukturou souboru˚ a prˇi prˇenosu dat pak ve-
likostı´ stra´nky pameˇti. [46]
Obra´zek 5: soubor modules v /proc vs. lsmod
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4.2 Za´pis informacı´ do kernelu
Pokud chce programa´tor zmeˇnit konfiguraci urcˇite´ cˇa´sti kernelu (cozˇ je i cı´l te´to pra´ce),
mu˚zˇe vyuzˇı´t na´sledujı´cı´ch rozhranı´:
• ioctl
– je zkratkou pro input/output control a pouzˇı´va´ se pro konfiguraci ru˚zny´ch
zarˇı´zenı´, resp. souboru˚ reprezentujı´cı´ch tato zarˇı´zenı´ (viz kapitola 2.1),
– pomocı´ ioctl konfigurujı´ sı´t’ovy´ subsyste´m kernelu naprˇ. prˇı´kazy ifconfig nebo
route;
• Netlink socket
– novy´ mechanismus pro komunikaci se sı´t’ovy´m subsyste´mem kernelu, blı´zˇe si
jej popı´sˇeme v na´sledujı´cı´ kapitole,
– pomocı´ Netlink socket konfiguruje sı´t’ovy´ subsyste´m naprˇ. iproute.
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5 Netlink socket
Netlink socket je rozsˇı´rˇenı´m standardnı´ho BSD socket API (otevrˇenı´ socketu, odesla´nı´ dat,
zavrˇenı´ socketu), kdyvytvorˇı´me socket, jakobychomposı´lali datapo sı´ti, ale jakodestinaci
urcˇı´me kernel. (Netlink umozˇnˇuje i komunikaci mezi dveˇma procesy v user-space nebo je
mozˇne´ pouzˇı´t jej jako komunikacˇnı´ prostrˇedek uvnitrˇ kernelu, tyto vlastnosti ale nejsou
prˇedmeˇtem te´to pra´ce.)
Posı´lana´ data se skla´dajı´ z Netlink hlavicˇky doplneˇne´ dalsˇı´mi strukturami, podle toho,
cˇeho konkre´tneˇ chceme dosa´hnout. Oba konce spojenı´ jsou v Netlink identifikova´ny bud’
PID procesu, ktery´ otevrˇel socket (pro user-space) nebo jako 0 (pro kernel).
Netlink da´le umozˇnˇuje posı´lat kromeˇ unicastovy´ch zpra´v i multicastove´ zpra´vy, kdy
prˇı´jemcem zpra´vy nemusı´ by´t jen PID, ale mu˚zˇe se jednat i o ID multicastove´ skupiny
nebo o kombinaci obou. Multicastove´ skupiny se pak pouzˇı´vajı´ pro odesı´la´nı´ informacı´ z
kernelu, kdy je mozˇno se k nim z user-space prˇihla´sit a prˇijı´mat tak informace naprˇı´klad
o zmeˇna´ch ve smeˇrovacı´ch tabulka´ch. [43] [32]
Netlink je (na rozdı´l trˇeba od syste´movy´ch vola´nı´ nebo ioctl) plneˇ duplexnı´, cozˇ v
praxi znamena´, zˇe inicia´torem spojenı´ nemusı´ by´t jen aplikace v user-space, ale i kernel.
[33]
Prˇi psanı´ programu˚ vyuzˇı´vajı´cı´ch Netlink socket je mozˇno vyuzˇı´t knihovnu libnl,
ktera´ poskytuje API pro Netlink a prˇebı´ra´ od programa´tora u´koly ty´kajı´cı´ se vytva´rˇenı´
socketu, sestavova´nı´ zpra´v a odesı´la´nı´ i prˇijı´ma´nı´ dat. Tato knihovna je pomeˇrneˇ dobrˇe
dokumentovana´. [34] V te´to pra´ci jsem knihovnu nevyuzˇil.
Publikace [46] poskytuje srovna´nı´ Netlinku s neˇktery´mi dalsˇı´mi rozhranı´mi mezi
user-space a kernelem; vy´sledkem je tabulka 1, kde metodikou byly tyto parametry:
• Prˇenositelnost mezi architekturami
– neˇktere´ architektury umozˇnˇujı´ pouzˇitı´ jine´ de´lky slova (nejmensˇı´ pocˇet bitu˚,
ktere´ je pocˇı´tacˇ schopen zpracovat) v user-space a jine´ v kernelu. Naprˇ. x86 64
umozˇnˇuje aplikacı´mpouzˇı´t v user-space 32bitove´ slovo, zatı´mco kernel pracuje
s 64bitovy´m slovem, cozˇ mu˚zˇe by´t proble´m naprˇ. prˇi prˇenosu long integeru,
ktery´ ma´ pro 32b slovo velikost 4 B, zatı´mco pro 64b slovo ma´ velikost 8 B.
Da´ se rˇı´ci, zˇe vsˇechny typy rozhranı´ toto zvla´dajı´, ale cˇasto ne samy od sebe; v
takovy´ch prˇı´padech pak rozhranı´ vyzˇadujı´ specia´lnı´ vrstvu, ktera´ data prˇevede
do odpovı´dajı´cı´ velikosti;
• Rˇı´zenı´ uda´lostmi
– kernel je prˇi neˇjake´ zmeˇneˇ schopen sa´m tuto zmeˇnu propagovat do user-space,











system calls ne ne ne ano
/proc ano ne ne ne
sysfs ano ano ne ne
Netlink ano ano ano ano
Tabulka 1: Srovna´nı´ neˇktery´ch rozhranı´ s Netlinkem
• Rozsˇirˇitelnost
– pokud noveˇ prˇidana´ vlastnost vyzˇaduje zmeˇnu informace, ktera´ se doted’
prˇeda´vala mezi kernelem a user-space, docha´zı´ k porusˇenı´ zpeˇtne´ kompati-
bility. Rˇesˇenı´m mu˚zˇe by´t prˇida´nı´ redundantnı´ch operacı´, cozˇ nenı´ idea´lnı´ stav;
– informacı´ jemysˇlenanaprˇ. pevneˇ dana´ sekvencehodnot nebodatova´ struktura;
• Prˇenos velky´ch dat
– mozˇnost prˇenosu velke´homnozˇstvı´ dat je vhoda´ obzla´sˇt’prˇi nutnosti obnovenı´
slozˇite´ konfigurace.
Popis vytva´rˇenı´ socketu pro odesla´nı´ dat a popis samotne´ho sestavenı´ Netlink zpra´vy
rozdeˇlı´m do dvou podkapitol.
5.1 Socket
Sockety jsou jednou z metod meziprocesnı´ komunikace, prˇicˇemzˇ procesy nemusı´ by´t na
stejne´m pocˇı´tacˇi; sockety se tedy vyuzˇı´vajı´ i prˇi programova´nı´ sı´t’ovy´ch aplikacı´.
Socket je de facto oznacˇenı´ pro konec komunikacˇnı´ho kana´lu mezi dveˇma procesy.
[37]
Pokud nenı´ uvedeno jinak, zdrojem informacı´ jsou kniha GNU/Linux Application
Programming a manua´love´ stra´nky kernelu. [38] [39]
API pro jazyk C poskytuje sadu funkcı´ pro vy´voj aplikacı´ typu klient-server.
5.1.1 Vytva´rˇenı´ socketu˚
Prototyp funkce socket() je na´sledujı´cı´:
int socket(int domain, int type, int protocol) ;
Vy´pis 1: Prototyp funkce socket()
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kde:
• domain definuje rodinu protokolu˚, ktera´ bude pouzˇita ke komunikaci. Samy rodiny
jsou definova´ny v souboru /usr/include/bits/socket.h (adresa´rˇ /usr/include/ ob-
sahuje hlavicˇkove´ soubory pro kompila´tor; dalsˇı´ v tomto textu zminˇovane´ hla-
vicˇkove´ soubory se nacha´zı´ ve stejne´m adresa´rˇi, proto tento „prefix“ budu vynecha´-
vat) a patrˇı´ mezi neˇ naprˇı´klad:
– AF LOCAL a AF UNIX pro loka´lnı´ komunikaci (naprˇ. pipes),
– AF INET pro IPv4,
– AF INET6 pro IPv6,
– AF NETLINK pro komunikaci user-space s kernelem;
• type urcˇuje styl, ktery´m bude komunikace probı´hat. Mezi mozˇnosti patrˇı´ naprˇı´klad:
– SOCK STREAM pro TCP spojenı´, tedy nava´za´nı´ komunikace prˇed posı´la´nı´m
zpra´v, zajisˇteˇnı´ toho, zˇe se zˇa´dna´ data neztratı´ a dojdou v porˇadı´, ve ktere´m
byla odesla´na,
– SOCK DGRAMproUDP spojenı´, kdy vy´hodou oproti TCP je rychlost, protozˇe
prˇı´jem dat nemusı´ by´t potvrzen a spojenı´ nemusı´ by´t nava´za´no. Nevy´hodou
je, zˇe nenı´ nijak zajisˇteˇno, zda data dorazı´ na mı´sto urcˇenı´,
– SOCK RAW pro odesla´nı´ surovy´ch dat;
• protocol urcˇuje, ktery´ konkre´tnı´ protokol se pouzˇije. Tato volba je vy´razneˇ omezena
pouzˇity´m domain a type.
Pro pouzˇitı´ Netlink socket je tedy nutne´ nastavit domain jako AF NETLINK. (Nebo
PF NETLINK; je to v podstateˇ to same´, protozˇe PF NETLINK ma´ definova´nu hodnotu a
AF NETLINK je na´sledneˇ nadefinova´no jako PF NETLINK. AF je zkratkou pro address
family, PF zase pro protocol family. Jedna´ se o prˇezˇitek.) [40]
typemu˚zˇe by´t nastaven jako SOCK DGRAMnebo SOCK RAW; dlemy´ch prakticky´ch
zkusˇenostı´ v tom nenı´ zˇa´dny´ rozdı´l.
Nastavenı´ AF NETLINK jako domain omezuje volby protocol na na´sledujı´cı´: [41]
• NETLINK ROUTE
– zı´ska´va´nı´ informacı´ o rozhranı´ch (interface), adresa´ch na nich, smeˇrovacı´ch
informacı´ apod.,
– u´pravy smeˇrovacı´ch tabulek, zmeˇny nastavenı´ rozhranı´, IP adres apod.,
– vytva´rˇenı´ rozhranı´, prˇirˇazenı´ dalsˇı´ch IP adres na rozhranı´, prˇida´va´nı´ cest do
smeˇrovacı´ tabulky a dalsˇı´,
– bude da´le uprˇesneˇno;
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• NETLINK FIREWALL
– slouzˇı´ k vytva´rˇenı´ a debugova´nı´ modulu˚ pro iptables (na´stroj pro pra´ci se
sı´t’ovou komunikacı´) v user-space; [42] [43]
• NETLINK GENERIC [44]
– vznikl kvu˚li obaveˇ o vycˇerpa´nı´ hodnot pro Netlink protokoly,
– chova´ se jako Netlink multiplexer;
• NETLINK W1,NETLINK USERSOCK,NETLINK INET DIAG,NETLINK NFLOG,
NETLINK XFRM, NETLINK SELINUX, NETLINK ISCSI, NETLINK AUDIT,
NETLINK FIB LOOKUP, NETLINK CONNECTOR, NETLINK NETFILTER,
NETLINK IP6 FW,NETLINK DNRTMSG aNETLINK KOBJECT UEVENT, jejichzˇ
u´cˇel je k nalezenı´ v manua´lovy´ch stra´nka´ch. [41]
Pro modifikaci neˇktery´ch sı´t’ovy´ch nastavenı´ kernelu tedy vytvorˇenı´ socketu bude
vypadat (SOCK DGRAMmozˇno nahradit za SOCK RAW):
int socket(AF NETLINK, SOCK DGRAM, NETLINK ROUTE );
Vy´pis 2: Funkce socket() pro modifikaci sı´t’ove´ho nastavenı´
Tato funkce vracı´ integer nazy´vany´ file descriptor, cozˇ je reference na otevrˇeny´ soubor,
dı´ky cˇemuzˇ mu˚zˇeme k tomuto souboru prˇistupovat. Stejneˇ tak funguje naprˇ. funkce
open(). V kapitole 2.1 jsem psal o tom, zˇe v UNIXu (a unixovy´ch syste´mech) je vsˇe soubor,
tedy i vytva´rˇene´ spojenı´ je soubor. [45]
Dle manua´lovy´ch stra´nek ([41]) nebo neˇktery´ch dalsˇı´ch zdroju˚ ([43], [60], [61]) je trˇeba
prˇi odesı´la´nı´ pouzˇı´t funkci sendmsg() a pro prˇijı´ma´nı´ funkci recvmsg(), cozˇ vyzˇaduje
pouzˇitı´ strukturmsghdr, sockaddr nl a iovec.Dlemy´chzkusˇenostı´ fungujı´ i proRTM GET*
pozˇadavky (viz kapitola 5.2) – kdy se da´ rozparsova´nı´m prˇijaty´ch dat oveˇrˇit, zˇe vsˇe
probeˇhlo v porˇa´dku – funkce send() a recv(), ale pouzˇil jsem ty doporucˇene´.
Pouzˇite´ struktury jsou tedy tyto:
struct sockaddr nl {
kernel sa family t nl family ;
unsigned short nl pad;
u32 nl pid ;
u32 nl groups;
};
Vy´pis 3: struktura sockaddr nl (/linux/netlink.h)
Struktura sockaddr nl (vy´pis 3) slouzˇı´ k popisu Netlink klienta. [41] V praxi jı´ potrˇe-
bujeme prˇi odesı´la´nı´ dat do kernelu; v tom prˇı´padeˇ nastavı´me nl pid na 0 (to znamena´,
zˇe zpra´vu zpracuje kernel nebo zˇe jde o multicast). Nebo nenastavı´me, 0 je defaultnı´




socklen t msg namelen;
struct iovec ∗msg iov;
size t msg iovlen;
void ∗msg control;
size t msg controllen;
int msg flags;
};
Vy´pis 4: struktura msghdr (/bits/socket.h)
Struktura msghdr (vy´pis 4) popisuje zpra´vu, ktera´ bude odesla´na. msg name od-
kazuje na cı´lovou adresu, v me´m prˇı´padeˇ kernel, jenzˇ je pro tyto u´cˇely popsa´n strukturou
sockaddr nl. msg namelen obsahuje velikost cı´love´ adresy, tedy velikost strukury sock-
addr nl. msg iov odkazuje na strukturu iovec, jezˇ ponese odesı´lanou Netlink zpra´vu.




size t iov len ;
};
Vy´pis 5: struktura iovec (/bits/uio.h)
Struktura iovec (vy´pis 5) popiuje data, ktera´ budou odesla´na. iov base odkazuje na
Netlink hlavicˇku a iov len obsahuje de´lku zpra´vy, tedy nlmsg len, viz kapitola 5.2.
Pouzˇitı´ teˇchto struktur prˇi odesı´la´nı´ uka´zˇi v kapitole 7.
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5.2 Netlink
Kazˇda´ Netlink zpra´va zacˇı´na´ Netlink hlavicˇkou, za nı´zˇ mohou nebo nemusı´ na´sledovat
dalsˇı´ struktury. (Tyto struktury popı´sˇi v kapitole 5.3.) Pokud chceme data z kernelu jen
cˇı´st, stacˇı´ na´m odeslat jen Netlink hlavicˇku s patrˇicˇneˇ nastaveny´mi promeˇnny´mi.
Odesı´lana´ zpra´va pak mu˚zˇe vypadat trˇeba jako na obra´zku 6 (zdroj pu˚vodnı´ho
obra´zku: [43]), kde jde videˇt, zˇe Netlink zpra´v mu˚zˇe by´t i neˇkolik najednou.
Obra´zek 6: Odesı´lana´ Netlink zpra´va








Vy´pis 6: Netlink hlavicˇka - nlmsghdr
Jejı´ prˇehledneˇjsˇı´ graficke´ zobrazenı´ se nacha´zı´ na obra´zku 7 (zdroj: [48]).
Obra´zek 7: nlmsghdr
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Tato hlavicˇka se tedy skla´da´ z na´sledujı´cı´ch cˇa´stı´: [41] [43] [46]
• nlmsg len
– celkova´ de´lka odesı´lany´ch dat vcˇetneˇ te´to hlavicˇky. Nejmensˇı´ prˇı´pustna´ hod-
nota je tedy 4 B (sizeof(struct nlmsghdr)), obvykle vysˇsˇı´ (v prˇı´padeˇ prˇidruzˇenı´
dalsˇı´chdat zahlavicˇkou). Pokudbude tatovelikost nastavena sˇpatneˇ, prˇidruzˇena´
data mohou by´t ignorova´na, i kdyzˇ budou nastavena spra´vneˇ;
• nlmsg type
– zde existujı´ dva druhy. Prvnı´m jsou obecne´ typy zpra´v, spolecˇne´ pro vsˇechny
dostupne´ typy Netlink protocolu a jsou to:
∗ NLMSG NOOP - tato zpra´va je ignorova´na,
∗ NLMSG ERROR- signalizace chyby, zahlavicˇkounlmsghdr sepaknacha´zı´
struktura nlmsgerr. Tento typ zpra´vy obvykle odesˇle kernel do user-space,
pokud nastala chyba prˇi zpracova´nı´ pozˇadavku a uzˇivatel si od kernelu
vyzˇa´dal ACK;
∗ NLMSG DONE - pokud se v datove´m toku nacha´zı´ vı´ce Netlink zpra´v
najednou, tak zpra´va oznacˇena´ takto je poslednı´,
∗ NLMSG OVERRUN - v soucˇasne´ dobeˇ se nepouzˇı´va´;
– pak existujı´ typy zpra´v za´visle´ na pouzˇite´m protocolu, pro NETLINK ROUTE
to jsou (blı´zˇe budou prˇedstaveny v kapitole 5.3) [49]
∗ RTM NEW* - vytvorˇenı´ nastavenı´, ktere´ je pro kernel nove´ (naprˇ. prˇida´nı´
druhe´ IP adresy na rozhranı´), nebo zmeˇna existujı´cı´ho nastavenı´ (naprˇ.
zmeˇna existujı´cı´ IP adresy na rozhranı´),
∗ RTM GET* - zı´ska´nı´ informacı´ z kernelu,
∗ RTM DEL* - smaza´nı´ existujı´cı´ho nastavenı´;
• nlmsg flags
– podobny´ prˇı´pad jako nlmsg type; mezi spolecˇne´ flagy patrˇı´ tyto:
∗ NLM F REQUEST - pokud je zpra´va pozˇadavkem (request), musı´ mı´t
tento flag. Vsˇechny zpra´vy smeˇrˇujı´cı´ z user-space do kernelu jsou pozˇa-
davky, takzˇe vsˇchny musı´ mı´t tento flag nastaven, jinak do user-space
prˇijde z kernelu chyba invalid argument;
∗ NLM F MULTI - flag oznacˇujı´cı´ data skla´dajı´cı´ se z vı´ce Netlink zpra´v za
sebou; poslednı´ zpra´va ma´ nastaven nlmsg type na NLMSG DONE,
∗ NLM F ACK - vyzˇa´da´ si potvrzenı´ od kernelu, zˇe pozˇadavek byl u´speˇsˇneˇ
splneˇn. Pro sva´za´nı´ pozˇadavku s potvrzenı´m je vhodne´ nastavit v pozˇa-
davku sekvencˇnı´ cˇı´slo nlmsg seq a PID nlmsg pid;
∗ NLM F ECHO - prˇes stejny´ socket odesˇle zpra´vu zpeˇt;
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– pokud je nlmsg type nastaven na RTM GET*, pak jsou k dispozici tyto flagy:
∗ NLM F ROOT - chceme z kernelu zı´skat kompletnı´ tabulky konkre´tnı´ch
dat, ne jen jednu polozˇku. Pokud chceme naprˇ. zı´skat informace o rozhra-
nı´ch, kernel na na´sˇ pozˇadavek vra´tı´ sekvenciNetlink zpra´v (s nastaveny´mi
NLM F MULTI a NLMSG DONE, viz vy´sˇe), prˇicˇemzˇ kazˇda´ nlmsghdr
hlavicˇka v odpoveˇdi bude na´sledova´na informacemi o jednom rozhranı´.
Pocˇet rozhranı´ se tedy rovna´ pocˇtu prˇijaty´ch Netlink odpoveˇdı´. Pokud
by ovsˇem flag NLM F ROOT nastaven nebyl, kernel vra´tı´ pouze prvnı´
polozˇku, na kterou narazı´;
∗ NLM F DUMP - kernel odpovı´ zpra´vou obsahujı´cı´ vsˇechny dostupne´ in-
formace o dane´m subsyste´mu;
– pokud je nlmsg type nastaven na RTM NEW*, pak jsou k dispozici tyto flagy:
∗ NLM F REPLACE - pokud noveˇ prˇida´vana´ konfigurace, resp. noveˇ prˇida´-
vany´ objekt (naprˇ. rozhranı´ urcˇite´ho jme´na cˇi indexu) jizˇ v kernelu existuje,
pak se prˇi pouzˇitı´ tohoto flagu prˇepı´sˇe,
∗ NLM F EXCL -pokudnoveˇ prˇida´vany´ objekt uzˇ existuje, pak seprˇi pouzˇitı´
tohoto flagu neprˇepı´sˇe,
∗ NLM F CREATE - pokud prˇida´va´me novy´ objekt/konfiguraci. Tento flag
se pouzˇı´va´ v kombinaci s obeˇma flagy vy´sˇe,
∗ NLM F APPEND - nova´ data se prˇipojı´ za stara´ data. Vhodne´ naprˇ. prˇi
prˇida´va´nı´ za´znamu˚ do smeˇrovacı´ tabulky;
• nlmsg seq
– vhodne´ prˇi pouzˇitı´ flagu NLM F ACK pro unika´tnı´ identifikaci pozˇadavku.
Odpoveˇd’ (ACK z kernelu) ma´ pak stejne´ sekvencˇnı´ cˇı´slo jako odeslany´ pozˇa-
davek. Jelikozˇ je Netlink nespolehlivy´ protokol (viz kapitola 5.1), je neˇkdy
vhodne´ si takto oveˇrˇit, zˇe byl dany´ pozˇadavek obslouzˇen a nedosˇlo k jeho
ztra´teˇ naprˇ. kvu˚li nedostatku pameˇti;
– ACK z kernelu prˇijde ve formeˇ struktury nlmsghdr na´sledovane´ strukturou
nlmsgerr, ktera´ v prˇı´padeˇ u´speˇchu bude mı´t nastaveno pole error na 0;
• nlmsg pid
– oznacˇuje unicastovou adresu Netlink socketu; mozˇno nastavit ve strukturˇe
sockaddr nl (viz kapitola 5.1),
– jde o oznacˇenı´ pu˚vodce zpra´vy.
Na obra´zku se zna´zorneˇnı´m Netlink zpra´vy (obra´zek 6) je mozˇno videˇt i zatı´m
nevysveˇtlene´ ukazatele NLMSG *. Jedna´ se o makra definovana´ ve stejne´m hlavicˇkove´m
souboru jako Netlink hlavicˇka a slouzˇı´ k vytva´rˇenı´ zpra´v nebo jejich parsova´nı´ v prˇı´padeˇ,
zˇe kernel odpovı´ na pozˇadavek naprˇ. konfiguracı´, kterou odesˇle pod nlmsghdr hlavicˇkou.
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Makra, ktera´ ulehcˇujı´ prˇı´stup k datu˚m v Netlink zpra´veˇ a pra´ci s nimi, jsou tato: [43]
[50]
• NLMSG ALIGN(len)
– zaokrouhlı´ de´lku zpra´vy (parametr len) nahoru na nejblizˇsˇı´ hranici
NLMSG ALIGNTO a vra´tı´ novou, zaokrouhlenou de´lku dat,
– jedna´ se o zaokrouhlenı´ po 4 B,
– toto makro se nepouzˇı´va´ prˇı´mo, ale vyuzˇı´vajı´ jej ostatnı´ makra;
• NLMSG LENGTH(len)
– pomocı´ tohoto makra se nastavuje promeˇnna´ nlmsg len v hlavicˇce nlmsghdr,
ktera´ urcˇuje de´lku odesı´lane´ zpra´vy,
– parametr len zde prˇedstavuje de´lku dat prˇipojeny´ch za Netlink hlavicˇkou;
makro k te´to de´lce prˇida´ de´lku samotne´ hlavicˇky a zaokrouhlı´ ji;
• NLMSG SPACE(len)
– vracı´ zaokrouhlenou de´lku dat v bajtech, kterou bude zabı´rat zpra´va o de´lce
dat len,
– odpovı´da´ NLMSG ALIGN(NLMSG LENGTH(len));
• NLMSG DATA(nlh)
– parametrem makra je hlavicˇka nlmsghdr (zde parametr nlh), makro pak vracı´
ukazatel na data za touto hlavicˇkou;
• NLMSG NEXT(nlh,len)
– pouzˇı´va´ se, kdyzˇ potrˇebujeme rozparsovat data prˇijata´ od kernelu, naprˇ. in-
formace o IP adresa´ch na rozhranı´ch, ktera´ se skla´dajı´ z vı´ce Netlink zpra´v
najednou,
– parametry makra jsou aktua´lnı´ nlmsghdr hlavicˇka a de´lka dat za touto hla-
vicˇkou,
– makro vracı´ ukazatel na dalsˇı´ Netlink hlavicˇku v porˇadı´, je tedy dobre´ pouzˇı´t
cyklus, abychom prˇecˇetli vsˇechny hlavicˇky;
• NLMSG OK(nlh,len)
– vracı´ true, pokud hlavicˇka i data za nı´ prˇisˇly v porˇa´dku a je mozˇne´ s nimi da´le
pracovat (rozparsovat je);
• NLMSG PAYLOAD(nlh,len)
– vracı´ de´lku dat za Netlink hlavicˇkou.
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5.3 RTNetlink
V sekci 5.1 jsem uka´zal vytva´rˇenı´ socketu, kde je pro zmeˇnu sı´t’ove´ konfigurace trˇeba
pouzˇı´tNETLINK ROUTE jakoparametrprotocol. Toto rozsˇı´rˇenı´ standardnı´Netlinkzpra´vy
se oznacˇuje jako RTNetlink a podle toho, k cˇemu ma´ slouzˇit, jej mu˚zˇeme rozdeˇlit do
skupin: [49]
• manipulace se sı´t’ovy´mi rozhranı´mi,
• manipulace s adresami na sı´t’ovy´ch rozhranı´ch,
• manipulace se smeˇrovacı´ tabulkou,
• manipulace s ARP tabulkou,
• manipulace se smeˇrovacı´mi pravidly,
• manipulace s datovy´m tokem.
Kazˇda´ tato skupina ma´ svou vlastnı´ RTNetlink hlavicˇku, ktera´ je prˇi odesı´la´nı´ zpra´vy
do kernelu – a ostatneˇ i v odpoveˇdi kernelu na na´sˇ RTM GET* pozˇadavek – umı´steˇna
ihned za Netlink hlavicˇkou. Navı´c je v prˇı´padeˇ potrˇeby mozˇne´ (a cˇasto nutne´) za tuto
RTNetlink hlavicˇku prˇidat jesˇteˇ dalsˇı´ strukturu dat, prˇidruzˇene´ atributy. Tyto atributy pak
obsahujı´ data v za´vislosti na dane´ RTNetlink hlavicˇce a jsou de facto nosicˇem informacı´,
ktere´ chceme v kernelu zmeˇnit nebo do neˇj prˇidat.
Stejneˇ jako u Netlink zpra´vy i zde uka´zˇi grafickou reprezentaci dat posı´lany´ch do
kernelu (obra´zek 8, zdroj pu˚vodnı´ho obra´zku: [43]).
Obra´zek 8: Odesı´lana´ RTNetlink zpra´va
RTNetlink hlavicˇky jsou struktury definovane´ (veˇtsˇinou) v /linux/rtnetlink.h. Jak uzˇ
jsem psal, hlavicˇek je vı´ce druhu˚, takzˇe v na´sledujı´cı´ch podsekcı´ch popı´sˇi ty, se ktery´mi
jsem pracoval.
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5.3.1 Manipulace se sı´t’ovy´mi rozhranı´mi
Pro vytva´rˇenı´, modifikaci a maza´nı´ (virtua´lnı´ch) sı´t’ovy´ch rozhranı´ cˇi zı´ska´nı´ informacı´ o
nich existuje struktura ifinfomsg, definovana´ na´sledovneˇ (vy´pis 7):
struct ifinfomsg {
unsigned char ifi family ;
unsigned char ifi pad ;
unsigned short ifi type;
int ifi index ;
unsigned ifi flags ;
unsigned ifi change ;
};
Vy´pis 7: RTNetlink hlavicˇka - ifinfomsg
Prˇehledne´ graficke´ zna´zorneˇnı´ ukazuji na obra´zku 9 (zdroj pu˚vodnı´ho obra´zku: [51]).
Jako prvnı´ vidı´me Netlink hlavicˇku jako na obra´zku 7 a hned za nı´ RTNetlink hla-
vicˇku. V prˇedchozı´ kapitole jsem psal, zˇe pouzˇitı´ NETLINK ROUTE omezuje nastavenı´
typu zpra´v v Netlink hlavicˇce. To same´ deˇla´ i vybrana´ RTNetlink hlavicˇka. Jak je tedy
patrne´ z obra´zku 9, v tomto prˇı´padeˇ jsme v promeˇnne´ nlmsg type omezeni na trˇi typy
zpra´v – RTM NEWLINK, RTM DELLINK a RTM GETLINK. Neˇkde je mozˇne´ se setkat i s
typemRTM SETLINK, ale jeho funkci lze nahradit typemRTM NEWLINK s nastaveny´m
nlmsg flags na NLM F REPLACE.
Obra´zek 9: ifinfomsg
Za strukturou ifinfomsg jesˇteˇ na´sledujı´ atributy, teˇm se ale budu veˇnovat pozdeˇji.
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ifinfomsg se tedy skla´da´ z teˇchto cˇa´stı´: [49] [51]
• ifi family
– definuje rodinu IP adres, obvykle nastaveno jako AF UNSPEC,
– pokud zı´ska´va´me informace z kernelu, mu˚zˇeme si takto omezit rohranı´, o
ktery´ch na´m kernel posˇle informace – AF INET pro IPv4 nebo AF INET6 pro
IPv6;
• ifi type
– pouzˇı´va´ se jen u zpra´v z kernelu do user-space a oznacˇuje typ dane´ho sı´t’ove´ho
rozhranı´,
– hodnota odpovı´da´ konstanta´m ze souboru /linux/if arp.h, naprˇ.
ARPHRD ETHER pro Ethernet;
• ifi index
– jednoznacˇny´ identifika´tor rozhranı´,
– mu˚zˇeme dı´ky neˇmu zı´skat z kernelu informace o jednom rozhranı´ namı´sto o
vsˇech; da´le je nutne´ jej nastavit, pokud chceme zmeˇnit konfiguraci na konkre´t-
nı´m rozhranı´,
– v novy´ch verzı´ch Linuxu (od verze 3.7) je takto mozˇne´ urcˇit index noveˇ
vytva´rˇene´ho rozhranı´; jinak jej kernel urcˇı´ sa´m;
• ifi flags
– v informacı´ch z kernelu je v tomto poli ulozˇen aktua´lnı´ stav dane´ho rozhranı´.
Ve zpra´va´ch odesı´lany´ch do kernelu zde nastavujeme flagy pro nove´ rozhranı´
nebo upravujeme flagy na sta´vajı´cı´m rozhranı´;
– dostupne´ flagy jsou stejne´ jako pro ioctl rozhranı´, jejich seznam je umı´steˇn v
manua´lovy´ch stra´nka´ch netdevice [52] a patrˇı´ tam:
∗ IFF UP - rozhranı´ je „nahozeno“, tedy aktivnı´; mu˚zˇe prˇijı´mat i odesı´lat
pakety,
∗ IFF BROADCAST - rozhranı´ je schopno poslat pakety na vsˇechny adresy
dane´ podsı´teˇ,
∗ IFF MULTICAST - doplnˇujı´cı´ flag, oznacˇujı´cı´, zˇe rozhranı´ je schopno mul-
ticastu (broadcast je jeho specia´lnı´ formou). Pokud ale tento flag chybı´,




– dle manua´lovy´ch stra´nek kernelu je toto pole urcˇeno pro pouzˇitı´ v budoucnu
a nema´ se meˇnit, resp. ma´ by´t vzˇdy nastaveno na 0xffffffff,
– dledokumentace libnlma´ totopole specia´lnı´ vy´znamprˇi notifikacı´chozmeˇna´ch
na rozhranı´,
– prˇi odesı´la´nı´ nove´ konfigurace do kernelu se toto pole chova´ jako maska teˇch
flagu˚, ktere´ majı´ by´t zmeˇneˇny; jinak rˇecˇeno, mu˚zˇe by´t zmeˇneˇn jenom ten flag,
na jehozˇ pozici v te´to masce je jednicˇka (protozˇe flagy jsou vlastneˇ jen hodnoty,
viz jejich definice v souboru /linux/if.h), ostatnı´ jsou ignorova´ny,
– proto nastavenı´ na hodnotu 0xffffffff bude fungovat vzˇdy; druhou a poslednı´
mozˇnostı´ je nastavit ifi change stejneˇ jako ifi flags.
5.3.2 Manipulace s adresami na sı´t’ovy´ch rozhranı´ch
Pro modifikaci, vytva´rˇenı´ cˇi maza´nı´ IP adres na rozhranı´ch – at’uzˇ virtua´lnı´ch cˇi fyzic-
ky´ch – nebo zı´ska´nı´ informacı´ o nich slouzˇı´ struktura ifaddrmsg, ktera´ je definovana´ v
souboru /linux/if addr.h a to na´sledovneˇ (vy´pis 8):
struct ifaddrmsg {
u8 ifa family ;
u8 ifa prefixlen ;
u8 ifa flags ;
u8 ifa scope;
u32 ifa index ;
};
Vy´pis 8: RTNetlink hlavicˇka - ifaddrmsg
S graficky´m zna´zorneˇnı´m na obra´zku 10.
V promeˇnne´ nlmsg type v Netlink hlavicˇce jsme stejneˇ jako v minule´m prˇı´padeˇ
omezeni na trˇi typy, tentokra´t na RTM NEWADDR, RTM DELADDR a RTM GETADDR.
Cˇa´stmi ifaddrmsg jsou: [49] [43] [53]
• ifa family
– stejneˇ jako u struktury ifinfomsg jde o rodinu adres, na vy´beˇr jsou dveˇ –
AF INET pro IPv4 a AF INET6 pro IPv6,
– prˇi pozˇadavku RTM GETADDR je nastavenı´m te´to promeˇnne´ mozˇno urcˇit,
zda chceme zı´skat informace o adresa´ch IPv4, nebo jen o IPv6,
– prˇi zmeˇneˇ adresy na rozhranı´ je nastavenı´ te´to promeˇnne´ nutne´, jinak je pozˇa-
davek ignorova´n;
• ifa prefixlen




– naprˇ. flag IFA F SECONDARY je nastaven, pokud je adresa vedlejsˇı´
(sekunda´rnı´) adresou na rozhranı´. Adres na rozhranı´ mu˚zˇe vı´ce, ale jako
sekunda´rnı´ adresa jsou oznacˇeny jen ty adresy, ktere´ jsou ze stejne´ sı´teˇ jako jizˇ
nastavena´ (prima´rnı´) adresa. Sekunda´rnı´ adresa nenı´ vybra´na jako zdrojova´
adresa prˇi odesı´la´nı´ paketu. Po smaza´nı´ prima´rnı´ adresy se smazˇe automaticky
i ta sekunda´rnı´, opacˇneˇ to neplatı´; [53]
– mezi dalsˇı´ flagy patrˇı´ trˇeba IFA F PERMANENT, oznacˇujı´cı´, zˇe dana´ IPv6
adresa vznikla konfiguracı´ uzˇivatele a ne bezstavovou konfiguracı´ (automa-
ticky´m nastavenı´m IPv6 adresy na rozhranı´ pomocı´ jeho MAC adresy),
– flagy prˇi vytva´rˇenı´ cˇi zmeˇneˇ adresy nastavuje kernel, meˇnit je nelze a je-
jich prˇı´padne´ nastavenı´ v RTNetlink hlavicˇce bude prˇi odesla´nı´ pozˇadavku
RTM NEWADDR ignorova´no,
– ifa flags tedy mu˚zˇeme vyuzˇı´t jen prˇi cˇtenı´ odpoveˇdi na pozˇadavek
RTM GETADDR;
• ifa scope
– v podstateˇ jaky´si dosah adresy, oblast, ve ktere´ je adresa platna´,
– struktura ifaddrmsg zde prˇebı´ra´ mozˇnosti nastavenı´ rtm scope ze struktury
rtmsg (kapitola 5.3.3),
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– vy´chozı´ hodnota (prˇi nenastavenı´ ifa scope) je global, cozˇ odpovı´da´ nastavenı´
na RT SCOPE UNIVERSE, resp. na hodnotu 0. Jde o adresu platnou kdekoliv,
prˇicˇemzˇ se nerozlisˇuje, zda jde cˇi nejde o verˇejnou IPv4 adresu. Dalsˇı´ mozˇnostı´
je RT SCOPE HOST, ktera´ rˇı´ka´, zˇe adresa je platna´ pouze zarˇı´zenı´, na ktere´m
je nastavena, a ostatnı´ zarˇı´zenı´ v sı´ti k nı´ prˇı´stup nemajı´; v praxi jde o loopback
rozhranı´. RT SCOPE LINK zase oznacˇuje adresu platnou jen na dane´ LAN,
zde patrˇı´ broadcast adresa. Kernel takto adresu loopbacku a broadcast adresu
oznacˇı´ automaticky;
– vyuzˇitı´ nacha´zı´ ifa scope naprˇ. prˇi vy´beˇru IP adresy, ktera´ se pouzˇije jako
zdrojova´ pro odchozı´ paket, pokud je IP adres nastaveno vı´ce. Tato zdrojova´
adresa se pak vybere podle scope cı´love´ adresy, cˇı´mzˇ se zajistı´, zˇe odpoveˇd’bude
moct dorazit na stejnou adresu; [64]
• ifa index
– identifikuje rozhranı´, viz ifi index v kapitole 5.3.1,
– prˇi prˇida´va´nı´ IP adresy je trˇeba urcˇit, na ktere´ rozhranı´ chceme adresu prˇidat,
– prˇi zı´ska´va´nı´ informacı´ z kernelumu˚zˇeme omezit odpoveˇd’na jedine´ rozhranı´.
Stejneˇ jako u ifinfomsg mohou za touto hlavicˇkou na´sledovat atributy.
5.3.3 Manipulace se smeˇrovacı´ tabulkou
Poslednı´ struktura, se kterou jsem pracoval, je rtmsg a je definova´na v souboru rtnetlink.h
na´sledujı´cı´m zpu˚sobem (vy´pis 9):
struct rtmsg {
unsigned char rtm family ;
unsigned char rtm dst len ;
unsigned char rtm src len ;
unsigned char rtm tos;
unsigned char rtm table ;
unsigned char rtm protocol ;
unsigned char rtm scope;
unsigned char rtm type;
unsigned rtm flags ;
};
Vy´pis 9: RTNetlink hlavicˇka - rtmsg
S graficky´m zna´zorneˇnı´m na obra´zku 11.
Stejneˇ jako v prˇedchozı´ch prˇı´padech i zde je omezena volba nlmsg type, tentokra´t na
RTM NEWROUTE, RTM DELROUTE a RTM GETROUTE.
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Obra´zek 11: rtmsg
Cˇa´stmi rtmsg jsou: [43] [49] [53]
• rtm family
– rodina adres, stejneˇ jako v prˇedchozı´ch prˇı´padech (mozˇnosti AF INET
a AF INET6),
– pro RTM NEWROUTE nutne´ nastavit, jinak je pozˇadavek ignorova´n; pro
RTM GETROUTE mozˇno pouzˇı´t jako filtr;
• rtm dst len
– de´lka prefixu adresy cı´love´ sı´teˇ, pro RTM NEWROUTE nutne´ nastavit;
• rtm src len
– de´lka prefixu adresy zdrojove´ sı´teˇ; pouzˇı´va´ se pro nastavenı´ smeˇrovacı´ch
pravidel prˇi pouzˇitı´ vı´ce smeˇrovacı´ch tabulek; nenı´ prˇedmeˇtem te´to pra´ce;
• rtm tos
– Type of Service;
• rtm table
– do ktere´ tabulky se za´znam vlozˇı´. Defaultnı´ je tabulka Main; dalsˇı´ tabulkou
je naprˇ. Local, kam si kernel ukla´da´ cesty pro loka´lnı´ a broadcast adresy prˇi
prˇida´nı´ adresy na rozhranı´;
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• rtm protocol
– oznacˇuje protokol, ktery´ danou cestu do kernelu nainstaloval;
RTPROT KERNEL se pouzˇı´va´ prˇi vzniku cesty autokonfiguracı´ (jako u cesty
k vy´chozı´ bra´neˇ ve vy´pisu 10), manua´lneˇ prˇidane´ cesty majı´ mı´t protocol nas-
taveny´ jako RTPROT BOOT,
– slouzˇı´ k omezenı´ operacı´ nad cestami podle zdroje jejich vytvorˇenı´; [65]
• rtm scope
– vzda´lenost do cı´love´ sı´teˇ,
– defaultnı´ hodnotou je RT SCOPE UNIVERSE a slouzˇı´ pro cesty ke vzda´leny´m
a neprˇı´mo prˇipojeny´m cı´lu˚m. RT SCOPE HOST zase oznacˇuje cestu, jezˇ vede
na stejne´ zarˇı´zenı´. RT SCOPE LINK vede na adresu v loka´lnı´ sı´ti,
– slouzˇı´ take´ ke kontrole konfigurace. Prˇi odesı´la´nı´ paketu na cı´lovou adresu,
ktera´ nenı´ dostupna´ prˇı´mo, je trˇeba odeslat paket na vy´chozı´ bra´nu, ktera´ musı´
by´t k cı´li blı´zˇe nezˇ odesı´latel paketu. Jinak rˇecˇeno, scope vedoucı´ k cı´li musı´
by´t veˇtsˇı´ nezˇ ten vedoucı´ k vy´chozı´ bra´neˇ, viz vy´pis 10, kde je vy´chozı´ bra´na
(192.168.1.1) dosazˇitelna´ v ra´mci scope link, kdezˇto cesta do Internetu vede prˇes
defaultnı´ cestu se scope global, neboli universe. Jelikozˇ jde o defaultnı´ hodnotu
pro cesty, tak ve vy´pisu nenı´ obsazˇena; [64]
% ip route sh
default via 192.168.1.1 dev wlan0 proto static
192.168.1.0/24 dev wlan0 proto kernel scope link src 192.168.1.101
Vy´pis 10: Vy´pis smeˇrovacı´ tabulky
• rtm type
– obvykle´ smeˇrovacı´ tabulky obsahujı´ jen cesty s type nastaveny´m na
RTN UNICAST, cozˇ znamena´, zˇe jde o prˇı´mou cˇi neprˇı´mou (prˇes vy´chozı´
bra´nu) cestu na neˇjakou cı´lovou adresu; [65]
• rtm flags
– obvykle´ cesty se tı´mto polem vu˚bec nezaby´vajı´.
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5.3.4 Atributy
Za kazˇdou z teˇchto trˇı´ RTNetlink hlavicˇek je trˇeba vlozˇit atributy. Jako jejich hlavicˇky je
mozˇno pouzˇı´t bud’ strukturu rtattr (vy´pis 11, definova´na v souboru /linux/rtnetlink.h)
nebo strukturu nlattr (vy´pis 12, definova´na v souboru /linux/netlink.h).
struct rtattr {
unsigned short rta len;
unsigned short rta type;
};
Vy´pis 11: Atributy - rtattr
struct nlattr {
u16 nla len ;
u16 nla type;
};
Vy´pis 12: Atributy - nlattr
Obeˇ struktury jsou tedy v podstateˇ stejne´, ovsˇem rtattr ma´ vy´hodu ve veˇtsˇı´m pocˇtu
definovany´ch maker (neˇktera´ makra jdou videˇt na obra´zku 8). Struktura nlattr neˇktera´
makra ma´, neˇktera´ ne. Nenasˇel jsem zˇa´dny´ zdroj popisujı´cı´ du˚vod vzniku te´to struktury,
ale domnı´va´m se, zˇe du˚vodembylo zavedenı´ tzv. vnorˇeny´ch (nested) atributu˚ (viz kapitola
5.3.4.1), protozˇe struktura nlattr s vnorˇeny´mi atributy pocˇı´ta´ (viz /linux/netlink.h), na
rozdı´l od strukury rtattr. Z du˚vodu te´to relativnı´ „novosti“ jsem se rozhodl pouzˇı´t nlattr,
i kdyzˇ se pote´ uka´zalo, zˇe rozdı´l nebyl de facto zˇa´dny´, protozˇe (zrˇejmeˇ) pla´novana´ zmeˇna
zu˚stala – nejspı´sˇe s ohledem na zpeˇtnou kompatibilitu – na pu˚li cesty. K vnorˇeny´m
atributu˚m se vra´tı´m pozdeˇji.
Cˇa´stmi nlattr jsou: [49]
• nla len
– de´lka atributu, tedy de´lka hlavicˇky + de´lka prˇipojeny´ch dat,
– de´lka dat se stejneˇ jako v prˇedchozı´ch hlavicˇka´ch zaokrouhluje na 4 B; a acˇkoliv
ma´ by´t dle definice nla len rovno de´lce dat bez zaokrouhlenı´, v praxi jsem na
rozdı´l nenarazil a pouzˇı´val jsem zaokrouhlenou de´lku;
• nla type
– typ atributu,
– typu˚ je velka´ spousta a lze pouzˇı´t jen ty, ktere´ typemoperace odpovı´dajı´ pouzˇite´
RTNetlink hlavicˇce,
– jednotlive´ typy prˇedstavı´m nı´zˇe.
32
Jelikozˇ ma´ rtattr definova´no vı´ce maker a obeˇ struktury se chovajı´ stejneˇ, vypı´sˇi tedy
ty jeho, prˇicˇemzˇ platı´, zˇe pro pouzˇitı´ u strukury nlattr stacˇı´ definici makra zkopı´rovat a
zameˇnit rt za nl. Makra jsou tedy na´sledujı´cı´: [54]
• RTA OK(rta, attrlen)
– oveˇrˇuje integritu dat za hlavicˇkou (u kazˇde´ho atributu rta), vracı´ true, pokud
jsou data v porˇa´dku,
– attrlen je de´lka dat za za danou RTNetlink hlavicˇkou,
– pokud nevracı´ true, prˇedpokla´da´me, zˇe zˇa´dna´ data uzˇ nena´sledujı´, i kdyby
attrlen byl nenulovy´,
– vyuzˇitı´ prˇi parsova´nı´ odpoveˇdi na RTM GET*;
• RTA DATA(rta)
– vracı´ pointer na data za danou rta hlavicˇkou;
• RTA PAYLOAD(rta)
– vracı´ de´lku dat za hlavicˇkou atributu rta;
• RTA NEXT(rta, attrlen)
– vracı´ pointer na dalsˇı´ atribut v sekvenci atributu˚ a za´rovenˇ upravuje hodnotu
attrlen (de´lky dat za RTNetlink hlavicˇkou),
– pouzˇı´va´ se v kombinaci s RTA OK prˇi parsova´nı´ odpoveˇdi kernelu;
• RTA LENGTH(len)
– len je de´lka dat a toto makro vracı´ de´lku atributu, tedy hlavicˇky + data, bez
zaokrouhlenı´,
– toto makro by se oficia´lneˇ meˇlo pouzˇı´vat pro nastavenı´ rta len (cˇi nla len), ale
jak jsem psal vy´sˇe, nenarazil jsem na rozdı´l ve funkcˇnosti mezi tı´mto amakrem
RTA ALIGN resp. NLA ALIGN, ktere´ vracı´ tuto de´lku zaokrouhlenou;
• RTA SPACE(len)
– vracı´ skutecˇnou de´lku (se zaokrouhlenı´m), kterou bude dany´ atribut ve zpra´veˇ
zabı´rat.
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K lepsˇı´mu pochopenı´ RTM GET* pozˇadavku a parsova´nı´ odpoveˇdi uvedu kroky,
ktere´ je potrˇeba udeˇlat. V na´sledujı´cı´m textu budu vysveˇtlovat jednotlive´ cˇa´sti programu˚
slouzˇı´cı´ch k vytvorˇenı´ tunelu, ale ani jeden z nich s RTM GET* zpra´vou nepracuje a
parsova´nı´ by tak zu˚stalo nevysveˇtleno. Postup kroku˚ pro (naprˇı´klad) zı´ska´nı´ informacı´ o
rozhranı´ch by byl tento (vytvorˇenı´ socketu vynecha´va´m):
1. Budeme odesı´lat zpra´vu bez atributu˚ (nic nenastavujeme), v tomto prˇı´padeˇ struk-
turu nlmsghdr na´sledovanou strukturou ifinfomsg. Nastavenı´ promeˇnny´ch v nlms-
ghdr je:
(a) nlmsg type = RTM GETLINK; tedy chceme zı´skat informace o rozhranı´ch,
(b) nlmsg flags = NLM F REQUEST | NLM F ROOT; posı´la´me do kernelu pozˇa-
davek a chceme zı´skat vsˇechny informace (o rozhranı´ch), ktere´ kernel ma´,
(c) nlmsg len = NLMSG LENGTH(sizeof(struct ifinfomsg)); nastavı´me velikost
zpra´vy jako velikost nlmsghdr + velikost ifinfomsg;
2. Nastavenı´ promeˇnny´ch v ifinfomsg je volitelne´. Mu˚zˇeme urcˇit rodinu adres nebo
cˇı´slo rozhranı´, z neˇhozˇ chceme zı´skat informace. I kdyzˇ zde nic nenastavı´me a pro
tento u´cˇel tuto strukturu vlastneˇ ani v programu nemusı´me vu˚bec mı´t, je trˇeba s nı´
pocˇı´tat v poli nlmsg len, jinak se program neprovede.
3. Zpra´vu odesˇleme pomocı´ funkce sendmsg() a prˇijmeme odpoveˇd’ pomocı´ funkce
recv().
4. Prˇijata´ zpra´va je zanorˇenı´m struktur podobna´ te´ odesı´lane´, jen navı´c obsahuje
atributy. Postupujeme od vneˇjsˇı´ strukury k vnitrˇnı´m takto:
(a) Kvu˚li mozˇnosti, zˇe odpoveˇd’ obsahuje vı´ce Netlink zpra´v (viz obra´zek 6; ve
skutecˇnosti se pocˇet zpra´v rovna´ pocˇtu rozhranı´), vytvorˇı´me cyklus, ktery´
procha´zı´ jednotlive´ hlavicˇky (pomocı´ makra NLMSG NEXT a kontroly de´lky
zby´vajı´cı´ch dat (nebo mozˇno pouzˇı´t makro NLMSG OK);
(b) Za kazˇdou Netlink hlavicˇkou se bude nacha´zet RTNetlink hlavicˇka, pointer
na ni zı´skame makrem NLMSG DATA. Z teˇchto dat uzˇ mu˚zˇeme zı´skat naprˇ.
index dane´ho rozhranı´ (prˇes ifi index);
(c) Nynı´ uzˇ se jen zby´va´ dostat k atributu˚m. V souboru /linux/if link.h je defi-
nova´no makro IFLA PAYLOAD, ktere´ vracı´ pointer na data (na hlavicˇku
prvnı´ho atributu) za ifinfomsg hlavicˇkou. Analogicky funguje makro
IFA PAYLOAD pro strukturu ifaddrmsg (/linux/if addr.h) atd.;
(d) Procha´zı´me jednotlive´ atributy:mu˚zˇeme je naprˇ. v cyklu zkontrolovatmakrem
RTA OK a pote´ zı´skat pointer na dalsˇı´ atribut pomocı´ RTA NEXT. Zde uzˇ
pomocı´ rta type zı´ska´me typ dane´ho atributu a podle toho zı´ska´me hodnotu
dane´ho typu;
(e) Pokud nezby´va´ zˇa´dny´ dalsˇı´ atribut, vra´tı´me se k bodu (a) a rozparsujeme dalsˇı´
Netlink hlavicˇku. Pokud zˇa´dna´ dalsˇı´ hlavicˇka neexistuje, koncˇı´me.
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Naobra´zku 12 jde videˇt, jakmohou vypadat atributy v odesı´lane´ zpra´veˇ. Za hlavicˇkou
(pole Length a Type) se nacha´zı´ konkre´tnı´ data pro dany´ typ. De´lka prvnı´ho atributu pak
je 64 bitu˚, tedy 8 bajtu˚ (hlavicˇka + data), de´lka druhe´ho atributu 96 bitu˚, tedy 12 bajtu˚.
Obra´zek 12: Uka´zka pouzˇitı´ dvou atributu˚
Tento forma´t umozˇnˇuje jednoduchou rozsˇirˇitelnost. Prˇi zpracova´nı´ atributu˚ se kon-
troluje jeden atribut po druhe´m a na´sledna´ akce za´visı´ na typu dane´ho atributu, takzˇe
po prˇida´nı´ nove´ho atributu v kernelu je trˇeba jen lehce upravit user-space aplikaci, aby
s novy´m atributem umeˇla pracovat. Navı´c zu˚sta´va´ zpeˇtna´ kompatibilita, protozˇe pokud
aplikace s novy´m atributem nepracuje, pak je jeho existence ignorova´na. [46]
Naporˇadı´ atributu˚ neza´lezˇı´, postupneˇ seprojdouvsˇechny.Nelze aleprˇesouvat atributy
z jednoho vnorˇene´ho atributu do druhe´ho.
5.3.4.1 Vnorˇene´ atributy Vnorˇeny´ atribut je atribut, ktery´ mı´sto dat za hlavicˇkou
obsahuje dalsˇı´ atribut. Vı´ce prˇehledneˇ to asi pu˚jde videˇt na obra´zku 13.
Obra´zek 13: Vnorˇene´ atributy
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Vnorˇene´ atributy slouzˇı´ k jake´musi zabalenı´ specificky´ch (spolecˇny´ch) atributu˚ k sobeˇ.
Typicky´m prˇı´kladem by byl vnorˇeny´ atribut slouzˇı´cı´ k informacı´m o IP adresa´ch. Jeho
obsahem by pak byl naprˇ. jeden atribut s IPv4 adresou, druhy´ atribut s IPv6 adresou
atd. [46] Vnorˇene´ atributy jsou potrˇeba prˇi vytva´rˇenı´ rozhranı´, protozˇe jednı´m vnorˇeny´m
atributem se urcˇı´ typ rozhranı´ a dalsˇı´m pak dodatecˇne´ informace potrˇebne´ k vytvorˇenı´
tohoto rozhranı´.
De´lka, resp. „dosah“ vnorˇenı´ atributu˚ je da´n hodnotoupole nla len vhlavicˇce atributu,
ktery´ obsahuje dalsˇı´ atributy. Proto, pokud nezna´me hodnotu nla len prvnı´ho atributu
na obra´zku 13, tak jen pomocı´ neˇj nemu˚zˇeme rˇı´ct, kam azˇ saha´ vnorˇenı´. Hlavnı´ sce´na´rˇe
jsou dva:
1. nla len u prvnı´ho atributu bude nastavena na 20 B. To by znamenalo, zˇe v odesı´lane´
zpra´veˇ (pokud by v nı´ nebyly zˇa´dne´ dalsˇı´ atributy, nezˇ jake´ jsou na obra´zku) jsou:
• vnorˇeny´ atribut obsahujı´cı´ dva atributy,
• vnorˇeny´ atribut obsahujı´cı´ jeden atribut; de´lka tohoto vnorˇene´ho atributu by
byla 12 B;
2. nla len u prvnı´ho atributu bude nastavena na 32 B. V tomto prˇı´padeˇ odesı´lana´
zpra´va obsahuje:
• vnorˇeny´ atribut obsahujı´cı´ trˇi atributy, z nich poslednı´ je take´ vnorˇeny´ atribut,
pro zmeˇnu obsahujı´cı´ jeden atribut.
Zde se dosta´va´mkvy´sˇe zminˇovane´mu rozdı´lumezi rtattr a nlattr. Udefinice struktury
nlattr je v souboru /linux/netlink.h vytvorˇeno makro NLA F NESTED, ktere´ by meˇlo
vnorˇeny´ atribut oznacˇit tak, zˇe v poli nla type nastavı´ bit s nejvysˇsˇı´ vahou na hodnotu
1. Pokud se toto provede, vnorˇeny´ atribut se vytvorˇı´, nicme´neˇ u´plneˇ stejneˇ se vytvorˇı´ i
bez tohotomakra, resp. nastavene´ho bitu. Vnorˇene´ atributy takmu˚zˇeme vytva´rˇet pomocı´
obou struktur.
5.3.4.1.1 Chybeˇjı´cı´ dokumentace Jak je cely´ Netlink socket docela sˇpatneˇ (cˇi spı´sˇe
nekompletneˇ nebo rovnouzastarale) dokumentova´n, tak s atributy, tı´m spı´sˇ teˇmi vnorˇeny´-
mi, je to jesˇteˇ horsˇı´. Ve starsˇı´ch (neˇkolik let) cˇla´ncı´ch, ktere´ obsahujı´ prˇı´klady pro nas-
tavenı´ ru˚zny´ch cˇa´stı´ sı´t’ove´ho subsyste´mu (naprˇ. [33]), se obvykle vnorˇene´ atributy vu˚bec
nevyuzˇı´vajı´, cozˇ velmi cˇasto zaprˇicˇinˇuje nefunkcˇnost teˇchto prˇı´kladu˚ na dnesˇnı´ch verzı´ch
kernelu. Nefunkcˇnı´ mohou by´t dokonce prˇı´klady prˇı´mo v manua´lovy´ch stra´nka´ch ker-
nelu, naprˇ. ten pro nastavenı´ MTU v [54]. Dokonce ani na mı´steˇ, kde jsou atributy defi-
nova´ny (atributy potrˇebne´ pro nastavenı´ rozhranı´ jsou v souboru /linux/if link.h), nejde
poznat, k cˇemu atributy slouzˇı´, natozˇ ktere´ z nich se pouzˇı´vajı´ jako vnorˇene´.
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Prˇi programova´nı´ pak v podstateˇ neexistuje jina´ mozˇnost nezˇ si najı´t informace trˇetı´ch
stran, ktery´ch nenı´ mnoho (cˇerpal jsem naprˇı´klad z cˇla´nku rˇesˇı´cı´ho proble´m vytvorˇenı´
VLAN rozhranı´, viz [55]; odtud jsem aplikoval vytva´rˇenı´ vnorˇeny´ch atributu˚), nebo prob-
le´m pochopit ze zdrojovy´ch ko´du˚. Jeden z autoru˚ Netlink socket, Alexey Kuznetsov [56],
je rovneˇzˇ pu˚vodnı´m autorem balı´ku iproute2 [57], jenzˇ slouzˇı´ k nastavova´nı´ sit’ove´ho
subsyste´mu kernelu. Iproute2 vyuzˇı´va´ pra´veˇ Netlink socket, takzˇe jeho zdrojove´ ko´dy
mohou slouzˇit jako na´vod, ktere´ atributy pouzˇı´t pro ktery´ konkre´tnı´ u´cˇel.
5.3.4.2 Typy atributu˚ Atributy se lisˇı´ dle pouzˇite´ RTNetlink hlavicˇky. Neˇktere´ z nich
jsou vysveˇtleny v manua´lovy´ch stra´nka´ch [49], neˇktere´ vysveˇtleny nejsou. Na´sleduje
seznam neˇktery´ch atributu˚ pro za´kladnı´ prˇedstavu.
5.3.4.2.1 Atributy pro ifinfomsg (sı´t’ova´ rozhranı´) Atributy, ktere´mohouby´t pouzˇity
za strukturou ifinfomsg, jsou definova´ny v souboru /linux/if link.h, pro GRE tunely pak
v /linux/if tunnel.h.
Patrˇı´ sem:
• IFLA IFNAME - jme´no rozhranı´ (naprˇ. eth0, wlan0),
• IFLA MTU - maxima´lnı´ velikost paketu, a dalsˇı´.
5.3.4.2.2 Atributy pro ifaddrmsg (IP adresy na rozhranı´ch) Tyto atributy jsou defi-
nova´ny v souboru /linux/if addr.h.
Patrˇı´ sem:
• IFA LOCAL - loka´lnı´ adresa rozhranı´,
• IFA BROADCAST - broadcast adresa, a dalsˇı´.
5.3.4.2.3 Atributy pro rtmsg (smeˇrovacı´ tabulky) Tyto atributy jsou definova´ny v
souboru /linux/rtnetlink.h.
Patrˇı´ sem:
• RTA OIF - vy´stupnı´ rozhranı´ pro danou cestu,
• RTA DST - cı´lova´ sı´t’, a dalsˇı´.
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6 Tunely v sı´tı´ch
Tunely jsou obvykle virtua´lnı´ dvoubodova´ spojenı´, slouzˇı´cı´ k prˇenosu paketu˚ jednoho
protokolu uvnitrˇ druhe´ho protokolu; typicky´m prˇı´kladem mu˚zˇe by´t prˇenos naprˇ. IPv6
datagramu˚ zabaleny´ch do IPv4 hlavicˇky kvu˚li prˇenosu po pa´terˇnı´ IPv4 sı´ti, jezˇ rozdeˇluje
dva IPv6 ostrovy. Dalsˇı´ vyuzˇitı´ nacha´zejı´ prˇi vytva´rˇenı´ VPN, naprˇ. pro vzda´leny´ prˇı´stup
do sˇkolnı´ sı´teˇ, tedy pro simulaci priva´tnı´ch sı´tı´ prˇes Internet.
V me´m prˇı´padeˇ je k vytvorˇenı´ tunelu je potrˇeba vytvorˇit virtua´lnı´ rozhranı´ na obou
zarˇı´zenı´ch (mezi ktery´mi chci tunel vytvorˇit) a urcˇit oba konce tunelu. Jako zacˇa´tek a konec
tunelu obvykle slouzˇı´ interface, ktery´m se odesı´lajı´ pakety „ven“, typicky do Internetu.
Sa´m tunel se chova´, jako by sˇlo o jediny´ hop, tedy propoj mezi dveˇma smeˇrovacˇi,
neza´visle na tom, kolik jich mezi zdrojem a cı´lem ve skutecˇnosti je.
6.1 GRE tunely
GRE je zkratkou pro Generic Routing Encapsulation a jedna´ se o obecny´ tunelovacı´ me-
chanismus, ktery´ je schopen enkapsulovat velke´ mnozˇstvı´ ru˚zny´ch protokolu˚ a prˇena´sˇet
je po IP sı´ti. Byl vyvinut spolecˇnostı´ Cisco. [68]
Pakety jsou zabaleny do GRE hlavicˇky, ktera´ je pote´ obalena hlavicˇkou linkove´ho
protokolu a odesla´na z rozhranı´ zacˇa´tku tunelu smeˇrem ke konci tunelu, kde dojde k
rozbalenı´ a pu˚vodnı´ paket da´le pokracˇuje svou cestou.
Prˇi vytva´rˇenı´ tunelu˚ (viz dalsˇı´ kapitola)mu˚zˇeme vytvorˇit dva typyGRE tunelu – prvnı´
bude enkapsulovat data s hlavicˇkou trˇetı´ vrstvy (tedy IP datagram, jedna´ se o IPoGRE)
a druhy´ bude enkapsulovat data druhe´ vrstvy (tedy ra´mec, jedna´ se o EoGRE). Prˇenos
ethernetove´ho ra´mce v GRE slouzˇı´ ke vzda´lene´mu prˇemosteˇnı´ sı´teˇ.
GRE tunely jsou samy o sobeˇ nechra´neˇny (data v nich nejsou sˇifrova´na), ale lze je




My´m u´kolembylo zjistit, jaky´m zpu˚sobem se pomocı´Netlink socket vytva´rˇejı´ GRE tunely,
tento postup aplikovat a zdokumentovat jej.
7.1 IP over GRE
Z vy´sˇe popsane´ho teoreticke´ho za´kladu je mozˇno u´speˇsˇneˇ vytvorˇit tunel mezi dveˇma
pocˇı´tacˇi a tento pak provozovat.
Postup vytvorˇenı´ GRE tunelu je v me´m prˇı´padeˇ na´sledujı´cı´:
1. vytvorˇenı´ tunelove´ho rozhranı´ tak, aby mohlo prˇijı´mat i odesı´lat pakety,
2. nastavenı´ IP adresy na tomto rozhranı´.
Tento postup odpovı´da´ (pro lepsˇı´ prˇedstavu) te´to sadeˇ prˇı´kazu˚ balı´ku iproute2:
ip link add tun type gre remote 192.168.1.102 local 192.168.1.101
ip link set tun up
ip addr add 10.0.1.1/24 dev tun
Vy´pis 13: Vytvorˇenı´ tunelu pomocı´ iproute2
kde vytvorˇı´me rozhranı´ jme´nem „tun“, ktere´ bude typu GRE, se vzda´lenou adresou
konce tunelu 192.168.1.102 a loka´lnı´ 192.168.1.101. Funkce dalsˇı´ch prˇı´kazu˚ je zrˇejma´.
V me´ testovacı´ topologii (viz kapitola 7.2) nenı´ trˇeba prˇida´vat za´znam do smeˇrovacı´
tabulky, protozˇe si jej kernel prˇida´ sa´m. To by ale neplatilo pro slozˇiteˇjsˇı´ topologie, takzˇe
zde uva´dı´m i postup, ktery´ je ekvivalentem prˇı´kazu ip route add 10.0.2.0/24 dev tun.
(Pozna´mka: Acˇkoliv v manua´lovy´ch stra´nka´ch – man ip link – nenı´ vu˚bec uvedeno,
zˇe by tento prˇı´kaz umeˇl vytvorˇit GRE tunel, tak jej vytvorˇit umı´. Z toho du˚vodu v nich
nejsou vysveˇtleny ani jednotlive´ mozˇnosti tohoto prˇı´kazu, ktere´ odpovı´dajı´ jednotlivy´m
atributu˚mvodesı´lane´ zpra´veˇ. Jemozˇno se obra´tit namanua´love´ stra´nky prˇı´kazu ip tunnel,
v neˇmzˇ jsou tyto mozˇnosti popsa´ny. Prˇı´kaz ip tunnel vytva´rˇı´ rozhranı´ pomocı´ ioctl.)
Postup pomocı´ Netlink socket je popsa´n v na´sledujı´cı´ch podkapitola´ch.
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7.1.1 Vytvorˇenı´ rozhranı´
Prezentovany´ ko´d je soucˇa´stı´ metody main(), pokud nejde o funkce.
struct sockaddr nl sockdest;
struct msghdr msg;
struct iovec iov ;




struct ifinfomsg ifi ;
char reqbuf[1024];
} req;
int fd , status;
char saddress[sizeof(struct in addr)];
char daddress[sizeof(struct in addr)];
char ∗type;
char ∗name;
unsigned char pmtu = 1, ttl = 0;
Vy´pis 14: U´sek programu – deklarace promeˇnny´ch (ifinfomsg)
Vy´pis 14:
Zde jsou uvedeny vsˇechny struktury a promeˇnne´, ktere´ budou potrˇeba. Promeˇnna´
req je tvorˇena Netlink hlavicˇkou nlmsghdr, RTNetlink hlavicˇkou ifinfomsg a bufferem,
ktery´ bude slouzˇit pro ukla´da´nı´ atributu˚.
fd = socket(AF NETLINK, SOCK RAW, NETLINK ROUTE);
memset(&req, 0, sizeof(req));
req.nlm.nlmsg type = RTM NEWLINK;
req.nlm.nlmsg flags = NLM F CREATE | NLM F REQUEST | NLM F EXCL;
req.nlm.nlmsg len = NLMSG LENGTH(sizeof(struct ifinfomsg));
req. ifi . ifi flags |= IFF UP;
req. ifi . ifi change = 0xFFFFFFFF;
Vy´pis 15: U´sek programu – otevrˇenı´ socketu a nastavenı´ hlavicˇek (ifinfomsg)
Vy´pis 15:
Vytvorˇı´m socket, vynuluji pameˇt’pro req a nastavı´m hlavicˇky.
Netlink hlavicˇka:
• RTM NEWLINK – budu vytva´rˇet rozhranı´,
• NLM F CREATE |NLM F REQUEST |NLM F EXCL – vytva´rˇı´m novy´ objekt, cˇı´mzˇ
posı´la´m do kernelu pozˇadavek, a chci, aby se nove´ rozhranı´ nevytvorˇilo, pokud uzˇ
existuje rozhranı´ stejne´ho jme´na nebo indexu,
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• NLMSG LENGTH(sizeof(struct ifinfomsg)) – nastavı´m pocˇa´tecˇnı´ de´lku zpra´vy jako
de´lku nlmsghdr + ifinfomsg, z te´to de´lky pak budu vycha´zet prˇi prˇida´va´nı´ atributu˚;
RTNetlink hlavicˇka:
• IFF UP – rovnou tı´mto flagem nastavı´m, zˇe rozhranı´ bude moct prˇijı´mat i odesı´lat
pakety. Operace |= je bitovy´ OR, ktery´ k defaultnı´mu flagu (same´ nuly) prˇida´ flag
IFF UP;
• 0xFFFFFFFF – nastavı´m masku flagu˚; stejneˇ by fungovalo nastavit toto pole na
stejnou hodnotu jako ifi flags;
if (! inet pton(AF INET, argv[2], daddress))
{ printf ( ”\nError converting address.”); }
if (! inet pton(AF INET, argv[3], saddress))
{ printf ( ”\nError converting address.”); }
name = strdup(argv[1]);
type = strdup(”gre”) ;
Vy´pis 16: U´sek programu – definice promeˇnny´ch pro atributy (ifinfomsg)
Vy´pis 16:
Prˇedpokla´da´m spousˇteˇnı´ programu s parametry (jme´no rozhranı´, cı´lova´ adresa, zdrojova´
adresa). Funkce inet pton() zkopı´ruje IP adresu z textove´ do bina´rnı´ formy a ulozˇı´ ji do
promeˇnne´ daddress, resp. saddress. AF INET oznacˇuje, zˇe jde o IPv4 adresy. [58] Funkce
strdup() vracı´ pointer na zkopı´rovany´ string. [59]
addAttr(&req.nlm, IFLA IFNAME, name, strlen(name));
linkinfo = addNested(&req.nlm, IFLA LINKINFO);
addAttr(&req.nlm, IFLA INFO KIND, type, strlen(type));
infodata = addNested(&req.nlm, IFLA INFO DATA);
addAttr(&req.nlm, IFLA GRE LOCAL, &saddress, 4);
addAttr(&req.nlm, IFLA GRE REMOTE, &daddress, 4);
addAttr(&req.nlm, IFLA GRE PMTUDISC, &pmtu, 1);
addAttr(&req.nlm, IFLA GRE TTL, &ttl, 1);
Vy´pis 17: U´sek programu – prˇida´nı´ atributu˚ (ifinfomsg)
Vy´pis 17: Prˇida´nı´ atributu˚. Funkcı´ addAttr se prˇida´vajı´ atributy jeden za druhy´m,
funkcı´ addNested docha´zı´ k vytvorˇenı´ vnorˇene´ho atributu. Jak jsem psal v kapitole 5.3.4,
na porˇadı´ atributu˚ kromeˇ teˇch vnorˇeny´ch neza´lezˇı´, takzˇe naprˇ. atribut IFLA GRE LOCAL
by mohl by´t umı´steˇn azˇ za atributem IFLA GRE TTL apod.
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Jednotlive´ atributy (u´rovenˇ odra´zˇek odpovı´da´ u´rovni vnorˇenı´) znamenajı´:
• IFLA IFNAME – jme´no rozhranı´, naprˇ. „tun“,
• IFLA LINKINFO – vnorˇeny´ atribut obsahujı´cı´ informaci o typu rozhranı´:
– IFLA INFO KIND – rozhranı´ bude typu gre,
– IFLA INFO DATA – vnorˇeny´ atribut obsahujı´cı´ dalsˇı´ informace:
∗ IFLA GRE LOCAL – zdrojova´ IP adresa tunelu, musı´ jı´t o adresu jine´ho
rozhranı´ dane´ho pocˇı´tacˇe,
∗ IFLA GRE REMOTE – cı´lova´ IP adresa tunelu,
∗ dalsˇı´ tributy jsou volitelne´, soucˇa´stı´ ko´du jso pro lepsˇı´ na´zornost.
IFLA GRE PMTUDISC – nastavenı´m na 0 vypneme defaultneˇ zapnutou
Path MTU Discovery, cozˇ je technika zjisˇt’ujı´cı´ nejveˇtsˇı´ velikost paketu
takovou, aby prˇi cesteˇ sı´tı´ nedocha´zelo k jeho fragmentaci. [63]
IFLA GRE TTL – umozˇnˇuje nastavit hodnotu TTL v rozsahu 1-255, nas-
tavenı´m 0 (nebo vynecha´nı´m atributu) se zvolı´ defaultnı´ (zdeˇdeˇna´) hod-
nota, ktera´ je 64 (viz /linux/ip.h). [53]
#define NLA DATA(na) ((void ∗) ((char∗)(na) + NLA HDRLEN))
static int addAttr(struct nlmsghdr ∗nlm, int attrlabel , const void ∗data, int datalen)
{
struct nlattr ∗nla = (struct nlattr ∗) ((( void ∗) nlm) + nlm−>nlmsg len);
unsigned int attrlen = NLA ALIGN(NLA HDRLEN + datalen);
nla−>nla len = attrlen;
nla−>nla type = attrlabel;
memcpy(NLA DATA(nla), data, datalen);
nlm−>nlmsg len = nlm−>nlmsg len + (NLA HDRLEN + NLA ALIGN(datalen));
return 0;
}
static struct nlattr ∗ addNested(struct nlmsghdr ∗nlm, int attrlabel)
{
struct nlattr ∗nestattr = (struct nlattr ∗) ((void ∗) nlm + nlm−>nlmsg len);
if (! addAttr(nlm, attrlabel , NULL, 0));
{ return nestattr ; }
}
Vy´pis 18: U´sek programu – funkce pro prˇida´nı´ atributu˚
Vy´pis 18:
Zde se nacha´zı´ funkce prˇipojujı´cı´ atributy za RTNetlink hlavicˇku. Funkcı´ addAttr se
prˇipojujı´ obycˇejne´ atributy a v parametrech jı´ je prˇeda´no (viz vy´pis 17): pointer na Netlink
hlavicˇku, typ atributu, pointer na data souvisejı´cı´ s dany´m typematributu (naprˇ. IP adresa
nebo hodnota) a de´lka teˇchto dat.
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Funkce prova´dı´ na´sledujı´cı´:
• cˇa´st pameˇti za RTNetlink hlavicˇkou prˇetypuje na nlattr. Zde u prˇida´nı´ prvnı´ho
atributu vyuzˇiji pocˇa´tecˇnı´ de´lku zpra´vy nastavenou ve vy´pisu 15, cˇinı´cı´
sizeof(nlmsghdr)+sizeof(ifinfomsg);
• spocˇı´ta´ de´lku atributu (de´lka nlattr hlavicˇky + de´lka dat) a zaokrouhlı´ ji,
• v hlavicˇce atributu nastavı´ tuto spocˇtenou de´lku,
• v hlavicˇce atributu nastavı´ typ atributu prˇedany´ parametrem,
• zkopı´ruje data do pameˇti hned za nlattr hlavicˇku, tedy namı´sto, kamukazujemakro
NLA DATA,
• aktualizuje de´lku zpra´vy v hlavicˇce nlmsghdr o de´lku pra´veˇ prˇipojene´ho atributu.
Bez te´to aktualizace by byly prˇidane´ atributy ignorova´ny; jejı´ sˇpatnou aktualizacı´
by se neprˇipojovaly spra´vneˇ.
Funkcı´ addNested – v parametrech jı´ je prˇeda´n pointer na Netlink hlavicˇku a typ
atributu – dojde k prˇida´nı´ vnorˇene´ho atributu:
• stejneˇ jako v prˇedchozı´m prˇı´padeˇ funkce prˇetypuje volne´ mı´sto za RTNetlink hla-
vicˇkou cˇi za poslednı´m atributem na nlattr;
– pro slozˇiteˇjsˇı´ programy by zde asi bylo vhodne´ dopsat kontrolu, zda jesˇteˇ
neˇjake´ volne´ mı´sto zby´va´;
• zavola´ se funkce pro prˇida´nı´ obycˇejne´ho atributu. Vnorˇeny´ atribut je tedy specia´lnı´
typ obycˇejne´ho atributu. Neprˇidajı´ se za neˇj (za hlavicˇku) zˇa´dna´ data a de´lka zpra´vy
v hlavicˇce nlmsghdr se zvy´sˇı´ o velikost hlavicˇky nlattr (4 B). Tato funkce za´rovenˇ
vracı´ pointer na tento vnorˇeny´ atribut.
infodata−>nla len = \
((( void ∗) (&req.nlm)) + NLMSG ALIGN((&req.nlm)−>nlmsg len)) − (void ∗) infodata;
linkinfo −>nla len = \
((( void ∗) (&req.nlm)) + NLMSG ALIGN((&req.nlm)−>nlmsg len)) − (void ∗) linkinfo;
Vy´pis 19: U´sek programu – dokoncˇenı´ vnorˇenı´ atributu˚
Vy´pis 19:
V kapitole 5.3.4.1 jsem psal o tom, zˇe de´lka nebo stupenˇ zanorˇenı´ atributu˚ je da´na
nastavenou de´lkou v hlavicˇce vnorˇene´ho atributu (nla len). A vnorˇenı´ atributu˚ v tomto
programu jsem zna´zornil u vy´pisu 17, v neˇmzˇ take´ ukla´da´m do promeˇnny´ch linkinfo a in-
fodata pointery na vytva´rˇene´ vnorˇene´ atributy IFLA LINKINFO, resp. IFLA INFO DATA.
Tyto pointery zde vyuzˇiji k „uzavrˇenı´ “ vnorˇenı´.
Kdyzˇ ma´m v pameˇti ulozˇene´ vsˇechny atributy (a obeˇ vnorˇenı´ koncˇı´ s tı´mto poslednı´m
atributem), je mozˇno de´lku vnorˇenı´ spocˇı´tat odecˇtenı´m pointeru˚, protozˇe Netlink hlav-
icˇka, RTNetlink hlavicˇka i atributy prˇedstavujı´ v pameˇti jeden souvisly´ blok (viz deklarace
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promeˇnny´ch, vy´pis 14). Cˇili de´lka vnorˇeny´ch atributu˚ je rovna: pointer na strukturu nlms-
ghdr plusde´lka zpra´vy, cˇı´mzˇ zı´ska´mpointer na konec zpra´vy (konec poslednı´ho atributu),
to cele´ mı´nus pointer na zacˇa´tek vnorˇeny´ch atributu˚. Vy´sledek se ulozˇı´ do pole nla len
odpovı´dajı´cı´ho atributu.
memset(&sockdest, 0, sizeof(sockdest));
sockdest.nl family = AF NETLINK;
memset(&msg, 0, sizeof(msg));
msg.msg name = &sockdest;
msg.msg namelen = sizeof(sockdest);
iov .iov base = &req.nlm;
iov . iov len = req.nlm.nlmsg len;
msg.msg iov = &iov;
msg.msg iovlen = 1;
status = sendmsg(fd, &msg, 0);
if (status < 0) {
perror( ”send”);
return 1; }
Vy´pis 20: U´sek programu – sestavenı´ a odesla´nı´ zpra´vy
Vy´pis 20:
Tyto struktury byly popsa´ny v kapitole 5.1 a tento postup v manua´lovy´ch stra´nka´ch.
[41] Budu odesı´lat data do kernelu, proto nastavı´m nl family v promeˇnne´ sockdest jako
AF NETLINK, nl pid je 0. Tı´mto urcˇı´m cı´lovou adresu. Do msg name ulozˇı´m jejı´ adresu
v pameˇti (jde o pointer) a do msg namelen jejı´ de´lku.
Do iov base ulozˇı´m adresu Netlink hlavicˇky, do iov len de´lku odesı´lane´ zpra´vy a do
msg iov adresu promeˇnne´ iov. Jedna´ se o jednu strukturu, takzˇe msg iovlen nastavı´m
na 1.
Ted’ uzˇ zby´va´ zpra´vu jen odeslat. Parametry funkce sendmsg() jsou otevrˇeny´ socket,
zpra´va msghdr a flagy. Funkce vracı´ velikost odeslane´ zpra´vy, prˇı´padneˇ -1 prˇi chybeˇ. [62]
7.1.2 Prˇirˇazenı´ IP adresy
Vytva´rˇenı´ a odesı´la´nı´ zpra´vy i deklarace promeˇnny´ch fungujı´ v dalsˇı´ch programech ana-
logicky, takzˇe je uzˇ nebudu zminˇovat.
req.nlm.nlmsg len = NLMSG LENGTH(sizeof(struct ifaddrmsg));
req.nlm.nlmsg type = RTM NEWADDR;
req.nlm.nlmsg flags = NLM F CREATE | NLM F REQUEST;
req. ifa . ifa family = AF INET;
req. ifa . ifa prefixlen = 24;
req. ifa . ifa index = if nametoindex(argv[1]) ;
Vy´pis 21: U´sek programu – nastavenı´ hlavicˇek (ifaddrmsg)
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Vy´pis 21:
Netlink hlavicˇka je velmi podobna´ te´ z vytva´rˇenı´ rozhranı´. Pokud prˇida´va´m IPv4
adresu, musı´m v RTNetlink hlavicˇce nastavit ifa family na AF INET. Da´le urcˇı´m pocˇet
bitu˚ sı´t’ove´ cˇa´sti adresy (zde 24) a pak musı´m urcˇit rozhranı´ (podle indexu), na ktere´ se
adresa prˇida´. Prˇedpokla´da´m spousˇteˇnı´ programu s parametry jme´no rozhranı´, ip adresa.
if (! inet pton(AF INET, argv[2], address)) {
printf ( ”\nError converting address.”); }
nla = (struct nlattr ∗) req.reqbuf;
nla−>nla type = IFA LOCAL;
nla−>nla len = sizeof(struct nlattr ) + 4;
memcpy(NLA DATA(nla), &address, 4);
req.nlm.nlmsg len += nla−>nla len;
Vy´pis 22: U´sek programu – prˇida´nı´ atributu (ifaddrmsg)
Vy´pis 22:
Konkre´tnı´ IPv4 adresu prˇeda´m kernelu jako atribut IFA LOCAL. Jde o jediny´ atribut,
proto jsem si mohl dovolit vynechat funkci a prˇidat jej „rucˇneˇ“. Do nla len se prˇicˇı´tajı´
(k nlattr hlavicˇce) 4 bajty, tedy velikost IPv4 adresy, a po prˇida´nı´ atributu je trˇeba upravit
de´lku zpra´vy, nlmsg len.
7.1.3 Prˇida´nı´ za´znamu do smeˇrovacı´ tabulky
req.nlm.nlmsg type = RTM NEWROUTE;
req.nlm.nlmsg flags = NLM F CREATE | NLM F REQUEST | NLM F EXCL;
req.rtm.rtm family = AF INET;
req.rtm.rtm table = RT TABLE MAIN;
req.rtm.rtm scope = RT SCOPE UNIVERSE;
req.rtm.rtm protocol = RTPROT BOOT;
req.rtm.rtm type = RTN UNICAST;
Vy´pis 23: U´sek programu – nastavenı´ hlavicˇek (rtmsg)
Vy´pis 23:
Rodina adres je AF INET; protocol nastavı´m na RTPROT BOOT, protozˇe cestu prˇida´-
va´m rucˇneˇ (viz kapitola 5.3.3), nicme´neˇ je mozˇne´ kernelu podstrcˇit i jine´ nastavenı´. Jedna´
se o cestu na rea´lnou adresu v sı´ti, takzˇe type bude RTN UNICAST, obvykle by tato adresa
byla da´le nezˇ ve stejne´m subnetu, takzˇe scope budeRT SCOPE UNIVERSE a bude vlozˇena
do tabulky Main.
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if index = if nametoindex(argv[1]) ;
req.rtm.rtm dst len = atoi (argv[3]) ; // prevod na int
if (! inet pton(AF INET, argv[2], address))
{ printf ( ”\nError converting address.”); }
addAttr(&req.nlm, RTA DST, &address, 4);
addAttr(&req.nlm, RTA OIF, &if index, 4);
Vy´pis 24: U´sek programu – prˇida´nı´ atributu˚ (rtmsg)
Vy´pis 24:
Prˇedpokla´da´m spousˇteˇnı´ programu s atributy jme´no rozhranı´, adresa cı´love´ sı´teˇ, prefix
cı´love´ sı´teˇ. Prefix sı´teˇ se musı´ nastavit do RTNetlink hlavicˇky (rtm dst len). Atributy pak
jsou dva – RTA DST pro adresu cı´love´ sı´teˇ a RTA OIF pro urcˇenı´ odchozı´ho rozhranı´ pro
pakety mı´rˇı´cı´ do dane´ sı´teˇ.
Vy´sledkem teˇchto programu˚ je vytvorˇenı´ funkcˇnı´ho GRE tunelu, viz vy´pis 25. Tunelo-
ve´mu rozhranı´ se automaticky nastavil flag POINTOPOINT a MTU se snı´zˇilo o velikost
prˇidany´ch hlavicˇek:
% ip add sh tun
8: tun: <POINTOPOINT,UP,LOWER UP> mtu 1476 qdisc noqueue state UNKNOWN
link /gre 192.168.1.101 peer 192.168.1.102
inet 10.0.1.1/24 scope global tun
inet6 fe80::5efe:c0a8:165/64 scope link
valid lft forever preferred lft forever
% ip route sh
default via 192.168.1.1 dev wlan0 proto static
10.0.1.0/24 dev tun proto kernel scope link src 10.0.1.1
192.168.1.0/24 dev wlan0 proto kernel scope link src 192.168.1.101
Vy´pis 25: Vytvorˇeny´ tunel
7.2 Ethernet over GRE
Pokud chceme v GRE prˇena´sˇet ethernetove´ ra´mce, je postup takrˇka totozˇny´ s postupem
pro IPoGRE. Jediny´ rozdı´l je prˇi vytva´rˇenı´ rozhranı´, kdy jako IFLA INFO KIND bude
gretapmı´sto gre, tedy viz vy´pis 26. Tento postup ostatneˇ odpovı´da postupu v iproute, kdy
gre ve vy´pisu 13 nahradı´me gretap.
..
type = strdup(”gretap”) ;
..




8 Testovacı´ sı´t’ova´ topologie
Testova´nı´ vytvorˇeny´ch tunelu˚ jsem prova´deˇl v doma´cı´ch podmı´nka´ch se dveˇma fyzi-
cky´mi pocˇı´tacˇi. Topologie (obra´zek 14) sice neodpovı´da´ typicke´mu pouzˇitı´ tunelu˚, nic-
me´neˇ k otestova´nı´ jeho funkcˇnosti je dostatecˇna´.
Verze kernelu (uname -r) a typ sı´t’ove´ karty byly na obou pocˇı´tacˇı´ch na´sledujı´cı´:
1. 3.5.0-17-generic, Realtek Semiconductor RTL8139/8139C/8139(L)+,
2. 3.8.6-1-ARCH, Realtek Semiconductor RTL8111/8168.
Adresy na obrou rozhranı´ch eth0 slouzˇı´ jako zacˇa´tek/konec tunelu.
Obra´zek 14: Topologie testovacı´ sı´teˇ
Pro za´kladnı´ otestova´nı´ u´speˇsˇnosti enkapsulacepostacˇı´ prˇı´kazping spolu sodchycenı´m
provozu (naprˇ. programemWireshark) a analy´zouzachyceny´chpaketu˚. Zachycenı´ probı´ha´
na vy´stupnı´m rozhranı´ (eth0) a provoz musı´ pocha´zet z tunelove´ho rozhranı´, cozˇ se
dı´ky za´znamu ve smeˇrovacı´ tabulce deˇje automaticky – pro pakety smeˇrˇujı´cı´ do sı´teˇ
10.0.1.0/24 je nastaveno jako vy´stupnı´ rozhranı´ to tunelove´. Zachyceny´ provoz tedy v
prˇı´padeˇ IPoGRE obsahuje enkapsulaci trˇetı´ vrstvy (obra´zek 15) a v prˇı´padeˇ ETHER-
NEToGRE enkapsulaci druhe´ vrstvy (obra´zek 16).
Obra´zek 15: Enkapsulace trˇetı´ vrstvy
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Obra´zek 16: Enkapsulace druhe´ vrstvy
8.1 Meˇrˇenı´ za´teˇzˇe
K simulaci sı´t’ove´ho provozu jsem pouzˇil utilitu Iperf. Ta slouzˇı´ k meˇrˇenı´ vy´konu sı´teˇ,
funguje v rezˇimu klient/server a umozˇnˇuje klientovi odesı´lat na server data prˇedem
specifikovanou rychlostı´. [66]
Prˇi odesı´la´nı´ dat jsem meˇrˇil za´teˇzˇ CPU utilitou iostat, ktera´ pocˇı´ta´ vytı´zˇenı´ CPU jako
pru˚meˇrnou hodnotu vytı´zˇenı´ jednotlivy´ch procesoru˚ v multiprocesorovy´ch syste´mech.
U´daje o vytı´zˇenı´ cˇte iostat z /proc, viz kapitola 4. [67]
% iperf −s −u
Vy´pis 27: Iperf – spusˇteˇnı´ serveru
% iperf −c 10.0.1.2 −i 5 −b 100M −t 62
Vy´pis 28: Iperf – klient
Prˇı´kaz ve vy´pisu 27 spustı´ server (-s) v UDPmo´du (-u) na jednom z pocˇı´tacˇu˚. Prˇı´kaz ve
vy´pisu 28 spustı´ na druhe´m pocˇı´tacˇi Iperf v rezˇimu klienta (-c), prˇipojı´ se na server – zde
jsem testoval za´teˇzˇ bez enkapsulace (IP adresa serveru bude IP adresou rozhranı´ Eth0) a s
enkapsulacı´ (IP adresa serveru bude IP adresou tunelove´ho rozhranı´) –, kazˇdy´ch 5 sekund
vypı´sˇe aktua´lnı´ stav (-i 5), rychlost prˇenosu bude 100 Mbit/s (-b 100M) a odesı´la´nı´ pobeˇzˇı´
62 sekund (-t 62).
% iostat −c 1
Vy´pis 29: Iostat – za´teˇzˇ CPU
Prˇı´kazem ve vy´pisu 29 se spustı´ vypisova´nı´ aktua´lnı´ho vytı´zˇenı´ CPU s intervalem
1 sekunda.
Na pocˇı´tacˇi, kde jsem meˇrˇil vytı´zˇenı´, nebeˇzˇela zˇa´dna´ jina´ aplikace. Osazeny´m CPU je
AMD Turion 64 X2 TL-60 se dveˇma ja´dry, kazˇde´ je taktova´no na 2 GHz.
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Vy´sledna´ za´teˇzˇ je zobrazena v grafu na obra´zku 17. Vy´sledky meˇrˇenı´ jsou na´sledujı´cı´:
• bez enkapsulace
– odesla´no 707 MB dat pru˚meˇrnou rychlostı´ 95,7 Mbit/s,
– pru˚meˇrne´ vytı´zˇenı´ CPU bylo 13 %;
• GRE
– odesla´no 661 MB dat pru˚meˇrnou rychlostı´ 89,5 Mbit/s,
– pru˚meˇrne´ vytı´zˇenı´ CPU bylo 16,1 %;
• GRETAP
– odesla´no 650 MB dat pru˚meˇrnou rychlostı´ 88 Mbit/s,
– pru˚meˇrne´ vytı´zˇenı´ CPU bylo 16,6 %.
Obra´zek 17: Graf za´teˇzˇe pro jednotlive´ enkapsulace
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9 Za´veˇr
V te´to pra´ci jsem vysveˇtlil, co je to Netlink socket, a pak jsem du˚kladneˇ popsal, jak
se pouzˇı´va´ a co umozˇnˇuje. To obna´sˇelo sezna´menı´ se se strukturami tvorˇı´cı´mi Netlink
zpra´vu, tedy Netlink hlavicˇkou, RTNetlink hlavicˇkami a atributy.
Stejnou Netlink hlavicˇku sdı´lı´ vsˇechny zpra´vy, ale dle zpu˚sobu pouzˇitı´ se lisˇı´ jejı´
nastavenı´. RTNetlink hlavicˇek je vı´ce a pouzˇije se ta, ktera´ odpovı´da´ typu prova´deˇne´
operace. A na pouzˇite´ RTNetlink hlavicˇce zase za´visı´ typy atributu˚, ktere´ lze pouzˇı´t. Po
zı´ska´nı´ teoreticke´ho za´kladu, korektnı´m sestavenı´ Netlink zpra´vy a jejı´m odesla´nı´m do
kernelu jsem byl schopen napsat programy, ktere´ vytvorˇı´ Netlink zpra´vu a odesˇlou ji
do kernelu, ktery´ pouzˇije informace v nı´ obsazˇene´ k vytvorˇenı´ tunelove´ho rozhranı´ a k
prˇida´nı´ IPv4 adresy na rozhranı´, cˇı´mzˇ jsem vytvorˇil GRE tunel ve dvou verzı´ch – jedna
prˇena´sˇela IP pakety a druha´ ethernetove´ ra´mce. Poslednı´ program pak prˇida´ cestu do
smeˇrovacı´ tabulky.
Pote´ jsem vytvorˇil jednoduchou sı´t’ovou topologii, na ktere´ jsem vytvorˇene´ tunely
testoval. Porovnal jsem, jak enkapsulace ovlivnˇuje vytı´zˇenı´ CPU prˇi sı´t’ove´m provozu v
porovna´nı´ s provozem, jenzˇ enkapsulova´n nebyl.
Vytvorˇene´ programy by se daly rozsˇı´rˇit tak, aby pokryly vı´ce mozˇnostı´ Netlink sock-
etu. Zde by patrˇilo trˇeba pouzˇitı´ dalsˇı´ch dostupny´ch RTNetlink hlavicˇek cˇi rovnou pouzˇitı´
NETLINK FIREWALL nebo dalsˇı´ch protokolu˚ mı´sto NETLINK ROUTE. Stejneˇ tak jsem
ve svy´ch programech nepouzˇil vsˇechny atributy, ktere´ by se za dany´mi RTNetlink hla-
vicˇkami daly pouzˇı´t.
Nicme´neˇ velka´ cˇa´st teˇchto v tomto textu nerˇesˇeny´ch mozˇnostı´ je uzˇ implementova´na
v balı´ku iproute, takzˇe jako logicke´ pokracˇova´nı´ te´to pra´ce bych spı´sˇe videˇl du˚klad-
nou dokumentaci vsˇech teˇchto rozsˇı´rˇenı´ i s ru˚zny´mi vlastnostmi a omezenı´mi pro jejich
pouzˇitı´. Za celou dobu, po kterou jsem tuto pra´ci psal, jsem totizˇ zˇa´dnou ucelenou doku-
mentaci, jezˇ by se tomuto proble´mu veˇnovala, nenasˇel.
A doufa´m, zˇe by tento text mohl slouzˇit jako na´vod k pokrocˇile´mu pouzˇitı´ Netlink
socket, cozˇ byl ostatneˇ i cı´l, se ktery´m jsem jej psal.
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A Prˇı´lohy na CD
Na prˇilozˇene´m CD se nacha´zejı´ programy vytvorˇene´ pro tuto pra´ci a jejich zdrojove´ ko´dy.
Obsahem CD konkre´tneˇ je:
• setLink.c – zdrojovy´ ko´d pro vytvorˇenı´ rozhranı´,
• setLink – spustitelny´ soubor,
• setAddress.c – zdrojovy´ ko´d pro prˇida´nı´ IP adresy,
• setAddress – spustitelny´ soubor,
• setRoute.c – zdrojovy´ ko´d pro prˇida´nı´ cesty do smeˇrovacı´ tabulky,
• setRoute – spustitelny´ soubor,
• createGRE – skript, ktery´ zjistı´ aktua´lnı´ IP adresu, kterou prˇeda´ jako parametr pro
vytvorˇenı´ tunelu (loka´lnı´ adresa) a spousˇtı´ prˇedchozı´ soubory.
