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Introduction
The skew-normal distribution (SN), introduced by Azzalini (1985) , has been studied and generalized extensively. The aim of this article is to introduce a new family of distributions, which generalizes the skew normal, that is flexible enough to support both unimodal and bimodal shape. This new family, called Beta skew-normal (BSN), arises naturally when we consider the distributions of order statistics of the skew-normal distribution. The BSN can also be obtained as a special case of the Beta generated distribution (Jones (2004) ). In this work we pay attention to three other generalizations of the skew-normal distribution:
the Balakrishnan skew-normal (SNB) (Balakrishnan (2002) , as a discussant of Arnold and 
The skew-normal density
The skew-normal distribution refers to a parametric class of probability distributions which includes the standard normal as a special case. A random variable Z is said to be skew-normal with parameter λ, if its density function is φ(z; λ) = 2φ(z)Φ(λz) with λ, z ∈ R
where φ(·) and Φ(·) denote the standard normal density and distribution, respectively. We denote a random variable Z with the above density by Z ∼ SN (λ). The parameter λ controls skewness. The standard normal distribution is a skew-normal distribution with λ = 0. We remind some properties of the SN distribution.
Properties of SN (λ):
a. As λ → ∞, φ(z; λ) tends to the half-normal density.
b. If Z is a SN (λ) random variable, then −Z is a SN (−λ) random variable.
c. If Z ∼ SN (λ), then Z 2 ∼ χ 2 (1).
d. The density (1) is strongly unimodal, i.e. log φ(z; λ) is a concave function of z.
The corresponding distribution function is Φ(z; λ) = 2
where T (z, λ) is Owen's function. The properties of this function are:
1. −T (z, λ) = T (z, −λ); 2. T (−z, λ) = T (z, λ);
2T (z, 1) = Φ(z)Φ(−z).
Using the properties of Owen's function, we have immediately the following ones:
Property 1. 1 − Φ(−z; λ) = Φ(z; −λ).
Property 2. Φ(z; 1) = Φ(z) 2 .
Property 3. Φ(z; λ) + Φ(z; −λ) = 2Φ(z).
The class of skew-normal distributions can be generalized by the inclusion of the location and scale parameters which we identify as ξ and ψ > 0. Thus if X ∼ SN (λ) then Y = ξ+ψX is a skew-normal variable with parameters ξ, ψ, λ. We denote Y by Y ∼ SN (ξ, ψ, λ).
2.2 The Balakrishnan skew-normal density and its generalization Balakrishnan (2002) proposed a generalization of standard skew-normal distribution as follows:
Definition 1. A random variable X has Balakrishnan skew-normal distribution, denoted by SN B n (λ), if it has the following density function, with n ∈ N,
The coefficient c n (λ), which is a function of n and the parameter λ, is given by
where U ∼ N (0, 1).
For n = 0 and n = 1, the above density reduces to the standard normal and the skewnormal distribution, respectively.
For n = 2 a random variable X with the density (2) is denoted by X ∼ N SN (λ) with Sharafi and Behboodian (2006) ). The class of Balakrishnan skew-normal can be generalized by the inclusion of the location and scale parameters which we identify as µ and σ > 0. Thus if X ∼ SN B n (λ) then Y = µ + σX is a Balakrishnan skew-normal variable with parameters µ, σ, λ. We denote Y by Y ∼ SN B n (µ, σ, λ).
Remark 1. Sharafi and Behboodian (2008) have shown that for λ = 1, (2) is the density function of the (n + 1)−th order statistic X (n+1) in a sample of size n+1 from N (0, 1).
Moreover, for λ = −1, (2) is the density function of the first order statistic X (1) in a sample of size n+1 from N (0, 1).
Recently, Yadegari et al. (2008) introduced the following generalization of the Balakrishnan skew-normal distribution and explained some important properties of this distribution.
Definition 2. A random variable X is said to have a generalized Balakrishnan skew-normal distribution, denoted by GBSN n,m (λ), with parameters n, m ∈ N and λ ∈ R, if its density function has the following form:
where
For m = 0 this density reduces to the Balakrishnan skew-normal.
Remark 2. Let X 1 , · · · , X n be a random sample from a N (0, 1). Then the j-th order statistic is a GBSN j−1,n−j (1), with j = 1, · · · , n. In this case we have that
Bahrami et al. (2009) discussed a two-parameter generalized skew-normal distribution which includes the skew-normal, the Balakrishnan skew-normal and the generalized Balakrishnan skew-normal as special cases.
Definition 3. A random variable Z has a two-parameter Balakrishnan skew-normal distribution with parameters λ 1 , λ 2 ∈ R, denoted by T n,m (λ 1 , λ 2 ), if its pdf is
and n, m are non-negative integer numbers. The coefficient c n,m (λ 1 , λ 2 ), which is a function of the parameters n, m, λ 1 and λ 2 , is given by
where X ∼ N (0, 1).
The following properties are direct consequence of definition (3).
Properties of T n,m (λ 1 , λ 2 ):
The location-scale two-parameter Balakrishnan skew-normal distribution is defined as the distribution of Y = µ + σX, where X ∼ T BSN n,m (λ 1 , λ 2 ). Hence µ ∈ R and σ > 0, are the location and scale parameters, respectively. We denote
In the rest of the paper we denote by φ(.; λ) the density function of SN (λ) and by
Some extensions of the Beta distribution
In this Section we introduce two families of distributions which generalize the Beta one.
The generalized beta of the first type
We recall the following definition due to McDonald (1984) .
Definition 4. A variable X is said to have a generalized beta distribution of the first kind with positive parameters a, b, p and q if its density is given by
If p = 1 and q = 1 the variable X is a Beta of the first kind with parameters a and b.
For q = 1 and a = 1 the variable X is said to have a Kumaraswamy distribution with parameters p and b (Kumaraswamy (1980) ).
The Beta generated distribution
Starting from the beta distribution, Jones (2004) defined a new family of probability distributions, called Beta generated distribution. Following the notation of Jones, the class of beta-generated distributions is defined as follows.
Definition 5. Let F (·) be a continuous distribution function with density function f (·). The univariate family of distributions generated by F (·), called beta generated distribution, with
where B(a, b) is the complete beta function.
Thus, this family of distributions has distribution function given by:
where the function I F (x) denotes the incomplete beta ratio defined by
with
the incomplete beta function. Replacing (9) and (10) in (8), we get that this family of distributions has distribution function
is also unimodal. The strong unimodality, i.e. log-concavity, of f (·) implies strong unimodality of g B F (·, a, b). Eugene et al. (2002) studied in details the family of beta-normal distribution (BN) and discussed its properties. Recently Pescim et al. (2010) proposed the beta half-normal (BHN) distribution to extend the half-normal (HN) distribution. We now recall the definitions of Beta-normal distribution and Beta half-normal distribution.
Beta-normal distribution
When in (7) F (x) is the normal distribution function with parameters µ and σ we have the Beta-normal family with distribution function
and corresponding probability density function
and Φ
x−µ σ are the normal density and distribution with parameters µ and σ.
A random variable X with Beta-normal distribution with vector of parameters ξ = (0, 1, a, b)
is denoted by X ∼ BN (a, b).
Beta half-normal distribution
Let F (x) = 2Φ(x) − 1, with x > 0, the distribution function of the half normal distribution. By using F (x) in (7) the density function of the Beta half-normal distribution (BHN)
is given by
and the relative distribution function is
When X is a random variable following the BHN distribution, it is denoted by X ∼ BHN (a, b).
4 A new generalization of the skew-normal distribution: the Beta skew-normal
In this Section we define the Beta skew-normal class and we present some of its properties. Replacing in (7) F (x) by Φ(x; λ), we obtain the Beta skew-normal distribution, with distribution function given by
and probability density function We now present some properties concerning the BSN (λ, a, b).
Properties of BSN (λ, a, b):
c. g B Φ(x;0) (x; 0, 1, 1) = φ(x) for all x ∈ R, i.e. BSN (0, 1, 1) = N (0, 1).
i. As λ → +∞, g B Φ(x;λ) (x; λ, a, b) tends to the Beta half-normal density.
Remark 5. Properties from a to e establish that the family of BSN (λ, a, b) contains the standard normal distribution, the skew-normal distribution and the Beta-normal distribution as special cases.
Proof. The proof follows directly from (17) and from elementary properties of the skew-
The BSN distribution is easily simulated using Property g as follows: if Y has a beta distribution with parameters a and b, then the variable
where Φ −1 (.; λ) is the quantile function of the skew-normal distribution. In Figure 1 are plotted random samples generated by the BSN distribution for some a, b, λ with the respective curve of the density function obtained using R.
By Property f we can deduce the following proposition.
We have the following statements:
with γ 1 and γ 2 we indicate the skewness and the kurtosis, respectively.
Now we find the moment generating function of X which has density (17).
Property 4. The moment generating function of X ∼ BSN (λ, a, b) is given by
where Z ∼ N (t, 1).
We have the following recursion formula:
where U ∼ BSN (λ, a − 1, b) and V ∼ BSN (λ, a, b − 1) are independent random variables.
Proof. The proof follows easily from application of the formula for integration by parts and by using the well note ∂φ(x) ∂x = −xφ(x) (see Arnold et al.(1992) ).
The Beta skew-normal density is in general asymmetric (see Figures 2 and 3 ). We have a partial result concerning symmetry:
Proposition 2. If a = b and BSN (λ, a, b) is symmetric about 0 then λ = 0.
Proof. We consider the density of a random variable X ∼ BSN (λ, a, a):
this is equal to g B Φ(x;λ) (x; λ, a, a) if Φ(λx) = Φ(−λx) and Φ(x; λ) = Φ(x; −λ). However for Property 3 we find that Φ(x; λ) = Φ(x) which implies that λ = 0. Remark 7. From Remark 4 we know that, if a, b ≥ 1, the density (17) is strongly unimodal, i.e log g B Φ(x;λ) (x; λ, a, b) is a concave function of x. We don't have general results for a and/or b < 1. A numerical study has shown that, when at least one of the two parameters a and b is closed to zero (0.10, 0.20), the density can be bimodal (see figure 3) . Numerically Eugene et al. (2002) observed that the BN is bimodal when both parameters a and b are less then 0.214.
Moments of the BSN cannot be evaluated exactly. We have computed them numerically using the software R. In Table ( 1) we have reported the values of the mean µ BSN , standard deviation σ BSN , skewness γ 1 and kurtosis γ 2 for different values of the parameters a, b and λ. From these numerical study we have noted that:
• for fixed values of a and b the mean µ BSN and skewness γ 1 are increasing function of λ;
• for fixed values of b and λ the mean µ BSN and skewness γ 1 are increasing function of a;
• for fixed values of a and λ the mean µ BSN is a decreasing function of b.
We now give some results concerning the distribution of order statistics from a skew-normal distribution:
Proposition 3. Let X 1 , · · · , X n be a random sample from a SN (λ). Then the j-th order statistic is a BSN (λ, j, n − j + 1), where j = 1 · · · , n.
Proof. The proof readily follows using the standard formula of the density of X (i) , the i-th order statistic of a random sample of size n from the distribution SN (λ).
From Proposition 3 follows immediately that the family of BSN contains the distributions of the order statistics of the skew-normal distribution.
In particular we have the following corollaries: Corollary 1. Let X 1 , · · · , X n be a random sample from a SN (1). Then
Corollary 2. Let X 1 , · · · , X n be a random sample from a SN (−1). Then
Corollary 3. Let X (1) < X (2) < · · · < X (n) be the order statistic from a sample of size n from a SN (λ) distribution. Then X (i) , i = 1, · · · , n, has log-concave density.
Proof. From Property d of Section 2 we know that X i has a log-concave density. We conclude the proof using the following result due to Gupta (2004) :
be the order statistic from a sample of size n from a distribution having a log-concave density function. Then X (i) , i = 1, · · · , n, has log-concave density.
We now derive other properties of the BSN distribution.
where Y (n) and Y (1) are the largest and the smallest order statistics, respectively.
Also
Taking derivative from (19) with respect to w, we obtain the BSN (λ, a + n, b) density function, the proof of
and V (1) are the largest and the smallest order statistics, respectively.
Proof. The proof is quite similar to the one of Theorem 1.
Theorem 1 can be used to generate X ∼ BSN (λ, n, 1) by extending the acceptancerejection technique, due to Azzalini, as follows (see Azzalini (1985) and Sharafi and Behboodian (2008) ): first we generate a random sample T,
Otherwise, we generate a new random sample, until the above inequality is satisfied.
Further results concerning the Balakrishnan skew-normal and the Beta skew-normal
In this Section we present some results concerning the SNB distribution and link the distributions introduced in Section 2.2 with the Beta skew-normal. First we consider two results about the Balakrishnan skew-normal. We study the distribution of the largest order statistic from SN B m (1) and subsequently the distribution of the smallest order statistic from SN B m (−1). We found that these distributions belong to the family of SNB.
Proposition 4. Let X 1 , · · · , X n be a random sample from a SN B m (1). Then
Proof. The proof follows easily using the standard formula for the density of X (n) , the largest order statistic of a random sample of size n from the distribution SN B m (1).
In particular the following corollaries hold:
Corollary 4. Let X 1 , · · · , X n be a random sample from a SN (1). Then
Proof. The skew-normal distribution with parameter λ = 1 is a Balakrishnan skew-normal with parameters λ = 1 and m = 1.
The same result can be established making use of the well-known result for the density of the largest order statistic from the distribution SN (1) and Property 2.
Corollary 5. Let X 1 , · · · , X n be a random sample from a SN B m (−1). Then
It follows immediately from corollaries (1), (2), (4) and (5) Proposition 5. The BSN distribution satisfies the following properties:
• g B Φ(x;1) (x; 1, n, 1) = f 2n−1,m (x; 1, 0) for all x ∈ R, i.e. BSN (1, n, 1) = T BSN 2n−1,m (1, 0);
where n, m are positive integer numbers.
Given a random variable X ∼ BSN (λ, a, b) we are interested in constructing a random variable Y with Kumaraswamy distribution. This goal can be achieved using the below properties which follow easily from Property g and Property h of Section 4, respectively. Kumaraswamy(a, b) .
Recently, Ferreira and Steel (2006) have presented a general approach which allows to generate skew distributions. They show that every univariate continuous skew distribution can be obtained from a "perturbation" of a symmetric one as it explained in the following definition:
Definition 6. A distribution S is said to be a skewed version of the symmetric distribution F , generated by the skewing mechanism P , if its pdf is of the form
where f and F are the pdf and cdf of a symmetric distribution on the real line, respectively, and p is the pdf of a distribution on (0, 1).
Note that, if F is the standard normal distribution and p on (0, 1) is given by
formula ( 
