Abstract. In this paper, we prove that for any positive fundamental discriminant D > 1596, there is always at least one prime p ≤ D 0.45 such that the Kronecker symbol (D/p) = −1. This improves a result of Granville, Mollin and Williams, where they showed that the least inert prime p in a real quadratic field of discriminant D > 3705 is at most √ D/2. We use a "smoothed" version of the Pólya-Vinogradov inequality, which is very useful for numerically explicit estimates.
Introduction
In [6] , Granville, Mollin and Williams prove the following theorem: For the computational aspect, they used the Manitoba Scalable Sieving Unit, a very powerful sieving machine (see [8] for more details). They ran the machine for a period of 5 months to produce three tables. From these tables the relevant information is the following: If We point out that in [6] they failed to mention that 120 and 561 are in S and they incorrectly claim 2244 ∈ S (note that 2244 is not a fundamental discriminant since 2244/4 = 561 ≡ 1 (mod 4)). Theorem 1.1 was first conjectured in Chapter 6 of [9] with a slightly different wording, focusing on the radicand instead of on the fundamental discriminant. When [6] translated radicands to discriminants there were mistakes; changing 561 to 2244 (this accounts for claiming 2244 ∈ S while neglecting that 561 ∈ S) and we suspect that since 60 ∈ S they thought that the radicand 30 was already accounted for, therefore not including 120 in S.
For the analytical methods in the proof, i.e., to show that D > 10 32 works, the main tool in the paper is the Pólya-Vinogradov inequality. The Pólya-Vinogradov inequality states that there exists an absolute universal constant c such that for every character χ to the modulus q we have the inequality
This is the aspect on which we have been able to make some improvements by using the Smoothed Pólya-Vinogradov inequality, recently introduced by Levin, Pomerance, and Soundararajan [7] . To complete the proof, i.e., to show that when D ≤ 10 32 , D > 2.6×10 17 works in the odd case and D > 1.04 × 10 18 works in the even case, the authors combined the Pólya-Vinogradov inequality with computation. This aspect of their proof would not be needed if one uses the Smoothed Pólya-Vinogradov, however it is needed in our case to be able to improve their theorem.
In this paper we will prove In this paper, we are concerned with numerically explicit estimates. If we were interested in asymptotic results, then using the Burgess inequality (see [2] ), it can be shown that the least inert prime in a real quadratic field of fundamental discriminant
+ε , where ε is a positive real number. We can do much better by assuming the extended Riemann Hypothesis, since in that case, Bach [1, Theorem 2, p. 372] proved that the least inert prime is at most 2(log D) 2 . It is also worth pointing out that in this paper, we deal with the difficult case of D not necessarily being prime. If D were prime, then Norton [11] proved that the least inert prime is at most 3.9D
1/4 log D, and the author [16] improved this to 0.9D 1/4 log D.
1
This paper is divided as follows: In section 2, we prove a slightly better smoothed Pólya-Vinogradov inequality, one that uses a little more information about the modulus of the character. This inequality will be key in our proof of Theorem 1.2. In section 3, we will prove many technical lemmas that will be used in the proof of the main theorem. In section 4 we prove the theorem for D > 10 24 and in the last section (section 5) we close the gap proving the theorem for D > 10 18 when D is even and D > 10 17 when D is odd.
Smoothed Pólya-Vinogradov
Theorem 2.1. Let χ be a primitive character to the modulus q > 1, let M, N be real numbers with 0 < N ≤ q. Then
Proof. We follow the proof in [7] . Let
We wish to estimate |S χ (M, N )|. Using the identity (see Corollary 9.8 in [10] )
where e(x) := e 2πix and τ (χ) = q a=1 χ(a)e(a/q) is the Gauss sum, we can deduce
The Fourier transform (see Appendix D in [10] ) of H is
which is nonnegative for s real. In general, if f (t) = e(αt)H(βt + γ) with β > 0, then f (s) = 
1 Norton announced in [12] that he could prove that the least inert prime was at most 1.1D 1/4 (log D + 4), but he did not prove it.
Using that if (n, q) > 1 then χ(n) = 0, that H is nonnegative and that |τ (χ)| = √ q for primitive characters, we have
Using inclusion-exclusion we get
, then by Poisson summation
Note that for the last inner sum to be non-empty, d ≥ q N . Let's calculate the inner sum:
and multiplying through, we get:
The last inequality follows from d ≥ q N . Combining (2.2) with (2.3) we get
From (2.1) and (2.4) we get
Useful lemmas
We start by calculating a sum that pops up when dealing with the smoothed Pólya-Vinogradov inequality.
Lemma 3.1. If x is a positive real number, then
where x is the distance from x to the nearest integer.
Proof. Let's work on the sum:
Case 1: x = {x}. Then 2x = 2 x and {2x} = 2{x}. Using this and equation (3.1) we get
Case 2: x = 1 − {x}. Then 2x = 2 x + 1 and {2x} = 2{x} − 1. Using this and equation (3.1) we get
In the proof of the main theorem, we will need to consider the same sum but sieving out the numbers n that satisfy gcd (n, D) > 1. Therefore we prove the following result. 
Proof. Using Lemma 3.1,
is nonnegative, we can bound the sum by summing over d such
, so we can split it in two sums.
Combining (3.2) and (3.3) we get the lemma.
The previous lemma has 2 ω(D) in its error term, therefore it is useful to have explicit bounds on 2 ω(D) . We find such estimates in the following lemma.
Proof. Since 2 ω is multiplicative, we have
Since 13 is the last prime p with p
Let p i be the i-th prime. Let k ≥ 6 be an integer. Assume that
We will show that
This will yield the lemma, since 7.43×10 12 > M (12) and F (12) > 2.4817. The other claims in the lemma coming from using k = 13, k = 14 and k = 16, respectively.
Let's prove (3.4). We will do it in two cases, when ω(D) ≤ k and when ω(D) > k. In the first case, we have
In the second case we have ω(D) > k. Let ω(D) = r. Since M (r) is the smallest number with r distinct prime factors, we have that D ≥ M (r). Therefore
The last inequality is true since p 1/4 7 > 2, and k + i ≥ 7 for i = 1, 2, . . . , r − k.
The proof of the main theorem also requires explicit estimates for the sum of primes. The following lemma (which is also of independent interest), gives lower and upper bounds on the sum of primes up to x. Lemma 3.4. For x a positive real number. If x ≥ a then there exist c 1 and c 2 depending on a such that Proof. To estimate the sum, we will use the very good estimates of θ(x) which can be found in Schoenfeld [14] and for the largest a we use an estimate of Dusart (see [4] and [5] ). Let x ≥ a, now let k 1 and k 2 satisfy Table 2 has the values of k 1 and k 2 for different a and it also has a column for a constant C which will pop up later in the proof. Now, let's work with the sum of primes using partial summation: Table 2 . Bounds for θ(x)
Then we can expand and get
Now using this equation, we will work out an upper bound and then a lower bound. Let's proceed with the upper bound. We start by pointing out that for x ≥ a, we have
Then we have
We also have
By using integration by parts we get
and (3.10)
Using (3.6), (3.7) and (3.8) on (3.5) yields
Now, using (3.9) we get
By simplifying and then using (3.10) we get that the right hand side equals
By rearranging further we get that this equals
2 /(log 2 x) and hence, we can then find a constant C (see Table   2 ) such that
Therefore, for x ≥ a, we have
where
We can now plug it into a calculator and get the third column in Table 1 . This completes our work for the upper bound.
It is time to work on the lower bound. We proceed in the same way. In fact, every time you see a k 1 in the previous inequalities, you may replace it by −k 2 and vice versa. You would also replace the ≤ symbol with ≥. After doing this, we reach the following inequality:
Working with the constant in the lower bound is a bit trickier than in the upper bound because we have to consider whether 1 2 − k 1 − k 2 is positive or negative. In the case it is negative, we replace the integral with C, in the case it is positive we replace it with 0. Note that the expression is positive when x ≥ 599 and it is negative when x < 599.
Therefore, we have two cases, for x ≥ a with a < 599 we have
and for a ≥ 599 we have
After plugging the numbers in the calculator we get the desired results, completing the lemma. Corollary 1. For x, y real numbers such that x > y. For y ≥ a, there exist c 1 and c 2 depending on a such that 1 2
The values of c 1 and c 2 can be found in the table for Lemma 3.4.
Proof. It easily follows from the lemma once we write
Using the estimates on the sum of primes, we can then use these to estimate the sum which comes up in the proof of the main theorem. We do this in the following lemma.
Lemma 3.5. Let B ≥ 315487 and N be positive real numbers. For n ≤
2N
B a natural number we have the following inequality:
and if n > N B then (3.12)
Since both sums require the bounding of 
where c 1 and c 2 come from Table 1 in Lemma 3.4. Since 2N n log
then the right hand side of (3.13) becomes
n which equals (3.14)
Since log x/ log 2x is an increasing function for x > 0 and log x log 2x < 1, then we can bound f (N, n) by replacing the fraction with 1 in the positive term and by picking the smallest possible value of 
To complete the estimate we care about, we must now bound n N B<p≤ N n p. We can do this by using Corollary 1:
Now, for n ≤ N B , by (3.11) and using the estimates of (3.15) and (3.16) we have
We want to prove that this is ≤ N n log B . We note that
, so what we want is
After making the substition of N n = Bk we have that we want Bk log k log B log Bk
We can divide the whole inequality by B and multiply by log 2 Bk, so we get
For k ≥ 4, using that for B ≥ 315487, c 2 = 0.330479 we have
And for 1 ≤ k < 4 using that B ≥ 315487 we have
This completes the proof of the lemma when n ≤ N B . For n > N B , using (3.12) and (3.15) we have
Using this we have
2n log B log B ,
.
For B ≥ 73 we have log (B/4) log 2 (B/2) ≥ 2 log 2 B and hence from combining the inequalities (3.17) and (3.18) we get N n log B − N 2n log 
During the proof of the main theorem, one of the problems that arises comes from bounding
The difficulty is that when D has many prime factors 
Proof. Note that if n ≤ x and (n, D) = 1 then any prime p that divides n also divides k. Therefore
The following lemma combines Lemmas 3.5 and 3.6 to give us the result we need in the proof of the main theorem. 
Proof. Exchanging order of summation we get:
The inner sum can be dealt with using Lemma 3.5 and then we will use Lemma 3.6 for the outer sum:
Finally, we end the section with an explicit estimate concerning the ratio
that will be needed in the proof of the main theorem. Proof. Rosser and Schoenfeld [13] proved that for D > 223092870 the following inequality is true:
≤ e γ log log D + 2.5 log log D . Consider
By Theorem 2.1, we have
However, using our assumption that χ(p) = −1 for p ≤ D 0.45 = B we can calculate S χ (N ) by separating the sum into χ(n) = 1, 0 and −1. To account for χ(n) = 0 we sum over the numbers relatively prime to D. The following is true when B 2 > 2N : In view of (2.1) of [6] ,
Using Lemma 3.2 and (4.1), (4.2) we get
Now, letting N = c √ D for some constant c we get that the inequality in (4.3) is equivalent to (4.4)
Using Lemma 3.7 we get that if
Using Corollary 1 of Theorem 8 in [13] , we get
Combining this with (4.5) yields Proof. Assume to the contrary that no such p exists. Following the same steps as in the proof of Theorem 4.1 we reach (4.4):
From the proof of Lemma 3.5 we can get tighter inequalities for the inner sum in the double sum above. If we combine (3.14) and (3.16) we get:
where c 1 and c 2 come from Table 1 in Lemma 3.4 and
Now, for n > N B , using (3.14) we get
Something that will be important later on in the proof is that f (N, n) is decreasing whenever n < N/6.09, therefore let's prove it now: Therefore for B ≥ 10544111, (4.4) becomes
n≤ ( 
where H 1 (n, D) consists of the two positive terms and H 2 (n, D) consists of the two terms being substracted. Now, f (N, n) is decreasing for N > 6.09n. Since n ≤ u = 247 we have that N > 6.09n. Therefore f (N, n) is decreasing, showing that
Again, because f (N, n) is decreasing, the right hand side is decreasing. All of this allows us to get the following claim:
, and let
Proof of the Claim: If n ≤ cD
If n > cD , we just take the maximum, so we have g(n, D) ≤ max {H 1 (n, D 1 ) − H 2 (n, D 2 ), H 3 (n, D 1 )}. This proves the claim. Now, let's define a function similar to A called A 2 so that we can take this into account. 
Proof of the Claim: Since m| D and
. 
What this allows us to do is just check A 2 (D, m, ω, u, D 1 , D 2 ) for some numbers and cover a whole interval. Our implementation will run by checking Since the odd cases are easier than the even ones (because D/φ(D) is smaller when D is odd), we split the process in dealing with the odd D's first and then with the even D's. After running a loop that computes K(m) for every odd m and finds the maximum value K, we find that K = 21853026051351495 < 2.2 × 10
16 . This implies that for all D ≥ 2.2 × 10 16 , odd fundamental discriminants, the theorem is true. Since we had already dealt with the case D ≤ 2.6 × 10 17 , this finishes the proof for odd D. Now let's consider the case where D is even. In this case our goal is to prove it for all D ≥ 1.04 × 10 18 , since we have computational tables proving the smaller D. Just as in the case for odd m, we run a loop that computes K(m) for every even m and then find the maximum among this, which we call K. In this case, K = 1707159924755154870 < 1.71 × 10 18 . Note that K is slightly larger than our desired outcome since it doesn't lead us all the way down to 1.04 × 10
18 . This forces us to work a little harder to reach the theorem.
To get rid of this new obstacle we use the fact that in Claim 4 we have more flexibility than we've been using. We need not have Combining the result for even and odd values yields the theorem.
As an extra note, this naive algorithm runs in around 15 minutes on a Pentium(R) Dual-Core CPU E5300 @ 2.60GHz.
Remark 5.2. With the same techniques we can prove that for D a fundamental discriminant satisfying D > 10 24 , there exists a prime p such that p ≤ D 3/7 and the Kronecker symbol (D/p) = −1. Computations on pseudosquares (see [15] and [17] ) suggest that sieving machines can check for the values below 10 24 (such as MSSU computed the values under 10 18 ).
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