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On classification of quantum groups and
Belavin–Drinfeld twisted cohomologies
Alexander Stolin and Iulia Pop ∗
Abstract
The present article is a continuation of [8], where we discussed the
classification of quantum groups with quasi-classical limit g and in-
troduced a theory of Belavin–Drinfeld cohomology associated to any
non-skewsymmetric r-matrix. Depending on the form of the corre-
sponding double, there exists a one-to-one correspondence between
gauge equivalence classes of Lie bialgebra structures on g⊗CK, where
K = C((~)), and untwisted or twisted cohomology classes. In the
present paper we investigate twisted cohomologies for sl(n) associated
to generalized Cremmer–Gervais r-matrices, and twisted cohomologies
for o(n).
Mathematics Subject Classification (2010): 17B37, 17B62.
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1 Introduction
Let g be a simple complex finite-dimensional Lie algebra. According to results
of Etingof and Kazhdan (see [3] and [4], Thm. 2.1), there exists an equiv-
alence between the category HA0(C[[~]]) of topologically free Hopf algebras
cocommutative modulo ~ and the category LBA0(C[[~]]) of topologically free
over C[[~]] Lie bialgebras with δ ≡ 0(mod~). Due to this equivalence, the
classification of quantum groups whose quasi-classical limit is g is equiva-
lent to the classification of Lie bialgebra structures on g ⊗C C[[~]]. This in
turn reduces to the problem of finding Lie bialgebras on g ⊗C C((~)) since
any cobracket over C[[~]] can be extended to one over C((~)) and conversely,
any cobracket over C((~)), multiplied by an appropriate power of ~, can be
restricted to a cobracket over C[[~]].
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For simplicity, let us denote K := C((~)), K the algebraic closure of K
and g(K) := g ⊗C K. As a first step towards classification, following ideas
of [5] and [6], in [8] we proved that for any Lie bialgebra structure on g(K),
the associated classical double is of the form g(K) ⊗K A, where A is one of
the following associative algebras: K[ε], where ε2 = 0, K⊕K or K[j], where
j2 = ~.
As it was shown in [8], the classification of Lie bialgebras with classical
double g(K[ε]) leads to the classification of quasi-Frobenius Lie algebras over
K. This problem is quite wild and a complete classification has not been
given yet.
Unlike this case, the classification of Lie bialgebras with classical double
g(K)⊕g(K) can be achieved by cohomological and combinatorial methods. In
[8] we introduced a Belavin–Drinfeld cohomology theory which proved to be
useful for the study of Lie bialgebra structures. To any non-skewsymmetric
r-matrix rBD from the Belavin–Drinfeld list [1], we associated a cohomology
set H1BD(g, rBD) and proved the following
Proposition 1.1. For any rBD, there exists a one-to-one correspondence
between H1BD(g, rBD) and gauge equivalence classes of Lie bialgebra structures
on g(K) with classical double g(K)⊕ g(K) and K–isomorphic to δ(rBD).
In case g = sl(n), the investigation of the cohomology set led to the
following
Theorem 1.2. For any rBD, H
1
BD(sl(n), rBD) is trivial, i.e. consists of
the class of identity. Any Lie bialgebra structure on sl(n,K) with classical
double sl(n,K) ⊕ sl(n,K) is of the form δ(a) = [r, a ⊗ 1 + 1 ⊗ a], where r
is an r-matrix which is, up to a multiple from K∗, GL(n,K)–equivalent to a
non-skewsymmertric r-matrix from the Belavin–Drinfeld list.
For orthogonal algebras, the Belavin–Drinfeld cohomology set correspond-
ing to the Drinfeld–Jimbo r-matrix rDJ was also computed.
Theorem 1.3. H1BD(o(n), rDJ) is trivial, i.e. consists of the class of identity.
Regarding the classification of Lie bialgebras whose classical double is
isomorphic to g(K[j]), with j2 = ~, a twisted cohomology theory was in-
troduced too for sl(n). Similar to the untwisted case, there exists a one-to-
one correspondence between Belavin–Drinfeld twisted cohomology and gauge
equivalence classes of Lie bialgebra structures on g(K).
The aim of the present article is to further investigate the Belavin–
Drinfeld twisted cohomologies. Let us start by recalling the definition of
twisted cohomologies and main results from [8]. Since we are going to use
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Gal(K/K), let us recall some well-known facts: K = K(~1
/pn), where p
runs over the set of prime integers and n ∈ N∗. According to [7], p. 69,
Gal(K/K) ∼= Zˆ = lim←−(Z/nZ). Clearly, the subgroup 2Zˆ acts trivially on
K[j]. Moreover, Gal(K/K[j]) ∼= 2Zˆ ∼= Zˆ, the latter isomorphism being an
isomorphism of abelian groups. On the other hand, the field K[j] is endowed
with a conjugation a+ bj = a − bj. Denote by σ2 its lift to Gal(K/K). If
X ∈ GL(n,K[j]), then σ2(X) = X. We recall the following result from [8]:
Proposition 1.4. Any Lie bialgebra structure on sl(n,K) for which the clas-
sical double is sl(n,K[j]) is given by an r-matrix j(AdX⊗AdX)(r), where r is,
up to a multiple from K∗, a non-skewsymmetric r-matrix from the Belavin–
Drinfeld list and X ∈ GL(n,K) satisfies (AdX−1σ2(X)⊗AdX−1σ2(X))(r) = r
21
and (AdX−1σ(X) ⊗AdX−1σ(X))(r) = r, for any σ ∈ Gal(K/K[j]).
Definition 1.5. Let r be a non-skewsymmetric r-matrix from the Belavin–
Drinfeld list. We say thatX ∈ GL(n,K) is a Belavin–Drinfeld twisted cocycle
associated to r if (AdX−1σ2(X) ⊗ AdX−1σ2(X))(r) = r
21 and (AdX−1σ(X) ⊗
AdX−1σ(X))(r) = r, for any σ ∈ Gal(K/K[j]).
The set of Belavin–Drinfeld twisted cocycle associated to r will be denoted
by Z(sl(n), r). Let C(r) denote the centralizer of r, i.e. the subgroup of ele-
ments of GL(n,K) which act trivially on r. We note that if X ∈ Z(sl(n), r),
then for any σ ∈ Gal(K/K[j]), X−1σ(X) ∈ C(r).
Definition 1.6. Let X1 and X2 be two Belavin–Drinfeld twisted cocycles
associated to r. We say that they are equivalent if there exists Q ∈ GL(n,K)
and C ∈ C(r) such that X2 = QX1C.
The set of equivalence classes of twisted cocycles corresponding to a
non-skewsymmetric r-matrix r will be denoted by H
1
BD(sl(n), r). If two
twisted cocycles X1 and X2 are equivalent then the corresponding r-matrices
j(AdX1⊗AdX1)(r) and j(AdX2⊗AdX2)(r) are gauge equivalent via Q. Con-
sequently, one gets
Proposition 1.7. There is a one-to-one correspondence betweenH
1
BD(sl(n), r)
and gauge equivalence classes of Lie bialgebra structures on sl(n,K) with clas-
sical double sl(n,K[j]) and K-isomorphic to δ(r).
In our previous article, we studied the twisted cohomology corresponding
to the Drinfeld–Jimbo r-matrix. Let us note that if X ∈ Z(sl(n), rDJ), then
the two conditions from the definition can be reformulated: X−1σ(X) ∈
diag(n,K), for any σ ∈ Gal(K/K[j]), and S−1X−1σ2(X) ∈ diag(n,K), where
S denotes the matrix with 1 on the second diagonal and 0 elsewhere.
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Let us finally recall the main result obtained in [8]. Denote by J the
matrix of GL(n,K[j]) with the following entries: akk = 1 for k ≤ m, akk = −j
for k ≥ m + 1, ak,n+1−k = 1 for k ≤ m, ak,n+1−k = j for k ≥ m + 1, where
m = [n+1
2
].
Theorem 1.8. The Belavin–Drinfeld twisted cohomology H
1
BD(sl(n), rDJ) is
non-empty and consists of one element, the class of J .
2 Twisted cohomologies for sl(n) of Cremmer-
Gervais type
We have seen that H
1
BD(sl(n), rDJ), where rDJ is the Drinfeld–Jimbo r-
matrix, consists of one element. We will now turn our attention to other
non-skewsymmetric r-matrices and analyse the corresponding twisted coho-
mology set. Let us recall from [1, 2] that any non-skewsymmetric r-matrix
depends on certain discrete and continuous parameters. The discrete one
is an admissible triple (Γ1,Γ2, τ), i.e. an isometry τ : Γ1 −→ Γ2 where
Γ1,Γ2 ⊂ Γ such that for any α ∈ Γ1 there exists k ∈ N satisfying τ
k(α) /∈ Γ1.
The continuous parameter is a tensor r0 ∈ h⊗ h satisfying r0 + r
21
0 = Ω0 and
(τ(α) ⊗ 1 + 1 ⊗ α)(r0) = 0 for any α ∈ Γ1. Then the associated r-matrix is
given by the following formula
r = r0 +
∑
α>0
eα ⊗ e−α +
∑
α∈(SpanΓ1)+
∑
k∈N
eα ∧ e−τk(α).
Assume now that there exists X ∈ Z(sl(n), r). Then r and r21 are gauge
equivalent since (AdX−1σ2(X) ⊗ AdX−1σ2(X))(r) = r
21.
Let S ∈ GL(n,K) be the matrix with 1 on the second diagonal and 0
elsewhere. Let us denote by s the automorphism of the Dynkin diagram
given by s(αi) = αn−i for all i = 1, ..., n − 1. Clearly, AdS(eα) = e−s(α) and
AdS(e−τk(α)) = esτk(α). Thus
(AdS⊗AdS)(r) = (AdS⊗AdS)(r0)+
∑
α>0
e−s(α)⊗es(α)+
∑
α∈(SpanΓ1)+
∑
k∈N
e−s(α)∧esτk(α).
On the other hand, since r and r21 are gauge equivalent, (AdS ⊗AdS)(r)
and r21 must be gauge equivalent as well. The following condition has to be
fulfilled for all k: s(α) = τk(β) if β = sτk(α). We get sτ = τ−1s, s(Γ1) = Γ2
(and s(Γ2) = Γ1). In conclusion we have obtained
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Proposition 2.1. Let r be a non-skewsymmetric r-matrix associated to an
admissible triple (Γ1,Γ2, τ). If Z(sl(n), r) is non-empty, then s(Γ1) = Γ2 and
sτ = τ−1s.
The following two results will prove to be quite useful for the investigation
of the twisted cohomologies for arbitrary non-skewsymmetric r-matrices.
Lemma 2.2. Assume X ∈ Z(sl(n), r). Then there exists a twisted cocycle
Y ∈ GL(n,K[j]), associated to r, and equivalent to X.
Proof. We have X ∈ GL(n,K) and for any σ ∈ Gal(K/K[j]), X−1σ(X) ∈
C(r). On the other hand, the Belavin–Drinfeld cohomology for sl(n) as-
sociated to r is trivial. This implies that X is equivalent to the iden-
tity, where in the equivalence relation we consider K[j] instead of K. So
there exists Y ∈ GL(n,K[j]) and C ∈ C(r) such that X = Y C. Since
(AdX−1σ2(X) ⊗ AdX−1σ2(X))(r) = r
21, (AdY −1σ2(Y ) ⊗ AdY −1σ2(Y ))(r) = r
21.
Thus Y is also a twisted cocycle associated to r.
Recall that J ∈ GL(n,K[j]) denotes the matrix with entries akk = 1 for
k ≤ m, akk = −j for k ≥ m + 1, ak,n+1−k = 1 for k ≤ m, ak,n+1−k = j for
k ≥ m+ 1, where m = [n+1
2
].
Lemma 2.3. Let r be a non-skewsymmetric r-matrix associated to an ad-
missible triple (Γ1,Γ2, τ) satisfying s(Γ1) = Γ2 and sτ = τ
−1s. If X ∈
Z(sl(n), r), then there exist R ∈ GL(n,K) and D ∈ diag(n,K) such that
X = RJD.
Proof. According to Lemma 2.2, X = Y C, where Y ∈ GL(n,K[j]) and C ∈
C(r). Since (AdY −1σ2(Y )⊗AdY −1σ2(Y ))(r) = r
21 and (AdS⊗AdS)(r) = r
21, it
follows that S−1Y −1σ2(Y ) ∈ C(r). On the other hand, by Lemma 4.11 from
[8], C(r) ⊂ diag(n,K). We get S−1Y −1σ2(Y ) ∈ diag(n,K). Now Theorem
1.8 implies that Y = RJD0, where R ∈ GL(n,K) and D0 ∈ diag(n,K).
Consequently, X = RJD0C = RJD with D = D0C ∈ diag(n,K).
We will now look for admissible triples which satisfy condition sτ = τ−1s.
Let us consider the Cremmer–Gervais triple: Γ1 = {α1, α2, ..., αn−2}, Γ2 =
{α2, α3, ..., αn−1} and τ(αi) = αi+1. Clearly, sτ = τ
−1s. Denote by rCG
the Cremmer–Gervais r-matrix corresponding to the above triple and whose
Cartan part is given by the following expression:
r0 =
1
2
n∑
i=1
eii ⊗ eii +
∑
1≤i<k≤n
n + 2(i− k)
2n
eii ⊗ ekk.
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We intend to describe H
1
BD(sl(n), rCG). Let us first analyse the case
g = sl(3). The centralizer C(rCG) consists of diagonal matrices diag(a, b, c)
such that b2 = ac. Consider
J =

 1 0 10 1 0
j 0 −j

 .
Lemma 2.4. Let X ∈ GL(3,K[j]). Then X = XSC, where C ∈ C(rCG) if
and only if X = RJdiag(p, q, r), with R ∈ GL(3,K) and prq−2 = k ∈ K.
Proof. According to Lemma 2.3, there exist R ∈ GL(3,K) andD = diag(p, q, r),
p, q, r ∈ K[j] such that X = RJD. We get X = RJSD = RJDD−1SD =
XSdiag(pr−1, qq−1, rp−1). Let C = diag(pr−1, qq−1, rp−1). Then C ∈ C(rCG)
if and only if pr(pr)−1 = (qq−1)2, which is equivalent to prq−2 = prq−2, i.e.
prq−2 ∈ K.
Proposition 2.5. H
1
BD(sl(3), rCG) consists of one element, namely J can
be chosen as a representative.
Proof. Let X ∈ Z(sl(3), rCG). According to the preceding lemma, X =
RJdiag(p, q, r), with R ∈ GL(3,K) and prq−2 = k ∈ K. We distinguish the
following cases:
Case 1. Let k = l−2, where l ∈ K. Then we have a particular solution
to the equation prq−2 = l−2, namely p0 = r0 = 1, q0 = l. By setting
p = p0p1, q = q0q1, r = r0r1, we see that diag(p1, q1, r1) ∈ C(rCG) and
diag(p0, q0, r0) = diag(1, l, 1) which commutes with J . It follows that X =
RJdiag(1, l, 1) · diag(p1, q1, r1), equivalently, X = R1Jdiag(p1, q1, r1), where
R1 := R · diag(1, l, 1). Consequently, X is equivalent to J .
Case 2. Suppose k is not a square of an element of K. In this case, with-
out loss of generality, we can set l = j and k = ~. We want to prove that
J · diag(1, j, 1) = R′JC ′, for some R′ ∈ GL(3,K) and some C ′ = diag(x, y, z)
with xy−2z = 1. Equivalently, J · diag(x−1, jy−1, z−1)J−1 = R′. Since R′ =
R′, we get Jdiag(x−1,−jy−1, z−1)J
−1
= Jdiag(x−1, jy−1, z−1)J−1. Thus
diag(x−1,−jy−1, z−1) = diag(x−1, jy−1, z−1). We obtained that x = z and
y = kj, with k ∈ K. Hence, we have to find x and k so that xx = k2~.
Clearly, it is sufficient to find α ∈ K[j] with norm ~. The latter is trivial
because we can for instance choose α = ij (i2 = −1). Thus the existence
of R′ ∈ GL(3,K) and C ′ = diag(x, y, z) is proved and therefore we conclude
that X is equivalent to J .
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The above result can be generalized to sl(n), n > 3. Let us first note that
the centralizer C(rCG) consists of diagonal matrices diag(p1, p2, ..., pn) such
that pi+1 = p
i
2p
1−i
1 for all i. Let m = [
n+1
2
].
Lemma 2.6. Let X ∈ GL(n,K[j]). Then X = XSC, where C ∈ C(rCG)
if and only if X = RJdiag(d1, ..., dn), with R ∈ GL(n,K), d1, ..., dm ∈ K[j]
and dn−i+1 = dir
i−2q−1, for i ≤ m, where r, q are such that rn−3 = qq.
Proof. According to Lemma 2.3, there exist R ∈ GL(n,K),D = diag(d1, ..., dn),
di ∈ K[j] such that X = RJD. We get X = RJSD = RJDD
−1SD =
XS(SD−1SD). On the other hand, SD−1SD = diag(d1d
−1
n , d2d
−1
n−1, ..., dnd
−1
1 ).
Denote pi = did
−1
n+1−i. Obviously, pn+1−i = (pi)
−1. But diag(p1, p2, ..., pn)
belongs to C(rCG) if and only if pi+1 = p
i
2p
1−i
1 for all i. It follows that
pn−i2 p
1+i−n
1 = (p2)
−i+1(p1)
i−2 must be fulfilled for all i. For i = 1 we get
pn−12 = p
n−1
1 p1
−1 (note that if this identity holds then the other identities are
true for all i). The identity is also equivalent to the following: pn−31 = p
n−2
2 p2.
Set p1 = qr, p2 = q. Then r
n−3 = qq. We obtain dn−i+1 = dir
i−2q−1, for all
i ≤ m. Let us note that if n = 2m− 1, we have dm(dm)
−1 = rm−2q−1. Since
the norm of rm−2q−1 is 1, this condition is consistent.
Remark 2.7. It follows from the above lemma that X = RJ , where R ∈
GL(n,K), is a twisted cocycle associated to rCG. All such cocycles are equiv-
alent to J .
Proposition 2.8. H
1
BD(sl(n), rCG) consists of one element, namely J can
be chosen as a representative.
Proof. Let X ∈ Z(sl(n), rCG). According to the previous lemma, X =
RJdiag(d1, ..., dn), where dn−i+1 = dir
i−2q−1, for i ≤ m and rn−3 = qq. We
are looking for Q ∈ GL(n,K) and C ∈ C(rCG) such that X = QJC. We get
RJD = QJC. By taking the conjugate, we obtain RJSD = QJSC, which
implies SD−1SD = SC−1SC. Let C = diag(c1, ..., cn) with ci+1 = c
i
2c
1−i
1
for all i. Therefore ci must fulfill the following system did
−1
n+1−i = cic
−1
n+1−i.
Equivalently,
c2
i−1cn−i−1
1
c1
i−2cn−i
2
= q
ri−2
must hold for all i. By making a change of
variables c1 = xy, c2 = y, we immediately obtain xx = r and x
n−3yy−1 = q.
The first equation clearly has solution in K[j]. Since q/xn−3 has norm 1,
Hilbert’s Theorem 90 implies that there exists a solution y ∈ K[j] to the
equation y/y = q/xn−3. Thus we find a solution to the system which in turn
provides us with a matrix C ∈ C(rCG) that satisfies SD
−1SD = SC−1SC.
Finally we note that if we let Q = XC−1J−1, then Q ∈ GL(n,K) because of
the way C was chosen.
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The Cremmer–Gervais case can be further generalized. We call a triple
(Γ1,Γ2, τ) generalized Cremmer–Gervais if Γ1 is connected. Without loss of
generality, such a triple has one of the forms:
Type 1: Γ1 = {α1, ..., αk}, Γ2 = {αn−k, ..., αn−1} and τ(αi) = αn−k+i−1.
Type 2: Γ1 = {α1, ..., αk}, Γ2 = {αn−k, ..., αn−1} and τ(αi) = αn−i.
Let us recall that a necessary condition for Z(sl(n), r) to be non-empty is
that the corresponding admissible triple satisfies s(Γ1) = Γ2 and sτ = τ
−1s,
where s is given by s(αi) = αn−i for all i = 1, ..., n − 1. If the triple is
generalized Cremmer–Gervais then this condition is satisfied.
Theorem 2.9. Let r be a non-skewsymmetric r-matrix corresponding to a
generalized Cremmer–Gervais triple (Γ1,Γ2, τ). Then H
1
BD(sl(n), r) consists
of one element, the class of J .
Proof. Without loss of generality we may assume that Γ1 = {α1, ..., αk} and
the admissible triple has one of the following forms:
Type 1: Γ1 = {α1, ..., αk}, Γ2 = {αn−k, ..., αn−1} and τ(αi) = αn−k+i−1.
In this case, the centralizer C(r) consists of matrices diag(p1, ..., pn) such that
pi−1p
−1
i = pn−k+i−1p
−1
n−k+i for all i ≤ k.
Type 2: Γ1 = {α1, ..., αk}, Γ2 = {αn−k, ..., αn−1} and τ(αi) = αn−i.
Then the corresponding C(r) consists of matrices diag(p1, ..., pn) such that
pip
−1
i+1 = pn−ip
−1
n−i+1 for all i ≤ k. We note that k ≤ [
n−1
2
], since otherwise τ
has fixed points.
Let us assume that X ∈ Z(sl(n), r), for a triple (Γ1,Γ2, τ) of the first
type. Then X = RJD, where R ∈ GL(n,K) and D = diag(d1, ..., dn) is such
that SD−1SD ∈ C(r). Let pi = did
−1
n+1−i. Then pn+1−i = pi
−1. On the other
hand, since diag(p1, ..., pn) ∈ C(r), we have pi−1p
−1
i = pn−k+i−1p
−1
n−k+i for all
i ≤ k. This further implies pip
−1
n−k+i = pk−i+1p
−1
n+1−i for all i ≤ k. Thus we
get pipk−i+1 = pk−i+1pi, which is equivalent to pi/pk−i+1 ∈ K. Equivalently,
didn+1−i
dk−i+1dn−k+i
∈ K, for i ≤ k.
Let us prove that X is equivalent to J . For this, it is enough to determine
C ∈ C(r) which satisfies SD−1SD = SC−1SC. Let C = diag(c1, ..., cn). The
preceding condition is equivalent to the system: cic
−1
n+1−i = did
−1
n+1−i, for i ≤
n. On the other hand, since C ∈ C(r), ci−1c
−1
i = cn−k+i−1c
−1
n−k+i for i ≤ k. It
follows that cicn−k+1 = c1cn−k+i and ck−i+1cn−k+1 = c1cn−i+1. Consequently,
cicn−i+1 = ck−i+1cn−k+i. Furthermore,
ck−i+1ck−i+1
cici
=
dk−i+1dn+1−i
dn−k+idi
=: λi. We
note that λi ∈ K since
didn+1−i
dk−i+1dn−k+i
∈ K, for i ≤ k. Thus we have obtained
that the norm ck−i+1/ci should be λi. Now, if c1,...,c[ k
2
] are fixed, then one
can determine c[ k
2
]+1,..., ck since one can solve equations of the type xx = λi.
The remaining unknown cn−i+1 are determined by the relation ck−i+1cn−k+1 =
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c1cn−i+1. Thus we have proved the existence of C ∈ C(r) and in conclusion
X and J are equivalent.
Now let us consider X ∈ Z(sl(n), r), where the triple (Γ1,Γ2, τ) is of
the second type. Again we have a decomposition X = RJD, where R ∈
GL(n,K) and D = diag(d1, ..., dn) is such that SD
−1SD ∈ C(r). Let pi =
did
−1
n+1−i. Since diag(p1, ..., pn) ∈ C(r), we have pip
−1
i+1 = pn−ip
−1
n−i+1 for all
i ≤ k. Since pn+1−i = pi
−1, we easily get pi/pi+1 ∈ K, or equivalently,
didn−i
di+1dn−i+1
∈ K for i ≤ k.
Let us show that X is equivalent to J . As in the preceding case, the
problem is reduced to solving the following system: cic
−1
n+1−i = did
−1
n+1−i,
for i ≤ n. On the other hand, since C ∈ C(r), cic
−1
i+1 = cn−ic
−1
n−i+1 for all
i ≤ k. We immediately get that the norm of ci/cn−i is λi :=
didi+1
dn−idn+1−i
which
belongs to K since didn−i
di+1dn−i+1
∈ K for i ≤ k. If we fix ci and solve equations
xx = λi, we can determine cn−i. The remaining unknown, ck+1,...,cn−k can
be arbitrarily chosen satisfying the condition cic
−1
n+1−i = did
−1
n+1−i. Thus C
exists and therefore the twisted cohomology set consists of the class of J .
3 Twisted cohomologies for orthogonal algebras
On K
n
fix the bilinear form B(x,y) =
∑n
i=1 xiyn+1−i. Then O(n,K) consists
of all X satisfying XTSX = S, where S is the matrix with 1 on the second
diagonal and zero elsewhere. Using the same arguments as in the proof of
Prop. 7.5 from [8], one can show the following
Proposition 3.1. Any Lie bialgebra structure on o(n,K) for which the clas-
sical double is o(n,K[j]) is given by the r-matrix j(AdX⊗AdX)(r), where r is,
up to a multiple from K∗, a non-skewsymmetric r-matrix from the Belavin–
Drinfeld list and X ∈ O(n,K) satisfies (AdX−1σ2(X) ⊗ AdX−1σ2(X))(r) = r
21
and, for any σ ∈ Gal(K/K[j]), (AdX−1σ(X) ⊗AdX−1σ(X))(r) = r.
Definition 3.2. Let r be a non-skewsymmetric r-matrix from the Belavin–
Drinfeld list. X ∈ O(n,K) is called a Belavin–Drinfeld twisted cocycle associ-
ated to r if (AdX−1σ2(X)⊗AdX−1σ2(X))(r) = r
21 and, for any σ ∈ Gal(K/K[j]),
(AdX−1σ(X) ⊗AdX−1σ(X))(r) = r.
The set of Belavin–Drinfeld twisted cocycle associated to r will be denoted
by Z(o(n), r). Let us first analyse Z(o(n), rDJ).
Lemma 3.3. Let S be the matrix with 1 on the second diagonal and zero
elsewhere. Then r21DJ = (AdS ⊗ AdS)rDJ .
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Proof. Let eα = eij − en+1−j,n+1−i, e−α = eji − en+1−i,n+1−j. On the other
hand, rDJ =
∑
α>0 eα ⊗ e−α +
1
2
Ω0, where Ω0 is the Cartan part of the
Casimir element Ω. Since AdS(eα) = en+1−i,n+1−j − eji = −e−α and (AdS ⊗
AdS)(Ω0) = Ω0, we get the conclusion.
Remark 3.4. Assume that X ∈ O(n,K) is a Belavin–Drinfeld twisted cocycle
associated to rDJ . The identity (AdX−1σ2(X) ⊗ AdX−1σ2(X))(rDJ) = r
21
DJ is
equivalent to (AdS−1X−1σ2(X) ⊗ AdS−1X−1σ2(X))(rDJ) = rDJ , which implies
that S−1X−1σ2(X) ∈ C(rDJ). Thus X
−1σ2(X) = SD with D ∈ C(rDJ).
On the other hand, (AdX−1σ(X) ⊗ AdX−1σ(X))(rDJ) = rDJ holds, for any
σ ∈ Gal(K/K[j]). This in turn is equivalent to X−1σ(X) = Dσ ∈ C(rDJ).
Let J ∈ GL(n,K[j]) be the matrix introduced in the previous sections.
Lemma 3.5. Let X ∈ Z(o(n), rDJ). Then there exist R ∈ GL(n,K) and
D ∈ diag(n,K) such that X = RJD. Moreover, D = diag(d1, ..., dn), where
didn+1−i ∈ K, for all i.
Proof. We recall that C(rDJ) = O(n,K)∩ diag(n,K). It follows that for any
σ ∈ Gal(K/K[j]), X−1σ(X) ∈ diag(n,K) and S−1X−1σ2(X) ∈ diag(n,K).
In other words, X is a twisted Belavin–Drinfeld cocycle for sl(n) associated
to rDJ . According to Theorem 1.8, H
1
BD(sl(n), rDJ) consists of one element,
the equivalence class of J . Therefore is X equivalent to J and consequently,
we have a decomposition X = RJD with R ∈ GL(n,K) and D ∈ diag(n,K).
Since X = RJD and σ2(J) = JS, σ2(X) = Rσ2(D) = RJSσ2(D) =
XD−1Sσ2(D). Then the condition S
−1X−1σ2(X) ∈ C(rDJ) is equivalent to
SD−1Sσ2(D) ∈ C(rDJ).
Clearly, SD−1Sσ2(D) = diag(d
−1
n σ2(d1), ..., d
−1
n+1−iσ2(di), ..., d
−1
1 σ2(dn)).
But elements in the centralizer of rDJ are of the form diag(λ1, ...λm, λ
−1
m , ..., λ
−1
1 )
if n = 2m or diag(λ1, ..., λm,±1, λ
−1
m , ..., λ
−1
1 ) if n = 2m + 1. It follows that
d−1n+1−iσ2(di)diσ2(dn+1−i) = 1 for all i. Equivalently, σ2(didn+1−i) = didn+1−i
and therefore didn+1−i ∈ K. We make the remark that if n is odd, say
n = 2m+ 1, then d2m+1 ∈ K, so dm+1 ∈ K or dm+1 ∈ jK.
Theorem 3.6. The following hold:
(i) If n ≡ 2(mod4), then Z(o(n), rDJ) is empty.
(ii) If n ≡ 0(mod4), then Z(o(n), rDJ) is non-empty.
Proof. Suppose n = 2m. Assume X ∈ Z(o(n), rDJ). According to the
preceding lemma, X = RJD, where R ∈ GL(n,K) and D ∈ diag(n,K).
Moreover, D = diag(d1, ..., dn), where didn+1−i ∈ K, for all i.
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On the other hand, X must satisfy XTSX = S. Denote Y := R−1. Then
Y SY T = JDS(JD)T . A straightforward computation gives that Y SY T =
diag(2d1d2m, 2d2d2m−1, ..., 2dmdm+1,−2~dmdm+1, ...,−2~d1d2m). It follows that
(det Y )2 = (4~)m(d1d2m)
2...(dmdm+1)
2. On the other hand, det Y ∈ K and
didn+1−i ∈ K, for all i. We get that ~
m must be a square of an element of K.
If m odd, this gives a contradiction. Thus Z(o(n), rDJ) is empty.
Let us analyse the case of even m. Denote by yi ∈ K
n the rows of Y .
Then B(yi, yk) = 0 if i 6= k, B(yi, yi) = 2did2m+1−i, for i ≤ m and B(yi, yi) =
−2~did2m+1−i, for i > m. It is enough to prove that for even m, there exists
an orthogonal basis yi ∈ K
2m such that B(y2m+1−i, y2m+1−i) = −~B(yi, yi),
for all i ≤ m.
First, we may choose an orthogonal basis vi, i = 1, ..., 2m, in K
2m. Denote
Ai = B(vi, vi). Set yi = vi for i ≤ m and ym+i = αi1vm+1 + αi2vm+2 + ... +
αimv2m. The constants αik are to be determined by imposing the conditions
B(ym+i, ym+i) = −~Am+1−i, i ≤ m, and B(ym+i, ym+k) = 0 for all i 6= k.
Denote by Qm them×mmatrix with elements αik. Then the above condi-
tions are equivalent to Qmdiag(Am+1, ..., A2m)Q
T
m = diag(−~Am, ...,−~A1).
Let us first note that A1...A2m is a square in K. Indeed, Let V denote the
2m × 2m matrix whose rows are vi. Then V SV
T = diag(A1, A2, ..., A2m).
Since detS = (−1)m = 1, it follows that (det V )2 = A1...A2m, so the conclu-
sion.
We will prove the existence of Qm by induction. First assume m = 2. Let
Q2 =
(
α β
γ δ
)
.
Then we have α2A3+β
2A4 = −~A2, γ
2A3+δ
2A4 = −~A1, γαA3+βδA4 = 0.
Since α or β is nonzero, we may suppose that β 6= 0. One can easily check
that ( γ
β
)2 = A1A4
A2A3
and δ = −γαA3
βA4
.
Recall that A1A2A3A4 = k
2 with k ∈ K. Therefore we get γ = ± k
A2A3
β
and δ = ∓ k
A2A4
α. The question that remains is if there exist α and β in
K satisfying α2A3 + β
2A4 = −~A2. Indeed, if A4A
−1
2 = ~c
2, with c ∈ K,
then we may take α = 0 and β = ic−1. If A3A
−1
2 = ~c
2, with c ∈ K, then
we may take β = 0 and α = ic−1. Assume A3A
−1
2 = c
2
1 and A4A
−1
2 = c
2
2,
where c1, c2 ∈ K. The equation (c1α)
2 + (c2β)
2 = −~ admits a solution. For
instance, α = h+1
2c1
, β = h−1
2ic2
. Thus we have proved the existence of Q for
m = 2.
Assume now that Qm exists for m and let us construct Qm+2. Recall
that A1A2....A2m+4 is a square in K. The numbers Ai are either squares or
products of squares with ~. We may assume that A1...A2m is a square in K.
Indeed, if this is not a square then, at least one of the factors is not a square.
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Then this factor can be exchanged with one of A2m+i which is a square.
If A1....A2m is a square in K, then by the inductive hypothesis, there
exists a m×m matrix Qm satisfying
Qmdiag(Am+1, ..., A2m)Q
T
m = diag(−~Am, ...,−~A1).
LetQ2 be the matrix such thatQ2diag(A2m+3, A2m+4)Q
T
2 = diag(−~A2,−~A1).
Denote by Qm+2 the matrix with diagonal blocks Qm and Q2. Clearly,
this matrix satisfies
Qm+2diag(Am+1, ..., A2m+4)Q
T
m+2 = diag(−~Am+2, ...,−~A1).
This shows that our desired orthogonal basis exists and consequently
Z(o(2m), rDJ) is non-empty for even m.
Theorem 3.7. Suppose n = 2m+ 1. Then Z(o(n), rDJ) is non-empty.
Proof. Let X ∈ Z(o(n), rDJ). Again we may write X = RJD, with R ∈
GL(n,K) and D = diag(d1, ..., d2m+1), where did2m+2−i ∈ K, for all i ≤ m,
and dm+1 ∈ K or dm+1 ∈ jK.
Denote Y := R−1. Then by the orthogonality ofX, Y SY T = JDS(JD)T .
A straightforward computation gives
Y SY T = diag(2d1d2m+1, 2d2d2m, ..., d
2
m+1,−2~dmdm+2, ...,−2~d1d2m+1).
which implies (det Y )2 = (4~)m(d1d2m+1)
2...(dmdm+2)
2d2m+1.
Let as assume that m is odd. Since det Y ∈ K and did2m+2−i ∈ K
for i ≤ m, we must have that dm+1 ∈ jK. Let dm+1 = jc with c ∈ K.
If yi denote the rows of Y , then they must satisfy the following system:
B(yi, yi) = 2did2m+2−i, B(y2m+2−i, y2m+2−i) = −2~did2m+2−i, for all i ≤ m,
and B(ym+1, ym+1) = ~c
2.
It is enough to prove that there exists an orthogonal basis yi in K
2m+1
which satisfies B(y2m+2−i, y2m+2−i) = −~B(yi, yi) for all i ≤ m and such that
B(ym+1, ym+1) = ~c
2 with c ∈ K.
In the case when m is even, by the same arguments we must have that
dm+1 ∈ K. Let dm+1 = c with c ∈ K. It is enough to prove that there
exists an orthogonal basis yi in K
2m+1 which satisfies B(y2m+2−i, y2m+2−i) =
−~B(yi, yi) for all i ≤ m and such that B(ym+1, ym+1) = c
2 with c ∈ K.
Let us consider m = 1. Let us choose an orthogonal basis v1, v2, v3
in K3 such that B(v2, v2) = ~ (it always exists). Let us also assume that
B(v1, v1) 6= 0 and B(v3, v3) 6= 0. Let y2 = v2, and y1 = αv1 + βv3,
y3 = γv1 + δv3. Since B(y1, y3) = 0 and B(y3, y3) = −~B(y1, y1), we
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get αγB(v1, v1) + βδB(v3, v3) = 0 and −~(α
2B(v1, v1) + β
2B(v3, v3)) =
γ2B(v1, v1) + δ
2B(v3, v3). Consequently, we get (αδ − βγ)(γδ − ~αβ) =
0 which implies γδ = ~αβ, since the first factor is nonzero. We obtain
( γ
β
)2 = −~B(v3,v3)
B(v1,v1)
. On the other hand, if V denotes the matrix with rows
v1, v2, v3 then V SV
T = diag(B(v1, v1), B(v2, v2), B(v3, v3) and it follows
that (det V )2 = −~B(v1, v1)B(v3, v3). This in turn implies that −
~B(v3,v3)
B(v1,v1)
=
( det V
B(v1,v1)
)2, so γ
β
= det V
B(v1,v1)
and δ
α
= − det V
B(v3,v3)
. We may choose for instance
α = B(v3, v3), β = B(v1, v1), γ = det V , δ = − det V and then the corre-
sponding y1, y2, y3 form the desired basis.
Assume now that m is arbitrary odd. We choose an orthogonal basis vi
in K2m+1. Denote Ai = B(vi, vi). We may assume that Am+1 = ~. Set
yi = vi for i ≤ m, ym+1 = cvm+1 and ym+i+1 = αi1vm+2 + ... + αimv2m+1, for
i = 1, ..., m. Then the constants will be determined by imposing the following
conditions: B(ym+i+1, ym+i+1) = −~Am−i+1 and B(ym+i+1, ym+k+1) = 0 for
all i 6= k. Denote by Qm the m × m matrix whose elements are αik. Then
the above conditions are equivalent to
Qmdiag(Am+2, ..., A2m+1)Q
T
m = diag(−~Am, ...,−~A1).
Let us note that A1...AmAm+2...A2m+1 = hl
2, with l ∈ K. Indeed, if V
is the matrix with rows vi, then V SV
T = diag(A1, ..., A2m+1), which implies
that (i det V )2 = A1...A2m+1 and since Am+1 = ~, we get the conclusion.
The existence of Qm can be proved by induction on odd m, similarly to
the one done in the preceding theorem.
Definition 3.8. Let X1 and X2 be two Belavin–Drinfeld twisted cocycles
associated to rDJ . We say that they are equivalent if there exists Q ∈ O(n,K)
and C ∈ C(rDJ) such that X2 = QX1C.
Definition 3.9. Let H
1
BD(o(n), rDJ) denote the set of equivalence classes
of twisted cocycles associated to rDJ . We call this set the Belavin–Drinfeld
twisted cohomology associated to rDJ .
Remark 3.10. In the definition of H
1
BD(o(n), rDJ) one could have used the
group PO(n) = O(n)/(±I) instead of O(n). However, since −I ∈ O(n,K)
and hence, two twisted cocycles X and −X are equivalent, it is not difficult to
see that such an obtained twisted cohomology coincides with H
1
BD(o(n), rDJ)
defined by means of O(n).
Theorem 3.11. Suppose n ≡ 0(mod4). Then H
1
BD(o(n), rDJ) has one ele-
ment.
13
Proof. By Theorem 3.6, if n ≡ 0(mod4), then Z(o(n), rDJ) is non-empty.
It follows from Lemma 3.5 that any twisted cocycle X can be expressed
as X = RJD, where R ∈ GL(n,K) and D = diag(d1, ..., dn) are such
that didn+1−i ∈ K. Denote m = n/2. Clearly, D = D
′D′′, where D′ =
diag(1, 1, ..., 1, dm+1dm, ..., dnd1), D
′′ = diag(d1, ..., dm, d
−1
m , ..., d
−1
1 ) ∈ C(rDJ).
It follows that X = RJD′D′′ and thus X is equivalent to the twisted cocycle
X ′ = RJD′ where D′ ∈ diag(n,K).
Let X1, X2 ∈ Z(o(n), rDJ). Without loss of generality, we may assume
now that X1 = R1JD1 and X2 = R2JD2, with D1 = diag(d1, ..., dn), D2 =
diag(d′1, ..., d
′
n) in diag(n,K).
We are looking for Q ∈ O(n,K) and C = diag(λ1, ..., λm, λ
−1
m , ..., λ
−1
1 ) ∈
C(rDJ) such that X2 = QX1C. Since X1 and X2 have entries in K[j], it fol-
lows that the unknown λi belong toK[j]. We haveQ = R2JD2C
−1D−11 J
−1R−11
and Q = R2JSD2C
−1
D−11 SJ
−1R−11 . Since Q = Q, we then get that C must
fulfill the following condition: SD2C
−1
D−11 S = D2C
−1D−11 . Equivalently,
for any i ≤ m, λiλi =
d′idn+1−i
did
′
n+1−i
. Denote the quotient by ki ∈ K. The equation
λλ = k admits a solution in K[j]. Indeed, if k = l2 is a square in K, then
we may take λ = l. If k is not a square, then we may write k = −~l2, with
l ∈ K. Then λ = lj is a solution. Having obtained C, set Q = X2C
−1X−11 .
Then, because of the way C was chosen, Q = Q, so Q has entries in K. Q
is also orthogonal since X1, X2 and C are orthogonal. Thus X1 and X2 are
equivalent.
Theorem 3.12. Suppose n is odd. Then H
1
BD(o(n), rDJ) has one element.
Proof. Let n = 2m+1. By Theorem 3.7, Z(o(n), rDJ) is non-empty. Accord-
ing to Lemma 3.5, any twisted cocycle X is of the form X = RJD, where
R ∈ GL(n,K) and D = diag(d1, ..., dn) are such that didn+1−i ∈ K. More-
over, recall from the proof of Theorem 3.7 that if m is even, then dm+1 ∈ K
and in case m is odd, then dm+1 ∈ jK.
Assume m is even. We have a decomposition D = D′D′′, where D′ =
diag(1, ..., 1, dm+1, dm+2dm, ..., dnd1), D
′′ = diag(d1, ..., dm,±1, d
−1
m , ..., d
−1
1 ).
Note that D′ ∈ diag(n,K) and D′′ ∈ C(rDJ). Consequently, X = RJD
′D′′
and thus X is equivalent to the twisted cocycle X ′ = RJD′ with D′ ∈
diag(n,K).
If m is odd, then dm+1 ∈ jK. Again we have a decomposition D =
D′D′′ as above, with the only difference that now the diagonal matrix D′ has
elements in K except for position m+ 1 which is in jK. It follows that X is
equivalent to the twisted cocycle X ′ = RJD′ with D′ ∈ diag(n,K[j]).
Let X1, X2 ∈ Z(o(n), rDJ). Without loss of generality, we may assume
now that X1 = R1JD1 and X2 = R2JD2, with D1 = diag(d1, ..., dn), D2 =
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diag(d′1, ..., d
′
n) ∈ diag(n,K[j]). Moreover, in case m is even, di, d
′
i ∈ K and
in case m is odd, di, d
′
i ∈ K for all i 6= m + 1 and dm+1, d
′
m+1 ∈ jK. We
are looking for Q ∈ O(n,K) and C ∈ C(rDJ) such that X2 = QX1C. Set
C = diag(λ1, ..., λm,±1, λ
−1
m , ..., λ
−1
1 ). Similarly to the proof of the preceding
theorem, the following conditions must be satisfied: λiλi =
d′idn+1−i
did
′
n+1−i
, for all
i ≤ m, and ±d′m+1d
−1
m+1 = ±d
′
m+1d
−1
m+1. The latter condition is automatically
fulfilled since dm+1 and d
′
m+1 are both in jK or both in K. On the other
hand, the unknown λi, i ≤ m can be determined as in the proof of the
proceeding theorem. This ensures us that C exists and therefore by setting
Q := X2C
−1X−11 , Q has entries in K and product of orthogonal matrices, so
belongs to O(n,K). Thus X1 and X2 are equivalent.
We have obtained the complete description of the twisted cohomology
set associated to rDJ . Let us now turn our attention to an arbitrary non-
skewsymmetric r-matrix different from rDJ . We will prove that in this case
the associated cohomology is empty.
Theorem 3.13. Let r be a non-skewsymmetric r-matrix with admissible
triple (Γ1,Γ2, τ). If Γ1 6= ∅, then Z(o(n), r) is empty.
Proof. If X ∈ Z(o(n), r), then (AdX−1σ2(X)⊗AdX−1σ2(X))(r) = r
21. It follows
that r and r21 are gauge equivalent over K. Consequently, (AdS ⊗ AdS)(r)
and r21 are gauge equivalent over K. On the other hand, if eα = eij −
en+1−j,n+1−i, then AdS(eα) = −e−α. We recall that if r corresponds to the
admissible triple (Γ1,Γ2, τ) and some r0 ∈ h⊗ h satisfying r0 + r
21
0 = Ω0 and
(τ(α)⊗ 1 + 1⊗ α)(r0) = 0 for any α ∈ Γ1, then
r = r0 +
∑
β>0
eβ ⊗ e−β +
∑
α∈(SpanΓ1)+
∑
k∈N
eα ∧ e−τk(α).
Consequently,
r21 = r210 +
∑
β>0
e−β ⊗ eβ +
∑
α∈(SpanΓ1)+
∑
k∈N
e−τk(α) ∧ eα.
On the other hand,
(AdS⊗AdS)(r) = (AdS⊗AdS)(r0)+
∑
β>0
e−β⊗eβ+
∑
α∈(SpanΓ1)+
∑
k∈N
e−α∧eτk(α).
Since (AdS ⊗ AdS)(r) and r
21 are gauge equivalent, we see from the above
forms that the gauge equivalence should be given by a conjugation which
15
preserves n+ and n−. Such a conjugation is by a Cartan element and leaves
Γ1 unchanged. Since (Γ1,Γ2, τ) is admissible, for any α ∈ Γ1, there exists
k ∈ N such that τk(α) /∈ Γ1. The term e−τk(α) ∧ eα cannot belong to (AdS ⊗
AdS)(r), even after applying a conjugation by a Cartan element. We obtain
a contradiction. Thus Z(o(n), r) must be empty.
Finally, the number of classes of untwisted and twisted cohomologies
for sl(n) and o(n), associated to either Drinfeld–Jimbo rDJ or generalized
Cremmer–Gervais rGCG is illustrated by the following table.
g r H1BD(g, r) H
1
BD(g, r)
sl(n) rDJ 1 1
sl(n) rCG 1 1
sl(n) rGCG 1 1
o(2n+ 1) rDJ 1 1
o(4n) rDJ 1 1
o(4n+ 2) rDJ 1 0
o(n) r 6= rDJ ≥ 1* 0
*see example in [8], Prop. 6.4.
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