We dene a Sobolev space by means of a generalized Poincaré inequality and relate it to a corresponding space based on upper gradients.
Introduction
This paper addresses the properties of a Sobolev-type space obtained by means of a generalized Poincaré inequality. Unless otherwise stated, X = (X, d, µ) is a metric measure space with µ doubling.
Recall that the classical Poincaré inequality states that the estimate
where − B v refers to For all this see [14] , [7] , [11] , and [12] . Moreover, (1) is known to yield versions of the usual Sobolev-Poincaré and Trudinger inequalities and other inequalities of this kind [15] , [14] .
It is then natural to inquire if (1) could be replaced with some other, more general inequality. Such an inequality is given by
where τ ≥ 1 is xed, and a : B → [0, ∞) is a functional that satises a certain discrete summability condition. Here B is a collection of balls and τ B(x, r) = B(x, τ r). Inequalities of this type were introduced in [8] and further studied in [21] , [22] , and [9] . In these papers, versions of the Sobolev-Poincaré and Trudinger inequalities were established relying on (2) , generalizing the earlier work in [15] , [14] . One of the points here is that (2) could well hold for, say, all Lipschitz functions even if there is no usual Poincaré inequality (1) for Lipschitz functions and their pointwise Lipschitz constants. It seems to us that our examples in Section 6 are the rst of this kind.
We are then led to consider a Banach space of functions satisfying (2) and to relate this space to some natural Sobolev space. Notice that then SobolevPoincaré and Trudinger inequalities should be automatically satised for the functions in our space. To this end, let Ω ⊂ X be open, 0 ≤ α < ∞, and 0 < p ≤ ∞. Write B Ω for the collection of all balls in Ω. Denote by A α,p τ (Ω) the set of all locally integrable functions u that satisfy (2) in all balls B for which τ B ⊂ Ω with a functional a of the form
where
becomes a Banach space. Notice that (3) is the canonical example of a functional a considered in [8] , [9] , [21] , and [22] . In the borderline case α = 0, p = ∞, τ = 1 our space reduces to BMO, the space of functions of bounded mean oscillation.
Our substitute for the usual Sobolev class W 1,p will be given in terms of a Sobolev space based on upper gradients (cf. [17] , [27] ). For the connection with the spaces based on pointwise inequalities (cf. [10] ), see Section 3 below. In the metric setting, we cannot talk about partial derivatives but the concept of an upper gradient has turned out to be a nice substitute for the length of the gradient. We call a Borel function g : 
belong to the space of functions of bounded variation as dened in Section 2.4 below. Denote
The rst part of Theorem 1.1 is proven by Miranda in [25, Theorem 3.8] . We added it for the sake of completeness because our proof applies for all p ≥ 1. One way to view the second part is that A (
Recall from the beginning of the introduction that, in the Euclidean setting, the Poincaré inequality (1) with p = 1 characterizes W
. Questions related to (1) and (2) in R n are studied in [4] and [3] . For integral conditions under which a function is constant in R n , see [4] , and in Ahlfors regular spaces [2] . If p > 1, then in the Euclidean case (3) follows from [4] .
We close this introduction by briey commenting on the missing values of the exponent p above. We have only considered the case p ≥ 1. For the remaining values of p we have the following result.
Corollary. Let
(1) If α = 1/p and u is bounded, then u ∈ BV (Ω). The paper is organized as follows. We introduce the necessary notation and terminology in Section 2. Section 3 deals with pointwise inequalities. In Section 4, we give Sobolev-Poincaré and Trudinger type inequalities for functions in A 
for all balls B ⊂ X. An iteration of the above inequality shows that there are constants C and s depending only on C d such that
In general, C will denote a positive constant whose value is not necessarily the same at each occurrence. By writing C = C(K, λ) we indicate that the constant depends only on K and λ.
Sobolev spaces on metric measure spaces
(X) is a Banach space with the norm
where the inmum is taken over p-weak upper gradients g ∈ L p (X) of u.
Lipschitz functions and Poincaré inequalities
The lower and upper pointwise Lipschitz constants of a locally Lipschitz function u are
The lower Lipschitz constant lip u, and hence also Lip u, is an upper gradient of a locally Lipschitz function u (cf. [5] ). A pair u ∈ L 1 loc (X) and a measurable function g ≥ 0 satises a (1, p)-Poincaré inequality if there are constants C P > 0 and τ ≥ 1 such that
for all balls B ⊂ X. If inequality (6) holds for all measurable functions and their upper gradients with xed constants, then X supports a (1, p)-Poincaré inequality.
Functions of bounded variation
Following [1] , [25] we dene BV-functions on a doubling metric measure space X by a relaxation procedure starting from Lipschitz functions. The total variation of a locally integrable function u on an open set Ω is
where the inmum is taken over all sequences (u i ) of locally Lipschitz functions that converge to u in L (7) is a seminormed space. If X supports a (1, 1)-Poincaré inequality with constants C P and τ , then
for each u ∈ BV loc (X) and for all balls B ⊂ X, (cf. [9] ).
3 Pointwise estimates
We begin with the following pointwise estimate; the corresponding result for the centered version of (9) is proved in [13] . For the convenience of the reader, we include a proof.
for all almost all x, y ∈ B.
Proof. Since u is integrable in B and µ is doubling, almost all points of B are Lebesgue points of u (see [15, Theorem 14.15] ). Let x, y ∈ B be Lebesgue points of u, and let r = d(x, y)/2. For each i ∈ N, denote
Since µ is doubling, we have that
The triangle inequality gives the claim. 
Proposition. Let
This implies that
By the standard 5r-covering lemma (cf. [16] ), we can cover the set {x ∈ B : M # α,B (x) > λ} by balls 5τ B i such that the balls τ B i are disjoint and that each B i is contained in B and satises (11) . Since µ is doubling, and the balls τ B i are pairwise disjoint, (11) and denition (4) imply that
,
For a measurable function u, denote by D α (u) the set of measurable functions g ≥ 0 that satisfy
for almost every x, y ∈ Ω. For 0 < α, p < ∞, dene, following Hajªasz [10] , 
Proof. By the previous corollary, it suces to prove the rst claim. Let
(Ω). For each ball B ⊂ Ω we have by integrating (12) and using Jensen's inequality that
|u(x) − u(y)| dµ(y) dµ(y)
Notice the following consequence of the previous result. Our abstract version of the Poincaré inequality results in a usual inequality provided we relax the integrability requirement of the right-hand side. This relaxation is indeed crucial by an example in Section 6. In fact, one cannot even require that ν in (3) be an absolute continuous measure. We close this section by pointing out that certain choices of α and p only allow for constant functions. For integral conditions with p ≥ 1 implying that the function is constant, see [4] .
for almost every line l parallel to coordinate axes. Therefore it suces to prove the theorem in the case n = 1. Let u ∈ M α,p (R), and let ε > 0. By denition there is g ∈ L p (R) and a set E ⊂ R of measure zero such that
Denote x 0 = x and x k+1 = y. Then, by the assumptions on p and α,
and the claim follows by letting ε → 0.
Imbeddings into Lebesgue and Hölder spaces
In [21] MacManus and Pérez showed that if the functional a satises a discrete summability condition
whenever the balls B i are disjoint and contained in the ball B, then the Poincaré type inequality (2) improves to
In [22] , they proved that if X is connected and a satises a stronger condition
then each function u which satises inequality (2), is in Orlicz space L Φ (B), where Φ(t) = exp(t r ) − 1, and 1/r + 1/r = 1. Moreover,
. For Orlicz spaces on metric spaces, see [26] . Without the connectivity assumption, one only obtains (16) with Φ(t) = exp(t).
The following result collects the known Sobolev-type imbeddings of A 1/p . By [21] , such an a satises (13) for r = sp/(s − αp), and hence, by (14) , it suces to show that
and B ∈ B τ (2τ B), using the assumption 0 < s−αp s
, where C = C(C µ , s, α, p), and the claim follows.
satises (15), both claims follow from [22] . (1) r i ≤ ε for all i,
A collection {B i } as above is called an (ε, λ)-cover of Ω. Note that an (ε, λ)-cover is an (ε , λ )-cover provided ε ≥ ε and λ ≤ λ.
Lemma. Let Ω ⊂ X be open, and let
A collection {ϕ i } as above is called a partition of unity with respect to B.
Let B = {B i } be as in the lemma above, and let {ϕ i } be a partition of unity with respect to B. For a locally integrable function u on Ω, dene
The following lemma describes the most important properties of u B .
5.3 Lemma.
(1) The function u B is locally Lipschitz. Moreover, for each x ∈ B i ,
Proof. (1) Let x, y ∈ B i , and let
Using the properties of the functions ϕ i , we have that 
Let u ∈ L (18), we obtain
and so
, and for all x we have that
which converges to 0 as ε k → 0 by the continuity of v. The claim follows from the dominated convergence theorem.
Proof of Theorem 1.
, 5τ )-cover (and hence also a (j
We leave it to the reader to show that since B j is a (j −1 , 5τ )-cover and µ is doubling, the cover can be divided into k = C (C d , τ ) subfamilies B j,1 , . . . B j,k so that each of the families 5τ B j,l consists of disjoint balls. Since the families
where the supremum is taken over balls B ∈ B τ,5j −1 (Ω). Since lip u(x) ≤ Lip u(x), the above estimate for p = 1 implies that u ∈ BV (Ω), and that 
Proof of Corollary 1.3. Assume that X supports a (1, p)-Poincaré inequality, 1 ≤ p < ∞. By the validity of a (1, p)-Poincaré inequality, X is connected.
If p = 1, then the claim follows from Theorem 1.1 and the Poincaré inequality (8) for BV -functions.
(X) by Theorem 1.1. The assumption that X supports the (1, p)-Poincaré inequality gives the inclusion N 
If u is uniformly continuous, and ω is the modulus of continuity of u, then
By taking supremum over B τ,r (Ω) and letting r tend to zero, we conclude that u A
(Ω) in the former, and u A Then each u k is bounded and, by the rst part of the proof,
Examples
In our rst example we will give a space X that does not support any (1, q)-Poincaré inequality, but in which every u ∈ N 1,p (X) satises (6) with a certain g ∈ L p (X). , which is at most a constant times the right-hand side of (20) .
In the next example, the space A 
