We measure the mean halo-mass of z ≃ 0.5 Mg II absorbers using the cross-correlation (over co-moving scales 0.05-13h −1 Mpc) between 1806 Mg II quasar absorption systems and ∼ 250,000 Luminous Red Galaxies (LRGs), both selected from the Sloan Digital Sky Survey Data Release 3. The Mg II systems have λ2796 rest-frame equivalent widths W λ2796 r 0.3Å. From the ratio of the Mg II-LRG cross-correlation to the LRG-LRG auto-correlation, we find that the bias ratio between Mg II absorbers and LRGs is b Mg II /b LRG = 0.65 ± 0.08, which implies that the absorber host-galaxies have a mean halo-mass ∼ 20-40 times smaller than that of the LRGs; the Mg II absorbers have haloes of mean mass log M h (M ⊙ ) = 11.94 ± 0.31(stat) +0.24 −0.25 (sys). We demonstrate that this statistical technique, which does not require any spectroscopic follow-up, does not suffer from contaminants such as stars or foreground and background galaxies. Finally, we find that the absorber halo-mass is anticorrelated with the equivalent width. If Mg II absorbers were virialized in galaxy haloes a positive M h -W λ2796 r correlation would have been observed since W λ2796 r is a direct measure of the velocity spread of the Mg II sub-components. Thus, our results demonstrate that the individual clouds of a Mg II system are not virialized in the gaseous haloes of the host-galaxies. We review past results in the literature on the statistics of Mg II absorbers and find that they too require an M h -W λ2796 r anti-correlation. When combined with measurements of the equivalent width distribution (d 2 N/dz/dW r ), the M h -W λ2796 r anti-correlation naturally explains why absorbers with W λ2796 r 2Å are not seen at large impact parameters. We interpret the M h -W λ2796 r anti-correlation within the starburst scenario where strong Mg II absorbers are produced by supernovae-driven winds.
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INTRODUCTION
The connection between quasar (QSO) absorption line (QAL) systems and galaxies is crucial to our understanding of galaxy evolution since QALs provide detailed information about the physical conditions of galaxy haloes out to large impact parameters (ρ > 100 kpc) with no direct dependence on the host galaxy luminosity. Mg II absorbers are ideal for this purpose as the Mg IIλλ 2796,2803 doublet can be detected from z ≃ 0.3 to z ≃ 2.2 at optical wavelengths. Since the ionization potential of Mg I is less than 13.6 eV but the ionization potential of Mg II is greater than 13.6 eV, Mg II absorbers trace cold gas. In fact Mg II absorbers with equivalent widths W λ2796 r 0.03Å have been shown to ⋆ E-mail: nbouche@mpe.mpg.de (NB) be associated with H I absorbers covering five decades in H I column density (N H I ) (e.g. Petitjean & Bergeron 1990 ), including sub-Lyman limit systems (Churchill et al. 1999 (Churchill et al. , 2000a , Lyman limit systems (e.g. Bergeron & Stasinska 1986; Steidel & Sargent 1992) and damped Lyα systems (DLAs; e.g., Le Brun et al. 1997; Rao & Turnshek 2000; Boisse et al. 1998; Churchill et al. 2000b; Rao et al. 2006) , which means that a large range of galactic environments are likely to be sampled. For example, strong absorbers with W λ2796 r 0.3Å are known to be generally associated with galaxies (Lanzetta & Bowen 1990; Bergeron & Boissé 1991; Bergeron et al. 1992; Steidel & Sargent 1992; Drinkwater et al. 1993; Steidel et al. 1994) . These groups have shown that galaxies responsible for the Mg II host-galaxies have luminosities consistent with normal field 0.7L that, from their average colour, they are on average late-type (Sb) galaxies, a result reproduced by Zibetti et al. (2005) .
Medium-resolution spectroscopy of the Mg II absorbers quickly revealed that such absorbers are composed of several sub-components (Bergeron & Stasinska 1986; Tytler et al. 1987; Petitjean & Bergeron 1990) and that the number of sub-components strongly correlates with equivalent width (Petitjean & Bergeron 1990 ). Building on this work, Churchill (1997) showed that the mean Doppler width of individual components is 5 km s −1 , with an rms of comparable magnitude, using high resolution spectra (FWHM ≃ 6 km s −1 ). This corresponds to a thermal temperature of ∼30,000 K. Churchill (1997) also directly constrained the turbulent component to be 2 km s −1 . Churchill et al. (2003) , using high-resolution spectra, confirmed that equivalent width does strongly correlate with the number of sub-components as shown by Petitjean & Bergeron (1990) . This correlation arises because a large equivalent width can only be produced by more components spread over a large velocity range since extremely few components with large Doppler widths are seen. The equivalent width, W λ2796 r , should therefore be correlated with the velocity range, ∆v, covered by the sub-components and, indeed, this is observed to be the case (e.g. Ellison 2006 , see their figure 3). The velocity range for strong Mg II systems are very large, from 50 to 400 km s −1 . If the individual clouds were virialized within the haloes of the host galaxies, ∆v would represent the velocity dispersion of the many clouds in the host-galaxy halo. In this case, ∆v would be directly related to the mass of the host-galaxy. Since a larger W λ2796 r is achieved by having a larger number of clouds spread over a larger ∆v, W λ2796 r should also be positively correlated with the mass of the host galaxies if the individual clouds are virialized within the haloes of the host galaxies.
Among the few correlations observed between the hostgalaxy properties and the absorber properties, Lanzetta & Bowen (1990) noted a significant anti-correlation between Mg II equivalent width and the impact parameter distribution from the sample of Bergeron & Boissé (1991) . While Bergeron & Boissé (1991) argued that the anti-correlation was not significant, it was clearly seen in the sample of Steidel & Sargent (1992) and Steidel (1995) : absorbers with W λ2796 r 2Å are observed at small impact parameters but do not exist at large impact parameters (ρ 50 kpc). This is puzzling as large W λ2796 r absorbers at large impact parameters ought to be easily detectable.
Only a slight correlation is observed between absorption cross-section and galaxy luminosity. Steidel (1993) and Steidel (1995) showed that the cross-section of Mg II absorbers with W λ2796 r 0.3Å has radius R phys ∼ 40 h −1 kpc (physical, 70 h −1 kpc co-moving) from the observed absorber-host-galaxy impact parameter distribution. Furthermore, they concluded that the cross-section radius only slightly increases with luminosity, R phys ∝ (LK/L * K ) 0.2 . The only other known correlation between galaxy properties and absorber properties is that recently discovered between W λ2796 r and the galaxy morphological asymmetry (Kacprzak et al. , 2006 . Kacprzak et al. searched for correlations between gas properties, host galaxy impact parameters, inclinations (& position angles) and morphological parameters. Among those parameters, they only found a 3.2-σ correlation between W λ2796 r and the asymmetry in the host galaxy morphology as measured from the residuals of 2D light profile fits.
From studies of individual absorbers, some recent work that compared the absorption kinematics with the host galaxy rotation curve favour the idea that strong Mg II clouds arise in galactic outflows (Bond et al. 2001; Ellison et al. 2003) . On the other hand, Steidel et al. (2002) showed that, in 4 out of 5 Mg II absorbers (selected to be edge-on and aligned towards to QSO), the absorption kinematics are consistent with rotation being dominant for the absorbing-gas kinematics. However, a simple extension of the rotation curve fails.
Many authors have tried to put QALs in the context of theoretical models since Bahcall & Spitzer (1969) who proposed that the metal absorption lines are produced by gaseous haloes of intervening galaxies with a large cross-section (up to 100 kpc). Later, York et al. (1986) argued that QALs arise mainly in the haloes of gas rich Magellanic-type dwarfs. Mo & Miralda-Escudé (1996) followed the ideas of Bahcall & Spitzer (1969) and produced a detailed model in which Mg II absorbers are signatures of infalling (photo-ionized) cold gas embedded in a T ≃ 10 6 K gas halo. In this model, the in-falling cold gas should be virialized. Maller & Bullock (2004) reached similar conclusions.
Despite these numerous past results, a fundamental question remains: What is the physical nature of strong Mg II absorbers? Here we constrain one important physical property of Mg II absorbers -namely the halo-mass of the host galaxies -statistically by studying the clustering of galaxies around the absorbers. Clustering studies of metal-line systems, such as the absorber-absorber auto-correlation in velocity space, have been used for some time (e.g. Sargent et al. 1988; Steidel & Sargent 1992; Churchill 1997; Charlton & Churchill 1998) . This technique measures the line-ofsight clustering and therefore suffers from strong peculiar velocity effects. Numerical models are then required to infer the physical properties (halo mass, halo sizes, etc.) of the host galaxies (see Scannapieco et al. 2006 , for a recent example).
In order to avoid these limitations, we choose to crosscorrelate Mg II absorbers with 'field' galaxies tracing the twodimensional large scale structure as in Bouché & Lowenthal (2004) , Bouché, Murphy & Péroux (2004) , Bouché et al. (2005) , Cooke et al. (2006) and Ryan-Weber (2006) . Specifically, we measure the amplitude ratio of the absorber-galaxy cross-correlation to the galaxy-galaxy auto-correlation. In hierarchical galaxy formation scenarios this is a direct measure of the ratio between the bias of the absorber host-galaxies and of the field galaxies used. From this bias ratio, the mass of the absorber host-galaxies can be inferred.
In this paper, we extend our DR1 results ) by cross-correlating 1806 Mg II absorbers with ∼ 250,000 Luminous Red Galaxies (LRGs), both selected from the Sloan Digital Sky Survey (SDSS) Data Release 3 (DR3; Abazajian et al. 2005) , over ∼ 800 square degrees. Thanks to the large SDSS survey, this is a leap forward from other clustering studies such as Williger et al. (2002) and Haines et al. (2004) which cover a few square degrees. This paper is organized as follows. In Section 2, we summarise the selection of our Mg II absorbers and LRGs. In Section 3, we describe our method to measure the halo-mass. The results are presented in Section 4. We test these results against numerous past results on Mg II absorbers in Section 5 and discuss a physical interpretation of our results in Section 6. Our main results are summarised in Section 7. For those familiar with absorber-galaxy clustering analyses, a quick read of this paper comprises Fig. 5 and Fig. 8 , followed by Section 6. A critical reader should focus on the several consistency tests we performed (Figs. 4 & 6) and on the discussion in Section 5.
We adopt ΩM = 0.3, ΩΛ = 0.7 and H0 = 100h km s −1 Mpc −1 throughout. Thus, at z = 0.6, 1 ′′ corresponds to 7.44h −1 kpc and δz = 0.1 corresponds to 216h −1 Mpc, both in co-moving coordinates.
SAMPLE DEFINITIONS

Mg II absorbers
The algorithm to select Mg II absorbers from SDSS/DR3 differs in several ways from the algorithm used for SDSS/DR1 in , the most important of which is the method for estimating the QSO continuum. In we used a series of overlapping polynomial fits to small Sections of the continuum. While this provides a reliable continuum in most cases, it does not perform well near sharp QSO emission lines, particularly when absorption lines -possibly the target Mg II lines -are imprinted over the emission. To alleviate this problem in the current SDSS/DR3 analysis, we used principal component analysis (PCA) reconstructions of the QSO continua. Full details of the method are reported in Wild et al. (2006, see their appendix) .
The features of the PCA algorithm most important for the present paper follow. Eigenspectra were generated in 4 QSO emission redshift bins to reduce the amount of data 'missing' due to the differing wavelength coverage of each spectrum: 0. 005-0.458, 0.381-0.923, 0.822-1.537, 1.410-2.179, 2.172-3.193 . An iterative procedure was used to identify and remove quasars showing broad absorption lines (BALs) during the creation of the PCA eigenspectra. This improves the continuum reconstruction of non-BAL quasar spectra, by removing from the input sample features which vary greatly in a small number of objects. Fig. 1 shows an example SDSS spectrum with its PCA continuum.
Having established a continuum, candidate Mg II absorbers are identified as follows. We searched for intervening Mg II absorbers from z abs = 0.37 to z abs = 0.8 (see Section 2.2). The low redshift cut arises from the fact that SDSS QSO spectra begin at ≈3800Å, and the high redshift cut was imposed since this is where LRGs drop below the SDSS magnitude limits. In addition, we require all Mg II systems to be above the Lyα QSO emission line. QSOs above zem = 3.193 are therefore not considered. All pixels above 1250Å in the QSO rest-frame and > 3000 km s −1 blue-wards of the MgII emission line are tested for Mg II λ2796 absorption. At each pixel, putative Mg II λ2796 lines are characterized using a method similar to that detailed by Schneider et al. (1993) . For initial line detection, the rest-frame Mg II λ2796 equivalent width and 1-σ detection limit are defined using the spectrograph instrumental profile (IP) as a weighting function and using pixels in a 7Å window in the putative absorber's rest-frame. The IP is assumed to be a Gaussian of width FWHM = 160 km s −1 . If this estimate of the Mg II λ2796 equivalent width is 0.3Å and is significant at 8 σ then the putative absorption redshift is estimated from a parabolic interpolation of the equivalent widths of the current pixel and its 2 neighbouring pixels. The equivalent width of the Mg II λ2803 line is estimated in a similar way based on the λ2796 redshift. If the λ2803 equivalent width is significant at 3 σ then the system is flagged as a candidate Mg II absorber. Spurious candidates are removed by visually inspecting each Mg II candidate. The most common mis-identification is broad C IV absorption near the C IV emission line. Adopting a conservative approach, we rejected any candidates which did not show absorption in either Fe II λ2600 or Mg I λ2852 at 1 σ significance.
For each candidate we derive a refined estimate of the Mg II λ2796 equivalent width using a Gaussian fit to the absorption as a , for the system. Equivalent widths, with a similar Gaussian-fit weighting, are also derived for a variety of other commonly observed transitions (see Table 1 ).
With the above algorithm we detected and visually confirmed 1806 Mg II absorbers in SDSS/DR3. Figure 2 (left panel) shows the distribution of the equivalent width of our Mg II absorbers. Table 1 is an excerpt from the catalogue of absorbers which is available in its entirety in the electronic edition of this paper and from an on-line catalogue at http://www.ast.cam.ac.uk/∼mim/pub.html. Figure 1 shows an example Mg II absorption system. Similar plots are available for all absorption systems in the on-line catalogue. Eisenstein et al. ( 2001) (see also Scranton et al. 2003) presented colour criteria specifically designed to select luminous massive early types both locally and at z > 0.4, i.e. much beyond the volume of the SDSS Main sample. Because of their association with luminous (Mr ∼ −21.5), massive haloes and spectral uniformity, LRGs are excellent probes of the large scale structure as proven by the detection of the baryon oscillations by Eisenstein et al. ( 2005) .
Luminous red galaxies
For each Mg II absorber, galaxies meeting the following criteria (following Scranton et al. 2003) were extracted from the SDSS DR3 galaxy catalogue:
We also required errors on the model magnitudes to be less than 0.2 mag in r * and i * , and we excluded objects flagged by SDSS as BRIGHT, SATURATED, MAYBE CR or EDGE. The model magnitudes, corrected for Galactic extinction, were used to compute the colours. Equations (1)- (4) are the LRG selection criteria of Scranton et al. (2003) . Criterion (4) is equivalent to imposing z phot 0.3. Criterion (5) separates stars from galaxies. Crite- rion (6) is the selection of galaxies within a redshift slice of width ∆z = 0.1 around z abs using the photometric redshifts, z phot , of Csabai et al. (2003) who showed that these are accurate to σz = 0.1.
The choice of the slice width ∆z = 0.1 corresponds to ∼ 200h −1 Mpc (co-moving) and is arbitrary. We will show that the amplitude ratio between the absorber-galaxy cross-correlation and the galaxy-galaxy auto-correlation does not depend on the choice of ∆z in Section 4.4 since we use the same redshift width for both correlation functions.
Finally, we remove the ∼10 per cent of galaxies with problematic photometric redshifts by requiring that galaxies have z phot uncertainties σz < 0.5. A total of 242,620 galaxies met all these criteria in our 1806 fields (∼ 800 square degrees).
Figure 2(right) shows the redshift distribution of these LRGs for the 1806 fields. We used the spectroscopic redshift when available, which includes less than 1% of the sample. This small fraction is likely to increase in future with the joint 2dF/SDSS program to obtain spectra of LRGs (e.g. Padmanabhan et al. 2005) .
METHOD
We first describe the basics of the galaxy clustering analysis in Section 3.1. The correlation estimator best used for this work is discussed in Section 3.2.
Galaxy clustering around QSO absorbers
A widely used statistic to measure the clustering of galaxies is the correlation function, ξ(r). The absorber-galaxy cross-correlation, ξag, is defined from the conditional probability of finding a galaxy in a volume dV at a distance r = |r2 − r1|, given that there is a Mg II absorber at r1:
where nu is the unconditional background galaxy density. Because the observed amplitude of the auto-and crosscorrelation functions are related to the dark matter correlation function, ξDM, through the mean bias, b(M ), which is a function of the dark matter halo-mass (e.g. Mo et al. 1993; Mo & White 2002 , and references therein),
the relative amplitude of the cross-correlation will give a measurement of the bias ratio and thus of the relative halo-masses:
In other words, if the amplitude of ξag is greater (smaller) than ξgg, the haloes of the absorbers are more (less) massive than those of the LRGs since the bias increases with halo mass in all hierarchical models.
In the remainder of this work, we will use only projected correlation functions, w(r θ ), where r θ = DA(1 + z)θ for DA the angular diameter distance in co-moving Mpc. This is necessary since our sample is made up of absorbers with spectroscopic redshifts and of galaxies with photometric redshifts. The projected cross-correlation between Mg II absorbers and LRGs, wag(r θ ), is related to ξag(r) via wag(r θ ) = N (z)ξag( r 2 θ + l 2 ) dl where N (z) ≡ dN /dl is the line-of-sight distribution of LRGs and l is the co-moving distance along the line of sight.
For galaxies distributed along the line of sight as a top-hat function of width ∆z (normalized such that dN /dl dl = 1), the amplitudes of both wgg(r θ ) and wag(r θ ) are inversely proportional to ∆z (see also Eisenstein 2003; Bouché et al. 2005 , appendix A):
wag(r θ ) = Aag r
where
and r0,gg & r0,ag are, respectively, the galaxy-galaxy & absorber-galaxy correlation lengths. These two equations show that both wag and wgg depend in exactly the same way on the width of the redshift distribution ∆z. Bouché et al. (2005, appendix A) showed that this is always true when one correlates one population with known redshifts (the Mg II absorbers) with another population whose redshift is more uncertain. In Section 4.4, we will show empirically that the ratio wag/wgg is indeed independent of ∆z. Thus, we stress that wag/wgg is independent of the width of the LRG redshift distribution as long as one uses the same galaxies for wag and for wgg.
From equations (11) & (12), the ratio of the amplitudes of the two projected correlation functions,
is simply (r0,ag/r0,gg) γ , and is also equal to the bias-ratio (10)] from which we infer the mean Mg II halo-mass using the bias prescription of Mo & White (2002) .
It is important to realise that measuring the halo-mass from the ratio of projected correlation functions has the following advantages, as advocated in and Bouché et al. (2005) : (i) one constrains the mass of the Mg II host-galaxies in a statistical manner without directly identifying them, (ii) it is free of possible systematic errors due to foreground or background contaminants (i.e. stars or galaxies) and (iii) it does not require knowledge of the true width of the redshift distribution of the galaxy population. The first point is a natural consequence of correlation statistics. The last two points are consequences of the fact that the same galaxies are used to calculate wgg(r θ ) and wag(r θ ) and that both wag and wgg have the same dependence on the width of the galaxy redshift distribution [equations (11) & (12)]. This last point follows from the fact that the absorber redshift is known precisely (see Bouché et al. 2005 , appendix A) as mentioned above. We will demonstrate points (ii) & (iii) empirically in Section 4.4.
Using smoothed particle hydrodynamical (SPH) simulations Bouché et al. (2005) showed that the measured amplitude ratio wag/wgg returns the bias-ratio ba/bg that one expects given the known mass of the simulated galaxies. Specifically, the bias formalism of Mo & White (2002) predicts an amplitude ratio of 0.771 in the case of the DLA-galaxy cross-correlation -a situation very similar to the Mg II-galaxy correlation considered here. Direct measurement of the correlation functions from the simulations yields bDLA/b gal = 0.73 ± 0.08, in excellent agreement with the prediction. The simulations also demonstrated that the crosscorrelation technique does not depend on the galaxy population used to trace the large scale structure and that foreground and background contaminants do not effect the measured bias-ratio.
Which correlation estimator to use?
Which estimator is best used to compute the Mg II-LRG crosscorrelation? For a given field (i.e. a single absorber), a seemingly natural choice would be the estimator
where G is the observed number of galaxies between r θ −dr/2 and r θ + dr/2 around the absorber, and R is the number of absorberrandom galaxy pairs normalized to the total number of galaxies in the field, Ng, i.e. multiplied by Ng/Nr. Ideally, R would simply be the area of the annulus times the surface density of galaxies. In practice, some fields are on the edges of the SDSS coverage, and the SDSS coverage itself is not completely uniform on the sky; there are small holes, areas missed by SDSS or not yet released.
One overcomes these problems by (1) generating random galaxies excluding the gaps and edges, and (2) by generating ∼ 200 times more random galaxies than real galaxies in order to reduce the shot noise in R to an insignificant proportion. In our case, we have 1806 fields, at relatively precise absorption redshifts, z abs . The selection function for the fields is therefore a sum of δ-functions. Should one then use G R , where represents the averaging operator, in the right-hand side of equation (14)? This is clearly not optimum since it would treat each field equally in performing the average. Adelberger et al. (2003) (see their equation B3) showed that a better choice for the estimator of wag(r θ ) is G / R , i.e.:
Gi is the observed number of absorber-galaxy pairs between r θ − dr/2 and r θ + dr/2, summed over all the fields i. AR is the normalized number of absorber-random galaxy pairs. The normalization is applied to each field independently:
r , where R i is the number of random pairs in field i,
r ) is the total number of galaxies (random galaxies) for that field. Naturally, we took into account the areas missing from the survey within our search radius. Note each absorber's redshift is used to compute r θ from a pair separated by an angular separation θ.
We stress that the Landy & Szalay (1993) estimator is not applicable here, since it is symmetric under the exchange of the two populations by one another. Here, the absorbers have spectroscopic redshifts, whereas the galaxies have photometric redshifts breaking the symmetry. Note that this asymmetry has an important consequence: it implies that both wag and wgg have the same dependence on the galaxy redshift distribution, as indicated by equations (11) & (12) (see Bouché et al. 2005 , appendix A).
The cross-correlation computed from equation (15) is biased low due to the integral constraint (e.g. Peebles 1980), explained below. The reason for this is simply that the true correlation is defined as an overdensity with respect to the 'unconditional' galaxy density nu. This is not a measurable quantity as one uses the 'observed' galaxy density (or surface density Σg for projected correlations) for the field over which one measures w(r θ ). As a conseqence, the sum of all the pairs must be equal to the total number of galaxies Ng observed in the survey of area Σ. This implies that the integral of wag over the area Σ vanishes: Σ wag dΣ = 0. To fulfill this condition, the cross-correlation wag will have to be < 0 on the largest scales, i.e. biased low. This bias is refered to as the 'integral constraint', C. The true correlation function is then w C ag = wag + C, where C is the integral constraint.
There are two ways to estimate C. Firstly, it can be estimated iteratively. For a given amplitude of the correlation, one can calculate the expected bias C which is then used to correct the estimate of the amplitude. The second method is to fit C when one has sufficient signal to noise. In the analysis below, we find that the first method gives 0.0217, while the second gives C = 0.018 ± 0.012 (keeping the other parameters fixed).
RESULTS
In this Section, we first present the Mg II-LRG cross-correlation (Section 4.1), and the LRG-LRG auto-correlation (Section 4.2) before showing the main result on the amplitude ratio between the Mg II-LRG cross-correlation and LRG-LRG auto-correlation (Section 4.4). We turn the amplitude ratio into a halo-mass for the Mg II absorbers in Section 4.5. Finally, we show that the amplitude ratio (or the halo-mass) varies with equivalent width in Section 4.6.
Mg II-LRG cross-correlation
Figure 3 (filled circles) shows the Mg II-LRG cross-correlation for the entire sample of 1806 Mg II absorbers, where we used equation (15) for the estimator of wag(r θ ). There are 242,620 objects within r θ = 12.8h −1 Mpc which is the outer radius of the largest bin used. Table 2 shows the total number of pairs, AG, and the expected number of pairs, AR, if Mg II absorbers and LRGs were not correlated. Figure 3 demonstrates that wag(r θ ) is a power-law at all scales. As a consequence, the dip at ∼ 100 h −1 kpc in the DR1 sample discussed in appears to have been due to small number statistics. The error bars for wag are computed using the jackknife estimator (Efron 1982) : we divide the sample into 10 parts and compute the covariance matrix from the N jack = 10 realisations for each part:
where w k is the kth measurement of the cross-correlation and w is the average of the N jack measurements. We fitted wag(r θ ) with a power law model,ŵag(r θ ) = Aag r βag θ , by minimizing
where N dof is the number of degrees-of-freedom, w andŵ are the vector data and model respectively, and COV −1 is the inverse of the covariance matrix. Since COV is singular we used singular value decomposition techniques to avoid instabilities in its in- version (see discussion in Bernstein 1994) . Since the integral constraint is C = 0.02 ± 0.01 (see last Section), we add δi,j(0.01) 2 to the covariance matrix COV(w)i,j to form COV(w C )i,j, the covariance matrix for w C (r θ ) = w(r θ ) + C. Fitting the vector w C , the best-fit amplitude at 1h −1 Mpc and power-law slope of the cross-correlation are, respectively, Aag = 0.143 ± 0.012, βag = −0.893 ± 0.043.
Luminous red galaxy auto-correlation
The LRG-LRG auto-correlation wgg is represented by the grey/red triangles in Fig. 3 . Since our goal is to measure the ratio wag/wgg, we are forced to use the same estimator for wgg as wag, namely
where GG is the observed number of galaxy-galaxy pairs between r θ − dr/2 and r θ + dr/2 and GR is the number of galaxyrandom galaxy pairs, computed as before. Again, r θ is in units of co-moving Mpc. The errors and the covariance matrix for wgg are computed using N jack = 10 jackknife realisations, as before. Using the covariance matrix to w 
The conversion of the amplitude, Agg, to the co-moving correlation length, r0,gg, depends on having precise knowledge of the true redshift distribution, N (z), of the LRG sample. The observed distribution is a convolution of the true distribution and the photometric redshift errors. Deconvolving these to find the true distribution is difficult (e.g. Padmanabhan et al. 2005) and is beyond the goal of this paper. However, we note that over a redshift range similar to ours (z = 0.3-0.9), Brown et al. (2003) showed that red (BW − R > 1.44) 1 galaxies in the NOAO deep wide survey have a correlation length of r0 = 6.3 ± 0.5h −1 Mpc, for galaxies in the luminosity range −21.5 < MR < −20.5. At the mean redshift of our sample, z = 0.5, such clustering is consistent with halomasses of 1 × 10 13 M⊙ using the bias prescription of Mo & White (2002) . Brown et al. showed that the correlation length rapidly increases to r0,gg = 11.2h
−1 Mpc at MR = −22. Our sample has a mean luminosity of Mr⋆ ≃ −21.5, which is consistent with r0,gg = 8h −1 Mpc, and a halo-mass slightly higher: MLRG = 2-4 × 10 13 M⊙. Since we will see that the systematic errors in our final results are of the same order as the statistical errors, we hereafter assume 2 that MLRG = 3×10 13 M⊙ and treat the uncertainty in its value as an additional source of systematic errors. This is discussed further in Section 4.5.
Is the cross-correlation signal really due to the absorbers?
In order to verify that the signal of the cross-correlation is solely due to the Mg II absorbers, we repeat our cross-correlation measurement adding an artificial offset z offset to the absorber redshift z abs , with z offset ranging from −0.25 to +0.25. Here, we fit the cross-correlation wag(r θ ) using the modelŵ(r θ ) = A (r β − 0.02/0.15) in order to account for the fact that as A tends to zero, so does the integral constraint C. The slope β is kept fixed at β = −0.89. Figure 4 shows the amplitude of the Mg II-LRG crosscorrelation Aag as a function of the artificial redshift offset z offset . Because the amplitude vanishes when |z offset | is increased, this figure shows that the Mg II-LRG cross-correlation signal in Fig. 3 and in is solely due to the Mg II absorbers.
Given that Csabai et al. (2003) showed that the LRG photometric redshifts have a typical uncertainty of σz = 0.05-0.1, we convolved our top-hat redshift selection function of width ∆z = 0.1 with a Lorentzian with FWHM = 2.35 σz, representing the typical photometric redshift uncertainty with an underlying population of 'outliers'. The solid line in Fig. 4 shows the result of the convolution with σz = 0.075. The data points in this figure might indicate that the photometric redshifts are slightly over-estimated. In fact, Padmanabhan et al. (2005) showed that at redshifts z > 0.4, photometric redshifts are slightly over-estimated by 5 per cent, i.e. a redshift correction of 0.025 at the mean redshift of our sample. The dotted line shows the shifted curve. We emphasize that this will not affect our results since we measure wag/wgg, which has no dependence on the redshift distribution of the galaxies.
The error bars in Fig. 4 increase strongly with increasing z offset . This is due to our redshift selection function shown in Fig. 2 : as a positive offset is added, far fewer galaxies are selected and the signal-to-noise ratio decreases since the number of galaxies directly drives the number of absorber-galaxy pairs.
The relative amplitude wag/wgg
In order to measure the Mg II-LRG bias-ratio [from equations (8) & (9)], one needs to use (i) the scales where the bias b(M ) dominates (i.e. where the correlation arises from 2 different haloes) and (ii) the same power-law slope, β, in order to compare the amplitudes of wag and wgg. The first point requires that we use only scales r θ > 1 h −1 Mpc, as numerous papers (both on simulations and on SDSS data) have shown that the correlations below these scales are dominated by the single-halo correlation between the central galaxy and its satellites (e.g. Berlind et al. 2003; Zehavi et al. 2004 ). The auto-correlation of z = 0 SDSS galaxies shows a break at 1 h −1 Mpc where the transition between the single-and the two-halo terms occur. Point (ii) is easily achieved by usingŵgg (Section 4.2) as a template to constrain the relative amplitude of wag:
where a is the amplitude ratio. Figure 5 shows the auto-and cross-correlation on scales larger than r θ > 1 h −1 Mpc. We find that the best relative amplitude is a = 0.808 ± 0.096 . The bias-ratio is independent of the redshift width selection. As a consequence, the ratio of the amplitude of the cross-correlation to that of the auto-correlation is free of systematics from contaminants (stars or interloping galaxies). Bottom: The amplitude Aag of the cross-correlation wag decreases as the redshift slice selection increases, as expected. The vertical dashed line shows ∆z = 0.1, the selection adopted here [equation (6)]. Both panels were computed in the r θ > 1 Mpc regime as in Fig. 3 .
As we emphasized in and pointed out in Section 4.1, the same galaxies are used to calculate wag and wgg. Therefore, the relative amplitude, a, is free of systematics from contaminants (stars or interloping galaxies). This is demonstrated in Fig. 6 . The top panel shows a as a function of the width ∆z of the redshift slice. As one increases ∆z up to 0.2 (≃ 400 Mpc), i.e. as one increases the number of foreground and background galaxies, the amplitude ratio is independent of that choice. The bottom panel shows that the amplitude of wag, Aag, decreases with increasing redshift width, as one would expect [equation (12)]. However, Aag does not follow the 1/∆z behaviour predicted [Bouché et al. 2005 and equations (11) & (12) ]. This is easily explained given that ∆z is a selection criteria upon photometric redshifts: doubling ∆z does not mean we doubled the width of the (true) redshift distribution since the finite uncertainty in the photometric redshifts, σz, is comparable to ∆z.
As noted in Section 4.1, the bias-ratio b Mg II /bLRG is equal to a in the case of a top-hat redshift distribution N (z). However, given the uncertainties in the photometric redshifts, our LRG sample is distributed around the absorber redshifts in a Gaussian manner. In and Bouché et al. (2005) , we showed that, in the case of a Gaussian redshift distribution, the amplitude of the Mg II-LRG cross-correlation relative to that of the LRG-LRG auto-correlation, a, is overestimated by 25 ± 10 per cent. This correction factor was determined using (i) numerical integrations and (ii) mock catalogues (from the GIF2 collaboration, Gao et al. 2005 ) made of galaxies that had a redshift uncertainty equal to the slice width, ∆z, as in the case of our LRG sample. Thus, the bias-ratio 
or 0.65 ± 0.09 after adding the uncertainties in quadrature. For comparison, in , we used 212 Mg II absorbers and ∼ 20, 000 LRGs selected in SDSS/DR1 and found that the amplitude ratio was 0.67 ± 0.09. This bias measurement is entirely consistent with the results of Bergeron & Boissé (1991) and Steidel et al. (1994) who found that Mg II absorbers with W λ2796 r 0.3Å are on average associated with late-type ∼ 0.7L * B galaxies, since the expected amplitude ratio between early and late type galaxies is ∼ 0.70 (see ). In addition, the auto-correlation of late-type galaxies has a shallower power-law slope than that of red early-type galaxies (e.g. Madgwick & et al., 2003; Collister & Lahav 2005) , a behaviour recovered in our cross-correlation wag measurement in Fig. 3. 
Halo-masses of Mg II absorbers
As already mentioned, in the context of hierarchical galaxy formation, equations (8) & (9) imply that equation (22) can be used to infer the halo-mass of the Mg II absorbers provided that the mass of LRGs is known, which is the case here, as described in Section 4.2.
However, the transformation of equation (22) 
is the appropriate mass distribution [normalized such that p(M ) d log M = 1] and b(M ) is the bias of haloes of a given mass M , shown in Fig. 7 . In the case of the LRGs, p(M ) is given by the halo mass function n(M ). Unfortunately, the distribution p(M ) ≡ dn/dz/d log M for the Mg II absorbers is unknown.
As discussed in Bouché et al. (2005) , this issue may be alleviated by expanding b(M ) to first order over a restricted mass range, i.e., b(M ) = b0 + b1 log M . The mean bias b is then given by
where log M is the first moment of the distribution p(M ). For example, the mean bias of the Mg II absorbers is b evaluated at the mean halo-mass, i.e. b Mg II = b( log M h ), where <> is the average using the appropriate mass distribution p(M ). Since the coefficients b0 & b1 can be obtained from the bias function b(M ), the distribution p(M ) need not to be known. The thick dashed line in Fig. 7 shows the linear fit to b(M ) over ∼ 1.4 dex. Provided that the mass range of interest is small ( 1 dex), this approximation is valid. Using this linear fit to b(M ), our bias-ratio measurement equation (22) regardless of the actual p(M ) distributions. An additional source of systematic error is the mass of LRGs, which has been assumed to be ∼ 3×10 13 M⊙. Given that the uncertainty in the correlation length r0,gg is of the order of ∼ 1 Mpc at most (Section 4.2), we find that the uncertainty in the LRG halo-mass is +0.21 −0.25 dex. This implies that the additional systematic uncertainty in the absorber halo-mass is +0.14 −0.16 dex. By adding this additional systematic uncertainty in quadrature, we find that the mean halo-mass of Mg II absorbers is (with 1-σ uncertainties):
log M h (M⊙) = 11.94 ± 0.31(stat)
Adding the statistical and systematic errors in quadrature gives log M h (M⊙) = 11.94
+0.39
−0.40 . Is this mass scale ∼ 10 12 M⊙ consistent with the incidence probability of Mg II absorbers? In other words, are there too many (or too few) such haloes in a ΛCDM universe? The incidence probability of Mg II absorbers, dN /dz, is given by the volume numberdensity of haloes, n, times the co-moving cross-section, σco:
where the cross-section σco = πR 2 phys (1 + z abs ) 2 for R phys the radius of the cross-section in physical units. Since R phys is ∼40 h −1 kpc (Steidel 1995) and the number density of haloes of mass M = 10 12 M⊙ is n = 10 12 M⊙ haloes to account for the observed incidence probability. 
Are Wr and Mh anti-correlated?
We searched for possible correlations between the halo-masses of our 1806 Mg II absorbers and various parameters of our survey such as the absorber redshift z abs , the quasar redshift zqso, Mg II equivalent width, signal-to-noise of the SDSS spectra, W λ2796 r , the quasar magnitude and the quasar colours. We did not find any significant correlation with these parameters except for the equivalent width, W λ2796 r . Our DR1 sample ) already showed tentative evidence that the cross-correlation had a slightly smaller amplitude for higher equivalent width absorbers. Here we significantly strengthen that evidence.
Figure 8(left) shows the bias-ratio b Mg II /bLRG for subsamples in 4 equivalent width bins of equal width except for the last bin which is twice as large in order to have enough statistics. This figure shows that the bias-ratio, and therefore the halo-mass, is anti-correlated with W λ2796 r . We also divided our sample into 3 sub-samples of 602 absorbers. Table 3 lists the halo-masses for each W λ2796 r bin and shows that the anti-correlation is robust under different binning. The bias-ratio in this figure is computed from the ratio of the Mg II-LRG cross-correlation to the LRG-LRG autocorrelation measured on large scales (1-13 h −1 Mpc) as in Section 4.4. In other words, the anti-correlation shown in Fig. 8 has nothing to do with 'Mg II absorbers in the haloes of LRGs', since the haloes of LRGs are much smaller than the scales probed by our clustering.
Figure 8(right) shows the halo-mass inferred for each of the 4 bins used in the left plot. In converting bias-ratio to halo-mass, we used the same method outlined in Section 4.5. However, since the bias-ratio in Fig. 8(left) corresponds to a larger mass range than in Section 4.5, we adopted the dotted line shown in Fig. 7 as a linear approximation to the bias function [equation (23)]. This approximation is naturally poorer than for our mass estimate for the entire sample [equation (24)]. Of course, equation (23) can be expanded to the second order, but it would include the second moment (log M ) 2 of the distribution p(M ), which is unknown.
Quantitatively, we find that absorbers with W λ2796 anti-correlation in Fig. 8 has important implications. If Mg II clouds were virialized entities in the gaseous haloes of the host-galaxies, one would expect that the velocity spread of Mg II systems would be proportional to the mass of the host galaxies. At equivalent widths W λ2796 r 0.3Å, the Mg II transitions of the sub-components are saturated and so W λ2796 r strongly correlates with the velocity spread (∆v) of the absorber (e.g. Ellison 2006 ). This velocity range for strong Mg II systems covers the range 50-400 km s −1 . If the individual clouds are virialized in the halo of the host-galaxies, ∆v ought to be related to the velocity dispersion of the gaseous halo and to the mass of the host galaxy. Therefore, the M h -W λ2796 r anti-correlation shows that most strong Mg II absorbers are not virialized in the gaseous haloes of their host-galaxies.
In fact, it is often tacitly assumed in the literature that M h and ∆v (as traced by W λ2796 r ) should be positively correlated and so the M h -W λ2796 r anti-correlation in Fig. 8 may seem surprising at first. In the next Section, we show that this auto-correlation is compatible with numerous past results in the literature. Moreover, those past results actually seem to require a M h -W λ2796 r anti-correlation, independent of our new results.
Recently, Prochter et al. (2005) used the redshift evolution of dN /dz and simple cross-section arguments to infer rough estimates of the halo-mass of Mg II absorbers. Their conclusions are similar to ours: absorbers with large equivalent width, W λ2796 r 1.8Å, were found to be more likely associated with M h < M⋆ haloes, not with massive M⋆ ∼ 10 12 M⊙ haloes.
DO PAST RESULTS REQUIRE A Mh-W
λ2796 r
ANTI-CORRELATION?
In this Section, we study the incidence probability of absorbers in more detail. Specifically, we use two arguments to show that a M h -W λ2796 r anti-correlation is already required by past results, i.e. regardless of our cross-correlation results. In Section 5.1, we show that the cross-section-luminosity relationship combined with the cross-section-equivalent width relationship require an anticorrelation between luminosity and equivalent width. In Section 5.2, we show that the cross-section-luminosity relationship, the observed incident probability (d 2 N/dz/dWr) and any plausible hostgalaxy luminosity function (LF) together require an anti-correlation between luminosity and equivalent width. We also show that the slope of the expected anti-correlation is completely consistent with our new result in Fig. 8 .
The starting point for the discussions below is the incidence equation, equation (25), but in its integral form:
where d 2 N /d logM/dV is the number of haloes (or galaxies) per unit volume per unit mass (or luminosity). In addition, a covering factor C f should be included in the right-hand side of this equation since observations imply that it may be less than unity: Tripp & Bowen (2005) studied close galaxy-QSO pairs and found that ∼50 per cent of galaxies do not produce any Mg II absorption down to 0.3Å, indicating that the mean covering factor for our sample is C f ∼ 0.5. We note that C f is likely to depend on the size of the host galaxy and therefore its mass, a complication that we ignore here.
For the past two decades, the main problem in solving equation (26) for the cross-section σco was that one had to perform the integrals of the left-hand side over a range of W λ2796 r and the righthand side over a range of mass M (or luminosity L), ignoring any possible -and probably quite strong -dependence of W λ2796 r on L or M . We will show in the next two sub-sections that the M h -W λ2796 r anti-correlation is required (independently of our crosscorrelation results).
We first show (in Section 5.1) that a M h -W λ2796 r relationship is required from the following simple arguments. Observationally, for a given bin in W λ2796 r , there is a maximum impact parameter, R phys , that defines the cross-section, σ. The radius of the crosssection depends on the luminosity of the host galaxy, R phys ∝ L β , i.e. the cross-section is a function of mass or luminosity. Since there is a relationship between W λ2796 r and R phys and between R phys and L, there is a relationship between W λ2796 r and M h (or L). Section 5.1 shows that the two physical parameters should be anti-correlated. Section 5.2 arrives at the same conclusion based on different arguments which make one assumption, namely that the relationship between log M h and W λ2796 r is linear.
The cross-section distributions require a Mh-W
anti-correlation
Here, we investigate the existence of a luminosity (or mass)-W λ2796 r relationship and whether the two parameters should be correlated or anti-correlated given the observed distribution of Mg II absorbers in the cross-section-equivalent width plane and the dependence of the cross-section on luminosity (Steidel 1995) .
The radius of the cross-section, R phys , decreases steeply with increasing W λ2796 r : Lanzetta & Bowen (1990) and Steidel (1995) (their figure 3) showed that the host-galaxies of absorbers with > 2Å do not exist at large impact parameters. Figure 9 reproduces these results. The data points show the impact parameters ρ (in physical units) of the Mg II host galaxies from the samples of Bergeron & Boissé (1991) (filled triangle), Steidel (1995) (open squares) and Kacprzak et al. (2006) (open triangles) for absorbers with W λ2796 r > 0.3Å. The solid squares represent the 44 hostgalaxies that we have identified in the SDSS/DR3 imaging data with |z abs − z phot | < 0.05 and which were within 100 kpc (comoving) of the QSO line-of-sight. This sample is truncated at an impact parameter ρ 20 h −1 kpc (physical; ∼3 ′′ ) due to the large point-spread function of SDSS. It is clear that the data points do not fill the upper right side of the plot. More precisely, at increasing equivalent width, the maximum impact parameter -which defines the radius R phys of the cross-section -decreases. This dependence can be roughly parametrized as Wr(R phys ) ≃ −3 log[R phys ] + K as represented by the solid line in Fig. 9 .
In addition, a relationship between between R phys and luminosity L also exists: Steidel (1995) found that R phys slightly increases with luminosity:
β , with β ≃ 0.2. Thus, the simple observational results that there are relationships between Wr & R phys and between
We emphasize that this L-W λ2796 r relationship does not mean that there is a direct correspondence between mass and equivalent width on a galaxy-by-galaxy basis. This relationship simply means that on average a sample with a well-defined W λ2796 r (e.g. a bin of W λ2796 r ) will have a well-defined and predictable mean mass (or luminosity). More specifically, for a sample of absorbers selected in a bin of W λ2796 r , the host galaxy will have an impact parameter less than R phys , and a mean mass M h . One should not interpret the distribution in W λ2796 r as being entirely due to the distribution in halo mass (or in galaxy luminosity).
Finally, if one combines the observed cross-sectionequivalent width relation (Fig. 9) with this cross-sectionluminosity relation one finds that W phys r (log LK ) ∝ −3β log LK ≃ −0.6 log LK , i.e. log LK ∝ 1 −3β
Wr ≃ −1.6Wr. In other words, the cross-section as a function of luminosity and as a function of equivalent width together require that Wr (therefore ∆v) and luminosity (or mass) be anti-correlated.
The incidence probability requires a Mh-W
anti-correlation
Since we have established the existence of a M h -W λ2796 r relationship, the right-hand side of equation (26) can be rewritten as
By differentiation of both sides of equation (26), it follows that
is the Jacobian of the transformation between Wr and M . We will assume that the relationship between Wr and M is linear, i.e.
for all x then F = G and their derivatives are also equal, f (a) = g(a). An independent way to show the existence of a L-Wr anticorrelation makes use of equation (27) in terms of luminosity:
where d 2 N /dV /d logL is simply the LF in logarithmic form, φ(L)L ln(10). The differential incidence probability, d
2 N/dz/dWr, is now well constrained observationally thanks to the large SDSS database (e.g. Nestor et al. 2005; Prochter et al. 2005) .
For
, where α is the faint-end power-law slope of the LF. Equation (28) then implies that
using σco(L) ∝ L 2β from Steidel (1995) . In addition, Nestor et al. (2005) showed that d 2 N/dz/dWr is an exponential, i.e.
where W * is the exponential scale length. Quantitatively, from equations (29) and (30), the expected slope of the L-Wr anti-correlation is
≃ −1.8 for α = −1.0, or ≃ −0.8 for α = −0.5, since Nestor et al. (2005) showed that W * ∼ 0.6 in the redshift range z ∼ 0.5 of our survey, and Steidel (1995) showed that β = 0.2 . Therefore, equations (29) and (30) imply that Wr and log L (or log M , using a constant M/L) must be anti-correlated as long as 1 + α + 2β > 0, i.e. α > −1.4 for β = 0.2. Most plausible LFs easily satisfy this condition.
The B-band LF of Mg II absorbers was constrained by Steidel et al. (1995) and is known to be bell-shaped, with α shallower than −1 (figure 4 of Steidel 1995). The K-band LF of Mg II is likely to be closer to a mass function. Figure 10 reproduces the absorber K-band luminosity function of Steidel (1995) . The error bars are uniform and represent the average uncertainties. The solid line represents a Schechter function with α = −1, as observed for the z = 0 K-band field-galaxy LF (Kochanek et al. 2001; Bell et al. 2003) . Steidel (1995) argued that the host-galaxy K-band luminosity function is similar to the K-band field-galaxy LF. The dashed line represents a Schechter function with α = −0.5 and is an equally good match to the data.
One can go a step further and 'predict' the M h -W λ2796 r relationship using the mass-to-light ratio. Since the faint-end slope of the mass function of haloes (e.g. Mo & White 2002 ) is steeper than that of galaxies, the halo mass-to-light ratio, M h /L, decreases with increasing L (see Shankar et al. 2006 , and references therein). Parametrizing M h /L as L q (with q 0), one finds that the expected slope of the M h -W λ2796 r relationship is: Our conclusion from this exercise is that any plausible LF, combined with d 2 N/dz/dWr (e.g Nestor et al. 2005) and with the observed R phys (LK) relation (Steidel 1995 
anti-correlation is required from past results, we can perform a simple consistency check as follows. We use the series of relationships shown in Fig. 11(left) and the halomass function, n(M h ) ≡ dN /dV /d log M , from Mo & White (2002) in equation (27) to predict the radius R phys of the cross-section as a function of equivalent width, R phys (W λ2796 r ), that is required by the incidence distribution d 2 N/dz/dWr of Nestor et al. (2005) . The result is shown in Fig. 11(right) for each of the relationships on the left plot. The data points are as in Fig. 9 .
Thus, we have shown with two different arguments (in Sections 5.1 & 5.2) that a positive M h -W λ2796 r correlation is not consistent with the impact parameter distribution (ρ-W λ2796 r ) of current Mg II samples. This conclusion is completely independent of our clustering results presented in Section 4. One can turn these arguments around and state that the anti-correlation between W λ2796 r and maximum impact parameter (Fig. 9) is a natural outcome of the M h -W λ2796 r anti-correlation in Fig. 8 .
PHYSICAL INTERPRETATION
The M h -W λ2796 r anti-correlation has a direct and important consequence: As described in the introduction, if the individual subcomponents or clouds of strong Mg II systems were virialized within the host-galaxy halo, the velocity spread ∆v (as traced by W . Thus, both our cross-correlation results and the arguments presented in Section 5 show that the Mg II clouds are not virialized in the gaseous haloes of the host-galaxies, in the sense that the velocity spread ∆v (as traced by W λ2796 r ) of the sub-components is not proportional to halo mass.
We now turn towards a physical interpretation of our results. In particular, can we put constraints on the competing models for Mg II absorbers?
Basic Mg II cloud properties
In a few cases the physical properties (sizes, densities etc.) of the individual components of Mg II systems with W λ2796 r > 0.3Å have been constrained from photo-ionization modelling. For instance, Ding et al. (2003) and Masiero et al. (2005) found that individual Mg II velocity components (or clouds) of systems with W and, therefore, typical sizes of s = 10-1000 pc, close to the direct size measurements of Rauch et al. (2002) using lensed QSOs. For a warm (T ∼ 10 4 K) cloud of size s = 100 pc and nH = 0.01 cm −3 , the sound crossing time is ∼ 10 7 yr, and the cooling time-scale is k T /[nΛ(T )] ∼ 10 6 yr since the cooling function Λ(T ) ≃ 10 −22 erg cm 3 s −1 at T = 10 4 K (Sutherland & Dopita 1993) . The same ionization studies indicate that the associated Mg I components are denser (nH 10 cm −3 ) but very small, only 0.01-0.1 pc. This supports the view in which the clouds would condense out of the hot gas.
For such warm clouds embedded in a hot (T ∼ 10 6 K) ionized medium, the evaporation time scale is > 10 7 yr . They are stable against gravity because their Jeans lengths are much larger than the cloud sizes, but they would be destroyed by shocks in s/v shock ∼ 1 Myr for a shock velocity v shock of 100 km s −1 (Klein et al. 1994 ).
HVCs and Mg II clouds
The properties of the Galactic high-velocity clouds (HVCs) -their H I column densities, sizes, densities etc. -are akin to those of Lyman limit and Mg II absorbers (e.g. Charlton et al. 2000; Zwaan & Briggs 2000) . For instance, Richter et al. (2005) studied the Galactic gaseous halo in high-resolution spectra towards one line-of-sight (PKS 1448−232) and detected low column density, high-velocity Ca II (NCaII ∼ 10 11-12 cm −2 ) and Na I D (NNaI ∼ 10 11 cm −2 ) absorption at vLSR ≃ −150 km s −1 with Doppler widths of 4-8 km s −1 . This is very similar to typical values for Mg II absorbers . Their follow-up VLA 21-cm studies unveiled several high-velocity H I clumps at peak column densities NHI ∼ 10 19 cm −2 near the QSO line-ofsight. The sight-line seems to have intercepted the outer part of one of the clumps. Assuming a distance of 4-12 h −1 kpc, the density of this clump is nH ≃ 0.1 cm −3 , similar to that inferred for Mg II clouds by Ding et al. (2003) . Because 8 of 13 sight-lines have similar high-velocity Ca II clouds, Richter et al. (2005) concluded that the covering factor of such low column density gas must be large. Based on this they argued that if such clumps are typical for haloes of quiescent spiral galaxies, such low column density clouds should contribute significantly to the population of Mg II absorbers and Lyman limit systems. In a starburst environment these clouds may be either more numerous and/or have larger column densities. Towards the Andromeda galaxy (M31), Thilker et al. (2004) reported a population of faint H I clouds detected directly with the Green Bank Telescope (GBT). Follow-up studies by Westmeier et al. (2005) using the Westerbork telescope clearly show that the clouds have typical sizes of ∼ 1 kpc, H I column densities of 10 19-20 cm −2 , densities nH ∼ 10 −2 cm −3 , H I line widths of ∼ 20 km s −1 and velocity gradients of several km s −1 . The H I mass of these clouds is then ∼ 3 × 10 5 M⊙. Thus, the properties of HVCs are very close to those inferred for Mg II clouds from photo-ionization studies discussed in Section 6.1 (see also the recent analysis of Fox et al. 2005 ).
Finding the right model
There are three main hypotheses that could describe Mg II absorbers. The first assumes that QSO sight-lines probe galactic gaseous disks and, therefore, the interstellar medium of the hostgalaxies. The second assumes that each QSO sight-line probes gaseous haloes of galaxies where the gas originates from the filaments, falls into the galactic potential well and eventually cools onto a rotationally supported disk. The third hypothesis places the Mg II absorbing gas in the same gaseous halo, but the gas comes from outflows driven by the large number of supernovae in starbursts. This last hypothesis has long been used to model the HVCs in the context of a 'galactic fountain' scenario in a multi-phase medium (e.g. Shapiro & Field 1976; Wolfire et al. 1995) .
The disk model predicts a strong dependence of W The evolution of the Mg II incidence probability is observed to strongly mimic the evolution of the star formation rate density (SFRD) with redshift, as pointed out by Prochter et al. (2005) and also Misawa et al. (2005) . Indeed, removing the cosmological dependence (i.e. dr/dz) from the incidence probability, dN /dz, in equation (27) leads to the line-density of absorbers per co-moving Mpc, dN /dX ≡ n(M ) σco. This line-density shows a decline at z < 1, just like the SFRD, and both dN /dX and the SFRD are approximately constant from z ∼ 3 to z = 1. The decline of dN /dX can only be explained by a decrease in the cross-section, σco, with time since the number density of haloes, n(M ), increases with time for all masses. From these arguments, Prochter et al. (2005) concluded that "the processes responsible for strong Mg II absorbers are turning off at z ∼ 1". This behaviour is natural within a starburst scenario where Mg II absorbers are directly related to supernovae-driven winds.
Regarding the in-fall hypothesis, Mo & Miralda-Escudé (1996) produced a model for Lyman limit systems, Mg II and C IV absorbers in a CDM cosmology. This model consists of a two phase medium for the gaseous halo. In the context of galaxy formation in dark matter haloes (e.g. White & Rees 1978; White & Frenk 1991) , the initial gas in a galaxy (either at the time of collapse or through accretion) is shocked at around the virial radius. A halo of hot gas (T ∼ 10 6 K) is formed which has a temperature close to the halo virial temperature since it is in an approximate hydrostatic equilibrium with the dark matter. Due to cooling from thermal instabilities and inhomogeneities, a warm phase (T ∼ 10 4 K) will form, comprising photo-ionized clouds confined by the pressure of the hot phase, while accreting onto the galactic central region.
As a consequence, in this inflow picture the photo-ionized clouds will be approximately virialized in the gaseous halo. Mo & Miralda-Escudé (1996) argued that the terminal velocity of these clouds will be close to the virial velocity for haloes with Vc < 250 km s −1 . In this scenario, the velocity spread of the gas ∆v (as measured by W λ2796 r ) would be related to the virial velocity and therefore its halo-mass. Thus, we view the observed M h -W λ2796 r anti-correlation as strong evidence against this inflow picture. Furthermore, more massive (and larger) galaxies with large W λ2796 r would be seen at large impact parameters, contrary to the observations of Lanzetta & Bowen (1990) and Steidel et al. (1995) .
There is one main caveat to this conclusion. The in-fall model of Mo & Miralda-Escudé (1996) , possibly reflecting two different physical origins.
Another possible caveat is the recent realisation that, for low mass galaxies, a significant fraction of the gas accretion occurs without the initial shock heating because the cooling time is very short, i.e. the gas remains warm (T ∼ 10 4 K) as it moves from the intergalactic medium to the central parts of galaxies. For this reason, it is often referred to as the 'cold mode' of gas accretion (e.g. Birnboim & Dekel 2003; Kereš et al. 2005) . In this context, the clouds will not be virialized, but the terminal velocity should still be related to the halo-mass. Maller & Bullock (2004) extended the arguments of Mo & Miralda-Escudé (1996) to include multi-phase cooling since the hot gas in galactic haloes is thermally unstable (see also discussion in Section 6.1). This multi-phase cooling scenario allows the survival of a hot gas core and naturally gives rise to the formation of ∼ 10 4 K clouds, each of mass ∼ 10 6 M⊙, which are pressure-confined by the hot halo. The main conclusion of this model relevant to our work is that this multi-phase treatment naturally explains the properties of Mg II clouds and HVCs: the unstable hot gas produces warm clouds of mass ∼ 10 6 M⊙ which are stabilized by the pressure of the surrounding hot gas. In this model, the maximum distance or impact parameter for warm clouds (HVCs) is set by the the 'cooling radius', which is ∼ 100 kpc for a Milky Way size halo. This model differs from the one of Sternberg et al. (2002) in that the self-gravity plays a negligible role and no dark matter is required. Sternberg et al. (2002) modelled the HVCs as multi-phase (warm-ionized and cold-neutral) pressure-confined cloud, each belonging to a 'mini-halo' made of dark matter. In this model, the dark matter in the mini-haloes provide the extra pressure in the core of the clouds required to allow for the formation of a cold medium. The warm phase of the HVCs is confined by the ambient pressure provided by the hot (T ∼ 10 6 K) ionized gas of the halo. This hot gas is in hydro-static equilibrium with the dark-matter of the host galaxy and determines the pressure profile of a galaxy. Given the observed velocity widths (10-20 km s −1 ), Sternberg et al. (2002) determined that the pressure of this hot-gas must be P/k > 50 cm −3 K to keep the warm phase of the clouds bound. In the Milky Way, the pressure of the hot halo is above 50 cm −3 K out to 150-200 h −1 kpc, i.e. almost to the virial radius. , as a function of impact parameter, ρ, as in Fig. 11(right) . The data points are as in Figs. 9 & 11(right) . The solid line shows one of the model curves from Fig. 11 , the long dashed line. The numbers along the solid line indicate the logarithm of the halo mass in units of M ⊙ ) corresponding to the equivalent width. The dashed line shows the virial radius of such haloes (r 200 ), with the corresponding virial velocity marked. The virial radius is much greater than the cross-section radius, R phys , for absorbers with W λ2796 r > 1.5Å. Therefore, strong Mg II absorbers seem not to fill the haloes of their host-galaxies.
For galaxies with smaller halo-mass (or smaller virial temperature), the central pressure will be reduced and the radius at which P/k reaches 50 cm −3 K will be smaller than the virial radius, at which point the cloud will evaporate.
The fact that no absorbers with large W λ2796 r are found to have host-galaxies at large impact-parameters (i.e. no points to the right of the solid line in Fig. 9 ) clearly tells us something about the characteristic scale where clouds either form or evaporate, and not the size of the halo of the host-galaxy. Indeed, for the halomasses found in Fig. 11(left) one can compare the corresponding virial radii to the ρ-W λ2796 r distribution in Fig. 11(right) , as we show in Figure 12 . The dashed line represents the z = 0.5 virial radius, r200, for the model with α = −0.75 and q = 0 in Fig. 11(left) . The logarithm of the halo-masses (in M⊙) are marked along the solid line. The halo circular velocity, Vc, is marked along the dashed line in km s −1 . This figure clearly shows that r200 is much larger than the cross-section radius (R phys , solid line) for absorbers with W λ2796 r > 1.5Å (or halo-masses M h < 10 11.5 M⊙). In other words, Mg II absorbers do not fill the halo of the hostgalaxy. The radius of the cross-section must then be due to some other physical mechanism. It could be either the pressure threshold discussed by Sternberg et al. (2002) and/or to the cooling radius of Maller & Bullock (2004) .
In the context of super-winds
Local supernovae-driven winds are known to expel ionized gas into their haloes, as traced by Hα, X-rays and certain emis-(iii) this bias-ratio implies that the absorber host-galaxies have a halo-mass of log M h (M⊙) = 11.94 , is significantly anticorrelated with the absorber halo-mass, M h .
The main consequence of point (iv) is that the Mg II clouds are not virialized in the gaseous haloes of the host-galaxy, in the sense that ∆v, the velocity spread of the individual clouds (ranging from 50 to ∼ 400 km s −1 ), does not positively correlate with halo mass. In other words, had the clouds been in virial equilibrium with the halo dark matter distribution, ∆v (as measured by W λ2796 r ) would correlate with the mass of the halo. However, we find the opposite: lower-mass haloes harbour the host-galaxies producing the largest number of individual Mg II clouds spread over the largest velocities.
Since the M h -W λ2796 r
anti-correlation may initially seem surprising, we performed several consistency tests on the method itself and tested the M h -W λ2796 r anti-correlation against numerous past results in the literature. For the galaxy clustering method we have shown that:
• The cross-correlation is solely due to the Mg II absorbers;
• The cross-correlation amplitude decreases when the width of the LRG redshift distribution is increased, as expected;
• The wag/wgg ratio is independent of the LRG redshift distribution, as expected if one uses the same galaxies to calculate both wag and wgg. Therefore, the relative amplitude is free of possible systematic errors caused by contaminants (stars or interloping galaxies).
In checking past results in the literature for consistency with the observed M h -W λ2796 r anti-correlation we found that:
• When one combines the observed luminosity-and W λ2796 r -dependence of the cross-section, one finds that luminosity (or mass) and equivalent width must be anti-correlated;
• When one combines the observed luminosity-dependence of the cross-section with the observed incidence probability of strong Mg II absorbers, d
2 N/dz/dWr, one finds that luminosity (or mass) and equivalent width must be anti-correlated for all plausible luminosity functions with faint-end power-law indexes α > −1.4.
In other words, a positive correlation between W λ2796 r and halomass (or virial velocity) -expected if the clouds were virializedis inconsistent with past results. This is independent of the M h -W λ2796 r anti-correlation from the clustering analysis. When one combines the observed M h -W λ2796 r relationship with the observed d 2 N/dz/dWr one predicts a cross-section radius which agrees very well with the distribution of absorber impact parameters observed in previous and current samples.
We interpret our results as a strong indication that a large proportion of strong Mg II absorbers, particularly those with W λ2796 r 2Å, arise in galactic outflows. A conclusion similar was reached by Songaila (2006) for z ∼ 2 C IV absorbers. Supernovaedriven winds drive hot gas out of the galaxy plane, forming cavities if numerous supernova explosions occur in a small region on a similar time-scale. The hot gas breaks out of the disk, forming a hot gaseous corona (traced by high-ions such as C IV and O VI) and may entrain cold, dusty material. Part of this gas cools, forming pressure-confined clouds traced by Mg II which may be the analogs of the HVCs.
This interpretation allows us to make several predictions. Firstly, it provides a natural explanation as to why absorbers with W λ2796 r > 2Å are not observed at large impact parameters. These systems should be physically closer to the host galaxy and also closer in time to more recent and more active star formation. Thus, they ought to have star formation rates typical of star-bursts. The resonance line O[II]λ3727 may also be detectable in stacked SDSS spectra since the host-galaxies of W λ2796 r 2Å absorbers will be very close to the line-of-sight. The detectability of this emission line should be a strong function of W λ2796 r but will also obviously depend on the host-galaxy metallicity. Secondly, the Na I D doublet ought to be detectable in the same stacked spectra. Thirdly, the colours of the stacked light distribution should be a strong function of W λ2796 r . The preliminary results of S. Zibetti (private communication) confirm this last prediction.
