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SPECTRAL REPRESENTATIONS OF NORMAL OPERATORS
IN QUATERNIONIC HILBERT SPACES
VIA INTERTWINING QUATERNIONIC PVMS
RICCARDO GHILONI, VALTER MORETTI, AND ALESSANDRO PEROTTI
Abstract. The possibility of formulating quantum mechanics over quater-
nionic Hilbert spaces can be traced back to von Neumann’s foundational works
in the thirties. The absence of a suitable quaternionic version of spectrum
prevented the full development of the theory. The first rigorous quaternionic
formulation has been started only in 2007 with the definition of the spherical
spectrum of a quaternionic operator based on a quadratic version of resolvent
operator. The relevance of this notion is proved by the existence of a quater-
nionic continuous functional calculus and a theory of quaternionic semigroups
relying upon it. A problem of quaternionic formulation is the description
of composite quantum systems in absence of a natural tensor product due
to non-commutativity of quaternions. A promising tool towards a solution
is a quaternionic projection-valued measure (PVM), making possible a ten-
sor product of quaternionic operators with physical relevance. A notion with
this property, called intertwining quaternionic PVM, is presented here. This
foundational paper aims to investigate the interplay of this new mathematical
object and the spherical spectral features of quaternionic generally unbounded
normal operators. We discover in particular the existence of other spectral no-
tions equivalent to the spherical ones, but based on a standard non-quadratic
notion of resolvent operator.
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1. Introduction
1.1. Physical motivations for intertwining quaternionic PVMs. Quantum
theories can be formulated either in real, complex or quaternionic Hilbert spaces.
This fundamental result has a long history just initiated with von Neumann’s
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mathematical formulation of quantum mechanics [25] in 1932 and ended more than
sixty years later with the celebrated theorem by Sole`r [30], after a crucial result by
Piron [26]. As a matter of fact, the whole physical phenomenology of the testable
elementary YES-NO propositions of a given quantum system is encoded [6, 15]
in the theoretical properties of an abstract orthocomplemented lattice, whose or-
dering relation is the logical implication, which is complete, orthomodular, atomic
and irreducible (in the presence of superselection rules the last requirement may
be relaxed). Although the orthomodularity imposes a weak distributivity, the lat-
tice is non-distributive just in view of non-commutativity of quantum observables
constructed out of the lattice – roughly speaking the Heisenberg principle – and
therefore it does not admit an interpretation in terms of standard Boolean logic
though it was the starting point of the so-called quantum logics [6, 15], after the
first formulation by Birkhoff and von Neumann [7]. Piron [26] established that if
the lattice includes at least four orthogonal minimal elements called atoms (this re-
quirement can be formulated into essentially equivalent different ways), the lattice
is isomorphic to the one of certain subspaces of a generalized vector space H over a
division ring B equipped with a natural notion of involutory anti-isomorphism and
an associated generalized non-singular Hermitian scalar product. Maeda-Maeda
[23] established that orthomodularity fixed these subspaces as the ones which are
orthogonally closed with respect to the said scalar product (i.e., those satisfying
M = (M⊥)⊥). The final step, due to Sole`r [30] and successively improved by
Holland [20] and by Aerts and van Steirteghem [2], concluded this investigation
proving that if the vector space H includes an infinite orthonormal system or it
satisfies some similar requirement, then it must be a true Hilbert space, with B
equal to either R, C or H (the ring of quaternions), no further possibility is per-
mitted. In this case, the lattice of elementary propositions is faithfully represented
by the lattice of closed subspaces of H, the order relation being the standard in-
clusion relation. Equivalently, the lattice is the one of orthogonal projectors. The
Hilbert space H turns out to be separable if the initial quantum lattice is. There is
no chance to get rid of the cases R and H as Varadarajan [33] demonstrated that
all fundamental results on the basic theoretical formulation of quantum mechanics
(like Gleason’s and Wigner’s theorems and the fact that observables are self-adjoint
operators) survive the replacement of C for R and H. The real alternative seems
not to be very interesting with respect to the quaternionic one. Many efforts have
been indeed spent to investigate the differences of the quaternionic version with
respect to the standard formulation in complex Hilbert spaces [1, 12, 14, 21]. How-
ever, this investigation has been performed in absence of a clearly defined notion
of spectrum of a quaternionic (unbounded) operator, and very often making use of
a Dirac bra-ket type formalism, even when that approach is evidently untenable.
There are no doubts that the obtained results are physically meaningful, but their
rigorous mathematical formulation still does not exist. A mathematically sound no-
tion of spectrum of a quaternionic operator, the spherical spectrum, was proposed
quite recently by Colombo, Gentili, Sabadini and Struppa in 2007 [8] (see also the
book [10]). The continuous functional calculus for bounded normal operators in a
quaternionic Hilbert space, which is the first step towards a full-fledged spectral
theory, was founded even more recently by the authors of the present paper in [16].
The development of the related theory of quaternionic groups and semigroups has
been started recently too [5, 9, 18, 19].
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Many theoretical issues remain open for the non-standard formulations of quan-
tum mechanics either in quaternionic and real Hilbert spaces. One is the failure
of the quantum version of Noether theorem. Essentially due to Wigner’s theorem,
continuous symmetries are pictured in terms of strongly continuous one-parameter
groups of unitary operators. Stone theorem says that these groups admit a unique
anti self-adjoint generator. Adopting the complex formulation, any anti self-adjoint
operator S is one-to-one related with a self-adjoint operator iS, thus representing
an observable. This observable is the conserved quantity associated with the contin-
uous symmetry (in Noetherian sense) as soon as the group of symmetries commutes
with the time evolution. Even if in real and quaternionic formulations observables
are described by (generally unbounded) self-adjoint operators, the relation between
anti self-adjoint operators and self-adjoint operators is by no means obvious since,
differently from the complex case, there is no standard imaginary unit. In the
real case, there is no imaginary units at all in the given mathematical structure
and this suggests that physics somehow provides a complex structure restoring
the standard formulation. This motivates the lack of interest in the real formu-
lation of quantum mechanics. In the quaternionic case a plethora of imaginary
units exists given by unitary anti self-adjoint operators commuting with the said
operator S, each leading to different physics [1]. The solution of this intriguing
problem is again expected to have a physical nature: physical laws seem to pick
out a complex structure, possibly in common with all physically meaningful anti
self-adjoint operators. Nevertheless this issue proves that the standard machinery
of spectral theorem for (generally unbounded) self-adjoint operators is not enough
in the quaternionic setting. A more sophisticated tool is necessary to encompass the
self-adjoint and anti self-adjoint cases, but also the unitary case. In other words,
one needs a spectral theorem for unbounded normal operators, which makes use
of the recently constructed mathematical tools related to the notion of spherical
spectrum. The validity of such a version of the spectral theorem was established by
Alpay, Colombo and Kimsey in [4].
Another very important question shows that such a spectral theorem is again not
enough to handle the physics of the quaternionic formulation. It is a long standing
problem the search for a physically sound description of composite quantum systems.
If a system is made of two parts respectively described in two Hilbert spaces, the
composite system is described in a third Hilbert space which contains the two others.
The inclusion must be such to permit the description of quantum entanglement
phenomena. A natural structure allowing it is the Hilbert tensor product of the
two factors. Whereas the tensor product is possible as a standard notion in the real
and complex cases, the noncommutativity of H turns out to be an insurmountable
obstruction for the quaternionic formulation. Barring apparently awkward solutions
which are not based on the tensor product structure, a possible and natural way out
is to equip the vector space with another multiplication law on the opposite side (the
scalar multiplication of ours quaternionic Hilbert spaces is a right multiplication).
Indeed, quaternionic two-sided modules permit the notion of tensor product. The
problem is that Sole`r’s theorem provides just one scalar multiplication rule: the
right-one. The left-one should be somehow imposed by physics in such a way
that the tensor product between all operators of the composite quantum system
representing observables is compatible with the tensor product between the Hilbert
spaces. In other words, such operators have to be linear, not only with respect to
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the initial right scalar multiplication, but also with respect to the new left scalar
multiplication.
Our idea is that, given a physical quantum system described in a quaternionic
Hilbert space H, at least the self-adjoint operators representing observables should
admit an operatorial representation of H commuting with them and with their
spectral measures. In other words, there must exist a left scalar multiplication
H ∋ q 7→ Lq of H (maybe a family of such multiplications), which commutes with
all physically relevant spectral measures. In particular, an element of this left
scalar multiplication could be used to tackle the problem of the complex structure
above mentioned in relation with the quantum version of Noether theorem. The
new left scalar multiplication, together with the original right-one, provides H with
a structure of a two-sided quaternionic Hilbert module, permitting tensor pro-
ducts. As we said above, within this approach, the natural notion of quaternionic
projection-valued measure (qPVM for short), necessary to formulate a possibly
physically useful version of the spectral theorem, has to include a compatible left
scalar multiplication, commuting with all the orthogonal projectors of the measure.
This commutativity implies the linearity of such orthogonal projectors also with
respect to the left scalar multiplication.
The pairs formed by qPVMs and by left scalar multiplications commuting with
them are new mathematical objects we introduce and study here for the first time.
We call such pairs intertwining quaternionic projection-valued measures or simply
iqPVMs for short. The physics involved in this new notion, if any, deserves further
investigation. This foundational paper is instead devoted to investigate just the
mathematical features of the introduced structures which appear to be remarkable
in their own mathematical right, like Theorem E stated below.
1.2. iqPVMs and main results. Fix a quaternionic Hilbert space H with right
scalar multiplication H × H ∋ (u, q) 7→ uq ∈ H. Denote by B(H) the set of all
bounded right H-linear operators T : H→ H, equipped with its natural structure of
real Banach C∗-algebra whose product is the composition and whose ∗-involution
is the adjunction T 7→ T ∗.
The concept of qPVM can be modelled on that of complex PVM. Consider a
second-countable Haudorff space X and its Borel σ-algebra B(X). We call or-
thogonal projector of H an operator T ∈ B(H) which is idempotent TT = T and
self-adjoint T ∗ = T . A qPVM over X in H is a map P : B(X) → B(H), which
assigns to each Borel subset E of X an orthogonal projector P (E) of H in such
a way that P (X) is the identity map I on H, P (E ∩ E′) = P (E)P (E′) for every
E,E′ ∈ B(X) and, given any sequence {En}n∈N of pairwise disjoint Borel subsets
of X , P (
⋃
n∈NEn)u is equal to the sum of the series
∑
n∈N P (En)u for every u ∈ H.
The support of P is the largest closed subset Γ of X such that P (X \ Γ) = 0.
We remind the reader that a left scalar multiplication of H is a highly non-
intrinsic operation depending on the choice of a preferred Hilbert basis N of H.
Given any q ∈ H, one defines the operator Lq ∈ B(H) by requiring that Lqz = zq for
every z ∈ N . The map L : H→ B(H), sending q into Lq, determinates a left scalar
multiplication H× H ∋ (q, u) 7→ qu ∈ H by setting qu := Lqu. For convenience, we
call L itself left scalar multiplication of H. Such a multiplication induces a structure
of quaternionic two-sided Banach C∗-algebra on B(H) by considering the left and
the right scalar multiplications (q, T ) 7→ qT := LqT and (T, q) 7→ Tq := TLq.
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We introduce the new concept of iqPVM over X in H defining it as a pair
P = (P,L), where P is a qPVM over X in H and L is a left scalar multiplication
H ∋ q 7→ Lq of H commuting with P in the sense that P (E)Lq = LqP (E) for every
E ∈ B(X) and for every q ∈ H.
A first striking property of iqPVMs is described by the possibility of defin-
ing the operatorial integral of all H-valued bounded Borel measurable functions
on X , consistently with the quaternionic two-sided Banach C∗-algebra structure
of B(H). If s =
∑n
ℓ=1 SℓχEn is a simple function with Sℓ ∈ H and Eℓ ∈ B(X),
then
∫
X
s dP is defined as the operator ∑nℓ=1 LSℓP (En) in B(H). By a standard
density procedure, this integral extends to all elements of Mb(X,H), the set of H-
valued bounded Borel measurable functions on X . Equip the latter set with the
supremum norm and with its natural pointwise defined structure of quaternionic
two-sided Banach C∗-algebra. The commutativity between P and L implies that
the map Mb(X,H) ∋ ϕ 7→
∫
X
ϕdP ∈ B(H) is a continuous quaternionic two-sided
C∗-algebra homomorphism. It is worth noting that the integral
∫
X ϕdP makes
sense also when ϕ is an arbitrary H-valued function whose restriction to the sup-
port of P is bounded and measurable.
Our first main result is a spectral theorem for bounded normal operators.
Fix an imaginary unit ı in H. Indicate by C+ı the slice half-plane determined
by ı; that is, C+ı := {α+ ıβ ∈ H |α, β ∈ R, β ≥ 0}. For every given normal operator
T ∈ B(H), we prove the existence of an iqPVM P = (P,L) over C+ı in H such that
P has bounded support and T admits the integral representation T =
∫
C
+
ı
id dP ,
where id : C+ı →֒ H denotes the inclusion map. The qPVM P is unique, while
L is not. We stress that this non-uniqueness might have a physical meaning in
the context of composite quaternionic quantum systems, as described above. With
regard to this lack of uniqueness, we are able to give a complete characterization of
all left scalar multiplications L′ of H for which the pair P ′ = (P,L′) is an iqPVM
and T =
∫
C
+
ı
id dP ′. Furthermore, we describe explicitly the relation between the
support of P and the spherical spectrum σS(T ) of T .
Our result can be stated as follows.
Theorem A (Bounded iq Spectral Theorem). Given any normal operator T
in B(H), there exists an iqPVM P = (P,L) over C+ı in H such that
T =
∫
C
+
ı
id dP . (1.1)
The qPVM P is uniquely determined by T on the whole B(C+ı ), while Lq := L(q)
is uniquely determined by T on Ker(T − T ∗)⊥ if q ∈ Cı.
The following additional facts hold.
(1) A left scalar multiplication L defines an iqPVM P = (P,L) satisfying equa-
lity (1.1) if and only if it verifies the next three conditions
• LıT = TLı.
• LT = T ∗L for some imaginary unit  of H with ı = − ı.
• −Lı(T − T ∗) is a positive operator.
(2) The support of P is equal to σS(T ) ∩ C+ı . A point q of C+ı belongs to the
spherical point spectrum σpS(T ) of T if and only if P ({q}) 6= 0. The point
q ∈ C+ı is an element of the continuous spherical spectrum σcS(T ) of T if
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and only if P ({q}) = 0 and P (U) 6= 0 for every open neighborhood U of q
in C+ı . Finally, the residual spherical spectrum σrS(T ) of T is empty.
The proof of this theorem is based on the properties of the above-mentioned
operatorial integral and on the machinery developed in our previous paper on this
topic [16].
In [4, Thm 4.7] the authors prove two versions of formula (1.1), including the
uniqueness of P . The qPVM P and the corresponding integral are constructed
in a completely different way taking advantage of Riesz representation theorem.
Such an integral is complex in nature, in contrast with our whose nature is fully
quaternionic as we have seen above. Actually, an easy verification shows that the
integral defined in [4, Sect. IV] coincides with our integral performed only over Cı-
valued bounded Borel measurable functions. We underline that, in [4], no reference
is made to notions similar to our iqPVMs, and hence to point (1). Also questions
regarding the relation between P and the spherical spectrum of T , as in our point
(2), are not treated in [4].
The case of unitary operators and the one of compact normal operators are
considered in [3] and [17], respectively. Some versions of the spectral theorem
obtained without a clearly defined notion of spectrum can be found in [14, 29, 34].
In the finite-dimensional case, where the spherical spectrum is the set of right
eigenvalues, the spectral theorem for normal operators is well known [22] (see [13]
for an ample exposition and further references).
Our second main result is a spectral quaternionic L2-representation theorem in
the spirit of Dunford and Schwartz [11, Thm X.5.2].
Theorem B (iq Spectral L2-representation). Let T ∈ B(H) be a normal
operator and let P = (P,L) be an iqPVM over C+ı in H satisfying (1.1). Then
there exist a family {να}α∈A of positive σ-additive finite Borel measures over the
support Γ of P and an isometry V : H → ⊕α∈A L2(Γ,H; να) such that, for every
ϕ ∈ Mb(Γ,H), the operator ϕ(T ) :=
∫
C
+
ı
ϕdP is multiplicatively represented by
means of V in the sense that
(V ϕ(T )V −1)(⊕α∈Afα) = ⊕α∈A ϕfα να-a.e. in Γ,
where ϕfα denotes the pointwise product between ϕ and fα. In particular, if Lq :=
L(q) for q ∈ H, then
(V LqV
−1)(⊕α∈Afα) = ⊕α∈A qfα να-a.e. in Γ.
This theorem depends on an algebraic characterization of left scalar multiplica-
tions, which is interesting in its own right. Such a characterization is known to
physicists, but it is used without any proof, see the foundational paper [14]. Here
we give a proof. Equip H with its natural structure of real ∗-algebra induced by the
quaternionic conjugation q 7→ q. The mentioned characterization reads as follows.
Theorem C (algebraic character of left s. m.). A map L : H → B(H) is a
left scalar multiplication of H if and only if it is a real ∗-algebra homomorphism.
The integral
∫
X
ϕdP of a function ϕ ∈Mb(X,H) with respect to a given iqPVM
P = (P,L) can be extended to all possibly unbounded H-valued Borel measurable
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functions on X . This can be done by means of an accurate review of the complex
construction. The extended integral permits to generalize the bounded iq Spectral
Theorem to the unbounded case.
Theorem D (iq Spectral Theorem). Let T : D(T ) → H be a closed normal
operator with dense domain. Then there exists an iqPVM Q = (Q,L) over C+ı in
H such that
T =
∫
C
+
ı
id dQ. (1.2)
The qPVM Q is uniquely determined by T on the whole B(C+ı ), while Lq := L(q)
is uniquely determined by T on Ker(T − T ∗ )⊥ if q ∈ Cı. Points (1) and (2) of
Theorem A continue to hold without changes, except for replacing P for Q.
The proof of this result consists of reducing to the bounded case by means of
a transformation sending unbounded normal operators to bounded normal ones.
The same strategy was used in [4, Thm 6.2] to prove two versions of formula (1.2)
and the uniqueness of Q, under the additional assumption D(T ∗) = D(T ). Instead,
we will find that equality as a by-product of our preceding iq Spectral Theorem.
Also in this situation, the operatorial integral exploited in [4] corresponds to our
integral computed only over possibly unbounded Cı-valued Borel measurable func-
tions.
The iq Spectral Theorem D reveals a completely new, and surprisingly deep,
connection between the spherical spectrum σS(T ) of T , which is defined in terms of
the quadratic operator ∆q(T ) := T
2−T (2Re(q))+I|q|2, and the classical-like notion
of spectrum of T defined by means of any fixed left scalar multiplication associated
with T itself via the mentioned theorem. Given an operator T : D(T ) → H and a
left scalar multiplication L(q) = Lq of H, the left resolvent set ρL(T ) of T w.r.t.
L is the subset of H formed by all quaternions q such that T − Lq : D(T ) → H
is bijective and the resolvent operator Rq(T ) := (T − Lq)−1 is bounded. The left
spectrum σL(T ) of T w.r.t. L is defined by σL(T ) := H \ ρL(T ).
Theorem E (spherical and left spectrum). Let T : D(T ) → H be a closed
normal operator with dense domain and let Q = (Q,L) be an iqPVM over C+ı in
H satisfying (1.2). Then it holds
σL(T ) = σS(T ) ∩ C+ı
and
Rq(T ) =
∫
C
+
ı
(z − q)−1 dQ(z) if q ∈ ρL(T ).
Moreover, if q ∈ C+ı , the following additional facts hold.
• q is a left eigenvalue of T w.r.t. L (i.e. Ker(T −Lq) 6= {0}) if and only if it
is a right eigenvalue of T (i.e. Tu = uq for some u ∈ D(T )\{0}). If u is a
right eigenvector of T associated with q (i.e. Tu = uq, u ∈ D(T )\{0}), then
it is also a left eigenvector of T w.r.t. L associated with q (i.e. Tu = Lqu).
• If Ker(T −Lq) = {0}, then Ran(T −Lq) is dense in H. In other words, the
left residual spectrum of T w.r.t. L is empty, as the spherical residual one.
• q belongs to the left continuous spectrum of T w.r.t. L (i.e. Ker(T −Lq) =
{0} and Rq(T ) is not bounded) if and only if it belongs to the spherical
continuous spectrum of T .
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As a final application of the iq Spectral Theorem D, we establish the existence of
a slice-type decomposition for unbounded closed normal operators. The bounded
case was treated in [16] (though a version of this result for the bounded case already
appeard in the original paper by Teichmu¨ller [32]), see Theorem J and the physical
significance of this kind of decomposition in the introduction of that paper.
Theorem J (the unbounded case). Given any closed normal operator T :
D(T ) → H with dense domain, there exist three operators A : D(A) → H, B :
D(B)→ H and J ∈ B(H) such that
• T = A+ JB,
• A is self-adjoint and B is positive and self-adjoint,
• J is anti self-adjoint and unitary,
• AB = BA, AJ = JA and BJ = JB.
The operators A and B are uniquely determined by T via the formulas A = (T + T ∗)12
and B =
∣∣ (T − T ∗)12 ∣∣. The operator J is determined by T on Ker(T − T ∗ )⊥.
1.3. Structure of the paper. The paper is organized as follows.
In Section 2, we recall some basic notions and results necessary throughout the
paper. We briefly deals with quaternionic Hilbert spaces, their operators and their
complex subspaces, quaternionic two-sided Banach C∗-algebras, spherical spectra,
and slice-type decomposition of bounded normal operators, including an extended
version of the mentioned Theorem J of [16].
In Section 3, we introduce and study the concepts of iqPVM and of operatorial
integral of H-valued bounded Borel measurable functions with respect to an iqPVM.
For short and without loss of generality, we deal with these notions on the second-
countable Hausdorff spaces C+ı only.
Section 4 is devoted to the proof of above Theorems A, B and C in their complete
form. The section includes some elementary, but significant, examples regarding the
bounded iq Spectral Theorem A. Particularly enlightening are the matricial ones.
In Section 5, we introduce and accurately study the concept of operatorial inte-
gral of possibly unbounded H-valued Borel measurable functions on C+ı with respect
to an iqPVM.
In Section 6 we present the proof of the complete version of the iq Spectral
Theorem D (see Theorem 6.6 and Proposition 6.10). We give also some conse-
quences of such a proof, which are of general interest. For example, we show that,
if T : D(T )→ H is a closed normal operator with dense domain, then T ∗ = U∗TU
for some unitary operator U : H → H (observe that this is false in the complex
case), D(T ∗) = D(T ) and Ker(T ) = Ker(T ∗) = Ran(T )⊥.
Section 7 contains the proofs of Theorems E and J in their complete form, and
it includes an explicit matricial example, which shows Theorem E at work.
Acknowledgements. We would like to thank our colleague Igor Khavkine for
his precious advice concerning the relations between composite quantum systems
and tensor product in the quaternionic setting. This work is supported by INFN-
TIFPA, by GNSAGA and GNFM of INdAM, by the grants FIRB “Differential
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2. Preliminaries
In this section, we recall some basic concepts and results concerning functional
analysis over quaternions. For details we refer the reader to [16].
2.1. Quaternionic Hilbert spaces. Let H be the noncommutative real division
algebra of quaternions. Given q = q0+q1i+q2j+q3k ∈ H with q0, q1, q2, q3 ∈ R, we
denote by Re(q) = q0 the real part of q, by Im(q) = q1i+q2j+q3k the imaginary part
of q, by q = q0− q1i− q2j− q3k the conjugate of q and by |q| =
√
q20 + q
2
1 + q
2
2 + q
2
3
the norm of q. The quaternion q is called imaginary unit if q2 = −1 or, equivalently,
if Re(q) = 0 and |q| = 1. Indicate by S the set of all imaginary units of H and by
R+ the set of all non-negative real numbers. For every ı ∈ S, we define the complex
plane Cı := {α+ ıβ ∈ H |α, β ∈ R}.
A quaternionic (right) Hilbert space is an Abelian group (H,+) equipped with a
right scalar multiplication H×H ∋ (u, q) 7→ uq ∈ H and a function H×H ∋ (u, v) 7→
〈u|v〉 ∈ H, called Hermitian quaternionic scalar product of H, having the following
properties:
• (u + v)q = uq + vq, v(p+ q) = vp+ vq, v(pq) = (vp)q, and u1 = u,
• 〈u|vp+ wq〉 = 〈u|v〉p+ 〈u|w〉q, 〈u|v〉 = 〈v|u〉 and 〈u|u〉 ∈ R+
for every p, q ∈ H and for every u, v, w ∈ H, and
• the function ‖ · ‖ : H → R+, defined by setting ‖u‖ := √〈u|u〉, is a norm
making H a real Banach space.
ASSUMPTION 2.1. In what follows, all the quaternionic Hilbert spaces H we
consider will be non-zero; namely, H 6= {0}.
Given a subset N of H, we denote by N⊥ the (right H-linear) subspace of H
consisting of all vectors u such that 〈u|z〉 = 0 for every z ∈ N . Every quaternionic
Hilbert space H has a Hilbert basis; that is, a subset N such that ‖z‖ = 1 if z ∈ N ,
〈z|z′〉 = 0 if z, z′ ∈ N with z 6= z′, andN⊥ = {0}. The latter condition is equivalent
to say that, for every u ∈ H, the series∑z∈N z〈z|u〉 converges absolutely to u in H.
A (right H-linear) operator T : D(T ) → H of H is a map such that T (u+ v) =
T (u) + T (v) and T (up) = T (u)p for every u, v ∈ D(T ) and for every p ∈ H, where
the domain D(T ) of T is a subspace of H. Denote by Ran(T ) the image of T and by
Ker(T ) its kernel T−1(0). Define ‖T ‖ := supu∈D(T )\{0} ‖Tu‖/‖u‖. The operator T
is continuous if and only if it is bounded; that is, ‖T ‖ < +∞. The operator T is
said to be closed if its graph D(T )⊕Ran(T ) is closed in H×H, equipped with the
product topology. If T has a closed operator extension, then T is called closable
and the closure T of T is its smallest closed extension.
Let B(H) be the set of all continuous operators T : H→ H. Such a set becomes a
real Banach algebra with unity if we define its sum as the pointwise sum, its product
as the composition, its real scalar multiplication B(H) × R ∋ (T, r) 7→ Tr ∈ B(H)
as (Tr)(u) := T (u)r if u ∈ H and its unity as the identity map I : H→ H of H.
Let T : D(T ) → H and S : D(S) → H be operators. We write T ⊂ S if
D(T ) ⊂ D(S) and S|D(T ) = T . As usual, T = S if and only if D(T ) = D(S) and
T (u) = S(u) if u ∈ D(T ). The sum T + S : D(T + S) → H and the composition
TS : D(TS)→ H are defined in the standard pointwise way:
• D(T + S) := D(T ) ∩D(S), (T + S)(u) := T (u) + S(u) if u ∈ D(T + S),
• D(TS) := S−1(D(T )), (TS)(u) := T (S(u)) if u ∈ D(TS).
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It is easy to verify that such operations of sum and of composition are associative;
namely, if R : D(R)→ H is another operator, then (T + S) +R = T +(S +R) and
(TS)R = T (SR). Thanks to this fact, as usual, we can write the sum T + S + R
and the composition TSR without the parentheses. In what follows, for simplicity,
we will use the symbols Tu in place of T (u).
Suppose the operator T : D(T ) → H has dense domain. Define the adjoint
T ∗ : D(T ∗)→ H of T by setting
D(T ∗) := {u ∈ H | ∃wu ∈ H with 〈wu|v〉 = 〈u|Tv〉 ∀v ∈ D(T )}
and
〈T ∗u|v〉 = 〈u|Tv〉 ∀v ∈ D(T ), ∀u ∈ D(T ∗).
The operator T is called normal if TT ∗ = T ∗T . Among normal operators, the
ones described by the following definitions are very important: the operator T is
called self-adjoint if T ∗ = T , anti self-adjoint if T ∗ = −T and unitary if D(T ) = H
and TT ∗ = T ∗T = I. The operator T is said to be positive, and we write T ≥ 0,
if 〈u|Tu〉 ∈ R+ for every u ∈ D(T ). A positive operator is also self-adjoint if
D(T ) = H. As in the complex case, if T ∈ B(H) with T ≥ 0, then there exists
a unique operator
√
T ∈ B(H) with √T ≥ 0 such that √T√T = T . We recall
that, given any T ∈ B(H), the operator T ∗ belongs to B(H) and T ∗T is a positive.
In this way, we can define the operator |T | ∈ B(H) by setting |T | := √T ∗T . If
T ∈ B(H) is normal, then it holds:
Ker(T ) = Ker(T ∗) = Ker(|T |) and Ran(T ) = Ran(T ∗) = Ran(|T |). (2.1)
Let us recall the concept of left scalar multiplication of H. Given a Hilbert basis
N of H, we define the left scalar multiplication of H induced by N as the map
LN : H→ B(H) given by
(LN (q))(u) :=
∑
z∈N zq〈z|u〉 if q ∈ H and u ∈ H.
For short, we will often write Lq and qu in place of LN (q) and Lqu, respectively.
The map LN turns out to be a norm-preserving real algebra homomorphism. More
precisely, it holds:
• ‖qu‖ = |q| ‖u‖ and Lq ∈ B(H),
• Lp+q = Lp + Lq, LpLq = Lpq, L1 = I and (Lq)∗ = Lq,
• Lru = ur and Lqz = zq,
• 〈qu|v〉 = 〈u|qv〉
for every u, v ∈ H, p, q ∈ H, r ∈ R and z ∈ N . Given an operator T : D(T ) → H
and a quaternion q ∈ H, one can define the operator qT : D(T )→ H by setting
qT := LqT.
If Lq(D(T )) ⊂ D(T ), one can also define the operator Tq : D(T )→ H by setting
Tq := TLq.
In particular, if T ∈ B(H), then ‖qT ‖ = ‖Tq‖ = |q| ‖T ‖ and hence qT, T q ∈ B(H).
In what follows, by the symbol H ∋ q L7−→ Lq or simply by H ∋ q 7→ Lq, we mean
the left scalar multiplication of H induced by some Hilbert basis of H itself.
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2.2. Quaternionic two-sided Banach C∗-algebras. A quaternionic two-sided
vector space is an Abelian group (V,+) equipped with left and right scalar multi-
plications H× V ∋ (q, u) 7→ qu ∈ V and V ×H ∋ (u, q) 7→ uq ∈ V such that:
• q(u + v) = qu+ qv, (q + p)u = qu+ pu and q(pu) = (qp)u,
• (u + v)q = uq + vq, u(q + p) = uq + up and (up)q = u(pq),
• (qu)p = q(up), u = 1u = u1 and ru = ur
for every u, v ∈ V , q, p ∈ H and r ∈ R. Such a quaternionic two-sided vector space
V becomes a quaternionic two-sided algebra if, in addition, it is equipped with an
associative and distributive product V × V ∋ (u, v) 7→ uv ∈ V such that
• q(uv) = (qu)v and (uv)q = u(vq)
for every u, v ∈ V and q ∈ H. If uv = vu for every u, v ∈ V , then V is called
commutative. Moreover, V is said to be with unity, or unital, if there exists a
(unique) element  of V , the unity of V , such that u = u = u for every u ∈ V .
The quaternionic two-sided algebra V is a quaternionic two-sided Banach C∗-
algebra if, in addition, it is equipped with a norm ‖ · ‖ : V → R+ making it a
real Banach space and with a ∗-involution ∗ : V → V (that is, a map such that
(u∗)∗ = u, (u + v)∗ = u∗ + v∗, (qu)∗ = u∗q, (uq)∗ = qu∗ and (uv)∗ = v∗u∗ if
u, v ∈ V and q ∈ H) having the following properties:
• ‖qu‖ = ‖uq‖ = |q| ‖u‖, ‖uv‖ ≤ ‖u‖ ‖v‖ and ‖u∗u‖ = ‖u‖2
for every u, v ∈ V and q ∈ H.
A ∗-homomorphism φ : V → W between quaternionic two-sided Banach C∗-
algebras is a map such that φ(u+ v) = φ(u)+ψ(v), φ(qu) = qφ(u), φ(uq) = φ(u)q,
φ(uv) = φ(u)φ(v) and φ(u∗) = φ(u)∗ for every u, v ∈ V and q ∈ H. If V and W
are unital, then we require also that φ() = .
Remark 2.2. If in the preceding definition of quaternionic two-sided Banach unital
C∗-algebra, one uses R (or Cı for some fixed ı ∈ S) as set of scalars, then one obtains
the concept of a real (respectively Cı-complex) two-sided Banach unital C
∗-algebra.
Since ru = ur for every u ∈ V and for every r ∈ R, the concept of real two-sided
Banach unital C∗-algebra is equivalent to the usual one of real Banach unital C∗-
algebra. Similarly, complex Banach unital C∗-algebras correspond to two-sided
Cı-Banach unital C
∗-algebras V having the following additional property:
cu = uc for every u ∈ V and for every c ∈ Cı. (2.2)
Since a quaternionic two-sided Banach unital C∗-algebra V is also a real (two-
sided) Banach unital C∗-algebra, we can speak about real Banach unital C∗-
subalgebras of V . If (2.2) is verified, then one can also speak about Cı-Banach
unital C∗-subalgebras of V . 
Example 2.3. (1) Every left scalar multiplication H ∋ q 7→ Lq of H induces a
structure of quaternionic two-sided Banach C∗-algebra with unity on the set B(H).
It suffices to equip B(H) with the pointwise sum, with the left and right scalar
multiplications (q, T ) 7→ qT := LqT and (T, q) 7→ Tq := TLq, with the composition
as product, with the adjunction T 7→ T ∗ as ∗-involution and with the usual norm
(see the preceding subsection). Its unity is the identity map I : H→ H of H.
(2) Given a non-empty set E, the set of bounded H-valued functions on E,
equipped with the pointwise defined operations of sum, of left and right quaternionic
scalar multiplications, of product, of conjugation f(q) := f(q) as ∗-involution and
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with the supremum norm ‖ · ‖∞, is a quaternionic two-sided Banach C∗-algebra,
whose unity is the function constantly equal to 1. 
2.3. Complex subspaces. Let H be a quaternionic Hilbert space, let J ∈ B(H)
be an anti self-adjoint and unitary operator, and let ı ∈ S. Define the subsets HJı+
and HJı− of H by setting
HJı+ := {u ∈ H | Ju = uı} and HJı− := {u ∈ H | Ju = −uı}.
It is not difficult to verify that HJı± 6= {0} and, for every u, v ∈ HJı± and for every
c ∈ Cı, it holds: u + v, uc ∈ HJı± and 〈u|v〉 ∈ Cı. In this way, HJı+ and HJı− inherit
a structure of non-zero complex Hilbert space from H: its sum is the sum of H, its
complex scalar multiplication is the right scalar multiplication of H restricted to Cı
and its Hermitian product coincides with the one of H. These Cı-complex Hilbert
spaces are called complex subspaces HJı+ and H
Jı
− associated with J and ı. Moreover,
if  ∈ S with ı = − ı, then the map HJı+ ∋ u 7→ u ∈ HJı− is a well-defined isometric
Cı-anti-linear isomorphism.
As a Cı-complex (right) vector space, H decomposes as H
Jı
+ ⊕HJı− ; that is, HJı+ ∩
HJı− = {0} and, given any u ∈ H, it holds: u = u++u− with u± := 12 (u∓Juı) ∈ HJı± .
The setB(HJı± ) of all bounded (right) Cı-linear operators on H
Jı
± is a Cı-complex
Banach space if we equip it with the pointwise sum, with the pointwise (right) Cı-
scalar multiplication B(HJı± )× Cı ∋ (T, c) 7→ Tc ∈ B(HJı± ) defined by
(Tc)(u) := T (u)c for every u ∈ HJı±
and with the usual norm ‖T ‖ := supu∈HJı
±
\{0} ‖Tu‖/‖u‖. It is worth observing
that, if T ∈ B(HJı± ) and c ∈ Cı, then Tc is (right) Cı-linear and hence it is a
well-defined element of B(HJı± ), because the algebra Cı is commutative. Indeed, for
every u ∈ B(HJı± ) and for every d ∈ Cı, we have that
(Tc)(ud) = T (ud)c = T (u)dc = T (u)cd = (Tc)(u)d.
Proposition 2.4 ([16, Prop. 3.11]). For every operator T ∈ B(HJı+ ), there exists a
unique operator T˜ ∈ B(H) extending T . Such an extension can be defined explicitly
as follows. Choose an imaginary unit  in S with ı = − ı and define
T˜ (u) := T (u+)− T (u−) (2.3)
for every u ∈ H, where u+ := 12 (u− Juı) ∈ HJı+ and u− := 12 (u+ Juı) ∈ HJı− .
The following additional facts hold:
(a) ‖T˜‖ = ‖T ‖,
(b) JT˜ = T˜ J ,
(c) (T˜ )∗ = T˜ ∗,
(d) S˜T = S˜T˜ if S ∈ B(HJı+ ),
(e) T˜ ≥ 0 if T ≥ 0.
Proof. This proposition is a direct consequence of Proposition 3.11 of [16] and of
its proof, except for point (e) we are going to prove.
SPECTRAL REPRESENTATIONS OF NORMAL OPERATORS VIA IQPVMS 13
Suppose T ≥ 0. Let , u, u+, u− be as in the statement. We must show that
〈u|T˜ u〉 ∈ R+. For simplicity, we set a := u+ and b := u−. By (2.3), we have:
〈u|T˜ u〉 = 〈a+ b|Ta− T (b)〉
= 〈a|Ta〉 − 〈a|T (b)〉+ 〈b|Ta〉 − 〈b|T (b)〉
= 〈a|Ta〉 − 〈a|T (b)〉+ 〈b|Ta〉 − 〈b|T (b)〉
= 〈a|Ta〉 − 〈Ta|b〉+ 〈b|Ta〉+ 〈b|T (b)〉
= 〈a|Ta〉 − 〈b|Ta〉+ 〈b|Ta〉+ 〈b|T (b)〉,
where we used the fact that T is self-adjoint and 〈b|T (b)〉 ∈ R. Since 〈b|Ta〉 ∈ Cı
(see Lemma 3.9 of [16]) and ı = − ı, it follows at once that 〈b|Ta〉 = 〈b|Ta〉.
In this way, we obtain that 〈u|T˜ u〉 = 〈a|Ta〉+ 〈b|T (b)〉 ∈ R+, as desired. 
2.4. Spherical spectrum. Before giving the definitions of spherical resolvent and
of spherical spectrum of an operator, we recall some facts concerning the “complex
slice” nature of quaternions. Such a nature is described by the fact thatH =
⋃
ı∈S Cı
and Cı ∩ C = R for every ı,  ∈ S with ı 6= ±. This is equivalent to assert that
• every quaternion q ∈ H \ R decomposes uniquely as q = a + b, where
a, b ∈ R, b > 0 and  ∈ S.
Evidently, we have also that q = a+ (−)(−b), where − is again an element of S.
Let q ∈ H. Write q as follows, q = α + β for some α, β ∈ R and  ∈ S. Define
the 2-sphere Sq of H by setting Sq := α+ βS = {α+ ıβ ∈ H | ı ∈ S}. Observe that
q = α− β ∈ Sq. One can show that
Sq = {x ∈ H |Re(x) = Re(q), |x| = |q|} = {sqs−1 ∈ H | s ∈ H \ {0}}.
Given a subset E of C, we define the circularization ΩE of E in H as the following
subset of H:
ΩE = {c+ κd ∈ H | c, d ∈ R, c+ id ∈ E, κ ∈ S},
A subset L of H is said to be circular if L = ΩE for some E ⊂ C. Observe that L
is circular if and only L ⊃ Sq for every q ∈ L.
Let H be a quaternionic Hilbert space and let T : D(T ) → H be an operator.
For every q ∈ H, following [8] and [10], define the operator ∆q(T ) : D(T 2)→ H by
setting
∆q(T ) := T
2 − T (2Re(q)) + I|q|2.
According to the definition in [16], which is equivalent to the one in [8] and [10]
for T ∈ B(H) (see however Remark 4.2 in [16]), the spherical resolvent set of T ,
denoted by ρS(T ), is the circular subset of H consisting of all quaternions q having
the following three properties:
• Ker(∆q(T )) = {0},
• Ran(∆q(T )) is dense in H,
• ∆q(T )−1 : Ran(∆q(T ))→ D(T 2) is bounded.
The spherical spectrum σS(T ) of T is defined by σS(T ) := H \ ρS(T ). The
circular set σS(T ) is the union of three pairwise disjoint circular subsets σpS (T ),
σrS (T ) and σcS (T ), called respectively spherical pointwise spectrum of T , spherical
residual spectrum of T and spherical continuous spectrum of T . They are defined
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as follows:
σpS (T ) := {q ∈ H |Ker(∆q(T )) 6= {0}},
σrS (T ) :=
{
q ∈ H∣∣Ker(∆q(T )) = {0}, Ran(∆q(T )) 6= H},
σcS (T ) :=
{
q ∈ H∣∣Ker(∆q(T )) = {0}, Ran(∆q(T )) = H, ∆q(T )−1 is not bounded}.
Given q ∈ H, a vector u ∈ H \ {0} is called a eigenvector of T associated with
the eigenvalue q if Tu = uq. Observe that, if q is an eigenvalue of T associated
with the eigenvector u and s ∈ H \ {0}, then sqs−1 is an eigenvalue of T associated
with the eigenvector us. In this case, Sq is called eigensphere of T . In spite of an
apparently unrelated definition, it turns out that the spherical pointwise spectrum
σpS (T ) of T coincides with the set of all eigenvalues of T .
If T ∈ B(H), then σS(T ) is always a non-empty compact subset of H.
2.5. Slice-type decomposition of bounded normal operators. We recall a
slice-type decomposition result for bounded normal operators on H.
Theorem 2.5 ([16, Thm 5.9, Prop. 5.11, Thm 5.14]). Let H be a quaternionic
Hilbert space and let T ∈ B(H) be a normal operator. Then there exist A,B, J ∈
B(H) such that
(i) T = A+ JB,
(ii) A is self-adjoint and B ≥ 0,
(iii) J is anti self-adjoint and unitary.
(iv) A, B and J commute mutually.
The operators A and B are uniquely determined by T by means of equalities A =
(T + T ∗)12 and B = |T − T ∗| 12 . The operator J is uniquely determined by T on
Ker(B)⊥ = Ker(T − T ∗)⊥; namely, if A′, B′, J ′ ∈ B(H) are operators satisfying
conditions (i)-(iv) with A′, B′ and J ′ in place of A, B and J respectively, then
A′ = (T + T ∗)12 , B
′ = |T − T ∗| 12 and J ′u = Ju for every u ∈ Ker(T − T ∗)⊥.
Furthermore, fixed any ı ∈ S, we have:
(a) T (HJı+ ) ⊂ HJı+ and T ∗(HJı+ ) ⊂ HJı+ .
(b) (T |HJı+ )∗ = T ∗|HJı+ , where T |HJı+ and T ∗|HJı+ denote the complex operators in
B(HJı+ ) obtained restricting respectively T and T
∗ from HJı+ into itself.
(c) σ(T |HJı+ ) ∪ σ(T |HJı+ ) = σS(T ) ∩Ci. Here σ(T |HJı+ ) is considered as a subset
of Cı via the natural identification of C with Cı induced by the real vector
isomorphism C ∋ α+ iβ 7→ α+ ıβ ∈ Cı.
(d) σS(T ) = ΩK, where K := σ(T |HJı+ ) ⊂ C.
Finally, it holds:
(e) There exists a left scalar multiplication H ∋ q 7→ Lq of H such that Lı = J
and, for every q ∈ H, LqA = ALq and LqB = BLq.
3. Intertwining quaternionic projection-valued measures: iqPVMs
3.1. Simple functions. In the following, if ı ∈ S is a fixed imaginary unit, B(C+ı )
will denote the σ-algebra of all the Borel subsets of C+ı := {α + ıβ ∈ Cı |β ≥ 0},
when C+ı is endowed with the topology induced by the Euclidean one of H ≃ R4.
Given E ∈ B(C+ı ), B(E) denotes the analogous σ-algebra of the sets F such that
F ∈ B(C+ı ) and F ⊂ E. As usual, a function f : E → H is (Borel) measurable if
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f−1(O) ∈ B(C+ı ) for every open (equivalently, Borel) subset O of H. We denote
by Mb(E,H) the set of all bounded H-valued measurable functions on E.
Remark 3.1. (1) Mb(E,H) is a quaternionic two-sided Banach unital C
∗-algebra
with respect the pointwise defined operations and to the supremum norm ‖·‖∞. Its
unity is the function 1E : E → H constantly equal to 1. More precisely,Mb(E,H) is
a quaternionic two-sided Banach C∗-subalgebra of the quaternionic two-sided Ba-
nach unital C∗-algebra of bounded H-valued functions on E, described in Example
2.3(2).
(2) If E,F ∈ B(C+ı ) and E ⊂ F , then f |E ∈ Mb(E,H) if f ∈ Mb(F,H).
Similarly, if f ∈Mb(E,H), the extension of f to F defined as the null function over
F \ E, produces an element of Mb(F,H). 
As for standard measure theory, we have the following elementary definition.
Definition 3.2. We will say that a function s : C+ı → H is simple if it can be
represented as follows:
s =
n∑
ℓ=1
SℓχEℓ , (3.1)
where S1, . . . , Sn are (not necessarily distinct) quaternions and E1, . . . , En are pair-
wise disjoint Borel sets in B(C+ı ). Here χEℓ denotes the characteristic function of
Eℓ in C
+
ı . 
Remark 3.3. (1) Evidently, every simple function and every continuous function is
measurable.
(2) We stress that, given any simple function on B(C+ı ), there are many equiva-
lent representations as the right-hand side of equation (3.1). However, all the results
and definitions concerning such functions we are going to present are not affected
by that ambiguity, as one can straightforward verify.
(3) Taking into account that, in (3.1), Eℓ ∩Eℓ′ = ∅ if ℓ 6= ℓ′, one easily obtains:
|s(z)|2 =
n∑
ℓ=1
|Sℓ|2χEℓ(z) for every z ∈ C+ı .  (3.2)
3.2. Intertwining quaternionic projection-valued measures and their in-
tegral. Let us introduce the basic notion of intertwining quaternionic projection-
valued measure. We begin with the quaternionic projection-valued measures. N
henceforth denotes the set of all non-negative integers.
Definition 3.4. Let H be a quaternionic Hilbert space and let ı ∈ S. We say that
a map P : B(C+ı )→ B(H) is a quaternionic projection-valued measure over C+ı in
H, or qPVM over Cı in H for short, if it has the following properties:
(a) P (C+ı ) = I, where I : H→ H is the identity map on H.
(b) P (E)P (E′) = P (E ∩ E′) for every E,E′ ∈ B(C+ı ).
(c) If {En}n∈N ⊂ B(C+ı ) with N ⊂ N and En ∩ Em = ∅ for n 6= m, then:∑
n∈N
P (En)u = P
( ⋃
n∈N
En
)
u for every u ∈ H.
(d) P (E) ≥ 0 for every E ∈ B(C+ı ).
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The support supp(P ) of P is defined as the following closed subset of C+ı :
supp(P ) = C+ı \
⋃
{O ⊂ C+ı |O open in C+ı , P (O) = 0}. (3.3)
If supp(P ) is bounded, then P is said to be bounded. 
Remark 3.5. (1) As an immediate consequence of conditions (a)-(d), we have that
P (∅) = 0 and P (E)P (E) = P (E) for every E ∈ B(C+ı ). Moreover, bearing in
mind that positivity implies self-adjointness, one easily deduce that P (E) = P (E)∗
for every E ∈ B(C+ı ). It follows that every P (E) is an orthogonal projector of H.
In particular, ‖P (E)‖ = 1 if P (E) 6= 0.
(2) With the given definitions, one straightforwardly verify that the isotonous
and the sub-additivity properties hold. In other words, respectively and for every
u ∈ H, we have:
〈u|P (E)u〉 ≤ 〈u|P (F )u〉 if E,F ∈ B(C+ı ) with E ⊂ F
and
〈u|P (⋃n∈N En)u〉 ≤∑n∈N 〈u|P (En)u〉 if {En}n∈N ⊂ B(C+ı ) with N ⊂ N.
Similarly, the inner and outer continuity hold; namely, for every {En}n∈N ⊂ B(C+ı )
and for every u ∈ H, we have:
limn→+∞〈u|P (En)u〉 = 〈u|P (
⋃
n∈NEn)u〉 if En ⊂ En+1
and
limn→+∞〈u|P (En)u〉 = 〈u|P (
⋂
n∈NEn)u〉 if En ⊃ En+1.
(3) Since the topology of C+ı has a countable base, it holds P (C
+
ı \ supp(P )) = 0
from (2). In particular, we infer that P (E) = P (E∩supp(P )) for every E ∈ B(C+ı ),
and hence P (E) = 0 if E ∩ supp(P ) = ∅. 
Definition 3.6. By an intertwining quaternionic projection-valued measure over
C+ı in H, an iqPVM over C
+
ı in H for short, we mean a pair (P,L), where P is a
qPVM over C+ı in H and L is a left scalar multiplication H ∋ q 7→ Lq of H which
commutes with P in the following sense:
P (E)Lq = LqP (E) for every E ∈ B(C+ı ) and for every q ∈ H. (3.4)
If P is bounded, then P is said to be bounded. 
We make an assumption that will hold throughout the remaining part of the
present section.
ASSUMPTION 3.7. Fix a quaternionic Hilbert space H, an imaginary unit ı ∈ S
and an iqPVM P = (P,L) over C+ı in H. Indicate supp(P ) by Γ and the left scalar
multiplication L of H by H ∋ q 7→ Lq. Equip B(H) with the structure of quaternionic
two-sided Banach unital C∗-algebra induced by H ∋ q 7→ Lq (see Example 2.3(2)). 
The definition of integral of a simple function with respect to an iqPVM can be
given in the standard way.
Definition 3.8. Let s : C+ı → H be a simple function and let s =
∑n
ℓ=1 SℓχEℓ be
one of its representations. We define the integral
∫
C
+
ı
s dP of s with respect to P as
the following operator in B(H):∫
C
+
ı
s dP :=
n∑
ℓ=1
LSℓP (Eℓ).  (3.5)
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In order to extend this definition of integral to a generic bounded measurable
function, we state and prove two elementary, but fundamental, results.
First, we need a definition. Given ϕ ∈Mb(C+ı ,H), we set
‖ϕ‖(P)∞ := inf
{
k ∈ R ∣∣P ({q ∈ C+ı | |ϕ(q)| > k}) = 0}. (3.6)
Proposition 3.9. The following assertions hold.
(a) Given any ϕ ∈Mb(C+i ,H), we have
‖ϕ‖(P)∞ ≤ ‖ϕ‖∞ (3.7)
and
‖ϕ‖(P)∞ =
∥∥∥∥∫
C
+
ı
ϕdP
∥∥∥∥ if ϕ is simple. (3.8)
(b) Let u ∈ H. Define the function µ(P )u : B(C+ı )→ R+ by setting
µ(P )u (F ) := 〈u|P (F )u〉 = ‖P (F )u‖2 if F ∈ B(C+ı ). (3.9)
Then µ(P )u is a finite regular positive Borel measure over B(C
+
ı ) such that
supp(µ(P )u ) ⊂ Γ and∫
C
+
ı
|ϕ|2 dµ(P )u =
∥∥∥∥∫
C
+
ı
ϕdPu
∥∥∥∥2 if ϕ is simple. (3.10)
Proof. (a) Let s =
∑
ℓ SℓχEℓ be a simple function represented as in Definition 3.2.
Since P (∅) = 0, it is evident that
‖s‖(P)∞ = max{|Sℓ| ∈ R+ |P (Eℓ) 6= 0} (3.11)
and hence inequality (3.7) is verified. Let u ∈ H. Bearing in mind commutativity
property (3.4) of P and the fact that P (Eℓ)∗ = P (Eℓ) and P (Eℓ)P (Eℓ′) = P (Eℓ ∩
Eℓ′) = δℓℓ′P (Eℓ) for every ℓ, ℓ
′, we obtain at once that∥∥∥∥∫
C
+
ı
s dPu
∥∥∥∥2 =∑
ℓ
〈u|P (Eℓ)L∗SℓLSℓP (Eℓ)u〉 =
∑
ℓ
〈u|L|Sℓ|2P (Eℓ)u〉
=
∑
ℓ
|Sℓ|2〈u|P (Eℓ)u〉 =
∑
ℓ′
|S′ℓ|2〈u|P (Eℓ′)u〉, (3.12)
where ℓ′ ranges in the subset of the values of ℓ such that P (Eℓ) 6= 0. Thanks to
properties (a) and (c) of Definition 3.4, to point (2) of Remark 3.5 and to (3.11),
we have that∥∥∥∥∫
C
+
ı
s dPu
∥∥∥∥2 =∑
ℓ′
|Sℓ′ |2〈u|P (Eℓ′)u〉
≤ (‖s‖(P)∞ )2
〈
u
∣∣∣∣∣P
(⋃
ℓ′
Eℓ′
)
u
〉
≤ (‖s‖(P)∞ )2‖u‖2
and hence ‖ ∫
C
+
ı
s dP‖ ≤ ‖s‖(P)∞ . To prove (3.8), it is enough to establish the
existence of v ∈ H \ {0} such that ‖ ∫
C
+
ı
s dPv‖2 = (‖s‖(P)∞ )2‖v‖2. If ‖s‖(P)∞ = 0,
then every v ∈ H \ {0} has the desired property. Suppose ‖s‖(P)∞ 6= 0. Choose ℓ′0
in such way that |Sℓ′0 | = ‖s‖(P)∞ and P (Eℓ′0) 6= 0. In this way, the set P (Eℓ′0)(H)
contains at least an element v 6= 0. By definition of integral, one finds that∫
C
+
ı
s dPv = LSℓ′0P (Eℓ′0)v = Sℓ′0v
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and hence ‖ ∫
C
+
ı
s dPv‖2 = |Sℓ′0 |2‖v‖2 = (‖s‖(P)∞ )2‖v‖2.
(b) The fact that µ(P )u is a finite positive Borel measure onB(C
+
ı ) with supp(µ
(P )
u ) ⊂
Γ is an immediate consequence of Definition 3.4. Equality (3.10) follows directly
from (3.12). Moreover µ(P )u is regular because the measure space C
+
ı is Hausdorff
and locally compact, and open sets are countable union of compacts with finite
measure (see Theorem 2.18 of [28]). 
Proposition 3.10. If E ∈ B(C+ı ) and ϕ ∈Mb(E,H), then there exists a sequence
of simple functions {sn : C+ı → H}n∈N such that ||sn − ϕ˜||∞ → 0 as n → +∞,
where ϕ˜ ∈ Mb(C+ı ,H) extends ϕ to the null function outside E. Furthermore, the
simple functions sn are Cı-valued, or real-valued, if ϕ is.
Proof. Let {ϕ˜a : C+ı → R}3a=0 be the components of ϕ˜ with respect to the vector
basis e0 = 1, e1 = i, e2 = j, e3 = k of H; namely, ϕ˜ =
∑3
a=0 eaϕ˜a. Since |ϕ˜|2 =∑3
a=0 |ϕ˜a|2, each component ϕ˜a of ϕ˜ is a bounded measurable real-valued function.
Thus, by a standard argument (see, for example, the proof of Theorem 1.17 of [28]),
one can uniformly approximate ϕ˜a by a sequence {sa,n}n∈N of real-valued simple
functions on C+ı . The sequence {sn :=
∑3
a=0 easa,n}n∈N of quaternionic simple
functions has the desired approximation property. 
We are now in a position to state the key concept of integral of a function in
Mb(E,H) with respect to an iqPVM.
Definition 3.11. Given E ∈ B(C+ı ) and ϕ ∈ Mb(E,H), the integral of ϕ with
respect to P is the operator in B(H) defined as the following limit:∫
E
ϕdP := lim
n→+∞
∫
C
+
ı
sn dP , (3.13)
where {sn}n∈N is any sequence of simple functions on C+ı such that ‖sn− ϕ˜‖∞ → 0
if n→ +∞ and ϕ˜ ∈Mb(C+ı ,H) extends ϕ to the null function outside E.
Given an arbitrary subset F of C+ı containing E and an arbitrary (possibly
unbounded) function ψ : F → H whose restriction to E∩Γ belongs toMb(E∩Γ,H),
then we also define the operator
∫
E
ψ dP in B(H) by setting∫
E
ψ dP :=
∫
E∩Γ
ψ|E∩Γ dP , (3.14)
where we understand that
∫
E∩Γ ψ|E∩Γ dP := 0 if E ∩ Γ = ∅. 
Remark 3.12. (1) Definition (3.13) is well-posed. In fact, (3.7) and (3.8) imply that
‖ ∫
C
+
ı
sn dP −
∫
C
+
ı
sm dP‖ = ‖sn − sm‖(P )∞ ≤ ‖sn − sm‖∞ and hence the sequence
of
{ ∫
C
+
ı
sn dP
}
n∈N is a Cauchy sequence in B(H). The independence of the limit
from the choice of the sequence {sn}n∈N follows analogously.
(2) If E ∈ B(C+ı ) and ϕ ∈Mb(E,H), then∫
E
ϕdP =
∫
E∩Γ
ϕ|E∩Γ dP ,
where the integrals are understood in the sense of (3.13). Indeed, this equality
trivially holds for simple functions and it survives the limit procedure. As a conse-
quence, we obtain that definition (3.14) is well-posed too.
(3) Given E ∈ B(C+ı ) and ϕ ∈ Mb(E,H), sometimes it is useful to denote
the integral
∫
E ϕdP by the symbol
∫
E ϕ(q) dP(q). In fact, the latter notation
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E
ϕ(q) dP(q) allows to write the integrand ϕ via explicit expressions. We will use
this notation in Section 6.
(4) Let E ∈ B(C+ı ), let ϕ ∈ Mb(E,H) and let P ′ = (P,L′) be another iqPVM
over C+ı in H. If ϕ is real-valued, then∫
E
ϕdP =
∫
E
ϕdP ′.
This follows immediately from the fact that L(r) = L′(r) for every r ∈ R. 
Theorem 3.13. Consider Mb(Γ,H) as a quaternionic two-sided unital Banach
C∗-algebras (see Remark 3.1(1)). The following hold.
(a) The map
Mb(Γ,H) ∋ ϕ 7−→
∫
Γ
ϕdP ∈ B(H)
is continuous because norm-decreasing and is a ∗-homomorphism; namely,
for every ϕ, ψ ∈Mb(Γ,H) and for every q ∈ H, it holds:
(i)
∫
Γ(ϕ + ψ) dP =
∫
Γ ϕdP +
∫
Γ ψ dP,
∫
Γ ϕq dP =
( ∫
Γ ϕdP
)
q and∫
Γ
qϕdP = q( ∫
Γ
ϕdP).
(ii)
∫
Γ
ϕψ dP = ( ∫
Γ
ϕdP)( ∫
Γ
ψ dP).
(iii)
(∫
Γ
ϕdP)∗ = ∫
Γ
ϕdP.
(iv)
∫
Γ
χΓ dP = I.
Furthermore, we have:
(v) The operator
∫
Γ
ϕdP is normal for every ϕ ∈Mb(Γ,H).
(vi)
∫
Γ
q dP = Lq if we think the integrand q as the function on Γ constantly
equal to q.
(vii) Ker
( ∫
Γ
ϕdP) = P (ϕ−1(0))(H) for every ϕ ∈Mb(Γ,H).
(viii)
∣∣ ∫
Γ ϕdP
∣∣ = ∫Γ |ϕ| dP for every ϕ ∈Mb(Γ,H).
(b) If ϕ ∈Mb(Γ,H) and u ∈ H, then∥∥∥∥∫
Γ
ϕdP
∥∥∥∥ = ‖ϕ‖(P )∞ , (3.15)∥∥∥∥∫
Γ
ϕdPu
∥∥∥∥2 = ∫
Γ
|ϕ|2 dµ(P )u (3.16)
and 〈
u
∣∣∣∣∫
Γ
ϕdPu
〉
=
∫
Γ
ϕ dµ(P )u if ϕ is real-valued. (3.17)
(c) Let  ∈ S, let Ψ : C+ı → C+ be a measurable map and let Q : C+ → B(H)
be the map defined by setting Q(E) := P (Ψ−1(E)) for every E ∈ B(C+ ).
Then Q := (Q,L) is an iqPVM over C+ in H such that∫
C
+
ı
ξ ◦ΨdP =
∫
C
+

ξ dQ if ξ ∈Mb(C+ ,H). (3.18)
Proof. We begin by proving properties (i)-(vi) of point (a). Such properties (i)-(iv)
for simple functions can be easily verified by direct inspection. We underline that, in
such verifications, the commutativity condition (3.4) plays a crucial role. Thanks
to Proposition 3.10, these properties extend immediately to the whole Mb(Γ,H)
by density. Properties (v) and (vi) follow at once from the preceding ones (i)-
(iv). Bearing in mind (3.7), equality (3.15) follows from (3.8) by density. In turn,
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inequality (3.7) and equality (3.15) imply that the map ϕ 7→ ∫
Γ
ϕdP is norm-
decreasing and thus continuous.
Let us prove (3.16). Let u ∈ H, let ϕ ∈Mb(Γ,H) and let {sn}n∈N be a sequence
of simple functions on C+ı uniformly converging to ϕ˜ as in Proposition 3.10. Since
ϕ is bounded and the convergence is uniform, there exists a positive real constant
C such that ‖ϕ˜‖∞ + supn∈N ‖sn‖∞ ≤ C. In this way, we have:∣∣∣∣∫
Γ
(|ϕ|2 − |sn|2) dµ(P )u
∣∣∣∣ ≤ ∫
Γ
(|ϕ|+ |sn|)|ϕ− sn| dµ(P )u
≤ C∥∥ϕ˜− sn∥∥∞µ(P )u (Γ) = C∥∥ϕ˜− sn∥∥∞‖u‖2,
where in the last equality we used the fact that µ(P )u (Γ) = 〈u|P (Γ)u〉 = 〈u|P (C+ı )u〉 =
〈u|u〉 = ‖u‖2. It follows that ∫S |sn|2 dµ(P )u → ∫Γ |ϕ|2 dµ(P )u as n → +∞. On the
other hand,
∫
Γ
|sn|2 dµ(P )u = ‖
∫
C
+
ı
sn dPu‖2 by (3.10). Since ‖
∫
C
+
ı
sn dPu‖ →
‖ ∫
C
+
ı
ϕ˜dPu‖ = ‖ ∫Γ ϕdPu‖, we obtain equality (3.16).
Consider now a real-valued simple function s : C+ı → H. Let s =
∑
ℓ SℓχFℓ be
one of its representation with Sℓ ∈ R. Equality (3.17) holds for s. Indeed, we have:〈
u
∣∣∣∣ ∫
Γ
s dPu
〉
=
〈
u
∣∣∣∣∣∑
ℓ
SℓP (Fℓ)u
〉
=
∑
ℓ
〈u |P (Fℓ)u〉Sℓ
=
∑
ℓ
Sℓ µ
(P )
u (Fℓ) =
∫
Γ
s dµ(P )u
By density, (3.17) extends to all real-valued functions ϕ ∈Mb(C+ı ,H).
Let us show properties (vii) and (viii) of point (a). Let ϕ be an arbitrary function
in Mb(Γ,H) and let E := ϕ
−1(0). By above point (a)(ii), we know that∫
Γ
ϕdP P (E) =
∫
Γ
ϕdP
∫
Γ
χE dP =
∫
Γ
ϕχE dP = 0
and hence P (E)(H) ⊂ Ker( ∫
Γ
ϕdP). Consider a vector u in Ker( ∫
Γ
ϕdP). By
(3.16), we have that
∫
Γ |ϕ|2 dµ(P )u = 0. Since the measure µ(P )u is positive, it follows
that
∫
F
|ϕ|2 dµ(P )u = 0 for every F ∈ B(C+ı ) with F ⊂ Γ. In particular, this is
true when F is equal to Fn := {q ∈ Γ | |ϕ(q)| ≥ 1n} for any n ∈ N \ {0}. We
infer that 0 =
∫
Fn
|ϕ|2 dµ(P )u ≥ n−2µ(P )u (Fn) ≥ 0 and hence µ(P )u (Fn) = 0 and
µ(P )u (Γ \ E) = limn→+∞ µ(P )u (Fn) = 0. By (3.9), the latter equality is equivalent to
the following one P (Γ \ E)u = 0, which in turn is equivalent to u = P (E)u; that
is, u ∈ P (E)(H). This proves that Ker(∫
Γ
ϕdP) = P (E)(H).
By (3.17), we know that the operator
∫
Γ |ϕ| dP is positive. On the other
hand, points (a)(ii) and (a)(iii) imply that
(∫
Γ ϕdP
)∗ (∫
Γ ϕdP
)
=
∫
Γ |ϕ|2 dP =(∫
Γ
|ϕ| dP)2. Now equality (viii) follows immediately from the uniqueness of the
square root (see [16, Thm 2.18]).
Concerning point (c), it is easy to verify, by direct inspection, that Q is an
iqPVM over C+ and (3.18) holds for simple functions on C
+
 . Finally, consider
ξ ∈ Mb(C+ ,H) and a sequence {ηn}n∈N of simple functions on C+ converging
uniformly to ξ. Since the sequence {ηn◦Ψ}n∈N of simple functions on C+ı converges
uniformly to ξ ◦ Ψ, by the definition of integral of a bounded measurable function
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with respect to an iqPVM, we infer at once (3.18):∫
C
+
ı
ξ ◦ΨdP = lim
n→+∞
∫
C
+
ı
ηn ◦ΨdP = lim
n→+∞
∫
C
+

ηn dQ =
∫
C
+

ξ dQ.
The proof is complete. 
Fix u, v ∈ H and  ∈ S in such a way that ı = − ı. The assigned qPVM P over
C
+
ı in H allows to define a quaternion-valued finite measure ν
(P )
u,v : B(C
+
ı )→ H by
setting
ν(P )u,v(E) := 〈u|P (E)v〉 if E ∈ B(C+ı ). (3.19)
By the quaternionic polarization identity (see Proposition 2.2 of [16]), we have that
4ν(P )u,v(E) =µ
(P )
u+v(E) − µ(P )u−v(E) +
(
µ(P )uı+v(E)− µ(P )uı−v(E)
)
ı
+
(
µ(P )u+v(E)− µ(P )u−v(E)
)
+
(
µ(P )uκ+v(E)− µ(P )uκ−v(E)
)
κ, (3.20)
where κ is the imaginary unit of H defined by κ := ı.
Given a Borel set E ∈ B(C+ı ) and a real-valued function ϕ ∈ Mb(C+ı ,H), we
define the quaternion
∫
E ϕdν
(P )
u,v in the natural way suggested by decomposition
(3.20):∫
E
ϕdν(P )u,v :=
1
4
( ∫
E
ϕdµ(P )u+v −
∫
E
ϕdµ(P )u−v +
(∫
E
ϕdµ(P )uı+v −
∫
E
ϕdµ(P )uı−v
)
ı
+
(∫
E ϕdµ
(P )
u+v −
∫
E ϕdµ
(P )
u−v
)
+
(∫
E ϕdµ
(P )
uκ+v −
∫
E ϕdµ
(P )
uκ−v
)
κ
)
,
Equality (3.17) generalizes as follows:
Proposition 3.14. For every u, v ∈ H and for every real-valued function ϕ ∈
Mb(Γ,H), it holds: 〈
u
∣∣∣∣∫
Γ
ϕdPv
〉
=
∫
Γ
ϕdν(P )u,v. (3.21)
Proof. By density, it suffices to show (3.21) for real-valued simple functions on Γ.
Moreover, by linearity, one can reduce to consider simple functions of the form
s = SχE for some S ∈ R and E ∈ B(C+ı ). Define u′ := P (E)u and v′ := P (E)v.
Equality (3.21) holds for such a function s. Indeed, we have:
4
〈
u
∣∣∫
Γ s dPv
〉
=4〈u|SP (E)v〉 = 4〈u|P (E)v〉S = 4〈u′|v′〉S
=(〈u′ + v′|u′ + v′〉 − 〈u′ − v′|u′ − v′〉)S
+ (〈u′ı+ v′|u′ı+ v′〉 − 〈u′ı− v′|u′ı− v′〉)ıS
+ (〈u′+ v′|u′+ v′〉 − 〈u′− v′|u′− v′〉)S
+ (〈u′κ+ v′|u′κ+ v′〉 − 〈u′κ− v′|u′κ− v′〉)κS
=(〈u+ v|P (E)(u + v)〉 − 〈u − v|P (E)(u − v)〉)S
+ (〈uı+ v|P (E)(uı+ v)〉 − 〈uı− v|P (E)(uı− v)〉)ıS
+ (〈u+ v|P (E)(u+ v)〉 − 〈u− v|P (E)(u− v)〉)S
+ (〈uκ+ v|P (E)(uκ+ v)〉 − 〈uκ− v|P (E)(uκ− v)〉)κS
=4Sν(P)u,v(E) = 4
∫
Γ s dν
(P )
u,v,
where we used the quaternionic polar identity, decomposition (3.20), and the fact
that the operator P (E) is right linear, self-adjoint and P (E)P (E) = P (E). 
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Remark 3.15. Given any real-valued function ϕ ∈ Mb(Γ,H), it is clear that there
is a unique operator S : H→ H satisfying
〈u |Sv 〉 =
∫
Γ
ϕdν(P )u,v for every u, v ∈ H, (3.22)
and, obviously, S =
∫
Γ
ϕdP . This observation can be exploited to define ∫
Γ
ϕdP
from scratch as such unique operator. This definition, though definitely elegant and
adopted by some authors (see [4]), is not so technically easy to handle differently
from the complex case. Above all, this definition turns out to be hardly extendible
to the case of a generic H-valued bounded measurable function ϕ in the absence of
a quaternionic version of Radon-Nikodym theorem. 
We conclude this subsection with an extension lemma, which will prove its crucial
importance later.
Lemma 3.16. Let H be a quaternionic Hilbert space, let J ∈ B(H) be an anti-
self-adjoint and unitary operator, and let ı ∈ S. Then, for every complex PVM
p : B(C+ı ) → B(HJı+ ) over C+ı in HJı+ , there exists a unique qPVM P : B(C+ı ) →
B(H) over C+ı in H extending p; that is,
P (E)(HJı+ ) ⊂ HJı+ and P (E)|HJı+ = p(E) for every E ∈ B(C+ı ).
Such an extension has the following properties:
‖P (E)‖ = ‖p(E)‖ and P (E)J = JP (E) (3.23)
for every E ∈ B(C+ı ). In particular, P and p have the same support.
Proof. This result follows immediately from Proposition 2.4. We have to be careful
regarding one point only: condition (c) of Definition 3.4. Let us prove that P has
this property. Consider a family of Borel sets {En}n∈N in B(C+ı ) with N ⊂ N
and En ∩ Em = ∅ for n 6= m. Let x ∈ H and let , a, b be as in the statement of
Proposition 2.4. Bearing in mind definition (2.3), we obtain:∑
n∈N P (En)x =
∑
n∈N
(
p(En)a− p(En)(b)
)
=
∑
n∈N p(En)a−
∑
n∈N p(En)(b)
= p
(⋃
n∈N En
)
a− p (⋃n∈N En) (b) = P (⋃n∈N En)x,
as desired. 
4. Spectral representation of bounded normal operators
and iqPVMs
4.1. The spectral theorem for bounded normal operators. We are now in
a position to state and prove the spectral theorem for normal operators on quater-
nionic Hilbert spaces.
Theorem 4.1. Let H be a quaternionic Hilbert space and let ı ∈ S. Then, given a
normal operator T ∈ B(H), there exists a bounded iqPVM P = (P,L) over C+ı in
H such that
T =
∫
C
+
ı
id dP , (4.1)
where id : C+ı →֒ H indicates the inclusion map.
The following additional facts hold:
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(a) T determines uniquely P and the restriction of Lq = L(q) to Ker(T −T ∗)⊥
for every q ∈ Cı. More precisely, if P ′ = (P ′,L′) is any bounded iqPVM
over C+ı in H such that T =
∫
C
+
ı
id dP ′, then P ′ = P and L′q(u) = Lq(u)
for every u ∈ Ker(T − T ∗)⊥ and for every q ∈ Cı, where L′q denotes L′(q).
Furthermore, we have:
(i) L′ıT = TL
′
ı and L
′
ıT
∗ = T ∗L′ı,
(ii) L′T = T
∗L′ if  ∈ S with ı = − ı,
(iii) −L′ı(T−T ∗) = |T−T ∗| =
∫
C
+
ı
2β dP ′, where the integrand 2β indicates
the function C+ı ∋ α+ ıβ 7→ 2β,
(b) supp(P ) = σS(T ) ∩ C+ı .
(c) P (R)(H) = Ker(T − T ∗) and hence P (C+ı \ R)(H) = Ker(T − T ∗)⊥.
(d) Concerning the spherical spectrum σS(T ) of T , we have:
(i) q ∈ σpS (T ) if and only if P (Sq ∩C+ı ) 6= 0. In particular, every isolated
point of σS(T ) ∩ C+ı belongs to σpS (T ).
(ii) σrS (T ) = ∅.
(iii) q ∈ σcS (T ) if and only if P (Sq∩C+ı ) = 0 and P (U) 6= 0 for every open
subset U of C+ı containing Sq ∩C+ı . Furthermore, if q ∈ σcS (T ), then,
for every positive real number ǫ, there exists a vector uǫ ∈ H such that
‖uǫ‖ = 1 and ‖Tuǫ − uǫq‖ < ǫ.
Proof. We divide the proof into two steps.
Step I. Let us prove the existence of an iqPVM P = (P,L) satisfying (4.1). In
view of Theorem 2.5, there exists an anti self-adjoint and unitary operator J ∈ B(H)
such that T = A + JB, where A = (T + T ∗)12 , B = |T − T ∗| 12 and the operators
A, B and J commute mutually. In particular, the operators A, B and T commute
with J and hence such operators leave fixed the complex subspace HJı+ . Denote by
A+, B+, T+ ∈ B(HJı+ ) the restrictions of A,B, T from HJı+ into itself, respectively.
By point (b) of the above mentioned theorem, it follows that A+ and B+ are
self-adjoint and T+ is normal. Moreover, B+ ≥ 0 and T+ = A+ + B+ı in B(HJı+ ).
Apply the classical complex spectral theorem to T+. We obtain a Cı-complex PVM
p : B(C+ı ) → B(HJı+ ) such that T+ =
∫
C
+
ı
id dp. Here, by abuse of notation, id
indicates the identity map on C+ı . Since B+ =
∫
σ(T+)
im(z) dp(z) and B+ ≥ 0, it
must be im(σ(T+)) ⊂ [0,+∞); that is, σ(T+) ⊂ C+ı , where we identified C with
Cı in the natural way. We conclude that supp(p) is contained in C
+
ı , because it
coincides with σ(T+). The latter fact allows to apply Lemma 3.16, obtaining a
qPVM P : B(C+ı ) → B(HJı+ ) extending p and satisfying (3.23). In particular,
P (E) commutes with J for every E ∈ B(C+ı ).
Our next aim is to construct a left scalar multiplication H ∋ q 7→ Lq of H such
that Lı = J and P (E) commutes with Lq also for all q ∈ H \ {ı}. In order to do
this, it suffices to find a Hilbert basis N of HJı+ such that
〈z|p(E)z′〉 ∈ R if z, z′ ∈ N. (4.2)
Indeed, such a basisN of HJı+ would be also a Hilbert basis of H and, if H ∋ q L7−→ Lq
denotes the left scalar multiplication of H induced by N , then Lı = J (see Lemma
3.10(b) and Proposition 3.8(f) of [16] for a proof of this assertion). Furthermore,
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for every E ∈ B(C+ı ) and for every q ∈ H, we would have:
(LqP (E))(z
′) =
∑
z∈N
zq〈z|p(E)z′〉 =
∑
z∈N
z〈z|p(E)z′〉q
= (p(E)(z′))q = P (E)(z′q) = (P (E)Lq)(z′).
In other words, it would hold that LqP (E) = P (E)Lq; that is, the pair (P,L) would
be an iqPVM over C+ı in H.
To construct the desired Hilbert basisN of HJı+ , we adapt to the present situation
the argument we used to prove Theorem 5.14 of [16] (see point (e) of Theorem
2.5 for the statement of such a result). Since the operator T+ is bounded and
normal, by Theorem X.5.2 of [11], there exist a family {µλ}λ∈Λ of finite positive
regular Borel measures on σ(T+) and an isometry V : H
Jı
+ →
⊕
λ∈Λ L
2
λ with L
2
λ :=
L2(σ(T+),Cı;µλ) such that, for every bounded measurable function ψ : σ(T+) →
Cı, the operator ψ(T+) :=
∫
σ(T+)
ψ dp ∈ B(HJı+ ) is multiplicatively represented in⊕
λ∈Λ L
2
λ in the sense that
(V ψ(T+)V
−1)(⊕λ∈Λϕλ) = ⊕λ∈Λψ · ϕλ.
In particular, we have that (V p(E)V −1)(⊕λ∈Λϕλ) = ⊕λ∈ΛχE · ϕλ if E ∈ B(C+ı ).
By Zorn’s lemma, it is easy to infer the existence of a Hilbert basis M of
⊕
λ∈Λ L
2
λ
formed by real-valued functions defined on σ(T+) and belonging to some L
2
λ. The
Hilbert basis N := V −1(M) of B(HJı+ ) has the required property (4.2). Indeed, if
z, z′ ∈ N , f := V (z) ∈ L2λ, f ′ := V (z′) ∈ L2λ′ and E ∈ B(C+ı ), then
〈z|p(E)z′〉 = 0 ∈ R if λ 6= λ′
and
〈z|p(E)z′〉 =
∫
σ(T+)
fχEf
′ dµλ =
∫
σ(T+)
fχEf
′ dµλ ∈ R if λ = λ′,
because f , f ′ and χE are real-valued.
We have just constructed a Hilbert basis N of B(H), which induces a left scalar
multiplication H ∋ q L7−→ Lq of H such that Lı = J and the pair P := (P,L) is an
iqPVM over C+ı in H.
It remains to verify formula (4.1). Let s be a Cı-valued simple function on C
+
ı .
Suppose s is of the form s = SχE for some S ∈ Cı and E ∈ B(C+ı ). By definition,
the operator
∫
C
+
ı
s dP is equal to LSP (E) and hence it commutes with J = Lı,
because LıLS = LıS = LSı = LSLı and LıP (E) = P (E)Lı. It follows that(∫
C
+
ı
s dP
)
(HJı+ ) ⊂ HJı+ and
∫
C
+
ı
s dP
∣∣∣∣
HJı+
=
∫
C
+
ı
s dp.
By linearity, the latter two facts hold true for all Cı-valued simple function on C
+
ı .
Making use of a sequence of Cı-valued simple functions converging uniformly to
id , we infer at once that the same is true also for id :(∫
C
+
ı
id dP
)
(HJı+ ) ⊂ HJı+ and
∫
C
+
ı
id dP
∣∣∣∣
HJı+
=
∫
C
+
ı
id dp = T+.
Since each operator in B(HJı+ ) extends uniquely to an operator in B(H) (see
Proposition 2.4), the operators
∫
C
+
ı
id dP and T coincide. Formula (4.1) is proved.
Step II. Let us prove points (a)-(d).
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(a) Let P ′ = (P ′,L′) be another iqPVM over C+ı in H such that P ′ is bounded
and
∫
C
+
ı
id dP ′ = T = ∫
C
+
ı
id dP . First observe that properties (i)-(iii) follows
immediately from points (a)(i), (a)(ii), (a)(iii) and (a)(viii) of Theorem 3.13 and
from the fact that ı id = id ı and  id = id  if  ∈ S with ı = − ı.
Using again points (a)(i), (a)(iii) and (a)(viii) of Theorem 3.13, we obtain that∫
C
+
ı
α dP ′ = (T + T ∗)1
2
= A =
∫
C
+
ı
α dP
and ∫
C
+
ı
β dP ′ = |T − T ∗|1
2
= B =
∫
C
+
ı
β dP ,
where the integrands α and β indicate the functions C+ı ∋ (α, β) 7→ α and C+ı ∋
(α, β) 7→ β, respectively. By points (a)(i) and (a)(ii) of the same theorem, we
also infer that
∫
C
+
ı
f dP ′ = ∫
C
+
ı
f dP for every real-valued polynomial function
C+ı ∋ (α, β) 7→ f(α, β). Denote byK the compact subset supp(P )∪supp(P ′) of C+ı .
Making use of the Stone-Weierstrass theorem, one gets immediately the equality∫
C
+
ı
ϕdP ′ = ∫
K
ϕdP ′ = ∫
K
ϕdP = ∫
C
+
ı
ϕdP for every real-valued continuous
function ϕ on C+ı . Thus, if ϕ is such a function and x ∈ H, equality (3.17) ensures
that ∫
C
+
ı
ϕdµ(P )x =
〈
x
∣∣∣∣∫
C
+
ı
ϕdPx
〉
=
〈
x
∣∣∣∣∫
C
+
ı
ϕdP ′x
〉
=
∫
C
+
ı
ϕdµ(P
′)
x .
In view of Riesz theorem for positive regular Borel measures, we have that µ(P )x =
µ(P
′)
x and thus the equality
∫
K ϕdµ
(P )
x =
∫
K ϕdµ
(P ′)
x continues to hold for every
real-valued function ϕ in Mb(K,H). In other words, if ϕ ∈Mb(K,H) is real-valued,
then
〈
x
∣∣(∫
C
+
ı
ϕdP−∫
C
+
ı
ϕdP ′)x〉 = 0 for every x ∈ H. The latter condition implies
that
∫
C
+
ı
ϕdP = ∫
C
+
ı
ϕdP ′ if ϕ ∈Mb(K,H) is real-valued (see Proposition 2.17(a)
of [16] for a proof of this implication). In particular, this is true if ϕ = χE for every
E ∈ B(C+ı ) and hence
P (E) =
∫
C
+
ı
χE dP =
∫
C
+
ı
χE dP ′ = P ′(E),
as desired. Moreover, we have
LıB =
∫
C
+
ı
ıβ dP = (T − T ∗)1
2
=
∫
C
+
ı
ıβ dP ′ = L′ıB
and hence Lı = L
′
ı on Ran(B) = Ran(|T − T ∗|). On the other hand, by (2.13) and
(2.15) of [16], we know that Ran(|T − T ∗|) = Ker(T − T ∗)⊥.
(b) By construction of P in Step I, we have that supp(P ) = supp(p). However,
the classical complex spectral theorem for T+ ensures that supp(p) is equal to σ(T+)
and hence it is compact. Point (d) of Theorem 2.5 ensures that Ωsupp(p) = σS(T ).
(c) Since T − T ∗ = ∫
C
+
ı
2βı dP , point (a)(vii) of Theorem 3.13 ensures that
Ker(T − T ∗) = P (R)(H), which is equivalent to Ker(T − T ∗)⊥ = P (C+ı \ R)(H).
(d) In the proof of this point, we will adopt the notations used in Step I.
Let us prove (i). Since σpS (T ) is a circular set, it suffices to show that q ∈
σpS (T ) ∩ C+ı if and only if P ({q}) 6= 0 or, equivalently, if p({q}) 6= 0. Let q ∈ C+ı .
Recall that q ∈ σpS(T ) if and only if Tu = uq for some u ∈ H\ {0} (see Proposition
4.5 of [16] for a proof). Fix  ∈ S with ı = − ı. Define u± := 12 (u ∓ Juı) ∈ HJı± .
Due to Lemma 3.10 in [16], the identity Tu = uq decomposes in T+u+ = u+q
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and −T+(u−) = u−q. Since q ∈ Cı, the latter equality can be re-written as
T+u− = u−q. Since u 6= 0, either u+ 6= 0 or u− 6= 0 (and hence u− 6= 0).
It follows that q ∈ σpS (T ) if and only if either q ∈ σp(T+) when u+ 6= 0 or
q = q ∈ σp(T+) when u− 6= 0 (because, in the latter case, q ∈ σp(T+) ⊂ C+ı ).
In this way, we have found that q ∈ σpS (T ) if and only if q ∈ σp(T+). From
the standard complex spectral theory, we know that q ∈ σp(T+) if and only if
p({q}) 6= 0. In particular, this is true if q is an isolated point of σp(T+) (see
Theorem 8.54(b)(iii) of [24]).
Point (ii) is contained in Theorem 4.8(a)(ii) of [16].
The first part of (iii) follows immediately from (i), (ii) and from the fact that
σcS (T )∩C+ı = (σS(T )∩C+ı )\σpS (T ) = supp(P )\σpS (T ). Let us complete the proof
of (iii). Let q ∈ σcS (T ) and let ε be a positive real number. By definition of σcS (T ),
we know that ∆q(T ) is injective, but ∆q(T )
−1 : Ran(∆q(T ))→ H is not bounded.
In this way, there exists xε ∈ H \ {0} such that ‖∆q(T )−1(xε)‖/‖xε‖ > ε−2. If
we set uε := ∆q(T )
−1(xε)/‖∆q(T )−1(xε)‖, we can re-write the latter inequality as
follows, ‖∆q(T )uε‖ < ε2 or, equivalently,
‖T (Tuε − uεq)− (Tuε − uεq)q‖ < ε2. (4.3)
If ‖Tuε − uεq‖ < ε, we are done. Suppose ‖Tuε − uεq‖ ≥ ε. Let κ ∈ S such that
q = κqκ−1. Define vε := (Tuε − uεq)/‖Tuε − uεq‖ and u′ε := vεκ. Observe that
‖u′ε‖ = 1, because |κ| = 1. Thanks to (4.3), we have:
‖Tu′ε − u′εq‖ = ‖Tvε − vεq‖ · |κ| =
‖∆q(T )uε‖
‖Tuε − uεq‖ <
ε2
ε
= ε.
The vector u′ε ∈ H has the desired property. 
4.2. iqPVMs associated with bounded normal operators. In the preceding
spectral theorem, the uniqueness of P has been established, however no uniqueness
property holds for L. As a matter of fact, it is possible to prove that every left
multiplication L with a nice interplay with T can be used to construct an iqPVM
verifying the spectral formula (4.1). We state a corresponding result on this point.
Theorem 4.2. Let H be a quaternionic Hilbert space, let ı ∈ S, let T ∈ B(H) be a
normal operator and let P : B(C+ı )→ B(H) be the qPVM over C+ı in H associated
with T by means of Spectral Theorem 4.1(a). Given a left scalar multiplication
H ∋ q L7−→Lq of H, we have that the pair P = (P,L) is an iqPVM over C+ı in H
verifying (4.1) if and only if the following three conditions hold:
(i) LıT = TLı,
(ii) LT = T
∗L for some  ∈ S with ı = − ı,
(iii) −Lı(T − T ∗) ≥ 0.
Proof. By point (a) of Theorem 4.1, we just know that, if P = (P,L) is an iqPVM
verifying (4.1), then properties (i), (ii) and (iii) hold.
Let us prove the converse. Suppose that L verifies (i), (ii) and (iii).
First, we show that Lq commutes with the operators A := (T + T
∗)12 and B :=
|T − T ∗| 12 for every q ∈ H. In order to do this, it suffices to verify that Lı and L
commute with A and B, because the left multiplication for reals coincides with the
right one and does not depend on the choice of L. By (i), we have that
T ∗Lı = −(LıT )∗ = −(TLı)∗ = LıT ∗.
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It follows that Lı commutes with A and with T − T ∗. In particular, we have that(− Lı(T − T ∗))2 = −(T − T ∗)2 = (T − T ∗)∗(T − T ∗) = (2B)2.
By the uniqueness of the square root of a positive operator, we infer that
−Lı(T − T ∗) = 2B.
By (ii), L commutes with A as well, and it holds L(T − T ∗) = −(T − T ∗)L.
In this way, it holds:
2(LB) = −LLı(T − T ∗) = −L ı(T − T ∗) = Lı(T − T ∗)
= LıL(T − T ∗) = −Lı(T − T ∗)L = 2(BL);
that is, L commutes with B. This proves that Lq commutes with A and B for
every q ∈ H.
We are now in a position to show that the pair P := (P,L) is an iqPVM over C+ı
in H. This is equivalent to prove that Lκ commutes with P (E) for every κ ∈ {ı, }
and for every E ∈ B(C+ı ). Let κ ∈ {ı, } and let E ∈ B(C+ı ).
Thanks to Theorem 4.1, there exists a left scalar multiplication L0 of H such
that P0 := (P,L0) is an iqPVM over C+ı in H for which T =
∫
Γ id dP0,
A =
∫
Γ
α dP0 and B =
∫
Γ
β dP0, (4.4)
and
P (E) =
∫
Γ
χE dP0, (4.5)
where Γ indicates the compact subset supp(P ) of C+ı . Moreover, if L
0
ı denotes
L0(ı), then T − T ∗ = L0ı
( − L0ı (T − T ∗)), the operators L0ı and −L0ı (T − T ∗)
commute and −L0ı (T − T ∗) = |T − T ∗| ≥ 0. By hypothesis, the latter properties
are true also for Lı; namely, T − T ∗ = Lı(−Lı(T − T ∗)), the operators Lı and
−Lı(T −T ∗) commute and −Lı(T −T ∗) = |T −T ∗| ≥ 0. In this way, Theorem 2.5
applied to T − T ∗ and Theorem 4.1(c) imply that
Lı = L
0
ı on Ker(T − T ∗)⊥ = P (C+ı \ R)(H). (4.6)
We just know that Lκ commutes with A and B. Bearing in mind (4.4) and
Theorem 3.13, we infer at once that
∫
Γ
f dP0 for every real-valued polynomial
function Γ ∋ (α, β) → f(α, β). Thanks to the Stone-Weierstrass approximation
theorem, it follows at once that the same commutative property holds for every
real-valued continuous function on Γ. Let ϕ be such a function. Making use of the
latter commutative property of Lκ, of (3.17) and of the equality L
∗
κ = −Lκ, we
obtain that∫
Γ
ϕdµ(P )Lκu =
〈
Lκu
∣∣∣∣∫
Γ
ϕdP0Lκu
〉
=
〈
u
∣∣∣∣−Lκ ∫
Γ
ϕdP0Lκu
〉
= −
〈
u
∣∣∣∣∫
Γ
ϕdP0LκLκu
〉
=
〈
u
∣∣∣∣∫
Γ
ϕdP0u
〉
=
∫
Γ
ϕdµ(P )u (4.7)
and hence ∫
Γ
ϕdµ(P )Lκu =
∫
Γ
ϕdµ(P )u
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for every u ∈ H. Thanks to Riesz’ theorem for positive regular Borel measures,
we have that µ(P )Lκu = µ
(P )
u and hence the chain of equalities (4.7) extends to all
real-valued measurable functions ϕ on Γ. In particular, we have:〈
u
∣∣∣∣−Lκ ∫
Γ
χE dP0Lκu
〉
=
〈
u
∣∣∣∣∫
Γ
χE dP0u
〉
and hence, by (4.5), 〈
u
∣∣(−LκP (E)Lκ − P (E))u〉 = 0
for every u ∈ H. It follows that −LκP (E)Lκ − P (E) = 0 (see Proposition 2.17(a)
of [16]) or, equivalently, P (E)Lκ = LκP (E). This proves that P = (P,L) is an
iqPVM over C+ı in H.
It remains to show that T =
∫
Γ
id dP . Thanks to (4.6), if a simple function
s : C+ı → H is real-valued or it is Cı-valued and s|R = 0, then one has:∫
Γ
s dP =
∫
Γ
s dP0.
Now, it suffices to consider a sequence of simple functions of the form {sn+s′nı}n∈N
with sn and s
′
n real-valued and s
′
n|R = 0, which converges uniformly to id on Γ.
Indeed, exploiting the very definition of integral of a function with respect to an
iqPVM, we immediately obtain:∫
Γ
id dP =
∫
Γ
id dP0 = T,
as desired. The proof is complete. 
4.3. Algebraic characterization of left scalar multiplications and spectral
L
2-representation theorem for bounded normal operators. We are going to
prove a version of the spectral L2-representation theorem for bounded quaternionic
normal operators. Such a proof will use the following result, announced in Remark
3.2(2) of [16]), which is of independent interest. Indeed, it completely characterizes
the class of left scalar multiplications of a quaternionic Hilbert space.
Theorem 4.3. Let H be a quaternionic Hilbert space and let H ∋ q L7−→ Lq ∈ B(H)
be a map verifying the following conditions:
(a) Lp+q = Lp + Lq, LpLq = Lpq and Lru = ur,
(b) (Lq)
∗ = Lq
for every p, q ∈ H, for every r ∈ R and for every u ∈ H. Then L is a left scalar
multiplication of H.
Proof. We must show that there exists a Hilbert basis N of H such that Lqz = zq
for every q ∈ H and for every z ∈ N .
Step I. Let us prove the existence of z ∈ H \ {0} such that Lqz = zq for every
q ∈ H. Let ı,  be elements of S with ı = − ı and let κ := ı. It turns out that
{1, ı, , κ} is a real vector basis ofH. In this way, if q ∈ H, then q = q0+q1ı+q2+q3κ
for some unique q0, q1, q2, q3 ∈ R. By property (a), we have that
Lq = Iq0 + Lıq1 + Lq2 + LıLq3.
Therefore, if z ∈ H \ {0} satisfies the conditions Lız = zı and Lz = z, then it also
satisfies the required condition Lqz = zq for every q ∈ H. Consider the Cκ-complex
Hilbert space HLκκ+ := {x ∈ H |Lκx = xκ}. It is known that HLκκ+ 6= {0} (see
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Proposition 3.8(d) of [16] for a proof). We assert that there exists x ∈ HLκκ+ \ {0}
such that Lıx+xı 6= 0. On the contrary, suppose that Lıy = −yı for every y ∈ HLκκ+ .
Since yk ∈ HLκκ+ , we would have that Lıyk = −ykı. Hence Lıyk = yık and Lıy = yı.
Taking into account that Lıy = −yı, it would follow that HLκκ+ = {0}, which is a
contradiction. This proves the existence of x ∈ H\{0} such that Lκx = xκ (namely,
x ∈ HLκκ+ \ {0}) and Lıx+ xı 6= 0, as desired.
Define z := x− Lıxı = −(Lıx+ xı)ı 6= 0. It holds
Lız = Lıx+ xı = (x− Lıxı)ı = zı
and
Lz = Lx− LLıxı = Lx+ Lkxı = Lx+ xkı = Lx+ x
= −LiLkx+ x = −Lixk + x = −Lixi+ x = z.
Replacing z with z/‖z‖, we can assume that ‖z‖ = 1 as well. We have just proved
that there exists z ∈ H such that ‖z‖ = 1 and Lqz = zq for every q ∈ H.
Step II. Given a non-empty subset S of H, we say that S is good if, for every
s, s′ ∈ S with s 6= s′, 〈s|s′〉 = 0, ‖s‖ = 1 and Lqs = sq for every q ∈ H. Let
N be the set whose elements are all the good subsets of H, partially ordered by
the inclusion. We have just shown that N 6= ∅. Since N has the property that
every totally ordered subset of N has an upper bound (given by the union of its
elements), by Zorn’s lemma, it admits a maximal element N . It remains to prove
that such a set N is a Hilbert basis of H; that is, N⊥ = {0}. On the contrary,
suppose that N⊥ 6= {0}. By property (b), we infer that Lq(N⊥) ⊂ N⊥ for every
q ∈ H. Indeed, if w ∈ N⊥ and q ∈ H, it holds:
〈Lqw|z〉 = 〈w|Lqz〉 = 〈w|zq〉 = 〈w|z〉q = 0 for every z ∈ N .
In this way, considering each Lq as an operator in B(N
⊥) by restriction, we can
apply Step I again, obtaining z0 ∈ N⊥ such that ‖z0‖ = 1 and Lqz0 = z0q for every
q ∈ H. This contradicts the maximality of N , because N ∪ {z0} ∈ N . It follows
that N⊥ = {0}, as desired. The proof is complete. 
Let X be a non-empty set and let µ be a positive σ-additive measure over a σ-
algebra of X . Consider a function ϕ : X → H. Write ϕ as follows ϕ =∑3a=0 ϕaea,
where e0 := 1, e1 := i, e2 := j, e3 := k and each ϕa is a real-valued function on
X . We say that ϕ is µ-summable if each ϕa is. In this case, we define the integral∫
X
ϕdµ of ϕ with respect to µ by setting∫
X
ϕdµ :=
3∑
a=0
(∫
X
ϕa dµ
)
ea.
Indicate by L2(X,H;µ) the set of all functions ϕ : X → H whose square norm
|ϕ|2 : X → R is µ-summable. Define the function L2(X,H;µ) × L2(X,H;µ) ∋
(ϕ, ψ) 7→ 〈ϕ|ψ〉 ∈ H as follows:
〈ϕ|ψ〉 :=
∫
X
ϕψ dµ,
where ϕψ indicates the pointwise product between ϕ and ψ.
The set L2(X,H;µ), equipped with the pointwise defined operations of sum
and of right quaternionic scalar multiplication, and with the preceding function
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(ϕ, ϕ′) 7→ 〈ϕ|ϕ′〉 as a Hermitian quaternionic scalar product, becomes a quater-
nionic Hilbert space. In what follows, the symbol L2(X,H;µ) will denote such a
quaternionic Hilbert space. Recall that, if L is another quaternionic Hilbert space,
then an operator U : L2(X,H;µ) → L is called isometry if it is bijective and it
preserves the norm of vectors.
Our spectral L2-representation theorem reads as follows.
Theorem 4.4. Let H be a quaternionic Hilbert space, let ı ∈ S, let T ∈ B(H) be
a normal operator and let P = (P,L) be an iqPVM over C+ı in H verifying (4.1).
Define Γ := σS(T ) ∩ C+ı and ϕ(T ) :=
∫
Γ ϕdP for every ϕ ∈Mb(Γ,H).
Then there exists an orthogonal decomposition of H into closed (right H-linear)
subspaces H =
⊕
α∈A Hα having the following properties:
(a) ϕ(T )(Hα) ⊂ Hα for every ϕ ∈Mb(Γ,H) and for every α ∈ A.
(b) For every α ∈ A, there exist a positive σ-additive finite Borel measure
να over Γ and an isometry Uα : L
2(Γ,H; να) → Hα such that, for every
ψα ∈ L2(Γ,H; να), it holds:
U−1α ϕ(T )|HαUαψα = ϕψα νa-a.e. in Γ
and, in particular,
U−1α Lq|HαUαψα = qψα νa-a.e. in Γ
for every q ∈ H.
Proof. By the definition of left scalar multiplication, there exists z ∈ H such that
‖z‖ = 1 and Lqz = zq for every q ∈ H. Define Hz as the closure in H of the
subspace spanned by the vectors of the form
∑N
k=1 P (Ek)zqk, where N ∈ N, the
qk’s are arbitrary quaternions and {Ek}Nk=1 is a family of pairwise disjoint Borel
sets in B(C+ı ). Direct inspection shows that, if su :=
∑N
k=1 qkχEk is the simple
function on C+ı associated with the vector u =
∑N
k=1 P (Ek)zqk ∈ Hz, we get:
‖u‖2 =
N∑
k=1
‖P (Ek)zqk‖2 =
N∑
k=1
|qk|2µ(P )z (Ek) =
∫
σS(T )∩C+ı
|su|2dµ(P )z .
This suggests to focus on the operator Uz : L
2(Γ,H;µ(P )z ) → Hz uniquely defined
by fixing it on the dense subset of simple functions:
N∑
k=1
χEk
qk
Uz7−→
N∑
k=1
P (Ek)zqk.
Since the range of Uz is dense by definition, the operator Uz is an isometry.
Observe that, if D,E ∈ B(C+ı ) and p, q ∈ H, then, bearing in mind that the
pair (P,L) is an iqPVM and Lqz = zq, we have:
LqP (E) (Uz(pχD)) = LqP (E)
(
P (D)zp
)
= P (E ∩D)Lqzp
= P (E ∩D)z(qp) = Uz ((qχE)(pχD)) .
This immediately implies that
ϕ(T )(Hz) ⊂ Hz and U−1z ϕ(T )|HzUzψ = ϕψ on Γ
for every pair of simple functions ϕ, ψ on Γ. By density, the latter inclusion and the
latter equality remain valid for every ϕ ∈Mb(Γ,H) and for every ψ ∈ L2(Γ,H;µ(P)z ).
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In the fortunate case in which Hz = H, the proof stops here. Otherwise, one
passes to consider H⊥z 6= {0}. Such a subspace of H is invariant under the action of
every operator ϕ(T ) with ϕ ∈ Mb(Γ,H); that is, ϕ(T )(H⊥z ) ⊂ H⊥z . Indeed, if ϕ is
such a function, then ϕ(T )(Hz) ⊂ Hz, ϕ(T )∗(Hz) = ϕ(T )(Hz) ⊂ Hz and hence, for
every w ∈ H⊥z and for every v ∈ Hz, it holds:
〈ϕ(T )w|v〉 = 〈w|ϕ(T )∗v〉 = 0,
as desired. In particular, we have that Lq(H
⊥
z ) ⊂ H⊥z for every q ∈ H and hence,
by Theorem 4.3, the restrictions of the Lq’s to H
⊥
z define again a left scalar mul-
tiplication of H⊥z . Then one looks for another z
′ ∈ H⊥z such that Lqz′ = z′q for
every q ∈ H and re-implements the procedure. More precisely, one can complete
the proof by using Zorn’s lemma as in Step II of the proof of Theorem 4.3. 
Remark 4.5. The preceding theorem permits to exhibit a huge class of left scalar
multiplications of H satisfying the hypotheses of Theorem 4.2 for any given normal
operator T ∈ B(H). Let T be such an operator, let P = (P,L) be an iqPVM
over C+ı in H satisfying (4.1) for T , and let {Hα}α∈A, {να}α∈A and {Uα}α∈A be
as in the statement of Theorem 4.4. Given any family {γα : C+ı → Cı}α∈A of
να-measurable functions γα with |γα(x)| = 1 νa-a.e. in x ∈ C+ı , we can define the
map H ∋ q L′7−→ L′q ∈ B(H) by setting(
U−1α L
′
q|HαUαψα
)
(x) = γα(x) q γα(x)ψα(x)
νa-a.e. in x ∈ C+ı . Bearing in mind (4.1), Theorem 3.13 and Theorem 4.4(ii),
it is immediate to verify that L′ is a left scalar multiplication of H satisfying the
hypotheses of Theorem 4.2. Indeed, the inclusion map C+ı ∋ α+ ıβ
id→֒ α+ ıβ ∈ H
has the following properties ı id = id ı,  id = id  for every  ∈ S with ı = − ı
and −ı(id − id) = 2β ≥ 0 on C+ı . Observe that each left scalar multiplication
H ∋ q 7→ L′q of H constructed in this way, via a choice of functions {γα}α∈A as
above, coincides with H ∋ q 7→ Lq on C+ı ; that is, L′q = Lq for every q ∈ C+ı . 
4.4. Some simple examples. We present here some elementary examples con-
cerning Theorems 4.1 and 4.4.
4.4.1. Normal compact operators. We now consider the case of normal compact
operators. We recall that an operator T ∈ B(H) is said to be compact if it sends
bounded subsets of H into relatively compact subsets of H. The following result is
contained in [17].
Theorem 4.6. Let H be a quaternionic Hilbert space and let T ∈ B(H) be a compact
normal operator. Then there exists a Hilbert basis N of H made of eigenvectors of
T such that
Tu =
∑
z∈N
zλz〈z|u〉 for every u ∈ H, (4.8)
where λz ∈ H is an eigenvalue relative to the eigenvector z for every z ∈ N and the
series converges absolutely. Moreover, if Λ denotes the set {λz ∈ H | z ∈ N}, then
it holds:
(a) For every n ∈ N\{0}, the set Λ∩{q ∈ H | |q| ≥ 1/n} is finite. In particular,
Λ is at most countable and 0 is the only possible accumulation point of Λ
in H.
(b) For every λ ∈ Λ \ {0}, the set {z ∈ N |λz = λ} is finite.
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(c) σS(T ) \ {0} = ΩΛ \ {0}.
(d) 0 is the only possible element of σcS (T ); that is, σcS (T ) ⊂ {0}.
Fix ı ∈ S and, for every z ∈ N , choose qz ∈ S in such a way that q−1z λzqz ∈ C+ı .
Observe that the quaternion q−1z λzqz is an eigenvalue of T with respect to the
eigenvector zqz. Indeed, it holds:
T (zqz) = T (z)qz = zλzqz = (zqz)(q
−1
z λzqz).
Rename each vector zqz by z and each quaternion q
−1
z λzqz by λz . In this way, in
the statement of the preceding theorem, we can also assume that
λz ∈ C+ı for every z ∈ N .
Denote by H ∋ q L−→ Lq the left scalar multiplication of H associated with N and
define the qPVM P : B(C+ı )→ B(H) by setting
P (E)u :=
∑
z∈N,λz∈E
z〈z|u〉 for every E ∈ B(C+ı ).
The reader observes that the pair P := (P,L) is an iqPVM over C+ı in H; that
is, the operators P (E) and Lq commute for every E ∈ B(C+ı ) and for every q ∈ H.
Indeed, it holds:
P (E)Lqz = zq = LqP (E)z for every z ∈ N with λz ∈ E
and
P (E)Lqz = 0 = LqP (E)z for every z ∈ N with λz 6∈ E.
Let us verify that T =
∫
C
+
ı
id dP . For every n ∈ N\{0}, indicate by sn : C+ı → H
the simple function defined by setting
sn :=
∑
z∈N,|λz|≥1/n
λzχ{λz}.
Since the sequence {sn}n∈N\{0} converges uniformly to id on supp(P ) = Λ, by the
very definition of integral with respect to an iqPVM and by (4.8), it turns out that∫
C
+
ı
id dPu = lim
n→+∞
∫
C
+
ı
sn dPu = lim
n→+∞
∑
z∈N,|λz|≥1/n
zλz〈z|u〉
=
∑
z∈N
zλz〈z|u〉 = Tu,
as desired. We underline that P is the unique qPVM over C+ı in H associated with
T by the Spectral Theorem 4.1.
4.4.2. Two matricial examples. Consider the finite dimensional quaternionic Hilbert
space H = H⊕H, equipped with the standard right scalar multiplication (r, s)q :=
(rq, sq) and with the standard Hermitian scalar product:
〈(r, s)|(u, v)〉 := ru+ sv if r, s, u, v ∈ H.
(1) Let T : H→ H be the (right H-)linear operator represented by the matrix
T =
[
0 i
j 0
]
∈M2,2(H),
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where matrix multiplication is that on the left; namely, T (r, s) = (is, jr) for every
(r, s) ∈ H. The operator T is unitary, with spherical spectrum
σS(T ) = σpS(T ) =
{
q = q0 + q1i+ q2j + q3k ∈ H
∣∣∣∣ q20 = q21 + q22 + q23 = 12
}
.
The decomposition T = A+ JB of Theorem 2.5 is obtained by setting
A = (T+T ∗)
1
2
=
[
0 i−j2
j−i
2 0
]
, B = |T−T ∗|1
2
=
[√
2
2 0
0
√
2
2
]
, J =
[
0 i+j√
2
i+j√
2
0
]
.
Note that, in this case, J = (T −A)B−1 is uniquely determined.
Fix ı = i. Since σS(T ) ∩ C+i = {λ1 := 1√2 + 1√2 i, λ2 := − 1√2 + 1√2 i}, an easy
computation shows that a Hilbert basis N of HJi+ (and then of H) constituted by
eigenvectors of T is given by the vectors
u1 =
(
i+ k
2
,
1 + i+ j − k
2
√
2
)
, u2 =
(
i− k
2
,
−1 + i+ j + k
2
√
2
)
.
Therefore the left scalar multiplication induced by N is the map defined by
Lq = u1q〈u1| · 〉+ u2q〈u2| · 〉 =
[
q0 − q2j −q3+q1i+q1j−q3k√2
q3+q1i+q1j−q3k√
2
q0 + q2i
]
for every q = q0+ q1i+ q2j+ q3k ∈ H. Moreover, the qPVM P : B(C+i )→ B(H) =
M2,2(H) associated with T is given by
P (E) :=
2∑
µ=1
ǫµPµ for every E ∈ B(C+ı ),
where ǫµ = 1 if λµ ∈ E and ǫµ = 0 otherwise, and
P1 = u1〈u1| · 〉 = 1
2
[
1 i−j√
2
j−i√
2
1
]
, P2 = u2〈u2| · 〉 = 1
2
[
1 j−i√
2
i−j√
2
1
]
.
The Spectral Theorem 4.1 takes then the following expression
T = P1Lλ1 + P2Lλ2 = Lλ1P1 + Lλ2P2.
(2) The right H-linear operator on H represented by the matrix
S =
[
0 i
−i 0
]
,
is self–adjoint, with spherical spectrum σS(S) = σpS(S) = {±1}. The decomposi-
tion S = A + JB of Theorem 2.5 is obtained by setting A = S and B = 0. Since
Ker(B) 6= {0}, the operator J is not uniquely determined. We can take as J the
genuine left multiplication by i in H:
J =
[
i 0
0 i
]
.
Fix ı = i. Then HJi+ = Ci ⊕ Ci. Since σS(S) ∩ C+i = {λ1 := 1, λ2 := −1}, a
Hilbert basis N of HJi+ (and then of H) constituted by eigenvectors of S is given by
the vectors
u1 =
(
1√
2
,− i√
2
)
, u2 =
(
1√
2
,
i√
2
)
.
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The left scalar multiplication induced by N is the map
Lq = u1q〈u1| · 〉+ u2q〈u2| · 〉 =
[
q 0
0 −iqi
]
for every q ∈ H. The qPVM P : B(C+i ) → B(H) = M2,2(H) associated with S is
given by
P (E) :=
2∑
µ=1
ǫµPµ for every E ∈ B(C+ı ),
where ǫµ = 1 if λµ ∈ E and ǫµ = 0 otherwise, and
P1 = u1〈u1| · 〉 = 1
2
[
1 i
−i 1
]
, P2 = u2〈u2| · 〉 = 1
2
[
1 −i
i 1
]
.
The Spectral Theorem 4.1 takes then the classical form
S = P1Lλ1 + P2Lλ2 = P1 − P2.
Observe that, even if S is Ci-valued, as are P1 and P2, the left scalar multiplication
associated with S cannot be equal for each q ∈ H to the standard left multiplication
by q, since then the map would not satisfy the conditions of Theorem 4.2.
4.4.3. The quaternionic L2-space on [0, 1]. Consider the quaternionic Hilbert space
L := L2([0, 1],H;m), where m is the standard Lebesgue measure on [0, 1]. Define
the bounded operator T : L→ L by setting
(Tψ)(t) := tψ(t) m-a.e. in t ∈ [0, 1] for every ψ ∈ L.
It is immediate to verify that T is self-adjoint and hence normal. Thanks to
points (a)(ii) and (b) of Theorem 4.8 in [16], σS(T ) is a compact subset of R and
it coincides with σcS (T ). Since
(
∆q(T )
−1ψ
)
(t) = (t− q)−2ψ(t) for every q ∈ R, it
follows immediately that σS(T ) = σcS (T ) = [0, 1].
Fix ı ∈ S. Define the left scalar multiplication H ∋ q L7−→ Lq ∈ B(L) and the
qPVM P : B(C+ı )→ B(L) by setting
(Lqψ)(t) := qψ(t) and (P (E)ψ)(t) := χE∩[0,1](t)ψ(t)
for every q ∈ H, for every E ∈ B(C+ı ) and for every t ∈ [0, 1]. Since each function
χE∩[0,1] is real-valued, the pair P := (P,L) is an iqPVM over C+ı in L. We have
that P satisfies the spectral theorem for T ; that is, T = ∫
C
+
ı
id dP . The latter
result can be proved following the proof of Theorem 4.4, where A = {1}, H1 = L,
ν1(E) = m(E ∩ [0, 1]) and U1 is the identity map on L.
5. Integral of unbounded measurable functions w.r.t. an iqPVM
Fix a quaternionic Hilbert space H and ı ∈ S. Denote byM(C+ı ,H) the set of all
(possibly unbounded Borel) measurable H-valued functions on C+ı . Choose a qPVM
P : B(C+ı )→ B(H) over C+ı in H. Given any f ∈M(C+ı ,H), we define
‖f‖(P)∞ := inf
{
k ∈ R+∣∣P ({q ∈ C+ı | |f(q)| > k}) = 0} ∈ R+ ∪ {+∞},
where inf ∅ := +∞. We say that f is P -essentially bounded if ‖f‖(P)∞ < +∞.
Recall that Mb(C
+
ı ,H) indicates the subset of M(C
+
ı ,H) consisting of all bounded
measurable H-valued functions on C+ı .
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In what follows, we will use the finite positive regular Borel measures overB(C+ı )
defined in (3.9). We point out that
µ(P )qu (E) = |q|2µ(P )u (E) and µ(P )u+v(E) ≤ 2
(
µ(P )u (E) + µ
(P )
v (E)
)
(5.1)
for every E ∈ B(C+ı ), for every q ∈ H and for every u, v ∈ H. Indeed, it holds:
µ(P )qu (E) = ‖P (E)Lqu‖2 = ‖LqP (E)u‖2 = |q|2‖P (E)u‖2 = |q|2µ(P )u (E)
and
µ(P )u+v(E) = ‖P (E)(u) + P (E)(v)‖2 ≤ 2µ(P )u (E) + 2µ(P )v (E).
Proposition 5.1. Let P = (P,L) be an iqPVM over C+ı in H and let f ∈
M(C+ı ,H). Denote by Df the set {u ∈ H | f ∈ L2(C+ı ,H;µ(P)u )}. The following
facts hold.
(a) Df is a dense (right H-linear) subspace of H.
(b) For every n ∈ N, define the function fn ∈ Mb(C+ı ,H) by setting fn(q) :=
f(q) if |f(q)| ≤ n and fn(q) := 0 otherwise. Then, for every u ∈ Df ,
the sequence {fn}n∈N converges to f in L2(C+ı ,H;µ(P)u ) and the sequence{ ∫
C
+
ı
fn dPu
}
n∈N converges in H. Define the operator
∫
C
+
ı
f dP : Df → H
as follows:∫
C
+
ı
f dPu := lim
n→+∞
∫
C
+
ı
fn dPu for every u ∈ Df . (5.2)
(c) If {gn}n∈N is another sequence of P -essentially bounded functions inM(C+ı ,H)
converging to f in L2(C+ı ,H;µ
(P)
u ) for some u ∈ Df , then the sequence{ ∫
C
+
ı
gn dPu
}
n∈N converges to
∫
C
+
ı
f dPu in H.
(d) For every f ∈ M(C+ı ,H) and for every q ∈ H \ {0}, we have that Dqf =
Df = Dfq, Lq(Df ) = Df and
Lq
∫
C
+
ı
f dP =
∫
C
+
ı
qf dP and
(∫
C
+
ı
f dP
)
Lq =
∫
C
+
ı
fq dP . (5.3)
Evidently, the second equality remains true if q = 0.
(e) For every f ∈M(C+ı ,H) and for every u ∈ Df , we have that∥∥∥∥∫
C
+
ı
f dPu
∥∥∥∥2 = ∫
C
+
ı
|f |2 dµ(P )u (5.4)
and 〈
u
∣∣∣∣∫
C
+
ı
f dPu
〉
=
∫
C
+
ı
f dµ(P )u if f is real-valued. (5.5)
Proof. (a) We begin by defining the pairwise disjoint sets {En}n∈N in B(C+ı ) and
the closed subspaces {Hn}n∈N as follows: En := {q ∈ C+ı |n ≤ |f(q)| < n+ 1} and
Hn := P (En)(H). Since
∑
n∈N P (En) = P (
⋃
n∈NEn) = P (C
+
ı ) = I, the span of⋃
n∈N Hn is dense in H. It is now sufficient to show that Hn ⊂ Df for every n ∈ N.
Thanks to the monotone convergence theorem, we know that∫
C
+
ı
|f |2 dµ(P )u =
∑
n∈N
∫
C
+
ı
|χEnf |2 dµ(P )u ∈ R ∪ {+∞}.
36 RICCARDO GHILONI, VALTER MORETTI, AND ALESSANDRO PEROTTI
On the other hand, Theorem 3.13 ensures that∫
C
+
ı
|χEnf |2 dµ(P )u =
〈∫
C
+
ı
χEnf dPu
∣∣∣∣∫
C
+
ı
χEnf dPu
〉
=
〈∫
C
+
ı
χEnf dPu
∣∣∣∣∫
C
+
ı
χEnfχEn dPu
〉
=
〈∫
C
+
ı
χEnf dPu
∣∣∣∣∫
C
+
ı
χEnf dP
∫
C
+
ı
χEn dPu
〉
=
〈∫
C
+
ı
|χEnf |2 dPu
∣∣∣∣∫
C
+
ı
χEn dPu
〉
=
〈∫
C
+
ı
|χEnf |2 dPu
∣∣∣∣P (En)u〉 .
Therefore, if u ∈ Hm for some m ∈ N, then P (En)u = 0 for every n ∈ N \ {m}
and hence ∫
C
+
ı
|f |2 dµ(P )u =
∑
n∈N
∫
C
+
ı
|χEnf |2 dµ(P )u =
∫
C
+
ı
|χEmf |2 dµ(P )u
≤ (m+ 1)2µ(P )u (C+ı ) ≤ (m+ 1)2‖u‖2 < +∞.
This proves that
⋃
n∈NHn ⊂ Df and hence Df turns out to be dense in H.
The fact that Df is a subspace of H follows immediately from (5.1).
(b) Let u ∈ Df . Exploiting Theorem 3.13 again, we infer that∥∥∥∥∫
C
+
ı
fn dPu−
∫
C
+
ı
fm dPu
∥∥∥∥2 = ∫
C
+
ı
|fn − fm|2dµ(P )u .
Since the sequence {fn}n∈N converges to f in L2(C+ı ,H;µ(P )u ), the latter equality
implies that the sequence {∫
C
+
ı
fn dPu}n∈N in H is a Cauchy sequence. This fact
assures the existence of the limit in (5.2). Bearing in mind that each restriction∫
C
+
ı
fn dP
∣∣
Df
is right H-linear, it follows immediately that the limit
∫
C
+
ı
f dP is
right H-linear as well.
(c) If {gn}n∈N is a sequence of P -essentially bounded functions in M(C+ı ,H)
converging to f in L2(C+ı ,H;µ
(P)
u ) for some u ∈ Df , then {fn − gn}n∈N converges
to 0 in L2(C+ı ,H;µ
(P )
u ) and hence∥∥∥∥∫
C
+
ı
fn dPu−
∫
C
+
ı
gn dPu
∥∥∥∥ = (∫
C
+
ı
|fn − gn|2 dµ(P )u
) 1
2
→ 0 in H.
(d) It is immediate to verify that Dqf = Df = Dfq. By Theorem 3.13(a)(i), we
have that
Lq
∫
C
+
ı
fn dPu =
∫
C
+
ı
qfn dPu and
(∫
C
+
ı
fn dP
)
Lqu =
∫
C
+
ı
fnq dPu (5.6)
for every n ∈ N and for every u ∈ Df . Since µ(P )qu (E) = |q|2µ(P )u (E) for every E ∈
B(C+ı ) and for every u ∈ H, we have that Lq(Df ) ⊂ Df (and hence Lq(Df ) = Df ).
In this way, we can perform the limits in (5.6) as n→ +∞, obtaining (5.3).
(e) Thanks to (3.16) and (3.17), equalities (5.4) and (5.5) hold if f is replaced
by fn for an arbitrary n ∈ N and if u ∈ H. Now, taking the limits as n →
+∞, we obtain (5.4) and (5.5) for arbitrary f ∈ M(C+ı ,H) and u ∈ Df . (f)
Define the constant sequence {gn}n∈N in Mb(C+ı ,H) by setting gn := χEf for
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every n ∈ N. Since such a sequence satisfies the hypothesis of preceding point (c)
for every u ∈ Df , we have that the integral
∫
C
+
ı
f dP defined in (5.2) coincides with∫
E f dP =
∫
C
+
ı
χEf dP defined in (3.14). 
Remark 5.2. (1) Let P = (P,L) be an iqPVM over C+ı in H, let E ∈ B(C+ı ) and
let f ∈M(C+ı ,H). We define∫
E
f dP :=
∫
C
+
ı
χEf dP . (5.7)
It holds: ∫
E
f dP =
∫
E∩ supp(P )
f dP . (5.8)
If g is a function in M(C+ı ,H) with ‖f − g‖(P)∞ = 0, then∫
E
f dP =
∫
E
g dP .
All the preceding equalities can be proved by observing that they are evident in
the bounded case and survive the limit process (5.2).
If h : E → H is a possibly unbounded measurable function on E, then we define∫
E
h dP :=
∫
C
+
ı
h˜dP , (5.9)
where h˜ : C+ı → H extends h to the null function outside E. We denote the integral∫
E h dP also by the symbol
∫
E h(z) dP(z), which is useful in the case we desire to
write the integrand h by an explicit expression.
(2) Let E ∈ B(C+ı ), let h : E → H be a possibly unbounded measurable function
on E and let P = (P,L) and P ′ = (P,L′) be iqPVMs over C+ı in H. If h is real-
valued, then ∫
C
+
ı
h dP =
∫
C
+
ı
h dP ′.
This equality follows immediately from definitions (5.9) and (5.2), and from Remark
3.12(4). 
We can now extend Theorem 3.13, stating and proving the general properties of
the operators
∫
C
+
ı
f dP for f ∈M(C+ı ,H).
Theorem 5.3. Let P = (P,L) be an iqPVM over C+ı in H and let f and g be
arbitrary functions in M(C+ı ,H). The following hold.
(a) D
( ∫
C
+
ı
f dP ∫
C
+
ı
g dP) = Dg ∩Dfg and∫
C
+
ı
f dP
∫
C
+
ı
g dP ⊂
∫
C
+
ı
fg dP . (5.10)
We can replace the latter inclusion with an equality if and only if Dg ⊃ Dfg.
(b) D
( ∫
C
+
ı
f dP + ∫
C
+
ı
g dP) = Df ∩Dg and∫
C
+
ı
f dP +
∫
C
+
ı
g dP ⊂
∫
C
+
ı
(f + g) dP . (5.11)
We can replace the latter inclusion with an equality if and only if Df ∩Dg ⊃
Df+g.
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(c) Df = Df and (∫
C
+
ı
f dP
)∗
=
∫
C
+
ı
f dP . (5.12)
In particular, we have that
∫
C
+
ı
f dP is always a closed operator.
(d) The operator
∫
C
+
ı
f dP is normal and(∫
C
+
ı
f dP
)∗(∫
C
+
ı
f dP
)
=
∫
C
+
ı
|f |2 dP
=
(∫
C
+
ı
f dP
)(∫
C
+
ı
f dP
)∗
. (5.13)
(e) Df = H if and only if f is P -essentially bounded. In particular, (5.10)
holds with the equality if g is P -essentially bounded. Similarly, (5.11) holds
with the equality if at least one of f and g is P -essentially bounded.
(f) Let  ∈ S, let Ψ : C+ı → C+ be a measurable map and let Q : C+ → B(H)
be the map defined by setting Q(E) := P (Ψ−1(E)) for every E ∈ B(C+ ).
Then Q := (Q,L) is an iqPVM over C+ in H such that∫
C
+
ı
ξ ◦ΨdP =
∫
C
+

ξ dQ (5.14)
for every ξ ∈M(C+ ,H).
Proof. (a) First, suppose that ‖f‖(P)∞ < +∞. Define the sequence {gn}n∈N in
Mb(C
+
ı ,H) by setting gn(q) := g(q) if |g(q)| ≤ n and gn(q) := 0 otherwise. Let
u ∈ Dg. Bearing in mind points (b) and (c) of Proposition 5.1, point (a)(ii) of
Theorem 3.13 and the fact that
∫
C
+
ı
f dP ∈ B(H), we infer at once that∫
C
+
ı
f dP
∫
C
+
ı
g dPu =
∫
C
+
ı
f dP lim
n→+∞
∫
C
+
ı
gn dPu
= lim
n→+∞
∫
C
+
ı
f dP
∫
C
+
ı
gn dPu
= lim
n→+∞
∫
C
+
ı
fgn dPu =
∫
C
+
ı
fg dPu.
This proves that∫
C
+
ı
f dP
∫
C
+
ı
g dPu =
∫
C
+
ı
fg dPu if u ∈ Dg and ‖f‖(P)∞ < +∞. (5.15)
Consequently, if G :=
∫
C
+
ı
g dP , (5.4) and (5.15) imply∫
C
+
ı
|f |2dµ(P )Gu =
∫
C
+
ı
|fg|2dµ(P )u if u ∈ Dg and ‖f‖(P)∞ < +∞. (5.16)
Let f be an arbitrary function in M(C+ı ,H) and let {fn}n∈N be the sequence in
Mb(C
+
ı ,H) defined by setting fn(q) := f(q) if |f(q)| ≤ n and fn(q) := 0 otherwise.
Since (5.16) applies to each fn, the monotone convergence theorem assures that
Gu ∈ Df if and only if u ∈ Dfg and hence D
( ∫
C
+
ı
f dP ∫
C
+
ı
g dP) = Dg ∩Dfg.
Fix u ∈ Dg ∩ Dfg. Thanks to the dominated convergence theorem, we infer
that {fn}n∈N converges to f in L2(C+ı ,H;µ(P )Gu) and {fng}n∈N converges to fg in
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L2(C+ı ,H;µ
(P)
u ). In particular, by (5.4), it follows also that
lim
n→+∞
∫
C
+
ı
fn dPGu =
∫
C
+
ı
f dPGu
and
lim
n→+∞
∫
C
+
ı
fng dPu =
∫
C
+
ı
fg dPu.
Bearing in mind that (5.15) holds if f is replaced by each fn, we obtain:∫
C
+
ı
f dP
∫
C
+
ı
g dPu = lim
n→+∞
∫
C
+
ı
fn dPGu
= lim
n→+∞
∫
C
+
ı
fng dPu =
∫
C
+
ı
fg dPu.
(b) The proof of this point is analogous to the one of (a).
(c) Let f ∈ M(C+ı ,H) and let {fn}n∈N be the sequence in Mb(C+ı ,H) defined
as above. The equality Df = Df follows immediately from the definitions of Df
and Df .
Let us prove (5.12). Let u ∈ Df and let v ∈ Df = Df . By the definitions of∫
C
+
ı
f dP and ∫
C
+
ı
f dP , and by point (a)(iii) of Theorem 3.13, we infer that〈
v
∣∣∣∣∫
C
+
ı
f dPu
〉
= lim
n→+∞
〈
v
∣∣∣∣∫
C
+
ı
fn dPu
〉
= lim
n→+∞
〈∫
C
+
ı
fn dPv
∣∣∣∣u〉
=
〈∫
C
+
ı
f dPv
∣∣∣∣u〉 .
This implies that v ∈ D(( ∫
C
+
ı
f dP)∗) and ∫
C
+
ı
f dP ⊂ ( ∫
C
+
ı
f dP)∗.
To complete the proof of (5.12), we have to show that D
(( ∫
C
+
ı
f dP)∗) ⊂ Df .
For every n ∈ N, define Fn := {q ∈ C+ı | |f(q)| ≤ n}. Since fn = fχFn , point (b)
implies that ∫
C
+
ı
fn dP =
∫
C
+
ı
f dP
∫
C
+
ı
χFn dP . (5.17)
Bearing in mind that the operator
∫
C
+
ı
χFn dP = P (Fn) is bounded and self-adjoint,
we obtain (see point (v) of Remark 2.16 of [16]):∫
C
+
ı
χFn dP
(∫
C
+
ı
f dP
)∗
⊂
(∫
C
+
ı
f dP
∫
C
+
ı
χFn dP
)∗
.
Combining the latter inclusion with (5.17) and with point (a)(iii) of Theorem 3.13,
we infer that∫
C
+
ı
χFn dP
(∫
C
+
ı
f dP
)∗
⊂
(∫
C
+
ı
fn dP
)∗
=
∫
C
+
ı
fn dP .
In particular, given any x ∈ D(( ∫
C
+
ı
f dP)∗), it holds∫
C
+
ı
χFn dPy =
∫
C
+
ı
fn dPx,
where y :=
( ∫
C
+
ı
f dP)∗x. Thanks to (5.4), it follows that∫
C
+
ı
|fn|2 dµ(P )x =
∫
C
+
ı
|χFn |2 dµ(P )y ≤ ‖y‖2 for every n ∈ N,
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which implies that x ∈ Df . This proves (5.12) and consequently, since the adjoint
of an operator is always closed, it also proves that
∫
C
+
ı
f dP is closed.
(d) Recall that, given any u ∈ H, the positive Borel measure µ(P )u on C+ı is
finite. In this way, we have that L4(C+ı ,H;µ
(P)
u ) ⊂ L2(C+ı ,H;µ(P )u ) and hence
Dff = Dff ⊂ Df = Df . Combining this fact with preceding points (a) and (c),
we infer that(∫
C
+
ı
f dP
)∗(∫
C
+
ı
f dP
)
=
∫
C
+
ı
f dP
∫
C
+
ı
f dP =
∫
C
+
ı
|f |2 dP
=
∫
C
+
ı
f dP
∫
C
+
ı
f dP =
(∫
C
+
ı
f dP
)(∫
C
+
ı
f dP
)∗
.
In particular, the operator
∫
C
+
ı
f dP is normal.
(e) If ‖f‖(P)∞ < +∞, then Df = H by point (f) of Proposition 5.1.
Assume that Df = H. By point (c), the operator
∫
C
+
ı
f dP is closed. In this
way, the closed graph theorem implies that
∫
C
+
ı
f dP is bounded (see point (f) of
Proposition 2.11 in [16]). If {fn}n∈N and {Fn}n∈N are the sequences defined above,
then (3.15) and point (a) implies that
‖fn‖(P )∞ =
∥∥∥∥∫
C
+
ı
fn dP
∥∥∥∥ = ∥∥∥∥∫
C
+
ı
f dP
∫
C
+
ı
χFn dP
∥∥∥∥
=
∥∥∥∥∫
C
+
ı
f dPP (Fn)
∥∥∥∥ ≤ ∥∥∥∥∫
C
+
ı
f dP
∥∥∥∥ ‖P (Fn)‖ ≤ ∥∥∥∥∫
C
+
ı
f dP
∥∥∥∥
for every n ∈ N. Therefore, taking the limit as n→ +∞, we obtain that ‖f‖(P)∞ ≤∥∥ ∫
C
+
ı
f dP∥∥ < +∞, as desired.
(f) It is immediate to verify that Q = (Q,L) is an iqPVM over C+ in H, and
µ(Q)u = µ
(P )
u ◦ ψ−1 for every u ∈ H. Let ξ ∈ M(C+ ,H). From standard results
concerning positive measures, we have that, for every u ∈ H, the integrals ∫
C
+
ı
|ξ ◦
ψ|2 dµ(P )u and
∫
C
+

|ξ|2 dµ(Q)u coincides, also when they diverges. This fact implies
that Dξ◦ψ = Dξ.
Let {ξn}n∈N be the sequence in Mb(C+ ,H) defined by setting ξn(q) := ξ(q) if
|ξ(q)| ≤ n and ξn(q) := 0 otherwise. Thanks to point (c) of Theorem 3.13 and
to point (f) of Proposition 5.1, we know that (5.14) holds for every ξn and for
every u ∈ H. Points (b) and (c) of Proposition 5.1 ensure that (5.14) holds for ξ if
u ∈ Dξ◦ψ = Dξ. 
As a first corollary, we improve point (f) of Proposition 5.1.
Corollary 5.4. Let P = (P,L) be an iqPVM over C+ı in H and let f ∈M(C+ı ,H).
Then the following three conditions are equivalent:
(a) Df = H.
(b)
∫
C
+
ı
f dP is bounded.
(c) f is P -essentially bounded.
Moreover, if the preceding conditions are satisfied, then
∫
C
+
ı
f dP ∈ B(H) and
‖f‖(P)∞ ≤
∥∥ ∫
C
+
ı
f dP∥∥.
Proof. Implication (a) =⇒ (b) follows immediately from the closed graph theorem
(see Proposition 2.11(f) of [16]). Implication (c) =⇒ (a) is evident.
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Let us prove (b) =⇒ (c). For every n ∈ N, define En := {q ∈ C+ı | |f(q)| ≤ n} ∈
B(C+ı ). By (3.15), Proposition 5.1(f) and Theorem 5.3(a), we have that
‖fχEn‖(P )∞ =
∥∥∥∥∫
C
+
ı
fχEn dP
∥∥∥∥ = ∥∥∥∥∫
C
+
ı
f dP
∫
C
+
ı
χEn dP
∥∥∥∥ = ∥∥∥∥∫
C
+
ı
f dP P (En)
∥∥∥∥
≤
∥∥∥∥∫
C
+
ı
f dP
∥∥∥∥ ‖P (En)‖ ≤ ∥∥∥∥∫
C
+
ı
f dP
∥∥∥∥
for every n ∈ N. Since ‖f‖(P)∞ = supn∈N ‖fχEn‖(P )∞ (see Remark 3.5(2)), the proof
is complete. 
Another important consequence of Theorem 5.3 is the following.
Corollary 5.5. Let P = (P,L) be an iqPVM over C+ı in H and let f be an arbi-
trary function in M(C+ı ,H). Then Ker
( ∫
C
+
ı
f dP) = P (f−1(0))(H) and hence the
operator
∫
C
+
ı
f dP : Df → Ran
( ∫
C
+
ı
f dP) is bijective if and only if P (f−1(0)) = 0.
In this case (∫
C
+
ı
f dP
)−1
=
∫
C
+
ı
1
f
dP ,
where 1f : C
+
ı → H is the function defined by setting 1f (q) := (f(q))−1 if f(q) 6= 0
and 1f (q) := 0 otherwise.
Proof. The proof of the equality Ker
( ∫
C
+
ı
f dP) = P (f−1(0))(H) is similar to the
one of point (a)(vii) of Theorem 3.13. Let E := f−1(0). By point (a) of Theorem
5.3, we know that
∫
C
+
ı
f dP P (E) = ∫
C
+
ı
f dP ∫
C
+
ı
χE dP =
∫
C
+
ı
fχE dP = 0 and
hence P (E)(H) ⊂ Ker( ∫
C
+
ı
f dP). Let u ∈ Ker( ∫
C
+
ı
f dP). By (5.4), we have that∫
C
+
ı
|f |2 dµ(P )u = 0. Since the measure µ(P )u is positive, it follows that µ(P )u (C+ı \E) =
0 and hence P (C+ı \ E)u = 0. In this way, we infer that u = P (E)u ∈ P (E)(H).
This proves that Ker(
∫
C
+
ı
f dP) = P (E)(H).
Assume
∫
C
+
ı
f dP is bijective or, equivalently, P (E) = 0. Since f 1f is P -almost
everywhere equal to the function on C+ı constantly equal to 1, point (a) of Theo-
rem 5.3 and point (a)(iv) of Theorem 3.13 ensure that D
( ∫
C
+
ı
1
f dP
∫
C
+
ı
f dP) =
D
( ∫
C
+
ı
f dP) and ∫
C
+
ı
1
f dP
∫
C
+
ı
f dP ⊂ I. In this way, ∫
C
+
ı
f dP is invertible,
Ran
( ∫
C
+
ı
f dP) ⊂ D 1
f
and
( ∫
C
+
ı
f dP)−1 ⊂ ∫
C
+
ı
1
f dP . By applying the same
argument to 1f , we obtain that
∫
C
+
ı
1
f dP is invertible, Ran
( ∫
C
+
ı
1
f dP
) ⊂ Df and( ∫
C
+
ı
1
f dP
)−1 ⊂ ∫
C
+
ı
f dP . In particular, we have that
D 1
f
=
( ∫
C
+
ı
1
f dP
)−1 (
Ran
( ∫
C
+
ı
1
f dP
)) ⊂ ( ∫
C
+
ı
f dP)(Df ) = Ran( ∫C+ı f dP),
and hence D 1
f
= Ran
( ∫
C
+
ı
f dP) and ∫
C
+
ı
1
f dP =
( ∫
C
+
ı
f dP)−1, as desired. 
We conclude this section by improving points (a) and (b) of Theorem 5.3.
First, we need some preparations. As for complex Hilbert spaces, we have the
following definition.
Definition 5.6. Let T : D(T )→ H be a closed linear operator. A linear subspace
S of D(T ) is said to be a core for T if T |S = T . 
The following is a quaternionic version of Theorem 4.3(iii) of [31].
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Lemma 5.7. Let f ∈M(C+ı ,H) and let {En}n∈N be a sequence of sets in B(C+ı )
such that En ⊂ En+1 for every n ∈ N,
⋃
n∈NEn = C
+
ı and fχEn ∈ Mb(C+ı ,H).
Such a sequence of Borel sets is called bounding sequence for f . Consider an
iqPVM P = (P,L) over C+ı in H. Then
⋃
n∈N P (En)(H) is a core for
∫
C
+
ı
f dP.
Proof. Let n ∈ N. Thanks to points (a) and (e) of Theorem 5.3, and to the fact
that the measurable function fχEn is bounded, we infer at once that
D
(
P (En)
∫
C
+
ı
f dP
)
= D
(∫
C
+
ı
χEn dP
∫
C
+
ı
f dP
)
= Df ∩Dfχ
En
= Df ∩ H = Df
and
P (En)
∫
C
+
ı
f dP ⊂
∫
C
+
ı
χEnf dP =
∫
C
+
ı
fχEn dP =
(∫
C
+
ı
f dP
)
P (En).
It follows that P (En)(H) ⊂ Df and
∫
C
+
ı
f dP(P (En)u) = P (En)(
∫
C
+
ı
f dP u) for
every u ∈ Df . Bearing in mind points (a) and (c) of Definition 3.4, it follows also
that, if u ∈ Df , then P (En)u→ u and
∫
C
+
ı
f dP(P (En)u) = P (En)(
∫
C
+
ı
f dP u)→∫
C
+
ı
f dP u as n→ +∞. This proves that⋃n∈N P (En)(H) is a core for ∫C+ı f dP . 
Proposition 5.8. Given an iqPVM P = (P,L) over some C+ı in H and arbitrary
functions f and g in M(C+ı ,H), it holds:∫
C
+
ı
f dP
∫
C
+
ı
g dP =
∫
C
+
ı
fg dP . (5.18)
and ∫
C
+
ı
f dP +
∫
C
+
ı
g dP =
∫
C
+
ı
(f + g) dP . (5.19)
Proof. The proof is similar to the complex one (see points (ii) and (iii) of Theorem
4.16 of [31]). For every n ∈ N, denote by En the Borel subset of C+ı formed by all
q such that max{|f(q)|, |g(q)|} ≤ n. Observe that {En}n∈N is a bounding sequence
for f , for g and hence for fg. By Lemma 5.7, the subspace D := ⋃n∈N P (En)(H) of
H is a core for
∫
C
+
ı
fg dP . Since each measurable function gχEn is bounded, points
(a) and (e) of Theorem 5.3 imply that∫
C
+
ı
fg dP P (En) =
∫
C
+
ı
fgχEn dP =
∫
C
+
ı
f dP
∫
C
+
ı
gχEn dP
=
∫
C
+
ı
f dP
∫
C
+
ı
g dP P (En)
for every n ∈ N. In other words, D is contained in D( ∫
C
+
ı
f dP ∫
C
+
ı
g dP) and the
operator
∫
C
+
ı
f dP ∫
C
+
ı
g dP coincides with ∫
C
+
ı
fg dP onD. Since ∫
C
+
ı
f dP ∫
C
+
ı
g dP ⊂∫
C
+
ı
fg dP and D is a core for ∫
C
+
ı
fg dP , we obtain (5.18).
The proof of (5.19) is analogous. 
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6. Spectral theorem for unbounded normal operators and iqPVMs
6.1. Preliminary lemmata. Let H be a quaternionic Hilbert space. We need
some preliminary technical lemmata whose proofs are quite similar to those in
complex Hilbert spaces. They mostly rely upon results of [16], which extend known
results of complex Hilbert space theory.
Lemma 6.1. Let A : D(A) → H be a positive self-adjoint operator with dense
domain and let λ be a positive real number. Then Ran(Iλ+A) = H and the operator
Iλ+A is invertible. Furthermore, its inverse (Iλ+A)−1 : H→ D(Iλ+A) = D(A)
has the following properties:
(a) (Iλ+ A)−1 ∈ B(H) with ‖(Iλ+A)−1‖ ≤ λ−1.
(b) (Iλ+ A)−1 ≥ 0 and hence (Iλ +A)−1 is self-adjoint as well.
Proof. Let u ∈ Ker(Iλ + A). Since A is positive, we infer that 0 = 〈u|uλ+ Au〉 =
‖u‖2λ+ 〈u|Au〉 ≥ ‖u‖2λ and hence u = 0. This proves that Iλ+A is injective. The
operator Iλ + A is self-adjoint. In this way, thanks to Proposition 2.14 of [16], we
obtain that Ran(Iλ+A) is dense in H, because Ran(Iλ+A)⊥ = Ker(Iλ+A) = {0}.
Let L := (Iλ + A)−1 : Ran(Iλ + A) → D(A) be the inverse of Iλ + A, let
y ∈ Ran(Iλ + A) and let x := Ly. We just know that 〈Ly|y〉 = 〈x|xλ + Ax〉 ≥
‖x‖2λ = ‖Ly‖2λ. In this way, by the Cauchy-Schwartz inequality, it follows that
‖Ly‖‖y‖ ≥ λ‖Ly‖2 and hence ‖y‖ ≥ ‖Ly‖λ. This fact proves that ‖L‖ ≤ λ−1.
Furthermore, it holds 〈y|Ly〉 = 〈(Iλ+A)x|x〉 = 〈x|(Iλ +A)x〉 ≥ 0.
In order to complete the proof, it is now sufficient to show that Ran(Iλ+A) = H
or, equivalently, that Ran(Iλ+A) is closed in H. Indeed, if this would be true, then
point (a) would be evident and point (b) would immediately follow from point (b)
of Proposition 2.17 of [16]. Consider a sequence {yn}n∈N in Ran(Iλ+A) converging
to some y ∈ H. Let xn := Lyn ∈ D(A) for every n ∈ N. Since L is bounded,
the sequence {xn}n∈N is a Cauchy sequence in H, which converges to some x ∈ H.
Since A is closed (because it is self-adjoint), the operator Iλ+A is also closed and
thus y = (Iλ+A)x ∈ Ran(Iλ+A), as desired. 
Lemma 6.2. Let A : D(A) → H be a positive self-adjoint operator with dense
domain. The following facts hold.
(a) σS(A) ⊂ [0,+∞).
(b) Suppose A ∈ B(H). Let P = (P,L) be an iqPVM over C+ı in H such that
A =
∫
[0,+∞) id dP (see Theorem 4.1 for the existence of such a P). Then
√
A =
∫
[0,+∞)
√
r dP(r), (6.1)
where
∫
[0,+∞)
√
r dP(r) denotes the integral of the real-valued continuous
function [0,+∞) ∋ r 7→ √r with respect to P (see Remark 3.12(3)).
Proof. (a) Thanks to point (b) of Theorem 4.8 in [16], we know that σS(A) ⊂ R. We
must only prove that (−∞, 0) does not intersect σS(A). Choose λ ∈ (0,+∞). By
Lemma 6.1(a), we have that Iλ+A is invertible and (Iλ+A)−1 ∈ B(H). It follows
that ∆−λ(A) = (Iλ+A)2 is also invertible and ∆−λ(A)−1 = (Iλ+A)−1(Iλ+A)−1 ∈
B(H). Therefore −λ 6∈ σS(A), as desired.
(b) Combining point (b) of Theorem 4.3 of [16] with preceding point (a) and with
point (b) of Theorem 4.1, we obtain at once that σS(A) is a non-empty compact
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subset of R, which is equal to supp(P ). It follows that
∫
[0,+∞)
√
r dP(r) ∈ B(H).
Moreover, bearing in mind point (a)(ii) of Theorem 3.13, Theorem 4.1 and (3.17),
we infer that (∫
[0,+∞)
√
r dP(r)
)2
=
∫
supp(P )
id dP = A
and 〈
u
∣∣∣∣∣
∫
[0,+∞)
√
r dP(r)
〉
=
∫
[0,+∞)
√
r dµ(P )u (r) ≥ 0.
Summing up,
∫
[0,+∞)
√
r dP(r) is a positive operator in B(H) whose square is A.
By the uniqueness of the square root of a positive operator in B(H) (see Theorem
2.18 of [16]), we have that
∫
[0,+∞)
√
r dP(r) = √A, as desired. 
Lemma 6.3. Let A : D(A) → H be a closed linear operator and let B ∈ B(H).
Suppose that there exists a dense linear subspace S of H such that S ⊂ D(AB) and
the restriction of AB to S is bounded. Then D(AB) = H and AB ∈ B(H).
Proof. Consider any fixed x ∈ H and a sequence S ⊃ {xn}n → x. Since B ∈ B(H)
and AB|S is bounded, the sequence D(A) ⊃ {Bxn}n → Bx and the sequence
{ABxn}n converges to some y ∈ H. Bearing in mind that A is closed, we infer
that Bx ∈ D(A) and ABx = y. In particular, we have that D(AB) = H and AB
is closed. Thanks to the closed graph theorem (see Proposition 2.11(f) of [16]), it
follows that AB ∈ B(H). 
A well-known result for complex Hilbert spaces generalizes to quaternionic Hilbert
spaces.
Lemma 6.4. Let T : D(T ) → H be a closed operator with dense domain. Then
D(T ∗T ) is a core for T .
Proof. By point (d) of Theorem 2.15 in [16], we know thatD(T ∗T ) is dense in H and
the operator T ∗T is self-adjoint. Since T ∗T is also positive, Lemma 6.1 ensures that
Ran(I+T ∗T ) = H. As a general result, one immediately sees that the closedness of
T is equivalent to the fact that the quaternionic (right) vector spaceD(T ), equipped
with the quaternionic scalar product 〈x|y〉T := 〈x|y〉 + 〈Tx|Ty〉 is complete; that
is, it is a quaternionic Hilbert space, we denote by HT . Consequently, the thesis
is true if D(T ∗T ) is dense in HT . Let us show it. If x ∈ D(T ) is orthogonal to
D(T ∗T ) in HT , then we have that 0 = 〈x|y〉T = 〈x|(I + T ∗T )y〉 for y ∈ D(T ∗T ).
Since Ran(I + T ∗T ) = H, we conclude that x = 0 and thus D(T ∗T ) is dense in HT ,
as desired. 
The next result is a slightly improved quaternionic version of Lemma 5.7 of [31]
for complex operators.
Lemma 6.5. Let T : D(T ) → H be a closed operator with dense domain. The
following hold.
(a) The operator CT := (I + T
∗T )−1 is a well-defined element of B(H), it is
positive and Ran(CT ) = D(T
∗T ).
(b) The operator ZT := T
√
CT has the following properties:
(i) D(ZT ) = H and ZT ∈ B(H) with ‖ZT‖ ≤ 1.
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(ii) Ran(
√
CT ) = D
(
(
√
I− Z∗TZT )−1
)
is a core for T and it holds:
CT = I− Z∗TZT and T = ZT
(√
I− Z∗TZT
)−1
. (6.2)
(iii) Z∗T = ZT∗ .
(iv) ZT is normal if T is normal.
Proof. (a) As already noticed at the beginning of the proof of Lemma 6.4, T ∗T is
a positive self-adjoint operator with dense domain. By Lemma 6.1, the operator
CT := (I + T
∗T )−1 : H→ D(T ∗T ) is well-defined, bijective, bounded and positive.
(b) Since Ran(CT ) = D(T
∗T ) ⊂ D(T ), we have that D(TCT ) = H and hence
Ran(
√
CT ) ⊂ D(ZT ). Let y ∈ Ran(
√
CT ) and let x ∈ H such that y =
√
CT x.
Bearing in mind that CTx ∈ D(T ) and TCTx ∈ D(T ∗), it holds:
‖ZT y‖2 = ‖TCTx‖2 = 〈CTx |T ∗TCTx〉 ≤ 〈CTx | (I + T ∗T )CTx〉
= 〈CTx|x〉 =
∥∥∥√CTx∥∥∥2 = ‖y‖2.
Observe that the operator
√
CT is injective, because Ker(
√
CT ) ⊂ Ker(CT ) = {0}.
Since the operator
√
CT ∈ B(H) is self-adjoint, Proposition 2.14 of [16] ensures
that Ran(
√
CT )
⊥ = Ker(
√
CT ) = {0}. In other words, Ran(
√
CT ) is dense in
H. Now we can apply Lemma 6.3 for A := T , B :=
√
CT and S := Ran(
√
CT ),
obtaining that ZT := T
√
CT is well-defined on the whole H, it belongs to B(H) and
‖ZT‖ ≤ 1. This proves (i).
Let us show (ii). By (i), we know that D(T ) ⊃ Ran(√CT ). On the other
hand, it is evident that Ran(
√
CT ) ⊃ Ran(CT ) = D(T ∗T ). It follows that D(T ) ⊃
Ran(
√
CT ) ⊃ D(T ∗T ). Since D(T ∗T ) is a core for T by Lemma 6.5, Ran(
√
CT )
is a core for T as well. Next observe that, from the relations Ran(CT ) = D(T
∗T )
and Z∗T ⊃ (
√
CT )
∗T ∗ =
√
CT T
∗, we have:
Z∗TZT
√
CT ⊃
√
CT T
∗T
√
CT
√
CT
=
√
CT
(
I + T ∗T
)
CT −
√
CT CT = (I− CT )
√
CT .
Hence Z∗TZT
√
CT = (I−CT )
√
CT . Since Ran(
√
CT ) is dense in H and the operators
Z∗TZT and I−CT are continuous, we have also that Z∗TZT = I−CT . It follows that
T |Ran(√CT ) = ZT (
√
CT )
−1 = ZT (
√
I− Z∗TZT )−1. On the other hand, Ran(
√
CT )
is a core for T and hence T = ZT (
√
I− Z∗TZT )−1.
Now we prove (iii). Thanks to point (b) of Theorem 2.15 of [16] and to the fact
that T is closed, we see that D(T ∗) is dense in H and (T ∗)∗ = T = T . Define
CT∗ := (I + (T
∗)∗T ∗)−1 = (I + TT ∗)−1. Since T ∗ is closed, by applying preceding
point (a) to CT∗ , we obtain that CT∗ ∈ B(H) and Ran(CT∗) = D(TT ∗) ⊂ D(T ∗).
Take x ∈ D(T ∗) and set y := CT∗x ∈ D(T ∗). By definition of CT∗ , we have
that x = (I + TT ∗)y and hence TT ∗y = x − y ∈ D(T ∗). In particular, it holds
T ∗T (T ∗y) = T ∗(TT ∗y) = T ∗(x − y) = T ∗x − T ∗y or, equivalently, T ∗x = (I +
T ∗T )T ∗y. This implies that CTT ∗x = T ∗y = T ∗CT∗x. We have just proved that
CTT
∗x = T ∗CT∗x for every x ∈ D(T ∗).
By induction, the latter equality immediately implies that, for every x ∈ D(T ∗)
and for every n ∈ N, (CT∗)nx ∈ D(T ∗) and (CT )nT ∗x = T ∗(CT∗)nx. In this way,
given any x ∈ D(T ∗) and any real polynomial p(X) =∑dk=0Xkak ∈ R[X ], we have
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that
p(CT∗)x ∈ D(T ∗) and p(CT )T ∗x = T ∗p(CT∗)x, (6.3)
where pn(S) is the operator inB(H) defined by pn(S)y :=
∑d
k=0 S
kyak if S = CT or
S = CT∗ . Since CT and CT∗ are positive (and hence self-adjoint) elements ofB(H),
points (b) of Theorems 4.3 and 4.8 of [16] and point (a) of Lemma 6.2 ensure that
σS(CT ) and σS(CT∗) are (nonempty) compact subsets [0,+∞). Denote by K the
compact subset σS(CT ) ∪ σS(CT∗) of [0,+∞). By the Stone-Weierstrass theorem,
we can choose a sequence {pn}n∈N of polynomials in R[X ] in such a way that the
corresponding sequence {K ∋ r 7→ pn(r)}n∈N of functions converges uniformly to
K ∋ r 7→ √r. Fix ı ∈ S and denote by P and P ′ two iqPVMs over C+ı in H
associated with CT and CT∗ by means of Spectral Theorem 4.1, respectively. By
point (a) of Theorem 3.13 and point (b) of Lemma 6.2, we have that{
pn(CT ) =
∫
K
pn(r) dP(r)
}
n∈N
−→
∫
K
√
r dP(r) =
√
CT in H
and {
pn(CT∗) =
∫
K
pn(r) dP ′(r)
}
n∈N
−→
∫
K
√
r dP ′(r) =
√
CT∗ in H.
Since T ∗ is closed, taking the limit as n → +∞ in equality (6.3) with p = pn,
we obtain that
√
CT∗ x ∈ D(T ∗) and
√
CT T
∗x = T ∗
√
CT∗ x for every x ∈ D(T ∗).
Bearing in mind that Z∗T = (T
√
CT )
∗ ⊃ √CT T ∗, we infer that Z∗Tx =
√
CT T
∗x =
T ∗
√
CT∗ x = ZT∗x for every x ∈ D(T ∗). On the other hand, D(T ∗) is dense in H
and the operators ZT and ZT∗ belong to B(H). It follows that Z
∗
T = ZT∗ .
It remains to prove (iv). Suppose T is normal. Bearing in mind the first equality
of (6.2), preceding point (iii) and the fact that (T ∗)∗ = T , we obtain at once that
I− Z∗TZT = CT = (I + T ∗T )−1 = (I + TT ∗)−1
=
(
I + (T ∗)∗T ∗
)−1
= I− (ZT∗)∗ZT∗ = I− ZTZ∗T .
It follows that ZT is normal, as desired. 
6.2. The spectral theorem for unbounded normal operators and some
consequences. We are in a position to state and prove the spectral theorem for
unbounded normal operators (see also Proposition 6.10 below).
Theorem 6.6. Let H be a quaternionic Hilbert space and let ı ∈ S. Then, given a
closed normal operator T : D(T ) → H with dense domain, there exists an iqPVM
Q = (Q,L) over C+ı in H such that
T =
∫
C
+
ı
id dQ, (6.4)
where id : C+ı →֒ H indicates the inclusion map.
The following additional facts hold.
(a) T determines uniquely Q. More precisely, if Q′ = (Q′,L′) is any iqPVM
over C+ı in H such that T =
∫
C
+
ı
id dQ′, then Q′ = Q. Furthermore, if L′q
denotes L′(q) for every q ∈ H, then we have
(i) L′ıT = TL
′
ı and L
′
ıT
∗ = T ∗L′ı,
(ii) L′T = T
∗L′ if  ∈ S with ı = − ı,
(iii) −L′ı(T − T ∗) ≥ 0.
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(b) supp(Q) = σS(T )∩C+ı , and supp(Q) (or equivalently σS(T )) is compact if
and only if T ∈ B(H).
(c) P (R)(H) = Ker(T − T ∗ ) and hence P (C+ı \ R)(H) = Ker(T − T ∗ )⊥.
(d) Concerning the spherical spectrum σS(T ) of T , we have:
(i) q ∈ σpS (T ) if and only if Q(Sq ∩C+ı ) 6= 0. In particular, every isolated
point of σS(T ) ∩ C+ı belongs to σpS (T ).
(ii) σrS (T ) = ∅.
(iii) q ∈ σcS (T ) if and only if Q(Sq ∩C+ı ) = 0 and Q(A) 6= 0 for every open
subset A of C+ı containing Sq ∩C+ı . Furthermore, if q ∈ σcS (T ), then,
for every positive real number ǫ, there exists a vector uǫ ∈ H such that
‖uǫ‖ = 1 and ‖Tuǫ − uǫq‖ < ǫ.
Proof. We divide the proof into five steps.
Step I. Let us prove the existence of an iqPVM Q = (Q,L) satisfying (6.4).
Let CT and ZT be the operators in B(H) defined as in the statement of Lemma
6.5. By point (b)(iv) of the same lemma, we know that ZT is normal. In this way,
we can apply Theorem 4.1 to ZT , obtaining a bounded iqPVM P = (P,L) over C+ı
in H such that supp(P ) = σS(ZT ) ∩ C+ı and
ZT =
∫
σS(ZT )∩C+ı
id dP . (6.5)
By Theorem 4.3(a) of [16] and above Lemma 6.5(b)(i), we have that σS(ZT )∩C+ı ⊂
B, where B := {z ∈ Cı | |z| ≤ 1}.
Let us show that P (σS(ZT ) ∩ C+ı ∩ ∂B) = 0. We will use this equality below.
Define the measurable function ψ : C+ı → C+ı and the qPVM R : B(C+ı )→ B(H)
by setting ψ(z) := |z|2 and R(E) := P (ψ−1(E)). Points (a) and (c) of Theorem 3.13
implies that the iqPVM R := (R,L) satisfies the Spectral Theorem 4.1 for Z∗TZT ;
that is, Z∗TZT =
∫
C
+
ı
id dR. Since Z∗TZT is self-adjoint, Theorem 4.8(b) of [16]
implies that σS(T ) ⊂ R. On the other hand, by combining the fact that Z∗TZT
is positive and ‖Z∗TZT ‖ ≤ ‖ZT‖2 ≤ 1 with Lemma 6.2(a), we obtain at once that
supp(R) = σS(Z
∗
TZT ) ⊂ [0, 1]. Suppose that P (σS(ZT )∩C+ı ∩ ∂B) 6= 0. We would
have that R({1}) = P (∂B) = P (supp(P ) ∩ ∂B) = P (σS(ZT ) ∩ C+ı ∩ ∂B) 6= 0. By
above Theorem 4.1(d)(i) and Proposition 4.5 of [16], it would imply that 1 is an
eigenvalue of Z∗TZT or, equivalently, that Ker(I−Z∗TZT ) 6= {0}. This is impossible,
because the first equality of (6.2) asserts that I − Z∗TZT is equal to CT , which is
bijective. Therefore P (σS(ZT ) ∩C+ı ∩ ∂B) = 0.
To go on, looking at the second equality of (6.2), one immediately realizes that
a promising idea for constructing the desired iqPVM Q is to compare T with the
closed normal operator
∫
C
+
ı
f dP , where f : C+ı → H is the measurable function in
M(C+ı ,H) given by
f(z) := z
(√
1− zz )−1 if |z| < 1 and f(z) := 0 otherwise. (6.6)
Let us follow such an idea. By (6.5) and Theorem 3.13(a), we have that
I− Z∗TZT =
∫
C
+
ı
(1− zz) dP(z).
Define the measurable function ψ′ : C+ı → C+ı , the qPVM R′ : B(C+ı ) → B(H)
and the iqPVM R′ over C+ı in H by setting ψ′(z) := 1−zz, R′(E) := P ((ψ′)−1(E))
and R′ := (R′,L), respectively. Observe that supp(R′) ⊂ (ψ′)−1([0, 1]) = B. By
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Theorem 3.13(c), we have that I−Z∗TZT =
∫
B
id dR′. Lemma 6.5 ensures that the
operator I − Z∗TZT is positive. By combining points (a) and (b) of Theorem 4.1
with point (a) of Lemma 6.2, we infer that supp(R′) ⊂ [0, 1] = B ∩ [0,+∞). In this
way, if g : C+ı → H is the measurable function defined by g(z) :=
√
1− zz if |z| < 1
and g(z) := 0 otherwise, then Lemma 6.2(b) and Theorem 3.13(c) imply that√
I− Z∗TZT =
∫
[0,1]
√
r dR′(r) =
∫
B
g dP =
∫
C
+
ı
g dP .
Since supp(P ) ∩ g−1(0) = σS(A) ∩ C+ı ∩ ∂B, we have that P (g−1(0)) = 0. This
allows to apply Corollary 5.5, obtaining:(√
I− Z∗TZT
)−1
=
∫
C
+
ı
1
g
dP .
On the other hand, thanks to Lemma 6.5(a)(ii), we know that
T |Ran(√CT ) = ZT (
√
CT )
−1 = ZT (
√
I− Z∗TZT )−1
and hence, exploiting Theorem 5.3(a), we obtain:
T |Ran(√CT ) = ZT (
√
I− Z∗TZT )−1 =
∫
C
+
ı
id dP
∫
C
+
ı
1
g
dP
=
∫
C
+
ı
id · 1
g
dP =
∫
C
+
ı
f dP ,
where f is the measurable function defined in (6.6). Here we used the equality
D 1
g
= Did· 1
g
(and hence D 1
g
⊃ Did· 1
g
), which is immediate to verify.
Now, by Lemma 6.5(b)(ii), we know that Ran(
√
CT ) is a core for T and, by the
last part of point (c) of Theorem 5.3, we have that the operator
∫
C
+
ı
f dP is closed.
It follows that
T = T |Ran(√CT ) =
∫
C
+
ı
f dP =
∫
C
+
ı
f dP ,
Define the measurable function F : C+ı → C+ı and the qPVM Q over C+ı in
H by setting F (z) := f(z) for every z ∈ C+ı and Q(E) := P (F−1(E)) for every
E ∈ B(C+ı ). Denote by Q the iqPVM (Q,L) over C+ı in H. Since f = id ◦F , using
again Theorem 3.13(c), we obtain:
T =
∫
C
+
ı
f dP =
∫
C
+
ı
(id ◦ F ) dP =
∫
C
+
ı
id dQ,
which proves (6.4).
Step II. Let us show point (a).
(a) Suppose that there exists another iqPVM Q′ = (Q′,L′) over C+ı in H such
that T =
∫
C
+
ı
id dQ′. Let φ : C+ı → C+ı be the measurable function defined
by setting φ(z) := z
√
(1 + zz)−1. Notice that φ is a homeomorphism onto its
image φ(C+ı ) = {z ∈ C+ı | |z| < 1}. Define two bounded iqPVMs U = (U,L) and
U ′ = (U ′,L′) over C+ı in H, and two normal operators S and S′ in B(H) as follows:
U(E) := Q(φ−1(E)), U ′(E) := Q′(φ−1(E))
and
S :=
∫
C
+
ı
id dU , S′ :=
∫
C
+
ı
id dU ′.
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By Theorem 3.13(c), we have that
S =
∫
C
+
ı
φ(z) dQ(z), S′ =
∫
C
+
ı
φ(z) dQ′(z). (6.7)
Combining these equalities with Theorem 5.3, Corollary 5.5 and Lemmata 6.1, 6.2
and 6.5, we easily obtain:
S = ZT = S
′.
Thanks to Theorem 4.1(a), we infer at once that U = U ′ and hence Q = Q′ as well.
Indeed, for every F ∈ B(C+ı ), the set φ(F ) is a Borel subset of C+ı and hence it
holds:
Q(F ) = U(φ(F )) = U ′(φ(F )) = Q′(F ).
This proves the uniqueness of the qPVM Q.
Let us show (i), (ii) and (iii). By Theorem 5.3(c) and (6.4), we know that
D(T ) = Did = Did = D(T
∗) and T ∗ =
∫
C
+
ı
id dQ. Combining these facts with
(5.3), we obtain at once (i) and (ii), because ı · id = id · ı, ı · id = id · ı and
 · id = id ·  if  ∈ S with ı = − ı. Moreover, thanks to (5.4), we have that
‖T ∗u‖ = ‖Tu‖ if u ∈ D(T ) = D(T ∗). (6.8)
In particular, we have:
Ker(T ) = Ker(T ∗). (6.9)
We will use (6.9) in Step IV below.
Now, by Proposition 5.1(d) and Theorem 5.3(b), we have that
−Lı(T − T ∗) ⊂
∫
C
+
ı
−ı(z − z) dQ(z) =
∫
C
+
ı
2β dQ,
where the integrand 2β indicates the function C+ı ∋ z = α + ıβ 7→ 2β ∈ H. This
proves (iii). Indeed, thanks to (5.5), given any u ∈ D(T ) = D(T ∗), it holds:
〈u| − Lı(T − T ∗)u〉 =
∫
C
+
ı
2 β dµ(Q)u ≥ 0.
Step III. Let us prove (b).
We begin by recalling that, by definition, q ∈ ρS(T ) = H \ σS(T ) if and only if
the operator ∆q(T ) : D(T
2)→ H, defined by ∆q(T ) := T 2− T (2Re(q)) + I|q|2, has
the following three properties Ker(∆q(T )) = {0}, Ran(∆q(T )) is dense in H and
the operator ∆q(T )
−1 : Ran(∆q(T ))→ D(T 2) is bounded (see Subsection 2.4).
Let us prove that
ρS(T ) =
{
q ∈ H ∣∣∆q(T ) : D(T 2)→ H is bijective and ∆q(T )−1 ∈ B(H)}. (6.10)
Evidently, if ∆q(T ) is bijective and ∆q(T )
−1 ∈ B(H), then q ∈ ρS(T ).
Consider now a point q in ρS(T ). In order to obtain (6.10), it suffices to show
that Ran(∆q(T )) is closed in H. First, we show that
∆q(T ) =
∫
C
+
ı
(
z2 − z(2Re(q)) + |q|2) dQ(z) (6.11)
Since the positive Borel measure µ(Q)u : B(C
+
ı ) → R+ is finite (see (3.9) for its
definition), we know that L4(C+ı ,H;µ
(Q)
u ) ⊂ L2(C+ı ,H;µ(Q)u ) for every u ∈ H. It
follows immediately that Did ⊃ Did2 . Thanks to (6.4) and Theorem 5.3(a), we
infer that
T 2 =
∫
C
+
ı
id2 dQ.
50 RICCARDO GHILONI, VALTER MORETTI, AND ALESSANDRO PEROTTI
By using (6.4) and (5.3), we have also that T (2Re(q)) =
∫
C
+
ı
id(2Re(q)) dQ and
I|q|2 = ∫
C
+
ı
c |q|2 dQ, where c |q|2 : C+ı → H is the function constantly equal to |q|2.
Observe that, if z ∈ C+ı and |z| ≥ 2(2Re(q)), then |z| ≤ |z − 2Re(q)| + |2Re(q)| ≤
2|z − 2Re(q)| and hence |z2| ≤ 2|z2 − z(2Re(z))|. It follows that Did2−id(2Re(z)) =
Did2 = Did2 ∩D−id(2Re(z)). Thanks to this fact and to the equality D(I|q|2) = H,
we can apply points (b) and (e) of Theorem 5.3 obtaining (6.11):
∆q(T ) =
(
T 2 − T (2Re(q)))+ I|q|2 = ∫
C
+
ı
(
id2 − id(2Re(q)) + c |q|2
)
dQ.
By point (c) of the same theorem, we have also that:
∆q(T ) : D(T
2)→ H is a closed operator. (6.12)
We are in a position to prove that Ran(∆q(T )) is closed in H. We adapt to the
present situation the argument used in Remark 4.2(1) of [16]. Let Ran(∆q(T )) ⊃
{yn}n∈N → y in H and, for every n ∈ N, let xn := ∆q(T )−1yn ∈ D(∆q(T )). Since
we are assuming that q belongs to ρS(T ), ∆q(T )
−1 is bounded and hence {xn}n∈N
is a Cauchy sequence in H; indeed, ‖xn − xm‖ ≤ ‖∆q(T )−1‖ ‖yn − ym‖ → 0 as
n,m → +∞. We infer that {xn}n∈N → x for some x ∈ H. Since the operator
∆q(T ) is closed, it follows that x ∈ D(T 2) and y ∈ Ran(∆q(T )). In particular,
Ran(∆q(T )) is closed in H, and equality (6.10) is valid. Such an equality permits
to prove (b) as follows.
Let q ∈ C+ı \ supp(Q). Define the function hq in Mb(C+ı ,H) and the operator Hq
in B(H) by setting hq(z) :=
(
z2 − z(2Re(q)) + |q|2)−1 if z ∈ supp(Q), hq(z) := 0
if z ∈ C+ı \ supp(Q), and Hq :=
∫
C
+
ı
hq dQ. By combining points (a) and (e)
of Theorem 5.3 with (5.8) and (6.11), it follows at once that Hq∆q(T ) ⊂ I and
∆q(T )Hq = I. In other words, ∆q(T ) is bijective and ∆q(T )
−1 ∈ B(H), and hence
(6.10) implies that q ∈ ρS(T ).
Suppose now that q ∈ supp(Q). We must show that q 6∈ ρS(T ). For every n ∈ N,
define
Bn :=
{
z ∈ C+ı
∣∣ |z − q| ≤ (n+ 1)−1}
and
mn := sup
z∈Bn
∣∣z2 − z(2Re(q)) + |q|2∣∣2 > 0.
Evidently, the sequence {mn}n∈N converges to 0. Since q ∈ supp(Q), for every
n ∈ N, Q(Bn) 6= 0 and hence we can choose un ∈ Q(Bn)(H) \ {0}. Recall that
Q(Bn) =
∫
C
+
ı
χBn dQ and observe that Q(Bn)un = un. In this way, using (6.11)
and points (a) and (e) of Theorem 5.3, we obtain that D(∆q(T )Q(Bn)) = H,
un ∈ D(T 2) and
∆q(T )un =
∫
C
+
ı
(
z2 − z(2Re(q)) + |q|2) dQ(z)∫
C
+
ı
χBn dQ un
=
∫
C
+
ı
(
z2 − z(2Re(q)) + |q|2)χBn(z) dQ(z)un
=
∫
Bn
(
z2 − z(2Re(q)) + |q|2)(z) dQ(z)un.
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Thanks to (5.4), we obtain also that
‖∆q(T )un‖2 =
∫
C
+
ı
∣∣z2 − z(2Re(q)) + |q|2∣∣2 dµ(Q)un (z)
≤ mn
∫
C
+
ı
dµ(Q)un = mn‖un‖2.
Thus, if ∆q(T ) would be bijective, then each vector vn := ∆q(T )
−1(un) would be
different from 0, it would hold that
‖∆q(T )−1(vn)‖2 ≥ 1
mn
‖vn‖2
and hence ∆q(T )
−1 6∈ B(H). This shows that q 6∈ ρS(T ).
We have just proved that supp(Q) = σS(T ) ∩ C+ı . Let us complete the proof
of (b). If T ∈ B(H), the compactness of supp(T ) is a direct consequence of above
Theorem 4.1(b) and of Theorem 4.3(b) of [16]. Conversely, if supp(Q) is compact,
then id is bounded on supp(Q) and hence, by (6.4), (5.8) and Proposition 5.1(f),
T =
∫
C
+
ı
id dQ = ∫
supp(Q)
id dQ belongs to B(H).
Step IV. Let us show point (c). By Proposition 5.8, we know that T − T ∗ =∫
C
+
ı
2βı dP . In this way, Corollary 5.5 ensures that Ker(T − T ∗ ) = P (R)(H),
which is equivalent to say that Ker(T − T ∗ )⊥ = P (C+ı \ R)(H).
Step V. Let us complete the proof by proving (d).
We begin with (i). Let q ∈ C+ı such that Q({q}) 6= 0. Write q as follows
q = α+ ıβ, where α, β ∈ R and β ≥ 0. Choose w ∈ Q({q})(H) \ {0}. Using (6.11),
points (a) and (e) of Theorem 5.3, and (5.3), we obtain that D(TQ({q})) = H,
w ∈ D(T ) and
Tw = TQ({q})w =
∫
C
+
ı
id dQ
∫
C
+
ı
χ{q} dQw =
∫
C
+
ı
id ·χ{q} dQw
=
∫
C
+
ı
qχ{q} dQw = Lq
∫
C
+
ı
χ{q} dQw = LqQ({q})w
= Lqw = wα+ Lıwβ.
Consider the Cı-complex subspaces H
Lıı
± = {u ∈ H |Lıu = ±uı} of H and the
decomposition H = HLıı+ ⊕ HLıı− (see Subsection 2.3). Define w± := 12 (w ∓ Lıwı) ∈
H
Lıı
± in such a way that w = w++w−. Since TLı = LıT , we have that Lı(D(T )) ⊂
D(T ), w± ∈ D(T ) and Tw± ∈ HLıı± . Thus it holds:
Tw+ + Tw− = Tw = wα + Lıwβ = w+α+ w−α+ Lıw+β + Lıw−β
= w+α+ w−α+ w+ıβ − w−ıβ = w+q + w−q
or, equivalently, Tw+ = w+q and Tw− = w−q. Since w 6= 0, at least one of w±
is different from 0 and thus q is an eigenvalue of T . Thanks to Proposition 4.5
of [16], this is equivalent to say that q ∈ σpS(T ). We have just proven that, if
Q(Sq ∩ C+ı ) 6= 0, then q ∈ σpS(T ).
Let us prove the converse implication. Suppose that q ∈ C+ı ∩ σpS(T ). If q = 0,
then Ker(T ) 6= {0}. Moreover, Q({0}) = Q(id−1(0)) must be different from 0;
otherwise, by Corollary 5.5, T would be bijective and, in particular, Ker(T ) = {0}.
Suppose that q 6= 0. Using Proposition 4.5 of [16] again, we know that there exists
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y ∈ D(T ) \ {0} such that Ty = yq. Point (a) of Theorem 5.3 and (6.4) imply that
Q({q})yq = Q({q})Ty =
∫
C
+
ı
χ{q}id dQ y = Lqy
and thus
Q({q})y = Lqyq−1 = yαq−1 + Lıyβq−1.
Decompose y as follows y = y+ + y− with y± ∈ HLıı± . Since Lı commutes with
Q({q}), we can repeat the preceding argument, obtaining that Q({q})y+ = y+ and
Q({q})y− = y−qq−1. At least one of y± is different from 0 and hence Q({q}) 6= 0.
Let us show (ii). Recall that, by definition, a quaternion q belongs to σrS(T ) if
Ker(∆q(T )) = {0} and Ran(∆q(T )) is not dense in H. Such a quaternion cannot
exist. Indeed, by (6.12) and Theorem 5.3(d), we have that the operator ∆q(T ) is
closed and normal. In this way, we can apply (6.9) and Proposition 2.14 of [16] to
∆q(T ), obtaining that
{0} = Ker(∆q(T )) = Ker(∆q(T )∗) = Ran(∆q(T ))⊥.
Thus, if Ker(∆q(T )) = {0}, then Ran(∆q(T )) is dense in H.
It remains to show (iii). Since σS(T ) is equal to the disjoint union of σpS(T )
and σcS(T ), above points (b) and (d)(i) imply immediately the first part of (iii).
In order to prove the second part of (iii), one can repeat exactly the proof of the
second part of point (d)(iii) of Theorem 4.1. 
The proof of Theorem 6.6 singles out some results which are interesting in their
own right. Let us collect those results in the next proposition.
Proposition 6.7. Let H be a quaternionic Hilbert space and let T : D(T )→ H be
a closed normal operator with dense domain. The following facts hold.
(a) There is an unitary operator U : H→ H such that T ∗ = U∗TU .
(b) D(T ) = D(T ∗), ‖T ∗u‖ = ‖Tu‖ if u ∈ D(T ) and Ker(T ) = Ker(T ∗) =
Ran(T )⊥. Moreover, we have that D(T 2) = D(T ∗T ) = D(TT ∗).
(c) ∆q(T ) =
∫
C
+
ı
(
z2 − z(2Re(q)) + |q|2) dQ(z) for every q ∈ H.
(d) ρS(T ) =
{
q ∈ H ∣∣∆q(T ) : D(T 2)→ H is bijective, ∆q(T )−1 ∈ B(H)}.
Proof. Point (a) follows from Theorem 6.6(a)(ii), the first part of (b) from (6.8)
and Proposition 2.14 of [16], (c) from (6.11) and (d) from (6.10): see Steps II and
III of the preceding proof. The second part of (b) is an immediate consequence of
(6.4) and of points (a) and (d) of Theorem 5.3. 
Remark 6.8. Preceding point (a) is false in the complex setting. Preceding point
(d) was proven in Remark 4.2 of [16] in the special case of normal operators in
B(H). 
Theorem 6.6 allows to prove the existence, and the uniqueness, of the square root
of a positive self-adjoint operator and of the absolute value of a normal operator in
the unbounded case.
Lemma 6.9. The following facts hold.
(a) Given a positive self-adjoint operator A : D(A) → H with dense domain,
there exists a unique positive self-adjoint operator
√
A : D(
√
A )→ H with
dense domain, we call square root of A, such that(√
A
)2
= A.
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Moreover, if K = (K,N ) is an iqPVM over some C+ı in H such that
supp(K) = σS(A) ⊂ [0,+∞) and A =
∫
[0,+∞) r dK(r) (which exists by
Theorem 6.6 and Lemma 6.2(a); see also Remark 5.2(1)), then
√
A =
∫
[0,+∞)
√
r dK(r). (6.13)
(b) Let T : D(T ) → H be a closed normal operator with dense domain. Then
the operator T ∗T : D(T ∗T ) → H is a positive self-adjoint operator with
dense domain. We denote by |T | : D(|T |)→ H the square root of T ∗T .
If Q = (Q,L) is an iqPVM over C+ı in H such that T =
∫
C
+
ı
id dQ, then
we have also that
T ∗T = TT ∗ =
∫
C
+
ı
|id |2 dQ =
∫
[0,+∞)
r2 dQ(r)
and
|T | =
∫
C
+
ı
|id | dQ =
∫
[0,+∞)
r dQ(r).
In particular, if T is a positive self-adjoint operator with dense domain,
then |T | = T .
Proof. (a) If we define
√
A :=
∫
[0,+∞)
√
r dK(r), then points (a) and (c) of Theorem
5.3 and equality (5.5) imply that
√
A is positive, self-adjoint and (
√
A )2 = A.
Let B : D(B)→ H be another positive self-adjoint operator with dense domain,
whose square is A. Since B is closed and normal, thanks to Theorem 6.6, Lemma
6.2(a) and Remark 5.2(1), there exists an iqPVM P ′ = (P ′,N ′) over C+ı in H such
that supp(P ′) = σS(B) ⊂ [0,+∞) and B =
∫
[0,+∞) id dP ′. Denote by sgn : R →
{−1, 0, 1} the sign function, sending t < 0 into −1, t = 0 into 0 and t > 0 into 1.
Define the homeomorphism ψ : C+ı → C+ı and the iqPVM K′ = (K ′,N ′) over C+ı
in H by setting
ψ(α+ ıβ) := sgn(α)
√
|α|+ ıβ,
and
K ′(F ) := P ′(ψ(F )) for every F ∈ B(C+ı ).
Observe that supp(K ′) = ψ−1(supp(P ′)) ⊂ [0,+∞) and, for every r ∈ [0,+∞),
(id ◦ ψ)(r) = √r and (id2 ◦ ψ)(r) = id(r). By combining these facts with points
(a) and (f) of Theorem 5.3, we obtain:
B =
∫
C
+
ı
id ◦ ψ dK′ =
∫
[0,+∞)
√
r dK′(r) (6.14)
and
A = B2 =
∫
C
+
ı
id2 dP ′ =
∫
C
+
ı
id2 ◦ ψ dK′
=
∫
[0,+∞)
id dK′ =
∫
C
+
ı
id dK′.
Since
∫
C
+
ı
id dK = A = ∫
C
+
ı
id dK′, Theorem 6.6(a) ensures that K ′ = K. Since the
function [0,+∞) ∋ r 7→ √r ∈ H is real-valued, we have that ∫
[0,+∞)
√
r dK(r) =∫
[0,+∞)
√
r dK′(r) (see Remark 5.2(2)). Thanks to (6.13) and (6.14), we infer that
B =
√
A, as desired.
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(b) Theorem 2.15(d) of [16] ensures that T ∗T is a self-adjoint operator with dense
domain. Evidently, T ∗T is also positive and hence point (b) follows immediately
from Theorem 5.3(d) and from above point (a). 
Thanks to the latter result, we can improve point (a) of Spectral Theorem 6.6.
Proposition 6.10. Let H be a quaternionic Hilbert space, let ı ∈ S and let T :
D(T )→ B(H) be a closed normal operator with dense domain. If Q = (Q,L) and
Q′ = (Q,L′) are iqPVMs over C+ı in H satisfying (6.4); that is,∫
C
+
ı
id dQ = T =
∫
C
+
ı
id dQ′,
then Lq(u) = L
′
q(u) for every u ∈ Ker(T − T ∗ )⊥ and for every q ∈ Cı, where
Lq := L(q) and L′q := L′(q).
Proof. Define B :=
∣∣(T − T ∗ )12 ∣∣. Thanks to Proposition 5.8 and Lemma 6.9(b),
we have that
∫
C
+
ı
β dQ = B = ∫
C
+
ı
β dQ′ and also
LıB =
∫
C
+
ı
ıβ dQ = (T − T ∗ )1
2
=
∫
C
+
ı
ıβ dQ′ = L′ıB.
It follows that Lı = L
′
ı on Ran(B) and hence, by continuity, on Ran(B) too. On
the other hand, by Proposition 6.7(b) and Corollary 5.5, we infer that Ran(B) =
Ran
(∣∣T − T ∗ ∣∣) = Ker(∣∣T − T ∗ ∣∣)⊥ and Ker(∣∣T − T ∗ ∣∣) = Q({2β = 0})(H) =
Q({2βı = 0})(H) = Ker(T − T ∗ ). The proof is complete. 
6.3. iqPVMs associated with unbounded normal operators. Our next theo-
rem gives a complete characterization of the iqPVMs associated with an unbounded
closed quaternionic normal operator via Spectral Theorem 6.6. It is the version of
Theorem 4.2 for the unbounded case.
Theorem 6.11. Let H be a quaternionic Hilbert space, let ı ∈ S, let T : D(T )→ H
be a closed normal operator with dense domain and let Q : B(C+ı )→ B(H) be the
qPVM over C+ı in H associated with T by means of Spectral Theorem 6.6(a). Given
a left scalar multiplication H ∋ q L7−→Lq of H, we have that the pair Q = (Q,L) is
an iqPVM over C+ı in H verifying (6.4) if and only if the following three conditions
hold:
(i) LıT = TLı,
(ii) LT = T
∗L for some  ∈ S with ı = − ı,
(iii) −Lı(T − T ∗) ≥ 0.
Proof. Point (a) of Theorem 6.6 ensures that, if the pair Q = (Q,L) is an iqPVM
verifying (6.4), then properties (i), (ii) and (iii) hold.
Suppose L satisfies (i), (ii) and (iii). Thanks to point (i), Remark 2.16(v) of [16]
and equality (Lı)
∗ = −Lı, it follows immediately that −LıT ∗ ⊂ (TLı)∗ = (LıT )∗ =
−T ∗Lı, so that LıT ∗ ⊂ T ∗Lı. In order to prove that T ∗Lı = LıT ∗, it remains to
verify that T ∗Lı ⊂ LıT ∗; that is, Lı(D(T ∗)) = D(T ∗Lı) ⊂ D(LıT ∗) = D(T ∗).
Point (i) implies that Lı(D(T )) = D(TLı) = D(LıT ) = D(T ). On the other
hand, by Proposition 6.7(b), we have that D(T ∗) = D(T ) and hence Lı(D(T ∗)) =
D(T ∗). This proves that T ∗Lı = LıT ∗. From (ii), it follows that T = −LLT =
−LT ∗L and L(D(T )) = D(T ∗L) = D(LT ) = D(T ). In particular, D(TL) =
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L(D(T )) = D(T ) = D(LT
∗) and hence TL = −LT ∗LL = LT ∗. Summing
up, properties (i) and (ii) are equivalent to the following:
(i′) LıT = TLı and LıT ∗ = T ∗Lı,
(ii′) LT = T ∗L and LT ∗ = TL for some  ∈ S with ı = − ı.
Let CT ∈ B(H) be the positive operator and let ZT ∈ B(H) be the normal
operator defined as in Lemma 6.5; that is, CT := (I + T
∗T )−1 and ZT := T
√
CT .
Thanks to (i′), we have that Lı(I+T ∗T ) = (I+T ∗T )Lı and hence CTLı = CTLı(I+
T ∗T )CT = CT (I + T ∗T )LıCT = LıCT . Similarly, combining (ii′) with the equality
T ∗T = TT ∗, we obtain that L(I + T ∗T ) = (I + T ∗T )L and hence CTL = LCT .
By Theorem 2.18 of [16], it follows that
√
CT Lı = Lı
√
CT and
√
CT L = L
√
CT
as well. In this way, we infer that LıZT = ZTLı and LZT = ZT∗L. Thanks to
point (b)(iii) of Lemma 6.5, we know that Z∗T = ZT∗ , thus LZT = Z
∗
TL. We have
just proved that
(i′′) LıZT = ZTLı,
(ii′′) LZT = Z∗TL.
Let us show that
(iii′′) −Lı(ZT − Z∗T ) ≥ 0.
Denote by 4
√
CT the square root of
√
CT . Using again Theorem 2.18 of [16], we
see that 4
√
CT Lı = Lı
4
√
CT . Let Q′ = (Q,L′) be an iqPVM over C+ı in H such
that T =
∫
C
+
ı
z dQ′(z). Define the measurable function f : C+ı → H by setting
f(z) := z(1 + zz)−
1
4 . Since
√
CT =
∫
C
+
ı
(1 + zz)−
1
2 dQ′(z) (see Step II of the proof
of Theorem 6.6), we have that 4
√
CT =
∫
C
+
ı
(1 + zz)−
1
4 dQ′(z). Moreover, thanks to
points (a), (c) and (e) of Theorem 5.3, it holds:
• T 4√CT =
∫
C
+
ı
f dQ′ and T ∗ 4√CT =
∫
C
+
ı
f dQ′,
• D( 4√CT (T 4√CT )) = Df = D( 4√CT (T ∗ 4√CT ))
and
• 4√CT (T 4
√
CT ) ⊂
∫
C
+
ı
(1 + zz)−
1
4 f(z) dQ′(z) = ZT ,
• 4√CT (T ∗ 4
√
CT ) ⊂
∫
C
+
ı
(1 + zz)−
1
4 f(z) dQ′(z) = Z∗T .
In particular, for every u ∈ Df , we have:
−Lı(ZT − Z∗T )u = −Lı 4
√
CT (T
4
√
CT )u+ Lı
4
√
CT (T
∗ 4√CT )u
= −Lı 4
√
CT (T − T ∗) 4
√
CT u =
4
√
CT (−Lı(T − T ∗)) 4
√
CT u
and hence, by (iii),〈
u
∣∣− Lı(ZT − Z∗T )u〉 = 〈u∣∣ 4√CT (−Lı(T − T ∗)) 4√CT u〉
=
〈
4
√
CT u
∣∣− Lı(T − T ∗)( 4√CT u)〉 ≥ 0.
By Proposition 5.1(a), Df is dense in H. In this way, (iii
′′) follows by continuity.
Let P be the qPVM over C+ı in H associated with ZT by means of Spectral Theo-
rem 4.1. Thanks to points (i′′), (ii′′) and (iii′′), Theorem 4.2 applies to ZT . It en-
sures that the pair P = (P,L) is an iqPVM over C+ı in H such that ZT =
∫
C
+
ı
id dP .
Let F : C+ı → C+ı be the measurable map given by F (z) := z(
√
1− |z|2 )−1 if
|z| < 1 and F (z) := 0 if |z| ≥ 1, and let Q0 : B(C+ı ) → B(H) be the qPVM
over C+ı in H defined by setting Q
0(E) := P (F−1(E)). The proof of Theorem 6.6
presented above establishes that the pair Q0 := (Q0,L) is an iqPVM over C+ı in H
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such that T =
∫
C
+
ı
id dQ0 (see Step I) and Q0 = Q (see Step II again). It follows
that Q = Q0 satisfies (6.4), as desired. 
7. Applications
7.1. Spherical and left spectrum. Let T : D(T ) → H be an operator and let
H ∋ q L7−→ Lq be a left scalar multiplication of H. Let us introduce the notion of
left spectrum of T w.r.t. L and some related concepts.
Definition 7.1. The left resolvent set of T w.r.t. L is the set ρL(T ) of all quater-
nions q such that
• Ker(T − Lq) = {0},
• Ran(T − Lq) is dense in H,
• (T − Lq)−1 : Ran(T − Lq)→ D(T ) is bounded.
The left spectrum of T w.r.t. L is the set σL(T ) := H \ ρL(T ), which is the disjoint
union of the sets σpL(T ), σrL(T ) and σcL(T ) defined as follows:
• σpL(T ) is the set of all q ∈ H such that Ker(T −Lq) 6= {0}. We call σpL(T )
left point spectrum of T w.r.t. L.
• σrL(T ) is the set of all q ∈ H such that Ker(T −Lq) = {0} and Ran(T −Lq)
is not dense in H. We call σrL(T ) left residual spectrum of T w.r.t. L.
• σcL(T ) is the set of all q ∈ H such that Ker(T − Lq) = {0}, Ran(T − Lq)
is dense in H and (T − Lq)−1 : Ran(T − Lq) → D(T ) is not bounded. We
call σcL(T ) left continuous spectrum of T w.r.t. L.
The elements of σpL(T ) are the left eigenvalues of T w.r.t. L. If q ∈ σpL(T ), the
subspace Ker(T −Lq) of H is the left eigenspace of T w.r.t. L associated with q and
the non-zero vectors in Ker(T−Lq) are the left eigenvectors of T w.r.t. L associated
with q. 
We remind the reader that, by Proposition 4.5 of [16], the spherical point spec-
trum σpS (T ) = {q ∈ H |Ker(∆q(T )) 6= {0}} of T coincides with the right point
spectrum of T ; that is, σpS (T ) is equal to the set of all (right) eigenvalues of T :
σpS(T ) =
{
q ∈ H ∣∣Tu = uq for some u ∈ D(T ) \ {0}}.
As an application of Spectral Theorem 6.6, we establish the exact relation ex-
isting between the spherical spectrum of an unbounded normal operator T and the
left spectrum of T w.r.t. any left scalar multiplication associated with T itself via
Theorem 6.11. The corresponding result reads as follows.
Theorem 7.2. Let H be a quaternionic Hilbert space, let T : D(T )→ H be a closed
normal operator with dense domain, let ı ∈ S and let Q = (Q,L) be an iqPVM over
C
+
ı in H such that T =
∫
C
+
ı
id dQ. Define Lq := L(q) for every q ∈ H. Then it
holds:
ρL(T ) = {q ∈ H
∣∣T − Lq : D(T )→ H is bijective, (T − Lq)−1 is bounded }, (7.1)
(T − Lq)−1 =
∫
C
+
ı
(z − q)−1 dQ(z) if q ∈ ρL(T ) (7.2)
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and
σL(T ) = σS(T ) ∩ C+ı , (7.3)
σpL(T ) = σpS(T ) ∩ C+ı , (7.4)
σrL(T ) = σrS(T ) = ∅, (7.5)
σcL(T ) = σcS(T ) ∩ C+ı . (7.6)
In particular, if ψ : Cı → C is the natural complex linear isomorphism α + ıβ 7→
α+iβ, then σS(T ) coincides with the circularization of ψ(σL(T )); namely, σS(T ) =
Ωψ(σL(T )). Moreover, σpS(T ) = Ωψ(σpL(T )) and σcS(T ) = Ωψ(σcL(T )).
The following additional facts hold regarding the left point spectrum and the left
continuous spectrum. Define Hq := Q({q})(H) for every q ∈ C+ı . Then we have:
(a) Hq = Ker(T − Lq) = Ker(∆q(T )) if q ∈ C+ı and Ker(T − Lq) = {0} if
q ∈ H \ C+ı .
(b) Consider the decomposition H = HLıı+ ⊕ HLıı− and write each vector u in H
as follows u = u+ + u− with u± ∈ HLıı± . If q ∈ C+ı , then
Hq = {u ∈ D(T ) |Tu+ = u+q, Tu− = u−q}.
(c) For every q ∈ σpL(T ), the (right) eigenspace of T associated with q is
contained in the left eigenspace of T w.r.t. L associated with q; that is,
{u ∈ D(T ) |Tu = uq} ⊂ Ker(T − Lq). (7.7)
In particular, if u is a (right) eigenvalue of T associated with q ∈ C+ı , then
uq = Lqu. The inclusion (7.7) is an equality if and only if q ∈ R.
(d) For every q ∈ σcL(T ) and for every positive real number ǫ, there exists a
vector uǫ ∈ H such that ‖uǫ‖ = 1 and ‖Tuǫ − Lquǫ‖ < ǫ.
Proof. We begin by proving (7.1). Evidently, it suffices to show that, if q ∈ ρL(T ),
then Ran(T −Lq) is closed in H. To do this, we adapt to the present situation the
argument used in Step III of the proof of Theorem 6.6. By point (a)(vi) of Theorem
3.13 and by points (b) and (c) of Theorem 5.3, the operator T − Lq is closed and
T − Lq =
∫
C
+
ı
(z − q) dQ(z) for every q ∈ H. (7.8)
Suppose q ∈ ρL(T ). Let {yn}n∈N be a sequence in Ran(T −Lq) converging to some
point y of H and let xn := (T − Lq)−1(yn) for every n ∈ N. Since (T − Lq)−1
is bounded, the sequence {xn}n∈N ⊂ D(T ) is a Cauchy sequence and hence it
converges to some x ∈ H. The closedness of T − Lq implies that x ∈ D(T ) and
y = (T −Lq)x ∈ Ran(T −Lq), thus Ran(T −Lq) is closed in H and (7.1) is proved.
For every q ∈ H, define the measurable functions fq : C+ı → H and gq : C+ı → H
by setting fq(z) := z− q and gq(z) := z2−z(q+ q)+ |q|2. Observe that (fq)−1(0) =
{q} ∩ C+ı , (gq)−1(0) = {q, q} ∩ C+ı for every q ∈ H and gq = fqfq if q ∈ Cı.
Combining (7.1), (7.8) and Corollaries 5.4 and 5.5, we infer at once that
ρL(T ) = {q ∈ H |Q({q} ∩ C+ı ) = 0, ‖fq‖(Q)∞ < +∞}. (7.9)
Similarly, points (c) and (d) of Proposition 6.7, and Corollaries 5.4 and 5.5 imply
that
ρS(T ) = {q ∈ H |Q({q, q} ∩ C+ı ) = 0, ‖gq‖(Q)∞ < +∞}. (7.10)
Let us prove (7.3). Thanks to (7.9), it is evident that H \C+ı ⊂ ρL(T ). In other
words, we have that σL(T ) ⊂ C+ı . If q ∈ ρL(T ) ∩ C+ı , then Q({q}) = 0 and M :=
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‖fq‖(Q)∞ < +∞. Observe that {q, q}∩C+ı = {q}. Since gq = fqfq = fq(fq+2Im(q)),
we infer that ‖gq‖(Q)∞ ≤M(M + 2|Im(q)|) < +∞ and hence q ∈ ρS(T ) by (7.10).
Suppose now that q ∈ ρS(T ) ∩ C+ı . Using again (7.10), we know that Q({q}) =
Q({q, q} ∩ C+ı ) = 0 and N := ‖gq‖(Q)∞ < +∞. If q 6∈ R, then fq = gq(fq)−1 and
infz∈C+ı |fq(z)| = |Im(q)| > 0. It follows that ‖fq‖(Q)∞ ≤ N |Im(q)|−1 < +∞. If
q ∈ R, then gq = f2q and hence ‖fq‖(Q)∞ =
√
N < +∞. In both cases, (7.9) implies
that q ∈ ρL(T ). We have just proved (7.3).
Let us show (7.5). Suppose σrL(T ) 6= ∅ and consider q ∈ σrL(T ) ⊂ C+ı . Since
T commutes with Lq and (Lq)
∗ = Lq (see Theorem 6.6(a)(i)), we have that the
operator T − Lq is normal. Then, thanks to Proposition 6.7, we infer that H =
Ker(T − Lq)⊥ = Ran(T − Lq), which is a contradiction. This shows that σrL(T )
is empty. Recall that Theorem 4.8(a)(ii) of [16] ensures that σrS(T ) is empty as
well. Equality (7.5) is proved. Additionally, if q ∈ C+ı , combining (7.8) with
Corollary 5.5, we obtain: Ker(T − Lq) = Q((fq)−1(0))(H) = Q({q})(H) = Hq
and Ker(∆q(T )) = Q((gq)
−1(0))(H) = Q({q})(H) = Hq. On the other hand, if
q ∈ H \ C+ı , then Ker(T − Lq) = Q((fq)−1(0))(H) = Q(∅)(H) = {0}. This proves
point (a).
Let us now focus on point (b) and on (7.4). Fix q ∈ Cı. Let α, β ∈ R such
that q = α + ıβ. Since LıT = TLı (see Theorem 6.6(a)(i)), qı = ıq and qı = ıq, if
u ∈ D(T ), then u± ∈ D(T ), Tu+− u+q ∈ HLıı+ and Tu−− u−q ∈ HLıı− . Proceeding
as in Step V of the proof of Theorem 6.6, we obtain:
(T − Lq)u = Tu+ + Tu− − u+α− Lıu+β − u−α− Lıu−β
= Tu+ + Tu− − u+α− u+ıβ − u−α+ u−ıβ
= (Tu+ − u+q) + (Tu− − u−q).
It follows that
Ker(T − Lq) = {u ∈ D(T ) |Tu+ = u+q, Tu− = u−q}. (7.11)
In particular, when β ≥ 0, we infer point (b).
Choose  ∈ S in such a way that ı = − ı and suppose q ∈ σpL(T ). Let u ∈
D(T )\{0} be such that Tu = Lqu. By (7.11), we have that Tu+ = u+q, Tu− = u−q
and also Tu− = u−q = u−q. If u+ 6= 0, then q ∈ σpS(T ). Similarly, if u− 6= 0,
then u− 6= 0 and hence q ∈ σpS(T ) again. This proves that σpL(T ) ⊂ σpS(T )∩C+ı .
Let us prove the converse inclusion. Suppose q ∈ σpS(T )∩C+ı . Let v ∈ D(T )\{0}
be such that Tv = vq. Since Tv+ − v+q ∈ HLıı+ and Tv− − v−q ∈ HLıı− , we have
that Tv+ = v+q and Tv− = v−q. If v+ 6= 0 and u := v+ ∈ H, then Tu+ = Tv+ =
v+q = u+q and Tu− = T 0 = 0 = u−q. In this way, (7.11) implies that q ∈ σpL(T ).
Suppose that v+ = 0 and v− 6= 0. Define u := v− ∈ HLıı+ . Since u+ = v− and
u− = 0, it holds Tu+ = Tv− = v−q = v−q = u+q and Tu− = 0 = u−q. Using
again (7.11), we have that q ∈ σpL(T ). On the other hand, in this case, it holds
that q = q, being σpL(T ) ⊂ σL(T ) ⊂ C+ı . Equality (7.4) is proved.
Equality (7.6) is now an immediate consequence of (7.3), (7.4) and (7.5), because
σcL(T ) = σL(T ) \ σpL(T ) and σcS(T ) = σS(T ) \ σpS(T ).
Let us prove (c). Let q ∈ σpL(T ) = σpS(T ) ∩ C+ı and let v ∈ H \ {0} such that
Tv = vq. Proceeding as in the proof of Proposition 4.5 of [16], we obtain that
∆q(T )v = T (Tv− vq)− (Tv− vq)q = 0 and hence v ∈ Ker(∆q(T )) = Ker(T −Lq).
In particular, it holds Lqv = Tv = vq. Furthermore, the set {u ∈ D(T ) |Tu = uq}
is a (right H-linear) subspace of H only if q belongs to the center of H; that is, if
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q ∈ R. On the other hand, if q ∈ R, then Lqu = uq for every u ∈ H and hence the
equality holds in (7.7).
Finally, point (d) follows immediately from preceding point (c) and from Theo-
rem 6.6(d)(iii). 
Example 7.3. Consider the finite dimensional quaternionic Hilbert space H =
H⊕H, the unitary operator on H defined by the matrix
T =
[
0 i
j 0
]
and define ı := i as in Example 4.4.2(2). Recall that T has spherical spectrum
σS(T ) = σpS(T ) =
{
q = q0 + q1i+ q2j + q3k ∈ H
∣∣∣∣ q20 = q21 + q22 + q23 = 12
}
.
In particular, σS(T ) ∩ C+i = {λ1 := 1√2 + 1√2 i, λ2 := − 1√2 + 1√2 i}. Moreover, we
can associate to T an iqPVM (P,L) over C+i in H, with left scalar multiplication
H ∋ q = q0 + q1i + q2j + q3k 7→ L(q) = Lq defined by
Lq =
[
q0 − q2j −q3+q1i+q1j−q3k√2
q3+q1i+q1j−q3k√
2
q0 + q2i
]
,
and with the qPVM P given by
P (E) :=
2∑
µ=1
ǫµPµ for every E ∈ B(C+ı ),
where ǫµ = 1 if λµ ∈ E and ǫµ = 0 otherwise, and
P1 =
1
2
[
1 i−j√
2
j−i√
2
1
]
, P2 =
1
2
[
1 j−i√
2
i−j√
2
1
]
.
The spectral theorem asserts that T = Lλ1P1 + Lλ2P2.
A quaternionic matrix is invertible if and only if the determinant of one of
its complex representations does not vanish (see Section 5.9 of [27]). The left
eigenvalues of T w.r.t. L can then be found by computing the determinant of a
representation of T − Lq in M4,4(C). One finds that
detC(T − Lq) =
((
q20 −
1
2
)
+
(
q1 − 1√
2
)2)2
+
(√
2q1 − 1
)2
+
(
1 + 2q20 +
(√
2q1 − 1
)2
+ q22 + q
2
3
)(
q22 + q
2
3
)
.
This implies that
σpL(T ) = {λ1, λ2} = σpS(T ) ∩ C+i ,
as predicted by Theorem 7.2. If µ ∈ {1, 2}, then Hλµ = P ({λµ})(H) coincides with
the subspace of H generated by the columns of Pµ or, equivalently, by one of the
two columns of Pµ. Since TP1 = Lλ1P1 and TP2 = Lλ2P2, it follows easily that
Hq = Ker(T − Lq) for every q ∈ C+i .
As an illustration of points (a) and (c) of the statement of Theorem 7.2, consider
the eigenvalue λ1 =
1√
2
+ 1√
2
i ∈ σpL(T ). An easy computation shows that the right
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eigenspace {u ∈ H |Tu = uλ1} has real dimension two. It is generated over R by
the vectors
u1 =
(
i+ k
2
,
1 + i+ j − k
2
√
2
)
, u′1 =
(
1− j
2
,
1− i+ j + k
2
√
2
)
.
On the other hand, the kernel of the matrix
∆λ1(T ) = T
2 −
√
2T + I =
[
1 + k −√2i
−√2j 1− k
]
has real dimension four, with independent generators {u1, u′1, u1j, u′1j}. Since u1, u′1
belong to Hλ1 = Ker(T −Lλ1), it holds that Ker(∆λ1(T )) ⊂ Hλ1 . But it holds also
the reverse inclusion: if Tu = Lλ1u, then T
2u = TLλ1u = Lλ1Tu = λ
2
1u and then
∆λ1(T )u = (λ
2
1 −
√
2λ1 + 1)u = 0. Therefore Ker(∆λ1(T )) = Hλ1 . 
7.2. Slice-type decomposition of unbounded normal operators. The aim
of this subsection is to prove an unbounded version of Theorem 2.5. Indeed, un-
bounded normal operators admit a slice-type decomposition as described in our
next, and concluding, result.
Theorem 7.4. Let H be a quaternionic Hilbert space and let T : D(T ) → H
be a closed normal operator with dense domain. Then there exist three operators
A : D(A)→ H, B : D(B)→ H and J ∈ B(H) with the following properties:
(i) T = A+ JB; in particular, we have that D(T ) = D(A) ∩D(B).
(ii) A is self-adjoint and B is positive and self-adjoint.
(iii) J is anti self-adjoint and unitary.
(iv) BJ = JB; in particular, we have that J(D(B)) = D(B).
and also
(v) AB = BA and AJ = JA; in particular, J(D(A)) = D(A).
The operators A and B are uniquely determined by T by means of the equalities
A = (T + T ∗)12 and B =
∣∣∣ (T − T ∗)12 ∣∣∣,
and the operator J is uniquely determined by T on Ker(T − T ∗ )⊥. More precisely,
if A′ : D(A′) → H, B′ : D(B′) → H and J ′ ∈ B(H) are operators satisfying
conditions (i)-(iv) with A′, B′ and J ′ in place of A, B and J respectively, then
A′ = A, B′ = B and J ′u = Ju for every u ∈ Ker(T − T ∗ )⊥.
Proof. Let Q = (Q,L) be an iqPVM over some C+ı in H such that T =
∫
C
+
ı
id dQ,
whose existence was proven in Theorem 6.6. Define J := L(ı), A := ∫
C
+
ı
α dQ
and B :=
∫
C
+
ı
β dQ, where α and β denote the functions C+ı ∋ α + ıβ 7→ α and
C+ı ∋ α+ıβ 7→ β, respectively. Properties (i)-(v) follows immediately from Theorem
5.3 and equalities (5.3), (5.5) and (5.18). By (5.19) and Lemma 6.9(b), it follows
also that
(T + T ∗)12 =
∫
C
+
ı
α dQ = A
and ∣∣∣ (T − T ∗)12 ∣∣∣ = ∫
C
+
ı
|ıβ| dQ =
∫
C
+
ı
β dQ = B.
Suppose now that there exist operators A′ : D(A′) → H, B′ : D(B′) → H and
J ′ ∈ B(H) satisfying properties (i)-(iv) with A′, B′ and J ′ in place of A, B and
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J respectively. By Remark 2.16(v) of [16], we know that (J ′B′)∗ = (B′)∗(J ′)∗ =
−B′J ′. It follows that (J ′B′)∗ = −J ′B′, T ∗ = A′−J ′B′ and hence (T +T ∗)12 ⊂ A′
and (T − T ∗)12 ⊂ J ′B′. Since the operators A′ and B′ are self-adjoint, we have
that they are also closed, J ′B′ is closed as well and hence A = (T + T ∗)12 ⊂ A′
and
∫
C
+
ı
ıβ dQ = (T − T ∗)12 ⊂ J ′B′. Furthermore, bearing in mind Remark 2.16(i)
of [16] and above Theorem 5.3(c), we infer that A = A′ and
∫
C
+
ı
ıβ dQ = J ′B′.
Indeed, it holds A ⊂ A′ = (A′)∗ ⊂ A∗ = A and∫
C
+
ı
ıβ dQ ⊂ J ′B′ = −(J ′B′)∗ ⊂ −
(∫
C
+
ı
ıβ dQ
)∗
= −
∫
C
+
ı
ıβ dQ =
∫
C
+
ı
ıβ dQ.
Since (J ′B′)∗(J ′B′) = −B′J ′J ′B′ = (B′)2 and B′ is assumed to be positive,
Lemma 6.9 implies that
B′ = |J ′B′| =
∣∣∣∣∫
C
+
ı
ıβ dQ
∣∣∣∣ = ∫
C
+
ı
|ıβ| dQ =
∫
C
+
ı
β dQ = B.
We can now apply the same argument used in the proof of Proposition 6.10. Observe
that, being B′ = B and J ′B = J ′B′ =
∫
C
+
ı
ıβ dQ = Lı
∫
C
+
ı
β dQ = JB, it holds that
J ′ = J on Ran(B). Applying Proposition 6.7(b) to B, we obtain that Ker(B) =
Ran(B)⊥ and hence Ran(B) = Ker(B)⊥. Thanks to the continuity of J ′ and J , it
follows that J ′ = J on Ran(B) = Ker(B)⊥. Finally, by Corollary 5.5, we have that
Ker(B) = Ker
(∣∣T − T ∗ ∣∣) = Q({2β = 0})(H) = Q({2βı = 0})(H) = Ker(T − T ∗ ).
The proof is complete. 
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