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ABSTRACT 
The main objective of this study is to describe the dynamic and optical 
characteristics of aerosols.  In order to achieve this, a compact and continuously 
operated lidar system used for environmental monitoring is introduced. The 
effectiveness of the portable automated lidar (PAL) to gather data is added on a new 
procedure: the implementation of automatic lidar alignment every 15 minutes. On the 
basis of the data taken during December 2002 to December 2003, the oscillatory 
behavior of the aerosol layer height, the updraft and downdraft movement of the aerosol 
layer, and a new method of estimating the relation between size and speed of raindrops 
are discussed. It was found out that the amplitude of the atmospheric backscatter within 
the boundary layer and the amount of suspended particulate matter on the ground 
exhibit a good correlation when measured simultaneously. These simultaneous 
measurements lead to a novel approach in calculating for the mass extinction efficiency 
(MEE) of the aerosols in the boundary layer. It is found that within the ground layer, the 
daytime and nighttime MEE mean values are 3.3 and 11.1 m2/g, respectively. The small 
MEE values can be attributed to the existence of coarse particles. On the other hand, the 
high MEE values may be ascribed to the following: (1) the presence of fine aerosols, (2) 
the increased aerosol absorption when the aerosols are internally mixed, and (3) the 
growth of fine particles in an increasing relative humidity environment. 
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Chapter 1 
Introduction 
 
The boundary layer is that part of the troposphere that is directly influenced by 
the presence of the earth’s surface, and responds to surface forcings with a timescale of 
about an hour or less (Stull, 1988). These forcings include frictional drag, evaporation, 
heat transfer, pollutant emission, and terrain induced flow. The processes occurring in 
this region greatly affect the lives of mankind. In this region, man spends most of his 
life in. Aviation, shipping, crop production and other commerce activities are conducted 
in this region. It is also in this region where pollution is trapped. Figure 1.1 shows the 
schematic diagram of the boundary layer (Piiromen, 1994). The boundary layer formed 
from sunrise to sunset is characterized by the formation of thermal plumes from solar 
heating. These plumes carry with them moisture that contributes to the formation of 
convective clouds. Solar heating is also responsible for the transport of heat and 
aerosols and thus mixing occur in this time frame. From sunset to sunrise, the boundary 
layer is characterized by a stable layer formed when the solar heating ends and radiative 
cooling starts to occur in the lowest part of the atmospheric boundary layer. Above the 
stable layer is the residual layer, which is the remnant of the daytime boundary layer. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
. 
 
Fig. 1.1. Schematic diagram of the boundary layer 
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Since the beginning of the age of industrialization, the increase of human and 
industrial activities has raised the production of aerosols released to the atmosphere. 
According to Jaenicke (1993), the major sources of atmospheric aerosols can be 
classified into two categories. They are the widespread surface and spatial sources. 
Widespread surface sources are the sources at the base of the atmospheric volume. 
These include biogenic sources, volcanoes, deserts, oceans and fresh water, crustal and 
cryospheric aerosols, and biomass burning. Spatial sources refer to those within the 
atmospheric volume like clouds, gases and particles. Such sources include gas to 
particle conversion, clouds and extraterrestrial sources. 
In the lower troposphere, aerosols come from a number of sources and they 
cause visibility degradation when they are located in the boundary layer. This is 
commonly experienced during dust events (Husar et al., 2001; Sugimoto et al., 2003). In 
addition to ubiquitous soil and sea salt aerosols (coarse particles), urban aerosols have 
anthropogenic origins such as dust from paved and unpaved road (coarse particles), 
primary or secondary particles from exhaust of automobile combustions and industrial 
processes (fine particles). In the context of urban air pollution, the terminology of 
suspended particulate matter (SPM) is used to specify aerosols causing human health 
problems. These are solid or liquid particles with varying sizes (less than 10 µm) and 
shapes whose origins are often ascribed to industrial activities. Exposures to these fine 
particles, especially particulate matter smaller than 2.5 µm (PM 2.5), can result to 
serious respiratory disorders (Abbey et al. (1999), Samet et al. (2000), Pope et al. 
(2002)). 
As part of understanding the effects of aerosols on human lives and the 
environment, it is also equally important to study the optical properties and dynamics of 
aerosols in the boundary layer so that pollution transport and local atmospheric 
variation can be clearly elucidated. Because aerosols play an important role in radiation 
budget of the atmosphere, quite a number of studies were conducted on this area 
(Holben et al. (1998), Dammann et al. (2002), Rajeev and Ramanathan (2002), Birmili 
et al. (1999) and Langmann et al. (1998)). By knowing the optical properties of the 
aerosols, we will be able to understand whether aerosols aid in the cooling or heating 
process (Kandel, 1999) of the atmosphere. 
1.1 The lidar system 
A useful tool to aid in understanding the optical properties and dynamics of the 
atmosphere is lidar. Lidar is the acronym for LIght Detection And Ranging. The main 
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task of a lidar system is to perform scientific probing of the atmosphere so that an 
in-depth study of the atmospheric dynamics and optical properties of its constituents can 
be made. The general idea of detection is to send out light to the atmosphere and to 
collect the backscattered signals for analysis (Measures, 1984). The backscattered 
signals contain optical information that depends on the type of scatterers found in the 
atmosphere. The light source is usually a laser and the detector is composed of a 
telescope and a photosensitive sensor. Figure 1.2 shows the schematic diagram of a 
simple lidar system. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
LASER OUTPUT 
 
 
t
T
b
d
w
p
pLASER
SPECTRUM 
ANALYZER AND 
PHOTODECTECTOR
COMPUTER
TELESCOPE
INCOMING SIGNAL
LASER BEAM
DIGITIZER
OUTPUT 
OPTICSMONITOR
. Fig. 1.2. The schematic diagram of a basic lidar system The most common type of lidar is the Mie scattering lidar. This lidar works on 
he concept of elastic scattering, i.e., it sends and receives light using one wavelength. 
hus, every collected backscattered signal comes from the elastic scattering occurring 
etween the laser and the scatterers in the atmosphere. In this type of lidar, the 
imension of the scatterers, which are the particulates or aerosols, is comparable to the 
avelength of the incident beam. Mie scattering lidars are used in studying clouds, in 
rofiling volcanic particles, aerosols and dust. This type of lidar system can give us a 
icture of the scatterers’ dynamics if operated continuously (Collis and Russell (1976)). 
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1.1.1 Lidar equation 
In general, the atmosphere is composed of aerosols and molecular 
components. If these scatterers are assumed to be spherical and the scattering to be 
elastic and singly scattered (See Appendix A), the signal received by the lidar is 
expressed by the equation 
 
       ( ) ( ) ( )[ ] ( ) ( )[ ]{ }∫ +−+= r drrrr rrKrP 0 212 21 '''2exp ααββ     (1-1) 
 
where P(r) is the intensity of the received signal at an altitude r; K is the system 
constant; β1, β2, α1 and α2 are the aerosol and molecular backscattering and aerosol and 
molecular extinction coefficients, respectively. The system constant represents the group 
of parameters that include the laser power, laser pulse width and the surface area of the 
telescope. The backscattering coefficient is the measurement of the efficiency of the 
scatterers as targets. The extinction coefficient determines the attenuation of the laser as 
it traverses its path. When clouds or aerosols are detected, the lidar signal gives a high 
intensity at the place where the aerosol or cloud is located. Figure 1.3a and 1.3b show 
examples of lidar signals from clouds and aerosols, respectively. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1.3. Example of range squared corrected lidar signals showing
backscattered signals from (a) cloud and (b) aerosols. 
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 Backscattered signals from clouds usually have high intensities while that of 
aerosols show “bumpy” curve that deviate from the 1/R curvature. The optical 
characteristics of these scatterers are obtained from these intensities once the lidar 
equation is inverted for the extinction and backscattering coefficients. 
1.2 Atmospheric monitoring using a Mie-scattering lidar 
In studying the dynamics and optical characteristics of aerosols, a lidar with a 
good spatial and temporal resolution is needed. This is because aerosols in the 
atmosphere show large variability in both space and time. This characteristic, which is 
due to the dynamics of the atmosphere, makes the study of the aerosols complicated. 
Many studies conducted in the past have proven that a Mie scattering lidar can produce 
a picture of the temporal variation of the aerosols in the atmosphere (Campbell et al. 
(2003), Chen et al. (2001), Del Guasta (2002), Di Girolamo et al. (1995), Di Girolamo 
et a. (1999), Gobbi (1995), Gobbi (2002), Kolev et al. (2000), Munkel et al. (2003), 
Parikh and Parikh (2002), Shibata et al. (2003), Spinhirne (1993), Weibring et al. (1998), 
and Yabuki et al. (2003)). As a result the temporal variation of the optical properties of 
the aerosols were also measured. However, not all Mie lidars are operated on a 
continuous basis. This may be due to system design, logistics and lack of manpower. In 
some systems, the operation and data gathering are done from a few hours to a few days. 
This leads to a partial and incomplete data of the temporal variation of the aerosols. The 
ideal approach to studying aerosols in the atmosphere is to have an unattended yet 
continuously operated system with a short time resolution. This kind of Mie lidar 
system can provide a better history of atmospheric dynamics than those systems 
operated only in a few hours. With a shorter acquisition time, atmospheric dynamic 
phenomena, like high frequency gravity waves, can be easily observed (Lagrosas et al., 
2004). 
1.2.1 Mie scattering and automated lidar 
A candidate for automated lidar system is a micro-pulse lidar (MPL) (Spinhirne, 
1993). The MPL was constructed for the purpose of unattended measurements of cloud 
and aerosol height structure. This system is an eye-safe, solid-state lidar whose 
transmitter is a diode pumped µJ pulse energy, high repetition rate Nd:YLF laser. The 
receiver uses a photon counting solid state Geiger mode avalanche photodiode detector. 
Data acquisition uses a single card multichannel scaler. Figure 1.4 shows the schematic 
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diagram of an MPL system. 
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Another candidate for continuously operated lidar system, which is used in this 
study, is the portable automated lidar (Fig. 1.5). This is a conventional and compact 
lidar system. The transmitter is a diode pumped high repetition rate Nd:YAG laser. The 
receiver uses a photon counting mode photmultiplier tube (PMT). Data acquisition uses 
Stanford Research SR430 scaler. A detailed description of this system is found in 
Chapter 3. 
Both systems can do atmospheric profiling. However, in the MPL device, the same 
telescope is used for both transmitting and receiving of the laser beam, and a very small 
portion of the transmitted light is reflected inside the telescope. This can cause damage 
to the detector. In the case of the PAL system, this problem is nonexistent since the laser 
head is placed on top of the telescope and the laser is guided using two prisms attached 
to the receiver. This type of design produces optical misalignment problems between the 
telescope and laser beam’s field of view. To solve this problem, an Optomike controller 
that is automatically controlled by the computer is installed to do the automatic 
alignment. With this installation, the danger of damaging the detector is removed and 
the system can continuously gather data for analysis. 
1.2.2 Observed atmospheric phenomena 
 The utilization of the automatic alignment has so far proven effective in 
gathering lidar data. In this setup, atmospheric phenomena like atmospheric oscillation, 
falling raindrops, updraft and downdraft movements of aerosols, and aerosol layer 
formation have been observed. The fine temporal data acquisition allows the detection 
of small atmospheric oscillations and rain streaks during a slight rain conditions. Indeed, 
for as long as the PAL system is continuously operated, it can gather a wealth of 
information on atmospheric behavior. 
Figure 1.6 shows an example of an oscillating aerosol layer observed by the 
PAL system. The oscillation that produced the buoyancy waves was observed to start 
from 05:00 to 07:00 local time. In this time range, the period of oscillation is found to 
be equal to 12 min. 
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 Fig. 1.6. A PAL data on October 20, 2003 showing atmospheric oscillations.
 
 
 
Figure 1.7 shows the streaks formed from falling raindrops. By measuring the 
vertical displacement of the streak and the time for the streak to cover the vertical 
displacement, the average speed of the streaks can be estimated. The value of the 
average speed can then be used to approximate the raindrop size. 
Figures 1.8a and 1.8b show the updraft and downdraft movements of aerosols. 
These motions are regularly detected by the PAL system during daytime and nighttime. 
These aerosol movements show the dynamic behavior of the boundary layer. 
 Fig. 1.9 shows the layers of aerosol layers formed at height between 1-3 km. 
Each aerosol layer represents a different aerosol concentration. The existence of these 
layers shows primarily that the atmosphere is stable. It can also be seen that the layers 
are oscillating in time. 
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Fig. 1.7. The PAL data on June 28, 2003 during a slight rain condition. The
streaks formed by the falling rain can be used to estimate the average vertical
speed and the raindrop size.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
F
(ig. 1.8. PAL data showing the (a) updraft (January 20, 2003) and (b) downdraft 
March 8, 2003) motion of the aerosols. 
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 Fig. 1.9. Multiple layers observed by PAL data on April 16, 2003. 
 
1.2.3 Mass extinction efficiency (MEE) observations 
 The mass extinction efficiency of aerosol particles is the ratio of the extinction 
coefficient and the mass concentration (Penner et al. 2001). This parameter is the 
conversion factor between mass concentration and the extinction coefficient and is 
related to the particle size. 
 In this work, the MEE values are measured using the continuously gathered 
lidar data and the hourly ground-measured suspended particulate matter (SPM) 
concentration from Soramame data. This has proven to be a novel approach in 
estimating the MEE values of boundary layer aerosols. In general, fine particles have 
higher MEE values than that of coarse particles. The values measured from this 
approach give the type of aerosols (fine or coarse) present in the atmosphere. 
1.3 Overview of the chapters 
The object of this work is to describe and establish the PAL system as a good tool 
for real-time atmospheric monitoring. It will be shown that the capability of the PAL 
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system to gather good data depends on the novel approach of data collection using the 
technique of automatic alignment. Specifically, it will be shown that the unattended yet 
continuous observation of the PAL system is able to gather important information in 
understanding the dynamics of the atmosphere. In this work, the instrumental aspects of 
the automatic alignment procedure of the PAL system will be described. The results of 
the observations of the boundary layer aerosols from the operation of this system will be 
discussed. These include the measurement of raindrop size, the calculation of the 
frequency of observed atmospheric oscillation (also known as the Brunt-Vaisala 
frequency) and the correlation studies between lidar signals and SPM concentration 
measurements. A novel approach to derive the mass extinction efficiency will be 
discussed and compared with other measured values. 
 To fully discuss these ideas with the aim of achieving the objectives mentioned 
above, this dissertation is divided into five chapters. Chapter 1 discusses the 
introduction of this work. Chapter 2 will explain the theoretical foundations of the lidar 
studies. In this chapter, the description of the nature and causes of the observed 
atmospheric phenomena resulting from PAL observation will be described. Chapter 3 
discusses the details of the instrumentation of the PAL system, the SPM measurement 
and the procedure of the automatic alignment. In Chapter 4, the results of the 
observations will be presented and discussed. This will include the discussion on the 
new approach to measure the mass extinction efficiency of the aerosols in the boundary 
layer using the data from the PAL system and the hourly SPM concentration. Chapter 5 
summarizes and concludes this work. 
 
 
 
 
 
 
 
Chapter 2 
Theory 
 
 The atmosphere consists of two types of scatterers, namely the molecular 
(Rayleigh scatterers) and the particulates or aerosols (Mie scatterers). Rayleigh 
scatterers have dimensions that are small compared to the wavelength of the incident 
light, while Mie scatterers have dimensions that are comparable or even greater than the 
wavelength of the incident light. On the average, Rayleigh scatterers have dimensions of 
the order < 100 nm while Mie scatterers range from 100 nm to 1 cm (Measures, 1984). 
According to Collis and Russell (1976), if the ratio of the particle radius to the 
wavelength is greater than 0.1, the scattering is usually considered as a Mie scattering. 
Thus, the interaction of an electromagnetic wave with a wavelength of 0.532 µm on an 
aerosol particle of radius greater than 0.0532 µm can be considered as Mie scattering. 
 In the study of atmospheric remote sensing, the most common type of lidar 
system is the Mie scattering lidar. Mie scattering lidars rely on the fact that Mie 
scattering have large scattering cross sections ( 810−≈Ωd
dσ cm2sr-1). This means that even 
low concentrations or changes in the concentrations of dusts or aerosols can easily be 
detected (Measures, 1984). This makes this system ideal for continuous atmospheric 
monitoring. In general, Mie lidars are utilized to monitor aerosols and to detect cloud 
base height and diurnal variations of the atmosphere. With a fine temporal resolution, a 
continuously operated lidar can easily detect real time aerosol dynamics in the 
atmosphere. 
2.1 The Mie lidar system 
2.1.1 Transmission of laser and detection of backscattered light 
The Mie scattering lidar can be divided into two components, namely, the 
transmitter and the receiver. The transmitter includes the laser and all the optics needed 
to send light to the atmosphere. The receiver includes the telescope, the detector, the 
signal processor and the optics needed to gather the backscattered signals. The 
transmitter of a lidar system is a pulsed laser. The output power of the laser has to be 
high and stable enough to get backscattered signals from scatterers located at some 
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altitudes. The optics in the transmitter guides the light toward the target in the 
atmosphere. According to Measures (1984), the optics in the transmitting side of the 
system serves to improve beam collimation, provide spatial filtering and block any 
unwanted broadband radiation. During operation conditions, a narrow field of view is 
usually used to lessen the background radiation. 
The receiver of a lidar system is the telescope. The backscattered signals 
received by the telescope pass through an optical filter rejecting unwanted wavelengths 
entering into the system. The wavelength of interest is then focused into a photodetector. 
The photodetector converts these signals into electrical currents. The digitizer converts 
the currents into digital counts for storing and processing. These photocounts are the 
results of the precise timing of the transmitted and received signals, which also 
determine where the interactions occurred. 
2.1.2 Solution to the lidar equation 
The lidar equation presented in the first chapter is the mathematical 
representation of the backscattered signal. Fernald et al. (1972) and Fernald (1984) 
presented the solution to the lidar equation by solving the differential equation of Eq. 
1-1. The equation for the extinction coefficient as a function of height is given by 
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1 and S2 represent the aerosol and 
molecular extinction to backscattering coefficient ratio, respectively; X(r) is the 
range-squared corrected signal, i.e., ( ) ( )rP2rr =X ; ( )crα  is the extinction coefficient 
at the reference height . cr
 In cases where the atmosphere could be treated as homogeneous, Klett (1981, 
1983, 1985, 1986) showed that the extinction coefficient as a function of height had the 
form 
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 When the lidar equation is inverted to get the extinction profiles, errors arise 
from using unknown values of S1, ( )crα , the presence of noise and the choice of . In 
real lidar inversion process, the values of S
cr
1 and ( )crα  are usually taken from some 
atmospheric models or other measurements, e.g., radiosonde measurements. Many 
studies were done dealing on the possible errors emanating from the inversion of the 
lidar equation (Kovalev (1994), Kovalev (1995), Kovalev (2003), Kovalev (2004), 
Comerón et al. (2004), Russell et al., 1979). However, when the extinction profiles are 
averaged over time, the errors are smaller compared to the individual profiles as shown 
in Figs. 2.1 and 2.2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  Fig. 2.1 Changes of the average extinction coefficient profiles with height when
the boundary value, α(rc), is varied from 0.01 to 100 times the assumed
quantity.  
 
 
 15
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2.2 Changes of the average extinction coefficient profiles when the extinction
to backscatter coefficient ratio, S1, is varied from 10 to 50 sr. Here the assumed S1
value is 30 sr. 
 
 
 
 
2.2 Commonly observed atmospheric phenomenon 
 When the acquisition time is small enough and when the data acquisition is 
done continuously, atmospheric characteristics and phenomena are detected by lidar. 
When a lidar system is operational in one day, the collected backscattered signals can 
provide the boundary layer height as a function of time. The signals also contain optical 
information of the aerosols. Aside from these, backscattered lidar signals also show the 
aerosol dynamics within the boundary layers. These include the updraft and downdraft 
movements of aerosols in the atmosphere, atmospheric oscillations, detection of rain 
cloud’s movement, and raindrop streaks. 
 Lidar systems can also be used to deduce the optical characteristics of the 
atmosphere. From the lidar data, the aerosols’ extinction coefficients are solved when 
some assumptions are made about the scatterers and the atmosphere. 
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2.2.1 Updraft and downdraft phenomena 
 Updraft and downdrafts are the upward and downward motions of air parcels, 
respectively. The main cause of updraft formation is solar heating causing the air to get 
warmed. This causes pockets of hot air, called thermals, to rise. Thermals are large 
columns of rising buoyant air in the convective mixed layer. These thermals have 
associated downdrafts due to convective circulation (Stull, 1988). Updrafts are also 
formed when air has to rise as it hits an object, e.g., mountain, and when there is a 
difference of air pressure between different areas (Fig. 2.3). Downdrafts, on the other 
hand, are formed when air cools down sending the aerosols to the ground during a 
convective circulation. 
 
 
 
 
 
 
 
 
 Fig. 2.3. The schematic diagram of two air masses colliding with different
temperatures. The warm rising air produces an updraft.  
 
In the case of thermals, the rising air can have vertical velocities that reach 5 
ms-1 or more. Weaker updrafts have vertical velocities of 1 to 2 ms-1. Figure 2.4 shows 
the diagram of updraft formation. The updraft formation indicates that the density of the 
warm air is lower compared to the outside air parcel. As long as the density imbalance is 
maintained, the warm air continues to rise. 
 
 
 
 
 
 
 
 
 
Fig. 2.4. Thermals formed due to convective circulation. 
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 When thermals rise in the mixing layer, they gain momentum. Upon reaching 
the warmer free troposphere, they become negatively buoyant. This momentum gain 
makes them overshoot the top of the mixing layer resulting to the formation of dome 
like structures. Since there is a little ambient turbulence in the free atmosphere, the 
dispersion of air is impossible and thus, the thermals sink down into the mixing layer 
(Stull, 1988).  Lidars can observe these dome like structures as shown in Fig. 2.5. 
From these, the height of the entrainment zone can be estimated. Deardorff (1983) 
suggested an empirical ratio of the entrainment zone thickness (∆h) to the average depth 
of the mixing layer (ho): 
 
( ) 41* 1.22.1 −+=∆ Ri
h
h .       (2-3) 
 
The symbol Ri* is the convective Richardson number. The convective Richardson 
number is the measure of the stability of airflow. Higher Ri* means that the atmosphere 
is stable and lower Ri* means that the atmosphere is unstable. Since the entrainment 
zone thickness and the average depth of the mixing layer are measurable from lidar 
soundings, the value of Ri* can be approximated. 
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Fig. 2.5. PAL data on February 7, 2003 showing some dome like structures.
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2.2.2 Atmospheric oscillation 
 A stable environment supports buoyancy waves. Atmospheric oscillations or 
sometimes called gravity waves are a common occurrence in the atmosphere and are 
formed due to shear instability, frontal acceleration, air flow over orographic regions, or 
geostrophic adjustments (Hertzog et al., 2001). For example, when clouds are present in 
the atmosphere, they act as obstructions to the flow of air. The waves are generated 
when air flows over the top of these obstacles. In the presence of fronts, waves can 
occur in pre- and postfrontal zones (Stull, 1988). Waves are also formed within the 
entrainment zone. Hooke and Jones (1986) observed these undulations by acoustic echo 
sounders. These waves have wavelengths that are equal to the diameter of the thermals 
and are quickly absorbed in the mixing layer. 
 For any altitude, the frequency of the gravity waves is given by 
 
z
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where ρ is the density of the oscillating parcel of air. The NBV in Eq. 2-4 is called the 
Brunt-Vaisala frequency. From lidar observations, the frequency of the waves is 
measurable. This will lead to the calculation of the ratio of the density at the top and the 
bottom of the oscillating air. Figure 2.6 shows the schematic diagram of the formation 
of gravity waves as the air parcel passes over an obstacle. 
 
 
 
 
 
 
 
 
 
 
 
 Fig. 2.6. The diagram of the formation of gravity waves. Waves are formed
when air parcel passes over an obstacle, which is, in this case, a mountain.
Clouds too are obstacles and can trigger gravity waves. 
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2.2.3 Rain cloud 
 The formation of clouds comes from rising air parcels. Air rises because of 
orographic lift, convective lift, and convergent lift. Orographic lifts are formed when air 
is forced to move upward as it encounters a cooler, denser body of air or when it meets 
high landforms such as a mountain. Convective lift occurs when air encounters a warm 
surface, heats up and becomes less dense compared to the surrounding air. This usually 
occurs during daytime when the sun drives the convective circulation on the ground. 
Convergent lift occurs when air is whirled toward the center of a cyclone colliding with 
itself and is forced to move upward. This is the mechanism that drives air upward 
during storms or tornados. 
As air parcels rise, they cool down and condense. Rain clouds occur when the 
clouds start to produce moisture. Examples of these types of clouds are the nimbostratus 
and the cumulonimbus. Nimbostratus clouds are layered, uniform, rain clouds. These 
clouds are generally dark, and associated with large areas of continuous rain. In the case 
of cumulonimbus clouds, they are formed by the upward movement of warm air 
currents. These types of clouds are accompanied by compensating downdrafts of cold 
air and are common in warm and humid weather (Wallace and Hobbes, 1977). 
For raindrops to occur, there must be particles in the air, such as dust or 
aerosols, at temperatures above freezing. When particles are cooled below the freezing 
temperature, water condenses on them. As this happens, the particles become heavy and 
start to fall. Rain clouds can also be formed locally when air rising over a moist area 
causes the formation of cumulus clouds. As the moisture condenses, the clouds begin to 
grow darker. The movement of these rain clouds can be tracked using radar (Crane, 
1996).  
2.2.3.1 Physics of falling raindrops 
 Edwards et al. (2001) examined the theoretical background behind falling 
raindrops. Falling raindrops, according to them, encounter two kinds of friction forces. 
These are the air and mist drags. The mist drag comes from the interaction of the 
raindrops with the surrounding mist. Assuming that a raindrop is spherical in shape, the 
equation describing the forces acting on a raindrop is  
 
dt
dmvvvrCmg
dt
dvm a −−= 22 πρ      (2-5) 
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where m is the raindrop mass; ρa is the air density; v is the raindrop’s vertical speed; 
vvr
dt
dm
m
2πρ=  is the rate at which the mist is accumulated as the raindrops fall down; 
ρm is mist density; C( 2
1
12
−
= R ) is the drag coefficient that is a function of the Reynolds 
number R( η
vr2= ); η  is the kinematic viscosity of air; and r is the raindrop’s radius. 
Equation 2-5 can be reduced to its associated nonlinear dynamical equations of motion 
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seconds. The above equation can be transformed to get the speed as a function of the 
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By expanding Eq. 2-8, it can be shown that the speed as a function of the radius is 
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Equation 2-9 can be thought of as the sum of the two speeds: rvo σ= , the speed if mist 
 21
drag is not considered and 231 3
8 r
g
v σ


−= , the decrease in speed due to mist drag. 
Raindrops with R>10 and r>0.1 mm have settling velocities greater than 1 ms-1. Large 
raindrops with R > 1000 and r > 1 mm flatten because of surface tension and raindrops 
with radius greater than 4.5 mm break up because the drag stress exceeds the surface 
tension stress. Thus, Eq. 2-6 works well in the region 10 < R < 1000 and 0.1 mm < r < 1 
mm. 
2.2.3.2 Estimation of raindrop size 
 The data from a continuously operated lidar system can be used in the 
estimation of raindrop size during a slight rain condition. This is because the signals 
from falling raindrops form as streaks in the lidar signal as seen in Fig. 2.7. The streaks 
formed can be used to estimate the vertical speed of the falling raindrops by getting the 
vertical and temporal displacements of the streaks. The ratio of the two quantities gives 
the average vertical speed of the falling raindrops. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Streak formed by falling raindrops  
Fig. 2.7. PAL data on July 3, 2003 showing streaks formed by falling raindrops
during a slight rain condition. 
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After the estimation of the vertical speed, Eq. 2-9 can be inverted to give the 
radius as a function of the speed, i.e., 
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 Rogers and Yau (1989) also made some analyses of raindrop speed as a 
function of radius by getting the raindrop’s terminal speed. Their analytical calculation 
has shown that when the drag force is equal to the weight of the raindrop, the vertical 
speed of a falling raindrop could be approximated as 
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1 = . If the Reynolds number, R, is high, the drag coefficient, C, has a value 
equal to 0.45 and becomes independent of the R. Experiments have shown that in this 
situation, the speed as a function of the radius has the form 
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 cm1/2s-1 and ρo is the reference density corresponding to 
that of dry air (= 1.2 kg m-3). These last two approximations, though simple, do not 
include the growth of the raindrops as they accumulate mist particles as they fall down. 
 Figure 2.9 below shows the terminal speed of raindrops as a function of radius 
taken from Gunn and Kinzer (1949). These data were taken at sea-level conditions at 
101.3 kPa and 20 oC. The feature of the graph shows the 2
1
r  shape similar to Eq. 2-12. 
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Fig. 2.8. The behavior of the raindrop speed as a function of raindrop radius
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2.9. Observed terminal speed of raindrops as a function of raindrop radius
(Gunn and Kinzer, 1949). 
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2.3 Scattering efficiency of aerosols 
Light scattering takes place when an electromagnetic wave (EM) encounters a 
scattering particle. When light interacts with a particle, the energy of the impinging light 
is either absorbed or scattered depending on the wavelength of the light and the optical 
characteristics of the scatterers. In terms of scattering, when light hits a particle, the 
scattering that results can be classified into two: Rayleigh or Mie scattering (Kerker, 
1969). Rayleigh scattering takes place when the wavelength of the incident ray is 
greater than the size of the particle. Mie scattering occurs when the wavelength of the 
incident light is comparable or greater than the size of the particle. In any interaction, 
light interacts with the particle over a cross-sectional area that could be larger or smaller 
than the geometrical cross sectional area (Fig. 2.10). The ratio of the effective cross 
sectional area to the geometrical cross sectional area is the particle’s scattering 
efficiency, Qs. When the wavelength of the light is similar to the size of the particle, the 
effective scattering cross section is large. This means that the particle is effectively 
scattering light. The same reason applies to the case absorption. Thus, the sum of the 
scattering and the absorption efficiency, called the extinction efficiency, Qext, gives the 
total attenuation efficiency of the incident light. 
 
 
Effective cross 
section, σs 
Geometrical cross section, A 
Effective cross
section, αs 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2.10. The diagram showing the concept of scattering cross section as
compared to the geometrical cross section. 
 
 
 
In the field of aerosol studies, the relevant extinction efficiency is the mass 
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extinction efficiency (MEE). It is defined as the ratio of the particle’s extinction 
coefficient, α (in units of m-1), and the mass concentration, M (in units of gm-3), i.e., 
 
M
MEE α= .    (2-13) 
 
This parameter links the mass concentration to light scattering and, thus, is important in 
the study of radiative forcing to connect the mass of the scatterers to the extinction 
coefficient of light. 
2.3.1 Mie scattering theory 
 The formal and rigorous solution to quantitatively describe the scattering of 
light by particles is credited to Gustav Mie in 1908. This theory is presently known as 
the Mie scattering theory. In this his theory, the scatterers are assumed to have spherical 
shapes. When electromagnetic waves interact with the spherical scatterers, the 
extinction coefficient (van de Hulst, 1981) can be expressed as 
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where r is the radius of the scatterer (r1 and r2 are the lower and the upper limits, 
respectively); Qext is the extinction efficiency; and n(r) is the particle size distribution. 
With this, the mathematical expression of the mass extinction efficiency is 
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 Equation 2-15 shows that the MEE of particles is dependent on the size 
distribution of the aerosols. This implies that for larger and smaller radii, r, MEE values 
are low and high, respectively. 
 Figure 2.11 shows the graph of the extinction efficiency, Qext, of water as a 
function of the size parameter x(=2πr/λ). In this graph, the size ranges of the fine and 
coarse particle regions are indicated. When the aerosol size is less than xm, the size 
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parameter corresponding to the first peak of the Qext, the behavior of Qext with x can be 
approximated to be linear. In this case, Eq. 2-15 takes the form 
 
o
sMEE λρ
π
2
3=     (2-16) 
 
where s is slope of the line, λ is the wavelength of the light and ρo is the density of the 
scatterer. From henceforth, this region will be called “linear regime”. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Fig. 2.11. The graph of the extinction efficiency Qext of water as a function of the
size parameter, x.  
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 When the size of the aerosol is large, i.e., x ≥ 20, the extinction efficiency of 
he particle is approximately equal to 2. In this case, Eq. 2-15 can be approximated as 
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where re stands for the effective radius of the aerosols defined by 
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Equations 2-16 and 2-18 are useful for studying the behavior of MEE as a function of 
the aerosol size parameter. 
2.3.2 Theory of mass extinction efficiency (MEE) 
 Di Girolamo et al. (1999) used an MEE value of 5 m2g-1 to estimate the water 
content of the boundary layer from lidar data. Pitchford and Green (1997) showed that 
PM2.5 aerosols and organic aerosols had MEE of 7 and 3 m2g-1. In 1995, Di Girolamo 
et al. showed that stratospheric aerosols had MEE ranging from 1.2 to 3.4 m2g-1. Husar 
and Falke (1996) calculated the MEE for fine particles (PM2.5) and showed that MEE 
values varied from 4 to 12 m2g-1 for several different sites with an average of 7.4 m2g-1. 
This is similar to the MEE values observed by Chen et al. (2003) when they observed 
summertime PM2.5 and haze episodes in the Mid-Atlantic region. Feczkó et al. (2002) 
measured the MEE of ammonium sulfate, (NH4)2SO4, to be 6 m2g-1, and used this value 
in the estimation of regional climate forcing of aerosols using box model in a rural site 
in Central Europe. Mallet et al. (2003) calculated the MEE of (NH4)2SO4 in wet state to 
be 2.6 m2g-1. Their work also showed that around 40% of the light extinction from 
anthropogenic sources was due to elemental carbon (EC) and organic particles. For 
water, Dubinsky et al. (1985) performed a laboratory measurement on the MEE values 
using water droplets with different size distributions. They found that aerosols with 
large modal radius (rm = 6 µm), corresponding to a size parameter xm (= 2πrm/λ) of 73, 
exhibited a smaller MEE value of 0.2 m2g-1. Aerosols with smaller modal radius (rm = 
0.01 µm and xm = 0.12) showed a larger value of 10.8 m2g-1, and the MEE of aerosols 
with modal radius of 2.5 µm was 0.6 m2g-1. The high MEE value of 10.8 m2g-1 is 
ascribable to the fact that the modal radius falls in the region below the first peak of the 
extinction efficiency, Qext, as a function of the size parameter. 
 High MEE values can also be attributed to the presence of carbon particles. 
When they exist as fine particles, they effectively absorb light (Harris and Maricq, 
(2001), Harris and Maricq (2002), Maricq (2003), Maricq (2004)). Experimental results 
obtained by Jennings and Pinnick (1980) proved that the MEE value of elementary 
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carbons (EC) was around 9.5 m2g-1. Dillner et al. (2001) observed this type of high 
MEE values when they measured the MEE of EC particles in rural aerosols by sampling 
and spectrometric method. Their results showed that very fine carbon particles with 
radius of 0.09 µm showed MEE values as high as 7.3 m2g-1 and coarse carbon particles 
with radius of 1.4 µm showed MEE values as low as 1.7 m2g-1. Moosemüller et al. 
(1998) observed values equal to 10 m2g-1 when they did photoacoustic measurements of 
aerosol light absorption.  Horvath’s (1993) work even showed a higher MEE value of 
17 m2g-1. 
 The MEE of aerosols can get higher when the carbon particles are located 
inside the aerosol. When carbon particles are coated with other constituents like 
ammonium sulfate, light incident on the aerosol is focused effectively into the carbon 
particles. This leads to the efficient absorption of light that increases the MEE value. 
This phenomenon is called “lens effect” and is depicted in Fig. 2.12. 
 
 
Carbon 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2.12. The schematic diagram of the lens effect. The coating around the carbon
serves as a focusing lens that effectively directs the impinging light towards the
center where the carbon is located resulting to an effective absorption. 
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 Martins et al. (1998) simulated this effect and found out that MEE values could 
 high as 30 m2g-1 (Fig. 2.13). Experimental measurements of high MEE showed 
her values, i.e., MEE could reach as high as 58 m2g-1. They attributed these 
EE values to the high concentrations of potassium that influenced the 
ation of black carbon at lower temperature. 
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Fig. 2.13. The simulated mass absorption efficiency (Martins et al. (1998)). High
mass absorption efficiency value of 30 m2g-1 is obtained for a shell radius of 0.25
µm for a black carbon percentage of 0.5%. 2
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 .3.3 Effect of relative humidity 
In the troposphere, changes in the aerosol size distribution are normally caused 
y condensation and coagulation processes, which have timescales of less than 10 h 
Kulmala et al. (2004), Seinfeld and Pandis, 1998). In particular, relative humidity in the 
ower atmosphere is an important factor governing the particle sizes. According to 
ang’s visibility model (1996), the phase transformation, growth in size, and 
vaporation take place when the relative humidity increases, leading to an order of 
agnitude change in the scattering coefficient. This aerosol growth process is illustrated 
n Fig. 2.14 where a sulfate particle takes in water. As water is taken in, the size 
istribution of the particles afterwards shifts to larger radius. Seinfeld and Pandis (1998) 
ave shown that the mean radius of aerosols can increase to four times their original 
adius in just 20 min during coagulation process. This growth is also shown in the work 
f Chin et al. (2002). 
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 bg and Munkelwitz (1994) and Tang (1996) calculated the growth of 
h relative humidity for the purpose of understanding their optical properties. 
ulations, they defined the droplet growth factor, β, as the ratio of the radius 
ar density, ρ, at x weight % to the radius at a reference density, ρo, i.e., 
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 humidity is assumed to have the form 
waRH 100% =       (2-20) 
 the water activity. In the simulation, the density and the water activity are 
y polynomials: 
i
i
i xA∑+= 9971.0ρ    (2-21) 
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and 
i
i
iw xCa ∑+= 0.1 .   (2-22) 
 
The coefficients Ai and Ci are the results of the polynomial fitting procedure that they 
implemented on their data. Table 2.1 shows the values of these coefficients for H2SO4, 
NaCl, NH4NO3 and (NH4)2SO4. 
 
Table 2.1. The coefficients used for simulating the water activity, aw, and density, ρ 
(Tang, 1996). 
 H2SO4 NH4NO3 NaCl (NH4)2SO4 
A1 7.37 x 10-3 4.05 x 10-3 7.41 x 10-3 5.92 x 10-3 
A2 -4.93 x 10-5 9.00 x 10-6 -3.74 x 10-5 -5.04 x 10-6 
A3 1.75 x 10-6 0.00 x 100 2.25 x 10-6 1.02 x 10-8 
A4 -1.10 x 10-8 0.00 x 100 -2.06 x 10-8 ----- 
C1 -5.23 x 10-3 -3.65 x 10-3 -6.37 x 10-3 -2.72 x 10-3 
C2 9.75 x 10-5 -9.16 x 10-6 8.62 x 10-5 3.11 x 10-5 
C3 -9.69 x 10-6 -2.83 x 10-7 -1.16 x 10-5 -2.34 x 10-6 
C4 9.41 x 10-8 0.00 x 100 1.52 x 10-7 1.41 x 10-8 
 
 Figure 2.15 shows the droplet growth factor as a function of relative humidity. 
 
. 
 
 
 
 
 
 
 
 
 
 
 
 
 Fig. 2.15. Growth of aerosols with relative humidity
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 The growth factor shown in Fig. 2.15 is similar to the measured values done by 
Day et al. (2001) when they measured the aerosol light scattering as a function of 
relative humidity in three different sites (Great Smoky mountains, Grand Canyon and 
Big Bend National Parks). 
Since aerosols grow when the relative humidity increases, the optical properties 
of the aerosols also change with the corresponding growth. This increase in the aerosol 
size also leads to the increase of the aerosol extinction coefficients. As a result, MEE 
also increases. Tang’s results showed that MEE values could reach as high as 30 m2g-1 
for smaller aerosols and as high as 20 m2g-1 for larger particles (Fig. 2.16). The left 
ordinate in Fig. 2.16 is the calculated MEE (in km-1 per µg of dry salt m-3 ), though it is 
labeled as scattering coefficient, while the right ordinate is the corresponding MEE (in 
m2g-1). 
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Fig. 2.16. The changes of MEE values with relative humidity change (Tang,
1996). 
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2.3.4 Characteristics of the aerosols in Chiba 
The characteristics of the aerosols in Chiba area were studied by means of 
ground sampling performed from September 1998 to February 2002 (Takeuchi et al., 
2004). From these measurements, it was found out that the dominant components of 
fine particles were ammonium sulfate ((NH4)2SO4), elemental carbon (EC), and 
ammonium nitrate (NH4NO3), contributing, respectively, to about 35%, 25% and 19% 
of the total fine particle concentration (Yabuki, 2003). In the case of coarse particles, the 
dominant components were sea salt, ammonium nitrate and soil, giving 37%, 20% and 
20% of the total coarse concentration, respectively. The percentage of the measured 
elementary carbon concentration is similar to the values reported by Höller et al. (2002), 
Kyotani and Iwatsuki (2002), Ma et al. (2001), Ma et al. (2004), Ohta et al, (1998), 
Kaneyasu et al. (1995), Shimohara et al. (2001), Suzuki et al. (1997), Naoe and Okada 
(2001) and Saito et al. (2002) on the basis of sampling measurements. 
Fukagawa et al. (2002) measured the optical properties of aerosols in Chiba 
using a ground-based sunphotometer. Their results showed that during summer, the 
values of the Angstrom parameter were as low as 0.5 while that during winter, the 
Angstrom parameter were as high as 2. These suggested that coarse particles were 
dominant during summer and fine particles were dominant during winter season. 
Chapter 3 
Instrumentation 
3.1 The portable automated lidar (PAL) system 
The PAL system is placed at the Chiba Prefectural Environmental Research 
Center (CERC) in Ichihara city for the purpose of comparing the lidar data with the 
ground base data (see below). Since the CERC is located in an industrial area, it is 
plausible that a significant part of the aerosol particles observed by the PAL system 
originates from anthropogenic sources such as automobile and industrial emissions. The 
system is installed indoors at about 4.5 m high from the ground level. The laser beam, 
pointed toward the north sky with an elevation angle of 38o, is positioned so that it does 
not hit the cornice of the roof of the building. The horizontal distance between the lidar 
location and the seashore (east coast of the Tokyo bay) is about 2 km in the laser beam 
direction. The alignment correction mechanism was added in the middle of December 
2002, and since then had been continuously operated. 
The main components of the portable automated lidar (PAL) system are the laser, 
telescope and the computer, which are used for transmission, data collection and for data 
storage, respectively. Table 3.1 shows the basic specifications of the PAL system. 
Inside the Nd:YAG laser system (Fig. 3.1), a diode laser of 1.7 W output power 
pumps a Nd:YAG crystal. This generates a 600 mW cw laser power that is Q-switched by 
an acoustic-optical modulator operated at 1.4 kHz, giving pulsed output with 100 
µJ/pulse at the fundamental wavelength of 1064 nm. A potassium titanyl phosphate 
(KTP) crystal inside the cavity doubles this frequency, resulting in a typical output of 15 
µJ/pulse at 532 nm wavelength. 
The laser head is placed on an aluminum plate attached to the upper side of the 
cylinder of a 20 cm diameter Cassegrainian telescope (Fig. 3.2). The output is expanded 
25 times to 25 mm in diameter, and is bent by two prisms so that the emitted beam 
spatially coincides with the optical axis of the telescope. In order to reduce background 
noise due to the skylight during daytime, a narrow field-of-view angle of 0.2 mrad is used. 
The backscattered signal is collected by the telescope, detected by a photomultiplier tube 
in photon-counting mode using a scaler (Stanford Research SR430), accumulated for 20 s, 
and stored in a personal computer (PC). 
The optical alignment of the PAL system imposes potentially significant 
problems if the lidar is left unattended. The optical misalignment can be due to 
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mechanical disturbance, e.g., by an earthquake or can be due to thermal 
expansion/contraction of some parts of the system as ambient temperature changes. 
Because of these, there is a necessity to check the optical alignment between the laser and 
the telescope axes. To stabilize the alignment, a step-motor controls the two-axis Gimbal 
mount holding the first (upper) prism. Figure 3.3 shows the diagram of the Gimbal mount. 
The holding thread and pitch of the micrometers are M30.85 and 0.75 mm, respectively. 
By varying the orientation of the prism attached to the mirror holder, the 
alignment of the laser beam is adjusted. In this study, the alignment is checked every 15 
minutes. Figure 3.5 shows examples of lidar signals during the alignment process. 
 
Table 3.1.  The specifications of the PAL system. 
Transmitter  
Laser LD-pumped Q-switch Nd:YAG 
Wavelength 532 nm 
Laser Pulse Width 50 ns 
Repetition Rate 1.4 kHz 
Laser Pulse Energy 15 µJ 
Laser Beam Divergence 50 µrad 
AOM Carrier Frequency 80 MHz 
Receiver  
Telescope Diameter 20 cm 
Telescope Type Cassegrain 
Field of View 0.2 mrad 
Detector PMT 
Model HPK-R1924P 
Quantum Efficiency 10% - 25%  
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30 cm 
Laser diode Nd:YAGOutput mirror AOM KTP
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 .  Fig. 3.2. The PAL system in Ichihara Fig. 3. 1. The laser system
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. Fig. 3.3. Diagram of the Gimbal mount 
 
3.2 The automatic alignment procedure 
A computer program (Appendix C) was made to control the acquisition of the data 
and the automatic alignment. The alignment is checked and optimized every 15 min. 
During the alignment procedure, the PC commands the controller to move the actuator for 
vertical motion backwards by 10 units, and then forward by 1 unit step and integrate the 
signal for 1 s until it has moved a total of 20 units in the same direction (Fig. 3.4). Here, 1 
unit motion of the actuator (equivalent to its resolution) corresponds to a change of 50 
µrad in the tilt angle of the laser beam. The backward movement is required to take into 
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account the hysteresis effect (backlash) of the actuator. Each integrated signal is stored 
during the forward motion. Note that in this procedure of lidar integration, we make use 
of the overlap region of the A-scope, i.e. the region where the overlap between the laser 
beam and the telescope field-of-view is substantial but not yet complete. The vertical 
actuator then is moved back to the peak signal position and the same procedure is applied 
to the actuator for the horizontal motion. As a result when the best position is attained, the 
computer screen shows the two maximum peaks of the vertical and the horizontal 
positions (Fig. 3.5).  
 
 
 
 
 
 
 
 
 
 
. Fig. 3.4. The schematic diagram of the alignment procedure  
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 It takes around 100 s to complete the whole process. After the alignment is 
inished, the PC continues to gather data. Figures 3.6a and 3.6b show the typical behavior 
f lidar data as alignment is checked in the vertical and horizontal directions, respectively. 
he graph shows that during the scanning process, the lidar peaks tend to move to higher 
ltitudes (~250 m) as good alignment is nearing completion. It also shows that a one-step 
hange of the actuator creates a substantial difference in the intensity and shape of the 
ignal backscattered from the atmosphere. 
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Fig. 3.5. Screen image of PC for data acquisition and alignment control of the
Ichihara PAL system. The two lower left hand windows show the vertical and
horizontal actuator positions. The upper and lower windows show the
instantaneous and the time series lidar signals, respectively. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Fig. 3.6. Lidar signals during alignment procedure. a) The vertical
alignment is more sensitive than the b) horizontal alignment.  
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3.3 Operation conditions 
The PAL system has been in operation since the middle of December 2002. A 
fairly huge amount of quality data were collected and stored for analysis. Daily data are 
posted in the homepage of the Sensor group: http://ume.cr.chiba-u.ac.jp/archives.html. 
From December 29, 2002 to December 31, 2003, the laser had been performing well than 
expected. 
In terms of eye-safety consideration, the PAL system is not eye safe at the exit of 
laser beam. This is due to the fact that the laser beam of PAL is expanded up to only 25 
mm. Near the beam expander the laser’s energy density per pulse is 18 times the standard 
maximum permissible exposure (ANSI Z136.1-1986), which is 1.16x10-7 J/cm2. 
Nevertheless, at a distance of 340 m along the laser path, the beam is already considered 
eye-safe. Under this range the observation region of the lidar is over the industrial area, 
and the laser beam obstructs no aviation traffic. 
The computer used for storing the PAL data in Ichihara is connected to the 
internet (Fig. 3.7). This makes PAL a remotely controlled system. Whenever there is a 
need to check the system, data access and control can be done from Chiba University. 
Daily monitoring of the system from Chiba University is done using this method. 
 
. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Fig. 3.7. The diagram of the remotely controlled PAL system
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3.4 SPM measurements 
The SPM data were monitored at Iwasaki-nishi station (just 70 m away from the 
lidar site) and was available through the website (http://www.soramame.nies.go.jp) 
provided by the Ministry of Environment, Japan. The website displayed data of SPM 
monitored using one of the following methods: β-ray absorption technique, piezo-electric 
balance method, or optical scattering method. At Iwasaki-nishi, the β-ray absorption 
method (van Elzakker and van der Muelen, 1989) was employed. The data of relative 
humidity, ambient temperature, wind speed and direction were also shown in the website. 
The SPM sampler (Shimadzu AAMS-4160A, system name: BRAD-1000) 
measures the real time SPM concentration.  Figure 3.8 shows the image of the β-ray 
sampler.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.8. The β-ray sampler. 
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The β-ray sampler measures the ambient aerosol concentration. The operation of 
this instrument is as follows. Outside ambient air is drawn into the glass tube (Fig. 3.9) 
that directs the air into the room that houses the β-ray sampler. Inside the laboratory, a 
thick glass tube (about 2m long) and a tygon tube (bore diameter 12 mm, and 2m long) are 
used to introduce the ambient air sample into the beta-ray instrument (Fig. 3.10). The 
flow rate is 100 Lmin-1 for the glass tube and 20 Lmin-1 for the tygon tube. In this case, the 
flow time is much shorter than 1 min, and it is likely that the aerosol sample is ambient. 
(i.e. not dry). The aerosols are deposited on a moving filter paper that passes over a plastic 
scintillation probe. Throughout the process, heating of the aerosols is not done. Table 3.2 
shows the specifications of the BRAD-1000 system. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
F
 Inlet of the glass tubing 
ig. 3.9. The glass tube used to draw ambient air in CERC. 
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Fig. 3.10. The glass and the tygon tubes inside the room where the β-ray sampler is
housed. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.11β-ray chamber 
Plastic scintillation Probe
Moving filter paper 
Nozzle 
. The picture of the AAMS-4160A β-ray sampler. 
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Table 3.2. The specifications of BRAD-1000 system 
Measurement method β-ray absorption technique 
Measured components Suspended particulate matter (below 10 µm in radius) 
Measurement range 0-1, 0-5, 0-10 mgm-3 
Repeatability Within ± 2% (Full scale) 
Zero drift Within ± 2% (Full scale) 
Span drift Within ± 3% (Full scale) 
Direction error Within ± 2% (Full scale) 
Measurement accuracy ± 10%  (≥ 0.1 mgm-3) 
Stability of sample air flux ± 5% of set flux 
β-ray source 14C sealed radiation source (below 3.7 MBq) 
β-ray detector Plastic scintillation probe 
Size classification method Cyclone method (above 10 µm 100% cut) 
Collection method Filter method 
Collection efficiency Above 99.9% 
Sampling rate Around 15Lmin-1 
 
The beta-ray analyzer is based on the principle that the absorption rate of the 
beta-ray increases in proportion to the mass of the particles deposited on the filter. The 
relationship between intensity of beta-ray and the particle mass is expressed by the 
equation: 
 
)exp( mabso XII α−= .      (3-1) 
 
where I = intensity of the beta-ray transmitted through the filter and particulate 
      Io = intensity of the beta-ray transmitted through the filter 
     αabs = mass absorption coefficient (cm2g-1) 
Xm = mass of the particles (gcm-2). 
 
 Equation 3-1 gives the mass of the particles (SPM) and is given by the equation: 
 
                                     

=
I
IX oabsm lnα .                (3.2) 
 
The concentration, C, of the particulates can be calculated as 
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                                      mXV
S=C               (3.3) 
 
where S is the collection area and V is the air aspiration volume. 
 
 
Chapter 4 
Results and Discussion 
4.1 Observed atmospheric phenomena from PAL system 
 The implementation of the novel approach of data collection that employs the 
use of automatic alignment technique on the PAL system has improved the quality of 
the data when the lidar is operated continuously. The data gathered by the system 
produced information on the local dynamics of the atmosphere and paved way to the 
calculation of the mass extinction efficiency of aerosols. The observed local dynamics 
includes the upward and downward motion of aerosols, atmospheric oscillations, 
detection of rain clouds and raindrop size estimation. In the succeeding sections, these 
observations will be discussed and analyzed. 
 4.1.1 The Alignment 
The optical alignment of the PAL system was observed from the late week of 
December up to the present. From December 29, 2002 to December 31, 2003, the 
vertical and the horizontal positions of the actuator were recorded and shown in Fig. 4.1. 
The vertical and horizontal positions increased in values from winter to summertime 
and gradually decreased from summer to wintertime. This behavior can be directly 
attributed to the increase of ambient temperature from winter to summertime and the 
corresponding temperature decrease from summer to wintertime as shown in Fig. 4.2. 
Within the whole year, the positions have changed by 40 units. These changes 
correspond to a 2 mrad change of the angular position of the upper prism. On a daily 
basis, the typical value of angular tilting deviation is from 100 to 200 µrad which is 
ascribable to the thermal, linear distortion of the outer telescope outer cylinder and/or 
the laser base plate (on which the laser is attached) of the order 0.02 to 0.03 mm. This 
turns out to be reasonable if one considers the thermal expansion coefficient of 
aluminum (2.2x10-5 K-1) for an ambient temperature change of 5 Co. 
From Fig. 4.1, it can also be seen that the vertical positions are higher 
compared to the horizontal positions. This sensitivity of alignment in the vertical 
position is brought about by the fact that the vertical prism bends the optical path of the 
laser vertically. From this, it is clear that in a day, a 5 Co increase in temperature can 
greatly affect the optical alignment of the system. 
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Fig. 4.1. The behavior of the alignment positions with time in the year 2003. 
 
Fig. 4.2. The average temperature in Chiba in the year 2003. 
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 Based on the actuator data from January 18-30, 2003, the average positions of 
the vertical and horizontal axes have a direct proportionality with the temperature 
change (Fig. 4.3). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
TemperatureHorizontal Axis 
Vertical Axis Fig. 4.3. Average positions of the horizontal and vertical axes with average
temperature difference.  4
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t.1.2 Updraft and downdrafts 
The upward and downward movements of aerosols are regularly detected by 
he PAL system. An example of these aerosol motions is shown in Fig. 4.4 below. From 
2:00-13:00 of March 14, 2003, updraft motion of the aerosols was observed. During 
his time interval, the ground-measured temperature, wind speed, wind direction and 
elative humidity were 11.3oC, 11.5 ms-1, ENE and 34%, respectively. In these 
onditions, the updraft motion could be attributed to the solar heating of the ground that 
eaked in the afternoon. The heating caused the temperature to increase, resulting in 
tmospheric convection. The air then lifted the particulates from the ground to the 
tmosphere as seen in the graph. In the early morning of the same day, the ground 
easurement of temperature, wind speed, wind direction and relative humidity were 
.3oC, 1.9 ms-1, ENE and 82%, respectively. The downward motion of the aerosols 
ould be attributed to the cooling of the of the ground surface. Before daybreak, when 
he temperature was at its lowest, air lost kinetic energy and thus the particles settled to 
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the ground. 
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BFig. 4.4. Downward and upward movements of aerosols on the same day
(March 14, 2003). (a) Updrafts are formed during daytime, while (b)
downdrafts are often formed in the early morning. The horizontal bands in the
graphs are due to minor digitizing errors. 
By observing the streaks formed during the upward and downward movement 
f the aerosols, the average vertical speed of the particles can be approximated by 
etting the ratio of the vertical distance traveled by the particles (y-axis) and dividing it 
y the time it takes to travel such a distance (x-axis). In the example given above, the 
stimated vertical speed of the updraft is 1.25 ms-1 while that of the downdraft is 0.93 
s-1. 
Based on the PAL data taken from January to March 2003, the number of 
bserved updrafts is less than that of the observed downdrafts (Fig. 4.5). The reason of 
his asymmetry is the relatively cooler temperature of the ground during the months of 
anuary to March. In Fig. 4.5a and 4.5b, the ordinate represents the sum of the 
ccurrence of the updraft or downdraft per hour, respectively. The upward motions of 
he aerosols were detected with a greater frequency during afternoon to evening. 
ecause of the solar heating during daytime, the maximum number of occurrence took 
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place from 16:00 to 18:00 local time. The downward events, on the other hand, were 
rather dominant during nighttime with the peak occurring from 06:00 to 08:00. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.5. Number of updraft and downdraft occurrence from January to
March 2003. A count indicates the occurrence in a 1 h interval. (a) Updraft
occurrence shows a peak around 16:00-18:00. (b) Downdraft occurrence
shows a peak occurrence at 06:00. 
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 During updraft occurrence, warm air, as it rises, gains momentum making it 
vershoot the entrainment zone at times. This creates a dome-like structure in the 
ntrainment zone (Fig. 4.6). The thickness of the entrainment zone, ∆h, and the average 
ixing layer height can be measured from lidar data. The data in Fig. 4.6 show that 
h/h is equal to 0.134. This ratio is important in approximating the Richardson number, 
. Using the empirical equation (Eq. 2-3) suggested by Deardorff (1983), the 
onvective Richardson number is 4,500 indicating that the region near the entrainment 
one is relatively stable. 
*
iR
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∆h 
h 
Fig. 4.6. The PAL data on February 7, 2003 showing overshooting updrafts
forming dome-like structures in the entrainment zone. Fig. 4.7. PAL data showing cloud formation during updraft. 
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 The formation of clouds during updraft is depicted in Fig. 4.7. This happens 
when water condenses as warm air rises. The clouds that are formed in the figure may 
be fair weather cumulus clouds. This type clouds usually have a lifetime of a few 
minutes (Wallace and Hobbes, 1977). In the formation of this type of clouds, the cloud 
top is the maximum height reached by the updraft. 
4.1.3 Atmospheric oscillations 
 The atmospheric oscillations are observed by the PAL system. This is because 
the lidar system has a 20 s data acquisition time that ensures the reliable observation of 
the relatively rapid phenomena related to atmospheric dynamics. Figure 4.8 shows the 
occurrence of oscillatory behavior in the aerosol concentration at around 2.0 km. On 
April 1, 2003, the PAL system was able to observe such oscillations. These aerosol 
oscillations could be ascribed to the presence of a frontal acceleration near the 
observation site. Fig. 4.8 shows an aerosol layer with a top height of about 2.1 km, and 
a bottom height of 1.7 km. During this day, the great Tokyo metropolitan area (where 
the observation site is located) was at the eastern edge of a high-pressure zone (1020 
hPa) centered at the Japan sea. Figure 4.9 shows that there was stationary front 
southward, along the 30o N latitude line. At the ground level, the wind speed was in a 
range of 5-9 ms-1 (east wind) and the sea level pressure was 1015 hPa. The relative 
humidity was gradually increasing toward the next day when light rainfall started 
around noontime. 
Hooke and Jones (1986) analyzed similar undulations observed by an acoustic 
echo sounder in terms of Brunt-Vaisala (BV) oscillation. Since high mountains ranging 
up to 2 km are not present near the lidar site, it is likely that the observed oscillation is 
due to thermal or convection waves, presumably associated with the prefrontal 
conditions. The period of oscillation as calculated by performing a Fourier transform of 
the data is 10.75 min. This corresponds to an oscillation frequency, N=2πf, of 9.7x10-3 
s-1. In general, the frequency of the Brunt-Vaisala oscillation has a direct proportionality 
to the magnitude of the wind speed (Wallace and Hobbes, 1977). However, here we 
analyze the present data by neglecting the horizontal movement of the air parcel, since 
no wind data is available around 2 km altitude. 
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p
 Fig. 4.8. Atmospheric oscillations observed in the lidar signal on April 1, 2003
with a period of 10.75 min. 
 
ig. 4.9. The weather map of Japan on April 1, 2003 at 9:00 a.m. showing low 
ressures in the eastern and western regions and high pressure existing northward. 
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According to Hooke and Jones (1986), the Brunt-Vaisala frequency is related to the 
density, ρ, of the oscillating air parcel as given by the equation 
2
1
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z
gN ρρ                      (4.1) 
 
where g is the gravitational acceleration and z is the height. Assuming that 
dz
d
z
ρρ ≈∂
∂ , 
the difference between the top and bottom densities can be approximated using the 
equation 
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This indicates that only a slight change in the parcel density in a height range ztop-zbottom 
could explain such an oscillatory behavior. 
Stull (1998) also pointed out that these waves could be found in the pre- or 
post-frontal zones with vertical motion amplitude that ranged from 1-4 ms-1. From the 
computation of the Brunt-Vaisala frequency, the vertical amplitude is computed using 
the equation 
 
NAv = ,                         (4.3) 
 
where A is the amplitude of the wave. In this case A is around 0.2 km. The resulting 
value is v=1.9 ms-1, a value that is within the range 1-4 ms-1 provided by Stull. 
4.1.4 Prediction of rain 
 The data from the PAL data can also be employed for rain prediction by 
observing the gradual yet constant descent of rain cloud over time. Figure 4.10 shows 
that from November 23-25, 2003, a gradually descending rain cloud was observed by 
the PAL system. The approximate rate of cloud descent was around 0.01 ms-1. 
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 Average speed = 0.01 ms-1 
 
 
Fig. 4.10. Observed rain cloud from November 23-25, 2003. Precipitation
occurred on November 25, 2003.  
 
 
 
Fig. 4.11. The ground-measured relative humidity from November 23-26, 2003. The
high relative humidity on November 25 signifies precipitation as seen from the PAL
data in Fig. 4.10. On November 25, the lidar signal showed optically thick and low-lying clouds 
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at approximately 150 m above the ground. These lidar signals were features of a 
precipitation. The ground-measurements showed that from November 23-25, the 
relative humidity (Fig. 4.11) was also steadily increasing. This increase in relative 
humidity could be seen from the increasing backscattered lidar signals during this time 
interval implying that the recorded signals came from water particles or aerosols with 
water particles. On November 25, the precipitation and the relative humidity reached up 
to 12 mm and 97%, respectively. 
4.1.5 Raindrop size estimation 
 The slight rain condition on April 23, 2003 produced streaks in the PAL data 
(Fig. 4.12) that could be utilized to estimate the raindrop size. Ground measurement, 
however, indicated a 0 mm precipitation. From 22:00 to 24:00, the temperature 
decreased from 17.2 oC to 16.1oC. The relative humidity increased from 76 to 91%. The 
wind speeds and directions were 7.3 ms-1 to 5.5 ms-1 and from SSE and S, respectively. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Rain Streak 
Fig. 4.12. PAL data on April 23, 2003 during a slight rain condition. The
falling raindrops are recorded as streaks in the lidar signal. 
 
 
 
 
 57
Assuming that the mist drag is small compared to the air drag, the raindrop 
radius can be determined using the equation provided by Edwards et al. (2001): 
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is the falling rate measured in s-1. The other parameters are as follows: g(=9.8 ms-2) is 
the acceleration due to gravity; ρd(=1 gcm-3) is the water density; ρa(=0.856x10-3 gcm-3) 
is the air density at 2 to 3 km above the ground; and ε=ρm/4ρd, where ρm(=10-6 gcm-3) is 
the mist density. If we assume that the kinematic viscosity of air, η, to be 0.206 cm2s-1, 
the radius r is calculated to be roughly 0.5 mm. This radius is a typical value for 
droplets with terminal speed of 4 ms-1 (Rogers and Yau, 1989). 
4.2 The correlation between lidar data and SPM concentration 
 The SPM concentrations are measured in CERC using β-ray sampler. Each 
hour, the sampler records a concentration of SPM. Fig. 4.13 shows the measured SPM 
concentration for the year 2003. 
Fig. 4.13 shows that a relatively high SPM concentration occurred during 
summer. This confirms that particle growth is expected to occur when relative humidity 
increases (Wallace and Hobbes, 1997). The spring and autumn showed a rise and fall of 
SPM concentrations, respectively. The PAL system can detect these particulates when 
their sizes are of the same order of, or larger than the laser wavelength (532 nm). 
 
 
 
 
 
 58
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
F
I
 
a
g
p
b
(
a
t
S
a
(
c
e
t
s
cig. 4.13. The ground based SPM concentration for the year 2003 measured at
wasaki-nishi station. 
The constituents of the SPM are solid and liquid particles with different sizes 
nd shapes. In fact, when the PAL data are correlated with the SPM concentration, a 
ood correlation can almost be obtained. Muenkel et al. (2003) observed this 
henomenon during dry weather conditions, and found a correlation of more than 80% 
etween dust concentration and the observed backscatter from ceilometer. Lagrosas et al. 
2004) reported the correlation between the range-corrected signal of a portable 
utomated lidar (PAL) and SPM data from a β-ray detector. These observations can lead 
o the calculation of the conversion factor between the backscattered lidar signal and the 
PM concentration. In order to relate this correlation to the optical conditions of the 
tmosphere, a more relevant quantity can be obtained if the extinction coefficients 
expressed in units of m-1) are extracted from the lidar data and compared with the SPM 
oncentration (in units of gm-3). This conversion factor is often called the mass 
xtinction efficiency (MEE) (in units of m2g-1), and this is an essential parameter linking 
he mass concentration to light scattering. A detailed explanation of MEE, including the 
urvey of existing data, will be given in a later section (Sec. 4.3). 
Fig. 4.14 shows an example of a good correlation between the SPM 
oncentration and the PAL data. This good correlation implies that the PAL system can 
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easily detect SPM. To correlate the lidar data with the SPM concentration, every 1 h 
lidar data are corrected to include the overlapping function and are averaged in 
accordance with the SPM data interval. Thus, one lidar profile represents the data taken 
for the whole 1 h. A correlation between the lidar data and SPM concentration in a 12 h 
interval is then studied at every 0.0148 km in a height range (vertical step) between 0 
and 2 km. For each height range, a value of the correlation coefficient is produced. The 
maximum correlation coefficient at some height is taken as the result for that particular 
time bin (12 h). Figure 4.15 shows the schematic diagram of the correlation study 
between the two quantities. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
April 14, 2003 
R=0.94 at h=200 m
.  Fig. 4.14. The graph showing a good correlation between SPM and lidar data
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 The discussion that follows is the relationship between the observed growth 
ue to relative humidity and lidar data on February 28 to March 2, 2003. Figure 4.16a 
hows the graph of the ground-measured SPM data, relative humidity and temperature. 
uring these days, the observed maximum SPM concentration was 0.183 mgm-3. 
recipitation ranging from 0 to 17.5 mmh-1 occurred from 16:00 JST on March 1 to 
3:00 on March 2. Maximum precipitation took place from 23:00 to 24:00 on March 1. 
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 Fig. 4.15. The flow chart of the computation of the correlation between the
lidar data and the SPM concentration.  
 
 Figure 4.16b shows the time-height indication of the PAL data for the 3-day 
period. During these days, the ground measurements indicated a weak correlation 
between humidity and temperature. Table 4.1 shows the resulting correlation 
coefficients for the 3 days, divided into five cases of a to e, each case lasting for 12 h. 
On February 28, the increase of the correlation coefficient from daytime to nighttime 
(case a to b) suggests that the SPM was in the process of building up due to the onset of 
the nocturnal boundary layer as seen in sections a an b of Fig. 4.16. On March 1 (cases 
b and c), the upsurge of humidity in the middle of the day indicates strengthening of 
particle growth. This causes the intensified lidar return signal and higher correlation 
coefficient. The precipitation that occurred in the late afternoon effectively lowered the 
nighttime correlation (case d) between SPM and lidar data. Higher daytime correlation 
coefficient on March 2 (case e) is presumably due to the active mixing of the local 
atmosphere. 
 
Table 4.1. Correlation coefficient between atmospheric backscattering and SPM 
concentration. 
Case Date Period (h) Correlation Coefficient 
a February 28 06:00-18:00 12 0.55 
b February 28 18:00-March 1 06:00 12 0.81 
c March 1 06:00-18:00 12 0.94 
d March 1 18:00-March 2 06:00 12 0.83 
e March 2 06:00-18:00 12 0.85 
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 Fig. 4.16. (a) Ground-measured values of temperature, relative humidity and
SPM concentration from February 28, 2003 to March 2, 2003. (b) Lidar data
from the same time interval. 
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 .3 Mass extinction efficiency 
The previous measurements of MEE values of aerosols were done in different 
ays. In practice, the extinction coefficient and the mass concentration values were 
easured using different methods. In the case of extinction coefficient measurements, 
he most common instruments used were sunphotometers, aethalometers, and 
ephelometers. Mass concentrations were measured using sampling methods using 
ilters. Table 4.2 shows the list of these measurements in the past years. In this study, the 
xtinction coefficients of the aerosols are extracted from lidar and the aerosol mass 
oncentrations are taken from β-ray sampling. 
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Table 4.2. Previous MEE measurements 
Authors Year Extinction Coefficient Aerosol Concentration 
Mallet et al 2003 - Computed using Mie scattering 
theory from size distribution of 
aerosols 
- 6 stage Berner impactor 
- Mass of carbon collected on the aluminum foil is determined 
using thermal method (Evolve Gas Analysis, EGA) 
Chen et al  2003 - Belfort model 6220 forward 
scatterer visibility meter 
- PM2.5 were measured daily using a sequential filter sampler 
- Anderson sampler 
Chin et al 2002 - Satellite and sunphotometers - Modeling study 
Dillner et al 2001 - Spectrometer (Perkin-Elmer, 
model: Lambda 3) 
 
- Sampling 
- EC is resuspended in the mixture of isopropanol and water 
Martins et al 1998 - Optical extinction cell 
- Integrating plate technique on 
Teflon filters 
- Optical reflectance on 
nucleopore filters 
- Absorption photometry/ 
aethalometer technique 
- Nucleopore and quartz filters 
- Carbon concentrations in the aerosols were determined by 
thermal analysis of quartz filters 
Moosmuller et al 1998 - Aethalometer 
- Integrating plate 
- Daily sampling methods (3 days) using quartz filters. Quartz 
filters are analyzed using DRI TOR method. 
- Fibrous PTFE membrane filters are analyzed using integrating 
plate type method 
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Tang 1996 - Numerical modeling - Numerical modeling 
White et al 1994 - Measured using integrating 
plate method (absorption) 
- Measured from nephelometers 
and transmissioneters 
- Sampling using SCISAS samplers (mass is measured using 
gravimetric method) 
Hitzenberg and 
Puxbaum 
1993 - Integrating plate photometer - Aerosols were sampled using polycarbonate filters 
Liousse et al 1993 - Aethalometer  - BC is analyzed thermally 
- Sampling using quartz filters 
Dubinsky et al 1985 - Extinction coefficient was 
calculated by measuring the 
output and measured laser 
intensity (Beer-Lambert law) 
- Mass concentration was determined using a flow system to trap 
the suspended droplets onto a type FH Millipore hydrophobic 
membrane filter. 
Husar et al  - Data were taken from AIRS - Data were taken from AIRS 
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The PAL data from December 29, 2002 to December 31, 2003 are evaluated for 
the calculation of the mass extinction efficiency. Every hour, the PAL system produces 
approximately 148 backscattered profiles (20 s accumulation time for each signal), each 
of which is inverted to give an extinction coefficient profile using Fernald’s method 
(Fernald, 1984) with an assumed value of extinction-to-backscatter coefficient ratio, S1, 
of 30 sr. The resulting profiles are then averaged so that one profile represents the data 
for the whole 1 h. Considering the plausible range of the extinction-to-backscatter 
coefficient ratio an error range of ±6% is estimated for this retrieval process. The 
sampling time of 160 ns and elevation angle of 38o of the PAL system lead to a vertical 
resolution of 0.0148 km. The daytime and nighttime data are each composed of 13 
points from 06:00 – 18:00 and from 18:00 – 06:00, respectively. 
In the next step, a value of MEE is calculated by dividing the computed 
extinction coefficient by the SPM concentration from β-ray sampler. The results give 
the MEE profile for every 0.0148 km in height. Obviously, the lower altitude range is 
preferable since the extinction coefficients are correlated with the ground SPM values. 
Below 0.3 km, the PAL data suffer from the incomplete overlap between the telescope 
field-of-view and the laser beam. In this study, we have chosen an altitude range of 
0.3–0.5 km. In this range, the average MEE values over 13(=0.2/0.0148) steps gives us 
the final MEE value for that particular case. Figure 17 shows the flow chart of the 
process. 
Average MEE value 
(300-500 m) 
MEE values for every 
0.0148 km 
Hourly SPM 
concentration (12 h) 
1 h average extinction 
coefficient profile (12 h)
β-ray sampler PAL Data 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
. Fig. 4.17. The flow chart of the MEE calculation
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This novel approach of measuring the mass extinction efficiency of aerosols 
has the following advantages: 1) the hourly MEE values can be measured; 2) the MEE 
as a function of height can be known for altitudes closer to the ground; and 3) the 
diurnal and seasonal changes of MEE can be observed as long as there is a continuous 
data acquisition. 
In solving for the extinction coefficients from lidar data, the reference height, rc, 
is taken at 10 km. To get the extinction coefficient at rc, the LOWTRAN-7 model is 
employed. In this model, the extinction coefficient profile of the aerosol from 2 to 12 
km is governed by the equation 
 
( ) ( ) −= − 2020exp10158.0 3 rxrα .   (4-6) 
 
The S1 value equal to 30 sr is used for the calculation of the extinction coefficient 
profiles. 
4.3.1 Expected MEE values from simulation 
The linear regime is examined for the cases of completely dry aerosols 
(NH4NO3, EC and (NH4)2SO4) and wet aerosol (H2O). The dry aerosols are the main 
components of the fine particles as observed from ground sampling measurements done 
in Chiba area. Table 4.3 shows the corresponding values of xm, rm and s. These 
quantities are defined in chapter 2. Note that the wavelength λ is 532 nm for the present 
case. From the table, it is clear that EC and H2O give the smallest and highest xm values, 
respectively. Depending on the type of aerosols, the value of rm can change from 0.2 to 
0.5 µm. This implies that a large portion of the aerosols classified as the fine particles 
(with diameters less than about 2.5 µm) belong to the linear regime, though the 
remaining part exhibit size parameters slightly larger than xm. The results of the present 
simulation are summarized in the lower part of Table 4.4 (for both linear and constant 
regimes) and shown in Fig. 4.18. 
For all the chemical species considered, MEE values from 5-8 m2g-1 are found 
in the linear regime (0<x<xm), and smaller values (0.4-0.8 m2g-1) for the constant regime 
(x>20). 
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Table 4.3. Values of the particle size parameter, radius and slope s for different 
aerosol components in the linear regime. 
Aerosols Refractive Index 
m 
Size Parameter 
xm 
Particle Radius rm 
(µm) 
Slope 
s 
NH4NO3 1.53-0.005i 4.3 0.36 1.01 
(NH4)2SO4 1.53-0.005i 4.3 0.36 1.01 
EC 1.9-0.6i 2.2 0.19 1.32 
H2O 1.33 6.6 0.55 0.61 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  Fig. 4.18. Plot of the MEE values from present simulation and from other
works (shown in Table 4.4) as a function of the size parameter.    
 
 
o
vFor the intermediate case between the linear and constant regimes, the results 
f the simulation indicate that intermediate values are found also for MEE. The MEE 
alues show only limited variations with regard to the aerosol chemical species. Thus, 
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roughly speaking, high and low MEE values can be associated with the dominance of 
fine and coarse particles, respectively. This is clearly seen from Fig. 4.18, where MEE 
values from both the present simulation and previous works are plotted against the size 
parameter, x. The inverse correlation between x and MEE can be referred to as the “size 
effect”, and this scheme applies when the dynamic effect of “rapid growth” – growth 
with relative humidity – is not dominant. In the framework of the size effect, high and 
low MEE values can be attributed to fine and coarse particles, respectively. 
According to Schwartz (1996), as the particle radius becomes larger, i.e., r>1 
µm, the efficiency of light scattering decreases, resulting in low MEE values. This is 
consistent with the results in the constant regime. Also, it is noted that the experimental 
results observed by Dubinsky et al. (1985) are in agreement with the present results, in 
both the linear and constant regimes. Furthermore, Xu et al. (2002) measured the mean 
MEE value for dry aerosols and found out that an average MEE value of 4 m2g-1. This 
result is similar to the simulated values clustered in the region where the rapid growth 
curve meets the size effect curve. 
In Fig. 4.18, deviation from the “size effect” trend is found for MEE values of 
ammonium nitrate and ammonium sulfate. These are the data derived from the theory of 
Tang (1996) that dealt with “rapid growth” mainly within the linear regime. This growth 
is caused by the water condensation onto hygroscopic particles, and the MEE value 
shows rather steep increase as the size parameter increases only slightly (Fig. 2.16). 
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Table 4.4. MEE values from other works and from the present simulation using Mie scattering theory. 
Aerosol Type Size Parameter x Modal Radius (µm) MEE (m2g-1)  Reference
H2O 73.3 6 0.2 Dubinsky et al., 1985 
 30.6 2.5 0.6 Dubinsky et al., 1985 
 0.126 0.01 10.8 Dubinsky et al., 1985 
(NH4)2 SO4     
     
     
     
2.17 0.2 6 Tang, 1996
3.26 0.3 13 Tang, 1996
NH4NO3 2.2 0.2 4.5 Tang, 1996
3.2 0.3 14 Tang, 1996
EC 1.0 0.09 7.3 Dillner et al., 2001 
 15.46 1.35 1.7 Dillner et al., 2001 
(NH4)2 SO4 1.16 0.1 1.61 Watson et al., 2001 
 2.3 0.2 4.2 Watson et al., 2001 
Nitrates 11.46 1 1.24 Mallet et al., 2003 
 1.8 0.15 2.6 Mallet et al., 2003 
 0.3 0.028 8-9.65 Mallet et al., 2003 
Aerosol Type (Simulation) Size Parameter xa MEE (m2g-1) Size Parameter x MEE (m2g-1) 
(NH4)2 SO4   2.1 5.1 21.3 b 0.47 
NH4NO3     
     
     
     
     
2.1 5.2 21.3 0.48
EC 1.1 7.9 21.3 0.49
H2O 3.2 5.4 21.3 0.83
Sea Salt – – 29.5c 0.52 
NH4NO3 – – 29.5 0.35
Soil – – 29.5 0.30
a) Linear regime.  b) Constant regime with re=1.8 µm c) Constant regime with re=2.5 µm 
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4.3.2 Measurement of MEE values from PAL and β-ray sampler 
 Figure 4.19 shows the resulting average daytime and nighttime MEE values. 
The results show smaller MEE values during daytime compared to nighttime values. 
 
 
 
(b)
(a)
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.19. The average (a) daytime and (b) nighttime MEE values from PAL
and β-ray sampler.  
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During daytime, mean MEE value is 3.3 m2g-1 while that of nighttime is 
11.1m2g-1. In terms of the average MEE per month, the daytime values show lower 
MEE during summertime and higher values in the autumn. Nighttime MEE values have 
high MEE values in summer and low values in winter (Fig. 4.20). 
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Fig. 4.20. The monthly average of MEE values for both daytime and nighttime
cases. Daytime MEE values are smaller than the nighttime MEE values. 
 
 .3.3 Interpretation of the data 
In general, the high MEE values at nighttime can be attributed to higher 
elative humidity. Figure 4.21 shows the relationship between the MEE values and the 
elative humidity for the whole data of 2003. The nighttime MEE show higher values at 
igh relative humidity. This dependence is not well established in the daytime MEE 
alues. This implies that daytime aerosol may be composed of coarse aerosols and that 
ighttime aerosols are composed of fine particles that undergo rapid growth effect. The 
aytime/nighttime statistics in Table 4.5 gives some indications of this rapid growth 
ffect. The idea that daytime aerosols may be composed of coarse aerosols can be 
educed from the standard deviation of the average daytime MEE value which is higher 
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than the mean value.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Fig. 4.21. The MEE values for both daytime and nighttime conditions. MEE
values at nighttime are higher than the daytime values.  
 
Table 4.5. Average mass extinction efficiency (in m2g-1) and relative humidity (RH) 
from January 2003 December 2003. 
 Average MEE 
(m2g-1) 
Average  RH 
Daytime  3.3 (3.6)a 66% 
Nighttime 11.1 (7.1) 78% 
a) One standard deviation 
 
 A specific example of a case wherein the MEE increases with relative humidity 
is that of data on November 23-26, 2003 presented in Fig. 4.10. As the cloud is nearing 
the ground, the ground-measured relative humidity increases from 50 to 97% (Fig. 4.22). 
The 12 h average MEE also show increasing value as the relative humidity increases. 
On November 24, the daytime relative humidity decreased from 73% to 65%. This has 
also a corresponding decrease in the MEE value. 
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22.652.13 5.87 3.50  Fig. 4.22. The temporal variations of relative humidity and MEE. An increase
in RH also shows an increase in MEE.    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Fig. 4.23. Plot of the daytime MEE values against the coarse SPM
concentration.  
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When the daytime SPM concentration is almost composed of coarse particle, it 
should exhibit an inverse relationship with the MEE values. To verify this, the coarse 
SPM concentrations are compared with the MEE values. This is done by subtracting the 
TEOM data from the total SPM concentration. Figure 4.23 shows the inverse relation 
plot of the daytime MEE value against the coarse SPM concentration. Figure 4.23 also 
suggests that size effect is dominating the daytime aerosols. 
High MEE values are observed when the atmosphere has a clear and good 
development of either daytime or nocturnal boundary layer. In this condition, young 
aerosols with smaller diameters are likely to dominate in the layer. Presumably these are 
the aerosols with MEE values in the linear regime described in Sec. 4.3.1. The 
extremely high values (MEE>10 m2g-1) can be attributed to the presence of very fine 
particles in the form of the internal mixture. If EC is present in the core, the value of 
MEE can be as high as 30 m2g-1 (Martins et al., 1998). Also, when sulfate particles have 
other components (e.g. nitrates) with them, the MEE can reach as high as 16 m2g-1 (Ten 
Brink et al., 1996). An example of this high MEE situation is shown in Fig. 4.24a-c, 
from PAL data on 7 October 2003. The wind directions on this day were from NE and 
NNE, the locations of the major highways. The wind speed was relatively low, ranging 
from 0 to 1.9 ms-1. From the wind directions, it is likely that relatively fine particles 
from vehicle emissions in the Chiba city area were observed. During this time interval, 
the measured coarse SPM concentrations were low, ranging from 6-22 µgm-3 (Fig. 
4.24b). The altitude dependence of the MEE value is shown in Fig. 4.24c, resulting in a 
relatively large MEE value of 17.5 m2g-1. The clear formation of the boundary layer 
shows that the atmosphere is characterized by a good vertical transport and mixing. In 
this case, fine particles can reach higher altitudes and can remain there for a longer 
period of time. 
In the case of low MEE values, the prevailing feature of the atmosphere 
observed from the lidar data is the absence of clear transition from daytime to nocturnal 
boundary layers. At the same time, the values of the relative humidity are often higher 
than those in the high MEE cases. This means that the aerosol is likely to be composed 
of aged, coarse mode particles, and their growth due to relative humidity leads to the 
decrease in light scattering efficiency (this is a case for the “size effect”, and not 
explained by the “rapid growth” scheme given in Sec.4.3.1). In terms of the simulation 
results, aerosols with MEE values below 1 m2g-1 belong to the constant regime. 
Aerosols with MEE values below 5 m2g-1 belong mainly to the intermediate region 
between the linear and constant regimes. 
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Fig. 4.24. Observed results with very high MEE values: (a)-(c) are for the data on
7 October 2003. (a) Range-corrected lidar data on 7 October 2003. Development
of a clear boundary layer is found around 06:00 (local time). (b) Coarse SPM
concentration.  (c) The MEE profile in the 0.3-0.5 km region. 
 
 
 
 
 
Figure 4.25a-c show an example of the low MEE case. The PAL data show that 
between 06:00 and 08:00 on 26 September 2003, the boundary layer was not well 
defined. This was presumably associated with the high relative humidity, which was 
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around 94%. During this time interval, the wind speed varied from 1.1 to 3.1 ms-1. 
Ground-measured rainfall was 0 mm, indicating that the main composition of air was 
uncondensed water vapor or mist. In the middle of the day, the boundary layer became 
evident, implying that vertical mixing height was below 1 km. The wind speed and the 
relative humidity varied from 0.6 to 2.6 ms-1 and from 72 to 88%, respectively. Near the 
sunset, the replacement of the daytime boundary layer with the nocturnal boundary 
layer was not evident. In this time interval, the relative humidity increased from 69 to 
77% and the wind speed ranged from 1.5 to 1.7 ms-1. The wind directions during the 
12-h interval were a combination of ESE and E (from rural areas), NE, WNW, W (from 
sea areas), suggesting that the detected aerosols were a combination of maritime, soil, 
and soot. The altitude dependence of MEE is shown in Fig. 4.25c. The small average 
value of 0.74 m2g-1 suggests the dominance of coarse particles. This is supported by the 
high coarse SPM concentration as shown in Fig. 4.25d. When the TEOM value is 
subtracted from the SPM concentration, the difference (representing aerosols between 
2.5-10 µm) is 65% of the total mass concentration. 
Figures 4.24b and 4.25b show that coarse SPM concentrations on 26 September 
2003 (Fig. 4.25b) are higher than the coarse concentration on 7 October 2003 (Fig. 
4.24b). In fact, the average coarse SPM concentration of the former (48 µgm-3) is almost 
four times that of the latter (12.5 µgm-3). This evidently supports the interpretation that 
low MEE values are the results of high concentration of coarse particles. 
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 Fig. 4.25. Observed results with very low MEE values. (a) Range-corrected lidar
data on 26 September 2003. The formation of the nocturnal boundary layer is not
evident. (b) Coarse SPM concentration. (c) The MEE profile in the 0.3-0.5 km
region. 
 
 
 
  
 
 
 
 
Chapter 5 
Conclusion and Recommendations 
 
 The lower troposphere is the place where man spends most of his life. A change 
in the lower troposphere’s condition, e.g., the occurrence of strong turbulence or the 
increasing concentration of pollutants within the boundary layer, can have adverse 
effects on the lives of every human being. Because of this, there is a necessity to study 
this part of the atmosphere. This can be done by continuously monitoring the boundary 
layer so that the complex dynamics and the optical properties of the aerosols can be 
understood. 
This work has demonstrated the capability of the portable automated system as 
an efficient tool for atmospheric monitoring. With the implementation of the automatic 
alignment mechanism, the PAL system can be used to continuously monitor the lower 
troposphere. The principle behind the automatic alignment can be applied to any type of 
lidar. Lidars with sufficiently narrow field-of-views require automatic alignment since 
the lidar A-scope signal is susceptible to the slight change in the laser beam deflection 
from the optical axis of the telescope. This misalignment can be due to thermal and 
mechanical sources. In the case of the PAL system in Ichihara, the cause of 
misalignment is the change of the ambient temperature. Theoretically, as long as the 
alignment is constantly maintained, the continuous operation of the lidar system results 
in a wealth of information about the dynamic and optical properties of the local 
atmosphere. 
 An effort to apply and use PAL data to the studies in the fields of meteorology, 
atmospheric dynamics and aerosol studies is done here. It is found out that the data from 
a continuously operated PAL system can be used to describe local atmospheric 
behaviors. The results show that the formation of updrafts and downdrafts are the 
consequences of the varying dynamics of the atmosphere. Updrafts are the results of 
atmospheric convection that also produces downdrafts. The constant change of air 
movement in the atmosphere can also induce the formation of atmospheric oscillation or 
gravity waves. These are formed as air passes over some obstacles such as clouds or 
mountains. Shear instability and frontal acceleration can also produce these undulations. 
From the PAL data, the frequency of the wave oscillation can be easily measured. Since 
the PAL system acquires data every 20s, atmospheric oscillations with Brunt-Vaisala 
frequencies as high as 0.3 s-1 can be observed. The frequencies of these ripples can be 
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used to estimate the top and bottom aerosol density difference as long as only the 
density varies with height. The estimation of raindrop size can be done as long as there 
is a slight rain condition wherein the streaks are visible in the lidar signal. The 
estimation of the raindrop size during heavy rains is not possible because lidar data 
always show optically and physically thick rain clouds near the ground. These prevent 
the laser to penetrate the atmosphere and detect other aerosols above the thick cloud. 
The PAL system can also detect the movement of thick clouds in the atmosphere. In 
general, the steady downward movement of a thick cloud is a sign of an upcoming rain. 
The impending rain can be foretold when the lidar signals show higher intensities when 
the cloud is nearing the ground. The development of higher backscattered intensities is 
an indication of increasing relative humidity. The PAL data can also be used to estimate 
the convective Richardson number during updraft situations where the thermals form 
dome like structures in the entrainment zone. In general, the backscattered lidar signals 
show how these processes are formed and evolve in time. 
The information on the temporal evolution of aerosol dynamics is an important 
topic for researchers doing atmospheric studies and modeling. Lidar can only give the 
picture of the process; however, additional information on the vertical profile of the 
aerosol size distribution, the wind speed and wind direction, temperature, relative 
humidity, etc. are equally important for the accurate description of the process. For this 
purpose, lidar data have to be related and interpreted with data from other instruments. 
 The combination of the PAL data and SPM concentration opens a novel 
approach to the calculation of the mass extinction efficiency of the aerosols. This is an 
important quantity in the field of radiative transfer since this parameter serves as the 
link between the extinction coefficient and the mass concentration. In this study, the 
measured values show that ambient aerosols have average MEE values equal to 3.3 
m2g-1 during daytime and 11.1 m2g-1 during nighttime. High MEE values can be 
ascribed to aerosol growth with humidity, the existence of fine particles with narrow 
size distributions or the existence of internally mixed aerosols. The nighttime MEE 
values suggest that they may be caused by aerosol growth due to relative humidity.  
Although the PAL system and the β-ray sampler can measure the MEE of the 
aerosols, there is still a need to experimentally identify the causes of the high and low 
MEE values. Although aerosol sampling is done in Chiba every two days of the month, 
it is still desirable to understand the aerosol compositions on a finer time interval. In this 
way, the hourly changes in the aerosol concentration or diurnal variations can be 
observed. Specifically, there is a need to identify the components of the 
hourly-measured SPM quantities for a better understanding of the relationship between 
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aerosol components and aerosol optical properties in relation with the MEE values. 
Future works in this field will involve temporal measurements of the aerosol size 
distribution, development of a code to estimate the MEE from internally mixed aerosols 
(Ramachandran and Reist, 1996), chemical composition analysis of the measured SPM 
concentrations, and exploring the possibility of measuring SPM samples with a finer 
temporal data acquisition. 
 Also, there is still a need to analyze the PAL data to characterize the boundary 
layer height. To do this, the definition of the boundary height in relation to lidar signals 
has to be well established. The present work of Parikh and Parikh (2002) presents a new 
way to determine the boundary layer for a continuously operated lidar using the 
time-height-intensity scale graph of the lidar data. The other methods follow the usual 
treatment of finding the boundary layer height using standard deviations method or 
cumulative probability distribution method (Menut et al., 1999). Future works will 
include the development a computer code that will automatically calculate the boundary 
height to characterize the boundary layer in Chiba area and the development of a 
continuously operated multiwavelength lidar with polarization measurement capability. 
This will bring about more detailed information on urban air pollution. 
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Appendix A 
The derivation of the single scattering lidar equation 
 
 When a pulsed monostatic lidar receives the backscattered light from a 
scattering volume located at the range interval (R, R+∆R), the increase of signal power 
as detected by the detector in the wavelength interval (λ, λ+∆λ) is given by 
 
            ( ) ( ) ( )rRdArRRprRJRP
A
,,,,,),( λλλλ ∆∆=∆ ∫      (A-1) 
 
where ( rRJ ,, )λ  represents the laser-induced spectral radiance at wavelength λ, at 
position r in the target plane located at range R, per unit range interval;  is the 
element of target area at position r and range R; 
( rRdA , )
( )rRp ,,λ  is the probability that 
radiation of wavelength λ emanating from the position r at range R will strike the detector. 
 The probability p( rR,, )λ  depends on the geometrical considerations, 
atmospheric attenuation, the receiver optics, and the spectral transmission 
characteristics. This is expressed as 
 
( ) ( ) ( ) ( rRRT )
R
A
rRp o ,,,, 2 ξλϑλλ =          (A-2) 
 
where 2R
Ao  is the acceptance solid angle of the receiver optics; T ( R, )λ  is the 
transmission factor at wavelength λ over the range R; ( )λϑ  is the receiver’s spectral 
transmission factor; and ( rR, )ξ , the overlap factor, represents the probability of 
radiation from position r in the target plane at range R reaching the detector, based on 
geometrical considerations. 
 The spectral radiance, ( )rRJ ,,λ , is dependent on the nature of the interaction 
between the laser radiation and the target of scattering medium. It is expressed as 
 
( ) ( ) ( )rRIrRrRJ L ,,,,,, λλβλ =     (A-3) 
 
where  is the laser irradiance at position r and range R. The volume 
backscattering coefficient, 
( rRI , )
)( rRL ,,,λλβ , is expressed as 
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where  is the number density of scatterer species i; ( rRNi , ) ( )
i
L
d
d




Ω
λσ  is the 
differential scattering cross section under irradiation with laser radiation at wavelength 
λL; and ( ) λλ ∆iL  represents the fraction of the scattered radiation that falls into the 
wavelength interval ( )λλλ ∆+, . 
 The total power received by the detector at the instant t corresponding to the 
time taken to the leading edge of the laser pulse to propagate t range R and the returned 
radiation to reach the lidar has the form 
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 Using the mathematical expressions of ( )rRp ,,λ  and ( )rRJ ,,λ , the total 
power is 
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 When the observed radiation is an narrowband as that of the laser radiation, 
both smaller than the receiver’s spectral window, ( )λiL , can be treated as a delta 
function. If the medium is homogenous over the zone of overlap between the field of 
view and the laser beam, the instantaneous power is simplified, i.e., 
 
   ( ) ( ) ( ) ( ) ( ) ( ) ( rRdArRIrR
R
dRrRTrRAtP
A
ctR
Lo ,,,,,,,,,
2/
0 2 ∫∫ == ξλλλβλϑλ )
)
.    (A-7) 
 
 If the probability ( rR,ξ  is unity at the point where the field of view of the 
receiver optics overlaps the laser beam and if the lateral distribution of the laser pulse is 
uniform over an area  at range R, (AL )R
 
( ) ( ) ( ) ( ) ( ) ( )RARIRrRdArRIrR LA ξξ =∫ ,,,    (A-8) 
 95
Thus, 
 
         ( ) ( ) ( ) ( ) ( ) ( )∫ == 2/0 2,,,, ctR LLo RdRARIRRTRAtP ξλλλβλϑλ .      (A-9) 
 
With an additional simplification that the temporal shape of the laser pulse can be 
approximated by a rectangle duration ( ) 2/Ltc τ−  to  and treating the 
range-dependent parameters as constant over the small interval of range integration, the 
total scattered laser power received at a time 
ct
cRt /2=  can be expressed in the form 
 
 ( ) ( ) ( ) ( ) ( ) ( ) 22,,,, R
cARIRRTRAtP LLo
τξλλλβλϑλ = .    (A-10) 
 
For a rectangular-shaped laser pulse of duration Lcτ , 
 
( ) ( )
RL
LL
A
RTERI τ
λ ,=                   (A-11) 
 
where EL is the output energy of the laser pulse and ( )RL ,T λ  is the atmospheric 
transmission factor at the laser wavelength to range R. The transmission factor follows 
from the Beer-Lamber law that 
 
( ) ( ) −= ∫R LL dRRRT 0 '',exp, λαλ .          (A-12) 
 
Putting these to Eq. (A-10), 
 
( ) ( ) ( ) ( ) ( ) −= ∫ ''2exp2,, 02 dRRRcRRAPtP
R
oo ατξλβλϑλ          (A-12) 
 
 
where 
L
L
o
EP τ=
( )R,
 is the average power of the laser pulse. For an elastic scattering, 
( RL ,, )λβλλβ =  and ( ) ( )RRL ,,, λαλλα = . 
Appendix B 
The program for calculating the mass extinction efficiency 
 
 
tic 
% G(R) correction  (Zero : 24*sin(38deg)*8 is deleted, G(R) started from 7*24*sin(38deg)) 
clear 
date='2003/12/31';     %Enter date 
root1='f:¥200312¥Data¥031231';  %Enter file address 
root2='f:¥200401¥Data¥040101';  %Enter file address (for PM files) 
gg1=18; 
gg2=23; 
gg3=00; 
gg4=06; 
for gg = gg1:gg2 
    time1=gg; 
    time2=time1+1; 
    root      = root1; 
    extension = '.dat'; 
    vari      = [root]; 
    if gg<10 
        variable  = [vari, '0', int2str(gg)]; 
    elseif gg>=10 
        variable  = [vari, int2str(gg)]; 
    end 
    dataname      = [variable, extension] 
    eval(['fid=fopen(''' dataname ''',''r'')' ';']) 
    if fid>0 
        x=eval(['load(dataname)']); 
        L = length(x)-13;         
    end 
        G=1; 
    for m=1:L-1 
        G=[G 1]; 
    end  
    x=x'; 
    sizex1=size(x); 
    L1(gg-gg1+1,1)=sizex1(1,2); 
 
    G(7)=0.231413091; 
    G(8)=0.452492211; 
    G(9)=0.657900467; 
    G(10)=0.768304492; 
    G(11)=0.814917054; 
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    G(12)=0.856175475; 
    G(13)=0.891081976; 
    G(14)=0.936054515; 
    G(15)=0.962289656; 
    G(38)=1.078348211; 
    G(39)=1.30165294; 
    G(40)=0.829842339; 
    G(41)=0.998995071; 
    G(42)=1.339358865; 
    G(43)=0.977857846; 
    G(44)=0.942798938; 
    G(45)=1.232250117; 
    G(46)=1.148050139; 
    G(47)=0.897827018; 
    G(48)=1.131875335; 
    G(49)=1.180225909; 
    G(52)=1.221547758; 
     
    G=G'; 
    X=x(14:1025,:); 
    r=(1:1012)'*0.024*sin(38*pi/180); 
    sizeX=size(X); 
    for m=1:sizeX(1,2) 
        ave=mean(X(913:1012,m)); 
        X1(:,m)=X(:,m)-ave; 
        %if m==1 
        %    ave1(m,1)=ave; 
        %end 
        %ave1=[ave1 ave]; 
    end 
    for m=1:sizeX(1,2) 
        rscs(:,m)=(X1(:,m).*r.*r*1000*1000)./G; 
    end 
    if gg==gg1 
        thi1=rscs; 
    else 
        thi1=[thi1 rscs]; 
    end 
    clear rscs 
    clear x 
    clear X 
    clear X1 
end 
 
for gg = gg3:gg4 
    time1=gg; 
    time2=time1+1; 
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    root      = root2; 
    extension = '.dat'; 
    vari      = [root]; 
    if gg<10 
        variable  = [vari, '0', int2str(gg)]; 
    elseif gg>=10 
        variable  = [vari, int2str(gg)]; 
    end 
    dataname      = [variable, extension] 
    eval(['fid=fopen(''' dataname ''',''r'')' ';']) 
    if fid>0 
        x=eval(['load(dataname)']); 
        L = length(x)-13;         
    end 
        G=1; 
    for m=1:L-1 
        G=[G 1]; 
    end  
    x=x'; 
    sizex1=size(x); 
    L2(gg-gg3+1,1)=sizex1(1,2); 
 
    G(7)=0.231413091; 
    G(8)=0.452492211; 
    G(9)=0.657900467; 
    G(10)=0.768304492; 
    G(11)=0.814917054; 
    G(12)=0.856175475; 
    G(13)=0.891081976; 
    G(14)=0.936054515; 
    G(15)=0.962289656; 
    G(38)=1.078348211; 
    G(39)=1.30165294; 
    G(40)=0.829842339; 
    G(41)=0.998995071; 
    G(42)=1.339358865; 
    G(43)=0.977857846; 
    G(44)=0.942798938; 
    G(45)=1.232250117; 
    G(46)=1.148050139; 
    G(47)=0.897827018; 
    G(48)=1.131875335; 
    G(49)=1.180225909; 
    G(52)=1.221547758; 
     
    G=G'; 
    X=x(14:1025,:); 
 99
    r=(1:1012)'*0.024*sin(38*pi/180); 
    sizeX=size(X); 
    for m=1:sizeX(1,2) 
        ave=mean(X(913:1012,m)); 
        X1(:,m)=X(:,m)-ave; 
        %if m==1 
        %    ave1(m,1)=ave; 
        %end 
        %ave1=[ave1 ave]; 
    end 
    for m=1:sizeX(1,2) 
        rscs(:,m)=(X1(:,m).*r.*r*1000*1000)./G; 
    end 
    if gg==gg3 
        thi2=rscs; 
    else 
        thi2=[thi2 rscs]; 
    end 
    clear rscs 
    clear x 
    clear X 
    clear X1 
end 
 
LL=[L1;L2]; 
data=[thi1 thi2]; 
sizedata=size(data); 
 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%Creating the molecular model%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
delz=r(2,1)-r(1,1); 
lamda=532; 
a=0.398818; 
b=-0.035959; 
c=-0.00120685; 
d=0.0000076477; 
clamda=0.000004926; 
for k=1:sizedata(1,1) 
    N(k)=a+r(k)*(b+r(k)*(c+r(k)*d)); 
    N(k)=exp(2.3026*N(k)); 
    alpha2(k)=clamda*N(k); 
    alpha1(k)=0.000158*exp(-r(k)/2.02)*(550/lamda); 
end 
 
%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%Checking negative values%% 
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%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
data=checkdata(data); 
 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%Calculating the extinction coefficient%% 
%%%%%%%%%%using Fernald's method%%%%%%%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
 
S1=30; 
S2=8.524; 
 
rc=677;            % boundary-value point 677==10km 
delz=r(2,1)-r(1,1); 
 
alpha=fernald(data,delz,alpha1,alpha2,rc,S1,S2); 
 
%% Aeraging data and alpha 
meandata=meandata1(data,LL,rc); 
meanalpha=meanalpha1(alpha,LL,rc); 
 
spm=xlsread('d:¥nofel¥PAL_DATA¥ichihara¥correlation¥spm_Ichihara.xls'); 
spm=spm/1000; 
 
for n=1:120 
    mee(n,1)=sum(meanalpha(n,:)'.*spm(:,1))./sum(spm(:,1).*spm(:,1)); 
    s2=0; 
    sigma2=0; 
    for m=1:13 
        s2=(meanalpha(n,m)'-mee(n,1).*spm(m,1))^2; 
        sigma2=sigma2+s2; 
    end 
    spm2=sum(spm(:,1).*spm(:,1)); 
    stdev(n,1)=((1/12)*sigma2/spm2)^0.5; 
end 
 
meeave=mean(mee(20:35,1)) 
 
extave=(mean(meanalpha(20:35,:)))'; 
 
extspm=[extave(1,1);spm(1,1);extave(2,1);spm(2,1);extave(3,1);spm(3,1);extave(4,1);spm(4,1);ex
tave(5,1);spm(5,1);extave(6,1);spm(6,1);extave(7,1);spm(7,1);extave(8,1);spm(8,1);extave(9,1);s
pm(9,1);extave(10,1);spm(10,1);extave(11,1);spm(11,1);extave(12,1);spm(12,1);extave(13,1);spm
(13,1);]; 
 
extstd=(std(meanalpha(30:35,:)))'; 
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accepted=0; 
 
for n=1:13 
    if extstd(n,1)<=0.25*extave(n,1) 
        likes=1; 
        accepted=accepted+likes; 
    else like=0; 
    end 
end 
 
notaccepted=13-accepted 
 
fid = fopen('D:¥correlation¥new_data¥new¥zcorcoefnight301.txt','a'); 
fprintf(fid,'%c',date,' '); 
fprintf(fid,'%5.20f  ',meeave); 
%fprintf(fid,'%5.20f  ',meanalpha(ww22ext,:)); 
fprintf(fid,'¥n'); 
fclose(fid) 
 
fid=fopen('D:¥correlation¥new_data¥new¥zcorcoefnightextspm301.txt','a'); 
fprintf(fid,'%c',date,' '); 
fprintf(fid,'¥n'); 
fprintf(fid,'%5.20f  %5.20f¥n',extspm); 
%fprintf(fid,'%5.20f  ',meanalpha(ww22ext,:)); 
fprintf(fid,'¥n'); 
fclose(fid) 
 
figure(1) 
errorbar(r(1:120,:),mee,stdev) 
xlim([0.1,1.8]) 
title([date]) 
 
figure(2) 
plot(r(20:35,1),meanalpha(20:35,:)) 
xlim([0.2995 0.5172]) 
title([date]) 
xlabel('Height (km)') 
ylabel('Extinction Coefficient (m^-^1)') 
 
toc 
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function [data]=checkdata(data) 
 
sizedata=size(data); 
 
for n=1:sizedata(1,2) 
    for m=1:sizedata(1,1) 
        if data(m,n)<=0 
            data(m,n)=0.0001; 
        else 
            data(m,n)=data(m,n); 
        end 
    end 
end 
 
 
 
 
 
function [meanalpha]=meanalpha1(alpha,LL,rc) 
for n=1:size(LL,1) 
    for nn=1:rc 
        meanalpha11(nn,1)=mean(alpha(nn,1+sum(LL(1:n-1,1)):sum(LL(1:n,1)))); 
    end 
    if n==1 
        meanalpha=meanalpha11; 
    else 
        meanalpha=[meanalpha meanalpha11]; 
    end 
    clear meanalpha11; 
end 
meanalpha=meanalpha; 
 
 
 
 
function [meandata]=meandata(data,LL,rc) 
 
for n=1:size(LL,1)-1 
    for nn=1:rc 
        
meandata11(nn,1)=mean(data(nn,sum(LL(1:n,1))-round(0.5*LL(n,1)):sum(LL(1:n+1,1))-round(0.5
*LL(n+1,1)))); 
    end 
    if n==1 
        meandata=meandata11; 
    else 
        meandata=[meandata meandata11]; 
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    end 
    clear meandata11; 
end 
 
meandata=meandata; 
 
 
 
 
function [alpha]=fernald(data,delz,alpha1,alpha2,rc,S1,S2) 
 
sumi=0; 
sumj=0; 
sumimod=0; 
sumjmod=0; 
 
delz=delz*1000; 
 
sizedata=size(data); 
 
for n=1:sizedata(1,2) 
    for m=rc:-1:1 
        ef=delz; 
        if (m==rc)|(m==1) 
            ef=delz/2; 
        end 
        sumi=sumi+2*ef*((S1/S2)-1)*alpha2(m); 
        qi(m)=sumi; 
        sumj=sumj+2*ef*S1*data(m,n)*exp(qi(m)); 
        qj(m)=sumj; 
    end 
    sumj=0; 
    sumi=0; 
    sumimod=0; 
    qc=(alpha1(rc)/S1)+(alpha2(rc)/S2); 
    qc=data(rc,n)/qc; 
     
    for m=1:rc 
        ef1=S1*data(m,n).*exp(qi(m))./(qc+qj(m)); 
        ef1=ef1-(S1*alpha2(m)/S2); 
        if ef1<=0 
            ef1=1e-6; 
        end 
        alpha(m,n)=ef1; 
    end 
    clear qi; 
    clear qj; 
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    clear qc; 
    clear ef1; 
end 
Appendix C 
The program for data acquisition and  
automatic alignment procedure 
 
Option Explicit 
Dim running As Boolean 
Dim counts() As Double 
Dim sendbuf As String * 100 
Dim brecvbuf(2500) As Byte 
Dim DeltaR As Double 
Dim scanno As Long 
Dim measurenumber As Integer 
Const SR430 = 8 
Const Actuate = 5 
Const frequency = 1400 
Const maxphoton = &H7FFF 
Const binlength = 1020                          ' 0 - 1020 
Const actL = 10                                 ' actuator large movement 
Const actS = 1                                  ' actuator small movement 
Dim preminute 
Dim absval As Integer 
 
Private Sub Form_Load() 
If App.PrevInstance = True Then 
MsgBox ("Close previous program") 
End 
End If 
 
Form1.Show 
 
 
    Dim a As Integer 
    BinW.AddItem "5ns"                          '  0.75 m 
    BinW.AddItem "40ns"                         '  6 m 
    BinW.AddItem "80ns"                         ' 12 m 
    BinW.AddItem "160ns"                        ' 24 m 
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    BinW.AddItem "320ns"                        ' 48 m 
    BinW.AddItem "640ns"                        ' 96 m 
    BinW.Text = "160ns"                         ' initial value 
    For a = 1 To 60 
        AveT.AddItem Format(a) 
    Next a 
    AveT.Text = Format(1)                       ' initial value 
    ReDim counts(binlength) 
    ReDim picturedata(binlength, Picture2.ScaleWidth) 
    DeltaR = 1                                  ' initial value 
    VScroll1.Value = 30                         ' initial value 
    HScroll1.Value = 3                          ' initial value 
    measurenumber = 0                           ' initial value 
    Call GpibInit 
    AveT.Text = Format(20) 
    Dim copt As String 
    copt = Command() 
    If copt = "start" Then 
        Call start_Click 
    End If 
End Sub 
Private Sub foptimanual_Click() 
    Call lockkey 
    Call start_process                          ' running=true 
    Call findoptimum 
    running = False 
    Call unlockkey 
End Sub 
 
Private Sub Picture1_Click() 
 
End Sub 
 
Private Sub start_Click() 
    Call lockkey 
    Call start_process                          ' running=true 
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    Call measureloop 
    running = False 
    Call unlockkey 
End Sub 
Public Sub start_process() 
    Dim a As Integer 
    '------------------------------------------------------------- Acquire actuator position 
    Call Gsend(Actuate, "Q1")                   ' Query 
    StsTxt(1).Text = Grecv(Actuate, 20) 
    Call Gsend(Actuate, "Q2")                   ' Query 
    StsTxt(2).Text = Grecv(Actuate, 20) 
    '------------------------------------------------------------- Make grayscale 
    For a = 0 To 255 
        scalepic.Line (scalepic.ScaleLeft, a)-(scalepic.ScaleWidth, a), RGB(a, a, a) 
    Next a 
    running = True 
    '------------------------------------------------------------- Calculate deltaR 
    DeltaR = Val(BinW.Text) * 0.00015           ' km 
    '------------------------------------------------------------- Change Picture2 size 
    If CInt(range_txt.Text / DeltaR) < 257 Then 
        Picture2.Height = CInt(range_txt.Text / DeltaR) + 4 
    Else 
        Picture2.Height = 257 + 4 
    End If 
    Picture2.Top = 581 - Picture2.Height 
    Picture2.ScaleTop = CInt(range_txt.Text / DeltaR) 
    Picture2.ScaleHeight = -Picture2.ScaleTop 
    '------------------------------------------------------------- Initialize SR430 
    Call Gsend(SR430, "OUTP 1;CLRS")            ' Out GPIB, Clear 
    Call Gsend(SR430, "TRLV 1.5;TRSL 1")        ' Trg level 1.5V, Trg negative 
    sendbuf = "DCLV " & Format(discrilevel.Text) & ";DCSL 1;BREC 1" 
    Call Gsend(SR430, sendbuf)                  ' Dis level , Dis negative, Bin number 
    scanno = frequency * Val(AveT.Text) 
    Select Case BinW.Text 
        Case "5ns" 
            a = 0 
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        Case "40ns" 
            a = 1 
        Case "80ns" 
            a = 2 
        Case "160ns" 
            a = 3 
        Case "320ns" 
            a = 4 
        Case "640ns" 
            a = 5 
    End Select 
    sendbuf = "BWTH " & Format(a) & ";RSCN " & Format(scanno)        ' Bin width, 
scanno 
    Call Gsend(SR430, sendbuf) 
End Sub 
Public Sub measureloop() 
    Dim i As Integer 
    Dim filename As String 
    Dim time1 As Integer 
    Dim time2 As Integer 
    Do 
    DoEvents 
        filename = "d:¥pal¥data¥" & Format(Now(), "yymmddhh") & ".dat" 
        Open filename For Append Access Write As #1 
'        Print #1, Time, DeltaR, AveT.Text 
        Do 
        DoEvents 
            time1 = Val(Time) 
            Call Sampling 
            If running = False Then Exit Do 
            Call draw1 
            Call draw2 
    '------------------------------------------------------------- Write date to file 
            Label20.Caption = "Last data " & Now() 
            Print #1, Format(Now()); Spc(1); Format(DeltaR); Spc(1); Format(AveT.Text); 
Spc(1); 
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            For i = 0 To binlength 
                Print #1, Format(counts(i), "0.000E-0"); Spc(1); 
            Next i 
            Print #1, "" 
            time2 = Val(Time) 
    '------------------------------------------------------------- If hour changes, close and open 
            If time2 <> time1 Then 
                Close #1 
                Exit Do 
            End If 
    '------------------------------------------------------------- Find optimum every 15 minutes 
            If (Minute(Now) Mod 15 = 0) And (preminute <> Minute(Now)) Then 
                Label15.Caption = "Last alignment " & Now 
                preminute = Minute(Now) 
                Call findoptimum 
            End If 
        Loop Until running = False 
    Loop Until running = False 
    Close #1 
End Sub 
Private Sub findoptimum() 
    Dim a As Integer 
    Dim b As Integer 
    Dim i As Integer 
    Dim dcvalue As Double 
    Dim integralval As Double 
    Dim intmax As Double 
    Dim prea As Integer 
    Dim orgavet As String 
    '------------------------------------------------------------- Key lock 
    For a = 0 To 3 
        VerB(a).Enabled = False 
        HorB(a).Enabled = False 
    Next a 
    stopb.Enabled = False 
    '------------------------------------------------------------- Set integration time 1 s 
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    orgavet = AveT.Text 
    AveT.Text = "1" 
    scanno = frequency * Val(AveT.Text) 
    sendbuf = "RSCN " & Format(scanno) 
    Call Gsend(SR430, sendbuf) 
    Label14.Caption = "Searching" 
     
    Dim filenameact As String 
            filenameact = "d:¥pal¥data¥actdat" & Format(Now(), "yymmddhh") & ".dat" 
        Open filenameact For Output As #5 
 
     
     
     
    For b = 1 To 2 
        intmax = 0 
        stspic(b).Cls 
        For a = 0 To 20 
            If a = 0 Then 
'                Call move_actuate(b, -10) 
                Call move_actuate(b, -30) 
                Call move_actuate(b, 20) 
            Else 
                Call move_actuate(b, 1) 
            End If 
            Call Sampling 
            Call draw1 
            dcvalue = calc_bias 
            integralval = 0 
            For i = Text2.Text / 1000 / DeltaR To Text3.Text / 1000 / DeltaR        ' 400m 
- 500m 
                integralval = integralval + (counts(i) - dcvalue) * (i * DeltaR) ^ 2 
            Next i 
            If integralval < 0 Then integralval = 0 
            If integralval > intmax Then 
                intmax = integralval 
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                absval = Val(Mid(StsTxt(b), 1, 6))         
'======================== 
                prea = a 
            End If 
             
            stspic(b).ScaleTop = Text1.Text 
            stspic(b).ScaleHeight = -Text1.Text 
            If a = 0 Then 
                stspic(b).PSet (a, integralval) 
            Else 
                stspic(b).Line -(a, integralval) 
            End If 
                            Print #5, Format(Now()); Spc(1); Format(DeltaR); Spc(1); 
Format(AveT.Text); Spc(1); 
            For i = 0 To binlength 
                Print #5, Format(counts(i), "0.000E-0"); Spc(1); 
            Next i 
            Print #5, "" 
     
 
             
             
             
        Next a 
'        Call move_actuate(b, -20) 
'        Call move_actuate(b, prea) 
        Call move_actuate(b, -40) 
'        Call move_actuate(b, prea + 20) 
        Call move_actuate2(b, absval) 
         
         
         
         
    Next b 
     
    Close #5 
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    Label14.Caption = "" 
    '------------------------------------------------------------- Set integration time to original 
    AveT.Text = orgavet 
    scanno = frequency * Val(AveT.Text) 
    sendbuf = "RSCN " & Format(scanno) 
    Call Gsend(SR430, sendbuf) 
    '------------------------------------------------------------- Key unlock 
    stopb.Enabled = True 
    For a = 0 To 3 
        VerB(a).Enabled = True 
        HorB(a).Enabled = True 
    Next a 
     
    Dim actfilename As String 
    If running = True Then 
        actfilename = "d:¥pal¥data¥ACT" & Format(Now(), "yyyymmdd") & ".dat" 
        Open actfilename For Append As #5 
        Print #5, Now(), StsTxt(1).Text, StsTxt(2).Text 
        Close #5 
    End If 
     
End Sub 
Function calc_bias() As Double 
    Dim i As Integer 
    Dim bias As Double 
    bias = 0 
    For i = 759 To binlength                        ' 18,216 m (759) 
        bias = bias + counts(i) 
    Next i 
    bias = bias / (binlength - 759 + 1) 
    calc_bias = bias 
End Function 
Public Sub Sampling() 
    ProgressBar1.Max = Val(AveT.Text) 
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    Dim i As Integer 
    Dim temptime 
    Dim ttime1 
    Dim ttime2 As Integer 
    '------------------------------------------------------------- Start integration 
    Call Gsend(SR430, "CLRS;SSCN") 
    '------------------------------------------------------------- Wait integration end 
    ttime1 = Now 
    Do 
        DoEvents 
        ttime2 = CInt(Second(Now - ttime1)) 
        If ttime2 >= 0 And ttime2 <= ProgressBar1.Max Then 
            ProgressBar1.Value = ttime2 
        End If 
        wstatus.Text = Format(Gpoll(SR430)) 
        If running = False Then Exit Sub 
    Loop Until wstatus.Text = "3" 
    temptime = Now() 
    '------------------------------------------------------------- Receive data 
    Call Gsend(SR430, "BINB?") 
    Call GrecvB(SR430, 2050, brecvbuf()) 
    For i = 0 To binlength 
        counts(i) = (CDbl(brecvbuf(i * 2)) + CDbl(brecvbuf(i * 2 + 1)) * 256) 
        If counts(i) > &H7FFF Then 
            counts(i) = &H7FFF 
        End If 
        counts(i) = counts(i) / Val(AveT.Text) 
    Next i 
    transtime.Text = Format(Second(Now() - temptime)) 
End Sub 
Private Sub draw1() 
    Picture1.Cls 
    Dim a As Integer 
    Dim dcvalue As Double 
    dcvalue = calc_bias 
    Picture1.ScaleWidth = binlength / HScroll1.Value 
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    Picture1.ScaleTop = maxphoton / VScroll1.Value 
    Picture1.ScaleHeight = -Picture1.ScaleTop 
    For a = 0 To 4 
        Label3(a).Alignment = 1 
        Label3(a).Left = 138 
        Label3(a).Top = 20 + VScroll1.Height / 4 * a 
        Label3(a).Caption = Format(Picture1.ScaleTop / 4 * (4 - a), "0") 
    Next a 
    For a = 0 To 4 
        Label4(a).Alignment = 0 
        Label4(a).Top = 305 
        Label4(a).Left = a * HScroll1.Width / 4 + 180 
        Label4(a).Caption = Format(DeltaR * a / 4 * Picture1.ScaleWidth, "0.0") 
    Next a 
    Picture1.PSet (0, counts(0)) 
    Select Case rcorr.Value 
        Case 0 
            For a = 1 To binlength 
                Picture1.Line -(a, counts(a) - dcvalue) 
            Next a 
        Case 1 
            For a = 1 To binlength 
                Picture1.Line -(a, (counts(a) - dcvalue) * (a * DeltaR) ^ 2) 
            Next a 
    End Select 
    Picture1.Refresh 
End Sub 
Private Sub draw2() 
    Dim a As Integer 
    Dim colornumber As Double 
    Dim dcvalue As Double 
    dcvalue = calc_bias 
    For a = 0 To CInt(range_txt.Text / DeltaR) 
        colornumber = (counts(a) - dcvalue) * (a * DeltaR) ^ 2 / Abs(Picture1.ScaleHeight) * 
255 
        If colornumber < 0 Then colornumber = 0 
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        If colornumber > 255 Then colornumber = 255 
        Picture2.PSet (measurenumber, a), RGB(colornumber, colornumber, colornumber) 
    Next a 
    Label17.Left = 192 + 3600 / Val(AveT.Text) 
    Label19.Caption = Format(range_txt.Text, "0.0") 
    Label18.Caption = Format(range_txt.Text / 2, "0.0") 
    Picture2.Refresh 
    measurenumber = measurenumber + 1 
    If measurenumber > Picture2.ScaleWidth Then 
        measurenumber = 0 
        Picture2.Cls 
    End If 
End Sub 
Private Sub VerB_Click(Index As Integer) 
'    Select Case Index 
'        Case 0 
'            sendbuf = "M1:-" & Format(actL) 
'        Case 1 
'            sendbuf = "M1:-" & Format(actS) 
'        Case 2 
'            sendbuf = "M1:+" & Format(actS) 
'        Case 3 
'            sendbuf = "M1:+" & Format(actL) 
'    End Select 
'    Call Gsend(Actuate, sendbuf) 
'    Call wait_actuate(1) 
    Dim m As Integer 
    Select Case Index 
        Case 0 
            m = -1 * actL 
        Case 1 
            m = -1 * actS 
        Case 2 
            m = actS 
        Case 3 
            m = actL 
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    End Select 
    Call move_actuate(1, m) 
'    Call Gsend(Actuate, sendbuf) 
'    Call wait_actuate(1) 
End Sub 
Private Sub HorB_Click(Index As Integer) 
'    Select Case Index 
'        Case 0 
'            sendbuf = "M2:-" & Format(actL) 
'        Case 1 
'            sendbuf = "M2:-" & Format(actS) 
'        Case 2 
'            sendbuf = "M2:+" & Format(actS) 
'        Case 3 
'            sendbuf = "M2:+" & Format(actL) 
'    End Select 
'    Call Gsend(Actuate, sendbuf) 
'    Call wait_actuate(2) 
    Dim m As Integer 
    Select Case Index 
        Case 0 
            m = -1 * actL 
        Case 1 
            m = -1 * actS 
        Case 2 
            m = actS 
        Case 3 
            m = actL 
    End Select 
    Call move_actuate(2, m) 
'    Call Gsend(Actuate, sendbuf) 
'    Call wait_actuate(1) 
End Sub 
Private Sub move_actuate(axis As Integer, movement As Integer) 
    Call Gsend(Actuate, "M" & Format(axis) & ":" & Format(movement)) 
    Do 
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        DoEvents 
        Call Gsend(Actuate, "Q" & Format(axis))            ' Query 
        StsTxt(axis).Text = Grecv(Actuate, 20) 
        StsTxt(axis).Refresh 
    Loop Until Mid(StsTxt(axis).Text, 10, 1) = "N" 
End Sub 
Private Sub move_actuate2(axis As Integer, movement As Integer) 
    Call Gsend(Actuate, "A" & Format(axis) & ":" & Format(movement)) 
    Do 
        DoEvents 
        Call Gsend(Actuate, "Q" & Format(axis))            ' Query 
        StsTxt(axis).Text = Grecv(Actuate, 20) 
        StsTxt(axis).Refresh 
    Loop Until Mid(StsTxt(axis).Text, 10, 1) = "N" 
End Sub 
 
Private Sub wait_actuate(axis As Integer) 
    Do 
        DoEvents 
        Call Gsend(Actuate, "Q" & Format(axis))            ' Query 
        StsTxt(axis).Text = Grecv(Actuate, 20) 
        StsTxt(axis).Refresh 
    Loop Until Mid(StsTxt(axis).Text, 10, 1) = "N" 
End Sub 
Private Sub HScroll1_Change() 
    Call draw1 
End Sub 
Private Sub VScroll1_Change() 
    Call draw1 
End Sub 
Private Sub rcorr_Click() 
    Call draw1 
End Sub 
Private Sub Form_Unload(Cancel As Integer) 
    Call GpibExit 
    End 
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End Sub 
Private Sub stopb_Click() 
    running = False 
End Sub 
Private Sub Form_QueryUnload(Cancel As Integer, UnloadMode As Integer) 
    If UnloadMode = vbFormControlMenu And running Then 
        Cancel = Not 0                          ' 無効 
    End If 
End Sub 
Private Sub lockkey() 
    foptimanual.Enabled = False 
    BinW.Enabled = False 
'    AveT.Enabled = False 
    start.Enabled = False 
    range_txt.Enabled = False 
End Sub 
Private Sub unlockkey() 
    foptimanual.Enabled = True 
    BinW.Enabled = True 
'    AveT.Enabled = True 
    start.Enabled = True 
    range_txt.Enabled = True 
End Sub 
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