The large scale "wind of turbulence" of thermally driven flow is analyzed for very large Rayleigh numbers between 4 · 10 11 and 7 · 10 11 and Prandtl number of 0.71 ͑air at 40°C͒ and aspect ratios order of one. The wind direction near the upper plate is found to horizontally oscillate with a typical time scale very similar to the large eddy turnover time. The temporal autocorrelation of the wind direction reveals an extremely long memory of the system for the direction. We then apply and extend the dynamical model of Gledzer, Dolzhansky, and Obukhov to the flow, which is based on the Boussinesq equations in the bulk and which can be solved analytically in the inviscid and unforced limit, but which completely ignores the boundary layer and plume dynamics. Nevertheless, the model correctly reproduces both the oscillations of the horizontal wind direction and its very long memory. It is therefore concluded that the boundary layers and the plumes are not necessary to account for the oscillations of the wind direction. The oscillations rather occur as intrinsic precession of the bulk flow.
I. INTRODUCTION
Turbulent Rayleigh-Bénard convection is characterized by a subtle interplay between small-scale turbulence within the boundary layers and large-scale structures occupying the whole fluid domain. In spite of considerable experimental and theoretical effort, the spatial and temporal dynamics of these large scales are not very well understood. The present work is an attempt to contribute to the understanding by conducting experiments at very high Rayleigh numbers and proposing a six-dimensional dynamical model to explain the temporal dynamics of the large scale flow.
The large scale wind or "wind of turbulence" is believed to be a crucial feature of turbulent Rayleigh-Bénard ͑RB͒ convection of aspect ratio order of one. This wind is fed and driven by the thermal plumes detaching from the boundary layers but also acts back on the plume formation process. 6, 12, 13 In the 1990s the "flywheel picture" 11 has been developed for the large scale wind. In recent years however it became clear that at least in cylindrical Rayleigh-Bénard cells ͑of aspect ratio order of one͒ the internal dynamics of the wind is more complicated: The horizontal direction of the wind near the thermal plate oscillates in time. 20, 29 This is remarkable as the driving buoyancy has a vertical component only. The temporal correlations of the wind direction oscillations are found to be very long, namely, hundreds of large eddy turnover times. The existence of a time-periodic behavior in the RB cell had been noticed before, first by the identification of a peak in the temperature power spectrum, 3, 30 but the frequency of this oscillation had been associated with periodic plume emission. 6, 12, 13, 19, 31 In contrast, the results of Ref. 20 suggest that the origin of the distinguished frequency is the horizontal oscillation of the large scale wind.
Beyond the horizontal oscillations, the large scale wind can also re-orientate after cessation. 15, 21, 29, 32, 33 As compared to the "wiggling" of the large scale wind, this cessation scenario is rare. 29 In Ref. 21 some of us have already developed a dynamical model for re-orientation by cessation, which however did not yet allow for any azimuthal degree of freedom. For very large Rayleigh number ͑beyond 10 11 for an aspect ratio 1 / 2 cell and even higher for an aspect ratio 1 cell͒ the large scale wind may even break down, 26, 27 as the driving plumes may have cooled down before they reach the other side of the cell.
In this paper we will provide further experimental evidence for the oscillations of the wind direction. We will study the dependence of these oscillations on the aspect ratio ⌫. Tong, Xia, and co-workers 19 have reported that the oscillations are much stronger for ⌫ = 2 as compared to the ⌫ =1 case and are even absent for ⌫ =1/2. However, from recent work 25, 26, [34] [35] [36] it is known that the flow structure and the large scale wind can drastically change when changing the aspect ratio from 1 to 1 / 2, namely, from a one-roll scenario to a two-roll scenario. Therefore we decided to change the aspect ratio only slightly-keeping it order of 1-and detect the corresponding change in the oscillation frequency. The experiments are performed with the seven meter high "Barrel of Ilmenau" 37 which allows for a good spatial resolution of the flow boundary layer dynamics. The setup unfortunately implies that the Rayleigh number is changed together with the aspect ratio. The Rayleigh number in our experiments is a factor of 100 to 1000 larger than in the experiments by Funfschilling and Ahlers, 20 namely 4 · 10 11 to 7·10 11 . Also the Prandtl number is different, namely Pr= 0.71 instead of 6 as in Ref. 20 Nevertheless, the orientation of the large scale convection roll again shows oscillations on a time scale similar to the large eddy turnover time and extremely long memory effects, just as seen in Ref. 20 .
In the second part of the paper we will analyze the dynamics of the wind orientation within a dynamical model developed by Dolzhansky, Gledzer, and Obukhov. 38, 39 This model is based on the inviscid, incompressible Boussinesq equations. It has the advantage that in a triaxial ellipsoidal geometry with free-slip boundary conditions it can be solved analytically. When introducing phenomenological forcing and dissipation, it can still easily-namely by reducing the dynamics to a set of six coupled ordinary differential equations-be solved numerically over thousands of large eddy turnovers, which is crucial when studying the long time dynamics and inaccessible in any full numerical simulation of the Boussinesq equations.
Admittedly, the employed geometry and boundary conditions are different from any real flow situation in a Rayleigh-Bénard cell. In particular, all the boundary layers with the detaching plumes are not represented in this model, neither is the corner-flow in the corners of the cylindrical cell. 24 It is the more remarkable that the dynamics of the large scale wind orientation has many similarities with the experimentally measured dynamics. We find comparable oscillations of the wind orientation with an extremely long memory.
Our findings lead us to the conclusion that the horizontal oscillations are intrinsic to the bulk dynamics and not caused by periodic ejections of plumes from the boundary layers. We therefore call them "inertial oscillations." This picture was already suggested in Ref. 20 where the horizontal motion of plumes near the top and bottom plates were studied and where it was found that the orientation of plumes ͑and thus presumably the orientation of the mean wind͒ oscillates. Unlike the authors of Ref. 20 we have access to the velocity field and can therefore probe the bulk flow directly. However, clearly the plume ejection and dynamics must be coupled to the dynamics of the large scale convection role. And they also of course drive the convection as demonstrated in Ref. 18 . However, from the point of view of the horizontal wind oscillations our results suggest that they can be viewed as passive objects, being advected with the flow.
The triaxial ellipsoidal geometry of our flow model allows to analytically study the aspect ratio dependence. Formally, the model equations are analog to the equations that describe the precession of a heavy top. For the limiting case of convection in a sphere the equations reduce to the Lorenz equations.
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The paper is organized as follows: In Section II we present our experimental results. Section III begins with a re-derivation of Dolzhansky, Gledzer, and Obukhov's dynamical model, 38, 39 first, as it hitherto has not been accessible to the western literature, and second, to highlight certain assumptions which must be made when deriving the equations. Third, we also extend the model to include the pressure. We then introduce a phenomenological forcing and a phenomenological damping to the model and connect the forcing and damping strengths to the experimental findings for the Nusselt and Reynolds number as functions of the Rayleigh and Prandtl numbers. In Sec. IV we study the general properties of the extended Dolzhansky-Gledzer-Obukhov model, including those of limiting cases. In Sec. V we present the model results, in particular for the dynamics of the orientation of the large scale wind and compare them with the experimental findings. Section VI contains the discussion and conclusions.
II. EXPERIMENTS

A. Experimental setup and procedure
The experiments are performed in the "Barrel of Ilmenau." A sketch of the barrel is shown in Fig. 1 . It is a nearly cylindrical container with a mean diameter D = 7.15 m. For our experiments we have chosen three different heights H for the container, corresponding to aspect ratios ⌫ = D / H = 1.13, ⌫ = 1.24, and ⌫ = 1.36, respectively. The cross section of the cylinder is slightly elliptical due to weak nonuniformities in shape and size of the elements of which the apparatus is made. The working fluid is air, whose Prandtl number Pr= / ͑ratio between the kinematic viscosity and the thermal diffusivity ͒ is approximately 0.71. A temperature difference of ⌬ = 40 K is established between the electrically heated bottom and a water cooled free hanging cooling plate. In this context, the Rayleigh number,
where ␣ denotes the thermal expansion coefficient and g the gravitational acceleration, ranges between Ra= 4.3· 10 11 and Ra= 7.3· 10 11 , depending on the aspect ratio, see Table I . Details of the experimental apparatus are described in Ref. 37 .
We simultaneously measure the two horizontal velocity components at a fixed distance z = 0.01H from the cooling plate using laser Doppler velocimetry. According to Ref. 44 this is about three times thickness u of the kinetic boundary layer. The measurement is made through a small glass window in the center of the cooling plate. The time series for the horizontal velocity components V x ͑t͒ = V͑t͒cos ͑t͒ and V y ͑t͒ = V͑t͒sin are converted into the polar representation for the horizontal velocity, resulting in a time dependence of the horizontal velocity amplitude V͑t͒ and the azimuthal angle ͑t͒.
B. Experimental results on the large-scale wind dynamics
Typical time series for the horizontal velocity amplitude V͑t͒ and the azimuthal angle ͑t͒ are shown in Fig. 2 . While V͑t͒ looks turbulent and does not show any signature of order and regularity, periodic structures are clearly visible in the behavior of ͑t͒, signalling a periodic oscillation of the direction of the large scale wind. It is interesting that the absence of periodicity in V is in contrast to recent findings of Xi et al. 45 who found oscillations both in V and in . This difference is probably due to the fact that the Rayleigh number in the present work is by two orders of magnitude higher than in Ref. 45 .
This visual impression is quantified by inspection of the respective autocorrelation functions C V ͑͒ and C ͑͒, both shown in Fig. 3 . Indeed, the autocorrelation function of the horizontal velocity does not indicate any periodicity. The time series of the horizontal velocity can therefore be characterized by its temporal average V ͑given in Table I͒ , superimposed by strong turbulent fluctuations. In contrast, the autocorrelation function of the azimuthal angle displays a distinct periodicity with well defined correlation time c , as summarized in Table I . As expected, the correlation time c is approximately equal to the large eddy turnover time
͑2.1͒
Both c and let show the same trend as function of Ra and ⌫. But in addition to the large eddy turnover time, a very long correlation time scale of more than 1000 s ͑more than 15 min͒ can clearly be recognized from the autocorrelation of the azimuthal angle, see Figs. 3͑b͒, 3͑d͒, and 3͑f͒. 1000 s corresponds to about 20 large eddy turnover times. This is a long and unexpected time correlation, reflecting long memory of the large scale wind's azimuthal direction. It resembles similar results by Funfschilling and Ahlers 20 at much smaller Rayleigh numbers between 7 · 10 7 and 3 · 10 9 . The autocorrelation time of the azimuthal angle seems to be longer in the experiments with aspect ratios ⌫ = 1.24 and ⌫ = 1.36 than in the experiment with the smallest aspect ratio ⌫ = 1.13.
The increase in the angular autocorrelation for times larger than 1000 s ͓see insets of Figs. 3͑b͒, 3͑d͒, and 3͑f͔͒ presumably originates from the fact that the roll orientation is limited to a finite set of angles ͓0,2͔, i.e., it is an artifact of limiting the angle to this finite set.
In the next sections we will show that the main experimental results-the horizontal oscillations of the wind's direction near the upper plate with their large memory-are reflected in a simple dynamical model based on the inviscid, incompressible Boussinesq equations. 
III. FORMULATION OF THE MODEL
In this section we will re-derive and extend the dynamical model of Dolzhansky, Gledzer, and Obukhov. 38, 39 The formulation of the model will consist of four steps. In Sec. III A we define the geometry and the hydrodynamical equations, namely, the inviscid Boussinesq equations. In Sec. III B we show that in the chosen geometry a family of solutions to these equations exist 38, 39 with a particular space dependence. The ansatz, which is linear in space coordinates, reduces the partial differential equations to ordinary differential equations for the time dependent amplitudes. In Sec. III C we then extend the model by adding phenomenological terms representing dissipation and thermal forcing. In ͑a͒ and ͑b͒ the aspect ratio ⌫ = 1.13, and the corresponding Rayleigh number is Ra= 7.3ϫ 10
11
. In ͑c͒ and ͑d͒ ⌫ = 1.24 and Ra= 5.5ϫ 10
. In ͑e͒ and ͑f͒ ⌫ = 1.36 and Ra= 4.3ϫ 10 11 . Note that the periodic fine structures in the autocorrelation function of the azimuthal angle persist up to about = 1000 s which corresponds to more than 15 min and more than 20 large eddy turnover times. This demonstrates the long memory of the azimuthal direction of the large scale wind. The insets show the autocorrelation functions on longer time scale.
Lohse's phenomenological scaling theory, 9,44,46,47 which sufficiently well describes the experimentally measured dependences of the Nusselt and Reynolds numbers on the Rayleigh and Prandtl numbers, Nu͑Ra,Pr͒ and Re͑Ra,Pr͒.
A. Nondissipative and nondiffusive Boussinesq dynamics in an ellipsoid
Following Dolzhansky, Gledzer, and Obukhov, 38, 39 we consider inviscid and nondiffusive flow in the interior of a triaxial ellipsoid
which is characterized by its semi-axes a, b, and c. Assume that the fluid is heated in such a way that throughout the volume a linear temperature profile
is imposed. T denotes the deviation of the fluid temperature from some reference value T 0 . As both the viscosity and the thermal diffusivity of the fluid are assumed to be zero, the flow dynamics is governed by the inviscid, incompressible Boussinesq equations
where ␣ is the coefficient of thermal expansion, unit ͓␣͔ =K −1 , g the acceleration of gravity, unit ͓g͔ =ms −2 , and k the unit normal vector in the z-direction.
B. Ansatz for the velocity and temperature fields
Dolzhansky, Gledzer, and Obukhov 38, 39 observed that under free-slip boundary conditions above equations admit a family of exact solutions of the form V͑x,y,z,t͒ = u͑t͒ͩ c a
provided that the set of coefficients ͑u , v , w , , , ͒ satisfies the equations
This choice restricts the considered class of flows strongly. In particular, the linear dependence of the temperature profile on the spatial coordinates is not a good approximation to the profile in real convection. Nevertheless the model is capable of reproducing our experimental results, as will be shown in the next section. Before we solve this set of six ordinary differential equations ͑ODEs͒ for the velocity amplitudes u͑t͒, v͑t͒, w͑t͒ and the temperature amplitudes ͑t͒, ͑t͒, ͑t͒, we briefly recall how to derive them. The velocity field consists of a superposition of three subfields
These two-dimensional subfields possess velocity potentials ⌽ 1 ͑y , z , t͒, with V 1,y ‫ץ−=‬ z ⌽ 1 and V 1,z = ‫ץ‬ y ⌽ 1 , etc., which guarantees incompressibility, with
͑3.14͒
The lines of spatially constant ⌽ 1 are ellipses. Thus, free-slip boundary conditions are valid, while the normal component V 1 · n 1 = 0 vanishes at the surface, i.e., along the ellipses, since
Of course, the nonlinearity V · ٌV couples the three subfields V 1,2,3 . The terms on the left-hand side of the Navier-Stokes equation ͑3.3͒ are linear in x , y , z by this ansatz. Therefore, also the thermal driving has to be linear in the space variables, enforcing the linear temperature field equation ͑3.6͒, with three time dependent amplitudes ͑t͒, ͑t͒, ͑t͒. The time derivatives , , can be calculated from ͑3.4͒ using
͑3.15͒
Inserting this into Eq. ͑3.4͒ the coefficients of i, j, and k immediately result in the three equations ͑3.10͒-͑3.12͒ for the temperature amplitudes. Note that T in Eq. ͑3.4͒ not necessarily has to be of first order in x , y , z to satisfy that equation. The linearity comes from matching the linear V in Eq. ͑3.3͒. Next we have to derive the three equations ͑3.7͒-͑3.9͒ for u , v , and ẇ . For this we start from the vorticity equation instead of Eq. ͑3.3͒ by taking the curl of the Navier-Stokes equation. The vorticity field
is constant in space but varies with time. Clearly, up to geometrical factors the vorticity amplitudes in the three spatial directions are given by u͑t͒ / a, v͑t͒ / b, w͑t͒ / c. Since the spatial components of the velocity field are superpositions ͓e.g., in direction i the amplitude is v͑t͒͑a / b͒͑z / c͒ − w͑t͒͑a / c͒ ϫ͑y / b͔͒, we have to consider the u , v , w as measures for the vorticity rather than for the velocity. The equation of motion for the vorticity reads ͑remem-ber that is space independent͒
͑3.17͒
The right-hand side is a vector in the ͑i , j͒-plane, ͑−␣g / b͒i + ͑␣g / a͒j. Inserting Eq. ͑3.16͒ into the left-hand side of Eq. ͑3.17͒, the three components i, j, and k directly and immediately imply Eqs. ͑3.7͒-͑3.9͒. The set of six ODEs ͑3.7͒-͑3.12͒ thus represents the vorticity and temperature equations of motion. Solving them gives all amplitudes and, via ͑3.5͒, ͑3.16͒, and ͑3.6͒, the fields V͑t͒, ͑t͒, and T͑t͒. Note the formal argument 48 that the vorticity equation for incompressible fluid flow is sufficient to calculate also V: knowing the sources div V = 0 together with the vortices curlV = of a field V determines this field. We calculate the sources and vortices at time t + dt from the known ones at time t with the vorticity equation of motion. Finally one can use the Navier-Stokes equation ͑3.3͒ to evaluate the pressure force field grad p = ͓␣gTk − ‫ץ‬ t V − ͑V · ٌ͒V͔, which by a line integration gives the pressure field itself.
It is straightforward to calculate −1 / ‫ץ‬ x p =−1/ grad p · i = ‫ץ͓‬ t V + ͑V · ٌ͒V − ␣gTk͔ · i by inserting V, T, and V · ٌ from Eqs. ͑3.5͒, ͑3.6͒, and ͑3.15͒. The result is ordered according to contributions proportional to x / a, y / b, z / c. For the derivatives u , v , ẇ the equations of motion ͑3.7͒-͑3.9͒ are used. Doing the same for −1 / ‫ץ‬ y p and −1 / ‫ץ‬ z p one finds linear forms in x i = ͑x / a , y / b , z / c͒ for each of them, without any constant term. Therefore the pressure is a quadratic form, which can be written as
There are no linear terms in x i , since no constant terms appear in grad p. Comparing then the pressure gradient obtained from ͑3.18͒ with the before calculated gradient components, one finds the following matrix kernel for the kinematic pressure p / :
͑3.19͒
The construction rules of the matrix elements are rather evident. Note that the P ij have dimension of m 2 s −2 , i.e., the matrix elements are quadratic in the velocity amplitudes u, v, w or, since the ␣, ␣, ␣ are dimensionless, they are given in terms of gc, which also has dimension m 2 s −2 . From this pressure tensor ͑3.19͒ together with Eq. ͑3.18͒ one can evaluate the physical pressure p at any position in the ellipsoidal volume. The main axes of the ellipsoid, in particular, with ͑x ,0,0͒, ͑0, y ,0͒, and ͑0,0,z͒, allow to measure u 2 , v 2 , and w 2 as well as . Measuring even the pressure correlations will allow us to compare with the fourth-order moments of the velocity amplitudes u, v, w.
The system of ODEs ͑3.7͒-͑3.12͒ for the amplitudes has two conserved quantities, namely the total energy
consisting of kinetic and potential energy, and the volume integral of the potential vorticity ٌ͑ ϫ V͒ · ٌT which is well known in geophysical fluid dynamics 49 and is proportional to
The units are ͓E͔ =m −2 s −2 and ͓P͔ =m 2 s −1 K. The equations of motion ͑3.7͒-͑3.12͒ for the amplitudes can be written in compact form, if we define a diagonal matrix Ĵ with elements 
As has been shown by Dolzhansky 38 the mathematical structure of this system is identical to the equations for a heavy top in classical mechanics. This analogy can be further highlighted by introducing the auxiliary vector L = Ĵ⍀ in which case the first equation becomes L = ⍀ ϫ L + ␣gck ϫ ⌰ while the second remains unchanged. The analogy to the dynamics of the heavy top becomes evident when ⍀, L, and ⌰ are identified with the angular velocity, angular momentum, and unit vector pointing from the support of the top to its center of mass. The conserved quantities can then be written as
and
C. Phenomenological representation of dissipation, diffusion, and forcing
In order to incorporate viscous friction, thermal diffusion, and heating into Eqs. ͑3.22͒ and ͑3.23͒, we add two linear dissipative terms with coefficients and describing the inverse of a viscous and thermal decay time, respectively. The heating is modeled by a thermal volume forcing, described by a source term in the equation for ⌰. We thus arrive at the system
where ⌰ 0 = ␤ck and ␤ Ͼ 0 being a constant temperature gradient imposed in the z direction. This corresponds to unstable stratification. It should be emphasized that and are phenomenological coefficients with unit s −1 , which represent kinematic viscosity and thermal diffusivity, but whose values are not derived from first principles. Strictly speaking, they should be obtained by comparison with either direct numerical simulation of the full three-dimensional problem or with experiments. For weakly nonlinear flow close to the threshold of instability of the time-independent and quiescent solution ⍀ = 0, ⌰ = ⌰ 0 ͑to be evaluated in Sec. IV A͒ ϳ / ᐉ 2 and ϳ / ᐉ 2 where is the kinematic viscosity, the thermal diffusivity of the fluid and ᐉ a characteristic length of the ellipsoid, e.g., ᐉ = c. For turbulent convection, however, which is the central focus of the present work, the phenomenological parameters should be interpreted in terms of a turbulent viscosity T and a turbulent diffusivity T as ϳ T / ᐉ 2 and ϳ T / ᐉ 2 . We should also remark that the heating term in ͑3.27͒ describes a situation which is different from a real Rayleigh-Bénard problem. Indeed, the phenomenological term in ͑3.27͒ corresponds to a term −͑␤z + T͒ on the right-hand side of Eq. ͑3.4͒ which describes a spatially nonuniform internal heating ͑cooling͒ as opposed to the external heat input in real convection. In the timeindependent and quiescent state ⍀ = 0, ⌰ = ⌰ 0 there is no heat flux. The convective heat transport can be accomplished by a simple elementary operation which consists of ͑i͒ taking a system with equilibrium distribution T =−␤z ͑⌰ = ⌰ 0 ͒, ͑ii͒ instantly moving all fluid particles such that the temperature distribution is inverted, i.e., T = +␤z ͑⌰ =−⌰ 0 , which corresponds to turning the fluid upside down͒, and ͑iii͒ letting the temperature relax back to thermal equilibrium. This process transports heat from the hot ͑z Ͻ 0͒ to the cold ͑z Ͼ 0͒ region of the system. Notice that the impossibility to transfer heat from a cold to a hot "reservoir" as stated by the second law of thermodynamics is embodied in the relation ⌰ 2 =2⌰ · ͑⌰ 0 − ⌰͒ which, after time averaging in a statistically steady state implies 0 = ͗⌰ · ͑⌰ 0 − ⌰͒͘ and thereby excludes ͗⌰ · ⌰ 0 ͘ Ͻ 0 ͑where ͗.͘ denotes time averaging͒.
Let us convert the equations of motion into a nondimensional form by measuring lengths in units of the vertical semi-axis c of the ellipsoid, times in units of the viscous decay time −1 , and by introducing nondimensional variables ͑denoted by an asterisk͒ according to ⍀ = ⍀ * ,
Furthermore, we represent the two horizontal axes of the ellipsoid as
where ⌫ is the aspect ratio and ⑀ a parameter which characterizes the horizontal eccentricity e of the ellipsoid. More precisely, for the eccentricity e of an ellipse with major axis a and minor axis b it holds
͑3.30͒
Inserting the definitions into Eqs. ͑3.26͒ and ͑3.27͒, and dropping the asterisks leads to the following dimensionless model:
Here, the elements of the diagonal matrix Ĵ are now given by will be referred to as the pseudo-Rayleigh and the pseudoPrandtl numbers, respectively. Their relation to the "real" ͑molecular͒ Rayleigh and Prandtl numbers will be discussed in the next subsection. In terms of the four dimensionless parameters ͑⌫ , ⑀ , R , ͒, the equations of motion read
D. Pseudo-Nusselt and pseudo-Reynolds numbers
For a given set of control parameters ͑R , , ⌫ , ⑀͒ and initial conditions ⍀͑0͒, ⌰͑0͒ Eqs. ͑3.31͒ and ͑3.32͒ uniquely determine the temporal evolution of ⍀ and ⌰ from which the three-dimensional velocity and temperature fields can be reconstructed at any instant using Eqs. ͑3.5͒ and ͑3.6͒. Once a solution is known, we can define two global quantities to characterize the dynamical state, namely the pseudo-Nusselt and the pseudo-Reynolds numbers.
We define a pseudo-Nusselt number by observing that convection reduces the temperature difference ⌬ 0 =2␤c of the quiescent state to a lower value ⌬ =2␤c͗͘ ͑nondimen-sional ͒. Therefore, the ratio Nu= ⌬ 0 / ⌬ is a measure of the effectiveness of "convective smoothing" of the basic temperature gradient. We are led to the expression Nu = ͗͘ −1 .
͑3.41͒
In terms of the solution of ͑3.31͒ and ͑3.32͒, it is also convenient to introduce the time-averaged velocity V ,
and the corresponding Reynolds number, Re = V 2c .
͑3.43͒
Note that ͗⍀ · Ĵ⍀͘ 1/2 is the dimensionless mean-velocity. Its explicit dependence on and R can be written as 
͑3.45͒
and the Prandtl number Pr = .
͑3.46͒
The factor of 16 in the definition of Ra takes care of the fact that the Rayleigh number is defined in terms of the total height of the system, which equals 2c.
To accomplish the calibration we propose to compare the pseudo-Nusselt and pseudo-Reynolds numbers for the particular case of a sphere ͑⌫ =1, ⑀ =0͒ with the Nusselt and Reynolds numbers Nu RB ͑Ra, Pr͒ and Re RB ͑Ra, Pr͒ for Rayleigh-Bénard convection inside a circular cylinder with aspect ratio one. The latter two quantities have the property Nu RB =1, Re RB = 0 for Raഛ Ra c where Ra c is the critical Rayleigh number for the linear instability in a circular cylinder. Although the exact functional dependence of Nu RB ͑Ra, Pr͒ and Re RB ͑Ra, Pr͒ is partially unknown, a natural choice of the calibration is to require that the pseudo-Nusselt and pseudo-Reynolds numbers of our model be equal to those of the full Rayleigh-Bénard problem. This leads to the implicit definition Nu͑R , ,1,0͒ =Nu RB ͑Ra, Pr͒, and Re͑R , ,1,0͒ =Re RB ͑Ra, Pr͒ which determines the functions R͑Ra, Pr͒ and ͑Ra, Pr͒. Since we are interested in the regime of turbulent convection, far above the threshold of the primary instability, we will not attempt to compute those functions for the whole range of Rayleigh and Prandtl numbers. We rather invoke Grossmann and Lohse's unifying scaling theory. 9, 44, 46, 47 This theory predicts the functional dependence of the Nusselt and Reynolds numbers for turbulent convection in a cylindrical convective cell with aspect ratio ⌫ = 1 in the form Nu s ͑Ra, Pr͒ and Re s ͑Ra, Pr͒, using a limited number of parameters determined from a series of experiments. We use the index s to denote the quantities of the Grossmann-Lohse scaling theory. We can now calibrate our model for the turbulent regime by defining R and as solutions of Nu͑R , ,1,0͒ =Nu s ͑Ra, Pr͒ and Re͑R , ,1,0͒ =Re s ͑Ra, Pr͒. Then, our model is used to calculate the dynamics of the system for aspect ratios different from unity and for nonzero eccentricities, in R and ranges of interest.
IV. GENERAL PROPERTIES OF THE MODEL
Before numerically solving the model equations ͑3.31͒ and ͑3.32͒, in this section we discuss some of their general properties and limiting cases. In Sec. IV A we show that the model contains an analog of the Rayleigh-Bénard instability. In Sec. IV B we demonstrate that for flow in a sphere ͑i.e., e = ⑀ = 0 and ⌫ =1͒ the Lorenz equations are recovered. 
͑4.4͒
The critical pseudo-Rayleigh number R c is characterized by the condition ␥ = 0. For R below R c , the growth rate ␥ is negative and above R c it is positive. The condition ␥ =0 yields the threshold R c of instability as function of , ⌫, and ⑀, i.e., R c = R c ͑ , ⌫ , ⑀͒. It turns out that R c does not depend on and has two branches, which can be written in the form
͑4.5͒
The two critical pseudo-Rayleigh numbers correspond to modes aligned with the two horizontal axes of the ellipsoid. A closer examination of these eigenmodes shows that the instability sets in as a convective roll whose axis is aligned with the longer of the two horizontal axes of the ellipsoid ͑axis a in our case͒. The threshold of the instability is independent of the pseudo-Prandtl number as it is in the real Rayleigh-Bénard instability. Steady states and secondary instabilities for special values of the geometry parameters have been discussed by Gledzer et al.
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B. Convection in a sphere and its relation to the Lorenz model
The particular case ⌫ =1, ⑀ = 0 corresponding to a sphere deserves particular emphasis. In this case we have Ĵ⍀ =2 ⍀ and ⍀ ϫ Ĵ⍀ = 0 so that the basic equations simplify to
A few conclusions can be drawn immediately. First, the 3-component of ͑4.6͒ is ẇ =−w, i.e., w͑t͒ decays to zero with decay rate 1 ͑in physical units with the kinetic decay ͒. Second, from ͑4.7͒ one finds d͑⌰ · ⍀͒ / dt = ⌰ · ⍀ + ⌰ · ⍀ =−͑1+ −1 ͒⌰ · ⍀, i.e., also ⌰ · ⍀ → 0 ͑in physical units with a decay rate + ͒. Thus, after a short ͑molecular͒ transient time, only five variables and one constraint remain. We can simplify further, because after the transient regime it is u͑t͒ = const v͑t͒.
The last equality holds, because ͑u + v͒ = ⍀ · ⌰ =0, if w has decayed. Thus, u͑t͒ = const v͑t͒ move on a line. We choose this line as the u-axis and have v =0. To satisfy ⍀ · ⌰ =0=u, we have to take =0.
The remaining equations for ⍀ = ͑u ,0,0͒ and ⌰ = ͑0, , ͒ are
͑4.8͒
This set of three equations for the three variables is equivalent to the Lorenz equations 40, 41 for the particular case b =1:
͑4.9͒
They are obtained by the substitutions u = −1 X, =−2R −1 Y, =1−2R −1 Z, t = , and r = R / 2. The underlying stationary solutions:
can be connected to ͑3.41͒ and ͑3.44͒ as follows. First, using Eq. ͑4.11͒ one obtains ͗͘ =2/R and hence R is related to ͑3.41͒ as R = 2Nu.
͑4.12͒
Second, from Eq. ͑4.10͒, the dimensionless mean-velocity can be written as
Since ͗⍀ · Ĵ⍀͘ 1/2 is given by ͑3.44͒, let
Here, using ͑3.43͒, ͑3.45͒, ͑3.46͒, and ͑4.12͒ one finally obtains
͑4.13͒
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C. Role of the geometrical parameters
We comment on the role of the geometrical parameters ⌫ and ⑀:
͑1͒ Since the Rayleigh number Ra can be varied by changing the height of the container ͑cf. Sec. II͒, ⌫ and Ra are intrinsically coupled. This imposes constraints in the model's four-dimensional parameter space ⌫, ⑀, , R, most notably in the ⌫ϫR subspace. ͑2͒ For a given aspect ratio, ⑀ acts as a free perturbation parameter. In particular, ⑀ = 0 is a sufficient condition for the exponential time-decay of the velocity amplitude w͑t͒, which weakens the w-related nonlinearities in Eqs. ͑3.35͒-͑3.40͒ and leads to simplifications similar to those discussed in Sec. IV B ͑e.g., u͑t͒ / v͑t͒ = const, etc.͒. In fact, only for sufficiently large ⑀ the w-nonlinearities are capable to disturb the constancy of the ratio u͑t͒ / v͑t͒ and lead to azimuthal dynamics ͓see Eq. ͑5.7͔͒.
In view of the above considerations, the question arises: Is there an ⑀-range for which coherent oscillations ͑resembling those seen in experiment and discussed in Sec. II͒ set in? A proper answer to this question would require a comprehensive scan of the parameter space, which is not the aim of the present paper. Instead, we will focus the numerical analysis of the model on the dynamics of the azimuthal angle ͑t͒ for a limited range of aspect ratios, namely, those which we have also studied in experiment, 1.13ഛ⌫ഛ1.36.
V. COMPARING THE NUMERICAL WITH THE EXPERIMENTAL RESULTS
A. Calibration of the parameters and R
We now want to integrate the dynamical equations ͑3.31͒ and ͑3.32͒ for parameters corresponding to the experimental situation discussed in Sec. II. To calibrate the parameters and R, we employ Eqs. ͑4.12͒ and ͑4.13͒ and invoke the Grossmann-Lohse theory for the dependences Nu͑Ra, Pr͒ and Re͑Ra, Pr͒. The resulting model parameters R, , , and for the three aspect ratios and Rayleigh numbers studied in Sec. II are listed in Table II .
B. Modulus and azimuthal angle of the large scale roll
We want to compare the model results with the experimental measurements of the modulus and direction of the horizontal large scale wind, measured a little bit below the center of the upper plate. In general, the components of the velocity field V͑x , y , z , t͒ = V x i + V y j + V z k can be written as
͑5.3͒
For points along the vertical center axis of the ellipsoid, i.e., ͑x =0, y =0, −1ഛ z ഛ 1͒, the velocity components are simplified to
V z ͑0,0,t͒ = 0.
͑5.6͒
The horizontal velocities at the top ͑z =1͒ and bottom ͑z =−1͒ of the vertical center axis are componentwise anticorrelated, ͑V x ͑0,1,t͒ , V y ͑0,1,t͒ ,0͒ =−͑V x ͑0,−1,t͒ , V y ͑0, −1 , t͒ ,0͒, just as expected and seen in experiment. 20 The azimuthal angle of the large scale velocity projected into the x, y-plane is
C. Numerical integration of the model ODEs
The coupled ODEs ͑3.35͒-͑3.40͒ for the six amplitudes u, v, w, , , have been numerically integrated. The control parameters are ⌫,⑀ characterizing the geometry of the container ͑here the ellipsoid͒ and R, as the external control parameters. R and correspond to the choices of the Rayleigh number Ra and the Prandtl number Pr, as discussed. The numerical scheme is based on the fourth-order RungeKutta method with adaptive stepsize control in time. 50 We obtain time series for the six amplitudes u͑t͒, v͑t͒, w͑t͒, ͑t͒, ͑t͒, and ͑t͒ from which we calculate the modulus and azimuthal angle of the horizontal velocity, as described in Sec. V B. To validate the computer code, we have integrated the equations of motion for ⑀ = 0 and ⌫ = 1 and compared the results with the analytically known properties discussed in Sec. IV B. For example, indeed we find that for large t the mode w͑t͒ decays exponentially and that the ratio u͑t͒ / v͑t͒ is constant as a function of time, etc.
D. Dependence on the eccentricity
We now come to the case of finite eccentricity ⑀ Ͼ 0. Table III provides a rough impression about the role of ⑀ in the dynamics of the direction ͑t͒ of the large scale horizontal wind. Starting at small values ͑⑀ Ͻ 0.02͒, no angular dynamics is observed. As discussed above, such absence of rotation can be traced to the exponential decay of w͑t͒. For 0.02Ͻ ⑀ Ͻ 0.06, a periodic or chaotic dynamics emerge ͓e.g., as in Fig. 4͑a͔͒ . Increasing ⑀ even further-from 0.06 to 0.7-the angle becomes unbounded, i.e., the effective change of ͑t͒ covers multiples of 2 rotations ͓e.g., as in Fig.  4͑b͔͒ . Ultimately, for ⑀ ↑ 1 the angular dynamics becomes bounded again, because the ellipsoid tends to degenerate into an ellipse with vertical semi-axis c and horizontal semi-axis a, while the other horizontal semi-axis vanishes b = 0. In this extreme case, is obviously constant. Therefore, since we are particularly interested in the case of small eccentricity and bounded angular dynamics, we set ⑀ = 0.054 in all our subsequent computations corresponding to the sequence periodic/chaotic-bounded in Table III .
E. Model results on the large-scale wind dynamics
Velocity field visualization
In Fig. 5 we show a snapshot of the velocity field, projected into the yz-plane. This kind of visualization best reveals the basic structure of the flow: an elliptical large-scale circulation with decreasing magnitude towards the origin ͑x =0, y =0, z =0͒, where the fluid remains at rest ͓cf. Eq. ͑3.5͔͒.
In particular, for points along z-axis, the velocity components V x and V y ͑the latter visible in Fig. 5͒ involve two amplitudes only, namely: u and v ͓see Eqs. ͑5.4͒-͑5.6͔͒. Thus, in consistence with the experimental measurements discussed in Sec. II, we fix ͑x =0, y =0, z = 0.99͒ as the probing position and then compute the resultant velocity.
Dependence of the mean velocity on the aspect ratio ⌫
Denote the amplitude of the horizontal velocity at ͑x =0, y =0, z = 0.99͒ by V͑t͒ = ͱ V x 2 ͑t͒ + V y 2 ͑t͒. We consider a typical behavior of V͑t͒: For ⌫ = 1.36 and ⑀ = 0.054, Fig. 6 shows that V͑t͒ oscillates around the mean value V Ϸ 0.4 m / s. A Fourier analysis reveals that more than one frequency is involved.
We now focus on how the mean and root-mean-square velocities vary with ⌫. As shown in Table IV , the numerical results for the mean velocity have the same order of magni- tude of the experimental values presented in Sec. II. However, concerning the aspect-ratio-dependence of V , the trends observed in theory and experiment are different: According to the model, V decreases as ⌫ is increased, while the experimental measurements show the opposite-a monotonic increase of V with ⌫. We cannot explain this difference yet. Figure 7 shows a typical time series ͑t͒ for aspect ratio ⌫ = 1.13 and ⑀ = 0.054. In this case, the azimuthal angle is confined to the interval ͓0,͔, with oscillations around the mean value ͗͘Ϸ / 2. Note that when approaches its largest/smallest values in the interval an almost -rotation is triggered. Such event occurs in a relatively short time scale ͑Ϸ0.1 −1 Ϸ 4 s͒, and as shown in the inset of Fig. 7 such fast rotation is not an artificial jump due to discontinuities of the arctan function in Eq. ͑5.7͒.
Dynamics of the azimuthal angle of the horizontal wind
Autocorrelation of the direction of the horizontal wind
To analyze the temporal behavior of the orientation ͑t͒ of the vertical plane of the large scale flow further, we consider its autocorrelation function defined by
where ␦͑t͒ = ͑t͒ − ͗͘ denotes the fluctuation of the angle, and the delay time ͑dimensionalized by −1 ͒.
Figures 8͑b͒, 8͑d͒, and 8͑f͒ show the behavior of the autocorrelation function for the three different sets of Rayleigh numbers and aspect ratios which we have studied in the experiments of Sec. II, see Figs. 3͑b͒, 3͑d͒, and 3͑f͒. Figures  8͑b͒, 8͑d͒ , and 8͑f͒ are the main theoretical result of this paper: First, the figures show the oscillations of the horizontal wind direction on a time scale comparable to the large eddy turnover time. Second, just as found in experiment ͑Sec. II͒, the wind direction displays long memory lasting for hundreds of large eddy turnover times.
In Table V For completeness, we also show the speed autocorrelation C V ͑͒, see Figs. 8͑a͒, 8͑c͒, and 8͑e͒. In contrast to the experimental results, see Figs. 3͑a͒, 3͑c͒, and 3͑e͒, it also shows memory effects. Given that our theoretical model does not include small scale velocity fluctuations caused by plumes and the turbulence activity, this shortcoming had to be expected. The correlation time of the velocity autocorrelation is half of that of the angular autocorrelation. This could already be concluded from the time series for the speed and the angle, see the insets of Figs. 6 and 7: While the angle covers half a period, the modulus of the velocity covers a full period.
VI. DISCUSSION AND CONCLUSIONS
In summary, we have analyzed the wind of turbulence in thermally driven turbulence both experimentally and within a model for very large Rayleigh numbers RaϷ 4·10
11 -7·10 11 and Pr= 0.71. The most important result of this paper is that the oscillations of the large scale wind can be well described with a simple model for the bulk flow dynamics only. The boundary layers and the plumes detach- ing from them are not needed to account for the properties of the oscillations. We therefore call them "inertial oscillations." The analogy between the experimental and the numerical results for the oscillations of the large scale wind direction holds with respect to their typical frequency, their typical amplitude, and also their extremely large angular autocorrelation time, i.e., the very long memory of the largescale wind for its flow. The figures demonstrating the anal- FIG. 8 . Autocorrelation functions C V ͑͒ of the speed V͑t͒ ͓plates ͑a͒, ͑c͒, and ͑e͔͒ and C ͑͒ of the azimuthal angle ͑t͒ of the vertical plane of the wind, resulting from the model equations. In ͑a͒ and ͑b͒ the Rayleigh number is Ra= 7.3ϫ 10 11 and the aspect ratio ⌫ = 1.13; in ͑c͒ and ͑d͒ Ra= 5.5ϫ 10 11 and ⌫ = 1.24; in ͑e͒ and ͑f͒ Ra= 4.3ϫ 10 11 and ⌫ = 1.36. This figure is to be compared with the experimental result shown in Fig. 3 . Both experimental and theoretical angle correlations signal that s ͑i͒ the oscillatory behavior of the wind direction and ͑ii͒ long memory effects. The correlations in the theoretical speed correlation C V ͑͒ reflects the lack of small scale fluctuations in our model equations.
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Oscillations of the large scale wind Phys. Fluids 18, 095105 ͑2006͒ ogy between experiment and the simple inertial model are in particular Figs. 3͑b͒, 3͑d͒, and 3͑f͒ and Figs. 8͑b͒, 8͑d͒, and 8͑f͒, respectively. Our finding that the oscillations of the flow direction are intrinsic to the large scale wind are consistent with Funfschilling and Ahlers's earlier experimental results for much lower Rayleigh number and different Prandtl numbers, 20 but at variance with earlier speculations which seek the origin of the oscillations in details of the BL and plume interaction with the bulk flow: Our inertial model does not know anything of the plumes or the boundary layers. Our results differ from recent measurements by Xi et al. 45 in that we see oscillations only in the angle of the large-scale flow, not in its magnitude. It is possible that these oscillations are of different origin and only the angular oscillations are inertial in their nature.
In this sense the weak side of the dynamical model, namely its obviously unphysical properties such as free-slip boundary conditions and therefore the absense of any realistic boundary layer dynamics, also turns out to be at the same time the strong side of the model: We show that the BL and the plumes do not seem to be necessary to account for the wind direction oscillations. They simply occur as intrinsic precession of the bulk flow. We have however to admit that being able to reproduce a phenomenon does not necessarily mean the model is based on the right mechanism. It is therefore necessary to apply the model to other experiments in future in order to assess its predictive power in a comprehensive manner. 
