In a generic image object recognition or categorization system, the relevant features or descriptors from a characteristic point, patch or region of an image are often obtained by different approaches. These features are often separately selected and learned by machine learning methods. In this paper, the relation between distinct features obtained by different feature extraction approaches from the same original images was studied by Kernel Canonical Correlation Analysis (KCCA). We apply a Support Vector Machine (SVM) classifier in the learnt semantic space of the combined features and compare against SVM on the raw data and previously published state-of-the-art results. Experiment show that significant improvement is achieved with the SVM in the semantic space in comparison with direct SVM classification on the raw data.
INTRODUCTION
The capacity to categorize objects plays a crucial role for a cognitive and autonomous visual system in order to compartmentalize the huge numbers of objects it has to handle into manageable categories. Generic object detection and recognition has recently gained a lot of attention in computer vision (e.g. [1] [2] [3] [4] ). For a generic object recognition system, there are three main stages. At first, features like points or regions have to be detected. These features should be flexible enough to accommodate a wide variety of object categories. Secondly, these features should be normalized or represented to be compared or learnt. Finally, a suitable classifier or recognition algorithm should be provided. In most of these systems, distinct features were handled separately into the classification.
The increase of multimedia data during the past years has raised the issue of having efficient methods to analyze the data. In Ref. 5 , it has been shown that the combination of different types of data is able to give a more accurate result than each component separately. In previous work, 6 we follow this motive using KCCA where we combine image and text extracted from the web for a webpage classification task. KCCA has been successfully applied in information retrieval application such as of cross-lingual 7 and content-based image retrieval 6, 8 where one of two views is used to retrieve the other. In this paper, we follow the idea of combining different components for a generic object classification task, where KCCA was used to learn the semantic feature space between interest point and key point features from the same image and produce a new kernel function for SVM.
In the Sect. 2, the related research are summarized. In Sect. 3, our system is introduced including feature extraction and integration. In Sect. 4, KCCA method is introduced and kernel mapping is designed. In Sect. 5, experimental results are shown for two datasets. The final section gives conclusions and future directions. 
RELATED WORK
Agarwal and Roth 1 used sparse network of Winnows as the learning algorithm for the recognition of cars from side views. For this purpose images were represented as binary feature vectors which included a sparse, part-based representation of objects and spatial relations between them. These features were obtained by moving a window in the whole image and sensitive for the image with wide variety in scale. Complexity of the learning algorithm grows linearly with the number of relevant features and logarithmically with the total number of features.
A different approach to object class recognition was presented by Fergus, Perona, and Zisserman.
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They present a method of learning and recognizing object class models from unlabeled and unsegmented cluttered scenes in a scale invariant manner. Objects are modeled as flexible constellations of parts. A probabilistic model was used for the representation of the object within the image. Using an EM-type learning algorithm they achieved very good recognition performance.
The two previously described methods are based on the model of the object in the image. For image datasets that have a wide variation in scale, views and highly textured background, we find that the models used in Ref. 1, 3 are difficult to estimate accurately.
Recently, Opelt A. et al. 4 provided a new framework for a generic object recognition system that is a modelfree approach to allow flexibility. In this system, the characteristic regions were detected by interest point and key point detectors. These are two successful methods used to detect the low-level features of an image. For one interest point, different local descriptors were calculated as the feature vectors. Finally, Boosting algorithm was used in combining several weak classifiers based on arbitrary and inhomogeneous sets of image features into a final strong classifier. This method can provide very good performance on relatively difficult datasets.
The original idea for interest points detector cames from Harris corner detector. 9 It was originally used to capture the characteristic corner and edge points in an image. Later, it has been extended to several improved versions. Based on the evaluation of interest points by Schmid et al., 10 the improved Harris detector get better results. In application, the scale invariant Harris-Laplace detector 11 and the affine invariant interest point detector 12 both proposed by Mikolajczyk and Schmid are most common ones. Another one proposed by Lowe
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is also very common.
For each image, there are a different number of points and for each point there are a set of feature vectors. Although in the standard Adaboost algorithm, the feature vectors of all samples should be of the same length. In Ref. 4 , all the distance between every feature and every image were calculated in the preprocessing and the best weak learner among them is found as a weak hypothesis in every step of Adaboost algorithm. It is quite a huge computing burden during training.
In this paper, we proposed a modified generic object recognition system with light computing burden and very good performance in comparison with the one in Ref. 4 . 
GENERIC OBJECT RECOGNITION SYSTEM
Our whole system is showed in Fig.1 . There are three main differences in comparison with the one in Ref. 4 . The first difference is that we use clustering in order to reduce the number of features. The second is that we apply KCCA to study the relationship between two distinct features and obtain a new kernel mapping function that can be regarded as a new kernel function and be easily implemented in SVM. Finally, we use SVM instead of Adaboost algorithm for the classification. 
Feature Extraction

Clustering
In order to obtain a simple feature vector for each image, K-means method was used to cluster the features into a uniform frame. In the training process, all the characteristic patch features were clustered by the Kmeans methods. The training patches were clustered into K classes and their centers are in the set 
where d(., .) is the Euclidean distance.
Classifier
We use SVM for the classification in our system. This is due to SVM being a outstanding classifier, that has shown very good performance on many real-world classification problems. Using arbitrary positive definite kernels provides a possibility to extend SVM capability to handle high or even infinite dimensional feature space.
If the binary labels are denoted as y i , the norm-2 soft-margin SVM can be represented as a constrained optimization
s.t.
where C is a penalty parameter and ξ i are slack variables. It can be converted by applying Langrange multipliers into its Wolfe dual problem
The primal optimum solution for w can be represented as a linear combination of the support vectors for which
The dual of the optimization problem can be solved by quadratic programming methods. The final hypothesis is:
It should be mentioned here that only dot products of feature vectors appear in the dual of the optimization problem. Based on it, SVM can be generalized to the case where the decision function is not a linear function of the data. Now suppose we first mapped the data to some other (possibly infinite dimensional) Euclidean space S, using a mapping which we call Φ:
Then of course the training algorithm would only depend on the data through dot products in S, i.e. on functions of the form Φ(x i ), Φ(x j ) . If we define the kernel as
we only need to use K (x i , x j ) in the training algorithm and never need to explicitly even know what Φ is.
Then the dual problem can be represented by
KERNEL CANONICAL CORRELATION ANALYSIS
Brief Introduction of CCA
Canonical Correlation Analysis (CCA) is a method of correlating linear relationships between two multidimensional variables. Proposed by H. Hotelling in 1936,
14 CCA can be viewed as the problem of finding basis vectors for two (or more) sets of variables such that the correlation between the projections of the variables on to these basis sets are mutually maximised. The advantage of canonical correlation over correlation is that it is invariant to affine transformations. Consider linear combination s = a u u and t = a v v, where a is the transpose of a matrix or vector a. u, v are two random variables from a multi-normal distribution, with zero mean. The correlation between s and t is given by the following max au,av
C uu and C vv are the non-singular within-set covariance matrices and C uv is the between-sets covariance matrix.
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Kernel CCA
It may be the case that due to the linearity of CCA, useful descriptors may not be extracted from the data. In Ref. 15, 16 , a complete kernel representation of CCA is presented. Kernel CCA offers an alternative solution by first projecting into a higher dimensional feature space prior to performing the CCA. The KCCA mapping is represented by equation (6) and the kernel function by K (Φ(u), Φ(v)). Due to the curse of dimensionality, the flexibility of the feature projection causes overfitting of the data. Therefore to avoid finding spurious correlations we introduce a regularisation parameter κ to control the flexibility of the feature projection, for brevity we refer the reader to Ref. 16 .
The principle of KCCA is max gu,gv g u K u K v g v (10) s.t.
where K u and K v are kernel matrices defined based on the samples. For the linear case, they can be defined as
Solving equation (10) as an eigenvalue problem, as shown in Ref. 16, 17 . Partial Gram-Schmidt orthogonalization (PGSO) was applied on the kernel matrices to reduce their dimensionality, please see Ref. 16 for details. We can obtain several solutions for ρ and corresponding g u s and g v s. In practice, we only use a subset of the solutions based on all sample feature vectors learnt in equation (10) 
Kernel Mapping
We choose two feature vectorsx 
The combined new feature vectors will be a linear combination of the two mappings:
where δ is a combination factor satisfying δ ∈ [0, 1]. These feature vectors can be used in the SVM classifier. Of course, based on the combined features, further kernels such as Gaussian kernel or polynomial kernel can be defined and used in the SVM classifier.
EXPERIMENT RESULTS
Dataset
Two datasets were used in our experiment. The first one is a very difficult dataset ‡ used by Opelt et. al.
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These images contain the objects at arbitrary scales and poses with highly textured background. There are two categories of objects, persons (P) and bikes (B), and images containing none of these objects (N). We tested the images containing the object (e.g. categories B and P) against non-object images from the database (e.g. category N). The performance was measured with the receiver-operating characteristic (ROC) corresponding error rate 3 . 4 The training set contains 100 positive and 100 negative images. The tests are carried out on 100 new images, half belonging to the learnt class and half not. For this dataset, there are several results published. In our experiment, the selected training and testing dataset are same with Ref. 4 . Fig.2 is some examples of the images.
The second data set is a common one § in the field of generic object recognition of images used by Opelt et al., 4 Fergus et al. 3 and other papers. Motorbikes, airplane and faces are three object datasets and there is also a background dataset.
Experiment Setup
For one image, two types of features were extracted by two different methods. One is from affine invariant interest point detector where moment invariant descriptor was calculated for each interest point. Another is the SIFT feature obtained from key point detector. These features were used in paper Ref. 4 as well. For any image in the two datasets, about from 10 to 3000 characteristic points were detected based on complexity of the images. And K = 400 was used as the number of centers for feature vectors in the clustering. So finally, for one image there are two uniform feature vectors with same length 400.
KCCA algorithm
¶ was used to produce the combined feature vectors. The selection method for regularization parameter κ is the same as in Ref. 16 . Half number of the solutions of KCCA were used in our experiment and § Available at http://www.robots.ox.ac.uk/∼vgg/data/ ¶ Available at http://www.ecs.soton.ac.uk/∼drh/ another parameter δ = 0.5. SVM was then used to classify the object categories against the no-object categories. The program SV M light (Version 5.0) was used in the experiment.
The results were compared to the one in which individual features are classified by SVM. It is also compared with SVM on the mixed features in which two feature vectors were concatenated into one high dimensional vector. These results were also compared with the state-of-art performance obtained by other methods.
Performance
Results on dataset 1
The state-of-art performance of the dataset 1 by using complex Adaboost algorithm was listed in the Tab. 1. The experiments results of our generic object recognition system based on the same two features was listed in the Tab.2. Experiment results showed that significant improvement was achieved by the new combined feature in comparison with classifications by using SVM on both individual features and mixed features. It is also a competitive result in comparison with the state-of-art performance on this dataset. 
Results on dataset 2
The experiments results of our proposed generic object recognition system based on the same two features on dataset 2 was listed in the Tab.2. Experiment results show that very good performance is achieved by our generic object recognition system. There is a significant improvement in comparison with the state-of-art performance from previous papers. Due to the good results of the image generic object recognition by combining the interest points and key point features, it can be regarded that this methodology can be applied to a much wider generic field rather than just generic object recognition. It should be regarded as a general data fusion method of combining two or more sources for increasing the classification accuracy provided by only a single source.
Future work will include the study on how to choose a-priori the best subset of the KCCA solution for the projection into the semantic space. We would like to look into existing and new problems of multimedia application and data, where data fusion and multi-source handling is needed.
