We consider static spherically symmetric solutions of the Einstein equations with cosmological constant Λ coupled to the SU(2) Yang Mills equations. We prove that under relatively mild conditions, any solution can be continued back to the origin of spherical symmetry and that the qualitative behavior of the solutions near the origin does not depend on Λ.
Background

Introduction
We consider the forces of gravity as modeled by Einstein's equations with cosmological constant Λ coupled to SU(2)-Yang Mills fields. In particular, we examine static spherically symmetric solutions. This model gives rise to a system of ordinary nonlinear differential equations. There have been numerous investigations of this system without the cosmological constant (see references). In particular, it has been proved that there exists a one parameter family of solutions that are smooth at the center of symmetry. This family also exists when Λ = 0. There are also a class of solutions which are qualitatively like the Schwarzschild solution and a class of solutions that behave like the Reissner-Nordström solutions ( [7] ). In this paper, we prove that regardless of the value of the cosmological constant, every solution is one of these three types.
The static spherically symmetric Einstein-Yang-Mills equations with cosmological constant take the form of two differential equations for the variables A(r) and w(r):
rA ′ + 2Aw ′ 2 = Φ and (1-1)
where
A is the same A that appears in a spherically symmetric metric written as ds 2 = −C 2 (r, t)A(r, t) dt 2 + 1 A(r, t) dr 2 + r 2 dΩ
2
(1-4)
and w is the same w that appears in the spherically symmetric connection on an SU(2) bundle; namely, ω = a(r, t)τ 3 dt + b(r, t)τ 3 dr + w(r, t)τ 2 dφ + (cos φτ 3 − w(r, t) sin φτ 1 ) dθ.
( [1] [2] [3] [4] [5] τ i are the following matrices which form a basis of su (2):
There is also an equation for C,
(1-6)
However, equation (1) (2) (3) (4) (5) (6) separates from equations (1-1) and (1-2) and yields C(r) = C 0 e r t=0
(2w ′2 /s) ds (1) (2) (3) (4) (5) (6) (7) where C 0 can be assigned arbitrarily. We begin with any point (r,Ā,w, w ′ ) in R 4 withr andĀ both positive and consider the unique solution of equations (1-1) and (1-2) that satisfies (A(r), w(r), w ′ (r)) = (Ā,w,w ′ ). In Theorem 1 we prove that this solution can be continued back to the origin provided that A remains positive on a sequence that approaches the origin. Theorem 2 states that such solution is a member of the one parameter family of solutions whenever A is positive and bounded. Theorem 3 states that any other solution for which A is positive behaves like a Reissner-Nordström solution.
The result of Therorem 2 has been proved in the case Λ = 0 in [5] under slightly weaker hypotheses. However, the arguments used there are not valid if Λ = 0.
Preliminaries
We begin by stating some basic facts regarding solutions to Equations (1-1) and (1-2). 
Proof of Fact 2:
Integrating equation (1-1) with w 2 ≡ 1 yields
where M is an arbitrary constant. With a possibly rescaled t, this is a deSitter space with constant Yang Mills connection,
(1-2)
If w ≡ 0, another simple calculation yields
where c is an arbitrary constant. If, for any r > 0, w ′ (r) = 0 and w 2 (r) = 1 or 0, then by uniqueness of solutions of ordinary differential equations, the solution must be (1-1) or (1-3).
F act 3: There is another known explicit solution; namely Einstein space, when Λ = 3/4, A = 1 − r 2 /2, and w = √ A.
F act 4: Given any Λ and λ there is an interval I λ = [0, r λ ) in which there exists a solution of equations (1-1) and (1-2) with the following properties:
The solution is analytic in the interior of I λ and C 2+α in I λ for a small α > 0.
(III): The solutions depend continuously on λ.
A proof of Fact 4 in the case Λ = 0 can be found in [9] . The same proof is valid with minor modification in the general case Λ = 0.
We define the region Γ = {(r, A, w, w ′ ) : r > 0, A > 0, w 2 ≤ 1 and (w, w ′ ) = (0, 0)}.
and set r c to the smallest value of r that satisfies A(r c ) = 0 if such an r exists and set r c = ∞ if no such r exists. This gives the following:
F act 5: Suppose for some r 0 ≥ 0, (r 0 , A(r 0 ), w(r 0 ), w ′ (r 0 )) ∈ Γ but (r e , A(r e ), w(r e ), w ′ (r e )) / ∈ Γ for some r e ∈ (r 0 , r c ). Then (r, A(r), w(r), w ′ (r)) / ∈ Γ for all r ∈ [r e , r c ).
Proof of Fact 5:
At r e one of the following must hold:
: (w(r e ), w ′ (r e )) = (0, 0), or (3): w(r e ) 2 > 1.
We now examine each of these cases.
Case 1. r e = r c and there is nothing to prove.
Case 2. From Fact 2, w ≡ 0, contrary to the hypotheses.
Case 3. We assume the contrary; namely, that there exists an r 1 > r 0 such that w(r 1 ) = ±1 with sign agreeing with that of w when it leaves Γ. Because the equations are smooth in the region [r 0 , r 1 ], w is also smooth in this region. It follows that there exists aρ ∈ (r 0 , r 1 ) that satisfies w 2 (ρ) = 1 and
We may therefore assume that w ′ (ρ) = 0. Thus, there exists also anr ∈ (ρ, r) such that w ′ (r) = 0 and w ′′ w(r) < 0; (see Figure 1 ). But equation (1) (2) shows that this is impossible. Figure 1 .
To avoid repeating the same argument several times, we state the following basic calculus Lemma:
Extending Solutions
Our first result is the following: Theorem 1. Letr,Ā > 0 be arbitrary and let A(r), w(r) be any solution of (1-1) and (1-2) satisfying A(r) =Ā, valid in a neighborhood (r 0 , r 1 ) of r. Define r 0 ≥ 0 be the smallest r to which the solution can be extended. If lim rցr 0 A(r) > 0, then r 0 = 0.
Proof: It follows from standard theorems that r 0 > 0 only if one of the following holds:
We eliminate all of these possibilities in each of the following cases: Case 1. In Lemma 6 we will prove that lim rցr 0 A(r) = A 0 exists and that A 0 > 1. Thus, r 0 cannot be greater than 0 on account of condition (A). The other possibilities are eliminated according to the scheme shown in Figure 2 in the case A 0 = ∞ and as shown in Figure 3 for the case A 0 < ∞. Figures 2  and 3 should be read as follows: at each node of the tree, we assume that everything up to and including the root is true. What is cited in parentheses excludes the possibility that under the assumptions, r 0 > 0. It is obvious that the terminal branches of these trees exhaust all of conditions (B), (C), and (D).
Case 2. All of the possibilities are eliminated as shown in Figure 3 .
Case 3. We assume r 0 > 0. Then for any M > 0, there exist ρ M that satisfy 0 < r 0 < ρ M , 0 < A(ρ M ) ≤ 1, and
This contradicts equation (1-1) and establishes that r 0 = 0. Proof: We assume that r 0 > 0 and will arrive at a contradiction. Without loss of generality, we may also assume that lim rցr 0 w(r) = +∞. Then, from an argument similar to that used to prove Fact 5, we have lim rցr 0 w(r) = +∞. Consequently, lim rցr 0 w ′ (r) = −∞. We assert that there exists a neighborhhod U = (r 0 , r 0 + ǫ) such that w ′ (r) < 0 for all r ∈ U. Indeed, equation (1-2) implies w ′′ (ρ) > 0 for any ρ that satisfies w ′ (ρ) = 0 provided that ǫ is sufficiently small so that w(1 − w 2 ) < 0 for all r ∈ U and that ρ ∈ U. Consequently, w ′ can have only one sign near r 0 . Clearly this sign must be negative.
We next prove that
To this end, we consider the following equation which is obtained easily from equations (1-1) and (1-2):
It is clear from Equation (2-2) that (Aw ′ ) ′ > 0 for all r ∈ U. This implies that lim rցr 0 Aw ′ (r) exists. Because lim rցr 0 A(r) exists and is nonzero, lim rցr 0 w ′ (r) also exists. Since lim rցr 0 w(r) = +∞, the only possible limit for w ′ is −∞. This establishes equation (2-1). To complete the proof, we write equation (1-2) in the following form:
For all r ∈ U, the term inside the square brackets is negative. Also, equation (2-1) gives η > 0 such that w ′ (r) < −η < 0 for all r ∈ U. It follows that w ′′ < 0 throughout U. But this contradicts equation (2-1).
Lemma 3. Suppose lim rցr 0 A(r) > 0 and lim rցr 0 w(r) < lim rցr 0 w(r). Then r 0 = 0.
Proof: We assume r 0 > 0 and will obtain a contradiction. As in Fact 5, equation (1-2) implies lim rցr 0 w 2 (r) ≤ 1. We now claim that for any ǫ > 0 and M > 0, there existr(ǫ, M) close to r 0 with |w ′ (r)| < ǫ and |w ′′ (r)| > M. Because lim rցr 0 w(r) does not exist, there exist sequences {r n } ց r 0 such that w ′ (r n ) = 0, w(r n ) → lim rցr 0 w(r), and {s n } ց r 0 such that w ′ (r n ) = 0, w(s n ) → lim rցr 0 w(r). Without loss of generality, we take r n < s n < r n−1 . The Mean Value Theorem gives t n ∈ (s n , r n−1 ) such that
Clearly, this goes to ∞ as n → ∞. Similarly, we can find u n , r n < u n < s n such that w ′ (u n ) → −∞. Now, for any ǫ > 0, we define V n (ǫ) = (a n , b n ) to be the largest open neighborhood of r n in which |w ′ | < ǫ. Each V n is nonempty. Also, for sufficiently large n, V n contains neither t n nor u n . Thus (b n − a n ) → 0. Applying the Mean Value Theorem again shows that there existr n ∈ V n that satisfy
This proves the claim. Finally, we write equation (1-2) as
Because w andr are bounded, ǫ can be chosen to be sufficiently small and M chosen to be sufficiently large so that the first term in equation (2-3) dominates. Therefore the left side of equation (2-3) will be nonzero, giving a contradiction. The result follows. Proof: We assume r 0 > 0 and will obtain a contradiction. Clearly,
and, without loss of generality, we assume that lim rցr 0 w ′ (r) = +∞. Then,
This implies that lim rցr 0 (ln(w)) ′ = −∞; i.e, for any M > 0 there exists an r near r 0 with w ′ (r) > 1 and w ′′ (r)/w ′ (r) < −M. We now choose M to be sufficiently large so that
This is possible because the first term on the left can be made large and negative, the second term will be at most a bounded positive number, and the third term will be bounded. However, inequality (2-4) contradicts equation (1) (2) . The result follows.
Lemma 5. Suppose lim rցr 0 A(r) = +∞ and lim rցr 0 w ′ 2 (r) < +∞. Then r 0 = 0.
Proof: Equation (1-1) can be written as
We assume r 0 > 0 and will obtain a contradiction. The right hand side of equation (2-5) approaches 0 whereas there exists some positive M such that 1 + 2w ′ 2 < r 0 M in a neighborhood U = (r 0 , r 0 + ǫ). Thus,
Integrating inequality (2-6) on any interval (r, r 2 ) ⊂ U gives
Taking the limit in inequality (2-7) as r ց r 0 yields
This contradicts our hypothesis. Proof: We define
A simple calculation using equation (1-1) yields
is the unique solution of equations (1-1) and (1-2) that satisfies w(ρ) = 1, w ′ (ρ) = 0, A(ρ) =Ā. However, our assumptions imply that the term in the square brackets of equation (2-10) 
To finish the proof, we need to consider the remaining case; namely, the case when
We first note that this implies µ ′ (ρ)/ρ > 0. Also, our assumptions imply that µ(ρ)/ρ 2 ≤ 0. Therefore
We now suppose that there existr ∈ (r 0 , ρ) such that (µ/r) ′ (r) = 0.r can always be chosen so that µ(r)/r < 0. Then,
Equation (2-11) contradicts equation (2) (3) (4) (5) (6) (7) (8) (9) . It follows that in the interval (r 0 , ρ), (µ ′ /r) ′ > 0; i.e.,
Since A ′ is bounded from above, it follows that lim rցrc A(r) exists. Also from equation (2-12) and the fact that A(ρ) ≥ 1 − Λρ 2 /3 it is clear that lim rցrc A(r)
Throughout this section, we assume (A(r), w(r)) is a solution that satisfies the hypotheses of Theorem 2. We will first prove that lim rց0 w 2 (r) = 1 and then use this together with Lemma 8 to prove that lim rց0 w ′ (r) exists. Theorem 2 will follow.
We begin with the following Lemma 7. lim rց0 w 2 (r) = 1.
Proof: Equation (1-2) shows, by arguments similar to those used to prove Fact 5 or from Fact 2, that lim rց0 w(r) exists whenever there exists anr such that w 2 (r) ≥ 1. Consequently, we may assume that there exists a ρ > 0 such that w 2 (r) < 1 whenever r ∈ (0, ρ). Also, it is easy to see from equation (1-1) and Lemma 1 that the assumption that lim rց0 A(r) < 1 forces lim rց0 w 2 (r) = 1.
We now assume, without loss of generality, that −1 ≤ lim rց0 w(r) < lim rց0 w(r) ≤ 1. Equation (1-2) implies that either lim rց0 w(r) ≤ 0 or lim rց0 w(r) ≥ 0 since w ′′ w(r) < 0 whenever w ′ (r) = 0. There exists, therefore, a sequence {r n } ց 0 such that w(r n ) → lim rց0 w(r) and w ′ (r n ) = 0. There also exists a sequence {s n } such that
We choose any δ ∈ (0, 1),Ã 1 > A 1 , and define
Also, for each n, we define r 0 n = min{r > r n : w(r) = 0} and r δ n = min{r > r n : w(r) = δ}. If w(r n ) > 1 − cr n , we define t n = min{r > r n : w(r) = 1 − cr} whereas if w(r n ) ≤ 1 − cr n , we set t n = r n (See We will prove that, for sufficiently large n, there can be no s n . This will be our contradiction.
From equation (2-2) it is clear that for each n, s n ∈ [r m , r 0 m ] for some m. No generality is lost by assuming n = m. Also, it is obvious that for sufficiently large n, t n < r δ n . We now consider the three intervals in which s n could possibly lie:
(1): s n ∈ [r n , t n ], (2): s n ∈ (t n , r 
Case 1. In this interval w(1 − w
2 )/r = w(1 + w)(1 − w)/r < 2c; i.e., w(1 − w 2 )/r is bounded from above. Since we are assuming w ′ (s n ) ց −∞, equation (2-2) implies s n cannot be in this interval.
Case 2. If t n = r n we can ignore this case. Otherwise, we note that from the definition of t n , it follows that
Also, throughout the interval (t n , r δ n ),
Substituting this into equation (1-2) gives
We now consider the function
Since w ′′ < 0, we have
Substituting equations (3-3), (3) (4) and (3-7) into equation (3-6) yields
The last inequality follows from equation . Equations (2-2), (3) (4) (5) , (3) (4) (5) (6) (7) (8) , , and (3-2) now yield -9) i.e., s n cannot be in the interval (t n , r δ n ).
Case 3. For n sufficiently large, equation (1-2) gives
for any r ∈ [r δ n , r 0 n ]. The last inequality follows for arbitrary positive ǫ < c 2 − (1 − A 0 ) from equation . This is because, for any such ǫ,
throughout the interval [t n , r 0 n ] for sufficiently large n. We have also used the fact that w ′ < 0 in this same interval. We now choose an arbitraryδ ∈ (δ, 1). Because lim nր∞ w(t n ) = 1, for sufficiently large n and arbitrary r ∈ [r δ n , r 0 n ], w(r) − w(t n ) < −(1 −δ).
(3-11)
Substituting equation (3-11) into inequality (3-10) yields
Finally, we substitute inequality (3-12) into equation (2-2) to get, for large n,
It is clear that for sufficiently large n, the first term on the right side of inequality (3-13) dominates. Thus, for sufficiently large n, (1): For any ǫ > 0, there exists an r 0 > 0 with 1 − ǫ < w(r) < 1 and w ′ (r) < 0 for all r ∈ (0, r 0 ), and (2): For any ǫ > 0, there exists an r 0 > 0 with 1 < w(r) < 1 + ǫ and w ′ (r) > 0 for all r ∈ (0, r 0 ).
We consider only Case 1; the proof for Case 2 being similar. The existence of lim rց0 w ′ (r) is a consequence of the following:
There exists an r 0 independent of ǫ such that if for any ǫ > 0 and for any b ∈ (0, r 0 ),
for all r ∈ (0, b).
Proof: For any ǫ > 0 we define
and define also
U ǫ is nonempty since it contains 0.. It is also clear that U ǫ is closed; i.e., a ǫ ∈ U ǫ . Next, in the interval [a ǫ , b], we define
Since ǫ is constant, we denote g(ǫ, r) also by g(r). We now prove a ǫ = b. 
provided r 0 is small enough so that w(1 + w) > 1 for all r ∈ (0, r 0 ). We have also used the fact that Φ < 1. From Equation (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) , it is obvious that there can be no c. The result follows.
Lemma 9. lim rց0 w ′ (r) exists and is finite.
Proof: We refer to equation (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) which, for each solution, is defined on [0, ∞] × (0, r c ) for some r c > 0. We now define the set O = {ǫ ≥ 0 : there exist ρ ǫ > 0 such that g(ǫ, r) > 0 for all r ∈ (0, ρ ǫ )}.
In addition, we defineǭ
If there exist ǫ and ρ ǫ such that g(ǫ, r) ≡ 0 in (0, ρ 0 ) then there is nothing to prove. Consequently, we assume this is not the case. We first prove thatǭ is well defined. O is nonempty since 0 ∈ O. Also, for any ǫ ∈ O, if ǫ > 1, for all r ∈ (0, ρ ǫ ),
and, as a consequence of equation (1-1), there exist η > 0 such that in the same interval,
Lemma 1 then implies lim rց0 A(r) = ∞, contrary to our hypothesis. We conclude thatǭ ≤ 1. In particular,ǭ < ∞ and so is well defined. We claim also that O is closed. To prove this, we choose arbitrary ǫ 0 / ∈ O. There exists a ρ 0 ∈ (0, r 0 ) such that g(ǫ 0 , ρ 0 ) ≤ 0. By Lemma 8, g(ǫ 0 , r) ≤ 0 for all r ∈ (0, ρ 0 ). Because w ≡ 1 + ǫ 0 r in a neighborhood of the origin, there existr ∈ (0, ρ 0 ) such that g(ǫ 0 ,r) < 0. Now, for ǫ sufficiently close to ǫ 0 , g(ǫ,r) < 0 also. Applying Lemma 8 again gives g(ǫ, r) ≤ 0 for all r ∈ (0,r); i.e., ǫ ∈ O for ǫ sufficiently close to ǫ 0 . This proves O is closed. As a consequence,ǭ ∈ O.
We now consider the two following possibilities:
(1a):ǭ > 0, and (1b):ǭ = 0.
Case 1a. Equation (1-2) gives
whenever w ′ < 0 since Φ < 1. We prove that
From equation (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) it follows that if lim rց0 w ′ (r) < −ǭ, for any η > 0, we can find a sequence {r n } ց 0 such that w ′ (r n ) > −ǭ − η and w ′′ (r n ) = 0. We choose η <ǭ/3. Now, on any such sequence,
because w(r n ) ր 1. Equation (3-17) then gives w ′′ (r n ) < 0. Thus, we can find no such sequence and, as a consequence, lim rց0 w ′ (r) exists. Clearly 0 ≥ lim rց0 w ′ (r) ≥ −ǭ gives w ′ a finite limit. It remains to establish equation (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) . To this end, we define δ(r) by w(r) = 1 −ǭr − δ(r).
(3-19)
We first note that δ(r) ≥ 0 for all r ∈ (0, r 0 ). Finally, we choose a sequence {r n } ց 0 such that δ(r n )/r n ց 0. The Mean Value Theorem yields a sequence {s n } → 0 such that
Clearly, w ′ (s n ) → −ǭ. This establishes equation (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) and completes the proof of Lemma 9 in Case 1a.
Case 1b. For any ǫ > 0, there exists a sequence {r ǫ n } ց 0 such that for each n, 1 − ǫr ǫ n < w(r ǫ n ) < 1. From the Mean Value Theorem and the fact that A < A 1 , it follows that for any ǫ > 0, there exists a sequence {r n } ց 0 such that −ǫ/A 1 < w ′ (r n ) < 0. Therefore
Also, Lemma 8 provides a ρ > 0 such that 1 −ǫr < w(r) < 1 for all r ∈ (0, ρ).
From equations (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) (21) (22) and it follows that
whenever r ∈ (0, ρ). Since ǫ > 0 is arbitrary, the result follows.
The next simple Lemma eliminates any ambiguity in defining w ′ (0). It does not depend on our particular equations.
Lemma 10. Whenever lim rց0 w ′ (r) exists and is finite and w is differentiable at r = 0, w ′ is continuous at 0.
Proof: Our assumptions imply lim rց0 w(r) exists and is finite. From the definition of a derivative, for any ǫ > 0 there exists a sequence {r n } ց 0 such that
The Mean Value Theorem yields a sequence {s n }, 0 < s n < r n such that
i.e., lim nր∞ w ′ (s n ) = w ′ (0). Since we assume lim rց0 w ′ (r) to exist, it must also equal w ′ (0).
We denote lim rց0 w ′ (r) by w ′ 0 .
Proof of Theorem 2:
What remains is to proved that lim rց0 A(r) = 1 and w ′ 0 = 0. We first prove that lim rց0 A(r) exists. Equation (1-1) gives, for any sequence {r n } ց 0 that satisfies A ′ (r n ) = 0,
L'Hôpital's rule applied twice to (1 − w 2 ) 2 /r 2 proves that the expression on the right side of equation (3- 
A is greater than 1
In this section, we prove the following result: 
