Abstract-This paper considers a belief propagation algorithm over pairwise graphical models to develop low-complexity iterative multiple-input multiple-output (MIMO) detectors. The pairwise graphical model is a bipartite graph where a pair of variable nodes are related by an observation node represented by the bivariate Gaussian function obtained by marginalizing the posterior joint probability density under the Gaussian input assumption. Specifically, we consider two types of pairwise models: the fully connected and ring-type. The pairwise graphs are sparse, compared with the conventional graphical model introduced by Bickson et al., insofar as the number of edges connected to an observation node (edge degree) is only two. Consequently, the computations are much easier than those of maximum likelihood (ML) detection, which are similar to the belief propagation (BP) that is run over the fully connected bipartite graph. The link level performance for non-Gaussian input is evaluated via simulations, and the results show the validity of the proposed algorithms. We also customize the algorithm with Gaussian input assumption to obtain the Gaussian BP run over the two pairwise graphical models, and for the ring-type, we prove its convergence to the linear minimum mean square error (MMSE) estimates. Since the maximum a posterior (MAP) estimator for Gaussian input is equivalent to the linear MMSE estimator, it shows the optimality of the scheme for Gaussian input.
I. INTRODUCTION

R
ECENT works on multi-input and multi-output (MIMO) detections have mainly been focused on the so-called sphere decoding [1] - [6] . Sphere decoding is a two-stage detector in which the channel matrix is first converted into an upper triangular form, and utilizing this structure, a tree search is used for joint data detection. Since the full tree search has the same complexity as maximum likelihood (ML) detection, a sort of reduced search algorithm is applied by limiting the search space, e.g., the number of candidate symbols or radius at each tree search stage. One advantage of sphere decoding is that it can, by choosing an appropriate value of radius or list size, provide a tradeoff between performance and complexity. The performance of sphere decoding has been shown to be quite close to that of ML with a reasonable level of complexity [6] . To produce soft decisions required for channel decoding, however, the search space cannot be set too small.
Another type of MIMO detector, which has received little attention, is the channel truncation approach in [7] - [10] . This approach is also a two-stage detector, where the channel is first converted into a bi-diagonal or, more generally, a poly diagonal form [9] , [10] and, utilizing the effective channel structure, a trellis search, e.g., the Viterbi algorithm or the forwardbackward algorithm [11] , [12] , is used for post-joint detection. The method is similar to the concatenated channel-shortening equalizer and maximum likelihood sequence estimator (MLSE) for the inter-symbol interference channel [13] . By employing channel shortening, rather than channel inversion, the noise enhancement that severely affects the performance can be eased, while the amount of interference is limited, allowing maximum likelihood sequence estimation (MLSE) to be implemented with less complexity.
Bit-based probabilistic data association [14] is another approach to low-complexity MIMO detection particularly for higher order quadrature amplitude modulation (QAM). In [14] , a matrix representation is introduced to represents symbol mapping, by which it can be considered as a linear processing and can be combined as part of MIMO channel giving us a room for complexity reduction for higher order QAM.
Another class of MIMO detection worthy of attention is graph based detection [15] - [21] . The approaches are based on the belief propagation (BP) algorithm [22] , [23] . This algorithm has also been extensively studied for the decoding of channel codes, such as the turbo codes and low density parity check codes. In these approaches, the MIMO channel is modeled as a fully connected bipartite graph, which consists of multiple N observation nodes representing the received signal, multiple M variable nodes representing the hidden data, and the edges connecting the observation nodes with the variable nodes. The resulting graph has the maximal edge degree, i.e., every observation node is connected to every variable node. When applying the BP algorithm [22] or the sum-product algorithm [23] to such graphs, the complexity is as high as the ML or maximum a posterior (MAP) detector. This is mainly due to the metric computation and the marginalization operation required for the message update at the observation nodes.
To reduce the computational complexity, the Gaussian BP has been considered in [17] and [18] , where the input data and messages are all assumed to be Gaussian so that the 0018-9545 © 2013 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
message and posterior probability can be represented by a pair of mean and variance, resulting in a very simple message update rule. As shown in [17] and [18] , however, the algorithm converges (though not always) only to the linear minimum mean squared error (LMMSE) solution, which is inferior to the ML detector for non-Gaussian input. On the other hand, [19] and [21] studied complexity reduction via model simplification. Particularly, in [19] , to reduce the edge degree, some edges in the fully connected bipartite graph were pruned based on the strength of the channel coefficients. By doing so, not only is the number of messages reduced, but the marginalization operation on observation nodes can be performed at much less cost as well. Reduction in the marginalization cost is exponential with the edge-degree reduction, resulting in far less complexity than ML. The problem here, however, is that the performance loss is severe with the edge-degree reduction.
Other interesting graph-based approaches are those in [21] , [24] - [26] , based on pairwise Markov random field (MRF) [27] . In MRF, we have only one type of node representing the hidden data and the edges reflecting the local dependency among them. The local dependency is represented by potential functions and, specifically in pairwise MRF, they are functions of one or two variables. In fact, as noticed in [21] , [24] , and [26] (as well as in [17] and [20] ), a multivariate Gaussian function can be decomposed into a product of functions of one or two variables, resulting in a fully connected pairwise MRF. On the other hand, in [21] , noticing that BP may not work well for a loopy graph, the authors proposed a tree approximation on the basis of Kullback-Leibler distance (KLD) optimality criterion. In [24] , the same authors proposed using the potential functions obtained by 2-D projection.
In this paper, we investigate a similar approach to the pairwise MRF based MIMO detector, but with different formulation, i.e., instead of using the potential functions obtained from the direct decomposition of multivariate Gaussian function [21] , [25] , [26] or from the 2-D projection in [24] , we propose using the functions obtained by marginalizing the posterior joint probability density under the Gaussian input assumption. The main advantage of this proposition over the one in [21] , [25] , and [26] is that the proposed scheme works well for higher modulation orders, such as 16QAM, while those in [21] , [25] , and [26] do not. In addition to the fully connected pairwise graph, we also consider the ring-type pairwise graph over which the BP based detection algorithm has even less computational complexity than the BP over the fully connected pairwise graph. The proposed scheme can be regarded as an edge pruning technique, similar to the one in [19] . Unlike that of [19] , however, the pruning is performed by a linear transformation and the performance degradation compared to the ML/MAP detector is shown to be reasonable even with an edge degree of two. This paper is organized as follows. In the following section, we briefly review the ML/MAP and the graph-based approach to MIMO detection. In Section III, the proposed iterative detection algorithm is presented based on the fully connected and ring-type pairwise models, respectively, for non-Gaussian input. In Section IV, we customize the proposed algorithms under Gaussian input assumption (Gaussian BP) and discuss its convergence property. The performance is extensively evaluated and compared via link-level simulations in Section V, and finally, in Section VI, the concluding remarks are given.
II. SYSTEM MODEL, MAP AND GRAPH-BASED DETECTION
System Model: A Gaussian MIMO system with an N × M channel matrix H(N ≥ M ) is modeled as
where x is an M × 1 transmitted data symbol vector, n is an N × 1 noise vector, y is an N × 1 received signal vector, and h m is the mth column of H. The noise vector n is assumed to be complex Gaussian with mean 0 and covariance E[nn H ] = σ 2 I, and the transmitted data symbol vector x is assumed to have mean 0 and covariance matrix E[xx H ] = I, where E(·) denotes expectation. In practice, each element of x is usually a 2 m -ary symbol drawn from a finite alphabet set Ξ of size 2 m such as quadrature phase-shift keying (QPSK) and 16-QAM, for which m = 2 and 4, respectively.
MAP Detection: The maximum a posteriori (MAP) detector selects x that maximizes the a posteriori likelihood
where
with CN (y; μ, C) representing a multivariate complex Gaussian probability density function (PDF) of mean μ and covariance C defined as
where the superscript H denotes Hermitian transpose. The search space of the MAP is an M -dimensional space Ξ M , and the complexity is O(2 mM ). When using concatenated channel coding and MIMO, a MIMO detector is required to produce soft-decision values, i.e., log-likelihood ratio (LLR). Denoting the jth data symbol as x j (b j1 , b j2 , . . . , b jm ), where b j,k is the kth bit contained in x j . Then, LLR of b jk can be obtained by first marginalizing p(x|y) over where A is the normalizing constant, and x j 's are assumed to be independent of each other. In (3), p(x j ) is the a priori probability of x j , which is assumed to be uniformly distributed, i.e., p(x j ) = 1/2 m for a modulation size of 2 m . The LLR for each bit is then computed as
Graph-Based Detection (BP Over Fully Connected Bipartite Graph):
The MAP detections in (3) is useful for turbo equalization [28] , where one can find a vast amount of literature showing the validity of iterative MIMO detection and channel decoding. Although turbo equalization is not our main focus in this paper, it is worthy of paying attention to the iterative detection, particularly the one in [19] , i.e., the BP over the fully connected bipartite graph. In fact, the MAP detection in (3) can be regarded as a BP that is run over the singly connected factor graph as shown in Fig. 1(a) , where each variable node, representing a data symbol, first passes a priori information to the observation node labeled by the received vector, y. The observation node then provides each variable node with the corresponding a posteriori likelihood by computing the marginalization in (3) . Since the graph is singly connected and all variable nodes are connected via one observation node, the BP over this graph will surely converge, in one iteration, to the correct a posteriori probability. The graph-based detection in [19] , on the other hand, is a BP over the fully connected bipartite graph as shown in Fig. 1(b) , where the marginalization is performed separately for each observation node and they are then combined to produce the belief and the extrinsic information on each data symbol. The algorithm in [19] can be summarized as follows.
BP 1 over the fully-connected bipartite graph [19] For given a priori probability of x j , which is assumed to be uniformly distributed, i.e., p(x j ) = 1/2 m for a modulation size of 2 m (1) Initialization:
(2) Observation node computation:
(4) Variable node computation:
The message update (5)-- (7) are repeated by a pre-defined number or until the belief does not change any more.
and, by combining (5) and (6), we see that, at the first iteration
which is certainly different from p(x j |y) in (3). That is, in BP 1, we first marginalize p(x|y k ) for each received signal y k to obtain p(x j |y k ) and, then, the belief is obtained by their product, while, in MAP, we just marginalize p(x|y), once and for all. Note also that since the marginalization in (5) is performed over M − 1-D space and must be performed for the total number 2 m states of x j , the complexity for one iteration is the same as that of MAP and the total complexity is multiplied by the number of iteration resulting in far complex computation than that of MAP detection. Regardless of its complexity, however, it provides a base structure for the development of low-complexity detector.
Complexity Reduction via Edge Pruning: To reduce the computational burden of the marginalization in (5) for nonGaussian input, [19] proposed pruning some edges of which the corresponding variable and observation nodes are weakly coupled together, e.g., those variable-observation node pairs with small values of |h jk |. By using only d f < M edges per observation node (i.e., pruning M − d f edges), the complexity is reduced by a factor of 1/2 m(M −d f ) relative to the ML/MAP or the BP 1 of complexity O(2 mM ). Here, d f is the edge degree. The problem with this scheme is that d f must be large enough to ensure a reasonable performance, as shown in [19] .
III. DETECTION ALGORITHM BASED ON PAIRWISE GRAPHICAL MODELS
Here, we develop low-complexity iterative MIMO detection algorithms based on the pairwise graphical models. We consider two types, namely, the fully connected and the ring-type, and derive the corresponding BP algorithms that work for nonGaussian input. As will be shown below, BP over the ring-type pairwise graph is, with a slight difference, effectively equivalent to the one in [10] .
A. BP Based on Pairwise Markov Random Field
Our starting point is the BP algorithm based on pairwise Markov random field (MRF) in [18] , [20] and [26] . MRF is an undirected graph that describes local dependencies among a set of random variables. In MRF, the joint PDF of all random variables involved can be represented by a product of the joint PDF of each clique. 1 The pairwise MRF means that a joint PDF (of all variables involved) is represented by a product of joint PDFs with only two variables corresponding to an edge connecting any two neighbors. Let V = {1, 2, . . . , M} be the set of nodes in the MRF corresponding to the random variables x 1 , x 2 , . . . , x M , respectively, and let E be the set of all edges connecting these nodes. For a compact expression, we also denote the edge connecting nodes j and k as e(j, k) and the set of neighbors of the jth node as V (j). In pairwise MRFs, the a posteriori joint function p(x 1 , x 2 , . . . , x M |y) is modeled by a product of pairwise potential functions [18] , [27] , e.g.,
where ψ(x i ) is self-potential assigned to each node, and φ(x i , x j ) is the edge potential assigned to each edge. Such modeling based on a pairwise MRF can also facilitate the marginalization to finally obtain the marginal distribution for each random variable. Denoting the (incoming) message from the ith to the jth node as π i→j (x j ), the BP through the pairwise MRF can be described as [18] 
where α is the normalizing constant, and V (i)\ j is the set of neighbors of node i excluding node j. Note that we follow the convention in [18] , [20] , and [26] to describe the message passing over a MRF, where only one type of node, say the variable nodes, exist, and the message flies between these variable nodes.
When we use a bipartite graph as shown in Fig. 1 (b), we need to define two types of messages, i.e., one from variable node to observation node and the other from observation node to variable node, which can be easily obtained by dividing (9) into two separate steps, i.e., λ i→j (
Here, we can say that the incoming messages are combined first to produce the extrinsic information, k∈V (i)\j π k→i (x i ), and they are then "translated" by the potential function ψ i (x i )φ ij (x i , x j ). The belief on the variable x j is given by
The potential functions in (8) is given by a fatorization of the joint a posteriori probability. Specifically, in [18] , [26] , the potential function is obtained by decomposition of multivariate Gaussian function, i.e.,
and * denotes complex conjugate. In fact, such decomposition gives us a fully connected pairwise MRF and is exact in the sense that (8) with the functions in (11) is exactly the same as the joint Gaussian PDF. It has been shown in [17] and [18] that, with (11), the BP over the fully connected pairwise MRF results in the MMSE solution if it converges (though the convergence is not always guarateed for arbitrary channel matrices). Most of all, however, it does not work well for non-Gaussian input, and the performance is shown to be inferior to the ML/MAP detector, particularly for higher order modulation.
B. Proposed BP Algorithm Over Pairwise Graphical Models
In this paper, we propose using the following message passing rule:
wherep(x j |x i , y) is the conditional a posteriori probability derived under the Gaussian input assumption to be discussed shortly. Compared with (9), the potential function in (9) is replaced withp(x j |x i , y). Note, however, that it is not a factor of the a posteriori probability in (1), unlike those in (11) . The trick here is to usep(x j |x i , y) obtained under Gaussian input assumption to approximate the marginal PDF of nonGaussian data. Note also that although the translation functioñ p(x j |x i , y) is obtained under the Gaussian assumption on the data symbol, the message itself π i→j (x j ) is not treated as Gaussian. The rationale of usingp(x j |x i , y) is to reduce the computational complexity. Let p(x j |x i , y) be the true conditional a posteriori probability without the Gaussian assumption. Further assume that, after many iterations, the extrinsic information k∈V (i)\j π k→i (x i ) for the ith node (a neighbor of the jth node) converges to its true a posteriori marginal distribution p(x i |y). Then, with an appropriate normalizing constant, we also have π i→j (x j ) → p(x j |y) for the jth node, which means, once converged, this translation function ensures that the final belief is given by the true marginal a posteriori distribution. This is actually a non-sense since, before we run the algorithm, we need first to compute p(x j |x i , y), which, however, has a complexity of ML detection. Hence, at this step, we assume x j 's are all Gaussian to obtainp(x j |x i , y), of which the computation is much simpler, which will be discussed shortly. It is a simple trick to usep(x j |x i , y) obtained under Gaussian input assumption to approximate the true posterior marginal for non-Gaussian input (i.e., p(x j |y)).
On the other hand, the conditional PDF,p(x j |x i , y), under Gaussian input assumption can be easily obtained from the following simple probability relations, i.e.,
wherep
with
for Φ = {i, j} or {i}. In the second equality in (13), we used the independence assumptions on x j 's. Moreover, the Gaussian input assumption leads us to a much simpler form. First, define the conditional MMSE estimator for
and y j|i = c H j|i y such that
Then, (13) can be rewritten as
In (23), we used p(x j ) = CN (x j ; 0, 1). Plugging (22) and (23) into (21) and by replacing p(x j ) with CN (x j ; 0, 1), we have the simplified translation function from the derivation in the Appendix
where, in the last line, we used the fact that a j|i,j is real valued and is equal to σ 2 j|i . Note that in (24) , the mean is the conditional MMSE estimate of x j given x i .
Using the equations from (17)- (24), the proposed message passing rule can be summarized as follows.
BP 2 over the fully-connected pairwise graph
Given the messages in the previous iteration, π k→i (x i ),
(1) Compute the extrinsic information for all pairs (i, j) with i = j.
withp(x j |x i , y j|i ) given by (24) . The above message passing is computed for all edges in both directions, and they are repeated by a pre-defined number or until the messages do not change any more. The belief is finally obtained the same as that in (10) .
Note that the above algorithm uses two types of message and can be efficiently described by a message passing over a bipartite graph in Fig. 2(a) , where the observations used for the message translation from the jth variable node to the ith and its reverse is clearly denoted by y j|i and y i|j , respectively.
3 It is also interesting to note that the above algorithm is similar to the algorithms in [9] and [10] with two differences. One is in the underlying structure and the other in message translation. To clarify the similarity and difference, we consider the ring-type bipartite graph shown in Fig. 2(b) . In this ring-type graph, each (variable) node has only two neighbors, and hence, in the computation of extrinsic information, the incoming message from one neighbor is simply passed to the other and the detection algorithm can be described more concisely and clearly as follows (even though BP2 can be generally applicable to any pairwise graphical model).
BP 3 over the ring-type pair-wise graph (Forward-backward recursion)
(1) Variable node to observation node message
(2) Observation node to variable node message (28) withp(x j |x i , y j|i ) given by (24) . After a pre-defined number of iterations, the belief is finally obtained by
From (27)- (29), (·) M denotes the 1-base modulo-M operation such that (M + 1) M = 1 and (0) M = M . Later on, however, we will omit this for notational simplicity.
On the other hand, this message update rule is a forwardbackward algorithm similar to those in [9] , i.e., the message from the (j − 1)th node to the jth node corresponds to the forward message, and the one from the (j + 1)th node to the jth node corresponds to the backward message. The difference is in the message translation. In (28), the message translation from the jth node to the ith and its reverse utilize different translation functions, i.e.,
This means the branch metrics used for the forward and backward recursion are separately optimized to maximize their conditional SINR, as also proposed in [10] . The translation function is also different from the branch metric in [10] , i.e., the mean and variance in (24) , although it has a minor impact on the error rate performances. Note that, for a ring-type graph, we obtain different performance with a different antenna permutation, as also noted in [7] , while in the fully connected one, we do not need antenna permutation, which is one possible advantage of the latter over the former.
Since the graphical models in Fig. 2 have short cycle(s) (particularly the fully connected pairwise graph), it is quite questionable whether BP 2 and 3 will converge. In the literature, it was known that the convergence of BP over a loopy graph is not guaranteed, even though it does converge in most practical cases. Since the convergence proof for non-Gaussian input is not tractable, we will tackle this question in the following section by modifying them for Gaussian input.
C. Complexity
For complexity comparisons, we need to consider both the linear preprocessing and the post iterative detections. Consider first the computational complexity of the post iterative detection only. In the MAP detector, the distance metric |y − Hx| 2 is computed first for all combinations of (x 1 , x 2 , . . . , x M ) ∈ Ξ M , and then, the marginalization in (3) is performed over all combinations of x \ x j ∈ Ξ M −1 for each of 2 m alphabet, resulting in a complexity of O(M 2 · 2 mM ). Comparing with the complexity of MAP detector, the computational burden in the BP2 for the fully connected pairwise graph in Fig. 2(a) 
2m ) since the marginalization for each M node is performed separately for its (M − 1) neighbors and repeated ν times. Although some additional computation is required for the linear processing in (16)- (20), it is typically much smaller than 2 m(M −1) , resulting in considerable computational reduction, which certainly comes from modeling through the pairwise graphical model. On the other hand, the computational complexity for the ring-type pairwise graph in Fig. 2 
, which is even less than that of the fully connected one.
To evaluate approximate number of operations, we assume the following.
1) The marginalization in (3) for the MAP and the computation in (26) and (28) for the BP 2 and 3, respectively, are performed in log-domain, where multiplications and additions in these equations are replaced with addition and max-operation, respectively, and, in (2) and (24) 4) Division of complex numbers requires one complex multiplication and two real divisions. 5) A complex addition requires two real additions and complex multiplication requires four real multiplications and two real additions. 6) Real addition and multiplication are assumed to have the same complexity of one (operation), while real division is assumed to have eight (operations).
With these assumptions, we can count the number of operations required to generate the symbol likelihoods, i.e., the a posteriori likelihood in (3) for the MAP and the final beliefs in the BP2 and BP3. We do not count the generation of LLR for each bit from the symbol likelihood since it is the same for all detectors. The results are summarized in Table I , where we also show two examples: one with M = 6, m = 2, ν 1 = 4, ν 2 = 6 and the other with M = 4, m = 4, ν 1 = 4, ν 2 = 6, where ν 1 and ν 2 are the number of iterations for the BP2 and BP3, respectively.
It will be interesting to compare the complexity of the proposed schemes with the one in [26] . As analyzed for BP2 and BP3, the complexity can be considered separately for the preprocessing and the post decoding. For the latter, the complexity of the one in [26] should be the same as that of the BP2, although it would be more complex than that of the BP3 in our proposal. The main difference is in the preprocessing stage. Certainly, the complexity of the preprocessing in [25] and [26] is much less than that of the proposed preprocessing since it consists of only two matrix multiplications, i.e., H H H and H H r, which requires M 3 + M 2 of complex multiplications and the same number of complex additions.
IV. MESSAGE PASSING WITH GAUSSIAN INPUT
In Section III, we developed BP algorithms run over the pairwise bipartite graphs for non-Gaussian messages. The Gaussian assumption on x j 's was employed first to obtain the translation function in (24), while we used the exact marginalization in the message translation step. Here, we further simplify the message passing rule by extending the Gaussian assumption to the message translation step, as was done in [17] , [18] , and [20] , to obtain the Gaussian BP over the two graphical models under consideration.
ML Detection With Gaussian Input: With independent and identically distributed Gaussian input, p(x)
where we appropriately select a normalization constant A, while the covariance matrix K is given by K = (HH H + σ 2 I). Noting that, in (30) , the mean is the linear MMSE estimates of x j and the variance is the corresponding minimum MSE, i.e.,x
This means that linear MMSE estimation is optimum for the Gaussian input, while it does not hold for non-Gaussian input.
A. Gaussian BP Over the Proposed Pairwise Graphs
Assuming that x j 's are Gaussian and the distributions π i→j (x j ), and b(x i ) are all Gaussian PDFs, they can be characterized by their mean and variance only. This means the messages π i→j (x j ) and the belief b(x i ) in the BP 2 and 3 can be replaced with the update rule for the mean and variance pair. Since the Gaussian BP corresponding to the BP 1 over the fully connected pairwise graph in (5)-(7) has already been discussed in [17] , we consider here only the BP 2 and 3 over the two pairwise graphical models.
Let us denote the mean and the variance pair of the complex Gaussian PDFs, π i→j (x j ), and b(x i ) as (μ π,i→j , σ 2 π,i→j ) and (μ i , σ 2 i ). Then, the BP 2 and 3 under the Gaussian input assumption can be rewritten as follows (detailed derivations are shown in the Appendix):
Gaussian BP 2G over the fully-connected pair-wise graph Given the messages in the previous iteration (or the initial messages),
After a number of iterations of the above, the final belief on x i is obtained by
Gaussian BP 3G over the ring-type pair-wise graph (Gaussian forward-backward recursion)
Given the messages in the previous iteration, (μ π,i→i±1 , σ 2 π,i→i±1 ) ∀ i, they are recursively updated by
(37)
. (40) Particularly, in the Gaussian BP 3G, we observe the following.
1) The variance and mean are updated separately (except in the final belief). 2) In (37) and (38), there are two separate message flows; one is the forward from i to i + 1, and the other is the backward from i to i − 1. 3) Equation (38) can be rewritten as
where the operations, F i and B i , are first order elementary function defined as
Here, we used (17)- (20) and, in the last, the matrix inversion lemma
4) Similar to the means, (37) can also be rewritten as
B. Convergence of Gaussian BP
Regarding the convergence of Gaussian BP, it was previously shown in [30] that Gaussian BP for arbitrary topology converges to the correct mean (see also [31] ). It was shown in [17] that the Gaussian BP over the bipartite graph in Fig. 1(b) converges to the linear MMSE solution, even though its convergence is not assured. Based on these findings, we can conjecture that, for both the Gaussian BP of rules 2G and 3G, the mean converges to the linear MMSE solution, as also verified by simulations in the following section. One way to prove the convergence would be to use the idea of the "unwrapped tree" presented in [30] . In our case, however, this would be a tedious derivation. Therefore, we try an alternative approach that works for GBP 3G but not yet for GBP 2G. Note, however, that the derivation here differs from [17] and [18] in the underlying graphical model and the translation function used. The objective in this subsection is to prove the following theorem.
Theorem 1: In the Gaussian BP 3G over the ring-type pairwise graph, the mean converges to the linear MMSE estimate (31) for non-zero noise power as the number of iterations approaches infinity.
The proof is based on the following Lemmas. Lemma 2: For an arbitrary initial value μ(0), both the forward and backward recursions for the mean in (38) converge, respectively, to a unique, fixed point.
Proof: Define one iteration as one complete turn of a message passing along the ring and consider, without loss of generality, the message at Node 1. Based on observations 1) through 3) in the previous subsection, we obtain the recursive relations for Node 1, i.e., using an arbitrary initial value μ(0), we have
where n is the iteration number, and the collective operations for one iteration of the forward/backward recursion are given, respectively, by
for some constants, f 1,U , f 1,V , b 1,U , and b 1,V , which, in turn, are monomials of u j,i and v j,i in (43) and (44). For example, we have for M = 4
Here, we can show that f 1,V and b 1,V are given, respectively, by
On the other hand, using (55) and (56), (53) and (54) become
where, from the fact to be proved in the next Lemma that |f i,V | < 1 and |b i,V | < 1, we have
Therefore, the unique fixed point of the mean in GBP 3G is given by
Proof: By plugging into (46) into (57), we have for all i
where (a) follows by the fact that a H b = tr(ba H ) for arbitrary vectors a and b, and (b) results from tr(AB) ≤ tr(A)tr(B) for arbitrary non-negative definite matrices A and B. In addition, (c) follows by the matrix inversion Lemma, i.e.,
For the backward recursion, |b i,V | < 1 can also be proved in a similar way.
In (58) and (59), we see that the convergence rate depends on
which is similar to the result in [17] . Note that h
{i−1} h i−1 reflects the channel correlation between neighboring antennas.
On the other hand, the operations, F i and B i , are not permutable, such that F i • F j • μ and F j • F i • μ may be different, and so are F j,T • μ and F i,T • μ for j = i. That is, the fixed point for each node may differ from one another.
The following two Lemmas show that the fixed points in (60) and (61) are both equal to the MMSE estimate in (31) .
Lemma 4: In the forward recursion, μ π,i→i+1 (n) is the linear MMSE estimates of x i+1 provided that the previous message, μ π,i−1→i (n), is the linear MMSE estimates of x i . Likewise, in the backward recursion, μ π,i→i−1 (n) is the linear MMSE estimates of x i−1 , provided that μ π,i+1→i (n) is the linear MMSE estimates of x i .
Proof: With c j = K −1 h j , the linear MMSE estimate of x i is given by h
Hence, the proof is to show from (41) and (42) that
Since the message-update rule for the variance in (47) and (48) have the same form as in (41) and (42), we can also prove the convergence of the variance in GBP 3G, which can be summarized by the following Lemma.
Theorem 2: In the Gaussian BP 3G over the ring type pairwise graph, both the forward and backward recursion for the variance converges to the MMSE in (32) as the number of iterations approaches infinity.
It can be proved similarly to that of theorem 1. Since the forward and backward recursion for the variance has the same form for the mean, it is obvious that they converge to a unique fixed point similar to Lemmas 2 and 3. Furthermore, one also can check that if the input variance is the MMSE ofx j , then the output variance is the MMSE ofx j±1 . One thing to note is that since the forward and backward recursions on variance converge to the MMSE in (32), the combination of them in (39) is half of the MMSE.
It will also be worth comparing GBP 2G and 3G proposed in this paper and the Gaussian BP in [17] , [18] , and [20] , all of which are based on the direct decomposition of Gaussian PDF, and, as noticed in [20] , are the same algorithm. The comparison can be made in several aspects, i.e., in complexity and convergence. In complexity, the Gaussian BP in [17] , [18] , and [20] is much simpler than GBP 2G and 3G proposed here. Note that 1) Gaussian BP in [17] , [18] , and [20] does not require preprocessing, while GBP 2G and 3G in this paper do, and 2) the complexity of the post iteration for the former is obviously the same as that of GBP 2G since they utilize the same graphical model, even though the post iteration of GBP 3G is a little bit less complex than GBP 2G. Based on this, the overall complexity of the proposed GBP 2G is certainly more complex than those in [17] , [18] , and [20] , even though it does not generally hold for GBP 3G. Now, let us consider their convergence. Basically, GBP 3G proposed in this paper and the Gaussian BP in [17] , [18] , and [20] results in an MMSE solution (in mean) if they converge, as proved here for GBP 3G and in [17] for Gaussian BP with the direct decomposition. This means that, once converged, they will perform the same. Unfortunately, the convergence of the Gaussian BP in [17] , [18] , and [20] is not assured while GBP 3G surely converges.
V. SIMULATION RESULTS
Here, we present simulation results for the iterative algorithms with and without channel coding. For channel coding, we used DVB-S2 LDPC code of rates 3/4 and length 64800 [33] . The performances of MAP and MMSE are also evaluated as references. In the transmitter, a block (48600 bits) of random information bits are generated first and then coded using the LDPC encoder and then interleaved with a random interleaver and modulated into a sequence of 2 m -ary symbols. The symbol sequence is then divided into sub-blocks of M symbols, each of which is fed to a transmit antenna, where M corresponds to the number of transmit antennas. At the receiver, the sequence of received vectors is passed to MIMO detector, which generates the estimates of symbol likelihoods and LLRs for each coded bit. The LLR is then de-interleaved and decoded by using a generic LDPC decoder. (In the transmitter and receiver, the interleaving/de-interleaving and channel coding/decoding is used if channel coding is applied.) Note that no "turbo principle" is applied since it is not our focus in this paper. This means that the LDPC decoding begins only after the inner iteration in MIMO detector is finished. Regarding the MIMO channel, we generated, for each transmitted data vector, an independent and identically distributed (i.i.d.) MIMO channel matrix, of which each element is also an i.i.d. complex Gaussian random variable with mean 0 and variance 1. The resulting channel can be regarded as a fully interleaved frequency selective MIMO channel that can be seen on top of the orthogonal frequency division multiplexing, particularly for those channels where the transmission bandwidth is much larger than the channel coherence bandwidth. Fig. 3 shows a comparison of bit error rate performance as a function of signal-to-noise ratio (SNR) (1/σ 2 ) for MAP, BP1 in [19] , MMSE and the proposed BP-based detector with the fully connected and ring type pairwise model. The performance without channel coding is on the left and the ones with channel coding on the right. We set the number of iterations to 3 and 4 for BP2 and BP3, respectively, and 4 for the one in [19] . We use a 4 × 4 antenna configuration and QPSK modulation. We could confirm in Fig. 3 that the proposed detector performs as well as the MAP, particularly when using channel coding. In this case, the SNR gap between the proposed scheme and the MAP is shown to be around 0.1 and 0.3, respectively.
It is also worth comparing the performance of BP2 and BP3 with the one in [26] , where the pairwise MRF obtained by the direct decomposition of Gaussian PDF is used. The performance comparison is shown in Fig. 4 for BPSK modulation with and without channel coding. 4 With channel coding, the performance of the one in [26] is almost the same as that of BP2. However, without channel coding, it performs similar to the proposed scheme only up to SNR of 2dB, after which, it gets worse with higher SNR. This is consistent with the results in [26] . We also tried to obtain the results for higher order modulation. Unfortunately, however, the algorithm in [26] failed to work for higher order modulation, as also reported in [21] , and this is one of the advantages of using the proposed scheme over the existing (fully connected) MRF based MIMO detection. Fig. 5 shows the BER performance, with and without channel coding, for a 6 × 6 antenna configuration with QPSK modulation. With channel coding, the SNR gap between the proposed scheme and the MAP is now approximately 0.75 dB for the fully connected pairwise graph and 1 dB for the ringtype one, respectively. Although the performance degradation compared to the MAP is larger than for a 4 × 4 antenna configuration, the SNR gain over the MMSE detector is around 3.5 dB.
In Fig. 6 , BER performance with higher modulation order (16-QAM) is shown for a 4 × 4 antenna configuration. With channel coding, the SNR gap between the proposed method and the MAP is shown to be around 1 dB for the BP2 over the fully connected pairwise graph and 0.7 dB for BP3 over the ring-type, respectively. Note that, without channel coding, the performance of BP3 over the ring-type pairwise graph is almost the same as that of BP2 over the fully connected graph, while with chnannel coding, the former is better than the latter. Here, we set the number of iterations of BP2 and BP3 to four and six. One possible reason for why the fully connected graph perform worse than the ring-type for higher order QAM can be inferred from the convergence behavior, which will be discussed shortly.
In Figs. 3-6, the number of iterations was set based on the simulation results in Figs. 7 and 8, which we performed with different number of antennas and modulation size, to give insights into how many iterations are required for a satisfactory performance. To show the convergence behavior, we measured the cross entropy (also known as Kullback-Leibler distance) between the final beliefs and the transmitted data, rather than BER. The reason we used the cross entropy is to take the impact of soft decisions into account. Let us consider the transmitted data bit, d. The cross entropy between the final belief and the transmitted data bits is given by
where q d (x) = 1 if x = d or 0 otherwise, and the belief on d, i.e., b d (x), is obtained from its LLR, i.e.,
with α = +1 if x = 0 or −1 if x = 1. As convention, 0 · log(0/b) = 0, 1 · log(1/0) = ∞ (replaced with a maximum value). The cross-entropy provides us a measure of how close the final belief obtained by the detection algorithm to the actually transmitted bits taking into account the impact of softdecision as well. Figs. 7 and 8 show the convergence behavior measured in terms of cross entropy, where we chose the SNR values around the waterfall region for DVB-S2 LDPC code such that they have similar values with even differences for the readers to easily compare the convergence curves. 5 As shown 5 Note that the cross entropy is only a complementary measure, and we used it only to determine the number of iterations required for convergence. Since there is no literature that directly relates BER with channel coding to the cross entropy between the transmitted bits and the soft-decisions, it seems risky to say something on BER performance based on the cross entropy measure. in the simulation results, the number of iterations required for convergence depends on the modulation sizes but not so much on the number of antennas. For BP3, we need more number of iterations for higher modulation size. For BP2, the convergence behavior with different number of antennas looks similar to that of BP3 (specifically for QPSK), while it is quite different from those of BP3 with different modulation sizes. Specifically speaking, the performance of BP2 over the fully connected graph does not get better with more than three or four iterations. Rather, it is degraded particularly for higher order modulation. In BP3 over the ring-type graph, however, no degradation has been observed with more iterations. As stated previously, the condition for sure convergence in loopy graph is still an open problem. In addition, changing the difference in the convergence behavior of BP2 and BP3 can only be explained by the note in [22] , i.e., in densely connected graph, the messages may circulate along the short loops preventing the eventual convergence. Fig. 2(a) of the fully connected pairwise graph is more densely connected than Fig. 2(b) of the ring-type pairwise graph. Although the message will propagate faster in densely connected graph than in sparsely connected graph resulting in faster convergence, the message circulation may prevent the eventual convergence with more iterations.
Another point we need to note is that, in BP3, one can allow a slight performance degradation for a large computational saving. Certainly, as shown in Fig. 8 and implied in Fig. 6 , at least ten iterations are needed for eventual convergence for 16QAM. However, comparing the required SNR for, e.g., BER = 10 −4 , the difference between six and 12 iterations is less than 0.1 dB, while, in computational burden, 12 iterations are twice that of six. Fig. 9 shows the convergence behavior of the Gaussian BP discussed in Section IV. We plotted the bit error rate performance of the Gaussian BP over the fully connected and ringtype pairwise graph, respectively, with various iterations. As can be seen in the figure, both GBP 2G and 3G converge to the performance of linear MMSE detector, although it requires many more iterations than those of BP2 and BP3. The only difference between GBP 2G and 3G is the rate of convergence. On the other hand, in the high SNR region, the performance looks like it gets worse with higher SNR. However, it should be noted that with higher SNR, it simply requires more iterations for eventual convergence.
VI. CONCLUSION
In this paper, low-complexity iterative MIMO detection algorithms were derived as a message passing over the pairwise bipartite graphs with the translation functions that are obtained by marginalizing the posterior joint probability density under the Gaussian input assumption. We investigated two models, the fully connected and ring-type pairwise graph. The latter is shown to be an extension of the previous work in [9] and [10] . The two pairwise graphical models are rather sparse in the sense that the number of edges connected to an observation node, i.e., edge degree, is only two, and thus, the message passing becomes much easier than that over the fully connected bipartite graph in [19] .
We also investigated the proposed algorithm under Gaussian input assumption. It was shown that, for the Gaussian BP over the ring-type pairwise graph, the algorithm converges to the linear MMSE estimates. These results are in line with those in [17] , [18] , [30] , and [31] . Gaussian BP over the fully connected pairwise graph shows a faster convergence rate than Gaussian BP over the ring-type graph. As proved in this paper, the convergence of the Gaussian BP 3G over the ring-type graph is guaranteed. This does not, however, appear to be the case for non-Gaussian message. The performance of BP 2 for nonGaussian case degrade with more than four iterations. This phenomenon might stem from the short cycles in their graphical model and may be avoided by utilizing "global iteration" between MIMO detection and channel decoding. That is, by using an appropriate channel code and interleaver, message circulation along short cycles can be broken up for steady convergence and better performance. We leave this for our future work.
APPENDIX DETAILED DERIVATIONS OF (44) AND THE GAUSSIAN BELIEF PROPAGATION
To derive (24) and the Gaussian BP rule, (33)- (40), we use the properties of the Gaussian PDF in [22] , as follows: Using these, (24) 
Then, by plugging (64) and (65) into (26) and changing the summation into integral, 6 we have (66) and (67), where by comparing the mean and variance in the last two equation, we obtain the message passing rules of (33) and (36) 
