Abstract: For cryptographic algorithms, secret keys should be generated randomly as the security of the system depends on the key and therefore generation of random sequences is vital. Randomness testing is done by means of statistical randomness tests. In this work, we show that the probabilities for the overlapping template matching test in the NIST test suite are only valid for a specific template and need to be recalculated for the other templates. We calculate the exact distribution for all 4-bit templates and propose new randomness tests, namely template matching tests. The new tests can be applied to any sequence of minimum length 5504 whereas the overlapping template matching test in the NIST test suite can only be applied to sequences of minimum length 10 6 . Moreover, we apply the proposed tests to biased nonrandom data and observe that the new tests detect the nonrandom behavior of the generator even for a bias of 0.001 , whereas the template matching tests in NIST cannot detect that bias.
Introduction
Random sequences and random numbers are used in many fields, such as statistics, computer simulations, and cryptography. In cryptography, random sequences are needed for several applications, such as the generation of primes in RSA encryption, secret keys in symmetric encryption, challenges in challenge-response protocols, initialization vectors, or salts in hash functions, but the most common application is the generation of secret keys.
Secret keys should be generated randomly so that the best option of the attacker should not be better than trying all possible elements in the set from which the key was chosen. If an attacker narrows down the number of possible keys, then the protocol is assumed to be broken. In 1996, Goldberg and Wagner [8] showed that the "random numbers" used to generate the keys in the Netscape SSL protocol were based on the time of the processor and therefore predictable, which helped them to find a major weakness in the protocol. Thus, it is vital to use an algorithm that produces random numbers properly.
Ideally, random numbers should be produced by true random sources, like atmospheric noise, thermal noise, or noise in an electrical circuit. These generators are called true random number generators (TRNGs). However, producing random numbers by TRNGs is usually inefficient, and therefore deterministic algorithms are generally used to produce random numbers. These algorithms are called pseudorandom number generators (PRNGs).
An example of a PRNG is the linear congruential generator [18] , which produces a pseudorandom sequence * Correspondence: fatih.sulak@atilim.edu.tr The output sequences of PRNGs should be statistically indistinguishable from truly random sequences; therefore, statistical analysis of PRNGs is crucial, and this analysis is performed by statistical randomness testing. In order to test a PRNG, first an output sample is produced, and then this sample is tested by various statistical randomness tests.
A test suite is a collection of statistical randomness test that are designed to tests the randomness properties of sequences. There are several test suites in the literature [14, 15, 20, 21] . Similarly there are several individual statistical randomness tests [1, 4, 6, 10-13, 17, 23] .
The outputs of symmetric encryption algorithms should be indistinguishable from random sequences; that is, algorithms are expected to behave like PRNGs. Hence, their analysis from this point of view is crucial. Generally, a sample output set is taken from a symmetric encryption algorithm, and this set is evaluated in terms of randomness by a test suite.
The NIST test suite [21] is the most popular test suite for cryptographic applications. The statistical analysis of AES finalist algorithms was performed by Soto et al. using the NIST test suite [22] . Some tests in the suite require sequences of length 10 6 , while the outputs of AES finalist algorithms are 128 bits. Soto et al. concatenated the outputs of the algorithms to obtain long sequences in order to apply all the tests. Recently, Sulak et al. proposed an alternative method where they computed and used the exact distributions instead of approximations or asymptotic distributions [24] . Having these exact probabilities, the necessity of long sequences was reduced, and they applied the randomness tests directly to the outputs of the algorithms instead of concatenating them.
There are several studies for the tests of the NIST test suite [5, 7, 9, 19, 25] . Okutomi et al. applied the tests in the NIST test suite to the random data taken from the cryptographic algorithms DES and SHA-1 [19] . They observed that Maurer's universal statistical test and the overlapping template matching test have problems with the ratio of the random data that pass the tests. Hamano et al. corrected the probabilities for the overlapping template matching test, where they took the template as B = 111111111 [9] and NIST updated the probabilities accordingly. However, as noted in [25] , the probability of each pattern depends on the pattern itself. In this work, we set m = 4 and classify 16 possible patterns into four groups. Then, for each of the 16 patterns, we evaluate the exact probabilities using combinatorial approaches. Afterwards, we propose four new statistical randomness tests that can be applied to short sequences and long sequences. We observe that the probabilities are not the same for each overlapping template, which shows that the probabilities for overlapping template matching test in the NIST are valid only for B = 111111111 . We apply the new tests to random data taken from various PRNGs and to nonrandom data to observe the power of the new tests, and we compare the results with the NIST test suite.
The organization of the paper is as follows. In Section 2, we give preliminaries. In Section 3, we obtain the exact distributions. In Section 4, we define new statistical randomness tests and state the corresponding bin probabilities. In Section 5, we apply the new tests to random and nonrandom data and observe the power of new tests. In Section 6, we conclude the paper by describing some future work.
Preliminaries
A statistical randomness test is a procedure that takes a binary sequence as an input and tests a null hypothesis (H 0 ) stating that the given input sequence is random. The test examines the input sequence, produces a real number between 0 and 1 that is called p -value, and accepts or rejects the hypothesis using a probabilistic approach. As it is probabilistic, the test may reject truly random sequences, and in that case, a type I error has occurred. The probability of such an error is called the level of significance of the test and denoted by α . If the p -value produced by the test is greater than α then H 0 is accepted; otherwise, it is rejected [18] . α is usually set to 0.01 for cryptographic applications [21] .
The χ 2 distribution is used to compare how well the observed frequencies of events fit to the corresponding expected frequencies under the hypothesized distribution.
Definition 2.1 [18] A random variable has a χ 2 distribution with degrees of freedom v if the corresponding probability density function f (x) = 0 for x < 0 and
where v is a positive integer and Γ is the gamma function; that is,
The χ 2 goodness of fit test is a statistical randomness test where the distribution of the test statistic follows χ 2 distribution, assuming H 0 is true. In other words, let E i be the expected frequencies and F i be the
where igamc is the incomplete gamma function [21] .
Four-bit template matching tests
The subject of the 4-bit template matching tests is the frequency of a prespecified template in a binary sequence. Similar tests are defined in the NIST test suite, namely the nonoverlapping template matching test and the overlapping template matching test. In both tests, first an m -bit template B is chosen, and the sequence subject to the test is divided into N subsequences of length M . An m-bit window is used to search the m -bit overlapping blocks of each subsequence. Then, for each block, the number of the template B in that subsequence is counted. Let W i denote the number of B in the i th block. For the overlapping template matching test M is set to 1032. Let π j denote the probability that W i = j for 0 ≤ j ≤ 4 and π 5 denote the probability that
For M = 1032 and B = 111111111 , the exact probabilities π j are calculated in [9] using a recursion.
A p -value is produced using the χ 2 goodness of fit test using those probabilities.
For the nonoverlapping template matching test, the prespecified template is chosen in such a manner that if the template is observed somewhere in the sequence, then it should not be seen before the template is completed. As noted in the NIST test suite, if the pattern is observed somewhere in the sequence, it cannot be observed again for the next m − 1 blocks, and hence the m-bit window slides m bits. This shows that the distribution is the same for all nonoverlapping templates. Using a similar idea, we have the following proposition.
Proposition 3.1 The distribution of the frequency of a prespecified template depends only on the number of overlapping bits in the template.
Proof Assume that the prespecified template B of length 4 has k overlapping bits. If B is observed somewhere in the sequence, the next 3 − k blocks cannot be equal to B as B has k overlapping bits. The latter block may be equal to B with probability 1 2 3−k . This shows that the distribution depends only on the number of overlapping bits in the block.
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Using this proposition, we classify the 4-bit templates according to their number of overlapping bits. There 4 types of blocks: We choose one representative block from each type and find the exact distributions. Different from the previous approaches, we assume that the bits are circular in each subsequence.
Example 3.2 Let the subsequence be 1000011000. Then the number of 001 blocks is two, one starting from the fourth bit and one starting from the ninth bit, and the number of 000 blocks is three, starting from the second bit, the third bit, and the eighth bit.
First we state some combinatorial formulae, which we will use in the calculation of probabilities.
Lemma 3.3 [2] The number of nonnegative integer solutions of the equation x
1 + x 2 + · · · + x b = a is ( a + b − 1 b − 1 ) .
Lemma 3.4 [2]
The number of integer solutions of the equation
Proof With the substitution x i = y i + c , we get
From Lemma 3.3 it follows that the number of solutions is:
) .
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Lemma 3.5 [2] [Inclusion -Exclusion Principle] The number of nonnegative integer solutions of the equation
x 1 + x 2 + · · · + x b = a with x i ≤ c for 1 ≤ i ≤ b is b ∑ j=0 ( a + b − 1 − j(c + 1) b − 1 )( b j ) (−1) j .
Nonoverlapping case
In order to define a randomness test, we need to find the probability that the prespecified template B occurs k times in the subsequence. For the nonoverlapping case, we choose B = 0001 and compute the probability accordingly. We assume that we know the weight W and the number of runs V of the sequence. 
Proof First note that the number of runs is even if the sequence is not all zero or all one. We assume the bits are arranged on a circle and we write 'one's and 'zero's consecutively to define 2r runs. As a result, w − r 'one's and n − w − r 'zero's remain. As all the 0001 blocks contain 01 blocks, if a run of 'zero's has more than 2 'zero's, it produces exactly one 0001 block. Now we find the distribution of w − r many 'one's and n − w − r many 'zero's so that the number of 0001 blocks is k . The number of such arrangements is equal to the number of nonnegative integer solutions of the system
with an additional condition that exactly k of x i s satisfy x i ≥ 2 for 1 ≤ i ≤ r . This additional condition guarantees that there are exactly k many 0001 blocks. The second equation has
solutions by Lemma 3.3.
In order to find the number of solutions of the first equation, we may assume that
hence, the number of integer solutions of the first equation is
by Lemma 3.4. Note that if k = 0 , we cannot apply Lemma 3.4, and in that case we assume there is only one solution. We use this assumption throughout the paper.
Moreover, each arrangement on the circle gives n sequences. However, since there are r many 01 blocks, r of these sequences are identical. Thus, considering the circular symmetry, other than an all-zero or all-one sequence, we have
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Example 3.7 Assume that n = 8 , w = 3 , r = 2 , k = 1 . We need to find the number of integer solutions of the system
where
The corresponding sequence is obtained as:
Note that as x 1 ≥ 2, it produces exactly one 0001 block. We show all the solutions and the corresponding sequences in Table 1 . In the template matching test, we need to find the probabilities independent of weight and number of runs of the sequence. For this reason, we state the following corollary. {a 1 , a 2 , . . . , a n } be a binary sequence and b i = a i a i+1 a i+2 a i+3 be blocks of length 4 for 1 ≤ i ≤ n with a n+j = a j for j = 1, 2, 3 , and let K denote the number of 0001 blocks among
Corollary 3.8 Let
b i for 1 ≤ i ≤ n .
If the sequence is not all zero or all one then
Proof Since we compute P r(K = k|W = w, V = 2r) in Theorem 3.6, by summing over all possible weights and runs, we obtain P r(K = k). 2
One-bit-overlapping case
For a one-bit-overlapping case, we choose B = 0110 and obtain the probability accordingly. 
Proof Using an idea similar to the proof of Theorem 3.6, we assume the bits are arranged on a circle and we write 'one's and 'zero's consecutively to define 2r runs. As a result, w − r 'one's and n − w − r 'zero's remain.
As all the 0110 blocks contain 01 blocks, if a run of 'one's contains exactly two 'one's, it produces exactly one 0110 block. Therefore, we need to find the distribution of w − r many 'one's and n − w − r many 'zero's so that the number of 0110 blocks is k . The number of such arrangements is equal to the number of nonnegative integer solutions of the system
with an additional condition that exactly k of y i = 1 for 1 ≤ i ≤ r . This additional condition guarantees that there are exactly k many 0110 blocks. The first equation has
In order to find the number of solutions of the second equation, we assume that y i = 1 for 1 ≤ i ≤ k (with a factor of
In other words, we need to find the integer solutions of the equation
, which is
by Lemma 3.4. Similar to the proof of the previous theorem, considering the circular symmetry we obtain 
If the sequence is not all zero or all one then
Proof Since we compute P r(K = k|W = w, V = 2r) in Theorem 3.9, by summing over all possible weights and runs, we obtain P r(K = k). 2
Two-bit-overlapping case
In this case we choose the prespecified block as 1010 . Different from Theorem 3.6 and Theorem 3.9, to obtain the probabilities, we use another model where x i s are modeled as red boxes and y i s are modeled as white boxes.
Theorem 3.11
Let {a 1 , a 2 , . . . , a n } be a binary sequence and b i = a i a i+1 a i+2 a i+3 be blocks of length 4 for 1 ≤ i ≤ n with a n+j = a j for j = 1, 2, 3 , and let K denote the number of 1010 blocks among
Also let w be the weight of the sequence and 2r be the number of runs in the sequence. If the sequence is not all zero or all one then
Proof Using an idea similar to the proof of Theorem 3.6, we assume the bits are arranged on a circle and we write 'one's and 'zero's consecutively to define 2r runs. As a result, w − r 'one's and n − w − r 'zero's remain. Now we find the distribution of n − w − r many 'zero's and w − r many 'one's so that the number of 1010 blocks is k . We use another model to solve this problem. Assume that there are r red-white box pairs and we distribute w − r balls into white boxes and n − w − r balls into red boxes. P r(K = k) is the probability that exactly k pairs are empty.
In other words, we find the number of nonnegative integer solutions of the system Let a of the red boxes x i be empty. Assume that the empty boxes are the first a boxes (with a factor of ( r a ) ). If we consider the first a white boxes, k of them should be empty. Assume that the empty boxes are the first k boxes (with a factor of
). Now we need to find the number of integer solutions of the system
solutions and the second equation has
Considering the circular symmetry, other than an all-zero or all one-sequence, we have 
If the sequence is not all zero or all one then
Proof Since we compute P r(K = k|W = w, V = 2r) in Theorem 3.11, by summing over all possible weights and runs, we obtain P r(K = k). 2
Three-bit-overlapping case
We choose the prespecified block as 1111 for the three-bit-overlapping case. We apply the inclusion-exclusion principle to obtain the probability.
Theorem 3.13
Let {a 1 , a 2 , . . . , a n } be a binary sequence and b i = a i a i+1 a i+2 a i+3 be blocks of length 4 for 1 ≤ i ≤ n with a n+j = a j for j = 1, 2, 3 , and let K denote the number of 1111 blocks among
Also let w be the weight of the sequence and 2r be the number of runs in the sequence. If the sequence is not all zero or all one then
Proof Using an idea similar to the proof of Theorem 3.6, we assume the bits are arranged on a circle and we write 'one's and 'zero's consecutively to define 2r runs. As a result, w − r 'one's and n − w − r 'zero's remain. Now we find the distribution of n − w − r many 'zero's and w − r many 'one's so that the number of 1111 blocks is k and V = 2r . Similarly, we should find the the number of integer solutions of the system
which should also satisfy that the number of 1111 blocks is k . Each run of 'one's with length l ≥ 4 defines l − 3 many 1111 blocks. Hence, in order to have k many 1111 blocks, we should have
and, therefore, the number of solutions is
As the weight of the sequence is w , we have:
We apply the inclusion-exclusion principle to find the number of solutions and obtain:
Considering the circular symmetry, other than an all-zero or all-one sequence, we have
2 Note that we may use other models to prove the theorem, but the inclusion-exclusion principle can be generalized to other m values. We can still apply the inclusion-exclusion principle if we choose m = 9 and B = 111111111. {a 1 , a 2 , . . . , a n } be a binary sequence and b i = a i a i+1 a i+2 a i+3 be blocks of length 4 for 1 ≤ i ≤ n with a n+j = a j for j = 1, 2, 3 , and let K denote the number of 1111 blocks among
Corollary 3.14 Let
If the sequence is not all zero or all one then
Proof Since we compute P r(K = k|W = w, V = 2r) in Theorem 3.13, by summing over all possible weights and runs, we obtain P r(K = k). 2
Test descriptions
The subject of the 4-bit template matching tests is the number of a prespecified template in a sequence. We apply the χ 2 goodness of fit test to measure how well the observed values fit the expected values. For this purpose, we divide the sequence into 128-bit blocks and find the number of occurrences of the template in each block. Afterwards, we apply the χ 2 test with 5 bins and produce the p-value using Table 2 . The probabilities in Table 2 are evaluated using Corollaries 3.8, 3.10, 3.12, and 3.14. Assume that we want to test a binary sequence of length n using the template matching test. We can summarize the procedure as follows:
• Choose a 4-bit template B .
• Divide the sequence into M = ⌊ n 128 ⌋ many 128 -bit blocks.
• For each block, write the first 3 bits to the end of the sequence.
• Find the occurrence of B among the first block in an overlapping manner and increment the corresponding bin value, calling them F i for 1 ≤ i ≤ 5 . Repeat the same procedure for all blocks.
• Apply the χ 2 goodness of fit test; that is, evaluate
where p i s are obtained from Table 2 according to the number of overlapping bits in template B .
• If the p -value is < 0.01, conclude as nonrandom, else conclude as random.
Let us demonstrate the template matching test using a simple example. and assume that we choose a template B = 0010 . Note that B is a one-bit-overlapping block. We divide the sequence into three 8 -bit blocks and extend the blocks.
• Block 1: {0, 0, 1, 0, 0, 1, 0, 1, 0, 0, 1} , there are two occurrences of B , the first one starts from the first bit and the second one starts from the fourth bit.
• Block 2: {0, 1, 0, 0, 1, 1, 0, 1, 0, 1, 0} , B does not occur in this block.
• Block 3: {1, 0, 1, 1, 0, 1, 0, 0, 1, 0, 1} , there is one occurrence of B starting from the seventh bit.
As a result we find that F 1 = 1 , F 2 = 1 , and F 3 = 1 .
In this example we divide the sequence into 8 -bit blocks instead of 128 -bit blocks. Note that we use different values for F i s and thus we cannot produce a p -value using Table 2 , as the block size is not 128 . The pseudocode of the test is stated in Algorithm 4.1. As the expected number of items in each bin should be at least 5, and the minimum probability in Table 2 
Simulation results
In this section, we apply the new statistical randomness tests to various sequences. We compare the new tests with the randomness tests in the NIST test suite [21] . There are 16 possible templates, and we choose a sample template from each class. For the nonoverlapping case we choose B = 0001 , for one-bit-overlapping cases we choose B = 0010, for two-bit-overlapping cases we choose B = 0101 , and for three-bit-overlapping cases we choose B = 1111. First, we apply the randomness tests to the binary expansions of e , π , √ 2 , and √ 3. For this purpose,
we produce approximately 10 6 bits (7812 × 128 = 999936 bits) from the binary expansions of each number and apply the randomness tests. These four sequences are random according to all tests. The test results are presented in Table 3 .
Second, we apply the randomness tests to four PRNGs. The random data are taken from the Mersenne Twister [16] , the Random and RNGCryptoServiceProvider classes of C# , and the outputs of AES [3] . The data from AES are produced using a fixed random key and low weight inputs. For both PRNGs 2 17 × 128 = 2 24 bits are tested. Similar to the previous experiment, both generators pass all the statistical randomness tests.
The test results are presented in Table 4 .
Finally, in order to measure the power of the tests, we produce biased nonrandom data and observe which statistical randomness tests detect the bias. Using a random source, we produce sequences of length 2 24 that satisfy P r(a i = 1) = 1 2 + q , for each i , where q is the bias. We then find that for which values of q the tests detect the nonrandom behavior of the generator. The results are presented in Table 5 . We observe that three instances of our new randomness test can detect the nonrandom behavior of the generator even for q = 0.001, where the template matching tests in NIST cannot detect that bias.
In this work, we classify all templates according to their number of overlapping bits and show that the probabilities used in NIST's overlapping template matching test are valid only for B = 111111111 and should be recalculated for different overlapping blocks. Moreover, we find the exact distributions for all 4-bit templates and propose new randomness tests, namely 4-bit template matching tests.
We apply the proposed tests to biased random data and observe that the new tests detect the nonrandom behavior of the generator even for q = 0.001, where the template matching tests in NIST cannot detect that bias. Moreover, NIST's overlapping template matching test can only be applied to long sequences, i.e. sequences of minimum length 10 6 , whereas the new proposed tests can be applied to any sequence whose length is greater than 5504 . Furthermore, for the new tests, it is also possible to change the subsequence length by calculating the bin probabilities for the new subsequence length.
As a future work, exact distributions can be obtained for all 5-bit templates. The probabilities for the other overlapping templates in NIST's overlapping template matching test can also be calculated.
