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Introduction
Post-translational modifications (PTMs) are associated with the regulation of diverse cell functions and, to a certain extent, disease processes [1] [2] [3] [4] [5] [6] [7] [8] . Recently, a new PTM was discovered through mass spectrometry and protein sequence database searching: lysine malonylation (Kmal). Kmal is the chemical transfer of a malonyl group from malonyl-CoA to a lysine residue. It is evolutionarily conserved in both bacterial and mammalian cells [9] and is known to play a key role in regulating protein functions [7] . In addition, a recent study has demonstrated that the enrichment of malonylated proteins impacts metabolic pathways, especially those involved in glucose and fatty acid metabolism [10] .
Because of the functional significance of malonylation, identification of new malonylated sites in proteins is highly significant. However, wet-laboratory experimental validations are often time-consuming and cost-prohibitive. Recently, several computational methods (summarized in Table S1 ) have been introduced to predict malonylation sites based on machine learning (ML) models [11] [12] [13] [14] [15] . Xu et al. [11] developed the 1st computational method, Mal-Lys, to predict Kmal sites based on protein sequences using data from [10] . Mal-Lys extracted three types of features, including sequence order information, position-specific amino acid propensity and physicochemical properties and employed minimum Redundancy Maximum Relevance [16] to select optimal features as input for a support vector machine (SVM) model. The performance of the proposed model was validated by experimental data from the UniProt database. Du et al. [12] trained an SVM model to predict malonylation by taking into consideration both sequence features and protein functional annotation features. Their experiments showed that integrating different features could be useful for generating more powerful classifiers. Wang et al. [13] developed an SVM-based classifier, MaloPred, to extensively predict Kmal sites in the proteome of three species (i.e. E. coli, M. musculus and H. sapiens). By integrating various informative features, MaloPred was demonstrated to successfully predict malonylation sites in these species with considerable performance. This work also confirmed that different species have different biological processes and pathways and that their enzymes have unique sequence preferences, making it suitable for training with and to predict Kmal sites separately for individual species. Xiang et al. [14] proposed a computational method to predict malonylation sites by training SVM models with the pseudo amino acid composition encoding scheme. Their method achieved a reasonable performance based on a relatively smallscale benchmark test. In another recent work, Taherzadeh et al. [15] employed sequence-based and structure-based features to train an SVM-based predictor, termed SPRINT-Mal, for predicting Kmal sites. Their model was trained using the mouse data and showed robust performance on predicting mouse malonylation sites. It also showed comparable performance when tested on H. sapiens proteins, indicating a similar physicochemical mechanism of Kmal in both human and mouse.
While this work stimulated research on Kmal site prediction and validation, it did not systematically analyze and assess available features and/or ML methods in predicting Kmal sites. Here, we have comprehensively analyzed, assessed and compared 11 types of feature encoding methods, designed to extract patterns representing a wide range of sequence, physiochemical and evolutionary aspects. Relative performance was assessed using 10-time 10-fold cross-validation of random forests (RFs) across three species. By further applying GainRatio [17] to the combinations of feature sets, we obtained optimized feature sets that achieved an upmost performance for each species. Based on the optimal feature sets, four representative, commonly-used ML algorithms [i.e. RF, SVM, K-nearest neighbor (KNN) and logistic regression (LR)] and one recently proposed ML algorithm [i.e. Light Gradient Boosting Machine (LightGBM)] were trained and compared. Our results show that RF, SVM and LightGBM models are among the top performers on the benchmark tests across the three species. More specifically, LightGBM outperformed all other ML methods when trained with the H. sapiens data set, constructing the prediction models for each species. First, the collected protein sequences are split into segments with a length (window size) of 25 residues each. Based on these segments, 11 different types of features are extracted that characterize Kmal sites in different aspects (these features are categorized into three main groups). Second, the optimal feature set is selected by applying the GainRatio method to the combined feature set. Based on the optimal feature set, we train the prediction models using several different ML algorithms and also exploit the integration of individual algorithm-based models into ensemble models. Finally, the optimal ensemble model is generated and applied to predict potential Kmal sites with improved accuracy.
which contains a larger number of samples, indicating that LightGBM could be suitable for large data modeling. Moreover, we demonstrated that the integration of single ML-based models into ensemble models could further improve the prediction performance. Then, using the optimized ensemble models, we developed an online predictor, named kmal-sp, which we have made publicly accessible at http://kmalsp.erc.monash.edu/. We highly anticipate that our work will inspire development of new computational methods, will facilitate the discovery of new Kmal sites in experiments and thus will contribute to the understanding of roles and functions of Kmal in diverse cellular processes.
Materials and methods
As shown in Figure 1 , according to the five-step rule [18] , the major procedures for the development of the kmal-sp methodology can be summarized as follows: (i) data collection and curation, (ii) feature extraction and selection, (iii) model training and parameter tuning, (iv) performance evaluation and validation and (v) web server development. Each of the major procedures is discussed in detail in the following sections.
Data collection and pre-processing
In this study, we used the data set in [13] , which contains 9760 experimentally validated malonylation sites. This data set was originally collected from different public databases and works in the literature [7] [8] [9] [10] [19] [20] [21] . The data set included 1746 Kmal sites from 595 E. coli proteins, 3435 Kmal sites from 1174 proteins in M. musculus and 4579 Kmal sites from 1660 proteins in H. sapiens. After downloading all abovementioned protein sequences from the UniProt database [22] using their UniProt IDs, Cluster Database at High Identity with Tolerance (CD-HIT) [23] was used to reduce the redundancy at the cutoff threshold of 70% sequence identity to avoid potential bias in model training. Then the processed sequences were truncated into 25-residue long sequence segments with lysine (K) located at the center. A segment was defined as a positive sample if its central K was malonylated, otherwise it was defined as a negative sample. After doing all of this, we obtained 1553, 2609 and 3885 positive samples and 7830, 26 655 and 52 027 negative samples for E. coli, M. musculus and H. sapiens, respectively (The data sets can be downloaded at http://kmalsp.erc.monash.edu/download.jsp/. Please refer to Table S2 for a statistical summary). The nonredundant data sets were randomly divided into the benchmark data sets and the independent data sets.
Feature extraction
Feature extraction directly affects the performance of constructed predictors. Features used in this work can be divided into three major groups: sequence-based features, physicochemical property-based features and evolutionary-derived features.
Group 1: sequence-based features 1-gram. 1-gram [11] is the specialization of k-grams [24] for which k is set to 1. In 1-gram, the relative frequencies of all 21 Downloaded from https://academic.oup.com/bib/advance-article-abstract/doi/10.1093/bib/bby079/5078519 by Monash University Library user on 05 October 2018 types of amino acids (20 standard amino acids and the dummy code O that fills the blank when the upstream or downstream in a segment is less than 12) are calculated using the following equation:
where N r denotes the number of amino acid r and N denotes the length of the segment (here N = 25). As a result, a 21-dimenstional vector would be obtained for each segment. [11] calculates the relative frequencies of all possible dipeptides in the sequence. The elements of the feature vector are defined as
2-gram. 2-gram
where N rs denotes the count of the dipeptide rs, N denotes the length of the segment and N-1 represents the total number of dipeptides in the encoded segment. Consequently, a 441-dimensional vector would be obtained for each segment.
Quasi-sequence order. The quasi-sequence-order (QSO) descriptor was originally proposed by Chou [25] and measures the occurrence of amino acids based on two distance matrices (i.e. the physicochemical distance matrix [26] and chemical distance matrix [27] ). For a detailed description, refer to [25, 28] . We generated a 64-dimensional feature vector for each segment with parameter nlag of 12 [29] . BINA. The binary encoding of amino acids [13] converts each amino acid in a segment to a 21-dimensional orthogonal binary vector. Different from NUM described above, BINA represents each amino acid as a 21-dimensional binary vector encoded by one '1' and 20 '0' elements. For instance, alanine ('A') is represented as 100000000000000000000, cysteine ('C') is represented as 010000000000000000000,..., and so on, while the dummy amino acid 'O' is represented as 000000000000000000001. Consequently, we obtained a 525-dimensional vector for this BINA feature encoding, given the length of each segment is 25.
Numerical representation for amino acids (NUM
LOGO. LOGO encodes a sequence segment based on the occurrence frequencies of amino acids as calculated by the Two Sample Logo program [30] . We chose the positive set and the negative set as inputs for Two Sample Logo and calculated the frequency of each amino acid at each specific position based on the differences between the positive and negative sets. At each position, we obtained frequencies for the 20 amino acid types. To calculate the feature vector for a target segment, the frequency of its amino acid at each position (24 positions in total, as the central residue K is ignored in this encoding scheme) was selected out as the element to generate a 24-dimensional feature vector for each 25-residue segment. 
where L refers to the length of the segment and the function int() rounds a decimal to the closest integer. can be calculated as follows:
where Sum D(j) denotes the sum of the j-th sub-array D(j). In this study, we set J to 11 resulting in an 11*3 = 33-dimensional vector.
AAINDEX. AAINDEX extracts features based on the amino acid indices from the AAIndex database [31] , which has also been previously used for predicting malonylation sites [11] . For a segment (with length of 25 residues in this study), the amino acid at each position (except for the central K residue) is represented by 14 values according to physicochemical and biological properties, such as hydrophobicity, polarity, polarizability, slovent/hydration potential, accessibility reduction ratio, net charge index of side chains, molecular weight, PK-N, PK-C, melting point, optical rotation, entropy of formation, heat capacity and absolute entropy [11] . Accordingly, we obtained a 24 × 14 = 336-dimensional vector.
Group 3: evolutionary-derived features
KNN. The KNN encoding generates features for each sequence segment based on its similarity to the k samples from both the positive and negative sets [13, 32] 
where l is the length of the segment and Sim s 1 (i), s 2 (i) measures the similarity between the amino acids s 1 (i) and s 2 (i) based on the normalized amino acid substitution matrix. Such distance can be calculated as follows:
where a and b denote two amino acids, M is the substitution matrix (i.e. BLOSUM62 in this work) while max/min{M} represents the largest/smallest element value in the matrix, respectively. In this study, we used k with values of 2, 4, 8, 16, 32, 64 and 128 to generate a seven-dimensional vector for each segment.
Position-Specific Scoring Matrix based transformation (PSSM).
The evolutionary data in the form of Position-Specific Scoring Matrix (PSSM) profile are informative and have proved useful in a number of biological classification problems [28, [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] . In this work, the PSSM profile was generated by running PSI-BLAST against the uniref50 database with the parameters j = 3 and h = 0.001. For a segment with length = 25, the corresponding matrix of the PSSM profile has a size of 25 × 20. By summing up the rows that correspond with each amino acid [13, 46] , the 25 × 20 matrix is transformed to a 20 × 20 matrix, resulting in a 400-dimensional feature vector. [36] was first proposed to predict proteinprotein interactions through row transformations of the original PSSM. In this work, we generated 400-dimensional S-FPSSM features by using the local POSSUM package developed to facilitate the processing and generation of PSSM-related features [41] .
S-FPSSM. S-FPSSM
As a result, we generated 21 different types of PSSM features amongst which S-PFSSM achieved the most stable and accurate performance according to the benchmark test results.
Feature normalization
As mentioned above, in this study we applied 11 feature encoding methods to generate 2275-dimensional feature vectors. Original values of some features ranged from 0 to 0.01, others ranged from 0 to 500. We note use of features with large variations between intervals may lead to poor performance of trained models, a known issue for some ML algorithms, such as SVM. Therefore, to address this and improve the model performance, the original value of each feature was normalized to the [0, 1] range [47] .
Feature selection
Heterogeneous features extracted from various points of view might be useful for characterizing Kmal sites; however, this will also lead to 'feature explosion' [48] and introduce redundancy and noise that can undermine model performance. To identify useful feature (sub-)sets from the initial feature set, we employed the GainRatio method, which is a feature selection method based on information theory [17] . The information entropy H(X) of a binary classification problem can be defined as
where P(x i ) denotes the probability of event X taking on value x i (one of the two possible outcomes of the classification). The entropy of X after observing values of another variable F j is defined as
where m denotes the total number of features used. Finally, the formula of gain ratio is defined as
where GR denotes the gain ratio of the feature F j .
Model training

Random forest
RF [49] is a widely used ML algorithm with various successful applications in bioinformatics and computational biology [42, [50] [51] [52] . Assuming there exist N samples with M features in the original training set, RF selects N samples from the original training set by bootstrapping and randomly selects m (m <<M) features to train a decision tree. By repeating this procedure, many decision trees are trained and their outputs are aggregated in the ensemble model to generate the final prediction score of RF. Therefore, the numbers of decision trees and randomly selected features (mtry) are vital to the construction of accurate RF models. In this study, we trained the RF models with 1000 decision trees using the randomForest package [10] implemented in R with the parameter mtry optimized by its built-in function.
Support vector machine
As one of the most widely used ML algorithms applied to classification problems [11, 13, 14, 28, 35, 37, 39, 42, 53] , SVM [54] maps the input data into a high-dimensional space through the use of kernel functions and finds a hyperplane that maximizes the distance between the hyperplane and two types of samples. By mapping the unseen samples into the same space, SVM can predict the new samples based on which side of the hyperplane they fall in. In this study, SVM with the Gaussian radial basis kernel was implemented using the e1071 package [55] in R. We optimized the parameters Cost C∈ {2 −10 , 2 −8 ,..., 1, 2 2 , 2 4 } and Gammaγ ∈ {2 −10 , 2 −8 ,..., 1, 2 2 , 2 4 } by grid search.
Gradient boosting decision tree
Gradient boosting decision tree (GBDT) [56] is an iterative decision tree-based algorithm with a number of effective implementations and extensions, such as Xgboost [57] and pGBRT [58] , which has been widely used in bioinformatics and computational biology [59] [60] [61] . As a new implementation of GBDT with Gradient-based One-Side Sampling and Exclusive Feature Bundling, LightGBM has several attractive advantages including faster training speed, higher efficiency and lower memory usage, while still being able to achieve almost the same accuracy compared with Xgboost and pGBRT [62] . Here, we trained the LightGBM model using the LightGBM package in R language [62] . To improve the predictive performance of the models and avoid potential overfitting, we tuned 10 parameters (Table S3) by performing 10-time 10-fold cross-validation tests to maximize the area under the curve (AUC) values of the models.
K-nearest neighbor
The KNN algorithm measures the distances between a new sample and known samples in the training data set and predicts this new sample based on the majority vote of its closest k neighbors. As a simple and robust algorithm, KNN has been widely applied to solve various classification problems in bioinformatics [42, 59, 63, 64] . The parameter k of KNN has a significant impact on the performance of the K nearest neighbor algorithm. If k is too small, the classification result may be affected by outliers; if it is too large, the neighbors may contain too many types of points, reducing the prediction possibility of true positives. Empirically, k should be lower than the square root of the number of training samples. In this work, k was optimized at the range from 1 to 100, after taking the numbers (∼10 000) of training samples into consideration.
Logistic regression
Logistic regression is a classification algorithm based on statistics, which has been successfully applied to solve a number of classification tasks in bioinformatics [60, [65] [66] [67] . For logistic regression, the weight of independent variables can be calculated and then employed to make the prediction. In this study, logistic regression was implemented using the glm function implemented in the R language.
Randomized 10-fold cross-validation test
The 10-fold cross-validation test was used to evaluate the performance of different trained ML models. In 10-fold crossvalidation, the benchmark data set is partitioned into 10 subsets. One subset is used as the test set and the others are used as the training sets. This procedure is conducted repeatedly, with each of the subsets being used once as the test set, to generate 10 models. The performance of the 10 corresponding results is averaged, which indicates the performance of the classifier. In this work, the 10-fold cross-validation test is further randomly conducted 10 times and the results are averaged as the final performance for trained models.
Independent test
To evaluate the performance of different models (both single method-based and ensemble models), we tested them on the independent test data sets. We also compared the performance of our models with the two existing state-of-the-art methods for malonylation site prediction, i.e. Mal-Lys [11] and MaloPred [13] . To make a fair and objective comparison with these two existing methods, we strictly implemented their algorithms and optimized parameters to build models on the same training data set and subsequently benchmark their performance on the independent test data sets.
Performance measures
To evaluate the performance of our proposed method, six measures including accuracy (ACC), specificity (SP), sensitivity (SN), precision (PRE), F-score and the Matthew's correlation coefficient (MCC) were used. These are defined as follows:
where TP, TN, FP and FN represent the numbers of true positives, true negatives, false positives and false negatives, respectively. Moreover, the receiver operating characteristic (ROC) curves, together with the AUC are employed to comprehensively evaluate classification performance.
Experimental results
Sequence analysis
We analyzed the occurrence frequencies of amino acids at each position of the segments flanking the malonylation and nonmalonylation sites in E. coli, M. musculus and H. sapiens. We used Two Sample Logo [30] with t-test (P < .05) with the purpose of examining whether the flanking sequence of Kmal sites could indeed possess differential patterns across species. As shown in As can be observed from Figure 2 (A-C), the preference of lysine (K) at multiple positions flanking the central Kmal sites leads to an overlap between positive and negative segments to a large extent, thereby making it extremely challenging to accurately distinguish malonylation sites from non-malonylation sites. To further examine this overlap, we calculated distributions of the nearest sequential distances between nonmalonylation and malonylation segments contained within the same protein sequences. The sequential distance between nonmalonylation and malonylation segments could be measured by the relative distance between their central Ks. We thus analyzed the statistical distributions of sequential distances between non-malonylation and malonylation segments for E. coli, M. musculus and H. sapiens ( Figure 2D ). It can be observed that the distributions across all the three species have a very similar tendency, with more than half of the sequential distances being less than 10 amino acids long. This observation validates that there exists a huge overlap between the positive and negative segments and further highlights the challenges of extracting informative features based on sequence-based feature encodings, calling for more comprehensive and discriminative feature encoding methods for accurate prediction of malonylation sites.
Performance evaluation of different feature encoding schemes
We assessed the performance of 11 different feature encodings (categorized into three major groups) using RF based on 10-time 10-fold cross-validation tests (Figure 3, Figures S1-S3 and Tables S4-S6 ). Generally, we did not observe any single group of features outperforming other groups, for any species. The KNN features based on evolutionary information, LOGO features based on sequence information and AAINDEX features based on physicochemical properties are the three most important types of features that achieved the best performance for all the three species. This indicates the necessity and importance of exploiting effective combinations of feature types from various aspects, instead of using individual feature types alone, which have limited predictive power of the trained models. Specifically, as positive and negative segments often had overlapping sequence regions, traditional sequence-based feature coding methods, such as 1-gram, 2-gram, QSO, NUM and BINA, only achieved a poor performance. However, the new sequence encoding LOGO, although based on sequence information, achieved the best performance when compared with all other individual types of features within group 1 across the three species, demonstrating an enhanced capacity for discriminating the positive and negative samples.
For physicochemical property-based features, AAINDEX features outperformed EBGW features across all the three species in terms of ACC, F-value, MCC and AUC value. Surprisingly, the PSSM-based features showed poor performance, indicating a limited contribution to the prediction and a somewhat contrasting observation different from previous prediction studies of other protein attributes for which PSSM-based features are often considered essential [28, 36, 41, 42, [68] [69] [70] [71] [72] . A possible reason might be that part of the PSSM matrix used for describing the segment is far less informative than the complete PSSM matrix generated from full-length protein sequences in previous studies, thus making PSSM-based features unable to extract enough useful patterns and characteristics.
To further improve the predictive performance of the models, we combined the extracted features together to form a 2275-dimensional feature set, for each of the three species. By applying the GainRatio feature selection method to these full feature sets, we obtained species-specific rankings of feature sets. We then created and tested different feature sets that contained the top ranked features, ranging from the top 50 to the top 700 features, in intervals of 50. For each species, the selected feature sets were assessed: the corresponding performance results are shown in Figure 4 and Tables S7-S9. We note that, when gradually increasing the number of selected features, the performance of the models trained on the selected feature sets improved and then remained relatively stable for all the three species after reaching the peak. Moreover, most of the models trained on Figure 4 . Performance comparison of RF models trained using different feature sets across the three species. Each feature set was assessed by applying GainRatio ('gr') to the original feature sets. Ten-fold cross-validation tests were randomly performed 10 times, and the performance was averaged with calculated standard deviations. Red stars denote the feature set with the overall best performance for the corresponding species, while blue circles represent the original feature set, prior to feature selection. the selected feature sets achieved a better performance compared with those trained on the original (full) feature set. The overall best performance was achieved using 350, 350 and 500 top ranked features (labeled optimal feature sets) for E. coli, M. musculus and H. sapiens, respectively.
Next, we analyzed the compositions and distributions of different features in each optimal feature set. As shown in Figure 5 (A-C), the feature distributions in the three optimal feature sets were largely similar but still had some subtle differences. Specifically, all KNN features and more than 50% of the LOGO features were selected and included in the optimal feature sets ( Figure 5A-C (1) ), suggesting their critical importance for Kmal site prediction. We also noticed that the AAINDEX features represent the largest proportion in the optimal feature sets for E. coli and M. musculus ( Figure 5A and B (2/3)) and the 2nd largest for H. sapiens ( Figure 5C (2/3) ). It is also worth noting that PSSMbased features were the largest type of features ( Figure 5C (2/3) ) for H. sapiens but did not make a significant contribution to the predictive performance, reflected by the lower GainRatio score ( Figure 5C (4) ). To examine whether certain types of features are more relevant for predicting species-specific malonylation sites as compared with others, we further analyzed the GainRatio scores for the top 100 selected features in the optimal feature sets across the three species ( Figure 5A-C (4) ). The higher a feature's GainRatio score is, the more important it is considered for its contribution to the predictor's performance. As a result, we found that the KNN features accounted for the top two features in terms of GainRatio score for all three species. More specifically, the GainRatio score of the top KNN feature was larger than 0.3, which was more than twice the GainRatio score of many other features, stressing its importance for malonylation site prediction across all three species. Following the two KNN features, three AAINDEX features were ranked 3rd, 4th and 5th for E. coli, while the 1-gram features took the 3rd place for both M. musculus and H. sapiens and the 6th place for E. coli. This indicates that the 1-gram features also made a considerable contribution to malonylation site prediction across the three species, although this feature type has only 21 dimensions. On the other hand, we did not observe any particular feature type that was informative only for a single species. Overall, the KNN, AAINDEX, 1-gram and EBGW features contributed the most to malonylation site prediction for all the three species, suggesting that Kmal sites in the three species might share some common characteristics.
Performance evaluation of different single ML method-based models and their ensemble models
By using the optimal feature sets of the three species, we first built models based on five different ML methods and compared their performance by performing 10 rounds of 10-fold crossvalidation tests. As shown in Table 2 , RF, SVM and the recently developed LightGBM method [62] achieved overall the best performances for all three species. Among these ML methods, with increasing size of the training/learning data sets (E. coli < M. musculus < H. sapiens), the performance of RF appeared to be more stable than that of SVM. This observation is consistent with the conclusion drawn in a previous study [73] , where the authors found that RF is more suitable for larger data sets with a desirable robustness property while SVM is more suitable for relatively smaller data sets that contain fewer 'extreme' values. In contrast to the two aforementioned ML methods, LightGBM achieved both best performance and computational efficiency when being applied to the largest data set (i.e. H. sapiens). This is attributable to its specific design advantage that makes itself particularly suitable for industrial-scale mass data processing and parallel computing [62] .
Next, we investigated the performance of the single methodbased models on the independent test. As shown in Table 3 , the prediction performance is highly consistent with the results from the 10-fold cross-validation tests as discussed above, further validating the robustness and generalization ability of these models. We also constructed ensemble models from single models and evaluated their performances. The final prediction score of the ensemble model was calculated by averaging all individual single models' outputs, using equal weights. Table 3 indicates the ensemble model with the best performance over all possible combinations of up to five single models. Several observations can be made: (i) The performance of the ensemble model did not show a correlation with the number of single method-based models. For all three species, the optimal models were not the ensemble models integrating all single models. In fact, the performance of ensemble models based on all single models was slightly lower than that of the best single model in the case of M. musculus and H. sapiens. However, the ensemble models often outperformed the majority of single models and thus can still offer more stable prediction results [42, 74, 75] . (ii) The ensemble models that integrated several top-performing single methodbased models, i.e. the ensemble model {1, 2} for M. musculus and the ensemble models {1, 2, 3} and {1, 2, 3, 4} for H. sapiens, did not achieve significant performance improvements. (iii) The best performing ensemble models combine methods with moderate performance, such as KNN and LR, with other topperforming methods. For example, the optimal ensemble model {1, 3, 4} for E. coli combines KNN with the two top-performing methods RF and LightGBM. Similar performance results could also be observed for the other two species, which provides useful insights when considering constructing better ensemble models.
Performance comparison with existing state-of-the-art methods
Since malonylations were only recently discovered, currently only three tools exist for predicting malonylation sites. The Figure 5 . Distribution analysis of generated optimal feature sets across the three species. Panels (A), (B) and (C) illustrate distributions of feature types included in the optimal feature sets for E. coli, M. musculus and H. sapiens, respectively. In each panel (A, B and C), (1) and (2) show the percentage and the number, respectively, of each feature type selected in the optimal feature set, (3) depicts the proportion of the types of features selected in the optimal feature set while (4) provides the GainRatio score for the top 100 selected features in the optimal feature set. earliest tool, Mal-lys, was only trained using mouse data [11] . A most recent tool, MaloPred [13] , can predict potential malonylation sites for the three species (E. coli, M. musculus and H. sapiens), while SPRINT-Mal [15] is able to predict malonylation sites for H. sapiens and M.musculus. Because of a large overlap between our data sets and theirs, it is difficult to construct independent test data sets that do not intersect with their training data sets. Therefore, to make a fair and objective comparison, we trained their classifiers based on our training data sets by strictly following their methods and assessed and compared performance of their methods and our proposed method based on the independent test data sets. As the source codes of SPRINTMal were not available, in this section, we compared our method (kmal-sp) with the other two existing tools MaloPred and Mallys. The performance comparison results between kmal-sp and MaloPred (which provided a better performance compared with Mal-lys) are shown in Table 4 and Figure 6 .
As shown in Table 4 and Figure 6D , kmal-sp clearly outperformed MaloPred across all the three species in terms of all the major metrics, including PRE, SN, SP, ACC, F-value and MCC. In addition, we also plotted ROC curves ( Figure 6A -C) that provide a comprehensive performance comparison between the two methods. The reasons why kmal-sp provided a better performance than MaloPred are: first, kmal-sp used an enlarged set of informative sequence-based features. As discussed in the Section Sequence Analysis, because of the higher similarity between the positive and the negative data, traditional feature encodings (e.g. AAC) based on basic sequence information achieve a poorer performance. In contrast, Kmal-sp used sequence-based information from three complementary points Table 2 . Performance comparison of five single ML method-based models to predict malonylation sites for the three species using 10-fold cross-validation tests. Ten-fold cross-validation tests were randomly performed 10 times, and the reported performance is the average of the individual performances Note: Performances are shown as mean ± standard deviation. For each species, the best performance (as measured by each metric) across different encoding methods is highlighted in bold for clarification. For each performance metric, the best performance value across different machine learning methods within a species is highlighted in bold for clarification. These highlights also apply to Tables 3 and 4 . means the model is trained based on RF, while '{1, 2}' stands for the ensemble model that is built based on combining the single models numbered '1' and '2'). * The optimal ensemble model was selected by exhaustively examining all possible random combinations of up to five single models.
Species
of view including amino acid occurrence probability (encoded by 1-gram, 2-gram and QSO), amino acid numerical encodings (BINA and NUM) and encodings that take into consideration the position-specific difference between the positive and negative segments (encoded by LOGO); In addition, 14 additional physicochemical property-based features were also considered by the AAINDEX encoding, which indeed showed an excellent predictive performance in [11] and also confirmed in this work; second, we benchmarked the performance of five state-of-theart ML algorithms and built kmal-sp to exploit optimal ensemble modeling, leading to even more accurate predictions of malonylation sites.
Availability of online web server
To facilitate the community-wide prediction of malonylation sites, we have implemented an online web server of kmal-sp based on the optimal ensemble models for the three species. Kmal-sp is a user-friendly application available at and hosted by Monash's extensible cloud computing facility with 16-core processors, 64 GB memory and 2 TB disk. It is publicly accessible at http://kmalsp.erc.monash.edu/. The user submission interface ( Figure 7A ) allows users to directly input the query protein sequences or upload the data set by clicking the Browse button (both in the FASTA format). After selecting the predicted species and specifying the prediction cutoff value, users can click the Submit button to initiate processing of their tasks. Users can then check the processing status of the submitted jobs using a unique URL link or, alternatively, receive an automatic e-mail notification once their tasks are completed if they choose to provide an e-mail address for this purpose. For illustration purposes, we provide a screenshot of the prediction result web page in Figure 7B . From the result web page users can download the prediction result in multiple formats, allowing subsequent in-depth analysis on their local computers.
Discussion and conclusions
Identifying Kmal sites is pivotal to understanding the regulation mechanisms of glycolipid metabolism [10] . Although there have been some computational efforts to predict Kmal sites, a systematic analysis and comprehensive assessment of the informative features, usefulness of ML methods and their potential integration have been lacking. In this work, we have systematically analyzed, benchmarked and compared 11 different types of feature encoding methods categorized in three major groups, by using RF-based ML models. Features were carefully selected according to their evaluated effectiveness for predicting Kmal sites. Using the benchmark data sets of the three species E. coli, M. musculus and H. sapiens, we have obtained optimized feature sets for each species based on feature selection. Using these optimized feature sets, different prediction models were trained using additional four ML methods (including classical and recently proposed ML methods) and rigorously evaluated using both 10 runs of 10-fold cross-validation and independent tests. Moreover, we explored the integration of these single ML method-based models into ensemble strategies and showed that these strategies can further improve the prediction performance and robustness of the model. The optimal ensemble models outperformed current state-of-the-art predictors for identifying Kmal sites on the independent data sets across the three different species. Lastly, we have developed a user-friendly web server called kmal-sp based on our optimal ensemble models, for use by the wider research community. As complementary and heterogeneous features extracted from different perspectives can be generally helpful for improving the predictors' performance, we will continually make an effort to explore more informative features, examine their contribution and refine our prediction platform. Furthermore, features that have been successfully applied to predict other types of protein PTM sites, such as structural property-based features in phosphorylation site prediction [52, 76] , might also prove useful toward improving Kmal site prediction. We will continue to exploit such new features and update the prediction models, continuously improving the webserver to better serve users' needs.
We anticipate that our findings, the proposed computational framework, integration and ensemble strategy, together with the continued development of our online web server, will instill a new momentum for bioinformatics studies of Kmal sites and other functionally important PTM types, as well as inspire users to develop novel computational methods. Such efforts and studies will continually make a contribution to improving our understanding of the important determinants of protein PTMs and facilitating their discovery.
Key Points
• This work provides a systematic comparison of 11 feature encoding methods in identifying Kmal sites. For each of three species, we investigated the relative utility of all resulting features and identified best-performing features sets.
• Using the optimized feature sets, five different machine learning methods were trained and compared on a rigorous benchmark test.
• Comparative analysis of individual machine learning models and their integrations revealed that ensemble models exhibit an improved predictive performance. The optimal ensemble models outperformed current state-of-the-art malonylation site predictors on the independent test data sets across different species.
• We accordingly implemented a user-friendly web server called kmal-sp, based on the optimal ensemble models, to facilitate community-wide efforts toward identifying novel malonylation substrates and sites, which is freely accessible at http://kmalsp.erc.monash.edu/.
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