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Abstract
We consider row sequences of (type II) Hermite-Pade´ approximations with common
denominator associated with a vector f of formal power expansions about the origin. In
terms of the asymptotic behavior of the sequence of common denominators, we describe
some analytic properties of f and restate some conjectures corresponding to questions once
posed by A. A. Gonchar for row sequences of Pade´ approximants.
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1 Introduction
Let f = (f1, f2, . . . , fd) be a system of d formal or convergent Taylor expansions about the origin;
that is, for each k = 1, . . . , d, we have
fk(z) =
∞∑
n=0
φn,kz
n, φn,k ∈ C. (1.1)
When all these expansions are convergent about the origin, D = (D1, D2, . . . , Dd) denotes a
system of domains such that, for each k = 1, . . . , d, fk is meromorphic in Dk. We say that the
point ζ is a pole of f in D of order τ if there exists an index k ∈ 1, . . . , d such that ζ ∈ Dk and
it is a pole of fk of order τ , and for j 6= k either ζ is a pole of fj of order less than or equal to τ
or ζ 6∈ Dj. When D = (D, . . . , D) we say that ζ is a pole of f in D.
Let R0(f) be the radius of the largest open disk D0(f) to which all the expansions fk, k =
1, . . . , d correspond to analytic functions. If R0(f) = 0, we take Dm(f) = ∅, m ∈ Z+; otherwise,
Rm(f) is the radius of the largest open disk Dm(f) centered at the origin to which all the analytic
elements (fk, D0(fk)) can be extended so that f has at mostm poles counting multiplicities. The
disk Dm(f) constitutes for systems of functions the analogue of the m-th disk of meromorphy
defined by J. Hadamard in [11] for d = 1. Moreover, in that case both definitions coincide.
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Definition 1.1. Let f = (f1, . . . , fd) be a system of d formal Taylor expansions as in (1.1).
Fix a multi-index m = (m1, . . . ,md) ∈ Z
d
+ \ {0} where 0 denotes the zero vector in Z
d
+. Set
|m| = m1 + · · · + md. Then, for each n ≥ max{m1, . . . ,md}, there exist polynomials q and
pk, k = 1, . . . , d, such that
a.1) deg pk ≤ n−mk, k = 1, . . . , d, deg q ≤ |m|, q 6≡ 0,
a.2) q(z)fk(z)− pk = Akzn+1 + · · · .
The vector rational function Rn,m = (p1/q, · · · , pd/q) is called an (n,m) (type II) Hermite-Pade´
approximation of f .
When d = 1 (f = f,m = m) this definition reduces (up to a shift of indices) to the definition
of Pade´ approximation. More precisely, in this case Rn,m(f) is what is usually called the Pade´
approximant of type (n −m,m) with respect to f . When working with vector functions, it is
convenient that in a.2) all expansions start with the same power of z on the right hand side
which justifies the shift.
In contrast with Pade´ approximation, Hermite-Pade´ approximants, in general, are not uniquely
determined. In the sequel, we assume that given (n,m) one particular solution is taken. For
that solution we write
Rn,m = (Rn,m,1, · · · , Rn,m,d) = (pn,m,1, · · · , pn,m,d) /qn,m,
where qn,m is a monic polynomial that has no common zero simultaneously with all the pn,m,k.
Sequences (Rn,m)n≥|m|, for which m remains fixed when n varies are called row sequences.
In A.A. Gonchar’s mathematical legacy a subject of major interest is the study of Pade´
approximation, in particular what he called inverse type problems. As opposed to direct type
results, where one starts out from an analytic element with some knowledge of its analytic prop-
erties and considers its possible approximation by means of sequences of Pade´ approximants, the
starting point of inverse type problems is the behavior of sequences of denominators of the Pade´
approximants of a formal expansion and from there one tries to discover the analytic properties
of the formal expansion. In this direction, Gonchar [8, p. 540] proved some important results
and posed a number of interesting conjectures related with row sequences of Pade´ approximants
mostly solved by S.P. Suetin in [14] and [15]. We will return to some of these conjectures later.
For the moment, in the context of Hermite-Pade´ approximation, we present a relatively recent
result which extends a theorem due to A.A. Gonchar (see [6, Sect. 3-4] and [9, Sect. 2]). Before
proceeding we need to introduce some concepts.
Definition 1.2. Given f = (f1, . . . , fd) and m = (m1, . . . ,md) ∈ Zd+ \{0} we say that ζ ∈ C
∗ :=
C \ {0} is a system pole of order τ of f with respect to m if τ is the largest positive integer such
that for each s = 1, . . . , τ there exists at least one polynomial combination of the form
d∑
k=1
pkfk, deg pk < mk, k = 1, . . . , d, (1.2)
which is analytic on a neighborhood of D|ζ| := {z : |z| ≤ |ζ|} except for a pole at z = ζ of exact
order s. If some component mk equals zero the corresponding polynomial pk is taken identically
equal to zero.
We wish to underline that if some component mk equals zero, that component places no
restriction on Definition 1.1 and does not report any benefit in finding system poles; therefore,
without loss of generality one can restrict the attention to multi-indices m ∈ Nd.
2
A system f cannot have more than |m| system poles with respect to m counting orders. A
system pole need not be a pole of f and a pole may not be a system pole, see examples in [4].
To each system pole ζ of f with respect to m one can associate several characteristic values.
Let τ be the order of ζ as a system pole of f . For each s = 1, . . . , τ denote by rζ,s(f ,m) the
largest of all the numbers Rs(g) (the radius of the largest disk containing at most s poles of g),
where g is a polynomial combination of type (1.2) that is analytic on a neighborhood of D|ζ|
except for a pole at z = ζ of order s. Set
Rζ,s(f ,m) := min
k=1,...,s
rζ,k(f ,m),
Rζ(f ,m) := Rζ,τ (f ,m) := min
s=1,...,τ
rζ,k(f ,m).
It is not difficult to verify that if d = 1 and (f ,m) = (f,m), the concepts of system poles and
poles in Dm(f) coincide.
Let Q(f ,m) denote the monic polynomial whose zeros are the system poles of f with respect
to m taking account of their order. The set of distinct zeros of Q(f ,m) is denoted by P(f ,m).
In [4] the following result was proved.
Theorem 1.3. Let f be a system of formal Taylor expansions as in (1.1) and fix a multi-index
m ∈ Nd. Then, the following assertions are equivalent.
a) R0(f) > 0 and f has exactly |m| system poles with respect to m counting multiplicities.
b) The denominators qn,m, n ≥ |m|, of simultaneous Pade´ approximations of f are uniquely
determined for all sufficiently large n and there exists a polynomial q|m| of degree |m|,
q|m|(0) 6= 0, such that
lim sup
n−→∞
‖qn,m − q|m|‖
1/n = θ < 1,
where ‖ · ‖ denotes (for example) the coefficient norm in the space of polynomials of degree
≤ |m|.
Moreover, if either a) or b) takes place then q|m| ≡ Q(f ,m) and
θ = max{|ζ|/Rζ(f ,m) : ζ ∈ P(f ,m)}. (1.3)
In the scalar case (f ,m) = (f,m), qn,m is uniquely determined, Rζ(f ,m) = Rm(f) for every
ζ ∈ P(f,m), and the result reduces to Gonchar’s theorem. In this case, it was also shown that
lim sup
n
‖Rn,m − f‖
1/n
K = max{|z| : z ∈ K}/Rm(f), (1.4)
for every compact subset K ⊂ Dm(f), where ‖ · ‖K denotes the sup norm. For the vector case, a
formula which substitutes (1.4) was given in [4, Theorem 3.7], but we refrain from presenting it
since it requires additional notation which will not be relevant in what follows.
In this theorem, a) implies b) and ≤ instead of = in (1.3) and (1.4) represent the direct
statements and constitute a Montessus de Ballore type theorem [13]. That b) implies a) and the
opposite inequalities in (1.3) and (1.4) give the inverse type results.
In [10, Theorem 1], Graves-Morris and Saff established a direct type result for Hermite-
Pade´ approximation based on a so called notion of polewise independence of (f ,m) in D|m|(f).
However, the result proved in [10] does not allow a converse statement in the sense of Gonchar’s
theorem as the examples in [4] show.
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Inspired in the conjectures posed by A.A. Gonchar in [8] for the scalar case, some natural
questions arise. Is it true that each system pole attracts with geometric rate at least as many
zeros of the polynomials qn,m as its order (even if the total number of system poles is less than
|m|)? Reciprocally, if some point in C∗ attracts a certain number of zeros of the polynomials
qn,m with geometric rate, does it mean that the point is necessarily a system pole of (f ,m)?
What can be said about the points which are limit of the zeros of the denominators? Are they
singular points of (f ,m) in some sense?
In this paper, we will focus basically in the case when
lim
n−→∞
qn,m = q|m|, deg q|m| = |m|, q|m|(0) 6= 0, (1.5)
but the rate of convergence is not known in advance. Our point of reference is the following
extension of Fabry’s theorem (see [5] or [2]) due to S.P. Suetin [15] for Pade´ approximation.
In the scalar case, suppose that (1.5) holds and
0 < |z1| ≤ · · · ≤ |zN | < |zN+1| = · · · = |zm|, (1.6)
where qm(z) =
∏m
k=1(z − zk). Then Rm−1(f) = |zm|, the points z1, . . . , zN are the poles of f
in Dm−1(f) (taking account of their order), and zN+1, . . . , zm are singular points of f on the
boundary of Dm−1(f).
For Hermite-Pade´ approximation, let us introduce the concept of system singularity of f with
respect to m.
Definition 1.4. Given f = (f1, . . . , fd) and m = (m1, . . . ,md) ∈ Zd+ \ {0} we say that ζ ∈ C
∗
is a system singularity of f with respect to m if there exists at least one polynomial combination
F of the form (1.2) analytic on D|ζ| and ζ is a singular point of F .
Assuming (1.5), the ultimate goal of this paper is to study the connection between the zeros
of q|m| and the system singularities of (f ,m) which would give an extension of Suetin’s theorem.
The following example shows that given (f ,m) a point in C∗ may be simultaneously a system
pole and a singularity of a different nature. Take
f1(z) =
1
z − 1
+ ez, f2(z) = log(z − 1), f = (f1, f2), m = (1, 1).
Obviously, 1 is a system pole of (f ,m) of order one because of f1, and it is also a system
singularity of logarithmic type because of f2. Direct calculations show that if qn,m(z) = (z −
ζn,1)(z − ζn,2), |ζn,1 − 1| ≤ |ζn,2 − 1|, is the (n,m) Hermite-Pade´ denominator of (f ,m), then
lim sup
n→∞
|ζn,1 − 1|
1/n = 0, |ζn,2 − 1| ∼ 1/n, n→∞.
In particular
lim
n→∞
qn,m(z) = (z − 1)
2,
but one sequence of zeros converges very fast to 1 whereas the other one does it slowly.
Fix (f,m) and ζ ∈ C∗. Let ζn,1, . . . , ζn,ℓn , 0 ≤ ℓn ≤ |m|, be the zeros of qn,m indexed in
increasing distance from ζ. That is
|ζ − ζn,1| ≤ |ζ − ζn,2| ≤ · · · ≤ |ζ − ζn,ℓn | .
Following A.A. Gonchar in [8], we define two characteristic values. Set λ(ζ) := ν if
lim
n→∞
|ζ − ζn,ν | = 0, lim sup
n→∞
|ζ − ζn,ν+1| > 0
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(for ν > ℓn by convention |ζ− ζn,ν | := 1, and when lim supn→∞ |ζ− ζn,1| > 0, we take λ(ζ) = 0).
Analogously, µ(a) := ν if
lim sup
n→∞
|ζ − ζn,ν |
1/n < 1, lim sup
n→∞
|ζ − ζn,ν+1|
1/n ≥ 1.
In Section 2 we prove that if ζ is a system pole of (f ,m) of order τ then µ(ζ) ≥ τ . We think
that the following statements are plausible:
C1) If the denominators qn,m are uniquely determined for all sufficiently large n and µ(ζ) ≥ 1
then ζ is a system pole of (f,m) of order τ = µ(ζ).
C2) If the denominators qn,m are uniquely determined for all sufficiently large n and λ(ζ) ≥ 1,
then ζ is a system singularity of (f,m).
We wish to underline that even in the scalar case statement C2) remains open except when
(1.5) holds. Therefore, for Hermite-Pade´ approximation the proof of C2) under (1.5) would
already be of great interest.
2 System poles are strong attractors
We start out proving the following direct type result.
Theorem 2.1. Let ζ be a system pole of (f,m) of order τ then µ(ζ) ≥ τ .
Proof. For each n ≥ |m|, let Qn,m be the polynomial qn,m normalized so that
|m|∑
k=0
|λn,k| = 1, Qn,m(z) =
|m|∑
k=0
λn,kz
k. (2.1)
This normalization entails that for any fixed j ∈ Z+ the sequence of polynomials (Q
(j)
n,m)n≥|m| is
uniformly bounded on each compact subset of C.
Let ζ be a system pole of order τ of (f ,m). Consider a polynomial combination g1 of type
(1.2) that is analytic on a neighborhood of D|ζ| except for a simple pole at ζ and verifies that
R1(g1) = Rζ,1(f ,m)(= rζ,1(f ,m)). Then we have
g1 =
d∑
k=1
pk,1fk, deg pk,1 < mk, k = 1, . . . , |m|,
and
Qn,m(z)h1(z)− (z − ζ)
d∑
k=1
pk,1(z)Pn,m,k(z) = Az
n+1 + · · · ,
where h1(z) = (z − ζ)g1(z). Hence, the function
Qn,m(z)h1(z)
zn+1
−
z − ζ
zn+1
d∑
k=1
pk,1(z)Pn,m,k(z)
is analytic on D1(g1). Take 0 < r < R1(g1), and set Γr = {z ∈ C : |z| = r}. Using Cauchy’s
formula, we obtain
Qn,m(z)h1(z)− (z − ζ)
d∑
k=1
pk,1Pn,m,k(z) =
1
2πi
∫
Γr
zn+1
ωn+1
Qn,m(ω)h1(ω)
ω − z
dω,
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for all z with |z| < r, since deg
d∑
k=1
pk,1Pn,m,k < n. In particular, taking z = ζ in the previous
formula, we obtain
Qn,m(ζ)h1(ζ) =
1
2πi
∫
Γr
ζn+1
ωn+1
Qn,m(ω)h1(ω)
ω − ζ
dω. (2.2)
Then
lim sup
n→∞
|Qn,m(ζ)h1(ζ)|
1/n ≤
|ζ|
r
.
Using that h1(ζ) 6= 0 and making r tend to R1(g1), we have
lim sup
n→∞
|Qn,m(ζ)|
1/n ≤
|ζ|
Rζ,1(f ,m)
< 1.
Now, we use induction to prove that for each s = 0, . . . , τ − 1
lim sup
n→∞
|Q(s)n,m(ζ)|
1/n ≤
|ζ|
Rζ,s+1(f ,m)
≤
|ζ|
Rζ(f ,m)
. (2.3)
For s = 0 the property is true as was shown above. Suppose that
lim sup
n→∞
|Q(j)n,m(ζ)|
1/n ≤
|ζ|
Rζ,j+1(f ,m)
, j = 0, 1, . . . , s− 2, (2.4)
where Rζ,j+1(f ,m) = mink=1,...,j+1 rζ,k(f ,m). Let us prove that (2.4) holds for j = s− 1, with
s ≤ τ .
Consider a polynomial combination gs of type (1.2) that is analytic on a neighborhood of
D|ζ| except for a pole of order s at z = ζ and verifies that Rs(gs) = rζ,s(f ,m). Then,
gs =
d∑
k=1
pk,sfk, deg pk,s < mk, k = 1, . . . , |m|.
Set hs(z) = (z − ζ)sgs(z). Reasoning as in the previous case, the function
Qn,m(z)hs(z)
zn+1(z − ζ)s−1
−
z − ζ
zn+1
d∑
k=1
pk,s(z)Pn,m,k(z)
is analytic on Ds(gs)\ {ζ}. Set Ps =
d∑
k=1
pk,sPn,m,k. Fix an arbitrary compact set K ⊂ (Ds(gs)\
{ζ}). Take δ > 0 sufficiently small and 0 < r < Rs(gs) with K ⊂ Dr. Using Cauchy’s integral
formula and the residue theorem, since degPs < n, for all z ∈ K we have
Qn,m(z)hs(z)
(z − ζ)s−1
− (z − ζ)Ps(z) = In(z)− Jn(z), (2.5)
where
In(z) =
1
2πi
∫
Γr
zn+1
ωn+1
Qn,m(ω)hs(ω)
(ω − ζ)s−1(ω − z)
dω
and
Jn(z) =
1
2πi
∫
|ω−ζ|=δ
zn+1
ωn+1
Qn,m(ω)hs(ω)
(ω − ζ)s−1(ω − z)
dω.
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The first integral In is estimated as in (2.2) to obtain
lim sup
n→∞
‖In(z)‖
1/n
K ≤
‖z‖K
Rs(gs)
=
‖z‖K
rζ,s(f ,m)
. (2.6)
For Jn(z), as degQn,m ≤ |m|, write
Qn,m(ω) =
|m|∑
j=0
Q
(j)
n,m(ζ)
j!
(ω − ζ)j .
Then
Jn(z) =
s−2∑
j=0
1
2πi
∫
|ω−ζ|=δ
zn+1
ωn+1
hs(ω)
(ω − ζ)s−1−j
Q
(j)
n,m(ζ)
j!(ω − z)
dω. (2.7)
Using the induction hypothesis (2.4) and making ε tend to zero, we obtain
lim sup
n→∞
‖Jn(z)‖
1/n
K ≤
‖z‖K
|ζ|
|ζ|
Rζ,s−1(f ,m)
=
‖z‖K
Rζ,s−1(f ,m)
,
which, together with (2.5) and (2.6), gives
lim sup
n→∞
‖Qn,m(z)hs(z)− (z − ζ)
sPs(z)‖
1/n
K ≤
‖z‖K
Rζ,s−1(f ,m)
. (2.8)
As the function inside the norm in (2.8) is analytic in Ds(gs), inequality (2.8) also holds for
any compact set K ⊂ Ds(gs). Moreover, we can differentiate s − 1 times that function and the
inequality remains true by virtue of Cauchy’s integral formula. So, taking z = ζ in (2.8) for the
differentiated version, we obtain
lim sup
n→∞
|(Qn,mhs)
(s−1)(ζ)|1/n ≤
|ζ|
Rζ,s(f ,m)
.
Using the Leibniz formula for higher derivatives of a product of two functions and the induction
hypothesis (2.4), we arrive at
lim sup
n→∞
|Q(s−1)n,m (ζ)|
1/n ≤
|ζ|
Rζ,s(f ,m)
≤
|ζ|
Rζ(f ,m)
, (2.9)
since hs(ζ) 6= 0. This completes the induction.
Now, let us prove that λ(ζ) ≥ τ. It is sufficient to show that for any subsequence of indices
Λ such that
lim
n∈Λ
Qn,m = QΛ,
QΛ is a non null polynomial with a zero of multiplicity ≥ τ at ζ. Indeed, QΛ 6≡ 0 due to the
normalization on the polynomials Qn,m. On the other hand,
Qn,m(z) =
|m|∑
k=0
Q
(k)
n,m(ζ)
k!
(z − ζ)k.
Using (2.3) and Weierstrass’ theorem for the derivatives it follows that
lim
n∈Λ
Qn,m(z) = QΛ(z) =
|m|∑
k=τ
Q
(k)
Λ (ζ)
k!
(z − ζ)k,
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as needed.
Set Uε = {z : |z − ζ| < ε}. Let ε be sufficiently small so that U2ε contains no other system
pole of (f ,m) except ζ. Let ζn,1, . . . , ζn,λn be the zeros of Qn,m contained in U2ε. Since λ(ζ) ≥ τ ,
we have τ ≤ λn ≤ |m| for all sufficiently large n. In the sequel we only consider such values of
n. Set
Q˜n(z) =
λn∏
k=1
(z − ζn,k).
It is easy to see that the functions Q˜n/Qn,m are holomorphic in U2ε and uniformly bounded
on any compact subset of U2ε; in particular on Uε. Therefore, for any k ≥ 0 the sequence(
Q˜n/Qn,m
)(k)
is uniformly bounded on Uε. Since
Q˜n = Qn,m
Q˜n
Qn,m
,
from (2.3) it readily follows that for each s = 0, . . . , τ − 1
lim sup
n→∞
|Q˜(s)n (ζ)|
1/n ≤
|ζ|
Rζ(f ,m)
< 1. (2.10)
Now, using (2.10) for s = 0 and the ordering imposed on the indexing of the zeros of qn,m it
follows that
lim sup
n→∞
|ζ − ζn,1|
1/n < 1
so that µ(ζ) ≥ 1. Let us assume that for each j = 1, . . . , k where k ≤ τ − 1,
lim sup
n→∞
|ζ − ζn,j |
1/n < 1, (2.11)
and let us show that it is also true for k+1. Consider Q˜
(k)
n (ζ). One of the terms thus obtained is∏λn
j=k+1(ζ−ζn,j), each one of the other terms contains at least one factor of the form (ζ−ζn,j), j =
1, . . . , k. Combining (2.10) and (2.11) it follows that
lim sup
n→∞
|
λn∏
j=k+1
(ζ − ζn,j)|
1/n < 1,
and due to the ordering of the indices, we get
lim sup
n→∞
|ζ − ζn,k+1|
1/n < 1.
Consequently, µ(ζ) ≥ τ as we wanted to prove.
3 Auxiliary results and notions
3.1 Incomplete Pade´ approximants
The notion of incomplete Pade´ approximation introduced in [3] played a central role in the proof
of Theorem 1.3.
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Definition 3.1. Let f(z) =
∑∞
k=0 φkz
k be a formal Taylor expansion about the origin. Fix
m ≥ m∗ ≥ 1. Let n ≥ m, we say that the rational function rn,m is an incomplete Pade´
approximation of type (n,m,m∗) with respect to f if rn,m is the quotient of any two polynomials
p and q that verify
(c.1) deg(p) ≤ n−m∗, deg(q) ≤ m, q 6≡ 0,
(c.2) q(z)f(z)− p(z) = Azn+1 + · · · .
Given (n,m,m∗), n ≥ m ≥ m∗, the Pade´ approximants Rn,m∗ , ..., Rn,m can all be regarded as
incomplete Pade´ approximation of type (n,m,m∗) of f . In particular, this means that rn,m is not
uniquely determined (in general) when m∗ < m. Therefore, when we refer to such approximants
we understand that once we fix m and m∗ for each given n a candidate is chosen. This liberty
is the main advantage of incomplete Pade´ approximation. For example, notice that according
to the definition of Hermite Pade´ approximation Rn,m,k is an incomplete Pade´ approximation of
type (n, |m|,mk) of the kth component fk of the vector f .
Canceling out common factors between p and q, we write rn,m = pn,m/qn,m, where qn,m is
normalized as follows
qn,m(z) =
∏
|ζn,k|<1
(z − ζn,k)
∏
|ζn,k|≥1
(1− z/ζn,k). (3.1)
With this normalization, it is easy to check that on any compact subset K of C
‖qn,m‖K := max
z∈K
|qn,m(z)| ≤ C <∞, (3.2)
where C is a constant that is independent of n ∈ N (but depends on K).
Suppose that p and q have a common zero at z = 0 of order λn. Notice that 0 ≤ λn ≤ m.
Then
(c.3) deg(pn,m) ≤ n−m
∗ − λn, deg(qn,m) ≤ m− λn, qn,m 6≡ 0,
(c.4) qn,m(z)f(z)− pn,m(z) = Azn+1−λn + · · · .
From the definition it is easy to prove that
rn+1,m − rn,m =
An,mz
n+1−λn−λn+1q∗n,m−m∗
qn,mqn+1,m
, (3.3)
where An,m is a constant and q
∗
n,m−m∗ is a polynomial of degree less than or equal to m −m
∗
normalized as in (3.1).
We introduce a notion of convergence which will be very useful in the sequel.
Definition 3.2. Let E be a subset of the complex plane C. By U(E) we denote the class of all
coverings of E by at most a numerable set of disks. Set
σ1(E) := inf
{
∞∑
ν=1
|Uν | : {Uν} ∈ U(E)
}
where |Uν | denotes the radius of the disk Uν . The quantity σ1(E) is called the σ1 content of E.
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Definition 3.3. Let ϕ and ϕn, n ∈ Z+, be functions defined on a region Ω ⊂ C. We say that
the sequence (ϕn)n≥0 converges σ1 on each compact subset K ⊂ Ω to ϕ if for every K ⊂ Ω and
ε > 0
lim
n−→∞
σ1 {z ∈ K : |(ϕn − ϕ)(z)| ≥ ε} = 0.
We denote this by
σ1 − lim
n
ϕn = ϕ, K ⊂ Ω.
Using telescopic sums, equation (3.3) implies that σ1 convergence of the sequence (rn,m)n≥m
can be reduced to the σ1 convergence of the series
∞∑
n=m
An,mz
n+1−λn−λn+1q∗n,m−m∗(z)
(qn,mqn+1,m)(z)
, 0 ≤ λn ≤ m.
Define
R∗m(f) =
1
lim sup
n−→∞
|An,m|1/n
, D∗m(f) = {z : |z| < R
∗
m(f)}. (3.4)
We will use some properties of incomplete Pade´ approximants, proved in [3] and [4], which
we summarize in the next two propositions.
Proposition 3.4. Let f be a formal power series. Fix m and m∗ nonnegative integers, m ≥ m∗.
Let (rn,m)n≥m be a sequence of incomplete Pade´ approximants of type (n,m,m
∗) for f . If
R∗m(f) > 0 then R0(f) > 0. Moreover,
Dm∗(f) ⊂ D
∗
m(f) ⊂ Dm(f)
and D∗m(f) is the largest disk in compact subsets of which σ1 − limn−→∞
rn,m = f . Moreover, the
sequence (rn,m)n≥m is pointwise divergent in {z : |z| > R∗m(f)} except on a set of σ1−content
zero.
When dealing with inverse type problems, one of the main difficulties is to determine from
the data if the formal expansion represents an analytic element in a vicinity of the origin; that
is, if the formal expansion is indeed convergent about z = 0. The previous proposition says
that a sufficient condition is that R∗m(f) > 0. Notice that in that result the convergence of
the denominators of the incomplete Pade´ approximants is not required. When this is true some
additional information can be drawn. A direct consequence of [4, Corollary 2.4] establishes
Proposition 3.5. Let f be a formal power series that is not a polynomial. Fix m ≥ m∗ ≥ 1. Let
(rn,m)n≥m, rn,m = pn,m/qn,m, be a sequence of incomplete Pade´ approximants of type (n,m,m
∗)
corresponding to f . Assume that there exists a polynomial qm of degree m, qm(0) 6= 0, such that
lim
n→∞
qn,m = qm. (3.5)
Then, 0 < R0(f) < ∞ and the zeros of qm contain all the poles, counting multiplicities, that f
has in D∗m(f).
Therefore, incomplete Pade´ approximation allows to recover the poles of f inside D∗m(f).
When m∗ = m we are in the case of Pade´ approximation and Suetin’s theorem says that all
the zeros of qm are singular points of f lying in the closure of Dm−1(f). For truly incomplete
Pade´ approximants (m∗ < m), what can be said about the zeros of qm in relation with the
singular points of f? We know that not all of them need to be singular points as can be deduced
from the examples in [3, Section 5], but all the poles of f in D∗m(f) are zeros of qm (counting
multiplicities). However, f may have less than m∗ poles in D∗m(f). In this situation, do the zeros
of qm contain some singularities of f lying on the boundary of D
∗
m(f)?
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3.2 Two fundamental lemmas
In the study of singular points on the boundary of the convergence region of Taylor and Dirichlet
series an important instrument is what is called a regularization of the sequence of its coefficients.
The proof of the statements (i)-(iv) below may be found in [1] and [12].
Let (αn)n≥1 be a sequence of complex numbers such that
lim sup
n→∞
|αn|
1/n = 1.
Then, there exists a sequence (α∗n)n≥1 of positive numbers which satisfies:
(i) lim
n→∞
α∗n
α∗
n+1
= 1,
(ii) (log(
α∗n
n! ))n≥m is concave,
(iii) |αn| ≤ |α
∗
n|, n ∈ Z+,
(iv) |αn| ≥ c|α
∗
n|, n ∈ Λ ⊂ Z+, c > 0 for an infinite sequence Λ of indices.
called a regularization of (αn)n≥1. If lim supn→∞ |α˜n|
1/n = 1/r, 0 < r <∞, then a regulariza-
tion of (α˜n)n≥1 is that sequence of numbers (α
∗
n)n≥1 satisfying (i)-(iv) with αn = α˜nr
n.
In [15], S.P. Suetin extended the use of regularizing sequences to Pade´ approximation in order
to prove the inverse result stated above (see (1.6)). His arguments were based on two lemmas
[15, Lemmas 1, 2]. These lemmas may be adjusted for the study of singularities in the case of
incomplete Pade´ approximation. .
The first lemma concerns bounds related with incomplete Pade´ approximants on compact
subsets of the complement of the circle {z : |z| = R∗m} defining D
∗
m, see (3.4). We will assume
that 0 < R∗m < +∞. In this case, making a change of variables if necessary, we can assume that
R∗m = 1.
Lemma 3.6. Let f be a formal power series. Fix m ≥ m∗ ≥ 1 and assume that
lim sup
n→∞
|An,m|
1/n = 1,
where the coefficients An,m are those appearing in (3.3). Let
(
A∗n,m
)
n≥m
be a regularizing se-
quence associated with (An,m)n≥m. Then
1. for any δ > 0
max
|z|≥eδ
∣∣∣∣pn,m(z)A∗n,mzn
∣∣∣∣ = O(1), n −→∞ (3.6)
2. for every compact K ⊂ {z : |z| < e−δ} \ P(f), where P(f) is the set of poles of f ,
max
z∈K
∣∣∣∣ (qn,mf − pn,m)(z)A∗n,mzn
∣∣∣∣ = O(1), n −→∞. (3.7)
Notice that no assumption is made on the convergence of the polynomials qn,m. The second
lemma is much more subtle since it refers to bounds on neighborhoods of arcs contained in
{z : |z| = R∗m}. Here (as in Suetin’s lemma), we assume that the denominators of the incomplete
Pade´ approximants converge.
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Lemma 3.7. Let f be a formal power series. Assume that lim sup
n
|An,m|
1/n
= 1 and limn qn,m =
q where q is a polynomial of degree m. Suppose that f is holomorphic at the point z0, |z0| = 1.
Then there is a δ = δ(z0) > 0 such that
max
e−δ≤|z|≤eδ, | arg(z)−arg(z0)|≤δ
∣∣∣∣ (qn,mf − pn,m)(z)A∗n,mzn
∣∣∣∣ = O(1), n −→∞ (3.8)
where arg(z) denotes the argument of the complex number z.
The proof of Lemma 3.7 may be carried out following step by step that of [15, Lemma 2] so
we skip it. The statement of Lemma 3.6 is similar to that of [15, Lemma 1] which was stated
without proof in [15]. For completeness, we include a proof of it.
Proof. Let rn,m =
pn,m
qn,m
, n = 1, 2, ..., where the polynomials pn,m and qn,m do not have common
zeros. Let Pn,m(f) = {ζn,1, ..., ζn,ℓn} denote the set of zeros of qn,m.
Consider the difference
(rn,m − rm,m)(z) =
n−1∑
k=m
Ak,mz
k+1−λk−λk+1q∗k,m−m∗(z)
(qk,mqk+1,m)(z)
=
A∗n,mz
n
n−1∑
k=m
Ak,m
A∗n,m
zk−n
z1−λk−λk+1q∗k,m−m∗(z)
(qk,mqk+1,m)(z)
.
Therefore
|(rn,m − rm,m)(z)| ≤
∣∣A∗n,mzn∣∣ n−1∑
k=m
∣∣∣∣Ak,mA∗n,m
∣∣∣∣ |z|k−n |z|1−λk−λk+1
∣∣∣q∗k,m−m∗(z)∣∣∣
|(qk,mqk+1,m)(z)|
,
and using (iii) we have
|(rn,m − rm,m)(z)| ≤
∣∣A∗n,mzn∣∣ n−1∑
k=m
∣∣∣∣A∗k,mA∗n,m
∣∣∣∣ |z|k−n |z|1−λk−λk+1
∣∣∣q∗k,m−m∗(z)∣∣∣
|(qk,mqk+1,m)(z)|
.
Property (ii) implies that ∣∣A∗n−1,mA∗n+1,m∣∣ ≤ (A∗n,m)2,
or, what is the same,
∣∣A∗n−1,m/A∗n,m∣∣ ≤ ∣∣A∗n,m/A∗n+1,m∣∣ . Therefore, the sequence ( A∗k,mA∗
k+1,m
)
monotonically increases to 1 due to (i). Consequently,∣∣∣∣A∗k,mA∗n,m
∣∣∣∣ =
∣∣∣∣∣ A∗k,mA∗k+1,m
∣∣∣∣∣
∣∣∣∣∣A∗k+1,mA∗k+2,m
∣∣∣∣∣ · · ·
∣∣∣∣A∗n−1,mA∗n,m
∣∣∣∣ ≤ 1,
and
|(rn,m − rm,m)(z)| ≤
∣∣A∗n,mzn∣∣ n−1∑
k=m
|z|k−n
|z|1−λk−λk+1
∣∣∣q∗k,m−m∗(z)∣∣∣
|(qk,mqk+1,m)(z)|
.
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Fix a compact set K ⊂ {z : |z| > 1} and let z′ ∈ K. Set U2r(z′) = {z : |z− z′| < 2r}. Take r
sufficiently small so that |z| > 1 for all z ∈ U2r(z′). Then |z| ≥
1
α , 0 < α < 1 for all z ∈ U2r(z
′).
Therefore (in the sequel C,C1, C2, . . . denote constants which only depend on K),
|(rn,m − rm,m)(z)| ≤ C1|A
∗
n,mz
n|
n−m∑
k=1
αk
|q∗n−k,m−m∗(z)|
|(qn−k,mqn−k+1,m)(z)|
. (3.9)
Since q∗k,m−m∗(z) is normalized as in (3.1) we have∥∥q∗k,m−m∗∥∥K = maxz∈K |q∗k,m−m∗(z)| ≤ C < +∞.
Obviously, deg(qn−k,mqn−k+1,m) ≤ 2m, k = 1, 2, ..., n−m. Take ε > 0 so that
ε
∞∑
k=1
1
k2
=
2r
3
< r.
For each k = 1, 2, ..., n −m let Vk,ε be the set consisting of the (ε/(4mk2)) − neighborhood of
the zeros of the polynomial (qn−k,mqn−k+1,m) and let V
ε
n =
n−m⋃
k=1
Vk,ε. The sum of the diameters
of the disks in V εn does not exceed ε
∞∑
k=1
1
k2 < r. Therefore, there is a circle γn centered at z
′ of
radius rn, r < rn < 2r which does not intersect V
ε
n . Then, for all z ∈ γn and k = 1, 2, ..., n− 1
|(qn−k,mqn−k+1,m)(z)| ≥ C2(ε/4mk
2)2m.
From (3.9), we obtain
|(rn,m − rm,m)(z)| ≤ C3|A
∗
n,mz
n|(4m/ε)2m
n−1∑
k=1
αkk4m ≤ C4|A
∗
n,mz
n|, (3.10)
since the series
∞∑
k=1
αkk4m converges because 0 < α < 1. Now |A∗n,mz
n| ⇒ ∞ as n −→ ∞ in
U2r(z
′); therefore, (3.10) implies the inequality
|rn,m(z)| ≤ C5|A
∗
n,mz
n|, z ∈ γn, n ∈ Λ. (3.11)
Multiplying both sides of (3.11) by qn,m, using (3.2) and the maximum principle, we get∣∣∣∣pn,m(z)A∗n,mzn
∣∣∣∣ ≤ C6, z ∈ U2r(z′), n ∈ Λ. (3.12)
By the Heine-Borel theorem it follows that (3.12) is true for all z ∈ K. Then, (3.6) follows
immediately taking K = {z : |z| = eδ}, δ > 0, using the maximum principle and the fact that
pn,m/A
∗
n,mz
n is holomorphic in {z : |z| > 1} ∪ {∞}.
Now, fix a compact set K contained in {z : |z| < 1} \ P(f) and z′ ∈ K. Choose r > 0
sufficiently small so that U2r(z′) ⊂ {z : |z| < 1}\P(f). By the σ1−convergence of the sequence
(rn,m)n≥m to f on compact subsets of {z : |z| < 1}, the next representation holds for almost all
circles centered at z′ contained in U2r(z
′)
(f − rn,m)(z) = A
∗
n,mz
n
∞∑
k=n
Ak,m
A∗n,m
zk−n
z1−λk−λk+1q∗k,m−m∗(z)
(qk,mqk+1,m)(z)
.
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Then, on any such circle
|(f − rn,m)(z)| ≤ |A
∗
n,mz
n|
∞∑
k=n
∣∣∣∣Ak,mA∗n,m
∣∣∣∣ |z|k−n |z|1−λk−λk+1 |q∗k,m−m∗(z)||(qk,mqk+1,m)(z)| ,
and using (iii)
|(f − rn,m)(z)| ≤ |A
∗
n,mz
n|
∞∑
k=n
∣∣∣∣A∗k,mA∗n,m
∣∣∣∣ |z|k−n |z|1−λk−λk+1 |q∗k,m−m∗(z)||(qk,mqk+1,m)(z)| .
We know that ∣∣∣∣A∗k,mA∗n,m
∣∣∣∣ =
∣∣∣∣∣ A∗k,mA∗k−1,m
∣∣∣∣∣
∣∣∣∣∣A∗k−1,mA∗k−2,m
∣∣∣∣∣ · · ·
∣∣∣∣A∗n+1,mA∗n,m
∣∣∣∣ ≤ ∣∣∣∣A∗n+1,mA∗n,m
∣∣∣∣k−n .
On account of (i), for any ε > 0 there exists n0 such that if n ≥ n0∣∣∣∣A∗n+1,mA∗n,m
∣∣∣∣ < (1 + ε).
Take ε > 0 sufficiently small so that
|1 + ε| |z| ≤ α < 1, z ∈ U2r(z′).
Using (3.2) for the q∗k,m−m∗ it follows that
|(f − rn,m)(z)| ≤ C|A
∗
n,mz
n|
∞∑
k=n
αk−n
|z|1−λk−λk+1
|(qk,mqk+1,m)(z)|
. (3.13)
on almost any circle centered at z′ contained in U2r(z′).
Now, define V̂k,ε as the set consisting of the
(
ε/4m(k + 1− n)2
)
−neighborhood of the zeros
of the polynomial qk,mqk+1,m, k ≥ n, and V̂ εn =
∞⋃
k=n
V̂k,ε. Take ε > 0 so that
ε
∞∑
k=1
1
k2
≤
2r
3
< r.
The sum of the diameters of the disks constituting V̂ εn does not exceed ε
∞∑
k=1
1
k2 < r. Therefore,
there is a circle γn, 0 /∈ γn, centered at z′ of radius rn, r < rn < 2r, which does not intersect V̂ εn .
Then, for all z ∈ γn and k ≥ n
|(qk,mqk+1,m)(z)| ≥ C1
(
ε
4m(k + 1− n)2
)2m
and using (3.13), we obtain
|(f − rn,m)(z)| ≤ C1|A
∗
n,mz
n|
∞∑
k=n
αk−n(k + 1− n)4m ≤ C3
∣∣A∗n,mzn∣∣ (3.14)
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since
∞∑
k=0
αk(k + 1)4m < +∞.
From (3.14) it follows that∣∣∣∣(qn,mf − pn,m)(z)A∗n,mzn
∣∣∣∣ ≤ C4, z ∈ γn,
and from the maximum principle, we obtain∣∣∣∣ (qn,mf − pn,m)(z)A∗n,mzn
∣∣∣∣ ≤ C5, z ∈ Ur(z′).
Using the Heine-Borel theorem it follows that∣∣∣∣(qn,mf − pn,m)(z)A∗n,mzn
∣∣∣∣ ≤ C6, z ∈ K.
Now K ⊂ {z : |z| < 1} \ P(f); therefore, (3.7) follows immediately and we are done.
4 Main results
In the sequel dist(ζ, Bn) denotes the distance from a point ζ to the set Bn. Let Pn,m(f) =
{ζn,1, · · · , ζn,ℓn} be the set of zeros of qn,m enumerated so that
|ζn,1 − ζ| ≤ · · · ≤ |ζn,ℓn − ζ|.
Similar to the way it was done in the introduction, one can define the characteristic values λ(ζ)
and µ(ζ).
Theorem 4.1. Let f be a formal power series. Fix m ≥ m∗ ≥ 1. Assume that 0 < R∗m(f) <
+∞. Suppose that
lim
n→∞
dist(ζ,Pn,m(f)) = 0.
Let Zn(f) be the set of zeros of q∗n,m−m∗. If |ζ| > R
∗
m(f), then
lim
n∈Λ
dist(ζ,Zn(f)) = 0 (4.1)
where Λ is any infinite sequence of indices verifying (iv) in the regularization of (An,m)n≥m. If
|ζ| < R∗m(f), then either (4.1) takes place or ζ is a pole of f of order τ = λ(ζ) = µ(ζ). If
lim
n→∞
qn,m = qm, deg qm = m, qm(0) 6= 0 and |ζ| = R
∗
m(f),
then we have either (4.1) or ζ is a singular point of f .
Proof. Without loss of generality, we can assume that R∗m(f) = 1. The general case reduces to
it with the change of variables z → z/R∗m(f). Assume that |ζ| 6= 1 and ζ is a regular point of f
should |ζ| < 1. Choose δ > 0 such that |ζ| > eδ or |ζ| < e−δ depending on whether |ζ| > 1 or
|ζ| < 1, respectively. Let qn,m(ζn) = 0, limn→∞ ζn = ζ.
Evaluating at ζn, using (3.6), if |ζ| > 1 or (3.7), when |ζ| < 1, and taking (iv) into account,
it follows that ∣∣pn,m(ζn)/A∗n,mζnn ∣∣ ≤ C1, n ≥ 0, n ∈ Λ,
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where C1 is some constant and Λ is the sequence of indices which appears in the regularization
of (An,m)n≥m. (In the sequel C1, C2, · · · denote constants which do not depend on n.) However,
from (3.3) it follows that
pn,m(ζn)/A
∗
n,mζ
n
n = −ζ
1−λn−λn+1
n q
∗
n,m−m∗(ζn)/qn+1,m(ζn),
which combined with the previous inequality gives
|q∗n,m−m∗(ζn)| ≤ C2|qn+1,m(ζn)|, n ≥ n0, n ∈ Λ.
Therefore, (4.1) takes place.
Now, assume that |ζ| < 1 and lim supn∈Λ dist(ζ,Zn(f)) > 0. Then, ζ is a singular point of f .
Since D∗m(f) ⊂ Dm(f) according to Proposition 3.4, ζ must be a pole of f . Let τ be the order of
the pole of f at ζ. Let ω(z) = (z− ζ)τ and F = ωf . Notice that F (ζ) 6= 0. Using (3.7) and (iv),
it follows that there exists a closed disk Ur centered at ζ of radius r sufficiently small so that
max
Ur
∣∣∣∣ (qn,mF − pn,mω)(z)A∗n,mzn
∣∣∣∣ ≤ C3, n ≥ n0, n ∈ Λ. (4.2)
Suppose that τ < λ(ζ). Since σ1 − limn→∞ rn,m = f in D∗m(f) (see Proposition 3.4), it
follows that for each n ∈ Z+ there exists a zero ηn of pn,m such that limn→∞ ηn = ζ. Take r > 0
sufficiently small so that minUr |F (z)| > 0. Substituting ηn in (4.2), we have
|qn,m(ηn)/A
∗
n,mη
n
n | ≤ C4, n ≥ n0, n ∈ Λ,
and taking into account that (3.3) leads to
|qn,m(ηn)/A
∗
n,mη
n
n | = −η
1−λn−λn+1
n q
∗
n,m−m∗(ηn)/pn+1,m(ηn),
we obtain
|q∗n,m−m∗(ηn)| ≤ C5|pn+1,m(ηn)|, n ≥ n0, n ∈ Λ.
Since lim supn∈Λ dist(ζ,Zn(f)) > 0, it follows that
lim
n∈Λ′
|pn+1,m(ηn)| > 0, (4.3)
for some subsequence Λ′ ⊂ Λ.
The normalization (3.1) imposed on (qn,m), n ≥ m, makes this sequence uniformly bounded
on compact sets of C. So, any sequence (qn,m)n∈I , I ⊂ Z+, contains a uniformly convergent
subsequence. This, combined with σ1 − limn→ rn,m = f in D∗m(f), and the assumption that
τ < λ(ζ) imply that there exists a sequence of indices Λ′′ ⊂ Λ′ such that limn∈Λ′′ pn+1,m = F1
uniformly on a closed neighborhood of ζ, where F1 is analytic at ζ and F1(ζ) = 0 (see [7, Lemma
1] where it is shown that under adequate assumptions uniform convergence on compact subsets
of a region can be derived from σ1 convergence). This contradicts (4.3); thus, τ ≥ λ(ζ). Now,
µ(ζ) ≥ τ according to [3, Theorem 3.5] and, trivially λ(ζ) ≥ µ(ζ). Putting these inequalities
together it follows that τ = λ(ζ) = µ(ζ) as claimed.
If |ζ| = 1 and ζ is a regular point, the proof of (4.1) is the same as for the case when |ζ| 6= 1.
In this case, use (3.7) on a closed neighborhood of ζ in which f is analytic.
Since deg q∗n,m−m∗ ≤ m −m
∗ for all n ≥ m. Should limn→Λ q∗n,m−m∗ = q
∗
m then deg q
∗
m ≤
m −m∗. This places some restriction on the number of zeros of qm which verify (4.1); that is,
at most m−m∗ distinct zeros of qm can fulfill (4.1). In particular we have
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Collorary 4.2. Suppose that limn qn,m = qm, deg qm = m, qm(0) 6= 0, all the zeros of qm are
distinct and R∗m(f) < +∞. Then at least m
∗ of the zeros of qm are singular points of f and lie
in the closure of D∗m(f), those lying in D
∗
m(f) are simple poles.
Proof. By Proposition 3.5 we have 0 < R0(f) ≤ R∗m(f). We know that deg q
∗
n,m−m∗ ≤ m −m
∗
for all n ≥ m. In particular, this implies that for each n ∈ Λ the set Zn(f) has at most m−m∗
points. We can assume that R∗m(f) = 1. Suppose that less that m
∗ zeros of qm are singular
points of f in the closure of D∗m(f). This means that at least m −m
∗ + 1 of them are either
regular points of f in the closure of D∗m(f) or have absolute value greater than R
∗
m(f). According
to Theorem 4.1 there exists a subsequence of indices Λ′ ⊂ Λ such that
lim
n→Λ′
q∗n,m−m∗ = Cq
∗
m, deg q
∗
m ≥ m−m
∗ + 1,
where C is a constant different from zero. This is clearly impossible. On the other hand,
according to Proposition 3.5 those zeros lying in D∗m(f) are simple poles as we claimed.
Now, suppose we know that
lim
n→∞
q∗n,m−m∗ = q
∗
m (4.4)
and let Z(f) be the set of zeros of q∗m. Let P(f) denote the set of zeros of qm.
Collorary 4.3. Suppose that limn qn,m = qm, deg qm = m, qm(0) 6= 0 and (4.4) take place. Then
all the points in P(f) \ Z(f) are singular points of f .
This corollary is a direct consequence of Theorem 4.1. Notice that when m = m∗ then
q∗n,m−m∗ ≡ 1; consequently, Z(f) = ∅ and the corollary reduces to Suetin’s theorem.
A point lying in Z(f) in principle may also be a singular point of f . In order to improve this
corollary it would be convenient to establish a closer connection between the zeros of qm and
the accumulation points of the zeros of qn,m−m∗ , at least under assumption (4.4). Numerical
evidence suggests that the following statements hold true.
C3) Under the assumptions of Corollary 4.3, let ζ be a zero of qm of multiplicity τ . Assume
that either |ζ| > R∗m or |ζ| ≤ R
∗
m and it is a regular point of f ; then, ζ is a zero of q
∗
m of
multiplicity ≥ τ . Additionally, if |ζ| < R∗m and it is a pole of f of order τ
∗ then it must be
a zero of q∗m of multiplicity ≥ τ − τ
∗.
The validity of these statements would allow to weaken the assumption regarding the sim-
plicity of the zeros of qm in Corollary 4.2 and the results of the next section.
5 Applications to Hermite-Pade´ approximation
Let f = (f1, f2, . . . , fd) and m = (m1, . . . ,md) be given. Consider the sequence (Rn,m), n ≥
max{m1, . . . ,md}, of Hermite-Pade´ approximants. In the rest of this section we assume that the
sequence of commom denominators (qn,m), n ≥ max{m1, . . . ,md} verifies (1.5).
Theorem 5.1. Let f = (f1, f2, . . . , fd) and m = (m1, . . . ,md) be given. Assume that (1.5) takes
place and all the zeros of q|m| are simple. Fix an integer m
∗, 1 ≤ m∗ ≤ max{mk : k = 1, . . . , d}.
Assume that for all n sufficiently large qn,m is unique and deg(qn,m) = |m|. Let
F =
d∑
k=1
pkfk, deg pk ≤ mk −m
∗, (5.1)
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where the pk denote arbitrary fixed polynomials (by convention deg pk < 0 means that pk ≡ 0).
Then, the closure of Dm∗−1(F ) contains at least m
∗ singular points of F which are zeros of q|m|
and those lying in Dm∗−1(F ) are simple poles of F . In particular, all such zeros are system
singularities of f .
Proof. In the first part of the proof it is not used that the zeros of q|m| are simple. Multiplying
each relation a.2) in Definition 1.1 by pk for k = 1, . . . , d and adding them up it follows that
qn,m(z)F (z)− Pn,m(z) = An,mz
n+1 + · · · , (5.2)
where Pn,m(z) =
∑d
k=1 pkpn,m is of degree ≤ n−m
∗. It follows that Pn,m/qn,m is an incomplete
Hermite-Pade´ approximation of type (n, |m|,m∗) with respect to F . From Proposition 3.5 it
follows that 0 < R0(F ) <∞ and due to Proposition 3.4
σ1 − lim
n→∞
Pn,m
qn,m
= F
on compact subsets of D∗|m|(F ), where D
∗
|m|(F ) is the disk of radius R
∗
|m|(F ) given by (3.4)
relative to the function F and the indices |m|,m∗.
In D∗|m|(F ), F contains only poles and according to [7, Lemma 1] each pole of F in D
∗
|m|(F ) ⊃
Dm∗(F ) must be a zero of q|m| (counting multiplicities). If R
∗
|m|(F ) > Rm∗(F ) from the definition
of Dm∗(F ) the closure of this region has at least m
∗ poles. There are two possibilities, either
Dm∗(F ) has exactly m
∗ poles and whence the closure of Dm∗−1(F ) has exactly m
∗ poles or
Dm∗−1(F ) = Dm∗(F ) and their closures coincide from which it follows that the closure of
Dm∗−1(F ) has at least m
∗ poles. So in this case the assertion of the theorem is true. Therefore,
in the following we can assume that R∗|m|(F ) = Rm∗(F ). As above, should Dm∗(F ) contain m
∗
poles, they all lie in the closure of Dm∗−1(F ), and the proof is complete.
Now, assume that R∗|m|(F ) = Rm∗(F ) and Dm∗(F ) contains less than m
∗ poles of F ; then,
R∗|m|(F ) = Rm∗(F ) = Rm∗−1(F ). Let w be the polynomial of degree ≤ m
∗ − 1 whose zeros are
the poles of F in Dm∗−1(F ) (counting multiplicities). Multiplying (5.2) by w, we obtain
qn,m(z)(wF )(z)− w(z)Pn,m(z) = An,mz
n+1 + · · · ,
where deg(wPn,m) ≤ n − 1. Notice that D0(wF ) = Dm∗−1(F ) and that wPn,m/qn,m is an
incomplete Pade´ approximation of type (n, |m|, 1) of wF . From hypothesis, for all sufficiently
large n, qn,m is unique and deg qn,m = |m|, using [4, Lemma 3,2] we obtain that wF is not
a polynomial. Then, using [4, Lemma 2,5] we conclude that R0(wF ) < ∞. Consequently,
Rm∗−1(F ) = Rm∗(F ) = R
∗
|m|(F ) = R0(wF ) < ∞. Without loss of generality, we can assume
that R∗|m|(F ) = 1. In the rest of the proof we use that the zeros of qn,|m| are simple.
Suppose that between the zeros of q|m| lying in the closure of Dm∗−1(F ) less than m
∗
of them are singular points of F . Using Theorem 4.1 and that the sequence of polynomials
(qn,|m|−m∗)n≥|m| corresponding to the function F is uniformly bounded on compact sets, we
deduce that there exists a sequence of indices Λ′ ⊂ Λ, a constant 0 < C <∞, and a polynomial
Q, deg(Q) > |m| −m∗, such that
lim
n∈Λ′
qn,|m|−m∗ = CQ.
This is so because each zero of q|m| in the closure of Dm∗−1(F ) = D
∗
|m|(F ) which is a regular
point of F and each zero lying outside the closure of D∗|m|(F ) is a limit point of the zeros of
qn,|m|−m∗ , n ∈ Λ. This is clearly impossible because deg(qn,|m|−m∗) ≤ |m| −m
∗ for all n. Thus,
F has at least m∗ singularities in the closure of Dm∗−1(F ) as claimed. That they are system
singularities of f follows from Definition 1.4. The proof is complete.
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An immediate consequence of Theorem 5.1 is the following result.
Collorary 5.2. Under the assumptions of Theorem 5.1, suppose that all the zeros of q|m| are
distinct in absolute value and for each zero ζ of q|m| there exists a function F as in (5.1) such
that Rm∗−1(F ) = |ζ|. Then, all the zeros of q|m| are system singularities of f .
We suspect that the assumption concerning the existence of F with Rm∗−1(F ) = |ζ| in
Corollary 5.2 is redundant and can be derived from the remaining ones, but have not been able
to prove it. This would give a full extension of Suetin’s result when all the zeros of q|m| are
distinct in absolute value. We believe that such an extension is valid for general q|m|.
References
[1] Sh. Agmon. Sur les series de Dirichlet. Ann. Sci. E´cole Norm. Sup. 66 (1949), 263-310.
[2] L. Bieberbach. Analytische Fortsetzung. Springer-Verlag, 1955.
[3] J. Cacoq, B. de la Calle Ysern, and G. Lo´pez Lagomasino. Incomplete Pade´ approximation
and convergence of row sequences of Hermite-Pade´ approximants. J. Approx. Theory 170
(2013), 59-77.
[4] J. Cacoq, B. de la Calle Ysern, and G. Lo´pez Lagomasino. Direct and inverse results on row
sequences of Hermite-Pade´ approximants. Constr. Approx, 38 (2013), 133-160.
[5] E. Fabry. Sur les points singuliers d’une fonction donne´e par son de´velopement de Taylor.
Ann. Ec. Norm. Sup. Paris 13 (1896), 367-399.
[6] A.A. Gonchar. On convergence of Pade´ approximants for some classes of meromorphic func-
tions. Math. USSR Sb. 26 (1975), 555-575.
[7] A.A. Gonchar. On the convergence of generalized Pade´ approximants of meromorphic func-
tions. Math. USSR Sb. 27 (1975), 503-514.
[8] A.A. Gonchar. Poles of rows of the Pade´ table and meromorphic continuation of functions.
Sb. Math. 43 (1982), 527-546.
[9] A.A. Gonchar. Rational approximation of analytic functions. Proc. Steklov Inst. Math. 272
(2011), S44-S57.
[10] P.R. Graves-Morris and E.B. Saff. A de Montessus theorem for vector-valued rational inter-
polants. Lecture Notes in Math. 1105, pp. 227-242, Springer, Berlin, 1984.
[11] J. Hadamard. Essai sur l’e´tude des fonctions donne´es par leur de´veloppement de Taylor. J.
Math. Pures Appl. 8 (1892), 101-186.
[12] S. Mandelbrojt. Dirichlet series. Principles and Methods. Reidel Pub. Co., Dordrecht, 1972.
[13] R. de Montessus de Ballore. Sur les fractions continues alge´briques. Bull. Soc. Math. France
30 (1902), 28-36.
[14] S.P. Suetin. On poles of the mth row of a Pade´ table. Math. USSR Sb 48 (1984), 493-497.
[15] S.P. Suetin. On an inverse problem for the mth row of the Pade´ table. Math. USSR Sb. 52
(1985), 231-244.
19
