R esearchers use spatiotemporal measurements of brain activity obtained from methods such as functional magnetic resonance imaging (MRI), positron emission tomography (PET), and electroencepholagraphy (EEG) in neuroscience to aid in understanding how different regions of the brain respond to stimuli. In a typical experiment, a subject receives some stimulus, such as a visual or auditory cue, and a measuring device, including MRI, PET/SPECT, or electrodes, records measurements of brain activity (as reflected in electrical activity, the level or flow rate of oxygenated blood, or a tracer molecule) for a few seconds afterward at a number of points in the brain. (We analyze data collected using electrodes located on the scalp as an example, but our methodology is independent of precisely how the data are collected.) The experimental data takes the form of a space × time data set that neuroscientists or psychiatrists subsequently analyze.
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In a simple case, the evidence in favor of or counter to a hypothesis might be entirely spatial (such as the regions of the brain that are most responsive at a given time) or entirely temporal (such as the time delay to peak response or the rate of decay at a given location). More typically, the hypothesis is related to both spatial and temporal variation. For instance, the hypothesis can be that while performing a certain task, one region of the brain activates after 40 milliseconds (msec) while a different region activates after 100 msec. In preliminary work, it might not be possible to specify the anticipated effect in this way, so the goal of analysis becomes more general to characterize differences over space in the temporal waveforms, or differences over time in the spatial activity patterns. In this article, we describe how these two approaches to data analysis can be viewed in a regression context (where the focus is on explaining response characteristics as a function of position in the brain). We demonstrate a general method for describing regression relationships in a parsimonious form using low-dimensional variates (linear functions of highdimensional data).
Several statistical procedures abound in spatiotemporal neuroimaging data analysis. For signal detection problems and activation studies, multiple analysis of variance (MANOVA, a classical method that describes a multivariate response as a linear function of several qualitative predictors), and statistical parametric maps 1 (SPM, a newer method when compared to MANOVA that uses the theory of random fields to describe variation and covariation in surface intensity) have been very influential. For functional studies, a direct way to investigate the temporal structure's spatial variation is to specify a reference waveform r(t) and then map the spatial distribution of correlation coefficients between the observed temporal traces Y(t) and r(t).
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Principal component analysis (PCA) is a data-driven method for identifying prominent waveforms that can be mapped just as r(t) is mapped in the reference waveform analysis. Independent component analysis (ICA) [3] [4] [5] has been proposed as a method for identifying temporal components (a set of prototype waveforms, or basis vectors, that when scaled appropriately and added together give a good approximation to the data) in the data that arise from independent sources. PCA and ICA are two wellknown methods that sift the important waveforms out of the data rather than requiring them to be prespecified. Hierarchical Bayesian models offer a strategy for modeling the full spatiotemporal probability structure of functional data. 6, 7 A Complement to PCA and ICA Our method, which we based on the general statistical dimension reduction method of sliced inverse regression (SIR), 8, 9 is distinct from the methods listed earlier. It is simple and stable because we do not attempt to uncover the entire multivariate probability structure, and no parametric fitting (a situation in which a parametric probability model, such as a Gaussian or Markov random field, is fit to the data using a statistical estimation technique such as maximum likelihood estimation) is carried out. As in the reference waveform analysis, we focus on the spatial distribution of the projections of the timecourse measurements at each electrode onto a limited range of reference waveforms. However, our method does not require that the reference waveforms be specified ahead of time.
The key difference between our method and PCA and ICA methods is that we use spatial predictability (via a regression relationship) rather than statistical independence as the criterion for identifying the waveforms. Thus, our method explicitly eliminates from consideration any prominent modes of temporal variation that are not spatially predictable. We believe that in many important applications in neuroimaging, components of temporal variation that are not spatially predictable could represent experimental noise. Thus, an important step in the analysis could include using our method to suppress these components, thereby revealing the patterns that vary predictably in space. These components, for example, could reflect differences in response between the two hemispheres or differences among other structurally or functionally distinct regions of the brain. The pure variance components that PCA or ICA identifies should also be inspected as part of the overall analysis. Because of this, our method forms an important complement to PCA or ICA in overall data analysis in general, and in neuroscience applications in particular.
The Model and Its Estimation
We begin with the measurement model for a signal observed at location s:
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In Equation 1, µ(t) is an unknown fixed curve, φ j (s) is the unknown spatial basis functions that depend on location s, and ζ j (t) are unknown temporal basis functions that depend on time t. The noise term ∈ s (t) is required to have a mean of 0 for each s and t, and ∑ s φ j (s) = 0 for each j. T denotes the observed signal length, and N denotes the number of pixels or measurement sites (the domain of s).
Equation 1 implies that the variation in
)′, which we can predict based on knowledge of s, is confined to the p-dimensional subspace spanned by the temporal basis vectors ζ j = (ζ j (t 1 ), ..., ζ j (t T ))′ for j = 1, …, p. In most examples, we have found substantial evidence that p is small relative to its upper bound min(T, N).
Taking the mean at each location yields ,
and taking the covariance of these conditional mean curves over space gives .
Now, let Σ Y denote the marginal covariance of Y. We can carry out the eigenvector decomposition of Σ ζ with respect to Σ Y :
As long as we require that Σ Y is not singular, it is easy to see that p = q and that the space Σ Y ν j spans is identical to that which ζ j spans. If we observe
indicates that we can use the vectors Σ Y ν j as estimatesζ j of the temporal basis vectors.
In practice, we must estimate Σ ζ and Σ Y . We can estimate the latter using the sample covariance ,
where .
We can estimate the conditional covariance Σ ζ using a similar formula as long as we have an estimate of the conditional mean E(Y s (t)|s) at each site s. Any smoothing procedure, such as a kernel or spline smoother, can produce estimates of this conditional mean function. Although we can apply any of a wide range of smoothing techniques, in the interest of simplicity, we prefer the following slicing estimate, in which we partition the spatial domain into m nonoverlapping regions S j and let -Y j denote the sample mean of the m j curves recorded in S j . We can estimate the value of Σ ζ as .
Event-Related Potentials
We can demonstrate our method by using a single subject from Henri Begleiter and his colleagues' EEG/ERP (event-related potentials) study. 10 They performed these experiments using primed stimuli (two nonsense line drawings or faces presented 1.6 seconds apart) with either matching (the presented drawings are the same) or nonmatching (they are different drawings) stimulus pairs. They also performed these experiments in a single presentation mode, where only one drawing is presented as the stimulus, rather than a pair of drawings separated by a brief interval. (A trial is one instance of a stimulus being given to a subject, followed by a recording of the response.) The team collected samples using a 3.9-msec sampling rate from 64 electrodes arranged according to an extension of the international 10/20 system, a pattern of electrode placements that Figure 1 shows. They analyzed all data following subtraction of the vertex electrode, or CZ, a reference electrode, but they did not consider three nonscalp electrodes in the analysis, as it is standard practice to disregard them, which left 60 electrodes.
The researchers' principal finding was that component c247 (a minimum potential, of 247 msec, following stimulus, meaning that the temporal waveform exhibits a prominent dip, or minimum value, around 247 msec post stimulus) exhibited decreased amplitude and latency for the matched pairs compared to the unmatched pairs. Additionally, the c247 component was localized to the brain's occipitotemporal region, with small differences in the spatial localization detectable between the matched and unmatched stimulus pairs.
Taking a broader view, we do not focus a priori on any single component here, but rather let the regression structure determine the components, as we describe in the earlier "The Model and Its Estimation" section. As Figure 1 shows, we used a partition of the 60 electrodes into nine spatial regions to estimate the conditional mean function (Equation 2). In the temporal domain, we used 128 samples following the stimulus, or around half a second of data for each trial in the analysis. The recording continues somewhat beyond this point, but the consensus view is that the reproducible part of the response to the stimulus has completed by this time. We estimated the marginal covariance Σ Y by pooling all 10 of the experiments we carried out under a given presentation mode. We individually estimated the conditional covariances Σ ζ from the 60 temporal traces we obtained during each experiment. This led to a separate set of estimates for the model parameters ζ j (t) and φ j (s) for each experiment. Figure 2 shows 30 estimates for the basis curve ζ 1 (t) that we obtained for 30 experimental trials. These are the optimal curves for capturing the regression relationship Y s (t)|s, so the best singlecomponent model is given by Y s (t) = µ(t) + ζ 1 (t)φ 1 (s) + ∈ s (t). The basis curves ζ 1 (t) are deviations from the mean, so they do not directly reflect the amplitude and latencies of peaks in the original series Y s (t). Rather, they capture the variability component in Y s (t) -µ(t) that is most spatially predictable. In other words, a peak at time t* in basis curve ζ j (t) indicates that the amplitude of the original signal Y s (t*) is predictable from s.
We can obtain a more complete understanding of the particular mode of variation that a basis curve ζ j (t) captures by examining the spatial distribution of the loading coefficients φ j (s). shows maps of the φ 1 (s) for two of the 10 singlepresentation trials. We see that for trial seven, positive values of φ 1 (s) are localized to the left temporal and occipital regions, while negative values are localized to the right temporal and frontal regions. Referring back to Figure 2 's bottom panel, this implies that the peaks at 120 msec and 240 msec will have higher amplitudes in the left temporal and occipital regions and lower amplitudes in the right temporal and frontal regions, relative to the mean. Essentially, the opposite pattern holds for trial nine.
Looking at Figure 2 , we see consistency across the estimated temporal basis curves for a singlepresentation mode but strong differences between different modes. This observation supports the conclusion that the presentation mode imparts a reproducible electrophysiological effect. Moreover, the presentation mode apparently has different influences at different electrodes, because otherwise the presentation mode effect could be absorbed into the mean curve µ(t), and we would expect to see only small differences in the estimated temporal basis curves for different presentation modes.
Up to this point, we have focused on the single-component models Equation 1 provides with p = 1. A more complete view of the data could require us to consider a few more components. Several ways exist to estimate the number p of components to include in the model. The most common approach is to look at the eigenvalues γ i from the eigenvector decomposition in Equation  4 and retain enough components to explain a fixed proportion of the overall variation (for example, select p so that ).
Based on inspection of the eigenvalues (not shown), between one and three of the components explain a significant amount of the temporal variation and should be considered in subsequent investigation. Typically, the results are inconclusive, but it is clear that we should consider at least one but not more than three components for further investigation. When the experimental design incorporates replicate trials, as in the current example, then we have an alternative way to assess the number of components. In this case, we suggest retaining all components that present reproducible waveforms across the replicate trials. Figure 4 shows the plots of the estimated second basis components φ 2 (t). We see that the second component is substantially less reproducible than the first, but that there still might be a consistent pattern, particularly in the peak at around 280 msec, which we observe in the match and single-presentation trials. Further components (not shown) indicate no reproducible structure across the replicate trials.
Our method's primary goal is to produce a dimension reduction of the temporal signals that preserves the regression information relative to the locations where the signals are recorded. In this way, the data set's complexity is reduced by summarizing the range of temporal profiles in just a few variates. Unlike the variates that PCA or ICA produce, these variates always exhibit spatial predictability in their variation. For many scientific hypotheses related to spatial differences in the pattern of temporal response (for example, spatial variation in the amplitude from baseline or latency of response), these variates will be of primary interest. Single, trial 9 
Denoising Principal Components
Another way of looking at our method is that it provides a denoising of the principal components. This goal is shared by the penalized principal component analysis that forms a part of Jim Ramsay's and Bernard Silverman's Functional Data Analysis. 11 However, rather than using a penalty that assumes the target waveforms to be smooth, our method takes a different approach to separating the signal and noise components of variation. With our approach, we assume the signal to be spatially predictable and prominent components of variation that are not spatially predictable to be noise. In neuroscience applications in which the waveform of interest is the response to a stimulus, the usual smoothness penalties based on curvature could inappropriately dampen a true waveform that exhibits high curvature at the response onset.
Once we estimate the variates, the spatial structure can be reconstructed one component at a time through maps of the loading coefficients φ j (s). Not only does this approach provide for the extraction of what will in many contexts be the data's most informative features, but for imaging modalities with large numbers of recording sites it provides a substantial reduction in data volume. Furthermore, additional processing of the φ j (s) maps, such as via a thresholding of the coefficients, will produce segmentations of the image that can aid in visualization.
Investigating Intergroup Differences
As we illustrated through the EEG/ERP example, researchers can use our method to investigate intergroup differences. Comparison of the φ j (s) across different groups reveals discrepancies in the components of spatial variability. For example, for a peak at time t 1 , the amplitude at t 1 under one treatment could vary hemispherically, while under a different treatment, it could be spatially constant. In PCA or ICA, other waveforms that are not spatially predictable could dilute the waveform that peaks at t 1 . Our method highlights such a waveform by suppressing more prominent waveforms that do not vary in a spatially predictable pattern. A subsequent comparison of the estimated temporal basis curves for the two groups will highlight that the peak at t 1 is spatially predictable in only one of the groups.
We chose Equation 1's parameterization to emphasize the temporal basis functions as the primary object of interest. However, the treatment of the temporal and spatial components is actually symmetric. It is possible to reformulate the model as , (8) with the additional restriction that ∑ t ζ j (t) = 0. Under this formulation, emphasis is placed on the temporal variation of the spatial activity patterns, as opposed to the spatial variation of the temporal traces. Thus, we can identify a set of important spatial activity patterns φ j (s) from the data based on the predictability of the data projection onto φ j (s) as a function of time. For certain hypotheses, such as when the responses of many regions are thought to evolve over time in a highly coordinated fashion, this formulation of the model might be more suitable.
The procedure is explicitly constructed to extract temporal components that vary in a spatially predictable pattern and eliminate components that lack such a pattern. This will be a useful way to investigate questions regarding temporal structure and its interrelationship with spatial structure. For other types of questions, it may be less appropriate-for example, if a researcher wants to extract components that vary according to specific characteristics of the experimental treatment or subjectspecific background covariates. These questions can also be posed as regression problems, and are amenable to investigation using a more general methodology of which the present method is a special case. A different article on this subject 9 appears elsewhere and offers a more detailed description of the more general procedure. W e believe that the analysis methodology described here opens a new direction in the spatial/temporal data analysis in neuroscience. The critical point is that our method focuses on the most predictable waveforms, rather than the most variable waveforms. This can lead to a very different view of the experimental data than that provided by the data analysis methods currently used in the field.
