According to defect chemistry, the experimental observations of enhanced cation diffusion in a reducing atmosphere in zirconia, ceria and barium titanate are in support of an interstitial mechanism.
Introduction
Atomic migration to a neighboring vacancy strongly depends on the atomic size. A smaller atom migrates more easily than a larger one, because it can more easily pass through the crowded saddle point. Applying this argument to an ionic crystal, one would expect a reduced cation, which is larger in size, to experience more difficulty in migration. Meanwhile, the standard defect chemistry consideration also reaches the same conclusion on cation diffusion: Reduction increases the number of oxygen vacancies, so according to the Law of Mass Action-applied to the Schottky defect pairs, being vacancies of cation and anion-the number of cation vacancies decreases, leading to slower diffusion. However, there are experimental data that suggest the opposite: Cation diffusion is enhanced in reducing atmospheres as evidenced by enhanced grain growth in ceria [1] [2] [3] [4] [5] [6] [7] [8] , barium titanate 9,10 and yttria stabilized zirconia 2, 11 . Resolving the above conundrum by first-principles calculations is the aim of this study.
Our study is first guided by the consideration on electrostatic energy, which is of paramount importance to the stability of ionic crystals. Therefore, we speculate that very likely it is also influential to migration barrier. A high-valence cation, while well screened in the ground state by anions, will probably become rather unstable during migration because the typical saddle-point state does not provide good screening. In this respect, a reduced cation is advantageous because its electrostatic energy is lower. Thus, our first task is to determine the migration barrier of a reduced cation by first-principles calculations.
From a practical viewpoint, the most interesting case for this study is when cation is the slowest diffusion species [12] [13] [14] [15] . Obviously, this implies that other species, or rather, their vacancies, will migrate much faster. Therefore, if their presence can facilitate the migration of the slowest cation, then the latter can afford to wait for such vacancies to arrive before it migrates. Oxygen vacancies are abundant in ZrO2, CeO2 and BaTiO3, and they are the fastest diffusing species. Therefore, our second task is to investigate the migration of Zr, Ce and Ti cations next to an oxygen vacancy. As it will become clear later in this study, Ba vacancies, which occupies the A-site sublattice of the perovskite structure as opposed to the B-site sublattice occupied by Ti, exert a most dramatic effect on Ti migration 16, 17 . This effect will be studied, as well as the synergism between cation reduction and oxygen vacancy, to explore defect and ionization enhanced diffusion 18, 19 and to understand the roles of charge screening and the saddle-point environment.
Methodology
To simplify matter, we considered cubic ZrO2, CeO2 and BaTiO3, to avoid the complication of dopants and lattice distortions. (Typically, Y2O3 is added to ZrO2 to provide oxygen vacancies and to stabilize the cubic structure, whereas BaTiO3 is known to be ferroelectric below 120 o C forming several distorted structures. In our calculation, with and without defects, the cubic structure was found metastable, even though the size and shape of the supercell were allowed to relax when defects were introduced. Subsequently, during the migration calculation, the size and shape of the supercell were kept the same as those of the ground state.) We performed density functional theory (DFT) calculations using the projector augmented-wave (PAW) 20 method within the Perdew-Burke-Ernzerhof (PBE) 21 generalized gradient approximation (GGA) implemented in the Vienna ab initio simulation package (VASP) 22 4 for O. We chose a plane-wave cutoff energy of 400 eV and sampled the Brillouin zone using the Monhorst-Pack scheme with a 3×3×3 k-point mesh. The DFT+U approach by Dudarev et al. 23 was used to describe the energy of localized d electrons of Zr/Ti and f electrons of Ce. Specifically, we chose the on-site Coulomb interaction parameter U, the on-site exchange interaction parameter J, and the effective Hubbard parameters Ueff=U−J as follows: U=4 eV, J= 0 eV and Ueff=4 eV for Zr 4d states [24] [25] [26] , U=5 eV, J=0 eV and Ueff=5 eV for Ce 4f states 27, 28 , U=5 eV, J=0.64 eV and Ueff=4.36 eV for Ti 3d states [29] [30] [31] [32] . These are the most commonly used values for the respective compounds in the literature, so our results may be directly compared with the literature results.
All calculations were performed under periodic boundary conditions. We used a 2×2×2 supercell containing 32 Zr or Ce and 64 O for cubic ZrO2 and CeO2, respectively, and a 3×3×3 supercell containing 27 Ba, 27 Ti and 81 O for cubic BaTiO3. The migrating cation is situated next to a cation vacancy (in our case, a fully charged , M being Zr, Ce or Ti, denoted as VM hereafter). Reduction, when considered, was implemented by providing an extra electron to the supercell. In some models, another surrounding oxygen vacancy ( ), or a A-site cation vacancy ( ) in perovskite, is also present. Therefore, it makes sense to preselect a target cation for migration, then to promote the localization of the extra electron around it. Toward this purpose, we outward-displaced the neighboring oxygen ions surrounding the target cation by 0.1-1.0 Å, then let the system relax to reach convergence (residue atomic forces less than 0.05 eV/Å). As will be shown later, the above process leads to obvious electron localizations in ZrO2 and CeO2 but not always in BaTiO3 unless the 110-direction migration is considered.
To track cation migration, the climbing-image nudged-elastic-band (NEB) method 33 orbitals. Therefore, we may regard the valence band manifold as representative of network's electronic states, and being a continuous network its overall electronic energy should be relatively insensitive to isolated structural defects/distortions. In this work, whenever needed we shall use the valence band maximum as the reference energy to compare electron energies between different structural states.
Cation Migration in ZrO2 and CeO2
To compare migration of M 4+ and M 3+ , with or without the aid of oxygen vacancy , we follow the scheme in Fig. 7 .1a-b (figure production uses software VESTA 34 ). The calculated energy profiles during migration are shown in Fig. 7 .1c and the key data are summarized in Table 7 .1. Fig. 7 .1a from the starting M 4+ location to VM). Instead, it veers into a cation-absent neighboring cell (the red dashed curve in Fig. 7 .1a) to avoid the two oxygen ions in the way. The saddle point may be regarded as surrounded by six oxygens (Fig. 7.1a , upper inset); obviously, the two pointed by black arrows are closer than the remaining four. More broadly, the following general features listed in Table 7 .1 apply to all the models to be described later: (a) Zr is smaller than Ce, (b) Zr having considerably less Bader charge 35 is more ionic than Ce, and (c) the shortest M-O distance at the saddle point is considerably less than that at the ground state.
Model B (M 3+ migration):
The migration path of M 3+ again veers into a cation-absent neighboring cell. We also verified the extra electron is indeed localized at the target cation and causes an increase of its Bader charge (see at the saddle point, there is no more such need, so it sheds some localized electron as seen in Fig. 7 .3e
(DOS of the impurity state decreases from the ground state to the saddle-point state) and 
Ti Migration in BaTiO3
To compare migration of Ti 4+ and Ti 3+ , with or without the aid of or Ba vacancy , we follow the schemes in Fig. 7.10a , passing through the triangular window between two Ba 2+ and one O 2− . At the saddle point ( Fig. 7.11a) , the migrating Ti pushes these Ba 2+ and O 2− away from their original locations, yet it still achieves a much shorter Ti-Ba distance (2.77 Å) and Ti-O bond length (1.68 Å) compared to the reference ones in cubic BaTiO3. To screen the charge, however, the migrating Ti also pulls in two O to maintain a coordination number of three (of O) at the saddle point, which is much smaller than seen in the ground state and in Fig. 1a for Zr and Ce cations. (This is also one reason why the Ti-O distance is much shorter.) There is no obvious change in the charge state (indicated by Bader charge in Table 7 .2) or the projected DOS (Fig. 7.14) of the Ti during migration. The migration barrier of Model A1 is 8.12 eV, which is unrealistically high for a compound that melts at 1900 K, probably because of the poorly screened saddle point environment for a tetravalent cation.
Model B1 (Ti 3+ migration): The migration path and the saddle-point configuration (Fig. 7.11b) of Model B1 are essentially the same as in Model A1, with the major difference being the longer Ti-O bond length (see Table 7 .2.) This is due to the larger size of Ti 3+ , which is confirmed by the Bader charge (0.34e increase) in Table 7 .2 and the projected DOS in Fig. 7 .15e, which signals an impurity state has formed within the band gap at below the Fermi level. However, as also evident from the Bader charge in Table 7 .2 and the projected DOS in Fig. 7.15b , there is no extra electron on the target
Ti at the ground state. Instead, the extra electron is delocalized causing the (Ti3d-dominated) CBM to fall slightly beneath the Fermi level. This reflects the high symmetry of the octahedral environment of Ti in the ground state, which makes it difficult to distort to accommodate a non-degenerate impurity state. The migration barrier of Model B1 is 7.10 eV, about 1 eV lower than that of Model A1. It likely benefits from the lower valence of Ti 3+ , which causes lower electrostatic energy despite poor screening in the saddle-point configuration.
Model C1 (Ti 4+ migration aided by ): As shown in Fig. 7 .10a, 100 migration of Ti is blocked by a lattice O. So the removal of the intervening O should allow it to happen. Nevertheless, the decrease in the migration barrier is marginal, being 7.75 eV of Model C1 vs. 8.12 eV of Model A1, and the migration path is still curved along the red dashed line in Fig. 7 .10a. This may be explained by electrostatic consideration, because a Ti cation at (½½0) finds only four Ba cations around and no O as nearest neighbors. Therefore, it is poorly screened and energetically unfavorable. As a result, the migration path veers toward the 001-direction to pull in some O, achieving a four-fold coordination.
(The effective coordination number is likely to be higher judging from the longer Ti-O bond length compared to the ground state.) This is not optimal, because it brings the migrating Ti 4+ closer to Ba 2+ than in Model A1-A2, which increases repulsion. (The decrease of Ti-Ba distance from the ground Fig. 7.17b ) while the saddle point configuration does (Fig. 7.17e) , which increases the Bader charge by 0.37e. More remarkably, the localized electron in the saddle-point state falls below the VBM, meaning electron energy is actually lower than the VBM that exists before the extra electron is added to the supercell. Clearly, the extra electron must have benefited from a much promoted Ti3d-O2p hybridization, which is an effect not previously known for the saddle point configurations. With a lower valence than before, the migrating Ti can afford less O screening than in Model C1, so it only adopts two O nearest neighbors at the saddle point as shown in Fig. 7.11d. (The actual coordination number is likely to be higher, judging from the longer Ti-O bond length compared to that in Model B1, which also involves Ti 3+ with a similar Bader charge.) The migration barrier is 6.53 eV, being about 1.6 eV lower than the one in Model A1 and is the lowest found thus far.
Nevertheless, this is still an un-physically high value for BaTiO3. Note that the Ti-Ba distances at the saddle point, being 2.62-2.86 Å and larger than the Ti-Ba distances in Model A1-C1, are still ~0.6-0.8 Å shorter than the ones in the ground state, 3.43-3.48 Å ( Table 7. 2). This suggests electrostatic repulsion from Ba 2+ is still very substantial, and it may be a limiting factor for further lowering the migration barrier. This observation motivated us to investigate 110 and the effect of Ba vacancy below.
migration
Model A2 (Ti 4+ migration): Here we found, for the first time for Ti, straight migration path, along the black dashed line in Fig. 7.12a . At the saddle point ( Fig. 7.13a) Fig.   7 .18e. Thus, they are expected to become relatively narrowly distributed and sometimes the highest level may be too high to be included in our plots. This picture seems to be borne out by many of the projected saddle-point Ti-DOS in Fig. 7 .15-20.
Model B2 (Ti 3+ migration): Although Ti in Model B1 is the most ionic with the smallest Bader charge seen in Table 2 , adding an extra electron drastically changes the picture, resulting in electron localization on the target Ti in both the ground state and the saddle-point state. This is supported by the Bader charge in Table 7 .2 and the projected DOS in Fig. 7.19b and e. The state has the feature of a distinct impurity level within the band gap. Thus, Ti 3+ is very stable, which is consistent with the longer Ti-O bond lengths ( Table 7. 2) at both the ground state and the saddle-point, compared with the reference ones in Model A2. The migration path and saddle point configuration (Fig. 7.13b ) of Model B2 is essentially the same as those in Model A2, but with a barrier lowered by 1.42 eV, to become 7.04 eV, which may be accounted for by the down-shifting of the energy level of the impurity state.
This is the same observation we had in ZrO2 and CeO2. But the large barrier is again unphysical for a compound that melts at 1900K, though consistent with the relatively short Ti-Ba distance (2.68 Å, decreased from the ground state by 0.82 Å), which implicates strong Coulombic repulsion.
Model C2 (Ti 4+ migration aided by ) : We suggested above that the large migration barrier could be due to the repulsion between Ti and Ba. This was verified here by removing a Ba 2+ , forming This saddle point sees two nearest Ba, at 3.44 Å; the intermediate state of Fig. 7 .13c sees only one Ba, at 3.10 Å. These distances are much longer than the ones found in other models studied thus far (Table 7. 2). Moreover, they are much closer to the values at the ground state, which is 3.48 Å. That is, there is little change in the Ti-Ba distance during migration, a case not seen in other models explored so far. This provides further support for the strong correlation between the barrier and Ti-Ba distance-shortening during migration. and O (in red) at the saddle-point configuration. In each figure, Fermi energy is set to be zero and spin-up and spin-down states are plotted as positive and negative, respectively. and O (in red) at the saddle-point configuration. In each figure, Fermi energy is set to be zero and spin-up and spin-down states are plotted as positive and negative, respectively. and diffuse easily in these compounds, they are likely to be available around a M 4+ vacancy. Therefore, the reduction effect that is known to enhance cation diffusion in fluorite structure oxides and perovskites can now be understood. This reduction effect is rooted in an energetic argument: There is a substantial lowering of the energy of the saddle-point state, by about 1 eV due to reduction alone, and much more when the synergistic effect of lattice vacancy is included, especially if it is a cation vacancy on another cation sublattice, like Ba on the A-site sublattice. Therefore, this energetic mechanism is much more powerful than the defect chemistry argument that is based on the law of mass action, which is entropic in nature.
Model D2 (Ti
More specifically, cation diffusion in reduced zirconia, ceria and BaTiO3 is likely to proceed as follows: with a very small hopping barrier of both and electrons of about 0.5 eV or lower, there should be enough time for and electron to come to a cation vacancy and optimize their configurations around a surrounding cation before the latter makes a successful exchange (with a ~3 eV migration barrier) to the adjacent cation vacancy. Since the concentration of cation vacancies is very low, the above picture holds even with a dilute concentration of electrons and O/Ba vacancies.
The above mechanism is directly supported by the following experimental observations. (a) In yttria stabilized zirconia, which has a wide band gap of about 5 eV and is difficult to reduce, the grain boundary mobility can be increased by ~2 times by H2 reduction and >1,000 times by a severe electrical reduction 2 . (b) In undoped ceria (ceria can be easily reduced due to the presence of a stable +3 valence state), the grain boundary mobility in air is ~2 times faster than that in pure oxygen 1 ; in Gd-doped ceria, the grain boundary mobility is ~400 times faster than that in air 2 .
There is no question that reduction will lower the migration barrier by this effect, which is bonding in nature instead of electrostatic in nature.
Negative U center 36
To understand the energetic effect and especially the synergistic effect, one need to examine more closely the energy of the localized electron, from reduction, at the saddle point. Generally, the expectation is that the extra electron by occupying a higher-energy, hitherto-unoccupied DOS must increase the total energy. That is, there is a positive U, which is referred to as the Hubbard U, and it may be attributed to the on-site Coulomb energy. On the other hand, if adding an electron actually causes the hitherto-unoccupied level to drop below the Fermi level, and indeed to fall below the highest energy of the hitherto occupied states, then one may regard it a case of negative U, and the site that allows this to happen is a negative-U center. In our calculations, the highest energy of the hitherto occupied state is the VBM, essentially entirely of O2p nature. Therefore, if the localized state (the impurity state in the saddle-point state) drops into the VBM after the addition of one extra electron, then the reduced cation situated at the saddle point must be a negative-U center. Using this method, we have identified at least two negative-U centers in our calculations: Ce 3+/4+ in Model D, and Ti 3+/4+ in Model D1, both having an oxygen vacancy next to the saddle point. In other cases, the most positive U (2.5 eV) for Zr 3+/4+ is seen in model B, whereas it is just slightly positive (0.1-0.2 eV) for Zr 3+/4+ in Model D and Ce 3+/4+ in Model B; in BaTiO3, it is all slightly positive. But even though they fail to qualify as negative-U centers, they still feature a U less than the band gap, which exceeds 3 eV in all cases. Therefore, there is still some unaccounted-for energy-lowering when adding an electron to the saddle-point cation.
The above results may be understood as follows. The saddle-point configuration is elastically soft and fluid; indeed, by definition, it has a negative elastic modulus in the migration direction. So the addition of an extra electron, which may require atomic displacement nearby to achieve hybridization with O2p orbitals, can achieve such displacement rather easily. Since lattice relaxation lowers the energy, and such relaxation is predicated in this case by the introduction of an additional electron, the situation amounts to a negative electron-phonon interaction, which if so large as to exceed the on-site
Coulomb energy will result in a negative U. This is apparently the case in all three compounds when a neighboring lattice site is vacant (Model D and Model D1). In this way, the synergistic effect of lattice vacancy and reduction is now better understood. Lastly, we also see that a cation (Ba) vacancy despite its huge effect on lowering the migration barrier does not lead to a negative U. This is understandable in our picture: As mentioned previously, the saddle point in this case may be regarded as very well surrounded by oxygens, so its environment is relatively stiff and does not lend much to facilitating electron-phonon interaction.
Conclusions
(1) The lowest cation migration barriers to a cation vacancy according to first-principles calculations are 3.17 eV in cubic ZrO2 for Zr 3+ aided by oxygen vacancy, 3.28 eV in CeO2 for Ce 3+ aided by oxygen vacancy, and 2.60 eV in BaTiO3 for Ti 3+ aided by A-site vacancy. These results are relevant since these materials are known for having more than enough electrons, oxygen vacancies, and A-site vacancies, which can easily migrate to the vicinity of M 4+ vacancy.
(2) The effects of cation reduction and lattice vacancy is mostly due to electrostatic consideration.
The size effect due to oxygen vacancy alone is quite small, but it is considerably amplified when the cation is reduced, which creates a negative-U center at the saddle point. More broadly, a strong ubiquitous electronic influence is seen in the strong tendency to localize the extra electron on the saddle-point to take advantage of the orbital level splitting, better hybridization with O2p, and the facility of a soft local environment that permits lattice distortion to maximize hybridization.
(3) A-site vacancy in BaTiO3 is a powerful promoter for Ti migration, because it offers a saddle point fully screened by anion that has rather low migration barrier. This effect may be generalized: Cation vacancies in another interpenetration sublattice will enhance cation diffusion.
