We discuss three examples in which one may extend integrable Euler-Poincaré ODEs to integrable Euler-Poincaré PDEs in the matrix G-Strand context. After describing matrix G-Strand examples for SO(3) and SO(4) we turn our attention to SE(3) where the matrix G-Strand equations recover the exact rod theory in the convective representation. We then find a zero curvature representation (ZCR) of these equations and establish the conditions under which they are completely integrable. Thus, the G-Strand equations turn out to be a rich source of integrable systems. The treatment is meant to be expository and most concepts are explained in examples in the language of vectors in R 3 .
Introduction and plan of the paper
This paper is about extending integrable Euler-Poincaré ODEs to integrable Euler-Poincaré PDEs in the matrix G-Strand context. The Euler-Poincaré theorem is the result of Hamilton's principle when reduction by symmetry is applied to Lagrangians that are invariant under a Lie group. Poincaré introduced it for the rotating rigid body and the heavy top rotating rigidly under the force of gravity [33] , and his ideas were extended to continua in [1, 19] .
To state the Euler-Poincaré equations, let g be a given Lie algebra and let ℓ : g → R be a given function (a Lagrangian), let ξ be an element of g. Then the evolution of the variable ξ is determined by the simplest form of the Euler-Poincaré equations, namely, where ∂ℓ/∂ξ ∈ g * (the dual vector space) is the variational derivative of ℓ with respect to ξ ∈ g. The map ad ξ : g → g is the linear map η → [ξ, η], where [ξ, η] denotes the Lie bracket of ξ and η, and ad
Euler-Poincaré equations, and they are valid for either finite or infinite dimensional Lie algebras.
We are interested in integrable Euler-Poincaré equations, i.e., those that admit enough constants of motion to describe the solution as motion along their intersections.
Zero curvature representation (ZCR) Soon after the the KdV equation was written in commutator form by Lax [29] , people realized that the Lax-pair representation of integrable systems is equivalent to a zero curvature representation (a zero commutator of two operators). For example, Zakharov and Manakov [41] developed the inverse scattering solution for the 3-wave equation which has a 3 × 3 matrix ZCR representation, where both operators are linear in λ. Manakov used a particular x-independent case of the same ZCR [30] to find the integrability conditions for the ordinary differential equations (ODEs) describing the motion of a rigid body in n dimensions. Lax operators that are polynomial (quadratic) in λ were first used in studies of the Thirring model in [28] and DNLS equation in [23] . The Inverse Scattering Method for Lax operators that are quadratic in λ were developed in [11] and recently a systematic RiemannHilbert formulation of the inverse-scattering problem for ZCR operators that are polynomial in λ was developed in [10] .
The zero curvature representation (ZCR) of the Lax pair is,
We shall be interested in the case where L and M are matrix functions of the independent space-time variables (s, t) and are quadratic in a constant spectral parameter λ, L := λ 2 A + λω + Γ and M := λ 2 B + λγ + Ω , (
and (A, B) are nondegenerate constant diagonal matrices. Finding the ZCR is a sufficient condition for the associated space-time system of partial differential equations (PDE) to be a completely integrable Hamiltonian system. An extensive development of the ZCR theory of integrable PDEs in 1 + 1 dimensional space-time now exists. The ZCR theory of integrable Hamiltonian equations has been extended, for example, to systems of hydrodynamic type [5] . See [4, 42] for additional historical references and discussions of how to analytically obtain the coherent soliton solutions of such equations.
The introduction of 1 + 1 dimensional space-time dependence into the Euler-Poincaré equation (1.1) leads to the G-Strand equations [15, 16] . We shall show here that the G-Strand equations include integrable ZCR systems. The aim of the present paper is to extend the ideas of Poincaré, Arnold, Marsden and others to derive sufficient conditions for a G-Strand system to admit a ZCR, and to discuss a few good examples that illustrate the ideas. These examples will first extend the SO(3) and SO(4) rigid body ODE systems treated by Manakov in [30] to 1 + 1 PDE systems. Then we shall follow Poincaré's treatment of the heavy top [33] in treating G-Strands on SE(3). The PDEs for the SE(3) G-Strands turn out to recover the SimoMarsden-Krishnaprasad (SMK) equations of exact rod theory in the convective representation of the dynamics of a flexible filament [35, 6] . The integrability conditions for the SMK equations are then discovered by writing their SE(3) G-Strand form as a ZCR, and solving the constraint relations that result.
Plan of the paper. The remainder of Section 1 defines G-Strand equations and determines sufficient conditions on the group G for which the G-Strand equations admit a zero curvature representation (ZCR).
Section 2 treats the example of SO(3) G-Strands and derives the conditions for which the motion of spin chains and SO(3) chiral models admits a ZCR.
Section 3 extends the treatment of SO(3) G-Strands in Section 2 to the corresponding results for SO(4) G-Strands, which contain the equations of classical SO(4) chiral models.
Section 4 extends the treatment further by treating SE(3) G-Strands, which contain the SMK equations of exact rod theory.
Section 5 summarises and suggests future directions based on the present work.
In summary, the theory is outlined in the rest of Section 1 and the remainder of the paper addresses examples. The treatment of the examples is meant to be expository and most concepts are explained in the language of vectors in R 3 .
Definitions
(a) Defining G-Strands
whose dynamics in (s, t) may be obtained from Hamilton's principle for a G-invariant reduced Lagrangian ℓ : g×g → R, where g is the Lie algebra of the group G. The G-Strand system of hyperbolic partial differential equations for a G-invariant reduced Lagrangian consists of the Euler-Poincaré (EP) variational equations and an auxiliary compatibility equation.
Subclasses of the G-Strand maps contain the principal chiral models of field theory in theoretical physics, reviewed, e.g., in [39, 43] . An interpretation of the G-Strand equations as the dynamics of a continuous strand of oriented frames (or spins) is given in [15] . This is the origin of the term, 'strand'. The corresponding theory of molecular strands or filaments in three dimensions is discussed in [6] . Recently, a covariant field theory of G-Strands in higher spatial dimensions (G-Branes) has also been developed [8] .
(b) The G-Strand PDE system for variables (Ω, Γ) ∈ g × g and Lagrangian ℓ(Ω, Γ) is given by [15, 16] 
This paper aims to derive sufficient conditions for a G-Strand system to admit a ZCR, and to discuss a few classical examples that illustrate the ideas.
(c) Our considerations below will employ bi-invariant pairings on Lie algebras, so we will begin by reviewing a few of the relevant definitions and properties of such pairings. For more information about this topic, see [38] . Definition 1.4. A nondegenerate symmetric pairing · , · : g × g → R is said to be bi-invariant if it satisfies the "associativity" relation, for all η, ξ, ζ ∈ g,
In the following, we denote with musical symbols the maps ♭ : g → g * and ♯ : g * → g.
holds for Lie algebras with bi-invariant pairings.
Proof. Bi-invariance of the pairing allows us to set g * ≃ g and thereby suppress the ♭ and ♯ notation in computing
The first line is the definition of the ad * operation. The second line uses the definition ad † ξ η := (ad * ξ η ♭ ) ♯ , which becomes simply ad † ξ η = ad * ξ η for a bi-invariant pairing. The third line repeats the definition of bi-invariance in (1.5), in preparation for the conclusion, which follows from antisymmetry of the ad operation. Hence,
for Lie algebras with bi-invariant pairings. Proposition 1.6. The condition ad † ξ η = − ad ξ η holds on semi-simple matrix Lie groups.
Proof. Semi-simple matrix Lie groups have a bi-invariant pairing given by the negative of their corresponding Killing forms. Consequently, Proposition 1.5 implies the result.
The following Theorem provides a sufficient condition for the Euler-Poincaré equation in the G-Strand system to be written solely in terms of adjoint (ad) operations, which in this case are matrix commutators. Theorem 1.7. A sufficient condition for the Euler-Poincaré equation in the G-Strand system (1.4) to be written solely in terms of ad operations is that 9) which holds for any Lie algebra with a bi-invariant pairing.
Proof. Denote 
which is written solely in terms of ad operations. Corollary 1.8. G-Strand systems (1.4) on semi-simple matrix Lie groups may be written entirely in terms of matrix derivatives and commutators.
Proof. As a consequence of (1.10), the G-Strand system (1.4) may be written for semisimple matrix Lie groups equivalently as 11) which involves only matrix derivatives and commutators. 13) where A and B are nondegenerate constant diagonal matrices, and
A ad B ω and Ω = ad
(1.14)
Proof. Inserting the definitions for L and M, then equating coefficients to zero at each power of λ yields:
We may now solve the relations in (1.15) and extract the conditions under which the matrix G-Strand equations will possess a ZCR (Lax pair) and thus will be an integrable system.
• The equations at order λ 0 and λ 1 in the system (1.15) recover the compatibility condition and Euler-Poincaré equations, respectively. These equations determine the time evolution of ω and Γ, which are the prognostic variables appearing in L. In contrast, the variables γ and Ω appearing in M are diagnostic variables.
• The equation at order λ 4 may be satisfied by choosing the matrices A and B to be diagonal and constant; that is, by setting A = diag(a 1 , a 2 , a 3 ) and B = diag(b 1 , b 2 , b 3 ) with constants a i and b i , where i = 1, 2, 3.
• The order λ 3 equation gives a linear relation that determines the diagnostic variable γ in terms of the prognostic variable ω, namely,
A similar condition occurs in Manakov's formulation of the Lax pair for the rigid body on SO(n) [30] , interpreted as a linear relation between the angular momentum and angular velocity that restricts the moments of inertia for which the SO(n) rigid body is integrable.
• The order λ 2 equation gives another formula that determines the other diagnostic variable Ω in terms of the prognostic variables ω and Γ, namely,
( 1.17) Thus, the constraint equations (1.15) may be solved to express the diagnostic variables (γ, Ω) contained in M, in terms of the prognostic ones (ω, Γ) contained in L. Consequently, the GStrand system of equations (1.11) has a ZCR (or Lax pair) as in ( 1.12), by taking the matrices L and M as
(1.18) Theorem 1.9 states that under certain conditions the G-Strand equations on semi-simple Lie algebras possess a ZCR, given by
where A and B are diagonal matrices. The ZCR, in turn, puts the matrix G-Strands into the realm of integrable Hamiltonian systems. One can pursue soliton solutions of the matrix G-Strand equations derived here, for example, by following the dressing method for ZCRs [42] .
The remainder of the paper consists of examples that directly extend integrable Euler-Poincaré ODEs to integrable Euler-Poincaré PDEs in the matrix G-Strand context by computing the ZCR's for the three Lie groups, SO(3), SO(4) and SE(3).
The theory in this section and the examples in the remainder of the paper make it clear that the G-Strand equations are a rich source of integrable systems.
Relation to complex fluids (CF) After performing the Legendre transformation of the Lagrangian in the G-Strand equations (1.4),
one computes the derivatives of the Hamiltonian h as
Inserting these relations into the G-Strand equations (1.4) yields the following Hamiltonian equations,
( 1.20) or, in matrix form,
where the boxes indicate how the ad-and ad * -operations occur in the matrix multiplication. For example, ad * Π(δh/δΠ) = ad * δh/δΠ Π , so each entry in the matrix acts on its corresponding variational derivative.
Remarkably, equations (1.20) are exactly the Hamiltonian equations for a static CF whose broken symmetry is G [14, 9] .
Being dual to a Lie algebra, the matrix in equation (1.21) defines a Lie-Poisson Hamiltonian matrix. See, e.g., [31, 15] and references therein for more discussions of such Hamiltonian matrices. For our present purposes, its emergence in the CF context links the physical and mathematical interpretations of the variables in the theory of CFs with earlier work in the gauge theory approach to condensed matter, see, e.g., [24] . These gauge theory aspects may be recognised by noticing that the Π-Γ cross terms are the covariant derivatives with respect to the space-time connection one-form given by Ω dt + Γds, as explained in [18] . The second G-Strand equation in (1.20) is then recognized as the zero curvature relation for this connection one-form.
The gauge theory approach to liquid crystal physics is reviewed in, e.g., [36, 24, 25, 26] . In the present situation, we may identify Π as the gauge charge and Γ as the vector potential for the gauge theory of condensed matter. The same identifications apply to chromohydrodynamics, the dynamics of a Yang-Mills fluid plasma [12, 13] . These identifications also apply to spin glasses and superfluid 4 He and 3 He-A with rotation and spin [17, 18] . In addition, they apply to the theory of complex fluids, such as liquid crystals. In fact the theories of superfluids and complex fluids are very similar, when examined from this viewpoint [27, 32] .
The partial derivatives ∂ s in equation (1.21) appearing in the Π-Γ cross terms comprise a generalized two-cocycle. This is somewhat exotic for a classical fluid. Finding such a feature in the continuum theory of complex fluids may seem fitting, because in their shared Hamiltonian structures the complex fluids seem to form a bridge between the classical and quantum fluid theories, such as superfluids. Essentially all of the complex fluid types can be formulated naturally as Euler-Poincaré systems using the methods of [14, 9, 6 ]. This will be the topic of future research.
SO(3) G-Strands
The SO(3) G-Strand system was analyzed and found to be integrable in [16] by linking it to the integrable P -chiral model of [2, 40] . This section will provide the zero curvature representation of the SO(3) G-Strand equations and thereby prove its integrability, independently of its relation to the P-chiral model.
The hat map
The Lie algebra (so(3), [·, ·]) with matrix commutator bracket [ · , · ] maps to the Lie algebra (R 3 , ×) with vector product ×, by the linear isomorphism
In matrix and vector components, the linear isomorphism is u ij := − ǫ ijk u k . Equivalently, this isomorphism is given by uv = u×v for all u, v ∈ R 3 . This is the hat map :
, which holds for the skew-symmetric 3 × 3 matrices in the matrix Lie algebra so(3).
One may verify the following useful formulas for u, v, w ∈ R 3 :
in which the dot product of vectors is also the natural pairing of 3 ×3 skew-symmetric matrices.
The SO(3) G-Strand system in R 3 vector form
By using the hat map, so(3) → R 3 , the matrix G-Strand system for SO(3) [16] may be written in R 3 vector form by following the analogy with the Euler rigid body [30] in standard notation, cf. equations (1.11)
where Ω := O −1 ∂ t O ∈ so(3) and Π := ∂ℓ/∂Ω ∈ so(3) * are the body angular velocity and momentum, while Γ := O −1 ∂ s O ∈ so(3) and Ξ = − ∂ℓ/∂Γ ∈ so(3) * are the body angular strain and stress. These G-Strand equations for g = so(3) equations may be expressed in Lie-Poisson Hamiltonian form in terms of vector operations in so(3) × R 3 as,
This Hamiltonian matrix yields a Lie-Poisson bracket defined on the dual of the semidirectproduct Lie algebra so(3) R 3 with a two-cocycle given by ∂ s . Namely,
Dual variables are Π dual to so(3) and Γ dual to R 3 . For more information about Lie-Poisson brackets, see [31] .
The R 3 G-Strand equations (2.1) combine two classic ODEs due separately to Euler and Kirchhoff into a single PDE system. The R 3 vector representation of so(3) implies that ad * Ω Π = − Ω × Π = −ad Ω Π, so the corresponding Euler-Poincaré equation has a ZCR. To find its integrability conditions, we set 4) and compute the conditions in terms of Π Ω, Ξ, Γ and the constant vectors A and B that are required to write the vector system (2.1) in zero-curvature form,
By direct substitution of (2.4) into (2.5) and equating the coefficient of each power of λ to zero, one finds
where A and B are taken as constant nonzero vectors. These imply the following relationships
We solve equations (2.7) for the diagnostic variables Ξ and Ω, as 8) where α, β, γ are real constants. Hence, we have proved,
The SO(3) matrix G-Strand system of equations in (2.1), may be expressed as a zero curvature representation (ZCR, or Lax pair), Lagrangian. The corresponding Lagrangian for this integrable system is
whose variational derivatives verify equations (2.8) as
where the operation P ⊥A projects out components along A. Substituting these formulas for Ξ and Ω into the vector equations (2.1) yields the integrable SO(3) vector G-Strand equations.
Hamiltonian. The Hamiltonian associated with the Lagrangian (2.11) is found by a Legendre transformation to be
This is reminiscent of the Hamiltonian for the Euler heavy top. One may verify that the variational derivatives of this Hamiltonian yield δh/δΠ = Ω and δh/δΓ = Ξ , (2.14)
in agreement with the formulas in (2.8).
Remark 2.2. Integrability of the SO(3) G-Strand system was discussed previously in [16] . However, the integrable system (2.2) with Hamiltonian (2.13) for SO(3) G-Strands found here differs from the one studied in [16] . In particular, the system (2.2) has a different Lax pair, which is not related to the P-chiral model.
SO(4) G-Strands
This section is an exposition of how the various Lie algebraic properties involved in formulating ZCRs from matrix G-Strand equations are applied in the example of SO(4).
The tangent space at the identity of the matrix Lie group SO(4) is the matrix Lie algebra so(4) represented by 4 × 4 skew-symmetric matrices. Any 4 × 4 skew-symmetric matrix Ψ : O −1Ȯ ∈ so(4) may be represented as a linear combination of 4 × 4 basis matrices with vector coefficients (Ω, Γ) ∈ R 3 × R 3 in the following equivalent formulas for the angular velocity of rotation in four dimensions
These formulas serve to define the notation that will be found useful in the remainder of the paper. In particular, the Lie algebra so(4) may be represented in the six-dimensional basis of 4 × 4 skew-symmetric matrices J and K. The matrices J a with a = 1, 2, 3 embed the basis for 3 × 3 skew-symmetric matrices into the 4 × 4 matrices by adding a row and column of zeros. The skew matrices K a with a = 1, 2, 3 then extend the 3 × 3 matrix basis to 4 × 4.
Remark 3.1 (Commutation relations). The skew-symmetric matrix basis of so (4) given by J a , K b with a, b = 1, 2, 3 in (3.1) satisfies the commutation relations, (4) given by J a , K b provides the 4 ×4 version of the well-known hat map [15] , written now as
Commutator on so(4) as an intertwined vector product
The commutator of 4×4 skew-symmetric matrices corresponds to an intertwined vector product, as follows. For any vectors Ω, Γ, ω, γ ∈ R 3 , one has [15] 
Likewise, the dual operation ad * computed by choosing the matrix pairing A, B = tr(A T B) is related to the vector dot-product pairing in R 3 × R 3 by
That is,
One finds ad * from its definition,
Then, after rearranging the pairing in (3.4) using its definition in terms of the dot-product of vectors in (3.2) one finds the vector representation
Hence, the hat map for 4 × 4 skew-symmetric matrices allows ad and ad * to be identified for so(4), because ad * (ω,γ) = − ad (ω,γ) . This property will be useful when we seek the zero curvature representation of the SO(4) G-Strand equations.
Euler-Poincaré equation on so(4) *
For a skew-symmetric 4 × 4 matrix
Hamilton's principle δS = 0 for S = b a ℓ(Ψ) dt with
leads to [19, 15] 
where δΨ =Φ + ad Ψ Φ and
Inserting these relations for δΨ and ad Ψ Φ into the variational principle yields
Hence, Hamilton's principle δS = 0 yields the following two equations comprising the EulerPoincaré system, Hence, the Euler-Poincaré system (3.6) may be expressed in Hamiltonian form as
The corresponding Lie-Poisson bracket is given by 
G-Strand equations on SO(4)
Let us define the following left-invariant connection form on so(4),
where ∂ s denotes the partial derivative with respect to s and ∂ t is the partial derivative with respect to t. Inserting this into Cartan's second structure equation 10) and taking the J and K components yields
By adapting equation (3.6) to the G-Strand case, we find Therefore, let's write equations (3.11)-(3.12) in this notation as
(3.13)
Hamiltonian structure for G-Strands on SO(4)
The Hamiltonian structure for G-Strands on SO (4) is, cf. (3.7),
This Hamiltonian matrix yields a Lie-Poisson bracket defined on the dual of the semidirectproduct Lie algebra so(4) (R 3 × R 3 ) with a two-cocycle given by ∂ s . Dual variables are (π, ξ) dual to so(4) and (Γ, Ω) dual to (R 3 × R 3 ). For more discussion of the properties of this type of Hamiltonian matrix, see [9, 12, 13, 31] .
The Euler-Poincaré equations in this system may be written individually in matrix commutator bracket notation as 
The matrices for L and N for G-Strands on SO(4) each form a quadratic polynomial in a constant spectral parameter λ in which L contains the prognostic variables (π, ξ) and (Ω, Γ) in (3.14) and N contains the diagnostic variables (Π, Ξ) and (ω, γ), as
Proof. One may substitute these expressions for L and N into the ZCR in (4.20) , then collect coefficients of powers of λ as before to find the following system, cf. equation (2.6),
The last two equations recover the system (3.15) and the first three equations have been solved analogously to the system (1.15). The results define the relations among prognostic and diagnostic variables for which the SO(4) G-Strand equations may be written in ZCR form and, thus, will be completely integrable.
SE(3) G-Strands

SE(3) dynamics of a filament
The motion of a filament represented by a space curve in R 3 may be defined by a smooth time-dependent map c(t, s) :
where t is time and s is arclength. This motion may be represented in terms of the action of the Lie group SE(3) on its Lie algebra se(3) ≃ R To find the Euler-Poincaré equations of motion represented this way for space curves, or filaments, we consider Hamilton's principle δS = 0 for a left-invariant Lagrangian,
with ℓ : se(3) × (R 3 × R 3 ) → R and the following definitions of the tangent vectors Ω = (W, V) ∈ se(3) and Ξ = (Ω,
where g(t, s) ∈ SE(3) is a real-valued map g : R × R → SE(3).
These tangent vectors have a 4 × 4 matrix representation in the form,
This 4 × 4 matrix represents the velocities of rotations and translations in three dimensions. It may be compared with the so(4) matrix (3.1). The two treatments are similar in appearance, but of course their differences are important.
Next, we apply the Euler-Poincaré procedure and incorporate the partial spatial derivative in the definition of Ξ(t, s) = g −1 ∂ s g(t, s) ∈ se(3) by taking the following steps.
(a) Compatibility equation The auxiliary equation for the evolution of the components
may be obtained from its definition and the equality of cross derivatives in t and s, as follows.
We take the difference of the two equations for the partial derivatives
Taking the difference between these two equations and invoking equality of cross derivatives implies that Ξ evolves by the ad operation on se(3). 1 Namely,
In terms of vectors in R 3 × R 3 , the ad-operation on se (3) is given by
Hence, the auxiliary equation (4.5) for Ω = (W , V) and Ξ = (Ω, Γ) in R 3 × R 3 vector form may be written equivalently as
(b) The ad * action of se(3) on its dual in the cross pairing. We shall compute the ad * action of the Lie algebra se(3) on its dual se(3) * by using the following cross pairing, defined as [34] (
In terms of the cross pairing (4.8), one computes the ad * action as
Consequently, we find a linear relation between the ad and ad * operations on se(3),
Hence, the cross pairing (4.8) enables ad * and ad to be identified for se(3) by setting ad * (W , V) = − ad (W , V) as in (1.8) . This is the key property (1.9) for the SE(3) G-Strand equations to admit a zero curvature representation.
invariant Lagrangians will allow us to obtain the equations of motion for the momentum Π :
, as follows, where we denote
In deriving the Euler-Poincaré equations, we will use the L 2 pairing defined by spatial integration of the R 3 × R 3 cross pairing in (4.8),
We will assume homogeneous endpoint and boundary conditions on Ω(t, s), Ξ(t, s) and on the variation Ξ := ( Ω, V) =g −1 δg(t, s) ∈ se (3) when integrating by parts.
As in the previous section, Hamilton's principle δS = 0 yields the Euler-Poincaré part of the G-Strand equations for δℓ/δΩ ∈ se ( On using the definition of ad in equation (4.6), this Euler-Poincaré system on 
Hence, the Euler-Poincaré system in (4.13) may be written in vector form as
(4.14)
This system of Euler-Poincaré equations (4.14) must be completed by including the compatibility equation (4.7).
(d) The Legendre transform to the Hamiltonian side. We take the Legendre transform of the Lagrangian ℓ(Ω, Ξ) = ℓ((W, V) , (Ω, Γ)) to obtain the corresponding Hamiltonian. We then differentiate the Hamiltonian to find its partial derivatives and write the EulerPoincaré equation in terms of the momentum variable Π = δℓ/δΩ ∈ se(3) * .
Legendre transforming in Ω yields δl δΩ = Π , δh δΠ = Ω and
where the relation Π − δl/δΩ = 0 defines Π. These derivatives allow one to rewrite the Euler-Poincaré equations solely in terms of momentum Π = (Π, M) ∈ se(3) * and its dual velocity Ξ = (Ω, Γ) ∈ se(3) as Assembling equations (4.15) into Lie-Poisson Hamiltonian form gives, symbolically,
where the boxes indicate how the ad-and ad * -operations occur in the matrix multiplication. For example, ad * Π(δh/δΠ) = ad * δh/δΠ Π , so each entry in the matrix acts on its corresponding vector component. Of course, this is shorthand notation, since Π and Ξ are 4 × 4 matrices.
(f) The G-Strand equations for g = se(3) in terms of the R 3 × R 3 vector operations in (4.13) may be written in Hamiltonian matrix form as,
This Lie-Poisson Hamiltonian matrix possesses a two-cocycle given by ∂ s , as discussed in [6, 35] . It may be compared with the Hamiltonian matrix for SO(4) G-Strands in equation (3.14) . It simplifies for g = se(2), since in that case the variables {Π, W, Ω, δh/δΩ = M } 2 This Hamiltonian matrix is a subset of the Hamiltonian matrix for a perfect complex fluid [14, 9] . It also appears in the Lie-Poisson brackets for Yang-Mills fluids [12, 13] and for spin glasses [18] . It is the Hamiltonian structure for a Lie-Poisson bracket on the dual of the semidirect-product Lie algebra se(3) (R 3 × R 3 ) with a two-cocycle given by ∂ s .
are all normal to the plane, and the others {M, V, Γ, δh/δΓ = N } are all in the plane. This simplification will be discussed in the next section. Basically, for motion of a planar curve the contributions of the vector cross product terms at the corners of the Lie-Poisson form in (4.17) do not contribute to planar motion.
(g) The SE(3) G-Strand equations in (4.17) may also be written as individual equations, as in [35] [6, 35] , except for the extra term M × V, which vanished in [35] for the choice of constitutive relations in the Hamiltonian there, although it was still present in the Lie-Poisson bracket. The SMK equations describe the space-time dependent bending, twisting, coiling, and wave propagation properties of filaments.
Next, we determine the conditions required for the SE(3) G-Strand equations to admit a ZCR. Then, in the section afterward, we discuss the simplifications that result under the reduction from SE(3) to SE(2).
The ZCR for the motion of space curves by SE(3)
The ZCR for the SE(3) G-Strand. To compute the zero curvature representation of the SE(3) G-Strand equations, we first use the equivalence of ad * and − ad as in (1.8) in the bi-invariant cross pairing to rewrite equation (4.15) equivalently as 
The matrices for L and N for G-Strands on SE(3) each form a quadratic polynomial in a constant spectral parameter λ in which L contains the prognostic variables (Π, Ξ) and N contains the diagnostic variables (Ω, Γ), as 21) in which A and B are diagonal matrices.
Proof. One may substitute these expressions for L and N into the ZCR in (4.20) , then collect coefficients of powers of λ as done earlier for so(4) to find the following system, cf. equation (2.6),
The last two equations recover the system (4.19) and the first three equations have been solved using the same method as for the general system (1.15).
Reduction to SE(2) motion of planar curves
The special Euclidean group of the plane SE(2) ≃ SO(2) R 2 acts on a point in the plane defined by the vector q = (q 1 , q 2 )
T ∈ R 2 , as follows
is a vector in the plane and R θ is the 2 × 2 matrix for rotations of vectors in the plane by angle θ about the normal to the planeẑ,
The infinitesimal action is found by taking d dt | t=0 of this action, which yields
where Ω =θ(0) and V =v(0) are elements of se(2).
In vector notation, the se(2) ad-action is
The pairing between the Lie algebra se(2) and its dual se(2) * is given by the cross pairing of vectors in R The SE(2) G-Strand equations for the motions of planar curves may then be written out separately as, cf. (4.18),
(4.24)
Of course, the ZCR for these equations is a subset of that in (4.21). The ZCR for twodimensional motions generated by se(2) contains most of the features of the three-dimensional motions generated by se(3), but there are only six variables instead of twelve. Therefore, it might be interesting to build intuition for the solutions of G-Strand motions using the ZCR in the case of the SE(2) G-Strands.
Conclusions
We have shown that the G-Strand equations are a rich source of integrable systems of physical significance. For example, we have shown that the SE(3) G-Strand equations and the SimoMarsden-Krishnaprasad (SMK) equations of exact rod theory in the convective representation both describe the motion of a curve in space under the action of SE(3). The motion of space curves is a classical problem that has been deeply studied from the viewpoint of integrable systems [3] . Exploring that connection with the SE(3) G-Strand equations could be a promising direction for future research, particularly for the integrable cases. Of course, the G-Brane equations for the action of SE(3) on smooth embeddings Emb(M, R 3 ) for a smooth manifold M ⊂ R 3 would also be promising and the mathematical formulation for G-Branes has recently been discussed in [8] . Applications of similar ideas for registration of planar curves have recently been successful [20] . The further application of these ideas for matching space curves seems like a natural generalization.
Travelling waves. Interestingly, the travelling waves for ZCR systems have contributions from both s-and t-derivatives. Consequently, they do not reduce to the original integrable ODEs that inspired the present work. Instead the wave speed introduces a bifurcation parameter, c, and the travelling wave solution becomes singular when c 2 = 1, which is the characteristic speed of the full hyperbolic PDE system. The behaviour of the travelling wave solutions of these ZCR systems will be studied elsewhere.
Soliton solutions. The ZCR of the matrix G-Strands puts them into the realm of integrable Hamiltonian systems. An interesting direction would be to pursue soliton solutions of the matrix G-Strand equations derived here. The integrable matrix G-Strands possess a ZCR arising as commutation of matrix operators in the depending on a spectral parameter λ. Finding their soliton solutions requires solving an inverse spectral problem. The corresponding inverse problem may be formulated as a nonlinear Riemann-Hilbert problem on a given contour of the complex λ plane. For more information, see [7, 21, 22, 42] and references therein. This method for obtaining the soliton solutions of the ZCR equations derived from G-Strand equations should be a promising direction for future investigations.
Harmonic maps. Incidentally, all of the ZCR examples here can be extended to harmonic maps, by replacing (s, t) ∈ R × R by (z,z ∈ C) and following Uhlenbeck's approach, [37] .
