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Abstract 
 
The Special Workshop on Information Privacy will consist of a one-day presentation of high-quality 
research in the area of information privacy. It will include 1) invited papers by scholars from participating 
schools and 2) submitted papers. The day will include four sessions, each of which will feature two paper 
presentations by authors and ample time for discussion facilitated by a designated commentator. 
 Our goal is to enhance ties between scholars within the iSchool communities researching privacy 
and related topics. iSchool faculty, alumni, and students consistently make important contributions to 
research and policy developments around privacy. This special workshop seeks to facilitate dialogue 
between different parts of the privacy community, support its continued growth, and identify areas for 
potential collaboration.  
 
 
 
 The following papers were selected for the workshop: 
 
Peer-produced Privacy Protection: A Common-pools Approach 
 
Vaibhav Garg, Sameer Patil, Apu Kapadia, L Jean Camp 
 
 Abstract: Privacy risks have been addressed through technical solutions (e.g., privacy-
enhancing technologies) as well as regulatory measures (e.g., Do Not Track). These approaches are 
inherently limited as they are grounded in the paradigm of a rational end user who can determine, 
articulate, and manage his or her consistent privacy preferences. An implication of the rational end user 
paradigm is that self serving efforts to implement individual privacy preferences lead to socially optimal 
outcomes regarding information sharing. As a result, solutions to specific privacy risks are developed, and 
even mandated, without effective reduction in overall harm. We present a systematic framework to 
examine the limitations of current technical and policy solutions. To address the shortcomings, we argue 
for considering information sharing to be transactions within a community. Outcomes of privacy 
management can be improved at a lower overall cost if peers -- as a community -- are empowered by 
appropriate technical and policy mechanisms. Design for a community requires encouraging dialogue, 
enabling transparency, and supporting enforcement of community norms. We provide examples of 
technical design and policy initiatives that leverage such commons based communal governance through 
peer production of privacy protection. 
 
Theorizing Privacy's Contestability: A Multi-Dimensional Analytic of Privacy 
 
Deirdre K. Mulligan, Colin Koopman 
 
 Abstract: The concept of privacy, despite its centrality for contemporary liberal democratic 
cultures, remains remarkably contested. The scholarly literatures on privacy theory, privacy law, and the 
morality of privacy present a dizzying array of diverging conceptualizations and analyses of privacy. This 
contestability of privacy has been widely observed by privacy scholars. A common thread running 
throughout these observations is that privacy is polysemous not only in the context of theoretical disputes 
about privacy’s meaning, but also in the context of privacy’s everyday use. 
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 This article argues that privacy’s ambiguity reflects its keen social importance—not as some have 
suggested a lack of due attention or emptiness. Privacy is an “essentially-contested concept”: its value 
and power—its ability to do work in the world—derives, in part, from its ambiguity. Like other essentially-
contested concepts, privacy cuts so much to the heart of our moral, political, legal, and cultural self-
understandings that we cannot but disagree over its meaning, application, implementation, and 
justification. The attendant debates surrounding privacy, while often frustrating, evidence productive 
negotiations over meaning in rapidly-changing social contexts. Yet, the disagreement at both the 
theoretical and practical levels over privacy’s meaning and purpose has intensely troubling practical 
consequences. It can stymie action as an assumed commonality of purpose gives way to an underlying 
plethora of meanings with separate goals, privacy is decreed too fickle and indeterminate to be advanced 
through collective decisions in legislative, regulatory, and scientific fora. It can leave wrongs experienced 
as privacy violations orphaned as theories of privacy fail to connect with human experience. Bandied 
about but never richly mapped, privacy becomes easy to devalue and less likely to organically evolve and 
extend. Ambiguity becomes an excuse for disregarding privacy claims—despite visceral and broad 
appeal, and vociferous support. The challenge is to bring the strength of privacy—its rhetorical power and 
supple and polysemous nature—into action. 
 The core contribution of this article is a multi-dimensional analytic of privacy that facilitates a 
richer analysis of operative concepts of privacy. This analytic mapping provides a toolkit for performing 
anatomies of privacy as experienced. The analytic delineates a range of dimensions across which 
concepts of privacy vary including: objects, justifications, exemplars, targets, subjects, actions, offenders, 
mechanisms, providers, contexts of practice, and scope. In the article’s penultimate section, we use our 
privacy analytic to illuminate a set of three prominent privacy cases. These examples reveal the value of 
a more rigorous approach to privacy analysis in legislative drafting, technical design, and argumentation. 
In the final section, we return to our central argument that privacy’s essential contestability is key to its 
ongoing relevance and utility in political and social life but only under the guidance of detailed analytical 
tools that enable us to discern the contours of our many privacies, map them onto contexts, and construct 
mechanisms to protect them. 
 
The Impact of Privacy Regulation on Technology Adoption: 
The Case of Health Information Exchanges 
 
Idris Adjerid, Alessandro Acquisti, Rema Padman, Rahul Telang, Julia Adler-Milstein 
 
 Abstract: Health Information Exchanges (HIEs) are innovative healthcare technology initiatives 
that increase coordination between healthcare providers. Their purpose is to improve efficiency and 
quality of care through enhanced sharing of patient data. To soothe privacy concerns associated with HIE 
development, however, numerous states have enacted laws establishing strict patient consent 
requirements for medical data shared through HIEs. We investigate the impact of privacy consent 
regulation on the adoption and success of HIEs. We find that among all states with laws intended to 
promote HIE adoption, those that had requirements for patient consent experienced greater HIE adoption 
and success, while also reporting lower levels of privacy concerns. These findings contribute to the 
debate over the impact of privacy regulation on technological progress, and provide insights on the 
delicate balance between privacy concerns and the benefits of technology adoption. 
 
Libraries, Electronic Resources, and Privacy: 
The Case for Positive Intellectual Freedom 
 
Alan Rubel 
 
 Abstract: Public and research libraries have for some time been providing an increasing 
proportion of resources in electronic formats. The tension between the provision of electronic resources 
and patron privacy is widely recognized in the LIS literature. But how to assess trade-offs between patron 
privacy and access to electronic resources remains elusive. One reason is that there is a conceptual 
problem regarding the nature of intellectual freedom. The gist of the issue is this: Traditionally, the LIS 
literature and the library profession have understood patron privacy as a facet of intellectual freedom, and 
it is plausible that there is some relation between information privacy and liberty or freedom (I use these 
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interchangeably). And while certain types of electronic resource use may diminish patron privacy, thereby 
diminishing intellectual freedom, the opportunities created by such resources also appear liberty-
enhancing. Any attempt to adjudicate between privacy loss and enhanced opportunities on intellectual 
freedom grounds must therefore provide an account of intellectual freedom capable of addressing both 
privacy and opportunity. That’s my task here. I will argue that intellectual freedom is best understood as a 
form of positive freedom, where a person’s freedom is a function of the quality of her agency. Using 
quality of a person’s agency as the lodestar, I set forth several principles for assessing adoption of 
electronic resources and privacy protections. 
 
Patron Privacy in the “2.0” Era: Avoiding the Faustian Bargain of Library 2.0 
 
Michael Zimmer 
 
 Abstract: As libraries begin to embrace Web 2.0 technologies to serve patrons—ushering in the 
era of Library 2.0—unique dilemmas arise in the realm of information ethics, especially regarding patron 
privacy. The norms of Web 2.0 promote the open sharing of information—often personal information—
and the design of many Library 2.0 services capitalize on access to patron information and might require 
additional tracking, collection, and aggregation of patron activities. Thus, embracing Library 2.0 potentially 
threatens the traditional ethics of librarianship, where protecting patron privacy and intellectual freedom 
has been held paramount. The question is not whether libraries will move towards Library 2.0, but how 
they will do it, and whether they can preserve the contextual integrity of patron privacy and maintain their 
professional librarian ethic, while also providing enhanced services to their patrons. This article will 
provide an ethical examination of the emergence of new Library 2.0 tools and technologies in relation to 
existing ethical norms of information flow within the library context. By doing so, librarians and information 
professionals will be better situated to avoid—or at least renegotiate—the impending Faustian bargain 
regarding patron privacy in the “2.0” era. 
 
A Retreat from the Panoptic:  
One Public Library’s Experience with Video Surveillance 
 
Bryce Clayton Newell and David P. Randall 
 
 Abstract: This paper presents the findings of a qualitative case study examining why one public 
library installed video surveillance systems and then later reversed course and completely removed the 
previously installed systems. We found that the library initially installed the system as a response to 
specific incidents of crime without central administrative oversight, and that the removal was prompted by 
deteriorating relationships with local police departments over the library’s position that the video footage 
was exempt from public disclosure under the state’s library records privacy law. The library system 
subsequently removed all of their cameras in 2011, claiming the cameras were not in sync with library 
commitments to intellectual freedom and patron privacy, despite the fact that library staff expressed 
strong interest in retaining the cameras and were concerned about staff safety and crime prevention. We 
also found evidence of surveillance creep. 
 
OTP-PAKE: A More Secure Alternative to HTTPS 
 
Robert Huijie Deng, Divyan Munirathnam Konidala, Yingjiu Li, Yongdong Wu 
 
 Abstract: The HTTPS protocol is widely used for secure communications. However, the HTTPS 
approach subjects to various attacks which have serious implications on security and privacy. This paper 
shines light on the seldom used and yet cryptographically strong password-authenticated key exchange 
(PAKE) protocols to secure the communication channel between a client and a server. We justify that 
PAKE-based protocols offer better security and privacy protection than the HTTPS paradigm. We point 
out a particular shortcoming in the PAKE-based protocol and propose the use of one-time password 
(OTP) along with PAKE in order to overcome this shortcoming. We also offer interesting discussions with 
regard to OTP-PAKE protocol and propose a simple Diffie-Hellman key exchange based OTP-PAKE 
protocol design. 
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Silent Listeners: The Evolution of Privacy and Disclosure on Facebook 
 
Fred Stutzman, Ralph Gross, Alessandro Acquisti 
 
 Abstract: Over the past decade, social network sites have experienced dramatic growth in 
popularity. Once a youth-centric phenomena, the use of services like Facebook and Google+ now cross 
almost all demographics. With this growth, users have been challenged to manage novel privacy hurdles 
and negotiate nuanced balances between withholding and disclosing personal information. To date, 
however, no study has documented the evolution of disclosure and privacy behavior on popular social 
networking sites over an extended period of time. In this manuscript we use actual profile data from a 
longitudinal panel of 5,076 Facebook users to understand how their disclosure behavior changed 
between 2005 and 2011. Our findings suggest that 1) Facebook users in our dataset became increasingly 
protective of their personal information over time, limiting data shared with strangers; 2) changes effected 
by Facebook over the period of time under our observation, such as interface changes, arrested or in 
some cases inverted that trend; 3) over time, the amount and scope of personal information that 
Facebook users reveal to connected “friends” profiles has increased dramatically–but so have the 
disclosures to “silent listeners” on the network: third-party apps, Facebook itself, and (indirectly) 
advertisers. 
 
Profiling the Profilers: Deep Packet Inspection  
for Behavioral Advertising in Europe and the United States 
 
Andreas Kuehn and Milton Mueller 
 
 Abstract: This paper examines the use of deep packet inspection (DPI) in online advertising, and 
analyzes the effects public pressure, regulatory actions and judicial and policy-making proceedings had 
on those deployments. DPI, which allows Internet service providers (ISPs) to monitor the content of data 
packets in real-time, can be considered a disruptive technology because of the way its use conflicts with 
pre-established principles and norms of Internet governance. 
 In this comparative study, we examine the rise and fall of NebuAd in the U.S. and Phorm in the 
United Kingdom and the European Union. We also include some less visible companies and spill-overs to 
Brazil and South Korea. We conduct a comprehensive analysis of these cases – from the early 
development and secret trials of the technology to the regulatory actions, business failures and litigation 
in the aftermath. Looking at a timeline of several years that covers the dynamic technical, economic and 
institutional interactions at play, the framework contrasts distinct actors, actor constellations and modes of 
interaction across institutional settings to illustrate similar and divergent policy outcomes. This research is 
based upon comprehensive analysis of political and legal documents and a series of interviews with DPI 
vendors, Internet advocates, engineers, and advertisers. 
 The narrative follows four stages that we have found repeatedly in similar case studies of DPI 
deployments: 1) secret deployment, 2) uncontrolled public disclosure of the deployment, 3) civil activism 
around net neutrality and privacy norms, 4) political, legal and regulatory proceedings to resolve the 
conflicts. This framework highlights the interaction of technical, economic and institutional factors that are 
at work when politically contested technologies with a disruptive potential are deployed on the Internet. In 
this case, as in many others, the analysis shows how the deployments ran afoul of established principles 
and expectations, how the “notification” and “consent” practices so crucial to privacy law failed to bridge 
the gap between the expectations of Internet users and the formal legal definition applied by the courts, 
and how this gap led to intense political pressure and market exit of DPI-based advertising platforms in 
both countries. 
 
