Summary. Image simplification and smoothing is a very important basic ingredient of a lot of practical applications. In this paper we compare different numerical approaches to solve this image approximation task within a unifying variational approach presented in [8] . For methods based on fixed point iterations we show the existence of fixed points. To speed up the convergence we also use two approaches involving Newton's method which is only applicable for convex penalisers. The running time in practice is studied with numerical examples in 1-D and 2-D.
Introduction
The task of image smoothing, simplification and denoising is the subject of various approaches and applications. An initial image is approximated by filtered versions which are smoother or simpler in some sense. Statistical estimation, median or mode filters, nonlinear diffusion, bilateral filtering or regularisation methods are among the tools helpful to reach this aim. Most of these tools somehow incorporate a neighbourhood of the pixel under consideration and perform some kind of averaging on the grey values. One of the earliest examples for such filters has been presented by Lee [7] , followed by a lot of successors like the SUSAN filter by Smith and Brady [14] . In the context of statistical methods, Polzehl and Spokoiny presented a technique called adaptive weights smoothing [11] . The W-estimator by Winkler et al. [17] can be related to a spatially weighted M-smoother [5] . A very similar evolution is the bilateral filter by Tomasi and Manduchi [16] , another prominent example for a weighted averaging filter. In its original form it is interestingly not meant to be iterative. There are approaches to relate it to variational principles [4] . In general there are a lot of approaches to give relations between averaging methods and techniques based on minimisation of energy functionals or on partial differential equations [13, 1] .
In [8] , an energy-based approach has been proposed which allows to consider a whole spectrum of well-known methods as different facets of the same model. This approach makes use of so-called Nonlocal Data and Smoothness terms; thus it will be called NDS here. These terms can consider not only information from a small region around a pixel but also make it possible to involve large neighbourhoods. The data term rewards similarity of our filtered image to the given one while the smoothness term penalises high deviations inside a neighbourhood of the evolving image.
The goal of the present paper is to analyse numerical methods for this approach. This paper is organised as follows: Section 2 gives a closer description of the energy functional we deal with and its relations to well-known filtering methods like M-smoothers and the bilateral filter. In Section 3 we discuss different approaches to minimise the NDS functional including a fixed point scheme and Newton's method. Numerical experiments in 1-D and 2-D in Section 4 compare the behaviour and running time of the presented approaches. A summary of the results and an outlook conclude the paper in Section 5.
The Filtering Framework
In this section we review the variational model presented in [8] and relate it to other filtering techniques. Let f, u ∈ R n be discrete one-or two-dimensional images. We always denote the initial noisy image of the filtering process with f and the processed one with u. Let Ω = {1, . . . , n} be the index set of all pixels in the images. The pixel positions on the one-or two-dimensional grid will be denotes with x i (i ∈ Ω). That means |x i − x j | 2 yields the square of the Euclidean distance between the two pixels x i and x j in the real line (1-D) or the plane (2-D). This will be referred to as spatial distance. The tonal distance then is the distance between grey values of two pixels, for example |u i − f j | 2 . We start with an energy functional involving the tonal distance between u and f :
The iterative minimisation of such a scheme leads to the well-known Westimator
This scheme is very similar to another well-established filtering technique known in image processing: the bilateral filter presented by Tomasi and Manduchi [16] . The bilateral filter can be obtained by replacing f j with u j in (2) . Similar to the above reasoning the bilateral filter can be thought of as minimisation scheme for a nonlocal smoothness term:
We keep in mind that a minimisation of (3) would lead to a constant image with an arbitrary grey value, since the initial image f does not appear in E S . Nevertheless, the bilateral filter can be seen as the first step of an iterative minimisation procedure for (3).
The functional E of the NDS filter presented in [8] is a linear combination of both data and smoothness terms:
Here we have incorporated a similarity constraint which can lead to nonflat minimisers and a smoothness constraint. The spatial weights w D and w S incorporate the spatial distance between pixel positions x i and x j while the tonal weights Ψ D and Ψ S penalise high deviations between the corresponding grey values. Table 1 shows some possible choices for the tonal weights Ψ D and Ψ S . The NDS functional (4) allows to express a lot of different models, so it is natural that the tonal weights are motivated from different contexts. The list in Table  1 is clearly not meant to be complete since there is a whole variety of possible penalisers at hand. The choice of a special one should be motivated from the type of noise and image, but this is not within the scope of this article. Table 1 . Possible choices for tonal weights Ψ . Two simple examples of functions which can lead as spatial weights are displayed in Table 2 . They both have in common that they are symmetric. Since in our model (4) we only use w(s 2 ) we only plug in nonnegative values and this symmetry is obtained automatically. Essentially the same model allows to use nonsymmetric spatial weights, too. We also have chosen spatial weights which are between 0 and 1 and have their maximum in the point 0. This makes sure that the pixel itself is taken into consideration with the highest weight. Centering the spatial weight in the data term around a number different from 0 would perform a shift of the whole image during filtering.
Minimisation Methods
After discussing the derivation and the meaning of the NDS functional we now study different methods to minimise it. All numerical minimisation methods are based on conditions on the derivatives of E so we now calculate the first and second partial derivatives of E.
Taking the partial derivatives of the data term (1) yields
In a similar way we calculate the derivatives of the smoothness term (3) which leads to
In the second derivatives δ lj denotes the Kronecker symbol δ lj = 1 l = j 0 else .
It is clear the complete derivatives then have the form
and the corresponding sum for the second derivatives. Having these derivatives at hand we can now study the concrete minimisation algorithms.
Jacobi Method -Fixed-Point Iteration
For a critical point u of the energy functional E we have
We define the abbreviations
which help us to rewrite (10) as
where we use the partial derivatives shown in (5) and (7). This can be transformed into fixed point form
To have a positive denominator we assume that Ψ {S,D} (s 2 ) > 0, i. e., the penalisers are monotonically increasing. Furthermore we assume that w {S,D} (s 2 ) ≥ 0 and w {S,D} (0) > 0 for the spatial weights. We use this equation to build up a first iterative method to minimise the value of E where an additional index k denotes the iteration number. Note that d i,j and s i,j also depend on the evolving image u k and thus also get a superscript to denote the iteration level involved. The corresponding fixed point iteration then reads as
With our assumptions on Ψ {D,S} and w {D,S} from above we know that d 
Induction shows that the fixed point scheme (16) satisfies a maximumminimum principle, i. e.
Let us now consider the set
with the norm u ∞ := max j∈Ω |u j |. M = ∅ is compact and convex. Writing our scheme (16) in the form u k+1 = F (u k ) with F : R n −→ R n , the maximumminimum stability implies that F (M ) ⊆ M . With our requirements on Ψ {D,S} and w {D,S} , the denominator in (16) is always larger than zero. This means that each component F i : R n −→ R is continuous with respect to the norm · ∞ . Since this holds for all i, we know that F : (R n , · ∞ ) −→ (R n , · ∞ ) is continuous. Then Brouwer's fixed point theorem (see for example [18, page 51]) shows that F has a fixed point in M .
In the fixed point iteration scheme (16) we calculate u k+1 using only components of the vector u k of the old iteration level:
Such a method can also be called a nonlinear Jacobi method.
Newton's Method
We search a zero of the gradient ∇E(u) = 0. To this end we use Newton's method for the function ∇E:
where H(E, u k ) is the Hessian matrix of E at the point u k . In each step of (21) we have to solve a linear system of equations. This system of equations can only be solved if the Hessian matrix is invertible which is the case for a convex functional E. That means we cannot use Newton's method for all penalisers shown in the last section. If both Ψ D (s 2 ) and Ψ S (s 2 ) are convex in s, i. e. 2Ψ (s 2 )s 2 + Ψ (s 2 ) > 0, the Hessian matrix H(E, u k ) has positive diagonal entries and is strictly diagonally dominant. This does not only allow us to solve the linear system of equations, but it also gives us the possibility to use a whole variety of iterative solution algorithms like the Gauß-Seidel, successive overrelaxation, or conjugate gradient method. We have chosen to use the Gauß-Seidel method here to solve the linear system of equations.
A practical observation shows that the steps of Newton's method are often too long. Thus we have used a simple line-search strategy:
with σ k ∈ (0, 1]. We try σ k = 1,
, . . . until the energy is decreasing in the step: E(u k+1 ) < E(u k ). It is clear that one step of Newton's method is much more expensive than one fixed point iteration step. Nevertheless, numerical examples will show that the whole process can still converge faster.
Gauß-Seidel Method
Instead of the nonlinear Jacobi method (20) one can also use a nonlinear Gauß-Seidel method which involves pixels of the old and the new iteration level. For each pixel u i =: x 0 , we perform m steps of a local fixed point iteration
and set u k+1 i := x m afterwards. Since these inner steps satisfy a maximumminimum principle, the whole Gauß-Seidel method does. Thus one can apply the same reasoning as above and gets the existence of fixed points for the equation.
Gauß-Seidel Newton Method
Here we solve the single component equations with Newton's method. We start with the pixel value x 0 = u k i of the last iteration level and set
After m steps of this method we set u k+1 i = x m and proceed with the next pixel. The only difference is that we use the criterion E loc (x l+1 ) < E loc (x l ) for the choice of the step size σ l where the local energy is defined as
We should note that besides the number of (outer) iterations, all methods except of the Jacobi method have the number of inner iterations as an additional parameter for the numerics.
Numerical Experiments
Now we investigate the practical behaviour of the methods presented in the last section. We use the two stopping criteria
That means we stop the algorithm if the changes of both the evolving image (in terms of the Euclidean norm) and the energy value are smaller than prescribed limits a and b. The results of the 1-D example are displayed in Fig. 1 and Table 3 . Here we have Gaussian noise, and we have chosen
− ε with ε = 0.01, and w D (s 2 ) = w S (s 2 ) = 1.0 inside a data term window of size 7 and a smoothness term window of size 11 with α = 0.5. The number of inner iterations was optimised to yield a fast convergence for each method. We see that Newton's method is the fastest one in this case. Fig. 2 and Table 4 with both windows of size 3 and α = 0.95. Here we have the opposite case, and the simple fixed point scheme is faster than Newton's method. We have performed some more experiments indicating that this does not depend on the dimension of the problem but on the choice of penalisers.
Conclusions
We have investigated four different algorithmic approaches for the variational image simplification NDS-model presented in [8] . For schemes based on fixed point iterations we have shown the existence of fixed points. Newton's method is only applicable for a certain class of convex penalisers. We have seen with practical examples that in terms of running time we cannot prefer one single method in general. Currently we are considering the question if other numerical approaches based on multigrid ideas could help to reduce the running time especially of the fixed point approaches applicable for all weighting types. 
