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Abstract
Problem of making inferences on a widely used repeated measures model is considered without the
assumption of equal error variances. By taking the generalized approach to making statistical inference, we
derive necessary formulae to compute exact generalizedp-values for testing the equality of treatment effects,
occasion effects, and their interactions. We also provide formulae for making inferences about the variance
components of the model. Advantage of the generalized p-values over the classical F-test is demonstrated
by means of an example.
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1. Introduction
In this paper we consider a widely used mixed model in repeated measures [4, Chapter 3] and
develop testing procedures without the assumption of homoscedastic variances. It is often seen
that this assumption is not reasonable especially when the treatment means being compared are
signiﬁcantly different. In classical treatment of the problem, the assumption is usually made for
convenience and mathematical tractability rather than anything else. The current literature on
this problem does not provide exact tests based on sufﬁcient statistics. According to simulation
results in [2] some widely used approximate solutions such as MLE and RMLE based solutions
have very poor size performance in mixed models. In this paper we demonstrate how problems
in repeated measures can be tackled by taking the generalized inference approach introduced by
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Table 1
Bi-weekly response data
Group Time period: 1 2 3 4 5
Subject
1 1 29.90 29.22 30.91 31.35 29.27
1 2 29.75 30.90 29.11 31.76 29.01
1 3 29.16 32.64 31.68 30.19 30.30
1 4 29.33 27.54 29.16 33.77 31.21
1 5 29.28 29.93 31.35 29.03 30.64
2 6 24.77 27.53 28.88 34.23 35.21
2 7 35.62 32.55 29.92 26.54 28.22
2 8 36.16 31.28 33.63 40.04 33.28
2 9 33.84 29.90 26.45 30.10 30.76
2 10 28.01 30.62 30.91 25.20 28.53
3 11 27.06 32.16 31.88 35.33 38.35
3 12 32.08 38.20 21.75 29.53 33.51
3 13 20.74 23.14 34.34 33.63 29.96
3 14 30.53 31.57 35.36 33.04 24.58
3 15 31.27 21.92 41.40 38.48 22.38
4 16 30.99 30.85 32.49 33.13 33.58
4 17 32.68 30.68 30.30 33.11 32.76
4 18 30.99 33.33 31.09 31.78 31.87
4 19 31.83 31.58 33.62 34.79 33.89
4 20 34.13 31.09 33.44 31.52 29.31
Table 2
Sample group means and standard deviations
Group Sample mean Sample SD
1 30.2556 1.3710
2 30.8872 3.7413
3 30.8876 5.8066
4 32.1932 1.3708
Weerahandi [9] and Tsui and Weerahandi [8]. We do so by addressing a widely used repeated
measures problem involving two factors.
This research was motivated by some repeated measures applications where we have observed
serious heteroscedasticity. A representative data set (actual data are not reported due to the pro-
prietary nature of the data) from one application is shown in Table 1 below. This representative
data set is simulated in a way that it would mimic the original data set. The data relates to a phar-
maceutical study on drug for treating male erectile dysfunction. The objective of the study is to
determine the efﬁcacy and safety of active treatment at doses 0.5, 1.5, 5mg compared to placebo.
The four groups are denoted as 1–4 in Table 1; Group 1 being the group receiving placebo. The
bi-weekly data presented in Table 1 are samples obtained over a period of 10 weeks from 20
subjects.
Table 2 below provides the overall group means and the standard deviations for the four groups.
It is evident from these statistics that there are substantial differences in the group variances. A
test on equal group variances also revealed strong evidence against the null hypothesis of equal
group variances.
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It has been demonstrated in one-way ANOVA that the classical F-test suffers from serious
power problems when there is assumption of equal variances [11,5]. Larger the number of groups
being compared, more serious the problem is. In higher wayANOVA, not only the lack of power
problem is serious, but also one might even make misleading conclusions. Since ANOVA in
repeated measures is also an F-test, we can expect similar power problems in the current problem
as well. In the last section of this paper we will show that the F-test in repeated measures problem
also fails to detect highly signiﬁcant results from experiments. In view of this drawback of F-tests
under heteroscedasticity, we believe that the area of repeated measures requires much research in
developing exact and good approximate solutions.We also hope that this paper will help stimulate
further research on other repeated measures problems, and that the solution given in this paper
may suggest the approach that one might take in solving such problems.
The paper is organized as follows. Followed by an introduction to generalizedp-values, Section
3 describes the heteroscedastic repeated measures model under consideration. It also presents
the ANOVA table for the same model under homogeneous assumption. Section 4 derives the
point estimates. Section 5 and 6 derive exact tests on treatment effects, group and time inter-
action and occasion effects, respectively. Section 7 deals with inference problems on variance
components.
2. The generalized p-value approach
In this paper we derive procedures for testing a number of hypotheses by taking the generalized
p-value approach. As pointed out by Weerahandi [11], such tests can be utilized with or without
new notions and deﬁnitions. This is because exact generalized p-value based tests also serve as
excellent approximate (if not exact) tests according to classical deﬁnitions. Moreover, in many
applications such as in ANOVA, Type I error of the generalized F-tests given by the generalized
p-value approach does not exceed the intended level in the classical sense. The purpose of this
section is to outline the approach without giving any formulae; the reader is referred to [11] for
formal deﬁnitions and details.
In the classical approach to deﬁning p-values, one seeks a single test statistic having some
desirable properties such as unbiasedness. A tail region is used to deﬁne a region whose values
are considered, under the null distribution, as extreme or more extreme than the observed statistic.
Then, the tail probability computed under the null distribution is deﬁned as the p-value, and the
null hypothesis is rejected if the p-value is too small. The drawback of this approach is that
only in special cases can one ﬁnd a single test statistic having a distribution free of nuisance
parameters to enable the computation of the p-value. In the generalized approach, one considers
the sample space deﬁned by a number of test statistics and seeks a subset of the sample space
with the observed sample on its boundary having the same properties. In the generalized setting,
as well as in the classical setting, the p-value for testing a point null hypothesis is deﬁned as the
maximum probability of this extreme region when the null hypothesis is true. If the probability
of this region is computed exactly regardless of the possible values of the nuisance parameters,
then the p-value is said to be an exact generalized p-value. A test based on this p-value is said to
be unbiased if the probability of the region increases for any deviation from the null hypothesis.
Hence the p-value serves to measure how well the data support the null hypothesis.
For details on generalized inference, including theories, methods, and properties of generalized
p-values and conﬁdence intervals, the reader is referred to [11,12]. The generalized p-value has
been successfully applied in solvingmany problems, such as in the problem of comparing variance
components [14] and in the problem of comparing growth curves [13,3]. A number of simulation
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studies such as that of Thursby [7] have established the advantage of exact methods with respect
to power and size performance.
3. Model speciﬁcation
Consider G groups of subjects on which we have repeated measures on the response variable.
The problems of interest are to compare the treatment groups, the occasion effects, and their
interaction. In designed experiments involving repeated measures, between subjects variation
can be substantially minimized, if some observations are taken from each subject before the
treatments are given. Then, the corrected response Yi of subject i is computed by subtracting ith
mean response computed with data before the treatment from subject i’s response data observed
after the treatment. We assume that response data from each subject has already been corrected
in this manner whenever such historical data are available.
Suppose there are a ng subjects in group g. Let∑Gg=1 ng = N be the total number of subjects.
Each subject is observed at T equally or unequally spaced time points . Let Yi(g)t denote the
observation taken at the t th time point from the ith subject in group g. We assume that the
observations of different subjects are independently distributed and that we have a complete data
set from all subjects in each group. Consider the widely used mixed model
Yi(g)t = g + t + gt + i(g) + i(g)t , t = 1, . . . , T ; i = 1, . . . , ng, (3.1)
where i(g) is the random effect due to subject i(g),
{
g
}
g=1,G are the treatment (or factor 1)
effects, t , t = 1, . . . , T are effects due to occasions (or factor 2), gt are their interactions, and
i(g)t are the desidual terms. Replacing the usual assumption about variance components with
possible unequal group variances we have
i(g) ∼ N(0, 2), i(g)t ∼ N(0, 2g); t = 1, . . . , T ; i = 1, . . . , ng, (3.2)
where 2 and 2g are variance components of the model. All time-dependent parameters can be
represented in a single equation by rewriting model 3.1 in terms of the vector of all observations
from subject i(g), Yi(g) =
(
Yi(g)1, . . . , Yi(g)T
)′
. Then the model can be expressed as
Yi(g) = g1T +  + g + i(g)1T + i(g), (3.3)
where  and g are T × 1 vectors formed by t ’s and gt ’s, and
i(g)1T + i(g) ∼ N(0,g) with g = 21T 1′T + 2gIT .
Let us ﬁrst deﬁne various sample means needed in the following treatment. Let
Ygt = 1
ng
∑
i∈g
Yi(g)t , g = 1, . . . ,G, t = 1, . . . , T
be the sample mean of ng observations from subjects in group g and let Y be the grand mean of
all the data, i.e., Y =
∑G
g=1
∑
i∈g
∑T
t=1 Yi(g)t
NT
. Also deﬁne the T ×1 vector
Yg =
(
Yg1 Yg2 · · · YgT
)′
,
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Table 3
ANOVA table
Source DF SS E(MS)
Groups (factor 1) G − 1 Sg
T
(∑
ng
2
g −
(∑
ngg
)2
N
)
G − 1 + 
2
w
Within group N − G Swg 2w = T2 + 2
Occasions (factor 2) T − 1 So N∑2t /(T − 1) + 2
Groups × Occasions (T − 1)(G − 1) Sog
G∑
g=1
T∑
t=1
ng2gt /(T − 1)(G − 1) + 2
Error (N − G)(T − 1) Se 2
Total NT − 1 St
and various sample means, namely the group means, occasion means, and subject means, as
Yg = 1
ngT
∑
i∈g
T∑
t=1
Yi(g)t = 1
′
T Yg
ng
,
Y t = 1
N
g = 1
G∑∑
i∈g
Yi(g)t , Y i(g) = 1
T
T∑
t=1
Yi(g)t .
If the group variances are all equal, say 2, then the classical theory provides the ANOVA table
(Table 3) as the basis for making inferences concerning parameters of interest.
The deﬁnition of various sums of squares appearing in the ANOVA table are as follows:
So = Nt = 1
T∑
(Y t − Y )2, (3.4)
Sg = T g = 1
G∑
ng(Y g − Y )2, (3.5)
Sog = t = 1
T∑
g = 1
G∑
ng(Y gt − Y t − Yg + Y )2, (3.6)
Swg = T g = 1
G∑
i ∈ g
∑
(Y i(g) − Yg)2, (3.7)
Se = t = 1
T∑
g = 1
G∑∑
i∈g
(Y i(g)t − Ygt − Y i(g) + Yg)2. (3.8)
Note that this ANOVA table allows us to make inferences about variance components 2 and 2
as well as on ﬁxed effects. Most of such inferences do not hold valid if the error variances are
unequal and this is the problem we wish to solve by taking the generalized approach.
4. Point estimation
First consider the problem of estimating unknown parameters of the problem. Point estimation
of location parameters requires some constraints tomake themestimable.We impose the following
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natural constraints, which are important in developing tractable distributions as well:
1′T  = 0, 1′T g = 0 ∀g
and
G∑
g=1
(
ng
−1
g g
)
= 0.
The problem is to estimate the parameters g ,  and g when the variance components have
been speciﬁed or estimated; the problem of estimating the variance components will be addressed
later in the paper. Let gt = g + t + gt and g =
(
g1, . . . , gT
)′
= g1T +  + g . MLEs of
g ,  and g are obtained by minimizing the sum of the squared deviations
G∑
g=1
∑
i∈g
(
Yi(g) − g
)′ −1g (Yi(g) − g)
=
G∑
g=1
∑
i∈g
(
Yi(g)−Yg
)′
−1g
(
Yi(g)−Yg
)+ G∑
g=1
ng
(
Yg−g
)′
−1g
(
Yg−g
)
, (4.1)
subject to the constraints 1′T  = 0, 1′T g = 0 ∀g and
∑G
g=1
(
ng−1g g
)
= 0. This is equivalent
to minimizing the second term on the right-hand side of Eq. (4.1)
G∑
g=1
ng
(
Yg − g
)′
−1g
(
Yg − g
)
, (4.2)
with respect to g ,  and g . Differentiating (4.2) with respect to g ,  and g , we have the
following:
1′−1g
(
Yg − ˆg1T − ˆ − ̂g
)
= 0,
G∑
g=1
ng
−1
g
(
Yg − ˆg1T − ˆ − ̂g
)
= 0,
ng
−1
g
(
Yg − ̂g1T − ˆ − ̂g
)
= 0. (4.3)
Solving Eqs. (4.3), we obtain
ˆg =
1′−1g
(
Yg − ˆ − ̂g
)
1′−1g 1
=
1′
(
Yg − ˆ − ̂g
)
1′1
= Yg, (4.4)
ˆ=
⎛⎝ G∑
g=1
ng
−1
g
⎞⎠−1 G∑
g=1
ng
−1
g
(
Yg − Yg1
)
, (4.5)
̂g = Yg − Yg1 − ˆ. (4.6)
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It is easily checked that the estimates satisfy the constraints 1′T ̂ = 0, 1′T ̂g = 0 ∀g and∑G
g=1
(
ng−1g g
)
= 0. Note also that equality in (4.4) holds because∑g is compound symmetric
[6].
5. Test of the treatment effects
Consider the problem of testing the equality of treatment effects,
H01 : 1 = 2 = · · · = G, (5.1)
based on various sample means as in the case of homoscedastic variances case. By taking the
approach in [10], an appropriate test can be based on the standardized between-group sum of
squares given by
S˜g = T
G∑
g=1
	g
(
Yg − Y	
)2
, (5.2)
where
Yg = 1
ngT
∑
i∈g
T∑
t=1
Yi(g)t , 	g = ng2g + T 2
and Y	 =
∑G
g=1 	gY g∑G
g=1 	g
. (5.3)
It is straightforward to show that Yg is normal with mean g and variance 1/(T	g). It follows
from the distribution theory of unweighted least squares (see also [11, p. 238]) that under H01,
S˜g has a Chi-squared distribution with G− 1 degree of freedom.We also deﬁne the standardized
error sum of square as
S˜wg =
G∑
g=1
Qg
T 2 + 2g
,
whereQg = T ∑i∈g(Y i(g) −Yg)2. Since Y i(g), i ∈ g, are iidN(g, 2+2g/T ), by the property
of independently distributed normal distributions,
Vg ≡ Qg
T 2 + 2g
∼ 
2ng−1, g = 1, . . . ,G,
therefore S˜wg ∼ 
2(N−G).Again, by the property of independently distributed normal distributions,
Y i(g) − Yg and Y are independent, thus S˜wg, a function of Y i(g) − Yg and S˜g , a function of Yg
are also independent. Under H01,
S˜g/(G − 1)
S˜wg/ (N − G)
∼ FG−1,N−G.
In order to ﬁnd an appropriate extreme region to base our test, write the standardized be-
tween group sum of squares as S˜g = S˜g
(
21, . . . , 
2
G
)
, where 2g = T 2 + 2g . Notice that
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S˜g
(
c21, . . . , c
2
G
)
= 1
c
S˜g
(
21, . . . , 
2
G
)
. Let s˜g( ) be the observed value of S˜g( ). Consider the
potential extreme region,
C =
{
Y | S˜g
(
21, . . . , 
2
G
)
 s˜g
(
21q1
Q1
, . . . ,
2GqG
QG
)}
=
⎧⎪⎨⎪⎩Y | S˜g s˜g
⎛⎜⎝
q1
B1B2 . . . BG−1S˜wg
,
q2
(1 − B1) B2 . . . BG−1S˜wg
,
. . . ,
qG
(1 − BG−1) S˜wg
⎞⎟⎠
⎫⎪⎬⎪⎭
=
{
Y
∣∣∣∣∣ S˜g/(G − 1)S˜wg/ (N − G)N − GG − 1 s˜g
(
q1
B1B2 . . . BG−1
, . . . ,
qG
(1 − BG−1)
)}
, (5.4)
where
Bj =
(∑j
g=1 Vg
)
(∑j+1
g=1 Vg
) ∼ Beta
⎛⎝ j∑
g=1
ng − 1
2
,
nj+1 − 1
2
⎞⎠ , j = 1, 2, . . . ,G − 1.
But, under the null hypothesis
S˜g/(G − 1)
S˜wg/ (N − G)
∼ FG−1,N−G, (5.5)
and if the null hypothesis is not true, its distribution is non-central F leading to higher probability
of (5.4) for any deviation from the null hypothesis. Hence, the region of the sample space deﬁned
by (5.4) is indeed an extreme region. Therefore, the p-value given by the generalized F-test given
by (5.4) and (5.5) can be computed as
p = 1 − E
{
HG−1,N−G
[
N − G
G − 1 s˜g
(
q1
B1B2 . . . BG−1
,
q2
(1 − B1) B2 . . . BG−1 ,
. . . ,
qG
(1 − BG−1)
)]}
, (5.6)
where HG−1,N−G is the cdf of the F distribution with G − 1 and N − G degrees of freedom
and the expectation is taken with respect to the independent Beta random variables Bj , j =
1, 2, . . . ,G − 1. This generalized p-value can be evaluated by numerical integration or Monte
Carlo integration by generating a large set of random numbers from the Beta random variables
and the above expected value by the corresponding sample mean. For details about the numerical
evaluation of p-values of this nature, the reader is referred to [11,12].
Notice that the generalized p-value computed given by (5.6) is an average of p-values of the
classical form based on the F-distribution with G− 1 and N −G degrees of freedom. Therefore,
the test based on the generalized p-value will be referred to as a generalized F-test.
6. Test of treatment and time interactions
Now consider the problem of testing the equality group × time interactions, H02 : gt =
0,∀g = 1, . . . ,G, t = 1, . . . , T . The approach of Arnold [1] can be taken to test this hypoth-
esis; i.e., sum of squares based on MLEs/GLSEs under the null and the alternative hypotheses.
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Under H02 : gt = 0,∀g = 1, . . . ,G, t = 1, . . . , T , Eq. (4.2) becomes
G∑
g=1
ng
(
Yg − ̂g1T − ̂
)′
−1g
(
Yg − ̂g1T − ̂
)
≡ S˜og = S˜og
(̂
g, ̂;g, g = 1, . . . ,G
)
. (6.1)
Wheng is speciﬁed,H02 canbe tested basedon S˜og
(̂
g, ,−1g , g=1, . . .,G
)
∼ 
2(G−1)(T−1).
To handle the unknown variances case, we rewrite S˜og as S˜og
(
21, . . ., 
2
G; 21, . . ., 2G
)
, where
2g=T 2 + 2g . Notice that −1g = 12g I −
2
2g
2
g
11′ = 12g I −
(
2g−2g
)
/T
2g
2
g
11′ is a function of only 2g
and 2g .
From the known results for equal variances, which are still valid with each group, we get
Ug ≡ Q˜g
2g
∼ 
2(T−1)(ng−1) and Vg ≡
Qg
2g
∼ 
2ng−1, (6.2)
where
Q˜g =
T∑
t=1
∑
i∈g
(
Yi(g)t − Y i(g) − Ygt + Yg
)2
and Qg = T
∑
i∈g
(
Y i(g) − Yg
)2
.
To ﬁnd a generalized test, we consider the extreme region
C =
{
Y | S˜og
(
21, . . . , 
2
G; 21, . . . , 2G
)
 s˜og
(
21q˜1
Q˜1
, . . . ,
2Gq˜G
Q˜G
; 
2
1q1
Q1
, . . . ,
2GqG
QG
)}
,
where lower case letters stand for observed values of random variables. Note that observed sample
points fall on the boundary of this sub-sample space and that the probability of this sub-sample
space increases for any departure from H02. Hence C is an extreme region leading to generalized
tests. Its p-value can be computed as
p = 1−Pr
[
S˜og
(
21, . . ., 
2
G; 21, . . ., 2G
)
 s˜og
(
21q˜1
Q˜1
, . . . ,
2Gq˜G
Q˜G
; 
2
1q1
Q1
, . . . ,
2GqG
QG
)]
= 1−E
{
F
2
(G−1)(T−1)
(˜
sog
(
q˜1
U1
, . . .,
q˜G
UG
; q1
V1
, . . .,
qG
VG
))}
, (6.3)
where the expectation is taken with respect to independent Chi-squared random variablesUg, Vg,
g = 1, . . . ,G deﬁne by Eq. (6.2).
7. Test of time effects
Now consider the hypothesis H03:  = 0 that there is no difference in occasion effects. Tests
of H03 can be based on
G∑
g=1
ng
(
Yg − ̂g1T − ̂g
)′
−1g
(
Yg − ̂g1T − ̂g
)
=
G∑
g=1
ngˆ
′
−1g ˆ ≡ S˜o = S˜o
(
21, . . . , 
2
G; 21, . . . , 2G
)
.
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Under H03, Ŝ2o ∼ 
2T−1. By taking the approach in previous sections, the extreme region is now
deﬁned as
C =
{
Y | S˜o
(
21, . . . , 
2
G; 21, . . . , 2G
)
 s˜o
(
21q˜1
Q˜1
, . . . ,
2Gq˜G
Q˜G
; 
2
1q1
Q1
, . . . ,
2GqG
QG
)}
.
Its p-value is computed as
p = 1 − Pr
[
S˜o
(
21, . . . , 
2
G; 21, . . . , 2G
)
 s˜o
(
21q˜1
Q˜1
, . . . ,
2Gq˜G
Q˜G
; 
2
1q1
Q1
, . . . ,
2GqG
QG
)]
= 1 − E
{
F
2T−1
(̂
s2o
(
q˜1
U1
, . . . ,
q˜G
UG
; q1
V1
, . . . ,
qG
VG
))}
.
8. Inference on variance components
Making inferences on the group error variances 2g , g = 1, . . . ,G is straight forward using the
Chi-squared statistic
Ug = Q˜g
2g
∼ 
2(T−1)(ng−1). (8.1)
For instance, Q˜g/(T − 1)(ng − 1) is an unbiased estimate of 2g . Inferences on the within subject
variance 2 can be made by taking the generalized approach and using the result
Vg = Qg
T 2 + 2g.
∼ 
2ng−1, g = 1, . . . ,G.
The group variance components can also be compared by applying F-tests.
Now consider the more difﬁcult problem of making inferences concerning the between subject
variance component. Let V ≡ ∑Gg=1 Vg , then V∼ 
2N−G. To test H04: 220, we deﬁne the
critical region as
C =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩V 
G∑
g=1
qg
2gq˜g
Q˜g
+ T 20
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ =
⎧⎪⎪⎨⎪⎪⎩V 
G∑
g=1
qg
q˜g
Ug
+ T 20
⎫⎪⎪⎬⎪⎪⎭ . (8.2)
It is now evident that
p = Pr(C) = 1 − E
⎡⎢⎢⎣F
2N−G
⎛⎜⎜⎝ G∑
g=1
qg
q˜g
Ug
+ T 20
⎞⎟⎟⎠
⎤⎥⎥⎦ , (8.3)
is the generalized p-value based on information provided by (8.1) and (??), where the expectation
is taken with respect to Ug , g = 1, . . . ,G. Conﬁdence intervals can also be deduced from the
above p-value by the method described in [11].
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Table 4
ANOVA table
Source DF SS MS F-Val p-val Generalized p-val
Treatments 3 49.77 16.59 1.545 0.242 0.0058
Occasions 4 54.43 13.61 0.946 0.444 0.252
Within treat. 16 171.9 10.74
Treat. X occa. 12 87.97 7.331 0.509 0.901 0.978
Error 64 921.03 14.39
9. Application
To demonstrate the utility of the foregoing results, consider again the data set with high het-
eroscedasticity given in the Introduction. As we discussed, in this study, the assumption of equal
variance assumption is not appropriate. Nevertheless, if the assumption has no serious bearing on
the power or the size of the test, one would prefer the simple classical F-test over computationally
more intensive generalized F-tests developed in this paper. To examine this, we performed tests
under both the equal variance assumption using F-tests and above methods which do not make
the equal variance assumption.
The results are summarized in the ANOVA table (Table 4) shown below. As expected, the
generalized F-test detects strong treatment (group) effects, while the F-test fail to do so. For
testing the hypothesis that all treatments are equal, the classical F-test gives a p-value of 0.242,
which does not even come close to being signiﬁcant, whereas the generalized p-value which did
not make the unreasonable assumption gives a p-value of 0.0058, suggesting that the differences
in treatments are highly signiﬁcant. This in turn leads to the ﬁnding that the dose level of 5mg is
in fact the one which makes the signiﬁcant difference.
Usually tests that make less assumptions tend to be less powerful due to some loss of some
degrees of freedom. In this case, the assumption of equal variances is so serious that the classical F-
test has failed to detect the signiﬁcance of treatment effects. This phenomenon has been observed
in otherANOVA problems as well, and has been validated by in-depth simulated studies [5]. Lack
of power of a test of the magnitudes as in this example should be considered very serious. In real
world applications they can lead to serious repercussions. A p-value such as 0.242 would greatly
discourage the researchers to proceed with their experiment. In the case of a pharmaceutical drug
being tested, this would amount to a multi-million dollar mistake.
In this particular application, both the F-test and the generalized F-test do not reject the hypothe-
ses of equal occasion effects or their interaction with the treatment effects. As seen in simulated
experiments, F-test may fail to detect occasion effects and interactions as well when they are truly
different.
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