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Abstract
Let (M,g) be a simple, real analytic, Riemannian manifold with boundary and of
dimension n ≥ 3. In this work, we prove a support theorem for the transverse ray
transform of tensor fields of rank 2 defined over such manifolds. More specifically, given
a symmetric tensor field f of rank 2, we show that if the transverse ray transform of f
vanishes over an appropriate open set of maximal geodesics of M , then the support of
f vanishes on the points of M that lie on the union of the aforementioned open set of
geodesics.
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1 Introduction
In this article, our main goal is to prove a support theorem for the transverse ray trans-
form (TRT) of a symmetric tensor field of rank 2. transverse ray transforms of such tensor
fields appear quite naturally in the study of polarization tomography. The general physical
principle behind polarization tomography is fairly simple to understand. The anisotropy in
the medium characteristics, such as magnetic permeability tensor and dielectric permeability
tensor, polarizes the electromagnetic waves passing through it. By measuring the polariza-
tion of a large number of rays passing through the medium, one is then able to detect and
measure the anisotropy in the medium characteristics. Due to the transverse nature of elec-
tromagnetic rays, the polarization measurements along a ray which is obtained in the form
of an integral along that ray depends only on the component of the desired medium charac-
teristic that is “transverse” to the ray direction. Hence the central problem of polarization
tomography is to reconstruct a medium characteristic from the data which is in the form of
the transverse ray transform of the medium characteristic. For a more detailed discussion,
see [13, Chapter 5].
Consider a simple, real analytic, Riemannian manifold M of dimension n ≥ 3 with an
analytic metric g. Let [0, l(γ)] ∋ t 7→ γ(t) be a geodesic of the manifold M with end points
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on the boundary and η(t) be a vector field parallel along γ(t) and orthogonal to γ˙(t) for
every t. Sharafutdinov defines the transverse ray transform of a symmetric tensor field f of
rank 2 as [13, Chapter 5]:
Jf(γ, η) =
∫ l(γ)
0
fij(γ(t))η
i(t)ηj(t)dt (η(t) ∈ γ⊥(t))
Such transforms have been studied by several authors, see e.g. [13],[11],[3],[10],[5], [14], in the
context of a multitude of physical problems like polarization tomography, diffraction strain
tomography and other such imaging modalities. In [13], Sharafutdinov proves an injectiv-
ity result for the transverse ray transform on a Compact Dissipative Riemannian manifold
(CDRM). After the pioneering work of Sharafutdinov[13] and Lionheart and Withers [10]
who provided reconstruction methods for transverse ray transforms, recently, Desai and Li-
onheart have given an improved reconstruction algorithm for transverse ray transform for
symmetric 2- tensor fields in the Euclidean setting, see [4].
In this work, we prove a support theorem for transverse ray transform of symmetric 2- ten-
sor fields defined on a compact, simple, real analytic Riemannian manifold. Apart from
their theoretical significance, support theorems are useful for practical reasons in various
tomography problems. Having a support theorem for an integral transform of a function or
a tensor field tells us that we can reconstruct the desired function or the tensor field in the
exterior of a given region solely by tomographic measurements in the exterior of the given
region. The injectivity result for such transforms follows as a corollary of our more general
result. We use the tools of analytic microlocal analysis to prove our results. Such techniques
have been extensively used to prove injectivity results and support theorems for very general
Radon Transforms and X-ray transforms by several authors, among which we give below a
partial list. Analytic microlocal techniques were first used by Boman and Quinto to prove
a support theorem for Radon Transforms with real analytic weights in [2]. Stefanov and
Uhlmann have used analytic microlocal analysis to prove an s-injectivity result for geodesic
ray transform of symmetric 2-tensor fields in [16]. Krishnan in [6] and Krishnan and Ste-
fanov in [7] prove support theorems for geodesic ray transform of functions and symmetric
2- tensor fields respectively. Expanding on these works, the authors in [1] proved a support
theorem for integral moments of symmetric m- tensor fields.
The organization of the current paper is as follows: In section 2, we give some definitions
and our main theorem in this work. In section 3, we prove a preliminary result that shows
the analytic dependence of a normal vector field on the geodesic along which it is translated
in a parallel manner. In section 4, we prove a microlocal proposition which is an analogue
of [17, Proposition 2]. The proof of our main theorem is given in section 5 along the lines of
the proof given by Krishnan in [6, section 3].
Acknowledgment: I would like to thank Prof. Todd Quinto and Prof. Venky Krishnan
for their help and encouragement during the writing of the paper.
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2 Definitions and the Main Theorem
Definition 1 (Simple Manifold). A compact Riemannian manifold (M,g) with smooth bound-
ary is said to be simple if:
(i) The boundary of the manifold ∂M is strictly convex: 〈∇ξν(x), ξ〉 > 0 for all ξ ∈ Tx(∂M)
and where ν(x) is the unit outward pointing normal to the boundary.
(ii) The map expx : exp
−1
x (M) 7→M is a diffeomorphism for all x ∈M .
Here the second condition implies that any two points x and y in the manifold M are
connected by a unique geodesic which depends smoothly on the points x and y. It is well-
known that any such simple manifold is necessarily diffeomorphic to a ball in Rn, see [13].
Hence in the following analysis, we can assume that the manifold is some domain in Rn. In
this article, we work with a fixed simple Riemannian manifold M with a fixed real analytic
atlas and a given metric g which is also assumed to be real analytic. Note that a tensor field
is said to be real analytic on a set U if it is real analytic in a neighbourhood of the set U .
Furthermore we will work with symmetric tensor fields f of order 2 onM i.e. f ∈ S2(M). In
coordinate representation, the tensor field f = fij . We will also assume Einstein convention
of summing over any repeated indices and raise or lower index on a tensor field via the metric
g. As such,fij and f
ij = fklg
ikgjl will be thought of as equivalent representations of the same
tensor field.
Let M˜ be a real analytic extension of M such that g also extends analytically to M˜ . We
extend the tensor fields f ∈ S2(M) by 0 in M˜ \M . We will think of maximal geodesics in
M as restriction of geodesics in M˜ with distinct end points in M˜ \M . A geodesic will be
denoted by γ.
Let A be an open set of geodesics in M˜ with end points in M˜ \M . We assume that any
geodesic in this set A is homotopically deformable within the set A to a geodesic outside M .
By this we mean that there exists a continuous map which takes a geodesic of M˜ , say γ0 ∈ A
to some geodesic γ1 ∈ A which lies completely outside M . We will denote by MA the set of
points of M that belong to A, i.e. MA = ∪
γ∈A
γ and similarly ∂AM = MA∩∂M . Finally, with
a slight abuse of notation we will denote by E ′(M˜), the set of tensor fields whose components
are compactly supported distributions in the int(M˜ ). Now we are ready to state our main
theorem in this work:
Theorem 1. Let (M, g) be a simple real analytic Riemannian manifold of dimension n ≥ 3
and M˜ be a real analytic extension of M . Let A be any open set of geodesics of M˜ such that
each geodesic γ ∈ A is continuously deformable within the set A to some geodesic outside
M . Let f ∈ E ′(M˜) be a symmetric tensor field of order 2 supported in M . If Jf(γ, η) = 0
for every γ ∈ A and for every η ∈ γ⊥, then f = 0 on MA.
Remark: For the case n = 2, observe that the data available by taking the transverse ray
transform is the same as the data from the geodesic ray transform up to a diffeomorphism.
We also recall that the geodesic ray transform has a non-trivial kernel, see e.g. [13].
3
3 Preliminary Results
Let f be a symmetric tensor field defined on M , i.e. fij = fji. Then for each geodesic γ with
end points on the boundary ∂M , and for each η ∈ γ⊥ where γ⊥ is the space of vector fields
formed by parallel translation along γ and orthogonal to γ˙, the transverse ray transform is
given by the bilinear form:
Jf(γ, η) =
∫ l(γ)
0
fij(γ(t))η
i(t)ηj(t)dt (η(t) ∈ γ⊥(t))
Lemma 1. The field η that is orthogonal to the geodesic γ and is parallel along it depends
on γ analytically.
Proof. Note that η(t) is a parallel translate along γ[13, Page 151] and satisfies[9, Theorem
4.13]:
η˙k(t) = −ηj(t)γ˙(t)Γkij(γ(t)); η(0) = η0
where Γkij represents Christoffel symbols. Let us rewrite this equation as:
η˙k(t) = F (η, γ, γ˙); η(0) = η0 (1)
F (η, γ˙, γ) is analytic in its arguments because we assume that metric g is analytic and hence
Christoffel symbols Γkij are analytic as well. Let us rename γ˙(t) as ζ(t) and γ(t) as z(t).
Then we recast equation 1 in to the following system:
η˙k(t) = F (η, ζ, z); η(0) = η0
ζ˙k(t) = Γkijz
i(t)zj(t); ζ(0) = ζ0(= γ˙(0))
z˙k(t) = ζk(t); z(0) = z0(= γ(0))
(In writing ζ˙k(t) = Γkijz
i(t)zj(t), we have made use of the geodesic equation, since z(t) = γ(t)
and ζ(t) = γ˙(t).) Together the three equations can be rewritten as a new system:
˙˜η(t) = F˜ (η˜); η˜(0) = η˜0 (2)
where η˜ = (η, ζ, z) and F˜ is the RHS of the system written above. Clearly F˜ is also
analytic. Hence by [18, Proposition 6.2], η˜(t) depends analytically on initial conditions
η˜0. In particular, η(t) depends analytically on γ(0) and γ˙(0). But γ(0) and γ˙(0) are the
parameters (starting point and initial direction respectively) which uniquely determine a
geodesic on the manifold. This shows that η(t) depends on geodesics γ analytically.
Before we move on further, we would like to show how to extend the definition of the
transverse ray transform to distribution valued tensor fields.
4
Extension of the definition of the transverse ray transform to dis-
tribution valued tensor fields
Let γ = γx,θ : [τ−(x, θ), 0]→M be a maximal geodesic of M with initial conditions γ(0) = x
and γ˙(0) = θ. Recall that these maximal geodesics can be thought of as restriction of
geodesics of M˜ with end points in M˜ \M . Let us denote by I t,0γ , the operator of parallel
translation along the geodesic γ i.e. I t,0γ : Tγ(t)M 7→ Tγ(0)M . We also recall that this oper-
ator is a linear isomorphism between the respective tangent spaces. Since η(t) is a parallel
translate along γ(t), hence there exists a unique η0 ∈ Tγ(τ−)M such that η(t) = I
0,t
γ (η0). Let
Γ− :=
{
(x, ξ) ∈ TM | x ∈ ∂M, |ξ| = 1, 〈ξ, ν(x)〉 < 0
}
where ν(x) is the unit outer normal to ∂M at x. Next, consider the space of symmetric
tensor fields of rank 2 on T ∗M which will be denoted by: S2(T ∗M). We know that there is
a canonical embedding that identifies tensor fields on M with tensor fields on T ∗M which
are independent of the second argument, see [13, 3.4.7]. Under this identification, the field
f ∈ S2(M) will be identified with the corresponding field in S2(T ∗M) which we will again
refer to as f . Further, if we take the restriction of the projection operator for the tangent
bundle, p : Γ− → M , then this induces a smooth map between the space of tensor fields,
p∗ : S2M → S2(Γ−) [8, Proposition 11.9]. Now using the above mentioned identification of
tensor fields in S2(M) with tensor fields in S2(T ∗M) which are independent of the second
argument, let us consider the space of pullback of such tensor fields p∗(S2(T ∗M)) and denote
it by S2ΠM . Following Sharafutdinov, we define the operator:
J˜ : C∞(S2(T ∗M)) 7→ C∞(S2ΠM )
where J˜ is given by the relation
J˜f(x, θ) =
∫ 0
τ−(x,θ)
I t,0γ (Pγ˙(t)f(γ(t))dt (x, θ) ∈ Γ−
Here, (Pγ˙(t)f)ij =
(
δki −
1
|γ˙(t)|2
γ˙(t)iγ˙(t)
k
)(
δlj −
1
|γ˙(t)|2
γ˙(t)j γ˙(t)
l
)
fkl =
(
(Id− γ˙γ˙
t
|γ˙|2
)f(Id− γ˙γ˙
t
|γ˙|2
)
)
ij
.
From [13, equation 5.2.5], we have the following:
〈J˜f(x, θ), η0 ⊗ η0〉 = Jf(γ, η) (3)
Thus in order to make sense of the transverse ray transform for distribution valued tensor
fields, all we need to do is to interpret J˜f(x, θ) by duality for compactly supported distribu-
tion valued tensor fields f . For this we will need an expression for the adjoint (J˜)∗. First let
f ∈ L2(M) and take any φ(x, ξ) ∈ C∞c (S
2ΠM). We will consider the following inner product:
(J˜f, φ)Γ− =
∫
Γ−
φ¯(x, θ)
∫ 0
τ−(x,θ)
I t,0γ (Pγ˙(t)f(γ(t)))dtdµ(x, θ)
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Let us now define a function φ♯(γ(t), γ˙(t)) such that it is constant along the geodesic and is
equal to φ¯(x, θ) on Γ−, i.e.
∇γ˙φ
♯(γ(t), γ˙(t)) = 0, φ♯(γ(0), γ˙(0)) = φ¯(x, θ).
This means that φ♯(γ(t), γ˙(t)) is formed by parallel translation of φ¯(x, θ) along the geodesic
γ(t). Then the above can be rewritten as:
(J˜f, φ)Γ− =
∫
Γ−
∫ 0
τ−(x,θ)
I t,0γ (Pγ˙(t)f(γ(t)))φ¯(x, θ)dtdµ(x, θ)
=
∫
Γ−
∫ 0
τ−(x,θ)
Pγ˙(t)f(γ(t))I
0,t
γ φ¯(x, θ)dtdµ(x, θ)
=
∫
Γ−
∫ 0
τ−(x,θ)
Pγ˙(t)
(
f(γ(t))
)
φ♯(γ(t), γ˙(t))dtdµ(x, θ)
=
∫
Γ−
∫ 0
τ−(x,θ)
f(γ(t))Pγ˙(t)
(
φ♯(γ(t), γ˙(t))
)
dtdµ(x, θ)
Now we apply Santalo’s formula [12, Lemma 3.3.2] to the above and get:
(J˜f, φ)Γ− =
∫
SM
f(x)Pξ
(
φ♯
)
dσ where dσ is a measure on SM
=
∫
M
f(x)
∫
SxM
Pξ
(
φ♯
)
dσx(ξ)d Vol(x)
= (f, (J˜)∗φ)L2(M)
where we have the adjoint of J˜ given by
(J˜)∗φ =
∫
SxM
Pξ
(
φ♯
)
dσx(ξ)
=
∫
SxM
(Id−
ξξt
|ξ|2
)φ♯(Id−
ξξt
|ξ|2
)dσx(ξ)
Now for a compactly supported distribution valued tensor field f and for φ ∈ C∞c (S
2ΠM)
we define,
〈J˜f, φ〉 := 〈f, (J˜)∗φ〉.
Remark: To understand Jf(γ, η) = 〈J˜f(x, θ), η0 ⊗ η0〉 when f is a compactly supported
distribution, we multiply η0 ⊗ η0 by a compactly supported function Ψ(x, θ) such that Ψ×
(η0 ⊗ η0) is in C
∞
c (S
2ΠM). Then we follow the procedure described above to interpret the
tranverse ray transform for such fields.
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4 A microlocal proposition
The following proposition is an analogue of [17, Proposition 2].
Proposition 1. Let (x0, ξ0) ∈ T
∗M \ 0 and let γ0 be a fixed simple geodesic through x0
normal to ξ0. Let Jf(γ, η) = 0 for some symmetric 2-tensor f ∈ E
′(M˜) supported in M and
for all γ ∈ nbd.(γ0) and for all η ∈ γ
⊥. Then
(x0, ξ0) /∈ WFA(f).
Proof. The following argument is adapted from the proof of [17, Proposition 2]. For the
compact, simple, real analytic Riemannian manifold M , we can construct analytical semi
geodesic coordinates (x′, xn) in some tubular neighbourhood U of γ0. This construction has
been worked out and used by Stefanov and Uhlmann in many articles, see e.g. [17, section 2].
Furthermore, we assume x0 = 0 and x
′ = 0 on γ0. We can represent U in these co-ordinates
by: U = {x : |x′| ≤ ǫ} for some ǫ << 1. We can choose ǫ to be so that the {|x′| ≤ ǫ; xn = l
+
−}
is outside M . Then ξ0 = ((ξ0)
′, 0) with (ξ0)n = 0. Our goal is to show:
(0, ξ0) /∈ WFA(f).
Consider Z = {|x| < 7ǫ
8
: |xn| = 0} and let x
′ variable be denoted on Z by z′. Then (z′, θ′)
are local co-ordinates in nbd.(γ0) given by (z
′, θ′)→ γ(z′,0),(θ′,1). Here, |θ
′| << 1 (where, the
geodesic is in the direction (θ′, 1)).
Let {χN(z′)} be a sequence of cutoff functions satisfying the estimates:
∂α(χN) ≤ (CN)
|α|; for some C and for |α| < N.
Let θ = (θ′, 1). We multiply
Jf(γ(z′,0;θ), η(z′,0;θ)) = 0
by χN(z
′)eiλz
′.ξ′, where λ > 0, ξ′ is in a complex neighbourhood of (ξ0)
′ and integrate it with
respect to z′ to get:∫
eiλz
′(x,θ′).ξ′χN(x, θ
′)fij(γ(z′,0;θ)(t))η
i
(z′,0;θ)(t)η
j
(z′,0;θ)(t)dtdz
′ = 0
By following their arguments verbatim, we get the following equation :∫
eiλz
′(x,θ′).ξ′aN (x, θ
′)fij(x)b
i(x, θ′)bj(x, θ′)dx = 0 (4)
Here, (x, θ′)→ aN is analytic and satisfies the estimate:
|∂αaN | ≤ (CN)
|α|, α ≤ N, (5)
Also, note that b(0, θ′) = η ∈ θ⊥ and aN(0, θ
′) = 1.
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To fix ideas let ξ0 = en−1 and the θ0 corresponding to the geodesic γ0 be en as in the proof
of [17, Proposition 2]. Further, let us choose θ(ξ) to be a vector depending analytically on ξ
in a neighbourhood of the geodesic γ0 in the following way:
θ(ξ) =
(
ξ1, . . . , ξn−2,−
ξ21 + · · ·+ ξ
2
n−2 + ξn
ξn−1
, 1
)
.
Since, θ can be made to analytically depend on ξ, we can also make the hyperplane θ⊥
depend analytically on ξ. This is to say that every η which is orthogonal to γ and is parallel
along it also depends analytically on ξ. Indeed, this is to be expected as we showed in the
proof of Lemma 1, that η(t) depends analytically on the initial conditions, in particular on
θ and since θ depends on ξ analytically, so will η depend on ξ analytically. In fact, this
can be achieved by carrying out a Gram Schmidt orthogonalization procedure. Consider
the vectors: v1, . . . , vn−1, θ(ξ) such that these form a basis at Tγ(0)M . Next, let η1(0; ξ) =
v1−projθ(ξ) v1. This depends analytically on ξ because θ(ξ) does and because the projection
map is also analytic. Now η2(0; ξ) = v2 − projη1(0;ξ) v2 − projθ(ξ) v2. We can construct
η3(0; ξ), . . . , ηn−1(0; ξ) in a similar fashion, and all ηi(0; ξ) will depend on ξ analytically. Now
the parallel translate of η along γ can also be shown to depend on ξ analytically through
its analytical dependence on initial conditions. It is also clear that if ηi(t) and ηj(t) depend
analytically on ξ, then any linear combination also depends analytically on ξ.
Now with the choice of θ(ξ) made as above near ξ = ξ0, it is easy to check that the following
conditions are satisfied :
θ(ξ) · ξ = 0, θn(ξ) = 1 and
θ(ξ0) = (0, . . . , 1) = en
We will rewrite (4) using the above mapping in the following form:∫
eiλφ(x,ξ)a˜N(x, ξ)fij(x)b˜
i(x, ξ)b˜j(x, ξ)dx = 0. (6)
Here φ(x, ξ) = z′ · ξ′ is the phase function, b˜(x, ξ) = η(z′,0;θ(ξ))(t), t = t(x, θ(ξ)) and z
′ =
z′(x, θ(ξ)), see [17]. This phase function has been shown in [17] to be non-degenerate in a
neighborhood of the geodesic γ0.
Now we quote the following lemma from [17]:
Lemma 2. [17, Lemma 3.2] Let, θ(ξ) and φ(x, ξ) be as above. Then, ∃ δ > 0 such that if
φξ(x, ξ) = φξ(y, ξ)
for some x ∈ U , |y| < δ, |ξ − ξ0| < δ where ξ is complex, then y = x.
We will study the analytic wavefront set of f using Sjo¨strand’s complex stationary phase
method. For this assume x, y as in Lemma 2 and |ξ0 − υ| <
δ
C˜
with C˜ >> 2 and δ << 1.
Multiply (6) by
χ˜(ξ − υ)e
iλ
(
i (ξ−υ)
2
2
−φ(y,ξ)
)
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where χ˜ is the characteristic function of the ball B(0, δ) ⊂ Cn and then integrate w.r.t. ξ to
get : ∫∫
eiλΦ(y,x,ξ,υ) ˜˜aN (x, ξ)fij(x)b˜
i(x, ξ)b˜j(x, ξ)dxdξ = 0. (7)
In the above equation, ˜˜aN = χ˜(ξ−υ)a˜N is another analytic and elliptic amplitude for x close
to zero and |ξ − υ| < δ
C˜
and
Φ = −φ(y, ξ) + φ(x, ξ) +
i
2
(ξ − υ)2.
Furthermore,
Φξ = φξ(x, ξ)− φξ(y, ξ) + i(ξ − υ).
To apply the stationary phase method we need to know the critical points of ξ 7→ Φ. Using
lemma 2 above we have :
1. If y = x, ∃ a unique real critical point ξc = υ
2. If y 6= x, there are no real critical points
3. Also by Lemma 2, if y 6= x, there is a unique complex critical point if |x− y| < δ/C1
and no critical points for |x− y| > δ/C0 for some constants C0 and C1 with C1 > C0.
Define, ψ(x, y, υ) := Φ(ξc). Then at x = y
(i) ψy(x, x, υ) = −φx(x, υ) (ii) ψx(x, x, υ) = φx(x, υ) (iii) ψ(x, x, υ) = 0.
Now, we split the x integral in (7) in to two parts : we integrate over {x : |x−y| > δ/C0} for
some C0 > 1 and its complement. Since, |Φξ| has a positive lower bound for {x : |x − y| >
δ/C0} and there are no critical points of ξ → Φ in this set, we can estimate that integral in
the following manner: First note that, eiλΦ(x,ξ) =
Φξ∂ξ
iλ|Φξ|2
eiλΦ(x,ξ). Using, (5) and integrating
by parts N times with respect to ξ and the fact that on the boundary |ξ − υ| = δ, we get∣∣∣∣
∫∫
|x−y|>δ/C0
eiλΦ(y,x,ξ,υ) ˜˜aN (x, ξ)fij(x)b˜
i(x, ξ)b˜j(x, ξ)dxdξ
∣∣∣∣ ≤ C
(
CN
λ
)N
+ CNe−
λ
C (8)
We choose N ≤ λ/Ce ≤ N + 1 to get an exponential error on the right. Now in estimating
the integral ∣∣∣∣
∫
|x−y|≤δ/C0
eiλΦ(y,x,ξ,υ) ˜˜aN (x, ξ)fij(x)b˜
i(x, ξ)b˜j(x, ξ)dxdξ
∣∣∣∣ (9)
we use [15, Theorem 2.8] and the remark following that to conclude:∫
|x−y|≤δ/C0
eiλψ(x,α)fij(x)B
ij(x, α;λ)dx = O(e−λ/C) (10)
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where α = (y, υ) and B is a classical analytical symbol with principal part b˜⊗b˜. See appendix
of [1] for a proof of estimates in (8) and (10).
Let, β = (y, µ) where, µ = φy(y, υ) = υ +O(δ). At y = 0, we have µ = υ. Also α → β is a
diffeomorphism following similar analysis as in [17, Section 4]. If we write α = α(β), then
the above equation becomes:∫
|x−y|≤δ/C0
eiλψ(x,β)fij(x)B
ij(x, β;λ)dx = O(e−λ/C) (11)
where ψ satisfies (i), (ii) and (iii), and B is a classical analytical symbol as before and :
ψy(x, x, υ) = −µ, ψx(x, x, υ) = µ and ψy(x, x, υ) = 0
The symbols in (11) satisfy :
σP (B)(0, 0, µ) = η(µ)⊗ η(µ) = η
⊗2(µ)
where η is a vector perpendicular to θ as before.
We will now show that there exists N = n(n+1)
2
unit vectors at x0, say, η1, η2, . . . , ηN , such that
for each ηp there exists some vector perpendicular to ηp in a small neighbourhood of θ0 = en
such that the symmetric 2- tensor fij is uniquely determined by the numbers fij(ηp)i(ηp)j .
First of all, let
S = {η : ∃θ in nbd.(θ0) such that θ ∈ ξ
⊥
0 , 〈θ, η〉 = 0}
We will first show that for n ≥ 3, Span(S) = Rn. Let θ0 = en and ξ0 = en−1 as has been
the case in the proof of this proposition. Then it is immediately obvious that ei = ηi ∈ S
for i = 1, . . . , n− 1. Now consider a vector v = ǫe1 + en ∈ ξ
⊥
0 such that v ∈ nbd.(θ0). Then
ηn = e1 − ǫen also belongs to S. Clearly now Span(S) = R
n. Hence, ∃η1, . . . , ηn in the set S
which are linearly independent. Now we make the following claim:
Claim 1. There exists a linear combination apηp+ aqηq, p, q = 1, . . . , n and p < q for each p
and q such that apηp+aqηq ∈ S. Hence there exists
(
n
2
)
such linear combinations for different
pairs of p and q which can be listed as ηl, l = (n+ 1), . . . ,
n(n+1)
2
.
Proof. Our goal is to show that for each pair ηp, ηq as stated in the claim, ∃θ in nbd.(θ0)
such that θ ∈ ξ⊥0 , 〈θ, (apηp + aqηq)〉 = 0. Since, ηp,ηq are in S, hence there must exist θp and
θq in nbd.(θ0) ∩ ξ
⊥
0 such that 〈θp, ηp〉 = 0 and 〈θq, ηq〉 = 0. Now we have 3 cases to consider:
Case 1: 〈θq, ηp〉 = 0 and 〈θp, ηq〉 = 0.
In this case, it is clear that any linear combination ηp and ηq is in S. This is because
〈θp, (ηp + ηq)〉 = 〈θq(ηp + ηq)〉 = 0.
Case 2: Only one of 〈θq, ηp〉 or 〈θp, ηq〉 is zero.
Without the loss of generality, let 〈θq, ηp〉 = 0. In this case also, any linear combination
apηp + aqηq ∈ S. This is because, 〈θq, (apηp + aqηq)〉 = 0.
Case 3: 〈θq, ηp〉 6= 0 and 〈θp, ηq〉 6= 0
Consider the vector θp + ǫθq where ǫ 6= 0 is chosen such that θp + ǫθq ∈ nbd.(θ0) ∩ ξ
⊥
0 . Now
let apηp + aqηq be such that ap = 1 and aq = −
〈θp,ηq〉
ǫ(〈θq ,ηp〉)
. Then it can be readily seen that
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〈(θp + ǫθq), (apηp + aqηq) = 0 for the above mentioned choice for ap and aq. Hence this
apηp + aqηq ∈ S.
This proves our claim.
So consider the collection of N = n(n+1)
2
vectors ηk as listed above for k = 1, . . . , N (where we
represent ηk
|ηk|
as ηk by a slight abuse of notation). The set {η
⊗2
k }
k=N
k=1 is linearly independent
and determines fij from the numbers: fijη
i
kη
j
k for k = 1, . . . , N . Coming back to the proof of
Proposition 1, we can get N equations of the kind 11, with symbols Bk such that σp(Bk) =
(ηk)
⊗2 for k = 1, . . . , N . Together these N equations can be thought of as a tensor valued
operator applied to tensor f , and then by similar analysis as in the proof of [17, Proposition
2], we conclude the proof of Proposition 1.
5 Proof of the support theorem
Proof of Theorem 1. We will use similar ideas as in [6] for the proof. We extend f outside
M by zero, i.e. f = 0 in M˜ \M . Let γ0 be a fixed geodesic in A which is continuously
deformable within the set A to some geodesic γ1 in A that does not intersect supp(f). Let
γt be an intermediate geodesic in the deformation. As f is compactly supported within M
and A is open, hence such a γ1 can always be found. Furthermore, we parametrize these
geodesics by their starting points x ∈ ∂M˜ and their initial directions θ ∈ Sn−1. Accordingly,
let (xt, θt) denote the starting point and the initial direction for the geodesic γt. Consider a
“cone of geodesics” formed by geodesics around γt having the same starting point as γt i.e.
xt and with initial directions that are sufficiently close to θt such that this cone is still in A.
Clearly, by a compactness argument, there is one such cone that does not intersect supp(f).
Now carry out the construction of such cones for each γt in the aforementioned deformation,
i.e. for all values of t ∈ [0, 1]. We will call these cones Ct. Let
t1 = inf{t ∈ [0, 1] : Ct2 ∩ supp(f) = ∅, ∀t2 > t}.
Suppose that t1 > 0. Then the cone Ct1 intersects supp(f) at some point, say p0. By the
Sato- Kawai- Kashiwara Theorem, (p0, ζ0) ∈ WFA(f) where ζ0 is normal to the cone Ct1 .
But this counters Proposition 1. This shows that f is zero in a neighborhood of p0. By a
compactness argument this shows that f = 0 for a positive distance away from the cone Ct1 ,
see [6]. But this would contradict the claim that t1 > 0 is the infimum. Hence t1 = 0 which
completes the proof of our main theorem.
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