We have derived masses and radii for both components in five short-period single-lined eclipsing binary stars discovered by the TrES wide-angle photometric survey for transiting planets. All these systems consist of a visible F-star primary and an unseen M-star secondary (
Introduction
Dynamical determination of fundamental properties of stars has played a key role in our understanding of stellar physics. Through careful observations of eclipsing double-lined spectroscopic binaries it is possible to obtain results with a precision as high as 1% on their masses and radii, or even better in some cases. These quantities provide strong constraints on stellar evolution models. Low-mass stars (M ≤ 0.5M ⊙ ) are particularly difficult to study, mainly because of the low probability of finding eclipsing systems and also due to their very low intrinsic brightness. Precise constraints on their masses and radii are essential to model changes in their equation of state, which goes from being close to an ideal gas for the more massive stars, to a partially degenerate electron gas for M dwarfs (Baraffe et al. 1998; Chabrier et al. 2000) . Thus, stars near the bottom of the main sequence pose a real challenge to stellar astronomers.
To date there are only eight M dwarfs (in four binary systems) with published masses between 0.2 and 0.6 M ⊙ that have their masses and radii measured to better than 3 percent: CM Draconis (Morales et al. 2008) , YY Geminorum (Torres & Ribas 2002) , CU Cancri (Ribas 2003) and GU Bootis (López- Morales & Ribas 2005) . Remarkably, all these stars are consistently larger than predicted by low-mass stellar evolution models, and recent results point towards induced stellar activity as the cause of the larger radii observed in low-mass double-lined eclipsing binaries (López-Morales 2007; Chabrier et al. 2007 ).
Because the numbers are so small, every additional well studied low-mass star is important in our understanding of their fundamental properties. In recent years, the growing number of short-period single-lined eclipsing binaries (SEBs) with F-star primaries and Mdwarf secondaries (hereafter F+M binaries) identified by photometric surveys for transiting planets promises to provide a way to fill the low-mass domain gap in the mass-radius diagram (Bouchy et al. 2005; Pont et al. 2005a Pont et al. ,b, 2006 Beatty et al. 2007) . Their large amplitude orbital radial velocities (several km s −1 ) and transit depths between 1% and 4% make their follow up a reasonable task for 1-2-m class telescopes on stars brighter than 12 th mag. However, unlike double-lined eclipsing binaries, these systems do not directly provide masses and radii because the radial velocity curve can be only measured for the primary star (since only spectral lines from that star are visible). Only the mean stellar density for the primary and the surface gravity for the secondary star can be obtained directly from the observables.
One way to obtain a full solution for the masses and radii of a single-lined system is to use stellar evolution models to estimate the mass of the primary star based on its luminosity, effective temperature and metallicity. The same approach has been used to calculate the mass and radius of transiting extrasolar planets, which deliver uncertainties typically between 5% and 10% for the masses, depending on how well constrained the atmospheric properties of the primary stars are.
However, a different method can be used to solve for the masses and radii of SEBs, which is virtually independent of stellar evolution models. In F+M binaries, the gravitational interaction between the primary and secondary star is at least two orders of magnitude stronger than in planetary systems. For binaries with short orbital periods ( 6 d) and measured eccentricities close to zero, one may in principle assume that two processes have already taken place due to tidal forces: synchronization between the orbital motion and stellar rotation, and alignment between the orbital and rotational axis (Zahn 1977; Hut 1981) . The timescales for synchronization and axis alignment can be 50 or 100 times shorter than the time it takes to circularize the orbits, which can range from less than 100 Myr for very short period binaries (1-2 d) to more than 1 Gyr for binaries with longer periods (5-6 d). If synchronization and alignment have taken place, the radius of the primary star can be obtained by combining the rotational velocity derived from the observed broadening of the spectral lines with the orbital period and the inclination of the orbit, setting the scale of the system. This approach depends on the predictions from stellar models only in minor ways: limb darkening coefficients are needed for the detailed analysis of the eclipse light curve, and the rotational broadening that is derived from the observed spectra can depend weakly on the metallicity that is adopted. A precision (but not necessarily accuracy) of 5% or better in the mass and radius is possible if radial and rotational velocities are good to 2% and transit photometry is good to 1%, as will be shown in this work.
Interestingly, it has been noted previously in the literature that the assumption of synchronization does not always seem to hold when tested in detail. Two short-period lowmass transiting M dwarfs discovered by OGLE (Pont et al. 2005b (Pont et al. , 2006 delivered unrealistic properties for the primary stars if synchronization or pseudo synchronization was assumed. Their mass and radius had to be obtained from an estimation of the primary star properties using stellar isochrones, with final errors near 10% for the masses and 7% for the radii.
The goal of this paper is to contribute to our understanding of the fundamental properties of low mass stars. To accomplish this, we have determined the mass and radius for the components of five eclipsing single-lined F+M binaries identified by the TrES wide-angle transiting planet survey (TrES, Alonso et al. 2004 ). The next section describes the discovery and follow up observations of our targets. In section 3 we describe the models that were fitted to the data. In section 4 we present our results and discuss some implications of this study, in particular for the dynamical evolution of short period binary stars, and the usefulness of these systems to obtain a precise characterization of low-mass stars.
Observations and Data Reduction

Detection through TrES Photometry
Transit events for the systems studied in this paper where detected early on during regular operations of the Trans-Atlantic Exoplanet Survey network (TrES), an arrangement of three 10-cm telescopes distributed in longitude. The three network nodes are: the STARE telescope (Observatorio del Teide of the Instituto de Astrofísica de Canarias, Spain), the Sleuth Telescope (Palomar Observatory, California, USA), and the Planet Search Survey Telescope (Lowell Observatory, Arizona, USA). More than 30 fields of 5.7
• × 5.7
• were monitored between the years 2003 and 2008. The data from each telescope were processed separately, as described by Dunham et al. (2004) . The binned light curves were analyzed using the box-fitting transit search algorithm of Kovács et al. (2002) to find periodic signals consistent with the passage of a Jupiter-sized object across the disk of a solar-like star. Hundreds of objects were flagged as planetary candidates because of their shallow transit depth and the lack of a secondary eclipse or significant out-of-transit photometric variations. In general, these preliminary candidates were expected to fall within three categories: transiting planets, photometric false detections, and astrophysical false positives. Of all these candidates we selected five for the present work, based on their spectroscopic properties and the high-precision follow-up observations we were able to gather, as described below. Coordinates, visual magnitudes, and near-infrared colors for these five objects are given in Table  1 .
Follow-up Spectroscopy
A common strategy for following up transiting-planet candidates identified by widefield photometric surveys is to start with an initial spectroscopic reconnaissance, to see if there is evidence for a stellar companion that might be responsible for the observed light curve. For this we used the CfA Digital Speedometers (Latham 1992) on the 1.5-m Wyeth Reflector at the Oak Ridge Observatory in the town of Harvard, Massachusetts, USA and on the 1.5-m Tillinghast Reflector at the Fred L. Whipple Observatory on Mount Hopkins, Arizona, USA. We obtained single-order echelle spectra in a wavelength window of 45Å centered at 5187Å, with a resolution of 8.5 km s −1 , and a typical signal-to-noise ratio per resolution element of 15 to 20. For slowly rotating solar-type stars these spectra deliver radial velocities accurate to about 0.5 km s −1 , which is sufficient to detect orbital motion due to companions with masses down to about 5 or 10 M J for orbital periods of a few days. A detailed description of the spectroscopic data reduction can be found elsewhere (Alonso et al. 2004; Beatty et al. 2007; Latham et al. 2008) . From the first set of spectra it is clear when candidates are not planets. If large variations in the radial velocities are observed, the explanation for the photometric signal is usually an eclipsing binary star (both signals should have a consistent periodicity and phasing). A total of 26 orbital solutions were derived for SEBs from the spectroscopic observations of planetary candidates. Orbital periods for these systems range from 1.2 days to 15.3 days, and eccentricities range from 0.0 to 0.5 (see Figure 1) . The rotational broadening of the spectral lines, to be described in Section 2.4, also varies significantly reaching V rot sin i rot values of up to 60 km s −1 or more (see Figure 2) . The phased radial velocities of the five SEBs studied in this work are shown in Figure 3 , and the individual radial velocity measurements are presented in Table 2 to  Table 6 . Table 7 gives a comprehensive summary of the orbital solutions obtained from the spectroscopy.
Follow-up KeplerCam Photometry
In single-lined eclipsing systems is not possible to perform direct measurements of the radius of the secondary component. The only closely related observable quantity is the radius ratio between the objects, obtained through careful analysis of the photometric transit of the system. The main difficulty in obtaining a complete, high signal-to-noise transit light curve is the necessity of continuous excellent weather during several hours of observation. Because of this limitation, we scheduled times-series photometric observations only for those systems in which the assumption of orbit-rotation synchronization seemed to be secure (short orbital periods, and eccentricities close to zero), and with values of V rot sin i rot larger than about 10 km s −1 , to avoid the accumulation of larger errors in the determination of the radius of the primary star as the spectroscopic resolution was approached. We used the predicted eclipse times from our spectroscopic orbits to schedule observations of the systems that passed this test, and successfully observed full transits of five SEBs. To provide a high-quality light curve for the analysis of the primary eclipse of each system, we used KeplerCam on the 1.2-m telescope at the Fred L. Whipple Observatory on Mount Hopkins, Arizona. KeplerCam utilizes a monolithic 4K×4K Fairchild 486 CCD that gives a 23 ′ × 23 ′ field and a pixel size of 0.68 ′′ when the binning is 2 × 2. To minimize limb darkening effects on the shape of the transit light curves, observations were made using long wavelength filters (Sloan i and z bands). Relative aperture photometry was performed to obtain the light curves. We iteratively selected comparison stars by removing any that showed unusual noise or variability. The typical RMS residual for the five light curves varied between 0.0010 and 0.0018 in relative flux units. Table 8 gives a summary of the photometric observations, with information about dates, pass bands, exposure times, cadence, air-mass, FWHM and RMS. Figure 4 shows the observed light curves in scaled relative flux, and samples of the observations are listed in Table 9 . We intend for this table to appear in its entirety in the electronic version of the journal.
Rotational Velocities, Effective Temperatures, and Metallicities
The key to obtaining masses and radii under the assumption of synchronization is the determination of V rot sin i rot (i rot being the inclination angle between the rotational axis of the primary star and the line of sight), because when combined with the orbital period and orbital inclination, it sets the size of the primary star (assuming as well that i rot = i orb , the latter being the angle between the orbital axis and the line of sight). The projected rotational velocity, along with the effective temperature and surface gravity of each star, were extracted from the same echelle spectra used to derive radial velocities. We cross-correlated our spectra against a library of synthetic spectra created by J. Morse using Kurucz model atmospheres (see, e.g., Latham et al. 2002) to estimate these properties for the primary stars for a given metallicity, which we fixed at four different values: [Fe/H] = −1.0, −0.5, 0.0 and +0.5. For each spectrum we looked for the metallicity-indexed model with the highest correlation, which gave a corresponding rotational velocity, temperature and surface gravity. The adopted values for correlation index C, projected rotational velocity V rot sin i rot and effective temperature T eff were obtained averaging over all the individual observations, after performing a three-sigma rejection. The internal error is the observed standard deviation divided by the square root of the number of measurements. In most cases, the average correlation index C is highest when solar metallicity is considered, but the typical error is generally larger than the differences. Thus this method cannot be used to obtain precise and accurate metallicities (see left panels of Figure 5 ). Because of the narrow wavelength coverage of our spectra, there is a clear dependence between the stellar properties (effective temperature in particular) and the adopted metallicity. To decrease the level of degeneracy, we iteratively used the surface gravity of the primary star obtained at the end of the procedure to be explained in Section 3.3.1 as an additional constraint for the cross correlation routine. Figure 5 shows the relation between metallicity, correlation index, effective temperature and rotational velocity for the five systems under study. Table 10 gives the values and uncertainties for the primary star atmospheric parameters for each adopted metallicity.
Data Modeling
Light Curve Analysis
Modeling of the light curves was carried out employing the formalism of Mandel & Agol (2002) , using a quadratic limb-darkening law,
where I µ is the observed intensity relative to the center of the stellar disk and µ is the cosine of the angle between the line of sight and the normal to the stellar surface. The limb darkening coefficients u 1 and u 2 were taken from the tables of Claret (2004) adopting the metallicity-dependent values of T eff and log g. The periods were held fixed and the orbits were assumed to be circular since the eccentricities obtained from the orbital solutions are close to zero for all systems. The fitted parameters were the radius ratio R B /R A , the reduced semi-major axis a/R A , and the impact parameter b, defined as b = a/R A cos i orb where i orb is the inclination of the orbital plane to the line of sight. Here R A and R B correspond, respectively, to the radius of the primary and secondary star in each binary. The same notation is used for all other parameters in the text and equations that contain the A and B sub-indexes.
The best fit between the model and the data was found minimizing χ 2 lc :
where f
and f mod i
are the observed and modeled relative fluxes observed at time i, and σ i is the error of each data point. The best values and uncertainties for the fitted parameters were obtained using a Markov Chain Monte Carlo simulation (MCMC). As described by Ford (2005) and Holman et al. (2006) , in this method a random process is used to create a sequence of points in parameter space that approximates the studied probability distribution. This sequence or chain is generated by a jump function that adds a Gaussian random number to each parameter. The jump is executed if the new point has a χ 2 lc lower than the previous point. If χ 2 lc is larger, the jump is made with a probability equal to exp(−∆χ 2 lc ). If the jump is not made, the new point is a copy of the previous one. The relative sizes of the perturbations were set using the uncertainties obtained by direct inspection of χ 2 lc across the parameter space, as done in Beatty et al. (2007) . The sizes of the jumps are set by requiring that ∼25% of the jumps are accepted. Four independent chains of 55000 points were created for each light-curve, starting from a point 5-σ away from the optimal values obtained by direct inspection, and discarding the first 20% of the points to minimize initial condition effects. The four chains were combined to create one long sequence of points. The best-fit value and uncertainties for each parameter were obtained from the value interval centered on the median that contains 68% of the points (1-σ errors). The results derived using limbdarkening coefficients adopting solar metallicity are summarized in Table 11 . The differences between these results and those adopting different metallicities are negligible compared to their errors.
Density and Surface Gravity
As shown previously by Seager & Mallén-Ornelas (2003) , Southworth et al. (2004) and Sozzetti et al. (2007) , an approximation to the mean stellar density of the primary star (ρ A ) and the surface gravity of the secondary (g B ) can be derived directly from Newton's modified version of Kepler's third law and the mass function of the binary. The familiar expressions
can be combined and re-written in the following form:
where ρ B is the density of the secondary star. The expression for the mass function in eq. 4 assumes zero eccentricity, which is a good approximation in our case. This assumption is also supported by studies such as those of Lucy & Sweeney (1971) and Lucy (2005) , which show that for single-lined binaries, small observed eccentricities (e < 0.1) are generally not statistically significant.
Using the parameters obtained earlier from modeling the transit light curves (R B /R A , a/R A , b), along with the measured orbital parameters (P , K A ), we may restrict the location of the stars in each system on the mass-radius diagram to unique curves of constant stellar density for the primary, and constant surface gravity for the secondary, which are described completely by the observables (see, e.g. Beatty et al. 2007 ):
where sin i orb has been re-written in terms of the observables a/R A and b. These expressions are essentially model-independent and are very useful for the following reason: if an independent measurement of the mass or the radius of the primary star (or secondary star) is made, it is possible to calculate a full solution for the system (making use of the radius ratio R B /R A ).
Mass and radius determinations
As mentioned in Section 2.4, there is a clear dependency between the adopted metallicity of the primary star and its atmospheric properties derived from our spectra, particularly the effective temperature. A metallicity close to solar gave the best match between the observed spectra and the models in most cases, but it is not possible to independently obtain an accurate abundance for these stars from our data alone. To address this problem, in the following we model the data for the five systems assuming four different metallicities: [Fe/H] = −1.0, −0.5, 0.0, +0.5.
System solution from stellar isochrones
In order to obtain the mass and radius for the unseen M dwarf, we estimated the mass of the primary star using the Yonsei-Yale stellar evolution models (Yi et al. 2001; Demarque et al. 2004) , following the procedure of Torres et al. (2008) . For this purpose we relied on the adopted metallicity and the temperature obtained from the spectra. Parallaxes have not been measured for these targets, so instead of the luminosities of the stars, we used the parameter a/R A derived from the modeling of the light curves, which is closely related to the mean stellar density.
The observed quantity a/R A can be compared directly to the models re-writing eq. 3:
The mass of the secondary star is not know a priori, but an approximate value sufficient for the present purpose can be estimated using eq. 8 and the isochrones from Baraffe et al. (1998) given that the age dependency is weak for low-mass stars. Once the secondary star mass has been derived, the process can be repeated until convergence.
The Yonsei-Yale isochrones were interpolated to a fine grid in metallicity and age and compared point by point with the measured values of T eff and a/R A . As noted previously, the range of metallicities explored was [Fe/H] = −1.0, −0.5, 0.0, +0.5. We adopted an arbitrary error of σ [Fe/H] = ±0.2, meant to illustrate the behavior of the results over a wide range of metallicities in a compact way. The internal error for T eff was increased to account for the dependency with [Fe/H] in the mentioned range, from the nominal precision at a given metallicity of about 50 K to a more conservative 200 K.
Each point on the isochrones that was consistent with [Fe/H], T eff and a/R A within their errors was recorded and a likelihood given by L = exp (−χ 2 iso /2) was calculated for it, where
The ∆ symbols represent the difference between the observed and model values for each quantity. The possible values for L range between 1 (an exact match between observations and models) and 0.22 (the worst acceptable match). The best fit value for each stellar parameter was obtained by adding all matches, weighted by their corresponding normalized likelihood L. The adopted errors for the fitted parameters (mass and age) come from their range among the accepted points on the isochrones. In the case of solar metallicity, primary masses range from 1.3 M ⊙ to 1.6 M ⊙ , with uncertainties ranging from 8% to 13%. Ages range from 0.7 Gyr to 4.0 Gyr, with large uncertainties, from 25% to 100% in some cases. For lower metallicities, more massive and older stars are obtained. The opposite effect is observed for higher abundances.
With M A known, we then obtained M B and a by iteration of equations 3 and 4. The value of a in combination with a/R A and R B /R A allowed us to obtain consistent values for R A and R B . At this point, we used the newly derived surface gravity of the primary star log g A as an additional constraint in the determination of C , T eff and V rot sin i rot as explained in Section 2.4. We iterated this procedure until convergence.
To estimate the errors for R A , R B , and M B , we used the MCMC chains generated in the course of modeling the transiting light curves. For each element of the chain a solution was calculated using the corresponding values of R B /R A , a/R A and b together with random values for P and K A , normally distributed around the observed values with σ equal to the measured uncertainties. In this way we obtained a probability distribution for the masses and radii, from which we extracted the median and 68% confidence limits (1-σ) and adopted them as best values and errors, respectively.
For solar metallicity, secondary masses range from 0.28 M ⊙ to 0.43 M ⊙ , and secondary radii range from 0.28 R ⊙ to 0.40 R ⊙ . The uncertainties in M B range from 5% to 8%, and those in R B from 3% to 5%. For sub-solar composition the masses and radii are smaller, and the opposite effect is observed for higher abundances.
The resulting masses and radii from the isochrone modeling of the primary stars are shown in Figure 6 with filled circles. For some cases of very high or low metallicity, no consistent solution was found based on stellar models, which explains some missing results in the figures. In these cases, the value for log g from the nearest consistent solution was used to better constrain the atmospheric properties of the primary star (Section 2.4).
System solution from orbit-rotation synchronization
The uncertainty in the determination of metallicities for the primary stars has significant consequences when estimating their masses using stellar models. To overcome this serious limitation, we computed masses and radii based on the assumption of synchronization and co-alignment between the primary star's rotational axis and the axis of the orbit.
From the rotational velocity, orbital period, and orbital inclination, it is possible to calculate the radius of the primary star R A using the expression
which is the generalization of the geometric relation P rot = 2πR Vrot for an impact parameter b other than zero, under the assumption of synchronization (P = P orb = P rot ) and alignment between the rotation and orbital axes (i orb = i rot ). The radius ratio (R B /R A ) is then used to infer the size of secondary star. Once both radii are known, they can be incorporated into equations 7 and 8 to obtain full expressions for the masses.
For the error propagation we adopted uncertainties in V rot sin i rot as described in Sect. 2.4. We verified that for each of our five systems this error was larger than the variations that come from the correlation between V rot sin i rot and [Fe/H] over the range of metallicities considered here. The final values and errors for the masses and radii of both components were obtained using the MCMC distributions from the light curve fits, incorporating the errors of a/R A , R B /R A , b, P , V rot sin i rot and K A in a way analogous to the procedure used for the parameters inferred by using stellar isochrones.
For the primary stars, masses range from 0.8 M ⊙ to 1.5 M ⊙ (with errors between 5% and 15%) and radii range from 1.1 R ⊙ to 1.8 R ⊙ (errors of 2 -5%). Among the secondary stars, masses range from 0.2 M ⊙ to 0.35 M ⊙ (with errors between 3% and 10%) and radii range from 0.25 R ⊙ to 0.35 R ⊙ (errors of 2 -5%). The masses and radii for the primary stars obtained from the assumption of synchronization are shown in Figures 6 with filled triangles.
Results and Discussion
We begin by comparing the results obtained for the primary stars using stellar isochrones with those from synchronization assumptions. Figure 6 shows masses and radii vs. metallicity for every system. We remind the reader that the error bars in the results derived from stellar models include the contribution from a conservative error in the adopted metallicity of each star.
For every system but one (T-Aur0-13378) there is a metallicity range where both sets of results are consistent, but outside this range the solutions diverge considerably. The results derived from estimating the mass of the primary star using models show a strong dependence on the adopted metallicity, not only because of its direct impact in the isochrones, but also because the effective temperature is highly correlated with it. The results derived from orbit-rotation synchronization have a small dependence on the adopted metallicity due to the weak correlation between the observed rotational velocity of the primary star and the adopted abundance.
Tidal theory predicts these kinds of systems (short period, near circular orbit) should be synchronized and their orbital and rotational axes co-aligned. Following the formalism of Hut (1981) , we calculated the ratio of the orbital and rotational angular momentum α =
2 , where q = M B /M A and r g is the gyration radius of the primary star
, with I being the moment of inertia). For our binaries, α is always larger than 70, which means that the timescales for synchronization and alignment of the orbital and rotational axes are expected to be much shorter than the timescale for circularization. In order to have comparable timescales for the three processes, α must be between 5 and 10 (Hut 1981) . A similar relation between timescales was obtained by Zahn (1977) , and again synchronization is predicted to occur much more rapidly than circularization for these binary systems.
Even when evidence in favor of synchronization is strong, its reality is not always guaranteed. The F+M binary OGLE-TR-123, studied by Pont et al. (2006) has a very short period (1.8 d) and a circular orbit, but the solution obtained if synchronization is assumed does not match the properties of the primary star derived spectroscopically. In this case, the solution derived from synchronization implies a primary star which is not massive enough (M A < 0.9M ⊙ ) to explain its observed high effective temperature (T eff ∼ 6700K).
The same inconsistency affects the system T-Aur0-13378, with a clear disagreement between the solutions based on the assumption of synchronization and those derived from stellar models. The main problem with the solution based on synchronization is the unrealistically low mass and radius inferred for the primary star, given the relatively high temperatures obtained from spectroscopy. In other words, the measured rotational velocity is too low, resulting in a small radius. There are various possible explanations for this behavior. The primary star in this system has the lowest density, lowest surface gravity and the highest mass for a given metallicity (when using models), if compared to the other four (see Table  11 and Table 12 ). If solar or lower-than-solar metallicity is adopted for the modeling, the resulting primary is an evolved F-star with M A < 1.6M ⊙ and R A > 2.0M ⊙ . If this is the case, it could be that conservation of angular momentum during the expansion of the star has slowed down the surface rotation, and tidal forces have not been able to keep up. Also, the presence of a radiative envelope in the primary could be responsible for making tidal forces less efficient. The discrepancy between the two solutions could also be explained by a misalignment between the spin axis of the primary and the axis of the orbit, which is, however, not expected from the same theory that tells us that synchronization should be taking place. (Rossiter 1924; McLaughlin 1924) it should be possible to measure the projection of this angle on the plane of the sky (see, e.g., Winn et al. 2006 ), but one would still need the orthogonal projection along the line of sight to solve the orientation of the system completely. One way to independently determine the rotational period of the primary star would be to obtain high-quality light curves and measure the photometric variation outside of eclipse that might be produced by rotation and star spots. This would serve as a check on the assumption of tidal synchronization in the system. Unfortunately, F stars are likely to be too hot for spot activity to be detectable in their light curves by ground-based facilities (see, e.g., Hall 1994). Dedicated spaced-based surveys like CoRot (Baglin et al. 2006) and Kepler (Borucki et al. 2003; Basri et al. 2005) may be able to detect this signal in similar systems.
By taking advantage of the Rossiter-McLaughlin effect
Inconsistent solutions between tidal theory and stellar evolution similar to the case of T-Aur0-13378 would be obtained as well for the systems T-Lyr1-01662, T-Lyr0-08070, and TCyg1-01385 if accurate spectroscopic determinations revealed the primary star metallicities to be greater than solar. The system T-Boo0-00080 behaves differently from the others, in the sense that high metallicities are necessary to match both set of results. If the primary star in this system has a metallicity lower than solar, the measured rotational velocity would be too high for the system to be synchronized, and could be evidence of an ongoing tidal process where the primary star is slowing down from a faster initial rotation.
In view of the importance of knowing accurately the metallicity of the primary stars, we have chosen to tabulate the full range of results obtained from their modeling using stellar isochrones corresponding to four different abundances (Table 12) . Additionally, we have tabulated the results derived from the assumption of orbit-rotation synchronization that show the best match with those derived from stellar models (Table 13 ). Strictly speaking, the errors for the masses and radii obtained from modeling the primary star with stellar isochrones are partially arbitrary because of the adopted error on the metallicities. The errors for the results based on synchronization are realistic and are dominated by the uncertainty in the measured rotational velocity.
In Figure 7 we display the mass and radius of the M-dwarf secondaries of the systems T-Boo0-00080, T-Lyr1-01662, T-Lyr0-08070, and T-Cyg1-01385 using the synchronizationbased results from Table 13 . The system T-Aur-013378 is shown using the model-based results ([Fe/H] = 0.0 ± 0.2) because its uncertain tidal configuration does not allow a reliable determination of the mass and radius of the secondary star when assuming orbit-rotation synchronization. We also show the results for the M dwarfs HAT-TR-205-013 (Beatty et al. 2007 ), OGLE-TR-106 (Pont et al. 2005a ), OGLE-TR-122 (Pont et al. 2005b) , and OGLE-TR-123 (Pont et al. 2006) , which have the lowest measured mass and radius available in the current literature for main sequence stars. These four stars are also members of singlelined spectroscopic binary systems. As mentioned in the introduction and earlier in this section, for OGLE-TR-122 and OGLE-TR-123 the authors had to use stellar models to estimate the masses and radii of the primary rather than the assumption of synchronization or pseudo-synchronization (OGLE-TR-122 has an eccentric orbit), as the latter would have implied masses and radii inconsistent with the spectroscopic observations. We have included in Figure 7 eight published M dwarfs in double-lined binary systems (see Section 1), for a direct comparison with our results.
From Figure 7 it appears that the values for the mass and radius of T-Boo0-00080-B and T-Lyr1-01662-B are formally inconsistent with theoretical predictions from the Lyon group (Baraffe et al. 1998) . A marginal inconsistency is also observed for T-Lyr0-08070-B, T-Cyg1-01385-B and T-Aur-013378-B. Our M dwarfs have radii that are larger than predicted for the measured masses when adopting consistent metallicities and ages. For the system TBoo0-00080, with a best fit metallicity of [Fe/H] = +0.5, a proper comparison is not possible because of the lack of published isochrones for this composition. However, the solution (based on synchronization) for solar metallicity is practically the same as the one adopted, and in that case there is a clear inconsistency. This radius discrepancy has been documented now for a number of systems and in particular for several well-measured low-mass double-lined eclipsing binaries (also included in Figure 7) , and is believed to reflect the fact that these systems do not evolve as isolated stars. The rapid rotation, caused by tidal synchronization, may lead to enhanced magnetic activity, which can manifest itself in two ways: a decrease in the efficiency of energy transport in these mostly convective stars, resulting in inflated stellar radii and cooler temperatures, and significant spot coverage, with similar consequences (see, e.g., López- Morales & Ribas 2005; Ribas 2006; López-Morales 2007; Chabrier et al. 2007 ). In order to check for possible activity, we looked for corresponding X-ray sources in the ROSAT mission catalog (Voges et al. 1999 ), but no match was found for any of our targets. The next step in this work is to collect enough photometric data to perform a similar analysis of the remaining 21 SEBs mentioned earlier. Most of th observed eccentricities are close to zero (Figure 1 ) and the distribution of rotational velocities vs. orbital period suggest that orbit-rotation synchronization should be taking place for many of these systems (see Figure 2 ). It would strengthen the results to have detailed abundances for all these targets in order to break the metallicity-temperature degeneracy that affects our analysis in its present form. The recently commissioned TRES instrument at FLWO (Szentgyorgyi & Furész 2007; Devor et al. 2008 ) could provide suitable spectra for this purpose. Absolute luminosities derived from accurate parallaxes would significantly improve the determination of the mass and radius of the primary stars during the isochrone modeling. The best hope for good parallaxes is the GAIA mission (Battrick 1994 , and references thereafter), to be launched in 2011. With the extra observations mentioned above, it should be possible to unambiguously determine which SEBs are synchronized and which ones are not, providing a valuable set of results for testing tidal theory.
Summary
We have determined masses and radii for the components of five eclipsing single-lined binaries consisting of an F star and an unseen M dwarf, identified photometrically by the TrES wide-angle transiting planet survey. Our results are based on accurate spectroscopic orbital solutions and high precision light curves, and were obtained in two different ways: by modeling the primary star using stellar isochrones, and by estimating the size of the primary star using the measured value of V rot sin i rot together with the assumption of synchronization and alignment between the spin axis of the primary star and the orbital axis.
The near zero eccentricity of the orbits of these systems makes the assumption of synchronization reasonable, following the predictions from tidal theory. The consistency of the two sets of results depends strongly on the adopted atmospheric parameters of the primary stars during the modeling of their masses, in particular the metallicity. Even when four of the five systems show an acceptable match between the two sets of results, a definitive value for their masses and radii still depends on the accurate determination of their abundances. If we adopt the synchronization-based solutions that best match those obtained from stellar evolution models, we find that in four of the studied systems the results are inconsistent with low-mass stellar evolution models, with M dwarfs that are larger than predicted (two only marginally). This behavior has been documented previously for a number of M dwarfs in binary systems.
Our results, combined with indications from previous work, show that reliance on the assumption of synchronization to derive the mass and radius of stars in eclipsing single-lined F+M is a useful tool, but may not always be warranted and should be carefully tested against stellar evolution models.
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Age Gyr 9.0 ± 3.0 − 12.9 ± 1.5 12.6 ± 1.8
Age Gyr 4.5 ± 1.3 10.4 ± 3.7 7.7 ± 4.8 6.9 ± 1.7 9.5 ± 2.6 M A M ⊙ 1.18 ± 0.14 0.93 ± 0.15 0.96 ± 0.18 1.00 ± 0.08 0.95 ± 0.10 R A R ⊙ 2.18 ± 0.08 1.58 ± 0. (Pont et al. 2005a (Pont et al. ,b, 2006 Beatty et al. 2007 ). Filled symbols correspond to results derived from the assumption of orbit-rotation synchronization, and open symbols correspond to results derived from stellar models. Eight M dwarfs in double-lined eclipsing binaries (four systems total) are shown as dots (Morales et al. 2008; Torres & Ribas 2002; Ribas 2003; López-Morales & Ribas 2005) together with low-mass stellar isochrones (Baraffe et al. 1998 ).
