Abstract-In this paper we consider the application of spatial estimation techniques to groundwater aquifer and geological borehole data. We investigate the adequacy of these techniques to reliably develop contour maps from various data sets.
I. INTRODUCTION
THE NEED for alternate energy sources has propelled the r use of nuclear energy as a feasible means for generating power. Nuclear technology has been utilized in many military and nonmilitary applications such as fuel fabrication, medicine, weapons, etc. One perplexing problem has evolved-the disposal of radioactive waste products. It is the responsibility of the Nuclear Regulatory Commission (NRC) to assure that wastes be disposed in a manner nondetrimental to public health and welfare.
One proposed solution to the disposal problem is to isolate the waste in deep geological repositories. The waste is to be contained until they are no longer radiotoxic. Some elements will take a long time to decay-up to a few million years. For these slowly decaying elements the primary containment vessel will have deteriorated and therefore the geological structure of a repository will serve as the ultimate containment vessel. The question of contamination of the water supply becomes of prime concern. The magnitude of the disposal problem can be realized from the fact that only a single curie of 90Sr, a common fission by-product, if dissolved in water could render Unfortunately, the evaluation of repository performance involves considerable uncertainties. These uncertainties arise from several sources: 1) measurement uncertainty in specifying geological parameters; 2) spatial variability of the subsurface environment; and, 3) uncertainty in analytic performance models. Any treatment of repository regulations must account for these uncertainties and therefore, techniques used to characterize a potential site must also give some measure of the potential uncertainties in parameters generated.
Prior to site selection, much information about the geological and hydrogeological structures of the site must be obtained. This process is called site characterization. This paper addresses itself to the site characterization problem, i.e., the problem of determining various geological and hydrogeological parameters necessary to characterize a potential repository. Information about hydrogeological parameters can be obtained by borehole sampling. However, too many boreholes at a site are not only expensive but they can tend to deteriorate the integrity of the site as a possible repository. Two approaches are possible: first, the use of nonintrusive measurements (e.g., seismic) or second, make statistical inferences on the suitability based on few measurements. In this paper we evaluate a technique which can be used to solve the site characterization problem. The fundamental problem is to generate a grid of control points from a set of sparse, irregular, uncertain, but spatiallycorrelated, measurements-this is called the fundamental spatial estimation problem. Spatial estimation techniques can be useful as a statistical interpolation/extrapolation method to derive more information from sparse data sets and they can also be used to combine different types of data (seismic, depth, gravity, etc.) to give a more complete characterization of geological and hydrogeological parameters. [13] , [18] , [20] . To honor Krige for his pioneering work, Matheron referred to the spatial estimation techniques as "kriging."
The spatial estimation technique presented is similar in principle to the Box-Jenkins approach of time series analysis [3] . It makes no attempt to describe the physical mechanism of the underlying phenomenon in contrast to the Kalman filter approach [2] ; instead it models, using statistical principles, the structure of the available spatially-distributed data to estimate contours of geologic phenomenon. Spatial estimation is essentially a stochastic technique of interpolating sparse data assumed to be spatially correlated.
The objective of the paper is to evaluate the effectiveness of spatial estimation as a potential tool for site characterization of deep geological repositories. The basic criterion for evaluation is how realistically the estimator predicts the geological phenomenon. This can be judged in two ways: by comparing the estimated value with the measured value for the point which is removed from the data set, or by comparing the estimated map with the "real" contour map based on other information in addition to the estimated data set. By using representative data sets, the uncertainty in the estimation of the variogram can be assessed. Furthermore the effect of faults on estimation can also be investigated. We evaluate the estimator by experimenting on representative data sets. The first case is a simple groundwater aquifer and the second is a complex geological formation.
In this paper, we develop spatial estimators to solve the site characterization problem. The estimators are developed simply from well-known regionalized variable theory [16] using vector-matrix calculus techniques in Section II. The practice of spatial estimation is discussed in Section III. The spatial estimators are developed for the two representative data sets in Section IV.
II. SPATIAL ESTIMATION
In this section we briefly develop the fundamental theory of spatial estimation. Our ultimate goal is to use the spatial estimator to produce a reasonable contour map with some measure of confidence. For water level data, once the map is produced other hydrogeological parameters can be derived.
Here we develop an "optimal" spatial estimator which can be used to estimate control points on a grid for eventual contouring. Actually spatial estimation can be thought of as "stochastic interpolation," since a minimum variance estimator is designed to provide point estimates between and around existing measurements.
First we define the spatial estimation problem and assumptions necessary to obtain a solution. Recall the most critical part of contour map generation lies in the generation of the grid of control points-this is the fundamental spatial estimation problem, simply stated (see Fig. 1 ):
GIVEN a set of irregularly located measurement points in a well-defined region, FIND the "best" (minimum error variance) linear estimates of control points at desired locations within the region. A natural phenomena can be characterized by the distribution in space of one or more variables, e.g., the distribution of altitude in a horizontal space characterizes a topological surface. Let z(xi) be the value of the variable z at point xi in space (1, 2, or 3 dimensional). In the estimation approach, z(xi) is interpreted as a particular realization of a random function Z(x). More In most cases of spatial estimation, the number of measurements or data points are sparse for a given region, e.g., borehole data in an exploratory ore deposit. Thus in order to make the technique mathematically reasonable we impose the following constraints on the function called the intrinsic hypothesis. The regionalized variable satisfies the intrinsic hypothesis if for all h (a spatial distance increment) the first and second moments of the difference Z(x + h) -Z(x) depend only on the distance between the two points x + h and x and not on their individual locations, i.e., [6] , [15] 
where 27y(h) is the variogram of the difference. The intrinsic hypothesis need only hold over the distance used to make an estimate, not throughout the entire field of interest. This property is called local stationarity.
We define the following measurement model for the data as
where r(x) is the residual value at location x; m(x) is the systematic error or drift at x; and e(x) is the random measurement error at x.
In this model we relax the assumption of constant mean (1) and assume that the drift is a slowly varying function which can be approximated by a polynomial, i.e.
where aj are unknown coefficients; and f1 are monomials in the space under consideration. The residual is defined to be zero mean with stationary increments as in (2) . The random measurement errors are assumed to be zero mean, uncorrelated with z(x), and itself, i.e.
Cov {e(xi), e(xj)} := z = diag [a2 (1), * * *, 2 (N)] (5) Using the measurement model of (3) the spatial estimation problem is GIVEN a set of measurement data {z(xi)}, i = 1, ,N and the measurement model of (3)- (5) Z(Xk) = r(Xk) + m(Xk) + 6(Xk) (6) FIND the "best" linear, unbiased, minimum error variance estimate 'z((Xk) of z at point Xk-
The spatial estimation problem can be solved using optimiza- (13), we can rewrite (11) 
The unbiased constraint, sometimes called the universality condition (unconditionally unbiased) leads to the following nonbias constraint
which is obtained by solving (8) with (6) and (7) and E{z(x)}:= m(x).
To minimize the variance of (9) subject to the constraint of (10), we use the Lagrange multiplier technique. First, we define the function J in terms of the Lagrange multipliers {,lj},
j=o i=l where a2 = 2XT k -XT(r -1)X.
and
( 1 1) The optimal weights can be found by inverting A using partitioned matrix techniques (see [17] ). Let
where KE RN X N, L E RN X M+1, 0 iS (M + 1) X (M + 1) null matrix and A, K are nonsingular, then A= y
Thus substituting (17) into (18) and using K = F -z and
, and (1 9)
for the optimal weights. The associated error variance is easily obtained from equa- (12) tions (12) and (17) to yield a2 =OTbk .
Thus the technique generates point estimates Z(Xk) and a measure of the precision a'. Note also that if we assume no measurement error ei; then z is an exact interpolator, i.e., Zk = Zk and a' = 0. Thus the spatial estimates pass directly through the measurement points. It should also be noted that we have been concerned primarily with "punctual" spatial estimation, i.e., minimum variance estimation of a "point" in space. The theory [16] has been developed for more general cases (e.g., volume estimation). Thus spatial estimation techniques are not limited to punctual estimation. It can also be shown that those techniques can easily be extended to estimate drift. In the next section we discuss the pragmatic issues in spatial estimation.
III. PRACTICE OF SPATIAL ESTIMATION
In this section we discuss some of the more practical issues involved in spatial estimation. Theoretically, once the variogram and drift are determined, one need only solve a set of linear equations. Besides the numerical difficulties of matrix inversion, the major problem in spatial estimation is "identifying" the spatial model-variogram and drift. In fact, it is necessary to know the drift in order to calculate the variogram. Typically, this impasse is resolved by iteration until satisfactory results are achieved.
We will discuss the problem of identifying a spatial model in this section. We describe properties and procedures to estimate the variogram and drift from samples. Then we discuss some of the practical aspects of spatial estimation which can be used.
First we discuss the properties of the variogram-the fundamental spatial model relating (statistically) the similarily of samples. Recall that the variogram is defined as the variance in the increments of regionalized variables, i.e. y(h) := 2 var {Z(x + h) -Z(x)} (22) where the increments satisfy the stationarity requirements of the intrinsic hypothesis of (2) . Note that in dealing with the increments rather than the spatial variables themselves, the variogram is more general than the usual covariance because in cases that the covariance does not exist the variogram does (e.g., Wiener process). The variogram is related to the covariance by
where C(h) := Cov (z(x + h), z(x)).
The variogram starts at 0,1 is a positive definite, even function, possesses a limit called the sill2 (C(O), a range, the point say h =a where the samples are uncorrelated, and the variogram grows more slowly than a parabola in h2 (see [15] for details). Table I depicts some of the common variograms which satisfy the properties discussed. Note that some variograms do effect" (see [ 
where N(h) is the number of pairs of points separated by distance h. If drift is present, then it can be shown that (24) is a biased estimator for the variogram. The drift can also be estimated using the experimental drift estimator on the sample data, i.e. Another approach to the drift and structure identification problem is to make use of an algebraic property that higher order differencing of variables filters out polynomials in the expectation. The original random function Z(x) is called an intrinsic random function of order k (abbreviated k-IRF) where k is the highest degree polynomial filtered. The purpose of taking increments is to produce a stationary regionalized variable from one with a drift. This is the n-dimensional analog of the Box-J'enkins approach to time series analysis [3] . The advantage is that the covariance structure of the spatial variable can be estimated without the effects of the drift. This is done by developing the generalized covariance of the k-IRF which differs from the variogram, which is only legitimate for the 0-IRF case.
There are various classes of functions that satisfy the conditions of a generalized covariance, but one class with nice properties for identification purposes (that is, linear in the coefficients) is the class of polynomial generalized covariances. The form of these generalized covariances, which depends on the order of the increment, is listed in Table I . Note that for k = 0, the only covariance function is a linear one which is much more restrictive than the variograms given in Table I Thus for a nonstationary process, we can produce a stationary one by forming the kth order increments. We can then estimate, from the generalized covariance, the covariance structure of the stationary process. It can be shown that the estimators designed previously are still valid (i.e., same structure equation) with the generalized covariance replacing the variogram and only a simple system (no drift equations need be solved (see [5] for details).
Once we have decided on the type of a theoretical variogram or generalized covariance, we must make sure that the fit is reasonable. Tests must be performed to insure the validity of the variogram and drift models [13] . The [18] discusses methods to estimate the drift and variogram, iteratively.)
IV. APIPLICATION OF SP'ATIAL ESTIMATORS
In this section we discuss the application of the spatial estimation techniques to real data sets. We apply the "practice" of spatial estimation to representative measurements of water and geological formation depth data in order to evaluate the performance of the estimator and produce contour maps for comparative purposes. We evaluate the estimator performance on a groundwater aquifer system and then investigate the subsurface structure mapping of a geological formation from borehole data. The aquifer system structure is simple, while the rock depth information is much more complex. First (Fig. 2) still indicate a biased estimate (not all drift removed); therefore we decided to visually fit the NE/SW variogram, since it should be essentially drift free (appears perpendicular to the major hydraulic gradient).
The estimated NE/SW variogram is shown in Fig. 3 . We noted that a large number of pairs (-120) are at distances between 0 and 2 feet, which indicates that a careful fit of the initial points should be made, since the estimator will weight these closest points most heavily. The drift appears linear; however, it could be modeled either as linear or a constant since it is not very severe. We used the automatic (generalized covariance) fit feature of the estimation algorithm3 and also selected power function, linear, and spherical variograms with constant and linear drifts. After fitting these structures visually we applied the successive estimation method for validation. Each model was fit visually to the estimated NE/SW variogram and then the parameters of each particular structural model were adjusted until the standard error was approximately unity. Those with the smallest root meansquared error (rms) were retained. These results are summarized in Tables II and III . We found that the successive estimation technique appears to identify the closest points with most pairs. This is apparent when we examine Fig. 3 more closely which shows the "best" fits from Tables II and   3We used the algorithm BLUEPACK [8] for our case studies. After the structural identification was completed, the spatial estimator was run over the data set. We chose the linear variogram with a constant drift since it had the minimum rms error and generated the contours shown in Figs. 4 computer data base, there is a large quantity of various types of data, and the region--has been studied extensively.
We studied the depth to the top of the Paloezoic rocks from 93 borehole data. The principal rock types and the studied area at NTS are shown in Fig. 6 . The Yucca Fault running roughly N-S divides the area into two parts. We studied the effect of fault on the estimated depth. First, the variogram was estimated from the raw data. A set of estimated anisotropic (directional) variograms are shown in Fig. 7 . These variograms are biased because of the presence of drift in all directions.
Various tested structural models are summarized in Table IV Figs. 8 and 9 . Although the estimated depths show discontinuity near the fault, the contour routine smooths out these differences. The contour map has the gross features of a map based on gravity data, surface geology data as well as the borehole data.
The contour maps indicate a quadratic drift. We calculated this drift with a spherical variogram of range 3000 m and sill 16 800 m.' The variograms of the drift removed residuals are shown in Fig. 10 . It is evident that the anisotropy has been greatly reduced. The standard error for the drift removed residuals (see Table V ) using the same initial variogram but constant drift is quite good (0.941) indicating that the estimated drift is reasonable.
The structure for the rock depth is much more complicated than those from the water level case studied before. However, with simple linear variogram and constant drift, the Paleozoic rock depth can be reasonably reproduced.
This concludes the application of spatial estimation techniques to a simple groundwater aquifer system and complex geological formations. VI. SUMMARY In this paper we developed spatial estimators for correlated data irregularly' distributed in a region. Using the wellknown regionalized variable theory we were able to (simply) develop 'the estimator using vector-matrix calculus techniques. Once the theory was developed, the practice of spatial estimation was then discussed and it was shown that the most crucial area of spatial estimation is the identification of the statistical structural model-the variogram and drift. Techniques to estimate and identify the underlying variogram and drift from raw data were discussed as well'as validation technique.
The spatial estimators were applied to two case studies: 1) Toppenish Creek Basin, and 2) Nevada Test Site. The first case was a simple groundwater aquifer and the second a complex geological formation. The spatial estimator yielded reasonable contour maps of the regions under investigation. Results of the estimator for the Nevada Test Site data were confirmed by using additional information (gravity measurements). Spatial estimation techniques can be an effective tool to' characterize proposed repository sites from limited data (see [4] ); however, much care must be taken when identifying the structural model from the raw data.
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