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Introduction
Contexte. Dans le cadre de cette e´tude on se propose d’inte´grer un type
particulier de contrainte logique dans les proble`mes de controˆle optimal. Plus
pre´cise´ment on conside`re un syste`me dont l’e´volution au cours du temps est
de´crite par des e´quations diffe´rentielles et qu’on veut ramener d’un e´tat
initial donne´ en un e´tat final donne´, dans un temps fixe´, en minimisant
l’e´nergie de´pense´e le long du processus. Ce type de proble`me est un cas
important de proble`me de controˆle optimal et diffe´rentes approches pour le
re´soudre existent. La question a` laquelle on essaye de re´pondre dans cette
e´tude est de trouver la solution optimale du proble`me obtenu a` partir du
pre´ce´dent en ajoutant une contrainte logique limitant la dure´e de controˆle.
Ce dernier type de proble`me s’inscrit dans un cadre plus ge´ne´ral, celui de
l’optimisation globale. Plus spe´cifiquement encore, on mode´lise notre sys-
te`me comme un proble`me MINLP (Mixed Integer Non Linear Problem),
proble`me en variables mixtes, contenant a` la fois des variables continues
et des variables contraintes a` prendre des valeurs entie`res. Il s’agit la` de
la classe la plus ge´ne´rale des proble`mes d’optimisation et deux facteurs
rendent ce type de proble`me tre`s difficile a` re´soudre : d’une part il n’existe
pas de conditions ne´cessaires et suffisantes d’optimalite´, ce qui oblige les
algorithmes a` trouver d’autres me´thodes pour ve´rifier l’optimalite´ d’une so-
lution; d’autre part, cette classe de proble`mes est NP-difficile, ce qui signifie
que la solution ne peut pas eˆtre trouve´e en temps polynoˆmial. Dans ces
conditions, les algorithmes existants ne sont pas ge´ne´raux, se limitant sou-
vent a` traiter des cas particuliers du domaine mixte (contraintes line´aires,
proble`me convexes, etc). C’est la de´marche qu’on va suivre nous aussi tout
au long de ce travail consistant a` adapter et prendre en compte au mieux
la forme particulie`re du proble`me a` re´soudre, d’une part, et les spe´cificite´s
des contraintes logiques, d’autre part. Quant au proble`mes de controˆle opti-
mal traite´s, deux cas repre´sentatifs sont analyse´s: le proble`me LQR (objectif
quadratique se´parable et dynamique line´aire par rapport aux variables conti-
nues) et le cas du transfert orbital 2D a` masse constante (exemple significatif
d’une dynamique fortement non line´aire).
Organisation du document. Ce manuscrit est divise´ en quatre cha-
pitres. La premier chapitre a pour but de poser le proble`me, en partant
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d’un proble`me de controˆle optimal et en exprimant les contraintes logiques
qui nous inte´ressent. On donne ici les concepts utilise´s pour obtenir une
mode´lisation mixte: la discre´tisation par collocation directe et les diffe´rentes
fac¸on qui s’offrent a` nous pour inte´grer les contraintes logiques. On propose
aussi la formulation ge´ne´rale du proble`me dans deux cas inte´ressants qui
me´ritent d’eˆtre distingue´s et analyse´s de fac¸on inde´pendante: le cas ou` le
syste`me de de´part a une dynamique line´aire et celui d’un syste`me gouverne´
par une dynamique non-line´aire (illustre´ sur le proble`me du transfert orbital
2D a` masse constante).
Le deuxie`me chapitre s’inte´resse aux contraintes logiques; il s’agit d’une
e´tude pouvant s’appliquer aux deux cas (dynamique line´aire et dynamique
non line´aire). L’ide´e directrice du chapitre est de re´duire l’espace de re-
cherche induit par les contraintes logiques, mais aussi de caracte´riser au
mieux les solutions parmis lesquelles se trouve l’optimum global. Plusieurs
proprie´te´s inte´ressantes sont ennonce´es et de´montre´es dans cette partie et
leur roˆle dans l’acce´le´ration d’un algorithme mixte est mis en valeur.
Le troise`me chapitre s’inte´resse de plus pre`s au mode`le quadratique; il
faut pre´ciser qu’il s’agit du cas ou` le proble`me de de´part (avant l’inte´gration
des contraintes logiques) est quadratique, c’est a` dire gouverne´ par des e´qua-
tions diffe´rentielles line´aires et un objectif quadratique. On pre´sente ici les al-
gorithmes du domaine mixte et leur adaptation pour les deux mode`les mixtes
de´crits auparavant. La dernie`re partie du chapitre est consacre´e a` l’analyse
des diffe´rents re´sultats nume´riques obtenus en appliquant les algorithmes
existants, mais aussi celui qu’on a de´veloppe´ nous-meˆme. Le cas de l’oscil-
lateur harmonique est analyse´ plus en de´tail, comme exemple repre´sentatif
de la classe des proble`mes a` dynamique line´aire inte´grant les contraintes
logiques.
Au cœur du quatrie`me chapitre se trouve le cas non line´aire, le plus dif-
ficile a` traiter; apre`s avoir pre´sente´ la me´thode qu’on utilise sur un exemple
plus simple ayant un nombre petit de termes non convexes, on s’inte´resse
au cas du transfert orbital 2D a` masse constante. Le cadre ge´ne´ral e´tant
celui de l’algorithme de Branch and Bound, le principal apport de ce cha-
pitre e´tant dans les diffe´rentes fac¸ons d’obtenir une relaxation convexe du
proble`me non convexe. En effet, la relaxation convexe joue un roˆle tre`s im-
portant dans l’algorithme de Branch and Bound/Reduce, en fournissant un
minorant de l’optimum global du proble`me non convexe. Un autre apport
important constitue l’inte´gration de l’analyse d’intervalle dans l’algorithme
afin de re´duire le domaine de recherche. On pre´sente les diffe´rents re´sultats
nume´riques obtenus et on conclut ce chapitre par une discussion concernant
les limitations de la me´thode propose´e.
Motivation. Les contraintes logiques se mode´lisent naturellement en uti-
lisant les variables boole´ennes, ce qui rend le proble`me de de´part mixte
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(variables continues et entie`res). C’est de cette fac¸on qu’on a e´te´ amene´
a` s’inte´resser aux proble`mes MINLP. D’autre part, la contrainte logique
qu’on conside`re apparaˆıt souvent dans le cas d’un engin dont le moteur
est soumis a` des limitations d’utilisation; ce sont les contraintes cumula-
tives sur la dure´e du controˆle. Une autre application possible est la prise en
compte des e´clipses dans les proble`mes de transfert orbital. Outre l’inte´reˆt
pratique, les parties the´orique et algorithmique repre´sentent une motiva-
tion en soi: en l’absence de conditions ne´cessaires et suffisantes d’optima-
lite´, trouver l’optimum global rele`ve beaucoup de l’e´tude pre´alable afin de
caracte´riser et d’exploiter la structure particulie`re du proble`me ; prouver
l’optimalite´ d’une solution trouve´e devient un re´el de´fi algorithmique. Ce
n’est pas un travail facile, car l’implantation des algorithmes pre´sente´s ici
est souvent lourde et demande la cre´ation de plusieurs composants logiciels
e´le´mentaires (comme l’implantation des me´thodes directes pour re´soudre le
proble`me de transfert orbital 2D a` masse constante en utilisant la collocation
directe ou les diffe´rents proble`mes primal et master dans les algorithmes de
De´composition de Benders et d’Approximation Exte´rieure). Le cas e´cheant,
des bibliothe`ques d’optimisation ont e´te´ utilise´es: ILOG CPLEX et IBM
OSL (pour les excellents algorithmes MILP, MIQP et QP) et KNITRO (pour
l’efficacite´ de son solveur non line´aire).
Collaborations. Cette e´tude s’inscrit dans le cadre d’une collaboration de
longue date entre la Division Mathe´matiques Spatiales du CNES 1 de Tou-
louse (De´partement Mathe´matiques Applique´es et Analyse Nume´rique) et
le LIMA 2, composante ENSEEIHT 3 de l’IRIT 4 , Unite´ Mixte de Recherche
CNRS 5505. Les rapports cite´s dans les re´fe´rences te´moignent de cette rela-
tion contractuelle (contrats 871/94/CNES/1454 et 86/776/98/CNES/7462,
02/CNES/0257/00-DPI 500). Le Ministe`re de l’E´ducation, de l’Enseigne-
ment Supe´rieur et de la Recherche est a` l’origine du financement de ce tra-
vail (bourse MENRT no. 25INP00), qui s’est effectue´ au sein de l’e´quipe
Algorithmes Paralle`les et Optimisation du LIMA, rattache´e a` l’activite´ In-
formatique Nume´rique de l’IRIT.
1. Centre National d’E´tudes Spatiales
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Chapitre 1
Position du proble`me
Ce chapitre a pour but d’introduire le proble`me qu’on se propose d’e´-
tudier au cours de cet expose´. On commence par formuler un proble`me de
controˆle optimal et exprimer la contrainte logique dont on donne une moti-
vation concre`te. On fait le premier pas vers la mode´lisation mathe´matique
du proble`me, en pre´sentant la me´thode de discre´tisation choisie, celle de
la collocation directe. Une premie`re formulation (assez grossie`re) du pro-
ble`me nous permettra de mettre en e´vidence les difficulte´s et d’introduire les
me´thodes nume´riques susceptibles de s’appliquer avec succe`s pour re´soudre
cette formulation. On conclut ce chapitre en formulant les deux types de
proble`mes auxquels on va s’inte´resser: les proble`mes MINLP issus d’une dy-
namique line´aire et les proble`mes MINLP issus d’une dynamique fortement
non-line´aire.
1.1 Proble`me de controˆle optimal avec contraintes
logiques
Conside´rons un syste`me (1.1) dont l’e´volution au cours du temps est
donne´e par une e´quation diffe´rentielle ordinaire, syste`me se trouvant en x0
au moment t = t0 = 0 et qu’on veut ramener en xf a` t = tf . Les e´tats initial
et final, ainsi que le temps final tf sont connus; on veut minimiser la de´pense
d’e´nergie. Ce proble`me d’optimisation s’e´crit:
min
x(t),u(t)
1
2
∫ tf
0
|u(t)|2dt
s.t. x˙(t) = F (t,x(t),u(t)) t ∈ [0,tf ]
x(0) = x0
x(tf ) = xf
|u(t)| ≤ Umax t ∈ [0,tf ]
(1.1)
ou`:
– x(t) est l’e´tat a` l’instant t, x(t) ∈ Rn ;
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– u(t) est le controˆle a` l’instant t, u(t) ∈ Rm;
– F : R1+n+m 7→ Rn est un vecteur des fonctions de´crivant l’e´volution
du syste`me au cours du temps;
– x0 ∈ Rn et xf ∈ Rn sont les e´tats initial et final du syste`me, suppose´s
connus;
– Umax est la norme maximale de´veloppe´e par le moteur a` tout instant
t ∈ [0,tf ], constante qu’on va souvent de´signer par pousse´e maximale.
Le proble`me (1.1) est un proble`me de controˆle optimal, sa solution
optimale e´tant le couple (x¯(t),u¯(t)) qui minimise l’objectif quadratique:∫ tf
0
u2(t)dt. L’e´quation
x˙(t) = F (t,x(t),u(t))
va eˆtre de´signe´e tout au long de ce manuscrit comme la dynamique du sys-
te`me. Ainsi, on parlera d’une dynamique line´aire quand la fonction F est
line´aire par rapport aux x(t) et u(t) et d’une dynamique non-line´aire dans
le cas contraire.
Les me´thodes de re´solution nume´rique du proble`me (1.1) peuvent eˆtre
classifie´es en me´thodes directes et indirectes. Pour les premie`res, la so-
lution optimale s’obtient par une discre´tisation directe du proble`me ; on
rame`ne le proble`me a` re´soudre a` un proble`me d’optimisation en dimension
finie [13], [56]. Ce dernier est alors re´solu, par exemple, en utilisant les algo-
rithmes SQP [24] ou la me´thode des Points Inte´rieurs [57], pour n’en citer
que deux. Les me´thodes indirectes sont base´es sur le Principe du Maximum
de Pontryagin, principe qui e´nonce les conditions ne´cessaires d’optimalite´;
ceci conduit a` un proble`me au deux bouts [19]. Ce dernier est re´solu, par
exemple, en utilisant une me´thode de tir [15, 14, 18].
Le point commun de ces techniques de re´solution du proble`me de controˆle
optimal est l’existence des conditions ne´cessaires d’optimalite´: les conditions
Karush-Kuhn-Tucker pour les me´thodes directes et le Principe du Maximum
pour les me´thodes indirectes.
Le proble`me auquel on va s’inte´resser est obtenu a` partir de
(1.1) en ajoutant la contrainte suivante (note´e C∆):
Sur chaque intervalle de temps [τ,τ + δ] ⊂ [t0,tf ] de longueur
δ (ou` τ ∈ [t0,tf − δ]) la dure´e du controˆle ne peut pas de´passer δ0
(0 < δ0 < δ).
Ce type de contrainte cumulative peut s’interpre´ter comme une mesure
de se´curite´ concernant le bon fonctionnement de l’organe de commande.
Ne´anmoins, un autre type d’application a e´te´ a` l’origine de l’e´tude pre´sente´e
ici: pour un moteur solaire (comme cela peut-eˆtre le cas si notre syste`me est
un satellite en mouvement autour de la Terre) la dure´e de fonctionnement est
conditionne´e par la visibilite´ du Soleil. Cela interdit une utilisation prolonge´e
de l’e´nergie fournie par le Soleil.
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Outre l’inte´reˆt pratique du proble`me, notre motivation a aussi un fort
caracte`re the´orique. Si pour le proble`me du controˆle (1.1), diffe´rentes tech-
niques de re´solution efficaces existent, en ajoutant la contrainte logique on
rencontre un bon nombre de difficulte´s supple´mentaires, issues notamment
de la nature logique de cette contrainte. En effet, la mode´lisation passe par
l’introduction des fonctions discontinues (traduites a` leur tour par des va-
riables entie`res apre`s la discre´tisation), ce qui complique conside´rablement la
fac¸on de traiter le proble`me ; les hypothe`ses ne´cessaires pour les conditions
d’optimalite´ n’e´tant plus satisfaites, des nouveaux algorithmes (combina-
toires vu la nature du proble`me) sont ne´cessaires pour trouver et surtout
pour prouver l’optimalite´ de la solution.
Une fac¸on de mode´liser la contrainte logique passe par l’introduction de
la fonction sgn assoscie´e au controˆle, de´finie comme suit:
sgn(u(t)) =
{
0, si |u(t)| = 0,
1, sinon
(1.2)
Avec cela, la contrainte C∆ devient:∫ t+δ
t
sgn(u(s))ds ≤ δ0 t ∈ [t0,tf − δ]. (1.3)
En introduisant cette e´quation (1.3) dans (1.1), notre proble`me d’optimisa-
tion s’e´crit:
Min
x(t),u(t)
1
2
∫ tf
0
|u(t)|2dt
s.t. x˙(t) = F (t,x(t),u(t)) t ∈ [0,tf ]∫ t+δ
t
sgn(u(s))ds ≤ δ0 t ∈ [0,tf −∆]
x(0) = x0
x(tf ) = xf
|u(t)| ≤ Umax
(1.4)
Malgre´ l’expression mathe´matique donne´e en (1.4), ce mode`le est diffici-
lement exploitable en pratique car, d’une part la contrainte C∆ est exprime´e
comme une contrainte sur le signe du controˆle comportant une expression
inte´grale et, d’autre part, la fonction sgn (introduite afin de formuler le pro-
ble`me) est discontinue, ce qui pose des proble`mes du point de vue nume´rique.
Une me´thode de re´solution de ce mode`le a` e´te´ teste´e en reformulant le
proble`me (1.4) comme un proble`me d’optimisation avec retard et en appli-
quant le principe de Pontryagin sur ce dernier. Comme attendu, la fonction
sgn empeˆche la convergence nume´rique dans la re´solution du BVP (Boun-
dary Value Problem) et aucune solution n’a e´te´ obtenue [42].
D’autres tests utilisant des formulations continues [7] ont renforce´s notre
conviction que ce type de mode´lisation a des de´savantages difficiles a` contour-
ner. La de´marche qu’on propose est semblable a` l’approche directe pour
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les proble`mes de controˆle optimal: on discre´tise le proble`me (1.1) et on
ajoute ensuite des variables binaires afin d’exprimer la contrainte C∆. De
cette fac¸on, les discontinuite´s de la fonction sgn vont se retrouver dans les
mode´lisations a` travers les variables binaires et le mode`le ainsi obtenu fait
partie de la classe de proble`mes MINLP (proble`mes d’optimisation en va-
riable mixte).
1.2 Discre´tisation
On commence par obtenir une formulation en dimension finie pour le
proble`me (1.1). La me´thode choisie pour discre´tiser la formulation continue
est celle de la collocation directe [56].
Dans ce but, soitN+1 le nombre de points de discre´tisation de l’intervalle
[0,tf ] et ti, i = 0, . . . ,N les instants discre´tise´s. On conside`re que le pas
de discre´tisation est constant h = ti+1 − ti, sans restreindre la ge´ne´ralite´
du proble`me car les meˆme conside´rations pre´sente´es ici s’appliquent a` une
discre´tisation a` pas variable.
Dans le mode`le qu’on propose, on approche l’e´tat par des fonctions po-
lynoˆmiales de degre´ 3 sur chaque intervalle i, de discre´tisation [ti,ti+1] (avec
ti = iN tf , i = 0,N):
x(t) ≈ c3i (
t− ti
h
)3+ c2i (
t− ti
h
)2+ c1i
t− ti
h
+ c0,t ∈ [ti,ti+1),i = 0,N −1 (1.5)
ou` c0i ,c
1
i ,c
2
i ,c
3
i ∈ Rn sont des variables du proble`me, qui restent a` eˆtre
de´termine´es.
La fonction controˆle est a` son tour discre´tise´e et approxime´e par des
fonctions constantes par morceaux:
u(t) ≈ ui ∈ Rm, t ∈ [ti,ti+1) (1.6)
Afin de de´terminer les coefficients de la collocation (ci) on utilise les
conditions suivantes:
– x(·) est une fonction continue sur l’intervalle [0,tf ]:
lim
t→t−i+1
x(t) = lim
t→t+i+1
x(t) ⇒ c3i + c2i + c1i + c0i = c0i+1 i = 0,N − 1
(1.7)
– x˙(·) est une fonction continue sur l’intervalle [0,tf ]:
lim
t→t−i+1
dx
dt
(t) = lim
t→t+i+1
dx
dt
(t) ⇒ 3c3i + 2c2i + c1i = c1i+1 i = 0,N − 1
(1.8)
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– x(t),u(t) doivent respecter la dynamique du syste`me au point ti, pour
i = 0,N :
dx
dt
(ti) = F (ti,x(ti),u(ti)) ⇒ c1i = hFi(xi,ui) (1.9)
ou` Fi(xi,ui)
∆= F (ti,xi,ui) est le second membre de la dynamique a`
l’instant ti.
Les e´quations (1.7),(1.8) et (1.9) avec la notation xi
∆= x(ti) nous per-
mettent d’expliciter les expressions des coefficients ci, i = 0,N :

c0i = xi
c1i = hFi(xi,ui)
c2i = 3xi+1 − 3xi − 2hFi(xi,ui)− hFi+1(xi+1,ui+1)
c3i = 2xi − xi+1 + hFi(xi,ui) + hFi+1(xi+1,ui+1)
(1.10)
1.2.1 E´quations de la collocation
Les e´quations discre´tise´es donnant l’e´volution du syste`me (1.1) au cours
du temps s’obtiennent en imposant que la dynamique soit ve´rifie´e en chaque
point milieu
ti + ti+1
2
des intervalles de discre´tisation.
En explicitant:
– la de´rive´e de l’e´tat:
dx
dt
(
ti+1 + ti
2
) = − 3
2h
xi +
3
2h
xi+1 − 14Fi(xi,ui)−
1
4
Fi+1(xi+1,ui+1)
(1.11)
– l’e´tat au point milieu:
x(
ti+1 + ti
2
) =
1
2
xi +
1
2
xi+1 +
h
8
Fi(xi,ui)− h8Fi+1(xi+1,ui+1) (1.12)
la dynamique du syste`me :
x˙(
ti+1 + ti
2
) = F (
ti + ti+1
2
,x(
ti+1 + ti
2
),u(ti)) (1.13)
devient:
− 3
2h
xi +
3
2h
xi+1 − 14Fi(xi,ui)−
1
4
Fi+1(xi+1,ui+1) =
F (
ti + ti+1
2
,
1
2
xi +
1
2
xi+1 +
h
8
Fi(xi,ui)− h8Fi+1(xi+1,ui+1),ui)
(1.14)
En remplac¸ant dans (1.14) l’expression explicite de la dynamique (i.e.
F (t,x(t),u(t))) et en de´veloppant cette e´quation on obtient ”le syste`me de
collocation”. Le proble`me d’optimisation issu de la discre´tisation du pro-
ble`me de controˆle optimal (1.1) est de la forme:
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
min
x,u
1
2
N∑
i=0
|ui|2
s.t. F (x,u) = 0
x0 = x0
xN = xf
|u|2 ≤ U2max
(1.15)
ou`:
– x est le vecteur des variables d’e´tat, x ∈ Rn(N+1)
– u est le vecteur des variables de controˆle, u ∈ Rm(N+1)
– F : R(N+1)(n+m) 7→ Rn est la fonction obtenue en utilisant la colloca-
tion directe, F = (F0,F1, . . . ,FN ) ou` Fi : R(N+1)(n+m) 7→ R est obtenue
en explicitant l’e´quation (1.14).
Les deux exemples qui suivent explicitent l’e´quation (1.14) pour deux
proble`mes particuliers: un mobile unidimensionnel re´gi par une dynamique
line´aire et le mouvement d’un satellite autour de la Terre, exprime´ en coor-
donne´es carte´siennes (dynamique fortement non-line´aire).
Dynamique discre`te dans le cas line´aire. On conside`re le cas d’un
mobile assujetti a` un mouvement rectiligne sur l’axe x, ayant une position
et une vitesse initiales donne´es (x0,v0) et que l’on veut ramener au repos a`
l’origine (xf = 0,vf = 0) en controˆlant l’acce´le´ration u (l’e´tat x se traduit
en x = position et y = vitesse dans ce cas). Le proble`me de controˆle optimal
s’e´crit dans ce cas:
Min
∫ tf
0
u2(t)dt
s.t. dxdt (t) = y(t) t ∈ [0,tf ]
dy
dt (t) = u(t) t ∈ [0,tf ]
x(0) = x0,x(tf ) = xf
y(0) = v0,y(tf ) = vf
(1.16)
et il devient, apre`s la discre´tisation par la me´thode de la collocation directe:
Min uTu
s.t. −2xi + 2xi+1 − 2hyi − h2ui = 0 i = 0,N − 1
10xi − 10xi+1 + 4hyi + 6hyi+1 − h2ui+1 = 0 i = 0,N − 1
x0 = x0,xN = xf ,y0 = v0,xf = vf
x ∈ RN+1,y ∈ RN+1,u ∈ RN+1
(1.17)
On remarque que le proble`me d’optimisation ainsi obtenu est quadra-
tique.
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Dynamique discre`te pour le transfert orbital. Le syste`me sur lequel
on veut appliquer la collocation est donne´ par les e´quations du mouvement
d’un satellite (en coordonne´es carte´siennes: x,y,vx,vy qui repre´sentent notre
e´tat x) controˆle´ par ux et uy dans le cas 2D:

dx
dt
(t) = vx(t) ,t ∈ [0,tf ]
dvx
dt
(t) = −k x(t)
((x(t))2+(y(t))2)
3
2
+ ux(t) ,t ∈ [0,tf ]
dy
dt
(t) = vy(t) ,t ∈ [0,tf ]
dvy
dt
(t) = −k y(t)
((x(t))2+(y(t))2)
3
2
+ uy(t) ,t ∈ [0,tf ]
(1.18)
On obtient ainsi les quatre e´quations suivantes:

kh
8
xi
((xi)2+(yi)2)
3
2
− kh8 xi+1
((xi+1)2+(yi+1)2)
3
2
− 32hxi + 32hxi+1 − 34vxi − 34vxi+1 − h8uxi + h8uxi+1 = 0
kh
8
yi
((xi)2+(yi)2)
3
2
− kh8 yi+1
((xi+1)2+(yi+1)2)
3
2
− 32hyi + 32hyi+1 − 34vyi − 34vyi+1 − h8uyi + h8uyi+1 = 0
− 32hvxi + 32hvxi+1 + k4 xi
((xi)2+(yi)2)
3
2
+ k4
xi+1
((xi+1)2+(yi+1)2)
3
2
+ k pi
x
i
((pixi )
2+(piyi )
2)
3
2
− 54uxi − 14uxi+1 = 0
− 32hvyi + 32hvyi+1 + k4 yi
((xi)2+(yi)2)
3
2
+ k4
yi+1
((xi+1)2+(yi+1)2)
3
2
+ k pi
y
i
((pixi )
2+(piyi )
2)
3
2
− 54uyi − 14uyi+1 = 0
(1.19)
ou`:
{
pixi =
1
2xi +
1
2xi+1 +
h
8v
x
i − h8vxi+1 i = 0,N − 1
piyi =
1
2yi +
1
2yi+1 +
h
8v
y
i − h8vyi+1 i = 0,N − 1
(1.20)
repre´sentent les coordonne´es (position) au point milieu de chaque intervalle
de dicre´tisation.
1.3 Contraintes logiques
On va s’inte´resser maintenant a` la mode´lisation des contraintes C∆. La
nature logique de ces contraintes et le fait de controˆler ou non le syste`me
a` l’instant ti, nous ame`nent a` introduire des variables de de´cision binaires.
Soit y ∈ {0,1}N+1 le vecteur des variables binaires yi, ou` N+1 est le nombre
de points de discre´tisation; le roˆle de ces variables est d’exprimer le fait qu’a`
l’instant ti on controˆle (yi = 1) ou non (yi = 0) le syste`me, leur influence
sur le proble`me pouvant s’e´crire:
– yi = 0⇒ ui = 0 (on ne controˆle pas le syste`me)
– yi = 1⇒ |ui| ∈ [−Umax,Umax] (on controˆle le syste`me)
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comme: 
Min 12u
Tu
s.t. F (x,u) = 0
ui − Umaxyi ≤ 0 i = 0,N
ui + Umaxyi ≥ 0 i = 0,N
x ∈ Xn(N+1)
u ∈ UN+1
y ∈ {0,1}N+1
(1.23)
La formulation multidimensionnelle du controˆle ne´cessite en plus du cas
m = 1 d’ajouter la contrainte |u|2 ≤ U2max, le reste du proble`me e´tant
identique a` (1.23).
L’avantage e´vident de cette mode´lisation est le fait qu’un proble`me de
controˆle optimal de de´part ayant une dynamique line´aire nous ame`ne a` un
proble`me mixte ayant toujours une dynamique line´aire. Ceci est duˆ aux
e´quations line´aires mixtes faisant intervenir le controˆle et les variables y,
e´quations qui expriment le roˆle des variable entie`res (on controˆle ou non
le syste`me a` l’instant ti). Quoi que non-convexe, a` cause des variables bi-
naires, pour ce dernier proble`me il existe des algorithmes spe´cifiques pouvant
s’appliquer (on peut citer ici la Se´paration et Evaluation, l’Approximation
Exte´rieure et la De´composition du Benders, algorithmes qu’on va analyser
de plus pre`s dans le chapitre 3).
Quelle que soit la formulation, (1.21) ou (1.23), les contraintes logiques
C∆ peuvent s’exprimer par des ine´galite´s line´aires faisant intervenir seule-
ment les variables entie`res:
y0 + y1 + . . .+ y∆−1 ≤ ∆0
y1 + y2 + . . .+ y∆ ≤ ∆0
. . .
yi + yi+1 + . . .+ yi+∆−1 ≤ ∆0
. . .
yN−∆ + yN−∆+1 + . . .+ yN−1 ≤ ∆0
yN−∆+1 + yN−∆+2 + . . .+ yN ≤ ∆0
(1.24)
ou ∆ et ∆0 sont deux constantes entie`res approchant au mieux les pa-
rame`tres δ et δ0.
Ce syste`me d’ine´quations line´aires (1.24) s’e´crit matriciellement:
C∆y ≤ ∆0 (e´quations C∆), (1.25)
C∆ e´tant la matrice explicite´e en (1.24), y le vecteur des variables binaires.
Par abus de langage ∆0 est ici un vecteur dont tous les e´le´ments sont e´gaux
a` ∆0, nombre entier.
Dans le chapitre suivant, on analysera plus en de´tail la structure parti-
culie`re que ces contraintes induisent sur l’ensemble des vecteurs binaires y
qui satisfont les contraintes C∆.
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1.4 Proble`mes mixtes
Avant de regarder plus en de´tail les diffe´rents types de proble`mes mixtes
qui nous inte´ressent, on va donner dans ce paragraphe les diffe´rentes types
de proble`mes mixtes et les principes ge´ne´raux de leur re´solution. On pre´cise
dans ce paragraphe introductif que la principale difficulte´ d’un tel algorithme
est de prouver l’optimalite´ d’une solution re´alisable. L’ide´e utilise´e par tous
les algorithmes existants est de ge´ne´rer, a` chaque ite´ration, un majorant
(UBD) et un minorant (LBD) de la solution optimale; d’une ite´ration a`
l’autre on essaye alors d’ame´liorer ces bornes LBD et UBD, en arreˆtant
l’algorithme quand UBD − LBD ≤ ε. La diffe´rence entre les diffe´rents
algorithmes du mixte re´side dans la fac¸on dont les minorants et les majorants
sont calcule´s.
Une classification des proble`mes d’optimisation MINLP est alors pos-
sible suivant la facilite´ avec laquelle on les re´sout.
Le proble`me mixte le plus simple est le proble`me MILP (Mixed Integer
Linear Problem), caracte´rise´ par un objectif et des contraintes affines en
variables entie`res et re´elles. Une autre classe de proble`mes, MIQP (Mixed
Integer Quadratic Problem) est semblable aux pre´ce´dents avec comme seule
spe´cificite´, un objectif quadratique.
Le proble`me suivant est la formulation la plus ge´ne´rale d’un proble`me
mixte, celui des MINLP (Mixed Integer Non-Linear Programming):
min
x,y
f(x,y)
s.t. h(x,y) = 0
g(x,y) ≤ 0
x ∈ X ⊆ Rn
y ∈ Y entier
(1.26)
ou` X est un hypercube de Rn et x est le vecteur des n variables conti-
nues, y ∈ Y ⊆ Zm le vecteur des variables entie`res, h(x,y) = 0 de´signe
les contraintes d’e´galite´, g(x,y) ≤ 0 les contraintes d’ine´galite´ et f(x,y)
repre´sente le couˆt a` minimiser. Ce type de proble`me pre´sente aussi quelques
sous-types particuliers, si la relaxation continue est convexe ou non, si le
proble`me d’optimisation continu en x, obtenu en fixant le variables entie`res
a` une combinaison particulie`re, est convexe ou non, si les contraintes et
l’objectif sont se´parables en x et y, pour n’en citer que quelques uns.
On conclut ce paragraphe en faisant le point sur ce qu’on peut appeler
”proble`me facile” en optimisation mixte. Les proble`mes continus line´aires
(LP, Linear Programming), quadratiques (QP, Quadratic Programming)
ou non-line´aires (NLP, Non-Linear Programming) sont conside´re´s comme
simples a` re´soudre, et cela dans un temps suffisamment raisonnable pour les
inte´grer comme une boucle interne a` un algorithme de re´solution MINLP. On
se rend bien compte que cela n’est pas toujours le cas (exemple du controˆle
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Il faut remarquer que dans le cas d’un controˆle multidimensionnel (m >
1) le nombre de variables binaires est toujours N + 1, car si a` l’instant ti
on ne veut pas controˆler le syste`me toutes les composantes uji , j = 1,m
du controˆle doivent s’annuler. Ceci est un fait important car le nombre de
variables entie`res y (qui donnent au proble`me sa nature combinatoire) ne
de´pend pas de la dimension du controˆle mais seulement de la taille de la
discre´tisation.
On peut envisager deux fac¸ons diffe´rentes pour exprimer le roˆle des va-
riables y sous la forme des contraintes dans le proble`me d’optimisation. La
premie`re est de remplacer dans le proble`me de controˆle optimal discre´tise´
chaque occurrence de la variable uji par le produit u
j
iyi. Avec cette remarque,
le proble`me d’optimisation (1.15) s’e´crit:

Min
1
2
N∑
i=0
(ui
⊙
yi)2
s.t. F (x,u
⊙
y) = 0
x ∈ Xn(N+1)
u ∈ Um(N+1)
y ∈ {0,1}N+1
(1.21)
ou` l’ope´ration (
⊙
) est de´finie par:
u
⊙
y = (u0y0, . . . ,uiyi, . . . ,uNyN )
On remarquera que la formulation (1.21) mode´lise juste le proble`me de
controˆle optimal et le roˆle des variables discre`tes y, la contrainte C∆ n’e´tant
pas encore inte´gre´e dans les e´quations.
Cette fac¸on d’exprimer le roˆle des contraintes logiques a le de´savantage
de changer le type du proble`me, outre le fait de le transformer en un pro-
ble`me d’optimisation mixte. En effet, si le proble`me de controˆle optimal de
de´part a une dynamique line´aire alors le proble`me discre´tise´ est quadratique
mais le proble`me (1.21) est non-convexe en (x,y,u). C’est pour cette raison
qu’on a cherche´ une autre mode´lisation inte´grant les variables binaires.
Afin d’obtenir cette deuxie`me formulation, on va conside´rer le cas d’un
controˆle unidimensionnel (m = 1) afin d’alle´ger les notations (le cas multi-
dimensionnel se traite de fac¸on analogue). On remarquera que, si m = 1:
{
yi = 0⇒ ui = 0
yi = 1⇒ ui ∈ [−Umax,Umax] ⇔
{
ui − Umaxyi ≤ 0
ui + Umaxyi ≥ 0 (1.22)
Il s’agit donc de coupler les contraintes de bornes sur le controˆle avec le roˆle
des variables binaires, ce qui permet de formuler le proble`me d’optimisation
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optimal dans le transfert d’orbite a` faible pousse´e) mais dans bien des cas le
temps de calcul d’un tel proble`me est effectivement ne´gligeable devant celui
d’un proble`me MINLP. Une autre classe de proble`mes conside´re´s simples est
celui des MILP (proble`me mixte line´aire en x et y) et MIQP (proble`me
mixte quadratique en x et y); bien qu’il s’agisse d’un proble`me mixte (et
donc NP-difficile), les progre`s the´oriques effectue´s dans le domaine mixte
line´aire et la qualite´ des solveurs existant sur le marche´ (CPLEX, OSL, EX-
PRESS) nous permettent de dire qu’un tel proble`me MILP ou MIQP peut
eˆtre re´solu efficacement.
1.5 Proble`me en variables mixtes associe´ a` une dy-
namique line´aire
On va distinguer par la suite le type de proble`meMINLP qu’on obtient
suivant la nature de la dynamique. Cette distinction est ne´cessaire car on a
des algorithmes diffe´rents dans chaque cas particulier.
Dans le cas d’une dynamique line´aire le proble`me de controˆle optimal
s’e´crit:
min
x,u
1
2
∫ tf
0 |u(t)|2dt
s.t.
dx
dt
(t) = A(t)x(t) +B(t)u(t) + C(t) ,t ∈ [0,tf ]
x(0) = x0
x(tf ) = xf
(1.27)
Comme on l’a explique´ dans le paragraphe ante´rieur, on a deux fac¸ons
diffe´rentes de mode´liser le roˆle des variables binaires y; deux proble`mes
MINLP peuvent eˆtre alors formule´s. La premie`re s’obtient directement a`
partir du (1.21) en ajoutant les contraintes C∆ (formule 1.25) et en tenant
compte du fait que f est une fonction line´aire en x et u dans ce cas. Le
proble`me MINLP est alors de la forme:

min
x,u
1
2u
Tu
s.t. Ax = b (Conditions aux deux bouts)
Cx+D(u
⊙
y) = d (Equations de la dynamique)
C∆y ≤ ∆0 (Contraintes logiques)
−Umax ≤ ui ≤ Umax , i = 0,N (Controle limite)
(1.28)
ou` l’ope´ration (
⊙
) de´note toujours:
u
⊙
y = (u0y0, . . . ,uiyi, . . . ,uNyN )
Ce type de proble`me MINLP est non-line´aire et sa relaxation continue (ob-
tenue en relaxant la contrainte y ∈ {0,1}N+1 en y ∈ [0,1]N+1) est non-
convexe; en effet, c’est le terme u
⊙
y apparaˆıssant dans la dynamique du
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proble`me qui rend le proble`me non-line´aire. Ne´anmoins, cette formulation
me´rite d’eˆtre distingue´e du cas ge´ne´ral MINLP car, en fixant les variables
binaires a` une combinaison particulie`re (autrement dit, en pre´cisant la struc-
ture du controˆle par les instants ou` on peut controˆler le syste`me) on obtient
un proble`me quadratique, donc convexe. C’est cette proprie´te´ qu’on va ex-
ploiter dans le chapitre suivant en pre´sentant un algorithme de´veloppe´ par
nous, une variante de l’algorithme plus ge´ne´ral de Benders (connue sous le
nom de GBD, Generalized Benders Decomposition).
La deuxie`me mode´lisation s’obtient en exploitant les contraintes de boˆıte
pour le controˆle (voir 1.22). Le proble`me MINLP ainsi obtenu est de la forme:

min
x,u
1
2u
Tu
s.t. Ax = b (Conditions aux deux bouts)
Cx+Du = d (Equations de la dynamique)
C∆y ≤ ∆0 (Contraintes logiques)
−Umaxyi ≤ ui ≤ Umaxyi , i = 0,N (Contraintes boˆıte)
(1.29)
Il s’agit ici d’un proble`me MIQP (Mixed Integer Quadratic Problem,
proble`me mixte quadratique), cas particulier de proble`me MINLP, pour
lequel des diffe´rentes algorithmes existent: GOA (Generalized Outer Ap-
proximation, [25]), GBD (Generealized Benders Decomposition, [28] ) et
BB (Branch and Bound, [39]). On va pre´senter dans le chapitre suivant les
principes de ces algorithmes et les re´sultats qu’on obtient en les appliquant
au proble`me (1.29).
1.6 Proble`me en variables mixtes associe´s a` une
dynamique non-linea´ire. Transfert orbital
On s’inte´resse ici au proble`me de transfert orbital, dont la dynamique
non-line´aire est donne´e par l’e´quation de Newton dans le cas d’un satellite
en mouvement autour de la Terre:
r¨ = −µ r|r|3 +
1
m
u (1.30)
(r e´tant le rayon vecteur, u la pousse´e controˆlant le syste`me et m la masse
du satellite, conside´re´e constante tout au long du transfert).
Le proble`me de MINLP obtenu en ajoutant les contraintes C∆ fait par-
tie de la classe la plus ge´ne´rale des proble`mes mixtes; en effet, en fixant les
variables entie`res a` une combinaison particulie`re, le proble`me d’optimisa-
tion en variable continue ainsi obtenu n’est pas convexe. En l’absence d’un
algorithme spe´cifique pour traiter ce type de proble`me, le travail qu’on a ef-
fectue´ consiste a` adapter l’algorithme ge´ne´rique de Branch and Reduce (une
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variante de Branch and Bound, e´valuation et se´paration) a` notre type de
proble`me. Le point central de cette e´tude (expose´e plus en de´tail en chapitre
4) est de trouver les meilleures relaxations convexes pour notre proble`me de
transfert orbital, la relaxation convexe e´tant le concept-cle´ dans l’algorithme
de Branch and Reduce [50],[55].
Comme on va le voir dans le chapitre consacre´ a` cette me´thode, la
de´marche utilise´e par l’algorithme de Branch and Reduce est la meˆme dans
le cas d’un proble`me d’optimisation non-convexe en variables continues et
dans le cas d’un proble`me MINLP. C’est pour cette raison qu’au quatrie`me
chapitre on laisse de cote´ les variables binaires, en nous inte´ressant de plus
pre`s a` l’optimisation globale continue.
On va pre´senter dans ce chapitre les re´sultats obtenus sur un proble`me
de test simple, ayant peu de termes non-convexes; ces re´sultats sont encoura-
geants mais se de´gradent vite avec le nombre de termes non-line´aires dans le
proble`me. Ainsi, pour le proble`me de transfert orbital 2D a` masse constante
les re´sultats obtenus sont nettement infe´rieurs a` ceux des proble`mes issus
d’une dynamique line´aire.
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Chapitre 2
Contraintes logiques
Ce chapitre est consacre´ a` l’analyse des contraintes logiques. On va
s’inte´resser successivement aux questions lie´es a` l’espace de recherche in-
duit par les contraintes logiques : quelles sont les classes de controˆle qui
ne peuvent pas eˆtre optimaux, existe-t-il des solutions entie`res meilleures
que d’autres, comment caracte´riser ces solutions entie`res et quelles sont les
proprie´te´s particulie`res de la matrice des contraintes logiques C∆?
On commence par reformuler le proble`me en variables mixtes, en antici-
pant sur la fac¸on dont les algorithmes existants essayent de le re´soudre. On
va se rendre compte de l’inte´reˆt d’une analyse des contraintes logiques. Les
”meilleurs” vecteurs entiers sont de´crits ci-apre`s et la structure de l’espace
de recherche est re´duite en se basant sur ces conside´rations. On pre´sentera
ensuite une fac¸on e´le´gante pour e´viter l’exploration d’une solution entie`re
de´ja` analyse´e et on finit par donner une proprie´te´ inte´ressante de la matrice
de contraintes C∆.
2.1 Espace de recherche. Contraintes (C∆)
Avec le couple e´tat-controˆle (x,u) variables continues et y variables de
de´cision (binaires) notre proble`me MINLP peut se mettre sous la forme:

min
y∈{0,1}N+1
min
x,u
1
2u
Tu
s.t. h(x,u,y) = 0
g(x,u,y) ≤ 0
C∆y ≤ ∆0
x ∈ Rn(N+1),u ∈ Rm(N+1),y ∈ RN+1.
En de´finissant:
Y∆ = {y ∈ {0,1}N+1 : C∆y ≤ ∆0} (2.2)
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le proble`me devient:
min
y∈Y∆
min
x,u
1
2u
Tu
s.t. h(x,u,y) = 0
g(x,u,y) ≤ 0
x ∈ Rn(N+1),u ∈ Rm(N+1)
De´compose´ de cette fac¸on, un proble`me MINLP peut se re´soudre en ex-
plorant l’ensemble des vecteurs entiers Y∆; fixer un certain yk ∈ Y∆ revient
a` re´soudre le proble`me associe´ P (yk) (proble`me obtenu du (P ) en fixant les
valeurs des variables binaires a` une combinaison particulie`re donne´e; dans
notre cas cela revient a` fixer la structure du controˆle, en de´finissant les ins-
tants ou` l’on peut controˆler le syste`me).
Cette de´marche est adopte´e par les algorithmes standards (GBD,GOA,
BB pre´sente´s plus en de´tail dans le chapitre suivant), d’ou` l’importance de
caracte´riser l’ensemble Y∆. De manie`re plus pre´cise ce chapitre re´pond aux
questions suivantes:
– une fois qu’on de´cide d’analyser une solution entie`re yk, peut-on l’ame´-
liorer avant de re´soudre le proble`me associe´ P (yk);
– existe-t-il des vecteurs entiers privile´gie´s, dont on sait qu’ils donnent
des meilleures solutions; en conse´quence, peut-on re´duire l’ensemble
Y∆?
– une fois une solution yk analyse´e existe-t-il une fac¸on efficace de l’e´liminer
de l’espace de recherche?
– quelles sont les proprie´te´s de la matrice des contraintes logiques (C∆)?
2.2 Notion de solution sature´e
Supposons qu’a` l’ite´ration k d’un algorithme on de´cide d’analyser la
solution yk (c’est-a`-dire de re´soudre le proble`me associe´ P (yk)). On veut
savoir si, en regardant la structure de yk on peut trouver une meilleure
solution yk, i.e.: P (yk) ≥ P (yk). Le the´ore`me suivant apporte une premie`re
partie de re´ponse.
The´ore`me 2.2.1. Si y1,y2 ∈ Y∆ sont deux vecteurs entiers, avec y1i − y2i ≥
0, i = 0,N alors P (y1) ≤ P (y2) (c’est-a`-dire la solution du proble`me P (y1)
est meilleure que celle du proble`me P (y2)).
De´monstration. La condition du the´ore`me y1i −y2i ≥ 0,i = 0,N signifie
qu’a` chaque apparition d’un 1 sur une position i dans le vecteur y2 on a
un 1 sur la meˆme position dans y1, sachant que le vecteur y1 peut contenir
d’autres composantes e´gales a` 1. Cela signifie que le domaine de variation
du controˆl du proble`me (P (y1)) inclut le domaine de variation du controˆle
du proble`me (P(y2)), d’ou` le re´sultat. 
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Ce re´sultat est important car il donne le type des solutions entie`res a`
explorer (en re´duisant ainsi l’espace de recherche): en partant de yk on rem-
place chaque yki = 0 par y
k
i = 1 tant que cette ope´ration garde la fai-
sabilite´ (C∆yk ≤ ∆0). Cette transformation s’arreˆte apre`s un nombre fini
d’ite´rations obtenant ainsi un nouveau vecteur yk ∈ Y qui ne peut plus
eˆtre ame´liore´ dans le sens du the´ore`me; le pseudo-code suivant de´taille cette
proce´dure:
pour chaque composante yki du vecteur y
k
si yki = 0 alors
soit y˜k = (yk0 ,y
k
1 , . . . y
k
i−1,1,y
k
i+1, . . . y
k
N )
si y˜k ∈ C∆ alors yk = y˜k;
fin si
fin pour
De´finition 2.2.1 (Solution sature´e). Une solution y ∈ Y∆ est dite satu-
re´e si et seulement si pour chaque i ∈ {0, . . . ,N} tel que yi = 0, le vecteur
entier obtenu du y en imposant yi = 1 ne respecte pas les contraintes logiques
(i.e. y /∈ Y∆).
Soit alors
Y ∆ = {y ∈ Y∆ | y est sature´e} (2.4)
De´finition 2.2.2 (Contrainte sature´e). Une contrainte logique est dite
sature´e si et seulement si sa valeur est egale a` ∆0.
Remarque 2.2.1. La saturabilite´ d’une solution n’entraine pas automatique-
ment la saturation de toutes les contraintes (C∆).
Remarque 2.2.2. Le proble`me P (yk) est une relaxation de tout proble`me
P (yα) pour lequel il existe une suite de saturations qui transforment yα en
yk.
Remarque 2.2.3. Malgre´ cette re´duction de l’espace de recherche, le cardinal
de Y ∆ reste tre`s grand dans une application re´elle.
Cela nous ame`ne a` la question suivante: dans quelles conditions peut-on
saturer une solution yk?
Proposition 2.2.1. Une solution y ∈ Y∆ est saturable si et seulement s’il
existe un indice i ∈ {0..N} telle qu’aucune des contraintes C∆ dans les-
quelles yi apparaˆısse ne soit sature´e (chaque contrainte a une valeur plus
petite que ∆0).
La de´monstration de cette proposition est e´vidente et s’obtient directe-
ment a` partir de la de´finition d’une solution sature´e.
Cette notion de saturation nous permet de diviser l’ensemble des vecteurs
{0,1}N+1 en trois sous-ensembles (voir Figure 2.1):
– l’ensemble des vecteurs entiers non-faisables (i.e. y /∈ Y∆);
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Fig. 2.1 – Partition de l’ensemble des vecteurs entiers en trois sous-
ensembles, en se basant sur la notion de saturation: les entiers non-faisables
(en haut), les entiers sature´s (au milieu) et les entiers non sature´s (en bas).
Seul l’ensemble des vecteurs sature´s doit eˆtre explore´.
– l’ensemble des vecteurs sature´s (i.e. y ∈ Y ∆); pour chaque vecteur
appartenant a` cet sous-ensemble le proble`me quadratique associe´ peut
fournir la solution globale du proble`me de controˆle optimal discre´tise´
avec contraintes logiques;
– l’ensemble des vecteurs non sature´s (i.e. y ∈ Y∆\Y ∆); la solution
optimale du proble`me a` re´soudre ne se trouve pas dans cet ensemble.
Avec cette division il est dans notre inte´reˆt d’obtenir une caracte´risation de
l’ensemble Y ∆.
2.3 Re´duction de l’espace de recherche
Une fois analyse´ le type de solution qu’on cherche, il nous reste a` pre´ciser
la notion de ”solution sature´e ”, afin de l’inte´grer dans notre proble`me d’op-
timisation.
Soit
βi =
i+∆−1∑
j=i
yj , pour i = 0,N −∆+ 1 (2.5)
(βi est la valeur de la contrainte i pour une solution y).
On va d’abord donner deux the´ore`mes (2.3.1 et 2.3.2) permettant de
caracte´riser les solutions sature´es.
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The´ore`me 2.3.1 (Minorant pour chaque contrainte C∆). Si y ∈ Y ∆
(donc y sature´e) alors
max(0,2∆0 −∆) ≤ βi ≤ ∆0, pour i = 0,N −∆+ 1 (2.6)
Le the´ore`me suivant comple`te le pre´ce´dent.
The´ore`me 2.3.2. Si y ∈ Y ∆ (donc y sature´e) alors:
– i) β0 = ∆0 (premie`re contrainte sature´e)
– ii) βN−∆+1 = ∆0 (dernie`re contrainte sature´e)
Afin de prouver les deux the´ore`mes pre´ce´demment e´nonce´s, on va avoir
besoin du lemme suivant.
Lemme 2.3.1. Soit:
- y ∈ C∆ un vecteur entier sature´ ;
- βi(y) une contrainte non sature´e, i.e. :
βi(y) = yi + yi+1 + · · ·+ yi+∆−1 < ∆0;
- ri l’indice du ni-e`me zero faisant partie de la contrainte βi(y) (en
comptant avec le premier terme yi de la somme), ou` ni = ∆0 − βi(y);
- si l’indice ni-e`me zero faisant partie de la contrainte βi(y) (en comp-
tant a` l’inverse a` partir du dernier terme yi+∆−1 de la somme),
alors βj(y) < ∆0 pour chaque j ∈ {si −∆+ 1, . . . ,ri}.
De´monstration. On remarque que la contrainte βi(y) contient ∆−βi(y)
zeros, ce qui veut dire que les indices ri et si se trouvent a` l’inte´rieur de la
contrainte βi.
Comme on peut le constater, la relation suivante est ve´rifie´e:
βk+1(y) = βk(y)− yk + yk+∆+1 k ∈ {1,2 . . . ,N −∆}. (2.7)
Cette relation implique que pour augmenter la valeur d’une contrainte βk+1
on doit enlever un 0 et re´cupe´rer un 1 dans l’e´quation (2.7):
βk+1(y) = βk(y) + 1⇔ yk = 0 and yk+∆+1 = 1. (2.8)
Alors, afin d’obtenir une contrainte sature´e en partant de la contrainte
βi(y) on doit rencontrer au moins ∆0 − βi(y) zeros. Ce qui prouve que
les contraintes βj(y), pour j ∈ {i,i + 1, . . . ,ri} ne sont pas sature´es. Le
meˆme raisonnement, en obtenant la valeur de la contrainte βk−1(y) en fonc-
tion de βk(y) est applique´ pour de´montrer que les contraintes βj(y), pour
j ∈ {si −∆+ 1,si −∆+ 2, . . . ,i}, ne sont pas sature´es. 
De´montrons maintenant les deux the´ore`mes ennonce´s auparavant.
De´monstration.
i) du the´ore`me 2.3.2. Si la premie`re contrainte β0(y) n’est pas sature´e
alors le premier 0 de cette contrainte ne fait pas partie d’aucune contrainte
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βi(y) = ∆0 pour tout i ≥ 0 (en vertu du lemme). Ce qui implique que ce
premier 0 ne fait pas partie d’aucune contrainte sature´e ; alors y n’est pas
un vecteur sature´ (car son premier 0 peut-eˆtre change´ en 1 sans violer les
contraintes C∆); ceci contredit l’hypothe`se que y est un vecteur sature´.
ii) du the´ore`me 2.3.2. Ce re´sultat s’obtient de fac¸on analogue en raison-
nant sur le dernier 0 de la dernie`re contrainte βN−∆+1(y).
Le the´ore`me 2.3.1. Soit I l’ensemble des zeros contenant les premiers
∆0 − βi(y) zeros de la contrainte βi(y) et J l’ensemble des zeros contenant
les derniers ∆0 − βi(y) zeros de la contrainte βi(y).
Supposons que l’ensemble I ∩J n’est pas vide. Soit alors qi l’indice d’un
zero (yqi = 0) se trouvant dans cet ensemble non vide yqi ∈ I ∩ J . Alors
yqi ∈ I ⇒ qi ≤ ri
yqi ∈ J ⇒ qi ≥ si
et donc si ≤ qi ≤ ri. Les contraintes qui contiennent ce 0 sont: βqi−∆+1(y),
. . . ,βqi(y). Comme qi−∆+1 > si−∆+1 et qi ≤ ri alors le lemme montre
qu’aucune de ces contraintes (contenant yqi) n’est sature´e. Alors y n’est pas
un vecteur entier sature´ car yqi = 0 peut-eˆtre transforme´ en yqi = 1 sans
violer les contraintes C∆. Cette contradiction implique que I ∩J = ∅. Alors
le nombre total de zeros dans la contrainte βi(y) (qu’on va de´signer par
zi(y)) est au moins card(I) + card(J ). Donc:
zi(y) ≥ card(I) + card(J ) = (∆0 − βi(y)) + (∆0 − βi(y)) = 2∆0 − 2βi(y).
(2.9)
Mais zi(y) = ∆− βi(y) et avec l’e´quation (2.9) on obtient:
∆− βi(y) ≥ 2∆0 − 2βi(y)⇒ βi(y) ≥ 2∆0 −∆,
ce qui prouve le the´ore`me 2.3.1. 
Les deux the´ore`mes e´nonce´s auparavant et le fait que |βi − βi−1| ≤ 1
nous permettent de reformuler les contraintes C∆ qu’on ajoute dans toute
mode´lisation mixte:
∆0 ≤ y0 + y1 + . . .+ y∆−1 ≤ ∆0
∆0 − 1 ≤ y1 + y2 + . . .+ y∆ ≤ ∆0
. . .
max(0,−∆+ 2∆0) ≤ yk + yk+1 + . . .+ yk+∆−1 ≤ ∆0
. . .
∆0 − 1 ≤ yN−∆ + yN−∆+1 + . . .+ yN−1 ≤ ∆0
∆0 ≤ yN−∆+1 + yN−∆+2 + . . .+ yN ≤ ∆0.
(2.10)
Sans ambiguite´, on va de´signer toujours par contraintes C∆ le syste`me
obtenu en (2.10).
Remarque 2.3.1. En ajoutant ces contraintes dans les mode´lisations pre´-
sente´es au chapitre 1, on re´duit l’espace de recherche Y∆. Il est toutefois
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important de remarquer que les nouvelles contraintes C∆ (2.10) ne sont
pas suffisantes pour garantir que y est une solution sature´e. La de´marche de
”saturation” donne´e auparavant doit toujours eˆtre utilise´e dans le cadre d’un
algorithme afin de s’assurer qu’on analyse seulement les meilleures solution
entie`res, celles qui sont sature´es.
2.4 Elimination d’une solution de´ja` analyse´e
Afin d’e´viter d’analyser a` nouveau une solution (yk) de´ja` rencontre´e, la
contrainte suivante peut eˆtre ajoute´e:
yT (e− 2yk) ≥ 1− eT yk, (2.11)
avec e = (1, . . . ,1)T (la contrainte 2.11 exprimant tout simplement |y−yk|2 ≥
1). Le de´savantage de cette contrainte est qu’elle e´limine seulement le vecteur
entier yk. Graˆce a` la notion de saturation on sait que si une solution satu-
re´e yk ∈ Y ∆ a e´te´ analyse´e alors on devrait aussi chercher a` e´liminer toute
solution yl qui se sature en yk; ceci car on a de´montre´ que ces vecteurs
entiers ne donnent pas une meilleure solution que celle obtenue a` partir de
yk.
Le the´ore`me suivant introduit cette notion de coupe entie`re e´liminant
l’ensemble de solutions se saturant dans un vecteur sature´, de´ja explore´.
The´ore`me 2.4.1. Si yk ∈ Y ∆ (donc y sature´e) alors la contrainte suivante:
yT (e− yk) ≥ 1 (2.12)
e´limine seulement yk et tout autre vecteur y se saturant en yk.
De´monstration. Soient
I(k) = {i ∈ {0,..,N}|yki = 0}
et
J(k) = {j ∈ {0,..,N}|ykj = 1},
(on a e´videmment la relation I(k)∪J(k) = {0,..,N}). Soit yα un vecteur qui
se sature en yk. Alors J(α) ⊂ J(k), car la saturation d’un vecteur re´duit son
nombre de 0 et augmente son nombre de 1. Mais la relation (2.12) peut-eˆtre
e´crite comme:∑
i∈0,..,N
yi(1− yki ) =
∑
i∈I(k)
yi(1− yki ) +
∑
i∈J(k)
yi(1− yki ) =
∑
i∈I(k)
yi. (2.13)
En calculant la valeur de la contrainte (2.12) pour yk et yα on obtient:
(yk)T (e− yk) =
∑
i∈I(k)
yki = 0 < 1
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et
(yα)T (e− yk) =
∑
i∈I(k)
yαi ≤
∑
i∈I(k)
yki = 0,
ce qui implique que les vecteurs entiers yk et yα ne peuvent pas satisfaire la
contrainte (2.12).
D’autre part, si y est un vecteur entier ne se saturant pas en yk alors il
existe une composante yi0 = 1 et yk = 1 ce qui implique que la contrainte
(2.12) est satisfaite par le vecteur y. 
2.5 Matrice totalement unimodulaire
On rappelle qu’une matrice totalement unimodulaire A est une matrice
dont les e´le´ments sont des 0,1 ou -1 et dont toute matrice carre´e extraite de
la matrice A a un de´terminant e´gal a` 0,1 ou -1. Ce type de matrice est tre`s
inte´ressant en optimisation combinatoire car toutes les solutions du syste`me :
Ax ≤ b , ou` b ∈ Zm, et A ∈Mm,n (2.14)
sont alors entie`res cf. [58].
Les matrices totalement unimodulaires ne repre´sentent pas la classe la
plus ge´ne´rale des matrices pour lesquelles le syste`me ante´rieur a toutes ses
solutions entie`res. On peut citer d’autres classes comme les matrices tota-
lement balance´es, par exemple. Toutefois, les re´sultats donne´s dans cette
section sont suffisants pour notre e´tude sur les conditions C∆. Pour une
e´tude comple`te des polye`dres entiers le lecteur peut se rapporter a` [58].
The´ore`me 2.5.1. La matrice C∆ est totalement unimodulaire et donc, tout
sommet du polye`dre compact {y ∈ [0,1]N+1|C∆y ≤ ∆0} est entier.
De´monstration: C∆ est une matrice d’intervalle (sur chaque ligne, les
1 apparaissent de fac¸on successive), donc elle est totalement unimodulaire
[58]. La deuxie`me partie du the´ore`me est une consequence directe de la totale
unimodularite´ de la matrice.
Le the´ore`me pre´ce´dent nous permet d’obtenir le re´sultat suivant:
The´ore`me 2.5.2. Tout sommet solution optimale du proble`me line´aire{
min
y∈[0,1]n
cT y
s.t. C∆y ≤ ∆0
(2.15)
est une solution optimale du proble`me mixte (MILP):{
min
y∈{0,1}n
cT y
s.t. C∆y ≤ ∆0.
(2.16)
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De´monstration: Le premier proble`me est e´videmment la relaxation
continue du deuxie`me. Etant donne´ que C∆ est totalement unimodulaire,
tous les sommets du polye`dre C∆y ≤ ∆0 sont entiers. Sachant que la solution
du proble`me d’optimisation se trouve parmis ses sommets, il en re´sulte que
la solution du proble`me relaxe´ est entie`re et donc cette solution optimale est
aussi la solution optimale du proble`me mixte MILP. 
On de´montre ainsi que les contraintes C∆ ont une structure particulie`re,
tout proble`me MILP ayant comme matrice des contraintes C∆ peut se
re´soudre comme un simple proble`me LP. On va revenir sur l’importance
de ce the´ore`me dans le chapitre pre´sentant les re´sultats.
2.6 Conclusions
La structure particulie`re du notre proble`me et des contraintes logiques
nous a permis de faire un premier pas important pour la re´solution du
proble`me mixte. On a donne´ une caracte´risation des vecteurs entiers qui
peuvent-eˆtre la solution entie`re du proble`me a` re´soudre (notion de satura-
tion), on a montre´ une fac¸on efficace d’e´liminer les solution analyse´es et celles
qui, quoique non analyse´es, ne sont pas meilleures et on a fourni une des-
cription de l’espace de recherche (les the´ore`mes 2.3.1 et 2.3.1). Ces poprie´te´s
vont eˆtre exploite´es dans le chapitre suivant.
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Chapitre 3
MINLP associe´ a` une
dynamique line´aire
Ce chapitre propose une me´thode de re´solution nume´rique des proble`mes
MINLP issus de proble`mes de controˆle optimal a` dynamique line´aire, couˆt
quadratique, et inte´grant les contraintes logiques C∆. Ce cas me´rite d’eˆtre
dinstingue´ du cas ge´ne´ral des proble`mes MINLP car la structure particulie`re
des contraintes prises en compte nous permet de de´velopper des algorithmes
tre`s spe´cifiques, plus performants du point de vue nume´rique.
On va commencer par pre´senter les algorithmes du domaine mixte,GBD,
GOA,BB, en mettant en e´vidence les principes fondamentaux et surtout les
domaines d’applicabilite´ de chaque algorithme (cette partie est un passage
important car ces algorithmes peuvent s’appliquer a` la mode´lisationMIQP
du notre proble`me, mode´lisation introduite dans le chapitre pre´ce´dent).
On poursuit par l’analyse des mode´lisations qu’on a propose´es au premier
chapitre. Le cas MIQP, a priori plus facile, est traite´ avec les algorithmes
existants, modifie´s pour inte´grer les particularite´s des contraintes C∆ (ana-
lyse´es dans le chapitre pre´ce´dent). On pre´sente les re´sultats obtenus sur un
proble`me test et on discute les limites de la de´marche.
La section suivante de ce chapitre est consacre´e au deuxie`me mode`le
MINLP associe´ a` notre proble`me de controˆle optimal. Malgre´ la formulation
ge´ne´rale en tant que proble`me MINLP, une particularite´ importante va
nous permettre de de´velopper une variante de l’algorithme GBD ; apre`s
avoir pre´sente´ cette de´marche on comparera les re´sultats obtenus pour les
deux mode`les (MIQP et MINLP). La fin du chapitre pre´sente aussi les
re´sultats obtenus sur des proble`mes plus complexes, en analysant plus en
de´tail le cas de l’oscillateur harmonique a` une dimension et en pre´sentant
la forme des solutions obtenues pour d’autres proble`mes (ajouˆt des forces
de frottement dans la dynamique du mobile unidimensionnel, un mode`le
bidimensionnel, etc).
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3.1 Rappels relatifs a` la programmation mixte
Cette section s’inte´resse aux algorithmes et au concepts de la program-
mation en variables mixtes. Cette partie donne seulement un survol des
techniques et notions employe´es dans le domaine mixte, en mettant l’accent
sur les algortihmes qu’on va utiliser par la suite (GBD, GOA, BB); pour
une description de´taille´e, on peut consulter, par exemple, [27].
3.1.1 Formulation ge´ne´rale du MINLP
On commence par donner la mode´lisation ge´ne´rale d’un proble`me en
variables mixtes en utilisant les meˆmes notations, x est un vecteur qui ras-
semble les variables continues et y est le vecteur des variables discre`tes.
Dans sa forme la plus ge´ne´rale, le proble`meMINLP peut s’e´crire comme
suit: 
min
x,y
f(x,y)
s.t. h(x,y) = 0
g(x,y) ≤ 0
x ∈ X ⊆ Rn
y ∈ Y = {0,1}m
(3.1)
ou` X est un hypercube de Rn et y ∈ Y ⊂ Zm le vecteur des va-
riables discre`tes, h(x,y) = 0 de´signe les contraintes d’e´galite´, g(x,y) ≤ 0
les contraintes d’ine´galite´ et f(x,y) re´pre´sente le couˆt a` minimiser. On re-
marquera que tout proble`me MINLP avec Y ∈ Zm et Y borne´ peut se
mettre sous la forme (3.1).
Afin d’illustrer les diffe´rentes de´marches employe´es pour re´soudre le pro-
ble`me (3.1), il convient de mettre ce proble`me sous la forme:
min
y
v(y)
s.t. y ∈ V ∩ Y (3.2)
avec v(y) de´finit par:
v(y) = min
x
f(x,y)
s.t. g(x,y) ≤ 0
h(x,y) = 0
x ∈ X ⊆ Rn,
(3.3)
ou` V est l’ensemble y ∈ Y pour lesquelles il existe une solution faisable
du proble`me associe´ P (y)
V = {y ∈ Y : ∃x ∈ X t.q. g(x,y) ≤ 0 et h(x,y) = 0}. (3.4)
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Remarque 3.1.1. Le proble`me (3.2) est la projection du proble`me (3.1) sur
l’espace des y. D’autre part v(y) et V ne sont connues que de fac¸on implicite
et il va falloir trouver une repre´sentation explicite de ces deux ensembles.
Parmis les algorithmes existants [27] on va se concentrer sur trois d’entre
eux: l’Approximation Exte´rieure (GOA, Generalized Outer Aproximation,
cf. [22], [25], [34]), la De´composition de Benders (GBD, Generalized Benders
Decomposition, cf. [28]) et l’algorithme d’E´valuation et Se´paration (BB,
Branch and Bound, cf. [5], [8]).
En l’absence de conditions ne´cessaires d’optimalite´ en programmation
mixte analogues a` celles existant en programmation mathe´matique classique,
les algorithmes utilisent comme principe ge´ne´ral de re´solution nume´rique la
minoration et la majoration de la solution optimale. A chaque ite´ration, on
ge´ne`re un minorant et un majorant de la solution optimale; ces limites sont
ame´liore´es d’une ite´ration a` l’autre en arreˆtant l’algorithme quand elles sont
suffisament proches. La principale diffe´rence entre les algorithmes re´side dans
la fac¸on dont la majoration et la minoration est faite. Il convient toutefois de
distinguer les algorithmes GOA et GBD de l’algorithme BB, les premiers
utilisant le principe de primal-master (cf. sections suivantes), tandis que
le dernier est plutoˆt une de´marche ge´ne´rale, a` adapter au cas par cas.
3.1.2 Approximation exte´rieure
L’algorithme de l’approximation exte´rieure a e´te´ propose´ par Duran et
Grossmann [22] et ge´ne´ralise´ par Fletcher et Leyffer [25], [34] afin de prendre
en compte les proble`mes qui, pour un certain y = yk fixe´, sont non-re´alisables
(n’admettent pas de point re´alisable). Cet algorithme s’inte´resse a` la classe
de proble`mes mixtes ayant des contraintes d’e´galite´ line´aires en (x,y) et des
contraintes d’ine´galite´ convexes en x,y et il est base´ sur une approximation
exte´rieure de l’ensemble V .
A l’ite´ration k, on re´sout successivement les deux proble`mes suivants:
– le proble`me (appele´ primal), obtenu en fixant les variables binaires
y = yk:
P (yk)

min
x
f(x,yk)
s.t. g(x,yk) ≤ 0
s.t. h(x,yk) = 0
x ∈ X ⊆ Rn
(3.5)
Remarquons toute de suite que, dans notre cas, P (yk) est un proble`me
NLP convexe (objectif quadratique et contraintes line´aires) et sa so-
lution globale (xk) peut eˆtre obtenue avec les algorithmes classiques.
D’autre part si ce proble`me est re´alisable, son objectif optimal est un
majorant de l’objectif optimal du proble`me MINLP. Si le proble`me
primal est non-re´alisable, alors un proble`me dit de ”faisabilite´” est
formule´ et sa solution optimale xk obtenue [33].
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– le proble`me (appele´master) qui est une relaxation du proble`me mixte
en utilisant l’approximation exte´rieure:
min
x,y,µ
µ
s.t. µ ≥ f(xk,yk) +∇f(xk,yk)T
(
x− xk
y − yk
)
k ∈ F
0 ≥ g(xk,yk) +∇g(xk,yk)T
(
x− xk
y − yk
)
k ∈ F
0 ≥ g(xk,yk) +∇g(xk,yk)T
(
x− xk
y − yk
)
k ∈ F
0 = h(x,y)
x ∈ X
y ∈ Y,
(3.6)
avec F , l’ensemble des indices d’ite´rations pour lesquelles le proble`me
primal est re´alisable et F , l’ensemble des indices d’ite´rations pour
lesquelles le proble`me primal est non-re´alisable.
Le roˆle de ce proble`me master est, d’une part, de fournir un minorant
de la valeur optimale du proble`me MINLP et, d’autre part, de fournir
le vecteur entier yk+1 (pour lequel un proble`me primal va eˆtre re´solu a`
l’ite´ration suivante).
3.1.3 La De´composition de Benders
L’algorithme de Benders (ge´ne´ralise´ par Geoffrion en [28]) utilise le meˆme
principe primal-master mais en donnant une repre´sentation duale de la
fonction v(·). Le proble`me primal est obtenu de fac¸on identique a` celui de
l’algorithme de Fletcher et Leyffer (proble`me 3.5), y compris le proble`me de
non-faisabilite´. On conside`re en plus que la solution duale optimale du pro-
ble`me primal (λk,µk si re´alisable et λk,µk si non-re´alisable) est disponible.
Quant au master, a` l’ite´ration k, celui-ci s’e´crit [27]:
(MGBD)

min
y∈Y,µB
µB
s.t µB ≥ ξ(y;λk,µk) proble`me primal faisable
0 ≥ ξ(y;λk,µk), proble`me primal non-faisable,
(3.7)
ou` ξ (respectivement ξ) sont les fonctions support (fonctions duales, au sens
du [39]) du proble`me primal faisable (respectivement primal non-faisable).
Le cas ou` l’algorithme de Benders peut-eˆtre applique´ (du point de vue
pratique) est conditionne´ par l’obtention de l’expression explicite de la fonc-
tion duale, d’une part, et de l’obtention d’un proble`me master qu’on sait
re´soudre de fac¸on efficace. Plusieurs de ces cas ont e´te´ identifie´s (voir par
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exemple [27]): les fonctions f ,g et h sont line´airement se´parables en x et y,
le cas de la programmation par factorisation, etc.
3.1.4 La de´marche E´valuation et Se´paration
L’algorithme de Branch and Bound donne, sous certaines conditions, une
de´marche tre`s ge´ne´rale de re´solution. Son objectif principal est d’e´nume´rer
les alternatives d’un proble`me, sans en explorer toutes les instances possibles.
Pour cela, il utilise les concepts de se´paration, relaxation et e´limination;
une autre notion importante est la repre´sentation des alternatives possibles
comme un arbre binaire. Il faut pre´ciser que les concepts de l’algorithme
peuvent-eˆtre applique´s non seulement aux proble`mes mixtes (la` ou` l’arbre
est construit en prenant en compte les variables binaires) mais aussi aux
proble`mes non-convexes en variables continues; ce dernier cas est un Branch
and Bound spatial, l’arbre binaire e´tant construit en divisant le domaine
de de´finition des variables continues, domaine induit par les contraintes de
boˆıte.
Se´paration. Etant donne´ un proble`me on transforme celui-ci en deux
proble`mes diffe´rents dont la re´solution e´quivaut a` re´soudre le proble`me de
de´part. Dans le cas mixte avec des variables binaires, on obtient ces deux
proble`mes en donnant les valeurs 0 et 1 a` l’une des variables binaires. En
appliquant de fac¸on re´cursive cette de´marche on obtient un arbre de pro-
ble`mes a` re´soudre (chaque nœud de l’arbre contenant un proble`me). La force
de l’algorithme consiste a` re´soudre seulement une partie infime des nœuds,
les autres proble`mes e´tant e´limine´s.
Relaxation. Le roˆle de la relaxation est de fournir un minorant de la
solution exacte du proble`me se trouvant dans un nœud. Dans la plupart
des cas on relache des contraintes d’ou` le nom de relaxation. L’inte´reˆt de
la relaxation est d’obtenir un minorant du proble`me contenu dans un nœud
sans avoir a` re´soudre le proble`me de fac¸on exacte (car ce proble`me est a` son
tour un proble`me mixte, donc NP-difficile).
Remarque 3.1.2. La relaxation n’est pas la seule technique employe´e pour
obtenir un minorant, au cas par cas on fait une sous-estimation en essayant
de combiner au mieux les contraintes suivantes (souvent antagonistes):
– l’obtention du minorant doit eˆtre non couˆteuse en temps de calcul;
– le minorant doit eˆtre proche de la vraie valeur de l’objectif pour le
nœud estime´.
Elimination L’e´limination d’un nœud (et du sous-arbre associe´) se fait
quand on est dans un des cas suivants:
– le minorant du nœud est plus grand que le meilleur majorant de´ja
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trouve´ (on comprend donc l’importance d’un bon minorant);
– le proble`me associe´ au nœud est non-re´alisable;
– la solution du nœud en question est de´ja entie`re;
Quoique le cas le plus ge´ne´ral de l’application du BB soit le proble`me
MINLP (sous la re´serve qu’un moyen de trouver une bonne estimation
infe´rieure ait e´te´ trouve´), il est ge´ne´ralement utilise´ de fac¸on tre`s efficace
pour re´soudre les proble`mes MILP ou MIQP.
3.2 Mode`le MIQP. Algorithmes et re´sultats
La section qui propose un survol des algorithmes MINLP nous montre
que la re´solution des proble`mes mixtes non-convexes est tre`s difficile. Comme
on l’a de´ja` vu, il n’existe pas d’algorithme ge´ne´rique pour trouver la solution
d’un tel proble`me. En fait, introduire des non-convexite´s dans un proble`me
empeˆche en ge´ne´ral de trouver une limite infe´rieure de l’optimum ce qui
entraine l’absence de condition d’arreˆt de l’algorithme. On essaye ici de
re´soudre une classe de proble`mes avec les conditions C∆ en utilisant nos
deux mode`les.
On rappelle la forme du proble`me de controˆle optimal sur lequel on
inte`gre les contraintes logiques:
min
x∈X,u∈U
1
2
∫ tf
0 |u(t)|2dt
s.t. x˙(t) = A(t)x(t) +B(t)u(t) + C(t) ,t ∈ [0,tf ]
x(0) = x0
x(tf ) = xf
(3.8)
En discre´tisant (3.8) par la me´thode de la collocation directe on aboutit
au syste`me suivant:
min
x,u
1
2u
Tu
s.t. Ax = b (Conditions aux deux bouts)
Cx+Du = d (Equations de la dynamique)
−Umax ≤ ui ≤ Umax , i = 0,N (Controle limite)
(3.9)
On va analyser par la suite les algorithmes disponibles pour re´soudre la
premie`re mode´lisation, voir les re´sultats obtenus et les limites d’une telle
approche.
3.2.1 De´marche
On commence l’e´tude de ces proble`mes en utilisant la mode´lisation sui-
vante, dont l’obtention a de´ja e´te´ de´crite en §1.4 :
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
min
x,u,y
1
2u
Tu
s.t. Ax = b
Cx+Du = d
C∆y ≤ ∆0
−Umaxyi ≤ ui ≤ Umaxyi , i = 0,N
x ∈ X,u ∈ U,y ∈ {0,1}N+1,
(3.10)
L’inte´gration des contraintes logiques a e´te´ faite en couplant les contraintes
sur la pousse´e maximale du controˆle avec le roˆle des variables binaires.
Faisant partie de la classe des proble`mes MIQP (objectif quadratique
et contraintes line´aires), les algorithmes BB (Branch and Bound), GOA
(Approximation exte´rieure) et GBD (De´composition de Benders) peuvent
s’appliquer. Le choix habituel fait par les logiciels d’optimisation (commer-
ciaux ou non) est l’algorithme du Branch and Bound. Le GOA est une
autre option car le proble`me est convexe en x,u et y (en faisant abstraction
du domaine non-convexe des variables binaires). Finalement, le GBD est
aussi un choix possible, car le proble`me (3.10) est line´airement se´parable en
variables continues (x,u) et variables discre`tes y.
Avant de pre´senter les re´sultats obtenus en appliquant ces trois algo-
rithmes sur un proble`me de test, voyons comment les proprie´te´s particulie`res
des contraintes C∆ et du proble`me quadratique vont s’inte´grer dans les al-
gorithmes GOA et GBD.
La premie`re observation qu’on peut faire concerne le proble`me primal.
Celui-ci est identique dans les deux algorithmes et, dans notre cas, est un
proble`me quadratique. D’autre part, seulement les proble`mes primaux as-
socie´s aux vecteurs entiers sature´es sont analyse´s. Comme on n’a aucune
garantie que la solution du proble`me master est de´ja sature´e, la proce´dure
algorithmique donne´e en §2.2 est utilise´e sur la solution optimale entie`re du
master afin de la saturer.
Une autre particularite´ est lie´e aux proble`mes primaux non-faisables.
Pour l’algorithme GOA, le proble`me master contient naturellement les
contraintes issues de la dynamique du syste`me ; ceci a comme conse´quence
que tout proble`me primal re´solu pour une solution y du master est
faisable. Meˆme en prenant en compte le fait qu’on sature la solution du
master, le proble`me reste faisable. Donc, aucun traitement concernant la
non-faisabilite´ n’est fait dans l’algorithme de GOA. Pour l’algorithmeGBD,
le traitement habituel, qui consiste a` introduire un proble`me de faisabilite´
est pris en compte. Ceci nous ame`ne a` la question suivante: que faire si le
premier proble`me (pour y0) est non-faisable? Comme ce proble`me n’est pas
issu d’un quelquonque master on ne peut pas garantir sa faisabilite´ (pour
l’algorithme GOA). Pour re´pondre a` cette question on propose deux fac¸ons
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distinctes :
i) On commence par re´soudre le proble`me suivant: maxy∈{0,1}N+1
i=N∑
i=0
yi
s.t. C∆y ≤ ∆0.
(3.11)
Comme prouve´ dans la section §2.5, la totale unimodularite´ de la ma-
trice C∆ permet de re´soudre le proble`me (3.11) aussi simplement qu’un
proble`me de programmation line´aire. D’autre part, vu la forme de l’ob-
jectif on peut facilement prouver que la solution entie`re y0 du proble`me
(3.11) est toujours sature´e. Si le proble`me primal associe´ a` cette solu-
tion entie`re n’est pas faisable, alors la coupe entie`re (2.12) est ajoute´e
a` (3.11) et ce proble`me re´solu a` nouveau. Cette procedure est re´pe´te´e
jusqu’au moment ou` un premier vecteur entier faisable est trouve´.
ii) La de´marche pre´ce´dente peut eˆtre couˆteuse si beaucoup des vecteurs
entiers sont non-faisables. Une autre me´thode consiste a` re´soudre la
relaxation continue du proble`me avec contraintes logiques, i.e. le pro-
ble`me (3.9). Si celui-ci est non-faisable, alors le proble`me inte´grant
les contraintes logiques est non-faisable, lui aussi. Sinon, dans le cas
d’une relaxation faisable, la solution (x0,u0) est utilise´e pour construire
le premier master dans l’algorithme GOA.
Concernant le proble`memaster, toujours pour l’algorithmeGOA, celui-
ci ne ne´cessite que la line´arisation de l’objectif, seule fonction non-line´aire
intervenant dans notre proble`me mixte. Quant aumaster duGBD, celui-ci
est construit en utilisant la the´orie ge´ne´rale de la De´composition de Benders
[27],[28].
Finalement, afin d’accele´rer les algorithmes, la coupe entie`re (2.12) est
ajoute´e a` chaque ite´ration au proble`memaster. Il est inte´ressant de voir que
cette contrainte a` aussi pour roˆle de garantir la terminaison des algorithmes
modifie´s. Elle permet d’e´viter que la situation suivante ne se produise: a`
l’ite´ration k de l’algorithme y¯k+1 est obtenue comme solution du master ;
ce vecteur est sature´ en yk+1 et et le primal associe´ est re´solu; le master
est ensuite re´solu et y¯k+2, sa solution entie`re, est sature´e; mais en saturant
on obtient toujours yk+1 et l’algorithme ne termine pas. Cette situation ne
peut pas arriver car la coupe entie`re qu’on propose garantit que si y¯k+2 se
sature toujours en yk+1 alors elle est e´limine´e par la coupe entie`re associe´e
au vecteur yk+1.
3.2.2 Re´sultats
Proble`me de test. Le proble`me de test choisi est celui du mobile contraint
a` se de´placer dans un espace a` une dimension, en partant d’une position et
ayant une vitesse initiale donne´e et qui doit eˆtre ramene´ au repos a` l’origine.
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En explicitant les e´quations de la collocation, on obtient le proble`meMIQP
suivant:

Min 12u
Tu
s.t. −2xi + 2xi+1 − 2hxi+N − h2ui = 0 i = 0,N − 1
10xi − 10xi+1 + 4hxi+N + 6hxN+i+1 − h2ui+1 = 0 i = 0,N − 1
−yiUmax ≤ ui ≤ yiUmax i = 0,N
x0 = x0,xN = xf ,xN = v0,x2N−1 = vf
C∆y ≤ ∆0
(3.12)
Re´sultats. Les algorithmes (BB, GBD, GOA) ont e´te´ imple´mente´s en
utilisant la librairie d’optimisation CPLEX en language C (une autre imple´-
mentation en utilisant la librairie OSL d’IBM a aussi e´te´ teste´e avec des
re´sultats tre`s semblables en ce qui concerne les temps de calcul).
Les re´sultats pre´sente´s dans le Tableau 3.1 suivant ont e´te´ obtenus sur
un PC Pentium III, 933 MHz, 512M RAM:
Tab. 3.1 – Resultats utilisant le mode`le MIQP. Les notations suivantes ont
e´te´ utilise´es pour la le´gende: N est le nombre de points de discre´tisation (il
repre´sente aussi le nombre de variables binaires), ∆,∆0 sont les parame`tres
des contraintes C∆, Nc est le nombre de variables continues, Ncon de´note
le nombre total de contraintes, tBB, tGBD, tGOA sont les temps d’exe´cution
des algorithmes BB, GBD, GOA exprime´s en secondes et finalement (*)
signifie que l’algorithme n’a pas converge´ apre`s une heure d’exe´cution.
N ∆ ∆0 Nc Ncon tB&B(s) tGBD(s) tGOA(s)
8 5 3 24 22 0.06 0.89 0.69
10 7 4 30 26 0.11 4.82 4.21
15 10 7 45 36 0.24 234.79 115.58
20 15 10 60 48 0.52 * *
30 20 10 90 73 16.52 * *
40 30 15 120 96 7.76 * *
40 25 15 120 93 34.57 * *
40 25 10 120 96 447.18 * *
40 20 10 120 93 1009.04 * *
50 15 10 150 108 428.97 * *
50 30 20 150 113 43.88 * *
50 40 20 150 123 144.74 * *
50 40 30 150 113 4.54 * *
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Fig. 3.1 – Estimation infe´rieure dans la GBD et la GOA. On sous-estime
la solution en y1 en utilisant la solution en y0. La limite infe´rieure ainsi
obtenue est tre`s mauvaise.
Analyse. Comme on peut le constater, seuls les proble`mes tre`s simples,
ayant un petit nombre de variables entie`res, ont pu eˆtre re´solus dans un
temps raisonnable. Ces re´sultats sont la conse´quence d’un mauvais mino-
rant (LBD), dont l’explication est donne´e dans le paragraphe suivant pour
chaque algorithme traite´ :
BB. Dans le BB, le minorant est calcule´ comme la relaxation du pro-
ble`me mixte en proble`me quadratique. Or cette relaxation est trop forte, la
solution de ce proble`me e´tant loin de la solution du proble`me mixte.
D’autre part, l’arbre du BB est tre`s inadapte´ a` notre proble`me : le nœud
pe`re est le meˆme qu’un des deux nœuds fils, obtenus de lui ; un calcul
supple´mentaire (et inutile) est fait a` chaque ite´ration sans gagner beaucoup
en efficacite´.
Un autre incove´nient est celui qu’un algorithme deBB est de plus en plus
gourmand en me´moire: ce qui signifie que plus le temps passe en exe´cution,
moins il va vite a` cause du nombre importants de nœuds se trouvant en
me´moire.
GOA et GBD. On peut montrer dans ces cas que l’algorithme suit
une direction de descente (de meˆme type qu’un algorithme SQP, par exemple):
a` l’ite´ration k, on e´value f(yk) et on essaie de trouver un pas t.q. f(yk+1) ≤
f(yk); mais dans un algorithme SQP ce pas est obtenu suite a` un proble`me
d’optimisation continue, tandis que dans notre cas il s’agit d’un proble`me
mixte (le maste`re); ayant moins de degre´s de liberte´, on obtient un pas trop
grand et l’estimation faite est mauvaise, ce qui explique la mauvaise mi-
noration, insufisante pour donner un bon taux d’e´limination des solutions
entie`res (voir figure 3.1).
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Soulignons toutefois que ce cas arrive suite a` notre mode´lisation et ce
n’est pas une caracte´ristique des algorithmes GOA, GBD (on est tout
simplement dans un cas extreˆme).
La seule observation positive est celle que, dans la plupart des cas, apre`s
un nombre petit d’ite´rations, l’algorithme trouve un bon optimum local, il
passe ensuite son temps a` essayer de prouver qu’il est l’optimum global; on
peut envisager d’utiliser ces algorithmes comme des me´todes heuristiques
pour trouver un sous-optimum efficace.
Pour synthe´tiser, le BB est le meilleur algorithme, mais ces re´sultats ne
nous permettent pas de de´passer la barrie`re de 60 variables entie`res, ce qui
est loin d’eˆtre une bonne discre´tisation pour des proble`mes plus complexes.
Variations de la GBD
En essayant d’ame´liorer les performances des algorithmes on a concentre´
nos efforts sur l’algorithme de Benders.
Variations des multiplicateurs de Lagrange. Dans la GBD avec
la se´parabilite´ les fonctions supports sont obtenues a` partir de la fonction
duale du proble`me a` estimer, cette fonction duale e´tant e´value´e en (λk,µk),
les multiplicateurs du proble`me re´solu:
ϕ(y;λk,µk) = min
x∈X
L(x,y,λk,µk) (3.13)
Une des modifications qu’on a teste´es consiste a` varier ces multiplicateurs
avant de les introduire dans la fonction duale:
λk = λk(1 + pi)
µk = µk(1 + pi)
et la limite infe´rieure est obtenue de la meˆme fac¸on:
ϕ(y;λk,µk) = min
x∈X
L(x,y,λk,µk) (3.14)
Re´sultats. Seulement dans certains cas, des ame´liorations mineures
ont e´te´ observe´es: a` cause de la mode´lisation, les proble`mes duaux associe´s
a` deux solutions entie`res distinctes sont tre`s diffe´rentes.
Combinaison convexe des multiplicateurs de Lagrange Comme
dans le paragraphe pre´ce´dent, au lieu d’introduire les multiplicateurs de
Lagrange tels quel dans la fonction duale on utilise la perturbation suivante:
λk =
∑k
j=1 αiλi
µk =
∑k
j=1 αiµi
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avec
∑k
j=1 αi = 1. Les nouveaux ”multiplicateurs” sont obtenus comme des
combinaisons convexes des multiplicateurs obtenus aux ite´rations 1,2,...,k.
Le fait de choisir des combinaisons convexes et non pas simplement line´aire
tient dans l’application de la GBD. Toutefois, une difficulte´ supple´mentaire
est introduite: a` chaque ite´ration la de´termination des parame`tres α se fait
a` travers un proble`me d’optimisation non-line´aire SQP.
On n’entre pas dans les de´tails de cet algorithme car les re´sultats obte-
nus en l’appliquant ne sont gue`re meilleurs que ceux obtenus en appliquant
l’algorithme standard de Benders.
3.3 Mode`le MINLP. Algorithme et re´sultats
On rappelle le mode`le MINLP obtenu, proble`me qu’on de´signera par la
suite par (P ):
(P )

min
x,u,y
1
2
i=N∑
i=0
u2i
s.t. Ax+B(u
⊙
y) = b
Dx = d
C∆y ≤ ∆0
−umax ≤ ui ≤ umax , i = 0,N
x ∈ RN+1,y ∈ {0,1}N+1.
(3.15)
Dans cette section on utilisera les notations suivantes:
– (P (y)) est le proble`me d’optimisation obtenu en fixant y dans le pro-
ble`me (P ); il s’agit du proble`me primal ;
– le Lagrangien associe´ au proble`me primal s’e´crit:
L(y;x,u,λ1,λ2,µ1,µ2) = 1
2
i=N∑
i=0
u2i+
(λ1)T (Dx− d) + (λ2)T (Ax+B(u⊙ y)− b)
+(µ1)T (u− umax)− (µ2)T (u+ umax);
(3.16)
– la fonction support ou fonction duale, ξ(y; ·,·,·,·), associe´e au proble`me
(P (y)) s’obtient a` partir du Lagrangien :
ξ(y;λ1,λ2,µ1,µ2) = inf
x,u
L(y;x,u,λ1,λ2,µ1,µ2). (3.17)
On utilisera aussi les hypothe`ses suivantes afin d’alle´ger les de´monstrations
qui suivent:
(H1) Pour chaque u ∈ U ∆= {u| − umax ≤ ui ≤ umax,i = 0,1, . . . ,N} les
contraintes du proble`me (3.15) de´finissent un unique x ∈ Rn(N+1).
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On peut facilement prouver [56] que la discre´tisation faite en utilisant
la collocation directe permet de ve´rifier cette hypothe`se pour le type
de proble`mes auquels on s’inte´resse;
(H2) Pour chaque vecteur entier sature´ y le syste`me respectant la dyna-
mique discre´tise´e est controˆlable ( i.e. il existe un controˆle admissible
u capable d’amener le syste`me de l’e´tat initial x0 a` l’e´tat final xf ).
Comme cette hypothe`se ne peut-eˆtre facilement ve´rifie´e en pratique, on
montrera dans la section de´die´e a` l’algorithme comment on peut s’en
affranchir. Pour l’instant on suppose l’hypothe`se ve´rifie´e afin d’illus-
trer la de´marche ge´ne´rale sans avoir a` s’inquie´ter des proble`mes non-
faisables.
Les proprie´te´s suivantes sont faciles a` ve´rifier pour le proble`me (P ) au-
quel on s’inte´resse et elles jouent un roˆle important dans l’appliquation de
l’algorithme GBD :
– le proble`me primal P (y) est un proble`me d’optimisation convexe qua-
dratique; a` partir de la formulation (3.15), et sous les hypothe`ses (H1)
et (H2) il est facile de ve´rifier que (P (y)) a une solution unique (xy,uy)
et que son objectif optimal val(P (y)) est fini;
– en prenant en compte la proprie´te´ pre´ce´dente et en appliquant la
the´orie de la dualite´, on a:
val(P (y)) = inf
x,u
sup
λ1,λ2,µ1,µ2
L(y;x,u,λ1,λ2,µ1,µ2) =
= sup
λ1,λ2,µ1,µ2
inf
x,u
L(y;x,u,λ1,λ2,µ1,µ2) =
= L(y;uy,xy,λ1y,λ2y,µ1y,µ2y),
(3.18)
ou` xy,uy de´notent la solution optimale du P (y) et λ1y,λ
2
y,µ
1
y,µ
2
y sont
les multiplicateurs optimaux pour ce meˆme proble`me P (y). Ces mul-
tiplicateurs repre´sentent aussi la solution optimale du proble`me dual
D(y):
D(y)

max
λ1,λ2,µ1,µ2
ξ(y;λ1,λ2,µ1,µ2)
s.t. λ1 ∈ Rp,λ2 ∈ Rq
µ1 ∈ RN+1+ ,µ2 ∈ RN+1+ ,
(3.19)
ou` p est le nombre des conditions initiales et finales et q est le nombre
d’e´quations de collocation.
L’algorithme GBD (cf. [27], [28]) ge´ne`re, a` chaque ite´ration k, un mino-
rant et un majorant pour la solution optimale du (P ):
– la limite supe´rieure ne´cessite la re´solution du proble`me (P (yk)); de
cette fac¸on on obtient aussi les multiplicateurs optimaux associe´s au
proble`me (P (yk)) (λ1)k, (λ2)k, (µ1)k, (µ2)k;
37
– la limite infe´rieure est obtenue en re´solvant le proble`me master sui-
vant:
(PMk)

min
y,η
η
s.t. ξ(y; (λ1)i,(λ2)i,(µ1)i,(µ2)i) ≤ η ,i ∈ Ik
yT (e− yl) ≥ 1 l = 1, . . . ,k
C∆y ≤ ∆0
y ∈ {0,1}N+1,
(3.20)
ou` Ik est l’ensemble des indices pour lesquels le proble`me primal
correspondant a e´te´ re´solu, ce primal est faisable et ses multiplicateurs
optimaux sont connus ((λ1)i,(λ2)i,(µ1)i et (µ2)i).
Le maste`re donne´ par (3.20) est le maste`re standard de l’algorithme
GBD auquel on a ajoute´ notre type particulier de coupes entie`res.
3.3.1 Algorithme. Convergence
Afin de prouver que l’algorithme converge on va prouver, dans l’ordre
que :
– pour chaque k et entier faisable y, ξ(y; (λ1)k,(λ2)k,(µ1)k,(µ2)k) est fi-
nie, i.e.:
ξ(y; (λ1)k,(λ2)k,(µ1)k,(µ2)k) > −∞ ;
– pour chaque k la valeur optimale de l’objectif dans le proble`memaster
est finie et fournit un minorant non trivial de l’objectif optimal du pro-
ble`me (P), i.e.:
−∞ < val(PMk) ≤ val(P ).
On commence par expliciter la fonction duale ξ(y; ·, · , · ,·) en utilisant les
conditions KKT. On a:{ ∇xL(y;x,u,λ1,λ2,µ1,µ2) = 0
∇uL(y;x,u,λ1,λ2,µ1,µ2) = 0 ⇒
{
DTλ1 +ATλ2 = 0
u+ (BTλ2)
⊙
y + µ1 − µ2 = 0.
(3.21)
En multipliant par x la premie`re e´quation du (3.21) on e´limine le terme
correspondant dans l’expression du ξ(y;λ1,λ2,µ1,µ2). La deuxie`me e´quation
du syste`me (3.21) nous permet d’expliciter le controˆle optimal u¯ et de rem-
placer cette expression dans ξ(y;λ1,λ2,µ1,µ2).
Dans ce cas, la fonction support devient:
ξ(y;λ1,λ2,µ1,µ2) =
{
−1
2
u(λ,µ)Tu(λ,µ)− pi(λ,µ) , si DTλ1 +ATλ2 = 0
−∞ , sinon ,
(3.22)
ou` λ = (λ1,λ2), µ = (µ1,µ2) et u(λ,µ), pi(λ,µ) sont donne´s par:
u(λ,µ) = −(BTλ2)⊙ y − µ1 + µ2
pi(λ,µ) = dTλ1 + bTλ2 + uTmax(µ
1 + µ2).
(3.23)
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Avec ces conside´rations on peut expliciter le proble`me dual associe´ au (P (y)):
max
λ1,λ2,µ1,µ2
ξ(y;λ1,λ2,µ1,µ2)
s.t. DTλ1 +ATλ2 = 0
λ1 ∈ Rp
λ2 ∈ Rq
µ1 ∈ RN+1+
µ2 ∈ RN+1+ ,
(3.24)
ou` l’expression de ξ(y;λ1,λ2,µ1,µ2) est donne´e par (3.22).
On va utiliser ces re´sultats pour prouver les propositions suivantes.
Proposition 3.3.1. Soient (λ1)k,(λ2)k,(µ1)k,(µ2)k les multiplicateurs opti-
maux obtenus en re´solvant le proble`me P (yk). Alors, quelque soit y ∈ Y∆,
ξ(y; (λ1)k,(λ2)k,(µ1)k,(µ2)k) est une sous-estimation de l’objectif optimal du
proble`me P (y). En plus, cette fonction support prend la valeur finie:
ξ(y; (λ1)k,(λ2)k,(µ1)k,(µ2)k) = −1
2
||u(λk,µk)||2 − pi(λk,µk). (3.25)
De´monstration. Si (λ1)k,(λ2)k,(µ1)k,(µ2)k sont les multiplicateurs op-
timaux du proble`me P (yk), alors ces multiplicateurs sont dual-faisables, i.e.
ils satisfont les contraintes du proble`me dual (3.24). Mais ces contraintes ne
de´pendent pas explicitement de y, le vecteur entier, de sorte que les mul-
tiplicateurs (λ1)k,(λ2)k,(µ1)k,(µ2)k sont dual faisables pour tout proble`me
(P (y)).
Compte tenu du fait que le proble`me dual est un proble`me de maximi-
sation on obtient (par dualite´ ):
val(P (y)) ≥ ξ(y; (λ1)k,(λ2)k,(µ1)k,(µ2)k),
ou`, val(P (y)) est l’objectif optimal du proble`me P (y).
La fait que la fonction duale prend une valeur finie s’obtient en observant
que la fonction duale devient −1
2
u(λ,µ)Tu(λ,µ)−pi(λ,µ) pour tout multipli-
cateur tel que DTλ1+ATλ2 = 0 (ce qui est bien le cas pour (λ1)k et (λ2)k).

L’importance de cette proposition est illustre´e par le re´sultat suivant.
Proposition 3.3.2. Pour chaque k, (PMk) est un proble`me de program-
mation mathe´matique line´aire mixte et son objectif optimal val(PMk) est
fini (et c’est donc une sous-estimation non triviale de val(P )).
De´monstration. Etant donne´ que yi est une variable binaire (i.e. y2i =
yi, i = 0, . . . ,N) la fonction support ξ(y;λ1,λ2,µ1,µ2) peut eˆtre exprime´e
comme une fonction line´aire en y:
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ξ(y;λ1,λ2,µ1,µ2) =
N∑
i=0
[−1
2
(α2i+2αiγi)yi−
1
2
γ2i−(λ1i di+λ2i bi+umax(µ1i+µ2i ))],
(3.26)
avec
α
∆= BTλ2 and γ ∆= µ1 − µ2.
Alors le proble`me master est un proble`me MILP.
D’autre part val(PMk) peut-eˆtre e´crite comme:
val(PMk) = max
j=1,...,k
min
y∈Y∆
ξ(y; (λ1)j ,(λ2)j ,(µ1)j ,(µ2)j).
Du fait que les ope´rateurs min et max sont pris sur un ensemble fini de
valeurs (l’ensemble {1, . . . ,k} dans le premier cas et l’ensemble Y∆ dans
le deuxie`me cas) et que la fonction support ξ(y; (λ1)j ,(λ2)j ,(µ1)j ,(µ2)j) est
finie on obtient que val(PMk) est finie.
D’autre part:
val(PMk) ≤ sup
λ,µ≥0
ξ(y;λ,µ) , y ∈ Y∆,
ce qui implique
val(PMk) ≤ min
y∈Y∆
sup
λ,µ≥0
ξ(y;λ,µ) = val(P ).
Ces dernie`res relations prouvent que l’objectif optimal du master est un
minorant de l’objectif optimal du proble`me (P ). 
Ceci de´montre que le master fournit une limite infe´rieure valide (non
triviale) ce qui nous permet de construir un algorithme de type GBD. Ils
nous reste a` prouver la terminaison de l’algorithme dans un nombre fini
d’ite´rations.
Proposition 3.3.3. L’algorithme GBD propose´ converge apre`s un nombre
fini d’ite´rations.
De´monstration. A chaque ite´ration k, le vecteur entier ante´rieur yk−1
est e´limine´ du master en utilisant une coupe entie`re. Comme l’ensemble
des vecteurs entiers a` explorer Y∆ est fini, cela implique la convergence de
l’algorithme apre`s un nombre fini d’ite´rations. Dans le pire cas ce nombre
est e´gal au card(Y∆). 
Remarque 3.3.1. Dans le cas du master GBD standard (sans utiliser les
coupes entie`res qu’on propose) l’algorithme converge. En fait, si a` une cer-
taine ite´ration k on obtient un entier de´ja analyse´ il a e´te´ prouve´ que la limite
infe´rieure est e´gale a` la limite supe´rieure. Mais cette de´marche standard nous
empeˆche d’inte´grer la notion de saturation, qui est un pas important dans
notre algorithme (voir aussi la discution sur la finitude de l’algorithme du
§3.2.1).
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Remarque 3.3.2. Meˆme si l’expression line´aire donne´e auparavant (3.26)
est obtenue sans prendre en compte les contraintes de boˆıte sur les va-
riables d’e´tat x, la meˆme de´marche peut-eˆtre utilise´e pour obtenir une sous-
estimation line´aire si ce type de contrainte est ajoute´e au proble`me. En fait,
le cas le plus ge´ne´ral qu’on peut traiter est celui ou` des contraintes quadra-
tiques convexes se´parables en x et u sont ajoute´es au proble`me. Le lecteur
pourra ve´rifier facilement que les conside´rations et les calculs faits restent
valables dans ce cas.
Remarque 3.3.3. Le fait que les contraintes du proble`me dual ne de´pendent
pas explicitement de y est une caracte´ristique essentielle de notre de´marche.
En fait, si tel n’est pas le cas, on ne peut plus garantir que les multiplicateurs
associe´s au proble`me primal pour un certain y fixe´ sont des multiplicateurs
faisables dans les autres proble`mes primal (pour les autres y fixe´s). Dans
ce cas, deux cas peuvent se pre´senter: d’une part, la fonction duale prend
une valeur infinie pour un certain nombre de variables y, ce qui nous ame`ne
a` un master line´aire par morceaux mixte, difficile a` re´soudre; d’autre part
si toutes les fonctions duales prendent une valeur infinie, le master four-
nit une sous-estimation triviale, infinie et l’algorithme ne converge pas. Les
propositions qu’on a e´nonce´es auparavant garantissent que ces situations ne
peuvent pas se produire.
3.3.2 Implantation de l’algorithme
Un algorithme GBD base´ sur l’ide´e du primal-master peut-eˆtre de´-
veloppe´ en prenant en compte les re´sultats the´oriques du paragraphe pre´-
ce´dent. Avant de donner cet algorithme, on va illustrer la fac¸on dont on
s’affranchit de l’hypothe`se (H2), difficile a` ve´rifier en pratique. Si le primal
est non-faisable, alors en formulant un proble`me de non-faisabilite´, comme
dans l’algorithme GBD standard, on se rend compte que les contraintes
duales font intervenir le parame`tre y de fac¸on explicite. Comme cela a de´ja
e´te´ explique´, on ne peut pas obtenir une limite infe´rieure valide dans ce cas.
C’est la raison pour laquelle, dans notre algorithme, un yk non-faisable est
tout simplement e´limine´ dumaster a` l’aide de la coupe entie`re yT (e−yk) ≥
1.
Afin d’initialiser l’algorithme, le premier entier faisable est trouve´ a` l’aide
du proble`me : 
max
y
yT e
s.t. C∆y ≤ ∆0
y ∈ {0,1}N+1.
(3.27)
Si la solution entie`re y0 de ce proble`me est non-faisable, alors la coupe entie`re
yT (e−y0) ≥ 1 est ajoute´e au proble`me (3.27) et ce dernier a` nouveau re´solu.
Cette proce´dure est repe´te´e tant qu’un vecteur entier non-faisable est obtenu.
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Avec ces conside´rations, on peut formuler notre algorithme:
• Soient k = 0 et yk = y0 premie`re solution sature´e faisable.
Soient LBD= −∞,UBD= +∞
tant-que (|UBD− LBD| < ε)
• Re´soudre P (yk).
si primal est faisable alors
• Actualiser UBD
• Soit (λ1,λ2,µ1,µ2) = ((λ1)k,(λ2)k,(µ1)k,(µ2)k)
• Ajouter la contrainte: η ≥ ξ(y;λ1,λ2,µ1,µ2) dans le master
finsi
• Ajouter la contrainte (yT (e− yk) ≥ 1) dans le master
• Re´soudre le master (MILP). Soit y˜k sa solution entie`re.
• STOP si le master est non-faisable. Retourner la meilleure solu-
tion obtenue.
• Saturer la solution du master y˜k. Obtenir le nouveau yk
fin tant-que
Comme on l’a de´ja` pre´cise´, la solution du proble`me master a` l’ite´ration
k, n’est pas ne´cessairement sature´e. Ceci explique notre pas additionnel ou`
cette solution est sature´e. Peu importe la fac¸on dont la saturation se fait, le
paragraphe §2.4 de´montre que la solution entie`re ainsi obtenue n’a pas e´te´
analyse´e auparavant. C’est un pas important qui e´vite le bouclage et acce´le`re
la convergence de l’algorithme. D’autre part, en saturant on augmente les
chances d’obtenir un vecteur entier faisable.
3.3.3 Re´sultats
Le meˆme exemple du mobile unidimensionnel pre´sente´ en §3.2.2 a e´te´
conside´re´. Le logiciel commerciel CPLEX (8.1) est utilise´ pour re´soudre les
deux type de proble`mes, primal (QP) et master (MILP).
On peut remarquer (sur le Tableau 3.3.3) une nette ame´lioration quant
aux re´sultats obtenus avec cette variante de GBD par rapport aux re´sultats
obtenus avec le premier mode`le MIQP. Le succe`s de la me´thode peut-eˆtre
explique´ par plusieurs facteurs qui jouent en notre faveur:
– premie`rement, la limite infe´rieure issue du proble`me master est tre`s
efficace. Il s’agit la` d’une conse´quence de la fac¸on dont cette limite
a` e´te´ obtenue, en e´valuant la fonction duale d’un proble`me pour un
ensemble des multiplicateurs faisables. Si les deux proble`mes sont suf-
fisamment semblables, la sous-estimation est de tre`s bonne qualite´ et
une bonne sous-estimation implique automatiquement un petit nombre
d’ite´rations.
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N ∆ ∆0 Nc Ncon texec Niter
50 30 15 120 123 0.13 5
100 80 60 300 223 0.26 5
150 100 40 450 363 0.25 4
250 200 100 750 553 0.16 2
300 250 200 900 653 1.42 6
300 250 100 900 653 0.19 2
300 150 100 900 753 1.54 7
300 100 25 900 853 0.66 4
500 300 200 1500 1203 0.63 3
700 400 150 2100 1703 8.30 9
Tab. 3.2 – Re´sultats obtenus avec l’algorithmeGBD sur le mode`leMINLP.
La le´gende est: N , le nombre de points dans la discre´tisation (e´galement
le nombre de variables binaires); ∆,∆0 parame`tres des contraintes logiques
C∆; Nc le nombre des variables continues (x et u); Ncon le nombre total des
contraintes (collocation et (C∆)); texec le temps d’exe´cution (en secondes);
Niter le nombre d’ite´rations ne´cessaires pour converger.
– les temps d’exe´cution raisonnables de´pendent du temps ne´cessaire a`
l’algorithme afin de re´soudre les proble`me master et primal. Notre
master a une structure particulie`re (contenant une matrice totalement
unimodulaire) et on a remarque´ qu’un nombre tre`s petit d’ite´rations
est ne´cessaire afin de trouver la solution optimale (l’arbre du BB se
termine apre`s l’exploration de quelques nœuds). Cette affirmation a
e´te´ ve´rifie´e sur les diffe´rentes proble`mes de tests utilise´s.
Les temps d’exe´cution ne de´pendent pas des parame`tres N−∆ et ∆−∆0.
Ceci confirme le fait que l’algorithme est efficace meˆme si la dimension de
l’espace de recherche est tre`s grande.
Dans certains cas, qui restent ne´anmoins tre`s rares, on a remarque´ que les
solutions obtenues pour les diffe´rentes proble`mes primal sont tre`s proches
les unes des autres; ceci se traduit par un temps de calcul et un nombre
d’ite´rations qui est tre`s important et par une faible convergence. Dans ce
cas l’algorithme a besoin d’explorer un grand nombre de solutions entie`res;
comme ces cas sont plutoˆt rares, on pre´fe`re arreˆter l’algorithme si les deux
conditions suivantes sont satisfaites:
– la limite infe´rieure ne s’ame´liore de fac¸on significative apre`s un grand
nombre d’ite´ration consecutives;
– la meilleure limite supe´rieure ne s’ame´liore pas apre`s un grand nombre
d’ite´rations conse´cutives.
Cette strate´gie semble assez efficace car la solution locale obtenue dans ces
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cas est proche de la solution optimale, souvent a` moins de 5% :
UBD − LBD
UBD
≤ 0.05 .
3.4 Exemples
3.4.1 L’oscillateur harmonique
On s’inte´resse maintenant a` un exemple plus pertinent pour les pro-
ble`mes ayant une dynamique line´aire, celui de l’oscillateur harmonique a`
une dimension.
Le proble`me en dimension infinie s’e´crit:
min
x,u
1
2
∫ tf
0 u(t)
2dt
s.t. x˙1(t) = x2(t) ,t ∈ [0,tf ]
x˙2(t) = u(t)− ω2x1(t) ,t ∈ [0,tf ]
x(0) = (x01,x
0
2)
x(tf ) = (x
f
1 ,x
f
2)
−umax ≤ u ≤ umax.
(3.28)
Le proble`me qu’on traite s’obtient a` partir de (3.28) en ajoutant les contraintes
logiques; le mode`le ainsi obtenu est analyse´ avec la me´thode GBD de´crite
en §3.3.1.
Les tests qu’on a effe´ctue ont converge´ pour l’ensemble des parame`tres
pris en compte. Ge´ne´ralement le nombre d’ite´rations de l’algorithme est petit
et une fois que la solution optimale est trouve´e l’algorithme s’arreˆte en 2 ou 3
ite´rations. Meˆme des proble`mes de tre`s grande taille (jusqu’a 2000 variables
entie`res) ont e´te´ re´solus; ceci est surtout duˆ a` la structure particulie`re du
master, car en ge´ne´ral les proble`mes MILP de cette taille sont tre`s difficiles
a` re´soudre.
Les tests qu’on a effe´ctue´s sont obtenus en faisant varier les conditions
initiales et finales du proble`me (3.28) d’une part et les parame`tres des
contraintes (C∆), ∆ et ∆0, d’autre part.
Dans la pluspart des cas, le controˆle obtenu est pe´riodique; a` notre avis,
les cas plus rares ou` on obtient un controˆle non pe´riodique sont dus a` des
erreurs nume´riques.
Il y a une ressemblance e´vidente entre la structure du controˆle dans le cas
ou` les contraintes logiques sont prises en compte et la structure du controˆle
obtenu pour le cas non-contraint: si le controˆle est permis dans certains
intervalles alors sa forme est proche de la forme du controˆle optimal sans
contraintes logiques (3.28). Quant a` la structure du controˆle, on a remarque´
que si ∆0 ≥ piω (on peut controˆler le syste`me sur au moins une demi-pe´riode
de l’oscillateur harmonique) alors les intervalles de non controˆle sont prati-
quement centre´s sur les ze´ros du controˆle optimal non restreint (Figure 3.2).
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On a essaye´ de de´truire cette structure en diminuant les parame`tres ∆ et
∆0 (en faisant cela on s’assure que l’ancienne structure du controˆle viole les
contraintes C∆). Les figures 3.3, 3.4 et 3.5 pre´sentent la solution optimale
dans certains de ces cas. Les intervalles de controˆle pre´fe´re´s sont ceux ou`
le controˆle optimal du proble`me sans contraintes logiques a une influence
importante sur le syste`me.
Fig. 3.2 – Controˆle optimal en fonction du temps (N = 400, ∆ = 150,
∆0 = 100). La ligne e´paisse de´note le controˆle optimal obtenu en prenant
en compte les contraintes logiques. La ligne plus fine est le controˆle optimale
dans le cas relaxe´ (sans contraintes logiques).
3.4.2 D’autres exemples
Sur chacun des proble`mes suivants on a ajoute´ les contraintes (C∆) et
on a re´solu la formulation ainsi obtenue par la me´thode GBD de´veloppe´e
et de´crite dans le paragraphe pre´ce´dent.
Proble`me no. 1 Le proble`me a` re´soudre est le suivant:
min
x,u
1
2
∫ tf
0 u(t)
2dt
s.t. x˙1(t) = x2(t) ,t ∈ [0,tf ]
x˙2(t) = u(t) ,t ∈ [0,tf ]
x(0) = (10.0,10.0)
x(tf ) = (0.0,0.0)
tf = 10.0 −Umax ≤ u ≤ Umax
(3.29)
Les figures (3.6), (3.7), (3.8) montrent les solutions optimales obtenues
pour 3 cas diffe´rents teste´s.
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Fig. 3.3 – Controˆles optimaux en fonction du temps (N = 400, ∆ = 20,
∆0 = 15). La ligne e´paisse montre le controˆle optimal avec contraintes lo-
giques et la ligne pointille´e repre´sente le controˆle relaxe´ (sans contraintes
logiques).
Fig. 3.4 – Controˆle optimal en fonction du temps (N = 400, ∆ = 15,
∆0 = 10). Le cas avec contraintes logiques (ligne e´paisse) et le cas sans
contraintes logiques (en pointille´).
Proble`me no. 2
min
x,u
1
2
∫ tf
0 u(t)
2dt
s.t. x˙1(t) = x2(t) ,t ∈ [0,tf ]
x˙2(t) = u(t)− k1x1(t)− k2x2(t) ,t ∈ [0,tf ]
x(0) = (10.0,10.0)
x(tf ) = (0.0,0.0)
tf = 10.0 −Umax ≤ u ≤ Umax
(3.30)
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Fig. 3.5 – Controˆle optimal en fonction du temps (N = 400, ∆ = 10,
∆0 = 5). Le cas avec contraintes logiques (ligne e´paisse) et le cas sans
contraintes logiques (en pointille´).
Fig. 3.6 – Re´sultats pour le proble`me no. 1 : position, vitesse, controˆle pour
N = 500,∆ = 60,∆0 = 35
Les figures (3.9), (3.10), (3.11) montrent les solutions optimales obtenues
pour 3 cas diffe´rents teste´s.
Proble`me no. 3
min
x,u
1
2
∫ tf
0 u(t)
2dt
s.t. x˙1(t) = ωx2(t) ,t ∈ [0,tf ]
x˙2(t) = −ωx1(t) + u(t) ,t ∈ [0,tf ]
x(0) = (10.0,10.0)
x(tf ) = (0.0,0.0)
tf = 10.0 −Umax ≤ u ≤ Umax
(3.31)
Les figures (3.12), (3.13), (3.14) montrent les solutions optimales obte-
nues pour 3 cas diffe´rentes teste´s.
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Fig. 3.7 – Re´sultats: position, vitesse, controˆle pour N = 500,∆ = 100,∆0 =
60
Fig. 3.8 – Re´sultats pour le proble`me no. 1 : position, vitesse, controˆle pour
N = 250,∆ = 40,∆0 = 25
Fig. 3.9 – Re´sultats pour le proble`me no. 2 : N = 500,∆ = 100,∆0 = 75,k1 =
0.6,k2 = 0.0
48
Fig. 3.10 – Re´sultats pour le proble`me no. 2 : N = 500,∆ = 100,∆0 =
75,k1 = 0.0,k2 = 0.4
Fig. 3.11 – Re´sultats pour le proble`me no. 2 : N = 500,∆ = 100,∆0 =
75,k1 = 0.1,k2 = 0.6
Fig. 3.12 – Re´sultats pour le proble`me no. 3 : N = 500,∆ = 50,∆0 = 25
Fig. 3.13 – Re´sultats pour le proble`me no. 3 : N = 250,∆ = 100,∆0 = 70
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Fig. 3.14 – Re´sultats pour le proble`me no. 3 : N = 500,∆ = 60,∆0 = 40
Fig. 3.15 – Re´sultats pour le proble`me no. 4 : N = 500,∆ = 100,∆0 =
75,ω = 5
Proble`me no. 4

min
x,u
1
2
∫ tf
0 u(t)
2dt
s.t. x˙1(t) = ωx2(t) + u1(t) ,t ∈ [0,tf ]
x˙2(t) = −ωx1(t) + u2(t) ,t ∈ [0,tf ]
x(0) = (10.0,10.0)
x(tf ) = (0.0,0.0)
tf = 10.0 −Umax ≤ u1(t),u2(t) ≤ Umax
(3.32)
Les figures (3.15), (3.16) montrent les solutions optimales obtenues pour
2 cas diffe´rents teste´s.
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Fig. 3.16 – Re´sultats pour le proble`me no. 4 : N = 500,∆ = 100,∆0 =
75,ω = 10
3.5 Conclusions
Ce chapitre a e´te´ de´die´ au proble`me MINLP issu d’une dynamique
line´aire dans le proble`me de controˆle optimal avec contraintes logiques.
On a pre´sente´ et re´solu deux mode`lisations diffe´rentes, la premie`re de type
MIQP, plus simple a priori et une deuxie`me MINLP. Les re´sultats pra-
tiques nous montrent que le proble`me MINLP est re´solu de fac¸on plus
efficace, non seulement en ce qui concerne la taille des proble`mes, mais aussi
par rapport aux temps d’exe´cution.
Les bons re´sultats s’expliquent par la manie`re dont on a su exploiter les
particularite´s de notre proble`me : l’espace de recherche en introduisant la
notion de solution sature´e, le fait d’avoir un proble`me primal convexe et
dont la fonction duale peut se calculer explicitement et le fait de travailler
avec des variables binaires, ce qui nous a permis de formuler un proble`me
master line´aire.
On a vu que les bons re´sultats obtenus concernent une classe plus large
de proble`mes, pas seulement les tests simples sur un mobile unidimensionnel,
mais aussi les tests sur l’oscillateur harmonique (de´crit dans ce chapitre) et
d’autres proble`mes ou` on a pu inte´grer des forces de rappel e´lastiques ou de
frottement dans le syste`me. Le point commun de tous ces proble`mes reste
ne´anmoins la line´arite´ de la dynamique du syste`me conside´re´.
Une autre remarque consiste la porte´e assez ge´ne´rale de l’algorithme
GBD de´veloppe´. On peut ajouter des contraintes non-line´aires quadra-
tiques, se´parables en controˆle et en e´tat ; dans ce cas, le master reste un
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proble`me MILP et il est toujours une sous-estimation de la solution optimale
du proble`me.
On conclut ce chapitre avec la remarque que, vu la vitesse de convergence
de l’algorithme on peut espe´rer inte´grer celui-ci dans des de´marches plus
complique´es, comme boucle interne; ce proble`me fait de´sormais partie (sous
certains re´serves ne´anmoins) de la classe des proble`mes ”faciles” a` re´soudre.
Dans le chapitre suivant on va essayer de s’affranchir d’une autre limita-
tion, celle que pour tout y fixe´ le proble`me ainsi obtenu soit quadratique; on
arrive ainsi a` la classe la plus ge´ne´rale des proble`mes d’optimisation, celle
des proble`mes non-convexes ou` on cherche l’optimum global.
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Chapitre 4
Optimisation globale et
transfert orbital
Dans cette partie on s’inte´resse au cas ge´ne´ral des dynamiques non–
line´aires. La de´marche qu’on propose d’appliquer est celle du Branch and
Reduce, me´thode qui re´unit le Branch and Bound spatial (se´paration sur les
variables x et u), l’Analyse d’Intervalle et la Re´duction de Domaine base´e
sur la dualite´ [55, 50]. Notre ide´e premie`re en nous inte´ressant a` l’approche
Branch and Reduce e´tait de traiter les proble`mes de controˆle optimal a`
dynamique non-line´aire inte´grant les contraintes (C∆). Cette de´marche est
la meˆme que l’on traite de proble`mes en variables mixtes (MINLP) ou` de
proble`mes uniquement en variables re´elles a` des fins d’optimisation globale.
La difficulte´ pre´visible, de traiter meˆme des proble`mes de taille modeste a
restreint notre e´tude a` ces derniers.
On commence par de´crire la me´thode de Branch and Reduce et ses
e´lements constitutifs : la convexification, la re´duction de domaine et l’analyse
d’intervalle. On illustre cette de´marche sur un exemple, contenant un nombre
limite´ de termes non-convexes. On analyse ensuite un proble`me beaucoup
plus difficile en raison de son grand nombre de termes non-line´aires, celui du
transfert orbital 2D a` masse constante. En essayant d’adapter la de´marche
de Branch and Reduce a` ce nouveau proble`me on remarquera l’importance et
l’inte´reˆt de la relaxation convexe. On de´crit les diffe´rentes fac¸ons de convexi-
fier le proble`me spatial et on fait une analyse comparative des diffe´rentes
relaxations obtenues. La fin du chapitre utilise ces relaxations pour trouver
la solution globale du proble`me (sans contraintes logiques) et on discute les
limites de la me´thode.
4.1 La de´marche Branch and Reduce
Soit le proble`me d’optimisation non-convexe suivant, issu de la discre´tisation
par la collocation directe d’un proble`me de controˆle optimal a` dynamique
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non-line´aire :
(P )

min
x,u
uTu
s.t. g(x,u) ≤ 0
h(x,u) = 0
x ∈ X
u ∈ U,
(4.1)
ou` x ∈ Rn est le vecteur des variables d’e´tat, u le vecteur de variables de
controˆle, g et h sont des fonctions non-line´aires.
La me´thode de Branch and Reduce est une de´marche de´terministe pour
la re´solution de proble`mes d’optimisation non-convexes. La me´thode a e´te´
applique´e dans [1], [46], [47], [48] pour trouver l’optimum global des pro-
ble`mesMINLP ouNLP. Ne´anmoins, son principal de´savantage est le petit
nombre de variables traite´es dans le mode`le, a` cause de sa nature combina-
toire.
Le cadre ge´ne´ral de la me´thode est celui du Branch and Bound. La
se´paration se fait en divisant successivement le domaine de de´finition des va-
riables X ∪U . Sur chaque domaine re´duit ainsi obtenu, Xr∪Ur, l’e´valuation
d’un noœud consiste a` obtenir un minorant (e´galement appele´ une estima-
tion infe´rieure) et un majorant (estimation supe´rieure) de l’optimum global
du proble`me (P ) re´duit au domaine Xr ∪ Ur. L’estimation supe´rieure est
calcule´e en re´solvant le proble`me d’optimisation sur le domaine Xr ∪ Ur
en appliquant une me´thode locale (point inte´rieur, SQP, etc). L’estimation
infe´rieure est obtenue en re´solvant une relaxation convexe du proble`me, sur
ce meˆme domaine Xr ∪ Ur. Un nœud est conside´re´ explore´ (analyse´) soit
quand ses limites infe´rieures et supe´rieures sont obtenues, soit quand la re-
laxation convexe est non-re´alisable (pas de solution admissible). Dans ce
dernier cas le nœud est e´limine´. Une autre raison pour e´liminer un nœud est
que son minorant est plus grand que le meilleur majorant obtenu.
Pour chaque nœud, deux techniques de re´duction du domaine sont ap-
plique´es : la premie`re est base´e sur la faisabilite´ et consiste a` re´duire le do-
maine de de´finition Xr∪Ur des variables en e´liminant des domaines prouve´s
non faisables. La deuxie`me technique est applique´e apre`s avoir sous-estime´
le nœud en re´solvant le relaxation convexe. Cette dernie`re technique consiste
a` re´duire le domaine Xr∪Ur en e´liminant des parties dont on sait qu’elles ne
fournissent pas une meilleure solution que celle qu’on connaˆıt a` cet instant.
Afin de re´aliser ce type de re´duction, la the´orie de la dualite´ est applique´e
au proble`me relaxe´. L’algorithme de Branch and Reduce est illustre´ sur la
Figure 4.1.
On va de´tailler dans les sections qui suivent les principaux pas de l’algo-
rithme.
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Fig. 4.1 – L’algorithme de Branch and Reduce avec ses diffe´rentes e´tapes :
l’exploration d’un nœud en calculant un minorant et un majorant, la
re´duction du domaine (faisabilite´ et dualite´) et l’e´limination d’un nœud (a`
cause d’un mauvais minorant ou de l’absence de solution admissible dans le
proble`me relaxe´).
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4.1.1 Majoration
Comme on l’a de´ja pre´cise´, le majorant de l’optimum global de (P ) est
obtenu en re´solvant le proble`me (P ) re´duit a` Xr. Si (P ) est un proble`me
d’optimisation non-convexe alors toute solution locale du proble`me (P ) est
un majorant de l’optimum global.
4.1.2 Minoration. Convexification
Afin d’obtenir un minorant pour l’objectif optimal du proble`me non-
convexe, un proble`me relaxe´ et convexe est construit a` partir du (P ). La
de´marche consiste a` relaxer chaque terme non-line´aire intervenant dans le
proble`me d’optimisation non-convexe.
Afin de mieux illustrer ce concept, supposons qu’un terme non-convexe
q(x,u) apparaisse dans une e´quation ou une ine´quation apratenant aux
contraintes de (P ). Une nouvelle variable y est alors introduite a` sa place
(l’ancienne e´quation est maintenant line´aire si le seul terme non-line´aire a
e´te´ remplace´ par y) et une nouvelle e´quation est ajoute´e au syste`me:
y = q(x,u), (4.2)
ou` y ∈ Y = [yL,yU ], x ∈ X = [xL,xU ] et u ∈ U = [uL,uU ] sont des variables
dans le proble`me d’optimisation et q : X × U → R est une fonction non-
line´aire. Soient qsup : X × U → R et qinf : X × U → R les enveloppes
respectivement concave et convexe de la fonction q, c’est a` dire:
qsup(x,u) ≥ q(x,u) ∀(x,u) ∈ X × U
qinf (x,u) ≤ q(x,u) ∀(x,u) ∈ X × U (4.3)
Afin d’obtenir une relaxation convexe du proble`me on relaxe l’e´quation
(4.2) en la remplac¸ant par les deux ine´galite´s suivantes:{
+y − qsup(x,u) ≤ 0
−y + qinf (x,u) ≤ 0 (4.4)
Cette me´thode est re´pe´te´e pour chaque terme non-line´aire apparaˆıssant dans
le syste`me d’e´quations :
– une nouvelle variable est ajoute´e pour remplacer le terme non-line´aire
– deux ine´galite´s convexes relaxent la contrainte d’e´galite´
Le nouveau proble`me ainsi obtenu est convexe (par construction) et son
objectif optimal est un minorant du proble`me de de´part (car les e´galite´s ont
e´te´ relaxe´es par des ine´galite´s, comme en 4.4).
Remarque 4.1.1. La convexification nous ame`ne a` introduire de nouvelles
variables et e´quations. Si le proble`me non-convexe contient beaucoup de
termes non-line´aires ne´cessitant une convexification, alors l’obtention d’un
minorant peut s’ave´rer couˆteuse en temps de calcul (vu la taille conside´rable
de la relaxation convexe obtenue).
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Remarque 4.1.2. La qualite´ du minorant est donne´e par la fac¸on dont les
enveloppes convexes et concaves sont obtenues. Plus les enveloppes se rap-
prochent de la fonction a` approximer, mieux on approxime le proble`me non-
convexe. Il convient de distinguer ici deux facteurs importants dans l’obten-
tion des bonnes enveloppes convexes (ou concaves): d’une part la prise en
compte des bornes de l’intervalle pour les variables et d’autre part, comme
on peut facilement le supposer, le fait que certaines fonctions se preˆtent
mieux que d’autres a` la convexification. Par exemple, la fonction sinL pour
L ∈ [0,50pi] est fortement non-line´aire ; il est clair que la convexification
d’une telle fonction doit eˆtre e´vite´e (il vaut mieux trouver une reformulation
du proble`me, en utilisant d’autres syste`mes de coordonne´es ; cette de´marche
base´e sur la reformulation du proble`me non-convexe va eˆtre de´taille´e plus
tard, quand on s’inte´ressera au proble`me de transfert orbital 2D a` masse
constante). Quant au premier facteur, les bornes de l’intervalle, afin d’avoir
de bonnes estimations on utilise en ge´ne´ral l’analyse de l’intervalle pour les
calculer.
On conside`re maintenant la convexification de quelques fonctions e´le´-
mentaires qu’on va utiliser tout au long de ce chapitre.
Convexification de la fonction q(x,y) = xy. Soit le terme non-line´aire
q(x,y) = xy avec x ∈ X = [xL,xU ] et y ∈ Y = [yL,yU ]. (4.5)
Cette fonction en x et y (en fait, biline´aire) apparait souvent dans les
mode`les qu’on analysera par la suite. La convexification biline´aire qu’on
pre´sente ici est celle obtenue par McCormick [37]. Elle consiste a` ajouter
une nouvelle variable z et a` convexifier en utilisant les e´quations line´aires
suivantes:
z ≥ xUy + yUx− xUyU
z ≥ xLy + yLx− xLyL
z ≤ xUy + yLx− xUyL
z ≤ xLy + yUx− xLyU
(4.6)
La figure (4.2) montre les enveloppes convexes, concaves et la fonction
biline´aire pour x ∈ [−1,1] et y ∈ [0,1].
Convexification de la fonction q(x) = xα. Suivant les valeurs du pa-
rame`tre α ∈ R+, la fonction q(x) = xα est soit concave soit convexe. Les
enveloppes convexes et concaves sont alors obtenues a` l’aide des fonctions
line´aires, en utilisant les sous-tangentes aux bornes de l’intervalle xL et xU .
La figure 4.3 montre ces enveloppes pour le cas particulier q(P ) = P 3/2.
Ce cas se ge´ne´ralise facilement, non seulement pour toute valeur de n, mais
aussi pour toute fonction d’une variable convexe ou concave (comme log(x),
exp(x), etc).
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Fig. 4.2 – A gauche la fonction z = xy, pour x ∈ [−1,1] et y ∈ [0,1]. A droite
cette meˆme fonction avec les enveloppes convexes et concaves (la fonction
biline´aire se trouve au centre du graphe). Pour plus de clarte´, parmis les
quatre enveloppes donne´es par la convexification McCormick seulement deux
sont montre´es (l’une convexe en bas du z et l’autre concave en haut du z).
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Convexification de la fonction f(P) = P−3/2
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Fig. 4.3 – Enveloppes concaves et convexes de la fonction q(P ) = P−3/2.
Dans ce cas les enveloppes sont line´aires: en bleu, la fonction q, en rouge les
deux sous-estimations line´aires lininf et en noir la sur-estimation line´aire
linsup. Toutes les droites sont des fonctions line´aires en P , dont les co-
efficients sont facilement obtenus comme expressions de PL et PU . Ici,
PL = 11.5 et PU = 25
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Remarque 4.1.3. Il est tre`s important d’observer que si la relaxation convexe
de (P) se fait en utilisant seulement des enveloppes convexes et concaves
affines, alors le proble`me ainsi obtenu est quadratique. L’inte´gration des
contraintes logiques sur la dure´e du controˆle nous ame`ne au meˆme type de
proble`mes que ceux traite´s dans le chapitre ante´rieur. En fait, la seule modi-
fication apporte´e a` l’algorithme 4.1 afin de traiter le cas avec contraintes
logiques consiste dans la fac¸on dont la limite infe´rieure est obtenue: en
re´solvant un proble`me quadratique dans le cas continu et en re´solvant un
proble`me MINLP dans le cas mixte. C’est pour cette raison qu’on de´taille
uniquement le cas de l’optimisation globale en variables continues.
4.1.3 Re´duction du domaine
Sahinidis et Tawalarmani proposent en [55] deux me´thodes distinctes
pour re´duire le domaine de de´finition des variables (X ∪U , dans notre cas).
On pre´sente ici les ide´es sur lesquelles ces deux techniques reposent, pour
une description plus de´taille´e, on pourra consulter [55].
Re´duction base´e sur la faisabilite´. Soit Xr ∪Ur le domaine re´duit ca-
racte´risant un nœud. S’il existe un domaine D ⊂ Xr∪Ur tel que le proble`me
(P ) est non-faisable sur le domaine D, alors celui-ci est elimine´ (re´duction)
et le nouveau domaine de de´finition des variables associe´ au nœud devient :
D′ = (Xr ∪ Ur)\D.
Les deux estimations infe´rieure et supe´rieure (minoration et majoration) se
font seulement sur le domaine D′, ce qui augmente les chances d’avoir un
bon minorant (respectivement majorant).
Quoique cette technique puisse eˆtre assez difficile a` mettre en œuvre, dans
des certains cas particuliers elle s’ave´re tre`s utile. En ce qui nous concerne,
l’exemple donne´ en 4.1.4 utilise l’analyse d’intervalle pour re´duire le domaine
de cette fac¸on tandis que pour le proble`me de transfert orbital 2D a` masse
constante on de´veloppera un algorithme base´ sur l’arithmetique d’intervalle
afin de de re´duire e´galement le domaine de de´finition des variables.
Re´duction base´e sur la dualite´. Soit (R) la relaxation convexe de (P ),
LBD un minorant et UBD un majorant de la solution globale de (P ).
Supposons que la variable xj est sature´e a` sa limite supe´rieure, dans la
solution du proble`me (R) et soit µsupj le multiplicateur de Lagrange associe´
(i.e. xj = xUj et µ
sup
j > 0). Alors pour tout xj < x
∗
j on a val(R) ≥ UBD,
ou` :
x∗j = x
U − UBD − LBD
µsupj
et val(R) est l’objectif optimal du proble`me relaxe´ (R).
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Ce re´sultat simple (pour une de´monstration voir [55]) permet de re´duire
le domaine de la variable xj dans le cas ou x∗j > x
L. Le nouveau domaine
ainsi obtenu pour la variable xj est [max(xL,x∗j ),x
U ].
De meˆme la limite supe´rieure de la variable xj est re´duite si elle est
sature´e a` sa limite infe´rieure. Dans ce cas:
xj ∈ [xLj ,min(x∗j ,xU )], ou` x∗j = xL +
UBD − LBD
µinfj
.
Dans le cas ou` la variable xj n’est pas sature´e (µ
sup
j = µ
inf
j = 0), Sa-
hinidis et Tawalarmani proposent une technique de test (probing) afin de
re´duire le domaine. Cette me´thode de probing e´tant couˆteuse en temps de
calcul (elle ne´cessite la re´solution d’autres proble`mes d’optimisation) elle ne
va pas eˆtre utilise´e par la suite. Nous allons nous limiter au cas ou` une ou
plusieurs variables sont sature´es dans le proble`me relaxe´ (R).
4.1.4 Exemple. Alunissage
Afin d’illustrer et de tester la me´thode de Branch and Reduce, on com-
mence par un proble`me assez simple, contenant un petit nombre de termes
non-line´aires. Le proble`me de l’alunissage d’un vehicule a` masse variable [19]
est conside´re´ :
(PL)

min
u,x,y,m
∫ tf
t0
u2dt
s.t. x˙(t) = y(t) t ∈ [t0,tf ]
y˙(t) = −g + u(t)
m(t)
t ∈ [t0,tf ]
m˙(t) = −Ku(t) t ∈ [t0,tf ]
x(0) = x0, x(tf ) = xf
y(0) = y0, y(tf ) = yf
m(0) = m0, m(t) ≥ mvide,t ∈ [0,tf ]
0 ≤ u(t) ≤ Tmax t ∈ [t0,tf ],
(4.7)
ou`: le temps final tf est fixe´, x(t),y(t),m(t) sont les variables d’e´tat
correspondant a` la position, la vitesse et la masse du vehicule, u(t) le
controˆle (toujours positif), les positions et vitesses initiales et finales sont
fixe´es (x0,xf ,y0,yf ), m0 est la masse initiale du vehicule, mvide sa masse au
vide (sans carburant), g l’acce´le´ration gravitationnelle sur la Lune et K une
constante caracte´risant la consommation.
En raison du terme non-line´aire
u(t)
m(t)
, le proble`me (4.7) est non-convexe.
Le mode`le sur lequel on teste la me´thode d’optimisation globale du Branch
and Reduce est obtenue en discre´tisant (PL) par collocation directe. Avec
les conside´rations pre´sente´es en §1.2.1, les e´quations de la dynamique de-
viennent :
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2h
xi +
3
2h
xi+1 − 34yi −
3
4
yi+1 − h8
ui
mi
+
h
8
ui+1
mi+1
= 0
− 3
2h
yi +
3
2h
yi+1 − 14
ui
mi
− 1
4
ui+1
mi+1
− ui
m¯i
= −3
2
g
− 3
2h
mi +
3
2h
mi+1 +
5
4
Kui +
1
4
Kui+1 = 0,
(4.8)
pour i = 0,N − 1 et:
m¯i =
1
2
mi +
1
2
mi+1 +
5
4
Kui +
1
4
Kui+1.
Convexification. La convexification s’obtient en utilisant les variables
auxiliaires suivantes:
Ti =
ui
mi
i = 0,N
Mi =
1
2
mi +
1
2
mi+1 +
5
4
Kui +
1
4
Kui+1 i = 0,N − 1
Ri =
ui
Mi
i = 0,N − 1.
(4.9)
Avec ce nouvelles variables les e´quations de la dynamique sont ree´crites
selon:
− 32hxi + 32hxi+1 − 34yi − 34yi+1 − h8Ti + h8Ti+1 = 0
− 32hyi + 32hyi+1 − 14Ti − 14Ti+1 −Ri = −32g
− 32hmi + 32hmi+1 + 54Kui + 14Kui+1 = 0,
1
2mi +
1
2mi+1 +
5
4Kui +
1
4Kui+1 −Mi = 0
Timi − ui = 0
RiMi − ui = 0.
(4.10)
Le proble`me relaxe´ s’obtient en convexifiant les deux dernie`res e´qua-
tions de (4.10) par la me´thode de´crite en 4.1.2 (e´quations de McCormick).
La relaxation ainsi obtenue est un proble`me quadratique.
Re´duction du domaine. Parmi les deux me´thodes de re´duction de do-
maine, seule celle base´e sur la faisabilite´ va eˆtre de´taille´e ici, car la re´duction
base´e sur la dualite´ ne ne´cessite aucun effort particulier pour notre exemple.
Le domaine initial du proble`me (pour le nœud racine du Branch and
Bound) est obtenu par analyse d’intervalle en utilisant les e´quations sui-
vantes (provenant de syste`me 4.8):
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(4.11)
pour tout i = 0,N − 1.
Cette technique permet d’avoir un domaine initial re´duit, me´liorant ainsi
la qualite´ de l’estimation infe´rieure (minorant) a` la premie`re ite´ration de
l’algorithme. Cette meˆme technique est utilise´e pour re´duire le domaine
apre`s une se´paration. Pour illustrer cela, soit xi la variable choisie pour la
se´paration a` une ite´ration k et x∗i le point de se´paration. Les deux nou-
veaux domaines obtenus sont [xLi ,x
∗
i ] pour le premier nœud et [x
∗
i ,x
U
i ] pour
le deuxie`me nœud. Pour chaque nœud les e´quations (4.11) permettent de
re´duire successivement les intervalles de de´finition pour le variables xj ,yj ,mj ,
pour j > i. De meˆme, le syste`me (4.11) permet de re´duire le domaine de
de´finition des variables xj ,yj ,mj , pour j < i.
Parame`tres de l’algorithme. Avant de pre´senter les re´sultats et analy-
ser l’efficacite´ de la me´thode, on comple`te la description de l’algorithme par
quelques remarques concernant les choix des parame`tres dans la me´thode
de Branch and Bound.
Exploration des nœuds. Chaque fois qu’un nœud est subdivise´, les deux
nœuds (fils) obtenus sont explore´s (les estimations infe´rieures et supe´rieures
sont calcule´es). Cela nous ame`ne a` la question du choix du nœud devant eˆtre
subdivise´. Dans notre cas, on choisit toujours le nœud ayant l’estimation
infe´rieure la plus petite; cette me´thode rappelle la technique de GBD, ou le
prochain vecteur entier a` analyser e´tait celui donnant le plus petit minorant.
D’autre part, ce choix permet d’obtenir une suite croissante des minorants.
Se´paration. Commenc¸ons par pre´ciser que seul un petit nombre de va-
riables est utilise´ pour se´parer les nœuds. Cette strate´gie a le me´rite de
diminuer la complexite´ (combinatoire) du proble`me et elle est motive´e par
le fait qu’apre`s une se´paration, l’analyse d’intervalle permet de re´duire con-
side´rablement les intervalles situe´s a` proximite´ imme´diate. Cette remarque
est spe´cifique aux proble`mes issus d’une discre´tisation, lorsque entre les va-
riables successives il existe un couplage fort issu de la dynamique du pro-
ble`me. D’autre part, en regardant le proble`me de de´part on se rend compte
que la variable m a une influence plus grande sur la qualite´ de la convexifica-
tion, dans la mesure ou` elle est la seule variable d’e´tat intervenant dans les
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termes non-line´aires. Ces conside´rations nous ame`nent a` une strate´gie qui
consiste a` choisir plus souvent la variable m pour la se´paration (par rapport
aux autres variables x et y).
Pour chaque variable parmi celles accepte´es pour la se´paration d’un
nœud on calcule la violation de la vraie contrainte (non-convexifie´e) en uti-
lisant la solution optimale du proble`me relaxe´. La variable corespondant a`
la plus grande violation de la contrainte est choisie pour la se´paration.
Le choix de la valeur utilise´e pour se´parer un nœud se fait en utilisant
les re`gles suivantes (Sahinidis et Tawalarmani, [55]) :
– toutes lesND ite´rations, le milieu de l’intervalle pour la variable choisie
est utilise´ pour diviser le nœud;
– la valeur de la solution optimale du proble`me relaxe´ est utilise´e si la
re`gle pre´ce´dente ne s’applique pas.
Re´sultats. Le proble`me de test est de´fini par les valeurs suivantes des
parame`tres :
x0 = 1.0 xf = 0.0
y0 = 1.0 yf = 0.0
m0 = 10.0 mvide = 6.0
tf = 50.0 g = 0.1 K = 0.01
Le Tableau 4.1 montre les diffe´rents re´sultats obtenus sur le proble`me de
test, avec une pousse´e maximale Tmax = 2.
Tab. 4.1 – Re´sultats pour le proble`me de test (pousse´e maximale Tmax =
2Newton). La colonne Nd repre´sente le nombre de points de discre´tisation,
Nvar est le nombre total de variables dans le mode`le, Nnœuds le nombre
de nœuds explore´s, Np le nombre de proble`mes re´solus, Texec le temps
d’e´xe´cution total de l’algorithme, exprime´ en secondes. La machine de test
est un PC Linux, processeur Intel P4 2.8GHz avec 1Gb de me´moire vive.
Nd Nvar Nnœuds Np texec(s)
25 100 3173 7346 145.00
40 160 14893 29786 2572.69
50 200 11835 23670 2930.14
60 240 16035 32070 7135.32
75 280 39005 78010 64284.24
80 360 105285 210570 ≈ 15h
On observe que le nombre de points de discre´tisation est beaucoup moins
important que dans le cas line´aire avec contraintes logiques, la nature bea-
coup plus combinatoire du proble`me e´tant un obstacle majeur. La plus
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grande discre´tisation utilise´e ne de´passe pas les 100 points; meˆme dans ce
cas, le temps de calcul est tre`s important (plusieurs jours) et la conver-
gence de l’algorithme apre`s un nombre raisonnable d’ite´rations est assure´e
en grande mesure par le choix d’un nombre plus restreint des variables pour
la se´paration d’un nœud (comme mentionne´ auparavant). En fait, sans cette
analyse d’intervalle, l’algorithme peine a` finir meˆme pour un nombre li-
mite´ de points de discre´tisation. Les premiers tests effectue´s e´taient plutoˆt
de´courageants dans ce cas, car on arrivait difficilement a` de´passer les 15
points de discre´tisation.
Une autre observation concerne le nombre important de proble`mes re´solus
pour chaque test montre´ dans le Tableau 4.1. Re´soudre 100000 proble`mes
d’optimisation dans en temps raisonable implique d’une part l’utilisation de
solveurs de bonne qualite´, et d’autre part de garder un nombre limite´ de
variables dans les deux types de proble`me d’optimisation utilise´s : proble`me
non-line´aire et relaxation convexe. Dans notre cas le solveur KNITRO a e´te´
utilise´ pour calculer le majorant (proble`me NLP) et CPLEX pour re´soudre
la relaxation quadratique.
Un autre facteur tre`s important est la qualite´ de la convexification. Pour
cet exemple simple, le nombre de termes non-line´aires (induisant des non-
convexite´s dans le proble`me de de´part) est petit. Ceci a comme conse´quence
une convexification tre`s bonne, i.e. qui donne une bonne sous-estimation de
l’optimum global. Ceci se traduit dans notre exemple par un minorant qui
de´passe souvent 85% du majorant de`s les premie`res ite´rations.
L’un des inconve´nient des algorithmes Branch and Bound est le nombre
de nœuds actifs (explore´s mais non-e´limine´s) garde´s en me´moire. Notre al-
gorithme a un comportement plutot encourageant de ce point de vue car ce
nombre de nœuds actifs ne de´passe presque jamais 30000.
Finalement, on pre´sente l’influence de la pousse´e maximale Tmax sur l’ef-
ficacite´ de l’algorithme. Intuitivement, une faible pousse´e maximale signifie
un controˆle plus faible et un plus fort couplage entre les variables; cela rend
l’analyse d’intervalle et la re´duction de domaine encore plus efficace. Un
autre avantage duˆ a` une faible pousse´e est celui de pouvoir limiter de fac¸on
efficace le nombre de variables conside´re´es pour la se´paration. Les re´sultats
du Tableau 4.2 e´tayent ces affirmations.
On conclut cette partie introductive destine´e a` la me´thode en mettant en
e´vidence les diffe´rents facteurs qu’il faut prendre en compte afin d’acce´le´rer
la convergence de la me´thode de Branch and Reduce. D’une part la qualite´
de la relaxation convexe est extreˆmement importante, une mauvaise relaxa-
tion amenant a` un mauvais minorant (trop e´loigne´ du majorant) et a` un
faible taux d’e´limination des nœuds. Un autre facteur important est lie´ a` la
re´duction du domaine; dans notre cas, le fait de travailler avec un proble`me
d’optimisation issu d’une discre´tisation nous assure un fort couplage entre
les diffe´rentes variables d’e´tat. Cette caracte´ristique de notre proble`me doit
eˆtre exploite´e par la suite. Finalement, le grand nombre de nœuds explore´s
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Tab. 4.2 – Influence de la pousse´e maximale Tmax sur la re´solution du pro-
ble`me de test. De plus grandes poussse´es impliquent un nombre plus impor-
tant d’ite´ration et donc, un nombre plus grand de proble`mes d’optimisation
(NLP et QP) re´solus. Ceci est ve´rifie´ en ge´ne´ral, mais il se peut que la
strate´gie (se´paration, choix du nœud et de la variable) soit plus efficace dans
un cas plutoˆt que dans l’autre. La seul diffe´rence entre les tests (outre la
pousse´e maximale) est la fac¸on dont la se´paration d’un nœud est faite.
Nd Tmax(N) Nnœuds Np texec(s)
25 2 3173 7346 145.00
25 2.5 4151 8302 202.85
25 3 19113 38226 984.02
25 4 24443 48886 2011.48
25 5 20783 41566 1284.30
25 10 66389 132778 3685.29
nous laisse penser a` la ne´cessite´ d’avoir des solveurs robustes et efficaces
pour re´soudre la relaxation convexe, mais aussi le proble`me non-line´aire sur
un domaine re´duit des variables d’e´tat.
4.2 Transfert orbital 2D a` masse constante
On conside`re un satellite se trouvant sur une orbite initiale connue et
qu’on veut ramener sur une orbite finale ge´ostationnaire donne´e en un temps
final fixe´ tf (voir Figure 4.4). Les positions initiale et finale du satellite sur
l’orbite sont connues et on veut minimiser l’e´nergie depense´e le long du
transfert.
Soit u ∈ R2 le controˆle, r le rayon vecteur donnant la position du satellite
en 2D et m sa masse. Alors, les e´quations du mouvement du satellite s’ob-
tiennent en e´crivant la loi du Newton (les forces implique´es sont l’attraction
terrestre et le controˆle):
r¨ = −µ r
r3
+
1
m
u (4.12)
ou` µ est la constante d’attraction gravitationnelle et r¨ la derive´e seconde
par rapport au temps du rayon vecteur.
Afin de formuler le proble`me auquel nous nous inte´ressons en tant que
proble`me d’optimisation on ajoute les conditions terminales (positions et
vitesses initiales et finales fixe´es) et les contraintes de pousse´e (le controˆle
est borne´). L’objectif est approche´ en utilisant le carre´ de la norme L2 du
controˆle afin d’e´liminer les difficulte´s issues de la non diffe´rentiabilite´ d’un
65
Fig. 4.4 – Proble`me du transfert orbital 2D. Les position initiales et termi-
nales sont donne´es : orbite initiale et position du satellite sur orbite, orbite
finale (ge´ostationnaire) et la position du satellite sur l’orbite finale.
objectif prenant en compte seulement la norme L. Le proble`me de controˆle
optimal suivant est obtenu :
min
r,u
∫ tf
0 u
2(t)dt
s.t. r¨(t) = −µ r(t)
r3(t)
+ 1mu(t) t ∈ [0,tf ]
r(0) = r0
r(tf ) = rf
r˙(0) = v0
r˙(tf ) = vf
u2(t) ≤ T 2max t ∈ [0,tf ]
(4.13)
Le proble`me (4.13) est un proble`me de controˆle optimal non-convexe, ce
qui justifie les questions lie´es au caracte`re global de la solution obtenue.
4.2.1 Majoration.
Le majorant de l’optimum global du proble`me spatial s’obtient en ap-
pliquant une me´thode locale (en utilisant toujours le principe que toute
optimum local est un majorant de l’optimum global). Les me´thodes locales
peuvent eˆtre divise´es en deux cate´gories : directes et indirectes.
Les approches directes consistent a` discre´tiser (4.13) en obtenant un pro-
ble`me d’optimisation en dimension finie. Les diffe´rents solveurs de program-
mation non-line´aire peuvent alors eˆtre utilise´s afin de retrouver la solution
locale [18], [13]. Le principal de´savantage de cette de´marche est la taille
du proble`me obtenu apre`s discre´tisation. Par contre, l’avantage principal
consiste en la grande diversite´ des contraintes continues qu’on peut ajouter
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a` (4.13), e´tant donne´ que les conditions d’optimalite´ de Karush-Kuhn-Tucker
ne demandent aucune hypothe`se quant aux variables d’e´tat ou de controˆle.
Les me´thodes indirectes sont base´es sur le principe du maximum de
Pontryagin [19]. Ce principe donne les conditions ne´cessaires d’optimalite´,
en transformant (4.13) en un proble`me aux conditions aux deux bouts. Un
inte´grateur combine´ a` une me´thode de Newton peuvent eˆtre utilise´s pour
obtenir la solution (locale) de (4.13), cf. [15], [14], [10]. C’est l’approche la
plus indique´e pour obtenir une solution locale du proble`me et l’inde´pendance
de la me´thode par rapport au nombre de points de discre´tisation joue un
roˆle important. A contrario, le grand de´savantage est le fait qu’on peut dif-
ficilement ajouter des contraintes sur les variables d’e´tat dans les me´thodes
indirectes. Or, on a vu que les contraintes de bornes joue un roˆle important
dans la me´thode de Branch and Reduce. C’est la raison pour laquelle le
minorant est obtenu en utilisant une me´thode directe.
Afin d’obtenir un mode`le en dimension finie on applique toujours la
collocation directe, dont les principes ont e´te´ decrits dans le chapitre 1. Les
notations suivantes vont eˆtre utilise´es tout au long de ce chapitre:
– ti est le i-e`me point de discre´tisation : ti = ih, ou` h = tf/N est le pas
de la discre´tisation.
– x de´note les variables de´tat et xi = x(ti) est le vecteur contenant les
variables d’e´tat a` l’instant ti. (Par exemple xi = (xi,yi,vxi ,v
y
i ) dans le
cas du proble`me spatial 2D exprime´ en coordonne´es carte´siennes).
– x¯ est le vecteur des variables d’e´tat aux points milieux: x¯i = x(
ti+ti+1
2 )
– u de´note le controˆle et ui est le vecteur controˆle a` l’instant ti (ce
vecteur est toujours de dimension 2 dans le cas du proble`me spatial
2D: ui = (uxi ,u
y
i )).
– F de´note le vecteur des seconds membres des e´quations diffe´rentielles
et Fi est ce meˆme vecteur pris a` l’instant ti. Dans le cas du proble`me
spatial 2D on peut e´crire en coordonne´es carte´siennes:
Fi(x,y,vxi ,v
y
i ,u
x,uy) = (F xi (x,y,v
x
i ,v
y
i ,u
x,uy),F yi (x,y,v
x
i ,v
y
i ,u
x,uy),
F v
x
i (x,y,v
x
i ,v
y
i ,u
x,uy),F v
y
i (x,y,v
x
i ,v
y
i ,u
x,uy)).
– F¯ est le vecteur des seconds membres des e´quations diffe´rentielles cal-
cule´ aux points milieux F¯i = x˙(x¯,u).
Le syste`me d’e´quations ainsi obtenu peut-eˆtre divise´ en deux parties :
– Les e´quations line´aires (et donc convexes) :
− 32hxi + 32hxi+1 − 14Fi + 14Fi+1 − F¯i = 0
1
2xi +
1
2xi+1 +
h
8Fi − h8Fi+1 − x¯i = 0
(4.14)
– Les e´quations non-line´aires directement issues de la dynamique du
syste`me :
Fi = dxdt (ti,xi,ui)
F¯i = dxdt (
ti+ti+1
2 ,x¯i,u¯i).
(4.15)
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4.3 Convexification
Les seules contraintes non-line´aires sont les e´quations de´crivant l’e´volution
du syste`me. La re´solution du proble`me d’optimisation ainsi obtenu nous
donne une solution locale, donc un majorant du minimum global. Par la
suite on va donner diffe´rentes me´thodes pour trouver un minorant; pour
cela, on relaxera le proble`me en convexifiant tous les termes non-convexes qui
apparaˆıssent dans le syste`me d’e´quations (4.15). Cette me´thode de convexi-
fication a e´te´ de´crite auparavant et va eˆtre maintenant analyse´e pour ce pro-
ble`me de transfert orbital 2D a` masse constante. Pour chaque mode`le qu’on
propose, on pre´sente les diffe´rentes fac¸ons de le convexifier et les re´sultats
obtenus dans chacun des cas. Une analyse comparative de ces re´sultats est
aussi effectue´e. Le concept qu’on va utiliser est la reformulation du proble`me,
c’est a` dire la recherche du meilleur mode`le, celui se pre´tant le mieux a` une
bonne convexification.
4.3.1 Coordonne´es carte´siennes
Le premier mode`le qu’on a analyse´ est celui du proble`me de transfert
orbital 2D a` masse constante exprime´ en coordonne´es carte´siennes. Les va-
riables d’e´tat sont la position du mobile en 2D (x, y) et sa vitesse (vx, vy).
Le controˆle est a` son tour de´compose´ dans le re´pe`re XY : u = (ux,uy). Le
proble`me de controˆle optimal se met sous la forme:
min
r,v,u
∫ tf
0 [u
x(t)]2 + [uy(t)]2dt
s.t. x˙(t) = vx(t) t ∈ [0,tf ]
v˙x(t) = −µ x(t)
(x2(t)+y2(t))
3
2
+ 1mu
x(t) t ∈ [0,tf ]
y˙(t) = vy(t) t ∈ [0,tf ]
v˙y(t) = −µ y(t)
(x2(t)+y2(t))
3
2
+ 1mu
y(t) t ∈ [0,tf ]
[ux(t)]2 + [uy(t)]2 ≤ T 2U t ∈ [0,tf ]
(x,y,vx,vy)(t = 0) = (x0,y0,vx0 ,v
y
0)
(x,y,vx,vy)(t = tf ) = (xf ,yf ,vxf ,v
y
f )
(4.16)
Les travaux ante´rieurs effectue´s en collaboration avec le CNES sur les
me´thodes locales ont montre´ que les coordonne´es carte´siennes ne sont pas le
meilleur choix pour re´soudre le proble`me de controˆle spatial. Cela est prin-
cipalement du au caracte`re oscillatoire des variables d’e´tat (voir figure 4.5).
En effet, meˆme en l’absence du controˆle, le satellite reste sur la meˆme orbite
et ses caracte´ristiques carte´siennes varient (position et vitesse du satellite
sur orbite ne sont pas constantes). Du point de vue convexification, deux
difficulte´s sont la conse´quence de cette repre´sentation carte´sienne. D’une
part, le caracte`re fortement variable pour les e´tats nous empeˆche de faire
des suppositions sur le domaine de variation de ces variables; cela veut dire
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Fig. 4.5 – Solution locale pour le proble`me de transfert orbital 2D a` masse
constante. Obtenu par une me´thode directe, ce graphe montre le caracte`re
oscillatoire des variables d’e´tat exprime´es en coordonne´es carte´siennes. Le
graphe du haut donne la composante x de la position en fonction du temps
et le graphe du bas la composante vx de la vitesse en fonction du temps.
qu’on manque de pre´cision quant aux bornes des intervalles utilise´s, ce qui
va ne´cessairement affecter la qualite´ de la convexification. D’autre part, l’ob-
tention du majorant dans ce cas est plus difficile. En fait, afin de re´soudre
le cas spatial (en utilisant des me´thodes directes ou indirectes, d’ailleurs)
on pre´fe`re utiliser les coordonne´es de Gauss, cela pose moins de proble`mes
nume´riques.
On peut alors se demander quel est l’inte´reˆt de convexifier une telle
repre´sentation du proble`me. La re´ponse est donne´e par l’apparition line´aire
du controˆle dans les e´quations (4.16). On peut facilement remarquer que les
seuls termes non-line´aires (ne´cessitant donc une convexification) sont ceux
en x et y. Cette forme particulie`re du syste`me nous a laisse´ penser qu’une
bonne convexification (qui ne comporte pas beaucoup de variables) peut-eˆtre
obtenue dans cette mode´lisation carte´sienne.
Comme on l’a de´ja` pre´cise´ on utilise la collocation directe pour obte-
nir un proble`me d’optimisation en dimension finie. Avec les conside´rations
et notations donne´es en §4.2.1, on peut e´crire le proble`me d’optimisation
suivant :
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min
N∑
i=0
(uxi )
2 + (uyi )
2
− 32hxi + 32hxi+1 − 14F xi − 14F xi+1 − F¯ xi = 0 i = 0,N − 1
− 32hyi + 32hyi+1 − 14F yi − 14F yi+1 − F¯ yi = 0 i = 0,N − 1
− 32hvxi + 32hvxi+1 − 14F vxi − 14F vxi+1 − F¯ vxi = 0 i = 0,N − 1
− 32hvyi + 32hvyi+1 − 14F vyi − 14F vyi+1 − F¯ vyi = 0 i = 0,N − 1
1
2xi +
1
2xi+1 +
h
8F
x
i − h8F xi+1 − F¯ xi = 0 i = 0,N − 1
1
2yi +
1
2yi+1 +
h
8F
y
i − h8F yi+1 − F¯ yi = 0 i = 0,N − 1
1
2v
x
i +
1
2v
x
i+1 +
h
8F
vx
i − h8F vxi+1 − F¯ vxi = 0 i = 0,N − 1
1
2v
y
i +
1
2v
y
i+1 +
h
8F
vy
i − h8F vyi+1 − F¯ vyi = 0 i = 0,N − 1
F xi − vxi = 0 i = 0,N
F yi − vyi = 0 i = 0,N
F vxi − µ xi
(x2i+y
2
i )
3
2
− 1muxi = 0 i = 0,N
F vyi − µ yi
(x2i+y
2
i )
3
2
− 1muyi = 0 i = 0,N
F¯ xi − v¯xi = 0 i = 0,N
F¯ yi − v¯yi = 0 i = 0,N
F¯ vxi − µ x¯i
(x¯2i+y¯
2
i )
3
2
− 1muxi = 0 i = 0,N
F¯ vyi − µ y¯i
(x¯2i+y¯
2
i )
3
2
− 1muyi = 0 i = 0,N
(4.17)
On remarque que la plupart des e´quations dans le proble`me (4.17) sont
line´aires, ce qui confirme notre inte´reˆt pour ce mode`le. En effet, les seuls
termes non-line´aires, qui donnent la non-convexite´ du proble`me, sont du
type x
(x2+y2)
3
2
et y
(x2+y2)
3
2
. Ces termes pre´sentent ne´anmoins plusieurs in-
conve´nients. D’une part leur valeur (comme fonction de x et y) tend vers
l’infini quand r =
√
x2 + y2 tend vers 0. Cela rend les termes tre`s difficiles a`
convexifier; c’est meˆme impossible en l’e´tat, car autour du point (x,y) = (0,0)
la fonction n’admet pas d’enveloppe concave. La solution qu’on peut envisa-
ger dans un premier temps et de conside´rer la valeur de la fonction comme
e´tant 0 sur une re´gion qui ne pre´sente pas d’inte´reˆt physique (il est clair
que la re´gion r ≤ RT n’est pas faisable pour une trajectoire du satellite, RT
e´tant le rayon de la Terre). On remplace alors cette fonction par la fonction
suivante (R e´tant une constante convenablement choisie):
q : [−rU ,rU ]× [−rU ,rU ]→ R
q(x,y) =
{
x
(x2+y2)
3
2
,x2 + y2 ≥ R2
0 ,x2 + y2 ≤ R2
(4.18)
La figure suivante montre la fonction donne´e en (4.18). Malgre´ le fait
qu’il est dore´navant possible de la convexifier maintenant, il reste deux in-
conve´nients difficilement surmontables: le premier est que la qualite´ de la
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convexification de´pend fortemement du choix de la constante R; en fait les
plus grandes valeurs de la fonction s’obtiennent autour du cercle x2 + y2 =
R2, les re´gions e´loigne´es ayant une valeur beaucoup plus faible. Le deuxie`me
est que la convexification introduit de l’espace de recherche inutile car la
re´gion r ≤ R ne pre´sente pas d’inteˆret; elle devrait tout simplement eˆtre
exclue du domaine de recherche.
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Fig. 4.6 – Le terme x
(x2+y2)
3
2
sur le domaine [−5,5] × [−5,5]. Comme le
domaine de de´finition contient une re´gion qui ne pre´sente pas d’inte´reˆt pour
la recherche des minimas et que la fonction tend vers l’infini quand r → 0
on a conside´re´ 0 comme valeur de la fonction pour ce domaine.
La solution qu’on propose afin de s’affranchir de ces difficulte´s est de
passer en coordonne´es polaires une fois la discre´tisation effectue´e. Cela re-
vient a` remplacer le couple (xi,yi) par (ri,αi), ou` ri et αi sont le module du
rayon vecteur et l’angle polaire a l’instant ti. Le formules de passage d’un
mode`le a` l’autre sont :
x = r cosα
y = r sinα,
(4.19)
de telle sorte que les termes non-line´aires a` convexifier ont la forme suivante:
a sinα
r2
+ br sinα
a cosα
r2
+ br cosα
(4.20)
ou` a et b sont deux constantes de´pendentes du pas de la discre´tisation h.
Mode`le convexe. Il s’agit ici de trouver les enveloppes convexes pour les
termes donne´s en (4.20). Les fonctions convexes (respectivement concaves)
qu’on recherche sont de la forme:
qsup(α,r) = s1α2 + s2α+ s3r + s4
qinf (α,r) = i1α2 + i2α+ i3r + i4
(4.21)
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ou` les constantes s1,s2,s3,s4 et i1,i2,i3,i4 restent a` eˆtre de´termine´es en fonc-
tion des limites d’intervalle (αL,αU ,rL,rU ) sur lesquels les fonctions (4.20)
sont a` convexifier.
Avoir choisi des fonctions de la forme (4.21) pour les enveloppes convexes
et concaves est justifie´ par le fait que l’inte´gration des contraintes logiques
dans un tel syste`me peut-eˆtre traite´e par notre variante de l’algorithme
GBD. En effet, ce type de contrainte (quadratique se´parable) donne au pro-
ble`me la structure particulie`re dont on a besoin pour prendre en compte
les contraintes logiques. D’autre part, les variations des fonctions (4.20) par
rapport au r sont faibles et sont bien approche´es par des fonctions line´aires
en r. De meˆme, les variations par rapport a` α de ces meˆmes fonctions sont
bien sous-estime´es (sur-estime´es) par des fonctions quadratiques. La figure
(4.7) montre ces termes a` convexifier sur le domaine [0,2pi]× [10,30].
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Fig. 4.7 – A gauche la fonction a sinα
r2
+br sinα sur le domaine [0,2pi]×[10,30].
A droite la fonction a cosα
r2
+ br cosα sur ce meˆme domaine. On remarque
que ces fonctions (fortement non-line´aires) ont une faible variation en r (ce
qui justifie les fonctions line´aires en r pour les convexifier) et une variation
importante en α (d’ou` notre choix des fonctions quadratiques en α pour les
enveloppes convexes et concaves)
La convexification des fonctions en sin et cos doit se faire pour tout
domaine D ⊆ [0,2pi]×[10,30]. Autrement dit, afin d’avoir une convexification
efficace, on doit analyser chaque cas possible ([αL,αU ] ⊆ [0,2pi]). Plusieurs
cas ont e´te´ identifie´s et traite´s (le nombre total de convexifications diffe´rentes
avoisine 70). Pour chaque cas, il s’agit d’expliciter les coefficients s1,s2,s3,s4
et i1,i2,i3,i4 en fonction de αL,αU ,rL,rU . Afin de montrer la fac¸on dont ces
expressions sont obtenues, on de´taille la proce´dure sur un cas particulier,
celui du calcul de l’enveloppe convexe du terme a sinα
r2
+br sinα sur [αL,αU ]∪
[rL,rU ] avec αL ∈ [0,pi2 ] et αU ∈ [pi,2pi].
Les coefficients i1,i2,i3,i4 s’obtiennent en utilisant les observations sui-
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vantes :
– les minimas des fonctions q(α,r) et qinf (α,r) coincident;
(qinf )′α(
pi
2 ,r
U ) = 0
qinf (pi2 ,r
U )− q(pi2 ,rU ) = 0
– les fonction q(α,r) et qinf (α,r) prennent la meˆme valeur en (αU ,rL);
qinf (αU ,rL)− q(αU ,rL) = 0
– les fonctions q(α,r) et qinf (α,r) ont la meˆme tangente par rapport a` r
en (pi2 ,r
U );
(qinf )′r(
pi
2
,rU )− q(pi
2
,rU ) = 0.
Ces quatres e´quations permettent d’obtenir les expressions explicites des
parame`tres i1,i2,i3,i4 en fonction de rU ,rL,αU ,αL. Les enveloppes convexes
et concaves ainsi obtenues sont repre´sente´es sur le graphe (4.8).
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Fig. 4.8 – A gauche la fonction a sinα
r2
+ br sinα sur le domaine [0,2pi] ×
[10,30] et son enveloppe concave. A droite la meˆme fonction et son enveloppe
convexe. Les enveloppes ont e´te´ obtenues en utilisant les e´quations pre´sente´es
ci-avant.
Re´sultats pour le mode`le carte´sien
La meˆme analyse que celle discute´e auparavant est effectue´e pour chaque
cas possible. Afin d’obtenir les expressions analytiques des parame`tres s et
i, le calcul symbolique de Matlab a e´te´ utilise´; le logiciel d’optimisation
non-line´aire KNITRO nous a permis de re´soudre la relaxation convexe.
Les tests qu’on a effectue´s concernent un transfert orbital simple, chaque
composante discre`te ri se trouvant dans le domaine [10,30] et chaque αi dans
l’intervalle [0,2pi]. Les intervalles ustilise´es pour la vitesse sont de la forme
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[−vU ,vU ] ou` vU est la vitesse maximale obtenue en re´solvant le proble`me
spatial avec une me´thode locale. La pousse´e maximale est de 60N .
Dans tous les tests, l’objectif optimal de la relaxation convexe
est 0!
Quels que soient les intervalles choisis pour borner les variables discre`tes,
il existe donc toujours un controˆle nul capable de satisfaire les contraintes
du proble`me convexe.
Cette mauvaise limite infe´rieure peut-eˆtre explique´e en regardant de plus
pre`s l’e´quation de la dynamique qu’on est en train de convexifier:
r¨ = −µ r
r3
+
1
m
u
Le terme le plus important en ce qui concerne l’ordre de grandeur est le
terme en r, l’attraction terrestre. En effet ce terme est beaucoup plus grand
que le controˆle qu’on utilise pour de´placer le satellite d’une orbite a` l’autre,
le controˆle ayant plutoˆt le roˆle d’une perturbation:
|µ r
r3
|  | 1
m
u|
Or, c’est justement pour ce terme en r qu’on cherche les enveloppes convexes
et concaves qsup et qinf . Ce qui se traduit dans la relaxation convexe par le
fait que les e´quations sont satisfaites meˆme pour un controˆle nul, car
qsup  | 1mu| et qinf  | 1mu|
et les e´quations sont troˆp relaxe´es. Du point de vue physique, les e´quations
n’expriment pas le fait que le satellite se trouve sur une orbite, mais quelque
part autour d’une orbite; cela veut dire que le satellite peut passer d’une
orbite a` une autre sans qu’on controˆle le syste`me.
Ces re´sultats, bien qu’infructeux en ce qui concerne la qualite´ de la limite
infe´rieure, permettent d’exprimer une proprie´te´ cruciale que doit posse´der
la relaxation covexe:
Les contraintes du proble`me convexe, relaxation du proble`me
spatial 2D a` masse constante, doivent assurer le fait qu’en l’ab-
sence du controˆle le satellite reste sur la meˆme orbite
Or cette proprie´te´ s’exprime naturellement en utilisant les coordonne´es
de Gauss, e´tant donne´e qu’une partie des variables d’e´tat sont des inte´grales
premie`res de mouvement. Les paragraphes suivants s’inte´ressent a` ce type
de mode´lisation.
4.3.2 E´quations de Gauss en temps
Le principal avantage des e´quations du mouvement exprime´es en co-
ordonne´es de Gauss est le fait d’utiliser, parmi les variables d’e´tat, des
inte´grales premie`res du mouvement, qui expriment naturellement le fait que
si l’on ne controˆle pas le satellite celui-ci reste sur la meˆme orbite,
une proprie´te´ que l’on va essayer de maintenir dans la relaxation convexe.
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E´quations du mouvement et variables d’e´tat. Les nouvelles variables
d’e´tat sont (voir figure (4.9)):
– P , le parame`tre de la conique; il est l’un des parame`tres de´crivant la
forme de l’orbite
– ex et ey, composantes du vecteur excentricite´; elles de´crivent la forme
de l’orbite (l’excentricite´) mais aussi sa position dans le plan
– L, la longitude cumule´e; elle donne la position du satellite sur l’orbite.
Quant au controˆle, il est exprime´ dans le re´pe`re ortho-radial (figure 4.9).
Fig. 4.9 – Interpre´tation physique des parame`tres orbitaux. P , ex et ey
mode´lisent la forme et la position de l’orbite dans le plan. Naturellement, si
a` l’instant t aucune pousse´e n’est exerce´e sur le satellite ces trois parame`tres
sont constants (l’orbite et sa position dans le plan ne souffrent aucune mo-
dification). L, qu’on va appeler la longitude cumule´e pre´cise la position du
satellite sur l’orbite. Le controˆle (vecteur u) est de´compose´ dans le re´pe`re
ortho-radial : une composante le long du rayon vecteur r et une composante
normale a` ce meˆme vecteur.
Avec ces nouveaux parame`tres les e´quations de mouvement du satellite
s’e´crivent:
P˙ = 2m√µ
P
3
2
W u2
e˙x = 1m√µ sinLP
1
2u1 + 1m√µP
1
2
Q1
W u2
e˙y = − 1m√µ cosLP
1
2u1 + 1m√µP
1
2
Q2
W u2
L˙ =
√
µW
2
P
3
2
(4.22)
ou`
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W = 1 + ex cosL+ ey sinL
Q1 = 2 cosL+ ex(1 + cos2 L) + ey(sinL cosL)
Q2 = 2 sinL+ ex(sinL cosL) + ey(1 + sin2 L)
(4.23)
Une premie`re remarque concerne la variable W , donne´e par les e´qua-
tions (4.23). Il est important dans la convexification d’obtenir des limites
infe´rieures et supe´rieures sur cette variable. En explicitant l’expression de
W en fonction de l’excentricite´ e =
√
e2x + e2y, on obtient:{
ex = e cosω
ey = e sinω
⇒ W = 1 + e cos(L− ω) (4.24)
et alors W ∈ [1−emax,1+emax]. Comme e ∈ [0,1) alors W > 0 et les limites
infe´rieures sur la variable W peuvent eˆtre obtenues en partant des limites
d’intervalle pour les variables ex et ey. D’autre part, ces limites ne sont pas
tre`s pre´cises et on va souvent eˆtre oblige´ de se contenter de cette approxima-
tion assez grossie`re; en fait, la seule fac¸on de mieux borner W et de prendre
en compte les contraintes de boˆıte sur la variable L (LL,LU ). Malgre´ la
meilleure pre´cision obtenue de cette fac¸on, cela complique conside´rablement
les choses, en ajoutant un nouveau parame`tre (L) a` prendre en compte dans
le Branch and Bound.
Cela nous ame`ne aussi a` un proble`me plus ge´ne´ral: les termes en sinL
et cosL sont tre`s difficiles a` convexifier, e´tant donne´e leur nature tre`s os-
cillatoire. Ce meˆme type de fonction nous a pose´ des proble`mes lors de la
convexification du cas carte´sien (on se rappele le changement de variables
et le cas polaire).
On remarque en regardant les e´quations (4.22) que si |u| = 0 alors P˙ = 0,
e˙x = 0 et e˙ydt = 0, donc le satellite reste sur la meˆme orbite. C’est la une
proprie´te´ tre`s importante du syste`me qu’on va essayer de pre´server lors de
la convexification. Pour cela, conside´rons le cas ge´ne´ral suivant:
F (x,u) = a(x)u1 + b(x)u2 (4.25)
(ici F doit s’annuler quand |u| =
√
u21 + u
2
2 = 0)
On veut donc convexifier cette e´quation tout en gardant le fait que |u| =
0⇒ F = 0. On propose trois fac¸ons diffe´rentes de le faire:
i) en utilisant le module du controˆle (|u|):
F = a(x)u1 + b(x)u2 ⇒ |F | = |a(x)u1 + b(x)u2| ⇒
|F | ≤ |a(x)||u1|+ |b(x)||u2|
(4.26)
et la relaxation ainsi obtenue:{
F ≤ |a(x)|max|u1|+ |b(x)max||u2|
F ≥ −|a(x)|max|u1| − |b(x)max||u2| (4.27)
76
Cela revient a` travailler avec des nouvelles variables de controˆle : |u1|
et |u2|. Il est facile maintenant de ve´rifier qu’un controˆle nul ne de´place
pas le satellite sur une autre orbite.
ii) en utilisant les parties positives et ne´gatives du controˆle:{
u1 = u+1 − u−1
u2 = u+2 − u−2
u+1 ,u
−
1 ,u
+
2 ,u
−
2 ≥ 0 (4.28)
En effet, si la convexification du terme a(x)u1 quand u1 ∈ [−Tmax,Tmax]
n’assure pas que ce terme est nul quand u1 = 0, la convexification du
terme a(x)u+1 quand u1 ∈ [0,Tmax] assure, elle, cette proprie´te´. Afin
de ve´rifier cela, le lecteur peut utiliser les e´quations de McCormick
donne´es en §4.1.2, formules (4.6).
Il est important de remarquer que ces substitutions de variable (pas-
sage de u1, u2 a` u+1 ,u
−
1 , u
+
2 , u
−
2 ) ne changent pas la forme quadratique
de l’objectif, son terme principal a` l’instant ti s’e´crivant (u+1 )
2
i+(u
−
1 )
2
i+
(u+2 )
2
i + (u
−
2 )
2
i .
iii) en utilisant les variables boole´ennes: soit y1 ∈ {0,1} avec y1 = 0 si
u1 ≤ 0 et y1 = 1 si u1 > 0. De meˆme, une variable binaire y2 ∈ {0,1}
est associe´e a` u2. Les deux e´quations suivantes expriment le roˆle des
variables binaires y1,y2:
(2y1 − 1)u1 ≥ 0
(2y2 − 1)u2 ≥ 0 (4.29)
Avec cela, la relaxation devient:
u1[y1aL(x) + (1− y1)aU (x)] + u2[y2bL(x) + (1− y2)bU (x)] ≤ F
u2[y1aU (x) + (1− y1)aL(x)] + u2[y2bU (x) + (1− y2)bL(x)] ≤ F
(4.30)
La complexite´ des e´quations (4.29) et (4.30), surtout due au fait qu’on intro-
duit des variables binaires, rendant ainsi le proble`me combinatoire, nous a
amene´ par la suite a` prendre en compte seulement les deux premiers mode`les,
i) et ii), pour convexifier le proble`me.
On conclut cette partie pre´alable de´die´e a` la convexification en regar-
dant la solution locale obtenue pour le proble`me de controˆle spatial a` masse
constante, solution obtenue par une me´thode directe. La figure (4.10) re-
pre´sente les e´volutions des parame`tres orbitaux en fonction du temps. Les
faibles oscillations des parame`tres P ,ex,ey et L vont nous permettre de faire
des suppositions quant aux bornes d’intervalle, en se basant sur la forme
de la solution locale. C’est la un avantage qu’on n’avait pas en utilisant le
mode`le carte´sien. La solution globale et la relaxation convexe du proble`me
de transfert orbital 2D est cherche´e sur le domaine re´duit:
Pi ∈ [P loci −∆P,P loci +∆P ] , i = 0,N
(ex)i ∈ [(ex)loci −∆ex,(ex)loci +∆ex] , i = 0,N
(ey)i ∈ [−eUy ,eUy ] , i = 0,N
L ∈ [Lloci −∆L,Lloci +∆L] , i = 0,N
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ou` l’indice loc fait re´fe´rence a` la solution locale, ∆P , ∆ex, eUy et ∆L sont
des constantes judicieusement choisies, qui caracte´risent la globalite´ de la
solution.
Afin de pouvoir comparer les diffe´rentes convexifications entre elles, on
compare les valeurs des objectifs des relaxations convexes. Mais une autre
comparaison est aussi tre`s interessante: le minorant, exprime´ comme fonction
des parame`tres ∆P , ∆ex et ∆L est une fonction de´croissante. En effet, quand
∆P , ∆ex et ∆L tendent vers 0, la limite infe´rieure tend vers sa valeur
maximale, la solution locale du proble`me. Cette fonction peut-eˆtre alors
utilise´e comme une mesure de la qualite´ de la relaxation convexe. De plus,
si on prend la valuer relative par rapport a` la solution locale du proble`me
de transfert orbital a` masse constante (UBD), on a une mesure quantitative
de la limite infe´rieure:
LBD
UBD
= fonction(∆P,∆ex,∆L)
Fig. 4.10 – Une solution locale du proble`me de transfert orbital 2D a` masse
constante. En haut a` gauche P en fonction du temps, les unite´s de mesure
e´tant le megame`tres (Mm) pour P et l’heure (h) pour le temps. En haut a`
droite ex en fonction du temps, en bas a` gauche ey en fonction du temps
et en bas a` droite L en fonction du temps. Les oscillations sont petites, ce
qui nous permet de faire de bonnes suppositions quant au minimum global,
cela jouant en notre faveur pour la convexification car on re´duit la taille des
intervalles de variation pour les parame`tres orbitaux.
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Un premier mode`le
On commence l’e´tude de la convexification des e´quations de Gauss en
fonction du temps par un mode`le simplifie´. On regarde seulement les e´qua-
tions donnant la variation de P et L. Notre choix est motive´, d’une part,
par le fait que ces e´quations ne contiennent pas de termes en sinL et cosL,
termes difficiles a` bien convexifier comme on l’a vu dans le cas des e´quations
carte´siennes. D’autre part, en simplifiant de cette fac¸on le syste`me d’e´qua-
tions on diminue le nombre de variables, en obtenant ainsi une relaxation
convexe plus simple a` re´soudre.
Les e´quations prises en compte sont donc:
dP
dt =
2
m
√
µ
P
3
2
W u2
dL
dt =
√
µW
2
P
3
2
W = 1 + ex cosL+ ey sinL
(4.31)
On remarque que seule la composante u2 du controˆle est conside´re´e dans
ce mode`le. Cela affecte forcement la valeur de la limite infe´rieure donne´e par
la relaxation convexe (le terme
∫
u21(t)dt n’est pas pris en compte dans l’ob-
jectif), mais pas de fac¸on dramatique. En fait, en analysant la contribution
du terme en u1 dans l’objectif, on s’est aperc¸u qu’elle de´passe rarement les
12% de la valeur totale de l’objectif (pour le jeu de conditions initiales et
terminales qu’on utilise habituellement).
La de´marche qu’on propose pour obtenir une relaxation convexe peut-
eˆtre synthe´tise´e comme suit:
– utiliser les intervalles des variables ex et ey pour de´duire des intervalles
sur la variables W a` chaque instant ti a` l’aide des formules:
WL = 1− eU
WU = 1 + eU
eU = max
ex∈[eLx ,eUx ],ey∈[eLy ,eUy ]
√
e2x + e2y
(4.32)
(les indices i ayant e´te´ omis pour plus de clarte´).
– les intervalles sur P et W sont utilise´s pour limiter la variation de la
variable d’e´tat P , en utilisant le module du controˆle:
|FP | = |dPdt | = 2m√µ P
3
2
W |u2| ⇒ |FP | ≤ 2m√µ (P
U )
3
2
WL
|u2| (4.33)
et donc la relaxation: FP ≤
2
m
√
µ
(PU )
3
2
WL
|u2|
FP ≥ − 2m√µ (P
U )
3
2
WL
|u2|
(4.34)
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(encore une fois, l’omission des indices i est intentionnelle). La meˆme
de´marche est utilise´e pour obtenir les relaxations sur les variables F¯P ,
le second membre des e´quations en P aux points milieux de chaque
intervalle de discre´tisation, ti+ti+12 ;
– soit linsup(P−
3
2 ) et lininf(P−
3
2 ) les enveloppes concaves et convexes
line´aires de la fonction f : [PL,PU ]→ R f(P ) = P− 32 (la fac¸on dont
ses enveloppes sont obtenues est illustre´e sur la figure 4.3). Alors l’e´-
quation en L est relaxe´e en utilisant les formules suivantes (FL = dLdt ):{
FL −√µ(WL)2linsup(P− 32 ) ≥ 0
FL −√µ(WU )2lininf(P− 32 ) ≤ 0 (4.35)
En utilisant ces diffe´rentes remarques le proble`me suivant est une relaxa-
tion du proble`me spatial 2D a` masse constante:
min
N∑
i=0
|(u2)i|2
(C)

− 32hPi + 32hPi+1 − 14FPi − 14FPi+1 − F¯Pi = 0 i = 0,N − 1
− 32hLi + 32hLi+1 − 14FLi − 14FLi+1 − F¯Li = 0 i = 0,N − 1
1
2Pi +
1
2Pi+1 +
h
8F
P
i − h8FPi+1 − P¯i = 0 i = 0,N − 1
1
2Li +
1
2Li+1 +
h
8F
L
i − h8FLi+1 − L¯i = 0 i = 0,N − 1
(M)

FPi − 2m√µ
(PUi )
3/2
WLi
|(u2)i| ≤ 0 i = 0,N
−FPi − 2m√µ
(PUi )
3/2
WLi
|(u2)i| ≤ 0 i = 0,N
F¯Pi − 2m√µ
(P¯Ui )
3/2
W¯Li
|(u2)i| ≤ 0 i = 0,N
−F¯Pi − 2m√µ
(P¯Ui )
3/2
W¯Li
|(u2)i| ≤ 0 i = 0,N
(L)

FLi −
√
µ(WLi )
2linsup(P−3/2) ≥ 0 i = 0,N
FLi −
√
µ(WUi )
2lininf(P−3/2) ≥ 0 i = 0,N
F¯Li −
√
µ(W¯Li )
2linsup(P¯−3/2) ≥ 0 i = 0,N
F¯Li −
√
µ(W¯Ui )
2lininf(P¯−3/2) ≥ 0 i = 0,N
(T )
{ |(u2)i| ≤ TU i = 0,N
(4.36)
ou` (C) est l’ensemble d’e´quations issues de la collocation, (M) les e´qua-
tions ou` la valeur absolue du controˆle a e´te´ utilise´e pour assurer le fait que
sans controˆle le satellite reste sur la meˆme orbite et ou` (L) de´note l’ensemble
d’e´quations relaxant l’e´volution du parame`tre d’e´tat L. On rappelle que
tous les termes utilisant la notation x¯ se re´fe`rent aux variables calcule´es aux
points milieux des intervalles ( ti+ti+12 ) pour x.
Re´sultats. La relaxation convexe de´crite plus haut a e´te´ resolue a` l’aide de
la bibliothe`que d’optimisation CPLEX, dans un algorithme qu’on a implante´
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en langage C. Le solveur non-line´aire KNITRO calcule la solution locale
(limite supe´rieure) du proble`me de de´part. Le proble`me de test (transfert
orbital 2D a` masse constante) est caracte´rise´ par les parame`tres suivants:
P 0 = 36.625Mm P f = 42.165Mm
e0x = 0.15 e
f
x = 0.00
e0y = 0.00 e
f
y = 0.00
L0 = 0.00 Lf = 100.00
tf = 331.51h TU = 30.00N m = 1500Kg
(4.37)
Le tableau suivant (4.3) pre´sente les temps de calcul, correspondant aux
diffe´rents nombres de points de discre´tisation.
Ndis Ntot texec(s) Rapport (%)
200 1796 0.2954 41.663
400 3596 0.6523 41.615
800 7196 1.4645 41.590
1000 8996 1.8967 41.585
1500 13496 3.5493 41.579
3000 26996 9.7214 41.574
Tab. 4.3 – Les temps d’exe´cution pour la relaxation convexe, proble`me qua-
dratique obtenu en fixant les parame`tres ∆P = 0.1 et ∆ex = 0.01. Ici, Ndis
est le nombre de points de discre´tisation; Ntot, le nombre de variables dans
le proble`me ; texec, le temps d’exe´cution, exprime´ en secondes et la colonne
”Rapport” donne la valeur de la fonction LBDUBD obtenue dans chaque cas;
le temps d’exe´cution repre´sente le temps de calcul pour le proble`me d’op-
timisation plus le temps ne´cessaire a` construire le proble`me et a` calculer
les limites d’intervalle pour les variables conside´re´es. Les temps de calcul
sont raisonnables, meˆme pour les proble`mes de grande taille (3000 points de
discre´tisation).
On peut remarquer que, meˆme pour les proble`me de grandes taille, les
temps de re´solution de la relaxation convexe sont assez petits, le proble`me
n’e´tant pas difficile, en raison d’un nombre de variables peu important. Bien
suˆr, le fait de travailler avec une relaxation quadratique est crucial, les al-
gorithmes de re´solution des proble`mes quadratiques e´tant plus performants
que ceux existant pour trouver la solution d’un proble`me non-line´aires; par
exemple, le proble`me de controˆle optimal discre´tise´ prend plus de temps a`
eˆtre re´solu que sa relaxation quadratique convexe.
Conside´rons maintenant l’influence des limites d’intervalle sur la qualite´
de l’estimation infe´rieure. Comme de´ja precise´ ∆P , ∆ex et ∆L de´notent
les tailles des intervalles utilise´es pour borner les variables de´tat P ,ex et
L. La Figure (4.11) pre´sente la relation LBDUBD100 = fonction(∆P,∆ex), le
parame`tre ∆L e´tant une constante dans ce cas (et e´gale a` 1). Dans ces
81
0
0.2
0.4
0.6
0.8
1
0
0.02
0.04
0.06
0.08
0.1
30
35
40
45
50
55
60
65
70
75
∆ P
∆ e
x
Fig. 4.11 – Le rapport LBDUBD fonction de ∆P ∈ [0.01,1] et ∆ex ∈ [0.1,0.001].
P est exprime´ en Mm (Megame`tres). ∆L = 1, constant dans ce cas. La
meilleure sous-estimation dans ce cas ne de´passe pas 75%.
conditions, la meilleure limite obtenue ne de´passe pas les 75% de la limite
supe´rieure, solution locale du proble`me spatial. Ce qui est encore plus impor-
tant est le fait que cette limite est difficilement utilisable dans le cadre d’un
algorithme de Branch and Bound. La figure (4.12) montre le rapport LBDUBD
en fonction de ∆P (a` ∆ex fixe´) et ce meˆme rapport en fonction de ∆ex (a`
∆P fixe´). Comme on peut le constater en analysant ces figures, on obtient
une limite infe´rieure diffe´rente de 0, mais exploitable dans un algorithme
seulement quand on est tre`s pre`s de la solution locale. Ceci est e´videmment
duˆ au fait que la relaxation qu’on utilise est trop forte. En effet, utiliser sim-
plement les limites des intervalles est trop peu contraignant, la principale
difficulte´ e´tant la mauvaise approximation faite pour obtenir les limites sur
la variable W .
En conclusion de ce mode`le, on obtient une limite infe´rieure non nulle,
ce qui prouve que la de´marche qu’on suit est la bonne. D’autre part, la
convexification des fonctions sinL et cosL est la difficulte´ principale, dont
on doit s’affranchir afin d’obtenir de meilleurs re´sultats.
Deuxie`me mode`le
Ce mode`le est en fait une autre fac¸on de convexifier le proble`me en se
concentrant toujours sur les deux e´quations en P et L. Quoiqu’on puisse
affirmer a posteriori que les re´sultats obtenus avec ce mode`le ne sont pas
meilleurs que ceux du mode`le pre´ce´dent, son inte´reˆt re´side dans la fac¸on
dont il est obtenu. L’ide´e est de re´duire l’inde´termination introduite par
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Fig. 4.12 – Pourcentage LBDUBD en fonction des parame´tres ∆P (a` gauche pour
un ∆ex = 0.001 fixe´) et ∆ex (a` droite pour ∆P = 0.01, fixe´). L’influence de
∆P est plus petite petite pour de grands intervalles est devient importante
dans le voisinage de la solution locale. Le parame`tre ∆ex est plus important,
sa variation ayant un impact plus important sur la qualite´ de l’estimation
infe´rieure.
l’e´quation
dP
dt
=
2
m
√
µ
P 3/2
W
u2 (4.38)
en utilisant une nouvelle variable d’e´tat R = P−1/2. On peut alors re´e´crire
cette e´quation :
dR
dt
= − 1
m
√
µ
1
W
u2 (4.39)
L’inte´reˆt de cette approche est de faire disparaˆıtre le terme en P dans
la premie`re e´quation. En fait, convexifier un terme biline´aire (comme ce-
lui donne´ en (4.39)) est plus efficace en ce qui concerne les qualite´ de la
sous-estimation (ou sur-estimation) qu’un terme triline´aire (celui donne´ en
(4.38)), en raison d’un plus petit nombre de relaxations. Avec ces conside´rations,
le nouveau syste`me a` convexifier s’e´crit:{
dR
dt = − 1m√µ 1W u2
dL
dt =
√
µW 2R3
(4.40)
Remarquons qu’on est pas assure´ d’avoir une meilleure relaxation avec ce
mode`le car, malgre´ l’ame´lioration trouve´e pour la premie`re e´quation, on a
modifie´ la deuxie`me. En effet, la nouvelle fonction a` convexifier est R3 qui
est moins bien approche´ par line´arisation que la fonction P−3/2, en raison
de sa plus grande courbure. Outre cette modification par rapport au mode`le
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pre´ce´dent, on utilise aussi la se´paration du controˆle en partie positive et
ne´gative. Dans un premier temps le proble`me suivant est obtenu:
min
∫ tf
0
(u+2 )
2 + (u−2 )
2dt
(M)
{
FR − 1m√µT1 + 1m√µT2 = 0
(L)
{
FL −√µT3 = 0
(C)
{
M1 = R3 T1W = u+2 T2W = u
−
2
M1W
2 = T3 T3 =M1W 2
(T )
{
u+2 ≤ Tmax
u−2 ≤ Tmax
(4.41)
ou`:
– (L) de´note l’ensemble d’e´quations de Gauss conside´re´es dans ce mode`le
– (T ) est la contrainte limitant la pousse´e
– M1,T1,T2,T3 sont des variables supple´mentaires introduites pour la
convexification et dont les relations de de´finition sont donne´es par
l’ensemble d’e´quations (C). Comme ces e´quations sont les seules non-
line´aires du syste`me, la convexification se concentre sur ces termes; on
utilise les fonctions linsup(R3) et lininf(R3) pour l’e´quation M1 =
R3; on utilise aussi les limites Wmin et Wmax pour relaxer les autres
e´quations. Par exemple, dans la relaxation convexe, l’e´quation T1W =
u+2 devient: {
T1W
min ≤ u+2
T1W
max ≥ u+2
(4.42)
Avec ces remarques, le proble`me qu’on re´sout s’obtient a` partir de (4.41)
en discre´tisant par collocation dircete.
Re´sultats. On conside`re le meˆme proble`me spatial afin de tester cette
nouvelle me´thode de convexification. La relaxation ainsi obtenue est toujours
un proble`me quadratique (CPLEX a e´te´ utilise´ comme solveur), quant au
proble`me spatial discretise´, sa solution est obtenue de fac¸on identique, a`
l’aide du solveur KNITRO.
Les temps de calcul pour la limite infe´rieure dans ce cas sont supe´rieures
a` ceux obtenus pre´ce´demment, a` cause du nombre de variables plus e´leve´
(voir tableau 4.4):
Sur la figure (4.13) on a repre´sente´ l’e´volution du rapport LBDUBD en fonc-
tion des parame`tres ∆P et ∆ex.
On n’obtient pas de meilleurs re´sultats dans ce cas. Au contraire, une
le´ge`re de´gradation de la limite infe´rieure peut eˆtre remarque´e. En se rappro-
chant de la solution locale du proble`me, notre sous-estimation avoisine les
72% de l’objectif optimal, solution locale du proble`me spatial (a` comparer
avec les 75% du premier mode`le). D’autre part, la variation de la surface
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Ndis Ntot texec(s) Rapport (%)
200 3592 0.4489 40.6564
400 7192 1.0324 40.6148
800 14392 2.6121 40.5946
1000 17992 3.6361 40.59082
1500 26992 6.1373 40.5858
3000 53992 29.3399 40.5810
Tab. 4.4 – Les temps d’exe´cution pour la relaxation convexe, proble`me qua-
dratique obtenu pour les parame`tres ∆P = 0.1 et ∆ex = 0.01. Les notations:
Ndis, le nombre des points de discre´tisation; Ntot, le nombre de variables
dans le proble`me ; texec, le temps d’exe´cution, exprime´ en secondes et la co-
lonne ”Rapport” donne la valeur de la fonction LBDUBD obtenue dans chaque
cas; les temps d’exe´cution sont supe´rieurs a` ceux obtenus avec le mode`le
pre´ce´dent, car le proble`me a plus de variables et de contraintes.
LBD
UBD est brusque suivant la direction ∆P . L’avantage qu’on peut tirer de
cet comportement est lie´ a` la technique de Branch and Bound : il est plus
avantageux de re´duire la dimension de l’espace de recherche en divisant les
intervalles [PL,PU ] que ceux de type [eLx ,e
U
x ]. En effet on a plus de chance
d’obtenir une bonne limite infe´rieure en ”se´parant” les variables P que ex.
Toutefois, il existe un de´savantage majeur : la limite infe´rieure n’est pas tre`s
efficace quand l’espace de recherche est tre`s grand autour de la solution lo-
cale, elle ne de´passe pas les 50% de la limite supe´rieure. Ces remarques sont
e´galement vraies pour le mode`le pre´ce´dent e´tant donne´e la similitude des
re´sultats obtenus. Afin de mieux comparer les deux approches, on repre´sente
sur la figure (4.14) l’e´volution de la limite infe´rieure dans les deux cas, en
conside´rant dans un premier temps ∆P = 0.01 fixe´ et puis ∆ex = 0.001 fixe´.
Conclusions
On a pre´sente´ deux fac¸ons diffe´rentes de convexifier le proble`me de
controˆle optimal en utilisant les e´quations de Gauss en fonction du temps.
Une ame´lioration importante par rapport au mode`le carte´sien a e´te´ apporte´e,
notamment aux techniques qu’on a utilise´es pour exprimer cette proprie´te´
fondamentale du proble`me relaxe´: si le satellite n’est pas controˆle´, il reste sur
la meˆme orbite. C’est la`, l’apport principal de cette approche par rapport
au cas de la convexification carte´sienne. Dans nos efforts pour ame´liorer la
limite infe´rieure on a de´veloppe´ plusieurs mode`les diffe´rents, en combinant
les diffe´rentes techniques pre´sente´es:
– la se´paration du controˆle en partie positive et ne´gative ou l’utilisation
de la valeur absolue du controˆle
– l’utilisation ou non de la substitution R = P−1/2.
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Fig. 4.13 – Le rapport LBDUBD fonction de ∆P ∈ [0.01,10] et ∆ex ∈ [0.3,0.001].
P est exprime´ en Mm (Megame`tres). ∆L = 1, constant dans ce cas. On
observe une le´ge`re de´gradation de LBD par rapport au mode`le pre´ce´dent. La
meilleure estimation ne de´passe pas les 72% de la limite supe´rieure.
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Fig. 4.14 – En haut, le rapport LBDUBD fonction de ∆P ∈ [0.01,1] pour ∆ex =
0.001 fixe´. En rouge le re´sultat pour le mode`le pre´ce´dent et en bleu, le re´sultat
associe´ a` la de´marche de´crite dans ce paragraphe. En bas, le rapport LBDUBD
fonction de ∆ex ∈ [0.001,0.1] pour ∆P = 0.01 fixe´. Toujours en rouge le
re´sultat pour le mode`le pre´ce´dent et en bleu, le re´sultat pour la de´marche
base´e sur la substitution R = P 1/2. On observe un avantage dans la qualite´
de l’estimation pour le premier mode`le, a` cause d’une meilleure estimation
de l’e´quation de Gauss dLdt .
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N’ayant pas obtenu d’ame´lioration notable par rapport au re´sultats com-
mente´s ici, on ne de´taille pas les autres mode`les.
On a aussi essaye´ d’inte´grer dans le syste`me les e´quations dexdt et
dey
dt ,
mais encore une fois, sans obtenir un quelconque gain concernant la qualite´
de la limite infe´rieure. Le proble`me principal reste les fonctions sinL et
cosL qui, e´tant donne´e leurs fortes variations sur des intervalles petits sont
tre`s difficiles a` convexifier de fac¸on efficace. Les sous-estimations et sur-
estimations des e´quations exdt et
ex
dt sont mauvaises et leur inte´gration dans
le syste`me n’apporte pas d’ame´lioration. Dans les paragraphes suivants on
pre´sente diffe´rentes mode´lisations nous permettant de nous affranchir de cet
obstacle.
4.3.3 Equations de Gauss en L
Pour mieux convexifier les fonctions sinL et cosL, l’ide´e est d’exprimer
les e´quations de Gauss en fonction du L, la longitude cumule´e, au lieu du
temps. En fait, en discre´tisant ces nouvelles e´quations, les instants Li sont
constants et connus a` l’avance, ce qui transforme les fonctions sinL et cosL
en constantes du proble`me.
La nouvelle dynamique du syste`me est donne´e par:
dP
dL =
2
mµ
P 3
W 3
u2
dex
dL =
sinL
mµ
P 2
W 2
u1 + 1mµ
P 2
W 3
Q1u2
dey
dL = − cosLmµ P
2
W 2
u1 + 1mµ
P 2
W 3
Q2u2
(4.43)
ou`: 
W = 1 + ex cosL + ey sinL
Q1 = 2 cosL + ex(1 + cos2 L) + ey(sinL cosL)
Q1 = 2 sinL + ex(sinL cosL) + ey(1 + sin2 L)
(4.44)
Un autre avantage e´vident de cette approche est le fait d’avoir transforme´
les expressions des parame`tres W , Q1 et Q2 en relations affines par rapport
a` ex et ey. Cela e´vite de convexifier ces e´quations et simplifie le proble`me a`
re´soudre.
Il y a toutefois un de´savantage a` cette technique: l’objectif du proble`me,
jusque-la` quadratique, est devenu une fonction non-convexe:∫ tf
t0
u2(t)dt =
∫ Lf
L0
u2(L)
dt
dL
dL =
1√
µ
∫ Lf
L0
u2(L)
P 3/2
W 2
dL (4.45)
Du point de vue de la convexification, cela signifie que l’objectif doit eˆtre
convexifie´ a` son tour. Au lieu de suivre cette voie, on propose la substitution
suivante (ce qui rend a` nouveau l’objectif quadratique):
u¯ = u
P 3/4
W
(4.46)
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Avec cette nouvelle variable (u¯), l’objectif devient: 1√µ
∫ Lf
L0
u¯2(L)dL. Ne´anmoins,
la non-convexite´ se retrouve dans l’expression de la contrainte sur la pousse´e
maximale: u2(t) ≤ T 2max, ine´quation convexe auparavant qui devient u¯2 W
2
P 3/2
≤
T 2max, de´sormais non-convexe.
Pour ne pas alourdir les notations, on va de´signer toujours par u le
nouveau controˆle (il n’y a pas risque de confusion, e´tant donne´ que l’ancien
controˆle ne sera pas utilise´ dans les paragraphes qui suivent). On peut main-
tenant e´crire la nouvelle forme des e´quations de Gauss en L et exprimer le
proble`me d’optimisation qu’on de´sire relaxer :

min
1√
µ
∫ Lf
L0
(u21 + u
2
2)dL
dP
dL =
2
mµ
P 9/4
W 2
u2
dex
dL =
sinL
mµ
P 5/4
W u1 +
1
mµ
P 5/4
W 2
Q1u2
dey
dL = − cosLmµ P
5/4
W u1 +
1
mµ
P 5/4
W 2
Q2u2
(u21 + u
2
2)
W 2
P 3/2
≤ T 2max
(4.47)
On conclut cette partie pre´alable a` la convexification par deux remarques
concernant la limite supe´rieure, solution locale du proble`me (4.47). Les
expe´riences nume´riques avec les me´thodes directes [15], [14] nous montrent
que les e´quations de Gauss en L (formules 4.43) sont un bien meilleur choix
par rapport au mode`le carte´sien ou aux e´quations de Gauss en temps; elles
posent moins de proble`mes nume´riques et on obtient de meilleurs temps
de calcul. La deuxie`me observation est qu’aucun effort supple´mentaire de
de´veloppement n’est ne´cessaire a` la suite du changement de variable (4.46)
et au nouveau mode`le obtenu (4.47). En effet, la solution locale du pro-
ble`me (4.43) est toujours une limite supe´rieure pour la solution globale du
proble`me spatial 2D a` masse constante. Les tests nume´riques qu’on a ef-
fectue´s sur quelques proble`mes simples de controˆle orbital n’ont pas mis en
e´vidence un avantage nume´rique a` re´soudre un mode`le plutoˆt que l’autre.
Un mode`le simplifie´
On conside`re ici le meˆme mode`le simplifie´ que celui pre´sente´ au para-
graphe §4.3.2, la motivation e´tant double : la simplicite´ du mode`le (sa petite
taille) favorise sa re´solution dans un temps de calcul pratiquement negli-
geable et d’autre part, la sous-estimation de la contribution de u2 dans
l’objectif implique moins de convexification. L’e´quation prise en compte est:
dP
dL
=
2
mµ
P 9/4
W 2
u2 (4.48)
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On remplace la variable de controˆle par ses parties positives et ne´gatives:
u2 = u+2 − u−2 :
dP
dL
=
2
mµ
P 9/4
W 2
u+2 −
2
mµ
P 9/4
W 2
u−2 (4.49)
et on suit la de´marche de´crite en §4.3.2:
– les bornes d’intervalle de ex et ey sont utilise´es pour obtenir de bonnes
estimations pourW (WL etWU ); cette fois-ci, ces limites sont meilleures
que dans les cas pre´ce´dents.
– les termes de la forme P
9/4
W 2
u+2 et
P 9/4
W 2
u−2 sont relaxe´s en utilisant les
convexifications de McCormick; par exemple, pour le terme en u+2 les
e´quations sont relaxe´es de la fac¸on suivante:
T1 = P
9/4
W 2
⇒
{
T1 ≤ 1(WL)2 linsup(P 9/4)
T1 ≥ 1(WU )2 lininf(P 9/4)
T2 = T1u+2 ⇒

T2 ≥ TU1 u+2 + (u+2 )UT1 − TU1 (u+2 )U
T2 ≥ TL1 u+2 + (u+2 )LT1 − TL1 (u+2 )L
T2 ≤ TU1 u+2 + (u+2 )LT1 − TU1 (u+2 )L
T2 ≤ TL1 u+2 + (u+2 )UT1 − TL1 (u+2 )U
(4.50)
ou` T1 et T2 sont les nouvelles variables introduites pour les besoins de la
convexification.
Cette me´thode a e´te´ teste´e sur le meˆme proble`me spatial que les autres
convexifications et les re´sultats sont similaires a` ceux pre´sente´s auparavant.
On donne ici les re´sultats sur un mode`le le´ge`rement ame´liore´, obtenu a`
partir de (4.48) en utilisant la substitution: R = P−5/4. La nouvelle e´qua-
tion devient:
dR
dL
= − 5
2mµ
1
W 2
u2 (4.51)
ou` le second membre de l’e´quation ne contient plus de termes en R, d’ou`
l’inte´reˆt de la substitution. La convexification de cette e´quation beaucoup
plus simple que celle donne´e en (4.48) s’e´crit alors:
dR
dt = − 52mµT1 + 52mµT2
T1(WL)2 ≤ u+2
T1(WU )2 ≤ u+2
T2(WL)2 ≤ u−2
T2(WU )2 ≤ u−2
(4.52)
ou` T1 et T2 sont des nouvelles variables du proble`me relaxe´.
De la meˆme fac¸on, l’e´quation ((u+2 )
2+ (u−2 )
2) W
2
P 3/2
≤ T 2max, exprimant la
pousse´ maximale qui s’exerce a` l’instant t sur le satellite, se transforme en:{
Tmax
WL
P 3/4 − u+ ≥ 0
Tmax
WL
P 3/4 − u− ≥ 0 (4.53)
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et se convexifie en utilisant l’expression de R = P−4/3 et les formules de
McCormick pour les fonctions biline´aires.
Re´sultats. Avec le meˆme proble`me de test qu’en §4.3.2, cette convexifi-
cation a e´te´ resolue en utilisant CPLEX. Le tableau 4.5 pre´sente les temps
des calculs en fonction du nombres de points de discre´tisation. Malgre´ la
simplicite´ du proble`me de de´part (une seule e´quation a e´te´ retenue parmis
les trois du syste`me de Gauss), on voit que la relaxation convexe contient
un nombre plus important de variables; les temps de calcul restent toutefois
raisonnables, meilleurs que pour les convexifications des e´quations de Gauss
en fonction du temps.
Ndis Ntot texec(s) Rapport (%)
200 1996 0.138947 44.67957
400 3996 0.362702 44.87441
800 7996 0.974329 44.92768
1000 9996 1.323389 44.93424
1500 14996 2.353284 44.94165
3000 29996 6.521377 44.94693
10000 99996 59.308018 44.94941
Tab. 4.5 – Les temps d’exe´cution pour la relaxation convexe, proble`me qua-
dratique obtenu pour les parame`tres ∆P = 0.1 et ∆ex = 0.01. La le´gende
est: Ndis, le nombre des points de discre´tisation; Ntot, le nombre de va-
riables dans le proble`me ; texec, le temps d’exe´cution, exprime´ en secondes
et la colonne ”Rapport” donne la valeur de la fonction LBDUBD obtenue dans
chaque cas. Les temps de calcul restent raisonnables et la valeur du rapport
varie tre`s peu d’une discre´tisation a` l’autre, ce qui est en notre avantage,
le Branch and Bound ayant peu de chances d’aboutir pour un tre`s grand
nombre de variables.
Conside´rons maintenant l’e´volution de la limite infe´rieure en fonction
des parame`tres ∆P et ∆ex (voir Figure 4.15).
La meilleure limite infe´rieure obtenue en utilisant ce mode`le est de 75%
de la limite supe´rieure donne´e par une me´thode locale. On espe´rait mieux
pour cette convexification, mais il faut garder a` l’esprit que, meˆme si les
limites WL et WU sont mieux calcule´es, on utilise une seule e´quation (dRdL )
par rapport a` deux e´quations dans le cas des e´quations de Gauss en fonction
du temps (dRdt et
dL
dt ). Une autre observation inte´ressante porte sur la fac¸on
dont la fonction LBDUBD e´volue: pour de grands intervalles ∆P , l’influence des
limites PL et PU sur la valeur de cette fonction est mineure. Ceci est duˆ au
fait que le second membre de l’e´quation (4.52) ne contient pas de terme en R.
Ne´anemoins, ces limites (PL et PU ) devient brusquement importantes dans
le voisinage de la solution locale, la` ou` les contraintes de boˆıtes faisant inter-
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Fig. 4.15 – Pourcentage LBDUBD en fonction des parame´tres ∆P et ∆ex sur
le pave´ [0.01,10.00] × [0.30.001]. La meilleure limite infe´rieure atteint 75%
de la limite supe´rieure. Les re´sultats sont meilleurs que ceux obtenus pour
les e´quations de Gauss en fonction du temps, mais le gain n’est pas tre`s
important: a` peine 2%.
venir ces parame`tres sont souvent sature´es. Ces conside´rations sont e´taye´es
par le graphe (4.16) montrant les e´volutions du rapport LBDUBD en fonction de
∆P (respectivement ∆ex) a` ∆ex (respectivement ∆P ) fixe´.
Un mode`le complet
On pre´sente maintenant un mode`le prenant en compte toutes les e´qua-
tions de Gauss en fonction de la longitude (L). La principale difficulte´ ren-
contre´e dans la convexification d’un tel syste`me est la faible valeur de dexdt et
dey
dt , ce qui fait que la convexification introduit trop d’espace de recherche,
la limite infe´rieure ne de´passant pas les meilleures re´sultats obtenus avec le
mode`le simplifie´, de´crit en §4.3.3. Afin de renforcer la relaxation convexe, on
cherche une substitution de variable, nous permettant d’ajouter des relations
(si possible line´aires) entre les diffe´rentes variables du mode`le.
L’ide´e de ce mode`le est de partir de la forme implicite de la dynamique
[18]:
d(
1
P
)
dL
+
d(
ex
P
)
dL
+
d(
ey
P
)
dL
= 0, (4.54)
e´quation qui peut eˆtre obtenue par calcul direct a` partir du syste`me donne´
en (4.47).
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Fig. 4.16 – Pourcentage LBDUBD en fonction des parame´tres ∆P (a` gauche, en
bleu pour un ∆ex = 0.001 fixe´) et ∆ex (a` droite, en rouge pour ∆P = 0.01,
fixe´). L’influence de ∆P est petite pour des grandes intervalles est devient
brusquement importante dans le voisinage de la solution locale. Le parame`tre
∆ex est toujours important dans l’e´volution de la fonction repre´sente´e car
les contraintes faisant intervenir ce parame`tre jouent un roˆle actif dans la
relaxation convexe.
Ceci nous ame`ne a` la substitution suivante:
R = 1P
Ex = exP
Ey =
ey
P
(4.55)
Le syste`me d’e´quations exprime´ en utilisant les variables R, Ex, Ey
s’e´crit: 
dR
dL = − 2mµ R
7/4
w2
u2
dEx
dL =
sinL
mµ
R3/4
w u1 +
1
mµ
R3/4
w2
q1u1
dEx
dL = − cosLmµ R
3/4
w u1 +
1
mµ
R3/4
w2
q2u1
(4.56)
ou`: 
w = R + Ex cosL + Ey sinL
q1 = 2R cosL − Ex sin2 L + Ey sinL cosL
q2 = 2R sinL + Ex sinL cosL − Ey cos2 L
(4.57)
Avant de commencer a` convexifier le syste`me (4.56) remarquons que les
parame`tres w, q1 et q2 deviennent maintenant des variables du proble`me a`
re´soudre. Ceci n’est pas strictement ne´cessaire pour exprimer les e´quations
de Gauss (il s’agit juste des notations pour simplifier la lecture des e´qua-
tions), mais dans la convexification le passage des parame`tres aux variables
est une e´tape obligatoire. Ceci a comme conse´quence l’augmentation du
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nombre de variables dans le proble`me d’optimisation, mais les expressions
donne´es en (4.57) sont line´aires par rapport aux autres variables du pro-
ble`me, R, Ex et Ey.
Afin d’obtenir la relaxation convexe du proble`me (4.56) plusieurs tech-
niques de´ja utilise´es dans les paragraphes ante´rieurs vont eˆtre conside´re´es:
– la se´paration du controˆle en partie positive et ne´gative assure le fait
que sans controˆler le syste`me le satellite reste sur la meˆme orbite:{
u1 = u+1 − u−1
u2 = u+2 − u−2
Les nouvelles variables de controˆle sont u+1 , u
−
1 , u
+
2 et u
−
2 .
– les termes multiline´aires sont transforme´s en termes biline´aires en in-
troduisant de nouvelles variables. Par exemple:
v = v1v2v3 se transforme en
{
v = v1v4
v4 = v2v3
ou` v4 est la nouvelle variable introduite pour les besoins de la convexi-
fication. Ses limites (vL4 et v
U
4 ) s’obtiennent en utilisant l’analyse de
l’intervalle sur la relation de de´finition: v4 = v2v3.
– le termes biline´aires sont convexifie´s en utilisant les relations de Mc-
Cormick (§4.6).
– les termes de la forme xn, ou n ∈ R son convexifie´s en utilisant les
fonctions linsup(xα) et lininf(xα). Ceci ne´cessite encore une fois l’in-
troduction d’une nouvelle variable, de´finie par y = xα.
En utilisant les e´quations (4.54), (4.56) et les remarques pre´ce´dentes, le
proble`me interme´diaire suivant est obtenu :
min
∫ Lf
L0
(u+1 )
2 + (u−1 )
2 + (u+2 )
2 + (u−2 )
2dL
(C)

FR = − 2mµT1 + 2mµT2
F x = sinLmµ T3 − sinLmµ T4 + 1mµT5 − 1mµT6
F y = − cosLmµ T3 + cosLmµ T4 + 1mµT7 − 1mµT8
(F )
{
FR + F x cosL + F y sinL = 0
(P )

w = R + Ex cosL + Ey sinL
q1 = 2R cosL − Ex sin2 L + Ey sinL cosL
q2 = 2R sinL + Ex sinL cosL − Ey cos2 L
(M)

S1 = R7/4 S2 = R3/4 S3 = w2
M1S3 = S1 M2w = S2 M3S3 = S2
M1u
+
2 = T1 M1u
−
2 = T2 M2u
+
1 = T3
M2u
−
1 = T4 M3q1 =M4 M3q2 =M5
M4u
+
2 = T5 M4u
−
2 = T6 M5u
+
2 = T7
M5u
−
2 = T8 S1R = S2 M3w =M2
(4.58)
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dans lequel:
– (C) de´note l’ensemble d’e´quations issues directement du syste`me de
Gauss, T1, T3,T3, T4, T5, T6,T7, T8 e´tant les nouvelles variables corres-
pondant aux termes:
T1 = R
7/4
w2
u+2 T2 =
R7/4
w2
u−2 T3 =
R3/4
w u
+
1 T4 =
R3/4
w u
−
1
T5 = R
3/4
w2
q1u
+
2 T6 =
R3/4
w2
q1u
−
2 T7 =
R3/4
w2
q2u
+
2 T8 =
R3/4
w2
q2u
−
2
(4.59)
– (F ) de´signe l’ensemble d’e´quations line´aires exprimant la forme impli-
cite;
– (P ) de´note les e´quations de´finissant les parame`tres (variables du pro-
ble`me) w, q1, q2
– (M) de´note l’ensemble d’e´quations qui restent a` eˆtre convexifie´es en
utilisant les enveloppes de McCormick ou les fonctions linsup et lininf ,
suivant le cas. Les nouvelles variables introduites dans ce cas (S1,S2,S3
etM1,M3,M3,M4,M5,M6,M7,M8) sont de´finies par les relations sui-
vantes:
S1 = R7/4 S2 = R3/4 S3 = w2
M1 =
R7/4
w2
M2 =
R3/4
w M3 =
R3/4
w2
M4 = R
3/4
w2
q1 M5 = R
3/4
w2
q2
(4.60)
En utilisant les enveloppes convexes pour les termes biline´aires on obtient
la relaxation convexe directement a` partir du syste`me par discre´tisation.
Re´sultats. Le meˆme jeu de tests que pour les autres convexifications
pre´sente´es ante´rieurement a` e´te´ utilise´ afin de comparer l’efficacite´ de la
me´thode avec les autres mode`les.
On commence l’analyse des re´sultats en donnant les temps de calcul et le
nombre de variables dans la relaxation du proble`me spatial. En effet, vu la
forme des e´quations (4.58), cette convexification augmente conside´rablement
la taille du proble`me (voir tableau 4.6). L’impact sur les temps d’exe´cution
du proble`me est e´vident. De`s le de´but, pour des proble`mes de petite taille
(200 points de discre´tisation) le temps de calcul est non negligeable (au-
tour de 30s). C’est le prix a` payer pour une bonne estimation infe´rieure.
Il faut aussi pre´ciser que les temps de calcul obtenus pour la convexifica-
tion contiennent les temps effectifs d’optimisation plus le temps pour la
construction de la relaxation convexe et le calcul des limites d’intervalle
pour les variables nc´essaires a` la convexification. Ce dernier temps s’ave`re
eˆtre extreˆmement pe´nalisant; par exemple, pour le proble`me obtenu avec
10000 points de discre´tisation, plus de 80% du temps de calcul est de´die´ a`
la construction du proble`me relaxe´ et a` l’analyse par intervalle.
La figure (4.17) montre l’e´volution du rapport LBDUBD en fonction de la
taille des intervalles (∆P et ∆ex). Pour les intervalles de variations conside´re´s,
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Ndis Ntot texec(s) Rapport (%)
200 10775 23.6914 89.21262
400 21575 50.2818 89.51814
800 43175 122.9172 89.71111
1000 53975 166.7295 89.75155
1500 80975 299.1243 89.80697
3000 161975 888.0553 89.86389
10000 539975 ≈ 22h 89.87212
Tab. 4.6 – Les temps d’exe´cution pour la relaxation convexe, proble`me qua-
dratique obtenu pour les parame`tres ∆P = 0.1 et ∆ex = 0.01. La le´gende
est: Ndis, le nombre des points de discre´tisation; Ntot, le nombre de variables
dans le proble`me ; texec, le temps d’exe´cution, exprime´ en secondes et la co-
lonne ”Rapport” donne la valeur de la fonction LBDUBD obtenue dans chaque
cas; les temps d’exe´cution repre´sente le temps de calcul pour le proble`me
d’optimisation plus le temps ne´cessaire a` construire le proble`me et a` calcu-
ler les limites d’intervalle pour les variables conside´re´es. Les temps de calcul
ne sont plus ne´gligeables, la bonne sous-estimation obtenue par cette me´thode
se faisant au de´triment du temps de calcul. Meˆme si les temps d’exe´cution
ne sont pas mauvais, on peut s’attendre a` un impact important sur le temps
de calcul d’un algorithme qui re´sout ce proble`me a` chaque ite´ration.
la meilleure estimation infe´rieure est de 95% ce qui repre´sente une nette
ame´lioration par rapport aux mode`les prenant en compte seulement l’e´qua-
tion en P dans le syste`me de Gauss. A titre d’e´xemple, avec le mode`le de´crit
en §4.3.3 on obtient pour ∆P = 0.1 et ∆ex = 0.01 une estimation infe´rieure a`
44% tandis qu’avec ce mode`le l’estimation infe´rieure, obtenue pour la meˆme
valeur des parame´tres, est de 89%, plus que le double. Le graphe (4.18) fait
une comparaison des re´sultats de cette sous-estimation avec celle obtenue
par la methode de´crite en §4.3.3.
On conclut ce paragraphe concernant le mode`le complet en faisant une
analyse comparative de la limite inferieure obtenue avec des diffe´rentes
pousse´es maximales Tmax. On observe sur la figure (4.19) que les meilleures
sous-estimations sont obtenues pour les pousse´es maximales les plus pe-
tites; ceci est un re´sultat pre´visible, car en diminuant Tmax on re´duit auto-
matiquement le domaine du variation du controˆle, l’analyse de l’intervalle
e´tant beaucoup plus efficace. En contrepartie, le temps de calcul de la limite
infe´rieure est plus important, comme le montre le tableau (4.7).
Conclusions
Avec ce dernier mode`le complet, prennant en compte toutes les e´quations
de Gauss en L, on finit l’e´tude des diffe´rentes me´thodes de convexification
pour le proble`me de transfert orbital 2D a` masse constante. On a pre´sente´
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Fig. 4.17 – Pourcentage LBDUBD en fonction des parame´tres ∆P et ∆ex sur
le pave´ [0.01,10.00] × [0.30.001]. La meilleure limite infe´rieure atteint 95%
de la limite supe´rieure. Les re´sultats sont e´videmment meilleurs que ceux
obtenus pour les e´quations de Gauss en fonction du temps.
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Fig. 4.18 – Comparaison entre les limites infe´rieures obtenues avec les
mode`les en P seulement et celui complet, de´crit dans ce paragraphe. A
gauche, l’e´volution du rapport LBDUBD en fonction du ∆P , pour ∆ex = 0.001
fixe´; en rouge le mode`le complet, en bleu le mode`le simplifie´. A droite,
l’e´volution du rapport LBDUBD en fonction du ∆ex, pour ∆P = 0.01 fixe´; en
rouge le mode`le complet, en bleu le mode`le simplifie´. On observe une nette
ame´lioration pour notre dernie`re convexification (en rouge).
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Fig. 4.19 – Comparaison entre les limites infe´rieures obtenues avec ce mode`le
complet en faisant varier la pousse´e maximale. Comme cela e´tait attendu,
la qualite´ de l’estimation infe´rieure augmente au fur et a` mesure que Tmax
diminue.
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Tmax(N) texec(s)
0.8 31.00
1 19.27
2 14.20
5 6.46
10 8.06
20 8.11
30 8.16
Tab. 4.7 – Les temps d’exe´cution pour obtenir la limite supe´rieure, solution
locale du proble`me spatial re´solu par la me´thode de la collocation directe avec
le logiciel KNITRO. On utilise 1000 points de discre´tisation et le proble`me
a` 7997 variables et 5995 contraintes. Le temps de calcul est plus important
pour les petites pousse´es.
et de´taille´ un certain nombre de mode`les parmis ceux qu’on a de´veloppe´s
et teste´s; on a choisi pour cette pre´sentation les meilleurs mais aussi ceux
permettant d’illustrer les diffe´rentes techniques employe´es.
Notre conclusion est que la meilleure fac¸on de poser le proble`me est celle
de´crite en §4.3.3, car:
– ce mode`le en L transforme les fonctions sinL et cosL en constantes
apre`s la discre´tisation
– la se´paration du controˆle en partie positive et ne´gative assure que
seulement un controˆle non nul peut satisfaire les conditions initiales et
terminale
– le passage au variables R, Ex, Ey renforce le syste`me d’e´quations a`
re´soudre en ajoutant une e´quation line´aire (la forme implicite de la
dynamique).
Ne´anmoins, le de´savantage principal de ce mode`le est le temps de calcul,
tre`s important compte tenu du fait que ce proble`me relaxe´ est a` re´soudre a`
chaque ite´ration de l’algorithme d’optimisation globale. Ce temps de cal-
cul e´le´ve´ est justifie´ par deux facteurs: d’une part le grand nombre de
variables dans le mode`le et d’autre part par le grand nombre de calculs
supple´mentaires effectue´s pour construire le mode`le (on parle bien entendu
de l’analyse de l’intervalle, utilise´e pour obtenir les limites de chaque variable
auxiliaire).
4.4 La re´duction du domaine
La section pre´ce´dente nous montre que le dernier mode`le pre´sente´ fournit
la meilleure estimation infe´rieure, cette formulation se preˆtant le mieux a`
une relaxation convexe. C’est sur cette meˆme formulation qu’on va de´tailler
la technique de la re´duction du domaine qu’on a employe´e. Le principe qu’on
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va utiliser est de propager la re´duction de l’intervalle d’une variable d’e´tat
a` l’instant i sur les intervalles de ces voisins (i.e. i − 1, i + 1, i − 2, i + 2,
etc). Dans le de´but de chapitre, pour l’exemple de l’alunissage, on avait
utilise´ l’analyse d’intervalle pour cette re´duction: la connaissance de l’e´tat a`
l’instant i, ainsi que la connaissance du controˆle aux instants i et i+1 permet
d’obtenir l’expression explicite de l’e´tat a` l’instant i + 1. Pour le proble`me
de transfert orbital, la meilleure formulation donne´e en §4.3.3 s’e´crit:
dR
dL = − 2mµ R
2
w3
u2
dEx
dL =
sinL
mµ
R
w2
u1 + 1mµ
R
w3
q1u2
dEx
dL = − cosLmµ Rw2u1 + 1mµ Rw3 q2u2
(4.61)
ou`, les variables w, q1 et q2 sont de´finies par:
w = R + Ex cosL + Ey sinL
q1 = 2R cosL − Ex sin2 L + Ey sinL cosL
q2 = 2R sinL + Ex sinL cosL − Ey cos2 L,
(4.62)
et le controˆle u1 et u2 est le vrai controˆle (sans utiliser une quelquonque
substitution).
La discre´tisation de ce syste`me ne permet plus de donner une expression
explicite des e´tats a` i + 1 en fonction des e´tats et du controˆle a` l’instant i;
on a essaye´ de trouver cette expression en utilisant le calcul symbolique de
Matlab, mais nos efforts n’ont pas eu de succe`s.
Pour re´duire le domaine de faisabilite´, on propose une me´thode algo-
rithmique. En fait, la discre´tisation des e´quations (4.61) relie les e´tats aux
instants i et i+ 1 par un vecteur de fonctions non-line´aires, de la forme:
F i(xi,xi+1,ui,ui+1) = 0, i = 0,N − 1, (4.63)
avec x = (R,Ex,Ey) l’e´tat et u = (u1,u2) le controˆle.
La de´marche qu’on propose consiste a` re´duire successivement les bornes
des intervalles de l’e´tat a` l’instant i + 1 en utilisant l’analyse d’intervalle.
En conside´rant qu’a` l’ite´ration k de l’algorithme les intervalles en question
sont: xi ∈ Iix, xi+1 ∈ Ii+1x , ui ∈ Iiu et ui+1 ∈ Ii+1u la procedure donne´e dans
le Tableau 4.8 permet de re´duire la limite supe´rieure xi+1sup de l’intervalle I
i+1
x .
Cette proce´dure consiste a` de´couper successivement l’intervalle de de´part
Ix en e´liminant des morceaux d’intervalle non-faisable. Une technique si-
milaire est utilise´e afin de re´duire (en augmentant) la borne infe´rieure de
l’intervalle.
Remarque 4.4.1. Dans le cas ou` l’e´tat a plusieurs dimensions, la proce´dure
de re´duction est adapte´e en analysant chaque intervalle a` la fois: Ii+1R est
choisi en premier et re´duit en conside´rant les autres intervalles fixes, puis on
continue avec Ii+1Ex et I
i+1
Ey
; on arreˆte au moment ou` une analyse de ces trois
intervalles de R,Ex et Ey ne produit aucune re´duction.
99
Soit J = Ii+1x
Soit Js = ∅
tant que diam(J) ≥  faire
diviser l’intervalle J en deux moitie´s: J = Jinf ∪ Jsup
calculer l’intervalle I = F i(Iix,J,I
i
u,I
i+1
u )
si 0 ∈ I alors
J = Jsup (moitie´ supe´rieure de cet intervalle)
sinon
J = Js (moitie´ infe´rieure de l’intervalle pre´ce´dent)
fin si
Sauvegarde la moitie´ infe´rieure de cet intervalle Js = Jinf
fin tant que
Soit xi+1sup = borne supe´rieure de J
Tab. 4.8 – Proce´dure de re´duction de domaine
Remarque 4.4.2. Cette de´marche ne re´duit pas l’intervalle du controˆle. Ce
choix est justifie´ par le fait qu’on travaille a` pousse´e suffisament faible (de
l’ordre de 2 ou 3N) et la re´duction ainsi faite donne de bons re´sultats en
pratique.
Remarque 4.4.3. Cet meˆme algorithme pour re´duire le domaine de faisabilite´
est utilise´ pour re´duire les intervalles des variables d’e´tat a` l’instant i− 1 en
connaˆıssant ceux de l’instant i.
On pre´cise aussi que cette technique est utilise´e d’une part, au de´but
de l’algorithme pour faire une premie`re re´duction en utilisant les conditions
initiales et finales du proble`me (on obtient ainsi le domaine initial) mais
aussi apre`s chaque se´paration d’un nœud, afin de diminuer les domaines du
chaque nœud fils obtenu par la se´paration.
4.5 Re´sultats
Les diffe´rentes techniques et adaptations qu’on a pre´sente´es aupara-
vant ont e´te´ teste´es sur quelques proble`mes de transfert orbital 2D a` masse
constante. Comme on l’a pre´cise´ lors de l’analyse de la convexification, le
logiciel commerciel CPLEX est utilise´ pour calculer le minorant de chaque
nœud et KNITRO, le solveur non-line´aire utilisant une me´thode des points
inte´rieurs nous permet d’obtenir le majorant de chaque nœud.
Les premiers tests effectue´s sur des proble`mes de transfert orbital ayant
un petit nombre de points de discre´tisations (ne de´passant pas 15) convergent,
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mais les temps de calcul augmente conside´rablement par rapport a` l’exemple
traite´ en debut de chapitre. On a ainsi remarque´ des re´sultats plus modestes
quant a` la taille des proble`mes re´solus par rapport aux re´sultats du proble`me
de l’alunissage.
Afin d’analyser l’efficacite´ de la me´thode on va se concentrer sur le
cas suivant, celui d’un transfert orbital comportant 3 orbites et ayant une
pousse´e maximale petite (Tmax = 2.3N). On a utilise´ 10 points de discre´-
tisation par orbite afin de garder une taille raisonnable pour le proble`me
non-convexe:
N = 30 Tmax = 2.3
L0 = pi Lf = L0 + 6pi
P 0 = 36.625 P f = 42.165
e0x = 0.15 e
f
x = 0.00
e0y = 0.00 e
f
y = 0.00
(4.64)
Apre`s 100000 ite´rations et un temps de calcul important (de l’ordre
de 10 jours) le plus petit minorant atteint 85% de la meilleure solution
locale trouve´e (i.e. UBD−LBDUBD ≤ 15%). Malgre´ le petit nombre de points
de discre´tisation, le grand nombre de termes non-line´aires nous empeˆche
d’obtenir un minorant tre`s efficace, ce qui explique le nombre d’ite´rations
important, d’une part, et le temps de calcul, d’autre part (on peut conside´rer,
grossie`rement, le temps de calcul pour une ite´ration constant). La Figure
4.20 pre´sente l’e´volution du minorant en fonction du nombre d’ite´rations
(sur les premiers 20000). On remarque au de´but une croissance importante,
car l’arbre de Branch and Reduce a une petite taille, mais qui s’atte´nue
vite avec l’augmentation du nombre des nœuds analyse´s (on retrouve vite
la nature combinatoire du proble`me).
Une autre mesure importante afin d’analyser l’efficacite´ de l’algorithme
est donne´e par le nombre de nœuds e´limine´s. On se rappe`le qu’un nœud peut-
eˆtre e´limine´ soit si la relaxation convexe est non-faisable, soit si le minorant
du nœud est plus grand que le meilleur majorant. La Figure 4.21 pre´sente le
pourcentage des nœuds e´limine´ en utilisant la sous-estimation. On remarque
que l’e´limination base´ sur la minoration a le roˆle le plus important; ceci est
un re´sultat logique en conside´rant qu’avant de sous-estimer un nœud une
analyse base´e sur la faisabilite´ est effectue´e et le domaine est re´duit (dans
la plupart des cas cette analyse de´tecte la non-faisabilite´).
Finalement, la Figure 4.22 montre l’e´volution des nœuds e´limine´s par
rapport aux noœuds analyse´s. Ces re´sultats sont plutoˆt encourageants, car
a` peu pre`s un nœud sur quatre analyse´s est e´limine´. Ceci est duˆ a` la fois a`
l’e´limination base´e sur la minoration, mais aussi a` la re´duction de domaine.
Comme on l’avait pre´vu, meˆme si le minorant et le majorant s’obtient
dans un temps raisonnable (de l’ordre de quelque secondes), l’impact sur
le temps de calcul de l’algorithme est tre`s important, en raison du grand
nombre de proble`mes devant eˆtre re´solus. Ce qui explique que seulement des
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Fig. 4.20 – L’e´volution du rapport LBDUBD en fonction du nombre d’ite´rations.
LBD est le plus petit minorant obtenu a` l’ite´ration courante et UBD est le
plus petit majorant, l’objectif optimal de la meilleure solution locale trouve´e a`
cette meˆme ite´ration. On remarque une croissance importante au tout de´but
de l’algorithme, la` ou` la se´paration est tre`s efficace en raison du petit nombre
de nœuds dans l’arbre de Branch and Bound, mais cette croissance s’atte´nue
vite avec la croissance du nombre de nœuds.
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Fig. 4.21 – L’e´limination des nœuds est principalement due a` la minora-
tion. A gauche, le nombre des nœuds e´limine´ a` l’ite´ration k (en utilisant la
minoration) en fonction du nombre total des nœuds l´imine´s a` cette meˆme
ite´ration k. A droite, l’e´volution du nombre des nœuds e´limine´s en utilisant
la minoration par rapport au nombre total de nœuds e´limine´s (apre`s 20000
ite´rations).
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Fig. 4.22 – L’analyse du rapport nœuds e´limine´s / nœuds dans l’arbre de
Branch and Reduce en fonction du nombre d’ite´rations. A gauche, le nombre
de nœuds e´limine´s a` l’ite´ration k par rapport au nombre de nœuds dans
l’arbre (a` cette meˆme ite´ration k) en fonction du nombre d’ite´rations. A
droite, ce meˆme nombre de nœuds e´limine´s a` l’ite´ration k par rapport au
nombre total de nœuds dans l’arbre apre`s 20000 ite´rations.
proble`mes de petite taille ont e´te´ re´solus dans en temps raisonnable. C’est
la limitation la plus importante de cette me´thode, limitation qui est aussi la
conse´quence de la qualite´ de la minoration. A titre de´xemple, pour le pro-
ble`me de l’alunissage, la sous-estimation atteint 90% de la majoration de`s les
premiers ite´rations, contre les 60% dans le cas du transfert orbital. Ceci e´taye
notre conviction que si le proble`me a` re´soudre contient un grand nombre de
termes non-line´aires, l’efficacite´ de la me´thode est fortement diminue´e.
4.6 Conclusions
Ce chapitre a e´te´ de´die´ a` l’optimisation globale dans les proble`mes de
controˆle optimal avec dynamique non-line´aire. Au centre de notre e´tude se
trouve la me´thode de Branch and Reduce, me´thode susceptible de trouver
l’optimum global des proble`mes en variables mixtes ou seulement en va-
riables continues. On a essaye´ d’adapter au mieux cette de´marche a` notre
proble`me de controˆle optimal, le transfert orbital 2D a` masse constante.
On a commence´ par tester l’efficacite´ de la me´thode sur un proble`me
non-convexe simple, ayant un nombre limite´ de termes non-line´aires. Plu-
sieurs techniques (la convexification pour obtenir un minorant, l’analyse
d’intervalle pour re´duire l’espace de recherche) ont e´te´ adapte´es a` ce pro-
ble`me simple et les re´sultats obtenus montrent que la taille des proble`mes a`
re´soudre peut atteindre une centaine de variables, re´sultats plutoˆt encoura-
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geants.
Dans le cas du transfert optimal 2D a` masse constante, les re´sultats
obtenus sont pre´liminaires. En fait, a` part quelques proble`mes ayant peu
d’inte´reˆt pratique (10 a` 15 points de discre´tisation) la nature combinatoire
du proble`me s’ave`re trop importante, nous empeˆchant de trouver la solution
globale dans un temps de calcul raisonnable (cf. §4.5). Et cela, malgre´ une
adaptation de l’algorithme a` notre proble`me spe´cifique: une convexification
obtenue apre`s une analyse pre´alable de plusieurs mode`les, une arithme´tique
d’intervalle effectue´e a` chaque ite´ration pour re´duire l’espace de recherche et
finalement, l’utilisation de solveurs tre`s efficaces afin d’obtenir les minorants
et les majorants (CPLEX pour les proble`mes quadratiques et Knitro pour
les proble`mes non-line´aires).
Les re´sultats obtenus nous laissent croire que des ame´liorations sont en-
core possibles (notamment au niveau des choix faits dans le Branch and
Bound: la variable choisie pour la se´paration, le choix du point de se´paration),
mais on ne peut gue`re gagner plus en ce qui concerne la taille des proble`mes
traite´s. A notre avis, une ame´lioration conside´rable passe obligatoirement
par une meilleure sous-estimation de l’optimum global, car, comme on l’a
constate´, le minorant qu’on obtient par les techniques de convexification
n’est pas suffisant. Une approche base´e sur la dualite´ peut-eˆtre envisage´e
dans ce cas, en espe´rant que le saut de dualite´ ait une petite valeur.
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Conclusion
Bilan des contributions. On s’est propose´ d’e´tudier comment on pour-
rait inte´grer un type particulier de contrainte logique (limitant la dure´e
du controˆle) dans les proble`mes de controˆle optimal ayant un objectif qua-
dratique. La de´marche qu’on propose passe par la collocation directe pour
discre´tiser le proble`me et par la mode´lisation des proble`mes en tant que
MINLP.
La premie`re analyse importante concerne la contrainte logique, prise
inde´pendemment (ou presque) du proble`me d’optimisation. On a reussi a`
caracte´riser de fac¸on pre´cise le type des vecteurs entiers qu’on cherche et
cela nous a permis de re´duire l’espace de recherche des vecteurs entiers. En
outre, le fait de travailler avec une matrice totalement unimodulaire s’ave`re
tre`s utile dans un algorithme.
On a divise´ les proble`mes traite´s en deux grandes classes, cette division
e´tant motive´e, a posteriori, par les algorithmes diffe´rents susceptibles d’eˆtre
utilise´s : d’une part, la classe des proble`mesMINLP issus d’une dynamique
line´aire et, d’autre part, ceux issus d’une dynamique non-line´aire. Pour la
premie`re classe, meˆme si une mode´lisation facile, de type MIQP peut eˆtre
obtenue, notre conclusion est qu’on arrive a` traiter de fac¸on tre`s satisfai-
sante le mode`le MINLP, le nombre de variables entie`res dans le mode`le
pouvant atteindre quelques miliers. La me´thode qu’on a de´veloppe´e dans ce
but entre dans un cadre assez ge´ne´ral, celui de la de´composition de Benders;
on exploite, a` l’aide de la the´orie de la dualite´, le fait qu’a` variables entie`res
fixe´es, le proble`me a` re´soudre est convexe.
La deuxie`me classe des proble`mes e´tudie´s, issus d’une dynamique non-
line´aire, est beaucoup plus complexe. La nature combinatoire se manifeste ici
de deux fac¸ons distinctes: la non-convexite´ des e´quations en variables conti-
nues et le domaine discret des variables binaires. Malgre´ cela, la me´thode
pour traiter ces deux grands inconve´nients est la meˆme, l’algorithme de
Branch and Reduce. C’est pour cette raison qu’on a concentre´ notre travail
uniquement au cas des variables continues, en cherchant l’optimum global.
Il me´rite d’eˆtre souligne´ que l’inte´gration des contraintes logiques se fait a`
travers l’algorithme GBD de´ve´loppe´ pour les besoins du cas linea´ire. Les
re´sultats obtenus sont pre´liminaires : pour un exemple simple, au sens ou`
le nombre de termes non-convexes est petit, la taille des proble`mes traite´s
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atteint une centaine de points de discre´tisation. Dans le cas du proble`me de
controˆle optimal spatial, transfert orbital 2D a` masse constante, le nombre
de variables reste modeste, de telle fac¸on qu’on arrive difficilement a` traiter
des transferts plus longs qu’une ou deux orbites. Notre principal apport pour
ce type de proble`me re´side dans les me´thodes de´ve´loppe´es pour convexifier
le proble`me et re´duire le domaine de de´finition des variables.
Perspectives. Concernant le cas issu d’une dynamique line´aire, l’ajouˆt
de contraintes convexes quadratiques nous semble la premie`re ame´lioration
qu’on peut apporter, et cela dans un souci de ge´ne´raliser la de´marche qu’on
propose. Comme la the´orie de´veloppe´e dans le chapitre 3 peut toujours s’ap-
pliquer dans ce cas, des tests nume´riques peuvent eˆtre envisage´s afin de com-
pleter notre e´tude. Ensuite, le cas ou` le meˆme type de contrainte logique est
inte´gre´ dans un proble`me convexe (non ne´cessairement quadratique) pour-
rait eˆtre analyse´.
Le cas non-line´aire reste ne´anmoins le plus prioritaire, vu les re´sultats
pre´liminaires obtenus. Afin d’ame´liorer les re´sultats on doit impe´rativement
trouver une meilleure sous-estimation du proble`me non-convexe. La dualite´
nous semble une direction de recherche inte´ressante, mais ceci en suppo-
sant que le saut de dualite´ ait une faible valeur. Outre cette ame´lioration,
diffe´rentes heuristiques peuvent eˆtre analyse´es afin d’ame´liorer la conver-
gence de l’algorithme de Branch and Reduce: choix du nœud a` diviser, choix
de la variable a` se´parer, etc.
Une autre de´marche ou` on approche successivement le proble`me non-
convexe par des proble`mes quadratiques peut-eˆtre envisage´e; on s’e´tait garde´
de tester cette approche car, d’une part, la solution obtenue ne peut eˆtre que
locale (vu la non-convexite´ du proble`me en variables continues) et d’autre
part on peut s’attendre a` ce que l’inte´gration des variables binaires empeˆche
la convergence. Malgre´ ces inconve´nients, faute d’une autre approche glo-
bale plus efficace, la tendance actuelle dans le domaine (au moins en ce qui
concerne les logiciels d’optimisation) semble suivre cette voie [30].
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Re´sume´. On se propose d’inte´grer un type particulier de contrainte logique
dans les proble`mes de controˆle optimal a` couˆt quadratique. Une approche
nume´rique directe par collocation conduit a` des proble`mes de programma-
tion mathe´matique en variables mixtes. S’inte´ressant d’abord au cas des sys-
te`mes a` dynamique line´aire, on propose une variante de la De´composition
de Benders qui nous permet de re´soudre des proble`mes mixtes de taille im-
portante (au dela` de mille variables binaires). Ces re´sultats sont obtenus
graˆce aux proprie´te´s induites par la contrainte logique. Dans le cas des pro-
ble`mes mixtes issus d’une dynamique non-line´aire, la de´marche propose´e
(Branch and Reduce) traite de fac¸on analogue les proble`mes d’optimisation
globale et ceux en variables mixtes. On s’est limite´ a` l’optimisation globale
sur le proble`me de transfert orbital, e´tudiant notamment les questions de
la convexification et de la re´duction du domaine. Les re´sultats obtenus sont
partiels, seuls des proble`mes de petite taille ayant e´te´ traite´s.
Mots-cle´s. controˆle optimal, contrainte logique, programmation mathe´ma-
tique en variables mixtes, De´composition de Benders, Branch and Reduce
Classification MSC2000. 34K35, 34K60, 90C11, 49M27
Abstract. A cumulative logic constraint is integrated into a quadratic ob-
jective optimal control problem. Direct collocation method applied to this
optimization problem yields a mixed integer non linear programming pro-
blem. We first discuss the case of a linear dynamic driven system and the
Generalized Benders Decomposition variant that we propose allows us to
solve important size problems (even with more than a thousand binary va-
riables). These results are obtained due to some particular properties of the
logical constraint. For the mixed integer non linear problems obtained from
a non linear dynamics we used the Branch and Reduce framework. Given
the analogous approach of this technique to solve both global continuous
and mixed integer optimization problems, we focus on finding the global op-
timum of the continuous 2D orbit transfer problem. Furthermore, we adapt
the proposed approach to our problem by studying different types of convexi-
fication and domain reduction. The results obtained are partial, only small
size problems have been solved.
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