Abstract. In this paper we consider the problem:
Introduction
In this paper we study the Cauchy problem:
where p > 1 and f : R → R having an exponential growth at infinity with f (0) = 0. As is a standard practice, we study (1.1) via the associated integral equation:
u(t) = e t∆ u 0 + t 0 e (t−s)∆ f (u(s)) ds, (1.2) where e t∆ is the linear heat semi-group. The Cauchy problem (1.1) has been extensively studied in the scale of Lebesgue spaces, especially for polynomial type nonlinearities. It is known that in this case one can always find a Lebesgue space L q , q < ∞ for which (1.1) is locally well-posed. See for instance [3, 5, 20, 21] . By analogy with the Lebesgue spaces, which are well-adapted to the heat equations with power nonlinearities ( [19] ), we are motivated to consider the Orlicz spaces, in order to study heat equations with power-exponential nonlinearities. Such spaces were introduced by Birnbaum and Orlicz [2] as a natural generalization of the classical Lebesgue spaces L q , 1 < q < ∞. For this generalization the function x q entering in the definition of L q space is replaced by a more general convex function: in particular e x q − 1.
For the particular case where f (u) ∼ e |u| 2 , u large, well-posedness results are proved in the Orlicz space exp L 2 (R N ). See [7, 8, 9, 15] . It is also proved that if f (u) ∼ e |u| s , s > 2, u large then the existence is no longer guaranteed and in fact there is nonexistence in the Orlicz space exp L 2 (R N ). See [9] . Global existence and decay estimates are also established for the nonlinear heat equation with f (u) ∼ e |u| 2 , u large. See [8, 12, 10] .
Here we consider the general case f (u) ∼ e |u| q , q > 1, u large. For such exponential nonlinearities, the most adaptable space is the so-called Orlicz space exp L p (R N ), p ≥ q > 1. We aim to study local well-posedness and look for the maximum power of the nonlinearity in terms of the existence of solutions in these spaces. We also study the global existence for small initial data and determine the decay estimates for large time. For the global existence, we aim to allow f to behave like |u| m−1 u near the origin, with m > 1 + 2/N . That is to reach the Fujita critical exponent 1 + 2/N .
The Orlicz space exp L p (R N ) is a generalization of Lebesgue spaces and contains L r (R N ) for every p ≤ r < ∞. It is defined as follows Since the space of smooth compactly supported functions C ∞ 0 (R N ) is not dense in the Orlicz space exp L p (R N ) (see [9, 8] ), we use the space exp L p 0 (R N ) which is the closure of C ∞ 0 (R N ) with respect to the Luxemburg norm · exp L p (R N ) . It is known that [9] exp
It is easy to show that the linear heat semi-group e t∆ is continuous at t = 0 in exp L p 0 (R N ). However, this is not the case in exp L p (R N ).
In the sequel, we adopt the following definitions of weak, weak-mild and classical solutions to Cauchy problem (1.1).
is a weak solution of (1.1) if u verifies (1.1) in the sense of distribution and u(t) → u 0 in the weak * topology as t ց 0.
for almost all t ∈ (0, T ) and u(t) → u 0 in the weak * topology as t ց 0.
, verifies (1.1) in the classical sense and u(t) → u 0 in the weak * topology as t ց 0.
We are first interested in the local well-posedness. Since
, we are able to prove local existence and uniqueness to (1.1) for initial data in exp L p 0 (R N ). We assume that the nonlinearity f satisfies
4) for some constants C > 0, p > 1 and λ > 0. Our first main result reads as follows. 
We stress that the density of
is crucial in the above Theorem. In fact we have obtained the following non-existence result in exp L p (R N ). Theorem 1.5 (Non-existence). Let p > 1, α > 0 and
(1.5)
Assume that f : R → R is continuous, positive on [0, ∞) and satisfies
and there exists α 0 > 0 such that for every α ≥ α 0 and T > 0 the Cauchy problem (1.1)
The results of Theorems 1.4-1.5 are known for p = 2 in [9] . Our next interest is the global existence and the decay estimate. It depends on the behavior of the nonlinearity f (u) near u = 0. The following behavior near 0 will be allowed
where
More precisely, we suppose that the nonlinearity f satisfies
≥ p > 1, C > 0, and λ > 0 are constants. Our aim is to obtain global existence to the Cauchy problem (1.1) for small initial data in exp L p (R N ). We have obtained the following. 9) where
Remarks 1.7.
(i) The case N (p − 1)/2 ≤ p will be investigated in a forthcoming paper.
(ii) Note that in the proof of the decay estimates, we require a > N/2 which is compatible with the other assumptions only if we impose the additional condition m > 3/2. (iii) If only we want to prove global existence, we change the space of contraction that is we omit the Lebesgue part and we do not need such a supplementary condition on m.
Hereafter, · r denotes the norm in the Lebesgue space L r (R N ), 1 ≤ r ≤ ∞. We mention that the assumption for the nonlinearity covers the cases
The global existence part of Theorem 1.6 is known for p = 2 (see [8] ). The estimate (1.9) was obtained in [8] for p = 2 and m = 1 +
4
N . This is improved in [12] for p = 2 and any m ≥ 1 + 4 N . The fact that estimate (1.9) depends on the smallest power of the nonlinearity f (u) is known in [16] but only for nonlinearities having polynomial growth.
Using similar arguments as in [21] , we can show the following lower estimate of the blow-up rate. 
See [17] and references therein for similar blow-up estimates for parabolic problems with exponential nonlinearities.
The rest of this paper is organized as follows. In the next section, we collect some basic facts and useful tools about Orlicz spaces. Section 3 is devoted to some crucial estimates on the linear heat semi-group. The sketches of the proofs of Theorems 1.4 and 1.8 are done in Section 4. Section 5 is devoted to Theorem 1.5 about nonexistence. Finally, in section 6 we give the proof of Theorem 1.6. In all this paper, C will be a positive constant which may have different values at different places. Also,
will be written respectively L r , exp L r and exp L r 0 .
Orlicz spaces: basic facts and useful tools
Let us recall the definition of the so-called Orlicz spaces on R N and some related basic facts. For a complete presentation and more details, we refer the reader to [1, 14, 18] .
We denote then
We also recall the following well known properties.
(ii) Lower semi-continuity:
(iii) Monotonicity:
(iv) Strong Fatou property:
(v) Strong and modular convergence:
Denote by
It can be shown (see for example [9] ) that
but this is not the case for any φ (see [9] ). When φ(s) = e s p − 1, we denote the space
The following Lemma summarize the relationship between Orlicz and Lebesgue spaces.
Proof of Lemma 2.3.
(i) Let u be the function defined by
For α > 0, we have
(ii) Let u be the function defined by
Clearly u ∈ L ∞ . Moreover, for any α > 0, we have
where |S N −1 | is the measure of the unit sphere
Indeed, it is clear that u ∈ L r , and for α > 0, we have
This clearly implies (2.3).
We have the embedding: exp L p ֒→ L q for every 1 < p ≤ q. More precisely:
4)
The proof of the previous lemma is similar to that in [15] . For reader's convenience, we give it here.
Proof of Lemma 2.4.
we have
This leads to u pr ≤ (Γ(r + 1)) 1 pr K. The result follows by taking r = q p ≥ 1. Remark 2.5. For φ(s) = e s − 1 − s, on can prove the following inequality
for some constant C(q) > 0 depending only on q.
We recall that the following properties of the functions Γ and B given by
We have
and Γ(x + 1) ≤ Cx
The following Lemmas will be useful in the proof of the global existence.
Proof of Lemma 2.6. Write
where we have used the fact that e θs − 1 ≤ θ (e s − 1), 0 ≤ θ ≤ 1, s ≥ 0 and (2.2). Lemma 2.7 . Note that the assumption (2.10) implies that σ < 1. It follows that, for all integer k ≥ 0 one can choose θ k such that
Finally, we choose q such that 1
This leads to all remainder parameters.
We state the following proposition which is needed for the local well-posedness in the space exp L 
Proof of Proposition 2.9. Although the proof is similar to that given in [12] , we give it here for completeness. Using the inequality
it suffices to consider only the case r = 1. Note that the proof for p = 2 was done in [7] . The case p = 1 follows by the inequality
and property (v) in Proposition 2.2. The general case follows from the following lemmas.
Lemma 2.10. Assume that
Then, for any α > 0, we have
Proof of Lemma 2.10. It suffices to consider the case v = 0 and α = 1. For given 0 < ε ≤ 1,
By convexity argument, we deduce that
Lemma 2.11. Let 1 < p < ∞ and v ∈ exp L p . Assume that
Proof of Lemma 2.11 . Write
where we have used Hölder's inequality with
Hence, using (2.4), we deduce that
Then,
Proof of Lemma 2.12.
Using the following elementary inequality
it follows that e |wn+v| p −|v| p − 1
Let us write e α|wn| p +α|wn||v| p−1 − 1 = I n + J n + K n , where
By Lemma 2.11 and since w n → 0 in exp L p , v ∈ exp L p , we deduce that
The proof of Lemma 2.12 is complete.
Combining Lemmas 2.10-2.11-2.12, we easily deduce the desired result; that is
. This finishes the proof of Proposition 2.9.
A straightforward consequence is:
Then for every p ≤ r < ∞ there holds
Proof. Fix p ≤ r < ∞, 0 ≤ t ≤ T and let (t n ) ⊂ [0, T ] such that t n → t. Using Hölder's inequality, we obtain
where we have used Lemma 2.4 in the last inequality. From Proposition 2.9 we know that e λ|u(tn)| p − 1 2r → e λ|u(t)| p − 1 2r as n → ∞. It follows that f (u(t n )) − f (u(t)) r → 0 which is the desired conclusion.
Linear estimates
In this section we establish some results needed for the proofs of the main theorems. We first recall some basic estimates for the linear heat semigroup e t∆ . The solution of the linear heat equation ∂ t u = ∆u, t > 0, x ∈ R N , u(0, x) = u 0 (x), can be written as a convolution:
is the heat kernel. We will frequently use the L r − L ρ estimate as stated in the Proposition below.
The following Proposition is a generalization of [8, Lemma 2.2, p 1176].
Proposition 3.2. Let 1 q p, 1 r ∞. Then the following estimates hold:
Proof of Proposition 3.2. We begin by proving (i). For any α > 0, expanding the exponential function leads to
Then by the L pk − L pk estimate of the heat semi-group (3.1), we obtain
Therefore we obtain
This proves (i).
We now turn to the proof of (ii). Using (3.1) with q ≤ p, we have
This proves (ii). We now prove (iii). By the embedding
This proves (iii). The proof of the proposition is now complete.
As a consequence we have the following, the proof of which can be done as in [12] .
where κ ∈ L 1 (0, ∞) is given by
Here we use g L 1 ∩L q = g 1 + g q .
Proof of Corollary 3.3. We have, by Proposition 3.2 (ii) with
Using Proposition 3.2 (iii) with q = 1, we get e t∆ g exp L p ≤ 1 (log 2)
Combining the inequalities (3.2) and (3.3), we obtain
By the assumption N > 2p p−1 , r > N 2 , we can see that κ ∈ L 1 (0, ∞). We will also need the following result for the proofs.
. This is not the case on exp L p . We have the following result. Proposition 3.5. There exist u 0 ∈ exp L p and a constant C > 0 such that
The proof of the previous proposition uses the notion of rearrangement of functions and can be done as in [12] .
Local well-posedness
In this section we prove the existence and the uniqueness of solution to (1.1) in C([0, T ]; exp L p 0 ) for some T > 0, namely Theorem 1.4. Throughout this section we assume that the nonlinearity f : R → R satisfies f (0) = 0 and
for some constants C > 0, λ > 0 p ≥ 1. We emphasize that, thanks to Proposition 2.13, the Cauchy problem (1.1) admits the equivalent integral formulation (1.2). This is formulated as follows.
, then u is a weak solution of (1.1) if and only if u(t) satisfies the integral equation (1.2) for any t ∈ (0, T ). Now we are ready to prove Theorem 1.4. The idea is to split the initial data u 0 ∈ exp L p 0 into a small part in exp L p and a smooth one. This will be done using the density of C ∞ 0 (R N ) in exp L p 0 . First we solve the initial value problem with smooth initial data to obtain a local and bounded solution v. Then we consider the perturbed equation satisfied by w := u − v and with small initial data. Now we come to the details. For ε > 0 to be chosen later, we write u 0 = v 0 + w 0 , where v 0 ∈ C ∞ 0 (R N ) and w 0 exp L p ≤ ε. Then, we consider the two Cauchy problems:
We first, prove the following existence result concerning (P 1 ).
Proof of Proposition 4.2. We use a fixed point argument. We introduce, for any M > 0, and positive time T the following complete metric space
We will prove that, for suitable M > 0 and
where q = p or q = ∞. Then, it follows that
Similarly we have
From (4.2) and (4.3) we conclude that for
. This finishes the proof of Proposition 4.2.
Following similar arguments as in [12] and using 
That is e
for some positive constant C. Hence,
This completes the proof of Theorem 1.8.
We obtain the following concerning problem (P 2 ). 
Proof of the Lemma 4.4. By the assumption (4.1) on f , we have
where we have used Hölder inequality, Lemma 2.4, Lemma 2.6 and the fact that (a + b) p ≤ 2 p−1 (a p + b p ), for every a, b ≥ 0 and any p ≥ 1. This finishes the proof of Lemma 4.4.
Non-existence
The following lemma is the key of the proof of Theorem 1.5. , we have B(3x, |x|) ⊂ B(0, 1) for any |x| < ρ. Therefore, for any |x| < ρ, it holds
Let η = min ε, ρ 2 . Then, for any 0 < t < η, we have B(0,
This finishes the proof of Lemma 5.1.
The proof of Theorem 1.5 follows similar arguments as in [9] and uses the previous Lemma.
Global Existence
This section is devoted to the proof of Theorem 1.6. The proof uses a fixed point argument on the associated integral equation
where u 0 exp L p ≤ ε, with small ε > 0 to be fixed later. The nonlinearity f satisfies f (0) = 0 and
for some constants C > 0 and λ > 0, p ≥ 1 and m is larger than 1 + 2p N . From (6.2), we obviously deduce that
We will perform a fixed point argument on a suitable metric space. For M > 0 we introduce the space ≥ p and
Endowed with the metric d(u, v) = sup 
Hence by Part (i) of Proposition 3.2, we get
It remains to estimate the nonlinearity f (u) in L r for r = 1, q. According to Lemma 2.6, and the fact that u ∈ Y M , we have for 2qλM p ≤ 1,
Finally, we obtain
Let u, v be two elements of Y M . By using (6.3) and Proposition 3.1, we obtain t σ Φ(u)(t) − Φ(v)(t) a ≤ t Using Lemma 2.6 we conclude that Finally the fact that u(t) → u 0 as t → 0 in the weak * topology can be done as in [8] . So we omit the proof here.
