The wide spread deployment of smart edge devices and applications that require real-time data processing, have with no doubt created the need to extend the reach of cloud computing to the edge, recently also referred to as Fog or Edge Computing. Fog computing implements the idea of extending the cloud where the "things" are, or in other words, improving application performance and resource efficiency by removing the need to processing all the information in the cloud, thus also reducing bandwidth consumption in the network. Fog computing is designed to complement cloud computing, paving the way for a novel, enriched architecture that can benefit from and include both edge(fog) and cloud resources. From a resources perspective, this combined scenario requires resource continuity when executing a service, * Corresponding author Email addresses: xmasip@ac.upc.edu, eva@ac.upc.edu (Eva Marin-Tordera), a.jukan@tu-bs.de (Admela Jukan), gren@us.ibm.com (Guang-Jie Ren)
Introduction
There is hardly any technology report today, be it from academic or business sectors, without a reference to cloud computing. It is also widely accepted that cloud computing and its products, have been instrumental in facilitating a wider deployment of the so-called Internet of Things (IoT) 5 services. First, as the technology is evolving to grant not just every user but also every object to become cloud-enabled, cloud computing and cloud based presence of people and objects will continue to flourish. Second, the widely spread deployment of smart edge devices along with a huge number of new applications and 5G mobile network concepts, have with no doubt created 10 the need to extend the reach of the traditional cloud computing towards the edge. These phenomena are unquestionably described by several recent 2 studies. For example, predictions from [1] point out that 20,8 billions of edge devices are to be in use worldwide by 2020, collecting more than 1.6 zettabytes (1.6 trillion GB) of data, and IDC [2] estimates that "by 2019,
15
45% of IoT-created data will be stored, processed, analyzed, and acted upon close to, or at the edge of, the network."
Aligned to this evolution, fog computing [3] , [4] , [5] has been recently proposed as a cloud computing concept implemented closer to the edge devices. Fog computing implements the idea of extending the cloud where the 20 "things" are, or in other words, improving application performance and resource efficiency by removing the need to processing all the information in the cloud, thus also reducing bandwidth consumption in the network. Fog computing has been technologically conceptualized to deliver the following three main benefits: i) minimizing latency -whereby the data is analyzed 25 closer to where it is collected; ii) balancing networking traffic -by offloading gigabytes of network traffic from the core network connecting to the cloud, thus reducing the bandwidth consumption, and; iii) helping support security and privacy through proximity -by keeping sensitive data inside the proximate computer and network system. Substantial efforts are currently 30 underway in the area of fog computing, devoted to analyzing the potential benefits brought by fog computing when applied to different sectors. Just for illustrative purposes we can mention recent contributions [6] , [7] and [8] in ehealth; [9] , [10] , [11] and [12] in smart cities; [13] , [14] , [15] and [16] in energy efficiency; [17] , [18] and [19] in IoT; [20] in industrial environments; [21] 35 in radio access networks; as well as [22] , [23] and [24] in vehicular networks.
Indeed, this set of efforts have turned into a notable record of scientific pub-lications or even industrial-led forums (such as the OpenFog Consortium) putting together the industrial and academic sectors to discuss on new ideas and opportunities.
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Designed not to compete but to complement cloud computing, fog computing when combined with cloud computing, paves the way for a novel, enriched scenario, where services execution may benefit from resources continuity from the edge to the cloud. From a resources perspective, this combined scenario requires resource continuity when executing a service, whereby the 45 assumption is that the selection of resources for service execution remains independent of their physical location. Table 1 , extending the data cited in [25] -considering different computational layers from the edge up to the cloud-, shows how the different layers can allocate different devices as well as the corresponding relevant features of each of them, including application exam-50 ples. As it can be seen, an appropriate resources categorization and selection is needed to help optimize service execution, while simultaneously alleviating combined problems of security, resource efficiency, network overloading, etc.
Although many contributions in the literature are equally referring to edge computing or fog computing, the OpenFog Consortium in [26] , distin-55 guishes between the two and highlights three main differences between both concepts. The first refers to the fact that fog is designed to work with the cloud, whereas edge is per se defined by the exclusion of cloud. The second describes fog as hierarchical, while edge is limited to a reduced number of layers. Finally, while edge computing only focuses on computation, fog 60 also includes networking, storage, control and acceleration. Considering this distinction and the definitions, our paper focuses on fog computing. Table 1 : Resource continuity possibilities in the layered architecture according to [25] .
In this paper we study the issue of resource continuity and coordinated management of fog and cloud computing, and propose the foundational blocks for the system architecture. Our proposal considers a layered ar-65 chitecture, including all the systems in the resource chain from the edge to the cloud, all functions and components responsible for resource continuity provisioning, as well as novel service execution strategies. In the proposed approach, the resources are allocated to different computational layers depending on the actual resource capacities, in terms of computing, storage,
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and network. We also study an illustrative example on the performance benefits in relationship to the size of databases, with regard to the proposed architectural models presented and propose directions for further studies.
The functional description of the proposed architecture is designed to be open, agnostic to any specific scenario or context, thus extending its po-75 tential applicability. However, specific requirements demanded by real world deployments will be considered in the design of the algorithms, strategies and policies to be used for the different target scenarios, to adapt services needs, resources capacities and users demands. Although the proposed architecture is already split into three main components, each one covering these three 80 sets of needs, the functional blocks to be designed must consider key aspects of fog but also cloud computing, such as devices heterogeneity, mobility, low control, efficiency, virtualization, security&privacy or new business models.
The rest of this paper is organized as follows. Section II presents the related work. The fog-to-cloud layered architecture is introduced in Section
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III.
In Section IV, we analyze an illustrative smart city scenario and finally we conclude the paper in Section V.
Related Work
The combined fog and cloud resources model is today attracting remark- Relevant to the need to manage the resource continuity within a fog-120 to-cloud management framework, Greco et al. in [32] proposed a two-layer architecture consisting in two interworking planes, namely the control and management planes of the cloud, in a multi-cloud scenario. The Open Cloud
Computing Interface (OCCI), proposed a protocol and API for management tasks, focusing on cloud management systems [33] . In the specific area of fog 125 7 computing, most of the current research efforts focus on application scenarios, as already introduced in the illustrative references included in Section 1.
However, none of these proposals focus on a coordinated resource management, from the edge up to the cloud.
Aligned to the need to provide a coordinated resources continuity man- are expected to play as resources consumers but also as resources providers through deploying collaborative strategies, with a strong impact on new business models and opportunities. Second, while F2C is envisioned to manage the whole resources continuum from the edge up to the cloud, OpenFog RA is mainly proposed to manage the fog scenario, by defining different layers
145
(Tiers) interoperating with the edge (i.e., endpoints/things), as read in [26] "It (the OpenFog RA) is a medium to high-level view of system architectures for fog nodes and networks". Indeed, although interoperation with cloud is considered in the OpenFog RA, the current version of the architecture does not clearly describe how this will be deployed. In fact, the still high level Last but not least, we need to highlight that security and privacy provi-
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sioning is envisioned as a big challenge in the proposed continuum resources scenario, mainly due to both the inherent edge devices characteristics, such as heterogeneity, mobility and low control, and the -yet to be defined-business relationships in a multi-owned scenario, all together exacerbating the traditional security issues usually considered in cloud scenarios. Devices In this paper we extend the work in [34] to propose and analyze in more 175 detail a distributed management framework tailored to efficiently manage resource continuity within a generic layered architecture combining the cloud and edge resources.
Management Architecture for Resource Continuity
Recognizing the benefits of resource continuity when jointly managing 180 cloud and fog systems and devices, this section outlines the main architectural concepts for resource management. It focuses on two main contributions:
i) the hierarchical and distributed management architecture with a layered approach and; ii) the main functional blocks within the architecture. For illustration and easier understanding, we exemplify the concepts proposed in 185 a smart city scenario.
Layered, hierarchical and distributed management architecture
We present the envisioned coordinated fog and cloud scenario in the layered architecture shown in Figure 1 , where resources are allocated to different layers depending on their capacities and features, as earlier presented in Table   190 1. Figure 1 illustrates a particular case considering 4 layers, with traditional cloud as the top layer and edge devices at the bottom. In this approach, all fog devices need to be mapped into three layers, which we refer to as edge, basic/aggregation and smart, similar to Table 1 . As shown in Figure 1 , the higher the layer the higher the capacities, the control, with implications on 195 the comparably lower number of devices and, perhaps, higher security, and a lower privacy (e.g., in cloud).
In regard to the resource continuity concept, the main idea is to abstract the layered resources when allocating resources. We note that the physical to goal to advertise the resources from the edge to the cloud, as an abstracted entity distributed within one unique layer. As we can see in Figure 1 The resources abstraction can be implemented through virtualization.
What is important here is to provide a coherent view of the whole set of available resources, from the edge to the cloud. For instance, if virtual ma-210 chines are used to manage data-centers at cloud, virtual machines should be also used to abstract edge devices, otherwise the management strategy must support different abstraction strategies and some sort of adaptation, such as between containers and virtual machines. For any architecture to deliver on its promise on resource continuity, the following requirements must be We now present an example of a specific implementation of the proposed architecture, on an example of the so-called smart city. Having set the main components for the proposed management architecture, we now propose the basic set of functional blocks that would be required 265 to develop the proper management functionalities. Nevertheless, as already pointed out in Section 2 when reviewing the state of the art, the specific envisioned characteristics about heterogeneity, dynamics and business relationships, will undoubtedly have a enormous influence and impact on the security and privacy guarantees (e.g., secure data processing, anomaly detection or privacy management) in the F2C architecture.
Functional block design
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Hence, further research efforts will be required in the coming future to handle the challenges imposed by the foreseen F2C scenario, aimed at proposing a comprehensive solution for security and privacy provisioning.
Performance study
This section is intended to present illustrative benefits obtained when 345 deploying the proposed management architecture on a specific applicability area (smart cities). We illustrate the features discussed previously on a traffic management service deployed on a smart city. We note that the results presented are not significant on any performance benchmarking or quantifiable benefits, but serve the purpose of revealing the potential perfor- To analyze the traffic monitoring service, we find the approach from [36] most useful, based on creating a data matrix collecting information about all vehicles following a certain route between an origin and a destination in a city, obtained from distinct types of sensors. In [36] , it is considered that 385 collected data processing is performed at centralized city data-centers. The issue comes up when dealing with traffic management services only impacting on a single specific city area, thus with no need to shift the decision process to geographically distant data-centers. Unlike the work in [36] , and in order to show the impact on the amount of data to be forwarded, we consider 390 that all the information coming from fogs within a specific city area may be processed in the same area, thus with no need for forwarding data to centralized data-centers. As a consequence, a traffic data sub-matrix will be generated for each one of the city areas, containing enough information to facilitate the deployment of services requiring local decisions. Beyond the -In the layered approach, the baseline city area will have 10,000m of linear 410 meters of streets.
-We assume a car occupying 4m, 1m between car and car, and 2 lanes city streets (average).
-Services running in a city area only require data providing from the same city area. Table 2 . Therefore, the information stored and required to process services in this specific city would be 48x40x1300 bits (aprox. 300 Kbytes) with 10 city areas, and 48x40x100 bits (aprox. 23 Kbytes) with 130 city areas, to be updated every few seconds.
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Moreover, assuming a time access to the tables databases proportional to O(log (N)), N being the size of the database, Table 2 shows the table sizes for both approaches as well as the lookup time normalized to the time to access to a From the results presented in Table 2 we can observe the benefits of a layered management approach when considering the size and the lookup time of city databases. We also observe that there is a trade-off between the number of city areas and the services that can run in these city areas. The On the other hand, Table 2 
