Abstract-The effects of sampling and quantization on frequency estimation for a single sinusoid are investigated. Cramér-Rao bound for 1-bit quantization is derived and compared with the limit of infinite quantization. It is found that 1-bit quantization gives a slightly worse performance, however, with a dramatic increase of variance at certain frequencies. This can be avoided by using four times oversampling. The effect of sampling when using nonideal antialiasing lowpass filters is therefore investigated through derivation of the Cramér-Rao lower bounds. Finally, fast estimators for 1-bit quantization, in particular, correlation-based estimators, are derived , and their performance is investigated. The paper is concluded with simulation results for fourtimes oversampled 1-bit quantization.
I. INTRODUCTION
T HIS PAPER considers the classical problem of estimating the parameters of a single complex-valued sinusoid (cisoid) in additive Gaussian noise. The estimation is usually done digitally, and the paper therefore investigates in detail the effects of digital processing, namely, the effects of sampling, including antialiasing filters, and quantization.
The initial input signal to the system is a continuous-time observed signal, which can be modeled as (1) where is continuous time white circular Gaussian noise (WGN) with power . The noise power , the amplitude ( ), the (angular) frequency , and the initial phase are all unknown. The parameter of main interest is , but in addition, estimation of the full set of unknown parameters is considered in the sequel. The information on in data is coupled to the information on the initial phase. Therefore, and are gathered in the parameter vector : (2) where denotes transpose. In the sequel, denotes conjugate, and denotes transpose conjugate.
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In [1] , the Cramér-Rao bounds (CRB's) to estimation error were examined, and the maximum-likelihood estimator (MLE) was derived, for the ideal case of ideal lowpass filters and infinite precision in the quantization. An analysis of the threshold behavior of the MLE is also included in [1] with results that have been further elaborated in [2] and [3] . A stronger bound for the variances of unbiased estimators is the Barankin bound that includes the CRB as a limiting case [4] . For the ideal case, the MLE of is given by the location at which the periodogram, which is the magnitude squared discrete Fourier transform, attains its maximum, and it is often implemented using the fast Fourier transform (FFT) of the discrete time observations followed by a search for the maximum of the spectra [1] , [5] . In order to get an unbiased estimate with variance close to the CRB, some method for localization of the maximum with sub-bin accuracy is required, e.g., by padding the FFT with a large number of zeros or by using an iterative optimization technique [1] .
For the ideal case of white Gaussian noise and infinite precision, alternatives to the MLE do exist. Tretter observed that for high signal-to-noise ratio (SNR), the best linear unbiased estimate of is a least squares fit to the phase angle of data [6] . A differential implementation of Tretter's estimator (i.e., reformulated as an estimator based on phase change between two consecutive observations) is known as the weighted phase averager (WPA) [7] , [8] . For high SNR, the performance of the estimators mentioned above is close to the performance of the MLE.
For 1-bit quantized data, frequency estimation from the phase angle of a single correlation tap was considered in [9] . In [10] , CRB for 1-bit dual channel data was derived.
In this paper, we consider the influence of sampling and quantization on frequency estimation and, in particular, optimization of sampling and quantization with respect to accuracy and in a tradeoff with complexity. The paper is organized as follows. First, the digital signal model is introduced. Then, the effects of quantization are investigated, followed by an analysis of the effects of nonideal antialiasing filters and optimization of filter parameters. Then, correlation-based estimators are considered, in particular, those used in connection with 1-bit quantization. Finally, performance is demonstrated through some simulation examples.
II. DIGITAL SIGNAL MODEL
Prior to sampling, the noisy cisoid is transmitted through an analog antialiasing filter. We here assume that the signal has been stationary for such a long time prior to the start of the sampling process (or that it has a smooth envelope) that we can disregard the transient response. Thus, if the antialiasing filter 1053-587X/00$10.00 © 2000 IEEE has frequency response and the sampling interval is , the sampled signal is (3) Here, and in the sequel, all quantities associated with the continuous time signal are denoted by and all quantities associated with the discrete time signal by . In (3) , is additive Gaussian noise, which is not necessarily white. We will return to the specific characteristics of the discrete time noise in Section IV-A.
After sampling, the signal is quantized, i.e., rounded to one of a finite number of levels. If the quantization is very fine, e.g., 12 bits precision, the quantization can be disregarded or treated as another source of additive noise. However, some applications deal with very-high-frequency signals (typically in the gigahertz range), and fine quantization is impossibly or economically infeasible. We therefore consider coarse quantization, in particular, single-bit quantization, with observations given by sign sign (4) where real parts of the quantity between the parentheses; imaginary parts of the quantity between the parentheses; sign sign function, i.e., sign for and sign for . The advantage of 1-bit quantization is simple implementation, which has made it popular in, for example, -modulators. For the present application, one-bit quantization also has the advantage that no gain control is needed and, as will be seen below, that very efficient algorithms for processing of 1-bit samples can be made.
Consider estimation of the unknown parameters from the finite set of samples or the quantized value of the samples. The classical case is the case with infinitely fine quantization and ideal lowpass antialiasing filters (and without loss of generality ). In this case, the Fisher information matrix for the unknown parameters is given by [1] 
which can be explicitly summed and inverted to give the CRB CRB
For the frequency, the (1, 1)-element of reads CRB SNR
where SNR . Since we are mainly interested in the increase in variance due to quantization and sampling, we will often use relative variance or relative CRB, meaning the variance, respectively, the CRB relative to (7).
III. EFFECTS OF QUANTIZATION

A. CRB for One-Bit Quantized Data
In this section, we consider the case of ideal lowpass antialiasing filters (with a cutoff at the Nyquist rate) and 1-bit quantization. Let (8) and (9) The probability mass function (PMF) of is then given by (10) where . We get a similar expression for the PMF of , except with instead of . Notice that this PMF is (continuously) differentiable with respect to , and the CRB does therefore indeed exist. Since the variables are independent, the Fisher matrix due to can be found as (11) with a similar expression for due to . Since and are independent (see, e.g., [11, ex. 15.5] ), the total Fisher matrix is (12) We state the following result as a theorem calculating (12) .
Theorem 1-Fisher Matrix for 1-Bit Quantized Data: Consider the sampled signal (3) for an ideal antialiasing filter . Then, the Fisher information matrix for the parameters corresponding to the 1-bit quantized observations in (4) is given by (13) where is a function with period , given by (14) Proof: See Appendix A. In contrast to the case of no quantization, the Fisher matrix and CRB cannot in general be summed explicitly to give a simple formula. However, by comparing (13) with (5), it can be concluded that the CRB for 1-bit quantization is at least dB larger than for no quantization. Furthermore, as is periodic with period , the function is independent of for an (integer) multiple of so that we get CRB (15) This CRB is strongly dependent on the phase . Since a realistic assumption is that the phase is a uniform random variable, a more interesting bound is obtained by averaging (15) By taking limits and observing that the integrand converges very rapidly toward zero, the proposition is obtained.
We have observed that for SNR dB is within a few percent of its asymptotical value given by (21) . On the other hand, for low SNR, is nearly constantly 1, and the only effect of the quantization is the factor in (13) . This gives the following approximation to the CRB (for irrational) CRB SNR for high SNR( dB) SNR for low SNR( dB).
Notice that (24) decreases with SNR, whereas for no quantization (7), the CRB decreases with SNR. Fig. 1 shows the asymptotic CRB (19) versus SNR. For low SNR ( dB), the only effect of quantization is an increase of the CRB by the factor. However, for large SNR, and at frequencies with a multiple of , which we call critical frequencies, the CRB increases with SNR. This might seem surprising but is not unusual for coarse quantization (see [24] ). For the noncritical frequencies, the CRB decreases with increasing SNR but not as fast as for no quantization; see also (24) .
The critical frequencies are frequencies that are multiples of . An intuitive explanation of what happens at these frequencies is that the output of the 1-bit quantizer is a square wave, of which the higher harmonics are aliased (the antialiasing filter is prior to the quantizer). At the critical frequencies, the aliased harmonics coincide with the actual signal, and this gives rise to the increased variance.
The asymptotic CRB can be used as a good approximation for noncritical frequencies and , as seen from Fig. 2 . At the critical frequencies, on the other hand, (16) can be used. From this equation, it can be seen that the "height" of the peaks at the critical frequencies does not decrease with increasing , whereas from the figure, it is revealed that the width decreases (a closer examination will show that width is approximately inversely proportional to ). This means that for large , the effect of the critical frequencies will be minimal since even a slight jitter in frequency will make the probability of hitting a frequency inside the peak very small. For small , however, the critical frequencies is a fact that has to be taken seriously into consideration, as will be done in Section V-D.
B. Multibit Quantization and Gain Control
One way to avoid the effects of 1-bit quantization is to use multiple bits for the quantization. We will not derive CRB for this case due to the analytical complexity and intractability of the calculation but rely on simulations (see Section VII-A). At this point, we will only address the problem of choosing the quantization levels. One way this can be done in a practical signal processing system is to use adaptive gain control (AGC) to adjust the signal power to the range of the quantizer. Assuming a symmetric, uniform quantizer, the quantization step size can then be set to (25) where is the number of bits. A more theoretically well-founded criterion, and a criterion often used [12] , is to minimize the mean square error between the output of the quantizer and the original signal (26) where is a zero-mean Gaussian random variable of variance . The optimization (26) can be done numerically. Fig. 3 shows that the difference between using (25) and (26) is small (a factor 2 wrong corresponds to losing 1 bit in the quantizer), and a simple AGC can therefore be applied.
However, when the data is bursty (e.g., when an object is present in radar) and has a large dynamic range for the amplitude, the problem becomes more complicated, and a simple AGC cannot be used. A possible optimal step size would be very application specific. In fact, even relatively modern measurement equipment requires the user to adjust the gain manually using an oscilloscope. This is one major reason for using 1-bit quantization.
IV. CRAMÉR-RAO BOUND FOR NONIDEAL ANTIALIASING FILTERS
In this section, we will consider the effect of nonideal antialiasing filters used prior to sampling.
A. Sampling of Continuous Time Rational Filters
We consider a fixed rational lowpass filter , i.e., such that is a rational function in with the degree of the denominator larger than that of the numerator. This means that . We assume that has (circular) cut-off frequency 1 (the specific definition of "cut-off" does not matter as for general filters, we only consider asymptotic properties), and we vary the cut-off frequency by considering . As an example, we will consider Butterworth filters [13] , that is, . We can therefore find the spectral density of by residue calculus (or partial fraction expansion) [17] (28)
The correlation function can then be found as the inverse -transform of (29) The noise can also be modeled as a discrete time regular process by finding the minimum-phase factor of , i.e., isolating the zeros inside the unit circle. It is hereby found that is an ARMA process. In general, it is impossible to find closed-form formulas, but the correlation function and the ARMA coefficients can be found numerically in, e.g., MATLAB using residue and residuez.
Example 1-First-Order Antialiasing Filter: To illustrate the procedure for finding the characteristics of the discrete time noise , we consider a first order Butterworth filter
We then get from (28)
The correlation function for can be found by inverse -transform of the term(s) of (31) corresponding to poles inside the unit circle (32)
B. Cramér-Rao Bound
The components of the Fisher information matrix for a signal in nonwhite Gaussian noise is given by [11] [for ]
where in this case, , , and is the autocorrelation matrix of the noise
where is found from (29). The derivatives in (33) are (35) and (36) For filters of order , it is possible to analytically calculate since is given explicitly by (32), and the correlation matrix for an AR process can be easily inverted symbolically. However, the resulting expression is very complex and does not give much insight into the behavior of the CRB, and we will therefore not include it here. For higher order filters, analytic calculation is virtually impossible since the correlation matrix of an ARMA process is not readily symbolically invertible. However, the following asymptotic (as ) result can be found.
Theorem 3-Asymptotic CRB for Colored Noise: Consider the problem of estimating in (3) with and being a continuous time antialiasing filter with cut-off frequency and . Then, the asymptotic CRB is AsCRB CRB (37)
Proof: The theorem follows almost directly from [14] . The only difference in the problem statement, apart from notation, is the first term in (35). However, this term is asymptotically zero relative to the second term, and the theorem therefore follows directly from (32) in [14] .
In many cases, asymptotic bounds gives a good accuracy even for finite , for example, for 1-bit quantization in Section III-A. However, in this case, the asymptotic CRB has a limited accuracy unless is actually large (typically 256) because it ignores the (significant) finite sample effects. It gives some insight into the behavior of the CRB. The quotient can be interpreted as the local SNR at . Since is the aliased spectrum, it basically, and not surprisingly, tells that aliasing should be minimized to minimize the CRB. However, for finite , the problem is not so simple, as will be seen in the next section.
Since the asymptotic CRB is of limited accuracy, we will primarily rely on numerical calculation of the Fisher matrix (33). Some care should be taken here because the correlation matrix can be close to singular. We found that the Levinson-Durbin algorithm gives much better numerical stability than direct matrix inversion.
V. EFFECTS OF SAMPLING ON CRB
In this section, we will investigate how sampling influences the CRB of , primarily through some numerical (representative) examples as the CRB given by (33) can be calculated only numerically. We will also shortly consider the asymptotic CRB. In this section, we consider only the effects of sampling, and infinite quantization is therefore assumed. The results also hold if even a few bits are used for quantization. For 1-bit quantization, we are primarily interested in the performance with oversampling, which is discussed in Section V-D.
There are a number of parameters related to sampling that influence the variance of :
• kind of filter;
• cut-off frequency of the filter; • sampling frequency . In general, the CRB of may be frequency dependent because of aliasing, and we will therefore consider CRB CRB
as a performance measure. There are two different scenarios to be considered. The first is that the duration of the continuous time signal is fixed at , and the second is that the number of samples is fixed.
A. Fixed Observation Interval
If the observations are given in a fixed time interval , the CRB will be minimized by letting the sampling frequency tend toward infinity since aliasing will then totally be eliminated. The number of samples taken during the time interval and the computational complexity will, however, also tend toward infinity, and thus, the choice of sampling frequency is a tradeoff between variance and complexity. Once the sampling frequency has been chosen, we can minimize the variance with respect to , i.e.
CRB
for fixed
The above is illustrated in the following example. Example 2-Butterworth Filters: Fig. 4 shows CRB as a function of sampling frequency for Butterworth filters of varying order. The fluctuations in the curves are due to the fact that the number of samples varies discontinuously. It can be seen that in general, oversampling by more than a factor 1.5 does not give further gain. For each sampling frequency, was selected to minimize CRB , but the variance depends only slightly on with oversampling, and any choice slightly larger than will do.
B. Fixed Number of Samples
On the other hand, suppose that the number of samples is fixed: typically a power of two considering FFT pro- cessing. If the sampling frequency is increased, the total time spanned by the samples is decreased, and as the variance is approximately proportional to , this increases the variance considerably. Thus, in this case, there will be an optimal pair such that CRB
where CRB is given in (38). We may expect to be close to , with being the maximum signal frequency. Example 3-Butterworth Filters: The optimization cannot be performed analytically, and we therefore calculated CRB for different values of and and optimized by grid search. As an example, the dependency on sampling frequency and cut-off frequency can be seen in Fig. 5 . It can be seen that the CRB has a minimum for slightly larger than 1 and slightly less than 0.5. The numerical results can be seen in Table I. Ordinarily,  if is the maximal signal frequency, the sampling and cut-off frequencies would be chosen heuristically so that and so that is considerably larger than (e.g., ) to minimize aliasing. It is interesting that this is not the optimal choice to minimize variance: For , we have, in fact, that , and for (see below). In addition, choosing increases the CRB by a factor 2.
C. Results for Asymptotic CRB
Although analytical results cannot be obtained for finite , some analytical results can be obtained for .
Theorem 4-AsCRB for Butterworth Filters: For fixed , AsCRB
is an increasing function of for the class of Butterworth filters.
Proof: See Appendix C. This theorem is not true for general lowpass filters. The consequence of the theorem is that for , verified by the numerical results of Table I . Even with this result, we need to find numerically. Since (37) is not valid for , we have calculated the limit in the following. This is an increasing function of , and we should therefore chose as small as practically possible. For a filter of order , the asymptotic CRB (37) is difficult to find symbolically. However, (41) can be found easily, for example, for
AsCRB (45)
This is an increasing function in , and the maximum is therefore attained at . This value can be inserted in (45), and the resulting expression can be minimized numerically with respect to . This gives and a relative CRB of 1.98.
The asymptotic CRB only approximates the CRB for finite relatively poorly. As can be seen from Table I for finite is far from the value of zero obtained by Theorem 2, although it can be seen to converge (slowly) toward zero for . On the other hand, the value of and the relative CRB for finite are close to their asymptotic values. The reason for this is that maximum value of the (nonasymptotic) CRB is attained at when and are near the optimal values. Exactly at , the asymptotic CRB is close to the CRB for finite . For this reason, the asymptotic CRB [through (41) for Butterworth filters] can be used to approximately find the increase in the CRB due to nonideal antialiasing filters.
D. Sampling for 1-Bit Quantization
As seen in Section III-A, the problem for 1-bit quantization is that the variance increases dramatically at the critical frequencies, i.e., multiples of . One way to avoid these critical frequencies is to oversample with at least a factor 4 so that only the spectrum between two critical frequencies are used. Since one of the critical frequencies is 0, the signal also has to be frequency shifted prior to sampling so that 0 frequency is positioned in the middle between two critical frequencies. This can be done by applying a frequency shift of one eighth of the sampling frequency prior to sampling.
From Fig. 2 , it can be seen that the peaks around the critical frequencies do not have zero width. We therefore chose the oversampling factor so that the maximum and minimum frequencies will be at the second local minimum from the peak. For , this minimum is situated at approximately . This means that the usable part of the spectrum is situated in the range . To map the whole range into this range, the signal has to be oversampled by a factor 5.25 and shifted in frequency by , i.e., one eighth of the sampling frequency. For other values of , see Table I . With an oversampling factor of, for example, 4.5 for , there are two alternative implementations: We can use samples so that the samples span the same sampling interval as the 32 samples taken without oversampling. However, considering implementation, it is often more efficient that the number of samples is a power of 2, e.g., for to use samples. Table I lists two CRB's corresponding to these different implementations.
Although the oversampling factor depends on the number of samples used, the frequency shift is always one eighth of the sampling frequency. This shift frequency could be obtained by using analog frequency doublers.
The specific antialiasing filter and its cut-off frequency is not very critical due to the large oversampling factor. We find that a Butterworth filter of order at least two will do. The CRB has a minimum for a cut-off frequency of approximately , but is not very sensitive to the cut-off frequency. The variation is a few percentage in a wide range around .
VI. FREQUENCY ESTIMATION FOR 1 BIT QUANTIZATION
For a 1-bit quantized signal, correlation-based estimators are advantageous over FFT-based estimators in terms of efficient implementation, as will be discussed in Section VI-C. In the following, we will discuss correlation-based estimators.
A. Frequency Estimation
For the case of ideal antialiasing filter, infinite precision, and Gaussian noise (referred to as the ideal case in the discussion below), the MLE coincides with the location of the maximum peak of the periodogram, which can be formulated as [18] (46)
In (46), is the biased autocovariance estimator (47) and . Under an assumption on high SNR, a closed-form formula for the argument of can be derived starting from the condition that . The details are omitted in the interest of brevity. The result is (48) where denotes the phase angle. The estimator (48), which is called the approximate maximum likelihood estimator (AMLE), is a high-SNR approximation of peak finding in the periodogram. A general correlation-based frequency estimator results after truncating the sum after terms and replacing the parabolic window with an arbitrary window , i.e. (49) The integer roughly determines the tradeoff between numerical complexity and statistical accuracy. For , the estimator (49) reduces to the linear predictor frequency estimator [20] and the estimate obtained from Pisarenko's harmonic decompositor. In the literature, some specific weighting functions have been considered, for example, the delta function [9] and linear [21] , [22] . The asymptotic error variance of (49) is a function of and SNR but also depends on the window and the number of correlation taps . The following result holds true.
Theorem 5-Variance of a Correlation-Based Estimator: Consider the estimator (49) for the signal model (3), where is white noise with variance , and is an ideal antialiasing filter. Then, the asymptotic variance of is given by var (50) where var denotes the asymptotic error variance, and
Proof: The asymptotic (as ) error variance of (49) is derived using the second-order approximation of the estimator (49) with respect to the additive noise and application of the Borovkov's continuity theorem [23] . This step of the proof follows the calculations in [22] closely, where the error variance of a special case of the estimator (49) was analyzed. It is also necessary to prove that the variance of (49) approaches the derived asymptotic variance as . This step of the proof follows the steps in [23] .
B. Performance for 1-Bit Quantization
In addition to the statistical error component, there is also the systematic or bias component. The bias error is signal dependent, and how it impacts frequency estimation depends on the estimator used. The mean-square-error (MSE) may serve as a performance indicator MSE var bias (52)
An in-depth theoretical analysis of the MSE for the considered problem is intractable. Some insight in the performance of correlation-based frequency estimators in case of 1-bit quantized data can be gained by the following discussion. For 1-bit quantized data, it no longer holds true that the estimated autocorrelation is close to , where
For large and small SNR [9] .
holds. Thus, we can expect that a correlation-based estimator provides approximately unbiased frequency estimates for SNR slightly above its SNR threshold, i.e., the variance is the dominating term in the MSE. In this region, an approximation of the term var in (52) is times the variance given by Theorem 5.
For large SNR, the estimate may have a severe bias. In particular, since there is only a finite number of sequences for a finite , the estimator is biased in the limit SNR . Therefore, the bias dominates the variance for high enough SNR. An expression for the asymptotic bias (as SNR ) is given below.
Proposition 3-Asymptotic Bias for Estimator (49): Consider the sampled signal (3) for an ideal antialiasing filter . The asymptotic bias bias 
where with denoting 1-bit quantization as defined in (4) .
Proof: The asymptotic bias is bias
Further (57) where , which concludes the proof. The bias is strongly frequency and phase dependent. Fig. 6 shows a plot of the bias versus frequency for the AMLE for both random phase and a constant phase. By comparison with the asymptotic CRB, it can be seen that bias is a serious problem for nonrandom phase but that for random phase, the variance is dominating up to a very high SNR. In addition, as expected, the bias is worst around the critical frequencies.
C. Implementational Aspects of 1-Bit Estimators
The advantage of using 1-bit quantization and correlationbased estimators is that the correlation can be calculated very simply by XORing buffered data with a shifted version of itself and counting the number of ones; see Fig. 7 . The phase angle calculation can be done using table lookup. If, for example, 32 1-bit samples with 4.5 times oversampling are used and 128 complex 1-bit samples are taken, for a total of 256 bits for real and complex part, all values of can be represented by 8 bits for the real/complex part, and a table with 64 k words is needed. This part of the processing can be done in dedicated hardware. The phase unwrapping and multiplication by can be done in software on a DSP.
VII. SIMULATION RESULTS
A. Effects of Number of Bits on Variance
Figs. 8 and 9 show the variance of the frequency estimate for samples for different number of bits used in the quantization. As an estimator, we used, in all cases, an FFT-based estimator with four times zero padding and peakfinding by triple parabolic interpolation. For the case of ideal filters, there is the problem that if the estimated frequency is larger than 0.5, the output will be wrapped around to negative frequencies. Since all simulation frequencies are positive, the estimator therefore cheats a little; if the estimated frequency is less than 0.25, instead, is used. For the case of nonideal filters, this is not necessary, since oversampling is used.
We can make several observations from the figures. First, we note that the dramatic increase in variance predicted by the CRB around certain frequencies for 1-bit quantization also show up in simulations. However, right on the critical frequencies (e.g., 0.25), the variance is lower than the CRB, whereas it is larger right next to the critical frequency. This is due to the fact that there is a strong bias toward the critical frequencies; therefore, these frequencies have a low variance.
Already, by using 2 bits, the phenomenon almost disappears, and by using 4 bits, the results are indistinguishable from the unquantized results. The quantization levels were optimized according to (26), but using the approximate formula (25) gives almost the same results. Thus, 4 bits seems to be a good choice for quantization. Even if the gain control is wrong by a factor 2, the performance is no worse than for 3 bits, which only decreases performance by a fraction of a decibel. The increase of variance with frequency for Butterworth filters is due to aliasing of noise and is typical when the cut-off frequency and sampling frequency is chosen from Table I . Fig. 10 shows the performance of the AMLE (48) with or without 1-bit quantization and oversampling. It is seen that the AMLE reaches the CRB both for ideal filters and for Butterworth filters, except at frequencies near 0.5, where the phase unwrapping causes problems. The problem can be reduced using a differential implementation and can also be avoided by increasing the sampling frequency. However, the latter also increases either complexity or variance, depending on whether or is fixed. For 1-bit quantization and oversampling, for , an oversampling factor of 4.5 is used together with one-eighth frequency shift, according to Table I . Two different strategies are employed: Either or samples frequency was estimated by AMLE. For the curves "CRB-1 bit," "ideal filters," and "1 bit ideal filters," an ideal antialiasing filter was used; for other curves, a fourth-order Butterworth filter with parameters from Table I was used. The number of ensembles for each frequency was 10 000 with random phase.
B. 1-Bit Quantization and Oversampling
are used. Using 128 samples is advantageous for hardware implementation, as mentioned in the previous section, but gives a slightly higher variance according to Fig. 10 . Remarkably, using 4.5 times oversampling and 144 samples actually reaches the CRB for no quantization (and nonideal filters), whereas it is much simpler considering implementation. Thus, the decrease in variance due to oversampling compensates for the increase in variance due to 1-bit quantization.
VIII. CONCLUSIONS
In this paper, the effects of sampling and quantization on frequency estimation for a single sinusoidal signal are studied in detail. Further, estimators suitable for frequency estimation for oversampled or quantized data have been derived, and their performance has been investigated.
The Cramér-Rao bound (CRB) on the variance of any consistently estimated frequency based on 1-bit quantized observations is derived. It is shown that for angular frequencies that are multiples of , which are called critical frequencies, the variance has a large peak and even increases with increasing SNR. At a small distance from the critical frequencies, the CRB decreases with increasing SNR, as expected. A closed-form approximate expression for the 1-bit CRB at noncritical frequencies is presented in (24) .
Sampling at the Nyquist rate, it is shown that the loss in performance is at least 2 dB using 1-bit quantized data compared with the CRB [1] based on unquantized observations. The loss in performance using quantized data is especially pronounced around the critical frequencies. It is also shown that the effects of quantization are practically negligible, employing a symmetric uniform quantizer with 3 or 4 bits.
An alternative to increasing the number of bits of the quantizer is to use 1-bit quantization employing a sampling rate beyond Nyquist. A closed-form expression for the asymptotic CRB on the variance of estimated frequency is derived based on observations prefiltered by an nonideal continuous time antialiasing filter. The loss in performance is directly related to the quotient of the folded gain of the antialiasing filter divided by the unfolded gain at the frequency of interest. Design rules for optimization of the cut-off frequency of the antialiasing filter, as well as the sampling rate, have been proposed. It is illustrated that for reasonable sample sizes, a combination of oversampling a factor slightly higher than four combined with frequency shifting by one eighth of the sampling frequency eliminates the effects of quantization, even when employing a low-order antialiasing filter.
APPENDIX A PROOF OF THEOREM 1
In the following, let and . First, note that from (10), we get, by a change of variables (58) The derivatives in (11) can be calculated as (59) Thus, we get the (1, 1) element of (60)
The other terms in and are calculated in a similar fashion.
We will further prove that in (14) THEOREM 4 Alternatively to (28), the spectral density of can be found by [17] (76)
The second term is zero by our assumption on the orders of . We then get (77)
For a Butterworth filter of order , we have, letting
The derivative is (79) which concludes the proof. The infinite sum in (80) can be calculated using residue calculus. If is an analytic function with poles , then under certain conditions (see [19] )
Res
(81)
We apply this to (80) with
Then, has a single pole with multiplicity , and
