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ABSTRACT 
The wind power industry has seen an unprecedented growth in last few years. The surge in orders for wind turbines has 
resulted in a producer’s market. This market imbalance, the relative immaturity of the wind industry, and rapid 
developments in data processing technology have created an opportunity to improve the performance of wind farms and 
change misconceptions surrounding their operations. This research offers a new paradigm for the wind power industry, 
data-driven modeling. Each wind Mast generates extensive data for many parameters, registered as frequently as every 
minute. As the predictive performance approach is novel to wind industry, it is essential to establish a viable research road 
map. This paper proposes a data-mining-based methodology for long term wind forecasting (ANN), which is suitable to 
deal with large real databases. The paper includes a case study based on a real database of  five years of wind speed 
data for a site and discusses results of wind power density was determined by using the Weibull and Rayleigh probability 
density functions. Wind speed   predicted using wind speed data with Datamining methodology using intelligent technology 
as Artificial Neural Networks (ANN) and a PROLOG program designed to calculate the monthly mean wind speed. 
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1. INTRODUCTION  
The increased use of energy and the depletion of the fossil fuel reserves combined with the increase of the 
environmental pollution have encouraged the search for clean and pollution-free sources of energy. One of these is wind 
energy. This is a clean, inexhaustible and a “free” source of energy that has served the mankind for many centuries by 
propelling ships, driving wind turbines to grind grains and for pumping water. Despite the high cost of wind power this may 
become a major source of energy in the years to come. This is so because the severe pollution of the planet originating 
from the burning of the fossil fuels and the nuclear energy risks cannot continue forever. The predicted variations of 
meteorological parameters such as wind speed, relative humidity, solar radiation, air temperature, etc. are needed in the 
renewable industry for design, performance analysis, and running cost estimation of these systems [1, 8]. For proper and 
efficient utilization of wind power, it is important to know the statistical characteristics, persistence, availability, diurnal 
variation, and forecasting of wind speed. The wind characteristics are needed for site selection, performance forecasting 
and planning of wind turbines. Of these characteristics, the forecasting of mean monthly and daily wind speed is very 
important. During recent years according to global environmental pollutions, trends towards the sustainable energy and 
green power sources such as wind energy was largely increased.  
Wind energy is one of the economic renewable sources and a valuable supplement to conventional energy 
sources. One of the important problems in wide uses of wind power is difficulties of accurate wind power forecast [4, 5, 6]. 
Fluctuations in wind power production, also makes it difficult for owners of wind power plants to compete in electricity 
markets. An accurate forecast allows grid operators to schedule economically efficient generation to meet the demand of 
electrical customers. One of the most important facts of wind energy production is related to the rapid changes in wind 
speed and direction, so the output power of wind turbines vary with these changes. The theoretical calculation shows that 
the output power of wind turbines varies with the cubic power of wind speed, wind direction, and air density. Therefore, the 
forecasting of energy generation must be, based on wind speed and direction forecasting. Another Challenge directly 
related to the nature of wind power is maintaining ancillary services. Since wind Power is intermittent, variable, and largely 
uncontrollable, it requires additional reserve be allocated to hedge against uncertainty in the availability of wind power. 
Due to its variability, intermittency, and controllability characteristics, wind power integration presents unique challenges. 
Generally, they can be grouped in the following: challenges in wind speed forecasting and forecasting wind power. Often 
wind and wind power rely on wind data (wind speed as well as wind direction) recorded over sufficiently large period of 
time. Such data varies to a large degree over time. In order to make an accurate forecast, one needs to fine meaningful 
patterns in data collection. So, Data mining provides us with the tools for discovering patterns in data automatically. Data 
mining and analysis techniques approaches can be used to resolve these challenges. Whereas the other wind resource 
models such as the simple persistent model and numerical weather forecasting at various wind regimes could not give 
accuracy [2, 3, 9]. Data mining can be defined as the extraction of knowledge form data, the exploration and analysis of 
large amounts of data in order to discover meaningful patterns. Although statistical analysis is useful in numerical data 
analysis, it does not solve data mining problems, such as discovering meaningful patterns in large quantities of data which 
are very much essential with the wind power systems. Data mining uses intelligent technologies and often applies such 
tools as Artificial Neural Networks (ANN), Fuzzy systems, Neuro- fuzzy systems, Artificial intelligence and other soft 
computing techniques. 
In this paper, we have considered wind speed data of the given site, of a database with 5 years of historical data 
[5], [6]. a model is developed to estimate monthly mean wind speed for a given period using PROLOG [3] ( AI Tool) 
Weibull probability distribution of wind speed and forecast the wind speed using artificial neural network. The Weibull 
distribution is commonly used to describe the probability distribution of wind speed at a given location [10, 11, 23]. Two 
parameters, the scale factor (c, also sometimes referred to as A) and the shape factor (k) are sufficient to describe a curve 
which approximates the probability distribution of the wind speed. The Rayleigh distribution (defined as a Weibull 
distribution with the shape factor k = 2), is considered frequently as a reference frequency distribution. Using an artificial 
neural network (ANN) [7] in order to forecast the wind speed taking into account different input attributes, namely the 
number of previous hours used to predict the wind speed at a given site. 
2. WEIBULL AND RAYLEIGH WIND SPEED STATISTICS 
In order to describe the wind speed frequency distribution, there are several probability density functions. The 
probability density functions point out the frequency distribution of wind speed, and which is the interspace of the most 
frequent wind speed, and how long a wind turbine is out and on of action. The Weibull and the Rayleigh functions are the 
two most known functions [14– 16]. The Weibull distribution is a special case of generalized gamma distribution, while the 
Rayleigh distribution is a subset of the Weibull. The Weibull is a two parameter distribution while the Rayleigh has only 
one parameter and this makes the Weibull somewhat more versatile and the Rayleigh somewhat simpler to use. The 
Weibull distribution function is expressed as follows where v is the wind speed, c the Weibull scale parameter in m/s, and 
k the dimensionless Weibull shape parameter. These parameters can be determined by the mean wind speed-standard 
deviation method [15 –19] using equations 1 to 4. 
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Where  is the mean wind speed , is calculated using equation  5 and  is the standard deviation, is calculated using 
equation 6 and n is the number of hours in the period of the time considered such as month, season or year. The 
dimensionless shape parameter, k, o f Weibull distribution is assumed as 2 in Rayleigh distribution functions [19]. The 
probability density function of the Rayleigh distribution is expressed as
 
2
2
exp (7)
42
R
v v
f v
vv
 
The wind power density of any windy site per unit area based on any probability density function to estimate the wind 
power can be expressed as 
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Where ρ is the standard air density, 1.225 kg/m [15, 17, 21]. Assuming that there is no variation in air density [20, 22]. W 
hen the Weibull function is chosen as distribution function f (v), the average wind power density is calculated as 
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3. PROLOG 
PROLOG is a simple, yet powerful programming language, based on the principles of first order predict logic. The 
name of the language is an acronym for the French `PROgramma-tion en LOGique'. About 1970, PROLOG was designed 
by A. Colmerauer and P. Roussel at the University of Marseille, influenced by the ideas of R.A. Kowalski concerning 
programming in the Horn clause subset of first order predict logic. The name of PROLOG has since then been connected 
with a new programming style, known as logic programming [23]. Figure 1 show the basic prolog flow chart used to 
estimate the mean annual or monthly wind speed of wind data of the given site. 
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Figure 1: Flow Chart  
 
Until the end of the seventies, the use of PROLOG was limited to the academic world. Only after the 
development of ancient PROLOG interpreter and compiler by D.H.D. Warren and F.C.N. Pereira at the University of 
Edinburgh, the language entered the world outside the research institutes. The interest in the language has increased 
steadily. However, PROLOG is still mainly used by researchers, even though it allows for the development of serious and 
extensive programs in a fraction of the time needed to develop a C or Java program with similar functionality. The only 
explanation is that people like wasting their precious time. Nevertheless, there are a large number of fields in which 
PROLOG has been applied successfully. The main applications of the language can be found in the area of Artificial 
Intelligence; but PROLOG is being used in other areas in which symbol manipulation is of prime importance as well. Some 
application areas are: Natural-language processing, Complier construction, the development of experts systems, Work in 
the area of computer algebra, the development of (parallel) computer architectures and Database systems [12]. 
4. ARTIFICAL NEURAL NETWORK (ANN) 
ANN is a massively parallel computational model that simulates the structure and the functional aspects of 
biological nervous system. The brain which is central to the nervous system is made up of discrete units called neurons 
(the Greek word for nerves). Neurons are polarized cells that receive signals via highly branched extensions, called 
dendrites and send information along un-branched extensions, called axons. In total, the human brain contains 
approximately 1014 to 1015 interconnections of neurons. All neurons process information in much the same way and 
information within neurons are transmitted in the form of electrical impulses called action potentials via the axons from 
other neuron cells. When the action potential arrives at the axon terminal, the neuron releases chemical neurotransmitter 
which effects the interneuron communication at specialized connections called synapses [2, 3, 9]. 
 
Figure 2. Anatomy of a biological neuron 
In biological systems, learning involves adjustments to the synaptic connections between these neurons. Figure 2 
shows the anatomy of a biological neuron. Artificial neuron was inspired from the structure and functions of the biological 
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neuron and figure 3 shows the structure and components of an artificial neuron. Artificial neuron functionality and 
properties such as its flexibility and ability to approximate functions to be learned depend on its activation function. Some 
important activation functions are linear, sigmoid, threshold and hyperbolic tangent activations. A neuron learns through an 
iterative process of adjustment of its synaptic weights and a neuron become more knowledgeable after each iteration of 
the learning process. 
 
         Figure 3: The structure of an Artificial Neuron 
 
The functionality of a single artificial neuron which is the basic unit of an artificial neural system is very limited. To 
learn how to solve a problem that cannot be learned by a single neuron, an interconnection of multiple neurons called 
Neural Network (NN) or Artificial Neural Network (ANN) must be employed. Figure 4 shows the simplest Artificial Neural 
Network (ANN). 
 
Figure 4: The simplest Artificial Neural Network 
 MATLAB R2008a Neural Network Toolbox is utilized in this work because it contains various functions and 
backpropagation training algorithms for implementing feed forward neural networks. There are various backpropagation 
training algorithms with diverse capability based on the nature of problem the network is designed to solve.   Generally, 
ANN can be trained for tasks such as function approximation (regression) or pattern recognition (discriminant analysis). 
Our problem falls under approximation (regression) in which the network is trained with the available wind data and predict 
wind speed data of the site. This is aimed at obtaining the optimal algorithms for the site out of the available 
backpropagation training algorithms in MATLAB R2008a. It is actually very difficult to know which training algorithm will be 
the fastest for a given problem. It depends on many factors, including the complexity of the problem; the number of data 
points in the training set, the number of weights and biases in the network, the error goal and the task the network is to 
perform (Howard et.al, 2010). The Figure 5 shows, the network architecture for our ANN based model as created by the 
MATLAB R2008a wizard. 
 
                Figure 5: ANN Model 
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5. CASE STUDY  
Step 1: Site Description 
 A 50 m lattice met tower was installed near the proposed site in districts of Karnataka State in Southern India as 
in table 1. The met tower was equipped with wind speed and direction sensors, a data logger, an ambient air temperature 
sensor, and a lightening arrester for protecting the measuring equipment from a severe thunder storm. Wind speeds and 
directions at 10 m, 30 m, and 50 m as well as ambient temperature at 3 m above ground level (AGL) were measured 
between January 2006 to April 2010 with a 1 min sampling interval and a 10 min recording interval. Wind speeds were 
measured using 3-cup anemometers and wind directions were measured using standard wind vanes both of which were 
attached to the end of booms mounted on the met tower. The instruments were connected to a NRG data logger which 
was powered by a PV-battery system. 
     Table 1: Site Details 
 
 
  
The resolution of wind speed measurements were 0.19 m/s and the resolution of wind direction measurements 
were 1.4°. Measurement accuracy as specified by the instrument manufacturer was ±3% for wind speeds of 17-30 m/s. 
The measured wind speeds at 10 m, 30 m, and 50 m AGL were analyzed using the Weibull distribution technique. Weibull 
parameters were investigated based on the analytical method. A sample data obtained is has shown in the Table 2. 
Step 2: Prolog plots  
The data obtained from the anemometer was a raw set of wind speed data. We input this data to the prolog code, 
which calculated mean values and gave us the prolog plots as shown in Figures (6a-6e). 
Table 2: Sample data of the site recorded by NRG data logger 
 
Sl.No. Location Latitude Longitude Elevation Districts Date of Commission 
1 Ingaleshwar N 16º 38' 45" E 76º 7' 35" 677m Bijapur 10.01.2006 
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Figure 6a: Annual mean wind speed for the year 2006 
 
 
Figure 6b:  Annual mean wind speed for the year 2007 
 
 
Figure 6c: Annual mean wind speed for the year 2008 
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Figure 6d: Annual mean wind speed for the year 2009 
 
 
Figure 6e:  Annual mean wind speed for the year 2010 
 
 Table 3: Annual Mean Wind speed (Vm) and Standard Deviation (SD) for the give site 
 
 
Height 
 Years 
2006 2007 2008 2009 2010 
Vm SD Vm SD Vm SD Vm SD Vm SD 
10mts 4.5282 2.2722 4.8263 1.9144 4.9755 2.0312 5.2373 5.7790 1.1307 1.7790 
30mts 5.4140 2.5558 5.8290 2.0844 5.9258 2.1674 5.8934 1.9966 1.4247 2.2371 
50mts 6.0836 2.7071 6.4518 2.1262 6.4466 2.2054 6.4712 2.0661 1.6279 2.5448 
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Step 3: Weibull and Rayleigh plots 
The mean wind speed value and standard deviation calculated were used to calculate the Weibull parameters k, 
c and power. 
The plots below display the probability distribution function, cumulative distribution function and power for the given site. 
 
                          
Figure 7a       Figure 7d 
 
                  
                    
 
 
 
 
 
 
 
                                                                                                 
Figure 7b                                                                                                        Figure 7e  
                                  
Figure 7c       Figure 7f 
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Figure 8a       Figure 8d 
                       
  Figure 8b       Figure 8e 
                      
  Figure 8c       Figure 8f 
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Figure 9a                        Figure 9d 
                        
  Figure 9b       Figure 9e 
                               
   
                              Figure 9c               Figure 9f                                                                                     
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Table 4:  Annual Weibull shape parameter, scale parameter, Weibull Power & Rayleigh Power obtained for given 
site. 
 
 
Years 
 
K 
c 
Weibull Power 
Watts/m
2 
 
Rayleigh Power 
Watts/m
2
 
 
10 
 
30 
 
50 
 
10 
 
30 
 
50 
 
10 
 
30 
 
50 
 
10 
 
30 
 
50 
 
2006 
 
2.1146 
 
2.2595 
 
2.4093 
 
4.8083 
 
5.7674 
 
6.4948 
 
99.4687 
 
160.7305 
 
217.0505 
 
90.5088 
 
156.1874 
 
223.0529 
 
2007 
 
2.7297 
 
3.0551 
 
3.3383 
 
5.1632 
 
6.2357 
 
6.8950 
 
99.6743 
 
164.8519 
 
214.2014 
 
112.0651 
 
197.4023 
 
266.2717 
 
2008 
 
2.6457 
 
2.9810 
 
3.2055 
 
5.3213 
 
6.3400 
 
6.8932 
 
111.3556 
 
175.4348 
 
217.7393 
 
122.6754 
 
207.4783 
 
266.6622 
 
2009 
 
0.8986 
 
3.2396 
 
3.4553 
 
4.4948 
 
6.3009 
 
6.9119 
 
647.6085 
 
165.5295 
 
212.9170 
 
69.1049 
 
203.6621 
 
268.8349 
 
2010 
 
0.6113 
 
0.6126 
 
0.6156 
 
0.6509 
 
0.8226 
 
0.9463 
 
25.5073 
 
50.5417 
 
73.7960 
 
0.2245 
 
0.4531 
 
0.6900 
 
Step 4: ANN plots 
Wind speed data was given as input in Matlab for the site; resulting graphs for Levenberg-Marqurdt 
backpropogation are shown below. 
 
 
    Figure 10: Predicted ANN plots for various heights 
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    Figure 11: Regression plot  for given Data 
6. RESULTS AND DISCUSSION 
In this paper proposes a data-mining-based methodology for long term wind forecasting (ANN), which is suitable to deal 
with large real databases. We consider the last five years of wind speed, and results for wind speed forecasting at 10 
minutes intervals at various heights. In this study, wind power density was determined by using the Weibull and Rayleigh 
probability density functions. Moreover, wind speed was predicted using wind speed data of 5 years for site under 
considerations with Datamining methodology using intelligent technology as Artificial Neural Networks (ANN) and A 
PROLOG program was also designed and developed to calculate the Monthly/Annual mean wind speed data of the site, 
which is the first step of prediction of wind speed data. 
From the figure 6(a-e) prolog plot we have able to find the monthly mean value of the given site and found to be good in 
the months of May to August in all the years for all the heights of the site under considerations and the average mean 
value of wind speed data for various heights and standard deviations is been tabulated in table 3.The uniqueness of the 
prolog program is so designed that it gives flexibility to calculate Annual and monthly mean wind speed data of the given 
site. 
 From the figure 7(a-f), figure 8(a-f), figure 9(a-f) and table 4 shows all the values tabulated for 10meters, 30meters and 
50meters Weibull probability distribution, Weibull cumulative distribution and Weibull power plots and similarly for Rayleigh 
probability distribution, Rayleigh cumulative distribution and Rayleigh power for the given site under consideration 
.Typically, the shape factor ranges between 1 and 3. Within this range, for small k values, the Weibull distribution tends 
towards an exponential distribution, and for high k values the Weibull distribution tends towards a Gaussian distribution. A 
Weibull distribution with a shape factor of 2 becomes a Rayleigh distribution. The Rayleigh distribution is often referred to 
as a reference frequency distribution. With higher k values, the Weibull curve becomes taller and narrower, which in the 
wind speed range of the investigated wind energy projects 8 – 10 m/s, implies that both very low wind speeds and very 
high wind speeds are less frequent than at Weibull curves with lower k values. Since the influence of wind speed on the 
power contained in the wind flow is cubic, especially the shape of the tails of the Weibull curves has impacts on the power 
density in these environments, and this is as seen in the power cure in the plot and tabulated values.    
From the figure 10 and figure 11, the ANN plots of the wind speed prediction at the given site under consideration is been 
plotted and the, Existing literatures reveal that hitertoe, computer based Wind prediction are implemented various 
Datatmining techniques. This requires a lot of computational power and several researches are ongoing to enhance this 
approach. This work lays the foundation for a novel approach in implementing prolog to find Mean wind speed and wind 
prediction using ANN. Since the efficient training of an ANN within an optimum time frame is always a major requirement 
specification, we have been able to empirically obtain a backpropagation  training algorithm that meets this 
requirement(i.e. the  Levenberg-Marquardt(trainlm) algorithm  has the best performance with regression nearly equal to  1. 
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7. CONCLUSION 
This paper presents a statistical and datamining based methodology for wind speed prediction .The paper 
introduces a datamining technique that is ANN to predict the wind speed using LM Backpropration algorithm resulting in a 
good prediction with least error and a best backporogation algorithm. The paper also introduces a novel concept of using 
prolog to estimate the mean values of the wind speed data. The Statistical  analysis of  wind speed prediction  shows that 
Weibull distribution is more suitable than Rayleigh distribution and by seeing the values of the k we can conclude that 
Higher values of k imply a sharper maximum in the frequency distribution curve and consequently a lower wind power 
density. 
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