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Chapter 1
Introduction
Regular patterns and structures, both equilibrium and nonequilibrium, are found in a
wide variety of physical and chemical systems, systems as diverse as type I supercon-
ductors, ferrofluids confined between two glass plates, fluids undergoing a Rayleigh-
Bénard instability, and domains in ferromagnetic garnet films [SeAn]. These macro-
scopic patterns have periods on widely different length scales (from  for super-
conductor and magnetic garnet patterns, to for ferrofluids and convective pat-
terns), but all exhibit a simple regularity that, in the two-dimensional examples men-
tioned above, includes stripes and bubbles.
The last of the four examples above, magnetic systems, provides a classic case of
equilibrium pattern formation. The concept of static domains, macroscopic regions of
uniform magnetization within a magnetic material, was introduced by Weiss already
at the beginning of the last century to explain why such materials can be in a state of
zero (or very weak) total magnetization while having a non-zero local magnetization.
This hypothesis has been since confirmed by experiment many times over, by optical
methods exploiting the Faraday or Kerr effects, or by the Bitter-pattern method where
suspensions of magnetic particles are spread over the surface of the probe [MaSl]. The
theory is also well understood. Magnetic domains are a consequence of the compe-
tition between two effects: the short-range exchange interaction acts to promote the
homogeneous state, while the long-range dipolar interaction destabilizes it. The bal-
ance of the exchange and anisotropy effects means that the transition from one domain
to the next is not abrupt, typically taking place over several hundred lattice constants,
and the theory of domain walls is also well-developed [Hube]. Depending on the ori-
entation of the magnetization as it passes from one domain to the next, domain walls
are called Bloch walls (the magnetization rotates in the plane of the wall) or Néel walls
(the magnetization rotates in the direction normal to the wall)1.
1The name “Bloch wall” can also be used in a wider sense to describe all walls between static
domains, regardless of their orientation.
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In the 1970’s, encouraged by technical advances in digital data storage, interest in
domain structure in magnetic garnet films grew [Wige84]. For many years, vertical
Bloch lines (where differently orientated domain walls meet) were expected to be of
great technological importance and this interest also pushed forward advances in the
theory of static domains [Slon]. Of particular interest are the dynamic properties of
  
walls (where the magnetization rotates fromin one domain toin the next)
when a static magnetic field is applied in the direction parallel to the easy axis
of a ferromagnet [Thie, ScWa]. The review by de Leeuw and coworkers provides a
good overview of this area [deLe]. Application of the static theory to two and three
dimensions has also been investigated [Kose, IvSh].
Ferromagnetic systems driven by external magnetic fields have also been under inves-
tigation for many years [Damo]. Early work by Suhl already showed that there is a
threshold where the uniform state becomes unstable to homogeneous driving fields
[Suhl]. Driven magnetic systems are a physicist’s playground for spatio-temporal
nonequilibrium effects [Wige94]. Now when the difference between the pump field
and its critical value is small (the weakly nonlinear case), the pattern formation in such
a system can be described by amplitude equations. The case where the driving field is
perpendicular to the external static magnetic field (transverse pump) has been investi-
gated in detail [MaSa, Völg], as has the parallel pump case, particularly for the case of
films [Rieg].
However, when the probe is strongly driven, such perturbative procedures break down.
One-dimensional numerical simulations have predicted dynamic domains for model
including a transversely rotating field [Elme]. Dynamic domains are stable solutions
to the equations of motion. In the reference frame rotating with the driving field they
exhibit a stationary domain structure, like that known from static domains, yet in the
lab frame their position is stationary while the magnetization within the domains ro-
tates at different angles (see the sketch in Figure 1.1). Plefka also obtained dynamic
domains in one dimension by numerical simulation and was able to explain character-
istic elements of the structure analytically [Plef95].
Using a simple model, Flesch predicted theoretically dynamic domains in one dimen-
sion [Fles]. Crucially, this model neglected the effect of the wall between the domains
and so could only make statements about the magnetization within the domains them-
selves, giving only a rough estimate of the regions in parameter space where they might
be expected to be found.
Experimentally, the difficulties involved with large pump amplitudes were solved al-
ready 20 years ago [Doet]. Renewed interest in this topic has led to recent work where,
using the Faraday effect, dynamic domains were observed in garnet films driven by
high power inhomogeneous driving fields [Wöbe98, Wöbe99].
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wall
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Figure 1.1: Sketch of a dynamic domain state. The magnetization rotates in locally homoge-
neous regions separated by a wall of finite width
In this work we investigate dynamic domains in ferromagnetic films. We use the
Landau-Lifshitz equation including damping to model the dynamics of the magnetiza-
tion within the film. The film is assumed to be infinitely extended in two dimensions.
The model includes a (saturating) static field in the direction normal to the film ( di-
rection) and a homogeneous transverse driving field in the plane of the film. The model
also includes an easy axis anisotropy in the  direction, the exchange interaction and
the long-range (demagnetizing) part of the dipole effect. This model and the different
effects included are discussed in detail in Chapter 2.
The work is divided into two parts. Part I is the numerical investigation. Firstly, in
Chapter 3, we discuss how the numerical simulations were carried out, while Chapter
4 considers in detail the numerical solutions found. We see that homogeneous (where
all the spins in the probe rotate in phase) and dynamic domain solutions are found. The
dynamic domains are observed in the form of stripes and bubbles. In addition we look
at the regions in parameter space that the different solutions are found and investigate
the critical thresholds of the driving field amplitude where the various solutions vanish.
In Part II the analytical investigation is carried out. In Chapter 5 we discuss the homo-
geneous solutions and, by means of a linear stability analysis, the regions in parameter
space where such solutions are stable. In Chapter 6 we use a simple model to investi-
gate the features of dynamic domains far from the domain wall. Again a linear stability
analysis discusses necessary conditions for the stability of such solutions.
In Chapter 7 we look at the wall between the dynamic domains. We see that dynamic
domain fixpoints of the equation of motion can only be obtained exactly
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in the limiting case of no damping in the system. We therefore carry out a perturbation
calculation and obtain approximate solutions for the case of small damping. We also
consider where this perturbation calculation is valid and where it breaks down. Chap-
ter 7 also contains an investigation into the effect of the wall curvature on dynamic
domain solutions and hence looks at the differences between stripe domains and bub-
ble domains. We consider only the situation where the curvature of the domain wall is
small.
Now, it is known that when a saturating static field is applied parallel to the easy axis of
a probe containing a static domain structure, the domain walls move towards each other
and collide, leaving the probe in a homogeneous spin-up state ([ScWa] and Appendix
C). However, in our case, there is also a transverse pump field present. The question
arises of whether and under which circumstances the transverse pump field can call a
halt to the travelling of domain walls and permit the presence of a stable dynamical
domain state. This is the subject of Chapter 8, where, by linearizing the equations of
motion around the Bloch wall, we investigate a stability criterion that must be satisfied
for dynamic domain solutions to be found.
Chapter 9 compares the numerical results with those obtained by analytical methods.
We also discuss in what regions of parameter space the various approximate analytical
theories are valid. Finally, Chapter 10 provides a summary of the calculations and
results.
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Chapter 2
The Landau-Lifshitz Equation
In this work we investigate spatio-temporal pattern formation in ferromagnetic films.
The length scales of the patterns we are interested in are large compared to the atomic
distance of such substances and so the relevant quantity is a macroscopic variable, the
local magnetization  





. The dynamics of  





are described by the Landau-
Lifshitz equation:


 

 
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 
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 (2.1)
Equation (2.1) is a dimensionless equation, made so by scaling with the magnitude of
the saturation magnetization of the probe and the gyromagnetic ratio.
The first term in equation (2.1) describes the precession of the magnetization around an
effective magnetic field




, while the second term is a damping term. This damping
term was first introduced phenomenologically by Landau and Lifshitz in 1935 [LaLi]
and describes relaxation of the magnetization towards the effective field. Scalar multi-
plying equation (2.1) by , we obtain
 



 





 


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 

Therefore the magnitude of the magnetization vector  is a conserved quantity of the
motion, and the Landau-Lifshitz equation (2.1) describes only the variation in direction
of the vector .
Equation (2.1) has also been derived from the microscopic electron spin dynamics
[Plef93, Gara], where its validity for ferromagnets below the Curie temperature was
shown. In this region the magnitude of the magnetization does indeed remain approxi-
mately constant, and so the alternative Bloch damping, which describes a relaxation of
the magnitude of the magnetization to the saturation magnetization, may be neglected
compared to the Landau-Lifshitz damping above.
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2.1 Effective Magnetic Field
The effective magnetic field is made up of both external and internal magnetic fields:
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The two external fields in this expression are as follows:
A static field normal to the film of magnitude . This field is generally taken to
be saturating, i.e.  .
A driving field perpendicular to the static field in the-plane of magnitude

and frequency. The probe is then said to be transversally pumped. Throughout
the numerical part of this work we consider a resonant driving field, in dimen-
sionless form
 


.
The three internal fields taken into account are:
A strong isotropic exchange field with magnitude 
. This describes the short-
range exchange interaction between the electron spins and is quantum mechani-
cal in origin. Taking the continuum limit of a nearest-neighbor interaction leads
to the second spatial derivative [Akhi]. The exchange energy is thus described
classically and is associated with magnetic inhomogeneity in the probe. For a
ferromagnet
 .
The dipolar field, a nonlocal field satisfying the solutions of magnetostatics:
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Initially1 we only discuss the long-range ( ) part of the dipolar term, called
the demagnetizing term, where
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where  is the average of the magnetization over the probe. The ferromag-
netic film described in this work is assumed to be infinitely extended in the
-plane and of zero thickness in the  direction. This is motivated by ex-
perimental efforts using the Faraday effect which can only resolve patterns
in the plane of the film and cannot detect any structure throughout the
1The full dipolar field including
ﬀ
ﬁ
ﬂ
terms is discussed in Chapter 3.
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film’s thickness. Hence the system is treated as a spatially two-dimensional bulk
system and boundary effects are neglected.
In the case of ellipsoids, the demagnetizing field is uniform. (The integral is
a quadratic function of the coordinates, and so its second derivative is constant
[Akhi]). The demagnetizing tensorcontains the shape of the probe. In the
case of an oblate ellipsoid of infinite extent in theanddirections (a film) the
only non-zero component of

is





. Thus we have
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where, the  -component of the magnetic field averaged over the probe may
be written as:
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for a film of side , or for an infinitely extended film with a magnetization
pattern which repeats itself with periodicityin both theanddirections.
A uniaxial anisotropy in the  direction of magnitude. This interaction may
be derived from the spin-orbit Hamiltonian [Akhi] and for the easy axis case
considered in this work ( ), the anisotropy energy is a minimum when the
magnetization is aligned parallel to the axis.
Unless otherwise stated, the quantities  






are all large and may not be ne-
glected.
2.2 Rotating Reference Frame
The Landau-Lifshitz model equation (2.1) with effective field (2.2) as it stands is ex-
plicitly time dependent. We can remove the explicit time dependence and attain an
autonomous equation by carrying out a transformation to a reference frame rotating in
the-plane with frequency, i.e. with the driving field. This transformation is as
follows:
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The expression 
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is a rotation operator (or versor [Laga]) defining a rotation
about the axis by an angle . This operator leaves vectors in the direction
unaffected and its action on vectors in the-plane is defined via the power series
expansion of the operator:
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In order to obtain the Landau-Lifshitz equation in the rotating reference frame we
replace   in equation (2.1) with the inverse of definition (2.4):
 
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After cancelling out the operator
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(or, more precisely, applying	
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left and noting that the operators
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and	commute), equation (2.1) yields:
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The additional term 	on the right-hand side of equation (2.5) is due to the
time derivative of the rotation operator.
Hence steady state solutions obtained in the rotating reference frame correspond to
precession of these solutions with frequencyin the-plane in the lab frame. This
fact must be borne in mind when viewing the results in the following chapters that have
been calculated (either numerically or analytically) in the rotating reference frame. (In
what follows, the subscript rrf will generally be neglected when performing calcula-
tions in the rotating reference frame.)
Multiplying equation (2.5) from the left by  	and recalling that   , we
obtain
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can be replaced with the help of equation (2.5), and after
some sorting, we obtain the Gilbert form of the Landau-Lifshitz equation:
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(2.7)
The damping coefficient is the same in both the Gilbert form of the Landau-Lifshitz
equation (2.7) and the common form (2.5).
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Part I
Numerical Simulation
12
Chapter 3
Notes on Computation and
Representation
The time-independent Landau-Lifshitz equation (2.5) with (2.6) was simulated on the
vector-parallel supercomputer heiping, a Fujitsu/SNI-VPP300. The source code of the
program is based on a Fortran routine written by Matthäus and extended by Plefka
[MaPl].
Spectral Approach
The numerical simulations of the partial differential equation (2.1) are carried out on
a two-dimensional spatial grid with  	 mesh points. The boundary conditions
are periodic. When the number of mesh points in each direction is large enough it
is expected that the boundary conditions have no effect on the structures within the
probe1.
Rather than dealing with the exchange term (second spatial derivative inanddirec-
tions) using a finite difference method or similar, a spectral approach is chosen. The
internal field contributions to the effective magnetic field (exchange, demagnetizing,
anisotropy) are transformed into Fourier space. This has the advantage that in-space
the  	 difference equations that would otherwise be coupled via the short-range
exchange and the long-range dipolar interaction are decoupled. This also allows the
vector nature of the supercomputer to be exploited more fully.
1This was indeed confirmed by performing the simulations also with unpinned spins (ﬁﬂ
at the edge of the film, where

is the coordinate normal to the edge of the film [RaWe]) and it was seen
that the same results were obtained, sometimes shifted slightly so that a domain wall never appeared at
the edge of the probe.
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The second order central finite difference representation of the Laplace term yields a
term in Fourier space of the form


 







 

	

	


correct up to errors of the order



, while the fourth order difference representation
in Fourier space of the Laplace term is


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
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correct up to errors of the order



. Here

and	are the number of mesh points
in theand directions respectively (in simulations	 ), whileis the
spacing between the grid points.
Throughout the simulation results presented here, only part of the dipole field included
initially is the long-range ( ) part:






and   for 


 
For completeness, the effect of the full dipole field including


 
terms can also be
included in the simulations2. In Fourier space this is written as [Wige94]:
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with








	

	for this two-dimensional system. It was seen that including the
full dipole field had little effect on the final domain structures found in the parameter
regions observed, and so only the demagnetizing part was retained.
Additional Damping Term
Throughout the course of a simulation we require that the magnitude of the magne-
tization  remain constant at one. However, the accumulation of numerical errors
means that this is not the case, and the magnetization tends to drift away from the value
one in time. Therefore we add an additional Bloch-like damping term to the equation
of motion (2.5) that recalls the length of the magnetization vector back to one at each
time step. This Bloch damping is purely a reaction to a numerical artifact.
2In this case the transformation to the rotating reference frame cannot be carried out and the time-
dependent Landau-Lifshitz equation (2.1) with (2.2) must be simulated
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Numerical Parameters
The number of mesh points was varied up to a maximum of 	 , bearing in mind
that a fast Fourier transform is more efficient when performed on a list of length  .
The grid size of 	 chosen for all simulation results presented here was extracted
from a compromise between speed and the necessity of being able to recognize struc-
tures. The magnitude of the exchange term 






, where 


is the system
length, was varied such that a domain wall had an approximate “width” of 6-8 grid
points, allowing the structure of the wall to be seen clearly. In general a second-order
spatial differencing scheme was used as in the parameter regimes investigated little
difference in results was found compared to fourth order.
Three different types of time integration were implemented and compared: Euler inte-
gration (first order) and Runge-Kutta second and fourth order. In the parameter regimes
investigated, a time-step size of


 

 
was found to suffice. In general a Euler
time integration scheme was used. No difference in results between this scheme and a
Runge-Kutta scheme could be observed in the parameter regions investigated, and the
Runge-Kutta scheme required considerably more time to compute.
The total simulation time required to obtain a final solution varied depending on the
proximity of a change in the stability of a solution (critical slowing-down phenomenon).
Far from a critical value of
(denoted,andin subsequent chapters) a time
of , where 


, the period of the driving field, was typically required for the
final stable state to form. Close to a critical value of

, times of up to were needed
before the final stable state formed.
Physical Parameters
The physical parameters in the system are , the damping3;  , the static field in  -
direction;

, the amplitude of the transverse driving field; , the frequency of the
driving field; 
, the exchange parameter; and, the anisotropy. Throughout the nu-
merical investigation into dynamic domains, the parameter varied was

, the amplitude
of the driving field. All other physical parameters in the simulations shown are held
constant:
 

 



 



(system at resonance),
 (and so
  
for),.
3The damping constantcan be determined from the linewidth in magnetic resonance experiments
and is found to be very small	ﬂ


in the particular example of yttrium-iron garnet films with smooth
surfaces. The larger valueﬁ
ﬂ

	
was chosen for numerical simulations to reduce the time taken for
transient behavior to die away.
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Stroboscopic Representation
Of course it would also be possible to simulate the time-dependent Landau-Lifshitz
equation (2.1) with (2.2) in the lab frame. The results are equivalent, as was indeed
confirmed by simulation of the transformed time-dependent Landau-Lifshitz equation
(2.1) for a large variety of parameter values. A result that is statically stable in the
rotating reference frame will appear dynamically stable in the lab frame if we view the
simulation once per period. Thus the results in the rotating reference frame can be
thought of as a stroboscopic view of the results in the lab frame.
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Chapter 4
Numerical Dynamic Domains
To investigate systematically the presence of dynamically stable structures, all nu-
merical and physical parameters except the amplitude of the driving field were kept
constant ( , , 
 ,  ), while was varied from  
upwards. Depending on the initial states and on the value of

, different dynamically
stable solutions are found.
We recall that the results presented in this chapter are shown in the rotating reference
frame. This is equivalent to a stroboscopic view of the situation in the lab frame, where
the magnetization in the probe is not static as appears in the figures, but actually rotates
around the axis with frequency.
4.1 Homogeneous State
The solution found most frequently in numerical simulations is the homogeneous or
uniform solution. In this case, all the spins throughout the probe rotate at the same
frequency, in phase, and with the same constant. Figure 4.1 shows the,	and

components of the magnetic field in homogeneous dynamically stable states for
different values of the driving field

.
The dynamically stable homogeneous state is found numerically for values of

below
a certain critical value






 
and above another critical value




.
A macroscopic parameter describing the state is, the magnitude of the demagne-
tizing field in the film. In the homogeneous case this is simply, and it varies from





at


 (the entire probe in the spin up state) to for, when
the spins rotate essentially in the-plane because the amplitude of the rotating field
is much larger than that of the static field in direction.
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Figure 4.1: Dynamically stable homogeneous states obtained at the parameter values: ,
	





,


for different values of. The open squares are thecomponents, the
gray squares the	components and the black squares thecomponents of the magnetiza-
tion. No dynamically stable homogeneous states are found betweenand
4.2 Stripes and Bubbles
Some of the two-domain dynamically stable structures also found are shown in Figure
4.2. This is a shaded contour plot of thecomponent of the magnetization through-
out the probe. The dark areas depicted are those where while the light areas
imply . Figure 4.2 makes no statement about theand components of the
magnetization, which (apart from at the wall) are spatially homogeneous and vary pe-
riodically in time with period. This implies that the spins within the domains rotate
in the-plane in phase and at the same frequency.
The simulations were performed with a great many different initial conditions. The
results shown in Figure 4.2 are characteristic of all the dynamic domain results ob-
tained, i.e. dynamically stable domain states either have either translational symmetry
(b, c and d) or rotational symmetry (a, e and f). In particular simulations were per-
formed with initial conditions in the shape of an oval and a square. The oval was seen
to stretch in time, eventually forming a stable stripe solution, while the square resulted
in a stable bubble solution.
The  component of the magnetization in each co-existing dynamic domain is
shown in Figure 4.3 for different values of

. It is observed that dynamically
stable domain states only exist between two values of the driving field, called


 and



. As we approach the upper bound


 the domain states become
ever more flattened out, until eventually at


 the domain state merges into
the homogeneous state. This continuous transition is in direct contrast to the
lower bound


where a well-defined domain state suddenly no longer exists.
The bounds




 


and




are clearly visible in Figure 4.3. The values
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Figure 4.2: Dynamically stable domain states obtained at the same parameter values: ,
	





,

 
,


. a) “spin-up” bubble, period  ; b) horizontal stripes, period;
c) horizontal and vertical stripes, period  ; d) diagonal stripes, period

 
; e) “spin-down”
bubble, period ; f) “spin-down” bubble, period
of


and


were seen to be the same whether bubbles or stripes were under investi-
gation.
Again we can consider as an indication of the macroscopic state of the probe.
Here differences are found between stripes and bubbles. The results are summarized
in Figure 4.4.
In the case of stripes,has the same very small positive value (  ) for all
at which stripes are stable.
In the case of bubbles,varies with

. For “spin-up” bubbles, where inside
the bubble and outside the bubble, the average magnetization throughout the
probe is always negative, rising from 


at




to

 
as






.
For “spin-down” bubbles, where  inside the bubble and  outside
19
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Figure 4.3: The -component of the mag-
netization within dynamic domains as ob-
tained from numerical simulations. Each
pair of dots for a given value of corre-
sponds to thevalues far from the domain
wall for a single numerically stable simula-
tion
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Figure 4.4: Demagnetizing field in dy-
namic domain states; each square corre-
sponds to the final state of a numerical sim-
ulations, with stripe domains (filled square),
“spin-down” bubble domains (gray square)
and “spin-up” bubble domains (open square)
the bubble, the average magnetization throughout the probe is always positive, falling
from 


at




to

 
as





.
4.3 Wall Structure
The spatially distinct uniform regions are separated by a domain wall. Here the mag-
netization does not jump from the value in one domain to the next, but rather varies
continuously across the finite wall width. The spins inside the wall rotate at the same
frequency with the rest of the probe, but with a phase shift compared to the spins
within the domains. A schematic view of the top elevation of a stripe domain wall and
a bubble domain is shown in Figure 4.5. In the domain wall all the spins are parallel.
In particular, this is also true for the bubble domain wall and so the whole structure
including wall is not rotationally symmetric. The rotational symmetry of the system
is broken by the presence of the driving field

. Such bubble domains as sketched in
Figure 4.5 were always obtained, even if rotationally symmetric initial conditions were
used.
The , 	and components of the magnetization through a wall between two
(striped) dynamical domains are shown in Figure 4.6, for the cases and








.
The structure of the wall differs depending on

. For small

close to the lower
bound, at the center of the wall the largest component of  is 	 which is
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Figure 4.5: Sketch of the orientation of the spins in the probe in the rotating reference frame
for stripe dynamic domains (left) and bubble dynamic domains (right). The view is from above
onto the plane of the film. Within the domains(denoted by) or(denoted by
). The magnetization rotates from one position to the next in the domain wall (shaded gray).
At the center of the wall

and the arrows indicate the general direction of orientation of
the magnetization
negative. As

increases,dominates ever more at the center of the wall, while	
shrinks to almost zero. In addition, as

is increased, the width of the wall increases
and an ever larger part of the probe is spatially inhomogeneous. We noted above that
the domains themselves become flattened out. This, together with the ever widening
wall, means that it is not possible to say precisely when the domain state merges into
the homogeneous state at the upper bound.
Plots like those in Figure 4.6 are shown for many more values of

in Figure 9.4, where
at that point the numerical results are compared to results from theories developed later
in this work.
As  is a conserved quantity of the motion, the three variables	andare
of course not independent of each other. Since  is scaled to 1 in this dimensionless
system, a one-dimensional state  





can be plotted at any given time as a 1-
parameter curve on the surface of a unit sphere with the origin of all  vectors at the
center of the sphere.
Figure 4.7 shows plots equivalent to those in Figure 4.6, for the same two values of

. Above, we see the solution obtained for


 






, the lower critical point for
stripe and bubble domain states. In this casevaries through fromto


. In doing so it rotates about an axis that is approximately constant throughout the
rotation process. This axisis indicated by an arrow in the top elevation of the unit
sphere shown on the right-hand side of Figure 4.7. For the case





, the axisis
almost in the direction of	.
The lower pictures show the case for






, namely for



where varies
between  

 
and  

 
. In this case the axis is approximately in the
direction.
Other values of
(not depicted here) show similar behavior. The magnetization
on the sphere always passes through the lower right-hand quadrant of the top
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Figure 4.6: Numerical simulation: Spatial variation of 	andcomponents of the
magnetization across a (stripe) domain wall for the case and. 
is the direction normal to the plane of the wall. The numbers on the horizontal axes are grid
points
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Figure 4.7: Numerical simulation: Stripe domain wall traced on a unit sphere for 


(above) and for(below). The figures show the top elevation, making it easier
to identify the axisabout which the magnetization rotates, denoted with an arrow
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Figure 4.8: Schematic view of where the homogeneous, stripe and bubble solutions are found
numerically,is the amplitude of the driving field
elevation of the unit sphere. The axis about which the magnetization rotates is ap-
proximately constant in space and varies from	for




to


for





.
The illustrations shown in Figure 4.7 correspond to the walls between striped dynami-
cal domains. The same procedure can be carried out for bubble domains, again choos-
ing the direction normal to the wall, in this case the radial polar coordinate, as

. There
appears to be no difference between stripes, “spin-up” bubbles and “spin-down” bub-
bles when we look at orientation of the spins inside the wall.
4.4 Bistability and Hysteresis
Figure 4.2 already indicates that many different probe structures are numerically dy-
namically stable at the set of same parameter values. Clearly there is bistability present,
or tristability if we recall that the spatially homogeneous solution is also dynamically
stable at this set of parameter values. This bistability is shown schematically in Figure
4.8. Which of these patterns actually occurs depends on the initial conditions of the
probe.
The homogeneous solution exists between


and


and the domain solution be-
tween


and



.


is much smaller than



, and so between these two points
both homogeneous and domain solutions exist. Although


and


are both approx-
imately 5, there is no indication that they take on exactly the same numerical value.
In fact it appears that


is slightly smaller than



, so that again there is a region of
overlap where both types of solution exist.
Two hysteresis loops occur in the system as follows: If we begin with a homogeneous
initial condition and a driving field amplitude


 
and slowly increase

, the state
of the probe remains spatially uniform until we reach the field strength






 
. The
homogeneous state is then no longer stable and a striped domain state spontaneously
appears in the probe. This remains so until







when the stripe state merges into
the homogeneous state, where it remains for





.
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Figure 4.9: Hysteresis between the homogeneous and domain solutions. The figure plots












vs, the strength of the driving field. For the homogeneous state













, while for bubble and stripe domains 












. Each dot is the
result of a numerical simulation. Arrows indicate the direction of change of the driving field
and the direction of transition. There is a sharp transition from the uniform state to domains
at



and from the domain state to the homogeneous state at . The region
around is enlarged to show more clearly the sharp transition from the homogeneous
state to the domain state atand the continuous transition from the domain state to the
homogeneous state at the somewhat higher value of
Then decreasing the field

again, the probe again becomes striped at




and
remains in this state until well below the original phase transition, only becoming
homogeneous again at




 


. This behavior is shown in Figure 4.9.
The behavior of the probe at


is of interest. We select as an initial state a domain
state which would be stable just above. Reducinga little below the critical value



, the two walls on either side of the “spin-down” domain begin to move towards
each other, and the spins within the walls to rotate faster and faster than the angular
frequency of the driving field. Eventually the walls collide and leave the probe in a
homogeneous “spin-up” state. The velocity of walls in this transient state is smaller
the closer we are to the value





, and it can take up to  , where 


the period of the driving field, for the wall collision to occur. This is an example of the
phenomenon of critical slowing down.
4.5 Nature of Critical Threshholds
Now we consider the stability of the solutions found numerically. These are
of course all stable, stationary solutions to the Landau-Lifshitz equation in the
rotating reference frame. However we are particularly interested in the critical
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Figure 4.10: Investigation into relative stability of homogeneous solutions (left) and domain
solutions (right) arising out of simulations: the largest real part of the eigenvalues of matrix
is plotted against , the amplitude of the driving field. Each point in the plot corresponds to
the final state of one simulation
driving field amplitudes








and in what manner the homogeneous and do-
main solutions vanish at these points. We wish to consider the relative stability of the
numerical solutions found.
We linearize the equation of motion (2.5) around the result from numerical simulation,
called    



. The calculation may be performed on homogeneous, bubble or
stripe states. In the homogeneous case  const.; for stripes

is a Cartesian coor-
dinate and for bubbles the radial polar coordinate. Now adding a small perturbation

 






to this and recalling that the magnitude of the magnetization remains con-
stant throughout the motion, i.e.    , we see that must lie in
a plane to which is normal.
Therefore we use an adapted local coordinate system with one coordinate axis in the
direction of . This coordinate system is differently orientated at each of the grid
points over which the numerical solution is defined, and is described in Appendix A.
We attain a linearized equation of motion for the disturbance of the form

 



 


As can only lie in a (two-dimensional) plane, it is represented by a vector of length

 , while

is a 	 matrix.
If one of more eigenvalues of

has a positive real part, will grow in time and 
is unstable; otherwise is stable. Of course all numerical available to us must be
stable, otherwise they would not have arisen out of the simulations. This means that
all eigenvaluesofwill have negative real parts.
On the left-hand side of Figure 4.10 we consider the homogeneous state at differ-
ent driving field amplitudes

. The eigenvalue of with the largest real part, i.e.
25
thatwhere 




is closest to zero, is plotted against

. We see that for very small
values of

,







is large and negative. As we move upwards towards






 
,








moves closer to zero, and so the solution is less stable. The same occurs
moving downwards from large values of

to




. Thus there appears to be a
change in the stability of the homogeneous solution at these two critical points.
On the right-hand side of Figure 4.10, numerically stable stripe solutions are consid-
ered. Again we look at the most “dangerous” eigenvalue of. We see that for large

the final state is “more” stable than the final state at smaller
(the largest eigenvalue is
more negative). This confirms what was discussed in Sections 4.2 and 4.4. The upper
transition




is verified as a vanishing of the domain solution itself. In contrast, at
the lower transition, the largest eigenvalue ofbecomes ever closer to zero, indicating
a change in the stability of the dynamic domain solution at





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Part II
Analytical Investigation
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Chapter 5
Homogeneous Solution
The simplest steady state solution to the Landau-Lifshitz equation in the rotating refer-
ence frame (2.5) is the homogeneous or uniform solution. In the lab frame this implies
that all spins in the system rotate in phase around the  -axis at the frequencyof the
transversal driving field

and have all the samevalue.
5.1 Calculation of Homogeneous Solution
We begin with the Gilbert form of the Landau-Lifshitz equation in the rotating refer-
ence frame (2.7) with effective field (2.6). Homogeneous steady state solutions must
satisfy the following conditions


 

 



 

 

i.e. there should be no change in the magnetization in time and no inhomogeneities in
the solution. We note that in the case of a homogeneous solution the average magneti-
zation in the -direction is the same as the magnetization itself in the -direction:






Therefore the effective magnetic field becomes:
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 (5.1)
Inserting (5.1) into equation (2.7) we obtain:
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 (5.2)
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The expression in square brackets in (5.2) must be parallel to , with some unknown
proportionality factor:





 








 
	




 
 (5.3)
where we have introduced the following definitions:






 

 




 

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

 



 

 (5.4)
The parameter
 
is a measure of the deviation of the system from resonance and is
called the detuning, whileis the rescaled frequency.
Taking the scalar product of equation (5.3) withleads to



 



 (5.5)
Similarly taking the scalar products withand	leads to two equations:


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
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which may be solved simultaneously to give
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
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

 and 	






 (5.6)
An expression for the unknown factoris found from the additional requirement that
 


, i.e.





	






:
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 (5.7)
This is a fourth order polynomial in. By setting





from (5.5) we obtain a
fourth order polynomial in the variable
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 (5.8)
Either 2 or 4 solutions to equation (5.8) are found, depending on the parameter regime.
In most of this work it is seen to be useful to fix the parameters and to vary

.
This yields a solution curve as shown in Figure 5.1. As one passes from the regions of
two solutions to regions of four solutions, it is a saddle-node bifurcation which yields
two further solutions.
The positions of these saddle-node bifurcations may be found by computing the
local maxima and minima of the inverse function to that shown in Figure 5.1,
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Figure 5.2:,	andcomponents of
the magnetization for the solution of the the
homogeneous fixpoint equation (5.8) where


(fixpoint 1) plotted against the am-
plitude of the driving field. Other parame-
ters as Figure 5.1
namely
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
. The equation (5.8) can be considered as a quadratic equation
for

, with the solution
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Setting







 
and solving for yields the location of the two saddle-node
bifurcations 

 
and 

 

. These may be inserted back into equation (5.9) to
obtain the two turning points explicitly

 
and

 
explicitly. Using the parame-
ter values in Figure 5.1, the saddle-node bifurcations are located at

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
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
In particular, we consider fixpoint 1, whereis always positive in the final state. We
employ equation (5.6) and show theand	components of the magnetization in
Figure 5.2. It can be seen that for small

, the magnetization points essentially in the
 direction. As

is increased,begins to dominate, i.e. for large

the spins in the
probe rotate essentially in the-plane with no component in the direction.
5.2 Linear Stability Analysis
In the previous section we determined four homogeneous fixpoint solutions
to the Landau-Lifshitz equation. We now consider their stability. To do so we
denote the basic solution as  . We then add a small time and space dependent
perturbation to  , and draw conclusions of the stability or instability of  from
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whether the perturbation decays or amplifies in time, respectively. In particular we
may consider one Fourier mode of such a perturbation:
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(5.10)
Now the magnetization 
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


must have magnitude 1:
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But is already normalized to one. Thus must lie in a plane perpendicular to 
and so
 


 


  (5.11)
We insert ansatz (5.10) into the Landau-Lifshitz equation in the rotating reference
frame (2.5) and sort for powers of.
In the zeroth order case 




we simply obtain an equation satisfied by the  ob-
tained in the previous section:
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where we have introduced
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whether  is uniform or non-uniform. If  ,







, whereas if 


 
, the
fluctuations averaged over the entire probe are zero and so



 
. Therefore
for  


















for 


 




















 


Note that the expression in square brackets in equation (5.12) is parallel to  . We
can write
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Scalar multiplying this equation by , we therefore obtain the proportionality factor

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recalling that  .
Using this we can combine the first and third terms on the right-hand side of (5.13) as
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Furthermore, exploiting (5.11), the fourth term on the right-hand side of (5.13) can be
written as
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This leads us to the linearized Landau-Lifshitz equation in its most compact form:
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We stated above that must lie in a plane perpendicular to  . We therefore intro-
duce a coordinate system defined as
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(5.15)
In this coordinate system can be written as
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and equation (5.14) assumes the form
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The final expression containing
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is different depending on whether we consider
the case or
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where we have used the fact that





 






 











 

 

	









 

	

 

	

















(5.17)
32
For


 
:



















 

Therefore


	








 


	

















 











	
 


 


	



	
 

















 












 
 





 

 





The two coupled equations for
 
and(5.16) can be written in matrix form as:
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If the real parts of both eigenvalues of these matrices are negative,  will die away
in time and the solution  is stable to uniform and non-uniform perturbations, re-
spectively. On the other hand, if the real part of one or more eigenvalues is positive,
the perturbation  will be amplified in time and the solution  is unstable. For

	

matrices, demanding that both eigenvalues have negative real parts is equivalent
to demanding that the trace of the matrix be negative and the determinant positive.
Stability to Uniform Perturbations
For each of the 4 fixpoints, we consider the trace and determinant of
 
for different
values of

. We have
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From Figures 5.3 and 5.4 we see:
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Figure 5.3: Plot of equation (5.18) (trace
of the matrix
 
) for each of the four fix-
points shown in Figure 5.1
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Figure 5.4: Plot of equation (5.19) (deter-
minant of the matrix
 
) for each of the
four fixpoints shown in Figure 5.1
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Therefore, fixpoints 2 and 3 are unstable to homogeneous perturbations, while fix-
points 1 and 4 are stable to homogeneous perturbations.
Stability to Non-Uniform Perturbations
It remains to be seen whether the fixpoints 1 and 4 are stable to inhomogeneous per-
turbations. We consider initially the trace of the matrix  :
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This expression has its maximum value for , and so we only need consider this
case. A plot of (5.20) with  vs. is qualitatively the same as the trace plot
in Figure 5.3 and so is not shown. Again the trace of   for  is found to be
negative for fixpoints 1 and 4, and so it is negative for all values of , and the first
criterion for stability is satisfied for both these fixpoints1.
However it is the determinant of  which is of more interest:
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1For the record, the trace of

for fixpoint 2 is again positive for allas	ﬂ, while








for fixpoint 3 is positive forand negative for, qualitatively the same as in Figure 5.3.
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Figure 5.5: Plot of equation (5.22) for fix-
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We are interested in values ofand

for which





 



 
. This curve separates
the parameter regions where  is stable (   ) from those where  is
unstable (   ) and is given by:














 







 









 


 (5.22)
The plot of this curve in the





plane is shown in Figures 5.5 and 5.6.
Fixpoint 1 is initially considered separately from the rest, as the solution curve (see
Figure 5.1) is disjoint from that of the other three fixpoints. The regions of negative
and positive determinant (unstable and stable regions respectively) are shown in Figure
5.5. We see that as we increase

from zero, or decrease

from large values, the mode
which first becomes unstable is the mode.
For fixpoints 2, 3 and 4, which form one single curve in Figure 5.1, the corresponding
regions are shown in Figure 5.6. Here we see, as we increase

from zero, it is fixpoints
2 and 3 which become unstable, precisely at the point

 
where they appear, i.e.
fixpoints 2 and 3 are unstable to both homogeneous and inhomogeneous perturbations
for all values of

. The appearance of fixpoints 2 and 3 at

 
is associated with an
instability to inhomogeneous perturbations with a wave number around


.
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Figure 5.7: Summary of the stability of homogeneous solutions to the Landau-Lifshitz equa-
tion. The full line indicates fixpoint solutions that are stable, the dashed line those that are
unstable. Fixpoint 1 is unstable to non-uniform perturbations between 	
 and






 
; fixpoints 2 and 3 are unstable to uniform and non-uniform perturbations for
all values ofat which they exist; fixpoint 4 is unstable to non-uniform perturbations between







and the point it ceases to exist 

Further increasing

we see that fixpoint 4 becomes unstable at . The critical

at which fixpoint 4 becomes unstable is denoted



. Fixpoint 4 then remains unstable
for the rest of its existence until the solution itself vanishes at

 

.
We can use (5.22) to calculate them precise values ofat which fixpoints 1 and 4 be-
come unstable. We have seen above that this occurs for inhomogeneous perturbations
with . So we set (5.22) to zero and look for values ofwhere

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


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 


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  (5.23)
For the fixed parameter values used in simulations, this yields three solutions:
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

 

 
 
 

 

  
 

 

 
 

. These can be translated into critical

values using
(5.9), and we obtain:  ,  ,  .
Figure 5.1 may now be supplemented to include the three critical

values and the
two turning points computed above. The results are shown in Figure 5.7. Note now
that the dashed line indicates an unstable solution (to either uniform or nonuniform
disturbances) while the full line indicates a stable solution.
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Chapter 6
Domain Features far from the Wall
In Chapter 5 we saw that there is a region in parameter space (between and )
where no steady state homogeneous solutions are found. We are interested in what
other solutions are to be found in this region. The numerical results indicate the pres-
ence of dynamic domains, and motivated by these we make a simple approach to solv-
ing the equations of motion far from the wall, at this point entirely neglecting the
structure of the wall itself.
6.1 Magnetization far from the Wall
The name domain itself indicates that the that the structure can be thought of as two
locally homogeneous regions separated by a wall where the magnetization distribution
is non-uniform. In this chapter we consider only the magnetization within the domains
themselves a considerable distance away from the domain walls. This is equivalent to
assuming that the width of the wall is infinitesimally thin. Hence we can write down
the magnetization in the probe as [Fles]
 

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 
 

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 





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 




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






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 (6.1)
The magnetization is in the state  



in the first domain and  



in the second
domain, and there is a discontinuous jump between these results at the “wall”.
We have introduced the quantity to describe the proportion of the probe in each
domain. is the amount of the probe in state 1, while 





of the probe
is in state 2 (where the length over which the pattern repeats itself is ). For
stripe domain patterns such as examples b, c, or d in Figure 4.2,

is a Cartesian
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coordinate. (In circular domain patterns such as a, e or f, with some redefinition of the
length

,

is the radial coordinate.)
As the Landau-Lifshitz equation must hold throughout the probe, so it must also hold
within each locally homogeneous domain  ( ). Thus in each domain  we
require that the spatial inhomogeneity vanishes, and that a steady state solution be
found:
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 for  
 (6.2)
We follow the same approach as used in Section 5.1 (see equation (5.2)). Inserting
the conditions that the magnetization within each dynamic domain be locally homo-
geneous and in the steady state in the rotating reference frame, we write down the
Landau-Lifshitz equation in each of the two domains as
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where the

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
are unknown.
These two equations for  



and  



are not independent, but rather are coupled
via the demagnetizing termwhich holds for the entire probe and appears in each
effective field
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. Using the ansatz (6.1) we can write down the demagnetizing term
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A further ansatz still needs to be made to obtain domain solutions, and to obtain this
we look at some typical numerical results as shown in Figure 4.6. It is seen that the

and	values in domains 1 and 2 are the same, i.e.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(6.5)
1This is a symmetry that is not present in the equations of motion, and is wholly motivated by the
numerical simulations. Although this symmetry is only explicitly shown in Figure 4.6 for the cases

ﬁ
ﬂ


andﬁ, the following is true for all domain solutions numerically found (see the numerical
results in Figure 9.4 for many other values of)
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Therefore from (6.4),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. All this can be inserted into (6.3) for each
domain
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, which in component form read:
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andfrom (5.4):
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We can obtain two equations that do not contain the unknown expressions
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
as fol-
lows:
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Inserting  respectively, equation (6.8) yields
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In order that (6.9a) and (6.9b) can be simultaneously satisfied, either	 (but we
know this not to be true, from the numerical results in Figure 4.6, for example) or
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



 



 (6.10)
Thus the demagnetizing field is equal exactly to the detuning effect. Consider the
Landau-Lifshitz equation in Gilbert form in the rotating reference field (2.7). We note
that the effective internal field in thedirection is  which is precisely
equal to zero. (Compare the steady state Bloch wall solution ( ) where the ef-
fective internal field is   . This is discussed in more detail in Appendix
C.)
Inserting
 


into (6.4) and sorting for we obtain
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To find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
 we note that with (6.10) the effective field in each domain  is now
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Figure 6.1: The -component of the magnetization within each domain as calculated from
(6.14). The parameter values,
	have been selected
Comparing equation (6.12) with (5.1), we see that all results from the homogeneous
calculation in Section 5.1 can now be applied, providing is replaced by 
 (thus
 
is replaced by
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 ) andby. Equation (5.8) then becomes
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Taking the two non-zero fixpoints of (6.13) to be those which we are looking for, the
solutions of interest are:
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In addition, we note that equation (6.8) for  now yields a relation between
and	:
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This, together with the condition  and (6.14), can be used to work out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Figure 6.1 shows values of



 and



 for different values of

, and for the param-
eter set




 




. We note that according to solution (6.14), the domain
solution only exists for








, which is the value 5.0073 in Figure 6.1. This
places an upper bound on the dynamical domain solutions determined with this simple
ansatz.
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6.2 Linear Stability Analysis
Now, motivated by the numerical solutions, we had also hoped to find a lower bound
for dynamical domain solutions. The simple ansatz (6.1) does not deliver us a lower
bound for existence. We saw in Section 4.5 that it appears that the lower bound



,
below which numerical dynamic domains are not found, is determined from a stability
criterion. It is the aim of the following section to determine this lower critical value
of

. We recall that the ansatz (6.1) does not describe an entire dynamic domain, only
that part far from the domain wall. Therefore any criteria for stability determined in
performing a linear stability analysis on (6.1) will be only necessary conditions for
stability, and not sufficient conditions.
To determine where (6.1) is stable, we add a small perturbation to the basic solution
 

 

 in each domain  . As usual, the basic solution is now given the subscript 0, and the
small perturbation the subscript 1. Initially this local stability analysis follows closely
the procedure in Section 5.2. The basic ansatz now becomes
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where, as before in the homogeneous case
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Using (6.10) and (6.16), the demagnetizing field is now:
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We insert this into the Landau-Lifshitz equation (2.5) for each domain and expand to
order . To order 



the linearized equation (equivalent to (5.14) in the homoge-
neous case) for each domain  is:
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As before  
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 and we can choose an orthogonal coordinate system in each
domain defined by
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The linearized Landau-Lifshitz equation (6.17) is written down for each domain in its
special coordinate system, leading to a system of 2 equations for each
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where we have used the fact from (5.17) that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Now the term
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is the same in both sets of two equations and hence couples all
four equations together. Also using (5.17) it has the form:
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Again we discuss the cases of homogeneous ( ) and inhomogeneous (  )
perturbations separately.
Uniform Perturbations
We wish to consider the stability of the domain solution (6.14) and (6.15) to uniform
perturbations, i.e. we consider the case
 

 

 
 

 




and

 

 


 




. The linearized
Landau-Lifshitz equation (6.17) written down for both domains becomes a system of
four coupled ordinary linear differential equations as follows:
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Figure 6.2: Real parts of the eigenvalues ofvs.for uniform perturbations. All 
for  (two complex conjugate pairs of eigenvalues) and so the domain solution	
is stable to uniform perturbations
wherecan be written as a sum of two matrices as follows:
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 (6.19)
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is made up of two	blocks in the upper left and lower right corners:
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and, in analogy to the case where the stability of the homogeneous solution to uniform
perturbations was investigated,
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The coupling between the domains by means of the demagnetizing field is to be found
in:
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(6.21)
The eigenvalues of the matrix

in (6.19) determine the stability of the basic solution
 




. If the real parts of all four eigenvalues are negative, 



is stable to (local)
uniform perturbations.
The real parts of the four solutions to the quartic characteristic polynomial for
the eigenvalues of

are plotted against

in Figure 6.2. Here we see that for
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, namely for all

where the domain solution  
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
in
fact exists, 
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 for  

 
. Thus 

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
is stable to uniform perturbations
at all times. More precisely, there is no indication of the lower bound observed in
numerical solutions.
Non-Uniform Perturbations
We now turn to more general inhomogeneous perturbations, i.e. we consider the case
where
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and
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
. The linearized Landau-Lifshitz equation
(6.17) written down for both domains becomes a system of four coupled partial linear
differential equations as follows:
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wherecan again be written as a sum of two matrices:
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As in (6.20),
is again made up of two	blocks in the upper left and lower right
corners,
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for  . The matrixis again as in (6.21).
In the case where the stability of homogeneous basic solution to inhomogeneous per-
turbations was considered in the last chapter, we were able quite generally to consider
one Fourier component of such an inhomogeneous perturbation. In this domain case,
we would have to carry all Fourier modes through the calculation, as those in the first
domain would necessarily be coupled to those in the second domain.
For this reason it seems more sensible to carry out the calculation numerically in real
space rather than Fourier space. The spatial derivatives
 


 

and


 

in (6.18) may
then be replaced by finite difference expressions. The procedure is similar to that de-
tailed in Appendix A where the stability of the numerical simulations was investigated,
but in this present case the Laplace terms of the linearized Landau-Lifshitz equation
(6.18) are considerably easier to compute because the set of basis vectors of the new
coordinate system

 





 





 

 in each domain is not spatially dependent.
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Figure 6.3: Real parts of the eigenvalue
spectrum of
describing non-uniform per-
turbations for a driving field of strength

, where the equation of motion for the non-
uniform perturbation has been discretized
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Figure 6.4: Largest real eigenvalue of all
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for all , the domain solu-
tion	
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
in (6.1) is stable to non-uniform
perturbations everywhere that it exists
We divide the length over which the basic pattern repeats itself into grid points.

 of these points are then given the basic solution  



 , while





 points have
the basic solution  




. Again we introduce a local coordinate system at each point

on the grid, and finally form a system of  coupled linear ordinary differential
equations for

 









where 

 . Also to be taken into account are the
periodic boundary conditions of the problem, which of course also must hold for  .
The eigenvalues of the resulting 	 matrix are investigated. Figure 6.3 shows
as an example the eigenvalue spectrum of matrix

for   and



. (The  
discrete eigenvalues 



 are ordered according to their magnitude. Thus
 
is some function of the wave number, in which the characteristic

spectrum can
still be recognized.)
What is however of interest is the largest real part of the eigenvalues of (i.e. the
eigenvalue whose real part is closest to zero, the “most dangerous” eigenvalue). This
is shown in Figure 6.4 for all values of

, the driving field, where the domain solution
as given by (6.1), (6.14) and (6.15) exists. We note first of all that the magnitude of
the largest eigenvalue in Figure 6.4 for











  
 
is about 0.2, of the
same order of magnitude as the largest eigenvalue in Figure 6.2.
Figure 6.4 may be compared to the right-hand side of Figure 4.10, where the
equivalent calculation was performed on the numerical simulation results. We see
some agreement between the behavior of the numerical solution and that of the
ansatz (6.1) for large values of , namely as we approach the upper boundary for
existence, the solution becomes more stable. However there is great discrepancy
for small values of

. In fact there is absolutely no sign of the lower bound to stabil-
ity when a small perturbation (uniform or non-uniform) is added to the magnetization
within the domains as described by the ansatz (6.1).
Perturbations to Domain Wall Position
Now in Section 4.4 we discussed the nature of the transition at the lower bound



.
We saw that just below the two domain walls on either side of the “spin down”
domain (that with negativevalue) move towards each other. Eventually this lower
domain is obliterated and only the “spin-up” domain remains as a homogenous stable
solution. For this reason it would seem that a small shift in the position of the wall may
be the trigger causing the domain state to become unstable at the lower critical value
of

. As it may of course be a coupling of wall shift and change in magnetization
which triggers the instability, it is necessary to carry both perturbations through the
calculation.
While retaining the above local alterations in the magnetization, we add a small per-
turbation to the position of the wall as follows and extend the ansatz (6.16) as
follows:
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The changes to the equations describing the magnetization perturbation are only to be
found within the demagnetizing term. It now becomes, to order
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The linearized Landau-Lifshitz equation now contains five variables, namely

 









 












. Therefore, in addition to the two vectorial equations (6.18),
we still need a further equation describing the time development ofto close the sys-
tem. To find this we make use of the Heaviside step function 
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
and write the domain
solution as follows
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Thus, retaining only terms to order
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, we have:
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Thus inserting (6.23) into (2.5) and retaining only terms to order , we obtain the
linearized Landau-Lifshitz equation in the form (5.14), where the effective fields now
read:
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with the demagnetizing fieldas in (6.24).
In order to get an equation of motion for , we integrate (5.14) over a small section of
the probe containing the wall from






to







, and then let the size
of this section go to zero:
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When this procedure is carried out, only those terms in (5.14) containing a delta func-
tion will remain, and all others will vanish. We also assume that perturbations in the
magnetization are smooth close to the wall, i.e. that terms of the form
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that appear in the first-order exchange term (second spatial
derivative) all yield zero after carrying out the integration (6.26).
The application of integral (6.26) to each term in (5.14) is given in Appendix B and
we obtain, in component form:
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In theanddirections equation (6.27) yields the same requirements, namely that
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This is of course merely the solution function for 


, already found in equation
(6.15).
In the direction, we can divide both sides by 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and obtain
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where


 for all


. Therefore a small perturbation to the position of the wall
will always die away in time, and the ground solution remains stable to such perturba-
tions.
We note that equation (6.27) does not indeed contain . Therefore the wall shiftis
decoupled from any shift in the magnetization , and so an eigenvalue spectrum such
as that shown in Figure 6.3 will merely be extended by a further single eigenvalue

.
As





, the order of magnitude of

is the order of magnitude of(
for plots shown). The single additional eigenvalue of the extended linear matrix is
therefore one of the smallest (most negative) eigenvalues in an extended Figure 6.3,
and so there is no change in Figure 6.4. Therefore a shift in the domain wall position

has no effect on the overall stability of the domain solution as represented by (6.1).
In conclusion, this chapter examined whether the simple ansatz (6.1) was sufficient
to reproduce and understand the behavior of dynamical domains as motivated by nu-
merical simulations. To one end we were successful: we obtained an upper bound for
existence of dynamical domain solutions. However, the lower bound remains elusive.
Although it was expected that ansatz (6.1) would in fact be more successful for small
values of
(where the domain wall is very narrow compared the size of the probe), nei-
ther uniform nor non-uniform perturbations to the magnetization within the domains,
nor perturbations to the wall position, gave any indication of a lower stability bound.
Thus, the simple ansatz (6.1) yielded only necessary conditions that must be satisfied
for dynamic domains to exist. Sufficient conditions could only be calculated by means
of a linear stability analysis if we had a full analytic description of the domain solution.
The main difference between the numerical dynamical domains and ansatz (6.1) is that
the wall has been entirely neglected, and it seems clear that the structure of the wall
must play a role in determining the lower stability bound. Including the wall structure
brings us one step closer to a complete description of the domain solution and will be
discussed in the following chapters.
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Chapter 7
Dynamic Domain Wall Structure
In this chapter we present a more realistic picture of dynamic domains. Motivated by
the chapter on numerical results, we realize that the walls between the domains also
play an important role in determining the stability of a dynamic domain. In particular,
at the end of Section 4.4 we noted how the walls move towards each other and how the
spins within the walls rotate faster and faster out of phase with the rest of the probe as a
critical threshold in the driving field amplitude


is passed. In Section 6.2 we saw that
merely connecting two coexisting spatially uniform solutions by a discontinuous jump
and allowing this junction to travel through the probe delivered no new results with
respect to limits of stability of dynamic domain solutions. In this chapter, therefore,
we propose to determine the structure of the walls between dynamic domains.
To work out the wall structure we need to include the full spatial dependence in the
Landau-Lifshitz equation. For simplicity, we rescale the dimensionless unit of length
used in the system, the width of the static Bloch wall, redefining it as
 
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This is equivalent to setting the exchange coefficient equal to the anisotropy coefficient
(
) in the Landau-Lifshitz equation.
As the magnitude of the magnetization  is of constant length one throughout the
motion, the three components of the magnetization	are of course not in-
dependent of each other, and so it can be better parameterized using two independent
variables. For reasons explained at the end of Section 7.1, we select as our two vari-
ablesanddefined as follows [Helm]:
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(7.1)
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7.1 Planar Domain Walls without Damping
At this point we restrict ourselves to planar (stripe) solutions, i.e. the magnetization
 



is dependent on one Cartesian coordinate

. This affects the calculation in that
the exchange term in the Landau-Lifshitz equation becomes:
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The Landau-Lifshitz-Gilbert equation in the rotating reference frame (2.7) with (2.6)
now has the form [Helm]
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and
 
andas defined in (5.4). Steady solutions to this set of equations satisfy 
and
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 
, i.e.  and
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 
.
Now there is no simple method of determining a closed solution when the wall is
described by two independent variables [Hube]. However, we note that when ,
the equation  is easily solved by   . Then the equation
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If we take position of the wall to be such that the probe is in equilibrium, i.e. from
(6.10)   , thenmust be a solution of:
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Now equation (7.5) can be integrated exactly as follows: we note that
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Thus multiplying (7.5) by 
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, we can integrate the resulting expression from
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)
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and taking the square root
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This may again be integrated from the center of the wall ( ) to:
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The two signs () refer to oppositely orientated walls, the plus sign yielding a wall
from a “spin-down” domain is on the left to a “spin-up” domain on the right, and
vice versa for the minus sign. Clearly
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and so for the components of the
magnetization
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We recall that the solution (7.8) required , i.e.  or . In the case  ,
(7.8) is a dynamic domain solution in the limiting case of no damping. For , it
describes a static domain solution with a static field


in the plane of the film. The
equilibrium condition (6.10) is then . Taking the limit we obtain from
(7.8):
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
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 (7.9)
This is the static Bloch wall solution and is a special case of the more general solution
(7.8). The simplicity of solution (7.9) is the reason for the choice of parameterization
(7.1).
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7.2 Effect of Wall Curvature
We now consider the alteration to the above equations when bubble domains rather
than stripe domains are considered. We look for cylindrically symmetric solutions
to the Landau-Lifshitz equation, i.e. solutions where   

 

. Motivated by the
numerical evidence (Figure 4.5) we assume that all the spins at the center of the steady
state bubble domain wall are lined up in parallel, and so bubble domains also require
only one parameterto describe them, at least in the limiting case of no damping.
Therefore the second spatial derivative (from the Laplace term) that appears in equa-
tion (7.5) will be different, and the determining equation for steady state solutions now
has the form:
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We again attempt to solve this equation by integration, as we did with (7.5) in the
previous section. Noting that:
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we can multiply (7.10) by  
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and integrate with respect to  from zero (far
to the left of the domain wall) to :
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The integration boundaries are assumed to include the domain wall fully. However,
unlike in equation (7.6), the right-hand side of (7.11) cannot be integrated exactly.
There is in fact no known exact solution of (7.10). Even for the case  many
attempts have been made to construct solutions for the limiting cases where the radius
of the bubble is much larger or much smaller than the width of the wall [Kose, IvSh]
or to take into account the singularity at  [DeBo].
Equation (7.10) may of course be solved numerically. This yields numerous different
solutions for 

 

depending on the boundary conditions inserted. However we are
only interested in those solutions which have a domain shape, i.e. those wherevaries
rapidly at the domain wall at  and away from the wall is essentially constant.
In particular, this assumes that the radius of the desired bubble solution is much larger
than the width of the bubble wall:




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Thus the curvature of the wall is very small (the wall is almost planar), and the dif-
ference between the solution for cylindrical domain walls and that for planar domain
walls will be of order





. We can write:
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where
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

is the planar domain wall solution from (7.8) and is of the
order of magnitude of 

.
We can introduce a Cartesian coordinate

defined as follows:
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For the purposes of calculation, we can avoid the singularity at   , and yet still
completely cover the domain wall, if we assume that
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In doing this we assume that the behavior of the probe far away from the wall has no
effect on the structure of the domain wall. This is a reasonable assumption, as we saw
in Chapter 6 that the magnetization far away from the domain wall has no effect on, in
particular, the lower bound
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. Expanding in
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We now insert expansions (7.12) and (7.14) into (7.4) with the modified Laplace term,
and expand in orders of 

. To zeroth order we again obtain (7.5) for. We bear
in mind that the equilibrium condition
 


 that held for planar walls will not
necessarily hold for cylindrical walls. To this end we modify the demagnetizing term
in our calculation as follows:
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where

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is a constant term of order 

. To linear order in 

, (7.4) with the
Laplace term in cylindrical coordinates becomes
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which yields, using (7.7)
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Equation (7.15) is an inhomogeneous linear differential equation inwith non-constant
coefficients. The boundary conditions needed to solve equation (7.15) are determined
from the magnetization in the probe a long way from the domain wall. At a great dis-
tance from the domain wall, the magnetization in the probe should be homogeneous,
i.e.
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 
and 



 




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 
Equation (7.15) may be solved numerically using Mathematica [Wolf]. Since we can-
not set boundary conditions at infinity, we select two radiiand set the
numerical boundary conditions to
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
and are chosen so that the numerical integration of the differential equation
(7.15) takes place over a range that completely includes the domain wall structure.
When (7.15) is solved it will yield a solution for as a function of the (initially)
unknown constant

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, i.e.  

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
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
. Yet there is a direct functional
relationship between




and, namely1
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The ultimate function



is determined so that the expression (7.16) is self-consistent.
The results obtained can be inserted into the linearized expression for the magnetiza-
tion across the cylindrical bubble wall:
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Thus the structure of planar and cylindrical domain walls differs by an amount of order






. The, and  components of the magnetization across a “spin-up” bubble
domain wall and a “spin-down” bubble domain wall are shown in Figures 7.1 and 7.2.
1In determining this integral numerically, it must be ensured thatis large enough so that varying
it slightly has no effect on the numerical value of the entire right-hand side of this expression, i.e. is
much larger than the width of the domain wall, yet 

, as demanded by (7.13).
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Figure 7.1: Assuming: Spatial vari-
ation ofandcomponents of the mag-
netization across a “spin-up” bubble wall for
the case.  is the direction
normal to the plane of the wall. The radius
of the bubble is. Equation (7.15)
was integrated between () and
 

()
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Figure 7.2: Assuming: Spatial vari-
ation ofandcomponents of the mag-
netization across a “spin-down” bubble wall.
Parameters and limits of integration as Fig.
7.1
The total demagnetizing field










for “spin-up” and “spin-down” bubbles
is shown in Figure 7.3 for different values of the driving field

. The parameter


has been chosen to permit later comparison with numerical results, and  
selected. We see that, even for bubbles with such a “large” radius, the curvature of the
bubble wall has a noticeable effect on the demagnetizing field in the probe, particularly
for small values of

.
Therefore in what follows bubble and stripe domain walls may be treated together,
provided the curvature of the wall 

is assumed to deliver only a small deviation
from the structure of a planar wall. The expressions
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and

in (7.3) may then be
extended to
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(7.17)
For completeness, expressions (7.17) have been written down including the third term
in expansion (7.14) and hence are accurate to . The set of equations of mo-
tion (7.2) with (7.17) describe cylindrically symmetric domain-type structures when
the independent Cartesian coordinate

is allowed to roam only close to the the radius
of the structure, but still completely covers the entire domain wall, as stated in (7.13).
It can also be used to describe planar structures by setting.
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Figure 7.3: Demagnetizing field in “spin-down” bubble domains (full line) and “spin-up”
bubble domains (dashed line). Results calculated from linearized equation (7.15) with
7.3 Approximate Wall Solution for
We recall that the work in the last two sections was performed with the condition


 
. Although, as mentioned already, there is no simple way to determine a full
steady state solution to (7.2) with (7.17), the solution with is still a good starting
point if we consider the damping to be much smaller than one, and hence treat the
case


 by means of a perturbation calculation.
We assume the new solution has the form:
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where  is the solution (7.8),  also corresponding to the planar, no-damping
case
 

 




. The quantitiesandare assumed to be much smaller than
one.
We insert (7.18) into (7.17) and expand the expressions andin the small quantities
 
,


,
and:
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Again, steady state solutions must satisfy   and


 in each order of the
expansion. To zeroth order we obtain:
 


 




 











































 
(7.19)
To zeroth order is identically zero for , while the lower equation in (7.19)
is indeed the defining equation for(7.8) when the equilibrium condition in zeroth
order






 
is satisfied.
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To first order in , 
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and, we obtain two linear equations forand:
 

































  (7.20a)











 
















 (7.20b)

































 
After carrying out the transformation
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, equation (7.20a) becomes
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This is a linear second order inhomogeneous ordinary differential equation with non-
constant coefficients. The boundary conditions are also non-zero. From (6.15) we
obtain
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to linear order in . Equation (7.21) can be solved numerically for  . The bound-
aries are taken at a distance much larger than the width of the wall which is of the order
of magnitude.
In the planar case (), equation (7.20b) with  is a linear homogeneous
second-order differential equation with non-constant coefficient. We note from equa-
tion (6.14) that there is no contribution in linear order in (or) to(far
away from the wall) and so at this order. Hence at a great
distance from the wall (homogeneous boundary conditions). Therefore the solution to
equation (7.20b) for planar walls is



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
 
  for all

 (7.22)
For cylindrical walls, equation (7.20b) is the same equation (7.15) solved numerically
for



in Section 7.2, with




as given in (7.16).
Therefore, to linear order in the small quantities
 

and, the magnetization through
the probe when a small damping factor is taken into account is
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(7.23)
Figure 7.4 shows the components of the magnetization from equation (7.23) for a
planar domain wall, using the parameter.
Although the plot on the right for



appears reasonable, for values of the
driving field amplitude much less than one (as shown on the left), the results
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Figure 7.4: Assuming: Spatial variation ofandcomponents of the magnetiza-
tion across a planar domain wall for the case and. is the direction normal to
the plane of the wall
are wholly incompatible with the requirement that  . The origin of the problem
is as follows: From (7.23) to linear order in the small quantities
 




 




 




higher order terms
We see from Figure 7.4 that for the case


 


, at the center of the wall  








	




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
. In particular, the
 

is no longer a small quantity whose square
and higher powers can be safely neglected. This is an indication that the simple per-
turbation calculation performed in this section has broken down, i.e. that the solution
perturbed by the small quantity is no longer similar to the solution for  in the
region



. Only a more sophisticated perturbation calculation will be able to deal
with these difficulties, and this will be discussed in the next chapter.
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Chapter 8
A Stability Criterion for Dynamic
Domains
In the last chapter we succeeded in determining the structure of the wall between dy-
namic domains, for both the planar and cylindrical cases, by a perturbation calculation
in , the damping. However this perturbation calculation broke down for small values
of the driving field



, precisely where, motivated by numerical results, we had
hoped to find the lower bound for dynamic domains



. In this chapter a more so-
phisticated perturbation calculation for



and is introduced to attempt to
understand better this region of parameter space.
8.1 Comparison with Undriven System
We consider the Landau-Lifshitz equation in the lab frame (2.1). The effective field
now includes neither the static field nor the driving field

:
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where, as is Chapter 7, we have again scaled the spatial coordinate

so that 


. When

is strictly a Cartesian coordinate, using the parameterization in (7.1), the
Landau-Lifshitz equation has the form
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where
 
















 




































(8.2)
59
The planar Bloch wall solution satisfies this equation of motion, and this is static when
the equilibrium condition  is satisfied (see Appendix C). The Bloch wall
solution is simply:
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

where the rotational symmetry of the equations of motion about the -axis when there
is no driving field means that the constant angle cannot be fixed. The signs



refer to differently orientated walls.
Now comparing and

from (7.17) with
 
and
 

respectively from (8.2), we see
that it might be expected that the equations of motion (7.2) and (8.1) deliver similar
solutions when the following four quantities are small, i.e. when:
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Thus our calculation will be valid for small values of the driving field. Already we
knowis small as the damping is assumed to be small (just as in Chapter 7);  is
small because we consider only solutions near resonance (in this dimensionless calcu-
lation, resonance implies
 

); and  is identically zero for planar domains walls
and small for cylindrical domain walls with low curvature, as discussed in Section 7.2.
Formally we may identify the four parameters in (8.3) as being of order of magnitude
of a smallness parameter.
8.2 Linearized Equations of Motion
We now look for solutions to (7.2) with (7.3) of the form
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(8.4)
where 
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and 
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.
We insert (8.4) together with (8.3) into the expressions andfrom (7.17) and ex-
pand the result as a power series in the smallness parameter, yielding
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
.
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Order

To order




,
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are given in (8.2). The solution to zeroth order is therefore
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





 
It is around this solution that we expand the terms of the full expressions for and

from (7.17).
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Introducing the linear differential operator , defined by:
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which similarly become
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Demagnetizing Term
The presence of the terms
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and
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in expressions (8.7) and (8.9) above in-
dicates that the demagnetizing field changes when the Bloch solution is perturbed. A
change incauses a change into the tune of:
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We assume a system with bounds set at
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1 The demagnetizing field terms are
then given by
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The demagnetizing term in each order  is therefore in a functional relationship with 
and lower order terms, and is a function of but not of

. At the end of the calculation
in each order these definitions for the demagnetizing term will be applied so that the
calculation is self-consistent.
System of Linear Equations
The equations of motion in each order  are then
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In all orders of, the equations of motion (a set of two coupled linear inhomogeneous
partial differential equations) have the same structure:
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1For the bubble case, treating the curvature of the wall as a perturbation also implies that 

(compare (7.13))
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For completeness, the inhomogeneous parts of the linear differential equations (8.12)
in first and second order inare:
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General Solution of Homogeneous System
The general solution of the homogeneous part of equation (8.12) can be written down
as2:
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In particular M is the matrix that satisfies

M T M
Therefore to find the solution of the homogeneous equation (8.16) we need to express
the initial conditions and in terms of eigenfunctions of and so determine how
the operator M acts on them.
2For simplicity we have supressed the index that would normally be attached to the initial condi-
tions andin each order
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The eigenstates of the operator are the solutions to the equation
 
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 

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 
and are calculated in Appendix D [Helm]. has a single uniform localized eigenstate
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and a continuous band of spatially dependent states
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Then we can expand the initial conditions in the eigenstates
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and the solution to equation (8.12) is3
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(8.18)
where
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 (8.19)
Solution of Inhomogeneous System
We now approach the full inhomogeneous equation (8.12). First of all we expand the
inhomogeneous parts in eigenfunctions of :
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3The symbol
	






is used as an abbreviation for summation over the discrete valueﬁﬂand
integration over the continuous bandﬁ
ﬀ
ﬁ
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where
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
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 
 (8.20)
with the inner product





as defined in (D.1).
Having found the solution of the homogeneous equation in the form (8.18), we can
use variation of constants to obtain the full solution to equation (8.12). We allow the
coefficients


 and  in (8.17) to be dependent on . We insert expression (8.18)
into the inhomogeneous equation (8.12), compute the time derivatives and cancel out
the terms on both sides due to the homogeneous solution. This yields the following
expressions for



 and



 :
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The expressions for



 and



 can then be integrated to obtain and , and these
reinserted into (8.18) to yield
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Now it is shown in Appendix D that only the projection of the solution onto the critical
eigenspace of with



 delivers a non-transient solution to (8.12), i.e. for every
order   

 






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
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

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

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Therefore we only need calculate the terms and , that contribute the non-
transient parts of the solution of equation (8.12). Because , therefore

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




 
and so
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




 
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
The non-transient parts of the solution in each order  , denoted  



and  



are then no longer space-dependent, as they are projections onto the uniform critical
eigenspace of . They are:
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 (8.22)
Therefore, to each order  , we need to determine   and   and insert them into
(8.21) and (8.22) to find the non-transient solutions and to that order.
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8.3 First Order Solution
Using (8.14) and the definition of the inner product (D.1), the critical parts of the
inhomogeneous part of equation (8.12) in first order inare4
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Therefore using formulae (8.21) and (8.22) for  we obtain
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The integral terms in (8.23) and (8.24) are dealt with using the definition of in
(8.10). As the non-transient part ofis spatially independent, we have
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for sufficiently large
(the probe is assumed large enough to completely contain the
domain wall). Inserting this back into (8.23) we have the self-consistency requirement
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Differentiating with respect to , we obtain a differential equation thatmust satisfy:
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This is solved to yield an expression for:
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(8.26)
where
	
is a constant of integration. Thusis made up of a transient term that dies
away in time and a constant term. We recall that at this stage the constantis still
unknown.
We now turn to the expression for. Inserting

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, withfrom (8.26),
into the time integral in (8.24), this becomes:
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with
	
similarly a constant of integration. Thusis made up of a transient part,
a constant part, and a part that increases linearly in . At this stage, this linearly in-
creasing term in the angular componenthas no effect on the stability of the overall
solution to this order asis a cyclic coordinate. (8.26) and (8.27) represent the first
order alteration to the Bloch solution.
8.4 Second Order Solution
Using (8.15) and the definition of the inner product (D.1), the critical parts of the
inhomogeneous part of equation (8.12) in second order inare5
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(8.28)
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These expressions for the projection onto the critical eigenspace of the inhomoge-
neous parts of the second order equation are much more compact than the entire
inhomogeneous parts in (8.15), because the non-transient parts of and are
5We have made use of the integral:
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spatially uniform and so all the spatial derivatives of and vanish on carrying
out the inner product.
Inserting the first order solutionsfrom (8.26) andfrom (8.27) into in (8.28)
we obtain
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In order to calculate the second order solution, we have to insert  into expression
(8.21) for  . This yields:
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We recall from (8.11) the definition of the demagnetizing term in second order. Noting
that the only non-transient parts ofandare spatially uniform,
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again for sufficiently large

. Therefore (8.32) yields the self-consistency requirement
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This may be solved to yield the second order non-transient contribution to:6
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6For clarification, this inexact integral is to be understood as an exact integral plus a constant:
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8.5 Secular Condition
Now, from its definition in (8.31),  is made up of constant terms, exponentially de-
caying terms, and a term increasing linearly in time (in curly brackets). When these
are inserted into (8.34), the constant and exponentially decaying parts yield again con-
stant and exponentially decaying contributions to. However the term that increases
linearly in time will also, when integrated to obtain, yield a term which increases
linearly in time7. This would imply a domain wall whose position changes linearly
with along the

axis, i.e. an unstable wall solution. This can only be avoided if the
term in curly brackets in expression (8.30) vanishes. Hence
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
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 (8.35)
Equation (8.35) is the condition that must be satisfied if a second order solution is
desired which does not contain terms that increase in time (secular terms).
As the field

and the rescaled frequency are positive, this means that  is
certainly negative. For a given , not all

can satisfy this requirement. There is
a minimum

with which (8.35) can be satisfied. This occurs when  is at a
minimum, i.e. when . Therefore
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Expression (8.36) gives a lower bound inbelow which no stable dynamic domains
can exist and is a stability criterion that is necessary for the existence of dynamic
domains.
Final First Order Solution
We now return to the expressions (8.26) and (8.27) and make use of the secular condi-
tion (8.35) to write down the solutions to order. We have:
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Therefore, after the transient terms have died away (as ):
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Now
	
is a constant of integration of orderwhich currently cannot be determined.
The value of
	
will be delivered by the requirement that a higher order secular term
vanish. In fact it is this demand on a third order secular term that yields:
	


 
The calculation to third order is tedious and, beyond determining the value of
	

,
offers no new insights. It is carried out in Appendix E.
Thusandto first order in the smallness parameterare
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Therefore, recalling the definitions ofandfrom (7.1), to first order inmay be
written as
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Plots of  from (8.40) are shown in Figure 8.1 for the planar wall case and in Figure
8.2 for the “spin-up” bubble case. The driving field was selected as


 


. In the
bubble case we selected . We see very little difference in the wall structure
for these two cases. The center of the wall has shifted by the small amountand this
is different for bubbles and for stripes. Likewise, the magnetization at the center of the
wall is slightly differently orientated. Figure 9.4 shows plots for the case of a planar
wall for many different values of

.
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Figure 8.1: The components of magnetiza-
tion in the planar domain wall
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Figure 8.2: The components of magnetiza-
tion in the “spin-up” bubble wall
Finally we consider the change in the demagnetizing field. Using (8.25) we have
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For planar domains (), this is again merely the requirement that the effective
static field in the  direction in the rotating reference frame be equal to the demagne-
tizing field. Again we see that the equilibrium condition differs somewhat for stripes
and bubbles, and that the demagnetizing field in the probe when a cylindrical structure
is present is positive for “spin-down” bubbles and negative for “spin-up” bubbles.
The calculation performed in this chapter may be thought of as follows: in the static
domain case when a saturating static field in the direction is applied, the Bloch walls
travel through the probe and collide, leaving a magnetic film in the homogeneous
state (see Appendix C). However, if a sufficiently large resonant transverse driving
field is also applied to the film, this movement of the walls can be brought up short and
a so-called saturated probe (in the sense that the static field in the  direction is larger
than the saturation magnetization of the probe) will remain in a dynamically stable
domain state.
To conclude, in this chapter we investigated the parameter region



and
 


. This involved linearizing the equations of motion around the static Bloch
wall solution to the undriven system. We were able to determine a stability
criterion for dynamic domains, the position of the wall in equilibrium and the
orientation of the spins within the wall. However, it remains to be seen to what
degree these results are useful, i.e. how large the region in parameter space
is in which these results correctly represent the behavior of the probe. In the
following chapter we present a comparison between the numerical results and the
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analytical results. In particular, we determine the regions in parameter space where
the semi-analytical wall result developed in Chapter 7 is valid and where the analytical
wall results developed in this chapter holds.
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Chapter 9
Comparison of Results
Throughout this work, various solutions of the Landau-Lifshitz equation have been
determined in various different manners. In Chapter 4 the results from numerical sim-
ulations were presented. These will now be compared to the homogeneous solution
and linear stability analysis in Chapter 5, to the results for the magnetization far from
the domain wall and linear stability analysis in Chapter 6, and to the approximate so-
lutions in Chapters 7 and 8. The critical driving fields determined numerically and
analytically are summarized in Table 9.1.
9.1 Homogeneous Solution
In this section we determine compare the results obtained in Chapter 5 to those ob-
tained in the numerical simulations. Firstly a comparison of Figure 5.2 with Figure 4.1
(noting that the same set of parameter values were selected) shows good agreement.
These two plots are shown together in Figure 9.1 below.
Moreover the values






 
and






  
, where the homogeneous solution
with becomes unstable to non-uniform disturbances, as calculated in Section
5.2 are in agreement with those found in the numerical simulations (Figure 4.9). All
that remains is a brief discussion of why fixpoint 4 (the homogeneous solution with



 ), although seen here to be stable for   , does not appear in
simulations. In fact, if we choose initial conditions close enough to the lower branch
of the solution curve in Figure 5.1, fixpoint 4 does indeed appear as the final state in
the simulation. However with any great variation of these initial conditions from the
solution curve, the probe relaxes to fixpoint 1 (or indeed to a dynamical domains state).
Thus fixpoint 1 has a greater basin of stability that fixpoint 4. This is an aspect that
is not addressed in this linear stability analysis, where only the stability to very small
perturbations was investigated.
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Figure 9.1: Dynamically stable homogeneous states at the parameter values: ,	




,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for different values of. The dots show the,	andcomponents of the
magnetization found numerically, while the solid line shows the results determined analytically
9.2 Domain Features far from the Wall
Section 6.1 yields the magnetization in the domains far from the wall using a simple
ansatz. In particular, the  component of the magnetization, plotted in Figure 6.1
compares well with the equivalent numerical results shown in Figure 4.3. These two
plots are combined in Figure 9.2 below.
In addition, in this section we determine the upper critical driving field






  
 

where the domain solution merges into a homogeneous solution. This value may be
compared with the rough numerical value of approximately 


, with the continuous
transition to the homogeneous state in this region indicated in Figure 4.9. Now we
noted that for






 


no numerical domain solutions are found. However, there
is no indication whatsoever in solution (6.14) of a lower bound. Indeed, in carrying out
the numerical calculations, initial conditions arbitrarily close to the known solid line in
Figure 9.2 can be chosen, and yet the system always reverts to the homogeneous state
in the regime





.
As well as this, equation (6.10) contains a relation for the demagnetizing field
 




 


 

 
 for the parameter values used in the numerical simulations. There
is good agreement between this value and the constant value of the demagnetizing field



 

 determined numerically for stripe domains.
Thus the simple ansatz (6.1) used in this chapter is sufficient to determine accurately
the upper bound for the existence of dynamical domain solutions, the magnetization
within the domains far from the wall and the demagnetizing field in the probe for
stripe domains. Other aspects, such as the lower stability bound seen in the numerical
simulations and the differing demagnetizing field for bubbles, cannot be explained
using these ideas alone.
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Figure 9.2: The-component of the magnetization within dynamic domains as obtained from
numerical simulations and analytical calculation. Each pair of dots for a given value ofcor-
responds to thevalues far from the domain wall for a single numerically stable simulation;
the solid lines show the analytical result (6.14)
9.3 Wall Structure
We now compare the results obtained in Chapters 7 and 8, both to each other and to
the numerical results in Chapter 4. We recall that in Chapters 7 and 8 we scaled the
spatial coordinate

such that


 


, whereas in the numerical simulations



and
 . This must be rescaled in making the comparison.
Chapter 7 considered how to take the wall curvature into account when the radius of
the bubble is much greater than the domain wall width. In Figure 9.3 the analytical
results calculated from (7.16) are compared to the corresponding numerical results.
We see good qualitative agreement between results.
In Chapter 8 we obtained from the secular condition (8.36) a lower bound for domain
solutions. With the parameter value  


 
 
, this yields a result





 

 
. This is in good agreement with the lower bound of




 

found in
the simulations.
Figure 9.4 shows the , 	and components of the magnetization through a
planar domain wall for different values of the driving field

. Close to the lower bound




 


, the calculation from Chapter 8 (right-hand column) compares well with the
numerical simulations. However, as

is increased, the comparison becomes less and
less favorable. For


 

there is little agreement between the results. Numerically
the domains become ever more flattened out, while the theory developed in this chapter
which is based on a perturbation of the Bloch solution, pins the  component of the
magnetization far from the wall at.
In contrast, the theory developed in Chapter 7 agrees well with the numerical simu-
lations for






. The flattening out of the domains as

increases to




is
represented well. However, for





, the agreement is very poor. In that chapter
we discussed how the perturbation calculation broke down for small values of

.
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Figure 9.3: Demagnetizing field in bubble dynamic domain states. Each dot corresponds to
the final state of a numerical simulations (“spin-down”, gray squares; “spin-up”, open squares)
while the lines shows the results calculated from Chapter 7 (“spin-down”, solid line; “spin-up”,
dashed line)
Thus the theory developed in Chapter 8 is good for small values of

, while that de-
veloped in Chapter 7 is good for larger values of

. There is a region of overlap where
both the theories in Chapters 7 and 8 compare well with the numerical simulations.
This is in the region of


 

. Therefore a combination of both methods of calcula-
tion can be used to completely describe the structure of the domain wall for all values
of

and to explain the structures obtained numerically.
field numerical analytical calculated from


 3.7 3.682 (5.23)


 5 5.002 (5.23)


 0.2 0.189 (6.14)


 5.1 5.0073 (8.36)
Table 9.1: Comparison of critical fields (lower bound of homogeneous solution;upper
bound of homogeneous solution; lower bound of domain solution; upper bound of
domain solution) determined numerically and analytically
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Figure 9.4: Components of magnetization through a planar domain wall.
Central column: results from numerical simulation, Chapter 4
Left column: results from perturbation calculation (), Chapter 7
Right column: results from perturbation calculation ( ), Chapter 8
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Chapter 10
Conclusions
In this work we investigated dynamic domains in ferromagnetic films. As a starting
point we used the Landau-Lifshitz equation to describe the dynamics of the magneti-
zation in the two-dimensional film. The effective magnetic field in the probe was made
of up a static field normal to the plane of the film (in the direction), a rotating field in
the plane of the film, an isotropic exchange field, the demagnetizing part of the dipolar
field and a strong anisotropy in the  direction. It was seen that the time-dependent
Landau-Lifshitz equation could be transformed to a reference frame rotating with the
driving field, yielding a time-independent equation.
The investigation was carried out both numerically and analytically. In Chapter 3
we saw how the numerical investigation was performed using a Fortran program that
treated the spatial dependence of the magnetization with spectral methods. The results
from the simulation of the time-independent Landau-Lifshitz equation seen to corre-
spond with the stroboscopic view of the results obtained from simulating the time-
dependent equation in the lab frame.
In Chapter 4 we looked at the different types of solutions found numerically. It was
seen that in large regions of parameter space a homogeneous solution was found, where
all spins in the probe rotate in phase about the axis normal to the plane of the film. For
small values of the driving field, the magnetization pointed approximately in the  
direction, while for larger values of the driving field, the magnetization rotated essen-
tially in the-plane.
In addition dynamic domain solutions were found. In this case the probe is made
up of two distinct domains in which the spins rotate at two different angles.
The domains were observed in only two forms: stripes and bubbles. Within
the domains the spins rotate uniformly, while in the wall between the domains
there is a continuous transition from one angle of rotation to the next. For small
values of the driving field, the magnetization is orientated essentially in the 
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or directions, and so the domains could be called “spin-up” and “spin-down”
domains. As the driving field was increased, the domain structure flattened out, even-
tually merging back into the homogeneous state.
The structure of the wall was also investigated and it was seen that for a given set of
parameter values, the orientation of the magnetization throughout the wall was parallel
(see Figure 4.5), and so bubble dynamic domains are not rotationally symmetric.
We also considered the regions of parameter space (varying the amplitude of the driv-
ing magnetic field) where the different types of solution were found. It was seen that
the homogeneous solution occurs below one critical field amplitude


and above an-
other critical field



, while domain solutions were found between the critical fields


and



. Stripe and bubble domain solutions existed between the same boundaries.
As






and







, there were regions of parameter space where homoge-
neous, bubble and stripe solutions could all be obtained (bi- or tri-stability), depending
on the initial conditions used in the simulation. Two hysteresis loops were observed
in the system when the amplitude of the driving field was varied (see Figure 4.9). We
were able to investigate numerically the stability of the results of the simulation. Al-
though of course all steady state numerical solutions turned out indeed to be stable
according to this investigation, we nevertheless observed that at the critical fields



,


and



, a transition in the stability of the homogeneous and domain solutions ap-
peared to be on the point of occurring. In contrast, there is no indication of a stability
transition at the critical field



.
In the second part of this work, we investigated the structures observed nu-
merically using analytical methods. Chapter 5 is devoted to the homogeneous
solution. Using the requirement that the magnetization be spatially uniform,
we were able to reduce the steady-state Landau-Lifshitz equation in the rotating
reference frame to a fourth-order polynomial equation for the component of the
magnetization in the direction. This polynomial equation could be solved numerically
and it was observed that, depending on the region of parameter space,
either two or four solutions were found, and that these regions were separated
by a saddle-node bifurcation. In the second part of Chapter 5, we considered the
stability of the homogeneous solutions, using a complete linear stability analy-
sis. Because of the demagnetizing term in the equation of motion (an integral
term), we had to distinguish between spatially uniform perturbations ( )
and spatially non-uniform perturbations (  ). It was seen that two of the
four homogeneous fixpoints were always unstable to uniform perturbations. The
stability of the other two fixpoints to non-uniform perturbations was then investigated.
Critical values of the driving field were found where these two fixpoints
become unstable for non-uniform perturbations with  . For the fixpoint
with  , these critical values agreed well with the numerical values


and
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

. The fixpoint with was also seen to be linearly stable below a certain value
of the driving field amplitude.
In Chapter 6 we looked at the features of the dynamic domain solution far from the
domain wall. Using a simple ansatz that neglected the domain wall, we could reduce
the Landau-Lifshitz equation in the rotating reference frame for steady state solutions
to a second order polynomial in. These two fixpoints describe the component of
the magnetization in each of the coexisting domains. They merge together at a certain
value of the driving field amplitude, and this was seen to coincide with the numerical
critical value



.
We then considered the stability of this simplified domain structure using a partial
linear stability analysis. Both fixpoints were seen to be stable when uniform or non-
uniform perturbations were added to the magnetization within the domains. In addition
we investigated the effect on the stability of the structure when the position of the wall
was shifted. These was also seen to have no effect. We concluded from the work in
this chapter that the structure of the domain wall must be taken into account in order
to obtain the lower stability bound for dynamic domains.
In Chapter 7 we then looked at the structure of the walls between the dynamic domains.
We parameterized the magnetization using two variablesand[Helm] and wrote
down the Landau-Lifshitz equation with full spatial dependence. We saw that in the
limiting case of no damping, the equation defining the steady state was an equation in
only, which could be exactly integrated . This calculation was initially performed for
stripe solutions. We then considered the effect of the curvature of the wall in bubble
solutions on the no-damping solution. We saw that the curvature of the wall could be
treated using a perturbation calculation when the radius of the bubble is assumed much
larger than the width of the wall. The results of the perturbation calculation yielded
a wall structure only slightly differing from that of the stripe. The greatest effect of
the wall curvature was found in the demagnetizing field for “spin-up” and “spin-down”
bubbles. From this point onwards we were able to treat both stripe and bubble domains
together.
We next considered the domain wall solution including damping, and needed to in-
clude the other variablein the calculation. Unfortunately there is no general simple
method of finding a steady state solution when the magnetization is parameterized by
two variables. We treated the damping using a perturbation calculation, linearizing
around the no-damping solution obtained earlier and thus were able to reproduce the
structure of the domain wall, at least for values of the driving field much larger than
zero. For small values of the driving field, not only did we find no indication of a
stability threshold


expected from numerics, but in fact the perturbation calculation
for small damping broke down at that point, as the supposedly higher order quantities
took on the same order of magnitude as zeroth order quantities.
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In Chapter 8 we continued the search for the lower stability bound for dynamic domain
solutions. To this end we compared the equation of motion for small driving field and
small damping in the rotating reference frame with the Bloch solution for zero driving
field in the lab frame. We identified three (four) small parameters in the equation of
motion for dynamic domains: the driving field, the rescaled frequency, the detuning
(and the curvature of the wall). Using a perturbation expansion around the Bloch wall
solution, we were able to write down the equation of motion in different orders of the
smallness parameter. This led in each order to an inhomogeneous set of linear partial
differential equations, containing a differential operator . We were then able to write
down the solution to these partial differential equations as an expansion in the eigen-
states of (from Appendix D). It was observed that only one eigenstate of makes
a non-transient contribution to the solution and that happily this eigenstate is spatially
homogeneous. We found that to first order in the smallness parameter,is constant,
while increases linearly in time. However, as is a cyclic coordinate, this time
dependence does not affect the stability of the solution. To second order in the small-
ness parameter, a secular term inwas obtained. In order that the dynamic domain
solution could be considered stable, this secular term had to vanish. This led directly
to a condition on the amplitude of the driving field which could only be satisfied by a
driving field greater than or equal to a certain value. Taking the second order secular
condition into account, we could then write down the dynamic domain solution to first
order in the smallness parameter, up to a constant that could be determined from the
third order secular condition.
In Chapter 9 we compared the numerical results (Chapter 4) with the analytic calcula-
tions. We saw that the homogeneous solution (Chapter 5), and its critical thresholds
and


agreed well with numerics. In addition, the calculation in Chapter 6 predicted
well the numerical magnetization within the domains and the upper bound


where
the domains merge together. Finally we compared the numerics with the semi-analytic
wall calculation from Chapter 7 and with the analytic wall calculation from Chapter
8 (Figure 9.4). We saw that the calculation from Chapter 8 compared well with the
numerics for small values of the driving field amplitude, while Chapter 7 described
the region for larger values well. Moreover it was seen that these two solution types
overlapped, and together described the numerical dynamic domain solution well. The
calculation in Chapter 8 yielded a lower critical threshold


for domains.
In conclusion, in this work we found dynamic domain solutions to the Landau-Lifshitz
equation above a certain critical value of the driving field. These then then merged
into a homogeneous state as the driving field was increased further. The magnetization
within the individual dynamic domains is large and rotates about axes oriented in op-
posite directions. Dynamic domains are a well-defined magnetic structure that seem to
represent a solution to the equations of motion in the driven case that is as fundamental
as the Bloch solution in the static case.
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Appendix A
Numerical Linear Stability Analysis
We assume we have obtained a steady state solution of (2.5), called . This may be a
solution that has been obtained by numerical simulation from Chapter 4 or by analyti-
cal calculation. It may be a homogeneous solution or a one-dimensional
(planar or cylindrical) domain solution  . For completeness, we carry the

-dependence through this calculation.
In order to investigate the stability of  we add a small spatially dependent per-
turbation to it and observe whether it amplifies or decays in time. We consider a
magnetization
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We insert this into (2.5) and expand in powers of. To linear order inwe obtain
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(This linearization of the equation of motion is carried out in more detail for the ho-
mogeneous solution in Chapter 5 and for the domain solution in Chapter 6, but the
principle here is the same.)
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We now introduce a local coordinate system
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(A.2)
In this coordinate system the linearized equation of motion (A.1) has the form:
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where we have used the orthogonality of the vectors in (A.2) and the fact that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The final term in (A.3) containing terms with representing the exchange interaction
needs further consideration. In particular we must consider the spatial dependence of
the unit vectors themselves. We have
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The derivatives the unit vectors (A.2) are
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Inserting 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and its derivatives into (A.5), and using the
inverse transformation to (A.2) to write the 	as again, we obtain
the required expressions in the form
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The first index of the coefficients
 
  and   indicates the order of the derivative
of
 
or in front of which it appears; the second index  indicates the direction

 in which the contribution is made. The coefficients
 
  and   are dependent
on the components of  and their spatial derivatives. Some of the
 
  and   are
easy to write down. For example, from (A.4), it is clear that the only contribution
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containing the second derivative of
 
is in thedirection. Hence
 


 


 
and
 



. Similarly  and .
Because of the particular choice of vector products in equation (A.3), expressions in
the directionneed not be calculated, i.e. we do not need the coefficients
 
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
and 


.
The remaining eight coefficients are:
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Equation (A.3) in component form can therefore be written as two coupled linear dif-
ferential equations:
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Now we recall that  is defined on a grid with points. Writing the derivatives of
 
andas central finite difference expressions (taking note of the periodic boundary
conditions), equation (A.8) may be written as  coupled algebraic equations in the
form:
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where
 
andare vectors of length andis a matrix of dimensions 	 .
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Appendix B
Evaluation of Integrals
In determining the effect of a shift in the domain wall position on the stability of
the domain solution in Section 6.2, the linearized Landau-Lifshitz equation (5.14),
with the demagnetizing field (6.24), is integrated over a small section of the probe
containing the discontinuous wall. We apply the integral (6.26) to each of the terms in
(5.14) and obtain:
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Appendix C
Bloch Wall Dynamics
We consider the case where


 
, i.e. where there is no driving field, but retain
the static field in the  direction. We parameterize the magnetization with polar
coordinates [ScWa, Dill]:
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We consider solutions in one dimension, i.e.   
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
. In the lab frame, the Landau-
Lifshitz equation (2.1) with





 
















 

has the form:



 



  



 

 

 

(C.1)
where
 






  







 





 







 



 



 







 

 





 


We look for solutions of the form
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Equations (C.1) have the form
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is inserted into equation (C.2a), yielding
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Expression (C.3) can only be satisfied for all angles  if both expressions in square
brackets vanish, i.e.
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is the internal field in the  direction the probe. The solution of the
undriven Landau-Lifshitz equation when the internal field is zero is the expression for
the steady state Bloch wall
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and describes a Bloch wall moving with velocity proportional   , while the spins
in the wall rotate at a frequency   . The wall connecting the domain on
the left with the domain on the right (negative sign in exponent in (C.5))
moves to the right and vice versa. Therefore two oppositely orientated walls in a
single probe will move towards each other, increasing the amount of the probe in the
spin up () state and thus increasing the demagnetizing field. Therefore
the internal field  (and hence the velocity of the walls) becomes ever smaller as the
walls approach each other, until they eventually come to a standstill in the time limit



. At this point
 


and the steady state Bloch wall solution (C.4) is found.
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However, if
 
is from the outset larger than the maximum value of , this
equilibrium state can never be reached and the two walls collide, leaving the probe in
the homogeneous spin up state. This is the case in the numerical simulations presented
here, indicating why a steady state Bloch wall solution is never seen for


 
.
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Appendix D
Eigenstates of
 
and
In Chapter 8 we linearize the Landau-Lifshitz equation of motion around the Bloch
wall. In doing so we meet the two-dimensional linear operator T (8.13) that is defined
in terms of a differential operator (8.6).
The spectrum and eigenstates of T are based on those of . Hence we look for solu-
tions of

 

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
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
 
or, substituting
 

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
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 
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


, we can obtain an equation that has been much
researched in the literature [Helm]
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This has one localized state
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and running states
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These functions form a complete and orthogonal set as they are eigenfunctions of a
self-adjoint operator
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The eigenfunctions of ,
 
 , are:
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Note that the zero eigenfunction of is not space dependent. Written in terms of the
 
 , the orthogonality relations read
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With this we can construct an inner product1
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
 (D.1)
We also wish determine the eigenvalues and right eigenfunctions of T:
T   
we make the ansatz
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
 

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 

 
 
 
 
 

Consistency then requires that


 


 

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 

 

and
 

 

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 
Similarly the left eigenfunctions of T are
 

 


 

 

 

 
 

 

It can be easily checked that these eigenfunctions indeed form a complete, orthogonal
set under a vectorial version of the inner product (D.1).
1Strictly speaking, it is only when

is truly a Cartesian coordinate that integration with respect to

from  to

makes sense. In the case of cylindrical structures, where

ﬁ

 

, we should
integrate over a stretch that completely encloses the domain wall. However, here, as throughout this
work, we assume that the behavior of the probe very far from the domain wall has no effect on the
structure of the wall or the stability of the domains.
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T has two discrete eigenvalues 



 
and a continuous band of eigenvalues 


 

.
The discrete zero eigenvalues represent the rotational and translational symmetry in
the system. We note that 




 




 







 i.e the continuous band of
eigenvalues has negative real parts.
All 



 


 
. This means that the Bloch solution is stable or marginally stable. It
is only the projection of the the solution of equation (8.12) onto the eigenspace of the
critical eigenvalues

 which is of interest. All other parts of the solution, projected
onto non-critical eigenspaces, deliver only transient terms to the final solution.
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Appendix E
Higher Order Secular Condition
In this appendix we continue the calculation in Chapter 8 to higher orders in the small-
ness parameter , in order to determine the constant of integration
	
that appears to
first order in the variable.
Using the second order secular condition (8.35), we can write down  from (8.31)
as
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Inserting this into the integral (8.32) we obtain
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 (E.1)
	
and
	
are two constants of integration. is therefore made up of transient
terms and constant terms (any terms increasing in have been explicitly removed by
demanding the second order secular condition (8.35)).
To find the second order angular coordinate, we first insert (8.37) into (8.29) and
obtain:
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This is inserted into (8.22) for  , yielding
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The integral in (E.2) is dealt with using (E.1) and we finally obtain:
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(E.3)
	
is a further constant of integration. 



is made up of transient terms, constant
terms and a term increasing linearly in time (underscored). At this order, this term
does not cause any problems as is a cyclic coordinate. However it is expected to
yield a secular term in the next order in, i.e. a term linearly increasing in time in.
This is demonstrated below.
We insert (8.4) together with (8.3) into the expressions andfrom (7.3) and expand
the result as a power series in the smallness parameter.
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We are able safely to neglect terms involving spatial derivatives, because we know that
the projection onto the critical eigenspace of yields spatially uniform non-transient
parts of the solution. From (8.20) and using the definition of the inner product (D.1)
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1We have used the fact that
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As in all other orders of magnitude

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for sufficiently large . The calculation is therefore completely equivalent to that
performed in second order inin Section 8.4 and we have
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As discussed in Section 8.5, constant terms and transient terms in 



will only con-
tribute constant and transient terms to



. However a term that increases linearly in
time in 



will lead to a linearly increasing



. The only source of such a term is
the underscored expression in (E.3). Thus, unstable terms in third order incan only
be avoided for all parameter values if
	


 
This is a third order secular condition and is needed to write down fully the first order
solution in Section 8.5.
Inserting
	


 into (E.1) and (E.3) and retaining only non-transient terms we find
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These are the steady state solutions in second order in. Again
	
is again an unknown
constant of order

. It may be only determined by considering a fourth order secular
condition, which would in turn lead to the solutions forandin third order inas
a function of yet another unknown constant of order

. This process is repeated in all
subsequent orders of.
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