Secular and nonsecular behavior for the cold plasma equations by Montgomery, D. & Tidman, D. A.
* .  * 
Printed in U.S.A. 
F E B R U A R Y  1 9 6 4  
Secular and Nonsecular Behavior for the Cold Plasma Equations 
I)h\ I l l  hlO>TGOhIERY* A N D  DEREK A. T I D M 4 U *  N64121306 
‘+e 01 igin of “seciil:r” ticsh:ivior for thc. nonlinear c d i l  c.lec*tron p1:asm:t cyriations is studied. The 2 Y  
rqiiations involved :m c.loseIy relatcd to the Klein-Gordon equation with a small nonlinear term. 
1 method is devcloped for arriving at  perturbation theoretic solutions of this equation, and the 
method is then applied to the case of the higher-order efferts of an electromagnetic nave propagating 
in the cold rlectron p1:tsm:~ An elplicit esprrssion for the second ordrr frequency shift is cnlcfilated 
I. INTRODUCTION 
HEX one attempts to  calculate the behavior 
of nonlinear mechanical systems in pertur- 
bation theory which goes beyond the linearized ap- 
proximation, often (though by no meaiis always) 
the difficulty of “secular” behavior appears. The 
higher orders contain, in addition to trigonometric 
terms, time-proportional, or “secular” terms. The 
unbounded character of these terms soon invalidates 
the perturbation theoretical assumptions of smallness 
on which they were derived. 
A systematic program for doing a type of perturba- 
tion theory which is free of secular terms in the pabe 
of the harmonic oscillator equation with a “small” 
nonlinear term was given some time ago by Krylov 
and Bogoliubov,’ and later refined and mathc- 
matically justified by Bogoliubov and Mitropolskii.’ 
Recently, considerable interest has arisen in modi- 
fying these techniques to  deal with partial dif- 
ferential and differeiitio-integral equations, partic- 
ularly in connection with the work of Frieman3 and 
Sz~ndri.~ Earlier calculations, which are more closely 
related to  this work, wcrc made by Jackson’ and 
Stnrrock.‘ 
The system treated below is a partial differential 
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equation, considerably simpler than those described 
in Refs. 3 and 4, but which we nonetheless believe 
to be of value in illuminating, in a relatively un- 
cluttered way, some of the new features which 
emerge as a consequence of the fact that we are 
studying a partial differential, rather than an ordi- 
nary differential system. 
The equation treated by Bogoliubov and Mi- 
tropolskii is 
where E is a formal expansion parameter (eventually 
to be set equal to  one) used to  indicate the relative 
Lkmallness’’ of the right-hand side. P(x ,  dzldt )  is 
a known nonlinear functional of z and dx ld t ;  w2 
is a constant. 
We examine the equation 
where E is again the formal expansion parameter, 
I; is again a know1 iiulctiuiisl (which depends oii 
the problem under consideration), and c2 and X2 
are non-negative real constants. 
The immediate motivation for studying (2) was 
that the equations of motion for a “cold” electron 
plasma in a uniform positive background may be 
put in this form, component by component. How- 
ever, the cold plasma equations are superficially 
less simple than Rq. ( 2 ) ,  so we shall consider i t  
first. 
We shall first give an example of both secular 
and nonsecular behavior for Eq. (a) ,  and show how 
the difficulties may be remedied in the secular case. 
Then in See. 111, we shall give a simple physical 
example, that of the second order behavior of a 
nonlinear electromagnetic wave in a “cold” elec- 
tron plasma. 
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11. THE KLEIN-GORDON EQUATION WITH A SMALL 
NONLINEAR TERM 
A. Single Monochromatic Wave 
We first consider perturbations about the follow- 
ing E = 0 solutioii to ( 2 )  
f = a cos (ICOX - o,,t + 4, 
w; = c2z1: + X L  
(3) 
(4) 
where 
and for E = 0, the quantities K O ,  w0, a,  and + arc 
constants. 
This happens to he a situation for which secularity 
arises, so we shall set up the necessary formalism for 
handling it from the beginning. Vollowing Rrf. 2,  
we seek a solution to Nq. ( 2 )  of the form 
f = a cos $ + %(a,  $1 + E2U2(U, $1 + . . * , (5) 
where the amplitude a is iiow determiiicd a\ a 
“slowly varying” fuiictioii of .L‘ and t by the relations 
da,’at = eA,(a)  + E’A,(u) + . . . , (Ga) 
~ c L / ~ . L ‘  = ~ D , ( u )  + E’II~(U) + . . . . (Gb) 
$ is a iiew “plias(2” variable, to I ) (% c.lio~c~ii to coincidr 
with the phaw of ( 3 )  for  e = 0, 
a $ / d t  = --wo + eBl(u) + e2B2(a) + . . .  , 
d$/dx = K” + e(’,(a) + e2C2(a) + . . . . 
(7a) 
(71)) 
‘I‘he (as yet ~uid~~tt~r ini i ird)  f iiic.tioiir ,I I, .IL, . . . , 
Bi, B,, * . .  , ( I , ,  ( ? I ,  . . , D,, DL, . . .  , arc to Iw 
choscn so as to  reiitler the soliitioii ( 3 )  free f i m i  
secular t e rm.  Here, “wxla r”  rnu5t lie intcrpretetl 
to  mean $-proportional, i P , wliition~ caii I w c d  
down due to liiiear g r o ~  tli 111 .r a5 well a$ t .  Th(x 
functions ul, u2, . . . , are to  I)(, periodic in $. 
The program ic to express the various terms in (a), 
by means of the relatioiis ( 5 ) ,  (6), and (7), in terms 
of the u’s, A’s, B’s, C’s, and D’s, as functions of 
a and $. For brevity’s sake, we shall first only go to 
O ( E ) ,  though in principle the method may be carried 
to  any order in E .  Generally, the algebra becomes 
prohibitive beyond O( e2).  Hereafter, the notation “+ . .” will mean “of higher order in E.” 
The result of differentiating f with respect to R: 
and t and using (6) and (7) is 
The zeroth order part of (8) vanishes identically, 
by virtue of (4). The coefficient of E is to be equated 
to  F ( f ,  a f / d t ,  af/d.c), with the arguments replaced 
by thcir zeroth order valws: 
f-a cos $, af/at+w,asin $, a f / d ~ +  -ZI(,asin $. 
For thc purpose of finding u,, i t  is most coiiveiiieiit 
to  write F as a Fourier series iii $ 
F(a cos +, w,a sin +, -Koa sin $) 
m 
= gda) + [g,,(a) cosn+ f,,(a> sill72$.]. (9) 
The /,,(a) and g,,(a) are known functions of the aiiipli- 
tudr a,  deterniiiicd by the functional form of F .  
We shall make the assumption, always satisfied in 
practicae, that the f,(a) and g,(a) go to zero, as 
a goes to zero, a t  least as fast as O(a2).  
x’(a’/ag’ + l)u, = go(a> 
“ = l  
Thr equatioii for u1 niay be written as 
+ [fl(rr) - 2Ul,/1, - 2c21i-”D1] SiIl $ 
+ [g,(a)  - %awIJH, - 2ac2K,C1,] cos $ 
+ C is,(n> cos n f i  + fn(a)  sill n$I. m (10) 
n - 2  
This is, d’fwtivcly, mi ordinary dif!fc~rc.ntial equa- 
tioii i i i  $ of a standaid typc. Its solution contains 
trrms proportional to  $ sill 1c. aid # cos $, unless 
tlie coefficients of sill $ and (’os $ 011 tlie right hand 
sitlr of (10) vanish. /I thvy vaiii4, then onr niny 
fiiid thc gcliic.ral soliitioii iii the form 
ill = vl,(n) + [v,,(n) c o $ ? ~ +   w,,(a)siiii~$]. (11) 
Our ol)jt.ctivr ih  to fiiid a solution f i w  from $- 
proportional terms. This iinprls 11s to c~hoos -1 ,, 
B,,  C,, and Ill, so that 
m 
,,=1 
2(w,A,  + C’KOD1) = f l ( 4 ,  
2a(w,B, + C2KoC1) = g,(a>. 
(124  
(1%) 
Two more relations may be deduced from the 
coiiditioiis 
#+/at  ax = a2$/a.c a t ,  a2a/dt  ax = a2a/ax at.  
Reference to Eqs. (6) and (7) shows that, to lowest 
significant order, these become 
A ,  dCl/da = D ,  dB, /da ,  (13a) 
A ,  dD,/da = D ,  dAl/da. (13b) 
Equations (12) and (13) are four relations for 
the four unknowns A , ,  B,, C,, and D,,  and once 
they have been obtained, (10) can be solved in a 
Y 
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straightforward way by meaiis of (ll),  and u1 will 
contain no +proportional terms. B,  can be inter- 
preted as a “frequency shift’’ and C ,  as a “wave 
number shift.” 
However, it is impossible to solve (12) and (Is) 
completely without specifying the physical problem 
in more detail. For instance, if we wish to work a 
boundary value problem in which f is required to 
oscillate sinusoidally at a givcn z for all t ,  we do 
not expect a or + to vary with t ,  and B, and A ,  
may be set equal to  zero. This leaves 
When the pheiiomenon of secularity occurs, one 
must go to  one higher order in E in order to  get 
corrections to  f which are uniformly valid through 
terms of O(E) for changes in z and t of 0(1/~), and 
so the solution (15) is not of great interest by itself.’ 
However, the expressions such as (14) for 9requency 
and wave number shifts are accurate 6 O(E), and 
are usually more accessible to  me/asarement than the 
expression for ul ,  in niiy case. 
B. Two Coupled Monoch;omatic Waves of Differing 
Frequencies 
We now proceed to  the case in whicli ( 2 )  has the 
e = 0 solution 
j = a[cos (K,z - w,l + 4,) 
+ COS (I(2.c - W Z ~  + 4 2 1 1 ,  (16) 
If we arc interested ill an initial mluc  problem whcrc 
in which a pure sine wave is given for all z a t  t = 0, 
we may correspondingly set C1 and DI equal to 
zero and solve for ~4, and B,. Other choices are 
necessitated by still other problems. (Note in passing 
that in both cases, the corrections + 0 as a 4 0, 
as they must in order to  make physical sense.) 
All this has been for a completely general F ,  
imagined to  contain all harnionics in $. In  practice, 
i t  often happens that F contains only a few har- 
monies. Observe that secularity may not arise for 
some forms of the nonlinear term. Thus, if F is 
proportional to (f)’ or f af/az, say, f , (a)  and gl(a) 
will both vanish, and in this order, we may set 
A , ,  B,, C,, and D,,  all identically zero, which is 
equivalent to  a cornplctely straightforward kind of 
perturbation theory. On the other hand, if we were 
to  have F proportional to (f)3, f , ( a )  is still zero, 
but gl(a) = 3n3/4 and a straightforward perturba- 
tion theory no longer works. The occurence of 
secularity thus depends, in a given order, on thc 
particular form of the nonlinear term. 
To close this discussion, we givc the full solution 
for u,(a,  +) of Eq. (11). If we make the (arbitrary) 
choice that all the first harmonic shall be collected 
in lowest order, me may choose v,(a) = w,(a) = 0. 
Then for n f I ,  
w: - c2K: - h2 = w: - c 2 K ;  - x’ = 0, (17) 
hut where there is not necessarily any other relation- 
ship between w,, I( ,  and w2, IC,. If we were to  do a 
straightforward perturbation theory, assuming 
f f ( 0 )  + €f‘1’ + #2’ + . . . (18) 
with f “ )  given by (IG), it is clear that we can always 
find a secularity-free perturbation theoretical solu- 
tion to  ( 2 )  of the form 
j(u) = 
m 
!:’(a) exp {i\r(~<,x - w,t + 4:) 
r . * = - m  
. + s(K2z - W d  + 42)Il (19) 
except when there happen to exist two integers 7, s 
such that  
X’(-P’ - 9’ + 1) - 27s(w,w2 - c2z~1z~2) = 0. (20) 
When (20) is fulfilled, f “ ) ,  like the u, of Eq. (lo), 
will in general contain terms proportional to  the 
phases, as well as trigonometric terms. 
For a randomly selected pair of values w,, K,, 
and wzl IC,, there will exist no integers 7, s which ful- 
fill (20), and there is no necessity for the Bogoliubov 
techniques. When, on the other hand, i t  happens 
that two such integers P ,  8, do exist [the relation (20) 
will also hold for -i, -8, of course], then the 
Bogoliubov techniques are called for. One method 
of iiitroducing them is the following, though it is 
not the only method. [Note added in proof. For a 
completely general F ( f ,  af/at, af/az), there will 
exist nonvanishing Fourier coefficients on the right- - - 
.F(a cos #, woa sin $, - K o a  sin +). (15b) hand side of the eqiiation for f‘”’  corresponding to  
14 .I--. 
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terms in which one of the integers T ,  s is zero and 
the other is plus or minus one. For this case, Eq. 
(30) is, of course, trivially satisfied, and the phe- 
nomenon is only a slight generalization of that  of 
the previous subsection. For the point made here, 
we shall assume that F is of such a nature that, to  
the order we are going, there exists only one pair 
of integers T ,  s satisfying (20), neither of which is 
zero, and for which the Fourier coefficient corre- 
sponding to these integers on the right-hand side 
is nonzero. We are indebted to Dr. J. I<. Hale for 
a conversation which led to the discovery of an  
error on this point in oiir original manuscript.] 
Seek a solution of the form 
f = a(c0s $1 + cos $ 2 )  + €Ul(U, $1, $ 2 )  + * * *  , 
where now the amplitude a and the phascs 
develop according to 
and 
aa/at = tA(a ,  $1, $ 2 )  + . . . 7 
aa/ax = &(a, G I ,  + . . . , 
w 1 , 2 / a t  = -w1 .2  + tC1 2(a, $1, $ 2 )  + * . *  , 
alC.1,Zla.r = Kl.2 + tIj1 *(a ,  $1, $ 2 )  + .. .  . (21) 
The lefl-hand side of (2) may again hc compiitcd, 
using the rclations (21), to give 
- - c 2  a'l + X Z j  = a[(-w; + CZK; + 12) cos fil 
at2 ai' 
+ (-w; + c21<; + 1') cos 4b2] 
aA 
aB 
a $1 + 2ac2KlDl - c2K1 - - c 2 K z  - 
aB 1 aB a $1  $2 + 2c2aK2D2 - c'K, - - c2K2 - 
a% 
a+., a$, + 2(w1w2 - c2K1K,) -} + O(E'). (22) 
The zeroth order part of (22) vanishes identi- 
cally. The first order part now must be equated to  
d'(a(cos + cos $ J ,  a(wl sin $1 + w, sin $d, 
--u(K1 sin $1 + K ,  sin $ J ) .  It is most convenient 
to  write this as a complex Fourier series, 
m . n = - m  
where F$ = F-m,-n, since we deal only with real 
quantities. Calling everything in the first curly 
bracket in Eq. (22), G(a; A ;  B; Cl ,z ;  D1,d ,  we may 
finally write the equation for zcl as 
A -  
Equation ~ 2 4 ) ,  analogoidy to Eq. (lo), hay a 
readily obtainal)le, secdarity free solution of the 
form 
i u ,  
(25)  
if and only if the fmictioiis 11, B, (Il Dl are 
clioscn to depend on $, and $1 in such a maimer 
that: 
1 ( t n  ,! L +n: 2 1  
p L 1 ( $ 1 7  $ 2 ,  O) = ~ L U , 3 L ( a ) e  
mi , n- - m 
+ dfi1 $ d~~ exp [ - - i ~ ~  + S+JI 
-G(a; A ; B ;  C ' 1 . 2 ;  0 1 . 2 )  - Fi:(a) = 0. (26) 
Since (26) involves complex numbers, it really 
amounts to  two real equations upon A ,  B, CI,2, 
Dl ,', which are linear partial differential equatio~ls 
with periodic coefficients. (We may consider A,  B, . 
as being expressed as Fourier series in Gz; in 
this case, (26) leads to  algebraic equations for the 
Fourier coefficients.) We need not write them down 
in full detail, since they are most cumbersome, and 
not of interest for our purposes here. 
Three additional conditions may be adduced from 
the requirements that  a2a/an: dt = a2a/at as, 
a%, 2/dx at = a'$l, ,/at ax; they are 
aA a A  aB aB 
aJ.1 a $2 alC.1 a$2 7 (274 K ,  - + K ,  - = -(wl - + w2 -) 
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Satisfaction of these five relations on the six 
quantities A ,  B, C1,2, D,,,, then, will guarantee 
that the solution shall be secularity free. It is clear 
that considerable latitude is left to choose the func- 
tions conveniently for whatever problem is under 
consideration. Nor does secularity necessarily have 
a simple physical interpretation as i t  does for Eq. (l), 
where the presence of secular terms is simply iiiter- 
pretable as a resonance between one of the fre- 
quencies present in the nonlinear coupliiig term and 
and one of the natural frequencies of the system. 
It would take considerably more insight to  appre- 
hend the physical meaning of Eq. (20)) for the case 
in which neither F nor s” is zero, or any connection i t  
might have with the secularity condition for Eq. (10). 
111. THE COLD ELECTRON PLASMA 
Suppose we consider a cold (no thermal motions) 
electron plasma of equilibrium number density no, 
moving in a uniform positive background, assumed 
immobile. If we make a perturbation about a uni- 
form, field-free equilibrium, the appropriate vari- 
ables for describing the system are v, the electron 
velocity, -e[no + n(x, t ) ] ,  the electron charge 
density, fen,, the positive background charge den- 
sity, and the electric and magnetic fields E, B. All 
these will be- treated as perturbations-i.c., first 
order in the amplitude-except for no. 
The dynamical equations are well knomii: 
an d a 
- + --.(nv) + --.(n,v) = 0, 
at ax ax (28a) 
- + v . - v =  dV a -- e ( E + !  v xB) , (2%) at ax 772 C 
4ae 
-- - A x B  + 7(no + n)v; (28d) c at ax 
a 
ax 
--.E = --am, 
a --.B = 0. 
ax 
Equations (29) can be regarded as initial conditions; 
once fulfilled, they are preserved by Eqs. (28). 
A small amount of algebraic juggling shows that 
Eqs. (28) lead to  
.[no(v., a v + - e v xB) - a 
mc (nv)] , (30a) 
a2 aB 
at2 at 
-_  
ev 
mc 
1 a a  - 4aec - x- (nv) , ax at 
where c& = 4anoe2/m is the plasma frequency. The 
formal expansion parameter E has been written on 
the right-hand side of Eqs. (30) only to  remind us 
that these terms are “small” in the sense of being 
second order in the amplitude. 
If we now restrict ourselves to  disturbances which 
are functions of only one spatial dimension (z, say), 
we may write the expression (30a) in the form 
where &,, = 0 unless i = 1 and = 1. 5 ,  repre- 
sents the i th  component of the right-hand side of 
(30a). Since Eq. (30b) is just the curl of (30a), i t  
is not necessary to  write it in the form of (31). 
It matters not a bit that we have not bothered to  
express the right-hand side of (30a) as a function 
of E alone, since we always need the values of the 
quantities which enter into 5,  to  one lower order 
than those under consideration on the left-hand 
side of (30a), and these will be shown to be ob- 
tainable in each order directly from (28). 
The 6 = 0 solution to  (31) is just the standard 
cold-plasma set of field-free normal modes, which 
is well under~tood.~ It will be apparent that each 
cornponcnt of (31) has the form of Eq. (2) and is 
therefore immediately susceptible to  the methods 
of Sec. 11. Equation (31) represents a generalization 
of the equation treated by Jackson,’ which, however, 
does not exhibit all the features of (31), due to the 
absence of x-derivatives on the left-hand side in 
the purely electrostatic case, and the fact that  
the x and t dependences separate. 
The number of possibilities from (31) is very 
large, due to the \vide range of choices for the E = 0 
soiution. The sirripleai case (beyofid that of a pure 
electrostatic oscillation5) is that of a pure transverse, 
linearly polarized, electromagnetic wave. We shall 
I. B. Bernstein and S. K. Trehan, Nucl. Fusion 1, 3 
(1960). 
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extend this solution to the next two orders above 
the linear approximation in the following subsection. 
A. Plane Electromagnetic Wave 
Calliiig our basis vectors 4, GY, &,, the appropriate 
zeroth order solution is 
E = E,&, COS (kox - wet), 
(32) 
B = . L ! L ' ^  Ck 
+,ez COS ( k " ~  - wot) ,  
WO 
eEo v = -iU sin (k,x - wd), n = 0, 
mn 
where 
w; = w:e + C2ki. (33) 
This zcroth order solution for E is conveniently 
written: 
1 1 ( k a z - o a  t )  + + ; e - t ( k o z - d )  E ,  = a[+,e 
mhcre + is a colmnn vector 
(34) 
and a = Eo, the amplitude. 
solution of the form 
E ,  = a(+,e'* + +:e-") + td')(a,  9) 
The results of Sec. I1 suggest that, w e  seek a 
+ E2u:2)(a, I)) + - * e  , (35) 
where now thc amplitude a and phase J ,  arc to  vary 
in x and t according to 
aa/at = €A,(u) + E 2 ~ 2 ( ~ )  + . . -  , 
aa/az = t ~ l ( ~ )  + E 2 ~ z ( ~ )  + . . . , 
(36) a+/at = -wo + &,(a) + €"2(U) + . * .  , 
a+/ax = ko + &,(a) + E2C2(U)  + * * *  , 
with the functions A,, B,, . . , as yet undetermined. 
The left-hand side of (31), expressed in terms of 
these functions, becomes: 
f o r i  = 1, 
+ 2(-iwnAl + moB1 - iC2knD, + aczCllcn)+,e'* 
+ 2(iw,A1 + moBl + ic21c,Dl (38) 
+ ac2C1/c,)+tc-l*} + O(E2). 
These three expressions are to  be equated to  thef. 
three components of the right hand sides of Ed 
(31), with the quantities v, E, B, n replaced by tbeir 
values (32) ,  and with the substitution E, A a. 
The result can be conveniently written as a Fourier 
series 
+ m  
5 ,  = +,(m, a)etm*, (39) 
m - m  
L' 
where the +,(m, a )  are known functionals of a. 
Suppose we now consider whether secular terms 
can arisc. We seek the solution for uI1' in thc form 
m 
1 ~ : ~ )  = uI1)(m, a)e"'". (40) 
-m 
The equation for ull) then hecomes 
m 
[ ( -nz2  + 1)w2,, + 1 7 z ~ 8 , , , ( w ~ ~  - w~)]uI1)(nz ,  ~ ) e ~ ' ' ~ '  
m=--m 
= -2(-iw,Al + awnBl - ic2li0D, + ac2C1k,,)+,~" 
- 2(iw,A, + moB,  + ic2knDl + ac2Clk,,)+Te-" 
m 
(we have madc iise of +, = 0). 
We may always solve (41) for u:')(n2, a )  with the 
absence of +proportional terms, except when a 
coefficient of u:" (m, a) on the left hand side of (41) 
vanishes for some m. Since wi > w : ~  i t  is clear that 
this can only occur when m = =tl, and only in 
the components i = 2 or 3. However, a term-by- 
term inspection of @,(m, a )  reveals that for i = 2 
or 3, the quantities +*(m, a) vanish identically for 
the choice (33) of the zeroth order values. Thus a 
result emerges which would have been hard to  guess 
from the original set of equations (28): secular be- 
havior cannot arise in second order for this case, 
and we may set A, = B,  = C, = Dl = 0, and 
solve in a completely straightforward way for 
u!l)(rn, a )  
U~1)(?7Z, U )  = @,(m, U)[(-??Z2 + I )& 
+ nz261,,(w2,, - w i ) ] - ' ,  nz z *I, 
u:1)(+1, a)  = 0 .  (42) 
248 
* 
D .  M O N T G O M E R Y  A N D  D .  A .  T I D M A X  
The calculation of the coefficients of the Fourier 
coefficients is a matter of simple algebra, and we 
may write down in full the first correct,ion to the 
linear solution (32) : 
The only qualitatively new feature which shows 
up in O(e) ,  then, is a longitudinal electric field. It 
is only in ()(e2) that secularity manifests itself and 
it becomes necessary to  use the Bogoliubov methods. 
Making use of the O ( e )  solution we have just com- 
puted, we may write down the O(e2) part of the 
left-hand side of (31) in terms of the A's, B's, etc. 
We need 
+ (-2iwoA2 + 2aw0B2 - 2ik,c2D, 
+ 2a~~k~C, )+~e ' ' *  + (2iwoA, + 2aw,B, 
+ 2ik,c2D2 + 2ac2k,C2)+~e-'* . (44) 
It is also a simple matter to  compute the O(ez) 
part of the right-hand side of (31) from (43) and (32).  
The result is, expressed in terms of a and J., 
1 
.[3(e3'* + e - 3 i + )  - (ei* + e-")] .  (45) 
Since the only nonvanishing component of (45) 
is in the 2-direction (y-direction), the only non- 
vanishing component of u:') will also be u:'). The 
equation to  be solved in the O(e2) approximation is, 
theref ore : 
a Z U " 2 )  
(": - C 2 k t )  + + w;,u:2' = - ( -2 iw,A,  
+ 2awOB2 - 2iIC,c2D, + 2akoc2C2)~,ei* 
- (2iwoAz + 2awoB, + 2ikoc2D, 
We may find a solution to (46) of the form 
m 
U : ~ ' ( U ,  +) = u:')(a, m)eim*,  (47) 
m = - m  
which is free of +proportional terms, if and only 
if the coefficients of e'* and e-'* on the right-hand 
side of (46) vanish. This gives us two conditions on 
A,, B,, C,, D,, which are algebraic relations. Two 
more, analogous to  Eqs. (13), are given by the 
requirements that  a2a/at ax = a2a/ax at and 
a2+/at ax = a2#/az at; they are 
Dz ( d A  2lda) = A 2 (dDz/da) (484 
D,(dB,/da) = A2(dC2/da).  (48b) 
Let us now specialize the problem to one in 
which the spatial periodicity and amplitude are 
given, and we are to calculate the "frequency 
shift." This means setting C, = D2 = 0. The con- 
dition that the coefficients of e"*,  e-"$ on the right- 
hand side of (46) vanish reduces to  the equation 
and its complex conjugate relation. We may there- 
fore find A ,  = 0, and the frequency shift Aw be- 
comes (substituting E, for the amplitude a )  
It does not seem worthwhile to write down the 
O(e2) corrections to  E, B, v, and n, though i t  would 
be easy to do so. In  any experiment one might 
imagine, Eq. (50) would probably be the easiest 
quantity to  measure. 
B. Standing Wave* 
I t  is possible to calculate the frequency shift of 
a standing electromagnetic wave of given periodicity 
as well. One assumes a linearly polarized standing 
wave solution for (31) in lowest order and writes 
E ,  = a, sin k,x cos # 
+ €Uf"(U, !b, x )  + E2U!2)(a, II., x )  + . . * 
Then, only the t-dependence of the phase variable 
and amplitude are expanded: 
d ~ / d f  = eAl(a) + e2A2(a) + ...  , 
d$/dt = wo + EB,(U) + r2B2(a) + . 
In lowest significant order, the frequency shift turns 
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out to  be exactly one eighth of the result given in 
Equation (50). 
IV. DISCUSSION 
We have given a technique for obtaining uni- 
formly valid, perturbation theoretic solutions to the 
Klein-Gordon equation with a small nonlinear term. 
The method has been applied to calculate the second 
order frequency shift of an electromagnetic wave in 
a cold electron plasma. The smallness of the expres- 
sion (50) for attainable parameters is an indication 
of just how good an approximation the linear theory 
is at these frequencies. 
It is not to be inferred, however, that  the method 
adapts itself readily to all partial differential equa- 
tions. For instance, the reader can easily convince 
himself that  it fails for a nonlinear sound wave de- 
scribed by the Euler equations. [It appears to fail 
in all situations for which the e = 0 equation is a 
wave equation, (d2 /d t2  - c2da”/az2)>f  = 0.1 The 
physical reason is that, due to a steepening of the 
exact nonlinear wave front-obtainable from the 
Riemann invariants-a vertical tangent develops 
after a time of O(l/amplitude). This destroys any 
regularity properties which may have existed in the 
original wave profile. Since the exact solution does 
not remain “close” to the E = 0 solution in any 
sense, after a time of order l / e ,  it is not surprising 
that perturbation theory is of little use beyond 
this time. 
