Introduction
Thin vapor chambers can spread heat very evenly without adding too much thickness to a low profile system like a phone or a tablet. During the design phase it is crucial to be able to make quick simulations to see how well heat is handled in the device. This requires a simulation model that doesn't take a long time to solve. Simulating the two phase flow in a vapor chamber can prohibitively increase the total complexity of a system level CFD model. The most common way to simplify the model is to exclude phase changes and mass flows inside the vapor chamber and model only the aggregate behavior of the vapor chamber. This can be done with knowledge that the biggest resistance is created by the wick and that the conductivity of the vapor space is much larger than every other component in the vapor chamber. This means that the vapor chamber can be modelled with at most three cuboids. However, even a simplified model requires knowledge of the vapor chamber internal details. Such details are usually not shared by the vendor. Also, multiple very thin layers pose an even greater modeling challenge than the one posed by the thin dimension of the vapor chamber.
Note that the heat pipe modelling capability built into the commercial software is meant as a conductive element only. It assumes that only a small percentage of the heat is lost along the length of the pipe. [1] This assumption is unsuitable to the present application, where heat loss is evenly distributed over the surface.
To minimize the number of required cuboids, an even simpler model using only one cuboid is studied in this paper. The goal is to develop a method to create a behavioral model of a vapor chamber to represent its spreading ability. Ideally the model would scale and adapt to changes like size, thickness and heat input.
A second objective is to develop a modelling method which can characterize the behavior of the vapor chamber easily over the range of likely application parameters.
Background
Vapor chambers are two phase heat spreading devices similar to heat pipes. They share the same working principle, and the same basic theory can be applied to both. The main difference is that while heat pipes typically are long pipes, vapor chambers are more like plates. Whereas heat pipes commonly are used to transfer heat from one narrow location to another, vapor chambers are used to spread heat over a wide area. The wider area gives better thermal dissipation performance and temperature uniformity to a system. This helps to better transfer heat to a heat sink, or in case of a mobile device, to spread the heat over the cover of the device. In passively cooled devices, uniform heat distribution is essential to achieve better user experience and better performance without thermal throttling, and also to increase the dissipation capability of the device while maintaining user comfort temperature limits on the cover.
Both heat pipe and vapor chamber work through a phase change process which is driven by heat. They have the same components: wall, evaporator, wick, working fluid, vapor space, condenser. The wall is thermally connected to a heat source. Heat is conducted through the wall to the wick and then to the working fluid. In the evaporator region, the fluid evaporates from the wick to the vapor space. This vapor space is typically below atmospheric pressure. The vapor travels from near the heat source to a cooler area in the spreading device and condenses back to liquid. The wick absorbs liquid, and capillary action draws it back to the evaporator. Because the vapor condensation area can be anywhere that the temperature is low enough to condense the vapor, the temperature differences are minimized. This is further amplified by the fact that higher power drives vapor farther from the heat source as it expands farther into the cooler region. With these processes, the vapor chamber can achieve an order of magnitude or greater effective conductivity than copper. [2] The governing equations for heat conduction show that the temperature gradient scales linearly as the power. This model is unsuitable to model vapor chamber behavior, as the temperature gradient tends to be constant while the power varies. The experimental data in Figure 1 shows these opposing trends. For low power, the copper spreader outperforms the vapor chamber although it is much thicker, and not a practical thermal solution for mobile devices. As expected, the temperature gradient increases with power for the copper. The vapor chamber (VC) maximum temperature gradient is approximately constant over the tested range of power. The same trends have been found before. [3] Modeling the vapor chamber using conductive elements has been addressed before. [4] The vapor space, being the biggest contributor to heat transfer, is modeled as a solid with very high thermal conductivity. To account for conduction into the vapor space, a known thickness of copper represents the shell, and another, lower thermal conductivity solid models the wick regions. This method generates very thin grid cells. It also requires some knowledge of the construction of the vapor chamber, which is not available in every instance.
Approach
Experimental data was used as the basis for developing the model. First, data using a copper spreader was used to calibrate the model, using a best-fit technique to arrive at model unknowns. This calibration model is explained further below. Next, for each power level, runs of the model were made using the calibration values and several values of conductivity in the thin vapor chamber. Comparing these results with experimental data gave a normalized error value that varied with the conductivity. The conductivity that resulted in the least error varied with power level. Since the spreader temperature varied with power, the conductivity can be considered to vary with spreader temperature, as long as ambient and physical geometry are fixed.
Finally, to validate the model, the resulting temperaturedependent thermal conductivity was used to model another, unrelated data set to verify its usefulness and accuracy.
Physical experiments
Experimental heat spreading performance measurements were done with a thermal test vehicle (TTV). It has a heater element that mimics the chip and can accurately produce wanted heat load to the system. Measurements were done with six power settings (1, 3, 5, 7, 8, 9 W), and two different types of spreaders with various thicknesses were used. A painted copper spreader with thickness of 3 mm was used as calibration sample. The spreader was oriented vertically with respect to gravity to simulate the intended handheld device use condition. The experiments were carried out in a still-air chamber controlled at 25 °C. To minimize the heater temperature, a clamp was used together with a thermal interface material between the heater and the spreader, and the load kept at a consistent value using a load cell. An acrylic block on each side minimized heat leakage into the clamp. A picture of the setup is shown in Figure 2 . thermocouples were attached to a vapor chamber with adhesive tape. The setup was in a controlled environment with temperature at 35 °C. There was no additional heat in the system. Measurement ran 218 minutes, and data points were recorded every 2 seconds. Then an average value for each time was calculated, and each data point was compared to the average. Last, the average deviation value was calculated for each thermocouple. Overall, the maximum deviation from average was 0.125 °C.
Thermocouples were attached to both front and back surfaces of the heat spreader with thermal grease and adhesive tape. On the outward facing surface they were placed near the extreme corners and along the center line. This way the temperature distribution could be captured over the surface of the heat spreader. Thermocouple locations are shown in Figure 3 . Locations 1-6 are on the outward facing side of the spreader. An additional thermocouple is on the inward facing side of the spreader, directly adjacent to the heat source contact area and opposite thermocouple 6. 
Calibration model
Commercial CFD code was used for the simulations. The model included the test board and heater chip, test spreader and interface material. The acrylic block was also included as well as a simplified representation of the test fixture's acrylic panel surrounding the test board. Boundary conditions matched the experimental setup for orientation, quiescent environment and stable surrounding temperature. Figure 4 shows an isometric view of the model. Figure 5 shows the cross sectional view of the heater assembly. The heater is at the center. To the left is the main heat spreading path with a layer of thermal interface material (TIM), the copper spreader, and an acrylic pressure block. The heat leakage path to the right includes the test vehicle solder balls, board, and acrylic pressure block. The load cell and clamp were not included in the model. 
Figure 5: Experimental stackup components
The model was calibrated with experimental data from a 3 mm thick painted copper spreader at 7 W heater power. Copper has well known thermal properties so it may be used to solve unknown parameters. These were emissivity of the paint covering the spreader, test vehicle PCB conductivity, thermal interface material conductivity and surface thermal resistivity. Multilinear fitting and error minimization provided values for the unknowns that resulted in best fit to the measurements. A total of 98 different designs, which were created by using design experiments tools, were used in this calculation. Optimized values are shown in Table 1 . 
Thermal conductivity models
After calibration, a 0.6 mm thick painted vapor chamber was modelled. To find the best conductivity value for each power setting, a range of thermal conductivity was used. Each conductivity value yielded a set of temperatures that were compared to the corresponding experiment. RMS error was calculated for each pair, and this set was used to form the behavioral model by minimizing the RMS error. The range of thermal conductivity to use was chosen based on the online calculator for spreading resistance in the case of isotropic circular-disk heat spreaders with convective cooling by the Microelectronics Heat Transfer Laboratory at the University of Waterloo. [3] The trend, shown in Figure 6 , is that the spreading resistance is very sensitive to the value of thermal conductivity when the conductivity is low, but once the thermal conductivity is high, further increases in conductivity produce minimal reduction in spreading resistance.
Figure 6: Thermal resistance as a function of thermal conductivity, theoretical result

Validation model
To validate the resulting thermal conductivity approach, a separate set of data was used that had different spreader geometry, orientation, and physical implementation. The spreader was horizontal and was resting on thermal insulation, so that heat could dissipate primarily from the top surface. Two power levels were used, 5 W and 10 W, where 10 W required extrapolation beyond the originally tested power range.
Results
Thermal conductivity results
Results from simulations were normalized to the minimum error for each power setting to obtain the thermal conductivity value that provided the best fit. The normalized errors are shown as a function of the conductivity in Figure 7 . In this figure it is evident that the best-fit thermal conductivity increases as the power setting increases. 
Temperature dependent thermal conductivity
Plotting the best-fit thermal conductivity as a function of power as in Figure 8 shows the trend.
Figure 8: Best-fit thermal conductivity as a function of heater power
The same trend appears when the average spreader temperature is substituted as a proxy for the power. Power as a rule is a boundary condition, rather than a property of a grid cell. Thus, for the thermal conductivity to vary, it must be a function of the temperature as in Figure 9 . The variable conductivity algorithm built into the CFD software uses a reference temperature and conductivity, and a slope to infer conductivity when the temperature deviates from the reference temperature. Thus, to use the algorithm a linear approximation must be made. Since the low power cases are not thermally challenging, and high power cases will drive high temperature and therefore high conductivity, an intermediate range of slope is most useful.
Validation results
The results were verified with a model which was based on the vendor's test setup. This setup differed from the previous test configuration in size and orientation as well as boundary conditions. The experiments were done with 5 and 10 W power. As with the previous data, the model was calibrated with results from the experiment done with the copper spreader. The calibrations were then applied to the vapor chamber model. Simulations done with the behavioral model showed good agreement with experimental results for both power settings, see Figure 10 . A constant-conductivity model over-predicts the temperature at the outer edges of the spreader, whereas the variable conductivity model shows very good agreement. Location 7 does not show good agreement in any of the cases, most likely because it was mounted directly on the heater, and also because the approach ignores dominant resistance from the wick in the throughplane direction.
For the 10 W case, the spreader temperature is above 80 °C, leading to a variable conductivity of around 10000. For the 5 W case, the spreader temperature is around 55 °C, or a variable conductivity around 5000 -very close to the assumed constant conductivity. This explains why the 5 W 
Figure 10: Validation results. Constant conductivity value is 5170 W/mK
It is known that this model is not valid in transient situations, or for heat fluxes approaching dry out limits. Therefore startup and dry out conditions cannot be predicted, and these have to be modelled with different means. Also it is expected that the model would need to be changed for different ambient temperature by adjusting the reference temperature.
Conclusions
By tuning a behavioral simulation model of a vapor chamber to match experiments, a robust, simple model can be achieved. The model will be more flexible than models with constant conductivity as it will react to temperature changes as a real vapor chamber would.
Results show that even without detailed knowledge about the construction of the vapor chamber that is modelled, a behavioral model can be created by comparing measurement data to simulation data. RMS minimization shows how the vapor chamber reacts to power and temperature changes.
Simulating a vapor chamber simply by using thermal conductivity as a function of temperature (which is a proxy for the power) is a useful way to include the spreading behavior of the vapor chamber in a complex system model with more accurate results than can be achieved by a constantconductivity model.
