This article defines a new type of abundant numbers, called largest rho-value (abbreviate LR) numbers, and then shows that Robin hypothesis is true if and only if all LR numbers > 5040 satisfy Robin inequality.
Introduction
Let n ≥ 2 be an integer, σ(n) = d|n is the sum of divisor function. Define
Robin [Robin 1984 ] made hypothesis that all integers n > 5040 satisfy Robin inequality
where γ is the Euler constant.
Write the factorization of n as
where p i is the i-th prime and a r ≥ 1. If p i and n are co-prime, we set its exponent a i = 0.
Define the function of sum of exponents:
For an integer m ≥ 1, define a set
If there exists an element n m ∈ S m such that ρ(n m ) ≥ ρ(n), ∀ n ∈ S m , we call n m a largest rho-value (abbreviate LR) number.
We now construct n m . Define a set Z := {z = z q,k := q + · · · + q k | q prime, k ≥ 1 integer}.
We sort Z in increasing order.
Note that Z contains duplicate integers. One known example is 5 + 5 2 = 2 + 2 2 + 2 3 + 2 4 . If q + · · · + q k = p + · · · + p j and q > p, then we assign z q,k smaller order than z p,j . We will denote by z i , q i and k i the numbers related to the i-th element.
Next, we define δ i = δ q i ,k i := log 1 + 1 z i = log 1 + 1
Since z i are increasing, δ i are decreasing. Define the set of triplets
Elements in E are ordered by δ i . Now for a given integer m ≥ 1, let E m be the subset of first m elements in E. For any prime p, let k p be the largest k among elements δ p,k ∈ E m .
Define
Theorem 1 will show that n m is an LR number. That is, ρ(n m ) ≥ ρ(n), ∀ n ∈ S m . 
Here "#" means primorial.
Theorems 2-8 study properties of n m . Theorem 9 shows that Robin hypothesis is true if and only if all LR numbers n m > 5040 satisfy Robin inequality.
We will use θ(x)and ψ(x) for Chebyshev functions.
For an integer m ≥ 1 define y m,1 := z m , and for k ≥ 2, define y m,k as the solution of
When m is obvious, we will simply write y k instead of y m,k .
Main Content
Proof. For a prime p, we have log ρ(p) = log(1 + 1/p) = δ p,1 , and for integer
For any integer
By construction of n m , log n m = p kp i=1 δ p,i is the largest sum of m elements in E. So log ρ(n m ) ≥ log ρ(n) for all n ∈ S m . Hence ρ(n m ) ≥ ρ(n) or all n ∈ S m . Lemma 1. For given z m and k ≥ 2, we have
Proof.
Since there is at most one prime in (z
Lemma 2. For given n m , we have for each prime p < z m
Theorem 2. Let m ≥ 1 be an integer, n m and k p be defined as in (8), y k be defined as in (9). Then
(2.1)
On the other hand,
The δ m = δ m+1 case is obvious from the requirement "larger prime has smaller index" when sorting Z.
Define two constants
here M is the Meissel-Mertens constant
Theorem 3.
Proof. We have
The first term is −W 1 . The second term has lower bound 0 and upper bound
Theorem 5.
Proof. Using Stieltjes integral and integrating by parts, we have
+ log log x − log log 2
We need to determine the constant. We have, by Mertens Theorem,
Substitute (5.5) into (5.4), we get
(5.6) By theorems 3 and 4,
We now find bounds for ψ Z (x) in term of θ(x).
Theorem 6. Let m ≥ 2 be an integer. Then for z m we have
2)
where K = ⌊log z m / log 2⌋ (cf. Lemma 2).
For (6.2), we have, by Mertens theorem,
Using Mertens Theorem for large y k and numerical calculation for small y k , we have
(log log y k + 0.8666)
The cases of 2 ≤ m ≤ 6 can be numerically verified.
To prove (6.3), set k = 2, η k = 0.2, x k = 3 594 641 in [Dusart 2018] Theorem 4.2, we have for x ≥ 3 594 641,
Theorem 7. Let m ≥ 1 be an integer. Then
Proof. Using notation in formulas (8) and (9), by Lemma 1,
For the right inequality
where K = ⌊log z m / log 2⌋. For the left inequality,
log log log n m = log log
Hence log log log n m − log log z m = log 1 + log log n m − log z m log z m
Lemma 3. If the Riemann hypothesis is false, then there exists a real b with 0 < b < 1/2 and a sequence (x i ) of reals such that x i is not a prime,
and
Step (5) of the proof of Theorem 5.29 of [Broughan 2017 ], there exists a real b with 0 < b < 1/2 such that
where Ω ± is the oscillation symbol. That means there exists a sequence (x i ),
lim i→∞ x i = ∞, of reals such that
Fix an odd i. Then (L3.2) holds for x i . We can choose x i so that K(
Then r(x) changes sign at x i . Assume x i lies in an interval [p, p ′ ) of two consecutive primes.
We claim that
If r(x) changed sign at p, r(x) would be positive on the left of x i and negative on the right. That is, K(p) + p −b would be a local maximum, which
i being a local minimum. Therefore, we must have x i ∈ (p, p ′ ) and
Hence (L3.1) holds for all x i with odd i. The sequence (x i ) in the lemma statement can be set to (x 2i+1 ) above. Proof. Write
By Lemma 3, there exists a sequence (x i ) of reals such that x i is not a prime,
with p and p' consecutive primes.
If x i = z m , then we are done. So we may assume x i ∈ (z m , z m+1 ). Define
Then for x −b log x < 1 we have 
