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Abstract: This report addresses the problem of human motion tracking from image sequences. The
human body is described by an articulated mechanical chain and human body-parts are described
by volumetric primitives with curved surfaces. An extremal contour appears in an image when-
ever a curved surface turns smoothly away from the viewer. We describe a method that relies on
a kinematic parameterization of such extremal contours. The apparent motion of these contours in
the image plane is a function of both the rigid motion of the surface and the relative position and
orientation of the viewer with respect to the curved surface. First, we describe a parameterization of
an extremal-contour point, and its associated image velocity, as a function of the motion parameters
of the kinematic chain associated with the human body. Second, we introduce the zero-reference
kinematic model and we show how it may be used for human-motion modelling. Third, we show
how the chamfer-distance may be used to measure the discrepancy between predicted extremal con-
tours and observed image contours; Moreover we show how the chamfer distance can be used as
a differentiable multi-valued function and how the tracker based on this distance can be cast in an
optimization framework. Fourth, we describe a practical human-body tracker that may use an arbi-
trary number of cameras. One great methodological and practical advantage of our method is that
it relies neither on model-to-image, nor on image-to-image point matches. In practice we model
people with 5 kinematic chains, 19 volumetric primitives, and 54 degrees of freedom; We observe
silhouettes in images gathered with several synchronized and calibrated cameras. The tracker has
been successfully applied to several complex motions gathered at 30 frames/second.
Key-words: articulated motion representation, human-body tracking, zero-reference kinematics,
developable surfaces, extremal contours, chamfer distance, chamfer matching.
This work was partially supported by the RIAM project SEMOCAP.
Suivi du mouvement humain à l’aide de la paramétrisation
cinématique des contours extrémaux
Résumé : Dans ce rapport de recherche, nous nous intéressons au problème du suivi du mouvement
humain à l’aide de plusieurs caméras. Le modèle que nous utilisons pour effectuer le suivi est dé-
crit par une chaîne articulée ainsi que par des primitives solides. Les surfaces de ces primitives se
projettent dans les images sous la forme de deux types de contours : les contours de discontinuité,
qui apparaissent à l’intersection entre deux surfaces, et les contours extrémaux qui apparaissent
lorsque la surface est tangente au rayon de vue. Dans ce rapport, nous décrivons une méthode de
capture du mouvement basé sur l’observation des contours extrémaux. Pour cela, nous introdui-
sons une paramétrisation explicite des contours extrémaux, applicable aux surfaces développables.
Cette paramétrisation nous permet de relier le mouvement apparent des contours aux mouvements
articulaires et aux positions et orientations des caméras.
Dans un premier temps, nous explicitons la paramétrisation des contours extrémaux et donnons
leur vitesse apparente dans les images en fonction des paramètres de la chaîne cinématique auquel
la primitive est attachée. Dans un deuxième temps, nous introduisons la modélisation en référence
zéro de la chaîne cinématique. Nous montrons comment intégrer cette modélisation dans celle de la
chaîne cinématique humaine. Dans un troisième temps, nous montrons comment utiliser la distance
de chanfrein pour déterminer l’erreur entre les contours extraits de l’image et les contours extrémaux
du modèle. De plus, nous montrons que cette distance peut être différentiable et donc que nous
pouvons aborder le problème du suivi de mouvement comme un simple problème de minimisation
non-linéaire.
Un avantage majeur tant du point de vue méthodologique que du point de vue pratique est que
l’algorithme n’utilise ni de correspondances modèle à image, ni de correspondances image à image.
En pratique, nous modélisons le corps humain avec 5 chaînes cinématiques, 19 cônes tronqués à
base elliptique et 54 degrés de liberté. Nous observons les silhouettes et le contours dans les images
acquises avec des caméras synchronisées et calibrées. L’algorithme de suivi a pu être testé avec
succès sur des mouvements complexes.
Mots-clés : Mouvement articulé, suivi du mouvement humain, modélisation en référence zéro,
surfaces développables, contours extrémaux, distance de chanfrein.
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1 Introduction and background
In this report we address the problem of tracking complex articulated motions from images. The
problem of articulated motion (such as human-body motion) representation and tracking from 2-D
and 3-D visual data has been thoroughly addressed in the recent past. The problem is difficult be-
cause it needs to solve an inverse kinematic problem, namely the problem of finding the parameters
characterizing the control space (the space spanned by the articulated parameters) from a set of mea-
surements performed in the observation space. In general this problem cannot be solved explicitly
because the dimensionality of the observation space is much smaller than the dimensionality of the
control space. More formally, the problem can be stated as the following minimization problem:
min
Φ
E(Y ,X (Φ)) (1)
where Y denotes a set of observations, X denotes a set of predictions using the direct kinematic
model, and Φ is the vector of motion parameters to be estimated.
In this report we will embed the human-motion tracking into the minimization problem defined
by eq. (1). We will emphasize a human-body model composed of articulated mechanical chains and
of rigid body parts. Each such part is defined as a developable surface. An intrinsic property of
such a surface is that it projects onto an image as a pair of straight extremal contours (an extremal
contour appears in an image whenever a curved surface turns smoothly away from the viewer). We
develop a direct kinematic representation of extremal contours based on the differential properties of
developable surfaces and on the zero-reference kinematic representation of articulated chains with
rotational joints. This kinematic description encapsulates the constrained articulated motions as well
as a free rigid motion and allows us to predict both the position and the velocity of extremal contours.
Therefore, human motion tracking may be formulated as the problem of minimizing eq. (1) using
the chamfer distance between predicted extremal contour points, X (Φ) and contour points detected
in images, Y . We show how the chamfer distance can be used as a differentiable multi-valued func-
tion and how the tracker based on this distance can be cast into a non-linear optimization framework.
Even if, in theory, one camera may be sufficient for recovering the motion parameters, we show that
a multiple-camera setup brings in the necessary robustness for implementing the tracker.
There is, of course, a substantial literature on articulated motion tracking driven by image fea-
tures and using either a single video or mutliple video sequences.
Monocular approaches generally require a probabilistic framework such as in [7, 27, 26, 1] to cite
just a few. The probabilistic formulation has the attraction that both prior knowledge and uncertainty
in the data are handled in a systematic way. The first difficulty with these methods is that the
image data must be mapped onto a vector space such that statistical methods can be easily applied,
which is not a straightforward task in itself. The second difficulty is to establish a relationship
(between articulated-motion space and this vector space) that must be learnt prior to tracking. This
is not an obvious task because it is virtually impossible to scan in advance the space of all the
complex motions of an articulated object with many degrees of freedom. Other methods attempted
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to recover articulated motion from image cues such as optical flow through sophisticated non-linear
minimization methods [4, 24, 25].
A second class of approaches relies on multiple-video sequences gathered with finely synchro-
nized cameras. These approaches generally use either image contours (extracted with edge detec-
tion) or silhouettes (extracted with background subtraction) [12, 16, 6]. These methods use generic
models, such as superquadrics, quadrics or simple cylinders, to represent body parts. Nevertheless,
projecting these models onto images and comparing them with contours and/or silhouettes is not
an obvious task. Previous methods have not made explicit the analytic representation allowing the
mapping of articulated objects (and their surfaces) onto silhouettes. Formally, a silhouette is the
occluding contour [2] that separates an object from the background. Occluding contours are built up
of discontinuity and extremal contours. The former correspond to sharp edges or to surface discon-
tinuities. The latter occur where a curved surface turns smoothly away from the viewer. Notice that
the bottom-up segmentation of a silhouette into discontinuity and extremal contours is not an easy
task [14].
In the case of sharp edges there are well documented methods allowing for an explicit (analytic)
representation of the mapping between the object’s constrained (articulated) motion parameters and
the observed image contours both under ortography [4] and under perspective projection [9, 10, 19].
In the presence of smooth surfaces, an extremal contour is the projection of a contour generator
– a virtual contour that lies onto the surface where the lines of sight are tangent to the surface.
Therefore, the apparent image motion of an extremal contour is a function of both the motion of
the object itself and the motion of the contour generator, the latter being a function of the relative
position of the object’s surface with respect to the viewer. It turns out that the link between the
differential properties of surfaces and the rigid motion of these surfaces has barely been addressed.
In this report we take an approach to human-body tracking based on fitting articulated shapes to
image contours. See Figure 1 for an example on how the method operates in practice. We use ellipti-
cal cones to model body parts. These shapes belong to a more general class of developable surfaces
that have interesting differential properties that have not been fully exploited in the past. Elliptical
cones in particular and developable surfaces in general project onto images as a set of straight lines.
By deliberately considering only these contours we simplify both the tasks of interpreting the im-
age contours and of comparing them to the predicted object contours. Moreover, the body parts are
joined together to form an articulated structure composed of five open kinematic chains. Therefore,
each body-part motion is composed of two motions: a motion constrained by a number of rotational
joints (the motion of its associated kinematic chain) and a free motion, i.e., the motion of the root
body-part with respect to a world reference frame. We derive an analytic expression for the mo-
tion of a predicted extremal-contour point as a function of both the body-part motion as well as the
motion of its contour generator lying onto the curved surface of that body part.
Therefore, the problem of articulated motion tracking may be formulated as the problem of
minimizing a metric between image contours (gathered simultaneously with several cameras) and
extremal contours (predicted from the model). There are several ways of defining a distance between
two contours, including the sum of squares of the point-to-point distances, the Hausdorff distance,
the chamfer distance, and so forth. We decided to capitalize onto the chamfer distance, and unlike
INRIA
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Figure 1: An example of human-motion multiple-camera tracking based on extremal contours. The
tracker uses six images sequences out of which only three are shown on this figure. The extremal
contours fitted to the image data are shown superimposed onto the raw images. The tracker uses
the edges associated with the silhouettes to fit the parameterized extremal contours to the data. The
recovered pose of the human-body model is shown from the viewpoint of the third camera. There
is a total of 250 images in these sequences. Notice that this apparent simple gesture (raising the
arms and then leaning forward) involves almost all the degrees of freedom of the model as well as a
motion of the root body-part.
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previous approaches, we developed an analytic expression allowing us to compare the real-valued
contour points predicted from the model with the chamfer-distance image computed from boolean-
valued image contours. This image-to-model metric thus defined does not require point-to-point
matches, its computation is very efficient, and it can be analytically differentiated. We analyse in
detail the numerical conditionning of the tracker, which amounts to the rank analysis of the Jacobian
associated with the direct kinematic model. Although, in principle, one camera may be sufficient
for gathering enough data, we claim that a multiple-camera setup provides the redundancy that is
absolutely necessary for robust tracking.
Paper organization. The remainder of this report is organized as follows. In section 2 we consider
the case of developable surfaces and we show that their contour generators are rulings of the surface.
We derive a closed-form solution for the velocity of the contour generators (and of the corresponding
extremal contours) as a function of the kinematic screw associated with the motion of the surface.
In section 3 we develop an explicit solution for the human-body kinematics using the zero-reference
kinematic model and in section 4 we derive the Jacobian that maps joint and free-motion velocities
onto the 2-D velocity of an extremal-contour point. Section 5 describes in detail how to fit predicted
extremal contours to detected image contours and how to carry out the minimization process using
the chamfer distance. Section 6 describes experiments performed with simulated and real data.
Finally, section 7 draws some conclusions and give directions for future work.
2 The kinematics of extremal contours
2.1 Definitions and notations
As already explained, we use shapes with smooth surfaces in order to represent rigid body parts.
Each such body-part is linked to a root body-part trhough a kinematic chain of body parts. Each
joint in the kinematic chain – the link between two adjacent body parts – is modelled by a rotational
joint. Each such joint may have one, two, or three degrees of freedom. Moreover, the root body-part
is allowed to freely move in the 3-D space with six degrees of freedom (three rotations and three
translations).
Therefore, the motion of any part of the kinematic chain is obtained by a combination of a con-
strained motion and of a free motion. We denote by Φ = (φ1, . . . , φn) all these motion parameters.
The first q parameters correspond to the motion of the root with q ≤ 6 and the remaining p pa-
rameters correspond to the joint angles: n = q + p. The kinematic parameterization will be made
explicit in the next section. In this section we will describe the motion of a body-part by a 3×3
rotation matrix R and by a 3-D translation vector t. Both these rotation and translation are in turn
parameterized by Φ, i.e., we will have R(Φ) and t(Φ).
It will also be convenient to consider the pose and the motion of a body part as a rigid object
in its own right. A minimal representation of a 3-D rotation uses 3 parameters: Euler angles, unit
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vector and angle, etc. Therefore, the pose of a rigid object is described by six parameters – three for
the rotation and three for the translation – and let r be the pose vector associated with (R, t). If a
body-part is treated as a free-moving rigid body, then the 6 components of r are the free parameters.
If a body-part is treated as a component of a kinematic chain, r is parameterized by Φ, i.e., r(Φ).
Finally we denote by ẋ the time derivative of x.
We consider now the smooth surface of a body-part. This surface projects onto the image as an
extremal contour. The apparent image motion of such an extremal contour depends on the motion of
the body-part and on the local shape of the surface. Indeed, let’s consider the contour generator that
lies onto the smooth surface – the locus of points where the surface is tangent to the lines of sight
originating from the camera’s center of projection. When the surface moves, the contour generator
moves as well and it’s motion is constrained both by the rigid motion of the surface and by the
relative position of the surface with respect to the camera. Therefore, the contour generator has two
motion components and we must explicitly estimate these two components.
First, we will determine the constraints that formally define the contour generator. The extremal
contour is simply determined by projecting the contour generator onto the image plane. Second, we
will derive a closed-form solution for the extremal-contour Jacobian, i.e., the Jacobian matrix that
maps 3-D joint velocities onto 2-D contour-point velocities.
2.2 The contour-generator constraint and extremal contours
Let X be a 3-D point that lies onto the smooth surface of a body part, and let X = (X1, X2, X3) be
the coordinates of this point in the body-part frame, Figure 2. Without loss of generality, the camera
frame will be chosen to be identical to the world frame. Hence, the world coordinates of X are:
Xw = R(Φ)X + t(Φ) (2)
The contour generator is the locus of points lying onto the surface where the lines of sight
(originating at the optical center of the camera and passing through image points) are tangent to
that surface. This tangency is expressed by the dot-product between the surface normal and the line
of sight at the point. Nevertheless both the line of sight and the surface normal must be expressed
in a common reference frame, and without loss of generality we express these entities in the world
(or camera) reference frame. To conclude, the visibility equation that defines the contour generator
writes:
(Rn)
>
(RX + t − C) = 0 (3)
where the surface normal n is defined by the following cross-product:
n =
∂X
∂z
×
∂X
∂θ
= Xz × Xθ (4)
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Here the couple (z, θ) is a parameterization of the body-part’s surface and C is the camera’s optical
center. The equation above becomes:
X>n + (t − C)>Rn = 0 (5)
or:
(X + m)>n = 0 (6)
with m = R>(t − C). Eq. (6) is the contour-generator constraint and it yields at each time instant.
It will be quite difficult to solve this equation in the general case and obtain an explicit description
of the contour generator X(z, θ) for any class of surfaces. Once the contour generator is determined,
the 2-D extremal contour (the projection of the contour generator) can be found in the camera frame
using perspective projection:
(
sx
s
)
=


1 0 0 0
0 1 0 0
0 0 1 0


(
Xw
1
)
(7)
2.3 The contour generator of a developable surface
As we just outlined, it would be difficult to treat the general case of curved surfaces. An interesting
case is the class of developable surfaces which are a special case of ruled surfaces [8]. We prove the
following result:
Proposition 1 Under perspective projection, the contour generators of a developable surface are
rulings of the surface, i.e., they are line segments.
This also means that the extremal contours of a developable surface are straight lines. In practice we
need to consider surfaces that are well suited to model body parts. We will use elliptical cones but
the result of this section allows one to use any kind of developable surfaces.
Consider a differentiable one-parameter family of straight lines (α(θ),β(θ)) where to each θ are
assigned a 3-D point α(θ) and a 3-D vector β(θ), so that both α(θ) and β(θ) depend differentiably
on θ. The parametrized surface:
X(θ, z) = α(θ) + z β(θ) (8)
is called a ruled surface. Let us compute the Gaussian curvature, K of a ruled surface. A devel-
opable surface is a ruled surface such that K = 0 at each surface point. The Gaussian curvature
of a parameterized surface X(θ, z) can be computed from the coefficients of its first and second
fundamental forms:
I(dθ, dz) = dX · dX = gθθ(dθ)
2 + gzθdθdz + gzz(dz)
2 (9)
II(dθ, dz) = d2X · n = Lθθdθ
2 + Lzθdθdz + Lzzdz
2 (10)
INRIA
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Figure 2: A truncated elliptical cone is an example of a developable surface used to model a body part. Such
a surface projects onto an image as a pair of extremal contours. The 2-D motion of these extremal contours is
a function of both the motion of the body-part itself as well as the sliding of the contour generator along the
smooth surface of the part.
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The Gaussian curvature is given by the formula:
K =
LθθLzz − L
2
zθ
gθθgzz − g2zθ
(11)
The first and second derivatives of a ruled surface are given by:
Xθ = α
′
(θ) + z β
′
(θ)
Xz = β(θ)
Xθθ = α
′′
(θ) + z β
′′
(θ)
Xzθ = β
′
(θ)
Xzz = 0
Notice that the normal to a ruled surface is given by:
n = Xθ × Xz = (α
′
+ z β
′
) × β (12)
Therefore, the coefficients of the second fundamental form are:
Lθθ = (α
′′
(θ) + z β
′′
(θ))>(α
′
(θ) + z β
′
(θ)) × β
Lzθ = det([ α
′
β β
′
])
Lzz = 0
Hence, the condition that the surface is developable (the Gaussian curvature K must be null ev-
erywhere onto the surface) is reduced to the constraint Lzθ = 0 (one may easily check that the
denominator of eq. (11) is never equal to zero):
det([ α
′
β β
′
]) = 0
This constraint yields that α
′
may be written as a linear combination of the two other vectors, i.e.
α
′
= aβ + bβ
′
. From eq. (12) we obtain a new expression for the normal to the surface:
n = (1 + bz) β
′
× β (13)
Notice that the direction of the normal is given by the cross-product of β
′
and β and it depends only
on the parameter θ. Using this parameterization of the normal, we can rewrite the contour generator
constraint, eq. (6) for developable surfaces as follows:
(α(θ) + m)>(β
′
(θ) × β(θ)) = 0 (14)
One should notice that this contour-generator constraint involves only the surface parameter θ
and not the z parameter. Therefore, any solution of eq. (14), say θ̂, will yield the entire ruling line
X(θ̂, z). This proves that under perspective projection, the contour generators of a developable
surface are rulings of the surface, i.e. line segments. As a result, the kinematics of the contour gen-
erators are fully determined by the evolution of the solutions θ̂(t) of the contour generator equation
over time.
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2.4 Truncated elliptical cones
In practice will model body parts with truncated elliptical cones. Such a shape is bounded by two
planar faces which produce discontinutiy contours, as well as a curved surface which produces a pair
of extremal contours. The latter can be easily parameterized in cylindrical coordinates by an angle θ
and a height z as a ruled surface:
X(θ, z) =


a cos θ
b sin θ
0

 + z


ak cos θ
bk sin θ
1

 (15)
where a and b are minor and major half-axes of the elliptical cross-section, k is the tapering parame-
ter of the cone and z ∈ [z1, z2]. It is straightforward to verify that an elliptical cone is a developable
surface. Below we provide an analytical expression of its associated contour generators.
With this parametrization, equation (14) can be easily expanded to yield a trigonometric con-
straint of the form F cos θ + G sin θ + H = 0 where F , G and H depend on R(Φ), t(Φ) and C
while they are independent of the parameter z. In order to solve this equation and find its roots we
use the standard trigonometric substitution, i.e., tan θ
2
and obtain a second-degree polynomial:
(H − F ) tan2
θ
2
+ 2G tan
θ
2
+ (F +H) = 0 (16)
This equation has two real solutions, θ1 and θ2, whenever the camera’s optical center lies outside
the cone that defines the body part (a constrained that is rarely violated). Therefore, in the case
of elliptical cones the contour generator is composed of two straight lines parameterized by z, i.e.,
X(Φ, θ1, z) and X(Φ, θ2, z).
2.5 The motion of extremal contours
We turn our attention back to extremal contours – the projection onto the image plane of the contour
generator. We denote by x = (x1, x2) the real-valued image coordinates of an extremal-contour
point, i.e., eq. (7). The motion of this point depends on both:
• The rigid motion of the body-part with respect to the world reference frame, and
• the sliding motion of the contour generator onto the part’s curved surface, as the relative posi-
tion and orientation of this part varies with respect to the camera.
We formally derive the motion of an extremal contour point in terms of these two components. The
2-D velocity of an extremal-contour point can be predicted by:
dx
dt
=
dx
dXw
dXw
dr
dr
dΦ
dΦ
dt
(17)
RR n° 6007
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Vector Xw, already defined by eq. (2), denotes the contour-generator point in world coordinates.
Its projection is obtained from eq. (7):
x1 =
Xw1
Xw
3
, x2 =
Xw2
Xw
3
. (18)
We recall that r was already defined in section 2.1 and it denotes the pose parameters associated
with the body-part. Since the latter is linked to a root part by a kinematic chain, r is in it’s turn
parameterized by Φ. We have:
• The first term of the right-hand side of equation (17) is the image Jacobian denoted by JI :
dx
dXw
= JI =
[
1/Xw
3
0 −Xw
1
/(Xw
3
)2
0 1/Xw
3
−Xw
2
/(Xw
3
)2
]
(19)
• The second term is a transformation that allows to determine the velocity of a point from the
motion of the part on which this point lies. When the point is rigidly attached to the part,
this transformation is given by matrix A (see below). When the point slides onto the smooth
surface there is a second transformation – matrix B – that remains to be determined:
dXw
dr
= A + B (20)
• The third term is the Jacobian of the kinematic chain that links the body part to a root body
part and to a world reference frame. This Jacobian matrix will be denoted by JH .
• The fourth term is the vector composed of both the joint velocities and the velocity of the root
body part.
Now we can write eq. (17) as:
ẋ = JI(A + B)JHΦ̇ (21)
where:
dx
dΦ
= JI(A + B)JH (22)
is the extremal-contour Jacobian that will be used by the tracker. It is useful to introduce the
kinematic-screw notation, i.e., a six dimensional vector concatenating the rotational velocity and
the translational velocity (see below):
dr
dt
=
(
Ω
V
)
(23)
The velocity of an extremal-contour point can therefore be written as:
ẋ = JI(A + B)
(
Ω
V
)
(24)
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Let us now make explicit the 3×6 matrices A and B. By differentiation of eq. (2), we obtain:
Ẋ
w
= ṘX + ṫ + RẊ (25)
Eq. (25) reveals that unlike the motion of a point that is rigidly attached to a surface, the motion
of a contour-generator point has two components:
• A component due to the rigid motion of the smooth surface, ṘX + ṫ, and
• a component due to the sliding of the contour generator onto this smooth surface, RẊ.
2.5.1 The rigid-motion component
The first component in eq. (25) can be parameterized by the kinematic screw and it becomes:
ṘX + ṫ = ṘR>(Xw − t) + ṫ
= A
(
Ω
V
)
(26)
with [Ω]× = ṘR>, ṫ = V , and where A is the 3×6 matrix that allows to compute the velocity of
a point from the kinematic screw of the rigid-body motion:
A = [[t − Xw]× I3×3] (27)
The notation [m]× stands for the 3×3 skew-symmetric matrix associated with the 3-vector m.
Vectors Ω and V can be concatenated to form a 6-vector (Ω V )> which is known as the kinematic
screw – the rotational and translational velocities of the body part in world coordinates.
2.5.2 The sliding-motion component
It is interesting to notice that, although the link between image contours and smooth surfaces has
been thoroughly studied in the past, the problem of infering the velocity of these contours when the
smooth surface undergoes a general 3-D motion has not yet been addressed. In the general case, the
sliding-motion component is a complex function of both the local surface shape and of the relative
motion between the surface and the observer. The problem is strongly linked to the problem of
computing the aspects of a smooth surface [18] and [11] (chapters 19 & 20). Both these textbooks
treat the case of a static object viewed under orthographic projection.
We establish a mathematical formalism for developable surfaces, i.e., [8] when they are viewed
under perspective projection. As it has been shown above, the contour generators are rulings of the
surface and their motion are fully determined by computing the time derivatives of their θ parameters.
If a surface point X lies onto the contour generator, then its observed sliding velocity is:
RR n° 6007
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Ẋ =
∂X
∂θ
θ̇ +
∂X
∂z
ż = Xθ θ̇ + Xz ż (28)
The sliding velocity along the contour generator itself, ż, is not observable because the contour
generator is the ruling of the surface – a straight line. Therefore one may assume that:
ż = 0 (29)
Therefore, the sliding-motion component in eq. (25) can be written as:
RẊ = RXθ θ̇ (30)
Since X lies onto the contour generator, it verifies the contour generator constraint, i.e., eq. (5). By
differentiation of this equation we obtain a constraint for the surface parameter velocity, θ̇ as follows.
We differentiate eq. (5), we perform the substitutions Ṙ> = −R>[Ω]× and ṫ = V , and we notice
that the point velocity is tangent to the surface, i.e., Ẋ
>
n = 0. We obtain an expression for the
derivative of eq. (5):
(
X + R>(t − C)
)>
ṅ = ([Ω]×(t − C) − V )
>
Rn (31)
With ṅ = nθ θ̇ and with [a]×b = −[b]×a, we obtain from eq. (31):
θ̇ =
(Rn)> [[C − t]× − I3×3]
(X + R>(t − C))>nθ
(
Ω
V
)
(32)
Therefore, the sliding velocity θ̇ can be expressed as a function of (i) the surface parameterization,
(ii) the relative position and orientation of the camera with respect to the surface, and (iii) the rigid
motion of the surface (the kinematic screw). To summarize, eq. (30) becomes:
RẊ = B
(
Ω
V
)
(33)
where B is the 3×6 matrix:
B =
1
b
RXθ (Rn)
> [[C − t]× − I3×3]
and the scalar b is defined by:
b = (X + R>(t − C))>nθ
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2.5.3 The velocity of extremal contours
To conclude this section, the velocity of an extremal contour point has a rigid-motion component
and a surface-sliding component:
ẋ = ẋr + ẋs (34)
The explicit parameterization of the sliding component, as shown above, allows its incorporation
into the explicit representation of the observed image velocities as a function of the kinematic-chain
parameters, as described in detail below.
The sliding velocity depends both on the curvature of the surface and on the velocity of the
surface. In practice it will speed up the convergence of the tracker by a factor of two, as described
in section 6.
3 The human-body kinematic chain
In the case of a kinematic chain, the rigid motion of a body-part can be parameterized by the joint
parameters. Kinematic chains are widely used by human-body trackers and motion capture systems.
In this section we introduce the use of the zero-reference kinematic representation for modelling
the human-body articulated chains. The Zero-reference kinematic representation was studied for
robot manipulators [21] and [20]. The parameterization introduced in this section combines the
zero-reference representation with the free motion of the root body-part, i.e., Figure 3.
Without loss of generality we consider any one among the several kinematic chains needed to
describe the human body. A body part B is linked to the root body-partR by a kinematic chain with
p rotational degrees of freedom. The root body part itself moves freely with six degrees of freedom
(three rotations and three translations) and with respect to the world coordinate frame. Let Λ =
(λ1, . . . , λp) denote the joint angles associated with the kinematic chain, and let Ψ = (ψ1, . . . , ψq)
denote the rotational and translational degrees of freedom of the free motion. In the most general case
we have q = 6. Therefore, there are p+ q motion parameters embeded in the vector Φ = (Ψ,Λ).
With the same notations as in the previous section, we consider a point X that belongs to the
contour generator associated with a developable surface and body part. The point’s homogeneous
coordinates in the local frame are denoted by X = (X1 X2 X3 1)>. We also denote by X
r the
coordinates of the same point in the root body-part frame, and by Xw its coordinates in the world
frame.
Moreover, we denote with D(Ψ) the 4×4 homogeneous matrix associated with the free motion
of the root body part with respect to a fixed world frame, and with K(Λ) the 4×4 homogeneous
matrix associated with the constrained motion of a body part with respect to the root part. Let Λ0
be the joint angles for a particular reference position of the kinematic chain. Obviously we have
X
r
(Λ) = K(Λ)X and X
r
(Λ0) = K(Λ0)X . We obtain X
r
(Λ) = K(Λ)K−1(Λ0)X
r
(Λ0). With
this formula and from X
w
(Ψ,Λ) = D(Ψ)X
r
(Λ) we obtain:
X
w
(Ψ,Λ) = D(Ψ)K(Λ)K−1(Λ0)X
r
(Λ0)
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Figure 3: Each body part has a frame associated with it, therefore motions are represented by changes
in coordinate frames. There is a reference position for each body part in the chain defined by the
joint angles Λ0. Similarly, there is a docking position for the root body-part defined by the six-
dimensional vector Ψ0.
We also consider a reference or a docking position for the root body-part, defined by the free-motion
paramaters Ψ0, i.e., X
w
(Ψ0,Λ0) = D(Ψ0)X
r
(Λ0). Finally we obtain:
X
w
(Ψ,Λ) = D(Ψ)K(Λ)K−1(Λ0)D−1(Ψ0)X
w
(Ψ0,Λ0) (35)
= H(Ψ,Ψ0,Λ,Λ0)X
w
(Ψ0,Λ0) (36)
It will be convenient to write the above transformation as:
H(Ψ,Ψ0,Λ,Λ0) = F(Ψ,Ψ0) Q(Λ,Λ0,Ψ0) (37)
with:
F(Ψ,Ψ0) = D(Ψ)D−1(Ψ0) (38)
and:
Q(Λ,Λ0,Ψ0) = D(Ψ0)K(Λ)K−1(Λ0)D−1(Ψ0) (39)
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3.1 The kinematic-chain model
The transformation K describes an open kinematic chain and the transformation Q describes exactly
the same chain but relatively to a reference position of the chain. K may be written as a composition
of fixed transformations L1, . . . ,Lp, and of one-degree-of-freedom rotations J(λ1), . . . ,J(λp):
K(Λ) = L1J(λ1) . . .LpJ(λp) (40)
where the matrices L1 . . .Lp are fixed transformations between adjacent rotational joints, and ma-
trices of the form of J are the canonical representations of a rotation, i.e., the z-axis is aligned with
the rotation axis:
J(λ) =


cosλ − sinλ 0 0
sinλ cosλ 0 0
0 0 1 0
0 0 0 1


Notice that J(λ) describes a commutative group. Moreover, it is a one-dimensional Lie group pa-
rameterized by the angle λ. The inverse of this matrix is J(−λ). The representation outlined above
allows one to describe rotational joints with one, two, or three degrees of freedom as a kinematic
chain as well. For example, a rotational joint Jα,β,γ with three degrees of freedom can be parame-
terized by three Euler angles, α, β, γ, and can be written as J(α)LJ(β)LJ(γ)L. In this particular
case, the fixed transformation has the form:
L =


0 1 0 0
0 0 1 0
1 0 0 0
0 0 0 1


Matrix Q in eq. (39) can now be written as a product of one-degree-of-freedom transformations
Qi:
Q(Λ,Λ0,Ψ0) = Q1(λ1 − λ
0
1) . . .Qi(λi − λ
0
i ) . . .Qp(λp − λ
0
p) (41)
where each term Qi is of the form, i.e., [20]:
Qi(λi − λ
0
i ) = D(Ψ
0)L1J(λ01) . . .Li︸ ︷︷ ︸
Ui
J(λi − λ
0
i ) L
−1
i . . .J(−λ
0
1
)L−1
1
D−1(Ψ0)︸ ︷︷ ︸
U−1
i
(42)
Therefore, the transformation Qi(λi − λ0i ) is conjugated to J(λi − λ
0
i ):
Qi = UiJU
−1
i
Notice that matrices Ui, {i = 1 . . . p} remain fixed when the joint parameters vary and when
the root body-part undergoes a free motion. Each matrix Qi in eq. (41) may be interpreted as a
one-dimensional Lie Group. Others used the exponential representation for this one-dimensional
transformations, [22], [4].
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3.2 The zero-reference kinematic model
Without loss of generality, one may set the initial joint-angle values to zero, i.e., λ0
1
= . . . = λ0p = 0.
In this case, the kinematic chain does not depend any more on its reference pose, since J(λ0i ) = I
for all i. The kinematic chain writes in this case:
Q(Λ,Ψ0) = Q1(λ1,Ψ
0) . . .Qi(λi,Ψ
0) . . .Qp(λp,Ψ
0) (43)
The human-body zero-reference kinematic chain. From the equations above, one may write a
compact and convenient factorization of matrix H, i.e., eq. (37):
H(Ψ,Ψ0,Λ) = F(Ψ,Ψ0)Q1(λ1,Ψ
0) . . .Qi(λi,Ψ
0) . . .Qp(λp,Ψ
0) (44)
4 The Jacobian of the human-body kinematic chain
In this section we make explicit the Jacobian matrix associated with the kinematic chain of the
human-body, JH . This matrix appears in eq. (17); From this equation and from eq. (24) we obtain:
(
Ω
V
)
= JHΦ̇ (45)
The Jacobian of a kinematic chain such as the one described above is intrinsic to the mechanical
and geometric structure of the kinematic chain and it does not depend on a particular choice of a
pointX , is it sliding onto the surface or rigidly attached to it. The Jacobian JH maps joint velocities
onto the kinematic screw of a body part whose kinematic chain is denoted by H. In order to establish
an expression for the Jacobian, we will first need to determine the tangent operator Ĥ of H:
Ĥ = ḢH−1, (46)
and second, parameterize Ĥ such that it depends only on the kinematic parameters, i.e., we must
take the derivative of a body-part point with respect to the motion variables, i.e., dXw/dΦ. The
case of human-body motion is different than the classical case studied in the robotics literature, [20],
[21], [22] because one must take into account the fact that the root-part of the chain undergoes a free
rigid motion.
4.1 A rotational joint
First, we consider the case of a single rotational joint. It’s tangent operator is defined by Q̂i =
Q̇iQ
−1
i , and we obviously have Q̂i = UiĴiU
−1
i . From the expression of J we have:
Ĵ(λi − λ
0
i ) = Ĵ(λi) = λ̇i


0 −1 0 0
1 0 0 0
0 0 0 0
0 0 0 0

 = λ̇iJ̃
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Therefore, we obtain a simple expression for the tangent operator associated with one joint:
Q̂i(λi − λ
0
i ) = λ̇iUiJ̃U
−1
i = λ̇iQ̃i (47)
Matrix J̃ is called the Lie-algebra of the Lie-group defined by the matrices of the form of J. If
one prefers the exponential representation, J̃ is called a twist. Notice that the upper 3×3 block of
this matrix is skew-symmetric. Matrix Q̃i = UiJ̃U
−1
i is the Lie-algebra of Q which spans the same
Lie group as J but in a different reference frame. Since J̃ has a skew-symmetric 3×3 upper-left
block, it is easy to verify that UJ̃U−1 has the same structure for any rigid transformation U.
4.2 The tangent operator
Second, we determine the tangent operator of the human-body kinematic chain. The zero-reference
kinematic chain – H is composed of a rotation matrix and a translation vector: RH , tH . We derive
a formula for the velocity of a point lying onto the contour generator of a body-part, i.e., eqs. (26),
(33):
Ẋ
w
(Ψ,Λ) = ṘHX
w(Ψ0,Λ0) + ṫH + RHẊ
w
(Ψ0,Λ0)
= ṘHR
>
H(X
w(Ψ,Λ) − tH) + ṫH + RHẊ
w
(Ψ0,Λ0)
= (AH + BH)
(
Ω
V
)
(48)
We remind that the velocity of a point lying onto the contour generator has two components, the
rigid motion component AH and the sliding motion one BH . Vectors Ω and V form the kinematic
screw for which we seek an expression:
Ĥ(Ψ,Λ) =
[
[Ω]× V
0> 0
]
(49)
Since H = FQ, we have Ḣ = ḞQ + FQ̇ and:
Ĥ(Ψ,Λ) = F̂(Ψ) + FQ̂(Λ)F−1 (50)
As detailed below, the tangent operator can be written as the sum:
Ĥ(Ψ,Λ) = Ĥr(Ψ) +
p∑
i=1
Ĥi(λi) (51)
• The tangent operator associated with the free motion of the root body-part,
Ĥr(Ψ) = F̂(Ψ); From eq. (38) we obtain: F̂(Ψ) = D̂(Ψ). Ĥr is the 4×4 matrix parame-
terized by the rotational velocity ωr and the translational velocity νr of this free motion:
Ĥr(Ψ) =
[
[ωr]× νr
0> 0
]
(52)
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This motion has six degrees of freedom and can be parameterized by three rotations and three
translations:
R = Rz(ψ3)Ry(ψ2)Rx(ψ1)
t = ψ4ex + ψ5ey + ψ6ez ,
where ex = (1 0 0)> and so forth. The kinematic screw of this motion can therefore be
written as:
(
ωr
νr
)
=
[
ωx ωy ωz 0 0 0
0 0 0 ex ey ez
]
6×6
Ψ̇ (53)
with [ωz ]× = [ez]×, [ωy]× = Rz[ey]×R
>
z , and [ωx]× = RyRz [ex]×R
>
z R
>
y .
• The tangent operator associated with the constrained motion of the kinematic chain, FQ̂(Λ)F−1;
it is expressed in world coordinates and with respect to a reference position defined by both
Ψ0 and Λ0. This tangent operator can be expanded as:
Q̂(Λ) = Q̂1(λ1) + Q1(λ1)Q̂2(λ2)Q
−1
1
(λ1) + . . .+
Q1(λ1) . . .Qp−1(λp−1) Q̂p(λp) Q
−1
p−1(λp−1) . . .Q
−1
1
(λ1)
= λ̇1Q̃1 + λ̇2Q1Q̃2Q
−1
1
+ . . .+ λ̇pQ1 . . .Qp−1 Q̃p Q
−1
p−1 . . .Q
−1
1
(54)
Therefore, the tangent operator associated with the i-th link of the kinematic-chain is:
Ĥi = λ̇i F(Ψ)Q1(λ1) . . .Qi−1(λi−1)UiJ̃U
−1
i Q
−1
i−1(λi−1) . . .Q
−1
1
(λ1)F
−1(Ψ) (55)
Obviously, this matrix simply writes:
Ĥi(Ψ, λ1, . . . , λi−1) = λ̇iH̃i = λ̇i
[
[ωi]× νi
0> 0
]
(56)
Therefore, by combining eqs. (51),(53), and (53) we obtain the following expression for the kine-
matic screw:
(
Ω
V
)
=
[
ωx ωy ωz 0 0 0
0 0 0 ex ey ez
]
Ψ̇ +
[
ω1 . . . ωp
ν1 . . . νp
]
Λ̇ (57)
with Ψ̇ = (ψ̇1 . . . ψ̇6)> and Λ̇ = (λ̇1 . . . λ̇p)>. Finally, the Jacobian of the human-body kinematic
chain writes as a 6×(6 + p) matrix:
JH =
[
ωx ωy ωz 0 0 0 ω1 . . . ωp
0 0 0 ex ey ez ν1 . . . νp
]
(58)
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5 Fitting extremal contours to image contours
In this section we consider the problem of fitting extremal contours – model contours predicted in
the image plane, with image contours – contours extracted from the data. Therefore, we have to
measure the discrepancy between a set of predictions (extremal contours) and a set of observations
(image contours): we want to find the model’s parameters that minimize this discrepancy.
Although the human body comprises several (five) kinematic chains, for the sake of clarity of
exposition we consider only one such kinematic chain. We collect extremal-contour points from all
the body-parts. LetX = {x1, . . . ,xj , . . . ,xm} be the prediction vector, a set ofm extremal-contour
points. The components of this vector are 2-D points and they are parameterized by the kinematic-
and free-motion parameter vector Φ, i.e. x(Φ). Similarly, let Y = {y
1
, . . . ,yi, . . . ,yk} be the
observation vector – a set of contour points observed in the image. In order to estimate the motion
parameters one has to compare these two sets through a metric and to minimize it over the motion
variables. Therefore, the problem can be generally stated as the minimization of a multi-variate
scalar function E of eq. (1).
There are several ways of defining and measuring the distance between two sets of points, Y and
X . One way of measuring this distance is to sum over one-to-one pairings (xj ,yi):
E(Y ,X (Φ)) =
∑
i
∑
j
αij‖yi − xj(Φ)‖
2 (59)
where the hidden αij variables are the entries of an association matrix: αij = 1 if the observable yi
matches the prediction xj , and αij = 0 otherwise. Therefore one has to solve both for the hidden
variables and for the motion parameters [5].
5.1 The Hausdorf distance
Another way of measuring the distance between two point-sets is to use the Hausdorff distance
[15, 23] which does not make use of explicit point pairings:
H(Y ,X ) = max(h(Y ,X ), h(X ,Y)) (60)
where h() is called the directed Hausdorff distance:
h(Y ,X ) = max
i
(min
j
(‖yi − xj‖))
The function h() identifies the point in Y which is the farthest from any point in X . The Hausdorff
distance is the maximum of h(Y ,X ) and of h(X ,Y) and hence it measures the degree of mismatch
between two point sets without making explicit pairings of points in one set with points in the other
set. This means that many points of Y may be assigned to the same point of X .
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5.2 The chamfer distance
If the max operator in the Hausdorff distance is replaced by the summation operator, we obtain the
normalized directed (or non-symmetric) chamfer distance:
DCD(Y ,X ) =
1
k
k∑
i=1
min
j
(‖yi − xj‖) (61)
The directed chamfer distance, or DCD, is a positive function and has the properties of identity
and of triangle inequality but not of symmetry. It also has the desirable property that it can be
computed very efficiently. Indeed, theDCD can be computed from the binary image of the observed
image contour set Y using the chamfer-distance image CY [3, 13]. The subscript reminds that this
image is associated with the set Y of observed edge points. For each image site (pixel) with integer-
valued image coordinates u1 and u2, the chamfer-distance image CY (u1, u2) returns the real-valued
distance from this pixel to the nearest contour point ofY . Therefore one can evalute the distance from
a predicted extremal-contour point x ∈ X to its closest image contour by evaluating the chamfer-
distance image at x with real-valued image coordinates x1 and x2.
We denote by [x] the integer part of a real number x. Let u1 = [x1] and u2 = [x2] be the integer
parts, and r1 = x1 − [x1] and r2 = x2 − [x2] be the fractional parts of the coordinates of a predicted
point x. The chamfer distance at x can be obtained by bi-linear interpolation of the chamfer-distance
image:
D(Y ,x) = (1 − r1)(1 − r2)CY (u1, u2) + r1(1 − r2)CY (u1 + 1, u2)
+(1− r1)r2CY (u1, u2 + 1) + r1r2CY (u1 + 1, u2 + 1) (62)
5.3 Minimizing the chamfer distance
The minimization problem defined by eq. (1) can be rewritten as the sum of squares of the chamfer
distances over the predicted model contours:
f(Φ) =
1
2
m∑
j=1
D2j (Y ,xj(Φ)) =
1
2
m∑
j=1
D2j (Φ) (63)
In order to minimize this function over the motion parameters, we take its second-order Taylor
expansion as well as the Gauss-Newton approximation of the Hessian:
f(Φ + d) = f(Φ) + d>J>DD +
1
2
d>J>DJDd + . . .
where D> =
(
D1 . . . Dm
)
and J>D = [dD/dΦ]
> is the n×m matrix:
J>D =
[
d D1
d Φ
. . . d Dm
d Φ
]
(64)
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The chamfer-distance gradient. The embedding of the tracker into such an optimization frame-
work requires an analytic expression for the gradient of the error function to be minimized. The
derivative of the chamfer distance Dj with respect to the motion parameters is the following matrix
product:
d Dj
d Φ
=
(
d Dj
d x
)>
d x
d Φ
By noticing that d[x]/dx = 0, we immediately obtain an expression for dDj/dx:
∂Dj
d x1
= (1 − r2)(CY (u1 + 1, u2) − CY(u1, u2))
+r2(CY (u1 + 1, u2 + 1) − CY(u1, u2 + 1))
∂Dj
d x2
= (r1 − 1)(CY (u1 + 1, u2) + CY(u1, u2))
+r1(CY (u1 + 1, u2 + 1) + CY(u1, u2 + 1))
We remind that dx/dΦ = JI(A + B)JH is the extremal-contour Jacobian defined in eq. (22).
The practical issues related to the minimization of the chamfer distance can be found in [17].
Here we analyse the practical conditions under which this minimization should be carried out. At
each time instant, the tracker is initialized with the previously found solution and eq. (63) must
be minimized. This minimization problem needs one necessary condition, namely that the n × n
Hessian matrix has full rank. The Jacobian JD is of size m × n and we recall that n is the number
of variables to be estimated (the motion parameters) and m is the number of predictions (extremal
contour points). To compute the inverse of J>DJD we must have m ≥ n with n independent matrix
rows.
Since each prediction accounts for one row in the Jacobian matrix, one must somehow insure
that there are n “independent” predictions. If each body part is viewed as a rigid object in motion,
then it has six degrees of freedom. A set of three non-colinear points constrain these degrees of
freedom. Whenever there are one-to-one model-point-to-image-point assignments, a set of three
points is sufficient to constrain all six degrees of freedom. In the case of the chamfer distance there
are no such one-to-one assignments and each model point yields only one constrain. Therefore,
when one uses the chamfer distance, the problem is unconstrained since three non-colinear points
yield three constraints only. Within a kinematic chain, the root body-part has six degrees of freedom
and each body-part has 6+p degrees of freedom. Fortunately the body-parts are linked together to
form kinematic chains. Therefore, one sensible hypothesis is to assume that the points at hand are
evenly distributed among the body parts.
The kinematic human-body model that we use is composed of 5 kinematic chains that share a
common root body-part, 19 body-parts, and 54 degrees of freedom (48 rotational joints and 6 free-
motion parameters). Therefore, with an average of 3 points per body-part, there are in principle
enough constraints to solve the tracking problem. Notice that the root-body part can arbitrarily be
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chosen and there is no evidence that one body-part is more suitable than another body-part to be the
root part. This flexibility can be exploited in practice as described in the next section.
In practice there are other difficulties and problems. Due to total and/or partial occlusions, not all
the body-parts can be predicted visible in one image. Therefore, it is impossible to insure that that
all the degrees of freedom are actually measured in one image. Even if a point attached to a visible
body-part is predicted in the image, it may not be present in the data and/or it may be badly extracted
and located. Non-relevant edges that lie in the neighbourhood of a predicted location contribute to
the chamfer distance and therefore complicate the task of the minimization process.
One way to increase the robustness of the tracker it to make recourse to redundant data. The latter
may be obtained by using several cameras, each camera providing an independent chamfer distance
error function. Provided that the cameras are calibrated and synchronized the method described
above can be simultenously applied to all the cameras. There will be several Jacobian matrices
of the form of eq. (64) (one for each camera) and these matrices can be combined together in a
unique Jacobian, provided that a common world reference frame is being used [19]. Therefore, one
increases the number of predictions (columns in the Jacobian) without increasing the number of
variables.
It is worthwhile to notice that the extremal contours viewed with one camera are different than
the extremal contours viewed with another camera. Indeed, these two sets of contours correspond to
different physical points onto the surface. One great advantage of this feature is that there is no need
to establish point-to-point matches between images taken with distinct cameras.
6 Experimental results
The method described in this report was successfully applied to both simulated and real data.
6.1 Tracking simulated motions
First, the simulated data was produced using a motion capture system and an animation software.
This simulation outputs trajectories for the motion parameters of our human-body model. From
these trajectories we generated a sequence of model motions. From each one of the model poses
we computed and projected the corresponding silhouettes onto six image planes associated with six
virtual cameras. There were 120 images per video.
Next, we applied our method to these silhouettes. Figure 4 shows the simulated poses (top rows)
as well as the estimated poses (bottom rows). Figures 5, 6, and 7 compare the results of our method
with the ground truth. Figure 5-a plots the average error between the true motion parameters and
the estimated ones. One may notice that the average error is kepts within a few degrees, with the
exception of frame 98 for which the average error is 150. Nevertheless, the tracker was able to
recover from this large error. Figure 5-b shows the initial error between the predicted contours and
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the image contours (top curve) as well as the error once the motion parameters were fitted using the
minimization described in section 5.3. The failure of the tracker at frame 98 corresponds to an error
of 4-5 pixels.
In more detail, Figures 6 and 7 compare the estimated trajectories with the ground truth for the
left and right elbow and for the left and right shoulder. Both the elbow and shoulder are modeled
with two rotational degrees of freedom.
6.2 Tracking real motions
In order to track real human-body motions we used a setup composed of six cameras that were
accurately calibrated and whose video outputs are finely synchronized. Fine synchronization (of
the order of 10−6s) combined with fast shutter speed (10−3s) allow one to cope with fast motions.
The camera setup is shown on Figure 8. It consists in six Firewire cameras that deliver 600×800
uncompressed images at 30 frames per second.
We used two different characters, Ben and Erwan, Figure 9. These characters have the same size
and therefore we used the same parameters for the elliptical cones modelling the body parts.
We gathered three sets of data shown on Figure 1 (Erwan-1), Figure 6.2 (Ben) and Figure 6.2
(Erwan-2). For each data set, the figures show the images associated with the first three cameras, the
associated silhouettes, and the estimated pose of the model displayed from the viewpoint of the third
camera. The extremal contours eventually fitted to the data are shown overlayed onto the raw images.
The first example, Erwan-1, contains 250 images per sequence, the second example, Ben, contains
800 images per sequence and the third example, Erwan-2, contains 200 images per sequence. Notice
that the Erwan motions involve all the degrees of freedom of the articulated model, as well as as the
motion of the root body-part.
In all these examples, the minimization process that stands in the inner loop of the tracker con-
verges in 5 to 7 iterations. The RMS error is generally close to one to two pixels. It is worthwhile
to notice that the characters’ parameters (dimensions of body parts such as arms, feet, thighs, head,
etc.) are roughly estimated and hence the RMS error could be improved with better estimates of the
characters’ dimensions.
7 Conclusion
In this report we proposed a method for tracking the motion of articulated objects. The main contri-
bution of the report is twofold. First we derive an exact kinematic parameterization of the extremal
contours produced by developable surfaces. Second we combine this parameterization with the zero-
reference kinematic model that is well suited for representing the space of human motions, i.e., a
combination of both the sapce of articulated motions (spanned by rotational joints) and the space of
free motions (spanned by three rotations and three translations). We derived an analytical expres-
sion for the Jacobian linking joint- and free-motion velocities to extremal-contour velocities and we
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Figure 4: The simulated poses (top) used as the ground truth and from which we generated silhou-
ettes to be used by our tracker. The recovered poses (bottom) using the tracker.
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(a) (b)
Figure 5: (a) – The average error between the simulated motion parameters and the estimated ones.
(b) – The error between the image contours and the extremal contours before the minimization (top
curve) and after the minimization (bottom curve).
showed how this Jacobian matrix can be plugged into a non-linear minimization method that uses
the directed chamfer distance between extremal contours predicted by the model and image con-
tours extracted from silhouettes. One major advantage of using the directed chamfer distance is that
it does not require one-to-one assignments between image and model contour points.
Moreover, we analysed the conditions under which the minimization process can be carried out
effectively. Although, in principle, one camera may suffice, in practice it is desirable to have several
images gathered simultaneously with several cameras. We carried out a large number of experiments
with both simulated and real data. The tracker performs very well and is able to recover from badly
estimated poses.
In the future we plan to investigate ways to combine the directed chamfer distance with a “soft
assignment” paradigm that starts with several extremal-contour-to-image-contour hypotheses and
iteratively chooses the best assignment.
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