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The mammalian ear is a remarkable sensory system with wide dynamic range and sharp
frequency selectivity. These impressive characteristics are products of an active feedback
mechanism within the cochlea. A consequence of this active feedback mechanism is that,
in addition to detecting sound, the cochlea can also generate sounds, called otoacoustic
emissions, that can be measured in the ear canal to provide a noninvasive assessment of
hearing. There are several types of otoacoustic emissions, including distortion product
otoacoustic emissions (that are generated in response to a stimulus of two tones) and spon-
taneous otoacoustic emissions (self-sustained oscillations that occur without any applied
stimulus). Distortion product otoacoustic emissions are commonly used clinically and in
research labs; however, key aspects of how these emissions are generated and propagate
within the cochlear are debated. In this thesis, the properties of distortion product gen-
eration and propagation are investigated using a computational model of the mammalian
cochlea. Additionally, this computational model is used to demonstrate that altering the
viscoelastic properties of the tectorial membrane (a structure in the cochlea) affects spon-





1.1 Hearing physiology and mechanics
The ear can be divided into three distinct parts (see Figure 1.1): the outer ear, middle










FIGURE 1.1. Diagram of the human ear. Figure modified from figure by Lars Chittka and
Axel Brockmann1 distributed under a Creative Commons 2.5 license.
canal. Once at the end of the auditory canal, the sound waves hit the tympanic membrane
(eardrum) and cause the three bones of the middle ear to vibrate. The last of these three
bones, the stapes, is connected to the fluid-filled cochlea. Although the cochlea is wrapped




FIGURE 1.2. Diagram of the unwrapped human cochlea and place-frequency map. t: tym-
panic membrane; m: malleus; i: incus; s: stapes; rw: round window. The number listed in
the spiral of the inset figure correspond to the frequency in kHz of the pure-tone response
that peaks at the corresponding position. Reprinted by permission from R. Fettiplace and
C. M. Hackney, “The sensory and motor roles of auditory hair cells,” Nature Reviews Neu-
roscience, vol. 7, no. 1, pp. 19–29, 2006, copyright 2006.
The cochlea is tonotopic, in that higher frequencies have larger responses at the base
near the stapes, while lower frequencies have larger responses at the apex closer to the
helicotrema, as shown in Figure 1.2. This mapping of frequency to position is called the
place-frequency map3. For a given position, the characteristic frequency (CF) is the fre-
quency at which it is most sensitive (i.e. has the largest vibrations in response to a low
level sound near the hearing threshold). Similarly, the best place (BP) is the position most
sensitive to a given frequency. Different species have different hearing frequency ranges;
the place-frequency maps for the gerbil, mouse, and human are compared in Figure 1.3.
The cochlea is embedded in bone and has three fluid filled ducts: the scalae vestibuli
(SV) and tympani (ST), which are filled with perilymph fluid (a high-sodium solution),
and the scala media, which contains endolymph fluid (a high-potassium solution)5. A
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FIGURE 1.3. Comparison of Greenwood’s4 place-frequency maps for the mouse, gerbil,
and human. A. Distance along the BM shown in millimeters. B. Distance along the BM
shown as percent of total BM length.
cross-section diagram of the cochlea is shown in Figure 1.4. The scalae vestibuli and
media are separated by the very thin (only two cell layers thick6) Reissner’s membrane.
Separating the scala tympani and scala media (SM) is the cochlear partition, which includes
the tectorial membrane (TM), basilar membrane (BM), and organ of Corti. The organ of
Corti includes the outer hair cells (OHCs), inner hair cells, and other supporting structures.
The inner hair cells are the primary sensory cell and transduce the motion of the cochlear
fluid into nerve signals, while the OHCs are key components in a feedback loop that adds
mechanical energy to the system and amplifies low amplitude sounds5,7. Both the inner
and outer hair cells have stereocilia (hair bundles, HB), which protrude from the top of the
hair cells; the inner hair cell stereocilia extend freely into the endolymphatic space while
the apical ends of the OHC stereocilia are connected to the tectorial membrane6.
At the apex of the cochlea, the scalae vestibuli and tympani are connected by the heli-
cotrema (see Figure 1.4). At the base of the cochlea, the stapes is coupled to the fluid in the
scala vestibuli and the vibration of the stapes causes pressure waves within the cochlea (see
Figure 1.2). These waves result in a pressure difference between the scalae vestibuli and
media and the scala tympani, causing the cochlear partition to vibrate. The relative motions
of the tectorial and basilar membranes cause deflection of the hair bundles5. Neighboring










FIGURE 1.4. (A.) Human cochlea from Figure 1.1. Arrows indicate the section view
shown in B. (B.) Diagram of a cross-section of the cochlea and the organ of Corti. Modified
from figure by Oarih Ropshkow8 distributed under a Creative Commons Attribution-Share
Alike 3.0 Unported license. Scale bars are shown in give a rough estimate of the difference
in dimensions scales of the cochlea and organ of Corti.
the side of the neighboring HB5. Upward motion of the BM causes the tip links to stretch,
when in turn causes mechanoelectrical transduction (MET) channels on the tips of the hair
cells to open, allowing ions to flow into the cell, generating a current and voltage change5,3.
Deflection of the HBs towards the tallest stereocilia is excitatory (opens the channels, to-
wards the right side in Figure 1.4B) and deflection in the opposite direction is inhibitory
(closes the channels)5. This MET current flow causes the OHCs to depolarize in vivo6.
The depolarization of the OHCs causes them to contract (in a piezoelectric-like process
termed somatic electromotility9) and pull on the attached tectorial and basilar membranes,
amplifying their motion. This positive feedback, called the "cochlear amplifier", is most
effective at low sound pressure levels and in fact the cochlea exhibits a strong compressive
nonlinearity10,7. In mammals, a 0 dB SPL stimulus results in basilar membrane vibrations
on the order of ±0.1 nm while a 120 dB SPL stimulus (six orders of magnitude larger) re-
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sults in basilar membrane vibrations on the order of±10 nm, only two orders of magnitude
larger10. This compressive nonlinearity occurs due to a saturation of the mechanoelectrical
transduction current flowing through the OHCs.
In response to an acoustic stimulus in the ear canal, a wave propagates on the BM in the
forward direction, i.e., from the base toward the apex of the cochlea. The magnitude of the
wave peaks at a location that depends on the stimulus frequency. As the wave propagates
from the base towards its best place, it grows in amplitude and slows down. At the base the
wave travels at speeds of tens of m/s, while around the best place is only a few m/s. Because
these speeds are much smaller than the speed of sound in water, this wave is commonly
called the “slow forward traveling wave”. After the wave reaches its best place, it continues
propagating towards the apex but decreases in amplitude until it becomes evanescent.
Historically, much of the focus in hearing mechanics was on the response of the basilar
membrane (e.g.11,12) and the entire organ of Corti was assumed to have similar motion.
Within the last several years, the advent of optical coherence tomography (OCT, an imag-
ing technique based on low-coherence interferometry) to hearing mechanics has enabled
the study of the structures within the organ of Corti13,14,15,16,17. These studies have re-
vealed that the motions within the organ of Corti are much more complicated than previous
expected. Although the BM displays amplification and nonlinearity only around the peak
frequency, the reticular lamina shows both amplification and nonlinearity around the peak
and frequencies well below CF13,15,16,17. These studies also suggest that near CF, structures
like the TM and RL have larger displacements than the BM13,14,16. In classical computa-
tional models of the cochlea18,19, the cochlear partition is represented either as a single
structure18 or as a two degree of freedom system19 that does not consider the anatomy of
the organ of Corti. To accurately represent the vibrations of the structures in the organ of
Corti reported from the OCT measurements, a more detailed model of the organ of Corti is
required. Although not a focus of this thesis, the computational model used in this work is
able to match some of the characteristics of the OCT data (e.g. larger motion of the RL than
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the BM at CF and nonlinearity of the RL at frequencies below CF), but does not match oth-
ers (e.g. the model underpredicts the motion of the RL at low frequencies relative to CF).
Methods for modifying the model to more accurately match the experiment measurements
are discussed in the future work (Section 7.2).
1.2 Otoacoustic emissions
Otoacoustic emissions (OAEs) are sound generated by the cochlea that can be measured in
the ear canal and provide a noninvasive method for determining the health and functionality
of the cochlea’s active and sensory mechanisms20. Otoacoustic emissions can be divided
into two categories by how they are generated (Figure 1.5): (1) evoked emissions that occur
in response to some external stimulus and (2) spontaneous emissions that need no external
stimulus21.
Otoacoustic Emissions








Ex: SFOAEs and TEOAEs Ex: DPOAEs (neglecting 
reflection source)
Ex: SOAEs
FIGURE 1.5. Mechanisms for otoacoustic emissions. Adopted with permission from Fig-
ure 10 of C. A. Shera and J. J. Guinan Jr, “Evoked otoacoustic emissions arise by two
fundamentally different mechanisms: a taxonomy for mammalian OAEs,” Journal of the
Acoustical Society of America, vol. 105, no. 2, pp. 782–798, 1999. Copyright 1999, Acous-
tical Society of America.
Evoked emissions may be separated into emissions due to linear reflection and those
due to nonlinear distortion22. Mechanical impedance perturbations along the length of the
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cochlea result in reflections of an incoming wave (similar to Bragg scattering)23. Accord-
ing to a well established theory, these impedance perturbations are randomly distributed
throughout the cochlear partition; the most effective region for generating reflection is
around the best place23,22. A potential source of these impedance perturbations are the
hair cells and other cellular architectures in the organ of Corti, which are discrete struc-
tures superimposed upon the more graduation variation of parameters related to the place-
frequency map24,25. In response to a pure tone stimulus, these impedance perturbations
cause reflections that propagate backwards through the cochlea, middle ear, and into the ear
canal where they can be measured at stimulus frequency otoacoustic emissions (SFOAEs).
In response to the pure tone stimulus, interactions between the backward traveling wave
and stimulus create quasi-periodic variations in the ear canal pressure called fine structure.
Distortion product otoacoustic emissions (DPOAEs) are generated due to nonlinear
distortion in response to two stimulus tones (of frequencies f1 and f2, where f2 > f1)26.
Intracochlear measurements of the BM velocity27,28,29 or fluid pressure30 in response to
a two-tone stimulus have confirmed that distortion products (DPs) are generated in the
cochlea. It is generally agreed that DPs are generated by the OHCs27 due to the nonlinear-
ity of the mechanoelectrical transduction (MET) channel2. In any nonlinear system, DPs
occur at linear combinations of the two stimulus tones, such as 2 f1− f2, 2 f2− f1, f2− f1,
f1 + f2 (Figure 1.6). Due to the specific form of cochlear nonlinearity, the low-side cubic
DP of frequency fDP = 2 f1− f2 tends to have the highest amplitude and is the most com-
monly studied DP29. After the low-side cubic DP, the high-side cubic DP of frequency
fDP = 2 f2− f1 is one of the DPs most commonly studied28,30,31. According to the theory
of coherent reflection, DPs are generated not only by the nonlinear interactions (distortion
source) of the two stimulus tones, but also due to linear reflection (reflection source)22,32.
While the exact locations of DP generation are still being debated, there is general agree-
ment that the distortion source component originates from near the f2 best place and the
reflection source component of the 2 f1− f2 DP originates from a more apical position close
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to the 2 f1− f2 best place32.
FIGURE 1.6. Example of DPOAE measured in a human. Figure source: E. Dalhoff,
D. Turcanu, H.-P. Zenner, and A. Gummer, “Distortion product otoacoustic emissions
measured as vibration on the eardrum of human subjects,” Proceedings of the National
Academy of Sciences, vol. 104, no. 5, pp. 1546–1551, 2007. Copyright 2007 National
Academy of Sciences.
When measured in the ear canal, interactions between the distortion and reflection
source components of the DPOAE result in quasi-periodic variations across frequency,
called fine-structure34,35,22. The presence of two sources of DPOAEs in the ear canal
complicates the efficacy of using DPOAEs to assess cochlear function36,37. As a re-
sult, there has been much effort to develop techniques for separating the two compo-
nents38,39,37,40,41,42 in the ear canal pressure, but these techniques cannot be applied to
separate the two components from intracochlear measurements. The focus of this work is
on the distortion source component, which tends to be the dominant component when the
primary frequency ratio, f2/ f1, is sufficiently larger than 1; other recent work within the
Meaud lab group has focused on the reflection source43.
Because of the cochlear amplifier, the cochlea is an active system that, at low stimulus
levels, operates close to a dynamic instability44,45. Due to this instability, the cochlea is
sometimes in an oscillatory regime characterized by the presence of self-sustained oscil-
lations. These self-sustained oscillations were originally predicted by Gold in 194844 and
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observed more than 30 years later as spontaneous otoacoustic emissions (SOAEs) in the
ear canal pressure46. SOAEs are narrow-band oscillations that are fairly common in hu-
mans and can be measured in about 70% of the population47. Two typical human SOAE
frequency spectra are shown in Figure 1.7.
FIGURE 1.7. Frequency spectrum for typical human SOAEs measured in two individuals.
The spectral peaks correspond to the SOAEs. Figure distributed under a Creative Commons
Attribution Noncommercial License from P. van Dijk, B. Maat, and E. de Kleine, “The
effect of static ear canal pressure on human spontaneous otoacoustic emissions: spectral
width as a measure of the intra-cochlear oscillation amplitude,” Journal of the Association
for Research in Otolaryngology, vol. 12, no. 1, pp. 13–28, 2011.
In addition to somatic electromotility, a different active process, called HB motility
(i.e., motility of the hair-like filaments located on top of the OHCs) might play a role in
cochlear amplification and SOAE generation49. Somatic electromotility is known to be
essential for mammalian cochlear amplification50,7; additionally, experiments and theoret-
ical models51,52,53,54 have shown that HB motility might also be an important component
of the cochlear amplifier. Because spontaneous oscillations of HBs have been observed in
non-mammalian vertebrates55,56, HB motility has often been hypothesized to underlie the
generation of SOAEs in these species. However, spontaneous oscillations of mammalian
HBs have never been observed, even though some evidence of mammalian HB motility has
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been observed57,58. Due to the inherent coupling between OHCs linked to the presence
of a traveling wave and of structural coupling59,60, mammalian SOAEs might not be the
result of activity of individual HBs or OHCs but rather a global phenomenon that emerges
from the active dynamics of the overall system61,45. In the theory of coherent reflection61,
the cochlea acts like a laser cavity; SOAE generation requires coherent reflection of travel-
ing waves by putative inhomogeneities in the cochlear partition and amplification of waves
by the OHCs. While alternative theoretical models exist62,63, this theory has been im-
plemented in physically-motivated cochlear models64 and successfully captures many of
the key characteristics of SOAEs, such as the presence of discrete spectral peaks with a
common spacing between adjacent SOAEs35,64. Interestingly, recent experiments in ge-
netically modified mice have demonstrated that mutations of the genes expressed in the
tectorial membrane can significantly enhance the generation of SOAEs65,66,67.
1.3 Noise-Induced Hearing Loss
An estimated one in five people in the United States (20% or 48 million) have some form
of hearing loss68 and a study by the Centers for Disease Control69 found that 16% of
Americans reported having trouble hearing. Although hearing loss generally occurs with
aging (presbycusis), noise-induced hearing loss (NIHL) can occur at any age. NIHL can be
caused by short exposure to intense impulsive sounds (e.g. an explosion) or by continuous
exposure to loud sound over an extended period of time. The etiology of NIHL is the
damage or loss of hair cells (Figure 1.8) and up to 30-50% of hair cells can be damaged
before any hearing loss is detected70.
Damaged or destroyed OHCs will result in either reduced or no OAEs. Therefore,
OAEs provide a powerful, and importantly noninvasive, tool for assessing cochlear func-
tion and hearing loss72. The OAEs most commonly used in clinics for assessing cochlear
function are transient evoked otoacoustic emissions (TEOAEs, which occur in response to
an impulse, i.e., acoustic click)73. DPOAEs, however, have several benefits over TEOAEs:
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FIGURE 1.8. Scanning electron micrographs of normal (a) and damaged (b) sensory ep-
ithelium. Figure source: A. F. Ryan, “Protection of auditory receptors and neurons: evi-
dence for interactive damage,” Proceedings of the National Academy of Sciences, vol. 97,
no. 13, pp. 6939–6940, 2000. Copyright 2000 National Academy of Sciences.
finer frequency specificity and wider dynamic range73. Indeed, while TEOAEs provide a
qualitative assessment of cochlear function, DPOAEs can provide quantitative information
about the range and operational characteristics of the cochlear amplifier72. What’s more,
DPOAEs can study OHC function in ears with up to 45 to 55 dB HL (hearing loss), while
TEOAEs are unable to assess function >30 dB HL73. Measuring DPOAEs thus provides
a mechanism for evaluating the health of the cochlea and OHCs. Correct interpretation
of DPOAE measurements, however, requires correct understanding of where the DPs are
generated and how they propagate within the cochlea.
1.4 Thesis overview and outline
While ultimately knowledge about human hearing is the most useful, animal experiments
are needed in order to obtain direct in vivo information about hearing mechanics. Of the
rodents most commonly used in hearing mechanics (chinchilla, guinea pig, mouse, ger-
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bil), the gerbil is the species of choice for a significant fraction of the studies due to a
hearing range similar to that of humans (Figure 1.3). In recent years, most studies that
involve intracochlear measurements (e.g. fluid pressure, OCT) are performed in either the
gerbil or mouse (e.g. Refs. 14, 15, 74, 75, 17, 76). Of particular interest to this work,
the intracochlear DP measurements by Dong and Olson are made in the gerbil77,30,31,74.
Previous work in the Grosh and Meaud labs have utilized a model of the guinea pig
cochlea78,79,60,80,81,82. Although both the guinea pig and gerbil are rodents, many of the
properties of their cochleae are different, including the overall lengths of the basilar mem-
branes (12 vs 18 mm)83, place-frequency maps4,84, and sharpness of tuning12,85,86. To
give the best comparison to experimental gerbil data, the previously developed model of
the guinea pig was modified to represent the gerbil.
The overall objective of this thesis is to improve the basic understanding of hearing
mechanics and OAE generation. The long term motivation for this is that gaining a better
understanding of hearing mechanics can foster better treatment of hearing loss and an-
swering remaining questions on OAEs can improve their clinical use as a diagnostic. In
this thesis, this computational model of the gerbil ear was used to study various aspects
of OAEs in the cochlea. The formulation of this model is given in Chapter 2. Calibration
and validation, along with a sensitivity study of the mechanical parameters, are discussed
in Chapter 3. In Chapter 4, how DPs propagate in the cochlea on their way towards the
middle ear is determined. The study in Chapter 5 aims to determine the locations of DP
generation. In Chapter 6, the role of the TM in maintaining cochlear stability, preventing





Most aspects of the computational model of the mammalian cochlea used for this research
were formulated in a series of papers78,79,60,80,81,82 by the Grosh and Meaud groups before
the start of this thesis work. With the exception of Ramamoorthy et al.79 (and Ramamoor-
thy’s PhD dissertation87), for which many parts of the model were new, these papers gen-
erally only provided an overview of the model or discussed the differences from the pre-
ceding paper. Because several features have been to added to the model since its original
introduction79, including longitudinal coupling to the BM and TM60 and a state space for-
mulation82, a complete description of the current model formulation is not available in the
literature. To fill this gap, this chapter provides a comprehensive presentation of key model
assumptions and derivation of the governing equations. Much of the development of the
model is not new to this work, but is included here for completeness and to serve as a ref-
erence for future researchers. The origins of each part of the model are cited as appropriate
and additions or changes made are stated explicitly. The model is formulated with the fi-
nite element method and includes acoustic (fluid), mechanical, and electrical physics. The
governing equations for the model are given in Sections 2.2 and 3.3. The finite element and
state space formulations of the model are given in Section 2.4.
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2.2 Cochlear model
The multi-physics model of the cochlea includes acoustic (fluid), mechanical, and elec-
trical domains (Figure 2.1). The acoustic domain represents the fluid mechanics within
the cochlear ducts. The mechanical domain represents the vibrations of the structures in
the cochlear partition. The electrical domain represents the electrodynamics of the OHCs
and cochlear ducts. Mechanoelectric transduction and somatic electromotility couple the





















































FIGURE 2.1. Schematic of the 3D cochlear model. Acoustic pressure in the cochlear ducts
excited the BM. The BM is coupled to a micromechanical model of the organ of Corti.
In the schematic of the micromechanical model, the spacing between cross sections has
been exaggerated for visualization purposes. This micromechanical model is coupled to an
electrical model of the OHCs. The cochlear model is coupled to a one degree of freedom
middle ear model.
2.2.1 Acoustic domain
In modeling efforts to represent the cochlea, the cochlear ducts are commonly represented
by a straight box with two cochlear ducts (the scala media is merged with the scala vestibuli)88,78.
The cochlear fluid is assumed to be incompressible (which implies that the speed of sound
is infinite in the model) and inviscid (the effect of viscosity is lumped into the damping
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parameters of the structural model), such that the governing equation for the fluid is
∇
2P(x,y,z, t) = 0 (2.1)
where P is the pressure of the fluid; x, y, and z are the distance in the longitudinal (from
the stapes), radial (from the center of the duct), and transverse (from the BM) directions,
respectively; t is time. A schematic of the fluid box model is shown in Figure 2.2. Given
that the cochlea is modeled as a rectangular box, using the term lateral instead of radial
is arguably be a better choice of terminology, but because it is more commonly cited in
the literature and the actual cochlea is curved, the term radial will be used throughout this
work when describing the direction perpendicular to the longitudinal axis and parallel to
the cochlear partition.
The linearized Euler relationships coupling the fluid in the scalae vestibuli and tympani,










=−ρ f üBM (2.2)
where z = 0+ and z = 0− correspond to z = 0 (at the BM) in the scala vestibuli (SV)
and scala tympani (ST), respectively; ρ f is the density of the cochlear fluid; uBM is the
displacement of the BM (positive uBM is in the +z direction, towards the SV).
At the oval window, the linearized Euler relationship coupling the fluid in the scala





=−ρ f üs (2.3)
where us is the displacement of the stapes (positive displacement is the +x direction). The
round window is modeled as a pressure release:





































FIGURE 2.2. Box model of the cochlea. A. Isometric view of the box model. B. Side view
of the box model. L is the length of the BM; Lh is the length of the helicotrema; H and W
are the height and width, respectively, of the cochlear ducts; Ms, Cs, and Ks are the mass,
damping, and resistance, respectively, of the stapes. The displacement of the BM has been
exaggerated for visualization purposes.
















where H is the height of the cochlear duct; L is the length of the BM; Lh is the length of the
helicotrema.
As introduced by Parthasarathi et al.78, the pressure, P(x,y,z, t), is decomposed into













where m is the mode number; P(m) is the modal amplitude of the mth mode; φm(y) is the
mth mode shape; and W is the width of the cochlear duct. Radial symmetry is assumed so
that only the even modes are necessary.
2.2.2 Mechanical domain
2.2.2.1 Kinematics
Figure 2.3 shows the geometry of the organ of Corti model. This kinematic model was
originally introduced by Ramamoorthy et al.79 and is based work by Dallos89. The geo-
metric parameters for the gerbil models were determined during model calibration and are






















FIGURE 2.3. Geometric model of the organ of Corti (not to scale). BM: basilar membrane;
TM: tectorial membrane; RL: reticular lamina; OHC: outer hair cell; PC: pillar cells; b is
the width of the BM; Ubm, utms, and utmb are the displacements of the BM, TM-shear mode,
and TM-bending mode, respectively.
The Ramamoorthy model79 includes a physiologically based model of the organ of
Corti with degrees-of-freedom (DOFs) for the basilar membrane and tectorial membrane
in bending and shear (utmb and utms, respectively). The basilar membrane is modeled as an
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FIGURE 2.4. Geometric model of the organ of Corti overlapped with images of the organ
of Corti90 at a basal and middle turn location.
orthotropic plate that can vibrate in its first mode79:
ubm(x,y) =Ubm(x)ψ(y) (2.8)







where b is the width of the basilar membrane. The pillar cells are assumed to be rigid so
that the apical end of the pillar cells (point C in Figure 2.3) rotates as the BM is displaced
and is given by79:
uap = D1Ubm (2.10)
where D1 is a geometric coupling coefficient defined in Appendix A.
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Each cross section of the TM is assumed to vibrate as a rigid body that can translate in
plane in two directions (but does not rotate):
~uE2 =−utms~xtm +utmb~ytm (2.11)
where ~xtm is defined to be parallel to the RL. Using this convention, positive TM-shear
displacement corresponds to the HBs rotating in the excitatory direction (the tops of the
HBs move away from the pillar cells).
As in the original formulation79, the deflection of the j-th HB (uhb/rl j), compression of
the j-th OHC (ucompohc j ), and deflection of the RL at the top of the j-th OHC (url j) relative to





















ucompohc j =(E j1 +C j1)Ubm +C j3utms +C j4utmb (2.13)
url j =B j1Ubm +B j3utms +B j4utmb (2.14)
where Lst is the length of the HBs; Lro is the distance between the RL pivot and the middle
OHC; A j1, A j3, A j4, B j1, B j3, B j4, C j1, C j3, C j4, and E j1 are geometric coupling coefficients
defined in Appendix A. Positive deflection of the HBs relative to the RL is in the excitatory
direction. The averages of the HB deflection relative to the RL and OHC compression for

















Within the micromechanical model, the BM, TM-shear, and TM-bending all have asso-
ciated masses: Mbm, Mtms, and Mtmb, respectively. The masses Mtms and Mtmb are the
effective TM mass in the shear and bending directions, respectively. The BM is modeled
as an orthotropic plate. As introduced by Meaud and Grosh60, the model includes longi-
tudinal coupling between cross sections for both the BM and TM. The discussion of the
mechanical model thus far has only considered the in-plane motion occurring at a sin-
gle cross-section. Although neighboring cross sections are coupled by the cochlear fluid,
longitudinal coupling between cross sections in the BM and TM provides an additional
mechanism by which neighboring cross sections may interact. In the model from Meaud
and Grosh and in the Bowling 2018 model, only the TM-shear mode has longitudinal cou-
pling, while the Bowling 2019 and current models include longitudinal coupling for both
the TM-shear and TM-bending modes.
















































































































where Dxx, Dyy, Dxy, and Ds are the orthotropic plate bending stiffnesses of the BM; Gtm is
the TM shear modulus; Atm is the effective area of the TM; Ktms and Ktmb are the attachment
stiffnesses of the TM shear mode and TM bending mode, respectively, to the spiral limbus;
Khb is the HB stiffness; Krl is the stiffness of the RL; Kohc is the stiffness of the OHCs;
Lpc is distance between the left edge of the BM and the outer pillar cell; L1 is the radial
distance between HBs. To account for the addition of longitudinal coupling to the TM-
bending mode for the later two iterations of the model, the value of δm is 0 for the Bowling
2018 model (used in Chapter 4) and 1 for the Bowling 2019 and current models (used



























































where Cbm, Ctms, and Ctmb are the viscous damping coefficients for the BM, TM in shear,
and TM in bending, respectively; P(m)sv and P
(m)
st are the pressures in the SV and ST, respec-
tively, at the BM (z = ±0) for the m-th fluid mode; ηtm is the TM shear viscosity; fohc is
the force applied by the OHCs due to somatic motility (see Section 2.2.3). Damping from
the fluid in the subtectorial space is taken into account by a term proportional to the HB
velocity with an effective damping coefficient, C f . Because the BM is assumed to vibrate
in its first mode and the TM is assumed to vibrate as a rigid body within each longitudi-












































































































































































The governing equations for the mechanical model are found using Hamilton’s principle
by taking the variation with respect to each of the mechanical DOFs (Ubm, utms, and utmb)91.
2.2.3 Electrical domain and mechanical-electrical coupling
The model uses an electrical domain model formulation very similar to that developed by
Meaud and Lemons82. A circuit diagram of the model is shown in Figure 2.5.
New to this work, a current path was added from the scala media potential, φsm, to
ground (with resistance Rmg). Such a current path is physically realistic and has been
included in previous models92,93. In a model with three rows of OHCs (Figure 2.5A),
















































































FIGURE 2.5. Circuit diagram of the electrical model. (A.) Model with three independent
rows of OHCs. (B.) Equivalent model that was actually implemented. The model was
obtained when the approximations in Equations 2.32 and 2.33 are applied to the model
shown in panel A.
electrical transduction (MET) current, iMET, j where j = 1,2,3 for each of the three hair
bundles. The MET current for the j-th hair bundle is given by:











where Gmaxhb is the saturating hair bundle MET conductance; P
s
0 is the resting open prob-
ability of the MET channel (assumed to be equal to 0.4); ∆V 0hb is the resting value of the
difference between the scala media potential and intracellular OHC potential; P0 is the open






















where fgs is the single channel gating force in the tip link direction; γ is the geometric gain
factor; kB is the Boltzmann constant; T is the temperature.
Somatic electromotility (i.e. the piezoelectric-like nature of the OHCs) is modeled by
the following linear equations (that maintain reciprocity):




fohc j(t) =ε3∆φohc j(t) (2.31)
where j = 1,2,3 for the j-th OHC; ∆φohc j = φohc, j−φst , and fohc j are the perturbations in
the somatic current and electromechanical force from their resting values, respectively for
the j-th OHC; ε3 is the electromechanical coupling coefficient.
The model represented in Figure 2.5A includes six degrees of freedom (φsv, φsm, φohc,1,
φohc,2, φohc,3, and φst). In the model that was actually implemented (Figure 2.5B), two
approximations were made:
uhb/rl j = u
avg
hb/rl (2.32)
ucompohc j = u
comp
ohc |avg (2.33)
where uavghb/rl and u
comp






















φohc =φohc,1 = φohc,2 = φohc,3 (2.37)
The electrical impedances Za, j and Zm, j shown in Figure 2.5A are related to the resistors
and capacitors shown in Figure 2.5B if a harmonic response (with angular frequency ω) is
assumed:














where i is the unit imaginary number; R0a and Ca are the apical resistance and capacitance,
respectively, of the OHC; Rm and Cm are the basolateral resistance and capacitance of the
OHC. Because the resistances and capacitances are the same for all three OHCs; as a result
Za,1 = Za,2 = Za,3 and Zm,1 = Zm,2 = Zm,3.
In the active linear formulation of model, the MET current (Equation 2.34) is linearized


















This active model represents the response at a low stimulus level. A linear passive model
is also considered and is analogous to the response at high stimulus levels (because the
feedback from the OHCs saturates such that it has almost no effect on the acoustic response
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of the system at high sound pressure levels). The passive model is obtained by setting
iMET = 0.
The DOFs of the electrical model at each cross section are: the potential in the SV,
φsv; the potential in the SM, φsm; the potential at the OHCs, φohc; and the potential in the
ST, φst for the model shown in Figure 2.5B. The governing electrical domain equations are
determined using Kirchhoff’s law:




0 0 0 0
0 −Ca Ca 0
0 Ca −Ca−Cm Cm








































where φ = [φsv,φsm,φohc,φst ]T ; Ca and R0a represent the apical capacitance and resistance of
the OHCs; Cm and Rm represent the basolateral capacitance and resistance of the OHCs; Rvl
is the resistance seen by the current flowing from the SV to ground; Rvm is the resistance
seen by the current flowing from the SV to the SM; Rmg is the resistance seen by the
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current flowing from the SM to ground; Rtl is the resistance seen by the current flowing
from the ST to ground. Closer inspection of ce (Equation 2.42) reveals that it is a singular
matrix of rank 2, such that Equation 2.41 is not a system of ordinary differential equations
(ODEs), but is rather a system of differential algebraic equations (DAEs). This system
can be transformed into a system of ODEs of the same form as Equation 2.41 where φ =


























In this form, the matrix ce (Equation 2.45) is of full rank. In previous versions of the
model82,94,95, the resistance from the SM to ground (Rmg) was infinite.
2.3 Middle ear model
For this work, a one DOF model of the middle ear was developed to enable easy modifica-
tion of the boundary conditions at the stapes (Figure 2.6). In this model, the displacement
of the stapes, us, is the DOF and its equation of motion is:
Msüs +Csu̇s +Ksus =− fs(t)+ f (t) (2.49)
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where Ms, Cs, and Ks are the mass, damping, and resistance of the stapes; f (t) is the






Because the stapes is modeled as a rigid body covering the entire cross section of the scala
vestibuli, only the plane wave mode of the pressure (P(0)) is coupled to the stapes. To
convert the stimulus force magnitude to an ear canal pressure in dB SPL (with reference
pressure of 20 µPa), the magnitude of the pressure in the SV at the stapes in response to
a pure tone was examined; the ear canal pressure was assumed to be 30 dB lower than
the pressure in the SV, based on measurements of the forward middle ear pressure transfer
function in the gerbil96,97. To account for the reverse propagation of sound through the
gerbil middle ear97, a gain of -35 dB was added to convert the pressure at the stapes into











FIGURE 2.6. Free body diagram of the stapes.
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2.4 Finite element and state space formulations
2.4.1 Finite element formulation
Applying the finite element method98 to the governing equations results in the following











































where Fu = [ fs,0, ...,0]T where fs is the stimulus force applied on the stapes; u a vector
of the displacements of all the mechanical DOFs; p is a vector of all the cochlear fluid
pressure DOFs; φ is a vector of the potentials of all the electrical DOFs.
2.4.2 State space formulation
Equation 2.51 is a system of differential algebraic equations. Recognizing that the second
row of the matrices on Equation 2.51 only depend in ü and p, the pressure degrees of
freedom can be eliminated:
p =−Kf−1Msfü. (2.52)
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Equation 2.51 may then be rewritten as a system of ordinary differential equations (ODEs)

























where the effective structural mass matrix, Meff is given by:
Meff = Ms−KfsKf−1Msf. (2.54)
Elliott et al.99 proposed using a state space formulation for determining cochlear model
responses in the time domain. Using the state variables v = [u̇,u,φ ]T , the system (Equation
2.53) can be rewritten82:



























The matrix M is called the mass matrix in numerical methods literature, but should not be
confused with a structural mass matrix.
Using this state space formulation gives flexibility to the model in terms of the types
of simulations and analyses that may be performed99. Equation 2.55 can be solved using
an ODE solver to give the time domain response. For this work, the ODE solver used was
MATLAB’s (The MathWorks, Natick, MA) ode45, which is based on an explicit Runge-
Kutta (4,5) formula. Effort was made to improve the runtime performance of the time
domain simulations by reducing the number of operations performed at each time step
and making better use of MATLAB’s built-in matrix functionality. This effort ultimately
resulted in a more than 5x speedup so that the simulations will complete approximately
460 ms per day (Appendix D). Assuming a harmonic response ( f (t) = Feiωt) and setting
NL(v) = 0, Equation 2.55 may be rewritten to give the linear response of the model in the
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frequency domain:
(iωM−Alin)v = F (2.60)
where i is the unit imaginary number; ω is the angular frequency of the stimulus and
response. Setting F = 0 and NL(v) = 0 in Equation 2.55 results in a generalized eigenvalue
problem:
Alinx = λMx (2.61)
where x are the eigenvectors and the eigenvalues, λ , are the poles of the system and can be
written in the form:
λ = σ + i2πF (2.62)
where σ is the real part and ω is the imaginary part. A positive value for σ indicates
that the model has a linearly unstable mode that grows exponentially and oscillates at the
frequency F 99. The poles of the model are used in Chapter 6 to evaluate the linear stability
of the model when the TM viscoelastic longitudinal coupling is reduced.
2.5 Summary of contributions and conclusions
This chapter provided a complete description of the current model formulation and dis-
cussed many of the key assumptions made for the current model. Descriptions of the acous-
tic, mechanical, and electrical models, as well as finite element and state space formulations
were provided. The interested reader may also refer to Appendix A, which describes the
kinematic relationships of the cochlear model. This chapter will provide a useful reference
for future researchers needing a complete description of the model.
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CHAPTER 3
MODEL CALIBRATION, VALIDATION, AND
PARAMETER SENSITIVITY ANALYSIS
3.1 Chapter overview
Previous versions of the model had parameters to so that the geometry and model responses
approximated those of the guinea pig. Because one of the goals of this work was to com-
pare model responses to measurements made in the gerbil, it was necessary to first adjust
the model parameters so that the model responses approximated those of the gerbil. Several
times throughout this work, aspects of the model response were examined and weaknesses
were identified. At each time, a successive iteration of the model was used as an attempt
to addressed the identified weaknesses. The first of these model iterations (from here on
referred to as the Bowling 2018 model) was used primarily for the study of DP propagation
(Chapter 4). The second model (referred to as the Bowling 2019 model) was primarily
used for the study of the effects on longitudinal TM coupling on cochlear stability (Chapter
6). The most recent model (referred to as the current model) was used to study the gen-
eration locations of DPs (Chapter 5). The relatively minor modifications made to the later
two models will be discussed in the related chapter. A brief model convergence study is
provided in Section 3.2. Section 3.4 describes the process used for calibrating the Bowling
2018 model and also includes a parameter sensitivity analysis performed before calibra-
tion to determine how the structural parameters affect model response. The results of this
analysis provided guidance in determining which model parameters should be the focus of
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calibration. After calibration, the model is validated by comparing its response to other
experimental data in Section 3.5.
3.2 Model convergence
It is necessary for the model to have a fine enough mesh for the finite element method to
provide accurate results. Two convergence studies were performed using the linear model
before its calibration. The first convergence study (Figure 3.2) was performed to deter-
mine the number of longitudinal elements needed to accurately capture the BM velocity
response. The spatial response of the BM velocity for three meshes with different number
of longitudinal elements are shown in Figure 3.1. The differences between the models are
most visible around the peak (Figure 3.1B and 3.1D). Increasing the number of longitudi-
nal elements results in an increase in the magnitude of the peak (Figure 3.1B) and the slope
of the phase to become steeper (Figure 3.1D). Additionally, the peak position changes very
slightly depending on the mesh (Figure 3.1B).
For this convergence study, the results from a model with Nx=1,345 nodes was used as
the reference. The error at the peak of the traveling wave was evaluated in response to a 20
kHz tone:
Ei = 20log10
∣∣∣ |V re fbm |− |Vbm,i|
|V re fbm |
∣∣∣ (3.1)
where V re fbm is the complex value of the BM velocity at the peak position for the Nx=1,345
model and vbm,i is the complex value of the BM velocity at the peak position with Nx = i.
Similarly, the error of the phase at the peak is given by:
Ei = |∠V re fbm −∠Vbm,i|. (3.2)
The error in the magnitude and phase of the peak BM velocity in response to a 20 kHz








































































FIGURE 3.1. BM velocity in response to a pure tone at 20 kHz for models with different
numbers of longitudinal elements. (A.) Magnitude. (C.) Phase. (B. and D.) Zoomed views
around the peak indicated by the boxes in panels A. and C. The peak positions for each
model are indicated with the x’s.
baseline mesh used throughout this work (Nx=449 nodes, which corresponds to element
lengths of 25 micron), the relative error in the magnitude is -27 dB and the relative error in
the phase is 0.022 cycles. The computational time required to run a time domain simulation
increases at O((Nx)4) (Appendix D), which makes running many simulations with a large
number of nodes infeasible. Using Nx=449 strikes a good balance between mesh accuracy
and computational time.
A second study was performed to determine the number of fluid modes needed to ac-
curately capture the 3D nature of the fluid. The effect of the number of modes included on
the pressure magnitude at the 20 kHz BP (Equation 2.6) is shown in Figure 3.3. For this
convergence study, the results for the model with 75 fluid modes was used as the reference.
In Figure 3.3A, while there is significant variation in the magnitude for 1, 3, and 8 modes
at y = 0, for 25 modes the results matches very closely with the results for 75 modes. The
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Error in Magnitude at the Peak














Error in Phase at the Peak















FIGURE 3.2. Error of the BM velocity at the peak for varied numbers of elements. The
vertical dashed line denotes the baseline mesh (Nx=449).





where P75 is the complex value of the pressure at y = 0 for the model with 75 fluid modes,
and Pi is the complex value of the pressure for the model with i fluid modes. While the
magnitude difference is fairly large for a model with only 1 mode, i.e. a 2D model, by
9 modes the pressure magnitude is within 0.1 dB of the 75 mode pressure magnitude and
relative error of 1.2 percent. Although fewer modes (but more than 9) could have been used
to accurately model the pressure, in this work 25 modes were used. Using the original82
matrix assembly formulation, there is a significant increase in computational cost when us-
ing more fluid modes (see Appendix D for performance characterization and improvements
made). The increase in computational cost was mitigated by assembling the finite element
matrices only once and then loading them from a file for each subsequent simulation. Once
the matrices are assembled, the number of modes has no influence on the computational
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time needed to solve Equation 2.55.
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FIGURE 3.3. Convergence study for the number of fluid modes at z=0 in the SV at 20 kHz
and its BP. A. Radial variations of the pressure magnitude. B. Relative percent error of the
fluid pressure at y=0 relative to model with 75 pressure modes. Figure source: Ref.94.
3.3 Middle ear model
When reverse traveling waves in the fluid reach the stapes, part of the energy is transmitted
through the middle ear and into the ear canal while the rest is reflected by the stapes back






where ZmeR is the reverse middle ear impedance (i.e, the impedance looking out from the
stapes in the reverse direction101); Zc is the input impedance of the cochlea. The reverse










where As =WH is the area of the stapes. The input impedance of the cochlea (if the cochlea






The model calibration process primarily focused on the cochlear model and tuning its
parameters. In parallel to this effort, several different sets of parameters were determined
for the middle ear model to yield different stapes reflection coefficients (Equation 3.4): (1)
a baseline model where the stapes reflection coefficient is similar to that in human cadavers
reported by Puria101; (2) a model with |Rst | ≈ 1; (3) a model with |Rst |minimized at 16 kHz.
Having several models with different stapes reflection coefficients enables studying the
effect of stapes condition on the interaction of forward and reverse travelling waves within
the cochlea. The reverse impedance of the middle ear and stapes reflection coefficient of
these models are shown in Figure 3.4 and the parameters are provided in Appendix C.
The stapes reflection coefficient also depends on the cochlear input impedance (Equation
3.4); the cochlear input impedance predicted by the Bowling 2018 model is similar to
(but slightly higher than) the impedance calculated from experimental measurements in the

























































































FIGURE 3.4. Different middle ear models. A. and D. Magnitude and phase of the cochlear
input impedance of the Bowling 2018 model, compared to data from102,103. B.,E. Mag-
nitude and phase of the reverse impedance of the middle ear model. C.,F. Magnitude and
phase of the stapes reflection coefficient.
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3.4 Model calibration
The cochlear model includes a large number of parameters. Although some parameters
have been directly measured experimentally or can be estimated based on available data,
there remains a significant number of parameters (more than a dozen) that needed to be
adjusted manually. Where possible, parameter values were taken from values reported in
the literature (e.g. many of the electrical model parameters). To determine the remaining
parameters, an iterative process was used so that the model response would be analogous
to experimental measurements made in the gerbil (Figure 3.5). Linear frequency domain
simulations were used the model calibration because they are much faster than a nonlinear
simulation and including nonlinearity was not required for calibration. Two types of linear
models are used: (1) an active model that represents the model response at low stimulus
level and (2) a passive model that represents the model response at high stimulus levels that
is obtained by setting iMET =0. The first step in model calibration was adjusting the geo-
metric parameters so that the geometry of the model approximates the geometry observed
by Edge et. al90; after this step the geometric parameters were fixed for all models. The
remaining model parameters were then fit by alternatively matching the active and passive
models to available measurements. A parameter sensitivity study was performed to de-
termine how the model parameters affected the active and passive model responses. The
results of this sensitivity study and an understanding of the concepts from dynamics and
vibrations were lodestars for the calibration process. Although the model response is very
sensitive to small changes in some of the parameters (e.g. the HB saturating conductance,
Gmaxhb , or the TM-bending mass, Mtmb), there are also some parameters that require very
large changes to have meaningful effects on the model response (e.g. the RL and OHC





















FIGURE 3.5. Flow chart of the model calibration process.
3.4.1 Passive model
Before discussing the process for calibrating the passive model, it is useful to discuss the
relation between position and frequency in the cochlea. In Figure 3.6A, the BM velocity
of the passive model is shown at three frequencies (3, 16, and 40 kHz). Each of these
frequencies peaks at a specific position (the place-frequency map, Figure 3.6C). When the
velocity is plotted against frequency (Figure 3.6B) at the positions of the peaks from Figure
3.6A, the peaks occur at the frequencies 3, 16, and 40 kHz. In Figure 3.6A and B, vertical
dashed lines are used to denote the peak positions and frequencies, respectively; these lines
are useful, especially when responses other than the BM velocity, and are used throughout
this work.
A parameter sensitivity study was performed to determine which model parameters
most significantly affect the BM response of the passive model (Figure 3.7). The passive
model peak position is most sensitive to changes in either the BM stiffness, Kbm (Figure
3.7A), or the density of the cochlear fluid, ρ f (Figure 3.7B). Varying the BM mass, Mbm,
has little effect because the effective masses of the cochlear fluid and TM are significantly
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f=40 kHz f=16 kHz
x=0.65 cm x=0.06 cmx=0.27 cm
FIGURE 3.6. Passive Bowling 2018 model BM velocity response and place-frequency
map. A. Velocity vs. position for the frequencies. B. Velocity vs. frequency taken at the
peak positions of the frequencies shown in A. C. Passive model place-frequency map. The
dashed lines denote the peak positions and frequencies.
larger. The dominant inertial term affecting the organ of Corti is the effective mass of
the fluid (see Appendix B). For the baseline model at the 20 kHz peak position, the fluid
has an effective mass 2 and 6 times larger than the mass of the TM in shear and bending,
respectively. However, from an acoustics perspective the cochlear fluid is essentially water
so the fluid density was not considered a free parameter during calibration. Unlike the BM
stiffness, the passive model is relatively insensitive to changes in the stiffness of the RL,
OHCs, and TM-bending mode.
As indicated by the parameter sensitivity study (Figure 3.7), very few of the model
parameters significantly affect the passive model response, making calibrating the passive
model a fairly straight-forward process. The main goal of calibrating the passive model
































































FIGURE 3.7. Effect of varying mechanical properties on passive 2018 model BM velocity
peak position and magnitude in response to a 20 kHz pure tone. The abscissa is the change
in the parameter relative to the baseline value. A. and B. Effect of varying parameters on
the peak position. C. and D. Effect of varying parameters on the peak magnitude. A. and
C. Effect of varying individual stiffness parameters. B. and D. Effect of varying individual
mass parameters.
frequency map of the gerbil, which is given by:
CF = A(10a(L−x)/L− k) (3.7)
where CF is the characteristic frequency in kHz; A = 0.4 kHz; a=2.1; x is the longitudinal
distance along the cochlear from the stapes; L is the length of the BM; k=0.35.
The stiffness of the BM decreases with increasing distance from the stapes6 and is
assumed to have the following form in the model:
Kbm(x) = Kbm(0)eαKbmx. (3.8)
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Just like increasing the stiffness of a simple harmonic oscillator increases its resonant fre-
quency, increasing Kbm(0) causes the CF for a given position to increase in frequency (e.g.
at x=20%, a 25% increase in Kbm(0) increases CF 16% from 19.4 kHz to 22.6 kHz, Figure
3.8A). Decreasing Kbm(0) causes a similar reduction in CF for a given position. Varying the
gradient of the BM stiffness, αKbm, has similar effects on the place-frequency map (Figure
3.8B): increasing the gradient (making αKbm more negative) causes the place-frequency
map to have a steeper slope, while decreasing the gradient has the opposite effect. Match-
ing Greenwood’s place-frequency map (except at very basal and apical positions) is then
easily accomplished by adjusting Kbm(0) and αKbm.
Varying Kbm(x=0)






































FIGURE 3.8. Effect of varying the BM stiffness on the passive model place-frequency
map. The baseline model corresponds to 100%. A. Effect of making Kbm(0) either 125%
or 80% of the baseline value. B. Effect of making the BM stiffness gradient, αKbm either
91% or 110% of the baseline value. Greenwood’s4 gerbil place-frequency map is shown
for reference.
3.4.2 Active model
Before discussing the process for calibrating the active model, it is beneficial to discuss
the differences between the active and passive model responses. For a given frequency,
the active model peaks at a more apical position and has a larger peak magnitude than the
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passive model (Figure 3.9A). Similarly, for a given position, the active model peaks at a
higher frequency and magnitude than the passive model (Figure 3.9C). This increase in
magnitude is due to an active force (somatic electromotility) applied by the OHCs. Due
to this difference in peak position and frequency, the active model place-frequency map is
shifted up and/or to the right compared to the passive place-frequency map (Figure 3.9B).
These changes in the response from passive to active are similar to what is observed in
experiments when the stimulus level is varied (as discussed when the model is compared
to experiments in subsequent figures).
























































f=40 kHz f=16 kHz




FIGURE 3.9. Passive and active Bowling 2018 model BM velocity responses and place-
frequency maps. All other details are the same as Figure 3.6.
Due to the active force applied by the OHCs, changes in the model parameters have
different effects on the passive model (Figure 3.7) and active model (Figure 3.10). For
example, while varying the BM stiffness changes the peak position of the passive model,
the peak position of the active model is relatively insensitive to any changes in the stiffness
parameters. It is for this reason that the place-frequency map of the passive model was fit
45
before considering the active model. While the changes to the stiffness parameters changed
the peak magnitude of the passive model by less than 1 dB (Figure 3.7C), similar changes
to the active model result in a change of more than 3 dB in the peak magnitude (Figure
3.10C). Of all the model parameters considered, the model is most sensitive to changes in



























































FIGURE 3.10. Effect of varying mechanical properties on the 2018 active model BM ve-
locity peak position and magnitude in response to a 20 kHz pure tone. The abscissa is the
change in the parameter relative to the baseline value. A. and B. Effect of varying param-
eters on the peak position. C. and D. Effect of varying parameters on the peak magnitude.
A. and C. Effect of varying individual stiffness parameters. B. and D. Effect of varying
individual mass parameters.
While fitting the passive model place-frequency map to the Greenwood place-frequency
map is a straight-forward process and yields a near-exact match, evaluating if an active
model is “good” is a much more subjective process. Multiple characteristics were con-
sidered when judging the active model response: the amount of BM gain; the sharpness
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of tuning (measured by Q10dB); the place-frequency map; the comparison of the model
BM velocity response to experimental data at two longitudinal positions85,86; and does any
parts of the model response appear non-physical or exhibit features that are not expected
based on available experimental data. Although somewhat subjective, this last point is im-
portant because a model response may, by visual inspection, be clearly wrong even if all
the chosen quantitative measures (e.g. gain and tuning) indicate that the model matches the
experimental data well. The calibration process focused almost exclusively on the cochlear
model; taking the response relative to the stapes eliminates the influence of the middle ear.
At a longitudinal position x and frequency ω , the gain of the BM velocity relative to the





where Vbm and vs are the velocities of the BM and stapes, respectively. The gain of the BM









where Gactivebm is the gain of the BM velocity relative to the stapes for the active model,
Gpassivebm is the gain of the BM velocity relative to the stapes for the passive model, and the
maximum amplitude is taken across frequency for a given position. Throughout this disser-
tation, “BM gain” refers to the gain of the BM relative to the passive model, Gactive/passivebm .





where CF is the characteristic frequency at the considered position and ∆ f is the bandwidth
where the response is 10 dB below the peak. Figure 3.11 provides an example of how both
the BM gain and quality factor are calculated.
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FIGURE 3.11. Example of determining the gain and tuning of the active model. The BM
response of the active and passive model are shown at the 20 kHz best place.
Of all the model stiffness parameters, the HB stiffness is the only parameter for which
increasing the stiffness results in an increase in the peak magnitude (Figure 3.10C). As a
result, much of the calibration process focused on adjusting the HB stiffness. Like the BM
stiffness, Kbm (Equation 3.8), the HB stiffness is assumed to have the following form in the
model:
Khb(x) = Khb(0)eαKhbx. (3.12)
Increasing the HB stiffness results in an increase in the BM velocity and gain (Figure
3.12A-B), but has minimal effect on the BM phase (Figure 3.12C) compared to the baseline.
Increasing the HB stiffness also results in sharper BM tuning (Figure 3.12D). Decreasing
the HB stiffness has the opposite effect: low BM velocity and broader tuning. Unlike
the active model, the passive model is relatively insensitive to changes in the HB stiffness
(Figures 3.7, 3.12A, and 3.12C).
During calibration, the saturating HB conductance, Gmaxhb , was adjusted so that the
model BM gain would match the BM gain of the low level response relative to the high
level response reported experimentally. Changing the HB conductance, however, affected
more of the response than just the BM gain. Increasing the HB conductance by 10% not
only increases the BM velocity and gain relative to the passive model, but also sharpens
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BM Velocity at 20.0 kHz








































































FIGURE 3.12. Effect of varying the HB stiffness on model response. The baseline model
is shown as 100%. The HB stiffness, Khb(0), was either increased to 125% of the baseline
value or decreased to 80% of the baseline value. A. and C. Magnitude and phase, respec-
tively, of the BM velocity response at 20 kHz. B. Gain of the BM velocity relative to the
passive model. D. Quality factor, Q10dB, of the tuning of the BM.
the tuning (as quantified with Q10dB, Figure 3.13D) and causes the BM velocity phase to
decrease more (Figure 3.13C). Because changing a single parameter can change multiple
aspects of the model response (sometimes for the worse), the calibration was achieved
through hundreds of iterations of the trial-and-error process described earlier.
3.4.3 Pure tone response
The discussion thus far has focused on the process of model calibration, without describing
what kinds of experimental data were used during calibration. The majority of the cali-
bration process for the Bowling 2018 model relied on intracochlear measurements of the
response of the BM to pure tones in the gerbil cochlea by Overstreet et al.86 and Ren et
al.85. In response to a 30 dB SPL stimulus (lowest stimulus level considered from exper-
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BM Velocity at 20.0 kHz





































































FIGURE 3.13. Effect of varying the saturating HB conductance, Gmaxhb , on model response.
The baseline active model is shown as =100% and the passive model is shown as 0%.
Two additional cases are shown, for which the HB conductance was either increased or
decreased by 10% from the baseline active model. Other details are the same as Figure
3.12.
imental data), the nonlinear model response and active linear model response are nearly
identical. The passive model is analogous to the response to high stimulus levels when the
MET current is completely saturated. However, at 90 dB SPL (one of the highest stimulus
levels reported in the experimental data) the MET current is not completely saturated so
that the passive model does not provide the most useful comparison. As a result, although
the linear model was used for the calibration process, the model results in Figure 3.14 were
obtained from the nonlinear time domain model to provide the most accurate comparison
between model and experiment.
In Figures 3.14A and 3.14B, the magnitude of the BM gain relative to the stapes is
normalized by the low SPL value of the gain at CF (to aid in comparison with experimen-
tal data) and is plotted as a function of frequency at two longitudinal positions (chosen to
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match the positions of measurements of the BM response in from the experimental mea-
surements85,86). At both positions, the sharpness of tuning seen in the low SPL results
is similar to what is seen in the experimental data; furthermore, the gain of the low SPL
to high SPL model results (22.6 dB for CF=34.6 kHz and 28.5 dB for CF = 13.4 kHz) is
similar to what is seen in the experimental data (22.2 dB for CF=34.6 kHz and 27.5 dB
for CF=13.4 kHz). This is a result of an effort during the calibration process to match
the experimental gain and tuning sharpness seen in those experiments by tuning the value
of the saturating HB conductance, Gmaxa . At the more basal position (CF=34.6 kHz), the
model high SPL results peak at 26 kHz and the experiment high SPL data peak at 24-25
kHz, whereas, at the more apical position (CF=13.4 kHz) both model and experimental
high SPL results peak at 8-9 kHz. In Figure 3.14C, the model phase decreases at almost
the same rate as the experimental results. In Figure 3.14D, both the low and high SPL
model phases decrease at a faster rate than the experimental data. Having a model phase
that rolls-off or decreases slightly more rapidly than what is observed experimentally is
a common problem with cochlear models104,105 and is an issue to varying degrees for all
three iterations of the model presented in the dissertation.
3.4.4 Response at all longitudinal positions
The place-frequency map, BM gain at CF, and quality factor, Q10dB are used to quantify
the pure tone response of the model at all longitudinal positions (Figure 3.15). These
results were obtained using the linear formulation of the model solved in the frequency
domain. In Figure 3.15A, the passive and active model place-frequency maps are compared
with experimental data from Refs. 85, 86 and Greenwood’s place frequency map4 for
the gerbil cochlea. The passive model place-frequency map is in good agreement with
Greenwood’s map at all positions. At more basal positions, the relative frequency spacing
between passive and active models for a given position matches the experimental results86.
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CF=34.6 kHz CF=13.4 kHz
FIGURE 3.14. Comparison of BM pure tone response for the nonlinear model and exper-
imental data85,86. (A and B) Gain of the BM velocity relative to the stapes velocity. The
model gain was normalized by the gain predicted by the model at low SPL at CF (55 dB in
A and 60 dB in B); the experimental data was normalized by the gain seen at CF in the low
SPL experiments (53 dB in A and 49 dB in B). (C and D) Phase of the BM velocity relative
to the stapes velocity. (A and C) Experimental data from Ref.86 is given. (B and D) Exper-
imental data from Ref.85 is given. (A and C) Results for 30- and 90 dB SPL and 50- and
90 dB SPL stimuli, respectively. (B and D) Results for 30- and 100 dB SPL stimuli. The
vertical black dashed lines denote CF. Figure modified from Bowling and Meaud, 201894.
for a given position is larger than that of the experimental results85.
In Figure 3.15B, the BM gain is plotted as a function of the CF of each location and is
compared with the gain calculated from the measurements from Refs. 85, 86. Across the
range of frequencies of interest for this work, the model has at least 20 dB of gain from 7
to 40 kHz. Effort was made during the calibration process to match the experimental gain
from 85, 86. The tuning sharpness of the active model, evaluated using the quality factor,
Q10dB, is shown in Figure 3.15C. As shown in Figures 3A and 3B, the model matches the
tuning sharpness around 13 and 34 kHz best places from Refs. 85, 86. The model has fairly
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broad tuning across frequency and becomes more broadly tuned towards the apex. Recent
OCT measurements in the gerbil have indicated that the response in apical regions is more
broadly tuned and fundamentally different from the response at more basal positions106.
However, the focus of work in this dissertation is on basal regions and the response at the
apex was not considered during model calibration.


















































FIGURE 3.15. Comparison of BM pure tone response for model and experimental data
from Refs.4,85,86. (A) Place-frequency map of the passive and active models with experi-
mental data4,85,86. (B) Amplification of active model relative to passive model. (C) Quality
factor, Q10dB, of the tuning of the BM. Model results are compared with measurements
from the 13 kHz85 and 34 kHz86 best places. The stimulus levels used for computing the
gain from the experimental data at the 13 and 34 kHz positions were 30 and 100; 30 and
90 dB SPL, respectively. The quality factors for the experiments were computed from the
responses to a 30 dB SPL stimulus. Figure source: Bowling and Meaud, 201894.
3.5 Model validation
3.5.1 BM response to a pure tone
Once calibration of the model was complete, it was validated against other experimental
pure tone data that was not used in model calibration. The nonlinear model was used for
validation (and all results in this dissertation except for model calibration) against other
sets of experimental data over the full dynamic range most commonly used in hearing
studies (30-80 dB SPL). The model BM displacement is compared to BM displacement
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data recently obtained with OCT at another location (CF=26.6 kHz) by He et al.75. The
magnitude of the displacement is very similar to the experimental data in terms of the peak
value at three sound pressure levels, tuning, and overall shape (Figure 3.16A). As was
observed in Figure 3.14, the phase of the model BM displacement decreases quicker than
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FIGURE 3.16. Comparison of model and experiment75 BM displacement at the 26.6 kHz
best place. (A) Magnitude. (B) Phase. The black vertical dashed line denotes the CF (26.6
kHz).
3.5.2 Pressure response to a pure tone
While many experimental and theoretical studies focus on the mechanical response of
cochlear structures to sound, the cochlear fluid plays an essential role in cochlear mechan-
ics. Hence, the response of the fluid pressure in the model was compared to measurements
of the pressure to provide additional evaluation of cochlear mechanics and model valida-
tion. Throughout this work, pressure magnitudes presented in dB SPL have a reference
pressure of 20 µPa. Before comparing the pure tone pressure response of the model to
experiments, the spatial variations of the model pressure within the cochlear ducts are dis-
cussed (Figure 3.17). The fluid pressure varies not only in the longitudinal direction, but
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also in the transverse and radial directions. Additionally, the pressure contains both the
slow and fast waves, which can interact to complicate the response. The pressure can be
decomposed into two components (a slow wave and a fast wave): an antisymmetric com-















Because the round window is modeled as a pressure release, the symmetric and antisym-
metric components must be equal at x = 0. Only the antisymmetric component interacts
with the BM because the SV and ST dimensions are identical in the model (Figure 2.2) and
the fluid is only coupled to the BM. Hence, the antisymmetric and symmetric components
correspond to the slow traveling wave and fast compression wave, respectively107,108. Pre-
viously (e.g.78,82), only the antisymmetric component was included in the model. Because
including both the slow and fast waves in the model was critical for studying DP propaga-
tion and generation (Chapters 4 and 5), the scala tympani was added to the model for this
work to provide the symmetric component.
The symmetric pressure is essentially uniform while the antisymmetric pressure (which
is coupled to the BM displacement) depends on position and is qualitatively similar to the
BM velocity response. The spatial variations of the fluid pressure (Figure 3.17C) are similar
to what has been previously observed in 3D two-duct cochlear models109,104,110. The lobes
seen in the total pressure close to the BM from x = 0.2 to 0.5 cm are due to wave interference
between the antisymmetric and symmetric components (Figure 3.17A). Similar notches
in the pressure have been observed experimentally30,31. At the base, in the long-wave
region (when the wavelength is large compared to the height of the duct), the antisymmetric
pressure is approximately 1D while it becomes more localized and 3D around the BM
closer to the 16 kHz best place, in the short-wave region. Due to the pressure-release
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boundary condition at the round window, the pressure goes to zero and the symmetric and
antisymmetric pressure components are exactly equal. Beyond the best place, the total
pressure approaches the symmetric pressure component and the antisymmetric pressure
component becomes evanescent.
FIGURE 3.17. Spatial variations of the fluid pressure in response to a pure tone at 16 kHz.
(A,C) Pressure response vs longitudinal position in the scala tympani close to the BM. (B)
Spatial variations of the pressure. All results are taken at y = 0. The vertical dashed lines
denote the 16 kHz best place. The solid horizontal line in (B) denotes the cochlear partition.
The pure tone pressure response of the model is compared with experimental pressure
measurements in two different animals74 in Figure 3.18. In Figure 3.18A for the pressure
15 µm away from the BM, the model peaks in magnitude 2 dB higher than the experimental
results, while in Figure 3.18B, the model pressure peaks in magnitude nearly 16 dB lower
than the experimental results for a 60 dB SPL stimulus. Although the experimental mea-
surements were taken at two different longitudinal positions, the difference in CFs is not
expected to result in a significant difference in the response. The difference in experimental
magnitudes between Figures 3.18A and 3.18B (≈ 10 dB at the peaks) are not unexpected
given that the measurements were taken in different animals. Given the variability in the
experimental magnitudes, the model results for the peak magnitude are not unrealistic. In
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Figure 3.18, a high frequency plateau is observed in the magnitude, both for the model
and the experiments; this plateau corresponds to the symmetric pressure components (see
Figure 3.17). The notches for the model results at 115 µm in Figure 3.18A are due to inter-
ference between the symmetric and antisymmetric pressure components. As with the BM
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FIGURE 3.18. Comparison of fluid pressure pure tone responses for model and experimen-
tal data from two different animals74 for 40 and 60 dB SPL stimuli. Experimental results
in (A,C) and (B,D) were taken from Figs. 4 and 6, respectively, of Dong, 201774. (A-B)
Magnitude. (C-D) Phase. All model phases and the experimental phases in D. are taken
relative to the pressure at the stapes, while the experimental phases in C. are taken relative
to the ear canal pressure. Pressures were taken at 15 and 115 µm from the BM in the ST for
a 60 dB SPL stimuli (A,C) and 10 µm from the BM in the ST for 40 and 60 dB SPL stimuli
(B,D). Model results are drawn with solid lines and experimental results with dashed lines.
Figure source: Bowling and Meaud, 201894.
3.6 Summary of contributions and conclusions
This chapter describes the process used for calibration and validation of the computational
model. A parameter sensitive study was used to determine which model parameters should
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be the focus of the calibration process. The calibration process included steps for matching
the passive model place-frequency map and active model response with available exper-
imental data. Following calibration, the model was validated against other experiment
data that was not used during calibration. The validation results indicate that the model is
able to match several key features in the experimental data (such as the magnitude values,
broadness of the peaks as quantified by the quality factor, and amount of gain between
the response to low and high stimulus levels). The calibration and validation processes
did, however, indicate that the model phase decreases faster than that of the experimental
data. This issue, though common to many cochlear models, should be considered when





The aim of this study is to determine how distortion products propagate from their gen-
eration locations to the middle ear. The contributions of the slow reverse wave and fast
compression wave to the propagation of intracochlear distortion products is evaluated using
a physiologically based nonlinear model of the gerbil cochlea (the Bowling 2018 model).
The 2 f1− f2 DP response of the BM and cochlear fluid is compared to experimental re-
sults and the pure tone response. The DP is decomposed into forward and reverse wave
components to determine their relative contributions to the total intracochlear response.
4.2 Introduction
As described previously in Chapter 1, a wave propagates on the BM in the forward di-
rection (in the +x direction, see Figure 4.1) in response to an acoustic stimulus in the ear
canal. Despite the common use of DPOAEs both clinically and in the laboratory73,111,112,
questions still remain as to how DPs propagate in the reverse direction (−x direction) from
their generation sites to the ear canal. Two main hypotheses, shown in Figures 4.1B and
C, have been proposed for how DPs propagate: (1) as a slow reverse traveling wave along
the BM26,22 or (2) as a fast compression wave through the cochlear fluid113,114. The fast























FIGURE 4.1. Schematics of wave propagation in the cochlea. (A) In response to an acous-
tic stimulus. Proposed hypotheses for DP propagation as (B) slow reverse wave and (C)
fast compression wave. Figure source: Bowling and Meaud, 201894.
In the slow wave theory, once the reverse DP traveling wave reaches the stapes, part
of this wave is transmitted through the middle ear and into the ear canal where it can be
measured as a DPOAE; the other part is reflected at the stapes and propagates as a slow
forward wave. Early models (e.g.115) have shown that DPs are expected to propagate back
to the stapes as slow traveling waves. However, measurements of the BM velocity at the
DP frequency have not provided any direct evidence for slow reverse propagation. Ren113
measured the DP in the BM velocity at multiple positions and found that the phase is
consistent with a forward propagating wave even though the locations were hypothesized
to be basal to the DP generation site (such that a slow reverse traveling wave was expected
to be observed). These results were interpreted as evidence that the DP propagates as a
fast compression wave in the cochlear fluid; according to this theory, the fast compression
wave would be reflected at the stapes, which would launch a slow forward traveling wave.
Simultaneous measurements of the DP at the stapes and two longitudinal BM positions
in a subsequent paper114, and of the phase of the stapes vibrations relative to the BM
vibrations at the DP frequency116 were interpreted as further supporting the theory of fast
compression waves.
However, it has been argued that the BM measurements of Ren and coworkers113,114,116
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might be within the region in which DPs are generated, which might complicate the inter-
pretation117. Indeed, theoretical efforts using one-duct models that only allow slow wave
components118,119,120,121,122 have demonstrated that these measurements are not necessar-
ily inconsistent with the reverse traveling wave theory. Analysis using one-dimensional
(1D) nonlinear cochlear models have shown that DP generation extends over a wide re-
gion that extends toward the base for low f2/ f1 ratios and moderate to high stimulus lev-
els119,121. Similarly, Sisto et al.120 found that a region dominated by a forward traveling
wave is expected whenever DP generation occurs over a wide region and/or the stapes has
high reflectivity. Using a more realistic 2D one-duct cochlear model, Vetešník and Gum-
mer122 also explained the observation of forward traveling waves113,114,116 by the fact that
the measurement locations might be located at or apical to the DP generation sites. In Ref.
123, DP propagation was studied using a nonlinear three-dimensional (3D) cochlear model
with the stimulus applied from within the cochlea instead of from the stapes; decomposi-
tion of the DP response into forward and reverse traveling waves showed that the response
is dominated by a slow reverse traveling wave from around the f2 best place to the stapes.
de Boer et al.124 measured DPs with a frequency well below the CF of the measurement
location and observed that while a forward traveling wave is observed when f2 is near CF,
a slow reverse traveling wave is observed when f2 is lower than CF.
It is more advantageous to investigate DP propagation by measuring the intracochlear
pressure instead of the BM response because pressure measurements can identify both the
compression and slow traveling wave modes31. Many theoretical papers have investigated
intracochlear fluid mechanics in response to a pure tone107,109,104. It is well understood
that the fluid pressure is truly 3D close to the peak of the traveling wave in the short-wave
region (i.e., in the region where the wavelength of the slow wave is small compared to the
height of the cochlear ducts), while it is approximately 1D closer to the base, in the long
wavelength region (i.e., in the region where the wavelength is large compared to the duct
height)125. Using novel pressure sensors126, Olson characterized the in vivo response of
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the intracochlear fluid pressure to a pure tone77,96. More recently, Dong and Olson30,31
and Dong74 measured the intracochlear pressure DP in response to a two-tone stimulus.
When the CF of the measurement location is near the f2 and fDP best places, it was found
that the DP pressure in the scala tympani (ST) is localized around the BM30. In these
measurements, the amplitude of the DP decreases at a similar rate as a pure tone of the
same frequency with increasing distance from the BM; such a decay of the amplitude is
at odds with the compression wave theory. Subsequent measurements31 provided strong
evidence for the reverse traveling wave hypothesis, since the ear canal pressure is delayed
relative to the intracochlear DP for f2 frequencies that are significantly lower than the CF of
the measurement location. Recent measurements of the pressure at two basal intracochlear
locations by Dong74 confirmed that the DPs are generated near the f2 best place and have
both forward and reverse traveling wave components.
Despite the critical role of the intracochlear fluid in the propagation of the DP from its
generation site to the stapes, no model has investigated the DP intracochlear pressure. It is
challenging to measure the fluid pressure at multiple longitudinal locations in vivo. Because
of the presence of multiple waves (slow reverse wave, slow forward wave and fast wave),
measurements at one or two longitudinal location(s) are difficult to interpret. Furthermore,
while the ST fluid pressure has been measured in active cochleae96, measurements of the
fluid pressure in the scala media have only been possible in passive cochleae108. Hence,
a model is needed to clarify how DPs vary spatially within the cochlear fluid pressure.
The objective of this work is to analyze the generation of DPs and to quantify the relative
contributions of slow reverse waves and fast compression waves to DP propagation. The
hypothesis of this study is that DPs propagate from their generation locations to the stapes
as a slow reverse traveling wave. Since cochlear fluid mechanics is 3D and includes fast
and slow modes, these questions are addressed using a physiological two-duct 3D model
of the cochlea. Spatial variations of the total fluid pressure and of the different pressure
modes are analyzed to gain a more complete understanding of how DPs propagate from
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their generation location out of the cochlea.
4.3 Results
Distortion product simulations are run in the time-domain using the nonlinear model. A
two-tone stimulus with frequencies f1 and f2 ( f2 > f1) is applied as a force on the stapes.
Once the simulation is complete, the fast Fourier transform (FFT, MATLAB’s fft function)
of the response (such as the BM velocity or cochlear fluid pressure) is computed to provide
the steady state responses of the primaries and DPs.
4.3.1 Response on the basilar membrane to a two-tone stimulus
The spatial response of the BM to a two-tone stimulus is shown in Figure 4.2 for two
primary frequency ratios ( f2/ f1 = 1.05 in Figures 4.2A and C; f2/ f1 = 1.35 in Figures
4.2B and D). As in most of the intracochlear DP pressure measurements30,74, the level
of the primaries was chosen to be 80 dB SPL. At a narrow primary frequency ratio (e.g.
f2/ f1 = 1.05), f1, f2, and fDP are all relatively close in frequency (22.9, 24.0, and 21.7 kHz,
respectively, for the case shown in Figures 4.2A and C). Due to this closeness in frequency
and the tonotopic organization of the cochlea, all three frequencies peak relatively close to
each other. At wider primary frequencies, the two primaries and DP are more separated in
both frequency and peak position. For both primary ratios, the f1 and f2 responses have
peaks of similar amplitude (Figures 4.2A-B) and the primaries peak at a location basal to
their best places due to the relatively high stimulus level of the two primaries. The DP
peaks slightly basal to its best place for f2/ f1 = 1.05 and at its best place for f2/ f1 = 1.35.
When analyzing the response of the DP, it is useful to know the positions of the f1, f2, and
fDP peaks on the BM. For example, it is useful to know the positions of the two primary
peaks when examining the phase of the DP (Figures 4.2C and D). Throughout this work,
these peak positions will be indicated with vertical dashed lines.
Two different regions can be identified in the plot of the phase at the DP frequency
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(Figures 4.2C and D): in the basal-most red-shaded region, the slope of the phase is positive,
such that DP propagation is dominated by a slow reverse traveling wave; in the blue-shaded
region, the phase slope is negative, which indicates that DP propagation is dominated by
a slow forward traveling wave. For f2/ f1 = 1.05, this transition from reverse to forward
wave propagation occurs basal to the f2 best place, while for f2/ f1 = 1.35, this transition
























































FIGURE 4.2. BM velocity of the DP and primaries as a function of longitudinal position
for primary frequency ratios, f2/ f1, of 1.05 and 1.35, f2 = 24 kHz, and primary stimuli
levels of 80 dB SPL. The vertical dashed lines from left to right indicate the f2, f1, and fDP
best places, respectively. The red shading indicates where when the phase has a positive
slope and the cyan shading indicates when the phase has a negative slope. Figure source:
Bowling and Meaud, 201894.
4.3.2 Spatial variations in intracochlear pressure
Because the cochlear fluid plays a critical role in the propagation of both slow and fast
waves, the spatial variations of the pressure were analyzed (Figure 4.3). In Figures 4.3C-F,
the pressure magnitude is plotted as a function of x and z for positions within the plane
shown in Figure 4.3A. To help understand the DP response in response to a two-tone stim-
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ulus, the pure tone response is first presented in Figures 4.3C-D; the stimulus frequency
was chosen to match the frequency of the DP (16 kHz) seen in the two-tone results. The
total pressure was decomposed into its symmetric and antisymmetric components (Equa-
tions 3.13 and 3.14), which correspond to the fast and slow waves, respectively. For brevity
and because it is nearly uniform throughout both cochlear ducts, the symmetric pressure
is not shown; the amplitude of the symmetric component corresponds to the total pressure
amplitude in the most apical region near the helicotrema where the antisymmetric pressure
has a low amplitude.
The fluid pressure at the DP frequency in response to a two-tone stimulus shares some
similarities with the pure tone response. In addition to the pressure as a function of x and z
(Figures 4.3E-F), the DP results include the pressure as function of y and z (Figures 4.3G-I)
at three longitudinal locations identified by the three planes shown in Figure 4.3B. The DP
antisymmetric pressure is 1D in the long wave region and 3D in the short wave region (Fig-
ure 4.3F). As with the pure tone, the DP symmetric pressure is nearly uniform throughout
the cochlear ducts and the amplitude of the symmetric component corresponds to the total
pressure in the apical regions. However, some notable differences between the pure tone
and DP responses can be observed. The magnitude of the pure-tone symmetric pressure is
much higher than the DP symmetric pressure, such that lobes of minimum pressure close
the BM are not observed in the total DP response in Figure 4.3E. Furthermore, a region of
minimum magnitude is observed both in the total and antisymmetric DP pressure around
x = 0.20 cm; this minimum, not observed in the pure tone response, relates to the minimum
or notch in the BM response in Figure 4.2 and will be discussed further below.
The spatial variations of the fluid pressure of the primary tones and DP obtained with
the model are compared with pressure measurements by Dong and Olson30 in Figure 4.4.
For these measurements, the primary frequencies were varied so that f2, f1, and fDP were
alternatively set to CF = 21 kHz. In all three cases, both model and experimental primaries



















FIGURE 4.3. A,B. Box models with planes indicating where the pressure is shown in
(C-F) and (G-I), respectively. Total and antisymmetric pressure component magnitudes
for pure-tone (C-D) and two-tone stimuli (E-F). Cross-sections of pressure magnitude at
several positions (G-I). The pure-tone stimuli (C-D) was at 16 kHz and 40 dB SPL and
the two-tone stimuli (E-I) has 2 f1− f2 = 16 kHz, primary frequency ratio f2/ f1 = 1.20,
and primary stimulus level of 80 dB SPL. The horizontal black line represents the cochlear
partition. The vertical dashed line in (C, D, F) denotes the 16 kHz best place. The arrows
and vertical dashed lines on panel E from left to right denote the positions shown in panels
(G-I), respectively. The three positions shown in panels (G-I) are an arbitrarily chosen basal
position, xb = 0.08 cm, the f2 best place (x2 = 0.26 cm), and the DP best place (xDP = 0.37
cm), respectively. Figure source: Bowling and Meaud, 201894.
the BM increases, both in the model simulations and the experiments; however, the slope
seen in the model simulations is steeper than in the measurements. When the DPs from
Figure 4.4A-C are compared to a low intensity pure tone of the same frequency (Figures
4.4D-F), similar decreases in magnitude with distance from the BM are found, which has
also been observed experimentally (see Figure 4B in 74). However, the pure tone pressure
converges to a higher value than the DP pressure at large distances from the BM because
the pure tone symmetric pressure is higher than the DP symmetric pressure (Figures 4.4G-
I). The pure tone and DP antisymmetric pressure decrease at nearly the same rate and
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converge to approximately the same value. For all three cases, the antisymmetric pressure is
much higher than the symmetric pressure close to the BM and decreases exponentially with
increasing distance from the BM. Close to the BM, the antisymmetric pressure dominates
the symmetric pressure, while farther from the BM the symmetric pressure dominates the



























































FIGURE 4.4. A-C. Comparison of pressure magnitude vs distance from BM in ST with
experimental data30. D-F. Comparison of total pressure magnitude vs distance from BM
in ST for DP and pure tone of the same frequency. G-I. Decomposition of the pressure
from D-F into symmetric and antisymmetric components. Horizontal lines in G-I are the
symmetric pressures. All model and experimental data were taken at the 21 kHz best place
with primary stimuli of 80 dB SPL and f2/ f1=1.10. The pure tone model results in D-I
were obtained from the nonlinear model with a stimulus at 30 dB SPL. Magnitudes in D-I
were normalized by the magnitude of the antisymmetric pressure at the BM, Pas(z = 0).
Figure source: Bowling and Meaud, 201894.
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4.3.3 Effects of varying f2 on DP propagation at fixed location
While cochlear models easily provide the response for a given frequency at all positions,
it is much easier to measure the response at a fixed position and sweep frequency in an
experiment. In a scale invariant cochlea, these two methods should be equivalent124. In
Figure 4.5, the effects of varying f2 at a fixed position (20 kHz best place) for different
f2/ f1 ratios are shown. This scheme is commonly used in experiments (e.g. Refs. 124, 31,
114, 116, 74) to investigate intracochlear DP response and propagation. The magnitude and
phase of the ratio of the pressure in the ST close to the BM to the pressure in the SV close
to the stapes are compared with recent measurements from Dong74. Due to variability in
the absolute magnitudes of the pressure from individual animal to individual animal, only
the pressure ratios are compared here.
As in the measurements (Figure 4.5B), the peak of the DP response shifts to higher
frequency as the frequency ratio is increased (Figure 4.5A); this is because the DP is ap-
proximately tuned to its own CF and the x-axis is f2. While the magnitude of the pressure
ratio agrees well with experiments for f2/ f1=1.25 and 1.35, it is about 10dB higher than in
the experiments for f2/ f1=1.05 and 13dB lower than in the experiments for the pure tone
results. Both in the model and the experiments, the DP response for f2/ f1=1.05 has similar
tuning as the pure tone response, while it has broader tuning at higher ratios. In contrast to
the experimental results, the curves obtained with the model are smooth, possibly because
the reflection from the DP best place due to cochlear roughness is not taken into account in
the model. Similar to the lobes in Figure 4.3C, the pure tone shows notches in amplitude
around 14 and 23 kHz that are due to interactions between the symmetric and antisymmet-
ric pressure. For f2 above 30 kHz, the magnitudes of the f2/ f1 = 1.05 DP and pure tone are
almost constant, indicating that the total pressure is converging to the symmetric pressure.
The phase of the ST pressure at the 20 kHz best place relative to the SV phase at the
stapes, shown in Figures 4.5C and 4.5D, is particularly important for determining how DPs
propagate. Two frequency regions can be identified, both in the case of the model simula-
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tions (Figure 4.3C) and the experiments (Figure 4.3D). At low frequency, the slope of the
phase is positive but shallow (indicating a “slow” reverse traveling wave with a relatively
high phase velocity) for f2/ f1=1.25 and 1.35 while both positive and negative slopes are
observed for f2/ f1=1.05 (indicating wave interference). At higher frequencies, a negative
slope that progressively becomes steeper (indicating a forward traveling wave that slows
down) is observed. For f2/ f1=1.05 and 1.25 the region dominated by the forward wave
starts at frequency f2 below the CF of the location; for f2/ f1=1.35, this frequency region
starts approximately when f2 = CF in the model simulations while a forward traveling
wave is not clearly observed for the frequencies that were measured in the experiment. As
in the pure tone response, the phase predicted by the model has a steeper slope when fd p ≈





























































FIGURE 4.5. Magnitude (A and B) and phase (C and D) of the ratio of the DP pressure
in the ST, 10µm from the BM, to the DP pressure in the SV next to the stapes (halfway
between the BM and the top of the SV) as a function of f2. (A.,C.) Model results. (B.,D.)
Measurements from Dong74. All results at the 20 kHz best place. Model and experimental
DPs had primary stimuli levels of 80 dB SPL. For reference, the response to a pure tone
with a 40 dB SPL stimulus is also shown. The vertical dashed lines indicate f2 when fDP
(or f for the pure tone) corresponds to the CF of 20 kHz. Vertical arrows mark the transition
from reverse to forward waves. Figure source: Bowling and Meaud, 201894.
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4.3.4 Effect of varying primary stimulus level
Two-tone simulations for different primary stimuli levels are compared with experimental
measurements taken by Dong74 (see Figure 4.6). For both the 50 dB SPL model and
experimental results the magnitude peaks near fDP=CF, while for 80 dB SPL the model
peaks near fDP=CF and the experimental results peak at a slightly lower frequency ( f2=27
kHz). Both 50 and 80 dB SPL model results show a notch in magnitude and corresponding
phase shift below 20 kHz; the notch and phase shift are due to the interference between the
forward and reverse waves. Below this phase shift, the phase is either nearly flat or has a







































FIGURE 4.6. DP model and experimental measurements from Dong74 of fluid pressure for
varied stimulus levels. Model results and experimental measurements were taken at 21 kHz
BP in ST 10 µm from BM for f2/ f1=1.25. The model phase is referenced to the pressure
in the SV at the stapes and the experimental phase is taken relative to the ear canal pressure.
(A-B). Magnitude of fluid pressure. (C-D). phase of fluid pressure. Figure source: Bowling
and Meaud, 201894.
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4.3.5 Forward and reverse wave components
The DP results presented thus far have contained both forward and reverse wave compo-
nents; however, the objective of this work is the determine the relative contributions from
the forward and reverse waves. First, the DP fluid pressure was decomposed into its sym-
metric and antisymmetric components (Equations 3.14 and 3.13, respectively) and then the
antisymmetric pressure was decomposed into forward and reverse components. Following
the approach from de Boer et al.123, the model response at the DP frequency is decomposed
into approximate forward and reverse traveling wave components. The procedure involves
taking the spatial Fourier transform of the antisymmetric pressure at the DP frequency,







where k is the wavenumber and P̃DPas is the wavenumber spectrum of P
DP
as . The wavenumber
spectrum is then separated into a forward wave component, P̃DP, fas , and a reverse wave
component, P̃DP,ras by assuming that for k 6= 0:
P̃DP, fas (k,y,z) = P̃
DP
as (k,y,z) if k > 0
P̃DP,ras (k,y,z) = P̃
DP
as (k,y,z) if k < 0




as (k,y,z) for any k 6= 0
(4.2)
For k = 0, P̃DP, fas (k = 0) and P̃
DP,r
as (k = 0) are assumed to be given by:
P̃DP, fas (k = 0) = αPP̃
DP
as (k = 0) (4.3)
P̃DP,ras (k = 0) = (1−αP)P̃DPas (k = 0) (4.4)
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where αP is a complex number. At the stapes, the forward and reverse waves should satisfy:
Rst =
PDP, fas (x = 0)
PDP,ras (x = 0)
(4.5)
Using the definition for the discrete Fourier transform127:

































where N is the number of samples. Equation 4.5 is solved for αP to yield:
αP =
[







(1+Rst)P̃DPas (k = 0)
. (4.8)
From here, all parameters are known and the forward and reverse waves are transformed
back by into the spatial domain using the inverse Fourier transform:












where PDP, fas and P
DP,r
as are the forward and reverse wave components, respectively, in the
spatial domain.
As required by the pressure release boundary condition at the round window, the sym-
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metric pressure equals the antisymmetric pressure at x=0 (Figure 4.7A); furthermore, the
symmetric pressure is nearly constant. As expected, the phase lag of the forward waves
increases as it propagates forward while the phase lag of the reverse wave increases as
it propagates toward the stapes (Figure 4.7B). This confirms that the wave decomposition
method is able to separate the total response into forward and reverse wave components. At
x = 0, the only location that matters for emissions out of the cochlea, the reverse traveling
wave is more than 10 dB higher than the symmetric pressure, implying that emissions are
dominated by the slow reverse traveling wave. The decomposition is particularly useful in
interpreting the magnitude and phase of the total response. For example, the reverse wave
has a higher magnitude than the forward wave basal to x = 0.20 cm in Figure 4.7A; hence
the total response is dominated by the reverse wave at the base and the phase of the total
response has a positive slope (Figure 4.7B). Near x = 0.20cm, both forward and reverse
waves have similar magnitudes but phases that differ by nearly half a cycle. This results
in wave interference and a minimum in the total and antisymmetric pressure (Figures 4.7A
and C). Apical to x = 0.20 cm, the magnitude of the reverse wave decreases and the mag-
nitude of the forward wave matches the total response almost exactly (Figure 4.7A); this
is expected because no reverse traveling waves are expected to be generated near or apical
to the DP best place and thus the response should be dominated by the forward traveling
wave. Because the response is dominated by a forward wave, the phase of the total re-
sponse has a negative slope. Because the DP reverse traveling wave originates basal to the
region of amplification, the reverse wave is similar to the pure tone response (if the phase
is negated). Furthermore, the phase accumulation of the reverse wave from the generation
site to the stapes is very limited since the wavelength of a slow wave (both in the case of a
forward or reverse wave) is large at locations basal to the best place.
For the case shown in Figure 4.7B, the phase delay of the forward and reverse waves
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where τφ is the phase delay and φDP is the phase of the antisymmetric pressure at fDP.
The phase delay for the forward wave between x=0.16 cm and the DP best place (x=0.37
cm) is 0.22 ms, corresponding to an average phase velocity of about 9 m/s. The phase
delay for the reverse wave between x=0.16 cm and x=0 is 0.014 ms, corresponding to an
average phase velocity of about 112 m/s. Thus the reverse wave propagates back to the
base from the generation region ≈ 12 times faster than the forward wave propagates from
the generation region to the DP best place. Examining the spatial variations of the pressure
in x and z (Figures 4.7C-E) yields similar findings to Figure 4.7A. Like the antisymmetric
pressure, the forward wave pressure is localized around the BM near the primary and DP
best places. The reverse wave appears less localized around the BM and the pressure is
nearly 1D because the reverse wave has a maximum amplitude in the long wave region for
the DP frequency. Furthermore, the zone of low pressure in the antisymmetric pressure
close to the BM around x ≈ 0.22cm is due to wave interference between the forward and
reverse waves. The effect of varying the primary frequency ratio on the forward and reverse
waves is shown in Figure 4.8. At f2/ f1=1.05 (Figure 4.8A), the reverse wave is larger than
the forward wave from the base to approximately x=0.23 cm, while apical to this position
the forward wave is larger than the reverse wave. At f2/ f1=1.35 (Figure 4.8B), the reverse
wave is larger than the forward wave from the base to approximately x=0.17 cm, while
apical to this position the forward wave is larger than the reverse wave. Although the
transition point from the reverse wave dominating to the forward wave dominating occurs
at similar positions for the two primary frequency ratios, this transition occurs very far
towards the base from the f2 best place for f2/ f1=1.05 while it occurs very close to the f2
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FIGURE 4.7. Decomposition of the DP pressure for equi-level primaries of 80 dB SPL
with f2/ f1 = 1.20 and f2 = 24 kHz. (A-B). Magnitude and phase of the total pressure, PT ;
symmetric pressure, Ps; antisymmetric pressure Pas; forward wave component of the anti-
symmetric pressure, P fas; and reverse wave component of the antisymmetric pressure, Pras;
all taken directly above the BM in the SV. C-E. Magnitude of the antisymmetric pressure
(C), reverse wave component of antisymmetric pressure (D), and forward wave component
of antisymmetric pressure (E). The vertical dashed lines indicate, from left to right, the f2,
f1, and fDP best places. Figure source: Bowling and Meaud, 201894.
4.3.6 Effect of stapes reflection on forward and reverse waves
To investigate the role of the middle ear on DP propagation, two additional middle ear
models were considered (see Table C.2 and Figure 3.4): (1) with a stapes reflection coef-
ficient, Rst , of high magnitude across frequency and (2) with a stapes reflection coefficient
of small magnitude at 16 kHz. The high |Rst | is the case when most energy propagating
in the reverse direction is reflected back into the cochlea, while for the low |Rst | case very
little of the reverse wave for fDP is reflected back into the cochlea (Equation 3.4).
The effect of varying the stapes reflection coefficient is investigated in Figure 4.9. The
most predominant changes in varying the stapes occur in the most basal regions, while
closer to the DP best place the effect of the stapes variations appears negligible. For the
high |Rst | model, the forward and reverse waves have approximately the same magnitude
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FIGURE 4.8. Decomposition of BM velocity and antisymmetric pressure at fDP into for-
ward and reverse waves for equi-level primaries of 80 dB SPL for f2/ f1 = 1.05 and 1.35,
and fDP=16 kHz. A.,B. Magnitude of BM velocity. C.,D. Phase of BM velocity. E.,F.
Magnitude of antisymmetric pressure. G.,H. Magnitude of reverse wave component of an-
tisymmetric pressure. I.,J. Magnitude of forward wave component of antisymmetric pres-
sure. The vertical dashed lines indicate, from left to right, the f2, f1, and fDP best places.
Figure source: Bowling and Meaud, 201894.
while the phase differs by half a cycle (due to the phase of Rst). As a result of this phase
difference, the total BM velocity and antisymmetric pressure close to the stapes is relatively
small. For the low |Rst | case, very little of the reverse wave is reflected at the stapes and
thus the forward wave is very small at the stapes.
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FIGURE 4.9. Decomposition of BM velocity and antisymmetric pressure at fDP into for-
ward and reverse waves for equi-level primaries of 80 dB SPL with f2/ f1 = 1.20 and
fDP=16 kHz for different middle ear models. A.,B. Magnitude of BM velocity. C.,D.
Phase of BM velocity. E.,F. Magnitude of antisymmetric pressure. G.,H. Magnitude of
reverse wave component of antisymmetric pressure. I.,J. Magnitude of forward wave com-
ponent of antisymmetric pressure. The vertical dashed lines indicate, from left to right, the
f2, f1, and fDP best places. Figure source: Bowling and Meaud, 201894.
4.4 Discussion
4.4.1 Strengths and limitations of modeling approach
The propagation of DPs is examined in this study using a physiologically-based model that
is more realistic than in previous theoretical studies123,119,120,121,122: this model includes
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a detailed representation of OHC biophysics, with nonlinear MET channels and linearized
somatic electromotility; furthermore, the fluid model is based on a two-duct 3D model. In
a one duct model, only the slow traveling wave is included; by using a two-duct model to
represent both the scala vestibuli and scala tympani, the slow and fast waves can both be
investigated and the model pressure response may be compared with experimental mea-
surements of the pressure. While the fluid pressure only varies only with longitudinal at
the base in response to a pure tone, around the best place the pressure is 3D125. To accu-
rately represent the 3D nature of the fluid pressure, a 3D fluid model is required. While 3D
cochlear models have previously examined intracochlear fluid mechanics in response to a
pure tone107,109,104, intracochlear fluid mechanics is analyzed for the first time in response
to two tone stimuli in this work. Note, however, that the fluid is only coupled to the BM in
this model. Direct coupling of the ST fluid to the TM, as in some recent models128,129,130,
might better represent intracochlear fluid mechanics; however, the coupling considered in
this paper is simpler to analyze, since decomposition of the pressure into symmetric and
antisymmetric components makes it possible to identify the slow and fast waves. In order
to get insight into how DPs propagate, the slow wave component of the fluid pressure was
decomposed into forward and reverse waves using the method previously proposed for the
decomposition of the BM velocity by de Boer and Shera123.
Due to the discrepancy between model and experiments in the phase of the pure tone
response (Chapter 3), the slope of the phase of the DP response when fd p ≈ CF is steeper
than in the measurements; furthermore the magnitude of the DP pressure decays at a faster
rate as the location moves away from the BM than in experiments (Figure 4.4A-C).
4.4.2 Analysis of the spatial variations of the DP fluid pressure
In a two-duct model, the response of the fluid pressure is the superposition of a symmetric,
fast wave mode and of an antisymmetric, slow wave mode that propagates on the BM
due to the fluid/structure interaction between the BM and the fluid. The presence of both
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modes is predicted both in the case of the pure tone response and of the DP response;
furthermore, the main properties of the two modes are the same in the pure tone and DP
responses. Because a rectangular geometry is used for the two ducts, the fast compression
mode is nearly uniform throughout the cochlear ducts125 (Figures 4.3, 4.7, and 4.4). The
properties of the slow wave mode depend on the local wavelength of the traveling wave.
Close to the stapes, the wavelength is long, such that the pressure is 1D and varies only
with longitudinal position with little phase accumulation. As the wave approaches its best
place, the wavelength becomes shorter and the wave slows down, resulting in more phase
accumulation. In this short wave region, the pressure becomes more 3D and localized
around the BM. Both in model simulations and in experiments30,74, the fluid pressure in
the ST decays exponentially as the measurement location is moved away from the BM
when fd p ≈CF. This is because the symmetric pressure (which is nearly uniform) has a
much smaller amplitude than the antisymmetric pressure (Figure 4.3). Furthermore, the DP
pressure decays at a similar rate as a pure tone pressure of the same frequency because the
DP and pure tone waves of the same frequency have approximately the same wavelength
(Figure 4.4), as observed experimentally30.
The propagation of DPs can be represented by the schematics of Fig. 4.10 (which is an
extension of Figure 12 from Shera and Guinan22). In response to a two-tone stimulus, the
two primaries propagate along the BM. A DP is generated due to nonlinear distortion in the
region where the response to both primaries has a sufficiently high amplitude. According
to the results presented here, this DP propagates as a slow reverse wave toward the stapes
and as a slow forward wave towards the helicotrema. As the forward wave approaches the
DP best place, the forward wave is amplified and slows down (such that the wavelength
becomes shorter); because of the short wavelength, the pressure is highly 3D and localized
to the BM. The reverse wave propagates back to the base with little phase accumulation
(since the wavelength is very long basal to the DP generation site); furthermore, because
of the long wavelength, the pressure is approximately 1D. When this reverse wave reaches
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the stapes, part of this wave is transmitted by the middle ear (hence, a DPOAE is measured
in the ear canal) while the other part is reflected by the stapes such that a slow forward trav-
eling wave is generated. Simultaneously satisfying the boundary conditions at the stapes
and round window requires the pressure to have a symmetric component, such that a DP
fast wave is also generated. The DP fast mode is not directly generated by the OHCs since
excitation of the fast wave by OHCs would require them to change volume. The fast wave
instantly fills the cochlear ducts (since the fluid is assumed to be incompressible in the
model), while the slow wave propagates forward with increasing phase accumulation as it






































FIGURE 4.10. Schematic of DP propagation adapted from22. D denotes the distortion
source, BP indicates the DP best place, xDP, and x2 indicates the f2 best place. Figure
source: Bowling and Meaud, 201894.
Due to the presence of slow reverse and forward waves, a zone of wave interference is
observed in the DP response of the BM velocity and fluid pressure. As found in previous
BM DP modeling work123,119,120,121,122 and experiments113,114,116,74, varying the stimulus
parameters, the longitudinal position and the stapes reflectivity affects where and whether
the forward or reverse wave dominates. Determining whether DPs propagate as a slow
wave or a fast wave using only measurements at a couple of longitudinal locations is par-
ticularly challenging due to the complicated influence of the stimulus parameters (such as
the levels or frequency ratio of the primaries) and to the wave interference between the
forward and reverse waves.
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4.5 Summary of contributions and conclusions
In this study, a two-duct 3D model with a realistic model of OHC biophysics was used to
investigate how DPs vary spatially in the intracochlear fluid pressure. Some similarities
with the pressure obtained in response to a pure tone are observed in the DP pressure.
At positions at which the wavelength of the traveling wave is short, the DP pressure is
3D while it is approximately 1D closer to the base where the wavelength is long. The
DP pressure from the model exhibits several similarities with experimental data, including
a shift in the peak frequency of the DP with increasing f2/ f1 ratio and transition from
reverse-dominated traveling waves to forward-dominated traveling waves around the f2
peak when f2/ f1=1.25. Simulations demonstrate the presence of a fast compression wave,
and a slow traveling wave that could be decomposed into forward and reverse traveling
waves to help clarify DP propagation. Within the cochlea the fast wave has an amplitude
much lower than that of the slow wave. The presence of wave interference between forward
and reverse components affects the amplitude and phase response of the DP on the BM and
cochlear pressure. At the base (x = 0), the fast compression and slow traveling waves were
equal in amplitude, but the reverse traveling wave was substantially larger than the fast
compression wave. Thus, emissions are dominated by the slow traveling wave mode.
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CHAPTER 5
LOCATIONS OF DISTORTION PRODUCT
GENERATION
5.1 Chapter overview
DP generation does not occur at a single position along the length of the cochlea, but is
instead distributed over a range of positions. For proper analysis of DPOAE measure-
ments, it is crucial to understand the locations of DP generation. In this chapter, the term
“DPOAE” will be used to refer to distortion products measured in the ear canal pressure,
while distortion products in the cochlea will be referred to as intracochlear distortion prod-
ucts (iDPs). The term “DPOAE generation” refers to the generation of iDPs that contribute
to the DPOAE. Acoustic trauma or applying a third stimulus tone have been used experi-
mentally to probe how DPOAE generation extends towards the base in the pristine cochlea,
but the experiments yielded conflicting results. The aim of this study is to determine the
locations of DP generation, specifically how far DPOAE generation extends towards the
base. Model results of DPOAE and iDP in response to 2- and 3-tone stimuli are compared
to experimental measurements to validate the model response and determine how well the
model predicts the iDP OHC response. The effects of adding a third stimulus tone or mim-




Distortion products are generated in the cochlea in response to a two-tone stimulus of fre-
quencies f1 and f2 ( f2 > f1). It is broadly accepted that iDP generation from nonlinear
distortion occurs not at a single location, but is, rather, distributed over a range of longi-
tudinal positions along the cochlea around the f1 and f2 best places where the envelopes
overlap and OHCs respond to both frequencies131,121,132,133 (see Figure 5.1). However, due
to the distributed nature of iDP generation, and to the phase variations of the iDP, phase
cancellations occur when the iDP propagates toward the middle ear. Where the DPOAEs






















FIGURE 5.1. Schematic of the distortion and reflection sources for the 2 f1− f2 iDP.
The reflection source DPOAE is expected to be generated in the region around the
DP best place22. The reflection source is caused by mechanical impedance perturbations
around the DP best place that cause reflections of the DP wave; these reflected waves
then propagate backwards through the cochlea and middle ear and into the ear canal22,32.
Multiple stimuli parameters (e.g. primary frequency ratio, f2/ f1, and stimulus level of the
primaries) are known to affect the locations of DP generation25,119,121. DPOAEs provide
information about the functional health of the OHCs located in the region where they are
generated133. Hence, knowing where the DPOAE is generated is needed to estimate the
location of OHC damage. Due to the importance of knowing the exact locations of DPOAE
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generation on the correct interpretation of DPOAEs133, there has been extensive work,
both experimental and theoretical, to determine the locations of DPOAE generation. Of
particular interest has been the extent to which DPOAE generation extends towards the
base from the f2 best place (see Figure 5.1).
Withnell and Lodde134 studied the effect of acoustic trauma in the base of the cochlea
on DPOAEs. Their hypothesis was that causing acoustic trauma (achieved by exposure to
a high sound pressure level tone: 100-105 dB SPL at 12 kHz) at the base would eliminate
any DPOAE generators located basal to the f2 peak and therefore have a measurable affect
on the DPOAE. However, they did not find significant changes in the DPOAE for f2<9
kHz and interpreted the lack of a change in the DPOAE as evidence that there are no
basal iDP generators that contribute to the DPOAE. Several studies using a third stimulus
(interference) tone, however, have suggested that some of the DPOAE is generated basal to
the f2 peak136,135.
Suppression is one of the characteristics of nonlinearity in the cochlea; for example,
the intracochlear response to a pure tone (called the probe tone) will be reduced when a
second tone (called the suppressor) is simultaneously applied137. This reduction in the
response to the probe is closely linked to the saturation of the MET current138. In the
studies of DPOAE generation with the third stimulus tone, the third tone can suppress the
response of the primaries and generation of DPOAEs over the region in which the response
of the third tone is large136,135. Suppression and enhancement of the DPOAE was reported
when a third tone of frequency f3 > f2 was introduced, suggesting that there are some iDP
generators that contribute to the DPOAE basal to the f2 peak136. A later study comparing
the effects of applying a third stimulus tone 1/3-octave above f2 in healthy and damaged
rabbit ears suggested that some DPOAE components are significantly generated basal to
the f2 region135.
Later measurements of DPOAEs determined that iDP waves traveling in the forward
and reverse directions with different phases can interact, resulting in varying levels of
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cancellation and enhancement139. These phase cancellations make interpretation of the
DPOAEs challenging due to the complex relationship between DPOAEs and iDPs32.
In addition to experimental studies aimed at determining the location of DPOAE gener-
ation, there have also been several theoretical studies. Young et al. found that the distortion
source region spans either side of the f2 best place by isolating individual distortion source
elements and determining when the DPOAE resulting from that element contributed to
within 10 dB of the overall DPOAE level121. Further, they found that the effective length
of the distortion source increases as the f2/ f1 ratio decreases and when the stimulus level
is increased121. Some of the most closely related studies to that proposed here is by Ven-
covskỳ et al.140,141, in which a nonlinear 2D cochlear model of the human cochlea was
used to investigate how the region of iDP and DPOAE generation vary with primary stim-
ulus level. Their results (mostly for f2/ f1=1.20) indicate that as the primary stimulus level
increases, the region of large iDP and DPOAE generation force broadens and shifts towards
the base. Because their model represents the human cochlea, there is limited calibration of
the model (although they tried to calibrate their model using DPOAE measurements from
humans) and model results cannot be compared to direct in vivo measurements.
The objective of this work is to determine the extent of DPOAE generation basal to
the f2 best place using a computational model of the gerbil cochlea. It is expected that
iDP generators may extend basal to the f2 best place for larger stimulus levels and nar-
rower primary frequency ratios and that some of these generators might contribute to the
DPOAE. The distortion source component is the focus of this work; additional work in-
vestigating the reflection source component is on-going in the Meaud lab group43. In this
study, the model response of the acoustic, mechanical, and electrical domains is examined
and compared with experimental data to validate the model and determine its strengths
and limitations. A novel aspect of this work is that the model response is compared to
experimental measurements of not just the BM, but also the cochlear fluid pressure and
extracellular OHC potential. Examining the OHC extracellular potential, which is closely
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related to OHC force generation, gives considerable insight into iDP generation. The previ-
ously mentioned conflicting experimental results were obtained with different approaches
for affecting iDP generation: causing acoustic trauma or adding a third stimulus tone. Us-
ing the model, both approaches are tested to determine the effect not only on the DPOAE,
but also on the iDP to probe the origins of the conflicting results.
5.3 Revisiting the pure-tone response
Due to the nonlinearity of the MET channels and somatic electromotility, the OHCs are
believed to generate iDPs and cause vibrations at the DP frequency by applying a force
on the neighboring structures27. Knowing how the electromotile OHC force varies with
position and frequency is critical to determining the locations of DPOAE generation. How-
ever, measuring the electromotile OHC force experimentally in vivo is unfeasible. In the
model, the force applied by the OHCs on the surrounding structures (i.e. the BM and RL)
is proportional to the voltage difference across the OHC (Equation 2.36, shown here for
convenience):
fohc(t) = ε3∆φohc(t). (5.1)
Measuring the voltage difference across the OHCs (∆φohc, which is called the transmem-
brane potential in the literature) in vivo while maintaining cochlear sensitivity is extremely
challenging (but see Ref. 142). Another method to estimate the electrical output of the
OHCs is to measure the OHC extracellular potential (i.e. potential in the scala tympani
near the BM, φst). In the model, the potential, φst is directly related to the voltage differ-






∆φohc +Cm∆φ̇ohc + isom (5.2)
Because the ST potential, φst , is much smaller than the voltage difference across the OHCs,
∆φohc, varying Rtl has a limited effect on ∆φohc and thus cochlear amplification. While
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slightly less informative than the voltage difference across the OHCs, the extracellular OHC
potential near the BM has been reported experimentally by Dong and Olson in response to a
pure-tone143 and more recently by Dr. Dong in response to a 2-tone stimulus. Comparing
the model extracellular potential with the available experimental data provides a useful
means for estimating whether the force produced by the OHCs is realistic in the model.
5.3.1 Model recalibration motivated by electrical OHC measurements
Although this chapter appears before Chapter 6, chronologically this study occurred after
the work in Chapter 6, which used the 2019 model; see Section 6.3.1 for a discussion
of the differences between the 2018 and 2019 iterations of the model. Early results with
the 2019 model indicated that the model response for the OHC extracellular potential was
significantly different from what has been reported experimentally by Dong and Olson143
(Figure 5.2). At 30 dB SPL, the peak voltage for the model is 180 times (45 dB) larger than
the experimental data, while at 90 dB SPL the model is 360 times (51 dB) larger. Given
this large discrepancy, it was determined that the model electrical parameters needed to be
recalibrated.
Analysis of the electrical model (Figure 2.5, Equation 5.2) indicated that the ST-ground
resistance, Rtl , had a direct influence on the ST potential and could thus be adjusted to
lower the peak magnitude. After applying the adjustment, the peak voltage of the model
for the 30 dB SPL stimulus is nearly identical to the peak voltage in the experimental data
(Figure 5.3). It should be noted that the electrode sensor used by Dong and Olson has an
outer diameter of 28 µm143, which is larger than the width of a single OHC (10 µm6) but
is very similar to the length of the elements in the model (25 µm). At CF, the traveling
wave has a wavelength of 300 µm, and therefore the diameter of the electrode sensor is
less than one-tenth a wavelength143. Dong and Olson concluded that the voltage response
for low stimulus levels at CF originates from the local OHCs with little interference from
more distant OHCs143. Therefore, matching the experiment voltage at CF by varying the
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FIGURE 5.2. Comparison of ST potential from the Bowling 2019 model to experimental
data by Dong and Olson143 taken at the 23.5 kHz best place. (A.) Magnitude. (B.) Phase
relative to the ear canal pressure.
model parameters can be done with confidence that the experiment data is robust against
interference.
In the previous iterations of the model, the electrical parameters of the cochlear ducts
were set to values determined by Strelioff in the early 1970s using earlier measurements
of electrical resistances within the cochlea92. Except for the ST-ground and SM-ground
resistances, Rtl and Rmg respectively, the current model uses parameter values determined
by Teal and Ni93 with an electrical finite element model of the cochlear ducts (see Table
C.3). The value of the ST-ground resistance in the current model (0.273 Ω·m) is, however,
within one order of magnitude of the value reported by Teal and Ni (which varied from
0.028 Ω·m at the base to 0.098 Ω·m at the apex)93. The SM-ground resistance is set to the
value of 27 Ω·m reported by Strelioff92; though this value is about one order of magnitude
larger than the value reported by Teal and Ni at the base (3 Ω·m)93, it is significantly closer
than the previous model which assumed the resistance was infinite.
After calibration, the model ST potential for a 30 dB SPL stimulus has nearly the same
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peak magnitude as the experiment data (relative difference of <2 percent). Additionally, at
30 dB SPL the broadness of the model voltage peak (Q10dB = 3.8) is somewhat similar to
that of the experiment data (Q10dB=5.09). However, the magnitude of the 30 dB SPL model
response at low frequency compared to CF (below 16 kHz) is approximately an order of
magnitude smaller than the experiment data. While the experiment data below 16 kHz is
near the noise floor, the 30 dB SPL response normalized by the ear canal pressure is nearly
identical to that at 40-60 dB SPL (Figure 2B of Ref. 143), suggesting that the experiment
responses at 30 dB SPL are sufficiently above the noise floor (if there was an issue at 30 dB
SPL, the normalized responses would likely be different from the 40-60 dB SPL responses,
which are well above the noise floor). At 90 dB SPL, the magnitude of the model ST
potential is higher than the experiment data at CF (by a factor 2.3) and lower than the data
below CF (by a factor 7.2 at 5 kHz).
FIGURE 5.3. Comparison of ST potential from the current model to experimental data by
Dong and Olson143 taken at the 23.5 kHz best place. (A.) Magnitude. (B.) Phase relative
to the ear canal pressure.
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Both the model and experimental 30 dB SPL data show a noticeable notch (at 14.8 kHz
and 17.5 kHz, respectively) below CF . Dong and Olson reported that this notch (and an
accompanying phase shift) corresponds to the onset of nonlinearity in the BM response143.








At this frequency, the TM and RL move in phase in the shear direction, resulting in reduced
HB deflection81,144. The reduced HB deflection in turn reduces the MET current, which
results in a notch in the voltage. Increasing the TM-shear stiffness, Ktms or decreasing
the TM-shear mass, Mtms, therefore, increases the value of ftms and notch in the voltage.
However, increasing Ktms also causes several issues with the qualitative response of the
model such that despite efforts during calibration, the notch frequency in the model is still
below the notch frequency observed in the experimental data. Because the TM-shear mass
was considered a fixed parameter during calibration, decreasing the TM-shear mass was
not considered.
The pure tone BM response of the current model is compared to experimental data taken
at two longitudinal positions in Figure 5.4. Because none of the structural parameters were
changed from the 2019 model values, there are only minor differences in the BM response
of the 2019 and current models. The most noticeable difference is in the phase (Figures
5.4C-D): the current model phase decreases slightly faster than the 2019 model.
The place-frequency map, BM gain at CF, and quality factor, Q10dB are used to quantify
the pure tone response of the model at all longitudinal positions (Figure 5.5). These model
results were obtained using the linear frequency domain model. At positions in the basal
half of the cochlea, the current active model response peaks at a slightly higher frequency
than the 2019 model (Figure 5.5A). The current model has slightly lower BM gain above
12 kHz and slightly more gain below 12 kHz (Figure 5.5B). Related to the decrease in gain,
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FIGURE 5.4. Comparison of BM pure tone response for the Bowling 2019 and current
models at two longitudinal positions with experimental data taken from Refs.85 and86. A.
and B. Gain of the BM velocity relative to the stapes velocity. C. and D. Phase of the BM
velocity relative to the stapes velocity. A. and C. Experimental data from Ref.86 is given for
30- and 90 dB SPL and 50- and 90 dB SPL stimuli, respectively. B. and D. Experimental
data from Ref.85 is given for 30 and 100 dB SPL stimuli. The vertical dashed lines denote
CF.
the current model is slightly more broadly tuned above 12 kHz (Figure 5.5).
5.3.2 OHC Transmembrane potential and force
As described earlier, it is difficult to measure the voltage difference across the OHCs; as
a result the potential in the ST near the OHCs has been used experimentally to provide
an indirect estimate of the electrical response of the OHCs. The model, however, gives
a prediction of both the voltage difference across the OHCs and the potential in the ST
near the OHCs (Figure 5.6). Near the peak frequency, the voltage across the OHCs is
approximately 210 times larger than the ST potential at 30 dB SPL and 330 times larger
at 90 dB SPL. The decrease in magnitude of the ST potential compared to the voltage
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B. C.
FIGURE 5.5. Comparison of BM pure tone response for the 2019 and current models
and experimental data from4,85,86,75. A. Place-frequency map of the passive and active
models with experimental data4,85,86. B. Amplification of active model relative to passive
model. C. Quality factor, Q10dB, of the tuning of the BM. Model results are compared with
measurements from the 13 kHz85, 27 kHz75, and 34 kHz86 best places. The stimulus levels
used for computing the gain from the experimental data at the 13 and 34 kHz positions were
30 and 100; 30 and 90 dB SPL, respectively. The quality factors for the experiments were
computed from the responses to a 30 dB SPL stimulus.
across the OHCs is explained by the relatively small value of the ST-ground resistance
(0.273 Ω·m) compared to the basolateral resistance of the OHC (21.4 Ω·m at the 23.5 kHz
best place). At 90 dB SPL, the ST potential (Figure 5.6B) varies by less than an order of
magnitude from low frequency to above CF. The voltage across the OHCs at 90 dB SPL,
however, is more tuned and has slightly more variation with frequency (Figure 5.6A). At
90 dB SPL, the voltage across the OHCs has the same order of magnitude (but is slightly
higher) as the saturation voltages reported from in vitro measurements of gerbil OHCs145,
suggesting that the model predicted values of the OHC voltage are not unreasonable.
The force applied by the OHCs on the surrounding structures in response to a pure
tone is shown in Figure 5.7A-B. The electromechanical coupling coefficient, ε3, specifies
the amount of force applied based on the OHC transmembrane potential, ∆φohc (Equation
2.36, Figure 5.7C). The coupling coefficient ranges from 104 pN/mV at the base to 63
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ohc at CF=23 kHz
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FIGURE 5.6. Comparison of transmembrane (∆φohc, A.) and extracellular (φst , B.) poten-
tials in response to a pure tone at the 23 kHz best place. The vertical dashed lines denote the
CF=23 kHz. A. The horizontal dashed line indicates the saturation transmembrane voltage
reported from in vitro measurements145.
pN/mV at the apex and is based on the values reported by Iwasa and Adachi: using in vitro
measurements of the force applied by clamped OHCs and applying a voltage stimulus,
they estimated the electromechanical coupling coefficient at 100 pN/mV with a standard

































































FIGURE 5.7. (A. and B.) Force applied by OHCs on surrounding structures at the 23.5
kHz best place in response to a pure tone stimulus. (C.) Spatial variations of the electrome-
chanical coupling coefficient, ε3. The vertical dashed line denotes the 23.5 kHz best place
and the horizontal dotted line corresponds to the value of the electromechanical coupling
coefficient estimated by Iwasa and Adachi146.
5.4 Two-tone response
Before the model can be used to determine the locations of iDP and DPOAE generation, it
must first be validated against other sets of experimental data. Because much of this work
study focuses on the electrical response of the OHCs; model predictions for the response
to a two-tone stimulus were validated against electrical measurements in addition to the
mechanical/fluid pressure measurements. The two-tone response of the model ST pressure
and potential is validated with experimental data provided by Dr. Wei Dong for three f2/ f1
ratios: f2/ f1=1.05 in Figures 5.8 and 5.11; f2/ f1=1.25 in Figures 5.9 and 5.13; f2/ f1=1.35
in Figures 5.10, and 5.13. In all of these comparison figures, the noise floor from the
experiments is shown on the panels for both the model and experiment because experiment
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and model results should only be compared when the experiments are above the noise floor.
5.4.1 ST pressure
At three primary frequency ratios, both model and experiment show similar variations in
the peak magnitudes as the stimulus level is varied (Figures 5.8, 5.9, and 5.10). As the
stimulus level of the primaries increases, the peaks become broader for both the primaries
and iDP. Around the peaks for both model and experiment, the response at f1 is slightly
smaller than the response at f2, indicating that f2 response suppresses the f1 response.
If the two tones were played individually, the their responses would overlap; that the f1
response is affected by f2 is an example of two-tone suppression.
For f2/ f1=1.05, the model iDP for L=80 dB SPL is significantly smaller than the ex-
periment iDP (Figure 5.8E-F). Comparison of the iDP at low frequency is difficult for the
wider ratios given that most of the experimental data is in the noise floor (Figures 5.9F and
5.10F). In the model iDP response for f2/ f1=1.25 (Figure 5.9E) , there is a small peak that
decreases from 15.3 kHz for the 40 dB SPL stimulus level to 13.2 kHz for the 80 dB SPL
stimulus. A similar peak is observed for the iDP response for f2/ f1=1.35 (Figure 5.10E)
that decreases from 12.76 kHz for the 40 dB SPL stimulus level to 10.59 kHz for the 80
dB SPL stimulus level. Because the abscissa in Figures 5.9E and 5.10E is the 2 f1− f2
frequency, these peaks correspond approximately (especially at the higher stimulus levels)
to when f2 peaks at CF (2 f1− f2=13.0 kHz for f2/ f1=1.25 and 2 f1− f2=10.45 kHz for
f2/ f1=1.35; see the green vertical dashed lines). For f2/ f1=1.25, this peak also corre-
sponds to the transition from forward wave dominated (negative phase slope) to reverse
wave dominated (positive phase slope, Figure 5.9G). The iDP is expected to be gener-
ated around the f2 peak position; the peak in the ST pressure at the iDP and fact that the
forward and reverse waves seem to originate from this position may be evidence that the
DPOAE originates from this region. It should be noted though, that the experimental data
for f2/ f1=1.25 does not show a peak, but instead shows a notch very near f2=CF (notch
95
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FIGURE 5.8. Comparison of the ST fluid pressure two-tone response for the model and ex-
perimental data from Dong147 for f2/ f1=1.05 taken at the 21.7 kHz best place for primary
stimulus levels of 40 to 80 dB SPL in 10 dB steps. (A-D) Response of the primaries. (E-H)
Response of the 2 f1− f2 iDP. (A, C, E, G) Model results. (B, D, F, H) Experimental results
from experiment wg182 taken in the ST 10 µm from the BM. The noise floor from the
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FIGURE 5.9. Comparison of the ST fluid pressure two-tone response for the model and
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FIGURE 5.10. Comparison of the ST fluid pressure two-tone response for the model and




The iDP in the ST pressure is the consequence of both the passive mechanics of the cochlea
and the nonlinear OHC response. Because of the influence of the passive mechanics, it
is quite difficult to estimate where iDPs are generated from the ST pressure alone. The
OHC extracellular potential, however, is much more directly linked to the nonlinear OHC
function, which makes it particularly useful to study iDP generation.
The comparison of model and experimental pure tone ST potential response indicates
that the model is unable to match the experimental voltage response at low frequencies
relative to CF (Figure 5.3). It is therefore unsurprising that the model response of the two
primaries at low frequencies relative to CF is also around 10 dB lower than the experi-
mental data (Figures 5.11A-B, 5.12A-B, and 5.13A-B). However, the response close to the
peak region of the primary responses is more important for iDP generation. For both the
primaries and iDP, the peak voltage around CF is larger in the model than the experiment.
This difference in magnitudes is likely related to the fact that the model tends to overesti-
mate the response potential to a pure-tone at high sound pressure levels and low frequencies
relative to CF (Figure 5.3).
At all three f2/ f1 ratios and stimulus levels, the model responses of the primaries have
a noticeable notch in magnitude near 13.3 kHz that corresponds to the resonance of the
TM-shear mode (Equation 5.3). Even though a clear notch was observed in the pure-tone
experimental results of Figure 5.3143 (albeit at a higher frequency than in the model), no
notch is apparent in the response of the primaries to a two-tone stimulus. The cause of this
discrepancy in the experimental results in unknown, though it should be noted that these
measurements were taken in different animals.
For f2/ f1=1.05, the model and experiment iDPs have similarly shaped peaks around CF
(Figure 5.11E-F). Comparison of the iDP response around CF is difficult for the wider ratios
in part because the limited frequency range of the experimental data (Figures 5.12E-F and
5.13E-F). At the wider f2/ f1 ratios, the model iDP response has a large peak around f2=CF
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(Figures 5.12E and 5.13E) that is more pronounced than the peaks of similar frequency in
the model ST pressure (Figures 5.9E and 5.10E) that were discussed earlier. Like the peaks
in the ST pressure, the peaks in the ST potential decrease in frequency as the primary
stimulus level is increased (Figures 5.12E and 5.13E). For f2/ f1=1.25 and the 80 dB SPL
stimulus (Figure 5.12), the peak (of frequency 12.3 kHz) is below CF= f2 (13.0 kHz). For
f2/ f1=1.35 and 80 dB SPL stimulus (Figure 5.13), the peak (of frequency 10.4 kHz) is
nearly identical to CF= f2 (10.5 kHz). These peaks in the magnitude also corresponds
approximately to transition from forward to reverse traveling waves (Figures 5.12G and
5.13G). At lower stimulus levels and wider f2/ f1 ratios, similar peaks of observed in the
experiment results (Figures 5.12F and 5.13F). For f2/ f1=1.25 and a 50 dB SPL stimulus
(Figure 5.12F), there is a peak at 15.6 kHz (above CF= f2=13.0 kHz) in the experiment
iDP that decreases by less than 1 kHz as the stimulus level is increased (thus it remains
above CF= f2). For f2/ f1=1.35, there is a peak around 12.5-13.0 kHz in the experiment
iDP for 50-70 dB SPL stimuli that does not significantly change frequency with stimulus
level (Figure 5.13F).
Although the model generally under-predicts the magnitude of the ST potential at low
frequencies relative to CF, the magnitude of the potential at f2=CF is similar for both model
and experiment. The model and experiment are within 0.3 dB at f2=CF for f2/ f1=1.25 and
80 dB SPL stimulus (Figure 5.12E-F). For f2/ f1=1.35 and 80 dB SPL stimulus, the model
and experiment are within 5.5 dB (Figure 5.13E-F). However, there are several noticeable
differences between the model and experiment iDP response. Like the response of the
primaries, the experimental iDP is generally largest at low frequencies relative to CF and
decreases slightly as frequency increases to CF (Figures 5.11F, 5.12F, and 5.13F) while the
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FIGURE 5.11. Comparison of the ST potential two-tone response for the model and ex-
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FIGURE 5.12. Comparison of the ST potential two-tone response for the model and ex-
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FIGURE 5.13. Comparison of the ST potential two-tone response for the model and ex-
perimental data from Dong147 for f2/ f1=1.35. All other details are the same as Figure
5.8.
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5.4.3 Comparison of ST pressure and potential peak magnitudes for varied f2/ f1
One surprising difference between the model predictions and the experiments in the previ-
ous figures pertains to the influence of f2/ f1 on the f2 primary response. In the model ST
pressure, the magnitude of the f2 primary response at its CF does not depend significantly
on f2/ f1, while it decreases as f2/ f1 increases in the experiment (Figure 5.14A-B). Using
the f2 primary response at CF in the ST pressure with a 80 dB SPL stimulus as an example,
the magnitude predicted by the model is around 108-109 dB SPL for varied f2/ f1 while
the magnitude from the experiment decreases from 116 dB SPL at f2/ f1=1.05 to 110 dB
SPL at f2/ f1. This decrease in the f2 response magnitude is unexpected because the same
primary stimulus level was used for all f2/ f1. Due to two-tone suppression, it could be
expected that the magnitude of the f2 response would decrease as f2/ f1 decreases due to
an increase in the overlap between the two primary responses (as observed in the model
predictions). However, the opposite trend is observed in the experiments, suggesting that
two-tone suppression is not the cause of the decrease in the f2 primary response. Unlike the
ST pressure,the experiment f2 primary response in the ST potential does not significantly
decrease in magnitude (Figure 5.14D), implying that the results for the ST pressure and
potential are inconsistent.
Several explanations are possible regarding the surprising influence of varying f2/ f1 on
the ST pressure and potential: a reduction in cochlear amplification, a shift in the position
of the pressure sensor during the measurement, or degradation of the pressure sensor during
the measurement. The fact that the f2 response in the ST pressure decreases by 6-7 dB with
increasing f2/ f1 while the ST potential varies by <2 dB implies that a reduction in cochlear
amplification or OHC performance during the experiments is probably not the cause of the
reduction in the ST pressure because the ST potential is more sensitive to the output of the
OHCs than the pressure. If the longitudinal position of the pressure sensor was changed
during the experiment, there would also be a shift in the peak frequency due to tonotopy
(place-frequency map) of the cochlea; however, no such shift in frequency is observed.
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The decrease in the peak magnitudes of the pressure could be explained by a change in the
distance between the sensor and BM (the pressure would decrease as the sensor is moved
away from the BM, Figure 4.4). Another possible explanation is that the pressure sensor
is degraded during the measurements, possibly due to bone fragments (created by the drill
used to access the cochlea) damaging the thin plastic diaphragm at the tip of the sensor.
It is difficult to assess the accuracy of the f2 primary response predictions given the



























































FIGURE 5.14. Magnitude of the f2 response at CF for the model and experiment ST
pressure and potential. (A.) Model ST pressure. (B.) Experiment ST pressure. (C.) Model
ST potential. (D.) Experiment ST potential.
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5.5 Three-tone response
5.5.1 Overview of 3-tone response
In experiments, applying a third stimulus tone has been effectively used to affect the region
of iDP and DPOAE generation136. Adding a third tone with a relatively large stimulus
level will cause saturation of the MET current. The amount of saturation is related to the
HB deflection at f3. Figure 5.15 shows the magnitude of the HB deflection in response to a
high level tone (a third tone suppressor). In Figure 5.15 (and Figures 5.16, 5.22, 5.23, and
5.24), shading is used to indicate the spatial extent over which the magnitude of the HB
deflection at f3 is large.
FIGURE 5.15. Magnitude of the HB deflection in response to a third tone at f3=17.01 kHz
at 90 dB SPL. The response is normalized by the peak magnitude. The shading denotes the
region of large HB deflection at f3.
The effect of applying a third stimulus tone of frequency f3 near f2 on the BM velocity
response of the two primaries and iDP is examined in Figure 5.16. Due to the relatively high
stimulus level of the two primaries (80 dB SPL), the MET current for the two primaries is
nearly saturated such that the third tone only slightly suppresses the responses at f1 and f2
(adding f3 reduces the peak magnitudes of f1 and f2 by 3.0 and 3.5 dB, respectively, Figure
5.16A). However, the response of the iDP in the 3-tone case is dramatically reduced from
the 2-tone case (generally ≥20 dB) at all positions. In addition to the response on the BM,
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the DPOAE (ear canal pressure at 2 f1− f2, not shown in Figure 5.16) is reduced by 22 dB
when the third tone is added. This reduction in the iDP and DPOAE response is due to the
third tone saturating the MET current and thereby significantly decreasing iDP generation.
These results also imply that in response to the two-tone stimulus, the DPOAE primarily
originates from the shaded region where the f3 HB response has a large magnitude.
FIGURE 5.16. BM velocity response of the primaries and iDP for 2- and 3-tone stimuli for
f2/ f1=1.25 with f1=16 kHz and f2=20 kHz both at 80 dB SPL. The third tone was set to
f3=18.5 kHz at 90 dB SPL. (A.) Magnitude. (B.) Phase. The vertical dashed lines denote,
from left to right, the f2, f1, and 2 f1− f2 peak positions from the 2-tone response. The
intensity of the shading denotes the normalized magnitude of the HB deflection at f3.
5.5.2 Comparison of model and experiment responses
In the remainder of this section, the response of the model to a three-tone stimulus is com-
pared to experimental data provided by Dr. Wei Dong. The purpose of this comparison is to
validate the effects of suppression on the model response and to determine how varying the
frequency of the third tone relative to the primaries affects iDP generation and DPOAEs.
In contrast with Figure 5.16, the location of the measurement and ratios f2/ f1 and f3/ f2
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are fixed while the frequencies f1, f2, and f3 are varied continuously.
In Figure 5.17, the effect of applying a third tone at a frequency f3 > f2 is given. When
the third tone is slightly above f2 ( f3/ f2=1.15), the f2 response is suppressed compared to
the two-tone response (Figure 5.17A-B). Near CF, the magnitude of the model f2 response
is decreased by nearly 10 dB ( f3/ f2=1.15, Figure 5.17A) while the magnitude of the exper-
iment f2 response is decreased by more than 20 dB (Figure 5.17B). When the third tone is
farther above f2 ( f3/ f2=1.5), the f2 response is not significantly affected: the model peak
magnitude is essentially unchanged and the experiment peak magnitude decreases by less
than 3 dB. The model f1 responses for both f3/ f2 ratios are not affected by the third tone
due to the small amplitude of f3 over the region where the f1 response is large (Figure
5.17A). While the experiment f1 response for f3/ f2=1.5 is unaffected by the third tone, the
f1 response for f3/ f2=1.15 is reduced by more than 20 dB (Figure 5.17B).
For the 2-tone stimulus, the peak magnitudes of the model primaries are within 2 dB of
the peak magnitudes of the experiment primaries (Figure 5.17A-B). The peak magnitude
of the model 2-tone iDP, however, is approximately 10 dB higher than the peak of the
experiment iDP (Figure 5.17E-F). Applying the third tone slightly above f2 ( f3/ f2=1.15)
results in a ≈5 dB decrease in the model iDP response (Figure 5.17E) and much larger
decrease of more than 20 dB for the experiment iDP (Figure 5.17F). The addition of the
third tone also reduces the DPOAE (Figure 5.18A-B). Because f3/ f2 is fixed, the third
tone has a similar effect on the primaries and DPOAE regardless the frequency. As a
result, for f3/ f2=1.15 the third tone results in a fairly consistent decrease of 5-10 dB in the
model (Figure 5.18A), similar to the decrease on the BM (Figure 5.17E). The experiment
DPOAE for f3/ f2=1.15 has a much larger decrease in magnitude (>10 dB) relative to the
2-tone data (Figure 5.18B). The decrease in the iDP BM response and DPOAE indicate
that the f3/ f2=1.15 third tone is able to reduce iDP generation in the region from where
the DPOAEs originate.
Applying the third tone further above f2 ( f3/ f2=1.5) has minimal effect on both the
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model and experiment iDP (Figure 5.17E-F). Similarly, the third tone has only a very lim-
ited effect on the model and experiment DPOAE (Figure 5.18A-B). The fact that the iDP
and DPOAE are unaffected when f3/ f2=1.5 implies that there are no iDP generators in the







































































































































FIGURE 5.17. Comparison of the BM velocity response for two- and three-tone stimuli for
the model and experimental data from Dong147 for f2/ f1=1.25 at the 12.5 kHz best place
for primary stimulus levels of 60 dB SPL and a third tone of frequency f3 above f2 at 70 dB
SPL. (A-D) Response of the primaries and third tone. (E-H) Response of the 2 f1− f2 iDP.
(A,C,E,G) Model results. (B,D,F,H) Experimental results from gerbil experiment 80. The
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f3 below f1, L=50 dB SPL






FIGURE 5.18. Comparison of the DPOAE (DP in the ear canal) for the model and experi-
ment in response to a 2- or 3-tone stimulus. The noise floor from the experiment is plotted
as a black dash-dotted line on both the experiment and model panels. (A. and C.) Model
results. (B. and D.) Experiment results. (A. and B.) The primary stimulus level was 60 dB
SPL and the third tone of frequency f3 was at 70 dB SPL. (C. and D.) The primary stimulus
level was 50 dB SPL and the third tone was at 60 dB SPL.
Applying a third tone with a frequency close to 2 f1− f2 suppresses the iDP response
around CF=2 f1− f2 (Figure 5.19). In this case, the third tone has minimal to no effect on
the response of the primaries, both for the model and experiment (Figure 5.19A-D). The
third tone has no effect on the primaries because the response of the third tone is very small
at the peaks of the response to the primaries (Figure 5.19) and the primaries are already
decreasing where the third tone peaks. Surprisingly, the experiment 2-tone iDP does not
peak at 2 f1− f2=CF (vertical red dashed line, Figure 5.19F). This is inconsistent with both
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the model results (Figure 5.19E) and similar 2-tone experimental results in Figure 5.17F,
which all show a peak in the iDP response when 2 f1− f2=CF. The peak of the iDP response
(at 2 f1− f2=CF) is reduced by nearly 15 dB for the model when the third tone is added
(Figure 5.19E). For the experiment, the decrease is at least 15 dB; it may be even more than
that but the iDP for the 3-tone is in the noise so an exact value of the decrease cannot be
determined (Figure 5.19F). These decreases in the iDP response, however, do not have an
effect on the DPOAE for both model and experiment (Figure 5.18C-D), indicating that the
DPOAE measured in the ear canal does not originate from the best place of the iDP.
In this section the model responses of the BM and DPOAE for 2- and 3-tone stimuli
were compared to experimental data. Both model and experiment show suppression of the
iDP and DPOAE when a third tone is added at f3 = 1.15 f2; however, the model appears
to underpredict the amount of suppression. When a third tone of frequency f3 is applied
either farther above f2 (i.e. when f3 = 1.5 f2) or below f1 (i.e. when f3 = f1/1.35), both




















































































































FIGURE 5.19. Comparison of the BM velocity response for two- and three-tone stimuli for
the model and experimental data from Dong147 for f2/ f1=1.25 at the 12.5 kHz best place
for primary stimulus levels of 50 dB SPL and a third tone below f1 at 60 dB SPL. Other
details are the same as Figure 5.17.
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5.6 Estimating locations of iDP generation
5.6.1 Applying local damage
To mimic the effect of local OHC damage, one of the parameters closely associated with
the OHCs, the MET current, iMET , was set to zero over a small region (Figure 5.20):
iMET (uhb/rl) = w(x)iMET,baseline(uhb/rl) (5.4)
where iMET,baseline is defined by Equation 2.34 and w(x) is the local damage profile. Set-
ting w(x) = 1 represents the baseline, healthy cochlea. Setting w(x) = 0 represents damage,
where the MET current and nonlinearity are eliminated. While applying a third tone can
cause saturation of the MET current over a relatively large extent of the cochlea, applying
local damage in the model causes total elimination of the MET current over a well de-
fined, and potentially narrow, spatial region. Any abrupt change in the spatially-dependent
cochlear properties will cause reflections; to minimize these reflections there is a smooth
transition (using a raised cosine, Figure 5.20) between the “undamaged” baseline regions
to the “damaged” region.
FIGURE 5.20. Weighting function for applying local damage. The intensity of the shading
denotes the value of w(x).
The effect of applying local damage near the f2 peak on the BM velocity response of
the two primaries and iDP is examined in Figure 5.21. Due to the relatively high stimulus
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level (80 dB SPL), the MET current for the two primaries is nearly saturated such that
the damage has minimal effect on the response of the primaries (although the peak of
the f1 response is reduced slightly). The response of the iDP from the damaged case is
significantly reduced at nearly all positions from the base to beyond the iDP best place
(Figure 5.21A). In addition to reducing the response on the BM, the local damage reduces
the DPOAE (ear canal pressure at 2 f1− f2) magnitude by more than 15 dB.
FIGURE 5.21. BM velocity response of primaries and iDP for baseline and local damage
for f2/ f1=1.25 with f2=20 kHz at 80 dB SPL. The local damage was applied at xc=0.28
cm. (A) Magnitude. (B) Phase. The vertical dashed lines denote, from left to right, the f2,
f1, and 2 f1− f2 peak positions for the baseline model. The intensity of the shading denotes
the value of w(x) for the locally damaged model.
5.6.2 Effect of local damage or third tone on BM and extracellular potential
In the next three figures, the effects of applying local damage or a third tone on the spatial
responses of the BM and OHC extracellular potential iDPs are reported for three cases: (1)
affecting a region very basal to the f2 peak (Figure 5.22); (2) affecting the region between
the f2 and f1 peaks (Figure 5.23); (3) affecting the region around the 2 f1− f2 peak (Figure
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5.24). In all three cases, the third tone frequency and local damage positions were chosen
such that they affected similar longitudinal positions (i.e. the center of the local damage
(xc, Figure 5.20) was chosen to correspond approximately to the peak of the third tone
response). It should be noted, however, that added a third tone or local damage are not
equivalent; the third tone tapers off slower and affects a slightly larger region compared to
the local damage (Figures 5.20 and 5.15).
For the case shown in Figure 5.22, applying damage or third tone at a frequency well
above f2 results in a change in the DPOAE of less than 0.1 dB. The response of the BM
velocity is similarly unaffected by the damage or third tone (Figure 5.22). This also im-
plies that iDP BM response is due to iDP generators located apical to the affected region.
However, the iDP response on the voltage are reduced by the damage or third tone. This
suggests that there is some local DiP generation at these positions, but because the DPOAE
was unaffected, these generators do not significantly contribute to the DPOAE. The damage
and third tone have minimal effect on the BM and voltage apical to x=0.2 cm. Combined
with the fact that the DPOAE was unaffected, these results indicate that for the stimulus pa-
rameters considered here ( f2/ f1=1.25 and f2=20 kHz at 80 dB SPL), all the iDP generators
that contribute to the DPOAE are located apical to the affected region.
When the location of the local damage and frequency of the third tone are selected to
affect the region between the f2 and f1 peaks (Figure 5.23), the DPOAE is significantly
reduced. Additionally, the iDP BM velocity and extracellular voltage are reduced signifi-
cantly at all longitudinal positions. Applying local damage resulted in a 15 dB decrease in
the DPOAE while the third tone resulted in a 29 dB decrease. BM and voltage responses
are significantly reduced between the f2 and f1 peaks. At the iDP best place, BM and volt-
age are reduced by similar amounts (approximately 10 dB). When local damage is applied,
the iDP BM response is reduced at the base by nearly 15 dB while the voltage is reduced by
7 dB (Figure 5.23A). When a third tone is applied, the BM response at the base is reduced
by 27 dB while the voltage is reduced by 13 dB (Figure 5.23B). For both the local damage
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FIGURE 5.22. Comparison of the effects of adding either local damage or a third tone at a
basal position on the spatial response of the iDP on the BM and extracellular voltage. The
primary frequency ratio is f2/ f1=1.25 with f2=20 kHz at 80 dB SPL. A. Local damage
applied at xc=0.10 cm. B. A third tone added at f3=39 kHz ( f3/ f2=1.95) at 90 dB SPL.
The vertical dashed lines denote, from left to right, the f2, f1, and 2 f1− f2 peak positions
for the baseline model.
and third tone, the BM response at the base and DPOAE are reduced by similar amounts
(15 dB for damage and 27-29 dB for third tone). Before the iDP makes it into the ear canal
to appear as a DPOAE, it must first transit the base of the cochlea as a reverse traveling
wave (Chapter 4). This fact (along with the model assumption that the middle ear is a lin-
ear system), explains why the iDP BM response at the base and DPOAE are reduced by
similar amounts when local damage or a third tone are applied. The significant reduction
in the DPOAE when either local damage or a third tone are applied to affect the region
between the f2 and f1 peaks indicate that this region contains many of the iDP generators
that contribute to the DPOAE.
When the location of the local damage and frequency of the third tone are selected to
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FIGURE 5.23. Comparison of the effects of adding either local damage or a third tone at a
position between the f2 and f1 peak positions on the spatial response of the DP on the BM
and extracellular voltage. The primary frequency ratio is f2/ f1=1.25 with f2=20 kHz at 80
dB SPL. A. Local damage applied at xc=0.28 cm. B. A third tone added at f3=17.01 kHz
at 90 dB SPL. The vertical dashed lines denote, from left to right, the f2, f1, and 2 f1− f2
peak positions for the baseline model.
affect the region around the iDP peak (Figure 5.24), the DPOAE is only minimally affected.
Applying local damage resulted in a 2.54 dB increase in the DPOAE while the third tone
resulted in a 0.81 dB decrease. Given the small changes in the DPOAE, the effects of the
local damage or third tone were likely not limited to just the region around the iDP best
place and may have extended towards the f1 peak. The local damage and third tone most
significantly affect the iDP response only around the iDP peak. Because the model does
not include roughness, no iDPs are expected to be generated around the iDP best place, and
so most iDP generation is basal to the f1 peak. Since the local damage and third tone do
not affect significantly affect the response basal to x=0.35 cm, none of the iDP generators
that contribute to the DPOAE were affected and thus the DPOAE is relatively unaffected.
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FIGURE 5.24. Comparison of the effects of adding either local damage or a third tone near
the 2 f1− f2 peak on the spatial response of the DP on the BM and extracellular voltage.
The primary frequency ratio is f2/ f1=1.25 with f2=20 kHz at 80 dB SPL. A. Local damage
applied at xc=0.42 cm. B. A third tone added at f3=9.01 kHz at 90 dB SPL. The vertical
dashed lines denote, from left to right, the f2, f1, and 2 f1− f2 peak positions for the baseline
model.
5.6.3 Effect of varying f3 and local damage on DPOAE for fixed f1 and f2
The comparison of model and experiment results with a three-tone stimulus (Figures 5.17,
5.19, and 5.18) fixed the ratio f3/ f2 and varied f2 (and thus f3). Another common approach
used experimentally is to fix f1 and f2 while varying f3 148. This second approach enables
determining when a third tone will have the most significant effect on iDP generation and
the DPOAE and is considered in this section.
Applying local damage or adding a third stimulus tone have different effects on iDP
generation, even when they affect similar positions. The effects of varying either the po-
sition of local damage or f3 on the DPOAE are compared with the extracellular voltage in
Figure 5.25 for three f2/ f1 ratios with fixed f2. The DPOAEs corresponding to the iDP
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responses presented in Figures 5.22, 5.23, and 5.24 are indicated with arrows in Figure
5.25B. Applying local damage effectively disables the iDP generators over the affected
area. By fixing f2 and f1 while varying the position of the local damage, the DPOAE in the
locally damaged model will be affected when the damage is in the regions of iDP genera-
tion. Similarly, adding a third tone causes saturation of the MET current and a reduction in
iDP generation.
Applying damage or a third tone at either very basal or very apical positions relative
to the peak positions has minimal to no effect on the DPOAE, indicating that no DPOAEs
originate from these regions. For f2/ f1=1.05 (Figure 5.25A), local damage actually results
in an increase in the DPOAE relative to the baseline undamaged 2-tone DPOAE. For the
local damage, this region of increased DPOAE extends relatively far both basal to the f2
best place and apical to the 2 f1− f2 best place (xC=0.16-0.36 cm for the damage to cause
a >3 dB change in the DPOAE). Applying a third tone can result in either suppression
or enhancement of the DPOAE, depending on f2/ f1 and f3. At narrow f2/ f1 ratios and
high stimulus levels, both primaries are large over a relatively wide region, providing a
large region for iDP generation. The phase of the primaries (φ1 and φ2) and thus iDP
(which varies with 2φ1−φ2) varies with position (Figure 5.21B). Distortion sources with
opposite phase can cancel each other to reduce the overall emission. Applying a third tone
with f2/ f1=1.05 (Figure 5.25A) results in a >3 dB change in the DPOAE when the third
tone peak position is between 0.17 cm and 0.36 cm (similar to the local damage). At a
narrow ratio, some of this cancellation very like occurs in the baseline model; applying
local damage or third tone can eliminate distortion sources that would otherwise interfere
with other sources, resulting in an overall larger emission.
At wider f2/ f1 ratios (Figures 5.25B-C), the damage and third tone reduce the DPOAE
most significantly when the affected region occurs between the f2 and f1 peak positions,
suggesting that the DPOAE primarily originates from this region. For f2/ f1=1.25 (Figure
5.25B) and f2/ f1=1.35 (Figure 5.25C), applying local damage between xC=0.20-0.45 cm
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and xC=0.21-0.52 cm, respectively, results in a >3 dB change in the DPOAE. Applying a
third tone when f2/ f1=1.25 and 1.35 results in a >3 dB change in the DPOAE when the
third tone peaks between 0.20 to 0.52 cm and 0.19 to 0.48 cm, respectively.
This analysis uses a smooth cochlear model, so no DPOAEs are expected to come
from the reflection source near the iDP best place. However, even with using a raised
cosine to transition between unaffected and damaged regions (Figure 5.20), the damage
still causes a change in the impedance of the cochlear partition that can cause reflections.
The impedance change likely generates some reflections and possibly explains the changes
in DPOAE amplitude when the damaged region is near the iDP best place. The variations
in the DPOAE when the third tone peaks at a position very apical to the iDP best place
(Figures 5.25B-C) may be due to the relatively broad region affected by the third tone,
especially at low frequencies (Figures 5.15 and 5.16).
For f2/ f1 = 1.25 and 1.35 (Figures 5.25B-C), the extracellular potential, φst , has peaks
at the 2 f1− f2 and f2 best places (like Figures 5.12 and 5.13). The peak at the f2 best
place is due to nonlinear distortion of the two primaries while the peak at 2 f1− f2 is due to
amplification of the iDP response by the cochlear amplifier. The peak in the iDP extracel-
lular potential at the f2 peak position corresponds to the positions that result in the largest
decrease in the DPOAE when damage or a third tone is applied, indicating that most of the
iDP generators that contribute to the DPOAE are located in this region.
An alternative approach for presenting the change in DPOAE when the third tone is
applied is to change the abscissa from the third tone peak position to f3/ f2 (Figure 5.26).
This approach better relates to the results presented previously for various f3/ f2 ratios
(Figures 5.17, 5.19, and 5.18). For f2/ f1=1.05 (Figure 5.26A), applying a third tone results
in a >3 dB change in the DPOAE when f3/ f2=0.58-1.5. At f2/ f1=1.25 and 1.35 (Figures
5.26B-C), applying a third tone results in a >3 dB change in the DPOAE when f3/ f2=0.28-
1.15 and 0.38-1.20, respectively. These results are comparable with the findings by Martin

































































































FIGURE 5.25. iDP ST potential and change in DPOAE level resulting from local damage
or a third tone for several f2/ f1 ratios with f2=20 kHz at 80 dB SPL. The third tone stimulus
level was set to 90 dB SPL and the abscissa is the peak position of the third tone response.
For the local damage, the abscissa is given by xc, is the center of the local damage (Figure
5.20). The vertical dashed lines denote, from left to right, f2, f1, and 2 f1− f2. The arrows
in panel B. indicate the DPOAEs corresponding to the spatial responses shown in, from left
to right, Figures 5.22, 5.23, and 5.24, respectively. The scale bar in A. indicates the spatial
extent of the local damage (Figure 5.20).
( f3/ f2=1.26)135. These results are also comparable with measurements of DPOAEs in
humans made by Martin et al.148; they reported a 2-4 dB change in the DPOAE even
when f3/ f2=2 (i.e. f3 is a full octave above f2). These results might suggest that the iDP
generators that contribute the most to the DPOAE are located between the f2 and f1 peaks
and that there are also iDPs generated at more basal positions that can contribute (albeit a
small amount) to the DPOAE (as suggested by Martin et al.135). However, the effect of the
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third tone is large for a relatively wide region after its peak (Figures 5.17 and 5.19), such
that even when f3 is reasonably higher than f2, the third tone response can still affect the
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FIGURE 5.26. Change in DPOAE level resulting from a third tone for several f2/ f1 ratios
with f2=20 kHz at 80 dB SPL. The third tone stimulus level was set to 90 dB SPL and the
abscissa is f3/ f2. The vertical dashed lines denote, from left to right, 2 f1− f2, f1, and f2.
The arrows in panel B. indicate the DPOAEs corresponding to the spatial responses shown
in, from right to left, Figures 5.22, 5.23, and 5.24, respectively.
5.6.4 Estimating locations of DP generation for varied f2/ f1 and primary stimulus
levels
The results from Figure 5.25 are further expanded in Figure 5.27 for more f2/ f1 ratios and
shows many of the same trends. As in Figure 5.25A, at very narrow f2/ f1 applying location
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damage results in enhancement of the DPOAE (corresponds to the blue regions), while
at wider ratios there is significant suppression (corresponding to the red regions, Figure
5.27A). Similarly, applying a third tone causes regions of enhancement and suppression at
narrow f2/ f1 but only suppression at wider f2/ f1 ratios (Figure 5.27B). For f2/ f1 > 1.15,
the most dramatic decrease in the DPOAE occurs when the damage is applied between
the f2 and f1 peak positions (Figure 5.27A, similar to Figure 5.25B-C). Similarly, when
a third tone is applied (Figure 5.27B), the most dramatic decrease in the DPOAE occurs
between f2 and f1. The results for applying local damage or a third tone indicate that most
of the sources that contribute to the DPOAE occur in the region between the f2 and f1 peak
positions. The regions of suppression that occur apical to the 2 f1− f2 peak position when
the third tone is applied are likely due to the relatively broad nature of the f3 peak resulting
from the high stimulus level (90 dB SPL, Figure 5.15).
The iDP extracellular voltage response for all f2/ f1 =1.05-1.35 (Figure 5.27C) demon-
strate many of the features already identified from the voltage responses in Figure 5.25.
At f2/ f1=1.05, the iDP extracellular voltage response is large over a relatively wide region
compared to the locations of the primary and iDP peak locations. As f2/ f1 is increased, this
wide region separates into two distinct peaks: one between the f2 and f1 peak positions cor-
responding to nonlinear distortion and a second at the 2 f1− f2 best place that corresponds
to the amplification of the 2 f1− f2 response by the cochlear amplifier. For f2/ f1>1.2, the
iDP extracellular voltage response is always >10 dB below the peak response for positions
basal to the f2 peak position, indicating a lack of iDP generation in these basal regions.
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FIGURE 5.27. Locations of iDP generation that contribute to the DPOAE determined by
the extracellular voltage, φst , and applying either local damage or a third tone. For all
results, f2 was set to 20 kHz with a stimulus level of 80 dB SPL. The dashed lines denote,
from left to right, the f2, f1, and 2 f1− f2 peak positions. (A.) Effect on DPOAE when
local damage is applied for a 2-tone stimulus. The abscissa is the center of the applied
local damage, xC (Figure 5.20). The scale bar indicates the spatial extent of the local
damage. (B.) Effect on DPOAE when a third tone at 90 dB SPL is applied. The abscissa is
the peak position of f3: x3. (C.) Extracellular voltage of the undamaged model in response
to a 2-tone stimulus normalized by the peak iDP response for each f2/ f1.
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5.7 Discussion
5.7.1 Strengths and limitations of the electrical model
Early analysis of the pure-tone response of the extracellular potential indicated that the
model response was several orders of magnitude larger than the response reported experi-
mentally (Figure 5.2). After the model was recalibrated, the model estimate of the extracel-
lular potential around CF for a low level pure-tone stimulus was comparable to the values
reported experimentally (Figure 5.3). Having the model predict a similar magnitude to the
experiment around the peak is important for this work because most iDP generation is ex-
pected to occur around the f2 and f1 peaks. During model calibration, it was found that the
model was unable to match the experiment at low frequencies relative to CF (Figure 5.3).
However, if longitudinal electrical coupling was added to the scalae (referred to as electri-
cal cables79, Figure 5.28), the model was able to match the experiment voltage data both
at CF and low frequencies relative to CF (Figure 5.29). These cables represent the flow of
current through the cochlear ducts and allow neighboring OHCs to directly interact. When
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The space constant provides an estimate of the length scale (and thus number of rows
of OHCs) over which neighboring OHCs directly interact (the model without cables corre-
sponds to rst =∞). Adjusting the resistances of the ST-ground and longitudinal ST coupling














































FIGURE 5.28. Circuit diagram of the electrical model with electrical cables included.
5.29) resulted in a space constant (λst =
√
Rtl/rst = 134 micron, “With cables, C” in Figure
5.29) that was larger than values reported experimentally (40-80 micron)149,143. A more
significant issue that limits the use of the models with cables, however, is that including
cables increases the stiffness of the system of ODEs that govern the nonlinear dynamics of
the cochlear model (Equation 2.55). This increase in stiffness results in a dramatic decrease
in the runtime performance of the time domain model (40x slower) that makes the use of
the models with cables unfeasible. Despite efforts to improve the time domain runtime per-
formance (Appendix D), this reduction in performance is similar to previous analysis by
Meaud and Lemons82, in which they reported a factor 46 reduction when cables are added
to the model. A potential method for bypassing this computational issue is to solve for the
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response with a nonlinear frequency domain model using a harmonic balance approach (as
previously done by Meaud and Grosh80,81). Due to the significant runtime performance
issues associated with adding electrical cables, all model results in this chapter, with the
exception of Figure 5.29, were obtained from a model that does not include electrical cables
(Figure 2.5).
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FIGURE 5.29. Response of extracellular voltage for linear active models that include elec-
trical longitudinal cables with comparison to experimental data taken by Dong and Ol-
son143 at the 23.5 kHz best place. The electrical model parameters for the models are listed
in Appendix C.
5.7.2 Comparison of model and experiment 2- and 3-tone responses
A comparison of model and experiment 2- and 3-tone responses was presented to validate
the model and determine if the model OHC output is realistic. The peak magnitudes of
the f2 response at CF in the ST pressure were all within 10 dB of the magnitudes reported
from the experiments (Figure 5.14). Like the pure-tone response, the model underpredicts
the ST potential at low frequencies relative to CF for the 2-tone response when compared
to the 2-tone experimental data.
When a third tone was added to the stimulus, both model and experiment results indi-
cated suppression effects in the iDP response and ear canal DPOAE. The amount of sup-
pression in the model results was consistent with that of the experiment when the third tone
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was applied either well above f2 ( f3/ f2=1.5, Figure 5.17) and near 2 f1− f2 ( f3 = f1/1.35,
Figure 5.19). Additionally, like in the experiment, the model predicts suppression when
the third tone is applied just above f2 ( f3/ f2=1.15, Figure 5.17), although the model un-
derpredicts the amount of suppression compared to the experiments. The results of these
comparison studies have indicated that the model is able to match some key features in
the iDP and DPOAE response, including the presence of a peak in the response of the ST
pressure and potential located near f2=CF and the suppression effects when a third stim-
ulus tone is added. Given that the model matches several key features observed in the
experimental data, and that the weaknesses of the model (e.g. the model underpredicts
the extracellular potential at low frequencies relative to CF) have been identified and can
be accounted for in analysis of the model results, the model is a useful tool to study the
locations of iDP and DPOAE generation.
5.7.3 Locations of iDP and DPOAE generation
Distortion products are generated in the cochlea in response to a two-tone stimulus due to
nonlinear distortion between the stimulus tones that is most significant between the two
tones’ peak positions. This nonlinear distortion appears as a peak in the iDP extracellu-
lar voltage response near f2=CF, both in the model and experiment and as the transition
between reverse-dominated traveling waves and forward-dominated traveling waves in the
model iDP extracellular voltage response phase.
The locations of DP generation were investigated by applying either a third stimulus
tone or local damage and then comparing the DP responses to that from the undamaged
2-tone DP response. The results suggest that the generation of iDPs that contribute to the
DPOAE broadly spans the region between the primary frequency peaks. At narrow ratios,
the overlap region of the primaries is relatively large and extends basal and apical to the f2
and f1, respectively, peak positions. Distortion sources with opposing phases can interact
to reduce the overall DPOAE level136,148, such that applying damage or a third tone can
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result in enhancement of the DPOAE due to the elimination of some sources that would
otherwise interfere and reduce the DPOAE. When damage or a third tone are applied to
affect positions far basal to the f2 peak, the response of the ST potential is reduced, but the
BM and DPOAE are unaffected. This suggests that some iDPs are generated in the basal
region, but they have a relatively small amplitude and do not contribute significantly to the
DPOAE. When damage or a third tone are applied to affect positions between the f2 and
f1 peak positions, the BM, ST potential, and DPOAE responses are reduced significantly,
suggesting that most of the distortion source generators that contribute to the DPOAE are
located between the f2 and f1 peak positions. Applying damage or a third tone to affect
the region around the iDP peak results in a decrease in the BM and ST potential responses
around the peak, but not the DPOAE, indicating that none, or very little, of the generators
that contribute to the DPOAE are located around the iDP peak position.
Martin et al. reported changes in the DPOAE when a third tone was added one-third
octave above f2 and interpreted these results as evidence of basal DPOAE generators135.
The results of this study, however, indicate that a third tone might overestimate the basal
extent of the region of DPOAE generation due the third tone affecting the f2 response at
positions apical to the third tone’s peak position. Additionally, the model does not predict
that DPOAE originates from this basal region, in part because, for wider f2/ f1, the iDP ST
potential response is very small basal to the f2 best place and thus implying that OHCs in
this region are not generating significant iDPs.
5.8 Summary of contributions and conclusions
In this study, the computational model was used to estimate the locations of distortion
product generation. The model was re-calibrated so that the model ST potential response
to a low level pure-tone had a similar peak magnitude to that reported in experimental data.
The model was then validated with 2- and 3-tone experimental data. This validation study
revealed which aspects of the experimental data the model is able to match and those with
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which it struggles. Model results show a prominent peak in the extracellular potential iDP
response that corresponds approximately to nonlinear distortion around the f2 best place.
This peak corresponds to the location of most significant iDP and DPOAE generation and
the position at which applying either local damage or a third stimulus tone has the most
significant effect on the DPOAE. The results of this study indicate that using a third tone
may overestimate the extent of basal DPOAE generation and should be considered when a
third tone is applied to study the DPOAE in clinical and academic settings.
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CHAPTER 6
EFFECTS OF REDUCED TECTORIAL MEMBRANE
LONGITUDINAL COUPLING ON COCHLEAR
STABILITY AND SPONTANEOUS OTOACOUSTIC
EMISSIONS
6.1 Chapter overview
Recent experiments in genetically modified mice have demonstrated that mutations of the
genes expressed in the tectorial membrane can significantly enhance the generation of
SOAEs. Multiple untested mechanisms have been proposed to explain these unexpected
results. In this study, a cochlear model ( the Bowling 2019 model) is used to demonstrate
that altering the viscoelastic properties of the TM tends to affect SOAE generation in a
manner similar to what has been observed in the experiments. Furthermore, model results
demonstrate that altering the viscoelastic properties of the TM affects the linear stability of
the cochlea and the cochlear response to low amplitude stimuli.
6.2 Introduction
The tectorial membrane (TM, Figure 1.4) is an extracellular matrix that is located directly
above the OHCs and whose role in cochlear amplification is actively debated150,151,152,143,13,14.
The TM contains collagen fibrils embedded in a striated sheet matrix153,154 that consists of
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non-collageneous proteins, including α-tectorin (TECTA), β -tectorin (TECTB) and CEA-
CAM16. Mutations of the genes that encode the TM proteins affect important charac-
teristics of cochlear function, such as the sensitivity155,156 and tuning157 of the cochlear
response to sound. Interestingly, recent experiments in transgenic mice have also shown
that altering the properties, structure and morphology of the TM tends to enhance the gen-
eration of SOAEs65,66,67. This could imply that the TM helps maintain cochlear stability
and prevent the generation of too many spontaneous oscillations. Beyond its fundamental
scientific significance, studying the effect of TM genetic mutations could have clinical im-
plications, since several TM mutations have been linked to hereditary hearing disorders in
humans: for example, the TectaY 1870C/+ and Ceacam16 knock-out (KO) mice are models
for human deafness DFNA8158 and DFNA4B159, respectively.
However, TM mutations typically have multiple effects on the morphology and prop-
erties of the TM, making it difficult to link individual changes in TM properties to the
observed changes in cochlear physiology using an approach based only on experiments.
For example, multiple TM mutations are known to affect its mechanical properties: both
the Tectb KO and the TectaY 1870C/+ mutations tend to reduce the shear stiffness of the
TM160,161,162 but only the TectaY 1870C/+ TMs have lower shear viscosity than the wild-
type (WT) TMs161. Additionally, a loss of the Hensen’s stripe157 (a narrow ridge normally
located on the bottom surface of the TM) is observed in Tectb KO mice; the presence of
holes are observed in the TM of Ceacam16 KO65 and TectaY 1870C/+ mice163.
Theoretical results60, along with analysis of the relationship between cochlear tuning
and the spatial extent of longitudinal TM waves161, suggest that TM properties, and partic-
ularly the viscosity of the TM, influence the sharpness of cochlear tuning. Because tuning
and linear stability are tightly linked in a dynamical system, the hypothesis of this work is
that changes in the TM mechanical properties enhance the generation of SOAEs. A phys-
iologically motivated computational model of the gerbil cochlea (Bowling 2019 model) is
used to examine this hypothesis.
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6.3 Changes to cochlear model
6.3.1 Adding longitudinal coupling to the TM-bending mode and model recalibra-
tion
Previous version of the model (Ref. 82 or the Bowling 2018 model) only included longitu-
dinal coupling for the TM-shear mode, but not the TM-bending mode. Given the centrality
of TM longitudinal coupling on this research, longitudinal coupling was added to the TM-
bending mode (using the same coupling stiffness and viscosity as the TM shear mode,
Equations 2.21 and 2.22). The addition of longitudinal coupling to the TM-bending mode
necessitating a slight recalibration of the model relative to the Bowling 2018 model. Ul-
timately, only two parameters of the model were adjusted from the Bowling 2018 model:
the TM-bending mass and the saturating hair bundle conductance, Gmaxa (Equation 2.34,
parameters are listed in Appendix C). As with the Bowling 2018 model, the saturating
HB conductance was adjusted such that the sensitivity of the BM response is similar to
experimental measurements.
The pure tone response of the model used in this chapter is compared to experimen-
tal data taken at two longitudinal positions in Figure 6.1. At the 34.6 kHz peak position
(CF=34.6 kHz, Figure 6.1a), the model results are similar to the experimental data in terms
of the sharpness of the peaks and relative levels of the gain (both show a difference of ≈21
dB between low and high SPL). At CF=13.3 kHz (Fig. 6.1b), the both model and experi-
ment show a difference of ≈27 dB between low and high SPL and the peaks are similarly
broad. However, there is a noticeable difference of 11 dB between the model and experi-
ment that is possibly due to a mismatch in the structural properties or assumptions of the
model. This mismatch also occurs for the Bowling 2018 model. Like the Bowling 2018
model, the phase rolls-off or decreases somewhat more rapidly than what is observed ex-
perimentally (Figures 6.1c and 6.1d) despite effort during calibration to mitigate this. The
mismatch between the model and the experimental data is, however, noticeably smaller for
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FIGURE 6.1. Comparison of BM pure tone response for the Bowling 2018 and 2019
models at two longitudinal positions with experimental data taken from Refs.85 and86. (a)
and (b) Gain of the BM velocity relative to the stapes velocity. (c) and (d) Phase of the BM
velocity relative to the stapes velocity. (a) and (c) Experimental data from Ref.86 is given.
(b) and (d) Experimental data from Ref.85 is given. (a) and (c) Results for 30- and 90 dB
SPL and 50- and 90 dB SPL stimuli, respectively. (b) and (d) Results for 30 and 100 dB
SPL stimuli. The vertical dashed lines denote CF.
The place-frequency map, BM gain at CF, and quality factor, Q10dB are used to quantify
the pure tone response of the smooth model at all longitudinal positions (Figure 6.2). These
model results were obtained using the linear frequency domain model. Relative to the
Bowling 2018 model, the active Bowling 2019 model place-frequency map is slightly lower
in the basal half of the cochlea, and matches the data from Ren and Nutall and Overstreet
et al. slightly better (Figure 6.2a). There are only minor differences in the BM gain and
tuning for the Bowling 2019 model, although the 2019 model has slightly broader tuning
(lower Q10dB) between 17 and 40 kHz.
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FIGURE 6.2. Comparison of BM pure tone response for the 2018 and 2019 models and
experimental data from4,85,86,75. A. Place-frequency map of the passive and active models
with experimental data4,85,86. B. Amplification of active model relative to passive model.
C. Quality factor, Q10dB, of the tuning of the BM. Model results are compared with mea-
surements from the 13 kHz85, 27 kHz75, and 34 kHz86 best places. The stimulus levels
used for computing the gain from the experimental data at the 13 and 34 kHz positions
were 30 and 100; 30 and 90 dB SPL, respectively. The quality factors for the experiments
were computed from the responses to a 30 dB SPL stimulus.
6.3.2 Cochlear roughness
As discussed in Section 1.2, reflection source OAEs arise due to impedance inhomo-
geneities22. As in Refs. 82, cochlear roughness can be included in the model by applying
small random variations (of about 1%) to the OHC electromechanical coupling coefficient,
ε3 (see Equations 2.35 and 2.36). These random perturbations represent the effect of cellu-
lar disorganization and inhomogeneities in the number and properties of OHCs24. Rough-
ness has previously been used with the model to study the response of the cochlea to an
acoustic click and the fine structure in DPOAEs82,43. The value of ε3(x) can be written as
ε3(x) = ε3(x)|smooth× [1+∆R× r(x)], (6.1)
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where ε3(x)|smooth is the value of ε3(x) in the smooth cochlear model, ∆R is a constant that
measures the amplitude of the deviation from the smooth trend, and r(x) is a dimension-
less function of position that is generated using a random number generator with a normal
distribution of average value 0 and standard deviation of 1. Because of the randomness, a
random seed (RS) is chosen to initialize a random number generator. The electromechani-

































FIGURE 6.3. Spatial variations of electromechanical coupling coefficient and roughness.
For the rough model, ∆R=1% and the random seed is RS=0. A. Electromechanical coupling
coefficient, ε3(x), for the smooth and rough models. B. The roughness function, r(x) for
the rough model.
6.4 Results
6.4.1 Effect of roughness on cochlear stability
Because SOAEs are generated when the cochlea is linearly unstable99, it is useful to first
examine the poles, λ , of the model, which can be written in the following form (Equations
2.61 and 2.62):
λ = σ + i2πF (6.2)
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where σ is the real part and 2πF is the imaginary part. A positive value for σ indicates
that the model has a linearly unstable mode that grows exponentially and oscillates at the
frequency F 99. The baseline smooth model does not have any linearly unstable modes
and thus does not emit any SOAEs (Figure 6.4). Applying roughness to the model causes
the real part of the poles to increase; at larger roughness amplitudes some of the poles
become linearly unstable. Changing the random seed and thus random variations results in
different poles and linearly unstable modes (Figure 6.4a vs Figure 6.4b). However, because
by definition there is no randomness in the smooth model, varying the random seed does
not affect the poles of the smooth model.
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FIGURE 6.4. Effect of adding roughness on the linear stability diagram for two different
random seeds. The smooth model corresponds to ∆R = 0%.
6.4.2 Limit cycle oscillations in the cochlear model
The actual cochlea emits SOAEs in the absence of any stimulus due to the presence of
biological and thermal noise that causes the cochlea to move away from any unstable equi-
librium. While noise could potentially be added at the stapes or in the cochlea (for example
in the mechano-electrical transduction channels), for this work, as in previous work64,164,
a stimulus (an acoustic click of short duration) is applied at the stapes instead of directly
modeling noise to move the model from its unstable equilibrium configuration. While the
139
ear canal pressure decays to 0 if the model is linearly stable, when linearly unstable modes
are present, the ear canal pressure grows until limit cycle oscillations develop due to the
saturation of the mechanoelectrical transduction channels. As in experiments65, these limit
cycle oscillations appear as narrow-band spectral peaks in the ear canal pressure and cor-
respond to SOAEs. Only spectral peaks of amplitude > 0 dB SPL were counted as SOAEs
in the model analysis since low amplitude peaks would be below the noise floor in an
experiment.
For the model shown in Figure 6.5, there are two linearly unstables modes, at frequen-
cies 17.0 and 24.8 kHz (Figure 6.5A). Due to these linearly unstable modes, limit cycle
oscillations will develop in response to a click stimulus (Figure 6.5B). The 24.8 kHz limit
cycle takes under 100 ms to reach steady state while the 17.0 kHz limit cycle takes ap-
proximately 500 ms to reach steady state (Figure 6.5E). The time required to reach steady
state is related to the value of σ for the mode: a positive mode very close to σ=0 (e.g.
the 17.0 kHz mode in Figure 6.5A) will take much longer (potentially >1 second) to reach
steady state than a mode with a relatively large σ value (e.g. the 24.8 kHz mode in Figure
6.5A). The spectrum of the ear canal pressure (Figure 6.5D) shows two large peaks at the
same frequencies as the linearly unstable modes and multiple smaller peaks below -50 dB
SPL that are distortion products of the two large peaks. The phase portrait of the stapes
response (Figure 6.5D) has an annular shape because the steady state waveform contains






































































FIGURE 6.5. Limit cycles oscillations in the cochlear model for ∆R=1% and RS=4. A.
Linear stability diagram. B. Waveform of the stapes velocity, vs, for the first 700 ms of the
simulation. C. Phase portrait of the steady state stapes response (velocity, vs, vs. displace-
ment, us) from t=600-700 ms (indicated by shaded region in B.). D. Ear canal pressure
spectrum obtained from 500 ms of the steady stapes response. E. Spectrogram response
of the stapes velocity at the two linearly unstable frequencies (17.0 and 24.8 kHz). The
vertical dotted lines in (A.) and (C.) represent the frequencies of spectral peaks above 0 dB
SPL.
6.4.3 Effect of reducing TM longitudinal coupling on SOAE generation for one seed
number
The influence of TM viscoelastic coupling on SOAE generation was first determined for
one RS (Fig. 6.6). While experiments with transgenic animals only allow for the character-
ization of the influence of TM properties on a population of animals, this model-based
approach makes it possible to determine how varying TM properties affects individual
SOAEs. To test the hypothesis is this study, four different models were considered: (1)
the baseline model; (2) the “Reduced elastic” model (where the TM coupling stiffness,
KLCtm , is reduced to 50% of its baseline value); (3) the “Reduced viscous” model (where
the TM coupling viscosity, CLCtm , is reduced to 50% of its baseline value); (4) the “Reduced
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both” model (where the stiffness and viscosity are reduced to the values of the “Reduced
elastic” and “Reduced viscous” models, respectively). These changes in the TM proper-
ties are representative of the changes in the TM shear modulus and viscosity reported for
TectaY 1870/+ mice161.
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FIGURE 6.6. Influence of TM viscoelastic coupling on the linear stability diagram and
SOAEs for one random seed (RS=3). Linear stability diagrams (a)-(d) and spectrum of
the ear canal pressure (e)-(g) for models with baseline TM coupling (a), reduced elastic
coupling (b) and (e), reduced viscous coupling (c) and (f), and reduced elastic and viscous
coupling (d) and (g). ∆R was set to 0.75% for these results. The vertical dotted lines in
(e)-(g) represent the frequencies of spectral peaks above 0 dB SPL.
The baseline model parameters were chosen so that the model does not have any unsta-
ble modes but is just on the verge on instability for the RS used in Figure 6.6, as evidenced
by the presence of two nearly unstable modes (i.e, poles that are on the stable side and very
close to the horizontal axis), of frequencies F ≈ 15.9 and 16.8 kHz. These nearly-unstable
modes become unstable in the “Reduced elastic” model (with almost the same frequency,
F ≈ 15.8 and 16.7 kHz). Reducing TM viscous coupling considerably reduces the lin-
ear stability: the “Reduced viscous” and “Reduced both” models have eight and fourteen
linearly unstable modes, respectively. The linearly unstable modes seen in the “Reduced
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viscous” and “Reduced both” models (Figures 6.6c and 6.6d) are either unstable or nearly
unstable modes in the baseline and “Reduced elastic” models (Figures 6.6a-b).
For the RS used in Figure 6.6, no SOAEs are predicted by the baseline model due to a
lack of linearly unstable modes. The “Reduced elastic”, “Reduced viscous” and “Reduced
both” models predict one, two and five SOAEs, respectively (Figure 6.6e-g). While the
frequencies of SOAEs in Figure 6.6e-g correspond to the frequencies of some of the linearly
unstable modes in Figure 6.6b-d, some of the linearly unstable modes do not appear as
SOAEs; this is because some SOAEs dominate the overall response of the system64.
6.4.4 Influence of TM longitudinal coupling on the average number of SOAEs
The numbers of linearly unstable modes and SOAEs depend on the RS used to initialize the
random number generator. The results of multiple simulations (obtained with N = 10 differ-
ent RS) were analyzed to mimic the recording of experimental data from multiple individ-
uals within a population of WT or mutant animals (as done for example in65). As shown in
Figure 6.7b, reducing viscoelastic coupling increases the average number of SOAEs emit-
ted per model from 0.1 in the baseline model to 0.8 in the “Reduced elastic” model, 3.5
in the “Reduced viscous” model, and 5.5 in the “Reduced both” model. Changes in the
average number of SOAEs are positively correlated with changes in the average number of
linearly unstable modes (Figure 6.7a). However, because one dominant mode can suppress
another mode for models with multiple unstable modes (as seen in Figure 6.6), the average
number of unstable modes tends to be higher than the average number of SOAEs.
Because SOAE generation depends on the amplitude, ∆R, of the random perturbations
used to introduce cochlear roughness (Equation 6.1), additional simulations were examined
to determine whether the conclusions regarding the influence of TM viscoelastic longitudi-
nal coupling are robust to changes in the value of ∆R. As shown in Figure 6.7c-d, increasing
∆R increases the number of linearly unstable modes and SOAEs for all TM coupling cases.
However, for any given ∆R value, the average numbers of unstable modes and SOAEs are
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Instability and SOAE Comparison
Effect of Roughness
FIGURE 6.7. Influence of TM viscoelastic coupling on the number of linearly unstable
modes and SOAEs, for ∆R = 0.75% and N = 10 different RS. (a) and (b) Average number
of instabilities (a) and SOAEs (b) for different TM longitudinal coupling cases. The error
bar corresponds to ± one standard deviation. (c) and (d) Average number of unstable
modes (c) and SOAEs (d) as function of the amplitude of the random perturbations, ∆R.
Supplementary Fig. S6 shows the average number of unstable modes for a wider range ∆R
values.
always ordered in the same manner:
nreduced bothinst. ≥ nreduced viscousinst. ≥ nreduced elasticinst. ≥ nbaselineinst.
nreduced bothSOAE ≥ nreduced viscousSOAE ≥ nreduced elasticSOAE ≥ nbaselineSOAE
(6.3)
where ninst. and nSOAE denote the average number of unstable modes and SOAEs, respec-
tively. This implies that for all ∆R values, reducing either elastic or viscous coupling re-
duces linear stability and enhances SOAE generation.
While Figure 6.7 focuses on four different sets of values for the TM parameters, the
influence of TM longitudinal coupling parameters on linear stability was also analyzed for
more systematic variations in the parameters, where both the TM coupling stiffness and
viscosity were allowed to vary between 0% and 150% of the baseline values. The results of
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this parametric study, shown in Figure 6.8, demonstrate that reducing elastic and/or viscous
coupling consistently increases the number of linearly unstable modes. This is consistent
with results shown in Figure 6.7 and confirms that the effects of altering viscoelastic cou-
pling on cochlear stability are robust to changes in TM parameter values.



























FIGURE 6.8. Contour plot of the average number of unstable modes as a function of the
value of elastic and viscous coupling parameters as a percent change from the baseline
values. N = 20 random seeds were analyzed. The symbols identify the parameter sets used
in other figures for the baseline, “Reduced elastic”, “Reduced viscous” and “Reduced both”
cases.
In Figure 6.7c, the influence of varying the amplitude of the random perturbations, ∆R,
on the average number of linearly unstable modes was examined for a relatively narrow
range of ∆R values (∆R≤ 1%). For larger random perturbations (1%≤ ∆R≤ 40%), shown
in Figure 6.9, the average number of unstable modes continues to increases as ∆R is in-
creased, albeit at a slightly lower rate once ∆R exceeds 5%. While small random variations
(∆R ≤ 1%) might be physically plausible, larger variations are not. However, it is useful
theoretically to explore the influence of larger variations. In all cases, for a given ran-
dom perturbation amplitude, reducing TM viscoelastic coupling results in a reduction in
cochlear stability and an increase in the average number of linearly unstable modes.
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FIGURE 6.9. Influence of the amplitude of the random perturbation, ∆R, on the number of
linearly unstable modes for N = 10 different RS.
6.4.5 Influence of finite element size and roughness length scale on linear stability
For all the results in this work (except for Appendix D), a finite element mesh with elements
of longitudinal length ∆x = 25 µm long was used (total of 448 elements along the BM).
Furthermore, the roughness function, r(x), is assumed to be a piecewise linear function
with breakpoints that are separated by a distance ∆xr. Except for the results in Figure 6.11,
∆xr was chosen to be also equal to 25 µm.
The influence of ∆x and ∆xr on the results was examined to determine how robust the
findings on the effects of reducing the TM viscoelastic coupling were to changes in the
roughness. Two different cases were considered: (1) ∆xr was fixed at 25 µm and the
element size, ∆x, was varied, shown in Figure 6.10 and (2) the roughness length-scale, ∆xr,
was varied for a fixed element size (∆x = 25 µm) shown in Figure 6.11.





where r25µm(x) is the roughness computed using ∆xr = 25µm; x0 and x1 (x0 ≤ x ≤ x1)
are nodal positions in the ∆x= 25 µm mesh. The results (Figure 6.10), indicate a slight
decrease in stability for models with ∆x = 12.5 µm long elements. When the element size
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is increased to ∆x = 50 µm, there is a noticeable decrease in the number of linearly unstable
models (Figure 6.10d). The same roughness variations were used to allow for a meaningful
comparison (Figures 6.10a and 6.10b); using different roughness variations would result in
slightly different numbers of linearly unstable modes. For many of the models considered,
using the finer mesh results in at most one more linearly unstable mode than using the
mesh used in the manuscript. Shown in Figure 6.10c is a less common case, in which two
nearly unstable modes for ∆x = 25 µm (indicated by the arrows) become unstable when
the element size is reduced to ∆x = 12.5 µm. Such a small decrease in stability (increase
in σ ) for the finer mesh also affects ninst when N = 20 models are considered, as shown in
Figure 6.10d.
0 0.2 0.4 0.6 0.8 1












































FIGURE 6.10. Influence of the finite element size, ∆x, on linear stability for ∆R = 0.75%.
Effects on linear stability for various meshes of different element size with a fixed rough-
ness length scale (∆xr = 25 µm). (a-b) Roughness variations, r(x) (Eq. 12), for RS=2.
The narrow vertical shaded region in Panel (a) corresponds to the region shown in Panel
(b). (b) The scale bars represent the element lengths considered (12.5, 25, and 50 µm). (c)
Linear stability diagram for the “Reduced Both” model for RS=2. (d) Average number of
linearly unstable models, ninst , for N=20 RS for the four coupling cases, “Baseline” (B),
“Reduced Elastic” (RE), “Reduced Viscous” (RV), and “Reduced Both” (RB). The error
bar corresponds to ± one standard deviation.
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Varying the length scale of the roughness, ∆xr, results in different roughness functions,









where r12.5µm is the roughness computed using a roughness length scale of 12.5 µm; r∆xr
is the roughness computed using a length scale of ∆xr; x0 and x1 are nodal positions in the
∆x = ∆xr mesh. Defining the r∆xr roughness from the ∆xr=12.5 µm roughness ensures that
the roughness variations will be the same at some nodal positions. Using a roughness length
scale of 10-25 µm is reasonable given the value of the OHCs diameter (8-10 µm6) and the
variability in OHC organization24. While identifying the related individual poles for the
three meshes was straightforward in Figure 6.10c, there is no such correlation between
poles for the results shown in Figure 6.11c since different r(x) are used. This difference
is due to the roughness having very different spatial variations (Figures 6.11a and 6.11b).
More importantly, the average numbers of linearly unstable modes is not affected much
by the changes in ∆xr (Figure 6.11d). The results of Figure 6.11d show that reducing
TM viscoelastic coupling results in a reduction in cochlear stability and an increase in the
average number of linearly unstable modes at all ∆xr values that were considered.
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FIGURE 6.11. Influence of the roughness length scale (∆xr) on linear stability for a fixed
∆x = 25 µm mesh (indicated by the scale bar in Panel (b)). Other details are the same as
Fig. 6.10.
6.4.6 Influence of TM longitudinal coupling on SOAE frequencies and amplitudes
Analysis of the results obtained for N = 20 different RS indicates that for all TM coupling
cases, the model predicts that all SOAEs have a frequency between 11 and 32 kHz (Figure
6.12a-d). The frequency range of SOAEs predicted by the model corresponds to the fre-
quency range where the cochlear amplifier has the most significant effect on the response
of the cochlear model to a pure tone (Figure 6.2). While reducing TM viscous coupling
does not significantly affect the frequency of individual SOAEs (see the discussion of the
results of Figure 6.6), it broadens the frequency range of SOAEs due to the emergence of
additional SOAEs: the frequency range changes from 14 to 26 kHz in the baseline case to
8 to 32 kHz in the “Reduced both” model. While all SOAEs have amplitudes below 26 dB
SPL in the “Baseline” and “Reduced elastic” models, the maximum SOAE amplitude is
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FIGURE 6.12. Influence of TM viscoelastic coupling on the amplitude and frequency of
SOAEs. (a)-(d) Distribution of SOAE frequencies. (e)-(h) Distribution of SOAE ampli-
tudes. (i) Amplitude vs frequency of SOAEs. The results for the four different models are
analyzed for ∆R = 0.75% and N = 20 different RS.
6.4.7 SOAEs: global phenomena or local instabilities?
The theory of coherent reflection predicts that SOAEs are not locally generated, but are
instead due to a global phenomenon for which the cochlea acts like a laser cavity with
standing waves building up within the cochlea, which acts like a tuned resonant cavity61.
To test if SOAEs were locally generated, the linear stability of an isolated longitudinal
cross-section of the organ of Corti was analyzed (Figure 6.13). This organ of Corti model
neglects longitudinal coupling (coupling in the x-direction due to the intracochlear fluid
or structural components of the organ of Corti) and fluid loading. Both the fully active
model and a passive model were analyzed. As shown in Figure 6.13b, both the passive and
active organ of Corti models are linearly stable. The parameters of the cochlear model vary
spatially (Tables C.1 and C.3), so the stability of the organ of Corti at all other positions
was analyzed. For all positions along the BM, the organ of Corti model remained stable.
Additionally, SOAE generation requires that some of the reverse traveling waves are
reflected back into the cochlea by the stapes. To test whether SOAE generation is sensitive
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to the condition of the stapes, the linear stability of the cochlear model was analyzed when
the magnitude of the stapes reflection coefficient, |Rst |, is low (Section 3.3). The results of
this test indicate that reducing the magnitude of the stapes reflection coefficient, |Rst |, sig-
nificantly reduced the number of linearly unstable modes (Figure 6.14). Since SOAEs are
only generated when linear unstable modes are present, this implies that SOAE generation
requires the stapes reflection coefficient to have a sufficiently high magnitude. The find-
ings that individual cross-sections of the organ of Corti are linearly stable, and that SOAE
generation requires the stapes reflection coefficient to have a sufficiently high magnitude
are consistent with the theory that SOAEs are caused by a global phenomenon instead of
local instability.


























FIGURE 6.13. Stability of the organ of Corti model at the 16 kHz best place. CF is denoted
by the vertical dashed line. (a) Linear stability diagram for the active model. (b) Zoom-in
on the linear stability for low frequencies and frequencies near CF for the active and passive
models.
6.4.8 Effect of reducing TM viscoelastic coupling on cochlear response to a pure tone
The influence of TM viscoelastic longitudinal coupling on the response of the BM to a pure
tone of frequency f0 = 16 kHz was analyzed for two different TM models: (1) the base-
line model and (2) a model with no TM longitudinal coupling (“No TM coupling” model),
obtained by setting KLCtm = 0 and C
LC
tm = 0. The Fast Fourier Transform (FFT), Vbm(x, f ),
of the time-domain response to a pure tone, vbm(x, t), was calculated using MATLAB (The




















FIGURE 6.14. Influence of the stapes reflectance on the average number of linearly unsta-
ble modes. N = 20 random seeds were analyzed for each case. The error bar corresponds
to ± one standard deviation.
BM at the 16 kHz peak position primarily vibrates at the frequency of the stimulus, with a
secondary peak of lower amplitude at the frequency 2 f0 due to harmonic distortion (Fig-
ure 6.15A). At a more basal location (x = 0.17 cm, Figure 6.15D), tuned to 30.5 kHz, the
BM also vibrates primarily at 16 kHz but with a much lower amplitude (refer to vertical
dotted lines in Figure 6.15B). However, the “No TM coupling” model exhibits many lin-
early unstable modes (more than 50 unstable modes), such that many spectral peaks are
observed in the response to a pure tone of low level (Figures 6.15A and 6.15D). The peak
at the frequency of the stimulus is significantly lower than the peaks due to linear insta-
bilities. At each of the two locations, the BM primarily vibrates at frequencies around the
corresponding CF, such that, even though the model is excited by a pure tone of frequency
16kHz, the basal location vibrates at frequencies around 30.5 kHz (Figure 6.15D). Because
the response of the model remains dominated by instabilities rather than by the response
directly evoked by the stimulus, the stimulus would likely be undetectable at low SPL.
To systematically evaluate whether the stimulus frequency component of the response
is dominated by vibration at SOAE frequencies, the FFT of the BM velocity in response to
a pure tone, Vbm(x, f ), is used to calculate the root mean square (RMS) values of the total
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FIGURE 6.15. Effect of eliminating TM viscoelastic longitudinal coupling on the BM
response to pure tones of stimulus frequency 16 kHz and different sound pressure levels,
L. In all panels, “ f0” refers to the root mean square (RMS) value of the stimulus frequency
component of the BM velocity,vRMSBM
∣∣
f0
(x), while “Total” refers to the RMS value of the
total BM velocity, vRMSBM
∣∣
tot (x) (see Equation 6.7). Two coupling cases are considered: the
baseline model and the “No TM coupling” model (KLCtm =C
LC
tm = 0). (A) and (D) Frequency
spectrum of the BM at the 16 kHz peak position (x = 0.34 cm) and at a more basal position
(x = 0.17 cm) for RS=0. The vertical dotted lines indicate the stimulus frequency, f0= 16
kHz, and its second harmonic, 2 f0=32 kHz. (B) and (E) Spatial response of the BM to pure
tones of stimulus levels 0 and 70 dB SPL, respectively, for RS=0. (C) and (F) Maximum of
the RMS value of the BM velocity for smooth model and rough (∆R = 0.75%) models as
a function of sound pressure level. The rough model results in Panels (C) and (F) include
the average of N = 10 RS; the error bars correspond to ± 1 standard deviation. The click
data in Panel (F) is the average RMS value of the total BM velocity in response to a click
stimulus. The click response does not depend on the stimulus level, but is plotted as a
horizontal line for easier comparison to the pure tone responses.
BM response, vRMSbm
∣∣
tot (x), and the RMS value of the stimulus frequency component of the
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BM velocity response, vRMSbm
∣∣
f0


















where Vbm(x, f0) corresponds to the component of frequency f0 in the FFT of the time-
domain response to a pure tone.







are plotted as a function of position in response to
a 16 kHz pure tone in Figures 6.15B and 6.15E. When the model has no unstable modes
or SOAEs and thus only vibrates at the stimulus frequency, such as the baseline model







nearly exactly match each other
since the BM primarily vibrates at the stimulus frequency. At 0 dB SPL (Figure 6.15B),
eliminating TM longitudinal coupling increases the total RMS value by about 30dB and the
RMS value of the stimulus frequency component of the response, vRMSbm
∣∣
f0
, by only about
15 dB (close to its peak). In the case of a 70 dB stimulus (Figure 6.15E), the 16 kHz and
total RMS velocities of the “No TM coupling” model peak at about the same location and
have similar magnitudes, suggesting that the 16 kHz stimulus tone would be detectable.
The maxima of the RMS values of the stimulus frequency of the BM response and of
total BM responses are plotted as a function of stimulus level in Figures 6.15C and 6.15F.
If cochlear roughness is ignored (smooth model), both the baseline and “No TM coupling”
models exhibit the compressive nonlinearity typically observed in measurements in live
animals12. The low amplitude response of the smooth “No TM coupling” model is 15-
20dB higher than the smooth baseline model. This increase in the maximum response of




, in Figure 6.15B indicate an increase in cochlear amplification when TM
longitudinal coupling is eliminated. When cochlear roughness is introduced, the maxima of
the stimulus frequency and total responses of the baseline model (Figure 6.15C) closely fol-
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low the smooth model. For the “No TM coupling”, rough models (Figure 6.15F), vRMSbm
∣∣
f0
follows a similar trend to the corresponding smooth model, but the magnitude of the max-
ima are reduced by 10-20 dB at low SPL. The total responses, vRMSbm
∣∣
tot , exhibit a plateau
of nearly constant value below ≈50 dB SPL due to the presence of numerous sponta-
neous oscillations on the BM. Indeed, this plateau coincides to the total response of the
spontaneous oscillations from a click stimulus. The reduction of the 16 kHz response for
the rough model relative to the smooth model may be due to suppression of the stimulus
frequency response by these spontaneous oscillations. Additionally, the spontaneous oscil-
lations are so large that the 16 kHz stimulus would be detectable only above ≈50 dB SPL,
when the total RMS response begins to be dominated by the stimulus frequency component
of the response.
In Figure 6.15, only two coupling cases were considered; in Figure 6.16 the viscoelastic
longitudinal coupling is varied systematically for a low and moderate stimulus level. The
max velocity of the smooth model increases as viscoelastic coupling is reduced for the
smooth model at 0 dB SPL (Figure 6.16a, which confirms that reducing coupling increases
cochlear amplification. For the rough model at 0 dB SPL, even a small < 15% reduction
in coupling causes a significant increase in the max total response. For the response at
16 kHz with roughness and 0 dB SPL stimulus, however, there is little variation in the
max total velocity until coupling is completely eliminated (100% reduction). As in Figure
6.15F, the 16 kHz rough response is below the 16 kHz smooth response, indicating that the
numerous spontaneous oscillations may suppress the stimulus frequency response. When a
slightly higher stimulus level is considered, there is much less variability in the maximum
amplitudes (Figure 6.16b). This difference is likely due to the higher stimulus level causing
more saturation.
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FIGURE 6.16. Effect of varying TM viscoelastic longitudinal coupling on the BM response
to pure tones of stimulus frequency 16 kHz and two sound pressure levels, L. Viscous and
elastic coupling where reduced by equal amounts relative to their baseline values. Two
stimulus levels were considered: 0 and 40 dB SPL for N = 5 RS. All other details are the
same as in Figures 6.15c and 6.15f.
6.5 Discussion
6.5.1 Lowering TM shear viscoelasticity significantly reduces cochlear stability and
enhances SOAE generation
There are several important structures within the cochlea that provide longitudinal cou-
pling: the BM11, the TM, and Y-shaped elements formed by the basally slanted OHC, the
apically slanted phalangeal process, and the supporting Deiters’ cell165,166,105. In addition
to longitudinal coupling of the TM, the model used for this study also includes longitudi-
nal coupling of the BM, which is modeled using an orthotropic plate model (Chapter 2),
but does not take into account the Y-shaped elements. BM longitudinal coupling likely
has a relatively limited influence on SOAE generation since it has a relatively weak influ-
ence on the response to a pure tone60. However, longitudinal coupling by the Y-shaped
elements, which play an essential role in cochlear amplification in some models165,166,105,
might have a more significant influence on SOAE generation. Because some genetic muta-
tions are known to affect TM longitudinal coupling160,161,162,167, longitudinal coupling of
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the TM is particularly interesting and was the focus of this work.
Previous work has characterized the material properties of isolated segments of murine
TMs based on a transversely isotropic and viscoelastic model within the auditory frequency
range167. In that study, Lemons et al.167 reported that the TM stiffness is about 25 times
higher in the radial direction than in the longitudinal direction. The moel assumes the TM
vibrates rigidly within each cross-section, which is consistent with the high stiffness in
the radial direction. In the model, the viscoelastic coupling between longitudinal cross-
section is directly proportional to the shear modulus, Gtm, and shear viscosity, ηtm, of the
TM (Equations 2.21, 2.22, and 2.24). Gtm and ηtm are material properties that have been
directly reported by Lemons et al.167 and other previous studies59,161,168 for the TM of the
mouse cochlea. In the model, these parameters have values (Gtm ≈ 5 kPa at the 20 kHz
location and ηtm=0.03 Pa·s) that are lower than reported by Lemons et al. (Gtm ≈ 70 kPa
and ηtm ≈ 0.6 Pa·s), Ghaffari et al.59 (Gtm ≈ 47 kPa and ηtm ≈ 0.19 Pa·s) and Jones et
al.168 (Gtm ≈ 80 kPa and ηtm ≈ 0.06 Pa·s) for basal TM segments of the mouse cochlea.
While some of these differences could be explained by the difference in the species, it
is likely that we underestimate the effects of reducing viscoelastic coupling on cochlear
stability. Development of a cochlear model of the mouse cochlea with a more detailed
representation of the TM directly based on the reported anisotropic properties of the TM
would be a useful extension of this study that would potentially allow for more quantitative
predictions.
Even though the influence of TM mutations on SOAE generation has only been reported
for the mouse cochlea, the model used for this work corresponds to a different species of
rodents, the gerbil, which is a limitation of this study. The occurrence of SOAEs tends to
vary among rodents: for example, they are much more common in guinea pigs169 than in
WT mice65. Only one (unsuccessful) attempt to observe SOAEs in the gerbil cochlea has
been reported170. Reports of successful and unsuccessful attempts to measure SOAEs in
large populations of gerbils and other rodents would be useful for validation of theoretical
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studies. The baseline model of the gerbil cochlea is not inconsistent with an absence or near
absence of SOAEs in the gerbil, since an average of only 0.1 SOAE per ear is predicted in
the baseline model with ∆R = 0.75%: only one cochlear model out of 10 emits 1 SOAE.
Prediction of a higher number of SOAEs is only obtained when either (1) ∆R is increased
to larger values or (2) TM viscoelastic coupling is reduced significantly.
For the model of the gerbil cochlea used in this study, very robust conclusions were
found regarding the influence of the shear viscosity and modulus of the TM. When the
shear viscosity and/or modulus of the TM is reduced, the numbers of linearly unstable
modes and SOAE peaks increase significantly. As seen in Figure 6.12, lowering TM vis-
cous or elastic coupling has limited influence on the frequencies of individual SOAEs and
causes moderate increases in the amplitude of SOAEs. The increase in the number of
SOAEs with reduced viscoelastic coupling is correlated with a sharpening of cochlear tun-
ing60 caused by the weakened stabilization by neighboring longitudinal cross-sections. The
enhancement of SOAEs when TM viscous coupling is lowered might be due to a decrease
in energy dissipation within the TM.
The prediction of enhanced SOAE generation when TM elastic coupling is reduced is in
contrast with a previous theoretical study that has investigated the effect of elastic coupling
on the spontaneous oscillations of non-mammalian HB171. In that work, the authors found
that elastic coupling tends to increase the amplitude and sharpen the frequency tuning of
spontaneous HB oscillations in the presence of noise. A key difference in this work is
that, because the focus is on the mammalian cochlea, organ-level fluid mechanics, organ
of Corti mechanics, and the cochlear traveling wave are taken into account, while Dierkes
et al.171 only modeled individual nonlinear oscillators coupled by elastic springs. Indeed,
SOAE generation is a global phenomenon that requires the collective action of OHCs over a
finite extent of the cochlear partition in our model; individual sections of the organ of Corti
model are stable (Figure 6.13). Additionally, SOAE generation is significantly inhibited if
reflection of reverse traveling waves at the stapes is weak95.
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6.5.2 Changes in TM viscoelastic properties might be responsible for SOAE en-
hancement in transgenic mice
The conclusions regarding the enhancement of SOAEs when TM viscoelasticity is reduced
are remarkably similar to observations of increased occurrence of SOAEs in genetically
modified mice65,67: for example, while SOAEs are uncommon in WT mice (only ∼ 8.2%
emit SOAEs), about 52% of TectaY 1870C/+ mice emit SOAEs67. In the TectaY 1870C/+
mice, the TM has reduced shear viscosity and reduced shear stiffness161,162 due to the
increased porosity of the TM and the total loss of the striated sheet matrix. The results
of this study show that models with both reduced coupling viscosity and stiffness emit
significantly more SOAEs than baseline models, as observed in the experiments with the
TectaY 1870C/+ mice. Similarly, the occurrence of SOAEs is significantly increased in the
Ceacam16 KO mice65; while the mechanical properties of the TM of Ceacam16 KO mice
have not been characterized, this study’s theoretical results suggest that the enhancement
of SOAEs in Ceacam16 KO might also be due to a decreased viscosity and/or stiffness of
the TM. Previous work has shown that the Tectb KO mutation primarily affects the shear
viscosity of the TM, which is about 50% lower than its value in WT TMs161,167. The model
predicts that if the mutation only affects the TM shear modulus, Tectb KO mice should emit
slightly more SOAEs than WT mice, which is consistent with measurements by Cheatham
et al.67.
6.5.3 Possible other mechanisms for the enhancement of SOAEs in genetically mod-
ified mice
While the model predictions provide compelling evidence that reducing TM viscoelastic
coupling enhances the generation of SOAEs, the model does not capture all of the exper-
imental observations regarding SOAE generation in TM mutant mice. For example, the
model does not give a mechanism for the increased occurrence of low frequency SOAEs in
TectaY 1870C/+ mice67. The limited validity of the model at the apex of the cochlea, where
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OHCs are predicted to have a nearly negligible influence on the BM response to sound
(Figure 6.2b), is a likely cause for the absence of low frequency SOAEs predicted by the
model when TM viscoelastic coupling is reduced.
6.5.4 The TM plays a key role in maintaining cochlear stability
Remaining on the stable side of a dynamic bifurcation might be desirable to maximize
the sensitivity of the cochlea to low level inputs45. However, due to the inherent inhomo-
geneities present in a biological system such as the cochlea, for example due to variations
in the OHC morphology and properties, being close to a dynamic instability without gen-
erating many SOAEs is challenging. Any small change in the parameters of the cochlea
might cause the system to move to the oscillatory regime. Numerical results (Figure 6.15)
demonstrate that the ability to detect low amplitude sound would be compromised if the
cochlea had many SOAEs; furthermore, limit cycle oscillations of large amplitude on the
BM would potentially be heard by the subject and cause objective tinnitus.
6.6 Summary of contributions and conclusions
Multiple roles have been proposed for the TM in the literature. The TM is essential for the
stimulation of inner hair cells156. Furthermore, the TM applies an inertial load on the OHC
hair bundles that might play a critical role in activating the cochlear amplifier155,143. The
role of TM viscoelastic coupling in controlling the tuning of the BM has been demonstrated
experimentally and theoretically157,160,60. In this study, the role of the TM viscoelasticity
on cochlear stability and SOAE generation was investigated using a computational model
of the cochlea. Given the focus on TM longitudinal coupling in this study, longitudinal
coupling was added to the TM-bending mode and the model was then re-calibrated so that
the model response to a pure-tone was similar to that measured experimentally. The effects
of reducing TM viscoelasticity on cochlear stability and SOAE generation were analyzed;
the results indicated that reducing TM viscoelasticity causes a decrease in cochlear stabil-
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ity and enhancement of SOAEs. The theoretical results, and the previous experiments in
transgenic mice by Cheatham et al.65,66,67, suggest that another important function of the




7.1 Summary of contributions
This thesis improves our understanding of hearing mechanics and otoacoustic emission
generation. This improved understanding was attained using a computational model of the
mammalian cochlea.
The detailed and physiologically motivated model takes into account the acoustics in
the cochlear fluid, vibrations of the organ of Corti structures, and electrical physics of the
OHCs. This thesis provides a complete description of the model’s formulation, as well as
key assumptions of the model, that was lacking in the literature.
The computational model was calibrated such that the model response to an acoustic
stimulus was representative of the gerbil cochlea. This computational model advanced re-
search in the field of hearing mechanics by providing a high-fidelity physiologically based
model of the gerbil; in addition to the work in this thesis, the gerbil model is also actively
used by other members of the Meaud research group to study various aspects of hearing
mechanics and otoacoustic emissions43. Prior to this thesis research, the model parameters
were selected such that the model response to acoustic stimulus was representative of the
guinea pig cochlea. A model of the gerbil cochlea was needed to provide the best compar-
ison between the model and in vivo gerbil measurements. A description of the calibration
process and parameter sensitivity study were provided. The sensitivity study is a useful ref-
erence for researchers looking to understand how the various mechanical properties affect
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cochlear responses and thus the relative import of the related structures in hearing mechan-
ics. After calibration, the model was validated against other experimental data sets not
considered during calibration.
The computational model was used to determine how distortion products propagate
within the cochlea. In this work, it was found that distortion products propagate as a slow
reverse traveling wave along the basilar membrane and in the cochlear fluid. DPOAEs
are commonly used in clinical and academic settings as a noninvasive hearing assessment;
however, there remained questions as to where DPOAEs are generated in the cochlea and
how they travel from their generation locations to the middle ear and ear canal. Prior to this
thesis, two mechanisms were proposed for the propagation of distortion products (either as
a slow reverse traveling wave or a fast compression wave). Additionally, for the first time,
the use of a 3D 2-duct model of the cochlear fluid allowed for direct comparison of model
results to intracochlear pressure measurements.
This thesis provides a better understanding of the locations of DPOAE generation,
which was found to be most significant between the f2 and f1 peak positions. Distortion
products are generated by the outer hair cells and measuring their extracellular potential
provides a measure of the cells’ electrical output. For the first time, model 2- and 3-tone
responses of the extracellular potential were compared to experiment measurements. Three
methods were considered for determining the locations of the DPOAE generation: examin-
ing the OHC extracellular potential, applying local damage, and applying a third tone. The
results of this study also indicate that no intracochlear distortion products are generated on
the basilar membrane at positions very basal to the f2 best place. Additionally, the results
indicate that using a third tone to estimate the locations of distortion product generation
may overestimate the basal extent of generation.
The role of the tectorial membrane in maintaining cochlear stability was investigated
using the computational model. Decreasing the viscoelastic longitudinal coupling of the
tectorial membrane was found to cause a decrease in cochlear stability and an increase
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in the number of SOAEs generated. This increase in the number of SOAEs predicted by
the model is similar to experiment measurements using transgenic mice that found an in-
crease in the number of SOAEs generated when the mutations affect the proteins in the
tectorial membrane. Other studies have found that these mutations also cause a change
in the mechanical properties (including the viscoelastic longitudinal coupling) of the tec-
torial membrane. When viscoelastic coupling was significantly reduced (or eliminated),
the model generated many spontaneous oscillations such that a low level sound would be
undetectable. Taken together, these results indicate that an important role for the tectorial
membrane is to maintain cochlear stability and promote the detection of low level sounds.
7.2 Opportunities for future work
While this thesis research advanced knowledge regarding cochlear mechanics and otoa-
coustic emission generation, some opportunities for future research can be identified based
on the known limitations of the model identified in this work.
The model is unable to match the magnitude of the potentials in the scala tympani re-
ported from experimental measurements at low frequencies relative to CF. While including
longitudinal electrical cables in the model provides the possibility of matching the low fre-
quency experimental data, an increase in the stiffness of the ODE system makes running
nonlinear time domain simulations with the model unfeasible. A way to side-step this nu-
merical issue would be to develop a nonlinear frequency domain model. This approach was
used in an earlier version of the model based on a FORTRAN code80, but is not included
in the current MATLAB code used in this thesis. In addition to enabling the use of the
nonlinear model with electrical cables, this nonlinear frequency domain model would also
likely be much faster than the current time domain implementation. However, this non-
linear frequency domain model would not be able to study SOAE generation because the
frequencies of SOAEs are not know before the simulation is run.
Recent measurements using optical coherence tomography (and model predictions, not
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shown) show that the basilar membrane and other structures in the organ of Corti do not
vibrate as a single rigid body. One of the assumptions of the model is that the cochlear fluid
is directly coupled only to the response of the basilar membrane. In the real cochlea, the
tectorial membrane and reticular lamina are surrounded by the intracochlear fluid such that
both are coupled to the fluid in the scala media and subtectorial space (i.e. the space be-
tween the reticular lamina and tectorial membrane). Additionally, there is also fluid within
the organ of Corti that may interact with the motions of the organ of Corti structures. In-
cluding fluid coupling to the tectorial membrane, reticular lamina, and/or organ of Corti
may be necessary for the model more accurately predict their responses and could be im-
portant for predicting realistic and significant OHC electrical response at low frequencies
relative to CF.
The study to determine the locations of distortion product generation only considered
distortion products arising from the nonlinear distortion source. In reality, distortion prod-
ucts are predicted to be generated not only by the distortion source, but also by the reflection
source; the reflection source tends to become more prominent at low f2/ f1 ratios43 and so
the reflection source probably does not affect the results of this study for f2/ f1=1.2 to 1.35.
These two sources occupy different longitudinal positions and interact, which complicates
the analysis of DPOAEs when measured experimentally or predicted in models that include
cochlear roughness36,37. As a result, there has been much effort to develop techniques for
separating the two components38,39,37,40,41,42 in the ear canal pressure, but these techniques
cannot be applied to separate the two components from intracochlear measurements. Reap-
plying the methods used in Chapter 5 (and also varying the positions with roughness) in
a model with cochlear roughness could provide an estimate of how cochlear damage af-
fects the reflection source. Such information would be useful when trying to separate the





A.1 Organ of Corti model
The geometric model of the organ of Corti is shown in Figure A.1. As mentioned previ-
ously, the geometric parameters (listed in Table A.1) were determined using images from



































FIGURE A.1. Model of the organ of Corti
Coordinate systems are attached to several of the structures within the organ of Corti.
The relationships between the basis vectors for these coordinate systems are:
~xip =− cosθ1~x+ sinθ1~y
~xrl =cosα~x− sinα~y
~xhb =sin(θ1−β )~xip− cos(θ1−β )~yip
~xtm =~xrl
~xohc =sinδ~x+ cosδ~y
~yip =− sinθ1~x− cosθ1~y
~yrl =sinα~x+ cosα~y
~yhb =− cosβ~x+ sinβ~y
~ytm =~yrl
(A.1)
The angle of the OHCs relative to vertical, δ is
tanδ =






TABLE A.1. Anatomical parameters for the cochlea model (x in cm).
Param. Description Value
L Length of BM 1.12 cm
Lh Length of Helicotrema 0.1 cm
W Width of cochlear ducts 0.1 cm
H Height of each cochlear duct 0.1 cm
As Cross-sectional area of stapes As = HW = 0.01 cm2
b Width of BM 208µm (base) to 320µm (apex)
Ltm Length of TM from pivot to middle HB 88µm (base) to 184µm (apex)
α Angle between RL and BM 15◦ (base) to 26◦ (apex)
β Angle between HB and vertical 15◦ (base) to 26◦ (apex)
γ Angle between TM and BM −α
L0
Distance between left edge of BM b/2
and contact of middle OHC with BM
L1 Radial distance between HBs 13 µm
Lpc
Distance between left edge of BM 58µm (base) to 100µm (apex)
and contact of outer pillar cell
Lhb Length of HBs 1µm (base) to 6µm (apex)
Lro
Distance between RL pivot and 25.1µm (base) to 49µm (apex)
middle OHC
θ1
Angle between inner pillar cell 60◦
and BM
θ2
Angle between inner and outer 60◦
pillar cells





L02 = L0 (A.4)






A.2.1 Motion of the OHC apex
The pillar cells are assumed rigid and rotate as the BM is displaced. The displacement of
the tops of the pillar cells (point C in Figure A.1) is given as79:






The terms proportional to Ubm are found by assuming the TM is fixed, while the terms
proportional to utms and utmb are found by assuming the BM is fixed. These terms can be
added together through superposition to yield the apical displacement of the second OHC
towards the BM in the OHC direction (−~xohc direction) is:









C23 =− cos(δ −α) tan(β −α) (A.10)
C24 =− cos(δ −α) (A.11)
The motions of the tips of the first and third OHCs are easily found because the RL rotates
about the top of the pillar cells:
uaohc j =C j1Utmb +C j3utms +C j4utmb (A.12)
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C j3 =− cos(δ −α) tan(β −α) (A.15)
C j4 =− cos(δ −α) (A.16)
where j=1..3.
A.2.2 Motion of the OHC base
The motion of the base of the OHCs in the OHC direction (~xohc) is
ubohc j = E j1Ubm (A.17)
where j=1,2,3 for the respective OHCs and










are the distances from the right edge of the BM (point B in Figure A.1) to the base of the
first and third OHCs, respectively.
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A.2.3 OHC compression
Lumping the three OHCs together, the sum of the displacements of the apical end of the
OHC in the OHC direction is
~uaohc = (C1ubm +C3utms +C4utmb)(−~uohc) (A.21)
where
C j =C1 j +C2 j +C3 j (A.22)
where j=1,2,3. Similarly, the sum of the displacements of the basal end of the OHC in the
OHC direction is
~ubohc = E1Ubm~xohc (A.23)
where
E1 = E11 +E21 +E31. (A.24)







(E1 +C1)ubm +C3utms +C4utmb
]
~xohc (A.25)
A.3 Displacement of the reticular lamina
Using superposition, the displacement of the RL at the top of the second OHC (point D2 in
Figure A.1) may be written as
url j =~url j ·~yrl
















B j3 = tan(β −α) (A.30)
B j4 = 1 (A.31)
A.4 Deflection of the hair bundles
If the TM is fixed, the displacement of the top of the second OHC in the direction parallel
to the RL (~xrl) is given by:




A21 = D1 sin(θ1−α) (A.33)
If the BM is fixed, the displacement of the top of the second HB relative to the bottom of
the HB in the direction parallel to the RL (~xrl) is given by:
uohc2tm = (~xE2−~uD2) ·~xrl
=−utms
(A.34)
The total displacement of the second HB in the excitatory direction is then:
uhb2 =−(uohc2tm−uohc2s)






The total displacements of the first ( j = 1) and third HBs ( j = 3) are similarly:























A j3 = 1 (A.41)
A j4 = 0 (A.42)
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APPENDIX B




By assuming a harmonic propagating wave (of angular frequency ω) in the x direction in
the antisymmetric component of the fluid pressure (Equation 3.13):
Pas(x,y,z) = Pas(y,z)eikxxeiωt , (B.1)



















In the structural domain, the BM is assumed to be uncoupled beams in the radial direction






+ρsübm(x,y) =−2Pas(x,y,z = 0) (B.4)
where E is the Young’s modulus, h is the thickness of the BM, and ρs is the mass of the
BM per unit area. Assuming a harmonic response, that the BM vibrates in its first mode,
and there is a propagating wave in the x direction yields:
ubm(x,y, t) =Ubmψ(y)eikxxeiωt (B.5)
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where Ubm is the amplitude of the response (assumed constant) and ψ(y) is defined by


































Mbm = ρsΓ1 (B.9)





























The value of Bm can be found by multiplying the linearized Euler relationship at the
BM (Equation 2.2) by the fluid radial mode shape, φm(y), and then integrating over the
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Equation B.7 can then be rewritten as:
Kbm−ω2Mbm = ρ0ω2Γ1Heq(kx) (B.17)












B.4 Effective fluid mass
The effective thickness (Equation B.18) can be separated into near field (kxH 1) and far
field (kxH 1) terms172:





















Equation B.17 can be rewritten as:
Kbm− (Mbm +M f )ω2 = ρ0ω2Γ1HFFeq (kx) (B.22)
where M f is the added fluid mass, which is given by:















The mechanical parameters for the cochlea model are provided in Table C.1 and the mid-
dle ear parameters are provided in Table C.2. The 2018 and 2019 models used the same
baseline middle ear parameters (2018 parameters in Table C.2). The baseline middle ear
parameters used for the current model were determined by Meaud lab group member Haiqi
Wen to give a stapes reflection coefficient (Rst , Equation 3.4) magnitude of approximately
0.5. All cochlea parameters except for the TM-bending mass, Mtmb, are the same for all
models; the TM-bending mass for the 2019 and current models was increased by 30%
from the 2018 model value. By assuming the TM has the same density as water (reason-
able since the TM is mostly water), the cross-sectional area of the TM can be estimated.
Because the model parameters for the TM in shear and bending are different, the effective
cross-sectional areas are also different. The cross-sectional area of the TM from the model
is compared to experiment measurements173,174 taken in the gerbil hemicochlea (i.e. the
cochlea was cut in half) in Figure C.1. The effective area of the TM-shear model is nearly
identical to the measurements by Richter et al., 2007174.



























FIGURE C.1. Comparison of model values for the TM cross-sectional area with exper-
imental measurements in the hemicochlea by Richter et al.173,174. The cross-sectional
area of the model TM is computed by assuming the TM has the same density as water
(1 gram/cm3). The positions shown for the experimental data are rough estimates.
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TABLE C.1. Mechanical parameters for the Bowling 2018 cochlear model (where x is the
longitudinal position in cm). Parameters denoted ∗ are defined per unit length.
Param. Description Value Ref.
Kbm BM stiffness ∗ 18.4exp(−7.54x) ·105 N/m2 assumed
Dxx BM plate bending 10−10 exp(−0.5x) N.m 60
stiffness (xx) ∗
Dxy BM plate bending 10−10 exp(−0.5x) N.m 60
stiffness (xy) ∗
Dshear BM plate bending 4.3exp(−0.5x) ·10−11 N.m 60
stiffness (shear) ∗
Ktms TM shear stiffness ∗ 2.31exp(−1.32x2−6.42x) ·105 N/m2 assumed
Ktmb TM bending stiffness ∗ 3.84exp(−7.54x) ·104 N/m2 assumed
Krl RL stiffness ∗ 2.78exp(−7.54x) ·103 N/m2 assumed
Kohc OHC stiffness ∗ 5.07exp(−7.54x) ·103 N/m2 assumed
Khb HB stiffness 291exp(−7.54x) mN/m assumed
Mbm BM mass ∗ 2.8 ·10−7 kg/m 175
Mtms TM shear mass ∗ 3.58exp(1.58x) ·10−6 kg/m based on
173, 174
Mtmb TM bending mass ∗ 2018: 1.12exp(2.15x)×10−6 kg/m based on
2019: 1.46exp(2.15x)×10−6 kg/m 173, 174
cbm BM damping 8.5 ·10−2 N.s/m2 assumed
coefficient ∗
chb
HB damping η f Ltm3Lhb ,
coefficient where η f = 1.0 ·10−3 N.s/m2 60
is the viscosity of the fluid
ctmb TM bending damping 0.1 N.s/m2 assumed
coefficient ∗
ctms TM shearing damping 3 ·10−3 N.s/m2 assumed
coefficient ∗
Gtm TM modulus 7.0exp(−3.75x) kPa 174, 60
ηtm TM viscosity 0.03 Pa.s based on
59
ρ f fluid density 1000 kg/m3
TABLE C.2. Mechanical parameters for the middle ear model.
Parameters Description Baseline High |Rst | Low |Rst |
Ms Stapes mass (kg) 2018: 3.0×10−7 3.0×10−7 6.6×10−7
Current: 3.15×10−9
Cs Stapes damping 6.0×10−2 1.0×10−3 3.4×10−1
coefficient (N.s/m) Current: 9.6×10−1




The electrical parameters for the cochlea models are provided in Table C.3. The value of
the basolateral conductance and capacitance were set to the values reported by Johnson et
al.145. The HB saturating conductance, Gmaxa , was chosen to be a free parameter whose
value was varied during the calibration process to give BM gain values that matches the
experimental data85,86.
C.2.1 Comparison of model HB saturating conductance with values computed from
measurements
The values of the HB saturating conductance for the three model iterations considered in
this work are compared to values calculated from measurements taken in vivo in the rat and
gerbil by Johnson, et al.145 in Figure C.2. For all three model iterations, the model values
are higher than those from the experiments.


























FIGURE C.2. Comparison of model values for HB saturating conductance with values cal-
culated from in vivo measurements in rats and gerbils by Johnson, et al.145. The positions
shown for the experimental data were estimated using Greenwood’s4 place frequency map.
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C.2.2 Parameters for models with longitudinal cables
The electrical properties for the models with longitudinal cables shown in Figure 5.28 that












































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































D.1 Overview and baseline mesh
This Appendix details the runtime performance of model simulations. Several relatively
minor changes were made to the model code that resulted in significant improvements in
the runtime performance. These improvements are characterized for different mesh pa-
rameters. The baseline mesh has 448 elements along the BM (25 µm elements) and 40
elements for the fluid in the vertical direction (z-direction) in each of cochlear ducts. Run-
ning the same code multiple times on the same processor or node can result in vastly dif-
ference computational times. To obtain accurate performance metrics, n = 10 iterations
were run for each simulation case. All results are obtained from simulations using the 2019
model run using MATLAB 9.5 R2018b (The Mathworks, Natick, MA). The vast majority
of simulations results presented in this thesis were run on the Partnership for an Advanced
Computing Environment (PACE) cluster at Georgia Tech. The Meaud research group has
access to a dedicated queue (appropriately named the “cochlea” queue) with 9 nodes that
contain a total of 224 cores (CPUs). For analyzing the runtime performance of the model,
all simulations were run on the newest set of nodes on the queue. The characteristics of
these nodes are listed in Table D.1.
TABLE D.1. Technical specifications for several of the nodes on the “cochlea” queue on
PACE.
Node Cores Processor Total Memory (GB)
rich133-k35-27-l 28 Intel Xeon E5-2680 v4 (2.4 GHz) 254
rich133-k35-27-r 28 Intel Xeon E5-2680 v4 (2.4 GHz) 254
rich133-k35-28-l 28 Intel Xeon E5-2680 v4 (2.4 GHz) 254
rich133-k35-28-r 28 Intel Xeon E5-2680 v4 (2.4 GHz) 254
D.2 Fluid matrix assembly
The baseline mesh used in this work has thousands of mechanical and electrical DOFs and
40,000 pressure DOFs per fluid mode for a total of over one million pressure DOFs when
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25 fluid modes are used. As a result, the fluid stiffness matrix, Kf, is a large 1,000,400 x
1,000,400 sparse matrix with approximately 8.9 million nonzero entries (density of 8.8×
10−4%). The fluid-structure mass (Msf) and stiffness (Kfs) matrices are large 1,000,400 x
1,797 and 1,797 x 1,000,400 matrices, respectively, with approximately 135,000 nonzero
entries (density of 7.5× 10−3%). The assembly of the fluid stiffness and fluid-structure
coupling matrices were originally82 performed with commands like the following (for Kf):
Kf(index(i),index(j))=Kf(index(i),index(j)) + Kfe(i,j);
where Kfe is the fluid element stiffness matrix, index maps the local element nodes to
the global nodes, and i and j are for loop variables. Due to the data structure used for
sparse matrices in MATLAB, this kind of indexing is not computationally efficient. The
computational time required to assemble the FEM matrices (fluid, structural, and electri-
cal) increases as number of fluid modes increases (shown in Figure D.1A) or the number
of elements increases (Figure D.1B). The bulk of the matrix assembly computational time
is spent assembling the fluid matrices, whereas assembling the much smaller structural
and electrical matrices is relatively quick. Using the original 2015 formulation82, assem-
bling the FEM matrices for Nm = 25 fluid modes would take approximately 15.5 hours.
Assembling the fluid matrices for every simulation would become very computationally
expensive. While the structural and electrical FEM matrices may vary depending on the
specific simulation being performed (e.g. reducing TM longitudinal coupling or adding
local damage), the fluid matrices are always the same for all simulations for a given mesh.
To bypass the assembly time issue, the fluid FEM matrices (Kf, Kfs, and Msf) were loaded
from a data file instead of being reassembled for each simulation. This approach does have
drawbacks, however, in that it required the user to always keep track of these data files and
any simulations using a different mesh would require first reassembling all the matrices
and saving them to a data file for later use for the actual simulations of interest. Within the
MATLAB documentation, an alternative approach for assembling sparse matrices is rec-
ommended (especially for FEM applications) in which the nonzero entries of the matrices
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FIGURE D.1. Computational time required for FEM matrix assembly (includes fluid,
structure, and electrical matrices) as a function of the number of fluid modes (A) and
number of nodes along the BM (B) for the original and new assembly methods. A total
of n = 10 iterations were run for each fluid mode and assembly method. All simulations
were run on the rich133-k35-28-l node on PACE with 20 GB of memory and 12 GB of
disk space requested for each iteration. A power series fit is also included for each of the
assembly formulations.
are assembled using a row-column-value triplet vectors, i, j, and v, such that for a sparse
matrix, S:
S(i(k), j(k)) = v(k);
MATLAB adds together any elements in v that have duplicate row (i) and column (j)
values. To implement this approach within the model, it is first necessary to determine the
total number of triplets that will occur in the fluid stiffness and coupling matrices based on
the mesh parameters so that the row, column, and value vectors can be preallocated. Entries
from the element matrices are added to the vectors by commands like the following (for
Kf):
KfNtriplets = KfNtriplets + 1;
KfI (KfNtriplets) = indexF(i);
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KfJ (KfNtriplets) = indexF(j);
KfX (KfNtriplets) = Kf_e(i,j);
where KfNtriplets is a counter, KfI is a vector of the rows, KfJ is a vector of the columns,
and KfX is a vector of values of the nonzero entries in Kf. Once all the fluid elements have
been added, the fluid stiffness matrix is assembled by calling MATLAB’s sparse function:
Kf = sparse(KfI , KfJ , KfX);
An idential approach was used for assembling the fluid-structure coupling mass and stiff-
ness matrices. Assembling the fluid matrices in this manner results in a dramatic increase in
performance (see Figure D.1). While the computational time for the original 2015 formu-
lation would increase at O((Nm)2.18), the new method is much faster and the computational
time increases linearly O(Nm) (see fits in Figure D.1A), where Nm is the number of even
fluid modes. The constant appearing in the fit for the new formulation (14.85 seconds) in
Figure D.1A corresponds to the time spent assembling the mechanical and electrical ma-
trices. For the baseline Nm=25 case, the new assembly method is almost 1,200 times faster
than the original method.
D.3 Improvements in time domain performance
Most simulations run by the model are in the time domain, which involves integrating a
system of ordinary differential equations (ODEs) using MATLAB’s ode45 function. In the
extreme, a single simulation can involve hundreds of millions of integration steps and take
more than one month to complete (e.g. many of the SOAE simulations in Chapter 6). At
each time step, MATLAB calls a function (referred to henceforth as the “ODE function”)
that implements the ODE system of equations:
v̇ = f(v, t). (D.1)
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This section describes two sets of improvements that were made to the ODE function’s
computation of f(v, t). The first improvement was modifying how the nonlinear force vec-
tor, FNLes was computed and the second was to take better advantage of MATLAB’s built-in
matrix functionality. In the state space formulation described in Section 2.4.2, the mass ma-
trix, M was left on the left-hand side of the state space equation (Equation 2.55). However,
in the original 2015 formulation82 , the state space equation solved in the ODE function is
Morigv̇ = alinv+NL(v)+ f (D.2)



















In the MATLAB implementation, the matrices alin1 and alin3corresponds to the first and











In the original formulation, the computations performed by the ODE function can be
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split into four tasks:
1. Compute the nonlinear force vector, FNLes
2. Compute alin1×v
3. Solve the electrical model equation, Ceφ̇ = alin3v+FNLes
4. Compute the stimulus forcing term, Fu
Preliminary profiling results indicated that up to 95% of the overall computational time
of a simulation was spent in the ODE function. Because the ODE function is called for
each integration step, efforts to optimize the function can potentially result in a dramatic
reduction in the computational time. In the original 2015 formulation, a significant part of
the time spent computing the nonlinear force vector was spent computing the HB deflection
relative to the RL, uhb/rl from the BM, TM-shear, and TM-bending displacements (i.e. the
geometric coupling coefficients Ai j, Bi j, Ei j in Equations 2.12 and 2.13). These geometric
coupling coefficients do not depend on time and can thus be computed once during matrix
assembly. Similarly, other variables needed for computing FNLes can be computed once
during matrix assembly instead of at each time step. These improvements not only sped up
the runtime performance of time domain simulations, but also improved the readability of
the code.
For the baseline mesh, alin1 is a relatively dense matrix with a density of 72.5% (due
to the Meff−1 terms), but in the original 2015 formulation82 the matrix was defined to be
sparse. Through tests on both a PC work station and PACE, it was determined that it is
computationally faster to define alin1 as a full matrix. For the runtime performance results
discussed later in this section, the improvements discussed thus far are referred to as the
“2019 formulation.”
One of the options for MATLAB’s ODE solvers is to specify a mass matrix, so that the
following system is solved:
Mv̇ = f(t,v). (D.8)
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Through further testing, it was determined that the runtime performance could be improved
dramatically by solving Equation 2.55 instead of using the inverse of the effective mass,
Meff to solve Equation D.2. In this case, all matrices in Equation 2.55 (except for Meff,
which is ≈ 25% dense for the baseline mesh) are sparse, making the computation of f(t,v)
very efficient.
The runtime performance for all three methods are compared in Figure D.2. For all
methods, increasing Nx results in a dramatic increase in the computational time (≥O((Nx)4,
Table D.2), as shown in Figure D.2A. The 2019 formulation results in increased perfor-
mance and is approximately 2 times faster than the original 2015 formulation for Nx = 449,
but the speedup decreases as Nx increases (Figure D.2E). The decrease in speedup is due
to computing Alin1× v taking a larger percentage of the overall computational time as Nx
increases (Figure D.2C). Using the 2019 formulation with the mass matrix results in perfor-
mance more than 5 times faster than the original formulation for Nx=449, and this speedup
increases as Nx increases.
As Nx increases, the percent of time spent computing FNLes for the 2019 formulation
becomes negligible compared to the total computation time (Figure D.2D). For the 2019
formulation with the mass matrix, the time spent computing Alin1× v is significantly re-
duced compared to the 2015 and 2019 formulations (Figure D.2C) due to the increased
matrix sparsity. The percent of time spent computing the nonlinear force (Figure D.2D)
increases when the mass matrix is included because, although the calculations are identical
for both formulations, other operations complete quicker and the total time is less. Us-
ing the 2019 formulation with the mass matrix, a single simulation with the baseline mesh
(Nx=449) will cover approximately 460 ms per day (Figure D.2B). It should also be noted
that these results are for a pure tone simulation; running a two-tone or click simulation, for
example, may result in slightly different results although the general trends reported here
should still hold true.
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FIGURE D.2. Comparison of code performance for original and improved model formu-
lations. All results are for 1 ms duration time domain simulations with a stimulus at 20
kHz and 100 dB SPL. A total of n = 10 iterations were run for each mesh and formulation
combination. All simulations were run on the rich133-k35-28-r node on PACE with 20 GB
of memory and 12 GB of disk space requested for each simulation. (A) Computational time
required for the simulation (does not include matrix assembly or state space formulation).
(B) Speed of the simulation (computed by dividing 1 ms by the computational time from
(A) to provide an estimate of how much simulation time can be covered in one day. (C
and D) The percent of the total computational time spent computing Alin1× v and FNLes ,
respectively. (E) The average speed up for the improved model formulation calculated by
dividing the original computational time by the new computational time. (A and B) The fit
curves were computed using a power series fit to the results for Nx ≥ 400; the fit formulae
are listed in Table D.2.
TABLE D.2. Fits for runtime performance from Figure D.2.
Method Computational Time (s) Simulation Speed (ms/day)
2015 2.43×10−11(Nx)5.08 3.21×1013(Nx)−4.37
2019 2.99×10−12(Nx)5.31 4.02×1014(Nx)−4.67
2019 with mass matrix 5.41×10−9(Nx)3.99 1.71×1014(Nx)−4.36
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D.4 Methods for solving frequency domain response






























The model response in the frequency domain may be obtained by solving one of two equa-
tions: either the FEM matrix equation (Equation D.9) or the state space equation (Equation
2.60), where the pressure DOFs have been condensed out. Assembling the FEM matrices
in Equation D.9 with the baseline mesh results in large (1 million x 1 million element)
very sparse matrices (< 10−3 percent dense). Assembling the state space matrices (Equa-
tion 2.60) results in a much smaller (4,500 x 4,500 element) but denser (47 percent dense)
matrix. This increase in density is due to the M−1e f f term in Equation D.4. Increasing the
number of fluid modes increases the size of the block matrices in Equation D.9, but does
not change the size of the state space matrices. The runtime speed of solving the model
response in the frequency domain for these two methods are compared in Figure D.3. For
small number of fluid modes (Nm < 3), the sparsity of the FEM matrices results in com-
puting the model response quicker than solving with the much denser state space matrix.
The computational time required to solve the model response using the FEM equation at a
single frequency grows at slightly worse than O(n) as the number of fluid modes increases
while the computational time for the state space method is essentially constant. For the
baseline mesh (Nm=25), using the state space method is nearly 10x faster than solving the
FEM equation. If a 2D fluid model was used (i.e. Nm = 1; only the plane wave mode is
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included), then solving the FEM equation is approximately 3.6 times faster than solving
with the state space method.



























FIGURE D.3. Speed comparison of methods for solving the model in the frequency domain
for varied numbers of fluid modes. All results are from linear frequency domain simulations
with the response solved for 50 frequencies. A total of n = 10 iterations were run for each
fluid mode number and solution method. All simulations were run on the rich133-k35-
28-r node on PACE with 20 GB of memory and 12 GB of disk space requested for each
simulation. The speed was calculated by dividing the total simulation time by the number
of frequencies solved in the simulation (50 in this case). The fit curves were computed
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