In this paper, a new nonlinear integro-differential inequality is established. Using the properties of M-cone and a generalization of Barbalat's lemma, the boundedness and asymptotic behavior for the solution of the inequality are obtained. Applying this nonlinear integro-differential inequality, the invariant and attracting sets for Cohen-Grossberg neural networks with mixed delays are obtained. The results extend and improve the earlier publications. An example is given to illustrate the efficiency of the obtained results.
{ϕ i (t + θ )}.
For an M-matrix D [16, p114] , we denote D ∈ M and Ω M (D) {z ∈ R n | Dz > 0, z > 0}. From the definition of M-matrix [16] , we can easily get that Ω M (D) is a cone without conical surface in R n . We call it an ''M-cone''.
We also need the following generalization of Barbalat's lemma. ψ(x(t))dt < ∞, then x(t) → 0 as T → ∞.
Lemma 2.1 ([17]). Let ψ be a continuous, positive definite function and x(t) be a absolutely continuous on R. If x(·)
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] is a solution of the following nonlinear integro-differential inequality with the initial
where
are assumed to be piecewise continuous and there is a matrix
In this section we always assume that 
and
It follows from (1) and (4) that
which contradicts the inequality in (5). So (3) holds. This implies that the conclusion holds and the proof is complete.
Theorem 3.2.
For the inequality (1), suppose k ij (t) satisfies
where λ 1 is a positive constant. Then
provided that the initial conditions satisfy
and the positive constant λ is determined by the following inequality
Since
By using continuity and (6), we know that there must exist a λ > 0 satisfying the inequality (9) . That is,
Next, we shall prove that for any positive constant ε,
We let
If inequality (13) is not true, then ℘ is a nonempty set and there must exist some integer m ∈ ℘ such that θ m = min i∈℘ {θ i } ∈ [t 0 , ∞).
, R] and the inequality (13), we can get
By using (1) and (13)- (15), we obtain that
Furthermore, combining with (12) and using (11), we get
(u(s))ds = w m (θ m ), which contradicts the second inequality in (14) . Thus the inequality (13) holds. Therefore, letting → 0, we have (7). The proof is completed.
Remark 3.1. When the initial conditions φ ∈ PC defined in [5] 
we have u(t) is bounded. Furthermore,u(t) is bounded by (1). Thus u(t) is absolutely continuous, u(t) andu(t) ∈ L
∞ (0, +∞). By Lemma 2.1, we have lim t→∞ u(t) = 0 ≤ L. Therefore the conclusion holds and the proof is completed.
Applications
In this section, we will apply the nonlinear integro-differential inequality established in Section 3 to obtain the invariant and attracting sets for the following Cohen-Grossberg neural network
where 0 ≤ τ ij (t) ≤ τ (τ is a constant); h ij : [0, +∞) → [0, +∞) are piecewise continuous functions and satisfy
In the following, we firstly introduce the following assumptions. 
} is a positive invariant and global attracting set of (17) ,
Proof. Calculating the upper right derivative
where α(x(t)) = diag{α 1 (x 1 (t)), . . . , α n (x n (t))}.
From Theorem 3.1, we get
SinceD ∈ M , there exists a positive vector z = (z 1 , . . . , z n )
T such that
By using continuity, we know that there must exist a positive scalar λ such that
where By the definition of invariant and global attracting sets (see [11] [12] [13] [14] ), the proof is complete.
For the caseÎ = 0, we easily observe that x(t) = 0 is a solution of (17) from (A 3 ). We can get the attractivity of the zero solution and the proof is similar to that of Theorem 4.1. When α i (x i ) ≡ 1 and β i (x i ) = β i x i (β i is a positive constant) for each i ∈ N , system (17) becomes the following system which has been studied in [15, 11] 
We can chooseα(x) = 1 in (A 1 ). Then, we have the following corollaries. Remark 4.2. The positive invariant and global attracting set of (22) were investigated in [15] , in which the differentiability of the time-varying delays τ ij (t) (i, j ∈ N ) and τ ij (t) ≤ < 1 were required. However, Corollary 4.1 does not require these conditions.
An illustrative example
The following illustrative example will demonstrate the effectiveness of our results. Example 1. Consider the following model: x 2 (t) = (cos x 2 (t) − 2) 8x 2 (t) − 0.5g 1 (x 1 (t)) + g 2 (x 2 (t)) − 1.5f 1 (x 1 (t − τ 21 (t))) + 0.5f 2 (x 2 (t − τ 22 (t))) + 2 T is a positive invariant and global attracting set of (23).
(ii) If I = (0, 0) T , then x(t) = (0, 0)
T is a solution of (23). It follows from Theorem 4.2 that the zero solution of (23) is globally exponentially stable and the exponential convergent rate equals 0.3.
