The purpose of this paper is to provide a unified description of iterative algorithms for the solution of traffic equilibrium problems. We demonstrate that a large number of well known solution techniques can be described in a unified manner through the concept of partial linearization, and establish close relationships with other algorithmic classes for nonlinear programming and variational inequalities. In the case of nonseparable travel costs, the class of partial linearization algorithms are shown to yield new results in the theory of finite-dimensional variational inequalities. The possibility of applying truncated algorithms within the framework is also discussed.
Introduction
Traffic planning and transportation analysis problems have motivated a large amount of academic research into mathematical modelling and the design of algorithms during the last 25 years. The analysis of mathematical models of traffic planning problems aid planners in predicting what effects changes in the traffic network topology will have on the network's performance, with respect to congestion, queueing, safety and so on, without having to perform these changes in the real traffic network.
In this paper we consider the static model of traffic assignment with and without link interactions, with emphasis on the problem resulting from the principle of user equilibrium, formulated by Wardrop [97] . Given link performance functions, modelled as strictly increasing functions of the flow on the links, the equilibrium conditions can be shown to be the first order optimality conditions of a convex mathematical program; hence, the traffic equilibrium problem may be analyzed by using standard techniques in nonlinear optimization. The special problem structure and the size of real-world problems, however, make the problem a challenge for the development of specialized methods. A large amount of research has been made in the development of efficient algorithms for these problems and also to validate the use of the models in practice. When there are link interactions present in the model, a reformulation as a convex program is not possible to make in general. Through a reformulation of the equilibrium conditions as a finite-dimensional variational inequality, it is still possible to solve these more general problems efficiently. Recently, variational inequalities have shown to be equivalent to (generally) nonconvex, and also possibly nondifferentiable, optimization problems. Based on these optimization formulations new algorithms have been developed, and applied to traffic equilibrium.
Many of the feasible direction methods and successive approximation algorithms presented for the traffic assignment problem may be given a unified description. In this paper we introduce a class of algorithms that is based on iterative travel cost approximations, and show that a number of well known iterative algorithms for traffic assignment belong to this class. Examples of such methods are the Frank-Wolfe algorithm, Jacobi and Gauss-Seidel type methods and Newton methods. We will also establish a close relationship between this algorithmic class and the classes of algorithms defined by Dafermos [24] , Migdalas [69] and Tseng [93] .
The remainder of the paper is organized as follows. In Section 2 we introduce the traffic equilibrium problem, and discuss some of its important properties. In Section 3 we introduce the concept of partial linearization and provide some interpretations. We discuss the global convergence of the general algorithm, and validate truncated subproblem solutions within the framework. Well known instances of the algorithm, as well as possible extensions, are discussed in Section 4. Parallel (partially) asynchronous implementations of the partial linearization algorithm are also validated. In Section 5 we present the variational inequality formulation of the general traffic equilibrium problem. Optimization reformulations are also presented, and we establish a new equivalence result for variational inequality algorithms. We provide in Section 6 some well known instances of algorithms for traffic equilibria, and discuss possible extensions by the introduction of line searches with respect to merit functions. Finally, in Section 7, we draw some conclusions and present research opportunities.
The traffic equilibrium model
Consider a transportation network G=(N , A), where each directed arc a ∈ A is associated with a positive travel time, t a (f ). This travel time, or transportation cost, measures the disutility of using the arc as a function of the network flow f . The functions t a (f ) are usually referred to as arc performance functions, and are monotone as a result of congestion. For certain pairs of origins and destinations, (p, q) ∈ C, where C ⊂ N × N , there is a given positive flow demand d pq . Each O-D pair (p, q) is associated with a specific commodity. We denote the commodity flow directed from node p to node q through arc a by f apq , giving rise to the total arc flow equation f a = (p,q)∈C f apq . To measure the commodity flow into and out of a specific node i ∈ N , we define W i and V i to be the sets of arcs initiated at node i and terminating at node i, respectively. The problem of determining a network flow fulfilling the travel demands and a prescribed performance criterion is referred to as the traffic assignment problem.
In this paper, we consider static traffic assignment problems, modelling peak-hour urban traffic. Two main principles of optimality are usually considered. These are attributed to Wardrop [97] . The first optimality principle is based on the intuitive behaviour of traffic, i.e., each user of the traffic network seeks to minimize his/her own travel time, leading to a steady-state where all used routes between a given pair of origin and destination have equal travel times; it is therefore known as the principle of user equilibrium. With the assumptions that the function t(f ) is integrable and that the Jacobian of t is positive semidefinite for all feasible flows, Wardrop's first conditions of optimality can be reformulated as a convex mathematical program (e.g. [22] ). First to formulate this program are Beckmann et al. [7] , in the case of separable cost functions (i.e., t a (f ) = t a (f a ), ∀a ∈ A). The assumption that the travel cost function is integrable is in some applications too restrictive. A nonintegrable function t(f ) corresponds to an asymmetric Jacobian of travel costs. The problem is therefore known as the asymmetric traffic assignment problem, and may be formulated for instance, as a variational inequality [90, 23] , a nonlinear complementarity problem [2] , a fixed point problem (e.g. [71] ) or as a, generally nonconvex, mathematical program by the use of so called gap functions (e.g. [44] ). If separable costs are considered, the corresponding mathematical program will have an objective with additive terms
The second optimality principle is known as the system optimum principle, and corresponds to the situation in which the whole transportation system's disutility is minimized. The flows corresponding to the system optimum must be imposed upon the users, thus giving a problem of prescription, as opposed to the problem of description in the case of user equilibrium. Under the assumption that each function t a (f a ) is positive, monotonically increasing and convex, this principle can be shown to be equivalent to a convex mathematical program, and the objective will have additive terms
The fixed demand Traffic Assignment Problem may, in both cases of optimality principles, be stated as (e.g. [74] )
where A is an |N | × |A| arc-node incidence matrix, f pq is the vector of commodity flows f apq and where d pq denotes the demand vector for commodity (p, q). This formulation is referred to as the arc-node formulation.
It is also possible to formulate [TAP] in terms of route flow variables. Define the set of simple routes from p to q by R pq , and the flow on route r ∈ R pq by h pqr . If we define an arc-route incidence matrix ∆ = (δ pqra ) for G, i.e., δ pqra = 1 if r ∈ R pq contains arc a, and 0 otherwise, then arc flows are calculated as f a = (p,q)∈C r∈Rpq δ pqra h pqr , and the traffic assignment problem becomes (e.g. [39, 27] )
We will refer to this formulation as the arc-route formulation. In the sequel we will concentrate on the case of user equilibrium.
The reader may note that an inherent property of [TAP] is that its objective function is nonseparable with respect to commodity flows, while the feasible set is a Cartesian product set. Furthermore, one can show that, for strictly increasing arc performance functions, the objective is strictly convex with respect to total arc flows f a , but only convex with respect to commodity flows f apq (e.g. [89] ). Thus, the program [TAP] is convex.
The development of formalized methods for the solution of the traffic assignment problem arose in the middle of the 1960's. The most influential and well known algorithm is an adaptation of the method of Frank and Wolfe [37] , first suggested for use in this field by Bruynooghe et al. [16] and implemented for a small city by LeBlanc et al. [54] . Based on a feasible flow f (l) , a first order Taylor approximation of the objective yields a linear subproblem, which in the case of user equilibrium is equivalent to |C| independent shortest route problems in the transportation network, based on the arc costs t f (l) . A line search is then made in the direction
where y (l) is a shortest route pattern.
Another important class of algorithms is the class of cyclic decomposition methods, in which the problem is solved for subsets of the variables sequentially. Cyclic decomposition schemes extend block Gauss-Seidel methods known from the solution of systems of linear and nonlinear equations to constrained optimization [75] . In the traffic assignment context, the cyclic decomposition is made over the commodities (e.g. [73, 82] ). The advantage of these algorithms, as compared to the Frank-Wolfe approach, is that the nonlinearity of the objective is preserved, thus better retaining the properties of the original problem. A disadvantage, however, is that the algorithm is inherently sequential, as opposed to the Frank-Wolfe algorithm.
The idea behind the original formulation of a partial linearization method 1 [49] was to combine the advantages of these two approaches, by making subproblems nonlinear and separable with respect to commodities. (This is accomplished by identifying the nonseparable part of the objective, and linearizing it.) It is a generalization of the Frank-Wolfe algorithm that avoids extreme point solutions to the subproblems by retaining them nonlinear. In this way the subproblems will better resemble the original problem, and therefore hopefully provide better search directions. By making the subproblems separable with respect to the commodities, the algorithm will avoid the sequential character of cyclic decomposition schemes, and hence, the algorithm may utilize parallel computing environments.
In the following, we will develop a class of algorithms, whose common feature is that only a part of the objective is linearized in each iteration, as opposed to the Frank-Wolfe approach. The algorithm extends the one given in [49] ; by choosing the part to linearize in different ways, a number of well known methods for nonlinear programming and traffic assignment may be recognized.
3 The partial linearization algorithm
Introduction
The basis for the discussion in this section is an article by the author [81] , where the convergence of partial linearization methods is established for, not necessarily differentiable, convex programming and pseudo-convex differentiable programming. The algorithm is stated for a general problem over a compact and convex feasible set, where the objective is pseudo-convex and continuously differentiable.
[P] min
The general algorithm works as follows.
In a feasible point, x (l) , the objective function is expressed as
where Φ(x, y) is assumed convex and continuously differentiable with respect to x and continuous with respect to y. The second term in (3.1) can be seen as expressing the error when replacing the original objective, T (x), by the function Φ x, x (l) . The idea then is to take this error into account by replacing it with a first order Taylor expansion around x (l) .
The convex subproblem solved in iteration l then is
, where
and where ∇ x Φ (y, y) = ∇ x Φ (x, y)| x=y . We immediately see that the algorithm extends the Frank-Wolfe algorithm, which corresponds to letting Φ ≡ 0.
The basic descent property is given by the following theorem.
is a feasible descent direction with respect to T .
If convergence is not detected after having solved [PL-SUB (l) ], the algorithm proceeds by performing a line search in the direction d (l) with respect to T , defining the new point x (l+1) . The basic convergence property of this algorithm is given below. Under the additional assumption that T (x) has a Lipschitz continuous gradient, i.e., there exists a constant K ≥ 0 such that
then it is possible to show that the partial linearization algorithm is globally convergent even when line searches are made only approximately. See [81] for further details.
Later, we will develop a variant of the partial linearization algorithm where the subproblems are solved inaccurately, i.e., where [PL-SUB (l) ] is solved with a truncated algorithm. Global convergence holds for any descent algorithm applied to [PL-SUB (l) ], and for almost arbitrary inaccuracy, provided that the algorithmic map of the descent algorithm is closed. (See [99] for a general discussion on closedness of algorithmic maps.) The Frank-Wolfe algorithm is an interesting special case, since such a truncated partial linearization algorithm may be easily implemented by slightly modifying an existing Frank-Wolfe code.
Some differences between the general algorithm and the Frank-Wolfe method is noted below.
A nice property of the Frank-Wolfe algorithm is that for convex problems a termination criterion is available through the lower bound on the optimal objective value, obtained from the linear subproblem. In the partial linearization algorithm this termination criterion is not valid since the error function T (x) − Φ(x, y) is not convex in general. It is, however, easy to show that
is not a solution to [P] , and that this difference tends towards zero. The reader may note that an optimal solution is obtained also from the sequence of solutions to the subproblems, if Φ(x, y) is strictly convex with respect to x, i.e., lim l→∞ x (l) − x (l) = 0. This is not the case in the Frank-Wolfe algorithm.
Interpretations of the subproblem in the partial linearization algorithm are made below.
If the function Φ(x, y) is chosen so that
Algorithms of this type is studied by Migdalas [69] , who refers to them as regularized FrankWolfe algorithms, and Tseng [93] , by the name nonlinear proximal descent (NPD) methods. (As will be shown later, these algorithms are, in fact, equivalent to the partial linearization algorithm.) The expression (3.2) provides a nice characterization of the method class as partial linearization methods as opposed to complete linearization methods, such as the Frank-Wolfe algorithm. In the Frank-Wolfe algorithm, the first order Taylor expansion, which is valid only locally around x (l) , is used globally in the subproblem phase. The subproblem solved in a partial linearization method introduces a regularization term in the objective function of the FrankWolfe subproblem, restricting the distance between the current point x (l) and the subproblem solution x (l) . By retaining the nonlinearity of the original objective function, partial linearization methods will therefore avoid the tailing-off phenomena inherent in the Frank-Wolfe method, caused by the generation of extreme point subproblem solutions (e.g. [59] ).
Apart from avoiding tailing-off phenomena the partial linearization method may be used to regularize not strictly convex problems by adding a strictly convex term to the objective. Assume that the objective function T (x) is convex but not strictly convex everywhere. Assume also that the function Φ(x, y) is strictly convex with respect to x. Let Φ(x, y) = T (x) + Φ(x, y), which then is strictly convex with respect to x. Rewrite the objective as in (3.1), i.e., let
The subproblem solved in the partial linearization method then is to minimize
i.e., the subproblem in the partial linearization algorithm may also be seen as a strengthening of a not strictly convex problem by adding a strictly convex term, Φ, to the objective. As an example, consider the function Φ(x, y) =
, where c > 0. The subproblem then is to minimize
, which is equivalent to the subproblem of the proximal point algorithm [86] .
The possibility of obtaining strictly convex subproblems by choosing Φ strictly convex also facilitates the use of duality based methods for [PL-SUB (l) ]. Efficient dual ascent methods have been developed for strictly convex problems in single-commodity networks, matrix balancing, quadratic programming and entropy maximization, see e.g. [11, 14, 15, 17, 18, 57, 87, 92, 95, 96, 100] . Through the use of partial linearization such methods are applicable to [TAP] since the choice of Φ as a separable strictly convex function with respect to the commodities induces both strict convexity and separability of [PL-SUB (l) ] (see Section 4.1). Since these methods are amenable to parallel computations efficient parallel partial linearization methods are defined (see Section 4.2).
The subproblem [PL-SUB (l) ] may also be given a more general formulation. Assume that [P] is given by its variational inequality characterization (see Section 5.1)
Assume also that ϕ : X× X → ℜ n is monotone with respect to its first argument and continuous with respect to its second, and that ϕ(·, y) is not necessarily the gradient of a convex function Φ(·, y). The subproblem of the partial linearization method may then be described as follows. In iteration l, the cost vector ∇T is approximated by ϕ ·, x (l) , and the error made when replacing ∇T with ϕ is taken into account by adding the term ∇T x (l) − ϕ x (l) , x (l) to the cost. The subproblem is then the following variational inequality.
[PL-SUB-
(By associating the map ϕ(·, y) with the gradient of Φ(·, y), using its variational inequality characterization the subproblem [PL-SUB (l) ] can be shown to be equivalent to [PL-SUB-
This more general description of the subproblem of the partial linearization algorithm will be used later to establish that cyclic decomposition methods are instances of the general algorithm.
Truncated partial linearization algorithms
From a practical point of view subproblems can not be solved exactly, and there is an obvious trade-off between the amount of work spent on solving [PL-SUB (l) ] and obtaining sufficiently steep descent directions. We conclude this section by establishing the global convergence of a version of the partial linearization algorithm, where each subproblem is solved with a truncated descent algorithm with closed algorithmic map.
The idea behind the truncated partial linearization algorithm is to bound the work performed on [PL-SUB (l) ], by bounding from above the number of iterations performed with a finite integer, k (l) . These numbers can either be determined a priori, or be viewed as being the consequence of the algorithm and stopping criteria chosen for [PL-SUB (l) ]. It will be shown that the sequence k (l) may be chosen arbitrary, with k (l) ≥ 1, ∀l, and convergence will still be ensured under the condition that the method used for solving [PL-SUB (l) ] has a closed algorithmic map.
The following lemma and theorem establish the global convergence of the truncated partial linearization algorithm.
is a feasible descent direction of descent with respect to T .
, ∀x, and the convexity of T (l) yields
The implication of this lemma is that is suffices with a single iteration of a descent algorithm on [PL-SUB (l) ] to obtain a feasible descent direction with respect to T .
Theorem 3.3 Assume that T (x)
is pseudo-convex and continuously differentiable, and that Φ(x, y) is convex and continuously differentiable with respect to x, and continuous with respect to y. Furthermore, assume that the algorithm used for solving [PL-SUB (l) ] is a descent algorithm with closed algorithmic map, and that the termination criteria chosen for [PL- 
where x * = lim l∈L x (l) and x = lim l∈L x (l) , and where x (l) is the result of the truncated solution of [PL-SUB (l) ].
Taking the limit ofL, we have by Lemma 3.1 that
The convexity of T (l) , ∀l implies that
But the fact that ∇T (l) (x, x) = ∇T (x), ∀x and using (3.3) we obtain T * (x, x * ) ≥ T * (x * , x * ), and hence we have that
Assume that, for any positive constant M , there exists a finite integer i such that
(We say that lim l→∞ k (l) = ∞.) Then the subproblem is solved accurately in the limit, and convergence is ensured by Theorem 3.2.
Let us now show that the subproblem is solved accurately in the limit also when k (l) → ∞.
Since k (l) → ∞, there must be an integer k * that occurs in the sequence k (l) , l ∈L, an infinite number of times. Choose the subsequence ofL corresponding to these indices. The subproblem [PL-SUB (l) ] is in the limit of this sequence solved with k * ≥ 1 iterations of a descent algorithm with closed algorithmic map. We next show that x is a solution to this problem. Hence, x ∈ M (x * ) so that x is the solution to the truncated subproblem in the limit.
By using (3.4), Lemma 3.1 and the fact that k * ≥ 1, we conclude that x * must solve the subproblem in the limit, i.e., that x * ∈ arg min x∈X T * (x, x * ). Note that, for the interesting special case of using Frank-Wolfe for solving [PL-SUB (l) ], whenever k (l) = 1, iteration l in the truncated partial linearization algorithm reduces to a Frank-Wolfe iteration. Note also that by the proof of Theorem 3.3, the limit point of the truncated subproblem solutions, x, in fact solves the subproblem in the limit exactly, despite the fact that each subproblem is solved inaccurately.
Migdalas [69] presents a truncated Frank-Wolfe algorithm for the subproblem of the regularization algorithm. There, the subproblems are truncated when the relative error is smaller than an a priori determined value. To ensure convergence, the sequence of values are assumed to have limit zero, so that, in essence, the subproblems are solved with a higher and higher accuracy.
It is interesting to note that, by the discussion made above, this is accomplished automatically regardless of the number of iterations performed on each [PL-SUB (l) ].
The feasible set in the arc-node formulation of the traffic equilibrium problem is, in general, not bounded due to the presence of cycles in the network. When applying the Frank-Wolfe algorithm to [PL-SUB (l) ], it is possible that negative arc costs can occur, and that, as a consequence, the linear subproblem may have an infinite solution. (This can, however, not happen during the first iteration of the subproblem solution process, since the arc costs then are defined by t f (l) , positive by assumption.) In a practical implementation the subproblem may be truncated prematurely if a negative cycle is detected. The global convergence of such an algorithm is still ensured by Theorem 3.3.
In the next section we will outline the use of partial linearization methods for separable traffic equilibrium problems. The presentation is divided into two parts; we first discuss Jacobi/GaussSeidel type algorithms and then Newton type approaches. Algorithms incorporating truncated algorithms and simplicial decomposition/column generation are also discussed.
4 Partial linearization algorithms for separable traffic equilibrium problems
Jacobi/Gauss-Seidel type algorithms
The Jacobi and Gauss-Seidel methods are well known for the solution of systems of linear and nonlinear equations [75] , and optimization problems over Cartesian product sets [17] . Assume that the feasible set X ⊆ ℜ n in [P] is a Cartesian product, i.e., that X = i∈C X i , where X i ⊂ ℜ n i and i∈C n i = n. Given a point x (l) ∈ X, the Jacobi subproblem then consists of the following |C| independent problems
It is easily verified that Jacobi is a partial linearization algorithm, through the subproblem defining function Φ(x, y) = i∈C T y 1 , y 2 , . . . , y i−1 , x i , y i+1 , . . . , y |C| . As applied to traffic assignment, the subproblem solved for commodity i ∈ C in a Jacobi method, given a feasible flow
The reader should note here that a decomposition of the original problem into independent subproblems is accomplished by any function Φ of the form
where each function Φ i is convex with respect to the variables x i .
An alternative to the parallel solution of the subproblems is to instead use the new information obtained from one subproblem when solving the next. Although this strategy is inherently sequential, the better utilization of information may result in a better practical convergence rate. This is the Gauss-Seidel approach, and for the variables x i the subproblem is
|C| .
The Gauss-Seidel method is an instance of the partial linearization algorithm. The subproblem, defining one main iteration, may be described by the variational inequality
where the ith block component of ϕ is 
A large number of articles have been devoted to Jacobi and Gauss-Seidel approaches. Cyclic decomposition methods for [TAP] are presented in e.g. [20, 21, 22, 16, 27, 73, 82, 88] . In combination with simplicial decomposition/column generation (see [47, 51] ), such algorithms have also been presented in [39, 55, 72, 74, 36, 34] . Jacobi/Gauss-Seidel methods have also been applied to the problem of optimal routing in computer communication networks (a problem with the same structure as [TAP]), often in combination with Newton type approaches. We would like to stress that most applications of Jacobi or Gauss-Seidel algorithms for traffic assignment is of the successive approximation type, i.e., the solution to the separable subproblem is taken as the new iterate point, while, in the partial linearization scheme a line search is included between the current iterate and the subproblem solution point. Not only may the global convergence criteria be weakened (it is well known that the convergence of Jacobi and Gauss-Seidel methods require, typically, strict convexity of either the whole objective or with respect to each independent variable block component, see e.g. [15, Section 3.3.5] ), but also the practical convergence is expected to be much better by including line searches [31] .
The partial linearization algorithm defines extensions of the Gauss-Seidel approach. A general Gauss-Seidel type algorithm is defined by an ordering {i l } ∞ l=1 of indices to be chosen, and a mapping ϕ such that, for the variable block component x i , the following variational inequality is solved.
[GS-PL
which reduces to a convex nonlinear program if ϕ i is a gradient.
By letting the mapping ϕ i be such that ϕ i (x i , x) = 0, we obtain the generic subproblem of Tseng [93] :
Tseng extends the Gauss-Seidel type approach by including an inexact line search with respect to the original cost in the direction x
i , after each subproblem. Furthermore, the sequence of indices i l chosen is not restricted to be the standard cyclic order (i l = 1 + l mod |C|). Rather, in order to establish convergence, the sequence of indices {i l } must satisfy the condition that there exists a constant B ≥ |C| such that every index is chosen at least once every B successive iterations (essentially cyclic rule).
Based on the results obtained in this paper we may extend Tseng's Gauss-Seidel type algorithm in several directions. In view of the results of Section 3.2, the subproblems need not be solved exactly in order to establish convergence (cf. [15, Prop. 3.3.8] and [68] ). Furthermore, other orders of iteration are possible, such as variants of the Gauss-Southwell (remotest) order [17] , in which the index chosen corresponds to variables being, in some measure, farthest from the optimum. In the traffic assignment context an algorithm based on such an ordering is established convergent in [82] . In iteration l the commodity to be considered is chosen based on the error in the Wardrop conditions, using dual prices obtained from the Frank-Wolfe subproblem. A simpler way of using the Frank-Wolfe algorithm in the choice of commodity in a Gauss-Seidel type scheme is to instead use the value of the primal gap function (see Section 5.3), which is directly available from the computation of shortest routes. Evaluating, for each commodity, the current total cost of transportation minus the total cost of transportation along a shortest route provides a measure of the distance (gap) from the optimum for each commodity. The commodity chosen in iteration l then is the one with the largest (relative) gap. The convergence of such an algorithm is established analogously to [82] .
Other Jacobi type methods for [TAP] have been presented in [19, 50] . These are briefly discussed below, and shown to be instances of the general algorithm.
In [19] a shifted function h(b) = T (b + f ) − T (f ) is defined for feasible flows f . Then [TAP] is equivalent to minimizing h(b) subject to b : b + f is feasible. By defining h a to be the term of h corresponding to arc a, they then define a scaled separable function (σ > 0 is a constant)
which is minimized with respect to b. Associating the scaled separable function h s with the function Φ we may conclude that the algorithm is a partial linearization algorithm. It should be noted that for the special case of σ = 1, the algorithm reduces to the Jacobi algorithm.
In [50] an algorithm is defined, which also is highly related to the Jacobi method with line searches. Here, the separable approximation defining Φ is i∈C a∈A
How the choice of separable functions Φ, i.e., of the form (4.1), induces parallel partial linearization methods is shown below.
Parallel asynchronous implementations of partial linearization methods
Partial linearization algorithms, when applied to problems over Cartesian product sets, may also be implemented in a (partially) asynchronous manner. Assume that we have access to a parallel computer, where we can allocate each of the |C| single-commodity problems to one independent processor. In a synchronized implementation each processor must halt at predetermined points to exchange information (in this context commodity flows). In an asynchronous implementation local processors do not wait to receive the latest information available. The advantage of such an approach is a minimal communication delay and a potential speed-up over synchronized algorithms. The drawback is that the conditions of convergence are more severe than for the synchronized version, and that the termination criteria are not as easily detected. In a partially asynchronous implementation there is a bound on the communication delays, i.e., the information that any processor holds is not arbitrarily old. We follow the definition given in [15, p. 483] , and introduce a set T i of times at which x i is updated by processor i, variables τ i j (t) for each i, j ∈ C and t, measuring the amount by which the information used in an update of x i is outdated, with 0 ≤ τ i j (t) ≤ t. By partial asynchronism we mean that there exists a positive constant B such that for each index i and for each t ≥ 0 at least one element in the set {t, t + 1, . . . , t + B − 1} belongs to T i , t − B < τ i j (t) ≤ t for each i, j and t ∈ T i , and τ i i (t) = t for all i and t ∈ T i . (Note the similarities between the definitions of partial asynchronism and the essentially cyclic rule.)
To establish convergence of a (partially) asynchronous implementation of the partial linearization algorithm, we make the additional assumptions that ∇T is Lipschitz continuous with modulus K, and that the function Φ is of the form (4.1), where each function Φ i (x i , y) is strongly convex with modulus m Φ i , i.e.,
We also define m Φ = min i m Φ i . In order to carry out the computations in an asynchronous fashion the line search is replaced by a predetermined step length, α > 0. The following convergence result extends the ones obtained in [15, Props. 3.3.4 and 7.5.3] for a general algorithmic scheme in unconstrained optimization and for gradient projection type methods, respectively. (The fact that gradient projection is an instance of the partial linearization algorithm is shown in Section 4.3.) Since the theorem is easily established from these propositions, the proof is omitted.
Theorem 4.1 Assume that T is pseudo-convex and has a Lipschitz continuous gradient, and that the functions Φ i are strongly convex. Then the synchronized partial linearization algorithm using fixed step lengths α converges globally if 0 < α < 2m Φ K . In the partially asynchronous version, we obtain the same result if steps are chosen in the interval 0 < α <
For a discussion on the roles of the different parameters in the step length restriction, see [15, Section 7.5.2]. In particular, if the problem is weakly coupled with respect to the commodities, i.e., the interaction between commodity flows in the network is modest, then the second result obtained in Theorem 4.1 may be improved in the sense that a longer step α is allowed. In the special case of gradient projection type methods [56, 8] , which is also the algorithm considered in [15, Section 7.5], Tseng [94] establishes a linear convergence rate for the partially asynchronous version. (This result extends the linear convergence result obtained in e.g. [58] , for the basic method.)
We conclude this section by studying Newton type approaches for separable traffic assignment problems.
Newton-type methods
We first show that the constrained Newton method is an instance of the partial linearization algorithm.
Given y ∈ X, let the function Φ be given by Φ(x, y) = 
then the partial linearization algorithm is finite, whenever ∇T is Lipschitz continuous, and the function Φ is chosen convex with a Lipschitz continuous gradient ∇ x Φ(·, y). (This result generalizes those obtained for the proximal point algorithm [86] , gradient projection [84] , constrained Newton [84] and Frank-Wolfe [84] .)
From the above discussion on regularizations of the Frank-Wolfe algorithm we may interpret the Newton method as a special case, where the regularizing term is given by a particular matrix norm, see [69] .
Approximate Newton methods are defined through approximations B (l) of the Hessian matrix, for instance as block diagonal matrices, making the corresponding subproblems separable with respect to the commodities, when applied to traffic equilibrium. In [40, 56] the matrix is chosen as the identity matrix, while in [8] it is chosen positive diagonal. (These methods are often referred to as (scaled) gradient projection algorithms.) Such algorithms are seen to be instances of the partial linearization methods, by replacing ∇ 2 T x (l) with B (l) in the above derivation of Newton's method.
Newton algorithms of the types mentioned above have been applied to routing and traffic equilibrium (e.g. [9, 28] ), and incorporating simplicial decomposition/column generation in [10, 13, 79, 45, 46, 51] . Dembo and Tulowitzki [28] present a Newton method for the arcnode formulation of [TAP] , based on the use of truncated Frank-Wolfe iterations. Using a subproblem termination criterion based on decreasing relative errors, the algorithm is shown to converge with a superlinear rate. They do not address the problem with negative arc costs (cf. Section 3.2), which could imply that in practice this is not an issue. It is interesting to note their conclusion regarding the number of Frank-Wolfe iterations that should be considered to maximize the efficiency of the algorithm. Their conclusion is that not more than four Frank-Wolfe steps should be considered in any iteration.
Partial linearization for variational inequalities
In this section we consider the variational inequality formulation of the general traffic equilibrium problem, arising from the first Wardrop conditions when the cost interactions between user classes, or between the flows on different links, are not symmetric. The possibility of formulating merit functions for asymmetric variational inequalities are also discussed. The partial linearization algorithm will then be extended to variational inequality problems, and some algorithmic equivalence results will be given. Based on these results we will, in the next section, give a unified description of some well known traffic equilibrium methods. The extension to descent methods through the use of merit functions will also be addressed.
It is shown in e.g. [22] that the Wardrop conditions of user equilibrium may be reformulated as a convex mathematical program under the assumption that the travel time function t has a symmetric Jacobian matrix for all feasible flows, i.e., t ′ (f ) is symmetric for all feasible f . When, in the general case, arc costs are asymmetric, an equivalent mathematical program corresponding to user equilibrium can not be derived by using the same arguments as used when formulating [TAP] . The Wardrop conditions can instead be reformulated into other well known problem types, such as variational inequality, nonlinear complementarity or fixed point problems. In this paper we consider the variational inequality formulation. Through the variational inequality concept equivalent mathematical programs have been presented. Algorithms based on merit functions are typically based on the solution of convex subproblems or affine variational inequalities, and nontrivial line searches with respect to these functions.
Before formulating the variational inequality problem, equivalent to the Wardrop conditions for user equilibrium, we will discuss some important properties of variational inequalities in finite-dimensional space.
Variational inequalities
Consider a continuous mapping F(x) : X → ℜ n . Throughout this exposition X will be assumed nonempty, closed and convex.
The Variational Inequality Problem is defined as
A solution to [VIP] exists under certain regularity assumptions on X and F, and a solution x * to [VIP] is unique under the condition that F is strictly monotone, i.e., that
T (x − y) > 0, ∀x, y ∈ X and x = y.
The problem [VIP] is related to nonlinear programming by the following.
Theorem
. The converse holds whenever T is convex.
F(x) is a gradient of a function T (x) under the condition that the Jacobian, F ′ (x), is symmetric for all x ∈ X [75, Theorem 4.1.6], and the problem [VIP] can hence be put into an equivalent mathematical programming problem as follows:
The following two theorems provide basic tools in algorithmic procedures for solving [VIP] .
Theorem 5.2 [75, Theorem 5.1.3] Let X be closed in ℜ n and let T : X → X be a contraction mapping with modulus K, i.e., that T(x) − T(y) ≤ K x − y , ∀x, y ∈ X, where K ∈ [0, 1) and · is some norm. Then T has a unique fixed point, and the sequence x (l+1) = T(x (l) ), l = 0, 1, . . . , converges to the fixed point geometrically. 
is the projection on X with respect to the norm x G = (x T Gx) 1/2 . Theorem 5.3 provides a fixed point characterization of a solution to [VIP] . Furthermore, since
is a contraction mapping if F is strongly monotone and Lipschitz continuous, and if γ is sufficiently small, a convergent algorithm may be defined by employing the iterations
This methodology is referred to as the projection algorithm (e.g. [23] ).
Another fixed point characterization of solutions to variational inequalities is given below.
Theorem 5.4 Let the problem [VIP] be given as above. Define the point-to-set mapping
Then x * solves [VIP] if and only if x * is a fixed point of the mapping W (x), i.e., x * ∈ W (x * ).
The theorem is developed from the text given in Zuhovickiǐ et al. [102] (see also [43, 62] ). The latter fixed point formulation does not directly define an algorithm as the projection characterization does, since the mapping W cannot be shown to be contractive. (In the context of traffic equilibrium, the algorithm is equivalent to the heuristic, iterated all-or-nothing assignment algorithm. However, it provides a nice interpretation of the Wardrop conditions of equilibria, see [80, Section 5.4 ].) Both above fixed point characterizations will be shown to be special cases of a general fixed point characterization, given by a generalization of Theorem 3.1.
For further discussions on variational inequalities we refer to the book by Kinderlehrer and Stampacchia [48] , and the recent survey by Harker and Pang [42] .
Traffic equilibria via variational inequality and mathematical programming reformulations
We begin by stating the Wardrop conditions of user equilibrium, and state the equivalent variational inequality formulation.
[
where π pq denotes the equilibrium travel time on the utilized routes for commodity (p, q), d pq the demand for commodity (p, q) and R pq the set of simple routes between p and q, and c pqr the travel time on route r resulting from the route flow h * .
The Wardrop conditions of user equilibrium can be shown (see e.g. [90] ) to be equivalent to the following variational inequality formulation, defining the general Traffic Equilibrium Problem:
where X is defined by the demand feasibility constraints, i.e., the constraints (3) and (4) of [W] . Using the arc-route flow relationship, the problem of traffic assignment with fixed demands and additive costs can be cast in terms of arc flows:
where X is defined by the commodity flow conservation constraints and nonnegativity restrictions. The first to formulate this problem as a variational inequality are Smith [90] and Dafermos [23] . The existence and uniqueness properties of traffic equilibria are analyzed by studying the properties of the corresponding formulation as a variational inequality, nonlinear complementarity or fixed point problem.
We now turn our attention to the possible reformulations of variational inequalities as mathematical programs, without imposing a symmetry restriction on the Jacobian of the mapping F.
A class of generalized gap functions
When the Wardrop conditions for traffic equilibrium problems with asymmetric travel costs were equivalently formulated as variational inequalities, and other problem types, the lack of equivalent mathematical programming formulation was taken almost as self-evident. However, such formulations had, in saddle point problems and game theory, been known for more than ten years among Soviet researchers, see e.g. [102] . Because of the fact that variational inequalities are special cases of games, mathematical programming formulations existed even before models involving asymmetry had become a research topic. For relations between saddle point problems, variational inequalities and games, in general terms as well as for traffic equilibria, the reader is referred to [80] .
The reformulation of asymmetric variational inequalities as mathematical programs involves the use of so called gap functions as valid merit functions. As defined in [52] , a gap function is a function from X to ℜ that is nonnegative for all feasible arguments, and equals zero exactly at solutions to [VIP] . The consequence of this definition is that by minimizing a gap function, a solution to the variational inequality is obtained. Even though these functions are nonconvex in general, under appropriate assumptions stationary points to the minimization problem can be shown to coincide with solutions to the variational inequality.
Gap functions are highly related to the partial linearization algorithm, as will be shown below.
The following is developed from two recent papers on gap functions and variational inequalities, Auchmuty [5] and Larsson and Patriksson [52] .
If ∇T is replaced by F in [PL-SUB (l) ], the subproblem is equivalent to the convex problem of calculatingG
We will show that the class of functionsG define a class of gap functions.
Theorem 5.5 Let Φ(x, y) be convex and continuously differentiable with respect to x, and continuous with respect to y. ThenG is a gap function.
Proof For any x ∈ X,G(x) ≥ 0, sinceL(x, x) = 0.
Assume that
due to the convexity of Φ(x, y) with respect to x, and the fact that x * solves [VIP], respectively. SinceL (x * , x * ) = 0, we have thatG (x * ) = 0.
Conversely, assume thatG (x * ) = 0. ThenL (x, x * ) ≤ 0, ∀x ∈ X. But sinceL (x * , x * ) = 0, x * must be a solution to the inner problem defined in the calculation ofG (x * ). The variational inequality that is defined by this inner problem then yields that x * solves [VIP] . [5, 52] , where G is a positive definite and symmetric matrix. In [98] the algorithmic class of [69, 93] is extended to variational inequalities, and the gap functions developed in these references are therefore equivalent to the ones given here in the sense of Theorem 5.7 below.
The following theorem provides a new fixed point characterization of solutions to [VIP] . (The characterization extends the ones given in Theorems 5.3 and 5.4, and is a generalization of the first part of Theorem 3.1.) The proof follows immediately from Theorem 5.5.
The basis for the convergence results in gap minimization methods is the fact that a local minimum to min x∈XG (x) is a global one under suitable assumptions on the function Φ definingG [52] . The convergence analysis made in [52] thus suggests the possibility of extending algorithms for variational inequalities by including line searches with respect to a gap function. The class of gap functions given here are given through the subproblem of the partial linearization algorithm. Gap decreasing algorithms can therefore be seen as a natural extension of partial linearization methods to asymmetric variational inequalities.
The most practical cases of gap functions are, seemingly, those described by functions Φ(x) rather than by functions Φ(x, y). This is because the convergence conditions in the former case can be formulated in terms of the original data [52] . This is not the case for functions Φ(x, y), where convergence conditions are rather difficult to verify (see [98] ). Note here that, for a Cartesian product feasible set, by choosing the function Φ as a separable function with respect to this set, i.e., a function of the form (4.1), the calculation ofG can be done in parallel. An algorithm based on the minimization of such a gap function is therefore highly parallelizable, also in the line search phase.
The partial linearization algorithm extended to variational inequalities
In this section we extend the partial linearization algorithm to asymmetric variational inequalities. We will also establish some algorithmic equivalence results, in that we show that the generic subproblems of Dafermos [24] and Tseng [93] are equivalent to the subproblem of the partial linearization algorithm. These three algorithmic classes are thus equivalent apart from the inclusion of line searches with respect to a merit function.
Let the function ϕ : X × X → ℜ n be continuously differentiable and monotone with respect to its first argument and continuous with respect to its second. In iteration l rewrite
.
The error in approximating the original mapping F by ϕ is taken into account by fixing the values of x to x (l) within the parenthesis. (This approximation is equivalent to the one made in Section 3.1, with F being the gradient of a function T ). A choice of ϕ(x, y) as a gradient mapping with respect to x, i.e., with ϕ(x, y) = ∇ x Φ(x, y) for some function Φ : X × X → ℜ, convex and continuously differentiable with respect to x and continuous with respect to y, results in a subproblem equivalent to the calculation of a gap functionG.
The subproblem solved in iteration l is the following variational inequality.
Dafermos [24] defines a smooth function g : X × X → ℜ n , with the properties (i) g(x, x) = F(x) for all x ∈ X, and (ii) ∇ x g(x, y) is symmetric and positive definite for any fixed x, y ∈ X. She then defines a successive approximation algorithm through the following variational inequality:
The sequence of points generated by the algorithm is proven convergent towards the solution to [VIP] under the assumption that
3)
for i = 1, 2, 3, and where |||·||| denotes the operator norm on L (ℜ n , ℜ n ) induced by the Euclidean norm · 2 on ℜ n .
It will be shown below that this class of methods is, in a particular sense, equivalent to the partial linearization methods and also to the algorithms defined by Tseng [93] , extended to variational inequalities.
For easier reference we state again the generic subproblem of Tseng [93] , for the case of a single block component, and applied to variational inequalities (cf. [GS-NPD (l) i ] and the variational inequality characterization of (3.2)).
The generic subproblems of Dafermos [24] and Tseng [93] are equivalent to that of the partial linearization algorithm.
Proof We will establish the equivalence through three inclusions.
( [NPD
For a given choice of mapping ϕ(x, y), choose the mapping g(x, y) = ϕ(x, y) + F(y) − ϕ(y, y). We then observe that g(x, x) = F(x), so that we recover a subproblem of the type [DAF (l) ].
( [DAF
For a given choice of mapping g(x, y), choose the mapping ϕ(x, y) = g(x, y) − F(y). From the property (i) of g above, ϕ(x, x) = 0, so that a subproblem of the type [NPD (l) ] is defined. 2
There are several implications of this algorithmic equivalence result. A variety of algorithms for variational inequalities have been analyzed in the framework of [24] , especially different equilibrium problems in traffic networks, spatial oligopolistic markets and Walrasian price and general economic equilibrium problems (see e.g. [26, 101] and the references cited therein). The convergence condition (5.3) may, in some cases, be too restrictive (see e.g. [76] ), and are, in general, difficult to establish to hold in a practical application. The discussions made in Section 5.3 imply the possibility of including line searches in successive approximation methods, and thereby obtain a potential speed-up as well as both less restrictive and more easily examined convergence conditions. (An example of such an algorithm is Newton's algorithm, for which line search rules have been proposed in e.g. [62, 63, 64, 65, 66, 77, 91] .)
The fixed point characterization given in Theorem 5.6 carries over to the more general algorithm treated here. The proof follows also easily from Theorem 5.5.
As an example of the partial linearization algorithms for variational inequalities, we show that the proximal minimization algorithm [67] is an instance of this class of methods. The algorithm proceeds as follows.
Let ϕ (x, y) = F(x) + (y − x). Then [PL-SUB-VIP (l) ] is equivalent to the above variational inequality problem, with x (l) = x (l+1) , so that the proximal minimization algorithm is a special case of partial linearization methods for variational inequalities.
We next show that a number of well known successive approximation algorithms applied to [TEP-VIP] may be recognized as partial linearization algorithms, excluding line searches.
6 Partial linearization for asymmetric traffic equilibria
Diagonalization/Relaxation methods
The class of Jacobi/Gauss-Seidel methods discussed earlier have also been extended to general traffic equilibria. The methods are referred to as diagonalization methods or relaxation methods, since the approximation of the mapping F in Jacobi/Gauss-Seidel methods define mappings with block diagonal Jacobians, and since the interaction between commodities, user classes or arc flows are relaxed. The corresponding variational inequality then is equivalent to a convex mathematical program or a sequence of such programs, solvable by the same methods as applied to [TAP] . Replacing ∇T by F in the analysis made in Section 4.1, we conclude that these methods may be seen as instances of the partial linearization methods for variational inequalities. This result may be applied to traffic equilibrium where the index i may be associated with different user classes, commodities or arcs.
Jacobi methods for asymmetric traffic equilibrium problems are discussed in [4, 35, 89, 41, 60] . Sheffi [89] and Mahmassani and Mouskos [60] suggest using truncated Frank-Wolfe steps on the convex subproblems, i.e., these are instances of the truncated partial linearization algorithm for variational inequalities. Sheffi suggests using only one iteration of the Frank-Wolfe algorithm in his streamlined approach. In their tests, Mahmassani and Mouskos conclude that not more than four steps of the Frank-Wolfe algorithm should be considered; this result complies with that of Dembo and Tulowitzki [28] for the separable case (see Section 4.3).
Linearized Jacobi are considered e.g. in [79, 12, 53] , in combination with simplicial decomposition/column generation. As in the separable case, this methodology has also been applied in a Gauss-Seidel framework. Examples are found in [25, 70] .
Linearization methods
The class of linearization methods defines special cases of partial linearization. As described by e.g. Pang and Chan [78] , the class of linearization methods is based on an affine approximation of the mapping F around the iteration point x (l) :
and a linearization method is defined by the choice of map A, and the variational inequality find x (l+1) ∈ X such that F (l) x (l+1) T
x − x (l+1) ≥ 0, ∀x ∈ X.
Let ϕ(x, y) = A(y)(x − y). Then [PL-SUB-VIP (l) ] is equivalent to the above problem, by letting x (l+1) = x (l) . Hence, the generic subproblem of linearization methods is a special case of the subproblem of the partial linearization methods. Based on the exposition of Pang and Chan, we list some well known linearization methods below.
Let the Jacobian of F at x ∈ X be written as F ′ (x) = L(x) + D(x) + U(x), where D(x) is the diagonal part of F ′ (x), and L(x) and U(x) the lower and upper triangular parts, respectively. Also, let γ > 0, 0 < ω < 2, and G a positive definite symmetric matrix. The following well known algorithms are instances of the linearization method:
A (x) = F ′ (x) Newton's method The projection algorithm was one of the first methods applied to general traffic equilibria, and may be viewed as the successive approximation algorithm based on the fixed point Theorem 5.3. References include [23, 33, 41] .
In the case where the map A is symmetric, the affine variational inequality subproblem reduces to a quadratic program. Various choices of symmetric approximations of the Jacobian matrix F ′ define the so called quasi-Newton methods. One example of approximations is the symmetrized Newton method, where A(x) = 1 2 F ′ (x) + F ′ (x) T , i.e., the symmetric part of the Jacobian matrix. In the traffic equilibrium context, where the subproblem is a quadratic multicommodity flow problem, such a method is applied in e.g. [23, 33] .
Newton algorithms in combination with simplicial decomposition/column generation are presented in e.g. [1, 3, 53, 46] . A gap-decreasing algorithm (for Φ ≡ 0, see Section 5.3) based on Newton's method is given in [66] .
Conclusions and further research
In this paper we have shown that a number of algorithms frequently applied to symmetric and asymmetric traffic equilibrium problems may be described in a unified manner as instances of the partial linearization algorithm. Examples include the standard Frank-Wolfe algorithm, Newtontype methods, projection methods and Jacobi/Gauss-Seidel methods. For the separable model we also validated truncated solutions of the subproblems and asynchronous implementations of the partial linearization algorithm. An equivalence result was also obtained, relating the frameworks of Dafermos and Tseng to the class of partial linearization methods. Through the framework of partial linearization the theoretical (as well as the practical) convergence rate obtained for different properties of T (x) and Φ(x, y), and the effects of different truncation strategies, would be of interest to investigate.
Historically, methods used for asymmetric traffic equilibria have almost all been based on successive approximation. The use of merit functions in descent algorithms opens up possibilities for speeding up the practical convergence rate of these algorithms as well as weakening the convergence conditions. The line searches can also ensure global convergence where else only local convergence can be ensured. (An example is Newton's method, which is not globally convergent in its successive approximation version, but globally convergent under an additional line search with respect to a gap function [66] .) The possibility of solving subproblems in gap-decreasing algorithms only approximately [52, 98] and still ensuring global convergence makes the algorithms even more interesting for practical use. It would also be interesting to study the convergence properties of methods based on line searches on the variational inequality as is done in the symmetric case; this has been done to a very limited extent [41] but showing promising results.
