Abstract. Many types of transformations are used to model deformations in medical image registration. While some focus on modeling local changes, some on continuity and invertibility, there is no closed-form nonlinear parametric approach that addresses all these properties. This paper presents a class of nonlinear transformations that are local, continuous and invertible under certain conditions. They are straightforward to implement, fast to compute and can be used particularly in cases where locally affine deformations need to be recovered. We use our new transformation model to demonstrate some results on synthetic images using a multi-scale approach to multi-modality mutual information based image registration. The original images were deformed using B-splines at three levels of scale. The results show that the proposed method can recover these deformations almost completely with very few iterations of a gradient based optimizer.
Introduction
Methods for image registration have three main components: the geometric transformation used to model deformations, the objective function, and the optimization algorithm. While using Mutual Information (MI) as the objective function has been successfully explored and validated [1] , finding a simple transformation possessing the useful qualities of smoothness, compact support, and the existence of an inverse has been an ongoing effort. Rigid or affine transformations cannot be used to recover local warps. Deformation fields that are solutions to Ordinary Differential Equations (ODEs) [2, 3] have been proposed because of their ability to recover large deformations while still being invertible. These methods have large number of degrees of freedom except Arsigny's Polyrigid transforms [4] and geodesic spline representations of diffeomorphisms [5] . In contrast the parametric transformation proposed here is a more parsimonious approach in that it can be applied only in regions that need correction.
Different types of radial basis functions with global e.g., Thin Plate Splines [6] , and local support [7] are used as well. This is because they have fewer degrees of freedom and can be used to recover local warps. But these types of deformations are not invertible in general. In addition, functions with global support change distant regions of the image that may not require correction while attempting to change local regions that do. B-Splines [8] have been used successfully because of their C 2 continuity and local support, but injectivity conditions are non-trivial [9] . In Arsigny's Polyrigid transforms [4] using ODEs, the deformation vector is obtained by integrating the velocity vector that is a distance weighted sum of individual vectors corresponding to 'action' points whose solution is the trajectory equation. This method always ensures that the transform is continuous and invertible. However these weights are normalized, so the transform is global. Furthermore, methods that use ODEs do not have a closed form and the deformation is computed by integrating the velocity vector in a finite number of time steps to obtain the transformation. This paper was motivated by the ideas discussed in [4] . We introduce a nonlinear transformation that possesses the properties discussed by modifying the affine transformation, so that at the center of the region that needs correction we have an affine transform described by all the parameters of the transform, and gradual convergence to identity as we move away from the center. This convergence can be controlled using our transform model. Also our transform has a closed form and is easy and fast to compute because it is characterized by few parameters and always ensures that an inverse exists under certain trivial conditions.
We show some preliminary results using a multi-scale approach to image registration by applying corrections starting from the coarsest level of scale to the finest. We applied synthetic B-Spline based deformations to images and then corrections were applied at three levels of scale using only one seed point at each. A seed point is the center of the region that we are trying to correct. They are picked based on finding high gradients of local MI with respect to local affine transformation parameters. Results show that using these transforms could be a good alternative to current methods used in image registration.
We used normalized mutual information (NMI), first proposed by Studholme [10] as the objective function and a simultaneous perturbation based gradient optimizer [11] to maximize NMI.
The Locally Affine Transformation Model
A global affine transformation without shear in R n for any vector x about the center x 0 is
where
is the skew symmetric matrix corresponding to the rotation matrix, S is the symmetric matrix corresponding to the scale matrix and s ∈ [0, 1]. At s = 1 we get the complete affine transformation about the center x 0 . Many such centers will be chosen from the image as requiring correction. The parameter s in the above equation can be parameterized in space in the form of a continuous function, say λ(r) where r = x − x 0 so that at r = 0, s = 1 and as r increases s → 0. The elegance of writing it this way is that as we move towards the center of the region that we are attempting to correct, we have an affine transformation, but the transformation converges to an identity map as we move away. The region of influence can be controlled by a parameter of the continuous function. So any function with the above properties can be used. Although the Gaussian does not have a compact support it was used because it could be treated as being almost local for small σ. We used the Gaussian because of its C ∞ smoothness and loose bounds for an inverse to exist. The proposed transformation (T :
One can also write T in Eq. (2) as
and
Above, σ 2 is the variance of the Gaussian modulation function. It sets the scale at which we are working in the registration step and is also fine tuned (optimized along with the affine parameters) to match the scale at which the deformations were induced. The transformation is nonlinear and can be applied to each region individually. A region is picked if it has a large gradient of local MI. The center of this region is x 0 about which the transformation is applied. The transform also satisfies many desirable properties discussed in the following subsections. These properties depend on the choice of λ which can be chosen to be local and smooth. The properties discussed here are for λ(r) chosen to be gaussian in Eq. (3). One may select the function λ based on what properties one seeks to satisfy.
Continuity and Locality
Continuity is determined by the choice of the function λ. The Gaussian ensures C ∞ continuity. Locality also depends on λ. The Gaussian function has "nearly" local support. Functions with strictly local support may also be used to arrive at different conditions for an inverse to exist.
Existence of Inverse
Current methods using spline-based deformation models have either difficult conditions to incorporate in the optimizer to prevent folding, i.e not invertible or use regularization methods that discourage folding by adding an additional smoothness term in the objective function [8] . In our method we derive loose bounds for the transformation parameters which are straightforward to implement and always ensure invertibility.
The Jacobian matrix for a transformation T : R n → R n must be positive definite everywhere to ensure invertibility. We have found the conditions for which the determinant of the Jacobian of the transformation is positive to always guarantee an inverse (see Appendix). We picked λ to be Gaussian because of its loose bounds, infinite continuity and an easily controllable region of influence. Other functions like inverse multiquadratics or differentiable local support functions of the type proposed by Wendland [12] may also be used and lead to similar conditions.
As shown in Eq. (2) the transformation T has an inverse as long as = max(a x , a y ) , the larger of the two anisotropic scales in the x and y direction. These bounds in practice were found to be very loose and we never experienced any folding in our simulations.
Initialization and Registration

Initialization
We implement a multi-scale approach to image registration starting from the coarsest level of scale and proceeding to the finest.
At each level of scale we pick only regions that are mis-registered and apply the algorithm. Rohde et al. [7] picked regions with large gradient of cost function with respect to radial basis function coefficients while Park et al. [13] used a mismatch measure to quantify mis-registration.
Here we pick regions based on its sensitivity to local affine deformations. Since we apply corrections based on a locally affine transformation model, the gradients computed give us a meaningful estimate on the extent of mis-registration. The way these gradients are computed is as follows. A rectangular window is picked with dimensions in correspondence with the scale and three control points are placed in a triangular fashion spanning the area of the window. The window is placed in the reference and the floating image and the control points in the floating image are perturbed and the gradient of NMI with respect to the affine coefficients is found. This window is moved over the complete reference and floating image in an overlapping fashion. If the gradients of the cost in a region is not small, then it is likely that this region is mis-registered. Regions with large magnitude of gradient norm above a selected threshold are picked and the centers of these regions denoted as seed points are used in the global registration step. If p i are the parameters that define our affine transformation, the gradient of local NMI is computed asĝ
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We apply transformations about these points and correct for them locally using the transformation model at different levels of scale. Since these points are also fed as parameters to the optimizer they will also be allowed to move to model the deformation better.
Multi-scale Nonrigid Registration
The final deformation is computed iteratively across different levels of scale. Since the spatial support of the deformation can be constrained to be local, seed points are picked in the initialization step at these different scales, and they serve as the centers for our locally affine transformation model. Global registration is then initiated at the coarsest level of scale (large σ) and optimization is performed over all the seed points with large to smallest σ. The final transform is computed as a composition of individual transformations.
After optimizing over each region, the geometric maps are stored and this is repeated over other regions of the image. Since each of these transforms correct for only one region at a time, they have very few parameters and high local sensitivity yielding their ability to model local changes accurately. Also, only regions that are mis-registered are picked and corrected instead of placing a grid of control points and picking which ones are active (needing optimization) and inactive. This gives us a finer control over the region we are trying to correct. E.g. if we have N seed points, the final transformation is
where each seed point 'i' is associated with a transformation T i .
The reference and the floating image are assumed to be already affine registered with each other before we begin the algorithm. The individual transformation parameters are computed for each seed point. There may be several seed points identified at a level of scale. Global normalized mutual information was used as the objective function and a simultaneous perturbation based gradient optimizer proposed by Spall [11] was used to arrive at the final solution. All eight parameters corresponding to the transformation were optimized: i.e. two translation parameters (t x and t y ), rotation angle (θ), two anisotropic scale parameters in the scale matrix (a x and a y ), two center coordinates (C x and C y ) and a variance parameter (σ from the Gaussian function). Fig. (1) shows examples of rotate, translate and scale applied individually about one seed point for two different σ. This is to show that we can model all kinds of local and global changes using a combination of these parameters. Fig. (2) shows a head registration example using an axial slice from T1 and T2 weighted images from Brainweb [14] . They were artificially deformed using B-Splines at three different levels of scale. This was done by moving one knot in the B-Spline grid by a known amount at each scale, refining the grid and repeating the procedure at the next level. Registration was performed using three seed points each working at a different scale. i.e different σ. The outline for the ventricle was marked manually so that the registration performance could be visually assessed. In Fig. (2), (a) Fig. (3) shows a coronal slice from a vervet monkey atlas developed at UCLA's Laboratory of Neuroimaging [15] . The slice was deformed using B-Splines similar to the procedure described in the previous paragraph. Seed points were placed at exactly three locations each with a different variance (σ center > σ right > σ le f t ) for the Gaussian function that controls the support of the transformation. The contours in (c) shows that the boundaries of the caudate and putamen hug the manually segmented boundaries more tightly, a marked improvement from (b). Fig. (4) shows the registration error versus iterations at three different levels of scale for the first and second example respectively. Only twelve iterations were performed at 
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Discussion
We have demonstrated and tested a new local nonlinear transformation using a multiscale approach to multi-modality image registration. This transformation has good local properties and affine behavior near the region of interest. The parameters controlling the support of this transform (σ) can be initialized and changed (by the optimizer) during the course of the registration to match the level of scale of the induced deformation. Furthermore, the transformation has a closed form and there is no need to integrate the velocity vector over time as in the case of methods using ODEs, making it very fast. Since each region is optimized for one at a time, only eight parameters are used in the optimization which makes it very fast. Although we can always guarantee that folding does not occur, finding a direct inverse is not straightforward. A numerical inverse could be found finally using the optimized parameters. Since this is computed only after estimating the transformation (T in Eq. (7)), it could be easily done using any numerical method at the end if required.
