We present video co-summarization, a novel perspective to video summarization that exploits visual co-occurrence across multiple videos. Motivated by the observation that important visual concepts tend to appear repeatedly across videos of the same topic, we propose to summarize a video by finding shots that co-occur most frequently across videos collected using a topic keyword. The main technical challenge is dealing with the sparsity of co-occurring patterns, out of hundreds to possibly thousands of irrelevant shots in videos being considered. To deal with this challenge, we developed a Maximal Biclique Finding (MBF) algorithm that is optimized to find sparsely co-occurring patterns, discarding less co-occurring patterns even if they are dominant in one video. Our algorithm is parallelizable with closed-form updates, thus can easily scale up to handle a large number of videos simultaneously. We demonstrate the effectiveness of our approach on motion capture and self-compiled YouTube datasets. Our results suggest that summaries generated by visual co-occurrence tend to match more closely with human generated summaries, when compared to several popular unsupervised techniques.
Introduction
The amount of online videos has been growing at an exponential rate; the need for easier video browsing has increased considerably. With the goal of providing an efficient way to overview the large collection of videos, video summarization has attracted intensive attention over the past decade [27, 34] . Several approaches have been proposed to summarize videos by leveraging domain-specific knowledge [11, 23, 32] or training a supervised model with a labeled database [21, 31, 33] . However, it still remains as a challenge to formulate the right model able to deal with the large diversity of video content without human supervision.
We present a novel perspective to video summarization, termed as video co-summarization. We observe that, given a collection of videos sharing the same topic (e.g., videos retrieved using a query term), important visual concepts tend to appear repeatedly across the videos; the frequency of visual co-occurrence can thus serve as a proxy to measure the shot importance. Our goal is, therefore, to summarize a video by including shots that co-occur most frequently across videos of the same topic. Fig. 1 illustrates our main idea: Given an input video belonging to a query surfing, we identify visually co-occurring shots, e.g., surfing, sunset, and palm tree, across additional videos retrieved using the same query. In this way, video co-summarization can identify important shots without assuming domain-specific knowledge or training a supervised model with labeled examples; this makes our approach particularly suitable for dealing with the content diversity in online videos. Our work builds upon the idea of unsupervised commonality analysis, which has been successfully applied to image co-segmentation [4, 6] , image/video co-localization [17] , temporal commonality discovery [7] , and object discovery [35] with different techniques. Unlike the previous tasks, however, video co-summarization has an additional challenge of dealing with the sparsity of co-occurring patterns: A set of videos can have hundreds to thousands of shots; often there are only a few common shots that appear jointly across videos. To deal with this challenge, we propose a novel Maximal Biclique Finding (MBF) algorithm, which formulates the problem as finding complete bipartite subgraphs (i.e., bicliques) that maximize the total visual co-occurrence within a bipartite graphical representation of shots and videos. Unlike the standard clustering-based approaches that assign labels to all existing shots, our MBF algorithm sparsely assigns labels to just a few shots with maximum joint similarities. This allows our algorithm to effectively discard irrelevant shots that appear only within a single video, even if they are dominant in that video. We develop a parallelizable learning algorithm with closed-form updates, allowing us to scale up to handle a large number of videos simultaneously. Our contributions are three-fold:
• We present video co-summarization, a novel perspective to summarizing videos by exploiting visual cooccurrence across additional videos sharing the same topic. To the best of our knowledge, our work is the first to propose and demonstrate the effectiveness of video co-summarization.
• Our approach determines the shot importance by visual co-occurrence across multiple videos sharing the same topic, without assuming domain-specific knowledge or training supervised learning models; this makes our model generalizable to web-scale videos with high content diversity.
• The proposed Maximal Biclique Finding (MBF) algorithm can naturally handle the sparsity of co-occurring shots by discarding the ones that appear only within a single video. The algorithm is parallelizable with closed-form updates, and thus can handle a large number of videos simultaneously.
Related Work
Video summarization has been tackled from various perspectives [27, 34] . Below, we review the most representative works in three common approaches -domain-specific, supervised, and unsupervised -and differentiate our work from the previous work.
Domain-specific video summarization: Domainspecific knowledge can help identify important shots of a video. For instance, sports videos contain canonical scenes, such as "home run" in baseball [12] and "touch down" in football [5] ; those shots can be used to generate sports highlights. Similarly, trajectories can be used to summarize tactic information in soccer games [42] . For surveillance videos, most frames contain stationary background, and thus can be summarized into synopsis [11, 32] . News videos contain rich textual information, and can be auto-documented with the correspondence between topic themes and visual-textual concepts [39] , or with spatial image salience and temporal content variation [23] .
Supervised video summarization: Much work has been proposed to measure the shot importance through supervised learning. Egocentric videos can be summarized by learning important faces, hands, and objects [21] , or learning the overall energy of storiness, importance, and diversity of selected video shots [24] . To predict perframe interestingness, low-level, high-level, and spatialtemporal features were combined to train a linear regression model [15] . Similarly, shot importance was measured with a pre-trained topic-specific binary SVM classifier [31] or a SVM ranker [33] . Furthermore, with a small number of labels, a hierarchical model was learned to generate a video summary that contains objects of interests [22] .
Compared to video co-summarization, the above approaches require either prior knowledge about a certain domain (e.g., sports, news), or labeled examples that are difficult to collect. Because domain-specific knowledge does not generalize across different contents, and labels are expensive to obtain, it is difficult to apply these approaches to web-scale video with diverse content. Our method, on the other hand, exploits visual co-occurrence across videos without strict supervision, and thus can be easily applied to any video collection that shares the same topic.
Unsupervised video summarization:
The closest to our approach is unsupervised video summarization, which do not require domain-specific knowledge or labeled examples, but instead seek low-level visual relevance or leverage additional resources to determine shot importance. One popular approach is reducing visual redundancy by learning a dictionary of basis frames or shots [8, 40] , or performing a hierarchical clustering analysis [25] . Other works have explored human attention during video watching in order to capture the perceptual quality of video shots for selecting content highlights [30] . Multiple videos can be summarized using a set of keyframes selected [37] . Another recent trend is to summarize videos with online images, such as an image set with canonical views [18] or a photo stream that are taken consecutively [19] . Such methods generate keyframe summaries using correlations between video frames and an image collection. While images carry visual information that could help determine shot importance, our approach uses videos and their visual co-occurrence, which better preserve spatio-temporal information for summarizing videos. Also, our proposed MBF algorithm can handle the sparsity of co-occurring patterns, which is crucial in leveraging online videos.
Video Co-summarization
Video co-summarization aims to identify shots that cooccur frequently across videos of the same topic. This section describes our solution to tackle this problem. 
Video pre-processing
Video segmentation: We first perform video segmentation by measuring the amount of changes (sum-squared pixel-wise difference) between two consecutive frames in the RGB and the HSV color spaces. A shot boundary is determined at a certain frame when the portion of total change is greater than 75%. We then merge shots with less than 10 frames with their subsequent shot, and divide lengthy shots evenly so that each shot contains at most 150 frames. This approach is simple yet effective (see Fig. 2 for an illustration), and serves as the building block throughout the paper.
Shot-level feature mapping: We represent a shot with two types of features: observation features extracted from a single frame, and interaction features extracted from two consecutive frames [16] . Suppose the j-th frame is described as a feature vector x j (Sec. 4.1 describes our choice of feature descriptors). We design the observation feature φ obs (x j ) to capture the pseudo-probability that x j belongs to a state, and the interaction feature φ int (x j ) to capture the transition probability of the states between two consecutive frames. Formally, for the i-th shot X i = {x bi , ..., x ei } between the b i -th and the e i -th frames (see notation 1 ), we consider a shot-level feature mapping:
where |X i | is the number of frames in shot X i . We perform a k-means clustering to find K centroids {c k } K k=1 as the hidden states; we set K = 200. The observation feature 1 Bold capital letters denote a matrix X; bold lower-case letters denote a column vector x. X i: and X :j represent the i-th row and the j-th column of the matrix X, respectively. en denotes an n-dimensional column vector of ones. All non-bold letters represent scalar variables. X ij and x i denote the (i, j)-th element of X and the i-th element of x, respectively. vector is represented as φ obs (x j ) ∈ [0, 1] K with the i-th element computed as exp(−γ x j − c i 2 ) and γ chosen as an inverse of the median distance of all samples to the centroids. The interaction feature vector
defined as:
where ⊗ denotes a Kronecker product of two observation vectors. As a result, we represent a video shot as a feature
Bipartite graph construction
We model a collection of videos and their associated shots as a weighted bipartite graph. Suppose we are given two videos A = {a 1 , . . . , a m } and B = {b 1 , . . . , b n } with m and n shot-level features, respectively. We model the video pair as a weighted bipartite graph G = (V, E, W),
A, b j ∈ B} is the edge set, and W = 0 C C ⊤ 0 is the weight matrix. We encode the co-occurrence relationship between a pair of videos with a co-occurrence matrix C ∈ R |A|×|B| . Each entry C ij of the matrix is computed as exp(−ρd(a i , b j )). We use the χ 2 distance to compute d(·, ·); ρ is the bandwidth value, set to the median of all distance values. Given a set of more than two videos, we apply the same method for each pair of videos to construct the entire graph.
Visual co-occurrence as co-clusters
This section describes a co-clustering approach to tackle video co-summarization. In the next section, we explain the limitations of this approach and propose our novel solution.
Given multiple items from different classes, coclustering represents their relationship using an "incidence matrix" and performs clustering by generating a subset of rows and columns of the matrix that exhibits certain mutual behavior [10] . The classical example of this technique is joint document-word clustering [10] , where the incidence matrix represents a document collection with columns representing documents and rows representing words.
Applied to video co-summarization, we model the incidence matrix by constructing a bipartite graph G (see Sec. 3.2), representing a video collection with rows and columns that correspond to shots of respective videos. We then formulate video co-summarization as the graph bipartition problem, i.e., partitioning the graph G into coclusters such that each cluster contains pairs of correlated shots with a high visual similarity.
To solve the graph bi-partition problem, similar to spectral clustering [29] , we first construct a graph Laplacian ma-
. We then apply the efficient spectral solution [10] to the generalized eigenvalue problem LZ = λDZ.
be the normalized co-occurrence matrix. It has been proved that the solution to the eigenvalue prob-
, where U ∈ R m×ℓ and V ∈ R n×ℓ are top ℓ largest singular vectors of C, and ℓ = ⌈log 2 k⌉, i.e., C = UΣV ⊤ [10] . As a result, the optimal k co-clusters are extracted by performing k-means on the ℓ-dimensional data Z. Each co-cluster contains a subset of shot-pairs that exhibit high visual co-occurrence.
Visual co-occurrence as maximal bicliques
While co-clustering groups similar pairs of shots into coclusters, it does not provide a robust way to deal with shots that co-occur only sparsely. For example, given multiple videos with a total of hundreds to thousands of shots, often case there are only a few shots that are truly related to the topic, while the rest is unrelated and specific to a single video. In such case, as confirmed by our experiment in Sec. 4 with the Mocap data, co-clustering would fail to capture the sparsely co-occurring shots because the co-occurrence matrix will be dominated by a majority of unrelated pairs of shots.
To remedy this problem, we formulate video cosummarization as finding complete bipartite subgraphs, or bicliques. Each biclique represents a compact set of video shots that are visually similar to each other. Specifically, given the co-occurrence matrix C, we look for two binary selection vectors u and v that identify the bicliques with maximal visual correlation:
where I(x) is an indicator function that returns 1 if the statement x is true, and 0 otherwise. The first constraint ensures that a biclique contains only shots with sufficient visual similarity, i.e., if C ij < ǫ, either u i or v j equals to zero. Because solving the 0-1 integer programming in Eqn. (3) is NP-hard, we relax the second constraint to the interval [0, 1]. In addition, to avoid a trivial solution that contains all shots as a biclique, we reformulate Eqn. (3) by imposing the sparsity-inducing norm on u and v:
where λ u and λ v are trade-off terms controlling the sparsity in u and v; we set λ u = λ v = 10. Problem (4) is
, where W is described by the co-occurrence matrix C; parameters λ u ≥ 0, λ v ≥ 0, and ǫ. Output: Maximal biclique indicated by u and
non-concave, so we use block coordinate descent [13] by alternating between u and v. Suppose we solve for u with v fixed, Problem (4) becomes:
Problem (5) is linear in u; we solve it using linear programming. Importantly, we can derive an update rule in a closedform because u i 's are independent of each other. Denoting
, and (x) − = min(0, x) as a non-positive operator, we obtain a closed-form up-
Compared to standard maximal biclique finding algorithms (e.g., [2, 28] ), our algorithm has two nice properties: (1) the updates are expressed in a closed form, and (2) the algorithm can be parallelized due to the elementwise update. Both properties suggest high scalability of our method. Algorithm 1 summarizes the maximal biclique finding (MBF) algorithm. Compared to co-clustering that requires an SVD and costs O(mn 2 + n 3 ) [14] , MBF requires only O(m + n) operations per iteration. The main computational cost lies in the matrix-vector product C i: v and u ⊤ C :j . The rest requires only O(max(m, n)). Multiple bicliques: Given the selection vectors u and v, we are now able to identify one biclique B ⊆ G. Once a biclique is discovered, we remove its edges from G. We obtain the k maximal bicliques by performing Algorithm 1 k times. To avoid the manual choice of parameter k, we design a quality measurement for a discovered biclique:
where |B| is the size of the biclique. Compared to standard clustering approaches that consider all shots in the objective (such as co-clustering in Sec. 3.3), our method greedily finds maximal bicliques until the quality of a discovered biclique is less than a pre-determined threshold. The quality function allows us to reject visually dissimilar shots and to avoid assigning a cluster label to every shot. We set the threshold to 0.3 throughout the paper, which provides consistent visual similarities within each biclique. Note that the quality function can also be applied to co-clusters to describe their qualities.
Connection to Non-negative Matrix Factorization (NMF): Problem (3) is closely related to NMF [20] . Particularly, we show that the objective of (3) can be interpreted as a special case of NMF. Suppose u and v are nonnegative and unitary, i.e., u ≥ 0, v ≥ 0, and u 2 = v 2 = 1. The solution to Problem (3) can be rewritten as arg max
F , which shows a rank-one NMF.
Differences from ACA [41] and TCD [7] : Our MBF algorithm has similarities with recent techniques in unsupervised temporal analysis. In particular, both Aligned Cluster Analysis (ACA) and Temporal Commonality Discovery (TCD) aim to discover visually similar shots in an unsupervised manner. However, ACA is a clustering-based algorithm, and by nature, considers all shots in its objective. As we will show in experiments, ACA includes irrelevant shots that generally reduce the discovery quality. Both TCD and MBF focus on discovering only similar shots, while TCD aims to locate one pair of shots at once. On the other hand, MBF finds a group of shot pairs at once, and ensures each biclique contains only shots that are similar to each other.
Generation of video summaries
Above, we described how we measure the visual importance of a shot by discovering visual co-occurrences as co-clusters (Sec. 3.3) or bicliques (Sec. 3.4). To generate a video summary, we compute a score for each shot, and select top-ranked shots as the final summary. In particular, for both co-clusters and bicliques, the score of a shot is computed as the quality measure in Eqn. (6) . Given a set of more than two videos, we compute the shot importance score for each pair of videos in the set, and sum up the scores across all the possible pairs. Note that we can parallelize the computation of scores across video pairs because each video pair is independent of other pairs; our method can thus process a large number of videos simultaneously. 4. Experiments
Query-specific video summarization
We demonstrate the effectiveness of our method on a query-specific video summarization scenario, where the goal is to provide the users with video summaries that are adaptive to the query term.
Dataset: To evaluate video co-summarization, we need a dataset of multiple videos organized into groups with a topic keyword. However, since there exists no such dataset that fits our need, we self-compiled a dataset from the web. We queried the YouTube website with 10 search queries from the SumMe dataset [15] , i.e., each video set is collected using a certain query term, e.g., Statue of Liberty. Note that the SumMe dataset contains only one video for each category, and thus is not suitable for our purpose. We used a duration filter "Short (∼4 minutes)" on YouTube search engine, and sampled first few videos from the search results such that each video set contained at least 10 minutes of videos. See Fig. 3 for an illustration of the 10 video categories, and Table 1 for descriptive statistics.
Features: We computed three types of visual feature descriptors for each frame: CENTRIST [38] , Dense-SIFT (D-SIFT) [36] , and HSV color moments [8] . CENTRIST generates a 254-D descriptor that checks whether the value of a center pixel is greater than its neighbors [38] . To capture the magnitude of pixel intensity differences and orientation gradients, we resized images to 620×420 resolution, and extracted a 3840-D D-SIFT with bin sizes 32 and 64 (2 scales) and step sizes as 3 times the bin size. To introduce color information, we divided a frame into 3×4 spatial cells, and for each cell extracted color moments in HSV color space (i.e., mean, standard deviation and skewness), resulting in a 108-D descriptor. Each descriptor was L 2 -normalized. For each frame, we concatenated three descriptors into one vector, and reduced the dimension to 400 using PCA. Shot-level feature was computed as mentioned in Sec. 3.1.
Evaluation: We evaluated the quality of query-specific summaries compared to human judgement. In particular, given the videos that were pre-processed into shots, we had three judges see the query term (e.g., Statue of Liberty), and select at least 10%, but no more than 50%, of shots for each video. The selected shots compiled individual preferences that the judges agreed to be relevant to the query. The ground truth was constructed by pooling together those shots selected by at least two judges. As an evaluation metric, we used the standard mean average precision (mAP), i.e., the mean of average precision over all categories.
Competitive methods: We compare our method (MBF) against three baseline methods: k-means, LiveLight (LL) [40] , and co-clustering (COC) [10] . For k-means, we generate a summary by selecting shots closest to each cluster centroid; we empirically set k = 20 that works well on a subset of videos. LiveLight generates a summary using online dictionary learning; we implemented it using the SPAMS library [26] . As reported in [40] , we generated an initial dictionary of size 200 using the first three shots, and set the threshold for reconstruction error ǫ 0 = 0.15. A video summary was generated as the shots with high reconstruction errors. For COC and MBF, we ranked the shots by their quality scores as described in Sec. 3.5. A final summary was selected as the shots with the highest quality scores, indicating a high degree visual co-occurrence. Table 2 shows the mAP on top 5 and top 15 shots included in the summaries. We can see that MBF achieved the highest mAP for both top 5 and top 15 results. For the top 15 results, MBF outperformed COC in 7 out of the 10 video sets. We note, however, that for cases where the video contains mostly repetitive events, e.g., Excavator river crossing and Kids playing in leaves, MBF performed slightly worse than COC because MBF encourages the sparsity in co-occurring shot selection. LL performed slightly better than k-means. LL selects shots with large reconstruction errors; we believe this made the resulting summary less relevant to human-generate summaries. Both COC and MBF consistently outperformed k-means and LL, showing that the summaries of visually co-occurred shots are closer to human's selection. Our runtime analysis revealed that it took about 8 hours to extract image features and compute shot-level representations, while it took less than 0.5s to generate a summary using MBF. We used MATLAB implementation on a PC (Intel i7 3.5GHz).
Results:

Concept visualization
A natural extension of video co-summarization is visualizing concept(s) from a collection of videos, e.g., videos from the same channel. This section demonstrates the effectiveness of our approach on multi-video concept visualization, i.e., given a collection of videos sharing the same topic, our goal is to generate a summary that describes the collection altogether.
We used our YouTube dataset for this experiment. From each video category, we generated a summary using the top 5 ranked shots. Note that we put together the shots according to their importance scores in a descending order, regardless of their actual temporal order. How to maintain temporal consistency in multi-video summarization remains as an open question [9] ; we leave this as a future work.
Evaluation: We developed an AMT-like webpage similar to [19] . We designed the evaluation task as a quadruplet comparison, where each quadruplet consisted of 4 summaries generated by different methods. 20 subjects (14 males and 6 females, 23 to 33 years old) were shown a query term (e.g., Statue of Liberty), and then were asked to label each summary as good (+1), neutral (0) or bad (-1) to describe the relevance between the query term and the video summary. One had to choose at least one good and one bad summary to continue. For each category, a summary that consists of top 5 shots were evaluated. A subject rating was computed as the averaged ratings from all subjects. Fig. 4 shows that MBF outperformed competitive methods in terms of the average subject ratings across all video sets. Fig. 5(a) shows example summaries of Surfing, where MBF performed particularly well compared to other methods. We can see that the canonical scenes of Surfing (e.g., surfing on the wave and walking on beach) were captured well, perhaps due to its high level of co-occurrence across videos. Fig. 5(b) shows, on the other hand, a less successful example where k-means performed better on capturing diverse shots of day and night views of the Eiffel Tower. As can be seen, MBF included the steel structure of Eiffel Tower and the tourist spots. Overall, our method generates summaries that better estimates human's visual concepts.
Objective evaluation on CMU-Mocap dataset
The two experiments above demonstrate the effectiveness of our approach via subjective evaluation. This section evaluates our method's ability to discover visual cooccurrence in an objective manner, with clear-cut groundtruth labels, using the CMU-Mocap dataset [1] .
We used the Subject 86 data that contains 14 sequences labeled with shot boundaries [3] , where each sequence contains 4000∼8000 frames and up to 10 human actions (out of a total of 48 pre-defined actions). See Fig. 6(a) for an illustration. To remove the redundancy in action labels, we grouped similar types of actions into 24 categories, e.g., {arm rotating, rotate arms, right arm rotation, raise arms, both arm rotation} are categorized as arm raise, {jump, jump on left leg, jump on right leg} as jump, and so on. Each action was represented by root position, orientation and relative joint angles, resulting in a 30-D feature vector. We represented each frame using a 20-word dictionary (built by k-means) and soft-clustering. The shot-level feature was used as in Sec. 3.1.
Competitive methods: We compared our MBF method against three baselines: k-means, ACA [41] (temporal clustering), and co-clustering (COC) [10] . We performed kmeans and ACA on a sequence concatenated by two input sequences, because the two methods do not consider video source information. For ACA, we set the parameter of maximal shot length to 60. Because ACA [41] performs a temporal pre-segmentation, we rounded the clustering results to the closest ground truth boundary. Except for our MBF method, we assigned the same number of initial clusters as the number of ground truth actions. Note that MBF does not require setting the initial number of clusters; it uses the quality function (6) to automatically determine the optimal number of bicliques.
Metric: To provide a quantitative evaluation on the quality of summaries, we introduce a metric similar to standard precision, recall and F1 score. Suppose we are given two sequences A and B that each contains a number of shots, and K retrieved clusters/bicliques C = {C k } K k=1 . Let ℓ i be the label of the i-th shot, and C A k = {C k ∩ A} the set of shots in both C k and A (similarly for C B k ). We define the precision for each cluster C k as:
where |C k | is the cluster size. Precision measures the ratio of the number of correctly discovered shot pairs to the number of total shot pairs in one cluster, resulting in a value within [0, 1]. A higher value of precision indicates a "purer" cluster, implying more pairs belonging to the same action. To measure the performance over all clusters, we compute the averaged precision (AP) defined as
Similarly, we compute recall for all retrieved clusters/bicliques:
where N = i∈A,j∈B I(ℓ i = ℓ j ) is the number of true shotpairs. A higher recall indicates a higher accuracy of retrieving similar shots shared between two videos. Given the definitions, we compute the F1 score as F 1(C) =
2AP (C)r(C)
AP (C)+r(C) . We use an illustrative example to explain our metric. Suppose we have a pair of three-shot sequences
, where each contains two shots labeled as "class 1" and one shot labeled as "class 2". An ideal clustering result should be C ⋆ = {{1 A , 1 A , 1 B , 1 B }, {2 A , 2 B }} with AP (C ⋆ ) = 1 and r(C ⋆ ) = 1. Now, suppose an algorithm produced the result as C = {{1 A , 1 B }, {1 A , 1 B }, {2 A , 2 B }} that divides class 1 into two clusters (e.g., k-means with k = 3); our metric values will be AP (C) = 1 and r(C) = 0.6. In this way, precision measures an intra-cluster purity, while recall measures an intercluster purity, i.e., it tells us the sensitivity on whether relevant shots are grouped in the same cluster.
Results: As an illustration purpose, we first performed experiments using only a pair of sequences 86 03 and )∼(e) the discovered results using k-means, ACA [41] , co-clustering [10] and MBF (our method), respectively. (AP, R, F1) denotes the averaged precision, recall and F1 score, respectively. Shots indicated by the same numbers belong to the same cluster. White rectangles in (c) indicate the ground truth shot boundaries, in comparison with segmentation results of [41] .Note that, compared to other approaches, our method can "skip" shots that do not co-occur between two sequences. 86 05. Fig. 6 shows detailed results from this experiment. As can be seen, MBF achieved the best F1 score by identifying almost all common actions in each cluster, showing the effectiveness of discovering co-occurrences between video sequences. For k-means, ACA and co-clustering, we set the number of clusters as the number of ground truth actions (K = 6). As shown in (b), k-means failed to group the same actions in one cluster, e.g., the jump action was separated into two clusters 2 and 4. Both k-means and ACA clustered shots without considering the sources of shots (i.e., corresponding video sequence). As a result, they were unable to discover co-occurring shots between sequences, e.g., cluster 6 in (b), and clusters 3,4 in (c), which are undesirable to our objective. On the other hand, co-clustering in (d) considered pairwise clustering, and thus better discovered the shared content between sequences. Unlike all competitive methods, MBF in (e) relaxes the requirement of assigning each shot to a cluster, allowing our approach to discard irrelevant shots that appear only in a single video. Next, we conducted an experiment on all pairs of sequences of Subject 86. For k-means, ACA and coclustering, the number of clusters was set as the number of ground truth actions among two sequences. We report the averaged precision, recall and F1 score for each sequence pair, and evaluate the performance on a sequence s i by averaging the metrics with all sequences {s j } j =i . Fig. 7 shows comparison across different methods. As can be seen, MBF consistently achieved the highest AP across all sequences. We believe this is because MBF relaxed the requirement of assigning each shot a cluster label, and thus better targeted at finding relevant shots. However, for some sequences, MBF performed worse in recall, because MBF has a more strict quality control that may exclude a shot that was dissimilar to other shots in a cluster. Overall, MBF attained a significantly higher F1 score than other methods, validating its usage for discovering visual co-occurrences.
In addition to the results reported, for a complementary comparison, we also evaluated the performance for both COC and MBF on the shots that are selected by MBF. We used the metrics described above, and computed the averaged (AP, R, F1) over all pairs, resulting in (0.33,0.46,0.40) for COC and (0.66,0.81,0.70) for MBF, as in Fig. 7 . This shows the capability of MBF in selecting a subset of shots that preserves visual similarity, where COC attempts to match all shots simultaneously. The two results together show more clearly how MBF achieves more accurate matches by ignoring a majority of dissimilar shots.
Conclusion
We presented video co-summarization, a novel perspective to video summarization that summarizes one, or multiple, videos by identifying visual co-occurrences among a video collection. To deal with the sparsity of co-occurring shots, we developed a Maximal Biclique Finding (MBF) algorithm. The advantages of MBF include: It is optimized to find shots that appear jointly across multiple videos, even if they are sparse; it discards patterns that are only specific to a single video, thus are less relevant to the main topic; it is parallelizable with closed-form updates, and thus is scalable. We showed the effectiveness of our approach compared to several popular unsupervised techniques via both qualitative and quantitative experiments. Moving forward, we plan to improve our method using active learning or weakly-supervised learning, providing a more principled way to weigh nodes in the bipartite graph.
