Abstract. We construct the Gerstenhaber bracket on Hochschild cohomology of a twisted tensor product of algebras, and, as examples, compute Gerstenhaber brackets for some quantum complete intersections arising in work of Buchweitz, Green, Madsen, and Solberg. We prove that a subalgebra of the Hochschild cohomology ring of a twisted tensor product, on which the twisting is trivial, is isomorphic, as Gerstenhaber algebras, to the tensor product of the respective subalgebras of the Hochschild cohomology rings of the factors.
Introduction
The Hochschild cohomology HH * (Λ) of an associative algebra Λ has a cup product under which it is a graded commutative ring. In 1963, Gerstenhaber [4] introduced the bracket product [·, ·] (or Gerstenhaber bracket) of degree −1, to give a second multiplicative structure on the Hochschild cohomology ring. Thus one combines the structures of a graded commutative algebra and a graded Lie algebra, to form what is generally called a Gerstenhaber algebra, of which the Hochschild cohomology ring is an example. Gerstenhaber showed [5] that the bracket plays a role in the deformation theory of algebras.
Recently, Le and Zhou [6] defined the tensor product of two Gerstenhaber algebras. They proved that, given algebras R and S over a field k, at least one of which is finite dimensional, the Hochschild cohomology of the tensor product algebra R ⊗ k S is isomorphic to the tensor product of the respective Hochschild cohomologies of R and of S, as Gerstenhaber algebras.
In this paper, we work more generally in the twisted tensor product setting of Bergh and Oppermann [1] . Let R and S be k-algebras graded by abelian groups A and B respectively, and consider R ⊗ t k S, where a twist t is defined using the gradings of R and of S (see Section 3 below). In the succeeding sections, we show the following main results:
(1) We construct the Gerstenhaber bracket on the Hochschild cohomology of R⊗ t k S in Section 3 by employing and augmenting techniques of Negron and Date: March 10, 2015. All authors were supported by NSF grant DMS-1101399; the first and third authors were also supported by NSF grant DMS-1401016. the third author [9] . In Section 5, we apply this construction to compute brackets for the quantum complete intersection Λ q := k x, y /(x 2 , y 2 , xy + qyx), q ∈ k × , which can be considered as a twisted tensor product k[x]/(x 2 ) ⊗ t k k[y]/(y 2 ). We take advantage of the known algebra structure of HH * (Λ q ), for various values of q, as given by Buchweitz, Green, Madsen, and Solberg [2] . (2) In Section 6, we let A ′ and B ′ be subgroups of A and B, respectively, on which the twisting t is trivial (see (6. 2)), and show that the graded algebra isomorphism given by Bergh and Oppermann [1, Theorem 4.7] , namely
is in fact an isomorphism of Gerstenhaber algebras. This generalizes the result of Le and Zhou [6] to the twisted setting. Our proof relies on twisted versions of the Alexander-Whitney and Eilenberg-Zilber chain maps, and uses techniques from [9] . Gerstenhaber brackets are in general difficult to compute. Our results described in (1) above include a new class of examples which moreover illustrate the techniques of [9] , showing that bracket computations can be simplified by defining brackets directly on a resolution other than the bar resolution. An advantage of these techniques is in eliminating the necessity of using explicit formulas for chain maps between resolutions, which traditional approaches typically require. Our main theorem described in (2) above gives a way to compute brackets on a subalgebra of the Hochschild cohomology of a twisted tensor product, saving time for some classes of examples. The statement and proof are quite general, showing that while the techniques of [9] were primarily developed for Koszul algebras, they can in fact be helpful for other algebras as well.
Throughout the article, k is a field. All tensor products are taken over k unless otherwise indicated.
Preliminaries
In this section, we summarize and augment the results of [9] that we will need. Let Λ be a k-algebra and Λ e := Λ ⊗ Λ op be its enveloping algebra, that is it has the tensor product algebra structure, where Λ op is Λ with the opposite multiplication. Then a left Λ e -module is a Λ-bimodule, and vice versa. As k is a field, the Hochschild cohomology of Λ is HH * (Λ) := Ext operations that will suit our purposes. For this we will need the bar resolution B and a resolution K satisfying some properties (K = B is one choice), which we introduce next. Let B = B(Λ) denote the bar resolution of Λ,
where m denotes multiplication, and for each i, δ i is the Λ e -module map determined by its values on monomials,
We will also use the normalized bar resolution B = B(Λ), whose ith component is Λ ⊗ Λ ⊗i ⊗ Λ, where Λ = Λ/(k · 1) as a k-vector space.
One checks that each differential δ i defined above factors through Λ ⊗ Λ ⊗i ⊗ Λ by employing a choice of section of the quotient map Λ → Λ. Abusing notation, we will not always distinguish between elements of Λ and those of Λ, making use of our choice of section as needed.
There is a chain map ∆ B : B → B ⊗ Λ B, called a diagonal map, given on monomials by
The cup product on Hochschild cohomology may be defined at the chain level as follows.
for all λ 0 , . . . , λ i+j+1 ∈ Λ. This can be viewed as a composition of maps
The cup product may be defined similarly on the normalized bar resolution. Let K → Λ be any resolution of Λ by free Λ e -modules. For each i, since K i is free, we may identify it with Λ ⊗ W i ⊗ Λ for a vector space W i . We define chain maps
Again, if the homological degrees i, j of x, x ′ are both positive, then define
We may check, similarly to an argument in [9] , that F l K and F r K are chain maps. We include details for completeness.
Similarly we may check these maps on
To see this, note that in the above, if i > 1, by the definition of F l K , the equality holds. If i = 1, it also works since for example d 1 (λ ⊗ x ⊗ λ ′ ) is in the kernel of the multiplication map.
For our definition of Gerstenhaber bracket, we will assume that K satisfies the following conditions from [9, 3.1].
Conditions 2.5. We assume:
(a) There is an embedding ι : K → B lifting the identity map on Λ.
(b) There is a chain map π :
Clearly if we set K = B, it will satisfy these conditions. It is explained in [9] that if Λ is a Koszul algebra and K is its Koszul resolution, then K satisfies these conditions; in particular, the needed diagonal maps ∆ K are given in [3, 8] . We will use this fact to compute brackets for some quantum complete intersections in Section 5 below. An advantage of this method over traditional methods is that we do not need to use or even know the often cumbersome map π explicitly. For our theorem in Section 6, giving an isomorphism of Gerstenhaber algebras in the context of a twisted tensor product, we will take K to be the total complex of the twisted tensor product of two normalized bar resolutions. Now let (2.6) Lemma 2.4 . This is the map F K as defined in [9] . It is shown there that F K is a boundary in Hom Λ e (K ⊗ Λ K, K), and so there is a map φ :
that is φ is a contracting homotopy for F K . Let f ∈ Hom Λ e (K i , Λ) and g ∈ Hom Λ e (K j , Λ) represent elements of Hochschild cohomology in degrees i and j, respectively. By [9, Theorem 3.2.5], their Gerstenhaber bracket on Hochschild cohomology is given at the chain level by
where the circle product f • g is the composition
The definition of the map 1 K ⊗ g ⊗ 1 K above includes "Koszul signs," that is, on elements the map is given by
K is given by (∆ K ⊗ 1 K )∆ K (which is equal to (1 K ⊗ ∆ K )∆ K by a calculation using Condition 2.5(c)). Similarly we define g • f . In [9] , this circle product is denoted by • φ and bracket by [·, ·] φ in order to distinguish these maps at the chain level. By [9, Theorem 3.2.5], the operations induced by • φ and [·, ·] φ on cohomology do not depend on φ, and so we choose not to make such a distinction here.
In case K = B, as in [9] , we may set φ = G B where
for all λ 0 , . . . , λ n+1 ∈ Λ. If K = B, the normalized bar resolution, we may set φ = G B where G B is defined similarly, by replacing λ j by its image in Λ in the formula; the proof of [9, Proposition 2.0.8] may be adapted to show that G B is indeed a contracting homotopy for F B .
One of the properties of the Gerstenhaber bracket is a compatibility relation with the cup product: On Hochschild cohomology,
where l is the homological degree of h.
Gerstenhaber brackets for twisted tensor products
Let R and S be k-algebras, graded by abelian groups A and B, respectively. Let
for all a ∈ A, b ∈ B. Let R ⊗ t S denote the twisted tensor product of algebras as in Bergh and Oppermann [1] . That is, R ⊗ t S = R ⊗ S as a vector space, and
for all homogeneous r, r ′ ∈ R and s, s ′ ∈ S, where |r ′ |, |s| are the degrees of r ′ , s in A, B, respectively. We will often write t r ′ |s in place of t
If X is an A-graded R e -module and Y a B-graded S e -module, denote by X ⊗ t Y the tensor product X ⊗Y as a vector space, with (R ⊗ t S) e -module structure given by
for all homogeneous r, r ′ ∈ R, s, s ′ ∈ S, x ∈ X, and y ∈ Y (see [1, Definition/Construction 4.1]). By [1, Lemma 4.3] , if X and Y are projective modules,
e -projective resolution of R and let
be a B-graded S e -projective resolution of S. In particular, the differentials are graded maps (i.e. preserve degree). By [1, Lemmas 4.3, 4.4, 4.5], the total complex
e -projective resolution of R ⊗ t S. The differentials are given as usual by d
. Now assume that P is a free resolution of R as an R e -module, and that Q is a free resolution of S as an S e -module. Assume P 0 = R ⊗ R and Q 0 = S ⊗ S, and d
e by the proof of [1, Lemma 4.3] (see also Lemma 3.2 below). We will identify P n with R ⊗ W n ⊗ R for a vector space W n , for each n, and similarly Q n .
Assume that φ P and φ Q are contracting homotopies for F P and F Q (see (2.6) and (2.7)), respectively, that is, d(φ P ) = F P and d(φ Q ) = F Q . We will construct from these a contracting homotopy
By its definition in (2.6),
We will want to compare it with maps from (
We will need the following isomorphism of (R ⊗ t S) e -modules, similar to that found in the proof of [1, Lemma 4.3] .
There is an isomorphism of (R ⊗ t S) e -modules,
Proof. It may be checked that this yields a well-defined map on the tensor product in each degree. We check that this is an (R⊗ t S) e -module homomorphism. Choose homogeneous elements r ∈ R and s ∈ S. We check the left action:
Now t x ′ |sy = t x ′ |s t x ′ |y and t x⊗x ′ |s = t x|s t x ′ |s so the above expressions are the same. Similarly, the right action commutes with σ. Clearly this (R ⊗ t S) e -module map has an inverse given by (
We next modify σ by a sign to define a chain map from (
There is a chain map
that is an isomorphism of (R ⊗ t S) e -modules in each degree, given by
Proof. That σ is an isomorphism of (R ⊗ t S) e -modules follows from Lemma 3.2: The extra sign in the definition still yields an (R ⊗ t S) e -module map, since action by elements of R⊗ t S does not change the homological degree. A calculation shows that this map σ commutes with the differentials.
We will need to switch notation back and forth, using the isomorphism of Lemma 3.3, in the following. We will also use the identification of
Proof. We will sometimes write the product on R ⊗ t S as concatenation rather than tensor product (rs in place of r ⊗ s for r ∈ R and s ∈ S) when no confusion should arise, in order to avoid cumbersome notation. In the following, we use the twisted commutativity (sr = t r|s rs for r ∈ R, s ∈ S) of the factors in the twisted tensor product algebra.
We first check each map on input (r ⊗ r 
where in the third line above, we have identified elements in R e ⊗ t S e with those in (R ⊗ t S) e , via the twist (see the proof of [1, Lemma 4.3] ). On the other hand,
which is the same.
Next we check in degree (0, n) where n > 0, i.e. in (P ⊗ Q) 0 ⊗ R⊗ t S (P ⊗ Q) n . This is the sum of all (P 0 ⊗ Q 0 ) ⊗ R⊗ t S (P i ⊗ Q j ) where i + j = n. First assume that i > 0 and j > 0. We evaluate on input
which is the same. The case that i = 0 and j = n is similar, as is the case i = n and j = 0. The case of degree (m, 0) is similar. One may check that degree (m, n), where m > 0 and n > 0, works as well, both maps yielding 0.
We next use Lemma 3.4 to construct a contracting homotopy for F P ⊗ t Q .
Lemma 3.5. Let φ P , φ Q be contracting homotopies for F P , F Q , respectively. Let
where σ is the isomorphism of Lemma 3.3. Then φ is a contracting homotopy for
Proof. In the following calculation, the exponent * in (−1) * varies and is determined when needed. By Lemma 2.4, the maps
As a consequence, the map φ given in Lemma 3.5 may be used to compute Gerstenhaber brackets on Hochschild cohomology of R⊗ t S, under the isomorphism of complexes given by Lemma 3.3, provided Conditions 2.5(a)-(c) hold
where i, j are the homological degrees of f, g, respectively, and the circle product is given as in (2.9) by
K , where the definition of the map 1 K ⊗ g ⊗ 1 K involves Koszul signs, and similarly g • f . We will use these formulas in the remainder of the paper.
Maps for some quantum complete intersections
Let q ∈ k × , and let
a Koszul algebra whose Hochschild cohomology was computed (as an algebra) by Buchweitz, Green, Madsen, and Solberg [2] . In the next section, we compute its Gerstenhaber brackets, after defining all the needed maps in this section. We can identify Λ as the twisted tensor product R ⊗ t k S, where R :
, A = B = Z, and t : Z ⊗ Z Z → k × is the homomorphism of abelian groups defined by t(1 ⊗ Z 1) = −q −1 . (We take |x| = 1, |y| = 1.) We will use the techniques in [9] , in combination with our results in Section 3, to compute the Gerstenhaber brackets for Λ = R ⊗ t S. Let
be the R e -projective resolution of R where u = x ⊗ 1 − 1 ⊗ x, v = x ⊗ 1 + 1 ⊗ x, and m is the multiplication map. Letting ǫ i denote the element 1 ⊗ 1 of R e in homological degree i, we see that we must give ǫ i the graded degree i as an element of Z as well, in order for the differentials to be of graded degree 0. We may thus view the resolution K x more precisely as a resolution of graded modules:
the (standard) notation for the degree shift as in [1] . Similarly, we have the S eprojective resolution K y of S. Take the total complex of K x ⊗ t K y and call it K. As explained in Section 3 (setting
Denote the generators of K n as a Λ e -module by {ǫ i,j } i+j=n , where ǫ i,j := ǫ i ⊗ ǫ j , that is, ǫ i,j is the copy of 1 ⊗ 1 with homological degree i in x and degree j in y. One can check that after appropriate identifications, in all degrees n = i + j, the differentials are given by:
Let B be the bar resolution of Λ as defined in (2.1). Since Λ is Koszul and K is a Koszul resolution, Conditions 2.5(a)-(c) hold (see [3, 8, 9] ). Therefore we may indeed compute Gerstenhaber brackets using the techniques in [9] , in combination with our results in Section 3. We will need the following explicit formulas for some of the relevant maps:
The embedding chain map ι : K → B. We have in low degrees, from [2] ,
in the notation of [2] , where n = i + l, and this identifies our complex K with P of [2] , at the same time verifying Condition 2.5(a).
We will not need an explicit formula for a chain map π : B → K satisfying Condition 2.5(b). This is an advantage of our approach, in comparison with traditional methods. Existence of π is guaranteed by the observation that, for each n, the image of {ǫ i,l | i+l = n} under ι n in B may be extended to a free Λ e -basis of B n . We will write out lower degree terms that are needed for some of our calculations:
Next we construct maps φ : K ⊗ R⊗ t S K → K, using Lemma 3.5, that we will need to compute brackets via the method in [9] . We will first need such maps for each of the factor algebras R and S. The following lemma is straightforward to check.
Lemma 4.2. Letting
and K x as defined in (4.1), the following map is a contracting homotopy for F K x :
Letting S = k[y]/(y 2 ), similarly we obtain a contracting homotopy for F K y . As a consequence of Lemmas 3.5 and 4.2, a contracting homotopy φ := φ R⊗ t S of F K is as follows: To evaluate φ on ǫ i,j ⊗ R⊗ t S x l y m ǫ p,r , we first apply the isomorphism
If j = 0 and p > 0, by recalling the bimodule action of R ⊗ t S on K x ⊗ t K y , this is
Similarly, if j = 0, p = 0, then we have
If j > 0, p = 0, we have
If j > 0, p > 0, we have 0. To summarize, the contracting homotopy φ is
otherwise.
Brackets for some quantum complete intersections
In this section, we will compute the Gerstenhaber brackets on the Hochschild cohomology of Λ = Λ q := k x, y /(x 2 , y 2 , xy +qyx), using the technique and maps described in previous sections. We consider various cases of q ∈ k × .
q is not a root of unity ([2, 2.1]). As computed in [2, 2.1],
the fiber product of rings, where u 0 = (x, 0), u 1 = (0, y) are of (homological) degree 1, and k[xy]/((xy) 2 ) is the center of Λ (homological degree 0). That is, HH * (Λ) is the subring of k[xy]/((xy) 2 ) ⊕ * (u 0 , u 1 ) consisting of pairs (ζ, ξ) such that the images of ζ and ξ under the respective augmentation maps are equal. (Here, xy, u 0 , and u 1 are in the kernels of their respective augmentation maps.) After translating the notation of [2] to that of our Section 4, we may identify u 0 = xǫ * 1,0 and u 1 = yǫ * 0,1 , where ǫ * i,l (ǫ j,m ) = δ i,j δ l,m . Hence, we need to compute the circle products for pairs of elements from the set of algebra generators {xy, xǫ * 1,0 , yǫ * 0,1 }. The rest will follow using (2.12). Applying the formula (2.9), we have the following: [2, 3.4] ). In this case, Λ ∼ = R ⊗ S is just the usual tensor product, and HH * (Λ) ∼ = HH * (R) ⊗ HH * (S), a graded tensor product of algebras. This isomorphism preserves the Gerstenhaber structure, as expected from [6, Theorem 3.3] . We give details next.
By [2, 3.4] , after translating the notation to ours,
). We will compute circle products of pairs of elements from the set of generators {x, y, xǫ * 1,0 , yǫ * 0,1 , ǫ * 2,0 , ǫ * 0,2 }. The rest will follow by applying (2.12). By (2.9), direct computation gives that the non-zero circle products among these pairs of generators are
Therefore the non-zero Gerstenhaber brackets on generators of HH * (Λ) are
By [6, Proposition-Definition 2.2] as summarized in (6.1) below, since Λ ∼ = R ⊗ S, we can alternatively use the Gerstenhaber bracket structure on HH * (R) ∼ = HH * (S) to compute the brackets on HH * (Λ). We outline this approach next, for comparison.
For brevity, we will suppress the steps and show only the results. By [2, 3.4] , we know HH
. Of the brackets we need to confirm our computations, the non-zero brackets among generators are
as may be computed using (2.9) and Lemma 4.2. The Hochschild cohomology HH * (S) will have the same Gerstenhaber bracket structure. By direct computation using (6.1) below and this bracket structure, we again find that the non-zero Gerstenhaber brackets on our choice of generators in HH * (Λ) are
confirming our earlier calculations. Again, Λ is a tensor product of algebras, and the above brackets may be found alternatively by using formula (6.1) below, due to Le and Zhou [6] . Note that even though many brackets on pairs of generators are 0, there are many non-zero brackets, for example, using (2.12) we find that [xǫ *
2 . We will compute brackets on pairs of elements from the set
Of these pairs, the non-zero Gerstenhaber brackets are
Again, we may use (2.12) to compute other brackets, e.g., [ǫ * 2,0 , xyǫ * 2,0 ] = −2yǫ * 1,2 .
A Gerstenhaber algebra isomorphism
We return to the general setting of a twisted tensor product Λ = R ⊗ t S, where R and S are graded by abelian groups A and B respectively, as defined in Section 3. Our main result is Theorem 6.3 below, which generalizes the main theorem of Le and Zhou [6] to the twisted setting of Bergh and Oppermann [1] . The result of [6] involves the known algebra isomorphism of the Hochschild cohomology of a tensor product of algebras with the graded tensor product of their Hochschild cohomologies, which is valid under some finiteness assumptions (see Mac Lane [7, Theorem X.7.4] , who cites Rose [10] with the first proof). Le and Zhou show that this isomorphism of algebras preserves Gerstenhaber brackets, so that it is in fact an isomorphism of Gerstenhaber algebras. Our result more generally takes Bergh and Oppermann's algebra isomorphism from a subalgebra of Hochschild cohomology of a twisted tensor product of algebras to a tensor product of subalgebras of their Hochschild cohomology rings, and shows that it preserves Gerstenhaber
where t * = t <r 1 |1> t <r 2 |s 1 ⊗1> · · · t <rn|s n−1 ⊗···⊗s 1 ⊗1> t <1|sn⊗···⊗s 1 ⊗1> , for all homogeneous r i ∈ R, s j ∈ S. It may be checked that AW t n does indeed define an (R ⊗ t S) e -module homomorphism. Moreover, by a lengthy calculation, it can be seen that this choice of AW t n commutes with the differentials. Similarly, we generalize the Eilenberg-Zilber chain map EZ t * : B(R) ⊗ t B(S) → B(R ⊗ t S) as in [6] to the twisted case. Let
To define EZ t n for n > 0, we need the following notation from [6] :
is the set of (n − d, d)-shuffles, that is the permutations ξ in the symmetric group S n for which ξ(1) < ξ(2) < · · · < ξ(n − d) and
where
We will also use the notation
Now define the (R ⊗ t S) e -module homomorphism:
is the quotient map. We want to show that πι := AW t * • EZ t * = 1 K . By their definitions, π B ι B = 1 B , and as in [6] , we know that for the maps without the twist, AW * • EZ * = 1 K . Therefore, we need only check that the coefficients included in relation to the twist cancel:
where for each i,
. After applying AW t n , the twisting coefficient for the term corresponding to ξ is t inv(ξ)−inv(ξ) = 1.
for all homogeneous r l ∈ R and s m ∈ S. Then
, depending on the value of ξ −1 (i). Now notice in both expressions, we are allowing all possible arrangements of r's and s's, thus, we need only check that the corresponding coefficients agree. Given a fixed arrangement of the r's and s's determined by ξ ∈ S n−d,d , we see that (−1) |ξ| t −inv(ξ) is uniquely determined by the s's and r's that are moved past each other. The corresponding term in the first expression has coefficient
for some i and j, and ξ ′ ∈ S j,i , and ξ ′′ ∈ S n−d−j,d−i , which is again uniquely determined by the s's and r's that are moved past each other. Thus, because we are assuming we have the same arrangement of r's and s's,
when we view the term as coming from ξ ∈ S n−d,d . Therefore,
We now have chain maps π, ι, and ∆ K satisfying Conditions 2.5(a)-(c). Therefore, we may use the formulas (2.8) and (2.9) to describe Gerstenhaber brackets, via a contracting homotopy φ of F K . By Lemma 3.5, we may choose
are defined just before Lemma 2.4, and σ is the map from Lemma 3.3. (See Lemma 3.5 for the precise value of (−1) * .)
Tensor product of Gerstenhaber algebras ([6, Proposition-Definition 2.2]). Let H 1 and H 2 be two Gerstenhaber algebras over k. Let f, f ′ ∈ H 1 be elements of degrees m, m ′ , and let g, g ′ ∈ H 2 be of degrees n, n ′ , respectively. Then H 1 ⊗ H 2 is a Gerstenhaber algebra with product
and bracket
Returning to our graded algebras R and S, the grading by groups A and B passes to cohomology (e.g. via the grading on the bar resolutions of R and S, respectively), so that the Hochschild cohomologies of R and S are bigraded. Specifically, letting n ∈ N and a ∈ A, an element of HH n,a (R) is represented by an R ehomomorphism f : R ⊗(n+2) → R with |f (r 0 ⊗ · · · ⊗ r n+1 )| = |r 0 | + · · · + |r n+1 | − a for all homogeneous r 0 , . . . , r n+1 ∈ R. Similarly the Hochschild cohomology of S is bigraded by N and B. Let which are subgroups of A and B, respectively. Let H 1 = HH * ,A ′ (R) and H 2 = HH * ,B ′ (S). These are Gerstenhaber subalgebras of HH * (R) and of HH * (S), respectively, as may be seen from formulas (2.3), (2.8), (2.9), and (2.11) with K = B. Thus H 1 ⊗ H 2 is a Gerstenhaber algebra with bracket defined by formula (6.1). The following theorem states that the algebra isomorphism of [1, Theorem 4.7] is in fact a Gerstenhaber algebra isomorphism. Theorem 6.3. Let R and S be k-algebras graded by abelian groups A and B, respectively, at least one of which is finite dimensional, and let t be a twisting. There is an isomorphism of Gerstenhaber algebras
where the Gerstenhaber bracket on the left side is given by (6.1).
Remarks 6.4. (i) In the statement of the theorem, the tensor product of Gerstenhaber algebras is understood to restrict to the usual tensor product of graded algebras, that is the twisting sends ((i, a ′ ), (j, b ′ )) to (−1) ij . In [1] , this is given explicitly in the notation, while in [6] it is not. We will use the notation of [6] .
(ii) The reason this isomorphism is restricted to subalgebras corresponding to A ′ and B ′ is that the Hom, ⊗ interchange does not behave well with respect to graded bimodules and degree shifts. In particular, if α ∈ Hom(X, R) a and β ∈ Hom(Y, S) b for some R e -module X and S e -module Y , then α ⊗ β is generally We wish to rewrite the sums. The first sum involves α • α ′ , in which the term indexed by j has a sign (−1) (m ′ −1)(j−m ′ ) . The second sum involves β • β ′ , in which the term indexed by i has a sign (−1) (n ′ −1)(i−n ′ ) . Accommodating these signs and rewriting, the above is equal to
applied to the input. Similarly,
We will use the following relation from [4, Theorem 7.3 ] to reverse the order of the cup product α ′ ⌣ α in the above expression (and a similar relation for β ′ ⌣ β):
Now, α and α ′ are cocycles, so the two outermost terms on the left-hand side of the above equation are 0. Putting it all together, using this relation and formula (2.8), we obtain the Gerstenhaber bracket: 
We claim that the terms involving d * (β • β ′ ) and d * (α • α ′ ) sum to a boundary: 
