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STRICT LOG-CONCAVITY OF THE KIRCHHOFF POLYNOMIAL
AND ITS APPLICATIONS TO THE STRONG LEFSCHETZ
PROPERTY
TAKAHIRO NAGAOKA AND AKIKO YAZAWA
Abstract. Anari, Gharan, and Vinzant proved (complete) log-concavity of
the basis generating functions for all matroids. From the viewpoint of combi-
natorial Hodge theory, it is natural to ask whether these functions are “strictly”
log-concave for simple matroids. In this paper, we show this strictness for sim-
ple graphic matroids, that is, we show that Kirchhoff polynomials of simple
graphs are strictly log-concave. Our key observation is that the Kirchhoff poly-
nomial of a complete graph can be seen as the (irreducible) relative invariant
of a certain prehomogeneous vector space, which may be independently in-
teresting in its own right. Furthermore, we prove that for any ai ∈ R>0,
a1x1 + · · · + anxn ∈ R1M satisfies the strong Lefschetz property (moreover,
Hodge–Riemann bilinear relation) at degree one of the Artinian Gorenstein
algebra R∗M associated to a graphic matroid M , which is defined by Maeno
and Numata for all matroids.
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1. Introduction
The Kirchhoff polynomial FΓ of a graph Γ = (V,E) is a multi-affine homogeneous
polynomial of degree r in n variables, where n = |E| and r = |V | − 1. Such
polynomials are important in several areas of study such as network theory and
physics (where these polynomials are related to Feynman diagrams). Also, the
Kirchhoff polynomial can be seen as a special case of the basis generating function
FM for a graphic matroid M . The properties of the basis generating function, for
example the half-plane property, have been extensively studied in [4]. Recently,
in [2], Anari, Gharan, and Vinzant showed that FM satisfies log-concavity (more
precisely, complete log-concavity) on Rn≥0. In other words, they show that logFM
is concave on Rn≥0, that is the Hessian matrix HFM and the gradient vector ∇FM
of FM satisfy
(*)
(−FMHFM +∇FM (∇FM )T )∣∣x=a is positive semi-definite
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for any a ∈ Rn≥0. Their proof is based on the combinatorial Hodge theory developed
in [1] and [8]. As will be explained later in this introduction, if (*) is “positive
definite”, then a certain Hodge–Riemann bilinear form is non-degenerate. Thus,
from the view point of the combinatorial Hodge theory, it is important to know
whether or not the basis generating function is strictly log-concave on (R>0)n. In
our main theorem, we claim that for simple graphs, this stands true for the following
statements.
Theorem 1.1 (cf. Theorem 4.2).
For any simple graph Γ with r + 1 vertices and n edges, the Kirchhoff polynomial
FΓ is strictly log-concave on (R>0)n. In other words, for any a ∈ (R>0)n, logFΓ
is strictly concave at a, that is,
(−FΓHFΓ +∇FΓ(∇FΓ)T )|x=a is positive definite.
In particular, HFΓ |x=a is non-degenerate, with n− 1 negative eigenvalues and one
positive eigenvalue. Thus, (−1)n−1(detHFΓ)|x=a > 0.
The proof of our main theorem comprises two steps. First, we reduce our claim
to the following determinantal identity of the Hessian of the Kirchhoff polynomial
FKr+1 of complete graphs Kr+1 (cf. Theorem 4.4).
detHFKr+1 = (−1)N−1cr(FKr+1)N−r−1,
where cr > 0 is a constant, and N :=
(
r+1
2
)
. Second, we show the above equality
not by directly computing but rather by identifying FKr+1 with the unique irre-
ducible polynomial associated to a special GLr(C) representation or the so-called
prehomogeneous vector space. Then, based on the general theory of prehomoge-
neous vector spaces [15], the Hessian detHF of the relative invariant F is also a
relative invariant of the same representation. Hence we have
∃c ∈ C such that detHF = cFm
by the uniqueness of the relative invariant. We believe that this method may be
useful for proving some (conjectural) Hessian identity in general.
Recent studies by Bra¨nde´n and Huh revealed that the Hessian of a nonzero
Lorentzian polynomial has exactly one positive eigenvalue at any point on the
positive orthant (see [3, Sections 5 and 7]).
In Section 5.2, we give some applications of the main theorem to the strong
Lefschetz property of the graded Artinian Gorenstein algebra R∗Γ = ⊕r`=0R`Γ =
R[x1, . . . , xn]/Ann(FΓ) associated to any simple graph Γ (see Definition 5.1). This
algebra is defined for any matroid M by Maeno and Numata who proved that this
algebra has the strong Lefschetz property at all degrees when M is the projective
space M(q, n) over a finite field (they denote R∗M by AM ) in [12]. In an extended
abstract [11] of the paper [12], Maeno and Numata also conjectured that R∗M has
the strong Lefschetz property for any matroid M . As an application of our main
theorem, we prove that this conjecture at degree one when M is a graphic matroid,
with the following.
Theorem 1.2 (cf. Theorem 5.11).
For any simple graph Γ with r+ 1 vertices and n edges, and any a = (a1, . . . , an) ∈
(R>0)n, La := a1x1 + · · · + anxn ∈ R1Γ satisfies the strong Lefschetz property at
degree one, that is, the multiplication map
×Lr−2a : R1Γ → Rr−1Γ
is an isomorphism.
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Since the Hodge–Riemann bilinear form (see Definition 5.7) of R1Γ is given by
the Hessian HFΓ , we have the following stronger application.
Theorem 1.3 (cf. Theorem 5.12).
In the above setting, for any a ∈ (R>0)n, the Hodge–Riemann bilinear form
Q1La : R
1
Γ ×R1Γ → R, (ξ1, ξ2)→ [ξ1Lr−2a ξ2]
is non-degenerate, where [−] : RrΓ ∼−→ R is the isomorphism as
P 7→ P
(
∂
∂x1
, . . . ,
∂
∂xn
)
FΓ.
Moreover, Q1La has n− 1 negative eigenvalues and one positive eigenvalue.
As we note in Remark 5.13, our Q1La is the same as the Hodge–Riemann bilinear
form on the degree one part of another algebra B∗(M) when M = Γ, which is
studied in [8]. In [8, Remark 15], Huh and Wang considered the Hodge–Riemann
bilinear form on B1(M) for a general simple matroid. Our corollary then implies
the same conclusion for B∗(M) at degree one as the above theorem (in general,
there exists a natural surjection B∗(M)  R∗M ).
This paper is organized as follows. In Section 2, we study the properties of
homogeneous polynomials in terms of their Hessian and log-concavity. In partic-
ular, we collect some propositions on prehomogeneous vector spaces in Subsection
2.2. In Section 3, we see several definitions and propositions for matroids. In Sec-
tion 4, we define the Kirchhoff polynomials of simple graphs, and then prove our
main result. In the last half of this section, we see that the connection between
the Kirchhoff polynomials of complete graphs and certain prehomogeneous vector
spaces. Finally, in Section 5, we conclude that our main result gives applications
to algebras associated to graphic matroids.
Acknowledgements. The authors wish to express their gratitude to Yasuhide
Numata, who is the second author’s supervisor, for suggesting this problem. They
are also grateful to Hiroyuki Ochiai for offering general facts on Proposition 2.3 and
for helpful comments on Remark 4.8, as well as June Huh and Satoshi Murai for
their helpful comments concerning Remark 5.13.
2. Homogeneous polynomials
Let us consider a homogeneous polynomial F of degree r in n variables with real
coefficients, where r ≥ 2. For F , we define the Hessian matrix HF and the gradient
vector ∇F by
HF =
(
∂2F
∂xi∂xj
)
1≤i,j≤n
, ∇F =
(
∂F
∂x1
, . . . ,
∂F
∂xn
)
.
We call detHF the Hessian of F .
In the first half of this section, we consider the Hessian of F . First, we see the
following identity
det
(−FHF + s(∇F )T · ∇F ) = (−1)n−1 r
r − 1
(
s− r − 1
r
)
Fn detHF .(1)
Next, for a special polynomial F , we show the following identity
detHF = c
′F
n(r−2)
r ,(2)
where c′ is non-zero.
In the last half of this section, we consider the strict log-concavity of F .
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2.1. The Hessians. Here, we prove the identity (1). The set of all m×n matrices
is denoted by Mm×n. Moreover In represents the n× n identity matrix.
To prove (1), we prepared two lemmas.
Lemma 2.1. For an n× n matrix N of rank one, we have
det(In − sN) = 1− s(trN).
Lemma 2.2 (Euler’s identity).
For a homogeneous polynomial F of degree r in n variables, where r ≥ 2, we have
r(r − 1)F = xTHFx,
(r − 1)(∇F )T = HFx,
where x = (x1, . . . , xn)
T .
Lemma 2.1 is straightforward. The proof of Lemma 2.2 is in [2, Corollary 4.3.].
Proposition 2.3. For a homogeneous polynomial F of degree r in n variables,
where r ≥ 2, we have
det
(−FHF + s(∇F )T∇F ) = (−1)n−1 r
r − 1
(
s− r − 1
r
)
Fn detHF .
Proof. Let A be a n×n matrix and v a column vector of size n, where we consider
every entries of A and v as formal variables. We set
N =
1
vTAv
(Av)(Av)TA−1.
In this case, we have rankN = 1 and trN = 1. By Lemma 2.1,
det
(
In − s 1
vTAv
(Av)(Av)TA−1
)
= 1− s.
If we multiply detA from the right, we obtain
det
(
A− s 1
vTAv
(Av)(Av)T
)
= (1− s) detA.
If we multiply the left hand side by (−vTAv)n, we obtain
det
(−(vTAv)A+ s(Av)(Av)T ) = (1− s)(−vTAv)n detA(*)
= (−1)n−1(s− 1)(vTAv)n detA.
Using Lemma 2.2, we have the following identity
−FHF + s(∇F )T∇F = 1
r(r − 1)
{
−(xTHFx)HF + sr
r − 1(HFx)(HFx)
T
}
.
Thus, applying (*) as A = HF and v = x, we obtain the desired equation. 
By Proposition 2.3, we obtain Identity (1).
2.2. Prehomogeneous vector spaces. Here, we prove Identity (2) for the rela-
tive invariant of an irreducible prehomogeneous vector space (Corollary 2.16). To
prove it, we introduce the notion of prehomogeneous vector spaces developed by
Kimura and Sato [15] and many authors. To be self-contained, we obtained certain
useful propositions in [15] and provided their proofs. Essentially, we followed [15]
while also using the notations mentioned in [9].
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Definition 2.4 (Prehomogeneous vector space cf. [15, Definition 1 in Section 2 &
p.36]).
Let (G, ρ, V ) be a triplet of a connected linear algebraic group G, a finite dimen-
sional vector space V , and a rational representation ρ of G on V , all defined over C.
We call (G, ρ, V ) a prehomogeneous vector space if there exists a proper algebraic
G-invariant subset S ⊂ V such that V \ S is a single G-orbit. Then, we say that
S is the singular set of (G, ρ, V ). We say that (G, ρ, V ) is irreducible when ρ is an
irreducible representation.
Definition 2.5 (Relative invariants cf. [15, Definition 2 in Section 4]).
Let (G, ρ, V ) be a prehomogeneous vector space. A not identically zero rational
function F ∈ C(V ) is called a relative invariant (with respect to χ) of (G, ρ, V ) if
there exists a rational character χ ∈ Hom(G,C∗) which satisfies the following:
F (ρ(g)x) = χ(g)F (x) (g ∈ G,x ∈ V ).
In this case, we write F ↔ χ.
Note that a relative invariant is a rational function on V , and not necessarily a
polynomial on V . We define a subgroup X1(G) of Hom(G,C∗) by
X1(G) := {χ ∈ Hom(G,C∗) | ∃F ∈ C(V ) such that F ↔ χ}.
Remark 2.6. For any χ ∈ X1(G), if ρ(g1) = ρ(g2), then χ(g1) = χ(g2). In
particular, we can consider as X1(G) ⊂ Hom(ρ(G),C∗) by the natural inclusion
Hom(ρ(G),C∗) ↪→ Hom(G,C∗) induced from G ρ(G).
Proposition 2.7 ([15, Proposition 3 in Section 2]).
Let (G, ρ, V ) be a prehomogeneous vector space. Then, any G-invariant rational
function F ∈ C(V )G is constant.
Proof. By definition, there exists a proper algebraic subset S ⊂ V whose comple-
ment V \ S is a single open dense G-orbit. Then, by assumption, F is a constant
function on some open dense subset of V . This implies that F is constant. 
Proposition 2.8 ([15, Proposition 3 in Section 4]).
Let (G, ρ, V ) be a prehomogeneous vector space. A relative invariant F is uniquely
determined up to a constant multiple by its corresponding character. In other words,
if F1 ↔ χ and F2 ↔ χ, then F1 = cF2 for some c ∈ C∗. In particular, any relative
invariant is a homogeneous rational function.
Proof. If F1 ↔ χ and F2 ↔ χ for some χ, then clearly, F1F2 is a G-invariant rational
function. Thus, by Proposition 2.7, it is a constant. Let F be a relative invariant
corresponding to χ. Then, for each t ∈ C∗, we clearly have Ft(x) := F (tx) ↔ χ.
Thus, there exists a constant ct ∈ C∗ such that F (tx) = ct · F (x) in C(V ). This
implies that F is homogeneous. 
As stated in the following, the Hessian determinant of any relative invariant is
also a relative invariant.
Lemma 2.9. Let (G, ρ, V ) be a prehomogeneous vector space. If F is a relative
invariant corresponding to some character χ, then detHF is a relative invariant
corresponding to the character χN · (det)−2, where N = dimV and det : G→ C∗ :
g 7→ det(ρ(g)).
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Proof. (cf. [15, Proof of Proposition 8 in Section 4]) By choosing a basis of V , we
may assume that V = CN and G ⊆ GLN (C). For g = (gk`) ∈ G, we have
∂2
∂xi∂xj
(F (gx)) =
∂
∂xi
N∑
k=1
∂F
∂xk
(gx) ·
∂
(∑N
`=1 gk`x`
)
∂xj
=
N∑
k=1
gkj
∂
∂xi
(
∂F
∂xk
(gx)
)
=
∑
k,`
g`,i · ∂
2F
∂x`∂xk
(gx) · gkj .
Then, as a matrix, we have(
∂2
∂xi∂xj
(F (gx))
)
i,j
= gT
(
∂2F
∂xk∂x`
(gx)
)
k,`
g.
Since F (gx) = χ(g)F (x), the Hessian matrix HF (gx) is
HF (gx) :=
(
∂2F
∂xi∂xj
(gx)
)
i,j
= χ(g) · (gT )−1
(
∂2F
∂xi∂xj
(x)
)
g−1.
Then we have detHF (gx) = χ(g)
N · (det g)−2 detHF (x). This means detHF (x) is
a relative invariant corresponding to the character χN · (det)−2. 
Below, let 〈χ1, . . . , χ`〉 be the abelian group generated by characters χ1, . . . , χ`.
We say that χ1, . . . , χ` are multiplicatively independent if 〈χ1, . . . , χ`〉 is a free
abelain group of rank `.
Lemma 2.10 (cf. [15, Lemma 4 in Section 4]).
Let (G, ρ, V ) be a triplet and F1, . . . , F` be relative invariants corresponding to some
characters χ1, . . . , χ` ∈ Hom(G,C∗) respectively. If χ1, . . . , χ` are multiplicatively
independent, then
F1, . . . , F` is algebraically independent over C.
Proof. Assume F1, . . . , F` are algebraically dependent. By definition, there exist
monomials Φk(F1, . . . , F`) := akF
dk1
1 · · ·F dk`` (1 ≤ k ≤ s) of F1, . . . , F` such that
they are linearly dependent over C and (we can assume) any s − 1 of them are
linearly independent over C (s ≥ 2). Then, Φk(F1, . . . , F`) is clearly a relative
invariant corresponding to the character µk := χ
dk1
1 · · ·χdk`` . This implies that
if (c1, . . . , cs) ∈ W := {(c1, . . . , cs) ∈ Cs |
∑s
k=1 ckΦk(F1, . . . , F`) = 0}, then
(c1µ1(g), . . . , csµs(g)) ∈ W (g ∈ G). Since dimW = 1, we have µ1 = · · · = µs. On
the other hand, any s − 1 of Φk(F1, . . . , F`) (1 ≤ k ≤ s) are linearly independent,
in particular, for any 1 ≤ p 6= q ≤ s, we have (dp1, . . . , dp`) 6= (dq1, . . . , dq`).
Then, by assumption, χ1, . . . , χ` are multiplicatively independent, in particular, if
1 ≤ p 6= q ≤ s, then µp 6= µq. This is a contradiction. 
Proposition 2.11 (cf. [15, Proposition 5 in Section 4])).
Let (G, ρ, V ) be a prehomogeneous vector space and S be its singular set. Let
S1, . . . , S` be all codimension one irreducible components of S and Fi be the defining
irreducible polynomial of each Si. Then, F1, . . . , F` are relative invariants corre-
sponding to some multiplicatively independent characters χ1, . . . , χ`, in particular,
F1, . . . , F` are algebraically independent over C. Moreover, any relative invari-
ant F can be expressed as F = cFm11 · · ·Fm`` (c ∈ C,mi ∈ Z). In particular,
X1(G) = 〈χ1, . . . , χ`〉 is a free abelian group of rank `.
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Proof. First, we prove that each Fi is a relative invariant. Since G is connected (i.e.,
irreducible) and Si is irreducible, the Zariski closure ρ(G) · Si of the image of the
multiplication morphismG×Si → S is also irreducible. Since (Si ⊆) ρ(G) · Si (⊂ S)
is irreducible, we have ρ(G) · Si = Si, in particular, ρ(G) · Si = Si. This implies
that for each g ∈ G, the vanishing loci of two irreducible polynomials Fi(x) and
Fi(ρ(g)
−1x) are the same. For each g ∈ G, there exists χi(g) ∈ C∗ such that
Fi(ρ(g)x) = χi(g)Fi(x). Then, χi is a character, and Fi is a relative invariant cor-
responding to χi. Next, we show that χ1, . . . , χ` are multiplicatively independent.
If not so, there exists a (d1, . . . , d`) ∈ Z` \ {0} such that χd11 · · ·χd`` = 1. We may
assume d1 6= 0. Then, F−d11 and F d22 · · ·F d`` are relative invariants corresponding
to the same character χ−d11 = χ
d2
2 · · ·χd`` . By Proposition 2.8, F−d11 and F d22 · · ·F d``
are same up to constant multiple, however this contradicts to the irreducibility of
Fi and Fi 6= Fj (i 6= j). The algebraically independence of F1, . . . , F` is followed by
Lemma 2.10. Since the vanishing locus of any relative invariant F is G-invariant
proper subset of V , it is a subset of S. This implies that F is some products of
F1, . . . , F`. 
To consider when (G, ρ, V ) is an irreducible representation, we note the following
fundamental theorem by Cartan on irreducible representations.
Theorem 2.12 (Cartan cf. [15, Theorem 1 in Section 1]).
Let (G, ρ, V ) be a triplet. Assume that dρ : g→ gl(V ) is an irreducible representa-
tion. Then, its image dρ(g) is reductive and isomorphic to one of the following:
(1) gl1(C)⊕ g1 ⊕ · · · ⊕ gs, where gi is a simple Lie algebra.
(2) g1 ⊕ · · · ⊕ gs, where gi is a simple Lie algebra.
By this theorem, we have the following description of ρ(G).
Corollary 2.13. In the above setting, ρ(G) is reductive and isomorphic to one of
the following:
(1) GL1(C)×G1 × · · · ×Gs, where Gi is an algebraic group whose Lie algebra
is simple (in particular, its center Z(Gi) is finite).
(2) G1 × · · · ×Gs, where Gi is an algebraic group whose Lie algebra is simple
(In particular, its center Z(Gi) is finite).
As noted in Remark 2.6 (2), we can think X1(G) is a subgroup of Hom(ρ(G),C∗).
Since ρ(G) is reductive, the quotient ρ(G)/Z(ρ(G)) by the center Z(ρ(G)) is a semi-
simple algebraic group. Then, the following is exact:
0 −→ Hom(ρ(G)/Z(ρ(G)),C∗) −→ Hom(ρ(G),C∗) −→ Hom(Z(ρ(G),C∗)).
As the character group of a semi-simple group is trivial, the natural linear map
Hom(ρ(G),C∗) ↪→ Hom(Z(ρ(G)),C∗) is injective. Thus, we can think as X1(G) ⊂
Hom(Z(ρ(G)),C∗). Now, since ρ is irreducible, by Corollary 2.13, we have
Hom(Z(ρ(G)),C∗) ∼= Z×Gfinite or Gfinite,
where Gfinite is a finite abelian group. As X1(G) is a free abelian group of rank `,
where ` is the number of irreducible components of codimension one of the singular
set S. In particular, we have the following.
Proposition 2.14 (cf. [15, Proposition 12 in Section 4]).
Let (G, ρ, V ) be an irreducible prehomogeneous vector space. Then there is at most
one irreducible relative invariant F up to constant multiple. In particular, any
relative invariant is in the form of cFm for c ∈ C and m ∈ Z.
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Definition 2.15 (cf. [15, Definition 13 in Section 4]).
Let (G, ρ, V ) be an irreducible prehomogeneous vector space. We call F (appeared
in Proposition 2.14) the relative invariant of (G, ρ, V ), which is defined up to con-
stant multiple.
We say a prehomogeneous vector space (G, ρ, V ) is regular when there exists
a relative invariant F ∈ C(V ) such that its Hessian determinant detHF is not
identically zero on V ([15, Definition 7 in Section 4]). Then by Lemma 2.9, we have
the following key identity of the Hessian of the relative invariant when (G, ρ, V ) is
regular. We learn this corollary from [5, Remark 3.5].
Corollary 2.16. Let (G, ρ, V ) be a regular irreducible prehomogeneous vector space
of dimension n. Assume that the degree of the relative invariant F is r. Then, the
Hessian of F is in the form of
detHF = cF
n(r−2)
r ,
where c ∈ C∗ is a constant.
2.3. Strict log-concavity of homogeneous polynomials. Let F be a homo-
geneous polynomial of degree r in n variables with real coefficients, where r ≥ 3.
Here we consider log-concavity of F . For a symmetric matrix A, A  0 denotes
that A is positive semi-definite, and A  0 denotes that A is positive definite. Now
we define strict log-concavity.
Definition 2.17 ((strict) log-concavity).
We say that F is log-concave (resp. strictly log-concave) at a ∈ Rn if
(−FHF + (∇F )T (∇F ))|x=a  0 (resp.  0).
For technical reasons, we introduce strict “homogeneous” log-concavity which is
stronger than strict log-concavity. We will not, however, use this notion essentially
until the final section; therefore it is not a problem to replace (strict) homogeneous
log-concavity with (strict) log-concavity until then.
Definition 2.18 ((strict) homogeneous log-concavity).
We say that F is homogenenous log-concave (resp. strictly homogenenous log-concave)
at a ∈ Rn if for any s ≥ r−1r (resp. s > r−1r ),
(−FHF + s(∇F )T (∇F ))|x=a  0 (resp.  0).
As remarked in [6, Example 1.11.2], F is (strictly) homogeneous log-concave at
a ∈ Rn if and only if F 1k is log-concave at a for any k > r.
Clearly, strict (homogeneous) log-concavity implies (homogeneous) log-concavity.
From here, we assume that F is a homogeneous polynomial with positive co-
efficients. One of the important properties of strictly log-concave homogeneous
polynomial F with positive coefficients is that its Hessian HF is non-degenerate,
moreover it has only one positive eigenvalue. To prove this, we note Cauchy’s
interlacing theorem.
Theorem 2.19 (Cauchy’s interlacing Theorem [7, Corollary 4.3.9]).
For a real symmetric n× n matrix A with eigenvalues α1 ≥ · · · ≥ αn and a vector
v ∈ Rn, the eigenvalues α1 ≥ · · · ≥ αn interlace the eigenvalues β1 ≥ · · · ≥ βn of
B := A+ vvT . That is,
β1 ≥ α1 ≥ β2 ≥ · · · ≥ αn−1 ≥ βn ≥ αn.
Corollary 2.20. Let F be a homogeneous polynomial with positive coefficients. If
F is strictly log-concave at a ∈ (R>0)n, then HF |x=a has exactly n − 1 negative
eigenvalues and exactly one positive eigenvalue. In particular,
(−1)n−1(detHF )|x=a > 0.
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Proof. We set A = (−FHF )|x=a and B = (−FHF +(∇F )T (∇F ))|x=a, and denote
their eigenvalues as α1 ≥ · · · ≥ αn and β1 ≥ · · · ≥ βn respectively. Since F is
strictly log-concave at a ∈ (R>0)n, we have βn > 0. Hence it follows from Cauchy’s
interlacing theorem that eigenvalues α1, . . . , αn−1 are positive. On the other hand,
we have trA =
∑n
i=1 αi = −
(
F
∑n
i=1
∂2F
∂x2i
)∣∣∣
x=a
≤ 0. Thus, αn should be negative.
Hence (−FHF )|x=a has exactly n−1 positive eigenvalues and exactly one negative
eigenvalue. Since F is a polynomial with positive coefficients, we have F (a) > 0 for
any point a ∈ (R>0)n. Therefore HF |x=a has exactly n − 1 negative eigenvalues
and exactly one positive eigenvalue. 
For F , we define
F0 = F |xk=0 ∈ R[x1, . . . , xˆk, . . . , xN ],
Fk =
∂F
∂xk
∈ R[x1, . . . , xˆk, . . . , xN ].
Note that F = F0 + xkFk in this case.
The following lemma looks rather technical, however this gives a relationship
between (strict) homogeneous log-concavity of F and (strict) homogeneous log-
concavity of F0 and Fk.
Lemma 2.21. If F0(a1, . . . , aˆk, . . . , aN ) 6= 0 and Fk(a1, . . . , aˆk, . . . , aN ) 6= 0 for
a ∈ RN≥0, then the following are equivalent for any s ≥ r−1r (resp. s > r−1r ).
(i) (−FHF + s(∇F )T (∇F ))|x=a  0 (resp.  0).
(ii)
 sxkF0Fk (−FkHFk + 2s−1s (∇Fk)T∇Fk)+sF 2k (−F0HF0 + s(∇F0)T∇F0)
−(sFk∇F0 − F0∇Fk)T (sFk∇F0 − F0∇Fk)
∣∣∣∣∣∣
x=a
 0 (resp.  0).
Proof. For conciseness, we will omit |x=a. We show the equivalence for only positive
definiteness (the argument is similar for positive semi-definiteness). We may assume
k = 1. Since we have F = F0 + x1F1, we can compute −FHF + s(∇F )T (∇F ) as
follows. Here, note that the (1, 1)-component of the Hessian matrix of F is 0 since
F is multi-affine.
− FHF + s(∇F )T (∇F ) = −F

0 ∇F1
(∇F1)T HF0 + x1HF1

+ s

F 21 F1(∇F0 + x1∇F1)T
F1(∇F0 + x1∇F1)T (∇F0 + x1∇F1)T (∇F0 + x1∇F1)
 .
Then, for any y˜ =
(
y1 y
)T ∈ RN \ {0}, we have
y˜T (−FHF + s(∇F )T (∇F ))y˜
= −F{2y1(∇F1y) + yTHF0y + x1(yTHF1y)}
+ s{F 21 y21 + 2y1F1(∇F0y + x1(∇F1y)) + (∇F0y + x1(∇F1y))2}
= (sF 21 )y
2
1 + 2 {−F (∇F1y) + sF1(∇F0y + x1(∇F1y))} y1
+ yT
(−F (HF0 + x1HF1) + s(∇F0 + x1∇F1)T (∇F0 + x1∇F1))y.
If y = 0, then y1 6= 0, so y˜T (−FHF + s(∇F )T (∇F ))y˜ = (sF 21 )y21 > 0. Thus,
(−FHF + s(∇F )T (∇F )) is positive definite if and only if for any y1 ∈ R and
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y 6= 0, αy21 + 2βy1 + γ > 0, where
α = sF 21 > 0,
β = −F (∇F1y) + sF1(∇F0y + x1(∇F1y)),
γ = yT
(−F (HF0 + x1HF1) + s(∇F0 + x1∇F1)T (∇F0 + x1∇F1))y.
Since this is equivalent to αγ − β2 > 0 for any y ∈ Rn−1 \ 0, then we have
0 <(sF 21 ){−F (yTHF0y + x1yTHF1y) + s(∇F0y + x1∇F1y)2}
− {−F (∇F1y) + sF1(∇F0y + x1(∇F1y))}2
= −(sF 21 )F (yTHF0y + x1yTHF1y)− F 2(∇F1y)2
+ 2sF1F (∇F1y)(∇F0y + x1(∇F1y)).
Dividing both sides by F , we have
0 <− (sF 21 )(yTHF0y + x1yTHF1y)− (F0 + x1F1)(∇F1y)2
+ 2sF1(∇F1y)(∇F0y + x1(∇F1y))
= sx1F1
{
−F1(yTHF1y) +
2s− 1
s
(∇F1y)2
}
+
{−sF 21 (yTHF0y)− F0(∇F1y)2 + 2sF1(∇F1y)(∇F0y)}
= sx1F1
{
−F1(yTHF1y) +
2s− 1
s
(∇F1y)2
}
+
sF 21
F0
{−F0(yTHF0y) + s(∇F0y)(∇F0y)}
− s
2F 21
F0
(∇F0y)2 − F0(∇F1y)2 + 2sF1(∇F1y)(∇F0y)
= sx1F1
{
−F1(yTHF1y) +
2s− 1
s
(∇F1y)2
}
+
sF 21
F0
{−F0(yTHF0y) + s(∇F0y)(∇F0y)}
− 1
F0
{sF1(∇F0y)− F0(∇F1y)}2
=
1
F0
yT
 sx1F0F1 (−F1HF1 + 2s−1s (∇F1)T∇F1)+sF 21 (−F0HF0 + s(∇F0)T∇F0)
−(sF1∇F0 − F0∇F1)T (sF1∇F0 − F0∇F1)
y.
After multiplying both sides by F0, we complete the proof of the equivalence of (i)
and (ii). 
By Lemma 2.21, we prove the following which is important in the proof of our
main theorem (Theorem 3.11).
Corollary 2.22. Let F ∈ R[x1, . . . , xN ] be a multi-affine homogeneous polynomial
of degF = r ≥ 3 with positive coefficients. For a subset I of [N ] and 0 ≤ k ≤ N ,
we define
CN−kI>0 = {(zk+1, . . . , zN ) ∈ RN−k≥0 | zj ≥ 0 (j /∈ I), zi > 0 (i ∈ I)}.
We assume that F is strictly homogeneous log-concave on CNI>0. If
(3)
∂F
∂x1
6= 0, ∂F |x1=0
∂x2
6= 0, . . . , ∂F |x1=···=xk−1=0
∂xk
6= 0
holds as a polynomial for some 0 ≤ k ≤ N−r, then F |x1=···=xk=0 ∈ R[xk+1, . . . , xN ]
is strictly homogeneous log-concave on CN−kI>0 .
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Proof. We show this by induction on k. In the case where k = 0, the claim is
obvious by the assumption. For 1 ≤ k ≤ N − r, by the induction hypothesis,
F |x1=···=xk−1=0 is strictly homogeneous log-concave on CN−k+1I>0 . Let
f = F |x1=···=xk−1=0 ∈ R[xk, . . . , xN ].
Applying Lemma 2.21 to f and a =
(
0 z
)T ∈ CN−k+1I>0 for any z ∈ CN−kI>0 ,
we have (
sf2k (−f0Hf0 + s(∇f0)T (∇f0))
−(sfk∇f0 − f0∇fk)T (sfk∇f0 − f0∇fk)
)∣∣∣∣
(xk+1,...,xn)=z
 0,
where f0 := F |x1=···=xk=0, fk :=
∂F |x1=···=xk−1=0
∂xk
. Note that by assumption, they
are not identically zero as polynomials. In particular, for any z ∈ CN−kI>0 , we have(−f0Hf0 + s(∇f0)T (∇f0))∣∣(xk+1,...,xN )=z  0.
This completes the proof. 
3. Matroids
In this section, we provide basic terms of a matroid. The best general reference
for matroid theory is [14].
Definition 3.1 (Matroid).
A matroid M is an ordered pair (E,B) consisting of a finite set E and a collection
B of subsets of E satisfying the following properties:
• B 6= ∅.
• If B1 and B2 are in B and x ∈ B1 \B2, then there is an element y ∈ B2 \B1
such that {y} ∪ (B1 \ {x}) ∈ B.
In this case, we call each B ∈ B a basis of M .
Example 3.2 (Graphic matroid).
For any finite graph Γ = (V,E) with the vertex set V and the edge set E, we call
a subgraph T ⊆ Γ a spanning tree in Γ if T does not contain any cycles and T
passes through all vertices of Γ. Let BΓ be the set of all spanning trees in Γ. Then
M(Γ) = (E,BΓ) is a matroid. These matroids are called graphic matroids.
Remark 3.3. If M is a graphic matroid, then there exists a connected graph Γ
such that M(Γ) is isomorphic to M .
Example 3.4 (Submatroid).
LetM = (E,B) be a matroid. For E′ ⊂ E, we define B′ by B′ = {B ∈ B | B ⊂ E′ }.
Then M ′ = (E′,B′) is a matroid. We call M ′ a submatroid of M .
Let M = (E,B) be a matroid. We call each subset of a basis of M an independent
set of M and call each subset of E, which is not contained in any basis, a dependent
set of M . A minimal dependent set of M is called a circuit of M . We say that C
is an n-circuit if C is a circuit and C has n elements. In particular, we call each
1-circuit a loop. We call an element e a coloop of M if {e} is contained in each
basis of M . We say that a matroid M is simple if there is neither a 1-circuit nor
2-circuit.
We can directly prove the following from the definition of the basis.
Proposition 3.5. Let M be a matroid with the basis set B. If B and B′ are basis of
M , then the number of elements of them are the same. In other words, if B,B′ ∈ B,
then |B| = |B′|.
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We say that a matroid M has rank r if the number of elements of a basis of M
is r. The rank of M is denoted by rankM .
Definition 3.6 (Basis generating function).
For any matroid M = (E,B), we define the basis generating function FM (x) of M
by
FM (x) =
∑
B∈B
∏
i∈B
xi.
By Definition and Proposition 3.5, for a matroid M = (E,B) of rank r, its basis
generating function FM (x) is a multi-affine homogeneous polynomial of degree r in
|E| variables with positive coefficients. Moreover, for any e ∈ E which is not a loop
or a coloop, we have
FM (x) = FM\e(x) + xeFM/e(x),
where M \ e (resp. M/e) is the deletion (resp. contraction) of M with respect to e
(see [14] for the definitions). In particular, if matroid M0 is obtained by deleting
some elements e1, . . . , ek ∈ E from M , then we have
FM0 = FM |xe1=···=xek=0.
Note that for any matroid M on [n] = { 1, 2, . . . , n }, (not necessarily strict)
homogeneous log-concavity of FM (x) on Rn≥0 is already known in [2, Theorem 4.2]
as stated below. Precisely speaking, they show log-concavity in their paper, however
by carefully reading their proof, one can easily show homogeneous log-concavity of
FM (x) on Rn≥0.
Theorem 3.7 ([2, Theorem 4.2]).
For any matroid M , FM (x) is homogeneous log-concave on Rn≥0. In other words,(−FMHFM + s(∇FM )T (∇FM ))∣∣x=a  0
for any a ∈ Rn≥0 and s ≥ r−1r .
Remark 3.8. In [2, Theorem 4.2], the authors show that FM (x) satisfies complete
log-concavity, i.e., for any v1, . . . ,vk ∈ Rn≥0 (0 ≤ k ≤ r − 2), ∂v1 · · · ∂vkFM (x) is
log-concave on Rn≥0.
Remark 3.9. If M is not simple, then det(−FMHFM + s(∇FM )T (∇FM )) is iden-
tically zero, in particular, it cannot be positive definite at any point in Rn. In
fact, we assume M has a loop e or parallel elements {e1, e2}. In the former case,
by definition, ∂∂xeFM = 0, in particular, detHFM = 0. In the latter case, we can
express FM like
FM = FM |xe1=xe2=0 + (xe1 + xe2)G,
where
G = G(x1, . . . , xˆe1 , . . . , xˆe2 , . . . , xn) =
∂FM
∂xe1
=
∂FM
∂xe2
.
Thus we have detHFM = 0. In both cases, we have detHFM = 0. As seen in
Proposition 2.3, this implies that det(−FMHFM + s(∇FM )T (∇FM )) = 0.
In the rest of this section, we prepared some lemmas for our main theorem.
Lemma 3.10. Let M be a matroid on [N ] of rankM = r ≥ 2 with no loops (we
don’t assume M is simple). We consider its basis generating function FM (x). For
any basis B = {iN−r+1, . . . , iN} ∈ B of M and its complement {j1, . . . , jN−r},
FM (x) satisfies the following (1 ≤ k ≤ N − r).
(4)
∂FM |xj1=···=xjk−1=0
∂xik
6= 0.
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Proof. By the definition of FM , we only have to show that for each k, there exists
a basis B0 ∈ B such that B0 ∩ {i1, . . . , ik−1} = ∅ and ik ∈ B0. Below, we will
show that there exists some ` such that we can take {ik}∪{jN−r+1, . . . , jˆ`, . . . , jN}
as B0. In fact, by [14, Corollary 1.2.6] there is a unique circuit C(ik, B) which is
contained in B ∪ {ik} (so-called the fundamental circuit). Since by definition and
assumption, ik ∈ C(ik, B), ik is not a loop, and C(ik, B) contains some j`. Then
by [14, Exercise 1.2.5], B0 := {ik} ∪ {jN−r+1, . . . , jˆ`, . . . , jN} is a basis. 
Since the basis generating function FM (x) of any simple matroid M satisfies the
condition (4) by Corollary 2.22 and Lemma 3.10, we have the following.
Theorem 3.11. Let M be a simple matroid on [N ] of rankM = r ≥ 3. For
any basis B, we assume that FM is strictly homogeneous log-concave on C
N
B>0 (⊆
(R>0)N ). Then for any submatroid M0 := M \{j1, . . . , jk} of rank r, FM0 is strictly
homogeneous log-concave on CN−kB0>0 (⊆ (R>0)N−k) for any basis B0 of M0.
Proof. Let B0 := {iN−r+1, . . . , iN} be a basis of M0 (and M). Since FM sat-
isfies the condition (*) for xj1 , . . . , xjk by Lemma 3.10, the polynomial FM0 =
FM |xj1=···=xjk=0 is strictly homogeneous log-concave on CN−kB0>0 (⊆ (R>0)N−k). 
4. Main result
In this section, we will prove our main result. Our main result is that the
Kirchhoff polynomial of each simple graph is strictly log-concave on Rn>0 (Theorem
4.2).
First, we define the Kirchhoff polynomial of a graph.
Definition 4.1 (Kirchhoff polynomial).
For a connected graph Γ = (V,E) with |E| = n, we define the Kirchhoff polynomial
of Γ by
FΓ(x1, . . . , xn) =
∑
T∈BΓ
∏
i∈T
xi,
where BΓ is the set of spanning trees in Γ.
The Kirchhoff polynomial can be seen as a special case of the basis generating
function of a matroid by Example 3.2.
Theorem 4.2 (Main result).
For any simple graph Γ = (V,E) with |V | = r+1 ≥ 3 and |E| = n ≥ 3, the Kirchhoff
polynomial FΓ(x) is strictly homogeneous log-concave on (R>0)n. In other words,
(−FΓHFΓ + s(∇FΓ)T∇FΓ)|x=a  0
for any a ∈ (R>0)n and s > r−1r . In particular, HFΓ |x=a is non-degenerate, with
n− 1 negative eigenvalues and exactly one positive eigenvalue. Thus,
(−1)n−1(detHFΓ)|x=a > 0.
Moreover, for each spanning tree T in Γ, FΓ is strictly homogeneous log-concave on
CnT>0, where
CnT>0 = {a ∈ Rn≥0 | zi > 0 (i ∈ T ), zj ≥ 0 (j /∈ T )} (⊇ (R>0)n).
Now, we will prove our main theorem: The Kirchhoff polynomial can be seen as
the special case of the basis generating function of a matroid. Hence we have log-
concavity of the Kirchhoff polynomial by Theorem 3.7 and we must only verify the
strictness. Since we have Proposition 2.1, the Kirchhoff polynomial is strictly log-
concave if and only if its Hessian does not vanish. Every simple graph is obtained
from the complete graph with the same number vertices by cutting edges. In other
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words, every simple graphic matroid is a submatroid of the graphic matroid of the
complete graph. We can easily find the following corollary by Theorem 3.11.
Corollary 4.3. Let Γ = (V,E) be a simple graph with |V | = r + 1 ≥ 3 and |E| =
n ≥ 3. For each spanning tree T in Γ, we assume that FΓ is strictly homogeneous
log-concave on CnT>0. Then for any connected subgraph Γ
′ = (V ′, E′) with |V ′| = r+
1 and |E′| = n−k, FΓ′ is strictly homogeneous log-concave on Cn−kT ′>0 (⊇ (R>0)n−k)
for any basis T ′ in Γ′.
Since we have Corollary 4.3, we only have to show the Hessian does not vanish
in the case of the complete graph. As stated in Section 2, for the relative invariant
of an irreducible prehomogeneous vector space, its Hessian is in the form of cFm.
We can show that the Kirchhoff polynomial of the complete graph can be realized
as the relative invariant. Then we have the following.
Theorem 4.4. Let N =
(
r+1
2
)
. We have
detHFKr+1 = (−1)N−1cr(FKr+1)N−r−1,
where cr = 2
N−r(r − 1).
Theorem 4.4 implies that for any spanning tree T , the Kirchhoff polynomial is
strictly log-concave on CnT>0. Hence we obtain our main result from Corollary 4.3.
In the rest of this section, we study more precisely the Kirchhoff polynomials
and give a proof of Theorem 4.4.
In general, if a connected graph Γ has r + 1 vertices, then a spanning tree
in Γ has r edges. Hence, the Kirchhoff polynomial of Γ with r + 1 vertices is
a homogeneous polynomial of degree r. Moreover, the Kirchhoff polynomial is a
multi-affine polynomial of which each coefficient is one.
Example 4.5. Consider the two hollowing graphs.
1• 2•
•
3
•
4
Figure 1. K4
1• 2•
•
3
•
4
Figure 2. K4 \ { 2, 3 }
The number of spanning trees in K4 and K4 \ { 2, 3 } are sixteen and eight,
respectively. Then the Kirchhoff polynomial of K4 is as follows:
FK4(x) =x12x13x14 + x12x14x23 + x13x14x23 + x12x13x24
+x13x14x24 + x12x23x24 + x13x23x24 + x14x23x24
+x12x13x34 + x12x14x34 + x12x23x34 + x13x23x34
+x14x23x34 + x12x24x34 + x13x24x34 + x14x24x34.
And the Kirchhoff polynomial of K4 \ { 2, 3 } is as follows:
FK4\{ 2,3 }(x) =x12x13x14 + x12x13x24 + x13x14x24 + x12x13x34
+x12x14x34 + x12x24x34 + x13x24x34 + x14x24x34.
In Example 4.5, we can see that the Kirchhoff polynomial of K4 \{ 2, 3 } is equal
to the Kirchhoff polynomial of K4 substituting zero to the variable x23. In gen-
eral, every Kirchhoff polynomial is obtained from the Kirchhoff polynomial of the
complete graph with same number vertices by substituting zero for some variables.
Next, we see that the Kirchhoff polynomial is realized as the determinant of
some matrix. This is called the Matrix-tree theorem. Let (Er)ij be an r×r matrix,
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where its (i, j)-component is one and the others are zero. If the size of the matrix
is obvious from the context, then we drop the size to Eij = (Er)ij . For a matrix
X, X(ij) denotes the submatrix of X obtained by removing the ith row and the
jth column.
Definition 4.6 (Laplacian).
For a graph Γ = (V,E) with |V | = r, we associate a variable xe to each edge e ∈ E,
and define the Laplacian LΓ of Γ indexed by vertices by
LΓ =
∑
e={i,j}∈E
xe(Eii − Eij − Eji + Ejj).
The following theorem is a well-known fact. For example, see [16, Theorem
VI.29].
Theorem 4.7 (The Matrix-Tree Theorem).
For a graph Γ, its Kirchhoff polynomial FΓ is equal to any cofactor of its Laplacian
LΓ. In other words, for a graph Γ = (V,E) with |V | = r,
FΓ = (−1)i+j det(L(ij)Γ )
for any 1 ≤ i, j ≤ r.
The following Key Observation 4.8 is critically important in the proof of Theorem
4.4. Actually, this observation builds a bridge between combinatorics of Kirchhoff
polynomials and relative invariants of prehomogeneous vector space.
Key Observation 4.8. For a graph, we denote xij = xe for each edge e = {i, j}.
In particular, xij = xji. For the complete graph Kr+1, the entries in Laplacian
LKr+1 = (`ij)1≤i,j≤r+1 is
`ij =
{(∑r+1
k=1 xik
)
− xii (if i = j),
−xij (otherwise).
One can easily check that L
(11)
Kr+1
is a symmetric matrix and {xij}1≤i<j≤r+1 gives
a coordinate of the vector space Sym(r,C) which consists of all r × r symmetric
matrices over C (see below Example 4.9 in the case r = 3). Hence we have{
L
(11)
Kr+1
∣∣∣ xij ∈ C } = Sym(r,C).
Therefore the Kirchhoff polynomial FKr+1 can be regarded as a function from
Sym(r,C) to C. In other words, we can regard the Kirchhoff polynomial as the
following function:
FKr+1 = det : Sym(r,C)→ C.
Example 4.9. The Laplacian matrix LK4 of the complete graph K4 is
LK4 =

x12 + x13 + x14 −x12 −x13 −x14
−x21 x21 + x23 + x24 −x23 −x24
−x31 −x32 x31 + x32 + x34 −x34
−x41 −x42 −x43 x41 + x42 + x43
 .
And the (1, 1) cofactor L
(11)
K4
of LK4 is
L
(11)
K4
=
x21 + x23 + x24 −x23 −x24−x32 x31 + x32 + x34 −x34
−x42 −x43 x41 + x42 + x43
 .
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Note that L
(11)
K4
is a symmetric matrix and {xij}1≤i<j≤r+1 gives a coordinate of
Sym(3,C). Hence we have{
L
(11)
K4
∣∣∣ xij ∈ C } = Sym(3,C).
In [15], irreducible prehomogeneous vector spaces have already been classified.
Here, we focus on the following prehomogeneous vector space whose the relative
invariant is given by the Kirchhoff polynomial of complete graphs. See [15, Propo-
sition 3 in Section 5] or [15, Section 7, I-(2)] for the details on Proposition 4.10.
Proposition 4.10. Let ρ be the representation of GLr(C) on Sym(r,C) such that
ρ(P )X = PXPT (P ∈ GLr(C)).
Then (GLr(C), ρ, Sym(r,C)) is a regular irreducible prehomogeneous vector space.
Moreover, the relative invariant is given by det : Sym(r,C)→ C.
As stated in Key Observation 4.8, the Kirchhoff polynomial FKr+1(x) of the
complete graph Kr+1 is the relative invariant of the prehomogeneous vector space
in Proposition 4.10.
On the other hand, it is known that the evaluation of (detHFKr+1 )|x=(1,1,...,1) by
the second author [18]. Note that we used Cayley’s theorem FKr+1(1, 1, . . . , 1) =
(r + 1)r−1 at the second equality in Proposition 4.11 (see [16, Theorem VI. 30] for
details on Cayley’s theorem).
Proposition 4.11 (Yazawa [18, Theorem 3.3]).
For the complete graph Kr+1,
(detHFKr+1 )|x=(1,1,...,1) = (−1)
N−1
2N−(r+1)(r + 1)r+1+N(r−3)(r − 1)
= (−1)N−12N−r(r − 1)(FKr+1(1, 1, . . . , 1))N−r−1,
where N =
(
r+1
2
)
.
By Corollary 2.16 and Propositions 4.10, 4.11, we have Theorem 4.4.
Remark 4.12. Since Proposition 4.11 implies that detHFKr+1 6= 0, one can see
as Proposition 4.11 gives another proof of regularity of the prehomogeneous vector
space in Proposition 4.10.
5. Applications
In this section, we define a graded Artinian Gorenstein algebra RΓ associated to
a graph Γ (more generally, to a matroid), which has been previously introduced by
Maeno and Numata in [12]. Then by using strict (homogeneous) log-concavity of
FΓ at any a ∈ (R>0)n, we prove that La := a1x1 + · · · + anxn ∈ R1FΓ satisfies the
strong Lefschetz property at R1FΓ . We also mention the relation between our result
and known results by Huh and Wang in [8] (Remark 5.13).
5.1. Artinian Gorenstein algebras. First, we define an Artinian Gorenstein
algebra associated to each homogeneous polynomial.
Definition 5.1. Let F be a homogeneous polynomial of F ∈ R[x1, . . . , xn]. We
define an ideal Ann(F ) and a quotient algebra R∗F by
Ann(F ) =
{
P ∈ k[x1, . . . , xn]
∣∣∣∣ P ( ∂∂x1 , . . . , ∂∂xn
)
F = 0
}
,
R∗F = k[x1, . . . , xn]/Ann(F ).
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Definition 5.2 (Poincare´ duality algebra cf. [13, Definition 2.1]).
A finite-dimensional graded R-algebra R∗ =
⊕r
`=0R
` is called the Poincare´ duality
algebra if dimRRr = 1 and the bilinear pairing induced by the multiplication
R` ×Rr−` → Rr
is non-degenerate for ` = 0, . . . , b r2c.
These rings R∗F can represent all (standard) graded Artinian Gorenstein algebras
as the following.
Theorem 5.3 (cf. [13, Proposition 2.1, Theorem 2.1 and Remark 2.3]).
Let I be an homogeneous ideal of k[x1, . . . , xn] and R
∗ := k[x1, . . . , xn]/I the quo-
tient algebra, where k is a field of characteristic zero. Then, the following are
equivalent:
(i) The k-algebra R∗ is an Artinian Gorenstein algebra.
(ii) There exists a homogeneous polynomial F ∈ k[x1, . . . , xn] such that I =
Ann(F ).
(iii) R∗ is an Artinian Poincare´ duality algebra.
We recall the notion of the strong Lefschetz property and the Hodge–Riemann
bilinear relation.
Definition 5.4 (The strong Lefschetz property).
Let R∗ =
⊕r
`=0R
`, Rr 6= 0, be a graded Artinian R-algebra. We say that L ∈ R1
satisfies the strong Lefschetz property at degree ` (or R`) if the multiplication map
×Lr−2` : R` → Rr−`
is bijective.
Remark 5.5. Our definition of the strong Lefschetz property is the strong Lef-
schetz property in the narrow sense in [13, Definition 2.1].
We will use the following criterion which is the special case of the general criterion
in [13, Theorem 3.1] and [17, Theorem 4].
Theorem 5.6 (The Hessian criterion of the strong Lefschetz property cf. [13,
Theorem 3.1], [17, Theorem 4]).
Assume that x1, . . . , xn ∈ R1F is a basis. An element La := a1x1 + · · ·+anxn ∈ R1F
satisfies the strong Lefschetz property at degree one if and only if F (a1, . . . , an) 6= 0
and
detHF |x=a 6= 0,
where HF :=
(
∂2F
∂xi∂xj
)
1≤i,j≤n
is the Hessian matrix of F .
Definition 5.7 (Hodge–Riemann relation).
Let R∗F =
⊕r
`=0R
`
F be a graded Artinian Gorenstein R-algebra associated to a
homogeneous polynomial F of degree r. We say that L ∈ R1F satisfies the Hodge–
Riemann relation at degree 1 (or R1F ) if the Hodge–Riemann bilinear form Q
1
L :
R1F × R1F → R, Q1L(ξ1, ξ2) = [ξ1Lr−2ξ2] is negative definite on Ker(Lr−1), where
[−] : RrF ∼−→ R is an isomorphism as P 7→ P
(
∂
∂x1
, . . . , ∂∂xn
)
F .
Remark 5.8. For a Poincare´ duality algebraR∗F , the Hodge–Riemann bilinear form
Q1La at degree one is non-degenerate if and only if La satisfies the strong Lefschetz
property at degree one. We also note that if F (a) > 0, then La satisfies the
Hodge–Riemann relation at R1F if and only if Q
1
La
is non-degenerate and has only
one positive eigenvalue. In fact, first, note that Q1La(La, La) = [L
r
a] = r!F (a) > 0,
where the final equality is deduced from the similar argument as below Remark
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5.9. Thus, the map ×Lra : R0F ×La−−−→ R1F
×Lr−1a−−−−→ RrF is an isomorphism, so R1F =
RLa ⊕ KerLr−1a . By definition, note that this decomposition is orthogonal with
respect to Q1La , and Q
1
La
(La, La) > 0. This implies that La satisfies the Hodge–
Riemann relation at R1F if and only if Q
1
La
is non-degenerate and has only one
positive eigenvalue.
Remark 5.9. Assume that x1, . . . , xn forms a basis of R
1
F . Then Q
1
La
is given by
the Hessian matrix HF |x=a with respect to x1, . . . , xn ∈ R1F . In fact, by definition,
we have
Q1La(xi, xj) = [xiL
r−2
a xj ]
=
(
a1
∂
∂x1
+ · · ·+ an ∂
∂xn
)r−2(
∂2
∂xi∂xj
)
F
= (r − 2)! ∂
2F
∂xi∂xj
∣∣∣∣
x=a
.
(For more details, see the proof of [13, Theorem 3.1].)
Remark 5.10. In general, x1, . . . , xn is not necessarily linearly independent in R
1
F .
For example, F := x1x2 +x1x3 +4x1x4 +x2x3 +x2x4 +x3x4 satisfies − ∂F∂x1 +2 ∂F∂x2 +
2 ∂F∂x3 − ∂F∂x4 = 0. In this case, detHF is identically zero.
5.2. The strong Lefschetz property of the Artinian Gorenstein algebras
associated to simple graphic matroids. Here we consider the Artinian Goren-
stein algebra R∗FM associated to the basis generating function FM of a simple ma-
troid M , particularly, the Kirchhoff polynomial FΓ of a simple graph Γ. In these
cases, we will often abbreviate R∗FM to R
∗
M and R
∗
FΓ
to R∗Γ.
Maeno and Numata conjectured that for any matroid M , the algebra R∗M has
the strong Lefschetz property at all degrees in [11].
By our main result Theorem 4.2, we have the following.
Theorem 5.11 (The strong Lefschetz property of R∗Γ at degree one).
For any simple graph Γ = (V,E) with |V | = r + 1 ≥ 3 and |E| = n ≥ 3, and any
a = (a1, . . . , an) ∈ (R>0)n, a1x1 + · · · + anxn ∈ R1FΓ satisfies the strong Lefschetz
property at degree one.
Theorem 5.12 (The Hodge–Riemann relation of R∗Γ at degree one).
In the above setting, for any a ∈ (R>0)n, the Hodge–Riemann bilinear form Q1La is
non-degenerate, and Q1La has n−1 negative eigenvalues and one positive eigenvalue,
i.e., the Hodge–Riemann relation holds.
Our result is not followed from related known results in [8] as the following.
Remark 5.13. In [12], Maeno and Numata introduce an Artinian (generally non-
Gorenstein) graded k-algebra k[x1, . . . , xn]/JM associated to each matroidM , where
JM is a certain ideal such that JM ⊆ AnnFM . Then, they show that the strong Lef-
schetz property of x1 + · · ·+xn at every degree when M = M(q, n) is the projective
space over a finite field Fq, in this case, JM = AnnFM (see [12, Example 2.3 & The-
orem 4.3 (2)]). In [8], Huh and Wang denote this ring by B∗(M) =
⊕r
`=0B
`(M),
and they study this ring associated to each general simple matroid. They show that
this satisfies the “injective” Lefschetz property when M is a representable matroid
M , i.e., for any 0 ≤ ` ≤ b r2c, the multiplication map ×Lr−2` : B`(M)→ Br−`(M)
of the element L := x1 + · · ·+ xn is injective, where M is a representable matroid
on [n] of rankM = r. Since we have the natural surjection B∗(M)  R∗M , we have
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the following commutative diagram:
B1(M) Br−1(M)
R1M R
r−1
M
×Lr−2
×Lr−2
This diagram would not imply our Corollary 5.11, that is, ×Lr−2 : R1M → Rr−1M
is an isomorphism in the graphic case M = MΓ. On the other hand, by the non-
degeneracy of the Hessian of FΓ, in particular, we know that {x1, . . . , xn} is a basis
of R1M . Since x1, . . . , xn is a basis of B
1(M) by the definition of B∗(M), this
implies that B1(M) = R1M , and the Hodge–Riemann bilinear form at B
1(M) and
R1M are the same. Thus Corollary 5.12 implies the Hodge–Riemann bilinear form
at B1(MΓ) with respect to La is non-degenerate, moreover it has n − 1 negative
eigenvalues and one positive eigenvalue.
5.3. The strong Lefschetz Property of elementary symmetric functions.
Here we show that for any simple graph Γ with r vertices and n edges, 1 ≤ ` ≤ r−2,
and a ∈ (R>0)n, (∂a)`FΓ is strictly homogeneous log-concave at a, in particular
strictly log-concave at a. As an application, we prove that for elementary symmetric
functions en−`(x1, . . . , xn) (0 ≤ ` ≤ n−2), x1+· · ·+xn satisfies the strong Lefschetz
property at degree one in R∗en−` .
First, we note the following general property of (strictly) homogeneous log-
concave polynomial. In the proof, we use essentially the assumption of (strict) “ho-
mogeneous” log-concavity. Note that (strictly) log-concave does not imply Lemma
5.14.
Lemma 5.14. Let F ∈ R[x1, . . . , xn] be a homogeneous polynomial of deg F = r ≥
3. For any a ∈ Rn, the following are equivalent:
(i) F is homogeneous log-concave (resp. strictly homogeneous log-concave) at
a, i.e., for any s ≥ r−1r (resp. s > r−1r ),
(−FHF + s(∇F )T (∇F ))|x=a  0 (resp.  0).
(ii) ∂aF :=
n∑
i=1
ai
∂F
∂xi
is homogeneous log-concave (resp. strictly homogeneous
log-concave) at a, i.e., for any s′ ≥ r−2r−1 (resp. s′ > r−2r−1),
(−(∂aF )H∂aF + s′(∇∂aF )T (∇∂aF ))|x=a  0 (resp.  0).
Proof. Assume that ∂aF :=
∑
i ai
∂F
∂xi
is strictly homogeneous log-concave at a. By
Euler’s identity, we have the following identities.
rF (a) = (∂aF )(a),
(r − 1)∇F |x=a = ∇(∂aF )|x=a,
(r − 2)HF |x=a = H∂aF |x=a.
Then, we have
(−FHF + s(∇F )T (∇F ))|x=a
=
1
r(r − 2)
{
−(∂aF )H∂aF + s ·
r(r − 2)
(r − 1)2 (∇∂aF )
T (∇∂aF )
}∣∣∣∣
x=a
.
If we set
s′ = s · r(r − 2)
(r − 1)2 ,
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then by some easy computations, we have s > r−1r if and only if s
′ > r−2r−1 . This
implies the equivalence of (i) and (ii). 
Corollary 5.15. Let F ∈ R[x1, . . . , xn] be a homogeneous polynomial of deg F =
r ≥ 3. If F is strictly homogeneous log-concave at a ∈ Rn, then for any 0 ≤ ` ≤
r − 2, ∂`aF := (∂a)`F is also strictly homogeneous log-concave at a ∈ Rn.
Then, by Corollary 2.20, we have the following corollary.
Corollary 5.16. For any simple graph Γ = (V,E) with |V | = r+ 1 ≥ 3 and |E| =
n ≥ 3, and any a ∈ (R>0)n, ∂`aFΓ is strictly homogeneous log-concave at a, where
FΓ is the Kirchhoff polynomial of Γ. In particular, (−1)n−`−1 detH∂`aFΓ |x=a > 0,
and a1x1 + · · ·+anxn ∈ R1∂`aFΓ satisfies the strong Lefschetz property at degree one.
Let en−` = en−`(x1, . . . , xn) be the (n− `)-th elementary symmetric polynomial
in n variables. Then one can easily show the following identity:
en−`(x1, . . . , xn) = `!∂`aen(x1, . . . , xn),
where a = (1, 1, . . . , 1)T . Since en(x1, . . . , xn) = x1 · · ·xn is the Kirchhoff polyno-
mial of a tree with n+ 1 vertices, we have the following by Corollary 5.16.
Corollary 5.17. For the elementary symmetric polynomial en−` = en−`(x1, . . . , xn)
(0 ≤ ` ≤ n − 2), the element x1 + · · · + xn ∈ R1en−` satisfies the strong Lefschetz
property at degree one.
Remark 5.18. In [10, Theorem 4.3], Maeno and Numata showed that for the
ek(x1, . . . , xn), the element x1 + · · ·+ xn satisfies the strong Lefschetz property at
all degrees. They used the Hessian criterion (see Theorem 5.6) and showed the
non-degeneracy of the Hessian matrix of ek(x1, . . . , xn) at (x1, . . . , xn) = (1, . . . , 1)
by the non-degeneracy of the Poincare´ duality of some Gorenstein algebra.
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