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LEVELNESS OF ORDER POLYTOPES
CHRISTIAN HAASE, FLORIAN KOHL, AND AKIYOSHI TSUCHIYA
Abstract. Since their introduction by Stanley [Sta86] order poly-
topes have been intriguing mathematicians as their geometry can
be used to examine (algebraic) properties of finite posets. In this
paper, we follow this route to examine the levelness property of
order polytopes. The levelness property was also introduced by
Stanley [Sta77] and it generalizes the Gorenstein property. This
property has been recently characterized by Miyazaki [Miy17] for
the case of order polytopes. We provide an alternative charac-
terization using weighted digraphs. Using this characterization,
we give a new infinite family of level posets and show that deter-
mining levelness is in co-NP. This family can be used to create
infinitely many examples illustrating that the levelness property
can not be characterized by the h∗-vector. We then turn to the
more general family of alcoved polytopes. We give a characteriza-
tion for levelness of alcoved polytopes using the Minkowski sum.
Then we study several cases when the product of two polytopes is
level. In particular, we provide an example where the product of
two level polytopes is not level.
1. Introduction
Partially ordered sets — or posets for short — are ubiquitous ob-
jects in mathematics. One particularly nice way to study them was
introduced by Richard Stanley. In [Sta86], he associated two geomet-
ric objects to every finite poset Π, namely the order polytope O(Π)
and the chain polytope C(Π). These objects encode important infor-
mation about the underlying poset Π. For instance, the vertices of the
order polytope are given by the indicator vectors of order filters, hence
showing that the number of order filters equals the number of vertices
of O(Π). Furthermore, for a poset Π on d elements, the Ehrhart poly-
nomial
ehrO(Π)(t) := #tO(Π) ∩ Zd,
which counts the number of integer points in dilates of O(Π), equals
the number of order-preserving maps Π→ [t+1] := {1, 2, . . . , t+1}, see
[Sta86, Thm. 4.1]. It is often more convenient to consider the formal
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power series
EhrO(Π)(z) = 1 +
∑
k≥1
ehrO(Π)(k)zk =
h∗(z)
(1− z)d+1 ,
which is called the Ehrhart series of O(Π). Finding and understand-
ing the coefficients of h∗-polynomial is at the heart of Ehrhart theory.
Therefore, inequalities for the coefficients are of special interest, see
[Sta09, Sta16, Hib90, Sta91]. Hofscheier, Kattha¨n, and Nill proved a
structural result about h∗-polynomials, see [HKN16, Thm. 3.1], where
they showed that if the integer points of a lattice polytope span the
integer lattice, then h∗ cannot have internal zeros. There are even some
universal inequalities for h∗-vectors, see [BH17].
In this paper, we are particularly interested in the levelness prop-
erty of order polytopes, where we recall that a polytope is level if its
canonical module is generated by elements of the same degree, see Defi-
nition 3.18. Levelness was first introduced by Stanley [Sta77, p. 54] and
it generalizes the Gorenstein property. While the Gorenstein property
can be completely classified by the h∗-vector being palindromic [Sta78],
the same is not true for the levelness property, see also Remark 7.5.
However, we have the following inequalities:
Proposition 1.1 ([Sta96, 3.3 Prop]). LetR = ⊕i∈Z≥0Ri be a standard
level k-algebra with Hilbert series
Hilb(R, t) = h
∗
0 + h
∗
1t+ · · ·+ h∗sts
(1− t)d ,
where h∗s 6= 0. Then, for all i, j with h∗i+j > 0, we have h∗i ≤ h∗jh∗i+j.
In Section 3, we will see that this result implies non-trivial inequali-
ties for the h∗-polynomial of order polytopes that are not satisfied by
all lattice polytopes.
While the Gorenstein property has been studied extensively in the
past decades, the levelness property has only fairly recently been ex-
amined for certain classes of polytopes, with the exception of [Hib88].
Recent examples include [EHHSM15, HY18, KO17]. In this paper, we
focus on the levelness property of order polytopes, i. e., the levelness
property of the Ehrhart ring of the order polytope. Hibi [Hib87] was
the first to examine minimal elements of the canonical module of this
Ehrhart ring, which in this context is also known as the Hibi ring.
In particular, he characterized Gorenstein posets. The biggest influ-
ence on this paper comes from [Miy17], where Miyazaki examines and
characterizes levelness of order polytopes. We provide an alternative
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characterization using weighted digraphs Γ(Π′) coming from subposets
Π′ ⊂ Π ∪ {±∞}, see Definition 5.1 for details.
Corollary (see Corollary 5.4). Let Π be a finite poset. Π is level if
and only if for all Γ(Π′) that do not have a negative cycle, the digraph
Γ(Π′ ∪ {longest chains in Π}) does not have a negative cycle.
This corollary enables us to use the Bellman–Ford algorithm to check
levelness. As a direct consequence, we get that determining levelness
is in co-NP:
Corollary (see Corollary 5.6). Levelness of order polytopes is in co-NP.
We show that the necessary condition for levelness of order polytopes
in [EHHSM15, Thm. 4.1] is indeed equivalent to a special case of our
characterization. Furthermore, we give an example that was related
to us by Alex Fink showing that this condition is not sufficient, see
Remark 6.3 and Figure 5a.
Theorem (see Theorem 6.2). Let Π be a finite poset and r = codeg(O(Π)).
The following are equivalent:
(1) The inequality
height(j) + depth(i) ≤ rank(Π) + 1
is satisfied for all j m i ∈ Π.
(2) for all Hasse edges j m i ∈ Π there is an integer point x ∈
r int(O(Π)) such that xj = xi + 1.
In Section 7, we use Corollary 5.4 to describe an infinite family of
level order polytopes. The main ingredient is the ordinal sum of two
posets, denoted /.
Theorem (see Theorem 7.1). The ordinal sum Π = Π1 / Π2 of two
posets Π1, Π2 is level if and only if both Π1 and Π2 are level.
Moreover, the ordinal sum operation interacts nicely with the h∗-
polynomial.
Proposition (see Proposition 7.4). Let Π,Π1,Π2, be finite posets where
Π := Π1 / Π2. Moreover, let h
∗
Π, h
∗
Π1
, h∗Π2 be the h
∗-polynomial of the
Ehrhart series of the corresponding order polytopes. Then
h∗Π = h
∗
Π1
h∗Π2 .
As we illustrate in Remark 7.5, Theorem 7.1 and Proposition 7.4
together can be used to create infinitely many examples of pairs of
posets that have the same Ehrhart polynomial, but where one poset is
level and the other one is not.
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We then turn to the more general class of alcoved polytopes. We give
a Minkowski sum characterization of levelness for alcoved polytopes.
Proposition (see Proposition 8.8). Let P ⊂ Rd be an alcoved polytope
and let r = codeg(P ). Then P is level if and only if for any integer
k ≥ r, it follows that (kP )(1) = (rP )(1) + (k − r)P , where (lP )(1) :=
conv(lP ◦ ∩ Zd) for l ∈ {r, k}.
Then we examine when the Cartesian product of two alcoved poly-
topes is level. We arrive at the following result:
Theorem (see Theorem 8.11). Let P ⊂ Rd and Q ⊂ Re be alcoved
polytopes. Suppose that Q is level and r = codeg(Q) ≥ dimP + 1.
Then P ×Q ⊂ Rd+e is level.
This results shows that — under the right assumptions — the prod-
uct of a level polytope with a non-level polytope can indeed be guar-
anteed to be level.
Theorem (see Theorem 8.12). Let Π be a poset on d elements and
Π1, . . . ,Πm the connected components of Π. If each Πi is level, then Π
is level.
This theorem tells us that in order to guarantee levelness of a poset
it is sufficient to show that all components are level. More generally,
for Cartesian products of level polytopes we have:
Theorem (see Theorem 8.13). Let P ⊂ Rd and Q ⊂ Re be level poly-
topes. If either
(1) codeg(Q) < codeg(P ) and Q has the integer-decomposition prop-
erty,
(2) codeg(P ) < codeg(Q) and P has the integer-decomposition prop-
erty,
(3) or if codeg(Q) = codeg(P ),
then P ×Q is level.
The assumptions are indeed necessary. In Remark 8.14, we give an
explicit example of two level polytopes whose product is not level.
The structure of this paper is as follows: In Section 3, we recall the
basics of Ehrhart theory relevant to this paper, we introduce posets,
order polytopes, and chain polytopes, and we show how these relate to
combinatorial, commutative algebra. In Section 4, we recall Miyazaki’s
results on level posets. We then give an alternative characterization of
level posets using weighted digraphs. This is done in Section 5. In
Section 6, we show that this characterization generalizes a necessary
condition of Ene, Herzog, Hibi, and Saeedi. In Section 7, we use this
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characterization to examine levelness of series-parallel posets. In the
last section, we examine levelness of alcoved polytopes and examine
when certain products of polytopes are again level.
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3. Background and Notation
3.1. Ehrhart Theory and Lattice Polytopes. Polytopes correspond
to solutions of finitely many linear inequalities, where the set of solu-
tions is bounded. Integral solutions to these inequalities correspond to
integer points in polytopes. Counting the number of these solutions
leads directly to Ehrhart theory, which is the study of (the number
of) integer points in a given polytope. In this subsection, we give a
brief and incomplete introduction to this beautiful area. We refer the
interested reader to the excellent books [BR15, Zie95].
A polytope P ⊂ Rd is the convex hull of finitely many points u1, u2,
. . . , ur ∈ Rd, i. e.,
P = conv{u1,u2, . . . ,ur} :=
{
r∑
i=1
λiui :
r∑
i=1
λi = 1, λi ≥ 0 for all i
}
.
The inclusion-minimal set {v1,v2, . . . ,vs} such that P = conv{v1, . . . ,vs}
is called the vertex set of P and its elements are called the vertices. A
polytope whose vertex set is contained in Zd, is called a lattice poly-
tope. We define the dimension of a polytope to be the dimension n of
its affine span. We then call P an n-polytope. We remark that some
authors reserve the term lattice polytope for polytopes whose vertices
are contained in a general lattice Λ. However, we will only consider the
case where Λ = Ze for appropriate e.
Definition 3.1. Let P ⊂ Rd be a d-polytope. We define the Ehrhart
function ehrP : Z≥0 → Z≥0
ehrP (k) = #kP ∩ Zd.
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When P is a lattice polytope, we call ehrP the Ehrhart polynomial of
P . The Ehrhart series of a lattice polytope P is the formal power series
EhrP (z) = 1 +
∑
k≥1
ehrP (k)z
k.
Ehrhart [Ehr62] famously proved that the Ehrhart function is a
quasipolynomial if the vertices of P are rational and it is even a poly-
nomial if the vertices are lattice points. As a direct consequence, the
Ehrhart series can be written as a rational function
EhrP (z) =
h∗0 + · · ·+ h∗dzd
(1− z)d+1
and the numerator of this rational function is called the h∗-polynomial
of P . We can actually say more about the coefficients of the numerator
polynomial, see [Sta80]:
Theorem 3.2 (Stanley’s nonnegativity theorem). Let P be a lattice
d-polytope. Then
EhrP (z) =
h∗0 + · · ·+ h∗dzd
(1− z)d+1 ,
where h∗0, h
∗
1, . . . , h
∗
d ∈ Z≥0.
The non-negativity of the coefficients of the h∗-polynomial is deeply
related to what is called the Cohen–Macaulay property. We now define
the degree and codegree of a lattice polytope.
Definition 3.3. Let P be a lattice d-polytope with h∗-polynomial h∗0 +
· · ·+ h∗dzd. The degree of P is defined as
deg(P ) = max{k : h∗k 6= 0}.
The codegree of P is defined as
codeg(P ) = d+ 1− deg(P ).
Remark 3.4. The codegree of a lattice d-polytope P is the smallest
positive integer c such that cP contains an interior integer point. This
is a consequence of a reciprocity theorem relating the Hilbert series of
k[P ] to the Hilbert series of the canonical module ωk[P ], see for instance
[BG09, Thm. 6.41].
3.2. Two Poset Polytopes. A partially ordered set (or poset) (Π,≤Π
) is a set Π together with a binary relation ≤Π that is reflexive, an-
tisymmetric, and transitive. The relation ≤Π is called a partial order
and when there is no confusion about the poset, we simply write ≤.
An element j ∈ Π is said to cover an element i ∈ Π, denoted j m i,
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if i ≤ k ≤ j implies that either i = k or j = k. One can recover all
partial orders from these cover relations. Therefore, it’s convenient to
illustrate the poset using these cover relations by a Hasse diagram, see
Figure 1.
ki
j
Figure 1. The Hasse diagram of the poset il j m k.
Given a poset Π, we define the poset Π = (Π ∪ {∞},≤Π), where
i <Π j :⇐⇒
{
j =∞ and i ∈ Π,
i <Π j.
Similarly, we define Π = (Π ∪ {−∞},≤Π), where
i <Π j :⇐⇒
{
i = −∞ and j ∈ Π,
i <Π j.
To every finite poset, Stanley associated two geometric objects, namely
the order polytope and the chain polytope:
Definition 3.5 ([Sta86], Def. 1.1). The order polytope O(Π) of a
finite poset Π is the subset of RΠ = {f : Π→ R} defined by
0 ≤ f(i) ≤ 1 for all i ∈ Π,
f(i) ≤ f(j) if i ≤Π j.
Definition 3.6 ([Sta86], Def. 2.1). The chain polytope C(Π) of a finite
poset Π is the subset of RΠ = {g : Π→ R} defined by the conditions
0 ≤ g(i) for all i ∈ Π,
g(i1) + g(i2) + . . . g(ik) ≤ 1 for all chains i1 <Π i2 <Π · · · <Π ik of Π.
Remark 3.7. In the following, we will use an isomorphism RΠ ∼= R#Π
to make notation better.
We define an order filter F of a poset Π to be a subset F ⊂ Π such
that if i ∈ F and i < j, then j ∈ F . To every filter F , one can associate
a characteristic function 1F defined as
1F (i) :=
{
1 if i ∈ F,
0 otherwise.
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Figure 2. The order and chain polytope of the poset
described in Figure 1.
Stanley showed that vertices of O(Π) are given by the characteristic
functions of order filters.
Corollary 3.8 ([Sta86, Cor. 1.3]). The vertices of O(Π) are the char-
acteristic functions 1F of order filters F . In particular, the number of
vertices equals the number of order filters.
Stanley also gave the vertex description of chain polytopes. We
define an antichain A of a poset Π to be a subset A ⊂ Π of pairwise
incomparable elements. The characteristic function 1A of an antichain
A is defined similarly to the characteristic function of an order filter.
Theorem 3.9 ([Sta86, Thm 2.2]). The vertices of C(Π) are given by the
characteristic functions 1A of antichains A. In particular, the number
of vertices of C(Π) equals the number of antichains of Π.
Let Π be a d-element poset and let m ∈ Z≥1. We define Ω(Π,m)
to be the number of order-preserving maps Π → {1, 2, . . . ,m}, where
we say that a map f is order preserving if i ≤Π j implies f(i) ≤ f(j).
These order-preserving maps correspond to integer points in dilates of
the order polytope as the next theorem shows:
Theorem 3.10 ([Sta86, Thm. 4.1]). The Ehrhart polynomials of O(Π)
and C(Π) are given by
ehrO(Π)(k) = ehrC(Π)(k) = Ω(Π, k + 1).
Remark 3.11. As is implicit in Stanley’s proof, interior integer points
are in bijection with strictly order-preserving maps, i.e., maps f that
satisfy i <Π j implies f(i) < f(j).
In a poset Π, maximal chains can have different lengths. A chain
with maximum length is called a longest chain.
Remark 3.12. The codegree of O(Π) equals the rank of Π, i.e., it
equals the number of edges in the longest chain of Π.
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Figure 3. Edges belonging to longest chain are colored red.
3.3. Level Affine Semigroups. This subsection is based on [BG09,
Ch. 6]. Let P ⊂ Rd be a lattice d-polytope with vertex set V (P ) and
let k be an algebraically closed field of characteristic zero. We define
the cone over P as
cone(P ) := spanR≥0{(v, 1) : v ∈ V (P )} ⊂ Rd × R.
The set
S(P ) :=
{
x : x =
∑
i∈I
λi(vi, 1), for vi ∈ P ∩ Zd and λi ∈ Z≥0, ∀i ∈ I
}
forms an additive semigroup, i.e., a set that is closed under addition,
which contains a neutral element, and where addition is associative.
We remark that some authors don’t require semigroups to contain
the neutral element. Moreover, we define the semigroup CZ(P ) :=
cone(P )∩Zd+1. We say that P has the integer-decomposition property
(IDP) if S(P ) = CZ(P ). This semigroup gives rise to the Ehrhart ring
of P
k[P ] := k[CZ(P )] = k[xp · ym : (p,m) ∈ CZ(P )] ⊂ k[x±11 , . . . , x±1n , y].
The semigroup CZ(P ) is normal, i.e., its semigroup ring k[P ] is normal.
Remark 3.13. Since every order polytope has a unimodular triangu-
lation, order polytopes have the integer-decomposition property. Hence,
we have
k[P ] = k[CZ(P )] = k[S(P )].
The ring k[P ] is also a finitely generated k-algebra of Krull dimension
d + 1, which inherits a natural Z≥0-grading given by the y-degree.
Therefore, we can write it as k[P ] =
⊕
i∈Z≥0 k[P ]i, where k[P ]i is the
k-vector space generated by the degree i monomials. We consider the
Hilbert function h : Z≥0 → Z≥0 given by h(t) = dimk k[P ]t. As with the
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Ehrhart function, it makes sense to examine the formal power series
Hk[P ](z) =
∑
t≥0
h(t)zt,
which we call the Hilbert series of k[P ]. This Hilbert series is in fact a
rational function:
Theorem 3.14 ([BG09, Thm. 6.39, 6.40]). Let P be a lattice d-
polytope. Then the Hilbert series of k[P ] is of the form
Hk[P ](z) =
n(z)
(1− z)d+1 ,
where n is a polynomial with non-negative, integral coefficients.
The reader might have noticed that ehrP (t) = hP (t) and that EhrP (z) =
Hk[P ](z), a fact that is used in [MS05, Sec. 12.1] to prove the polyno-
miality of ehrP .
By a seminal result of Melvin Hochster [Hoc72], k[P ] is Cohen–
Macaulay:
Theorem 3.15 ([BG09, Thm. 6.10]). Let S be a normal, affine semi-
group. Then k[S] is Cohen–Macaulay for every field k.
Several important properties of k[P ] can be stated in terms of what
is called the canonical module ωk[P ]. Sometimes the canonical module
is also called the dualizing module.
Let R = ⊕i∈Z≥0Ri be a finitely generated Z≥0-graded k-algebra of
Krull dimension d. Suppose that R is local and Cohen-Macaulay.
Definition 3.16. The canonical module of R, ωR, is the unique mod-
ule (up to isomorphism) such that ExtdR(k, ωR) = k and ExtiR(k, ωR) =
0 when i 6= d. We say that R is Gorenstein if ωR ∼= R as an R-module,
or equivalently is ωR is generated by a single element. A lattice polytope
P is Gorenstein if k[P ] is Gorenstein.
However, we will only work with semigroup rings k[P ] arising from
lattice polytopes P . In this case, the canonical module has a particu-
larly nice description, which is why we omit a proper definition of the
Ext-functor:
Theorem 3.17 (Danilov–Stanley [BG09, Thm. 6.31]). Let the nota-
tion be as above and let k be a field. Then the ideal generated by the
monomials corresponding to interior integer points int(CZ(P )) is the
canonical module of k[P ].
We can now state our main definition:
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Definition 3.18. We say that a lattice polytope P is level if the k[P ]-
module ωk[P ] is — as a k[P ]-module — generated by elements of degree
codeg(P ). We say that a finite poset Π is level if O(Π) is level.
Remark 3.19. We would like to remark that this is equivalent to
saying that a lattice d-polytope P is level if and only if for all x ∈
int(cone(P )) ∩ Zd+1 there exists a point y ∈ int(cone(P )) ∩ Zd+1 at
height codeg(P ) such that x− y ∈ cone(P ).
Definition 3.20. We say that x ∈ int(cone(P )) ∩ Zd+1 is minimal if
the corresponding monomial is a minimal generator of ωk[P ].
Example 3.21. Let P := [0, 2]×[0, 1]. Then the cone over the polytope
is
cone(P ) = {x = λ1(0, 0, 1)+λ2(0, 1, 1)+λ3(2, 0, 1)+λ4(2, 1, 1) : λi ≥ 0}.
x1
x2
x3
P
Figure 4. The box P and its dilate 2P , the cone over
P (gray) and the (conical hull of the) canonical module
(blue).
The semigroup is generated (over Z) by the points (0, 0, 1), (2, 0, 1),
(0, 1, 1), and (2, 1, 1). There are exactly (t+1)(2t+1) many monomials
of degree t and thus h(t) = dim k[P ]t = (t+ 1)(2t+ 1). Figure 4 shows
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the monomials of degree less than three. Hence, the Ehrhart series
EhrP (z) equals
EhrP (z) = 1 +
∑
k≥1
(k + 1)(2k + 1)zk =
1 + 3z
(1− z)3 .
Thus P is a polytope of degree 1 with codegree 2. The canonical module
is generated by the three interior integer points of lowest degree (marked
red), namely (1, 1, 2), (2, 1, 2), and (3, 1, 2). This shows that P is level.
4. Miyazaki’s characterization
In this section, we recall the characterization for levelness of order
polytopes which was introduced by Miyazaki, see [Miy17]. In order to
give a characterization of the level property, Miyazaki defined sequences
with condition N .
Definition 4.1 ([Miy17, Def. 3.1]). Let i1, j1, i2, j2, . . . , it, jt, be a pos-
sible empty sequence of elements in a finite poset Π. We say the se-
quence satisfies condition N if
(1) i1 < j1 > i2 < j2 > · · · > it < jt and
(2) for any m,n with 1 ≤ m < n ≤ t, im  jn.
Definition 4.2. Let i1, j1, i2, j2, . . . , it, jt be a sequence of elements in
a finite poset Π with condition N , and set j0 =∞ and it+1 = −∞. We
set
r(i1, j1, . . . , it, jt) :=
t∑
s=1
(rank[is, js−1]− rank[is, js]) + rank[it+1, jt].
Moreover, set
rmax := max{r(i1, j1, . . . , it, jt) : i1, j1, . . . , it, jt is a sequence with condition N}.
Associated to every sequence with condition N , Miyazaki defines a
special element of cone(O(Π)):
Definition 4.3 ([Miy17, Def 3.6]). Let i1, j1, i2, j2, . . . , it, jt be a se-
quence of elements in a finite poset Π with condition N , and set j0 =∞
and it+1 = −∞. We define
x(i1, j1, . . . , it, jt)im :=
t∑
s=m
(rank[is+1, js]− rank[is, js])
for 1 ≤ m ≤ t+ 1 and
y(i1, j1, . . . , it, jt)k := max{rank[is, k] + x(i1, j1, . . . , it, jt)is : k ≥ is}
for k ∈ Π.
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These elements give rise to an important class of minimal elements,
as the next lemma shows.
Lemma 4.4 ([Miy17, Lem. 3.8]). Let i1, j1, i2, j2, . . . , it, jt be a se-
quence of elements in a finite poset Π with condition N , and set j0 =
∞ and it+1 = −∞. If r(i1, j1, . . . , it, jt) = rmax, then the element
y(i1, j1, . . . , it, jt) is minimal in the sense of Definition 3.20. In par-
ticular, it is an interior lattice point in the cone. Furthermore,
y(i1, j1, . . . , it, jt)im = x(i1, j1, . . . , it, jt)im ,
y(i1, j1, . . . , it, jt)jm−1 = rank[im, jm−1] + x(i1, j1, . . . , it, jt)im
for 1 ≤ m ≤ t+ 1. In particular, y(i1, j1, . . . , it, jt)j0 = rmax.
Figure 5 illustrates Definition 4.1 and Lemma 4.4.
4
3
2
1
7
6
5
11
10
9
8
i1
j1
i2
j2
(a) Fink’s poset.
4
3
2
1
7
6
5
11
10
9
8x1 = 1
x2 = 2
x3 = 3
x4 = 4
x5 = 2
x6 = 3
x7 = 4
x8 = 1
x9 = 3
x10 = 4
x11 = 5
(b) y(9, 7, 5, 3) illustrated.
Figure 5. Fink’s poset and the minimal element y il-
lustrated.
Now, we can introduce the characterization of Miyazaki:
Lemma 4.5 ([Miy17, Thm 3.9]). Let Π be a poset and r = codeg(O(Π)).
Then Π is level is and only if rmax = r.
In this paper, we characterize levelness of order polytopes in terms of
weighted digraphs. Given a poset Π, we define the Hasse graph H(Π)
of Π to be the digraph with nodes coming from Π and with directed,
weighted edges (i, j,−1) and (j, i, 1), where i l j. In our language,
a sequence i1, j1, . . . , it, jt with condition N can be reinterpreted as a
path P in H(Π) from∞ to −∞ with the up-edges (or the down-edges)
coming from longest chains in [im, jm] (or [im+1, jm]), where j0 =∞ and
it+1 = −∞, and we say that such a path satisfies condition N . More-
over, we set r(P) := r(i1, j1, . . . , it, jt) and y(P) := y(i1, j1, . . . , it, jt).
We chose the weights of the edges, so that −r(P) equals the weighted
length.
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Remark 4.6. This special minimal element y(P) has the property that
for every up (or down) interval [i, j] in the path we have y(P)i−y(P)j =
rank[i, j]. This is a direct consequence of Lemma 4.4 and a brief com-
putation.
Now, we can characterize the level property as the following.
Proposition 4.7. Let Π be a finite poset and r = codeg(O(Π)). Then
Π is not level if and only if there exists a path P in H(Π) with condition
N such that r(P) > r.
Proof. This directly follows from Lemmas 4.5 and 4.4. 
Remark 4.8. Even if Π is level with r = codeg(O(Π)), there may exist
a path in H(Π) of length > r. The interested reader might construct
their favorite counter-example.
5. A New Characterization of Levelness
In this section, we introduce an algorithm for checking levelness of
order polytopes. First, we need to associate a weighted digraph to a
poset Π together with a subposet Π′ ⊂ Π, where we require that ilΠ′ j
implies ilΠ j.
Definition 5.1. Let Π be a finite poset and let Π′ be a subposet of Π
such that ilΠ′ j implies ilΠ j. Let Γ(Π,Π′) = (Π, E) be the weighted
digraph with weighted, directed edges:
(1) (i, j,−1) ∈ E if and only if j mΠ i;
(2) (j, i, 1) ∈ E if and only if j mΠ′ i.
Clearly, Γ(Π,Π) = H(Π). If Π is clear from the context, we will write
Γ(Π′).
A negative cycle is a directed cycle whose sum of weights is neg-
ative. A wedge of cycles is a closed directed path (where repeti-
tion is allowed) whose sum of weights is negative. An integer point
x ∈ int(cone(O(Π))) ∩ Zd+1 is sharp along a covering pair j m i if
xj = xi + 1.
Next, we associate a weighted digraph to every integer point in
int(cone(O(Π))). The following lemma shows that the associated di-
graph does not have any negative cycles.
Lemma 5.2. Let b ∈ int(cone(O(Π))) ∩ Zd+1 be given. Then the
weighted digraph Γb whose nodes are given by the elements of Π and
whose weighted, directed edges are
• {(i, j,−1) : il j} ∪ {(j, i, 1) : il j, bj − bi = 1} ,
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• {(−∞, i,−1) : im−∞} ∪ {(i,−∞, 1) : im−∞, bi = 1},
• and {(i,∞,−1) :∞m i} ∪ {(∞, i, 1) :∞m i, bi = maxj bj}.
does not have any negative cycles. In particular, every subgraph con-
tains no negative cycles.
Proof. For i, j ∈ Π, let u(i, j) denote a directed path from i to j where
i < j and let d(l, k) denote a directed path from l to k where l > k.
Let u(i1, i2), d(i2, i3), u(i3, i4), . . . , d(is, i1) be a directed cycle in Γb
with i1 < i2, i3 < i2, . . . , i1 < is. We first remark that the weights of
the down-paths d(i, i+ 1) are given by
=1︷ ︸︸ ︷
bi − b(1) +
=1︷ ︸︸ ︷
b(1) − b(2) + · · · − b(r)+
=1︷ ︸︸ ︷
b(r) − bi+1= bi − bi+1,
where we set b∞ = maxk bk + 1 and b−∞ = 0. Therefore, the sum of
the weights in the cycle is equal to
(bi2 − bi3) + · · ·+ (bis − bi1)− length(i1, i2)− · · · − length(is−1, is)
=(bi2 − bi1) + · · ·+ (bis − bis−1)− length(i1, i2)− · · · − length(is−1, is) ≥ 0,
since b ∈ int(cone(O(Π))) implies that bj − bi ≥ length(i, j) for all
i < j, where length(i, j) is the length of the path from i to j. 
The following theorem uses the Bellman–Ford algorithm, which was
introduced by Bellman and Ford, see for instance [Bel58]. We are using
this algorithm as a black box. Instead of explicitly describing it, we
will merely state some basic facts about it:
• The Bellman–Ford algorithm finds the shortest path from a sink
to any other node in a weighted digraph. In contrast to other
algorithms, it can also deal with negative weights assuming that
the digraph does not contain any negative cycles (that can be
reached from the starting node), see [Sch03, Thm. 8.5].
• If there is such a negative cycle, the Bellman–Ford algorithm
can detect the negative cycle, [Sch03, Thm. 8.6].
• The Bellman–Ford algorithm runs in O(#V ·#E), where V is
the vertex set and E is the edge set of the underlying graph,
see [Sch03, Thm. 8.5].
Given a path P in H(Π) with condition N , let Π′(P) be the subposet
of Π whose covering pairs are given by the up paths of P . Now, we
give a new characterization of level order polytopes.
Theorem 5.3. Let Π be a finite poset on d elements and let r =
codeg(O(Π)). Then Π is level if and only if for any path P in H(Π)
with condition N such that Γ(Π′(P)) has no negative cycles, Γ(Π′(P)∪
{longest chains in Π}) has no negative cycles.
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Proof. To show the first direction, let’s assume O(Π) is level. Asso-
ciated to Γ(Π′(P)), there is a b ∈ int(cone(O(Π))) ∩ Zd+1. To see
this, run the Bellman–Ford algorithm on Γ(Π′(P)). The Bellman–Ford
algorithm minimizes the distance from −∞ to any point i. After mul-
tiplying all entries by −1, the algorithm will return a point b such that
for all covering pairs j m i in Π, we have bj ≥ bi + 1 and moreover
for any weighted edge (j, i, 1) in Γ(Π′(P)) we have bi ≥ bj − 1. The
first condition implies that b ∈ int(cone(O(Π))) ∩ Zd+1. Moreover,
it follows from these conditions that for any weighted edge (j, i, 1) in
Γ(Π′(P)), we have bj− bi = 1. Since Π is level, there exists a point b˜ ∈
int(cone(O(Π)))∩Zd+1 on height r such that b−b˜ ∈ cone(O(Π))∩Zd+1.
This implies that for every covering pair j m i in Π, we have
bj − bi ≥ b˜j − b˜i.
Hence for any weighted edge (j, i, 1) in Γ(Π′(P)), we have b˜j − b˜i = 1.
Since b˜ is on height r, we also know that b˜ is sharp along the longest
chains in Π. Since G := Γ(Π′ ∪ {longest chains in Π}) is a subgraph of
Γb˜, using Lemma 5.2, we get that G does not contain a negative cycle.
We prove the other direction by contraposition. Let’s assume that
Π is not level. Then there exists a path P with condition N such
that r(P) = rmax > r. Moreover, Γ(Π′(P)) is a subgraph of Γy(P).
Hence by using Lemma 5.2, it follows that Γ(Π′(P)) has no negative
cycle. On the other hand, since rank(Π) = r, it follows that Γ(Π′(P)∪
{longest chains in Π}) has a negative cycle. 
This directly implies the following:
Corollary 5.4. Let Π be a finite poset. Π is level if and only if
for all Γ(Π′) that do not have a negative cycle, the digraph Γ(Π′ ∪
{longest chains in Π}) does not have a negative cycle.
Proof. One direction directly follows from Theorem 5.3, so we only
need to show that if Π is level and if Γ(Π′) does not contain a negative
cycle, then Γ(Π′∪{longest chains in Π}) does not have a negative cycle.
However, this follows from the proof of Theorem 5.3. 
Remark 5.5. For practical purposes this corollary is more convenient
than the previous characterization. This is due to the fact that it is hard
to determine (all) paths with condition N . We will use this corollary
to give an infinite family of level posets, see Theorem 7.1.
Moreover, we get that — given the input Π — determining the lev-
elness of order polytopes is in co-NP, i.e., the complexity class having
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a short certificate for rejection. For more about complexity classes, we
refer to [Sch86, Sec. 2.5].
Corollary 5.6. Levelness of order polytopes is in co-NP.
Proof. If O(Π) is not level, then there exists a short certificate Π′(P)
such that Γ(Π′(P)) does not have a negative cycle but Γ(Π′(P) ∪
{longest chains in Π}) has a negative cycle. This will be tested by
the Bellman–Ford algorithm in polynomial time, since we need to
run the Bellman–Ford algorithm twice, once for Γ(Π′(P)) and once
for Γ(Π′(P) ∪ {longest chains in Π}). Therefore, we can verify non-
levelness in polynomial time. 
We now explicitly describe the algorithm underlying Corollarly 5.4:
Algorithm 5.7.
For Γ(Π′) ⊂ H(Π):
Run Bellman–Ford for Γ(Π′)
If negative cycle:
1=1
Else:
Run Bellman–Ford for Γ(Π′ ∪ {longest chains in Π})
If negative cycle:
Return NOT LEVEL
Else:
1=1
Return LEVEL
Theorem 5.8. A poset Π is level if and only if Algorithm 5.7 returns
level.
Proof. This directly follows from Corollary 5.4. 
6. A Necessary Condition of Ene, Herzog, Hibi, and
Saeedi Madani
We now want to show that [EHHSM15, Thm 4.1] is a special case
of Corollary 5.4. We first need to define the depth and the height
of an element, where we follow again [EHHSM15]. The height of an
element i ∈ Π, denoted height(i) is the maximum length of a chain in
Π descending from i. Similarly, we define the depth of an element i,
denoted depth(i), to be the maximum length of a chain in Π ascending
from i.
They show that the following is a necessary condition for levelness:
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Theorem 6.1 ([EHHSM15, Thm. 4.1].). Suppose Π is level. Then
(6.1) height(j) + depth(i) ≤ rank(Π) + 1
for all j m i ∈ Π.
Our next result shows that this is weaker than Corollary 5.4. In fact,
it is equivalent to Corollary 5.4 where Π′ is a single edge.
Theorem 6.2. Let Π be a finite poset and r = codeg(O(Π)). The
following are equivalent:
(1) inequality (6.1) is satisfied by all covering pairs
(2) for all Hasse edges j m i ∈ Π there is an integer point x ∈
r int(O(Π)) such that xj = xi + 1.
Proof. Let’s assume that all covering pairs satisfy (6.1) and fix a cov-
ering pair j m i. We remark that rank(Π) equals the codegree r of the
order polytope O(Π). Thus, we need to show that there exists an inte-
ger point x ∈ r int(O(Π)) such that xj = xi + 1. To create such an x,
we can label the elements in Π using labels from {1, 2, . . . , r − 1}. We
first label xj = height(j) and hence xi = height(j)−1. For k ∈ Π\{i, j}
we label xk = −∞, and then we recursively relabel by
(6.2) xk =
{
max{height(k), xi + length([i, k])} if k > i,
height(k) otherwise.
To show that this indeed gives an interior integer point in r intO(Π),
we need to show that r > xk ≥ height(k) for all k. We say a label xk
is well-defined if it satisfies this condition. There are two cases:
(1) k > i, then (6.1) ensures that (6.2) only yields well-defined
labels;
(2) k ≯ i, then the recursive definition gives us height(k), which by
definition is well-defined.
This proves the first direction.
Now let assume that for all Hasse edges (j m i) in Π there exists
an integer point x ∈ r int(O(Π)) such that xj = xi + 1. Let’s fix a
covering pair j m i. Then we have an integer point x ∈ r int(O(Π))
with xj = xi + 1 and it follows that height(j) ≤ xj. Since we have an
integer point in the interior of rO(Π), we also get that
depth(i) ≤ rank(Π)− xi.
Putting everything together, we obtain
height(j) + depth(i) ≤ rank(Π) + 1,
as desired. 
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However, this result is not sufficient. The following example was
related to us by Alex Fink, see Figure 5a.
Remark 6.3. Let Π be the poset from Figure 5a. We have that codeg(O(Π)) =
5. Moreover, for any covering pair i l j in Π, there is a minimal el-
ement x on height 5 with xi + 1 = xj. Thus, by Theorem 6.2 the
condition of [EHHSM15, Thm. 4.1] is satisfied. However, Π is not
level. The minimal element y(9, 7, 5, 3) is on height 6, see Figure 5b.
7. Series-Parallel Posets
The goal of this section is to describe a new family of level posets.
The main character of this section is the ordinal sum. We follow the
notation of [Sta12, Sec. 3.2]. Let Π1 and Π2 be two posets. Then their
ordinal sum Π1 /Π2 is the poset with elements from the union Π1 ∪Π2
and with relations s ≤ t if
• s, t ∈ Π2 with s ≤Π2 t, or
• s, t ∈ Π1 with s ≤Π1 t, or
• s ∈ Π1 and t ∈ Π2.
Posets that can be built up up as ordinal sums of posets are called
series-parallel posets.
Π1 Π2
Π1 / Π2
Figure 6. Ordinal sum of a chain of length 3 and an
antichain of length 2.
We want to show the following result:
Theorem 7.1. The ordinal sum Π = Π1 / Π2 of two posets Π1, Π2 is
level if and only if both Π1 and Π2 are level.
Proof. We prove the first direction by contraposition. So let’s assume
that Π1 is not level. By Corollary 5.4, there exists a weighted digraph
ΓΠ1 with nodes coming from Π1 which does not contain a negative
cycle, but the weighted directed graph ΓΠ1∪{longest chains in Π1} has
a negative cycle. However, we also get that ΓΠ has a weighted digraph
with up-edges of weight 1 only coming from up-edges of ΓΠ1 does not
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contain a negative cycle, but ΓΠ ∪ {longest chains in Π} contains one,
proving that Π1 /Π2 is not level. The case where Π2 is not level follows
analogously.
We prove the other direction again by contraposition. So let’s assume
that Π1 / Π2 is not level. By Corollary 5.4, there exists a weighted
digraph Γ with nodes coming from Π such that Γ does not have a
negative cycle and Γ∪{longest chains in Π} has a negative cycle, where
Γ ∪ {longest chains in Π} is the weighted digraph obtained from Γ by
adding down edges of weight 1 along longest chains in Π. In order
to show that either Π1 or Π2 are not level, we will construct graphs
ΓΠ1 and ΓΠ2 without negative cycles such that adding down edges of
weight 1 along longest chains creates a negative cycle. The following
two quotient maps will be essential for this:
Π1 / Π2
q1 Π1 / Π2/(p2 ∼ p′2 ∼ ∞) ∼= Π1
Π1 / Π2
q2 Π1 / Π2/(p1 ∼ p′1 ∼ −∞) ∼= Π2,
where p1, p
′
1 ∈ Π1 and p2, p′2 ∈ Π2.
∞
-∞
Π1 ∞
-∞
Π2
Π1 / Π2
∞
−∞
Figure 7. Original poset (on the right) and the two
quotient posets (on the left and in the middle).
Note that these quotient maps also induce weighted directed graphs
ΓΠ1 and ΓΠ2 on the underlying posets Π1 and Π2, respectively. We will
show the following:
(1) Both ΓΠ1 and ΓΠ2 do not have a negative cycle
(2) Either ΓΠ1∪{longest chains in Π1} or ΓΠ2∪{longest chains in Π2}
or both have a negative cycle.
This implies that either Π1 or Π2 or both cannot be level proving the
claim. The first claim follows by contraposition. If either ΓΠ1 or ΓΠ2
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had a negative cycle, then one can lift this cycle to obtain a negative
cycle in Γ. This is due to the fact that every maximal element in Π1
is comparable to every minimal element in Π2, together with the fact
that every up-edge has the same weight, namely −1.
Now let’s prove the second claim. We remark that longest chains in
Π1 / Π2 are concatenations of longest chains in Π1 and longest chains
in Π2 and vice versa. This means that
imΠ1(Γ∪{longest chains in Π1 / Π2}) = imΠ1(Γ)∪{longest chains in Π1}
and
imΠ2(Γ∪{longest chains in Π1 / Π2}) = imΠ2(Γ)∪{longest chains in Π2},
where imΠ1 (or imΠ2) denotes the image of the quotient map onto Π1 (or
Π2). Moreover, if a negative cycle of Γ∪ {longest chains in Π1 / Π2} is
entirely contained in q−11 (Π1) ∪ {min. elt’s of Π2} or q−12 (Π2) ∪ {max. elt’s of Π1},
then clearly the image also has a negative cycle. (Caveat: After form-
ing the quotient map, the cycle might become a wedge of cycles. But
since the total weight of the original cycle is the sum of the weights of
the cycle in the image, at least one of these cycles in the wedge has to
be negative.)
So we only need to consider the case where a negative cycle contains
edges contained in Π1 and in Π2. We can cover the cycle into the part,
whose edges are entirely in q−11 (Π1) ∪ {min. elt’s of Π2}, and a part
whose edges are in q−12 (Π2) ∪ {max. elt’s of Π1}. Note that the edges
between Π1 and Π2 appear in both parts. Therefore, the total weight
w of the cycle equals
0 > w = wΠ1 + wΠ2 − wΠ1Π2 ,
where wΠ1 and wΠ2 are the weights of the parts in the preimage of Π1
and Π2, respectively. The weight of the connecting edges between Π1
and Π2 is denoted wΠ1Π2 . This weight is 0, since there are as many up-
as there are down-edges and the weights are −1 and 1, respectively.
Therefore, either wΠ1 or wΠ2 or both are negative. If wΠ1 is negative,
applying the quotient map gives us a wedge of cycles in Π1 with negative
weight. Hence it contains at least one negative cycle. The case where
wΠ2 is negative is similar. Therefore, we have seen that either Π1 or
Π2 is not level proving the claim.

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For the remainder of this section, let Π = Π1 /Π2. We will first give
a geometric description of the order polytope and the chain polytope of
Π in terms of the order and chain polytopes of Π1 and Π2, respectively.
Lemma 7.2. Let C(Π), C(Π1), C(Π2) be the chain polytopes of Π, Π1,
and Π2, respectively. Then
(7.1) C(Π) = conv{C(Π1)× 0Π2 ∪ 0Π1 × C(Π2)} = C(Π1)⊕ C(Π2),
where ⊕ is the free sum of C(Π1) and C(Π2).
Proof. By Theorem 3.9, the vertices of the chain polytope are given by
the indicator vectors of antichains. Now one notices that no antichain
can contain elements from both Π1 and Π2. 
Lemma 7.3. Let O(Π),O(Π1),O(Π2) be the order polytopes of Π,Π1,Π2,
respectively. Then
(7.2) O(Π) = conv{1Π2 ×O(Π1) ∪ O(Π2)× 0Π1}.
Proof. By Corollary 3.8, the vertices of the order polytope are given by
the indicator vectors of filters. Now one notices that as soon as a filter
contains an element of Π1, it contains all elements of Π2. 
Moreover, we have:
Proposition 7.4. Let Π,Π1,Π2, be finite posets where Π := Π1 / Π2.
Moreover, let h∗Π, h
∗
Π1
, h∗Π2 be the h
∗-polynomial of the Ehrhart series of
the corresponding order polytopes. Then
h∗Π = h
∗
Π1
h∗Π2 .
Proof. By Theorem 3.10 the Ehrhart series of the chain polytope of
a poset Π is the same as the Ehrhart series of the order polytope of
Π.In [HH16, Lem 3.2], Hibi and Higashitani show that if the free sum,
P ⊕ Q, of two lattice polytopes P , Q both containing the origin has
the integer-decomposition property, then h∗P⊕Q = h
∗
Ph
∗
Q. Now using
Lemma 7.2 together with [HH16, Lem 3.2] implies the result. Note
that every chain polytope and every order polytope has a unimodular
triangulation and thus has the integer-decomposition property. For the
order polytope, we directly get a regular, unimodular, flag triangulation
by taking the standard triangulation of the cube and restricting it to
the order polytope. For the chain polytope, Stanley [Sta86] constructs
such a regular, unimodular, flag triangulation. 
Remark 7.5. In [Hib88], Takayuki Hibi gives an example of two order
polytopes O(Π1), O(Π2) where both have the same h∗-polynomial, but
Π1 is level and Π2 is not level. This shows that the level property cannot
LEVELNESS OF ORDER POLYTOPES 23
be characterized by the h∗-polynomial. We remark that Theorem 7.1
together with Proposition 7.4 gives a way to create infinitely many such
examples Π1 / Π3 and Π2 / Π3, where Π3 is any level poset.
8. Connected components of level posets
In this section, we discuss connected components of level posets. Any
connected component of a Gorenstein poset is Gorenstein. This fact
naturally leads us consider whether any connected component of a level
poset is level. However, this is not true in general. From the following
result we know that there exists a level poset such that a connected
component of the poset is not level.
Theorem 8.1 ([EHHSM15, Theorem 4.7]). Let Π be a poset on d
elements and let Cs be a totally ordered set with s elements. Then the
poset on the set Π∪Cs ,where elements from Π and Cs are incomparable,
is level for all s 0.
We give an explicit bound for s appearing in Theorem 8.1.
Theorem 8.2. Let Π be a poset on d elements and let Cs be a totally
ordered set with s elements. Then the poset on the set Π ∪ Cs, where
elements from Π and Cs are incomparable, is level for all s ≥ d.
In order to prove this theorem, we consider a more general class of
lattice polytopes containing any order polytope.
Definition 8.3. We say that a polytope P ⊂ Rd is alcoved if P is an
intersection of some half-spaces bounded by the hyperplanes
Hmi,j = {(z1, . . . , zd) ∈ Rd : zi − zj = m} for 0 ≤ i < j ≤ d,m ∈ Z,
where z0 = 0.
It is known that any order polytope is alcoved. After a unimodular
change of coordinates, every chain polytope is alcoved, too. Further-
more, any alcoved polytope possesses the integer-decomposition prop-
erty.
For a lattice polytope P = {x ∈ Rd : Ax ≤ b} ⊂ Rd, we set
P (1) = {x ∈ Rd : Ax ≤ b− 1}.
Remark 8.4. If P = {x ∈ Rd : Ax ≤ b} ⊂ Rd is an alcoved polytope
for some m×d integer matrix A and some integer vector b ∈ Zm, then
since A is a totally unimodular matrix, P(1) is a lattice polytope. In
particular, one has P(1) = conv(int(P ) ∩ Zd).
Lemma 8.5. Let P ⊂ Rd be an alcoved polytope. Then for any positive
integer k, kP and P (1) are alcoved.
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Proof. Since P is alcoved, P is a polytope given by inequalities of the
form bij ≤ zi − zj ≤ cij, for some collection of integer parameters bij
and cij. Hence for any positive integer k, kP is a polytope given by
inequalities of the form kbij ≤ zi − zj ≤ kcij. Moreover, P (1) is a
polytope given by inequalities of the form bij + 1 ≤ zi − zj ≤ cij − 1.
Therefore, both kP and P (1) are alcoved. 
For two lattice polytopes P and Q in Rd, set
Cayley(P,Q) = conv(P × {0} ∪Q× {1}) ⊂ Rd+1.
We say that Cayley(P,Q) is the Cayley polytope of P and Q.
Lemma 8.6. Let P and Q be alcoved polytopes in Rd. Then Cayley(P,Q)
has a regular unimodular triangulation. In particular, Cayley(P,Q) has
the integer-decomposition property.
Proof. This is [HPPS14, Lemma 4.15], since alcoved polytopes have a
type A root system. 
This directly implies the following result.
Corollary 8.7. If P,Q ⊂ Rd are alcoved polytopes, then the map(
P ∩ Zd)× (Q ∩ Zd) (P +Q) ∩ Zd.
is onto.
Proof. We have that
2 Cayley(P,Q) ∩ {(x1, . . . , xd+1) ∈ Rd+1 : xd+1 = 1} = (P +Q)× {1}.
Since Cayley(P,Q) has the integer-decomposition property, it follows
that every integer point in 2 Cayley(P,Q) can be written as a sum of
two integer points in Cayley(P,Q). However, the only way we can get
an integer point at height 1 is if we add one integer point at height 0
and at height 1, i.e., one integer point belongs to P and one belongs to
Q, proving the claim. 
Now, we give a characterization on levelness of alcoved polytopes.
Proposition 8.8. Let P ⊂ Rd be an alcoved polytope and let r =
codeg(P ). Then P is level if and only if for any integer k ≥ r, it
follows that (kP )(1) = (rP )(1) + (k − r)P .
Proof. First, assume that P is level. Then from the definition of level-
ness, for any integer k ≥ r, int(kP )∩Zd = int(rP )∩Zd+(k−r)P ∩Zd.
Hence one has (kP )(1) = conv((int(rP ) ∩ Zd) + (k − r)P ∩ Zd) =
conv(int(rP ) ∩ Zd) + conv((k − r)P ∩ Zd) = (rP )(1) + (k − r)P.
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Conversely, assume that for any integer k ≥ r, (kP )(1) = (rP )(1) +
(k − r)P . By Lemma 8.5, (kP )(1), (rP )(1) and (k − r)P are alcoved
polytopes. Hence by Corollary 8.7, P is level. 
Lemma 8.9. Let P ⊂ Rd be a lattice polytope and let r′ ≥ codeg(P )
be an integer. Assume that there exists an integer k > r′ such that
(kP )(1) = (r′P )(1) + (k − r′)P . Then for any integer k > k′ ≥ r′, we
have (k′P )(1) = (r′P )(1) + (k′ − r′)P .
Proof. Assume that there exists an integer k > k′ ≥ r′ such that
(k′P )(1) ) (r′P )(1) + (k′ − r′)P . In general, it follows that (k′P )(1) ⊃
(r′P )(1) + (k′ − r′)P . Then we have
(kP )(1) ⊃ (k′P )(1) + (k − k′)P ) (r′P )(1) + (k − r′)P = (kP )(1).
Hence this is a contradiction. 
On levelness of dilated polytopes, the following theorem is known.
Theorem 8.10 ([BGT02, Theorem 1.3.3]). Let P be a lattice d-polytope.
Then for any integer k ≥ d+ 1, kP is level.
Now, we prove the following theorem about levelness of a product of
alcoved polytopes.
Theorem 8.11. Let P ⊂ Rd and Q ⊂ Re be alcoved polytopes. Suppose
that Q is level and r = codeg(Q) ≥ dimP + 1. Then P ×Q ⊂ Rd+e is
level.
Proof. By Theorem 8.10, rP is level. Hence for any positive integer
k′, one has (k′rP )(1) = (rP )(1) + (k′ − 1)rP from Proposition 8.8.
Therefore, by Lemma 8.9, it follows that for any k ≥ r, we obtain
(kP )(1) = (rP )(1) + (k− r)P . Since Q is level, for any k ≥ r, we obtain
(kQ)(1) = (rQ)(1) + (k − r)Q. Fix a positive integer k ≥ r. Since
int(k(P ×Q)) ∩ Zd+e = (int(kP ) ∩ Zd)× (int(kQ) ∩ Ze),
(k(P ×Q))(1) = (kP )(1) × (kQ)(1)
= ((rP )(1) + (k − r)P )× ((rQ)(1) + (k − r)Q)
⊂ ((rP )(1) × (rQ)(1)) + (k − r)(P ×Q)
= (r(P ×Q))(1) + (k − r)(P ×Q)
⊂ (k(P ×Q))(1).
Hence P ×Q is level. 
Now, we prove Theorem 8.2.
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Proof of Theorem 8.2. The order polytope of Π ∪ Cr is the Cartesian
product of O(Π) and O(Cr), which is the r-dimensional unimodular
simplex. This simplex has codegree r+ 1. Hence by Theorem 8.11, the
claim now follows. 
Conversely, we consider posets all of whose connected components
are level. In fact, these posets are always level.
Theorem 8.12. Let Π be a poset on d elements and Π1, . . . ,Πm the
connected components of Π. If each Πi is level, then Π is level.
Theorem 8.12 follows from the following result:
Theorem 8.13. Let P ⊂ Rd and Q ⊂ Re be level polytopes. If either
(1) codeg(Q) < codeg(P ) and Q has the integer-decomposition prop-
erty,
(2) codeg(P ) < codeg(Q) and P has the integer-decomposition prop-
erty,
(3) or if codeg(Q) = codeg(P ),
then P ×Q is level.
Proof. Let rP := codeg(P ) and let rQ := codeg(Q). Without loss of
generality, we assume codeg(Q) ≤ codeg(P ). Then r := codeg(P ×Q) =
max{rP , rQ} = rP , since x = (xP ,xQ) ∈ int(P × Q) ∩ Zd+e implies
that xP ∈ int(P ) ∩ Zd and that xQ ∈ int(Q) ∩ Ze. Let (xP ,xQ, h) ∈
cone(P × Q) ∩ Zd+e+1 with h > r. Then this point projects to points
(xP , h) ∈ cone(P ) ∩ Zd+1 and (xQ, h) ∈ cone(Q) ∩ Ze+1. Since P is
level, we have that
(xP , h) = (x
◦
P , r) + (x˜P , h− r),
where (x◦P , r) ∈ int(cone(P ))∩Zd+1 and (x˜P , h− r) ∈ cone(P )∩Zd+1.
Similarly, since Q is level, we have that
(xQ, h) = (x
◦
Q, rQ) + (x˜Q, h− rQ),
where (x◦Q, rQ) ∈ int(cone(Q))∩Ze+1 and (x˜Q, h−rQ) ∈ cone(Q)∩Ze+1.
If codeg(P ) = codeg(Q), we now get a decomposition
(xP ,xQ, h) = (x
◦
P ,x
◦
Q, r) + (x˜P , x˜Q, h− r),
where (x◦P ,x
◦
Q) ∈ r int(P×Q)∩Zd+e and where (x˜P , x˜Q) ∈ (h−r)(P×
Q) ∩ Zd+e proving levelness of P ×Q.
So let’s assume codeg(Q) < codeg(P ). Since Q has the integer-
decomposition property, we can express (x˜Q, h−rQ) as a sum of height
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1 elements, i.e., (x˜Q, h− rQ) = (x˜(1)Q , rP − rQ) + (x˜(2)Q , h− rP ) and thus
obtain
(xQ, h) = (x
◦
Q, rQ) + (x˜Q, h− rQ) = (x◦Q + x˜(1)Q , rP ) + (x˜(2)Q , h− rP ),
where (x◦Q + x˜
(1)
Q , rP ) ∈ int(cone(Q)) ∩ Ze+1 and (x˜(2)Q , h − rP ) ∈
cone(Q) ∩ Ze+1. Therefore, we can express (xP ,xQ, h) as
(xP ,xQ, h) = (x
◦
P ,x
◦
Q + x˜
(1)
Q , r) + (x˜P , x˜
(2)
Q , h− r)
where (x◦P ,x
◦
Q + x˜
(1)
Q ) ∈ r int(P × Q) × Zd+e and where (x˜P , x˜(2)Q ) ∈
(h− r) int(P ×Q) ∩ Zd+e. 
Remark 8.14. In Theorem 8.13, we really need the assumption that
the polytope of lower codegree has the integer-decomposition property.
Consider the following example, where
P = conv{(0, 0, 0), (1, 0, 0), (0, 1, 0), (1, 1, 2)}
and where
Q = conv{(0, 0), (1, 0), (0, 1)}.
Then P does not have the integer-decomposition property, but it is
Gorenstein and thus level. Moreover, Q has the integer-decomposition
property and it is level, since it is Gorenstein. However, the product
P ×Q is not level.
Proof. We first remark that codeg(Q) = 3 and codeg(P ) = 2. Hence,
codeg(P ×Q) = 3. There are exactly 4 integer points in the interior of
3(P ×Q), namely
int(3(P×Q))∩Z5 = {(1, 1, 1, 1, 1), (1, 2, 1, 1, 1), (2, 1, 1, 1, 1), (2, 2, 3, 1, 1)}.
However, the integer point (2, 2, 2, 2, 1) ∈ int(4(P ×Q))∩Z5 cannot be
written as a sum
(2, 2, 2, 2, 1) = x1 + x2
of points x1 ∈ int(3(P ×Q))∩Z5 and x2 ∈ (P ×Q)∩Z5. Thus, P ×Q
is not level. 
We end this article with the following criterion for levelness:
Lemma 8.15. If a lattice d-polytope P has a covering by unimodular
simplices such that every interior face of such a simplex contains an
interior sub-face of dimension codeg(P )− 1, then P is level.
Proof. Let b ∈ int(cone(P )) ∩ Zd+1 and let r := codeg(P ). We will
prove levelness by showing that every such b can be written as an
integral combination of an interior integer point on height r with integer
points on height 1.
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The unimodular simplices in the covering of P give rise to a covering
of cone(P ) by unimodular cones. Therefore, b is in at least one such
unimodular cone. Let ∆ = conv{v1,v2, . . . ,vd+1} be the corresponding
unimodular simplex and let cone(∆) be the cone over ∆. Then there
is a unique representation
(8.1) b =
d+1∑
i=1
λi(vi, 1),
where λi ∈ Z≥0. There are two cases: If λi = 0 for some i ∈ I in
an index set I, then this means that b is contained an (d + 1 − #I)-
dimensional face, which has to be an interior face. Then, for J :=
{1, . . . , d+1}\I, the face conv{vj}j∈J gives rise to a (#J)-dimensional
cone containing b. Hence, by assumption there is a subset R ⊂ J
with #R = r, such that the point x =
∑
i∈R(vi, 1) is a point in
int(cone(P )) ∩ Zd+1. Combining this with Equation (8.1), we obtain
b = x + (b− x) ,
where b− x ∈ cone(P ) ∩ Zd+1, which proves levelness,
If λi 6= 0 for all i ∈ {1, 2, . . . , d+1}, then we can set x =
∑
i∈J(vi, 1),
where J is an interior (r− 1)-dimensional face. The claim now follows
analogously. 
It would be interesting to see a poset interpretation of this lemma.
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