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Abstract
We consider left-invariant optimal control problems on connected Lie groups
such that generic stabilizer of the coadjoint action is connected and has dimension
not more than 1. We introduce a construction for symmetries of the exponential
map. These symmetries play a key role in investigation of optimality of extremal
trajectories.
Keywords: symmetry, geometric control theory, Riemannian geometry, sub-
Riemannian geometry.
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Intoduction
Geometric control theory (see for example [1]) deals with left-invariant optimal control
problems on a Lie group G. Consider a family of left-invariant vector fields Fu that
depend analytically on u ∈ U ⊂ Rn. Consider also a left-invariant analytic function
ϕ : G×U → R, a point q1 ∈ G, and a fixed time t1 > 0. The problem is to find a control
u ∈ L∞([0, t1], U) and a Lipschitz curve qu : [0, t1]→ G such that∫ t1
0
ϕ(qu(t), u(t))dt→ min, q˙u(t) = Fu(t)(qu(t)), qu(0) = id, qu(t1) = q1 ∈ G. (1)
Consider functions hu on the cotangent bundle T
∗G that depend on parameter u ∈ U :
hu(λ) = λ(Fu(pi(λ)))− ϕ(pi(λ), u), λ ∈ T ∗G,
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where pi : T ∗G→ G is the natural projection. Assume that for all λ ∈ T ∗G the quadratic
form ∂
2
∂u2
hu(λ) is negative definite and the function u 7→ hu(λ) has maximum. Then via
Pontryagin maximum principle [2, 1] we obtain a Hamiltonian differential equation on the
cotangent bundle T ∗G, such that its phase curves project to optimal trajectories on the
group G:
λ˙ = ~H(λ), pi(λ(t)) = qu(t), λ : [0, t1]→ T ∗G, (2)
where H(λ) = maxu∈U hu(λ) is the analytic maximized Hamiltonian of Pontryagin maxi-
mum principle, ~H is the corresponding analytic Hamiltonian vector field. The curve λ(t)
is called a normal extremal. Next we will consider only such extremals. The curve qu(t)
is called a normal extremal trajectory.
If we have an explicit solution of differential equation (2), then we have a parametri-
zation of extremal trajectories. After that it remains to study optimality of extremal
trajectories.
Definition 1. A Maxwell point for an optimal control problem (1) is a point where two
distinct extremal trajectories meet one another with the same value of the cost functional
and the time. This time is called a Maxwell time.
It is well known (see for example [12]), that an extremal trajectory can not be optimal
after a Maxwell point. That is why description of Maxwell points plays an important role
in investigation of optimality of extremal trajectories. In particular, the first Maxwell
time is an upper bound for the time of loss of optimality (the cut time).
A natural reason of appearance of Maxwell points is a symmetry of extremal trajec-
tories. Let us give definitions.
Definition 2. The exponential map of problem (1) is the map
Exp : g∗ × R+ → G, Exp (p, t) = pi ◦ et ~H(id, p), (p, t) ∈ g∗ × R+,
where g is the Lie algebra of the Lie group G, and et
~H is the flow of the Hamiltonian
vector field ~H.
Definition 3. A symmetry of the exponential map is a pair of diffeomorphisms
s :W × R+ →W × R+, S : G→ G such that Exp ◦s = S ◦ Exp,
where W ⊂ g∗ is an open dense subset.
Consider the trivialization of the cotangent bundle via left shifts:
τ : G× g∗ → T ∗G, λ = τ(g, p) = dL∗g−1(p) ∈ T ∗gG, g ∈ G, p ∈ g∗ = T ∗idG.
where Lg : G→ G is the left shift by the element g ∈ G.
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The Hamiltonian H is left-invariant, so we assume that H ∈ C∞(g∗). A Hamiltonian
vector field is a sum of the horizontal and the vertical parts [1]:
~H(τ(g, p)) = d(g,p)τ( ~Hhor(g, p) + ~Hvert(p)),
~Hhor(g, p) = dLgdpH, ~Hvert(p) = (ad
∗ dpH)p,
(3)
where dpH ∈ T ∗p g∗ ' g is the differential of H at a point p.
The Hamiltonian system λ˙ = ~H(λ) is triangular (its vertical part is independent
of state variables). So, one can naturally consider symmetries of the exponential map
induced by symmetries of the vertical part of the Hamiltonian system (see complete
statement in Theorem 1).
A plan of investigation of optimality of extremal trajectories reads as follows.
1. Parametrization of extremal trajectories.
2. Description of symmetries of the vertical part of the Hamiltonian system. Extension
of these symmetries to symmetries of the exponential map.
3. Search for Maxwell points that correspond to symmetries. Search for the first
Maxwell time as a function tmax : g
∗ → R+ ∪ {+∞}.
4. Estimation of the first conjugate time, i.e., the function tconj : g
∗ → R+ ∪ {+∞}
such that a pair (p, tconj(p)) is a critical point of the exponential map.
5. Verification of the condition tmax(p) 6 tconj(p) for almost all p ∈ g∗.
6. Application of the Hadamard theorem on global diffeomorphism [3] to the map
Exp (·, t1) : {p ∈ g∗ \ 0 | t1 < tmax(p)} → G \ ({id} ∪M),
whereM is the closure of the Maxwell set.(A smooth non-degenerate proper map of
connected and simply connected manifolds of equal dimensions is a diffeomorphism.)
We need items 4 and 5 to verify the non-degenerateness condition of the Hadamard
theorem. If implementation of all these steps is complete, than the first Maxwell time is
actually the cut time.
Notice, that implementation of this program is not guaranteed. For example, sym-
metries of the vertical part of the Hamiltonian system may not produce a complete de-
scription of the Maxwell set. Such situation appears in Euler elasticae problem [4, 5].
However this method works in several sub-Riemannian [6] and Riemannian problems (see
references below):
1. Sub-Riemannian problem on Heisenberg type group
(C. Autenried, M. Godoy Molina [7]).
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2. Free nilpotent sub-Riemannian problem with growth vector (3, 6)
(O. Myasnichenko [8] and independently A. Montanari and D. Morbidelli [9], also
some results in general case of free step two Carnot group achieved by L. Rizzi and
U. Serres [10]).
3. Generalized Dido problem (Yu. L. Sachkov [11, 12, 13]).
4. Sub-Riemannian problem on Engel group (A. A. Ardentov, Yu. L. Sachkov [14, 15,
16, 17]).
5. Sub-Riemanian problems on the Lie groups SL2(R), PSL2(R), SO3, SU2 (U. Boscain,
F. Rossi [18], and independently, using another techniques by V. N. Berestovskii
and I. A. Zubareva [19, 20]), also C. Autenried and I. Markina considered some
generalizations to Shtiefel manifolds [21].
6. Riemannian problems on the Lie groups SL2(R), PSL2(R), SO3, SU2 (A. V. Podob-
ryaev, Yu. L. Sachkov [22, 23]).
7. Sub-Riemannian problem on the Lie group SE2 (Yu. L. Sachkov [24, 25, 26], the first
paper in collaboration with I. Moiseev).
8. Sub-Riemannian problem on the Lie group SH2 (Ya. A. Butt, Yu. L. Sachkov,
A. I. Bhatti [27, 28]).
9. The problem of a rolling sphere on the plane without twisting and slipping
(Yu. L. Sachkov [29]).
Here we have the problems on nilpotent groups (1–4), compact groups (SO3, SU2),
semisimple groups (SL2(R), PSL2(R)), semidirect product of commutative and compact
groups (7, SE2 = R2h SO2), semidirect product of commutative and nilpotent groups (8,
SH2 = R2 h R), direct product of compact and commutative groups (9, SO3 × R2).
Left-invariant optimal control problems on nilpotent Lie groups are of special interest
due to existence of a nilpotent approximation [30] of control systems.
In the problems listed above an extension of symmetries of the vertical subsystem to
symmetries of the exponential map was constructed by explicit formulas for the map Exp
(i.e., an explicit parametrization of extremal trajectories) or by an explicit form of the
Hamiltonian system. Existence of such extension was not guaranteed a priori.
In Section 1 we introduce conditions for existence of extension of symmetries of the
vertical subsystem to symmetries of the exponential map. Also there is a general con-
struction of such symmetries and some corollaries. The proof is in Section 2. We describe
a non-trivial example in Section 3.
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1 The main result
Let G be a connected Lie group, g be its Lie algebra. Consider the cotangent bundle
T ∗G with the action of the group G by left shifts. Let H ∈ C∞(T ∗G) be a left-invariant
Hamiltonian, ~H be the corresponding Hamiltonian vector field, ~Hhor and ~Hvert be its
horizontal and vertical parts, respectively, see (3).
Theorem 1. Let G be a connected Lie group, such that generic stabilizer of the coadjoint
action is connected and has dimension not more than 1. Assume that H : T ∗G → R is
a left-invariant Hamiltonian, and an operator σ∗ : g∗ → g∗ is such that σ∗ preserves the
Hamiltonian H and there holds one of the two conditions:
(a) σ∗( ~Hvert) = ~Hvert and σ is an automorphism of the Lie algebra g;
(b) σ∗( ~Hvert) = − ~Hvert and σ is an anti-automorphism of the Lie algebra g.
Then the pair of diffeomorphisms (s, S−1) is a symmetry of the exponential map, where
s(p, t) =
{
(σ∗p, t), in case (a),
(σ∗et ~Hvertp, t), in case (b),
and S : G→ G is the (anti-)automorphism of the Lie group such that didS = σ.
Remark 1. The condition for generic stabilizer of the coadjoint action plays role only
for symmetries of case (b).
Remark 2. In case (b) if σ is an anti-automorphism, then −σ is an automorphism and
one can construct a symmetry as in case (a). But it is not what we want. We construct
not any symmetry, but a special kind of symmetry for case (b). Notice that in case (b)
the curve
{Exp ◦s(p, τ) = pi ◦ eτ ~H ◦ σ∗ ◦ eτ ~Hvert(id, p) | τ ∈ R+}
is not an extremal trajectory, unlike the situation in case (a). The extremal trajectory
{Exp(σ∗et ~Hvertp, τ) | τ ∈ R+} is symmetric to the initial extremal trajectory {Exp(p, τ) | τ ∈
R+}.
Usually symmetries of case (b) are essential for construction of Maxwell strata in
applications. In examined situations there is an open subset of extremal trajectories that
intersect the corresponding Maxwell stratum.
Everywhere below we consider symmetries (s, S−1) of the exponential map such that
σ satisfies the hypotheses of Theorem 1. We call σ∗ the symmetry of the vertical part of
the Hamiltonian vector field.
Definition 4. The Maxwell sets in the pre-image and in the image of exponential map,
corresponding to the symmetry (s, S−1), are the sets
Mσ∗ = {(p, t1) ∈ W × R+ | Exp(p, t1) = Exp ◦s(p, t1)}, Mσ∗ = ExpMσ∗ ,
respectively.
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Remark 3. It follows directly from Theorem 1 that the Maxwell set in the image of the
exponential map Mσ∗ is a subset of the set of fixed points GS of the mapping S. Let
Fσ∗(g) = 0 be an equation of G
S, where Fσ∗ : G → Rk, for some k. This allows us to
determine the Maxwell time tσ
∗
max : g
∗ → R+ ∪ {+∞}, corresponding to the symmetry σ∗,
by the implicit function
Fσ∗(Exp (p, t
σ∗
max(p))) = 0.
To find the set of the first Maxwell points corresponding to symmetries we need to inves-
tigate these implicit functions for different symmetries to find the first Maxwell time.
Corollary 1. Assume that there are two left-invariant optimal control problems on a Lie
group and a symmetry of the vertical parts of both Hamiltonian vector fields. If two ex-
tremal trajectories corresponding to these problems meet one another, then the symmetric
trajectories meet one another as well with the same values of time and cost functional.
Corollary 2. Let G be a connected compact Lie group. If a normal extremal trajectory
meets a geodesic of the Killing metric, then the symmetric extremal trajectory meets the
symmetric geodesic of the Killing metric at the same instant of time.
Proof. Corollary 1 immediately follows from Theorem 1.
The vertical part of the Hamiltonian vector field is trivial for the Riemannian problem
for the Killing metric (see, for example, [1]). Thus, any symmetry of the vertical part
of the Hamiltonian system for the optimal control problem is a symmetry of the vertical
part of the Hamiltonian vector field for the Riemannian problem for the Killing metric.
Corollary 2 follows from Corollary 1.
Remark 4. For any element g ∈ G of a compact connected Lie group there exists ξ ∈ g
such that g = exp (ξ). By definition we have S−1(g) = exp (σ−1ξ). This does not depend
on a choice of the element ξ, because the (anti-)automorphism σ preserves fibers of the
map exp. For a compact Lie group G one-parametric subgroups gξ(t) = exp (tξ) are
geodesics of the bi-invariant Riemannian metric that is defined by the Killing form [1].
2 Proof of Theorem 1
Define the diffeomorphism S∗ : T ∗G→ T ∗G as follows
S∗(λ) = (dS−1(g)S)
∗(λ), λ ∈ T ∗G, pi(λ) = g ∈ G.
By definition we have
pi ◦ S∗ = S−1 ◦ pi, (4)
S∗|T ∗idG = σ∗. (5)
Moreover S∗ is symplectomorphism of the canonical symplectic structure ω on T ∗G.
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Lemma 1. The equality (S∗)−1 ◦ et ~H ◦ S∗ = et−−−−−→(H◦S∗) is satisfied.
Proof. Obviously (S∗)−1 ◦ et ~H ◦ S∗ = et(S∗)−1 ~H . Then, by definition of the Hamiltonian
vector field ~H, we have
d(H ◦ S∗) = dH ◦ dS∗ = ω(dS∗(·), ~H).
Since S∗ is a symplectomorphism, this is equal to ω(·, (dS∗)−1 ~H). So, by definition of the
Hamiltonian vector field
−−−−−→
(H ◦ S∗) we get the statement of Lemma.
Next we find out how the diffeomorphism S∗ acts on the Hamiltonian H.
Lemma 2. If σ is an automorphism of the Lie algebra g and σ∗ preserves the left-invariant
Hamiltonian H, then H ◦ S∗ = H.
Proof. Since S in an automorphism of the Lie group G we have
SLg = LS(g)S ⇒ L∗gS∗ = S∗L∗S(g) ⇒ L∗S−1(g−1)S∗ = S∗L∗g−1 . (6)
Consider the action of diffeomorphism S∗ on the Hamiltonian H:
H(S∗λ) = H(S∗L∗g−1p)
(6)
= H(L∗S−1(g−1)S
∗p), λ = L∗g−1p ∈ T ∗gG, p ∈ g∗.
Due to the left-invariance of the Hamiltonian and formula (5) this is equal to H(σ∗p).
But H is invariant under σ∗, so we get H(S∗λ) = H(p) = H(λ).
As a consequence in case (a) from Lemma 1 and Lemma 2 we obtain et
~H◦S∗ = S∗◦et ~H .
From equalities (4)–(5) it follows that Exp ◦s = S−1 ◦ Exp. So, the pair (s, S−1) is a
symmetry of exponential map in case (a).
Consider now case (b).
Lemma 3. If σ is an anti-automorphism of the Lie algebra g and σ∗ preserves the left-
invariant Hamiltonian H, then the function HR = H ◦ S∗ is right-invariant.
Proof. Since S is anti-automorphism of the Lie group G, instead of formula (6) we get
SLg = RS(g)S ⇒ L∗gS∗ = S∗R∗S(g) ⇒ L∗S−1(g−1)S∗ = S∗R∗g−1 , (7)
where Rg denotes a right-shift by element g ∈ G.
Next, for λ ∈ T ∗gG there exists p ∈ g∗ such that λ = R∗g−1p. Then
HR(λ) = H(S
∗λ) = H(S∗R∗g−1p)
(7)
= H(L∗S−1(g−1)S
∗p).
Due to the left-invariance of the Hamiltonian H and formula (5) this is equal to H(σ∗p) =
H(p) (since Hamiltonian H is invariant under σ∗). So, HR(R∗g−1p) = H(p).
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Lemma 4. The Hamiltonian vector field ~HR is right-invariant and its vertical part in
right trivialization of the cotangent bundle is equal to − ~Hvert.
Proof. Since HR is right-invariant, then ~HR is right-invariant as well. It follows from the
proof of Lemma 1 that ~HR = (S
∗)−1 ~H. Then its vertical part equals (σ∗)−1 ~Hvert = − ~Hvert
(due to the condition of case (b)).
Next we use the following notation. For p ∈ g∗ denote by Gp = {g ∈ G | (Ad∗ g)p = p}
the stabilizer of the covector p with respect to the coadjoint action. Let gp be the Lie
algebra of the stabilizer Gp.
Proposition 1. Assume that p0 ∈ g∗ is such that the stabilizer Gp0 is connected, dimGp0 6
1 and p0(gp0) 6= 0. Then
et
~HR ◦ et ~Hvertp0 = et ~Hp0 for all t ∈ R+.
Proof. Define the curves
p : [0, t]→ g∗, pτ = eτ ~Hvertp0,
p− : [0, t]→ g∗, p−τ = e−τ ~Hvertpt = p(t− τ).
Denote by
JL : T
∗G→ g∗, JL(λ) = R∗g(λ), λ ∈ T ∗G,
JR : T
∗G→ g∗, JR(λ) = L∗g(λ), λ ∈ T ∗G,
the momenta maps of the left and right action of the Lie group G on T ∗G, respectively.
From symplectic reduction theory [31] it is known that
1. The trajectory of the left-invariant Hamiltonian vector field ~H passing through the
point p0 is contained in the level-set J
−1
L (p0).
2. The trajectory of the right-invariant Hamiltonian vector field ~HR passing through
the point pt is contained in the level-set J
−1
R (pt).
3. The manifold J−1L (p0) is a bundle over the coadjoint orbit (Ad
∗G)p0. The projection
map is JR : J
−1
L (p0) → (Ad∗G)p0 and the fibers are the orbits of the left action of
the group Gp0 .
4. The manifold J−1R (pt) is a bundle over the coadjoint orbit (Ad
∗G)pt. The projection
map is JL : J
−1
R (p0)→ (Ad∗G)pt and the fibers are the orbits of the right action of
the group Gpt .
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5. The projections JR and JL take the left- and right-invariant Hamiltonian vector
fields to their vertical parts: JR ~H = ~Hvert, JL ~HR = − ~Hvert.
6. If gL(t) = pie
t ~Hp0, then (Ad
∗ gL(t))p0 = pt (it follows from 3 and 5). So, the coadjoint
orbits of p0 and pt coincide one with another. Denote this coadjoint orbit by O.
7. The intersection Γ = J−1L (p0) ∩ J−1R (pt) is an orbit of the left action of the group
Gp0 and at the same time is an orbit of the right action of the group Gpt . For any
f ∈ pi(Γ) we have Gpt = f−1Gp0f .
It follows from 1, 2, 7 and the assumption of Proposition 1 that the trajectories of
the Hamiltonian vector fields ~H and ~HR passing through p0 and pt (respectively) come at
time t to the submanifold Γ that is connected. We need to show that these trajectories
intersect at time t. This is obvious if dimGp0 = 0, since submanifold Γ is a point. So,
assume that dimGp0 = 1.
We reconstruct [32] the trajectories of the Hamiltonian vector fields ~H and ~HR from
the trajectories of the vector fields ~Hvert and − ~Hvert at the coadjoint orbit O.
Consider the restrictions of the bundles J−1L (p0) and J
−1
R (pt) to the curves p([0, t]) and
p−([0, t]) at the coadjoint orbit O.
ρL : PL = J−1L (p0)|p([0,t]) → p([0, t]), ρR : PR = J−1R (pt)|p−([0,t]) → p−([0, t]).
Definition 5. Let E → B be a principle G-bundle. A principle connection is a g-valued
one-form A on E such that
(1) A(ξ∗) = ξ ∈ g, where ξ∗ is a velocity field of G-action,
(2) ATg = (Ad g)A, where an element g ∈ G acts by a diffeomorphism Tg : E → E.
A curve γ : [0, t]→ E is called a horizontal curve if Aγ˙(t) ≡ 0.
We make a reconstruction of the curves
λL : [0, t]→ PL, λL(τ) = eτ ~Hp0, τ ∈ [0, 1],
λR : [0, t]→ PR, λR(τ) = eτ ~HRpt, τ ∈ [0, 1]
from the curves p, p− in two steps.
First, we introduce principle connections AL and AR on the bundles PL and PR (re-
spectively) and find horizontal curves (in sense of these connections)
γL : [0, t]→ PL, ρL ◦ γL = p, γL(0) = p0, (8)
γR : [0, t]→ PR, ρR ◦ γR = p−, γR(0) = pt. (9)
Second, we look for curves
hL : [0, t]→ Gp0 such that λL(τ) = L(hL(τ))γL(τ) for τ ∈ [0, t], (10)
hR : [0, t]→ Gpt such that λR(τ) = R(hR(τ))γR(τ) for τ ∈ [0, t], (11)
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where by L and R we denote the left- and the right- actions of the groups Gp0 and Gpt
(respectively) on the bundles PL and PR.
Now Proposition 1 immediately follows from Lemmas 5, 6.
Lemma 5. There exist principle connections AL and AR on the bundles PL and PR
(respectively) such that for corresponding horizontal curves we have γL(t) = γR(t).
Proof. Let θ be the canonical Liouville one-form on T ∗G. Consider a curve cL : [0, t]→ PL,
such that cL(0) = p0 and ρL ◦ cL = p. Let f = pi(cL(t)).
Now we construct the curve cR : [0, t] → PR such that ρR ◦ cR = p− and with the
following properties:
cR(0) = pt, cR(t) = cL(t) ∈ Γ, θ(c˙R(τ)) = θ(c˙L(t− τ)), τ ∈ [0, t]. (12)
First, consider a curve CR : [0, t]→ PR such that
CR(0) = pt, CR(t) = cL(t), dpiC˙R(0) = Lf−1dpic˙L(t), dpiC˙R(t) = Rfdpic˙L(0). (13)
Second, consider ∆τ = θ(C˙R(τ)) − θ(c˙L(t − τ)) ∈ R. It follows from (13) that ∆0 =
∆t = 0. Define the family of elements dτ = exp
(
1
pt(ξR)
∆τξR
) ∈ Gpt , where span ξR = gpt .
Notice, that
pt(ξR) = (Ad
∗ f)p0((Ad f−1)ξL) = p0(ξL) 6= 0. (14)
Consider the curve cR(τ) = R(dτ )CR(τ). We obtain
θ(c˙R(τ)) = θ(R(dτ )C˙R(τ))− 1
pt(ξR)
∆τθ(Lpi(CR(τ))ξR).
Since θ(R(dτ )C˙R(τ)) = θ(C˙R(τ)) and θ(Lpi(CR(τ))ξR) = (Ad
∗ pi(CR(τ)))pτ (ξR) = pt(ξR),
we get θ(c˙R(τ)) = θ(C˙R(τ)) − ∆τ = θ(c˙L(t − τ)). So, since d0 = dt = id, the curve cR
satisfies the conditions (12).
Let gp0 = span ξL, where ξL = (Ad f)ξR ∈ gp0 . Define the principle connections on the
bundles PL, PR as
AL =
1
p0(ξL)
θ ⊗ ξL, AR = − 1
pt(ξR)
θ ⊗ ξR. (15)
(We have the sign minus in definition of AR because the projection dpi of the velocity field
of the right Gpt-action is a left-shift of the vector −ξR.) Notice, that the factors of these
connections coincide one with another (14).
Let qL ∈ Gp0 be such that γL(t) = L(qL)cL(pt). Let qR ∈ Gpt be such that γR(t) =
R(qR)cR(p0). We have
qL = exp
( t∫
0
AL(c˙L(t))dt
)
, qR = exp
( t∫
0
AR(c˙R(t))dt
)
.
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Now from equations (12), (14), (15) it follows that qR = f
−1(q−1L )f .
We obtain
pi(γR(t)) = Rq−1R
pi(cR(p0)) = fq
−1
R = ff
−1qLf = LqLpi(cL(pt)) = pi(γL(t)).
But γL(t), γR(t) ∈ Γ, thus JR(γL(t)) = JR(γR(t)) = pt, and γL(t) and γR(t) are uniquely
defined by their projections to the Lie group G. So, γL(t) = γR(t).
Lemma 6. Consider the curves hL and hR defined by (10)–(11), then hR(t) = r
−1hL(t)−1r,
where r = pi(γL(t)).
Proof. The differential equations for hL and hR read as follows:
h˙L(τ) = hL(τ)ηL(τ), hL(0) = id, ηL(τ) = AL( ~H(λL(τ))),
h˙R(τ) = hR(τ)ηR(τ), hR(0) = id, ηR(τ) = AR( ~HR(λR(τ))).
By definitions of connections AL, AR and Hamiltonian vector fields ~H, ~HR we obtain
ηL(τ) =
ξL
p0(ξL)
(R∗gL(τ)−1pτ )(RgL(τ)dpτH) =
ξL
p0(ξL)
pτ (dpτH),
ηR(τ) = − ξR
pt(ξR)
(L∗gR(τ)−1pt−τ )(LgR(τ)dpt−τH) = −
ξR
pt(ξR)
pt−τ (dpt−τH),
where gL(τ) = pi(λL(τ)) and gR(τ) = pi(λR(τ)).
Since Gp0 and Gpt are commutative groups, using (14) we have
hL(t) = exp
( t∫
0
ηL(τ)dτ
)
= exp(IξL), hR(t) = exp
( t∫
0
ηR(τ)dτ
)
= exp(−IξR),
where I =
∫ t
0
pτ (dpτH)dτ . It follows that hR(t) = f
−1h−1L (t)f = r
−1(rf−1)h−1L (t)(rf
−1)−1r.
Since rf−1 ∈ Gp0 , it commutate with h−1L (t), we get hR(t) = r−1h−1L (t)r.
To finish the proof of Proposition 1 we obtain
pi(λR(t)) = pi(γR(t))hR(t)
−1 = (pi(γR(t))r−1)hL(t)r.
Notice that (pi(γR(t))r
−1), hL(t) ∈ Gp0 , so these two elements commutate. Thus
pi(λR(t)) = hL(t)(pi(γR(t))r
−1)r = hL(t)pi(γL(t)) = pi(λL(t)).
Since λL(t), λR(t) ∈ Γ, these elements are uniquely defined by their projections to the Lie
group G. So, λL(t) = λR(t), and we finish the proof of Proposition 1.
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Finally, notice that {p ∈ g∗ | p(gp) 6= 0} is an open dense subset in g∗. Consider
the open dense subset W = {p ∈ g∗ | codim (Ad∗G)p = 1, p(gp) 6= 0} ⊂ g∗. Define
symmetry s on this subset in the pre-image of exponential map. By Proposition 1 we
have et
~H(p) = et
~HR ◦ et ~Hvert(p) for p ∈ W . From Lemmas 1, 3 it follows that this is equal
to (S∗)−1 ◦ et ~H ◦ S∗ ◦ et ~Hvert , and we obtain
et
~H ◦ S∗ ◦ et ~Hvert(p) = S∗ ◦ et ~H(p) for p ∈ W .
Now Theorem 1 follows from (4). 
3 Action of symmetries on a semi-direct product
Applications of the geometric control theory often deal with left-invariant control prob-
lems on semi-direct products of Lie groups. The considered method was successfully
applied to sub-Riemannian problems on the Lie groups SE2 = R2h SO2 (Yu. L. Sachkov,
I. Moiseev [24, 25, 26]), SH2 = R2hR (Ya. A. Butt, Yu. L. Sachkov, A. I. Bhatti [27, 28]),
SO3 × R2 (the problem of a rolling sphere on the plane without twisting and slipping,
Yu. L. Sachkov [29]). In these papers an action of symmetries of exponential map on end-
points of extremal trajectories was described. From Theorem 1 we get a general formula
for this action.
Corollary 3. Let G = G1 hb G2, where b : G2 → AutG1 is a homomorphism. Under
conditions of Theorem 1 a symmetry of the exponential map acts on the Lie group G in
the following way:
S−1(g1, g2) =
{
(S−1g1, S−1g2), in case (a),
(b(S−1g2)(S−1g1), S−1g2), in case (b),
Proof. Immediately follows from Theorem 1 and multiplication law in the group G, that
reads as (g1, g2) · (h1, h2) = (g1b(g2)h1, g2h2).
Example 1. Corollary 3 allows us to clarify the geometric sense of the Maxwell strata
that were found in paper [24] for the sub-Riemannian problem on the Lie group SE2
(group of proper isometries of Euclidean plane). In other words this sub-Riemannian
problem models an optimal parking of unicycle.
A point (v,Rϕ) ∈ R2 h SO2 is a fixed point of a symmetry of case (b) iff S(Rϕ) = Rϕ
and S(v) = R−ϕv, where Rϕ is rotation by angle ϕ. We have two possibilities.
The first one is when S|SO2 is the inversion. In this case if S(Rϕ) = Rϕ, then ϕ = 0 or
ϕ = pi. So, S|R2 equals id or −id, respectively. We have two possible sets of fixed points:
the set of translations and the set of central symmetries. Both these sets are disks that
appear as Maxwell strata.
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The second possibility is S|SO2 = id. Then S|R2 is a reflection with respect to a line
lS. From S(v) = R−ϕv it follows that the set of fixed points is the set of rotations around
points located on the line l⊥S that is orthogonal to the line lS (including translations along
the line lS, considered as rotations with infinite center at the line l
⊥
S ). This set is a Mo¨bius
strip (see Lemma 7 below).
But only two Mo¨bius strips appear as Maxwell strata. Because our symmetry is not
just anti-automorphism, but it is induced from a symmetry of the vertical part of the
Hamiltonian vector field. These Mo¨bius strips correspond to two orthogonal lines x and
y in R2, where the base vector of the line x indicates the initial position of unicycle.
It is easy to see from this geometric interpretation for Maxwell strata, that points of
the Mo¨bius strip of rotations around centers on the axis y cannot be cut points. Indeed,
the corresponding optimal trajectory in the plane (x, y) is a circle with center on the axis
y.
Lemma 7. The set of rotations around centers that lies on a fixed line (including infinite
center) is a Mo¨bius strip.
Proof. Consider a cylinder [−∞,+∞]× S1 of pairs consisting of a center of rotation and
an angle of rotation. To construct the set mentioned above from this cylinder one needs
to perform the following steps (see Figure 1):
1. identify the bases of the cylinder (by identifying opposite points on the base circles);
2. identify all points of the circle S10 , corresponding to rotations by zero angle, because
all points of this circle generate the same transformation of the plane;
3. remove the point T∞ (on the identified bases) that corresponds to the infinite transla-
tion.
Figure 1: The Mo¨bius strip consisting of rotations around centers that are on a fixed line.
Base circles are identified by the directions of arrows.
We get a Klein bottle after step 1. To make step 2, cut the bottle along a circle, we
get a Mo¨bius strip. Identify all its boundary points, i.e., glue this Mo¨bius strip and a disk
along their boundaries. We get a projective plane. It remains to cut one point (step 3),
we get a Mo¨bius strip.
13
Example 2. The geometric sense of the Maxwell strata for sub-Riemannian problem on
the Lie group SH2 [27] is quite similar to SE2-case. There are the set of translations and
two sets of hyperbolic rotations around points located on two orthogonal lines (including
infinite centers of rotations). All of these sets are homeomorphic to R2.
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