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Abstract
We introduce the notion of a quasi-matroidal class of ordered simplicial com-
plexes: an approximation to the idea of a matroid cryptomorphism in the landscape
of ordered simplicial complexes. A quasi-matroidal class contains pure shifted simpli-
cial complexes and ordered matroid independence complexes. The essential property
is that if a fixed simplicial complex belongs to this class for every ordering of its ver-
tex set, then it is a matroid independence complex. Some examples of such classes
appear implicitly in the matroid theory literature. We introduce various such classes
that highlight different apsects of matroid theory and its similarities with the theory
of shifted simplicial complexes. For example, we lift the study of objects like the Tutte
polynomial and nbc complexes to a quasi-matroidal class that allows us to define such
objects for shifted complexes. Furthermore, some of the quasi-matroidal classes are
amenable to inductive techniques that can’t be applied directly in the context of ma-
troid theory. As an example, we provide a suitable setting to reformulate and extend
conjecture of Stanley about h-vectors of matroids which is expected to be tractable
with techniques that are out of reach for matroids alone. This new conjecture holds
for pure shifted simplicial complexes and matroids of rank up to 4.
˚J. A. Samper thanks Isabella Novik for the research assistant positions funded through NSF Grant DMS-
1361423.
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1 Introduction
The term cryptomorphism is an informal mathematical notion that was invented by Birkhoff
[Bir67] in order to capture the phenomenon that a class of objects can be described in sev-
eral different ways that are not trivially equivalent. Matroids, as an abstract apparatus
to study the notion of independence in mathematics, can be defined by a wide variety of
axioms that are equivalent, yet have various distinct flavors. Classical matroid crypto-
morphisms include, among others, the independence, circuit, basis exchange, submodu-
larity, flat exchange, and closure axioms. Each such set of axioms provides a natural way
to study matroids. Furthermore, there are many theorems in matroid theory that seem
to be deeply connected to specific axioms: they are quite easy to prove from one point
of view and quite hard from another one. For an introduction to the theory of matroids
and many existing cryptomorphisms the reader is referred to the books of Oxley [Oxl92],
Welsh [Wel76] and the book chapters by Bjo¨rner [Bjo¨92] and Ardila [Ard15].
Various other cryptomorphisms of matroids have appeared over the years and have
turned out to also be useful for many other purposes. Interesting examples come from the
theory of simplicial complexes via purity of induced subcomplexes, commutative algebra
via the Cohen-Macualayness of the Stanley-Reisner ring of the independence complex
and all of its induced subcomplexes (see [Sta96]), the theory of polytopes via the matroid
basis polytope (see [GGMS87]) and optimization via the greedy algorithms working for
varying weights (see [Bjo¨92]).
Many theorems about matroids appear to have an axiom or a natural set of axioms
attached to them in the sense that those axioms play the key role in proving the desired
property. For example, the fact that matroids are shellable follows naturally from the ex-
change axiom, and the theory of internal activities follows from the shellability property.
On the other hand, the pure subcomplexes cryptomorphism seems to be a natural con-
sequence of the independence axiom. Also, the behavior of nbc complexes and external
activity theories appear to be governed by the circuit axiom. Following this heuristic line
of thought, the behavior of the Tutte polynomial would have to be captured by the ex-
change axiom and the circuit axiom, as it has a natural interpretation in terms of internal
and external activities.
Two particularly interesting cryptomorphisms come from the theory of ordered ma-
troids. In particular, Bjo¨rner [Bjo¨92] proved that a simplicial complex is the independence
complex of a matroid if and only if, for every ordering of the vertex set, the induced lex-
icographic order on the facets is a shelling order. Another outstanding characterization,
due to Gale [Gal68], is the minimality property in the coordinatewise order, now called
the Gale ordering. A family of d-element subsets of a fixed setE is the set of bases of a ma-
troid if and only if for every order of E the minimal lexicographic facet is componentwise
minimal, that is, if b1 ă ¨ ¨ ¨ ă br are the elements of the smallest basis in the lexicographic
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order and b11 ă ¨ ¨ ¨ ă b1r are the elements of any other facet, then bi ď b1i for all i.
The reason for the last two characterizations to be of a particular interest is the fol-
lowing: they both give a property of ordered simplicial complexes that has to be satisfied
for all possible orderings of the groundset. It is standard in matroid theory, just as in
linear algebra when one has a collection of vectors, to endow the groundset of the in-
dependence complex with a total order. For instance, the widely studied nbc complex
(see for example [Bry77]) of a matroid is an object that can only be constructed once an
order for the groundset of the matroid is fixed. In fact, different orders of the groundset
may give many non-isomorphic nbc complexes. Another example comes from the the-
ory of the Tutte polynomial (see for [Tut54, Cra69]), a bivariate polynomial with integer
coefficients that can be associated to every matroid. The Tutte polynomial encodes all
invariants of matroids that satisfy a linear deletion-contraction recurrence. It is known
that the coefficients of the Tutte polynomial are non-negative integers, but a combinato-
rial interpretation of the coefficients of the polynomial is only known once an order for
the groundset is fixed.
Additional motivation to study orderings of the groundset more carefully comes from
the theory of shifted complexes. They form a remarkable class of simplicial complexes
that became popular because of their simple, yet elegant and useful structure. Shifted
complexes appear in the proof of the Kruskal-Katona theorem on face enumeration of
simplicial complexes (see [Kru63, Kat68]) and in Kalai’s algebraic shifting theory [Kal02]
which does the same enumeration while keeping track of more refined invariants of the
original simplicial complex. The definition of shifted simplicial complexes, i.e., ordered
complexes in which big vertices can be replaced by small vertices without leaving the
complex, appears to have the same flavor to that of matroid theory via the exchange
axiom. However, the two classes of complexes are quite different: the former relies on a
specific order of the groundset and contains many complexes that are not matroids, while
most matroids on a fixed groundset are not shifted for any choice of ordering.
The similarities between the two classes are, however, quite striking. For example, as-
suming purity in the shifted class, both classes admit quite natural shelling orders (once
matroids are ordered) and the combinatorial invariants read from both shelling orders be-
have quite similarly. Furthermore, both classes admit a very flexible theory of restrictions
and contractions, both are closed under a certain type of duality, and in both cases the cor-
responding Gale orderings have a minimum. In addition, the intersection of both classes
of complexes is remarkable: ordered complexes that are simultaneously shifted and ma-
troid independence complexes are sometimes called Schubert matroids; they correspond
to the matroids associated to generic points in Schubert strata of (framed) Grassmannian
manifolds.
An even more remarkable and mysterious similarity comes from the theory of com-
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binatorial Laplacians as introduced by Eckmann [Eck45] and Friedman [Fri98]. For a
simplicial complex ∆, let pC‚p∆q, Bq be the simplicial chain complex of ∆ over R and let
pC‚p∆q, δq be the dual complex obtained by using the natural face basis in each degree of
the chain complex. For every integer k, the operator Dk :“ δB ` Bδ, called the Laplacian
of ∆, is a self-adjoint operator on Ckp∆q that has non-negative real eigenvalues. It is then
desirable to relate the spectral theory of Dk to the combinatorial structure of ∆ just as in
spectral graph theory: graphs can be viewed as one-dimensional simplicial complexes
and the classical spectral theory is a special case of this one.
It was shown in a series of papers ([KRS00, Den01, DR02, Koo04, Duv05]) that the
eigenvalues of the Laplacians of both matroid independence complexes and shifted sim-
plicial complexes are integer numbers. Furthermore, the eigenvalues can be put into a
bivariate generating function, called the spectral polynomial, that satisfies a special kind
of recurrence similar to the deletion-contraction recurrence for matroids, except that it
has an error correction term coming from relative topology. This is a very rare property:
the Laplacian operators of most simplicial complexes on a fixed vertex set do not have
integral spectra. This leads naturally to the following question that has been repetedly
asked.
Question 1.1 ([Rei01, Duv14, DR02]). Is there a class of simplicial complexes that contains ma-
troid independence complexes and shifted simplicial complexes, and explains the integral Laplacian
phenomenon?
Yet another reason for a more detailed study of ordered complexes comes from the
theory of f -vectors of matroids. The f -vector pf0, . . . , fdq of a rank-d simplicial complex
∆ enumerates faces of each rank, i.e the entry fi counts the number of independent sets
(or faces of the independence complex) of rank i. It is natural to ask for a characterization
of the possible f -vectors of matroids. This question has been answered entirely and quite
succesfully for other classes of simplicial complexes: for instance the class of all simplicial
complexes [Kru63, Kat68], the class of Cohen-Macaulay simplicial complexes [Sta77], and
the class of simplicial polytopes [BL81, Sta80]. The h-vector of a matroid is an invertible
transformation of the f -vector that is sometimes more convenient. Thus an equivalent
question is that of classifying the possible h-vectors of matroids. The advantage here is
that the h-vector theory of a matroids has a combinatorial realization provided by the
lexicographic shelling order of the bases of the matroid, after fixing one ordering of the
groundset (see Bjo¨rner [Bjo¨92] for details).
Even though the family of h-vectors of matroids is believed to be quite wild and hope-
less to fully classify, there are several restrictions the possible values such a vector can
take. An astonishing result of Adiprasito, Huh, and Katz [AHK15], that builds on previ-
ous work of Huh and Katz [Huh12, HK12], proves that the f -vector of the nbc complex
of a matroid is log concave, thus resolving a long standing conjecture due to Heron, Rota
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and Welsh. This imposes strong restrictions on the family of f -vectors of matroids.
One of the most intriguing questions in matroid theory concerns the h-vector of the
independence complex of a matroid. Given an ordered rank- d matroid, the lexicographic
order on the bases is a shelling of the independence complex and the same holds for
nbc bases. It follows that the independence complex and the nbc complex of a matroid
are Cohen-Macaulay, thus the corresponding h-vectors are O-sequences. In other words,
there is a family of monomials O closed under divisibility with exactly hi monomials of
degree i for every i “ 1, . . . , d. The known general constructions for O are not combina-
torial and the stucture of O has little to do with the structure of the matroid. It is easy to
find several O-sequences that are not h-vectors of matroids, thus one might ask if there
are other conditions that h-vectors of matroids have to satisfy. In 1977 Stanley posited the
following conjecture on h-vectors of matroids.
Conjecture 1.2 ([Sta77]). The h-vector of a matroid independence complex is a pureO-sequence.
Being a pureO-sequence simply means that there exists a multicomplexO that realizes
the h-vector of the independence complex of the matroid with the additional property that
all maximal monomials of O with respect to divisibility have the same degree. Stanley’s
conjecture has received a lot of attention in the last few decades and is known to hold for
various special classes of matroids [Mer01, Sch10, Oh13, MNRIVF12, DLKK12, HSZ13,
CKV14, Oh11, KS15, Dal15]. See [KS15] or Dall [Dal15] for details about the current status
of the conjecture.
More is known about matroid h-vectors. Hibi [Hib89] found a set of inequalities satis-
fied by pure O-sequences and Chari [Cha97] provided a topological decomposition of the
independence complex a matroid that implies Hibi’s inequalities for the h-vector. Further-
more, Swartz [Swa03] provided an algebraic version of these inequalities in the artinian
reduction of the Stanley-Reisner ring of the independence complex. Juhnke-Kubitzke
and Van Dinh [JKD16] proved such inequalities for h-vectors of nbc complexes of repre-
sentable matroids building on work of Huh [Huh15].
In [KS15] Klee and the author conjectured a more refined version of Stanley’s con-
jecture that predicts the existence of a multicomplex O whose combinatorial structure is
related to the combinatorial structure of the underlying matroid. The idea is to use the
shelling order: each monomial of O corresponds to a basis of the matroid and depends
on the restriction set of the basis. There are two main obstructions to such an approach.
The first one is that constructing a matroid by using the shelling order yields intermediate
complexes that do not come from matroids. The second one is that the purity cannot be
expected to hold during the whole process, which means that a substitution for purity is
required in the inductive setting.
The main goal of this paper is to discuss three quasi-matroidal classes of complexes,
i.e., classes of ordered simplicial complexes that contain all ordered matroids and all pure
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shifted complexes and such that a fixed simplicial complex that belongs to the quasi-
matroidal class in question for every order of its vertex set is necessarily the indepen-
dence complex of a matroid. Examples of quasi-matroidal classes are implicitly known
in the literature. For instance, the class of ordered complexes with the property that the
lexicographic order of the facets is a shelling order is an example. The class of ordered
complexes for which the Gale ordering has a minimum is another example. Various new
quasi-matroidal classes will be described in this paper. Three of these classes are deeply
related to three classical cryptomorphisms: the independence, exchange, and circuit ax-
ioms. The three classes are pairwise different, enjoy some interesting properties of ma-
troids and elucidate similarities between matroids and shifted complexes.
The following list summarizes our results on quasi-matroidal classes:
• Each class carries a piece of matroid theory, and thus effectively provides a way to
classify some matroid properties according to the classical matroid properties that
need to be extended to achieve analogous results.
• The independence quasi-matroidal class implies that many of induced subcom-
plexes are pure and provides a formal dependence relation between the indepen-
dence axiom and the purity of induced subcomplexes.
• The exchange quasi-matroidal class turns out to be a subclass of the complexes that
are shellable in lexicographic order. It provides a meaningful internal activity theory
and is closed under what we call Gale truncations, which makes it a suitable class
of complexes to do induction on the number of facets.
• The circuit quasi-matroidal class gives a good theory of fundamental circuits and a
well behaved nbc complex theory.
• The intesection of the exchange and circuit quasi-matroidal classes imply that the
nbc complex is pure shellable and that there is a well behaved Tutte polynomial
whose coefficients can be interpreted combinatorially in terms of internal and exter-
nal activities.
• The complexes belonging to the independence and exchange quasi-matroidal classes
that also satisfy another technical restriction admit a reformulation of the conjecture
of Klee and the author [KS15]. This conjecture turns the purity part of Stanley’s
conjecture into a poset theoretic restriction, which is suitable for induction on the
number of bases (or facets).
• The new conjecture is satisfied by Gale truncations of matroids of rank up to four
and Gale truncations of the internally perfect matroids defined by Dall [Dal15]. Fur-
thermore, in order to verify the conjecture for complexes of rank d, it suffices to
verify it for complexes with no more than 2d´ 1 vertices.
• It is also shown that the new conjecture is satisfied by pure shifted complexes. This
provides a new proof of Stanley’s conjecture for Schubert matroids.
The paper is organized as follows. Section 2 provides some background and defi-
6
nitions. Section 3 introduces the notion of a quasi-matroidal classes and studies some
basic properties. Section 4 is devoted to the independence, exchange, and circuit quasi-
matroidal classes and discusses some basic properties of each resulting class of com-
plexes. Section 5 deals with the first facet property, a condition on the local structure of the
ordered simplicial complexes that provides a lot of flexibility to play with combinatorial
operations that preserve some quasi-matroidal classes. Section 6 discusses complexes in
the intersection of the exchange and circuit quasi-matroidal classes and develops a theory
of Tutte polynomials and nbc complexes. Section 7 gives the relaxation of the conjecture
of Klee and the author for complexes with the first facet property that belong to the inde-
pendence and exchange quasi-matroidal classes. It ends with a proof of the new conjec-
ture for shifted complexes. Section 8 contains open problems, brief descriptions of future
research projects and various comments about connections to the existing literature.
Acknowledgements I would like to thank Isabella Novik, Steve Klee, Vic Reiner, Ernest
Chong, Jeremy Martin and Gillaume Chapuy for many interesting conversations and sug-
gestions.
2 Preliminaries
An ordered simplicial complex is a pair Ψ “ pE,∆q where E is a totally ordered finite set
and ∆ Ď 2E is a simplicial complex, that is, if A P ∆ and B Ă A, then B P ∆. Matroid
terminology will be used throughout the paper. Elements of ∆ are called independent sets.
Maximal under inclusion independent sets are called bases. The set of bases is denoted
by B. A complex Ψ is called pure if all the bases have the same cardinality. The smallest
lexicographic basis is denoted by B0. Minimal elements not in ∆ are called circuits. The
set of circuits is denoted by C. The rank of an independent set is equal to its cardinality
and the rank of a subset A of E is the maximum rank of an independent set contained
in A. Abusing notation, define the rank of Ψ to be the rank of E. The rank of Ψ is usu-
ally denoted by d. Two ordered complexes Ψ “ pE,∆q and Ψ1 “ pE 1,∆1q are said to be
isomorphic if |E| “ |E 1| and the unique ordered bijection of E and E 1 induces a bijection
between ∆ and ∆1.
A loop of Ψ is an element of E that is not in any basis. A vertex is an element of E that
is not a loop. The set of vertices of Ψ is denoted by V pΨq. A coloop is an element of Ψ
that belongs to every basis. For A Ă E, define the restriction Ψ|A to be the pair pA,∆|Aq,
where ∆A “ tI P ∆ : I Ď Au. The deletion Ψ{teu of an element e that is not a coloop is the
restriction to Ezteu. The contraction Ψzteu of an element e that is not a loop is the complex
pEzteu,Link∆peqq, where Link∆peq “ tI P ∆ | e R I and I Y teu P ∆u. The contraction ΨzI
of an independent set I is the complex that results from contracting the vertices of I in
any order. For an independent set I , let BI,0 be the smallest lexicographic basis of ΨzI .
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The complex pteu, tHuq is denoted by Ψloop and the complex pteu, tH, teuuq is denoted by
Ψcoloop.
Given two ordered complexes Ψ “ pE,∆q and Ψ1 “ pE 1,∆1q, a shuffle spE,E 1q of E
and E 1 is an ordered set with order preserving inclusions j : E Ñ X and j1 : E 1 Ñ X ,
such that jpEq X j1pE 1q “ H and jpEq Y jpE 1q “ spE,E 1q. Given a shuffle spE,E 1q of E
and E 1, the join Ψ ˚spE,E1q Ψ1 :“ pspE,E 1q,∆ ˚ ∆1q is the complex whose independent sets
are of the form jpIq Y j1pI 1q for some I P ∆ and I 1 P ∆1. If the ranks of Ψ and Ψ1 are
equal, the connected sum Ψ#Ψ1 is the complex obtained by identifying B0 and B10 via
the unique order preserving bijection. The rank-k skeleton Ψpkq of Ψ is the the complex
pE,∆pkqqwhose independent sets are the independent sets of ∆ of rank at most k.
Let B be a basis. An element e P EzB is called externally active with respect to B
if there is a circuit C Ă B Y teu such that e is the smallest element of C. An element
e P EzB is externally passive if it is not externally active. The sets of externally active
and passive elements of B are denoted by EApBq and EP pBq respectively. An element
b P B is called internally active ifB is the smallest basis in lexicographic order that contains
Bztbu. Equivalently, there is no b1 ă b that is not in B and such that pBztbuq Y tb1u P B. An
element b P B is internally passive if it is not internally active. The sets of internally active
and passive elements of B are denoted by IApBq and IP pBq respectively.
A broken circuit of Ψ is a subset D of E that is of the form C ´ tcu, where C is a circuit
and c is the smallest element of c. The nbc complex nbcpΨq of Ψ is the complex pE,Γqwhose
bases are the bases of Ψ that do not contain a broken circuit.
The Gale ordering of a pure ordered complex Ψ is the poset GalepB,ăGaleq defined by
the following relation: B ăGale B1 if and only if the elements of B “ tb1 ă ¨ ¨ ¨ ă bdu
and B1 “ tb11 ă b12 ă ¨ ¨ ¨ ă b1du satisfy bi ď b1i for every i. Let J be an order ideal of
GalepB,ăGaleq. The Gale truncation at J is the complex ΨrJ s :“ pE,∆rJ sq whose bases
are the elements of J .
The Internal poset IntpΨq “ pB,ăintq of Ψ is defined by the relationB1 ďint B2 whenever
IP pB1q Ď IP pB2q.
An ordered complex Ψ is an ordered matroid if and only if either of the following three
equivalent axioms is satisfied:
i. Independence axiom: If I1 and I2 are independent sets such that |I1| ą |I2| then
there is an element i P I1zI2 such that I2 Y tiu P ∆.
ii. Exchange axiom: If B1 and B2 are bases and b1 is an element in B1zB2, then there is
b2 P B2zB1 such that B1ztb1u Y tb2u is a basis.
iii. Circuit axiom: If C1 and C2 are circuits and c P C1 X C2, then there is a circuit C3
contained in pC1 Y C2qzc.
A simple consequence of matroid duality (e.g see [Gal68]) is that GalepΨq has a minimum
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and a maximum whenever Ψ is an ordered matroid. Furthermore, Gale showed that this
is a property that in fact characterizes matroids.
Theorem 2.1. [Bjo¨92] A simplicial complex ∆ is the independence complex of a matroid if and
only if the the Gale poset of Ψ “ pE,∆q has a minimum for every ordering E of the vertex set of
∆.
Notice that the order of E is not used at all in the definition of a matroid. The ordered
uniform matroid of rank d over an ordered set E is the complex UE,d “ pE,Xdqwhose bases
are all the d-subsets of E.
An ordered complex Ψ “ pE,∆q is shifted if the following holds: if B is a basis and
i ă j P E are such that i R B and j P B, then BztiuYtju is also a basis. Equivalently, Ψ is a
Gale truncation of UE,d for some d. The Gale ordering of a shifted complex is isomoprhic
to an ordered ideal of Young’s lattice of integer partitions.
The f -vector of a rank-d complex Ψ is the vector pf0, f0, . . . , fdq where fi is the number
of independent sets of rank i. Notice that the empty set is the only independent set of
rank 0, thus f0 “ 1. The h-vector ph0, . . . , hdq of Ψ is given by the following polynomial
relation
hpΨ, xq :“
dÿ
j“0
hjx
j “
dÿ
j“0
fjt
jp1´ tqd´j. (1)
The h-vector carries the same information as the f -vector and is sometimes more conve-
nient, in particular, when studying simplicial complexes through the lens of commutative
algebra.
A shelling order of a pure complex Ψ is an order B1, . . . Bk of the bases such that for
every i ă j there is k ď j and b P Bj such that BiXBj Ď BkXBj “ Bjztbu. The complex Ψ
is said to be shellable if it admits a shelling order. The following property holds for every
shelling order B1, . . . , Bk of a complex Ψ: For every j “ 1, . . . k there is a unique minimal
subset RpBjq of Bj such that for every i ă j the set RpBjq is not contained in Bi. It turns
out that
hpΨ, xq “
kÿ
j“1
x|RpBjq|. (2)
It is known that both, ordered and pure shifted complexes are shellable. The lexico-
graphic order of the bases is a shelling order. Again, this is another matroid defining
property.
Theorem 2.2. [Gal68] A simplicial complex ∆ is the independence complex of a matroid if and
only if the the Gale poset of Ψ “ pE,∆q has a minimum for every ordering E of the vertex set of
∆.
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A pure ordered complex Ψ “ pE,∆q is vertex decomposable if and only if either one of
the following holds:
• Ψ has exaclty one basis.
• There exists a vertex e of Ψ such that Ψ{teu is vertex decomposable of the same rank
of Ψ and Ψzteu is vertex decomposable.
If Ψ is a vertex decomposable with more than one basis, a vertex e of Ψ that satisfies
the second condition of vertex decomposability is called a shedding vertex. It is a theo-
rem of Billera and Provan [PB80] that every non coloop vertex decomposable complex is
shellable. They furthermore showed that matroids are vertex decomposable: any vertex
is a shedding vertex. Pure shifted complexes are also vertex decomposable: the largest
vertex is always a shedding vertex.
For two sets A,B, let A4B be their symmetric difference, i.e, the set pAzBq Y pBzAq.
Whenever a subset of a small set is considered we omit parethenses and commas to sim-
plify notation. For example, the subset t2, 4u of t1, 2, 3, 4, 5u is denoted by 24.
3 Quasi-matroidal classes of ordered complexes
In this section A denotes a class of ordered complexes. We say that A is closed under joins
if for every pair of complexes Ψ and Ψ1 in A and every shuffle s of their groundsets, the
join Ψ ˚s Ψ1 is a complex in A. We say that A is closed under deletions if for every complex
Ψ, the deletion of the largest element of the groundset yields a complex in A. Finally,
we say that A is closed under contractions if for every complex Ψ the contraction of every
independent set of Ψ is a complex in A. The following notion encapsulates the central
type of objects we will study.
Definition 3.1. A class A of ordered simplicial complexes is called a quasi-matroidal if the
following conditions are satisfied:
1. Every ordered matroid is an object in A.
2. If ∆ is a simplicial complex with vertex set X and for every order E of X , the pair pE,∆q is
in A, then ∆ is a matroid independence complex.
3. Every pure shifted complex is in A.
4. A is closed under joins, deletions and contractions.
Theorems 2.1 and 2.2 provide two different examples of quasi-matroidal classes.
Example 3.2. The following two classes are quasi-matroidal:
1. The class LEX of all pure ordered complexes closed under joins, deletions and con-
tractions for which the lexicographic order on the bases is a shelling order.
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2. The class GALE of all pure ordered complexes closed under joins, deletions and
contractions, for which the Gale poset has a unique minimal basis.
A slightly bigger class that contains both of the above classes is the following one:
Example 3.3. Let PURE denote the class of all pure ordered complexes such that a com-
plex Ψ “ pE,∆q is in PURE if and only if one of the following is satisfied:
• Ψ has exactly one basis or,
• The deletion Ψ{tvu is in PURE and has the same rank as Ψ if v denotes the largest
non-coloop vertex of Ψ and every contraction of Ψ is in PURE.
Pure shifted complexes as well as matroids are easily seen to be in PURE. In fact, PURE
is a quasi-matroidal class due to the following classical theorem.
Theorem 3.4. [Sta96] A simplicial complex ∆ is the independence complex of a matroid if and
only if every induced subcomplex is pure.
PURE explains some of the first pleasant similarities between pure shifted complexes
and matroids.
Theorem 3.5. Every ordered complex in PURE is vertex decomposable and hence shellable.
While the classes in the examples above explain various similarities between shifted
complexes and matroid independence complexes, they are too big and contain many com-
plexes that are far from shifted complexes or matroids. For instance, all of them contain
the complex Ψ “ pr4s,∆q with bases 12, 13, 24. This complex is the path with three edges,
which is the canonical example of a complex whose Laplacian has non-integral spectra.
Thus it is desirable to consider smaller quasi-matroidal classes, so that the complexes
belonging to such classes share deeper structural properties with matroids and shifted
complexes.
In order to do so, we introduce a few basic constructions of quasi-matroidal classes.
Given two quasi-matroidal classes A and A1, the class A XA1 of all complexes contained
in both A and A1 is clearly quasi-matroidal. A class A1 is called a subclass of A if all the
elements of A1 are elements of A.
4 Three quasi-matroidal classes
The purpose of this section is to introduce three new quasi-matroidal classes that will be
studied throughout the paper.
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Definition 4.1. Let Ψ “ pE,∆q be an ordered simplicial complex. The classes QI, QE and QC
are defined by the following axioms.
• Quasi-independence Axiom (QI): Ψ is pure and for every pair of independent sets I1, I2,
if |I1| ą |I2| and I1zI Ď BI,0 for some I Ď I1 X I2, then there exists e P I1zI2 such that
I2 Y teu is independent.
• Quasi-exchange Axiom (QE): Ψ is pure and for every pair B1, B2 of bases of ∆, if b1 P
B1zB2 satisfies b1 ą maxB2zB1, then there is b2 P B2zB1 such that pB1ztb1uq Y tb2u P ∆.
• Quasi-circuit Axiom (QC): If C1, C2 are distinct circuits pE,∆q and c P C1 X C2 such
that c ă maxC14C2, then there is a circuit C3 of pE,∆q contained in pC1 Y C2qztcu.
The first goal is to show that the classes QI, QE, and QC are quasi-matroidal. It is
straightforward to see that ordered matroids belong to the three classes. The second
quasi-matroidal axiom is also straightforward: removing the conditions of the order in
QI, QE, and QC yields the classic independence, exchange and circuit axioms of matroid
theory. On the other hand it is an interesting exercise to show that shifted simplicial com-
plexes satisfy the axioms.
Theorem 4.2. If Ψ is a shifted complex, then Ψ belongs to QI, QE and QC.
Proof. To prove that Ψ belongs to QI notice that if I is any independent set disjoint from
B0, then BI,0 is the initial subset of B0 of size d ´ |I|, where d is the rank of B0. Thus if I1
and I2 are independent sets that satisfy the conditions of QI with a witness I Ď I1 X I2.
Then I1zI is a subset of the first d´ |I| elements of B0 and BI2,0 consists of the first d´ |I2|
elements of B0. Hence BI2,0 Ď BI,0. Then BI2,0 X pI1zIq ­“ H. Otherwise, |BI2,0 Y pI1zIq| “
pd ´ |I2|q ` p|I1| ´ |I|q ą d ´ |I| “ |BI,0| which is a contradiction since both are subsets of
BI,0.
To prove that Ψ belongs to QE, notice that if B1 and B2 are bases and b1 P B1zB2 is
bigger than any element inB2zB1, then shiftedness of Ψ allows to choose any b2 P pB2zB1q
to replace b1 in B1.
To prove that Ψ belongs QC, let C1 and C2 be circuits of Ψ and let c P C1XC2 satisfy the
conditions for QC. Assume that I :“ pC1 Y C2qzc is independent and let c1 “ maxC14C2.
By shiftedness, I 1 :“ pIztc1uq Y tcu is independent, but it also contains either C1 or C2,
which is a contradiction.
It is clear that every quasi-matroidal class can be transformed into a matroid crypto-
morphism. While matroid cryptomorphisms give rise to the same class, there are various
quasi-matroidal classes each of which highlights different aspects of matroid theory. The
following theorem shows that the three defined classes are indeed different.
Theorem 4.3. The classes QI, QE and QC are all distinct, furthermore, no class is contained in
another one.
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Proof. For every pair of axioms one has to provide examples of complexes that satisfy one
but not the other axiom.
• The complex Ψ1 “ pt1, 2, 3, 4u,∆1q with bases 12, 13, 14, 34 satisfies QI, QE, but the
pair of circuits 23, 24 contradicts QC.
• The complex Ψ2 “ pt1, 2, 3, 4u,∆2qwith bases 14, 24, 23, 34 satisfies QI, but the bases
14 and 23 show that it does not satisfy QE, and the circuits 13, 14 show that it does
not satisfy QC.
• The complex Ψ3 “ pt1, 2, 3, 4u,∆3q with bases 12, 13, 23, 34 satisfies QC, but fails QI
and QE.
• The complex Ψ4 “ pt1, 2, 3, 4, 5u,∆4qwith bases 13, 14, 23, 24, 25 satisfies QE, but not
QI or QC.
Notice that the proof of the theorem shows that QC is not contained in QIXQE. On
the other hand, it is a straightforward exercise in graph theory to check that a rank-two
complex that belongs to QEXQC also belongs to QI. Nevertheless, the proof fails in rank-
three and it is natural to ask the following question.
Question 4.4. Are the classes QIXQE, QIXQC, QEXQC and QIXQEXQC all distinct?
Regardless of the answer, the definitions provide various classes of simplicial com-
plexes and it should come as no surprise that each of them shares some structural prop-
erties with the family of ordered matroids. The goal for the rest of this section is to start
developing the first steps of a theory for these classes of complexes that includes some
analogs of matroid properties as well as to provide various types of constructions that
can be performed within a given class.
4.1 The quasi-independence class
We now show that QI is a quasi-matroidal class with a little extra structure.
Theorem 4.5. Let Ψ “ pE,∆q and Ψ1 “ pE 1,∆1q be ordered complexes in QI.
i. If spE,E 1q is a shuffle of E and E 1 then the join Ψ ˚spE,E1q Ψ1 is in QI.
ii. If v P EzB0 then the contraction Ψ{tvu is in QI.
iii. If v is the largest non-coloop vertex of Ψ, then Ψztvu is in QI.
iv. If 0 ď k ď rkpΨq then the skeleton SkelkpΨq is in QI.
v. If rkpΨq “ rkpΨ1q then the connected sum Ψ#ϕΨ1 is in QI.
Parts [i.], [ii.], and [iii.] imply that QI is a quasi-matroidal subclass of PURE.
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Proof. Part [i.] follows from the fact that joins preserve purity and commute with links,
i.e., if ∆1 and ∆2 are complexes and I1, I2 are faces of ∆1 and ∆2 then Link∆1˚∆2pI1Y I2q “
Link∆1pI1q ˚ Link∆2pI2q.
For [ii.] notice that if I1 , I2 and I Ă I1 X I2 satisfy the hypotheses of the axiom in
Link∆pvq, then I1Ytvu, I2Ytvu and I Ytvu satisfy the hypotheses in Ψ. We may therefore
use the QI axiom in Ψ to obtain the result.
To prove part [iii.] notice that I is an independent set in Ψ that does not contain v and
then BI,0 does not contain v. Indeed if v P BI,0, let B “ pI Y BI,0qztvu and use the QI
with B and B0, i.e, there is u P B0zB such that B Y tuu is independent. The vertex u is
not a coloop of Ψ (it does not belong to the basis BI,0 Y I) and is therefore smaller than
v. It follows that pB Y tuuqzI is a basis of Ψ{I smaller in lexicographic order than BI,0, a
contradiction.
Part [iv.] follows from the equality LinkSkelk∆I “ Skelk´|I|pLink∆Iq and the fact that
the smallest lexicographic facet of SkelkΨ is the smallest lexicographic k-face of B0.
For part [v.] assume that I1, I2, and I Ď I1 X I2 satisfy the hypotheses in the connected
sum. If I1 and I2 are independent in Ψ and Ψ1, respectively, then I1X I2 is a subset of B0 “
B10 (under the natural identification), and so BI,0 “ B0zI “ B10zI . Hence I1 Ď B0 “ B10
and we may apply the axiom for Ψ1. If both independent sets come from the same Ψ or
Ψ1, then the QI axiom can be applied as coming from Ψ or Ψ1.
The following theorem shows that QI refines PURE in a special sense: a larger family
of induced subcomplexes are pure for complexes in QI.
Theorem 4.6. Let Ψ “ pE,∆q be a complex in QI and let A Ď E be a subset such that rkpAq “
|B0 X A|. Then Ψ|A is pure.
Proof. Notice that if I is an independent set in Ψ|A, it is possible to apply the QI axiom
withB0XA and I to extend I to an independent setB of Ψ|A. Then |B| “ |B0XA| “ rkpAq.
It follows that B is a basis of ΨA and this implies purity.
4.2 The Exchange axiom
The theory of shellability of simplicial complexes is best studied in the language of facets
and it is natural that it should follow from conditions on the set of bases of a simplicial
complex. It turns out that QE is a suitable class to apply this technology.
Theorem 4.7. Let Ψ “ pE,∆q and Ψ1 “ pE 1,∆1q be ordered complexes in QE.
i. If spE,E 1q is a shuffle of E and E 1 then the join Ψ ˚spE,E1q Ψ1 is in QE.
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ii. If U Ă E is any subset such that Ψ|U is pure and of the same rank as Ψ, then the restriction
Ψ|U is in QE.
iii. If A Ď contains B0 and all the elements smaller than the largest non-coloop of B0, then the
restriction Ψ|A is in QE.
iv. If v is a vertex of Ψ then the contraction Ψ{v is in QE.
In particular, QE is a quasi-matroidal sublclass of PURE.
Proof. Part [i.] follows from the fact that joins preserve purity, and bases in the join corre-
spond to pairs of bases, coming from each complex. Then the QE axiom applies to either
basis for each element that can be switched.
For [ii.] notice that if B1 and B2 are bases of Ψ|U then applying the QE axiom with B1
and B2 produces bases of Ψ|U .
For [iii.] it suffices to show that Ψ|A is pure. Let I be a face of Ψ|A and let B be a basis
that contains F . By QE applied to B and B0 it is possible to replace all vertices in BzA
with elements of B0, since minE ´A ą maxB0. The resulting basis is contained in A and
it still contains F . It follows that Ψ|A is pure.
For [iv.] notice that if B1 and B2 are bases of Ψ{v then B1 Y tvu and B2 Y tvu are bases
of Ψ and the QE axiom applies. Notice that in this case v is irrelevant since it belongs to
both bases, thus the QE axiom holds in Ψ{v.
The QE axiom is pretty rich from the perspective of combinatorial topology in par-
ticular, by using shellability. While Theorem 3.5 shows that Ψ is shellable, the shelling
orders provided by the vertex decomposition are obtained recursively, and consequently,
the restriction sets are difficult to study. As the generating function of the restriction is
equal to the h-polynomial of Ψ, it is desirable to have shelling with restriction sets that
are easier to compute directly. Complexes in QE guarantees that this holds.
Theorem 4.8. Let Ψ “ pE,∆q be a complex in QE. The lexicographic order on B is a shelling
order. Under this shelling order RpBq “ IP pBq.
Proof. Let B1 ălex B2 be bases of Ψ. The goal is to find a basis B3 ălex B2 such that
B1 X B3 Ď B2 X B3 “ B2zteu. The proof is by induction on r ´ |B1 X B2|. The base case is
trivial. There are two cases to consider:
Case 1. The element b :“ maxB14B2 is an element of B2. By QE there is b1 P B1zB2 such
that B3 “ pB2ztbuq Y tb1u is a basis. That choice of B3 works directly.
Case 2. The element b :“ maxB14B2 is an element of B1. By the QE axiom there is
b1 P B2zB1 such that B11 “ pB1ztbuq Y tb1u is a basis. Then B1 X B2 Ă B11 X B2 and by
inductive hypothesis, there exists B3 such that B11 X B2 Ď B2 X B3 “ B2zteu, and so
such B3 does the job.
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The second statement follows directly from the definition of the restriction set exactly
as in [Bjo¨92].
Remark 4.9. Theorem 4.8 shows that the class QE is contained in LEX and is much smaller
in general. Graphs are rank-two simplicial complexes and shellable just means that they
are connected. Given any connected graph ∆ with with vertex set rns (viewed as a rank-
two simplicial complex) such that the graph ∆|rrs is connected for every 1 ď r ď n, we
get that the complex prns,∆q is an element of LEX. However a substantial proportion of
such graphs in not in QE. Therefore, QE is significantly smaller than LEX even if we just
compare rank-two complexes.
The following corollary is an immediate consequence of Theorem 4.8. It generalizes
the result of Bjo¨rner [Bjo¨92] and, as we will see in Section 7, it becomes more powerful
when studied in this context.
Corollary 4.10. If Ψ “ pE,∆q is in LEX (or in QE), then
hpΨ, xq “
ÿ
BPB
x|IP pBq| (3)
There is another remarkable way to obtain complexes in QE from older ones which
is less conventional in combinatorial topology. It implies that the partial steps of the
construction of a complex in QE using the shelling of 4.8 are complexes in QE.
Theorem 4.11. Let Ψ “ pE,∆q be a complex in QE and let J be an order ideal of GalepΨq. Then
ΨrJ s is in QE. Furthermore, for every basis B of ΨrJ s, the equality IP pB,ΨrJ sq “ IP pB,Ψq
holds.
Proof. The first part of the theorem follows directly from the fact that the lexicographic
order is a linear extension of GalepΨq and the fact that an exchange produced by the QE
axiom yields a new basis that is smaller in the lexicographic order than the original one.
The equality of passive sets even holds for general ordered complexes since the bases
that witness external activity of B are all smaller than B in GalepΨq (they differ from B by
one element).
A useful property of complexes in QE concerns the strucure of GalepΨq.
Lemma 4.12. Let Ψ “ pE,∆q be a complex that satisfies QE. Then B0 is the unique minimal
basis of GalepΨq. In particular, QE is a sublcass of GALE.
Proof. It is straightforward that B0 is minimal, since the lexicographic order is a linear
extension of GalepΨq. On the other hand, if B is any other basis, apply the QE axiom with
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B0 to get a basis B1. The exchange takes an element from B and replaces it with a smaller
vertex, thus B1 ăGale B.
Another useful tool is the internal poset of Las Vergnas. We will see that IntpΨq is
coarser than GalepΨq which will be handy when we study Stanley’s conjecture. The fol-
lowing are some structural results.
Lemma 4.13. Let Ψ be a complex in QE and let B be a basis. There exists an element b P IP pBq
and a basis B1 such that IP pB1q “ IP pBqztbu. In particular, IntpΨq is graded and the degree of a
basis is the cardinality of its internally passive subset.
Proof. Since the lexicographic order is a shelling and since the restriction sets that shellings
are the the internally passive sets, the first part of the result follows from [Bjo¨92, Lemma
7.2.6]. The fact that the cardinality of the passive set provides a grading of IntpΨq is
straightforward from the previous part.
Finally, we verify that there is the following relationship between the Gale and the Int
posets of complexes in QE.
Theorem 4.14. Let Ψ be a complex in QE and let B and B1 be bases such that IP pBq Ď B1. Then
B ăGale B1 and hence GalepΨq is a poset extension of IntpΨq.
Proof. Fix B and proceed by induction on |B1zB|. The base case is B “ B1, in which case
there is nothing to show. Assume that the property holds for all basesB2 with IP pBq Ď B2
and |B2zB| ă |B1zB|. Next apply the QE axiom withB andB1. Let u “ maxB4B1. Notice
that u R IP pBq Ď B X B1. Hence if u P B, then by the QE axiom there would be b1 P B1zB
such that B2 “ pBztuuq Y tb1u is a basis, but in this case B2 ălex B and IP pBq Ď B2 which
is impossible. It follows that u P B1 which in turns implies the existence of an element
b P B such that B2 :“ pB1ztuuq Y tbu is a basis. Then B2 ăGale B1, IP pBq Ď B2 and
|B2zB| ă |B1zB|. By the inductive hypothesis B ăGale B2 ăGale B1 as desired.
If B and B1 are bases with B smaller than B1 in IntpΨq, then IP pBq Ď IP pB1q Ď B1,
thus B ăGale B1, which shows that GalepΨq is a poset extension of IntpΨq.
4.3 The Circuit axiom
The theory of circuits in matroid theory is what allows for meaningful external activity
theories to play a prominent role in the understanding of objects such as the broken circuit
complex and Orlik-Solomon algebras. It is a dual notion to that of internal activity in ma-
troid theory. Unfortunately, this is not the case in the quasi-matroidal setting and a careful
separate study is required when it comes to duality. The first step toward understanding
QC is, again, constructing new complexes from old ones.
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Theorem 4.15. Let Ψ “ pE,∆q and Ψ1 “ pE 1,∆1q be ordered complexes in QC.
i. If spE,E 1q is a shuffle of E and E 1, then the join Ψ ˚spE,E1q Ψ1 is in QC.
ii. If U Ă E is any subset, then Ψ|U is in QC.
iii. If v is a vertex of Ψ, then contraction Ψ{v is in QC.
In particular, QC is a quasi-matroidal class.
Proof. Part [i.] follows easily from the fact that circuits in the join are either circuits in Ψ
or in Ψ1, thus if they intersect, they come from the same complex.
Part [ii.] is an easy consequence of the fact that the circuits of Ψ|U are the circuits of Ψ
that are contained in U .
Part [iii.] follows since the circuits of Ψ{v are in natural bijection with circuits of Ψ that
contain v.
Theorem 4.16. Let Ψ “ pE,∆q be a complex in QC. If B is a basis and e P EzB is externally
active, then there is a unique circuit contained in B Y teu.
Proof. Assume there are two such circuits C1, C2. Since e is externally active we may
assume that e “ minC1. Notice that e is also in C2, because the circuit cannot be a subset
of B. Then c ă maxC1 X C2 and the QC axiom implies that there is a circuit C3 Ď pC1 Y
C2qzteu Ď B.
Furthermore, the independent sets of nbcpΨq also have a simple description in terms
of broken circuits.
Lemma 4.17. Let Ψ “ pE,∆q be a pure complex in QC. An independent set I of Ψ is independent
in nbcpΨq if and only it contains no broken circuit.
Proof. Since the bases of nbcpΨq contain no broken circuit, any independent set in nbcpΨq
does not contain a broken circuit either. Thus it suffices to show that if I P ∆ contains no
broken circuit, then I is independent in nbcpΨq. Let B be the smallest lexicographic basis
of Ψ that contains I and assume that B contains a broken circuit C˜ where C “ C˜ Y tcu
is the circuit that was broken. There is an element c1 P C˜zI . By Theorem 4.16, C is the
unique circuit contained in B Y tcu. Hence Bztc1u Y tcu is a basis that is smaller in the
lexicographic order and contains I , leading to a contradiction.
This endows QC with a theory of fundamental circuits analogous to that of matroids.
That is, if B is a basis and e P EApBq then the fundamental circuit CipB, eq is the unique
circuit contained in B Y teu. Fundamental circuits play a key role in studying various
aspects of the Tutte polynomial, which will be studied in a quasi-matroidal setting in
Section 6.
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5 The First Basis Property
The goal of this section is to introduce an important property that holds for matroids
and shifted complexes and imposes additional structure on Gale truncations. It is a local
condition for ordered complexes. Recall that for a vertex v of an ordered complex, Bv,0
denotes the smallest lexicographic basis of Ψ{v.
Definition 5.1. Let Ψ “ pE,∆q be an ordered complex and let B0 be the first lexicographic basis.
We say that Ψ satisfies the First Basis Property (FBP) if either:
i. the rank of Ψ is 1, or
ii. Ψ has exactly one basis, or
iii. for every vertex v of Ψ that is not in B0, the contraction Ψ{v satisfies FBP and Bv,0 Ă B0.
Notice that shifted complexes satisfy the FBP. We now show that matroids satisfy the
FBP. For this, we first recall the following result:
Theorem 5.2. [Dal15, Corollary 2.3] Let Ψ “ pE,∆q be an ordered matroid. Then IApBq Ď B0
for every basis B.
This allows us to show the first main result of the section.
Theorem 5.3. Ordered matroids satisfy the FBP.
Proof. The proof is a direct induction on the rank of the matroid. The base case is trivial.
Let Ψ be a rank-r ordered matroid and let v be a vertex of Ψ not in B0. Then Ψ{v is a
matroid of a smaller rank, thus it satisfies the FBP by induction. Now letB be the smallest
lexicographic facet that contains v. Then IP pBq Ď tvu and since IP pBq is the restriction
set of B with respect to the lexicographic shelling order, it follows that |IP pBq| ą 0, since
B ­“ B0. Thus IP pBq “ tvu and Bztvu “ IApBq Ď B0 by Theorem 5.2.
As in the previous section the next step is to study how to construct new complexes
from old. The proof is straightforward and is ommitted.
Theorem 5.4. Let Ψ “ pE,∆q and Ψ1 “ pE 1,∆1q be complexes that satisfy the FBP.
i. If A Ď E contains B0 and Ψ|A is pure, then the restriction Ψ|A satisfies the FBP.
ii. If I is an independent set of Ψ, then the contraction Ψ{I satisfies the FBP.
iii. If spE,E 1q is a shuffle of E and E 1, then the join Ψ ˚spE,E1q Ψ1 satisfies the FBP.
iv. If J is an order ideal of GalepΨq, then the Gale truncation ΨrJ s satisfies the FBP.
Remark 5.5. Notice that Theorems 5.3 and 5.4 imply that if A is a quasi-matroidal class,
then the class AX FBP of complexes in A that satisfy FBP is also a quasi-matroidal class.
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We will study the classes QEXFBP, QIXFBP and their intersection.
Lemma 5.6. Assume that Ψ “ pE,∆q is a complex that satisfies the FBP and let I be an inde-
pendent set such that B0 X I “ H. Then BI,0 Ď B0.
Proof. If v P I then Ψ{I “ pΨ{vq{pI{tvuq. Then by induction and the FBP condition BI,0 Ď
Bv,0 Ď B0.
Theorem 5.7. Let Ψ “ pE,∆q be a complex QEXFBP, and let B be a basis of Ψ. Then BzB0 Ď
IP pBq.
Proof. The proof goes by induction on the rank of Ψ. Let v be the maximal vertex in
I :“ BzB0. By QE applied with B0 we obtain that v P IP pBq. From Bv,0 Ă B0 it follows
that I ´ v Ď pBztvuqzBv,0. Thus for v1 P Iztvu and by induction v1 P IP pBzv,Ψzvq. That is,
there is u ă v1 such that Bztv, v1u Y tuu is a basis of Ψzv. Therefore Bztv1u Y tuu is a facet
of Ψ, and so v1 P IP pBq.
Finally, the following result will provide flexibility in doing inductive arguments on
the number of facets of complexes and in exploiting the whole power of the shelling
orders.
Theorem 5.8. Let Ψ “ pE,∆q be a complex in QIXFBP and let J be an order ideal of GalepΨq.
Then ΨrJ s satisfies QI and FBP.
Proof. Since we saw that the FBP is preserved by Gale truncations, it suffices to show that
ΨrJ s is in QI. Let I1 and I2 be independent sets in ΨrJ s with |I1| ą |I2| and I Ď I1 X I2
such that I1zI Ď BI,0. Notice that BI2,0 is a basis of ΨrJ s, because I2 is independent in
ΨrJ s. By FPP BI2,0 Ď BI,0. It follows from the cardinality condition and the pigeon hole
principle there is some e P pI1zI2q XBI2,0.
Remark 5.9. Notice that QI is, in general, not closed under Gale truncations. For example,
the complex Ψ2 in the proof of Theorem 4.3 fails to satisfy the FBP and it is easily seen
that removing the top Gale facet makes the QI axiom fail.
6 Tutte polynomials and nbc complexes
In this section we develop a theory of Tutte polynomials (that is, a universal deletion-
contraction invariant) for complexes in QEXQC. The aim is to get a theory of Tutte-
Grothendieck invariants similar to that in matroid theory.
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Let S :“ QEXQC and let R be a ring. An invariant f is a map that associates to every
complex Ψ of S an element fpΨq P R in such a way that if Ψ – Ψ1, then fpΨq “ fpΨ1q.
A Tutte-Grothendieck invariant, TG-invariant for short, is an invariant that satisfies the
following recurrence:
fpΨq “
#
fpΨ|teuqfpΨ|Ezteuq if e is a loop or a coloop,
fpΨ{teuq ` fpΨzteuq if e is the largest non-coloop vertex of Ψ. (4)
Just as in matroid theory are many natural TG invariants for the class S and there is a
TG invariant that rules them all.
Definition 6.1. Let Ψ be a complex in S. The Tutte Polynomial of Ψ is defined to be
T pΨ, x, yq :“
ÿ
BPB
x|IApBq|y|EApBq|. (5)
Theorem 6.2. The Tutte Polynomial is a TG invariant that is universal in the following sense: if
f is a TG-invariant on the class S, then for every Ψ in S we have that
fpΨq “ T pΨ, fpΨcoloopq, fpΨloopqq. (6)
Proof. Notice that T pΨcoloop, x, yq “ x and T pΨloop, x, yq “ y. Every loop is externally active
and every coloop is internally active. Thus the recurrence works for loops and coloops. If
v is the largest non-coloop, then the facets are divided into two types.
a. v R B, that is, B is a basis of Ψzv. Then v is an internally passive element of B, and
so IApB,Ψq “ IApB,Ψzvq. Circuits of Ψzv are circuits of Ψ that do not contain v,
thus EApB,Ψq “ EApB,Ψzvq.
b. v P B, that is, B{tvu is a basis of Ψ{v. Then v is internally passive in B by QE with
B0 and it is straightforward that IApB,Ψq “ IApB{tvu,Ψ{vq. If e P EzpBztvuq, then
v is not the smallest element of any circuit in B Y teu: e is in any such circuit and if
it is not a coloop then e ă v. Hence EApB,Ψq “ EApB{tvu,Ψ{vq.
The result follows directly. The fact that evaluations of the Tutte polynomial gives rise
to all TG invariants is a straightforward inductive argument.
Next we provide a wealth of interesting invariants that satisfy such a recursion. The
most prominent one comes from the theory of nbc complexes. They turn out to behave
pretty similar to matroids. Recall from Corollary 4.10 that the h-polynomial is given by
hpΨ, xq “ řri“0 hixi “ řBPB x|IP pBq| for any rank-r complex Ψ in QE. If it also satisfies QC
it is possible to compare the h-polynomial with the evaluation T pΨ, x, 1q.
21
Lemma 6.3. The h-vector is a TG invariant for the class S the following sense: if Ψ is a complex
in S then
hpΨ, xq “ xrT pΨ, x´1, 1q
Proof. Use the equations |IP pBq| ` |IApBq| “ r and T pΨ, x, 1q “ řBPB x|IApBq|.
This lemma implies that standard objects such as the (reverse) f -polynomial, the num-
ber of faces and the number of bases are evaluations of the Tutte polynomial. They are,
however, not very surprising. A much stronger and interesting evaluation that has a rich
combinatorial interpretation comes from the theory of nbc complexes. The characteristic
polynomial of Ψ can be defined as the standard evaluation of the Tutte polynomial and
one might hope that there is a natural poset that replaces the lattice of flats to get the
Mo¨bius function interpretation of the characteristic polynomial. This question is particu-
larly interesting in the class of shifted complex and it is the source of inspiration for the
definition of another quasi-matroidal class.
Theorem 6.4. Let Ψ “ pE,∆q be a complex in S. Then the lexicographic order of the bases of
nbcpΨq is a shelling order of nbcpΨq.
Proof. The first paragraph of Bjo¨rner’s argument in [Bjo¨92, Lemma 7.3.2] is replaced by
Theorem 4.8. The second paragraph applies verbatim to get the result.
Now we show that the polynomial fpΨ, xq “ řBPBpnbcpΨqq x|IApB,nbcpΨqq| is a TG in-
variant. It is easy check that fpΨcoloop, xq “ x and fpΨloop, xq “ 0. This implies that
fpΨ, xq “ T pΨ, x, 0q just as in the classical case.
Theorem 6.5. The polynomial invariant f is a TG invariant. Consequently, if Ψ is a complex in
S and B is an nbc basis of Ψ, then IApB,Ψq “ IApB, nbcpΨqq.
Proof. If there is a loop v, then nbcpΨq is the void complex since H is a broken circuit;
since fpΨloopq “ 0, the recurrence holds directly. If v is a coloop, then it is externally active
for every basis, thus IApB,nbcpΨqq “ tvu Y IApBztvu,nbcpΨq|E´vq. Assume then that Ψ
has no loops (otherwise nbcpΨq is trivial).
Let v be the largest non-coloop vertex of Ψ and let B be a basis of nbcpΨq. There are
two cases:
Case 1. v R B. Then u P IApB,nbcpΨqq if and only if B is the smallest lexicographic basis
that contains Bztuu. This, however, is equivalent to a statement in Ψzv since adding
v toBztuu yields a basis bigger thanB in lexicographic order. Thus IApB,nbcpΨqq “
IApB,nbcpΨzvqq.
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Case 2. v P B. First we claim that v P IP pB,nbcpΨqq. Note that v P IP pB,Ψq, because it is
the largest vertex and we can use the quasi-exchange axiom with B0 and B. Let B1
be the smallest lexicographic basis of Ψ that containsBzv. We claim thatB1 is a basis
of nbcpΨq. Note that v R B1 since applying QE with B and B0 allows us to remove
v to get a smaller basis. Let b P B1zB and assume, for the sake of contradiction, that
there is a broken circuit γ “ C ´ c Ď B1. Since B is an nbc basis, γ is not contained
in B, thus b P C ´ c and c ă b. Notice that c is externally active and hence C is the
unique circuit in B1 Y C by Theorem 4.16. Therefore pB1ztbuq Y tcu is a basis that
contains Bztvu and is smaller in lexicographic order than B1, which contradicts the
choice of B1.
Next we notice that Bztvu is a basis of nbcpΨ{vq. To prove this assume that u P
EApBztvu,Ψ{vq and let C be the unique circuit of Ψ{v contained in pBztvuq Y tuu.
Then one out of C and CYtvu is a circuit in Ψ. Note that u is a vertex of Ψ and since
it belongs to a circuit, it is not a coloop. It follows that u is the smallest element in
C Y tvu and hence in the corresponding circuit Cˆ that contains it. This circuit Cˆ is
contained B Y tuu, and so u P EApB,Ψq. This is a contradiction, since B is an nbc
basis in Ψ.
Furthermore, notice that if B1 is a basis of nbcpΨ{tvuq, then B1 Y tvu is a basis of Ψ.
If there is some element u in EApB1 Y tvu,Ψq, then there is a circuit C Ď B1 Y tu, vu
for which u is the minimal element and C X B1 is a circuit in Ψ{v for which u is the
minimal element, contradicting the fact that B1 is an nbc basis of Ψ{v.
The previous two paragraphs imply that nbcpΨ{vq “ nbcpΨq{v. Now notice that
u P IApB,nbcpΨqq if and only if B is the smallest lexicographic basis of nbcpΨq
containing Bztuu, and since v P Bztuu this is equivalent to saying that Bztvu is the
smallest lexicographic basis of nbcpΨq{v “ nbcpΨ{vq that contains Bztu, vu. This, in
turn, equivelent to saying that u is an element of IApBztvu,nbcpΨ{vqq.
Computing the activities polynomial yields:
fpΨ, xq “
ÿ
BPBpnbcpΨqq
x|IApB,nbcpΨqq|
“
ÿ
vPBPBpnbcpΨqq
x|IApB,nbcpΨqq| `
ÿ
vRBPBpnbcpΨqq
x|IApB,nbcpΨqq|
“
ÿ
B1PBpnbcpΨ{vqq
x|IApB
1,nbcpΨ{vqq| `
ÿ
B2PBpnbcpΨzvqq
x|IApB
2,nbcpΨzvqq|
“ fpΨ{v, xq ` fpΨzv, xq.
It follows that fpΨ, xq “ T pΨ, x, 0q. Notice that T pΨ, x, 0q “ řBPB,EApBq“H x|IApB,Ψq|.
Also, it is straightforward that IApB,Ψq Ď IApB,nbcpΨqq for every basis of nbcpBq and
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hence, by the polynomial equality, IApB,Ψq “ IApB,nbcpΨqq
In standard terms the previous theorem can be rewritten as follows:
Corollary 6.6. If Ψ is a rank-r complex in QEXQC, then
hpnbcpΨq, xq “ xrT pΨ, x´1, 0q. (7)
7 A refinement of Stanley’s conjecture
The purpose of this section is to propose an extension of Stanley’s h-vector conjecture to
the setting complexes in QIXQEXFBP. The lexicographic order of the bases of an ordered
matroid has a family of well understood restriction sets whose size generating function
gives the h-vector of the independence complex. Techniques from combinatorial topology
suggest that a plausible approach to understanding the properties of such structures is by
recursive construction adding one basis at a time. However, removing bases from the
matroid, even in the correct order suggested by the shelling, produces complexes that are
not matroidal. One of the advantages of working in the more general setting is that this
problem disappears. Removing facets consistently with the shelling order preserves the
validity of the axioms and gives tools to prove theorems by induction on the number of
bases.
For the remainder of this section, unless stated otherwise, Ψ “ pE,∆q denotes a rank-
r complex in QEXQIXFBP. The goal is to mimic conjecture 3.10 from [KS15] and build a
finer conjecture in this larger class. In order to do that it is necessary to introduce some
extra notation. Fix a subset A of E and consider the splitting of an independent I of ∆ in
the two sets I X A and IzA. This induces a partition of the independent sets according to
their part that is not in A. For any F P ∆|E´A, let ΨA,I :“ pΨ{Iq|A “ pA,∆A,Iq. The set of
independents of ∆ is the (disjoint) union of the independents of the ∆A,I sets and writing
this fact in terms of h-polynomials we derive the following lemma.
Lemma 7.1. Let Ψ “ pE,∆q be an arbitrary pure ordered complex. For an arbitrary A Ă E, we
have that
hpΨ, xq “
ÿ
IP∆|EzA
p1´ xqpd´|I|q´rk ΨA,IhpΨA,I , xq. (8)
In particular, if rk ΨA,I “ d´ |I| for every I P ∆|EzA, then
hpΨ, xq “
ÿ
IP∆|EzA
x|I|hp∆A,I , xq. (9)
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Proof. The following identity for the f -polynomial follows from the splitting of the faces:
fpΨ, xq “
ÿ
IP∆|EzA
x|I|fpΨA,I , xq. (10)
Transforming this into an h-vector equality yields the result.
If the complex Ψ is either in QE or QI, then the refined decomposition of equation (9)
holds in many cases:
Corollary 7.2. The refined decomposition of the h-vector holds for Ψ and A in the following cases:
i. Ψ is in QE and A contains all coloops and all elements smaller than or equal to the smallest
non-coloop of B0.
ii. Ψ is in QI and A contains B0.
Proof. For each case it suffices to show that, for any independent set I disjoint from A,
there is a basisB containing I such thatBzI Ď A: it implies that the restricted contractions
have the correct rank.
i. If B1 is a basis that contains I , then every element of B that is not contained in A or
I allows to apply QE with B1 and B0 to obtain B.
ii. Apply QI with B0 and I to obtain B.
A subset A that satisfying the conditions of Corollary 7.2 is called admissible. The
following theorem gives a combinatorial interpretation of Corollary 7.2.
Theorem 7.3. Assume that Ψ “ pE,∆q is in QE and A is an admissible subset of E. If B is a
basis with BzB0 “ I , then
IP pBq “ I Y IP pBzI,ΨA,Iq. (11)
Finally, if Ψ is also in QIXFBP, and if A contains B0, then equation (11) holds as well.
Proof. Notice first that in both cases, I Ď IP pBq: If Ψ satisfies only QE then every element
of I can be exchanged using QE with B and B0. If Ψ also satisfies QI and FBP this is
simply Theorem 5.7.
Thus in both cases it follows that IApB,Ψq “ IApB,ΨqzA Ď IApBzI,ΨA,Iq: if b P
IApB,Ψq then B is the smallest lexicographic basis of Ψ that contains Bztbu, and so BzI
is the smallest lexicographic basis of Ψ{I that contains BzpI Y tbuq.
Passing to the passive sets yields that F Y IP pBzI,Ψ{Iq Ď IP pB,Ψq. The equality
follows by the double computation of the h-polynomial of Ψ using Corollaries 4.10 and
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7.2, i.e.,
hp∆, xq “
ÿ
BPB
x|IP pBq| “
ÿ
IP∆|EzA
x|I|hp∆A,I , xq. (12)
Both sums can be regarded as a sum over the bases and the inclusion of passive sets above
forces all the equalities.
Similar results were used in [KS15] to provide a combinatorial conjecture that implies
Stanley’s conjecture for matroids. The next goal is to extend the combinatorial conjecture
to the class of complexes satisfying QE, QI and FBP. It becomes feasible to do induction on
the number of bases by taking order ideals of the Gale posets. Such order ideals preserve
QE, QI and FBP, but general order ideals of matroids are not matroids. We expect that
this technique will have many applications and hope it could eventually lead to a full
resolution of Stanley’s conjecture.
The main idea for the stronger conjecture is to use the h-vector decomposition and the
relations between IntpΨq and GalepΨq. Recall, from Lemma 4.13, that IntpΨq is graded
by the size of the internally passive sets, hence its rank generating function coincides
with the h-polynomial of Ψ. One way to attack Stanley’s conjecture is to construct one
monomial of degree |IP pBq| for every basis of an ordered matroid to obtain a suitable
multicomplex from a combinatorial rule. A candidate for the poset of such a multicom-
plex under divisibility could be IntpΨq. This, however, does not work in general: IntpΨq
fails to have enough relations to be the face poset of a multicomplex. However, one might
hope that it is possible to add some extra relations to IntpΨq to obtain the face poset of a
multicomplex with the same rank generating function. This is the point where the induc-
tive step should come: by Theorem 4.14 the Int poset of any Gale truncation of Ψ is an
order ideal of IntpΨq.
The following conjecture is a strengthening of Stanley’s conjecture about h-vectors
of matroids. It aims to construct the multicomplex using the very rich combinatorial
structure of complexes satisfying QE, QI and FBP.
Conjecture 7.4. There exists a mapF from the class of ordered simplicial complexes in QEXQIXFBP
to the class of multicomplexes, such that for each Ψ the multicomplex FpΨq satisfies the following:
i. The set of variables appearing in FpΨq is txi : i is a vertex of ∆ not contained in B0u.
ii. The monomials of FpΨq are in bijection with bases of Ψ, in such a way that:
(a) the monomial associated to the basis B under this bijection is denoted by mB,
(b) the degree of mB is equal to |IP pBq|,
(c) the support of mB, i.e., the set te P E : xe|mBu, is equal to BzB0.
iii. The poset MpΨq “ pB,ămq, where we write B ăm B1 if and only if mB|mB1 , is an exten-
sion of IntpΨq and is extended by GalepΨq.
iv. If A Ď E contains B0, then FpΨ|Aq Ď FpΨq.
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Roughly speaking, the conjecture predicts that there is a natural way to extend the
poset IntpΨq by adding some relations of GalepΨq. We now show that this conjecture in
fact implies Stanley’s conjecture.
Theorem 7.5. Conjecture 7.4 implies Stanley’s conjecture.
Proof. Assume conjecture 7.4 holds and let Ψ be an ordered matroid with multicomplex
FpΨq. We have to show that FpΨq is pure. MpΨq is an extension of IntpΨq that preserves
the grading and all the maximal elements of IntpΨq have rank k ď r in IntpΨq. It follows
that all maximal elements ofMpΨq have degree k which is the requirement for purity.
One particular feature of this conjecture is that it can be reduced to a statement about
finitely many objects in a fixed rank.
Theorem 7.6. Assume that the map F of Conjecture 7.4 exists for the class of all rank r ordered
complexes QIXQEXFBP with |E| ď 2r ´ 1. Then Conjecture 7.4 holds for rank d complexes.
Proof. Assume that Conjecture 7.4 holds for all complexes Ψ with |EpΨq| ď 2r ´ 1 and
let Ψ be any ordered complex of rank r satisfying QEXQIXFBP. For each basis B disjoint
from B0 let xB :“śbPB xb and consider the set of monomials
FpΨq :“ txB|B P B, B XB0 “ Hu Y
¨˝ ď
IP∆|E´B0 , |I|ďd´1
FpΨ|B0YIq‚˛. (13)
The multicomplexes in the union are defined since they correspond to complexes
whose groundset has at most 2d ´ 1 elements, so they exist by assumption. Notice that
there is one monomial for each basis B of B P BpΨq. If B0 X B ­“ H, then B can be found
in any restriction Ψ|B0YI for any I containing BzB0 and mB comes from FpΨ|B0YIq. The
choice of I is irrelevant: condition iv. of the conjecture is satisfied, hence mB is the same
monomial for all such complexes.
Condition i. is straightforward to verify. Restrictions preserve internally passive sets,
and so conditions ii. and iv. follow. To prove condition iii. define the weak Gale order ăwG
of Ψ to be defined by B1 ăwG B2 if there is an independent I such that B1 ă B2 in the
Gale order of Ψ|B0YI . To check property iii. it is enough to see that wGalepΨq :“ pB,ăwGq
is between IntpΨq and GalepΨq.
It can be checked that Conjecture 7.4 refines Conjecture 3.11 in [KS15]. The main dif-
ference is that the one in [KS15] is formulated for very special kinds of ordered matroids.
The restrictions on the orders can be replaced with the FBP. Consequently, the results of
[KS15] show that Conjecture 7.4 holds for matroids of rank at most 4 by providing an
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algorithm that constructs FpΨq. The proof is computer aided. Even better, a careful and
straightforward analysis of the algorithm shows that the conjecture holds also for Gale
truncations of matroids of rank at most 4.
Internally perfect matroids defined by [Dal15] satisfy the conjecture and are a potential
candidate for a big class of matroids satisfying Conjecture 7.4. In particular, IntpΨq is
the poset of divisibility of a pure multicomplex for internally perfect matroids, i.e., for
internally perfect matroids the equality MpΨq “ IntpΨq holds.
Considerations about Gale trunctations open the doors to do induction on the number
of bases of the complex: one can construct the multicomplex for order ideals of Gale and
there is at most one monomial that is not achieved by this technique. A good setting to
guess how to do this type of construction is the class of pure shifted complexes; recall that
these complexes belong to QIXQIXFBP and are closed under Gale truncations.
Theorem 7.7. Conjecture 7.4 holds for shifted complexes.
Proof. Recall that a rank-d complex Ψ “ prns,∆q is shifted if and only if GalepΨq is an
order ideal of Young’s lattice of partitions contained in a dˆpn´dq box. A basis of Ψ with
vertices vd ą vd´1 ą ¨ ¨ ¨ ą v1 corresponds to the partition λpBq “ λd ě λd´1 ě ¨ ¨ ¨ ě λ1,
where λi “ vi ´ i (note that λi might be equal to zero for some values of i).
The goal is to construct a monomial mλ for each partition λ :“ λpBq. The following
two properties are crucial in that process.
• IApBq “ rms, where m is the largest number such that rms Ď B. This means that
degmλ “ |IP pBq| “ `pλq, where `pλq denotes the length of λ.
• The set of variables ofmλ are indexed by the setBzrds. In the partition such variables
correspond to rows that intersect the main diagonal of the dˆpn´ dq box. It follows
that the size of the support of mλ is equal to the side length of the Durfee square of
λ, that is the maximal side length of a square formed by boxes that fits inside the
Young diagram of the partition.
Notice that in small cases the construction is straightforward (see Figure 1). Let Durpλq
denote the partition obtained from λ by removing the rows of the Durfee square. Assume
that the side length of the Durfee square is k and let i1 ă ¨ ¨ ¨ ă ik be vertices of B corre-
sponding to the first k rows. Now Durpλq is a partition fitting in a pd´ kq ˆ k box. Hence
by induction it has a monomial xα1d´k`1x
α2
d´k`2 . . . x
αk
d of degree `pλq ´ k (here some αi may
be zero). Let mλ :“ xα1`1i1 xα2`1i2 . . . xαk`1ik .
LetFpΨq “ tmλpBq |B is a basis of Ψu. We claim thatFpΨq is the desired multicomplex.
To show that this is a multicomplex, it is necessary to show that all the divisors of mλ are
inFpΨq ifmλ is. It suffices to show that all the divisorsm ofmλ of degree one less than the
degree of mλ are in FpΨq. If the supports of m and mλ are equal, then induction works
directly passing to Durpλq. Otherwise let m˜ be the monomial resulting from dividing
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either m or mλ by each one of its variables once (both choices give the same monomial).
Let e`k´1 denote the degree of m, where k´1 is the number of variables of m. Our goal
is to find µ such that m “ mµ. The Durfee square of µ must have side length k ´ 1. Let
j1, . . . , jk´1 be the variables of m and let m˜ “ xα1j1 . . . xαk´1jk´1 , with αi ě 0 and
ř
αi “ e. By
induction the monomial xα1e`1 . . . x
αk´1
e`k´1 comes from a diagram µ˜ Ď eˆpk´1q. Thus we can
construct µ by putting the first k´1 rows of µ in order to get the right support and putting
µ˜ below. It is straightforward to check that µ˜ Ď Durpλq: notice that, as diagrams contained
in the eˆk box, the monomial associated to µ is m˜ and the monomial associated to Durpλq
is xα1e`1 . . . x
αj´1
e`j´1x
αj
e`j`1 . . . x
αk`1
e`k for some 1 ď j ď k ´ 1, thus Durpµq is obtained from µ˜ by
adding a box to the first k´ 1´ j rows. In this construction, it is also straightforward that
IP pBµq Ď IP pBλq by direct computation and the previous observation.
Thus conditions i., ii. and iii. of Conjecture 7.4 are satisfied. Condition iv. is straigh-
forward.
There is a way to visualize mλ in the combinatorial structure of the Young diagram.
The construction will be called the bouncing light construction. Put mirrors on the vertical
boundaries of the Young diagram of λ. The left-hand side mirrors reflect lines parallel
to the x-axis in the direction of the diagonal and the right-hand side mirrors reflect lines
coming in the direction of the diagonal to lines parallel to the x-axis. Put a light on the
right-hand side of each row of the Durfee square and shoot the light parallel to the x-axis.
For each ij let βj be the number of times that the light bounces off the left wall. Then
a straightforward induction shows that mλ “ xβ1i1 xβ2i2 . . . xβkik . The only thing we need to
prove is that mirrors of all boxes are reached. This can be done by induction on `pλq by
passing from λ to Durpλq.
We end this section with two examples that illustrate the constructions.
Example 7.8. Consider the order ideal of the Young lattice fitting into a 3ˆ3 box presented
in Figure 2. Depicted in the figure are the Young diagrams. To the left of the diagram are
listed the vertices of the corresponding facet with the variable vertices highlighted in red.
Below the facets are the internally passive sets written in blue. To the right of the diagram
is the corresponding monomial written in green.
Example 7.9. Consider the partition p7, 7, 5, 5, 3, 2, 1q. It fits into the 7 ˆ 7 box. It corre-
sponds to the facet t14, 13, 10, 9, 7, 6, 4u in any complex it belongs to and the monomial
associated is x14x213x10x39. The first four rows give the variables.
• The left hand side of the figure shows the inductive construction. The blue square
is the Durfee square and the top four rows give the answer. The remaining partition
p3, 2, 1q should be thought as fitting into the 3 ˆ 4 box. Hence it has a monomial
in a subset of the variables x5, x6, x7, x8 and then we do an ordered substitution of
variables: x5 ÞÑ x9, x6 ÞÑ x10, x7 ÞÑ x13, x8 ÞÑ x14.
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Figure 1: An order ideal of the Young lattice
14
13
10
9
x25x7 7→ x29x13
Figure 2: Two ways to construct: inductively on the left and the bouncing light construc-
tion on the right.
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• The right hand side gives the construction of the bouncing light. The variables
x14, x13, x10, x9 correspond to colors red, blue, green and light blue respectively.
8 Questions, remarks and future directions
8.1 Questions
• It would be interesting to find rich families of examples of complexes that are in one
of QI, QE or QC that cannot be constructed from matroids and shifted complexes
using standard operations. As shown in Theorem 4.3 such examples exist, but are
typically found by ad hoc methods and, at present, there are no constructions of
infinite families of examples.
• Notice that Theorem 7.6 is slightly stronger than the analogue theorem proved in
by Klee and the author in [KS15]. In particular, the old proof required complexes
with 2d elements in order to solve rank-d. This new reduction opens the door to the
case of rank-5 matroids since it suffices to construct F for all rank-5 matroids with
9 elements and those are fully classified in [MR08]. Is there an algorithm similar to
that by Klee and Samper that solves Conjecture 7.4 for rank 5 matroids?
• Is it possible to use similar ideas to study oriented matroids. What is the correct
definition of an oriented quasi-matroidal class of complexes?
8.2 Remarks
• The class QE is related to the class of squarefree weakly polymatroidal ideals of Hibi
and Kokubo [KH06] that has been widely studied in commutative algebra. In par-
ticular, the Stanley Reisner ring of a complex in QE is weakly polymatroidal (after
choosing the right conventions for the order). Mohammadi and Moradi [MM10]
showed that weakly polymatroidal ideals have linear quotients, which is an alge-
braic analogue for shellability. In fact, complexes that are weakly polymatroidal
satisfy a similar axiom to the QE axiom, except that the element b1 to be removed
from a basis has to be the largest in the symmetric difference. Based on empirical
information the flexibility of allowing various exchanges helps with constructions.
However, we have not been able to find an example of a weakly polymatroidal com-
plex that is not in QE.
• Other relaxations of matroid theory have been considered in the literature. In par-
ticular, Lenz [Len16] considered collections of bases that satisfy what he calls the
forward exchange axiom.
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