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1. Introduction
In 1975, the theory of operatormeanshas been introduced in [14],where operatormeans a bounded
linear operators on a complex Hilbert space H. In the operator case, arithmetic and harmonic means
are easily deﬁned, but since operators are not commutative, it is not easy to deﬁne a geometric mean
of operators. In [14], geometric mean of two operators is deﬁned as follows: Let A and B be positive
invertible operators. Then the geometric mean A  B of A and B is deﬁned by
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A  B = A 12
(
A
−1
2 BA
−1
2
) 1
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A
1
2 .
If A and B are not invertible, we consider A  B as limε↘0(A + εI)  (B + εI), strongly. As a more
important result, Kubo–Ando [9] obtained that the class of operator means of two positive operators
has one to one connection with that of operator monotone functions. Hence the theory of operator
means is closely related to that of operatormonotone functions. Various results on the geometricmean
of two-operators have been studied bymany authors and extended toweighted geometricmeans. The
t-weighted geometric mean A t B of positive invertible operators A and B is deﬁned by
A t B = A 12
(
A
−1
2 BA
−1
2
)t
A
1
2 . (1.1)
If A and B are not invertible, we can deﬁne A t B as limε↘0(A + εI) t (B + εI), strongly.
It is known that the set of all positive invertible matrices becomes a Riemannian manifold of
non-positive curvature, where the unique geodesic line passing A to B is given by t → A t B. So
the weighted geometric mean appears naturally in the study of the Riemannian manifold of positive
invertible matrices (see [2] and also [4,10] for inﬁnite dimensional case).
Many authors have tried to extend the geometric mean A  B to n-operators case. Arithmetic and
harmonic means of n-operators can be deﬁned, easily. But the geometric mean case is too difﬁcult
because operators are non-commutative for the product, usually. Although some geometric means
of n-operators are deﬁned, they do not have some important properties, for example, permutation
invariant or monotonicity. Recently, Ando–Li–Mathias [1] found a good deﬁnition of geometric mean
of n-operators. It is deﬁned by using a symmetric procedure and has many good properties. Now,
many authors study about properties of multi-variable geometric means. But the authors feel that
the geometric mean requires enormous calculation to get a concrete form. We think that it will be a
big problem in applications. Then we have discussed a new construction of multi-variable geometric
mean in [7] which has the same properties as the geometric mean by Ando–Li–Mathias except the
permutation invariant and is easy to calculate.
In the 2-operators case, the weighted geometric mean is very important for studying geometric
structuresof theconeofpositive invertiblematrices. It isnatural toconsider theproblemthatgeometric
meanofn-operators canbe extended to that ofweighted geometricmean. There are somepapers about
it, for example, Lawson–Lim [12], Fujii–Fujii–Nakamura–Pecˇaric´–Seo [5], Izumino–Nakamura [6,13]
and Kim–Lee–Lim [8]. Some of them are discussed based on the geometric mean by Ando–Li–Mathias
[1]. But all of them need only one parameter for weights and have complicated forms when operators
commute with each other and require enormous calculation to get a concrete form. In this paper, we
shall deﬁne a weighted geometric mean of n-operators which is based on our geometric mean in the
previous paper [7]. It satisﬁes the following good conditions:
(i) it needs n-parameters for weights at start,
(ii) the ﬁnal weights can be described by a simple form if n-tuple of operators is commutative, and
(iii) it does not require enormous calculation to get a concrete form.
In Section 2, we shall introduce properties of Thompsonmetric and geometric mean of n-operators
whichwas appeared in our previous paper [7].Wewill deﬁne ourweighted geometricmean in Section
3. Finally, we shall obtain some properties of weighted geometric mean in Section 4.
2. Primarily
In what follows, a capital letter means a bounded linear operators on a complex Hilbert space H.
An operator A is said to be positive (resp. positive invertible) if and only if 〈Ax, x〉 0 (resp. 〈Ax, x〉 > 0)
for all non-zero x ∈ H. For self-adjoint operators A and B, A B means that A − B is positive.
For positive invertible operators A and B, the Thompson distance d(A, B) [15] is deﬁned by
d(A, B) = max{logM(A/B), logM(B/A)},
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where M(A/B) = inf{λ > 0; A λB} (=‖B−1/2AB−1/2‖). We note that the cone of positive invert-
ible operators becomes a complete metric space for the Thompson metric [15]. By the deﬁnition of
Thompson metric, we can obtain
d(X∗AX, X∗BX) = d(A, B) for any invertible operator X. (2.1)
The following inequality is important [4,11]:
d(A1 t A2, B1 t B2)(1 − t)d(A1, B1) + td(A2, B2) for t ∈ [0, 1]. (2.2)
We remark that the cone of positive deﬁnite matrices is a differential manifold, where the curve of
weighted geometric mean t → A t B is a minimal geodesic line passing A to B [2];
d(A t B, A s B) = |s − t|d(A, B), s, t ∈ R.
We can consider a convex set for the Thompson metric as follows:
Deﬁnition 1 (Geodesically convex set). A set S of all positive invertible operators is said to be geodesically
convex if
A, B ∈ S implies A t B ∈ S for all t ∈ [0, 1].
For positive invertible operators A and B, [A, B] := {A t B; t ∈ [0, 1]} is a typical example of
geodesically convexsets from (A t B)(A s B) = A  t+s
2
B. Forpositive invertibleoperatorsA1, . . . , An,
we denote [A1, . . . , An] by the geodesically convex set generated by {A1, . . . , An}.
Deﬁnition 2 (d-diameter). For a set S of positive invertible operators, we denote (S) by the diameter
of S with respect to the Thompson metric; (S) := max{d(X, Y) : X, Y ∈ S}.
Next, we shall introduce the geometric mean of n-operators deﬁned in [7]. Throughout the paper,
we will consider two operators U and P as follows: Let A1, . . . , An be positive invertible operators on a
Hilbert spaceH, and K be a its direct sum ofH, that is,
K = · · · ⊕ H ⊕ H ⊕ H ⊕ · · · (2.3)
Let U be a bilateral shift and P be a positive invertible operator deﬁned by
U =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
. . .
. . .
. . .
I 0
I 0
I 0
. . .
. . .
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
and P =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
. . .
An−1
An
A1
A2
. . .
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(2.4)
on K = · · · ⊕ H ⊕ H ⊕ H ⊕ · · ·, where X means the (0, 0) element in the operators.
Theorem A [7]. Let A1, . . . , An be positive invertible operators on a Hilbert space H, and K is deﬁned in
(2.3), and U and P be deﬁned in (2.4). Set
Pm = Pm−1  UPm−1U∗ and P0 = P.
Then there exist a positive invertible operator L onH such that
lim
m→∞ Pm = I ⊗ L
in the Thompson metric.
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Theorem 2 can be rewritten as follows:
Theorem A′. Let A1, . . . , An be positive invertible operators and let
A
(m)
i = A(m−1)i  A(m−1)i−1 , A(0)i = Ai and A0 = An.
Then for each i = 1, 2, . . . , n,
lim
m→∞ A
(m)
i = L
in the Thompson metric.
We write the limit L by L(A1, . . . , An). It has many good properties except permutation
invariant [7].
3. A new construction of weighted geometric mean
In this section, we shall consider a weighted geometric mean of n-operators with n-parameters
which is deﬁned by only using weighted geometric mean of 2-operators.
Theorem 3.1. Let A1, . . . , An be positive invertible operators on a Hilbert space H, ti ∈ (0, 1), i = 1, 2,
. . . , n. For each i = 1, 2, . . . , n, deﬁne
A
(m)
i = A(m−1)i ti A(m−1)i−1 , A(0)i = Ai and A0 = An.
Then there exists limm→∞ A(m)i and it does not depend on i.
We denote the above limit by L(t1, . . . , tn; A1, . . . , An). If t1 = · · · = tn = 12 , then
L
(
1
2
, . . . ,
1
2
; A1, . . . , An
)
= L(A1, . . . , An).
Deﬁnition 3 (General-weighted geometric mean). Let A1, . . . , An and B1, . . . , Bn be positive invertible
operators on a Hilbert space H, and K be deﬁned in (2.3). P and Q be positive invertible operators on
K, deﬁned by
P = diag
(
. . . , An, A1 , A2, . . . , An, A1, . . .
)
,
Q = diag
(
. . . , Bn, B1 , B2, . . . , Bn, B1, . . .
)
.
For ti ∈ (0, 1), i = 1, . . . , n, let t =
(
. . . tn, t1 , t2, . . . , tn, t1, . . .
)
. Then we deﬁne
P t Q = diag
(
. . . , An tn Bn, A1 t1 B1 , A2 t2 B2, . . . , An tn Bn, A1 t1 B1, . . .
)
.
In terms of general-weighted geometric means, we can rewrite Theorem 3.1 as follows:
Theorem 3.1′. Let A1, . . . , An be positive invertible operators on a Hilbert space H, K be deﬁned in (2.3),
and U and P be deﬁned in (2.4). For ti ∈ (0, 1), i = 1, 2, . . . , n, let t =
(
. . . tn, t1 , t2, . . . , tn, t1, . . .
)
. Set
Pm = Pm−1 t UPm−1U∗ and P0 = P. (3.1)
Then there exists a positive invertible operator L onH such that
lim
m→∞ Pm = I ⊗ L.
in the Thompson metric.
To prove Theorem 3.1, we need the following observation:
{

[
A
(m)
1 , A
(m)
2 , . . . , A
(m)
n
]}∞
m=0 is a
decreasing sequence from
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[
A
(m)
1 , A
(m)
2 , . . . , A
(m)
n
]
⊃
[
A
(m+1)
1 , A
(m+1)
2 , . . . , A
(m+1)
n
]
for all natural numberm.
Lemma 3.2. Let A, B, C and D be positive invertible operators. For each 0α β  1,
d(A α B, C β D)(1 − β)d(A, C) + (β − α)d(A, D) + αd(B, D).
Proof. Note that
A α B = A 12
(
A
−1
2 BA
−1
2
)α
A
1
2
= A 12
[
A
−1
2
{
A
1
2
(
A
−1
2 BA
−1
2
) α
β
A
1
2
}
A
−1
2
]β
A
1
2
= A β
(
A  α
β
B
)
.
By (2.2), we then have
d(A α B, C β D) = d
(
A β
(
A  α
β
B
)
, C β D
)
(1 − β)d(A, C) + βd
(
A  α
β
B, D
)
(1 − β)d(A, C) + β
{(
1 − α
β
)
d(A, D) + α
β
d(B, D)
}
= (1 − β)d(A, C) + (β − α)d(A, D) + αd(B, D). 
Lemma 3.3. Let A, Bi and Ci be positive invertible operators and let αi,βi ∈ (0, 1) for all i = 1, 2, . . . , k.
Then
d
(
(((A α1 B1) α2 · · ·) αk Bk), (((A β1 C1) β2 · · ·) βk Ck)
)

(
1 − k∏
j=1
(1 − max{αj ,βj})
)
· [A, B1, . . . , Bk, C1, . . . , Ck]. (3.2)
Proof. We argue by induction. By Lemma 3.2,
d(A α1 B1, A β1 C1) (1 − max{α1,β1})d(A, A)
+|α1 − β1|max{d(A, B1), d(A, C1)} + min{α1,β1}d(B1, C1)
 |α1 − β1|[A, B1, C1] + min{α1,β1}[A, B1, C1]
= (1 − (1 − max{α1,β1}))[A, B1, C1].
So, the assertion is true for k = 1. Now assume that (3.2) holds for some natural number k. Then we
have to show that (3.2) holds for k + 1.
Let
X = ((A α1 B1) α2 · · ·) αk Bk and Y = ((A β1 C1) β2 · · ·) βk Ck.
Then
d
(
(((A α1 B1) α2 · · ·) αk+1 Bk+1), (((A β1 C1) β2 · · ·) βk+1 Ck+1)
)
= d(X αk+1 Bk+1, Y βk+1 Ck+1)
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and by Lemma 3.2 and induction assumption, we have
d(X αk+1 Bk+1, Y βk+1 Ck+1)
(1 − max{αk+1,βk+1}) · d(X, Y)
+|αk+1 − βk+1| · max{d(X, Ck+1), d(Y, Bk+1)} + min{αk+1,βk+1} · d(Bk+1, Ck+1)
(1 − max{αk+1,βk+1})
⎛
⎝1 − k∏
j=1
(1 − max{αj ,βj})
⎞
⎠ · [A, B1, . . . Bk, C1, . . . , Ck]
+|αk+1 − βk+1| · [X, Y, Bk+1, Ck+1] + min{αk+1,βk+1} · [Bk+1, Ck+1]
(1 − max{αk+1,βk+1})
⎛
⎝1 − k∏
j=1
(1 − max{αj ,βj})
⎞
⎠ · [A, B1, . . . Bk+1, C1, . . . , Ck+1]
+|αk+1 − βk+1| · [A, B1, . . . Bk+1, C1, . . . , Ck+1]
+min{αk+1,βk+1} · [A, B1, . . . Bk+1, C1, . . . , Ck+1]
=
⎛
⎝1 − k+1∏
j=1
(1 − max{αj ,βj})
⎞
⎠ · [A, B1, . . . Bk+1, C1, . . . , Ck+1].
Here we used the identity
|α − β| + min{α,β} − min{α,β} = 0. 
For ti ∈ (0, 1), i = 1, 2, . . . , n, let t =
(
. . . , tn, t1 , t2, . . . , tn, t1, . . .
)
. We deﬁne κk by
κk = κk(t) := max
⎧⎨
⎩
⎛
⎝1 − k∏
j=1
(1 − max{αj ,βj})
⎞
⎠ : αj ,βj ∈ {ti, 1 − ti : i = 1, 2, . . . , n}
⎫⎬
⎭ .
Remark 3.4. κk has the following properties;
(1) for every k, 0 < κk < 1.
(2) κk is an increasing function of k.
Lemma 3.5. Let {A(m)i }∞m=0 for i = 1, 2, . . . , n be the sequence of positive invertible operators deﬁned by
A
(m)
i = A(m−1)i ti A(m−1)i−1 , A(0)i = Ai and A0 = An.
Then for j, j + k = 1, 2, . . . , n,
d(A
(m+k)
j , A
(m+k)
j+k ) κk [A(m)1 , . . . , A(m)n ].
Proof. By the deﬁnition of A
(m)
i ,
A
(m+k)
j = A(m+k−1)j tj A(m+k−1)j−1
= (A(m+k−2)j tj A(m+k−2)j−1 ) tj A(m+k−1)j−1
= · · ·
=
(((
A
(m)
j tj A
(m)
j−1
)
tj A
(m+1)
j−1
)
tj · · ·
)
tj A
(m+k−1)
j−1
and
A
(m+k)
j+k = A(m+k−1)j+k tj+k A(m+k−1)j+k−1
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= A(m+k−1)j+k tj+k (A(m+k−2)j+k−1 tj+k−1 A(m+k−2)j+k−2 )
= · · ·
= A(m+k−1)j+k tj+k (A(m+k−2)j+k−1 tj+k−1 (· · · tj+2 (A(m)j+1 tj+1 A(m)j )))
=
(((
A
(m)
j 1−tj+1 A
(m)
j+1
)
1−tj+2 · · ·
)
1−tj+k−1 A
(m+k−2)
j+k−1
)
1−tj+kA
(m+k−1)
j+k .
Since A
(m+k)
j and A
(m+k)
j+k have same component A
(m)
j , by Lemma 3.3 and the deﬁnition of κk ,
d(A
(m+k)
j , A
(m+k)
j+k ) κk · [A(m)1 , . . . , A(m)n ]. 
Lemma 3.6. Let S be a set of positive invertible operators and let {Sn} be a sequence of set deﬁned as
S0 = S and Sn = {X t Y : X, Y ∈ Sn−1, t ∈ [0, 1]}.
Then for all natural number k and for positive invertible operator A,
max{d(A, X) : X ∈ S0} = max{d(A, X) : X ∈ Sk}.
Proof. It is enough to show that for all natural numbers k,
max{d(A, X) : X ∈ Sk} = max{d(A, X) : X ∈ Sk+1}. (3.3)
Since Sk ⊂ Sk+1, ()of (3.3)holds. For showing to ()of (3.3), letX ∈ Sk+1. Then thereexistX1, X2 ∈ Sk
and t ∈ [0, 1] such that X1 t X2 = X and hence
d(A, X) = d(A, X1 t X2)
(1 − t)d(A, X1) + td(A, X2)
(1 − t)max{d(A, X) : X ∈ Sk} + tmax{d(A, X) : X ∈ Sk}
= max{d(A, X) : X ∈ Sk}.
This completes the proof. 
Proposition 3.7. Let A, B1, . . . , Bn be positive invertible operators and let G be a geodesically convex set of
positive invertible operators. Then
(i) [A, G] = max{max{d(A, X) : X ∈ G}, (G)},
(ii) max{d(A, X) : X ∈ [B1, B2, . . . , Bn]} = max{d(A, Bi) : i = 1, 2, . . . , n},
(iii) ([B1, B2, . . . , Bn]) = max{d(Bi, Bj) : i, j = 1, 2, . . . , n}.
Proof
(i) Put S0 = {A} ∪ G in Lemma 3.6. Then maxX∈{A}∪Gd(A, X) = maxX∈[A,G]d(A, X) and
[A, G] = maxX,Y∈[A,G]d(X, Y) = maxX∈[A,G] (maxY∈[A,G]d(X, Y))
= maxX∈[A,G] (maxY∈S0d(X, Y)) = maxY∈S0 (maxX∈[A,G]d(X, Y))
= maxY∈S0
(
maxX∈S0d(X, Y)
) = max{(G),maxX∈G{d(A, X)}}
(ii) Put S0 = {B1, B2, . . . , Bn} in Lemma 3.6.
(iii) For n = 2, [B1, B2] = d(B1, B2) and by Lemma 3.2
d(B1 α B2, B1 β B2) |β − α|d(B1, B2).
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If [B1, B2, . . . , Bn−1] = max{d(Bi, Bj) : i, j = 1, 2, . . . , n − 1}, then
[B1, . . . , Bn] = [[B1, . . . , Bn−1], Bn]
= max{max{d(Bn, X) : X ∈ [B1, . . . , Bn−1]},[B1, . . . , Bn−1]} by (i)
= max{max{d(Bn, Bi) : i = 1, 2, . . . , n − 1},[B1, . . . , Bn−1]} by (ii)
= max{max{d(Bn, Bi) : i = 1, 2, . . . , n − 1},
max{d(Bi, Bj) : i, j = 1, 2, . . . , n − 1}}
= max{d(Bi, Bj) : i, j = 1, 2, . . . , n}. 
Proof of Theorem 3.1. By the deﬁnition of {A(m)i }∞i=0, we have[
A
(m)
1 , A
(m)
2 , . . . , A
(m)
n
]
⊂
[
A
(m−1)
1 , A
(m−1)
2 , . . . , A
(m−1)
n
]
. (3.4)
Deﬁne a geodesically convex set S as
S =
∞⋂
m=0
[
A
(m)
1 , A
(m)
2 , . . . , A
(m)
n
]
.
We shall prove that S is a singleton set. To prove this, it sufﬁces to prove that
lim
m→∞ 
[
A
(m)
1 , A
(m)
2 , . . . , A
(m)
n
]
= 0
from the completeness of the Thompson metric. By Proposition 3.7 (iii) and Lemma 3.5,
[A(m)1 , A(m)2 , . . . , A(m)n ]
= max{d(A(m)i , A(m)i+k) : i, i + k = 1, 2, . . . , n}
max{κk · 
[
A
(m−k)
1 , A
(m−k)
2 , . . . , A
(m−k)
n
]
; k = 1, 2, . . . , n − 1}
 κn−1
[
A
(m−n+1)
1 , A
(m−n+1)
2 , . . . , A
(m−n+1)
n
]
,
where the last inequality follows from (2) of Remark 3.4 and (3.4). Hence for a natural number k, we
have

[
A
(k(n−1))
1 , A
(k(n−1))
2 , . . . , A
(k(n−1))
n
]
 κn−1 · 
[
A
((k−1)(n−1))
1 , A
((k−1)(n−1))
2 , . . . , A
((k−1)(n−1))
n
]
 · · ·
 κkn−1
[
A
(0)
1 , A
(0)
2 , . . . , A
(0)
n
]
.
Note that
{

[
A
(k(n−1))
1 , A
(k(n−1))
2 , . . . , A
(k(n−1))
n
]}∞
k=0 is a subsequence of
{

[
A
(m)
1 , A
(m)
2 , . . . ,
A
(m)
n
]}∞
m=0 and converges to 0, because 0 < κn−1 < 1. Since
{

[
A
(m)
1 , A
(m)
2 , . . . , A
(m)
n
]}∞
m=0 is a de-
creasing sequence,
limm→∞[A(m)1 , A(m)2 , . . . , A(m)n ] = 0. 
4. Properties of weighted geometric mean
In [1], Ando et al. obtained 10 properties of geometric mean of n-operators as follows: For positive
invertible operators A1, . . . , An, Ando–Li–Mathias’ geometric mean is denoted byG(A1, . . . , An). Then
it satisﬁes
(1) If A1, . . . , An commute with each other, then
G(A1, . . . , An) = (A1 · · · An)1/n.
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(2) Joint homogeneity.
G(a1A1, . . . , anAn) = (a1 · · · an)1/nG(A1, . . . , An)
for positive numbers ai > 0 (i = 1, . . . , n).
(3) Permutation invariance. For any permutation π ,
G(A1, . . . , An) = G(Aπ(1), . . . , Aπ(n)).
(4) Monotonicity. For each i = 1, 2, . . . , n, if Bi  Ai, then
G(B1, . . . , Bn)G(A1, . . . , An).
(5) Continuity from above. For each i = 1, 2, . . . , n, if operator sequences
{
A
(k)
i
}∞
k=1 are monotone
decreasing with A
(k)
i ↘ Ai as k → ∞, then
G(A
(k)
1 , . . . , A
(k)
n ) ↘ G(A1, . . . , An) as k → ∞.
(6) Congruence invariance. For any invertible operator S,
G(S∗A1S, . . . , S∗AnS) = S∗G(A1, . . . , An)S.
(7) Joint concavity.
(1 − λ)G(A1, . . . , An) + λG(B1, . . . , Bn)
G((1 − λ)A1 + λB1, . . . , (1 − λ)An + λBn) for 0 λ 1.
(8) Self-duality.
G(A−11 , . . . , A−1n )−1 = G(A1, . . . , An).
(9) Determinant identity.
det (G(A1, . . . , An)) = {(detA1) · · · (detAn)}1/n .
(10) Arithmetic-geometric-harmonic means inequality.
H(A1, . . . , An)G(A1, . . . , An)A(A1, . . . , An).
HereH andA denote the harmonic mean and the arithmetic mean respectively.
The above 10 properties are very important, and our geometric mean deﬁned in [7] satisﬁes the
above properties except permutation invariance (3). In this section, we shall prove that the weighted
geometric mean L(t1, . . . , tn; A1, . . . , An) also satisﬁes the above properties except (3). We shall give
its exact form for commutative case.
Theorem 4.1. Let A1, . . . , An be commutative positive invertible operators on a Hilbert space H, and ti ∈
(0, 1) (i = 1, 2, . . . , n).
Then
L(t1, . . . , tn; A1, . . . , An) =
n∏
i=1
A
αi
i ,
where
αi =
∏
j /=i tj∑n
j=1
∏
k /=j tk
= t
−1
i∑n
j=1 t−1j
.
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Remark 4.2
(1) Two operators case, by using Theorem 4.1, we have
L(t1, t2; A, B) = A 12L
(
t1, t2; I, A−12 BA−12
)
A
1
2
= A 12
(
A
−1
2 BA
−1
2
) t1
t1+t2
A
1
2 = A  t1
t1+t2
B.
(2) If t1 = · · · = tn = t and {A1, . . . , An} is commutative, then
L(t, . . . , t; A1, . . . , An) = A
1
n
1 · · · A
1
n
n = L(A1, . . . , An).
Proof of Theorem 4.1. Since {A1, . . . , An} is commutative, we can set
A
(m)
i = Aα
(m)
1i
1 A
α
(m)
2i
2 · · · Aα
(m)
ni
n ,
where
∑n
k=1 α
(m)
ki = 1. Then we have α(0)ki =
{
1 (k = i)
0 (k /= i) , and
α
(m+1)
ki = (1 − ti)α(m)ki + tiα(m)ki−1 for k = 1, 2, . . . , n
because
A
α
(m+1)
1i
1 A
α
(m+1)
2i
2 · · · Aα
(m+1)
ni
n = A(m+1)i = A(m)i ti A(m)i−1
=
(
A
α
(m)
1i
1 A
α
(m)
2i
2 · · · Aα
(m)
ni
m
)1−ti (
A
α
(m)
1i−1
1 A
α
(m)
2i−1
2 · · · Aα
(m)
ni−1
n
)ti
.
Let
Cm =
⎛
⎜⎜⎜⎜⎜⎝
α
(m)
11 α
(m)
12 α
(m)
13 · · · a(m)1n
α
(m)
21 α
(m)
22 α
(m)
23 · · · a(m)2n
...
...
...
...
α
(m)
n1 α
(m)
n2 α
(m)
n3 · · · a(m)nn
⎞
⎟⎟⎟⎟⎟⎠ and
S =
⎛
⎜⎜⎜⎜⎜⎜⎝
−t1 0 0 · · · t1
t2 −t2 0 · · · 0
0 t3 −t3 · · · 0
...
...
. . .
. . .
...
0 0 0 tn −tn
⎞
⎟⎟⎟⎟⎟⎟⎠
.
Then C0 = I, Cm = (I + S)m, and
Cm+1 = Cm(I + S). (4.1)
We have already shown in Theorem 3.1 that there exists C = limm→∞ Cm and
C =
⎛
⎜⎜⎜⎝
α1 α2 α3 · · · αn
α1 α2 α3 · · · αn
...
...
...
...
α1 α2 α3 · · · αn
⎞
⎟⎟⎟⎠ , αi > 0 for i = 1, 2, . . . , n.
Tendingm → ∞ in (4.1), we have C = C(I + S), i.e., S∗C∗ = 0.
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Hence
(α1,α2, . . . ,αn)
T ∈ N (S∗).
HereN (S) denotes the kernel of S. Because dimN (S∗) = 1 and
S∗ ·
⎛
⎝∏
j /=1
tj,
∏
j /=2
tj, . . . ,
∏
j /=n
tj
⎞
⎠T = 0,
N (S∗) =
⎧⎪⎨
⎪⎩λ ·
⎛
⎝∏
j /=1
tj,
∏
j /=2
tj, . . . ,
∏
j /=n
tj
⎞
⎠T : λ ∈ C
⎫⎪⎬
⎪⎭ .
Since α1 + α2 + · · · + αn = 1 and αi > 0, we conclude that
αi =
∏
j /=i tj∑n
j=1
∏
k /=j tk
= t
−1
i∑n
j=1 t−1j
. 
This proof is elementary and easy, but by using the following known result, we can prove Theorem
4.1, easier.
A probability vector consists of non-negative elementswhose sum equals to one. A squarematrix is
called a stochastic matrix if its columns are probability vectors. A stochastic matrixM is called regular
if there is a positive natural numberm such that all elements ofMm are positive. The following result
is well-known (see for example [3, Proposition 3.2.2]).
TheoremB. LetM be a regular stochasticmatrix. Then there is a unique probability vector pwith all positive
components such that Mp = p, and the sequence {Mk} converges to a matrix W whose columns are the
ﬁxed column vector p.
Alternative proof of Theorem 4.1.We have to obtain the limit point of Cm = (I + S)m asm → ∞ in
the ﬁrst proof. Since (I + S)∗ is a regular stochastic matrix, by Theorem 4, there is a unique probability
vector pwith all positive components such that (I + S)∗p = p, and the sequence {(I + S)m} converges
to a matrix W whose columns are the ﬁxed column vector p. p is an eigenvector corresponding
eigenvalue 1, i.e.,
p ∈
⎧⎪⎨
⎪⎩λ ·
⎛
⎝∏
i /=1
ti,
∏
i /=2
ti, . . . ,
∏
i /=n
ti
⎞
⎠T : λ ∈ R
⎫⎪⎬
⎪⎭ .
Since p is a probability vector, we conclude that
p = 1∑n
j=1
∏
i /=j ti
⎛
⎝∏
i /=1
ti,
∏
i /=2
ti, . . . ,
∏
i /=n
ti
⎞
⎠T . 
Theorem 4.3 (Joint homogeneity). For positive scalars si (i = 1, 2, . . . , n),
L(t1, . . . , tn; s1A1, . . . , snAn) = L(t1, . . . , tn; s1, . . . , sn)L(t1, . . . , tn; A1, . . . , An)
=
⎛
⎝ n∏
i=1
s
αi
i
⎞
⎠L(t1, . . . , tn; A1, . . . , An),
where αi = t
−1
i∑n
j=1 t−1j
.
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Proof. Consider the sequences of operators {A(m)i }∞m=1 and {B(m)i }∞m=1 for i = 1, 2, . . . , n;
A
(m+1)
i = A(m)i ti A(m)i−1, A(0)i = Ai and A(m)0 = A(m)n ,
B
(m+1)
i = B(m)i ti B(m)i−1, B(0)i = siAi and B(m)0 = B(m)n
Let the sequence of positive real numbers {s(m)i }∞m=1 for i = 1, 2, . . . , n be deﬁned as
s
(m+1)
i = (s(m)i )1−ti(s(m)i−1)ti , s(0)i = si and s(m)0 = s(m)n .
Then, by using induction and the joint homogeneity of two variable weighted geometric mean, we
have B
(m)
i = s(m)i A(m)i for everym ∈ N and i = 1, 2, . . . , n. Hence
L(t1, . . . , tn; s1A1, . . . , snAn) = L(t1, . . . , tn; B1, . . . , Bn)
= lim
m→∞ B
(m)
i
= lim
m→∞ s
(m)
i A
(m)
i
= lim
m→∞ s
(m)
i limm→∞ A
(m)
i
= L(t1, . . . , tn; s1, . . . , sn)L(t1, . . . , tn; A1, . . . , An).
By Theorem 4.1, L(t1, . . . , tn; s1, . . . , sn) = ∏ni=1 sαii , because si are scalars. 
Theorem 4.4. Let A1, . . . , An, B1, . . . , Bn be positive invertible operators and let ti ∈ (0, 1) for i =
1, 2, . . . , n. Then
(i) (Monotonicity) If Ai  Bi for all i = 1, 2, . . . , n, then
L(t1, . . . , tn; A1, . . . , An)L(t1, . . . , tn; B1, . . . , Bn).
(ii) (Joint concavity) For λ ∈ (0, 1),
(1 − λ)L(t1, . . . , tn; A1, . . . , An) + λL(t1, . . . , tn; B1, . . . , Bn)
L(t1, . . . , tn; (1 − λ)A1 + λB1, . . . , (1 − λ)An + λBn).
Proof. By using the monotonicity and joint concavity of weighted geometric mean for two variable,
we can prove Theorem 4.4. 
Deﬁnition 4. A function f deﬁned on the cone of positive invertible operator is said to be a geometric
homomorphism, if
f (A  B) = f (A)  f (B) for all A, B > 0.
Example 4.5. The following maps are geometric homomorphisms;
(i) for invertible operator S, the congruence transformation X → SXS∗,
(ii) the inversion map X → X−1,
(iii) (ﬁnite dimensional case) the determinant map X → det(X).
Lemma 4.6. Let f be a continuous geometric homomorphism. Then
f (A t B) = f (A) t f (B) for all t ∈ [0, 1].
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Proof. f (A 0 B) = f (A) = f (A) 0 f (B) and f (A 1 B) = f (B) = f (A) 1 f (B).
Suppose that f (A s B) = f (A) s f (B) and f (A t B) = f (A) t f (B). Then
f (A  s+t
2
B) = f ((A s B)  (A t B))
= f (A s B)  f (A t B)
= (f (A) s f (B))  (f (A) t f (B))
= f (A)  s+t
2
f (B),
where we used the afﬁne change of parameter of geometric means, (A s B) r (A t B) =
A (1−r)s+rt B. By continuity and the mid-point convexity, the assertion holds for any t ∈ [0, 1]. 
Theorem 4.7. Let f be a continuous geometric homomorphism. Then the weighted geometric mean L is
invariant under the map f , i.e.,
f (L(t1, . . . , tn; A1, . . . , An)) = L(t1, . . . , tn; f (A1), . . . , f (An))
for any ti ∈ (0, 1), (i = 1, 2, . . . , n).
In particular, for any invertible operator S,
(i) (Congruence invariance)
SL(t1, . . . , tn; A1, . . . , An)S∗ = L(t1, . . . , tn; SA1S∗, . . . , SAnS∗).
(ii) (Self-duality)
L(t1, . . . , tn; A−11 , . . . , A−1n ) = L(t1, . . . , tn; A1, . . . , An)−1.
(iii) (Determinant identity)
detL(t1, . . . , tn; A1, . . . , An) = L(t1, . . . , tn; det(A1), . . . , det(An))
=
n∏
i=1
(det(Ai))
αi ,
where αi = t
−1
i∑n
j=1 t−1j
.
Proof. Consider the sequences of operators {A(m)i }∞m=1 and {B(m)i }∞m=1 for i = 1, 2, . . . , n;
A
(m+1)
i = A(m)i ti A(m)i−1, A(0)i = Ai and A(m)0 = A(m)n ,
B
(m+1)
i = B(m)i ti B(m)i−1, B(0)i = f (Ai) and B(m)0 = B(m)n .
Then, by using induction, we have f (A
(m)
i ) = B(m)i for everym ∈ N and i = 1, 2, . . . , n. Hence
f (L(t1, . . . , tn; A1, . . . , An)) = f ( lim
m→∞ A
(m)
i )
= lim
m→∞ f (A
(m)
i )
= lim
m→∞ B
(m)
i
= L(t1, . . . , tn; B1, . . . , Bn)
= L(t1, . . . , tn; f (A1), . . . , f (An)). 
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By the same technique, we generalize weighted arithmetic and harmonic means of n-positive
invertible operators as follows:
Theorem 4.8. Let A1, . . . , An be positive invertible operators, ti ∈ (0, 1), i = 1, 2, . . . , n. Then for each
i = 1, 2, . . . , n, deﬁne
A
(m)
i = (1 − ti)A(m−1)i + tiA(m−1)i−1 , A(m)0 = A(m)n ,
B
(m)
i = [(1 − ti)(B(m−1)i )−1 + ti(B(m−1)i−1 )−1]−1, B(m)0 = B(m)n
and A
(0)
i = B(0)i = Ai. Then for each i = 1, 2, . . . , n, there exist positive invertible operators A and B onH
such that
lim
m→∞ A
(m)
i = A =
⎛
⎝ t−11∑
j t
−1
j
A1 + · · · + t
−1
n∑
j t
−1
j
An
⎞
⎠ and
lim
m→∞ B
(m)
i = B =
⎛
⎝ t−11∑
j t
−1
j
A
−1
1 + · · · +
t−1n∑
j t
−1
j
A−1n
⎞
⎠−1 .
Let A1, . . . , An be positive invertible operators, and
P = diag
(
. . . , An, A1 , A2, . . . , An, A1, . . .
)
.
For ti ∈ R, i = 1, 2, . . . , n, let t =
(
. . . , tn, t1 , t2, . . . , tn, . . .
)
. Then we deﬁne
tP = diag
(
. . . , tnAn, t1A1 , t2A2, . . . , tnAn, t1A1, . . .
)
.
By using the above notations, we can rewrite Theorem 4.8 as follows:
Theorem 4.8′. Let A1, . . . , An be positive invertible operators on a Hilbert space H, and K is deﬁned in
(2.3), t be deﬁned as above, and U and P be deﬁned in (2.4). Assume
Pm = (1 −t)Pm−1 +tUPm−1U∗,
Qm =
[
(1 −t)Q−1m−1 +tUQ−1m−1U∗
]−1
and
P0 = Q0 = P.
Then there exist positive invertible operators A and B onH such that
lim
m→∞ Pm = I ⊗ A = I ⊗
⎛
⎝ t−11∑
j t
−1
j
A1 + · · · + t
−1
n∑
j t
−1
j
An
⎞
⎠ and
lim
m→∞Qm = I ⊗ B = I ⊗
⎛
⎝ t−11∑
j t
−1
j
A
−1
1 + · · · +
t−1n∑
j t
−1
j
A−1n
⎞
⎠−1 .
We denote the above limits A and B by A(t1, . . . , tn; A1, . . . , An) and H(t1, . . . , tn; A1, . . . , An),
respectively.
Theorem 4.9 (Arithmetic–geometric–harmonic means inequality). Let A1, . . . , An be positive invertible
operators and let ti ∈ (0, 1) for i = 1, 2, . . . , n. Then
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H(t1, . . . , tn; A1, . . . , An) L(t1, . . . , tn; A1, . . . , An)
A(t1, . . . , tn; A1, . . . , An).
Proof. By using the arithmetic–geometric–harmonic means inequality for two variable, we have
Theorem 4.9. 
Theorem 4.10. Let A1, . . . , An, B1, . . . , Bn be positive invertible operators and let ti ∈ (0, 1) for
i = 1, 2, . . . , n. Then
d(L(t1, . . . , tn; A1, . . . , An),L(t1, . . . , tn; B1, . . . , Bn))A(t1, . . . , tn; d(A1, B1), . . . , d(An, Bn)).
Proof. Consider the sequences of operators {A(m)i }∞m=1 and {B(m)i }∞m=1 for i = 1, 2, . . . , n;
A
(m)
i = A(m−1)i ti A(m−1)i−1 , A(0)i = Ai and A(m)0 = A(m)n ,
B
(m)
i = B(m−1)i ti B(m−1)i−1 , B(0)i = Bi and B(m)0 = B(m)n .
By (2.2), for everym ∈ N and i = 1, 2, . . . , n,
d(A
(m)
i , B
(m)
i ) = d(A(m−1)i ti A(m−1)i−1 , B(m−1)i ti B(m−1)i−1 )
(1 − ti)d(A(m−1)i , B(m−1)i ) + ti d(A(m−1)i−1 , B(m−1)i−1 )
Hence,⎛
⎜⎜⎜⎜⎜⎝
d(A
(m)
1 , B
(m)
1 )
d(A
(m)
2 , B
(m)
2 )
...
d(A
(m)
n , B
(m)
n )
⎞
⎟⎟⎟⎟⎟⎠ 
⎛
⎜⎜⎜⎜⎜⎜⎝
1 − t1 0 0 · · · t1
t2 1 − t2 0 · · · 0
0 t3 1 − t3 · · · 0
...
...
...
. . .
...
0 0 0 tn 1 − tn
⎞
⎟⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎝
d(A
(m−1)
1 , B
(m−1)
1 )
d(A
(m−1)
2 , B
(m−1)
2 )
...
d(A
(m−1)
n , B
(m−1)
n )
⎞
⎟⎟⎟⎟⎟⎠ ,
where  is the component-wise inequality in Rn. By taking the limit,
lim
m→∞
⎛
⎜⎜⎜⎜⎜⎝
d(A
(m)
1 , B
(m)
1 )
d(A
(m)
2 , B
(m)
2 )
...
d(A
(m)
n , B
(m)
n )
⎞
⎟⎟⎟⎟⎟⎠  limm→∞
⎛
⎜⎜⎜⎜⎜⎜⎝
1 − t1 0 0 · · · t1
t2 1 − t2 0 · · · 0
0 t3 1 − t3 · · · 0
...
...
...
. . .
...
0 0 0 tn 1 − tn
⎞
⎟⎟⎟⎟⎟⎟⎠
m ⎛
⎜⎜⎜⎝
d(A1, B1)
d(A2, B2)
...
d(An, Bn)
⎞
⎟⎟⎟⎠ .
Every component of left hand side is
d(L(t1, . . . , tn; A1, . . . , An),L(t1, . . . , tn; B1, . . . , Bn))
and every component of right hand side is
A(t1, . . . , tn; d(A1, B1), . . . , d(An, Bn)).
The inequality now follows by Theorem 4.1. 
Corollary4.11 (Continuity). Let ti ∈ (0, 1) for i = 1, 2, . . . , n. Then the function (A, . . . , An) → L(t1, . . . ,
tn; A1, . . . , An) is continuous.
Proof. Let {Aim}∞m=1 be a sequence converging to Ai for i = 1, 2, . . . , n, respectively.
By Theorem 4.10,
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d
(
L(t1, . . . , tn; A1m , . . . , Anm),L(t1, . . . , tn; A1, . . . , An)
)
A
(
t1, . . . , tn; d(A1m , A1), . . . , d(Anm , An)
)
→ A (t1, . . . , tn; 0, 0, . . . , 0) = 0 asm → ∞. 
Theorem 4.12. Let A1, . . . , An be positive invertible operators. Then
〈L(t1, . . . , tn; A1, . . . , An)x, x〉L(t1, . . . , tn; 〈A1x, x〉, . . . , 〈Anx, x〉)
for all vector x ∈ H.
Proof. Let A and B be positive invertible operators and α ∈ [0, 1]. By using the Hölder–McCarthy
inequality, we have
〈A α Bx, x〉 =
〈(
A
−1
2 BA
−1
2
)α
A
1
2 x, A
1
2 x
〉

〈(
A
−1
2 BA
−1
2
)
A
1
2 x, A
1
2 x
〉α 〈
A
1
2 x, A
1
2 x
〉1−α
= 〈Ax, x〉1−α〈Bx, x〉α = 〈Ax, x〉 α 〈Bx, x〉.
The inequality now follows by Theorem 4.1. 
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