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ABSTRACT 
 
This paper is motivated by the increasing popularity of efficient designs for stated choice experiments. The objective 
in efficient designs is to create a stated choice experiment that minimizes the standard errors of the estimated 
parameters. In order to do so, such designs require specifying prior values for the parameters to be estimated. While 
there is significant literature demonstrating the efficiency improvements (and cost savings) of employing efficient 
designs, the bulk of the literature tests conditions where the priors used to generate the efficient design are assumed 
to be accurate. However, there is substantially less literature that compares how different design types perform under 
varying degree of error of the prior. The literature that does exist assumes small fractions are used (e.g., under 20 
unique choice tasks generated), which is in contrast to computer aided surveys that readily allow for large fractions. 
Further, the results in the literature are abstract in that there is not a reference point (i.e., meaningful units) to 
provide clear insight on the magnitude of any issue. Our objective is to analyze the robustness of different designs 
within a typical stated choice experiment context of a trade-off between price and quality. We use as an example 
transportation mode choice, where the key parameter to estimate is the value of time (VOT). Within this context, we 
test many designs to examine how robust efficient designs are against a misspecification of the prior parameters. 
The simple mode choice setting allows for insightful visualizations of the designs themselves and also an 
interpretable reference point (VOT) for the range in which each design is robust. Not surprisingly, the D-efficient 
design is most efficient in the region where the true population VOT is near the prior used to generate the design: the 
prior is $20/hour and the efficient range is $10/hour -$30/hour. However, the D-efficient design quickly becomes the 
most inefficient outside of this range (under $5/hour and above $40/hour), and the estimation significantly degrades 
above $50/hour. The orthogonal and random designs are robust for a much larger range of VOT. The robustness of 
Bayesian efficient designs varies depending on the variance that the prior assumes. Implementing two-stage designs 
that first use a small sample to estimate priors are also not robust relative to uninformative designs. Arguably, the 
random design (which is the easiest to generate) performs as well as any design, and it (as well as any design) will 
perform even better if data cleaning is done to remove choice tasks where one alternative dominates the other.  
 
Keywords: stated choice experiments, robustness, mode choice model, value-of-time, experimental design, d-
efficient.  
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1 INTRODUCTION 
 
Within discrete choice models, data sources can be defined in one of two categories: Revealed Preference (RP) data 
and Stated Preference (SP) data. RP data is “observed” and relies on actual behavior. A number of disadvantages in 
using RP data, including little variation in the data and impracticality when dealing with new alternatives which are 
not yet available, have made the use of SP data a more popular method to estimate discrete choice models (Louviere 
and Hensher, 1982; Louviere and Woodworth, 1983). SP data are hypothetically created choice situations in which 
the researcher has the freedom to define the tradeoff faced by the respondent. SP data gained attention in the early 
1970s after Davidson (1973) and Louviere et al. (1973) highlighted the desirable properties of SP studies, such as 
the evaluation of non-existing alternatives (Hensher, 1982; Louviere and Hensher, 1983) and the evaluation of 
choice with attributes that differ from the alternatives which currently exist (Kocur et al., 1982; Hensher and 
Louviere, 1983; Louviere and Kocur, 1983; Bradley and Bowy, 1984). However, the hypothetical nature of SP data 
is also its biggest criticism since SP data does not capture actual behavior (Cummings et al., 1986; Mitchell and 
Carson, 1989). For an in-depth discussion of advantages and disadvantages of RP and SP data see, for example, 
Adamowicz et al. (1994) and Hensher (1994). 
 
We focus on stated choice (SC) experiments where the respondent is presented with hypothetical alternatives and 
asked to choose one. To create a stated choice design, one defines the alternatives that make up a choice set, 
determines the set of attributes that describe each alternative and, for each attribute, determine a set of discrete levels 
(i.e., values that the attribute can be). Then a set of specific choice contexts (i.e., specific alternatives with specific 
values of each attribute) that will be presented to respondents need to be defined. In the simple binary mode choice 
context used throughout this paper, an example choice context from which a respondent may be asked to make a 
choice is: alternative 1 costs $10 and takes 30 minutes and alternative 2 costs $4 and takes 60 minutes. Determining 
the sets of values (e.g., {($10, 30 minutes), ($4, 60 minutes)}) to use in the experiment is the art of experimental 
design. The full factorial design consists of all possible ways these attribute levels can be combined to make 
different choice sets. Typically, the full factorial design is extremely large and impractical to use in practice. 
Therefore, a subsample of the full factorial design, called a fractional factorial design, is selected for use in the 
experiment. 
 
There are different ways to reduce the full factorial to the fraction that is used. One straightforward approach is to 
randomly select choice tasks from the full factorial design. However, the art of experimental design is to develop 
techniques that make this selection more thoughtfully so as to improve estimation results. The objective is typically 
to improve asymptotic efficiency (reduce standard errors of the estimates) while of course maintaining consistency 
of estimates (asymptotic unbiasedness). Orthogonal designs are a common approach for building SC designs. The 
motivation behind orthogonal designs is the ability to identify (i.e., estimate) the most important parameters in the 
model (i.e. the main effects) and also to estimate these parameters with precision (i.e., with minimal standard errors). 
A design is orthogonal if all the attributes in the design are uncorrelated, and it is also desirable to evenly distribute 
(i.e., balance) levels among the choice tasks (ChoiceMetrics, 2012). Although orthogonal designs are widely used 
and are optimal for linear regression (in terms of producing unbiased estimates with minimum standard error), they 
are not necessarily efficient for discrete choice analysis (Kuhfeld et al., 1994). 
  
In recent years, efficient designs have emerged. The aim of efficient design is to minimize the standard error of the 
estimated model parameters. This is done via optimization based on the asymptotic variance-covariance (AVC) 
matrix. Unlike linear regression, the AVC matrix for discrete choice models is a function of the model parameters. 
Therefore, in order to minimize the AVC matrix for discrete choice, the values of the parameters must be known. 
However, the purpose of the model specification is to estimate the parameters, which are not known. To overcome 
this problem, efficient designs make use of prior parameter information as a best guess of the true parameters. Four 
different common strategies exist when defining the prior parameters. The first approach is to set the prior 
parameters equal to zero (a naïve prior). The second approach is to set the prior parameters to fixed, non-zero 
values. The third approach (introduced by Sándor and Wedel, 2001, 2002) is to define the prior parameters as 
coming from a known distribution with known parameters (Bliemer et al., 2008). A fourth approach is to update the 
design during the data collection phase as knowledge of the true parameters increases (Kanninen, 2002; Johnson et 
al., 2007 and 2013). Priors are sometimes determined based on pilot studies (Bliemer and Collins, 2016), but due to 
various reasons (such as time and budget constraints) researchers tends to rely solely on previous studies or expert 
judgement. Less known methods to generate the stated choice experiment exist, such as optimal orthogonal choice 
designs (see, e.g., Street et al., 2001, 2004, and 2005; Burgess and Street, 2005), and optimal choice probability 
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designs (Kanninen, 2002; Toner et al., 1999; Fowkes, 2000). Further, new approaches are regularly being presented, 
such as Bliemer and Collins’ (2016) proposal of a methodology to obtain priors without the need for conducting 
pilot studies. However, we keep our focus in this study on the most commonly used design approaches.  
 
Studies in the literature have discussed the benefits and disadvantages of various methods and also compared subsets 
of methods. For example, Rose and Bliemer (2008) compared three different designs: optimal orthogonal design, 
efficient design, and optimal choice probability designs (where the latter two assume Bayesian prior parameters). 
Based on two different sets of prior parameters (one assumed to be correct and the second to test for 
misspecification), the authors highlight that different designs perform better under certain circumstances (and prior 
assumptions) and conclude that care is needed when constructing stated choice experiments since the choice of prior 
parameters can influence the design. Rose et al. (2008) studied a pivot design around a reference alternative and 
compared four different efficient designs with a traditional orthogonal design. They found that all four efficient 
designs outperformed the orthogonal design. Bliemer et al. (2008) compared several methods to generate Bayesian 
efficient designs and found that the quasi Monte Carlo methods (Halton, Sobol, and Modified Latin Hypercube 
Sampling) outperformed pseudo Monte Carlo draws, while the Gaussian quadrature method performed best. Rose 
and Bliemer (2009) compared a wide range of designs, such as orthogonal, efficient, optimal orthogonal, and 
optimal choice probability designs. They selected the level values and prior parameters arbitrarily and concluded 
that the optimal orthogonal design is better if all priors are assumed to be zero. The efficient design and optimal 
choice probability designs (which both rely on prior parameters) are superior when non-zero parameters are 
assumed, except at the outer most extreme areas of the interval range. Bliemer et al. (2009) extended the work on 
efficient designs for the Nested Logit (NL) model. They compared an efficient design (assuming correct priors) with 
two orthogonal designs (the orthogonal designs with the highest and lowest efficiency), and found that the D-error 
of the orthogonal designs was 2.1 and 7.4 times higher than the efficient design, respectively. They then proceeded 
to test for misspecification of 1) the priors, 2) the model type, and 3) nesting structures in the NL model. They found 
that the efficient design for the NL model is sensitive to a misspecification and that this effect can be mitigated by 
using a Bayesian efficient design. Furthermore, assuming a Multinomial Logit (MNL) form in the design phase 
leads to loss in efficiency, and thereby larger standard errors, if the true model form is a NL (though the loss in 
efficiency from NL to MNL is less critical). Finally, they found that specifying the nests incorrectly also leads to 
loss in efficiency. Bliemer and Rose (2010a) investigated a serial efficient design (or serial design), i.e. an efficient 
design in which the prior parameters are repeatedly updated as data is collected. They compared the serial design 
with an orthogonal and an efficient design. Results indicated that the serial design performed as well as an efficient 
design based on true parameters, and both outperformed the orthogonal design. The advantage of the serial design is 
that it is not sensitive to a misspecification of the priors, as these are constantly updated in accordance with collected 
data. The downside is that data collection is rather cumbersome. Bliemer and Rose (2010b) generated efficient 
designs for the Mixed Logit (ML) model and tested the performance in three case studies. They compared three 
efficient designs (using true parameters as priors) assuming the following model forms in the design phase: MNL 
model, cross-section ML model, and panel ML model. (In case study two they also compared a D-optimal 
orthogonal design assuming zero priors). Overall, they found that misspecification of the model form, e.g. 
constructing an experimental design assuming an MNL model form but relying on an ML model form for estimation 
results in loss in efficiency. Furthermore, they tested the influence of a misspecification of the prior parameters for 
the third and last case study. They found that the efficient design is indeed sensitive to a misspecification of the 
priors. Finally, Bliemer and Rose (2011) did an empirical comparison of an orthogonal design (with 108 choice 
tasks) and two Bayesian efficient designs (with 108 and 18 choice tasks respectively) in a case study of airline 
travel. They performed pilot studies in order to generate the Bayesian efficient designs. They found that the two 
Bayesian efficient designs produced lower standard errors in the estimated parameters as compared to the orthogonal 
design, which indicates smaller sample sizes are required (given the same statistical parameter significance). They 
also found different parameter estimates among the designs. Regarding the sample size advantages of efficient 
designs, Rose and Bliemer (2013) also concludes that efficient designs (both D-efficient and S-efficient designs) 
“require a (much) smaller sample size than a random orthogonal design in order to estimate all parameters at the 
level of statistical significance.” While we have touched on the literature most relevant to our paper, the reader is 
referred to Rose and Bliemer (2014) for an overview of different research streams within stated choice experimental 
design theory. 
 
While the work referenced above focuses primarily on issues of efficiency, recent work highlights how the SP 
design in combination with specification issues can impact the coefficient values estimated by the model. For 
example, Fosgerau and Börjesson (2015) and Ojeda-Cabral et al. (2016) examine, among other things, the impact of 
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restricting the range of trade-offs presented in the choice tasks of an SC design. Both papers demonstrate how the 
estimated marginal rate of substitutions vary when estimated on sub-samples of their SC dataset that are defined 
based on a restricted range of trade-offs. However, the papers have different explanations as to the cause; Fosgerau 
and Börjesson (2015) conclude the issue is bias due to model misspecification (namely, not accounting for 
preference heterogeneity), whereas Ojeda-Cabral et al. (2016) use a more complicated model structure and conclude 
that the remaining variation is due to preferences varying across choice contexts (as reflected via the restricted range 
of trade-offs). Bliemer et al. (2017) discuss the implication of dominant alternatives in the choice tasks, and 
conclude that the presence of dominant alternatives may lead to bias in the parameter estimates or scale. While 
related, this direction of research is orthogonal to our paper as we have designed our experiment to avoid these 
issues. Our focus is on efficiency, not bias or specification errors.  
 
1.1 Summary of the Literature and Contribution of this paper 
 
Although orthogonal designs, efficient designs and Bayesian efficient designs have been widely used in the 
literature, more research is needed in order to understand how well the different design-approaches perform along a 
range of (true) parameters. The literature described above demonstrates that when good prior knowledge of the true 
parameters is known (i.e., an informative prior that is close to the true parameter), the efficient design will perform 
better in that they will produce estimates with smaller relative standard errors than other designs. On the other hand, 
orthogonal or random design may be more robust in cases where good prior information is not known, meaning they 
may perform better (i.e., lower relative standard errors) over a large range of parameters. However, very little 
research has been done to highlight this. Here we build on the work by Rose and Bliemer (2008,  2009) described 
above to further investigate how a misspecification of the prior parameters may affect design performance. We 
extend their work on several fronts, primarily by using a different design setup. First, the dimensions of our test case 
are consistent with current practice in terms of the size of the design, resulting in a generated number of choice 
contexts that is significantly higher. Second, we focus on the typical trade-off of travel time and travel cost 
attributes, thus computing the value of time (VOT) and providing a useful reference point to understand the range of 
values for which different designs are robust. Finally, we focus on a simple binary choice setting, which produces 
insightful visualizations of the difference between the choice contexts generated by each design. We focus 
throughout on the case of homogeneous preferences, because we can more effectively make our point within our 
simple, one parameter context. A heterogeneous assumption adds unnecessary complexity in terms of the SC design 
generation, the model specification, and the graphical representations of estimation results. The conclusions we 
reach with a heterogeneous assumption would be qualitatively the same as with the homogeneous assumption. 
 
1.2 Methodology 
Our objective is to analyze the robustness of different designs within a typical stated choice experiment context of a 
trade-off between price and quality. We make use of a classic binary transport mode choice context with two 
explanatory variables: travel time (i.e., quality) and travel cost (i.e., price), each with an associated parameter. We 
use a typical linear in parameter specification and we assume the parameters are homogeneous across the 
population. The key parameter to estimate is the VOT in $/hour, which is the marginal rate of substitution between 
time and price. In a linear-in-parameters model, VOT is equal to the ratio of the time parameter and the cost 
parameter. We generate ten different experimental designs, including variations of random, orthogonal, d-efficient, 
Bayesian, and 2-stage designs. For those designs that require priors, we base the priors on an estimated VOT of 
$20/hour (consistent with literature in the United States: Belenky, 2011). We then test the robustness of the different 
design approaches by applying the design to different simulated scenarios, each with a different true level of VOT in 
the population (ranging from $0/hour to $100/hour). We calculate the D-errors and standard errors of the estimated 
VOT under these conditions, and highlight the influence on the model estimations if priors are inaccurate or wrong. 
While most of this paper focuses on a simple context of binary mode choice with time and cost, we follow up with a 
significantly more complex design used in a real application (Thorhauge et al., 2016a,b) to test if the results are 
similar to our highly controlled experiment. 
 
1.3 Structure of the paper 
The remainder of this paper is structured as follows. Section 2 presents the detail of our choice context and 
generated designs. Section 3 presents the visualization results of the generated designs, highlighting the stark 
differences in the resulting combinations represented by the choice tasks. Section 4 presents the results of robustness 
analysis of the experimental designs, focusing on the D-error and standard error that result under various versions of 
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the true value of time. Section 5 extends the analysis to examine two-stage experimental designs, Section 6 presents 
results from a more realistic context, and Section 7 summarizes the conclusions. 
 
 
2 GENERATION OF THE EXPERIMENTAL DESIGNS 
 
Since we are interested in testing how different types of designs are able to recuperate different values of the true 
parameters, we need a controlled and simple example. We also want to mimic a realistic SC experiment that 
incorporates a basic trade-off between price and quality, which is at the heart of most SC experiments. For this, we 
use the classic transportation problem of estimating value of time from a binary mode choice scenario. Our model 
specification is linear in parameters with two attributes (travel time and cost), which vary across the two alternatives. 
We focus on estimating the value-of-time (VOT), which is the ratio of the time and cost parameter, and we assume it 
to be homogeneous across the population. The advantage of this setup is that we are only estimating one parameter, 
and we can produce insightful visualizations for analysis. We will describe in section 2.1 the model specification 
and in 2.2 the experimental designs we created for this study.  
 
2.1 Model specification 
The binary mode choice model specification is described qualitatively above. Mathematically, the model is specified 
as: 
 
Uin = 𝛽𝑡𝑖𝑚𝑒 ∗ timein + 𝛽𝑐𝑜𝑠𝑡 ∗ costin + εin ,   (1) 
 
where Uin is the utility for alternative i and individual n, and it is comprised of two components: a deterministic part 
(𝛽𝑡𝑖𝑚𝑒 ∗ timein + 𝛽𝑐𝑜𝑠𝑡 ∗ costin) and a stochastic part (the error term εin). In the deterministic component, timein 
and costin represent the travel time and cost for alternative i and individual n, while parameters 𝛽𝑡𝑖𝑚𝑒  and 𝛽𝑐𝑜𝑠𝑡  are 
the corresponding population-level parameters to be estimated. The stochastic component εin represents unobserved 
utility of individual n for alternative i. The error terms are independent and identically distributed (i.i.d.) extreme 
value (EV) type 1 and the scale of this error term (a parameter inversely related to its variance) is set to 1 per 
convention to identify the model. Therefore, the probability of individual n choosing alternative i can be expressed 
as follows: 
 
Pin =
exp(βtime∗timein+βcost∗costin)
∑ exp(βtime∗timejn+βcost∗costjn)
2
j=1
 ,   (2) 
 
where i = 1, 2. 
 
We convert this model to willingness to pay space by dividing through by the cost parameter as follows: 
  
Uin
′ =
Uin
βcost
,          εin
′ =
εin
βcost
,   and         VOT =
βtime
βcost
,        where i = 1, 2 . (3) 
 
Reducing the model to only one parameter:  
 
 Uin
′ = VOT ∗ timein + costin + εin
′ .   (4) 
 
All of our results will be presented in relation to this single VOT parameter. 
 
2.2 Experimental designs 
In this section, we describe how we built the experiment designs. Various designs and their literature were 
introduced and discussed in the introduction of the paper. We focus on the most widely used experimental designs: 
random, orthogonal, D-efficient (fixed prior parameters), and Bayesian efficient (normally distributed prior 
parameters).  
 
An experimental design consists of a predefined number of choice tasks, each presenting a choice between the 
available alternatives (in our case mode 1 with its time and cost and mode 2 with its time and cost). To generate any 
of our experimental designs, we need to specify the number of levels and the attribute level values. The attribute 
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level values determine the specific values (in our case for travel time and cost) that can be presented in the choice 
tasks. In the computer-aided SC designs performed today, there is generally no reason to generate a small fraction 
(i.e., a small number of choice tasks). It is preferable for estimation to have attribute values that vary widely across 
the different responses, and computers can easily automate this process. Therefore, in our design setup, we aim for a 
reasonably large (but not extreme) fraction of 200 choice tasks. We can therefore have a relatively large number of 
levels for each attribute. We choose to have 8 levels for both time and cost with the attribute levels as follows:  
 
 𝑡𝑖𝑚𝑒 = [30, 36, 42, 48, 54, 60, 66, 72] (mins) and 
 𝑐𝑜𝑠𝑡 = [1, 4, 7, 10, 13, 16, 19, 22] ($).  
 
We designed our simulation experiment to avoid the bias issue highlighted in Fosgerau and Börjesson (2015) and 
Ojeda-Cabral et al. (2016). This is done by generating a sufficiently wide range of time/cost trade-offs. Our trade-off 
values for binary choice tasks that do not have a dominant alternative range from $4.28-$210 and the full factorial 
spans trade-offs from negative to positive infinity. We removed the bias issue in our setup specifically so that we 
could focus on efficiency, which is the focus of the experimental design literature to which we are contributing.  
 
In total, we constructed ten different designs, each resulting in a fraction of 200 choice tasks. We will use the 1-10 
numbering system throughout the rest of the paper to refer to specific designs. 
 
Designs that do not require priors for the parameters to be estimated: 
1. Random design: choice tasks are randomly chosen from full factorial design. 
2. Orthogonal design: choice tasks are chosen from full factorial design such that they satisfy orthogonality 
(ChoiceMetrics, 2012a). 
3. Orthogonal design without dominant alternatives: We generate an orthogonal design with 400 choice 
tasks, and then reduce it to 200 non-dominant choice tasks (i.e., we remove those where one alternative is 
both cheaper and faster). This is effectively introducing a prior regarding the sign of the parameters, 
although the procedure does not require any optimization to implement. 
 
Designs that require priors for the parameters to be estimated: 
4. D-efficient design with zero prior assumption: prior of 𝛽time = 0, 𝛽cost = 0. (VOT undetermined) 
5. D-efficient design with plausible prior assumption: prior of 𝛽time = −0.33, 𝛽cost = −1. (VOT=$20/ 
hour) 
6. D-efficient design with poor prior assumption: prior of  𝛽time = 0, 𝛽cost = −1. (VOT=$0/ hour) 
7. Bayesian efficient design with smaller standard deviation: prior of 𝛽𝑡𝑖𝑚𝑒  is normally distributed with 
mean = $20/hour, and standard deviation = $6/ hour, 𝛽𝑐𝑜𝑠𝑡 = −1. 
8. Bayesian efficient design with larger standard deviation:  prior of 𝛽𝑡𝑖𝑚𝑒  is normally distributed with 
mean = $20/hour, and standard deviation = $12/ hour, 𝛽𝑐𝑜𝑠𝑡 = −1. 
 
Two-stage designs in which a small sample is first used to generate initial parameter estimates, which are used as 
priors to generate an efficient design for the second and larger sample: 
9. D-efficient second stage: The point estimates from the first stage are used as priors to generate a D-
efficient design in the second stage. 
10. Bayesian efficient second stage: The point estimates and their standard errors from the first stage are used 
as priors to generate a Bayesian efficient design in the second stage. 
 
These provide a reasonable representation of designs regularly seen in practice from which we can highlight the 
differences between design performance in terms of robustness of parameter estimation. The orthogonal design was 
selected because it is the dominant approach in experimental designs, and together with the random factorial design 
it serves as a good benchmark. Furthermore, we test three different assumption for the priors of the D-efficient 
designs: naïve (4), reasonable educated guess (5), and obviously poor (6). Finally, we test two Bayesian efficient 
designs with relatively larger and smaller standard deviation of the prior parameters. All experimental designs were 
created using the software package Ngene (ChoiceMetrics, 2012b). 
 
While the reader is referred to the literature described in the introduction for more details on the theoretical 
foundations of efficient designs, here we provide a brief overview to their mathematical foundations. The key 
element in efficient designs is that they seek to minimize the standard error of the estimated parameters. This can be 
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done by minimizing the elements in the AVC-matrix, which is denoted as 𝛺𝑁 for N respondents with S choice 
scenarios. Let X be the experimental design matrix, 𝛽 be the parameters, and outcome matrix 𝑌 = [𝑦𝑗𝑠𝑛] where 
element 𝑦𝑗𝑠𝑛 is one if respondent n chooses alternative j in choice scenario s and zero otherwise. The AVC matrix 
𝛺𝑁 is the negative inverse of the expected Fisher information matrix and is calculated as: 
𝐴𝑉𝐶 =  −[𝐸(𝐼𝑁)]
−1 = − [
𝜕2𝐿𝑁
𝜕𝛽2
]
−1
,  
where 𝐼𝑁 is the Fisher information matrix with N respondents and the log-likelihood function 𝐿𝑁 is defined as: 
𝐿𝑁 = ∑ ∑ ∑ 𝑦𝑗𝑠𝑛 log 𝑃𝑗𝑠𝑛(𝛽)
𝑆
𝑠=1
𝐽
𝑗=1
𝑁
𝑛=1
. 
The D-error is calculated by taking the determinant of the AVC-matrix for a single respondent Ω1: 
 
D𝑧 − error = det (Ω1(𝑋, 0))
1 𝐾⁄
,   (5) 
D𝑝 − error = det (Ω1(𝑋, 𝛽))
1 𝐾⁄
,   (6) 
D𝑏 − error = ∫ det (Ω1(𝑋, ?̃?))
1 𝐾⁄
?̃?
𝜑(?̃?|𝜃)𝑑?̃?,  (7) 
 
where the Dz, Dp, and Db are the D-error for efficient designs with zero prior knowledge (parameters assumed to be 
zero), exact prior knowledge and Bayesian distributed prior parameters, respectively, and K is the number of 
parameters to be estimated.  
 
 
3 DESIGN VISUALIZATION 
 
Since this is a 2-attribute, 2-alternative design, it is possible to visualize the tradeoffs between travel time and cost in 
the choice tasks. Visualizing designs is a quick and effective way to understand their characteristics and 
performance and is a key advantage of our simple experimental setup.  
 
The information contained in each generated design can be plotted graphically as in Figure 1 (where we show the 
results for design 2 orthogonal and design 5 D-efficient with VOT prior of $20/hour). Each point on this plot 
represents a choice task in the design, and the location of the point represents the hypothetical travel times and travel 
costs presented in that choice task. More specifically, the points are plotted as the difference in travel time and cost 
between the two alternatives in the binary choice set. For example, using the example choice task that was provided 
in the introduction of ($4, 60 minutes) versus ($10, 30 minutes), this point would be shown on the graph as X = 60 – 
30 minutes = 0.5 hours and Y = $4 – $10 = -$6, i.e. the point at (0.5 hours, -$6). Any such choice task in this context 
can be represented by a point on this graph, although note that the same point on the graph can represent different 
choice tasks. 
  
From Figure 1, we see that points in orthogonal design scatter across nearly the whole 2D space, while the D-
efficient design points center around the orange line representing the prior assumption of VOT =$20/hour. Fig. 2 
presents the visualization for designs 1, 3, 4, 6, 7 and 8 (the remaining one-stage designs), for which we see the 
same trend: efficient designs (both D-efficient and Bayesian efficient) are tailored much closer around the prior 
assumption about the parameters (except for the D-efficient design that assumes priors equal to zero), while the 
random and orthogonal design are much more scattered. This is expected and a result of the theoretical foundation of 
the designs. The choice contexts in the efficient designs are such that, if the prior were true, the two alternatives 
presented against each other have nearly equal systematic utilities. These are the choice contexts in which the 
decision maker has to be most discerning, i.e. it is hardest for him/her to make a choice because the alternatives are 
nearly balanced. (In Fosgerau and Börjesson, 2015, this area where the respondent has to be most discerning is the 
0.4-0.6 probability zone shaded in their Figure 1.) If one thinks of the S-curve choice probability function (X axis is 
the difference in systematic utilities and Y axis is the probability of choosing alternative 1), these generated choice 
tasks would be clustered along the region where the curve is steep, i.e. sloping up from probability of zero to 
probability of 1. On the other hand, having respondents make choices from choice contexts that are closest to the X 
or Y axis  along the S-curve does not provide much information to infer VOT (such points would be along the flatter 
parts of the S-curve). At the extreme, points in the 2 quadrants where the systematic utility of one alternative 
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dominates the other provide little information on VOT. Under the reasonable assumption that the time and cost 
parameters are negative, people choose the cheapest AND fastest alternative if such a case is presented to them. In a 
deterministic model, indeed such dominated choice tasks provide no additional information beyond confirming the 
signs of the parameters. In a stochastic model, such tasks with dominated alternatives do inform the estimates (e.g, 
the scale), but relatively minimally. With limited resources, one will gain more information from responses to choice 
tasks in the trade-off quadrants than in the dominated quadrants. Therefore, there are a lot of “wasted” points in 
designs such as the orthogonal design which has numerous points in the relatively uninformative quadrants where 
either alternative 2 is dominant (upper right quadrant) or alternative 1 is dominant (the lower right quadrant).  
 
The question is then whether the D-efficient design is able to estimate the true parameters in situations where the 
priors are highly incorrect. Such a situation is demonstrated with design 6, where the red line is the VOT that was 
used for the prior in the D-efficient design (time parameter = 0 and cost parameter = -1). Since the red line was used 
as a prior, the generated choice contexts cluster around this red line. If the true value is the orange line ($20/hour), it 
appears this design will perform poorly as most of the choice contexts do not provide much information.  
 
As we would expect, these visualizations suggest that the efficient designs (both D-efficient and Bayesian efficient) 
will perform better if the prior parameters are close to the truth, but also will be more sensitive towards a 
misspecification of the prior parameters. That said, the Bayesian efficient designs (7 and 8) appear more robust to 
incorrect priors as the points cover a broader range, even more so with a larger standard deviation (8). The next 
section explores these expectations empirically.  
 
 
    
 
Fig. 1 Visualization of design 2 and 5 
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5. D-efficient: prior β t ime=-0.33, β cost=-1  
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Designs that do not require priors: 
    
Designs that require fixed point priors: 
     
Designs that require distributional priors: 
     
Fig. 2 Visualization of design 1, 3, 4, 6, 7 and 8 
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4. D-efficient: β t ime=0, β cost=0   
-25
-20
-15
-10
-5
0
5
10
15
20
25
-0.80 -0.30 0.20 0.70
co
st
1 
- 
co
st
2 
($
) 
time1 - time2 (hr) 
6. D-efficient: β t ime=0, β cost=-1 
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4 ROBUSTNESS ANALYSIS 
 
In this section, we perform a robustness analysis to see how well the different designs perform under a wide range of 
true values of time. Recall that we are using the design to collect data to estimate VOT according to equation 4, and 
recall that the efficient designs were generated based on prior assumptions regarding the true parameter. 
Presumably, if the prior is $20/hour and the truth is (also) $20/hour, the efficient design will outperform the 
orthogonal and random designs. The central question here is what happens when the truth is far from the prior.  
 
For each of the eight single stage designs (the two-stage designs are described in the next section) we test how each 
performs for 15 different true VOTs: 0, 1, 2, 5, 10, 15, 20, 30, 40, 50, 60, 70, 80, 90, 100. In order to evaluate the 
performance of each design we need to measure the efficiency. We do this in 2 ways: an analytical calculation of the 
D-error and a microsimulation of the standard error.  
 
The analytical computation of the D-error efficiency is equivalent to computing the D-error when creating the 
efficient designs, see eq. 5-7, but instead of using the prior parameters, we now use the candidates for the true 
parameters that we want to test.  
 
To calculate the standard error using microsimulation, we relied on synthetic datasets generated by assuming a set of 
true parameters and simulating choices from a set of simulated respondents. As described above, each design results 
in 200 choice tasks. We double that to obtain a total of 400 choice responses, i.e. we simulate that each choice task 
is presented to two (different) individuals. We chose this sample size as being representative of a real (albeit fairly 
small) VOT study. We assume that the 400 responses are independent. Next, we specify a VOT, e.g. $10/hour, and 
for each simulated individual we draw two random error terms (one for each alternative) from the Extreme Value 
type 1 distribution. We then calculate the utility based on the level values in the choice tasks, the drawn error terms, 
and the assumed (true) VOT. The alternative with the highest utility is then labeled the chosen alternative for that 
simulated individual. We perform this simulation 100 times with new random draws for the error terms. We estimate 
the model for each of the 100 synthetic datasets, and for each obtain the estimated VOT. As the simulated measure 
of robustness, we calculate the standard deviation among the estimated VOTs for each given true VOT and 
experimental design combination. This process is repeated for all eight designs for each of the 15 different true 
VOTs.  
 
It’s important to note that while we focus on efficiency throughout this paper, we did confirm that (as intended) all 
of our estimates from the random and orthogonal designs produce unbiased estimates for the entire range of VOT 
that was tested. We also can confirm that the efficient designs also produced unbiased estimates for a broad range of 
VOTs tested. However, for high values of times (>$60/hour for D-efficient and >$80 for Bayesian D-efficient) we 
could not demonstrate the unbiasedness for the efficient designs due to the very large standard errors. The issue is 
that the choice task selection process in the efficient designs results in a lack of choice tasks presented with trade-
offs in the vicinity of the true value of time (when it was significantly higher than the prior used to generate the 
design). In a deterministic model, such efficient design would not yield a unique estimate as the VOTs within this 
unobserved range would result in equal fit to the data. In a stochastic model, the VOT is identified but with 
extremely large standard errors such that unbiasedness could not be demonstrated with a finite sample. Further, 
unlike Bliemer et al (2015), we do not find evidence in our simulation that bias is introduced by either inclusion or 
by exclusion of the dominant alternatives; designs 1 and 2 include dominant alternatives while design 3 excludes 
dominant alternatives, and all three designs lead to unbiased estimates of VOT across our range of tested VOTs.  
 
The results of these robustness tests are shown in Figures 3 and 4. Due to space, we only plot the D-error results, but 
the microsimulation results are comparable although not quite as smooth due to simulation error. One additional 
aspect that the microsimulation provides is that the standard error is in the units of the VOT and is a function of the 
number of responses, so it provides a nice reference point of the magnitudes of the differences (rather than the unit-
less D-error). We provide these units along the right vertical axis as an approximation since the graphs are not 
exactly identical. Figure 3 presents the results for true VOTs from $10/hour to $30/hour – and centered on $20/hour, 
the basis of most of our priors. With the exception of design 6, the designs perform similarly in this range. Design 6 
was generated by assuming a prior of 0 for the time parameter and a prior of -1 for the cost parameter. It is not 
surprising this design performs poorly over most of the range given the plot in Figure 2, and performs best near 
$0/hour (which is its prior). The efficient designs based on the $20/hour prior (designs 5, 7, and 8) perform best  
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Fig. 3 Robustness results focusing on region around prior VOT of $20/hour 
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Fig. 4 Robustness results covering a wider range of true VOT than in Figure 3 
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across most of this range but begin to degrade at the edges. The three designs that cover the 2D space (1, 2, and 4) 
perform similarly. Design 3, which is the orthogonal with dominated choice tasks removed, performs better than 1, 2  
and 4 and is closer to the efficient designs. This suggests that cleaning out the dominated choice tasks does a lot to 
achieve the efficiency gains of an efficient design. It also supports our earlier statement that choice tasks in the 
dominant quadrants would be better spent if shifted to choice tasks in the trade-off quadrants. (Also note that we 
found no evidence that either including or excluding dominated choice tasks lead to bias as suggested in Bliemer et 
al., 2015. The caveat, which may add some insight into that work, is that we did find that the points on the X and Y 
axis—which have dominant alternatives—did need to be included in order to obtain unbiased estimates.) 
 
The conclusions from Figure 3 are comparable to what has been produced in the literature (e.g., Rose and Bliemer, 
2009) in that the efficient designs appear to perform better across a range of true values although begin to degrade at 
the edges. In which case, the range of the X-axis of the plot becomes critical to evaluating the designs. This also 
points to the power of our setup that plots the results for clear units of VOT, rather than the fairly meaningless units 
from a single parameter (such as util/$ for a cost parameter) or an abstract setup where the explanatory variables 
have no meaningful units. Indeed, when we plot the same data in Figure 3 across a wider VOT range as shown in 
Figure 4, we draw very different conclusions. We saw an inkling of the efficient designs degrading in Figure 3, and 
here it becomes much more pronounced. Design 5 (D-efficient with $20/hour as prior) and design 7 (Bayesian with 
smaller variance) perform similarly and begin to rapidly deteriorate around $50/hour. Increasing the variance in the 
Bayesian design (design 8) extends this breakdown point out to around $80/hour, which is similar to where the 
random and orthogonal designs rapidly deteriorate. Interestingly, the D-efficient design with naïve priors (design 4 
with priors set to 0) follows the orthogonal and random designs for most of the range, but then performs better at the 
higher values of $90/hour and $100/hour. Looking at Figure 1, this is explained by the fact that the D-efficient 
design with naïve priors more uniformly covers the extremities of the 2D space. The design that is most robust for 
high VOTs (i.e. above $50/hour) is the cleaned orthogonal design (3). This makes sense as this design covers a wide 
range of VOT, but does not “waste” observations on dominated choice tasks, which reveal little about the trade-off. 
The cleaned orthogonal design seems to be the overall best performer of those we tested, but such cleaning would 
help any design. 
 
 
5 VARIATIONS ON A THEME: 2 STAGE DESIGNS 
 
To address the issue of needing to have estimates of the parameters before creating efficient designs, a relatively 
common practice is to conduct a 2-stage survey design. In the first stage, a design with naïve priors is used to collect 
a small sample in order to estimate initial values of the parameters. These initial values are then used in the second 
stage as priors to create an efficient design, which is then applied to a larger sample to generate the final estimation 
results. Either fixed values from the first stage can be used to produce a D-efficient design in the second stage, or the 
distribution of the estimate (point estimate and standard error with normal distribution) can be used to produce a 
Bayesian efficient design. We analyzed both of these cases, and the results are shown in Fig. 5. The key metric 
reported is the microsimulated standard error of the VOT estimate. For this scenario, we assume there are resources 
for a total of 1000 respondents and that a subset of this sample may be used in the first stage to estimate priors for 
the second stage. The top row reports the D-efficient results, where the left figure has a smaller stage 1 sample (50 
responses) and the right figure has a larger stage 1 sample (200 responses). The bottom row reports the Bayesian 
efficient design with the same assumptions on the size of the first stage. For comparison, the microsimulated 
standard errors for the naïve D-efficient one-stage samples where all 1000 responses are used in the first stage are 
also reported: the red dot is for a D-efficient design with priors set to 0 (equivalent to design 4 in Fig. 2) and the blue 
dot is also D-efficient with priors set to 0, except that all responses in the dominant quadrants (upper right and lower 
left) are removed. The 2-stage results have a distribution because the parameters produced in the first stage are a 
random variable. Fig. 5 was produced by doing 10 different runs for each case.  
The conclusion from this single example is that the 2-stage results do not appear to be more robust than the naïve 1-
stage results. While the Bayesian second stage outperforms the D-efficient second stage in terms of lower standard 
errors and less variability, the naïve 1-stage model (particularly the cleaned version) outperforms the 2-stage 
approach for moderate true values of time. Results will of course vary based on the specific context, and may be 
particularly sensitive to the variance of the error.  
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(a)  Two stage with 50 responses used in stage 1  (b) Two stage with 200 responses used in stage 1   
to generate priors for a D-efficient design   to generate priors for a D-efficient design  
to be applied to 950 responses in stage 2.  to be applied to 800 responses in stage 2. 
 
 
(c)  Two stage with 50 responses used in stage 1  (d) Two stage with 200 responses used in stage 1   
to generate priors for a Bayesian D-efficient design   to generate priors for a Bayesian D-efficient design 
to be applied to 950 responses in stage 2.  to be applied to 800 responses in stage 2. 
 
Fig. 5 Robustness results for 2-stage designs 9 and 10 
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6 REAL DESIGN EXPERIMENT 
 
To build on the previous analysis, we test our results using a more complex context of departure time choice. This is 
the experiment that motivated the investigation presented in this paper. For the original experiment, significant effort 
was expended to generate an efficient design. The model specification led to a particularly complex design, and it 
resulted in potentially important explanatory variables being excluded from the choice tasks. Further, the design was 
generated based on a relatively simple, homogeneous logit formulation; and then the dataset produced was used to 
estimate far more complex, heterogeneous models. This lead us to explore the potential value of the efficient design 
approach in the relatively more straightforward setting described in the paper thus far. Now we return to our 
motivating case to explore the ideas in a more complex context.    
 
The objective of the experiment was to study departure time choices in the capital region of Denmark, i.e. the 
Greater Copenhagen Area. The stated choice experiment was built specifically for the scheduling model (Small, 
1982): 
Vint = ASC𝑖 + βTT ∙ TTint + βTC ∙ TCint + βSDE ∙ SDEint + βSDL ∙ SDLint, (8) 
where: 
SDEint = max(−SDint; 0),     (9) 
 SDLint = max(0; SDint), and    (10) 
 SDint = ATint − PAT𝑛 .    (11) 
 
Vint is the systematic utility for alternative i, individual n and choice task t. It is a function of the alternative specific 
constant (ASC), the attributes travel time (TT), travel cost (TC), scheduling delay early (SDE), and scheduling delay 
late (SDL), and their corresponding parameters to be estimated. Note that the scheduling delay (SD) is divided into 
two parts (i.e. being early or being late), and it is calculated as the difference between actual arrival time (AT) and 
preferred arrival time (PAT) at work.  
 
The design was built with three departure time options, and all attributes were defined by three level values, except 
TC which had four levels. The design was constructed using a D-efficient design, and the prior parameters were 
defined based on the existing literature. The priors used to generate the final design are β̃𝑇𝑇= -0.012, β̃TC= -0.018, 
β̃SDL= -0.008, and β̃SDL= -0.012. Six different designs were built based on different travel time durations (ranging 
from 10-60 minutes) but otherwise are identical. The respondents were then assigned to the design which best 
resembles their actual trip to work. We did this in order to mimic a real life situation as realistically as possible. Note 
that each of the six designs was constructed with a total of 27 choice tasks (divided into three blocks with 9 choice 
tasks). For a detailed description of the stated choice experimental design see Thorhauge et al. (2014). 
 
As in the controlled experiment, the aim is to see how the design performs when the true parameter is close and far 
away from the prior parameters used to build the efficient design. To test the robustness of the design, we relied on 
microsimulation to generate synthetic datasets. More specifically, we collapsed all six designs into one experimental 
design consisting of 162 choice tasks in order to cover the entire range of choice tasks, and then we assumed that 
each choice task was presented to 100 individuals, hence a total of 16,200 observations. We assumed a set of true 
parameters and simulated the choice by drawing random numbers from the EV type 1 distribution for each 
observation and alternative. We generated 100 synthetic datasets and calculated the average standard error across the 
100 estimations. We repeated the process for true parameters ranging from 10 times smaller than the prior to 10 
times larger with a step size equal to 1/10 of the prior parameter and we tested a total of 100 different values of the 
true parameter. We performed this test for each of the four variables separately and kept the remaining three 
constant.  
 
For comparison, we also created a random factorial design and simulated it in the same way. Figure 6 shows how 
the (average) standard errors change (with respect to the standard error when using the prior parameter values as the 
true parameter) when the true parameter changes for both the efficient and random design.  
 
The design is able to recover the true parameters even when it is different from the prior parameters. However, as 
the difference between the prior and the true parameter increases, the standard error increases and many model 
estimations are unidentified. This indicates a poorly performing design not built to estimate true parameters far from 
the prior parameters. The design seems to be more sensitive to changes in TC and especially SDL and SDE (the 
standard error increases by 200%, see Figure 6). However, when changing the true parameter of ETT, the lowest  
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standard error does not occur at the value of the prior but instead at a true parameter that is 2.8 times higher than the 
prior. Comparing this design with the random design, we see that the performances are rather close when varying 
the true parameter for SDE and SDL. As we increase the true parameter for TC we see that all parameters in the 
efficient designs have higher standard errors. We see the same picture when we increase the true parameter for TT, 
except for one of the parameters. Overall, we see tendencies that could verify the findings in our controlled 
experiment, but more research is needed as many factors can influence performance in a complex non-controlled 
experiment. 
 
 
7 CONCUSIONS 
 
There is a substantial amount of literature demonstrating the efficiency improvements of employing efficient designs 
when the priors used to generate the efficient designs are assumed to be accurate. Far less literature exists that 
compares how different design types perform for different values of the true parameters. Our paper analyzes the 
robustness of different designs within a typical stated choice experiment context of a trade-off between price and 
quality. The key parameter to estimate is the value of time (VOT), and we test many designs to examine how robust 
efficient designs are against a misspecification of the prior parameters. Our experimental design is such to ensure 
consistent estimates so that we can focus on efficiency as our robustness metric. Our analysis builds on previous 
literature by using an extremely simple experimental setup in order to provide insightful visualizations of the 
designs and an interpretable reference point (VOT) for the range in which the design is robust. Our findings indicate 
that efficient experimental design is a good first choice if one is confident in the prior parameters that are to be 
estimated. However, it is risky to use an efficient design with uncertain priors. In our example, the D-efficient 
design is most efficient in the region where the true population VOT is near the prior used to generate the design: the 
prior is $20/hour and the efficient range is $10/hour -$30/hour. However, the D-efficient design quickly becomes the 
most inefficient outside of this range (under $5/hour and above $40/hour), and the estimation significantly degrades 
above $50/hour. Bayesian efficient designs are more robust than D-efficient designs since they take uncertainty into 
account, although in our simple example the Bayesian designs also degraded above $80/hour even with a seemingly 
large variance used for the prior (and degraded above $50/hour with a smaller variance). Introducing a 2-stage 
design where a small sample is used to generate priors also did not prove to produce robust estimates across a large 
range of VOT. Interestingly, 2-stage designs did better for extreme values of time, however, naïve designs did better 
for moderate values of time. While we assume a heterogeneous population throughout, results for a heterogeneous 
population could exacerbate the limitations of the less robust models as it is more likely that portions of the 
population fall outside of the robust range of parameter values. Arguably, the random design (which is the easiest to 
generate) performs as well as any design, and it (as well as any design) will perform even better if data cleaning is 
done to remove choice tasks where one alternative dominates the other. While our example is a simplified one, real 
applications are rarely so simple; models are often highly complex with numerous parameters and significant 
heterogeneity (both systematic and random), as demonstrated in our real design experiment. Further research is 
needed as many factors influence performance. In the meantime, our results suggest that efficient designs only be 
used when we have excellent priors, and this paper serves as a reference to support the use of non-efficient design 
methods in stated choice experiments.  
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