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Abst ract - -The  application of quasi-Newton methods is widespread in numerical optimization. 
Independently of the application, the techniques used to update the BFGS matrices eem to play 
an important role in the performance of the overall method. In this paper, we address precisely 
this issue. We compare two implementations of the limited memory BFGS method for large-scale 
unconstrained problems. They ditfer in the updating technique and the choice of initial matrix. L- 
BFGS performs continuous updating, whereas SNOPT uses a restarted limited memory strategy. Our 
study shows that continuous updating techniques are more effective, particulaxly for laxge problems. 
(~) 2002 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
Quasi -Newton methods are very useful tools for solving unconstrained opt imizat ion problems,  see 
for example [1-3]. These methods have proved to be eflicient, robust,  and relat ively inexpeusive 
in terms of computat ion.  Their  excellent propert ies have strongly mot ivated their  use in other  
axeas of numericai  opt imizat ion.  For example, certain pract ical  real izations of the SQP a lgor i thm 
make use of a l imited memory BFGS method to maintain a posit ive definite approx imat ion  to 
the full Hessian of some augmented Lagrangian function. In practice, there exist several ways to 
implement this method.  We consider, as the main variations, different updat ing  techniques, and 
different choices of the init ial matr ix.  We argue that  they may have a significant impact  on the 
performance of the result ing method.  In this paper,  we address precisely this issue. In our study, 
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we compare two implementations of the limited memory method 
(a) SNOPT, developed by GiU, Murray and Saunders [4]; 
(b) L-BFGS as described by Nocedal [5]. 
Even though SNOPT is mainly intended for solving constrained problems, it provides us with a 
state of the art environment suitable for our comparison. 
The organization of the paper is as follows. In Section 2, we briefly review the BFGS method 
and set the notation. We also describe the main differences between L-BFGS and SNOPT. In 
Section 3, we present our numerical study. The conclusions of our numerical study appear in 
Section 4. 
2. LIMITED MEMORY BFGS METHODS 
We start by formulating the BFGS method for solving the unconstrained optimization problem 
minimize f (x) ,  f : R u ~ R, (1) 
where f is twice continuously differentiable function of a (possibly) large number of variables n. 
The BFGS method generates a sequence of iterates {xk} according to the following algorithm. 
ALGORITHM BFGS. 
1. Given xo, an initial approximation, and Ho a positive definite approximation to the inverse 
of the Hessian at xo, 
2. for k = 0 until convergence do 
• compute the search direction 
Pk = --HkVf(Xk),  (2) 
• compute the step size by approximately solving the subproblem 
ak = arg min f (xk + apk), (3) 
a>0 
• compute the new iterate xk+l = xk + OLkPk 
• compute Hk+l by updating Hk, 
end 
where V f (xk)  stands for the gradient of f at the point xk. Problem (3) is soIved with a line 
search procedure that ensures that a set of sufficient decrease conditions are sat/sfied at the new 
point xk+1. Typically the strong Woffe conditions are used; these are, 
f(Xk + akPk) ~_ f(Xk) ~- ClakVf(xk)Tpk, (4) 
IVf(Xk+l)Tpkl <_ C2 IVf(xk)Tpkl ,  0 < Cl < C~ < 1. (5) 
Finally, the matr/x Hk+ 1 is computed by updating Hk with the BFGS formula as follows: 
/-/k+l = (Z -- p~sky:) ~~ (I -- pky~s:) + pk8ks:, (6) 
1 
sk = xk+l -- xk, Yk = Vf(xk+l)  - V f (xk) ,  Pk = TS • (7) 
Yk k 
We now show that the updating pair ( Sk, Yk ) satisfies the curvature condition 
~:yk > 0, (8) 
provided that the Wolle conditions hold at the new point xk+l. From the definition of Yk and 
the second condition (5) we have that 
T y« Sb >_ (C2 -- 1)(~kVf(xk)Tpk, 
where the right-hand side o[ this inequality is always positive provided that Pk is a descent 
direction. Therefore, the BFGS formula ensures that the updated matr/x Hk+l is positive de/inite. 
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2.1. L-BFGS 
In the setting of large scale-optlmization, the BFGS approach is not affordable due to memory 
constraints. The L-BFGS variant overcomes this difllculty by approximating the product in (2) 
in terms of the most recently computed m pairs {si, y~}. When the ra + 1 pair is computed, the 
oldest pair is discarded and its location in memory taken by the new pair. 
An initial matrix/~ that is updated using ra pairs of the form {si, y~}im_-i is denoted as/~(ra). 
This approximation allows the computation ofthe product fI(ra)Vf(xh) in 4ran + O(m) floating 
point operations; ee [5]. The memory requirements are 2mn + O(ra) locations to hold the ra 
pairs of vectors (s, y). In L-BFGS the initial matrix/~ is chosen as the identity matrix scaled by 
the quantity s:yk 
~c = T • (9 )  
Yk Yk 
2.2. SNOPT 
The release 5.3-5.4 of SNOPT is an SQP code that makes use of a limited memory BFGS 
method to maintain an approximation to the full Hessian of a certain augmented Lagrangian 
function; see the details in [4]. Progress towards the solution is assessed by the use of a merit 
function. For unconstrained problems the augmented Lagrangian and the merit function reduce 
to f. 
Instead of approximating the inverse of the Hessian, SNOPT approximates the Hessian itself. 
Therefore, the updating process is carried out by means of the formula 
Bk+l = Bk + 8kykyTk -- Ckqkq T, (10) 
where qk = Bksk, Ok = 1/sTyk and Ck = 1/q~sh. The vectors h and Yh are defined as in (7). The 
difäculties in memory and computational work associated with large-scale problems are avoided 
by means of a restarted variant of the procedure used in L-BFGS. This variant can be described 
as foUows: 
(a) a maximum of m pairs are kept in memory at any time; 
(b) when the memory is full, the diagonal elements of the limited memory matrix defined by 
the current m pairs are stored into a diagonal matrix, and the m pairs are discarded; 
(c) the initial matrix used to start a new cycle of m iterations i precisely this diagonä] matrix. 
The updating formula (10) is applied directly for problems with a small number of nonlinear 
variables. In both cases, a descent direction Ph is computed by solving (2) by means of a Cholesky 
factorization ofBh. 
Since, in the general (constrained) case, the line search is performed on a merit ~nction, there 
is no way to guarantee that the pair (sc,yh) will satisfy the curvature condition (8). Therefore, 
(sc, Yh) is subject o the follewing test 
s:yk >_ aA, ak = ab(1 -- ~)pT Bhph, (11) 
where y is a constant in the interval (0,1). If the pair fails the test (11) then the update is 
skipped. 
3. NUMERICAL RESULTS 
We now compare the performance of SNOPT and L-BFGS on a set o l l30  unconstrained 
problems from the CUTE coUection [6]. First, we establish the main differences in the codes, 
then we discuss our experiments. 
SNOPT uses the pure BFGS method '(7) for problems in which the number of noQline~ vari- 
ables is less than 75. If the number of nonlinear variables exceeds 75 then SNOPT mal¢es use of 
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the restarted procedure described in Section 2. The restarts are applied every m = 20 iterations. 
L-BFGS uses continuous updating with m = 20, independently of the number of variables. 
The line search procedure is slightly different in both implementations. SNOPT makes use of 
the foßowing strategy: if ~(zæ + ~Pk) < f(zk), and both values of fa re  distinguishable from 
a small tolerance, then it applies the following termination test based on the modified second 
strong Wolle condition (5) 
Iv/(~~+~)~v«l _< (~~ - «)l~~vs(~~)Tv~l , 
L-BFGS uses the Moré and Thuente implementation [7] of the strong Wolle conditions (4),(5). 
Both procedures use the same values of the parameters: cx = 10 -4, c~ = 0.9.  
Since the difference in the line search procedure could impact the results of our study, we 
conducted the following experiment: 
(a) the line search used in SNOPT was implemented in L-BFGS; 
(b) the two versions of L-BFGS were run on the set of problems (we obtained very similar 
results with both versions). 
SNOPT skips updates that do not satisfy the suflicient curvature Condition (11). We verified 
the number of times that updates were skipped. Just one update in one problem was skipped. 
SNOPT failed after skipping the update. 
In out fmal comparison, we have defined two subsets of problems. The set ~ql is formed with 68 
small problems whose dimension does not exceed ?5. The set $2 contains 48 large scale problems. 
Since failures in the codes can be attributed to several causes and also may be diflicult to explain, 
we included in our comparison only those problems in which both codes are successful. 
All numerical experimentation was performed on an UltraSPARC 5 Sun Workstation with 
384MB of KAM memory, and machine precision of approximately .222... × 10 -16. The codes 
are written in Fortran and compiled with the -O  option. Both codes use the stopping condition 
IIV.f(~:k)lll _< TOL, TOL = 1.0 x 10 -6. 
A limit of 2000 iterations was also imposed. 
We now report on the numerical results. Our main indicator of performance is the relative 
number of function/gradient evaluations (lg), of methods A and B as measured by 
r~ß =_  log 2 [fgk] 
[fg~] '
where i stands for the i th problem. The sign of r~ß indieates the winner (all eases in whieh A wins 
havea positive r~ß ). The number of times by whieh the winner outperforms the loser is 21rk~l. 
Sometimes we will refer to this number as the outperforming factor. In our experiments, A stands 
for L-BFGS, and B for SNOPT. 
In Figure 1 we display the values of r~ß for the set of small problems. The name and cor- 
responding dimension of e0Bh problem appear in Table 1, where problems have been placed in 
decreasing order with respect o their values of Ir~B I. Table 1 taust be read row by row. Results 
for large problems are reported in Figure 2 and Table 2. 
We observe that L-BFGS outperforms SNOPT in the rast majority of the low-dimensional 
problems. This seems urprising due to the fact that SNOPT uses the BFGS method in its pure 
form. This observation eonfirms previous experience [8]. We explain this diiference in behavior 
by recalling that L-BFGS keeps the most recent information on the curvature of the problem. 
On the other hand, BFGS updates old information, which may be irrelevant in most nonlinear 
problems. Observe that the differences are substantial: the outperforming factor is greater than 2 
in approximately ten problems. 
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Figure 1, Relative performance of L-BFGS and SNOPT for problems in set $1. 
Table 1. Statistics for the small dimension problems. 
Problem n Problem n Problem 
BIGGS3 6 QUARTC 25 SROSENBR 
WOODS 4 BROWNDEN 4 ZANGWIL2 
LMINSURF 16 CLIFF 2 DENSCHNF 
HAIRY 2 EXPFIT 2 DENSCHNE 
BROWNAL 10 MEXHAT 2 PFIT4LS 
CUBE 2 POWELLSG 4 BRKMCC 
BOX2 3 MOREBV 10 DIXMAANI 
BIGGS6 6 GULF 3 DIXMAANE 
VARDIM 10 ALLINITU 4 MSQRTBLS 
ENGVAL1 2 PFIT3LS 3 JENSMP 
DIXMAANK 15 DIXMAANH 15 HELIX 
DIXMAANL 15 MSQRTALS 4 OSBORNEA 
KOWOSB 4 DQDRTIC 10 SINQUAD 
n Problem 
2 PFIT1LS 
2 HILBERTA 
2 HILBERTB 
3 ENGVAL2 
3 DIXMAANC 
2 FLETCHCR 
15 DIXMAANA 
15 SISSER 
9 DENSCHNB 
2 TRIDIA 
3 PFIT2LS 
5 DIXMAANF 
5 SINEVAL 
n Problem 
3 AIRCRFTB 
2 DENSCHND 
5 BIGGS5 
3 LIARWHD 
15 BOX3 
10 BARE) 
15 DENSCHNA 
2 WATSON 
2 EDENSCH 
30 OSBORNEB 
3 DENSCHNC 
15 DIXMAANG 
2 
n 
8 
3 
6 
36 
3 
3 
2 
12 
36 
11 
2 
15 
4. CONCLUSIONS 
We have presented a numerical study of two quasi-Newton methods for unconstrained opti- 
mization. They differ mainly in their strategy for updating the BFGS matrices, and in the choice 
of the initial matrix. The effect of other computational differences, the line search procedure 
and the test of positive curvature, has been assessed and then discarded by means of appropriate 
experimentation. 
For large scale problems the difference in performance is much more pronounced. L-BFGS 
outperforms SNOPT, with lurger outperforming factors than those observed in the small scale 
problems, in the majority of problems. We now observe outperforming factors greater than 2 in 
approximately half of the problems in the set. 
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Figure 2. Relative performance of L-BFGS and SNOPT for problems in set 82. 
Table 2. Statistics for the large dimension problems. 
Problem 
ENGVAL1 
SPARSQUR 
DIXMAANI 
TOINTGSS 
POWELLSG 
DQRTIC 
NCB20 
PENALTY2 
MOtLEBV 
DIXMAANA 
DIXMAANG 
TQUAI~IC  
n Problem n Problem 
1000 EG2 1000 SENSORS 
1000 DIXMAANL 300 NONDQUAR 
300 WOODS 1000 BDQRTIC 
1000 DIXMAANC 300 DIXMAANB 
10{30 DIXMAAND 300 ARWHEAD 
1000 QUAt~C 1000 ARGLINA 
110 NONDIA 1000 FMINSURF 
100 DIXMAANE 300 BRYBND 
1000 SCHMVETT 1000 POWER 
300 TRIDIA 1000 SROSENBR 
300 GENROSE 500 DIXMAANF 
1000 DIXMAANH 300 CRAGGLVY 
50 
n Problem n 
100 SINQUAD 1000 
1000 PENALTY1 1000 
1000 DIXMAANK 300 
3OO VABI)IM 100 
1000 DIXMAANJ 300 
100 SPMSI:tTLS 1000 
961 VAREIGVL 1000 
1000 EIGENALS 110 
1000 LIARWHD 1000 
1000 COSINE 1000 
300 FLETCHCR 100 
1000 DQDRTIC 1000 
Our numerical study indicates that storing the most recently computed curvature (L-BFGS), 
independently of the number of variables, is a flexible and reliable scheine. On the other hand, 
accumulating old information by keeping full matrices as in the case of small problems (or their 
diagonals as in the large ~cale case), is less effective in the problems tudied. The difference in 
performance is significantly more pronounced in the large scale case. It is not clear that the same 
conclusion would be valid for the constrained case, but this is certainly an issue that deserves 
further esearch. 
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