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Resumen
Uno de los principales objetivos del procesamiento digital de imagenes es la reduccion del
ruido en estas. Esto tiene aplicaciones en varios campos, como la fotografa o la medicina.
Sin embargo, el ltro mas comun para la eliminacion de ruido, el ltro gaussiano, basado
en la ecuacion del calor, trae consigo una reduccion de nitidez en toda la imagen, lo que
puede originar una desaparicion de detalles importantes de esta, o incluso la perdida total
de su signicado.
En 1990, Pietro Perona y Jitendra Malik [10] propusieron un modelo de difusion, que
llamaron anisotropica, basado en la variante no lineal de la ecuacion del calor, a partir del
cual se puede construir un ltro que minimiza dicha perdida de detalles mientras corrige
el ruido de la imagen.
En esta memoria se estudiaran las propiedades matematicas de la ecuacion de Perona-Malik
y se comparara con el ltro gaussiano. Ademas se aplicara a imagenes reales para probar
su ecacia.
Palabras clave: ltro gaussiano, ecuacion de Perona-Malik, bordes, imagen
Abstract
One of the main goals of digital image processing is the reduction of noise, which has
applications in many elds, such as photography or medicine. However, the most common
noise elimination lter, the Gaussian lter, based on the heat equation, involves a sharpness
reduction in the entire image, which can lead to a disappearance of important details of it,
or even the total loss of its meaning.
In 1990, Pietro Perona and Jitendra Malik [10] proposed a diusion model, which they
called anisotropic, based on the non-linear variant of the heat equation, from which a
lter that minimizes said loss of detail while correcting the noise of the picture can be
constructed.
In this essay, we will examine the mathematical properties of the Perona-Malik equation
and compare it with the gaussian lter. It will also be applied to real images to prove its
eectiveness.
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Para hablar de vectores fila, utilizaremos el vector traspuesto:
vT :=
(
v1 v2 ... vn
)
Sea f : R2 → R:




, fy(x, y) :=
∂f(x, y)
∂y
• Gradiente ∇f(x, y) := (fx(x, y), fy(x, y)) .
• Laplaciano ∆f(x, y) := fxx + fyy .
• Convolución:
Dada otra función g(x, y) : R2 → R, se define la convolución de f y g como una
nueva función h(x, y):





f(α, β) · g(x− α, y − β) dα dβ
Sea m ∈ N, y k : Rm+1 → R; (x1, x2, ..., xm, t)→ k(x1, x2, ..., xm, t) donde entendere-
mos que las m primeras variables son espaciales, y la última temporal:
Llamaremos




:= (kx1 , kx2 , ..., kxm , kt)
∆k := kx1x1 + kx2x2 + ...+ kxmxm
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Operador divergencia:
Dada una función s : R2 → R2; s(x, y) =
(
s1(x, y), s2(x, y)
)








Dada una función q : R3 → R2; q(x, y, t) =
(
q1(x, y, t), q2(x, y, t)
)
, donde entendere-
mos que las dos primeras variables son espaciales, y la tercera temporal; se define la
divergencia de q como







Sea n ∈ N, y r : Rn+1 → R; (x1, x2, ..., xn, t)→ r(x1, x2, ..., xn, t), donde entendere-
mos que las n primeras variables son espaciales, y la última temporal. Se define la














































Sea n ∈ N, y sean u = (u1, u2, ..., un) y v = (v1, v2, ..., vn) dos vectores n−dimensionales
con coeficientes en R; se define el producto escalar “ · ” de u y v como
uT · v = u1 · v1 + u2 · v2 + ...+ un · vn
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1. Introduccion
En este trabajo se tratara de desarrollar metodos para el suavizamiento de \manchas"
en imagenes en blanco y negro; es decir, la reduccion en la cantidad de variaciones de
intensidad entre pxeles vecinos.
Durante todo el trabajo, cada imagen se hara corresponder con una matriz bidimensional,
I , y cada pixel de la imagen, con un elementoI (x; y) de la matriz. Ademas, cada elemento
de la matriz tomara un valor entero, entre 0 y 255, que indicara la claridad del pixel
correspondiente, siendo 0 el negro, y 255 el blanco.
Por otro lado, muchas veces se hablara indistintamente deI como una imagen o como una
matriz, y, tambien, como una funcion, que a cada (x; y) le asocia el valorI (x; y).
A la hora de editar la imagen, se a~nadira un nuevo parametrot a la funcion I , para as
irla modicando a medida que el nuevo parametro vara. Es decir, se tratara de construir
la funcion I (x; y; t ), donde I (x; y; 0) = I 0(x; y) se corresponde con la imagen original.
1.1. Filtro Gaussiano y ecuacion del calor
Uno de los procedimientos mas comunes para construir esta funcion es el ltro gaussiano,
que consiste en convolucionar, respecto a las variables espaciales, la imagen inicial con
una funcion gaussiana




x 2+ y 2
4ct
de varianzat, dondec es una constante real positiva, frecuentemente entre 0 y 1:
I (x; y; t ) = I 0(x; y)  G(x; y; t ) (1)
A su vez, esta funcion puede ser vista como la solucion de la ecuacion del calor [12] [7]
I t = div (c  r I ) (2)
con la condicion inicial de queI (x; y; 0) es la imagen conocida.
Como ya hemos dicho, el coecientec que multiplica a  I , llamado coeciente de difusion,
toma valor constante. Por ello se dice que el ltro gaussiano es lineal. Mas adelante veremos
como la idea basica de la ecuacion de Perona-Malik es hacer quec pase a ser una funcion
dependiente de las variables espaciales, y de la temporal.
La funcion (2) posee dos caractersticas que la hacen util a la hora de cumplir nuestro
objetivo:
1. Causalidad: El metodo se limita a corregir imperfecciones de la imagen cuando
aumentamos el valor det, y nunca generara nuevas manchas.
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2. Homogeneidad e Isotroṕıa: El suavizado se realizará de igual manera en todas
las direcciones y no dependerá de la posición ni la orientación de la imagen.
Por tanto, con este método se puede conseguir suavizar la imagen y eliminar posibles
manchas sobre ella. Sin embargo, este procedimiento presenta algunos inconvenientes, ya
que no preserva eficientemente los bordes y se limita simplemente a darle homogeneidad al
colorido de la imagen. Esto, tras aplicar el filtro un determinado número de veces (aumentar
t una cierta cantidad), puede originar que se pierda completamente el significado de la
imagen.
En muchas ocasiones, lo que se demanda es que la imagen originada preserve los “trazos”
o “bordes”, a la par que corrige los “puntos” o “manchas”. Por ejemplo, en el ámbito
de la medicina, las radiograf́ıas son imágenes relativamente complicadas de obtener, por
lo que su calidad no siempre es la óptima. Si tratamos de aplicar el filtro gaussiano a
una radiograf́ıa, es posible que, ya en bajos valores de t, las partes de dicha radiograf́ıa
empiecen a mezclarse y se pierda la separación entre los distintos elementos de la imagen;
mientras que a valores altos de t, la radiograf́ıa pierda todo su significado y se convierta
en un borrón; por ejemplo, haciendo imposible localizar una fractura en medio de un área
difuminada.
1.2. Aplicación del filtro a imágenes
A continuación vamos a exponer algunos ejemplos prácticos de imágenes procesadas me-
diante el filtro gaussiano, donde se aprecian los problemas que este puede generar:
Figura 1: Imagen de un torax con varias imperfecciones. Imagen original tomada de [5]
En la Figura 1 tenemos un ejemplo de una radiografia de un tórax con algunas imperfeccio-
nes, como en su parte central, la cual es negra, pero tiene algunas manchas blanquecinas,
las cuales se corrigen al aplicar el filtro gaussiano (con t = 70 ya son prácticamente
inapreciables), pero a la vez la imagen va perdiendo su significado.
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Figura 2: Imagen de un pez payaso. Imagen original tomada de [9].
En la Figura 2 se puede apreciar como las distintas trazas del pez se van difuminando las
unas con las otras.
Figura 3: Imagen de Homer Simpson retocada con Paint para tratar de corregir las manchas. Imagen
original tomada de [4]
La Figura 3 es una imagen manchada a propósito para intentar arreglarla mediante el filtro
gaussiano. De nuevo, a medida que se corrigen las manchas, la imagen se va difuminando
y los diferentes bordes y contornos se van perdiendo.
Para solucionar este problema, se propondrá un método similar al filtro gaussiano, pero
que corrige este defecto mencionado.
2. Ecuación de Perona-Malik
Nuestro objetivo será construir un método que deberá satisfacer los siguientes principios
[11]:
1. Causalidad: El método, al igual que el filtro gaussiano, deberá reducir la cantidad
de variaciones de intensidad entre ṕıxeles vecinos, y nunca aumentarla.
2. Localización inmediata: Para cada valor de t, los bordes deberán conservarse lo
suficiente para que se preserve el “significado original de la imagen”.
3. Suavizado a trozos: Para todo valor de t, el suavizado deberá hacerse separado
por regiones; es decir, los bordes que separan distintas regiones de la imagen deberán
preservarse más que los trazos dentro de una misma región.
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El método que vamos a construir se basa, al igual que el filtro gaussiano, en la ecuación
del calor, pero sin asumir que el coeficiente de difusión, c, sea constante. Es decir, será un
modelo de difusión no lineal:
It = div
 
c(x, y, t) · ∇I

= c(x, y, t) ·∆I +∇c · ∇I (3)
donde el operador de divergencia div, el gradiente ∇, y el Laplaciano ∆, se toman con
respecto a las variables espaciales y no con respecto a t (ver apartado de Notaciones).
A la ecuación (3) la llamaremos ecuación de Perona-Malik, y será la que estudiaremos
para obtener sus carácteŕısticas matemáticas y aśı poder construir un nuevo filtro que
resulte efectivo.
Nótese que el caso particular en que c(x, y, t) sea una función constante, la ecuación pasa
a ser la del calor It = c ·∆I. Es decir, la ecuación de Perona-Malik es una generalización
de la ecuación del calor.
Esta generalización hace que la ecuación sea ahora más complicada, pero a la vez, con una
elección precisa de la función c(x, y, t), seremos capaces de satisfacer en gran medida las
condiciones de Localizacion inmediata y de Suavizado a trozosque le impusimos a nuestro
método, sin perder la condición de Causalidadque cumpĺıa inicialmente el filtro gaussiano.
A continuación veremos cómo podemos construir esta función.
2.1. Suavizado a trozos y Localización inmediata
Para cumplir las condiciones de Suavizado a trozosy Localizacion inmediata, querŕıamos
que la ecuación priorice el suavizado dentro de las regiones, y no en los bordes [10]. Esto
podŕıa conseguirse definiendo la función c(x, y, t) de la siguiente manera:
c debeŕıa valer 1 en el interior de cada región, y 0 en los bordes; y su gradiente debeŕıa
valer 0 tanto en el interior de las regiones, como en los bordes. De esta manera, tendŕıamos
que en los bordes
It = 0 ·∆I + (0, 0) · ∇I = 0
es decir, la imagen no vaŕıa con respecto a t. A su vez, en el interior de las regiones
It = 1 ·∆I + (0, 0) · ∇I = ∆I
es decir, se aplica el filtro gaussiano.
Sin embargo, como no conocemos los bordes de la imagen de antemano, la construcción de
la función no será tan fácil ni tan exacta.
Para estimar la posición de los bordes, se construirá una función E(x, y, t) definida sobre
todas las imágenes, y tomando valores en R2; es decir, E : R2 −→ R2, que, en principio,
se debeŕıa definir como:
E(x, y, t) = (0, 0) dentro de cada región.
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E(x, y, t) = K(x, y, t) · n(x, y, t) en cualquier punto del borde; donde n(x, y, t) es un
vector ortonormal al borde en el punto (x, y, t), y K es una función escalar. Por
tanto, para poder construir dicho vector, tendremos que asumir que los bordes son
curvas de clase C1.
K(x, y, t) es la diferencia de intensidad entre las dos regiones que separa el borde. Es
decir, sea (x0, y0, t0) un punto del borde, A y B las regiones que separa dicho borde, y
S(A) y S(B) la intensidad de un punto en la correspondiente región, suficientemente
próximo a (x0, y0, t0); se define
K(x0, y0, z0) := |S(A)− S(B)|
Una vez se construya E(x, y, t), el coeficiente de difusión se puede definir como c(x, y, t) =
g(‖E(x, y, t)‖); donde
g : [0,+∞) −→ [0, 1]
deberá ser una función derivable.
Además, como veremos a continuación, será necesario que g(0) = 1, que la función sea
monótona decreciente y que tienda a 0.
Entonces, denotando v(x, y, t) := ||E(x, y, t)|| :
cx =
∂g (v (x, y, t))
∂x
=
∂g (v(x, y, t))
∂ (v(x, y, t))
· ∂v(x, y, t)
∂x
= g′(v(x, y, t)) · ∂v(x, y, t)
∂x
cy =
∂g (v(x, y, t))
∂y
=
∂g (v(x, y, t))
∂ (v(x, y, t))
· ∂v(x, y, t)
∂y
= g′ (v(x, y, t)) · ∂v(x, y, t)
∂y
es decir:








De esta manera, tendremos que en el interior de cada región, c(x, y, t) = g (v(x, y, t)) =
g(0) = 1. Además, elegiremos funciones g tales que g′(0) = 0, por lo que









y, por tanto, It = 1 ·∆I + (0, 0) · ∇I = ∆I y se realizará el filtro gaussiano.





que tenderá a 0 cuanto mayor sea K(x, y, t), es decir, cuanto más marcado sea el borde
(pudiendo valer 0 a partir de un cierto valor, dependiendo de como sea la función g).
Igualmente, puesto que g es monótona y acotada, su derivada también tenderá a 0 (de
nuevo, pudiendo valer 0 a partir de un cierto valor, dependiendo de como sea la función
g). Por tanto, en bordes suficientemente marcados,
It ≈ 0 ·∆I + (0, 0) · ∇I = 0
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Figura 4: Ejemplo de función g, definida como






donde g(0) = 1, g′(0) = 0, y tanto g como g′ tienden a 0 cuando ||E|| tiende a infinito. Gráfica construida
con GeoGebra Classic 6.
Como hab́ıamos señalado, de esta manera se cumplirán la condiciones de Suavizado a
trozos y Localización inmediata.
Como no conocemos la localización de los bordes de antemano, la función E(x, y, t) deberá
ser construida de forma aproximada.
Una primera idea seŕıa elegir E(x, y, t) = ∇I(x, y, t), que, efectivamente:
Dentro de cada región, no habrá cambios bruscos de intensidad, por lo que tanto Ix
como Iy serán muy próximos a 0. Es decir, ∇I(x, y, t) será aproximadamente (0, 0).
En un punto (x0, y0, t0) del borde, sabemos que
(∇I(x0, y0, t0), 1) = (Ix(x0, y0, t0), Iy(x0, y0, t0), 1)
es ortogonal a la superficie (x, y, I(x, y, t0)) en el punto (x0, y0, t0), es decir,∇I(x0, y0, t0)
es ortogonal al borde.
Por otro lado,
||∇I(x0, y0, t0)|| =
√
I2x(x0, y0, t0) + I
2
y (x0, y0, t0)
es una buena estimación del cambio de intensidad que se produce en el borde, ya
que pondera de igual forma el cambio de intensidad en ambas direcciones.
Por consiguiente, si descomponemos







es un vector unitario, y ortogonal al borde. Igualmente, ||∇I(x0, y0, t0)|| es una
buena aproximación de la diferencia de intesidad entre las regiones K(x0, y0, t0). En
conclusión, ∇I(x0, y0, t0) será una buena aproximación de E(x0, y0, t0).
Por tanto, parece recomendable tomar E(x, y, t) = ∇I(x, y, t), y, como veremos más
adelante, los resultados prácticos nos dan la razón.
2.2. Causalidad
Para verificar que la función cumple la condición de Causalidad, se probará un principio
equivalente: el Principio del Máximo, que se obtiene como un corolario del teorema
que veremos a continuación.
Sea A un abierto acotado de Rn y T = (a, b) un intervalo de R. Sea D = A × T = {(x, t) :
x ∈ A, t ∈ T} el cilindro abierto de Rn+1. Llamaremos ∂D al borde de D, D a su clausura,
y ∂TD, ∂SD, ∂BD a la parte superior, lateral e inferior de ∂D respectivamente:
∂TD = {(x, t) : x ∈ A, t = b}
∂SD = {(x, t) : x ∈ ∂A, t ∈ (a, b]}
∂BD =
{
(x, t) : x ∈ A, t = a
}
Además, llamaremos ∂SDD a la unión del borde lateral e inferior de D:
∂SBD = ∂SD ∪ ∂BD
Entonces se tiene el siguiente teorema:
Teorema 1. Dada una función f : Rn+1 → R continua en D, y dos veces diferenciable
en D ∪ ∂TD; y dadas dos funciones C, c : Rn+1 → R+ positivas, continuas en D, y
diferenciables en D ∪ ∂TD. Si f satisface la desigualdad:
C(x, t) · ft − c(x, t) ·∆f −∇c · ∇f ≤ 0 (4)







I Primero consideraremos el caso en que f satisface la condición
C(x, t) · ft − c(x, t) ·∆f −∇c · ∇f < 0
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Por hipótesis, f es continua en D, que es un cerrado y acotado de Rn+1, es decir, es
compacto, y por tanto f tiene un máximo en él. Sea p = (p1, p2, ..., pn, t0) ese máximo;
por reducción al absurdo supondremos que p ∈ D, que es abierto, y por tanto p es un
extremo relativo. Como f es dos veces diferenciable en D, tomando cualquier v ∈ Rn+1 y
ε > 0 suficientemente pequeño, podemos aproximar la función f en un punto mediante el
polinomio de Taylor de grado 2:
f(p+ εv) = f(p) + ε ·
(
∇f(p), ft(p)
)T · v + ε2
2
· vT · Hf(p) · v + O(ε3) ≤ f(p)
donde ∇f(p) es el gradiente de f en p con respecto a las n variables espaciales y ft(p) la
derivada parcial respecto a la variable temporal. Además, Hf(p) es la matriz Hessiana
de f en p con respecto a las n variables espaciales, y a la temporal (ver apartado de
Notaciones).









·vT ·Hf(p) ·v+O(ε3) ≤ f(p)⇒ ε
2
2
·vT ·Hf(p) ·v+O(ε3) ≤ 0⇒ vT ·Hf(p) ·v ≤ 0
y como esto se cumple para cualquier v ∈ Rn+1, la matriz Hf(p) es semidefinida negativa.
Por tanto, los elementos de su diagonal serán menores o iguales que 0. Particularmente,









, serán todos no positivos.












C(p) · ft(p)− c(p) ·∆f(p)−∇c(p) · ∇f(p) = −c(p) ·∆f(p) ≥ 0
lo cual contradice la hipótesis.
De nuevo por reducción al absudo, suponemos que p ∈ ∂TD, es decir, f alcanza el máximo
en t = b. En este caso, demostraremos que ft(p) ≥ 0. Para ello, construiremos una sequencia
de puntos τi = (p1, ..., pn, τ̇i), con τ̇i ∈ (a, b), que converja a p, y con ft(τi) ≥ 0 ∀i ∈ N.






Por el Teorema del Valor Medio para n + 1 variables, sabemos que existe un punto,
τ1 = (p1, ..., pn, τ̇1), con τ̇1 ∈ (ψ̇1, b), tal que f(p)− f(ψ1) =
(
∇f(τ1), ft(τ1)
)T · (p− ψ1).
Como p es máximo, se tiene que(
∇f(τ1), ft(τ1)


















Aplicando de nuevo el Teorema del Valor Medio, obtenemos un τi = (p1, ..., pn, τ̇i), con
τ̇i ∈ (ψ̇i, b), tal que f(p)− f(ψi) =
(
∇f(τi), ft(τi)
)T · (p− ψi).
Por tanto, se tiene que




















Finalmente, cuando i tiende a infinito, sabemos que (2
i−1)·b
2i
tiende a b, es decir, ψ̇i tiende
a b, y, por tanto, también τ̇i. Entonces, τi es una sucesión de puntos que converge a p, y
ft(τi) ≥ 0 ∀i ∈ N, con ft una función continua, por lo que ft(p) ≥ 0.
Además se sigue cumpliendo que ∇f(p) es el vector nulo y ∆f(p) ≤ 0.
Entonces:
C(p) · ft(p)− c(p) ·∆f(p)−∇c(p) · ∇f(p) = C(p) · ft(p)− c(p) ·∆f(p) ≥ 0
y de nuevo se llega a un absurdo, concluyendo aśı este caso.
I Para el caso más general C(x, t) · ft− c(x, t) ·∆f −∇c · ∇f ≤ 0, definimos las funciones
gm(x, t) = f(x, t)−
1
m
(t− a) para cualquier m ∈ N.
Tenemos que (gm)t = ft −
1
m
, ∇gm = ∇f y ∆gm = ∆f , y por tanto:
C(x, t) · (gm)t − c(x, t) ·∆gm −∇c · ∇gm =
= C(x, t) · ft +
1
m
· C(x, t)− c(x, t) ·∆f −∇c · ∇f <
< C(x, t) · ft − c(x, t) ·∆f −∇c · ∇f ≤ 0





gm ∀m ∈ N
Además, f = gm +
1
m
(t−a) ≤ gm +
1
m
(b−a), y f = gm +
1
m



















































que es el resultado buscado. 
Dadas todas las notaciones del Teorema 1, para el siguiente corolario supondremos que
A es un abierto acotado de Rn de la forma A = (a1, b1)× (a2, b2)× ...× (an, bn); es decir,
un “rectángulo” n−dimensional de lados paralelos a los ejes.






(x1, x2, ..., xn, t) ∈ ∂SD tales que t ∈ (a, b) y ∃! i ∈ {1, 2, ..., n} : xi ∈ {ai, bi}
}
∼
∂SD es la parte lateral de ∂D a la que se le han quitado los puntos donde, en principio,
no tiene sentido hablar de vector normal. Es decir, se eliminan las “esquinas” para que la
superficie sea suficientemente suave.
Por tanto, para todo
(x1, x2, ..., xn, t) ∈
∼
∂SD




Con todo esto, ya podemos enunciar y demostrar el Principio del Máximo, como un
corolario del teorema anterior:
Corolario 1 (Principio del Máximo). Dadas todas las notaciones anteriores. Supo-
niendo que f satisface las hipótesis del Teorema 1, y que es dos veces diferenciable en
∂SD. Si f satisface las condiciones de contorno de Neumann sobre
∼
∂SD; es decir, si
(∇f, ft)(x1, x2, ..., xn, t) · u(x1, x2, ..., xn, t) = 0 ∀(x1, x2, ..., xn, t) ∈
∼
∂SD













I Al igual que en Teorema 1, primero consideraremos el caso en que f satisface la
condición
C(x, t) · ft − c(x, t) ·∆f −∇c · ∇f < 0
Por reducción al absurdo, supondremos que máxD f = p = (p1, p2, ..., pn, t0) ∈ ∂SD.
A continuación, dado cualquier punto q = (q1, q2, ..., qn, t1) ∈ ∂SD tal que t1 ∈ (a, b),
demostraremos que fxi(q) = 0 ∀i : qi ∈ {ai, bi}. La demostración se hará de una forma




∂SD, tenemos que t1 ∈ (a, b) y k = 1, es decir, ∃! i ∈ {1, 2, ..., n} tal que
qi ∈ {ai, bi}. Fijado i, supongamos, por ejemplo, que qi = bi (el caso qi = ai es
análogo). Entonces q = (q1, q2, ..., qi−1, bi, qi+1, ..., qn, t1).
Como el rectángulo (n + 1)−dimensional tiene los lados paralelos a los ejes de
coordenadas, el vector normal en cualquier punto de la superficie
{(x1, x2, ..., xn, t) ∈
∼
∂SD tales que xi = bi}
será el u(x1, x2, ..., xn, t) = (0, 0, ..., 0, 1
i)
, 0, ..., 0). En particular u(q) = (0, 0, ..., 0, 1
i)
, 0, ..., 0).




(∇f, ft)(q) · u(q) = 0
es decir
fx1(q)·0+fx2(q)·0+...+fxi−1(q)·0+fxi(q)·1+fxi+1(q)·0+...+fxn(q)·0+ft(q)·0 = fxi(q) = 0
Figura 5: Ejemplo gráfico de una posible D, con n = 2, y un punto q del borde lateral, donde el vector
normal es el (1, 0, 0). Figura construida con GeoGebra Classic 6.
En el caso recursivo, suponiendo que se cumple para k = m− 1, lo probaremos para
k = m.
Si k = m, con m ∈ {2, ..., n}, existen exactamente m elementos distintos i1, ..., im ∈
{1, 2, ..., n} tales que qi1 ∈ {ai1 , bi1}, ..., qim ∈ {aim , bim}; supondremos, sin pérdida de
generalidad, que qi1 = bi1 , ..., qim = bim , es decir, q = (q1, ..., bi1 , ..., bi2 , ..., bim , ..., qn, t1).
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Dado cualquier punto






tenemos que q̌ satisface las condiciones del caso k = m− 1, y, por tanto
fxiθ (q̌) = 0 ∀θ ∈ {2, 3, ...,m}
Por hipótesis, f es dos veces diferenciable; es decir, fxiθ es una función continua.
Además,






por lo que también vale cero si q̌i1 = bi1 . Es decir,
fxiθ (q) = 0 ∀θ ∈ {2, 3, ...,m}
Análogamente, tomando ahora






se demuestra que fxi1 (q) = 0.
Por consiguiente, obtenemos que
fxi(q) = 0 ∀i : qi ∈ {ai, bi}
Para el caso en que q = (q1, q2, ..., qn, b) ∈ ∂SD, dado cualquier i ∈ {1, 2, ..., n} tal que
qi ∈ {ai, bi}, tenemos que fxi(q1, q2, ..., qn, t2) = 0 ∀t2 ∈ (a, b). Como fxi es continua,
fxi(q) = 0.
Con esto, podemos demostrar que ∇f(p) =
(
fx1(p), fx2(p), ..., fxn(p)
)
= (0, 0, ..., 0). Para
ello, separaremos la prueba en dos partes:
Dado i ∈ {1, 2, ..., n} tal que pi ∈ {ai, bi}, entonces, como acabamos de demostrar,
fxi(p) = 0.
Dado i ∈ {1, 2, ..., n} tal que pi ∈ (ai, bi), se tiene que f(p) ≥ f(p1, p2, ..., pi−1, γ, pi+1, ..., pn, t0)
∀γ ∈ (ai, bi). Por tanto, restringiéndonos a la dirección del eje xi, el punto p es un
extremo relativo; por lo que fxi(p) = 0.
Por otro lado, también podemos probar que ft(p) ≥ 0:
Si t0 ∈ (a, b), al restringirnos a la dirección del eje t, el punto p es un extremo relativo,
por lo que ft(p) = 0.
Si t0 = b, se demuestra que ft(p) ≥ 0 de manera idéntica a como se demostró en el
Teorema 1, cuando supusimos que p ∈ ∂TD.
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Con todo esto, podemos proceder como en el Teorema 1, suponiendo que C(x, t) · ft −
c(x, t) ·∆f −∇c ·∇f < 0, pero construiremos n polinomios de Taylor de grado 2, eligiendo
en cada caso un vector vi ∈ Rn+1 conveniente.
Para cada i ∈ {1, 2, ..., n}, definimos el vector vi como:
vi =

(0, 0, ..., 0, 1
i)
, 0, ..., 0) si pi ∈ [ai, bi)
(0, 0, ..., 0,−1
i)
, 0, ..., 0) si pi = bi
De esta manera, para cada vi, existirá un εi > 0 suficientemente pequeño, tal que
p+ εi · vi ∈ D ∀i ∈ {1, 2, ..., n}
Entonces:
f(p+ εi · vi) = f(p) + εi · ∇fT (p) · vi +
ε2i
2
· vTi · Hf(p) · vi + O(ε3i ) ≤ f(p)




· vTi · Hf(p) · vi + O(ε3) ≤ f(p) =⇒
ε2i
2
· vTi · Hf(p) · vi ≤ 0
Independientemente de lo que valga vi:
(0, 0, ..., 0, 1
i)









































(0, 0, ..., 0,−1
i)











































en cualquier caso, obtenemos que
ε2i
2










≤ 0 ∀i ∈ {1, 2, ..., n}











En resumen, sabemos que C(p), c(p), ft(p) ≥ 0; que ∇f(p) = 0, y que ∆f(p) ≤ 0.
Con todo esto, llegamos a que
C(p) · ft(p)− c(p) ·∆f(p)−∇c(p) · ∇f(p) = C(p) · ft(p)− c(p) ·∆f(p) ≥ 0
llegando a una contradicción, y concluyendo aśı este caso.
I En el caso más general C(x, t) · ft − c(x, t) ·∆f −∇c · ∇f ≤ 0, se procede de manera
análoga al caso en el que p ∈ D (segunda parte del Teorema 1).












Para el caso que nos ocupa, tomando C(x, t) = 1 y f = I obtenemos que la ecuación (3)
satisface el Teorema 1. Si además suponemos que cumple las condiciones de contorno de
Neumann antes mencionadas, tenemos que el punto donde la función I alcanza el máximo
se encuentra en la imagen inicial.
Para ver que el mı́nimo de I también pertenece a la imagen inicial, tomaremos la función
h = −I, que es igual de diferenciable que I, y cumple que ht = −It, ∇h = −∇I y
∆h = −∆I.
Entonces
ht = −It = −c(x, y, t) ·∆I −∇c · ∇h = c(x, y, t) ·∆h+∇c · ∇h
es decir, h satisface el Teorema 1.
Además, dado cualquier punto (x1, x2, ..., xn, t) ∈
∼
∂SD, se cumple que
(∇h, ht)(x1, x2, ..., xn, t) · u(x1, x2, ..., xn, t) = (−∇I,−It)(x1, x2, ..., xn, t) · u(x1, x2, ..., xn, t) =
= −(∇I, It)(x1, x2, ..., xn, t) · u(x1, x2, ..., xn, t) = 0
Por tanto, h también cumple las condiciones de contorno de Neumann sobre
∼
∂SD y, en
consecuencia, satisface el Corolario 1.
Finalmente, como el máximo de h es precisamente el mı́nimo de I, concluimos que el punto
donde la función I alcanza el mı́nimo también se encuentra en la imagen inicial.
Con esto, se verifica que la función I satisface la condición de causalidad.
2.3. Realce de los bordes
Como ya hemos visto, nuestro objetivo es conseguir aplicar un filtro a la imagen con el
que se resalten los bordes de ésta, y no se mezclen con sus distintas regiones. Para ello,
tendremos que elegir una función c(x, y, t) adecuada, que consiga que la pendiente en los
bordes se mantenga, o aumente cuando aumenta t.
Para simplificar el estudio, y sin pérdida de generalidad, podemos suponer que los bordes
son paralelos al eje y, con lo que nos queda un problema en una dimensión.
2.3.1. Concepto de borde
En esta sección, trataremos de formalizar la idea intuitiva de borde, para aśı poder estudiar
más rigurosamente la manera de realzarlos.
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Según Nelson Bahamón [2] “Al referirse a bordes se puede pensar que lo que se está
buscando son contornos, lo cual no es necesariamente cierto. En śı el propósito de los
algoritmos de detección de bordes es obtener como resultado una imagen donde se resalten
los pixeles de aquellos puntos de la imagen original en donde se presentan cambios bruscos
de intensidad”.
El siguiente es un ejemplo de una imagen cuyos contornos no coinciden con sus bordes, y
la función asociada al recorrer la imagen horizontalmente en la mitad de su altura:
Figura 6: Imagen de un ćırculo construido con GeoGebra Classic 6 y su representación al recorrerla
horizontalmente a la mitad de su altura construida con Matlab 2016b.
El contorno de la imagen seŕıa la circunferencia, mientras que los bordes seŕıan las partes
interior y exterior de esta.
Valiéndonos de la derivada de la función anterior, resulta más fácil localizar los bordes:
Figura 7: Gráfica de la derivada de la función anterior, construida con Matlab 2016b.
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Se aprecian cuatro extremos relativos, que se corresponderán con los cuatro bordes; dos
por cada vez que se recorre horizontalmente el contorno.
Intuitivamente, un borde seŕıa todo punto donde el valor absoluto de la derivada tiene un
máximo relativo; pero, además, será necesario que el valor absoluto de la derivada en estos
puntos tome valores suficientemente grandes para ser considerados bordes.
Por ejemplo, dadas las dos imágenes siguientes, al recorrerlas horizontalmente en cualquier
altura, la de la izquierda debeŕıa tener 6 bordes, mientras que la de la derecha no debeŕıa
tener ninguno.
Figura 8: Dos escalas de grises distintas: la de la izquierda, construida con Paint, son seis franjas bien
definidas con distintos niveles, mientras que en la de la derecha, tomada de [1], el cambio es progresivo.
Sus gráficas seŕıan:
Figura 9: Gráficas para comparar las imagenes de la Figura anterior, construidas con Matlab 2016b.
y las gráficas de sus derivadas seŕıan:
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Figura 10: Gracas de las derivadas, construidas con Matlab 2016b.
A partir de la derivada, se ven claramente los 6 bordes de la imagen izquierda, mientras
que en la derecha, aunque su derivada posee muchos máximos y mı́nimos relativos, estos
no tienen suficiente valor absoluto como para considerarse bordes. Por tanto, habrá que
introducir un término λ que determine la pendiente mı́nima que deben tener los bordes.
De esta manera, siendo Dom(I) el dominio de I, es decir, las dimensiones de la imagen;
podemos definir el conjunto B de bordes de I, donde I es vista como una función
unidimensional, de la siguiente manera:
B =
{
x ∈ Dom(I) : ∃E entorno de x, tal que máx
y2E
(|I0(y)|) = |I0(x)| ∧ |I0(x)| ≥ λ
}
Si la imagen I tiene dos dimensiones, la definición seŕıa:
B =
{





= ||∇I(x)|| ∧ ||∇I(x)|| ≥ λ
}
Es decir, cuanto mayor sea λ, menos bordes habrá. Emṕıricamente, parece razonable
tomar un valor alrededor de 3 o 6. Sin embargo, existen métodos más precisos para el
cálculo de este valor, que dependen de la imagen, y por tanto, λ pasará a depender de
la variable t, como tomar λ = máx kr Ik
10
, es decir, una décima parte del máximo gradien-
te de la imagen. También existen métodos más complejos, como el propuesto por Canny [3].
2.3.2. Fundamentos matemáticos del realce
Atendiendo a la ecuación (3), en una dimensión, quedará:
It = div
(






c(x, t) · Ix
)
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Por tanto, durante toda esta sección, para simplificar la notación escribiremos g(Ix) al
referirnos a esta función.
Una vez elegido un valor de λ determinado, la función g se tendrá que ajustar de tal forma
que el filtro realmente conserve los bordes y suavice las regiones limitadas por estos. Para
ello, se propondrán dos familias de funciones y se analizará qué funciones de cada familia
son válidas para cada λ.





′(Ix) · Ixx (5)
es una versión en una dimensión de la ecuación de difusión.
El incremento de la pendiente con respecto al tiempo vendrá dado por ∂
∂t
(Ix); y como















= φ′′(Ix) · I2xx + φ′(Ix) · Ixxx (6)
Ahora analizaremos dos posibles casos:
Primero, supondremos que en el borde se tiene que Ix > 0, es decir, que la imagen
es más oscura a la izquierda del borde que a la derecha. Entonces, en ese punto,




′′(Ix) · I2xx + φ′(Ix) · Ixxx = φ′(Ix) · Ixxx = −φ′(Ix) · |Ixxx|
Es decir, en un entorno del borde, ∂
∂t
(Ix) tiene signo contrario a φ
′(Ix). Esto significa
que si φ′(Ix) > 0, la función Ix decrecerá, y la pendiente del borde disminuirá con
el tiempo, mientras que si φ′(Ix) < 0, la función Ix crecerá, por lo que la pendiente
aumentará. Cabe destacar que por el principio de causalidad, un incremento en la
pendiente no puede ser debido a un aumento en la diferencia de intensidad entre
ṕıxeles. El motivo deberá ser que los bordes se hacen más “finos”, es decir, más
“agudos”.




′′(Ix) · I2xx + φ′(Ix) · Ixxx = φ′(Ix) · Ixxx = φ′(Ix) · |Ixxx|
Por lo tanto, en un entorno del borde, ∂
∂t
(Ix) tiene el mismo signo que φ
′(Ix). Esto
significa que si φ′(Ix) > 0, la función Ix crecerá; es decir, decrecerá en valor absoluto,
por lo que la pendiente del borde disminuirá con el tiempo, mientras que si φ′(Ix) < 0,
la función Ix decrecerá; es decir, crecerá en valor absoluto, por lo que la pendiente
en el borde aumentará.
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Como ya se ha explicado en la Sección 2.1, la función g deberá cumplir ciertas propiedades.
En este trabajo se estudiarán dos familias de funciones que satisfacen todos los requisitos
necesarios:








con C, α,K > 0 constantes a determinar.
Dado que nos vamos a centrar en estudiar la función φ′(Ix), la constante C no tiene mucha
relevancia, aśı que podremos tomar, por ejemplo C = 1. Tras derivar, obtenemos:
φ′(Ix) = K ·
















= 0, es decir, si y solo si
||Ix|| = Kα+1√α .
Entonces, cuando Ix ∈ (0, Kα+1√α), tenemos que φ
′(Ix) > 0 y, como hemos visto, la pendiente
decrecerá, mientras que si Ix ∈ ( Kα+1√α ,+∞), tenemos que φ
′(Ix) < 0 y el borde se
intensificará.
Por otro lado, si Ix ∈ (−∞,− Kα+1√α), tenemos que φ
′(Ix) > 0 y entonces la pendiente
decrecerá, mientras que si Ix ∈ (− Kα+1√α , 0), tenemos que φ
′(Ix) < 0 y la pendiente
aumentará.
Es decir, la pendiente en los bordes donde ||Ix|| < Kα+1√α se reducirá, y en los que ||Ix|| >
K
α+1√α , aumentará.
Si ||Ix|| = Kα+1√α , se tiene que φ
′(Ix) = 0, por lo que la pendiente en el borde no cambiará.
Por consiguiente, el valor de Kα+1√α deberá ser el que consideremos suficiente para diferenciar






Por ejemplo, tomando α = 1, y K = λ. De este modo, los bordes, donde ||Ix|| > λ, se
remarcarán, y las imperfecciones, donde ||Ix|| < λ, se suavizarán.
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Figura 11: Ejemplo de una posible función  donde C = 1,  = 1 y K = 6, y por tanto  = 6. Gráfica
construida con GeoGebra Classic 6.
 Otra posible idea seŕıa tomar una función exponencial, de la forma
g(I x) = e
  ( k I x kK )
2
En este caso:
 0(I x) =
e 
jj I x jj
2
K 2  (K 2   2  jj I x jj 2)
K 2
Razonando igual que antes, obtenemos que habŕıa que tomar K = 
p
2.
Para ambas funciones, como se señala en [8], tomar un  demasiado pequeño provoca que
el suavizado se reduzca y el proceso sea más lento, mientras que tomarlo demasiado grande
lo acelera, pero a riesgo de perder información de los bordes, como en el filtro gaussiano,
que es precisamente lo que se pretende evitar.
3. Implementacion de ltros en imagenes unidimen-
sionales
Para poder aplicar todo lo estudiado anteriormente a casos reales, se deberán tratar
de discretizar todas las ideas que, en principio, estaban pensadas sobre un marco de
matemática continua, para aśı computarlas y llevarlas a la práctica.
Inicialmente, trataremos imágenes en una dimensión debido a su menor dificultad, y
después pasaremos a las dos dimensiones.
La imagen que vamos a tomar de ejemplo, y con la que vamos a trabajar es la siguiente:
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Figura 12: Imagen unidimensional obtenida al recorrer horizontalmente, a mitad de altura, la foto original
del pez payaso de la Figura 2. Imagen obtenida con Matlab 2016b.
Como se aprecia a simple vista, esta imagen tiene muchos bordes, bien marcados, y también
muchas partes “rugosas” que pretenderemos suavizar.
Lo primero será dar una definición formal de derivada discreta. Para ello, estudiaremos la
definición estándar de derivada:
Sea f : R −→ R una función, se define la derivada de f en un punto z ∈ R como:
fx(z) = ĺım
h→0
f(z + h)− f(z)
h
siempre que el ĺımite exista.
Si dicho ĺımite existe, se tiene que
ĺım
h→0








f(z + h)− f(z)
h
es decir, existe el ĺımite al acercarse por ambos lados del punto, y es el mismo.
Sea I : {0, 1, 2, ..., n} → R una función unidimensional, y sea x0 ∈ {0, 1, 2, ..., n}, una
posible discretización de estos ĺımites seŕıa:
ĺım
h→0+
I(x0 + h)− I(x0)
h
≈ I(x0 + 1)− I(x0)
x0 + 1− x0
= I(x0 + 1)− I(x0)
ĺım
h→0−
I(x0 + h)− I(x0)
h
≈ I(x0 − 1)− I(x0)
x0 − 1− x0
= I(x0)− I(x0 − 1)
puesto que x0 + 1 y x0 − 1 son los puntos más cercanos a x0.
Para los casos particulares x0 = 0 y x0 = n, dado que I deberá cumplir las condiciones de
contorno de Neumann, supondremos que I(−1) = I(0) y I(n+ 1) = I(n).
Nótese que le hemos dado valor 1 a la distancia entre puntos contiguos; es decir, hemos
tomado δx = 1.
De esta manera, en principio, podŕıamos hablar de dos derivadas discretas que, en un
marco continuo, debeŕıan coincidir:
Ix+(x0) := I(x0 + 1)− I(x0)
Ix−(x0) := I(x0)− I(x0 − 1)
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Por ello, puesto que la función que realmente necesitaremos discretizar es la segunda
derivada, utilizaremos ambas definiciones para su construcción:
Ixx(x0) =(Ix+)x−(x0)
=Ix+(x0)− Ix+(x0 − 1)
=I(x0 + 1)− I(x0)−
(
I(x0)− I(x0 − 1)
)
=I(x0 + 1) + I(x0 − 1)− 2 · I(x0)
Es fácil comprobar que, independientemente del orden en que derivemos, el resultado es el
mismo.
De esta manera, ambas derivadas tendrán la misma importancia a la hora de obtener la
segunda derivada, y esta se podrá calcular en cada punto conociendo únicamente el valor
de la función en el punto, y en los puntos contiguos.
Nuestro objetivo será construir una secuencia de imágenes unidimensionales, I0, I1, I2, ..., I t0
a partir de la inicial, I0, hasta obtener una final I t0 , donde t0 es un número de iteraciones
determinado.
3.1. Implementación del Filtro Gaussiano unidimensional
Como ya hemos visto, la ecuación utilizada en el filtro gaussiano es It = ∆I.
La derivada respecto al tiempo en un punto x0, se discretizará como
It(x0) =
I t+1(x0)− I t(x0)
δt
donde δt es el intervalo de tiempo entre dos iteraciones consecutivas.
Como veremos en la Sección 3.2, para asegurar la convergencia del método, será necesario
que el Número de Courant–Friedrichs–Lewy, Λ := δt
δx2
, sea menor que 1
2
.
Dado que hemos tomado δx = 1 (la distancia entre dos puntos contiguos, x0 y x0 + 1, será




y, entonces, construimos la secuencia




· (I t(x0 + 1) + I t(x0 − 1)− 2 · I t(x0))
Ejecutando el algoritmo para distintas iteraciones, obtenemos:
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Figura 13: Imágenes obtenidas tras aplicar el filtro gaussiano 0, 10, 100, 1000 y 10000 veces. Gráficas
obtenidas con Matlab 2016b.
Aqúı se aprecia claramente el problema del filtro gaussiano del que ya hemos hablado.
El suavizado se realiza de igual forma en todas las regiones, ocasionando una pérdida de
significado en la imagen cuando el número de iteraciones es suficientemente grande. En este
caso, para t = 10, el suavizado aún no es completo, como se aprecia en algunas regiones
(desde 400 a 450, ó desde 650 a 700, por ejemplo), pero ya se ha reducido significativamente
la intensidad de algunos bordes, como los de 300 y 350. Con t = 100 esos bordes ya son
prácticamente inexistentes, aunque todav́ıa quedan regiones sin suavizar completamente; y
en t = 1000 ya se han perdido la mayoŕıa de los bordes. Con t = 10000, la imagen ya ha
perdido todo su significado.
Por esta razón, implementaremos el filtro de Perona-Malik, y lo aplicaremos a esta imagen
para compararlo con el filtro gaussiano.
3.2. Implementación del Filtro de Perona-Malik unidimensional
La ecuación de Perona-Malik, en una dimensión, se reduce a
It(x0, t) =













De manera similar a como se ha visto en el filtro gaussiano, la ecuación se discretizará
como:











































I t(x0)− I t(x0 − 1)
)
(7)
Ahora demostraremos un teorema que nos asegura la convergencia del método cuando
tomamos un paso temporal en (0, 1
2
]:
Teorema 2 (Principio del Máximo y del Mı́nimo Discretos en una dimensión).
Sea n ∈ N. Dada una secuencia de funciones I0, I1, ..., I t0, donde I t : {1, 2, ..., n} →
{0, 1, ..., 255} ∀t ∈ {0, 1, ..., t0}, que satisface la ecuación (7) cuando 0 < δt ≤ 12 y
g : R+ → [0, 1]; se tiene que el valor máximo y el mı́nimo de entre todas las funciones lo










I0m ≤ I t(x) ≤ I0M ∀t ∈ {0, 1, ..., t0}, ∀x ∈ {1, 2, ..., n}
Demostración:
La demostración se basará en probar que I tm ≤ I t+1(x) ≤ I tM ∀x ∈ {1, 2, ..., n}.
Dado cualquier x0 ∈ {1, 2, ..., n}, a partir de la ecuación (7):
I t+1(x0) = I

















I t(x0 − 1)− I t(x0)
))
=

















|I t(x0 + 1)− I t(x0)|
)
· I t(x0 + 1) + g
(
|I t(x0)− I t(x0 − 1)|
)
· I t(x0 − 1)
)
Para simplificar la notación, llamaremos g1 = g
(
|I t(x0 + 1)− I t(x0)|
)
,y g2 = g
(
|I t(x0)−
I t(x0 − 1)|
)
.
Como g1, g2 ∈ [0, 1], y 0 < δt ≤ 12 , se tiene que
1− δt · (g1 + g2) ≥ 0
Entonces, deducimos que
I t+1(x0) ≤ I tM ·
(
1− δt · (g1 + g2)
)
+ δt · (g1 · I tM + g2 · I tM) =
= I tM − I tM · δt · (g1 + g2) + I tM · δt · (g1 + g2) = I tM
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en particular,




I0M ≥ I t(x0) ∀t ∈ {0, 1, ..., t0}, ∀x0 ∈ {1, 2, ..., n}
De manera análoga:
I t+1(x0) ≥ I tm ·
(
1− δt · (g1 + g2)
)
+ δt · (g1 · I tm + g2 · I tm) =
= I tm − I tm · δt · (g1 + g2) + I tm · δt · (g1 + g2) = I tm
y por tanto
I0m ≤ I t(x0) ∀t ∈ {0, 1, ..., t0}, ∀x0 ∈ {1, 2, ..., n}

Nótese que para el filtro gaussiano, la ecuación utilizada es un caso particular de (7) en
el que g ≡ 1, y, por tanto, satisface el Principio del Máximo y Mı́nimo Discretos cuando
δt ∈ (0, 1
2
].
Finalmente, como ya hemos visto, probaremos con diferentes funciones g(|Ix|) y las iremos
evaluando y comparando.
Tomando g(|Ix|) = 1
1+( |Ix|4 )
2 y ejecutando el algoritmo para distintas iteraciones:
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y tomando C = 1, α = 1 y K = 4. Gráficas obtenidas con Matlab 2016b.
Como se puede observar, este método ofrece claros avances con respecto al filtro gaussiano.
En las 100 iteraciones, bordes como los de 150, 300 o 350, que en el filtro gaussiano se
perd́ıan, aqúı se mantienen. Con 1000 iteraciones, ya se ha suavizado prácticamente toda
la imagen, sin perder la mayoŕıa de los bordes. Sin embargo, en t = 10000 ya se han
perdido casi todos los detalles de la imagen, y en t = 30000, la imagen ya ha perdido todo
su significado.
Por este motivo, trataremos de precisar más este método, con el objetivo de mejorar los
resultados:
La idea más directa seŕıa reducir nuestra cota para los bordes λ = Kα+1√α , a la que hemos
dado valor 4 con α = 1 y K = 4. Sin embargo, λ = 4 ya es un valor bastante bajo, y
reducir el valor de K no parece resolver los problemas.
Por otro lado, modificar el valor de α śı que provoca cambios significativos. Simplemente
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tomando α = 3 y K = 4 · 4
√
3, obtendremos resultados mucho mejores.
Esto se debe a que la nueva función g decrece de una manera mucho más brusca, lo que
hace que las aproximaciones vistas en el apartado 3.1 sean mucho más precisas. g′ tomará
valores cercanos a 0 en una región más amplia de |Ix| = 0, y tanto g como g′ tenderán
mucho más rápido a 0 cuando |Ix| crezca.
Figura 15: Comparativa de las gráficas de las dos funciones g; una con C = 1, α = 1 y K = 4, y la otra,
con C = 1, α = 3 y K = 4 · 4
√
3. Gráficas obtenidas con GeoGebra Classic 6.
Realizando este cambio, los resultados claramente mejoran:
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y tomando C = 1, α = 3 y K = 4 · 4
√
3. Gráficas obtenidas con Matlab 2016b.
Finalmente, hemos conseguido un filtro que conserva el significado de la imagen original
para valores grandes de t. Además, en los resultados entre las 1000 y las 10000 iteraciones, la
mayoŕıa de regiones ya se suavizan por completo, mientras que se conservan prácticamente
todos los bordes originales.
Sin embargo, siguen existiendo algunos bordes, como en 150, que desaparecen con valores
muy bajos de t, y otros, mucho más marcados, como los de 540 o 780, que se pierden para








en general, provoca que el filtro conserve mejor los bordes que están más separados entre
śı, es decir, los que delimitan regiones más amplias, que los que están muy juntos.
En la práctica, esto origina que no exista ninguna ĺınea que separe una región de otra.
En el caso del pez payaso; en la imagen original, cada región de su cuerpo está limitada
por una ĺınea negra, pero tras aplicar el filtro para un t muy alto, la mayoŕıa de esas ĺıneas
desaparecerán, y solo quedarán las regiones.
Si queremos conservar esas ĺıneas; de nuevo, modificando la función g, se puede conseguir
que el filtro se ajuste a nuestras exigencias.




, con K =
√
2 · λ, como ya hab́ıamos visto. Con
esta función, conseguimos que el filtro respete mucho más los bordes muy marcados que
encierran regiones pequeñas:






y tomando K = 4 ·
√
2. Gráficas obtenidas con Matlab 2016b.
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Como se puede apreciar, este filtro también se mantiene estable para cualquier valor t, y
es similar al anterior, con la diferencia de que este conserva los bordes más finos, incluso
para t = 500000.
Cabe destacar que, como se aprecia a simple vista, en cualquier valor de t, y tomando
cualquier función g; por las propiedades matemáticas que ya hemos desarrolado sobre
la ecuación de Perona-Malik, este filtro marca de forma mucho más clara los bordes.
Mientras que en el filtro gaussiano los bordes son más curvados y suaves, con el filtro de
Perona-Malik, los bordes se vuelven más agudos y sus gráficas se caracterizan por una
gran cantidad de ángulos de 90◦.
4. Implementación de filtros en imágenes bidimensio-
nales
En esta sección pasaremos a trabajar con filtros en imágenes en dos dimensiones, los cuales
son más complicados, pero claramente más útiles.
Dados n,m ∈ N. Sea I : {0, 1, 2, ..., n} × {0, 1, 2, ...,m} −→ R una función bidimensional,
y sean x0 ∈ {0, 1, 2, ..., n} e y0 ∈ {0, 1, 2, ...,m}; se definen:
Ix+(x0, y0) :=
I(x0 + 1, y0)− I(x0, y0)
δx
Ix−(x0, y0) :=
I(x0, y0)− I(x0 − 1, y0)
δx
Iy+(x0, y0) :=
I(x0, y0 + 1)− I(x0, y0)
δy
Iy−(x0, y0) :=
I(x0, y0)− I(x0, y0 − 1)
δy
Nótese que estas definiciones son análogas a las de la Sección 3, con la excepción de que,
en un principio, no fijaremos δx = 1, ni δy = 1. En este caso, tomaremos δx = 1
n
y δy = 1
m
.
Igualmente, a partir de lo estudiado en la sección anterior, las derivadas segundas se
construirán como:
Ixx(x0, y0) = (Ix+)x−(x0, y0) =












I(x0 + 1, y0) + I(x0 − 1, y0)− 2 · I(x0, y0)
δx2
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I yy(x0; y0) = (I y+ )y   (x0; y0) =
I y+ (x0; y0)   I y+ (x0; y0   1)
y
=
I (x0 ;y0+1)   I (x0 ;y0 )
y  
 





I (x0; y0 + 1) + I (x0; y0   1)   2  I (x0; y0)
y 2
4.1. Implementacion del Filtro Gaussiano
Dado que ahora estamos trabajando en dos dimensiones, el Número de Courant-Friedrichs-
Lewy pasa a ser Λ := tx 2 +
t
y 2 . Como veremos en la Seccion 4.2 , para asegurar la
convergencia del método, será necesario que Λ 2 (0; 12 ].
Con todo esto, un posible valor de t , que asegura la convergencia del método, seŕıa:
t =


























Entonces, la ecuación del calor discretizada será:
I t+1 (x0; y0) = I t(x0; y0) +














I (x0; y0 + 1) + I (x0; y0   1)   2  I (x0; y0)

Mediante esta ecuación, se ha construido el filtro gaussiano que se aplica en las imágenes
de la Seccion 1.2 . A continuación se expone otra imagen a la que se le aplica el filtro:
Figura 18: Imagen original de un oso polar en el Ártico, obtenida de [6], y, a la derecha, la imagen tras
aplicarle el filtro gaussiano con 200 iteraciones, construida con Matlab 2016b.
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Como se puede apreciar, tras aplicar el ltro resulta difcil distinguir las zonas de nieve
con las de hielo o agua, sobre todo en la parte superior de la imagen. Es decir, en vez de
ensalzar las distintas regiones, lo que se consigue es difuminarlas entre s, haciendo difcil
incluso entender el signicado original de la imagen.
4.2. Implementacion del Filtro de Perona-Malik
De manera analoga al caso unidimensional, la ecuacion (3) se discretizara como:























































































































































Ahora, de manera similar al caso unidimensional, demostraremos un teorema que nos
asegura la convergencia del metodo cuando tomamos un paso temporalt tal que el
37




pertenezca a (0, 1
2
]:
Teorema 3 (Principio del Máximo y del Mı́nimo Discretos). Sean n,m ∈ N.
Dada una secuencia de funcionesI0, I1, ..., I t0, donde I t : {1, 2, ..., n} × {1, 2, ...,m} →






g : R+ → [0, 1]; se tiene que el valor maximo y el mnimo de entre todas las funciones









, se cumple que:
I0min ≤ I t(x, y) ≤ I0M ∀t ∈ {0, 1, ..., t0}, ∀(x, y) ∈ {1, 2, ..., n} × {1, 2, ...,m}
Demostración:
Dado x0 ∈ {1, 2, ..., n}, e y0 ∈ {1, 2, ...,m}; para simplificar la notación, llamaremos
g1 :=g



































A partir de la ecuación (8), tenemos:
I t+1(x0, y0) = I
t(x0, y0) + δt ·
(
g1 ·
I t(x0 + 1, y0)− I t(x0, y0)
δx2
− g2 ·




I t(x0, y0 + 1)− I t(x0, y0)
δy2
− g4 ·









· (g1 + g2) +
δt
δy2















g3 · I t(x0, y0 + 1) + g4 · I t(x0, y0 − 1)
)
Con las hipótesis del enunciado, se cumple que:
0 ≤ δt
δx2
· (g1 + g2) +
δt
δy2
· (g3 + g4) ≤
δt
δx2
· 2 + δt
δy2












· (g1 + g2) +
δt
δy2










· (g1 + g2) +
δt
δy2















g3 · I tM + g4 · I tM
)
=
= I tM − I tM ·
( δt
δx2
· (g1 + g2) +
δt
δy2
· (g3 + g4)
)
+ I tM ·
( δt
δx2
· (g1 + g2) +
δt
δy2









I0M ≥ I t(x0, y0) ∀t ∈ {0, 1, ..., t0}, ∀(x0, y0) ∈ {1, 2, ..., n} × {1, 2, ...,m}
De manera análoga:





· (g1 + g2) +
δt
δy2















g3 · I tmin + g4 · I tmin
)
=
= I tmin − I tmin ·
( δt
δx2
· (g1 + g2) +
δt
δy2
· (g3 + g4)
)
+ I tmin ·
( δt
δx2
· (g1 + g2) +
δt
δy2





I0min ≤ I t(x0, y0) ∀t ∈ {0, 1, ..., t0}, ∀(x0, y0) ∈ {1, 2, ..., n} × {1, 2, ...,m}

Finalmente, aplicaremos este filtro a varias imágenes, y probaremos diferentes funciones g
para evaluarlas y compararlas.
























}. Esto se hace
simplemente para ajustar los valores de K y α, y que estos no difieran demasiado de los
que se tomaban en el caso unidimensional.
Por otro lado, para cada imagen, la elección de la función g no es aleatoria. Como se vió
en la Sección 3.2, las funciones exponenciales respetan mucho más que las racionales los
bordes de regiones pequeñas. Por ejemplo, en el caso el pez payaso:
Figura 19: Imagen del pez payaso tras aplicarle el ltro de Perona-Malik (exponencial) conK = 7 y 800
iteraciones, a la izquierda. A la derecha, la imagen tras aplicarle el ltro de Perona-Malik (racional) con
K = 4,  = 1 y 800 iteraciones. Imagenes construidas con Matlab 2016b.
Como se puede apreciar, con la función racional, las franjas negras verticales del pez se
mezclan con las regiones contiguas, llegando a desaparecer, mientras que con la función
exponencial, todas las franjas se conservan. Lo mismo ocurre con los “pelos” blancos que
tiene el pez entre sus dos aletas dorsales.
Por tanto, para resaltar todas las regiones, conservando las suficientemente marcadas, pero
demasiado pequeñas, se utilizarán funciones exponenciales. Por otro lado, para la imagen
de la ragiograf́ıa y la de Homer, en las que el objetivo es precisamente eliminar pequeñas
imperfecciones relativamente marcadas, se utilizarán funciones racionales.
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Figura 20: Imagen original del pez payaso arriba a la izquierda. Arriba a la derecha, la imagen tras aplicarle
el filtro de Perona-Malik (exponencial) con K = 7 y 50 iteraciones. Abajo a la izquierda, tras aplicarle
el mismo filtro con 150 iteraciones; y abajo a la derecha, con 300 iteraciones. Imágenes construidas con
Matlab 2016b.
En la figura anterior se ve claramente como, a medida que aumenta el número de iteraciones,
las escamas del pez se van difuminando, y cada región de su cuerpo (incluidas las franjas
negras verticales) se va suavizando y remarcando.
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Figura 21: Arriba, la imagen original de un oso polar en el Ártico, obtenida de [6], y, abajo, la imagen
tras aplicarle el filtro de Perona-Malik (exponencial) con K = 6 y 300 iteraciones, construida con Matlab
2016b.
En este caso, al contrario que el filtro gaussiano, el filtro de Perona-Malik diferencia
claramente las regiones de nieve con las de hielo o agua, lo cual provoca incluso que se
distingan más claramente que en la imagen original. Igualmente, regiones pequeñas como
las huellas del oso se conservan e intensifican, haciendo que destaquen, y facilitando aśı su
localización.
Ahora, para corregir imperfecciones, aplicaremos el filtro de Perona-Malik racional:
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Figura 22: Imagen original del tórax a la izquierda, y, a la derecha, la imagen tras aplicarle el filtro de
Perona-Malik (racional) con K = 4, α = 1 y 200 iteraciones, construida con Matlab 2016b.
Tras aplicar el filtro, hemos eliminado por completo las impurezas de la radiograf́ıa y, aún
perdiendo cierto nivel detalle, la imagen resultante conserva su significado original.
Figura 23: Imagen original de Homer a la izquierda, y, a la derecha, la imagen tras aplicarle el filtro de
Perona-Malik (racional) con K = 8, α = 1 y 550 iteraciones, construida con Matlab 2016b.
En este caso, al tratarse de un dibujo, las distintas regiones están claramente marcadas y
diferenciadas, lo que nos permite tomar un valor para K relativamente alto (K = 8) sin
perder trazos importantes. De esta manera se consiguen eliminar prácticamente todas las
manchas sin modificar el resto de la imagen original.
43
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1 % Funcion para a p l i c a r e l f i l t r o gauss iano a una imagen
2 % en blanco y negro en dos dimensiones .




7 % inimage : imagen i n i c i a l , en blanco y negro .
8
9 % i t e r a t i o n s : cant idad de veces que se l e a p l i c a




14 % outimage : imagen r e s u l t a n t e t r a s e l f i l t r o
15
16 outimage=imread ( inimage ) ;
17 [m, n]= s i z e ( outimage ) ;
18
19 % Paso la matr iz  imagen a una matr iz normal para que pueda
20 % tomar v a l o r e s mayores a 255.
21 outimage=im2double ( outimage ) ;
22
23 de l tax =1/(m   1) ;
24 de l tay =1/(n   1) ;
25 d e l t a t =(min ( del tax , de l tay ) ^2) /4 ;
26
27 rowC=[1:m] ;
28 colC =[1:n ] ;
29 rowN=[1 1 :m  1] ;
30 colE =[1 1 : n  1] ;
31 rowS =[2:m m] ;
32 colW =[2:n n ] ;
33
34 sx=( d e l t a t / ( de l tax ^2) ) ;
35 sy=( d e l t a t / ( de l tay ^2) ) ;
36
37 % Se a p l i c a e l f i l t r o gauss iano e l numero de veces ind icado .
38 f o r i =1: i t e r a t i o n s
39 outimage=outimage+sy ( outimage (rowC , colW)  2 outimage+outimage
(rowC , colE ) ) + . . .
40 +sx  ( outimage ( rowS , colC )  2 outimage+outimage (rowN , colC ) ) ;
41 end
42
43 imshow ( outimage ) ;
45
1 % Funcion para a p l i c a r e l f i l t r o gauss iano a una imagen
2 % en blanco y negro en una dimension .




7 % vec to r : vec to r que rep resen ta una imagen en 1D, en blanco
y negro .
8
9 % i t e r a t i o n s : cant idad de veces que se l e a p l i c a





15 n=leng th ( vec to r ) ;
16
17 % Paso la matr iz  imagen a una matr iz normal para que pueda
18 % tomar v a l o r e s mayores a 255.
19 vec to r=double ( vec to r ) ;
20
21
22 f o r i =1: i t e r a t i o n s
23 vec to r=vec to r+lambda  ( vec to r ( [ 2 : n n ] ) + vec to r ( [ 1 1 : n  1])   2
vec to r ) ;
24 end
25
26 p=p lo t ( vec to r ) ;
27 p . LineWidth = 1 . 8 5 ;
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1 % Funcion para a p l i c a r e l f i l t r o de Perona  Malik exponenc ia l
2 %a una imagen en blanco y negro en una dimension .




7 % vec to r : vec to r que rep resen ta una imagen en 1D, en blanco
y negro .
8
9 % i t e r a t i o n s : cant idad de veces que se l e a p l i c a
10 % e l f i l t r o gauss iano a la imagen .
11






17 n=leng th ( vec to r ) ;
18
19
20 % Paso la matr iz  imagen a una matr iz normal para que pueda
21 % tomar v a l o r e s mayores a 255.




26 f o r i =1: i t e r a t i o n s
27
28 de l t a=vec to r ( [ 2 : n n ] )  vec to r ;
29
30 f l u j o=de l t a .  exp (  ((1/K)  abs ( de l t a ) ) . ^ 2 ) ;
31
32 vec to r=vec to r+lambda  ( f l u j o   f l u j o ( [ 1 1 : n  1]) ) ;
33 end
34
35 p=p lo t ( vec to r ) ;
36 p . LineWidth = 1 . 8 5 ;
47
1 % Funcion para a p l i c a r e l f i l t r o de Perona−Malik r a c i o n a l
2 %a una imagen en blanco y negro en una dimension .




7 % vector : vec to r que r ep r e s en ta una imagen en 1D, en blanco
y negro .
8
9 % i t e r a t i o n s : cant idad de veces que se l e a p l i c a
10 % e l f i l t r o gauss iano a l a imagen .
11
12 %K: parametro de l a func ion g de l a ecuac ion de Perona−
Malik .
13






19 n=length ( vec to r ) ;
20
21
22 % Paso l a matriz−imagen a una matr iz normal para que pueda
23 % tomar v a l o r e s mayores a 255 .




28 f o r i =1: i t e r a t i o n s
29
30 de l t a=vecto r ( [ 2 : n n ] )−vec to r ;
31
32 f l u j o=de l t a ./(1+( abs ( de l t a ) /K) .ˆ(1+ alpha ) ) ;
33
34 vec to r=vecto r+lambda ∗( f l u j o−f l u j o ( [ 1 1 : n−1]) ) ;
35 end
36
37 p=p lo t ( vec to r ) ;
38 p . LineWidth = 1 . 8 5 ;
48
1 % Funcion para a p l i c a r e l f i l t r o de Perona−Malik exponenc ia l
2 %a una imagen en blanco y negro en dos dimens iones .




7 % inimage : imagen i n i c i a l , en blanco y negro .
8
9 % i t e r a t i o n s : cant idad de veces que se l e a p l i c a
10 % e l f i l t r o gauss iano a l a imagen .
11









20 outimage=imread ( inimage ) ;
21 [m, n ] = s i z e ( outimage ) ;
22
23 % Paso l a matriz−imagen a una matr iz normal para que pueda
24 % tomar v a l o r e s mayores a 255 .
25 outimage=double ( outimage ) ;
26
27 de l tax =1/(m−1) ;
28 de l tay =1/(n−1) ;
29 deltamin=min ( de ltax , de l tay ) ;
30 d e l t a t =(deltamin ˆ2) /4 ;
31
32 sx=( d e l t a t /( de l tax ˆ2) ) ;
33 sy=( d e l t a t /( de l tay ˆ2) ) ;
34
35 f o r i =1: i t e r a t i o n s
36
37 d i f fY1 = outimage ( [ 2 :m m] , [ 1 : n ] ) − outimage ;
38
39 d i f fX1 = outimage ( [ 1 :m] , [ 2 : n n ] ) − outimage ;
40
41 d i f fY2 = [ z e r o s (1 , n ) ; d i f fY1 ( [ 1 :m−1 ] , [ 1 : n ] ) ] ;
42




46 g1=exp (−((1/((K/ deltamin ) ˆ2) ) ∗ ( ( ( d i f fX1 / de l tax ) . ˆ 2 ) + ( (
d i f fY1 / de l tay ) . ˆ 2 ) ) ) ) ;
47
48 f luxY1 =di f fY1 .∗ g1 ;
49
50 f luxX1 =di f fX1 .∗ g1 ;
51
52 f luxY2= di f fY2 .∗ exp (−((1/((K/ deltamin ) ˆ2) ) ∗ ( ( ( [ z e r o s (1 , n ) ;
d i f fX1 ( [ 1 :m−1 ] , [ 1 : n ] ) ] / de l tax ) . ˆ 2 ) + ( ( d i f fY2 / de l tay ) . ˆ 2 )
) ) ) ;
53
54 f luxX2= di f fX2 .∗ exp (−((1/((K/ deltamin ) ˆ2) ) ∗ ( ( ( d i f fX2 / de l tax )




57 outimage=outimage + sy ∗( f luxY1 − f luxY2 ) +sx ∗( f luxX1 −




61 imshow ( outimage , [ ] ) ;
50
1 % Funcion para a p l i c a r e l f i l t r o de Perona−Malik r a c i o n a l
2 %a una imagen en blanco y negro en dos dimens iones .




7 % inimage : imagen i n i c i a l , en blanco y negro .
8
9 % i t e r a t i o n s : cant idad de veces que se l e a p l i c a
10 % e l f i l t r o gauss iano a l a imagen .
11
12 %K: parametro de l a func ion g de l a ecuac ion de Perona−
Malik .
13






19 % outimage : imagen r e s u l t a n t e t r a s e l f i l t r o
20
21
22 outimage=imread ( inimage ) ;
23 [m, n ] = s i z e ( outimage ) ;
24
25 % Paso l a matriz−imagen a una matr iz normal para que pueda
26 % tomar v a l o r e s mayores a 255 .
27 outimage=double ( outimage ) ;
28
29 de l tax =1/(m−1) ;
30 de l tay =1/(n−1) ;
31 deltamin=min ( de ltax , de l tay ) ;
32 d e l t a t =(deltamin ˆ2) /4 ;
33
34 sx=( d e l t a t /( de l tax ˆ2) ) ;
35 sy=( d e l t a t /( de l tay ˆ2) ) ;
36
37 f o r i =1: i t e r a t i o n s
38
39 d i f fY1 = outimage ( [ 2 :m m] , [ 1 : n ] ) − outimage ;
40
41 d i f fX1 = outimage ( [ 1 :m] , [ 2 : n n ] ) − outimage ;
42
43 d i f fY2 = [ z e r o s (1 , n ) ; d i f fY1 ( [ 1 :m−1 ] , [ 1 : n ] ) ] ;
44
51
45 d i f fX2 = [ z e r o s (m, 1 ) d i f fX1 ( [ 1 :m] , [ 1 : n−1]) ] ;
46
47
48 g1 =1./(1+((1/((K/ deltamin ) ˆ(1+ alpha ) ) ) ∗ ( ( ( ( d i f fX1 / de l tax )
. ˆ 2 ) + ( ( d i f fY1 / de l tay ) . ˆ 2 ) ) .ˆ((1+ alpha ) /2) ) ) ) ;
49
50 f luxY1 =di f fY1 .∗ g1 ;
51
52 f luxX1 =di f fX1 .∗ g1 ;
53
54
55 f luxY2= di f fY2 .∗ ( 1 . / ( 1 + ( ( 1 / ( (K/ deltamin ) ˆ(1+ alpha ) ) ) ∗ ( ( ( ( [
z e r o s (1 , n ) ; d i f fX1 ( [ 1 :m−1 ] , [ 1 : n ] ) ] / de l tax ) . ˆ 2 ) + ( ( d i f fY2
/ de l tay ) . ˆ 2 ) ) .ˆ((1+ alpha ) /2) ) ) ) ) ;
56
57 f luxX2= di f fX2 .∗ ( 1 . / ( 1 + ( ( 1 / ( (K/ deltamin ) ˆ(1+ alpha ) ) ) ∗ ( ( ( (
d i f fX2 / de l tax ) . ˆ 2 ) + ( ( [ z e r o s (m, 1 ) d i f fY1 ( [ 1 :m] , [ 1 : n−1])
] / de l tay ) . ˆ 2 ) ) .ˆ((1+ alpha ) /2) ) ) ) ) ;
58
59
60 outimage=outimage + sy ∗( f luxY1 − f luxY2 ) +sx ∗( f luxX1 −




64 imshow ( outimage , [ ] ) ;
52
