Abstract-Efforts are underway to restore sensorimotor function in amputees and tetraplegic patients using anthropomorphic robotic hands. For this approach to be clinically viable, sensory signals from the hand must be relayed back to the patient. To convey tactile feedback necessary for object manipulation, behaviorally relevant information must be extracted in real time from the output of sensors on the prosthesis. In the present study, we recorded the sensor output from a state-of-the-art bionic finger during the presentation of different tactile stimuli, including punctate indentations and scanned textures. Furthermore, the parameters of stimulus delivery (location, speed, direction, indentation depth, and surface texture) were systematically varied. We developed simple decoders to extract behaviorally relevant variables from the sensor output and assessed the degree to which these algorithms could reliably extract these different types of sensory information across different conditions of stimulus delivery. We then compared the performance of the decoders to that of humans in analogous psychophysical experiments. We show that straightforward decoders can extract behaviorally relevant features accurately from the sensor output and most of them outperform humans.
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INTRODUCTION
T HE dexterous manipulation of objects relies critically on neural signals from the hand [1] . Indeed, information about the shape, size, and texture of objects, about their movements across the skin, and about the forces that we exert on them as we grasp and manipulate them, is carried in the activity of mechanoreceptive afferents that innervate the skin [2] , [3] , [4] , [5] , [6] , [7] , [8] , [9] . Without these neural signals, we would struggle to perform even the most basic activities of daily living, like picking something up or turning a door knob [10] , [11] . The acknowledgment that these sensory signals are necessary for hand use has spurred the development of approaches to restore the sense of touch in hand neuroprostheses. Not only must patients -amputees or tetraplegic patients-be able to volitionally move the prosthetic arm, they must also receive somatosensory information about the consequences of their movements. One approach to restoring touch through a prosthetic hand is to electrically stimulate neurons along the somatosensory neuraxis through chronically implanted electrode arrays [12] , [13] , [14] , [15] , [16] , [17] . For amputees, stimulating the peripheral nerve is the preferred option; for tetraplegic patients, whose nerves are no longer connected to the brain, an interface with the central nervous system is required. The idea, then, is to develop algorithms to convert the output of sensors on the prosthetic hand into patterns of electrical stimulation of the nerve or the brain that evoke meaningful percepts about object contact. Much of the work on sensory restoration thus far has focused on the neural interfaces themselves [16] , [18] , [19] , [20] , [21] , [22] , [23] , [24] , [25] , [26] , [27] : To what extent are electrically-evoked percepts discriminable, spatially restricted, meaningful, and intuitive? While the capabilities of the neural interface will likely constitute a bottleneck on the spatial resolution and informativeness of artificial touch, here we investigate the degree to which the sensorization of the prosthetic hand will limit what can be achieved.
Previous work investigating the capabilities of prosthetic fingers state these in terms of technical specifications: Spatial configuration (density) of the sensors, force resolution, bandwidth, etc. [28] , [29] . However, these specifications are difficult to relate to perceptually relevant quantities. To fill this gap, we test the capabilities of the prosthetic finger using metrics that probe behaviorally relevant stimulus quantities in ways that are analogous to the ways in which human perceptual abilities are probed. We can then assess the degree to which the sensorization of extant prosthetic fingers places limits on the sensory feedback achievable in neuroprosthetics. Importantly, we test each sensory dimension while varying others, to assess the degree to which the stimulus information that is available from the sensor output is generalizable across contexts. To extract this information, we implement three decoders of increasing complexity -linear and quadratic functions as well as a neural network -and test these in five different experiments: Localization, pressure discrimination, motion direction discrimination, speed discrimination, and texture discrimination. We find that the state-of-the-art in prosthetic fingertips, the BioTac (Syntouch, LLC, Los Angeles, CA), is capable of conveying this sensory information with a precision that is comparable to that of the native human finger over a range of conditions.
METHODS
Prosthetic Finger
The BioTac [30] , designed to closely mimic the mechanical properties and sensing capabilities of the human finger [31] , consists of a rigid core surrounded by an incompressible fluid contained within an elastomeric skin (Fig. 1A) . The skin surface is embossed with an ovoid grating that mimics the human fingerprint. The BioTac is equipped with three complementary sensor types. Nineteen impedance sensing electrodes, distributed over the finger's surface (Fig. 1B) , sense the pattern of indentations across the skin. A hydro-acoustic pressure sensor measures the fluid pressure. The raw output of this sensor provides the static pressure (referred to as P DC ) but the output is also high-passed and amplified to provide a precise measurement of small pressure fluctuations (P AC ), such as those elicited when scanning a textured surface [32] , [33] , [34] . Finally, a thermistor measures the temperature and temperature changes (this sensor was not used in this study). The default sampling frequencies are 100 Hz for all sensors except for P AC , which is sampled at 2,200 Hz.
Experimental Apparatus and Procedures
The finger was fixed firmly in place during stimulus delivery to obtain precise and repeatable sensory outputs. Three different experimental setups were used to stimulate the finger. A new BioTac skin was used for each of the three experiments.
Punctate Indentations
A punctate probe with a tip diameter of 1 mm (Fig. 1C) was indented into the skin with a custom-designed triaxial indenting stimulator (TIS, c.f. [12] ). The TIS consists of a high-precision linear vertical stage (MX80L; Parker Hannifin) mounted on an XY horizontal stage (PRO115; Aerotech). The probe can be moved in the XY plane anywhere on the finger and then be lowered to indent the (artificial) skin with micrometer precision (Fig. 1C) . On each trial, a trapezoidal indentation was delivered at one of six depths (50, 100, 200, 400, 800 and 1,600 microns) at one of 72 different locations on the finger, split into 2 sets of measurements. Before each experiment, the finger was scanned using a high-precision laser range finder (AR200-25, Acuity Solutions Inc., Portland, OR), which allowed us to measure the precise location of the surface at each XY coordinate with micrometer precision and then precisely indent the skin by the desired amount. In the first set, the stimuli were delivered at locations forming a grid on the finger and spaced by 2.5 mm (see Fig. 1C , gray circles). In the second set, the stimuli were delivered only at the tip of the finger, forming a cross aligned to X and Y axes (black dots). The spacing of the indentations was 0.1 mm for distances less than 0.5 mm and 0.5 mm for longer distances. Each condition was repeated six times, yielding a total of 2772 trials ( ¼ 6 indentations x 6 repetitions x 77 locations, 5 locations were repeated in both experimental sets).
Motion Stimuli
The motion stimuli were delivered to the tip of the finger by means of a custom-built motion stimulator (Fig. 1D) , which drives the rotation of a textured cylinder across the skin [30] . B) Picture and schematic layout of the 19 impedance sensing electrodes distributed over the surface of the BioTac's rigid core. C) Experimental setup for the punctate indentation experiments and schematic of the 72 locations tested. D) Experimental set-up for the motion experiments and schematic of the 24 different directions tested. E) Experimental set up for the texture experiment and examples of natural textures tested. [35] . The stimulator consists of three motors: A linear stage moves vertically and drives the stimulator into and off of the skin following a trapezoidal trajectory. Two rotating motors drive horizontal and vertical axes of rotation to determine the direction of motion ("yaw") and deliver the actual motion, respectively. The motion stimulus consisted of a rotating cylinder, whose external surface was spherical; that is, the cylinder is a truncated sphere with a diameter of 44 mm, whose sides were cut off 8 mm away from the equator, see Fig. 1D ) so that the indentation profile on the skin did not depend on direction, and engraved with a grating (two different spatial periods were tested, 1.5 and 3 mm). On each trial, the cylinder was rotated to one of 24 directions, set to rotate at one of five speeds (40, 60, 80, 100 and 120 mm/s), and then indented into the skin at one of two depths (0.5 and 1 mm) yielding a total of 2400 trials (¼ 5 speeds x 5 repetitions x 24 directions x 2 indentations x 2 gratings). In this experiment, sampling rates were tripled for the impedance sensors (300 Hz to better capture the middle frequency range (i.e., 50-100 Hz), given that the highest speed (120 mm/s) and smallest spatial period (1.5 mm) resulted in signals within this range (i.e., 80 Hz).
Textures
Texture stimuli were scanned across the tip of the finger (proximal to distal) using a custom-built robot (Fig. 1E , c.f. [32] ). In brief, textures -glued on an acrylic cylinder (254 mm in diameter and 305 mm in length) -were scanned at one of three speeds (40, 80 or 120 mm/s) with a rotational motor. A vertical stage (PRO115-05MM-150, Aerotech, Pittsburgh, PA) initiated and terminated contact between the drum and the skin for each texture presentation. Contact force was calibrated by mounting the BioTac on a force sensor, indenting the finger with increasing amplitude (in 100-mm steps), and finding the indentation depth that exerted 0.2 N on the sensor. This procedure was repeated for each texture to compensate for the slight differences in thickness and compliance across textures. Finally, the rotating drum assembly was suspended from a 400-mm stage (PRO115-05MM-400, Aerotech) to allow for translations along the length of the drum so that any of the 38 textures could be presented on any given trial. Textured surfaces consisted primarily of fabrics that spanned the range of sensory properties (along the smoothness/roughness, softness/hardness, and stickiness/slipperiness continua). No abrasive surfaces were used to preserve to the extent possible the "fingerprints" on the BioTac. Each [surface, speed] pair was presented 10 times, yielding a total of 1,140 trials ( ¼ 38 textures x 3 speeds x 10 repetitions).
A subset of textures (9) was used in a psychophysical experiment involving five human subjects and using the same apparatus. Subjects were asked to rate on an arbitrary scale the dissimilarity of pairs of textures presented successively. Subjects could not see the textures presented and wore headphones playing white noise to eliminate any auditory cues. Scanning speed (40, 80, 120 or 160 mm/s) and texture pairs were varied such that some pairs consisted of the same texture (either presented at the same speed or not), yielding 138 different stimulus pairs (24 of them 'same' pairs). Each condition was repeated three times in separate experimental blocks.
Data Analysis
The objective was to extract information about the location and depth of the punctate indentations, information about the direction and speed of the moving gratings, and information about the texture of the surfaces. Importantly, we wished to extract information about one stimulus dimension while the other stimulus dimensions varied. So, for example, we sought to determine how accurately we could extract information about motion direction, even as the speed and surface texture varied.
Punctate Indentations and Motion
Sensory Features. The BioTac provides 21 independent measurements (19 surface electrodes, 1 static pressure sensor, and 1 dynamic pressure output). The mean output of the surface electrodes and of the static pressure sensor during the steady state indentation was computed and baseline (averaged over a period of 400 ms before contact) was subtracted. The standard deviation of the dynamic pressure output during steady state was computed. We used the surface electrodes and static pressure for all predictions and the pressure variation measurement for predictions of motion speed and direction. Given the circularity of motion direction, direction was first decoded as two Cartesian coordinates (x ¼ speed : cosðangÞ,y ¼ speed : sinðangÞ), which were then converted to motion direction angle and speed (speed ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
). Decoder. We implemented three different decoders of increasing complexity. First, we built a simple linear decoder Eq. (1), comprising n þ 1 parameters, where n is the number of predictor variables:
where p is the decoded stimulus feature, s is the vector of sensor outputs, A is a constant, and B is a vector of coefficients. The second decoder was quadratic Eq. (2), with nÁ (nþ3)/2þ1 parameters.
where C is a symmetric matrix with square terms in the diagonal entries and the interaction terms in the offdiagonal entries. The third decoder was a neural network, with a hidden layer comprising 20 neurons and 20nþ41 weights. The neural network was trained and its predictions derived using the neural network toolbox in Matlab (netfit and train, Mathworks, Inc., Natick, MA). Fitting Procedure. Decoder parameters were fit using a leave-one-out procedure. That is, one repetition (out of 5 or 6 repetitions in the indentation or motion experiments, respectively) of each condition was excluded during parameter fitting and this repetition was then used to evaluate prediction accuracy. The same procedure was repeated such that each repetition was left out once and used for crossvalidation. Importantly, all conditions were mixed to estimate the decoder parameters.
Comparison to Human Psychophysics. Published data from three psychophysical studies with similar experimental procedures were used to compare the performance of the BioTac to that of human observers: ref. [36] for localization, ref. [35] for direction discrimination, ref. [37] for speed discrimination. For the indentation depth tasks only, decoders' performance was compared to data from a psychophysical experiment carried out with Rhesus macaques using an identical stimulator [12] , since no suitable experimental match was found in human literature. Note that humans and monkeys have been shown to perform comparably in analogous tasks [38] , [39] . For all the "psychophysical" tasks, we computed psychometric functions, just noticeable differences (JND, difference needed to be perceived 75 percent of the trials), and Weber fractions from the BioTac decoding accuracy so that BioTac and human performance were expressed using the same metrics.
Texture
Classification Analysis. Textures were classified based on the frequency composition of the sensor output (specifically of the dynamic pressure sensor, P AC ) as the vibrations evoked in the skin during texture scanning have been shown to be highly informative about texture identity [32] , [33] , [34] . Specifically, the frequency spectra of the P AC were obtained using fast Fourier transform (fft in Matlab). Spatial spectra were obtained by converting the frequency to a spatial period (by multiplying frequency by scanning speed). Linear discriminant analysis (LDA) was used to classify the textures (fitcdiscr in Matlab). The predictor variable was a vector of 15 elements, consisting of the spectra amplitude smoothly interpolated at 15 frequencies spaced logarithmically between 6 and 600 Hz (spatial spectra were sampled from 0.1 to 8 mm À1 ). One repetition was left out of the classifier training and used to test classification performance; this procedure was repeated for each repetition. Four classification analyses were performed, one for each speed and one with all speeds combined, the latter using spatial spectra instead of frequency spectra. We obtained similar results using Welch's method to decompose the vibratory frequency.
Psychophysical Data Analysis. In the complementary psychophysical experiment, dissimilarity judgments were first normalized, by dividing each rating by the mean rating within each experimental block. Then, the probability that a pair of different textures was judged as more dissimilar than a pair of same textures (within and across speeds) was computed using ideal observer analysis and used as a measure of discrimination performance.
RESULTS
Punctate Indentations
Punctate indentations produce complex patterns of sensor activation as shown in Fig. 2A, B . Electrodes near the indentation tend to signal an increase in impedance while electrodes located further away from contact signaled a decrease in impedance. Sensors are very sensitive, able to signal the presence of very small indentations (see response to a 100-mm indentation in Fig. 2A) . A 50-mm indentation was detected 79 percent of the time and a 100-mm indentation was detected 85 percent of the time (that is, above baseline, chance is 50 percent). The absolute sensitivity to step indentations is thus comparable to that of human and non-human primates (10-100 mm [40] , [41] ).
Indentation Depth
Overall, all three decoders yielded accurate predictions of indentation depth with coefficients of determination (R 2 s) of 0.90, 0.93 and 0.97 for the linear, quadratic and neural network decoders, respectively (Fig. 3A) . However, performance was relatively poor for the smallest indentations, as evidenced by deviation from the unity line (median errors of 0.12, 0.07 and 0.06 mm, respectively), as is observed in analogous psychophysical experiments with human subjects [42] . With a standard amplitude of 0.1 mm, we estimate the JND to be around 0.15 mm (0.17, 0.15 and 0.13 mm for the linear, quadratic and neural network decoders, respectively), much lower than that of monkeys, 0.50 mm (or 0.33 mm if corrected for the reference according to Weber's law) measured in analogous experiments with the same stimulus [12] (Fig. 3B) .
Indentation Location
The location of each indentation in the first experimental set, decoded using the neural network decoder, are shown in Fig. 4A . As can be seen, the sensor output provided generally accurate information about contact location despite large fluctuations in indentation depth. Localization performance did vary widely across decoders with the quadratic and neural network decoders outperforming the linear one, particularly for indentations on the side of the finger (Figs. 4B, 4C ). The median error was 1.07 mm and 0.77 mm for the quadratic decoder and the neural network, respectively (Fig. 4D) . The performance of the decoders was slightly worse than that of a human subject in a two-point discrimination task (Fig. 4E) . The two point threshold is 0.33 mm for human subjects and 0.5 mm for the BioTac using the NN decoder (1.08 and 0.66 for the linear and quadratic decoders, respectively).
Motion Stimuli
During the presentation of the motion stimuli, both static pressure and impedance increase rapidly, level off, then fluctuate around a mean value in response to the grating etched on the moving cylinder (Fig. 5A ).
Motion Direction
While the motion stimulus was centered between electrodes 10 and 17, rightward motion resulted in the strongest response in electrode 1 and the weakest in electrode 11 due to the shearing induced by the rotation. This dependence of impedance signals on motion direction was strong, particularly for electrodes located on the side of the finger (Fig. 5B) . As a result, motion direction could be very accurately predicted (Fig. 6A) , even across variations in speed and texture (R 2 ¼ 0.89, 0.95 and 0.99 for linear, quadratic and neural network decoders, respectively; mean errors were 2.9, 2.0 and 1.4 degrees, respectively). In the matched psychophysical experiment, all three decoders outperformed human observers (Fig. 6B) . While the mean JND was 13.8 degrees for human observers [35] , it was less than 4 degrees for the BioTac (3.5, 2.4 and 2.0 degrees, for the three decoders). 
Motion Speed
Motion speed estimates were much less accurate than their motion direction counterparts (Fig. 7A) . Indeed, the linear decoder was essentially at chance (R 2 ¼ 0.02, 0.22, and 0.86, median error ¼ 21.5, 9.2, and 4.1 mm/s for the linear, quadratic, and NN decoders, respectively). However, the performance of human subjects is even lower for speed discrimination (Fig. 7B) , with JNDs around 20 mm/s (with a standard speed of 85 mm/s), than is that with the BioTac (JND ¼ 13 and 6 mm/s for the quadratic and NN decoders, respectively). These results suggest that computing speed from sensor output may be more complex than is computing other stimulus features.
Texture
While the quasi-static pressure profiles were similar across textures (Fig. 8A) , small pressure variations captured by the dynamic pressure sensor differed across textures (Fig. 8B ), matching observations in human skin [32] , [33] , [34] and human mechanoreceptive afferents [3] . Each texture evoked vibrations with a signature power spectrum, which varied systematically with speed ( Fig. 8C) , as has been previously shown in human skin [32] . When re-plotted on a spatial rather than a temporal frequency axis (thereby correcting for scanning speed), the spectra exhibited consistent peaks across speeds (Fig. 8D) . As shown in Fig. 9 , the LDA algorithm could reliably classify textures based on the power spectra of the time-varying output of the dynamic pressure sensor, and performance was similar across speeds. Thus, the temporal properties of texture-elicited vibrations are highly informative about texture identity, a phenomenon that is exploited in the neural coding of texture [3] . When data were combined across speeds and expressed as Fourier spectra in spatial coordinates (by dividing the frequency of each bin by the speed), performance dropped substantially but was still far above chance (chance level is 0.026).
Interestingly, we repeated the procedure described above after the spectra were normalized by their mean intensity; that is, each element of each Fourier spectrum was divided by the mean value of all the elements in that spectrum so that the overall spectral intensity conveyed no information about texture. Performance dropped only marginally (by 1 or 2 percent), showing that temporal cues are highly informative about texture.
In a paired psychophysical experiment, we found that human observers were able to distinguish the same set of textures with comparable performance (83 AE 3 percent, mean AE sd). Human performance also dropped (although less so) when performance was tested across speeds (77 AE 3 percent).
DISCUSSION
In summary, we showed that simple algorithms, such as linear or quadratic decoders, can robustly extract behaviorally relevant information about tactile stimuli -their amplitude and location, direction of motion direction, and speedfrom the sensor output despite concomitant changes in other stimulation parameters. Furthermore, the prosthetic finger and decoders often matched or even outperformed human observers on analogous psychophysical tasks, with the exception of the localization task.
Estimates of stimulus location were more accurate than those obtained in previous studies using the BioTac [43] , a difference that can be attributed to differences in the stimulation paradigm: First, in the present study, stimuli were applied along the same (gravitational) axis while, in its predecessors, force vectors varied in direction. Second, we delivered indentations using the same probe rather than probes with different shapes. Third, we applied the stimuli using a highly precise stimulator rather than manually. All of these likely contributed to the better performance of our decoder.
That estimates of stimulus location were less accurate than those achieved by human subjects under analogous stimulation conditions can be straightforwardly attributed to differences in sensor density: the density of impedance electrodes on the BioTac is relatively low ($4/cm 2 ) compared to the innervation density of the human fingertip ($240 units/cm 2 ). However, the lower spatial acuity of the prosthetic fingertip is unlikely to constitute the bottleneck of neural interfaces given the relatively sparse sampling of the skin's surface that is achievable with current peripheral and cortical implants (see [15] , [44] for reviews).
Decoding of amplitude was more precise than that obtained in a previous study with the BioTac [43] , a difference that can, again, be attributed to differences in stimulation. In fact, performance was substantially better than that observed in monkeys in an analogous behavioral paradigm. The prosthetic finger is thus well suited to convey information about contact pressure.
Information about direction of motion stemmed from shearing induced by the frictional force between stimulus and finger. The resulting deformation patterns (and sensor activation patterns) were strongly modulated by changes in motion direction. The output of electrodes on the sides of the finger was particularly sensitive to changes in direction. The responses of cutaneous afferents innervating the skin of human and non-human primates have also been shown to be modulated by shearing direction [6] , [7] , [45] , in particular those on the sides of nail [46] , mirroring the phenomenon observed with the prosthetic finger.
Speed was estimated solely based on steady-state output of individual sensors. While speed decoders yielded better performance than that achieved by humans under analogous stimulation conditions, complex computations that include the relative timing of activation of adjacent sensors [47] might provide more accurate estimates. This latter mechanism of speed estimation would more closely mimic its putative counterpart in the visual system of primates [48] , [49] . The neural mechanisms of tactile speed estimation have yet to be conclusively elucidated [8] but sensorized fingers may provide a fruitful testbed for hypothetical neural codes. A noticeable advantage of our approach is that it could be used to extract both speed (from steady-state output) and texture (from dynamic pressure timing) independently.
The transduction and processing of high frequency vibrations evoked during the haptic exploration of textured surfaces has been shown to play a crucial role in the tactile perception of texture [3] , [32] , [33] , [34] , [50] , [51] , [52] . Furthermore, results from these and other neurophysiological experiments suggest that the frequency composition of texture-elicited vibrations is encoded in the spiking responses of somatosensory neurons, both in the nerve [53] and in the brain [54] . Using a decoder based on frequency composition, we were able to classify texture with an accuracy that approximately matches that achieved by human subjects. In fact, the BioTac can outperform humans in texture discrimination when more sophisticated decoders are used [55] . Interestingly, we observed that the intensity of texture-elicted vibrations is far less informative than is their frequency composition, as we have observed with skinborne vibrations [32] .
Based on the present results, we can offer some advice for the design of prosthetics fingers that can encode fundamental tactile features with human-like precision. First, the use of relatively few distributed sensors (compared to the density of human mechanoreceptors) will not limit spatial acuity as long as (1) the sensors have large, overlapping receptive fields and (2) the sensors' sensitivity decays with distance. Indeed, a higher resolution than that set by the sensor density can be obtained by combining information from multiple adjacent sensors, a phenomenon known as "biomimetic hyperacuity" [56] . Second, sensor location should not be solely determined by where frequent contacts occur but also by the geometry and mechanics of the finger, as shown by the informativeness of sensors on the side of the fingertip about motion direction. Third, at least one high frequency (>200 Hz) sensor is required to capture small vibrations, such as those produced during texture exploration. Moreover, human cutaneous mechanoreceptive afferents are known to encode other tactile features, such as torque, friction, or incipient slip, which can also be investigated using the approach described here.
CONCLUSION
Our results suggest that the sensorization of the bionic finger does not constitute a significant bottleneck in the development of sensory neuroprostheses, at least in terms of the acuity and precision of the artificial percepts. However, one of the main functions of somatosensation is to support motor behavior and the dexterous manipulation of objects [1] . Sensory signals involved in motor control may be different from those that mediate perception and certainly engage different sensory pathways. Then again, it is not clear how to test the sensory capabilities of the prosthetic finger from the perspective of human motor control. Only when the robotic finger is implemented in an upper-limb neuroprosthesis and tested on tasks involving grasping and manipulating objects can the adequacy of its sensorization be truly assessed.
Furthermore, with the development of sophisticated prosthetic fingertips, we show that the analysis of sensor signals provides insights into the mechanisms of touch, from the mechanics of the skin to the decoding algorithms required to extract the various behaviorally relevant stimulus features. Finally, we propose that the approach adopted here provides a much more useful metric to assess fingertip sensorization than do the standard specifications.
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