Abstract. The flag variety of a complex reductive linear algebraic group G is by definition the quotient G/B by a Borel subgroup. It can be regarded as the set of Borel subalgebras of Lie(G). Given a nilpotent element e in Lie(G), one calls Springer fiber the subvariety formed by the Borel subalgebras which contain e. Springer fibers have in general a complicated structure (not irreducible, singular). Nevertheless, a theorem by C. De Concini, G. Lusztig, and C. Procesi asserts that, when G is classical, a Springer fiber can always be paved by finitely many subvarieties isomorphic to affine spaces. In this paper, we study varieties generalizing the Springer fibers to the context of partial flag varieties, that is, subvarieties of the quotient G/P by a parabolic subgroup (instead of a Borel subgroup). The main result of the paper is a generalization of De Concini, Lusztig, and Procesi's theorem to this context.
1. Introduction 1.1. Springer fibers. Let G be a reductive, connected, linear algebraic group over C. Let B be the variety of all Borel subalgebras of g := Lie(G). Equivalently, B = G/B 0 is the quotient by a Borel subgroup. This is an algebraic projective variety (the full flag variety).
Let N ⊂ g be the nilpotent variety (the set of nilpotent elements). It is a union of finitely many orbits (nilpotent orbits) for the adjoint action G×g → g, (g, x) → g ·x.
Given e ∈ N , the set B e = {b ∈ B : e ∈ b} is a closed (projective) subvariety of B. It is called a Springer fiber as it coincides with the fiber π −1
2 (e) of the Springer resolution π 2 : T * B = {(b, e) ∈ B × N : e ∈ b} → N , (b, e) → e (see [23, 28, 32] ). If e = 0, then B e = B. At the other extreme, if e is regular, then B e consists of one point. In general, B e is not irreducible (though always connected). It is equidimensional and one has dim B e = Our main object of study is introduced in the next definition.
Definition 1. Given e ∈ N and a P -stable subspace i ⊂ p, we define P e,i = {gP ∈ P : g −1 · e ∈ i}.
Clearly P e,i is a closed subvariety of P, nonempty if and only if e ∈ G · i. The next examples are particular cases of P e,i , all related to resolutions of the nilpotent variety or of nilpotent orbit closures. Example 1. (a) P e,p (corresponding to i = p) was studied by R. Steinberg [32] and is sometimes called a Steinberg variety. It coincides with the fiber over e of the map {(gP, x) ∈ P × N : g −1 · x ∈ p} → N , (gP, x) → x which is a partial resolution of the nilpotent variety N in the sense of [5] .
(b) P e,nP (corresponding to i = n P ) is usually called a Spaltenstein variety (cf. [25, 26] ). It coincides with a fiber of the map
Note that G · n P is the closure of the Richardson nilpotent orbit attached to P . The previous map is proper, surjective, generically finite, and is a resolution of G · n P under some conditions on the stabilizer of e in G (see [4, 5] ). Spaltenstein varieties for G = SL n (C) arise in various problems such as the study of Springer representations (cf. [6, 14] ), crystals ( [18] ), or quiver varieties ( [19, 20] ). Note that P e,p and P e,nP both coincide with the Springer fiber B e in the particular case where P = B 0 is a Borel subgroup. In general, P e,p and P e,nP may not coincide (for instance, P e,p is always nonempty, contrarily to P e,nP ). (c) Varieties of the form P e,i also arise as fibers of resolutions of general nilpotent orbit closures.
Let a Z-grading g = i∈Z g(i) (in particular, [g i , g j ] ⊂ g i+j for all i, j) with g(0) containing the center of g. Set g ≥j = i≥j g i . There is a parabolic subgroup P ⊂ G of Lie algebra g(≥ 0). Let e ∈ N . A grading such that e ∈ g (2) and g e := {x ∈ g : [e, x] = 0} ⊂ g(≥ 0) is said to be good for e (see [11] ). Then, one has G · g ≥2 = G · e and the map
is proper, surjective, generically finite, and its fiber over e ′ is isomorphic to P e ′ ,g ≥2 (see [7] ). The map is a resolution for instance if the grading is a Dynkin grading (i.e., g(i) = {x ∈ g : [h, x] = ix} where h is the semisimple member of a standard triple (e, h, f ); see [21] ).
More generally, for every j ≥ 1, the image G · g ≥j is the closure of a nilpotent orbit and the map G × P g ≥j → G · g ≥j is proper, surjective, of fiber isomorphic to P e ′ ,g ≥j , and under good conditions this map may be generically finite (see [7] ).
Remark 1.
In the case where e ∈ g is a regular nilpotent element, the variety P e,i consists of at most one point. Indeed, then, there is a unique Borel subalgebra b ⊂ g containing e. Let B ⊂ G be the Borel subgroup of Lie algebra b. Up to conjugation we may assume that B ⊂ P . If gP ∈ P e,i , then g −1 · e ∈ p, and we get g −1 · b ⊂ p. Since b, g −1 · b are two Borel subalgebras of p, there is p ∈ P such that pg −1 · b = b. Thus pg −1 ∈ B (because B is self normalizing). Hence g ∈ P . We conclude that P e,i ⊂ {P } and this shows our claim.
1.3. Statement of main result. Let X be an algebraic variety. A partition of X into subsets that can be indexed X 1 , . . . , X k so that X 1 ∪ . . . ∪ X l is closed for every l ∈ {1, . . . , k} is called an α-partition (cf. [10] ). We say that an α-partition is a smooth paving (resp. an affine paving) if every subset X l is a smooth subvariety of X (resp. is isomorphic to an affine space C d l ). The existence of an affine paving guarantees good (co)homological properties for the variety X (see [10, §1.6-1.10] ). It is an especially desirable property for varieties which arise as fibers of a resolution (see [13, §2.4 
, §4.3.2]).
There are classical constructions of affine pavings:
Example 2. (a) If B ⊂ G is a Borel subgroup, then the partition of the variety P = G/P into the various B-orbits is an affine paving (the Schubert decomposition).
(b) (Bialynicki-Birula's theorem, cf. [3] , [10, §1.2-1.3]). Let X be a smooth projective variety equipped with an algebraic action of C * . Then, the fixed point set X C * is smooth and the map ξ : X → X C * , x → lim t→0 t · x (though not algebraic on X) is an affine bundle over each connected component of X C * (i.e., the restriction ξ :
C * is an algebraic affine bundle (a locally trivial fiber bundle of typical fiber isomorphic to an affine space)). Moreover, the partition of X into the various subsets F Y is an α-partition. Thus, in the case where the fixed point set X C * is finite, the decomposition X = y∈X C * {x ∈ X : lim t→0 t · x = y} is an affine paving.
However, showing the existence of an affine paving for the variety P e,i requires other methods: though P e,i is a subset of P, it is not in general stable by any Borel subgroup, so it is not a union of Schubert cells. Moreover, since P e,i is not smooth in general and since there is in general no known action of C * on P e,i with a finite number of fixed points, Bialynicki-Birula's theorem cannot be directly applied.
In some situations, it is already known that Springer fibers admit affine pavings. This was first shown by N. Spaltenstein [26, §II.5] for Springer fibers in the case of G = SL n (C). Other constructions of affine pavings for Springer fibers in the case of SL n (C) are given in [12, 20, 33] . In fact, C. De Concini, G. Lusztig and C. Procesi [10] have shown that B e admits an affine paving whenever G is a classical simple algebraic group (see also [16, §11] ). The same property holds when G is of type G 2 , F 4 , or E 6 (see [10, 27, 33] ) and one can expect it also for G of type E 7 or E 8 . Finally, it is known that Steinberg varieties and Spaltenstein varieties admit affine pavings in the case of G = SL n (C) (see [8, 22] ).
In this paper, we extend the previous results to the case of the varieties P e,i and for G classical: Theorem 1. Let P, e, i be as in Definition 1. Assume that the minimal Levi subalgebra of g containing e has no component of exceptional type. Then, the variety P e,i admits an affine paving.
Note that the assumption made in the theorem that the minimal Levi subalgebra of g containing e has no component of exceptional type is more general than assuming that the semisimple part of g itself has no component of exceptional type. In particular, the theorem is valid when G is GL n (C), SL n (C), Sp 2m (C), SO n (C) In light of Example 1 (c), the theorem answers affirmatively Question 4.17 in [13] for nilpotent orbits of classical types. I would like to thank Daniel Juteau, Carl Mautner, and Geordie Williamson who indicated to me this application of the theorem.
1.4. Organization of the paper. The remainder of the paper comprises seven sections and is organized as follows. Section 2 contains preliminary facts on parabolic orbits in partial flag varieties, which will be a basic ingredient in the next sections. In Section 3, we construct a smooth paving of the variety P e,i and show that P e,i will have an affine paving provided that its fixed point set (P e,i )
S under a certain torus S does. The main fact pointed out in Section 4 is that the proof of Theorem 1 can be reduced to the case of distinguished nilpotent elements. Moreover, in Section 5, we explain how the proof can be reduced to the case of almost simple groups.
In Section 6, we recall the description of partial flag varieties in the classical cases, that is, in terms of actual partial flags (in type A) and isotropic partial flags (in types B, C, D). In Section 7, we describe the form taken by the P -stable subspaces i ⊂ p in the classical cases. The conclusion of Sections 6-7 is an elementary form taken by the variety P e,i in the classical cases.
Finally, Section 8 contains a proof by induction of Theorem 1 for distinguished nilpotent elements and almost simple classical groups, relying on the elementary form of the variety P e,i in this situation. This final argument is easy in type A but quite involved in the other classical types.
The proof of Theorem 1 that we give here is widely inspired by the proof given in [10] in the case of Springer fibers. In Sections 3-5, the arguments follow the same scheme as in [10] . The final computational argument given in Section 8 is however more involved here as in the case of Springer fibers.
In what follows, unless otherwise specified, G is a reductive connected linear algebraic group.
Preliminaries on parabolic orbits
In this section, we recall (for later use) elementary properties of parabolic subgroups Q ⊂ G and well known properties of Q-orbits of a partial flag variety P = G/P . Proofs are provided for the sake of completeness.
2.1. Parabolic subgroups, cocharacters, and Z-gradings. Recall that a parabolic subgroup Q ⊂ G admits a Levi decomposition
(with U Q ⊂ Q the unipotent radical and L Q ⊂ Q a Levi factor).
2.1.1. A (Levi decomposition of a) parabolic subgroup can always be induced by a cocharacter: given a Levi decomposition as above, we can find a cocharacter λ : C * → G (that is, a morphism of algebraic groups) such that Q, L Q , U Q are characterized by:
2.1.2. A (Levi decomposition of a) parabolic subgroup can also be induced by a Z-grading g = i∈Z g i .
Here, [g i , g j ] ⊂ g i+j for all i, j. We assume that g 0 contains the center of g (by convention, all gradings in the rest of the paper will be subject to this assumption). Write g ≥j = i≥j g i . Then g ≥0 ⊂ g is a parabolic subalgebra with Levi decomposition g ≥0 = g 0 ⊕ g ≥1 , and there is a parabolic subgroup
The map d : g → g defined by d(x) = ix for x ∈ g i is a derivation of g, which restricts to a derivation of [g, g] . Since any derivation of [g, g] is inner and the center of g lies in g 0 , there is h ∈ [g, g] such that [h, x] = ix for all x ∈ g i , i ∈ Z and we find a cocharacter λ : C * → G with λ ′ (t) = th, so
Clearly, Q, U Q , L Q correspond to the cocharacter λ by relations (1)-(3).
2.1.3. Basic setting. We will often consider the following situation, which combines the previous remarks:
G is a cocharacter inducing this Levi decomposition, in the sense of (1)-(3). Let S = {λ(t) : t ∈ C * }, so that L Q is the centralizer of S in G. (c) g = i∈Z g i is the Z-grading corresponding to λ in the sense of (4).
2.2.
Parabolic orbits of a partial flag variety. A parabolic subgroup Q ⊂ G acts on the partial flag variety P = G/P with finitely many orbits. In what follows, we describe the structure of these orbits.
Let Q = L Q ⋉ U Q , λ : C * → G, and S = {λ(t) : t ∈ C * } be as in 2.1.3. In particular the cocharacter λ gives rise to an algebraic action of C * on P. Since P is smooth, projective, we obtain a map ρ : P → P S := {gP ∈ P : s(gP ) = gP, ∀s ∈ S}, gP → lim t→0 λ(t)gP which, by Bialynicki-Birula's theorem (cf. Example 2 (b)), is an algebraic affine bundle over each connected component of the fixed point set P S . Proposition 1 will show a bit more: that ρ is actually a vector bundle over each connected component; and that ρ is intimately related to the structure of the Q-orbits.
Given a Q-orbit O ⊂ P, we let O S := {gP ∈ O : s(gP ) = gP, ∀s ∈ S} be its S-fixed point set. The structure of O S is described in the next lemma.
contains S and L Q ∩ P 0 is a parabolic subgroup of L Q (cf. [30, §6.4.7] ).
is well defined and is an isomorphism of algebraic varieties.
(c) In particular, O S is a partial flag variety of L Q (thus a smooth, connected, projective variety). Hence, the subsets O S , corresponding to the various Q-orbits O ⊂ P, are exactly the connected components of P S .
Proof. (a) Let T ⊂ B ⊂ Q be a maximal torus and a Borel subgroup such that S ⊂ T . Let g ∈ G be such that B ⊂ gP g −1 . By Bruhat decomposition, the orbit O takes the form O = QwgP with w ∈ N G (T ). For all s ∈ S, one has swgP = w(w
S is easy. Conversely, suppose q(g 0 P ) ∈ O S (where q ∈ Q). Write q = ℓu with ℓ ∈ L Q and u ∈ U Q . Since g 0 P and q(g 0 P ) are fixed by S (and using (3)), we deduce the equality
Finally letting t → 0 (and using (2)) we infer that q(g 0 P ) = ℓ(g 0 P ). This shows the equality
This readily implies that ξ is a well defined isomorphism (see [31, §2.11] for instance).
As in Lemma 1, we fix g 0 P ∈ O S and set P 0 = g 0 P g
, we dispose of the surjective maps
and ψ : Q → O, q → q(g 0 P ).
Proposition 1.
(a) There is a (unique) map ζ : O → O S such that the diagram
Moreover, ζ is an algebraic vector bundle. (b) ζ is the restriction to O of the map ρ : P → P S , gP → lim t→0 λ(t)gP . In particular,
• ζ is intrinsic (i.e., it does not depend on the choice of g 0 P ∈ O S ), • ρ is an algebraic vector bundle over each connected component of P S .
Proof. (a) Observe that we have Q ∩ P 0 = {q ∈ Q : q(g 0 P ) = g 0 P }. Hence the map ψ : Q → O induces an isomorphism of algebraic varieties
There are ℓ ∈ L Q , u ∈ U Q such that q = ℓu. Since q ∈ P 0 , we have q(g 0 P ) = g 0 P . Furthermore, recall that g 0 P ∈ O S . It follows (by (3)):
Letting t → 0 and invoking (2), we get
We get a commutative diagram
where
1 . Let n Q and n Q ∩ p 0 be the Lie algebras corresponding to U Q and U Q ∩ P 0 respectively. Through the exponential map, there is a (
where ζ 3 is the natural vector bundle. Therefore, ζ is an algebraic vector bundle.
(
(cf. (2), (3)). Thus ζ = ρ| O . This readily implies that ζ does not depend on the choice of g 0 P . Combined with Lemma 1 (c), this implies that ρ is an algebraic vector bundle over each connected component of P S .
Construction of smooth pavings
The purpose of this section is to show the next statement, which will be used in the proof of Theorem 1: Proposition 2. Let Q, S be as in 2.1.3.(a)-(b) and let e, P, i be as in Definition 1. Assume that the grading of 2.1.3.(c) is good for e. Let O ⊂ P be a Q-orbit such that P e,i ∩ O = ∅. Then:
S is nonempty and is a smooth, projective variety. The assumptions of the proposition involve the notion of good grading, which was met in Example 1 (c) and is recalled in Section 3.1. The choice of Q arising from a good grading (like in the proposition) is suitable for applying the results of Section 2 to the study of the variety P e,i . Relying on this observation, Proposition 2 is proved in Section 3.2 by following the same reasoning as in [10, §3.1-3.4] (which we simply adapt to the case of the variety P e,i ).
3.1. Preliminaries on good gradings. Recall (cf. Example 1 (c)) that a Zgrading g = i∈Z g i , such that g 0 contains the center of g, is said to be good for the nilpotent element e ∈ g if e ∈ g 2 (5) and g e := {x ∈ g : [e, x] = 0} ⊂ g ≥0 .
(We write g ≥j = i≥j g i .) Good gradings always exist:
There are equivalent definitions of good gradings (see [11, Theorem 1.3] 
Lemma 2. Let g = i∈Z g i be a Z-grading such that g 0 contains the center of g and e ∈ g 2 . Then, the following conditions are equivalent: (i) the grading is good for e; (ii) ad e : g i → g i+2 is injective for all i ≤ −1 and surjective for all i ≥ −1; (iii) ad e : g i → g i+2 is injective for all i ≤ −1; (iv) ad e : g i → g i+2 is surjective for all i ≥ −1.
We refer to [11] for the main properties of good gradings and classification of good gradings for simple Lie algebras. We just emphasize in the next lemma the two properties that we will need in our study of the varieties P e,i . (a) Q · e = g ≥2 . In particular, Q · e is a vector subspace of g. (b) λ(t) · e = t 2 e for all t ∈ C * . In particular, the variety P e,i is stable by the natural action of S on P.
Proof. (a) It follows from Section 2.1.3 and relation (5) that Q · e is a closed subvariety of g ≥2 . By sl 2 -theory, we have dim g e = dim g 0 + dim g 1 . By relation (6), we have g e ⊂ g ≥0 = Lie(Q). This yields dim Q · e = dim g ≥0 − dim g e = dim g ≥2 . Whence the claimed equality. Part (b) follows from (4) and (5).
3.2. Proof of Proposition 2. Let gP ∈ P e,i ∩ O. Thus g −1 · e ∈ i. Lemma 3 (a) guarantees that the intersection (g · i) ∩ (Q · e) is a smooth, closed, irreducible subvariety of Q · e. The maps ψ : Q → O, q → q(gP ) and χ : Q → Q · e, q → q −1 · e are algebraic, smooth. Moreover, one has
Since (g · i) ∩ (Q · e) is smooth, we infer that P e,i ∩ O is smooth. This shows (a). Let L Q , U Q be as in 2.1.3. By Lemma 1, we have O = Qg 0 P and O S = {ℓ(g 0 P ) : ℓ ∈ L Q }, where P 0 := g 0 P g
Let q(g 0 P ) ∈ P e,i ∩ O. Write q = ℓu with ℓ ∈ L Q , u ∈ U Q . Invoking (3) and Lemma 3 (b), we have
Letting t → 0 and invoking (2), we get ζ(q(g 0 P )) = ℓ(g 0 P ) ∈ (P e,i ∩ O) S . Whence the inclusion ζ(P e,i ∩O) ⊂ (P e,i ∩O)
S . The restriction of ζ to O S being the identity, we obtain in fact ζ(P e,i ∩ O) = (P e,i ∩ O) S .
In particular, (P e,i ∩ O) S = ∅. By Proposition 1, the map ζ : O → O S is an algebraic vector bundle. In fact, as seen in the proof of Proposition 1, we have a commutative diagram
where n Q , p 0 denote the Lie algebras of U Q and P 0 . The top horizontal arrow in the diagram is S-equivariant. By relation (4), the linear action of C * on n Q /(n Q ∩ p 0 ) through the one-parameter group S = {λ(t) : t ∈ C * } has strictly positive weights. Hence the vector bundle ζ : O → O S satisfies the condition of [1, Theorem 9.1]. Since P e,i ∩ O is an S-stable, smooth, closed subvariety of O, this implies that the restriction P e,i ∩ O → (P e,i ∩ O)
S of ζ is a vector bundle. This shows (c) Finally, the variety (P e,i ∩ O)
S is smooth because of this vector bundle. It is projective since closed in O S (which is projective; see Lemma 1 (c)). As seen above it is nonempty. Whence (b). The proof is complete.
Reduction to distinguished case
Through Bala-Carter theory, one attaches to a nilpotent element e ∈ g a Levi subgroupĜ ⊂ G whose Lie algebraĝ contains e as a distinguished element. The precise notation is given in Section 4.1. In this section, we combine this classical construction of Bala-Carter theory with the construction of Section 3, which involved a parabolic subgroup Q with Levi factor Z G (S), those data arising from a good grading for e (see Section 3.1). In order to make both constructions compatible, we will assume thatĜ contains the subtorus S (one always can findĜ with this property: see Section 4.1); in this manner, Q contains the center ofĜ, so that G ∩ Q is a parabolic subgroup ofĜ and the datum (Ĝ ∩ Q, λ, S) corresponds to a good grading ofĜ.
Our objective in this section is to prove the next proposition, which relates the variety P e,i to a variety calledP e,î , of the same type but relative to the groupĜ. Proposition 3. Let e, P, i be as in Definition 1. Let Q, λ, S be as in Section 2.1.3 and assume that the grading of 2.1.3 (c) is good for e. LetĜ ⊂ G be a Levi subgroup whose Lie algebra contains e as a distinguished element and assume that S ⊂Ĝ. LetẐ be the identity component of the center ofĜ, so thatĜ = Z G (Ẑ). Hence SẐ is a subtorus of both Q andĜ. Then: (a)There is a map (P e,i ) S → (P e,i )
SẐ
which is an algebraic affine bundle over each connected component.
(b) For each connected component C ⊂ PẐ, there are • a parabolic subgroupP ⊂Ĝ and aP -stable subspaceî ⊂ Lie(P ), giving rise to a varietyP e,î = {gP ∈Ĝ/P : g −1 · e ∈î} ⊂Ĝ/P ,
• and an isomorphism
In particular, if we know that the variety (P e,î ) S admits an affine paving for all choices ofP ,î, then we can conclude that the variety (P e,i ) S itself admits an affine paving.
Hereafter we fix e, P, i like in the proposition. The groupĜ involved in the statement of the proposition is unique up to conjugation. In Section 4.1 we review the constructionĜ and fix the notation. The proof of the proposition is then given in Section 4.2 4.1. Notation and preliminary facts. To start with, we recall the construction of a minimal Levi subalgebra of g containing the nilpotent element e. We refer to [9, §3 and §8] and [16, §4] for more details.
First, we embed e in a standard triple
are a reductive Lie subalgebra of g (the quotient of z g (e) := {x ∈ g : [x, e] = 0} by its nilradical) and a reductive subgroup of G, respectively. Let
The next lemma shows how to adapt the construction of the groupĜ to the parabolic subgroup Q and the subtorus S ⊂ Q arising from a good grading for e, involved in the constructions of Section 3 and in the statement of Proposition 3.
Lemma 5. Let Q, λ, S be as in Section 2.1.3 and assume that the grading of 2.1.3 (c) is good for e.
Then, there is a Levi subgroupĜ ⊂ G whose Lie algebra contains e as a distinguished element and which satisfies S ⊂Ĝ.
Proof. Let g = i∈Z g i be the grading of 2.1.3 (c). In particular e ∈ g 2 . By [11, Lemma 1.1], we can choose a standard triple φ = (e, h, f ) with h ∈ g 0 and f ∈ g −2 .
be a maximal torus and a maximal toral subalgebra, as above Lemma 4. In particular, (7) h ∈ z g (t φ ).
Combining (7) and (8), we obtain H ∈ z g (t φ ). Since H generates the Lie algebra of S, this implies that the tori S and T φ commute. By Lemma 4,Ĝ := Z G (T φ ) satisfies the desired properties.
Saying thatĜ is a Levi subgroup of G means that it arises as a Levi factor of some (yet implicit) parabolic subgroup of G. Such a parabolic subgroup can be obtained as follows. Note that S,Ẑ are commuting subtori of Q. Let B ⊂ Q be a Borel subgroup containing S andẐ. Then, we know that the subgroupQ ⊂ G generated by B andĜ is parabolic, of Levi factorĜ (see [16] ). Let UQ be its unipotent radical. Thus, we have the Levi decomposition
We fix a cocharacterλ : C * → G that induces this Levi decomposition in the sense of Section 2.1.1, that is, such that
The fact thatŜ lies in the center ofĜ implies that (9) the tori S andŜ commute, thus they generate a torus SŜ ⊂Ĝ. It also implies that the adjoint action ofŜ fixes every element of the Lie algebraĝ. In particular, s · e = e for all s ∈Ŝ. Consequently, (10) the action ofŜ on P = G/P leaves the subvariety P e,i stable.
We will need the following lemma.
Lemma 6. We have the following equality between fixed point sets PŜ = PẐ.
Proof. We check the equality OẐ = OŜ for allQ-orbit O ⊂ P. The inclusion ⊂ is immediate. For checking the other inclusion, we first note as in the proof of Lemma 1 (a) that the orbit O contains at least one element x 0 fixed byẐ. Then, Lemma 1 (b) implies that OŜ is exactly theĜ-orbit of x 0 . SinceĜ = Z G (Ẑ), this yields the desired inclusion OŜ ⊂ OẐ .
Proof of Proposition 3. Part (a) of the statement is established as follows.
From Proposition 2, we know that the variety (P e,i ) S is projective and smooth. Moreover, by (9) and (10), this variety is stable by the natural action of the rank one torusŜ = {λ(t) : t ∈ C * } on P. Thereby, we can apply Bialynicki-Birula's theorem (see Example 2 (b)) which says that the retraction map
is an algebraic affine bundle over each connected component. Using Lemma 6, we finally note that ((P e,i ) S )Ŝ = (P e,i ) S ∩ PŜ = (P e,i ) S ∩ PẐ = (P e,i ) SẐ . The proof of (a) is complete. Now, let us prove part (b) of the statement. Let C ⊂ PẐ. From Lemma 1 (and Lemma 6), we know that there is g 0 P ∈ PŜ such that C =Ĝg 0 P . The fact that g 0 P isŜ-fixed implies that the parabolic subgroup g 0 P g
contains the torusŜ. Thereby,P :
This is clearly aP -stable subspace ofp := Lie(P ) =ĝ ∩ (g 0 · p). From Lemma 1 (b), we know that the map ξ :Ĝ/P → C,ĝP →ĝg 0 P is an isomorphism of algebraic varieties. The map ξ is clearly S-equivariant, hence it satisfied
GivenĝP ∈Ĝ/P , we have
where we use that e ∈ĝ (so everyĝ ∈Ĝ satisfies thatĝ −1 · e ∈ĝ). Relations (11) and (12) imply that ξ restricts to an isomorphism between (P e,î )
S and (P e,i ) S ∩ C. This completes the proof of (b).
Reduction to almost simple classical groups
It is convenient to formalize the following property:
Definition 2. Given a reductive, connected group G and a nilpotent element e in its Lie algebra g, we say that property P(G, e) is satisfied if, for some standard triple {e, h, f } ⊂ g, letting S = {λ(t) : t ∈ C * } ⊂ G be the subtorus corresponding to h in the sense of Section 2.1.2, for every parabolic subgroup P ⊂ G and every P -stable subspace i ⊂ p = Lie(P ), the variety (P e,i )
S admits an affine paving.
Remark 2.
If {e, h, f }, {e, h ′ , f ′ } ⊂ g are two standard triples containing e, then there is g 0 ∈ G such that g 0 · e = e and h ′ = g 0 · h (see [9, Theorem 3.4.10] ). If λ : C * → G is the cocharacter corresponding to h in the sense of Section 2.
corresponds to h ′ . Let S = {λ(t) : t ∈ C * } and S ′ = {λ ′ (t) : t ∈ C * }. Since g 0 stabilizes e, it induces a well defined automorphism P e,i → P e,i , gP → g 0 gP . This automorphism restricts to an isomorphism between the fixed point sets (P e,i )
We conclude from this that, if property P(G, e) is satisfies with respect to a standard triple {e, h, f }, then it holds with respect to any other standard triple {e, h ′ , f ′ } containing e.
In these terms, Proposition 3 and Example 3 show that P(Ĝ, e) implies P(G, e), whereas Proposition 2 implies that Theorem 1 will be proved once we know that property P(G, e) holds for all e such that Lie(Ĝ) has no component of exceptional type. The purpose of this section is to point out other situations where property P(G, e) is transmitted from a pair (G, e) to another.
Products. Here we assume that
. . , G k are reductive connected groups. Then, letting g i be the Lie algebra of G i , we have g = g 1 × · · · × g k . Thus, any element e ∈ g can be uniquely written e = (e 1 , . . . , e k ) and e is nilpotent if and only if e i is nilpotent for all i ∈ {1, . . . , k}. It is also clear that e is distinguished in g if and only if e i is distinguished in g i for all i ∈ {1, . . . , k}.
. . , e k ) nilpotent as above. Then, P(G, e) holds whenever P(G i , e i ) holds for all i ∈ {1, . . . , k}.
Proof. For every i ∈ {1, . . . , k}, fix a standard triple {e
: t ∈ C * }, which corresponds to h i in the sense of Section 2.1.2. Then, letting h = (h 1 , . . . , h k ) and f = (f 1 , . . . , f k ), the elements {e, h, f } form a standard triple of g and the cocharacter λ := (λ 1 , . . . , λ k ) :
are parabolic subgroups and any P -stable subspace i ⊂ Lie(P ) can be written
is an isomorphism. For all x 0 ∈ G/P and (
i admits an affine paving for all i, then (P e,i ) S admits an affine paving, too. This shows the proposition.
Central extensions.
LetǦ be another reductive, connected, linear algebraic group over C, equipped with a surjective morphism of algebraic groups π : G →Ǧ whose kernel is contained in the center of G. By derivation, we get a surjective morphism of Lie algebras dπ : g →ĝ whose kernel lies in the center of g. This implies that dπ restricts to an isomorphism between the semisimple Lie algebras [g, g] and [ǧ,ǧ]. Thus, dπ restricts to a bijection between the nilpotent cones N ⊂ g anď N ⊂ǧ, and we have that e ∈ N is distinguished in g if and only ifě := dπ(e) ∈Ň is distinguished inǧ.
Proposition 5. Let π : G →Ǧ and dπ : g →ǧ be central extensions as above. Let e ∈ g be nilpotent andě = dπ(e). Then, P(G, e) holds if and only if P(Ǧ,ě) holds.
Proof. The maps P → π(P ) andP → π −1 (P ) are pairwise inverse bijections between the set of closed subgroups of G containing the center Z(G) and the set of closed subgroups ofǦ containing the center Z(Ǧ). Moreover, ifP = π(P ), then π induces a bijection morphism of varieties ϕ : G/P →Ǧ/P . Similarly, the maps p →p = dπ(p) is a bijection between the set of subalgebras of g containing the center of g and the set of subalgebras ofǧ containing the center ofǧ, and the induced linear morphism g/p →ǧ/p is bijective. By [30, §5.3.2 (iii) and §6.2.1], P is a parabolic (resp. Borel) subgroup of G if and only ifP is a parabolic (resp. Borel) subgroup ofǦ, and in this case the map ϕ : G/P →Ǧ/P , gP → π(g)P is an isomorphism of G-homogeneous varieties. We fix P ⊂ G andP = π(P ) ⊂Ǧ parabolic, and write p = Lie(P ) andp = dπ(p) = Lie(P ).
Ifǐ ⊂p is aP -stable subspace, then dπ −1 (ǐ) ⊂ p is a P -stable subspace and we haveǐ = dπ(dπ −1 (ǐ)). Conversely, if i ⊂ p is a P -stable subspace, then dπ(i) ⊂p is aP -stable subspace, and we have dπ −1 (dπ(i)) = i + ker dπ. More generally, fix i ⊂ p andǐ ⊂p, respectively P -andP -stable, such that i ⊂ dπ −1 (ǐ) ⊂ i + dπ. Since by assumption dπ is contained in the center of g, the sets of nilpotent elements of i and i + dπ coincide. Thus, for gP ∈ G/P , we have g
If S ⊂ G is any closed subgroup andŠ = π(S), then we clearly have ϕ((G/P ) S ) = (Ǧ/P )Š, so ϕ restricts to an isomorphism
Let {e, h, f } ⊂ g be a standard triple and let λ : C * → G be a cocharacter corresponding to h in the sense of Section 2.1.
By (13), the varieties (P e,i ) S and (Pě ,ǐ )Š are isomorphic, hence one admits an affine paving if and only if the other one does. Conditions P(G, e) and P(Ǧ,ě) are therefore equivalent.
Conclusion. The conclusion of this section is the following:
Proposition 6. In order to prove Theorem 1, it suffices to show that property
endowed with a symplectic form ω), or SO(V, ω) (for V = C m endowed with a nondegenerate quadratic form ω), and e ∈ Lie(G) is a distinguished nilpotent element.
Proof. As observed at the beginning of Section 5, Propositions 2 and 3 imply that, in order to prove Theorem 1, it suffices to know that P(G, e) holds whenever G is reductive connected, Lie(G) has no component of exceptional type, and e ∈ Lie(G) is a distinguished nilpotent element. By [30, §8.1.5], there is a central extension
where, for every i ∈ {1, . . . , k}, G i is either a torus or an almost simple group. Thus, by Propositions 4 and 5, we may assume that G itself is a torus or an almost simple group with simple Lie algebra of type A, B, C, or D. If G is a torus, then every partial flag variety G/P is a single point, so property P(G, e) is trivially true. If G is an almost simple group, then, invoking again Proposition 5, we may assume that G is of the form SL(V ), Sp(V, ω), or SO(V, ω). The proof of the proposition is then complete.
From now on, we focus on the case where G is one of the classical groups SL(V ), Sp(V, ω), and SO(V, ω). The structure of these groups is recalled in the next section.
Classical partial flag varieties
In the case where the group G is classical, a partial flag variety of the form P = G/P can be identified with a set of actual partial flags. This well-known fact is recalled in this section. 
, we denote by F d the set of all partial flags of V such that dim V p = d p for all p ∈ {0, 1, . . . , k}. The set F d has a natural structure of algebraic projective variety, on which the group SL(V ) acts transitively.
. . , k} is a parabolic subgroup of SL(V ) and its Lie algebra is p F := {x ∈ sl(V ) : x(V p ) ⊂ V p ∀p = 0, . . . , k}. Any parabolic subgroup of SL(V ) (resp. any parabolic subalgebra of sl(V )) is of this form.
is an isomorphism of SL(V )-homogeneous varieties between the partial flag variety SL(V )/P F and the variety of partial flags F d .
6.2.
Partial flag varieties of types B, C, and D. Here we assume that the space V = C m is equipped with a nondegenerate bilinear form ω which is either symmetric (i.e., quadratic) or skew-symmetric (i.e., symplectic). Let G ⊂ SL(V ) be the subgroup of automorphisms preserving ω (i.e., ω(gv, gv
. Its Lie algebra is g ⊂ sl(V ), the subspace of endomorphisms which are antiadjoint with respect to ω (i.e., ω(xv, v
. If the form ω is symmetric, then G (resp. g) is denoted by SO(V, ω) (resp. so(V, ω)) and called a special orthogonal group (resp. Lie algebra): a classical group of type B or D depending on whether dim V is odd or even. If the form ω is symplectic (which forces dim V to be even), then G (resp. g) is denoted by Sp(V, ω) (resp. sp(V, ω)) and called symplectic group (resp. Lie algebra): a classical group of type C.
For a subspace has exactly two connected components, which are G-homogeneous. (V, ω) , G, and g be as above.
Proposition 8. Let
Any parabolic subgroup of G (resp. any parabolic subalgebra of g) is of this form.
is an isomorphism of G-homogeneous varieties between the partial flag variety G/P F and the variety of isotropic partial flags F
is an isomorphism of G-homogeneous varieties between G/P F and the connected component of F ω d containing F .
6.3. Recalls on standard parabolic subalgebras and notation. Let G be a reductive group, let g be its Lie algebra with Cartan subalgebra t, corresponding root system Φ = Φ(g, t), and root space decomposition
Let ∆ ⊂ Φ a basis and Φ + ⊂ Φ the corresponding set of positive roots. Given a subset I ⊂ ∆, we let Φ I = Φ ∩ I R . Then, (14) p I := t ⊕ α∈ΦI ∪Φ+ g α , l I := t ⊕ α∈ΦI g α , and n I := α∈Φ+\ΦI g α are respectively a parabolic subalgebra of g, a Levi factor of it, and its nilradical. The parabolic subalgebra p I is called standard with respect to the basis ∆. Let P I ⊂ G be the corresponding parabolic subgroup. Any parabolic subalgebra of g (resp. subgroup of G) is conjugate to a standard one.
6.4. Proof of Propositions 7 and 8. We briefly review the matrix representation, the root systems, and the form of the parabolic subalgebras of the classical groups and Lie algebras. This description easily yields Propositions 7-8 (a) which, in turn, imply Propositions 7-8 (b). It will also be useful in Section 7.
6.4.1. Notation for matrices. By ε i (h) we denote the i-th coefficient of a diagonal matrix h. Let E i,j be the elementary matrix with 1 in the position (i, j) and 0's elsewhere. Given a matrix x = (x i,j ) ∈ M n (C), we denote by t x := (x j,i ) its transpose by the diagonal and by δ x := (x n−j+1,n−i+1 ) its symmetric by the antidiagonal. Let I n , J n ∈ M n (C) respectively denote the identity matrix and the matrix with 1's on the antidiagonal and 0's elsewhere. Clearly, J n t xJ n = δ x.
6.4.2.
Type A case. Via the natural basis (v 1 , . . . , v n ) of V = C n , the group SL(V ) is isomorphic to SL n (C). The Lie algebra is sl n (C) := {x ∈ M n (C) : Tr x = 0}, the space of (n × n)-sized matrices with trace zero. A Cartan subalgebra h is formed by the diagonal matrices. Then, the root system Φ = Φ(sl n (C), h) consists of the roots ε i − ε j for 1 ≤ i = j ≤ n, with corresponding root vectors E i,j . A basis of Φ is ∆ := {α 1 , . . . , α n−1 }, where α i = ε i − ε i+1 .
A subset I ⊂ ∆ is equivalent to the datum of a sequence of integers
Then, the standard parabolic subalgebra p d := p I is the space of blockwise upper triangular matrices with trace zero and blocks along the diagonal of respective sizes d p − d p−1 (for p = 1, . . . , k) and the standard parabolic group P d is the subgroup of SL n (C) with the same form.
. Then, we have p d = p F and P d = P F , where p F and P F are the parabolic subalgebra and the parabolic subgroup corresponding to F in the sense of Proposition 7 (a).
6.4.3. Type C case. The space V = C 2n is endowed with a symplectic form ω. There exists a basis (v 1 , . . . , v 2n ) of V such that ω(v i , v n+i ) = 1 = −ω(v n+i,i ) for i ∈ {1, . . . , n} and ω(v i , v j ) = 0 for any other couple (i, j). Via the basis (v 1 , . . . , v 2n ), we identify Sp(V, ω) with the subgroup Sp 2n (C) := {g ∈ SL 2n (C) : t gK n = K n g}, where
In turn, sp(V, ω) identifies with the Lie algebra sp 2n (C) := {x ∈ sl 2n (C) : t xK n + K n x = 0}. Thus, an element x ∈ sp 2n (C) is a matrix of the form x = A B C D with A, B, C, D ∈ M n (C), B = δ B, C = δ C, and D = − δ A.
A Cartan subalgebra t ⊂ sp 2n (C) is formed by the diagonal matrices. The root system Φ = Φ(sp 2n (C), t) consists of the following roots: ±(ε i ± ε j ) (for 1 ≤ i < j ≤ n) and ±2ε i (for 1 ≤ i ≤ n). A root vector corresponding to ε i − ε j is E i,j − E 2n−j+1,2n−i+1 . Root vectors corresponding to ε i + ε j and −(ε i + ε j ) are respectively E i,2n−j+1 + E j,2n−i+1 and its transpose. Root vectors corresponding to 2ε i and −2ε i are respectively E i,2n−i+1 and its transpose. A basis of Φ is ∆ = {α 1 , . . . , α n } where α i = ε i − ε i+1 for i ∈ {1, . . . , n − 1} and α n = 2ε n .
Any subset I ⊂ ∆ can be written
Then, the parabolic subalgebra p d := p I is the space of blockwise matrices of the form
where A p,q ∈ M dp−dp−1,dq,dq−1 (C) (using the convention d k = n), B ∈ M n (C) and
In the case where d k−1 = n, the blocks A p,k , B p,k , B k,p , and C k,k are empty. The parabolic group P d := P I is the subgroup of Sp 2n (C) of the same form.
For p ∈ {0, . . . , k − 1}, set t gJ m g = J m }. Its Lie algebra is the orthogonal Lie algebra so m (C) = {x ∈ sl m (C) : − δ x = x}, formed by matrices which are antisymmetric by the antidiagonal.
A Cartan subalgebra t ⊂ so m (C) is formed by the diagonal matrices. Let n = ⌊ m 2 ⌋. The root system Φ = Φ(so m (C), t) consists of the following roots: ±(ε i ± ε j ) (for 1 ≤ i < j ≤ n), and ±ε i (for 1 ≤ i ≤ n but only in the case where m is odd, i.e., m = 2n + 1). A root vector corresponding to ε i − ε j is E i,j − E m−j+1,m−i+1 . Root vectors corresponding to ε i + ε j and −(ε i + ε j ) are E i,m−j+1 − E j,m−i+1 and its transpose. Root vectors corresponding to ε i and −ε i (in the case m = 2n + 1) are E i,n+1 − E n+1,i and its transpose. A basis of Φ is ∆ = {α 1 , . . . , α n } where α i = ε i − ε j (for i ∈ {1, . . . , n − 1}) and α n = ε n (if m = 2n + 1) or α n = ε n−1 + ε n (if m = 2n).
A subset I ⊂ ∆ can be written In the case where d k−1 = n and m is even (i.e., m = 2n), the blocks B p,k and B k,q are all empty. The parabolic group P d := P I is the subgroup of SO m (C) with the same form.
For p ∈ {0, . .
, and it is clear that p d = p F and P d = P F , where p F and P F are as in Proposition 8 (a).
Parabolic ideals and classical form of the variety P e,i
Let G be a reductive connected group over C. Apart from a parabolic subgroup P ⊂ G, its Lie algebra p ⊂ g, and a nilpotent element e ∈ g, the definition of the variety P e,i studied in this paper also involves a P -stable subspace i ⊂ p. The purpose of this section is to describe the form taken by such subspaces i. In particular, the following fact will be noticed (see Section 7.2).
Lemma 7. Given a linear subspace i ⊂ p, the following conditions are equivalent: (i) i is stable by the adjoint action of P (i.e., P · i ⊂ i); (ii) i is an ideal of p (i.e., [p, i] ⊂ i).
In the classical cases, we can propose a description of the ideals i based on the elementary form of the parabolic subgroups and subalgebras in terms of automorphisms and endomorphisms preserving a given partial flag (see .
Relying on the interpretation of partial flag varieties as varieties of actual partial flags, we also deduce an elementary description of the corresponding variety P e,i . The first statement focuses on the type A case.
, the corresponding parabolic subgroup P = P F ⊂ SL(V ), and the Lie algebra p = p F ⊂ sl(V ) (see Proposition 7 (a)). Let e ∈ sl(V ) be nilpotent (a nilpotent endomorphism of V ). (a) Given a sequence of integers c = (c 0 ≤ . . . ≤ c k ) such that 0 ≤ c p ≤ p for all p, the space
is a P -stable subspace of p. The map gP → g(F ) is an isomorphism between the variety P e,ic and the variety
(b) Moreover, any ideal is essentially of this form in the sense that: for any P -stable subspace i ⊂ p, we can find a sequence c such that the sets of nilpotent elements of i and i c coincide. This implies P e,i = P e,ic .
For stating an analogous result in the other three classical cases, we need to introduce a piece of notation. Given F = (V 0 , . . . , V k−1 ) an isotropic partial flag of a space (V, ω) equipped with a nondegenerate bilinear form, its completion F = (V 0 , . . . , V 2k−1 ) is the sequence given by 
is an isomorphism between the variety P e,ic and the varietỹ
unless ω is symmetric and
(b) For any P -stable subspace i ⊂ p, there is a sequence c as above, with c * = c, such that the sets of nilpotent elements of i and i c coincide. Thus, P e,i = P e,ic .
Propositions 9-10 (a) are easy consequences of Propositions 7-8. The proofs of Propositions 9-10 (b) will be given in Sections 7.3-7.4. We start with general properties of ideals of parabolic subalgebras in a reductive Lie algebra.
Generalities on ideals of parabolic subalgebras.
7.1.1. Notation. We use the notation of Section 6.3, in particular G is a connected reductive group of Lie algebra g. We denote by T ⊂ G a maximal torus, t ⊂ g the corresponding Cartan subalgebra, Φ = Φ(g, t) the root system. Let ∆ ⊂ Φ + ⊂ Φ be a system of positive roots and the corresponding basis.
Let P ⊂ G be a parabolic subgroup of Lie algebra p ⊂ g. Up to conjugation, we may assume that P and p are standard, i.e., P = P I and p = p I for some subset I ⊂ ∆. We have the Levi decomposition p I = l I ⊕ n I (see (14) ). We abbreviate l = l I . The Levi subalgebra l decomposes as
where z denotes the center of l and l i ⊂ l (for i ∈ {1, . . . , k}) are the simple ideals of the semisimple Lie algebra [l, l] . Set t i = t ∩ l i . We have
where I = I 1 ⊔ . . . ⊔ I k is a partition into (nonempty) pairwise orthogonal maximal subsets.
An ideal i ⊂ p is in particular stable by the adjoint action of the Cartan subalgebra t. We conclude that i admits a decomposition into weight spaces:
g α where we write Φ(i) = {α ∈ Φ : g α ⊂ i}.
Elementary ideals.
Given α ∈ Φ + ∪ Φ I , we denote by p(g α ) ⊂ p the smallest ideal containing g α . Our aim is to describe p(g α ). We distinguish two cases depending on whether α ∈ Φ I or α ∈ Φ + \ Φ I . First, assume that α ∈ Φ I . So, there is i ∈ {1, . . . , k} such that α ∈ Φ Ii ; equivalently, g α ⊂ l i . The simplicity of l i imposes l i ⊂ p(g α ). Thus p(g α ) is also the smallest ideal of p that contains l i . Set I ⊥ i = {β ∈ ∆ : (β, γ) = 0 for all γ ∈ I i } and letn
which is the nilradical of the standard parabolic
Proof. Note that p ⊂p i andn i ⊂ n I . The space l i ⊕n i is an ideal inp i hence it is a fortiori an ideal in p. Thereby, p(g α ) ⊂ l i ⊕n i . It remains to show the inverse inclusion. The inclusion l i ⊂ p(g α ) is noticed above. Now, take
, we can find γ ∈ I i such that (β, γ) < 0. This implies that β + γ ∈ Φ + . Since −γ, β + γ, β all belong to Φ, we conclude that
The proof is complete.
Second, assume that α ∈ Φ + \ Φ I ; equivalently, g α ⊂ n I , and so p(g α ) ⊂ n I . We describe p(g α ) in terms of a partial order p on roots: write α p β if there exist
Set Φ p (α) = {β ∈ Φ : α p β}.
Proof. Let β ∈ Φ p (α) and take γ 1 , . . . , γ m ∈ Φ + ∪ I satisfying (18) . The two relations in (18) imply
This establishes the inclusion V := β∈Φp(α) g β ⊂ p(g α ). Note that this inclusion yields in particular g β ⊂ n I for all β ∈ Φ p (α), hence
In order to show the desired equality, it remains to check that the space V is p-stable. Let β ∈ Φ p (α) and γ ∈ Φ + ∪ Φ I . Since β ∈ Φ + \ Φ I (by (19)), we have β + γ = 0. Then, either β + γ is not a root, in which case [g γ , g β ] = 0, or β + γ is a root, in which case β + γ ∈ Φ p (α) (by definition of the order p ) and so [g γ , g β ] = g β+γ ⊂ V . In both cases, we conclude that
The proof is now complete.
7.1.3. General ideals. Given a subset J ⊂ Φ + ∪ Φ I , the space α∈J p(g α ) is an ideal of p, that the previous section allows us to describe. The next result shows that any ideal of p is of this form, up to a subspace of the center z of the Levi subalgebra l.
where as before Φ(i) = {α ∈ Φ : g α ⊂ i} and z denotes the center of l.
Proof. (a) The inclusion
is immediate. For showing the inverse inclusion, according to (17) , it suffices to check that
So, let h ∈ t ∩ i, that we can write h = z + h 1 + . . . + h k , where z ∈ z and h i ∈ t i for all i ∈ {1, . . . , k}.
We claim that h 1 , . . . , h k ∈ α∈Φ(i) p(g α ). For h i = 0, the center of l i being trivial, we find
Thus, α ∈ Φ(i). The fact that p(g α ) ∩ l i is a nontrivial ideal of l i and the simplicity of l i force l i ⊂ p(g α ), hence h i ∈ p(g α ). This establishes our claim.
From the claim, we get h 1 , . . . , h k ∈ i, whence
Let x ∈ g be nilpotent and assume that x ∈ i. In particular, x ∈ p. Let L ⊂ P be the Levi factor of Lie algebra l. Since all the Borel subalgebras of p are conjugate under the adjoint action of L, we can find ℓ ∈ L such that ℓ · x ∈ α∈Φ + g α ⊂ [l, l] ⊕ n I . The fact that [l, l] and n I are both L-stable now yields x ∈ [l, l] ⊕ n I . Thus x ∈ j. Whence x ∈ i ′ . This establishes (b).
Proof of Lemma 7. The implication (i) ⇒ (ii) is obtained by differentiation. Let us show the implication (ii) ⇒ (i). So we assume that i is an ideal of p.
We use the notation of Section 7.1.1. For each root β ∈ Φ, there is a unique closed unipotent subgroup U β ⊂ G such that Lie(U β ) = g β . The torus T and the subgroups {U β } β∈∆∪(−I) generate P . In order to check that i is P -stable, it suffices to check that i is stable by U β whenever β ∈ ∆ ∪ (−I). To do this, in view of (17), we need to check that (20) U β · (t ∩ i) ⊂ i and U β · g α ⊂ i for all α ∈ Φ(i).
Let h ∈ t ∩ i. If β(h) = 0, then we have u · h = h for all u ∈ U β . If β(h) = 0, then we get on one hand g β = [g β , h] ⊂ [p, i] ⊂ i and we have on the other hand U β · h ⊂ h + g β (see [31, §3.3] ), so U β · h ⊂ i. In both cases, we obtain U β · h ⊂ i. This shows the first part of (20) .
Let α ∈ Φ(i). In particular α ∈ Φ + or α ∈ Φ I . We distinguish two cases depending on whether α + β = 0 or α + β = 0. The case α + β = 0 may occur only if α ∈ Φ I , so α ∈ Φ Ii for some i ∈ {1, . . . , k}. In this case, we know from Lemmas 8 and 10 that g α ⊂ l i ⊂ i, whereas the fact that β = −α ∈ Φ Ii ensures that l i is U β -stable. Whence, U β · g α ⊂ i in this case. Next, assume that α + β = 0. Then, there is an integer k ≥ 1 such that α + iβ is a root for all i ∈ {0, . . . , k} and α + iβ is not a root for i > k (see [15, §9.4] ). Moreover we have (see [31, §3.3 
Since g β ⊂ p and g α ⊂ i, we conclude that U β · g α ⊂ i in this case, too. This shows the second part of (20) . The proof of Lemma 7 is now complete.
7.3. Proof of Proposition 9 (b). We first notice that the ideals i c from Proposition 9 (a) satisfy the following rule. Given two sequences c = (c 0 ≤ . . . ≤ c 2k−1 ) and
Then it is easy to see that (21) i
In view of relation (21) and Lemma 10, in order to prove Proposition 9 (b), it suffices to show that every elementary ideal p(g α ) coincides with i c for some sequence c.
Here, as in Section 6.4.2, we identify SL(V ) with the group SL n (C), its Lie algebra with the space sl n (C) of matrices with trace zero, and p F with the subspace of blockwise upper triangular matrices with blocks of sizes d p − d p−1 along the diagonal. This parabolic subalgebra corresponds to the set of simple roots I d = {α i : i ∈ {1, . . . , n − 1} \ {d 1 , . . . , d k }}. Finally α := ε i − ε j , with 1 ≤ i < j ≤ n, is a positive root whose root space g α is generated by the elementary matrix E i,j . For ℓ ∈ {1, . . . , n}, let p(ℓ) ∈ {1, . . . , k} be the unique number such that d p(ℓ)−1 < ℓ < d p(ℓ) . We distinguish two cases.
First, assume that α ∈ Φ I d . Equivalently, we have p(i) = p(j) =: p. Then, it follows from Lemma 8 that we have p(g α ) = i c where c = (c 0 , . . . , c k ) is given by c q = 0 for q < p and c q = p for q ≥ p.
Second, assume that α ∈ Φ + \ Φ I d . Equivalently, p(i) < p(j). It is easy to see that the set Φ p (α) consists of the roots
. Therefore, from Lemma 9, we see that p(g α ) = i c where the sequence c = (c 0 , . . . , c k ) is given by c q = 0 if q < p(j) and c q = p(i) if q ≥ p(j). The proof of Proposition 9 (b) is complete. . Then, it is easy to see that max{c, c ′ } = max{c, c ′ } * . We claim that
Note that the completion (V 0 , . . . , V 2k−1 ) of the isotropic partial flag F and the sequence c also give rise to a parabolic subalgebra of sl(V ) denoted p
* be its adjoint with respect to the form ω. Then, the property that c = c * implies that i (22) and Lemma 10, for completing the proof of Proposition 10 (b), we only need to consider an elementary ideal p(g α ) and show that it coincides with i c for some sequence c such that c = c * . We separately treat the type B, C, and D cases.
7.4.1. Type C case. We use the notation of Section 6.4.3: we identify the Lie algebra g = sp(V, ω) with sp 2n (C). The parabolic subalgebra p = p F coincides with the blockwise upper triangular subalgebra p d described in relation (15) and corresponding to the sequence
Set by convention d k = n. Given a number i ∈ {1, . . . , n}, we denote by p(i) ∈ {1, . . . , k} the unique number such that d p(i)−1 < i ≤ d p(i) . Then, the set Φ I d consists of the elements ±(ε i − ε j ) for 1 ≤ i < j ≤ n such that p(i) = p(j), and
We need to check that an elementary ideal p(g α ), with α ∈ Φ + ∪ Φ I d , can always be written under the form i c for some sequence c = c * . We distinguish two cases. First, assume that α ∈ Φ I d . By Lemma 8, we may as well assume that α ∈ I d , thus α = α i for some i / ∈ {d 1 , . . . , d k−1 }. The root space g α has components in the p(i)-th and (2k − p(i))-th diagonal blocks in the blockwise upper-triangular matrix representation of p (see (15) 
Next, assume that α ∈ Φ + \ Φ I d . Again, we distinguish two different cases depending on the position of the root space g α with respect to the matrix representation of p in (15):
First, suppose that α = ε i − ε j for 1 ≤ i < j ≤ n such that p(i) < p(j); equivalently the root space g α has components in the blocks A p(i),p(j) and − δ A p(i),p(j) of the representation of p given in (15) . In this situation, the set Φ p (α) consists of the following elements:
We conclude (in the light of (15)) that we have p(g α ) = i c where c = (c 0 , . . . , c 2k−1 ) is such that
Second, suppose that α = ε i + ε j for 1 ≤ i ≤ j ≤ n such that p(i) < k; equivalently g α has components in the blocks B p(i),p(j) and B p(j),p(i) of the representation of p given in (15) . Here, the set Φ p (α) consists of the elements: Set by convention d k = n. Given i ∈ {1, . . . , n}, we let p(i) ∈ {1, . . . , k} be the unique number such that d p(i)−1 < i ≤ d p(i) . Then, the set Φ I d consists of the roots: ±(ε i − ε j ) for 1 ≤ i < j ≤ n such that p(i) = p(j); ±(ε i + ε j ) for 1 ≤ i < j ≤ n such that p(i) = p(j) = k; and, only in the case where m is odd, i.e., m = 2n + 1:
We consider the elementary ideal p(g α ) for α ∈ Φ + ∪ Φ I d and we need to check that it is of the form i c for some sequence c = c * . We distinguish two cases. First, assume that α ∈ Φ I d . Thus, according to Lemma 8, we may also assume that α ∈ I d , so α = α i for some i ∈ {1, . . . , n} \ {d 1 , . . . , d k−1 }. Then, each element in the root space g α has components in the blocks B p(i),2k−p(i) and B 2k−p(i),p(i) of the blockwise decomposition of p given in (16) . Applying Lemma 8, we obtain that p(g α ) = i c where the sequence c = (c 0 , . . . , c 2k−1 ) is defined by letting c q = 0 if
Next, assume that α ∈ Φ I d . We distinguish three subcases depending on the form of the root α.
First, assume that α = ε i − ε j for 1 ≤ i < j ≤ n such that p(i) < p(j). Thus, the root space g α has components in the blocks B p(i),2k−p(j) and B 2k−p(j),p(i) of the decomposition (16) . In this case, the set Φ p (α) consists of the following roots:
and only in the case where m = 2n + 1:
Then, it is easy to check that we have p(g α ) = i c for c = (c 0 , . . . , c 2k−1 ) given by c q = 0 for 0 ≤ q < p(j), c q = p(i) for p(j) ≤ q < 2k − p(i), and c q = 2k − p(j) for 2k − p(i) ≤ q < 2k − 1.
Second, assume that α = ε i + ε j for 1 ≤ i < j ≤ n such that p(i) < k. Here, the root space g α has components in the blocks B p(i),p(j) and B p(j),p(i) of the decomposition (16) . The set Φ p (α) then consists of the roots:
(only in the case where p(j) = k and m = 2n + 1). We easily obtain p(g α ) = i c , where the sequence c = (c 0 , . . . , c 2k−1 ) is given by c q = 0 for 1 ≤ q < 2k − p(j), c q = p(i) for 2k − p(j) ≤ q < 2k − p(i), and c q = p(j) for 2k − p(i) ≤ q ≤ 2k − 1.
Third, assume that α = ε i for 1 ≤ i ≤ n such that p(i) < k (this case occurs only if m = 2n + 1). So, the root space g α has components in the blocks B p(i),k and B k,p(i) of the decomposition (16) . In this situation, the set Φ p (α) comprises the following roots:
The proof of Proposition 10 (b) is now complete.
Calculations for classical groups
By Proposition 6, the proof of Theorem 1 will be complete once we show:
Proposition 11. Let G be one of the groups SL(V ) (for V = C n , n ≥ 2), Sp(V, ω) (for V = C 2n , n ≥ 2, and ω : V × V → C a symplectic form), or SO(V, ω) (for V = C m , m ≥ 3, and ω : V × V → C a nondegenerate quadratic form). Let e ∈ g = Lie(G) be a distinguished nilpotent element. Then, property P(G, e) is satisfied.
The proof is given in the following two subsections.
8.1. Proof of Proposition 11 in the case where G = SL(V ). From [9, Theorem 8.2.14 (i)], we know that any distinguished nilpotent element e ∈ sl(V ) is regular. Then, by Remark 1, the variety P e,i is either empty or a single point. Therefore, property P(G, e) trivially holds in this case.
8.2. Proof of Proposition 11 in the case of Sp(V, ω) or SO(V, ω). In this case, the proof is much more involved. Assume that the space V = C m is equipped with a nondegenerate bilinear symmetric or antisymmetric form ω. Let G ⊂ GL(V ) be the subgroup of automorphism which preserve ω and let g ⊂ End(V ) be its Lie algebra, that is, the subspace of endomorphisms which are antiadjoint with respect to ω. Thus, a nilpotent element e ∈ g is an antiadjoint nilpotent endomorphism.
8.2.1. Recalls on nilpotent elements in types B, C, D. Let h, f ∈ g such that {e, h, f } form a standard triple. Let s be the Lie subalgebra generated by e, h, f . Then, the space V decomposes as direct sums
where E j is the eigenspace for h corresponding to the eigenvalue j and where each M (i) is a direct sum (possibly zero) of simple s-modules of dimension i + 1 (i.e. of highest weight i). We have e(E j ) ⊂ E j+2 . The M (i)'s are pairwise orthogonal subspaces of V and the restriction of ω to M (i) is nondegenerate.
Each simple summand of M (i) is a Jordan block of e of size i + 1. In particular, the number of Jordan blocks of e of size ≥ i + 1 coincides with dim(E i + E i+1 ).
The following statement recalls the characterization of admissible Jordan forms and of distinguished nilpotent elements in types B, C, D (see [9, §5.1 and §8.2]).
Proposition 12. (a)
Assume that ω is symplectic. Then, M (i) has an even number of summands whenever i is odd. Moreover, e is distinguished if and only if M (i) is zero or simple for all i (in particular, the Jordan form of e is of the form µ(e) = (2n 1 > 2n 2 > . . . > 2n r )). (a) Assume that ω is symmetric. Then, M (i) has an even number of summands whenever i is even. Moreover, e is distinguished if and only if M (i) is zero or simple for all i (in particular, the Jordan form of e is of the form µ(e) = (2n 1 + 1 > 2n 2 + 1 > . . . > 2n r + 1)). Recall that a partition of an integer m is a nonincreasing sequence of integers µ = (µ 1 ≥ . . . ≥ µ r ) whose sum is equal to m. For instance, the Jordan form of e, i.e., the sequence µ(e) := (µ 1 ≥ . . . ≥ µ r ) formed by the sizes of the Jordan blocks of e, is a partition of m = dim V . More generally, let
Subvarieties (F
be an e-stable isotropic flag. For every p ∈ {1, . . . , k − 1}, e induces a nilpotent S the subset of elements in F ω e,d,c (µ) which are fixed by S, where S = {λ(t) : t ∈ C * } ⊂ G is the subtorus corresponding to h in the sense of Section 2.1.2, i.e., λ(t)(v) = t j v whenever v ∈ E j .
are both stable by e and h and belong to the same orbit of L := {g ∈ G : g(E j ) ⊂ E j for all j}, then they have the same Jordan type: µ(e, V ) = µ(e, V ′ ).
Proof. (a) For p ∈ {0, . . . , k−1}, the nilpotent element e induces nilpotent endomor-
, and the semisimple element h induces semisimple endomorphisms
As noted in Section 8.2.1, the number of Jordan blocks of e p of sizes ≥ i + 1 is equal to the sum of the dimensions of the i-th and (i+1)-th eigenspaces of h p , that is, is equal to dim(
Similarly, the number of Jordan blocks of e ′ p of size ≥ i + 1 is equal to dim( We show this Claim by induction on m ≥ 1. If m ∈ {1, 2}, then any distinguished nilpotent element in g is regular and the property is true by Remark 1. In what follows, we let m > 2 and assume that Claim 1 holds until the rank m − 1.
8.2.4. Notation. By Proposition 12, the assumption that e is distinguished implies that the sequence of sizes of its Jordan blocks is decreasing of the form
where the µ p 's are even (resp. odd) numbers if ω is symplectic (resp. symmetric). The space V decomposes as
where V (ℓ) is a simple s-module of dimension µ ℓ . Let N (ℓ) = {−µ ℓ + 1, −µ ℓ + 3, . . . , µ ℓ − 1}. There is a basis {v
The fact that e, h, f are antiadjoint with respect to ω implies that 8.2.5. Auxiliary claim. We need to point out a preliminary fact. We focus on the ℓ-th Jordan block V (ℓ) for ℓ ∈ {1, . . . , r} and on its extremal vectors v
Recall that dim V = m, thus dimṼ = m − 2. The restriction of ω toṼ (still denoted by ω) is nondegenerate. LetG ⊂ GL(V ) be the subgroup of automorphism preserving the ω and letg ⊂ End(Ṽ ) be the subspace of endomorphisms which are antiadjoint with respect to ω. Let ι :Ṽ → V denote the inclusion and let π : V →Ṽ denote the orthogonal projection. The elements e, h, f induce elementsẽ = πeι, h = πhι,f = πf ι which form a standard triple ing. Letλ(t) = πλ(t)ι = λ(t)|Ṽ , so that the rank one torusS := {λ(t) : t ∈ C * } ⊂G corresponds toh in the sense of Section 2.1.2. We denote byF (μ))S is nonempty (otherwise there is nothing to prove).
The nilpotent elementẽ has Jordan blocks of sizesμ q for q ∈ {1, . . . , r}, wherẽ µ q = µ q if q = ℓ andμ ℓ = µ ℓ −2. Thus, the numbers {μ q : q = 1, . . . , r} are pairwise distinct except possiblyμ ℓ andμ ℓ+1 (if ℓ < r). If ℓ = m orμ ℓ >μ ℓ+1 , thenẽ is a distinguished nilpotent element of g by Proposition 12: in this case the property follows from the induction hypothesis that Claim 1 holds at the rank m − 2.
It remains to deal with the case where ℓ < r andμ ℓ =μ ℓ+1 . In this case, V (ℓ) ∩Ṽ and V (ℓ + 1) are two Jordan blocks ofẽ of the same size. The subspaceM (ℓ) = (V (ℓ) ∩Ṽ ) ⊕ V (ℓ + 1) then admits a basis {ṽ j i : j ∈ {ℓ, ℓ + 1}, i ∈ {−µ ℓ + 3, −µ ℓ + 5, . . . , µ ℓ − 3}} such that
and, for j, j ′ ∈ {ℓ, ℓ + 1} and i, i ′ ∈ {−µ ℓ + 3, −µ ℓ + 5, . . . , µ ℓ − 3}: . For j ∈ {ℓ, ℓ + 1}, letṼ (j) = ṽ
. Thus,Ŝ is a subgroup of {g ∈G : g · x = x ∀x ∈ {ẽ,h,f }}. Its centralizer ZG(Ŝ) is the subgroup
whose Lie algebra iŝ
There is a natural isomorphism
is the subspace of endomorphisms which are antiadjoint with respect to ω, and it containsẽ as a distinguished element.
By Bialynicki-Birula's theorem (see Example 2 (b), or Proposition 3), the map
is an algebraic affine bundle over each connected component. Moreover, it follows from Lemma 11 that ϕ restricts to a well defined map
which is again an algebraic affine bundle over each connected component. Therefore, in order to show Claim 2, it remains to check that (F ω e,d,c (μ))SŜ admits an affine paving.
Let C be a connected component of (F Indeed, recall that E i denotes the h-eigenspace of V corresponding to the eigenvalue i. Using the observation of Section 8.2.1 and arguing as in the proof of Lemma 11, we have V 1 ∩ E i = 0 for all i ≥ µ ℓ and V 1 ∩ E µ ℓ −1 = 0. Since V 1 is e-stable and e(E µ ℓ −1 ) ⊂ E µ ℓ +1 , we conclude that V 1 ∩ E µ ℓ −1 ∩ ker e = 0. The intersection E µ ℓ −1 ∩ ker e is one dimensional, generated by the vector v ℓ µ ℓ −1 . We conclude that v ℓ µ ℓ −1 ∈ V 1 . This establishes (25) .
As in Section 8.2.5, we letṼ = v q i : (q, i) = (ℓ, ±(µ ℓ − 1) C ,ẽ = πeι, and S = {λ(t) : t ∈ C * } whereλ(t) = πλ(t)ι = λ(t)|Ṽ . Letd = (d 0 = 0 ≤d 1 < . . . < d k−1 ) be the sequence given byd p = d p − 1 for all p. Letμ = (μ 0 , . . . ,μ k−1 ) be the sequence given byμ p =μ p for all p > 0 andμ 0 = µ(ẽ) = (µ 1 , . . . , µ ℓ−1 , µ ℓ − 2, µ ℓ+1 , . . . , µ r ). In view of (25) In fact, because µ p is a partition of m − 2d p and the sequence {d p } k−1 p=0 is increasing, for every p ∈ {1, . . . , k − 1}, there is ℓ p ∈ {1, . . . , r}, chosen maximal for this property, such that µ p ℓp < µ p−1 ℓp . We consider the following algorithm:
• Set p 1 = 1.
• Assume that we have constructed p 1 < p 2 < . . . < p s ≤ k − 1. If there is p such that p s < p ≤ k − 1 and ℓ p > ℓ ps and c p < p s , then denote by p s+1 the smallest p with these properties. Otherwise, set s max = s and stop the algorithm. We claim that: for all s ∈ {1, . . . , s max }, we have We establish (26) by arguing by induction on s ≥ 1. If s = 1, then the assumption that c 1 = 0 implies that V 1 ⊂ ker e whereas the fact that e| V ⊥ 1 /V1 has less blocks of size ≥ µ ℓ1 than e implies that V 1 ∩ E µ ℓ 1 −1 = 0 (see the proof of Lemma 11).
Since ker e ∩ E µ ℓ 1 −1 = v ℓ1 µ ℓ 1 −1 C , we conclude that v ℓ1 µ ℓ 1 −1 ∈ V 1 . The property is shown at the rank s = 1. Now assume that the property holds until the rank s ∈ {1, . . . , s max } and let us show it at the rank s + 1. The minimality of p s implies that, for all p ∈ {0, . . . , p s − 1}, e| V ⊥ p /Vp has the same number of Jordan blocks of sizes ≥ µ ℓp s as e, but e| V ⊥ ps /Vp s has less Jordan blocks of sizes ≥ µ ℓp s than e. This implies that we have (27) V p ∩ E µ ℓp s −1 = 0 for all p ∈ {0, . . . , p s − 1} but V ps ∩ E µ ℓp s −1 = 0. Similarly, the choice of p s+1 yields V ps+1 ∩ E µ ℓp s+1 −1 = 0 and (28) V p ∩ E ν = 0 whenever p ∈ {0, . . . , p s+1 − 1} and µ ℓp s+1 − 1 ≤ ν < µ ℓp s − 1.
So let v ∈ V ps+1 ∩ E µ ℓp s+1 −1 . By definition of the variety F ω e,d,c , we have e(v) ∈ E µ ℓp s+1 +1 ∩ V cp s+1 . Since c ps+1 < p s and µ ℓp s+1 − 1 ≤ µ ℓp s+1 + 1 ≤ µ ℓp s − 1, by (27) - (28), we have E µ ℓp s+1 +1 ∩ V cp s+1 = 0, hence v ∈ ker e. Since the intersection E µ ℓp s+1 −1 ∩ ker e is the line generated by v ℓp s+1 µ ℓp s+1 −1 , we conclude that v ℓp s+1 µ ℓp s+1 −1 ∈ V ps+1 . This completes the proof of (26) .
By definition of the above algorithm, the number p smax is characterized by one of the following properties: (29) ℓ ps max = r, or (30) for all p ∈ {p smax + 1, . . . , k − 1} such that ℓ p > ℓ ps max , we have c p ≥ p smax . It is straightforward to check, relying on (29)- (31) , that the maps ϕ and ψ are well defined. Finally, relations (26) and (27) ensure that the maps ϕ and ψ are inverse one of another. Whence Invoking Claim 2, we conclude that (F ω e,d,c (µ)) S admits an affine paving. This completes the proof of Claim 1, and so the proof of Proposition 11 and, therefore, the proof of Theorem 1.
