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Abstract This work examines the development of an entropy conservative (for smooth solutions) or
entropy stable (for discontinuous solutions) space-time discontinuous Galerkin (DG) method for sys-
tems of non-linear hyperbolic conservation laws. The resulting numerical scheme is fully discrete and
provides a bound on the mathematical entropy at any time according to its initial condition and bound-
ary conditions. The crux of the method is that discrete derivative approximations in space and time
are summation-by-parts (SBP) operators. This allows the discrete method to mimic results from the
continuous entropy analysis and ensures that the complete numerical scheme obeys the second law of
thermodynamics. Importantly, the novel method described herein does not assume any exactness of
quadrature in the variational forms that naturally arise in the context of DG methods. Typically, the de-
velopment of entropy stable schemes is done on the semi-discrete level ignoring the temporal dependence.
In this work we demonstrate that creating an entropy stable DG method in time is similar to the spatial
discrete entropy analysis, but there are important (and subtle) differences. Therefore, we highlight the
temporal entropy analysis throughout this work. For the compressible Euler equations, the preservation
of kinetic energy is of interest besides entropy stability. The construction of kinetic energy preserving
(KEP) schemes is, again, typically done on the semi-discrete level similar to the construction of entropy
stable schemes. We present a generalization of the KEP condition from Jameson to the space-time frame-
work and provide the temporal components for both entropy stability and kinetic energy preservation.
The properties of the space-time DG method derived herein is validated through numerical tests for the
compressible Euler equations. Additionally, we provide, in appendices, how to construct the temporal
entropy stable components for the shallow water or ideal magnetohydrodynamic (MHD) equations.
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1 Introduction
In this work we focus on the numerical approximation of non-linear systems of hyperbolic conservation
laws
∂u
∂t
+
3∑
i=1
∂f i
∂xi
= 0, (1.1)
where u is the vector of conserved variables, f i, i = 1, 2, 3 are the physical flux vectors in each direction,
and (x1, x2, x3) = (x, y, z) are the physical coordinates. State vectors, e.g. u, are of size p depending
on the number of equations in the system under consideration. The conservation law is subject to
appropriate initial and boundary conditions. It is well known that additional conserved quantities exist
that are not explicitly built into the hyperbolic system of partial differential equations (PDEs) (1.1). One
such quantity is the mathematical entropy. For gas dynamics a possible mathematical entropy is the
scaled negative thermodynamic entropy which shows that the mathematical model correctly captures
the second law of thermodynamics. For smooth solutions of (1.1) the entropy is conserved and decays
for discontinuous solutions, e.g. [26,44].
On the mathematical level, we define a strongly convex entropy function s = s(u). We then define a
new set of variables
w :=
∂s
∂u
, (1.2)
that provide a one-to-one mapping between conservative space and entropy space [42]. If we contract
(1.1) from the left with the entropy variables we find that
w
T
(
∂u
∂t
+
3∑
i=1
∂f i
∂xi
)
= 0. (1.3)
From the definition of the entropy variables we know that
w
T ∂u
∂t
=
∂s
∂t
. (1.4)
Next, an appropriate entropy flux is found from compatibility conditions between the entropy variables,
the physical flux Jacobians, and the entropy flux Jacobians [1,42,43] such that
w
T
(
3∑
i=1
∂f i
∂xi
)
=
(
∂s
∂u
)T 3∑
i=1
∂f i
∂u
∂u
∂xi
=
3∑
i=1
(
∂fsi
∂u
)T
∂u
∂xi
=
3∑
i=1
∂fsi
∂xi
. (1.5)
This generates appropriate entropy/entropy-flux pairs (s , fsi ), i = 1, 2, 3, e.g. [26,36,42] and gives the
entropy conservation law
∂s
∂t
+
3∑
i=1
∂fsi
∂xi
= 0, (1.6)
for smooth solutions that becomes an inequality for discontinuous solutions. For scalar hyperbolic PDEs,
the square entropy s(u) = u2/2 is a possible choice for an entropy function and directly leads to L2
stability, e.g. [22]. For gas dynamics, under appropriate physical assumptions like the positivity of density,
the continuous entropy analysis provides insightful L2 stability estimates on (1.1), e.g. [15,26,43].
We see that a key part of the manipulations to contract into entropy space is the chain rule (1.5).
Unfortunately, when we move to the discrete analysis the chain rule is lost and special care must be
taken to recover it. To demonstrate the idea we first apply the product rule, on the continuous level, and
rewrite the condition (1.5) to be
w
T ∂f
∂x
= −
(
∂w
∂x
)T
f +
∂
(
wT f
)
∂x
=
∂fs
∂x
=⇒
(
∂w
∂x
)T
f =
∂
(
wT f
)
∂x
−
∂fs
∂x
. (1.7)
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Next, we consider a one-dimensional finite volume discretization of the form
∂uk
∂t
+
1
∆x
[
f
n,∗
k+
1
2
− fn,∗
k−
1
2
]
= 0. (1.8)
Here, uk is the mean value of the solution on a given cell k (denoted with an integer index). The finite
volume scheme also introduces numerical fluxes f∗k±1/2 at the cell interfaces (denoted with half-integer
indices). For complete details on finite volume schemes see, e.g., LeVeque [33]. In the pioneering work of
Tadmor [43] it is precisely in the design of the numerical flux function where we can recover the chain
rule as well as the entropic properties discretely. In the finite volume context a discrete version of the
condition (1.7), by replacing the derivatives with finite differences, is
(wk+1 −wk)
T
∆x
f
∗
k+
1
2
=
(
(wk+1)
T
fk+1 − (wk)
T
fk
)
∆x
−
fsk+1 − f
s
k
∆x
. (1.9)
If we multiply through by ∆x then (1.9) becomes
(wk+1 −wk)
T
f
∗
k+
1
2
=
(
(wk+1)
T
fk+1 − (wk)
T
fk
)
− (fsk+1 − f
s
k ) , (1.10)
which is exactly the discrete entropy conservation condition for a numerical flux originally developed
by Tadmor [43], albeit constructed from a different prospective. Interestingly, to discretely recover the
chain rule we actually examine it in terms of the discrete product rule. Over the ensuing decades many
researchers extended these low-order spatial methods to high-order spatial approximation with particular
finite volume reconstruction techniques, e.g. [19,32].
In 2013, the work of Fisher and Carpenter [16] opened a new avenue for discrete entropy analysis in
the context of high-order numerical methods. They demonstrated that as long as the discrete derivative
matrix satisfies the summation-by-parts (SBP) property [12,22,31] (a discrete analogue of integration-
by-parts) the low-order entropy flux of Tadmor is extended to high spatial order [16,17]. These seminal
works of Fisher and his collaborators opened a floodgate of new research into the construction of high-
order entropy stable numerical schemes on quadrilateral/hexahedral elements, e.g. [2,24,45], or on tri-
angular/tetrahedral elements, e.g. [7,10,11]. These recent publications feature a wide variety of physical
applications such as oceanography, gas dynamics, and plasma flows.
However, there are still questions in the high-order discrete entropy community. Often, the entropy
analysis of a numerical method is performed on the semi-discrete level, e.g. the simple finite volume
scheme (1.8). That is, the temporal approximation is left separate such that the entropy conservation
of a scheme is stated in the limit of a shrinking time step for an explicit time integration method, e.g.
[2,6,7,10,11,18]. However, we already noted in the continuous entropy analysis the importance of the
chain rule (1.4). Thus, we perform a similar low-order analysis on the temporal term. First, we apply
the product rule to rewrite (1.4)
w
T ∂u
∂t
= −
(
∂w
∂t
)T
u+
∂
(
wTu
)
∂t
=
∂s
∂t
=⇒
(
∂w
∂t
)T
u =
∂
(
wTu
)
∂t
−
∂s
∂t
. (1.11)
If we discretize the temporal part of (1.8) with finite differences and multiply through by ∆t the chain
rule condition at a given temporal interface becomes
(
w
n+1
k −w
n
k
)T (
u
∗)n+12
k
=
((
w
n+1
k
)T
u
n+1
k − (w
n
k )
T
u
n
k
)
−
(
sn+1k − s
n
k
)
, (1.12)
where the index n denotes at which time level the variable lies. Notice, this introduces the need for a
numerical state function for (u∗)
n+1/2
k at the time interfaces.
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The design of such numerical state functions in time for a given conservation law is a one focus of
the current paper. The notation to perform this discrete analysis is simplified if we introduce the en-
tropy/entropy flux potential pairs [44]
(φ , ψi) =
(
w
T
u− s , wT f i − f
s
i
)
, i = 1, 2, 3. (1.13)
Due to the strong convexity of the entropy function s(u) the pairs (1.13) act as the Legendre transforms
of the entropy/entropy flux pairs. In this way we find that the entropy conditions for the temporal and
spatial variables are
(
w
n+1
k −w
n
k
)T (
u
∗)n+12
k
=
(
φn+1k − φ
n
k
)
,
(wnk+1 −w
n
k )
T (
f
∗
i
)n
k+
1
2
=
(
(ψi)
n
k+1 − (ψi)
n
k
)
, i = 1, 2, 3,
(1.14)
respectively.
Herein we consider a nodal discontinuous Galerkin method in space. We already noted that the key
to discrete entropy conservation in the spatial components is to design DG operators that possess the
SBP property needed to mimic the continuous analysis. Such operators are naturally obtained when
using the Legendre-Gauss-Lobatto (LGL) nodes in the nodal DG approximation [22]. This enables the
construction of high-order DG methods in space that are entropy conservative (for smooth solutions) or
entropy stable (for discontinuous solutions) without the assumption of exact evaluation of the variational
forms. Alternatively, there are high-order entropy conservative (or stable) space-time schemes available,
e.g. [14,19], however they assume exact integration of variational forms in the space-time formulation.
This is problematic because aliasing errors introduced by inexact quadratures are unavoidable (or at
least cannot be avoided in practical simulations) for commonly examined conservation laws like the Euler
equations, e.g. [24,37]. So, the design of numerical methods that are entropy conservative/stable in a
full space-time domain is an important step in the development of thermodynamically aware numerical
methods.
The main focus of this work is to apply a similar nodal DG ansatz with the SBP property to the temporal
approximation and ensure that the fully discrete space-time discontinuous Galerkin spectral element
method (DGSEM) remains entropy stable. The discrete entropy analysis for the spatial components
has been studied by many authors and is well understood as previously discussed. In the temporal
analysis we will derive appropriate numerical state functions for the vector of conservative variables u
from the condition in (1.12). Several authors have used SBP operators to construct temporal derivatives
that lead to energy stability for linear problems [3,35,38]. We generalize this SBP stability analysis
to non-linear problems. Additionally, this work presents, for the first time, a fully discrete entropy
analysis to approximate solutions of a general non-linear conservation laws (1.1) with inexact numerical
integration. In particular, this work focuses on the temporal component of a space-time DG scheme, but
we note that the proofs presented herein carry over to any diagonal norm SBP method, such as those
found in the finite difference community [12,16].
The space-time discontinuous Galerkin (DG) method that is the focus of this work is built from a
variational formulation. Thus, we seek an integral statement of the continuous entropy analysis, such
that we can clearly mimic the continuous steps in the discrete entropy analysis. As such, we consider a
spatial domain Ω ⊂ R3 and time interval [0, T ] ⊂ R+. Next, we integrate over the space-time domain
to obtain ∫
Ω
T∫
0
∂s
∂t
dt dV +
T∫
0
∫
Ω
3∑
i=1
∂fsi
∂xi
dV dt = 0. (1.15)
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Next, we apply the fundamental theorem of calculus on the temporal term and apply the divergence
theorem to the spatial terms
∫
Ω
(s(x, y, z, T ) − s(x, y, z, 0)) dV +
T∫
0
∫
∂Ω
3∑
i=1
fsi ni dS dt = 0, (1.16)
where ni, i = 1, 2, 3 is the appropriate normal direction at the physical boundary. Rearranging terms
and allowing for possibly discontinuous solutions we obtain the integral statement of the continuous
entropy inequality
∫
Ω
s(x, y, z, T ) dV ≤
∫
Ω
s(x, y, z, 0) dV −
T∫
0
∫
∂Ω
3∑
i=1
fsi ni dS dt = 0. (1.17)
So, we see that the entropy at a given time T is bounded by its initial value provided proper boundary
conditions are considered.
The construction of discrete entropy stable schemes for the compressible Euler equations is particularly
important to ensure the validity of the second law of thermodynamics. However, the discrete evolution of
the entropy isn’t the only auxiliary quantity of interest for these equations. In the turbulence community,
the discrete kinetic energy evolution is also essential for the robustness of simulations, e.g. [20]. Numerical
schemes are deemed kinetic energy preserving (KEP) when, ignoring boundary conditions, the discrete
integral of the kinetic energy is not changed by the advective terms, but only by the pressure work [28].
The development of such semi-discrete KEP schemes has been performed for low-order finite volume
schemes [28,39] as well as in the high-order DG context [24]. An additional result of the space-time DG
analysis in this work is the generalization of Jameson’s KEP condition for the temporal components
of the approximation. In particular, we develop KEP conditions for the construction of numerical state
function, (u∗)
n+1/2
k , at a temporal interface.
The remainder of this work is organized as follows: We provide a brief introduction to the general form
of the spatial DG approximation in Section 2. In particular, Sections 2.1 and 2.2 introduce the most
important operators of the scheme such as the discrete derivative matrix. The new SBP temporal analysis
for non-linear systems is given in Sec. 2.3. This provides detailed derivations of the numerical state values
in time and demonstrates their relation to the classical entropy analysis of Tadmor. The new entropy
conservative/stable space-time DG method is developed in general. Thus, we present in Section 3 details
of the temporal analysis as well as the kinetic energy preservation properties of the approximation for the
compressible Euler equations. Next, we present numerical results in Section 4 for the Euler equations to
verify and validate the theoretical derivations described herein. Concluding remarks are given in Section
5. Finally, we also provide details for the temporal extensions of the shallow water and ideal MHD
equations in the Appendices A and B, respectively.
1.1 Nomenclature
The notation in this paper is motivated by the compact nomenclature presented in [23]. In particular,
the following terminology are used:
P
K Space of polynomials of degree ≤ K = M ;N
I
K Polynomial Interpolation operator for K = M ;N
D
M ,
#»
D
N Derivative projection operators defined in Section 2.2
6 Lucas Friedrich et al.
t Time coordinate
τ Time coordinate in the reference domain [−1, 1]
(x, y, z) Physical spatial coordinates
(ξ, η, ζ) Spatial coordinates in the reference domain [−1, 1]
3
#»v Vector in three dimensional space
#»n = n1xˆ+ n2yˆ + n3zˆ Physical space normal vector
nˆ = nˆ1ξˆ + n2ηˆ + n3ζˆ Cartesian space normal vector
u Continuous quantity
U Polynomial approximation
↔
f ,
↔
f˜ Block vector of Cartesian and contravariant flux
B Matrix
B Block matrix
2 The space-time discontinuous Galerkin spectral element approximation
The compact block vector nomenclature in [23] simplifies the analysis of the system (1.1) on curved
hexahedral elements in three spatial dimensions. Thus, we translate the conservation law (1.1) in block
vector notation. A block vector is highlighted by the double arrow
↔
f :=
(
f
T
1 , f
T
2 , f
T
3
)T
. (2.1)
Two dot products can be defined for block vectors. The dot product of two block vectors is given by
↔
f ·
↔
g :=
3∑
i=1
f
T
i gi. (2.2)
Additionally, the dot product of a vector in the three dimensional space and a block vector is defined by
#»v ·
↔
f :=
3∑
i=1
vif i. (2.3)
The dot product (2.2) is a scalar quantity and the dot product (2.3) is a vector in a p dimensional space,
where the number p corresponds to the number of conserved variables in the conservation law (1.1). The
spatial gradient of the conserved variables is defined by
#»
∇xu :=
(
u
T
x ,u
T
y ,u
T
z
)T
. (2.4)
The dot product (2.2) and the spatial gradient (2.4) are used to define the divergence of a block vector
flux as
#»
∇x ·
↔
f :=
3∑
i=1
∂fi
∂xi
. (2.5)
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With these notations we state the conservation law (1.1) in the following compact form
∂u
∂t
+
#»
∇x ·
↔
f = 0. (2.6)
To set up the space-time spectral element approximation, we subdivide the time interval [0, T ] into KT
non-overlapping intervals In :=
[
tn, tn+1
]
with cell length ∆tn, n = 1, . . . ,KT . These time intervals
can be mapped into the temporal computational domain E = [−1, 1] by the affine linear mapping
t = π (τ) = ∆t
n
2 (τ + 1) + t
n. The physical domain Ω is subdivided into KS non-overlapping and
conforming hexahedral elements, ek, k = 1, . . . ,KS . These elements can have curved faces to accurately
approximate the geometry. The temporal and spatial elements provide the space-time elements En,k :=
In× ek. Each spatial element ek is mapped into the spatial computational domain E
3 = [−1, 1]
3
with a
mapping #»x = #»χ
(
#»
ξ
)
, where #»χ = X1xˆ1 +X2xˆ2 +X3xˆ3 and the hats represent unit vectors. Likewise,
the reference element space is represented by
#»
ξ = ξξˆ+ ηηˆ+ ζζˆ. The spatial mapping supplies the three
covariant basis vectors
#»ai :=
∂ #»χ
∂ξi
, i = 1, 2, 3, (2.7)
and the (volume weighted) contravariant vectors
J #»a i := #»aj ×
#»ak, (i, j, k) cyclic, (2.8)
where the Jacobian determinate of the spatial mapping is given by
J := #»a i · (
#»aj ×
#»ak) , (i, j, k) cyclic. (2.9)
Additionally, the contravariant coordinate vectors satisfy the metric identities
3∑
i=1
∂
(
Jaij
)
∂ξi
= 0, j = 1, 2, 3. (2.10)
In [23], the following block matrix has been introduced to transform the spatial gradient (2.4) and the
divergence (2.5)
M =


J a11Ip J a
2
1Ip J a
3
1Ip
J a12Ip J a
2
2Ip J a
3
2Ip
J a13Ip J a
2
3Ip J a
3
3Ip

 , (2.11)
where the matrix Ip is the p× p identity matrix. The transformation of the gradient becomes
#»
∇xu =
1
J
M
#»
∇ξu (2.12)
by the block matrix (2.11). Moreover, by taking advantage of (2.10), the transformation of the divergence
can be written as
#»
∇x ·
↔
f =
1
J
#»
∇ξ ·M
T
↔
f . (2.13)
Hence, the contravariant block vector flux is given by
↔
f˜ =MT
↔
f . (2.14)
Finally, the chain rule formula provides the identity
∂u
∂τ
=
∆t
2
∂u
∂t
or
∂u
∂t
=
2
∆t
∂u
∂τ
. (2.15)
Thus, for each space-time element En,k the system (2.6) transformed into the conservation law
J
∂u
∂τ
+
∆t
2
#»
∇ξ ·
↔
f˜ = 0. (2.16)
In the following sections, a space-time approximation for the system (2.16) is derived.
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2.1 Modules for the spectral element approximation
In the space-time discontinuous Galerkin spectral element approximation, the solution and fluxes of
the system (2.16) are approximated by tensor product Lagrange polynomials of degree N in space and
Lagrange polynomials of degree M in time, e.g.,
u (τ, ·) ≈ U (τ, ·) ∈ PN
(
E3
)
, for fixed τ ∈ E, (2.17)
and additionally
u
(
·,
#»
ξ
)
≈ U
(
·,
#»
ξ
)
∈ PM(E) , for fixed
#»
ξ ∈ E3. (2.18)
The one dimensional Lagrange polynomial basis for the temporal approximation is computed at M +
1 Legendre-Gauss-Lobatto (LGL) points. The three dimensional tensor product basis for the spatial
approximation is computed from an one dimensional Lagrange polynomial basis with nodes atN+1 LGL
points. The nodal values of the space-time approximation are represented by u (τσ, ξi, ηj , ζk) ≈ Uσijk,
σ = 0, . . . ,M and i, j, k = 0, . . . , N . Moreover, we introduce for all τ, ξ, η, ζ ∈ E the space-time
interpolation operator
I
N×M (F) (τ, ξ, η, ζ) =
M∑
σ=0
ℓσ (τ)
N∑
i,j,k=0
ℓi (ξ) ℓj (η) ℓk (ζ)Fσijk. (2.19)
Derivatives are approximated by exact differentiation of the polynomial interpolants. It should be noted
that differentiation and interpolation do not commute [4,30]. In general it is
(
I
K(g)
)′
6= IK−1
(
g′
)
, K =
M ;N . The geometry and metric terms are not time dependent. Hence these quantities are approximated
using spatial polynomial basis, e.g.,
J ≈ J ∈ PN
(
E3
)
. (2.20)
However, the contravariant coordinate vectors need to be discretized in such a way that the metric
identities (2.10) are satisfied on the discrete level, too. Kopriva [29] introduced the following discretization
for the contravariant basis vectors
Jaiα = −xˆi · ∇ξ ×
(
I
N (Xγ∇ξXβ)
)
, i = 1, 2, 3, α = 1, 2, 3, (α, β, γ) cyclic. (2.21)
This discretization ensures the discrete metric identities
3∑
i=1
∂IN
(
Jaij
)
∂ξi
= 0, j = 1, 2, 3. (2.22)
Thus, in order to guarantee that the spectral element approximation discretization respects the free
stream preservation property, we need to discretize the contravariant basis vectors in the block matrix
(2.11) by (2.21).
Temporal integrals are approximated by a 2M − 1 accurate LGL quadrature formula and a tensor
product extension of a 2N − 1 accurate LGL quadrature formula is used to approximate the spatial
integrals. Hence, interpolation and quadrature nodes are collocated. In one spatial dimension the LGL
quadrature formula is given by
1∫
−1
g (ξ) ≈
K∑
i=0
ωig (ξi) =
K∑
i=0
ωigi, K = M ;N, (2.23)
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where ωi, i = 0, . . . ,K, are the quadrature weights and ξi, i = 0, . . . ,K, are the LGL quadrature points.
The formula (2.23) motivates the definition of the inner product notation
〈F,G〉N×M :=
N∑
i,j,k=0
ωiωjωk
(
M∑
σ=0
ωσFσijkGσijk
)
=
N∑
i,j,k=0
M∑
σ=0
ωσωijkFσijkGσijk, (2.24)
for two functions F and G. We note that the inner product (2.24) satisfies〈
I
N×M (F) ,ϕ
〉
N×M
= 〈F,ϕ〉N×M , (2.25)
for all test functions ϕ which are tensorial polynomials up to degree N in space and polynomials up to
degree M in time. In addition, we introduce the notation
〈F,G〉N |
1
−1
= 〈F,G〉N |τ=1 − 〈F,G〉N |τ=−1 (2.26)
with
〈F,G〉N |τ=1 :=
N∑
i,j,k=0
ωijkFMijkGMijk, 〈F,G〉N |τ=−1 :=
N∑
i,j,k=0
ωijkF0ijkG0ijk (2.27)
to approximate the spatial integrals at temporal interfaces. A further discrete quantity for the space-time
discretization is defined by
∫
∂E3,N
〈{
↔
F · nˆ
}
, 1
〉
M
dS :=
M∑
σ=0
ωσ
[ N∑
j,k=0
ωjk
(
(F1)σNjk − (F1)σ0jk
)
+
N∑
i,k=0
ωik ((F2)σiNk − (F2)σi0k)
+
N∑
i,j=0
ωij
(
(F3)σijN − (F3)σij0
)]
,
(2.28)
where nˆ is the reference space unit outward normal at the faces of E3.
The spectral element approximation with LGL points for interpolation and quadrature provides a
summation-by-parts (SBP) operator Q = MD with the mass matrix M and the derivative matrix
D [22] where the LGL quadratures are 2K − 1, K = M ;N , accurate and two of the LGL points match
with the cell boundary points of the reference cell [−1, 1]. The the mass matrix and the derivative matrix
are given by
Mij = ωiδij , Dij = ℓ
′
j (ξi) i, j = 0, . . . ,K = M ;N, (2.29)
where δij is the Kronecker symbol, {ℓj}
K=M ;N
j=0 is the Lagrange basis and {ξi}
K=M ;N
i=0 are the LGL
points. The important characteristic of this SBP operator is the property
Q+QT = B, (2.30)
where B = diag (−1, 0, . . . , 0, 1), e.g. [12,31]. The SBP property (2.30) is the essential ingredient to
prove the entropy stability of our numerical method.
Finally, it is worth noting that the spatial ansatz (2.17) without the temporal terms (2.18) leads to a
semi-discrete high-order nodal discontinuous Galerkin spectral element method (DGSEM). There are
many recent publications which detail the construction of an entropy stable DGSEM for conservation
laws in the semi-discrete framework, e.g., [2,6,7,10,11,24].
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2.2 The space-time discontinuous Galerkin method
Now, we apply the notation introduced in Section 2.1 and construct a space-time DGSEM. First, we
replace the solution, fluxes and spatial Jacobian J in the system (2.16) by polynomial approximations
and multiply the system with test functions ϕ. The test functions are tensorial polynomials up to degree
N in space and polynomials up to degree M in time. Next, we integrate the resulting system over a
space-time element En,k and use integration by parts to separate boundary and volume contributions
in time and space. The integrals in the variational form are approximated with high-order Legendre-
Gauss-Lobatto (LGL) quadrature. Then, we insert numerical surface states U∗ at the temporal element
interfaces. Likewise, we insert numerical surface fluxes
↔
F˜∗ at the spatial element interfaces. Afterwards,
we use the SBP property (2.30) for the temporal and spatial volume contribution to get the space-
time DGSEM in strong form. Finally, since we are interested in the construction of an entropy stable
method, we apply the same approach as for the semi-discrete DGSEM [2,6,7,10,11,24] and replace
the interpolation operators in the temporal and spatial volume contribution by derivative projection
operators. The derivative projection operators are defined by numerical volume states/fluxes denoted
with a “#” symbol.
The temporal derivative projection operator is defined by
D
M
U
EC
σijk := 2
M∑
θ=0
DσθU
# (Uσijk,Uθijk) , (2.31)
where the state U# is consistent, symmetric and satisfies the discrete entropy conservation condition
(1.14) in the nodal values such that
JWKT(σ,θ)ijk U# (Uσijk,Uθijk) = JΦK(σ,θ)ijk , (2.32)
for σ, θ = 0, . . . ,M and i, j, k = 0, . . . , N , where
Φ := WTU− S, (2.33)
and the volume jumps in (2.32) are defined by
J·K(σ,θ)ijk := (·)σijk − (·)θijk . (2.34)
The quantity W represents the polynomial approximation of the entropy variables (1.5).
For now, we keep the analysis general. In Section 3.1, we construct a temporal volume state function
for the compressible Euler equations and in Appendices A and B, we construct temporal volume state
functions for the shallow water and ideal MHD equations which respect the condition (2.32).
The spatial derivative projection operator is more complex, since the discretization of the metric terms
must be taken into account. A suitable derivative operator was introduced in [23] and is given by
#»
D
N ·
↔
F˜
EC
σijk := 2
N∑
m=0
Dim
(
↔
F
EC (Uσijk,Uσmjk) ·
{{
J #»a 1
}}
(i,m)jk
)
+Djm
(
↔
F
EC (Uσijk,Uσimk) ·
{{
J #»a 2
}}
i(j,m)k
)
+Dkm
(
↔
F
EC (Uσijk,Uσijm) ·
{{
J #»a 3
}}
ij(k,m)
)
,
(2.35)
with the volume averages of the metric terms, e.g.
{{·}}(i,m)jk :=
1
2
[
(·)ijk + (·)mjk
]
, (2.36)
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where the average is only done in the spatial directions as the metric terms are constant in time. The
flux
↔
FEC =
(
FEC1 ,F
EC
2 ,F
EC
3
)T
is consistent with
↔
F and symmetric such that, e.g.,
↔
F
EC (Uσijk,Uσmjk) =
↔
F
EC (Uσmjk,Uσijk) , (2.37)
for σ = 0, . . . ,M and i, j, k,m = 0, . . . , N . Furthermore, as in the work of Gassner et al. [23], the flux
functions FECl , l = 1, 2, 3, satisfy Tadmor’s discrete entropy condition
JWKTσ(i,m)jkFECl (Uσijk,Uσmjk) = JΨlKσ(i,m)jk ,
JWKTσi(j,m)kFECl (Uσijk,Uσimk) = JΨlKσi(j,m)k ,
JWKTσij(k,m) FECl (Uσijk,Uσijm) = JΨlKσij(k,m) ,
(2.38)
where
Ψl := W
T
Fl − F
s
l , l = 1, 2, 3, (2.39)
and the volume jumps, e.g. J·Kσ(i,m)jk := (·)σijk − (·)σmjk . (2.40)
There are several available entropy conservative flux functions with these properties, e.g. [8,27] for the
Euler equations. In particular, if we take the test function to be the interpolant of the entropy variables,
ϕ = W, we obtain from the SBP property (2.30) and the same arguments as in the semi-discrete case
[23, Appendix B.3] the identity〈
#»
D
N ·
↔
F˜
EC,W
〉
N×M
=
∫
∂E3,N
〈
F˜ snˆ, 1
〉
M
dS, (2.41)
where F˜ snˆ :=
#»
F˜ s · nˆ. That is, the volume contributions of the spatial entropy conservative DGSEM
become the discrete entropy flux on the boundary.
Finally, for each space-time element En,k and all test functions ϕ the space-time DGSEM can be written
in the following compact variational form:
AT (U,ϕ) +AS
(
↔
F,ϕ
)
= 0, (2.42)
where the temporal part AT (U,ϕ) and the spatial AS
(
↔
F,ϕ
)
of the space-time DGSEM are defined
by
AT (U,ϕ) :=
〈
JDMU#,ϕ
〉
N×M
+
〈
J
(
U
∗ −U
)
,ϕ
〉
N
∣∣ 1
−1
, (2.43)
AS
(
↔
F,ϕ
)
:=
∆t
2
〈
#»
D
N ·
↔
F˜
EC,ϕ
〉
N×M
+
∆t
2
∫
∂E3,N
〈
ϕ
T
(
F˜
∗
nˆ − F˜nˆ
)
, 1
〉
M
dS. (2.44)
The flux F˜nˆ in (2.44) is defined by
F˜nˆ = (sˆ
#»n) ·
↔
F =
3∑
l=1
nˆl
(
Jal1F1 + Ja
l
2F2 + Ja
l
3F3
)
=
{
M
↔
F
}
· nˆ, sˆ =
∣∣∣∣∣
3∑
l=1
(
J #»a l
)
nˆl
∣∣∣∣∣ . (2.45)
To specify the state functions in (2.43) and the numerical surface flux functions (2.44), we introduce
notation for states at the LGL nodes along an interface between two temporal intervals and two spatial
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elements to be a primary “−” and complement the notation with a secondary “+” to denote the value at
the LGL nodes on the opposite side. Then the orientated jump and the arithmetic mean at the interfaces
are defined by
J·K := (·)+ − (·)− , and {{·}} := 12 [(·)+ + (·)−] . (2.46)
When applied to vectors, the average and jump operators are evaluated separately for each vector com-
ponent. Then the normal vector #»n is defined unique to point from the “−” to the “+” side. This notation
allows for the consistent presentation of the temporal state functions U∗ and the spatial numerical sur-
face flux functions. A temporal state function with the property (2.32) is not a computationally tractable
option, since it couples all the time slabs. The only feasible choice as a temporal numerical state is the
pure upwind state function U∗ = U−, as it is the only flux that decouples the time slaps. We assume
that the upwind state satisfies
JWKT U∗ ≤ JΦK . (2.47)
In Section 3.1 (Lemma 1), we prove that the upwind state function for the compressible Euler equations
satisfies this assumption. Furthermore, in the appendices A.1 and B.1 it is proven that the upwind state
functions for the shallow water equations and MHD equations satisfy (2.47). The contravariant surface
numerical fluxes are computed from the entropy conserving Cartesian fluxes FECl , l = 1, 2, 3, as follows:
F˜
∗
nˆ = sˆ
(
n1F
EC
1 + n2F
EC
2 + n3F
EC
3
)
. (2.48)
The definition of the numerical surface flux functions (2.48) produces the equality
KT∑
n=1
∑
Interior
faces
∆tn
2
∫
∂E3,N
〈r
W
n,k
zT
F˜
n,k,∗
nˆ −
s(
W
n,k
)T
F˜
n,k
nˆ
{
+
r
F˜ snˆ
z
, 1
〉
M
dS = 0, (2.49)
by the same arguments as in [23, Appendix B.2]. However, in order to obtain an entropy stable dis-
cretization for discontinuous solutions, an addition matrix dissipation operator needs to be added to the
entropy conserving flux functions FECl , l = 1, 2, 3. Then, the Cartesian fluxes are computed by
F
ES
l := F
EC
l −
1
2
Rl |Λl| TlR
T
l JWK , l = 1, 2, 3, (2.50)
the quantity Rl |Λl| T R
T
l , l = 1, 2, 3, represents a positive semidefinite matrix dissipation operator.
The matrix Rl contains the averaged right eigenvectors of the flux Jacobian, the corresponding absolute
values of the averaged eigenvalues are contained in the diagonal matrix Λl and the diagonal matrix Tl
is a scaling matrix (see [1] for details). Dissipation matrices for the Euler equations can be found in
[23, Appendix A]. Then, the contravariant surface numerical fluxes are computed by replacing the fluxes
FECl with F
ES
l in (2.44). When the fluxes F
ES
l , l = 1, 2, 3 are used to compute the contravariant surface
numerical fluxes the identity (2.49) becomes an inequality bounded above by zero.
Remark 1 For the MHD equations the spatial part (2.44) must be altered because a non-conservative
term is necessary to build an entropy stable method, see Bohm et al. for details [2]. In Appendix B.2
the correct spatial part for the MHD equations is presented. By replacing (2.44) with the appropriate
terms a space-time DGSEM to solve the ideal MHD equations can be constructed.
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2.3 Discrete entropy analysis
The spatial integral of the entropy is bounded in time on the continuous level. Thus, it is desirable that
a numerical method is stable in the sense that a discrete version of this integral is bounded in time, too.
Methods with this stability property are called entropy stable methods.
In the context of the space-time DGSEM, we are interested to find an upper bound for the quantity
S¯ (U (T )) :=
KS∑
k=1
〈
s
(
U
KT ,k
)
, Jk
〉
N
∣∣∣
τ=1
. (2.51)
We note that (2.51) is a discrete version of the spatial integral on the left of the continuous inequality
(1.17). The discrete upper bound should depend on a discrete contribution from the boundary faces and
the initial quantity of the entropy
S¯ (u (0)) :=
KS∑
k=1
〈
s
(
u
1,k
)
, Jk
〉
N
∣∣∣
τ=−1
, (2.52)
where u1,k
∣∣
τ=−1
= uk (0) is the initial condition prescribed to the conservation law in the spatial cell
ek, k = 1, . . . ,KS .
Theorem 1 (Entropy stability). Consider the space-time DGSEM with Dirichlet boundary condi-
tions in time and periodic boundary conditions in space. Assume that the temporal numerical states
are upwind fluxes U∗ = U− with the property (2.47) and assume that the spatial numerical surface
fluxes F˜∗nˆ are computed by (2.48). Then the space-time DGSEM is entropy stable.
Proof. We choose ϕ = W as test function in the equation (2.42) and sum over all space-time elements.
This results in the identity
KT∑
n=1
KS∑
k=1
(
AT
(
U
n,k,Wn,k
)
+AS
(
↔
F
n,k,Wn,k
))
= 0. (2.53)
In Appendix C.1 we prove the following equation:
KT∑
n=1
KS∑
k=1
AT
(
U
n,k,Wn,k
)
= S¯ (U (T )) +
KS∑
k=1
〈(
W
KT ,k
)T (
U
KT ,k,∗ −UKT ,k
)
, Jk
〉
N
∣∣∣∣
τ=1
−
KT∑
n=2
KS∑
k=1
〈r
W
n,k
zT
U
n,k,∗ −
r
Φn,k
z
, Jk
〉
N
∣∣∣∣
τ=−1
− S¯ (U (0))−
KS∑
k=1
〈(
W
1,k
)T (
U
1,k,∗ −U1,k
)
, Jk
〉
N
∣∣∣∣
τ=−1
,
(2.54)
where the quantity S¯ (U (T )) is defined in (2.51) and the quantity S¯ (U (0)) is given by
S¯ (U (0)) :=
KS∑
k=1
〈
s
(
U
1,k
)
, Jk
〉
N
∣∣∣
τ=−1
. (2.55)
The state U∗ is an upwind flux and satisfies UKT ,k,∗
∣∣
τ=1
= UKT ,k
∣∣
τ=1
. Thus, we obtain
KS∑
k=1
〈(
W
KT ,k
)T (
U
KT ,k,∗ −UKT ,k
)
, Jk
〉
N
∣∣∣∣
τ=1
= 0. (2.56)
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Likewise, it follows from (2.47) that
−
KT∑
n=2
KS∑
k=1
〈r
W
n,k
zT
U
n,k,∗ −
r
Φn,k
z
, Jk
〉
N
∣∣∣∣
τ=−1
≥ 0. (2.57)
Furthermore, we add and subtract S¯ (u (0)) and the quantity WTU∗ from the outside of the first
temporal element to the last line in equation (2.54). The upwind flux is defined as U1,k,∗
∣∣
τ=−1
=
u1,k
∣∣
τ=−1
in the first temporal element. Therefore, we obtain by (2.47) the inequality
− S¯ (U (0))−
KS∑
k=1
〈(
W
1,k
)T (
U
1,k,∗ −U1,k
)
, Jk
〉
N
∣∣∣∣
τ=−1
=− S¯ (u (0)) +
KS∑
k=1
〈r
Φ1,k
z
−
r
W
1,k
zT
u
1,k, Jk
〉
N
∣∣∣∣
τ=−1
≥ −S¯ (u (0)) ,
(2.58)
where the quantity S¯ (u (0)) is defined in (2.52). Overall, we obtain the following inequality for the
temporal part of the space-time DGSEM
S¯ (U (T ))− S¯ (u (0)) ≤
KT∑
n=1
KS∑
k=1
AT
(
U
n,k,Wn,k
)
. (2.59)
For the spatial part of the space-time DGSEM, we apply the identity (2.41) and obtain
AS
(
↔
F,W
)
=
∆t
2
〈
#»
D
N ·
↔
F˜
EC,W
〉
N×M
+
∆t
2
∫
∂E3,N
〈
W
T
(
F˜
∗
nˆ − F˜nˆ
)
, 1
〉
M
dS
=
∆t
2
∫
∂E3,N
〈
W
T
F˜
∗
nˆ −W
T
F˜nˆ + F˜
s
nˆ, 1
〉
M
dS.
(2.60)
By summing the contribution (2.60) over all space-time elements, we obtain
KT∑
n=1
KS∑
k=1
AS
(
↔
F
n,k,Wn,k
)
= BC−
KT∑
n=1
∑
Interior
faces
∆tn
2
∫
∂E3,N
〈r
W
n,k
zT
F˜
n,k,∗
nˆ −
s(
W
n,k
)T
F˜
n,k
nˆ
{
+
r
F˜n,k,snˆ
z
, 1
〉
M
dS,
(2.61)
where the contribution from the physical boundary terms is compactly given by
BC :=
KT∑
n=1
∑
Boundary
faces
∆tn
2
∫
∂E3,N
〈(
W
n,k
)T
F˜
n,k,∗
nˆ −
(
W
n,k
)T
F˜nˆ + F˜
n,k,s
nˆ , 1
〉
M
dS. (2.62)
Next, we apply the equation (2.49) and obtain
KT∑
n=1
∑
Interior
faces
∆tn
2
∫
∂E3,N
〈r
W
n,k
zT
F˜
n,k,∗
nˆ −
s(
W
n,k
)T
F˜
n,k
nˆ
{
+
r
F˜n,k,snˆ
z
, 1
〉
M
dS = 0. (2.63)
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Thus, it follows
KT∑
n=1
KS∑
k=1
AS
(
↔
F
n,k,Wn,k
)
= BC. (2.64)
Moreover, when the contravariant surface numerical fluxes are computed with the entropy stable Carte-
sian fluxes (2.50), the equation (2.61) provides
KT∑
n=1
KS∑
k=1
AS
(
↔
F
n,k,Wn,k
)
≥ BC, (2.65)
Finally, we obtain the discrete entropy inequality
S¯ (U (T )) ≤ S¯ (u (0))−BC, (2.66)
by (2.53), (2.59) and (2.64) (or alternative (2.65)). Here, we consider a periodic problem in the three
spatial directions. So, the physical boundary terms cancel and BC = 0 [23] yielding
S¯ (U (T )) ≤ S¯ (u (0)) . (2.67)
Remark 2 We directly see that the result (2.66) in the proof of Theorem 1 is the discrete analogue of
the continuous analysis which gave (1.17).
2.4 Discrete entropy preservation
The particular choice of periodic boundary and entropy conservative spatial numerical fluxes provide the
identity
KT∑
n=1
KS∑
k=1
AS
(
↔
F,W
)
= 0 (2.68)
as we can extract from the proof of Theorem 1. Next, we investigate the space-time DGSEM with periodic
boundary conditions in time
U
KT ,k
+ = U
1,k
− , U
1,k
+ = U
KT ,k
− , k = 1, . . . ,KS (2.69)
and numerical state functions, denoted with a #, that satisfy the property (2.32). Similar to the con-
struction of (2.54) we derive the equality
KT∑
n=1
KS∑
k=1
AT
(
U
n,k,Wn,k
)
= S¯ (U (T )) +
KS∑
k=1
〈(
W
KT ,k
−
)T (
U
KT ,k,# −UKT ,k−
)
, Jk
〉
N
∣∣∣∣
τ=1
−
KT∑
n=2
KS∑
k=1
〈r
W
n,k
zT
U
n,k,# −
r
Φ
(
U
n,k
)z
, Jk
〉
N
∣∣∣∣
τ=−1
− S¯ (U (0))−
KS∑
k=1
〈(
W
1,k
+
)T (
U
1,k,# −U1,k+
)
, Jk
〉
N
∣∣∣∣
τ=−1
.
(2.70)
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From the property (2.32) of the numerical state functions the middle term of (2.70) vanishes, i.e.,
−
KT∑
n=2
KS∑
k=1
〈r
W
n,k
zT
U
n,k,# −
r
Φn,k
z
, Jk
〉
N
∣∣∣∣
τ=−1
= 0. (2.71)
The remaining boundary terms in (2.70) cancel by the prescription of the boundary conditions (2.69)
and we find that
KT∑
n=1
KS∑
k=1
AT
(
U
n,k,Wn,k
)
= 0. (2.72)
Therefore, periodic boundary conditions in time are not an appropriate choice. Next, we consider Dirichlet
boundary conditions in time and apply temporal numerical state U∗ functions with the properties:
U
1,k,#
∣∣∣
τ=−1
= U1,k−
∣∣∣
τ=−1
= u1,k
∣∣∣
τ=−1
, UKT ,k,#
∣∣∣
τ=1
= UKT ,k−
∣∣∣
τ=1
, k = 1, . . . ,KS , (2.73)
r
W
n,k
zT
U
n,k,# =
r
Φn,k
z
, n = 2, . . . ,KT − 1, k = 1, . . . ,KS . (2.74)
Again, the middle term of (2.70) vanishes because of the property (2.71) by (2.74). Furthermore, we see
that
KS∑
k=1
〈(
W
KT ,k
−
)T (
U
KT ,k,# −UKT ,k−
)
, Jk
〉
N
∣∣∣∣
τ=1
= 0, (2.75)
due to the choice of the upwind state (2.73) and we obtain, similar to (2.58), that
− S¯ (U (0))−
KS∑
k=1
〈(
W
1,k
)T (
U
1,k,# −U1,k+
)
, Jk
〉
N
∣∣∣∣
τ=−1
= − S¯ (u (0)) +
KS∑
k=1
〈r
Φ1,k
z
−
r
W
1,k
zT
u
1,k, Jk
〉
N
∣∣∣∣
τ=−1
.
(2.76)
Thus, we obtain by (2.70), (2.75) and (2.76) the identity
KT∑
n=1
KS∑
k=1
AT
(
U
n,k,Wn,k
)
= S¯ (U (T ))− S¯ (u (0))
+
KS∑
k=1
〈r
Φ1,k
z
−
r
W
1,k
zT
u
1,k, Jk
〉
N
∣∣∣∣
τ=−1
.
(2.77)
The equations (2.68) and (2.77) provide the identity
0 =
KT∑
n=1
KS∑
k=1
(
AT
(
U
n,k,Wn,k
)
+AS
(
↔
F,W
))
= S¯ (U (T ))− S¯ (u (0)) +
KS∑
k=1
〈r
Φ1,k
z
−
r
W
1,k
zT
u
1,k, Jk
〉
N
∣∣∣∣
τ=−1
.
(2.78)
This equation is a discrete version of the continuous entropy equation (1.16). In general the sum on the
right hand side in equation (2.78) does not vanish, but the contribution can be interpreted as a projection
error that is, in general, small [4]. Hence, we have proven the following statement.
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Theorem 2 (Entropy preservation). Consider the space-time DGSEM with Dirichlet boundary con-
ditions in time and periodic boundary conditions in space. Assume that the temporal numerical
states U∗ have the properties (2.73) and (2.74). The spatial numerical surface fluxes F˜∗nˆ are com-
puted by (2.48). Then the space-time DGSEM is an entropy preserving method in the scene that the
equation (2.78) is satisfied.
We note that with the temporal states defined by (2.74) it is possible to demonstrate entropy conservation
of the space-time DG scheme. However, these temporal states are not a practicable choice for simulations
because they fully couple the space-time slabs. Therefore, the only practical choice is the upwind temporal
states U∗ = U−, which are entropy stable as shown in Theorem 1, as they provide the weakest coupling
possible between the time slabs.
3 The compressible Euler equations
As a flagship example for the temporal entropy analysis we consider the three dimensional compressible
Euler equations
∂u
∂t
+
#»
∇ ·
↔
f = 0, (3.1)
with u := (ρ, ρ #»v ,E)
T
,
↔
f = (f1, f2, f3)
T
and
f1 =


ρv1
ρv21 + p
ρv1v2
ρv2v3
(E + p) v1

 , f2 =


ρv2
ρv1v2
ρv22 + p
ρv2v3
(E + p) v2

 , f3 =


ρv3
ρv1v3
ρv2v3
ρv23 + p
(E + p) v3

 . (3.2)
The conserved states are the density ρ, the fluid velocities #»v = (v1 , v2 , v3) and the total energy E. In
order to close the system, we assume an ideal gas such that the pressure is defined as
p = (γ − 1)
(
E −
ρ
2
| #»v |2
)
, (3.3)
where γ is the adiabatic constant.
3.1 Euler State Values in Time
Here we focus on the temporal entropy analysis. Complete details on the spacial entropy stability analysis
for the Euler equations can be found in, e.g., [6,8,23,27].
Theorem 3 (Entropy conservative temporal Euler state). From the entropy conservation condition
in time JWKT U# = JΦK , (3.4)
we derive the temporal state for the Euler equations to be
U
# =


ρln
ρln{{v1}}
ρln{{v2}}
ρln{{v3}}
ρln
2βln(γ−1)
+ ρln
(
{{v1}}
2
+ {{v2}}
2
+ {{v3}}
2
− 12
({{
v21
}}
+
{{
v22
}}
+
{{
v23
}}))


(3.5)
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with the arithmetic mean (2.46) and introducing the logarithmic mean
(·)ln =
J·KJln(·)K . (3.6)
Proof. First, we collect the necessary quantities for the discrete temporal entropy analysis of the Euler
equations:
U = (ρ , ρv1 , ρv2 , ρv3 , E)
T ,
W =
(
γ − ς
γ − 1
− β | #»v |
2
, 2βv1 , 2βv2 , 2βv3 , −2β
)T
,
s = −
ρς
γ − 1
,
Φ = ρ,
(3.7)
where ς = −(γ − 1) ln(ρ) − ln(β) − ln(2) and β = ρ/(2p). In order to compute the Euler state
function U#, we will rearrange the equation (3.4) by algebraic manipulations. Therefore, the following
two important properties of the jump operator are necessary
JabK = {{a}} JbK + {{b}} JaK and ra2z = 2 {{a}} JaK , (3.8)
where a and b are given quantities. Forgoing some algebra we apply the identities (3.8) several times
and introduce the logarithmic mean (3.6) to find
JρK :U#1
ρln
= 1
Jv1K :− 2U#1 {{v1}} {{β}}+ 2U#2 {{β}} = 0
Jv2K :− 2U#1 {{v2}} {{β}}+ 2U#3 {{β}} = 0
Jv3K :− 2U#1 {{v3}} {{β}}+ 2U#4 {{β}} = 0
JβK :− 2U#5 + U#1βln(γ − 1) − U#1
({{
v21
}}
+
{{
v22
}}
+
{{
v23
}})
+ 2U#2 {{v1}}+ 2U
#
3 {{v2}}+ 2U
#
4 {{v3}} = 0.
(3.9)
We solve to find the entropy conservative state function in time to be
U
# =


ρln
ρln{{v1}}
ρln{{v2}}
ρln{{v3}}
ρln
2βln(γ−1)
+ ρln
(
{{v1}}
2
+ {{v2}}
2
+ {{v3}}
2
− 12
({{
v21
}}
+
{{
v22
}}
+
{{
v23
}}))


. (3.10)
We note that U# is symmetric with respect to its arguments and is consistent, as taking the left and
right states to be the same gives
U
# =


ρ
ρv1
ρv2
ρv3
ρ
2β(γ−1) +
ρ
2 |
#»v |
2


=


ρ
ρv1
ρv2
ρv3
p
(γ−1) +
ρ
2 |
#»v |
2


=


ρ
ρv1
ρv2
ρv3
E


. (3.11)
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Finally, a numerically stable procedure to compute the logarithmic mean (3.6) is provided by Ismail and
Roe [27, Appendix B].
The entropy conservative temporal state functionU# couples all time slabs in the space-time DG scheme.
Thus, it is not a computationally tractable option for approximating the solution of the Euler equations.
As previously mentioned, the only feasible choice for a temporal numerical state is the pure upwind
state, as it decouples the time slaps. Thus, we next show that the upwind numerical state satisfies (2.47)
in the case of the Euler equations.
Lemma 1 (Entropy stable temporal Euler state) The upwind temporal state
U
∗ =


ρ−
ρ−(v1)−
ρ−(v2)−
ρ−(v3)−
E−


, E− =
ρ−
2β−(γ − 1)
+
ρ−
2
(
(v1)
2
− + (v2)
2
− + (v3)
2
−
)
, (3.12)
for the compressible Euler equations satisfies the entropy stability condition in time
JWKT U∗ ≤ JΦK . (3.13)
Proof. First we compute the jump in the entropy variables
JWK =


JρK
(ρ)ln
+ JβK
βln(γ−1)
−
({{
v21
}}
+
{{
v22
}}
+
{{
v23
}} ) JβK− 2 {{β}}( {{v1}} Jv1K + {{v2}} Jv2K + {{v3}} Jv3K)
2 {{β}} Jv1K + 2 {{v1}} JβK
2 {{β}} Jv2K + 2 {{v2}} JβK
2 {{β}} Jv3K + 2 {{v3}} JβK
−2 JβK


.
(3.14)
Now we compute the left side of the condition (3.13) to be
JWKT U∗ = ρ− ( JρK
(ρ)ln
+
JβK
βln(γ − 1)
−
({{
v21
}}
+
{{
v22
}}
+
{{
v23
}}) JβK− 2 {{β}}( {{v1}} Jv1K + {{v2}} Jv2K + {{v3}} Jv3K))+ ρ−v− (2 {{v}} JβK + 2 {{β}} JvK)− 2E− JβK
+ ρ−(v1)− (2 {{β}} Jv1K + 2 {{v1}} JβK) + ρ−(v2)− (2 {{β}} Jv2K + 2 {{v2}} JβK) + ρ−(v3)− (2 {{β}} Jv3K + 2 {{v3}} JβK)− 2E− JβK
=
ρ−
ρln
JρK− 2ρ− {{β}} Jv1K ({{v1}} − (v1)−)− 2ρ− {{β}} Jv2K ({{v2}} − (v2)−)− 2ρ− {{β}} Jv3K ({{v3}} − (v3)−)
+ JβK( ρ−
βln(γ − 1)
− ρ−
{{
v21
}}
+ 2ρ−(v1)− {{v1}} − ρ−
{{
v22
}}
+ 2ρ−(v2)− {{v2}} − ρ−
{{
v23
}}
+ 2ρ−(v3)− {{v3}} − 2E−
)
.
(3.15)
First, we note for a given quantity a we have
{{a}} − a− =
1
2
(a+ + a−)− a− =
1
2
JaK , (3.16)
and apply this finding on three terms in (3.15) as well as substitute the form of E− to obtain
JWKT U∗ = ρ−
ρln
JρK− ρ− {{β}} [(Jv1K)2 + (Jv2K)2 + (Jv3K)2]− ρ−
β−βln(γ − 1)
JβK(βln − β−)+ ρ− JβK(−{{v21}}+ 2(v1)− {{v1}} − (v1)2−
−
{{
v22
}}
+ 2(v2)− {{v2}} − (v2)
2
− −
{{
v23
}}
+ 2(v3)− {{v3}} − (v3)
2
−
)
.
(3.17)
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Now we do a manipulation on the velocity terms multiplied by JβK, e.g., for v1 we find
−
{{
v21
}}
+ 2(v1)− {{v1}} − (v1)
2
− = −
1
2
(v1)
2
+ −
1
2
(v1)
2
− + (v1)+(v1)− + (v1)
2
− − (v1)
2
−
= −
1
2
(
(v1)
2
+ − 2(v1)+(v1)− + (v1)
2
−
)
= −
1
2
((v1)+ − (v1)−)
2
= −
1
2
(Jv1K)2 .
(3.18)
This further simplifies (3.17) to become
JWKT U∗ = ρ−
ρln
JρK− ρ− {{β}} [(Jv1K)2 + (Jv2K)2 + (Jv3K)2]− ρ−
β−βln(γ − 1)
JβK(βln − β−) − ρ−
2
JβK [(Jv1K)2 + (Jv2K)2 + (Jv3K)2]
=
ρ−
ρln
JρK− ρ− [(Jv1K)2 + (Jv2K)2 + (Jv3K)2]({{β}}+ 1
2
JβK)− ρ−
β−βln(γ − 1)
JβK(βln − β−) .
(3.19)
From the definitions of the jump and the arithmetic mean (2.46) we know
{{β}}+
1
2
JβK = 1
2
(β+ + β− + β+ − β−) = β+, (3.20)
and we add and subtract the value of JρK to (3.19) to find
JWKT U∗ = ρ−
ρln
JρK± JρK− ρ−β+ [(Jv1K)2 + (Jv2K)2 + (Jv3K)2]− ρ−
β−βln(γ − 1)
JβK(βln − β−)
= JρK− 1
ρln
JρK(ρln − ρ−)− ρ−β+ [(Jv1K)2 + (Jv2K)2 + (Jv3K)2]− ρ−
β−βln(γ − 1)
JβK(βln − β−) .
(3.21)
From the definition of the logarithmic and arithmetic mean between two values of a given variable, a,
we know that [5]
aln ≤ {{a}} , (3.22)
and we can reuse the result (3.16) to find
aln − a− ≤ {{a}} − a− =
1
2
JaK . (3.23)
We apply (3.23) to the ρln and βln terms in (3.21) to find
JWKT U∗ ≤ JρK− 1
2ρln
(JρK)2 − ρ−β+ [(Jv1K)2 + (Jv2K)2 + (Jv3K)2]− ρ−
2β−βln(γ − 1)
(JβK)2
≤ JρK ,
(3.24)
under the physical assumptions of positive density and temperature. Thus, the upwind temporal state
fulfills (3.13) and is entropy stable in time for the Euler equations.
Remark 3 The result of Lemma 1 that the upwind state is entropy stable also holds for the shallow
water (see A.1) and the ideal MHD (see B.1) equations.
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3.2 Kinetic energy preservation for the Euler equations
For the Euler equations (3.1), it is also possible to recover a balance law for the kinetic energy such
that the discrete integral of the kinetic energy is not changed by the advective terms, but only by the
pressure work [28]. Jameson [28] analyzed finite volume methods with respect to the kinetic energy and
constructed conditions on the numerical surface flux functions to generate kinetic energy preserving
(KEP) schemes. Gassner et al. [24] generalized the KEP scheme into the high-order DG context on
Cartesian meshes. In this section, we extend these results to the space-time DGSEM on curvilinear
hexahedral meshes and introduce similar conditions on the numerical state function to guarantee KEP
in time.
3.2.1 Continuous kinetic energy evolution
We want the space-time DG scheme to mimic the continuous analysis. Therefore, much as we did for
the entropy, we first examine and analyze the continuous kinetic energy balance and determine the steps
that the discretization must capture. First, we define the following set of variables
v :=
(
−
1
2
| #»v |2 , #»v , 0
)T
. (3.25)
Then, we obtain the kinetic energy by
v
T
u = −
1
2
ρ | #»v |2 + ρ #»v T #»v =
1
2
ρ | #»v |2 =: κ. (3.26)
We note that vT = ∂κ∂u . Furthermore, it follows
v
T ∂u
∂t
=
∂κ
∂t
and v
T
(
#»
∇x ·
↔
f
)
=
#»
∇x ·
#»
f κ + #»v ·
#»
∇xp, (3.27)
where
#»
f κ = 12ρ
#»v | #»v |
2
can be interpreted as a kinetic energy flux and #»v ·
#»
∇xp is the pressure work.
Thus, we obtain the equation for the kinetic energy balance
∂κ
∂t
+
#»
∇x ·
#»
f κ + #»v T ·
#»
∇xp = 0. (3.28)
Next, we integrate the equation (3.28) over a space-time domain Ω × [0, T ] to obtain
∫
Ω
T∫
0
∂κ
∂t
dt dV +
T∫
0
∫
Ω
#»
∇x ·
#»
f κ dV dt+
T∫
0
∫
Ω
#»v T ·
#»
∇xp dV dt = 0. (3.29)
The terms on left hand side in (3.29) are evaluated as follows: The fundamental theorem of calculus is
used for the temporal integral in the first term, the divergence theorem is used for the spatial integral
in the second term and the spatial integral in the last term is evaluated with the integration-by-parts
formula. This results in
∫
Ω
(κ(x, y, z, T )− κ(x, y, z, 0)) dV −
T∫
0
∫
Ω
(
#»
∇x ·
#»v )pdV dt+
T∫
0
∫
∂Ω
(
#»
f κ + p #»v
)
· #»n dS dt = 0, (3.30)
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where #»n is the normal at the physical boundary. Rearranging terms provides
∫
Ω
κ(x, y, z, T ) dV =
∫
Ω
κ(x, y, z, 0) dV +
T∫
0
∫
Ω
(
#»
∇x ·
#»v )pdV dt−
T∫
0
∫
∂Ω
(
#»
f κ + p #»v
)
· #»n dS dt. (3.31)
We see that in the incompressible case
#»
∇x ·
#»v = 0. Thus, for incompressible flows, the spatial integral
of the kinetic energy at time T is bounded by its initial value provided proper boundary conditions are
considered. In many situations, e.g., compressible flows, discontinuous solutions, or specific boundary
conditions, it is only possible to obtain the inequality
∫
Ω
κ(x, y, z, T ) dV ≤
∫
Ω
κ(x, y, z, 0) dV +
T∫
0
∫
Ω
(
#»
∇x ·
#»v )pdV dt−
T∫
0
∫
∂Ω
(
#»
f κ + p #»v
)
· #»n dS dt. (3.32)
Thus, the kinetic energy at a given time T is bounded by its initial value, the volume integral over the
non-conservative term (
#»
∇x ·
#»v )p and a contribution from the boundary faces which can be controlled
by suitable boundary conditions.
3.2.2 Discrete kinetic energy analysis
In the context of the space-time DGSEM, we are interested in finding an upper bound for the quantity
K¯ (U (T )) :=
KS∑
k=1
〈
κ
(
U
KT ,k
)
, Jk
〉
N
∣∣∣
τ=1
. (3.33)
The quantity (3.33) is a discrete version of the spatial integral of κ(x, y, z, T ). Likewise, the quantity
K¯ (u (0)) :=
KS∑
k=1
〈
κ
(
u
1,k
)
, Jk
〉
N
∣∣∣
τ=−1
, (3.34)
is a discrete version of the spatial integral of κ(x, y, z, 0). The quantity u1,k
∣∣
τ=−1
= uk (0) in (3.34) is
the initial condition prescribed to the conservation law in the spatial cell ek, k = 1, . . . ,KS . In order
to construct a space-time KEP DGSEM, we replace the derivative projection operator in the temporal
part (2.43) by
D
M
U
KEP
σijk := 2
M∑
θ=0
DσθU
KEP (Uσijk,Uθijk) , (3.35)
where the state UKEP is consistent, symmetric, and satisfies the conditions
U
KEP
2 = {{v1}}(σ,θ)ijk U
KEP
1 , U
KEP
3 = {{v2}}(σ,θ)ijk U
KEP
1 , U
KEP
4 = {{v3}}(σ,θ)ijk U
KEP
1 , (3.36)
for σ, θ = 0, . . . ,M and i, j, k = 0, . . . , N . The volume averages in (3.36) are given by
{{vl}}(σ,θ)ijk =
1
2
(
(vl)σijk + (vl)θijk
)
, l = 1, 2, 3. (3.37)
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We note that the entropy preserving temporal Euler state U# given by (3.10) also satisfies the conditions
(3.36). The derivative projection operator in the spatial part (2.44) is replaced by
#»
D
N ·
↔
F˜
KEP
σijk := 2
N∑
m=0
Dim
(
↔
F
KEP,1 (Uσijk,Uσmjk) ·
{{
J #»a 1
}}
(i,m)jk
)
+Djm
(
↔
F
KEP,2 (Uσijk,Uσimk) ·
{{
J #»a 2
}}
i(j,m)k
)
+Dkm
(
↔
F
KEP,3 (Uσijk,Uσijm) ·
{{
J #»a 3
}}
ij(k,m)
)
,
(3.38)
where the volume averages of the metric terms are given by (2.36) . The fluxes
↔
F
KEP,l =
(
F
KEP,l
1 ,F
KEP,l
2 ,F
KEP,l
3
)T
, l = 1, 2, 3, (3.39)
are consistent with
↔
F and symmetric such that e.g.
↔
F
KEP,l (Uσijk,Uσmjk) =
↔
F
KEP,l (Uσmjk,Uσijk) , (3.40)
for σ = 0, . . . ,M and i, j, k,m = 0, . . . , N . Furthermore the flux functions Fs
KEP,l, l = 1, 2, 3 and
s = 1, 2, 3, satisfy Jameson’s conditions [28]
F
2,KEP,l
1
= {{v1}}F
1,KEP,l
1
+p⋆
1l, F
2,KEP,l
2
= {{v1}}F
1,KEP,l
2
, F3,KEP,l
2
= {{v1}}F
1,KEP,l
3
,
F
3,KEP,l
1
= {{v2}}F
1,KEP,l
1
, F3,KEP,l
2
= {{v2}}F
1
2
KEP,l
+p⋆
2l, F
3,KEP,l
3
= {{v2}}F
1,KEP,l
3
,
F
4,KEP,l
1
= {{v3}}F
1,KEP,l
1
, F4,KEP,l
2
= {{v3}}F
1,KEP,l
2
, F4,KEP,l
3
= {{v3}}F
1,KEP,l
3
+p⋆
3l,
(3.41)
where
p⋆sl = 2 {{p}} −
{{pJasl}}
{{Jasl }}
, s = 1, 2, 3, and l = 1, 2, 3. (3.42)
We note that the quantities (3.42) become psl = {{p}} for all s = 1, 2, 3 and l = 1, 2, 3 in the case of
a Cartesian mesh with non-curved elements. Moreover, it is enough to compute the spatial derivative
projection operator (3.38) from one Cartesian block flux
↔
FKEP which components satisfy Jameson’s
conditions
F
2,KEP
1
= {{v1}}F
1,KEP
1
+ {{p}} , F2,KEP
2
= {{v1}}F
1,KEP
2
, F3,KEP
2
= {{v1}}F
1,KEP
3
,
F
3,KEP
1
= {{v2}}F
1,KEP
1
, F3,KEP
2
= {{v2}}F
1,
2
KEP
+ {{p}} , F3,KEP
3
= {{v2}}F
1,KEP
3
,
F
4,KEP
1
= {{v3}}F
1,KEP
1
, F4,KEP
2
= {{v3}}F
1,KEP
2
, F4,KEP
3
= {{v3}}F
1,KEP
3
+ {{p}} .
(3.43)
In Ranocha’s PHD thesis [41, Chapter 7, Section 4] an example of an entropy conserving two point
flux with the property (3.43) was developed. This flux is described in the Appendix E. Moreover, the
conditions (3.43) were used in [24] to prove that a semi-discrete high-order DGSEM with non-curved
elements is a KEP method. For a space-time DGSEM with curved hexahedral elements, we have the
following result.
Theorem 4 (Kinetic energy preservation). A space-time DGSEM (2.42) for the Euler equations
with:
1. Dirichlet boundary conditions in time and periodic boundary conditions in space,
2. temporal numerical state functions U∗ with the property (2.73) at the exterior temporal boundary
points and the property (3.36) at the interior temporal boundary points,
3. surface fluxes F˜nˆ computed from Cartesian fluxes F
KEP
l , l = 1, 2, 3, with the property (3.43),
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is a kinetic energy preserving method such that
K¯ (U (T )) = K¯ (U (0)) +
KT∑
n=1
KS∑
k=1
∆tn
2
〈
#»
∇ξ · I
N
(
#»
v˜ n,k
)
, pn,k
〉
N×M
+
KT∑
n=1
∑
Interior
faces
∆tn
2
∫
∂E3,N
〈{{
pn,k
}}r
v˜n,knˆ
z
, 1
〉
M
dS
+
KS∑
k=1
〈r
V
1,k
zT
u
1,k, Jk
〉
N
∣∣∣∣
τ=−1
.
(3.44)
Remark 4 We note that the equation (3.44) is a discrete equivalent of the continuous equation (3.31).
In general the last sum on the right side in (3.44) does not vanish, but the contribution of this quan-
tity is small. In addition, we note that due to the discontinuous solution space ansatz the numerical
approximation of
#»
∇x ·
#»v generates volume and surface contributions.
The proof for the Theorem 4 is similar to the proofs of the entropy stability and preservation in the
sections 2.3 and 2.4. Nevertheless, for the sake of completeness, we present a proof in Appendix D.1.
We note that it is not a computationally tractable option to compute the state functions U∗ as given in
point 2 of Theorem 4, since a state function with the property (3.36) couples the time slaps. It is more
convenient to choose the state functions U∗ by the upwind state (3.12). The upwind state does not have
the KEP property (3.36). However, by the properties (3.8) of the jump operator we knowr
| #»v |2
z
= 2 ({{v1}} Jv1K + {{v2}} Jv2K + {{v3}} Jv3K) . (3.45)
Thus, it follows directly by the definition of the temporal upwind state
JVKT U∗ = −1
2
r
| #»v |2
z
ρ− + Jv1K ρ− (v1)− + Jv2K ρ− (v2)− + Jv3K ρ− (v3)−
= ρ−
(Jv1K ((v1)− − {{v1}})+ Jv2K ((v2)− − {{v2}})+ Jv3K) ((v3)− − {{v3}})
= −
1
2
ρ−
(Jv1K2 + Jv2K2 + Jv3K2)
≤ 0.
(3.46)
If, we apply this inequality instead of the identity (3.36) in the proof of the Theorem 4 (cf. Appendix
D.1), we obtain the following inequality for the space-time DGSEM
K¯ (U (T )) ≤ K¯ (U (0)) +
KT∑
n=1
KS∑
k=1
∆tn
2
〈
#»
∇ξ · I
N
(
#»
v˜ n,k
)
, pn,k
〉
N×M
+
KT∑
n=1
∑
Interior
faces
∆tn
2
∫
∂E3,N
〈{{
pn,k
}}r
v˜n,knˆ
z
, 1
〉
M
dS,
(3.47)
since the definition of the upwind state (3.12) and the inequality (3.47) provide〈r
V
1,k
zT
u
1,k, Jk
〉
N
∣∣∣∣
τ=−1
=
〈r
V
1,k
zT
U
1,k,∗
〉
N
∣∣∣∣
τ=−1
≤ 0, k = 1, . . . ,KS . (3.48)
We note that the inequality (3.47) is the discrete equivalent of the continuous inequality (3.32).
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4 Numerical results
In this section, we present numerical tests for the one dimensional compressible Euler equations
∂u
∂t
+
∂f
∂x
= 0, (4.1)
u := (ρ, ρv, E)T , f =
(
ρv, ρv2 + p, (E + p) v
)T
, (4.2)
to evaluate the theoretical findings of the previous sections. The density ρ, the fluid velocities v and the
total energy E are conserved states in the Euler system. Furthermore, to close the system, we assume
an ideal gas such that the pressure is defined as
p = (γ − 1)
(
E −
1
2
ρv2
)
, (4.3)
where γ is the adiabatic constant. In all the numerical examples is γ = 1.4 which is the adiabatic
constant for air. The primary concern is the numerical verification of the high-order accuracy, entropy
stability, entropy preservation and kinetic energy preservation of the space-time DGSEM. In particular,
we show that the temporal upwind state (3.12) is entropy stable and the temporal state (3.10) preserves
entropy and kinetic energy.
4.1 Convergence test
We start with a demonstration of the high-order accuracy by a manufactured solution
U (x, t) =


ρ (x, t)
ρv (x, t)
E (x, t)

 =


2 + sin (2π(x− t))
2 + sin (2π(x− t))
(2 + sin (2π(x− t)))2

 . (4.4)
The state (4.4) is a smooth analytical solution of the compressible Euler equations, if we consider the
Euler system with the source term
Q (x, t) =


0
π(γ−1)
2 cos (2π(x− t))
π(γ−1)
2 cos (2π(x− t))

 . (4.5)
The spatial domain is [0, 1] and periodic boundary conditions in space are used. The final time of the
simulation is chosen to be T = 1 and Dirichlet Boundary conditions are used in time. The space-
time elements are uniformly distributed with the length ∆x = 1KS for the spatial elements and the
length ∆t = 1KT for the temporal elements, where KS denotes the number of spatial elements and KT
denotes the number of temporal elements. We apply the space-time DGSEM with the temporal derivative
projection operator (2.31) computed by (3.10) and the upwind state (3.12) is used at the temporal
interfaces. The spatial derivative projection operator (3.38) is computed by the entropy conservative
(EC) flux developed by Ranocha [41] given in Appendix E and the EC flux with the dissipation matrix
of the form (2.50) is used as spatial surface numerical flux in this example.
The initial condition is determined by interpolation of U (x, 0) at N + 1 LGL nodes. Table 1 shows
the L2 errors of the conserved quantities and order of convergence for temporal polynomials of degree
M = 2 and spatial polynomials of degree N = 2. The observed experimental convergence rates agree
with the expected optimal order three for the space time scheme, e.g. [21].
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KT KS L
2 (ρ) EOC(ρ) L2 (ρu) EOC(ρu) L2 (E) EOC(E)
2 2 3.73E-02 - 5.84E-02 - 1.43E-01 -
4 4 6.27E-03 2.6 8.55E-03 2.8 1.91E-02 2.9
8 8 7.79E-04 3.0 6.78E-04 3.7 2.39E-03 3.0
16 16 1.20E-04 2.7 6.65E-05 3.3 3.35E-04 2.8
32 32 1.55E-05 3.0 6.95E-06 3.3 3.84E-05 3.1
Table 1: Experimental order of convergence (EOC) for manufactured solution test (4.4). The space-time
DGSEM is used with temporal polynomial degree M = 2 and spatial polynomial degree N = 2.
The number for the spatial and temporal elements was chosen equal for the test in Table 1. Thus, we
repeat this test example, but this time the number for the temporal elements is chosen to be twice as
large as the number of the spatial elements. The results are given in Table 2. We the same order of
convergence for the conserved quantities as in Table 1.
KT KS L
2 (ρ) EOC(ρ) L2 (ρu) EOC(ρu) L2 (E) EOC(E)
4 2 2.90E-02 - 4.52E-02 - 1.05E-01 -
8 4 6.41E-03 2.2 8.56E-03 2.4 1.83E-02 2.5
16 8 8.10E-04 3.0 7.20E-04 3.6 2.40E-03 2.9
32 16 1.21E-04 2.7 6.86E-05 3.4 3.35E-04 2.8
64 32 1.56E-05 3.0 7.03E-06 3.3 3.84E-05 3.1
Table 2: Experimental order of convergence (EOC) for manufactured solution test (4.4). The space-time
DGSEM is used with temporal polynomial degree M = 2 and spatial polynomial degree N = 2. The
grid cell number KT for the temporal cells is chosen twice big as the spatial grid cell number KS.
In Table 3 the behavior of the space-time DGSEM for polynomials with an odd degree is shown. The L2
errors of the conserved quantities and order of convergence for temporal polynomials of degreeM = 3 and
spatial polynomials of degree N = 3 are presented. The experimental convergence order is suboptimal.
KT KS L
2 (ρ) EOC(ρ) L2 (ρu) EOC(ρu) L2 (E) EOC(E)
2 2 6.85E-03 - 1.17E-02 - 2.31E-02 -
4 4 3.83E-04 4.2 3.67E-04 5.0 1.37E-03 4.1
8 8 5.70E-05 2.7 3.99E-05 3.2 1.49E-04 3.2
16 16 7.08E-06 3.0 2.75E-06 3.9 1.40E-05 3.4
32 32 5.44E-07 3.7 2.54E-07 3.4 1.22E-06 3.5
Table 3: Experimental order of convergence (EOC) for manufactured solution test (4.4). The space-time
DGSEM is used with temporal polynomial degree M = 3 and spatial polynomial degree N = 3.
Next, we choose polynomials of different degree in time and space and compute the convergence order of
the space-time DGSEM. The L2 errors of the conserved quantities and order of convergence for temporal
polynomials of degree M = 3 and spatial polynomials of degree N = 2 are presented in Table 4. The
error of the spatial approximation dominates compared to the temporal approximation errors such that
an experimental convergence order of three is obtained.
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KT KS L
2 (ρ) EOC(ρ) L2 (ρu) EOC(ρu) L2 (E) EOC(E)
2 2 2.98E-02 - 4.48E-02 - 1.11E-01 -
4 4 6.58E-03 2.2 8.78E-03 2.4 1.84E-02 2.6
8 8 8.17E-04 3.0 7.32E-04 3.6 2.40E-03 2.9
16 16 1.22E-04 2.7 6.91E-05 3.4 3.35E-04 2.8
32 32 1.56E-05 3.0 7.05E-06 3.3 3.84E-05 3.1
Table 4: Experimental order of convergence (EOC) for manufactured solution test (4.4). The space-time
DGSEM is used with temporal polynomial degree M = 3 and spatial polynomial degree N = 2.
We observe a similar effect when the degree of the spatial polynomials is larger than the degree of the
temporal polynomials. In Table 5, we present the L2 errors of the conserved quantities and order of
convergence for temporal polynomials of degree M = 2 and spatial polynomials of degree N = 3. We
reach the optimal order four for the three conserved quantities as in the Table 3.
KT KS L
2 (ρ) EOC(ρ) L2 (ρu) EOC(ρu) L2 (E) EOC(E)
2 2 2.73E-02 - 3.58E-02 - 6.28E-02 -
4 4 4.39E-03 2.6 5.69E-03 2.7 7.58E-03 3.1
8 8 3.29E-04 3.7 4.09E-04 3.8 4.72E-04 4.0
16 16 2.34E-05 3.8 2.91E-05 3.8 3.69E-05 3.7
32 32 1.51E-06 4.0 1.86E-06 4.0 2.50E-06 3.9
Table 5: Experimental order of convergence (EOC) for manufactured solution test (4.4). The space-time
DGSEM is used with temporal polynomial degree M = 2 and spatial polynomial degree N = 3. The
grid cell number KT for the temporal cells is chosen twice large as the spatial grid cell number KS .
4.2 Entropy stability check
We consider the one-dimensional Euler equations (4.1) with the initial discontinuous data
ρ0 =
{
1 for x ≤ 0.3
1.125 for x > 0.3
, v0 = 0, p0 =
{
1 for x ≤ 0.3
1.1 for x > 0.3
(4.6)
on the spatial domain [0, 1]. Periodic boundary conditions are used in space and Dirichlet Boundary
conditions are used in time. We note that (4.6) provides a shock solution. To test the entropy stability
property, we measure the error
∆S(T ) := S¯ (U (T ))− S¯ (u (0)) , (4.7)
where S¯ (U (T )) is computed by (2.51) and S¯ (u (0)) is computed by (2.52). The quantity represents the
difference between the discrete total entropy at time T and initial time and should decrease in time. The
spatial domain is decomposed into KS = 4 spatial elements. The final time of the simulation is chosen
to be T = 1. Thus, we partition the temporal domain [0, 1] in KT = 4, 16, 128 elements. The temporal
polynomial degree is M = 3 and the spatial polynomial degree is N = 2. Furthermore, we apply the
space-time DGSEM with the same temporal derivative projection operator (2.31) as in Section 4.4 and
the spatial derivative projection operator (3.38) as in Section 4.4. The evolution of the error (4.7) until
a final time of T = 1 is presented in Fig. 1 for both EC flux functions. We observe that the quantity
(4.7) decreases in time as predicted by the theoretical result of Theorem 1.
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Fig. 1: Temporal evolution of the difference between the discrete total entropy at initial time and the
discrete total energy at time T represented by of the error ∆S(T ) given by (4.7) for the initial data (4.6)
with KT = 4, 16, 128 temporal elements and KS = 4 spatial elements. The temporal polynomial degree
is M = 3 and the spatial polynomial degree N = 2.
4.3 Entropy conservation check
In this section, we investigate numerically the theoretical findings from Theorem 2. Therefore, we consider
the same initial value problem (4.6). As in the previous section, periodic boundary conditions are used
in space and Dirichlet Boundary conditions are used in time. The spatial domain is decomposed into
KS spatial elements and the temporal domain [0, 1] in KT elements. The space-time DGSEM is applied
with the temporal derivative projection operator (2.31) computed by (3.10) and the spatial derivative
projection operator (3.38) is computed by the entropy conservative flux from Appendix E. Furthermore,
the upwind state (3.12) is used to compute the temporal numerical state functions at the temporal
interfaces of the first and last time points. At the interior temporal interfaces the numerical state functions
are computed by the state function (3.10). We are interested in measuring the quantity
ΞS (T ) := ∆S(T ) +
KS∑
k=1
〈r
Φ
(
U
1,k
)z
−
r
W
1,k
zT
u
1,k, Jk
〉
N
∣∣∣∣
τ=−1
, (4.8)
where ∆S(T ) is given by (4.7). In order to reach entropy stability in the sense of the equation (2.78), the
quantity ΞS (T ) should be zero at final T = 1. We apply the space-time DGSEM with various different
values for the number of temporal cells, number of spatial cells, temporal polynomial degree M , spatial
polynomial degree N , and compute the quantity (4.8). The results are given in Table 6, we observe that
the quantity (4.8) is on the order of machine precision in all the tested configurations varying the number
of space-time elements as well as the two polynomial approximation orders. This fits to the theoretical
result proven in Theorem 2.
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KT KS P
M
P
N ΞS (T )
5 4 3 2 -2.54e-15
4 5 2 3 -5.56e-16
2 2 3 4 -1.98e-14
2 3 6 5 8.86e-16
2 2 5 3 9.65e-15
1 8 6 4 1.34e-15
Table 6: The error ΞS (T ) given by (4.8) at final time T = 1 on uniform grids and for polynomials with
various degree in time and space. We observe that the error is always on the order of machine precision
regardless of the chosen configuration.
4.4 Kinetic energy preservation check
In this section, we investigate numerically the theoretical findings from Theorem 4. Therefore, we consider
the initial value problem
ρ0 = 2 + sin (2π(x− t)) , , v0 = 1, p = 1. (4.9)
As in the previous section, periodic boundary conditions are used in space and Dirichlet Boundary
conditions are used in time. The spatial domain is decomposed intoKS spatial elements and the temporal
domain [0, 1] inKT elements. The space-time DGSEM is applied with the temporal derivative projection
operator (2.31) computed by (3.10) and the spatial derivative projection operator (3.38) is computed by
the entropy conservative flux from Appendix E. We note that this flux satisfies also Jameson’s conditions
(3.43) for kinetic energy preservation. Furthermore, the upwind state (3.12) is used to compute the
temporal numerical state functions at the temporal interfaces of the first and last time points. At the
interior temporal interfaces the numerical state functions are computed by the state function (3.10). We
are interested in measuring the quantity
ΘK (T ) =K¯ (U (T ))− K¯ (U (0))−
KT∑
n=1
KS∑
k=1
∆tn
2
〈
#»
∇ξ · I
N
(
#»
v˜ n,k
)
, pn,k
〉
N×M
−
KT∑
n=1
∑
Interior
faces
∆tn
2
∫
∂E3,N
〈{{
pn,k
}}r
v˜n,knˆ
z
, 1
〉
M
dS
−
KS∑
k=1
〈r
V
1,k
zT
u
1,k, Jk
〉
N
∣∣∣∣
τ=−1
,
(4.10)
where K¯ (U (T )) is given by (3.33) and K¯ (U (0)) is given by (3.34). The quantity ΘK (T ) should be
zero at final T = 1. We apply the space-time DGSEM with various different values for the number of
temporal cells, number of spatial cells, temporal polynomial degree M , spatial polynomial degree N ,
and compute the quantity (4.8). The results are given in Table 7, we observe that the quantity (4.8)
is on the order of machine precision in all the tested configurations varying the number of space-time
elements as well as the two polynomial approximation orders. This fits to the theoretical result proven
in Theorem 4.
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KT KS P
M
P
N ΘK (T )
5 4 3 2 1.04e-15
4 5 2 3 2.42e-15
2 2 3 4 9.82e-16
2 3 6 5 2.44e-15
2 2 5 3 -1.26e-15
1 8 6 4 -5.20e-15
Table 7: The error ΘK (T ) given by (4.10) at final time T = 1 on uniform grids and for polynomials with
various degree in time and space. We observe that the error is always on the order of machine precision
regardless of the chosen configuration.
5 Conclusion
In this work we developed a novel space-time discontinuous Galerkin spectral element approximation for
non-linear conservation laws that was entropy stable. On the discrete level we constructed a numerical
state for the vector of conservative variables and numerical flux functions such that the chain rule still
holds and we could directly mimic the continuous entropy analysis of the system. Here, special attention
was given to the temporal term as discrete entropy analysis is typically done on the semi-discrete level,
e.g. [6]. All derivatives in space and time are approximated with a high-order derivative matrix that
are summations-by-parts (SBP) operators. The SBP property was required to mimic integration-by-
parts to move derivatives back and forth in the discrete variational forms that naturally arose in the
DG approximation. The variational forms are approximated with high-order Legendre-Gauss-Lobatto
quadrature, which was critical for the entropy stability proof to hold for a general system of conservation
laws because there is no assumption of exact integration made on the variational forms.
We examined the Euler equations in detail and derived the necessary numerical state functions in time
needed by the space-time scheme. Further, we generalized the concept of kinetic energy preservation
(KEP), first proposed by Jameson [28], to include the influence of the temporal approximation. This
meant creating constraints on the form of the numerical state in time and found they were similar to the
constraints put on the spatial numerical flux functions. We used the Euler equations in the numerical
results to verify the proven properties of the space-time DG scheme. Additionally, the temporal analysis
for the shallow water and ideal MHD equations are provided in appendices.
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A Shallow Water State Values in Time
The shallow water equations are
∂
∂t
[
h
h #»v
]
+
#»
∇x ·
[
h #»v
h #»v #»v T + g
2
h2I
]
=
[
0
#»
0
]
, (A.1)
where h is the water height, #»v = (v1, v2) are the fluid velocities, g is the gravitational constant, and I is the 2×2
identity matrix. Here we ignore the bottom topography, b, as it is constant in time. Thus, any jumps that arise
in the current analysis with simply vanish. However, complete details on the development of the spacial entropy
stability analysis for the shallow water equations with a bottom topography can be found in, e.g., [18,25,45].
Here we focus on the temporal entropy analysis. The condition to design a discretely entropy conservative temporal
state is (2.32). We collect the necessary shallow water quantities for the discrete temporal entropy analysis
U = (h , hv1 , hv2)
T ,
W =
(
gh−
1
2
(
v21 + v
2
2
)
, v1 , v2
)T
,
s =
hv2
2
+
gh2
2
+ ghb,
Φ =
gh2
2
,
(A.2)
with the gravitational constant g. Now, from the properties of the jump operator (3.8) we compute the components
of U# from
JWKT U# = g JhKU#1 − {{v1}} Jv1KU#1 − {{v2}} Jv2KU#1 + Jv1KU#2 + Jv2KU#3 = g {{h}} JhK . (A.3)
Entropy Stable Space-Time DG Schemes with SBP Property for Non-Linear Hyperbolic PDEs 33
Solving we determine the entropy conservative temporal state to be
U
# =


{{h}}
{{h}} {{v1}}
{{h}} {{v2}}

 . (A.4)
Is it easy to verify that the temporal state U# is consistent and symmetric with respect to its arguments.
A.1 Upwind temporal state for shallow water equations
Just as in the Euler case, we want to use the upwind temporal state in practice to make the space-time DG
numerical scheme computationally tractable. As such, we want to show that the upwind state in time is entropy
stable. For the shallow this means we must satisfy the condition
JWKT U∗ ≤ JΦK = sgh2
2
{
= g {{h}} JhK . (A.5)
The upwind temporal state is given by
U
∗ =

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h−
h−(v1)−
h−(v2)−

 . (A.6)
From the upwind ansatz (A.6) it is straightforward to show that (A.5) is satisfied
JWKT U∗ = gh− JhK− h− {{v1}} Jv1K− h− {{v2}} Jv2K + h−(v1)− Jv1K + h−(v2)− Jv2K
= gh− JhK− h− Jv1K ({{v1}} − (v1)−)− h− Jv2K ({{v2}} − (v2)−)
= gh− JhK− h−
2
(Jv1K)2 − h−
2
(Jv2K)2 ± g
2
h+ JhK
= g {{h}} JhK + g
2
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2
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2
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= g {{h}} JhK− g
2
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2
(Jv1K)2 − h−
2
(Jv2K)2
≤ g {{h}} JhK
(A.7)
where we use the identity (3.16) twice, add and subtract a scaled value of JhK, and use the physical assumption of
positive water height, h > 0. Thus, the upwind temporal state for the shallow water equations is entropy stable.
B Ideal magnetohydrodynamics time state evaluation
Here we consider a slightly modified version of the ideal magnetohydrodynamic (MHD) equations
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where ρ is the density, #»v = (v1 , v2 , v3)T are the fluid velocities,
#»
B = (B1 , B2 , B3)T are the magnetic fields, E
is the total energy, and I is the 3× 3 identity matrix. With the assumption of an ideal gas the pressure is
p = (γ − 1)
(
E −
ρ
2
| #»v |2 −
1
2
|
#»
B|2
)
. (B.2)
34 Lucas Friedrich et al.
Also, the divergence-free constraint for magnetized fluids is incorporated into the model (B.1) as a non-conservative
term [1,40]. This non-conservative term is an important aspect of the spatial entropy analysis particularly when
#»
∇x ·
#»
B 6= 0 see, e.g. [2,9,13,34]. We address how this non-conservative term proportional to
#»
∇x ·
#»
B affects the
spatial part of the DG approximation in Appendix B.2.
For now we concern ourselves with the temporal entropy analysis and collect the necessary quantities for the ideal
MHD equations
U = (ρ , ρv1 , ρv2 , ρv3 , E , B1 , B2 , B3)
T ,
W =
(
γ − ς
γ − 1
− β| #»v |2 , 2βv1 , 2βv2 , 2βv3 , −2β , 2βB1 , 2βB2 , 2βB3
)T
,
s = −
ρς
γ − 1
,
Φ = ρ+ β |B|2
(B.3)
where the physical entropy ς and β are defined as in the Euler case in Section 3.1.
To determine an entropy conservative temporal state we must find a two-point function u# such that
JWKT U# = JΦK = rρ+ β |B|2z . (B.4)
To do so, we first compute the jump in the entropy variables
JWK =


JρK
ρln
+
JβK
βln(γ−1)
− 2 {{β}} ({{v1}} Jv1K + {{v2}} Jv2K + {{v3}} Jv3K)− JβK ({{v21}}+ {{v22}}+ {{v23}})
2 {{v1}} JβK + 2 {{β}} Jv1K
2 {{v2}} JβK + 2 {{β}} Jv2K
2 {{v3}} JβK + 2 {{β}} Jv3K
−2 JβK
2 {{B1}} JβK + 2 {{β}} JB1K
2 {{B2}} JβK + 2 {{β}} JB2K
2 {{B3}} JβK + 2 {{β}} JB3K


.
(B.5)
Then we compute the left hand side of (B.4) to be
JWKT U# =U#1
( JρK
ρln
+
JβK
βln(γ − 1)
− 2 {{β}} ({{v1}} Jv1K + {{v2}} Jv2K + {{v3}} Jv3K)− JβK ({{v21}}+ {{v22}}+ {{v23}})
)
+ U#2 (2 {{v1}} JβK + 2 {{β}} Jv1K) + U#3 (2 {{v2}} JβK + 2 {{β}} Jv2K) + U#4 (2 {{v3}} JβK + 2 {{β}} Jv3K)
− 2U#5 JβK + U#6 (2 {{B1}} JβK + 2 {{β}} JB1K) + U#7 (2 {{B2}} JβK + 2 {{β}} JB2K)
+ U#8 (2 {{B3}} JβK + 2 {{β}} JB3K) .
(B.6)
Next, we expand the right hand side of (B.4)
r
ρ+ β |B|2
z
= JρK + ({{B21}}+ {{B22}}+ {{B23}}) JβK + 2 {{β}} ({{B1}} JB1K + {{B2}} JB2K + {{B3}} JB3K) .
(B.7)
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Next, we collect the individual jump terms to create conditions on the entropy conservative temporal state function
U
#:
JρK : U#1
ρln
= 1
Jv1K : − 2 {{β}} {{v1}}U#1 + 2 {{β}}U#2 = 0
Jv2K : − 2 {{β}} {{v2}}U#1 + 2 {{β}}U#3 = 0
Jv3K : − 2 {{β}} {{v3}}U#1 + 2 {{β}}U#4 = 0
JB1K : 2 {{β}}U#6 = 2 {{β}} {{B1}}
JB2K : 2 {{β}}U#7 = 2 {{β}} {{B2}}
JB3K : 2 {{β}}U#8 = 2 {{β}} {{B3}}
JβK : U#1
(
1
βln(γ − 1)
−
{{
v21
}}
−
{{
v22
}}
−
{{
v23
}})
+ 2U#2 {{v1}}+ 2U
#
3 {{v2}}+ 2U
#
4 {{v3}}
− 2U#5 + 2U
#
6 {{B1}}+ 2U
#
7 {{B2}}+ 2U
#
8 {{B3}} =
{{
B21
}}
+
{{
B22
}}
+
{{
B23
}}
(B.8)
It is then straightforward to determine
U
# =


ρln
ρln {{v1}}
ρln {{v2}}
ρln {{v3}}
U
#
5
{{B1}}
{{B2}}
{{B3}}


, (B.9)
with the fifth term
U
#
5 =
ρln
2βln(γ − 1)
+ ρln
(
{{v1}}
2 + {{v2}}
2 + {{v3}}
2 −
1
2
({{
v21
}}
+
{{
v22
}}
+
{{
v23
}}))
+ {{B1}}
2 + {{B2}}
2 + {{B3}}
2 −
1
2
({{
B21
}}
+
{{
B22
}}
+
{{
B23
}})
.
(B.10)
We see that the function U# is symmetric with respect to its arguments and is consistent to the state vector if
the left and right states are the same as
U
# =


ρ
ρv1
ρv2
ρv3
ρ
2β(γ−1)
+ ρ
2
‖ #»v ‖2 + 1
2
‖
#»
B‖2
B1
B2
B3


=


ρ
ρv1
ρv2
ρv3
p
γ−1
+ ρ
2
‖ #»v ‖2 + 1
2
‖
#»
B‖2
B1
B2
B3


=


ρ
ρv1
ρv2
ρv3
E
B1
B2
B3


= U. (B.11)
Again, the entropy conservative temporal state fully couples all time levels. So, to make the entropy stable space-
time DG scheme computationally attractive we next demonstrate that the upwind temporal state for the ideal
MHD is entropy stable in time.
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B.1 Upwind temporal ideal MHD state
To demonstrate entropy stability of the upwind temporal state the condition (3.13) becomes
JWKT U∗ ≤ JΦK = rρ+ |B|2z , (B.12)
with the upwind flux taken to be
U
∗ =


ρ−
ρ−(v1)−
ρ−(v2)−
ρ−(v3)−
E−
(B1)−
(B2)−
(B3)−


, E− =
ρ−
2β−(γ − 1)
+
ρ−
2
(
(v1)
2
−
+ (v2)
2
−
+ (v3)
2
−
)
+
1
2
(
(B1)
2
−
+ (B2)
2
−
+ (B3)
2
−
)
. (B.13)
We already have the jump in entropy variables (B.5) so we can immediately compute the left hand side
JWKT U∗ =ρ− ( JρK
ρln
+
JβK
βln(γ − 1)
− 2 {{β}} ({{v1}} Jv1K + {{v2}} Jv2K + {{v3}} Jv3K)− JβK ({{v21}}+ {{v22}}+ {{v23}})
)
+ ρ−(v1)− (2 {{v1}} JβK + 2 {{β}} Jv1K) + ρ−(v2)− (2 {{v2}} JβK + 2 {{β}} Jv2K) + ρ−(v3)− (2 {{v3}} JβK + 2 {{β}} Jv3K)
− 2E− JβK + (B1)− (2 {{B1}} JβK + 2 {{β}} JB1K) + (B2)− (2 {{B2}} JβK + 2 {{β}} JB2K)
+ (B3)− (2 {{B3}} JβK + 2 {{β}} JB3K) .
(B.14)
Just as before we group together each of the jumps to make it easier to see how terms simplify. Further, we reuse
(3.16) in the momentum equations as well as add and subtract one from the density jump condition to facilitate
later manipulations:
JρK : ρ−
ρln
± 1 = 1−
1
ρln
(ρln − ρ−)
Jv1K : − 2 {{β}} {{v1}} ρ− + 2 {{β}} ρ−(v1)− = −2ρ− {{β}} ({{v1}} − (v1)−) = −ρ− {{β}} Jv1K
Jv2K : − 2 {{β}} {{v2}} ρ− + 2 {{β}} ρ−(v2)− = −2ρ− {{β}} ({{v2}} − (v2)−) = −ρ− {{β}} Jv2K
Jv3K : − 2 {{β}} {{v3}} ρ− + 2 {{β}} ρ−(v3)− = −2ρ− {{β}} ({{v3}} − (v3)−) = −ρ− {{β}} Jv3K
JB1K : 2 {{β}} (B1)−
JB2K : 2 {{β}} (B2)−
JB3K : 2 {{β}} (B3)−
JβK : ρ− ( 1
βln(γ − 1)
−
{{
v21
}}
−
{{
v22
}}
−
{{
v23
}})
+ 2ρ−(v1)− {{v1}}+ 2ρ−(v2)− {{v2}}+ 2ρ−(v3)− {{v3}}
−
(
ρ−
β−(γ − 1)
+ ρ−
(
(v1)
2
−
+ (v2)
2
−
+ (v3)
2
−
)
+
(
(B1)
2
−
+ (B2)
2
−
+ (B3)
2
−
))
+ 2(B1)− {{B1}}+ 2(B2)− {{B2}}+ 2(B3)− {{B3}}
=
ρ−
βlnβ−(γ − 1)
(β− − β
ln) + ρ−
(
−
{{
v21
}}
−
{{
v22
}}
−
{{
v23
}}
+ 2(v1)− {{v1}}+ 2(v2)− {{v2}}+ 2(v3)− {{v3}}
−(v1)
2
−
− (v2)
2
−
− (v3)
2
−
)
− (B1)
2
−
− (B2)
2
−
− (B3)
2
−
+ 2(B1)− {{B1}}+ 2(B2)− {{B2}}+ 2(B3)− {{B3}}
(B.15)
We reuse the manipulation on each velocity field (3.18) from the Euler case as well as some simple cancellation
on the magnetic field terms to further simplify the JβK term when substituting E− to find
JβK : − ρ−
βlnβ−(γ − 1)
(βln−β−)−
ρ−
2
(
(Jv1K)2 + (Jv2K)2 + (Jv3K)2)+(B1)−(B1)++(B2)−(B2)++(B3)−(B3)+.
(B.16)
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Now we revisit the complete left hand side of (B.12)
JWKT U∗ = JρK − JρK
ρln
(ρln − ρ−) −
ρ− JβK
βlnβ−(γ − 1)
(βln − β−)− ρ−
(
(Jv1K)2 + (Jv2K)2 + (Jv3K)2)({{β}}+ 1
2
JβK)
+ JβK ((B1)−(B1)+ + (B2)−(B2)+ + (B3)−(B3)+) + 2 {{β}} ((B1)− JB1K + (B2)− JB2K + (B3)− JB3K) .
(B.17)
The first line simplifies as we reuse the results (3.20) and (3.23) from the temporal entropy stability proof from
the Euler case to find
JWKTU∗ = JρK − (JρK)2
2ρln
−
ρ− (JβK)2
βlnβ−(γ − 1)
− ρ−β+
(
(Jv1K)2 + (Jv2K)2 + (Jv3K)2)
+ JβK ((B1)−(B1)+ + (B2)−(B2)+ + (B3)−(B3)+) + 2 {{β}} ((B1)− JB1K + (B2)− JB2K + (B3)− JB3K) .
(B.18)
All that remains is the handle the magnetic field terms which requires adding zero in a clever way
JWKT U∗ = JρK − (JρK)2
2ρln
−
ρ− (JβK)2
βlnβ−(γ − 1)
− ρ−β+
(
(Jv1K)2 + (Jv2K)2 + (Jv3K)2)
+ JβK ((B1)−(B1)+ + (B2)−(B2)+ + (B3)−(B3)+) + 2 {{β}} ((B1)− JB1K + (B2)− JB2K + (B3)− JB3K)
± {{β}} ((B1)+ JB1K + (B2)+ JB2K + (B3)+ JB3K)
= JρK − (JρK)2
2ρln
−
ρ− (JβK)2
βlnβ−(γ − 1)
− ρ−β+
(
(Jv1K)2 + (Jv2K)2 + (Jv3K)2)
+ 2 {{β}} ({{B1}} JB1K + {{B2}} JB2K + {{B3}} JB3K)− {{β}}((JB1K)2 + (JB2K)2 + (JB3K)2)
+ JβK ((B1)−(B1)+ + (B2)−(B2)+ + (B3)−(B3)+)
= JρK − (JρK)2
2ρln
−
ρ− (JβK)2
βlnβ−(γ − 1)
− ρ−β+
(
(Jv1K)2 + (Jv2K)2 + (Jv3K)2)
+ {{β}}
(q
B21
y
+
q
B22
y
+
q
B23
y)
− {{β}}
(
(JB1K)2 + (JB2K)2 + (JB3K)2)
+ JβK ((B1)−(B1)+ + (B2)−(B2)+ + (B3)−(B3)+)
=
r
ρ+ β |B|2
z
−
(JρK)2
2ρln
−
ρ− (JβK)2
βlnβ−(γ − 1)
− ρ−β+
(
(Jv1K)2 + (Jv2K)2 + (Jv3K)2)
− JβK ({{B21}}+ {{B22}}+ {{B23}}) − {{β}}((JB1K)2 + (JB2K)2 + (JB3K)2)
+ JβK ((B1)−(B1)+ + (B2)−(B2)+ + (B3)−(B3)+)
=
r
ρ+ β |B|2
z
−
(JρK)2
2ρln
−
ρ− (JβK)2
βlnβ−(γ − 1)
− ρ−β+
(
(Jv1K)2 + (Jv2K)2 + (Jv3K)2)
−
(
{{β}}+
1
2
JβK)((JB1K)2 + (JB2K)2 + (JB3K)2)
=
r
ρ+ β |B|2
z
−
(JρK)2
2ρln
−
ρ− (JβK)2
βlnβ−(γ − 1)
− ρ−β+
(
(Jv1K)2 + (Jv2K)2 + (Jv3K)2)− β+ ((JB1K)2 + (JB2K)2 + (JB3K)2)
≤
r
ρ+ β |B|2
z
.
(B.19)
Again, under the physical assumptions of positive density and temperature the upwind temporal state is entropy
stable for the ideal MHD equations.
B.2 Spatial part for Magnetohydrodynamics
For the ideal magnetohydrodynamic (MHD) equations the entropy analysis is slightly more complicated due to
the divergence-free constraint on the magnetic field
#»
∇x ·
#»
B = 0. (B.20)
The divergence-free constraint must be incorporated into the ideal MHD equations as a non-conservative term in
order for the discrete entropy analysis to mimic the continuous entropy analysis, e.g. [1,2,9,13,34], as it can be
that
#»
∇x ·
#»
B 6= 0 for a numerical discretization.
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The inclusion of this non-conservative term alters the derivation of the entropy conservative (or entropy stable)
numerical flux in the three spatial directions. Moreover, the entropy flux potential ψ as shown in (2.38) contains
an influence from this non-conservative term and has the form
JWKT FECi = JΨiK with Ψi = WTFi − F si + θBi, (B.21)
for i = 1, 2, 3 and
θ = wTΥ = 2β( #»v ·
#»
B). (B.22)
See [9,13] for complete details on the derivation of entropy stable spatial flux functions for the ideal MHD
equations.
The DGSEM approximation on general curvilinear meshes discussed briefly in Section 2 and fully presented in
Gassner et al. [23] remains largely the same for the ideal MHD equations. The only issue is how to compute,
at high-order, the volume contributions and surface coupling of the non-conservative term proportional to the
divergence-free condition present in (B.1). We will present and briefly discuss the modified spatial operator and
how it fits into the present analysis in this work. We note that complete details on the DG approximation for the
MHD equations can be found in Bohm et al. [2].
The spatial operator from (2.44) for the ideal MHD equations takes the form
AS(U,ϕ) :=
∆t
2
〈
#»
D
N ·
↔
F˜
EC,ϕ
〉
N×M
+
∆t
2
∫
∂E3,N
〈
ϕT
(
F˜
∗ −
(
↔
F˜ · nˆ
))
, 1
〉
M
dS
+
∆t
2
〈
Υ
#»
D
N ·
#»
B˜,ϕ
〉
N×M
+
∆t
2
∫
∂E3,N
〈
ϕT
((
Υ
(
#»
B · nˆ
))♦
− Υ
(
#»
B · nˆ
))
, 1
〉
M
dS,
(B.23)
where we have additional contributions in the volume and at the surface of the non-conservative terms. The
non-conservative volume contribution is
Υ
#»
D
N ·
#»
B˜σijk := 2
N∑
m=0
Dim
(
Υijk
(
#»
Bmjk ·
{{
J #»a 1
}}
(i,m)jk
))
+Djm
(
Υijk
(
#»
Bimk ·
{{
J #»a 2
}}
i(j,m)k
))
+Dkm
(
Υijk
(
#»
Bijm ·
{{
J #»a 3
}}
ij(k,m)
))
,
(B.24)
where σ = 0, . . . ,M . If we select the test function φ to be the interpolant of the entropy variables, W, then the
volume contributions become the entropy flux at the boundary [2], i.e.,
〈
#»
D
N ·
↔
F˜
EC,W
〉
N×M
+
〈
Υ
#»
D
N ·
(
#»
B˜
)
,W
〉
N×M
=
∫
∂E3,N
〈
#»
F˜ snˆ, 1
〉
M
dS. (B.25)
For the non-conservative surface contributions we define the interface coupling to be
(
Υ
(
#»
B · nˆ
))♦
= Υ−
{{
#»
B
}}
· nˆ, (B.26)
where the “−” denotes that the value is coming from the primary element. We typically suppress this notation
unless it is necessary to make the manipulations clear. Then the last term in (B.23) becomes
∫
∂E3,N
〈
W
T
((
Υ
(
#»
B · nˆ
))♦
− Υ
(
#»
B · nˆ
))
, 1
〉
M
dS =
∫
∂E3,N
〈(
W
−
)T
Υ−
({{
#»
B
}}
−
#»
B
)
· nˆ, 1
〉
M
dS
=
1
2
∫
∂E3,N
〈
θ−
r
#»
B
z
· nˆ, 1
〉
M
dS
=
1
2
∫
∂E3,N
〈
θ
r
#»
B
z
· nˆ, 1
〉
M
dS,
(B.27)
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where we use the result (3.16) and the definition of θ from (B.22). Thus, the property (2.41) becomes
AS
(
↔
F,W
)
:=
∆t
2
∫
∂E3,N
〈
W
T
F˜
∗
nˆ −W
T
F˜nˆ + F˜
s
nˆ +
θ
2
r
#»
B
z
· nˆ, 1
〉
M
dS, (B.28)
in the case of the ideal MHD equations.
If we again introduce the contravariant flux notation (2.48) then summing over all the interior faces gives us
KT∑
n=1
∑
Interior
faces
∆tn
2
∫
∂E3,N
〈r
W
n,k
zT
F˜
n,k,∗
nˆ
−
s(
W
n,k
)T
F˜
n,k
nˆ
{
+
r
F˜ snˆ
z
+ {{θ}}
r
#»
B
z
· nˆ, 1
〉
M
dS = 0, (B.29)
due to the entropy stable numerical fluxes for the MHD equations in each Cartesian direction (B.21). We note
the additional surface term for the magnetic field components
#»
B comes from the orientation of the jump operator
and that the physical normal vector nˆ is defined uniquely at the interface [2]. By summing over all space-time
elements and applying the inequality (2.49), we obtain
KT∑
n=1
KS∑
k=1
AS
(
↔
F
n,k,Wn,k
)
=
KT∑
n=1
∑
Boundary
faces
∆tn
2
∫
∂E3,N
〈(
W
n,k
)T
F˜
n,k,∗
nˆ
−
(
W
n,k
)T
F˜nˆ + F˜
n,k,s
nˆ
+
θ−
2
(
#»
Bbndy −
#»
B−
)
· nˆ, 1
〉
M
dS
−
KT∑
n=1
∑
Interior
faces
∆tn
2
∫
∂E3,N
〈r
W
n,k
zT
F˜
n,k,∗
nˆ
−
s(
W
n,k
)T
F˜
n,k
nˆ
{
+
r
F˜
n,k,s
nˆ
z
+ {{θ}}
r
#»
B
z
· nˆ, 1
〉
M
dS
=
KT∑
n=1
∑
Boundary
faces
∆tn
2
∫
∂E3,N
〈(
W
n,k
)T
F˜
n,k,∗
nˆ
−
(
W
n,k
)T
F˜nˆ + F˜
n,k,s
nˆ
+
θ−
2
(
#»
Bbndy −
#»
B−
)
· nˆ, 1
〉
M
dS,
(B.30)
where
#»
Bbndy is the magnetic field evaluated from an appropriate boundary state. So, we obtain a discrete entropy
equality of a similar form as (2.61) up to the prescription of proper boundary conditions for the ideal MHD
equations.
We note that the entropy preserving MHD fluxes are not enough to ensure a stable discretization for discontinuous
solutions. A dissipation operator, like the one found in [2], must be added to the entropy preserving flux functions.
Then, the equations (B.29) and (B.30) become inequalities. However, even with these inequalities a discrete entropy
inequality of a similar form as (2.66) can be proven.
C Proofs for the temporal entropy analysis
In this section, we apply the following identities which result from the properties of the SBP operator Q
K∑
i,j=0
Qij JaK(i,j) = n∑
i,j=0
Bijaj = − a|
1
−1 , (C.1)
K∑
i,j=0
Qij JaK(i,j) {{b}}(i,j) =
K∑
i,j=0
Qijaibj − ab|
1
−1 = −
K∑
i,j=0
Qijajbi, (C.2)
K∑
i,j=0
Qij JaK(i,j) {{b}}(i,j) {{c}}(i,j) =− 12
K∑
i,j=0
Qijajbicj +
1
2
n∑
i,j=0
Qijaibicj −
1
2
n∑
i,j=0
Qijajbici, (C.3)
where K = M ;N and {a}Ki=0, {b}
K
i=0 and {c}
K
i=0 are generic nodal values. These identities can be proven in a
similar way as the discrete split forms in Lemma 1 in [24]. Thus, we skip a proof in this paper.
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C.1 Proof of the inequality (2.54)
The coefficients of the SBP operator Q are given by Qσθ = ωσDσθ and the SBP property (2.30) supplies
2Qσθ = Qσθ −Qθσ + Bσθ. Thus, it follows
〈
JDMUEC,W
〉
N×M
=
N∑
i,j,k=0
ωijkJijk
M∑
σ,θ=0
2QσθW
T
σijkU
#
(
Uσijk,Uθijk
)
=
N∑
i,j,k=0
ωijkJijk
M∑
σ,θ=0
QσθW
T
σijkU
#
(
Uσijk,Uθijk
)
−
N∑
i,j,k=0
ωi,j,kJijk
M∑
σ,θ=0
QθσW
T
σijkU
#
(
Uσijk ,Uθijk
)
+
N∑
i,j,k=0
ωijkJijk
M∑
σ,θ=0
BσθW
T
σijkU
#
(
Uσijk,Uθijk
)
.
(C.4)
The two-point state U# is symmetric, hence we obtain by the substitution σ ←→ θ in the penultimate sum in
equation (C.4)
〈
JDMUEC,W
〉
N×M
=
N∑
ijk=0
ωijkJijk
M∑
σ,θ=0
2ωσDσθW
T
σijkU
#
(
Uσijk ,Uθijk
)
=
N∑
ijk=0
ωijkJijk
M∑
σ,θ=0
Qσθ JWKT(σ,θ)ijk U# (Uσijk,Uθijk)
+
N∑
ijk=0
ωijkJijk
M∑
σ,θ=0
BσθW
T
σijkU
#
(
Uσijk,Uθijk
)
.
(C.5)
Next, since U# is consistent, it follows
N∑
ijk=0
ωijkJijk
M∑
σ,θ=0
BσθW
T
σijkU
#
(
Uσijk,Uθijk
)
=
〈
W
T
U, J
〉
N
∣∣∣ 1
−1
. (C.6)
Furthermore, since U# satisfies the property (2.32), we obtain by the identity (C.1)
N∑
ijk=0
ωijkJijk
M∑
σ,θ=0
Qσθ JWKT(σ,θ)ijk U# (Uσijk,Uθijk)
=
N∑
i,j,k=0
ωijkJijk
M∑
σ,θ=0
Qσθ JΦ (U)K(σ,θ)ijk
=−
N∑
i,j,k=0
ωijkJijk Φ (U)|
1
−1 = − 〈Φ (U) , J〉N
∣∣ 1
−1
.
(C.7)
Next, by plugging the equations (C.6) and (C.7) in (C.5), we obtain the identity〈
JDMUEC,W
〉
N×M
=
〈
W
T
U, J
〉
N
∣∣∣ 1
−1
− 〈Φ (U) , J〉N
∣∣ 1
−1
= 〈s (U) , J〉N
∣∣ 1
−1
. (C.8)
Finally, a summation of the temporal part (2.43) over all space-time elements and the identity (C.8) provide
KT∑
n=1
KS∑
k=1
AT
(
U
n,k ,Wn,k
)
= S¯ (U (T )) +
KS∑
k=1
〈(
W
KT ,k
)T (
U
KT ,k,∗ −UKT ,k
)
, Jk
〉
N
∣∣∣∣
τ=1
−
KT∑
n=2
KS∑
k=1
〈r
W
n,k
zT
U
n,k,∗ −
r
Φ
(
U
n,k
)z
, Jk
〉
N
∣∣∣∣
τ=−1
− S¯ (U (0))−
KS∑
k=1
〈(
W
1,k
)T (
U
1,k,∗ −U1,k
)
, Jk
〉
N
∣∣∣∣
τ=−1
,
(C.9)
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where the quantity S¯ (U (T )) is defined in (2.52) and the quantity S¯ (U (0)) is defined in (2.55).
This completes the proof for the identity (2.54).
D Proofs for the temporal kinetic energy analysis
D.1 Proof of Theorem 4 (Kinetic energy preservation)
We choose ϕ = V as test function in the equation (2.42) and sum over all space-time elements to obtain
KT∑
n=1
KS∑
k=1
(
AT
(
U
n,k,Vn,k
)
+ AS
(
↔
F
n,k,Vn,k
))
= 0. (D.1)
First, we investigate the temporal part of the space-time DGSEM. We proceed as in the proof of the identity
(2.54) and obtain by the SBP property (2.30)
〈
JDMUKEP,V
〉
N×M
=
N∑
ijk=0
ωijkJijk
M∑
σ,θ=0
2QσθV
T
σijkU
KEP
(
Uσijk,Uθijk
)
=
N∑
ijk=0
ωijkJijk
M∑
σ,θ=0
Qσθ JVKT(σ,θ)ijk UKEP (Uσijk ,Uθijk)
+
N∑
ijk=0
ωijkJijk
M∑
σ,θ=0
BσθV
T
σijkU
KEP
(
Uσijk,Uθijk
)
.
(D.2)
The definition of the quantity V provides
N∑
ijk=0
ωijkJijk
M∑
σ,θ=0
Qσθ JVKT(σ,θ)ijk UKEP (Uσijk,Uθijk)
=−
N∑
ijk=0
ωijkJijk
M∑
σ,θ=0
Qσθ
1
2
r
| #»v |2
z
(σ,θ)ijk
U
KEP
1
(
Uσijk ,Uθijk
)
+
N∑
ijk=0
ωijkJijk
M∑
σ,θ=0
Qσθ Jv1K(σ,θ)ijk UKEP2 (Uσijk ,Uθijk)
+
N∑
ijk=0
ωijkJijk
M∑
σ,θ=0
Qσθ Jv2K(σ,θ)ijk UKEP3 (Uσijk ,Uθijk)
+
N∑
ijk=0
ωijkJijk
M∑
σ,θ=0
Qσθ Jv3K(σ,θ)ijk UKEP4 (Uσijk ,Uθijk) .
(D.3)
Next, it follows by the properties (3.36) of the state UKEP and the identity (3.8)
N∑
ijk=0
ωijkJijk
M∑
σ,θ=0
Qσθ JVKT(σ,θ)ijk UKEP (Uσijk,Uθijk) = 0. (D.4)
Furthermore, since UKEP is consistent, we obtain
N∑
ijk=0
ωijkJijk
M∑
σ,θ=0
BσθV
T
σijkU
#
(
Uσijk,Uθijk
)
= 〈JU,V〉N
∣∣ 1
−1
. (D.5)
Next, we obtain by (D.2), (D.4) and (D.5)
AT (U,V) = 〈JU
∗,V〉N
∣∣ 1
−1
. (D.6)
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Since, the space-time DGSEM is applied with Dirichlet boundary conditions in time, a summation of the temporal
part (2.43) over all space-time elements and the (D.6) provide
KT∑
k=1
KS∑
k=1
AT
(
U
n,k ,Vn,k
)
= K¯ (U (T ))−
KT∑
k=2
KS∑
k=1
〈r
V
n,k
zT
U
n,k,∗, Jk
〉
N
∣∣∣∣
τ=−1
−
KS∑
k=1
〈(
V
1,k
+
)T
U
1,k,∗, Jk
〉
N
∣∣∣∣
τ=−1
,
(D.7)
where K¯ (U (T )) is given by (3.33). The temporal numerical state functions U∗ have the property (3.36) at the
interior temporal boundary points. Thus, we obtain
KT∑
k=2
KS∑
k=1
〈r
V
n,k
zT
U
n,k,∗, Jk
〉
N
∣∣∣∣
τ=−1
= 0. (D.8)
Furthermore, at the exterior temporal boundary points the temporal numerical state functions U∗ satisfy the
property (2.73). This provides the identity
U
1,k,∗
∣∣∣
τ=−1
= U1,k
−
∣∣∣
τ=−1
= u1,k
∣∣∣
τ=−1
, k = 1, . . . ,KS , (D.9)
where u1,k
∣∣
τ=−1
= uk (0) is the initial condition prescribed to the conservation law in the spatial cell ek,
k = 1, . . . , KS . Thus, we obtain
−
KS∑
k=1
〈(
V
1,k
+
)T
U
1,k,∗, Jk
〉
N
∣∣∣∣
τ=−1
= −K¯ (u (0))−
KS∑
k=1
〈r
V
1,k
zT
u
1,k , Jk
〉
N
∣∣∣∣
τ=−1
, (D.10)
where K¯ (u (0)) is given by (3.34). Therefore, the equation (D.7) becomes
KT∑
k=1
KS∑
k=1
AT
(
U
n,k ,Vn,k
)
= K¯ (U (T ))− K¯ (u (0))
−
KS∑
k=1
〈r
V
1,k
zT
u
1,k , Jk
〉
N
∣∣∣∣
τ=−1
.
(D.11)
Next, we consider the spatial part of the space-time DGSEM. In Appendix D.2, we prove the identity〈
#»
D
N ·
↔
F˜
KEP,V
〉
N×M
= −
〈
#»
∇ξ · I
N
(
#»
v˜
)
, p
〉
N×M
+
∫
∂E3,N
〈
F˜κnˆ + pv˜nˆ, 1
〉
M
dS, (D.12)
where F˜κnˆ :=
#»
F˜ κ · nˆ and
#»
F˜ κ is the polynomial approximation of the kinetic energy flux
#»
f˜ κ. It follows by (2.45)
V
T
F˜nˆ = sˆn1
(
−
1
2
| #»v |2 + ρv31 + ρpv1 + ρv1v
2
2 + ρv1v
2
3
)
+ sˆn2
(
−
1
2
| #»v |2 + ρv21v2 + ρv
3
2 + ρPv2 + ρv2v
2
3
)
+ sˆn3
(
−
1
2
| #»v |2 + ρv21v3 + ρv
2
2v3 + ρv
3
3 + ρpv3
)
=
1
2
| #»v |2 (sˆ #»n · #»v ) + p (sˆ #»n · #»v ) = F˜κnˆ + pv˜nˆ.
(D.13)
Thus, we obtain by (D.12) and (D.13)
AS
(
↔
F,V
)
=−
∆t
2
〈
#»
∇ξ · I
N
(
#»
v˜
)
, p
〉
N×M
+
∆t
2
∫
∂E3,N
〈
F˜κnˆ + pv˜nˆ, 1
〉
M
dS +
∆t
2
∫
∂E3,N
〈
V
T
F˜
∗
nˆ − F˜
κ
nˆ − pv˜nˆ, 1
〉
M
=−
∆t
2
〈
#»
∇ξ · I
N
(
#»
v˜
)
, p
〉
N×M
+
∆t
2
∫
∂E3,N
〈
V
T
F˜
∗
nˆ, 1
〉
M
.
(D.14)
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Additionally, the conditions (3.43) and the properties (3.8) of the jump operator provide
JVKT F˜∗nˆ = sˆn1
(
−
1
2
r
| #»v |2
z
F
1,KEP
1 + Jv1KF2,KEP1 + Jv2KF3,KEP1 + Jv3KF4,KEP1
)
+ sˆn2
(
−
1
2
r
| #»v |2
z
F
1,KEP
2 + Jv1KF2,KEP2 + Jv2KF3,KEP2 + Jv3KF4,KEP2
)
+ sˆn3
(
−
1
2
r
| #»v |2
z
F
1,KEP
3 + Jv1KF2,KEP3 + Jv2KF3,KEP3 + Jv1KF4,KEP3
)
= sˆn1F
1,KEP
1
(
−
1
2
r
| #»v |2
z
+ Jv1K {{v1}}+ Jv1K {{p}}+ Jv2K {{v2}}+ Jv3K {{v3}})
+ sˆn2F
1,KEP
1
(
−
1
2
r
| #»v |2
z
+ Jv1K {{v1}}+ Jv2K {{v2}}+ Jv2K {{p}}+ Jv3K {{v3}})
+ sˆn3F
1,KEP
3
(
−
1
2
r
| #»v |2
z
+ Jv1K {{v1}}+ Jv2K {{v2}}+ Jv3K {{v3}}+ Jv3K {{p}})
= {{p}} (sˆ #»n · J #»v K) = {{p}} Jv˜nˆK .
(D.15)
Next, we sum the equation (D.14) over all space-time elements and apply the identity (D.15). This results in
KT∑
n=1
KS∑
k=1
AS
(
↔
F
n,k,Vn,k
)
=−
KT∑
n=1
KS∑
k=1
∆tn
2
〈
#»
∇ξ · I
N
(
#»
v˜ n,k
)
, pn,k
〉
N×M
+
KT∑
n=1
∑
Boundary
faces
∆tn
2
∫
∂E3,N
〈(
V
n,k
)T
F˜
n,k,∗
nˆ
, 1
〉
M
dS
−
KT∑
n=1
∑
Interior
faces
∆tn
2
∫
∂E3,N
〈r
V
n,k
zT
F˜
n,k,∗
nˆ
, 1
〉
M
dS
=−
KT∑
n=1
KS∑
k=1
∆tn
2
〈
#»
∇ξ · I
N
(
#»
v˜ n,k
)
, pn,k
〉
N×M
−
KT∑
n=1
∑
Interior
faces
∆tn
2
∫
∂E3,N
〈{{
pn,k
}}r
v˜
n,k
nˆ
z
, 1
〉
M
dS + BC,
(D.16)
where
BC :=
KT∑
n=1
∑
Boundary
faces
∆tn
2
∫
∂E3,N
〈(
V
n,k
)T
F˜
n,k,∗
nˆ
, 1
〉
M
dS. (D.17)
The term BC in (D.17) vanished, since the space-time DGSEM is applied with periodic boundary conditions in
space. Finally, we substitute the results (D.11) and (D.16) in (D.1), use that BC = 0 and rearrange terms. This
results in the final equation
K¯ (U (T )) = K¯ (U (0)) +
KT∑
n=1
KS∑
k=1
∆tn
2
〈
#»
∇ξ · I
N
(
#»
v˜ n,k
)
, pn,k
〉
N×M
+
KT∑
n=1
∑
Interior
faces
∆tn
2
∫
∂E3,N
〈{{
pn,k
}}r
v˜
n,k
nˆ
z
, 1
〉
M
dS
+
KS∑
k=1
〈r
V
1,k
zT
u
1,k , Jk
〉
N
∣∣∣∣
τ=−1
.
(D.18)
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D.2 Proof of the identity (D.12)
The definition of the spatial derivative projection operator (3.38) supplies
〈
#»
D
N ·
↔
F˜
KEP,V
〉
N×M
=
M∑
σ=0
ωσ
N∑
i,j,k,m=0
{
ωjk2QimV
T
σijk
(
↔
F
KEP
(
Uσijk ,Uσmjk
)
·
{{
J #»a 1
}}
(i,m)jk
)
+ ωik2QjmV
T
σijk
(
↔
F
KEP
(
Uσijk,Uσimk
)
·
{{
J #»a 2
}}
i(j,m)k
)
+ ωij2QkmV
T
σijk
(
↔
F
KEP
(
Uσijk,Uσijm
)
·
{{
J #»a 3
}}
ij(k,m)
)}
.
(D.19)
The numerical flux functions satisfy the symmetry condition (3.40). Thus, by the same arguments as in the
appendix (C.1) and the SBP property, the first sum on the the right hand side in (D.19) can be written as
M∑
σ=0
ωσ
N∑
i,j,k,m=0
ωjk2QimV
T
σijk
(
↔
F
KEP
(
Uσijk ,Uσmjk
)
·
{{
J #»a 1
}}
(i,m)jk
)
=
M∑
σ=0
ωσ
N∑
i,j,k,m=0
ωjkQim JVKTσijk
(
↔
F
KEP
(
Uσijk,Uσmjk
)
·
{{
J #»a 1
}}
(i,m)jk
)
+
M∑
σ=0
ωσ
N∑
i,j,k,m=0
ωjkBimV
T
σijk
(
↔
F
KEP
(
Uσijk,Uσmjk
)
·
{{
J #»a 1
}}
(i,m)jk
)
.
(D.20)
For the last sum on the right hand side in (D.20), it follows
M∑
σ=0
ωσ
N∑
i,j,k,m=0
ωjkBimV
T
σijk
(
↔
F
KEP
(
Uσijk,Uσmjk
)
·
{{
J #»a 1
}}
(i,m)jk
)
=
M∑
σ=0
ωσ
N∑
j,k=0
ωjk
{(
#»
F κσNjk + pσNjk
#»v σNjk
)T
J #»a 1Njk −
(
#»
F κσ0jk + pσ0jk
#»v σ0jk
)T
J #»a 10jk
}
,
(D.21)
since the numerical flux functions are consistent with
↔
F and the equation
V
T
(
↔
F · J #»a 1
)
=
(
#»
F κ + p #»v
)T
J #»a 1, (D.22)
is satisfied at the nodes. Moreover, we obtain by Jameson’s conditions (3.41) and the property (3.8) of the jump
operator the identity
JVKTσijk
(
↔
F
KEP
(
Uσijk,Uσmjk
)
·
{{
J #»a 1
}}
(i,m)jk
)
=
3∑
s=1
{
−
1
2
r
| #»v |2
z
σ(i,m)jk
F
1,KEP
s
(
Uσijk ,Uσmjk
) {{
Ja1s
}}
(i,m)jk
+ {{v1}}σ(i,m)jk Jv1Kσ(i,m)jk F1,KEPs (Uσijk ,Uσmjk) {{Ja1s}}(i,m)jk
+ {{v2}}σ(i,m)jk Jv2Kσ(i,m)jk F1,KEPs (Uσijk ,Uσmjk) {{Ja1s}}(i,m)jk
+ {{v3}}σ(i,m)jk Jv3Kσ(i,m)jk F1,KEPs (Uσijk ,Uσmjk) {{Ja1s}}(i,m)jk
+ JvsKσ(i,m)jk (p⋆s1)σ(i,m)jk {{Ja1s}}(i,m)jk
}
= J #»v KTσ(i,m)jk (2 {{p}}σ(i,m)jk {{J #»a 1}}(i,m)jk − {{pJ #»a 1}}σ(i,m)jk)
(D.23)
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for all nodal values, since the equation (3.42) provides
(p⋆s1)σ(i,m)jk
{{
Ja1s
}}
(i,m)jk
= 2 {{p}}σ(i,m)jk
{{
Ja1s
}}
(i,m)jk
−
{{
pJa1s
}}
σ(i,m)jk
, s = 1, 2, 3. (D.24)
By combining the identity (D.23) with (C.2) and (C.3), we obtain
M∑
σ=0
ωσ
N∑
i,j,k,m=0
ωjkQim JVKTσijk
(
↔
F
KEP
(
Uσijk ,Uσmjk
)
·
{{
J #»a 1
}}
(i,m)jk
)
=
M∑
σ=0
ωσ
N∑
i,j,k,m=0
ωjkQim J #»v KTσ(i,m)jk (2 {{p}}σ(i,m)jk {{J #»a 1}}(i,m)jk − {{pJ #»a 1}}σ(i,m)jk)
=
〈
p #»v ,
∂IN
(
J #»a 1
)
∂ξ1
〉
N×M
−
〈
∂IN
(
#»v T J #»a 1
)
∂ξ1
, p
〉
N×M
.
(D.25)
Then, we substitute (D.21) and (D.25) in (D.20). This results in the equation
M∑
σ=0
ωσ
N∑
i,j,k,m=0
ωjk2QjmV
T
σijk
(
↔
F
KEP
(
Uσijk ,Uσmjk
)
·
{{
J #»a 1
}}
(i,m)jk
)
=
〈
p #»v ,
∂IN
(
J #»a 1
)
∂ξ1
〉
N×M
−
〈
∂IN
(
#»v T J #»a 1
)
∂ξ1
, p
〉
N×M
+
M∑
σ=0
ωσ
N∑
j,k=0
ωjk
{(
#»
F κσNjk + pσNjk
#»v σNjk
)T
J #»a 1σNjk −
(
#»
F κσ0jk + pσ0jk
#»v σ0jk
)T
J #»a 10jk
}
.
(D.26)
In the same way the second and third sum on the right hand side in (D.19) are evaluated. Thus, we also have the
identities
M∑
σ=0
ωσ
N∑
i,j,k,m=0
ωik2QjmV
T
σijk
(
↔
F
KEP
(
Uσijk,Uσmjk
)
·
{{
J #»a 2
}}
i(j,m)k
)
=
〈
p #»v ,
∂IN
(
J #»a 2
)
∂ξ2
〉
N×M
−
〈
∂IN
(
#»v T J #»a 2
)
∂ξ2
, p
〉
N×M
+
M∑
σ=0
ωσ
N∑
i,k=0
ωik
{(
#»
F κσiNk + pσiNk
#»v σiNk
)T
J #»a 2iNk −
(
#»
F κσi0k + pσi0k
#»v σi0k
)T
J #»a 2i0k
}
(D.27)
for the second sum on the right hand side in (D.19) and
M∑
σ=0
ωσ
N∑
i,j,k,m=0
ωij2QkmV
T
σijk
(
↔
F
KEP
(
Uσijk ,Uσmjk
)
·
{{
J #»a 3
}}
ij(k,m)
)
=
〈
p #»v ,
∂IN
(
J #»a 3
)
∂ξ3
〉
N×M
−
〈
∂IN
(
#»v T J #»a 3
)
∂ξ3
, p
〉
N×M
+
M∑
σ=0
ωσ
N∑
i,j=0
ωij
{(
#»
F κσijN + pσikN
#»v σijN
)T
J #»a 3ijN −
(
#»
F κσij0 + pσik0
#»v σij0
)T
J #»a 3ij0
}
(D.28)
for the third sum on the right hand side in (D.19).
It follows that
3∑
s=1
〈
∂IN
(
#»v T J #»a s
)
∂ξs
, p
〉
N×M
=
〈
#»
∇ξ · I
N
(
#»
v˜
)
, p
〉
N×M
(D.29)
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and by the definition of the discrete surface integrals (2.28)∫
∂E3,N
〈
F˜κnˆ + pv˜nˆ, 1
〉
M
dS
=
M∑
σ=0
ωσ
[ N∑
j,k=0
ωjk
{(
#»
F κσNjk + pσNjk
#»v σNjk
)T
J #»a 1Njk −
(
#»
F κσ0jk + pσ0jk
#»v σ0jk
)T
J #»a 10jk
}
+
N∑
i,k=0
ωik
{(
#»
F κσiNk + pσiNk
#»v σiNk
)T
J #»a 2σiNk −
(
#»
F κσi0k + pσi0k
#»v σi0k
)T
J #»a 2i0k
}
+
N∑
i,j=0
ωij
{(
#»
F κσijN + pσijN
#»v σijN
)T
J #»a 3ijN −
(
#»
F κσij0 + pσij0
#»v σij0
)T
J #»a 3ij0
}]
.
(D.30)
Moreover, we note that the contravariant coordinate vectors are discretized by (2.21) and thus the discrete metric
identities (2.22) are satisfied [29]. Hence, it follows
3∑
s=1
〈
p #»v ,
∂IN (J #»a s)
∂ξs
〉
N×M
=
M∑
σ=0
ωσ
[ N∑
i,j,k=0
ωijkpσijk (v1)σijk
{
N∑
m=0
Dim
(
Ja11
)
mjk
+Djm
(
Ja21
)
imk
+Dkm
(
Ja31
)
ijm
}
+ ωijkpσijk (v2)σijk
{
N∑
m=0
Dim
(
Ja12
)
mjk
+Djm
(
Ja22
)
imk
+Dkm
(
Ja32
)
ijm
}
+ ωijkpσijk (v3)σijk
{
N∑
m=0
Dim
(
Ja13
)
mjk
+Djm
(
Ja23
)
imk
+Dkm
(
Ja33
)
ijm
}]
= 0.
(D.31)
Therefore, by plugging (D.26), (D.27) and (D.28) in (D.19), we obtain the desired identity〈
#»
D
N ·
↔
F˜
KEP,V
〉
N×M
= −
〈
#»
∇ξ · I
N
(
#»
v˜
)
, p
〉
N×M
+
∫
∂E3,N
〈
F˜κnˆ + pv˜nˆ, 1
〉
M
dS. (D.32)
E Entropy conservative and kinetic energy preserving flux of Ranocha
Here we state the entropy conservative and kinetic energy preserving (ECKEP) flux for the Euler equations
recently developed by Ranocha [41]. The flux satisfies the entropy conservative spatial condition (2.38) as well as
the KEP conditions of Jameson (3.43) on Cartesian meshes. The flux can be made entropy stable by adding a
matrix dissipation of the form (2.50) where complete details are given in Gassner et al. [23]. We rewrite the form
of the ECKEP originally presented by Ranocha [41] through the use of the identity
1
4
JaK JbK = {{ab}} − {{a}} {{b}} . (E.1)
We do so such that the ECKEP flux only involves arithmetic and logarithmic means. The flux in the x−direction
is given by
F
ECKEP
1 =


ρln {{v1}}
ρln {{v1}}
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ρln {{v1}} {{v3}}(
ρln
(
{{v1}}
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2
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}}))
+ ρ
ln
(γ−1)
(
ρ
p
)
ln
)
{{v1}}+ 2 {{p}} {{v1}} − {{pv1}}


.
(E.2)
The ECKEP flux in the other Cartesian directions is then easily recovered by rotation.
