Continuous variable qumodes as non-destructive probes of quantum systems by Elliott, Thomas J. et al.
Continuous variable qumodes as non-destructive probes of quantum systems
Thomas J. Elliott,1, 2, ∗ Mile Gu,1, 3, 4 Jayne Thompson,4 and Nana Liu2, 4, 5, †
1School of Physical and Mathematical Sciences, Nanyang Technological University, Singapore 639673
2Department of Physics, Clarendon Laboratory, University of Oxford,
Parks Road, Oxford OX1 3PU, United Kingdom
3Complexity Institute, Nanyang Technological University, Singapore 639673
4Centre for Quantum Technologies, National University of Singapore, 3 Science Drive 2, Singapore 117543
5Singapore University of Technology and Design, 8 Somapah Road, Singapore 487372
(Dated: November 5, 2018)
With the rise of quantum technologies, it is necessary to have practical and preferably non-
destructive methods to measure and read-out from such devices. A current line of research towards
this has focussed on the use of ancilla systems which couple to the system under investigation,
and through their interaction, enable properties of the primary system to be imprinted onto and
inferred from the ancillae. We propose the use of continuous variable qumodes as ancillary probes,
and show that the interaction Hamiltonian can be fully characterised and directly sampled from
measurements of the qumode alone. We suggest how such probes may also be used to determine
thermodynamical properties, including reconstruction of the partition function. We show that the
method is robust to realistic experimental imperfections such as finite-sized measurement bins and
squeezing, and discuss how such probes are already feasible with current experimental setups.
The impressive developments in methods for exerting
control over quantum systems in recent years have made
the realisation of technologies that exploit truly quantum
phenomena a very imminent reality. The candidate sys-
tems that may be used for this paradigm are numerous,
among which include are ultracold atoms [1], ion traps
[2], superconducting circuits [3], and microwave cavities
[4]. These technologies can then be put to task enhancing
computation, simulation, and metrology [5–9].
A necessary aspect of a quantum technology is to read-
out the result output by the system. However, in many
of the proposed architectures this process is destructive
to the system, allowing only a single-shot reading, after
which the system must be completely re-prepared. For
example, with cold atom systems, a widely-used mea-
surement method is time-of-flight [10–13], which involves
destruction of the atomic trapping potential, hence re-
quiring the atoms to then be re-trapped and re-cooled.
Moreover, in other systems direct methods to measure
particular sets of observables may not be available.
A recent proposal towards circumventing this involves
coupling the system to ancillae. Through their inter-
action, properties of the system are imprinted onto the
ancillae [14, 15], and information about the system may
then be obtained through measurement of the ancillae
alone [16–28]. While such measurements disturb the sys-
tem state and are hence not non-demolition, they do not
destroy the system. This method has been explored in
particular for cold atom systems, where atomic impuri-
ties form ancilla qubits [29]; post-processing of the impu-
rity measurement statistics then allows properties such as
density [26] and temperature [21, 27] to be determined.
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FIG. 1: Probing quantum systems with qumodes. A
continuous variable qumode illuminates a system of interest,
inheriting properties of the system through their interaction.
The state of the qumode is then measured, revealing informa-
tion about the system.
In parallel, developments in continuous variable quan-
tum information processing [30–34], based on ‘qumodes’
rather than qubits, provide new applications for quantum
optics and collective atomic phenomena in quantum tech-
nologies. One recently proposed model of quantum com-
putation uses squeezed qumodes as a resource for phase
estimation of an operator [35].
We unite these two themes, and investigate the use of
continuous variable qumode ancillae to probe quantum
systems [Fig. 1]. We find that for an appropriate initial
qumode state, the statistics of the system operator by
which the qumode couples to the system are mapped di-
rectly onto the qumode state. Subsequent measurement
of the qumode then allows for the spectrum of the system
operator to be determined, along with the populations of
the respective eigenstates. This enables a full character-
isation of the moments of the operator, as though one
had directly sampled the observable from the system.
We first describe the protocol, and demonstrate how
the operator statistics are imprinted onto the qumode
state. We then show that the protocol is robust to ex-
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2perimental limitations of finite squeezing of the initial
qumode state and measurement bin-size. We discuss how
the probes may be applied to measure thermodynamical
quantities in both equilibrium and far from equilibrium
settings. These include the system temperature, the par-
tition function, free energy, heat capacity, work distri-
butions as well as some signatures for quantum phase
transitions. Finally, we propose candidate systems and
system operators for which the protocol may be realisible
with current experiments.
Qumode Probes. The use of qumode probes allows
for the determination of the eigenvalues of an observable
of a system of interest. It further allows one to measure
the occupation probabilities of the associated eigenstates
for the particular system state. This may be achieved
even when there is no a priori knowledge of the system
state, or the eigenvalues or eigenstates of the system op-
erator. From the measurement of these eigenvalues and
occupation probabilities, we can estimate the moments
of the observable, allowing for its characterisation with
respect to the (possibly unknown) system state.
The qumode probing protocol consists of three compo-
nents. The first of these is the system under investiga-
tion, which is described by some generic state ρsys. The
protocol does not in general need a particular form for
the system or its state, and it may inhabit a discrete or
continuous Hilbert space. The second component is the
continuous variable qumode, described by its quadratures
x and p, often referred to as ‘position’ and ‘momentum’
[36]. We shall take these quadratures to be in their di-
mensionless form (that is, in terms of the creation and
annihilation operators a and a† of the mode, we have
x = (a+ a†)/2 and p = (a− a†)/2i).
The final component is the interaction between sys-
tem and qumode. We shall consider an interaction
Hamiltonian of the form gx ⊗Hint, where the first sub-
space belongs to the qumode, and the second the sys-
tem [35]. Hence, the interaction acts on the system,
with a strength that depends on the qumode position
quadrature, with g an overall coupling strength. The as-
sociated evolution operator (in natural units ~ = 1) is
U(t) = exp(−igx ⊗ Hintt), and thus the qumode is de-
phased in this quadrature, at a rate dependent on the
the system operator Hint, thence motivating the use of a
phase estimation-type algorithm.
We label the eigenstates of the system operator Hint
as |un〉, with associated eigenvalues En. Thus, when the
system is in such an eigenstate, and the qumode in a
quadrature eigenstate |x〉, the effect of the interaction
can be written
|x〉 ⊗ |un〉 → e−igxEnt|x〉 ⊗ |un〉. (1)
In general, the qumode can be in a superposition of
the quadrature eigenstates |ψq〉 =
∫
dxG(x)|x〉, and the
system state can always be expressed in the basis defined
by the eigenstates of Hint: ρsys =
∑
mn cmn|um〉〈un|.
Owing to the linearity of quantum mechanics, Eq. (1)
can be extended to such states, and one can perform a
FIG. 2: Quantum circuit for qumode probing. A
qumode prepared in momentum eigenstate |p0〉 interacts with
the system through a controlled gate Ux = exp(−igxHintt) de-
pendent on the qumode position quadrature x. Measuring the
qumode in the momentum quadrature then directly samples
the statistics of the system operator Hint for state ρsys.
partial trace over the system to obtain an expression for
the qumode state after running the interaction for a time
t:
ρq(t) =
∫ ∫
dxdx′G(x)G∗(x′)L(x, x′, t)|x〉〈x′|, (2)
where analogous to the qubit probe protocols [26,
27], we define the dephasing function L(x, x′, t) ≡
Tr(ρsys exp(−ig(x − x′)Hintt)) =
∑
n Pn exp(−ig(x −
x′)Ent), where Pn = cnn. This is resemblant of a char-
acteristic function for the system operator.
Let us now consider that after an interaction time
τ a measurement is made of the qumode state. In-
spired by the qubit-based protocols, we shall measure
in a basis conjugate to that which defines the inter-
action Hamiltonian, here the momentum quadrature.
Further, we shall for now consider the initial qumode
state to have been prepared in a momentum eigenstate
|p0〉 = (1/
√
2pi)
∫
dx exp(ip0x)|x〉. This protocol is il-
lustrated in Fig. 2. Then, the probability of the mea-
surement resulting in the outcome |p〉 is given by (see
Technical Appendix)
P (p) = 〈p|ρq(τ)|p〉 =
∑
n
Pn(δ(p− (p0 − gEnτ)))2. (3)
Thus, the probability distribution P (p) is non-zero
only at the points p = p0 − gEnτ , where it takes values
Pn. The measurement of the qumode state hence directly
samples the same distribution as that of a measurement
of the operator Hint on the state ρsys, with the mapping
from qumode measurement outcomes to the spectrum of
the system operator given by E = (p0 − p)/gτ . With re-
peated measurements, one can then obtain an estimate of
the probability distribution P (p) (and hence P (E)). This
thus allows for the estimation of the spectrum, and the
moments of the system operator 〈Hmint〉 =
∑
n PnE
m
n . In
contrast to the analogous qubit probing protocols, here
these properties can be obtained directly, without the
need for post-processing of the measurement outcomes.
A caveat to the above is that we have neglected the
presence of the natural evolution of the system under its
bare Hamiltonian H0 during the running of the protocol.
3For this to be valid, we require that the interaction oc-
curs on timescales much faster than the natural evolution
(gHint  H0), and that the natural evolution has neg-
ligible effect on the system state during the running of
the protocol (H0τ  1), hence imposing a maximum al-
lowable running time for the protocol. These restrictions
are lifted when the bare Hamiltonian and the interaction
Hamiltonian commute, in which case the natural evolu-
tion does not affect the outcome of the qumode measure-
ment.
Robustness to experimental imperfections. The
above derivation of the qumode state after performing
the protocol assumed an initial qumode state prepared
in a momentum quadrature eigenstate. In practice, one
can only achieve approximations to such an initial state.
Specifically, there is a finite resolution (‘bin’-size) in the
precision with which one can measure the momentum
quadrature, and only a finite level of squeezing in a given
quadrature (with a quadrature eigenstate corresponding
to an infinite squeezing). We can generalise the above
results to encompass each of these imperfections, and
thus determine the regime of parameters for which the
protocol is valid. This is done by considering different
inital qumode states G(x) corresponding to finite bins
and squeezed states.
First, we consider the case where there is a finite bin
size for the quadrature measurement. A bin size of L cen-
tered on p0 will constrain the initial momentum quadra-
ture value p0+k to be within the range −L/2 ≤ k ≤ L/2,
and hence we can express the initial state as
G(x) =
1√
2piL
∫ L
2
−L2
dkei(p0+k)x. (4)
With this initial distribution, the final probability dis-
tribution for the qumode measurement is given by (see
Technical Appendix)
P (p) =
∑
n
{
Pn
L −L2 ≤ p− p0 + gEnτ ≤ L2
0 otherwise.
(5)
The further consequence of a finite bin size in the final
measurement of the qumode can also be accounted for,
by integrating this probability over the size of each bin.
For the second case, with finite squeezing, we consider
an initial distribution with a Gaussian uncertainty in the
value of the momentum quadrature, centred on p0:
G(x) =
(
s2
pi
) 1
4 1√
2pi
eip0x
∫
dqe−
s2q2
2 . (6)
Here, s corresponds to the dimensionless squeezing fac-
tor [35], parameterising the squeezing in the momentum
quadrature (note that s = 1 corresponds to the case of
an unsqueezed coherent state, defined as the eigenstate of
the annihilation operator; a|α〉 = α|α〉). Inserting this in
to Eq. (2) and following through the protocol (see Techni-
cal Appendix), we find the final probability distribution
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FIG. 3: Effect of finite squeezing. Without perfect
squeezing, the distribution sampled by measuring the qumode
is spread around the actual distribution of the interaction
Hamiltonian. This is illustrated for various levels of precision
α = ∆/sgτ , where ∆ is the difference between the eigenval-
ues ofHint. This exampleHint has 5 evenly-spaced eigenstates
with randomly-selected populations.
for the qumode is given by
P (p) =
s√
pi
∑
n
Pne
−s2(p−p0+gτEn)2 . (7)
The forms of the final probability distributions Eqs. (5)
and (7) are somewhat unsurprising, as they mirror the
uncertainty in the initial momentum distribution; that
is, the distribution of the initial momentum quadrature
value p0 ultimately defines the uncertainty in p for the fi-
nal distributions. Because of these finite uncertainties in
the initial momentum, the final probability distributions
are no longer perfectly identical to the distribution of the
system operator Hint, and inherit the uncertainty in the
initial state. With finite measurement bin sizes, we are
limited to a resolution in p of L, corresponding to a limit
in the resolution of the spectrum of Hint of ∆E = L/gτ .
For the case of finite squeezing, the squeezing factor de-
fines the spread of the final distribution, with greater
squeezing narrowing the distribution. The standard de-
viation of the final momentum distribution is given by
σp =
√
2/s, corresponding to a standard deviation for
the system operator eigenvalues of σE =
√
2/sgτ . Thus,
the precision to which we can measure can be increased
in both cases by running the protocol for longer or in-
creasing the coupling strength, and by decreasing the bin
size or increasing the squeezing for each of the individual
cases respectively. These values for ∆E and σE can be
replaced by our desired limit on accuracy to define the
valid parameter regime. We illustrate the consequence of
different levels of precision in Fig. 3.
Interestingly, we note that as with the proposal for
power of one qumode computation [35], one can trade
off a decreased squeezing with increased running time τ ,
and vice versa. While it is tempting to then conclude that
these uncertainties in the final distribution can thus be
negated by a sufficiently increased running time, this is
not necessarily the case in general, due to the constraint
imposed on τ for the effects of the system’s natural evo-
lution H0 to be neglected.
4Applications for Thermodynamics. When the
system is known to be in a thermal state ρΘ(β) =
exp(−βHΘ)/Z(β) with respect to a Hamiltonian HΘ,
it is possible to use the qumode as a thermodynami-
cal probe, by engineering Hint to be proportional to this
HΘ. Here, β = 1/T is the inverse temperature (we em-
ploy units in which Boltzmann’s constant kB = 1), and
Z(β) = Tr(exp(−βHΘ)) is the partition function. In
particular, note that this can be achieved even when the
system is thermalised with respect to its natural Hamil-
tonian H0. In this case, because the interaction Hamil-
tonian will be proportional to the natural Hamiltonian,
the two hence commute and there will be no restriction
on the magnitude of g or the time for which the protocol
can be run, as noted above.
To see this, consider that we estimate from the pro-
tocol the eigenvalues {En} of HΘ, along with their re-
spective probabilities Pn for the state ρΘ(β). One can
then construct for each eigenvalue (with degeneracy gn)
an equation of the form
log(Z(β)) + βEn = log(gn/Pn). (8)
Suppose we assume known values of only two de-
generacies gn0 , gn1 . Since Eq. (8) can be rewritten
β = log(Pn0gn1/(Pn1gn0))/(En1 − En0), we see that the
qumode probe can be used as a non-destructive ther-
mometer for quantum systems. While traditional ther-
mometry relies on thermal equilibrium to be established
between the system and the probe [37], here the temper-
ature can be measured without this constraint. Similar
probes using qubits [21, 27] instead of a qumodes also do
not require equilibration. However, using a qumode as a
thermometer has the advantage of being able to tune the
precision through the amount of squeezing of the probe
itself. Precision is thus not constrained by the number
of probes themselves, which can be a limitation even for
thermometers that exploit quantum advantages in preci-
sion using quantum metrology [21, 38].
When the effects of finite squeezing and bin size are
considered, it is necessary that we can resolve between
different eigenvalues of the interaction Hamiltonian (i.e.
min(En − En′) & σE). Otherwise, we must treat nearby
eigenvalues as degenerate, thus limiting the precision to
which we can estimate β by the uncertainty σE . We note
that to resolve a particular En to precision σE , the num-
ber of measurements required scales as N ∼ 1/(σ2EPn),
where 1/σE & 1/s. Thus, the total number of measure-
ments to estimate β to precision σE is bound by
∑1
i=0Ni,
where Ni ∼ min(1/(σ2EPni)) for i = 0, 1 and the minimi-
sation is over all known values of degeneracies gn.
With a known gn0 and temperature, the full set
of degeneracies {gn} can be found using gn =
Pngn0 exp(β(En−En0))/Pn0 . Measuring this for a range
of β enables reconstruction of the full partition function
using Z(β) =
∑
n gn exp(−βEn). With access to the
partition function and temperature, important thermo-
dynamical quantities such as free energies, heat capacities
[39] and von Neumann entropy can also be reconstructed.
An important application is in understanding the free
energy landscape of a physical system. The Jarzynki
equality [40] and its quantum counterpart [41, 42] con-
nect the free energy difference between two thermal states
of a system to the work done W in a far-from-equilibrium
process. Since it is possible to sample the probability dis-
tribution of work done on a quantum system P (W ), it
has been proposed that the free energy difference can
be extracted from P (W ). However, this method for ex-
tracting free energy differences is not always efficient,
for instance, when large negative values of work are in-
volved and at low temperatures [43]. However, by prob-
ing {En} and {Pn} directly using our model, we see that
F (β) = − log(Z(β))/β can still be recovered efficiently in
those regimes. It is also possible to reconstruct the heat
capacity C = β2∂2 log(Z(β))/∂β2 using this method,
which can be used to probe quantum critical points [44].
It is also possible to probe thermodynamical quantities
of systems that are perturbed far from equilibrium. In
particular, we can study the average work performed on a
system due to a sudden quench in the interaction Hamil-
tonian. Further, we can determine the irreversible por-
tion of this work 〈Wirr〉 [41, 45, 46], which is defined as the
difference between 〈W 〉, average work done on the system
during the quench, and ∆F , the change in the free energy
had the system evolved adiabatically from the thermal
state of the initial interaction Hamiltonian to that of the
final interaction Hamiltonian. The irreversible work, mo-
tivated by the fluctuation theorems and its connections
with various entropy measures [41, 47], is a widely-used
measure of irreversibility, and has been shown to be a
signature for some second-order phase transitions [48].
Note that the average work is also an interesting quan-
tity to study in its own right, and its behaviour across a
critical point has been connected to first-order quantum
phase transitions [48].
Consider initial and final interaction Hamiltonians
H
(0)
int and H
(1)
int , satisfying H
(0)
int , H
(1)
int  H0/g. The
change in free energy ∆F may be calculated as above
by using the qumode to probe the free energies of the
respective thermal states ρΘ0 and ρΘ1 of the interaction
Hamiltonians. Under a quench, the system state is un-
changed, and remains in the initial thermal state ρΘ0 .
Thus, the average work done by the quench is given by
〈W 〉 = Tr(ρΘ0H(1)int ) − Tr(ρΘ0H(0)int ) =
∑
mE
(1)
m P
(1)
m −∑
nE
(0)
n P
(0)
n , where E(i) and P (i) are energies and prob-
ability amplitudes of the state ρΘ0 under H
(i)
int for i =
0, 1. These quantities can be determined by the qumode
probe, and hence one can calculate the average work
along with its irreversible portion.
Finally, we remark that it is also possible to use the
qumode probe to find the overlaps of the ground states of
a parameter-dependent Hamiltonian at two different val-
ues of the parameter λ. This quantity has been used to
characterise regions of criticality defining quantum phase
transitions in the Dicke model [49]. For pure states,
the overlap probability is just the state fidelity between
5the ground states. Let Hint(λ = λc) be the interac-
tion Hamiltonian at the quantum critical point. Then
the state fidelity of ground states of Hint(λ < λc) and
Hint(λ > λc) can be measured by concatenating two
qumode probe quantum circuits. The first qumode probe
circuit evolves under Hint(λ < λc) and is used to prepare
the ground state |uλ<λc〉 of Hint(λ < λc). Now we use
|uλ<λc〉 as the state input to the second qumode probe
circuit, which now evolves under Hint(λ > λc). The
final probability of obtaining a zero eigenvalue is then
P0 = |〈uλ<λc |uλ>λc〉|2, which is the sought after overlap
probability.
Candidates for Experimental Implementations.
We now suggest some current experimental setups that
would be ideal candidates to test our protocol. We con-
sider two interaction Hamiltonians, the quantum Rabi
model and the Dicke model, both of which describe light-
matter interactions, and are hence ubiquitous in quantum
technologies.
The first Hamiltonian, the quantum Rabi model, is
given by [36]
HQR = gx⊗ σx, (9)
where σx is the usual Pauli x matrix [6], taking the role
of the interaction Hamiltonian Hint. The Hamiltonian
was originally conceived as a description of a quantised
light field interacting with a two-level system. One of-
ten finds this Hamiltonian in its simplified guise as the
Jaynes-Cummings Hamiltonian, where the approxima-
tion is made to neglect the counter-rotating terms aσ−
and a†σ+; nevertheless, systems described by this Hamil-
tonian are typically more accurately described by the full
Rabi Hamiltonian.
As noted above, the majority of current quantum tech-
nologies involve light-matter interactions, and so one can
find many examples of systems utilising such interactions.
Sometimes, as with ion traps [2], Rydberg atoms [50],
and laser-driven tunnelling of ultracold atoms in optical
lattice [51], the continuous variable mode is treated as a
classical field (although in the case of the former, inter-
actions between the internal states of the ions and their
quantised motional state is well-described by the above
Hamiltonian). In principle, our protocol can be applied
to such systems by replacement of the classical light with
a qumode light field, though to achieve similar transition
rates one would need either a highly-populated field, or a
very strong coupling. While being optimistic about such
possibilities, we shall for concreteness highlight examples
where the fully-quantum interaction is realised.
Both cavity [52, 53] and circuit [54–56] quantum elec-
trodynamics experiments consist of interactions between
a continuous variable mode (cavity fields in the former,
nanomechanical resonators in the latter) and a two-level
system (atoms and superconducting qubits respectively),
interacting through a quantum Rabi Hamiltonian Eq. (9)
in the (ultra)strong coupling regime. Such setups operate
in a regime where the qumode measurement resolution
can be much finer than the differences between the inter-
action Hamiltonian eigenvalues, which for this example
is of order unity. For example, in Ref. [55] the coupling
between qubit and resonator gives g ≈ 1010, and the Q-
factor of 103 and resonance frequency of 8.2GHz leads
to gτ ∼ 200 when the protocol is run for times of the
order of the resonator lifetime. With the parameters of
Ref. [53], we would have gτ = 40 when τ is the cavity
lifetime. Thus, for both these examples, the spread σE
would be much smaller than the differences between the
measured eigenvalues.
While Eq. (9) makes it clear that the protocol can be
used to probe moments of σx for a two-level system, it
can straightforwardly be applied more generally. First,
the physical motivation and derivation of the Hamilto-
nian does not necessarily require that the system has only
two states, and can be rederived for any number of states,
by replacing σx with the appropriate x spin operator for
the number of states. Secondly, by illuminating an array
of such systems with the same light field, the Hamilto-
nian becomes an interaction between the light field and
the sum of the individual spin operators for each system,
and thus probes moments of the total spin operator, as
well as correlations between individual spins. Finally, it
is possible to probe the spin operator in any chosen di-
rection, by appropriate rotation of the individual spins
prior to probing (e.g. applying a Hadamard gate [6] to
the system allows probing of σz).
A related Hamiltonian that takes the desired form is
the Dicke model, which describes the interaction between
an ensemble of identical two-level atoms interacting with
a common quantised light field. It is given by
HD = gx⊗ Jx, (10)
where J is a spin operator describing the collective exci-
tations of the ensemble. The model has been realised
experimentally with cold atoms trapped in an optical
cavity, in the context of studying quantum phase tran-
sitions [57]. Here, we see it also as a possible route to
non-destructively probe atomic ensembles. This setting
is particularly apt for our proposal, as the inclusion of
the optical cavity facilitates the use of tools from quan-
tum optics, which constitutes a primary manifestation of
continuous variable quantum systems. The strong light-
matter coupling and long cavity lifetimes achievable in
such systems provide favourable conditions for testing
our protocol. Specifically, a ratio of 0.2 for the collec-
tive interaction strength to cavity decay rate has been
achieved [57], corresponding to gτ ∼ O(10−3 − 10−2)
when the protocol is run for a time comparable to the cav-
ity lifetime. This allows for measurement of the number
of atomic excitations to be resolved to within a few hun-
dred even with no squeezing. This is quite sharp when
compared to the total number of atoms (105). Further,
we note extensions of the above experiment have suc-
ceeded in additional manipulation of the trapped atoms,
by confining them to various lattice structures [58].
Discussion. We have shown that properties of quan-
tum systems may be imprinted onto continuous variable
6qumode ancillae to allow for non-destructive probing of
the system. For an appropriate choice of interaction op-
erator and initial qumode state, the spectrum of the de-
sired observable, and the occupation probabilities of its
eigenstates for a particular system state are mapped di-
rectly on to the qumode state. The qumode state then
behaves according to the same statistics as this opera-
tor, and thus measurement of the qumode reproduces the
same result as a direct measurement of the system would,
while avoiding particular drawbacks associated with di-
rect measurements of practical implementations of quan-
tum technologies. Further, the direct recovery of the
measurement statistics is in contrast to analogous pro-
tocols with qubit ancillae, where one must first employ
post-processing such as taking derivatives [26] or Fourier
transforms [19, 20, 27] of the measurement outcomes. As
our proposal is feasible with typical parameters for con-
temporary experiments, it could find immediate use in
the field.
We note that while qumode probes are non-destructive
to the system, in general they will not be non-demolition.
The backaction on the system state will project it to the
eigenstate (or in the case of degeneracies, eigenspace) as-
sociated with the measurement outcome, in much the
same way as a direct measurement of the system would.
For an interaction operator with the eigenstates known,
this projection could perhaps be employed as a form of
probabilistic state engineering [59–62], with the partic-
ular state created being heralded by the qumode mea-
surement outcome, potentially adding further utility to
the addition of our protocol to the quantum technologies
toolbox.
After completion of this manuscript, we became aware
of a recent work employing a qumode-based protocol to
measure thermodynamical work [63].
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Technical Appendix
Here we derive Eq. (3) which gives the probability of
the momentum measurement resulting in the outcome
|p〉, denoted P (p), when the initial state is infinitely
squeezed. Recall that for a qumode prepared in a given
state G(x), its state after interacting with the system for
a time τ is given by Eq. (2), which we reproduce here for
convenience:
ρq(t) =
∫ ∫
dxdx′G(x)G∗(x′)L(x, x′, τ)|x〉〈x′|, (11)
with L(x, x′, τ) =
∑
n Pn exp(−ig(x− x′)Enτ).
For the infinitely squeezed initial state we then have
P (p) = 〈p|ρq(τ)|p〉
=
1
(2pi)2
∫ ∫
dxdx′ei(x−x
′)(p0−p)L(x, x′, τ)
=
1
(2pi)2
∑
n
Pn
∫ ∫
dxdx′ei(x−x
′)(p0−p−gEnτ)
=
∑
n
Pn(δ(p− (p0 − gEnτ)))2, (12)
as given in Eq. (3).
We also derive Eqs. (5) and (7), which describe the
sampled probability distribution when the initial state
has a finite bin size, or is finitely squeezed. Inserting the
explicit initial qumode state for a finite bin of size L,
G(x) = 1/(
√
2piL)
∫ L
2
−L2
dk exp(i(p0 + k)x), we have that
ρq(τ) =
1
2piL
∑
n
Pn
∫ ∫
dxdx′
∫ L
2
−L2
∫ L
2
−L2
dkdk′
× ei(p0+k)x−i(p0+k′)x′−ig(x−x′)Enτ |x〉〈x′|. (13)
Thus, we have that
P (p) =
1
(2pi)2L
∑
n
Pn
∫ ∫
dxdx′
∫ L
2
−L2
∫ L
2
−L2
dkdk′
× ei(p0−p+k)x−i(p0−p+k′)x′−ig(x−x′)Enτ
=
1
(2pi)2L
∑
n
Pn
∫
dx
∫ L
2
−L2
dkei(p0−p+k−gEnτ)x
×
∫
dx′
∫ L
2
−L2
dk′e−i(p0−p+k
′−gEnτ)x′
=
1
L
∑
n
Pn
(∫ L
2
−L2
dkδ(p− (p0 − gEnτ + k))
)2
=
∑
n
{
Pn
L −L2 ≤ p− p0 + gEnτ ≤ L2
0 otherwise,
(14)
in agreement with Eq. (5).
We now do the same for the finite squeezed
state, which has initial wavefunction G(x) =
(s2/pi)
1
4 (1/
√
2pi) exp(ip0x)
∫
dq exp(−s2q2/2). The
state of the qumode after the interaction for time τ is
given by
ρq(t) =
s√
pi
1
2pi
∑
n
Pn
∫ ∫
dxdx′
∫ ∫
dqdq′
× ei(p0+q)x−i(p0+q′)x′−ig(x−x′)Enτe− s
2(q2+q′2)
2 |x〉〈x′|,
(15)
7and the associated probability distribution is given by
P (p) =
s
4pi
5
2
∑
n
Pn
∫
dx
∫
dqei(p0−p+q−gEnτ)xe−
s2q2
2
×
∫
dx′
∫
dq′e−i(p0−p+q
′−gEnτ)x′e−
s2q′2
2
=
s√
pi
∑
n
Pn
(∫
dqδ(p− (p0 − gEnτ + q))e−
s2q2
2
)2
=
s√
pi
∑
n
Pne
−s2(p−p0+gτEn)2 , (16)
as given in Eq. (7). In the limit of infinite squeezing, this
reduces to Eq. (3).
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