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内容提要:本文对扰动项存在跨时期的异方差、但不存在序列相关的时变系数空间自回归模型提出了极大似
然的估计方法，并证明了该估计量的一致性，同时，证明了该估计量渐进服从正态分布，由此说明该估计量具有优
良的大样本性质。同时，我们还对本文所提出估计量的小样本性质进行了数值模拟。本文研究表明，估计量虽然
在 N较小时偏差较大，但是随着 N的不断增加，估计量偏差减小，体现了比较优良的渐进性质。同时，估计量的偏
差会随着时期数的增加而变大，这说明本文所提出的估计方法适用于个体数较多、时期数较少的短面板数据。
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The Maximum Likelihood Estimation of Time-varying Coefficient
Spatial Autoregression Panel Data Model
Deng Ming
Abstract:This paper researches the time-varying coefficient spatial autoregression panel data model，whose error has
heteroscedasticity over time but without time serial correlation． This paper proposes a maximum likelihood estimation
(MLE)for this model and proves the consistency and asymptotic normality of this MLE method，which testifies the favorite
large sample properties of the MLE method． Meanwhile，we use Monte Carlo method to simulate the small properties of the
MLE method，which shows that the estimator has large bias when N is small while the bias becomes smaller and smaller
over the growth of N． Furthermore，we also find that the bias will increase over the growth of T，which shows that the MLE
method is more suitable for the short panel data with small T and large N．
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一、引言
“地理学第一定律”(Tobler' s First Law of
Geography)认为对空间个体观测到的数据均存在空
间相关性，而且这种空间相关性随距离而衰减，即距
离越远，空间相关性越小，反之亦然 (Tobler，
1970［1］)。个体观测数据空间相关性的存在，使得
计量经济理论中关于样本相互独立的古典假定不再
成立，因此，传统的计量方法在估计基于空间数据的
计量模型时会存在估计偏误。空间计量模型通过引
入空间权重矩阵(Spatial Weight Matrix)，将研究对
象的空间相关性、异质性引入了模型中，较好地解决
了这一问题。
与一般的计量理论研究一样，空间计量经济模
型也是首先从截面模型入手，然后逐渐扩展到空间
面板数据模型。与一般的截面数据模型一样，空间
截面数据模型同样存在自由度损失、无法处理个体
异质性等问题(Hsiao，2003［2］;Baltagi，2001［3］)。而
空间面板数据模型则比较好地解决了空间截面数据
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模型所存在上述问题，并且解决了普通面板数据模
型只考虑个体异质性而忽略个体空间相关性的问
题。与一般的面板数据研究类似，当前对空间面板
数据模型的理论和应用研究主要集中在固定效应模
型和随机效应模型，这两类模型处理空间异质性和
空间相关性的方式是:使用空间权重矩阵来控制空
间相关性，使用个体截距项来控制空间(个体)异质
性。在这两类常见的空间面板数据模型中，待估计
参数(包括解释变量系数和空间自回归系数)均不
会随观测个体或时期的变化而变化，也就是说，系数
是不变的。但是，个体截距项仅仅能反映出不由解
释变量所解释因素的个体差异，但不能反映出解释
变量对被解释变量作用的个体差异，此时，也就是
说，很多时候，空间异质性并不能完全由个体截距项
的差异来解释，此时，可以允许解释变量系数和空间
自回归系数随个体或时期变动而变动，构建变系数
空间面板数据模型(Elhorst，2003)［4］。
变系数空间面板数据模型有两种类型:一种是
系数随观测个体的变动而变动，但同一观测个体在
不同时期的系数是相同的，Elhorst(2003)［4］根据系
数变动特征又将这类变系数空间面板数据模型分为
固定系数模型和随机系数模型。在 Elhorst 归纳的
固定系数和随机系数的空间面板数据模型中，虽然
系数随观测个体变动而变动，但系数与观测个体或
是个体的空间位置之间并无某种函数关系。另一种
系数随空间个体变动而变动的空间面板数据模型是
Brunsdon 等(1996)［5］提出的“地理加权回归”
(Geographically Weighted Ｒegressor，GWＲ)模型，这
种模型利用相邻个体的信息估计个体参数，因此模
型系数是观测个体地理位置的函数。
另一种变系数空间面板数据模型的系数随时期
的变动而变动，但同一时期上所有空间个体的系数
不随个体变动而变动。Anselin(1988)［6］最早基于
SUＲ模型分析了此类变系数空间计量模型，所以也
将其定义为 spatial SUＲ 模型。在其模型中，同一观
测个体的系数不仅在不同时期上存在差异，而且其
观测值还存在序列相关(但不存在个体相关性)，因
此需要对观测个体和扰动项的空间关系作进一步设
定。类似于一般的截面数据空间回归模型，Anselin
提出的 spatial SUＲ模型有两种设定方式，一种设定
方式是空间自回归形式:
Yt = ρtWYt + Xtβt + εt;E(εtε' s)= σts IN (1)
另一种是空间误差形式:
Yt = Xtβt + εt;εt = λtWεt + ut;E(utu's)= ωts IN (2)
对于式(1)的空间自回归形式的 spatial SUＲ模
型，Anselin建议采用极大似然或是工具变量的方法
进行估计;对于式(2)的空间误差形式的 spatial
SUＲ模型，Anselin认为同样可以使用极大似然的方
法进行估计。在其基础上，邓明和钱争鸣(2013)［7］
利用贝叶斯估计方法对空间自回归形式的 Spatial
SUＲ模型进行了估计。进一步，邓明(2013)［8］基于
Kapoor等(2007)［9］所构建的误差合成空间面板数
据模型建立了一种更为一般化的时变系数的空间面
板数据模型，其模型利用扰动项中的空间个体成分
将不同时期的方程联系起来，同时其解释变量系数
和空间自回归系数均随时期变动而变动，但不随空
间个体的变动而变动，因而同样是一种时变系数空
间计量模型。邓明(2013)［8］对该模型所采用的估
计方法是基于 FGLS 和 GM 的多阶段估计，在保证
了估计量良好渐进性质的同时还大大降低了运算
量。邓明和钱争鸣(2014)［9］将空间自回归形式和
空间误差形式的 Spatial SUＲ模型结合起来，构建了
一种广义的 Spatial SUＲ模型，同样采用一种多阶段
估计策略对模型系数进行了估计。
综上来看，基于 SUＲ模型是目前研究者分析时
变系数空间面板数据模型的主要手段，所使用的估
计策略也多是多阶段的估计策略。但是如果不同观
测个体或者时期上的扰动项不存在相关性，那么就
无从构建 SUＲ系统，从而上述这些多阶段估计也无
从展开。本文的研究即基于这样的背景而展开，本
文的研究对象是具有时变系数的空间自回归面板数
据模型，同时允许扰动项方差也随观察个体的变动
而变动，但与 SUＲ 模型不同的是，扰动项并不存在
序列相关性。对于本文所构建的模型，我们采用极
大似然估计的方法对模型参数进行了估计，分析了
所得到估计量的大样本性质，并利用 Monte Carlo 模
拟讨论了估计量的小样本性质。
二、模型设定
本文研究的时变系数模型建立在传统的空间自
回归模型基础之上，假设得到空间个体 i = 1，2，…，
N在时刻 t = 1，2，…，T 的观测，本文的时变系数空
间自回归模型形式如下:
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yit = λ t∑
N
j = 1
wijyjt + β' txit + εit;i = 1，2，…，N;t =
1，2，…，T (3)
其中，λ t为观测时期 t的空间自回归系数，xit =
(xit，1，xit，2，…，xit，k)' 为 k × 1 阶的解释变量向量，βt
= (βt，1，βt，2，…，β t，k)' 为时期 t的 k × 1 的解释变量
系数向量，wij 为空间权重矩阵 W中的元素(i，j)。令
yi = (yi1，y12，…，yiT)'，wi = (wi1，wi2，…，wiN)'。将
每个观测值按个体和时期堆积起来，得到如下的矩
阵形式:
yi = λWiyi + Bxi + εi，i = 1，2，…，N (4)
其中，λ = diag(λ1，λ2，…，λT)为 T × T的空间
自回归系数矩阵，Wi = (w'i，w'i，…，w'i)'是将 T个
w'i 堆积而成的空间权重矩阵，β = diag(β'1，β'2，
…，β'T)，xi = (x' i1，x' i2，…，x' iT)'，εi = (εi1，εi2，…，
εiT)'。令 Si(λ)= IT － λWi;假定 λ0为 λ的真实估计
值，则 Si(λ0)= IT － λ0Wi。对于上述模型，为了便于
模型的估计，我们作如下假设:
假设 1:T 是一个固定的正整数，N 同样为正整
数，N ＞ ＞ T。
假设 2(对间权重矩阵 W的设定):2(a)W为已
知的、外生的矩阵，且不随时期变化;2(b)W 的主对
角线元素为 0;2(c)W 有可计算的实特征根;2(d)
(IN － ρtW)为非奇异矩阵对于所有的 | λ t | ＜ 1 均是
成立的;2(e)W 和(IN － λ t W)的行列加总均是一致
有界的。
假设 1 是为了解决待估计参数过多导致的估计
困难，因为本文模型中的待估计参数个数为 T(k +
2)个，而且正如后文的模拟结果所显示的那样，如
果时期数较多，估计量的偏误会较大。假设(a)则
是一个简易化的处理，我们自然可以允许空间权重
矩阵随时期发生变动，但这样并不会对估计量性质
带来实质影响;而且，基于地理距离的空间权重通常
不会随时间发生变化，而基于经济关系或其他社会、
文化关系的空间权重矩阵在本文所设定的短面板中
也很难有太大的变动。假设(b)中 W的主对角线元
素为 0 表示观测个体与自身是不相邻的。假设(c)
中实特征根的存在性和可计算性是为了保证后文中
提出的似然函数的可计算性。假设(d)非奇异性的
设定是为了保证模型设定是完备的，以确保方程的
稳定性。假设(e)最早是由 Kelejian 和 Prucha
(1999)［11］提出的，用以将空间相关性的程度限制在
一个可处理的范围内，以便采用相关的极限理论来
分析估计量的渐进性质。
假设 3(关于误差项 ε的假设):(a)对于所有的
1≤t≤T，1≤i≤N，N ＞ 1，E(εit)= 0，Var(εit)= σ
2
t，
也就是说，扰动项存在不同时期上的异方差，但不同
个体上的方差是相同的，同时，扰动项在不同时期和
个体上均是相互独立的;(b)0 ＜ σ2i ＜ a ＜ ∞，且 εit
有任意高于四阶的矩存在，即 E | εit |
4+ζ ＜ ∞，ζ ＞ 0
;(3c)扰动项分布服从正态分布。
假设 3 是计量经济学中的一般假设，存在任意
高于 4 阶的矩是为了保证能够运用中心极限定理以
及方差估计的存在(Kelejian和 Prucha，2001［12］)。
假设 4:对于任意 T、i以及 λ∈Θ，S' i(λ)Si(λ)
的最小特征值大于 0，即
λminS'i(λ)Si(λ)＞ 0 (5)
假设 5:T(k + 2)× 1维系数矩阵 θ = (λ1，λ2，
…，λT，β'1，β'2，…，β'T，σ
2
1，σ
2
2，…，σ
2
T)' ∈ Θ 是 T(k
+ 2)维欧氏空间 ＲT(k+2)的一个子集。Θ为一个有界
闭集，并且包含了参数向量 θ的真值 θ0，θ0在Θ的内
部且一致有界。
假设 6(关于解释变量的假设): (a)对于任意
给定的 t = 1，2，…，T，xit是严格外生的，即 E(xitεiτ)
= 0;(b)对于任意 t 和 τ，有 N－1∑Ni = 1xitεiτ →p0;
(c)对于任意 t 和 τ，协方差矩阵 E(xitx' iτ)= ∑ tτ
是有界的，而且不会随着观测个体的变动而变动，同
时，∑ tt 是非奇异矩阵;(d)N－1X'tXτ →p∑ tτ，其中
Xt = (x1t，x2t，…，xNt)';(e)supt［λmax(N
－1X'tXτ)］＜
υ，inft［λmin(N
－1X'tXτ)］ ＞ 0，其中，λmax(N
－1X'tXτ)
表示(N－1X'tXτ)的最大特征根。
假设 6 中解释变量非随机且有界的设定是一个
不失一般性的简便处理，同时考虑到了解释变量之
间可能存在的个体相关性，这也是对 Anselin
(1988)［6］spatial SUＲ模型的一个扩展。
三、参数的极大似然估计量及其性质
(一)参数估计与识别
在假设 2 成立时，可以将式(4)写成如下的
形式:
yi = (I － λWi)
－1(Bxi + εi)，i = 1，2，…，N (6)
根据假设 3(e)，我们可以得到 y1，y2，…，yN的
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联合密度函数为:
∏
T
t = 1
S(λ)
∑σ2t IT
1 /2
(2π)T/2
·exp －
(yt － λ t珓yt － xtβt)'(yt － λ t珓yt － xtβt)
2σ2( )t (7)
其中，S(λ) = (IT － N
－1∑Ni = 1(λWi)) ，∑σ2t
= diad(σ21，σ
2
2，…，σ
2
T)，βt = (β1t，β2t，…，βNt)'。xt
= (x1t，x2t，…，xNt)'为时期 t的 N × k阶的解释变量
矩阵，yt = (y1t，y2t，…，yNt)'为时期 t的N × 1阶的被
解 释 变 量 矩 阵，珓yt = (珓y1t，珓y2t，…，珓yNt)'，珓yit =
∑Nj = 1wijyjt = w'iyt。根据式(6)我们可以得到如下的
对数似然函数:
ln(θ)= － NT2 ln(2π)－
N
2∑
T
t = 1
lnσ2t + ln S(λ)
－ 12∑
T
t = 1
(yt － λ t珓yt － xtβt)'(yt － λ t珓yt － xtβt)
σ2t
(8)
因此，参数 θ = (λ1，λ2，…，λT，β'1，β'2，…，β'T，
σ21，σ
2
2，…，σ
2
T)' 的极大似然估计为:
θ^ = argmax
θ∈Θ
ln(θ) (9)
最大化对数似然函数(8)的一阶条件为:
ln(θ)
λ t
= －∑Ni = 1 tr［(IT － λWi)－1EttWi］
+
珓y' t(yt － λ t珓yt － xtβt)
σ2t
，t = 1，2，…，T (10)
ln(θ)
βt
=
x' t(yt － λ t珓yt － xtβt)
σ2t
，t = 1，2，…，T (11)
ln(θ)
σ2t
= － T
2σ2t
+ 1
2σ4t
(yt － λ t珓yt － xtβt)'(yt
－ λ t珓yt － xtβt)，t = 1，2，…，T (12)
其中，Ett 为 T × T的矩阵，其第(t，t)个元素为
1，其他元素为 0。对式(9)的对数似然函数求二阶
导，即可得到如下的海塞因矩阵:
H(θ0)= E0 － 1N·
2 ln(θ0)
θθ[ ]' =
H11 H12 H13
· H22 H23
· · H

33
=
E0 － 1N·
2 ln(θ0)
λλ[ ]' E0 － 1N·
2 ln(θ0)
λβ[ ]'
· E0 － 1N·
2 ln(θ0)
ββ[ ]'
 · ·
E0 －
1
N·
2 ln(θ0)
λ(σ2 '[ ])
E0 －
1
N·
2 ln(θ0)
β(σ2 '[ ])
E0 －
1
N·
2 ln(θ0)
(σ2)(σ2 '[ ]
)
(13)
其中，β = (β'1，β'2，…，β'T)'，σ
2 = (σ21，σ
2
2，
…，σ2T)'。H11 为一个 T × T矩阵，其形式为:
H11 = (Ψ0Ψ'0)+ diag
1
σ2t
· 1N∑
N
i = 1
E0(珓y
2
it[ ]) (14)
其中，
1
N∑
N
i =1
E0(珓y
2
it)=
1
N∑
N
i =1
w'i(IT － λ0Wi)
－1［BE(xix'i)B'
+∑σ2t］(IT － λ0Wi)
－1wi =
1
N∑
N
i =1
φ'0t［BE(xix'i)B'
+∑σ2t］(IT － λ0Wi)
－1φ0t (15)
其中，Ψ0 = N
－1∑Ni = 1(Wi(IT － λ0Wi)－1)，φ'0t
为 Ψ0 的第 t行向量，为矩阵的 Hadamard 积。H12
为一个 T × kT矩阵，H12 = diagt(σ
－2
t E0(N
－1珓y'xt)) ，
其中，
E0(N
－1珓y'xt)= E0(N
－1∑Ni = 1珓yitx' it)= w'i(IT －
λ0Wi)βE(xix' it)
= φ'0t(∑σ21tβ1，∑σ22tβ2，…，∑σ2TtβT)' (16)
H13 = diagt(N
－1∑Ni = 1σ －2t w' i(IT － λ0W))et =
diagt(σ
－2
t φ0，tt)为 一 个 T × T 矩 阵。H22 =
diagt(σ
－2
t ∑σ2tt)为一个 Tk × Tk 矩阵。H23 = 0，H33
= diagt(1 /2σ
4
t)。对于一个给定的 T，当 N→ ∞ 时，
在假设 1、2、4、5和6下，当 λ t被识别时，β' t和 σ
2
t '是
可被识别的。因此，模型参数能否被识别的前提是
λ t 能够被识别。为了推导出 λ t 的识别条件，我们将
海塞因矩阵 H(θ0)改写成如下的形式:
H(θ0)=
H11 H
*
12
· H*( )22 (17)
其中，H*12 = (H12，H13)为一个H
*
12 = (H12，H13)
为一个 T × (Tk + T)矩阵，H*22 = (H22，H33)为一个
(Tk + T)×(Tk + T)矩阵。槡Nλ^N的渐进协方差矩阵
为可以表示为(H*11． 2)
－1，其中 H*11． 2 = H11 － H
*
12
(H*22)
－1H*21 = H11 － H12H
－1
22 H21 － H13H
－1
33 H31。根据式
(14)和(15)可得，
·100· 统计研究 2016 年 9 月
H11 = (Ψ0⊙Ψ'0)+ diag［σ
－2
t φ'0t(B∑ xxB' +
∑σ2t)φ0t］ (18)
其中，矩阵 B∑ xxB' 的第(m，n)个元素为
β'm∑mnβn，φ0t∑σ2t φ0t = ∑
T
m = 1
σ2mφ
2
0，tm，因此
式(18)可以进一步改写为如下形式:
H11 = (Ψ0⊙Ψ'0)+ diag［∑ Tm = 1(σ －2m /σ －2t )φ20，tm］
+ diag［σ －2t ∑ Tm = 1∑
T
n = 1
φ0，tmφ0，tnβ'mΣmnβm］ (19)
同理可得，
H12H
－1
22 H21
= diag
σ－2t (N
－1∑Ni =1(w'i (IT －λ0Wi)－1BE(xix'it)))∑
－1
tt
(N－1∑Ni = 1(E(xix'it)B' (IT － λ0Wi)－1wi

))
= diag［σ －2t ∑ Tm = 1∑
T
n = 1
φ0，mtφ0，ntβ'mΣmtΣ
－1
tt Σntβ'n］
(20)
H13H
－1
33 H31 = 2diag［φ
2
0，tt］ (21)
将式(19)～ (21)代入到 H*11． 2 的表达式中
可得，
H*11． 2 = (Ψ0⊙Ψ'0)+ diag［－ φ
2
0，tt
+∑ Tn = 1，n≠t(σ
2
n /σ
2
t)φ
2
0，nt］
+ diag［σ －2t ∑ Tm = 1∑
T
n = 1
φ0，mtφ0，ntβ'mΣmtΣ
－1
tt Σntβ'n］
(22)
此时，λ t 能够被识别(亦即所有参数可被识别)
的条件即为:Ｒank(H*11． 2)= T。因此，当 T较大时，识
别 λ t 需要满足:
λmin(H
*
11． 2)＞ κ ＞ 0，λmax(H
*
11． 2)＜ ζ ＜ ∞，T
(23)
其中，λmin(Λ)和 λmax(Λ)分别表示矩阵 Λ 的
最小和最大特征根。当 T 不是无穷大时，上述条件
中的第一个是一个普通的秩条件。因此我们重点分
析第二个条件是否得到满足。考虑到矩阵 H*11． 2 为
一个对称的正定矩阵，因此有:
λmax(H
*
11． 2)= λmax(H
*
11． 2)≤‖H
*
11． 2‖∞ (24)
将式(22)代入上式可得:
‖H*11． 2‖≤‖Ψ0⊙Ψ'0‖∞ + supt‖ － φ
2
0，tt
+∑ Tn = 1，n≠t(σ
2
n /σ
2
t)φ
2
0，nt‖
+ sup t‖σ
－2
t ∑ Tm = 1∑
T
n = 1
φ0，mtφ0，ntβ'mΣmtΣ
－1
tt Σntβ'n‖
(25)
其中，‖Ψ0‖1 = max1≤i≤N(∑
N
i = 1 φ0，ij )，
‖Ψ0‖∞ = max1≤j≤N(∑
N
i = 1 φ0，ij )。在下面的分
析之前，我们先引入下面的引理:
引理 1:在 假 设 2 成 立 时，令 Ψ0 =
N－1∑Ni = 1(Wi (IT － λ0Wi)－1)， 则 ‖Ψ0‖1 =
max1≤i≤N(∑
N
i = 1 φ0，ij ) 和 ‖Ψ0‖∞ =
max1≤j≤N(∑
N
i = 1 φ0，ij )是有界的。
证明:根据假设(2)，我们有Ψ0 = W + WΨ0W +
WΨ0WΨ0W + …。从而有:
‖Ψ0‖1 ≤‖W‖1 + ‖W‖
2
1 ‖Ψ0‖1
+ ‖W‖31 ‖Ψ0‖
2
1 + …
由于‖Ψ0‖τ1 = (supt λ t )
τ，同时，在假设 2
下，我们有，supt λ t ‖W‖1 ＜ 1，因此可以得到，
‖Ψ0‖1≤‖W‖1(1 － supt λ t ‖W‖1)
－1。同理可
得:‖Ψ0‖∞ ≤ ‖W‖∞(1 － supt λ t ‖W‖∞)
－1。
根据假设 2可知，‖W‖1 和‖W‖∞ 是有界的，而 1
－ sup t λ t ‖W‖1 和 1 － supt λ t ‖W‖∞ 均大于
零。由此可得，‖Ψ0‖1 = max1≤i≤N(∑
N
i = 1 φ0，ij )
和‖Ψ0‖∞ = max1≤j≤N(∑
N
i = 1 φ0，ij )是有界的。
当 ‖Ψ0‖1 和 ‖Ψ0‖∞ 均 是 有 界 时，则
‖Ψ0Ψ'0‖∞ 同样也是有界的。而对于式(25)右
边的第二项，有:
‖ － φ20，tt +∑ Tn = 1，n≠t(σ
2
n /σ
2
t)φ
2
0，nt‖∞
≤
supt(σ
2
t)
inft(σ
2
t)
·∑ Tn = 1φ20，nt ＜ ζ ＜ ∞ (26)
上式表明式(25)右边的第二项同样是有界的，
最后我们来看式(25)右边的最后一项，可以得到:
‖σ －2t ∑ Tm = 1∑
T
n = 1
φ0，mtφ0，ntβ'mΣmtΣ
－1
tt Σntβ'n‖∞
≤σ－2t ∑ Tm =1∑
T
n =1 φ0，mt φ0，nt ‖β'mΣmtΣ
－1
tt Σntβ'‖∞
≤ σ －2t ∑ Tm = 1∑
T
n = 1 φ0，mt φ0，nt
·supm，n‖β'(Σmn － ΣmtΣ
－1
tt Σnt)β'‖∞
≤ σ －2t supm‖βm‖1·supn‖βn‖∞·supm，n
‖(Σmn － ΣmtΣ
－1
tt Σnt)‖∞·(∑
T
n = 1 φ0，mt ) (27)
根据前文的假设 3、5、6 可得，infσ2t ＞ 0;同时，
supm ‖βm‖1、supn ‖βn‖∞、Σmn 和∑
－1
tt
均存在且
均是有界的;此外，在前文的设定条件下，
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sipt∑ Tn = 1 φ0，nt = ‖Ψ0‖∞ 也是有界的。因此，式
(25)右边的最后一项是有界的，式(23)是成立的，
从而我们可以得到如下的命题 1。
命题 1:在假设 1、2、4、5 和 6 成立时，且
λmin(H
*
11． 2)＞ κ ＞ 0，T时，式(4)给出的时变系数
空间面板数据模型的极大似然估计是可识别的。
(二)估计量的性质
我们首先来讨论由式(9)得到的极大似然估计
量的一致性。对于真实参数 θ0，我们有:θ0 =
argmax
θ∈Θ
E0［N
－1 ln(θ)］。根据命题1可知，上述 θ0是唯
一存在的。因此可以得到:
limN→∞E0［N
－1 ln(θ0)］≥ limN→∞E0［N
－1 ln(θ)］(28)
在假设 4 成立时，有，
p limN→∞［N
－1 ln(θ)］ = limN→∞E0［N
－1 ln(θ)］ (29)
联立式(28)和(29)可得，
p limN→∞［N
－1 ln(θ^)］ = limN→∞E0［N
－1 ln(θ)］ (30)
由于 θ0 是最大化 E0［N
－1 ln(θ)］所得到的唯一
值，因此 p limN→∞［N
－1 ln(θ^)］ = θ0。从而可以得到
如下的命题 2:
命题 2:在假设 1 ～ 6 成立时，且 λmin(H
*
11． 2)＞ κ
＞ 0，T时，式(3)给出的时变系数空间面板数据
模型的极大似然估计量 θ^ 是一个一致估计量，即 p
limN→∞［N
－1 ln(θ^)］ = θ0。
接下来我们讨论估计量的渐进性质。我们将式
(8)的极大似然函数的一阶条件在均值处展开
可得:
1
槡N
·ln(θ^)
θ
= 1
槡N
ln(θ0)
θ 槡
－ NH(θ)(θ^ － θ0)= 0
(31)
其中，H(θ) = － N－1(2 ln(θ)/θθ')，根据前
面得到的 p limN→∞［N
－1 ln(θ)］ = θ0，我们可以
得到:
H(θ)→pE0 － 1N·
2 ln(θ0)
θθ( )' = H(θ0) (32)
根据前文分析，H(θ0)是一个正定矩阵。因此，
根据式(31)可得，槡N(θ^ － θ0)极限分布是由
N－1 /2(ln(θ0)/θ)的极限分布决定的，ln(θ0)/θ
同样可以由前文的式(10)～ (12)给出。根据式
(11)可得，对解释变量系数的一阶导仅仅是在被解
释变量前面乘上外生的空间权重矩阵，因此，解释变
量系数 β的极大似然估计量的渐进性质与一般的面
板数据的极大似然估计的渐进性质没有区别，均是
渐进无偏的和渐进服从正态分布①。因此，此处我
们重点讨论时变的空间自回归系数 λ t的渐进性质。
根据式(10)，我们可以得到下式:
1
槡N
ln(θ0)
λ t
= 1
槡N
∑Ni = 1ξit (33)
其中，ξit = e' tΨ0ζiζit － φ0，tt，et 为第 t个元素为
1、其他元素为 0 的 T 维列向量，ζi = εi /σ0 = (ζi1，
ζi2，…，ζiT)。根据前文对误差项的假设可知，E(ζi)
= 0，E(ζiζit)= ei，Var(ζi)= IT。同样可得，E(ξit)
= 0，并且有:E(ξ2it)= e' tΨ0E(ζiζ' iζ
2
it)Ψ'0et － φ
2
0，tt
由此，我们可以得到:
Var(ξit)= φ
2
0，tt［E(ζ
4
it)－ 2］+∑ Ts = 1φ20，ts (34)
E 1
槡N
ln(θ0)
λ[ ]t = E 1槡N∑
N
i = 1
ξ[ ]it = 0 (35)
根据前文的假设 3 可知，不同观测个体的扰动
项是相互独立的，因此对于不同观测个体而言，ξit
同样是相互独立的。此外，根据命题(3b)并结合中
心极限定理可得，N－1 /2(ln(θ0)/λ t)渐进服从均
值为0的正态分布，槡N(λ^ t － λ t0)同样渐进服从均值
为 0的正态分布;此外，前文已经分析得到，槡Nλ^N的
渐进协方差矩阵为可以表示为(H*11． 2)
－1，因此，
槡N(λ^ t － λ t0)的渐进协方差矩阵同样为(H
*
11． 2)
－1。
由此我们可以得到如下的命题 3:
命题 3:在假设 1 ～ 6 成立时，且 λmin(H
*
11． 2)＞ κ
＞ 0，T时，式(3)给出的时变系数空间面板数据
模型的空间自回归系数的极大似然估计量 λ^ t 是一
个一致估计量，即当 N→ ∞ 时，有:
槡N(λ^ t － λ t0)→dN［0，(H
*
11． 2)
－1］ (36)
上述命题在 T → ∞ 时也是成立的，只要满足
∑ Ts φ20，ts 是有界的这一条件即可，而这一条件在矩
阵Ψ0是行列加总是一致有界时是成立的，而后者在
假设 2(e)下是成立的。此外，即使扰动项不满足正
态分布，根据 Kelejian 和 Prucha(2001)［12］的结论，
只要 εit有任意高于四阶的矩存在，即 E | εit |
4+ζ ＜
① 如果在解释变量 X中包含了元素为 1 的列向量，那么本文
的模型可以看成是固定效应模型，关于固定效应空间面板数据模型
的极大似然估计可以参见 Lee和 Yu(2010)［13］的研究结论。
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∞，ζ ＞ 0，λ^ t 同样会渐进服从正态分布。
四、Monte Carlo模拟
(一)Monte Carlo模拟设计
前文已经证明，本文对时变系数空间自回归面
板数据模型所提出的极大似然估计量具有较好的大
样本性质，下面我们对该估计量进行 Monte Carlo 数
值模拟，讨论其小样本性质。模拟过程设计如下:
(1)假设模型中只有两个解释变量，一个为常
数项，一个为外生的解释变量 x，数据生成过程如下
所示:
yit = αt + λ t∑
N
j = 1
wijyjt + βt xit + εit;i = 1，2，…，N;
t = 1，2，…，T (37)
(2)两个解释变量相对应的真实参数分别记为 αt
和 βt。两个变量均服从独立的标准正态分布N(0，1)。
(3)前文的大样本性质是基于 N→∞得到的，
因此在模拟中，设置相对较小的 T，考虑 T = 2 和 T
= 5 两种情况。样本容量 N分别取 10、25、50 和 100
四种情况。
(4)当 T = 2 时，待估计参数共有 6 个①，分别为
(λ1，λ2，α1，α2，β1，β2)，下标表示不同时期，其参数
初始值设为(0. 4，0. 6，0. 5，1，1. 5，2);当 T = 5
时，待估计参数共有 15 个，分别为 (λ1，…，λ5，α1，
…，α5，β1，…，β5)，设定其初始值分别为(0. 3，0. 4，
0. 5，0. 6，0. 7;1. 6，1. 8，2，2. 2，2. 4;0. 6，0. 8，
1，1. 2，1. 4)。
(5)空间权重矩阵 W 为 Ｒook 相邻型空间权重
矩阵，且随机生成②。
(6)假定扰动项有两种生成过程，一种是服从
正态分布，即 εit /σ0t ～ i． i． d． N(0，1)。另一种是非
正态分布，假定其生成形式为:εit /σ0t ～ i． i． d．
［χ2(2)－ 2］/2，并设定在两种扰动项生成过程下，
σ20t = 1。
(二)Monte Carlo模拟结果
根据上面的 Monte Carlo 模拟设计，使用 Matlab
软件进行了 1000 次独立的数值模拟，并记录下来系
数估计值的模拟结果。基于所得到的各个系数的
1000 个模拟结果，计算每个系数模拟值的均值和样
本均方误平方根(ＲMSE)，其中样本均方误平方根
定义如下:
ＲMSE = (θ^0． 5 － θ0)
2 + θ^0． 75 － θ^0． 25
1．( )[ ]35 2 (38)
其中，θ0 是待估计参数的真实值，θ^0． 25、θ^0． 5 和
θ^0． 75 分别是系数估计 1000 次值模拟结果的上四分
位数、中位数和后四分位数。
根据模拟结果可以得到如下结论:第一，当样本
量较少时(N = 10)，根据前文估计方法得到的参数
估计量模拟值与参数真值之间偏差较大，ＲMSE 的
度量结果表明，最高的是 T = 5 时非正态分布下 β40
的 ＲMSE，达到了 49. 9%，这个偏差是比较大的，这
说明尽管本文提出的估计量具有很好的渐进性质，
但在小样本下，依然具有较大的估计偏误。但是随
着观测个体数量的增加，估计量的偏误不断减小，当
N = 50 且时期数较少(T = 2)时，绝大部分系数估计
量的量的 ＲMSE在 10%以下;而当 N = 100 时，所有
变量在各种情形下的 ＲMSE 均在 10%以内，这反映
了本文所提出的极大似然估计具有较好的渐进性
质。第二，对于同样的 N，随着 T 的增加，估计量的
ＲMSE有所增加。例如当 N = 50 且 T = 2 时，绝大部
分变量的 ＲMSE 在 10%以下，而当 N = 50 且 T = 5
时，ＲMSE则不能控制在 10%以内。这说明本文提
出的时变系数空间面板数据模型的估计方法虽然能
估计空间面板数据模型的时变系数，但随着时期数
的增加，待估计参数增加，估计量的偏差有所增加。
第三，对于同样的 N和 T，正态分布下的 ＲMSE要小
于非正态分布下的 ＲMSE，这说明虽然扰动项的正
态分布不是估计量渐进服从正态分布的必要条件，
但是，在小样本下，扰动项的正态分布能够减少估计
量的偏差。
五、结束语
空间计量模型尤其是空间面板数据模型是当
前计量经济模型的一个重要分支，当前对空间面
板数据模型的研究侧重于常系数模型的研究，而
对变系数模型的研究相对较少。本文构建了一种
系数(包括空间自回归系数和解释变量系数)随时
期变动、但不随观测个体变动的空间自回归面板
数据模型，种模型的应用价值在于可以考察变量
①
②
此处没有包含扰动项方差，如果加上扰动项方差，待估计
参数共 4T个，下文将介绍扰动项的设定。
其具体生成过程参见郭鹏辉(2009)［14］、邓明(2013)［8］。
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之间的关系以及个体之间的空间关系的动态特
征。已有的研究主要侧重于利用似无关回归模型
(SUＲ)来研究时变系数的空间面板数据模型(邓
明和钱争鸣，2013［7］;邓明，2013［8］;邓明和钱争
鸣，2014［10］)，而估计策略也多是多阶段估计。但
是，构建 SUＲ模型需要扰动项之间存在序列相关
性，当扰动项仅存在时期上的异方差但不存在序
列相关性时，则可以简化分析，直接对模型进行极
大似然估计。
本文对扰动项不存在序列相关、仅仅存在时期
异方差的时变系数空间自回归模型提出了极大似然
的估计方法，同时，也证明了本文所提出的极大似然
估计量是一个渐进服从正态分布的一致估计量，由
此说明该估计量所具备的优良的大样本性质。本文
还对估计量的小样本性质进行了数值模拟，模拟结
果表明，估计量虽然在 N 较小时偏差较大，但是随
着 N的不断增加，估计量偏差减小，体现了比较优
良的渐进性质。此外，模拟结果还表明，估计量的偏
差会随着时期数的增加而增加，这也说明本文所提
出的极大似然估计方法适用于观测个体较多但时期
数较少的短面板数据，这也是我们在假设 1 中要求
N ＞ ＞ T的原因之一。
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