Abstract-Pulse compression has been used for decades in radar, sonar, medical, and industrial ultrasound. It consists in transmitting a modulated or coded excitation, which is then crosscorrelated with the received signal such that received echoes are time compressed, thereby increasing their intensity and hence the system resolution and signal-to-noise ratio (SNR). A central problem in pulse-echo systems is that while longer coded excitations yield higher SNRs, the length of the coded excitation or sequence is limited by the distance between the closest reflector and the transmitter/receiver. In this paper, a new approach to coded excitation is presented whereby receive intervals or pauses are introduced within the excitation itself; reception takes place in these intervals. As a result, the code length is no longer limited by the distance to the closest reflector and a higher SNR increase can be realized. Moreover, the excitation can be coded in such a way that continuous transmission becomes possible, which reduces the overall duration of the system response to changes in the medium. The optimal distribution of the receive intervals within the excitation is discussed, and an example of its application in industrial ultrasound is presented. The example consists of an electromagnetic-acoustic transducer driven with 4.5 V, where a clear signal can be obtained in quasireal-time (e.g., ∼9-Hz refresh rate), while commercially available systems require 1200 V for a similar performance.
I. INTRODUCTION

P
ULSE compression has been in use for decades to increase the signal-to-noise ratio (SNR) and resolution in radar [1] , [2] , sonar [3] , [4] , medical [5] - [11] , and industrial ultrasound [12] - [17] . It consists in transmitting a modulated or coded excitation, which is then correlated with the received signal such that received echoes become shorter in duration and higher in intensity, thereby increasing the system resolution and SNR. Pulse compression is a faster alternative to averaging because a wait time is required between consecutive excitations. During this time, the energy in the medium that is being inspected dies out and therefore does not cause interference between excitations.
The two main approaches to pulse compression are chirp signals and coded excitation (or sequences). Chirp signals are obtained by frequency modulating the excitation; the increase in SNR and resolution depends on the chirp length and bandwidth [11] . Coded sequences operate in a slightly different Readers who are interested in accessing data associated with this paper are referred to www.imperial.ac.uk/non-destructive-evaluation where either the data or details of how to obtain the data can be found.
Digital Object Identifier 10.1109/TUFFC.2017.2661383 way, most often by coding the polarity of concatenated bursts according to a binary sequence, i.e., a sequence composed of 1s and 0s or +1s and −1s [15] . In any case, a good approximation to the single initial burst is obtained when correlating the received signal with the transmitted sequence, hence the term compression.
In the applications that initially motivated this paper, namely, low-power excitation of guided ultrasonic waves [6] , [16] , electromagnetic-acoustic transducers (EMATs) [12] , [18] , photo-acoustic imaging [13] , air-coupled ultrasound [14] , [15] , [17] , [20] , and piezoelectric paints [19] , the received signals commonly lie below the noise threshold. Therefore, an increase in the SNR of more than 30 dB is required to accurately extract the information from the signals. The goal in those scenarios is to transmit the longest sequence or chirp signal possible to achieve the highest SNR increase, but in a pulse-echo system, the distance between the closest reflector and the transmit/receive (T/R) source limits their length. This problem is critical when reflectors are simultaneously located very close to and very far from the T/R source (see Fig. 1 ). In this scenario, long sequences cannot be transmitted and averaging takes a longer time due to the need for long receive intervals between transmissions so that the echoes from the farthest reflector do not overlap. Fig. 2 (a) shows a common scenario of a low-SNR pulseecho system in industrial ultrasound affected by the problem of close and far reflectors. It consists of a metal block with a transmit-receive transducer on the front wall of the block. The objective is to find the thickness of the block, i.e., the location of the opposite parallel back wall. The back wall itself acts as the closest reflector, whereas the wave reverberation between the walls behaves as reflections from far reflectors. The received signals when using averaging are shown in Fig. 2(b) . After each transmission, there are several echoes that decay progressively, and hence some wait time between transmissions is necessary to avoid interference; this makes averaging a lengthy process. The location of the back wall limits the length of the excitation, and therefore the SNR increase. If the excitation overlaps the reflection from the back wall, the information is lost because it is not possible to receive while transmitting.
In this paper, the authors propose a solution to these problems by introducing blank gaps or intervals within a coded sequence in which reception can take place while the sequence is being transmitted [see Fig. 2(d) ]. Hence, the overall sequence length and SNR increase are independent of the location of the reflectors. The aim of this idea is to increase the SNR without compromising the overall duration of the measurement so that the pulse-echo system can still respond to fast changes in the medium that is being inspected.
The organization of this paper is as follows. First, the proposed methodology is briefly introduced. Then, the autocorrelation properties of standard sequences and the corresponding SNR increase are discussed in Section III. The properties and construction of coded sequences that have receive intervals are introduced in Section IV. In Section V, the experimental results are presented. After discussing the results, conclusions are drawn in Section VI. Fig. 3 shows the fundamental steps of the proposed methodology. There are three main stages: 1) sequence synthesis; 2) propagation through the medium and reception; and 3) postprocessing. First, two sequences are generated, sequence X controls the polarity of the burst (+1 or −1), whereas G controls the T/R intervals (1 corresponds to transmission and 0 to reception).
II. OVERVIEW OF PROPOSED CODED EXCITATION
In practice, the transmitted sequences are not a train of delta functions but concatenated band-limited bursts, B. These bandlimited bursts are necessary due to the limited bandwidth of the electronics and transducers. The bursts are assumed to be optimal; this means that their length can be the maximum possible without overlapping the closest reflector and that it can utilize all the available bandwidth. Moreover, there is no restriction on the type of burst; they can be square pulses, chirp signals, or multiple cycles with a certain apodization.
Before the sequences can be modulated by the burst B, they have to be upsampled by Q samples to match the burst length. By doing so, X and G are obtained. Then X is convolved with B, which yields X . On the other hand, G is convolved with a rectangular pulse, which gives G . The transmitted sequence Z is simply the multiplication of the elements of X and G .
The reflected signals can be modeled as the convolution of the medium impulse response and the excited sequence Z ; an example is shown in Fig. 3 . At the receiver, the reflected signals are combined with noise from the electronics Y. The complement G = 1 − G is used to zero the received signal when transmission is on. This is basically the role of the T/R switch in the electronics. In practice, the T/R switching occurs before the receiver noise is added to the signal; however, in Fig. 3 , the order of the operation is flipped to indicate that reception does not take place during transmission and the signals are zeroed. Recall that transmission and reception cannot occur simultaneously in pulse echo due to the limited dynamic range of the receiver.
The modulated medium response can be partially recovered by cross correlating the received signals with X ·G ; this is the compression stage. Note that cross correlation is equivalent to convolution with one of the terms being time reversed. The recovered medium response will have a noise component (not shown in Fig. 3 ) that corresponds to the electronics. Interference between bursts in the sequence will also affect the recovered medium response. Further noise reduction is possible by cross correlating the result with the burst B, which is the matched-filtering stage. However, matched filtering distorts the originally transmitted burst, as can be appreciated in Fig. 3 . It has to be highlighted that the steps in Fig. 3 have been arranged in such a way that they correspond to fundamental steps of the methodology proposed so that it is easier to understand; however, this is not necessarily an efficient way of implementing it. For example, Z can be obtained by simply convolving B with the upsampled result of X · G and the last compression and matched-filtering operations combined, which is equivalent to cross correlating the received signal with the transmitted signal Z = (X · G ) * B, where { * } indicates convolution.
In the next sections, we investigate the optimal synthesis of these random sequences that have receive intervals and their expected SNR.
III. BACKGROUND ON CODED EXCITATION
In this section, we focus our attention on coded sequences, especially binary coded sequences, whereby the polarity of the sequence burst (or symbol) is changed. These are simpler to implement than nonbinary ones. There are no restrictions on the bursts other than their bandwidth not exceeding that of the system and their length not overlapping the closest reflector; note a burst can be a chirp signal. In this section, we review the previous work on coded sequences and then discuss their merit factor; this is central to proving the optimality of the sequences with receive intervals proposed in this paper.
A. Previous Work
Overall, the performance of a sequence relies on its autocorrelation properties. Ideally, its autocorrelation should be a delta function, but this cannot be achieved with a single sequence. The quest for "good" sequences started around the middle of the last century [21] - [24] and still continues today [25] - [27] (see [28] - [30] for a comprehensive review of the different sequences). Among the key binary sequences known so far are those named after Barker [31] , those reported by Leung and Schmidt [32] and Hoholdt and Jense [33] , as well as maximum length register sequences [34] . This list is not exhaustive and other sequences can be found in the literature [29] , though some may be considered either as special cases or family members of those previously mentioned.
One of the most elegant solutions to the imperfection of the autocorrelation properties of a single sequence can be found in [21] , whereby paired complementary sequences produce a perfect delta function when their corresponding autocorrelations are added together; this was later extended to orthogonal complementary sets of sequences in [22] . Another solution is to use sequences that achieve zero or very low autocorrelation values only in certain intervals of interest [35] - [39] . In general, there has been a tremendous interest in improving the autocorrelation properties of sequences, mainly by means of optimization strategies (see [26] , [38] - [43] ), and also in efficient ways of processing and obtaining them [37] , [44] , [45] .
The fact that good or perfect autocorrelation can be partially achieved is highly relevant; however, there are certain scenarios where the SNR at the input of the amplifier is low [6] , [12] - [16] , [18] - [20] , [46] , and in these cases, good autocorrelation properties are not essential. Indeed, in this section, it is shown that when the SNR is low (i.e., the signal magnitude is comparable to or below the noise level), the choice of the sequence is relatively unimportant and a simple random sequence that has a uniform distribution of +1s and −1s will suffice in most cases.
B. Merit Factor
Let X be a sequence of N elements, where each element x takes on values +1 or −1. The aperiodic autocorrelation of this sequence at shift k is
Golay [47] introduced the merit factor, F, of a sequence to compare and measure its performance
The merit factor is basically the ratio between the energy at shift zero and the combined energy of the rest of the shifts or autocorrelation sidelobes. The factor 2 is included to compensate for the tapering effect of the aperiodic autocorrelation. The merit factor can be understood as a measure of how similar the autocorrelation result is to a delta function; for the sake of simplicity, it should be assumed that the elements c k ,
, have a zero mean. A random binary sequence with +1s and −1s has F ≈ 1 on average for large N [47] ; a Barker sequence of 13 elements, which is the longest known, has F ≈ 14.08 [32] , [33] ; Golay sequences [47] have F ≈ 3, the added autocorrelations of the Golay complementary sequences have of course F = ∞, while Legendre sequences can achieve F ≈ 6 [33] . Finding sequences with an optimal merit factor for a given length by extensive search is computationally demanding; the best known cases from 60 to 200 elements are limited to F ≈ 10 [29] , [30] . Longer sequences are expected to have max{F} < 6 since no sequence with a higher merit factor has been found, though this remains a conjecture [30] .
C. SNR Increase
When adding (averaging) N received signals from identical excitations, the resulting SNR is
where the input SNR, SNR in , is defined as
where s is the magnitude of the received signal, assuming that the excitation is an impulse and that there is only one point-like reflector, and σ 2 in is the variance of the received noise, which has zero mean. In most ultrasound systems, the received noise is mainly due to noise of the receive amplifier-for simplicity, this noise can be assumed to be additive white Gaussian noise. Clearly, the actual received signal can take on other values after noise is added, but here s refers to the ideal received signal prior to additive noise.
In order to simplify the analysis and to focus the attention on the sequences themselves, two assumptions have been made: 1) the excitation is an impulse and 2) there is only one pointlike reflector. This means that the receive sequence only takes on +s and −s values. We discuss the effect of modulation and multiple reflectors in Section IV-F.
When using coded excitation, the cross correlation of the received signal and the transmitted sequence introduces noise as a result of the interference between the coded bursts in the sequence. This interference is of (pseudo) random nature and behaves similarly to the electrical noise of the receiver. Therefore, it is referred to simply as noise and measured in the same way since its effect is not different from that of electrical noise.
Let the transmitted sequence be of length N with unity magnitude and let the received sequence take on values +s and −s. Then, the energy at shift k = 0 after cross correlation is (N · s) 2 , while the sample variance of the noise introduced by the cross correlation is σ 2 s , which can be defined as
when N is large. The factor 2 in (5) has been added to compensate for the tapering effect the aperiodic cross correlation has on c k . Now, let Y be a sequence of independent and identically normally distributed (i.i.d.) elements y j with zero mean and variance σ 2 ; say this sequence represents the noise added at the receiver. The sample variance of the result of crosscorrelating Y with the transmitted sequence can be approximated, if N is large, to
where E[·] denotes the expected value and d k are the coefficients of the cross correlation for each shift k.
Due to each y j and x j +k being also i.i.d. with zero mean, we have
Hence
Finally, given that the noise introduced by the sequence is independent of the noise introduced by Y, the SNR of the aperiodic cross correlation can be approximated, when N is large, as
There are two special cases of interest in (11)
If F SNR in , the SNR increase due to coded excitation is that of averaging [see (3) ]. Moreover, there is no benefit in using sequences with F > 1 (i.e., other than random sequences, which achieve F ≈ 1 when N is large) to increase the SNR when SNR in 1. Note that even the complementary Golay sequences, which can perfectly cancel the sequence noise [21] , [22] , yield no advantage in this case.
Interestingly, many scenarios exist where either SNR in ∼ 1 or SNR in 1 and hence a significant number of averages or long sequences are required (commonly N > 1000) to produce a satisfactory SNR, which often need to be on the order of 30-50 dB. These scenarios are usually found in systems that rely on inefficient/poor transducers or have constraints on the excitation power [6] , [12] - [16] , [18] - [20] , [46] .
Conversely, if F SNR in , the SNR s is independent of SNR in , and if SNR in is high, it may happen that SNR in > SNR s for a given N due to the noise introduced by the sequence during the cross-correlation operation. In these cases, special attention should be paid to increasing the merit factor F and hence to the use of complementary Golay sequences and zero autocorrelation zone sequences [35] - [39] .
IV. PROPERTIES AND SYNTHESIS OF SEQUENCES WITH RECEIVE INTERVALS
In a pulse-echo system, the length of the excitation, be that a coded sequence or a chirp signal, is limited by the distance between the closest reflector and the T/R source (see Fig. 1 ). In order to transmit longer sequences, intervals where reception can take place can be introduced in the sequences. In this section, the rationale behind this approach is explained and the optimal distribution of the receive intervals within a given sequence is discussed.
A. Synthesis of Sequences With Receive Intervals
It is desirable to create a ternary random sequence Z that takes on values +1, −1, and 0, where the values +1 and −1 codify the excitation and the zeroes permit reception to take place, hence the name receive interval. Such a ternary sequence can be synthesized as follows. Let X be a binary sequence of length L that takes on values +1 and −1 and let G be another binary sequence also of length L that takes on values +1 and 0. Sequence Z can be obtained as
where each x j and g j are i.i.d.. The process described by (13) is shown in Fig. 3 including the burst modulation. The sequence G controls the location of the receive intervals (g j = 0) and transmit intervals (g j = 1), whereas X controls the polarity (±1) of the bursts during the transmit interval. For simplicity, and without loss of generality, each T/R interval is considered to be of the same length. The expected SNR when using Z is quantified in Section IV-C, where each term of (13) is instrumental in the mathematical formulation. Now we introduce the concept of transmit-receive pairs within the sequence G. The transmit-receive pairs are responsible for the amount of energy received from reflectors, which is discussed in Section IV-B. Let g j be the complement of g j defined as
then {g j , g j +m } is said to be a transmit-receive pair of length m if g j g j +m = 1. As an example, a pair of length m = 5 is shown in Fig. 4 . The pair length is defined as a range of time differences between any two transmit and receive states. Therefore, a given pair length corresponds to the total travel time range of a wave to and back from a potential reflector. The larger the pair length, the longer the travel time, and hence the deeper the potential reflector. The amount of energy received from a given reflector is proportional to the total number of transmit and receive pairs of a pair length that corresponds to the depth of the reflector. For this reason, a uniform probability distribution of pair lengths is desired in order to have a uniform sensitivity with respect to the reflector depth. In the next section, it is discussed how to ensure this condition, whereas the expected amount of energy received from a given reflector is investigated in Section IV-C. Fig. 4 shows an example of a sequence G together with the time-of-flight and distance traveled by waves generated in transmit intervals of G. For example, the wave generated in g 0 reflects back from reflectors 1 and 2 and the first reflection arrives at g 3 , so this reflector location is said to require a pair of length m = 3. Similarly, the second reflection arrives at g 6 , and hence this reflector is said to require a pair m = 6.
In a pulse-echo system, where transmission and reception cannot occur simultaneously due to the limited dynamic range of the receiver, a transmit-receive pair may not exist for a given transmit interval and reflector location. For example, in Fig. 4 , {g 0 , g 6 } is not a valid pair because g 0 g 6 = 0 and hence the reflection cannot be received.
B. Random Distribution of Receive and Transmit Intervals for Even Sampling of the Medium
In a pulse echo system, it is important to ensure equal sensitivity to every reflector regardless of its location in the interrogated space. When using the sequences with receive intervals and ignoring beam spread and directivity effects, this is equivalent to obtaining the same number of reflections, i.e., the same amount of energy, from any point-like reflector irrespective of its location. More formally, this is to obtain the same number of reflections r for any transmit-receive pair of length m up to a length M.
This condition can approximately be satisfied by any random binary sequence G when L is large and L M. To prove this, let the expected number of reflections that correspond to a reflector, whose distance from the transducer corresponds to a transmit-receive pair of length m, be
Note that r m is basically the expected total number of valid transmit-receive pairs, i.e., those that yield g j g j +m = 1, for each shift m. Let p 1 be the probability of having a transmit interval defined as
As every g j in (15) is i.i.d.
In practice, the location of the furthest reflector is limited to an equivalent transmit-receive pair of length M.
By using sequences of length L M, the number of reflections from any possible reflector location within such a finite distance can be homogenized, as shown by (18) . This greatly simplifies the formulas for the quantification of the sequence SNR in the next section.
C. SNR and Optimal Ratio of Transmit and Receive Intervals
Having discussed that a random distribution of transmitreceive intervals guarantees that the same number of reflections r be received irrespective of the reflector location within a finite distance from the source, the next step is to investigate the optimal number or proportion of transmit-receive intervals in a sequence, i.e., find the optimal p 1 . The optimal number of transmit intervals p 1 L is that which yields the maximum SNR for a given sequence G of length L. To obtain the SNR of a sequence with receive intervals, the total received energy, the noise from the sequence and the added noise at the receiver need to be found as follows.
Let Y be the noise added at the receiver. To estimate the sample variance after the cross correlation of Y with the transmitted sequence Z, σ 2 Y G , the steps from (6) to (10) can be repeated. When M is large, σ 2 Y G can be approximated as
where e k are the coefficients of the cross correlation for each shift k. Note that the factor 2 has been dropped with respect to (6) because M L shifts are used to obtain σ 2 Y G , and therefore, the tapering effect of the cross correlation can be neglected.
where z j = x j g j are the elements of Z and g j y j are the elements of the received sequence; note that g
Now the sample variance of the noise introduced by the sequence itself is investigated following the same steps. Say M is large, then
where f k are the coefficients of the cross correlation for each shift k and
where z j −m s = g j −m x j −m s are the elements of the reflected sequence (i.e., the transmitted sequence z j scaled by s and shifted by m) while the actual received sequence is g j z j −m s. Note that According to (18) , r reflections are received, and since each reflection has magnitude s, the total received energy at shift 
Given that max{r } = 0.25L, which occurs for p 1 = 0. {SNR gaps } ≤ 0.5 (27) and hence the maximum SNR gaps is
An important fact is that p 1 = 0.5 performs nearly optimally once SNR in < 0 dB. The figure of merit of the sequence F was not included in (25) because this equation is intended to be used with random sequences that do not have any predefined structure and for which F ≈ 1 when L is large. This is because we conjecture that it should be difficult to obtain a sequence that produces F > 1 when random receive intervals are used due to the structure of the transmitted sequence being affected by these intervals.
Finally, it is worth mentioning that sequences whose elements take on values +1, −1 and 0 have been reported in the literature and are known as ternary sequences [48] - [50] . However, the insertion of the zeroes aims to improve the sequence autocorrelation properties and is not initially intended for reception to take place. Furthermore, these sequences do not necessarily satisfy p 1 = 0.5, which is required for optimal performance when SNR in 2.
D. Comparison Between Sequences With Receive Intervals and Averaging
Once we assume that the sequence burst is optimal (i.e., its length can be the maximum possible without overlapping the closest reflector and it can utilize all the available bandwidth) and that the sequence burst can also be a chirp signal, averaging using the same sequence burst is the only relevant comparison point against the sequences with receive intervals. In this section, we investigate which of these techniques yields the highest SNR increase in a given amount of time subject to SNR in . To do so, we introduce the following ratio:
where L is the total number of transmit and receive intervals for both the sequences and averaging, which corresponds to the total duration of the measurement. For the case of averaging, N is the number of averages that take place during the L intervals; the number of receive intervals (L − N) is dictated by the need of a wait time to allow the waves in the medium to die out and hence avoid interference between averages. For example, if t = 1/4, then the wait time between averages necessary to avoid interference is 4 intervals or less (1 transmit and 3 receive intervals). Note that the number of transmit intervals in a sequence of length L is p 1 L, or p 1,max L in the case of (29) . As before, transmit and receive intervals are considered of equal length without loss of generality. Fig. 6 shows the values of t and SNR in for which α ≈ 1. For any combination of t and SNR in values below the curve, α > 1, and hence the sequences with receive intervals produce a greater SNR; otherwise, averaging produces a higher SNR. A desired t for a given SNR in may not be achieved when averaging due to many receive intervals being required to avoid interference between transmissions, e.g., when wave reverberations inside the specimen are significant.
Consider the extreme case in (29) , where SNR in 2 and for which p 1 = 0.5 is known to be optimal, then
This means that when t < 1/4, i.e., when the wait time between averages necessary to avoid interference is greater than four intervals (one transmit and three receive intervals), the sequence with receive intervals produces a greater SNR.
Finding scenarios where there is no interference using three or less receive intervals when averaging is rare in practice. A common scenario in pulse-echo ultrasound systems is to use more than 40 receive intervals when averaging-the receiver is ON for 40 times the transmit length to avoid interference. In such a case, the SNR achieved by the sequence can be at least 20 dB greater provided SNR in 2 and p 1 = 0.5.
E. Periodic Sequences With Receive Intervals: Continuous Transmission
Let the sequence Z be infinite with period L and elements
where q is an integer and the elements z j are defined in (13) . In the same way, g j can be defined from g j . Say Z is transmitted and the received signal is cross correlated with Z shifted by n. The expected value of the periodic cross correlation of a finite number of samples L is then
Since Z and G have period L, for every n, there exists a value of k in the interval [1, L − 1] for which E[ f k,n ] = r · s. This means that the sequence Z can be transmitted continuously, and at any instant n, reflections within a time-of-flight of m < L − 1 can be recovered after cross correlating L received elements. Note the same SNR gaps is obtained when replacing Z by Z.
By transmitting a sequence with finite period L, a significant amount of memory and computing power is saved but the time-of-flight of the furthest reflection has to be less than L − 1 to prevent these reflections from being seen as coherent interference. This is equivalent to waiting for the energy in a specimen to die out between transmissions when using averaging. The importance of being able to transmit/receive continuously is that it significantly reduces any delays in the system when processing the sequences, which subsequently reduces the time the system takes to respond to changes in the medium.
F. Burst Modulation and Multiple Reflectors
Let s i be the magnitude of the received echo from reflector i , then (25) can be rewritten for a reflector i as (34) where R is the total number of reflectors, the reflectors are assumed to be well resolved, and SNR in is defined with respect to s i . The existence of multiple reflectors increases the sequence noise; however, this increase is not significant if there are just a few dominant reflectors, as happens to be the case in most practical scenarios.
To include the effect of the burst modulation, let us assume that the sequences are upsampled to match the burst length, as shown in Fig. 3 ; that the normalized modulated burst B has variance σ 2 B and mean zero; and that the received sequences are correlated with the upsampled but unmodulated sequences X ·G in the compression stage, as shown in Fig. 3 . This process can be understood as a shifted combination of the transmitted sequence weighted by the burst samples. Since only the peak of the burst is of interest in the numerator, this process has no effect on it. Note that only the transmitted sequences are modulated, which has no effect on the righthand term of the denominator either. Hence, the result of the modulation on transmission is simply the variance σ 2 B multiplying the left-hand term of the denominator
Typically, σ 2 B ∼ 0.2 for normalized bursts, so modulation reduces the sequence noise at the expense of longer excitations.
It should be highlighted that discontinuities may occur between adjacent intervals. The magnitude of the discontinuities is given by the following.
1) The difference in the number of reflections of two contiguous transmit-receive pair lengths-for very long sequences, this difference is negligible and can also be compensated on the postprocessing stage because the number of reflections from every transmit-receive pair length is known a priori.
2) The phase change of the electronics noise between nonadjacent receive intervals due to the noise being band limited. Overall, the effect of these discontinuities is negligible and can be further attenuated by filtering.
An additional SNR increase is possible using matched filtering (see Fig. 3 ). The effect of matched filtering on the SNR can be found elsewhere (see [51] ). Basically, if the signal is assumed to have a white noise component, mainly due to the electronics noise, the increase in the SNR corresponds to the energy of the burst. However, this result cannot be immediately extrapolated to the noise introduced by the sequences because it mostly shares the same frequency band of the burst. We found empirically that an acceptable approximation of the resulting sequence noise (left-hand term of the denominator) is as follows:
where Q is the number of samples of the burst and σ 2 B B is the variance of the normalized autocorrelation of the burst. It is interesting to note that when the left-hand term of the denominator is negligible, which corresponds to a regime where the sequences perform optimally, the SNR increase due to matched filtering is Qσ 2 B , i.e., the energy of the burst.
V. APPLICATION EXAMPLE: FAST LOW-POWER EMAT
In this section, a sequence with receive intervals was applied to an industrial ultrasound example, which consists of an EMAT driven with only 4.5 Vpp (peak-to-peak) and less than 0.5 W. The main advantage of using EMATs is that unlike standard piezoelectric transducers, they do not require direct contact with the specimen. However, EMATs are notorious for requiring very high excitation voltages, commonly in excess of a few hundred volts and powers greater than 1 kW [52] - [56] . In certain scenarios, high powers are not permissible, e.g., in explosive environments, such as refineries, or where compact/miniaturized electronics is wanted. Moreover, high-power electronics requires bigger components and more space to dissipate the heat. The use of sequences with receive intervals presented in this paper can be used to reduce the excitation power while keeping the overall duration of the measurement short in these scenarios.
A. Experimental Setup
The experiment setup is shown in Fig. 7(a) and (b) . An EMAT (Part No. 274A0272, Innerspec, USA) was placed on top of a mild steel block, which has a thickness of 20 mm. This is a pancake coil EMAT that generates radially polarized shear waves within a circular aperture, which has an outer diameter of roughly 20 mm.
The main objective of this setup is to obtain a signal that can be used to estimate the thickness of the steel block. In this particular case, it is convenient to use the coded sequences with receive intervals because of the following reasons.
1) The back wall can be close and therefore long chirp signals or standard sequences cannot be used.
2) The steel block offers low attenuation to the wave, which reverberates inside the specimen for a long time, making averaging lengthy due to the wait time needed between transmissions. A custom-made transmit-receive electronic circuit was developed for the experiment. This circuit was solely powered by the USB port of a standard personal computer (PC), which can deliver a maximum of 5 V and 5 W. The electronics consists of a balanced transmitter with a maximum output voltage of 4.5 Vpp and maximum output current of 150 mA, and hence the maximum peak power is less than 0.34 W. The receiver provided a gain of roughly 60 dB and both transmitter and receiver have a bandwidth greater than 5 MHz.
A device (Handyscope-HS5, TiePie, Netherlands) that consists of a signal generator and an analog-to-digital converter (ADC) was employed to drive the custom-made transmitter (driver) and to digitize the output of the custom-made receive amplifier. The Handyscope-HS5 communicates with a PC via the USB port. Both the signal generator and the ADC of the Handyscope-HS5 were sampled at 100 MHz.
In a second setup, the EMAT was connected to the transmitreceive system PowerBox H (Innerspec, USA)-provided by the manufacturer of the EMAT-without changing the EMAT position on the steel block. This setup is not shown for the sake of brevity. The PowerBox H was set to drive the EMAT at 1200 Vpp, which according to the manufacturer can produce a peak power of 8000 W. A 3-cycle pulsed burst at a central frequency of 2.5 MHz was transmitted. The number of averages in the system was set to zero and the repetition rate to 30 bursts/s to avoid any interference from subsequent excitations. The receive amplifier gain was set to 60 dB. 
B. Results
The signals obtained using the PowerBox H (Innerspec, USA) were matched filtered with a 3-cycle Hanning window centered at 2.5 MHz to produce a fairer comparison with the cross correlation output of the sequences; the output of the filter is shown in Fig. 8(a) . Multiple echoes that correspond to the back and front walls of the steel block can be observed to decay progressively. Smaller echoes produced by mode conversion (from shear to longitudinal waves and vice versa) can also be observed between the main echoes. These modeconverted echoes act as coherent noise, which is dominant over the electrical random noise of the electronics. Therefore, there is not much gain in increasing any further the transmitted power and the length of the sequence or the number of averages in order to increase the SNR, because the coherent noise will increase proportionally.
To drive the custom-made electronics shown in Fig. 7(b) , a sequence of length 2 14 = 16384 was generated with equal number of receive and transmit intervals randomly distributed, as described in Fig. 3 . The sequence burst consisted of a 3-cycle Hanning window centered at 2.5 MHz similarly to the excitation used for the PowerBox H. The length of the sequence intervals was set to six times the burst duration totalling 7.2 μs; this produces a blind zone of roughly 10 mm within a steel specimen when using a shear-wave transducer. This was necessary to permit the energy in the transducer to die out, so that the receive electronics does not saturate. Overall, the total duration of the sequence was 118 ms.
The authors argue that a system that processes the data at this rate can be considered quasi-real-time for inspections that use hand-held transducers.
The received signals were zeroed at the transmission intervals to eliminate any noise introduced during this stage and then correlated with the transmitted sequence (see Fig. 3) ; the results are shown in Fig. 8(b) . The first echoes can be clearly identified from the noise threshold. In general, the noise level of Fig. 8 (b) appears to be, by visual inspection, just slightly greater than that of Fig. 8(a) . This noise could either be noise introduced by the sequence or random electrical noise-the latter mainly due to the receive amplifier. Nonetheless, it is clear that a similar performance can be achieved even with a drastic reduction in the excitation power.
To investigate the performance of the sequence in more detail, an EMAT that produces shear waves linearly polarized [18] was used instead. This EMAT achieves a higher mode purity and a more collimate radiation pattern, so that a thicker sample can be used where the echoes are well separated and mode conversion can be considered negligible. The new specimen is an aluminum block whose dimension is 80 × 80 × 150 mm 3 ; the transducer was placed in the middle of one of the 80 × 150 mm 2 faces.
All the parameters remained the same except for the sampling frequency, which was reduced to 20 MHz, so that the acquisition system can handle longer sequences. First, 2 17 = 131 072 signals were averaged; the result is shown in Fig. 9(a) , where the inset shows the transmitted burst. The objective was to find a region in the signal where the dominant source of noise corresponds to the receive electronics. Ring down from the coil, noise from the T/R switches and mode conversion can be observed before the first echo, but after the first echo, the noise from the receive electronics dominates. Hence, a good approximation can be obtained by computing the variance of the noise between the first two echoes, as indicated by the horizontal brace. Fig. 9(b) shows the signals after N = 2 14 averages and cross correlation with the excitation burst. In this input SNR regime, a signal with the same output SNR can be obtained using a sequence that has a length L = 2 16 = 65536 and intervals six times longer than the transmitted burst, as shown in Fig. 9(c) .
The SNR after averaging N = {2 10 , 2 12 , 2 14 } signals and convolving the result with the excited burst is shown in Fig. 10 by the circle markers. The SNR produced by sequences of length L = {2 12 , 2 13 , . . . , 2 17 } with intervals six times longer than the transmitted burst is shown by the asterisk markers.
To evaluate (36) , so that experimental and theoretical results can be compared, the input SNR, SNR in , was estimated from the SNR of the resulting signal after N = 2 14 averages by dividing it by the number of averages and the variance of the burst σ 2 B = 0.26 and the number of samples of the burst Q = 25; this yielded SNR in = −19.5 dB. Also, the variance of the normalized autocorrelation of the burst was σ 2 B B = 0.16 and the sum of the peak value of the first four echoes normalized to the first one was 4 i=1 s 2 i ≈ 1.3. With all this information at hand, the output of (36) is plotted in Fig. 10 for different L values as shown by the continuous line. Overall, there is good agreement between the SNRs obtained using averaging, the sequences (with intervals 6 times longer than the burst duration) and (36) .
It should be noted that under this low input SNR regime (SNR in = −19.5 dB), the right-hand term of denominator of (36) is predominant over the left-hand term, and therefore, the noise introduced by the sequence itself is insignificant. Moreover, note that in this case, the increase in the sequence noise due to the multiple reflectors is less than 30%.
C. Discussion of Results
The main conclusion from the experiments is that a significant power reduction in the excitation can be obtained using coded sequences with receive intervals while still being able to obtain a quasi-real-time response. Note that had averaging been used with the custom-made electronics, the wait time between transmissions would have needed to be around 1000 μs and the number of averages needed 2 12 = 4096, which corresponds to a total duration of around 4 s (40 times longer than the sequences).
The power delivered by the PowerBox H was expected to be on the order of 8000 W. A similar signal was obtained by the custom-made electronics driven with the proposed sequences using a mere 0.34 W, which corresponds to a difference of more than 40 dB. The exact power reduction achieved by the custom-made electronics when using the sequences (compared with the PowerBox H) should be interpreted with care because the noise performance of the receive electronics of both systems has a direct impact on the SNR of the received signal; note that the noise performance of the PowerBox H and the custom-made electronics was not compared.
The importance of fast and quiet switching electronics and also of active damping in procuring a short transmission interval should be highlighted. A drawback of the custommade electronics employed was that the transmission interval was excessively large (six times the duration of the excitation burst). This was necessary to attenuate any remaining energy in the EMAT coil after the excitation and to prevent the receive amplifier from entering into saturation during reception. In this paper, both transmit and receive intervals were set to the same length to simplify the analysis. However, when large transmission intervals are necessary to wait for any ring down or switching noise to die out, it should be considered to only increase the length of those transmit intervals that are followed by a receive interval.
It is also worth mentioning that when the received signals lie close to or below the noise threshold, as in [6] , [12] - [16] , [18] - [20] , and [46] , ADCs can be replaced by comparators with negligible (2 dB) loss of information [46] , [57] - [59] . This may result in a faster, more compact, and efficient electronics.
VI. CONCLUSION
Pulse compression has been used for decades to increase the SNR without significantly increasing the overall duration of the measurement, but current pulse-compression techniques cannot be used in pulse echo when a significant SNR increase is needed and there are close reflectors. This paper presents a solution to that problem, which consists in inserting gaps in a coded sequence where reception can take place.
When the input SNR is low (< 10 dB) or far reflectors are present, the sequences with receive intervals are much faster than averaging or can produce an extra SNR increase for the same overall measurement duration. In general, the sequences can outperform averaging by more than 20 dB in many cases.
We also show that under low input SNR, a simple random codification of the sequence using an equal number of receive and transmit intervals of equal length randomly distributed performs optimally. Moreover, a sequence of any given length can be continuously transmitted without pauses, which increases the refresh rate of the system.
An application of these sequences in industrial ultrasound was presented. It was shown that an EMAT can be driven with 4.5 Vpp obtaining a clear signal in quasi-real-time; commercially available systems require 1200 Vpp for a similar performance.
Future work should be related to the development of fast-switching electronics and the use of the proposed sequences with receive intervals in parallel channels as in medical/industrial ultrasound arrays, where their pseudoorthogonality can be exploited.
