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Abstract 
We study the distribution of the stochastic integral s,- epR1 dP, where P and R are indepen- 
dent Levy processes with a finite number of jumps on finite time intervals. The exact distribution 
is obtained in many special cases, and we derive asymptotic properties of the tails of the distribu- 
tions in the genera1 case. These results are applied to give two new examples of exact solutions 
of the probability of eventual ruin of an insurance portfolio where return on investments arc 
stochastic. Finally we use the results to give new examples of exact solutions of the stochastic 
equations Z 2 AZ + B and Z d A(Z i- C) where Z and (A.B) (or (A,C)) are independent. 
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1. Introduction 
We will assume that all processes and random variables are defined on a filtered 
probability space (Q, F,F,P) satisfying the usual conditions, i.e. Ft is right-continuous 
and P-complete. 
Define the surplus generating process P by 
NP,, 
pt =pt + CP WP,, - c SPJ, t 20. 
i=l 
(1.1) 
Here Wp is a standard Brownian motion independent of the compound Poisson process 
c:i; Sp,,. We denote the intensity of Np by /Ip. 
The present value of the perpetual cash flow P equals 
z,= e-‘l dP,, (1.2) 
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whenever it exists. Here eVR IS a deflator, and we assume that R is of the form 
‘YR.! 
Rt=rt-k aRWR,t f csR,i, taO, (1.3) 
i=l 
where WR is another Brownian motion, independent of the compound Poisson process 
cz{ sR,i. We denote the intensity of NR by 2~. For simplicity it is also assumed 
throughout the paper that the processes P and R are independent. 
The distribution of Z, has been found in Dufresne (1990) when ap = & = & = 0, 
in Paulsen (1993) when & = AR = 0 and in Nilsen and Paulsen (1996) when p = op = 
AR = 0 and Sp (the jumps in (1.1)) is exponentially distributed. The quantity Z, has 
also been studied in Paulsen (1997) for more general P and R, but there the main 
focus is on its first two moments. 
For eeR to be a good deflator, it is reasonable that R is nondecreasing a.s. This is 
achieved only if r 2 0, OR = 0 and SR is nonnegative. However, since e.g. r > 0 implies 
that rt + OR WR,, + cc as t + m, it can be argued that the flexibility gained by letting 
0~ be nonzero offsets the disadvantage that R is not nondecreasing. 
There is an interesting connection between the distribution of Z, and the probabil- 
ity of eventual ruin of an insurance portfolio with compounding assets, as noted by 
Harrison (1977) and further elaborated on in Paulsen (1993). 
To briefly review this connection, let P be as in (1.1) and let I? be a return on 
investments generating process defined by 
t + aR%,t + Csk,i> tBO> 
i=l 
(1.4) 
where r, CR, WR and NR are the same as in (1.3) and 
s- = esR.I - 1 
R,l ) i=1,2 )... . 
The total compounded assets for the insurance company at time t are then 
(1.5) 
f y,=y+p,+ J Y,_ d%, (1.6) 0 
where Ye = y are the initial assets. The solution of this linear equation is (see Paulsen, 
1993), 
where 
J 
t 
z, = eeRs dP,. 
0 
(1.7) 
Since eRf is always positive, it follows that 
T, %df inf{t:Y,<O}= inf{t:Zt<-y}. (1.8) 
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The stopping time q, is called the time of ruin. Assuming that Z, exists, it is proven 
in Paulsen (1993) that the probability of ultimate ruin is given by 
P(T,,<zo)= H(-Y) 
QH(-YT,) I r, <ml’ (1.9) 
where again y = Yc are the initial assets, and H is the distribution function of Z,. 
There is also an interesting connection between Z, and the solution of a certain 
stochastic equation. To see this, let T be any finite stopping time and assume that Z., 
exists. Then 
z, = J 
T 
epRt dP, + eeRf dP, 
0 JX T 
=I 
.T 
e-Rt dp, + e--R~ 
0 J 
cc 
e-(Rr-,--R~) dpt 
0 
=J 
T 
def 
e-Rl dP, + e-RTZ30, 
0 
where Pr = PT+, -PT. Since P and R have independent stationary increments, it follows 
that 2, has the same distribution as Z,, and that 2, is independent of (eeRi, ,I;’ eeK’ 
dP,). Consequently Z, satisfies the stochastic equation 
Z, 5 AZ, + B, Z, is independent of (A, B), (1.10) 
where 
J 
T 
A = epR7 and B= edRr dP,. 
0 
Here and in the rest of the paper X 5 Y means that X and Y have the same distri- 
bution. It should be noted that different choices of the stopping time T give different 
distributions of (A, B), but the same solution to (1.10). 
Often (1.10) is written in the form 
Z= d A(Z, + C), Z, is independent of (A, c), (1.11) 
where C = A-‘B = eRr JOT e-‘f dP,. 
The stochastic equations (1.10) and (I. 11) are discussed in Vervaat (1979). It follows 
from his Theorem 1.6(b) that if the (finite) stopping time T is chosen so that 
0<E[R~]<oc and E[log+ )B)J~:cc, (1.12) 
then (1.10) (or (1.11)) has a unique solution. Furthermore, if we define the stochastic 
difference equation 
2, = A,,.&-, + B,, (1.13) 
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where the (A,,&) are i.i.d., independent of &, and with the same distribution as (A,B), 
then by Vervaat (1979), Theorem 1.5(i), 2, converges weakly towards 2, if (1.12) 
holds. The difference equation ( 1.13) has been extensively studied in the literature, see 
below for a few references. 
Here is a brief outline of the present paper. In Section 2 we find the distribution of 
Z, in several new cases and we study its asymptotic behaviour. This section makes 
use of several results from Paulsen (1993). 
Section 3 is concerned with the problem of ultimate ruin. Using results from Sec- 
tion 2 together with the relation (1.9), we are able to find two new explicit solutions 
for the probability of eventual ruin. In both cases the return on investment process 
(1.4) is a pure jump process, i.e. r = CR = 0. In the first case the surplus generating 
process (1.1) is a diffusion, i.e. 2~ = 0, and in the second it is a jump process with 
drift, i.e. op = 0. The underlying asset process is admittedly somewhat peculiar, but to 
our knowledge this second case is the first example of a nondiffusion P with stochastic 
return on investments where an explicit solution to the ruin problem is found. The sec- 
tion concludes with a brief discussion of the asymptotic behaviour of the probability 
of eventual ruin as initial assets y get large. This discussion relies on (1.9) and the 
asymptotic results of Section 2. 
The last Section 4 is concerned with the stochastic equations (1.10) and (1.11). 
Examples of solutions of this equation for particular choices of (A,B) (or (A, C)) 
can be found in, e.g., Vervaat (1979), Dufresne (1990), Chamayou and Letac (1991) 
and Dufresne (1997). Using results from Section 2, we give several new examples of 
solutions to these equations. 
2. Distribution of Z, 
Let Z, be as in (1.7) and assume 
E[lS~ll< ~0, E[$] < 03 and r + &E[SR] > 0, (2.1) 
the latter assumption being equivalent to E[&] >O for t>O. Using similar arguments 
as in the proof of Proposition 4.4.1 in Dufresne (1990), it can be shown that Z, ---f Z, 
a.s. as t + cc and that Z, is a.s. finite. 
Next, define ,uK, ~30 by 
i.e. 
pK =rIc - $&” + &(l - IIzr(ic)) (2.2) 
where IIIL(IC) = E[eeKSR] is the Laplace transform of SR provided it exists. It is proved 
in Paulsen (1993) that ~1 >O implies that Z, --+ Z, in L’ as t + 00. 
Assume that y, ~0 for some K > 0. Then it follows from Jensen’s inequality that 
,u~ > 0 for 0 < p GK, and also that E[R,] > 0 when t > 0. 
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Now define the operator L acting on twice continuously differentiable functions by 
Lf(u) = ;o;u2,f”(u) - (1. - ;o;)uf’(u) 
+ AR 
J 
> - .f(u>)dF~(s)> (2.3) 
--m 
where &(s) = P(SR <s). Also let q(u) == log(E[eiUS]) where P is given by (1.1 ). It is 
then straightforward to verify that 
vc(u)=-~rrjzu2 fipu-&(l --&(-u)), (2.4) 
where C&(U) = E[eiuSp]. 
Before we continue, let us fix some notation that will be used throughout the paper. 
Definition 2.1. Let X be a random variable. We write: 
X -N(a, b2) if X is Gaussian with expectation a and variance b2. By N(a, 0) 
we mean the constant a. 
X -E(b) if X is exponentially distributed with density fx(x) = be&‘* 1 (r,tj). 
X - F(a, b) if X is gamma distributed with density fx(x)= [ba/I’(a)]xup’ 
e-bxl{x,Oj. 
X N T(n) if X is student-t distributed with FI degrees of freedom. 
X N P(b) if X is Pareto distributed with density ,fx(x) = b( 1 +x)-’ I+‘) 1 (.l a 0 1. 
X - B(a, 6) if X is beta distributed with density 
r(a+h) fx(x) = qqFjzjX .-*(l +X)V{(j<+<,}. 
X-B2(a,b) if X is beta distributed of the second kind with density 
.fXx) = l-(o)T(b) mxa-l( 1 _x)-w)ljx>o). 
Lemma 2.1. Assume ~2 >O in (2.2) and that E[S,?] <03. Let Z, be given b~l ( 1 2) 
and define I+!J~ by 
kc(u) = We iuZ, I. 
Then 
(a) $c is twice continuously differentiable and sati$es the equation 
L’tk =-wtk> 
where L is dejined by (2.3) and vc by (2.4). Side conditions ure 
(2.5) 
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(b) Assume in addition that p3 >O and E[]Sp(3] <co. If, furthermore S, -E(Q), then 
& is three times continuously dlferentiable and satisjies the dSfferentia1 equation 
~C&‘$~<u) + <;<cQ + 3>0; - r)u@(u) 
+ (W(U) - ((1 + cIR)(r - ;&) + W)$&(u) 
+ cqq- ( w(u) u - $24 - &&(-u) + ip > t+&(u) = 0. (2.6) 
Proof. Part (a) follows from Theorem 3.3 in Paulsen (1993) and a change of variables 
using (1.5). Note that S, in that theorem corresponds to Sk here. 
For part (b) define 
I(u) = 
Jx 
I,&(c(ue-“) dFR(s) = UR 
-cc s 
eli &(ueC)eCURS ds. 
With a change of variables t = ue-‘, it is easy to verify that I satisfies 
uz’(u) f aRl(u) = MR&(U). 
Then computation of u d(l$c(u)/du+vo(u)t,&(u))+~R(L$c(u)tvo(u)$c(u)) = 0 gives 
the result. 
If P is nondecreasing, we saw in the beginning of this section that 0 <Z, <DC, 
provided (2.1) holds. In this case the Laplace transform of Z, exists for nonnegative 
u, and we can obtain equations similar to (2.5) and (2.6), but valid under the less 
restrictive assumption (2.1). However, in order to avoid working with negative jumps, 
define p by 
NP, I
4 =Pt + C sP,i, 
i=l 
(2.7) 
where the terms are as in ( 1 . 1 ), but with Sp nonnegative. Then we have the analogue 
of (1.2), 
Z,= evRt dp,, (2.8) 
where R is as in (1.3). Also let VL(U) = -log(E[e~“‘~]) which gives 
VL(U) =pu + Ml - 4L(U)), (2.9) 
where &(u) = E[~c”‘~]. We then have the following analogue of Lemma 2.1. The 
proof is similar to that of Lemma 2.1, and also the easier proof employed by Nilsen 
and Paulsen (1996) can be extended to cover part (a). 
Lemma 2.2. Assume that (2.1) holds and let 2, by given by (2.8), with p given by 
(2.7) and Sp nonnegative. DeJine $L by 
$L(u) = E[e-“Zw], 2420. 
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Then 
(a) ~/IL is twice continuously differentiable on (0,~) and satisfies the equution 
WL = vL*L, (2.10) 
Mthere L is dejned by (2.3) and VL by (2.9). Boundury conditions we 
$~(0)= 1 and lim $L(u)=O. (2.11 1 
u+cx 
(b) Assume in addition that SR N E( CIR ). Then $L is three times continuousl!, difftir-- 
entiable and satisjes the dlxerentiul equation, 
;&4’$~(u) + (;(Q + 3)4 - r)u$f(u) 
-(vL(u) + ((1 + mR)(y - $;) + j~R))$;(u) 
( VL(U) XR-- - b$L(U) + P 1bL(U) = 0. u ) 
The following result provides an easy way to go from one class of distributions to 
another class. 
Lemma 2.3. Let Z, = Sd”e -R~ d Wp, r und X = JOOo e-2Rl dt. Then 
where U is a stundard Gaussian rundom variable independent c?f’X. 
Proof. Conditioning on R, it follows by independence that Zsj N N(O.X), so that 
Z, /fi N N(0, 1) independent of R. The result follows. 
In general the equations of Lemmas 2.1 and 2.2 are hard to solve, but in a lot of 
special cases an explicit solution can be found. In the next theorem we give an extensive 
list of special cases that can be solved by fairly standard methods. Several cases have 
useful interpretations, others are included partly for the sake of completeness. For the 
same reason we include already known results. It is interesting to see that all solutions 
except one can be expressed in terms of mixtures, convolutions and transformations of 
the Gaussian, gamma, student-t and beta distributions. 
When discussing the different possible degenerate cases of the equations it should 
be kept in mind that even if we have found a solution for a special case, we cannot 
always directly degenerate the solution (by letting more parameters be zero) to obtain a 
solution to the corresponding degeneration of the equation. But on the other hand, these 
further degenerations of the equation will be easier to solve. It should be noticed that 
our representations for the distributions need not be unique. We have found convenient 
ways to represent the solutions in terms of well-known distributions. In several casts 
an explicit expression for the density can be found, in other cases one can directly 
write down integral representations for the densities, or one may easily generate the 
distributions from the given expressions by Monte Carlo simulations. 
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Theorem 2.1. Below are listed several examples of distributions of 2, and 2, de- 
fined by (1.2) and (2.8) respectively, together with necessary assumptions on the 
parameters, where the notation of Dejkition 2.1 is used. By writing, for instance, 
(TR # 0, we mean that the presented solution is unsuitable when oR = 0, otherwise the 
solution will also be valid for this case. 
In all cases we assume that Sp N E(Q) and SR N E(~R). 
Cases without jump processes: 
Assume r > 0 and oR # 0. Then 
1;” 0 
eXp{-(rt+ O;p&r)} dt d ;, 
where 
G N I’(2r/a& ai/2). 
Assume r > 0 and oR # 0. Then 
where 
TN T(2r/a2). 
Assume r > 0. Then 
exp{-rt}d{pt + apW,,} -N 
Assume r > 0, oR # 0 and ap # 0. Then 
Su exp{-(rt+ ~R~R,t)}d{pt+~p~P,l) 0 
has the density 
h(z) = ho 2 exp{ --&arctan(zz)}, 
(a; + oiz2)1/2+rjuR 
with ho as a normalizing constant. This is a Pearson type IV distribution, 
Cases with a jump process in P, but not in R: 
(e) Assume r > 0, oR # 0 and lip > 0. Then 
J mexp{-(rt+aRWR,r)}d 0 
where 
G-l’(b,ap) and BwB($,l+b) 
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are independent and 
(f) Assume r >O and lp >O. Then 
1. 
exp{ -rt} d pt + crpWp.t - 
are independent. 
Cases with a jump process in R, but not in P: 
(g) Assume & > 0. Then 
(h) Assume 3”~ > 0 and CJP # 0. Then 
are independent and 
a=1+7+y, b=l$ 
and k= p2 + 2i&;. 
(i) Assume r > 0 and & > 0. Then 
where 
(j) Assume -I”R/c(R <r < 0 and & > 0. Then 
/leip{- (rt+gsR,i)} dt1-iB2> 
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where 
. 
(k) Assume r > 0 and & > 0. Then 
where 
UwN(O,l) and B-8(1+5,$) 
are independent. 
(1) Assume -&IQ <r < 0 and & > 0. Then 
where 
UwN(O,l) and B2 wB2 
are independent. 
Cases with jump processes in both P and R: 
(m) Assume 2~ >0 and Lp >O. Then 
(n> 
- (1 - k)r(( 1 - k)aR + l,k@P) + kr(( 1 - k)aR,kaP), 
where the last line represents a mixture distribution of two gamma distributions, 
in the proportions 1 - k and k, respectively, k = AR/(& -t 2,). 
Assume & > 0, p # 0 and &J > 0. Then 
Here GI and G2 are independent, GI - IJa, 11) and G2 has the mixture distribu- 
tion 
Gz~(l -k)r(b,tz)+kr(b- 1,1z), 
witha=$a~(l+c)+l, b=ia~(l-c)+l, ZI=$(R+&+&-pulp), 12=&(R- 
IbR - 2~ + pup), k = ~z/EP, c = (2, + pap - ?Lp)/R and 
Proof. We give a short proof for each new case separately. 
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(a)-(f) Part (a) is proved in Dufresne (1990) and (b) follows from (a) by using 
Lemma 2.3. It is also a special case of (d). Part (c) is trivial. Part (d) is proved 
in Paulsen (1993) under the assumption that Y > oR. ’ Using a quite different method., 
Norberg (1996) gives a proof assuming only r > 0. Part (e) is proved in Nilsen and 
Paulsen (1996). In (f) the Gaussian element is trivial, and the gamma element is 
classical, see e.g. Harrison (1977). 
(g) Here vt,(u)=u so (2.12) becomes 
The solution is trivially 
AR 
lfVi 
$LCu)= ~ 
( 1 u+iR ' 
and the result follows. 
(h) Here VC(U) =-~cJ$’ + ipu so (2.6) becomes 
(f&l* - 2ipu + 2&)!&(n) + ((2 + %R)& - 2ip( 1 + aR ))$C(u) = 0. 
Using partial fractions, some calculations give 
I/&(U) ia ib -~ 
k(u) 11 -iu 12 + iu’ 
From this we get 
and the result follows. 
(i) Here vt_(u)=u, so (2.12) becomes 
m@(u) + (u + (1 + c(R)Y + &)$;(U) + (1 + c(J?)Ic/L(u) = 0. 
A change of variables v =-U/Y and y(v) = $L(u) brings it into the confluent hyper- 
geometric form 
v;“‘(v)f(l + xR +(&/r)- v)^J’(c)-(1 f xR)j’(v)=O. (2.13) 
Using the condition lim,,_, y(v) from (2.1 l), it follows from formula (9.1 1.1). p. 
266 in Lebedev (1972) that our solution is 
/ 
1 
y(v)=c fZR( 1 _ t)(“H:‘)-l C[ e dt, 
. 0 
for some constant c. Transforming back to $L(u) gives the result by identifying the 
Laplace transform. 
(j) As in part (i) we get the equation (2.13) for y(v)= $~(u), C= - u/v. This 
time however, we use formula (9.11.6) p. 268 in Lebedev (1972), to get the integral 
representation satisfying (2.11) ( remember now that Y < 0 so u + CC implies 2’ 4 x I, 
Y(V) = c t~~(L + t)(j.Rjr)-r e-“’ dt 
134 H.K. Gjessing. J. PaulsenlStochastic Processes and their Applications 71 (1997) 123-144 
for some constant c. Again we obtain the result by transforming back to $L(u) and 
identification of the Laplace transform. 
(k)-(l) Using Lemma 2.3, these follow directly from (i) and (j), respectively. 
(m) Here VL(U) = &u/(ap + u) so (2.12) takes the form, 
Using partial fractions as in the proof of (h), we get 
This can in turn be written as 
from which the result follows. 
(n) Here vc(u)=ipu - &$ so (2.6) becomes 
( ipu - z -i,> $&(U>+i ((L +adp- -$& - ,a~~u)2) I+@z~)=o. UP + 1u 
Again the method of partial fractions gives 
which as in the proof of (m) above can be written as 
The result follows. 
Remark 2.1. Setting p = 0 and CJP = 1 in part (h) of the theorem, we find that Z, 2 
Gi - Gz where Gi and G2 are i.i.d. I?( 1 + 42, a). On the other hand, from (g) 
and Lemma 2.3 we find that Z, 2 U & where U N N(0, 1) and G - I’( 1 + ~42, 2,). 
Since CxR and & are arbitrary positive constants, we therefore have that 
where Gi and G2 are i.i.d. I7( 1 +a, b), U and G are independent with U N N(0, 1) and 
G--(1 +a,b2/2), a,b>O. 
In Theorem 2.1 it is always assumed that Sp - E(ap). It is possible to find the 
distribution of Z, or Z, in other cases too, at least if Rt =rt. Let us give a couple 
of examples. 
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Example 2.1. Assume r>O and let 
(2.14) 
where p, =cy!,’ Sp,i is a compound Poisson process as before. Assume that Sp has 
a mixture distribution, i.e. Fp(s)=P(Sp <s)=& Q@)(S) where c,“=, q, = 1, the 
qj are nonnegative and the I$]’ are distribution functions. Then it follows from the 
general results of compound Poisson processes, see, e.g., Sundt ( 1993, 
Theorem 9.5), that E = x7=, G(j) where the P(j) are independent compound Poisson 
processes with intensity 12’ = qjip and .jump distribution Fp( ‘). Therefore Z, = 17 , 
22’ where the 2:’ are independent and 
Z(I) = 
rxs .I’ 
X e-” dp,’ j’, j= l,...,m. 
0 
So in this case we have (in theory at least) an expression for the distribution of Z., 
provided we have it for each 2:‘. j = 1,. . , m. 
Example 2.2. Assume again the model (2.14), but now with Sp -I(~,Q). Then 
Eq. (2.10) takes the form 
Writing for simplicity x = ap, 2 = i.p and y = i.p/r, it is straightforward to verify that 
the solution is 
$L(U) = xYe-‘(u + CI)-7eMU+@). (2.15) 
Introduce the notation YU(g(z)) = Jb” eeUz g(z)dz for the Laplace transform of a func- 
tion g. From Bateman (1954, formula (IS), p. 197) we find, for v> - 1 and u >O, 
that 
CJQz”2~,,(2Jaz)) =avi2u-U+v)e-ulu, (2.16) 
where Z,. is the modified Bessel function (of the first kind). Since YU+X(g(z)) = 
YU(ee”‘g(z)), a few calculations using (2.15) and (2.16) with v =y - I and CI = x; 
show that 2, has the density 
fim(Z)=~~(l+i’)yf(1-7)e-7zf(i-I~~;~,(2~)e~”~, (2.17) 
By Feller (1971, p. 58) this density is also obtained by letting 2 =& with probability 
(k!))‘e-’ where & - F(y + k, a), k = 0, 1,2,. , i.e., a Poisson mixture of gamma vari- 
ables. This can also be seen directly by expanding the exponential of the characteristic 
function (2.15) in a power series. 
In the general case it is not possible to obtain the exact distribution of Z,. However 
a lot can be said about the tails of this distribution, which the next theorem shows. 
We use the notation a+ = max{a,O} and a- = max{-a,O}. 
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Theorem 2.2. Let Z, be given by (1.2) and assume that E[Sj] < 00. Let ,uLK be given 
by (2.2) and assume there exists a ICO >O so that pKO =0 and E[lS~l’@vl] coo. Assume 
in addition. 
(i) Zf ICO t2 then /*2 >-cc. 
(ii) Zf ICO 3 2 then pKO+F > --oo for some E > 0. 
Then Z, exists and is a.s. jinite and 
lim zKO(l -H(z))=C+, lim zKOH( -z) = C-, 
Z’CX Z’cc 
where H is the distribution function of Z,. Furthermore, 
C+ = &E[((AZm + B)+)‘O - ((AZoo)+)KO], 
C- = -&E[((AZm +B)-)‘@ -((AZ,)-)““]> 
with m = EIAKo logA] > 0, and A and B are given by (2.18) below. In particular, 
C+ f C_ >O. Note that the result depends only on R, not on P. 
Proof. Since ,nK is concave in K (follows from Holder’s inequality) and ~0 = 0, it 
follows that ~0 is unique. For the same reason there exists a p with 0 <p < KO so that 
,LL~ > 0. Therefore, by Jensen’s inequality 
-pE[Rl] = E[loge-PR1] d log e-P!’ ~0. 
Consequently (2.1) is satisfied so Z, exists and is a.s. finite. 
By Theorem 4.1 of Goldie (1991), we have to prove that 
E[AK”] = 1, EIAKo log+A]<m and OtE[(BJ”“]<cc, 
where A and B are as in (1.10). Since (1.10) applies for any finite stopping time, we 
choose T = 1, which gives 
1 
A = e-‘I and B= 
s 
epRr dl: . (2.18) 
0 
Now by the definition of rcs, 
E[A”O] = E[e-K”Rl] = e-% = 1. 
Furthermore, by assumption 
E[AKO log+ A] d ~E[AKo+*] = ie-flKo+C <: 00. 
Obviously E[(BI’@]>O, so it remains to prove that E[(B(Ko]<~. To this end it is 
sufficient to prove that 
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where A4 is the martingale Mr = Cz’;l S P,I - iVP E[SP]t. Assume first that IQ) < I. Then 
Jensen’s inequality gives, 
Furthermore, 
Similarly 
Assume now that ~0 > 1. Then, again by Jensen’s inequality, 
By the Burkholder-Davis-Gundy inequality (see, e.g., Liptser and Shiryaev, 1989, 
pp. 70 and 75) there is a constant c so that 
But the right-hand side here is finite by what we have just proved. Also since [M.M], = 
c;:; s;,,, it follows again from the Burkholder-Davis-Gundy inequality that 
where T, is the time of the ith occurrence of Np. 
For 1 < ~0 < 2 this gives, 
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And for ~0 >2, 
= cE [VP, 1) ~+']E[lSpI"o] <a~. 
This ends the proof of the theorem. 
3. Ruin theory 
Consider the return on investment generating process r? defined by 
NT, i
al=CSk,i: 
i=l 
(3.1) 
where the definition is as in (1.4). We assume that Sk is P(NR) distributed (see 
Definition 2.1). It then follows from (1.5) that SR is E(c(R) distributed. 
Since Sk ~0, (3.1) can be interpreted as the return of a dividend paying investment, 
where dividends are paid according to a Poisson process and their sizes are i.i.d. Pareto 
distributed multiplied by the amount invested. 
Assuming @R > 0 we find that 
E[&] = & and 
2&t 
var[RJ = (cIR _ l)(aR _ 2)’ 
By varying &? and & we can obtain any combination of E[I?i] and Var[l?i], and k can 
therefore be used as a proxy to more general return on investment generating processes 
of the form (1.3), with the limitation however, that returns will always be nonnegative. 
From (1.9) and Theorem 2.1 we get the following theorem. 
Theorem 3.1. Let the asset process Y be as in (1.6) where 
process I? is given by (3.1), and P and k are independent. 
Ty be as in (1.8), we have: 
(a) Assume 
where the definition is as in (1.2). Then 
P(T,<oo)= 
W+G1 <G2) 
P(GI d G2 > 
9 
the return on investment 
Letting the time of ruin 
where G1 and G2 are as in Theorem 2.1(h). 
(b) Assume 
NP, 
S = Pt - C sP,i, 
i=l 
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where the dejinition is us in (1.2) and Sp k E( 2,~). Then 
P(T,, <x)= P(y+G 6G2) 
P(GI <S + G2)’ 
where GI und G2 are as in Theorem 2.1 (n), und S - E(Q) is independmt c?/’ 
Gl,Gz. 
Proof. Since P in (a) is continuous, Yc = 0 when T\, <mm. Therefore by (1.9). 
P( T,. <x) = H(-y)/H(O), and (a) follows from Theorem 2.1(h). To prove (b), note 
that the memoryless property of the exponential distribution implies E[H( - YT, ) / 
r,. _= co] = E[H(Sp)], so by (1.9) P( r,. < X) = H( -v)/E[H(Sp)]. The result now fol- 
lows from Theorem 2.1(n). 
Remark. Straightforward calculations show that the probability in Theorem 3. I (a) 
equals 
P(T,.<x)= Kl(a,b, 1112,l~y) 
KI (a, b,l~ 1220) 
and in Theorem 3.1(b) it equals 
p(T.<m)= (1 -k)Kl(a,b,l112,12y)+k(b- l)Kl(a,b- 1,11/2,/2y) 
J 
Wu, 6 l1,12, gxp) 
where 
+ (&f&r (;$-I [(I -k)Kz (b.u,s) 
+k(b- l)vK2 b_ l,a,s I 
Here the parameters are given in Theorem 2.1(n). Note that X/J > 12. The functions 
I;, h, K1 and K2 are defined by 
.Z 
I;(r,z)= tX-‘e-rdt, 
I 
Tz(a,z)= - t”-‘e’ dt, 
. 0 /’ . 0 
Kl(cc,p,y,z)= fi(a,;‘(t-z))tP-‘e-‘dt, 
s-: Z 
K2(a,fl,y) = 
.I= 
fi(Cc,yt)&- e-‘dz, 
0 
for z(, /j, y and z nonnegative. 
These formulas are very complicated, involving numerical calculations of double 
integrals, so an easier way to calculate the ruin probabilities in Theorem 3. I may be 
to use Monte Carlo simulations. A minus with this method is that the probabilities 
appearing in the expressions for P(T, <ix) in Theorem 3.1 may be very small, in 
which case the accuracy can be unacceptably low. This problem can be remedied 
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by using a sampling plan that increases efficiency. Several such sampling plans are 
discussed in Chapter 4 of Fishman (1996). 
Yet another alternative is to use saddlepoint approximation, see, e.g., the book by 
Jensen (1995). This method is well suited for this kind of problem, so a high level of 
accuracy is to be expected. 
Theorem 2.2 in conjunction with (1.9) can be used to obtain asymptotic bounds for 
the probability of eventual ruin. Unfortunately, the denominator in (1.9) will in general 
also depend on y, but by definition of KY, we always have that H(0) <E[H(-YrV) 1 
T, <co] < 1. Therefore the inequalities in Corollary 3.1 of Paulsen (1993) provide us 
with the following: 
Proposition 3.1. Under the conditions and notation of Theorem 2.2, 
C- d litti;f yKO P( T, < w) d lim sup yKo P( TY < 00) < C-/H(O). (3.2) 
Y-a 
If Sp has increasing failure rate then the left-hand side of (3.2) can be replaced by 
C_/E[H(Sp)]. If $ = 0 and Sp has decreasing failure rate then the right-hand side 
of (3.2) can be replaced by C_/E[H(Sp)]. Also if $ =0 and Sp is exponentially 
distributed, then 
C- 
lim Y”“P(T,<~)= E,H(SP),. 
Y-m 
And jinally if Lp = 0, then 
lim yKO P( TY < KJ) = C-/H(O). 
Y-C= 
Unfortunately the bounds of Proposition 3.1 are not necessarily sharp, since Theo- 
rem 2.2 guarantees only that at least one of C+ and C- is positive. When $ > 0, ai > 0 
and 2~ = & = 0 it follows directly from Theorem 2.1(d) that C- ~0. By domination 
this also applies when a; > 0, a; > 0, 1~ >O, J.R = 0 and Sp is nonnegative. It is also 
not very hard to prove that in the general case C- > 0 whenever a; becomes sufficiently 
large or Sp (assumed nonnegative) is multiplied by a sufficiently large constant. Unfor- 
tunately, more exact results seem more difficult to obtain, although intuitively C_ >O 
whenever P(P, < 0) > 0 for some t > 0. 
4. Stochastic equations 
In this section we use Theorem 2.1 to give examples of solutions of the equations 
( 1.10) and ( 1.11). The problem is then: given the distribution of Z (from Theorem 2.1), 
what is the corresponding distribution of (A,B) (or (A, C))? Since we are free to choose 
the stopping time T, there is an infinite number of possibilities, but the calculation of 
the distribution of (A,B) or (A, C) is usually quite difficult. We therefore restrict the 
discussion to a few selected cases, and most attention will be paid to those cases where 
A, B (or A, C) are independent, but a couple of examples when A, B are dependent is 
given at the end of the section. 
H.K. Gjessing, J. Paulsen IStochastic Processes and their Applications 71 (1997) I?&/& 141 
The following distributions will appear in the examples. 
Definition 4.1. Let X be a random variable. We write: 
X w Ez(a, b) if X has density 
.Mx)= $$(e-““t~,,aj + eb”l~,,O)). 
x - P2(a, b) if - 1ogX N E2(a, 6) i.e. if X has density 
.fx(x)= ~(Xa-‘l(lkxg,] +X-(‘+b)l(~>l)). 
x-vES(q,q) if X has distribution function 
&(x)=(1 - (1 - q)e+?1{,,0). 
X - BS(q, a) if - 1ogX - ES(q, a). i.e. if X has distribution function 
6(x)=(1 - q)xal{o<x<l} + 1{,,1}. 
X n BES(y, X) if X has the density (2.17). 
We also remind the reader that the distributions B(a,b), I?(a,b) and E(b) are defined 
in Definition 2.1. 
Let T -E(p) be independent of the Brownian motion W. Then it follows from, e.g.. 
the corollary in Section 5 in Yor (1992) that 
where 
,,=-+ZjZ 
Next let T w E(p) be independent of the compound Poisson process c:i, S, where 1%’ 
has intensity i, and the (Si) are i.i.d E(K), independent of N. Then 
(4.2‘1 
This is easily proven by integrating first over t and then summing over ?I, using that 
c:=, S‘ ry Vn, r). 
Proposition 4.1. Solutions of the equution 
Z d AZ + B, Z, A, B all independent. (4.3 ) 
(a) Let A-B(n, 1) and B-E2(fl,y). Then the solution Z of (4.3) sutisjks 
ZAG,-GZ 
where GI w I?( 1 + a?/(~ + /Q, /3) is independent oj’ G2 N F( 1 + c@/(x + j), ;*). 
(b) Let A -B(c(, 1) and B-ES(q,/3) with O<q< 1. Then the solution Z of (4.3) 
satisfies 
ZQ -q)w -q)~+w+qw -4~9, 
i.r. the mixture of two gamma distributions. 
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Proof. For part (a) consider the case in Theorem 2.1(h) and let T be the time of the 
first jump of NR. Then 
A = e-Sk 1 and B= pT $ ~pWwp,~ 
are independent. It is easy to see that A -B(Q, l), and it follows from (4.1) that 
B - Ez(p - p/o&p + p/o;) where p = d-/a;. Setting xR = CI, p - p/c+ = fi 
and p + p/o; = y, some simple algebra using Theorem 2.1(h) gives the result. 
For part (b) assume first that 0 <q < 1 and consider the case in Theorem 2.1(m) 
with T again the time of the first jump of NR. Then 
NJ. T 
Aze-SR and B=CSp,i. 
i=l 
By (4.2)~ B N ES( &, MP & ). Setting %? = CI, & = q and txp & = /I, the result 
follows from Theorem 2.1(m). When q =O, B-E(P), and the result follows from 
Theorem 2.1(g) with UR = a and 2~ = p. 
Proposition 4.2. Solutions of the equation 
Z 2 A(Z + C), Z, A, C all independent. 
(a) Let A-Pz(a,& with cc</3 and CwE(y). 
Z 2 G/B, 
(4.4) 
Then the solution Z of (4.4) satisJies 
where G -r(a,y) is independent of B-B@ - CI, 1 + a). 
(b) Let A N BS(q, a) with Odq< 1 and C N E(B). Then the solution Z of (4.4) 
satisjies 
Z d @(a + I,(1 - q)P) + (1 - q)U&(l -q)P), 
i.e. the mixture of two gamma distributions. 
(c) Let A-B(a,l) and C-CLIqiI’(l,/$) + Cy=,+, qJ(2,Pi), where Odqidl, 
Ji&ql= 1 and O<m<n (so that CfEk=O for l<k). be. C is a mixture of 
F(l,/?,) =E(&) and l?(2,/$) random variables. Then the solution Z of (4.4) can 
be written as Z L C:=, 2, where 21,. . . , Z, are independent with 
I r(qi4 Pi 1, i=l Zi N ,...,m, BES(qiE, /II), i = m + 1,. . . ,n. 
Proof. For (a) consider the case in Theorem 2.1(e) and let T be the time of the first 
jump of Np. Then 
A=exp{-(rT + ~RWR,J)} and C=Sp,l 
are independent. By (4. l), A N P2(p-t-/ai2, p+r/$) where p = d-/o;. Setting 
p - r/c,’ = a, p + r/g; = /I > x and czp = a, the result follows from Theorem 2.1(e). 
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For part (b) assume first that 0 <q < 1 and consider the case in Theorem 2.1(m) 
with T again the time of the first jump of Np. Then 
A=exp and C = Sp> 1. 
By (4.2), A - B(&/(& +&), aR(&/(Jp + &))). Setting 3.p/(& +&) = q, ct~(Lp/(& + 
in)‘) = cx and c(p = b, the result follows from Theorem 2.1(m). When q = 0, A - B( y(, I), 
SO use Theorem 2.1(f) with r=l and p=ap=O so that A=ePT and as before 
C = Sp, 1. Then set 1.p = CI and clp = p and the result follows. 
For part (c) let T again be the time of the first jump of Np. The proof then follows 
directly from (b) (with q = 0), (2.17) and Example 2.1. 
Let us finally give a couple of examples of the solution of (1. IO) where A and B 
are not independent. Consider first the case where (A,B) has joint density 
./;4.B(~>.~)=~Bxa-‘(l -Y~~-z-‘l~,<.~<,-,~~(o<~<lj~ ‘%B>O. 
Then the solution of Z 0 AZ + B is B( 1 + /i’, c() distributed. This follows from Theo- 
rem 2. I (i) by setting Y = 1 so that 
A1e-(T+s~l) and B=l-e-F, 
where T is the time of the first jump of NR. Setting 1~ = x and & = 8, it is straight-- 
forward to verify that (A,B) has the above distribution. 
Another example can be taken from Theorem 2.1(a). Let T -E(x) be independent 
of W,. Then 
I 
T 
A = e-_(,.T+~~Wh / ) and B = e-(“+Qfi,,) dt, 
0 
Using Theorem 2 in Yor (1992), the (fairly complicated) joint distribution of (A, B) can 
be calculated, and it may be surprising that the simple solution to (1.10) is Z d G-’ 
where G N r( 2r/cri, off/2). 
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