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Flexible AC Transmission system (FACTS) controllers are widely accepted 
worldwide to provide benefits in increasing power transfer capability and 
maximizeing the use of the existing transmission networks. A new generation of 
FACTS controllers, particularly the Interline Power Flow Controller (IPFC) based on 
voltage source converter (VSC) provides fast power flow control flexibility. The IPFC 
with its unique capability of power flow management is significantly extended to 
control power flows of multi-lines or a sub network. Generally IPFC employs two or 
more VSCs connected together with DC links and each converter provides series 
compensation for the selected line of the transmission system. Optimal power flow is 
an important factor in power system operation, planning and control. In this thesis, the 
mathematical model of IPFC together with the modified Newton-Raphson method for 
power flow is used to derive the optimal parameters (the magnitude and voltage 
angles) of VSCs of IPFC. The optimal parameters are derived to minimize the 
transmission line losses using three intelligent optimization techniques, namely 
Particle Swarm Optimization (PSO), Genetic Algorithm (GA) and Simulated 
Annealing (SA). The proposed methods are applied using MATLAB 7.6 and tested on 
IEEE 14-bus and 30-bus bench mark power systems. The optimal parameters of IPFC, 
the voltage profile and the transmission line losses of the bench mark power systems 
are derived from the simulations. The simulation results obtained with PSO technique 
are compared with those obtained by other two optimization techniques. The thesis 
also covers the basic principles and operation of IPFC, the modified Newton-Raphson 
power flow method and an overview of the three intelligent optimization techniques 
used in this thesis. The results prove the efficacy of the three intelligent methods for 











Flexible AC Transmission System (FACTS) diterima di seluruh dunia secara meluas 
kerana memberikan manfaat kepada peningkatan kemampuan pemindahan kuasa dan 
memaksimumkan penggunaan rangkaian transmisi yang sedia ada. Sebuah generasi 
baru kawalan FACTS, khususnya Interline Power Flow Controller (IPFC) 
berdasarkan Voltage Source Converter (VSC) memberikan fleksibiliti kawalan aliran 
kuasa elektrik yang cepat. IPFC dengan kemampuan unik dalam pengurusan aliran 
kuasa elektrik secara signifikan diperluas untuk mengawal aliran kuasa pelbagai talian 
atau sub rangkaian. Umumnya, IPFC terdiri daripada dua atau lebih VSC 
disambungkan bersama-sama dengan pautan konverter DC dan setiap konverter 
menyediakan penggantian siri untuk talian yang dipilih daripada sistem transmisi. 
Aliran kuasa yang optimum merupakan faktor penting dalam operasi sistem tenaga, 
perancangan dan kawalan. Dalam tesis ini, model matematik dari IPFC dan kaedah 
Newton-Raphson yang telah diubahsuai diselidik untuk menguraikan parameter 
optimum untuk VSC di dalam IPFC. Parameter optimum dikeluarkan untuk 
mengurangkan kerugian saluran transmisi menggunakan tiga teknik optimasi yang 
cerdas, iaitu, Particle Swarm Optimization (PSO), Algoritma Genetik (GA) dan 
Simulated Annealing (SA). Kaedah yang dicadangkan dilaksanakan menggunakan 
MATLAB 7.6 dan diuji pada sistem tanda aras IEEE 14-bus and 30-bus. Parameter 
optimum IPFC, profil voltan dan kerugian untuk tanda aras saluran transmisi daripada 
sistem kuasa diperolehi daripada simulasi. Keputusan simulasi yang diperolehi 
daripada teknik PSO dibandingkan dengan yang diperolehi oleh dua teknik optimasi 
yang lain. Tesis ini juga merangkumi prinsip-prinsip asas dan operasi IPFC, kaedah 
aliran kuasa Newton Raphson yang telah diubahsuai dan gambaran kasar untuk tiga 
teknik optimasi cerdas yang digunakan dalam tesis ini. Keputusan membuktikan 
keberkesanan tiga kaedah cerdas untuk pengoptimuman parameter IPFC dan 
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CHAPTER 1                                                                              
INTRODUCTION 
1.1    Background 
The recent generation of Flexible AC Transmission System (FACTS) controllers 
using Voltage Source Converter (VSC) are usually employed as shunt reactive 
compensator Static Synchronous Compensator (STATCOM), series active or reactive 
compensator Static Synchronous Series Compensator (SSSC) and combination of 
series and shunt United Power Flow Controller (UPFC) or the latest one series-series 
Interline Power Flow Controller (IPFC) [1]-[2]-[3]. The UPFC is used to control both 
active and reactive power flow, and thus provides the maximization of real power 
transfer at minimum losses, in individual transmission line. As compared with the 
UPFC and SSSC, the IPFC has much more flexible topologies, consisting of at least 
two or more VSCs, and can be used to control power flow of multi-line transmission 
system. The IPFC concept provides a solution to control power flows in multi-line 
transmission system at a given substation. The converters within the IPFC are able to 
transfer the active power to each other through the DC-links and thereby facilitate 
active power transfer among the lines, together with independently controllable 
reactive compensation of each individual transmission line [4, 5].  
Generally, with the FACTS devices it is possible to control voltage magnitude and 
phase angle at selected buses and line impedance of a transmission line system. But 
the existing conventional Optimal Power Flow (OPF) algorithms have to be modified 
such that power system analysis is possible for modern power system with FACTS 
devices [6]. In the very recent years, researchers have developed efficient algorithms 
to solve optimal power flow incorporating FACTS devices.  
The problem of power system operation, planning and analysis can be considered 
to be a combinatorial optimization problem. Earlier researchers have developed many 
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conventional optimization techniques and applied to solve the optimal power flow 
(OPF) problem. These techniques have some disadvantages such as: (i) Nonlinear 
programming techniques are prone to insecure convergence properties and 
algorithmic complexity. (ii) Linear programming methods which are fast and reliable 
have certain disadvantages associated with piecewise linear objective-function 
approximation. (iii) Quadratic programming based techniques find problems with 
piecewise quadratic objective function approximation.  (iv) The interior point 
methods are reported to be computationally efficient, but if the step size is not chosen 
properly, the sub-linear problem may have a solution that is infeasible in the original 
non-linear domain [7, 8]. 
Thus the above optimization techniques sometimes fails to find the global 
optimum for OPF whose objective function is non-convex, non-smooth and non-
differentiable. Heuristic algorithms i.e. Genetic Algorithms (GA) and other 
evolutionary techniques are developed as an alternative to the conventional methods. 
However, the optimal values obtained with these methods are not true global 
optimums but near to global optimum values [8]. The application of intelligent 
optimization techniques in power systems is recently gaining interest.  However the 
investigation of optimal parameters of an IPFC minimizing transmission line losses of 
a bench mark power system using these intelligent optimization methods is not 
reported in the published literature.  
1.1.1    Optimal Power Flow Problem 
The steady state performance of a power system is optimized by the optimal power 
flow problem method. The active power losses considered as the objective function is 
subjected to a number of equality and inequality constraints.  
The OPF problem is stated mathematically as follows: 
 
xMinimize f( ,u)                                                             (1.1)  
 
Subjected to the constraints 
 
                                                                     (1.2) 
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                                                                     (1.3) 
     where f is the objective function to be minimized, g are the equality constraints, h 
are the inequality constraints, x is the set of state variables such as slack bus power, 
PS, load bus voltage, Vl, generator reactive power, QG, and, u is a set of control 
variables such as generator voltages, VG, generator real powers, PG, except the slack 
bus power output. 
1.1.2    Objective Function 
The OPF in this study has the main objective to minimize the transmission line losses 
and to keep the voltage profile within the acceptable limits [9] which can be 
































                                 (1.4b) 
 
                                                                             
      where F is the objective function, N is the number of transmission lines, lll VV   
and kkk VV  are the voltages at the end buses l and k (k = m,n), slkslkslk VV   (k = m,n) 
is the series injected voltage source of kth line, Glk  and Blk are the transfer 
conductance and susceptance between buses l and k (k = m, n) respectively. The 
magnitude and phase angle of the series injected voltage of VSC of IPFC will be 
determined optimally. 
The equality constraints represent the typical load flow equations which are 
formulated as in (1.5) and (1.6). 
 









 are the calculated active and reactive powers at node k which are 
formulated as in (1.7) and (1.8).  
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 are the active and 
reactive powers consumed by the load at node k. From the operating principle of the 
IPFC, active power supplied to one converter is equal to the active power demanded 
by the other [10, 11] and therefore this condition is formulated as in (1.9) and (1.10). 
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The inequality constraints of the OPF problem represent the state variable limit 
and control variable limit or the operation limit of the system. The operation 
constraints of the system consist of the upper and lower limits of active power 
generation of slack bus, reactive power generations of generators, load bus voltage 




                                          (1.11) 
),...,1(maxmin GGiGiGi NiQQQ                                       (1.12) 
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),...,1(maxmin Bdididi NiVVV                                        (1.13) 
),...,1(max NiiSS ii                                                       (1.14) 
Considering the control variables, real power outputs and generators voltage, are 
bounded by (1.15) and (1.16). 
)),...,1(maxmin GGiGiGi NiPPP                                      (1.15) 
),...,1(maxmin GGiGiGi NiVVV                                       (1.16) 
 
For the series injected voltage source converter of an IPFC, the operating 
constraint limits are described as in (1.17) to (1.21) [12].  
 Injected voltage with controllable magnitude, Vslk, and angle, θslk.  
 
min max  ( , )slk slk slkV V V k m n                                        (1,17) 
min max  ( , )slk slk slk k m n                                           (1.18) 
 
  Line current magnitude through the series, VSC  
 
min max  ( , )lk lk lkI I I k m n                                            (1.19) 
 Power injected by VSC  
max  ( , )slk slkS S k m n                                                 (1.20) 
      where Sslk is the complex power injected in to the line by the series VSC. 
 The circulated real power, Pslk.  
 
max  ( , )slk slkP P k m n                                                  (1.21) 
1.2    Problem Statement  
In 2006 El-Zonkoly [13] used PSO technique to find the optimal parameters of SSSC 
based on steady-state models of FACTS devices. The sizing of SSSC controllers in a 
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transmission network is formulated as an optimization problem. The objective of the 
problem is reduction of the transmission line losses in the network. The modified 
Newton-Raphson load flow algorithm is used to consider the insertion of the SSSC 
devices in the network.  
The OPF program used to optimize a single or multiple objective functions such 
as the active power loss in a power network is considered as a common optimization 
goal because it is closely related with the cost [14].  
The application of intelligent optimization techniques such as Particle Swarm 
Optimization (PSO), Genetic Algorithm (GA) and Simulated Annealing (SA) in 
power systems is recently gaining interest.  However, the investigation of optimal 
parameters of an IPFC to minimize the transmission line losses of a bench mark 
power system using the above intelligent optimization techniques is not reported in 
the published literature.  
In this thesis, the problem of obtaining the parameters of VSCs of IPFC is 
formulated as an optimization problem, with the objective of minimizing the 
transmission line losses in a network. In order to compute the active power losses and 
to check the system operating constraints such as voltage profile, a load flow model is 
developed. A modified load flow model, based on the existing Newton-Raphson load 
flow algorithm, is introduced to include the IPFC devices into the network. 
1.3    Objectives of Thesis  
 To develop a mathematical model of an IPFC system with two VSCs to 
compensate the transmission line impedance. 
 To develop some intelligent optimization techniques such as PSO, GA and SA 
for finding the optimal parameter of VSCs of IPFC. 
 To implement the model of IPFC in software environment such as MATLAB 
and to compare the performances of these intelligent optimization techniques 




1.4    Scope of Study 
To fulfill the objectives of this study: 
 The optimal power flow problem using intelligent optimization techniques in 
multi-terminal transmission line system adopting IPFC will be reported in this 
thesis.  
 To simulate the power flow using a modified Newton-Raphson load flow 
method including the VSCs of the IPFC.  
 To demonstrate the effectiveness and accuracy of the optimal parameters of 
the IPFC and minimization of transmission line losses of standard IEEE  
14-bus and 30-bus bench mark power systems by the proposed intelligent 
optimization techniques.   
1.5    Organization of Thesis 
The main aspects of this thesis are structured into five chapters. Chapter one is 
referred to as the introduction chapter, section 1.1 provides a brief background needed 
for FACTS devices especially the FACTS devices based on VSCs, the need for OPF 
in power system network and optimization techniques. Section 1.2 shows the problem 
statement. The objective and scope of the thesis are presented in sections 1.3 and 1.4 
respectively. Sections 1.5 present the outline of the thesis.  
Chapter two introduces the basic concepts and terminology of Flexible AC 
Transmission System (FACTS) and some of the work from literature that is relevant 
to this thesis has been reviewed. In section 2.2, the objective of such FACTS devices, 
the benefits of FACTS controllers, have been discussed. In section 2.3 the types of 
FACTS Controllers are discussed. Section 2.4 has presented FACTS controller and 
their potential. In section 2.5, general power flow representation in a power system is 
presented. The Interline Power Flow Controller (IPFC) equivalent circuit and power 
flow equations using IPFC are discussed in section 2.5.1. General power flow 
expressions with IPFC and operating modes of IPFC have been discussed in section 
2.5.2 and 2.5.3 respectively. Finally the chapter summary is presented. 
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Chapter three discusses the methods of optimization techniques used in this thesis. 
Section 3.1 provides an introduction to this chapter. Section 3.2 present more details 
about the PSO technique, the elements of PSO, parameter selection for PSO, variants 
of PSO, proposed PSO for optimal parameters of VSC of IPFC, advantages of PSO 
and application of PSO to power system. Section 3.3 presents an overview of GA, GA 
operator, selection process, crossover, mutation, termination criteria, GA 
implementation and comparison between GA and traditional search algorithm. 
Section 3.4 presents the SA technique, physical concepts, control factors and 
implementation of SA. Section 3.5 presents the global optimization tool box in 
MATLAB 7.6, GA solver and SA solver. The chapter is summarized in the last 
section. 
Chapter four presents the simulation results and discussions. Section 4.1 presents 
an introduction of this chapter, Newton-Raphson power flow method and Newton-
Raphson power flow method using IPFC. Section 4.2 provides simulation results and 
discussion for case-1 standard IEEE 14-bus system, power flow analysis for IEEE  
14-bus system without IPFC, with IPFC, with IPFC and using PSO technique, with 
IPFC and using GA technique, and finally with IPFC and using SA technique. Section 
4.3 presents simulation results and discussion for case-2 standard IEEE 30-bus power 
system, power flow analysis of IEEE 30-bus power system without IPFC, with IPFC, 
with IPFC and using PSO technique, with IPFC and using GA technique , and finally 
with IPFC and using SA technique. The last section summaries this chapter.  
Chapter five discusses the entire study and summarizes the important findings and 
also lays directions for future work in this area. 
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CHAPTER 2                                                                                        
LITERTURE REVIEW AND POWER                                          
FLOW STUDIES USING IPFC  
2.1    Introduction   
This chapter introduces and discusses the essential information to understand this 
work and provides the background information on Flexible AC Transmission Systems 
(FACTS) controllers in general and Interline Power Flow Controller (IPFC) in 
particular. 
2.2    Flexible AC Transmission Systems (FACTS) Controllers 
Globally, power system networks are becoming complex encompassing a huge 
number of generators and buses. Hence, the requirements for providing stability, 
security, controllability, economic considerations, power quality and so on, in the 
deregulated electrical power supply environment are becoming important. 
Installations of new equipment on power system and facilities are basically 
determined based on environmental and economic considerations. In addition, a new 
transmission line is expensive and takes considerable amount of time to build. Based 
on this condition, in order to meet the ever-increasing power demands, electric 
utilities must rely on power export/import arrangements through existing transmission 
systems. This condition has resulted in an increased potential of transient, oscillatory 
and voltage instability, which are now brought into concerns in many utilities, 
especially in planning and operation. Furthermore, the trend of the re-regulated power 
system operation has caused some problems, such as over loading of transmission line 
corridors. 
FACTS, which is an acronym for Flexible AC Transmission System, that 
involved the application of high power electronic controllers in AC transmission 
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networks was proposed by Hingorani [15, 16]. It has been reported that FACTS 
devices enable fast and reliable control of power flows and voltages. Basically 
FACTS do not indicate a particular controller but a host of controllers which the 
system planner can choose, based on cost benefit analysis [17]. 
The quick developments of FACTS controllers have led to many applications in 
electric power transmission systems. They are useful tools not only in improving the 
stability of existing power system network but also in providing flexibility of 
operation to the power system. In addition, they help utilities meet both the growing 
demand of electric power, and the emerging challenges of open transmission access. 
These new devices, coupled with better computer and communications technology, 
offer the potential for enhanced system control both during the steady state operation 
and especially following system disturbance. 
IEEE FACTS Working Group defines FACTS and FACTS Controllers by 
―Alternating current transmission system incorporating power electronic-based and 
other static controllers to enhance controllability and increase power transfer 
capability‖. And ―A power electronic-based system and other static equipment that 
offer control of single or further AC transmission system parameters‖ [18] 
respectively. From these definitions, as summarized, the objectives of such FACTS 
devices [19] are: 
 To improve the system transient stability limit. 
 To enhance system damping of oscillations. 
 To mitigate the sub synchronous resonance. 
 To limit the short circuit currents. 
 To improve the High Voltage Direct Current (HVDC) converter terminal 
performance. 
  To enhance the power transfer capability of the transmission networks 
 To control the power flow in the transmission line. 
Basically, FACTS controllers can provide voltage support at critical buses in an 
electric system, and regulate power flow in critical lines. FACTS controllers such as 
unified power flow controller (UPFC) is used for both voltage and power flow 
control. The power electronic controller is quite fast, and this enables voltage and 
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power regulations both under steady state and dynamic conditions. The benefits of 
FACTS controllers are listed [20] as follows: 
 They contribute to the optimal operation of the system by reducing power 
losses and improving voltage profile. 
 The power flow in critical lines can be improved as the operating margins can 
be reduced due to fast controllability. In general, the power carrying capacity of 
lines can be increased to values up to the thermal limits (imposed by current 
carrying capacity of the conductors). 
 The transient stability limit is increased thereby improving dynamic security of 
the system, and reducing the incidence of blackouts caused by cascading 
outages. 
 The steady state or small signal stability region can be improved by providing 
auxiliary stabilizing controllers to damp low frequency oscillations. 
 FACTS controllers such as Thyristor Control Series Capacitor (TCSC) can 
counter the problem of Sub-Synchronous Resonance (SSR) experienced with 
fixed series capacitors connected in lines evacuating power from thermal power 
stations (with turbo-generators). 
 The problem of voltage fluctuations and in particular, dynamic over voltages 
can be overcome by FACTS controllers. 
2.3    Types of FACTS Controllers 
The rapid development of power electronics has simplified the FACTS technology. 
As a result, different FACTS controllers have been initiated which are classified into 
two categories: Thyristor-based FACTS controllers and Voltage Source Converter 
(VSC) based FACTS controllers. It is better known that VSC-based FACTS 
controllers illustrate the new technology for AC transmission system compensation 
and power flow control with operating features, functional performance and 
application flexibility impossible by the Thyristor-based FACTS controllers [21]. 
VSC-based FACTS controllers include the Static Synchronous Series Compensator 
(SSSC) for series reactive power compensation, Static Synchronous Compensator 
(STATCOM) for shunt reactive power compensation, the unified power flow 
controller (UPFC) with the unique capability of independently controlling both the 
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active and reactive power flow in the line, and the Interline Power Flow Controller 
(IPFC) is the main topic of the present research. An IPFC optimizes both active and 
reactive power flow among multi-lines, transfer power from overloaded to under 
loaded lines.  
2.3.1    Thyristor-Based FACTS Controllers 
There are various types of thyristor-based FACTS controllers, and some of them are 
listed as follows: 
 Static Var Compensator (SVC) 
 Thyristor Controlled Series Capacitor (TCSC)  
 Thyristor Controlled Series Reactor (TCSR)  
 Thyristor Switched Series Capacitor (TSSC)  
The brief descriptions and operation principles of these FACTS controllers are 
presented as follows. 
2.3.1.1     Static Var Compensator (SVC) 
IEEE FACTS Working Group defines Static Var Compensator (SVC) as ―Shunt-
connected Static Var generator or absorber whose output is adjusted to exchange 
capacitive or inductive current so as to maintain or control specific parameters of the 
electrical power system (typically bus voltage)‖ [18]. 
Static Var system is capable of controlling individual phase voltages; therefore, 
Static Var can be used for controlling the negative sequence as well as positive 
sequence voltage deviations. A typical static Var compensator as shown in Figure 2.1 
consists of a thyristor controlled reactor (TCR), a couple of thyristor-switched 
capacitors (TSCs) and harmonic filters. The harmonic filters behave like capacitor and 
generate some of the reactive power requirement at the power frequency [22]. Also, it 
is composed of mechanically switched shunt capacitors, and hence the term Static Var 
system is used.  
The TCR is typically larger than the TSC blocks so that continuous control is 
realized. Other possibilities are fixed capacitors (FCs), and thyristor switched reactors 
(TSRs). A transformer is often used with the compensator equipment at medium 
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voltage power system network. The transmission side voltage is controlled, and the 
Mvar ratings are referred to the transmission side [23]. 
 
 
Figure ‎2.1: Schematic diagram of an SVC 
 
2.3.1.2    Thyristor Controlled Series Capacitor (TCSC) 
IEEE FACTS Working Group defines thyristor controlled series capacitor (TCSC) as 
―A capacitive reactance compensator which consists of a series capacitor bank 
shunted by thyristor controlled reactor in order to provide a smoothly variable series 
capacitive reactance‖ [18]. A TCSC Model developed mainly for use in steady state 
conditions consists of a fixed number of discrete values. As shown in Figure 2.2, a 
TCSC is connected in series with a transmission line. The effect of TCSC on a 
network can be seen as a controllable reactance inserted in a transmission line that 
compensates reactance of the line. It has one of the two possible characteristics: 
capacitive or inductive to increase or decrease the reactance of the line, XL 
respectively [24].  
The TCSC is the first generation of FACTS controllers. The major benefits of 
TCSC are their abilities to schedule power flows along desired lines and rapidly 
modulate the effective impedance in response to power system dynamics. The largest 
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TCSC in the world has been installed at the Slatt substation in USA and has been 




Figure ‎2.2: Thyristor Controlled Series Capacitor 
 
2.3.1.3    Thyristor Controlled Series Reactor (TCSR) 
IEEE FACTS Working Group defines Thyristor Controlled Series Reactor as ―An 
inductive reactance compensator which consists of a series reactor shunted by a 
thyristor controlled reactor in order to provide a smoothly variable series inductive 
reactance‖ [18]. 
Generally, a TCSR as shown in Figure 2.3 consists of a series reactor bank 
shunted by a thyristor-controlled reactor. 
 
 





2.3.1.4    Thyristor Switched Series Capacitor (TSSC) 
IEEE FACTS Working Group defines a TSSC as ―A capacitive reactance 
compensator which consists of a series capacitor bank shunted by a thyristor switched 
reactor to provide a stepwise control of series capacitive reactance‖ [18]. 
As shown in Figure 2.4, a TSSC consists of a lumped capacitor, C, an inductor, L 
and thyristor switches.  
 
 
Figure ‎2.4: A schematic of TSSC 
 
By switching the anti-parallel thyristors, the capacitor can be placed in and out of 
the transmission line. Owing to its simple configuration, such a basic model for TSSC 
has been developed and implemented in real system. TSSC and TCSC are the same in 
terms of physical connections but different in operation and control [26]. 
2.3.2    Voltage Source Converter-Based FACTS Controllers   
As mentioned previously, FACTS technologies have been successfully implemented 
in a large area of power system to increase the capability of the power transfer and to 
improve utilization of existing transmission facilities. In recent years, several VSCs 
have been connected together to provide multiple configurations with multi-functional 
FACTS controllers. The latest generation is called Convertible Static Compensator 
(CSC). A CSC, composed of two 100 MVA converters, has been successfully 
installed at the Marcy 345 kV substation of the New York Power Author (NYPA) 
expand transmission system [27]. The arrangement of the converters allows 
configuring Static Synchronous Series Compensator (SSSC), Static Synchronous 
Compensator (STATCOM), Unified Power Flow Controller (UPFC) and the Interline 
Power Flow Controller (IPFC).  
 16 
 
Nowadays, VSC technology has become very important with development of 
semiconductor devices of high power self-turn off type. The rating for a converter of 
this type in practical application has already reached a high value [28]. Various types 
of Pulse Width Modulation (PWM) techniques have been used to operate the VSC 
which in turn provides a sinusoidal output to the AC system in inverter mode. VSC 
has so many advantages [29] such as:  
 It is used to control the active and reactive power rapidly,  
 It is used to provide a high level of power quality, 
 It has less environmental impact, and 
 It has capability to connect to weak AC networks, or even dead networks.  
Various applications of the voltage source converter have been developed. The 
following are some of these applications.   
 Static Synchronous Compensator (SSC) or STATCOM   
 Static Synchronous Series Compensator (SSSC)  
 Interphase Power Controller (IPC) 
 Unified Power Flow Controller (UPFC)  
 Interline Power Flow Controller (IPFC) 
2.3.2.1    Mathematical Model of Voltage Source Converter (VSC) 
VSC is used to generate a three phase voltage by using a DC voltage source. The on-
off sequence applied to the static switches of VSC generates a three phase voltage 
with a fundamental frequency of 60 Hz [30]. Figure 2.5 represents a basic VSC 
formed using six asymmetric turn-off devices arranged in a three phase full wave 
converter configuration. These power semiconductor devices based on switching 
operation can be classified as Insulated Gate Bipolar Transistor (IGBT), Gate Turn-
off Thyristor (GTO), Insulated Gate Commutated Turn-off (IGCT), MOS Turn-off 
(MTO) and MOS Controlled Thyristor (MCT). The frequency generated by the VSC 
is determined by the gate pulse pattern of the commutating devices. The amplitude of 
the AC voltages is determined by the magnitude of the DC voltage source. Using the 
common inverter configuration as shown in Figure 2.5 and applying the gate pulse 
pattern as shown in Figure 2.6, the phase and line voltages obtained are called 6-pulse 
voltages. In Figure 2.6, signals GS1, GS2, GS3, GS4, GS5, and GS6 are the gate 
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signals of IGBTs, Q1, Q2, Q3, Q4, Q5 and Q6, respectively. They can only take values 
of 0 and 1 for the switching devices to be off and on respectively. Signals GS4, GS6 
and GS2 are the logical inverses of GS1, GS3 and GS3, respectively. In real circuits, 
these signals are not exactly logical inverses; some dead time between the 
commutations of the switches in one branch has to be taken into account to prevent 
short circuiting the branch. 
 








A reactor is used on the input side of the VSC to smoothen the sinusoidal current 
on the AC network, and is also useful for providing the reference point for 
measurement of parameters. The capacitors on the DC side are used for the DC 
voltage source and for harmonic attenuation [31].  
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Lvv      -                                         (2.1b) 
 
where vsa , vsb, and vsc  are the instantaneous phase voltages of AC power system, 
vca , vcb and vcc are the instantaneous phase voltages of the AC side of the converter,  L 
is the inductance value of the reactor, and R is the equivalent resistance value of the 
resistance of the converter loss and the transformer loss. In order to decouple the 
active and reactive power controls, the synchronous d-q reference frame has been 
used. For developing the controllers, all the phase quantities are transferred into the α-
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Lvv sc        -                                      (2.3) 
The relation linking α-β and d-q reference frames is specified by Park‘s 
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where ω is the angular speed of rotating d-q reference frame, and is equal to the 
radial frequency of the fundamental AC voltage component.  
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The DC capacitor can sustain the DC voltage and filter the harmonics.  The 
dynamic equation is represented as in Equation (2.7),  
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                                                          (2.7b) 
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where vdc  is the instantaneous voltage of the DC side of the converter, idc is the 
instantaneous current injected into the converter; idl 
 is the instantaneous current from 
the DC net work  into the converter and the DC capacitor. 
Therefore, Equations (2.6) and (2.7) define the dynamic mathematical model of the 
VSC.  
2.3.2.2    Static Synchronous Compensator (SSC) or STATCOM 
IEEE FACTS Working Group defines the Static Synchronous Compensator (SSC) or 
STATCOM as ―A static synchronous generator operated as a shunt connected static 
var compensator whose capacitive or inductive output current can be controlled 
independent of the ac system voltage‖ [18]. 
From the schematic configuration of STATCOM as shown in Figure 2.7, the 
Static Synchronous Compensator (SSC) is essentially a voltage source converter with 
an energy storage unit, usually a DC capacitor. It is connected to the line through a 
coupling transformer which operates as a controlled Synchronous Voltage Source 
(SVS). 
 
Figure ‎2.7:  A Schematic of STATCOM 
 
 The controlled output voltage is maintained in phase with the line voltage, and 
can be controlled to draw either capacitive or inductive current from the line in a 
similar manner as in a synchronous condenser [33]. 
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2.3.2.3    Static Synchronous Series Compensator (SSSC) or S3C  
IEEE FACTS Working Group defined SSSC as ―A static, synchronous generator 
operated without an external electric energy source as a series compensator whose 
output voltage is in quadrature with, and controllable independently of the line current 
for the purpose of increasing or decreasing the overall reactive voltage drop across the 
line and thereby controlling the transmitted electric power. The S
3
C may (SSSC or 
S
3
C) include transiently rated energy storage or energy absorbing devices to enhance 
the dynamic behavior of the power system by additional temporary real power 
compensation, to increase or decrease momentarily, the overall real (resistive) voltage 
drop across the line‖ [18]. 
As shown in Figure 2.8, the SSSC is connected in series with a transmission line 
through the coupling transformer. Generally an SSSC is composed of a coupling 
transformer, an inverter and a capacitor. The injected series voltage is regulated to 
change the impedance of the transmission line or more specifically the reactance of 
the transmission line. Hence the power flow in the transmission line system can be 
controlled. 
 
Figure ‎2.8: A Schematic of SSSC 
2.3.2.4    Interphase Power Controller (IPC) 
IEEE FACTS Working Group defined Interphase Power Controller (IPC) as “A 
series-connected controller of active and reactive power consisting, in each phase, of 
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inductive and capacitive branches subjected to separately phase-shifted voltages. The 
active and reactive powers can be set separately by adjusting the phase shifts and the 
branch impedances, using mechanical or electronic switches. In the case where the 
inductive and capacitive impedances form a conjugate couple, each terminal of the 
IPC is a passive current source dependent on the voltage at the other terminal‖ [18]. 
Generally, IPC as shown in Figure 2.9 is a series linked controller of active and 
reactive powers. It consists of inductive and capacitive branches subjected to 
separately phase-shifted voltages (phase-shifter 1 and phase-shifter 2). By adjusting 
the phase shifters and the branch impedances, the active and reactive powers can be 
set independently using mechanical or electronic switches.  
The IPC is used to regulate both the quantity and the direction of active power 
transmitted through a transmission line. The IPC as shown in Figure 2.9 is a two-port 
circuit which is connected in series with a transmission line and in parallel with a 
busbar. It uses natural commutation, and has low switching frequency. The device has 
no important energy storage and DC port [34]. 
 
 
Figure ‎2.9: A Schematic of IPC 
 
2.3.2.5    Unified Power Flow Controller (UPFC) 
IEEE FACTS Working Group defined UPFC as a combination of STATCOM and 
SSSC which are coupled via a common dc link, to allow bi-directional flow of real 
power between the series output terminals of the SSSC and the shunt output terminals 
of the STATCOM, and are controlled to provide concurrent real and reactive series 
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line compensation without an external electric energy source. The UPFC, by way of 
angularly unconstrained series voltage injection, is able to control, concurrently or 
selectively, the transmission line voltage, impedance, and angle or, alternatively, the 
real and reactive power flow in the line. The UPFC may also provide independently 
controllable shunt reactive compensation [18]. 
Generally, as shown in Figure 2.10 a UPFC consists of two VSCs connected one 
in series and the other in shunt to the transmission lines, respectively. The series 
converter is series connected to a three-phase transmission line through three single-
phase transformers. The shunt-converter is coupled with the ac bus through a three-
phase transformer. Generally, the series converter can be used to control the active 
and reactive power flows of the transmission line at the same time the shunt converter 
used to control the voltages of the shunt bus [35]. 
 
 
Figure ‎2.10: A Schematic diagram of UPFC 
 
In other words, the series converter is used to generate a voltage source with 
variable amplitude and phase angle, which is added to the AC transmission line by the 
series connected boosting transformer. By this controllable voltage source, the branch 
power can be controlled. The shunt part is used to supply the active power which is 
injected into the branch by the series part. At the same time, it can generate or absorb 
some reactive power, used to control the voltage of the node where UPFC is 
connected [36].  
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2.3.2.6    Interline Power Flow Controller (IPFC) 
The IPFC proposed by L. Gyugyi, et.al. [37] aims at resolving the problem of 
compensation to a number of transmission lines in a certain substation. IPFC is a new 
concept of FACTS controller with a unique capability of power flow management 
among multi-lines of a substation. 
Due to the development of power electronics-based power flow controller 
recently, it has been made clear that many problems of power systems can be solved 
by combination of STATCOM and SSSC, namely UPFC which is installed in a single 
line. The IPFC concept provides a solution to control power flows in multiple 
transmission lines at a given substation [38]. Through the common DC link, any 
converter within the IPFC is able to transfer active power to any other converter and 
thereby facilitate active power transfer among the lines, together with independently 
controllable reactive compensation of each individual line. In this case, the power 
flow among the multiple series converters plays a key role in optimizing the required 
capacity at the minimum cost for overload management.  
Generally, the IPFC consists of two or more VSCs connected together with DC 
links and each converter can provide series compensation for the selected line of the 
transmission system. In this way, the power optimization of the overall system can be 
realized in the form of appropriate power transfer through the common DC link from 
overloaded lines to underloaded lines [21]. The main objective of the IPFC is to 
optimize both active and reactive power flows among multi-lines, power transfer from 
overloaded to under loaded lines. However, it can also be utilized to compensate 
against reactive voltage drops and the corresponding reactive line power, and to 
increase the effectiveness of the compensating system against dynamic disturbances  
[14, 38]. 
The IPFC as shown in Figure 2.11 is represented by combining two voltage 
source converters, VSC1 and VSC2 connected together in series with transmission line 
1 and transmission line 2. Both VSC1 and VSC2 are connected to transmission lines 
through a series transformer which extends the concept of power flow control beyond 
what is achievable with the known one-converter connected in series or SSSC. 
The IPFC can control the three power system quantities independent of the power 
flows of the two lines [11]. As shown in Figure 2.11, transmission lines 1 and 2 are 
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connected to the same sending-end bus l, designated as provided with FACTS devices 
through series transformers.  The receiving end buses are independent and named as 
bus m and bus n, respectively.  
 
Figure ‎2.11: A schematic diagram of IPFC with two VSC converters 
2.4    FACTS Controllers and Their Potential  
As mentioned previously, FACTS devices are defined by IEEE as ―alternating current 
transmission systems incorporating power electronic based and other static controller 
to enhance controllability and increase power transfer capability‖. These devices 
dynamically control line impedance, line voltage, active power flow and reactive 
power and when storage becomes economically feasible; they can supply and absorb 
active power as well. All these activities are performed at high speed. There are also 
numerous controllers for FACTS devices and Table 2.1 shows a list of these 
controllers with their particular control attributes [39]. Their main control functions 
are mentioned at the beginning, and then followed by other functions. Generally, 
these functions are derived simultaneously with appropriate design specifications. 




Table ‎2.1:  FACTS Devices and their Controller 
No  FACTS controller  Control attributes  
1 Static VAR Compensator 
(SVC) 
Voltage control, VAR compensation, 
damping oscillation, transient and dynamic 




Compensator  (STATCOM 
without storage) 
Voltage control, VAR compensation, 
damping Oscillation, voltage stability. 
3 Static Synchronous 
Compensator (STATCOM 
with storage) 
Voltage control, VAR compensation, 
damping oscillation, transient and dynamic 
stability, voltage stability, AGC. 
4 Thyristor Controoled Braking 
Resistor (TCBR) 
Damping oscillation, transient and 
dynamic stability. 
5 Static Synchronous Series 
Compensator (SSSC without 
storage) 
Current control, damping oscillations, 
transient and dynamic stability, voltage 
stability, fault current limiting. 
6 Static Synchronous Series 
Compensator (SSSC with 
storage) 
Current control, damping oscillations, 
transient and dynamic stability, voltage 
stability. 
7 Thyristor Controlled Series 
Capacitor (TCSC) 
Current control, damping oscillations, 
transient and dynamic stability, voltage 
stability, fault current limiting. 
8 Thyristor Controlled Series 
Reactor (TCSR) 
Current control, damping oscillations, 
transient and dynamic stability, voltage 
stability, fault current limiting. 
9 Thyristor Controlled Voltage 
Regulator 
(TCVR) 
Reactive power control, voltage control, 
damping oscillations, transient and 
dynamic stability, voltage stability. 
10 Thyristor Controlled Phase 
Shifting Transformer (TCPST 
or TCPR) 
Active power control, damping 
oscillations, transient and dynamic 
stability, voltage stability. 
11 Unified Power Flow controller 
(UPFC) 
Active and reactive power control, voltage 
control, VAR compensation, damping 
oscillations, transient and dynamic 
stability, voltage stability, fault current 
limiting. 
12 Interline Power Flow Controller  
(IPFC) 
 
Control active and reactive power flow.   
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2.5    Power Flow Representation in a Power System 
In any power flow problem, it is required to have four variables at each bus l of the 
system; e.g. Pl is the net active bus power, Ql is the net reactive bus power, Vl is the 
voltage magnitude at bus l, and θl is the voltage phase angle. Only two of these four 
variables are known a priori and the load flow solution provides the solution of the 
remaining two variables at any bus [41]. The complex power injected by the source in 
the l
th
 bus of power system is  
                           NlIVjQPS lllll ,...,2,1 ;              
*                                          (2.8) 
The power flow is handled more conveniently by use of Il rather than Il
*
 [42], and 
the complex conjugate of Equation (2.8), is expressed as 
NlVIjQPS lllll ,...,2,1 ;              
**                                (2.9) 
As Ibus=YbusVbus, the relation between the injected node currents and the voltages, 
for the l
th
 bus is in the form, 
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                                                                        (2.10b) 
where Il is the net current injected into the network at bus l.   
Representing the complex voltage in a polar form and complex admittance in 
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where Ylk , Glk and Blk are called admittance, conductance and susceptance of the 
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Thus Equations (2.12) and (2.13) represent the general formula for the active and 
reactive power injections in a power system. 
2.5.1    Power Flow Representation with IPFC 
The equivalent circuit of the IPFC with two converters is shown in Figure 2.12.  
 
Figure ‎2.12: Equivalent circuit of the IPFC with two converters 
 
where Vl,Vm and Vn represent the voltages at buses l , m and n . Vslm and Vsln represent 
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the injected voltage sources at branches l-m and l-n respectively. Zslm and Zsln are the 
series transformer impedances; whereas, Pse1 and Pse2 are the active powers 
exchanged through the DC link.  
From the equivalent circuit of IPFC and from equations (2.12) and (2.13), 
assuming k=m, n, the power flow equations of IPFC are obtained as follows: 
The active power injected into bus l is   
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The reactive power injected into the bus l,  
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where Glm= Glslm and Blm = Blslm   
The active power injected into bus m, 
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where Gmslm = Gml and Bmslm = Bml    
The active power injected into bus n,  
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and the reactive power injected into bus n,  
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where Gnsln = Gnl and Bnsln = Bnl  
Assuming loss less converter, the active power supplied to one converter is equal 
to the active power demanded by the other converter [14]. 
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The reactive power injected by VSC1, 
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(2.21)           
where Gslmslm = Gml  and Bslmslm=Bml . The active power injected by VSC2, 
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The reactive power injected by VSC2, 
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where Gslnsln = Gnl  and Bslnsln=Bnl. 
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2.5.2    General Power Flow Expressions with IPFC  
From the equations (2.14) to (2.23) derived in section 2.5.1, the general form of active 
and reactive power flow expressions of IPFC branches leaving buses l, m, and n are 
expressed as follows. 
The active and reactive powers at the sending end, 
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The active and reactive powers at the receiving end,  
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where  Plk  (k = m,n ) is the active power flow injection at node l . 
Qlk  (k= m, n)  is the reactive power flow injection at node l . 
Pkl  (k =m,n ) is the active power flow injection at node k . 
Qkl  ( k= m,n ) is the  reactive power flow injection at node k. 
Ylk = Glk + jBlk (k = m,n). Ylk,Glk and Blk are the admittance, conductance, and 
susceptance of branches l-m and l-k,  respectively.  
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Yslk = Glk + jBlk  , Gll = Glk ,Bll =Blk , Gmm = Glk, Bmm = Blm , Gnn = Gln and Bnn = Bln .  
The two VSCs are series connected in branches l-m and l-n of the two 
transmission lines. The real and reactive power mismatches at buses l, m and n of the 
IPFC must be satisfied by the following condition. 
0 idigii PPPP                                               (2.28) 
0i gi di iQ Q Q Q                                                      (2.29) 
 
where, Pgi and Qgi (i = l, m, n) are the real and the reactive power generation entering 
the bus i. Pdi and Qdi  (i = l,m, n) are the real and the reactive power load leaving the 
bus i . Pi and Qi (i =l,m,n) are the sum of real and reactive power flow of the circuit 
connected to bus i, which include the power flow.  
2.5.3    Operating Modes of IPFC 
For the series injected voltage, Vslk of the VSC of IPFC, the operating constraint limits 
are [12, 44]. 
 
),(maxmin nmkVVV slkslkslk                                           (2.30) 
 
and for the phase angle, θslk    
 
),(maxmin nmkslkslkslk                                               (2.31) 
 
The range of operation for line current magnitude through the series VSC, 
 
),(maxmin nmkIII lklklk                                                (2.32) 
 




),(][ max nmkSS slkslk                                                        (2.33) 
where Sslk is the complex power injected in to the line by the series VSC 
The circulated real power  Pslk is limited to its maximum value as 
  
),(][ max nmkPP slkslk                                                             (2.34) 
 
2.5.4    Transmission Line Loss 
In order to find the transmission line losses, consider a line connecting between two 
buses l and k [45], the line current at bus l which is positive and measured in the 
direction of l to k is 
               
 lk lk l kI Y V V                                                                     (2.35) 
The line current at bus k, measured in the direction of k to l is, 
            
 kl lk k lI Y V V                                                                    (2.36) 
The complex powers Slk from bus l to k and  Skl from bus k to l are 
          lk l lk
S V I                                                                            (2.37) 
          kl k kl
S V I                                                                             (2.38) 
 
The power loss in line l-k is the algebraic sum of the power flows in (2.37) and (2.38) 
           Losslk lk kl
S S S                                                                      (2.39) 
 
From equation (2.39) the active power and reactive power loss can be expressed as 
follows: 
 









2.6    Modified Newton Raphson Power Flow Algorithm 





Input all data and form system admittance matrix
Set initial busbar voltage magnitudes and angles




Obtain voltage magnitudes and angles
Update Voltage magnitudes and angles











2.7    Summary 
This chapter has introduced flexible AC transmission system (FACTS), its objectives, 
benefits and types, respectively. Classification of FACTS controllers according to 
Thyristor–based FACTS controllers and VSC-based FACTS controllers have been 
discussed too. Intensive literatue survey on one of the latest VSC-based FACTS 
controllers or well known as Interline Power Flow Controller (IPFC) has been 
reported. Also a brief explanation on general power flow analysis and representation 
of IPFC in power flow equations in a power system are discussed. The mathematical 
model governering IPFC operation and the operation modes were considered. Finally, 
a flowchart of modified Neton-Raphson method power flow and outline of the 
transmission line losses were also discussed as well. 
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CHAPTER 3                                                                                         
RESEARCH METHODOLOGY 
3.1    Introduction 
Optimization methods have been extensively used in electrical power system 
operation, planning and analysis. Table 3.1 shows some papers recently puplished in 
the letrature related with the main scope of three optimization techniques used in this 
thesis. The application of IPFC in power systems generating optimal power flow is 
becoming more important because of its capabilities to deal with various situations. 
The problem of optimal power flow involves the optimization of objective functions 
that can take various forms while satisfying a set of operational and physical 
constraints. This chapter provides an overview of three optimization techniques used, 
which is the main scope of the study. The second section covers the basics and an 
extensive literature on Particle Swarm Optimization (PSO) technique, and its 
algorithm. Section 3.3 covers an overview of Genetic Algorithm (GA), its control 
parameters and algorithm.  Section 3.4 gives a brief review on Simulated Annealing 
(SA) and its algorithm. The last section concludes the chapter.  
Table ‎3.1:  Some papers related with PSO, GA and SA optimization techniques 
 Paper title related with Authors 
Years PSO GA SA PSO GA SA 
2005 Application of 
PSO technique for 
optimal location 
of FACTS devices 
considering 
system loadability 
and cost of 
installation [46].   
Genetic 
algorithm based 
control for VSC 
HVDC [47]. 
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B. A. deSouza, 
 A. A. Sousa,  
J. M. C. de 
Albuquerque 
2006 Power Flow 
































3.1: Some papers related with PSO, GA and SA optimization techniques 
 
3.2    Particle Swarm Optimization (PSO) Technique 
PSO is a population based optimization technique proposed in 1995 by James 
Kennedy and Russell Eberhart [61]. Generally, PSO is based on the simulation of 
simplified social model, and artificial life such as fish schooling and bird flocking 
specially [62]. Also PSO is an evolutionary programming method similar to GA 
which is used for global optimal design [61]. The PSO technique has a simple concept 
which can be implemented with a simple computer code. The PSO begins with 
random initial number of particles or agents in a multidimensional space. 
The modification concept of current position by the particle is shown in Figure 
3.1. Each particle tried to modify its velocity and position based on its own previous 
experience and the other neighboring particles of the swarm. For instance; the particle 
i, is randomly placed in two dimensional search space at the point Xi
k
, this particle 
flies through the problem search space with a random velocity Vi
k
. The particle 
remembers the best position achieved so far and stores it as Pbesti
k
. Then, each 
 Paper title related with Authors 
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particle shares the information with the neighboring particles. In other words, each 
particle compares its best position with those attained by other particles. Finally, each 




















Figure ‎3.1: Modification of current position by PSO 
 
In PSO algorithm each particle i is represented in a N-dimension space by its 
current position Xi = ( Xi1 , Xi2 , …, XiN ) and its corresponding velocity, Vi = (Vi1,  Vi2 . 
. . ViN). In each iteration the particle, i modify its position depending on the history of 
the previous position and velocity information. Also the value of the fitness for 
particle and personal best position is represented by,  Pi = (Pi1 , Pi2 ,…, PiN ) called 
Pbest, the subscript i range from 1 to S, where S indicates the size of the swarm,  
which contains the information on position and velocities. This information is the 
analogy of personal experience of each particle i.  Moreover, each particle i knows its 
best value so far in the group called Gbest among the set of values Pbest. This 
information is the analogy of knowledge, how the other neighboring particles have 
performed. Pbest and Gbest denote the individual intelligence and the group 
intelligence [64, 65]. 
PSO is used to search a point, and the searching points gradually get close to the 
global optimal point using its Pbest and Gbest. The searching concept with particles in 










Figure ‎3.2: Particles in a solution space 
 
After finding the best values the particles update its velocity and position as in 
equations (3.1) and (3.2).  
 





















                         (3.1) 
 












  is the modified 
velocity of particle   i  at (k+1)
th
 iteration, W is the inertia weight factor , rand1 and 
rand2 are the random numbers between 0 and 1, Pbesti
k
 is the best value found by 
particle i until iteration k, Gbesti
k
   is the best particle found in the group until iteration 
k, Xi
k
  is the current position of the particle i at k
th
 iteration and Xi
k+1
 is the current 
position of the particle i at (k+1)
th
 iteration. 
In equation (3.1) the first term W*Vi
k
 on the right hand side represent the previous 





)) are utilized to change the velocity of the particle. Without 
these terms the particle will keep searching in the same direction until it hits the 
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boundary. i.e., the particle tried to explore new area and, therefore, the first term 
corresponds with diversification in the search procedure. Generally, without the first 
term the velocity of the particle is only determined by using its current and best 
position in the history. i.e., the particle will try to converge to their Pbest and Gbest, 
therefore this term correspond with intensification in search procedure, [66]. 
Generally the individual movement of the particle is represented by the second term, 
and the social behavior to find the best global solution is represented by the third term 
[67].  
3.2.1    Element of the Particle Swarm Optimization 
When implementing the particle swarm optimization algorithm, a number of 
considerations should be taken into account to facilitate the convergence and prevent 
an ―explosion‖ of the swarm. These considerations include swarm size, the Velocity 
of the particle Vi, Particle's position Xi, Inertia Weight W, selecting acceleration 
constants or Weighting Factors C1 and C2.  
3.2.1.1    Swarm Size  
It is the set of particles initialized randomly that tends to group together as they move 
towards the global best position [63]. 
3.2.1.2    Velocity of the Particle  
The velocity at which the i
th
 particle flies in a N-dimensional search space Vi = 






where  the  parameter Vi
max
  is used to determine  the  resolution  with  which the 
design space is to  be searched  between the present position and  the target position. 
If Vi
max
 is too high, the particles might fly past good solutions. And  if  Vi
max
  is  too  
small,  particles  may  not  explore  sufficiently  beyond  local solutions. Typically, a 
range between -0.5 and 0.5 is normally adopted [68].  
3.2.1.3    Particle's Position   
In PSO algorithm, the i
th
 particles is represented in an N-dimension vector by its 
current position Xi = (Xi1, Xi2, …,XiN ) which represents a candidate solution, where N 
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is the number of optimized parameters, Xs are optimized parameters, XiN is the 
position of the i
th
 particle with respect to N
th
 dimension [69].  
3.2.1.4    Inertia Weight Approach PSO (IWAPSO) 
An inertia weight W, in the PSO algorithm was introduced in 1998, in order to 
provide better control exploration [70]. The inertia weight is used to control the 
impact of the previous history of velocity, and thus to influence the tradeoff between 
global and local exploration abilities of the moving agent.  
In other words, the  inertia  weight  of  PSO  is  a  mechanism used to  control the 
exploration and exploitation abilities of the swarm and as a mechanism  to reduce  the 
need  for velocity clamping.  
It  has been shown  that  from  experiments,  PSO  with  increasing  inertia  weight  
gives  better  performance  with  quick  convergence  capability  and  aggressive  
movement narrowing towards the solution region [71].  In the BPSO the inertia 
weight is taken as a constant 1.2, where as in the IWAPSO the inertia weight is 
suggested to increase linearly from 0.4 to 0.9 during the simulation [64, 68]. The 














                                                    (3.3) 
 
where W is the inertia weight factor, Wmax  is the initial value of the inertia weight, 
Wmin  is the final value of the inertia weight, itermax  is the maximum iteration number 
and iter is the current iteration number. 
As mentioned previously, for instance if Wmax = 0.9 and Wmin = 0.4, the 
diversification is heavily weighted at the beginning of search procedure, while the 
intensification is heavily weighted at the end of the search procedure. A certain 
velocity, which gradually gets close to Pbests and Gbests, can be calculated. PSO 
using equations (3.1) and (3.3) is called inertia weight approach (IWAPSO) [66]. 
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3.2.1.5    Weighting Factors C1 and C2 
The two constants, C1 and C2, representing the weighting factors of the acceleration 
terms that pull each particle i toward the Pbesti and Gbesti positions. The constants C1 
and C2 should be within the range between 0 and 4 [65] are tuned in the process. It is 
observed that low values allow particles to move far from the target regions before 
being tugged back [68].  
3.2.1.6    Best Particle's Position  
The particle's best position is related with the best fitness value that was ever visited 
during the search. In other words as a particle moves all the way through the search 
space, it compares its fitness value at the current position to the best fitness value it 
has ever attained at any time up to the present time [69]. The best position that is 
connected with the best fitness encountered so far is called the personal best value 
Pbest. Therefore, the personal best position of the i
th
 particle is represented by,  Pi = 
(Pi1 , Pi2 ,…, PiN ) where Pi can be determined and modified during the search for each 
particle in the swarm. 
 
3.2.1.7    Global Best Position   
It is the best position that is ever encountered by all particles so far and is called the 
Gbest. 
 
3.2.1.8    Stopping Criteria 
It is the condition under which the search procedures for the optimal solution stop. In 
other words the stopping criteria in this thesis are, good fitness value, reaching 
maximum number of iterations, or no further improvement in fitness. 
 
3.2.2    Parameter Selection for Particle Swarm Optimization 
To ensure the convergence of PSO, adjustments on various control parameters need to 
be carefully made in order to achieve a better a performance of the algorithm. The 
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simulations are tested with different combinations of control parameters. By properly 
adjusting the swarm size, number of iterations, inertia weight and weighting factors 
the objective function is made to converge to the minimum value, satisfying the 
constraints. It is observed that the control parameters as listed in Table 3-2 returned 
optimal objective functions for the IPFC power flow problem. 
 
 
Table ‎3.2: PSO parameters 
Parameters Rate 
maximum iterations 100 
Swarm size, S 35 
Problem dimension 4 
Inertia weight factors W Increase linearly  from 0.4 to 0.9 
Weighting factor C1 and C2 Between 0 and 4 
The random number rand1 and rand2 Between 0 and 1 
 
3.2.3    Variants of PSO  
Different variants of the PSO algorithm have been described in the literature. A 
number of these variants have been proposed to incorporate either the capabilities of 
other evolutionary computation techniques, for instance hybrid versions of PSO or the 
adaptation of PSO parameters for an improved performance (adaptive PSO). In other 
cases, the nature of the problem to be solved requires the PSO to work under complex 
environments as in the case of the multi-objective or constrained optimization 
problems or tracking dynamic systems. This next section presents one of the 
variations to the original formulation that can be included to improve its performance, 
such as constriction factor approach particle swarm optimization. 
 45 
 
3.2.3.1    Constriction Factor Approach Particle Swarm Optimization (CFAPSO) 
In both basic PSO and CFAPSO, the maximum and minimum velocities are set to a 
priori values to keep away from the infeasible combinations. In basic PSO, these 
values are kept constant. However, in CFAPSO, the velocity, V 
i+1
 is modified by a 
factor known as constriction factor, K such that (V 
i+1
 = K V 
i
), [72]. This modification 
increases the performance of modified PSO. The constriction factor, K is selected 
between (0, 1). By properly selecting the constriction factor, K the velocities can be 
maintained in a constant interval without exceeding the set velocities. The constriction 
factor value can be either fixed or varied randomly. In fixed CFA, a fixed value (say 
0.78, as mentioned previously, K should be between 0 and 1 by proper selection to 
maintain the velocities in constant interval without exceeding the set velocities) is 
chosen. To improve the effectiveness of the approach, the value of K may be selected 
inversely proportional to the inertia weight, W. In order to ensure convergence of the 
PSO algorithm, the velocity of the CFA is expressed as in (3.4) and (3.5). 
 
1
1 1 2 2K[ * *( )   * *( )]
k k k k k k
i i i i i iV V C rand Pbest X C rand Gbest X
         (3.4)     
                          




2 4    
                                                       (3.5) 
 
where φ = C1 + C2, φ > 0.  
Typically, if φ = 4.1, then the constriction factor K = 0.729 and C1 = C2 = 2.05. As 
φ increases above 4.0, Κ gets smaller [66]. For instance, if φ = 5.0, then the 
constriction factor K = 0.382, and the damping effect is even more pronounced. 
Therefore the constant φ is used to control the convergence characteristic of the 
system [73, 74].  
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3.2.4    The Proposed PSO for Optimal Parameters of the VSCs of IPFC 
The proposed algorithm procedure steps to find optimal parameters of IPFC and to 
minimize the transmission line losses are described as follows:  
1- Set the initial parameters of the PSO and the power system parameters together 
with the IPFC. 
2- Initialize ith particles of random solution with initial positions Xi and velocities Vi. 
3- Power flow is computed using modified Newton-Raphson method to compute the 
optimal parameters of the VSCs of IPFC.  
4- Calculate the objective function, F for all particles (F is the total active power 
loss).  
 







                                 (3.6) 
 
5- Calculate the personal best position of the ith particle, such that   FN1 < FNi , i > 1,  
then set Pbest = XN1 and keep track of the overall best value Gbest, and its 
location. 
6- Calculate the global best position Gbest, such that the best of Pbests is set as 
Gbest  
7- Update the inertia weight as in equation (3.3) 
8- Estimate the new particle velocity and position as in equations (3.1) and (3.2)         
9- If stopping criterion is satisfied then go to the next step else go to step 2. (The 
stopping criteria are, good fitness value, reaching maximum number of iterations, 
or no further improvement in fitness). 
10- Print the optimal parameters of IPFC controller and the transmission line losses. 
11- Stop  
The control parameters that are to be determined optimally are the magnitudes and 
phase angles of the injected voltage of VSCs of IPFC. Figure 3 illustrates the 




Set the initial parameters of the PSO and the power system.
Set the iterative counter N
Conduct load flow on the power system using modified
N-R method
end
Update particles velocity and position as in equations
(3.1) and  (3.2)
Set Gbest = Pbest
Initialize particles with random position X and
velocity vectors V
YES
   NO
iteration +1




Print the optimal parameters of IPFC controller
 and the transmission line losses
Set Pbest = XiN
FN1 < FNi, , i  > 1
i = i + 1
if N = 1
F = min(FN)
Gbest = XF
   NO
YES
Update the inertia weight as in equation (3.3)
   NO
YES
 
Figure ‎3.3: Proposed algorithm flowchart of PSO 
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3.2.5    Advantages of Particle Swarm Optimization   
Particle swarm optimization algorithm has the following advantages [63, 75] over 
other evolutionary algorithms: 
 It is a derivative-free optimization technique different than many conventional 
techniques. 
 It can handle objective functions of any type (e.g. non-convex, non-
differentiable, and discontinuous). 
 It has a few parameters to adjust. 
 It is easy to implement and program with basic mathematical and logic 
operations. 
 PSO does not require a good initial population to look for the optimal solution. 
 It has the capability to escape local minima. 
  It has the flexibility to be integrated with other optimization techniques to 
form hybrid tools. 
 
3.2.6    Applications of PSO to Power System 
PSO is the new evolutionary computational technique, and there are a few 
applications. In the general filed, the PSO was applied to neural network learning 
algorithm, human tremor analysis, rule extraction in fuzzy neural network, battery 
pack state of charge estimation, computer numerical controlled milling optimization, 
[66]. And also it is applied to design of a periodic antenna arrays, chip design and 
project crashing analysis [75]. In this section different fields of applications of PSO 
technique to power systems problems as discussed in [76] are shown in Table 3.3 by 









Table ‎3.3: Application of PSO 
No  Application field  Type of PSO used 
1 Economic dispatch Conventional PSO, Evolutionary Programming 
PSO (EPSO) 
2      Reactive power and voltage 
control 
Conventional PSO, integer PSO and Adaptive 
PSO 
3 Power system reliability and 
security  
Conventional PSO, Binary PSO  
4 Generation expansion 
problem 
Conventional PSO, stretching PSO (SPSO), 
composite PSO (C-PSO) 
5 State estimation  Conventional PSO, Hybrid PSO (GA-PSO) 
6 Load flow and optimal 
power flow 
 Conventional PSO, Hybrid PSO (GA-PSO), 
vector evaluated PSO (VEPSO), PSO with  
passive congregation (PSOPC), dissipative PSO 
(DPSO) 
7 Control tuning Conventional PSO 
8 System identification and 
intelligent control 
Conventional PSO, Hybrid PSO (GA-PSO) 
9 Electric machinery  Conventional PSO 
10 Capacitor placement Conventional PSO, integer PSO 
11 Generator maintenance 
scheduling 
Conventional PSO, Evolutionary Programming 
PSO (EPSO) 
12 Short term load forecasting  Conventional PSO 
13 Generator contribution to 
transmission system 
Vector evaluated PSO (VEPSO) 
3.3    Genetic Algorithm (GA) Technique 
The GA technique was invented by John Holland in the early 1970's [77]. GA 
technique can be defined as a search technique used in computing to find exact or 
approximate solutions to optimization and search problems. GA is a particular group 
of evolutionary algorithms that use techniques inspired by evolutionary biology such 
as inheritance, selection, crossover and mutation. The procedure of a GA starts with a 
randomly selected population of chromosomes. As shown in Figure 3.4 each 
chromosome consists of genes or individual variables of the problem to be solved 
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[78]. Based on the attributes of the problem, different positions of each chromosome 
are encoded as characters, bits or numbers. The position is sometimes referred to as 
genes and is changed randomly within a range during process. The set of 
chromosomes during a stage of computations are called a population. An objective 
function is used to compute the best of each chromosome. Through the evaluation two 
basic operators such as crossover and mutation, are used to simulate the natural 
reproduction and mutation of species. 
 
Figure ‎3.4: Gene string and chromosome 
The GA is based on the mechanism of natural selection.  The optimal solution can 
be sought after form a population of solutions by using random process [79].  During 
the optimization procedure, the operator‘s selection, crossover and mutation are 
applied to the current population to produce a new generation form.  
The main parts of the simple GA i.e. the solution encoding the generation of the 
initial solution, the objective function, and the stop criterion are first described [80]. 
1. Encoding, parameters of the search space can be coded as binary strings of 
fixed length. 
2. Initialization generates randomly initial population strings which develop to 
the next generation by genetic operators. 
3. A fitness function is used to evaluate the quality of solutions coded by strings. 
4. Selection process, allows strings with higher fitness to appear with higher 
probability in the next generation. 
5. Crossover and mutation process – the crossover is used to combine two 
parents by exchanging parts of their strings, by starting from a randomly 
selected crossover points. By this way new solutions inheriting desirable 
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qualities from both parents are derived. Mutation flips single bits in a string, 
which prevents the GA from premature convergence, by exploiting new 
regions in search space. 
6. Termination, in this case the new strings replace the existing string. The run 
continues until the stopping criterion is reached.  
3.3.1    Genetic Algorithm Operators 
The GA optimization algorithm, implemented in the simulation tool developed for the 
power system network presented in this thesis, uses only three operators, selection, 
crossover and mutation to produce a new population for the next generation while 
minimizing the objective function. 
3.3.2    Selection Process 
Selection is the process of determining the number of times, or trials, a particular 
individual are chosen for reproduction and, thus, the number of offspring that an 
individual will produce. A probabilistic selection is performed based upon the 
individuals. The individuals that have the better fitness value, have a better chance of 
being selected [81].  
3.3.2.1    Mate Selection 
The large number of fit members of the population is assigned the utmost probability 
of being selected for mating [78]. There are two general ways of choosing mates; the 
first one is roulette wheel and the second one is tournament selection. 
3.3.2.2    Roulette Wheel Selection 
In roulette wheel selection the population must first be sorted. Every chromosome is 
assigned a probability of selection on the basis of either its rank in the sorted 
population or its objective function. Rank order selection is the easiest execution of 
roulette wheel selection. In order to create the roulette wheel selection the following 




Parents=1: natsel; prob=parents/sum (parents); Odds= [0 cumsum (prob)]; 
} 
Assuming natsel = 4, and then by applying the above MATLAB commands  
Parents = [1   2   3   4]; Prob = [0.1   0.2   0.3   0.4]; Odds = [0   0.1   0.3   0.6   1]; 
Thus, Figure 3.5 shows the roulette wheel for a selection pool of four parents. The 
chromosomes with higher objective function have a low percent chance of being 
selected than chromosomes with low objective function. In this case, the best 
chromosome has a 40% probability of being selected. As more parents are added, the 
percent chance of a chromosome being selected changes.  
 
 
Figure ‎3.5: Roulette wheel probabilities for four parents in the mating pool. 
3.3.2.3    Tournament Selection 
Tournament selection is the second approach used to finding parents randomly, by 
selecting two small groups of chromosomes from the mating pool. In each group, the 
chromosome with the lowest objective function becomes a parent. Enough of these 
tournaments are held to generate the required number of parents. The tournament 
repeats for every parent needed. Tournament selection works well with thresholding, 
because the population never needs sorting. Sort speed becomes an issue only with 
large population sizes. Figure 3.6 shows the tournament selection process when three 




Figure ‎3.6: Tournament selection. 
Tournament selections result in nearly the same probability of selection for the 
chromosomes as Rank order roulette wheel. 
3.3.3    Crossover 
Crossover is an essential operator of producing new chromosomes in the GA. similar 
to its counterpart in nature. Crossover produces new individuals that have some parts 
of both parent's genetic material [82]. In other words once the population for 
reproduction is selected, the individuals are paired off and ―mated‖ using a crossover 
procedure.   By selecting a cross point randomly for each pairing, two new individuals 
are created by joining the first part of the first string with the second part of the 
second string, and vice versa [83]. Figure 3.7 illustrate crossover operation which is 
called single-point crossover, two point crossover and uniform crossover. 
 




When a single point crossover is selected, a binary string from beginning of 
chromosome to the crossover point is copied from one parent, and the rest is copied 
from the second parent. While when two crossover points are selected, binary string 
from beginning of chromosome to the first crossover point is copied from one parent, 
the part from the first to the second crossover point is copied from the second parent 
and the rest is copied from the first parent. In a uniform crossover a number of bits are 
randomly copied from the first parent or from the second parent. 
3.3.4    Mutation 
Mutation is used for a random process where one allele of a gene is replaced by 
another to produce a new genetic structure [82]. The mutation is used at the final 
generations when the majority of the individuals present are of similar quality. A 
variable mutation rate is very important for the search efficiency. Its setting is much 
more critical than that of crossover rate. In the case of binary encoding, mutation is 
carried out by flipping bits at random, with some small probability between 0.001 and 
0.05. For real-valued encoding, the mutation operator is implemented by random 
replacement. A different possibility is to add or subtract or multiply by a random 
amount (e.g., uniformly or Gaussian distributed) [83]. Figure 3.8 shows the mutation 
process in genetic algorithms. 
 
Figure ‎3.8: Mutation operation 
 
3.3.5    Termination Criteria  
Termination of the algorithm is followed by one of the stopping criteria: 
1. Generations specifies the maximum number of iterations the GA performs. 
2. Time limit specifies the maximum time in seconds the GA runs before stopping. 
3. Stall generations — if the weighted average change in the fitness function value 
over stall generations is less than function tolerance, the algorithm stops. 
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4. Stall time limit — if there is no improvement in the best fitness value for an 
interval of time in seconds specified by stall time limit, the algorithm stops. 
3.3.6    Implementation of GA Technique for Optimal Parameters of IPFC   
The GA starts similar to any other optimization algorithm, by defining the 
optimization parameters. It also stops similar to any other optimization algorithm too, 
by testing for convergence characteristic of the objective function. The procedure of 
the proposed GA algorithm is as follows: 
1. Define the initial parameters of the system and control parameters of GA. 
2. Randomly generate initial population of chromosomes of size N: X1, X2, ..., 
XN. 
3. Conduct load flow using modified Newton Raphson method. 
4. Evaluate the fitness of each chromosome f(X1),f(X2), ..., f(XN). 
5. Is the stopping criterion satisfied? Yes stop, else go to step 7. 
6. Select pair of chromosomes for mating. 
7. By using the crossover probability, create two offspring by exchanging part of 
the two selected chromosome. 
8. By using the mutation probability, change the gene values in the two offspring 
chromosomes randomly. 
9. Replace the resulting chromosomes in the new population. 
10. Check the size of the new population equal to N? No, go to step 7 else go to 
step 12 
11. Change the current chromosome population with new population 
12. Check the stopping criteria if satisfied to stop else repeat from step 4 up to 12 
until the stopping criterion is satisfied. 
The control parameters that are to be determined optimally are the magnitudes and 
phase angles of the injected voltage of VSCs of IPFC.  





Define the initial parameters of
the system and GA parameters
Conduct load flow using modified N-R method
Evaluate the fitness of each chromosome




Put the resulting chromosome
in the new population
Gen = Gen + 1
is the stopping
criteria satisfied ?
Randomly generate initial population of
chromosome of size N : X1, X2, ..., XN
Check  the size of the
New population equal N
Change current chromosome











3.3.7    Comparison Between GA and Traditional Search Algorithms 
GA differs from the traditional searching algorithms [84]. They could be summarized 
as follows: 
 As opposed to a single point, the GAs work with a population of binary 
strings, searching many peak values in parallel. 
 Instead of using the parameters themselves, the GAs work directly with strings 
of characters representing the parameters set.  
 Instead of deterministic rules, the GAs use probabilistic transition rules.  
 Instead of derivatives or other auxiliary knowledge, the GAs use objective 
function information.  
 GA has the potential to get the solutions in many different areas of the search 
space simultaneously. 
3.4    Simulated Annealing (SA) Technique 
The SA is an optimization technique proposed in 1983 by Kirk-patrick, Gelatt and 
Vecchi [85] to find the global minimum of an objective function that may possess a 
number of local minima [86]. The SA takes the analogy of the physical annealing of 
molten particles of a solid. Starting with high temperature the molten particles are 
allowed to cool slowly until they are solidified at a low temperature.  This physical 
annealing process is used to find near-global or global optimum solutions for 
combinatorial optimization problems [87]. In order to solve any optimization problem 
by SA method three main parameters are required [88]. Such as: 
 Firstly, the annealing temperature, T. This parameter permits the SA technique not 
to be entrapped in local minima through the use of the Boltzmann‘s function. 
  Secondly the number of iterations at constant temperature, M0. A low number of 
M0 will result in being tapped in local minimum.  
 Thirdly the cooling strategy, ρ0. If the annealing temperature is decreased fast the 
algorithm will be trapped in local minimum regardless of proper T and M0 tuning.  
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The above three parameters should be set at the beginning of the simulation and the 
effect on the others parameters through sensitivity analysis of the simulation for every 
optimization problem, is to be studied.  
3.4.1    Simulated Annealing Physical Concepts 
The procedure of heating up a solid to a high temperature followed by slow cooling 
achieved by decreasing the temperature of the environment in steps is called 
annealing. At every step the temperature is maintained constant for a period of time 
which is sufficient for the solid to reach thermal equilibrium [89]. The solid has a lot 
of configurations at equilibrium point, each corresponding to different spins of the 
electrons and to specific energy levels. And the probability of a specified 






                                                  (3.4)     
                                          
where K is a constant and Econ is the energy of the given configuration.  
Monte Carlo method was proposed by Metropolis et.al 1953 [90] to simulate the 
procedure of reaching thermal equilibrium at a constant temperature, T. Based on this 
method; a randomly generated perturbation of the current configuration of the solid is 
applied so that a trial configuration is obtained. Let Ec and Et represent the energy 
level of current and trial configurations. Therefore: 
Assume Ec < Et, till a lower energy level has been reached and the trial solution has to 
be altered.  
If Ec > Et, after that the trial configuration is accepted as the current configuration 





                                                                (3.5) 
 
where T is the control parameter of the cooling schedule.  
 59 
 
The procedure continues where a change to a configuration of higher energy level 
is not necessarily rejected. Finally thermal equilibrium is reached after a great number 
of perturbations, where the probability of a configuration approaches Boltzmann 
Distribution. By gradually decreasing T and repeating Metropolis simulation, new 
lower energy levels become reachable. As T approaches zero, the least amount of 
energy configurations will have a positive probability of happening. 
3.4.2    SA Techniques Factors 
When designing the SA techniques some factors are needed to be considered [91] as 
follows: 
3.4.2.1    Initialization 
The initial temperature should be high enough to permit all candidate solutions to be 
acceptable. Also an initial solution should be generated randomly from the feasible 
region.  
3.4.2.2    Markov Length 
To reach Boltzmann distribution, the iteration number, M used in each temperature 
should be set appropriately high for the objective function values. 
3.4.2.3    Step Size 
At each movement the step size should be decreased with the decrease of temperature. 
The reasonable solutions at lower temperature are near to optimal solution. The 
stochastic search tends to be deterministic search when temperature is low. So that if 
the step size is too big, at low temperature, a number of feasible solutions will be 
discarded, therefore computation time will be wasted. 
3.4.2.4    Termination Criterion  
The SA algorithm is stopped when one of the following stopping criteria are met. 
1. When the maximum iterations bound the number of iterations is reached. 
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2. When the time limit bounds the number of seconds the algorithm runs is 
reached. 
3. When the neighbor solution was not improved after a period. 
4. When the objective function goes below the objective limit. 
3.4.3    An implementation of SA Technique for Optimal Parameters of IPFC 
For the solution of an optimization problem with SA, the following steps are required. 
1. Randomly select an initial solution vector x1 in the bounded parameter space, 
and calculate the objective function f(x1). 
2. Estimate an initial temperature T (0) = Tinit. 
3. Conduct the load flow using modified Newton –Raphson method. 
4. Select a new solution vector, x2 and evaluate the corresponding objective 
function value f(x2).  
5. Calculate the difference of the objective functions, ∆f = f(x2)-f(x1). 
6. If the difference of the objective functions, ∆f < 0, then the solution vector x2 
is accepted, otherwise if ∆f > 0 accept the solution vector according to the 
probability of acceptance p(k) = e
-∆f/T(k)
 or else go to step 7.  
7. Update store or set x1 = x2 and f(x1) = f(x2) and weight the current simulated 
temperature with the coefficient λ, where 0 < λ < 1, decreasing the simulated 
temperature successively at every iteration, so that at the (k+1)
st
 iteration:  
T(k+1) = λT(k),  where k is the iteration index,  
8. Check the stopping criteria, if the current simulated temperature is lower or 
equal to the final temperature, i.e., T (k) ≤ Tfinal, then accept the current 
solution vector as being optimum, otherwise return to Step 3 and repeat the 
process.   
9. Stop  
The control parameters that are to be determined optimally are the magnitudes and 
phase angles of the injected voltage of VSCs of IPFC.  



















Conduct load flow using modified N-R method
 




3.5    Global Optimization Toolbox in MATLAB 
Global optimization toolbox provides methods that search for global solutions to 
problems that include multiple maxima or minima [92]. It includes global search, GA, 
and SA solvers. The solvers can be used to solve optimization problems where the 
objective or constraint function is continuous, discontinuous, and stochastic, does not 
possess derivatives, or includes simulations or black-box functions with undefined 
values for some parameter settings. 
3.5.1    GA Solver 
GA solvers support algorithmic customization. GA variant can be created by 
modifying initial population and fitness scaling options or by defining parent 
selection, crossover, and mutation functions. Figure 3.11 show the GA solver 
windows 
 
Figure ‎3.11: GA solver 
 
The following steps should be defined when the GA solver is used: 
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o Fitness Function 
The fitness function is the objective function that needs to be minimized. This 
objective function can specify as a function handle of the form (@LFanalysis) , where 
(LFanalysis.m) is an M-file that returns a scalar. 
 
o Number of Variables 
The numbers of variables are the number of independent variables that required for 
the fitness function. 
o Constraints 
The lower and upper bounds on the variables and is defined as the vector. 
o Population 
The population options are used to specify options for the population of the GA. 
 Population Type It used to specify the type of the input given to the fitness 
function. Population type can be set to double vector, or Bit string.  
 Population Size It used to specify the number of individuals in each generation. If 
we assume the population size as a vector of length greater than 1, then the 
algorithm creates multiple subpopulations. Each entry of the vector specifies the 
size of a subpopulation. 
o  Fitness Scaling 
It is used to converts raw fitness scores returned by the fitness function to values in a 
range that is suitable for the selection function. 
o Selection 
It is used to choose parents for the next generation based on their scaled values from 
the fitness scaling function and the following   
 Roulette Simulates a roulette wheel with the area of each segment proportional to 
its expectation. The algorithm then uses a random number to select one of the 
sections with a probability equal to its area. 
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 Tournament Selects each parent by choosing individuals at random, the number 
of which you can specify by Tournament size, and then choosing the best 
individual out of that set to be a parent. 
o Reproduction 
It is used to determine how the GA creates children at each new generation based on 
the following crossover fraction. 
 Crossover Fraction  
It is used to specify the fraction of the next generation that produce by crossover. The 
remaining individuals in the next generation can be produces by mutation. The 
crossover fraction can be set between 0 and 1. 
o Mutation 
It is used to make small random changes in the individuals in the population, which 
provide genetic diversity and enable the GA to search a broader space. The following 
adaptive feasible function used for mutation. 
 Adaptive Feasible 
It is used to randomly generate directions that are adaptive with respect to the last 
successful or unsuccessful generation. By proper chose step length along each 
direction to satisfied a linear constraints and bounds. 
o Crossover 
It is used to combines two individuals, or parents, to form a new individual, or child, 
for the next generation. The following single point is used in our algorithm: 
 Single Point  
It is used to choose a random integer n between 1 and Number of variables, and 
selects the vector entries numbered less than or equal to n from the first parent, selects 
genes numbered greater than n from the second parent, and concatenates these entries 
to form the child. For example: 
p1 = [a b c d e f g h] 
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p2 = [1 2 3 4 5 6 7 8] 
Random crossover point = 3  
Child = [a b c 4 5 6 7 8] 
o Stopping Criteria 
Termination of the algorithm is followed by one of the stopping criteria: 
 Generations specifies the maximum number of iterations the GA technique 
performs. 
 Time limit specifies the maximum time in seconds the GA technique runs 
before stopping. 
 Stall generations, if the weighted average change in the fitness function value 
over stall generations is less than function tolerance, the algorithm stops. 
 Stall time limit, if there is no improvement in the best fitness value for an 
interval of time in seconds specified by stall time limit, the algorithm stops. 
o Plot Functions 
It is used to plot various aspects of the GA technique as it is executing. Each one 
draws in a separate axis on the display window. The following function.  
 Best individual plots the vector entries of the individual with the best fitness 
function value in each generation. 
 A best fitness plot is used to plot the best function value in each generation versus 
iteration number. 
 A distance plot is used to plot the average distance between individuals at each 
generation. 
 Fitness of each individual is used to plot the fitness of each individual  




3.5.2    SA Solver 
SA solver solves optimization problems with a probabilistic search algorithm that 
mimics the physical process of annealing, in which a material is heated and then the 
temperature is slowly lowered to reduce defects, hence minimizing the system energy 
[93]. By analogy, every iterations of a SA technique seeks to improve the current 
minimum by slowly reducing the scope of the search. 
The SA algorithm accepts all newest points that lower the objective, but also, with 
a certain probability, points that move up the objective. Therefore, with accepting 
points that move up the objective, the algorithm avoids being trapped in local minima 
in early iterations and is capable to explore globally for better solutions. SA algorithm 
allows solving bound-constrained or unconstrained optimization problems and does 
not require that the functions be differentiable or continuous. Figure 3.12 show 
window of SA Solver. 
 
Figure ‎3.12: SA solver 
 
The following steps should be defined when the SA solver is used: 
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o Objective Function 
It is used to define the function required to minimize. Specify the function as an 
anonymous function or as a function to handle of the form (@LFanalysis.m), where 
(LFanalysis.m) is an M-file that returns a scalar function value. 
o Start Point  
It is used to define the initial point of the SA technique search. 
o Constraints 
It is the lower and upper bounds on the variables and is defined as the vector. 
o Stopping Criteria 
 Maximum iteration is defined as the number of iterations the algorithm takes. 
 Maximum function evaluation is defined as the number of function evaluations 
the algorithm performs. 
 Time limit is defined as the number of seconds the algorithm runs. 
 Function tolerance is used to stop the algorithm if the average change in the 
objective function after stall iterations is below function tolerance. 
 Objective limit is used to stop the algorithm if the objective function goes below 
Objective limit. 
o Annealing Parameters 
Annealing function specifies the function used to generate new points for the next 
iteration: 
 Fast annealing takes random steps, with size proportional to temperature. 
 Exponential temperature update temperature decreases as 0.95N where N is the 
number of iteration. 
o Plot Functions 
It is used to plot interval enters the number of iterations between consecutive calls to 
the plot function. 
 A best function value plot is the lowest objective function to date. 
 A best point plot is the best location to date. 
 Stopping criteria plots is the stopping criteria levels. 
 Temperature plot is plots the temperature at each iteration. 
 Current point plots are the current location at each iteration. 
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 Current function value plots are the current function value at each iteration. 
3.6    Summary  
In this chapter the basic concepts of intelligent optimization techniques have been 
provided. A detailed explanation on PSO technique was considered, i.e. elements of 
PSO, parameters selection and variants of PSO. Also the proposed PSO algorithm, 
PSO advantages and application to power systems including IPFC have been 
discussed too. Similarly, an overview of GA technique, GA operators, selection 
process, termination criteria and implementation of GA for obtaining optimal 
parameters of IPFC were discussed. A comparison between GA and traditional search 
algorithms was briefly explained. Also in a similar way, a brief introduction to SA 
technique, SA control parameters and its implementation to find the optimal 
parameters of VSC of IPFC have been discussed. Finally, the global optimization 




CHAPTER 4                                                                                      
RESULTS OF SIMULATION AND DISCUSSION 
4.1    Introduction 
In order to demonstrate the application of FACTS controller, IPFC together with 
proposed optimization techniques, simulation studies are carried out on the standard 
IEEE-14 and 30-bus power systems. The equivalent circuit of each VSC of an IPFC is 
a voltage source represented by voltage magnitude and angle, and series impedance. 
The simulation is performed using MATLAB 7.6 and computer PC with the following 
specifications: (i) Microsoft Window XP; Professional; Version 2002; Service Pack 3 
and (ii) Manufactured and supported by : Dell Optiplex 330; Intel® Core ™ 2Duo 
CPU; E7300@ 2.66GHz; 2.66 GHz, 0.98 GB of RAM; Physical Address Extension.  
4.2    Case 1 Standard IEEE 14-bus power system 
To verify the effectiveness of the proposed algorithms, MATLAB m-file is developed 
for power flow for all simulations and is applied to the standard IEEE 14-bus test 
power system. The IPFC devices installed in lines 1-2 and 1-5, are represented as 
voltage sources as shown in Appendix B, Figure B1. First the results obtained with 
the algorithms by using three types of PSO, named basic particle swarm optimization 
(BPSO), inertia weight approach particle swarm optimization (IWAPSO) and 
constriction factor approach particle swarm optimization (CFAPSO),  have been 
compared to those calculated by power flow solution without IPFC and with IPFC. 
The system transmission line losses for the three operating conditions without IPFC, 
with IPFC, and with IPFC, and PSO have been calculated too. Next using GA 
technique, the optimal parameters of the IPFC and the transmission line losses of 
IEEE 14-bus power system are investigated. In a similar way, SA technique is used to 




4.2.1    Power Flow Analysis of IEEE 14-bus Power System without IPFC 
Power flow simulations were performed using the Newton–Raphson method shown in 
Appendix A1. The bus voltages data and the lines data of the system are as in 
Appendix B [94]. Under these operating conditions, the voltages of generator buses 
are chosen as reported in Table 4.1.  
Table ‎4.1: Voltages of generator buses of the IEEE 14-bus power system 







The results obtained for line flows, line losses and the Newton-Raphson load flow 
analysis of the IEEE 14-bus power system without IPFC are presented in Appendixes 
C1 and C2. The transmission line losses during the operating conditions without IPFC 
for line 1-2 and 1-5 and total line loss are reported in Table 4.2 and the voltage profile 
of all the buses is as shown in Figure 4.1.  
Table ‎4.2: Transmission line losses of the IEEE 14-bus power system without IPFC 
From  Bus To Bus  Line Losses in MW 
1 - 2 4.309 
1 -  5 2.773 
Total Losses MW 13.593 
 
           
Figure ‎4.1: The voltage profile of IEEE 14-bus power system without IPFC 
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4.2.2    Power Flow Analysis of IEEE 14-bus Power System with IPFC 
As shown in Appendix A2 some modifications are made to model the IPFC device as 
voltage source with voltage magnitude and phase angle in series with the transmission 
line. By changing the line impedance Zlk between buses l-k (k=m,n) so that the 
admittance matrix of the system can be modified to consider the insertion of the series 
sources impedances as 
 
                                (4.1) 
 
where Rlk  and Rslk  are the transmission line and series voltage source resistances 
respectively. Xlk and Xslk are the transmission line and series voltage source reactances 
respectively. Therefore, the transmission lines admittance Ylk will be 
 
                                                     (4.2) 
 
where Glk and Blk  are the conductance and suspectance of the transmission line. 
The modified Jacobian and the linearized power flow equations are presented in 
Appendix A2.  The power flow analysis mathematical model is simulated when the 
IPFC is connected between lines 1-2 and 1-5. After adding the source impedances  
(Zs12 = 0.001938 + j0.005917 and Zs15 = 0.005403 + j0.022304) to lines 1-2 and 1-5 
respectively (Zs12 and  Zs15 are the impedances of VSC1 and VSC2 connected to the  
lines 1-2 and 1-5), the results obtained for line flows, line losses and the Newton-
Raphson load flow analysis of IEEE 14-bus power system with IPFC are presented in 
Appendixes C3 and C4. The optimal injected voltage magnitudes (V inj (pu)) and the 
angles (θ inj (rad)) for the first and for the second transmission lines (i.e. 1-2 and 1-5) 
and the minimized line losses are reported in Table 4.3. The total line loss of the IEEE 










Vinj (pu) 0.040 0.040 
Θinj (rad) 1.040 1.040 
Lines losses (MW) 0.125 0.064 
Total losses (MW) 4.936 
 
It is observed from Tables 4.2 and 4.3, that the reduction of the line losses are 
from 4.309 MW to 0.125MW for the line 1-2, and from 2.273 MW to 0.064 MW for 
the line 1-5 and the total losses are reduced from 13.593 MW to 4.936 MW. In other 
words, the transmission line losses are reduced by 97.10 % and 97.20 % for the first 
and second transmission lines 1-2 and 1-5 respectively, and 63.69 % for the total loss 
of the IEEE 14-bus power system when the IPFC is installed between the lines 1-2 
and 1-5. Figure 4.2 show the voltage profile of the IEEE 14-bus power system for the 
power flow when the IPFC is installed between lines 1-2 and 1-5. 
 
Figure ‎4.2: The voltage profile of IEEE 14-bus power system with IPFC 
 
As shown in Tables 4.2 and 4.3, the total power losses of the system are decreased 
to 4.936 MW, i.e. by approximately 63.69 %. The voltage profile of the system with 
and without IPFC devices are shown in Figure 4.3. It is observed that the reactive 
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power introduced by the IPFC devices caused an improvement in the voltage of buses 
number 4, 5, 7, 8, 9, 10, 11, 12, 13 and 14. This improvement resulted in lower 
reactive power flow in the lines and hence reduction in the real power loss. 
 
 
Figure ‎4.3: The voltage profile of IEEE 14-bus power system without and with IPFC 
4.2.3    Power Flow Analysis of IEEE 14-bus Power System with IPFC and using 
PSO 
In this case the IPFC device installed on the transmission lines of IEEE 14-bus power 
system is considered by connecting the IPFC between lines 1-2 and 1-5.  Proper 
control parameters for different types of PSO variants i.e. for BPSO, IWAPSO and 
CFAPSO are selected as in Table 4.4, as explained in Section 3.2.2, Table 3-2. 
Table ‎4.4: PSO control Parameters 
Control parameters 
PSO Type 
BPSO IWAPSO CFAPSO 
Number of Iterations 100 100 100 
Swarm size  S 35 35 35 
Problem dimension 4 4 4 
Inertia weight factor W 1.2 0.4 – 0.9 - 
Weighting factor C1 and C2 C1 = C2 = 2 C1 = C2 = 2 C1 = C2 = 2 
The random number rand1 and 
rand2 
Between 0 and 
1 
Between 0 and 
1 
Between 0 and 
1 





The voltages of generator buses in the system are used as in Table 4.1, such that the 
generators supply as much reactive power to the system as they can before inserting 
any extra reactive power source. The boundary constraints for the injected voltage 
magnitudes are between (0 < Vinj < 0.15) and angles between (-π/2 < θinj < π/2).  
The three types of PSO are applied to minimize the transmission line losses and to 
find the optimal parameters of the injected voltage source magnitude and angle of 
VSCs of the IPFC. After setting the limits for the injected voltage magnitudes and 
angles of VSC of IPFC, the power flow simulation is performed. The results obtained 
for line flows, line losses and the Newton Raphson load flow analysis of the IEEE 14-
bus power system with IPFC and BPSO, IWAPSO and CFAPSO are presented in 
Appendixes C5 to C10. The injected voltage magnitudes and angles of VSC of IPFC 
and the system line losses for the three variants of PSO are presented as in Table 4.5. 
 





BPSO IWAPSO CFAPSO 
Line 1-2 1-5 1-2 1-5 1-2 1-5 
Vinj (pu) 0.0457 0.0552 0.0457 0.0573 0.0457 0.0558 
Θinj (rad) 1.0253 0.6439 1.0253 0.5962 1.0253 0.6296 
Line losses (MW) 0.0120 0.0030 0.0120 0.0030 0.0120 0.0030 
Total line losses (MW) 4.6300 4.6300 4.6300 
 
As observed from Tables 4.2 and 4.5, the total power loss of the system is reduced 
to 4.630 MW when the PSO is used i.e. reduced by approximately 65.94 %. 
The variation of objective function i.e the total line losses with the change in number 
of iterations in BPSO, IWAPSO and CFAPSO are shown in Figures 4.4, 4.5 and 4.6 
respectively. It is observed that the objective function reached a global minimum after 
nearly 50 iterations out of 100 and the simulation running time is 24.107 seconds for 
the BPSO. When the IWAPSO is used the objective function reached a global 
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minimum after nearly 22 iterations out of 100 and the simulation running time is 
25.413 seconds similarly in case of CFAPSO it is observed that the objective function 
reached a global minimum after nearly 12 iterations out of 100 and the simulation 
running time is 24.107 seconds. As the swarm function in PSO code requires an initial 
value of the objective function, difrent initial values are for each version of PSO are 
tried in the simulations until a minimum value of active power losses are obtained, 
satisfying the constraints. 
 






















Figure ‎4.4: Variation of total line losses with the change in iterations by BPSO 
 













































Figure ‎4.6: Variation of total line losses with the change in iterations by CFAPSO 
 
Figures 4.7, 4.8 and 4.9 shows the voltage profile of IEEE 14-bus power system 
for the power flow with IPFC and using BPSO, IWAPSO or CFAPSO techniques.  
 
 















Figure 4.10 shows the voltage profile of IEEE 14- bus system for the power flow 
with IPFC and together with BPSO, IWAPSO and CFAPSO, respectively 
 
Figure ‎4.10: The voltage profile of IEEE 14-bus power system with IPFC and BPSO,             
IWAPSO and CFAPSO techniques 
 
Figure 4.11 shows the voltage profile of the IEEE 14-bus power system with IPFC 
and with IPFC and PSO 
 
Figure ‎4.11:The voltage profile of IEEE 14-bus power system with IPFC and                                                   
with IPFC using PSO 
 
Figures 4.12 show the voltage profile of the IEEE 14-bus power system without 
IPFC, with IPFC and with IPFC using PSO. As observed in Figure 4.12, the reactive 
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power introduced by the IPFC devices caused an improvement in the voltage of buses 
2, 3, 4, 5, 7, 9, 10, 11, 12, 13 and 14. This improvement resulted in lower reactive 
power flows in the lines and hence reduction in the real power loss. Also more 
improvement in the voltage profile has been observed in buses 2, 3, 4, 5, 7, 8, 9, 10, 
11, 12, 13 and 14 when PSO algorithm is applied to the system. 
 
Figure ‎4.12: The voltage profile of IEEE 14-bus power system without IPFC,                                                    
with IPFC and with IPFC using PSO 
4.2.4    Power Flow Analysis of IEEE 14-bus Power System with IPFC using GA 
In this case the IPFC device parameters are obtained using GA technique, minimizing 
the transmission line losses. The IPFC is connected between lines 1-2 and 1-5 of the 
IEEE 14-bus power system. The GA control parameters are selected as in Table 4.6. 
Table ‎4.6: GA control parameters 
Control parameter Description 
Population size 35 
Crossover fraction 0.8 
Generations 100 
Time limit 100 
Stall generation limit 100 
Stall time limit 100 
Selection fuction @selectionroulette  
Crossover fuction @crossoversinglepoint 
Mutation function @mutationadaptfeasible 
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The GA technique is applied to minimize the transmission line losses and to find 
the optimal parameters of VSCs of the IPFC. The voltages of generator buses in the 
system were selected as in Table 4.1, such that the generators supply as much reactive 
power to the system as they can before inserting any extra reactive power source. 
After setting the limits for the injected voltage magnitudes between 0 < Vinj < 0.15 and 
angles between -π/2 < θinj < π/2, the results obtained for line flows, line losses and the 
Newton Raphson load flow analysis of the IEEE 14-bus power system with IPFC and 
GA are presented in Appendixes C11 and C12. The optimal values of the injected 
voltage magnitudes and angles of the IPFC found by the GA technique are as reported 
in Table 4.7.   
 





Vinj (pu) 0.0447 0.0457 
Θinj (rad) 0.8912 1.0646 
Lines losses (MW) 0.012 0.003 
Total line losses (MW) 4.720 
 
As observed from Tables 4.2 and 4.7, the power loss of the system is reduced to 
0.012 MW, 0.003 MW and 4.720 MW, when the GA is used i.e. reduced by 
approximately 99.7 %, 99.8 % and 65.3 % for the transmission lines 1-2, 1-5 and the 
total active power losses respectively. The fitness of each individual and the current 
best individual of the optimal parameters of the injected voltage and angle are shown 
in Figure 4.13, and 4.14, respectively. From Figure 4.13, it is observed that the 
optimal parameters of the injected voltages and angles are 0.0447, 0.0457 pu and 
0.8912, 1.0646 rad for transmission lines 1-2 and 1-5, respectively.   
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Figure ‎4.13: Current best individual of the optimal parameters 
 
Figure 4.14 shows the fitness of each individual variable when the optimal 
parameters reached a best value. It is observed that the fitness of each individual are 
almost equal when the optimal parameters are found. 

























Figure ‎4.14: Fitness of each individual 
 
The average distance between individual and the variation of the fitness value of 
best function value with the change in number of generation in GA are shown in 
Figures 4.15, and 4.16, respectively. It is observed that the objective function reached 
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a global minimum after nearly 40 iterations out of 100 and the simulation running 
time is 29.595 seconds for the GA.  





















Average Distance Between Individuals
 
Figure ‎4.15: Average distance value with the change in number of generation of GA 
 

























Figure ‎4.16: Variation of best function value with the change in number of                                             
generation of GA 
 
As shown in Figure 4.17, the stopping criteria are met after nearly 1 % of stall 
time limit and that means there is no improvement in the best fitness, 3 % of Stall 
generations, 27 % of the total time limit and 100 % of generations specifies the 
maximum number of iterations. 
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% of criteria met
Stopping Criteria
 
Figure ‎4.17: stopping criteria percentages 
 
Figure 4.18 shows the voltage profile of IEEE 14-bus power power system for the 
power flow with IPFC and using GA.  
 
 
Figure ‎4.18: The voltage profile of IEEE 14-bus power system with IPFC using GA 
 
Figures 4.19 show the voltage profile of the IEEE 14-bus power power system 
with IPFC, and with IPFC using GA. It is observed that there is an improvemt of the 





Figure ‎4.19: The voltage profile of IEEE 14-bus power system with IPFC and with                       
IPFC using GA 
 
Figures 4.20 show the voltage profile of the IEEE 14-bus power system without 
IPFC, with IPFC and with IPFC using GA. 
 
 
Figure ‎4.20: The voltage profile of IEEE 14-bus power system without IPFC,                            
with IPFC and with IPFC using GA 
 
As observed in Figure 4.20, the reactive power introduced by the IPFC devices 
caused an improvement in the voltage of buses 4, 5, 7, 8, 9, 10, 11 and 14. This 
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improvement resulted in lower reactive power flows in the lines and hence reduction 
in the real power loss. Also more improvement in the voltage profile has been 
observed in buses 2, 4, 5, 7, 9, 10, 11, 12, 13 and 14 when GA algorithm is applied to 
the system. 
 
4.2.5    Power Flow Analysis of IEEE 14-bus Power System with IPFC using SA 
In this case the IPFC device was installed on the transmission lines which are 
connected between lines 1-2 and 1-5.  The control parameters of SA are selected 
based on simulation with different combinations which return minimum objective 
function. Finally the parameters listed in Table 4.8 are selected to test the power flow 
analysis of IEEE 14-bus power system.  
 
Table ‎4.8: SA control parameters 
Control parameters Description 
Initial temperature 100 
Maximum number of iterations 300 
Annealing function @annealing fast 
Temperature function @temperatureexp 
Termination tolerance on function value 1e-6 
Stall iteration limit 2000 
Time limit 100 sec 
 
The SA is applied to minimize the transmission line losses and to find the optimal 
parameters of the injected voltage source magnitude and angle of VSCs of the IPFC. 
The voltages of generator buses in the system were considered as in Table 4.1, such 
that the generators supply as much reactive power to the system as they can before 
inserting any extra reactive power source. After setting the boundary conditions for 
the injected voltage magnitudes between 0 < Vinj < 0.15 and angles between -π/2 < θinj 
< π/2, the results obtained for line flows, line losses and the Newton Raphson load 
flow analysis of IEEE 14-bus power system with IPFC and SA are presented in 
Appendices C13 and C14. The optimal values of the injected voltage magnitudes and 









Vinj (pu) 0.0568 0.0449 
Θinj (rad) 0.8355 0.9864 
Lines Losses (MW) 0.025 0.003 
Total Losses (MW) 4.648 
 
 
As observed from Table 4.2 and 4.9, the power loss of the system is reduced to 
0.025, 0.003 and 4.648 MW, when the SA is used i.e. reduced by approximately 99.4 
%, 99.8 % and 65.8 % for the transmission lines 1-2, 1-5 and the total active power 
losses respectively .The current point and the best point of the optimal parameters of 
the injected voltage and angle are shown in Figure 4.21, and 4.22 respectively. It is 
observed that the optimal parameters of the injected voltages and angles are 0.0568, 
0.0449 pu and 0.8355, 0.9864 rad for transmission lines 1-2 and 1-5 respectively.   
 

















































Figure ‎4.22: best point of the optimal parameters 
 
Figure 4.23 shows the current temperature of each variable when the optimal 
parameters are reached a best value. It is observed that the temperature is the control 
parameter in SA technique which is decreased gradually from 100 C
o
 as initial 




 when the objective function reached a global 
minimum. 






























The variation of the current function value and best function value with the 
change in number of iterations in SA are shown in Figure 4.24, and 4.25 respectively. 
It is observed that the objective function reached a global minimum after nearly 185 
iterations out of 300 and the simulation running time is 14.52 seconds.  



















Current Function Value: 4.6479
 
Figure ‎4.24: The variation of the current objective function value with the                       
change in iterations by SA 
 


























Figure ‎4.25: Variation of best objective function value with the change in                                         




As shown in Figure 4.26 the stopping criteria is met after nearly 13 % of the total 
time limit of 100 seconds set in the algorithm, 100 % of the maximum iterations and 3 
% of the function tolerance. 




% of criteria met
Stopping Criteria
 
Figure ‎4.26: The stopping criteria 
Figure 4.27 shows the voltage profile of IEEE 14-bus power system for the power 
flow with IPFC and using SA.  
 
Figure ‎4.27: The voltage profile of IEEE 14-bus power system with IPFC using SA 
 
The voltage profile of the IEEE 14-bus power system with IPFC and with IPFC 




Figure ‎4.28: The voltage profile of IEEE 14-bus power system with IPFC and with                   
IPFC using SA 
 
Figure 4.29 shows the voltage profile of the IEEE 14-bus power system without 
IPFC, with IPFC and with IPFC using SA. As observed in Figure 4.29, the reactive 
power introduced by the IPFC devices caused an improvement in the voltage of buses 
4, 5, 7, 8, 9, 10, 11, 12, 13 and 14. This improvement resulted in lower reactive power 
flows in the lines and hence reduction in the real power loss. Also more improvement 
in the voltage profile has been observed in buses 2, 3, 4, 5, 7, 8, 9, 10, 11, 12, 13 and 
14 when SA algorithm is applied to the system. 
 
 
Figure ‎4.29: The voltage profile of IEEE 14-bus power system without IPFC, with                                                   




4.2.6    Comparison of Simulation Results with PSO, GA and SA Techniques of 
IEEE 14-bus Power System  
The PSO, GA and SA techniques are applied to minimize the transmission line active 
power losses and to find the optimal parameters of the injected voltage magnitude and 
angle of VSCs of the IPFC. The voltages of generator buses are same as in Table 4.1, 
such that the generators supply as much reactive power to the system as they can 
before inserting any extra reactive power source. After setting the limits for the 
injected voltage magnitudes of VSC between 0.0 < Vinj < 0.15 and the angles between 
-π/2 < θinj < π/2, and setting each optimization method control parameters, the 
simulation on power flow analysis program is performed. The active power line losses 
are minimized using each optimization technique subjected to the constraints on the 
voltage magnitudes and angles of VSCs of IPFC. The simulation results of injected 
voltages magnitude and angles and the system line active power losses of the 
specified lines are obtained with each optimization technique. Also the total active 
power losses of the IEEE 14-bus power of the system obtained from the power flow 
analysis are presented in Table 4.10. 




CFAPSO GA SA 
Lines 1-2 1-5 1-2 1-5 1-2 1-5 
Vinj (pu) 0.0457 0.0558 0.0639 0.0452 0.0568 0.0449 
Θinj (rad) 1.0253 0.6296 0.9269 0.9963 0.8355 0.9864 
Lines losses (MW) 0.0120 0.0030 0.099 0.003 0.025 0.003 
Total losses (MW 4.6300   4.720 4.648 
 
As observed from Tables 4.2 and 4.10, the total active power loss of the system is 
reduced to 4.63 MW, 4.720 MW and 4.648 MW, i.e. reduced by approximately 65.94 
%, 65.23 % and 65.81% when the PSO, GA and SA methods are used respectively. 
Table 4.11 reports a comparison of number of iterations and simulation running time 
required by PSO, GA and SA optimization methods respectively. 
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Table ‎4.11: Comparison between optimization methods 
Item 
Optimization method 
PSO GA SA 
Number of iterations 12 40 185 
Simulation running time, sec 24.107 29.595 14.520 
 
It is observed that the time taken for minimizing the objective function by SA 
technique is only 14.52 sec whereas the other two techniques required more time. 
The variations of objective functions with the change in number of iterations are 
shown in Figure 4.30. It is observed that the objective functions reached a global 
minimum after nearly 12, 40 and 185 iterations with PSO, GA and SA methods 
respectively.  




































Figure ‎4.30: Variation of objective function with the change in iterations 
The voltage profile of IEEE 14-bus power system for the power flow with IPFC 
and using PSO, GA and SA methods is presented in Figure 4.31. The voltage profiles 
of the system without IPFC, with IPFC, and with IPFC and PSO or GA or SA 
together, are compared as shown in Figure 4.32.  Therefore, it is clearly observed that 





Figure ‎4.31: The voltage profile of IEEE 14-bus power power system with IPFC 
together                       with PSO or GA or SA technique 
 
As observed in Figure 4.32, the reactive power introduced by the IPFC devices 
caused an improvement in the voltage of buses 4, 5, 7, 8, 9, 10, 11 and 14. This 
improvement resulted in lower reactive power flows in the lines and hence reduction 
in the real power loss. Also more improvement in the voltage profile has been 
observed in buses 2, 3, 4, 5, 7, 8, 9, 10, 11, 12, 13 and 14 when PSO, GA and SA 
techniques are applied to the system. Also it is observed that, GA has less 
improvement in the voltage profile compare to the PSO, and SA techniques. 
 
Figure ‎4.32: The voltage profile of IEEE 14-bus power system without IPFC, with                     




4.3    Case 2 Standard IEEE 30-bus Power System 
To verify the effectiveness of the proposed algorithm MATLAB m-file is developed 
for power flow for all simulations and are applied to the standard IEEE 30-bus power 
test system. The IPFC devices installed in lines 1-2 and 1-3, are represented as voltage 
sources as shown in Appendix B, Figure B.2. First the results obtained with the 
algorithms by using PSO, have been compared to those calculated by power flow 
solution without IPFC and with IPFC. The system transmission line losses for the 
three operating conditions without IPFC, with IPFC, and with IPFC, and PSO have 
been calculated too. Next using GA technique, the optimal parameters of the IPFC 
and the transmission line losses of IEEE 30-bus power system are investigated. In 
similar way, SA technique is used to derive the optimal parameters of the IPFC, 
minimizing the transmission line losses of the system. 
4.3.1    Power Flow Analysis of IEEE 30-bus Power System without IPFC 
Simulation is performed on power flow analysis mathematical model using Newton 
Raphson method as shown in Appendix A1, setting the bus voltages data and the lines 
data as reported in Appendix B2 [94]. Therefore under these operating conditions, the 
generators bus voltages of IEEE 30-bus power system are used as reported in Table 
4.12, such that the generators supply as much reactive power to the system as they can 
before inserting any extra reactive power source. 
 
Table ‎4.12: The voltages of generator buses 








The results obtained of line flows; line losses and the Newton-Raphson load flow 
analysis of IEEE 30-bus power system without IPFC are presented in Appendixes D1 
and D2.  The transmission lines losses during the operating conditions without IPFC 
for line 1-2 and 1-3 and total line losses are reported in Table 4.13. 
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Table ‎4.13: Transmission line losses of IEEE 30-bus power system without IPFC 
From  Bus To Bus Line losses in MW 
1 - 2 5.179 
1 -  3 3.116 
Total Losses MW 17.528 
 
And the voltage profile of all the buses are as shown in Figure 4.33.  
 
 
Figure ‎4.33: The voltage profile of IEEE 30-bus power system without IPFC 
 
4.3.2    Power Flow Analysis of IEEE 30-bus Power System with IPFC 
In this case, power flow analysis is simulated with the IPFC connected between lines 
1-2 and 1-3. After adding the sources impedances such as (Z 12 = 0.00192 + j0.00575 
and Z13 = 0.00452 + j0.01652) to lines 1-2 and 1-3 respectively, (Zs12 and  Zs13 are the 
impedances of VSC1 and VSC2 connected to the  lines 1-2 and 1-3),  the results 
obtained of line flows , line losses and the Newton-Raphson load flow analysis of 
IEEE 30-bus power system with IPFC are presented in Appendixes D3 and D4. The 
optimal injected voltage magnitudes (V inj (pu)) and the angles (θ inj (rad)) for the first 
and for the second transmission lines (i.e. 1-2 and 1-3) and the minimized line losses 
are reported in Table 4.14. The total line loss of the IEEE 30-bus power system is also 
presented.   
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Table ‎4.14: The control parameter and the system losses of IEEE 30-bus power                  
system with IPFC 
Line 1-2 1-3 
Vinj (pu) 0.046 0.046 
Θinj (rad) 1.400 1.400 
Lines Losses (MW) 0.510 0.158 
Total Losses (MW) 9.648 
 
It is observed from Tables 4.13 and 4.14, the reduction of the line losses are from 
5.179 to 0.510 for the line 1-2, and from 3.116 to 0.158 for the line 1-3 and the total 
losses are reduced from 17.528 to 9.648. In other word the transmission line losses are 
reduced by 90.15 % and 94.93 % for the first and second transmission lines 1-2 and 1-
3 respectively and 44.96 % for the total loss of the IEEE 30-bus power system when 
the IPFC is installed between the lines 1-2 and 1-3. 
Figure 4.34 shows the voltage profile of IEEE 30-bus power system for the power 
flow when the IPFC is installed between lines 1-2 and 1-3. 
 
 
Figure ‎4.34: The voltage profile of IEEE 30-bus power system with IPFC 
 
As shown in Tables 4.13 and 4.14, the total power losses of the system are 
decreased from 17.528 MW to 9.648 MW, i.e. by approximately 44.96 %. The 
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voltage profile of the system with and without IPFC devices are shown in Figure. 
4.35. As compared to the voltage profile in the Figure 4.35, the reactive power 
introduced by the IPFC devices caused an improvement in the voltage of some buses. 
This improvement resulted in lower reactive power flow in the lines and hence 
reduction in the real power loss.  
 
 
Figure ‎4.35: The voltage profile of IEEE 30-bus power system without and with IPFC 
 
4.3.3    Power Flow Analysis of IEEE 30-bus Power System with IPFC and using 
PSO 
In this case the IPFC device installed on the transmission line of the IEEE 30-bus 
power system is considered connected between line 1-2 and 1-3. Proper control 
parameters of PSO are selected as in Table 4.15 
Table ‎4.15: PSO control parameters 
Control parameters Value 
Number of Iterations 100 
Swarm size  S 35 
Problem dimension 4 
Inertia weight factor W 0.9 to 0.4 
Weighting factor C1 and C2 C1 = C2 = 2 
The random number rand1 and rand2 Between 0 and 1 
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The voltages of generator buses in the system are used as in Table 4.12, such that 
the generators supply as much reactive power to the system as they can before 
inserting any extra reactive power source. The boundary conditions for the injected 
voltage magnitudes are between 0.0 < Vinj < 0.15 and the angles between -π/2 < θinj < 
π/2. The PSO is applied to minimize the transmission line losses and to find the 
optimal parameters of the injected voltage source magnitude and angle of VSC of 
IPFC. After setting the limits for the injected voltages and angles of VSC, the 
simulation on power flow analysis program is performed. The results obtained for line 
flows, line losses and the Newton-Raphson load flow analysis of IEEE 30-bus power 
system with IPFC and PSO are presented in Appendixes D5 and D6. The injected 
voltage magnitudes and angles of VSC of IPFC and the system line losses for the PSO 
are presented as in Table 4.16. 
  






Vinj (pu) 0.044 0.082 
Θinj (rad) 1.088 1.062 
Lines losses (MW) 0.026 0.012 
Total losses (MW) 8.789 
 
As observed from Tables 4.13 and 4.16, lines 1-2 and 1-3 losses and  the total 
power loss of the system is reduced to 0.026 MW, 0.012 MW and  8.789 MW when 
the PSO is used i.e. reduced by approximately 99.49 %, 99.61 % and  49.86 % 
respectively. 
The variation of objective function i.e. total line losses with the change in number 
of iterations in PSO is shown in Figure 4.36. It is observed that the objective function 





























Figure ‎4.36: Variation of total line losses with the change in iterations by PSO 
 
Figure 4.37, shows the voltage profile of IEEE 30-bus power system for the 
power flow with IPFC and PSO technique.  
 
 
Figure ‎4.37: The voltage profile of IEEE 30-bus power system with IPFC and PSO 
 
The voltage profiles of the system without IPFC, with IPFC, and with IPFC and 
PSO together, are compared as shown in Figure 4.38. As observed in Figure 4.38, the 
reactive power introduced by the IPFC devices caused an improvement in the voltage 
of buses 3, 4, 9, 12, and also in the buses 14 to 30. This improvement resulted in 
lower reactive power flows in the lines and hence reduction in the real power loss. 
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Also more improvement in the voltage profile has been observed in buses 2, 3, 4, 6, 7, 
9, 10, 12, and also in the buses 14 to 30 when PSO algorithm is applied to the system. 
 
 
Figure ‎4.38: The voltage profile of IEEE 30-bus power system without IPFC, with              
IPFC and with IPFC using PSO 
 
4.3.4    Power Flow Analysis of IEEE 30-bus Power System with IPFC using GA 
In this case the IPFC device parameters are obtained using GA minimizing the 
transmission line losses. The IPFC is connected between lines 1-2 and 1-3 of IEEE 
30-bus power system.  The GA control parameters are selected as in Table 4.17. 
Table ‎4.17: GA control parameters 
Control parameters Description 
Population Size 35 
Crossover fraction 0.85 
Generations 100 
Time limit 200 
Stall generation limit 100 
Stall time limit 100 
Selection function @selectionroulette  
Crossover function @crossoversinglepoint 




The GA technique is applied to minimize the transmission line losses and to find 
the optimal parameters of VSCs of the IPFC. The voltages of generators buses in the 
system were selected as in Table 4.12, such that the generators supply as much 
reactive power to the system as they can before inserting any extra reactive power 
source. After setting the limits for the injected voltage magnitudes between (0 < Vinj < 
0.15) and angles between (-π/2 < θinj < π/2), the results obtained for line flows, line 
losses and the Newton-Raphson load flow analysis of IEEE 30-bus power system with 
IPFC and GA are presented in Appendixes D7 and D8. The optimal values of the 
injected voltage magnitudes and angles of the IPFC found by the GA technique are 
reported in Table 4.18. 
 





Vinj (pu) 0.0812 0.0439 
Θinj (rad) 1.1455 1.0879 
 lines losses (MW) 0.026 0.012 
Total line losses (MW) 8.789 
 
As observed from Tables 4.13 and 4.18, lines 1-2 and 1-3 losses and  the total 
power loss of the system is reduced to 0.026 MW, 0.012 MW and  8.789 MW when 
the PSO is used i.e. reduced by approximately 99.49 %, 99.61 % and  49.86 % 
respectively. 
The fitness of each individual and the current best individual of the optimal 
parameters of the injected voltage and angle are shown in Figure 4.39, and 4.40 
respectively. From Figure 4.39 it is observed that the optimal parameters of the 
injected voltages and angles are 0.0812, 0.0439 pu and 1.1455, 1.0879 rad for 
transmission lines 1-2 and 1-3 respectively.   
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Figure ‎4.39: current points of the optimal parameters 
 
























Figure ‎4.40: Fitness of each individual 
 
Figure 4.40: show the fitness of each individual variable when the optimal 
parameters are reached a best value. It is observed that the fitness of each individual is 
almost equal when the optimal parameters are found. 
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The average distance between individual and the variation of the fitness value of 
best function value with the change in number of generations in GA are shown in 
Figure 4.41, and 4.42 respectively. It is observed that the objective function reached a 
global minimum after nearly 45 iterations out of 100 and the simulation running time 
is 131.2356 seconds for the GA.  
 




















Average Distance Between Individuals
 
Figure ‎4.41: Average distance value with the change in number of generation                
of GA 
 
































Figure ‎4.42: Variation of best function value with the change in number of        




As shown in Figure 4.43 the stopping criteria are met after nearly 5 % of stall time 
limit and that means there is no further improvement in the best fitness, 4 % of Stall 
generations, 65 % of the total time limit and 100 % of generations specifies the 
maximum number of iterations. 





% of criteria met
Stopping Criteria
 
Figure ‎4.43: stopping criteria percentages 
 
Figure 4.44 shows the voltage profile of IEEE 30-bus power system for the power 
flow with IPFC and using GA.  
 
 
Figure ‎4.44: The voltage profile of IEEE 30-bus power system with IPFC using GA 
 
Figures 4.45 shows the voltage profile of the IEEE 30-bus power system with 




Figure ‎4.45: The voltage profile of IEEE 30-bus power system with IPFC and with             
IPFC using GA 
 
Figures 4.46 shows the voltage profile of the IEEE 30-bus power system without 
IPFC, with IPFC and with IPFC using GA 
 
 
Figure ‎4.46: The voltage profile of IEEE 30-bus power system without IPFC, with              
IPFC and with IPFC using GA 
 
As observed in Figure 4.46, the reactive power introduced by the IPFC devices 
caused an improvement in the voltage of buses 3, 4, 9, 10, 12 and also in the buses 14 
to 30. This improvement resulted in lower reactive power flows in the lines and hence 
reduction in the real power loss. Also more improvement in the voltage profile has 
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been observed in buses 2, 3, 4, 6, 7, 9, 10, 12, and also in the buses 14 to 30 when GA 
algorithm is applied to the system. 
4.3.5    Power Flow Analysis of IEEE 30-bus Power System with IPFC using SA 
In this case the IPFC device was installed on the transmission lines which are 
connected between lines 1-2 and 1-3.  The control parameters of SA are selected 
based on simulation with different combinations which return minimum objective 
function. Finally the parameters listed in Table 4.19 are selected to test the power 
flow analysis of IEEE 30-bus system.  
Table ‎4.19: SA control parameters 
Control parameters Description 
Initial temperature 100 
Maximum number of iterations 250 
Annealing function @annealing fast 
Temperature function @temperatureexp 
Termination tolerance on function value 1e
-6
 
Stall iteration limit 2000 
Time limit in sec 100 
 
The SA is applied to minimize the transmission line losses and to find the optimal 
parameters of the injected voltage source magnitude and angle of VSCs of the IPFC. 
The voltages of generator buses in the system were considered as in Table 4.12, such 
that the generators supply as much reactive power to the system as they can before 
inserting any extra reactive power source. After setting the boundary conditions for 
the injected voltage magnitudes between 0 < Vinj < 0.15 and angles between -π/2 < θinj 
< π/2, the results obtained for line flows, line losses and the Newton Raphson load 
flow analysis of IEEE 30-bus power system with IPFC and SA are presented in 
Appendices D9 and D10. The optimal values of the injected voltage magnitudes and 
angles found by the SA technique are reported in Table 4.20.   
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Vinj (pu) 0.0830 0.0439 
Θinj (rad) 1.0154 1.1249 
Active power Lines losses (MW) 0.026 0.017 
Total active power  losses (MW) 8.792 
 
As observed from Tables 4.13 and 4.20, the active power losses of the system is 
reduced to 0.026, 0.017and 8.792 MW, when the SA is used i.e. reduced by 
approximately 99.50 %, 99.45 % and 49.84 % for the transmission lines 1-2, 1-3 and 
the total active power losses respectively .The current point and the best point of the 
optimal parameters of the injected voltage and angle are shown in Figure 4.47, and 
4.48 respectively. It is observed that the optimal parameters of the injected voltages 
and angles are 0.0830, 0.0439 pu and 1.0154, 1.1249 rad for transmission lines 1-2 
and 1-3 respectively.   
 














































Figure ‎4.48: Best point of the optimal parameters 
 
Figure 4.49 shows the current temperature of each variable when the optimal 
parameters are reached a best value. It is observed that the temperature is the control 
parameter in SA technique which is decreased gradually from 100 C
o
 as initial 




 when the objective function reached a global 
minimum. 

























The variation of the current function value and best function value with the 
change in number of iterations in SA are shown in Figure 4.50, and 4.51 respectively.    
It is observed that the objective function reached a global minimum after nearly 170 
iterations out of 250 and the simulation running time is 23.957 seconds for the SA.  





















Current Function Value: 8.7918
 
Figure ‎4.50: The variation of the current objective function value with the               
change in iterations by SA 
 




























Figure ‎4.51: Variation of best objective function value with the change in                                          




As shown in Figure 4.52 the stopping criteria is met after nearly 23 % of the total 
time limit of 200 seconds set in the algorithm, 100 % of the maximum iterations and 2 
% of the function tolerance. 
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Stopping Criteria
 
Figure ‎4.52: The stopping criteria 
 
Figure 4.53 shows the voltage profile of IEEE 30-bus power system for the power 
flow with IPFC and using SA.  
 
Figure ‎4.53: The voltage profile of IEEE 30-bus power system with IPFC using SA 
 
The voltage profile of the IEEE 30-bus system with IPFC and with IPFC using SA 




Figure ‎4.54: The voltage profile of IEEE 30-bus power system with IPFC and with             
IPFC using SA 
 
Figure 4.55 shows the voltage profile of the IEEE 30-bus power system without 
IPFC, with IPFC and with IPFC using SA.  As observed in Figure 4.55, the reactive 
power introduced by the IPFC devices caused an improvement in the voltage of buses 
3, 4, 6, 9, 12 and also in the buses 14 to 30. This improvement resulted in lower 
reactive power flows in the lines and hence reduction in the real power loss. Also 
more improvement in the voltage profile has been observed in buses 2, 3, 4, 6, 7, 9, 
10, 12, and also in the buses 14 to 30 when SA algorithm is applied to the system. 
 
 
Figure ‎4.55: The voltage profile of IEEE 30- bus system without IPFC, with             




4.3.6    Comparison of Simulation Results with PSO, GA and SA Techniques of 
IEEE 30-bus Power System 
The PSO, GA and SA techniques are applied to minimize the transmission line active 
power losses and to find the optimal parameters of the injected voltage magnitude and 
angle of VSCs of the IPFC. The voltages of generator buses are same as in Table 
4.12, such that the generators supply as much reactive power to the system as they can 
before inserting any extra reactive power source. After setting the limits for the 
injected voltage magnitudes of VSC between 0.0 < Vinj < 0.15 and the angles between 
-π/2 < θinj < π/2, and setting each optimization method control parameters, the 
simulation on power flow analysis program is performed. The active power line losses 
are minimized using each optimization technique subjected to the constraints on the 
voltage magnitudes and angles of VSCs of IPFC. The simulation results of injected 
voltage magnitudes and angles and the system line active power losses of the 
specified lines are obtained with each optimization technique. Also the total active 
power losses of the IEEE 30-bus power of the system obtained from the power flow 
analysis are presented in Table 4.21. 
 




PSO GA SA 
Line 1-2 1-3 1-2 1-3 1-2 1-3 
Vinj (pu) 0.0439 0.0842 0.0812 0.0439 0.0830 0.0439 
Θinj (rad) 1.0878 0.9820 1.1455 1.0879 1.0154 1.1249 
Lines losses (MW) 0.026 0.012 0.026 0.012 0.026 0.017 
Total line  losses (MW) 8.789 8.789 8.792 
 
As observed from Tables 4.13 and 4.21, the total active power loss of the system 
is reduced to 8.789 MW, 8.789 MW and 8.792 MW, i.e. reduced by approximately 




Table 4.22 reports a comparison of number of iterations and simulation running time 
required by PSO, GA and SA optimization methods respectively. 
Table ‎4.22: Comparison between optimization methods 
Item 
Optimization method 
PSO GA SA 
Number of iterations 20 45 170 
Simulation running time, sec 121 131 24 
 
It is observed that the time taken for minimizing the objective function by SA 
technique is only 24 sec where as the other two techniques required more time. 
The variations of objective functions with the change in number of iterations are 
shown in Figure 4.56. It is observed that the objective functions reached a global 
minimum after nearly 20, 45 and 170 iterations with PSO, GA and SA methods 
respectively.  



































Figure ‎4.56: Variation of objective function with the change in iterations 
The voltage profile of IEEE 30-bus power system for the power flow with IPFC 
and using PSO, GA and SA methods is presented in Figure 4.57. The voltage profiles 
of the system without IPFC, with IPFC, and with IPFC and PSO or GA or SA 





Figure ‎4.57: The voltage profile of IEEE 30-bus power system with IPFC together               
with and PSO or GA or SA technique 
 
As observed in Figure 4.58, the reactive power introduced by the IPFC devices 
caused an improvement in the voltage of buses 3, 4, 6, 9, 12 and also in the buses 14 
to 30. This improvement resulted in lower reactive power flows in the lines and hence 
reduction in the real power loss. Also more improvement in the voltage profile is 
observed in buses 2, 3, 4, 6, 7, 9, 10, 12 and also in the buses 14 to 30 when PSO, GA 
and SA techniques are applied to the system.  
 
 
Figure ‎4.58: The voltage profile of IEEE 30-bus power system without IPFC, with               




4.4    Summary  
In this chapter, simulation results and discussions on standard IEEE 14-bus and  
30-bus power systems are presented. The PSO, GA and SA techniques are applied to 
minimize the transmission line active power losses and to find the optimal parameters 
of the injected voltage magnitudes and angles of VSCs of the IPFC. From the 
simulations, it is observed that, the minimum value of active power loss obtained by 
PSO technique is less compared to the GA and SA techniques for both the benchmark 
power systems. The reactive power introduced by the IPFC devices caused an 
improvement in the voltage of some buses. Also, it is observed that the time taken for 




CHAPTER 5                                                                                  
CONCLUSIONS AND RECOMMENDATIONS 
5.1    Conclusions 
In this thesis, ―Intelligent Optimization of Interline Power Flow Controller in 
Transmission System‖, the mathematical model of an IPFC system with two VSCs 
has been developed and tested in MATLAB software environment using modified 
Newton-Raphson method and three intelligent optimization techniques viz., PSO, GA 
and SA. 
The voltage profiles of standard IEEE 14-bus and 30-bus power systems have 
been compared and it‘s observed that the reactive power introduced by the IPFC 
devices caused an improvement in the voltage of some buses. This improvement 
resulted in lower reactive power flows in the lines and hence reduction in the real 
power loss, which is the objective function in the optimization techniques. 
The MATLAB codes using the intelligent optimization techniques have been 
proposed to obtain the optimal parameters of the injected voltage source magnitudes 
and angles of VSCs of IPFC and to minimize the transmission line losses of standard 
benchmark IEEE 14-bus and 30-bus power systems.  
      The active power line losses have been minimized using PSO, GA and SA 
techniques subjected to the constraints on the voltage magnitudes and angles of VSCs 
of IPFC. It is proved and validated from the simulation results that the minimum 
value of total active power loss obtained by PSO technique is less compared to GA 
and SA techniques. 
      It is also observed from the simulation results that the SA technique required less 
execution time for minimizing the objective function whereas, the other two 
techniques i.e. PSO and GA required more time.  
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Generally, simulation results have demonstrated the effectiveness and accuracy of 
the optimal parameters of the IPFC and minimization of transmission line losses of 
IEEE 14-bus and IEEE 30-bus benchmark power systems by the proposed three 
intelligent optimization techniques.   
5.2    Significat Contributions  
The main contributions of the work are as follows:  
 The mathematical model of the power flow equations of IPFC using modified 
Newton-Raphson method has been developed and tested in MATLAB 7.6 
software environment together with the general power flow equations of the 
standard IEEE 14-bus and 30-bus power systems.   
 Three intelligent optimization technique codes, i.e. PSO, GA and SA codes 
have been proposed and tested using MATLAB software to obtain the optimal 
parameters of VSCs of IPFC and to minimize the transmission line losses. 
5.3    Recommendations for Future Work 
This thesis ―Intelligent Optimization of Interline Power Flow Controller in 
Transmission System‖ outlines OPF problem incorporating IPFC which coordinate to 
minimize the total active power losses in a power system network. Further studies are 
needed for OPF with multiple objective functions to minimize both the active power 
losses and IPFC capacity as well. 
In this thesis, only three intelligent optimization techniques namely, PSO, GA and 
SA are used. The work can also be further extended using different intelligent 
optimization techniques to find the optimal parameters of VSCs of IPFC and to 
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Appendix A: power flow equations and Newton-Raphson Method 
A.1 General power flow equations and Newton-Raphson Method  
As mentioned in section 2.5 the admittance matrix in a power system is related to the 
current injections at a bus to the bus voltages. The  equation  describing  the  
performance  of  the  network  in  the  bus  admittance  form  is  given  by (A1). 
                                                                                                        (A1)                
From equations (2.12) and (2.13), the real and reactive powers, respectively constitute 
a set of nonlinear algebraic equations in terms of independent variables, voltage 
magnitude in per unit, and phase angle in radians.  
                                         (A2)                
                                        (A3) 
Thus, Equations (A2) and (A3) represent the general formula for the active and 
reactive power flows of a given power system. Both of the equations are linearized on 
compact form by Taylor‘s first order approximation as in (A4) 














































                                                      (A4) 
In Newton-Raphson method, the mismatch equation can be related to the voltage Δ|V| 
and power angle change Δδ with power mismatch [ΔP, ΔQ]. To bring symmetry in 
the elements of the coefficient matrix, Δ|V|/|V| is taken as problem variable in place of 
Δ|V|. Then, equation (A4) is modified as in (A5) 






















































                                          (A5) 
In symbolic form, the equation (A5) is written as in (A6). 
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 is known as Jacobian matrix. The elements of the Jacobian 
matrix are then obtained as follows: 
For quadrant-1 [J1], derivative of real power injection with δ , the diagonal element of 
J1 is given by Equation (A7). 
        (A7) 
And, the off diagonal element of J1 is expressed by (A8). 
                                         (A8) 
For quadrant-2 [J2], derivative of real power injection with V,  the diagonal element of 
J2 is given by (A9). 
                          (A9) 
And, the off diagonal element of J2 is given by (A10).  
                                        (A10) 
For quadrant-3 [J3], derivative of reactive power with δ, the diagonal element of J3 is 
given by (A11). 
                       (A11) 
And, the off diagonal element of J3 is as shown in (A12). 
                                   (A12) 
For quadrant-4 [J4], derivative of reactive power with V, the diagonal element of J4 is 
as shown in (A13). 
                        (A13) 
And, the off diagonal element of J4 is given by (A14). 
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                                       (A14) 
 
The solution procedures for Newton-Raphson method of power flow analysis are as 
follows: 
1. Read  the  line  data  and  bus  data of the power network;  construct  the  bus  
admittance  matrix. 
2. Set k = 0.   Assume   a starting solution.   Usually  a  flat start is assumed  in 
which   all   the  unknown   phase  angles  are   taken  as   zero  and the 
unknown  voltage magnitudes  are  taken  as  1.0 p.u. 
3. Compute the   mismatch powers   i.e.  the error vector. If  the  elements  of  
error  vector  are  less  than  the  specified  tolerance,  the problem  is  solved  
and  hence  go  to  Step 7;  otherwise  proceed  to  Step 4. 
4. Compute the elements of sub-matrices J1, J2 , J3  and  J4. Solve 
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         (A15) 
5. Update  the  solution  as 
                                                                              (A16) 
6. Set k = k + 1 and go to Step 3. 
7. Calculate line flows and the transmission line loss. 
 
A.2  Newton – Raphson power flow method for IPFC 
From the general power flow equation of IPFC, equations (2.24)-(2.27) are considered 
as: 
 
   (A17)  
 






  (A20) 
 
       (A21) 
 
     (A22) 
 
From operating principle of the IPFC, the active power supplied to one converter is 
equal to the active power demanded by the other. 
                                                                               (A23) 




  (A25) 
And therefore, 
                                                                                            (A26) 
where  Vl , Vm  and Vn  are the nodal voltage magnitudes at node l, m and n and, δl , δm 
and δn are the nodal voltage phase angles at node l , m and n. 
Vslm < δslm and Vsln < δsln are the injected voltage at transmission lines l – m and l – n, 
equations (A17 – A22) can be solved efficiently using Newton Raphson method. It 
requires a set of linearized equations for expressing the relationship between changes 
in active and reactive powers and nodal voltage magnitude and phase angles. The 




                                                      
 
                                                                                                                                (A27) 
where ΔPl, ΔQl, ΔPm, ΔQm, ΔPn and ΔQn are the active and reactive power 
mismatches at buses l, m and n. 
Pl, Ql, Pm, Qm, Pn and Qn are the sum of the active and reactive power leaving the 
buses l, m and n. 
In Jacobian matrix, the first four rows represent the IPFC power flow control and 
active power exchange balance constraints as in equation (A27). 
where 
                                                                                                     (A28) 
                                                                                    (A29) 
,  are specified active and reactive power flow control refrences 
  
                                                                                (A30) 
 
       is the active power mismatch at node l. 
 is the reactive power mismatch at node l. 
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 and  are the calculated active and reactive powers at node l. 
 is the net scheduled active power at node l. 
 is the net scheduled reactive power at node l. 
 and   are the active and reactive power generated at node l. 
 and  are the active and reactive power consumed by the load at node l. 
Δδl and Δ  are the incremental changes in nodal voltage magnitude and phase angle 
at node l. and for node m and n also same as node l. 
Δ  and Δδ slm are the injected voltage magnitude and angle at transmission line 
connected between node l – m.  
Δ  and Δδ sln are the injected voltage magnitude and angle at transmission line 
connected between node l – n.  
r represents the r
th
 iterative step 
The elements of Jacobian can be found by differentiating equations (A17 – A26) with 
respect to  δ slm, Vslm ,δ sln, Vsln, δ l, ,Vl , δ m , Vm, δ n,  and Vn   
To simplify the calculation, divide Jacobian into four quadrants as in (A31). 
                                                                                                            (A31) 





    
From equation (A19), 




      =              (A34) 
                                                                                               (A35) 
                                                                                               (A36) 
From equation (A20), 
      (A37) 
          (A38) 
 = 0                                                                                           (A39) 
= 0                                                                                          (A40) 
From equation (A21), 
                                                                                               (A41) 
                                                                                               (A42) 
                   (A43) 
                         (A44) 
From equation (A26), 
 
       (A45) 
  
         (A46) 
       




      (A48) 
Therefore, the sub matrix of jacobian J2 is given as in (A49).  
        
 
                                  
(A49) 
Therefore, from equation (A19), 
                   (A50) 
          =                (A51) 
           
        (A52) 
           
        (A53) 
                                                                                      (A54) 
                                                                                       (A55) 
From equation (A20), 
         (A56) 
               (A57) 
  




                         (A59) 
                                                                                                (A60) 
                                                                                     (A61) 
From equation (A21), 
                  (A62) 
                      (A63) 
                                                                                                 (A64) 
                                                                                                 (A65) 
 
                    (A66) 
     
                          (A67) 
From equation (A26), 
    
      (A68) 
 
             (A69) 
        (A70) 
              (A71) 
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               (A72) 
                      (A73)  
Therefore, the sub matrix of Jacobian J3 is shown as in (A72).  
              
 
                                                       
(A72) 
  
From equation (A17), 
    (A73) 
                 (A74) 
               (A75) 
                     (A76) 
From equation (A18), 
(A77) 
            (A78) 
      (A79) 
                     (A80) 
From equation (A19) 
         (A81) 
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            (A82) 
                                                                                                (A83) 
                                                                                                (A84)      
 From equation (A20), 
 
(A85) 
     (A86) 
                                                                                                (A87) 
                                                                                                (A88)     
 From equation (A21), 
 
                                                                                               (A89) 
                                                                                               (A90) 
               (A91) 
                     (A92) 
 
From equation (A22), 
                                                                                               (A93) 
                                                                                        (A94) 
       (A95) 




Therefore, the sub matrix of Jacobian J4 is shown as in (A97). 
 
     
 
                                                         
(A97) 
From equation (A17), 
 
              (A98) 
      
       (A99) 
                 (A100) 
                  (A101) 
                      (A102)          
                         (A103) 
From equation (A18), 
      




             (A105) 
         (A106) 
                        (A107) 
                (A108) 
                             (A109) 
From equation (A19), 
                (A110) 
                   (A111) 
 
           (A112)   
        
     (A113) 
                                                                                              (A114)       
                                                                                              (A115) 
From equation (A20), 
            (A116) 
                  (A117) 
      





     (A119) 
                                                                                           (A120)               
                                                                                               (A121)    
From equation (A21), 
                (A122)        
                         (A123) 
                                                                                               (A124)       
                                                                                          (A125) 
 
                (A126) 
        
          (A127) 
From equation (A22), 
            (A128) 
                       (A129) 
                                                                                               (A130)                
                                                                                          (A131) 
 
                   (A132) 
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       (A133) 
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Appendix B: IEEE standard bus Power System data 





















































1 1 1.060 00.00 00.0 00.0 232.4 -16.9 
2 2 1.045 -04.98 21.7 12.7 40.0 42.4 
3 2 1.010 -12.72 94.2 19.0 0.0 23.4 
4 3 1.019 -10.33 47.8 -A25 0.0 00.0 
5 3 1.020 -08.78 07.6 01.6 0.0 00.0 
6 2 1.070 -14.22 11.2 07.5 0.0 12.2 
7 3 1.062 -13.37 00.0 00.0 0.0 00.0 
8 2 1.090 -13.36 00.0 00.0 0.0 17.4 
9 3 1.056 -14.94 29.5 16.6 0.0 00.0 
10 3 1.051 -15.10 09.0 05.8 0.0 00.0 
11 3 1.057 -14.79 03.5 01.8 0.0 00.0 
12 3 1.055 -15.07 06.1 01.6 0.0 00.0 
13 3 1.050 -15.16 13.5 05.8 0.0 00.0 
14 3 1.036 -16.04 14.9 05.0 0.0 00.0 
 
 







Minimum MVAR Capability 
2 1.045 50.0 -40.0 
3 1.010 40.0 0.0 
6 1.070 24.0 -6.0 
8 1.090 24.0 -6.0 
 
 
Table B- 3: IEEE 14-bus system transformer data 
Transformer Destination Tap Setting 
4 - 7 0.978 
4 - 9 0.969 


























1 2 0.01938 0.05917 0.0528 
1 5 0.05403 0.22304 0.0492 
2 3 0.04699 0.19797 0.0438 
2 4 0.05811 0.17632 0.0340 
2 5 0.05695 0.17388 0.0346 
3 4 0.06701 0.17103 0.0128 
4 5 0.01335 0.04211 0.0 
4 7 0.0 0.20912 0.0 
4 9 0.0 0.55618 0.0 
5 6 0.0 0.25202 0.0 
6 11 0.09498 0.19890 0.0 
6 12 0.12291 0.25581 0.0 
6 13 0.06615 0.13027 0.0 
7 8 0.0 0.17615 0.0 
7 9 0.0 0.11001 0.0 
9 10 0.03181 0.08450 0.0 
9 14 0.12711 0.27038 0.0 
10 11 0.08205 0.19207 0.0 
12 13 0.22092 0.19988 0.0 



























































   conductors
 
 






















1 1 1.060 0.0 0.0 0.0 260.2 -16.1 
2 2 1.043 -5.0 21.7 12.7 40.0 50.0 
3 3 1.021 -7.0 2.4 1.2 0.0 0.0 
4 3 1.012 -9.62 7.6 1.6 0.0 0.0 
5 2 1.010 -14.37 94.2 19.0 0.0 37.0 
6 3 1.010 -11.34 0.0 0.0 0.0 0.0 
7 3 1.002 -13.12 22.8 10.9 0.0 0.0 
8 2 1.010 -12.10 30.0 30.0 0.0 37.3 
9 3 1.051 -14.38 0.0 0.0 0.0 0.0 
10 3 1.045 -15.97 5.8 2.0 0.0 0.0 
11 2 1.082 -14.39 0.0 0.0 0.0 16.2 
12 3 1.057 -15.24 11.2 7.5 0.0 0.0 
13 2 1.071 -15.24 0.0 0.0 0.0 10.6 
14 3 1.042 -16.13 6.2 1.6 0.0 0.0 
15 3 1.038 -16.22 8.2 2.5 0.0 0.0 
16 3 1.045 -15.83 3.5 1.8 0.0 0.0 
17 3 1.040 -16.14 9.0 5.8 0.0 0.0 
18 3 1.028 -16.82 3.2 0.9 0.0 0.0 
19 3 1.026 -17.00 9.5 3.4 0.0 0.0 
20 3 1.030 -16.80 2.2 0.7 0.0 0.0 
21 3 1.033 -16.42 17.5 11.2 0.0 0.0 
22 3 1.033 -16.41 0.0 0.0 0.0 0.0 
23 3 1.027 -16.61 3.2 1.6 0.0 0.0 
24 3 1.021 -16.78 8.7 6.7 0.0 0.0 
25 3 1.017 -16.35 0.0 0.0 0.0 0.0 
26 3 1.000 -16.77 3.5 2.3 0.0 0.0 
27 3 1.023 -15.82 0.0 0.0 0.0 0.0 
28 3 1.007 -11.97 0.0 0.0 0.0 0.0 
29 3 1.003 -17.06 2.4 0.9 0.0 0.0 
30 3 0.992 -17.94 10.6 1.9 0.0 0.0 
 







Minimum MVAR Capability 
2 1.045 50.0 -40.0 
5 1.010 40.0 -40.0 
8 1.010 40.0 -10.0 
11 1.082 24.0 -6.0 
13 1.071 24.0 -6.0 
 
Table B- 7: IEEE 30-bus system transformer data 
Transformer Destination Tap Setting 
6 - 9 0.978 
6 - 10 0.969 
4 - 12 0.932 
28 - 27 0.968 
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e R (p.u.) 
Reactanc














e R (p.u.) 
Reactanc





1 2 0.0192 0.0575 0.0528 18 19 0.0639 0.1292 0.0 
1 3 0.0452 0.1652 0.0408 19 20 0.0340 0.0680 0.0 
2 4 0.0570 0.1737 0.0368 10 20 0.0936 0.2090 0.0 
3 4 0.0132 0.0379 0.0084 10 17 0.0324 0.0845 0.0 
2 5 0.0472 0.1983 0.0418 10 21 0.0348 0.0749 0.0 
2 6 0.0581 0.1763 0.0374 10 22 0.0727 0.1499 0.0 
4 6 0.0119 0.0414 0.0090 21 22 0.0116 0.0236 0.0 
5 7 0.0460 0.1160 0.0204 15 23 0.1000 0.2020 0.0 
6 7 0.0267 0.0820 0.0170 22 24 0.1150 0.1790 0.0 
6 8 0.0120 0.0420 0.0090 23 24 0.1320 0.2700 0.0 
6 9 0.0 0.2080 0.0 24 25 0.1885 0.3292 0.0` 
6 10 0.0 0.5560 0.0 25 26 0.2544 0.3800 0.0 
9 11 0.0 0.2080 0.0 25 27 0.1093 0.2087 0.0 
9 10 0.0 0.1100 0.0 28 27 0.0 0.3960 0.0 
4 12 0.0 0.2560 0.0 27 29 0.2198 0.4153 0.0 
12 13 0.0 0.1400 0.0 27 30 0.3202 0.6027 0.0 
12 14 0.1231 0.2559 0.0 29 30 0.2399 0.4533 0.0 
12 15 0.0662 0.1304 0.0 8 28 0.0636 0.2000 0.0428 
12 16 0.0945 0.1987 0.0 6 28 0.0169 0.0599 0.0130 
14 15 0.2210 0.1997 0.0 18 19 0.0639 0.1292 0.0 
16 17 0.0524 0.1923 0.0 19 20 0.0340 0.0680 0.0 













Line flows, line losses and Newton-Raphson load flow analysis of IEEE 14-bus power 
system 



















1 2 157.080 -17.484 2 1 -152.772 30.639 4.309 13.155 
1 5 75.513 7.981 5 1 -72.740 3.464 2.773 11.445 
2 3 73.396 5.936 3 2 -71.063 3.894 2.333 9.830 
2 4 55.943 2.935 4 2 -54.273 2.132 1.670 5.067 
2 5 41.733 4.738 5 2 -40.813 -1.929 0.920 2.809 
3 4 -23.137 7.752 4 3 23.528 -6.753 0.391 0.998 
4 5 -59.585 11.574 5 4 60.064 -10.063 0.479 1.511 
4 7 27.066 -15.396 7 4 -27.066 17.327 -0.000 1.932 
4 9 15.464 -2.640 9 4 -15.464 3.932 0.000 1.292 
5 6 45.889 -20.843 6 5 -45.889 26.617 0.000 5.774 
6 11 8.287 8.898 11 6 -8.165 -8.641 0.123 0.257 
6 12 8.064 3.176 12 6 -7.984 -3.008 0.081 0.168 
6 13 18.337 9.981 13 6 -18.085 -9.485 0.252 0.496 
7 8 0.000 -20.362 8 7 -0.000 21.030 0.000 0.668 
7 9 27.066 14.798 9 7 -27.066 -13.840 0.000 0.957 
9 10 4.393 -0.904 10 9 -4.387 0.920 0.006 0.016 
9 14 8.637 0.321 14 9 -8.547 -0.131 0.089 0.190 
10 11 -4.613 -6.720 11 10 4.665 6.841 0.051 0.120 
12 13 1.884 1.408 13 12 -1.873 -1.398 0.011 0.010 
13 14 6.458 5.083 14 13 -6.353 -4.869 0.105 0.215 




















Injection Generation Load 
MW MVar MW Mvar MW MVar 
1 1.0600 0.0000 232.593 -15.233 232.593 -15.233 0.000 0.000 
2 1.0450 -4.9891 18.300 35.228 40.000 47.928 21.700 12.700 
3 1.0100 -12.7492 -94.200 8.758 0.000 27.758 94.200 19.000 
4 1.0132 -10.2420 -47.800 3.900 0.000 0.000 47.800 -3.900 
5 1.0166 -8.7601 -7.600 -1.600 0.000 0.000 7.600 1.600 
6 1.0700 -14.4469 -11.200 15.526 0.000 23.026 11.200 7.500 
7 1.0457 -13.2368 -0.000 0.000 -0.000 0.000 0.000 0.000 
8 1.0800 -13.2368 0.000 21.030 0.000 21.030 0.000 0.000 
9 1.0305 -14.8201 -29.500 -16.600 0.000 0.000 29.500 16.600 
10 1.0299 -15.0360 -9.000 -5.800 0.000 0.000 9.000 5.800 
11 1.0461 -14.8581 -3.500 -1.800 0.000 0.000 3.500 1.800 
12 1.0533 -15.2973 -6.100 -1.600 0.000 0.000 6.100 1.600 
13 1.0466 -15.3313 -13.500 -5.800 0.000 0.000 13.500 5.800 
14 1.0193 -16.0717 -14.900 -5.000 0.000 0.000 14.900 5.000 






































1 2 17.557 18.717 2 1 -17.432 -18.335 0.125 0.381 
1 5 10.597 2.791 5 1 -10.533 -2.529 0.064 0.262 
2 3 60.474 7.365 3 2 -58.877 -0.637 1.597 6.728 
2 4 30.875 -2.467 4 2 -30.365 4.016 0.511 1.549 
2 5 8.160 -4.312 5 2 -8.115 4.448 0.044 0.136 
3 4 -35.323 1.083 4 3 36.144 1.011 0.820 2.094 
4 5 -95.147 -3.632 5 4 96.281 7.207 1.133 3.575 
4 7 26.441 -12.139 7 4 -26.441 13.761 0.000 1.621 
4 9 15.127 -0.941 9 4 -15.127 2.101 0.000 1.159 
5 6 46.774 -7.585 6 5 -46.774 12.388 0.000 4.803 
6 11 8.904 6.216 11 6 -8.806 -6.011 0.098 0.205 
6 12 8.066 2.817 12 6 -7.988 -2.654 0.078 0.163 
6 13 18.603 8.605 13 6 -18.360 -8.127 0.243 0.478 
7 8 -0.000 -18.814 8 7 0.000 19.370 0.000 0.556 
7 9 26.441 17.110 9 7 -26.441 -16.137 0.000 0.974 
9 10 3.733 1.682 10 9 -3.728 -1.669 0.005 0.013 
9 14 8.335 1.990 14 9 -8.249 -1.807 0.086 0.183 
10 11 -5.272 -4.131 11 10 5.306 4.211 0.034 0.080 
12 13 1.888 1.054 13 12 -1.879 -1.046 0.009 0.008 
13 14 6.739 3.373 14 13 -6.651 -3.193 0.088 0.180 





















Injection Generation Load 
MW MVar MW Mvar MW MVar 
1 1.0600 0.0000 28.153 15.778 28.153 15.778 0.000 0.000 
2 1.0450 -0.3847 82.077 -26.769 103.777 -14.069 21.700 12.700 
3 1.0100 -6.7087 -94.200 -2.441 -0.000 16.559 94.200 19.000 
4 1.0334 -3.3505 -47.800 3.900 0.000 0.000 47.800 -3.900 
5 1.0478 -1.2556 124.406 31.047 132.006 32.647 7.600 1.600 
6 1.0700 -6.8789 -11.200 -3.120 -0.000 4.380 11.200 7.500 
7 1.0587 -6.1837 -0.000 0.000 -0.000 0.000 0.000 0.000 
8 1.0900 -6.1837 0.000 19.370 0.000 19.370 0.000 0.000 
9 1.0413 -7.6956 -29.500 -16.600 0.000 0.000 29.500 16.600 
10 1.0388 -7.8344 -9.000 -5.800 0.000 0.000 9.000 5.800 
11 1.0506 -7.4807 -3.500 -1.800 0.000 0.000 3.500 1.800 
12 1.0541 -7.7512 -6.100 --1.600 0.000 0.000 6.100 1.600 
13 1.0482 -7.8262 -13.500 -5.800 0.000 0.000 13.500 5.800 
14 1.0261 -8.7686 -14.900 -5.000 0.000 0.000 14.900 5.000 



































1 2 -3.633 -6.953 2 1 3.644 6.988 0.012 0.036 
1 5 1.331 -1.740 5 1 -1.328 1.750 0.003 0.010 
2 3 58.520 13.122 3 2 -57.029 -6.845 1.490 6.278 
2 4 27.293 2.276 4 2 -26.909 -1.110 0.384 1.166 
2 5 3.015 0.067 5 2 -3.011 -0.054 0.005 0.014 
3 4 -37.171 -0.603 4 3 38.061 2.875 0.890 2.272 
4 5 -100.741 -6.071 5 4 101.980 9.981 1.240 3.911 
4 7 26.557 -8.391 7 4 -26.557 9.838 0.000 1.446 
4 9 15.232 0.590 9 4 -15.231 0.552 0.000 1.142 
5 6 46.518 -0.799 6 5 -46.518 5.296 0.000 4.497 
6 11 8.787 4.940 11 6 -8.703 -4.763 0.084 0.177 
6 12 8.014 2.654 12 6 -7.937 -2.495 0.077 0.159 
6 13 18.517 7.945 13 6 -18.283 -7.483 0.235 0.462 
7 8 0.000 -15.166 8 7 -0.000 15.523 0.000 0.357 
7 9 26.557 17.527 9 7 -26.557 -16.545 0.000 0.982 
9 10 3.830 2.917 10 9 -3.824 -2.899 0.007 0.018 
9 14 8.458 2.784 14 9 -8.366 -2.588 0.092 0.196 
10 11 -5.176 -2.901 11 10 5.203 2.963 0.027 0.062 
12 13 1.837 0.895 13 12 -1.829 -0.888 0.008 0.008 
13 14 6.612 2.571 14 13 -6.534 -2.412 0.078 0.159 


















Injection Generation Load 
MW MVar MW Mvar MW MVar 
1 1.0600 0.0000 -2.302 -14.423 -2.302 -14.423 0.000 0.000 
2 1.0650 0.0448 92.473 13.085 114.173 25.785 21.700 12.700 
3 1.0200 -5.7503 -94.200 -10.392 0.000 8.608 94.200 19.000 
4 1.0473 -2.3601 -47.800 3.900 -0.000 -0.000 47.800 -3.900 
5 1.0633 -0.2186 144.159 41.261 151.759 42.861 7.600 1.600 
6 1.0700 -5.7296 -11.200 -12.310 0.000 -4.810 11.200 7.500 
7 1.0649 -5.1516 -0.000 -0.000 -0.000 -0.000 0.000 0.000 
8 1.0900 -5.1516 0.000 15.523 0.000 15.523 0.000 0.000 
9 1.0472 -6.6529 -29.500 -16.600 -0.000 -0.000 29.500 16.600 
10 1.0437 -6.7740 -9.000 -5.800 -0.000 -0.000 9.000 5.800 
11 1.0531 -6.3797 -3.500 -1.800 -0.000 -0.000 3.500 1.800 
12 1.0546 -6.6049 -6.100 -1.600 -0.000 -0.000 6.100 1.600 
13 1.0490 -6.6927 -13.500 -5.800 -0.000 -0.000 13.500 5.800 
14 1.0299 -7.6800 -14.900 -5.000 -0.000 -0.000 14.900 5.000 




































1 2 -3.633 -6.952 2 1 3.645 6.988 0.012 0.036 
1 5 1.331 -1.740 5 1 -1.328 1.750 0.003 0.010 
2 3 58.520 13.122 3 2 -57.029 -6.845 1.490 6.278 
2 4 27.293 2.276 4 2 -26.909 -1.109 0.384 1.166 
2 5 3.015 0.067 5 2 -3.011 -0.053 0.005 0.014 
3 4 -37.171 -0.603 4 3 38.061 2.875 0.890 2.272 
4 5 -100.741 -6.071 5 4 101.980 9.982 1.240 3.911 
4 7 26.557 -8.391 7 4 -26.557 9.838 0.000 1.446 
4 9 15.232 0.590 9 4 -15.232 0.552 0.000 1.142 
5 6 46.518 -0.799 6 5 -46.518 5.296 0.000 4.497 
6 11 8.787 4.940 11 6 -8.703 -4.763 0.084 0.177 
6 12 8.014 2.654 12 6 -7.937 -2.495 0.077 0.159 
6 13 18.517 7.945 13 6 -18.283 -7.483 0.235 0.462 
7 8 0.000 -15.166 8 7 0.000 15.523 0.000 0.357 
7 9 26.557 17.527 9 7 -26.557 -16.545 -0.000 0.982 
9 10 3.830 2.917 10 9 -3.824 -2.899 0.007 0.018 
9 14 8.458 2.784 14 9 -8.366 -2.588 0.092 0.196 
10 11 -5.176 -2.901 11 10 5.203 2.963 0.027 0.062 
12 13 1.837 0.895 13 12 -1.829 -0.888 0.008 0.008 
13 14 6.612 2.571 14 13 -6.534 -2.412 0.078 0.159 


















Injection Generation Load 
MW MVar MW Mvar MW MVar 
1 1.0600 0.0000 28.153 -14.423 2.302 -14.423 0.000 0.000 
2 1.0650 0.0448 82.077 13.085 114.172 25.785 21.700 12.700 
3 1.0200 -5.7503 -94.200 -10.392 0.000 8.608 94.200 19.000 
4 1.0473 -2.3601 -47.800 3.900 -0.000 -0.000 47.800 -3.900 
5 1.0633 -0.2186 124.406 41.262 151.759 42.862 7.600 1.600 
6 1.0700 -5.7296 -11.200 -12.310 0.000 -4.810 11.200 7.500 
7 1.0649 -5.1517 -0.000 -0.000 0.000 -0.000 0.000 0.000 
8 1.0900 -5.1517 0.000 15.523 -0.000 15.523 0.000 0.000 
9 1.0472 -6.6529 -29.500 -16.600 -0.000 -0.000 29.500 16.600 
10 1.0437 -6.7740 -9.000 -5.800 -0.000 -0.000 9.000 5.800 
11 1.0531 -6.3798 -3.500 -1.800 -0.000 -0.000 3.500 1.800 
12 1.0546 -6.6049 -6.100 -1.600 -0.000 -0.000 6.100 1.600 
13 1.0490 -6.6927 -13.500 -5.800 -0.000 -0.000 13.500 5.800 
14 1.0299 -7.6800 -14.900 -5.000 -0.000 -0.000 14.900 5.000 




































1 2 -3.633 -6.953 2 1 3.644 6.988 0.012 0.036 
1 5 1.331 -1.740 5 1 -1.328 1.750 0.003 0.010 
2 3 58.520 13.122 3 2 -57.029 -6.845 1.490 6.278 
2 4 27.293 2.276 4 2 -26.909 -1.109 0.384 1.166 
2 5 3.015 0.067 5 2 -3.011 -0.053 0.005 0.014 
3 4 -37.171 -0.603 4 3 38.061 2.875 0.890 2.272 
4 5 -100.741 -6.071 5 4 101.980 9.982 1.240 3.911 
4 7 26.557 -8.391 7 4 -26.557 9.838 0.000 1.446 
4 9 15.232 0.590 9 4 -15.232 0.552 0.000 1.142 
5 6 46.518 -0.799 6 5 -46.518 5.296 0.000 4.497 
6 11 8.787 4.940 11 6 -8.703 -4.763 0.084 0.177 
6 12 8.014 2.654 12 6 -7.937 -2.495 0.077 0.159 
6 13 18.517 7.945 13 6 -18.283 -7.483 0.235 0.462 
7 8 0.000 -15.166 8 7 -0.000 15.523 0.000 0.357 
7 9 26.557 17.527 9 7 -26.557 -16.545 0.000 0.982 
9 10 3.830 2.917 10 9 -3.824 -2.899 0.007 0.018 
9 14 8.458 2.784 14 9 -8.366 -2.588 0.092 0.196 
10 11 -5.176 -2.901 11 10 5.203 2.963 0.027 0.062 
12 13 1.837 0.895 13 12 -1.829 -0.888 0.008 0.008 
13 14 6.612 2.571 14 13 -6.534 -2.412 0.078 0.159 


















Injection Generation Load 
MW MVar MW Mvar MW MVar 
1 1.0600 0.0000 -2.302 -14.423 2.302 -14.423 0.000 0.000 
2 1.0650 0.0448 92.473 13.085 114.173 25.785 21.700 12.700 
3 1.0200 -5.7503 -94.200 -10.392 0.000 8.608 94.200 19.000 
4 1.0473 -2.3601 -47.800 3.900 -0.000 -0.000 47.800 -3.900 
5 1.0633 -0.2186 144.159 41.261 151.759 42.861 7.600 1.600 
6 1.0700 -5.7296 -11.200 -12.310 0.000 -4.810 11.200 7.500 
7 1.0649 -5.1516 -0.000 -0.000 -0.000 -0.000 0.000 0.000 
8 1.0900 -5.1516 0.000 15.523 0.000 15.523 0.000 0.000 
9 1.0472 -6.6529 -29.500 -16.600 -0.000 -0.000 29.500 16.600 
10 1.0437 -6.7740 -9.000 -5.800 -0.000 -0.000 9.000 5.800 
11 1.0531 -6.3797 -3.500 -1.800 -0.000 -0.000 3.500 1.800 
12 1.0546 -6.6049 -6.100 -1.600 -0.000 -0.000 6.100 1.600 
13 1.0490 -6.6927 -13.500 -5.800 -0.000 -0.000 13.500 5.800 
14 1.0299 -7.6800 -14.900 -5.000 -0.000 -0.000 14.900 5.000 






































1 2 1.119 7.777 2 1 -1.107 -7.741 0.012 0.036 
1 5 2.104 1.421 5 1 -2.101 -1.407 0.003 0.014 
2 3 58.280 12.985 3 2 -56.775 -6.644 1.505 6.341 
2 4 26.932 0.917 4 2 -26.553 0.233 0.379 1.150 
2 5 2.618 -1.178 5 2 -2.614 1.190 0.004 0.013 
3 4 -37.425 -1.707 4 3 38.347 4.060 0.922 2.353 
4 5 -101.075 -5.446 5 4 102.340 9.438 1.266 3.992 
4 7 26.375 -10.468 7 4 -26.375 11.991 0.000 1.524 
4 9 15.106 -0.253 9 4 -15.106 1.392 0.000 1.138 
5 6 46.848 -4.211 6 5 -46.848 8.875 0.000 4.664 
6 11 8.967 5.613 11 6 -8.874 -5.419 0.093 0.194 
6 12 8.057 2.738 12 6 -7.979 -2.576 0.078 0.162 
6 13 18.624 8.295 13 6 -18.384 -7.822 0.240 0.473 
7 8 0.000 -17.205 8 7 -0.000 17.668 -0.000 0.463 
7 9 26.375 17.333 9 7 -26.375 -16.361 0.000 0.973 
9 10 3.662 2.268 10 9 -3.657 -2.254 0.005 0.014 
9 14 8.318 2.368 14 9 -8.231 -2.182 0.087 0.186 
10 11 -5.343 -3.546 11 10 5.374 3.619 0.031 0.073 
12 13 1.879 0.976 13 12 -1.870 -0.968 0.009 0.008 
13 14 6.754 2.990 14 13 -6.669 -2.818 0.085 0.173 





















Injection Generation Load 
MW MVar MW Mvar MW MVar 
1 1.0600 0.0000 3.223 3.468 3.223 3.468 0.000 0.000 
2 1.0550 0.0476 86.723 -4.210 108.423 8.490 21.700 12.700 
3 1.0100 -5.8385 -94.200 -11.238 -0.000 7.762 94.200 19.000 
4 1.0396 -2.4060 -47.800 3.900 -0.000 -0.000 47.800 -3.900 
5 1.0555 -0.2211 144.474 34.951 152.074 36.551 7.600 1.600 
6 1.0700 -5.8122 -11.200 -7.624 0.000 -0.124 11.200 7.500 
7 1.0614 -5.2080 0.000 -0.000 0.000 -0.000 0.000 0.000 
8 1.0900 -5.2080 -0.000 17.668 -0.000 17.668 0.000 0.000 
9 1.0438 -6.7085 -29.500 -16.600 -0.000 -0.000 29.500 16.600 
10 1.0409 -6.8337 -9.000 -5.800 -0.000 -0.000 9.000 5.800 
11 1.0517 -6.4488 -3.500 -1.800 -0.000 -0.000 3.500 1.800 
12 1.0543 -6.6881 -6.100 -1.600 -0.000 -0.000 6.100 1.600 
13 1.0485 -6.7710 -13.500 -5.800 -0.000 -0.000 13.500 5.800 
14 1.0277 -7.7490 -14.900 -5.000 -0.000 -0.000 14.900 5.000 






































1 2 -10.484 -4.686 2 1 10.509 4.762 0.025 0.076 
1 5 1.053 -2.338 5 1 -1.049 2.352 0.003 0.014 
2 3 59.209 13.031 3 2 -57.686 -6.616 1.523 6.415 
2 4 28.858 1.279 4 2 -28.430 0.018 0.427 1.297 
2 5 5.151 -1.557 5 2 -5.136 1.601 0.015 0.044 
3 4 -36.514 -1.475 4 3 37.374 3.670 0.860 2.195 
4 5 -98.713 -8.366 5 4 99.906 12.128 1.192 3.761 
4 7 26.670 -8.144 7 4 -26.670 9.591 -0.000 1.448 
4 9 15.299 0.686 9 4 -15.299 0.464 -0.000 1.150 
5 6 46.333 -0.127 6 5 -46.333 4.574 0.000 4.447 
6 11 8.676 4.882 11 6 -8.594 -4.710 0.082 0.172 
6 12 7.998 2.649 12 6 -7.921 -2.491 0.076 0.159 
6 13 18.459 7.914 13 6 -18.226 -7.455 0.233 0.459 
7 8 0.000 -14.905 8 7 -0.000 15.249 -0.000 0.345 
7 9 26.670 17.522 9 7 -26.670 -16.535 0.000 0.987 
9 10 3.938 2.968 10 9 -3.931 -2.949 0.007 0.019 
9 14 8.531 2.816 14 9 -8.437 -2.617 0.093 0.199 
10 11 -5.069 -2.851 11 10 5.094 2.910 0.025 0.060 
12 13 1.821 0.891 13 12 -1.813 -0.883 0.008 0.007 
13 14 6.539 2.539 14 13 -6.463 -2.383 0.076 0.156 























Injection Generation Load 
MW MVar MW Mvar MW MVar 
1 1.0600 0.0000 -9.431 -12.754 -9.431 -12.754 0.000 0.000 
2 1.0650 0.2956 103.726 8.148 125.426 20.848 21.700 12.700 
3 1.0200 -5.5741 -94.200 -11.035 -0.000 7.965 94.200 19.000 
4 1.0482 -2.2786 -47.800 3.900 -0.000 -0.000 47.800 -3.900 
5 1.0648 -0.2017 140.053 46.424 147.653 48.024 7.600 1.600 
6 1.0700 -5.6827 -11.200 -13.125 0.000 -5.625 11.200 7.500 
7 1.0654 -5.0784 0.000 -0.000 0.000 -0.000 0.000 0.000 
8 1.0900 -5.0784 -0.000 15.249 -0.000 15.249 0.000 0.000 
9 1.0476 -6.5847 -29.500 -16.600 -0.000 -0.000 29.500 16.600 
10 1.0440 -6.7096 -9.000 -5.800 -0.000 -0.000 9.000 5.800 
11 1.0533 -6.3242 -3.500 -1.800 -0.000 -0.000 3.500 1.800 
12 1.0546 -6.5562 -6.100 -1.600 -0.000 -0.000 6.100 1.600 
13 1.0491 -6.6428 -13.500 -5.800 -0.000 -0.000 13.500 5.800 
14 1.0302 -7.6193 -14.900 -5.000 -0.000 -0.000 14.900 5.000 
























Line flows, line losses and Newton-Raphson load flow analysis of IEEE 30-bus system 




















1 2 173.143 -18.108 2 1 -167.964 33.617 5.179 15.509 
1 3 87.785 6.248 3 1 -84.669 5.140 3.116 11.388 
2 4 43.618 5.194 4 2 -42.607 -2.113 1.011 3.081 
3 4 82.269 -3.772 4 3 -81.411 6.235 0.858 2.463 
2 5 82.293 4.033 5 2 -79.347 8.342 2.945 12.374 
2 6 60.353 1.403 6 2 -58.406 4.503 1.946 5.906 
4 6 72.272 -17.521 6 4 -71.630 19.753 0.641 2.231 
5 7 -14.853 11.796 7 5 15.015 -11.387 0.162 0.409 
6 7 38.195 -1.201 7 6 -37.815 2.370 0.381 1.169 
6 8 29.490 -3.213 8 6 -29.387 3.574 0.103 0.361 
6 9 27.799 -18.485 9 6 -27.799 20.698 0.000 2.213 
6 10 15.882 -5.306 10 6 -15.882 6.781 0.000 1.475 
9 11 -0.000 -15.799 11 9 0.000 16.269 0.000 0.470 
9 10 27.799 7.041 10 9 -27.799 -6.221 0.000 0.819 
4 12 44.147 -16.795 12 4 -44.147 21.983 0.000 5.188 
12 13 0.000 -10.119 13 12 -0.000 10.247 0.000 0.128 
12 14 7.790 2.390 14 12 -7.717 -2.238 0.073 0.152 
12 15 17.639 6.705 15 12 -17.429 -6.290 0.211 0.415 
12 16 7.518 3.420 16 12 -7.460 -3.299 0.058 0.121 
14 15 1.517 0.638 15 14 -1.511 -0.633 0.006 0.005 
16 17 3.960 1.499 17 16 -3.946 -1.468 0.014 0.032 
15 18 6.291 1.829 18 15 -6.249 -1.742 0.043 0.087 
18 19 3.049 0.842 19 18 -3.042 -0.830 0.006 0.012 
19 20 -6.457 -2.570 20 19 6.473 2.601 0.016 0.031 
10 20 8.749 3.471 20 10 -8.673 -3.301 0.076 0.170 
10 17 5.067 4.367 17 10 -5.054 -4.332 0.013 0.035 
10 21 18.285 11.764 21 10 -18.134 -11.439 0.151 0.325 
10 22 5.780 3.107 22 10 -5.751 -3.048 0.029 0.059 
21 23 0.635 0.239 23 21 -0.635 -0.239 0.000 0.000 
15 23 4.449 2.593 23 15 -4.424 -2.544 0.025 0.050 
22 24 5.751 3.048 24 22 -5.706 -2.977 0.045 0.071 
23 24 1.859 1.183 24 23 -1.853 -1.171 0.006 0.012 
24 25 -1.141 1.748 25 24 1.149 -1.734 0.008 0.066 
25 26 3.544 2.366 26 25 -3.500 -2.300 0.044 0.066 
25 27 -4.694 -0.632 27 25 4.717 0.677 0.024 0.045 
28 27 17.997 -3.529 27 28 -17.997 4.791 0.000 1.262 
27 29 6.189 1.667 29 27 -6.103 -1.505 0.086 0.162 
27 30 7.091 1.661 30 27 -6.930 -1.358 0.161 0.303 
29 30 3.703 0.605 30 29 -3.670 -0.542 0.033 0.063 
8 28 -0.613 -0.241 28 8 0.614 0.242 0.007 0.001 
6 28 18.670 -3.094 28 6 -18.611 3.304 0.059 0.209 














Injection Generation Load 
MW MVar MW Mvar MW MVar 
1 1.0600 0.0000 260.927 -17.118 260.927 -17.118 0.000 0.000 
2 1.0430 -5.3474 18.300 35.065 40.000 47.765 21.700 12.700 
3 1.0217 -7.5448 -2.400 -1.200 0.000 0.000 2.400 1.200 
4 1.0129 -9.2989 -7.600 -1.600 0.000 0.000 7.600 1.600 
5 1.0100 -14.1542 -94.200 16.965 -0.000 35.965 94.200 19.000 
6 1.0121 -11.0880 0.000 0.000 0.000 0.000 0.000 0.000 
7 1.0035 -12.8733 -22.800 -10.900 0.000 0.000 22.800 10.900 
8 1.0100 -11.8039 -30.000 0.691 0.000 30.691 30.000 30.000 
9 1.0507 -14.1363 -0.000 0.000 -0.000 0.000 0.000 0.000 
10 1.0438 -15.7341 -5.800 17.000 0.000 19.000 5.800 2.000 
11 1.0820 -14.1363 0.000 16.269 0.000 16.269 0.000 0.000 
12 1.0576 -14.9415 -11.200 -7.500 0.000 0.000 11.200 7.500 
13 1.0710 -14.9415 -0.000 10.247 -0.000 10.247 0.000 0.000 
14 1.0429 -15.8243 -6.200 -1.600 0.000 0.000 6.200 1.600 
15 1.0384 -15.9100 -8.200 -2.500 0.000 0.000 8.200 2.500 
16 1.0445 -15.5487 -3.500 -1.800 0.000 0.000 3.500 1.800 
17 1.0387 -15.8856 -9.000 -5.800 0.000 0.000 9.000 5.800 
18 1.0282 -16.5424 -3.200 -0.900 0.000 0.000 3.200 0.900 
19 1.0252 -16.7272 -9.500 -3.400 0.000 0.000 9.500 3.400 
20 1.0291 -16.5362 -2.200 -0.700 0.000 0.000 2.200 0.700 
21 1.0293 -16.2462 -17.500 -11.200 0.000 0.000 17.500 11.200 
22 1.0353 -16.0737 0.000 0.000 0.000 0.000 0.000 0.000 
23 1.0291 -16.2528 -3.200 -1.600 0.000 0.000 3.200 1.600 
24 1.0237 -16.4408 -8.700 -2.400 0.000 4.300 8.700 6.700 
25 1.0202 -16.0539 0.000 0.000 0.000 0.000 0.000 0.000 
26 1.0025 -16.4712 -3.500 -2.300 0.000 0.000 3.500 2.300 
27 1.0265 -15.5557 0.000 0.000 0.000 0.000 0.000 0.000 
28 1.0109 -11.7436 0.000 0.000 0.000 0.000 0.000 0.000 
29 1.0067 -16.7777 -2.400 -0.900 0.000 0.000 2.400 0.900 
30 0.9953 -17.6546 -10.600 -1.900 -0.000 -0.000 10.600 1.900 




























1 2 50.661 12.195 2 1 -50.151 -10.666 0.510 1.528 
1 3 12.013 14.576 3 1 -11.855 -13.999 0.158 0.577 
2 4 22.919 8.735 4 2 -22.603 -7.775 0.315 0.961 
3 4 125.478 -5.471 4 3 -123.514 11.113 1.965 5.641 
2 5 75.214 4.649 5 2 -72.750 5.703 2.464 10.352 
2 6 44.669 4.191 6 2 -43.594 -0.929 1.075 3.262 
4 6 92.857 -17.888 6 4 -91.827 21.471 1.030 3.583 
5 7 -21.450 13.773 7 5 21.743 -13.034 0.293 0.739 
6 7 45.072 -2.394 7 6 21.743 4.020 0.529 1.626 
6 8 29.432 0.640 8 6 -29.331 -0.286 0.101 0.354 
6 9 26.977 -18.199 9 6 -26.977 20.295 0.000 2.096 
6 10 15.417 -5.215 10 6 -15.417 6.604 0.000 1.389 
9 11 0.000 -15.373 11 9 -0.000 15.818 -0.000 0.445 
9 10 26.977 7.037 10 9 -26.977 -6.264 0.000 0.773 
4 12 45.660 -15.846 12 4 -45.660 21.240 -0.000 5.394 
12 13 0.000 -8.997 13 12 -0.000 9.098 0.000 0.101 
12 14 7.971 2.325 14 12 -7.895 -2.168 0.076 0.157 
12 15 18.382 6.576 15 12 -18.157 -6.133 0.225 0.443 
12 16 8.107 3.325 16 12 -8.043 -3.189 0.065 0.136 
14 15 1.695 0.568 15 14 -1.689 -0.562 0.006 0.006 
16 17 4.543 1.389 17 16 -4.526 -1.349 0.017 0.040 
15 18 6.568 1.766 18 15 -6.522 -1.672 0.046 0.093 
18 19 3.322 0.772 19 18 -3.315 -0.758 0.007 0.014 
19 20 -6.185 -2.642 20 19 6.200 2.671 0.015 0.029 
10 20 8.472 3.532 20 10 -8.400 -3.371 0.072 0.161 
10 17 4.486 4.482 17 10 -4.474 -4.451 0.012 0.031 
10 21 17.838 11.852 21 10 -17.692 -11.538 0.146 0.315 
10 22 5.797 3.073 22 10 -5.768 -3.013 0.029 0.059 
21 23 0.192 0.338 23 21 -0.192 -0.337 0.000 0.000 
15 23 5.078 2.429 23 15 -5.049 -2.369 0.029 0.059 
22 24 5.768 3.013 24 22 -5.723 -2.943 0.045 0.071 
23 24 2.041 1.107 24 23 -2.034 -1.093 0.007 0.014 
24 25 -0.943 1.636 25 24 0.950 -1.625 0.006 0.011 
25 26 3.544 2.366 26 25 -3.500 -2.300 0.044 0.066 
25 27 -4.494 -0.741 27 25 4.516 0.783 0.022 0.042 
28 27 17.795 -3.472 27 28 -17.795 4.703 -0.000 1.230 
27 29 6.189 1.667 29 27 -6.103 -1.505 0.086 0.162 
27 30 7.091 1.660 30 27 -6.930 -1.358 0.161 0.303 
29 30 3.703 0.605 30 29 -3.670 -0.542 0.033 0.063 
8 28 -0.669 -0.844 28 8 0.669 0.847 0.001 0.002 
6 28 18.522 -2.439 28 6 -18.465 2.642 0.057 0.203 













Injection Generation Load 
MW MVar MW Mvar MW MVar 
1 1.0600 0.0000 62.674 21.512 62.674 21.512 0.000 0.000 
2 1.0430 -1.5273 92.650 -2.272 114.350 10.428 21.700 12.700 
3 1.0295 -0.7657 113.623 -22.078 116.023 -20.878 2.400 1.200 
4 1.0165 -3.4100 -7.600 -1.600 0.000 -0.000 7.600 1.600 
5 1.0100 -9.5463 -94.200 16.303 -0.000 35.303 94.200 19.000 
6 1.0137 -5.6667 0.000 0.000 0.000 0.000 0.000 0.000 
7 1.0044 -7.7829 -22.800 -10.900 0.000 0.000 22.800 10.900 
8 1.0100 -6.3542 -30.000 -3.773 0.000 26.227 30.000 30.000 
9 1.0516 -8.6176 -0.000 0.000 -0.000 0.000 0.000 0.000 
10 1.0446 -10.1655 -5.800 17.000 0.000 19.000 5.800 2.000 
11 1.0820 -8.6176 -0.000 15.818 -0.000 15.818 0.000 0.000 
12 1.0591 -9.2180 -11.200 -7.500 0.000 0.000 11.200 7.500 
13 1.0710 9.2180 0.000 9.098 0.000 9.098 0.000 0.000 
14 1.0444 -10.1263 -6.200 -1.600 0.000 0.000 6.200 1.600 
15 1.0397 -10.2388 -8.200 -2.500 0.000 0.000 8.200 2.500 
16 1.0457 -9.8888 -3.500 -1.800 0.000 0.000 3.500 1.800 
17 1.0396 -10.2889 -9.000 -5.800 0.000 0.000 9.000 5.800 
18 1.0293 -10.9057 -3.200 -0.900 0.000 0.000 3.200 0.900 
19 1.0262 -11.1117 -9.500 -3.400 0.000 0.000 9.500 3.400 
20 1.0300 -10.9324 -2.200 -0.700 0.000 0.000 2.200 0.700 
21 1.0302 -10.6573 -17.500 -11.200 0.000 0.000 17.500 11.200 
22 1.0362 -10.5072 0.000 0.000 0.000 0.000 0.000 0.000 
23 1.0301 -10.6576 -3.200 -1.600 0.000 0.000 3.200 1.600 
24 1.0246 -10.8774 -8.700 -2.400 0.000 4.300 8.700 6.700 
25 1.0211 -10.5385 0.000 0.000 0.000 0.000 0.000 0.000 
26 1.0035 -10.9550 -3.500 -2.300 0.000 0.000 3.500 2.300 
27 1.0275 -10.0705 0.000 0.000 0.000 0.000 0.000 0.000 
28 1.0121 -6.3093 0.000 0.000 0.000 0.000 0.000 0.000 
29 1.0077 -11.2902 -2.400 -0.900 0.000 0.000 2.400 0.900 
30 0.9963 -12.1654 -10.600 -1.900 -0.000 -0.000 10.600 1.900 



























1 2 2.024 12.230 2 1 -1.998 -12.151 0.026 0.079 
1 3 3.584 4.155 3 1 -3.572 -4.111 0.012 0.044 
2 4 28.021 5.102 4 2 -27.604 -3.831 0.417 1.271 
3 4 114.947 22.123 4 3 -113.313 -17.431 1.634 4.692 
2 5 76.547 9.774 5 2 -74.012 0.876 2.535 10.650 
2 6 48.535 5.651 6 2 -47.284 -1.855 1.251 3.796 
4 6 88.274 2.459 6 4 -87.400 0.583 0.874 3.041 
5 7 -20.188 10.024 7 5 20.417 -9.446 0.229 0.578 
6 7 43.708 1.061 7 6 0.446 0.446 1.507 1.507 
6 8 29.421 15.413 8 6 -29.294 -14.968 0.127 0.446 
6 9 27.269 -17.205 9 6 -27.269 19.239 0.000 2.034 
6 10 27.269 -4.985 10 6 -15.605 6.375 0.000 1.390 
9 11 -0.000 -13.45 11 9 0.000 13.795 0.000 0.338 
9 10 27.269 6.266 10 9 -27.269 -5.493 0.000 0.773 
4 12 27.269 12.00 12 4 -45.042 17.288 0.000 4.904 
12 13 0.000 -5.219 13 12 -0.000 5.252 0.000 0.034 
12 14 7.904 2.394 14 12 -7.830 -2.240 0.074 -17.858 
12 15 18.076 6.802 15 12 -17.858 -6.372 0.218 0.430 
12 16 7.863 3.508 16 12 -7.801 -3.378 0.062 0.130 
14 15 1.630 0.640 15 14 -1.624 -0.635 0.006 0.006 
16 17 4.301 1.578 17 16 -4.285 -1.541 0.016 0.037 
15 18 6.458 1.861 18 15 -6.414 -1.771 0.044 0.090 
18 19 3.214 0.871 19 18 -3.207 -0.857 0.007 0.013 
19 20 -6.293 -2.543 20 19 6.308 2.572 0.015 0.029 
10 20 8.580 3.434 20 10 -8.508 -3.272 0.073 0.162 
10 17 8.580 4.290 17 10 -4.715 -4.259 0.012 0.031 
10 21 18.000 11.673 21 10 -17.854 -11.360 0.145 0.031 
10 22 5.767 3.056 22 10 -17.854 -11.360 0.145 0.313 
21 23 0.354 0.160 23 21 0.000 0.000 0.000 0.000 
15 23 4.823 2.646 23 15 -4.796 -2.590 0.028 0.056 
22 24 5.739 2.998 24 22 -5.695 0.044 0.044 0.069 
23 24 5.739 1.150 24 23 -1.943 -1.137 0.006 0.013 
24 25 -1.062 1.666 25 24 1.069 -1.654 0 .007 0.012 
25 26 3.544 2.366 26 25 -3.500 -2.300 0.044 0.066 
25 27 -4.613 -0.711 27 25 4.635 0.755 0.023 0.043 
28 27 17.912 -3.587 27 28 -17.912 4.824 0.000 1.237 
27 29 6.188 1.664 29 27 -6.103 -1.504 0.085 0.160 
27 30 7.089 1.657 30 27 -6.930 -1.358 0.159 0.300 
29 30 3.703 0.604 30 29 -3.670 -0.542 0.033 0.062 
8 28 -0.706 -3.218 28 8 0.713 3.239 0.007 0.021 
6 28 18.682 -0.163 28 6 -18.625 0.364 0.057 0.201 
Total loss        8.789 39.271 
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Injection Generation Load 
MW MVar MW Mvar MW MVar 
1 1.0600 0.0000 5.609 11.126 5.609 11.126 0.000 0.000 
2 1.0530 0.0608 151.105 -0.983 172.805 11.717 21.700 12.700 
3 1.0520 -0.2077 111.375 15.290 113.775 16.490 2.400 1.200 
4 1.0303 -2.3567 -7.600 -1.600 0.000 0.000 7.600 1.600 
5 1.0100 -7.8938 -94.200 7.727 -0.000 26.727 94.200 19.000 
6 1.0198 -4.3341 0.000 0.000 0.000 0.000 0.000 0.000 
7 1.0081 -6.3163 -22.800 -10.900 0.000 0.000 22.800 10.900 
8 1.0100 -4.9186 -30.000 -20.828 -0.000 9.172 30.000 30.000 
9 1.0555 -7.2883 -0.000 0.000 -0.000 0.000 0.000 0.000 
10 1.0493 -8.8403 -5.800 17.000 0.000 19.000 5.800 2.000 
11 1.0820 -7.2883 0.000 13.795 0.000 13.795 0.000 0.000 
12 1.0641 -7.9818 -11.200 -7.500 0.000 0.000 11.200 7.500 
13 1.0710 -7.9818 0.000 5.252 0.000 5.252 0.000 0.000 
14 1.0494 -8.8684 -6.200 -1.600 0.000 0.000 6.200 1.600 
15 1.0447 -8.9645 -8.200 -2.500 0.000 0.000 8.200 2.500 
16 1.0507 -8.6125 -3.500 -1.800 0.000 0.000 3.500 1.800 
17 1.0444 -8.9764 -9.000 -5.800 0.000 0.000 9.000 5.800 
18 1.0342 -9.6069 -3.200 -0.900 0.000 0.000 3.200 0.900 
19 1.0312 -9.8001 -9.500 -3.400 0.000 0.000 9.500 3.400 
20 1.0349 -9.6168 -2.200 -0.700 0.000 0.000 2.200 0.700 
21 1.0351 -9.3372 -17.500 -11.200 0.000 0.000 17.500 11.200 
22 1.0410 -9.1772 0.000 0.000 0.000 0.000 0.000 0.000 
23 1.0350 -9.3406 -3.200 -1.600 0.000 0.000 3.200 1.600 
24 1.0295 -9.5421 -8.700 -2.400 0.000 4.300 8.700 6.700 
25 1.0262 -9.1821 0.000 0.000 0.000 0.000 0.000 0.000 
26 1.0086 -9.5945 -3.500 -2.300 0.000 0.000 3.500 2.300 
27 1.0325 -8.7036 0.000 0.000 0.000 0.000 0.000 0.000 
28 1.0168 -4.9539 0.000 0.000 0.000 0.000 0.000 0.000 
29 1.0129 -9.9111 -2.400 -0.900 0.000 0.000 2.400 0.900 
30 1.0015 -10.7772 -10.600 -1.900 0.000 0.000 10.600 1.900 




























1 2 2.015 12.233 2 1 -1.989 -12.154 0.026 0.079 
1 3 3.572 4.159 3 1 -3.560 -4.115 0.012 0.044 
2 4 28.015 5.104 4 2 -27.598 -3.833 0.417 1.270 
3 4 114.959 22.119 4 3 -113.324 -17.425 1.635 4.693 
2 5 76.545 9.774 5 2 -74.011 0.875 2.535 10.649 
2 6 48.531 5.652 6 2 -47.281 -1.856 1.251 3.796 
4 6 88.280 2.456 6 4 -87.405 0.586 0.874 3.042 
5 7 -20.189 10.025 7 5 20.419 -9.447 0.229 0.578 
6 7 43.709 1.060 7 6 -43.219 0.447 0.491 1.507 
6 8 29.421 15.413 8 6 -29.294 -14.967 0.127 0.446 
6 9 27.269 -17.205 9 6 -27.269 19.239 0.000 2.034 
6 10 15.605 -4.985 10 6 -15.605 6.375 0.000 1.390 
9 11 -0.000 -13.457 11 9 0.000 13.795 0.000 0.338 
9 10 27.269 6.266 10 9 -27.269 -5.493 -0.000 0.773 
4 12 45.043 -12.384 12 4 -45.043 17.288 0.000 4.905 
12 13 -0.000 -5.219 13 12 0.000 5.253 0.000 0.034 
12 14 7.904 2.394 14 12 -7.830 -2.240 0.074 0.154 
12 15 18.076 6.802 15 12 -17.858 -6.372 0.218 0.430 
12 16 7.863 3.508 16 12 -7.801 -3.378 0.062 0.130 
14 15 1.630 0.640 15 14 -1.624 -0.635 0.006 0.006 
16 17 4.301 1.578 17 16 -4.285 -1.541 0.016 0.037 
15 18 6.458 1.861 18 15 -6.414 -1.771 0.044 0.090 
18 19 3.214 0.871 19 18 -3.207 -0.857 0.007 0.013 
19 20 -6.293 -2.543 20 19 6.308 2.572 0.015 0.029 
10 20 8.580 3.434 20 10 -8.508 -3.272 0.073 0.162 
10 17 4.727 4.290 17 10 -4.715 -4.259 0.012 0.031 
10 21 17.999 11.673 21 10 -17.854 -11.360 0.145 0.313 
10 22 5.767 3.056 22 10 -5.739 -2.998 0.028 0.058 
21 23 0.354 0.160 23 21 -0.354 -0.160 0.000 0.000 
15 23 4.824 2.646 23 15 -4.796 -2.590 0.028 0.056 
22 24 5.739 2.998 24 22 -5.695 -2.929 0.044 0.069 
23 24 1.950 1.150 24 23 -1.943 -1.137 0.006 0.013 
24 25 -1.062 1.666 25 24 1.069 -1.654 0.007 0.012 
25 26 3.544 2.366 26 25 -3.500 -2.300 0.044 0.066 
25 27 -4.613 -0.711 27 25 4.635 0.755 0.023 0.043 
28 27 17.912 -3.587 27 28 -17.912 4.824 0.000 1.237 
27 29 6.188 1.664 29 27 -6.103 -1.504 0.085 0.160 
27 30 7.089 1.657 30 27 -6.930 -1.358 0.159 0.300 
29 30 3.703 0.604 30 29 -3.670 -0.542 0.033 0.062 
8 28 -0.706 -3.218 28 8 0.713 3.239 0.007 0.021 
6 28 18.682 -0.163 28 6 -18.625 0.364 0.057 0.201 













Injection Generation Load 
MW MVar MW Mvar MW MVar 
1 1.0600 0.0000 5.587 11.134 5.587 11.134 0.000 0.000 
2 1.0530 0.0611 151.104 -0.983 172.804 11.717 21.700 12.700 
3 1.0520 -0.2066 111.398 15.281 113.798 16.481 2.400 1.200 
4 1.0303 -2.3559 -7.600 -1.600 0.000 0.000 7.600 1.600 
5 1.0100 -7.8933 -94.200 7.727 -0.000 26.727 94.200 19.000 
6 1.0198 -4.3333 0.000 0.000 0.000 0.000 0.000 0.000 
7 1.0081 -6.3156 -22.800 -10.900 0.000 0.000 22.800 10.900 
8 1.0100 -4.9179 -30.000 -20.827 -0.000 9.173 30.000 30.000 
9 1.0555 -7.2876 0.000 0.000 0.000 0.000 0.000 0.000 
10 1.0493 -8.8395 -5.800 17.000 0.000 19.000 5.800 2.000 
11 1.0820 -7.2876 0.000 13.795 0.000 13.795 0.000 0.000 
12 1.0641 -7.9810 -11.200 -7.500 0.000 0.000 11.200 7.500 
13 1.0710 -7.9810 0.000 5.253 0.000 5.253 0.000 0.000 
14 1.0494 -8.8676 -6.200 -1.600 0.000 0.000 6.200 1.600 
15 1.0447 -8.9638 -8.200 -2.500 0.000 0.000 8.200 2.500 
16 1.0507 -8.6117 -3.500 -1.800 0.000 0.000 3.500 1.800 
17 1.0444 -8.9757 -9.000 -5.800 0.000 0.000 9.000 5.800 
18 1.0342 -9.6062 -3.200 -0.900 0.000 0.000 3.200 0.900 
19 1.0312 -9.7994 -9.500 -3.400 0.000 0.000 9.500 3.400 
20 1.0349 -9.6160 -2.200 -0.700 0.000 0.000 2.200 0.700 
21 1.0351 -9.3364 -17.500 -11.200 0.000 0.000 17.500 11.200 
22 1.0410 -9.1764 0.000 0.000 0.000 0.000 0.000 0.000 
23 1.0350 -9.3399 -3.200 -1.600 0.000 0.000 3.200 1.600 
24 1.0295 -9.5413 -8.700 -2.400 0.000 4.300 8.700 6.700 
25 1.0262 -9.1814 0.000 0.000 0.000 0.000 0.000 0.000 
26 1.0086 -9.5937 -3.500 -2.300 0.000 0.000 3.500 0.000 
27 1.0325 -8.7029 0.000 0.000 0.000 0.000 0.000 0.000 
28 1.0168 -4.9532 0.000 0.000 0.000 0.000 0.000 0.000 
29 1.0129 -9.9103 -2.400 -0.900 0.000 0.000 2.400 0.900 
30 1.0015 -10.7765 -10.600 -1.900 0.000 0.000 10.600 1.900 



























1 2 2.278 12.144 2 1 -2.252 -12.066 0.026 0.078 
1 3 3.347 5.542 3 1 -3.330 -5.480 0.017 0.062 
2 4 27.896 5.799 4 2 -27.479 -4.528 0.417 1.272 
3 4 115.167 19.334 4 3 -113.534 -14.645 1.633 4.688 
2 5 76.532 9.775 5 2 -73.998 0.870 2.534 10.646 
2 6 48.454 5.915 6 2 -47.205 -2.126 1.249 3.789 
4 6 88.343 0.720 6 4 -87.466 2.331 0.877 3.050 
5 7 -20.202 10.250 7 5 20.433 -9.666 0.231 0.584 
6 7 43.725 0.844 7 6 -43.233 0.665 0.491 1.509 
6 8 29.421 14.393 8 6 -29.297 -13.959 0.124 0.434 
6 9 27.257 -17.269 9 6 -27.257 19.308 0.000 2.038 
6 10 15.596 -4.997 10 6 -15.596 6.388 0.000 1.391 
9 11 0.000 -13.593 11 9 -0.000 13.938 0.000 0.345 
9 10 27.257 6.327 10 9 -27.257 -5.554 0.000 0.774 
4 12 45.069 -12.670 12 4 -45.069 17.606 0.000 4.937 
12 13 -0.000 -5.516 13 12 0.000 5.554 0.000 0.038 
12 14 7.906 2.389 14 12 -7.832 -2.234 0.074 0.154 
12 15 18.089 6.780 15 12 -17.871 -6.350 0.218 0.430 
12 16 7.874 3.491 16 12 -7.812 -3.360 0.062 0.130 
14 15 1.632 0.634 15 14 -1.626 -0.629 0.006 0.006 
16 17 4.312 1.560 17 16 -4.296 -1.524 0.016 0.037 
15 18 6.463 1.852 18 15 -6.418 -1.762 0.044 0.091 
18 19 3.218 0.862 19 18 -3.212 -0.848 0.007 0.013 
19 20 -6.288 -2.552 20 19 6.303 2.581 0.015 0.029 
10 20 8.576 3.443 20 10 -8.503 -3.281 0.073 0.162 
10 17 4.716 4.308 17 10 -4.704 -4.276 0.012 0.031 
10 21 17.993 11.689 21 10 -17.847 -11.376 0.146 0.313 
10 22 5.769 3.058 22 10 -5.741 -3.000 0.028 0.058 
21 23 0.347 0.176 23 21 -0.347 -0.176 0.000 0.000 
15 23 4.834 2.626 23 15 -4.806 -2.570 0.028 0.056 
22 24 5.741 3.000 24 22 -5.696 -2.930 0.045 0.069 
23 24 1.954 1.146 24 23 -1.947 -1.133 0.006 0.013 
24 25 -1.056 1.663 25 24 1.063 -1.651 0.007 0.012 
25 26 3.544 2.366 26 25 -3.500 -2.300 0.044 0.066 
25 27 -4.607 -0.714 27 25 4.630 0.757 0.023 0.043 
28 27 17.907 -3.578 27 28 -17.907 4.815 0.000 1.237 
27 29 6.188 1.665 29 27 -6.103 -1.504 0.085 0.160 
27 30 7.089 1.658 30 27 -6.930 -1.358 0.159 0.300 
29 30 3.703 0.604 30 29 -3.670 -0.542 0.033 0.062 
8 28 -0.703 -3.055 28 8 0.709 3.074 0.006 0.019 
6 28 18.673 -0.319 28 6 -18.616 0.520 0.057 0.201 
Total loss        8.792 39.327 
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Injection Generation Load 
MW MVar MW Mvar MW MVar 
1 1.0600 0.0000 5.625 12.428 5.625 12.428 0.000 0.000 
2 1.0530 0.0524 150.630 0.065 172.330 12.765 21.700 12.700 
3 1.0499 -0.1557 111.837 11.142 114.237 12.342 2.400 1.200 
4 1.0292 -2.3352 -7.600 -1.600 0.000 0.000 7.600 1.600 
5 1.0100 -7.9005 -94.200 7.948 0.000 26.948 94.200 19.000 
6 1.0193 -4.3283 0.000 0.000 0.000 0.000 0.000 0.000 
7 1.0078 -6.3158 -22.800 -10.900 0.000 0.000 22.800 10.900 
8 1.0100 -4.9199 -30.000 -19.655 -0.000 10.345 30.000 30.000 
9 1.0552 -7.2832 -0.000 0.000 -0.000 0.000 0.000 0.000 
10 1.0490 -8.8354 -5.800 17.000 0.000 19.000 5.800 2.000 
11 1.0820 -7.2832 -0.000 13.938 -0.000 13.938 0.000 0.000 
12 1.0637 -7.9717 -11.200 -7.500 0.000 0.000 11.200 7.500 
13 1.0710 -7.9717 0.000 5.554 0.000 5.554 0.000 0.000 
14 1.0490 -8.8597 -6.200 -1.600 0.000 0.000 6.200 1.600 
15 1.0443 -8.9568 -8.200 -2.500 0.000 0.000 8.200 2.500 
16 1.0503 -8.6048 -3.500 -1.800 0.000 0.000 3.500 1.800 
17 1.0441 -8.9709 -9.000 -5.800 0.000 0.000 9.000 5.800 
18 1.0339 -9.6007 -3.200 -0.900 0.000 0.000 3.200 0.900 
19 1.0308 -9.7947 -9.500 -3.400 0.000 0.000 9.500 3.400 
20 1.0346 -9.6115 -2.200 -0.700 0.000 0.000 2.200 0.700 
21 1.0347 -9.3321 -17.500 -11.200 0.000 0.000 17.500 11.200 
22 1.0406 -9.1726 0.000 0.000 0.000 0.000 0.000 0.000 
23 1.0346 -9.3354 -3.200 -1.600 0.000 0.000 3.200 1.600 
24 1.0292 -9.5378 -8.700 -2.400 0.000 4.300 8.700 6.700 
25 1.0258 -9.1789 0.000 0.000 0.000 0.000 0.000 0.000 
26 1.0083 -9.5915 -3.500 -2.300 0.000 0.000 3.500 2.300 
27 1.0322 -8.7008 0.000 0.000 0.000 0.000 0.000 0.000 
28 1.0165 -4.9498 0.000 0.000 0.000 0.000 0.000 0.000 
29 1.0125 -9.9091 -2.400 -0.900 0.000 0.000 2.400 0.900 
30 1.0012 -10.7759 -10.600 -1.900 0.000 0.000 10.600 1.900 






Appendix E: Particle Swarm Optimization MATLAB code 
               
%Simulates the movements of a swarm to minimize  the transmission 
line losses of IEEE 14-bus 30-bus system incoorprating with IPFC  
  
%The swarm matrix is swarm(index, [location, velocity, best position, 






%============= initial Parameters of PSO ============================ 
  
Iterations =100;      % Itretions nomber 
SwarmSize = 35 ;      % Where S is the swarm size  
W = 1.2 ;             % W is the inertia weight is set as constant in 
BPSO 
C1 = 2.;              % C1 and  C2 are  the acceleration constants 
C2 = 2; 
ValMat = [];               
PBestx = []; 
PBesty = []; 
PBestz = []; 
PBesth = []; 
GBest =[]; 
 
% ---initial swarm position for the first transmission line system--- 
  
for index = 1 :SwarmSize 
     swarm(index, 1, 1) =  0.1*rand;   
     swarm(index, 1, 2) = 1.6*rand;  
     swarm(index, 1, 3) =  0.1*rand;   
     swarm(index, 1, 4) = 1.6*rand;  
end 
  
swarm(:, 4, 1)= 6.4;   % intial best value for the objective function  
swarm(:, 4, 2) = 6.4;   % best value so far 
swarm(:, 4, 3) = 6.4;   % intial best value for the objective 
function  
swarm(:, 4, 4) = 6.4;   % best value so far 





for  iter = 1:Iterations 
  
%-- evaluating position & quality------------------------------------ 
  
for i = 1 : SwarmSize 
     swarm(i, 1, 1) = swarm(i, 1, 1) + swarm(i, 2, 1)/1.3; %update x 
position 
     swarm(i, 1, 2) = swarm(i, 1, 2) + swarm(i, 2, 2)/1.3; %update y 
position 




     swarm(i, 1, 4) = swarm(i, 1, 4) + swarm(i, 2, 4)/1.3; %update h 
position 
     x = swarm(i, 1, 1); 
     y = swarm(i, 1, 2); 
     z = swarm(i, 1, 3); 
     h = swarm(i, 1, 4); 
         
         
%============== set the variable x and y  constraints===============       
        if x < 0.0 
           x = 0.0; 
        elseif x > 0.15 
            x = 0.15; 
        end 
         
        if y < -1.57 
           y = -1.57; 
        elseif y > 1.57 
            y = 1.57; 
        end 
         if z < 0.0 
           z= 0.0; 
        elseif z > 0.15 
            z = 0.15; 
        end 
         
        if h < -1.57 
           h= -1.57; 
        elseif h > 1.57 
            h = 1.57; 
        end 
         
%===================== fitness evaluation ========================= 
  
      [val,nbus,V,del,BMva]= LFanalysis(x,y,z,h); 
      ValMat = [ValMat ; val]; 
   
%==================== calculate the Pbest ===========================  
  
        if val < swarm(i, 4, 1)                 % if new position is 
better 
            swarm(i, 3, 1) = swarm(i, 1, 1);    % update best x, 
            swarm(i, 3, 2) = swarm(i, 1, 2);    % best y postions 
            swarm(i, 3, 3) = swarm(i, 1, 3);    % update best z, 
            swarm(i, 3, 4) = swarm(i, 1, 4);    % best h postions 
            swarm(i, 4, 1) = val;               % and best value  
             
        end 
        PBestx = [PBestx; swarm(i, 1, 1)]; 
        PBesty = [PBesty; swarm(i, 1, 2)]; 
        PBestz = [PBestx; swarm(i, 1, 3)]; 
        PBesth = [PBesty; swarm(i, 1, 4)]; 
    end 
  
     
%================== calculate the Gbest ============================= 
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    [temp, gbest] = min(swarm(:,4, 1));       % global best position 
     
    GBest = [GBest; min(swarm(i,4,1))]; 
    
     
%================== updating velocity vectors======================== 
   
    
    for i = 1 : SwarmSize     
        swarm(i, 2, 1) =W*swarm(i, 2, 1) + C1*rand*(swarm(i, 3, 1) - 
swarm(i, 1, 1))... 
            + C2*rand*(swarm(gbest, 3, 1) - swarm(i, 1, 1));   %X 
velocity component 
        swarm(i, 2, 2) =W*swarm(i, 2, 2) + C1*rand*(swarm(i, 3, 2) - 
swarm(i, 1, 2))... 
            + C2*rand*(swarm(gbest, 3, 2) - swarm(i, 1, 2));   %y 
velocity component  
         
         swarm(i, 2, 3) =W*swarm(i, 2, 3) + C1*rand*(swarm(i, 3, 3) - 
swarm(i, 1, 3))... 
            + C2*rand*(swarm(gbest, 3, 3) - swarm(i, 1, 3));   %z 
velocity component 
        swarm(i, 2, 4) =W*swarm(i, 2, 4) + C1*rand*(swarm(i, 3, 4) - 
swarm(i, 1, 4))... 
            + C2*rand*(swarm(gbest, 3, 4) - swarm(i, 1, 4));   %h 
velocity component   
    end 
   
%================= velocity constraints==============================    
  
    for i=1:SwarmSize 
        if swarm(i, 2 ,1)> 0.5*swarm(i,3,1) 
           swarm(i,2,1)= 0.5*swarm(i,3,1); 
        end 
        if swarm(i,2,1)<-0.5*swarm(i,3,1) 
           swarm(i,2,1)=  -0.5*swarm(i,3,1); 
        end 
         
        if swarm(i, 2 ,2)>0.5*swarm(i,3,2) 
            swarm(i,2,2)= 0.5*swarm(i,3,2); 
        end 
         
        if swarm(i,2,2)<- 0.5*swarm(i,3,2) 
            swarm(i,2,2)= - 0.5*swarm(i,3,2); 
        end 
           if swarm(i, 2 ,3)> 0.5*swarm(i,3,3) 
           swarm(i,2,3)= 0.5*swarm(i,3,3); 
        end 
        if swarm(i,2,3)<-0.5*swarm(i,3,3) 
           swarm(i,2,3)=  -0.5*swarm(i,3,3); 
        end 
         
        if swarm(i, 2 ,4)>0.5*swarm(i,3,4) 
            swarm(i,2,4)= 0.5*swarm(i,3,4); 
        end 
         
        if swarm(i,2,4)<- 0.5*swarm(i,3,4) 
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            swarm(i,2,4)= - 0.5*swarm(i,3,4); 
        end 
    end 
%================ Plotting the swarm ================================    
  
    clf 
%     subplot(4,1,1)  
%     plot(PBestx, 'x') ;  % drawing swarm movements 
%     xlabel('Number of Generation'); 
%     ylabel('Voltage'); 
%     title('Voltage movements'); 
% %     axis([0 100 0.005 0.12]); 
%      
%     subplot(4,1,2)  
%     plot(PBesty, 'x') ;  % drawing swarm movements 
%     xlabel('Number of Generation'); 
%     ylabel('angle'); 
%     title('Angle movements'); 
% %     axis([0 100 -1.6 1.6]); 
  
%     subplot(2,1,1) 
%     plot(swarm(:, 1, 1),swarm(:, 1, 2),'x') 
%     xlabel('Number of Generation') 
%     ylabel('Losses') 
% %      axis([0 2.50 -15 15]); 
%      
    subplot(1,1,1) 
    plot(GBest) 
    xlabel('Number of Iteration'); 
    ylabel(' PLoss (MW)'); 
%     axis([0 100 0 20]); 
  
    pause(.01) 
end 
  
loadflow(nbus,V,del,BMva);             % Calling Loadflow.m.. 
toc 
