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Abstract: Bounds of association coefficients for binary variables are derived us-
ing the arithmetic-geometric-harmonic mean inequality. More precisely, it is shown
which presence/absence coefficients are bounds with respect to each other. Using the
new bounds it is investigated whether a coefficient is in general closer to either its
upper or its lower bound.
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1. Introduction
In data analysis an important role is played by association coeffi-
cients. A coefficient is a measure of similarity or resemblance of two en-
tities or variables. An example is Pearson’s product-moment correlation for
two continuous variables. Coefficients for other types of variables can be
found in, for example, Goodman and Kruskal (1954), Huba´lek (1982), and
Gower and Legendre (1986). In this paper we focus on measures for binary
variables. These presence/absence coefficients are usually defined using the
four dependent quantities a, b, c, and d presented in Table 1. Quantities a, b,
c, and d may be probabilities as well as counts. Probabilities are used here
for notational convenience.
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Table 1. Bivariate proportions table for binary variables.
Variable two
Variable one Value 1 Value 2 Total
Value 1 a b p1
Value 2 c d q1
Total p2 q2 1
In choosing a coefficient, each measure has to be considered in the
context of the data-analytic study of which it is a part (Gower and Legendre
1986, sec. 5). Because there are so many resemblance measures for binary
variables to choose from, it is important that the different coefficients and
their properties are better understood. For example, Gower (1986), Fichet
(1986), Gower and Legendre (1986), and Bren and Batagelj (2006) studied
metric and Euclidean properties; Batagelj and Bren (1995) discussed results
on (ordinal) equivalence relations over coefficients; Baulieu (1989, 1997)
presented classifications of presence/absence coefficients using certain de-
sirable properties in different axiomatic frameworks; Janson and Vegelius
(1981) and Gower and Legendre (1986) investigated Gramian properties and
positive semidefiniteness of coefficient matrices; finally, Boyce and Ellison
(2001) studied presence/absence coefficients in the context of fuzzy set or-
dination.
In this paper we study bounds of measures for two binary variables.
It is well-known that many presence/absence coefficients are bounded by 0
and 1 or -1 and 1. More importantly, coefficients can be bounds with respect
to each other. A variety of insights can be obtained from deriving which
coefficient is a lower or an upper bound of another coefficient. For example,
a relatively large number of coefficients defined on the same quantities can
be bounds with respect to each other; in this case it is likely that these co-
efficients, apart from perhaps the smallest and largest coefficient, reflect the
association of two variables in a similar way, but to a different extent: some
have lower/higher values than others. For example, it holds that
0 ≤ a
2
(a+ b)(a+ c)
≤ a
a+ b+ c
≤ a
a+ max(b, c)
≤ 2a
2a+ b+ c
≤ a√
(a+ b)(a+ c)
≤ 1
2
(
a
a+ b
+
a
a+ c
)
≤ a
a+ min(b, c) ≤ 1
(Proposition 1, Section 3). Coefficients with the same quantities in the nu-
merator and denominator, that are bounded, and are close to each other in
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the ordering, are (likely to be) more similar. Thus, results on bounds provide
means of classifying various measures. Also, knowing which coefficients
are similar (in terms of the actual values) provides insight into the stability
of a given algorithm: for which coefficients will a data analysis provide the
same or similar results?
The paper is organized as follows. A variety of resemblance measures
for binary variables are functions of two real variables. These functions are
the minimum, the harmonic, geometric and arithmetic means (Pythagorean
means), and the maximum. Some properties of the Pythagorean means are
the main tools for studying bounds in this paper. The tools are presented
in the next section. In Sections 3 and 4 we present some applications of
the theorems from Section 2. In Section 3 we focus on measures that do
not include the probability d (representing negative matches). Coefficients
that use the covariance (ad − bc) of two binary variables in the numera-
tor are investigated in Section 4. Coefficients that have been proposed as
chance-corrected measures are studied in Section 5. Section 6 contains the
discussion. Some additional inequalities for association coefficients for 2×2
tables are presented (without proof) in the appendix.
Many presence/absence coefficients are fractions and can be defined
using probabilities a, b, c, and d only. It may occur that for some combina-
tions of a, b, c, and d, the value of the coefficient is indeterminate (Batagelj
and Bren 1995; Warrens, 2008). For simplicity, it is assumed throughout the
paper that the value of a coefficient is defined. Furthermore, the expression
“if and only if” is sometimes abbreviated as “iff”.
2. Pythagorean Means
Let x1 and x2 be positive real numbers. The harmonic, geometric and
arithmetic mean of x1 and x2, denoted by H(x1, x2), G(x1, x2), A(x1, x2),
respectively, are defined as
H(x1, x2) =
2x1x2
x1 + x2
, G(x1, x2) =
√
x1x2, A(x1, x2) =
x1 + x2
2
.
A variety of presence/absence coefficients can be expressed as the mini-
mum, harmonic mean, geometric mean, arithmetic mean, or maximum of
two positive quantities. We consider two results for these functions. First
it is shown how the five functions are related. Theorem 1 is a special case
of the generalized mean inequality (Bullen 2003, chap. 3; Abramowitz and
Stegun 1972, p. 10).
Theorem 1. min(x1, x2) ≤ H(x1, x2) ≤ G(x1, x2) ≤ A(x1, x2) ≤
max(x1, x2) with equality iff x1 = x2.
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By Theorem 1, the five functions can be ordered and each Pythagorean
mean has two boundaries: min(x1, x2) and G(x1, x2) for H(x1, x2),
H(x1, x2) and A(x1, x2) for G(x1, x2), and G(x1, x2) and max(x1, x2) for
A(x1, x2). We may inspect whether the value of a mean is in general closer
to its upper or its lower bound. For each pair of two adjacent functions we
have the differences
H(x1, x2)−min(x1, x2) = min(x1, x2)|x1 − x2|
x1 + x2
G(x1, x2)−H(x1, x2) =
√
x1x2(
√
x1 −√x2)2
x1 + x2
A(x1, x2)−G(x1, x2) = (
√
x1 −√x2)2
2
max(x1, x2)−A(x1, x2) = |x1 − x2|2 .
Some of these differences are ordered in the following way
Theorem 2.
G(x1, x2)−H(x1, x2)
(i)
≤ A(x1, x2)−G(x1, x2)
(ii)
≤ max(x1, x2)−A(x1, x2)
and
A(x1, x2)−H(x1, x2)
(iii)
≤ max(x1, x2)−A(x1, x2)
with equality iff x1 = x2.
Proof (i): By assumption x1 = x2
√
x1 −√x2 = 0
(
√
x1 −√x2)4 > 0
(x1 + x2)2 + 4x1x2 > 4
√
x1x2(x1 + x2)
(x1 + x2)2 + 4x1x2
2(x1 + x2)
> 2
√
x1x2
x1 + x2
2
+
2x1x2
x1 + x2
> 2
√
x1x2
x1 + x2
2
−√x1x2 > √x1x2 − 2x1x2
x1 + x2
.
Proof 1 (ii): Assume x1 > x2. Then x1−x2 > (√x1−√x2)2 iff 2√x1x2 >
2x2.
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Proof 2 (ii) and proof (iii): Both inequalities may be deduced from equality
max(x1, x2)−A(x1, x2) = A(x1, x2)−min(x1, x2) = |x1 − x2|2 .

Applications of Theorems 1 and 2 are presented in Sections 3 and 4.
3. Coefficients That Exclude Negative Matches
Sokal and Sneath (1963) (among others) make a distinction between
coefficients that do or do not include the quantity d. If a binary variable is
a coding of the presence or absence of a list of attributes or features, then
d (usually) reflects the number of negative matches. In the field of numer-
ical taxonomy quantity d is generally felt not to contribute to similarity. In
other words, presence/absence is viewed as an ordinal variable. In this case
presence is ‘more’ in a sense than absence. If the variables are nominal,
coefficients for which the quantities a and d are equally weighted are appro-
priate.
In this section we consider seven coefficients that do not include the
negative matches. Following Sokal and Sneath (1963), the convention is
adopted of calling a coefficient by its originator or the first we know to pro-
pose it. The exception to this rule is the Phi coefficient in Section 4. The
coefficients are
SSorg =
a2
p1p2
(Sorgenfrei 1958)
SJac =
a
p1 + p2 − a (Jaccard 1912)
SBB =
a
max(p1, p2)
(Braun-Blanquet 1932)
SGleas =
2a
p1 + p2
(Gleason 1920; Dice 1945)
SOch =
a√
p1p2
(Ochiai 1957)
SKul =
1
2
(
a
p1
+
a
p2
)
(Kulczyn´ski 1927)
SSim =
a
min(p1, p2)
(Simpson 1943).
The coefficients are related by
Proposition 1. 0 ≤ SSorg
(i)
≤ SJac
(ii)
≤ SBB ≤ SGleas ≤ SOch ≤ SKul ≤ SSim
≤ 1.
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Proof (i): SSorg ≤ SJac iff p1p2−a(p1+p2)+a2 ≥ 0 iff (p1−a)(p2−a) ≥ 0.
Proof (ii): SJac ≤ SBB iff p1 + p2 ≥ max(p1, p2) + a iff min(p1, p2) ≥ a.
Since SBB = min(x1, x2), SGleas = H(x1, x2), SOch = G(x1, x2), SKul =
A(x1, x2), and SSim = max(x1, x2), where
x1 =
a
p1
and x2 =
a
p2
the remaining inequalities follow from application of Theorem 1.

The ordering of the seven coefficients for ordinal variables is estab-
lished in Proposition 1. Note that this is the inequality used for illustrative
purposes in Section 1.
Next we may inspect whether the value of a certain coefficient is in
general closer to its upper or its lower bound. We have the differences
SOch − SGleas =
a
√
p1p2(
√
p1 −√p2)2
p1 + p2
SKul − SGleas = a(p1 − p2)
2
2p1p2(p1 + p2)
SKul − SOch =
a(
√
p1 −√p2)2
2p1p2
SSim − SKul = SKul − SBB = a|p1 − p2|2p1p2 .
The value of coefficient SOch is closer to the value of measure SGleas than to
the value of index SKul. The value of coefficient SKul is closer to measure
SOch and SGleas than to the value of coefficient SSim.
Proposition 2. SOch−SGleas ≤ SKul−SOch ≤ SSim−SKul and SKul−SGleas ≤
SSim − SKul.
The claim follows from using the definitions of these coefficients in
the proof of Proposition 1 together with Theorem 2.
4. Coefficients with the Covariance in the Numerator
It may be required that the value of a similarity coefficient is zero in
the absence of association between two variables. The covariance between
two binary variables is given by (ad− bc). Coefficients with quantity (ad−
bc) in the numerator have zero value if the two variables are statistically
independent. We first consider coefficients
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SCohen =
2(ad− bc)
p1q2 + p2q1
(Kappa; Cohen 1960)
SPhi =
ad− bc√
p1p2q1q2
(Phi coefficient; Yule 1912)
SMP =
2(ad− bc)
p1q1 + p2q2
(Maxwell and Pilliner 1968)
SFleiss =
(ad− bc)(p1q1 + p2q2)
2p1q2p2q1
(Fleiss 1975, p. 656)
SLoe =
ad− bc
min(p1q2, p2q1)
(Loevinger 1948).
Propositions 3 and 4 are applications of Theorem 1. Coefficients SCohen,
SPhi, and SLoe are related by
Proposition 3. 0 ≤ |SCohen| ≤ |SPhi| ≤ |SLoe| ≤ 1.
Proof : SCohen = H(x1, x2), SPhi = G(x1, x2), and SLoe = max(x1, x2),
where
x1 =
ad− bc
p1q2
and x2 =
ad− bc
p2q1
.

Coefficients SMP, SPhi, and SFleiss are related by
Proposition 4. 0 ≤ |SMP| ≤ |SPhi| ≤ |SFleiss| ≤ 1.
Proof : As noted by Fleiss (1975, p. 656), we have SMP = H(x1, x2),
SPhi = G(x1, x2), and SFleiss = A(x1, x2), where
x1 =
ad− bc
p1q1
and x2 =
ad− bc
p2q2
.

The absolute value of SPhi is in general closer to the absolute value of
coefficient SCohen than to value of coefficient SLoe. Furthermore, the absolute
value of SPhi is in general closer to the absolute value of coefficient SMP than
to value of coefficient SFleiss.
Proposition 5. |SPhi| − |SCohen| ≤ |SLoe| − |SPhi| and |SPhi| − |SMP| ≤
|SFleiss| − |SPhi|.
The claim follows from using the definitions of the coefficients in the
proofs of Propositions 3 and 4, together with Theorem 2.
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In addition to coefficients SCohen, SPhi, SMP, SFleiss, and SLoe some
other coefficients are considered in this section as well. The absolute values
of coefficients
SBau =
4(ad− bc)
(a+ b+ c+ d)2
(Baulieu 1989, p. 244)
and SYule1 =
ad− bc
ad+ bc
(Yule 1900)
are, respectively, lower and upper bounds for the absolute values of coeffi-
cients
SMich =
4(ad− bc)
(a+ d)2 + (b+ c)2
(Michael 1920)
SYule2 =
√
ad−√bc√
ad+
√
bc
(Yule 1912)
and SCohen, SPhi, SLoe, and SFleiss.
Proposition 6. |SBau| is a lower bound of |SMich|, |SPhi|, |SLoe|, |SFleiss|, and
|SYule1|.
Proof : We have |SBau| ≤ |SMich| iff
1 = (a+d+b+c)2 = (a+d)2+(b+c)2+2(a+d)(b+c) ≥ (a+d)2+(b+c)2.
Inequality |SBau| ≤ |SPhi| holds iff p1p2q1q2 ≤ 1/16. Since p1 + q1 =
p2+ q2 = 1, we have max(p1q1) = 1/4 and max(p2q2) = 1/4, from which
it follows that max(p1p2q1q2) = 1/16.
Inequalities |SBau| ≤ |SLoe| and |SBau| ≤ |SFleiss| follow from inequality
|SBau| ≤ |SPhi| and Propositions 3 and 4. Inequality |SBau| ≤ |SYule1| follows
from inequality |SBau| ≤ |SPhi| and Proposition 7.

Proposition 7. |SYule1| is an upper bound of |SYule2|, |SMich|, |SPhi|, |SCohen|,
and |SMP|.
Proof : Inequality |SYule2| ≤ |SYule1| follows from
ad− bc
ad+ bc
≥
√
ad−√bc√
ad+
√
bc
for ad ≥ bc
and ad− bc
ad+ bc
≤
√
ad−√bc√
ad+
√
bc
for ad ≤ bc.
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Inequality |SMich| ≤ |SYule1| holds iff
(a+ d)2 + (b+ c)2 ≥ 4(ad+ bc)
a2 + d2 − 2ad+ b2 + c2 − 2bc ≥ 0
(a− d)2 + (b− c)2 ≥ 0.
Inequality |SPhi| ≤ |SYule1| holds iff p1p2q1q2 ≥ (ad + bc)2. The latter
inequality is true since
p1q1 = (a+ b)(c+ d) ≥ ad+ bc
and p2q2 = (a+ c)(b+ d) ≥ ad+ bc.
Inequalities |SCohen| ≤ |SYule1| and |SMP| ≤ |SYule1| follow from inequality
|SPhi| ≤ |SYule1| and Propositions 3 and 4.

5. Chance-corrected Coefficients
When comparing two variables some degree of agreement may be
expected due to chance alone. A coefficient may be corrected for association
due to chance if it does not have zero value in the case that the variables are
statistically independent. Coefficient
SCohen =
2(ad− bc)
p1q2 + p2q1
is an example of a coefficient that is corrected for chance. The chance-
corrected coefficients considered in this section have a form
a+ d− E(a+ d)
1− E(a+ d)
where E(a + d) is unique for each coefficient. The other chance-corrected
coefficients are
SGK =
2min(a, d)− b− c
2min(a, d) + b+ c
(Goodman and Kruskal 1954, p. 758)
and SScott =
4ad− (b+ c)2
(p1 + p2)(q1 + q2)
(Scott 1955).
Coefficients SGK, SScott, and SCohen are related by
Proposition 8. −1 ≤ SGK
(i)
≤ SScott
(ii)
≤ SCohen ≤ 1.
Inequality (ii) is also proved in Blackman and Koval (1993, p. 216).
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Proof (i): We have SGK ≤ SScott if and only if
E(a+ d)GK ≥ E(a+ d)Scott
max(p1 + p2, q1 + q2)
2
≥
(
p1 + p2
2
)2
+
(
q1 + q2
2
)2
.
Assume (p1 + p2) ≥ (q1 + q2). Then
p1 + p2
2
(
1− p1 + p2
2
)
≥
(
q1 + q2
2
)2
p1 + p2
2
(
q1 + q2
2
)
≥
(
q1 + q2
2
)2
p1 + p2
2
≥ q1 + q2
2
.
Proof (ii): We have SScott ≤ SCohen iff
E(a+ d)Scott ≥ E(a+ d)Cohen(
p1 + p2
2
)2
+
(
q1 + q2
2
)2
≥ p1p2 + q1q2.
Since
A(p1, p2) =
p1 + p2
2
≥ √p1p2 = G(p1, p2)
and A(q1, q2) =
q1 + q2
2
≥ √q1q2 = G(q1, q2)
the desired inequality follows from application of Theorem 1.

6. Discussion
Bounds of resemblance measures for binary variables were derived
in this paper using the arithmetic-geometric-harmonic mean inequality. It
was shown that some coefficients are bounds of each other, and that the val-
ues of some coefficients are in general more similar compared to the values
of other presence/absence coefficients. The arithmetic-geometric-harmonic
mean inequality may also be used to obtain bounds of parameter families
instead of individual coefficients. For instance, let
u1(x, θ) =
x
x+ θb
and u2(x, θ) =
x
x+ θc
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where θ > 0 to avoid negative values, and where x can for instance be the
quantities a, a+ d, or a+
√
ad. Gower and Legendre (1986, p. 13) defined
the parameter families
SGL1(θ) =
a
a+ θ(b+ c)
and SGL2(θ) =
a+ d
a+ θ(b+ c) + d
.
Family SGL1(θ) is equivalent to the harmonic mean of u1(a, 2θ)
and u2(a, 2θ), whereas family SGL2(θ) is equivalent to the harmonic mean
of u1(a+ d, 2θ) and u2(a+ d, 2θ). Members of the two families are
SJac = SGL1(θ = 1) =
a
a+ b+ c
SGleas = SGL1(θ = 1/2) =
2a
2a+ b+ c
and
SSM = SGL2(θ = 1) =
a+ d
a+ b+ c+ d
(Sokal and Michener 1958).
A straightforward application of Theorem 1 is
Theorem 3. min(u1, u2) ≤ H(u1, u2) ≤ G(u1, u2) ≤ A(u1, u2) ≤
max(u1, u2).
For example, from Theorem 3 it follows that
0 ≤ a
a+ θmax(b, c)
≤ 2a
2a+ θ(b+ c)
≤ a√
(a+ θb)(a+ θc)
≤ 1
2
(
a
a+ θb
+
a
a+ θc
)
≤ a
a+ θmin(b, c) ≤ 1.
The inequality is a (partial) parametrized version of the inequality in Section
1. From a mathematical point of view, Theorem 3 may be used to obtain
more general results using parameter families compared to the results for
individual coefficients in Sections 3 to 5. Practitioners are perhaps more in-
terested in the bounds for individual coefficients derived in this paper. Some
additional bounds can be found in the appendix. The inequalities are pre-
sented without proof. Some bounds are not difficult to derive, others may be
obtained using some of the tools discussed in this paper.
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7. Appendix
In this appendix we note the following inequalities without proof.
0 ≤ SRR ≤ SJac ≤ SSM ≤ 1, where
SRR =
a
a+ b+ c+ d
(Russel and Rao 1940)
SJac =
a
a+ b+ c
(Jaccard 1912)
SSM =
a+ d
a+ b+ c+ d
(Sokal and Michener 1958).
0 ≤ SSS1 ≤ SSS2 ≤ 1, where
SSS1 =
ad√
p1p2q1q2
(Sokal and Sneath 1963)
SSS2 =
1
4
(
a
p1
+
a
p2
+
d
q1
+
d
q2
)
(Sokal and Sneath 1963).
0 ≤ SJac ≤ SBUB ≤ SSS3 ≤ 1, where
SJac =
a
a+ b+ c
(Jaccard 1912)
SBUB =
a+
√
ad
a+ b+ c+
√
ad
(Baroni-Urbani and Buser 1976, p. 258)
SSS3 =
2(a+ d)
2a+ b+ c+ 2d
(Sokal and Sneath 1963).
−1 ≤ SNS ≤ SMcC ≤ 1, where
SNS =
2a− b− c
2a+ b+ c
(No source)
SMcC =
a2 − bc
p1p2
(McConnaughey 1964).
SMich ≤ SSM ≤ 1, where
SMich =
4(ad− bc)
(a+ b+ c+ d)2
(Michael 1920)
SSM =
a+ d
a+ b+ c+ d
(Sokal and Michener 1958).
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