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This paper is concerned with an extended growth curve model with two within-
individual design matrices which are hierarchically related. For the model some
random-coefficient covariance structures are reduced. LR tests for testing the
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1. INTRODUCTION
The random-coefficient covariance structure in the growth curve model
(GMANOVA) in the one-sample and the multi-sample cases were intro-
duced by Elston and Grizzle (1962) and Rao (1965), respectively. Lange
and Laird (1989) considered a general covariance structure where the set
of random effects is an arbitrary one. These structures have been used
for unbalanced data (see, e.g. Jennrich and Schluchter, 1985; Vonesh and
Carter, 1987). Rao (1965) proposed a modified LR test for a random-
coefficient covariance structure, based on a Wishart matrix. Yokoyama and
Fujikoshi (1992) extended such tests to a mixture model of the MANOVA
and the GMANOVA.
In this paper we consider an extended growth curve model with two
hierarchical within-individual design matrices. It is assumed that the first
N1 subjects have the same within-individual design matrix X(1) : p_q1
based on q1 covariables x1 , ..., xq1 , and the remaining N2 subjects have the
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same within-individual design matrix X(2)=[X(1) : X2] : p_q2 based on q2
covariables x1 , ..., xq2 (q2q1). We introduce the covariance structure 7
(1)
for the first N1 subjects and 7(2) for the remaining N2 subjects by considering
the variability of the regression of [x1 , ..., xq1] and [x1 , ..., xq2]. The main
purpose of this paper is to give LR tests and modified LR tests for testing
the adequacy of the random-coefficients structures (7(1), 7(2)).
The paper is organized in the following way. Section 2 gives a motivation
of our random covariance structures and the testing problems are stated. In
Section 3 we consider LR tests in the spherical case 7(1)=7(2). The general
case 7(1){7(2) is considered in Section 4. Asymptotic distributions of the
LR tests and modified LR tests are derived. In the Appendix some results
on optimization are given.
2. RANDOM-COEFFICIENT COVARIANCE STRUCTURES
The growth curve model has been extended to the case which includes
several within-individual design matrices; see, e.g., Verbyla and Venables
(1988). Here we consider an extended growth curve model with two within-
individual design matrices which are hierarchically related. We start to
explain our covariance structures through a typical situation. The following
is assumed:
(1) A response variable y is measured at the same p occasions for all
N=N1+N2 subjects of the two groups. Let yij : p_1 be the measurements
for the j th subject of the i th group, j=1, ..., Ni , i=1, 2.
(2) The first N1 subjects have the same within-individual matrix
X(1) : p_q1 which is based on the q1 regression variables x1 , ..., xq1 . The
remaining N2 subjects have the same within-individual design matrix
X(2)=[X(1) : X (1)] : p_q2 (q1q2) which is based on the q2 regression
variables x1 , ..., xq2 .
(3) The first N1 and the second N2 subjects are taken from k1 and k2
(k2=k&k1) populations, respectively. Then, our model can be stated in
two stages as in Ware (1985) or Vonish and Carter (1987), for example.
The first stage consists of assuming regression models for each of the two
groups
yij=X(i);ij+=ij , j=1, ..., Ni , i=1, 2, (2.1)
where ;ij is a qi_1 vector of unobserved regression coefficients and = ij is
a p_1 vector of random errors. It is assumed that =ij are independently
distributed as Np (0, _2 I). For the fluctuations of the regression coefficients,
we assume the following:
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(4) For the first N1 subjects, the coefficients corresponding to a
subset [x1 , ..., xr1], r1q1 , have random fluctuations. For the second N2
subjects, the coefficients corresponding to a subset [x1 , ..., xr2], r1r2q2 ,
have random fluctuations.
From (3) and (4) it is natural to assume that
;i =[;i1 } } } ;iNi]$
=Ai 5i+[&i : 0], i=1, 2, (2.2)
where Ai is a known Ni_ki between-individual design matrix of rank ki ,
5i is an unknown ki_qi parameter matrix, and &i=[&i1 , ..., &iNi]$ is a
Ni _ri matrix of random errors of the regression coefficients of the Ni
subjects. The ri_1 random vectors &ij are assumed to be independently
distributed as Nri (0, 2
(i)). In this paper we consider the two cases
(i) 2(1)=2 (2)11 , (ii) 2
(1){2(2)11 , (2.3)
where
2(2)=_2
(2)
11
2 (2)21
2 (2)12
2 (2)22 & , 2 (2)11 : r1_r1 .
Under the assumption of normality we can write our model as
Yi=[ yi1 } } } y iNi]$tNNi_p (Ai 5i X
(i)$, 7(i)I), i=1, 2, (2.4)
where X(i)=[X (i)1 : X
(i)
2 ], X
(i)
1 : p_ri and
7(i)=X (i)1 2
(i) X (i)$1 +_
2 I. (2.5)
Note that the mean structure in (2.4) can also be expressed as
E \_Y1Y2&+=_
A1
0 & 51 X(1)$+_
0
A2 & 52 X(2)$.
Therefore, the model (2.4) is an extended growth curve model with a ran-
dom-coefficient covariance structure.
Relating to tests of adequacy of random-coefficient covariance structures, let
0 (1)r1 , r2 =[(7
(1), 7(2)); 7(1) and 7(2) satisfy (2.5) with 2(1)=2 (2)11 ], (2.6)
0 (2)r1 , r2=[(7
(1), 7(2)); 7(1) and 7(2) satisfy (2.5)], (2.7)
0(1)
* , *
=[(7(1), 7(2)); 7(1)=7(2)=7 and 7 is unrestricted], (2.8)
0(2)
* , *
=[(7(1), 7(2)); 7(1) and 7(2) are unrestricted]. (2.9)
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We will consider the following four testing problems:
I. (7(1), 7(2)) # 0 (1)r, r vs. (7
(1), 7(2)) # 0 (1)
* , *
& 0 (1) cr, r , (2.10)
II. (7(1), 7(1)) # 0 (2)r, r vs. (7
(1), 7(2)) # 0 (2)
* , *
& 0 (2) cr, r , (2.11)
III. (7(1), 7(2)) # 0 (1)r1 , r2 vs. (7
(1), 7(2)) # 0(1)
* , *
& 0 (1) cr1 , r2 , (2.12)
IV. (7(1), 7(2)) # 0 (2)r1 , r2 vs. (7
(1), 7(2)) # 0(2)
* , *
& 0 (2) cr1 , r2 . (2.13)
The problems I and II are special cases of the problems III and IV, respec-
tively.
3. TESTS FOR 0 (1)R, R AND 0
(2)
R, R
For simplicity we denote
X (1)1 =X
(2)
1 =X1 , X
(1)=[X1 : X2], X(2)=X=[X1 : X2 : X3],
(3.1)
r=b1 , q1&r=b2 , q2&q1=b3 , p&q2=b4 .
3.1. Canonical Form
Let Ai=Ai (A$i Ai)
&12 } (A$i A i)
12=H i Li , i=1, 2. Let H3 : N1 _(N1&k1)
and H4 : N2_(N2&k2) be the matrices such that [H1 : H3] # O(N1) and
[H2 : H4] # O(N2), where O(N) denotes the set of all orthogonal matrices
of order N. Applying the GramSchmidt orthogonalization to X=
[X1 : X2 : X3], we choose [B1 : B2 : B3 : B4] # O( p) and a triangular matrix
G such that
G11 G12 G13
X=[B1 : B2 : B3] _ 0 G12 G23&=BG, Bi : p_bi .0 0 G33
Let
R11 R12 R13
R=(X$X)&1=_R21 R22 R23& , Rij : bi_bj .
R31 R32 R33
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Then we can find a lower triangular matrix Q such that Q$RQ=I. In fact,
we may define Q as
I 0 0 R&1211 } 23 0 0
Q=_ I&R&1(23)(23)
I
R(23) 1
0
I&_0 I 0&_ 0 R&1222 } 3 0 & ,I &R33 R32 I 0 0 R&1233
where
R(23) 1 =_R21R31& , R(23)(23) =_
R22
R32
R23
R33 & , (3.2)
R11 } 23=R11&R1(23) R
&1
(23)(23)R(23) 1 , R22 } 3=R22&R23R
&1
33 R32 .
These notations are in the following used for other matrices.
Let T[BG$&1Q : B4] and consider new observation matrices by a one-
to-one transformation
_ Z iZ i+2&=[H i : Hi+2]$ Yi T, i=1, 2. (3.3)
Then we can see that
_Z1Z3&=_
Z11
Z31
Z12
Z32
Z13
Z33
Z14
Z34&
tNN1_p \_3110
312
0
0
0
0
0& , 0 (1) I+ ,
(3.4)
_Z2Z4&=_
Z21
Z41
Z22
Z42
Z23
Z43
Z44
Z44&
tNN2_p \_3210
322
0
323
0
0
0& , 0(2)I+ ,
where L1 51 [I : 0] Q
&1 = [311 : 312 : 0], L2 5Q&1 = [321 : 322 : 323],
3ij : ki_bj and 0(i )=T$7(i )T. Here, (7(1), 7(2)) # 0 (2)r, r means that
0(i )=_2
(i )+_2I
0
0
_2I& , i=1, 2, (3.5)
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and (7(1), 7(2)) # 0 (1)r, r means that 0
(i ) satisfies (3.5) and 2(1)=2(2)(=2),
i.e., 0(1)=0(2) (=0). Further, (7(1), 7(2)) # 0(i )
* , *
 (0(1), 0 (2)) # 0(i )
* , *
,
i=1, 2. We partition 0(i ) into b1 , ..., b4 rows and columns,
0(i )=_
0 (i )11
0 (i )21
0 (i )31
0 (i )41
0 (i )12
0 (i )22
0 (i )32
0 (i )42
0 (i )13
0 (i )23
0 (i )33
0 (i )43
0 (i )14
0 (i )24
0 (i )34
0 (i )44
& . (3.6)
The structure (3.5) is obtained if
0 (i )1(234)=0 and 0
(i )
(234)(234)=_
2I
with the restriction that 0 (i )11 _
2I.
3.2. LR Tests
We will use the following notation.
S(1)=Z$3Z3 , S
(2)=Z$4 Z4 ,
S=S(1)+S(2)
U(1)=Z$1Z1 , U
(2)=Z$2 Z2 .
The submatrices of S (i ), S, U(i ), etc., are partitioned into b1 , ..., b4 rows and
columns as in (3.6).
First we consider the LR test for testing Problem I given by (2.10). Let
0(1)=0(2)=0 and 2 (1)=2(2)=2. Let the likelihood function which is
based on the joint density of Z1 , ..., Z4 under 0(1)* , * and 0
(1)
r, r be denoted
by L(1)
* , *
(3, 0) and L (1)r, r(3, _
2, 2), respectively. Then
&2 ln L(1)
* , *
(3, 0)
=Np ln 2?+N ln |0|+tr 0&1S
+tr 0&1[Z1(12)&31(12) : Z1(34)]$ [Z1(12)&31(12) : Z1(34)]
+tr 0&1[Z2(123)&32(123) : Z24]$ [Z2(123)&32(123) : Z24].
Minimizing the above function with respect to 31(12) and 32(123) yields
min
31(12) , 32(123)
&2 ln L(1)
* , *
(3, 0)
d (1)
* , *
(0)=Np ln 2?+N ln |0|
+tr 0&1S+tr 0&1(34)(34) U
(1)
(23)(34)+tr 0
&1
44 U
(2)
44 .
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Using Lemma A.3 of the Appendix we have
min
31(12) , 32(123)
d (1)
* , *
(0)
=Np[ln(2?N)+1]
+N ln[ |S(12)(12) } 34 | } |(S+U (1))33 } 4 | } |(S+U(1)+U (2))44 |].
It is easy to obtain the minimum of &2 ln L (1)r, r(3, _
2, 2) with respect to
31(12) and 32(123) , which is given by
d (1)r, r(_
2, 2)=Np ln 2?+N( p&b1) ln _2+
1
_2
s2+N ln |1|+tr 1&1S11 ,
where s2=tr S(234)(234)+tr U (1)(34)(34)+tr U
(2)
44 and 1=2+_
2I. Neglecting
the restriction 1_2 I, we have that the minimum of d (1)r, r(_
2, 2) occurs at
_~ 2=
1
N( p&b1)
s2, 2 =
1
N
S11&_~ 2 I. (3.7)
However, 2 is not nonnegative definite unless
lb1 N_~
2, (3.8)
where l1 } } } lb1 are the characteristic roots o S11 . The correct solution
is given (see Lemma A.1 of the Appendix) as follows. Let ci be the charac-
teristic vector of S11 such that
S11=CLC$, L=diag(l1 , ..., lb1), C=(c

1 , ..., c

b1
).
Let m be the integer such that lm N_~ 2>lm+1 N. Then, the minimum of
d (1)r, r(_
2, 2) occurs at
_^2=[N( p&b1)+N( p&m)]&1 [s2+lm+1+ } } } +lb1], 2 =CDmC$,
(3.9)
where Dm=diag(l1 N&_^2, ..., lm N&_2, 0, ..., 0). Note that _^2=_~ 2 and
2 =2 when m=b1 or (3.8) holds. In general,
min
_2>0, 20
d (1)r, r(_
2, 2)=d (1)r, r(_^
2, 2 )d (1)r, r(_~
2, 2 ). (3.10)
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From the above results we can write the LR criterion *I as
[*I]2N=(1N) p |S(12)(12) } 34 | } |(S+U(1))33 } 4 | } |(S+U (1)+U(2))44 |
_[ |1 | (_^2) p&b1]&1 exp[ p&( p&b1) _^2_^2&tr 1 &11 ], (3.11)
where 1 =2 +_~ 2I=N &1S11 and 1 =2 +_^2I.
Theorem 3.1. The LR criterion *I for the testing problem I, given by
(2.10), can be expressed as
[*I]2N=4I=4142 4344 , (3.12)
where
41 =|S|[ |S11| } |S(234)(234) |],
42=|S(234)(234) |<{ 1p&b1 tr S(234)(234) =
p&b1
,
43=[ |(S+U(1))33 } 4 | } |(S+U(1)+U (2)44 )||S(34)(34) |]
_{ 1N( p&b1) tr S(234)(234) _~ 2=
p&b1
,
44=[ |1 ||1 |][_~ 2_^2] p&b1 exp[ p&( p&b1) _~ 2_^2&tr 1 &11 ].
The main part of 4I is 41 42 where 41 and 42 are test statistics for
01(234)=0 and 0(234)(234)=_2 I, respectively. Note that 41 4244 is a LR
statistic based on the joint density of Z3 and Z4 . Hence, 43 can be regarded
as a correction factor when we use additional information contained in the
joint density of Z1 and Z2 . The statistic 44 can be regarded as a correction
factor when we use simplified or approximate estimators _~ 2 and 2 instead
of _^2 and 2 . It follows that
0<441 (3.13)
and 44=1 if and only if (3.8) holds.
Next we consider the testing problem II, given by (2.11). Let the
likelihood functions under 0 (2)
* , *
and under 0 (2)r, r be denoted by
L(2)
* , *
(3, 0(1), 0(2)) and L (2)r, r(3, _
2, 2(1), 2(2)), respectively. Then
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&2 ln L (2)
* , *
(3, 0(1), 0(2))
=Np ln 2?+N1 ln |0(1)|+N2 ln |0(2)|
+tr 0(&1)
&1[[Z1(12)&31(12) : Z1(34)]$ [Z1(12)&31(12) : Z1(34)]+Z$3Z3]
+tr 0(2)
&1[[Z2(123)&32(123) : Z24]$ [Z2(123)&32(123) : Z24]+Z$4Z4].
Similarly, we can show that the minimum of &2 ln L (2)
* , *
(3, 0(1), 0(2)) is
given by
Np(ln 2?+1)+N1 ln[ |0 (1)(12)(12) } 34 | } |0
(1)
(34)(34) |]
+N2 ln[ |0 (2)(123)(123) } 4 | } |0
(2)
44 |], (3.14)
where N10 (1)(12)(12)}34=S
(1)
(12)(12)}34 , N10
(1)
(34)(34)=(S
(1)+U(1))(34)(34) , N20 (2)(123)(123)}4
=S (2)(123)(123) } 4 and N2 0
(2)
44 =(S
(2)+U(2))44 . The minimum of &2 ln L (2)r, r(3,
_2, 2(1), 2(2)) with respect to 3 is expressed as
d (2)r, r(_
2, 2(1), 2(2))
=Np ln 2?+N( p&b1) ln _2+
1
_2
s2
+N1 ln |1(1)|+tr 1(1)
&1 S (1)11 +N2 ln |1
(2)|+tr 1(2)
&1 S (2)11 ,
where 1(i)=2(i)+_2 I and s2 is the same quantity as in (3.7). Similarly, the
minimum of d (2)r, r(_
2, 2(1), 2(2)), when we neglect the restrictions 1(i)_2 I,
occurs at
_~ 2=
1
N( p&b1)
s2, 2 (i)=
1
Ni
S (i)11&_~
2 I, i=1, 2,
i.e., 1 (i)=N &1i S
(i)
11 . From Lemma A2 of the Appendix the general solution
is given as follows. Let l (i)1  } } } l
(i)
b1
and c

(i)
1 , ..., c

(i)
b1
be the characteristic
roots and vectors of S (i)11 such that
S (i)11 =C
(i)L(i)C(i)$, L(i)=diag(l (i)1 , ..., l
(i)
b1
),
C(i)=(c

(i)
1 , ..., c

(i)
b1
), i=1, 2.
Let (m1 , m2) be the pair of integers such that l (i)mi _~
2>l (i)mi+1 , i=1, 2. Then
the correct solution is given by
_^2={N( p&b1)+ :
2
i=1
N(bi&mi)=
&1
{s2+ :
2
i=1
(l (i)mi+1+ } } } +l
(i)
b1
)=
(3.15)
2 (i)=C (i)D (i)mi C
(i)$,
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where D (i)mi =diag(l
(i)
1 Ni&_^
2, ..., l (i)mi N i&_^
2, 0, ..., 0). Note that
min
_2>0, 2(i)0
d (2)r, r(_
2, 2(1), 2(2))=d (2)r, r(_^
2, 2 (1), 2 (2))
d (2)r, r(_~
2, 2 (1), 2 (2)). (3.16)
Equality holds in (3.16) if and only if l (1)b1 N_~
2 and l (2)b1 N_~
2. The con-
dition implies that _^2=_~ 2 and 2 (i)=2 (i). Decomposing the LR criterion
obtained from the above results establishes the following theorem.
Theorem 3.2. The LR criterion *II for the testing problem II, given by
(2.11), can be expressed as
*2NII =4II=(4
(1)
1 4
(1)
2 )
N1 N (4 (2)1 4
(2)
2 )
N1N 4 3 4 4 , (3.17)
where 4 (i)1 and 4
(i)
2 are the statistics obtained from 41 and 42 by substituting
S(i) into S,
4 3 =[ |(S(1)+U(1)) (34)(34) ||S (1)(34)(34) |]
N1 N
_[ |(S(2)+U(2))44 ||S (2)44 |]
N2 N
__{ 1N1 ( p&b1) tr S (1)(234)(234)=
N1N
_{ 1N2 ( p&b1) tr S (2)(234)(234)=
N2 N 1
_~ 2&
p&b1
,
4 4=[ |1 (1)||1 (1)|]N1 N [ |1 (2)||1 (2)|]N2 N (_~ 2_^2) p&b1
_exp {p&( p&b1) _~ 2_^2&N1N tr 1 (1)&1 1 (1)&
N2
N
tr 1 (2)
&1
1 (2)= .
We note that the statistics 4 (i)1 , 4
(i)
2 , 4 3 , and 4 4 which appeared in
(3.17) have properties similar to 41 , 42 , 43 , and 44 of (3.12).
3.3. Asymptotic Null Distribution
For the statistic 41 and 42 which were used in the previous section, it
is well known (see, e.g., Anderson, 1984) that
P(&n\i ln 4ix)=P(/2fix)+O(n
&2),
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where n=N&k, f1=b1 ( p&b1), f2= 12( p&b1)( p&b1+1)&1, \1=
1&(2n)&1 ( p+1), \2=1&(6n)&1 [2( p&b1)2+ p&b1+2]. Since 41 and
42 are independent, we have
P(&n\ ln 41 , 42x)=P(/2f x)+O(n
&2), (3.18)
where f =f1+ f2 and \=( f1\1+ f2\2) f.
In order to study the asymptotic behavior of 43 , let
1
n
S=_10
0
_2I&+
1
- n
V.
When substituting this expression into 43 , we can see that
&n ln 43 =
1
- n
[the terms of degree one in the elements of V]
+Op \1n+ . (3.19)
Therefore, 43 gives no effect for the asymptotic distributions of &n\ ln 4 I ,
where 4 I=414243 . It follows that
P(&n\ ln 4 Ix)=P(/2f x)+O \1n+ . (3.20)
Now we will consider the distribution of &n\ ln 4I . Let
B=[Z=(Z$1 : Z$2 : Z$3 : Z$4)$; restriction (3.8) holds].
The exact LR statistic 4I has the following properties; (i) 4I4 I ; (ii) 4I=
4 I if Z # B. Properties (i) and (ii) imply that
P(&n\ ln 4 I>x)P(&n\ ln 4I>x)P(&n\ ln 4 I>x)+P(Bc)
or equivalently
P(&n\ ln 4 Ix)&P(Bc)P(&n\ ln 4Ix)
P(&n\ ln 4 Ix). (3.21)
From (3.21) we can get a conservative percentage point of &n\ ln 4I by
using the percentage point of &n\ ln 4 I . Furthermore, this approximation
gives a better approximation of P(Bc) near zero. In general, it is shown
that limn   P(Bc)=0 if rank(2)=r.
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Next we consider the modified LR statistic.
4*II=(4 (1)1 4
(1)
2 )
n1n (4 (2)1 4
(2)
2 )
n2 n 4 34 4 , (3.22)
which may be used instead of 4II , where ni=Ni&ki , i=1, 2. By the same
considerations as in (3.18) we obtain that &n\* ln >2i=1 (4
(i)
1 4
(i)
2 )
ni n has
a better /2-approximation with 2f degrees of freedom, where \*=[ f1 (\(1)1 +
\(2)1 )+ f2 (\
(1)
2 +\
(2)
2 )](2f ), \
(i)
1 =1&(2ni)
&1 ( p+1), and \ (i)2 =1&(6ni)
&1
[2( p&b1)2+ p&b1+2]. The distributional properties of 4 3 and 4 4 in
Theorem 3.2 are similar to the ones of 43 and 44 in Theorem 3.1, and
therefore the details are omitted.
4. TESTS FOR 0 (1)r1 , r2 AND 0
(2)
r1 , r2
We have seen in Section 3 that the information of H$1Y1 and H$2 Y2 (or
Z1 and Z2) may be asymptotically neglected for the testing problems I and
II, especially when k1 and k2 are small. Furthermore, the LR test based on
all information, i.e., including Z1 and Z2 , could have been obtained but
this is very complicated. In the present section we consider LR tests for the
general testing problems III and IV given by (2.12) and (2.13), respectively,
which are based on the joint distribution of H$3 Y1 and H$4Y2 , solely. For
simplicity, we denote
X (1)1 =X1 , X
(2)
1 =X=[X1 : X2],
(4.1)
r1=b1 , r2&r1=b2 , p&r2=b3 .
4.1. Canonical Form
Since we are ignoring the information given by H$1Y1 and H$2Y2 , we can
more easily obtain a canonical version of the model. Let [B1 : B2 : B3] be
an orthogonal matrix such that
X=[X1 : X2]=[B1 =B2] _G110
G12
G22&=BG, Bi : p_bi .
Let
R=[[X1 : X2]$ [X1 : X2]]&1=_R11R21
R12
R22&
256 FUJIKOSHI AND VON ROSEN
and
Q=_ I&R&122 R21
0
I&_
R&1211 } 2
0
0
R&1222 & .
Then Q$RQ=I.
A canonical form is obtained by considering the one-to-one transforma-
tion
Zi+2=H$i+2 Yi[BG$Q
&1 : B3], i=1, 2. (4.2)
The distribution of Zi+2 is given by
Zi+2 tNni_p (0, 0
(i )I), i=1, 2, (4.3)
where
0(i )=[BG$Q&1 : B3]$ 7
(i )[BG$Q&1 : B3].
The random coefficient covariance structure (2.5) can be expressed in the
canonical form as
0(1)=_9
(1)+_2I
0
0
_2 I& , 0(2)=_
9 (2)+_2I
0
0
_2 I& , (4.4)
where 9(1)=R&1211 } 2 2
(1)R&1211 } 2 : q1 _q1 and 9
(2)=Q$2(2)Q: q2 _q2 . Let 9(2)
be partitioned as
9(2)=_9
(2)
11
9 (2)21
9 (2)12
 (2)22 & , 9 (2)ij : bi _bj .
Note that restriction (i) in (2.3) does not always imply a simple restriction
9 (1)11 =9
(2)
11 . (4.5)
A sufficient condition for (4.5) is that X1 and X2 are orthogonal, i.e.,
X$1X2=0. (4.6)
This condition is satisfied, for example, if a model is based on orthogonal
polynomials in a polynomial growth curve model.
We will now consider testing Problem III under the assumption of (4.5)
or (4.6) as well as testing Problem IV without any restriction on X.
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4.2. LR Tests
We will use the following notations.
Z3 =[Z31 : Z32 : Z33], Z3 j : n1_bj
Z4=[Z41 : Z42 : Z43], Z4 j : n2_bj
S (i )11 S
(i )
12 S
(i )
13
S(i )=Z$i+2Zi+2=_S (i )21 S (i )22 S (i )23& , i=1, 2,S (i )31 S (i )32 S (i )33
S=S(1)+S(2), n=n1+n2 .
Under 0(2)
* , *
, given by (2.9), &2 log likelihood equals
np ln 2?+n1 ln |0(1)|+tr 0 (1)
&1
S(1)+n2 ln |0 (2)|+tr 0(2)
&1
S (2),
and its minimum is given by
np(ln 2?+1)+n1 ln } 1n1 S(1) }+n2 ln }
1
n2
S(2) }.
Now consider the &2 log likelihood for 0 (1)r1 , r2 , given by (2.6), together
with (4.5). Letting 9(2)=9, we can express the minimum of the log
likelihood as
d (1)r1 , r2(_
2, 9)=np ln 2?+n~ ln _2+
1
_2
s~ 2
+n1 ln |111|+tr 1&111 S11+n2 ln |1|+tr 1
&1S (2)(12)(12) ,
where n~ =n1 (b2+b3)+n2 b3 , s~ 2=tr S (1)(23)(23)+tr S
(2)
33 , and
1=_111121
112
122&=9+_2I.
Note that
d (1)r1 , r2(_
2, 9)
=np ln 2?+n~ ln _2+
1
_2
s~ 2
+n1 ln |111|+tr 1&111 S11+n2 ln |122 } 1|+tr 1
&1
22 } 1S22 } 1
+tr1&122 } 1(1
&1
11 112&S
(2)&1
11 S
(2)
12 )$ S
(2)
11 (1
&1
11 112&S
(2)&1
11 S
(2)
12 ).
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This implies that
min d (1)r1 , r2(_
2, 9)
=d (1)r1 , r2(_^
2, 9 )d (1)r1 , r2(_~
2, 9 )
=np(ln 2?+1)+n~ ln \1n s~ 2++n ln }
1
n
S11 }+n2 ln } 1n2 S (2)22 } 1 } , (4.8)
where _~ 2=s~ 2n~ and 9 (or 2 ) is defined through the relation (4.7) and
1 11=
1
n
S11 , 1 22 } 1=
1
n2
S (2)22 } 1 , 1
&1
11 1 12=S
(2)&1
11 S
(2)
12 . (4.9)
The solution (_~ 2, 9 ) given by (4.8) is an optimum one if and only if
1 &_~ 2I0. (4.10)
Otherwise, if we would like to obtain the LR test we have to modify it. This
modification is left as a future problem. Here we propose an approximate
LR test based on d (1)r1 , r2(_~
2, 9 ) instead of d (1)r1 , r2(_^
2, 9 ), which is given by
[* (1)r1 , r2]
2n= } 1n1 S(1) }
n1 n
} 1n2 S(2) }
n2 n
<
{} 1n S11 } }
1
n2
S (2)22 } 1 }
n2 n
(s~ 2n~ )n~ n= . (4.11)
The statistic * (1)r1 , r2 can be decomposed as in the following theorem.
Theorem 4.1. The test statistic * (1)r1 , r2 for testing problem III when (4.5)
or (4.6) holds can be expressed as
[* (1)r1 , r2]
2n=4 III=T0 (T (1)1 T
(1)
2 )
n1 n (T (2)1 T
(2)
2 )
n2 n T3 , (4.12)
where
T0 =[nn(nn11 n
n2
2 )]
b1 n |S (1)11 |
n1 n |S (2)11 |
n2 n|S (1)11 +S
(2)
11 |,
T (1)1 =|S
(1)|[ |S (1)11 | |S
(1)
(23)(23) |],
T (1)2 =|S
(1)
(23)(23) |<{ 1b2+b3 tr S (1)(23)(23) =
b2+b3
,
T (2)1 =|S
(2)|[ |S (2)(12)(12) | |S
(2)
33 |],
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T (1)2 =|S
(2)
33 |<{ 1b3 tr S (2)33 =
b3
,
T3=[[n1 (b2+b3)]&n1(b2+b3) (n2b3)&n2b3 n~ n~
_[tr S (1)(23)(23)]
n1(b2+b3) [tr S (2)33 ]
n2 b3 [tr S (1)(23)(23)+tr S
(2)
33 ]
&n~ ]1n.
The random-coefficient covariance structure (4.4) when (4.5) holds can
be expressed as 0 (1)11 =0
(2)
11 , 0
(1)
1(23)=0, 0
(1)
(23)(23)=_
2I, 0 (2)(12) 3=0, and
0(2)33 =_
2I. The statistics T0 , T (1)1 , T
(1)
2 , T
(2)
1 , and T
(2)
2 are test statistics for
each of these restrictions. The statistic T3 may be regarded as a correction
factor, but it can be shown that the factor gives no effect to the asymptotic
distribution of &n ln 4 III .
Next we consider the LR test for the testing problem IV, given by (2.14).
Let 1(i )=9(i )+_2 I. Under 0 (2)r1 , r2 we can express the &2 log likelihood as
d (2)r1 , r2(_
2, 9(1), 9(2))
=np ln 2?+n~ ln _2+
1
_2
s~ 2
+n1 ln |1(1)|+tr 1 (1)
&1
S (1)11 +n2 ln |1
(2)|+tr 1(2)
&1
S (2)(12)(12) .
Here 1(1) and 1(2) are restricted to satisfy 1(1)_2 I and 1(2)_2 I. The
minimization problem is very similar to the one for d (2)r1 , r2(_
2, 2(1), 2(2)). Let
l (1)1  } } } l
(1)
b1
and c

(1)
1 , ..., c

(1)
b1
be the characteristic roots and vectors of
S(1)11 as in the previous section. Let l
(2)
1 > } } } >l
(2)
b1+b2
and c

(2)
1 , ..., c

(2)
b1+b2
be
the characteristic roots and vectors of S (2)(12)(12) such that S
(2)
(12)(12)=
C(2) L(2)C (2)$, where L(2)=diag(l (2)1 , ..., l
(2)
b1+b2
) and C(2)=(c

(2)
1 , ..., c

(2)
b1+b2
).
Let (m1 , m2) be the pair of integers such that
l (1)m1 n1_~
2>l (1)m+1 n1 , l
(2)
m2
n2_~ 2>l (2)m+1n2 .
Then the minimum of d (2)r1 , r2(_
2, 9 (1), 9(2)) occurs at
_^2=
s~ 2+l (1)m1+1+ } } } +l
(1)
b1
+l (2)m2+1+ } } } +l
(2)
b1+b2
n~ +n1 (b1&m1)+n2 (b1+b2&m2) (4.13)
9 (i )=C(i ) D (i )mi C
(i )$,
where D (i )mi =diag(l
(i )
1 ni&_^
2, ..., l (i )mi n i&_^
2, 0, ..., 0). When m1=b1 and
m2=b1+b2 , i.e.,
min(l (1)b1 n1 , l
(2)
b1+b2
n2)_~ 2, (4.14)
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it holds that
_^2=_~ 2
9 (1)=9 (1)=
1
n1
S (1)11 &_~
2I, i.e. 1 (1)=
1
n1
S (1)11 , (4.15)
9 (2)=9 (2)=
1
n2
S (2)(12)(12)&_~
2 I, i.e. 1 (2)=
1
n2
S (2)(12)(12) .
These results give the following theorem.
Theorem 4.2. The LR criterion * (2)r1 , r2 for testing Problem IV, is given by
(2.14), can be expressed as
[* (2)r1 , r2]
2n=4IV=(T (1)1 T
(1)
2 )
n1 n (T (2)1 T
(2)
2 )
n2 n T3T4 , (4.16)
where T (i )1 , T
(i )
2 , and T3 are given in Theorem 4.1 and
T4 =[ |1 (1)||1 (1)|]n1 n [ |1 (2)||1 (2)|]n2 n (_~ 2_^2)n~ n
_exp {p&n~n _~ 2_^2&
n1
n
tr 1 (1)
&1
1 (1)&
n1
n
tr 1 (1)
&1
1 (1)= .
We note that the statistic T4 is a correction factor when we use an
approximate solution (_~ 2, 9 (1), 9 (2)) instead of the optimum solution
(_^2, 9 (1), 9 (2)).
4.3. Asymptotic Null Distribution
First we note that T0 and [T (1)1 , T
(1)
2 , T
(2)
1 , T
(2)
2 , T3] in Theorem 4.1 are
independent as well as that T0 , T (1)1 , T
(1)
2 , T
(2)
1 , T
(2)
2 are mutually inde-
pendent. The first result follows from the expression
4III =T0 _} 1n1 S (1)(23)(23) } 1 }
n1
} } 1n2 S (2)(23)(23) } 1 }
n2
_} 1n2 S (1)22 } 1 }
&n2
{1n~ s~ 2=
&n~
&
1n
.
The second result follows from the first results and the fact that T (1)1 , T
(1)
2 ,
T (2)1 , T
(2)
2 are mutually independent. Next we note that T3 does not effect
the asymptotic distribution of &n ln 4 III or &n ln 4IV .
It is well known (see, e.g. Anderson, 1984) that
P(&n{0 ln T0x)=P(/2f0x)+O2 ,
P(&n{ (i )j ln(T
(i )
j )
ni nx)=P(/2f j(i)x)+O(n
&2
i ), i, j=1, 2,
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where O2 are the terms of order 2 with respect to n&11 and n
&1
2 . Here the
degrees of freedom, f0 , f (i )j , and the correction terms, {0 , {
(i )
j , are given by
f0 = 12b1 (b1+1), f
(1)
1 =b1 ( p&b1), f
(1)
2 =
1
2 ( p&b1)( p&b1+1)&1,
f (2)1 =(b1+b2) b3 , f
(2)
2 =
1
2b3 (b3+1)&1,
{0=1& 16 [n(n1 n2)&n
&1][2b21+3b1&1](b1+1),
{ (1)1 =1&
1
2 n
&1
1 ( p+1), {
(1)
2 =1&
1
6n
&1
1 [2( p&b1)
2+ p&b1+2],
{ (2)1 =1&
1
2 n
&1
2 ( p+1), {
(2)
2 =1&
1
6n
&1
2 [2b
2
3+b3+2].
The main parts of 4 III and 4IV may be defined by
4 (m)III =4 III T3 and 4
(m)
IV =4IV (T3T4), (4.17)
respectively. From the above given distributional results we obtain
P(&n{3 ln 4 (m)III x)=P(/
2
f3
x)+O2 ,
(4.18)
P(&n{4 ln 4 (m)IV x)=P(/
2
f4
x)+O2 ,
where f3= f0+2i, j=1 f
(i )
j , f4=
2
i, j=1 f
(i )
j , {3=(1f3)[ f0{0+
2
i, j=1 f
(i )
j {
(i )
j ],
and {4=(1f4) 2i, j=1 f
(i )
j {
(i )
j .
The statistics 4 (m)III and 4
(m)
IV may be used as simple and approximate
versions of 4 III and 4IV , respectively. For the behavior of T4 , we can also
use the same property as the one given in (3.21). It is possible to obtain an
asymptotic nonnull distribution under local alternatives and fixed alter-
natives by using a perturbation method.
5. A NUMERICAL EXAMPLE
To illustrate our models and results we consider the dental measurement
data (see Potthoff and Roy, 1964), which were obtained for each of 11 girls
and 16 boys at ages 8, 10, 12, and 14 years. We shall analyze these data
by deleting one boy (23, 20.5, 31, 26) who may be considered to be an out-
lier. It is natural to assume (see Fujikoshi et al, 1999) that the growth
curve is linear for the girls’ group and quadratic for the boys’ group. Then
using orthogonal polynomials we can assume an extended growth curve
model given by
Y1 tNN1_p (1N1 , (!11!12) X$1 , 7
(1)I),
(5.1)
Y2tNN2_p (1N2 , (!21!22!23) X$, 7
(2)I),
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where N1=11, N2=15, p=4 and 1N is the N dimensional column vector
whose elements are all one,
X1=\
1
1
1
1
&3
&1
1
3
+ , X=(X1 : X2), X2=\
1
&1
&1
1
+ . (5.2)
Here 7(1)=7(2)=7 and 7 is unrestricted.
Now we want to test a hypothesis that 7(i )’s have random-coefficient
covariance structure, i.e.,
7(1)=X12
(1)X$1+_2 I, 7(2)=X2(2)X$+_2I (5.3)
with 2(1)=2 (2)11 , as in (2.5). From Theorem 4.1 we can test this hypothesis
by using the statistic 4 II in (4.12). Here n1=N1&1, n2=N2&1, b1=2,
b2=b3=1, n=n1+n2 , and n~ =n1 (b2+b3)+n2 b3 . Further, let n&11 V
(1)
and n&12 V
(2) be the sample covariance matrices for the sets of data of girls
and boys, respectively. Then
S (1)ij =B$iV
(1)Bj , S
(2)
ij =B$iV
(2)Bj , (5.4)
where
B1=X1 \- 40
0
- 20+ , B2=
1
- 4
X2 , B3=
1
- 20 \
&1
3
&3
1
+ .
We have
S(1)=\
177.23
15.87
4.76
&10.88
15.87
9.65
&1.00
&0.77
4.76
&1.00
4.93
&1.80
&10.88
&0.77
&1.80
4.83
+ ,
S(2)=\
200.58
&0.91
&8.42
&21.86
&0.91
48.75
&8.72
10.86
&8.42
&8.72
18.18
&10.30
&21.86
10.86
&10.30
18.12
+ ,
and T0=0.788, T (1)1 =0.815, T
(1)
2 =0.864, T
(2)
1 =0.445, T
(2)
2 =1.00, T3=0.847,
4 III=0.360. Note that the null distribution of &n{3 log 4 III can be
approximated as /2f3 (see Section 4.3), where f3=12 and {3=0.84. The
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actual value of &n{3 log 4 III is 20.6, which is just below the 50 level.
Hence the null hypothesis in Problem II is not rejected.
APPENDIX
In this appendix we list some results on the minimization problems.
Let s2>0, S>0 : p_p be known and _2>0, 20 : p_p be unknown.
Consider a function
g(_2, 2)= f0 ln _2+
1
_2
s2+ f1 ln |7|+tr 7&1S, (A.1)
where fi>0 and 7=2+_2I. We will derive a solution of (_2, 2) when
minimizing g(_2, 2) with respect to the restrictions _2>0 and 20. Let
l1 } } } lp and c

1 , ..., c

p be the characteristic roots and vectors of S such
that
S=CLC$, L=diag(l1 , ..., lp), C=[c

1 , ..., c

]. (A.2)
Let
_~ 2=
1
f0
s2, 4 =
1
f1
S&_~ 2I, \i.e. 7 = 1f1 S+ ,
which is an optimum solution in the case when the restriction 7_2I is
disregarded. The optimum solution is given (see Schott, 1985; Khatri and
Rao, 1988) in the next lemma.
Lemma A.1. Let m be the integer such that lm  f1_~ 2>lm+1  f1 . Then
the minimum of g(_2, 2) subject to _2>0 and 20, occurs at
_^2=(s2+lm+1+ } } } +lp)[ f0+( p&m) f1],
2 =CDmC$,
where Dm=diag(l1  f1&_~ 2, ..., lm f1&_~ 2, 0, ..., 0).
In (A.1) let 7 be defined by 7=2+_2R, where R is a known positive
definite matrix. We note that this problem can easily be reduced to the one
in (A.1).
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Next we consider a generalized version. Let S(i )>0 : pi_pi , i=1, ..., k,
be known and 4(i )0 be unknown. Consider the function
gk (_2, 2(1), ..., 2(k))=f0 ln _2+
1
_2
s2
+ :
k
i=1
[ fi ln |7(i )|+tr 7(i )
&1 S(i )], (A.3)
where f0>0, fi>0, and 7(i )=7(i )+_2I. Let l (i )1 > } } } >l
(i )
pi
and c

(i )
1 , ..., c

(i )
pi
be the characteristic roots and vectors of S(i ) such that
S(i )=C(i )L(i )C(i )$, L(i )=diag(l (i )1 , ..., l
(i )
pi
),
C(i )=[c

(i )
1 , ..., c

(i )
p ], i=1, ..., k. (A.4)
Then we can show the following result.
Lemma A.2. Let (m1 , ..., mk) be integers such that l (i )mi  f i_~
2>
l (i )mi+1 f i , i=1, ..., k. Then the minimum of gk (_
2, 2(1), ..., 2(k)), when _2>0
and 2(i )0, occurs at
_^2=\s2+ :
k
i=1
:
pi
j=mi+1
l (i )j +<{f0+ :
k
i=1
( pi&m i) f i= ,
2 (i )=C(i ) D (i )mi C
(i )$, i=1, ..., k,
where D (i )mi =diag(l
(i )
1  fi&_~
2, ..., l (i )mi  fi&_~
2, 0, ..., 0).
Proof. Let * (i )1  } } } *
(i )
pi
and #
~
(i )
1 , ..., #
~
(i )
pi
be the characteristic roots
and vectors of 7(i ) such that
7(i )=1(i )4(i )1(i )$, 4 (i )=diag(* (i )1 , ..., *
(i )
pi
), 1(i )=[#
~
(i )
1 , ..., #
~
(i )
pi
].
Note that
tr 7(i )
&1
S (i )=tr 4(i )
&1
1(i )$C(i )L(i ) C(i )$1(i )
tr 4(i )
&1
L(i )= :
pi
i=1
l (i )j *
(i )
j .
Equality holds if 1(i )$C(i )=I, i.e., 1(i )=C(i ). Therefore we have
gk (_2, 2(1), ..., 2(k)) f0 ln _2+
1
_2
s2+ :
k
i=1
:
pi
j=1 {fi ln *
(i )
j +
1
* (i )j
l (i )j = .
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Here * (i )j are restricted to satisfying *
(i )
j _
2 for j=1, ..., pi , i=1, ..., k. So
under the assumption of Lemma A.2, we need to look for the optimum
solution with respect to * (i )mi+1 , ..., *
(i )
pi
, i=1, ..., k and _2. The final result is
obtained by noting that such an optimum solution occurs on the boundary
*(1)m1+1= } } } =*
(1)
p1
= } } } =* (k)mk+1= } } } =*
(k)
pk
=_2.
We note that if l (i )pi fi_~
2, i=1, ..., k,
_^2=_~ 2, 7 (i )=2 (i )+_^I=
1
f i
S (i ), i=1, ..., k.
Now we will consider the case when the 2(i ) ’s are not independent
parameters. For simplicity, consider the case k=2. An important case is
when
2(2)=2=_211221
212
222& , 2(1)=211 .
Let
g~ (_2, 2)=f0 ln _2+
1
_2
s2+ f1 ln |711|+tr 7&111 S
(1)
+ f2 ln |7|+tr 7&1S(2), (A.5)
where
7=2+_2I=_711721
712
722& . (A.6)
Our problem is to find quantities which minimize g~ (_2, 2) subject to _2>0
and 20, i.e., 7_2 I. We can write
g~ (_2, 2)=f0 ln _2+
1
_2
s2+( f1+ f2) ln |711|
+tr 7&111 S
(1)+ f2 ln |722 } 1|+tr 7&122 } 1S
(2)
22 } 1
+tr 7&122 } 1(7
&1
11 712&S
(2)&1
11 S
(2)
12 )$
_S (2)11 (7
&1
11 712&S
(2)&1
11 S
(2)
12 ). (A.7)
Here 7 (2)ij are submatrices of S
(2) partitioned as in (A.6). It may be noted
that the restriction 7_2I implies 711_2I and 722 } 1_2 I, but its con-
verse is not true. Under the weak assumption 711_2I and 722 } 1_2I, we
can find an optimum solution of g^(_2, 2) by using Lemma A.2. However,
the original problem is left as a future problem.
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Finally, we state a general result on the minimum of d(1)
* , *
(0) in
Section 3.2. Let W(0)>0 : p_p, U(i )>0 : p_p, i=1, ..., k&1, be known
and 0>0 : p_p be unknown. Let W(0), U(i ), and 0 be partitioned into
g1 , ..., gk rows and columns. For example,
011 } } } 01k
0=_ b . . . b & , 0ij : gi_gj .0k1 } } } 0kk
We use the following notations
0 (12) 1 =[011 : 012],
011 } 2, ..., k=011&01(2, ..., k) 0
&1
(2, ..., k)(2, ..., k)0 (2, ..., k) 1 ,
W(i )=W(0)+U(i ), i=1, ..., k&1.
Let f>0 and
d(0)=f ln |0|+tr 0&1W(0)+tr 0&1(2, ..., k)(2, ..., k)U
(1)
(2, ..., k)(2, ..., k)+ } } }
+tr 0&1kk U
&1
kk .
Lemma A.3. The minimum of d(0) with respect to 0>0 occurs at
f0 ii } i+1, ..., k =W (i&1)ii } i+1, ..., k , i=1, ..., k&1,
0 &1(i+1, ..., k)(i+1, ..., k) 0 (i+1, ..., k) i =[W
(i&1)
(i+1, ..., k)(i+1, ..., k)]
&1 W (i&1)(i+1, ..., k) i ,
i=1, ..., k&1
f0 kk=W (k&1)kk .
The minimum is given by
d(0 )= fp \1+ln 1f++ f ln[ |W (0)11 } 2 } } } k | |W (1)22 } 3 } } } k | } } } |W (k&1)kk |].
For k=2 the lemma was shown by Gleser and Olkin (1970). The general
case was established by Banken (1984) (see also Fujikoshi et al. 1997).
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