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ON BASE PARTITIONS AND COVER PARTITIONS OF SKEW
CHARACTERS
CHRISTIAN GUTSCHWAGER
Abstrat. In this paper we give an easy ombinatorial desription for the
base partition B of a skew harater [A], whih is the intersetion of all parti-
tions α whose orresponding harater [α] appears in [A].
This we use to onstrut the over partition C for the ordinary outer prod-
ut as well as for the Shubert produt of two haraters and for some skew
haraters, here the over partition is the union of all partitions whose orre-
sponding harater appears in the produt or in the skew harater.
This gives us also the Durfee size for arbitrary Shubert produts.
1. Introdution
In this paper we give upper and lower bounds for partitions α suh that the
orresponding harater [α] an appear in a given outer produt or Shubert produt
of two haraters or in a skew harater.
We give in Remark 3.5 an easy ombinatorial desription for the base parti-
tion B of a skew harater [A], whih is the intersetion of all partitions α whose
orresponding harater [α] appears in [A].
Using [Gut1, Theorem 4.2℄ and the base partition we onstrut the over par-
tition C for the ordinary outer produt as well as for the Shubert produt of two
haraters and for some skew haraters. Here the over partition is the union of
all partitions whose orresponding harater appears in the produt or in the skew
harater.
2. Notation and Littlewood Rihardson Symmetries
We mostly follow the standard notation in [Sag℄. A partition λ = (λ1, λ2, . . . , λl)
is a weakly dereasing sequene of non-negative integers, λi alled the parts of λ.
For the length we write l(λ) = l and the sum |λ| =
∑
i λi. With a partition λ we
assoiate a diagram, whih we also denote by λ, ontaining λi left-justied boxes in
the i-th row and we use matrix style oordinates to refer to the boxes. Sometimes
we will use the short notation λ = (λl11 , λ
l2
2 , . . .) whih means λ has l1 times the
part λ1, l2 times the part λ2 and so forth.
The onjugate λc of λ is the diagram whih has λi boxes in the i-th olumn.
For µ ⊆ λ we dene the skew diagram λ/µ as the dierene of the diagrams λ and
µ dened as the dierene of the set of the boxes. Rotation of λ/µ by 180◦ yields
a skew diagram (λ/µ)◦ whih is well dened up to translation. A skew tableau T
is a skew diagram in whih the boxes are replaed by positive integers. We refer
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with T (i, j) to the entry in box (i, j). A semistandard tableau of shape λ/µ is a
lling of λ/µ with positive integers suh that the following inequalities hold for all
(i, j) for whih they are dened: T (i, j) < T (i+1, j) and T (i, j) ≤ T (i, j+1). The
ontent of a semistandard tableau T is ν = (ν1, . . .) if the number of ourrenes of
the entry i in T is νi. The reverse row word of a tableau T is the sequene obtained
by reading the entries of T from right to left and top to bottom starting at the
rst row. Suh a sequene is said to be a lattie word if for all i, n ≥ 1 the number
of ourrenes of i among the rst n terms is at least the number of ourrenes
of i+ 1 among these terms. The Littlewood Rihardson (LR-) oeient c(λ;µ, ν)
equals the number of semistandard tableaux of shape λ/µ with ontent ν suh that
the reverse row word is a lattie word. We will all those tableaux LR-tableaux.
The LR-oeients play an important role in dierent ontexts (see [Sag℄).
The irreduible haraters [λ] of the symmetri group Sn are naturally labeled
by partitions λ ⊢ n. The skew harater [λ/µ] to a skew diagram λ/µ is dened by
the LR-oeients:
[λ/µ] =
∑
ν
c(λ;µ, ν)[ν]
If c(λ;µ, ν) 6= 0 we say that [ν] appears in [λ/µ] and write [ν] ∈ [λ/µ]. If
c(λ;µ, ν) = 0 we write instead [ν] /∈ [λ/µ].
There are many known symmetries of the LR-oeients (see [Sag℄).
We have that c(λ;µ, ν) = c(λ; ν, µ). The translation symmetry gives [λ/µ] =
[α/β] if the skew diagrams of λ/µ and α/β are the same up to translation while
rotation symmetry gives [(λ/µ)◦] = [λ/µ]. Furthermore the onjugation symmetry
c(λc;µc, νc) = c(λ;µ, ν) is also well known.
Furthermore rearranging the parts of skew diagram λ/µ gives a partition α with
[α] appearing in [λ/µ]. This follows for example easily by writing into the on-
jugated skew diagram (λ/µ)c into eah olumn the entries 1 to the length of this
olumn. This means [αc] appears in [(λ/µ)c] and onjugating again gives that [α]
appears in [λ/µ]. We will use this fat later on.
We say that a skew diagram D deays into the disonneted skew diagrams A
and B if no box of A (viewed as boxes in D) is in the same row or olumn as a box
of B. We write D = A⊗B if D deays into A and B. A skew diagram is onneted
if it does not deay.
A skew harater whose skew diagram D deays into disonneted (skew) di-
agrams A,B is equivalent to the produt of the haraters of the disonneted
diagrams indued to a larger symmetri group. We have
[D] = ([A]× [B]) ↑
Sn+m
Sm×Sn
=: [A]⊗ [B]
with |A| = m, |B| = n. If D = λ/µ and A,B are proper partitions α, β we have:
[λ/µ] =
∑
ν
c(λ;µ, ν)[ν] =
∑
ν
c(ν;α, β)[ν] = [α]⊗ [β]
In the ohomology ring H∗(Gr(l,Cn),Z) of the Grassmannian Gr(l,Cn) of l-
dimensional subspaes of Cn the produt of two Shubert lasses σα, σβ is given
by:
σα · σβ =
∑
ν⊆((n−l)l)
c(ν;α, β)σν
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In [Gut1, Setion4℄ we established a lose onnetion between the Shubert prod-
ut and skew haraters. To use this relation later on we dene the Shubert produt
for haraters in the obvious way as a restrition of the ordinary produt:
[α] ⋆(kl) [β] :=
∑
ν⊆(kl)
c(ν;α, β)[ν]
The Durfee size d(λ) of a partition λ is d if (dd) ⊆ λ is the largest square
ontained in λ. The Durfee size of a harater χ is the biggest Durfee size of all
partitions whose orresponding harater appears in the deomposition of χ:
d(χ) = max(d(ν) | [ν] ∈ χ)
3. The Base Partition
In this setion we give in Remark 3.5 an easy ombinatorial desription for the
base partition B of a skew harater [A], whih is the intersetion of all partitions
α whose orresponding harater [α] appears in [A]. Sine we have that skew
haraters [A] whose skew diagram deays into two partitions A = µ ⊗ ν satises
[A] = [µ]⊗ [ν] this gives us also a ombinatorial desription for B([µ]⊗ [ν])
Denition 3.1. We say that a partition α is ontained in A if there is a subdiagram
of A whih is α or α◦.
For example the skew diagram A = (11, 6, 53, 4)/(32)
ontains the partitions α1 = (8, 3, 23, 1), α2 = (53, 4), α3 = (53, 22), α4 = (44, 12):
α1 :
X X X X X X X X
X X X
X X
X X
X X
X
α2 : X X X X X
X X X X X
X X X X X
X X X X
α3 :
X X
X X
X X X X X
X X X X X
X X X X X
α4 :
X
X
X X X X
X X X X
X X X X
X X X X
All other partitions ontained in A are subdiagrams of some αi.
Denition 3.2. For a skew diagram A dene the union partition Υ(A) as the
union of all partitions α whih are ontained in A. So:
Υ(A)i = max(αi | α is ontained in A)
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Sine an arbitrary partition α is the union of the retangles ((αi)
i) (for example
we have that α = (5, 3, 3, 2, 1) is the union of the ve retangles (51), (32), (33), (24)
and (15)), it is suient for Υ to restrit the union to all retangles α whih are
ontained in A but are not ontained in a larger retangle β ontained in A.
So in the above example we have Υ(A) = (8, 5, 5, 4, 2, 1) and there are 6 of those
maximal retangles.
Denition 3.3. For a harater χ we dene the base partition B(χ) as the inter-
setion of all α with [α] ∈ χ. So:
B(χ)i = min(αi | [α] ∈ χ)
Theorem 3.4. Let A be a skew diagram.
Then: Υ(A) = B([A])
Proof. From the LR-rule follows that if a retangle (ml) is ontained in A then
(ml) is ontained in every partition ν with [ν] ∈ [A]. So we have Υ ⊆ B = B([A]).
We will show by indution on the biggest length of a olumn ontained in A that
the lower bound for the rows of B is reahed for some partitions α with [α] ∈ [A].
Let us assume that the biggest length of a olumn in A is 1. Then A deomposes
into disonneted rows and Υ is the biggest row ontained in A.
We have a harater [α] ∈ [A] suh that α ontains the parts of [A] and so
α1 = Υ1 whih gives Υ1 = B1.
On the other hand if we plae 1s into every box of A we obtain a LR-tableau
and so we have [n] ∈ [A] with n = |A| whih gives us B2 = 0 and so Υ = B.
Let us now assume that Υ = B holds for all skew diagrams whih have olumns
of length not larger than n− 1 and let A be a skew diagram whih has one or more
olumns of length n.
Rearranging the parts of A gives again a partition α whose orresponding har-
ater satises [α] ∈ [A] and α1 = Υ1 and so again Υ1 = B1.
We will now prove that Υi = Bi holds also for i ≥ 2.
We have a 1 − 1-relation between the LR-tableaux A of shape A and 1s in the
top boxes of every olumn and arbitrary LR-tableaux D of shape D, where D is the
skew diagram A with the top boxes of every olumn removed, simply by removing
all 1s from A and replaing the entry i in A with i− 1.
If we have for example A = (63, 5, 42)/(42, 12) and some arbitrary LR-lling we
get with the above onstrution:
A = A =
1 1
2 2
1 1 1 3 3
2 2 2 4
1 3 3 5
2 4 4 6
←→ D =
1 1
2 2
1 1 1 3
2 2 4
1 3 3 5
Removing the top boxes of eah olumn from A redues eah of the maximal
retangles αi by one row and gives αˆi whih is then one of the maximal retangles
in D. So we get Υ(A)i+1 = Υ(D)i.
In the above example we have the following retangles αi in A and αˆi in D:
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α1 :
X X
X X
X X α2 :
X
X
X
X
α3 : X X X X X
αˆ1 :
X X
X X
αˆ2 :
X
X
X αˆ
3 :
α4 : X X X X
X X X X
α5 : X X X
X X X
X X X
X X X
α6 :
X X X X
X X X X
αˆ4 : X X X X αˆ
5 : X X X
X X X
X X X
αˆ6 :
X X X X
Sine the biggest length of olumns in D is n− 1 we have Υ(D) = B([D]). For
i ≥ 1 let [βˆi] ∈ [D] with βˆii = B([D])i. Sine the haraters [βˆ
i] ∈ [D] orrespond
to haraters [βi] ∈ [A], with βi = (j, βˆi) and j equal to the number of olumns in
A, we have in [A] haraters [βi] with:
βii+1 = βˆ
i
i = Υ(D)i = Υ(A)i+1
This gives Υ(A) = B([A]). 
The previous proof also gives us the following desription for the base partition
B([A]).
Remark 3.5. Let ρi(A) be the skew diagram obtained from A by removing in every
olumn the top i− 1 boxes.
Then we have that the i-th part Bi of the base partition B is the maximal part of
ρi(A), and so for A = λ/µ we have Bi = maxj |λi+j−1−µj |+ with |x|+ = max(0, x).
Also ρi(A) is the i-row overlap omposition dened in [RSW℄. There it was also
proved that equality of [A1] = [A2] for skew diagrams A1,A2 requires that ρi(A1)
and ρi(A2) must have the same parts in the same quantity for every i. This follows
easily from the 1 − 1 orrespondene used also in the proof of Theorem 3.4. In
[MN℄ these ρi(A) are used to get neessary onditions for positivity of [A1]− [A2].
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4. The Cover Partition
In this setion we use Remark 3.5 and [Gut1, Theorem 4.2℄ to determine for the
ordinary and the Shubert produt of two haraters and for some speial skew
haraters the over partition C, whih is the partition whih ontains all partitions
whose orresponding harater appears in the produt or the skew harater.
[Gut1, Theorem 4.2℄ states the following:
Theorem 4.1. Let µ, λ be partitions with µ ⊆ λ ⊆ (kl) with some xed integers
k, l. Set λ−1 = (kl)/λ.
Then: The oeient of [α] in [λ/µ] equals the oeient of [α−1] = [(kl)/α] in
[µ] ⋆(kl) [λ
−1]
We will use that for k ≥ µ1 + ν1, l ≥ l(µ)+ l(ν) the Shubert produt [µ] ⋆(kl) [ν]
is the ordinary produt [µ]⊗ [ν].
Let us assoiate a skew diagram A =
(
(kl)/µ
)◦
)/ν to partitions µ, ν. Here for
the Shubert produt k, l are xed by [µ] ⋆(kl) [ν] and for the ordinary produt
hosen as k = µ1 + ν1, l = l(µ) + l(ν). To obtain A we remove from the retangle
(kl) the partition ν as usual and the partition µ rotated by 180◦ from the lower
right orner.
We know by denition that if the box (i, j) is in the base partition B([A]) then
it is also in every partition α with [α] ∈ [A]. So if we remove α from (kl) to get
α−1 this box will be removed every time and so by Theorem 4.1 there annot be a
partition β (whih would be a rotated α−1) with [β] ∈ [µ] ⋆(kl) [ν] ontaining the
box (k − i, l − j).
On the other hand if the box (i, j) is not in the base partition then there is a
partition α with [α] ∈ [A] without this box. So if we now remove α from (kl) to
get α−1 this box is in α−1 and so there is a partition β (the rotated α−1) with
[β] ∈ [µ] ⋆(kl) [ν] whih does ontain the box (k − i, l− j).
So we get the following theorem:
Theorem 4.2. Let µ, ν be partitions and for xed integers k, l dene the skew
diagram A =
(
(kl)/µ
)◦
)/ν.
Then: C([µ] ⋆(kl) [ν]) =
(
(kl)/B([A])
)◦
Remark 4.3. Sine the Durfee size of the over partition of the produt is also the
Durfee size of the produt itself we an now easily read o the Durfee size of an
arbitrary Shubert produt. In [Gut2℄ we alulated the Durfee size only for some
speial kinds of Shubert produts.
As noted above for the right hoie of k, l this gives us also the over partition
C for the ordinary produt.
We will give a short Example and alulate for µ = (4, 3, 1) and ν = (5, 2, 2)
the over partition for the ordinary produt [µ] ⊗ [ν] and the Shubert produt
[µ] ⋆(74) [ν].
In the ase of the ordinary produt we rst onstrut the skew diagram
A1 = (93, 72, 4)/(4, 3, 1) =
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Using Remark 3.5 we get the base partition B([A1]) = (8, 7, 6, 4, 3) and so for the
over partition
C([µ]⊗ [ν]) = ((96)/B([A1]))◦ =
B B B
B B B B
B B B B B B
B B B B B B B
B B B B B B B B
= (9, 6, 5, 3, 2, 1)
where the boxes labeled B form the partition B([A1]).
Sine we have B([µ] ⊗ [ν]) = (5, 3, 2) we now have that if [α] ∈ [µ] ⊗ [ν] then
α has to satisfy (5, 3, 2) ⊆ α ⊆ (9, 6, 5, 3, 2, 1). These upper and lower bounds are
strit in the sense that there are no better bounds.
In the ase of the Shubert produt the skew diagram is:
A2 = (7, 5, 5, 2)/(4, 3, 1) =
Using Remark 3.5 we get the base partition B([A2]) = (4, 2, 1) and so for the over
partition
C([µ] ⋆(74) [ν]) = ((7
4)/B([A2]))◦ = B
B B
B B B B
= (7, 6, 5, 3)
where the boxes labeled B form the partition B([A2]). From this we an also read
o the Durfee size of the Shubert produt as d([µ] ⋆(74) [ν]) = d(C([A
2])) = 3.
Sine we have (5, 3, 2) = B([µ] ⊗ [ν]) ⊆ B([µ] ⋆(74) [ν]) we now have that if
[α] ∈ [µ] ⋆(74) [ν] then α has to satisfy (5, 3, 2) ⊆ α ⊆ (7, 6, 5, 3). Here the lower
bound is not strit and expliit alulations show B([µ] ⋆(74) [ν]) = (5, 4, 2).
In the same way we an also onstrut the over partition C of skew haraters
if we restrit the skew diagram in the way that the assoiated Shubert produt is
in fat an ordinary produt. If the skew diagram does not satisfy the onstraints of
the following theorem then we would only get a trivial upper bound for the over
partition.
Theorem 4.4. Let A = λ/µ be a skew diagram with λ = (λn1 , λn+1, . . . , λl), µ1 ≤
λl, l(µ) ≤ n and set λ
−1 = (λl1)/λ
Then: C([A]) =
(
((λ1)
l)/B([µ]⊗ [λ−1])
)◦
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