Abstract
T-lymphocyte response to vaccination represents the 21 primary immunogenicity endpoint in Phase I/II trials of 22 current candidate HIV vaccines (Koup et al., 1994; 23 Borrow et al., 1994; Rowland-Jones et al., 1995; Mazzoli 24 et al., 1997; Musey et al., 1997; Ogg et al., 1998; Goh et al., 25 1999) , and the use of a highly standardized, sensitive assay 26 to measure these responses is a critical requirement in the 27 development and evaluation of HIV vaccines. The ELISA-28 spot or ELISpot assay currently represents the primary automate the process of spot counting (Hudgens et al., 
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47 be used in algorithm design. In addition, such algorithms 48 must integrate an automated method for calibration to 49 background intensity levels that vary from plate to plate 50 and distinguish "true SFUs" from various artifacts that 51 include variable background intensity within wells (e.g., 52 edge effects) and contamination. Examples of images 53 from ELISpot assays that illustrate some aspects of this 54 variability are given in Fig. 1 later, to determine the number of spots within each glob.

107
We are first required to choose a thresholding value 108 to apply to a well to identify pixels belonging to globs.
109
Through empirical experimentation we chose, for each 
Training data
140
We use a set of training data to build a predictive The training data consist of glob data from 50 wells, 147 selected from three plates. For each glob we obtained an
148
"expert" count of the number spots within the glob. The 
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149 "expert" count of the number of spots within each glob 150 was provided by a senior immunologist. We provided 151 the expert with an Excel spreadsheet which contained 152 one page per well. On each page we displayed the 153 original TIFF image of the well, along with numbered, 154 computer-generated arrows super-imposed on the image 155 pointing to globs, which we had identified using the 156 thresholding and grouping technique described above. 157 In areas of high congestion, outlines were drawn to 158 separate globs. To the right of the image, a data entry 159 area was provided with a column displaying the glob 160 numbers and an empty column for the number of spots 161 judged to be within each glob. The expert examined 162 each image, and entered the number of spots for each 163 glob.
164
Discussions with the expert revealed a set of rules 165 that were used when counting spots. True spots are dark 166 in the center and slightly fuzzy on the edges. False spots 167 are either: (1) very faint and/or very small, (2) clustered 168 at the edges of the well, (3) aligned in a hair-like pattern 169 (indicates a cracked well), or (4) look like debris (very 170 dark and often not circular). The characteristics of the 171 globs that we chose to investigate were based on these 172 rules, and on our empirical observations of what glob 173 characteristics were important predictors of the number 174 of spots in each glob.
175
The nine glob characteristics were: (1) glob size, (2) 176 median intensity within glob, (3) ratio of maximum glob 177 intensity to minimum glob intensity, (4) variance of glob 178 intensity, (5) ratio of variance of glob intensity to mean 179 glob intensity, (6) median distance of the glob from the 180 center of the well, (7) whether or not the glob is located 181 near the edge of the well, which is defined as whether or 182 not the median distance of the glob from the center of 183 the well is greater than 75% of the longest radius in the 184 well (the well is almost, but not quite a perfect circle), 185 (8) the percent of the pixels in the box which bounds the 186 glob which are glob pixels, (9) the square of the log of 
203
We select a set of n training wells, pre-processed as (Royall, 1986) to provide empirical esti-235 mates of the standard errors. This approach provides a 236 consistent estimator of the standard errors, given 237 independent glob counts.
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238
The over-dispersion parameter, along with sandwich 239 estimation, is designed to account for components of 240 variation that are attributed to well and/or plate. 241 Although there are methods for improving prediction 242 error of counts for one well using data from other wells 243 on the same plate, in our experience working with 244 laboratory scientists, they prefer to make prediction for 245 each well independently. We wish to have a general 246 method and not one which needs retuning in each 247 different scenario.
248
Once we have selected the best predictive model of 249 the type described above, based on the training data, the 250 model can be used to predict the number of spots in a 251 new well. Let X j denote the glob characteristics of a new 252 well containing j = 1, …, n new , globs, for which we 253 require an estimate of the number of spots, call this θ.
254
Once estimates β and κ are obtained, a prediction is 255 available via ĥ ¼ P n new j¼1 expðX j bÞ, which is an unbiased 256 estimate.
257
Using the delta method to obtain the variance of θ,
258
we obtain an approximate 95% interval for the total 259 number of spots that is given by:
where V is the sandwich estimate of the variance of β. 
Results
263
We wish to use the training data to decide on which interaction with the discrete glob characteristic, edge.
272
We use a cross-validation technique, in which we use 49 273 of the training wells to estimate the parameters of model,
274
M k , k = 1, …, K, and then predict the number of spots in 
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275 the 50th well; repeating this procedure and leaving out a 276 different well each time, gives a set of predictions Ŷ ij k 277 under model k, so that we can calculate the model 278 assessment sum of squares criteria
279 280 k = 1, …, K . After training the model with data from 281 globs from 50 wells, we found the best model, based on 282 the minimum SS k .
283
The best model was found to contain eight glob 284 characteristics and three interaction terms with the glob 285 characteristic edge: (1) edge, (2) height-width ratio, 286 defined as the square of the log of the ratio of the 287 dimensions (height and width) of the box which bounds 288 the glob, (3) median intensity, (4) variance of the 289 intensity, (5) variance of the intensity divided by the 290 mean intensity, (6) size, (7) median distance from the 291 center of the well, (8) the ratio of the maximum intensity 292 to the minimum intensity; and interactions of edge with: 293 (1) height-width ratio, (2) size, and (3) median distance 294 from the center of the well. Once we have decided upon 295 this model we re-estimate the coefficients based on all 296 50 wells. Table 1 contains the resulting estimates, along 297 with their standard errors.
298
From the coefficients we see that globs classified as 299 near the edge are more likely to contain more spots. The 300 more rectangular the glob is, as measured by the height-301 width ratio, the less likely it is to contain more spots. 302 Darker globs (as measured by lower median intensity) 303 are more likely to contain more spots, while more 304 constant intensity within a glob implies fewer spots. As 305 the ratio of the variance of the intensity to the mean 306 intensity increases the number of spots decreases. Globs 307 containing more pixels are more likely to contain more 308 spots. Globs that are located further from the center of 309 the well are more likely to contain fewer spots 310 (reflecting the anomalies that occur towards the outside 311 of the well, see Fig. 1 , wells 4 and 6 in particular). 312 Finally, greater maximum to minimum intensities 313 suggest more spots also. Looking at the interaction 314 terms we see that globs near the edge and more 315 rectangular (as measured by the height-width ratio) are 316 likely to contain fewer spots. Larger globs near the edge 317 are more likely to contain more spots, and globs 318 classified as near the edge but which are closer to the 319 edge are likely to contain fewer spots. The non-320 significance of four of the variables and two of the 321 interaction terms, is perhaps surprising but it is the 322 combination of variables that is important from a 323 prediction point of view. accuracy. We expect that this will provide a more
