We present the theory and numerical results for least-squares migration of traces generated by simultaneous sources. Numerical tests show that standard seismic data processing, such as stacking and migration, can effectively suppress some crosstalk associated with simultaneous sources data, and so can separate shot gathers from one another. In contrast, LSM can remove most of the noise from simultaneous sources data for up to 20 shots fired at nearly the same time. To reduce the high computational cost problem of LSM, we use a deblurring filter as a preconditioner to speed up the convergence rate of the conjugate gradient method by factors of 2-3. As a result, we get acceptable migration images after only a few iterations of LSM applied to multisource data.
INTRODUCTION
Data acquisition with simultaneous sources requires the excitation of two or more shots at nearly the same time with a small time delay and recording of the resulting wavefields. This topic has become popular recently due to its ability to reduce the economic cost of seismic acquisition, especially for the cases of VSP, OBC and OBS. Several studies have been carried out on the topic of separation of simultaneous sources data. Hampson et al. (2008) showed that simultaneous sources data can be effectively separated simply by a standard stacking and migration procedure. Berkhout (2008) presented his theoretical work on simultaneous sources and also showed that standard stacking and migration suppress interference effect quite well. Akerberg et al. (2008) separated simultaneous sources data by a sparse Radon transform and achieved a better stack section that the one without separation. Wang (2008) separated simultaneous sources by a median filter in the commonreceiver-gather domain and achieved a better migration image compared to the one from unseparated data. To enhance the quality of the migration image we apply least-squares migration (Nemeth et al., 1999) to simultaneous sources data. We show that with a deblurring filter as a preconditioner, we can get an acceptable image after only a few iterations.
THEORY
With simultaneous (or nearly simultaneous) shots, the total data can be represented as
where n represents the number of simultaneous shots, and S i represents the small time delay operator for each shot. For example, S 1 might be the identity operator and all S i are unitary.
where, L i is the diffraction stack forward modeling operator associated with the ith shot. Plugging equation (2) into (1) we get
where
Now we define our migration operator
so that the migration image is
Several studies have shown that conventional stacking and migration can effectively suppress the interference of reflections from different sources or crosstalk, which means that the 2nd term in the above equation is nearly zero. Now we have both the forward modeling operator and migration operator, so we can solve equation (3) in the least-squares sense. We then define the misfit function as
with the assumption that we do not know anything about m, we set m apr equal to zero. We can find m that minimizes equation (7) by a gradient type optimization method
where L T d is the gradient, F is a preconditioner and α is the step length. In this study, we use the conjugate gradient method, which generally converges faster than the steepest decent method. To expedite the high computational cost of LSM, we use a deblurring filter as a preconditioner (Aoki, 2009 ) and speed up the convergence rate by factors of 2-3.
NUMERICAL TESTS
We tested the least-squares migration algorithm on synthetic data generated for the 2D SEG/EAGE salt model. Figure 1 shows the reflectivity model that we calculated from the velocity model with vertical ray and constant density assumptions. We muted the ocean bottom reflector in order to illustrate the deep structure better. 320 sources and 320 receivers were deployed on the surface with the same sampling interval of 60 ft. Figure 2 shows the Kirchhoff migration image (color scale boosted to show deep structure) with a conventional acquisition method (320 individual shots, thus 320 CSGs). Figure 3 shows the least-squares migration images after 30 conjugate gradient iterations, which is almost identical to the original model. To simulate simultaneous sources data, we separate these 320 shots into 10 groups and excite 10 shots at nearly the same time, with a random time delay for secondary sources, and get 32 composite CSGs. Figure 4 depicts the Kirchhoff migration image and Figure 5 shows the LSM image. From these results, we can see that the KM image is less accurate than Figure 2 , but the LSM image is almost as good as Figure 3 . That means LSM can effectively reduce the "noise" from the crosstalk of simultaneous sources. Furthermore, by applying the deblurring filter as a preconditioner, we can speed up the convergence rate by factors of 2-3. Figure 6 shows the convergence curves and Figure 7 shows the migration image after the 1st iteration of preconditioned conjugate gradient. It is equivalent to applying a deblurring filter to the KM image, so we can call the result a deblurred image. After 5 iterations, we can get an acceptable migration image, as shown in Figure 8 . With the success of 10 groups of sources, we proceed to 20 groups. As shown in Figure 9 , the KM image is slightly more ambiguous than Figure 2 , but the deblurred image ( Figure 11 ) and the LSM image ( Figure 10 ) are still acceptable. For 40 groups of sources, the KM image is acceptable, but the LSM image is not. The reason is that the crosstalk noise level increases as we increase the number of source groups. When we use 40 groups of sources, the crosstalk term is so strong that even though conventional stacking and migration can still suppress some noise, the inversion is not stable any more. This is not surprising, as inversion is not as robust as stacking and migration. However, the interesting fact is that the preconditioned conjugate gradient still convergences and the result is accurate (Figure 13 ). Figure 14 shows the residual curves for both the CG and PCG methods. Figures 2, 4, 9, 12 show the gradual quality change of KM images as the number of source groups increase from 1 to 10, 20 and 40. On the other side, the corresponding LSM images do not show so much difference, as shown in Figures 3, 5 , 10, 13. Here, for 40 sources data, we show the LSM image of PCG, whereas the CG method did not converge. Our results show that there is a limit for the number of sources in simultaneous source data that can be usefully imaged. As we increase the number, the crosstalk noise also increases and eventually obscures the imaged reflectors. However, this limit appears to be quite large considering that there is a 90% saving in acquisition time with 10 groups of sources. Also, if the migration is computed with the reverse time migration method, this can result in a significant cost saving.
CONCLUSION
Least-squares migration is successfully applied to simultaneous sources data. Numerical tests show that the standard stacking and migration procedure can effectively suppress noisy crosstalk in the data and LSM can reduce noise in the migration images. However, there is a limit for the number of source groups, which we hope to quantify in the future. To remedy the problem of high computation cost with LSM, we apply our deblurring filter as a preconditioner and speed up the convergence rate by a factor of 2-3. As a result, we get acceptable images after only a few iterations. This method can also be used to speed up the procedure for wave equation migration applied to simultaneous sources data. 
