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Abstrakt
Tato diplomová práce prezentuje metodu spektrálních prvků. Tato metoda je použita
k řešení stacionárního 2-D laminárního proudění Newtonovské nestlačitelné tekutiny.
Proudění je popsáno stacionarní Navier-Stokesovou rovnicí. Dohromady s okrajovou pod-
mínkou tvoří Navier-Stokesův problém. Na slabou formulaci této úlohy je aplikována
metoda spektrálních prvků. Touto discretizací se získá soustava nelineárních rovnic.
K obrdžení lineární soustavy je použita Newtonova iterační metoda. Podorobný algorit-
mus tvoří jádro Navier-Stokeseva solveru, který je naprogramován v Matlabu. Na závěr
jsou pomocí tohoto solveru řešeny dva příklady: proudění v kavitě a obtékání válce. Přík-
lady jsou řešeny pro různé Reynoldsovy čísla. První od 1 do 1000 a druhý od 1 do 100.
Abstract
The thesis presents the spectral element method and its application to a steady 2-D
laminar ﬂow of an incompressible Newtonian ﬂuid. Main features of this method are
presented in the thesis. The ﬂow is governed by the steady Navier-Stokes equation.
Together with boundary data they form the steady Navier-Stokes problem. Its weak form
is a starting point for the method. A space discretization is applied and it results into
a nonlinear system of equations. Due to this, the nonlinearity has to be treated. To
obtain a linear system of equations is the Newton iteration method used. This algorithm
forms the kernel of a Navier-Stokes solver that is implemented in Matlab. Finally, there
are presented two examples: the lid driven cavity ﬂow and the ﬂow over a cylinder. The
ﬁrst one is solved for Reynolds numbers from 1 to 1000 and the second one for Reynolds
numbers from 1 to 100.
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Chapter 1
Introduction
This diploma thesis is a part of a more extensive project. The task of this project is to
develop an eﬀective software for solving incompressible ﬂuids for the Kaplan department
of the hydraulic machines at Brno university. There for many years the Bezier method
was used, but this method failed in some cases. So it is expected that another method
could be more ﬂexible and more successful. It was chosen the spectral element method.
The main features of this method are the domain decomposition to a small number of
elements, an isoparametric approximation of geometry and an approximation of solution
by high order polynomials. This method was implemented in Matlab for the potential
ﬂow and then for the Stokes ﬂow. The next step is to develop a solver for the Navier-
Stokes ﬂow. So my task is to develop a solver for the steady Navier-Stokes ﬂow. This
Navier-Stokes solver is used to solve the examples given by the Kaplan department and
the results are presented in chapter 6. As next step is expected to generalize this problem
to unsteady ﬂow and then to 3-D.
In chapter 2 basic concepts of ﬂuid dynamics are introduced and a derivation of the
Navier-Stokes equation is explained. In chapter 3 basic features of the spectral element
method are introduced . Chapter 4 and 5 present an algorithm of the spectral element
method applied on the Stokes problem and Navier-Stokes problem. Chapter 6 contains
the practical 2-D implementation of the spectral element method to the ﬂuid dynamics:
Lid driven cavity problem and ﬂow over a cylinder problem. The structure of the Navier-
Stokes solver and its main procedures are brieﬂy described in chapter 7. Chapter 8
contains some mathematical deﬁnitions and formulas used in the thesis. Chapter 9 is a
conclusion of the thesis. The used bibliography and the list of shortcuts and symbols are
presented at the end of the thesis.
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Chapter 2
Fluid Dynamics
2.1 Introduction to Fluid
States of matter are ﬂuids and solids. Fluids include liquids, gases and plasmas. Properties
of solids and liquids are related to their molecular structure. Molecules of the solids can
form a crystal grid and they are ordered compared to the molecules of ﬂuids which are
non-ordered. The reason why I mention solids is that the solids can be looked as the liquids
with a very high viscosity that are creeping very slowly. Hereinafter we were interested in
the ﬂuid state, mainly in the liquids and a little bit in gases. From a macroscopic point
of view we can make assumptions that the ﬂuids are continuous and isotropic. We do not
consider chemical reactions, too.
2.2 Summary of Fluid Flow
The motion of the real ﬂuids is a very complicated process and it is too diﬃcult (nearly
impossible) to model it by mathematical tools. So if we want to mathematically describe
the real ﬂow of the real ﬂuids, we have to make some simpliﬁcations. There are many
ways how to make it.
2.2.1 Model of Fluid
If it is possible to neglect the dependence of density on temperature, the ﬂuid is called
isothermal ﬂuid, or contrariwise non-isothermal ﬂuid. In the following text only the
isothermal ﬂuids will be considered. The most interesting properties of ﬂuids from a
modeling point of view are compressibility and viscosity.
Compressibility says what diﬀerence is between an initial volume and a volume after
acting a pressure. Suppose we have a mass of the ﬂuid in a control volume being under an
external pressure. If then the volume is nearly the same as before we can say that the ﬂuid
is incompressible, ρ = const respect to p, on the other hand if the volume was changed
we can say it is compressible, ρ = ρ(p). In common conditions liquids are considered to
be incompressible and gases compressible.
Viscosity is a property occurring only if the ﬂuid is in a motion. It indicates a resistance
of ﬂuid respect to creeping. Quantity of viscosity is signed by η. This viscosity is called
the dynamic viscosity. Its physical unit is [Pa · s]. Analogous to the viscosity, in solids is
a shear friction, so the viscosity can be described by a shear tensor. In general, viscosity
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of material depends on temperature. For example, viscosity of cold water is greater than
viscosity of warm water. For some applications is useful to use kinematic viscosity, which
is deﬁned by:
ν =
η
ρ
[m−2s]
.
All real ﬂuids are viscous ﬂuids, η 6= 0. Only in the case of the viscosity is negligible,
we can say that the ﬂuid is inviscid, η = 0.
The simplest model of ﬂuids is an ideal fluid. It is deﬁned as the inviscid ﬂuid and the
incompressible ﬂuid. A more complicated model is the Newtonian fluid. It is a viscous
ﬂuid for which in 1-D holds the Newton law.
τ = η
du
dx
, (2.2.1)
It states that the Newtonian ﬂuid is characterized by a linear relationship of the shear
stress τ to the velocity gradient du
dx
.
For the Newtonian ﬂuid, the viscosity, by deﬁnition, depends only on the temperature
and pressure, not on the gradients of ﬂow. Gases and low-molecular weight liquids are
usually Newtonian ﬂuids, so this model includes almost all important ﬂuids in engineering
as air, steam, water, mineral oils in non-extreme physical conditions.
The most general model of ﬂuids is represented by non-Newtonian fluids. These ﬂuids
are viscous and their viscosity depends on the rate of the strain (e.g. a speed of the
mixing), in addition. So there does not hold relationship (2.2.1), it is more complicated.
For example blood, milk, pudding, etc. are the non-Newtonian ﬂuids.
2.2.2 Classification of Flow
The ﬁrst possible dividing is according to the time dependence. If the velocity ﬁeld and
all other quantities are independent on the time, a motion of ﬂuid is called a steady ﬂow,
otherwise it is called an unsteady flow.
To describe ﬂow can streamlines and pathlines be used. The pathlines represent a
trajectory of small ﬂuid particle. The streamlines provide an objective description of the
ﬂow at the time t. In the steady case the streamline and pathline are identical curves.
Velocity of each point in ﬂow is determinated as tangent to streamline at this point. In
the unsteady case the streamline and pathline are not the same, because in another time
the streamline will be a diﬀerent curves. [9] By deﬁnition the streamlines do not intersect.
It is due to the fact, that a ﬂuid particle cannot have two diﬀerent velocities at the same
point.
The second possible dividing is according to a Reynolds criteria [13]. The deﬁnition
of Reynolds number is:
Re :=
ρUL
η
=
UL
ν
, (2.2.2)
where U is the mean value of the ﬂuid velocity [ms−1] and L is the characteristic length
[m] (e.g. diameter of tube). The quantity Re is a ratio of the inertial and viscous forces,
so it is dimensionless. The critical value of Reynolds number typically ranges from a few
hundred to a few thousand. It depends very much on the geometry (internal or external
ﬂow, complex shapes, etc.) and the surface conditions (smooth or rough).
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If the viscous forces are dominant (the Reynolds number is less then a certain critical
value) then they are suﬃcient enough to keep all the ﬂuid particles in a line, so then the
ﬂow is laminar.
If the inertial forces dominate over the viscous forces (the Reynolds number is larger
then a certain critical value) then the ﬂow is turbulent. Particle paths is completely irreg-
ular and a motion of the ﬂuid becomes chaotic. A turbulent ﬂow is unsteady, rotational,
dissipative, and highly random. Mathematical model of the turbulent ﬂow can be done
by stochastic tools. [11]
The third possible dividing is according to the vorticity. It is property of the velocity
ﬁeld describing a ﬂow and it is deﬁned as the curl of the velocity: ω = curlu = ∇ × u. If
the vorticity is equal to zero, we say that the ﬂow is irrotational else we say it is curly. In
the irrotational ﬂow is prohibited a rotational motion of the particle around its vertical
axis, only translations are allowed.
The fourth dividing is according to the dimension of the ﬂow (1-D, 2-D , 3-D).
2.3 General Principles of Fluid Dynamics
The equations governing a compressible ﬂuid ﬂow represents mathematical statements of
three physical laws of conservation: the conservation of mass principle , the momentum
conservation principle (the Newton’s second law) and the conservation energy principle
(the ﬁrst law of thermodynamics).
The ﬁrst law is a conservation of the mass, in ﬂuid mechanics known as a law of
continuity. We consider a small control domain Ω(t) with the volume dV ﬁlled by the
mass m.
m(t) =
∫
Ω(t)
ρ(x, t)dV. (2.3.3)
The mass conservation law states that the mass of ﬂuid is conserved. The mass m(t) is
time independent in the domain Ω(t) so the time derivative of the mass is equal to zero.
d
dt
m(t) = 0 (2.3.4)
ρ is deﬁned as volumetric mass (density).
We substitute (2.3.3) into (2.3.4) and by the computation the derivative we get:∫
Ω(t)
[
∂ρ
∂t
+ (u · ∇) ρ+ ρ div u
]
dV = 0. (2.3.5)
The derivative is considered in a sense of Reynolds transport theorem, because the volume
is changing in time [2]. The operator u · ∇ is deﬁned as follows:
(u · ∇) = ux
∂
∂x
+ uy
∂
∂y
+ uz
∂
∂z
.
The relationship (2.3.5) is valid for any material volume inside the ﬂuid. Consequently,
the equation holds only if the integrand vanishes everywhere in the ﬂuid. In a local form
written, the equation of the conservation mass is:
∂ρ
∂t
+ (u · ∇) ρ+ ρ div u = 0.
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The last two terms in brackets can be rewritten by divergence product rule, so we obtain
∂ρ
∂t
+ div(ρu) = 0. (2.3.6)
It holds for an unsteady compressible ﬂuid.
The second law is the momentum conservation, it states that the rate of change of
momentum of a ﬂuid particle equals the sum of the forces on the particle. This law
corresponds to the momentum equation, that will be derived in next section, for the
incompressible ﬂuid.
The third law is the energy conservation. It states that the rate of change of energy
of a ﬂuid particle is equal to the rate of heat addition to the ﬂuid particle plus the rate
of work done on the particle. This law implies the energy equation.
In case of the incompressible ﬂuids, a density is constant and there is any linkage
between the energy equation and the mass conservation and the momentum equations.
So the ﬂow ﬁeld can be solved by considering the mass conservation and the momentum
conservation only. The energy equation is solved only when we consider compressible ﬂuid
(it involves a heat transfer). More about compressible ﬂuids can be found in [8],[9].
2.4 Fluid Flow Equations
The most general form of the ﬂuid dynamics equations that is usually considered are the
compressible Navier-Stokes equations. It is a system of three vector partial diﬀerential
equations (shortly PDE)coming from three conservation laws (mass, momentum and en-
ergy) in a diﬀerential form that describe a laminar ﬂow of the Newtonian ﬂuids in the
time t. These equations describe how the velocity, the pressure, the temperature, and the
density of a moving ﬂuid are related. The full derivation of these equations you can found
in [8], but for the next usage is derived only the incompressible Navier-Stokes equations
in 3-D. It will be suﬃcient for this thesis.
2.4.1 Derivation of Incompressible Navier-Stokes Equation
We assume that the ﬂuid is Newtonian and incompressible. An integral part of the
Navier-Stokes equations is the continuity equation (2.3.6). Under the assumption of in-
compressibility this equation can be simpliﬁed to:
div u = 0. (2.4.7)
The second integral part of the Navier-Stokes equations is the momentum equation, that
will is derived in this chapter completely.
At ﬁrst we choose a very small element of ﬂuid as a control domain. This element we
can imagine as a "cube". A volume of the control domain is dV = dx dy dz. Forces are
acting on this element: the body forces FB, the pressure forces FP , the shear(viscous)
forces FS. The resultant of these forces is the inertial force FI that realize a motion of
this element.
By application a balance law, the balance equation is given as follows:
FI = FB + FP + FS. (2.4.8)
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Figure 2.1: Element Ωe - the force equilibrium
This vector equation will be solved for each component separately. In the derivation of
Navier-Stokes equations will be considered only x-component, for y and z-component is
approach analogical, hence it will be skipped. According to the ﬁgure (2.1) and the basic
physical principles we can establish the balance equation. In x-axis the balance of forces
looks like as follows:
FB, x = Axρ dx dy dz
FP, x = pxdy dz −
(
px +
∂px
∂x
dx
)
dy dz
FS, x = −τyxdz dx+
(
τyx +
∂τyx
∂y
dy
)
dz dx− τzxdx dy +
(
τzx +
∂τzx
∂y
dz
)
dx dy
FI, x = axm,
where A is the volumetric acceleration of the body, a is the inertial (resultant) acceleration
and τij are components of a viscous stress tensor
[T ] ≡

 τxx τxy τxzτyx τyy τyz
τzx τzy τzz

 .
The usual suﬃx notation τij is applied to indicate the direction of the viscous stresses.
The suﬃces x and y in τxy indicate that the stress component acts in the y-direction on
a surface normal to the x-direction. If suﬃces are identical then τii is normal stress else
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τij is tangential stress. This tensor is deﬁned by Stokes relations that are generalization
of Newton’s law from 1-D, ﬂow to 3-D ﬂows. For next usage I present only relations for
components which play role in the x-axis balance:
τyx = η
(
∂ux
∂y
+
∂uy
∂x
)
τzx = η
(
∂ux
∂z
+
∂uz
∂x
)
τxx = 2η
∂ux
∂x
. (2.4.9)
The full deﬁnition of the tensor [T ] can be found in [10].
If we divide the balance equation (2.4.8) by mass m = ρ dx dy dz, we obtain the
relationship for the resultant acceleration in the x-axis
ax = Ax −
1
ρ
∂px
∂x
+
1
ρ
(
∂τyx
∂y
+
∂τzx
∂z
)
. (2.4.10)
The shear forces generate momentums in the element’s center of mass. We suppose
that the resultant of these momentums has no inﬂuence on the element rotation, so the
resultant of these momentums is zero. In other words, a momentum balance we make up
according to the ﬁgure (2.1)
τxydz dy
dx
2
+
(
τxy +
∂τxy
∂x
dx
)
dx
2
dz dy − τyxdx dz
dy
2
−
(
τyx +
∂τyx
∂y
dy
)
dy
2
dz dx = 0
After some easy calculations we get:
τxy +
∂τxy
∂x
dx
2
− τyx +
∂τyx
∂y
dy
2
= 0.
The element under consideration is so small that ﬂuid properties at the element’s faces
can be expressed accurately enough by the high order term. Thus we can neglect low
order terms. Hence we may claim that the tensor of strain stress is symmetric.
τxy = τyx τxz = τzx τyz = τzy (2.4.11)
The pressure is denoted by p. In the case of the ideal ﬂuid is well known that pressure is
a scalar p = px = py = pz. On the other hand, in the case of the viscous ﬂuid there are, in
addition, the normal stresses τxx, τyy, τzz caused by a linear deformation of the element.
For the x-component of pressure holds:
px = p− τxx = p− 2η
∂ux
∂x
, (2.4.12)
where p = px+py+pz
3
is the proof quantity of the pressure. The derivative of the previous
equation expresses the x-component of pressure change along the x-axis.
∂px
∂x
=
∂p
∂x
− 2η
∂2ux
∂x2
(2.4.13)
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Now we substitute the Stokes relations (2.4.9) and the relation(2.4.13) into the equation
(2.4.10) and we obtain:
ax = Ax −
1
ρ
∂p
∂x
+ 2
η
ρ
∂2ux
∂x2
+
η
ρ
(
∂2ux
∂y2
+
∂2uy
∂x∂y
+
∂2ux
∂z2
+
∂2uz
∂x∂z
)
.
The consequent equation is equivalent to the previous one, they diﬀer each other only in
the notation.
ax = Ax −
1
ρ
∂p
∂x
+
η
ρ
[(
∂2ux
∂x2
+
∂2ux
∂y2
+
∂2ux
∂z2
)
+
∂
∂x
(
∂ux
∂x
+
∂uy
∂y
+
∂uz
∂z
)]
The ﬁrst term in square brackets is a deﬁnition of Laplace operator actually. The
second term is equal to zero, because the term in parenthesis is actually the left-hand side
of the continuity equation. Thus we obtain the Navier-Stokes equation for the
x-component in the form:
ax = Ax −
1
ρ
∂p
∂x
+ η∆ux. (2.4.14)
An analogical approach can be implemented for y-axis and z-axis, so we a calculate the
force balance and the momentum balance for these axis and we get:
ay = Ay −
1
ρ
∂p
∂y
+ η∆uy az = Az −
1
ρ
∂p
∂z
+ η∆uz (2.4.15)
Now when we have derived the Navier-Stokes equation for all components, we can put
together relationships (2.4.14) and (2.4.15) and we obtain a vector notation of the Navier-
Stokes equation:
a = A−
1
ρ
∇p+ η∆u.
The inertial acceleration a of a particle in the continuum is deﬁned as a sum of unsteady
and convective acceleration that is caused by changing velocity depending on position.
a =
∂u
∂t
+ (u · ∇)u
So one of the possible notations for the Navier-Stokes equation describing a dynamic of
the laminar incompressible ﬂuid is:
ρ
[
∂u
∂t
+ u · ∇u
]
= −∇p+ η∆u+ f , (2.4.16)
where f = ρA is body forces per unit volume.
2.4.2 Non-dimensional Form of Equation
Non-dimensionalisation is a tool for the elimination of physical units from equations by a
substitution of variables. It is useful when we have two similar geometries with the similar
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dynamical properties (same Reynolds number) with diﬀerent proportions then they can
be govern by the same non-dimensional equations. So this approach simplify a problem
that we want to solve. Hence we express the Navier-Stokes equation in a dimensionless
form.
We suppose a ﬂow has the characteristic length scale L and the characteristic velocity
scale U. These are typical scales of the system. We use this characteristic values to obtain
a non-dimensional form of the variables, which we denote by asterisks (∗):
x∗ =
x
L
, u∗ =
u
U
, t∗ =
U
L
t, ∇∗ = L∇,
∂
∂t∗
=
L
U
∂
∂t
,
We substitute these formulas into (2.4.16) and we multiply the resulting equation by L
ρU2
∂u∗
∂t∗
+ (u∗ · ∇∗)u∗ = −
1
ρU2
∇∗p+
η
ρUL
∆∗u∗ +
L
ρU2
f∗.
So if we substitute
p∗ =
1
ρU2
p, f∗ =
L
ρU2
f
and use the relation (2.2.2) then we get a non-dimensional form of the Navier-Stokes
equation. Due to that all variables are marked by asterisk now, we drop the asterisks and
we write ﬁnally:
∂u
∂t
+ (u · ∇)u = −∇p+
1
Re
∆u+ f . (2.4.17)
If we neglect the external forces f than two geometrically identical problems will have
the same solutions for the same Reynolds number. So the ﬂow patterns will be the same,
because the Navier-Stokes equations are identical for both problems. Thus the Reynolds
number is the condition for dynamical similarity.
It is the only scaling parameter in this case. The scaling says that if we have a ﬂow
around an arbitrary geometry and a ﬂow around a scale model of this geometry then
these two ﬂows will be the same if the velocities are also scaled. This is an extremely
powerful idea that results in drag coeﬃcients for external ﬂows and friction factors for
internal ﬂows depending on the Reynolds number only.
2.4.3 Special Cases of Navier-Stokes Equation
In general, the Navier-Stokes diﬀerential equations are not solvable. An analytical solution
is possible to obtain for very simple cases of the laminar ﬂow. A more complicated cases
must be treated numerically. For the development and testing of numerical methods it
is useful to use a suitable model as simple as possible. We can solve simpliﬁed models
by using simpliﬁed equations, that can be seen as a limiting case of the non-dimensional
Navier-Stokes equations.
If we ignore f and then we let viscosity η go to zero, respectively Re −→ ∞, then on
the right-hand side of (2.4.17) remains only one term and this equation is known as the
Euler equation.
∂u
∂t
+ (u · ∇)u = −∇p. (2.4.18)
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Euler equations are nonlinear and hyperbolic, with an elliptic term coming through the
pressure gradient. Euler equations are used to study the water ﬂow in hydraulic machines
(pumps, turbines). For a steady ﬂow along a streamline, we obtain the Bernoulli equation.
It provides a very easy way to relate pressure, velocity, and elevation in a steady inviscid
incompressible ﬂow along the streamline.
Special case of the Euler equations are potential equations. If we assume that a
ﬂow is irrational (no vorticity) then the momentum equation is given by ∇ × u = 0. The
momentum equation implies that there exists a velocity potential φ, such that its gradient
∇φ is equal to the velocity u. Then the continuity equation (2.4.7) is expressed by the
potential instead of velocity, thus now it is called the potential equation.
divu = div (∇φ) = ∆φ = 0.
An advantage of using potential is in simplifying that we consider a scalar instead of
a vector, but the made assumptions are limiting for the applicability. In this case the
Bernoulli equation is valid at every point in the ﬂow (not just along streamlines), so we
can solve it for the velocity and the pressure at every location in space quite easily.
If an inertial term of the Navier-Stokes equation (2.4.17) is very small compared to
the viscous term, it means Re << 1, then we may neglect this inertial term. This leads
to the so-called Stokes equation:
∂u
∂t
= −∇p+
1
Re
∆u+ f . (2.4.19)
The Stokes equation is a linear parabolic PDE and it is used to study ﬂow of oil and
others viscous ﬂuids.
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Chapter 3
Spectral Element Method
3.1 Introduction
The spectral element method (shortly SEM) was developed in 1984 by A.T.Patera. He is
the University of Massachusetts Professor. In the eighties years classical spectral meth-
ods got mature and the research focused to the use of high-order methods for problems
on complex domains. In 1997 Funaro treated spectral element methods in the context
of elliptic boundary-value problems, specially for convection-dominated ﬂows, and in-
cluded a multidomain treatment for complex geometry. In 1999 Karniadakis and Sherwin
provided a uniﬁed framework for spectral element methods. It included structured and
unstructured domains, and applications to both incompressible and compressible ﬂows.
In 2002 Deville, Fischer and Mund focused in their text on high-order methods in phys-
ical space with applications to incompressible ﬂows as collocation method and spectral
element method. In the last two years Canuto, Hussaini, Quarteroni and Zang focused
on the fundamentals of spectral methods on simple domains and they discussed speciﬁc
spectral algorithms for ﬂuid dynamics applications.
The spectral element method belongs to methods based on the Galerkin technique
of an approximation. It "connects" two methods together: the spectral method (shortly
SM) and the ﬁnite element method (shortly FEM). Since SEM is an advanced method
and has connections with more methods together, let me introduce shortly methods that
form grounds for SEM. Afterward the main features of the spectral element method will
be presented.
3.1.1 Method of Weighted Residuals
The backbone for these methods (SM, FEM, SEM,. . . ) is the method of weighted residuals
(shortly MWR). in this section it is introduced for the scalar function u, but this technique
works also for the the vector function u. By using MWR a solution of general diﬀerential
equation.
L(u) = f, (3.1.1)
can be expressed by a function approximation as a linear combination of basis (trial) func-
tions φi build a set of linear independent known functions that are zero on the boundary.
u(x) ≈ uN(x) =
N∑
i=0
aiφi(x),
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where L(u) is a linear diﬀerential operator, f is function of the right-hand side, u is the
exact solution, uN is an approximation of the solution, N is an order of the approximation,
ai are the unknown coeﬃcients. The approximate solution we substitute into (3.1.1) and
then in general, we obtain a residual Res diﬀerent form zero.
L(uN)− f = Res 6= 0
If we do not know exact solution u, we cannot compute the error, but we can compute the
residual. The residual can be considered as a measure of deviation of the approximation
from the exact solution of PDE. This PDE is considered as well-posed if Res << 1. The
goal of MWR is to choose the coeﬃcients ai, such that they approximates the solution u
of (3.1.1) as exactly as possible, so the residual becomes almost zero over a chosen domain
Ω. In the integral form written:
∫
Ω
(Res · wi) dV = 0 i = 1, 2, .., n, (3.1.2)
where wi is called a test (weight) function and n is their count.
The test functions are used to ensure that the diﬀerential equation together with some
boundary conditions are satisﬁed as closely as possible by the truncated series expansion.
This is achieved by minimizing, with respect to a suitable norm, the residual is produced
by using the truncated expansion instead of the exact solution.
The number of the test functions wi is exactly equal to the number of the unknown
constants ai. The result is a set of n algebraic equations for the unknown constants ai.
The integrals deﬁned by the above relation give N equations for the N unknown
coeﬃcients in the approximate expression for u
There are more possibilities how to choose the test functions wi to minimize integral(3.1.2):
• sub-domain method: wi(x) =
{
1 in Ω
0 outside Ω
• method of moments: wi(x) = xi
• collocation method: wi(x) = δ(x− xi), 1
• Galerkin method: wi(x) = ∂uN∂ai ≡ φi
This list is not exhaustive, other methods can be found in [4]. According to the
chosen basis function, we can distinguish MWR into these methods: the spectral method,
the ﬁnite element, the ﬁnite volume method, etc. These methods are diﬀerent in more
aspects than only in diﬀerent choice of basis function and each of these method have own
advantages and disadvantages.
1
δ is Dirac delta function, which is centered at collocation points xi that satisfy differential equation
exactly.
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3.1.2 Galerkin Method
The Galerkin and the collocation method are the most used methods in a ﬂuid ﬂow
problematics. The collocation is based on the nodal approximation, more about the
collocation method can be found in [2].
The Galerkin method is based on the modal approximation and it is mainly used to
an approximation of boundary value problems. It is based on the weak formulation of
PDE and the grounds of FEM and SM are built on it. In this method the test functions
wi are identical to the basis functions φi and they are orthogonal to each other, too. More
about Galerkin methods can ve found in [6]
3.1.3 Spectral Method
Spectral methods (SM) are commonly used in ﬂuid mechanics. It is a high-order method
and its power is in approximation of smooth PDE solution, because the solution is ap-
proximated by a linear combination of continuous functions.
Basis functions of SM are obviously deﬁned as trigonometric polynomials, Chebyshev
polynomials or Legendre polynomials. These polynomials have some speciﬁc properties,
that are convenient to an idea of the spectral approximation. They come from a Sturm-
Liouville problem. More about this can be founded in [2],[1]. All these three types of
polynomials provide a spectral accuracy (exponential convergence with increased order of
approximation) for the smooth solutions. Thus SM is the preferred solution technique for
problems where a high resolution is required. The disadvantage of SM is that it provides
global approximations and therefore is not suitable for complex geometries.
3.1.4 Finite Element Method
The Finite Element Method (FEM) is a domain discretization method. The domain is
divided into elements (sub-domains). Each element has its own test and basis function,
which are deﬁned locally on the each element. In FEM both the geometry of the problem
and the vector ﬁelds are expressed using low-degree polynomials. The power of this
method is in its high ﬂexibility on various geometries. It is provided by a very great
number of elements, that can be computed in a real time.
There are three main diﬀerent approaches to improving the accuracy of a solution
approximation:
• p-version of FEM
To improve the accuracy of an approximation is p increased, where p is the degree
of polynomial used in the basis function, while the size of the element h is frozen.
Thus the high-degree basis functions are used.
• h-version of FEM
The improved approximation is the size of the element h decreased, while p is frozen.
In other words, the number of elements in the domain is increased. Thus the low-
degree basis functions are used.
• hp-version of FEM
It is a combination of two approaches presented above. Improving approximation
is based on simultaneously reﬁning mesh and increasing order of basis functions.
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3.1.5 SEM Preliminary
SEM is a special case of the Galerkin method. It combines advantages of SM and FEM
together. It uses the same domain discretization as in the case of FEM and all unknown
functions are deﬁned using higher-degree polynomials as in the case of SM. The former is
a major diﬀerence between SEM and SM and it provides approach to more complicated
geometries and the latter is a major diﬀerence between SEM and FEM. Hence in general,
SEM uses a less number of elements to decompose a a a domain. SEM shares some
features of the p-version and the h-version of FEM. With the p-version SEM has in
common that the improvement of the solution accuracy is reached by an increasing degree
of polynomials on a ﬁxed geometric grid. This approach take advantage when smooth
problems are solved. With the h-version it is related, because on the reference element
there is a Lagrangian interpolation used and the basis functions have a local support.
SEM analogy on the hp-version of FEM exists, too. In general, a strategy corresponding
with the hp-version is more eﬃcient and then the discretization by SEM depends on
both the geometric partition and the polynomial order, however it is more complicated
to implement this method (more can be found in [1]).
In following sections will be introduced the main steps of the spectral element method.
3.2 Weak Formulation
The Navier-Stokes equation in (4.1.1) is written in a strong form. It means that PDE is
required to be satisﬁed at each point in its domain and for each time. The main feature
of a weak formulation is that an equation is no longer required to hold absolutely, but
only with respect to a certain set of test functions.
On the continuous (non-discretized) level there are inﬁnitely many test functions, so
for their suitable combination we can recover the strong formulation from the weak formu-
lation and vice versa. A diﬀerence between the strong and the weak formulation appears
on a discrete (ﬁnite-dimensional) level, because there is only ﬁnitely many independent
test functions. In general, it is not possible to recover the strong formulation from the
weak formulation. Its solution is called a weak solution of PDE and it may be non-
diﬀerentiable function, for which their derivatives appearing in the strong formulation of
PDE may not at all exist.
The weak formulations are important and practical, because for mostly diﬀeren-
tial equations, modeling real physical problems we not obtain solutions smooth enough.
Strong solutions of such equations are not deﬁned, so it is possible to deal with weak
solutions only.
3.3 Discretization
A creation of the weak form is a necessary condition for applying SEM. It is a staring
point. A key point of this method is a process of discretization. The problem (4.2.8) is
transformed from continuous (inﬁnite-dimensional) spaces to discrete (ﬁnite-dimensional)
spaces, where only ﬁnitely many independent test functions are available. A time dis-
cretization scheme will be not considered cause we are interested in a stationary ﬂow
only. In following text will be presented main steps of the discretization.
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3.3.1 Domain Decomposition
SEM belongs to domain decompose methods as FEM. The domain is decomposed into
disjunct elements covering a whole domain. Those elements form a grid (mesh). Similar
as in the p-version of the FEM, a partition of the domain is frozen. From the topology
point of view, shapes of elements and their decomposition in the domain are interesting
In SEM are mainly quadrangles and also triangles used. It is obvious to use only one
type of shape. Triangles are used due to the ﬂexibility to various complex geometries.
Using quadrangles allows easy to construct an orthogonal basis. These functions are
strong in a computation of nonlinear terms. There is a limitation that a polynomial order
for the approximating pressure has to be lowered with regard to the velocity. Lowering
the maximum polynomial order of one variable is similar to staggering the variables in
space in ﬁnite diﬀerence methods and is also similar to satisfying the LBB condition. On
the other hand, in general the method leads to a large but sparse matrix problem if the
equations are solved implicitly in time.
The type of decomposition can be studied by interfaces between neighboring elements.
There are three possible types of interfaces.
Figure 3.1: Discretization - types of interfaces between elements A,B,C,D
1. A-B Nonconforming interface type p
2. B-C,D Nonconforming interfaces type h
3. C-D Conforming interface
Nonconforming Decomposition
A nonconformity means that two neighboring elements have diﬀerent grids that on their
interface not match together. We will distinguish two types of nonconforming interfaces:
the p-type nonconforming and the h-type nonconforming. Samples can be seen in the ﬁg-
ure (3.1). The p-type nonconforming interface has two geometrically matching faces, but
the diﬀerent orders of the expansion is used in each element. The h-type nonconforming
interface has geometrically non-matching faces. These interfaces result in non-matching
collocation points. A classical approach is not possible and it must be solved by a spe-
cial technique as the constrained approximation method (CAM) and the mortar element
method (MEM). More about these principles of these methods can be found in [1].
Conforming Decomposition
It is classical, straightforward and the most obvious approach for decomposing the
domain. There is no need a special treatment, because a conforming interface has two
geometrically matching faces, with the same order of expansion used at each face and it
results in matching collocation points. In the next text is assumed only the conforming
decomposition.
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3.3.2 Element Grid Spacing
The speciﬁc character of SEM consists in its close relationship with orthogonal polyno-
mials and Gaussian quadratures. An orthogonality is related to the topological nature
(local extension) and the analytical nature of the basis functions.
Basis functions can be expressed in a form of:
• Chebyshev polynomials
• Legendre polynomials
Chebyshev polynomials can be chosen because they oﬀer the possibility of using fast
transform techniques, so they are strong in dealing with periodic problems. Although
the results for smooth problems show the expected exponential behavior in accuracy, the
implementation with Chebyshev polynomials is abandoned in favor of the more straight-
forward Legendre implementation. Thus we focus on the Legendre polynomials only.
In both cases, Lagrangian interpolation is performed. The order of interpolation is N .
Obvious value for SEM is N = 6 − 16. The order of interpolation determines a number
of nodes in an element grid. Locations of nodes are given by a Gauss quadrature grid.
This grid is generated by Gauss–Legendre-Lobatto (shortly GLL) and Gauss–Legendre
(shortly GL) quadratures.
Spurious Pressure Modes
By deﬁnition, any discrete pressure q, that is non-constant in a domain Ω and satisﬁes
gradient according to these bases is equal to zero, is termed a spurious pressure mode.
Since pressure is in the Navier–Stokes equations represented only through its gradient,
and any boundary conditions for pressure are not applied. The pressure modes lead to
pressure oscillations and non-uniqueness of the solution of the Navier–Stokes equations.
(u, p+ q) and (u, p) are solutions of the same problem.
It is possible to avoid a spurious pressure method for a special designed grid. There
are more possibilities, how to design a grid:
Non-staggered Grid
The most simple choice for the velocity–pressure spectral element discretization consists
in resorting to the same polynomial space for both ﬁelds. It uses the Gauss–Legendre-
Lobatto points as the nodes. At these nodes are represented all the unknowns, both
components of velocity and pressure. This approach is referred to as the PN - PN method.
It means that we use a polynomial interpolation of order N for velocity and also for
pressure. The notation PN denotes the polynomial space of all polynomials of total degree
less or equal to N .
In this case we do not get rid of the spurious pressure modes, but on the other hand
is more straightforward and simple than another techniques.
Staggered Grid
It uses diﬀerent nodes for each velocity component and pressure. The x-component
of velocity u is deﬁned at the GLL points in x-direction and the Gauss–Legendre points
(together with boundary points) in y-direction. It means that it is a polynomial of degree
N in the x-component and degree N + 1 in the y-component.
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For the y-component of velocity u is handled a procedure in a reverse mode. The
pressure is deﬁned at the GL points in both axis. It is a polynomial of degree N − 1 in
each component. The staggered grid is known to prevent pressure spurious modes that
may occur on the non-staggered grid, however this is paid by the expense of increased
code complexity.
Semi-staggered Grid
It uses the GLL points for the velocity and the GL points for the pressure. It seems
to be a good choice for the spectral element discretization to use polynomials PN - PN−1,
because it eliminates the spurious pressure modes. It has analogy in the FEM theory,
where it is common to use the pressure interpolated by polynomials from PN−1. This
approach avoids the diﬃculties associated with collocated grids. But there is a problem
with the inf–sup condition for discretization domain to more spectral elements. So Maday
and Patera developed an element grid based on the pressure approximation two order less
than the velocity approximation. This new approach results in a classical semi-staggered
grid and it is referred as the PN − PN−2 method. An example of this grid is shown
in ﬁgure 3.3.2. As can be seen in this ﬁgure, a semi-staggered grid does not have any
pressure nodes at the boundaries, therefore no pressure boundary condition is required.
It also makes nonconforming formulations easier because the pressure is not evaluated at
element interfaces. It means that for nonconforming meshes any special treatment for the
pressure is necessary. This is an advantage of using semi-staggered grids in nonconforming
formulations. The eﬃciency of the implementation and the accuracy of the approximation
is improved in the comparison with two technique above.
Figure 3.2: Semi-staggered grid (PN − PN−2 method), N=7. GLL points corresponds to
the squares and GL points to the circlets.
We must take attention to the boundary grid nodes. This nodes are shared by two
adjacent elements, so it is required a equality of their values.
3.3.3 Numerical Integration
For the evaluation of the matrix of elements, integrals are calculated numerically by the
Gauss quadratures. These quadratures are obvious used to calculate in the already avail-
able GLL points and the corresponding integration weights. So a numerical integration
converts the integrals to the sums.
19
3.3.4 Assembly and Matrix Form
All elements contain boundary nodes deﬁning their geometry and allow connection with
their neighbors. The assembly of elements requires equality of the primary variables
values in nodes common to adjacent elements. Assembling the unique sub-domains into
the entire domain is a process known as direct stiﬀness, it requires the identiﬁcation of
thr universal or the global system of nodes, and a corresponding set of global expansion
coeﬃcients for the primary variables.
3.4 Stability and Convergence
Numerical methods are used to compute unsolvable or hardly solvable problems by ana-
lytical tools. We want ﬁnd such a good approximation as we need. Because we do not
know an exactly solution, it is important to know the error estimation of a method that
says: How large is the error caused by the approximation in the worst case. To compute
an error estimation for any accurate approximation is necessary to know that the value
of a solution converges to a ﬁxed point, in other words, that the method is convergent.
The well-known general principle the Lax equivalence theorem states that:
Theorem 3.4.1. For a well-posed initial value problem and a consistent discretization
scheme, a stability is the necessary and the sufficient condition for a convergence.
consistency + stability ⇔ convergence,
So for the convergence of the solutions expressed in the Galerkin way, we need the
basic concepts of a consistency and a stability.
Figure 3.3: Relation between consistency, stability, and convergence.
Two other important considerations for the numerical method are an accuracy and
an eﬃciency. The method is eﬃcient if it achieves a required accuracy for minimal time
costs.
Consistency
A consistency requires that the original equation can be recovered from the algebraic
equations, so a numerical scheme is consistent if its discrete operator (with ﬁnite diﬀer-
ences) converges toward the continuous operator (with derivatives) ∆x → 0. In other
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words, truncation error are vanished. This is necessary for any numerical scheme and we
can say that the SEM satisﬁes this property.
Stability
One of the most important properties of the algebraic equations is a stability. A numerical
scheme may be unstable, so numerical stability is not obvious, but it is absolutely nec-
essary. Any numerical algorithm that to be useful must be numerically stable. Stability
means, in rough way said:"Noise from initial conditions, round-oﬀ errors, etc. are not
increasing". In other words, it means that if the continuous system of equations is stable
(the continuous system has no increasing solutions), then the discrete form of this system
should also contain no increasing solutions. The energy source terms that allow increasing
solutions, are omitted from the stability analysis. If a continuous system of equations is
not stable then it does not make sense to talk about the numerical stability. A numerical
scheme is stable if the norm of any approximate solution is bounded, independently of
the discretization parameter N .
A stability depends on a chosen problem. We are interested in the Navier-Stokes ﬂow,
so the stability is related to this problem. In details is analysis of this problem is described
in the book [1]. It states:"An approximation to the full Navier–Stokes problem can be
reduced to the analysis of the corresponding approximation to the Stokes problem". This
problem is formulated in the next chapter. The weak formulation (4.2.6) is also called the
variational formulation. It contain to a stationary value of an energy functional and the
additional pressure term . The total energy is given by the functional
J(u) =
1
2
∫
Ω
(∇u∇u− 2 f u) dx.
The pressure term plays role of the Lagrangian multiplier ,so the Lagrange formulation
of the Stokes problem is following:
L(u, q) = J(u)−
∫
Ω
q div u dx.
The minimization problem is transformed into a saddle-point problem
inf
u∈V
sup
q∈Q
∫
Ω
(∇u∇u− 2 f u− q divu), dx.
The solution of the saddle-point problem possesses stability and convergence properties
if it complies with the well-known inf–sup condition.
Let us assume the bilinear form a(·, ·) is coercive (elliptic), this assumption is important
due to that the coercivity implies an existence and an uniqueness of the discrete solution
uN(x) for a given value of N. If the bilinear form a(·, ·) is coercive on the whole V then
there exists a positive constant ν for which holds:
a(v,v) ≥ ν ‖v‖2V ∀v ∈ V. (3.4.3)
Thus the stability of the SEM approximation depends only on the inf-sup stability con-
dition, that is also called the Ladyzenskaya-Babuska-Brezzi condition (LBB-condition).
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Theorem 3.4.2. Under the assumption that the continuous bilinear form b(·, ·) for a
positive constant β veriﬁes an inf-sup condition
inf
q∈Q
sup
v∈V
b(v, q)
‖v‖V
≥ β > 0 ∀q ∈ Q (3.4.4)
the saddle-point formulation (4.2.8) possesses a unique solution (u, p)
This condition plays a fundamental role in the study of elliptic boundary value prob-
lems with constraints as well as in the analysis (convergence and stability) of FEM and
SEM. If LLB-condition is satisﬁed then we can expected stability and good convergence
properties.[2] The interpretation is not so easy, it goes to the spectral theory of functional
analysis. We can say that LBB-condition restricts the choice of the spaces V and Q in
the sense that only unique solution can appear. It implies the pressure approximation
must be taken one or two orders lower than the velocity approximation. So in general,
the SEM use semi-staggered grid.
Convergence
The third property is consequence of two previous ones, the approximate solution is
required to actually converge to the exact solution. It is an important property in numer-
ics. The solution of the numerical method converges toward the real solution of PDE for
∆x→ 0. A convergence is a necessary condition to existence of a approximated solution.
A speed of convergence is very important. It means how many iterations are necessary to
achieve a requested accuracy. The advantage of the spectral element methods is in their
fast exponential convergence. It is related to increasing order of interpolation polynomials.
The rigorous discussion about the SEM stability and convergence provide [1],[3],[2],[4].
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Chapter 4
Steady Stokes Problem in 2-D
We will consider 2-D ﬂow, described by Stokes equations in a dimensionless form. Instead
of the 3-D cartesian coordinate system Oxyz that was used in chapter 2, in this chapter
are considered two 2-D cartesian coordinate systems: global Ox1x2 and local Or1r2.
Term 1
Re
in (2.4.19) we denote as the adimensional viscosity µ.
4.1 Formulation
The Stokes equations (2.4.19) plus the continuity equation (2.4.7) describe a steady Stokes
ﬂow.
−µ∆u+∇p = f
div u = 0 (4.1.1)
Together with a boundary condition (4.1.2) they form the steady Stokes problem, that
we solve respect to u and p on the domain Ω.
u = g on ∂Ω (4.1.2)
Where g is boundary function, for that holds∫
∂Ω
g · n ds = 0 (4.1.3)
With the boundary condition the pressure in an incompressible ﬂuid is known only up to
a constant. Therefore, a reference pressure level has to be chosen. This is achieved by
imposing a mean zero level over the domain:∫
Ω
p · dV = 0 (4.1.4)
4.2 Weak Formulation
A fundamental question in the development of the weak formulation of the Stokes problem
is the appropriate choice of spaces for the velocity and pressure approximations.
For this purpose, the functional spaces for the velocity and pressure are introduced
as H1(Ω) and L2(Ω) respectively. H1(Ω) denotes the Sobolev space of vector functions
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that are integrable up to theirs ﬁrst derivative. And L2(Ω) denotes the Lebesgue space
of square-integrable vector functions. More about spaces can be found in chapter 8 or in
[3],[2]. For our purposes we deﬁne linear spaces as follows:
X ⊆ H1(Ω), V = {v ∈ X|v = o onΓ},
Q ⊆ L2(Ω), W = {v ∈ X|v = g onΓ}. (4.2.5)
The velocity u belongs to the closed subspace V of the vector ﬁelds, that satisfy the
prescribed boundary conditions. The pressure p belongs to the closed subspace Q of the
functions with zero average in Ω, it corresponds with (4.1.4). Also the external force is
considered as square-integrable f ∈ Q
A weak formulation of Stokes problem is obtained by requiring that the integral of this
PDE, against all functions in appropriate spaces V , Q of test functions, is satisﬁed. So we
multiply equations (4.1.1) by test functions v = (v1, v2)T ∈ V and q ∈ Q respectively
and then we integrate it in Ω (for each time). On the ﬁrst equation is applied Green’s
formula to obtain a weak formulation written as follows.∫
Ω
µ∇u · ∇v −
∫
Ω
div v p dx =
∫
Ω
f · v dx∫
Ω
div u q dx = 0. (4.2.6)
Weak formulation is also called the variational formulation, because its solution satisﬁes
an extremal problem. This is often referred to as an integral form of PDE.
If we substitute previous equations by the continuous bilinear forms
a(u,v) =
∫
Ω
µ∇u · ∇v dx; b(v, p) = −
∫
Ω
p div v dx; L(v) =
∫
Ω
f · v dx;
(4.2.7)
we can formulate a weak formulation as follows: We want to ﬁnd u ∈W, p ∈ Q satisfying:
a(u,v) + b(v, p) = L(v) ∀v ∈ V
b(u, q) = 0 ∀q ∈ Q. (4.2.8)
4.3 Discretization
Now when we have a weak formulation of Stokes problem, we can use SEM to compute
it numerically.
We will assume that a domain Ω have a partition that divides this main domain in
some disjunct sub-domains (elements) Ωe :
Ω =
E⋃
e=1
Ωe, where Ωi ∩ Ωj = ∅ for i 6= j. (4.3.9)
In general, these elements have the same shape. To decompose the main domain, triangles
and quadrangles are mainly used. We will use quadrangles. The only disadvantage of using
quadrangles compared with triangles comes from the diﬃculty to decompose an irregular
domain into quadrangles, the triangles oﬀer more ﬂexibility. The intersection between
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Figure 4.1: Computations are made on the parent element Ωˆ and then by isoparametric
mapping xe(r) are transformed to the deformed element Ωe
.
two adjacent elements can produce only an edge or a vertex. Each element Ωe is obtained
by a transformation function xe(r) : Ωe → Ωˆ, where Ωˆ is a reference (parent) element
that is deﬁned as square: Ωˆ = 〈−1, 1〉2. So each element has the same reference element,
but in general, they have diﬀerent transformation functions. Transformation functions
are considered in the Lagrange interpolation polynomial form:
xe(r1, r2) =
N∑
i,j=0
xeijpii(r1)pij(r2), (4.3.10)
where xeij = φ(ξi, ξj) are grid points. These points form a grid {x
e
ij}
N
i,j that describe
geometry of a sub-domain Ωe and φ is a transﬁnite interpolation function. Since the
reference element is a square, the transﬁnite mapping φe(r) is deﬁned by four parametric
expressions
φeN(t), φ
e
W (t), φ
e
S(t), φ
e
E(t), where t ∈ 〈−1, 1〉 ,
that represent north, west, south and east side of square. Then the transﬁnite interpola-
tion function is equal to
φe(r, s) =
1
2
(1 + s)φeN(r) +
1
2
(1− r)
[
φeW (s)−
1
2
(1− s)φeW (−1)−
1
2
(1 + s)φeW
]
+
1
2
(1− s)φeS(r) +
1
2
(1 + r)
[
φeE(s)−
1
2
(1− s)φeE(−1)−
1
2
(1 + s)φeE
]
(4.3.11)
And the remaining terms in (4.3.10) are Lagrange fundamental polynomials
pii(r) =
N∏
k=0
k 6=i
r − ξk
ξi − ξk
, i = 0, 1, . . . , N (4.3.12)
deﬁned on the sequence of the interpolation nodes {ξi}Ni=0.
Points {ξi}Ni,j=0 must satisfy a condition that mapping x
e(r) : Ωˆ → Ωe is invertible
i.e. exists inverse mapping re(x) : Ωe → Ωˆ. So we choose interpolation nodes in two
ways. The ﬁrst choice is based on the Gauss-Lobatto-Legendre (GLL) formula and we
obtain GLL grid of nodes {ξi}Ni=0. The second choice is based on the Gauss-Legendre
(GL) formula and we obtain GL grid of nodes {ξ˜i}N−1i=1 .
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By using the Lagrange interpolation (4.3.10) we transform the parent square to the
general quadrangles. We transform geometry and also all physical quantities as the pres-
sure and the velocity and their corresponding test functions that have the same dimension,
so we obtain:
ue(x) ≡ uˆe(re(x)), ve(x) ≡ vˆe(re(x)),
qe(x) ≡ qˆe(re(x)), pe(x) ≡ pˆe(re(x)). (4.3.13)
An approximation of the velocity is applied on the GLL grid.
uˆe(r1, r2) =
N∑
i,j=0
ueijpii(r1)pij(r2),
vˆe(r1, r2) =
N∑
i,j=0
veijpii(r1)pij(r2), (4.3.14)
where {uij}Ni,j=0, {vij}
N
i,j=0 are values of the velocity (unknown) and test functions in the
grid points {xij}Ni,j=0.
An approximation of the pressure is applied on the GL grid.
pˆe(r1, r2) =
N−1∑
i,j=1
peijp˜ii(r1)p˜ij(r2),
qˆe(r1, r2) =
N−1∑
i,j=1
qeijp˜ii(r1)p˜ij(r2), (4.3.15)
where {pij}N−1i,j=1, {qij}
N−1
i,j=1 are values of the pressure (unknown) and test functions in
the grid points {x˜ij}N−1i,j=1. The Lagrange fundamental polynomials are deﬁned similar as
(4.3.12):
p˜ii(r) =
N−1∏
k=1
k 6=i
r − ξ˜k
ξ˜i − ξ˜k
, i = 1, . . . , N − 1 (4.3.16)
These formulas diﬀer each other only in the choice of the interpolating nodes {ξ˜i}Ni=0.
They are computed in a such way that they are satisfying the GL formula.
By discretization of the continuous problem (4.2.8) we obtain problem formulated in
the ﬁnite dimensional spaces. It is done by numerical integration, the Gaussian quadra-
tures (GLL and GL) are applied on each element Ωe, instead of the integrals we obtain
the sums.
QeGLL(φ) = QGLL(φˆ
e |Je|)
QeGL(φ) = QGL(φˆ
e |Je|), (4.3.17)
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where
QGLL(ψ) =
N∑
i,j=0
ωiωjψ(ξi, ξj)
QGL(ψ) =
N−1∑
i,j=1
ω˜iω˜jψ(ξ˜i, ξ˜j)
are the Gaussian quadratures applied on the parent element Ωˆ and
Je(r) = detJ e(r)
is a determinant of Jacobian of mapping xe : Ωˆ→ Ωe deﬁned by:
J e(r) =
{
∂xi(r)
∂ri
}2
i,j=0
.
So we replace integration by summation and we get a discrete form of the weak formula-
tion. We want to ﬁnd uN ∈ WN , pN ∈ QN satisfying:
aN(uN ,v) + bN(v, pN) = LN(v)
bN(uN , q) = 0, (4.3.18)
where
aN(uN ,v) =
E∑
e=1
QeGLL(µ∇uN · ∇v); bN(v, pN) =
E∑
e=1
QeGL( pNdiv v);
LN(v) =
E∑
e=1
QeGLL(f · v); bN(uN , q) =
E∑
e=1
QeGL( q div uN). (4.3.19)
The previous relationships express a general notation of the discretized weak formulation.
Our goal is to obtain a system of linear equation and from this system we want to obtain
a solution. Due to linearity of the Stokes problem, the SEM algorithm is straightforward,
no iteration method is need. In the next subsections of this section will be the linear and
the bilinear form, transformed to a local matrix notation. This notation is suitable for the
last section of this chapter, where assembling local matrices to global matrix is discussed.
4.3.1 Bilinear Form aN(u,v)
Let us look closely on the derivation of the bilinear form aN(u,v). It comes from the
term a(u,v) in (4.2.8) that can be expresed in a decomposed form as the sum of integrals
over all elements:
a(u,v) =
E∑
e=1
2∑
i=1
ae(ui, vi), where ae(u, v) =
∫
Ωe
2∑
k=1
µ
∂u
∂xk
∂v
∂xk
dx. (4.3.20)
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Since our mathematical tools are deﬁned in a parent element, we transform the previous
relationship from a general element Ωe to the parent element Ωˆ by the transformation
xe. Pressure and velocity can be seen as composed functions depending on the parent
quantities. So we use the derivative rule for a compositional function to obtain:
ae(u, v) =
2∑
k=1
∫
Ωˆ
µ
2∑
i=1
(
∂vˆe
∂ri
∂ri
e
∂xk
) 2∑
j=1
(
∂uˆe
∂rj
∂rj
e
∂xk
)
|Je| dr
=
2∑
i,j=1
∫
Ωˆ
2∑
k=1
∂vˆe
∂ri
(
µ
∂ri
e
∂xk
∂rj
e
∂xk
|Je|
)
∂uˆe
∂rj
dr. (4.3.21)
Terms that are independent on the pressure and the velocity we put together and we
denote this new term as a geometry factor:
heij(r) =
2∑
k=1
∂ri
e
∂xk
∂rj
e
∂xk
|Je| i, j = 1, 2.
In each element we implement a numerical integration by the GLL quadrature formulas,
so we obtain a relationship for the bilinear form consequently:
aeN(u, v) =
2∑
i,j=1
N∑
k,l=0
ωkωl
[
∂vˆ
∂ri
µheij
∂uˆe
∂rj
]
(ξk,ξl)
(4.3.22)
Now we will modify the previous relationship into a matrix notation. At ﬁrst, we express
derivations ∂uˆ
e
∂ri
, ∂vˆ
e
∂rj
in the GLL grid points. Both functions uˆe and vˆe have the same form
of the notation (4.3.14). Then their derivatives at point [ξk, ξl] are:
∂ψ
∂r1
(ξk, ξl) =
N∑
i,j=0
ψijpi
′
i(ξk)pij(ξl) =
N∑
j=0
ψilpi
′
i(ξk)
∂ψ
∂r2
(ξk, ξl) =
N∑
i,j=0
ψijpii(ξk)pi
′
j(ξl) =
N∑
j=0
ψkjpi
′
j(ξl) (4.3.23)
Term pij was eliminated in both equations in the accordance with a deﬁnition of Lagrange
fundamental polynomials that implies pij(ξk) = 0 for j 6= l and pi′j(ξk) = 1 when j = l. In
the matrix notation can be (4.3.23) rewritten as:
Ψ(1) = DΨ,
Ψ(2) = ΨDT . (4.3.24)
Where
D = {pi′ij}
N
i,j=0 =


pi′0(ξ0) pi
′
1(ξ0) · · · pi
′
N(ξ0)
pi′0(ξ1) pi
′
1(ξ1) · · · pi
′
N(ξ1)
...
... . . .
...
pi′0(ξN) pi
′
1(ξN) · · · pi
′
N(ξN)

 (4.3.25)
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is a matrix representing values of the ﬁrst derivative of fundamental polynomials at GLL
grid points and
Ψ = {ψkl}
N
k,l=0 Ψ
(1) =
{
∂ψ
∂r1
(ξk, ξl)
}N
k,l=0
Ψ(2) =
{
∂ψ
∂r2
(ξk, ξl)
}N
k,l=0
are matrices representing values of functions uˆe and vˆe and their derivatives at the grid
points. The equations (4.3.24) are identical with the following relationships, they are only
rewritten in a tensor form.
ψ(1) = (I⊗D)ψ, ψ(2) = (D⊗ I)ψ. (4.3.26)
I is the (N − 1) by (N − 1) unit matrix and ψ, ψ(1), ψ(1) are column developments of
matrices Ψ, Ψ(1), Ψ(2). A deﬁnition can be seen in Chapter 8. The substitution
B1 = (I⊗D), B2 = (D⊗ I)
applied on (4.3.26) gives us:
v
e,(j)
i = Bjv
e
i , u
e,(j)
i = Bju
e
i , i, j = 1, 2. (4.3.27)
Where ve,(j)i , u
e,(j)
i are the column developments of matrices
V
e,(j)
i =
{
∂vei
∂rj
(ξk, ξl)
}N
k,l=0
, U
e,(j)
i =
{
∂uei
∂rj
(ξk, ξl)
}N
k,l=0
, i, j = 1, 2 (4.3.28)
Terms ωk, ωl, µ, heij(ξk, ξl) we include into the matrix G
e
ij. Its matrix order is (N + 1)
2.
The matrix is diagonal, so all items of this matrix lay on the diagonal and they are deﬁned
by prescription:
[Geij]αα = µωkωlh
e
ij(ξk, ξl), where α = k + 1(N + 1)l, k, l = 0, · · · , N ; i, j = 1, 2.
(4.3.29)
Matrices Ge12 ≡ G
e
21 are clearly identical. Items on the diagonal of matrix G
e
ij form
actually the column development of the matrix Heij that is deﬁned in this way:
Heij =
{
µωkωlh
e
ij(ξk, ξl)
}N
k,l=0
, i, j = 1, 2.
Using (4.3.22),(4.3.27) (4.3.29) and (4.3.28) we obtain:
aN(vi, ui) = [vi
e]TKeuei , where K
e =
(
B1
B2
)T (
Ge11 G
e
12
Ge12 G
e
22
)(
B1
B2
)
(4.3.30)
The ﬁnal shape of this bilinear form is:
aN(u,v) =
E∑
e=1
aeN(u,v), where aN(u,v) = [v
e
1]
TKeue1 + [v
e
2]
TKeue2
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For geometric factors determination we will use the derivatives of the functions re1 and r
e
2
∂re1
∂x1
=
1
Je
∂xe2
∂r2
,
∂re1
∂x2
= −
1
Je
∂xe1
∂r2
,
∂re2
∂x1
= −
1
Je
∂xe2
∂r1
,
∂re2
∂x2
=
1
Je
∂xe1
∂r1
,
where Je =
∂xe1
∂r1
∂xe2
∂r2
−
∂xe1
∂r2
∂xe2
∂r1
(4.3.31)
So then we get:
he11 =
1
|Je|
[(
∂xe1
∂r2
)2
+
(
∂xe2
∂r2
)2]
,
he22 =
1
|Je|
[(
∂xe1
∂r1
)2
+
(
∂xe2
∂r1
)2]
,
he12 = h
e
21 =
1
|Je|
[
∂xe1
∂r1
∂xe1
∂r2
+
∂xe2
∂r1
∂xe2
∂r2
]
. (4.3.32)
Matrices
Xe1 =
{
xe1,kl]
}N
k,l=0
, Xe2 =
{
xe2,kl]
}N
k,l=0
contain coordinates of the grid points {xekl}
N
k,l=0 in x1, respectively x2 axis. Then deriva-
tives {
∂xei
∂rj
(ξk, ξl)
}N
k,l=0
≡ X
e(j)
i , i, j = 1, 2.
can be computed by using (4.3.24)
X
e,(1)
i = DX
e
i ,
X
e,(2)
i = X
e
iD
T , i, j = 1, 2. (4.3.33)
4.3.2 Bilinear Forms bN(u, q) and bN(v, p)
Derivation of two bilinear form is almost the same, so will be derived only the ﬁrst form
and the second one will be only introduced. The ﬁrst step to derive a bilinear form is
s decomposition of domain. Term b(u, q) in (4.2.8) is expressed by thr summation over
elements.
b(u, q) =
E∑
e=1
be(u, q), where be(u, q) = −
2∑
i=1
∫
Ωe
∂ui
∂xi
q dx. (4.3.34)
Using derivative rule for compositional function we obtain:
be(u, q) = −
2∑
i,j=1
∫
Ωˆ
qˆe
(
∂rej
∂xi
|Je|
)
∂uˆei
∂rj
dr (4.3.35)
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Terms describing the transformation of the geometry, we denote as geometric factors:
h˜eij(r) =
∂rj
e
∂xi
|Je| , i, j = 1, 2. (4.3.36)
After a numerical integration on the element Ωe by using the Gaussian quadrature formu-
las the discrete form of b(u, q) is presented. This discrete weak formulation is transformed
to the matrix form by the following technique.
beN(u, q) = −
N−1∑
k,l=1
ω˜kω˜l
2∑
i,j=1
[
qˆeh˜eij
∂uˆei
∂rj
]
(ξ˜k,ξ˜l)
(4.3.37)
Terms ω˜k, ω˜l, h˜eij are grouped to diagonals matrices G˜
e
ij. They have size (N − 1)
2 by
(N − 1)2. Diagonal component are deﬁned by:
[Geij]αα = ω˜kω˜lh˜
e
ij(ξ˜k, ξ˜l),
where α = k + (N − 1)(l − 1)
for k, l = 1, . . . , N − 1, i, j = 1, 2. (4.3.38)
These diagonals are actually column developments of the matrices
Heij = {ω˜kω˜lh˜
e
ij(ξ˜k, ξ˜l)}
N−1
k,l=1, i, j = 1, 2.
Derivatives of velocity components are expressed via Lagrangian interpolation polynomi-
als:
∂uˆei
∂r1
(ξ˜k, ξ˜l) =
N∑
i,j=0
u˜eijpi
′
i(ξ˜k)pij(ξ˜l)
∂uˆei
∂r2
(ξ˜k, ξ˜l) =
N∑
i,j=0
u˜eijpii(ξ˜k)pi
′
j(ξ˜l). (4.3.39)
Due to changing conscription from the previous one to an element matrix form is intro-
duced a matrix representing fundamentals polynomials of the Lagrangian interpolation
D˜ = {pi′ij}
N−1
i,j=1 =


p˜i′0(ξ˜1) p˜i
′
1(ξ˜1) · · · p˜i
′
N(ξ˜1)
p˜i′0(ξ˜2) p˜i
′
1(ξ˜2) · · · p˜i
′
N(ξ˜2)
...
... . . .
...
p˜i′0(ξ˜N−1) p˜i
′
1(ξ˜N−1) · · · p˜i
′
N−1(ξ˜N−1)

 (4.3.40)
and their derivatives
I˜ = {pi′ij}
N−1
i,j=1 =


p˜i0(ξ˜1) p˜i1(ξ˜1) · · · p˜iN(ξ˜1)
p˜i0(ξ˜2) p˜i1(ξ˜2) · · · p˜iN(ξ˜2)
...
... . . .
...
p˜i0(ξ˜N−1) p˜i1(ξ˜N−1) · · · p˜iN−1(ξ˜N−1)

 . (4.3.41)
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Similar for components of the velocity and their derivatives:
Uei = {uˆ
e
i (ξk, ξl)}
N
k,l=0 , U˜
e(j)
i =
{
∂uˆei
∂rj
(ξ˜k, ξ˜l)
}N−1
k,l=1
. (4.3.42)
Using (4.3.39)-(4.3.42) we get:
U˜
e,(1)
i = D˜U
e
i I˜
T , U˜
e,(2)
i = D˜U
e
i I˜
T , i = 1, 2.
By substitution
B˜1 = (I˜⊗ D˜), B˜2 = (D˜⊗ I˜)
and using the same procedure as was used in (4.3.26) we obtain:
u˜
e,(j)
i = B˜ju˜
e
i , i, j = 1, 2. (4.3.43)
Vectors u˜ei are the column developments of matrices U˜
e,(j)
i for i, j = 1, 2. Using (4.3.37),
(4.3.38), (4.3.42), (4.3.43) we obtain the ﬁnal shape of this bilinear form:
bN(u, q) =
E∑
e=1
beN(u, q), where b
e
N(u, q) = [q
e]T [−De1u
e
1 −D
e
2u
e
2], (4.3.44)
where
Dei =
(
G˜ei1, G˜i2
)(
B˜1
B˜2
)
, i, j = 1, 2. (4.3.45)
By the analogical computation as before we obtain another bilinear form bN(v, p). Its
notation is very similar to previous bilinear form (4.3.44).
bN(v, p) =
E∑
e=1
beN(v, p), where bN(v, p) = [p
e]T −De1v
e
1 −D
e
2v
e
2 (4.3.46)
The geometric factors are given from (4.3.36) by using (4.3.32).
h˜e11 = sgnJ
e∂x
e
2
∂r2
, h˜e12 = sgnJ
e∂x
e
2
∂r1
,
h˜e21 = sgnJ
e∂x
e
1
∂r2
, h˜e22 = sgnJ
e∂x
e
1
∂r1
,
So derivatives of coordinates{
∂xei
∂rj
(ξ˜k, ξ˜l)]
}N−1
k,l=1
= X˜
(j)
i , i, j = 1, 2.
hold
X˜
(1)
i = D˜XiI˜
T , X˜
(2)
i = I˜XiD˜
T i, j = 1, 2. (4.3.47)
It is the similar form as we done for bilinear form aN(u,v) in (4.3.33)
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4.3.3 Linear Form LN(v)
Using the same approach as before we obtain expression for the linear form. At ﬁrst, we
decompose it to the elements.
L(v) =
E∑
e=1
Le(v), where Le(v) =
2∑
i=1
∫
Ωe
fivi dx. (4.3.48)
Then we use numerical integration
LeN(v) =
2∑
i=1
N∑
k,l=0
ωkωlv
e
i,klf
e
i (ξk, ξl) |J
e(ξk, ξl)| ,
and from it we derive the matrix form
L(v) = [ve1]
T
f e1 + [v
e
2]
T
f e2 , (4.3.49)
where fi, i = 1, 2 is column development of matrix Fei
Fei = {ωkωlf
e
i (ξk, ξl) |J
e(ξk, ξl)|}
N
kl , i, j = 1, 2.
Finally, we compose linear forms of each element together.
LN(v) =
E∑
e=1
LeN(v)
4.4 Assembly to Global Matrix
All interior GLL points (grid points of velocity not lay on the boundary) {xeij}
N
ij=0 /∈ Γ,
e = 1, . . . , E , for that is not prescribed boundary condition for velocity (4.1.2) are marked
by global indexes. A count of the GLL grid points is nu = (N + 1)2E.
u1, i = u1(xi), u2, i = u2(xi), v1, i = v1(xi), u2, i = u2(xi), i = 1, . . . , nu.
(4.4.50)
Let consider the column vector u1 of length nu containing the velocities
u1,i, i = 1, . . . , nu.
Similarly we deﬁne u2, v1, v2. The First nu components of vectors u1, u2 are unknown,
and the remaining components are given by prescribed boundary condition (4.1.2), i.e.
uk,i = gk(xi), for i = nu + 1, . . . , nu, k = 1, 2
Since v ∈ VN is v1 = v2 = 0 on Γ, so we obtain unknown vectors u1,u2. v1, v2 are
arbitrary vectors.
Similarly the GL point (grid points for pressure) are marked by global indexes. The
count of the GLL points is np = (N − 1)2E. The discrete weak form (4.3.18) and the
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decompositions of forms a(u,v) in (4.3.20), b(u, q), b(v, p) in (4.3.34) and L(v) in (4.3.48)
imply
E∑
e=1
[aeN(u,v) + b
e
N(v, p) + b
e
N(u, q)− L
e
N(v)] = 0 (4.4.51)
Expressions for the linear and the bilinear forms was derived in previous sections. We use
these derived matrix forms and we substitute them into (4.4.51). If we convert a notation
to the global variable indexation then we obtain the relation between the local and the
global data.
0 =
e=1∑
E
(
[ve1]
T [ve2]
T [qe]T
)

 Ke Oeu −[De1]TOeu Ke −[De2]T
−De1 −D2 O
e
u
T



 ue1ue2
pe

−

 f e1f e2
oee



 =
=
(
vT1 v
T
2 q
T
)

 K Ou −[D1]TOu K −[D2]T
−D1 −D2 Ou
T



 u1u2
p

−

 f1f2
oe



 (4.4.52)
Ou,Op are zero matrices and ou,op are zero vectors. A similar notation is for the element
matrices denoted by the upper index e. Because vectors v1, v2, q can be arbitrary, we
choose their values such that we obtain system of equations
Ku1 −D
T
1 p = f1
Ku2 −D
T
2 p = f2
−D1u1 −D2u2 = f3 (4.4.53)
Each global matrixK,D1,D2 and global vector f1, f2, f3 is assembled from element matrix
Ke, De1, D
e
2 and vectors f
e
1 , f
e
2 and from boundary conditions ui = g(xi), vi = 0, where
xi ∈ Γ. This assembly technique is the same as in FEM. The system of equations given
above has the zero diagonal entries, and cannot be inverted and solved as it is. The matrix
of a linear system of equations (4.4.53) is a singular. It is a consequence of non-uniqueness
of the pressure formulation. The most simple treatment is to assign one component of
the pressure vector p, i.e. we consider that pi = p¯i. The remaining components pj, j 6= i,
are unique. The choice of concrete component and assignment a concrete value are not
so important. So if we choose the last component of pressure pnp = 0 then we actually
erase the last equation (row) and the last column of the matrix representing the system
of equations. This reduced linear system we solve and the missing unknown we set up as
zero.
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Chapter 5
Steady Navier-Stokes Problem in 2-D
5.1 Formulation
The Navier-Stokes equations (2.4.16) including the continuity equation (2.4.7) describing
steady-state case are given by:
−µ∆u+ (u · ∇)u+∇p = f
div u = 0 (5.1.1)
Together with the boundary condition (5.1.2) they form the steady Navier-Stokes problem,
that we solve respect to u and p on our domain Ω.
u = g on ∂Ω (5.1.2)
Where g is a boundary function for that holds∫
∂Ω
g · n ds = 0 (5.1.3)
5.2 Weak Formulation
The weak Formulation of the Navier-Stokes problem is derived by the same principle as
for the Stokes problem. The only diﬀerence is that the non-linear convection term (u·∇)u
appears in the Navier-Stokes equation. If we multiply equations (5.1.1) by test functions
and apply integration over domain Ω then we obtain the same bilinear forms as before
and in addiction, one trilinear form that represents the convection term. The trilinear
form has this form:
c(w;u,v) =
∫
Ω
(w · ∇)u · v dx =
∫
Ω
(
w1
∂u
∂x1
+ w2
∂u
∂x2
)
· v dx. (5.2.4)
We can formulate thr weak formulation of the Navier-Stokes equations as follows. We
want to ﬁnd u ∈W, p ∈ Q satisfying:
a(u,v) + c(w;u,v) + b(v, p) = L(v) ∀v ∈ V
b(u, q) = 0 ∀q ∈ Q. (5.2.5)
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The Navier–Stokes problem becomes stiﬀer when Re increases, µ decreases respec-
tively. Some algorithms exploit the fact that for low or moderate Reynolds number, the
convection term is a perturbation of the former Stokes problem. For higher values of Re
another approach must be undertaken. If Re reaches higher values, the physical quantities
may be very diﬀerent. Experiments show that one may switch from steady-state solutions
to time-dependent ones. In this case, the dynamics, and therefore the temporal behavior
of the Navier–Stokes equations, becomes essential.
5.3 Discretization
From the continuous relationships (5.2.5) we want to obtain discrete ones. Our ﬁrst
choice could be to make the same procedure as in case of Stokes problem. But there is
problem with a nonlinear term. So at ﬁrst we must get rid of nonlinearity in some way.
A nonlinear term is best treated by iterative techniques. The most simple approach is to
apply the Newton iteration method [7]. This method works well if we set the appropriate
starting value of approximation (zero iteration). In our case the starting value will be the
solution of the related Stokes problem. We can expect that for a small nonlinear term the
method will be convergent, but for the greater nonlinear term the starting approximation
will be not suﬃcient. In that case, must be an another treatment used. If we treat the
nonlinearity by then Newton method then we get: An initial approximation of the velocity
u(0) ∈W is given and we want to ﬁnd δu(n) ∈ V , δp(n) ∈ Q, n = 0, 1, . . . satisfying:
a(δu(n),v) + c(δu(n);u(n),v) + +c(u(n); δu(n),v) + b(v, δp(n)) =
= L(v)− a(u(n),v)− c(u(n);u(n),v)− b(v, p(n)) ∀v ∈ V,
b(δu(n), q) = −b(u(n), q) ∀q ∈ V.
and u(n+1) = u(n) + δu(n), p(n+1) = p(n) + δp(n). (5.3.6)
If we consider forms a(u,v), b(v, p), c(w;u,v) are bilinear, respectively trilinear then the
previous formulation can be simpliﬁed to following form: An initial approximation of the
velocity u(0) ∈ W is given and we want to ﬁnd u(n+1) ∈ W , p(n+1) ∈ Q, n = 0, 1, . . .
satisfying:
a(u(n+1),v) + c(u(n+1);u(n),v)+
+c(u(n);u(n+1),v) + b(v, p(n+1)) = c(u(n);u(n),v) + L(v) ∀v ∈ V,
b(u(n+1), q) = 0 ∀q ∈ V. (5.3.7)
If we use the SEM discretization (the same approach as in chapter 4), we can formulate
a discrete weak formulation of the Navier-Stokes equations as follows.
An initial approximation of the velocity u(0)N ∈ WN is given and we want to ﬁnd u
(n+1)
N ∈
WN , p
(n+1)
N ∈ QN , n = 0, 1, . . . satisfying:
aN(u
(n+1)
N ,v) + cN(u
(n+1)
N ;u
(n)
N ,v)+
+cN(u
(n)
N ;u
(n+1)
N ,v) + bN(v, p
(n+1)
N ) = cN(u
(n)
N ;u
(n)
N ,v) + L(v) ∀v ∈ V,
bN(u
(n+1), q) = 0 ∀q ∈ V. (5.3.8)
Almost all forms were presented in the Stokes problem and they are identically used for
the Navier-Stokes problem. The only one that is not presented in Stokes problem is
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trilinear form ceN(w,u,v). in next section will be derived a local matrix notation of this
trilinear form.
5.3.1 Trilinear Form ce
N
(w,u,v)
The nonlinear term is written as the trilinear form. This form is decomposed into E
elements Ωe, so we obtain a local trilinear form for each element.
cN(w,u,v) =
E∑
e=1
ceN(w,u,v), where c
e
N(w,u,v) = Q
e
GLL[(w · ∇)u · v] (5.3.9)
This local trilinear form is expressed by help of the relationships (4.3.17) and (4.3.31).
ceN(w,u,v) = Q
e
GLL
[
w1
∂u1
∂x1
v1 + w2
∂u1
∂x2
v1 + w1
∂u2
∂x1
v2 + w2
∂u2
∂x2
v2
]
= (5.3.10)
=QeGLL
[
wˆ1
(
∂uˆe1
∂r1
∂re1
∂x1
+
∂uˆe1
∂r2
∂re2
∂x1
)
|Je| vˆe1
]
+QeGLL
[
wˆ2
(
∂uˆe1
∂r1
∂re1
∂x2
+
∂uˆe1
∂r2
∂re2
∂x2
)
|Je| vˆe1
]
+
+QeGLL
[
wˆ1
(
∂uˆe2
∂r1
∂re1
∂x1
+
∂uˆe2
∂r2
∂re2
∂x1
)
|Je| vˆe2
]
+QeGLL
[
wˆ2
(
∂uˆe2
∂r1
∂re1
∂x2
+
∂uˆe2
∂r2
∂re2
∂x2
)
|Je| vˆe2
]
=
=QeGLL
[
wˆ1
(
∂uˆe1
∂r1
∂xe2
∂r2
−
∂uˆe1
∂r2
∂xe2
∂r1
)
sgnJe vˆe1
]
+QeGLL
[
wˆ2
(
∂uˆe1
∂r1
∂xe1
∂r2
+
∂uˆe1
∂r2
∂xe1
∂r1
)
sgnJe vˆe1
]
+
+QeGLL
[
wˆ1
(
∂uˆe2
∂r1
∂xe2
∂r2
−
∂uˆe2
∂r2
∂re2
∂x1
)
sgnJe vˆe2
]
+QeGLL
[
wˆ2
(
∂uˆe2
∂r1
∂re1
∂x2
+
∂uˆe2
∂r2
∂xe1
∂r1
)
sgnJe vˆe2
]
For this element the functions u, v, w ∈ V are determined by the vectors of parameters.
ue =
(
ue1
ue2
)
, ve =
(
ve1
ve2
)
, we =
(
we1
we2
)
,
where uei , v
e
i , w
e
i , i = 1, 2 are the column developments of matrices representing this
bilinear form. It can be expressed in two ways
ceN(w;u,v) = [v
e]TCe,1(ue)we
ceN(w;u,v) = [v
e]TCe,2(we)ue, (5.3.11)
where element matrices Ce,1, Ce,2 are derived in the text bellow.
I.Matrix Ce,1(ue)
Ce,1(ue) =
(
Ce,111 (u
e) Ce,112 (u
e)
Ce,121 (u
e) Ce,122 (u
e)
)
Four components of the matrix above correspond to four terms in (??)
QeGLL
(
wˆe1
[
∂uˆe1
∂r1
∂xe2
∂r2
−
∂uˆe1
∂r2
∂xe2
∂r1
]
sgn (Je)vˆe1
)
= [ve1]
TC
e,1
11 (u
e)we1
37
Ce,111 (u
e) is a diagonal matrix.
[Ce,111 (u
e)]α,α = ωkωl
(
wˆe1
[
∂uˆe1
∂r1
∂xe2
∂r2
−
∂uˆe1
∂r2
∂xe2
∂r1
]
sgn Je
)
(ξk,ξl)
for k, l = 0, 1, . . . , N and α = k + 1 + (N + 1)l.
In a compact matrix form written:
Ce,111 (u
e) = diag
[
Ω⊙
(
U
e,(1)
1 ⊙X
e,(2)
2 −U
e,(2)
1 ⊙X
e,(1)
2
)
⊙ Se
]
,
where
U
e,(1)
i = DU
e
i , U
e,(2)
i = U
e
iD
T , Uei = {uˆ
e
i (ξk, ξl)}
N
k,l=0, i = 1, 2. (5.3.12)
are deﬁned with accordance to (4.3.24). Matrices Xe,(2)2 and X
e,(1)
2 are deﬁned by the
relationship (4.3.33 ) and Ω,Se are deﬁned by:
Ω = {ωkωl}
N
k,l=0 S
e = {sgn[Je(ξk, ξl)]}
N
k,l=0 (5.3.13)
The deﬁnition of diag operator can be seen in chapter 8. The remaining three components
of matrix Ce,1(ue) are deﬁned by formulas below.
QeGLL
(
wˆe2
[
−
∂uˆe1
∂r1
∂xe1
∂r2
+
∂uˆe1
∂r2
∂xe1
∂r1
]
sgn Jevˆe1
)
= [ve1]
TC
e,1
12 (u
e)we2,
where
Ce,112 (u
e) = diag
[
Ω⊙
(
−U
e,(1)
1 ⊙X
e,(2)
1 +U
e,(2)
1 ⊙X
e,(1)
1
)
⊙ Se
]
QeGLL
(
wˆe1
[
∂uˆe2
∂r1
∂xe2
∂r2
+
∂uˆe2
∂r2
∂xe2
∂r1
]
sgn Jevˆe2
)
= [ve2]
TC
e,1
21 (u
e)we1,
where
Ce,121 (u
e) = diag
[
Ω⊙
(
U
e,(1)
2 ⊙X
e,(2)
2 −U
e,(2)
2 ⊙X
e,(1)
2
)
⊙ Se
]
QeGLL
(
wˆe1
[
∂uˆe2
∂r1
∂xe2
∂r2
+
∂uˆe2
∂r2
∂xe2
∂r1
]
sgn Jevˆe2
)
= [ve2]
TC
e,1
21 (u
e)we1,
where
Ce,121 (u
e) = diag
[
Ω⊙
(
U
e,(1)
2 ⊙X
e,(2)
2 −U
e,(2)
2 ⊙X
e,(1)
2
)
⊙ Se
]
QeGLL
(
wˆe2
[
−
∂uˆe2
∂r1
∂xe1
∂r2
+
∂uˆe2
∂r2
∂xe1
∂r1
]
sgn Jevˆe2
)
= [ve2]
TC
e,1
22 (u
e)we2,
where
Ce,122 (u
e) = diag
[
Ω⊙
(
−U
e,(1)
2 ⊙X
e,(2)
1 +U
e,(2)
2 ⊙X
e,(1)
1
)
⊙ Se
]
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II.Matrix Ce,2(ue)
Ce,2(we) =
(
Ce,211 (w
e) 0
0 Ce,211 (w
e)
)
The components of matrix above corresponds to two terms in (??)
QeGLL
(
vˆe1
[(
wˆe1
∂xˆe2
∂r2
− wˆe2
∂xe1
∂r2
)
−
∂uˆe1
∂r1
+
(
−wˆe1
∂xˆe2
∂r1
+ wˆe2
∂xe1
∂r1
)
∂uˆe1
∂r2
]
sgn Je
)
= [ve1]
TC
e,2
11 (u
e)ue1,
where
Ce,211 (u
e) = diag
[
Ω⊙
(
We1 ⊙X
e,(2)
2 −W
e
2 ⊙X
e,(2)
1
)
⊙
]
B1
+ diag
[
Ω⊙
(
−We1 ⊙X
e,(2)
1 +W
e
2 ⊙X
e,(1)
1
)
⊙
]
B2
and
Wei = {wˆ
e
i (ξk, ξl)}
N
k,l=0, i = 1, 2 (5.3.14)
is deﬁned similar as in (5.3.12)
QeGLL
(
vˆe2
[(
wˆe1
∂xˆe2
∂r2
− wˆe2
∂xe1
∂r2
)
∂uˆe2
∂r1
+
(
−wˆe1
∂xˆe2
∂r1
+ wˆe2
∂xe1
∂r1
)
∂uˆe2
∂r2
]
sgn Je
)
= [ve2]
TC
e,2
11 (w
e)ue2,
where
Ce,211 (u
e) = diag
[
Ω⊙
(
We1 ⊙X
e,(2)
2 −W
e
2 ⊙X
e,(2)
1
)
⊙
]
B1
+ diag
[
Ω⊙
(
−We1 ⊙X
e,(2)
1 +W
e
2 ⊙X
e,(1)
1
)
⊙
]
B2.
5.4 Assembly to Global Matrix
The discrete weak form (5.3.8) and decompositions of forms a(u,v) in (4.3.20), b(u, q),
b(v, p) in (4.3.34) and L(v) in (4.3.48) and in (5.3.9) imply
E∑
e=1
[
aeN(u
(n+1),v) + ceN(u
(n+1),u(n),v) + ceN(u
(n),u(n+1),v)+
+beN(v, p
(n+1)) + beN(u
(n+1), q)− LeN(v)− c
e
N(u
(n),u(n),v)
]
= 0, (5.4.15)
where all terms are expressed via following relationships:
term relationship
aeN(u
(n+1),v) (4.3.30)
ceN(u
(n+1),u(n),v) (5.3.11)
ceN(u
(n),u(n+1),v) (5.3.11)
ceN(u
(n),u(n),v) (5.3.11)
beN(v, p
(n+1)) (4.3.44)
beN(u
(n+1), q) (4.3.46)
LeN(v) (4.3.49)
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The velocities known from previous iteration denoted by (n) will be hereinafter written
without it and the unknown velocities denoted by (n+1) will be marked with bar, u¯. A
local data in the matrix form can be expressed by these matrices:
he =

 ve1ve2
qee

 ze =

 ue1ue2
pee


Ae(u¯e) =

 Ke + Ce,111 (u¯) + Ce,211 (u¯) Ce,112 (u¯) −[De1]TCe,121 (u¯) Ke + Ce,122 (u¯) + Ce,211 (u¯) −[De2]T
−De1 −D2 O
e
p
T


be(u¯e) =

 f e1 + Ce,211 (u¯)u¯e1f e2 + Ce,211 (u¯)u¯e2
oep


A global data we consider in the similar matrix form.
he =

 v1v2
qe

 z =

 u1u2
pe


A(u¯e) =

 A11(u¯) A12(u¯) A13A21(u¯) A22(u¯) A23
A31 A32 A33


be(u¯) =

 b1u¯e1b2u¯e2
b3


Then a relation between the local and the global data is given by:
E∑
e=1
[he]T [Ae(u¯)ze − be(u¯)] = hT [A¯(u¯)z− b(u¯)]
So the unknows values of the velocities and the pressure we obtain by solving the linear
system of equations
A(un)zn+1 = b(un)
 A11(u(n)) A12(u(n)) A13A21(u(n)) A22(u(n)) A23
A31 A32 A33



 u
(n+1)
1
u
(n+1)
2
p(n+1)

 =

 b1(u(n))b2(u(n))
b3


Submatrices A33 = O, A13 = AT31, A23 = A
T
32. These system of equations is singular, so
obvious approach is to determine the last components of pressure p(n+1) equal to zero.
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5.5 Parametrization of Nonlinearity
The convergence of the Newton iteration method is expectable only if we are able to
specify a good starting approximation for the iteration process. One of possibilities is to
choose as zero iteration a solution of the Stokes Problem. For a small nonlinearity is this
choice suﬃcient, because in this case, these two models are almost the same. The better
approach is to use the a parametrization of the nonlinearity. So we solve a problem to
ﬁnd u(t) ∈ W, p ∈ Q satisfying:
a(u(t),v) + t · c(u(t);u(t),v) + b(v, p(t)) = L(v) ∀v ∈ V
b(u(t), q) = 0 ∀q ∈ Q, (5.5.16)
where the parameter t ∈ 〈0, 1〉. For t = 1 we obtain the Navier-Stokes problem (5.2.5)
and for t = 0 we obtain the Stokes problem (4.2.8). So as the starting approximation is
chosen t = 0. We solved this problem and its solution we use for a new problem, where
t = t1 < 1. In general, we consider the family of parameters 0 = t0 < t1 < . . . < tM = 1
For these parameters we solve approximated solutions (u(ti), p(ti)), i = 0, 1, . . . ,M . The
starting iteration of new problem is calculated via extrapolation done on the solutions of
previous problems. More can be found in [12].
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Chapter 6
Application
In chapter will be solve two examples. We consider the Navier-Stokes ﬂow of an in-
compressible ﬂuid. Solution of this problem is velocity and pressure. This solution are
computed for various Reynolds numbers. The Reynolds number depends on velocity,
kinematic viscosity and characteristic length. It is equivalent to change only the mean
velocity or only the viscosity. For example if the ﬂuid is water, then ρ = 1000 [kg/m3],
η = 0.001 [Pa.s], ν = 0.000001[m2s−1].
6.1 Lid Driven Cavity
The lid driven cavity ﬂow is probably the most studied ﬂuid problem in computational
ﬂuid dynamics ﬁeld. Due to the simplicity of the cavity geometry it is convenient to
testing or developing of new numerical methods. We have two-dimensional geometry
that has shape of a square. The boundary conditions are very simple. The standard
case is that ﬂuid contained in a square domain with Dirichlet boundary conditions on
all sides, with three stationary sides and one moving side (with velocity tangent to the
side, normal velocity is zero). The geometry of problem is on the ﬁgure (6.3). Despite its
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Figure 6.1: Geometry of lid driven cavity and the 3x3 grid.
simple geometry, the lid driven cavity ﬂow retains a rich ﬂuid ﬂow physics manifested by
multiple counter rotating recirculating regions on the corners of the cavity depending on
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the Reynolds number. It depends on velocity at lid face U , characteristic length L (it is
size of square) and kinematic viscosity ν.
• U=1, L=1
In this example, the domain Ω is decomposed into square sub-domains, that all are the
same. This partition is called the regular grid, it could be seen on the ﬁgure 6.3. We will
consider more regular grids. A notation 3x3 means a domain decomposed into 9 elements.
An order of the Lagrangian polynomial will be ndeg = 10 used, if will not be said explicitly
another value. This order implies that one element contains 121 GLL +81 GL grid points,
42 of GLL nodes lay on the boundary. Another important parameter is a requested
accuracy. Table 6.1 shows that a computational time is very rapidly increasing if we
Table 6.1: Time costs depending on the number of elements, Re=200, ndeg = 10
grid neq N t[s] grid neq N t[s]
1x1 243 7 1.01 5x5 6827 6 61.22
2x2 1046 9 7.39 6x6 9878 6 97.58
3x3 2411 6 14.32 7x7 13491 6 161.25
4x4 4338 6 32.17 8x8 17666 6 346.65
neq. . . number of equations, N. . . count of iterations, t . . . computational time,
requested accuracy 10−10.
decompose the domain to more elements. A computational time means time of calculation,
a time of plotting results is not included. The computational time depends on a computer
performance, so it is not unique and the absolute values may diﬀer. The number of
iterations is almost unchanged for various grids, so it not aﬀects the computational time.
Thus only essential parameter that aﬀect this time is number of elements, respectively
number of linear equations neq. For example for the grid 5x5 there are 6827 equations.
The SEM has closed to p-version of the FEM. So we can expect that the higher order
of interpolation provides better approximation. Following table shows how change the
time costs respect to an order of interpolation. The test was done on the grid 3x3 for
Re=200. For the order ndeg = 4 the method not converges.
Table 6.2: Time costs depending on the order of interpolation polynomial, Re=200, grid
3x3
ndeg neq N t[s] ndeg neq N t[s]
5 536 7 1.78 11 2948 6 20.28
6 803 6 2.38 12 3539 6 29.32
7 1124 6 3.84 13 4184 6 41.55
8 1499 6 5.69 14 4883 6 73.97
9 1928 6 9.00 15 5636 6 89.69
10 2411 6 13.63 16 6443 6 122.43
ndeg. . . order of interpolation, neq. . . number of equations, N. . . count of iterations,
t . . . computational time, requested accuracy 10−10.
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Development of ﬂuid ﬂow from Re=1 to Re=1000
The grid 1x1 is actually degenerate case of the SEM. It makes sense to use more elements
than one. So I made testing for grids 2x2, 3x3, 4x4, 5x5 and 8x8 for various Reynolds
numbers and some results can be seen in the table 6.3. All graphical plots of velocity ﬁeld
are made from the data in this table. 1 2
Table 6.3: Simulations for various Reynolds numbers.
grid Re[-] N[-] t[s] grid Re[-] N[-] t[s]
4x4 1 3 16.55 4x4 600 14* 42,67
4x4 100 5 28.36 4x4 700 19* 51.30
4x4 200 6 31.72 4x4 800 - -
4x4 300 7 37.63 5x5 800 15** 99.45
4x4 400 8* 41.89 5x5 900 - -
4x4 500 9* 40.96 8x8 1000 21** 760.49
Re. . . Reynolds number, N. . . count of iterations, t . . . computational time,
requested accuracy 10−10.
The grid 1x1 is actually degenerated case of SEM. This grid was useful during the
testing the solver. For the grid 2x2 (4 elements) the iteration process converges while
Reynolds number is less then 150. For Re=200 is convergence uncertain. The grid 3x3
is able to compute ﬂow to Re=500, but for Re=550 is not. The grid 4x4 can be used
to Re=700, for Re=800 iteration process not converges. So if we use the grid 5x5 for
simulating Re=800 , we can see that converges and moreover it is needed less count
iteration before, but computational time is still increasing. If we try the same grid for
Re=900 we obtain non-realistic solution. So we need more elements. We can use the
grid 8x8 is able to compute ﬂow to Re=1000. For eﬃcient simulating of higher Reynolds
numbers must be special treatment applied. The parametrization nonlinearity approach
was tested, but in my implementation this approach failed.
An observations shows that greater count of elements provides computation for greater
Reynolds numbers. More elements better deals with nonlinearity. But this is limited by
considered our model that is not able to compute really turbulent ﬂow, only laminar one
with the weak turbulence. It is not appropriate to use the grid consisting of thousands or
more elements as in FEM, because the accuracy is satisﬁed by a less number of elements.
If the Reynolds number is equal to 1 the eye of vortex is in the center of cavity. When
the Reynolds number is increasing the eye is moving to the left due to shear stresses.
Above a critical Reynolds number about Re=300, the ﬂow becomes unsteady, and a
lower-wall, tertiary vortex appears, which is thought to be associated with the onset of
hydrodynamic instability. The vortex in the left lower corner is growing with increasing
Reynolds number. Thus for Re>300 there appears small oscillations. About Re=600
the next small vortex grows in the right lower corner and it is growing with increasing
Reynolds number.
Is interesting to compare the Stokes solution of model and the Navier-Stokes solution
of model. The Stokes model not assume any nonlinearity. Reynolds number is equal
1∗ means that the requested accuracy was reached, but the convergence of the iteration process was
disturbed by a small oscillation.
2∗∗ means that the requested accuracy was only 10−4.
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Figure 6.2: The lid driven cavity - results for Re=1, 200, 400, 600, 800, 1000
to zero. In the corner of cavity are crucial diﬀerences between this two models. More
realistic is surely the Navier-Stokes model, it is illustrated by many experiments. The
Navier-Stokes model is able to describe the ﬂow in the corners, where vortexes rise. The
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Stokes model is convenient to modeling only pure laminar ﬂow, so for ﬂow in the cavity is
not the best choice. When the nonlinearity comes to be too large, then we have to made
steps in addiction, to treated it.
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6.2 Flow Over a Cylinder
Velocity of water ν and density ρ is known. Velocity of ﬂow at entrance is U . The
diameter of cylinder D we substitute in (2.2.2) as the characteristic length L. These four
quantities determine the value of Reynold’s number. The viscosity, the density and the
characteristic length will be the same for all experiments on this geometry. Only the
velocity at entrance will be for the each experiment diﬀerent. Previous task is equivalent
to non-dimensional one:
• U=1, L=D=1
so Reynolds number only depends on adimensional viscosity µ.
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Figure 6.3: An external ﬂow - the geometry and its grid.
Table 6.4: An external ﬂow for various Reynolds numbers.
Re N t[s] Re N t[s]
1 4 7.48 50 10 17.69
10 5 8.90 60 6 11.47
20 5 9.12 70 7 12.67
30 6 10.84 80 8 12.21
40 9 16.43 90 9* 15.73
Re. . . Reynolds number, N. . . count of iterations, t . . . computational time,
requested accuracy 10−10.
External ﬂow
This example corresponds to ﬂow in a wide river. The domain lies in the middle
of it so we can neglect shear forces of banks. Thus velocity proﬁle at inlet and outlet
can be consider as constant and on the whole domain is prescribed the same constant
boundary condition. In the middle of river is object that looks like as cylinder. This
object is overﬂowed. We are interesting in the area nearby the cylinder, so we assume
that the domain is quite long, thus velocity proﬁle at the inlet and outlet are the same.
This assumption makes this problem unphysical, but if we are interested only in small
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neighborhood behind the cylinder then we can do this assumption. On the cylinder is
prescribed homogeneous Dirichlet boundary conditions. The linear system has got 2088
equations. For Re=100 the solver not converges.
Figure 6.4: The grid and the external ﬂow for Re=1
Figure 6.5: The external ﬂow for Re=10,20
Figure 6.6: The external ﬂow for Re=30,40
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Internal Flow
We consider direct long tube with ﬂowing ﬂuid. The domain is 2D projection of a
control tube that is part of this tube. The inlet to the control tube has parabolic velocity
proﬁle. It has physical background, because on the wall exist layer where the magnitude
of velocity is close to zero. So we can assume that on the wall is velocity equal to zero.
Across the tube is ﬁxed a cylinder. The ﬂuid ﬂows over this cylinder. We assume that the
control tube is quite long and the velocity proﬁle at inlet and output are identical. For
Table 6.5: An internal ﬂow for various Reynolds numbers.
Re N t[s] Re N t[s]
1 4 46.87 40 7 84.90
10 5 58.84 50 9 109.16
20 6 77.17 60 8 97.26
30 6 70.88 70 10 121.96
Re. . . Reynolds number, N. . . count of iterations, t . . . computational time,
reached accuracy 10−10.
Re=80 the solver not converges. From the ﬂow over a cylinder theory is known that about
Re ≈ 45, there is a bifurcation and so the ﬂow behind the cylinder is quite diﬀerent. This
change solver ignores, because above this critical value the problem starts to be unsteady.
About Re=100 there is another instability, but it was not achieved. The most interesting
part of tube is in the neighborhood of cylinder. The following results are focused on this
area.
Figure 6.7: The proﬁl of tube
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Figure 6.8: The ﬂow in tube the grid and the velocity proﬁle for Re=40
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Figure 6.9: The ﬂow in tube for Re=10
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Figure 6.10: The ﬂow in tube for Re=40
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Chapter 7
Matlab Code
This chapter describes implementation of the SEM algorithm in Matlab. And some re-
marks to development of program. Matlab is powerful in dealing with matrices and it
includes most of mathematical functions. Also it provides good graphical support. Source
code of Navier-Stokes solver contains the code of Stokes solver that was developed by my
supervisor. The starting procedure of ﬁrst one is called NAVSTO. The starting proce-
dure of second one is called stokess. Each procedure has own m-ﬁle called {name of
procedure}.m As can be seen on the scheme the Stokes solver works as initialization to
Navier-Stokes solver.
Figure 7.1: Navier-stokes solver scheme.
NAVSTO is main procedure, it contains pro-
cedures shown on the left.
The starting point in the development of
solver was to construct Poisson equations
solver. Then the Stokes solver and at the
end the Navier-Stokes solver. During the de-
velopment was necessary to control function-
ality of solvers. To do this was implemented
these m-ﬁles: ue, check, NSrhs respectively
rhs. NS denotes that procedure is part of
Navier-Stokes program. The main idea was
to choose exact solution for all unknows and
then analytically calculate boundary condi-
tions corresponding to exact solution. These
boundary condition formed problem that was
solved by solver. The diﬀerence between ex-
act solution and numerical one was controlled
by check procedure.
This program is able to solve problem on var-
ious 2D geometries. Domain decomposition
is made manually, because is not too easy
make an eﬃcient program for meshing of do-
main.
In the next text will be described the most
important procedures and structures of pro-
gram.
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Structures
They are used to keep data. They have global character, so all procedures can work with
them. Each structure can have some items (e.g. Super.elem,. . . ). This items can be of
various types (as number, matrix, vector,. . . ). I will not show exactly deﬁnition, but only
a description of each item.
Super
• .elem . . . index of superelement (element with additional information).
• .edge . . . list of indexes neighboring superelements. If there is a side that lies on
the boundary of domain then index for Dirichlet boundary condition is -1 and for
Neumann boundary condition is -2.
• .x, .y . . . coordinates of grid point.
• .geom, .geomdata . . . to deal with curved sides that are deﬁned parametrically.
• .phys, .physdata . . . to deal with boundary condition. For each side of element is
given if this side is boundary side or not. If yes then Super.physdata contains index
of formulas that are on the boundary.
Prvky
• .C . . . locations of grid points
• .KC . . . indexes of velocities
• .U . . . values of velocities and pressure at grid points
Procedures
The program can be divided into four phases. Here will be shown only the most important
procedures that are used.
Setup
It is an interface to setting values of parameters. There are many parameters the
most important are: geomd , mu, ndeg. The ﬁrst one serves to choosing the geometry.
The second one means adimensional viscosity via it can be Reynold number regulated.
The third one sets order of interpolation polynomials. It aﬀects the number of grid
points respectively number of equations of linear system. Also parameters connected with
graphical settings of output are there. The vector ﬁeld can be expressed by streamlines
or velocity vectors. By coloring the area of domain we can express magnitude of velocity
or pressure.
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Initialization
It serves to prepare all necessary variables for computation.
• gauss
This procedure generates nodes (GLL and GL grid points) and weights.
• cnet
In this procedure one can designed and modiﬁed shape of domain respectively sub-
domains. These data are kept in structure Super that is deﬁned as global variable.
• gedata
It generates and draws geometry of domain and its partition to sub-domains that
contains GL and GLL grid. Locations of grid points are kept on structure Prvky.C.
• coding
This procedure prepares data from geometry to notation in matrix form. It indexes
all unknows velocities in GLL points. These indexes are kept in Prvky.KC.
• stokess
This procedure solves Stokes problem, that is used as zero iteration of iteration
process. It has own setup that must be identical with setup of NAVSTO.
Iteration Process
It is used to deal with nonlinearity. Number of iterations is depending on accuracy
what we want to achieve. This process can be failed due to non-convergence of solution.
It contains the most important parts of algorithm.
• NSalloc
Matrices for describing linear system of equations and vector of right-hand side are
allocated here.
• NSelemla
The data given by initialization are transform to matrix notation. Each element
has own local matrix and its corresponding vector of right-hand side. This local
matrices
• NSassem
Data from local matrices including boundary condition are transform to global ma-
trix that represents system of linear equations. The solution of this system is ob-
tained by using Matlab operator "\" (backslash). The boundary condition are
deﬁned in sub-procedure gg.
• safe
This procedure safe solution data of actual iteration to Prvky.U.
• NScheckit
It tests convergence of iteration process. It compares the solution of actual iteration
with previous iteration. If the diﬀerence between them is still decreasing then the
calculation can go on.
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Output
As output we obtain time of computation, the diﬀerences between iterations and mainly
the velocity ﬁeld and pressure as solution of Navier-Stokes problem.
• plt
It visualizes solution to the output ﬁgure.
The source code of the Navier-Stokes solver is on the attachment CD, together with
the electronic version of the thesis.
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Chapter 8
Some Mathematical Concepts
8.1 Hilbert and Sobolev Spaces
Before the exact deﬁnitions of Hilbert and Sobolev spaces will be brieﬂy summarized
problematic of spaces. The most simple mathematical structure is a metric space, where
is deﬁned a metric (distance) between mathematical objects.
A normed space is a vector space equipped with a norm. Each vector of this space
has its own norm. The norm of a vector is a measure of its length and the distance can
be expressed by the length of this vector. So normed space is a special metric space,
where the distance is induced by a norm. Normed spaces are unsuitable for deﬁning the
orientation of an element in a vector space with regard to a given reference element.
The inner-product (pre-Hilbert) space works with an orientation and it is measured
by an angle. A norm is induced by an inner-product. This holds for 1-D, but it can be
generalized to more dimensions. Exact deﬁnitions of previous spaces and also following in
more dimensions can be found in [2], [3], together with basic concepts as Cauchy sequence,
limit. . . .
Hilbert Space
Deﬁnition 8.1.3. Let X be a real vector space. An inner product on X is a function
X ×X → R, denoted by 〈u, v〉, that satisﬁes the following properties for ∀α, β ∈ R and
for ∀u, v, w ∈ X:
(1) (u, v)=(v, u);
(2) (αu+ βv, w) = α(u,w) + β(v, w);
(3) (u, u) ≥ 0;
(4) (u, u) = 0 =⇒ u = 0;
Two vectors u, v ∈ X are said to be orthogonal in X if (u, v) = 0. The inner-product
(u, v) deﬁnes norm on X by the relation
‖u‖ = (u, u)1/2 ∀u, v ∈ X.
The distance between two vectors u, v ∈ X is the positive number ‖u− v‖. The inner-
product space in which every Cauchy sequence has a limit in the space is complete. A
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complete inner-product space is called Hilbert space.
In this thesis is considered concrete Hilbert space: the space L2(a, b) is an inﬁnite dimen-
sional Hilbert space for inner-product
(u, v) =
∫ b
a
u(x)v(x)dx (8.1.1)
where 〈a, b〉 R is an interval. This inner-product is deﬁned for all functions u that satisﬁes:
(u, u) <∞. This space represents square-integrable functions. Its inner-product induces
a norm
‖u‖L2(a,b) =
(∫ b
a
|u(x)|2 dx
)1/2
(8.1.2)
The weighted space L2w(a, b) is deﬁned by weighted norm that is equal to the norm
multiplied by weight w(x). In general, the weighted norm is ﬁnite for many more functions,
so the associated space contains more functions. In this case integrands in 8.1.2 and 8.1.2
are multiplied by w(x). w(x) is a weight function on the interval 〈a, b〉, a continuous,
strictly positive and integrable function.
Sobolev Space
Deﬁnition 8.1.4. We deﬁne Hm(a, b) to be the vector space of the functions v ∈ L2(a, b)
such that all the distributional derivatives of u of order up m can be represented by
functions in L2(a, b). This space is called Sobolev space.
Hm(a, b) =
{
v ∈ L2(a, b) : for 0 ≤ k ≤ m,
dku
dxk
∈ L2(a, b)
}
Hm(a, b) is endowed with the inner-product
(u, v)m =
m∑
k=0
∫ b
a
dku
dxk
(x)
dkv
dxk
(x)dx
for which Hm(a, b) is Hilbert space. The associated norm is
‖v‖Hm(a,b) =
(
m∑
k=0
∣∣dkvdxk∣∣2
L2(a,b)
)1/2
The weighted Sobolev space can be deﬁned in an analogical way as the weighted Hilbert
space.
8.2 Legendre Polynomials
The Legendre polynomials Lk(x), k = 0, 1, . . . are the eigenfunctions of the singular
Sturm-Liouville [2] problem similar as Chebyshev polynomial. Legendre polynomials are
orthogonal if they satisfy following conditions.
Interval . . . 〈a, b〉 = 〈−1, 1〉
Weight . . . w(x) = 1
56
So for them holds orthogonality property:∫ 1
−1
Ln(x)Lm(x)dx =
{
0 for n 6= m
2
2n+1
for n = m
The set of Legendre polynomials forms an orthogonal family with respect to weight and
interval. No compact analytic expression exists for the Legendre polynomial, but the
Legendre polynomials can be determined by a recursion relationship, in this case, written
as:
L0(x) = 1
L1(x) = x
(k + 1)Lk+1(x) = (2k + 1)xLk(x)− k Lk−1(x), k ≥ 1.
Relation between Legendre polynomials and their derivatives:
(2k + 1)Lk(x) = L
′
k+1(x)− L
′
k−1(x), k ≥ 1, and L0 = L
′
1.
8.3 Gaussian Quadratures
Theorem 8.3.5. (Gauss integration) Let {ξk}Nk=0 denote theN+1 zeros of the polynomial
pN+1(x) belonging to the orthogonal family, located in the open interval (−1, 1) with
ξ0 < . . . < ξN . One can ﬁnd N + 1 positive constants ρ0 < . . . < ρN such that the
following relationship holds for all polynomials through degree 2N + 1.∫ 1
−1
w(x)f(x)dx =
N∑
k=0
ρkf(ξk) ∀ f(x) ∈ P2N .
Theorem 8.3.6. (Gauss-Lobatto integration) Let {ξk}Nk=0 denote the zeros of
q(x) = pN+1(x) + apN(x) + bpN−1(x) with −1 = ξ0 < . . . < ξN = 1. The parameters a
and b are chosen such that q(−1) = q(1) = 0. Then one can ﬁnd N +1 positive constants
ρ0, . . . , ρN such that∫ 1
−1
w(x)f(x)dx =
N∑
k=0
ρkf(ξk) ∀ f(x) ∈ P2N−1.
In this thesis we are interested in Gaussian quadratures based on Legendre polynomials.
Let be given any function u ∈ L2(Ω), one has the approximate quadrature schemes∫ 1
−1
u(x)dx ≈
N∑
k=0
ρku(ξk).
Accord to the chosen type of the integration we have these integration schemes:
Gauss-Legendre
ξk : zeros of LN+1(x) 0 ≤ k ≤ N
ρk =
2
(1− ξ2k)[L
′
N+1(ξk)]2
0 ≤ k ≤ N
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Gauss-Legendre Lobatto
ξk : ξ0 = −1, ξN = 1 , zeros of LN(x) q ≤ k ≤ N − 1
ρk =
2
(N(N + 1)
1
[LN(ξk)]2
0 ≤ k ≤ N
8.4 Used Matrix Operations
Kronecker Product
Deﬁnition 8.4.7. For any positive integers m,m, p, q we deﬁne the Kronecker product
of two matrices A(m×n) and B(p×q) as a matrix C(mp×nq) given in block form as
C = A⊗B =


a11B a12B · · · a1nB
a21B a22B · · · a2nB
...
... . . .
...
am1B am2B · · · amnB

 , (8.4.3)
where aij are items of matrix A for i = 1, . . . ,m, j = 1, . . . , n. We denote the Kronecker
product of A and B by C = A⊗B.
Remark: The subscript in A(m×n) signiﬁes a size of matrix. The matrix A has m rows
and n columns. The Kronecker product is also called tensor product.
Hadamard Product
Deﬁnition 8.4.8. For any positive integers m,n we deﬁne the Hadamard product of two
matrices A(m×n) and B(m×n) as a matrix C(m×n given in block form as
C = A⊙B =


a11b11 a12b12 · · · a1nb1n
a21b21 a22b22 · · · a2nb2n
...
... . . .
...
am1bm1 am2bm2 · · · amnbmn

 , (8.4.4)
where aij, bij are items of matrices A,B for i = 1, . . . ,m, j = 1, . . . , n. We denote the
Hadamard product of A and B by C = A⊙B.
Matrix Column Development to Vector
Deﬁnition 8.4.9. For any positive integers m,n we deﬁne the column development of
matrix A(m×n) as a vector
a = (a11, a21, . . . , am1, a12, a22, . . . , am2, a1n, a2n, . . . , amn)
T , (8.4.5)
where aij are items of matrix A for i = 1, . . . ,m; j = 1, . . . , n.
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Operator diag
Deﬁnition 8.4.10. For any positive integers m,n we deﬁne diag of matrix A(m×n) as a
matrix B(mn×mn).
B = diag(A) =


a11 0 0 . . . 0 0 0
0
. . . 0 . . . 0 0 0
0 0 am1 . . . 0 0 0
...
...
... . . .
...
...
...
0 0 0 . . . a1n 0 0
0 0 0 . . . 0
. . . 0
0 0 0 . . . 0 0 amn


,
where aij are items of matrix A for i = 1, . . . ,m; j = 1, . . . , n.
Remark: From the notation of matrix B can be seen, that the matrix is diagonal and its
diagonal is actually a column development of matrix A.
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Chapter 9
Conclusion
This thesis describes basic of ﬂuid dynamics and introduces the spectral element method,
which seems to be a good choice for the computation of ﬂuid ﬂow. Its high order ap-
proximation provides the fast convergence and its domain decomposition is useful to the
dealing with complex geometries. This method was used to the discretization of the
Navier-Stokes problem. Two application problems were solved: lid driven cavity and ﬂow
over a cylinder.
The program solved the lid driven cavity to Re=1000. Over this value we can expect
that the ﬂow in cavity will be unsteady. As it can be seen from presented solutions, the
nonlinearity of the problem is most signiﬁcantly manifested at the cavity corners. These
areas can be treated by a ﬁnest local grid, but it would lead to a nonconformity. The
algorithm also would take more computational time to get a solution. So only conforming
grid was considered. It was validated that a ﬁner partition leads to a solvability with
higher Reynolds number. The velocity ﬁelds presented as solutions correspond to results
in [1].
The external ﬂow over a cylinder was simulated from Re=1 to Re=90. Since the
diameter of cylinder was large respect to the side of domain, the results for Re>50 are
strongly inﬂuenced by the given outlet velocity proﬁle. The program simulates successfully
the internal ﬂow over a cylinder to Re = 40. It gives some results while Re < 80, then
the convergence is lost.
Boundary conditions was deﬁned on the whole boundary. In the case the ﬂow over a
cylinder would be better to keep the outlet not deﬁned, so on the boundary at the outlet
would appear additional unknowns.
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List of Shortcuts and Symbols
GL Gauss Legendre
GLL Gauss Legendre Lobatto
MWR Method of weighted residuals
PDE Partial diﬀerential equation
SEM Spectral element method
SM Spectral method
⊗ Tensor product
⊙ Hadamard product
× Vector product
˜ Related to the Gauss Lobatto points
¯ The known n-th iteration
ˆ Related to reference element
∗ Dimensional quantity.
e Index of element
i,j,k,l General indexes
η Dynamic viscosity
Γ Domain boundary
µ Adimensional viscosity
ν Kinematic viscosity
ω Weight function, Gaussian integration weights
Ω Domain
Ωe Element
Ωˆ Reference element
pi Fundamental polynomial at GLL grid
φ Potential, basis function, transﬁnite mapping
ρ Density
τ Shear stress
ξ GLL grid points
a Acceleration
A Volumetric acceleration
E Number of elements
F Force
h Geometry factor
J Jacobian, energy functional
L Characteristic length
m Mass
N Order of interpolation polynomial
p Pressure
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q Test function
r1, r2 Local coordinates on the reference element
Re Reynolds number
Res Residual
t Time, parameter
u Velocity
U Mean velocity
V Volume
v1, v2 Test functions
x1, x2 Global cartezian coordinates (equivalent to x, y)
A left hand side matrix of linear system of equations
C Convection term matrix
D Matrix representing derivatives of fundamental polynomial
K Stiﬀness matrix
U Matrix of velocities
X Matrix of global coordinates
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