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Introduction
Numerical simulations of the 3D Navier-Stokes equations show that finer and finer vortical structures appear as resolution increases involving inverse scales much larger than λ −1 k , the inverse Kolmogorov length [1] [2] [3] . One widely held belief is that this process is fractal [4] : that is, the inverse length scales associated with the cascades of vorticity and strain diverge to infinity. In contrast, others believe that viscosity ultimately halts this process [5, 6] . L. F. Richardson's neat parody of Jonathan Swift's (de Morgan's version) "Great fleas have little fleas upon their backs to bite 'em, And little fleas have lesser fleas, and so ad infinitum", re-expressing it as "Big whirls have little whirls that feed on their velocity, and little whirls have lesser whirls and so on to viscosity", encapsulates both views [5] [6] [7] [8] . A generation ago this question exercised the minds of those who worked at the interface between dynamical systems and fluid turbulence [6] . It cannot be wholly settled while the 3D Navier-Stokes regularity problem remains open, but it can be attempted for weak solutions, which exist only in the sense that they can be integrated against a test function and are mathematically manifest in terms of estimates of finite timeaverages of the velocity field in various function spaces [9, 10] .
The first task of this paper lies in §2, where it is shown that there exists a bounded, hierarchy of spaceand-time-averaged inverse length scales which can be thought of as being associated with a cascade of energy through the scales. The next task is to show that this hierarchy has a finite limit in the sense that the exponent of the Reynolds number (Re) in the upper bounds converge. However, this limit is too large to lie within the physical validity of the Navier-Stokes equations at realistic values of Re. To follow this process through requires a proper definition of a set of spatially and temporally averaged length scales associated with scaling properties of the Navier-Stokes equations. Ideally this set should be dictated by scale invariance properties, with a free parameter λ : in other words the PDEs themselves should tell us what scales to use. It turns out that Leray's weak solution formulation, in combination with the natural invariance scaling of the problem, is the natural setting for this problem. At the first square in a chessboard of scales is the Re 3/4 Navier-Stokes result of Doering and Foias for the inverse Kolmogorov length Lλ −1 k , which exists as an upper bound for all weak solutions [11] . In §3 lies the second task of this paper, which is to show that through the scaling invariance results of §2, all the known special cases of 3D Navier-Stokes weak solutions [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] can be summarized in one estimate. This is displayed in the first part of Theorem 2, while the second contains the sufficient conditions required to prove the existence of strong solutions. The two estimates are remarkably similar, but with a crucial factor of 2 in the exponent of the latter. This appears to be a generalization of the Prodi-Serrin conditions for n ≥ 1 [14, 15] .
The Navier-Stokes equations, with L 2 -bounded body forcing f (x), are given by
Weak solutions are available in time-averaged form and it is to these we are restricted if we wish for explicit estimates [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] . Thus, while we have no control over V |∇u| 2 dV point-wise in time, which is a necessary and sufficient condition for existence and uniqueness, we do have its time average up to time T denoted by
for arbitrarily large T > 0. This is derived from Leray's energy inequality [9] . The standard energy dissipation rate per unit volume result
comes from a direct integration of this inequality. In inequality (3) the Reynolds number Re, together with the Grashof number Gr, are defined by [11] 
where
and f 2 rms = L −3 f 2 2 . Doering and Foias [11] have shown that for a forcing concentrated near one wave-number, then Gr ≤ c Re 2 . With the usual definition λ
2 Navier-Stokes length scales and weak solutions
Scale invariance properties
The Navier-Stokes equations satisfy the scale invariance property
where λ and Ω are constant and positive. There are also appropriate scalings on the pressure and forcing. If λ is dimensionless, then the most natural choice for a dimensionless Ω is Ω = λ −2 . This leads to the well-known invariance property
Now consider the scaling in (6) applied to volume integrals of n weak derivatives of the Navier-Stokes velocity field u with increasing powers, 2m (say), for 1 ≤ m ≤ ∞ and n ≥ 0
Increasing the value of n digs down to smaller scales in the flow, while raising m amplifies the effect of the greater spikes in the data. for integer (n, m) in the range 1 ≤ n, m ≤ 4. As n, m → ∞ these values converge to the value of 3 the size of which, at realistic Reynolds numbers, is likely to be too large to lie within the validity of the Navier-Stokes equations.
The volume integrals defined in (8) re-scale as
which, with Ω = λ −2 , gives
where α n,m is defined as
Note that the time integral
is invariant under the transformation in (7), a fact that will be used later in the proof of Theorem 2.
Definition of a hierarchy of length scales
To extract an appropriate definition of a set of length scales requires λ to be endowed with the dimension of a length 1 and Ω the dimension of a frequency. The scaling arguments used to derive (9) suggest we can define a set of time-dependent length scales {λ n,m (t)}, and a set of frequencies {Ω n,m (t)}, connected in the following manner λ
1 In this case where Ω = νλ −2 the primed version of the Navier-Stokes equations has unit Reynolds number.
The dimensionless scaled inverse volume of the domain (L/λ n,m ) −3 on the right hand side has been inserted to be sure that the energy dissipation rate ε at the base level n = m = 1 is properly defined as a rate per unit volume, as in the definition of ε in (3). So far, the two sets {λ n,m } and {Ω n,m } have been left independent. To connect them, the most natural choice involves ν and is
where ̟ 0 = νL −2 is the box frequency. After re-arrangement of (13), we have the definition
The proof of the following theorem is given in Appendix A in which c n,m is a generic constant.
Theorem 1
The set of inverse length scales λ −1 n,m satisfy
for : (i) n ≥ 1 and 1 ≤ m ≤ ∞, (ii) n = 0 and 3 < m ≤ ∞.
Remark 1 :
In fact, because (n + 1)α n,m > 1, (16) implies the simpler result (17) like bounds on a chessboard for integer values of (n, m). When m = n = 1, the conventional Kolmogorov length result is
which is the Doering and Foias result [11] . Thus the first square in the chessboard in Table 1 is indeed the Kolmogorov estimate Re 3/4 , while in the limit n, m → ∞
Thus the mathematical estimate for these inverse scales does not diverge in the limit 2 . Molecular scales lie at about about 0.05µm for air while the corresponding Kolmogorov length is about 1mm. The applicability of the Navier-Stokes equations breaks down near molecular scales which the higher entries in Table 1 suggest will be reached even for modest values of Re, although smaller values of (n, m) might be appropriate.
Remark 2 :
An alternative is to express the Theorem in terms of Ω n,m by defining
in which case
For the case n = 1 in (21) we have an estimate for D 1,m T , which was first found in [24] and investigated numerically in [26] [27] [28] .
A contrast between weak and strong solutions
Let us now state a Theorem that contrasts what is known for weak solutions compared to what is required for the existence of strong solutions. The entries in Table 2 are many of the well-known special cases already exhibited in the literature for different values of n and m, Theorem 2 (i) For n ≥ 1, and 1 ≤ m ≤ ∞, and (ii) for n = 0 and 3 < m ≤ ∞, weak solutions of the 3D NSE obey
(iii) For n ≥ 1 and 1 ≤ m ≤ ∞ and (iv) for n = 0 and 3/2 ≤ m ≤ ∞, sufficient conditions for strong solutions of the 3D Navier-Stokes equations exist if, for arbitrarily large values of T ,
Remark 1 : In fact, the 3D Navier-Stokes equations are regular if (23) holds for a single pair of values (n, m) in the advertised ranges. Note the similarity and difference between (22) and (23) : (22) is there simply for contrast, while the crucial difference is the factor of 2 in the exponent of (23) . The proof is given in Appendix B. Although Theorem 2 contains no more regularity than any of the conventional results known for many years, as displayed in Table 2 , it summarizes all of these by rolling them into a single result for weak solutions and then another for prospective strong solutions, with the factor of 2 in the exponent being the main difference.
Remark 2 : (23) can also be re-written as a finite bound on the time integral M n,m,T (u) already defined in (12) andd repeated here
which is invariant under the scaling in (7). This means that what happens at one scale, happens at every scale. The Table displays various examples.
1. (24) incorporates the Prodi-Serrin conditions at the level of n = 0 for m > 3. These are the following [14, 15] : for regularity one requires u ∈ L q ([0, T ]; L p ) such that 2/q + 3/p ≤ 1. This latter expression becomes
2. It also incorporates the equivalent of the Beale-Kato-Majda 3D Euler criterion at the levels of n = 1 and m = ∞, which is also valid for the Navier-Stokes equations [29] . At this latter level
In turn, if (26) is true, then this implies that
3. For n = 0, in the range 1 ≤ m ≤ 3, the α n,m -scaling does not apply for weak solutions, although an estimate has been found there by Constantin [25] , where α 0,m = 
Known for weak
Required for strong
Prodi-Serrin Table 2 : A list of (22) and (23) for various specific values of n, m that correspond to well known results. The D 1,m in row 7, column 3 are defined in (20) . See item 3 below equation (26) for Constantin's weak solution estimate [25] for the range 1 ≤ m ≤ 3.
Conclusion
The conventional idea of a cascade of energy through the scales has been part of the abiding folk-lore in turbulence, but defining exactly how these scales could be defined and rigorously associated with 3D Navier-Stokes solutions has been an open problem until now. It is clear from the definition of the set of time-averaged inverse length scales {λ −1 n,m }, and the results of Theorems 1 and 2, that these are closely associated with the full range of weak solutions. Not surprisingly, their definition is also intimately connected with Navier-Stokes invariance properties, although it also raises the question from where bounds for strong solutions, i.e. the requirement that M n,m,T (u) < ∞, could originate? Computing the dynamics at these scales is a challenge, as has been shown by the work in [26, 27] in which the D 1,m (t) were computed as functions of t for m = 1, ... , 9. How high one can go in n is not clear.
While we cannot assume that a full 3D Navier-Stokes flow, evolving from arbitrary initial data, is homogeneous and isotropic, nevertheless the results of our analysis touch those of Kolmogorov's 1941 theory in two respects [6] . Firstly, the Re 3/4 -estimate in the first square on the chessboard of the set {Lλ −1 n,m } coincides with Kolmogorov length [11] . The other traditional length scale in turbulence is the inverse Taylor micro-scale Lλ −1 tms ∼ Re 1/2 : here L is the outer scale or box-size of the system in question. This too can be recovered by consulting (4) and writing
which gives the traditional Re upper bound. The second touching point is the use of scaling, even though this is significantly different in the two cases. Frisch's book shows how K41 theory takes as its two free parameters (λ, h) with Ω = λ h−1 [6] . The scaling transformation (6) then makes ν ′ = λ −1−h ν with u ′ = λ −h u, while ε ′ = λ 1−3h ε. The requirement that the latter is constant makes h = 1/3. The ParisiFrisch multi-fractal model then allows a departure from h = 1/3 in a probabilistic sense [6, 22, 23] . In contrast, at the heart of the definition of λ n,m for the Navier-Stokes equations is the invariance scaling given in (6) with Ω = λ −2 , which reduces the system to one free parameter. It is this scaling that generates the exponent α n,m and it is this exponent that also lies at the heart of both Theorems 1 and 2, with the latter expressing estimates for both weak and strong solutions with only a factor of 2 difference between them. A departure from invariance in the form Ω = λ −2+δ , thus restoring a two-parameter freedom, would be an interesting future topic to discuss.
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A Appendix : Proof of Theorem 1
The following proof is based around the independent result of Foias, Guillopé and Temam [10] on the bounded hierarchy of time averages
H n,1 is defined by (8) with m = 1. Given the nature of the H n,m defined in (8) we are dealing with
for n ≥ 1 with 1 ≤ m ≤ ∞ and for n = 0 with 3 < m ≤ ∞.
A.1 The case n ≥ 1 and 1 ≤ m ≤ ∞
In terms of time-averages we wish to estimate ∇ n u αn,m L 2m T when n ≥ 1. We first use the GagliardoNirenberg inequality (with
where the standard dimensional formula for a is
We require (n − 1)/N ≤ a < 1 so N must be chosen such that N > 1 2
(2n + 1) − 3/2m. The other end of the inequality is automatically satisfied for m ≥ 1. Now we introduce the exponent α n,m and time-average :
where a Hölder inequality has been used at the last step. We know the first term on the last line of the right hand side is bounded using (28) . The last term is bounded only if the exponent of H 1,1 inside the average is unity
From (30) we note that the combination 2N a is a function of m only, and gives the correct formula for α n,m , uniform in N . Checking that the coefficients in L and ν are correct is an exercise in algebra.
A.2 The case n = 0 and 3 < m ≤ ∞ Firstly, we prove a generalized inequality of the type first used by Tartar [21] in bounding u ∞ T . We use the Gagliardo-Nirenberg inequality
where m > 3 and 6 < p < 2m. This ensures that a < 1. Next we use another inequality for N > 3/2
Taken together these give : for m > 3 and N >
.
When m → ∞ we recover the L ∞ -inequality, where B = 
To be able to bound the right hand side of (36) from above we use the result of Foias, Guillopé and Temam [10] expressed in (28) . In addition, to be able to use the upper bound on H 1,1 T we set
which determines α 0,m . Given that B = m−3 2m(N −1) from (35), we recover
uniform in N , which is the result as advertised.
B Appendix : Proof of Theorem 2
The first parts of the theorem (i) and (ii), inequality (22) has already been proved in Theorem 1. For parts (iii) and (iv), involving (23) , consider n such that for n = 0 with m lying in the range 3/2 ≤ m ≤ ∞, and n ≥ 1 with m lying the range 1 ≤ m ≤ ∞ ; we wish to prove that strong solutions exist if u ∈ L 2αn,m [0, T ] ;Ẇ n,2m (R 3 ) . Consider (12) written down again as
Does the assumption M n,m,T (u) < ∞ imply there is a smooth solution on [0, T ]?
The case n = 0, 3/2 < m ≤ ∞ : Does the above assumption imply that
For completeness we repeat the argument given in item 1, equation (25) . For n = 0, let p = 2m and q = 2α 0,m = 2p/(p − 3) then 2/q + 3/p = (p − 3)/p + 3/p = 1, which is the Prodi-Serrin criterion [14, 15] -see line 3 of Table 2 and also (24) . The special case n = 0, m = 3/2 is dealt with below.
The case n ≥ 1, 1 ≤ m ≤ ∞ : As already pointed out, a simple time integration of equation (10) verifies that M n,m,T (u) is scaling invariant for any n ≥ 0 ; that is, if u(x, t) is a solution of 3D Navier-
. Thus, requiring the boundedness of the quantity M n,m,T from (39) appears to be the generalization of the Prodi-Serrin criterion for n ≥ 1. The following is an adaptation of the standard proof of this criterion to the case n ≥ 1.
For initial data u 0 ∈Ẇ n,2m , the norm which is integrated in time in (39), it is not difficult to prove a local existence in time result, with the time of existence depending only on the norm of the initial data. Then the proof is by contradiction using the standard maximal in time T * = T * u 0 Ẇ n,2m > 0 argument. Assume that a weak solution u of 3D Navier-Stokes obeys M n,m,T (u) < ∞, but that it blows up at time T . In particular, this means that for any increasing sequence of times t n ր T we must have
Otherwise, by the local existence theorem, one can extend the solution past time the putative blowup time T . Using this sequence of times we renormalize the solution u according to the sequence of times t n as
where Λ n > 0 is defined 3 such that u n (x, 0) Ẇ n,2m = 1.
In particular, we have that Λ n → ∞ as n → ∞, because (10) and (42) together show that
Note that the functions u n also solve the 3D Navier-Stokes equations, but since the solution u lives only up to time T , we know that the solutions u n live up to time (T − t n )Λ 2 n . Thus, u n solves the 3D Navier-Stokes equations on R 3 × [0, (T − t n )Λ 2 n ). However, by (42) and the local existence result, we know that u n does not blow up before the local existence time T * (1) > 0. Therefore, we must have
By (43), the above condition implies that
However, the sequence t n ր T was arbitrary, and thus (45) implies a minimal blowup rate u(·, t)
2αn,ṁ
The contradiction is now immediate : we have made the assumption M n,m,T (u) < ∞, and thus the left side of (46) is integrable on [0, T ). On the other hand, the right side of (46) is not integrable on [0, T ), which is the desired contradiction.
The special case n = 0, m = 3/2 : The u(·, t) L 3 result, excluded by the Prodi-Serrin conditions, but proved by Escauriaza, Seregin, and Sverák [19] , (see row 4 of Table 2 ) can be shown to be controlled by (23) when n = 1 and m = 3/2. To prove this we ignore the Laplacian term and write
We use the Sobolev embedding
in three dimensions. This fits nicely for p = 3/2 and q = 3. In other words A L 3 ≤ c ∇A L 3/2 . Thus, with m = 3/2, we can write
having used a Riesz transform. Thus
Finally α 1,3/2 = 3 6−3 = 1, and so u(·, t) L 3 is controlled by (23) when n = 1, m = 3/2.
