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We present a novel implementation of the first-principles approach to molecular charge transport using the non-
equilibrium Green’s function formalism in combination with the ADF/ BAND periodic band-structure DFT code,
together with results for several example systems. As a proof of concept, we first discuss transport calculations on
1D chains of Li and Al atoms. We then present a detailed study of BDT and archetypal molecular wires from the
OPE-family, sandwiched between 3D Au contacts, comparing well with results from the literature. Our implementa-
tion further allows us to make a comparison of 3D contacts with and without periodic boundary conditions, the latter
being particularly useful for modeling the needle-shaped contacts used in break-junction experiments.
I. INTRODUCTION
In recent years, approaches to molecular transport based
on density-functional theory (DFT) in combination with
the non-equilibrium Green’s function formalism (NEGF)
have received considerable attention in the literature, driven
by the rapid progress in experimental work on realiz-
ing single-molecule nanodevices.1–4 A number of research
codes,5–7 as well as the TranSIESTA,8–10 TurboMole11–14 and
SMEAGOL15 production codes have been developed. The at-
tractiveness of the approach is based on the strengths of DFT
for treating realistic atomistic and molecular transport config-
urations self-consistently, starting from an ab initio quantum
chemical description, combined with an intuitive mapping to
a Landauer-type expression for the conductance and current
through the Green’s function formalism.16,17
The NEGF+DFT approach, already at the LDA level of the-
ory, is known to work particularly well for transport in the
strongly coupled regime18,19 and through off-resonant trans-
port levels.20 It has, for example, been used for metallic wires
and non-conjugated hydrocarbons (alkanes).18,20–22
The strengths of DFT in this approach are, however, bal-
anced by known weaknesses of the often-used approximate
exchange-correlation potentials (e.g. LDA), which introduce
self-interaction errors23–25 and incorrect charging behavior
due to the lack of a correct derivative discontinuity.26 The fail-
ure of common exchange correlation functionals to predict ex-
cited many-body states, as well as their mean-field character,
hampers a proper handling of dynamic Coulomb correlations.
This renders the method less suitable for weakly-coupled sys-
tems, particularly when one or more resonances are present
inside the bias-window.
Nonetheless, despite the attractiveness of conceptually
better-founded methods such as the GW approximation for
dynamical response,27,28 computational tractability has fa-
vored the popularity of the NEGF+DFT approach, espe-
cially when combined with better functionals from e.g. the
GGA family. The approach has, for example, led to a
better understanding of charge transport in thiolated phenyl
systems14,19,29,30 and single-molecule magnets,31,32 among
other systems of interest.
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Recent work on e.g. self-interaction corrections,24,25 ac-
counting for lead-renormalization and dielectric effects4,33–35
and better functionals for the description of molecule-
substrate interfaces,36 also strongly suggest that some of the
problematic issues can be handled satisfactorily.
Moreover, the problems with accounting for dynamical
Coulomb correlations are less pronounced in the strong-
coupling regime and when studying off-resonant transport,
which is why NEGF+DFT performs well there. But even out-
side these regimes, while e.g. exact peak positions may not
be accurate, the qualitative trends obtained by the method are
still quite useful for understanding transport through molecu-
lar devices.
It is in this spirit that we report on an efficient NEGF+DFT
method implemented in the BAND periodic-system DFT
code,37–39 (sister-code to the ADF molecular DFT code)
which allows us to study novel single-molecule systems. A
number of unique features of BAND, in particular the free-
dom to choose the number of dimensions in which periodicity
is imposed, enables us to perform accurate modeling of the
contacts, as well as of the electric potential in the presence of
a gate. This will help to resolve a number of the issues critical
to the full understanding of experimental results, although a
full treatment of the Coulomb potential in the presence of a
gate electrode has not yet been implemented in our method.
In the following section (II), we will briefly review the
NEGF formalism underlying our approach, which has been
described in detail elsewhere.40 Section III then discusses our
implementation schematically, commenting on some subtle
points relating to the peculiarities of BAND and critical to
the efficiency of the calculations. In particular, we discuss the
partitioning of the model system in III A, the treatment of the
Hamiltonian obtained from the periodic band-structure calcu-
lation in III B, and how we obtain surface Green’s functions
and self-energies, coupling the infinite leads to an “extended
molecule,” in III C. In section III D (and appendix B 1) we
then discuss the technical issue of the alignment of the po-
tential between computational stages. The details of the non-
equilibrium calculations are treated in section III E.
Once the alignment has been determined self-consistently,
we proceed to the transport-calculation proper, for a molec-
ular system of interest. Calculations we have performed to
validate our code are discussed in sections IV and V. In the
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21D case we present benchmark results on Li and Al chain sys-
tems, and in the general 3D case we discuss our study of trans-
port through benzenedithiol and oligo-phenylene-ethynylene-
dithiols, as archetypal molecular wires, between Au elec-
trodes, which form a family of structurally related junctions.
This is reflected in the character of their zero-bias transmis-
sion near the Fermi level  f , where there is a progressive clos-
ing of the transport gap mirroring the decreasing gas-phase
HOMO-LUMO gap. We further examine the details of the
symmetries of the orbitals which are found to couple in trans-
port, finding them again related across the family, and fi-
nally we show the results of calculations under moderate bias,
which illustrates the screening effect of the electrodes and sup-
ports the common-practice of using the zero-bias transmission
T () for systems under low-bias.
II. OVERVIEW OF THE NEGF+DFT APPROACH
In order to model the molecular system and the contacts to
which it is connected using ab initio techniques, we need to
reduce the size of the system being modeled from a molecule
between infinitely large contacts to something more manage-
able. To this end we use the “extended molecule” (EM)
scheme,6,9 illustrated in Fig. 1. The system is partitioned
into a central extended molecule comprised of the actual
molecule and some connecting parts of the leads on each
side. This extended molecule, in turn, is then connected to
true semi-infinite bulk leads via a well-defined metal-metal
interface. Thus, in our model the leads are described by a
finite-dimensional Hamiltonian H corresponding to a portion
of true bulk metal, corrected by a self-energy Σ containing the
response of the leads.
The key benefits of modeling the system in this way are
first that we are able to place the interface between the leads
and the active portion of the single-molecule system between
metal layers, an interface which is much better understood
than the complex molecule-metal binding geometries which
may occur. The details of these binding geometries may then
be varied, without the need to recalculate the contributions
from the bulk contacts. A subtler point is that, as argued
by Evers et al.13,14, this approach allows us to increase the
size of the extended molecule in order to test convergence to
transport properties which correspond to truly bulk-reservoir
electrodes, which they have shown for tight-binding chains
and cluster Au electrodes of varying sizes. Furthermore, the
metallic parts of the extended molecule allow us to take sim-
ple polarization effects in the leads into account. Finally, the
approach allows us to derive an expression for the propagator
for the entire extended molecule in a simple way, which we
discuss in section III.
Our treatment of the metallic contacts is a Kohn-Sham
based periodic band-structure calculation, as implemented in
the BAND density-functional code.37,39 The code uses local-
ized basis-functions, of either Slater-type orbital (STO) or
numerical atomic orbital (NAO) type, usually complemented
by frozen-core approximations of the inner electron shells of
the atoms in the system. Smooth radial confinement of the
nonperiodic, 
finite
semi−infinite,
periodic bulk periodic bulk
semi−infinite,
extended molecule
FIG. 1. Schematic geometry of the extended molecule (physical
molecule and portion of the contacts to which it is attached) and
semi-infinite bulk portion of the contacts.
basis functions can be applied using a Fermi-Dirac function
of the distance from the nucleus. The code also supports
variable periodicity, ranging from 0D (none), 1D (chain), 2D
(slab) and finally to 3D (bulk) geometries.
First, a calculation is performed in the band-structure DFT
code BAND to obtain the Fock matrix for a bulk unit cell,
from the self-consistent density which enters the Kohn-Sham
HamiltonianHKS:
HKS(r) = − 1
2
∇2 −
∑
n
Zn
|r − rn| + VH[n](r) + Vxc[n](r) ,
(1)
where VH[n](r) (the Hartree potential) is the solution of the
Poisson equation with boundary conditions corresponding to
the chemical potentials in the electrodes. The density is con-
structed from the occupied Kohn-Sham orbitals as n(r) =∑
iocc |φi(r)|2.
In the following, it should be kept in mind that the Kohn-
Sham Hamiltonian depends on the bias voltage and the elec-
tron density, though these dependencies are usually omitted
for compactness of notation. In BAND we represent the
Hamiltonian (1) in a non-orthogonal basis, and so find the
Fock matrix as HKS = [〈φi|HKS|φ j〉] and the overlap matrix
as S KS = [〈φi|φ j〉]. From the Fock and overlap matrices for the
bulk leads we calculate the surface Green’s functions gc() by
an efficient recursion algorithm.41,42 We then find the corre-
sponding self-energies Σ1,2() ∼ τgc()τ† of the contacts (1,2
for source and drain, respectively and τ the coupling between
layers in the leads), which are then combined with the Hamil-
tonian of the extended molecule to find the full Green’s func-
tion:
GEM() =
(
 S EM − HEM − (Σ1() + Σ2())
)−1
. (2)
where G(), Σ1,2() refer to the retarded (causal) Green’s
function and self-energies, respectively. The Green’s func-
tions are then used in a modified self-consistent field (SCF)
approach based on the density derived from the Green’s func-
tion:
φ(0)j (r)→ n(0)(r)→ HKS + Σ1 + Σ2 → G()→ ρ→ n(1)(r)→
HKS + Σ1 + Σ2 → G()→ ρ→ n(2)(r)→
. . . (3)
3which may be compared to the usual SCF cycle in DFT:
φ(0)j (r)→ n(0)(r)→ HKS → φ(1)j (r)→ n(1)(r)→ HKS . . .
If we assume that the contacts each couple only with the
central extended molecule, then we can simplify the gen-
eral Green’s function formalism and obtain the density matrix
from the Green’s function at each iteration as an integral over
the real-valued energies:
ρ =
1
2pi
∫
d [ G()Γ1()G†() f (, µ1)
+G()Γ2()G†() f (, µ2) ] . (4)
Γ() is defined as i
(
Σ() − Σ†()
)
for each contact. µ1 and µ2
are the chemical potential of source and drain electrodes. The
bias voltage follows as Vb =
µ1−µ2
e .
This is general to the case of differing chemical potentials
(e.g. biased devices or different contact materials), but doesn’t
take e.g. direct coupling between leads into account. In
the equilibrium case with a single chemical potential in both
leads, the expression further simplifies to:
ρ = −1
pi
∫
d Im[G()] f (, µ) . (5)
When the SCF cycle (3) converges, some interesting prop-
erties of the molecular system may be evaluated, using the
converged G() to obtain e.g. the density of states (DOS) by:
D() = −1
pi
Tr{Im[ G() ] S } , (6)
and the current by a Landauer-like expression, with T () ∼
Tr[Γ1GΓ2G†] such that:
I =
2e
h
∫
d Tr[Γ1()G()Γ2()G†()] ( f (, µ1) − f (, µ2)) .
(7)
The integral above is over the real line, but can be performed
much more efficiently by using analytic continuation and
complex contour integration.43
An important technical issue is that the offset of the poten-
tial cannot be expected to be the same in the junction geome-
try as that used for the bulk metal calculation for the contacts,
due both to the controlled approximation in the tight-binding
fit, and the much larger intrinsic issue of a floating-potential
effect in the periodic band-structure code. The latter arises be-
cause in any band-structure DFT code the potential, and thus
the Hamiltonian, are only determined up to some additive con-
stant, i.e. H and H +∆φ S give the same spectrum for constant
offset ∆φ. However, as our approach to transport involves sev-
eral stages (bulk calculation of contacts, self-energy calcula-
tion, self-consistent alignment and transport calculation), we
must take care to ensure that the (arbitrary) offset in the po-
tential is consistent across all stages.
FIG. 2. Schematic geometry of the extended molecule and semi-
infinite bulk portion of the contacts indicating the regions on which
each operator in the formalism is active
To find the offset ∆φ, an alignment calculation is carried out
next, such that for the contacts in the transport calculation, it
holds that:
HKS ≈ HTB + ∆φ · S TB ,
to within some acceptable tolerance. Once converged, we
proceed to the calculation of an arbitrary molecular system,
which may be under bias.
III. OVERVIEW OF THE IMPLEMENTATION
A. System Partitioning
The partitioning illustrated in Fig. 1 is made precise in
terms of the operators in the formalism in Fig. 2. The parti-
tioning of the Hamiltonian into extended molecule (Hm) plus
contacts (Hc = H1 ⊕ H2) is as follows:
H =
 Hm τ
†
1 τ
†
2
τ1 H1 0
τ2 0 H2
 ≡
(
Hm τ†
τ Hc
)
(8)
such that the Green’s function for the entire system is deter-
mined by inverting:
( S − H)G() = I . (9)
The specific approximation behind this partitioning is that
we require the full Hamiltonian for contacts and extended
molecule to be correct in the Kohn-Sham sense at each iter-
ation, while the density matrix need only be correct for the
extended molecule. This is justified by its spatial separation
from the (expected) field- and charge-errors at the edges of
the finite system. The errors there, in turn, are minimized by
replacing H1,2 by the stored bulk operators, as we discuss in
section III D.
B. Tight-binding Representation of HKS
From the bulk calculation, the Fock matrix is known with
respect to BAND’s basis functions for many Bloch boundary
conditions, represented by a dense set of Bloch wavevectors k
inside the Brillouin zone. We search for a tight-binding Fock
matrix, given in terms of BAND’s localized basis functions,
4Principal Layer
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Narrow
Tube:
FIG. 3. Narrow tube (NT) in the infinite contact based on a single unit
cell. Partitioning based on principal layers, which due to electronic
screening interact only with neighboring principal layers (discussed
in section III C).
which reproduces BAND’s Fock matrices as closely as possi-
ble.
The basis functions are denoted
∣∣∣φαi 〉 , where i denotes a unit
cell and α denotes a particular orbital type:
〈r|φαi 〉 = φα(r − rαi ).
Here, rαi is the position of the atom in unit cell i about which
the α-orbital is centered. Taking the cell index i = 0 with-
out loss of generality, we denote the real-space tight-binding
matrix elements in relation to k-space as:
HTBαβ(k) =
∑
R j
HTBiα, jβ e
ik·R j , (10)
The requirement that the matrix on the left-hand side is equiv-
alent to BAND’s Fock operator suggests that:
F =
∑
αβ
∑
l
∣∣∣HTBαβ(kl) − HKSαβ(kl)∣∣∣2 ,
be minimized with respect to the real-space matrix elements
HTBiα, jβ.
This minimization is done using the L-BFGS algorithm,44
with a cut-off radius which is increased as needed to meet a
user-specified tolerance for the fit. As each element of the
tight-binding fit is calculated using only the lattice positions
and the reference value of the Fock matrix, it can be calculated
independently, so that this calculation is trivially parallelized,
with linear scaling in the number of cores.
We emphasize, however, that we make a tight-binding fit
HTB of HKS in terms of the (known) lattice of the contact,
as opposed to switching to a traditional tight-binding model
for the electronic structure. These TB Fock and overlap
matrices, together with the lattice, then form the input for our
calculation of the surface Green’s functions.
We now have a set of Fock and overlap matrices corre-
sponding to k-vectors in the Brillouin zone, from which we
can calculate self-energies, for a ‘tube’ extending into the con-
tact as in Fig. 3. From these, we can calculate self-energies on
the same grid of k-vectors. We assume the number of k vec-
tors in the Brillouin zone to be N2. From these matrices, it is
then possible to calculate their counterparts for a wider tube
with periodic boundary conditions, see Fig. 4. We now denote
the original (narrow) tube by NT, and the wide tube as WT.
Principal Layer
Max. Interaction Range
Narrow
Tube:
Wide 
Tube:
FIG. 4. Wide tube (WT) in the infinite contact based on an ` × ` grid
of unit cells in the surface plane. Compare Fig. 3 for the relation with
the narrow tube.
We assume that the 2D unit cell of the wide tube is an in-
teger multiple (` × `) of that of the narrow tube. Within the
narrow tube, we can write the Fourier transform of the matrix
M (which may be the Hamiltonian or the overlap matrix) for
any wave vector k as
MNTαβ (k) =
∑
r‖
Mα,β(r‖)eik·r‖ ,
where the sum
∑
r‖ is over all relative positions r
α
i −rβj within
the large volume corresponding to the N2 k-vectors in the
two-dimensional BZ in the surface plane.
Taking the wide tube with periodic boundary conditions
(i.e. at the Γ-point), we have
MWTαβ (r‖) =
∑
RWT
Mαβ(r‖ +RWT) ,
whereRWT is any m ·aw1 + n ·aw2 , linear combination of wide-
tube basis vectors (awi = `ai in terms of the NT basis vectors).
This equation expresses the periodicity of MWT. On the other
hand we can write:
Mαβ(r‖ +RWT) =
(2pi)2
Ω
∫
d2k Mαβ(k)eik·(r‖+R
WT).
Combining these two ingredients, we can write
MWTαβ (r) =
∑
RWT
1
N2
∑
kBZ
Mαβ(kBZ)eik·(r‖+R
WT).
The sum over the wide tube vectors RWT singles out the re-
ciprocal lattice vectors (lying inside the NT Brillouin zone) of
the wide tube:∑
RWT
eik·R
WT
=
N2
`2
∑
KWT ∈ BZNT
δ(k −KWT),
from which we immediately have:
MWTαβ (r‖) =
1
`2
∑
KWT ∈BZNT
MNTαβ (K
WT)eiK
WT·r‖ .
This expression tells us how to obtain the matrix elements be-
tween any two points inside the wide tube from the matrix el-
ements on the reciprocal lattice points of the WT, lying inside
the Brillouin zone of the NT.
5C. Surface Green’s Function and Self-Energies
Equation (9) for the matrix Green’s function in the case of
a non-orthogonal basis yields the matrix relation:(
Im 0
0 Ic
)
=
(
S m − Hm S †τ − τ†
S τ − τ S c − Hc
) (
Gm Gmc
Gcm Gc
)
(11)
(omitting the -dependence from the Green’s functions on the
right-hand side) from which follow closed expressions for the
propagator Gm of the extended molecule using self-energies,
in the presence of a contact:
Gm() =
(
S m − Hm − (S †τ − τ†)Gc()(S τ − τ)
)−1
, (12)
and we identify:
Σc() ≡ (S †τ − τ†)Gc()(S τ − τ)
as the self-energy of the contacts, which may be split as
Σ1 + Σ2.45 For two contacts we specify the propagator further
as G() = (S m − Hm − Σ1 − Σ2)−1, and it is this subsystem
which we subsequently focus on.
Two further remarks are important before continuing. First,
we note that the determination of Σc only requires knowing
the surface couplings in (Gc)i j ∈ surf, which makes this practical
to implement in a DFT code with localized basis functions
(such as BAND). Second, we note that while the above is
an exact description within the limits of the one-electron
picture (i.e. neglecting electron-electron interaction beyond
the mean-field level), in practice when calculating by an
approximate method such as an actual DFT implementation,
we need to be aware of the consequences of the limited spatial
extent of the extended molecule, which may be felt by the
central region due to the Hartree term in the potential if it is
insufficiently screened. Generally, for metals, the screening
is strong enough to justify the approach for contacts of a few
atomic layers.
Now, our approach to obtaining the Green’s function G re-
lies on the fact that the metallic system has a finite interaction-
range in real-space due to electronic screening. This implies
a local– and neighbor-coupling structure of the Fock matrices
which is tridiagonally structured as (τ, h, τ†) in a basis orga-
nized into adjacent layers of atoms, and similarly tridiagonally
structured as (sτ, s, s
†
τ) for the overlap matrix.
We introduce the concept of “principal layers,” because it
is well known that electronic screening limits the interaction
range of the Coulomb potential to just a few atomic layers in
a metal.46 This implies that we can give a description in terms
of blocks of 3-4 atomic layers called a “principal layer,” which
interact only with the neighboring principal layers. Together
with the use of localized basis functions, this allows us to use
the structure of a Hamiltonian matrix as in equation (13) cor-
responding to principal and adjacent (interacting) layers, as
Bu
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FIG. 5. Convergence of the bulk aluminum DOS with increasingly
dense grid in k-space. Top: bulk DOS from the Green’s function
(red) compared with normal DFT calculations (green): convergence
for finer k-grids. Bottom: surface DOS for a [111]–cut surface (from
the surface Green’s function), which cannot be obtained directly
from DFT. DFT calculations performed with the LDA functional,
using a DZP-quality basis-set.
illustrated in Fig. 3.
H =

h τ† 0 · · ·
τ h τ† 0 · · ·
0 τ h τ† 0
... 0
. . .
. . .
. . .
 . (13)
We consider the metal as being composed of an infinite
number of layers in space, and then find the relation between
elements of the Green’s function for 2k and 2k+1 principal lay-
ers by recursively eliminating the layers in between.41,42
From this we obtain the Green’s function for the surface and
the bulk of an infinite contact, and can study the latter’s con-
vergence with respect to the bulk calculation in BAND. This
method is easily extended to evaluation over a Monkhorst-
Pack grid47 in k-space, and parallelized in energy. This ap-
proach converges quickly, and a sample calculation of the sur-
face and bulk DOS is illustrated in Fig. 5 for different grid
densities in k-space in the plane of the contacts. In princi-
ple this k-space dependence also carries over to the align-
ment and transport calculations, and in the previous section
we discussed a method for the construction of an expanded
self-energy for the contacts. However, we will present only
calculations in the Γ-point approximation in the remainder of
this paper.
The key computational steps in this stage of the calculation
are the complex contour integrals over the Green’s functions
(expressions (4)–(5)), which are a much more efficient way43
to evaluate the density matrix from the Green’s function than
direct integration over the real line. The reason for the latter
6Contact 1 Contact 2
Extended Molecule
FIG. 6. Differing computational stages’ zeros of the potential in-
duce differing chemical potentials which are reconciled in alignment.
Shown is the analog of Fig. 2, where we now include the contact off-
set ∆φ0 and fine-tuning of charge-neutrality ∆φ1 as discussed, yield-
ing a consistent µtrue after alignment.
is that in general G() may have poles quite near the real axis,
necessitating a very dense integration grid, while the contour
may be taken safely away from these in the upper half of the
complex plane, drastically reducing the computational effort.
We pre-calculate the contours themselves and the corre-
sponding self-energies Σ1,2(i) over all points on the contour
{i}, given that the self-energies can be calculated indepen-
dently for each energy point on the contour.
D. Potential Alignment and Determination of the Fermi
Level
As noted above, the zero of the potential is not uniquely de-
termined in this type of DFT calculation. As our approach to
transport involves a sequence of relatively independent com-
putations (bulk calculation of contacts, self-energy calcula-
tion, self-consistent alignment and transport calculation), we
must ensure that the (arbitrary) offset in the potential is con-
sistent across all stages, keeping in mind that the self-energies
also implicitly reference the chemical potential of their re-
spective contact: Σ1,2(i; µ1,2). A number of codes take dif-
ferent approaches to this,10,15 but we are not aware of any ap-
proach that has handled the problem self-consistently to date.
In order to ensure the alignment of the potentials in the
leads (and their self-energies) with those of the extended
molecule, we first note that there is a natural criterion for
determining the offset: the charge neutrality of bulk material.
Clearly, the chemical potential is directly related to the
number of electrons in the metal. Consequently, when the
unbiased extended molecule is itself composed of the same
material as the contacts, we can self-consistently determine
the offset by requiring the (valence) charge on the extended
molecule to equal the bulk (valence) charge for the same
number of atoms. We tune this charge by iteratively shifting
the potential during the SCF until the criterion is met. We
have also implemented a novel constrained-DIIS (CDIIS)
scheme in our code to accelerate the convergence of this
alignment procedure for difficult systems; this is briefly
outlined in appendix C.
Our approach is to split the shift into the two components
illustrated in Fig. 6. The first is the offset between the bulk run
(periodic cell, used to construct the self-energies for the semi-
infinite contacts) and the alignment run (longitudinally ape-
riodic transport geometry composed of contacts + extended
molecule). This offset is estimated at each iteration as fol-
lows:
∆φ0 =
1
nbas
∑
i∈C1⊕C2
(
HTBii − HKSii
)
S ii
, (14)
where nbas = nC1bas + n
C2
bas is the dimension of the basis of the
Hamiltonian for the two contacts and HTB and HKS refer to
the tight-binding representation of these bulk contact Hamil-
tonians and the transport geometry’s contact Hamiltonians re-
spectively (see Fig. 1). We now shift the system by the offset:
HKS → HKS + ∆φ0 S KS. Next, we overwrite the Hamiltonian
and overlap matrix S KS of the contact regions by those ob-
tained from the bulk calculations, which do not suffer from
edge effects and are now aligned with the rest of the system.
This is updated at each iteration, allowing for fluctuations in
the density-dependent potential V[n(r)](r), such that the ex-
tended system is always as close as possible to be precisely
aligned with the bulk contacts’ potential.48
The second shift is the correction to the extended system
which brings the Fermi level into alignment with the im-
plicit chemical potential encoded in the open-boundary self-
energies. We obtain it by determining the density matrix from
the Green’s function for the extended system via equation (5),
which yields the valence charge over the extended molecule
region by tracing over the relevant basis functions as Tr[ρS ]EM.
This is in practice typically not charge-neutral. To achieve
QEM → Qvalence we use an offset to ensure charge neutrality,
which is calculated iteratively:
∆φ(k+1)1 = ∆φ
(k)
1 + α (Tr{ρS }EM − Qvalence) (15)
until convergence is achieved. The shifts ∆φ1 are applied to
the entire system. Note that the parameter α has the dimen-
sions of a capacitance, and indeed can be chosen proportional
to the inverse of the density of states, evaluated at the Fermi-
energy. In practice, such an implementation easily becomes
numerically unstable, and we have opted for a fixed, small
mixing parameter α instead.
Both shifts, ∆φ0, ∆φ1, must converge for the alignment
stage to be considered successful. This procedure may be
accelerated by extending the DIIS scheme49 as outlined in
appendix C, and we illustrate a representative performance
of the accelerated method in Fig. 28 for a 1D Al chain, as
well as in figures Figs. 29-30 for Au contacts. Moreover, for
each set of contacts we discuss, we check that re-running
the alignment “bulk” geometry as a zero-bias transport
calculation using the shifts calculated as static inputs indeed
results in charge-neutrality in the extended molecule.
To summarize, when the SCF calculation converges, we
have obtained two potential shifts: the contact shift ∆φ0 and
the charge-neutrality shift ∆φ1. The former is a runtime iter-
ative adjustment to ensure that the active region of the trans-
porting system is aligned to the bulk Hamiltonians with which
the contacts are overwritten, while the latter is a runtime con-
stant which ensures that the potential of the entire system is
7such that a bulk extended molecule is precisely charge neu-
tral. This in turn determines the Fermi level completely. The
alignment calculation is separate from our transport calcula-
tions, and performed once for every new set of contacts.
The subtlety of our approach lies in realizing that by
aligning the transport system to the bulk calculation, we tie
it to the picture of contacts as reservoirs with well-defined
chemical potentials. Consequently, from this point onward
the Fermi level is no longer an estimated quantity, but an
exactly known and fixed quantity, stemming directly from the
bulk periodic contact calculation.
The procedure outlined here performs well in practice, cor-
recting the offsets illustrated in Fig. 6, and produces a PDOS
on the extended molecule which matches the PDOS of the
bulk contacts very well, see section IV. The resulting elec-
tronic structure, moreover, compares well with a bulk calcula-
tion of the true periodic system, as shown in appendix B.
E. Non-equilibrium Calculations
The procedure described in the previous section yields the
“total shift” ∆φ = ∆φ0 + ∆φ1, and from this point on ∆φ1 is a
constant shift applied at every iteration during a transport run.
However, in order to treat the non-equilibrium transport case,
we also need to consider both the effects of the applied bias
and fields, and the calculation of the non-equilibrium density
from the NEGF formalism.
The system in the transport run is, as we have outlined,
shifted from the unmodified HKS for the extended molecule
with contacts to the correct potential zero as H+(∆φ0+∆φ1)S .
To this we add the bias φb(r) and (possibly) gate φg(r) fields
being applied to extended molecule region.50 The potential
profile implementing these fields is usually a ramp whose end
points lie sufficiently far from the electrodes’ surface for the
layers of contact material in between to sufficiently screen the
local distortions and produce the correct self-consistent poten-
tial drop within the extended-molecule region.51 We discuss
this further for the case of biased gold-phenyl-gold junctions
in section V D below.
In order to calculate the current in the presence of a bias
voltage, we need to calculate the non-equilibrium density ma-
trix. Our approach is splitting expression (4) into the equilib-
rium term we have used thus far, and a new non-equilibrium
correction, given by the following expressions (16)-(17), anal-
ogous to the approach of Stokbro et al.:10
ρ =
1
2pi
∫
d [G()Γ1G†() f (, µ1) + G()Γ2G†() f (, µ2)],
which may be worked out to yield:
ρ = −1
pi
∫
d f (, µ1)Im[G()]︸                             ︷︷                             ︸
ρAeq
+
1
2pi
∫
d [ f (, µ1) − f (, µ2)]G() Γ2() G†()︸                                                       ︷︷                                                       ︸
ρAneq
(16)
or equivalently:
ρ = −1
pi
∫
d f (, µ2)Im[G()]︸                             ︷︷                             ︸
ρBeq
+
1
2pi
∫
d [ f (, µ2) − f (, µ1)]G() Γ1() G†()︸                                                       ︷︷                                                       ︸
ρBneq
. (17)
ρAeq,neq and ρ
B
eq,neq are two equivalent ways of obtaining the
equilibrium and non-equilibrium density matrix, from which
we obtain the terms by a weighted average.
The equilibrium terms’ integrals may be evaluated as before
by complex contour integration, but it is important to observe
that the argument underpinning the analytic continuation into
the complex plane was the localization of the poles of G()
in the lower half-plane. This is no longer true for the more
complicated pole structure of terms like G() Γ1 G()†, and so
the non-equilibrium integral must be evaluated along a dense
grid as near to the real axis as is reasonable, while avoiding
numerical inaccuracies due to nearby poles.
IV. TRANSPORT IN 1D SYSTEMS
A. Li Chains
In section III D we outlined the use of a self-consistent pro-
cedure to fix the potential zero and the Fermi level consistently
for the full system of extended molecule with contacts, by re-
quiring charge neutrality of a bulk “extended molecule.” If we
apply this to a 1D Li chain, we obtain a charge-density pro-
file and HOMO wavefunction as illustrated in Fig. 7, where
these are compared with the bulk result obtained from a con-
ventional periodic DFT calculation, using the LDA exchange-
correlation functional and a single-ζ (SZ) basis-set for Li. The
lattice spacing (2.876 Å) for the cell was obtained by energy
minimization, using the same LDA functional and basis for
consistency.
We point out that the exact 4-atom periodicity observed
in Fig. 7 is a signature result: we can derive the “HOMO”
level (the highest occupied state in the infinite system) from
a model of fermion sites in a finite chain by filling the outer
s-orbital of Li at each site. Take a M + 1-site chain of length
L, with lattice constant a, which will hold 2(M + 1) electrons.
Each electron will sit in a band formed by a standing wave
pattern because of the periodic boundary conditions, and so:
ψn(x) = ei pinx/L .
8FIG. 7. Bulk charge density profile (solid) and HOMO wavefunction
(hatched) calculated in a bulk 1D chain (top) and the converged align-
ment configuration for our finite extended system (bottom). Both
were calculated using LDA and a SZ basis-set. Edge effects on the
outer atoms on the finite chain are clearly visible, but in the inner
extended-molecule region there is excellent agreement, including the
4-atom periodicity of the wavefunction.
The states may be labeled by the 2(M + 1) set of kn = ± pinL
instead, where the maximum value of N is M/2 such that:
λmax =
2pi
kmax
∼ 4a (18)
Consequently, the wavelength of the highest occupied mode in
the infinite chain is 4 lattice spacings, which is exactly what
we see in Fig. 7.
The PDOS and transmission are illustrated in Fig. 8,
where we note that the transmission has a clear plateau at G0
corresponding to the transmission through a single channel
over the range of energy corresponding to nonzero density of
states in the chain. The prediction of the wavefunction shape
of the highest occupied mode is general for a single electron
in an outermost atomic shell without degeneracy, such as the
Li 2s orbital, as opposed to the Al chain (see below). We also
note oscillations in the DOS and transmission, which likely
reflect the finite extent of the contacts (the edges acting as
scattering potentials), and the bad screening of a 1D chain in
particular.
We next performed a zero-bias transport calculation with
a H2 molecule placed in between the chain contacts. We
calculate the transmission and PDOS for the structure under
zero bias, see Fig. 9. We observe that the transmission is
reduced in the presence of the H2, an effect of H2 partially
interrupting the transport path through the s-orbitals in 1s22s1
Li chain (transmission ∼ 1, effectively an ideal Landauer
conductance channel). The H2 LUMO does have an s-orbital
character, and so there is transport as it does in fact couple
more broadly to a number of Li states, but its coupling to the
Li is different, so that the transmission becomes somewhat
attenuated at different energies along the band. On the high-
energy side of the DOS plots, we also note a lone peak in
the extended-molecule DOS: this corresponds to the LUMO
orbital of H2, and since its resonance is beyond the limited
extent of the Li chain’s DOS, it should not couple in transport.
That is indeed what we observe in the transmission: the lack
of a feature at the corresponding energy in the top panel of
Fig. 9. The HOMO and LUMO+1 levels, by contrast, are
considerably further away, and do not couple at all.
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FIG. 8. (a) Zero-bias transmission through and (b) density of states
of the 1D Li chain (using a SZ basis set), showing a single s−band
providing transport as we expect, with a range in energy correspond-
ing to the (projected) DOS on each part of the model structure.
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FIG. 9. (a) Zero-bias transmission through and (b) density of states
of the 1D Li chain with an H2 molecule (using a SZ basis set on
Li, DZ basis on H2). We see a decline of the transmission when a
H2 molecule is placed in the junction. Given the small size of the
molecule, its primary effect is to slightly weaken the coupling in the
chain.
9A similar analysis can be performed for experimentally
more realistic Al chains. The key difference is the addition
of electrons, which now contribute both s− and p− bands for
transport, as we discuss in appendix A, where we find other-
wise very similar results.
V. TRANSPORT IN GENERAL 2-TERMINAL SYSTEMS
A. Building Au Contacts
Before we proceed to transport calculations using “bulky”
Au contacts, which will be used as a building block in all
following sections, we first discuss their construction. We
will emphasize, in particular, the difference between applying
transverse periodic boundary conditions and their omission.
We begin the discussion with figures Fig. 10-11, where we il-
lustrate 3 representative geometries one might use for the con-
tacts, and the transmission through their bulk structure (with-
out molecules). These are all FCC stacked with a (111) face
perpendicular to the axis, and we compare a transverse 2 × 2–
atom surface with the 3 × 3–surface case, the latter both with
and without periodic boundary conditions. Calculations were
performed with the LDA functional and a SZ basis with 11
valence electrons.
In appendix B 1 we show the convergence of the alignment
shifts (Figs. 29- 31), with the conclusion that in contrast to the
case without periodic boundary conditions, the shifts obtained
in order to converge the extended-molecule structure with pe-
riodic boundary conditions can be quite large.52
It appears that for the case of periodic boundary conditions,
the bulk run in BAND is significantly offset in potential with
respect to the alignment and transport runs. The strong differ-
ence with the alignment run argues for fixing the Fermi level
via the correction ∆φ0 + ∆φ1 (as opposed to simply neglecting
a numerical error incorrectly assumed small). The continuing
difference in the transport run further argues for a dynamic
(runtime) correction ∆φ0, as implemented, rather than assum-
ing a static correction ∆φ0 in transport.
In Fig. 10, the typical transmission characteristics of these
“bulk” junctions exhibit clear conductance plateaus, as we
expect from what is essentially a “bulky” monatomic chain.
We note that the number of channels found is similar near
the Fermi level, while further away, in particular in the re-
gion from -8 to -2 eV, the structure without periodic bound-
ary conditions is considerably noisier, and has fewer channels.
This may be due in part to the electrons moving to the surface
boundaries in the structure without periodic boundary condi-
tions, effectively reducing the number of transport channels.
Having examined the alignment, convergence and bulk
structure of the extended-molecules in different cases, we now
proceed to single-molecule calculations. We will mainly use
3×3 surfaces of Au, both with and without periodic boundary
conditions.
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FIG. 10. Transmission through the “bulk” Au contacts (LDA calcula-
tions using a SZ, 11e basis per atom). a) with and b) without periodic
boundary conditions. Note the transmission plateaus at integer units
of the conductance quantization G0, as we expect from a system that
is essentially a larger-diameter version of a single Au-atom chain.
B. Benzenedithiol Junctions
We now consider the well-studied “test case” of a gold-
benzenedithiol-gold (Au–BDT–Au) junction.10,19,29,30,53,54
The contacts are designed in the same way as in the previous
section, with Au (111) faces consisting of 2 × 2 and 3 × 3
atoms, shown in Fig. 11. Except where stated otherwise,
we perform transport calculations in our code and gas-phase
calculations in ADF using the LDA functional with a SZ
basis on the Au contacts and a TZP basis on the molecule.
In Fig. 12 we present the results of our calculations without
periodic boundary conditions.
We first note that on increasing the size of the surface per-
pendicular to transport, there is a relatively quick convergence
to a recognizable result with a broad HOMO-like peak be-
low  f , followed by a 2–3 eV low-conductance gap separat-
ing it from a LUMO peak beyond the gap, around 2 eV. This
confirms that the size of contacts does matter to the calcula-
tion, though the major features already become established for
modest contact sizes.
Fig. 13 shows the main orbitals derived from the BDT
molecule, labeled by their correspondence to the gas-phase
orbitals. We use these in order to construct Fig. 14, showing
10
(a)
(b)
(c)
FIG. 11. Au contacts’ geometry for a) the 2 × 2 surface case, b) the
3 × 3 surface case, both with hollow-site binding with 2.40 Å Au-S
distance. c) An alternate 3× 3 surface used in calculations with bias,
resp. with periodic boundary conditions, cf. Fig. 15b. Calculations
performed using the LDA functional and a SZ basis with 11 valence
electrons.
the compositions of the peaks in the transmission through the
Au–BDT–Au junction near  f .
We have determined these by using a fragment-
decomposition technique, outlined in D, in which we
project the eigenstates of the transport calculation onto the
orbitals of a molecular fragment. As a fragment we use the
gas-phase BDT molecule geometry with thiolate bonds to a
single Au atom on each side (outermost H’s of the gas-phase
BDT are removed, leaving an Au–S bond), as expected for
the preferred bonding of a molecule ending on a thiol group,
e.g. BDT, to an Au surface.55–57
We can identify the orbitals of the fragment with those of
either the BDT molecule or radical, and this flexibility also
provides extra information on the complicated orbital com-
positions which we find in the junction. We find that adding
the Au adatoms induces the formation of hybrid Au–BDT–Au
states which may couple well in transport, labeled HA and HB
in Fig. 13, to reflect their energy ordering as the “apparent”
HOMO and HOMO-1 states on the fragment. We discuss their
role in more detail later. The rest of the states in Fig. 13 are
labeled by their correspondence to the orbitals of gas-phase
BDT. We now focus on the geometry of Fig. 12b in particular,
as we later use it to model OPE-2 and OPE-3 as well.
We find that the broad HOMO-resonance appears to be
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FIG. 12. Transmission through the Au–BDT–Au junction, using a)
2× 2 and b) 3× 3 Au contacts without periodic boundary conditions.
We see that the transport gap opens, becoming recognizably linked to
the smooth structure visible below in Fig. 15b for the case of periodic
boundary conditions. The main peaks map between the two sets of
calculations, and we illustrate the orbitals that play the dominant role
for the 3 × 3 case in Fig. 13 below.
mainly composed of 2 separate peaks, which we identify
by our decomposition analysis as the HOMO and HOMO-1
peaks of the gas-phase BDT molecule, with a bit of HOMO-3
playing a role as well. HA and HB also appear here. In
the fragment they are split by about 120 meV, and appear
as a result of hybridization with Au, or more generally,
for collinear termination on the thiol (i.e. they also occur
when the -SH bond in gas-phase BDT is collinear). This
suggests that they may represent a bonding/anti-bonding pair
which interferes nearly perfectly destructively, and as a result
does not contribute much to transport.58,59 In this context
we further note that despite the ∼ 120 meV splitting, they
indeed consistently appear in roughly equal measure in each
contribution in Fig. 14b, once coupled to Au. The LUMO and
HOMO-2 states, by contrast, are sufficiently localized to the
center of the molecule that do not couple in transport; rather,
for the unoccupied states it is the LUMO+1 which appears
as the lowest unoccupied transport peak above the transport
gap. We return to this point in discussing the OPE-series in
the next section. We do find the HOMO-2 peak present in our
decomposition around -2.45 eV, and as a considerably more
pure state, consistent with the lack of coupling to the Au
11
(a) LUMO+1, acts as LUMO (b) LUMO, does not couple
(c) HOMO (d) HA: apparent HOMO state on
fragment
(e) HB: apparent HOMO-1 state on
fragment
(f) HOMO-1
(g) HOMO-2, does not couple (h) HOMO-3, couples below -2eV
FIG. 13. Transport-coupled orbitals of the BDT junction, ordered by
decreasing chemical potential. a)–c) and f)–h) are the fragment’s or-
bitals nearest the Fermi level, which are labeled by correspondence
to their gas-phase counterparts. d)–e) are two examples of intermedi-
ate states that are the present in the fragment but not the neutral BDT
molecule, and survive the thiolate coupling to Au adatoms instead of
the terminal -SH bond.
contacts. By contrast, the HOMO-3 has an orbital structure
which suggests coupling in transport, and it is present, mixed
with the HOMO and HOMO-1 states, in Fig. 14. This may
suggest an analogy to the HOMO-2 states of the OPE-series.
Finally, we also remark on the presence of some small
discontinuities in the transmissions in Fig. 12, in the 3×3 case
near e.g. -0.4 eV, -0.1 eV and 0.5 eV. We have investigated
these using the projected DOS on the molecule proper,
extended molecule and deep contacts. We find that these are
not numerical artifacts, but rather are related to effects in the
potential in the contacts. While these may be relevant for very
sharp, needle-like contacts, they would probably not play a
role for relatively large, bulk-like electrodes.
While we remarked that the results of Fig. 12 indicate
a gradual convergence towards a “bulk” face result (the
single benzenedithiol atom coupled to an infinite plane of
Au on each side), they should be distinguished from the
“classic” Au–BDT–Au junction results calculated using
DFT+NEGF in the literature.19,29,30 The difference is the
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FIG. 14. Transmission and peak decompositions for the 3 × 3 Au–
BDT–Au junction. Distance between clearest frontier peaks at -0.26
eV and 1.68 eV suggests an effective gap of roughly 1.93 eV. (a)
Illustrates the decomposition onto the main gas-phase orbitals, while
(b) also includes the HA and HB orbitals of Fig. 13d and Fig. 13e.
absence of periodic boundary conditions here, a relatively
important modeling decision not typically discussed in the
early literature, in large part because few codes allow for
explicitly breaking transverse periodicity. We illustrate this
difference explicitly in Fig. 15a below, which should be
compared with Fig. 12b. The implications of the use of
periodic boundary conditions for a junction with such a small
face evident in Fig. 15b, where we see that the model in
this case is qualitatively more similar to a self-assembled
monolayer than to a true single-molecule configuration. Con-
versely, the geometry without periodic boundary conditions
are particularly useful for modeling the small, needle-shaped
contacts used in break-junction experiments. This difference
has consequences for the conductance of the system,60 but
for larger inter-molecular separation this need not be an issue
per se, as long as the system being modeled is not actually
needle-like in geometry.
Finally, for Fig. 15a we find the same general picture in
terms of peaks (compositions not illustrated). The predomi-
nance of the HOMO, HOMO-1 and their “apparent” counter-
part states in transport is, moreover, in excellent agreement
with the findings of Stokbro and others.19,61
Our work indicates that the convergence towards this bulk
result is primarily dependent on having a sufficient number
of transport channels available in the contacts to couple to,
12
 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5
Co
nd
uc
ta
nc
e 
(G
0)
Energy (eV)
Transmission Functions
BDT with PBC
BDT without PBC
(a)
(b)
FIG. 15. a) Transmission through the Au–BDT–Au junction with pe-
riodic boundary conditions, compared with the previous result with-
out periodic boundary conditions, Fig. 12. b) Implied geometry of
the model 3×3 Au–BDT–Au junction, using periodic boundary con-
ditions. Overall, we observe a further opening of the gap and a broad-
ening of the HOMO-like peaks, which themselves are reduced in
magnitude back to G0 transmission.
as in Fig. 10. This has implications for contacts which do
not couple to as many channels, where a broad peak from
the strongly-coupled regime may break apart into a number
of narrower (less strongly-coupled) resonances, though still
enabling transport. A noteworthy feature is that the transmis-
sion at the Fermi level T ( f ) may be significantly reduced,
bringing the value closer to the experimental one,62,63 where
one typically would expect to be in the weakly– rather than
strongly-coupled regime.
C. OPE–series Junctions
We now proceed by considering the first two of the thiol-
anchored oligophenylene-ethynylene family of molecules.
Except where stated otherwise, we again perform transport
calculations in our code and gas-phase calculations in ADF
using the LDA functional with a SZ basis on the Au contacts
and a TZP basis on the molecule. We show the results of
modeling OPE-2 and OPE-3 single-molecule junctions, with
2 and 3 phenyl rings respectively; the junction geometries are
(a) Au–OPE-2–Au Junction Geometry
(b) Au–OPE-3–Au Junction Geometry
FIG. 16. Geometry of 3 × 3 atom (111) surface Au–OPE-2–Au
and Au-OPE-3–Au junctions, both without periodic boundary con-
ditions. Hollow-site binding with 2.40 Å Au-S distance, compare
Fig. 11.
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FIG. 17. Peak compositions near  f for the Au–OPE-2–Au junction.
Distance between clearest frontier peaks at -0.25 eV and 1.33 eV
suggests an effective gap of roughly 1.6 eV.
illustrated in Fig. 16a–b respectively. These calculations use
the same contacts as with BDT, and therefore have a common
and well-determined Fermi level  f , as discussed previously.
These molecules have also been studied experimentally as
promising benchmark systems in molecular electronics.64–67
The transmission through a junction composed of OPE-2
coupled to 3 × 3 atom Au (111) face contacts is illustrated
in Fig. 17, where the peak decompositions are constructed
as outlined above for BDT. The fragment states to which the
figure refers are illustrated in Fig. 18, again labeled according
to the gas-phase OPE-2 molecule’s orbitals. In combination
13
(a) LUMO, see Fig. 13 (b) HOMO
(c) HA: apparent HOMO state on
fragment
(d) HB: apparent HOMO-1 state on
fragment
(e) HOMO-1 (f) HOMO-2
FIG. 18. a)–f) Fragment transport-coupled orbitals nearest the Fermi
level (compare Fig. 13). We note again HA and HB, the “apparent”
HOMO and HOMO-1 states, which are now more localized at the
interface and whose wavefunctions do not extend all the way across
the molecule.
with these orbitals, we analyze the nature of transport, and
the relation to the single-phenyl BDT system discussed
previously.
The electronic structure near  f immediately recalls
the results for the BDT junction. We again find a broad
resonance, now split over three peaks below the Fermi level
which are identified with the HOMO-2, –1 and HOMO states.
The broad peaks are further composed of mixtures with the
HA and HB states of the Au-OPE fragments and Au-derived
states that are mainly localized at the Au-S bond. Beyond
the transport gap, at 1.5 eV, we again find a peak which is
identified predominantly with the gas-phase LUMO. This is a
state which on the OPE-2 (and OPE-3) junction has an orbital
symmetry that immediately recalls the LUMO+1 of BDT.
The LUMO+1 states on these two molecules, conversely,
recall the LUMO of BDT, and do not play a strong role in
transport due to the localization of electrons away from the
contacts.
For OPE-3, the transmission is illustrated in Fig. 19 to-
gether with the peak decompositions. The orbitals referred
to are illustrated in Fig. 20, which further confirms the picture
nature of transport in this family. When comparing with the
Au–BDT–Au and Au–OPE-2–Au junctions’ results, it appears
that the gap slightly reopens. This, however, still appears
to be part of a progression towards a smaller transport gap
for the longer molecules, following the trend towards smaller
HOMO-LUMO gap. This is illustrated in the log-scale plot
of Fig. 21, where we show the transmission for OPE-4 and
OPE-5 junctions as well.
Again, it is the gas-phase HOMO which dominates the con-
ductance near the Fermi level, with the HOMO-1 and HOMO-
2 below it composing the lower-lying peaks. The LUMO
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FIG. 19. Peak compositions near  f for the Au–OPE-3–Au junction.
Distance between clearest frontier peaks at -0.25 eV and 1.52 eV
suggests an effective gap of roughly 1.8 eV.
(a) LUMO (b) HOMO
(c) HA: apparent HOMO state on
fragment
(d) HB: apparent HOMO-1 state on
fragment
(e) HOMO-1 (f) HOMO-2
FIG. 20. a)–f) Fragment transport-coupled orbitals nearest the Fermi
level (compare figures Fig. 13 and Fig. 18). We again note HA and
HB, again the “apparent” HOMO and HOMO-1 states, and analogues
of Fig. 18 c)–d) which are again localized mostly near the S atom,
and as with OPE-2 have wavefunctions which do not extend all the
way across the molecule.
dominates beyond the transport gap around 1.5–2 eV. The
LUMO of OPE-3 again recalls the LUMO+1 orbital of BDT
found to compose the “effective LUMO” peak there, and so
we confirm the role of the orbital symmetries between the re-
spective “LUMO,” HOMO, HOMO-1 and HOMO-2 states for
each of the three molecules.
The HA and HB states, see Fig. 20, are likewise present
in all 3 junctions, but as the molecule becomes larger, they
become more localized in nature than conjugated, and so
should play progressively less of a role in transport through
the longer molecules of the family. However, in practice,
we find them present in roughly similar proportion to the
HOMO and HOMO-1 states in the broad peaks right below
 f in our decompositions for all 3 systems, as well as in the
low-conductance transport gap, which suggests that, as argued
above, these two states may not really be contributing to trans-
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tion of main features near the Fermi level as molecule in junction is
varied from 1 to 3 phenyl rings. Opening of the transport gap is visi-
ble, as well as narrowing of the peaks near  f and a general spectral
shift backwards of the HOMO-like peaks.
port.
The big picture then, appears to be a slightly erratic change
of the gap, which seems to converge from the third or fourth
member of the OPE−n family on, narrowing the gap as the
number of phenyl-rings in the junction molecule increases. As
pointed out by Ke et al.,68 this should converge to a gap sim-
ilar to the infinite-OPE-chain band gap of ∼ 1.7 eV,69 domi-
nated by the molecular orbitals as the influence of the contacts
begins to decrease with wire length. We remark that using car-
bon nanotube contacts, they observe similarly erratic behav-
ior where the gap-size is concerned. Finally, we remark on
the clear trend towards steadily lower values of T ( f ) as the
molecular wire length increases, also visible in Fig. 21.
D. Finite Bias Calculations
Finally, we briefly consider calculations of transport
through BDT under bias, using the perpendicular-face con-
tacts of Fig. 11c, and the same basis set as before. In Fig. 22a
we show the potential drop averaged transverse to the trans-
port direction, and observe that the potential is already rela-
tively stable within a few layers of the extended molecule’s
inner surface. The potential drop is mostly over the thiol end-
groups, which may be contrasted with a slightly lower slope of
the potential averaged over the core benzene fragment within
the extended molecule region, in agreement with the results of
Datta et al.70 and Xue and Ratner.6
We also illustrate the influence of adjusting the location at
which the ramp begins further back into the junction. We see
that the largest charge accumulation at the interface occurs
when the ramp is initiated between the first layers at −0.5d
from the innermost Au layer (where d is the interlayer spac-
ing), suggesting that it should begin further back to avoid this.
However, we see that as we move the ramp further back, the
junction has more difficulty screening the applied potential,
(a)
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FIG. 22. a) Potential drop with fixed ramps starting at 0.5d, 1.5d,
and 2.5d from the innermost Au layer of the device region, where
d=2.88Å the interlayer spacing. 500mV bias is applied, results are
relative to a zero-bias self-consistent calculation. Molecule with
nearest Au neighbors indicated, together with vertical black lines
showing position of subsequent layers of Au. Note the decreased
slope of the potential drop over the benzene ring, as compared with
the Au-S bond region. b) Transmission through the biased 3 × 3
Au–BDT–Au junction, as compared with the unbiased result, both
without periodic boundary conditions.
reflected in the longer extent of its deviation from ±250mV
deeper into the contacts. This implies practical limitations
on minimum junction depth, which are likely more relevant
in our models without periodic boundary conditions, given
their lower capacity to screen high fields inside the conducting
leads.
In Fig. 22b we plot the transmission on logarithmic scale,
compared with the zero-bias calculation of Fig. 12b. We
see that the main effect is the shift in Fermi level and the
attenuation of the peaks, as is commonly observed in the
presence of an electric field. There do not appear to be further
large changes for this relatively small bias, and all prominent
features are still clearly recognizable.
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VI. CONCLUSIONS
A combination of the NEGF approach with a DFT descrip-
tion of the bulk contacts is a flexible, efficient and scalable
computational method for transport calculations on realistic
geometries of single-molecule devices. A key advantage of
our implementation is the ability to break periodicity in 1-3 di-
mensions within a band-structure code, which allows accurate
simulation of the metal contacts for different systems, while
allowing us to simulate geometries akin to e.g. mechanically
controlled break junctions without the need to impose periodic
boundary conditions.
We have studied one-dimensional chains and found trans-
port behavior that is expected based on simple theoretical con-
siderations, and then extended our scope to three-dimensional
junctions involving a series of phenyl-ring molecules from the
OPE-family with related gas-phase electronic structures. For
benzenedithiol we recover the signature transmission charac-
teristic with periodic boundary conditions, but if we go be-
yond this by breaking periodicity we gain a deeper under-
standing of the more complex transmission-peak structure, as
the simple broad HOMO-like peak is separated into smaller
peaks that we identify with particular molecular orbitals hy-
bridizing with Au in transport. This may better reflect what
happens in experiments with sharp nanocontacts.
Such characteristic features are seen to evolve in a clear
way for the OPE-based molecular wires as well, with the or-
bitals determining transport near the Fermi level clearly re-
lated to the orbital symmetries we identify across the family
of molecules. In particular, we see a related cluster of occu-
pied orbitals near  f which dominate transport. As we con-
sider progressively longer molecular wires, we find an at first
erratic trend, leading finally to convergence in reducing the
transport gap between these and the lowest unoccupied-level
resonances. Finally, in the low-bias regime, we find that for
the simplest phenyl junction the symmetry of coupling en-
sures that we find no significant spectral shifts, but we do
find amplification and attenuation of specific transmission fea-
tures.
In looking towards the future, we would note first the util-
ity of the implementation of a gate,35,71 an end to which
work is already underway in our group. Beyond adding a
gate as a next step, we envision an extension to a model for
the weak-coupling regime using discrete-charge-state Green’s
functions, along the lines of recent work by Mirjani and
Thijssen,72 for which we anticipate the utility of our under-
lying charge-constrained DIIS algorithm, here used for con-
vergence acceleration.
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FIG. 23. (a) Zero-bias transmission through and (b) density of states
of the Al chain. Note the position of the Fermi level, determined
as offset by 85 meV from the original bulk calculation by our self-
consistent alignment procedure.
Appendix A: Al Chains
Recalling the Li chain in section IV we briefly extend the
discussion there to a system which is physically-realizable: an
Al chain. We first treat a homogeneous chain, and then 1D Al
contacts to a H2 molecule, with calculations performed using
LDA and a DZP-quality basis set on all atoms. The alignment
procedure discussed in the main text converges well, and is
significantly accelerated by the constrained DIIS extension we
discuss in appendix B, which we illustrate in Fig. 28.
The resulting charge density and HOMO wavefunction
again compare very well to the bulk 1D calculation, like-
wise performed with BAND and illustrated in Fig. 24. This
also mirrors what we observed earlier in Fig. 7 for Li chains.
Considering the projected DOS on the different spatial seg-
ments of the calculation in Fig. 23, we note that the features
line up well over the contact regions and the (bulk) extended
molecule, with the usual van Hove singularities at the edges of
the bands, which are easily identified as the s− and p−bands
of Al, corresponding to 1G0 and 3G0 conduction channels re-
spectively.
Turning to the orbitals, in Fig. 24 we observe a signature
12-atom periodicity, analogous to the 4-atom periodicity
observed previously in Li. Reconsidering the occupation
of the highest level of a chain of fermion sites, we now fill
the outer 3-fold degenerate 3p-orbitals of Al. The argument
outlined earlier then leads us to conclude that λmax ∼ 12a
(compare equation (18)): the wavelength of the highest
occupied mode should be precisely 12 lattice spacings, as we
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FIG. 24. Bulk charge density profile (solid) and HOMO wavefunc-
tion (hatched) calculated in the converged alignment configuration
for our finite extended Al system, illustrating the 12-atom periodic-
ity of the wavefunction discussed in the text.
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FIG. 25. (a) Zero-bias transmission through and (b) density of states
of the Al–H2–Al junction, together with the T () characteristic of the
junction, which is now entirely determined by the H2 molecule in the
gap, as compared with Fig. 23.
indeed find.
The converged Al alignment calculation fixes the correct
Fermi level for a transport calculation, with the extended-
molecule geometry shown in Fig. 26. The effects of insert-
ing a H2 molecule in the chain of Fig. 23 are reflected in the
(a)
(b)
FIG. 26. Wavefunctions of the a) HOMO and b) LUMO orbitals
of H2 in zero-bias transport between Al leads. the LUMO level
would be most relevant to transport, corresponding to the resonance
in Fig. 25. The HOMO, by contrast, does not hybridize, but shows
up as the leftmost peak in that figure, near −8 eV.
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FIG. 27. Alignment PDOS for infinite Al chain contacts (periodic
along transport direction), compared with the bulk calculation of the
same chain contacts. LDA-level DFT calculations, with a double-ζ
basis used; k-space calculations beyond the Γ-point approximation
are necessary to reproduce the feature near 2 eV in the bulk system.
PDOS for each part of the system in Fig. 25, where we see
that they are slightly deformed from their characteristic bulk
shapes. In particular, there is a satellite peak corresponding
to the 1s1 HOMO state on the molecule, and a hump in the
extended molecule DOS near 5 eV corresponding to a trans-
mission resonance through the 1s2 LUMO state of H2, orbitals
illustrated in Fig. 26. There, we recognize the origin of the
sharpness of the decoupled HOMO peak, in contrast to the
broadened LUMO peak which has more strongly hybridized
with the leads.
Appendix B: Alignment Validation
1. Alignment Examples
We briefly discuss the validation of the alignment proce-
dure in the context of this constrained DIIS algorithm. For
the case of Al chains, we previously illustrated the result of
alignment in Fig. 24, and the density of states projected onto
the different segments of the calculation is shown in Fig. 27.
We conclude from these that the calculations reproduce the
bulk results well, as further evidenced by Fig. 23. The major
features line up over the contact regions and the extended
molecule, and the calculations reproduce easily identified
s− and p−bands corresponding to 1G0 and 3G0 conduction
channels respectively.
We next turn our consideration to the case of “bulky”
Au contacts, also discussed in the main text. In Fig. 11,
we showed representative geometries, which were all FCC
stacked with a (111) face perpendicular to the transport direc-
tion. Here we compare alignment of different sized transverse
surfaces, and for a 3 × 3–surface the results both with and
without periodic boundary conditions.
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basis-set; agreement is also typical for larger contacts.
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In the systems without periodic boundary conditions, we
find comparable offsets in Fig. 29. In Fig. 30 by contrast, we
immediately see that the shifts necessary to align the “bulk”
extended-molecule structure with the bulk contacts are quite
large, while the fine-tuning for charge neutrality is comparable
to the cases without periodic boundary conditions. We empha-
size that this is an algorithmically-determined shift, and that
as we illustrate in Fig. 31, the PDOS indicate that the structure
is correctly converged.
Appendix C: Constrained DIIS Method
In normal Pulay DIIS,49 the SCF process is cast as a linear(-
izable) mapping F(V) of some vector V , which in DFT are the
Fock operator and the density of the system (in discretized real
space) respectively. Normally one would simply have:
V (n+1) = F
(
V (n)
)
(C1)
for the n + 1st iteration, and iterate until convergence. Pulay’s
insight was to seek the optimal combination of a history of
previous iterations (an iterative subspace):
V (n) =
n−1∑
i=0
ciV (i) (C2)
subject to
∑
i ci = 1 for normalization of the result. Let the
iterates V (n) denote the input to the Fock operator, and denote
the output by V (n)∗ = F
(
V (n)
)
. Then we also have a history
V (n)∗ =
n−1∑
i=0
ciV
(i)
∗ ,
trivially. To quantify the quality of this linear combination, a
norm is introduced on the error:
V (n)∗ − V (n) =
∑
i
ci
(
V (i)∗ − V (i)
)
such that (C3)
‖V (n)∗ − V (n)‖ =
∑
i
∑
j
cic j〈V (i)∗ − V (i)|V ( j)∗ − V ( j)〉
= c>Bc (C4)
where c = (c0, . . . , cn−1)> and B has elements bi j = 〈V (i)∗ −
V (i)|V ( j)∗ −V ( j)〉 formed by an inner product. This can be recast
as a cost function including the constraint:
J = c>Bc − λc>1 , (C5)
minimized by:
∇J = 0 3 Bc = λ1 . (C6)
Solving this is precisely direct inversion of the iterative
subspace, and the Lagrange multiplier is λ =
1∑
i ci
.
During and alignment run we extend this approach as fol-
lows. Our goal is to allow the SCF cycle, using the DIIS algo-
rithm, to become aware of the constraint that at convergence,
Tr{ρS }EM → QEM
should hold, with QEM the correct bulk (valence) charge on the
EM composed of bulk material. Observing that this is already
in the same units of charge as the relevant vector V , the DIIS
approach can be extended, defining the excess charge on the
extended molecule Qx ≡ Tr{ρS }EM − QEM, as follows:
V → (V, Qx ) (C7)
i.e. extending the vector by a single scalar, and
bi j → bi j +
(
Q(i)x∗ − Q(i)x
) (
Q( j)x∗ − Q( j)x
)
, (C8)
where B preserves its meaning as the matrix of error norms
or correlations. Note that DIIS convergence implies that the
vector (i.e. the density) becomes stationary, and likewise for
the excess charge.
We can also choose to use bi j + Q
(i)
x Q
( j)
x instead, which is
the formally more desirable condition that the excess charge
go to 0 directly, but then we depart somewhat from the spirit
of the Pulay approach.
Appendix D: Transmission Peak Decompositions
In order to understand the composition of the peaks present
in the transmission through a junction, we represent the con-
tribution of the fragments orbitals to the transmission peaks as
follows.
From a DFT calculation of the fragment in BAND we store
the eigensystem { j, |φ j〉} of the fragment. We then perform
the transport calculation in band, obtaining the transmission
from
T () = Tr[ Γ1()G()Γ2()G†() ]
which contains the Green’s function
G() =
(
 S − H − (Σ1() + Σ2())
)−1
.
At the end of the SCF calculation, in addition to calculating
transport properties, BAND also diagonalizes the (aligned)
Fock matrix H to obtain a discrete set of transporting levels
{εi, |ψi〉}.
We use the fragment-calculation functionality of the ADF
package to project the subset of molecular levels of interest
(HOMO, LUMO, etc.) onto the full set of transporting levels,
and obtain a table of the projections |〈ψi|φ j〉|, which are the
“peak decompositions”73 we referred to in the main text. Each
component 0 ≤ |〈ψi|φ j|〉 ≤ 1 tells us to what extent the trans-
porting level is composed of the |φ j〉, which we then visualize
in Fig. 14 as a stacked bar chart. The bar chart is overlaid onto
the transmission, with each bar centered at the corresponding
εi.
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We remark that the correspondence between this discrete
set of decompositions and the transmission T () is not exactly
one-to-one, given that the spectrum εi is that of the Fock ma-
trix H, while the running variable  in the transmission cor-
responds to the spectrum of G(), which includes the effect
of Σ1() and Σ2(). It is nonetheless a rather good correspon-
dence, as is verified by considering the levels |ψi〉 nearest the
 of a given peak in the transmission.
