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Abstract 
The introduction of multivariate calibration curve approach in Laser-Induced Breakdown Spectroscopy 
(LIBS) quantitative analysis has led to a general improvement of the LIBS analytical performances, since a 
multivariate approach allows to exploit the redundancy of elemental information that are typically present 
in a LIBS spectrum. Software packages implementing multivariate methods are available in the most 
diffused commercial and open source analytical programs; in most of the cases, the multivariate algorithms 
are robust against noise and operate in unsupervised mode. The reverse of the coin of the availability and 
ease of use of such packages is the (perceived) difficulty in assessing the reliability of the results obtained 
which often leads to the consideration of the multivariate algorithms as ‘black boxes’ whose inner 
mechanism is supposed to remain hidden to the user. In this paper, we will discuss the dangers of a ‘black 
box’ approach in LIBS multivariate analysis, and will discuss how to overcome them using the chemical-






































The procedures for quantitative analysis of materials by Laser-Induced Breakdown Spectroscopy (LIBS) 
technique are traditionally based, as in many other analytical applications, on the use of calibration curves 
[1]. With this term, we intend, in a broad sense, the determination of the unique correspondence between 
input data (derived from the LIBS spectra) and output results (the concentration of given element or 
elements in the sample). The dependence between the output(s) and input(s) can be obtained using a 
single input (in general, the intensity of a characteristic emission line of a given element) or exploiting 
several inputs (for example, the intensity of the LIBS spectrum at different wavelengths). In all the cases, for 
the building of the calibration curve, the outputs must be known quantities; for that purpose, reference 
materials of know composition (either certified or characterized by means of other analytical techniques) 
are typically used. 
One of the specific problems related to LIBS analysis is the limited number of reference samples available. 
The presence of a strong matrix effect [2] in LIBS and the use, in most applications, of solid samples, makes 
less applicable the strategies used in other wet chemistry applications for increasing the number of 
reference samples, which in LIBS applications rarely exceeds a set of ten. It is also difficult the a priori 
choice of the set of standards, when the composition of the sample is not known, as typically occurs in 
analytical applications. Besides the matrix effect, self-absorption [3-5] of the LIBS emission lines often 
makes the calibration curves non-linear; moreover, the lack of reliable blanks might produce errors in the 
quantification of low-concentration elements and give unrealistic limits of detection (LODs) [6]. The 
guidelines for building univariate calibration curves in analytical chemistry were published by IUPAC in 1998 
[7], although very few LIBS applications, if any, have complied with them in the last two decades. 
A calibration approach (univariate or multivariate) starts from the hypothesis that the output(s) are linked 
to the input(s) by a relation through an analytical relation: 
 
𝑶 = 𝑓(𝑰)    (1) 
 
where O and I are vectors of dimension m and n, respectively, where m represents the number of outputs 
(dependent variables) and n represents the number of inputs (predictors or independent variables). The 
function f linking the outputs with the inputs can be any multidimensional, possibly nonlinear function. The 
univariate case, corresponding to m=n=1, implies a relation between a single input and a single output (for 
example, in a LIBS spectrum, the link between the intensity of a given spectral line and the concentration of 
the corresponding element). The input, in this case, can be the value of the LIBS spectrum at a given 
wavelength (peak of the line) or the line integral or a predefined combination of spectral points (for 
example, the sum of the integral intensities of two or more lines from the same element). Whatever the 
choice for the input, this single value extracted from the LIBS spectrum is related to a single output (for 
example, the concentration of a given element) through the function f(I). In this case, building a univariate 
calibration curve means the empirical determination of the function f(I) through a best fitting procedure on 
a set of data obtained from samples whose output (composition) is already know and the input is obtained 
from a measurement done in the exact same conditions of the measurements on the unknown samples 
whose composition has to be determined. If the relation between inputs and outputs is linear, the best 
fitting function f(I) can be easily determined through a linear fit of the data in an output vs. input plane. In 
fact, it is customary for univariate calibration to invert the role of the variables, considering the outputs 
(concentrations) as the independent variable and putting the values of the inputs (LIBS signal) on the y axis 
of the calibration curve plot. This apparent incongruence is due to the fact that the indetermination on the 
outputs is, in general, much lower than the experimental indetermination on the inputs. Since it is much 
easier to determine analytically the parameters of a linear fitting, using the minimum -square method, 
when the errors are on the dependent variable, the calibration curve is traditionally determined from the 
best fit of the inputs vs. outputs plot, and then the relation is inverted for the determination of the 
unknown outputs (concentrations) from the measured inputs (LIBS signal). It should be clear, however, that 
the calibration curve (or surface, in the multivariate case) is, by definition, the relation which links the 














This relation, as already said, is empirically determined from the analysis of a set of samples of known 
composition. The outputs would be, in the case of LIBS quantitative analysis, the concentration of one or 
more elements in the samples, which will be correlated to the LIBS signal coming from one or more spectral 
points in the corresponding LIBS spectrum.  
In the univariate case, the quality of the calibration curve can be visually assessed and, in case of a linear 
calibration curve, also easily quantified through a series of parameters (R2, indetermination on the slope 
and intercept of the calibration line, etc.).  
What is often neglected, in LIBS quantitative analysis, is the fact that having a good calibration curve does 
not automatically imply that the measurement of an unknown sample would be similarly good. This is true 
for both univariate and multivariate calibration approaches, although the problems become more difficult 
to spot in multivariate analysis. We will see in the following that the Partial Least Square (PLS) method, one 
of the most used multivariate analytical methods in LIBS, is designed for optimizing the factors of merit 
(linearity, precision, etc.) of the calibration surface on the calibration set. This optimization process is very 
specific of the calibration set used and does not imply in any way that the same linearity and precision 
would be obtained in the analysis of unknown samples. On the other hand, it is true that in a real LIBS 
analysis the only possible checks on the reliability of the calibration curve or surface are the ones 
performed using the known samples from the calibration set. Therefore, any verification other than the one 
implying the usual factors of merit of the calibration curve seems to be precluded. However, we should 
keep in mind that any calibration approach is based on a physical-chemical model of the relation between 
inputs and outputs. Our proposal is to exploit this idea to perform a reliability check of the calibration 
curves obtained through a multivariate approach exactly as we usually do (more or less unconsciously) in 
the analysis of a univariate calibration curve. 
In other words, if our physical-chemical model implies a linear relation between input and outputs (for 
example, in the analysis of trace elements in a given matrix), from the saturation at high concentrations of 
a univariate calibration curve we can immediately spot a breach of the model, probably due to the 
presence of a non-negligible self-absorption of the emission lines considered. We will show in the following 
that a similar check can be (and must be, in our opinion) performed on the calibration surfaces obtained 
from multivariate methods. 
 
2. Materials and Experimental setup 
 
We will present, as an example of the application of different calibration approaches, the analysis of cast 
iron samples that was performed in the framework of an inter-laboratory test organized by the BAM 
Institute in Berlin, Germany. The laboratories who participated to the test were provided with seven 
reference samples, of known composition. Three additional samples (U1, U2, U3), of unknown composition, 
were given to the participants. The elements to quantify on the unknown samples were copper, nickel and 
chromium. The samples were provided in the form of powder or small chunks. For the analysis, the cast 
iron powders or chunks were put on double sticky tape. 
 
Given the heterogeneous nature of the samples, we ruled out the possibility of using a classical LIBS setup 
with a relatively long focal focusing lens, in favor of a micro-LIBS setup recently realized in our laboratory 
[8]. The system is based on the Modì double-pulse instrument [9]; the laser pulses are sent through the 
Modì articulated arm into a Zeiss Axio microscope, and then focused onto the sample. The typical diameter 
of the craters produced on the sample is around 20 m, using a 5+5 mJ energy of the laser pulses (about 20 
ns FWHM). The irradiance on the sample was thus about 8x1010 W/cm2 per pulse. We used a delay 
between the pulses of 1 s. 
The LIBS signal was collected by an optical fiber, placed at 45 degrees with respect to the laser direction, at 
a distance of about 1 cm from the sample; a ball lens in front of the fiber guarantees the optimal collection 
of the LIBS signal from the whole plasma. The -Modì instrument uses an Avantes double spectrometer 
(AvaSpec-2048-2) which covers the spectral region from 190 to 900 nm (0.1 nm resolution from 190 to 450 
nm, 0.3 nm resolution from 450 to 900 nm). We acquired the LIBS spectra 250 ns after the second laser 
pulse. The minimum acquisition time of the spectrometer is about 2 ms, much longer than the plasma 














For each sample, we acquired 10 LIBS spectra in 12 different points (120 spectra in total). The focus of the 
system was optimized at each point, and the spectra were saved singularly. A typical LIBS spectrum is 
shown in figure 1.  
 
 
Figure 1 – A typical LIBS spectrum (detail) of the cast iron samples. 
 
In spite of the care used for optimizing the laser beam focus at each point, the heterogeneity of the 
samples produced large variations between the LIBS spectra acquired on the same sample. For this reason, 
we decided to consider for the calibration only the spectra that passed a selection based on the total 
spectral intensity. For each sample, only the spectra having a total integrated intensity within 67% of the 
maximum would be retained. The spectra were then further normalized by their integrated intensity. After 
this selection, about 2/3 of the LIBS spectra were discarded (from the initial 840 spectra – 120 x 7 samples – 
only 265 were used for the analysis). 
In the following, we will concentrate our discussion on the build and optimization of the calibration curve(s) 
for the determination of copper concentration. The reason of this choice is due to the large variability of 
copper concentration in the reference samples (from 0.0256 to 6.29 percent in weight, see Table I), which 
will give us the possibility of discussing about the non-linearity produced in the calibration curve by the self-
absorption effect.  
 
Table I – Cu content of the reference materials (the concentrations are in percent in weight), uncertainty at 95% confidence. 
 
 Cu (w%) 
C1 6.29 ± 0.02 
C2 0.10 ± 0.01 
C3 0.0256 ± 0.0004 
C4 0.584 ± 0.013 
C5 0.0303 ± 0.0006 
C6 0.2445 ± 0.0025 
C7 1.231 ± 0.008 
 
Moreover, the presence in the LIBS spectra of two relatively close Cu I lines, of similar intensity (324.75 and 
327.40 nm) would be useful in the discussion about multivariate calibration. Most of the arguments 
discussed in the following in the case of copper are, however, valid for the build of the calibration curves of 
other minor elements (Ni, Cr, Mn,…) in cast iron, too. 



































3. Building of the calibration curves 
 
3.1 Univariate analysis 
 
We will start our discussion from a classical univariate calibration curve approach. For building the 
univariate calibration curve of a minor element, it is customary in LIBS working on averaged spectra [10]. 
Although, from a statistical point of view, calculating the concentration of an element from the average 
LIBS spectrum is not the same as calculating the average concentration obtained from the single spectra, 
when the number of spectra is high, the choice of working with averaged spectra might be justified. The 
advantage in terms of elaboration time is evident, since in our case we should analyze only seven averaged 
spectra (one per sample), instead of 265 (one per shot). Moreover, the pre-selection operated on the 
spectra guarantees a good representativity of the average spectrum if compared with the single 
realizations. 
In figure 2 we show the portion of the LIBS spectrum which comprises the two intense Cu I lines considered 
for the calibration. 
 
 
Figure 2 – The portion of the LIBS spectrum considered for the analysis of copper. The seven superimposed spectra corresponds to 
the reference samples as in the legend of the figure. 
 
For each spectral point and each sample, in figure 2 we plotted the standard deviation of the LIBS signal, in 
the form of an error bar. One can easily see that the portion of the spectrum in between the two lines does 
not show any evident difference from sample to sample. Therefore, in the framework of a univariate 
analysis it would be reasonable to build a calibration curve for copper using either the peak value of one of 
the two Cu lines (or, for better results, the sum of the peaks of the two lines), after subtracting a constant 
background corresponding to the continuum under the curve or, alternatively, using as input the integral 
intensity obtained through a fit of one or both the Cu lines with a pseudo-Voigt profile [11].  In all the cases, 
a single input would be associated to a single output, and the univariate calibration curve would be 
calculated in the output vs. input plane. 
The two calibration curves obtained using as input the sum of the peak values and the sum of the integrals 
of the two Cu lines are plotted in figure 3. Note that we used the conventional representation of the 







































calibration curve, with the outputs as independent variables, instead of the more general form with the 
LIBS intensities on the x-axis. 
 
 
Figure 3 – Univariate calibration curves for Cu in cast iron. The black curve corresponds to the sum of the integral intensities, the 
red one to the sum of the peak intensities of the two Cu lines. 
 
 
The effect of self-absorption is larger for the peak intensity than the line integral intensity. In fact, while the 
effect of self-absorption acts linearly on the peak intensity, the integral intensity is only affected as the 
square root of the self-absorption coefficient [12]. It is thus preferable, from an analytical point of view, to 
use the curve based on the integral value of the lines. Although the use of moderately self-absorbed lines 
has been recently suggested for improving the precision of LIBS analysis [13-15], these methods are based 
on a completely different approach with respect to the one used for building calibration curves, as recently 
discussed in ref. [16], and will not be considered for the present analysis. 
We note from figure 3 that the linear part of the calibration curve (in the following, we will consider only 
the one calculated from the integral of the two Cu I lines) is quite limited. As the Cu concentration increase 
over 0.1 wt %, the curve starts to deviate from the linear behavior (see the detail of figure 3 reported in 
figure 4). 
Another effect which is clearly visible in figure 4 is the fact that the intercept of the calibration curve at zero 
Cu concentration is not zero. This is probably due to the presence of some spectral interference, possibly 
related to the presence of weak iron lines underlying the Cu lines.  
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Figure 4 – Univariate calibration curve for Cu in cast iron. The LIBS intensity was calculated as the sum of the integral intensities of 
the two Cu lines. 
 
The non-linearity of the univariate calibration curve does not prevent its use for the quantitative 
determination of the Cu content in the unknown samples; however, the lack of linearity and the 
indetermination on the values of the intercept do not allow the use of the standard formulas for the Limit 
of Detection and indetermination of the results that are derived under the assumptions of linearity and 
fixed intercept. From an analytical point of view, it must be noted that the error in the determination of the 
intercept of the calibration curve, as pointed out by Winefordner and Long [17] several years ago, must be 
considered for the determination of the limits of detection (LODs) along with the classical 3 criterion. 
 
3.2 Multivariate analysis – Partial Least Squares Analysis 
Using the peaks or the integral value of the Cu lines for the determination of the univariate calibration 
curve implies the use of only a part of the information that can be extracted from the LIBS spectra. For 
example, in the calculation of the line integral intensity, all the spectral points contributes in the same way 
to the final value of the integral. However, we know from the transport equation of radiation that the peak 
of the emission curve is more affected by self-absorption than the tails of the curve (this is the reason why 
the self-absorption effect is somewhat mitigated using the integral of the line, instead of the peak). It 
seems thus logic that building a calibration curve using a linear combination of the LIBS spectral 
components could reduce the non-linearity of the calibration curve by increasing the importance of the 
spectral components more correlated with the element concentration, and proportionally reducing the 
influence of the components more affected by the self-absorption effect. 
Partial Least Square Analysis (PLS) is a multivariate technique which produces a vector of weights which, 
scalarly multiplied with the spectral components, would maximize the linear correlation between the 
































nominal and predicted concentrations of the element of interest. As discussed in ref. [16], many 
commercial or open source statistical packages provides simple routines for the calculation of the weights 
that link the spectral components of the LIBS spectrum to the corresponding element concentration, in the 
form: 
 
    𝐶 = 𝑎 + ∑ 𝑤𝑖
𝑁
𝑖=1 𝑆(𝜆𝑖)    (2) 
 
where 𝑆(𝜆𝑖) are the N spectral components of the LIBS spectrum (we can call them independent variables, 
predictors or inputs, depending on the kind of multivariate approach used) and the concentration C is the 
dependent variable (output or target).  
The PLS algorithm is very fast and runs automatically, without any intervention of the operator. For this 
reason, it is possible to apply the calculation to all the single spectra selected (265); this would give us a 
better idea of the indetermination involved in this kind of calculations. 
The relation between nominal and calculated Cu concentration, obtained using all the spectral components 
in the interval in figure 2, is shown in figure 5. Each point corresponds to a different spectrum. 
 
Figure 5 – Relation between nominal and PLS predicted Cu concentration for the seven samples considered. The dashed line 
corresponds to a perfect correlation between nominal and predicted concentrations. 
 
In analyzing the results of figure 5, first we must note that the curve represented is not a calibration curve. 
The linearity and almost perfect correlation between nominal and predicted Cu concentrations does not 
mean that the method is necessarily more accurate than the univariate calibration curve. The risk always 
present in multivariate analysis is the possibility of overfitting the data, which results in a very good 
capability of the method to reproduce the data used for the calibration and in a corresponding very poor 
capability of predicting the concentration of unknown samples, not used for building the (multivariate) 
calibration curve. An a posteriori check of the goodness of the relation found between output and inputs 















































could be performed using the leave-one-out method [18]. With this method, in turn each sample is 
removed from the calculation of the multivariate calibration, and is treated as an unknown sample whose 
concentration has to be determined by the PLS method. However, since the samples with the lowest and 
highest Cu concentration cannot be used as unknowns (the basic rule on the use of uni- or multivariate 
calibration curve is that the concentration of the unknown samples must be comprised between the 
highest and the lowest concentration of the same element in the calibration samples), in our case only five 
samples over seven can be used for the leave-one-out test. 
In figure 6 are shown the results of the test for the five samples comprised between the maximum and 
minimum of Cu concentration. 
 
 
Figure 6 – Relation between nominal and PLS predicted Cu concentration evaluated after the leave-one-out procedure. The dashed 
line corresponds to a perfect correlation between nominal and predicted concentrations. 
 
As we can see, after the leave-one-out procedure, the agreement between nominal and predicted 
concentrations appears (realistically) worse with respect to what one could have been deducted from the 
analysis of figure 5. 
From eq. 2 we know that the Cu concentration is given by the scalar product of the LIBS spectral 
components times the vector of weights (plus a constant). For giving the same importance to all the 
spectral points, independently on their intensity, the PLS algorithm performs a scaling of the spectral points 
is usually performed, which are centered with respect to their average (over all the samples) and 
normalized by their standard deviation. The unwanted side effect of this procedure is the possible 
occurrence of casual correlation between a given input and the output, which could associate, as we 
observed, a high weight to points that, from a chemical-physical point of view, should not be correlated at 
all with the output. On the other hand, the weights associated to spectral points at low intensity would not 
affect too much the scalar product in eq. 2; a way for checking the reliability of the PLS results is thus 
plotting the normalized wi (weight times the standard deviation of the corresponding spectral component) 
at the different wavelengths, as shown in figure 7. We observe from the figure that the only spectral points 



















































with non-negligible normalized weights are the one corresponding to the two main Cu emission lines. 




Figure 7 – Normalized weights obtained by PLS analysis (black). The red dashed curve superimposed corresponds to the LIBS 
spectrum (averaged over all the 265 spectra used for the calibration) in the region considered for the calculation. 
 
On the other hand, we can see from figure 7 that the peak intensity of the Cu line at 327.40 nm is actually 
anti-correlated with the Cu concentration (negative normalized weight) in the calibration curve given by the 
PLS algorithm. This clearly makes no sense from a chemical-physical point of view. The main problem 
associated to the PLS results shown above is the attempt made by the algorithm to find a linear relation 
between nominal and predicted concentrations, in the presence of a strong non-linearity produced by the 
self-absorption effect. The PLS algorithm finds the best compromise between these two contrasting 
requirements by subtracting the intensity of the Cu line at 327.40 nm from the one at 324.75 nm. The ‘trick’ 
works relatively well on the seven samples used for the calibration, but it might fail dramatically on an 
unknown sample.  
For obtaining a more realistic description of the linear part of the curve, corresponding to Cu 
concentrations lower than 0.5%, we should thus remove from the PLS calibration set the samples 
corresponding to high Cu concentration. 
In figure 8 we show the equivalent of figure 7, obtained removing from the calibration set the samples with 
Cu at higher concentrations (samples C1 and C7).  








































Figure 8 – Normalized weights obtained by PLS analysis (black) after removing the high Cu concentration samples from the 
calibration set. The red dashed curve superimposed corresponds to the LIBS spectrum (averaged over all the 265 spectra used for 
the calibration) in the region considered for the calculation. 
 
We can observe that the vector of the normalized weights wi now shows a behavior that could be expected, 
with both the Cu lines peak intensity positively correlated with the Cu concentration. However, the effect 
of the Cu line at 327.40 nm is over-estimated, with respect to the one of the most intense Cu line at 324.75 
nm. 
The leave-one-out check of the predictions of PLS approach obtained with the high Cu concentration 
sample removed from the dataset is shown in figure 9. 
 
 
Figure 9 – Relation between nominal and PLS predicted Cu concentration evaluated after the leave-one-out procedure. The dashed 
line corresponds to a perfect correlation between nominal and predicted concentrations. 





































































Figure 9 should be compared with the corresponding figure 6. We observe that the predictive capability of 
the PLS method at low Cu concentration improves after removing from the calibration dataset the samples 
which are more affected by the self-absorption effect. However, the overall correspondence between 
nominal and predicted Cu concentration is still rather poor and limited to low Cu concentrations, where the 
effect of self-absorption is almost negligible. 
 
 
3.3 Multivariate analysis – Artificial Neural Networks 
Another multivariate calibration approach that has become popular in LIBS quantitative analysis is 
based on the use of Artificial Neural Networks (ANN) [19-23]. The ANN approach is an extremely powerful 
algorithm; however, as for many other statistical approaches, the structure of the network has to be 
carefully considered for avoiding issues that might compromise the predictive capabilities of the method. 
One of the most common errors in the application of ANN to LIBS quantitative analysis is the evaluation of 
the network quality based on the correlation between predicted and nominal concentrations on the 
calibration dataset. As we already observed in the case of PLS, the correlation between predicted and 
nominal concentration can be extremely good (see figure 5), while the actual prediction capabilities of the 
method can be much poorer (figure 6). In fact, when the number of reference samples is limited, as in our 
case, the risk of overfitting the data is quite high. As in PLS analysis, the ANN method connects the inputs 
(independent variables, in our case the spectral components of the LIBS spectrum in the selected region of 
interest) to the outputs (in our case, the concentration of Cu in the samples). However, while in PLS the 
connection between inputs and outputs is supposed to be linear (eq. 1), the ANN approach in principle 
takes into account the possibility of a non-linear relationship between independent and dependent 
variables. 
The introduction of a possible non-linear dependence between inputs and outputs is an obvious 
improvement with respect to the PLS approach; however, the intrinsic complexity of the ANN method often 
makes difficult a check of the chemical-physical consistence of the results obtained. 
Most commercial and open source statistical packages provide algorithms for ANN analysis. One of the 
most diffused system is the ANN package included in Matlab®, which provides to the user a step-by-step 
guided procedure that allows to train and apply a Neural Network to any set of data, without the need of a 
specific experience and knowledge of the method. In most cases, however, the default settings proposed 
are not adequate for obtaining meaningful results. 
Let us consider the architecture of a layered feedforward ANN, as implemented in Matlab®. The default 
settings for connecting N independent inputs to M outputs use a single hidden layer with 10 neurons; the 

















Figure 10 – Structure of the default ANN used in Matlab®. 
 
The link between inputs and outputs is realized as follows (in the example, we will specialize the discussion 
to our experimental situation, where the inputs are the N spectral components of the LIBS spectra S(i) in 
the region considered and the output (M=1) is the corresponding Cu concentration C. First, the inputs are 
connected to all the hidden layer neurons in a linear way: 
 
𝑋𝑗 = 𝑏𝑗 +  ∑ 𝑤𝑖𝑗S(λ𝑖)
𝑁
𝑖=1     (3) 
 
The hidden layer neurons modify the Xj values by applying a function: 
𝑌𝑗 = 𝑓(𝑋𝑗)      (4) 




Then, the 𝑌𝑗 values are linearly combined to give the output (in our case, the copper concentration): 
 
  𝐶 = 𝑐 +  ∑ 𝑊𝑗Y𝑗
10
𝑗=1                      (5) 
 
The training of the ANN is the equivalent of the building of a univariate calibration curve or the 
determination of the weights in PLS. The default algorithm used in Matlab® determines the weights and the 
biases by minimizing the distance between the predicted and nominal outputs, using a Levenberg–
Marquardt algorithm [24]. 
The Matlab® default parameters are intended to cover and reproduce very complex situation, where a high 
non-linear dependence of the outputs from the inputs is expected. However, in our case we expect to have 














(ideally, in the absence of self-absorption, we would expect a perfect linear dependence between inputs 
and outputs). It is thus clear that using the Matlab® defaults for the number of neurons in the hidden layer 
would only increase the risk of overfitting. In fact, the proper optimization of the network would imply a 
series of tests varying of the number of hidden neurons [25]. This procedure is time-consuming, and totally 
empirical.  
 
Figure 11 – The simplified ANN used for the determination of Cu concentration in cast iron. 
 
On the other hand, one could consider that a drastic reduction of the number of hidden neurons from 10 to 
just one (figure 11) would result in a relation between the inputs and the output in the form of: 
 
                 𝑋 = 𝑎 + ∑ 𝑤𝑖
𝑁
𝑖=1 𝑆(𝜆𝑖)  
                     𝐶 = 𝑐 +  𝑊 𝑓(𝑋)    (6) 
 
which would become identical to eq. (1) of PLS when the function f(x) is linear.  
Therefore, with the introduction of a single non-linear term we expect to be able to reproduce the 
chemical-physical behavior of our system without introducing in the model any additional free parameter 
that would negatively affect the performances of the network. 
 
As seen in figure 12, the correlation between nominal and predicted Cu concentration, on the calibration 
dataset, is very good and better than the one obtained using the PLS method (figure 6). However, we have 
already seen that the good correlation obtained on the calibration dataset does not necessarily imply a 
















Figure 12 – Correlation between nominal and predicted concentration of Cu using the ANN method. The dashed line corresponds to 
a perfect correlation between nominal and predicted concentrations. 
 
Figure 13 shows the results of a leave-one-out validation of the ANN results. We see that in this case the 
performances of the ANN remain acceptable, with a linear correlation between predicted and nominal Cu 
concentration that extends up to a Cu concentration higher than 1%, although with a relatively large 
variability from spectrum to spectrum. 
 
 
Figure 13– Correlation between nominal and predicted concentration of Cu after the leave-one-out procedure. The dashed line 
corresponds to a perfect correlation between nominal and predicted concentrations. 
 























































































As in the case of PLS, we can obtain from the ANN the normalized weights wi that link the inputs to the 
hidden neuron (eq. 6). These weights are shown in figure 14.  
  
 
Figure 14 –Normalized weights obtained by the Artificial Neural Network method before the application of the non-linear transfer 
function. The red dashed curve superimposed corresponds to the LIBS spectrum (averaged over all the 265 spectra used for the 
calibration) in the region considered for the calculation. 
 
In this case, contrarily to what we have observed in the application of the PLS method, the peak of the main 
Cu I line is associated to the higher weight. In fact, the effect of self-absorption is mainly corrected by the 
neuron in the hidden layer. For the samples with Cu at low concentration, the value of X would remain in 
the linear zone of the transfer function X; at higher concentrations (higher X values), on the other hand, the 
non-linearity of the transfer function would compensate the saturation effect due to self-absorption. The 
ANN method thus provides a calibration curve that naturally changes from linear to non-linear with the 
increase of the copper concentration. 
 
4. Determination of the best calibration approach 
 
In this work, we have discussed different approaches (univariate calibration, Partial Least Squares 
Analysis and Artificial Neural Network) that can be used for the determination of the concentration of a 
minor element (in our case, copper) in solid (cast iron) samples. We have shown that each method requires 
an optimization of the analytical strategy and a careful choice of the samples used for calibration. In 
particular the multivariate approaches, based on linear correlations as the Partial Least Square analysis or 
allowing non-linear relations as in Artificial Neural Networks, require a special attention to the validation of 
the results obtained. At the end of the discussion, one could wonder which approach, among the ones 
described, provides the best analytical results on the unknown samples distributed for the inter-laboratory 
test. The discussion on the results of the test is not in the scope of the present work (a full report will be 
published by the colleagues at BAM who organized the test and collected the results). For the purposes of 
our discussion, however, the disclosure of the information about samples’ composition which followed the 
end of the test give us an occasion to introduce another important issue related to the advantages and 
drawbacks of using a multivariate calibration approach instead of the usual univariate calibration curve 
method. A naïve approach to the problem would result in the consideration that an Artificial Neural 
Network (which would take into account all the spectral information and would naturally manage the non-







































linearity of the calibration surface) would perform better than PLS (which, on the contrary, does not cope 
well with the non-linearity of the calibration surface); the same consideration will place the univariate 
calibration approach at the bottom of the rank. However, the performances of a calibration approach 
(univariate or multivariate) depends dramatically on how the calibration set is chosen with respect to the 
unknown samples to analyse. In other words, a simple univariate calibration approach can perform well 
(even better than a multivariate approach) if the input parameter is chosen on the basis of a sound 
chemical-physical model of the system under analysis. 
In our case, the three unknown samples showed LIBS signals corresponding to the almost linear zone of the 
univariate calibration curve (see figure 4 and figure 15) 
 
 
Figure 15 – Measurement of the Cu concentration in the unknown samples using the univariate calibration curve shown in figure 5 
 
In Table II, the results obtained using the multivariate PLS and ANN approach are compared with the ones 
obtained using the univariate calibration. The nominal Cu concentrations, disclosed by the colleagues at 
BAM at the end of the test, are also reported in the table. 
 
Table II – Cu concentration in the unknown samples, determined using univariate calibration, PLS and ANN, compared with the 
nominal concentration (certified by BAM, Berlin, Germany). Recovery, bias and z-scores are also reported for each method and 
sample. 
 

























































































0.56 0.150 ± 0.004 
 



































From a metrological point of view, the univariate approach is substantially equivalent to ANN in terms of 
recovery, calculated as: 
 
    𝑅 =
𝑥𝑒𝑥𝑝
𝑥𝑟𝑒𝑓
× 100    (7) 
 
with uncertainty 
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and bias, calculated as 
  








   (10) 
 
It is evident from the data that the univariate approach gives a satisfactory estimate of the Cu 
concentration in the three samples, which is only marginally improved by the use of a multivariate 
approach based on ANN. As we already observed in the discussion of the PLS approach, on the other hand, 
we see that the method systematically overestimates the Cu concentration, even when the samples with 
Cu at higher concentrations (samples C1 and C7) are removed from the calibration set. The leave-one-out 
check (figure 9) was indeed showing that the Cu concentration in the calibration samples around 0.1 wt% 
was overestimated by about a factor of two. 
 











    (11) 
 
|𝜁| is less than 1 for all the samples using the univariate and ANN approach, while in the PLS approach it is 
greater than 2 for samples U1 and U2 and greater than 3 for sample U3.  
In the analysis of Proficiency Testing Schemes is customary to consider z-scores |𝜁|  ≤ 2 as ‘satisfactory’, 





The multivariate approaches, based on linear correlations as the Partial Least Square analysis or allowing 
non-linear relations as in Artificial Neural Networks, require a particular attention to the validation of the 
results obtained. In most of the situations, the structure of the statistical model used is simple enough to 
allow a direct check of the chemical-physical reliability of the model. Generally speaking, any increase in the 
complexity of the analytical model, from univariate to linear or non-linear multivariate, should be justified 
only in view of the complexity of the chemical-physical system under study. In the problem discussed in this 
work, a simple univariate calibration strategy is adequate for the determination of Cu concentrations 
around 0.1-0.2 wt %. At higher concentrations, the non-linear effects due to self-absorption would call for 














and a single output, corresponding to the Cu concentration, would be probably able to provide a reliable 
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- The build and optimization of calibration curves for minor elements in cast iron is discussed 
- The example of the analysis of copper traces in cast iron is presented 
- Univariate and Multivariate methods are used 
- The dangers of using multivariate methods as ‘black boxes’ are discussed 
- Methods are described for assessing the reliability of multivariate approaches 
- A simple univariate approach may give results equivalent to complex multivariate approaches 
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