Image de-fencing is one of the important aspects of recreational photography in which the objective is to remove the fence texture present in an image and generate an aesthetically pleasing version of the same image without the fence texture. In this paper, we aim to develop an automated and effective technique for fence removal and image reconstruction using conditional Generative Adversarial Networks (cGANs). These networks have been successfully applied in several domains of Computer Vision focusing on image generation and rendering. Our initial approach is based on a two-stage architecture involving two cGANs that generate the fence mask and the inpainted image, respectively. Training of these networks is carried out independently and, during evaluation, the input image is passed through the two generators in succession to obtain the de-fenced image. The results obtained from this approach are satisfactory, but the response time is long since the image has to pass through two sets of convolution layers. To reduce the response time, we propose a second approach involving only a single cGAN architecture that is trained using the ground-truth of fenced de-fenced image pairs along with the edge map of the fenced image produced by the Canny Filter. Incorporation of the edge map helps the network to precisely detect the edges present in the input image, and also imparts it an ability to carry out high quality de-fencing in an efficient manner, even in the presence of a fewer number of layers as compared to the two-stage network. Qualitative and quantitative experimental results reported in the manuscript reveal that the de-fenced images generated by the single-stage de-fencing network have similar visual quality to those produced by the two-stage network. Comparative performance analysis also emphasizes the effectiveness of our approach over state-of-the-art image de-fencing techniques.
Introduction
In recent times, due to the existence of inexpensive image capturing devices such as smart-phones and tablets with sophisticated cameras, there is a steady rise in the number of images captured and shared over the internet. Despite these technological advances, often it is difficult to take a snapshot of the intended object due to the presence of certain obstructions between the camera and the object. For example, consider that a person wishes to capture the image of an animal within a cage in a zoo. It is understandable that he/she will not be able to capture a clear image of the animal from a distance due to the presence of a fence or cage-bars in front. Till date, a number of research articles on image de-fencing have been proposed in the literature, (e.g., Park et al. [2010] , Khasare et al. [2013] , Jonna et al. [2015a Jonna et al. [ , 2016 , , Farid et al. [2016] ). However, these methods are either semi-automated, or are time-intensive due to involvement of complex computations. Usually, image de-fencing is viewed as a combination of two separate sub-problems: (i) fence mask generation, which essentially clusters the image region into two groups, i.e., fence and non-fence regions, and (ii) image inpainting, which deals with artificially synthesizing colors to the fence regions to make the rendered image look realistic. This is explained with the help of Figure 1 . Conditional Generative Adversarial Networks (cGANs) (Reed et al. [2016] , Zhang et al. [2017] , ) have already demonstrated strong potential in generating realistic images in accordance with a set of user-defined conditions or constraints (Yeh et al. [2017] , Brkic et al. [2017] , Radford et al. [2015] , Chen et al. [2016] ), and are possibly the best networks available today for performing any image-to-image translation task. Since image de-fencing can also be viewed as a sub-class of image-to-image translation problems, we propose to use cGANs in our work as well.
To the best of our knowledge, the present paper is the first work on image de-fencing that exploits the powerful generalization capability of GANs to generate de-fenced images. Specifically, we propose two different GAN-based de-fencing algorithms: (i) a two-stage network that consists of two sub-networks to carry out the fence mask generation and image inpainting in succession, and (ii) a single-stage network which directly performs image de-fencing without any intermediate fence mask generation step. Experimental results on a public fence segmentation data set (Du et al. [2018] ) and our own artificially created data set show the effectiveness of our work.
The rest of the paper is organized as follows: in Section 2, we briefly review the related work in automatic fence detection, image inpainting and image de-fencing. The problem formalization and the proposed cGAN based de-fencing approaches are described in detail in Section 3. An extensive experimental campaign is reported in Section 4. Finally, conclusions and future scopes for research are highlighted in Section 5.
Related Work
As explained before, traditionally, the task of image de-fencing is viewed as a two-step problem: (i) segmenting the fence in the image, and (ii) recovering the eliminated area with plausible content via image inpainting. Hence, in addition to reviewing the image de-fencing techniques in the literature, we also study existing solutions to fence mask generation and image inpainting, which are briefly described in the Sub-sections 2.1 and 2.2, respectively. Finally, in Sub-section 2.3, we present a review of the state-of-the-art image de-fencing techniques.
Fence Mask Detection
Fence mask detection is the process of segmenting an input image with fence into two clusters, such that all the fence pixels are assigned a particular cluster, and each of the other pixels is assigned a different cluster. A lot of research has been done in the domain of regular and near-regular pattern detection (Hays et al. [2006] , Park et al. [2009] , Lin and Liu [2007] , Park et al. [2010] ). The work in Hays et al. [2006] used higher-order feature matching to discover the lattices of near-regular patterns in real images based on the principal eigen vector of the affinity matrix. Park et al. [2009] proposed a method for detection of deformed 2D wallpaper patterns in real-world images by mapping the 2D lattice detection problem into a multi-target tracking problem, which can be solved within an Markov Random Field framework. In another work by Park et al. [2008] , the problem of near-regular fence detection was handled by employing efficient Mean-Shift Belief Propagation method to extract the underlying deformed lattice in the image. Mu et al. [2014] proposed a soft fence-detection method using visual parallax as the cue to differentiate the fence from the non-fenced regions.
Image Inpainting
Image inpainting is the process of restoration of the unfilled portions of an image with appropriate plausible content/color. Image inpainting methods used in the literature can be broadly divided into two categories: (a) diffusion based methods (Bertalmio et al. [2003] , Levin et al. [2008] ) and (b) exemplar-based methods (Criminisi et al. [2004] , Xu and Sun [2010] , Darabi et al. [2012] , Huang et al. [2014] ). The former category of approaches uses smoothness priors to propagate information from known regions to the unknown region, while the latter category fills in the occluded regions by means of similar patches from other locations in the image. Exemplar-based methods have the potential of filling up large occluded regions and recreate missing textures to reconstruct large regions within an image. But these methods are unable to recover the high-frequency details of the image properly. To the best of our knowledge, Context Encoder (Pathak et al. [2016] ) is the first deep learning approach used for image inpainting, in which an encoder is used to map an image with missing regions to a low-dimensional feature space, which is next used by the decoder to reconstruct the output image. Yang et al. [2017] used a pretrained VGG network that minimizes the feature differences in the image background, thereby improving the work of Pathak et al. [2016] . Yeh et al.
[2017] proposed a GAN-based approach for image inpainting by applying a set of conditions on the available data. Contextual attention ) is another approach in which the missing regions were first estimated followed by an attention mechanism to sharpen the results. Nazeri et al.
[2019] developed a two-stage adversarial model consisting of an edge generator and image completion network. The edge generator network detects edges of missing regions and is used by the image completion network as prior to fill in the missing regions.
Image De-fencing
The image de-fencing problem was first addressed in , where the fence patterns were segmented by means of spatial regularity, and the fence pixels were filled in with suitable colors by applying an appropriate inpainting algorithm (Criminisi et al. [2004] ). Park et al. [2010] extended the work of by employing multiple images for extracting the information of occluded image data from additional frames. Park et al. [2010] also used a deformable lattice detection method similar to that of Park et al. [2009] discussed in Section 2.1. Khasare et al. [2013] proposed an improved multi-frame de-fencing technique by using loopy-belief propagation (Felzenszwalb and Huttenlocher [2006] ). This method uses an image matting (Zheng and Kambhamettu [2009] ) for fence segmentation, but the main drawback of this approach is that it involves significant user interaction and is therefore not very suitable for practical purposes. Jonna et al. [2015b] proposed a multimodal approach for image de-fencing in video frames, in which the fence mask was first extracted in each frame with the aid of depth maps corresponding to the color images obtained from a Kinect sensor, and next an optical flow algorithm was used to find correspondences between adjacent frames. Finally, estimation of the de-fenced image was done by modeling it as a Markov Random Field, and obtaining its maximum a-posteriori estimate by applying loopy belief propagation. Kumar et al. [2016] used signal demixing to capture the sparsity and regularity of the different image regions, thereby detecting fences, following which inpainting was performed to fill-in the fence pixels with suitable colors. Farid et al.
[2016] used a semi-automated approach in which an user is requested to manually mark several fence pixels in the image. A Bayesian classifier is next employed to classify each pixel as fence or non-fence pixel based on the knowledge of the color distribution of the marked pixels and the non-marked pixels. This approach is prone to human error and also highly time-intensive.
Recently, a few deep learning based video de-fencing approaches have been developed, e.g., the work by Jonna et al. [2015a] is a semi-automated approach which first employs a CNN-based algorithm to detect the fence pixels in an input image, and next use a sparsity based optimization framework to fill-in the fence pixels. Jonna et al. [2016] utilized a pre-trained CNN coupled with the SVM classifier for fence texel joint detection, and then connect the joints to obtain scribbles for image matting. Du et al. [2018] presented an approach for fence segmentation using fully convolutional neural networks (FCN) (Long et al. [2015] ) and a fast robust recovery algorithm by employing occlusion-aware optical flow.
The main contributions of the paper are as follows:
1. Developing for the first time fully automated and efficient image de-fencing algorithms based on conditional Generative Adversarial Networks (cGANs).
2. Proposing a two-stage image de-fencing network that involves a fence mask generator and a image recovering network, each of which is based on cGAN.
3. Making the algorithm more time-efficient by developing a single-stage end-to-end cGAN network without any intermediate fence mask generation step. Edge-based features along with the ground-truth of fenced de-fenced image pairs are used to train the model so that it can generate high quality de-fenced images even in the presence of a fewer number of layers compared to the two-stage network.
4. Performing extensive experimental evaluation, and also making the codes and data set used in the experiments publicly available to the research community for further comparisons.
Proposed Techniques for Image De-fencing using cGANs
The proposed cGAN-based two-stage and single-stage architectures for image de-fencing are explained in detail in the following two sub-sections.
Two-stage Image De-fencing Network
The two-stage architecture shown in Figure 2 follows a work-flow similar to that seen in most existing approaches, i.e., (i) fence mask generation and, (ii) recovering the missing parts of the image behind the fence (refer to Section 1). The difference from the existing techniques is that, we use adversarial learning to carry out both these steps. More specifically, we use a pair of cGANs, each consisting of a generator-discriminator pair, to perform the two steps. The generator consists of a encoder network with seven down-sampling layers, followed by a decoder network with seven up-sampling layers as in Isola et al. [2017] . The discriminator is a 16×16 Markovian Discriminator, i.e, PatchGAN (Isola et al. [2017] ), which classifies each 16×16 patch in the image as real or fake and averages all the responses to provide the final output. The proposed de-fencing algorithm is discussed in Sections 3.1.1 and 3.1.2 by denoting D 1 and G 1 as the discriminator and generator for the fence mask generator, and D 2 and G 2 as the discriminator and generator for the image recovering network, respectively. 
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Figure 2: Two-stage image de-fencing network.
Fence Mask Generator
The task of the fence mask generator can be viewed as an image-to-image translation problem where we convert a fenced image to a fence mask image. Let I mask be the ground-truth fence mask image, and I f en the input fenced image. During the training phase, the generator takes the input as I f en , conditioned on I mask and predicts the fence mask image I pred . Mathematically, the generator function can be represented as:
We use I mask and I pred , conditioned on I f en as the input of the discriminator, to predict the fence mask image as real or fake. The network is trained only with the objective function comprising adversarial loss and L1 loss, as shown next in (2):
where α 1 and β 1 are regularization parameters, with α 1 = 1 and β 1 = 10. The adversarial loss (L adv,1 ) and L1 loss are defined in the following two equations:
and
where E denotes the expectation operator. The network is trained in multiple epochs, and training is stopped when the absolute difference of the value of loss function in two successive epochs is less than a small threshold . We consider the value of as 10 −3 .
Image Recovering Network
Let I def be the ground-truth de-fenced image. The input fenced image I f en is masked with the fence mask image, which is obtained by the fence mask generator, say M, to generateĨ f en , i.e.,Ĩ f en = I f en (1 − M) representing unfilled image without fences, where represents the Hadamard product. The image recovering network, takesĨ f en as input, conditioned on I def to generate a de-fenced imagẽ I pred filled with plausible content in the unfilled part ofĨ f en having the same resolution as the input image, as shown in (5):
The image recovering network is trained until convergence by a joint objective function based on Nazeri et al. [2019] that considers adversarial loss, perceptual loss, style loss and L1 loss, along with the SSIM loss (Wang et al. [2004] , Zhao et al. [2017] ). The adversarial loss function for G 2 is defined as:
The perceptual loss term (Johnson et al. [2016] ) L perc , computes the differences between the highlevel feature representations between the ground-truth and the generated images extracted from a pre-trained CNN. If the predicted image label is dissimilar from the actual image label, a higher penalty is imposed through this loss term. Mathematically, the perceptual loss is defined as follows:
where a i is the activation map of the i th layer of a pre-trained VGG-19 network. We also use the style loss (Gatys et al. [2016] ), which determines the difference between the style representations of two images. The style representation of an image at a particular layer is given by the gram matrix G, and each element of this matrix represents the inner product between a pair of vectorized feature maps at the given layer. For the vectorized feature map of size C j × H j × W j , the style loss is mathematically defined as follows:
where G j a is the a C j × C j gram matrix corresponding to feature map a j . The L1 loss function is computed as follows:
For obtaining visually pleasing images from the generator, we also incorporate a structural similarity loss term (Wang et al. [2004] , Zhao et al. [2017] ) as shown in (10), which indicates the differences in the luminance, contrast, and structure between the generated de-fenced image and the ground-truth de-fenced image.
where, p refers to a particular pixel position, and
refers to the structural similarity index magnitude between ground-truth and the generated image at pixel position p. In the above expression, µ x and µ y represent mean intensities in the neighborhood of p, while σ x and σ y represent standard deviations for two non-negative image signals x and y, respectively, σ xy represents the co-variance of x and y, and C 1 and C 2 are constants. Appropriate values for C 1 and C 2 to compute the SSIM loss can be found in https://github.com/keras-team/ keras-contrib/blob/master/keras_contrib/losses/dssim.py.
The overall loss function for the image recovering network is henceforth computed as:
where α 2 , β 2 , γ, δ and η are regularization parameters. In our experiments, we use α 2 =0.1, β 2 =10, γ=2, δ=1 and η=1. Use of two generators makes the image de-fencing process time-intensive. To reduce the response time, we propose to use a single end-to-end architecture with a single generator-discriminator pair for translating the input image with a fence structure directly to its de-fenced version without any fence generation step in between. Since only a single generator is used here, the single-stage network will have fewer number of layers compared to the two-stage network described in Section 3.1. Presence of fewer layers in a convolutional neural network has a tendency to loose significant contextual information. To boost up the performance of the single-stage network, we propose to train the model with the given ground-truth fenced de-fenced image pairs as well as with an edge map of the fenced image given by the Canny filter. We observe that appending the Canny edge map along with the input fenced image facilitates high quality image de-fencing even in the presence of fewer number of layers. The network architectures for the generator and discriminator are similar to that of the image recovering network in Section 3.1.2. Also, an objective function similar to (12) has been used to train the single-stage network until convergence.
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Experiments and Results

Data Set and System Description
We use three Graphics Processing Units (GPUs) to train the models out of which one is Nvidia Titan Xp (with 12GB RAM, total FB memory as 12196 MB and total BAR1 memory as 256 MB), and the other two are Nvidia GeForce GTX 1080 Ti (with 11 GB RAM, total FB memory as 11178 MB and total BAR1 memory as 256 MB). The experimental protocols are briefly discussed next. For training the two-stage image de-fencing network, the fence segmentation dataset provided by Du et al. [2018] is used along with a synthetically generated data set formed by adding artificial fence structures on a set of images from the Pascal VOC dataset (Everingham et al. [2010] ). For training the image recovering network, we also created an artificial data set by using images from the Pascal VOC dataset (Everingham et al. [2010] ) and the COCO dataset (Lin et al. [2014] ). The data set for training the single-stage end-to-end image de-fencing network is also constructed in a similar manner by applying random fence structures on a set of images from Pascal VOC data and COCO data. The test set consists of a total of 245 images and is formed by selecting images from the above-mentioned public data sets as well as some images captured by our research team. Before, making a forward pass through the network, the dimensions of each training and test image is made equal to 256×256. Figure 4 shows the qualitative performance of the two-stage image de-fencing network by means of a sample set of fenced images. The first row in the figure represents the input, the second row represents the output of the mask generator, the third row corresponds to the input to the image recovery network, and finally the last row shows the output of the image recovery network. It is seen 
Experiments with Two-Stage Image De-fencing Network
Experiments with Single-Stage Image De-fencing Network
As discussed in Section 3.2, in a bid to reduce the response time of image de-fencing further, we propose an efficient single-stage image de-fencing network. In the fourth row of Figure 5 , the outputs given by the proposed single-stage de-fencing network (with supervision of canny edge map) are shown on eight different test images. The first and second rows of the figure respectively depict the input image and the corresponding ground-truth, while the third row shows the images generated by single-stage image de-fencing network without extra supervision of canny edge maps, fifth row shows the images generated by the two-stage de-fencing network discussed in Section 3.1. The qualitative results clearly depict that the output images given by the proposed single stage image de-fencing network are comparable with that of the two-stage de-fencing network.
Conclusions and Future Work
In the present manuscript, we explore the applicability of conditional Generative Adversarial Networks (cGANs) for image de-fencing in two different settings: (i) a two-stage image de-fencing network which employs a fence mask generator network and an image recovering network in succession, and (ii) a single-stage image de-fencing network, which uses a single generator to render the de-fenced image from the original fenced image and its edge map. Experimental results show that both the proposed methods can produce de-fenced images with high visual quality, but the later approach is more advantageous if a fast response is desired. Comparison with state-of-the-art techniques also emphasize the effectiveness of employing GANs in the image de-fencing task. In future, it may be studied how to make the algorithm more time-efficient, so that it can be applied for real-time video de-fencing. Another challenging area of research is how to effectively de-fence images with irregular or repeated fence structures, which the present work and also other existing techniques are unable to handle properly.
