High error rates, large populations, and short generation times are the three features that have made of viruses a suitable system to witness evolution. The prospects opened by the direct observation of evolution at the population level, and the possibility of tracing adaptation to its molecular roots are difficult to overstate. In the last two decades, the number of experiments involving viruses and addressing fundamental questions on the mechanisms of mutation and adaptation has grown enormously. Still, there is a long way to go before we fully apprehend the laws governing molecular evolution. Often, empirical results defeat theoretical expectations, and our assumptions on the dynamics underlying evolution have to be revised over and over.

This review is aimed at researchers interested in the biological, phenomenological, and conceptual issues involved in viral evolution. The work is divided in three parts. We begin with a relatively detailed introduction to the biology of viruses, where we briefly review their discovery, the general structure of a virus, and its reproductive cycle inside the cell. The first part continues with a description of adaptive mechanisms acting at the level of the viral genome and of properties of quasispecies. Particular emphasis is devoted to the concept of fitness, a notion that cannot be defined without taking into account the environment where evolution proceeds. [Table 1](#tbl001){ref-type="table"} contains glossary of the most common terms used in viral evolution.Table 1Glossary of terms and acronyms frequently used in virologyVirusInfectious agent composed by a genomic nucleic acid covered by several protective layers. The indispensable condition for its multiplication is the infection of a host cell that provides the necessary resources for genome replication and assembly of daughter particles  Viral genomeNucleotide sequence that contains the virus genetic information  VirionMature virus particle. This term is usually used for the extracellular phase of the viral cycle  Viral cloneViral population obtained upon replication of a single parental virus  BacteriophageVirus whose natural host is a bacteria  FitnessA parameter that quantifies the adaptation of an organism to a given environment. It is a relative value and might involve a number of phenotypic traits  Consensus sequenceSequence resulting from taking, for each position, the most frequent residue (nucleotide or amino acid) found in the set of genomes of the population. The consensus sequence may not exist physically in the mutant spectrum. This is the sequence yielded by usual sequencing protocols  Defective viral particleVirus particle whose genome lacks some essential portion necessary to complete an infective cycle. Some defective particles can give rise to productive infections when they are able to use the resources produced for other viruses that replicate inside the same cell. This is called trans complementation  Lytic infectionInfection produced by a virus that replicates through a cycle in which progeny virions destroy the infected cell  Persistent infectionInfection where the host cell remains alive and produces progeny virions often at a slow rate, but for a long time  Mutation rateFrequency of occurrence of a mutational event during genome replication  Mutational loadTotal number of mutations accumulated in a population  Viral loadNumber of infectious particles in a viral population  EpistasisInteractions between different mutations  Multiplicity of infection (MOI)Average number of infectious virus per susceptible cell  RTReverse transcriptase. Protein copying RNA into DNA. It is used by retroviruses, such as HIV  PCRPolymerase chain reaction  PFU or pfuPlaque forming units. It quantifies the infectivity of a virus  HIVHuman Immunodeficiency virus  VSVVesicular Stomatitis Virus  FMDVFood-and-mouth disease virus  LCMVLymphocytic choriomeningitis virus  SARSSevere acute respiratory syndrome

The second part of the review deals with empirical observations of viral evolution. It starts with some examples of viral evolution in nature, and discusses the difficulties of interpretation inherent to evolutionary patterns in that case. A section detailing laboratory protocols precedes the detailed description of several different experiments with RNA viruses, mostly. Though theoretical approaches to evolution are especially tackled in the third part of the review, it is impossible to fully separate the interpretation of certain experiments from the conceptual elaboration of the results and, in some cases, from the mathematical models they have inspired. In this sense, the second and the third part are deeply intermingled.

The literature on viral evolution, and in particular on theoretical models dealing with viral evolution, is vast. We have decided to restrict this revision mostly to RNA viruses and to models that have been either directly inspired by the experiments or that are conceptually relevant in our understanding, such that they inspired experiments in their turn. We regret that this decision excludes many interesting publications on general quasispecies theory, for instance. We touch only briefly on epidemic processes in nature, but leave aside the wealth of publications on related theoretical aspects. Our main effort has been directed towards presenting the reader with an as complete as possible revision of the empirical observations on viral evolution and its current interpretation.

1. Introduction to viruses {#sec001}
==========================

By the end of the 19th century, it became clear that the spontaneous generation of organisms did not occur [@bib077]. The efforts of many scientists, among them Louis Pasteur, Robert Koch and Joseph Lister, were necessary to eradicate a belief that had been the subject of strong debate during decades. The end of spontaneous generation gave birth to the notion that life only comes from life. One of its consequences was the enunciation of Koch\'s postulates for defining whether an organism was the causative agent of a disease.[1](#fn001){ref-type="fn"} Koch\'s postulates became a paradigm in microbiology and brought about the design of sterilization methods that allowed to cultivate pure organisms. One of those methods consisted in the use of filters that most known bacteria could not go through. In this context, the discovery by Adolf Mayer and Dimitri Ivanofsky of a new infectious agent, the causative of tobacco mosaic disease, which was able to go through filters retaining infectivity had to fight against new and old dogmas. The agent could not be isolated in pure culture, contradicting Koch\'s second postulate. At first, it was supposed that either the filters were defective or that this "filterable agent" could be a toxin. However, Martinus Beijerinck soon made the crucial discovery on the ability of this agent to reproduce itself, though only inside living cells. For the first time, the existence of replicating entities smaller than bacteria, not observable with a light microscope, became clear. These entities were usually referred as *filterable agents*, and it was only after the first decades of the 20th century that the term virus started to be used with the same meaning that it has today. The discovery of viruses constitutes a good example of how knowledge in biology often defeats well established theories and requires their reformulation in order to include the new discoveries.

The first virus from animals, foot-and-mouth disease virus (FMDV) [@bib079], was described and isolated shortly after. The existence of viruses able to infect bacteria, the so-called bacteriophages, was discovered in 1901. The use of bacteriophages was crucial to develop methods and techniques that are currently used in virology and in the analysis of other important life processes, for instance the transmission of genetic information. Studies with phages such as the *T* series, ΦX174, Q*β*, or *λ*, have also permitted to investigate in a very detailed way the processes going on inside virus-infected cells, and to establish a sequence of events that, with some differences for each particular virus, must be successfully completed to produce an infectious progeny. The isolation of different variants of the same virus was another crucial discovery: viruses were able to mutate and adapt to changes in the environment obeying the same laws of natural selection that Darwin had enunciated for higher organisms [@bib088].

At that point, the ingredients for inaugurating a new debate, namely, whether viruses are living entities, were all available. On the one hand viruses possess a genetic material encoding a (usually low) number of proteins and able to replicate. On the other hand, viruses lack the metabolism required to perform the replication of their genomes and the translation of the encoded information into proteins. They are strictly dependent on the enzymatic activities and the energy sources supplied by the infected cells: they are obligate intracellular parasites. The debate is still open, and relies heavily on the definition of "life" used.

1.1. The viral structure {#sec002}
------------------------

A virus is formed by one to several nucleic acid molecules protected by a closed shell, the capside, formed by proteins. In some viruses, the capside is surrounded by a lipid bilayer furnished by the host cell. The nucleic acid is the genetic material of the virus, the genotype, which encodes the viral proteins. The genotype determines the features of the new progeny viruses that will be produced inside the infected cell. These features constitute the phenotype, and usually result in adaptive differences. At odds with all cellular organisms, which always use DNA to store the genetic information, viral genomes can be composed of DNA or of RNA. This establishes a basic distinction between DNA viruses and RNA viruses. In both categories of viruses it is possible to find examples in which the genetic material is present as single-stranded molecules (ss) or as double-stranded molecules (ds) ([Table 2](#tbl002){ref-type="table"} ).Table 2Different types of viral genomesGenome typeViral familiesExamplesdsDNA*Adenoviridae, Herpesviridae, Papillomaviridae, Polyomaviridae, Poxviridae*Herpes, phage T4, phage *λ*, mimivirus, chicken pox, varicella virus  ssDNA*Parvoviridae*Phage ΦX174, canine parvovirus, chicken anemia virus, chlamydia phage 1  RNA and DNA reverse-transcribing viruses*Hepadnaviridae, Retroviridae*HIV, hepatitis B virus, cauliflower mosaic virus, avian leukosis virus, human spumavirus  dsRNA*Reoviridae*Phage Φ6, infectious pancreatic necrosis virus, simian rotavirus SA11, drosophila X virus  Negative-sense ssRNA viruses*Arenaviridae, Bornaviridae, Bunyaviridae, Filoviridae, Orthomyxoviridae, Paramyxoviridae, Rhabdoviridae*Measles, influenza, rabies, Ebola virus, LCMV, VSV  Positive-sense ssRNA viruses*Arteriviridae, Astroviridae, Caliciviridae, Coronaviridae, Flaviviridae,* Hepatitis E-like viruses, *Picornaviridae, Togaviridae*Poliovirus, SARS coronavirus, FMDV, tobacco mosaic virus, rhinovirus (causing common cold), hepatitis A, rubella, dengue, and yellow fever virus, Q*β* phage[^1]

To transmit the genetic information to the next generations the nucleic acid has to be replicated, a process that involves cellular and viral enzymes. Usually, DNA viruses replicate their genomes with similar enzymatic activities used by the host cell. In contrast, RNA viruses are the only entities in nature where RNA is used as repository of genetic information. This implies the design of replication mechanisms exclusively employed by this type of viruses. RNA virus replication is a very error prone process [@bib034], a feature with relevant consequences in the evolution of RNA viruses and in the amount of information that can be stored in their genomes. Measurements of the chain lengths and of the replication error rate of RNA viruses show that the genome length is close to the maximum that can be faithfully maintained. A consequence is that RNA viruses possess highly compacted genomes, with regions sometimes involved in several functions (as an example, coding regions can act also as regulatory signals).

The proteins encoded by the viral genomes can be grouped into several basic categories that include structural proteins (later constituting the protective capside or the external spikes, e.g.), enzymatic activities (necessary for the replication of the virus genome), regulatory proteins (required for the correct assembly of the progeny viruses), and other proteins essential to perform processes that are virus dependent, such as the release of virions from the infected cell. In addition to the composition of the nucleic acid, another basic characteristic to classify viruses is the presence of the external membrane, which distinguishes enveloped viruses from non-enveloped ones. Most enveloped viruses acquire the envelope by budding through a membrane of the host cell, a step that facilitates the extrusion of viruses from the infected cell.

### 1.1.1. Reproductive cycle of viruses {#sec003}

Though there are large differences in the reproductive cycles of different virus, the basic processes that any virus must complete are as follows.

1.*Binding to specific cell surface receptors*. These receptors are major determinants of cell tropism (the cellular types and organisms that can be infected by a given virus) [@bib004]. In addition to primary binding receptors, some viruses also interact with secondary receptors (named coreceptors) that collaborate in the penetration of the virus inside the cell. A comparison of known viral receptors and coreceptors reveals that, occasionally, members of the same virus family have evolved to use a variety of different cell surface proteins for viral entry. It is also possible that very distinct viruses use the same receptor.2.*Entry of the virus into the cell*. Viruses can enter the cell in two main forms: as naked nucleic acid molecules that carry all the information necessary to originate new viruses or as complete particles. The entry of enveloped viruses requires the fusion of viral and cellular membranes by a process driven by viral glycoproteins located on the virus surface. Non-enveloped virus entry into cells involves the disruption of the cellular membrane, in some cases through the formation of pores.3.*Viral uncoating*. This process consists in the disorganization of the protective protein layers to release the viral nucleic acid inside the cellular cytoplasm. Sometimes these events are coupled with penetration through the cellular membrane, whereas other viruses experience the disassembly steps inside the cytoplasm.4.*Replication and expression of genetic information*. Briefly, replication of RNA viruses occurs through two basic mechanisms that distinguishes riboviruses from retroviruses [@bib003]:•RNA-dependent RNA synthesis. This process takes place in riboviruses and it is catalyzed by the enzyme RNA replicase.•RNA-dependent DNA synthesis. This is a process known as reverse transcription that is catalyzed by the enzyme reverse transcriptase of retroviruses. Both enzymes, RNA replicases and reverse transcriptases, have to be encoded by the viral genomes and expressed early during the infection cycle. In some cases, these enzymes are copackaged with the viral nucleic acid during the assembly of the viral particles.The intermediary molecule in the flux of genetic information that leads to the synthesis of specific proteins is the messenger RNA (mRNA), the RNA molecule accepted by the cellular ribosomes. This establishes a basic distinction between RNA viruses with negative or positive polarity. Positive polarity viruses can use their genomic RNAs as mRNAs that can be directly translated. In negative stranded viruses the genomic RNA has to be copied to produce subgenomic mRNA and full-length antigenomic RNA. The former can be translated, and the latter can be replicated again to obtain new negative-sense RNA genomes. Retroviruses represent an exception to this scheme. They possess positive polarity genomes that, instead of being translated directly, have to be copied to DNA before the replication cycle is completed. The newly synthesized DNA is integrated into the cellular DNA and transcribed by a cellular RNA polymerase to produce new RNA molecules. The latter can be used as mRNA or packaged inside the new virions.5.*Virus assembly*. This is the process by which a number of structural and non-structural proteins are assembled together with the genomic RNA to constitute a new virus particle.6.*Virus release*. This a crucial step to propagate the infection cell-to-cell or organism-to-organism. Different viruses employ different strategies to leave the cell. Enveloped viruses (those enclosed by a lipid bilayer) are usually released by budding from the plasma membrane. Non-enveloped viruses generally escape via lysis of the infected cell.

1.2. Mutation, selection, and adaptation {#sec004}
----------------------------------------

Evolution through natural selection necessitates the generation of a certain genetic diversity on which it can act. This diversity is eventually responsible for the existence of differences in the reproductive success of individuals, in their fitness. Most genetic variability is a direct consequence of the occurrence of errors during the copy of viral genomes. Nucleic acid replication is a complex process where a complementary sequence is created through the sequential addition of nucleotides. Replication is not fully faithful and, occasionally, an incorrect nucleotide is added to the synthesizing chain. If the error is not corrected, it can be propagated to the next generations and results in a mutation. Apparently, there might be a contradiction between the deleterious effect of most mutations and the need of diversity to permit adaptation to changing conditions. Comparison of the spontaneous mutation rates of replication in different organisms suggests that evolution has selected optimal mutation rate values as a function of the environmental variability [@bib033], [@bib038].

DNA genomes are replicated by DNA polymerases, enzymes endowed with several corrector activities that ensure a high copying accuracy. The accuracy of DNA polymerases can be however modified if the environment requires it. For example, stressing conditions can promote the selection of bacterial variants that lack some of the corrector activities of the polymerase [@bib123]. These variants behave as hypermutator strains, thus generating a broader genetic diversity necessary to promote the appearance of individuals able to reproduce efficiently under the stressing conditions. The immunoglobuline genes of vertebrates constitute another example of DNA replicating with an error rate higher than that of the remaining genes in the genome. The extra variability is essential to produce a very large number of antibodies able to neutralize a large diversity of antigens.

Viruses are replicators that employ the general mechanisms of mutation and selection to reproduce efficiently in frequently changing environments. There are important differences in the evolutionary capacity of DNA and RNA viruses. DNA viruses can replicate their genomes using high fidelity DNA polymerases. In contrast to this, and because in the cellular world RNA replication does not take place (RNA is always synthesized upon transcription of DNA), RNA viruses need enzymatic activities that are not usually present in the cell. As previously mentioned, these enzymes are the RNA replicases and the reverse transcriptases, which are encoded by the viral genomes. Both enzymes lack corrector activities, resulting in an error rate of replication several orders of magnitude higher than that affecting DNA replication, permitting eventually the generation of a huge variety of mutant genomes [@bib029], [@bib034].

The particularities of RNA virus replication and their consequences in adaptation have a great relevance in the emergence of new diseases in humans and in the possibility of eradicating virus infections caused by RNA viruses. Due to the complex behavior exhibited by RNA viruses [@bib091], the rest of this review will be devoted to their evolution.

### 1.2.1. Evolutionary mechanisms in viral genomes {#sec005}

The average mutation rate of RNA viruses ranks in the order of 10^−4^ to 10^−5^ misincorporations per nucleotide and per round of copying [@bib005]. This means that each daughter genome will contain on average one or two mutations when compared to the parental sequence. Mutation rate must be distinguished from the mutation frequency, which is the fraction of mutations in a genome population. This last parameter is influenced by the replicative ability of each mutant genome in competition with the rest of genomes in the population. Positive selection favours the presence of mutations with an adaptive value whereas negative selection purges or maintains in low amount genomes carrying deleterious mutations. The frequency of a given mutation in the population can also be influenced by genetic drift, which results from changes in the population size that may lead to the stochastic fixation of mutations irrespectively of their selective value. The main result of genetic drift is a random sampling of the genomes rendering a new composition of the population.

In addition to point mutations, other processes that contribute to modulate the genetic diversity in RNA viruses are recombination and genome segment reassortment ([Fig. 1](#fig001){ref-type="fig"} ). Recombination consists in the generation of a new mutant genome by linking two or more fragments belonging to different parental molecules. Recombination may be a powerful mechanism to accelerate evolution by the acquisition of groups of mutations present in different genomes. However, there are not enough studies performed to date to evaluate the role played by recombination in RNA virus evolution [@bib012], [@bib102], [@bib105].Fig. 1Different forms of viral genomes in nature and their evolutionary strategies. (a) A complete genome is encapsidated in a single virion. (b) Other viruses present segmented genomes, with a fixed number of fragments forming the viable virion (shown in brackets). (c) In certain cases, uncomplete genomes are encapsidated in different viral particles, such that coinfection of the same cell by both types is needed to cause infection. In all cases, point mutations, deletions and nucleotide insertions in the genome (be it in single molecules, segmented or multipartite), as well as recombination inside the cellular interior are used as evolutionary strategies. In case (b) reassortment of segments is possible. In both cases (b) and (c), a form of viral sex may hold inside the cell. Some examples of natural viruses with each type of genome are given. In Section [2.4.2](#sec015){ref-type="sec"}, a transition from type (a) to type (c) under an environmental change is described.

Genome segment reassortment takes place in viruses with segmented genomes, such as influenza A, and consists of the encapsidation in the same viral particle of genomic segments belonging to two or more different parental viruses [@bib037]. The resultant genetic combinations can confer new properties that strongly increase virus diversification. In the case of influenza A, this type of genetic exchange is known as genetic shift and has been responsible for the emergence in humans of viruses carrying genes from avian or pig influenza strains. Occasionally, the new genes prevent recognition of the influenza virus by the immune system of the host, which can result in increased virulence. If these reassortant viruses can be transmitted person-to-person, an influenza pandemic can probably result.

### 1.2.2. Viruses and molecular quasispecies {#sec006}

All the mechanisms generating genetic diversity in large populations of fast replicating individuals, as RNA viruses, lead to a highly heterogeneous population structure. When the environment experiences a change, the most successful variants in the new conditions increase their representation in the population, thus changing its composition. Once the processes of mutation, competition and selection have acted for a long enough time in a constant environment, a stationary state where each mutant is represented in a fixed amount, is reached. This stationary state defines a quasispecies and represents the counterpart in viruses of the theoretical quasispecies defined in the context of prebiotic evolution of populations of RNA replicators subjected to mutation and selection [@bib041], [@bib042] (see also Section [3.1](#sec019){ref-type="sec"}).

The isolation of variants of tobacco mosaic virus with morphology different from the standard type was reported as early as in 1926 [@bib088]. Few years later, Jensen [@bib069] confirmed those observations and further detected the presence of revertant mutants. An estimation of the degree of heterogeneity in RNA virus populations could only be determined once nucleotide analysis techniques were available for RNA. Esteban Domingo and colleagues, working with clones of the bacteriophage Q*β*, estimated the diversity of fragments obtained after digestion with RNAase T1 (an enzyme that cut the RNA at specific sequences of nucleotides). They found that about 15% of the clones derived from a multiply passaged Q*β* population showed patterns which deviated from those obtained with the bulk RNA extracted from the total virus population [@bib032]. Correction of this value by the length of the sequence analyzed by this technique leads to an estimate of one or two nucleotide differences in each phage genome. As Esteban Domingo and colleagues posed it: *The genome of Qβ phage cannot be described as a defined unique structure, but rather as a weighted average of a large number of different individual sequences* [@bib032]. These early observations have been confirmed by sequencing techniques and have been extended to all RNA viruses studied.

The high level of genetic diversity that is present in quasispecies leads to a more diverse and sometimes unexpected behaviour than that observed in less variable populations. A viral quasispecies behaves as a dynamic system in continuous turnover where the processes of generation of new mutants, selection of the best adapted and elimination (or maintaining at low amounts) of the less fit genomes is always taking place. The determination of the sequence of an RNA virus population yields a sequence that corresponds to the most represented nucleotide at each genomic position. This is the consensus sequence of the population, and does not represent the high genomic diversity of a quasispecies.

An interesting hypothesis supported by several experimental observations is the existence of different levels of organization inside the quasispecies, in the sense that different genomes are present in different amounts, and simultaneously linked to each other. Genomes that are only present in low amounts can be determinant in the evolution followed by the population in response to an environmental change. Recently, a type of memory in viral quasispecies has been described. This memory refers to genomes that were very abundant in the population at previous evolutionary stages, and that are present in very low amounts at present [@bib031], [@bib109]. These relic genomes might be very durable and constitute a reservoir of evolutionary possibilities, previously explored by the virus, which may be used again if an environmental change requires it.

The rate of virus evolution in nature can be defined as the rate of fixation of mutations in the consensus sequence. However, the quasispecies might occasionally experience deep reorganizations that are not reflected in the consensus sequence. Variants at memory levels are an example, since those genomes carry mutations that, in spite of never being detected in the consensus sequence, can have a profound influence in the adaptation of the population. When the environmental conditions are relatively constant the virus population can be maintained in evolutionary stasis, with the result that the consensus sequence keeps almost invariant through time. This situation usually occurs in viruses infecting the same host during very long time periods, as influenza in birds or hantavirus in rodents. Evolutionary stasis does not mean, at short evolutionary time scales, that the mutation rates decrease: It represents instead an equilibrium between mutation and selection that yields a consensus sequence mostly without changes. A virus that is kept invariant for a long time can experience an acceleration in the fixation of mutations when the environment is altered, as it occurs during the infection of a new host. A recently studied example is the coronavirus causing the SARS epidemic [@bib107]. At the beginning of the spread of the virus in the human population, it experienced a high rate of fixation of mutations that probably were essential for the adaptation of the virus to the new host.

1.3. Fitness, trade-offs, and environment {#sec007}
-----------------------------------------

Viral fitness is defined as the relative ability of a virus population to produce infectious progeny under a set of defined environmental conditions [@bib029]. An absolute ranking of fitness values does not exist, and these are usually determined through comparison with a reference virus that is assigned a fitness value of 1 (see Section [2.2](#sec011){ref-type="sec"}).

The concept of fitness in RNA viruses has been quite often simplified in excess, probably due to the direct translation of that concept from molecular evolution theories, where the replicative ability is the only property defining the phenotype. In spite of being relatively simple entities, viruses are much more complex than plain replicators. The reproductive success of a virus depends not only on its ability to replicate its genome: there are many other processes that have to be completed to eventually generate a new infectious virus progeny. These processes, detailed in Section [1.1.1](#sec003){ref-type="sec"}, include the interactions derived from the production in the same cell of a pool of viral proteins and nucleic acids carrying different mutations. This complex mixture of molecules establishes a network of interactions where different genomes play different roles. As a side result of complementation among genomes, it is common to find parasites (genomes that use for their replication resources supplied by other viruses) or altruistic behavior (genomes that produce proteins that are used by other viruses). We can think of a viral population as a kind of entangled ecosystem composed by molecules with different capacities, in continuous interaction, and with a common origin. The emerging behavior of such ensembles is not easy to predict [@bib125].

For example, and contrary to naïve expectation, the genome with the highest genomic replicative ability is not necessarily the most represented in the population. Suppose that a genome replicates fast but lacks the signals necessary to be packaged correctly in the capside. This genome will be very poorly represented in the final population and may even disappear in the long term. This reveals that fitness is a many-fold feature that includes not only the replicative ability of the genome, but also several other processes that must be successfully completed if a viable infectious progeny is to be produced. Optimisation of fitness requires a compromise between the different features involved. For instance, a fast replicator might be at advantage when competing inside the cell with other genomes, but suppressing the ability to correctly encode packing signals brings about a clear disadvantage to propagate. This establishes trade-offs between different features, and the problem of fitness optimisation in viruses turns out to have a number of constrains whose relative relevance depends on the present environment. In order to ensure the long-term survival of a population, all selection pressures acting on the relevant phenotypic traits have to be independently maintained. Otherwise, some functions can be lost and extinction might ensue.

As a consequence, virus fitness is not a constant absolute value: It depends on the precise environment, and external perturbations can completely modify the quantitative fitness value of an individual or of a population. As has been described in the previous section, virus populations are dynamical, heterogeneous ensembles of genomes. The repertoire of genetic variation enables that variants with higher reproductive success in the new environment, if present, increase in number. The selected genomes can become dominant in the population, a situation advantageous for the virus, but that strongly difficults its eradication. The emergence of drug-resistant mutants during the treatment of many diseases produced by RNA viruses [@bib114] is a well-known example. Initially, the drug prevents the replication of most genomes, but the rapid emergence of variants carrying mutations that resist its action causes the failure of many treatments.

Another relevant factor in evolution is population size. In virology, this parameter refers to the number of individuals that will form a new population. When this number is very low, the mutations present in the founder genomes are transmitted to most of the progeny viruses, resulting in an enhanced fixation of mutations in the consensus sequence. Reductions in the population size imply that the processes of competition and selection of the best adapted phenotypes take place among a reduced number of genomes. As most mutations have deleterious effects on fitness, the result of repeated reductions in the population size is usually a decrease in the fitness of the population. In contrast to this, large population passages of a virus population permit competition among a large number of genomes, increasing the probability of fixation of advantageous mutations, which results in fitness increases.

### 1.3.1. The relationship virus--host {#sec008}

The molecular mechanisms by which a virus can give rise to infectious progeny inside a particular type of cell or host constitutes an amazing example of adaptation, where the virus uses the cellular metabolism for its own benefit. But this use of the cellular resources frequently implies an injury to the cell, often causes disease, and occasionally the death of the infected organism. This has promoted the coevolution of virus and cells, and the latter have developed defense mechanisms that find its more refined expression in the immune system of vertebrates.

In this arms race with their hosts, viruses have adopted different strategies that permit their survival in the long run. Some viruses, such as measles or smallpox, have specialized to multiply inside a single host, whereas others, such as influenza, can infect an ample repertoire of organisms. Other important distinction separates viruses that are maintained in a single host from others that alternatively infect different species, thus establishing complex cycles in which one of the hosts behaves as a vector (usually an insect) where the virus multiplies. The vector transmits the virus to a different host that can represent a dead-end for the virus. Examples of viruses with a cycle involving two or more hosts are arboviruses, arthropod-borne viruses that usually thrive by continuously cycling between an insect host and a vertebrate host.

To perpetuate in the host population, some viruses have specialized in producing short-duration acute infections. At times, the virus can cause serious damage or even the death of the host, but the survival of the virus is guaranteed if the susceptible host population is renewed frequently enough. The time scales involved, and thus the success of this strategy, depend on the duration of the immune response against the virus. An example of this category of viruses is influenza, which through a continuous change in their antigenic properties (antigenic drift) evades the immune system of the host [@bib037]. Usually, this escape mechanism is limited by the fact that, in most viruses, their antigenic determinants are the same proteins required for the penetration of the virus inside the cell [@bib004]. The opposite strategy is that of viruses that have attenuated its virulence up to a limit compatible with persistence in their hosts, without provoking serious disease symptoms. Many of these viruses can stay unnoticed, being only exposed when they infect a new host lacking effective defense mechanisms to defeat the new infectious agent. Acute infections and asymptomatic infections are two extremes of a broad spectrum of relationships between viruses and their hosts.

In general, whenever a virus crosses species boundaries and infects a new host, it is not able to multiply efficiently in the new cellular type. In this case the infection represents a dead end, and the transmission of the virus in the new species halts. However, due to its enormous adaptive capacity, virus sporadically acquire the ability to transmit between organisms, with the result that a new disease emerges.

Transference of viruses is usually favoured by ecological disturbances that increase the contact between species carrying different types of viruses. Sometimes, the transfer is also facilitated by changes in the properties of the virus that permit penetration and replication in a new cellular type. Most recent disease emergences in humans include severe acute respiratory syndrome (SARS, caused by a type of coronavirus without noticed infection in humans before 2003 [@bib107]), acquired immunodeficiency syndrome (AIDS, caused by the retrovirus HIV-1), which is believed to have its origin in a virus whose natural host is a species of chimpanzee [@bib056], and the influenza virus H5N1 (an avian virus that can also infect humans). This last virus is considered by the World Health Organization the most probable candidate to cause an influenza pandemic, if it acquires the necessary abilities to be transmitted person-to-person [@bib130].

2. Empirical observations of viral evolution {#sec009}
============================================

The mechanisms underlying viral replication, change, and eventual adaptation are reflected in complex dynamical patterns at the population level. While viral evolution in nature is extremely difficult to interpret, current laboratory techniques permit to carry out in vitro experiments under well controlled conditions. This opens the possibility of quantifying viral evolution, and represents a first step towards formalization of evolutionary mechanisms. Nowadays, information coming from mutations in the sequence, subsequent modifications in the molecular structure, and variations in the phenotype of individuals, together with dynamical patterns at the population level, can be integrated to yield a detailed picture of the main mechanisms involved in evolutionary change.

2.1. Dynamics of virus evolution in nature {#sec010}
------------------------------------------

Interactions between viruses and hosts either at the individual or at the population level have a profound influence in the evolution of RNA viruses. Part of this evolution is reflected in the topology of the corresponding phylogenetic trees. The type of infection caused by the virus (acute or persistent), the duration of the immunity elicited by the pathogen, the rate of the replenishment of susceptible hosts, the capacity of the virus to acquire immune-escape mutations, or the transmission mode, are some of the factors that affect the evolutionary dynamics of RNA viruses. Recent developments in molecular biology and bioinformatics have permitted to reconstruct the phylogenies of several RNA viruses along a number of years. The comparison of the phylogenetic trees obtained reveals important differences that in many cases can be explained on the basis of the epidemiological behaviour of each virus [@bib063].

The reconstruction of the phylogeny of the influenza subtype H3N2 shows that the evolution of the virus follows a single track in the long term [@bib037]. The tree has a main trunk with branching points representing drifting strains that become extinct in an approximately one-year period. This type of topology likely results from the continuous emergence of new virus variants that can evade recognition by the immune system through a change in the properties of their antigenic sites. In the case of influenza the renew of susceptibles comes from births of new hosts and from regained susceptibility of previously infected individuals to new influenza variants. The short infectious periods of influenza, together with its high genetic variation, leads to a rapid strain turnover, probably one of the reasons producing the strong seasonality of influenza epidemics. An unresolved question concerns the transmission mode of influenza through respiratory droplets containing just one or a few viral particles. This strong reduction in population size could lead to the fixation of mutations during optimization of the virus inside each particular host. The expected result should be a very high diversity among lineages (infecting different hosts) that is not observed in natural populations of the virus. Mathematical models of influenza epidemics have approached this question by taking into account the balance between the production of new strains and the competition-induced stochastic extinction of existing variants. The results obtained show that, if cross-immunity is the only form of competition between strains, there is an exponential growth of diversity. However, if a short-lived immunity that inhibits reinfection by any new strain during a short time is considered in the model, the probability of explosive diversity growth is strongly reduced [@bib064], [@bib126].

A different type of phylogenetic tree is exhibited by viruses that provoke a strong cross-immunity, as is the case of measles. In this case the epidemic cycles arise from repeated exhaustion of susceptible hosts combined with the lifelong immunity elicited by the pathogen. An immune response equally effective against all strains does not promote selection of the best adapted genotypes. Therefore, many strains can coexist with relative frequency, and the topology of the phylogenetic tree is mainly determined by spatial-temporal dynamics [@bib063].

The situation is clearly different in the case of persistent infections, as those established by HIV and hepatitis C virus. The long period of evolution experienced by these viruses inside their hosts means that both dynamics, intra- and inter-host should be reflected in their phylogenetic trees. Due to the long time between transmission events, epidemic cycles are not observable in the case of these viruses. Instead of that, what is observed is a growing epidemic trend. The fact that the infection by a subtype does not protect against new reinfections with other subtypes of HIV or HCV results in a phylogeny that mainly reflects the demographic and spatial history of transmission. The continuous evolution of these viruses inside their hosts permits to perform intra-host phylogenies. In HIV, the highly immunogenic envelope gene presents and intra-host phylogeny similar to that exhibited by influenza A at the population level [@bib063]. The presence of drugs to treat the infection is another factor that strongly conditions the intra-host phylogeny of the virus.

Phylogenies of RNA viruses are very difficult to interpret due to the large number of factors involved. To know the precise interactions between the immune response, the genetic variation of the pathogen and the inter-strain competition (whose intensity depends on the mode of transmission and on the nature of the infection--acute or persistent) does not suffice. Moreover, all these factors must be integrated in the context of population dynamics of the host at the spatial-temporal level. An important advance is being made in this field by contrasting mathematical approaches with the actual behaviour of viruses in nature. Progress in the amount of field data at hand comes from the large number of virus genome sequences available and from the increased number and precision of epidemiological data.

2.2. Study of viruses in the laboratory. Experimental protocols {#sec011}
---------------------------------------------------------------

The laboratory study of viral dynamics in their natural animal hosts is very difficult to carry out. A first obstacle is of practical nature, and refers to the cost of maintaining a pool of susceptible animals. A second difficulty is more fundamental, and concerns the interpretation of the results obtained in a system composed by many different cellular types, not all of them infected by the virus. The interactions with the molecules secreted by the immune system, the ability to spread the infection from cell to cell and other factors that can enormously diverge from an animal to another often mask a clear-cut interpretation of the results. Quite obviously, these studies are strictly necessary when a new vaccine or a new antiviral drug is being investigated, but they are usually preceded by much simpler in vitro studies. In vitro experiments involve "adaptation" to susceptible cells that can be cultivated and that may differ from those infected by the original virus population. Viruses often behave differently on different types of cultured cells, and in addition each of the culture types holds technical advantages and disadvantages. Typically, adaptations to the new conditions in the laboratory involve serial transfers of the virus in liquid cell cultures that provide the appropriate environment for competition among a large number of genomes, eventually leading to the selection of the most fit to the new situation. Usually this process implies acquisition of genetic alterations that confer a reproductive advantage in the new host.

Quantitative virus assays are essential to obtain useful evolutionary data. The plaque assay is the commonest biological assay for viruses. It was developed originally by d\'Herelle [@bib022] and adapted to animal viruses by Dulbecco and Vogt [@bib036]. This method enables the cloning of individual genetic variants of a virus and permits to quantify some properties of virus isolated either from natural environments of from liquid cultures. The plaque assay is based on the ability of a single virus to cause cytopathology in a relatively short time interval. Cytopathology is usually identified by an area of lysed cells on an otherwise homogeneous monolayer of cultured cells on a Petri dish. The virus starting the infection produces new viruses that propagate to the surrounding cells. The final result after multiple rounds of infection is what is called a plaque.

Environmental perturbations and changes in the population size stand among the most common alterations with evolutionary consequences. In laboratory conditions, both can be applied in a controlled way to viral evolving populations. Modifications of the population size usually refers to changes affecting the number of viral particles originating a new quasispecies. When this number is strongly reduced, the viral progeny results from a few, even a single, founder particle. In situations where a virus is plated on a cell monolayer using low multiplicity of infection (MOI), only one virion infects a cell, typically. The effect of serial plaque-to-plaque transfers in virus evolution involves isolation of a plaque, extraction of the viral population and, after appropriate dilution, repeated plating on fresh cellular monolayers. Serial plaque-to-plaque transfers enhance the fixation of mutations in the population. In addition, since most mutations in an optimised population are deleterious, fitness loss is the expected result accompanying repeated population bottleneck events. In contrast to plaque-to-plaque transfers, large population passages generally lead to increases in viral fitness [@bib094].

After any evolution experiment, it is common to determine the fitness variations experienced by the virus and the mutations that have been acquired by the viral genomes. These quantifications can be performed after different transfer numbers, allowing in this way to study the degree of divergence from the original population. Fitness values are determined by infecting cells with the virus to be tested together with a genetically or phenotypically marked reference virus.[2](#fn002){ref-type="fn"} The viral progeny is transferred several times, and the proportion of the two viruses is quantitated at each transfer. In the case of phenotypically distinct viruses, quantitation takes places by plating the virus population in two dishes with and without the selective marker. In the case of genetically different viruses, the genetic material is extracted and the relative amount of each of them is determined by quantitative RT-PCR using specific primers for each virus. A representation of the logarithm of the mutant/ancestral virus as a function of the transfer number typically yields a straight line whose slope is taken as the relative fitness of the evolved population.

To determine the mutations that might be responsible for fitness differences in evolved populations, the consensus sequence is analyzed. As has been explained, only mutations present in most genomes can be detected by conventional sequencing methods. The consensus sequence contains part of the information on the evolution followed by the whole quasispecies, and can be of relevance to know the changes experienced by a majority of the genomes. Knowing the diversity in the population necessarily requires sequencing a representative fraction of the ensemble of genomes both in the ancestral and in the evolved viral population. A simple way to do this consists in plating the population on a Petri dish, isolating a number of lytic plaques (called in this case biological clones), and sequencing the genome of the virus population contained in each plaque independently. Since the generation of a plaque involves only a few replication rounds, it is assumed that this sequence is similar enough to that of the virus that initiated the plaque, and thus represents it.

Other genomes, not easily detectable by this method, might exist. They are difficult to detect, either because they are present in a low amount or because they are defective, such that infection of a cell is only effective when they coinfect the same cell with other virion(s) able to provide the proteins that they cannot encode. A technique to detect these defective genomes involves the extraction of the bulk genetic material of the population and cloning in a bacteria such as *Escherichia coli*. In this way one can obtain many recombinant plasmids or molecular clones, including genomes that are not necessarily infective. [Fig. 2](#fig002){ref-type="fig"} schematically represents the most common protocols used in the laboratory to quantify evolutionary changes in viral quasispecies.Fig. 2Scheme of laboratory protocols used to quantify genomic changes in the course of evolution of viral populations. Adaptation from the natural host to the *in vitro* environment is the first necessary step. Isolation of individual virions (for later use as founders of a new population or to characterize the heterogeneity of a quasispecies) is performed through dilution and plating (at low multiplicity of infection) on cellular monolayers deposited on Petri dishes. The virions composing a single lytic plaque constitute a biological clone. Massive passages of a population are usually carried out through bottle-to-bottle transfers. This procedure allows competition between variants and optimization of fitness in the environment considered. At any point, the genomes of the bulk population can be amplified through polymerase chain reaction and sequenced in order to obtain the consensus sequence of the quasispecies (which yields the most common nucleotide at each genomic position). In the case of RNA genomes, translation to DNA through the action of reverse transcriptase, and insertion in the circular genome of a plasmid permits molecular cloning inside a bacteria (*Escherichia coli*, often) and the characterization of population heterogeneity. Since molecular clones are not necessarily viable, while biological clones result from infecting variants, the composition of a quasispecies measured in one or another way might differ. Detailed explanations of these protocols are to be found in Section [2.2](#sec011){ref-type="sec"}.

2.3. Viral evolution through population bottlenecks {#sec012}
---------------------------------------------------

The experiments to be described in this section were motivated by a theoretical expectation, namely, that population bottlenecks might lead to eventual extinction of a quasispecies due to the steady accumulation of mutations that they promote.

It seems reasonable to assume that external perturbations applied to any optimised population will cause decreases in the average viability of the ensemble. An extreme form of perturbation consists in regularly subjecting the quasispecies to population bottlenecks where a single individual acts as a founder of a new population. On the one hand, the genomes in the new population will, with rare exceptions, carry all of the mutations present in the founder individual. On the other hand, if the development time of the population after the bottleneck is not long enough, advantageous variants will not appear or will be rarely selected. As a consequence, the population will experience a progressive accumulation of mutations that might result in steady degradation and in eventual extinction. This idea derives from theoretical studies carried out by H.J. Muller in the 1960s (see Section [3.2](#sec021){ref-type="sec"}), but has not been experimentally tested until recently.

In the last several years, Escarmís and co-workers have been performing the longest experiment up to date where a virus is subjected to systematic population bottlenecks [@bib028], [@bib047], [@bib048], [@bib049], [@bib074], [@bib075]. The RNA virus used as a model system was foot-and-mouth disease virus (FMDV), a pathogen infecting cattle, pigs, sheeps, goats and wild ruminants, among other animals. The disease occurs in most parts of the world, is endemic in many countries, and often causes extensive epidemics. Thus, its study and the ways in which it can be controlled are the subject of current interest. The original quasispecies was well adapted to infect baby hamster kidney cells [@bib117], the host used in the *in vitro* experiments. Four different clones were randomly selected and successively plated on cellular monolayers, following the protocol described in Section [2.2](#sec011){ref-type="sec"}. In those experiments, the number of plaque forming units per ml in the selected lytic plaque was used as a measure of the fitness of the virus. Initially, all the four clones experienced strong decreases in their ability to infect cells and generate abundant and viable progeny. For about 30 to 40 passages, the quasispecies was tolerant to deleterious mutations, such that the number $N_{\mathit{pfu}}$ of infectious units per plaque per ml decreased exponentially with the transfer number *t*,$$\log N_{\mathit{pfu}} \propto - ct.$$

Numerical fit to experimental data yield coefficients *c* between 0.08 and 0.12 [@bib075]. The trend to lose fitness stopped however at about $t \simeq 40$. From then on, the number of viable infective units attained a fixed value on the average, though large fluctuations were observed as population bottlenecks were further applied. The biphasic behaviour observed in those experiments is represented in [Fig. 3](#fig003){ref-type="fig"} (a). An analysis of the statistical properties of the fluctuations revealed that their distribution follows a stretched exponential function ([Fig. 3](#fig003){ref-type="fig"}(b)). If the values of $N_{\mathit{pfu}}$ are ordered according to their size (such that the largest one has rank $r = 1$, the second largest has $r = 2$ and so on), then the number $N_{\mathit{pfu}}(r)$ follows$$\left\lbrack N_{\mathit{pfu}}(r) \right\rbrack^{\alpha} = - a\log r + b,$$ where *α* is numerically obtained through least squares fit to the experimental data [@bib074], [@bib075].Fig. 3(a) Number of plaque forming units as a function of the transfer number for one of the FMDV clones analysed by Escarmís and co workers [@bib074]. This experiment applies the most extreme form of population bottleneck to a viral quasispecies, since a single individual acts as a founder of the new population after each transfer. Starting with a well adapted population, fitness decreases as theoretically expected. After about 40 transfers, a statistically stationary state sets in. (b) Rank ordering of the pfu\'s values from transfer 40 to transfer 130. The fluctuations in this quantity follow a stretched exponential distribution (Eq. [(2)](#fd002){ref-type="disp-formula"}, with an exponent *α*≃0.5 for all the clones analysed [@bib075].

The statistically stationary state is the result of two competing processes. On the one hand, clones of fitness lower than average can be selected at each transfer, such that the average fitness of the population decreases. On the other hand, during the development of a lytic plaque between successive bottlenecks, a certain degree of heterogeneity is generated, both towards lower fitness variants and towards higher fitness variants. As the initial population is placed at a high fitness state, the appearance of less fit mutants is more frequent than the appearance of advantageous ones, as expected. Eventually, however, the generation (and positive selection) of variants of higher fitness balances the appearance (and negative selection) of those with lower fitness. At that point, a statistically stationary state ensues. Seen from another viewpoint, the statistical properties of that state result from the competition of two time scales: that of external perturbations (in the form of population bottlenecks) *vs*. the time allowed for the generation of diversity between bottlenecks. The former time scale is mostly responsible for negative selection and fixation of lower fitness variants, while the latter enhances the appearance of advantageous mutants and enables active positive selection. Indeed, in some cases where lytic plaques could be barely observed or, apparently, infectious particles were absent, an increase in the development time between bottlenecks permitted the recovery of an infective subpopulation [@bib074].

Interestingly, the consensus sequence of the quasispecies accumulated mutations steadily all through the process, at an average pace of one new nucleotide per three transfers [@bib049]. This nonetheless, fitness maintained an average value and occasionally attained high values. Hence, an additional consequence of the empirical observations is that beneficial, or compensatory mutations, cannot be exceedingly rare in this scenario (as opposed to back mutations, which can be discarded on probabilistic grounds). This contrasts with the assumptions of most theoretical models proposed prior to performing those experiments, where the appearance of mutants with fitness higher than that of the fittest type at a given time was discarded (see Section [3.2](#sec021){ref-type="sec"}).

The experiment carried out by the group of Escarmís and Domingo is the longest, but not the first, where RNA viral quasispecies were repeatedly subjected to population bottlenecks. The earliest experiments of this kind go back to 1990, and involved the bacteriophage Φ6 [@bib015]. That phage has a genome divided in three independent segments inside the viral capsid. A significant decrease of infectivity was observed after 40 consecutive transfers which constituted the whole length of the experiment, but neither a statistically stationary state of fitness values, nor extinction of the population, were observed. Other experiments used vesicular stomatitis virus (VSV) as a model system [@bib035], [@bib045]. VSV is a negative-sense, ssRNA virus with a single, non-segmented genome, and does not experience recombination at a detectable level. In those experiments, fitness decreased steadily from the average value of the initial, well-adapted population, in agreement with theoretical expectation. As an additional result [@bib043], [@bib095], a dependence of the fitness loss with the initial fitness was observed for the first time: high fitness clones lose fitness faster than clones with lower fitness. Selection pressure is stronger in the latter, such that they are less tolerant to the incorporation of new mutations. Studies with the phage MS2 support the decrease in fitness from an initially well adapted population when bottlenecks are applied [@bib023], with a coefficient $c \simeq 0.16$ (Eq. [(1)](#fd001){ref-type="disp-formula"}).

Extinctions of infectivity were not observed, neither with VSV, nor with MS2. This contrasts to the sensitivity of HIV-1 [@bib136], where in a comparable experiment 6 out of 10 clones could not produce viable progeny after only 15 plaque-to-plaque transfers. This observation might reflect a different internal time scale in different virus, in the sense that different viruses employ different time lengths in a replication cycle, or in the killing of a cell. It might be that HIV cannot undergo a sufficiently large number of replication cycles to generate the minimum diversity needed to overcome the negative effects of bottlenecks. Clearly, in the limit where the development time between bottlenecks tends to zero, the probability that an advantageous mutant appears tends to zero as well.

Despite the debilitating effect that the systematic application of bottlenecks exerts upon viral populations, and the accompanying increase in the mutational load, fitness can be recovered in those quasispecies. When the size of the bottleneck is varied, it has been observed that increases or decreases of fitness depend on the mean initial fitness of the population [@bib095]: starting with the same initial fitness, it can increase or decrease depending on the size of the founder population. In order to optimize fitness, large population passages, which permit competition among mutants and positive selection of best adapted variants, are applied. In principle, the ideal mutation-selection equilibrium occurs under unbounded growth of the population. Massive population transfers are thus the experimental procedure that better represents a situation where mutation-selection equilibrium would be reached.

Recovery of fitness in viral populations that had evolved under application of bottlenecks has been experimentally observed [@bib048], [@bib096]. Studies of the molecular changes experienced by the recovered populations revealed compensatory mutations in many cases (implying positive epistasis), deletions of fragments of variable size, and occasionally reversions (back mutations) in the consensus sequence. Though the effect on fitness of mutations in the genotype is usually very difficult to assess, the experiments point out to an enormous ability of RNA viruses to find pathways in the genome space able to outweight the negative effects of mutations accumulated through bottlenecks.

2.4. Viral evolution under large population passages {#sec013}
----------------------------------------------------

Large population passages are the standard protocol to optimise fitness. Some experiments have studied the process of fitness gain, and have observed that, in general, a first phase of rapid fitness increase is followed by a regime where increase in fitness slows down [@bib094]. A plausible interpretation of this behaviour comes from simple evolutionary models where a first phase dominated by the formation of a quasistationary distribution in fitness space is followed by a slower increase in the average fitness of the population [@bib127]. Interestingly, empirical observations also reveal that the time interval between successive increases in fitness during adaptation follows a stretched exponential distribution [@bib046]. Qualitatively, these studies point out that the population experiences more difficulties in acquiring new advantageous mutations when it is near optimal fitness. We have previously seen that the dynamics of fitness loss through plaque-to-plaque transfers displays an analogous behaviour: a phase of exponential fitness decrease is followed by a statistically stationary state of fitness.

Massive population passages usually imply that many viral particles infect each individual cell. When this happens, selection processes take place at different levels, as well as interference and competition between viral variants, both outside and inside the cell. One form of interference is caused by competition among different viruses for critical replicative pathways, including competition for cell surface receptors (extracellular interference) or competition for biosynthetic machinery (intracellular interference). In other cases, defective (nonmultiplying) viruses can successfully replicate inside the cell if infective forms supplying the proteins that the defective forms lack are concurrently present. Due to the heterogeneity of the quasispecies, a fraction of the population is unavoidably defective, and behaves in practice as a parasite of the infective forms under high multiplicity of infection.

Usually the amount of defective genomes maintains an equilibrium with the amount of fully viable genomes. However, there are situations in which this balance is broken, as for example when there is a large enough increase in the mutation rate [@bib062]. In this case the amount of defective genomes can largely exceed that of the genomes able to encode the correct proteins. This can constitute a form of error catastrophe based on the extinction of the viable population through the lethal action of defectors [@bib062]. Also preextinction RNA obtained from a mutagenized population of FMDV interfere and delay viral production when it is cotransfected with standard RNA [@bib059].

Competition and interference processes represent complex forms of interaction among the genomes constituting a quasispecies. Under low multiplicity of infection (population bottlenecks as described in the previous section) only fully viable genomes can survive. That is, if an isolated virion cannot successfully infect, replicate and encapsidate inside a cell, it will be necessarily eliminated in a bottleneck event. However, under high MOI, defective genomes, unviable in isolation, can thrive due to the simultaneous presence of complete genomes. In fact, defective viral genomes are frequently generated upon serial high multiplicity of infection passage of RNA virus, and have been detected experimentally [@bib111].

### 2.4.1. Viral sex, coinfection, and competition inside the cell {#sec014}

At present, possible advantages of symbiotic, defective variants can be directly compared to the corresponding standard type. One interesting open question is the nature of subsequent evolutionary steps in the system of defectives, which might help understand the role of viral sex in evolution. If sex is understood as the exchange of genetic material between organisms, then recombination could be interpreted as a form of sex, because fragments of different parental molecules are joined to produce a new genome. However, sex in virus usually refers to forms with segmented genomes that can experience genetic reassortment. This type or genomic reorganization is clearly beneficial for viruses, such as influenza, that can infect different hosts and thus have genes that, in spite of being quite similar, maintain host-specific differences. This kind of sex has clear benefits in the diversification of influenza virus.

The advantages conferred by sex are less clear in other viruses, such as the bacteriophage Φ6, adapted in the laboratory to infect a single host. In this system, the advantage of sex could rely in the fixation in the same genome of mutations occurring in separate lineages. However, when replicate populations of Φ6 were allowed to evolve in either the presence or the absence of sex for a large number of generations, there were no observable differences in the rate of adaptation. Moreover, results indicated that, in some cases, sex was not advantageous because the cost of intrahost competition was too high [@bib124].

Coinfection [@bib087] may be beneficial in large populations of viruses because it permits sexual exchange between viruses. Nonetheless, it may be detrimental because it allows virus complementation, thus allowing inferior genomes to benefit from superior viral products within the cell. The mutational load in the case of Φ6 was purged faster in the absence of coinfection, which suggests that, in this case, the disadvantages of complementation can outweigh the benefit of sex [@bib054].

In experiments in which a wild type virus population of VSV was coinfected with a monoclonal antibody-resistant mutant at different multiplicities of infection, it was observed that the fitness of the mutant showed a great dependence of changes in the multiplicity of infection, which is an indicator of the degree of complementation. When complementation occurs, the fitness of all viruses that coinfect a cell is the average fitness in the absence of coinfection of that group of viruses [@bib097]. There are interesting effects in this same system when situations with low MOI and high MOI alternate. At low MOI only complete genomes can infect and survive, while defectives will survive at high MOI thanks to complementation. The alternation of the two situations promotes coexistence of different viral strains, provided they are alternatively superior in each of the two environments considered [@bib135].

A related phenomenon holds with viral infections in nature. In many cases, the only possibility is infection by a single virus variant. However, if the density of hosts is much lower than the density of viruses, the same host can be coinfected by two or more different variants. Another possibility is that of superinfection [@bib098], where after infection by a virus variant, a second infection by a different variant comes about. In this case the first virus has been evolving inside the host before infection by the second virus occurs. The observations to date show that coexistence by competition during viral evolution is not feasible in the long run. When both coinfecting virus variants possess equal fitness and abundance, they coexist until the fixation of beneficial mutations in a variant provides a large enough advantage to exclude the other [@bib018].

### 2.4.2. An evolutionary transition towards a multipartite genome {#sec015}

In nature, the wild type of most viruses is represented by a complete genome (in a single piece or in a number of fragments) encapsidated in each virion (see [Fig. 2](#fig002){ref-type="fig"}). However, there are some viruses, mostly infecting plants, where two or more defective (incomplete) forms need to enter a cell concurrently in order to infect it. Probably, either form of the genome represents a different adaptive strategy to the natural environment of the virus, and complete or defective forms (the latter requiring coinfection) confer different advantages in different situations [@bib081].

The natural form of foot-and-mouth disease virus (FMDV) consists of a single molecule genome. However, there are other examples of picornavirus-like plant RNA viruses with multipartite genomes. A transition from a complete to a multipartite genome had never been observed until recently, in a long experiment where FMDV was subjected to hundreds of passages at high multiplicity of infection [@bib057]. Indeed, only in a scenario where coinfection with different viral types is not limiting is it possible to observe the appearance and maintenance of several defective forms in the quasispecies. There are, in addition, two theoretical hypothesis proposing that defective, complementary viral forms, might be even able to outcompete the standard form of a virus. One hypothesis is that genome segmentation and encapsidation in different particles evolved in response to high mutation rates, in what would constitute viral sex [@bib016], [@bib103]. The second hypothesis states that segmentation could arise if shorter molecules replicate faster enough than full length partners, such that the transition would be favored at high MOI [@bib093], [@bib121].

In a recent experiment, an initially fit clone of FMDV [@bib026] was serially passaged at high MOI. After 260 passages, viral RNA was extracted and analysed. Three defective mutants (labeled Δ417, Δ999, and Δ1017), with large deletions in their genomes (of 417, 999, and 1017 nucleotides, respectively), were identified. In isolation, they were unable to infect, but the simultaneous presence of complete and defective forms in the same population maintained high fractions of genomes with deletions. In fact, at passage 260, the standard, complete form of the virus was 10^4^ times less abundant than the defective genomes. Two defective, complementary forms were isolated: Δ417 lacked the L-protease coding region and Δ999 lacked a part of the capsid-coding region, their deletions occurring on non-overlapping parts of the genome. An interesting observation regarding the virulence of the system of defectives as compared to the standard type was that the former produced lytic plaques remarkably smaller than those of the latter.

A common assay to quantify virulence consists in evaluating the time *T* required by a virus to completely kill a cellular monolayer, as a function of the initial number $n_{0}$ of viral particles infecting cells. This measure was used to compare the two types obtained in the experiments. Interestingly, the functional form of the function $T(n_{0})$ varied qualitatively with the viral type. While a dependence of the form $\ln T^{d}(n_{0}) \propto \ln(n_{0})$ was obtained for the defective type, the killing time follows $T^{s}(n_{0}) \propto \ln(n_{0})$ for the standard form of the virus [@bib057]. The difference can be explained on the basis of the efficiency of long-range transport in the two-dimensional system where infection propagates. While the standard form can cause infection with a single particle, the requirement of coinfection for the defective forms translates in the inefficiency of long-range transport [@bib085]. In other words, infection of neighboring cells occurs at high MOI, while the dilution caused by long-range transport implies that infection at large distances from the infectious focus occur at low MOI, in which case defection is a losing strategy.

2.5. Effect of mutations on the phenotype {#sec016}
-----------------------------------------

It has been mentioned that one of the consequences of the high error rate of RNA virus replication is that they have a very compact genome. One of the possible side effects of this fact is that, once the quasispecies is highly optimised, almost all new mutations might have an effect on fitness, however small.

Most studies concerning adaptation to environmental changes are focused in the identification of mutations fixed in the consensus sequence with a putative role in fitness changes observed in the virus. Sometimes, these studies have also dealt with the identification of mutations in individual genomes of the quasispecies. This last situation represents a more precise approximation to the real situation holding in a heterogeneous population. Among the environmental perturbations whose effects have been studied one can mention treatments with antiviral drugs, presence of mutagens (which increase the mutation rate of the virus), changes in the population size, changes of tropism, or presence of monoclonal antibodies. All of these perturbations usually translate into a strong decrease in the fitness of the virus, but in most cases the previous presence, or the rapid generation of adapted genomes, favours the acquisition of additional mutations that guarantee survival and drastically modify the composition of the quasispecies. Unfortunately, due to the many different processes involved in successful completion of the viral cycle, it is extremely difficult to assess the effect that a single mutation may have on the viral phenotype.

Occasionally, some studies have determined precisely the effect of a point mutation, a task which might be simplified if the mutation causes a change of aminoacid and eventually induces a measurable change in the codified protein. An example of such a situation was observed in the Vaccinia Virus, a DNA virus where two forms, the standard type and a mutant with a single base change from C to A were compared. The mutation induces a change of aminoacid, from asparagine to alanine-25, and this modification causes a destabilization in the *α*-helix domain of an envelope protein. The ultimate consequence is the production of smaller lytic plaques in culture, and a reduction in the virulence of the virus [@bib058].

A general observation is that the fraction of deleterious mutants maintained in the population is higher under the systematic application of bottlenecks. In unperturbed populations, negative selection would likely eliminate through competition less fit mutants, while they have a chance to be selected for if bottlenecks are blindly applied (as is the case). In a study with VSV, mutations were found both in coding and non-coding regions of the genome, and non-synonymous mutations were more frequent than synonymous ones [@bib096]. When massive passages were applied in order to recover high fitness states, an interesting observation arose, namely, the quasispecies increased its average fitness without showing obvious changes in the consensus sequence.

In studies with FMDV [@bib047], non-synonymous mutations represented about 45% of the total, and about 50% of the clones acquired a poly-A track with different lengths that turned out to be deleterious for the virus [@bib049]. More detailed studies of the potential effect of mutations on the structure of viral proteins and on fitness of the virus allowed to determine several structural modifications, as changes in nucleotides affecting internal proteins of the capsid, amino acid replacements in non-structural proteins, destabilizations in the secondary structure of the genome, or inactivations in the binding sites of certain proteins, among others. Still, the quantitative determination of the effects of mutations (on FMDV as well as in any other virus) involves cloning of mutants and growth-competition experiments with the standard form. Also of interest are the molecular solutions found by debilitated forms subjected to bottlenecks when massive passages are applied as a means to recover fitness. True reversions are rarely found, while different forms of compensation are common, including shortening of the poly-A internal track and a large deletion of 69 nucleotides including the poly-A section [@bib048].

The effect of mutations on fitness is not independent of the (genetic and environmental) context where the mutations occur [@bib013], [@bib131]. A first step towards quantifying the role of the genetic context consists in comparing the effect of a single mutation with the effect of pairs of mutations. This involves the systematic investigation of many mutants, and competition experiments in order to determine their relative advantage. In one such study [@bib104], 62 genotypes of VSV carrying pairs of nucleotide substitutions with respect to a standard type were generated and analysed. In many cases, a significant interaction between mutations was found, since their combined effect was not a simple sum of individual effects. That is to say, epistasis (either antagonistic or synergistic) was present. Other studies have also identified epistasis between mutations. In the case of the phage Φ6 [@bib014], it was observed that antagonistic epistasis was more frequent the lower the fitness of the viral genome, while major epistatic effects have not been observed with FMDV [@bib044].

As the previous investigations point out, the precise effect of mutations on fitness depends on many different and interwoven factors. There is still a long way until phenotypic variation can be related to molecular changes. Further, the effort to understand the roots of phenotypic change needs to combine the molecular level with intermediate levels including the molecular structure, gene expression, or gene interaction, to name a few. This adds on the role played by the external environment, be it the metabolic state of the cell or the different selective pressures applied on the virus. Altogether, this is what eventually establishes the (relative, context-dependent) evolutionary value of mutations.

2.6. Extinction of viruses through the use of mutagens {#sec017}
------------------------------------------------------

The extreme ability of RNA viruses to adapt to changing environments difficults the control of viral diseases. Population bottlenecks were considered as a possible mechanism to increase mutational load and eventually cause extinction. However, the experiments carried out to date support the robustness of viral quasispecies, since systematic extinction cannot be provoked through that procedure. Indeed, in nature it is common that transmission of pathogens involves strong reductions in the population size, this being thus a common perturbation with which they have to cope, and to which they are consequently adapted.

The high plasticity of viruses implies that conventional treatments with drugs become eventually inefficient, due to the appearance of resistance mutants. Further, once they have appeared, those mutants can be present in the quasispecies even in very small amounts. One consequence of this effect is the mentioned memory of viral quasispecies [@bib109]. Hence, one of the most active fields of research on virology involves seeking mechanisms able to cause the extinction of viral populations (usually, this refers to their infectivity) before they become adapted to the new environment.

The high mutation rate of RNA viruses is partly puzzling. The adaptive advantages of generating a large number of variants, most of them unavoidably unviable, are not completely clear [@bib055]. On the one hand, the repertoire of variants might indeed enhance the appearance of new adaptations [@bib066]. On the other hand, a high mutation rate is risky in that it has to be kept below an upper limit in order to maintain the information coded in the genome [@bib011], [@bib039]. Some analyses seem to indicate that the mutation rate of RNA viruses is close to that upper threshold [@bib067], [@bib113]. As a result, an interesting antiviral strategy consists in increased mutagenesis [@bib027], [@bib030], [@bib040], through which it should possible, in principle, to push the quasispecies beyond that threshold. In that case, information would be lost and the population would become unviable.

Though attemps to quantify the adverse effects of chemical mutagenesis are relatively recent, a number of viruses have been already explored, among which VSV and poliovirus [@bib020], [@bib067], [@bib076], HIV [@bib080], FMDV [@bib099], [@bib116], and LCMV [@bib061], [@bib062]. In all cases, viral infectivity was strongly reduced and extinction often followed. Another consequence of increased mutagenesis is that the spectrum of mutants broadens: Analyses of the variants present show that the diversity of genomes largely increases, implying that the quasispecies becomes more complex and that the consensus sequence reveals less about the structure of the population. In addition, the fraction of defective genomes increases, and the interaction between viable and parasitic classes acquires higher relevance. In a recent experiment with FMDV, it seems that it is precisely the action of the parasites what drives the population to extinction [@bib062].

Lymphocytic choriomeningitis virus causes persistent infections in baby hamster kidney and Vero cells in the laboratory [@bib061]. Such infections were monitored under the addition of different amounts of the mutagenic base analog 5-fluorouracil. A number of cellular monolayers were infected and, at different times post infection, the total amount of RNA and the total number of infective particles were quantified [@bib062]. A representative plot of the dynamics of the system is shown in [Fig. 4](#fig004){ref-type="fig"} . Interestingly, as time elapsed, if any change was to be observed in the intracellular amount of progeny RNA, that was a slight increase. However, the number of plaque forming units decreased, until infectivity disappeared at about 90 hours post infection. The results indicate that the replicative ability of the genome does not disappear concomitantly with infectivity, and suggest the following interpretation of this behaviour. Inside the cell, the products codified by all the infecting viral genomes are available to all of them simultaneously. Since the infection is persistent, cells are not lysed and the main competition among types in the quasispecies is for resources to replicate. The fastest sequences will proportionally increase in number inside the cell. This egoistic behaviour turns out to be lethal for LCMV, since the ability to correctly codify the necessary products for survival is not maintained in the parasitic subpopulation.Fig. 4Changes in intracellular RNA content and number of plaque forming units as infection under the action of a mutagen progresses. Replication is a phenotypic trait that experiences positive selection inside the cell (there is sustained competition between replicating types during a persistent infection). Infectivity is not selected for, since the infection of fresh cells is not necessary for survival. Eventually, the virus loses its infective capacity and becomes unviable, such that extinction follows. In this case, 100 μg/ml of the mutagen 5-fluorouracil were added to the infected cells.

Lethal mutagenesis constitutes a very promising strategy for RNA virus extinction. However, the main obstacle for its effectivity is the appearance of drug resistant mutants [@bib100]. Combined therapies consisting of mutagens and other antivirals could be a more realistic strategy for the treatment of viral infections [@bib001].

3. Theoretical approaches to viral evolution {#sec018}
============================================

Many of the concepts currently used to describe and characterize the evolutionary behaviour of quasispecies stem from theoretical analysis of simpler, toy model systems, occasionally able to capture the essential mechanisms behind the observed dynamics. Some of the models that we are going to discuss aimed at describing in a general setting the fate of mutants in populations where mutations appear rarely, more in the spirit of classical population genetics. This is the case of models related to Muller\'s ratchet, a theoretical concept which eventually inspired the experiments where viral populations are subjected to population bottlenecks. It has been only with the advent of modern techniques, and thanks to the use of viruses as model systems, that some of the frameworks assumed in those models could be recreated in a laboratory.

In its turn, the first theory on self-replication was partly a consequence of in vitro experiments of molecular evolution, as described in the next section. Later, that theory inspired experiments on evolution under increased mutagenesis as a way to induce extinction of viral populations, and in what represents a direct application of the concept of error threshold. The real feedback between theory and experiment has just started, and will for sure pose many challenging questions and yield wonderful and unexpected answers in forthcoming years.

3.1. Molecular quasispecies and the Q*β* phage {#sec019}
----------------------------------------------

Molecular replication is acknowledged as a crucial step in the origin and evolution of life. Understanding of the basic mechanisms involved in such process would be possible if extracellular experiments of molecular replication could be performed in a simple and robust setting. At the beginning of 1960\'s, and after more than half a century of study of bacteriophages, the replicase of phage Q*β* turned out to provide a suitable system. It is stable in isolation [@bib118], is a constant environmental factor (not subjected to evolution when replicating RNA in vitro), and accomplishes imperfect replication of RNA strands [@bib010].

The initial experiments carried out by the group of Spiegelman and co-workers [@bib090], [@bib119] focused on the discriminative ability of the replicase to accept RNA templates. The initial molecular mixture contained a small amount of RNA from phage Q*β*, the replicase, and nucleoside triphosphates at concentration similar to the cellular interior. In those conditions, competition between RNA strains was just for resources and replication: the fastest variants increased exponentially in number and were preferably selected for the next transfer. After 75 transfers, the replication had increased almost three fold, and the length of the replicating RNA had decreased to only 15% the length of the standard Q*β* genome. Varying the selective pressures in subsequent experiments revealed a wealth of phenotypic differences in the evolved RNA populations [@bib078].

Interestingly, in another series of experiments with the same system, it was possible to obtain short replicating RNA molecules (up to 50 nucleotides in length) generated in the absence of a template [@bib008], [@bib009], provided the concentration of nucleotides and Q*β* replicase was high enough. The sequence of the replicating molecules was different in different experiments, except for the terminal nucleotides. However, their secondary structures seemed to be partly analogous. This is also an interesting result and points to the many solutions at the level of sequence yielding similar structure and probably similar molecular function.

In most experiments where replicative ability is the only criterion for selection, replicating molecules evolve shorter sequences. Hence, one might be tempted to conclude that genome length is what determines replication time. However, there are some situations where, contrary to this expectation, replicons evolve longer genomes [@bib086]. One possible interpretation is that the optimal size of replicators reflects a trade-off between the information they encode and the information encoded in the replicating machinery. In any case, this result is a word of caution to infer the behaviour of evolving systems from expectations based on theory or even on indirect experience. Biological systems, and viruses as evolving systems, are a continuous source of unexpected results that require an incessant revision of mechanistic models.

### 3.1.1. The theory of molecular quasispecies {#sec020}

The results of Spiegelman and co workers stay at the basis of Manfred Eigen\'s theory of molecular evolution. That theory was not only aimed at explaining the in vitro observations with Q*β* replicase, but was also a general theory of molecular evolution at prebiotic stages, when the accuracy in the replication processes was not high enough, and coexistence among a number of different, interrelated types was probably the rule [@bib039]. The theory considers a number $i = 1,\ldots,N$ of different molecular types such that, upon replication, type *i* can originate type *j* with a certain probability $W_{ij}$. Error free replication is given by the diagonal terms $W_{ii}$. Each molecular type is represented by a fraction $x_{i}$ of elements in the population, and the evolution takes place inside a flow reactor, such that$$\sum\limits_{i}^{N}x_{i} = 1.$$

All those elements yield the basic evolution equation of molecular quasispecies,$$\frac{dx_{i}}{dt} = \left( W_{ii} - \overline{E}(t)x_{i}(t) \right) + \sum\limits_{k \neq i}W_{ik}x_{k}(t),$$ where $\overline{E}(t)$ is the average excess growth rate of the total population and can be explicitly calculated by imposing the normalization condition [(3)](#fd003){ref-type="disp-formula"}. At the steady state of evolution, that is, setting ${\overset{˙}{x}}_{i} = 0$, ∀*i*, the fractions $x_{i}$ attain constant values. Those values are the elements of the right eigenvector corresponding to the largest eigenvalue of the matrix $W_{ij}$. The steady state densities define the mutation-selection equilibrium of the quasispecies.

The parameters $W_{ii}$ can be decomposed as the product of two terms: the fidelity parameter $Q_{ii}$ and the growth rate $A_{i}$ of type *i*. In turn, the $Q_{ii}$ depend on the length $\nu_{i}$ of the sequence that is being replicated: If each nucleotide of that sequence is faithfully replicated with probability $q_{i} < 1$, then $Q_{ii} = q_{i}^{\nu_{i}}$. In its original formulation, Eigen\'s theory predicted the existence of an error threshold (a minimum value of $q_{i}$) below which a sequence with a selective superiority $\sigma_{m}$ would disappear from the quasispecies. Suppose that sequence *m*, the master sequence, is such that it feeds other classes of mutants when incorrectly replicating, but mutants do not revert to the master class. At the steady state,$${\overline{x}}_{m} = \frac{W_{mm} - {\overline{E}}_{k \neq m}}{E_{m} - {\overline{E}}_{k \neq m}}$$ in a first approximation. This equation can be written in the form$${\overline{x}}_{m} = \frac{\sigma_{m}Q_{mm} - 1}{\sigma_{m} - 1},$$ and, in order to maintain ${\overline{x}}_{m} \geqslant 0$, one requires$$1 - q_{m} \leqslant \frac{\ln\sigma_{m}}{\nu_{m}},$$ for a per nucleotide fidelity $q_{m} \simeq 1$. Eq. [(7)](#fd007){ref-type="disp-formula"} sets a relationship between sequence length, copying fidelity, and selective superiority, and is the core of Eigen\'s paradox on the limits of information maintainability through selection. If the inequality is violated (the sequence becomes too long, the fidelity is too low, or the superiority is not higher enough than that of the following class) the master sequence disappears from the population.

The initial theory has been enlarged, complemented and refined by a large number of subsequent works. Evolution of finite populations, and thus the effect of population fluctuations on survival of the master sequence, led to a stronger condition on the replication fidelity, though the qualitative results remained unchanged [@bib024]. This additional restriction on the error threshold is however counterbalanced when selection acting on the phenotype is taken into account. Indeed, the many different genotypes that result in the same phenotype (mutational neutrality) [@bib068] translate into an increase in the error threshold when the degeneracy of the map genotype-phenotype is considered. Though this increase is limited, as shown by theoretical studies [@bib122], analysis of real ribozymes suggest that the classical threshold [(7)](#fd007){ref-type="disp-formula"} could be increased up to eight fold [@bib073], thus remarkably alleviating Eigen\'s paradox. This also implies that two different error thresholds could be defined: a first one where the master sequence is lost, and a second one where the phenotypic information is lost. A review of the notion of error threshold can be found in [@bib011].

The structure of the fitness landscape, and its effects on the evolution of two quasispecies of similar selective value was addressed by Schuster and Swetina [@bib112]. They reached the conclusion that increases in the mutation rate could cause a shift in the dominant quasispecies due to differences in the distribution of neutral nearest neighbours in sequence space. This result has been reformulated [@bib133] and applied to computational models, where it has been observed that, under increased mutagenesis, the winner of a competition between two quasispecies is not necessarily the one occupying the highest fitness peak, but may be the population with the largest neutral neighbourhood (thus the most robust one) [@bib132]. Quasispecies do not only maximize fitness through evolution: in order to minimize the effects of mutations in constant environments, they also evolve towards maximal robustness [@bib128]. Some aspects of this phenomenon were already observed in the experiments with Q*β* [@bib010], and in subsequent experiments with RNA viruses [@bib013]. Much theoretical interest has been and is currently devoted to the topological properties of the fitness [@bib025] and structure space [@bib052], [@bib053], which determine quasispecies robustness and the evolutionary fate of RNA molecular populations [@bib134].

Eigen\'s theory of molecular quasispecies has been used in different forms to study virus evolution from a theoretical viewpoint. Indeed, this theory is a suitable framework to describe structured, heterogeneous populations, and to address qualitative questions involving competition between quasispecies, interactions with the environment, response to varying parameters, or the effects of increased mutagenesis, among others.

3.2. Muller\'s ratchet {#sec021}
----------------------

The appearance of change is an unavoidable effect of reproduction. As a consequence, and if positive selection is limited, deleterious mutations necessarily accumulate unless they are eliminated by sex. The increase in the mutational load was studied, among others, by Muller [@bib092], who compared the unavoidable accumulation of mutations in asexual populations to the clicks of a ratchet mechanism. The experiments described in Section [2.3](#sec012){ref-type="sec"} intend to decrease fitness through the frequent application of population bottlenecks, thus equating the accumulation of mutations to degradation of the population. This inference, however, was not made by Muller in his original work [@bib050].

In asexual populations, deleterious mutations can be fixed, particularly if the population size is small [@bib021]. Eventually, an asexual population of size *N* subjected to a mutation rate *μ* and a selection coefficient *s* against deleterious mutations attains a deterministic mutation-selection equilibrium. At that point, there is a fixed amount of genomes $n_{m}$ with *m* mutations. The equilibrium distribution of the population was calculated by Kimura and Maruyama [@bib070] and reads$$n_{m} = N\frac{\exp( - \mu/s)}{m!}\left( \frac{\mu}{s} \right)^{m}.$$

As long as *N* is large enough, there will be a significant amount of wild-type (mutation free) genomes,$$n_{0} = N\exp( - \mu/s).$$

However, if *N* is small or the coefficient $\mu/s$ is sufficiently large, the number of genomes in the mutation-free class can be small enough to be affected by population fluctuations that might eventually cause the disappearance of all of the individuals in that class. If this happens, the ratchet has clicked once and the least loaded class corresponds now to individuals carrying at least one mutation. The one-mutation class can disappear in the same manner, and the ratchet clicks again. This model implicitly assumes that reversions are the only mechanism able to produce an increase in fitness. If the highest fitness class is identified with the mutation-free class and is assigned value 1, the fitness $w(m)$ of individuals with *m* mutations will be$$w(m) = {(1 - s)}^{m}.$$

This defines a multiplicative fitness landscape for the mutated genomes and implicitly assumes that each mutation affects fitness independently (epistatic effects are not included).

Nowadays, most interpretations of Muller\'s ratchet equate accumulation of mutations with fitness loss. The rationale behind this identification comes from presupposing that the mean genotypic value of the population is close to the optimum. The first formal study of Muller\'s ratchet under the previous assumptions, and using Eq. [(8)](#fd008){ref-type="disp-formula"} was carried out by Haigh [@bib065] on a model proposed by Felsenstein [@bib051]. He concluded that the speed of the ratchet (the time between two successive clicks or losses of the least-loaded class) depended chiefly on $n_{0}$. However, more recent analyses [@bib060], [@bib120] reveal that the speed of the ratchet depends not only on the number of individuals in the least mutated class, but also on the parameters *μ* and *s*, meaning, as could have been expected, that it is the whole structure of the population, the quasispecies, that determines the fate of each and every class of mutants present.

Other authors analysed and discussed different properties of Muller\'s ratchet under similar assumptions and proposed recombination as the most effective mechanism in order to arrest the ratchet and thus recover high-fitness (or mutation free) genomes [@bib071], [@bib089]. Epistatic effects among mutations where also considered as a possible mechanism able of accelerating or slowing down the speed of the ratchet. Under weak antagonistic epistasis [@bib017] the time between successive clicks of the ratchet grows, though the rate of fitness decline is barely affected (as in previous models, it is assumed that all mutations have a negative effect on fitness). However, under stronger epistatic selection the ratchet can be effectively halted, such that, in practice, a finite population could survive almost indefinitely [@bib072].

### 3.2.1. Population bottlenecks {#sec022}

Few models have explicitly considered the introduction of population bottlenecks, since this process introduces a stochastic component more difficult to deal with formally. In [@bib019], the development of the population between bottlenecks was assumed to be long enough such that mutation-selection equilibrium distribution could be attained. Further, a fitness function of the form$$w(m) = {(1 - s)}^{m^{\alpha}}$$ was considered. The parameter *α* is the epistasis parameter: synergistic and antagonistic epistasis are described by $\alpha > 1$ and $\alpha < 1$, respectively, and Eq. [(10)](#fd010){ref-type="disp-formula"} (absence of epistasis) is recovered for $\alpha = 1$. While, in all cases studied, antagonistic epistasis slows down the ratchet and synergistic epistasis accelerates it, other effects, such as a decrease of the population size, facilitated by the steady accumulation of mutations, can notably accelerate the extinction of the population due to mutational meltdown [@bib082].

Earlier attempts to include population bottlenecks in mathematical models were motivated by the form of transmission of mitochondrial genomes in mammals, which have no recombination and mostly undergo monoparental inheritance. With a simple model devised to represent such a situation, Bergstrom and Pritchard [@bib006] demonstrated that bottlenecks may be essential in maintaining mitochondrial genetic quality, in contrast with previous theoretical expectations, which predicted an easier accumulation of mutations in small populations.

However, the large amount of asexual, non-recombining species subjected to strong population bottlenecks in their natural environments which, this nonetheless, seemed to keep a high average fitness, turned the attention to other forms in which the continued degeneration predicted by most models could be compensated. The occurrence of compensatory mutations (not reversions) which could have phenotypic effects and even outweigh the effect of the accumulated deleterious mutations has been considered [@bib002], [@bib007], [@bib074], [@bib108], [@bib129]. Indeed, compensatory mutations were proposed as a mechanism as effective as recombination in halting the deleterious effect of the ratchet [@bib129], in the framework of a model that includes as a novelty the separation of effects in the phenotype from changes in the genotype. This distinction is especially relevant in the context of quasispecies, since the mutation-selection equilibrium is defined as the stationary distribution of fitness values selected in the given environment. This equilibrium does not fix the consensus sequence, which would surely be affected by (quasi-)neutral drift. Starting with a high-fitness variant, decreases in fitness due to the action of the ratchet were observed. However, at a certain point compensatory mutations stop the effect of deleterious mutations and the average fitness of the population keeps an average value with small fluctuations around it [@bib129]. Hence, the dynamics display a biphasic behaviour qualitatively analogous to the empirical observations [@bib074], [@bib075]. Actually, all models where compensatory mutations are explicitly included permit to recover higher fitness states in the population, and to escape extinction. As a side effect, biphasic evolution is observed whenever the initial fitness of the population is far from the average stationary fitness at the corresponding statistically stationary state. This is so even when bottlenecks, and thus strong fluctuations in the population size, are systematically applied. As we know now empirically, compensatory mutations are indeed one of the main mechanisms to maintain high fitness.

Aiming at understanding the relationship between the mode of transmission of a pathogen and its virulence, a simple model where the population was structured in several fitness classes was proposed [@bib007]. A down-mutation (occurring with probability *p*) moved the offspring of a genome from fitness class *w* to class $w - 1$, while an up-mutation increased fitness from *w* to $w + 1$ with probability *q*. By means of numerical simulations, it was shown that vertically transmitted pathogens suffer decreases in fitness much stronger than when transmission is horizontal. A similar model was numerically [@bib074] and analytically [@bib083] studied in order to understand the appearance of biphasic behaviour and, in particular, of the large fluctuations in the viral yield described in Section [2.3](#sec012){ref-type="sec"}. Additional parameters of this model are the size of bottlenecks and the development time between their application [@bib084]. Increases in the number of individuals going through the bottleneck implies that the average fitness at the statistically stationary state increases, as experimentally observed [@bib095]. The development time determines the distance to the mutation-selection equilibrium and constrains the degree of heterogeneity of the population before the bottleneck.

In fact, the equilibrium distribution in Eq. [(8)](#fd008){ref-type="disp-formula"} is attained after a long development time, for large enough populations, and only if all mutations have the same effect on fitness. Most populations, even in carefully controlled experiments, are expected to be out of the mutation-selection equilibrium. In particular, bottlenecks condition the structure of the population and its phenotypic characteristics in non-trivial ways. Following a bottleneck, both the frequency and variance of the population\'s genetic composition change [@bib137]. If bottlenecks are regularly applied such that the development time of the population between bottlenecks is much shorter than the time required to achieve mutation-selection equilibrium, the (out-of-equilibrium) composition of the population $P(w)$ in the presence of deleterious and beneficial mutations can be analytically calculated [@bib083],$$P(w) \propto \left( \frac{q}{p} \right)^{w - 1}\left( \frac{w + 1}{2} \right)^{g}$$ where *g* is the (integer) number of replication cycles that take place between two consecutive bottlenecks.[3](#fn003){ref-type="fn"} Eventually, this function permits the explicit calculation of the distribution of the viral yield, which in this model follows a stretched exponential function, in qualitative agreement with empirical observations.

4. Final remarks {#sec023}
================

Most of the experiments carried out to date consider adaptation of viral populations, well adapted to a certain environment of origin, to a new one. Commonly, the variables that define each of the environments are kept constant, so no environmental fluctuations are introduced through evolution. In such conditions, once the population is optimised, what would be the advantages conferred by the continuous generation of new variants? This addresses a new question of evolutionary relevance in the long run, namely, the selection of optimal mutation rates as a function of the environmental changes that the population is exposed to [@bib110].

In nature, there are always environmental novelties, situations not encountered before, that require a certain degree of plasticity in the population to escape extinction. This issue has been tackled recently from a theoretical point of view [@bib038], with the conclusion that rapid or dramatic environmental change indeed promotes the selection of higher mutation rates, while static environments have as a consequence a decrease in the mutation rate. Though quantitative changes in the mutation rate might be difficult to detect empirically due to the large time scales involved, certain observations hint at the fact that an increase in the mutation rate can be promoted by large enough, random environmental changes [@bib101], [@bib106], [@bib115].

Viruses are hierarchically structured and complex dynamical systems where evolution and selection act at different levels and with broadly different timescales. They are the result of a long evolutionary process along which many different strategies for survival have been explored. Empirical results bring about surprises very often, and force to reconsider not only the simplifying assumptions of some theoretical models, but the precise meaning of concepts related to quasispecies evolution.

There is a strong need of continuous dialog between theory and experiment. In the near future, the interplay between the two approaches looks promising. On the one hand, computational abilities already permit to perform detailed simulations of evolving populations where phenotype and genotype are separated properties. RNA folding algorithms, for instance, are accurate enough to address evolutionary questions where the feature under selection is the molecular structure, not the sequence, as assumed in most computational models up to now. On the other hand, the amount of empirical results steadily increases, and in vitro techniques enable the analysis of single molecules in evolving populations. Analytical approaches become more difficult as more details are implemented in the description of the system, though simple models that can be analytically studied may result in the introduction of new concepts and can be of aid in the isolation of the relevant (universal) mechanisms at play. Though, often, they cannot be directly applied to predict the outcome of real experiments, they might determine what is possible under a set of simple rules. Their failure has to translate into their improvement. Computational approaches may act as a bridge between analytical and experimental studies, since they can embrace more detailed descriptions of evolving systems and are extremely relevant to educate our guesses on real virus evolution.

The conjunction of analytical, computational, and experimental in vitro studies will hopefully result in unprecedented advances in our understanding of the evolutionary mechanisms acting at the molecular level.
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The four postulates formulated by Koch in 1884 are: 1. The organism must be found in all animals suffering from the disease, but not in healthy animals; 2. The organism must be isolated from a diseased animal and grown in pure culture; 3. The cultured organism should cause disease when reintroduced into a healthy animal; 4. The organism must be reisolated from the experimentally infected animal.

It is common to use as a reference a virus that is resistant to neutralization by a monoclonal antibody.

Since both deleterious and compensatory mutations are considered in this model, the fitness class *w* includes individuals with a varying number of mutations, depending on their history. Thus, the relationship between $P(w)$ and $n_{m}$, as in Eq. [(8)](#fd008){ref-type="disp-formula"} is not immediate. The introduction of compensatory mutations breaks the equality between less mutated class and fittest class.

[^1]: Source: Fields VIROLOGY, 4th edition.
