We describe a finite-field approach to compute density response functions, which allows for efficient G 0 W 0 and G 0 W 0 Γ 0 calculations beyond the random phase approximation. The method is easily applicable to density functional calculations performed with hybrid functionals. We present results for the electronic properties of molecules and solids and we discuss a general scheme to overcome slow convergence of quasiparticle energies obtained from G 0 W 0 Γ 0 calculations, as a function of the basis set used to represent the dielectric matrix.
require the explicit calculation of empty electronic states and avoids the inversion or storage of large dielectric matrices. The resulting implementation in the WEST code 23 has been successfully applied to investigate various systems including defects in semiconductors, 24, 25 nanoparticles, 26 aqueous solutions, 15, 27, 28 and solid/liquid interfaces 19 .
In this work, we developed a finite-field (FF) approach to evaluate density response functions, which enters the definition of the screened Coulomb interaction W . The FF approach can be used as an alternative to DFPT, and presents the additional advantage of being applicable, in a straightforward manner, to both semilocal and hybrid functionals. In addition, FF calculations allow for the direct evaluation of density response functions beyond the random phase approximation (RPA).
Here we first benchmark the accuracy of the FF approach for the calculation of various density response functions, from which one can obtain the exchange correlation kernel (f xc ), defined as the functional derivative of the exchange-correlation potential with respect to the charge density. Then we discuss G 0 W 0 calculations for various molecules and solids, carried out with either semi-local or hybrid functionals, and by adopting different approximations to include vertex corrections in the self-energy. In the last two decades a variety of methods [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] have been proposed to carry out vertex-corrected GW calculations, with different approximations to the vertex function Γ and including various levels of self-consistency between G, W and Γ. Here we focus on two formulations that are computationally tractable also for relatively large systems, denoted as G 0 W and G 0 W 0 Γ 0 calculations were restricted to the use of the LDA functional, 29, 30, 34, 35 for which an analytical expression of f xc is available. A work from Paier et al. 44 reported GW fxc 0 results for solids with HSE03 range-separated hybrid functional, 45 with the exact exchange part of f xc defined through the nanoquanta kernel. 33, [46] [47] [48] In this work semilocal and hybrid functionals are treated in equal footing, and we present calculations using LDA, 49 PBE 50 and PBE0 51 functional, as well as a dielectric-dependent hybrid (DDH) functional for solids.
52
A recent study of Thygesen and co-workers 53 reported basis set convergence issues when performing G 0 W 0 Γ 0 @LDA calculations, which could be overcome by applying a proper renormalization to the short-range component of f xc . [54] [55] [56] In our work we generalized the renormalization scheme of Thygesen et al. to functionals other than LDA, and we show that the convergence of G 0 W 0 Γ 0 quasiparticle energies is significantly improved using the renormalized f xc .
The rest of the paper is organized as follows. In Sec. 2 we describe the finite-field approach and benchmark its accuracy. In Sec. 3 we describe the formalism used to perform GW calculations beyond the RPA, including a renormalization scheme for f xc , and we compare the quasiparticle energies obtained from different GW approximations (RPA or vertex-corrected)
for molecules in the GW100 test set 57 and for several solids. Finally, we summarize our results in Sec. 4.
4
We first describe the FF approach for iterative diagonalization of density response functions and we then benchmark its robustness and accuracy.
Formalism
Our G 0 W 0 calculations are based on DFT single-particle energies and wavefunctions, obtained by solving the Kohn-Sham (KS) equations:
where the KS Hamiltonian
T is the kinetic energy operator; V SCF is the KS potential that includes the ionic V ion , the Hartree V H and the exchange-correlation potential V xc . The charge density is given by n(r) = occ.
For simplicity we suppressed the spin index.
We consider the density response function (polarizability) of the KS system χ 0 (r, r ) and that of the physical system χ(r, r ); the latter is denoted as χ RPA (r, r ) when the random phase approximation (RPA) is used. The variation of the charge density due to either a variation of the KS potential δV SCF or the external potential δV ext is given by:
where K = χ 0 (r, r ) if δV (r ) = δV SCF (r ) and K = χ(r, r ) if δV (r ) = δV ext (r ). The density response functions of the KS and physical system are related by a Dyson-like equation:
where v c (r, r ) = is the exchange-correlation kernel.
Within the RPA, f xc is neglected and χ(r, r ) is approximated by:
In the plane-wave representation (for simplicity we only focus on the Γ point of the
|G| 2 ), and the dimensionless response functionK(G, G ), obtained by symmetrizing K(G, G ) with respect to v c , is
In the formalism which we adopted to perform GW calculations without empty states, one needs to compute a low rank decomposition ofK:
where λ and |ξ denote eigenvalue and eigenvectors ofK, respectively. The set of ξ constitute the projective dielectric eigenpotential (PDEP) basis, [17] [18] [19] and the accuracy of the low rank decomposition is controlled by N PDEP , the size of the PDEP basis. λ and |ξ are obtained through iterative diagonalization, e.g. with the Davidson algorithm, 58 which requires to evaluate the action ofK on an arbitrary function ξ:
where FT and FT −1 denote forward and inverse Fourier transforms, respectively.
Defining δV (G ) = v 1 2 c (G )ξ(G ), the calculations of the real space integral in Eq. 7 is equivalent to solving for the variation of the charge density δn due to δV :
In Ref. 19 , δn(r) is solved using DFPT for the case of K = χ 0 . In this work we solved Eq. 8 by a finite-field approach. In particular, two SCF calculations are performed under the action of the potentials ±δV :
and δn(r) is computed as:
where a central difference instead of forward/backward difference is performed in Eq. 10 to increase the numerical accuracy of the computed δn(r).
Self-consistent solutions of Eq. 8-10 correspond to considering K = χ in Eq. 12. If V xc is kept fixed during the SCF iterations, the solution of Eq. 10 corresponds to K = χ RPA . If both V xc and V H are kept fixed during the SCF iterations, the solution of Eq. 10 corresponds
The response functionsχ RPA andχ 0 (see Eq. 4) have the same eigenvectors, and their eigenvalues are related by:
where λ RPA 's and λ 0 's are eigenvalues ofχ RPA andχ 0 , respectively. In general the eiegenvalues and eigenvectors ofχ RPA are different from those ofχ due to the presence of f xc in Eq.
3.
In comparison to DFPT, the finite-field approach adopted here allows for the straightforward calculation of response functions beyond the RPA (i.e. for the calculation of χ instead of χ 0 or χ RPA ), and it can be readily applied to hybrid functionals for which analytical expressions of f xc are not available. We note that finite-field calculations with hybrid functionals can easily benefit from any methodological development that reduces the computational complexity of evaluating exact exchange potentials.
59-61
Once the PDEP basis is obtained by iterative diagonalization ofχ 0 , 62 the projection of χ on the PDEP basis can be performed using the finite field approach as well. Then the symmetrized exchange-correlation kernelf xc = v 
On the right hand side of Eq. 12 all matrices are N PDEP × N PDEP and therefore the resultingf xc is also defined on the PDEP basis.
When using orbital-dependent functionals such as meta-GGA and hybrid functionals, thef xc computed from Eq. 12 needs to be interpreted with caution. In this case, DFT calculations for H KS ± δV can be performed using either the optimized effective potential (OEP) or the generalized Kohn-Sham (GKS) scheme. In the OEP scheme, v xc is local in space and f xc (r, r ) = δVxc(r) δn(r ) depends on r and r , as in the case of semi-local functionals.
In the GKS scheme, V xc is non-local and f xc (r, r ; r ) = δVxc(r,r ) δn(r ) depends on three position vectors. We expect δn to be almost independent of the chosen scheme, whether GKS or OEP, since both methods yield the same result within first order in the charge density.
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We conducted hybrid functional calculations within the GKS scheme, assuming that for every GKS calculation an OEP can be defined yielding the same charge density; with this assumption the f xc from Eq. 12 is well defined within the OEP formalism.
Implementation and Verification
We implemented the finite-field algorithm described above by coupling the WEST 19 and Qbox 64 codes in client-server mode, using the workflow summarized in Fig 1. In particular, in our implementation the WEST code performs an iterative diagonalization ofK by outsourcing the evaluation of the action ofK on an arbitrary function to Qbox, which performs DFT calculations in finite field. The two codes communicate through the filesystem. Figure 1 : Workflow of finite-field calculations. The WEST code performs an iterative diagonalization ofK (χ 0 ,χ RPA ,χ). In GW calculations beyond the RPA,f xc is computed from Eq. 12, which requires computing the spectral decomposition ofχ 0 and evaluatingχ in the space ofχ 0 eigenvectors. Finite-field calculations are carried out by the Qbox code, and the communications of δn and δV between WEST and Qbox is carried through the filesystem.
To verify the correctness of our implementation, we computedχ 0 ,χ RPA ,χ for selected molecules in the GW100 set and we compared the results to those obtained with DFPT. Sec.
1 of the SI summarizes the parameters used (E cut , N PDEP , etc.). In finite-field calculations we optimized the ground state wavefunction using a preconditioned steepest descent algorithm with Anderson acceleration. 65 The magnitude of δV was chosen to insure that calculations were performed within the linear response regime (see Sec. 2 of the SI). All calculations presented in this section were performed with the PBE functional unless otherwise specified. iterative diagonalization ofχ RPA with the finite-field approach; iterative diagonalization of χ 0 with either the finite-field approach or with DFPT, followed by a transformation of eigenvalues as in Eq. 11. The three approaches yield almost identical eigenvalues. Finally,f xc can be computed fromχ andχ 0 according to Eq. 12. Due to the similarity of the eigenvectors ofχ andχ RPA (identical to that ofχ 0 ), thef xc matrix is almost diagonal.
In Sec. 3 of the SI we show thef xc matrix in the PDEP basis for a few systems. To verify the accuracy off xc obtained by the finite-field approach, we performed calculations with the LDA functional, for which f xc can be computed analytically. In Fig 4 we present for a number of systems the average relative difference of the diagonal terms of thef xc matrices obtained analytically and through finite-field (FF) calculations. We define ∆f xc as
As shown in Fig 4, ∆f xc is smaller than a few percent for all systems studied here.
To further quantify the effect of the small difference found for thef xc matrices on GW quasiparticle energies, we performed G 0 W Based on a KS reference system, the Hedin equations 8 relate the exchange-correlation self-energy Σ xc (abbreviated as Σ), Green's function G, the screened Coulomb interaction W , the vertex Γ and the irreducible polarizability P :
We consider three different G 0 W 0 approximations: the first is the common G 0 W 0 formulation within the RPA, here denoted as
, where Γ(1, 2; 3) = δ(1, 2)δ(1, 3) and Σ is given by:
where
The second approximation, denoted as G 0 W fxc 0 , includes f xc in the definition of W .
Specifically, χ is computed from χ 0 and f xc with Eq. 3:
and is used to construct screened the Coulomb interaction beyond the RPA:
The third approximation, denoted G 0 W 0 Γ 0 , includes f xc in both W and Σ. In particular, an initial guess for Σ is constructed from V xc :
from which one can obtain a zeroth order vertex function by iterating Hedin's equations once:
Then the self-energy Σ is constructed using G, W fxc and Γ 0 :
where we defined an effective screened Coulomb interaction
The symmetrized forms of the three different density response functions (reducible polarizabilities) defined in Eq. 21, 22, 28 are:
Eqs. 29-31 have been implemented in the WEST code.
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We note that finite-field calculations yieldf xc matrices at zero frequency. Hence the results presented here correspond to calculations performed within the adiabatic approximation, as they neglect the frequency dependence off xc . An interesting future direction would be to compute frequency-dependentf xc by performing finite-field calculations using real-time time-dependent DFT (RT-TDDFT).
When using the G 0 W 0 Γ 0 formalism, the convergence of quasiparticle energies with respect to N PDEP turned out to be extremely challenging. As discussed in Ref. 53 the convergence problem originates from the incorrect short-range behavior off xc . In Sec. 3.2 below we describe a renormalization scheme off xc that improves the convergence of G 0 W 0 Γ 0 results.
Renormalization of f xc
Thygesen and co-workers 53 showed that G 0 W 0 Γ 0 @LDA calculations with f xc computed at the LDA level exhibit poor convergence with respect to the number of unoccupied states and plane wave cutoff. We observed related convergence problems of G 0 W 0 Γ 0 quasiparticle energies as a function of N PDEP , the size of the basis set used here to represent response functions, see Sec. 5 of the SI. In this section we describe a generalization of the f xc renormalization scheme proposed by Thygesen and co-workers [54] [55] [56] to overcome the convergence issues.
The approach of Ref. 53 is based on the properties of the homogeneous electron gas (HEG). For an HEG with density n, f
HEG xc
[n](r, r ) depends only on (r − r ) due to translational invariance, and therefore f HEG xc
[n] GG (q) is diagonal in reciprocal space. We denote the diagonal elements of f
[n] GG (q) as f
[n](k) where k = q + G. When using the LDA functional, the exchange kernel f x exactly cancels the Coulomb interaction v c at wavevector
shows an incorrect asymptotic behavior, leading to an unphysical correlation hole. To overcome these difficulties, here we first diagonalize thef xc matrix in the PDEP basis:
where f and ζ are eigenvalues and eigenvectors off xc . Then we define a renormalizedf xc as: 
Results
In this section we report GW quasiparticle energies for molecules in the GW100 set 57 Table 1 we present the band gaps computed with different GW approximations and functionals. Note that the supercells used here do not yield fully converged results as a function of supercell size (or k-point sampling); however the comparisons between different GW calculations are sound and represent the main result we are discussing in this section. In summary, we developed a finite-field approach to compute density response functions (χ 0 , χ RPA and χ) for molecules and materials. The approach is non-perturbative and can be used in a straightforward manner with both semilocal and orbital-dependent functionals.
Using this approach, we computed the exchange-correlation kernel f xc and performed GW calculations using dielectric responses evaluated beyond the RPA.
We evaluated quasiparticle energies for molecules and solids and compared results obtained within and beyond the RPA, and using DFT calculations with semi-local and hybrid functionals as input. We found that the effect of vertex corrections on quasiparticle energies is more notable when using input wavefunctions and single-particle energies from hybrid functionals calculations. For the small molecules in the GW100 set,
results, leading to a better agreement with experimental and high-level quantum chemistry results when using LDA and PBE starting points, and to a slight overestimate of VIP when using PBE0 as the starting point. G 0 W 0 Γ 0 calculations instead yielded a systematic underestimate of VIP of molecules. VEA of molecules were found to be insensitive to vertex corrections. In the case of solids, the energy of the VBM and CBM shifts in the same direction, relative to RPA results, when vertex corrections are included, and overall the band gaps were found to be rather insensitive to the choice of the GW approximation.
In addition, we reported a scheme to renormalize f xc , which is built on previous work 53 using the LDA functional. The scheme is general and applicable to any exchange-correlation functional and to inhomogeneous systems including molecules and solids. Using the renormalizedf xc , the basis set convergence of G 0 W 0 Γ 0 results was significantly improved.
Overall, the method introduced in our work represents a substantial progress towards efficient computations of dielectric screening and large-scale G 0 W 0 calculations for molecules and materials beyond the random phase approximation.
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