It has been found empirically that quasi-Monte Carlo methods are often efficient for very high-dimensional problems, that is, with dimension in the hundreds or even thousands. The common explanation for this surprising fact is that those functions for which this holds true behave rather like low-dimensional functions in that only few of the coordinates have a sizeable influence on its value. However, this statement may be true only after applying a suitable orthogonal transform to the input data, like utilizing the Brownian bridge construction or principal component analysis construction.
Introduction
Many important problems from quantitative finance and other applications of probability theory can be written as expected values of functions depending on the path of a Brownian motion, i.e.
E(g(B))
where B = (B t ) t∈ [0,T ] is an m-dimensional standard Brownian motion with index set [0, T ] and g is a function such that the expected value is well-defined. The most prominent example from finance is the celebrated Black-Scholes equation for option pricing. In its general form it states that the problem of determining the value of a European-style contingent claim -like a European or Asian option -in an arbitrage-free market model driven by a Brownian motion, can be formulated as the computation of an expected value of the form (1), see e.g. Björk [3] .
In most cases of practical interest these problems cannot be solved in closed form, and thus it is necessary to approximate (1) numerically. A very versatile way of doing this is by using
Monte Carlo, that is, a large number of random paths of the Brownian motion is generated and the function value of g over this sample is averaged. Usually, the actual Monte Carlo simulation requires the discretization of the Brownian path. One thus uses a randomized algorithm Q n,d , where d denotes the dimension of the discretized problem and n corresponds to the number of (discretized) paths over which the average is taken.
Also if a deterministic algorithm, like quasi-Monte Carlo, is to be applied, the problem has first to be discretized. [7] . Note that, here the integration problem for some function f is given over R d and thus, a quasi-Monte Carlo method for computing this integral is given by an equally weighted quadrature rule Q n,d (f, P) = 1 n n i=1 f (x i ) with deterministic point set P = {x 1 , . . . , x n } ⊂ R d .
In contrast to Monte Carlo, the method with which the discrete Brownian paths are generated makes a difference for quasi-Monte Carlo methods. There are three classical Brownian path construction methods: the forward method (or step-by-step method), the Brownian bridge construction (a.k.a. Lévy-Ciesielski construction) and the principal component analysis (PCA) construction. In Moskowitz and Caflisch [14] the convergence of QMC integration is dramatically improved for some examples from finance by using the Brownian Bridge construction. Similar results are presented by Acworth et al. [1] for the PCA construction. However, Papageorgiou [15] shows that there are problems for which the forward construction gives faster convergence than the Brownian bridge construction. He further shows that every linear construction method for a one-dimensional Brownian path corresponds to a unique orthogonal transform of the R d .
Subsequently, he formulates an equivalence principle that roughly states that every construction that is good for one problem is bad for another problem. Wang and Sloan [21] give a more general version of that equivalence principle.
Due to the equivalence principle, the choice of the orthogonal transform should depend on the integration problem, as given by the function g. Leobacher [13] , proposes to restrict this search to transforms which can be applied using O (d log(d)) operations. In Imai and Tan [9] as well as in Irrgeher and Leobacher [10, 11] methods are presented to find, for a given problem, an (in some sense) optimal orthogonal transform. In both approaches the integration problem is linearized and the "optimal" transform is determined for the linear problem. Imai and Tan use a Taylor expansion of order 1 for the linearization step whereas in Irrgeher and Leobacher [10] a linear regression is performed. The idea behind both methods is to minimize the effective dimension, as defined by Caflisch, Morokoff, and Owen [5] .
While the concept of effective dimension has its merits in explaining the effectiveness of deterministic methods for high-dimensional problems, it also does have some drawbacks. One of those drawbacks is that it does not interact smoothly with orthogonal transforms. For example, consider some continuous function f : R −→ R with R f (x) 2 ϕ(x)dx < ∞ and R f (x)ϕ(x)dx = 0, where ϕ(x) = (2π)
2 ) is the standard normal density. Then the function g : R 2 −→ R defined by g(x 1 , x 2 ) := f (x 1 ) is continuous with R 2 g(x 1 , x 2 ) 2 ϕ(x 1 )ϕ(x 2 )dx 1 dx 2 < ∞ and R 2 g(x 1 , x 2 )ϕ(x 1 )ϕ(x 2 )dx 1 dx 2 = 0. The ANOVA decomposition of g is given by g {1} = f , g ∅ = g {2} = g {1,2} ≡ 0. On the other hand, considerg = g • U , where U is some orthogonal transform of the R 2 . Theng(x 1 , x 2 ) = f (cx 1 + sx 2 ) with c 2 + s 2 = 1, and therefore we havẽ g {1,2} =g, andg ∅ =g {1} =g {2} ≡ 0, for every choice of c, s with |c| = 1 and |s| = 1. Thus even the slightest rotation transforms a function of effective dimension 1 into one with effective dimension 2 (both in the truncation and in the superposition sense). It is not hard to construct multidimensional examples where a slight orthogonal transform effects an arbitrary change in effective dimension.
We have a competing explanation for the efficiency of QMC, namely the theory of weighted spaces as proposed by Sloan and Woźniakowski [18] . They introduce weighted norms on Sobolev spaces that assign different degrees of importance to different coordinates. The idea is related to the concept of effective dimension in that both concepts concentrate on problems for which only relatively few input parameters are really important. From the point of view of orthogonal transforms it is now interesting to ask whether one can concatenate the original function with an orthogonal transform in a way that makes the weighted norm of the resulting function -and thus the integration error -small. Before we proceed with this program, we need to go back one step.
We are interested in analyzing the error which occurs by approximating the expected value E(g(B)) by using a QMC algorithm Q n,d , where d gives the dimension of the discretized space and n is the number of integration nodes. The error is given by
As mentioned earlier, the function g has to be approximated by a d = m×d 0 -dimensional function g d 0 which depends on a discrete m-dimensional Brownian path. Then there further exists a
is a standard Gaussian vector. Hence,
err disc is called the discretization error and err int is called the integration error. That means, we can bound the total error by the sum of the error coming from the discretization and the error which comes from the QMC integration. Now it is obvious that we prefer to approximate the function g by a function g d 0 or f d , respectively, such that the discretization error err disc becomes small. But it is equally important that err int does not explode with growing d.
An important practical example is the case where g(B) is described by a solution of a stochastic differential equation (SDE), e.g., g(B) = ψ(X T ) where X is a stochastic process that
where a is a R k -valued function and b is a R k×m -valued function. There are many different discretization methods in the theory of stochastic differential equation which can be applied to g(B). The two best-known are the Euler-Maruyama method and the Milstein method, but there are also higher-order Runge-Kutta methods. For more information about these discretization methods we refer to Kloeden and Platen [12] which also provides an extensive analysis of the convergence of these methods. In [12] it is shown that, under mild conditions on the coefficient functions a and b, as well as the "payoff function" ψ, we have an upper bound on the discretization error of the form
where c > 0 is constant and q > 0 is the convergence rate which depends on the discretization method used and on the function ψ. In Glasserman [8, Chapter 6] it is discussed how these discretization methods are applied to problems coming from finance. So for this kind of problems (3) provides us with an estimate on err disc in inequality (2).
The emphasis of this paper lies on the analysis of the integration error err int to get an upper bound on the total error. Moreover, we are interested in the behavior of the integration error with respect to d, because we know that the discretization error can only be reduced by increasing the dimension d. This will lead us to the study of QMC-tractability. In particular, we want to know how orthogonal transforms affect the weighted norm and whether the growth of the complexity of integration can be moderated by the use of suitable orthogonal transforms. To that end we consider special spaces of integrable functions on the R d which we call Hermite spaces. Those spaces are spanned by Hermite polynomials, which enjoy a certain invariance under orthogonal transforms. It turns out that this class of spaces contains examples of weighted spaces for which tractability can be proven and which are sufficiently rich to contain interesting functions.
The remainder of the paper is organized in the following way. We recall the basic facts about Gaussian measures and Hermite polynomials in Section 2 and we discuss the Hermite expansion of functions. In one of the main parts of the paper, namely in Section 3, we introduce
Hermite spaces, present basic properties and discuss multivariate integration in these spaces.
Furthermore, we investigate the tractability of QMC methods in these spaces and we discuss what kind of functions belong to Hermite spaces. In the second main part, Section 4, we show that orthogonal transformations can be used to reduce the weighted norm of a function, thus improving the convergence of a QMC algorithm. We further give a representation of the operator 
Hermite polynomials and Hermite expansion
In this section we recall some basic definitions and results concerning Gaussian measure, the Hermite polynomials and the Hermite expansion.
Gaussian measure
Definition 2.1. The standard Gaussian measure is a Borel probability measure on the R d with density
with respect to the d-dimensional Lebesgue measure.
The notation x ⊤ x, as it is used in the above definition, denotes the inner product in the Euclidean space, i.e., for any x, y ∈ R d we have
We will exclusively work with the standard Gaussian measure. A more general discussion about Gaussian measures can be found in Bogachev [4] . Furthermore, we will write ϕ instead of ϕ 1 in the one-dimensional case.
We say that a measurable function f :
and we denote the linear space of Gaussian square-integrable functions by
Moreover, we say that two functions f and g are equivalent if f = g almost everywhere.
Then, the space of all equivalence classes of Gaussian square-integrable functions on the
The corresponding norm is induced by the inner product, i.e., f
Hermite polynomials
Before we introduce the multivariate Hermite polynomials, we recall multi-index notation: a
with nonnegative integer entries. We use the following conventions for k, j ∈ N d 0 and x ∈ R d :
There are some slightly different definitions of Hermite polynomials in the literature which are all related, see, e.g., Bogachev [4] , Sansone [17] or Thangavelu [20] . 
the k-th (univariate) Hermite polynomial and for any multi-index
The exponential generating function G of the Hermite polynomials is given by 
, is a useful tool to work with these kind of polynomials. [6] . The properties (ii) and (iii) are easily deduced from the Definition 2.2 and (4).
Next we define a first order differential operator D x as
which is motivated by the above Property (ii). Moreover, we have that −D x i is the adjoint operator of
Recall that we have for the differential operator
Hermite expansion
Since we know from Proposition 2.3 that the Hermite polynomials form an orthonormal basis
where the sum converges in the
Note that the k-th
Furthermore we can show that the Hermite expansion is unique under the assumption of continuity.
sense and thus, using the Parseval identity
Since f is continuous, we get that f ≡ 0. 
Proof. Because of Cramer's bound, see Property (i) of the Hermite polynomials, we get 
2 converges uniformly towards a functionf . Furthermore, due to the uniform limit theorem, see e.g. Rudin [16] Theorem 7.12, we have thatf is continuous, because
has the same Hermite coefficients as f and both functions are continuous, we know from the uniqueness of the Hermite expansion that
which holds for all x ∈ R d .
Quasi-Monte Carlo integration in weighted Hermite spaces
In this section we study quasi-Monte Carlo integration with respect to the Gaussian measure.
For that, we set up a reproducing kernel Hilbert space of functions on the R d and we further show that under additional assumptions QMC integration in these spaces is polynomially tractable.
Hermite spaces
Definition 3.1. Let r :
wheref (k) is the k-th Hermite coefficient of f . Then we call
, but under the additional assumption, that the functions are continuous as well, it is a norm. Thus, a Hermite space is a Banach space with norm · r ; in fact it is a Hilbert space when equipped with the inner product
Theorem 3.2. Let f ∈ H r . Then, the Hermite expansion of f converges pointwise, i.e.,
Proof. We have that f is a Gaussian square-integrable and continuous function. Moreover, we get from the Cauchy-Schwarz inequality
because r is summable. The statement now follows from Proposition 2.6.
We shall show shortly that a Hermite space is always a reproducing kernel Hilbert space.
For that, we first recall the definition of a reproducing kernel Hilbert space as well as some important properties. property of K andK we get
where the last equality holds because of the symmetry of the reproducing kernel,
More information about the theory of reproducing kernel Hilbert spaces can be found in Aronszajn [2] .
Theorem 3.4. A Hermite space H r is a reproducing kernel Hilbert space and the reproducing kernel function
Proof. First, we show that K r (·, y) belongs to the Hermite space H r for each y ∈ R d . The k-th
So we get that
where Cramer's bound is used to estimate H k (y) by ce y ⊤ y 2 with positive constant c. Next we have to verify that K r satisfies the reproducing property. For any f ∈ H r we have that
holds. Thus, the function K r , given by (7), is indeed the reproducing kernel of the Hermite space H r and consequently, H r is a reproducing kernel Hilbert space.
It is well-known that function evaluation in a reproducing kernel Hilbert space is a continuous linear functional on that space.
We give two examples of Hermite spaces where the function r controls both the decay of the Hermite coefficients of the functions and the influence of the coordinates of the variables.
Weighted Hermite spaces with polynomially decaying coefficients
Let α > 1 and γ > 0. Then we define a function p α,γ :
and we note that
where ζ is the Riemann zeta function. Since p α,γ is summable, we can set r = p α,γ and consider the Hermite space H pα,γ of functions on the R. Then, the norm of H pα,γ can be written as
Hence, the Hermite coefficients of f have to decay polynomially with a rate of o(k −α/2 ) so that the norm becomes finite and, consequently, the function f belongs to the Hermite space H pα,γ .
According to Theorem 3.4 the reproducing kernel of H pα,γ is of the form
The next theorem states sufficient conditions for a function to be in the Hermite space H pα,γ of functions on the R. These conditions concern both the smoothness and the asymptotic behavior of the function at infinity. The theorem further gives a relation between the "smoothness parameter" α of the Hermite space and the actual smoothness of the function.
Theorem 3.5. Let β > 2 be an integer and f : R −→ R be a β-times differentiable function satisfying
is Lebesgue integrable for each j ∈ {1, . . . , β} and
where D x is the differential operator defined by (5) . Then f ∈ H pα,γ for any α ∈ (1, β − 1) and
Proof. Using integration by parts we obtain
Because of assumption (ii) there is a constantĉ > 0 such that
Now we can proceed in the same way, but for D j x f , j = 1, . . . , β − 1, instead of f , such that after β − 1 times we end up withf
So the k-th Hermite coefficient of f can be estimated by
2 |dx < ∞ and Cramer's bound is applied for obtaining the second estimate. Then the norm of f can be bounded,
if β − α > 1. Therefore, we have that f is in the Hermite space H pα,γ for any α ∈ (1, β − 1).
We can also show a reverse statement, i.e., the space H pα,γ contains functions which are differentiable up to some finite order.
Then, for any n ∈ N,
Moreover, we have that 
The continuity of the derivatives also follows by a basic theorem about uniform convergence, see with α j > 1 smoothness parameters. Then we define the function p α,γ :
which is summable, because
So we get the Hermite space H p α,γ which also can be written as the d-fold Hilbert space tensor product of Hermite spaces of functions on the R,
The reproducing kernel K p α,γ is the product of the kernels K pα i ,γ j ,
The Hermite coefficients of the functions of H p α,γ again have to decay polynomially and with the smoothness parameters α one can control the order of the polynomial decay for each direction separately. The weights γ determine the influence of the coordinates. Since we assumed that γ is a non-increasing sequence, the weights moderate the influence of the coordinates. That means that each coordinate is less or at most equally important than the previous coordinates. Because of the product-form of the function p α,γ we are dealing with so-called product weights, first introduced in Sloan and Woźniakowski [18] . Because of the weights γ we also call H p α,γ a weighted Hermite space. Furthermore, note that Theorem 3.5 can be extended to Hermite spaces H p α,γ of functions on the R d which means that the smoothness-parameters α correspond to the differentiability of the functions.
Weighted Hermite spaces with exponentially decaying coefficients
Let γ = (γ 1 , . . . , γ d ) be a sequence of non-increasing positive weights and
We define a function ǫ ω,γ :
with
we have that ǫ ω,γ is summable and we get the Hermite space H ǫω,γ which has the Hilbert space tensor product form
The Hermite coefficients of the elements of H ǫω,γ decay exponentially which is controlled by the parameter ω. We again have product weights and the influence of the coordinates can be determined by the choice of the weights (γ 1 , . . . , γ d ).
The reproducing kernel of H ǫω,γ is given by
which follows from Theorem 3.4. From Mehler's formula, see Szegő [19] , we can further derive, for each j = 1, . . . , d, the following formula
and thus,
From this representation of the reproducing kernel we see that for γ j < 1, j = 1, . . . , d, the reproducing kernel K ǫω,γ is positive.
We want to know more about the functions that are contained in the Hermite space H ǫω,γ .
In the previous subsection, Theorem 3. 
with w ∈ R d , belongs to H ǫω,γ for any weight sequence γ and any ω. This is true, because we have that the k-th Hermite coefficient is given by
and consequently, the norm of f is finite,
In addition, we can show that the functions in H ǫω,γ are analytic, i.e., analyticity is a necessary condition on the functions for being in the Hermite space of exponentially decaying Hermite coefficients.
Proof. Since γ j ≤ 1 for all j = 1, . . . , d, we have H ǫω,γ ⊆ H ǫ ω,1 with 1 = (1, . . . , 1). Therefore, it is sufficient to show analyticity for functions f which belong to H ǫ ω,1 . Let ℓ ∈ N d 0 and f ∈ H ǫ ω,1 . Analogue to the proof of Proposition 3.6 it can be shown that the derivative ∂ |ℓ| ∂x ℓ f exists and that we can interchange summation and differentiation, i.e., we obtain
Then,
where ω * = max j ω j . Now we show that f can locally be represented by its Taylor expansion.
For any y ∈ R d and any
Thus, we have that the Taylor expansion converges locally. It remains to show that the remainder R n of the Taylor polynomial, given by
vanishes if n goes to infinity. We have
.
Since x − y ∞ < 1−ω * ω * , we have for any j = 1, . . . , d,
such that we we can bound 1/ϕ d (y + t(x − y)) by some constant C 1 independent of n and t.
Hence,
, we get that R n → 0 as n goes to ∞. Thus, f is indeed analytic.
Multivariate integration and tractability in weighted Hermite spaces
A survey of the analysis of multivariate integration in reproducing kernel Hilbert spaces is given, e.g., in Dick and Pillichshammer [7] , where they study the integration of functions over the unit cube [0, 1) d . In the following, we intend to study multivariate integration of functions which belong to a Hermite space H r . For that, we consider the integral of functions f ∈ H r over the R d with respect to the Gaussian measure, i.e.,
The linear functional I is well-defined, because a Gaussian square-integrable function f also is integrable with respect to the Gaussian measure. Now we intend to approximate the d-dimensional integral (12) by a quasi-Monte Carlo rule, i.e., an equally weighted quadrature
f (x i ) with deterministic point set P = {x 1 , . . . , x n } ⊂ R d . For that, it is interesting to analyze the integration error of a QMC rule which depends on both the function f and the point set P.
Definition 3.8. Let H r be a Hermite space and let P be the quadrature points used in the QMC rule Q n,d .
(i) For f ∈ H r the QMC integration error of f is given by
(ii) The worst case error for QMC integration in H r is defined as
Since we know that a Hermite space has a reproducing kernel function K r , we can use the reproducing property of K r to get
where we have used continuity of integration on the space H r , which in turn follows from
Therefore the representer of integration is the function x → R d K r (x, y)ϕ d (y)dy. In the same manner we obtain
is the representer of the QMC rule. Now, the integration error e(f, P) can be estimated by
So for any point set P = {x 1 , . . . , x n } the worst case error e n,d (P, H r ) for QMC integration in the Hermite space H r is given by
Because of the linearity of the inner product we obtain
and further
Using the reproducing property of K r we end up with
If we now use that K r (x, y) = k∈N d 0 r(k)H k (x)H k (y), we get for the first term
and for the second term
Therefore, we obtain
To get an estimate for the integration error, we would like to have an upper bound for the worst case error e n,d (P, H r ). Since we have not chosen a specific point set P, we derive an upper bound through an averaging argument.
Definition 3.9. The Gaussian weighted root-mean-square error for QMC integration is
where e n,d (x 1 , . . . , x n ; H r ) is the worst case error of the point set P = (x 1 , . . . , x n ).
Proposition 3.10. Let H r be a Hermite space. Then the Gaussian weighted root-mean-square errorē n,d (H r ) for QMC integration is given bȳ
Proof. With (13) the Gaussian weighted root-mean-square error can be written as
and for i = j
we have that
So we end up withē 
Corollary 3.11 states that a sequence of point sets (P n ) n∈N can be chosen such that the convergence rate of the corresponding quasi-Monte Carlo method is (14) does not hold, we say that multivariate integration in H r is polynomially intractable.
We start with the Hermite space H p α,γ of functions with polynomially decaying Hermite coefficients and we will show that the choice of the weights γ is crucial for obtaining polynomial tractability. 
non-increasing sequence of weights and
with α min := min{α i : i = 1, . . . , d}.
Proof. From Corollary 3.11 we know that there exists a quasi-Monte Carlo method such that the worst case error can be estimated by
Due to (9) we get
Denote the smallest smoothness parameter as α min . Then the statement follows,
The upper bound (15) allows us to give sufficient conditions on the weights concerning the tractability of multivariate integration in the Hermite space H p α,γ . Let γ be an infinite nonincreasing sequence of positive weights and α be an infinite sequence of smoothness parameters.
Furthermore, assume that there exist a α min > 1 such that α j > α min holds for all j ∈ N. From (15) we obtain that
In the case that ∞ j=1 γ j < ∞ holds, the upper bound of the information complexity does not depend on the dimension d and thus we get a sufficient condition for strong polynomial tractability. If we suppose that lim sup
Theorem 3.14. Let γ = (γ 1 , γ 2 , . . .) ∈ (0, ∞) N be a non-increasing sequence of weights and 
polynomially tractable, if
In both cases the ε-exponent is at most 2, which comes from the averaging argument where we used the Gaussian-weighted root-mean-square error. However, we are convinced that there are quasi-Monte Carlo methods for which the ε-exponent can be improved. The d-exponent is given by ζ(α min )A with A defined in Theorem 3.14 and so it depends on both the weights and the smoothness parameters.
For the Hermite space with exponentially decaying coefficients we can show not only an upper bound but also a lower bound. With it, we are able to state sufficient and necessary conditions on the weight sequence for polynomial tractability. 
Proof. With Corollary 3.11 and the definition of ǫ ω,γ , see (10), we know that there exists a QMC method with
The statement directly follows, because
We again get sufficient conditions to the weight sequence to achieve polynomial tractability in H ǫω,γ . We have that multivariate integration is strong polynomial tractable if the weight sequence is summable and the integration problem is polynomial tractable if lim sup d j=1 γ j / ln(d) < ∞. However, to show that these conditions are not only sufficient but also necessary, we need a lower bound on the worst case error. For that, we have to choose our weights small enough such that the reproducing kernel K ǫω,γ is positive. 
with c(ω)
Proof. With (13) we have that
holds for any QMC method with P = {x 1 , . . . , x n }. Since all weights γ j are smaller than 1, we know from (11) that K ǫω,γ (x i , x j ) > 0 and so we neglect all terms with i = j. Hence,
For any i = 1, . . . , d we get from (11) that
where x i,j is the j-th entry of x i . Putting everything together, we get
Now we assume that γ is a non-increasing infinite sequence of weights γ j ∈ (0, 1). Moreover, we suppose that ω ∈ (0, 1) N is a sequence such that ω j ≥ ω min > 0 for all j ∈ N. It follows from Proposition 3.16 that
and thus the information complexity grows exponentially in d. If we assume that γ j → 0 and 
Quasi-Monte Carlo integration and orthogonal transforms
In this section we study the influence of orthogonal transforms on the efficiency of QMC algorithm.
Error analysis
First, let us summarize the results which we have until now. Due to (2) we know that the error of the quasi-Monte Carlo algorithm is bounded by the sum of the discretization error and the integration error. For the discretization error we have the estimate (3) which states that the error can be reduced by increasing the fineness of the discretization grid. The convergence rate of the discretization step depends on the given time-continuous problem as well as on the discretization method. Moreover, we denote by f d the d-dimensional function which we obtain after the discretization and we assume that for every d the function f d belongs to a weighted Hermite space in which multivariate integration is polynomially tractable. Then,
with constants c 1 , c 2 > 0. The exponent q 1 > 0 corresponds to the discretization method and So let us revisit the estimation of of the integration error. Because of the change-of-variable formula for multi-dimensional integration we have for any orthogonal transform U : 
x j ) which belongs to H p α,γ . We further assume that α is a d-dimensional vector of integers larger than 1. For the k-th Hermite coefficient we get, by using the exponential generating function,
The norm of f d is given by
where m α is a polynomial of degree α − 1. Moreover, m α (1/d) is monotonically decreasing in d and m α (0) = 1. If we now choose the weights γ as γ j = j −2 , we would achieve that integration in H p α,γ is strong polynomially tractable, due to Theorem 3.14. However, we can bound 
0 else and consequently,
This means that the upper bound of the integration error does not depend on d if we choose our weights γ such that strong polynomial tractability holds.
Orthogonal transforms
As we have seen above, the convergence of a quasi-Monte Carlo algorithm can be influenced by applying an orthogonal transform to the integration problem. However, it is crucial to choose the orthogonal transform tailored to the integration problem to improve the efficiency of the quasi-Monte Carlo algorithm, but in general this is not an easy problem at all. A first attempt to get a better understanding of the behavior of the orthogonal transforms is to study the relation of the Hermite coefficients of f and f • U .
For an orthogonal transform U of the R d we define the mapping 
and so we have that A U preserves the inner product. Moreover, we have that A U is linear as well
the inverse of A U is given by A U −1 .
Apart from this, we look for a nice representation of A U . For that, we define sub-spaces of 
Recall that the k-th Hermite polynomial is given by
where G is the exponential generator function of the Hermite polynomials. For any orthogonal transform U of the R d we know that
holds, and so we obtain
In the same way, we have for a sequence (β 1 , . . . , β m ) ∈ {1, . . . , d} m of indices
Since there are only derivatives of order m involved, H k (U x) with |k| = m can be written as a 
Proof. This can be seen by noting that the right-hand side is just a multinomial coefficient,
..,km , and by using elementary combinatorics.
To use the representation of equation (19) we want a space that takes account of the order of differentiation,
Denote the canonical basis of K (m) by (b β ) β∈{1,...,d} m . Next we define the linear operator,
the adjoint operator of which is given by
Proposition 4.5. The linear operator J m is an isometry and consequently, J
So we have
With Lemma 4.4 we get that S(β)=k
According to equation (19) the application of an orthogonal transform U can be represented in the space K (m) as a matrix-vector multiplication with the matrix given by the m-fold Kronecker product of U :
Therefore, the mapping A U,m is of the form
which can be illustrated by the commutative diagram: m = 2 and consider A U,2 as well as the projection f 2 of f onto the space (2) to K (2) , has the matrix representation
and J * 2 is given by the transpose of J 2 . Moreover, U ⊗2 can also be written as a matrix. Thus, we get the vector containing the Hermite coefficients of A U,2 f 2 by matrix-vector multiplication, i.e.,
Since it suffices to know the Hermite coefficients of a function, we fully know how the orthogonal transform affects the function f 2 .
Because of Theorem 4. 
Then it follows that J , as defined above, is still a isometry between H r and K as well as J * J = id Hr . Nevertheless, ∞ m=0 U ⊗m is not a Hilbert space automorphism on K equipped with the norm (21) . Consequently, we get that, in general,
Thus, we can use orthogonal transforms in the sense that we choose for a given function f ∈ H r an orthogonal transform U such that the norm of A U f grows slower in d than f r .
The problem of finding an orthogonal transform that makes the norm smaller is not an easy one. However, note that there exists at least one orthogonal transform such that the transformed problem is not worse than the original one, namely the identity.
In Irrgeher and Leobacher [10, 11] a "regression algorithm" is introduced which determines an orthogonal transform tailored to the given problem which is optimal in some sense. The idea of the algorithm is to approximate the function f by an linear function using a linear regression approach. For the linear function it is easy to determine an orthogonal transform so that the linear function becomes one-dimensional. Then this orthogonal transform is used together with a QMC rule to solve the original integration problem.
It turns out that this algorithm fits well into the setting of Hermite spaces. Let f be in a Furthermore, we want to mention that it can happen that a function does not belong to the Hermite space H r , but after applying an orthogonal transform the function is in H r . To illustrate that we consider the following simple example. Applying the transform to the function f we have A U f (x) = f (U x) = f 1 (x 2 )f 2 (x 1 ). Hence,
A U f p (α 1 ,α 2 ),(γ 1 ,γ 2 ) = f 1 pα 2 ,γ 2 f 2 pα 1 ,γ 1 < ∞ and A U f ∈ H p (α 1 ,α 2 ),(γ 1 ,γ 2 ) . Although f itself is not in the Hermite space, we know that the error bound (18) holds if we apply the orthogonal transform U to the function f .
Conclusion
We have studied the effect of orthogonal transforms on the effectivity of QMC integration. We have put forward rigorous models in the framework of weighted norms and reproducing kernel Hilbert spaces. Furthermore, we have shown how to compute the norm of a function that is concatenated with an orthogonal transform. This makes it possible to measure whether the orthogonal transform makes the weighted norm smaller.
Of course, it would be desirable to have an algorithm at hand for finding an optimal (or at least a good) orthogonal transform for a given function that minimizes the weighted norm of the transformed function. This has already been tried in Imai and Tan [9] as well as in Irrgeher and Leobacher [10, 11] , but those approaches rely on linear approximations of the function and therefore may fail spectacularly for simple but nonlinear functions. We have paved the way for more general algorithms that are similar in spirit but take higher orders of the Hermite expansion into account. But a practical algorithm that, for example, proceeds by approximating the integrand by a quadratic polynomial, has yet to be developed.
We have defined and studied multivariate integration in weighted Hermite spaces. We have succeeded in giving sufficient conditions on the weight sequence for polynomial tractability and strong polynomial tractability in weighted Hermite spaces with polynomially decaying coeffi-cients. Necessary conditions have yet to be found, but we conjecture that they might coincide with the sufficient ones. Moreover, we have given necessary and sufficient conditions on polynomial tractability and strong polynomial tractability for a class of weighted Hermite spaces with exponentially decaying coefficients.
The question of finding concrete point sets for QMC integration in the spaces considered is completely open. Likely candidates are maps of classical low-discrepancy sequences in the unit hypercube to the R d via the inverse cumulative distribution function of the standard normal distribution.
In any case we have contributed to the problem of explaining the efficiency of QMC integration for very high-dimensional problems by providing a general and flexible framework, namely that of Hermite spaces and orthogonal transforms, and by giving important first results on the subject in this framework.
