The A-stability properties of continuous and discontinuous Galerkin methods for solving ordinary differential equations (ODEs) are established using properties of Legendre polynomials and Gaussian quadrature rules. The influence on the Astability of the numerical integration using Gaussian quadrature rules involving a parameter is analyzed.
Introduction. In this paper, the A-stability of various (continuous and discontinuous) Galerkin schemes for the solution of an initial value problem in ordinary differential equation (ODE) is analyzed. Even if
A-stability of a method for solving ODE is an old well-studied subject, the contribution of this paper is in the presentation of a new proof of A-stability in Section 4.1 which points out the link between A-stability, Legendre polynomials, and Gaussian quadrature rules.
The stability results are obtained using a variety of Gaussian quadrature formulas of integrals defining the Galerkin finite element methods for problems of the formẏ (t) = f y(t),t , 0 ≤ t ≤ T , y(0) = y 0 .
(1.1)
Continuous and discontinuous Galerkin methods have played an important role in the recently developed approach to global error estimation and control for numerical approximations of ODEs [8, 15, 16, 24] . In particular, the stability analysis is an important issue and has motivated our work.
for m = 1,...,M, the quadrature rule (γ) , (3.2) which depends on a parameter γ ∈ [−1, 1], is exact for polynomials of degree M −1. It follows that the formula is also exact for polynomials of degree 2M −2 and for polynomials of degree 2M −1 if γ = 0. Gauss-Legendre quadrature rules correspond to γ = 0, Gauss-Radau quadrature rules correspond to γ = ±1, and for 0 < |γ| < 1, we obtain intermediate quadrature rules. We will use the following notation for the interval [−1, 1]:
We remark the following identities for Legendre polynomials:
for j = 0,...,M − 1,
(3.6)
A-stability analysis.
We will analyze the A-stability properties of the methods corresponding to approximate and discretized problems with respect to the parameter γ for the following cases:
(1) L = 0: the completely discontinuous method introduced in [3] ; (2) L = 2 with u n (t n−1 ) = U n−1 and u n (t n ) = U n : the continuous method presented in [19, 20] ; (3) L = 1 with u n (t n ) = U n : the discontinuous method described in [25] , and also a special case of the discontinuous α-method of [4] (α n = 1 for all n); (4) L = 1 with u n (t n ) = U n−1 : a special case of the discontinuous α-method of [4] (α n = 0 for all n). For the A-stability analysis, we consider the following form of (1.1):
and we solve Problem 2.1 to obtain
where
is a rational function and h n = t n − t n−1 .
Definition 4.1. The region of stability of a method is the set
Let Re(z) be the real part of z; a method is said to be
To obtain (4.2) from Problem 2.1, let
form a basis for P K (I n ) and P K+1−L (I n ). Hence, the polynomial u n (·) that we look for can be
. Then Problem 2.1 becomes the following problem.
Problem 4.2. Let U 0 = y 0 , and for n = 1,...,N, find a n0 ,...,a nK ,U n ∈ R, such that
In the sequel of this paper, we will use the notation R L,K (z; γ) for the amplifying factor R(λh n /2), and λh n /2 is replaced by z. 
The case
Hence, for the stability analysis, the approximate problem is equivalent to the discretized problem for γ = 0.
In this case, we have the following system:
for j = 0,...,K, and
which is equivalent to
. . .
The computation of R 0,K (z; γ) is based on the following two lemmas.
Then, for k ≤
for n = 0, 1, 2,..., and where p j (z) is a polynomial of degree j in z (p −1 (z) = 0).
As a direct consequence of Cramer's rule, we have
and from the properties of A k , we obtain
for K = 0, 1, 2,.... From Lemma 4.4,
and we have the following results.
Lemma 4.5. The polynomials Q k (z) can be generated recursively by
Proof. The proof is a direct consequence of Lemma 4.3.
Then a 00 = a 10 = a 11 = 1, and for K ≥ 2, we have
for i = 0,...,K, considering a Kj = 0 if j < 0 or j > K. Then the result follows by induction.
Theorem 4.7. Let P K+1 (z; γ) = Q K+1 (z) + γzQ K (z). Then
.
(4.15)
Moreover, the following limits exist:
From the properties of A k of Lemma 4.3, we obtain the following expression. 
Lemma 4.8. For any complex number z,
z A 1K + γzA 1K−1 A 0K + γzA 0K−1 = γ|z| 2K+2 + K i=0 (2i + 1)z i |z| 2i A i+1,K + γzA i+1,K−1 2 ,(4.
i) The method corresponding to the approximate problem (4.5) is A-stable but not stiff A-stable.
(
2). Then the method corresponding to the discretized problem (4.5) is A-stable for γ = [−1, 0] and stiff A-stable for
Proof. We recall that the result for the approximate problem corresponds to the result for the discretized problem for γ = 0. For the A-stability, using Lemma 4.9, we observe that |R 0K (z; γ)| < 1 is equivalent to 
Remark 4.12. Since R 0K (z; γ) = 1/R 0K (−z; −γ), the stability region for −1 ≤ γ < 0 is the exterior of the mirror image in the imaginary axis of the corresponding region for −γ. For γ = 0, the stability region is the left half-plane. Thus, it is sufficient to describe the bounded regions for 0 < γ ≤ 1. analyzed; they appear in [7, 18, 27, 28] .
Remark 4.14. The proof of the A-stability presented here seems to be new in the sense that it uses only elementary properties of Legendre polynomials and Gaussian quadrature rules. However, we do not obtain the stability region in the case γ ∈ (0, 1], we obtain only the fact that it is not A-stable. One way to obtain the stability region is to use the order stars approach [21, 22] . Then the system is
for j = 0, 2,...,K − 2, and
Solving (4.25) for a n0 using Cramer's rule, we obtain 26) and the next result follows. The system is
But, this system is equivalent to
for j = 1,...,K − 1, and
Hence, 
