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Abstract
We consider the large N expansion of the partition function for the Hermitian one-matrix model. It is 
well known that the coefficients of this expansion are generating functions F(g) for a certain kind of graph 
embedded in a Riemann surface. Other authors have made a simplifying assumption that the potential V is 
an even function. We present a method for computing F(g) in the case that V is not an even function. Our 
method is based on the string equations, and yields “valence independent” formulas which do not depend 
explicitly on the potential. We introduce a family of differential operators, the “string polynomials”, which 
make clear the valence independent nature of the string equations.
© 2015 The Author. Published by Elsevier B.V. This is an open access article under the CC BY license 
(http://creativecommons.org/licenses/by/4.0/). Funded by SCOAP3.
1. Introduction
We consider a partition function defined by
Zn,N(t) =
∫
Rn
exp
[
−N
n∑
i=1
V (λi; t)
] ∏
1≤i<j≤n
(λi − λj )2 dnλ. (1)
We assume that the potential function V is a polynomial:
V (λ; t) = 1
2
λ2 +
d∑
j=1
tj λ
j . (2)
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the parameter td is such that the real part of td is positive. By replacing the domain of integration 
Rn with γ n, where γ is an appropriately chosen contour in the complex plane, it is possible to 
remove these restrictions [4].
The partition function in (1) is the normalization constant for the induced measure on eigen-
values arising from the following probability measure on n × n Hermitian matrices [6]:
dPn(M) = 1
Z˜n,N (t)
exp [−NV (M; t)] dM. (3)
The factor dM is Lebesgue product measure n2 real degrees of freedom of M .
We are interested in the partition function (1) because it has a topological expansion whose 
coefficients are generating functions for a certain kind of embedded graph call a map [3,8]. 
Letting n, N → ∞ with the ratio n/N = x held fixed, we have
log
Zn,N(t)
Zn,N (0)
∼
∑
g≥0
F (g)(x, t)N2−2g, (4)
F (g) =
∑
∈ genus g maps
vert’s of valence ≤d
xFaces()
d∏
j=1
(−tj )Vj ()
Vj ()!
. (5)
Here Vj () is the number of j -valent vertices of ; that is, vertices at which exactly j edges 
meet. We use ∼ to mean that for any g ≥ 0, truncating the series after terms of order N2−2g
results in an approximation with error O(N1−2g) as n, N → ∞ with n/N = x.
A map of genus g is an equivalence class of labeled graphs embedded in genus g compact 
connected oriented surface. Two embedded graphs are equivalent if an orientation preserving 
homeomorphism of the surface takes the vertices and edges of one to those of the other, preserv-
ing labels. A map is equipped with the following labels: each of the map’s kj vertices of each 
valence j has a unique label 1, . . . , kj ; and also for each vertex, one incident edge is marked with 
an arrow pointing away from that vertex. This marking of edges can be represented as a function 
f from the vertex set to the edge set such that each vertex V is incident f (V ).
The expansion (4) was used by Bessis, Itzykson and Zuber [3]. Ercolani and McLaughlin [8]
gave a rigorous proof that an expansion of the form (4) exists, and proved analytical properties 
of the expansion. In particular, expansions of derivatives of logZn,N(t)/Zn,N (0) with respect 
to any tj can be computed by termwise differentiation of the series (4). The same is true for 
differentiation with respect to x, but for more complicated reasons; see Section 4.1.3 of [14] for 
a proof that this property is equivalent to the string equations.
This paper addresses the problem of computing the generating functions F (g), a problem 
which has been studied by several authors [3,2,13,12,11,9,7,10,4,1,14]. These articles give a va-
riety of methods for computing F (g), and yield formulas given in terms of a variety of choices of 
variables. In this article we focus on valence independent formulas. Formulas of this kind allow 
derivatives with respect to x but forbid explicit dependence on the potential V or its parame-
ters tj . For example we find that
F (1) = − 1
12
log
z
x
+ 1
24
log
(
(u′)2z− (z′)2
)
, (6)
where z and u are defined in equations (16)–(17) and the notation ′ indicates ∂x . Other authors 
assume that the potential V is an even function; this assumption significantly reduces the diffi-
culty of computing F (g), for example with this assumption we have u = 0. Thus our formula (6)
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valence independent approach was first used by Shirokura [13].
For the purpose of computing the generating functions F (g), it is difficult to work with the 
partition function directly. Szego’s relation (7) and the Hirota–Szego relation (8) give two fun-
damentally different relations between the partition function and recurrence coefficients for a 
family of orthogonal polynomials:
Zn+1,NZn−1,N
Z2n,N
= n+ 1
n
rn,N . (7)
rn,N ∼ 1
N2
∂2
∂t21
log
Zn,N(t)
Zn,N (0)
(8)
Strategies for computing F (g) may involve using string equations to compute higher order 
asymptotics of the recurrence coefficients rn,N , then lifting this information to the level of the 
partition function Zn,N . For example [3] uses (7), [9] uses (8) and [1] uses Bleher–Its defor-
mation. We will use (7); the mathematical rigor of our use of this formula was established in 
Section 4.1.4 of [14]. Strategies for computing F(g) which are based on loop equations [2,12]
avoid the recurrence coefficients rn, but involve computing higher order asymptotics of random 
matrix correlators. It is also possible to compute F(g) directly from the Riemann–Hilbert problem 
for orthogonal polynomials [14].
Let us now define the coefficients rn and explain the string equations which govern them. The 
monic orthogonal polynomials pn,N arise from the following (non-Hermitian) inner product and 
orthogonality relation:
〈F(λ),G(λ)〉 =
∫
R
F(λ)G(λ) exp (−NV (λ; t)) dλ. (9)
〈
pn,N (λ),λ
m
〉=0 for all m< n. (10)
Thus the two indices of pn,N are the polynomial degree n, and the potential scale N . The 
polynomials pn can be constructed by the Gram–Schmidt process. As is well known [6], the 
polynomials satisfy a three term recurrence:
λpn,N(λ) = pn+1,N (λ)+ sn,Npn,N (λ)+ rn,Npn−1,N (λ). (11)
This defines the recurrence coefficients rn. The three term recurrence (11) can be expressed in 
terms of a Jacobi matrix L:
L =
⎛⎜⎜⎜⎝
s0 1 0 0
r1 s1 1 0
0 r2 s2 1
. . .
. . .
. . .
⎞⎟⎟⎟⎠ . (12)
Let p = (pn(λ))n≥0 be the column vector of all orthogonal polynomials for the potential V ; then 
the three term recurrence can be encoded as a matrix equation
λp = Lp. (13)
Following Bleher and Deaño [4], we use the string equations
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n
N
= V ′(L)n,n−1. (15)
A differenced form of these equations was used in [9]. Equation (14) can be derived as follows. 
Integrating by parts, one finds that
0 =
∫
p′n(λ)pn(λ) e−NV (λ) dλ
= N
∫
pn(λ)
2V ′(λ) e−NV (λ) dλ
= N ‖pn‖2 V ′(L)n,n.
An analogous calculation, but starting with
n‖pn−1‖2 =
∫
p′n(λ)pn−1(λ)e−NV (λ) dλ
establishes (15).
We now explain how the continuum limit of string equations can be used to compute the 
generating functions F (g). The following asymptotic expansions for recurrence coefficients with 
shifted indices were proven in [9]:
rn+k,N ∼ exp
(
kN−1∂x
)∑
g≥0
zg(x, t)N
−2g, (16)
sn+k,N ∼ exp
(
kN−1∂x
)∑
g≥0
ug(x, t)N
−g. (17)
Thus we have defined zg and ug to be the asymptotic coefficients in the expansions (16)–(17). 
We will use the abbreviations z = z0 and u = u0. Inserting these expansion in the string equations 
gives the continuum limit of the string equations. By extracting terms at order N−2g from the 
continuum limit of string equations, one can solve for zg and u2g in lower order terms. Inserting 
the expansions (16)–(17) and the topological expansion (4) in the Szego relation (7), one may 
solve for F (g) in terms of the variables zg′, g′ ≤ g:
F (g) =
g∑
m=0
(1 − 2m)B2m
(2m)! ∂
2m−2
x z˜g−m (18)
The constants B2m are Bernoulli numbers, and the cumulants ˜zg are defined by∑
g≥0
z˜gN
−2g ∼ log
∑
g≥0
x−1zgN−2g. (19)
g 0 1 2 3
z˜g log zx
z1
z
z2
z
− z212z2 z3z − z2z1z2 +
z31
3z3
(20)
In [3], formula (18) was obtained using the Euler–MacLaurin formula. As was noted in [1], 
further justification is required to make this approach rigorous. A rigorous proof of (18) has been 
given in Section 4.2.1 of [14].
The rest of our paper is organized as follows. In Section 2 we prove a theorem concerning the 
structure of the string equations; Theorem 1 describes the terms arising in the string equations as 
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that our method results in valence independent formulas is essentially that the string polynomials 
do not depend on the potential. In Section 3 we demonstrate our method by computing F(1), 
arriving at formula (6). We have obtained an analogous formula for F (2), which we state in 
Section 3.5. In Section 3.4 we prove a structure theorem for valence independent formulas for 
ug and zg . To compute F (g) using formula (18) it is necessary to evaluate an indefinite integral 
with respect to x. It turns out that in the cases g = 1, 2 this integral can be computed in closed 
form, but we have no proof that this happens for all g > 0.
2. String polynomials
Let us sketch an outline of this section. In Section 2.1 we state Theorem 1, asserting that the 
x-derivative structure of the string equations can be expressed in terms of a family of valence 
independent “string polynomials”. We then reduce Theorem 1 to Lemma 1, which essentially 
allows us to work with each time variable separately. In Sections 2.2–2.4 we prove Lemma 1. 
Our proof gives a formula for the string polynomials, which is stated in Lemma 3.
2.1. String polynomials
In this section we will use the following notations
rn,N ∼ r =
∑
g≥0
zgN
−2g, (21)
sn,N ∼ s =
∑
g≥0
ugN
−g. (22)
That is, we are defining r and s to be the formal series for the asymptotic expansions of rn,N
and sn,N . Note that ∼ has the same meaning as in (5); let us give two examples marking the 
distinction between ∼ and =. First exp(−N) ∼∑g≥0 0 × N−g = 0, where the sum converges 
to the “wrong” limit; and second 
∫∞
0 (1 + τ/N)−1 exp(−τ) dτ ∼
∑
g≥0(−1)gg!N−g , where the 
sum diverges (this example is the Stieltjes function, see [5]).
We will use the notation 
√
r for the asymptotic expansion of a particular branch of the square 
root of rn. Let us explain how this branch is chosen: if one works with orthonormal polynomials 
Pn (with positive leading coefficients) instead of monic orthogonal polynomials pn, the three 
term recurrence becomes λPn = Rn+1Pn+1 + SnPn +RnPn−1. The new coefficients are related 
to those for monic orthogonal polynomials by Sn = sn and R2n = rn, thus we define √rn = Rn.
The variables r and s allow us to analyze the x-derivative structure of the string equations 
before stratifying terms by genus. We will use integer partitions as multi-indices to describe 
differentiation:
∂λx f (x) :=
l(λ)∏
i=1
(
∂λix f (x)
)
, (23)
where l(λ) is the number of parts of the partition λ. Since x-derivatives in (16)–(17) are al-
ways accompanied by powers of N−1 it natural to differentiate with respect to n = xN , that is 
∂nf (x) := N−1f ′(x). Thus for example ∂(4,2,1)n s = N−7s(4)s′′s′.
We will use the notation [hp] for the hp coefficient of a Laurent series in powers of h. That 
is,
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2πi
∮
0
G(h)h−p dh
h
.
In Section 2.4, we will prove the following theorem.
Theorem 1 (Existence of string polynomials). There are polynomials (with coefficients in the 
ring Q[r, r−1]) P (a)λ,η(∂r , ∂s) indexed by integer partitions λ, η such that the continuum string 
hierarchy can be expressed as
0 ∼
∑
λ,η
∂λn s ∂
η
n r P
(a)
λ,η(∂s, ∂r ) · [h0]V ′(h+ s + rh−1) (24)
x ∼
∑
λ,η
∂λn s ∂
η
n r P
(b)
λ,η(∂s, ∂r ) · [h0]V ′(h+ s + rh−1) (25)
The string polynomials P (aor b)λ,η do not depend on the potential V . Furthermore, they can be cho-
sen to have polynomial degree at most one in ∂r , and are uniquely determined by this condition.
We now reduce Theorem 1 to a lemma which will allow us to work with one power of the 
Jacobi operator L at a time. Define the polynomials P˜ (a)λ,η,J , P˜
(b)
λ,η,J by
(LJ−1)n,n ∼
∑
λ,η
P˜
(a)
λ,η,J (s, r) ∂
λ
n s ∂
η
n r, (26)
(LJ−1)n,n−1 ∼
∑
λ,η
P˜
(b)
λ,η,J (s, r) ∂
λ
n s ∂
η
n r. (27)
Unlike the polynomials P (aor b)λ,η , it is clear that the polynomials P˜
(aor b)
λ,η,J exist. For example, if we 
let J = 3, then (26) becomes
L2n,n = rn+1 + s2n + rn
∼
(
s2 + 2r
)
+N−1 (2ss′ + r ′)
+N−2
(
(s′)2 + ss′′ + 1
2
r ′′
)
+ . . . . (28)
The first several polynomials P˜ (a)λ,η,3(s, r) can be immediately read off from the above example. 
For example P˜ (a)1,φ,3(s, r) = 2s, and P˜ (a)1+1,φ,3(s, r) = 1.
Lemma 1. For all λ, η there exist polynomials P (a)λ,η , P
(b)
λ,η , such that the following identity holds for all J :
P˜
(a)
λ,η,J (s, r) = P (a)λ,η(∂s, ∂r ) · [h0](h+ s + rh−1)J−1, (29)
P˜
(b)
λ,η,J (s, r) = P (b)λ,η(∂s, ∂r ) · [h−1](h+ s + rh−1)J−1. (30)
We will prove Lemma 1 in Section 2.4.
Proof that Lemma 1 implies Theorem 1. First consider the string equation 0 = V ′(L)n,n. We 
must show that the right hand side is as given in Theorem 1:
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V ′(L)n,n =
∑
J≥1
J (tJ + [1 if J = 2])(LJ−1)n,n
∼
∑
λ,η
∂λn s ∂
η
n r
∑
J≥1
J (tJ + [1 if J = 2])P˜ (a)λ,η,J (s, r)
=
∑
λ,η
∂λn s ∂
η
n r
∑
J≥1
J (tJ + [1 if J = 2])
×P (a)λ,η(∂s, ∂r ) · [h0](h+ s + rh−1)J−1
=
∑
λ,η
∂λn s ∂
η
n rP
(a)
λ,η(∂s, ∂r ) · [h0]V ′(h+ s + rh−1).
An analogous calculation applies for the other string equation x = V ′(L)n,n−1. 
2.2. Motzkin path formulation of string equations
A Motzkin path of length 
 is a function p from {0, 1, 2, . . . , 
} to Z such that p(m + 1) −
p(m) ∈ {−1, 0, 1} for each m. We also think of p as the piecewise linear function obtained 
by joining points on the graph of p with line segments. Because the matrix L is tridiagonal, the 
entries of a power of L can be expressed in terms of a sum over Motzkin paths. Let M(J−1)0,0 be the 
set of Motzkin paths of length J − 1 that start and end at height 0 (that is, p(0) = p(J − 1) = 0). 
Then
LJ−1n,n =
∑
p∈MJ−10,0
C(p) (31)
C(p) :=
len(p)−1∏
i=0
⎧⎪⎨⎪⎩
1 if p(i + 1) > p(i),
sn+p(i),N if p(i + 1) = p(i),
rn+p(i),N if p(i + 1) < p(i).
(32)
We call the quantity C(p) the contribution of the Motzkin path p. The string equations can be 
expressed in Motzkin path form:
0 = sn +
∑
j
j tj
∑
j−1
C(p), (33)p∈Mn,n
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N
= rn +
∑
j
j tj
∑
p∈Mj−1n,n−1
C(p). (34)
We wish to use the Motzkin path form of the string equations to state a formula for the modified 
string polynomials P˜ (aor b)λ,η,J . From equation (26), which defines the polynomials P˜ (a)λ,η,J , it is clear 
that there exist polynomials Cλ,η(p) such that
C(p) =
∑
λ,η
Cλ,η(p)∂
λ
n s ∂
η
n r. (35)
The quantities Cλ,η(p), which are polynomials in r and s, can be easily found by substituting 
the asymptotic expansions for index-shifted recurrence coefficients and collecting terms. Thus∑
λ,η
P˜
(a)
λ,η,J ∂
λ
n s ∂
η
n r = LJ−1n,n
=
∑
p∈M(J−1)0,0
C(p)
=
∑
p∈M(J−1)0,0
∑
λ,η
Cλ,η(p)∂
λ
n s ∂
η
n r;
and therefore we have
P˜
(a)
λ,η,J =
∑
p∈MJ−10,0
Cλ,η(p), (36)
P˜
(b)
λ,η,J =
∑
p∈MJ−10,−1
Cλ,η(p). (37)
For example, consider the Motzkin path p shown in Fig. 1. The path p contributes C(p) =
sn+1rn+2rn+1rns2n−1 to the quantity L
9
0,0, calculated as a sum over Motzkin paths according to 
formula (31). To find the contribution C1,φ(p) of this path to the string polynomial P˜ (a)1,φ,10, we 
substitute the series
sn+k,n ∼ s + k1!N
−1s′ + k
2
2!N
−2s′′ + . . . , (38)
rn+k,n ∼ r + k1!N
−1r ′ + k
2
2!N
−2r ′′ + . . . (39)
in the formula for C(p) and read off the N−1s′ term:
C(p) = sn+1rn+2rn+1rns2n−1
= s3r3 +N−1
(
−s2r3s′ + 3s3r2r ′
)
+O(N−2)
=⇒ C1,φ(p) = −s2r3.
Notice that in this example, computing the contribution of a path to a string polynomial amounts 
to selecting one flat step of the Motzkin path from which to choose the N−1∂x term in expansion 
(38); from all other steps we choose the leading order term s or r .
We now give a formula for modified string polynomials in terms of Motzkin paths. Define a 
marking of a Motzkin path p with partitions λ, η to be a pair of functions (φ→, φ↘) where: φ→
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of η the left endpoint of a distinct downward step of p. If the Motzkin path does not have enough 
flat or downward steps for such an assignment to be possible, then we take the value of the sum 
in (40) to be zero. The contribution of the Motzkin path p to P (a)λ,η can be computed as a sum over 
all markings of p with λ and η. Also, for a path p let → (p), ↘ (p) respectively be the number 
of flat and downward steps of p.
Lemma 2.
P˜
(a)
λ,η,J (s, r) =
∑
p∈M(J−1)0,0
∑
φ→,φ↘
s→(p)r↘(p)
∏
i
p(φ→(i))λi
λi !s
∏
i
p(φ↘(i))ηi
ηi !r (40)
Proof. Notice that the dependence of the right hand side on λ and η is through the conditions on 
the markings φ→, φ↘ explained above. We compute the modified string polynomial according to 
formula (36). For each downward step of the Motzkin path, we must sum over possible choices 
of a term in the expansion rn+p(i) =∑m p(i)m∂mn r/m!. Similarly for each flat step of the path. 
The sums over the markings φ↘ and φ→ encode these markings. 
2.3. Example P (a)φ,2
In this section we give a formula for the string polynomial P (a)λ,η in the case that λ is the empty 
partition, and η has a single part of size m. We will then restrict to the case m = 2 and compute 
P
(a)
φ,2 explicitly. Our proof of Theorem 1 in the next section simply generalizes the calculation 
here.
Appealing to formula (40), let us identify the conditions on the sum over φ→ and φ↘. Since 
the partition λ = φ is empty, there is no sum over choices of φ→. The function φ↘ assigns the 
single part m of the partition η to one of the downward steps of the Motzkin path p. This is the 
unique downward step i from which we choose the N−m∂mx term from the expansion on rn+p(i). 
Let i1, j1, k1 be the numbers of upward, flat, and downward steps of p before this special step, 
and i2, j2, k2 be the numbers of upward, flat and downward steps after it. Clearly we have the 
following relations:
2∑
α=1
iα + jα + kα = J − 2, (41)
2∑
α=1
iα − kα = 1. (42)
Notice that from any given starting height, the number of Motzkin paths with numbers i, j , k of 
upward, flat, and downward steps will be given by the trinomial coefficient 
( ∗
i, j, k
)= (i+j+k)!
i!j !k! . 
Then the string polynomial can be calculated as follows:
P˜
(a)
φ,m(s, r;J ) =
∑
∑
α iα+jα+kα=J−2∑
α iα−kα=1
sj1+j2rk1+k2 (i1 − k1)
m
m!
×
( ∗ )( ∗ )
. (43)
i1, j1, k1 i2, j2, k2
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by the difference between the numbers i1, k1 of upward and downward steps.
We now use combinatorial tricks to evaluate the right hand side in formula (43). Instead of 
explicitly putting conditions on the sum, we introduce dummy variables 
 for the length of the 
path, and h for the change in height of the path.
P˜
(a)
φ,m,J (s, r)
= [h1
J−2]|hα→h
∑
i1,...,k2≥0
(i1 − k1)m
m!
2∏
α=1
[
(
hα)
iα (
s)jα (
rh−1α )kα
( ∗
iα, jα, kα
)]
= [h1
J−2]|hα→h
∑
i1,...,k2≥0
(i1 − k1)m
m! r
−1/2
×
2∏
α=1
[
(

√
rhα)
iα (
s)jα (

√
rh−1α )kα
( ∗
iα, jα, kα
)]
= [h1
J−2]|hα→h
(h1∂h1)
m
m!
∑
i1,...,k2≥0
r−1/2
×
2∏
α=1
[
(

√
rhα)
iα (
s)jα (

√
rh−1α )kα
( ∗
iα, jα, kα
)]
= [h1
J−2]|hα→h
(h1∂h1)
m
m! r
−1/2
2∏
α=1
1
1 − 
(√rhα + s + √rh−1α )
. (44)
The order of operations reads from right to left: apply derivatives, set hα’s equal to h, then 
extract the series coefficients. Let us comment that in formula (44), the coefficient of 
J−2 must 
be extracted first, then the coefficient of h1, and not vice-versa.
For any particular value of m, we are able to evaluate the derivatives in equation (44) symboli-
cally, then use familiar Taylor series to extract the appropriate coefficients. Consider the example 
m = 2. Evaluating the two derivatives in (44), we are able to calculate
P˜
(a)
φ,2,J (s, r)
= [h1
J−2] (h+ h
−1)
/2
(1 − 
s − 
√r(h+ h−1))3 +
(h2 − 2 + h−2)
2√r
(1 − 
s − 
√r(h+ h−1))4
= [h1
J−2]
(
1
4
∂s∂√r +
1
6
√
r∂s∂
2√
r
− 2
3
√
r∂3s
)

−1
1 − 
s − 
√r(h+ h−1)
=
(
1
4
∂s∂
√
r +
1
6
√
r∂s∂
2√
r
− 2
3
√
r∂3s
)
[h1](√rh+A+ √rh−1)J−1
=
(
1
6
∂2s +
1
12
∂r
)
[h0](h+ s + rh−1)J−1. (45)
We have expressed the coefficient P˜ (a)φ,2,J (s, r) as a differential operator acting on (h + s +
rh−1)J−1, exactly as in equation (29). In this case we see that the differential operator does 
not depend on J ; Theorem 1 asserts that this will be true in general. We have shown that
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(a)
φ,2 =
1
6
∂2s +
1
12
∂r . (46)
For the last step in calculation (45), we used the following identities:
∂s[h1](
√
rh+ s + √rh−1)J−1 = 1
2
∂√r [h0](
√
rh+ s + √rh−1)J−1 (47)
∂2s [h0](
√
rh+ s + √rh−1)J−1 = 1
4
(
r−1/2∂√r + ∂2√r
)
× [h0](√rh+ s + √rh−1)J−1 (48)
These identities are somewhat trivial, but we give proofs in Appendix A; see Lemmas 10 and 11.
2.4. General case
We now extend the method in the above example to compute P (a)λ,η(∂s, ∂r ) for arbitrary par-
titions λ, η. Clearly the polynomials P (b)λ,η can be calculated analogously, but replacing M
(J−1)
0,0
with M(J−1)0,−1 in formula (40). We now state Lemma 3, which gives an explicit (though cumber-
some) formula for the string polynomials. The rest of this section is a proof of Lemma 3 which 
implies Lemma 1.
Lemma 3. Let l(λ) and l(η) be the numbers of parts of the partitions λ, η. Let I be the left ideal 
of the ring C[r1/2, r−1/2, ∂r , ∂s] generated by r∂2r + ∂r − ∂2s . Then P (a)λ,η(∂s, ∂r ) is the unique 
element of degree at most 1 in ∂r within the following coset:
P
(a)
λ,η(∂s, ∂r ) ≡
∑
v
Cv(λ, η)Wv(∂s, ∂√r )∂l(λ)s ∂l(η)r mod I. (49)
The coefficients Wv are defined by
l(λ)+l(η)∏
q=0
[

(h∂h)
vq
(
1 − 
(√rh+ s + √rh−1))−1]
= Wv(∂s, ∂√r )
⎧⎪⎨⎪⎩
∂
l(λ)+l(η)
s
(
1 − 
 (√rh+ s + √rh−1))−1 if ∑vi is even,
∂
l(λ)+l(η)+1
s
√
r(h− h−1)/ l(η)
1 − 
 (√rh+ s + √rh−1) if ∑vi is odd. (50)
The coefficients Cv are defined by
∑
m,σ
l(λ)+l(η)∏
q=1
(∑q−1
α=0 hα∂hα − σα
)mq
mq ! =
∑
v
Cv(λ, η)
l(λ)+l(η)∏
q=0
(hq∂hq )
vq . (51)
The conditions on the sum over m, σ are that the values of m : {1, 2, . . . , l(λ) + l(η)} → Z are 
in 1–1 correspondence with the parts of λ and η; and that σ : {1, 2, . . . , l(λ) + l(η)} → {0, 1} is 
such that if σ(i) = 0, then m(i) is a part of λ; and if σ(i) = 1, then m(i) is a part of η.
As in Section 2.3 we start with the Motzkin path formula (40) for the modified string poly-
nomial P˜ (a) . To generalize the calculation there, we let iα , jα , kα be the numbers of upward, λ,η,J
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gous to equation (43), we need to define two auxiliary functions that describe which parts of the 
partitions λ, η correspond to which marked steps. Let σ(p) be the function that takes the value 
1 if the pth marked step is a downward step and zero otherwise. The function m represents an 
assignment of parts of the partitions λ, η to the marked steps.
P˜
(a)
λ,η,J (s, r) =
∑
m,σ
∑
∑
iq−kq=l(η)∑
iq+jq+kq=J−1−l(λ)−l(η)
⎛⎜⎝l(λ)+l(η)∏
q=1
(∑q−1
α=0 iα − kα − σα
)mq
mq !
⎞⎟⎠
×
⎛⎝l(λ)+l(η)∏
q=0
siq rkq
( ∗
iq , jq, kq
)⎞⎠ (52)
The conditions on the sum over m, σ are exactly as given in the statement of Lemma 3. Notice 
that the principal way in which the right hand side of formula (52) depends of λ, η is through the 
conditions on the sum over m, σ .
By a calculation analogous to the example in Section 2.3, we find that
P˜
(a)
λ,η,J (s, r)
=
∑
m,σ
[hl(η)
J−1−l(λ)−l(η)]
∣∣∣∣
hα→h
r−l(η)/2
l(λ)+l(η)∏
q=1
⎡⎢⎣
(∑q−1
α=0 hα∂hα − σα
)mq
mq !
⎤⎥⎦
×
l(λ)+l(η)∏
q=0
1
1 − 
(√rhq + s + √rh−1q )
(53)
The dependence of terms in the above sum on m and σ appears only through the differential 
operators acting on the product of generating functions. We can thus expand this differential 
operator as a polynomial in ∂h1, . . . , ∂hl(λ)+l(η) , defining the symbol Cv(λ, η) for the coefficients 
of this polynomial; we have chosen to explicitly indicate that the coefficients depend on λ, η.
∑
m,σ
l(λ)+l(η)∏
q=1
(∑q−1
α=0 hα∂hα − σα
)mq
mq ! =
∑
v
Cv(λ, η)
l(λ)+l(η)∏
q=0
(hq∂hq )
vq
The sum is over tuples v = (v0, v1, . . . , vl(λ)+l(η)), but clearly only finitely many terms in the 
sum are nonzero. In terms of the coefficients just defined, we find the following formula.
P˜
(a)
λ,η,J (s, r) = [hl(η)
J−1−l(λ)−l(η)]r−l(η)/2
∑
v
Cv(λ, η)
×
l(λ)+l(η)∏
q=0
[
(h∂h)
vq
1
1 − 
(√rh+ s + √rh−1)
]
Following the example in Section 2.3, we would like to represent this as a differential operator 
given in terms of ∂r and ∂s acting on 1/[1 −
(√rh + s+√rh−1)]. The purpose of the following 
lemma is to exchange ∂h derivatives for ∂s and ∂r derivatives.
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with coefficients in the polynomial ring C[√r] such that
α+β∏
q=0
[
(h∂h)
rq
1
1 − 
 (√rh+ s + √rh−1)
]
= 
−l(λ)−l(η)Wv(∂s, ∂√r )
×
⎛⎜⎜⎝
⎧⎪⎪⎨⎪⎪⎩
∂
l(λ)+l(η)
s
1
1 − 
 (√rh+ s + √rh−1) if ∑vi is even
∂
l(λ)+l(η)+1
s
√
r(h− h−1)/ l(η)
1 − 
 (√rh+ s + √rh−1) if ∑vi is odd
⎞⎟⎟⎠ . (54)
Proof. First we claim that for any nonnegative integer v there exist rational functions Rv,p(h), 
p = 0, . . . , v with integer coefficients such that
(h∂h)
v 1
1 − 
 (√rh+ s + √rh−1) =
v∑
p=0
(

√
r)pRv,p(h)
(1 − 
 (√rh+ s + √rh−1))p+1 . (55)
In fact furthermore we claim that if v is even, then Rv,p is a polynomial function of h +h−1; and 
if v is odd, then Rv,p equals h − h−1 times a polynomial function of h +h−1. It is easy to verify 
this claim by induction on v. It follows that
l(λ)+l(η)∏
q=0
(h∂h)
rq
1
1 − 
 (√rh+ s + √rh−1)
=
∑
vi∑
p=0
(

√
r)pR˜r,p(h)
(1 − 
 (√rh+ s + √rh−1))p+l(λ)+l(η) , (56)
where R˜v,p is a polynomial function of h + h−1 is 
∑
vi is even, and h − h−1 times such a 
function otherwise. The lemma now follows from because
∂as ∂
b√
r
1
1 − 
 (√rh+ s + √rh−1) = 
a+b(h+ h−1)b(1 − 
 (√rh+ s + √rh−1))1+a+b . (57)
We note that the asserted divisibility by ∂l(λ)+l(η)−1s is because ∂s is needed to increase the expo-
nent in the denominator without increasing the degree of the numerator. 
It is convenient to express the right hand side of (50) in this form because the following 
identity will allow us to recombine the even and odd 
∑
vi cases in the next calculation.
√
r∂s[hp](h− h−1)(
√
rh+ s + √rh−1)v = p[hp](√rh+ s + √rh−1)v (58)
Formula (58) is a special case of the “integration by parts” lemma proven in Appendix A. It 
follows that
P˜
(a)
λ,η,J (s, r)
= [hl(η)
J−1−l(λ)−l(η)] 1
rl(η)/2
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( ∑
v: ∑ vieven
Cv 
−l(λ)−l(η)Wv(∂s, ∂√r )∂l(λ)+l(η)s
1
1 − 
 (√rh+ s + √rh−1)
+
∑
v: ∑ viodd
Cv 
−l(λ)−l(η)Wv(∂s, ∂√r )∂l(λ)+l(η)+1s
√
r(h− h−1)/ l(η)
1 − 
 (√rh+ s + √rh−1)
)
= 1
rl(η)/2
∑
v
Cv Wv(∂s, ∂√r )∂l(λ)+l(η)s [hl(η)](
√
rh+ s + √rh−1)J−1
=
∑
v
Cv Wv(∂s, ∂√r )∂l(λ)s ∂l(η)r [h0](
√
rh+ s + √rh−1)J−1 (59)
= P (a)λ,η(∂s, ∂r ) [h0](
√
rh+ s + √rh−1)J−1. (60)
To get (59) we applied the “repeated path lowering identity” of Appendix A. Clearly, there exists 
P˜ such that the final expression (60) of our formula for string polynomials holds; however by 
the “derivative swapping identity” of Appendix A, we can and do choose P˜ to have polynomial 
degree at most one in ∂r . Line (59) completes the proof of Lemma 3. Line (60) completes the 
proof of Lemma 1, and thus also Theorem 1.
3. Solution of string equations
The following valence independent formula was known to Bessis et al. [3]:
F (0) =
x∫
0
x1∫
0
log
z
x2
dx2 dx1. (61)
We are not aware of any closed form evaluation of the integrals in (61) which holds for general 
asymmetric polynomial potentials. However in the case of a potential V (λ) = 12λ2 + tλj , where 
j is allowed to be odd, we have found an explicit formula [14]. We consider (61) to be the valence 
independent formula for F (0); thus the real work begins at genus 1. In this section we compute 
F (1) using the string equations.
3.1. The unwinding identity
Define two sequences of functions by(
φm
ψm
)
:= [h0]V (m+1)(h+ u+ zh−1)
(
1
h
)
(62)
=
(
∂m+1u
z∂mu ∂z
)
[h0]V (h+ u+ zh−1). (63)
Notice that the above expressions depend explicitly on the potential V . The functions φm and 
ψm are useful because it turns out that they can actually be expressed in a form independent of 
the potential (“valence independent”) are furthermore satisfy the “unwinding identity”.
Lemma 5 (Valence independence of φm, ψm and the unwinding identity). The functions φm, ψm
are determined by the following recurrence(
φm+1
ψ
)
= 1′ 2 ′ 2
(−zu′ z′
zz′ −zu′
)
∂x
(
φm
ψ
)
, (64)m+1 (z ) − z(u ) m
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z′φm + u′ψm = ψ ′m−1 (65)
zu′φm + z′ψm = zφ′m−1 (66)
In the case m = 1 the right hand sides of the unwinding identities are ψ ′0 = 1 and zφ′0 = 0. We 
will use this in Section 2 to isolate highest genus terms when solving the string equations. The 
case m = 1 was used in [10], and the proof we give below essentially parallels the calculation 
there; Lemma 5 extends Ercolani and Pierce’s idea to m > 1.
Proof. We proceed by induction on m. The base case m = 0 is the leading order equation of the 
continuum string hierarchy. Let Y = h + u + zh−1.(
∂xφm
∂xψm
)
= [h0]V (m+2)(Y )
(
1 h−1
h 1
)(
u′
z′
)
(67)
By elementary linear algebraic manipulations, we see that (67) is equivalent to the following 
system; we then apply the path reflecting identity, which is Lemma 9 of Appendix A.(
∂xψm
z∂xφm
)
= [h0]V (m+2)(Y )
(
1 z−1h
zh−1 1
)(
z′
zu′
)
= [h0]V (m+2)(Y )
(
1 h−1
h 1
)(
z′
zu′
)
(68)
We now combine (67) and (68) to form a matrix equation; once again using the path reflecting 
identity we find that(
∂xφm ∂xψm
∂xψm z∂xφm
)
=
(
u′ z−1z′
z′ u′
)
[h0]V (m+2)(Y )
(
1 h
h z
)
. (69)
The first column of the above equation is equivalent to the recurrence (64) for φm, ψm. Rear-
ranging equation (69) and expressing the series coefficients in terms of φm and ψm gives the 
unwinding identity. 
3.2. Extraction of generating functions
So far it has been useful to work in terms of the asymptotic expansions s =∑N−gug and 
r =∑N−2gzg . But to solve for zg , u2g we will need to extract terms from these expansions. For 
this purpose, we have the following formula.
Lemma 6. If G(s, r) is a polynomial, then
[N−p]G(s, r) =
∑
λ,η: ∑ λi+2ηi=p
∏
i uλi zηi∏
k≥1 mk(λ)!mk(η)!
∂l(λ)s=u∂l(η)r=zG(s, r), (70)
where the sum is over all partitions λ and η, but clearly only finitely many terms are nonzero. 
By l(λ) we mean the number of parts of λ, and the factors mk are the occupation numbers of the 
partitions λ and η, that is:
mk(λ) = |{i : λi = k}| .
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to each pair tuples (gα)pα=1 and (g′α)
q
α=1 which uniquely determine a way of choosing a terms 
ugαN
−gα from each factor s and zg′αN
−2g′α from each factor r . The partitions λ, η are the mul-
tisets corresponding to the tuples g, g′. The number of tuples corresponding to a partition in 
this way can be expressed in terms of factorials in such a way that we arrive at the lemma state-
ment. 
Let us use Lemma 6 for two computations which will be needed for our calculation of F (1) in 
the next section.
[N−1h0]V ′(√rh+ s + √rh−1) = u1∂u[h0]V ′(√zh+ u+ √zh)
= u1φ1; (71)
[N−2h0]V ′(√rh+ s + √rh−1) =
(
z1∂z + u2∂u + 12u
2
1∂
2
u
)
× [h0]V ′(√zh+ u+ √zh)
= z1ψ1/z+ u2φ1 + 12u
2
1φ2. (72)
3.3. Example: solution at order N−2
The leading order equation of the continuum string hierarchy is obtained by taking terms at 
order N0 from the string equations. We will not need equations at odd orders N−1−2g . This is 
because the highest genus terms in these equation are u2g+1, but it was shown in Section 4.2.3 
of [14] that these quantities can be expressed in lower genus terms using the formula
u2g+1 = −
2g+1∑
m=1
Bm
m! ∂
m
x u2g+1−m, (73)
where the coefficients Bm are Bernoulli numbers.
Thus we move on to order N−2. Using the method described in Section 2.4, we have computed 
a table of string polynomials which is given in Appendix B. Using this table, we now write 
down the equations at order N−2 from the continuum string hierarchy in the from guaranteed by 
Theorem 1. Consider the first string equation 0 = V ′(L)n,n; at order N−2 we have
0 =
{
[N0]
(
s′′ 1
6
r∂s∂r + (s′)2 112 r∂
2
s ∂r + s′r ′
1
6
∂3s
+ r ′′
(
1
6
∂2s +
1
12
∂r
)
+ (r ′)2
(
1
12
r−1∂2s −
1
12
r−1∂r + 112∂
2
s ∂r
))
+ [N−1]r ′ 1
2
∂r + [N−2]
}
· [h0]V ′(√rh+ s + √rh−1)
= u′′ 1
6
ψ2 + (u′)2 112ψ3 + u
′z′ 1
6
φ3
+ z′′
(
1
6
φ2 + 112z
−1ψ1
)
+ (z′)2
(
1
12
z−1φ2 − 112z
−2ψ1 + 112z
−1ψ3
)
+ z′ 1z−1u1ψ2 + z1z−1ψ1 + u2φ1 + u21
1
φ2. (74)2 2
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0 = u′′
(
1
6
zφ2 + 112ψ1
)
+ (u′)2
(
1
12
zφ3 + 112ψ2
)
+ u′z′ 1
6
ψ3
+ z′′ 1
6
ψ2 + (z′)2
(
1
12
φ3 − 112z
−1ψ2
)
+ u′1
(
−1
2
ψ1
)
+ u′
(
−1
2
u1ψ2
)
+ u2ψ1 + 12u
2
1ψ2 + z1φ1. (75)
We can solve for z1 in terms of lower genus quantities by taking the linear combination of 
equations zu′(74) + z′(75); this combination allows us to isolate z1 using identity 65). We obtain
−z1 = ψ3
(
1
4
u′
(
z′
)2 + 1
12
z
(
u′
)3)+ φ3
(
1
4
z
(
u′
)2
z′ +
(
z′
)3
12
)
+ψ2
(
1
12
(
u′
)2
z′ + 1
6
zu′u′′ + 1
2
u21z
′ −
(
z′
)3
12z
+ z
′z′′
6
)
+ φ2
(
1
6
zu′′z′ + 1
2
u21zu
′ + 1
6
zu′z′′ + 1
12
u′
(
z′
)2)
+ψ1
(
u′′z′
12
+ u
′z′′
12
− u
′ (z′)2
12z
− 1
2
u′1z′
)
(76)
The apparently complicated expression above simplifies in a fantastic way due to identities (65)
and (66), which “unwind” the recurrence defining φm and ψm. We would like to calculate F (1), 
which is related to z1 by F (1) = ∂−2x (z1/z) − 112 log(z/x). It would therefore be nice if (76)/z
could be grouped as a double exact derivative. Toward this purpose we recognize the following 
simplifications of blocks of terms that will appear in the equation (76)/z:
ψ3
(
u′
(
z′
)2
4z
+ 1
12
(
u′
)3)+ φ3
(
1
4
(
u′
)2
z′ +
(
z′
)3
12z
)
+ φ2
(
1
6
u′′z′ + 1
6
u′z′′
)
+ψ2
(
−
(
z′
)3
12z2
+ z
′z′′
6z
+ 1
6
u′u′′
)
= ∂x
(
1
6
φ2u
′z′ +ψ2
(
1
12
(u′)2 + (z
′)2
12z
))
(77)
= ∂x
(
1
12
ψ ′1u′ +
1
12
φ′1z′
)
(78)
This simplification was achieved by applying identities (65) and (66) to the φ3 and ψ3 terms; 
collecting exact derivatives; then once again applying (65) and (66). Similarly,
ψ2
(
u21z
′
2z
+ (u
′)2z′
12z
)
+ φ2
(
1
2
u21u
′ + u
′(z′)2
12z
)
+ φ1u1u′1 +ψ1
(
u′z′′
12z
+ u
′′z′
12z
− u
′(z′)2
12z2
)
= ∂x
(
1
φ1u
2
1 +ψ1
u′z′)
2 12z
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−z1
z
= ∂x
(
1
12
ψ ′1u′ +
1
12
φ′1z′
)
+ ∂x
(
1
2
φ1u
2
1 +ψ1
u′z′
12z
)
− φ1u1u′1 −ψ1
z′u′1
2z
= ∂x
(
− 1
12
ψ1u
′′ − 1
12
φ1z
′′ + 1
2
φ1u
2
1 +ψ1
u′z′
12z
)
= ∂x
(
φ1
(
(u′)2
24
− z
′′
12
)
−ψ1 u
′′
12
)
= 1
24
∂x
(u′)2z′ − 2z′z′′ + 2zu′u′′
(z′)2 − z(u′)2 (79)
= − 1
24
∂2x log
[
(z′)2 − z(u′)2
]
(80)
Finally we obtain the generating function for maps of genus 1:
F (1) = ∂−2x
z1
z
− 1
12
log
z
x
= 1
24
log
[
(z′)2 − z(u′)2
]
− 1
12
log
z
x
. (81)
Let us comment that in the case of an even potential we have u = 0 and (81) reduces to the 
formula given by Shirokura in [13]. It can be shown (using the string equations at order N0) that 
in the GUE case t = 0 we have z = x, so that z′ = 1 and F (1) = 0. This is consistent with (4).
3.4. Recursive calculation of zg and ug
From Lemma 6, it is clear that the highest genus terms in the string equations at order N−2g
will be
φ1u2g + z−1ψ1zg in equation 0 = [N−2g]V ′(L)n,n
ψ1u2g + φ1zg in equation 0 = [N−2g]V ′(L)n,n−1
Thus by the unwinding identity we can take combinations of equations to solve for the highest 
genus terms.
zu′[N−2g]V ′(L)n,n + z′[N−2g]V ′(L)n,n−1 isolates zg (82)
z′[N−2g]V ′(L)n,n + u′[N−2g]V ′(L)n,n−1 isolates u2g (83)
We do not need the string equation to compute u2g+1 since we can obtain these by repeatedly 
applying formula (73). Thus the functions zg and u2g can be recursively calculated using the 
string equations at even orders.
Definition 7. The polynomial degree of z or any x-derivative z(m) is 1. The polynomial degree 
of u or any x-derivative u(m) is 12 . The differential weight of any x-derivative u
(m) or z(m) is m.
Definition 8. A polynomial in u, z′, u′, z′, u′′, . . . is homogeneous if all its terms have the same 
polynomial degree and the same differential weight. The polynomial degree of a product (or quo-
tient) of homogeneous polynomials is given by adding (or subtracting) the polynomial degrees, 
and similarly for differential weights of products and quotients.
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rational functions in u, z′, u′, z′, u′′, . . . satisfying a homogeneity property. Recall from [9,10,14]
the scaling relations
zg(x, t) = x1−2gzg
(
1, (xj/2−1tj )dj=1
)
, (84)
ug(x, t) = x1/2−gug
(
1, (xj/2−1tj )dj=1
)
. (85)
A quantity with polynomial degree p and differential weight m has scaling structure
xp−mG 
(
(zj/2−1tj )dj=1
)
. Thus if one knows any two of the quantities polynomial degree, differ-
ential weight, and scaling structure, then the third is uniquely determined.
Theorem 2. From the string equations, we deduce that there exist formulas of the following forms 
for the functions zg and ug:
zg =
Pzg (u, z,u
′, z′, u′′, . . .)(
(z′)2 − z(u′)2)8g−3 (86)
u2g =
Pu2g (u, z,u
′, z′, u′′, . . .)(
(z′)2 − z(u′)2)8g−3 (87)
u2g+1 =
Pu2g+1(u, z,u
′, z′, u′′, . . .)(
(z′)2 − z(u′)2)8g−2 (88)
where the functions Pzg , Pu2g and Pu2g+1 are polynomials in x-derivatives of u and z, homoge-
neous with respect to polynomial degree and differential weight. The differential weight of zg is 
2g, and the polynomial degree of zg is 1. The differential weight of u2g is 2g and the polynomial 
degree of u2g is 12 . The differential weight of u2g+1 is 2g+ 1 and the polynomial degree of u2g+1
is 12 .
Let us comment that the above theorem statement is not sharp; consider for example the case 
of z1: the formula we obtained has a denominator ((z′)2 − z(u′)2)2, but the theorem statement 
gives ((z′)2 − z(u′)2)5. This does not contradict the theorem statement since the numerator and 
denominator are allowed to have common factors. This reason for the failure of sharpness is that 
each application of the unwinding identity cancels a common factor of (z′)2 − z(u′)2 from nu-
merator and denominator. From the calculation of F (1) in Section 3.3 we see that the possibility 
of applying the unwinding identity is sensitive to the exact values of the string polynomials; since 
our formula for string polynomials is quite complicated, significant new ideas would be required 
to prove a sharp version of Theorem 2.
Proof of Theorem 2. The case g = 1 is clear from the explicit calculation in Section 3.3. Pro-
ceed by induction on g, assuming the theorem statement for all genus values less than g. First 
consider the right hand sides of the string equation 0 = [N−2g]V ′(L)n,n. Expressed in terms of 
the contributions of Motzkin paths, this is
[N−2g]V ′(L)n,n =
d∑
j=1
(j tj + [1 if j = 2])
∑
p∈M(j−1)
[N−2g]C(p) (89)
0,0
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term in this sum has scaling structure
x1/2−2gG
(
(xj/2−1tj )dj=1
)
. (90)
We express equation (89) in the form guaranteed by Theorem 1, then reduce all odd index func-
tions u2g+1 in terms of even index functions u2g′ , and in each term apply one of the identities
[N0h0]∂mu V ′(h+ u+ zh−1) = φm+1
[N0h0]∂m−1u ∂√zV ′(h+ u+ zh−1) = ψm+1.
The quantity [N−2g]V ′(L)n,n is a sum of terms of the form
u2g1 . . . u2gk zgk+1 . . . zgK u
(m′1)
2g′1
. . . u
(m′
k′ )
2g′
k′
z
(m′
k′+1)
g′
k′+1
. . . z
(m′
K ′ )
g′
K ′
(91)
× u(m1) . . . u(ml)z(ml+1) . . . z(mL)zr (φm or ψm) , (92)
where
2g =
∑
2gi + 2g′i +mi +m′i .
The highest genus terms are u2gφ1 + zgz−1ψ1, but our inductive hypotheses apply to all 
other terms, which we will call forcing terms. Each forcing term has the scaling structure in 
equation (90), and by our inductive hypothesis, differential weight 2g − 1; also it is clear from 
the recurrence (64) that both φm and ψm have differential weight −1. Thus it follows that each 
term has polynomial degree − 12 . One can see by the same argument that all forcing terms in the 
equation 0 = [N−2g]V ′(L)n,n−1 have polynomial degree zero and differential weight 2g − 1. 
By taking the linear combinations of equations given by (82), (83) we have that zg and ug are 
homogeneous with differential weight and polynomial degree as given in the theorem.
It remains only to bound the power of (z′)2 − z(u′)2 appearing in denominators. From the 
equations at the end of Section 2.4 we have
P
(a)
λ,η(∂s, ∂r ) ≡
∑
v
CvWv(∂s, ∂√r )∂l(λ)s ∂l(η)r mod I,
and the “mod I” cannot increase the total degree in ∂s , ∂r . The sum is indexed by a tuple v, where 
the total |v| :=∑i vi is less than or equal to |λ| + |η|. From the proof of Lemma 4, it is clear 
that the degree of the polynomial Wv is at most |v| if this quantity is even, and |v| − 1 otherwise. 
Therefore the degree of P (a)λ,η(∂s, ∂r) will be bounded by
deg∂s ,∂r P
(a)
λ,η(∂s, ∂r ) ≤ |λ| + |η| + len(λ)+ len(η). (93)
Combining this estimate with Lemma 6, we see that the index m of φm or ψm in (92) will be at 
most
K +K ′ +L− 1 +
∑
mi +m′i
Since φm and ψm have denominator exponent 2m −1, and are substituted into the string equations 
according to
φm = ∂mu [h0]V ′(h+ u+ zh−1),
ψm = ∂m−1∂√z[h0]V ′(h+ u+ zh−1),u
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2
(
K +K ′ +L− 1 +
∑
mi +m′i
)
− 1 +
∑(
8gi − 3 + 8g′i − 3
)
.
This is maximized by terms of either the form (u2g or zg)(u′)p(z′)−p+
∑
mi , for which the bound 
is 8g − 4 + 4 ∑mi ; or terms of the form (u′)p(z′)−p+∑mi for which the bound is 8g − 3. By 
the constraint (93), this is maximized in the 8g − 3 case. One can derive the same bound on the 
denominator exponents of forcing terms in the equation 0 = [N−2g]V ′(L)n,n−1. Taking linear 
combinations of equations to isolate zg and u2g does not increase the denominator exponent. 
3.5. Formula for F (2)
Following the procedure used in Section 3.3, one can compute F (2); however it is not feasible 
to perform this calculation by hand. Using a computer we have computed z2 by solving the string 
equations. We then computed F (2) using the asymptotic Hirota–Szego relation
F (2) = ∂−2x
(
z2
z
− z
2
1
z2
)
− 1
12
(
z1
z
)
+ 1
240
∂2x log
z
x
(94)
We find that the double integral ∂−2x term can be computed in closed form. This is surprising, 
and we do not believe it to be a coincidence; however we are unable to prove that this will persist 
for higher values of g. We find that
F (2) = 1
240x2
+ 1
5760z2
(
z (u′)2 − (z′)2
)4
×
(
− 24 (z′)10 + 96z (u′)2 (z′)8 + 24zz′′ (z′)8 − 8z2z(3) (z′)7 − 144z2 (u′)4 (z′)6
− 84z3 (u′′)2 (z′)6 + 6z2 (z′′)2 (z′)6 − 96z2 (u′)2 z′′ (z′)6 − 120z3u′u(3) (z′)6
+ 20z3z(4) (z′)6 − 384z3 (u′)3 u′′ (z′)5 + 384z3u′u′′z′′ (z′)5
− 84z4u′′u(3) (z′)5 + 172z3 (u′)2 z(3) (z′)5 − 84z3z′′z(3) (z′)5
− 40z4u′u(4) (z′)5 + 15z3 (u′)6 (z′)4 + 64z3 (z′′)3 (z′)4
− 638z4 (u′)2 (u′′)2 (z′)4 − 340z3 (u′)2 (z′′)2 (z′)4 + 451z3 (u′)4 z′′ (z′)4
+ 192z4 (u′′)2 z′′ (z′)4 + 48z4 (u′)3 u(3) (z′)4 + 252z4u′z′′u(3) (z′)4
+ 252z4u′u′′z(3) (z′)4 − 20z4 (u′)2 z(4) (z′)4 − 256z5u′ (u′′)3 (z′)3
− 768z4u′u′′ (z′′)2 (z′)3 + 1152z4 (u′)3 u′′z′′ (z′)3 − 168z5 (u′)2 u′′u(3) (z′)3
− 152z4 (u′)4 z(3) (z′)3 − 168z4 (u′)2 z′′z(3) (z′)3 + 80z5 (u′)3 u(4) (z′)3
− 7z4 (u′)8 (z′)2 + 384z4 (u′)2 (z′′)3 (z′)2 − 68z5 (u′)4 (u′′)2 (z′)2
− 430z4 (u′)4 (z′′)2 (z′)2 − 2z4 (u′)6 z′′ (z′)2 + 1152z5 (u′)2 (u′′)2 z′′ (z′)2
+ 96z5 (u′)5 u(3) (z′)2 − 168z5 (u′)3 z′′u(3) (z′)2 − 168z5 (u′)3 u′′z(3) (z′)2
− 20z5 (u′)4 z(4) (z′)2 − 256z6 (u′)3 (u′′)3 z′ − 768z5 (u′)3 u′′ (z′′)2 z′
286 P. Waters / Nuclear Physics B 899 (2015) 265–288+ 252z6 (u′)4 u′′u(3)z′ − 12z5 (u′)6 z(3)z′ + 252z5 (u′)4 z′′z(3)z′
− 40z6 (u′)5 u(4)z′ + 64z5 (u′)4 (z′′)3 + 22z6 (u′)6 (u′′)2 − 4z5 (u′)6 (z′′)2
+ 7z5 (u′)8 z′′ + 192z6 (u′)4 (u′′)2 z′′ − 24z6 (u′)7 u(3) − 84z6 (u′)5 z′′u(3)
− 84z6 (u′)5 u′′z(3) + 20z6 (u′)6 z(4)). (95)
Appendix A. Identities for Motzkin paths
In this section we prove some identities that were used above. The proofs treat r and s like for-
mal parameters; that is, the lemma statements and proofs are equally valid with r and s replaced 
by u and z, respectively.
Lemma 9 (Path reflecting, changing between monic and normalized OP’s). Let G be a smooth 
function and p be an integer; then
[hp]G(h+ s + rh−1) = rp/2[hp]G(√rh+ s + √rh−1) (A.1)
= rp/2[h−p]G(√rh+ s + √rh−1) (A.2)
= rp[h−p]G(h+ s + rh−1). (A.3)
Proof. An easy direct calculation. 
Lemma 10 (Path raising/lowering identity). Let G be a smooth function and p be an integer. 
Then we have the following identities, which correspond to lowering and raising the endpoint of 
a Motzkin path.
∂s[hp]G(
√
rh+ s + √rh−1) = rp/2∂rr1/2−p/2[hp−1]G(
√
rh+ s + √rh−1) (A.4)
∂s[hp]G(
√
rh+ s + √rh−1) = r−p/2∂rrp/2+1/2[hp+1]G(
√
rh+ s + √rh−1) (A.5)
Iterating the above identities allows the right endpoint of a Motzkin path to be shifted to zero by
∂
|p|
s [hp]G(
√
rh+ s + √rh−1) = r |p|/2∂ |p|r [h0]G(
√
rh+ s + √rh−1) (A.6)
Proof. First we prove (A.4) by direct calculation.
[hp−1]rp/2∂rr1/2−p/2G(
√
rh+ s + √rh−1) = [hp−1]rp/2∂rG(h+ s + rh−1)
= [hp−1]rp/2h−1G′(h+ s + rh−1)
= [hp]rp/2G′(h+ s + rh−1)
= [hp]G′(√rh+ s + √rh−1)
= ∂s[hp]G(
√
rh+ s + √rh−1)
The raising identity (A.5) now follows from the lowering identity (A.4) by applying [hr ]G(√rh
+ s + √rh−1) = [h−r ]G(√rh + s + √rh−1) to both sides, then substituting p → −p. 
Lemma 11 (Derivative swapping). Let G be a smooth function, then
r∂2r [h0](
√
rh+ s + √rh−1) =
(
∂2s − ∂r
)
[h0](√rh+ s + √rh−1) (A.7)
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∂2√
r
[h0]G(√rh+ s + √rh−1) = [h0](h2 + 2 + h−2)G′′(√rh+ s + √rh−1)
= ∂2s
(
[h−2] + 2[h0] + [h2]
)
G(
√
rh+ s + √rh−1)
=
(
r∂2r + 2∂2s + r∂2r
)
[h0]G(√rh+ s + √rh−1).
To get the last line above, we used the path raising/lowering identity (A.6). The lemma now 
follows by using ∂2√
r
= 4r∂2r + 2∂r on the left hand side. 
Lemma 12 (Integration by parts). Let p, q be integers and q ≥ 0; then
√
r∂s[hp](h− h−1)(
√
rh+ s + √rh−1)q = p[hp](√rh+ s + √rh−1)q . (A.8)
Proof. Express the series coefficient as a contour integral about h = 0 and integrate by parts. 
Appendix B. Table of string polynomials
λ η P
(a)
λ,η P
(b)
λ,η
φ φ 1 0
1 φ 0 − 12 r∂r
φ 1 12∂r 0
2 φ 16 r∂s∂r
1
6 r∂
2
s + 112 r∂r
1 + 1 φ 112 r∂2s ∂r 112 r∂3s + 112 r∂s∂r
1 1 16∂
3
s
1
6 r∂
2
s ∂r
φ 2 16∂
2
s + 112∂r 16 r∂s∂r
φ 1 + 1 112 r−1∂2s − 112 r−1∂r + 112∂2s ∂r 112∂3s − 112∂s∂r
3 φ 0 − 112 r∂2s
2 + 1 φ 0 − 16 r∂3s
1 + 1 + 1 φ 0 − 124 r∂4s
2 1 112∂
3
s − 112 r∂2s ∂r
1 + 1 1 124∂4s − 112 r∂3s ∂r
1 2 112∂
3
s − 112 r∂2s ∂r
1 1 + 1 112∂3s ∂r − 124∂4s + 124∂2s ∂r
φ 3 112∂
2
s 0
φ 2 + 1 16∂2s ∂r 0
φ 1 + 1 + 1 124 r−1∂4s − 124 r−1∂2s ∂r 0
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