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Abstract
As an increase of intelligent and self-powered devices is forecasted for our future everyday life,
the implementation of energy-autonomous devices that can wirelessly communicate data
from sensors is crucial. Even though techniques such as voltage scaling proved to effectively
reduce the energy consumption of digital circuits, additional energy savings are still required
for a longer battery life. One of the main limitations of essentially any low-energy technique
is the potential degradation of the quality of service (QoS). Thus, a thorough understanding
of how circuits behave when operated around the point of ﬁrst failure (PoFF) is key for the
effective application of conventional energy-efﬁcient methods as well as for the development
of future low-energy techniques. In this thesis, a variety of circuits, techniques, and tools is
described to reduce the energy consumption in digital systems when operated either in the
safe and conservative exact region, close to the PoFF, or even inside the inexact region.
A straightforward approach to reduce the power consumed by clock distribution while safely
operating in the exact region is dual-edge-triggered (DET) clocking. However, the DET ap-
proach is rarely taken, primarily due to the perceived complexity of its integration. In this
thesis, a fully automated design ﬂow is introduced for applying DET clocking to a conventional
single-edge-triggered (SET) design. In addition, the ﬁrst static true-single-phase-clock DET
ﬂip-ﬂop (DET-FF) that completely avoids clock-overlap hazards of DET registers is proposed.
Even though the correct timing of synchronous circuits is ensured in worst-case conditions,
the critical path might not always be excited. Thus, dynamic clock adjustment (DCA) has
been proposed to trim any available dynamic timing margin by changing the operating clock
frequency at runtime. This thesis describes a dynamically-adjustable clock generator (DCG)
capable of modifying the period of the produced clock signal on a cycle-by-cycle basis that
enables the DCA technique. In addition, a timing-monitoring sequential (TMS) that detects
input transitions on either one of the clock phases to enable the selection of the best timing-
monitoring strategy at runtime is proposed.
Energy-quality scaling techniques aim at trading lower energy consumption for a small degra-
dation on the QoS whenever approximations can be tolerated. In this thesis, a low-power
methodology for the perturbation of baseline coefﬁcients in reconﬁgurable ﬁnite impulse
response (FIR) ﬁlters is proposed. The baseline coefﬁcients are optimized to reduce the switch-
ing activity of the multipliers in the FIR ﬁlter, enabling the possibility of scaling the power
consumption of the ﬁlter at runtime.
The area as well as the leakage power of many system-on-chips is often dominated by em-
bedded memories. Gain-cell embedded DRAM (GC-eDRAM) is a compact, low-power and
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CMOS-compatible alternative to the conventional static random-access memory (SRAM)
when a higher memory density is desired. However, due to GC-eDRAMs relying on many
interdependent variables, the adaptation of existing memories and the design of future GC-
eDRAMs prove to be highly complex tasks. Thus, the ﬁrst modeling tool that estimates timing,
memory availability, bandwidth, and area of GC-eDRAMs for a fast exploration of their design
space is proposed in this thesis.
Key Words: Digital VLSI Circuits, Low-Power Design, Nanometer Nodes, Clock Distribution,
Dual-Edge-Triggered Clocking, Dual-Edge-Triggered Registers, Timing Monitoring, Dynamic-
Timing Margins, Dynamic Clock Adjustment, Multipliers, FIR Filters, Approximate Computing,
Gain-Cell Embedded DRAMs, Memory Design, Architecture Optimization.
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Sommario
Dato che un incremento di dispositivi intelligenti e autoalimentati è previsto in futuro, la
progettazione di dispositivi energeticamente autonomi che telecomunichino i dati raccolti da
sensori è cruciale. Sebbene tecniche come l’abbassamento della tensione di alimentazione
riducano efﬁcientemente l’energia consumata dai circuiti digitali, ulteriori risparmi energetici
sono richiesti per aumentare la durata della batteria. Uno dei limiti di essenzialmente ogni
tecnica a basso consumo di energia è la potenziale degradazione della qualità del servizio.
Perciò, la comprensione di come i circuiti si comportino quando operati attorno al primo
punto di malfunzionamento è essenziale per ridurre il consumo energetico. In questa tesi,
circuiti, tecniche e strumenti sono descritti per ridurre l’energia consumata in sistemi digitali
quando operati nella conservativa regione libera da imprecisioni, vicino al primo punto di
malfunzionamento o in presenza di errori.
Considerando la regiona libera da imprecisioni, un approccio ben conosciuto per ridurre la
potenza consumata nella distribuzione del segnale di clock è l’uso del dual-edge-triggered
(DET) clocking. Tuttavia, l’approccio DET è raramente scelto, primariamente a causa della
percepita complessità della sua integrazione. In questa tesi, un ﬂusso di progettazione auto-
matico è introdotto per l’applicazione del DET clocking ad un circuito inizialmente progettato
con il convenzionale single-edge-triggered (SET) clocking. In aggiunta, il primo ﬂip-ﬂop
DET statico con true-single-phase-clock che rimuove il rischio di clock overlap presente nei
convenzionali registri DET è proposto in questa tesi.
Sebbene il corretto timing di circuiti sincroni è veriﬁcato nelle peggiori condizioni, il percorso
critico può non sempre essere attivato. Per questo motivo, la regolazione dinamica del segnale
di clock può rimuovere la presenza di qualsiasi margine dinamico di timing con la modiﬁca
della frequenza di clock durante il tempo di esecuzione. Per abilitare questa tecnica, un
generatore di clock capace di modiﬁcare la frequenza del segnale prodotto ad ogni ciclo è
descritto in questa tesi. In aggiunta, un ﬂip-ﬂop capace di avvertire transizioni di segnale al
suo ingresso durante una delle due fasi di clock è proposto.
Le tecniche di computazione approssimale puntano a ridurre l’energia consumata al costo di
una degradazione della qualitá del servizio qualora queste approssimazioni possano essere
tollerate. In questa tesi, la perturbazione dei coefﬁcienti di base di un ﬁltro ﬁnite impulse
response (FIR) programmabile è usata per ridurre la potenza consumata dal ﬁltro. I coefﬁcienti
di base sono ottimizzati per ridurre l’attività di commutazione dei moltiplicatori del ﬁltro
FIR, permettendo la possibilità di ridurre la potenza consumata del ﬁltro durante il tempo di
esecuzione.
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Sommario
L’area così come la potenza di leakage di diversi system-on-chip è spesso dominata dalle
memorie integrate. Le gain-cell embedded DRAM (GC-eDRAM) sono valide alternative alle
convenzionali static random-access memory (SRAM) grazie alla loro compattezza, basso
consumo di potenza e compatibilità con la tecnologia CMOS qualora un’alta densità di memo-
ria è desiderata. Tuttavia, l’integrazione di GC-eDRAM già esistenti e la progettazione di
GC-eDRAM future sono processi complessi a causa della dipendenza di queste memorie su
numerose variabili interdipendenti. In questa tesi, il primo modello di timing, disponibilità,
banda e area delle GC-eDRAM è proposto per una rapida esplorazione del loro spazio di
progetto.
Parole Chiave: Circuiti Digitali, Progettazione a Basso Consumo di Potenza, Tecnologie Nano-
metriche, Distribuzione del Segnale di Clock. Dual-Edge-Triggered Clocking, Timing Mon-
itoring, Margini Margini Dinamici di Timing, Regolazione Dinamica del Segnale di Clock,
Moltiplicatori, Filtri FIR, Computazione Approssimale, Gain-Cell Embedded DRAMs, Proget-
tazione di Memorie, Ottimizzazione delle Architetture.
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1 Introduction
Energy efﬁciency is one of the main drivers for the rapid proliferation of portable and battery-
powered devices. The increasing interest in embedded applications, such as the Internet of
Things (IoT), is expected to boost this growth even further as the production of a trillion new
IoT nodes is forecasted between now and 2035, according to ARM [1]. Beside the constant
need for long-battery life, the design requirements on IoT nodes are driven by an increasing
demand for ﬂexibility to support different applications and intelligence to perform complex
tasks. Thus, improvements in energy efﬁciency without any limitation on the performance are
crucial for a widespread use of smart IoT nodes.
IoT nodes (i.e., the “things”) are composed of many modules, as shown in Fig. 1.1. The
primary tasks of these end nodes are the collection of data from sensors, the embedded
processing of the retrieved data, and the wireless communication with the network. As IoT
nodes should ideally operate without battery replacement, the application of effective low-
energy techniques is mandatory to ensure the full functionality of the devices for several
months or even for years. In this context, the processing modules play a key role as the
collected raw data is ﬁltered by either the microcontroller or by dedicated accelerators to limit
the amount of data that needs to be stored and wirelessly transmitted. Thus, size reduction
of the processed data can relax the requirements on the storage and the implementation of
smaller memories enables lower standby power. Furthermore, the wireless transmission of a
smaller amount of data allows to use the radio for a shorter period of time, therefore saving a
large amount of active power. Hence, the addition of embedded processing modules to extract
only the essence from the collected data is key for the development of energy-efﬁcient devices.
This approach is generally referred as edge computing.
Given the relevance of the computing tasks that are required to be performed by IoT nodes,
several processing modules are often implemented within battery-limited devices. As an
analog-to-digital converter (ADC) is used to translate the collected data into a digital signal,
digital ﬁlters are often required to eliminate the signal components that are out of the fre-
quency band of interest or to perform matched ﬁltering. The need for ﬂexible IoT nodes that
can support different applications is fulﬁlled by a programmable and general-purpose module,
1
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Antenna
RF Transmitter
RF Receiver
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RAM
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Microcontroller
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ADC
Sensor
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IoT Node
Figure 1.1: Modules embedded in a node for the Internet of Things (IoT). The modules
highlighted in green are targeted for energy efﬁciency by the circuits, techniques, and tools
proposed in this thesis.
such as a microcontroller. Furthermore, dedicated accelerators are often implemented due
to the increasing demand for complex and specialized tasks, such as encryption and feature
extraction. Beside the presence of modules for signal processing, the ﬁltered data is collected
or stored in a random-access memory (RAM), during processing or simply waiting for being
transmitted.
Due to the need for embedded ﬁltering and feature-extraction tasks, edge computing can
grow the number and the complexity of the implemented processing modules. Thus, circuits
and techniques that aim at reducing the energy consumption of this large variety of integrated
modules are crucial for the design of ﬂexible and intelligent IoT nodes that have to meet the
tight energy budget. In this context, dynamic voltage and frequency scaling (DVFS) [2] is one
of the most effective technique to reduce the dynamic power consumption in digital circuits
due to the quadratic dependence of the supply voltage. As conventional six-transistor (6T)
static random-access memory (SRAM) is typically the ﬁrst module to fail when operated at
low voltages, alternative SRAM bitcells have been proposed [3,4] to operate static embedded
memories even in the near-threshold regime. Costly guard bands are typically added on
top of the nominal supply voltage to ensure always-correct operation under any operating
condition. However, the system can often be operated reliably without the need of these large
and conservative design margins as some of the dynamic variations, such as temperature and
aging, have rather long time constants. Thus, many error-detection sequentials (EDSs) have
been proposed [5–10] to monitor any change on the critical paths of the design to adaptively
trim the guard bands whenever they are not needed, therefore maximizing the power savings.
For additional power savings when real-time constraints limit the available safe range for
voltage scaling, voltage over-scaling (VOS) [11–14] has been proposed for operating below
the critical supply voltage and applying various techniques to handle the timing errors that
may occur. Even these conventional techniques already proved to effectively reduce the
energy consumption of digital circuits, additional energy savings are still required due to the
2
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increasing demand for long-lasting IoT devices and the physical limitations of the traditional
low-energy techniques (e.g., nanometer circuits are highly impacted by process variations
when operated at scaled voltages). Given this context, supplementary circuits and techniques
should be explored to ideally eliminate any excess of energy consumption.
The application of essentially any low-energy technique is often limited by the potential
degradation of the quality of service (QoS). For example, an excessive application of voltage
scaling can lead to a severe failure of the system due to timing violations. Thus, a thorough
understanding of how circuits behave when operated around the point of ﬁrst failure (PoFF),
which traditionally identiﬁes where an entire system stops working properly, is key for the
effective application of conventional energy-efﬁcient methods as well as for the development
of future low-energy techniques. In this regard, four main regions can actually be identiﬁed:
• Exact region: the vast majority of the energy-efﬁcient techniques reported in the liter-
ature target digital systems that are supposed to operate in the safe and conservative
exact region. Further improvements in this ﬁeld of research are constantly needed to
reduce the energy consumption of functionally-critical components, such as controllers.
• Near-PoFF region: the dynamic adaptation to the operating conditions of a system is key
for the runtime elimination of potentially any excess of energy consumption. However,
this approach often requires the system to operate close to the PoFF, therefore increasing
the risk of potential errors (e.g., timing violations). In this context, the implementation
of error detection and correction (EDAC) mechanisms is generally required to avoid any
penalty on the QoS whenever an error occurs.
• Inexact region: abandoning the error-free paradigm (i.e, crossing the PoFF boundary)
can eliminate some of the limitations of conventional energy-efﬁcient techniques and
allow for additional energy savings whenever a small degradation on the QoS can be
tolerated. In this regard, a deep understanding and modeling of the inexact circuit
operation as well as of potential reliability issues is key to maximize the energy beneﬁts
for a limited and graceful degradation on the QoS.
• Failure region: the presence of an overwhelming amount of errors is unacceptable as the
QoS might be excessively degraded or the the entire system might stop from working.
Thus, systems cannot be operated within this region.
1.1 Contributions
The contributions of this thesis focus on circuits, techniques, and tools for the design of
energy-efﬁcient digital very-large-scale integration (VLSI) modules when operated in either
the exact, near-PoFF, or inexact region, as summarized in Fig. 1.2. A large variety of circuits are
optimized for low-energy consumption, such as the clock-distribution network, sequentials,
signal-processing modules for the data path, and embedded memories among others. In
3
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Figure 1.2: Contributions of this thesis classiﬁed by targeted operating region and addressed
circuit topology.
particular, the energy savings on the distribution of the clock signal due to the adoption of
dual-edge-triggered (DET) clocking are enabled by the proposed automated ﬂow that con-
verts a digital block initially designed for single-edge-triggered (SET) operation into a fully
DET component. A static true-single-phase-clock (TSPC) DET ﬂip-ﬂop is also proposed to
solve race conditions when using both clock phases. Considering the application of DVFS for
energy efﬁciency, the exploitation of dynamic-timing margins is enabled by the described
dynamically-adjustable clock generator (DCG) that is capable of immediate and glitch-free
changes on the frequency of the generated clock signal to apply the dynamic clock adjust-
ment (DCA) technique. Furthermore, a timing-monitoring sequential (TMS) is proposed for
advanced DVFS techniques where transitions on the input data can be detected on either one
of the clock phases to select the best timing-monitoring strategy. Focusing on the data path,
properties of programmable hardware are used to enable an energy-quality scaling technique
on the algorithmic level. In this regard, the power consumption of the multipliers contained
in a programmable ﬁnite impulse response (FIR) accelerator is reduced by the runtime adap-
tation of the ﬁlter coefﬁcients, to consume less energy whenever a small degradation on the
QoS is tolerated and provide the baseline performance whenever needed. Concerning em-
bedded memories, this thesis proposes the ﬁrst modeling tool for gain-cell embedded DRAM
(GC-eDRAM), which proved to be a compact and low-leakage alternative to conventional
SRAM. The described tool enables a practical exploration of the vast and complex design
space to scale existing GC-eDRAMs or design future memories through the estimation of their
4
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maximum operating frequency, availability, bandwidth, and memory density. A more detailed
description of the contributions of this thesis is provided as follows.
Dual-Edge-Triggered Clocking for Low-Power Operation
The adoption of a DET clocking scheme in synchronous designs is an effective approach for
the reduction of the energy consumed in clock distribution when the system is operated inside
the safe and conservative exact region. In this thesis, power trade-offs of DET clocking are
initially analyzed, providing the means to rapidly identify the characteristics of systems that
have the highest potential to beneﬁt from DET clocking for low-power operation. Furthermore,
a design ﬂow for the fully automatic implementation of a DET clocking scheme within the
standard digital design ﬂow is proposed. The described methodology can be applied to any
digital component and it does not require any overhead in the logic-design process. The
proposed design ﬂow enables seamless transformation of a digital block, initially designed for
SET operation, into a fully DET component. The systematic and full integration of DET clock
gating in the digital standard design ﬂow is presented, to the best of the author’s knowledge,
for the ﬁrst time. DET operation is applied to three digital components, implemented in a
commercial 40nm CMOS process technology, showing the power-performance beneﬁts of
this approach on different real-life designs with post-layout simulations.
In order to solve race conditions that arise when using both clock phases and that might
lead to a loss of data due to overwriting in conventional DET ﬂip-ﬂops, the ﬁrst static TSPC
DET ﬂip-ﬂop is proposed in this thesis. By implementing the cell with TSPC circuits and an
internal dual-feedback mechanism, completely static and robust operation is achieved under
voltage scaling and process variations. To demonstrate the robustness of the proposed DET
ﬂip-ﬂop in nanometer technologies, the register was implemented in a 40nm CMOS process
technology, showing full functionality at a near-threshold supply voltage of 0.5V and under
extensive Monte Carlo statistical simulations for both global and local variations. In addition,
the proposed ﬂip-ﬂop provides the lowest CK-to-Q delay and the best power-delay product
when compared to other leading DET ﬂip-ﬂops.
Circuits and Techniques to Monitor and Trim Dynamic Timing Margins
According to DCA techniques, the exploitation of dynamic-timing margins for the operation
of the system inside the near-PoFF region is enabled by the DCG proposed in this thesis. The
DCG is a digitally-controlled ring oscillator (DCRO) that produces a clock signal whose period
can be changed at every clock cycle, as required by techniques relying on DCA. To modify
the propagation delay inside the ring, the oscillator includes a programmable delay unit
implemented with a cascade of AND gates that have been placed with a controlled ﬂoorplan to
produce an accurate range of clock periods. The cycle-by-cycle operation is ensured by using
a one-hot encoded period setting for the programmable delay unit and by sampling this delay
setting with a set of additional registers that have been placed close to the programmable
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delay unit to minimize both their propagation delays as well as the delay of the clock signal
they receive from the ring oscillator. Silicon measurements of a 28nm FD-SOI test chip are
provided to characterize the proposed clock generator and demonstrate the exploitation of
dynamic-timing margins in a DCA-enabled embedded processor that uses the described DCG
as clock source.
A TMS capable of detecting transitions on the input data during either the high or the low
phase of the clock to enable and select the best timing-monitoring strategy is proposed.
The use of the TMS together with the control of the clock duty-cycle enables three different
timing analyses: the conventional monitoring of any setup violation, the measurement of
the available and positive timing slack that can be performed either during a safe calibration
phase or even at runtime, and the measurement of fast paths (i.e., paths that are far from being
setup-timing critical) to evaluate the potential beneﬁts in the exploitation of dynamic-timing
margins provided by the DCA approach. The TMS is implemented on a 28nm FD-SOI test
chip and veriﬁed with silicon measurements.
Exploiting Hardware Properties at the Algorithm Level for Energy-Quality Scaling
Even though signiﬁcant energy savings can be achieved through VOS several factors limit the
application of such an aggressive energy-efﬁcient technique when operating inside the inexact
region: a steep degradation in the QoS is often experienced as soon as the ﬁrst timing errors
appear and the degradation of the QoS can be hardly predicted or controlled. To avoid the
use of such risky strategies, in this thesis, energy-quality scaling is enabled by an algorithmic-
level technique that reduces the switching activity of multipliers by carefully choosing the
programmable parameters of an FIR accelerator. First, an analysis of the switching activity
of multipliers based on the number of non-zero generated partial-product bits is described.
The obtained results are conﬁrmed by the dynamic-power characterization of the considered
multipliers through accurate post-layout simulations, showing that the achievable power
savings might differ depending on which of the two input ports is assigned to the constant
coefﬁcient. The power consumption of the multipliers implemented in a programmable
FIR ﬁlter is reduced by perturbing the baseline coefﬁcients of the ﬁlter based on the exten-
sive power characterization of the implemented multiplier topology. The implementation
of the power-optimized FIR ﬁlter does not require any design overhead except for the addi-
tional memory that might be required to store the perturbed coefﬁcients. For the proposed
technique, the baseline performance is always ensured when operating with the reference
coefﬁcients and the power consumption of the FIR ﬁlter can be reduced at runtime, when a
less accurate operation of the ﬁlter is tolerated. The described technique is applied to several
FIR ﬁlters, demonstrating the obtainable power reductions. These savings are conﬁrmed
through measurements of ﬁlters fabricated on a 28nm FD-SOI test chip.
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Gain-Cell Embedded DRAMs: Modeling and Design-Space Exploration
GC-eDRAM is a high-density and low-leakage alternative to conventional SRAM and can be
operated either inside the safe exact region or even within the inexact region as it gracefully
degrades when the refresh rate is relaxed for energy-quality scaling. In this thesis, the ﬁrst
modeling tool for GC-eDRAMs is proposed for a practical exploration of their complex and
vast design space and in support of their design and integration within low-power computing
systems. The proposed modeling tool is based on input parameters related to technology,
circuits, and memory organization of GC-eDRAMs, therefore allowing for an exploration of a
large design space. The physical ﬂoorplan of the GC-eDRAM is considered in the estimation
of memory metrics, therefore accounting for the impact of the memory organization as well as
of the load given by the interconnects. An accurate timing estimation is provided by modeling
the effect of the deterioration of the stored data in the gain cell. The tool is implemented
in a modular structure to allow for the selection or the introduction of different modeling
strategies and the code of the tool is open source as well as publicly available. The timing
estimation of the modeling tool is validated against transistor-level simulations of different
GC-eDRAMs implementations which include both resistive and capacitive parasitics from
post-layout extraction as well as against silicon measurements of a previously fabricated GC-
eDRAM in 28nm CMOS process technology. Multiple case studies of design-space exploration
are presented based on the proposed modeling tool to ﬁnd the best design choices that fulﬁll
the most critical memory requirements, such as highest operating frequency, availability,
bandwidth, and memory density.
1.2 Thesis Outline
In Chapter 2, the motivation and tradeoffs for the application of DET clocking are ﬁrst de-
scribed to identify the conditions where DET clocking is effective in reducing the energy con-
sumption. The intricacies in the design and implementation of DET ﬂip-ﬂops and clock gates
are then analyzed and a design ﬂow for the fully-automated implementation of DET clocking
is proposed. To evaluate the beneﬁts of DET clocking, three IP blocks are implemented in
40nm CMOS process technology with both SET and DET clocking schemes. Post-layout power
simulations are performed to quantize the energy beneﬁts when DET clocking is applied.
Within the same chapter, logic failures due to clock overlap in DET ﬂip-ﬂops are described
and solved by the proposition of the ﬁrst TSPC DET ﬂip-ﬂop. The proposed DET ﬂip-ﬂop is
implemented in 40nm CMOS process technology, veriﬁed at the near-threshold voltage of
0.5V and compared to to the state-of-the-art solutions for DET registers.
Chapter 3 describes a DCG capable of immediate and glitch-free changes on the frequency of
the generated clock signal. The proposed clock generator is a crucial module for the applica-
tion of techniques that aim at trimming dynamic timing margins through DCA. Furthermore,
a TMS capable of detecting transitions on the input data on either one of the clock phases to
enable and select the best timing-monitoring strategy is described in the same chapter. The
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proposed TMS can either detect setup violations, warn when a path is close to become critical,
or even measure fast paths to evaluate potential dynamic timing margins. Both the reported
clock generator and the TMS have been fabricated on 28nm FD-SOI test chips, veriﬁed, and
characterized with silicon measurements.
In Chapter 4, the impact of VOS on the reliability of a multiplier is analyzed, showing that the
application of VOS is a high-risk low-energy technique due to the unpredictable, steep, and
severe degradation of the QoS. As an alternative, hardware properties of programmable FIR
ﬁlters are exploited to reduce the switching activity in multipliers in a proposed energy-scaling
technique applied at the algorithmic level. As multipliers account for the largest amount of
power consumed in a programmable FIR ﬁlter, their dynamic power consumption is exten-
sively characterized for different ﬁxed input operands that coincide with the coefﬁcients of the
FIR ﬁlter. The power characterization of the multipliers is used to perturbate the coefﬁcients
of a baseline ﬁlter and obtain a set of power-optimized coefﬁcients for a small degradation on
the QoS. The proposed technique is applied and veriﬁed with silicon measurements on ﬁlter
accelerators fabricated on a 28nm FD-SOI test chip for different topologies of multipliers and
ﬁlters.
Chapter 5 describes the ﬁrst modeling tool for GC-eDRAMs. The tool estimates timing, mem-
ory availability, bandwidth, and area of GC-eDRAMs based input parameters related to tech-
nology, circuits, and memory organization of GC-eDRAMs. The use of the proposed tool is
useful for memory design to scale existing the performance of existing memories and predict
the metrics of future memories as well as for architectural optimization of systems in which
the memories are implemented. The timing estimation of the described modeling tool is vali-
dated against both simulated and measured GC-eDRAMs in 28nm CMOS process technology.
The proposed modeling tool is also used to show the intricacies in design optimization of
GC-eDRAMs and, based on the results, optimal design practices are derived.
Conclusions and outlook are provided in Chapter 6.
1.3 Selected Publications
This thesis is largely based on the following publications.
Dual-Edge-Triggered Clocking for Low-Power Operation
A. Bonetti, A. Teman, and A. Burg, “An Overlap-Contention Free True-Single-Phase Clock
Dual-Edge- Triggered Flip-Flop”, IEEE International Symposium on Circuits & Systems (ISCAS),
May 2015.
A. Bonetti, N. Preyss, A. Teman, and A. Burg, “Automated Integration of Dual-Edge Clocking
for Low-Power Operation in Nanometer Nodes”, ACM Transactions on Design Automation of
Electronic Systems (TODAES), May 2017.
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Circuits and Techniques to Monitor and Trim Dynamic Timing Margins
J. Constantin, A. Bonetti, A. Teman, Christoph Müller, Lorenz Schmid, and A. Burg, “DynOR:
A 32-bit Microprocessor in 28nm FD-SOI with Cycle-By-Cycle Dynamic Clock Adjustment”,
European Solid-State Circuits Conference (ESSCIRC), September 2016.
A. Bonetti, J. Constantin, A. Teman, and A. Burg, “A Timing-Monitoring Sequential for Forward
and Backward Error-Detection in 28 nm FD-SOI”, IEEE International Symposium on Circuits &
Systems (ISCAS), May 2018.
Exploiting Hardware Properties at the Algorithm Level for Energy-Quality Scaling
A. Bonetti, A. Teman, P. Flatresse, and A. Burg, “Multipliers-Driven Perturbation of Coefﬁcients
for Low-Power Operation in Reconﬁgurable FIR Filters”. IEEE Transactions on Circuits and
Systems I: Regular Papers (TCAS-I), September 2017.
Gain-Cell Embedded DRAMs: Modeling and Design-Space Exploration
A. Bonetti, R. Golman, R. Giterman, A. Teman, and A. Burg, “Gain-Cell Embedded DRAMs:
Modeling and Design Space”, Under revision, 2018.
1.4 Third-Party Contributions
All third-party contributions to the work presented in this thesis are listed in this section.
I worked in close collaboration with Nicholas Preyss during the development of the automated
ﬂow for the insertion of the DET clocking scheme. Nicholas supported me in various stages of
the project, providing the IP block and the testbench for the case-study A, the development
of the DET automatic place-and-route ﬂow, and the timing evaluation of all the considered
IP blocks. Adam Teman oversaw the whole project providing many valuable solutions for
the place-and-route ﬂow and power simulations. Christian Senning and Reza Ghanaatian
provided the IP blocks and the testbenches for the case-studies B and C, respectively.
The proposed DCG has been integrated in DynOR, a DCA-enabled embedded processor, that
has been designed, fabricated, and tested as a result of a collaboration within many people:
Jeremy Constantin, main frontend designer and leader of the DynOR project, Adam Teman,
who supervised the backend tasks, Christoph Müller, who contributed to the backend ﬂow,
and Lorenz Schmid, who worked on chip testing.
The programmable FIR ﬁlters used for the evaluation of the proposed energy-quality scaling
technique and the described timing monitoring sequentials have been integrated in PolarBear,
a 28nm FD-SOI test chip that was the result of a team effort: Lorenz Schmid integrated
the accelerators, the timing monitoring sequentials, and the testing circuitry in the chip,
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while Christoph Müller designed the top-level control logic, lead the backend tasks and gave
invaluable contributions during the power measurements of the accelerators.
Different people contributed to the design and fabrication of the described processor imple-
menting a GC-eDRAM as data memory. Jeremy Constantin supported me in the very ﬁrst
design stages to integrate the implemented OpenRISC core in the system. Robert Giterman
designed the custom arrays of the GC-eDRAM and provided support for the backend tasks.
Christoph Müller designed the implemented body-bias voltage generators as well as their
control logic. Ivan Miro-Panades provided the frequency-locked loop (FLL) used for internal
clock generation.
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2 Dual-Edge-Triggered Clocking for
Low-Power Operation
Power reduction in integrated circuits (ICs) continues to be one of the primary objectives in
the ﬁeld of digital system design, especially in light of the increasing throughput required
by modern systems [15]. The majority of these systems are fully or primarily synchronous,
requiring the distribution of one or more clock signals across the entire chip. The necessary
clock networks typically drive a large capacitive load and they are always toggling when clock
gating is not active. Thus, a signiﬁcant amount of power is consumed for clock distribution
and can account for 30%–60% of the total chip power [16–20].
A well-known technique for reducing the dynamic power dissipation of a synchronous IC is
dual-edge-triggered (DET) clocking. As opposed to the conventional single-edge-triggered
(SET) solution, which samples the data only on the rising-edge of the clock, DET operation
uses both the rising and the falling edges for data sampling, thereby requiring only half of
the clock frequency of the SET approach for the same throughput. As shown analytically
by Nedovic et al. [17, 18], the resulting dynamic power reduction in clock distribution can
exceed 50%, and DET clocking is always more power-efﬁcient if the clock load capacitance
of the DET storage elements is less than twice as large as that of their SET counterparts. In
addition, since DET ﬂip-ﬂops (DET-FFs) have been shown to be more energy-efﬁcient than
their SET counterparts for high-speed applications [21–23] and have comparable or even lower
propagation delay [17,21–23], power reduction can often be achieved with a similar or even a
slightly higher throughput than with conventional SET clocking.
In addition to the power advantages of DET clocking, the reduced clock frequency also re-
laxes many of the issues that are introduced by high-speed architectures. The effect of the
electromagnetic interference (EMI) typically produced by high-frequency sources is attenu-
ated, thereby reducing noise coupling. Since the transient activity on the current drawn from
the supply is reduced, the noise on the power supply voltage caused by the presence of an
equivalent impedance is also reduced. DET clocking also eases many of the challenges and
constraints on producing a clock signal that is twice the speed of the data, as the maximum
toggle frequency of the clock is identical to the maximum toggle frequency of the data. Finally,
by enabling DET blocks within a primarily SET system, a high performance block can be im-
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plemented with DET standard cells and be operated at twice the speed of the system without
the need for generating and distributing an additional faster clock.
The implementation of storage cells that are triggered on both clock edges is a well-researched
topic [19,24–28]. Several works have investigated and compared the performance of DET-FFs
with that of conventional SET ﬂip-ﬂops (SET-FFs) [18,21–23,29,30], showing that DET-FFs
outperform SET storage cells in both low-power and high-speed applications [21–23]. The
main drawbacks of DET-FF implementations are that they occupy a larger silicon area and
consume higher leakage currents than SET ﬂip-ﬂops, especially in deep nanometer nodes,
making DET operation less appropriate for systems or components characterized by long
sleep periods or with frequent clock-gating [18]. For this reason, these tradeoffs have to be
carefully analyzed at the system level in order to choose the most power-efﬁcient clocking
scheme. Architectures in which the clock network and the registers are active most of the time
and consume a large portion of the total power are the most promising candidates for DET
clocking. Power-efﬁcient design of the implemented DET-FFs will further contribute to the
power savings in register-heavy systems. For example, many signal processing applications,
such as cryptography, digital ﬁltering, neural networks, and communication systems are often
realized with register-based architectures featuring deep pipeline structures, rendering them
perfect candidates for DET implementation, as long as the area penalty can be tolerated.
In this chapter, circuits and an automated design ﬂow are proposed to enable the implemen-
tation of DET clocking:
• In Section 2.1, the most promising conditions for achieving low-power operation with
DET clocking are identiﬁed and a fully-automated design ﬂow for applying DET to a
conventional SET design is presented.
• Section 2.2 describes the clock-overlap failure risk in DET registers and proposes a DET
ﬂip-ﬂop with a true-single-phase clock that completely avoids clock overlap hazards by
eliminating the need for an inverted clock edge for functionality.
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2.1 Automated Integration of Dual-Edge Triggered Clocking
Even if many applications are promising candidates for DET clocking, the design of DET
systems and their implementation within the digital standard design ﬂow are considered to be
cumbersome and are almost entirely neglected in the literature. In fact, only very few digital
architectures that incorporate DET clocking have been reported in the literature (e.g., [31]).
The emphasis of the majority of all previous publications discussing DET clocking has been
on the design and implementation of stand-alone DET-FFs, neglecting the intricacies of the
electronic design automation (EDA) for DET-based system integration. In addition, most
standard cell libraries are equipped only with SET storage elements and clock-gating circuits
and the deﬁnition of DET constraints for static timing analysis (STA) and clock-tree synthesis
(CTS), especially with clock-gating, is non-trivial. Therefore, DET is often relegated to a minor
role in synchronous design, used only for speciﬁc applications and in niche products.
In this section, the main practical concerns are reconsidered and addressed to make DET
clocking a viable and easy-to-use technique for low-power operation of synchronous digital
circuits. To that end, the most promising conditions for large power savings through DET
clocking are identiﬁed and subsequently a seamless and fully-automated design ﬂow for the
integration of DET clocking into a digital IC is presented. The proposed design ﬂow transforms
a synchronous block, initially designed for SET clocking, into a fully DET implementation,
thereby enabling a rapid and accurate comparison between the two implementations for each
block. In this way, the direct tradeoff between the power reduction of DET clocking and its
unavoidable area and leakage overheads can be considered at the block level. Thereafter, the
system designer can select the best clocking scheme for each component to provide an energy-
efﬁcient full system solution, while maintaining the initial SET throughput. This provides the
basis for a design methodology which integrates DET and SET clocked components within a
single system.
The proposed approach is implemented exclusively with commercial EDA tools and it is
applied to three representative digital blocks in a standard 40nm CMOS process technology.
The DET approach was shown to halve the power consumption in the clock tree for all test
cases and to signiﬁcantly reduce the dynamic power of the registers, leading to a 58% total
power reduction for one of the benchmark circuits whose power is dominated by registers and
clock buffers. All DET implementations are shown to retain similar throughput as compared
to their SET counterparts across standard operating corners, showing that the two clocking
schemes can be freely interchanged within a given speciﬁcation.
Contributions The primary contributions of this section can be summarized as follows:
• Power tradeoffs in DET clocking are analyzed, providing the means to rapidly identify the
characteristics of systems that have the highest potential to beneﬁt from DET clocking
for low-power operation.
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• A design ﬂow for the fully-automatic implementation of a DET clocking scheme within
the standard digital design ﬂow is proposed. The presented methodology can be applied
to any digital component and it does not require any overhead in the logic-design
process.
• The proposed design ﬂow enables a seamless transformation of a digital block, initially
designed for SET operation, into a fully DET component. This can be used either
to beneﬁt from the power savings of the DET approach or for a straightforward and
accurate comparison between the two clocking approaches applied to a given block.
• To the best of the author’s knowledge, this is also the ﬁrst work presenting a systematic
and full integration of DET clock gating in the digital standard design ﬂow.
• DET operation is applied to three digital accelerators, implemented in a commercial
40nm CMOS process technology, showing the power beneﬁts of this approach on
different real-life designs with post-layout simulations.
The rest of this section is as follows: the motivation for DET clocking and the tradeoffs between
applying SET and DET clocking are discussed in Section 2.1.1; a brief overview of the DET-
FF and the DET clock gate (DET-CG) used in the proposed benchmark implementations
is given in Section 2.1.2, before introducing the proposed DET design ﬂow in Section 2.1.3;
Section 2.1.4 presents the application of the proposed ﬂow on three example designs and the
resulting power savings; Section 2.1.5 concludes this section.
2.1.1 Motivation and Tradeoffs in DET Clocking
A standard clock-distribution network is composed of digital gates, synchronous registers, and
wires that connect them. The dynamic power consumption Pdyn of each of the cells in such a
network can be described as:
Pdyn = f ·K ·Edyn, (2.1)
where f is the toggling (clock) frequency, K is the activity factor of the gate (deﬁned as the
number of transitions per clock cycle) and Edyn is the energy consumed per transition by the
gate. This leads to the straightforward concept of power savings through DET clocking: a
reduction of the clock frequency by 50% by using both clock edges for state transitions into
sequential elements can cut dynamic power consumption due to activity on the clock net in
half. Unfortunately, this simple conclusion neglects several issues which limit the efﬁciency
of the DET approach. First of all, while the power reduction of components on the clock
network can be substantial, this may only be a small fraction of the total power for some
systems, especially those with a small ratio of registers to combinatorial logic or systems
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with high clock-gating efﬁciency1. Second, the implementation of DET clocking requires
the replacement of SET registers with their DET counterparts, and while these gates can be
designed to be more energy-efﬁcient, they typically present higher area and leakage power,
which may not be acceptable, especially in nanoscaled processes. These factors must be taken
into account when deciding upon the clocking scheme of a system. This section evaluates
both the power beneﬁts and tradeoffs of applying DET clocking to a given design to provide
the system architect with a basis for making this decision.
An analytical evaluation of the power tradeoffs in DET clocking is described in Appendix A.
Considering the result of (A.7), it is possible to state that DET clocking is more power-efﬁcient
than the conventional clocking scheme when the dynamic power savings (mainly obtained on
the clock tree and registers) are larger than the increase in leakage power. In particular, (A.7)
depends on different parameters that are analyzed as follows:
• DET clocking can reduce the dynamic power of both registers and clock tree. Therefore
DET clocking will be most efﬁcient, when applied to an SET design with a large portion
of dynamic energy consumed in the clock tree (Edyntre ) and registers (E
int
reg and E
sw
reg), as
well as relatively low leakage power.
• The dynamic power savings depend on the activity factors Ktre and Kreg, meaning that
designs that spend a considerable percentage of time in clock-gated sleep states are
generally not recommended for DET clocking.
• Bothαreg and βreg depend on the power comparison between the implemented SET-FFs
and the DET-FFs and their values can be obtained and improved with analog simulations
and various circuit-level design techniques [22,23]. For a favourable energy-efﬁcient
DET clocking, these scaling factors need to be kept as small as possible in order to
minimize the leakage power overhead and to save dynamic power in the registers.
• The register scaling factors, αreg and βreg, solely depend on the design of the imple-
mented DET-FFs as compared to the SET-FFs. Reduction of these factors is fundamental
for overall power savings, especially when considering register-dominated designs. In
general, αreg is often expected to be larger than one due to the higher leakage current
that characterizes the DET-FFs, while βreg (i.e., the internal energy ratio of DET vs. SET
registers for a single transition) is required to be smaller than one to efﬁciently save
power at high operating frequencies. The requirement on βreg is easily met by many
DET-FF topologies, primarily due to the internal power consumption of SET-FFs on the
non-sampling edge of the clock – a phenomenon that is non-existent in DET-FFs. For
1In this context, clock-gating efﬁciency (Geff) is deﬁned as the number of registers that can be clock-gated (Rcg)
multiplied by the average number of clock cycles where a register is clock-gated (Ccg), divided by the product of
the total number of registers (Rtot) times the total number of clock cycles (Ctot):
Geff =
Rcg ·Ccg
Rtot ·Ctot
.
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the registers considered in this work, these scaling factors have been estimated consid-
ering the average performance of the implemented SET and DET ﬂip-ﬂops, resulting in
αreg and βreg being equal to 1.50 and 0.40, respectively.
• The clock tree that is built in the SET design is likely to be very similar to the DET clock
tree, since the buffers implemented in the clock tree generally have balanced input-
to-output delays to avoid a degradation of the duty cycle in the clock propagation and
under the assumption that the load on the clock pin is kept the same for both SET and
DET registers. The latter condition can be easily satisﬁed by having the clock pin of the
SET-FFs and of their DET counterparts connected to the same digital gate (i.e., a clock
buffer) and ensuring the correct clock distribution inside the standard cell during the
transistor-level design phase of the DET-FF. In addition to this, dynamic power savings
will still be achieved, even in the case of a more complex DET clock tree, due to the
operation of the DET implementation at half of the SET clock frequency. For this reason,
bothΩtre andΦtre can be assumed to be equal to one, in a ﬁrst-order approximation.
• The conversion of an SET design to a DET implementation, as described in Section 2.1.3,
is achieved by replacing SET clock gates and ﬂip-ﬂops with their DET counterparts
without any inherent modiﬁcation of the combinatorial logic. Thus, the power con-
sumption of the logic gates is ideally unchanged and the scaling factorsΩlog andΦlog
can be approximated to one. However, the implementation of faster DET-FFs might
result in the need for additional hold buffers, leading to scaling factors that are slightly
larger than one. Nevertheless, the overall power consumption can still be efﬁciently
reduced by DET clocking when this power overhead is limited and assuming that the
additional slack from faster DET-FFs can be exploited in other parts of the logic to relax
timing constraints.
• The choice on the most power-efﬁcient clocking scheme depends also on the operating
frequency. DET clocking is more energy-efﬁcient than SET clocking at higher frequen-
cies, where dynamic power dominates, but is less suited to slow designs, where a large
portion of the total power consumption is due to leakage currents.
• In general, the area overhead of applying DET should be taken into account, in addition
to the potential power savings. However, for many systems a slight area penalty can be
tolerated, especially for pad-limited ICs.
This analysis shows that while not all digital blocks are good candidates for DET clocking, sys-
tems and components with certain characteristics will signiﬁcantly beneﬁt from this approach.
However, as previously mentioned, two primary factors still prevent widespread application
of DET clocking in digital systems. The ﬁrst is the lack of DET-FFs and DET clock gates in
standard libraries, and the second is the lack of a methodology and guidelines for the integra-
tion of DET clocking in the digital standard design ﬂow. Therefore, the next section presents
the registers and clock-gating circuits used in this work, followed by a detailed methodology
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Figure 2.1: Schematic of the DET-TGLM ﬂip-ﬂop used in this work.
for the physical implementation and veriﬁcation of DET clocking within the digital standard
design ﬂow.
2.1.2 Design and Implementation of DET Library Cells
The design of DET-FFs is crucial for achieving both low power consumption and high perfor-
mance in synchronous digital systems. For this reason, many different implementations of
DET-FFs have been proposed in the literature, including the transmission-gate latch-MUX
(DET-TGLM) [24], the C2MOS latch-MUX (DET-C2LM) [25], the pulse-triggered DET-FF [26],
the conditional discharge ﬂip-ﬂop (DET-CDFF) [19], symmetric pulse-generator ﬂip-ﬂop (DET-
SPGFF) [27] and the C-element ﬂip-ﬂops (DET-CFFs) [32]. Of these, the DET-TGLM is the
most popular, due to its simple implementation and its relatively short CK-to-Q delay. In addi-
tion, this topology has proven to be one of the most energy-efﬁcient DET-FFs for high-speed
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Figure 2.2: Schematic of the DET clock gate (DET-CG) [33] used in this work, characteristic
waveforms and clock-tree synthesis (CTS) directives.
operation [21–23]. Thus, in this work, the DET-TGLM topology is chosen for demonstrating
the application of DET clocking to full digital blocks. However, all of the proposed topologies
are equivalently applicable, provided that they meet the βreg < 1 requirement of (A.7).
The DET-TGLM, shown in Fig. 2.1, is composed of two separate latches (M3–M12 and M15–
M24), whose storage nodes are connected to an output multiplexer (MUX). During each
phase of the clock, only one latch is transparent, while the other one is opaque. This allows
the transparent latch to follow the data at the input, while the other latch drives the output
(QB) through the MUX. The MUX is based on transmission gates (TGs) (M13–M14 and M25–
M26), which have a low propagation delay, to minimize the overall CK-to-Q delay. The
total device count of this DET circuit is 32 transistors, while the clock load, deﬁned as the
number of transistors controlled by any clock signal, is 16 transistors. As the clock load of the
corresponding SET-FF is 12 transistors, the ratio bewtween the DET and the SET clock load
is 1.34 that is signiﬁcantly lower than the clock-load-ratio limit of 2 for energy-efﬁcient DET
design, as deﬁned in [17,18]. The implemented DET-TGLMs also present the same clock-pin
load as the replaced SET-FFs to ensure a similar load condition for the clock network. This is
done by connecting the clock pin to the input of the inverter that is identical in both types of
registers (M29–30 for DET-TGLMs in Fig. 2.1). In addition, while input glitching will result in
some internal power consumption, the same happens for a standard SET-FF during one clock
phase and, as previously mentioned, since the power consumed in DET-FFs is associated to
only one clock edge per cycle, as opposed to SET-FFs, the dynamic power ratio (βreg) is much
lower than one, as required to meet the inequality of (A.7).
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Figure 2.3: Flow chart for the proposed DET implementation within the digital standard design
ﬂow.
The most commonly applied technique for reducing the power consumption of the clock
network is clock gating. However, in the majority of the discussions about the potential
efﬁciency of DET operation, clock gating is not addressed. Contrary to the many DET-FF
implementations that have been proposed, to the best of the author’s knowledge, only two
implementations of a DET-CG have been published [33,34]. In this work, the more straightfor-
ward one of these two circuits is chosen, comprising a DET-FF and a feedback XOR gate, as
shown in Fig. 2.2. By choosing this circuit, the DET-CG can be deﬁned as a structural Verilog
model, rather than a fully custom standard cell, signiﬁcantly reducing the design effort for
integrating clock-gating in a DET design.
To demonstrate the operation of the DET-CG, the inset of Fig. 2.2 provides a set of typical
waveforms. The XOR conditionally inverts the output (Q) of the internal DET-FF according
to the enable (EN) signal, and feeds the result into the input (D) of the DET-FF. The clock
input of the gate (CK) is directly connected to the clock pin of the DET-FF and the gated clock
output (GCK) is connected to its Q pin. When the EN input is high, the XOR gate always feeds
back the inverted output to the input of the DET-FF, causing the output clock to toggle on
both edges of the clock. As soon as EN is set to ‘0’, the DET-FF will continue sampling the same
input value, forcing GCK to remain stable.
It is worth noting that unlike an SET clock gate (SET-CG), the output of a DET-CG depends
on its initial state, providing either the same or the inverted phase relative to the root clock,
depending on the activation cycle. The implications of this characteristic on the digital
standard design ﬂow are outlined in detail in Section 2.1.3. In addition, if the output of the
DET-FF of the clock-gating cell is not forced to an initial state, the undeﬁned value on the
output of the DET-FF will propagate to its input through the XOR gate, creating an undeﬁned
logic level. Even though, in reality, this issue is mostly an artifact of the model appearing
during gate-level simulation, a resettable DET-FF was used to implement the DET-CG, adding
a reset input (CN) to the gate to set the output to a well-deﬁned level during power-on.
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2.1.3 Proposed DET Digital Design Flow
While the digital design ﬂow for SET operation is extensively discussed in the literature and in
textbooks [35], the implications of implementing a DET clocking scheme are rarely considered.
This is probably due to the lack of DET gates in commercial standard-cell libraries along with
the non-trivial requirements for DET timing analysis, especially when clock gating is used.
This section introduces an automated ﬂow for integrating DET operation into a block that
is initially designed for standard SET operation and for then continuing through the digital
standard design ﬂow to provide a ﬁnal, validated design database. This methodology enables
an easy investigation of the DET power-efﬁciency for a given block and a seamless integration
of DET blocks with SET blocks in a digital system. The only prerequisite for this ﬂow is the
existence of DET-FFs and DET-CGs, such as the ones previously described.
The proposed DET ﬂow, illustrated in Fig. 2.3, is composed of three phases: ﬁrst, a register-
transfer level (RTL) description is provided for SET operation and standard synthesis is per-
formed with SET timing constraints. Then, the design is translated into an equivalent DET
netlist, primarily by replacing the SET registers and clock-gates with their DET counterparts.
Finally, the adapted netlist is loaded back into the EDA tools and the digital standard design
ﬂow is continued with DET timing constraints to provide a ﬁnal design database. The following
subsections describe the intricacies of each of these phases, pointing out the directives and
constraints that are required by the EDA tools for accurate DET timing analysis.
2.1.3.1 Initial SET Synthesis
The synthesis stage of the proposed ﬂow follows the common SET digital standard design ﬂow.
An SET RTL description of the design is veriﬁed with a logic simulator and then mapped to a
standard-cell library using a synthesis tool and a set of SET design constraints, including the
automatic insertion of clock gates. At this stage, care must be taken to restrict the mapping
of registers to SET-FFs for which equivalent DET gates are available in terms of interface and
functionality (set, reset, scan, drive strength, etc.). Considering the gate-level implementation
of the sequential elements, the synthesis tool instantiates SET master-slave D ﬂip-ﬂops with
C2MOS gates and latch-based clock gates, both provided by the standard library. The synthe-
sized netlist is a fully operational SET version of the design, which can optionally be used for
automated place-and-route (APR) and for the derivation of a ﬁnal design.
The deﬁnition of timing constraints is a crucial stage in the proposed design ﬂow and method-
ology for mixing SET and DET blocks within a given system. In the proposed ﬂow, a reference
frequency ( fref) is deﬁned according to the SET clock frequency, with the DET clocking fre-
quency derived from this one ( fdet = fref/2). All interface constraints (i.e., input and output
delays) are deﬁned with a virtual clock toggling at fref, as virtually all STA tools assume I/O
toggling according to a single-edged clock. This is further clariﬁed through the example Syn-
opsys design constraints (SDC) commands of Fig. 2.4. By deﬁning the interface constraints
relative to a clock that is always toggled at the original SET frequency and is separate from
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# create virtual reference clock with SET frequency
create_clock -name reference_clock -period $t_ref
# set i/o delays relative to reference clock
set_input_delay $input_dly -clock reference_clock \
 [remove_from_collection [all_inputs] [get_ports clk_in]]
set_output_delay $output_dly -clock reference_clock [all_outputs]
# Core logic clock definition:
# For SET (e.g., during synthesis)
create_clock -name core_clk -period $t_ref  [get_ports clk_in]
# For DET (e.g., during DET P&R)
create_clock -name core_clk -period [expr $t_ref/2] [get_ports clk_in]
Figure 2.4: Example of SDC commands for deﬁning a virtual reference clock and interface
constraints.
the core logic clock, the interface constraints can be left unchanged when applying the DET
clock frequency during the APR stage. This deﬁnition not only ensures correct STA with regard
to interface delays, but also allows to keep constraint deﬁnitions and testbench structures
synchronized throughout all stages of the ﬂow.
Note that DET clocking incurs stricter design requirements on the clock signal than SET
clocking and may incur some overhead in the clock network due to the need for slightly
increased margins (depending on how well the duty cycle can be balanced across all corners),
primarily due to the relevance of duty cycle variation on timing. Ideally, a 50% duty cycle
as well as sharp rising and falling transitions are desirable for the clock signal provided to
the DET ﬂip-ﬂops. To account for this during synthesis, the clock uncertainty constraint
(intended primarily for jitter) must be adjusted according to the speciﬁcations of the primary
clock source of the system and to the expected duty-cycle uncertainty. Nevertheless, fast and
balanced transition times are generally ensured by the cells of the clock standard-cell library,
which are used for clock tree synthesis during APR. Any remaining deviations in duty cycle
caused by inequalities in rise and fall times along the clock network will then be accounted for
by the STA tools according to gate and parasitic wire delays, allowing the APR tool to ensure
correct timing of the design across variations. Any resulting overhead from more stringent
timing constraints in the critical paths is fully accounted for in the reported results.
2.1.3.2 Post-Synthesis Conversion to DET
Once the SET netlist is obtained, the conventional SET-FFs and clock gating cells have to be
substituted with their corresponding DET versions. This substitution is easily performed by
simple string replacements on the gate-level netlist, assuming that a corresponding DET gate
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is available for each SET-FF and SET-CG. Under the assumption that all rules of synchronous
design [35] have been followed during the design and there are no macros included, the
resulting netlist is now a functionally equivalent DET version of the original design where the
registers are now sensitive to both clock edges and the DET-CGs perform the same clock-gating
operation of the original SET-CGs.
One further consideration is the need to force the DET-CGs into a deﬁned state, as described in
Section 2.1.2. This requires connecting the DET-CG reset pin (CN in Fig. 2.2), which is usually
not present in DET-CGs, to the global reset network. In order to not over-complicate the DET
conversion script, the reset connection can be performed in the synthesis tool after reloading
the modiﬁed netlist.
2.1.3.3 DET Automatic Place and Route Flow
The translated netlist is now the starting point for a fully-DET-aware APR ﬂow. A working SET
APR ﬂow is assumed for the design, therefore only the differences required for the DET version
will be explained. As previously described, the interface timing constraints are deﬁned relative
to a virtual clock, and therefore they can be used without any modiﬁcation. The only required
change is the constraint on the clock input of the DET block to fref/2 to reﬂect that now both
edges are active. An example of this modiﬁcation is shown in Fig. 2.4.
Without the addition of clock gates to the design, the DET clocking scheme is handled properly
by most STA tools, without further modiﬁcations to the constraints, and therefore the APR
process can continue without any further modiﬁcations. However, the integration of the
DET-CG, as described in Section 2.1.2, requires the deﬁnition of several additional constraints
and directives in order to correctly time and optimize the design.
Clock Tree Synthesis Directives for DET-CG While standard SET-CGs, often provided within
a standard-cell library, are generally recognized by CTS tools, care must be taken to ensure
that custom-made gates, such as the DET-CG of Fig. 2.2, are treated appropriately. First, in
order to ensure that the clock is traced through the DET-CG, the CK pins of the DET-CGs must
be deﬁned as through-pins. Second, to ensure that the tool does not attempt to skew-balance
internal paths of the DET-CG, the feedback path to its XOR gate must be excluded from the
CTS, if the DET-CG is provided as a structural module and not a closed standard cell. These
directives are pointed out in Fig. 2.2.
Gated-Clock Phase Deﬁnitions The application of clock gating to a DET design introduces
a non-conventional clocking phenomenon: due to the fact that the DET-CG can be enabled or
disabled following either clock-edge, the various gated clocks in the design may have both a
0 degree or a 180 degree phase relationship. Therefore, on paths between registers gated by
separate DET-CGs, the launch and capture registers could be triggered by either the same or
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opposite clock edges. This is demonstrated by the waveforms shown in Fig. 2.5 for a generic
timing path. To ensure that the paths between all combinations of rising and falling edges are
evaluated by the STA engine, a pair of generated clocks with opposite phases are deﬁned on the
GCK pin of each clock-gate. However, this deﬁnition also creates timing checks that can never
occur in a DET design, such as rising-to-rising and falling-to-falling timing paths between
registers clocked from the same source. Therefore, a false path must be deﬁned between
clocks that originate from the same DET-CG. Example constraints are shown in Fig. 2.5 in the
SDC format. Deﬁning these constraints will result in a correctly synthesized and constrained
clock distribution including clock gates, which allows the DET design to be correctly timed by
conventional STA tools.
2.1.3.4 Methodology for Mixed SET/DET Integration
The deﬁnition of a virtual reference clock, as described in Section 2.1.3.1, provides a simple
and straightforward method to modify the testbenches developed for the original SET design
for DET post-layout veriﬁcation. In fact, we only need to derive a clock that is phase-aligned
with the virtual clock at half its frequency and feed this divided clock into the top-level module
clock port. Since the stimuli are deﬁned according to the virtual clock at twice the speed of
the clock that is fed into the block, they will, in essence, toggle at both internal clock edges,
without any additional modiﬁcations to the RTL code. Therefore, by following the design ﬂow,
presented in the previous subsections, any block or component can quickly and easily be
evaluated for operation with a DET clocking approach, including accurate power estimation
through back-annotation of post-layout delays into a functional testbench.
This seamless transformation between SET and DET clocking schemes also provides the
foundations for integration of SET and DET components within a single system. To achieve
this, all that is needed is to create a divided DET clock in the top level block, and propagate
either the fast SET clock or the slow DET clock to the corresponding blocks in the design
hierarchy. This can be achieved a-priori in the RTL, with such a modiﬁcation in mind, or
on an existing design, using standard EDA tools. At an RTL level, each hierarchical block
should be designed with both types of clocks at their interface, such that the selected clock
to be fed into each block can be set simply by modifying the port connections of the module
instantiation. For an existing design, a similar approach to the one used for inserting DET-
CG reset connection can be used, i.e., disconnecting the clock port of a certain module and
reconnecting it to the divided clock at the top level. As a design methodology, both SET and
DET implementations of each component would be created, and can thereafter quickly be
evaluated for both throughput and power consumption by simply switching between the two
implementation options (SET and DET) of each block.
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create_generated_clock -source CLK \
-divide_by 1 -name GCLK1 CG1/GCK
create_generated_clock -source CLK \
-name GCLK1_inv CG1/GCK \
-divide_by 1  -invert 
set_false_path -from GCLK1 -to GCLK1_inv
set_false_path -from GCLK1_inv -to GCLK1
create_generated_clock -source CLK \
-divide_by 1 -name GCLK2 CG2/GCK
create_generated_clock -source CLK \
-name GCLK2_inv CG2/GCK \
-divide_by 1 -invert
set_false_path -from GCLK2 -to GCLK2_inv
set_false_path -from GCLK2_inv -to GCLK2
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Figure 2.5: Waveforms showing edge combinations due to DET clock gating and example
design constraints to ensure proper STA.
2.1.4 Implementation and Results
In order to demonstrate the proposed ﬂow and to evaluate the efﬁciency of DET clocking, the
presented design ﬂow was applied to three SET benchmark circuits that, due to their high
register count, were identiﬁed as promising potential candidates to achieve signiﬁcant DET
power savings. In particular, all the considered test cases are register-based and they are
implemented without the need of any IP hard macro. For these experiments, the DET-FFs
described in Section 2.1.2 were custom designed with Cadence Virtuoso and characterized
with Cadence Liberate to provide the required .lib, .lef, .v, and .gds ﬁles for APR and STA. The
DET-CGs were provided as a structural verilog model, without any need for custom layout or
characterization. The designs were synthesized and mapped to a 40nm CMOS standard-cell
library with Synopsys Design Compiler and Mentor Graphics ModelSim was used for both
RTL and post-layout logic veriﬁcation. Replacement of the SET-FFs and SET-CGs with the
DET cells was done with a custom Perl script and connection of the DET-CG reset pins was
done using the netlist manipulation commands of Synopsys Design Compiler. The resulting
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Figure 2.6: Breakdown of the total power consumption for the SET implementation of each
case study.
DET gate-level netlist was fed into Cadence Encounter Design Implementation (EDI) for APR,
and vector-based power analysis was performed within the EDI environment to obtain an
accurate power breakdown, as presented below.
2.1.4.1 Test Cases and Implementation
Three IP blocks in a SET synchronous design style were selected as test cases to demonstrate
the proposed design ﬂow. Case study A (CS-A) is a reduced-state sequence estimator of a
millimeter-wave wireless receiver, case study B (CS-B) is a digital preﬁlter for IEEE 802.11n,
and case study C (CS-C) is a digital correlator of a power-optimized wake-up receiver. For CS-A,
two separate modes of operation were considered with signiﬁcantly different clock-gating
efﬁciency, in order to emphasize the dependency of the potential power savings of the chosen
clocking scheme on the actual runtime behavior (i.e., Ktre and Kreg in (A.7)). In the ﬁrst mode
of operation, CS-A exhibits a very high activity factor in its registers and only very short logic
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Figure 2.7: Equivalent SET maximum clock frequency achieved at different technology-process
corners under a speciﬁc set of design constraints for each of the three case studies.
paths (i.e., with very little logic between register stages) are excited, showing the ﬂip-ﬂops to
consume 65% of the total power in the SET implementation. In the second mode of operation,
the percentage of registers power drops to 16%, due to higher clock-gating efﬁciency as well as
due to a larger number of logic gates that are excited and therefore consume more dynamic
power. This power difference is also present in the clock tree that is responsible for 23% of
the total power in the ﬁrst mode of operation and is reduced to only 7% when switching
to the second operation mode, making the logic the main contributor to the total power
consumption. Vector-based power measurements on post-layout netlists enable accurate
evaluation of both clocking schemes under actual operating scenarios, showing that the ﬁrst
operating mode is expected to mostly beneﬁt from the application of DET clocking to CS-
A. The power breakdowns for all the SET implementations of each case study are provided
in Fig. 2.6 for reference, where it is possible to identify CS-C as another good candidate
for the implementation of DET clocking since the registers and the clock tree account for
approximately 77% of the total power consumption.
Each of the blocks was ﬁrst implemented with a standard SET ﬂow to arrive at the application-
speciﬁc target clock frequency. This operating frequency was used as the reference fre-
quency ( fref) for the DET ﬂow, in order to target an equivalent throughput for a fair com-
parison of the clocking schemes. It is important to note that design constraints for both
clocking schemes were not set to achieve the maximum operating frequency but rather to
meet the requirements given by the design or the application. In order to verify that the
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Figure 2.8: Power breakdown for each of the case studies, considering the contribution from
the clock tree, registers, combinatorial logic, and the total power consumption. Each bar plot
is normalized to the power consumption under SET clocking and it is further divided into
internal, switching, and leakage power.
corresponding SET and DET implementations achieve a comparable throughput, the equiv-
alent SET maximum clock frequency is reported in Fig. 2.7 that is deﬁned as follows: while
for the SET implementations the equivalent SET frequency coincides with the maximum
operating clock frequency that ensures the correct functionality of the block (i.e., absence of
timing violations), in the DET designs the equivalent SET frequency is derived by doubling the
largest achievable operating clock frequency. Considering the three case studies, following
full APR, the targeted throughput is always achieved for both SET and DET schemes for all the
considered process corners, i.e., worst case (WC), typical case (TC), and best case (BC) corner.
This result shows that, even under harsh timing constraints, the application of the DET ﬂow
does not cause any signiﬁcant performance degradation across technology process corners.
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Table 2.1: Power Breakdown Details of Case Study B
Clock Tree Registers Logic Total
SET DET SET DET SET DET SET DET
Internal Power [mW] 0.64 0.13 6.01 2.69 9.36 8.62 16.01 11.44
Switching Power [mW] 1.13 0.54 0.65 0.79 7.04 6.79 8.82 8.12
Leakage Power [mW] 0.03 0.02 0.18 0.32 0.52 0.50 0.73 0.84
Total Power [mW] 1.80 0.69 6.84 3.80 16.92 15.91 25.56 20.4
2.1.4.2 Power Savings
The primary motivation for the application of DET clocking is the potential for power savings.
As previously mentioned, an accurate power analysis was performed on each of the three
test blocks, and for both operating modes of CS-A, according to vector-based simulations
on post-layout netlists. The resulting power numbers are presented in Fig. 2.8, showing the
power consumption for both clocking schemes. For each case study, the simulated clock
frequency in the DET design is half of the SET clock frequency in order to provide equivalent
throughput in both implementations. The presented power consumptions are divided into
power consumed in the clock tree, by the registers, and by the combinatorial logic, as well
as a summary of the total power consumption. Each of the bars in the plot is further broken
down into internal power, switching power, and leakage power to provide a basis for a more
in-depth analysis. The bar plots of the DET power consumption in this ﬁgure are normalized
to the consumption under SET clocking for visual comparison. Absolute numbers considering
the power breakdown of CS-B are provided for reference in Table 2.1.
Dependency on Registers and Clock Distribution The extracted power numbers are well
aligned with the expected results as well as with the power tradeoffs predicted by (A.7) in
Section 2.1.1. All cases, except mode two of CS-A, experience signiﬁcant total power savings
when implemented with DET clocking, due to the large fraction of the total power consump-
tion of the clock tree and the registers in the SET implementation (Fig. 2.6). In relation to the
inequality of (A.7), the high number of registers and clock buffers result in large values of both
E intreg and E
dyn
tre , as well as elevated activity factors Kreg and Ktre. This is clearly visible in the ﬁrst
mode of operation in CS-A where the DET design provides 56% savings on the total power
consumption that drops to only 6% in the second operating mode, where the clock-gating
efﬁciency is signiﬁcantly higher. It is also worth observing the very signiﬁcant power savings
through DET in CS-C, which consumes 58% less power than the SET implementation. In this
design, clock gating is not implemented, since registers are required to operate continuously,
which makes DET clocking a very beneﬁcial choice. This behavior can be observed once again
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Figure 2.9: Dependency of the DET/SET total power ratio (DSPR) on the equivalent SET
frequency that is deﬁned in Section 2.1.4.1. The operating points of the presented simulations
are marked with a cross, while the points where SET and DET power consumptions are
estimated to be equal have been marked with a circle.
in the registers power breakdown of CS-C in Fig. 2.8, where the leakage power is only a very
limited portion of the total power. Considering all the blocks, the power savings on the clock
tree vary between 59% and 65% while the power savings in the registers are bounded between
44% and 74%, which is a direct result of the lower operating frequency and the lower power
consumption of the DET-FFs compared to their SET counterparts.
Buffer Overhead for Hold Fixing An interesting observation in Fig. 2.8 is that mode one of
CS-A experiences an increase in the logic power when DET is implemented. This is due to the
relatively large number of buffers required for hold ﬁxing, since this design has many short
data paths with hold requirements that become more stringent when the faster (i.e., shorter
CK-to-Q delay) DET-FFs are substituted for the conventional ﬂip-ﬂops. However, the increase
in logic power consumption is a negligible share of the total power consumption in mode one,
which is effectively reduced by the power savings in both registers and clock tree.
Dependency on Operating Frequency As mentioned in Section 2.1.1, the dynamic power
savings obtained with DET clocking strongly depend on the frequency, and, in particular,
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Table 2.2: Area Overhead of the Standard Cells (SCs)
Case Study Number of SCs Registers SET-SCs Area DET-SCs Area Area Overhead
A 229K 18.4% 572,009μm2 642,505μm2 +12.33%
B 25K 17.4% 48,764μm2 58,300μm2 +19.56%
C 38K 9.4% 52,245μm2 57,953μm2 +10.93%
they are maximized for high-frequency operation where the DET-FF leakage overhead is
overcome by the dynamic power savings. This dependency is shown in Fig. 2.9, where the
ratio between the DET and the SET total power consumption is estimated across different
equivalent SET frequencies, deﬁned in Section 2.1.4.1, for all the case studies where the DET
clocking signiﬁcantly reduces the overall power consumption. This DET/SET power ratio
(DSPR) ﬁgure-of-merit shows which of the two considered clocking schemes is the most power
efﬁcient for a certain equivalent SET frequency. In particular, if this ratio is less than one, then
DET clocking is more power-efﬁcient, while SET clocking is preferable for low-power operation
when DSPR>1. The DSPR is equal to one where both the SET and DET implementations
provide the same power consumption. In Fig. 2.9, the operating points derived from the power
simulations are marked with a cross (×). Starting from these points, the power ratio has been
extrapolated and plotted across different equivalent SET frequencies using (A.3) and (A.6). As
expected, the DET/SET power ratio rapidly decreases for high frequencies, since DET clocking
is more power-efﬁcient in this frequency range, while the SET scheme is generally a good
option for slow-operating systems where leakage power dominates. In particular, CS-B and
CS-C are more power-efﬁcient if implemented with DET clocking as soon as they are operated
at a minimum equivalent SET frequency that is larger than 2MHz.
For a visual comparison, the operating points crossing the DSPR threshold are indicated
with a circle (◦). On the other hand, mode one of CS-A never crosses the unit power thresh-
old due to the unexpected lower leakage power of the DET design. Since the total leakage
power consumed by CS-A is mainly given by the digital gates implemented in the logic, this
improvement is due to a better design optimization performed by the APR tool in the DET
implementation. Considering the case studies where a large amount of power is consumed
in the clock tree and the registers, this ﬁgure conﬁrms that DET clocking is power-efﬁcient
at high operating frequencies when the dynamic power dominates and the relative power
savings are maximized, as predicted in (A.7).
2.1.4.3 Area Overhead
The DET-FFs are usually larger than their SET counterparts, and this has an impact on the
silicon area required by the DET implementation of each case study. In this study, both the
resettable and non-resettable versions of the DET-TGLM, presented in Section 2.1.2, have
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been provided with different output strength (X1, X2, and X4). The implemented DET registers
result in an area overhead that varies between 40–80% when compared to the SET-FFs provided
by the commercial standard cell library,
Considering the size of the designs, the number of standard cells (SCs) implemented in each
of the analyzed case-studies is reported in Table 2.2, together with the SC area for both SET
and DET designs. In the considered case-studies, the registers are a relatively large portion of
the designs and they account for up to 18.4% of the total number of cells. The resulting area
overhead depends on the percentage of registers in the design, on the type of the replaced
ﬂip-ﬂops and on any impact on the surrounding logic caused by the design optimization of the
DET design by the APR tool. The DET area overhead is less than 20% for all the DET designs –
a relatively small cost compared to the signiﬁcant beneﬁt of the obtained power reduction.
2.1.5 Conclusion
The motivations and tradeoffs involved in the choice between SET and DET clocking for low
power consumption have been described in this section where the power reduction due to
the use of DET clocking was demonstrated on three case studies in a 40nm CMOS process
technology, achieving up to 58% power savings for a register-heavy design when compared to
the conventional SET implementation. The power beneﬁts in clock distribution are enabled
by the proposed design ﬂow which is one of the ﬁrst works to directly address the intricacies of
the physical implementation of DET designs, especially in the light of clock-gating insertion.
In the presented methodology, all components are initially designed as standard SET blocks
and subsequently all the SET clocking elements are replaced with their DET counterparts after
synthesis, before continuing to APR. With implementations of both clocking schemes at hand,
the power-area tradeoff can be evaluated and the best clocking strategy can be chosen.
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2.2 An Overlap-Contention Free True-Single-Phase Clock DET Flip-
Flop
Several implementations of registers that can be triggered on both clock edges are reported in
the literature [19,24–28]. DET storage cells are generally characterized by a lower power con-
sumption [21–23] and a smaller propagation delay [17,21–23] when compared to conventional
SET-FFs. However, few of the different DET topologies reported in the literature have been
examined in deeply-scaled process technologies under voltage scaling, commonly used for
the implementation of energy-efﬁcient systems. In particular, in the presence of considerable
process variation, the use of both clock phases can introduce some extent of clock overlap,
which can lead to race conditions and other detrimental circuit behavior. For example, when
considering the traditional DET-TGLM, process, voltage and temperature (PVT) variations
can cause this overlap to increase to a point, where the currently held data is over-written,
resulting in a fatal logic error.
Contributions The main contributions of this section are summarized as follows:
• The risk of clock-overlap failure is solved by presenting the ﬁrst static true-single-phase-
clock (TSPC) DET-FF.
• By implementing the DET-FF with TSPC circuits and an internal dual-feedback mecha-
nism, completely static operation is achieved, enabling robust operation under voltage
scaling and process variations.
• The cell was implemented in a 40nm CMOS process technology, showing full func-
tionality at a near-threshold supply voltage (VDD) of 0.5V and under extensive Monte
Carlo (MC) statistical simulations. Also, the proposed register provides the lowest CK-
to-Q delay and the best power-delay product (PDP) when compared to other leading
DET-FFs.
This section is organized as follows: Section 2.2.1 presents the clock-overlap hazard in the
traditional DET-TGLM circuit. The proposed static dual-edge-triggered ﬂip-ﬂop with true-
single-phase clock (SDET-TSPCFF) is presented in Section 2.2.2 to address this hazard and
enable low-voltage operation. Section 2.2.3 provides simulation results for the proposed cell
and a comparison with other popular DET-FF implementations. Section 2.2.4 concludes this
section.
2.2.1 Clock-Overlap Failure Risk in DET-TGLM Cells
This section explains the risk of failure in DET-FFs due to clock overlap. The DET-TGLM
was chosen to demonstrate this hazard, as it is the most popular DET-FF implementation.
Accordingly, a brief overview of the DET-TGLM is provided in Section 2.2.1.1, followed by a
32
2.2. An Overlap-Contention Free True-Single-Phase Clock DET Flip-Flop
CK
CKB
D CKB
CKI
CKI
CKI
CKB
CKI
CKB
QB
SNP
SNN
CKI
CKB
CKI
CKB
M1
M2
M5
M6
M7
M8
M9
M10
M11
M12
M3
M4
M13
M14
M15
M16
M17
M18
M19
M20
M21
M22
M23
M24
M25
M26
Latch
Latch
MUX
CKI
M27
M28
Figure 2.10: Schematic of the DET-TGLM.
detailed analysis of the risk of failure due to clock overlap in Section 2.2.1.2. Note that while
this discussion is speciﬁc for the DET-TGLM, a similar analysis applies to many other DET-FF
implementations.
2.2.1.1 Overview of the DET-TGLM
As explained before in Section 2.1, among the various DET-FFs, the DET-TGLM is one of the
most commonly implemented topologies, primarily due to its simple structure and straight-
forward behavior. Two values are stored internally in two separate latches that are connected
through an output MUX, as illustrated in Fig. 2.10. The latches are implemented with input
transmission gates (M3–M4 and M13–M14), inverters (M5–M6 and M15–M16), and clocked
inverters (M7–M10 and M17–M20), while the MUX is exclusively composed of transmission
gates (M11–M12 and M21–M22). Each latch is transparent during a different phase of the
clock, and the value stored in the opaque latch is passed through the MUX to the output.
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Figure 2.11: Voltage waveforms of the signals affected by the clock overlap in the DET-TGLM.
The failure is represented with continuous lines while the segmented lines show the case when
the circuit overcomes the hazard.
In addition to its simple structure, this register has been shown to be one of the most energy-
efﬁcient DET-FFs for high-speed operation [29]. During its respective transparent window,
each latch passes the input data to its cascaded transmission gate (SNP and SNN in Fig. 2.1),
such that the data only needs to propagate through the output MUX on the next clock edge.
This provides a short tcq, which makes the DET-TGLM suitable for high-frequency applications.
Finally, this circuit does not rely on pulse-triggered circuits or precharge (dynamic) conditions,
such as those required by [19,26,27], making it less sensitive to variations from technology
and voltage scaling.
2.2.1.2 Clock-Overlap Failure Risk
The static operation of theDET-TGLMprovides inherent robustness; however, one problematic
feature remains – its dependency on both clock phases for functionality. To accommodate
this need, the inverted clock signal is internally generated with an inverter (M25–M26). A
second inverter (M27–M28) is implemented to internally buffer the input clock and ensure
a controlled and fast slew rate of CKI. Thus, CKB and CKI share the same value during an
interval of time that is equal to the intrinsic delay of the inverter composed by M27–M28.
The time during which both clock signals are high is deﬁned as positive clock-overlap (PCO),
while negative clock-overlap (NCO) occurs when both clock signals are low. These overlap
phases occur immediately after each transition of the clock signal that is used to generate the
inverted one. Since both clock signals are equal during such an overlap, there is always one
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Figure 2.12: Distribution of the minimum voltage value reached by the storage node SNN
during the clock overlap for 10,000 Monte Carlo (MC) runs.
type of transistor (either NMOS or PMOS) turned on in each transmission gate of the MUX
(M11–M12 and M21–M22). A conducting path is therefore generated between the inputs of
the MUX in the DET-TGLM, causing an internal race between the values that are stored in the
two latches. The clock overlap time is heavily dependent on PVT variations and wire parasitics.
If the overlap is too large, the voltage value stored in one latch will overwrite the value stored
in the other latch, resulting in a storage failure.
Fig. 2.11 demonstrates the behavior of a DET-TGLM gate under a typical hazardous disrupt.
In this example, the clock is initially low and a logic-0 is stored at SNP and passed through
the top transmission gate to the output. During this phase, the bottom latch is transparent,
passing a logic-1 from the input (D) to SNN. After the rising edge of the clock, both CKI and
CKB are low during the NCO and the PMOS transistor in each transmission gate is conducting.
If the NMOS that is pulling down SNP (M6) drives more current than the PMOS that is driving
SNN (M15) and if the overlap time is sufﬁciently long, the voltage value on SNN will drop
until it is overwritten by a logic-0 through the cross-coupled feedback of the bottom latch.
Following the overlap period, this logic-0 value is latched and driven through the MUX to
provide the wrong value at the output. The transient waveforms of SNN and QB during a
failing event are shown as a solid line in Fig. 2.11, while a case where the circuit overcomes the
hazard is shown with a dotted line. The same failure risk can be studied for the case where
CKB and CKI are high, and a logic-0 value stored at SNP is the critically affected value.
As previously described for the case of NCO, a failure occurs when the voltage at SNN drops
below a critical threshold that results in a latched logic-0 level. To evaluate the probability
of such an occurrence, statistical MC simulations are employed, applying global and local
process variations to a DET-TGLM gate during a NCO phase. Fig. 2.12 displays the obtained
distribution of the minimum voltage level of SNN achieved during transient simulations for
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Figure 2.13: Schematic of the proposed SDET-TSPCFF.
10,000 MC samples applied to a DET-TGLM implemented in a standard 40nm CMOS process.
The simulations were run with a near-threshold VDD of 0.5V at 125◦C. The distribution of
Fig. 2.12 shows that the logic-1 stored in SNN can temporarily drop from 0.5V (i.e., supply
voltage) to a median minimum value of 0.36V during the NCO phase. The reported minimum
voltage level is worsened by the effect of global and local process variations and a failure
threshold can be estimated at 0.199V, which is the minimum voltage level for a stored logic-1
that is still overcome by the gate without causing a failure. Out of the 10 k samples, 15 resulted
in a storage failure, as can be seen by the non-zero probability of voltage levels centered
around 0V. Thus, it is clear from the presented distribution and the large number of failures
that the DET-TGLM is not a viable candidate for near-threshold operation.
The described risk of clock-overlap failures can be overcome by isolating the storage nodes of
the DET-TGLM from potential aggressors. For example, clocked inverters can be used instead
of transmission gates to implement the output MUX of the DET-TGLM, at the cost of a higher
transistor count. In this thesis, this circuit implementation is referred as isolated-storage
latch-MUX (DET-ISLM). As an alternative solution, the overlap of different clock phases and
the related risk of potential failures can be avoided by the use of a TSPC scheme [36, 37] in
DET-FFs, whose operation does not require to invert the clock.
2.2.2 Proposed SDET-TSPCFF
In the previous section, the traditional DET-TGLM gate was shown to be unsuitable for near-
or sub-threshold operation in scaled technologies, due to the risk of clock overlap failures. In
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Figure 2.14: Top branch of the SDET-TSPCFF.
order to overcome these risks, a fully-static TSPC alternative to the DET-TGLM and to other
dual-phase solutions is proposed. Other TSPC DET-FFs have been shown in the past [19,26,
27, 38, 39]; however, they all rely on temporary dynamic storage [38, 39] and/or generated
pulses [19,26,27], which make them sensitive to both process variations and voltage scaling.
The schematic of the proposed SDET-TSPCFF is shown in Fig. 2.13. Similar to other latch-
MUX DET-FFs, new data is written to an internal storage node during one clock phase and
subsequently latched and driven to the output following the clock transition. This is achieved
without the need for an inverted clock signal by implementing the storage elements with a
pair of TSPC latch-MUX branches (M1–M18 and M19–M36). These branches are loosely based
on the classic TSPC latch [40] with the addition of two internal feedback mechanisms that
ensure strong data levels and fully-static operation to enable robust low-voltage functionality.
To further explain the circuit operation and its feedback mechanisms, we will focus on the
top branch (M1–M18) of the SDET-TSPCFF, as shown in Fig. 2.14 for both high and low phase
of the clock, with the opposite branch operating in a completely symmetric fashion. When
CK is high, as shown in Fig. 2.14(a), devices M1–M8 act as a buffer, passing the value at D to
SNP. This buffer does not encounter any contention with other parts of the circuit, as M5,
M10 and M11 are all cut off. In addition, in this state, the output of the top branch presents a
high-impedance to Q, as M17 cuts off the pull-up to this node and M12 pulls down the gate of
M18, cutting off the pull-down to the output. When CK goes low, shown in Fig. 2.14(b), the
current state of SNP is latched, since M7 cuts off the pull-down and M2 cuts off the pull-down
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Figure 2.15: Monte Carlo family plots of the SDET-TSPCFF for 10,000 runs.
path to DBP, disabling a pull-up through M6. It is essential to ensure that DBP does not drift
and possibly turn on M6, and therefore, a feedback path from SNP to M4 maintains a logic-1
at DBP if SNP was latched at logic-0. Moreover, in this state, devices M9–M15 comprise a
cross-coupled inverter that holds the level at SNP through a strong positive-feedback loop.
Finally, devices M16–M18 function as a tri-state inverter, selectively and robustly passing the
storage value to the output.
While the 36 transistors required to implement this gate are larger than the 28 transistors
required by the DET-TGLM or many of the other DET-FFs, the additional area enables static
overlap-contention free operation, thereby providing variation-tolerant functionality at scaled
supply voltages and for advanced process technologies.
2.2.3 Simulations and Results
The performance of the proposed register is evaluated considering two groups of simulations.
First, the resilience of the storage cell against failures is tested with MC simulations to show
its robustness. Second, the SDET-TSPCFF is characterized in terms of speed and power
consumption in order to compare it with other popular static DET-FF implementations. All
circuits were implemented with standard-VT transistors in a 40nm CMOS process technology
for comparison.
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Table 2.3: Summary of the compared DET-FFs 1
DET-TGLM [24] DET-ISLM DET-C2LM [25] This work
Transistor count 30 32 22 38
Clock load 16 16 8 14
CK-to-Q delay (tcq) [ps] 230.9 213.0 395.3 149.9
Internal power 2 (Pint) [nW] 344.4 343.9 386.2 287.5
Total power 2 (Ptot) [nW] 431.6 431.2 495.3 449.9
Leakage current (Ileak) [nA] 12.7 13.1 15.4 17.1
Power-delay product 3 (PDP) [aJ] 99.7 91.9 196.8 67.5
1 Based on the testbench proposed in [30].
2 At 500MHz input clock frequency and 25% data activity.
3 PDP= tcq ·Ptot
In the ﬁrst considered testbench, all possible combinations of data are written inside the
storage cell, and subsequently checked at the output during the next clock phase. The output
value is continuously sampled and failures are reported if it differs from the expected value.
Both process and mismatch variations are taken into account while running MC simulations.
Furthermore, near-threshold operation is targeted by setting VDD to 0.5V. This set of runs is
executed for each of the following temperatures: 0◦C, 25◦C, and 125◦C. An example of the
family plots obtained through a set of simulations is shown in Fig. 2.15. The proposed register
provided the correct output for all 10,000 samples at each temperature point, indicating robust
functionality under these operating conditions.
The performance of the proposed cell is compared with other latch-MUX-based storage cells
that do not rely on pulse generation. The characterization of the storage cells is performed
using the testbench proposed in [30], where several state-of-the-art DET-FFs are simulated
and compared. All the simulations were applied to 40nm CMOS implementations of the
considered circuits with aVDD of 0.5V and at 25◦C. The frequency of the input clock is 500MHz,
corresponding to a cell throughput of 1GHz, and the data activity is 25% (i.e., input data toggles
on average every four clock cycles).
The results of the comparison with other DET-FFs is summarized in Table 2.3, showing that
in addition to solving the clock-overlap failures, the proposed SDET-TSPCFF also provides
the lowest tcq. The DET-C2LM shows the worst performance in terms of speed and total
power consumption, as it highly relies on tristate logic which compromises its performance
at near-threshold operation. Thus, much wider transistors are required in order to operate
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correctly at low voltages, resulting in a severe area and power consumption penalty. Both
delay and power consumption of the DET-ISLM are very similar to the ones of the DET-TGLM,
as these DET-FFs only differ by the output MUX. The advantage in tcq of the proposed circuit
as compared to the DET-TGLM is due to the reduced conductivity of its transmission gates at
scaled voltage supplies. The leakage and total power consumption of the presented register is
slightly higher than those of the DET-TGLM; however its PDP is lower.
2.2.4 Conclusion
The failure risk due to clock-overlap in popular DET-FFs that implement transmission gates
as output MUX was demonstrated in this section, showing an unacceptable error-rate at
near-threshold voltages in a 40nm CMOS process technology. A fully-static TSPC DET-FF that
solves this clock-overlap risk has been presented in this section and has been shown to be
fully functional at a similar operating point, under local and global process variations, and at a
wide range of temperatures. Also, the proposed register was found to provide the best CK-to-Q
delay and power-delay product among popular DET-FFs.
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3 Circuits and Techniques to Monitor
and Trim Dynamic Timing Margins
The vast majority of digital systems relies on synchronous operation of its sequential elements
for the management of their internal states as well as for the communication with other
systems. For this, a global and periodic clock signal is used as time reference to change the
state of the registers in the system. In an ideal system, the delays of the paths between registers
are constant and the registers receive the exact same clock signal, to be perfectly synchronized.
However, in reality, the presence of environmental changes as well as the use of a network to
distribute the clock across the whole system introduce changes in the propagation delays of
the paths and differences between the arrival time of the clock signals at each register. These
variations are either spatial or temporal and, in clock distribution, they are generally referred
to as skew and jitter [40], respectively.
The presence of these uncertainties on both data paths and clock distribution forces the
designer to introduce design guard bands (i.e., margins) that prevent timing violations under
all operating conditions. Even though the introduced margins are mandatory for correct
functionality of the synchronous system, they might degrade the maximum frequency at
which the system can operate and they generally increase the complexity as well as the power
consumption of the clock network. The impact of guard bands on both timing and power
is even more pronounced in nanometer nodes and at scaled voltages. In fact, both process
variations and dynamic variations such as changes in temperature, aging, and voltage noise
have a more severe impact on nanometer circuits when operated in the near-threshold regime,
resulting in a very high timing uncertainty [2].
However, environmental parameters vary with different time scales; for example, the impact of
temperature and aging varies rather slowly, while droops on the supply voltage last for a very
short amount of time. Thus, the system often operates under non-critical conditions, where
the timing conditions are met even for a small or even no guard band. Several techniques
have been proposed to trim guard bands at runtime with the use of dynamic voltage and
frequency scaling (DVFS) and timing-monitoring circuits, such as replica circuits [41] and
error-detection sequentials (EDSs) [42]. Timing-monitoring circuits can track any change on
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the critical paths of the design, allow the system to adapt, and reduce the guard bands as well
as their impact on timing and power consumption while always ensuring a reliable operation.
Beside the presence of timing variations due to slow environmental changes, as the critical
path might not always be excited, the timing proﬁle of a digital circuit is also characterized by
the presence of dynamic timing margins. Thus, for further timing and power improvements,
cycle-by-cycle DVFS techniques have been proposed to rapidly trim any available dynamic
timing margin by either increasing the operating frequency to maximize the throughput or by
applying voltage scaling for ﬁxed throughput rates to reduce the power consumption [43,44].
In this chapter, circuits and techniques are proposed to exploit dynamic timing margins and
for timing monitoring:
• A custom-designed clock generator capable of immediate and glitch-free adjustments of
the clock period for the exploitation of dynamic timingmargins is described in Section 3.1.
• Section 3.2 presents a timing-monitoring sequential that can be programmed at runtime
to either detect setup-timing violations or to measure the available positive timing slack,
depending on the desired timing-monitoring strategy.
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3.1 AClockGenerator forCycle-by-CycleDynamicClockAdjustment
The basic assumption for the design of synchronous systems is that the clock period must be
set according to the critical-path delay. However, the critical path is not always excited [45],
therefore dynamic timing margins exist. Constantin et al. [43] showed that the critical-path
delay in a conventionalmicroprocessor core can signiﬁcantly vary depending on the type of the
executed instruction. Thus, depending on the current state of the pipeline, the clock period can
be dynamically adapted to meet the delay of the longest excited path to reduce the temporary
timing margin and therefore improve the average throughput and/or energy-efﬁciency of the
microprocessor core. This technique is referred to as dynamic clock adjustment (DCA) [43].
One of the key aspects when applying the DCA technique to a microprocessor is that the
pipeline state together with its corresponding timing margins can change at every clock cycle.
Thus, in order to effectively beneﬁt from the DCA approach, a clock source that is capable of
immediate adjustments of the generated clock period is required. However, clock generators
generally do not support this strict requirement due to the conventional assumption that the
output clock period is static.
Contributions For this section, the main contributions are the following:
• A dynamically-adjustable clock generator (DCG) capable of clock-period adjustments
on a cycle-by-cycle basis and that can be implemented as primary clock source to enable
the DCA technique is proposed.
• The DCG is custom designed with standard cells that have been placed in a controlled
and regular ﬂoorplan to maximize the linearity of the output clock-period range.
• The immediate and glitch-free change of the generated clock period is ensured by
internally double-sampling the input delay setting and by a careful design and controlled
layout of the cells involved in this timing-critical path.
• The proposed clock generator is designed in 28nm FD-SOI process technology and
it has been fabricated on a test chip for its characterization together with a 32-bit
microprocessor core to demonstrate the beneﬁts of the DCA technique.
In this section, a more detailed overview of the DCA technique and the design intricacies
behind its application are ﬁrst given in Section 3.1.1. The proposed DCG is described in
Section 3.1.2. Characterization of the DCG based on silicon measurements together with
the application of DCA to a microprocessor core are presented in Section 3.1.3. Section 3.1.4
concludes this section.
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Figure 3.1: The effect of path shaping and the application of the dynamic clock adjustment
(DCA) technique [44].
3.1.1 Concept of Dynamic Clock Adjustment
The DCA approach is presented in [43] and relies on the observation that the critical path
of a design is not always excited. When this is the case, shorter paths limit the maximum
operating frequency, therefore dynamic timing margins exist and they can exploited by either
reducing the clock period to maximize the throughput or by applying voltage scaling for ﬁxed
throughput rates to reduce the power consumption. Considering a microprocessor core, it
has been shown that, with proper design, the excitation of the paths temporarily limiting the
maximum operating frequency during each clock cycle depend on the type of instructions
that are currently residing in the processor pipeline.
The netlist of the processor produced by a conventional synthesis is generally characterized by
a large number of paths with a delay close to be critical [43]. When looking at the path-delay
proﬁle of the design, this results in a “timing wall” which limits the dynamic timing margins
and therefore the potential beneﬁts from the application of DCA, as shown in Fig. 3.1. This
limitation can be overcome by instructing the synthesis tool to optimize not only the critical
paths but also the sub-critical paths for shorter delay at the cost of only 5-13% power increase
in 28nm FD-SOI, as presented in [43].
Beside applying path shaping to maximize the dynamic timing margins, the design of a
processor requires to support DCA to beneﬁt from it, as described in [44]. To this end, a DCA
module is integrated within the processor for providing the cycle-by-cycle clock period setting
to the DCG based on the type of instructions that are in-ﬂight in the processor pipeline, as
shown in Fig. 3.2. In particular, the DCA module partially decodes the fetched instruction to
determine its type and, based on this information, retrieves the corresponding clock period
from a lookup table (LUT). We note that in the case of [44] it is sufﬁcient to only consider the
timing of the execution stage, since all critical and near-critical paths are within this stage.
44
3.1. A Clock Generator for Cycle-by-Cycle Dynamic Clock Adjustment
Config./Control
32-bit Bus Interface
DCA Clock
Gen.
Instr.
SRAM
OpenRISC
Serial IF
Vdd-CPUVdd-Main
D
eb
ug
 
M
on
it
or
DynOR
Data
SRAM
LUT
GPIO Mux
AD FE DC EX ME WB
co
re
 c
lk 
do
m
ai
n
ext. clk domain
instr. period
clock
Figure 3.2: Architecture of a microprocessor supporting dynamic clock adjustment (DCA) [44].
The DCG receives the value of the clock period from the DCA module and it generates the
corresponding clock signal for the subsequent clock cycle when the instruction resides in the
timing-critical execution stage of the processor pipeline.
3.1.2 Dynamically-Adjustable Clock Generator
TheDCG,whose schematic is shown in Fig. 3.3, is a digitally-controlled ring oscillator (DCRO) [46]
that produces a clock signal with a period that can be changed at every clock cycle, as required
by the DCA. To modify the propagation delay inside the ring, the DCG includes two pro-
grammable delay lines (PDLs): the DCA PDL and the static PDL. While the static PDL ensures a
minimum and constant delay, the DCA PDL can be reprogrammed at runtime and is designed
to ensure a cycle-by-cycle adjustment of the produced clock period without producing glitches
on the clock signal. Each PDL is implemented with a cascade of AND gates, providing 64 delay
settings and a high linearity of the produced range of clock periods as a custom ﬂoorplan is
used for the placement of these cells within the DCG.
The cycle-by-cycle operation of the DCG is ensured by the use of a one-hot encoded period
setting for the DCA PDL and by the sampling of this delay setting with a set of additional
registers that have been placed close to the DCA PDL to minimize both their propagation
delays as well as the delay of the clock signal they receive from the ring oscillator (ck_d1_n in
Fig. 3.3). These registers are clocked as soon as the falling edge of the clock has propagated
through the DCA PDL. Thus, the delay setting is stable at the input of the DCA PDL as soon
as the next rising clock edge arrives, avoiding glitches on the clock signal as well as any
contamination of the generated clock period. The delay setting of the static PDL is assigned
before enabling the DCG and it is never modiﬁed at runtime, therefore its control is not
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Figure 3.3: Schematic of the dynamically-adjustable clock generator (DCG), layout of the
programmable delay line (PDL) and internal timing.
timing critical. Moreover, the delay of the static PDL can be increased to relax the tight timing
constraint of the DCA PDL as a longer static PDL delay allows for more time for the delay
setting to stabilize at the input of the DCA PDL. For reference, the internal timing of the DCG
is shown on the bottom side of Fig. 3.3.
3.1.3 Test Chip and Measurements Results
The DCG has been fabricated on a test chip in 28nm FD-SOI process technology together with
a DCA-enabled CPU core to characterize the clock generator and to show the potential of the
DCA technique when applied to a microprocessor. The DCG occupies a total silicon area of
7360μm2 while the complete system uses 0.24mm2 of the entire 1.2mm2 die, as shown in the
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Figure 3.4: Die micrograph of the test chip in 28nm FD-SOI process technology implementing
the dynamically-adjustable clock generator (DCG) and the microprocessor supporting the
dynamic clock adjustment (DCA) technique [44].
die micrograph in Fig. 3.4. The DCG can be supplied with either the same or a higher voltage
than the CPU as they both reside in dedicated voltage domains, therefore allowing to tune the
generated range of clock periods.
3.1.3.1 Characterization of the DCG
The two PDLs used to implement the DCG provide 64 delay settings. Nevertheless, measure-
ments of the CPU showed that the use of only the DCA PDL is sufﬁcient to cover the range
of clock periods required by the DCA approach and that the internal timing of the DCG is
met without the need of increasing the default minimum delay setting (chosen based on the
post-layout timing analysis) of the static PDL. For this reason, the presented measurements of
the DCG are all conducted with the fastest delay setting assigned to the static PDL. The range
of clock frequencies generated by the DCG is from 365MHz to 1906MHz and from 502MHz
to 2654MHz while the average step granularity is 34ps (3 FO4) and 26ps (3 FO4) for a supply
voltage of 1.0 V and 1.2V, respectively. The linearity of the output clock period at 1.2 V is shown
in Fig. 3.5 together with its deviation from the function obtained with linear regression which
is always bounded within a ±8ps (±1FO4) range.
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Figure 3.5: Measurements of the output clock periods produced by the DCG for every delay
setting of the DCA PDL while the static PDL is set to its shortest delay and for a voltage supply
of 1.2V.
3.1.3.2 Application of the DCG to a DCA-Enabled Microprocessor
The DCA approach is applied to a 32-bit 6-stage in-order OpenRISC [47] microprocessor
with one integer ALU, supporting single-cycle 32-bit multiplications. The fabricated CPU is
designed to support the DCA by shaping its path-delay proﬁle to maximize dynamic timing
margins. A DCA module is integrated in the system together with the proposed DCG that is
used as main clock source. A typical die operates at a maximum static frequency of 576MHz
when using a supply voltage of 0.8V and 1.0V for the CPU and the DCG, respectively. For this
voltage-frequency point, the total power consumption is 31.3mW, where the CPU accounts
for 69% and the DCG for 6% while the remaining power is consumed by the memories.
Two applications are chosen to measure the speedups and power savings given by the DCA
approach: matrix multiplication and median calculation. While the matrix multiplication
requires the execution of a large number of multiplications which excite the worst paths
of the CPU, the median calculation, as it is based on sorting, performs a more balanced
set of instructions, therefore the longest paths are less frequently excited. Speedups are
calculated relative to the baseline speed achieved by the CPU when clocked at the constant
maximum operating frequency. Measurements are performed on 25 dies, for different supply
voltages (0.6V, 0.8V, and 1.1V), and at room temperature (25◦C). When the DCA module is
speciﬁcally calibrated for the median calculation, considering all measured dies over different
supply voltages, the speedup is 25% on average and can reach up to 41%. Even when the DCA
module is speciﬁcally calibrated for the matrix multiplication application, an average speedup
of 6% is achieved. The presented application speedups can be traded off for a reduction in
power consumption by applying voltage scaling. These measurements have been performed
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at ﬁxed throughput rates, achieving up to 15% power reduction for the median calculation
when decreasing the supply voltage of the CPU from 0.80V to 0.75V at 521MOp/s. A more
detailed analysis of the DCA approach and its beneﬁts is out of the scope of this thesis as it has
already been presented and demonstrated in [43,44,48].
3.1.4 Conclusion
The critical path of a synchronous might not always be excited, therefore dynamic timing
margins exist and they can be exploited by DCA. A DCG has been proposed in this section to
enable the DCA approach whose application showed to provide either up to 41% throughput
increase or up to 10% power savings on a microprocessor fabricated in 28nm FD-SOI. The
internal double-sampling of the input delay setting as well as the careful design and controlled
layout of the cells involved in timing-critical paths enable immediate and glitch-free changes
on the frequency of the clock signal generated by the DCG which was measured to produce an
output-frequency range from 365MHz to 1906MHz with an average step granularity of 34ps
at 1.0V on a 28nm FD-SOI test chip.
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3.2 A Timing-Monitor Sequential for Forward and Backward Error-
Detection
Dynamic voltage and frequency scaling (DVFS) is a well-known and effective technique to
reduce the power consumed by digital circuits. However, its application to designs in nanome-
ter nodes is challenging due to the large effects that process and dynamic variations have at
near-threshold operation. This lead to the introduction of costly guard bands that are added
on top of the nominal supply voltage to ensure always-correct operation under any operating
condition. However, the system can often be operated reliably without the need of these large
and conservative design margins as some of the dynamic variations, such as temperature and
aging, have rather long time constants. Thus, error-detection sequentials (EDSs) have been
proposed to monitor any change on the critical paths of the design to adaptively trim the
guard bands whenever they are not needed, therefore maximizing the power savings.
Many EDSs have been reported in the literature [5–10], with a particular attention on reducing
the design overhead of the error-detecting part of the registers [7, 8]. These in-situ timing
monitors are usually implemented at the end point of the most critical paths. The basic
principle of these registers is to sample the input data twice: once at the active clock edge
and once during an error-detection time-window that starts with the active clock edge and
generally coincides with a part of the high-phase of the clock. If the two sampled values differ,
a late-arriving transition on the data input of the register is detected, which ﬂags a setup
timing-violation.
When referring to the literature, the Razor family [5, 6, 8] is probably the most known and
most popular collection of EDSs. The ﬁrst published implementation of the Razor register
consists of a ﬂip-ﬂop augmented with a shadow latch that samples the data input with a
delayed clock [5] while in RazorII the error-detecting window relies on pulse-generation [6].
The overhead of the error detector is minimized in iRazor where a latch senses a virtual rail to
detect late-arriving transitions, requiring the addition of only three extra transistors [8]. Intel
presented an EDS in [9], where a time-borrowing latch and a shadow ﬂip-ﬂop sample the input
data on the falling and rising edge, respectively. Tadros et al. [10] presented an error-detecting
latch in [10] where the timing-error monitor is insipired by the sense ampliﬁer that is generally
implemented in SRAMs.
Even though the EDS is designed to detect late-arriving signals, short paths that arrive at the
same end point may excite the data input of the register within the error-detection window,
albeit in the same clock cycle in which the data is launched, before the next active clock edge.
This type of event erroneously signals a violation in the timing monitor. Common approaches
to overcome such short-path problems are the addition of hold buffers to short paths or the
reduction of the length of the error-detection window [49].
A limitation of many EDSs is their inability of warning when the delay of a path becomes close
to the critical-path delay as they only generate an error signal after a timing violation has
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already occurred, usually to activate an error-correction mechanism. However, this comes
with a severe overhead (e.g., pipeline stalling). As an alternative, a timing-fault sensor which
measures the available positive timing-slack of a path has been proposed in [50].
With these two alternatives (EDS vs timing-fault sensor), the choice of either monitoring setup
timing-violations or measuring the available timing-slack of certain paths is relegated to the
design phase. Sequentials allowing to choose either one of these timing-monitoring modes
would enable to select at runtime the most desirable timing-monitoring strategy. However,
to the best of the author’s knowledge, they have not been proposed yet. Also, a limitation of
the timing-fault sensor is that it only allows to monitor paths that are close to become critical.
Nevertheless, as the critical path of a design is not always excited, the activated paths might
have a signiﬁcantly shorter delay compared to the critical path, depending for example on the
instruction executed by a microprocessor core [43]. To also include such fast paths in the slack
measurement, for example for adjusting DCA LUTs, the available timing-slack needs to be
measured for a wide detection-window. Such a wide measurement window allows to exploit
even large dynamic timing margins to either increase the operating frequency or by applying
dynamic voltage scaling at runtime depending on the instruction executed in the core [44].
Contributions The main contributions of this section are summarized here:
• A timing-monitoring sequential (TMS) designed in 28nm FD-SOI which is capable of
detecting transitions on the input data, during either the high or the low phase of the
clock, here deﬁned as forward-detection mode (FDM) and backward-detection mode
(BDM), respectively, is proposed.
• While FDM provides detection of late-arriving transitions, as in conventional EDSs [8],
the additional BDM functionality of the TMS enables measurement of the available
timing-slack as in the timing-fault sensor [50], without affecting the safe concurrent
operation of the circuit.
• The size of the detection windows in FDM and BDM are set by the high and the low
phases of the clock, respectively, therefore the length of these windows can be adjusted
by controlling the duty cycle of the clock.
• By adjusting the low phase of the clock in BDM, the TMS can measure the timing slack of
paths that are far from being critical. This capability can provide insightful information
to either exploit available dynamic-timing margins [43,44] or for ofﬂine diagnostics.
• Results from post-layout simulations are provided to evaluate the performance of the
TMS, and both FDM and BDM are veriﬁed with measurements from a test chip fabri-
cated in 28nm FD-SOI process technology, which included a 16-bit digital multiplier,
implemented with TMS cells.
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Figure 3.6: Circuit schematic of the timing-monitoring sequential (TMS).
In this section, the proposed TMS is presented in Section 3.2.1. The timing analyses enabled by
the TMS are discussed in Section 3.2.2. Section 3.2.3 presents post-layout simulation results
of the TMS and silicon measurements of a 16-bit multiplier implemented with TMS cells.
Section 3.2.4 concludes this section.
3.2.1 Proposed Timing-Monitoring Sequential
The proposed TMS is composed by augmenting a resettable D ﬂip-ﬂop (DFF) with a two-stage
error detector that provides two modes of operation. The TMS is, in fact, capable of detecting
any input transition occurring either during the high phase or during the low phase of the
clock, depending on whether it is set to forward-detection mode (FDM) or backward-detection
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Table 3.1: Truth table of the internal error signals in the TMS
Case Number M CK D INTA INTB Error-Detector
0 0 1 0 0 previous active
1 0 1 1 previous 1 active
2 0 0 0 1 0 idle
3 0 0 1 1 0 idle
4 1 1 0 0 1 idle
5 1 1 1 0 1 idle
6 1 0 0 previous 0 active
7 1 0 1 1 previous active
mode (BDM), respectively. The circuit schematic of the TMS is shown in Fig. 3.6, where the
input ports are clock (CK), input data (D), active-low reset of the DFF (RN), active-low reset of
the output error (RN_ERR) and the error-detection mode select (M), while the output ports
are output data (Q) and the error ﬂag (ERR). By assigning logic-0 or logic-1 to input M, the
operation mode of the TMS is set to FDM or BDM, respectively. Whenever a transition on
the input data D is detected in the active time-window, the output ERR rises and remains
high. This error ﬂag is reset by enabling the RN_ERR input to prepare the TMS to detect any
transition in the next detection window.
The error-detection circuitry of the TMS is shown inside the gray dotted lines in Fig. 3.6. The
input data to the error detection circuit is delayed and inverted by a delay line (D0) to provide
a delay margin that ensures that any transition of the input data happening at the beginning
of the active time-window is correctly detected as an error. The error detector is divided into
two stages, where the ﬁrst stage (M0–M11 and I2–I5) generates two internal signals (INTA and
INTB). These signals show if the input data D has reached either both or only one of the logic
states during the error-detection window, which corresponds to the presence or the absence of
a transition on D, respectively. The second stage (M13–M19 and I6–I8) receives INTA and INTB
and if a transition on D has been detected during the active window it drives the output error
signal ERR to logic-1. As the internal nodes INTA, INTB and ERR_N are driven by dynamic
logic (M0–M19), latches (I2–I7) are added to each of these nodes to ensure that their logic
state is kept even when there is no activity on the input ports of the TMS. Dynamic logic was
used to reduce the transistor count in the error detector, while also minimizing the delay of
the error generation.
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The complete truth table of the TMS is provided in Table 3.1. For each case, it is speciﬁed if
the error detector is active and a case number is assigned for reference. The error detector
generates an error (ERR=1) when one of the following conditions is met:
• In FDM (M=0), when INTA=0 and INTB=1.
• In BDM (M=1), when INTA=1 and INTB=0.
Considering the FDM, during the low phase of the clock INTA and INTB are forced to logic-1
and logic-0, respectively, regardless of the input data value. Therefore, any transition on D
does not generate any error (cases #2 and #3 in Table 3.1). In the subsequent high-phase of the
clock, the condition on INTA and INTB to generate an error is met only if both cases #0 and #1
manifest within the same high-phase of the clock, which corresponds to having a transition
on D during the detection window. Note that the error is generated irrespective of the polarity
of the transition (rising or falling). The same concept can be applied to BDM, where an error
is generated only if both cases #6 and #7 take place within the same low-phase of the clock,
which corresponds to having a transition on D during the detection window. Examples of the
error detection in both FDM and BDM are illustrated with voltage waveforms in Fig. 3.7.
3.2.2 Timing Analyses Enabled by the TMS
The use of the TMS together with the control of the clock duty cycle enables three different
modes for timing analysis. Any one of these modes can be enabled at runtime by choosing
the TMS operating mode together with setting the clock duty cycle and frequency. The three
timing-analysis modes enabled by the TMS presented in this section are shown in Fig. 3.8 and
are described hereafter.
Setup-violation monitoring (SVM) When operated in FDM, any transition on the high
phase of the clock is detected, thereby providing conventional detection of late-arriving
transitions [8], as shown in Fig. 3.8(a). The TMSwill detect any setup timing violation, therefore
this timing-monitoring mode can be integrated with any of the previously published error-
recovery techniques.
Timing-slack monitoring (TSM) When selecting BDM and setting the high-phase of the
clock to be as long as or comfortably longer than the critical path of the design, the TMS can
detect any increase in the critical path delay without incurring an actual setup timing-violation,
as depicted in Fig. 3.8(b). The error-detection window is equal to the low phase of the clock
and can be adjusted by controlling the duty cycle of the clock. The main drawback for this
timing monitor mode is the speed limitation given by the timing margin, corresponding to the
low phase of the clock, which needs to be added on top of the maximum operating frequency.
54
3.2. A Timing-Monitor Sequential for Forward and Backward Error-Detection
CK
RN_ERR
D
M
INTA
INTB
ERR
Error Error
Detection
Window
Detection
Window
Detection
Window
Figure 3.7: Examples of error detection in both forward-detection mode (FDM) and backward-
detection mode (BDM).
In addition, the lower bound of this margin is given by the minimum low phase of the clock at
which the TMS still functions correctly.
Fast-path measurement (FPM) The timing slack of paths that are signiﬁcantly faster than
the critical path can be measured using the TMS in BDM. In this case, the duty cycle of the
clock needs to be adjusted until the high phase of the clock meets the propagation delay of
the path under analysis, as shown in Fig. 3.8(c). For this operating mode, the frequency of
the clock can be set according to the critical path of the design to ensure an execution free of
any timing violations. The analysis of paths that are far from being critical can give insightful
information about different sub-blocks in the system and it can enable adaptive dynamic
voltage and frequency scaling, whenever the critical path is not excited [43,44].
3.2.3 Simulations Results and Measurements
The performance of the proposed TMS designed in 28nm FD-SOI process technology is
evaluated with post-layout simulations and the results are presented in this section. The FDM
and BDM of the TMS are also veriﬁed with silicon measurements of a 16-bit multiplier that
was fabricated in the same technology.
3.2.3.1 Post-Layout Simulations of the TMS
The operation of the timing-monitoring modes, presented in Section 3.2.2, requires control
over the duty cycle of the clock. However, the value of the duty cycle is limited by the TMS, as
well as by the other sequential elements in the design, because of the existing requirements
on the minimum time length of both low and high phases of the clock. For this reason, the
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Figure 3.8: Timing-monitoring modes enabled by the TMS.
minimum low phase and the minimum high phase of the clock that allow correct operation of
the DFF as well as of the error detector in the TMS for any timing-monitoring mode have been
measured with post-layout simulations at 0.9 V, considering a typical process corner and 25◦C.
The results are presented hereafter.
For the conventional SVM mode, during which timing errors should be detected, a short
high phase of the clock is required to relax the extra hold buffering caused by the short-path
problem that typically affects EDSs [49]. In this scenario, the TMS is able to ﬂag late-arriving
transitions for a high phase of the clock as low as 90ps (7FO4). Considering the TSM mode
which enables the measurement of the available timing slack, the detection window (low phase
of the clock) represents an additional timing margin on the maximum operating frequency,
which has to be minimized. Simulations show that the TMS is capable of correctly sampling
the data as well as detecting transitions for a low-phase of the clock as short as 140ps (11 FO4).
The fastest path that can be measured in FPM mode is given by the minimum high phase
of the clock, where the TMS is capable of sampling the data as well as detecting a transition
during the low-phase of the clock. For this mode, the TMS provides correct operation for a
high phase of the clock as short as 50ps(4 FO4).
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Table 3.2: Comparison between a baseline ﬂip-ﬂop and the TMS
D-ﬂip-ﬂop TMS Overhead
Area [μm2] 3.75 12.56 3.35×
Leakage current [nA] 1.61 4.21 2.62×
Clock-to-Q delay [ps] 53.45 69.79 1.31×
Ec without activity [fJ] 3.57 16.66 4.67×
Ec with 100% activity [fJ] 7.61 19.40 2.55×
Ec with 100% activity and detected error [fJ] N/A 27.07 N/A
The overhead of the error detector in in-situ timing monitors is a well-researched topic and
very low-complexity circuits have been proposed [7,8]. Despite the fact that the proposed TMS
was not optimized for area, speed, or power, the resulting overhead compared to a baseline
DFF has been measured in post-layout simulations for completeness. The results are reported
in Table 3.2 where Ec is the energy-per-cycle, reported for 0% and 100% activity factors on
the data input (D) of the DFF, as well as with and without an error-detection event. It is
worth mentioning that, in a large design, this overhead would only affect the registers that are
actually replaced with TMS cells. Therefore, the actual overhead due to the use of TMS cells
highly depends on the considered design and on the number of monitored end-points.
3.2.3.2 Measurements of a Multiplier Using TMS Cells
A test structure consisting of a 16×16-bit radix-4 Booth-recoded digital multiplier with TMS
cells for sampling the outputs was implemented in a 28nm FD-SOI test-chip to verify the
proposed in-situ timing monitor. Unfortunately, as the implemented internal clock generator
on this test chip did not provide control on the duty cycle of the clock, only few basic checks
could be performed. For this reason, the presented measurements are conducted using a 50%
duty cycle.
At 0.7 V, the operation of the fabricated multiplier is veriﬁed up to a maximum frequency ( fmax)
of 398MHz. When operating in SVM mode, the TMS cells start generating error signals as
soon as the operating frequency is larger than fmax. On the other hand, when operating with a
frequency close to, but not larger than fmax, no error signal is generated, proving the correct
operation of both the FDM and the SVM mode. It is worth noting that, for the presented design,
when operating close to fmax, the short-path problem [49] is not present, as the contamination
delay of the multiplier is longer than half clock period. However, as expected, the generation
of false error-signals can be provoked by setting the operating frequency to a much lower value
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than fmax, therefore making the high phase of the clock longer than the contamination delay
of the data path.
The BDM of the TMS, where the input transitions are detected on the low phase of the clock,
was also veriﬁed with measurements. For this case, the test consisted in initially operating
the multiplier with a relaxed clock frequency. In this condition, it ensured that all the input
transitions of the TMS happened during the high phase of the clock, therefore avoiding the
generation of any error signal. The clock frequency was subsequently increased up to the
point where excitation of the critical path of the multiplier resulted in a transition of its end
point during the low phase of the clock, which was captured by the corresponding TMS. Based
on the achieved frequency and considering the 50% duty cycle, it was possible to derive the
maximum operating frequency of the multiplier without incurring an actual timing violation.
With this test, the maximum frequency of the multiplier was correctly measured with an error
of less than 1%.
3.2.4 Conclusion
A TMS that is capable to monitor either dynamic timing margins or potential timing viola-
tions, therefore enabling the runtime choice of the best timing-monitoring strategy has been
described in this section. The proposed circuit is capable of detecting transitions on either
the high or the low phase of the clock and simulations show the TMS to operate at 0.9V with
either a high or a low clock phase as short as 90ps and 140ps, respectively. Both detection
modes of the proposed TMS were veriﬁed on a fabricated test chip in a 28nm FD-SOI process
technology which showed the TMS to measure the maximum frequency of a digital multiplier
at runtime, with an accuracy of 1%, and without incurring in any timing violation.
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Algorithm Level for Energy-Quality
Scaling
The proliferation of portable devices over the last decade, as well as the growing interest
in future Internet of Things (IoT) applications [51], have contributed to an increasing de-
mand for near-sensor data analysis and ﬁltering to reduce the amount of information to
be wirelessly transmitted, which is key to reduce system energy consumption [52,53]. Due
to signiﬁcant increase in cost of dedicated application speciﬁc circuits in deep nanometer
technologies, programmable general-purpose platforms are typically required to support the
diverse requirements of different applications [54]. In this scenario, a possible solution are
software-programmable ultra-low power (ULP) architectures [55] with dedicated, but recon-
ﬁgurable accelerators for costly core computational kernels [56]. Programmable ﬁnite impulse
response (FIR) ﬁlters are fundamental building blocks for many digital signal processing (DSP)
applications, therefore they are one of the most widely implemented accelerators [57]. In
addition, they are often responsible for a relatively large portion of the power in the system as
they are a key kernel that might even operate continuously, for example as a key component
for down-sampling (i.e., data reduction) early in the signal processing chain or as matched
ﬁlter to detect wake-up events. Therefore, it can be expected that methods for reducing the
power consumption of FIR ﬁlters can have a large impact on a variety of IoT systems and
applications.
When operating at high clock frequencies, dynamic switching energy generally dominates
power consumption. This dynamic power consumption is described by the well known
equation:
Pd =α · f ·C ·V 2DD, (4.1)
where α is the switching activity factor, f is the operating frequency,C is the switching capac-
itance, and VDD is the supply voltage. The quadratic dependency of Pd on VDD leads to the
straightforward conclusion that voltage scaling can be an efﬁcient technique to minimize the
power consumption of digital systems, albeit at the cost of a large increase in the delay of the
digital gates. The clock frequency f is generally set according to the throughput requirements
of the system, while ensuring that the clock period is longer than the delay of the longest
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timing path in the system under worst-case conditions at a given VDD. If throughput require-
ments are sufﬁciently low, voltage scaling is an effective means to improve energy efﬁciency,
due to the quadratic dependency of (4.1) on VDD.
For additional power savings when real-time constraints limit the available safe range for
voltage scaling, voltage over-scaling (VOS) [11–14] has been proposed for operating below
the critical supply voltage and applying various techniques to handle the timing errors that
may occur. Linear prediction [11], reduced-precision redundancy [12], and adaptive error
cancellation [13] are such advanced low-power design techniques that enable VOS, according
to the algorithmic noise tolerance approach. Despite the fact that these techniques have
been shown to result in signiﬁcant power savings, the majority of them implement arithmetic
operations with ripple-carry adders (RCAs) which are one of the slowest implementations of
adders and therefore they can dramatically limit the performance of the underlying system.
Furthermore, the end points of the critical-timing paths are usually the outputmost-signiﬁcant
bits (MSBs) in RCA architectures. In this scenario, as soon as the sub-critical operating region
is entered, the MSBs will be the ﬁrst output bits to become unreliable, resulting in a large
degradation of the overall quality even when applying a limited amount of VOS. Another
approach, proposed by Whatmough et al. [14], proposes to operate below the critical supply
voltage using a modiﬁed carry-merge adder and the critical path delays of some of the least-
signiﬁcant bits (LSBs) are reshaped and increased in order to limit the magnitude of the
errors caused by timing violations. Even if this technique results in a small timing penalty,
the performance of the ﬁlter signiﬁcantly drops as soon as the point of ﬁrst failure (PoFF) is
passed, resulting in a small voltage guard-band when operating in the sub-critical region.
Operating below the critical supply voltage has proven to be very challenging, since it either
requires slow arithmetic units (i.e., based on RCA architectures) or results in a small voltage
guard-band. These properties render the use of VOS a difﬁcult endeavour that may be too
risky for today’s industry. For this reason, an alternative approach to VOS is to reduce the
switching activity in the digital circuits, represented by the factorα in (4.1). With this approach,
additional power savings can be obtained with an acceptable and controlled degradation of
the quality.
Programmable FIR ﬁlters [58,59] are required in reconﬁgurable systems to provide ﬂexibility
to support a wide variety of applications, which is one of the major challenges in the IoT
market [53,54], and even different FIR kernels are often needed within the same application.
In this scenario, different sets of ﬁlter coefﬁcients deﬁned by the various applications as well
as their individual ﬁlter kernels are derived during design time of the (software) application
and reassigned at runtime to the programmable FIR accelerator. The low-power technique
proposed in this chapter exploits this programmability by choosing approximate values of the
coefﬁcients that limit the switching activity inside the ﬁlter, instead of always designing the
ﬁlter to produce exact results, thereby achieving power savings at the expense of degraded ﬁlter
quality. In addition, this approach provides the capability to scale the power consumption of
the ﬁlter at runtime.
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Based on the observation that most of the power consumed in FIR ﬁlters is due to multipli-
cations, different techniques aimed to reduce power consumption in multipliers have been
proposed [60–66]. These techniques include optimizing the value of successive coefﬁcients
assigned to iteratively-decomposed FIR ﬁlters based on their Hamming distance [66], the
design of approximate multipliers for low-power operation [60–63], performing parallel mul-
tiplication by coefﬁcient partitioning to enable voltage scaling [65], and reusing previously
computed values through the factorization of the coefﬁcients to reduce the complexity of the
ﬁlter [64]. While these techniques can be efﬁcient in reducing the power consumption, they
all suffer from undesirable drawbacks. For example, the techniques proposed in [60,61,64,65]
require a very large design effort as compared to the baseline implementation of the ﬁlter,
and the design in [66] only applies to iteratively-decomposed FIR ﬁlters. In addition, both the
approximate multipliers [60,61] and the reuse of partial products enabled by the factorization
of the coefﬁcients [64] can only be applied at design time for one speciﬁc ﬁlter, but they neither
allow for acceleration of different ﬁlters for different applications, nor for an adjustment of the
energy-quality tradeoff to scale the power consumption at runtime.
In this chapter, these limitations are addressed and a technique is proposed to perturbate
the coefﬁcients of a baseline FIR ﬁlter based on an extensive power characterization of the
implemented multipliers in order to achieve dynamic power savings at the expense of a
small degradation in quality. This power characterization was used to derive an algorithm
that modiﬁes the baseline ﬁlter coefﬁcients to reduce the dynamic power consumption of
the multipliers while maintaining an acceptable degradation of the ﬁlter quality. Since the
proposed technique does not require any change in the design of the FIR accelerator hardware,
it retains full ﬂexibility and it allows for runtime adaptive scaling of the ﬁlter performance to
trade-off power for quality.
Such adaptive scaling is ﬁrst demonstrated with simulations on four different multiplier
designs as baseline building blocks for FIR ﬁlters. In an example, where the maximum perfor-
mance degradation is limited to 3dB on the ﬁlter stopband, 14.6% to 25.6% power savings are
achieved in the considered FIR accelerators when compared to a ﬁlter design that is agnostic
of the hardware. The proposed technique was applied to two fabricated reconﬁgurable FIR
ﬁlters, implemented as part of a 28nm FD-SOI test chip. Silicon measurements conﬁrmed the
power beneﬁts of the proposed technique, showing that the optimized coefﬁcients even result
in a power reduction of 33% when compared to the baseline performance1.
Contributions The speciﬁc contributions of this chapter can be summarized as follows:
• The reliability of VOS is evaluated with silicon measurements of a multiplier, showing
that the operation of a digital circuit below the critical supply voltage, where timing
errors occur, is characterized by serious limitations: the application of VOS to timing-
1 The achievable power savings can vary depending on the considered design of the FIR accelerator, ﬁlter
speciﬁcations, as well as layout and circuit details (e.g., driving strengths and parasitics).
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critical circuits results in a steep quality degradation and the quality loss is highly
complex to either predict or control. Thus, an alternative approach is required to trade
additional power savings for a controlled quality degradation.
• A cross-layer approximate computing technique on the algorithm/architecture level
is proposed to reduce power consumption through switching activity reduction by
carefully choosing programmable parameters of an FIR accelerator at runtime.
• An analysis of the switching activity of multipliers based on the number of non-zero
generated partial-product bits is described. Furthermore, the dynamic power consump-
tion of the considered multipliers has been characterized with accurate post-layout
simulations, showing that the achievable power savings might differ depending on
which of the two input ports is assigned to the constant coefﬁcient.
• The power consumption of the multipliers contained in a programmable FIR ﬁlter
is reduced by perturbing the baseline coefﬁcients of the ﬁlter based on an extensive
characterization of the implemented multiplier topology.
• The baseline performance is always ensured when operating with the reference coefﬁ-
cients and the power consumption of the FIR ﬁlter can be reduced at runtime, when
a less accurate operation of the ﬁlter is tolerated. In addition, the implementation of
the power-optimized FIR ﬁlter does not require any design overhead except for the
additional memory that might be required to store the perturbed coefﬁcients.
• The presented technique is applied to several FIR ﬁlters, demonstrating the obtainable
power reductions with a controlled quality degradation. Power savings are conﬁrmed
through measurements of ﬁlters fabricated in a 28nm FD-SOI process.
This chapter is organized as follows: Section 4.1 describes different topologies of digital mul-
tipliers. The effect of VOS on multipliers is analyzed in Section 4.2. Section 4.3 estimates
the switching activity for different multiplier topologies. A post-layout characterization of
the power consumed by the multipliers is presented in Section 4.4. Section 4.5 describes the
proposed algorithm for perturbating the coefﬁcients of ﬁlters and the resulting power savings
vs. frequency response of the optimized ﬁlters. Section 4.6 concludes this chapter.
4.1 Digital Multipliers
Digital multipliers can be implemented with a wide range of topologies based on the desired
number representation, as well as on design requirements, such as area and speed [67]. Two
of the most common topologies have been considered as an example for the analysis of the
internal switching activity, which is strongly related to the dynamic power consumption:
the radix-2 Baugh-Wooley (BW2) multiplier [68] that presents a simple and straight-forward
implementation, and the radix-4 Booth-recoded (BR4) multiplier, known for its more complex
structure and high-speed performance. Both topologies have been implemented to perform
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Figure 4.1: Structure of a signed n×n-bit radix-2 Baugh-Wooley multiplier.
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Figure 4.2: Structure of a generic partial-products reducer implemented as a carry-save adder
with (m,2) compressors [68].
signed multiplication, using ﬁxed-point two’s complement as number representation. While
these multipliers differ in the partial-products generator (PPG), they include the same partial-
products reducer (PPR) and the same vector-merging adder (VMA), here implemented as
a carry-save adder with (m,2) compressors [68] and a carry-propagate adder, respectively.
The RTL representations of both the BW2 multiplier and of the carry-save adder with (m,2)
compressors have been taken from the VHDL Library of Arithmetic Units proposed in [68].
The considered topologies are reviewed with more details in the following subsections.
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Figure 4.3: Structure of a signed n×n-bit radix-4 Booth-recoded multiplier.
4.1.1 Radix-2 Bough-Wooley Multiplier
The BW2 multiplier is a simple structure which can achieve medium operating speed with
moderate silicon area. Fig. 4.1 illustrates the operating principle of this topology. Two n-bit
input operands are passed to the PPG that implements the Baugh-Wooley scheme [67, 68],
which feeds the PPR implemented as a carry-save adder with (m,2) compressors [68] as
shown in Fig. 4.2. For the considered implementation, the half adders (HAs) and full adders
(FAs) instantiated inside each of the compressors are connected in a tree structure to reduce
the critical path of the PPR. The sums and carries of the PPR are then passed to the VMA
implemented as a carry-propagate adder that provides the ﬁnal result of the multiplication.
4.1.2 Radix-4 Booth-Recoded Multiplier
Since radix-2 Baugh-Wooley multipliers are rather slow, a fast multiplier that uses Booth
recoding is also considered. A BR4 multiplier, shown in Fig. 4.3, has been considered, where
the PPR is fed with less than half of the partial products of those in the BW2 multiplier, thereby
providing a much shorter critical path. As opposed to the symmetric BW2 multiplier, in
the BR4 topology, the two input operands are processed differently, since x is passed to the
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recoding logic that decides which multiples of y should be fed to the PPR. For the considered
implementation, a carry-save adder with (m,2) compressors [68] is used for the PPR and a
carry-propagate adder is used for the VMA, as in the BW2 multiplier.
4.2 Voltage Over-Scaling
Voltage scaling is one of the most effective as well as popular techniques to reduce the power
consumption in digital circuits due to the quadratic relationship betweeen dynamic power
consumption and supply voltage, as previously shown in (4.1). To achieve even higher power
savings, voltage over-scaling (VOS) has been proposed [11–14]. The basic idea of VOS is to
operate digital circuits at a sub-critical supply voltage, where timing errors might occur. In this
section, the potential beneﬁts as well as the limitations of VOS are analyzed by considering its
effects on a multiplier.
4.2.1 Overclocking a Multiplier
For this analysis, a 16×16-bit BR4 multiplier is considered as it is one of the most popular
architectures due to its capability of running at high clock frequencies. In particular, the effects
of VOS are evaluated by overclocking the multiplier as any increase on the operating frequency
can be traded for power savings through VOS at a constant throughput2. Both inputs and
output of the considered multiplier are sampled by sets of registers which are interfaced to
additional testing circuitry that is designed to apply arbitrary input operands and to read the
output of the multiplier without incurring additional timing violations after the sampling
of the multiplier output even when the multiplier operates in the sub-critical range. The
multiplier as well as the testing circuitry are fabricated on a test chip in 28nm FD-SOI and the
results presented in this section are based on the corresponding silicon measurements.
The maximum operating frequency that ensures an error-free operation of the multiplier ( fmax)
is initially measured for a nominal voltage of 0.7 V. This measurement is performed by applying
a set of 1k pairs of random operands to the inputs of the multiplier and by verifying the
correctness of the output. It is worth noting that the excitation of any path within the multiplier
depends not only on the operands that are computed within one clock cycle but also on
the pair of operands that were multiplied in the previous cycle. For this reason, the set of
previously-computed operands were also randomized for each of the 1k test sets. Results show
that the considered multiplier correctly computes all the operands for an fmax of 256MHz.
The same random sets of 1k operands have been applied and the sampled multiplier output
have been checked when operating the multiplier at a clock frequency higher than fmax.
Results are shown in Fig. 4.4 where the considered frequency overclocking ranges from 0%
(256MHz) to 50% (384MHz). The ﬁgure reports the reliability of each of the 32 output bits of
2 The behaviour of the over-clocked multiplier is used to predict the behaviour of the multiplier at sub-critical
voltages as it simpliﬁes the measurement procedure.
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Figure 4.4: reliability of the 32 output bits of a 16×16-bit BR4 multiplier when overclocking is
applied.
the multiplier for the different frequencies. For this analysis, an output bit is considered to be
unreliable as soon as, for any of the computed operands, it differs from the expected value
(i.e., bit ﬂip) due to overclocking. In addition, once an output bit becomes unreliable for a
given frequency, it is also considered to be unreliable for any higher frequency.
It is worth noting that even if the testing circuitry reliably monitors when the output registers
fail to sample the expected result of the multiplication due to overclocking, it does not capture
when the setup constraint starts to be violated. In fact, when entering the overclocking region,
the setup contraint is initially violated for a small amount of time, resulting only in an increased
clock-to-output delay of the sampling register while the input data is still correctly captured
and latched. However, the delay increase associated with this onset of a setup violation
affects the subsequent paths that have the output of the considered register as start point and
therefore it might cause further timing violations. As any additional timing violation highly
depends on the design of the subsequent stages of the pipeline, it is out of the scope of the
analysis presented in this thesis. Thus, the designed testing circuitry only monitors the effect
of larger overclocking on the output registers beyond the point where they fail to sample the
correct result of the multiplication.
Two main considerations can be derived from the measurements of the overclocked multiplier
reported in Fig. 4.4. First, the majority of the 32 output bits of the multiplier become unreliable
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Figure 4.5: Reliability rate of the 32 output bits of a 16×16-bit BR4 multiplier when overclocking
is applied.
as soon as overclocking is applied. In particular, the unreliable bits are 28% and 68% of the total
output bits for a frequency increase beyond fmax of only 10% and 20%, respectively. Second,
few of the LSBs are actually even more reliable than the remaining bits at high overclocking
rates. For example, the ﬁrst 6 LSBs (corresponding to only 18% of the output bits) are reliable
up to 40% overclocking. This phenomenon can be explained considering that each of the
output bits is an end point of paths that ﬁt into one of the three categories described below:
• Optimized slow paths: these are slow paths that have been optimized by the timing en-
gine of the synthesis software to reduce their delay and meet the setup timing constraint,
therefore they determine the critical path of the design.
• Unoptimized slow paths: slow paths that are close to become critical, but are generally
not optimized during synthesis as a reduction of their delays would not decrease the
critical delay, but would only increase complexity and energy consumption of the
synthesized circuit.
• Unoptimized fast paths: as for the unoptimized slow paths, fast paths do not require any
delay optimization as they are far from being critical.
Any tree-structured multiplier is characterized by a large number of both optimized and
unoptimized paths with delays close to be critical and this causes the majority of the output
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bits to become unreliable as soon as overclocking is applied, as shown in Fig. 4.4. However, few
of the output LSBs are end points of fast paths, as they are computed by low-complexity circuits
that are composed of only few gates and therefore they are more resilient to overclocking.
Overall, the degradation on the output quality is signiﬁcant even for small overclocking rates,
as the MSBs are among the ﬁrst output bits to fail.
Even though the results in Fig. 4.4 provide a picture of the multiplier reliability when over-
clocking is applied, any effect caused by data dependency is hidden as the worst-case result
among the 1k sets of input operands is always considered. In fact, when considering all the
paths sharing the same output bit as end point, there might be sets of input operands that
excite only the fastest paths within this group or that might not even excite any path at all. This
effect is shown in Fig. 4.5 where the probability of an output bit to be unreliable is reported
against the amount of overclocking.
On average, the unreliability rate of the 32 output bits is 0.1% but it quickly rises up to 19% for
an overclocking rate of 10% and 40%, respectively. For a given overclocking rate, the output
bits show different unreliability rates as the probability of exciting paths beloging to an end
point as well as the delay of the excited path change with the position of the considered output
bit. For example, the worst reliable bit reaches an unreliability rate of 9%, that is three times
the average, for an overclocking rate of only 20%.
4.2.2 Limitations of Voltage Over-Scaling
Based on the analysis of the presented measurements, the potential limitations of VOS are
summarized as follows:
• The application of VOS to tree-structure and timing-critical circuits (e.g., high-speed
multipliers) results in a steep degradation of the quality of service (QoS) as soon as
the sub-critical operating region is entered. This is mainly due to the large amount of
near-critical paths in these designs.
• Potential candidates that might beneﬁt more from VOS are RCA-based arithmetic op-
erators as they include a large variety of slow and fast paths within their path-delay
proﬁle. However, as they rely on one of the slowest implementations of adders, this
design choice can drastically limit the maximum operating frequency of the system in
which they are integrated and VOS can hardly overcome this initial speed penalty.
• Predicting the reliability of a digital circuit (e.g., a multiplier) under timing errors is
highly complex as the excitation of timing-critical paths highly depends not only on
the current value of applied inputs (e.g., operands) but also on the previously-applied
values. This peculiarity largely increases the number of possible conditions on the
inputs, therefore increasing the complexity of any attempt to predict the output under
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timing violations for QoS analysis and limiting our ability to shape the input proﬁle to
minimize the occurrence of timing violations.
• When applying VOS, the violation of a setup constraint in a register might result in an
increase of its clock-to-output delay. As this phenomenon affects the subsequent paths
where the start point coincides with the output of the register, other timing violations
might occur. The effect of these additional timing errors is very complex to predict as it
highly depends on the timing proﬁle of the subsequent paths.
For all the reported considerations, operating a digital circuit below the critical supply voltage
where timing errors occur results to have several critical limitations. Thus, beside the applica-
tion of conventional voltage scaling, an alternative approach is required to enable additional
power savings for a controlled degradation on the QoS.
4.3 Switching Activity in Multipliers
Another approach for achieving savings on the dynamic power consumption of digital circuits
is to reduce their switching activity. In order to achieve this, part of the design can be silenced
by carefully choosing the applied inputs. To this end, the switching activities of the BW2
multiplier and of the BR4 multiplier are ﬁrst analyzed in this section.
4.3.1 Radix-2 Bough-Wooley Multiplier
Considering the structure of a generic multiplier, the PPR is usually one of its most complex
parts which generally consumes the largest amount of power. For this reason, in order to re-
duce the power consumption of the BW2 multiplier, the switching activity of the implemented
PPR is analyzed at ﬁrst.
The primary operation of the PPR is to shift and add the partial products. This multi-operand
addition is generally implemented with HAs and FAs as the main building blocks. The switch-
ing activity of these gates can be reduced by increasing the probability of having stable logic-
zeros at their inputs, which corresponds to forcing more partial-product bits to zero. This can
be achieved by providing a large number of bits that are equal to zero in at least one of the two
input words of the multiplier. For example, forcing the LSB of one input operand of the 4-bit
BW2 multiplier, shown in Fig. 4.1, to zero would result in 15% of the generated partial-product
bits and correction terms to be equal to zero, regardless of the other input. For this reason,
any circuit where one of the multiplier inputs is ﬁxed over a considerable number of cycles
and where some ﬂexibility is available to choose this input (with moderate QoS degradation)
provides potential for power savings.
Fig. 4.6 plots the number of generated partial-product bits equal to one in a 4×4-bit Baugh-
Wooley PPG for all possible input combinations. This plot provides a means to identify
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Figure 4.6: Number of the generated non-zero partial-product bits in a signed 4×4-bit radix-2
Baugh-Wooley multiplier for all input combinations.
operand values that ensure – on average – a limited number of non-zero partial-product
bits, and therefore, low switching activity, regardless of the value of the other operand. To
emphasize this point, an input with the value 0 (0000 in binary notation) would ensure low
power consumption for any value of the other input operand, whereas the value –1 (1111
in binary notation), which is only oneLSB distant from zero, generates several non-zero
partial-product bits resulting in a much larger power consumption. In an application that can
tolerate approximations, this property can be exploited to carefully choose constant multiplier
coefﬁcients to reduce power consumption at runtime.
To evaluate the potential of the idea, the switching activity is evaluated while one input
operand is held constant and the other input operand receives random data. We shall refer
to the former as the coefﬁcient operand and to the latter as the data operand. Speciﬁcally,
an 8×8-bit BW2 multiplier is considered, where the input x is deﬁned to be the coefﬁcient
operand and y is deﬁned as the data operand. In a ﬁrst step, the average number of non-zero
partial-product bits per coefﬁcient operand is considered, while assigning any possible value
to the data operand, as plotted in Fig. 4.7. It is worth noting that the number of non-zero
partial-product bits in the BW2 multiplier does not depend on which input port receives
the constant coefﬁcient operand, and therefore, the graph obtained when choosing y as the
constant operand would be identical. From Fig. 4.7, it can be noticed that the difference in the
number of non-zero partial-product bits can be signiﬁcant even for two coefﬁcient operands
that are almost equal. Hence, we can conclude that a small variation on the coefﬁcient operand
might result in large power savings in the adder tree that sums up the partial products.
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Figure 4.7: Average number of the generated non-zero partial-product bits per input operand
in the 8×8-bit radix-2 Baugh-Wooley multiplier.
4.3.2 Radix-4 Booth-Recoded Multiplier
The non-zero partial-product bits per input operand analysis on the PPG, previously shown
for the BW2 multiplier, was also applied to the 8×8-bit BR4 multiplier. The average number of
non-zero partial-product bits per input operand is shown in Fig. 4.8(a) and in Fig. 4.8(b) for
inputs x and y used as the constant coefﬁcient operand, respectively. As expected, Fig. 4.8(a)
and Fig. 4.8(b) differ due to the asymmetric nature of this topology. However, while this
analysis provides some insight toward the switching activity of the multiplier, this metric does
not include the activity of the PPG, which, in the case of the BR4 topology, is a more complex
structure than the radix-2 Baugh-Wooley PPG as it includes both the Booth recoding logic and
the logic that produces the multiples of y . Therefore, further means of analysis, such as the
gate-level simulations provided in Section 4.4, are essential to obtain a better estimation of
the multiplier power consumption.
4.4 Gate-Level Characterization of Multipliers
The analysis presented in Section 4.3 provides the motivation for carefully choosing and
adjusting constant coefﬁcients3 for a multiplication by analyzing the number of non-zero
partial-product bits that are created by each possible choice of the coefﬁcient operand. How-
3 Coefﬁcients are considered to be constant as they do not change for an extended period of time, but they are
still fully programmable.
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(a) The coefﬁcient operand is the input x
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(b) The coefﬁcient operand is the input y
Figure 4.8: Average number of the non-zero partial-product bits in an 8×8-bit radix-4 Booth-
recoded multiplier.
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Figure 4.9: Normalized dynamic power consumption per input operand x in the 8×8-bit
radix-2 Baugh-Wooley multiplier.
ever, this ﬁrst-order approach provides only a ﬁrst-order estimate of the overall dynamic
power consumption. For a more accurate analysis, especially when considering more complex
topologies, such as a Booth-recoded multiplier, gate-level simulations are required to arrive at
an effective choice of the constant coefﬁcient operand. In addition, for multiplier topologies
with asymmetric timing paths, where the input operands excite paths having different delays,
the choice on which operand is assigned to the coefﬁcients should also be made based on the
results given by a timing analysis, to avoid any speed limitation.
The following subsections present power and timing analyses on gate-level implementations
of the BW2 and BR4 multipliers, introduced in the previous section. The multipliers were
synthesized and mapped to a 28nm FD-SOI standard cell library using Synopsys Design
Compiler and placed-and-routed using Cadence Encounter. Considering the low-power
design space, synthesis and automated place-and-route were performed at a near-threshold
supply voltage (VDD) of 600mV. The presented data for power and timing was extracted from
post-layout implementations based on dynamic vectors using Cadence Tempus and Voltus.
4.4.1 Power Characterization
In order to characterize the power consumption of a multiplier implementation, a constant
value was applied to the coefﬁcient operand input, while a sequence of 1000 independent
uniformly distributed random values were assigned to the data operand. All 2n coefﬁcient
values were considered for each n×n-bit multiplier, and the dynamic power consumption was
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(b) The coefﬁcient operand is the input y
Figure 4.10: Normalized dynamic power consumption in an 8×8-bit radix-4 Booth-recoded
multiplier.
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extracted for each coefﬁcient operand value. The presented power analyses consider 8×8-bit
multipliers; however, larger bit-widths were also tested and provided similar results.
Due to the symmetric structure of the BW2 multiplier, the power characterization is almost
identical when either port is used for the coefﬁcient operand. Hence, only results for x as
the coefﬁcient operand are reported for this topology. Fig. 4.9 plots the normalized power
consumption of the 8×8-bit BW2multiplier as a function of the value of the coefﬁcient operand.
As expected, the results from the power simulations follow the same proﬁle as the number
of non-zero partial-product bits shown in Fig. 4.7. This conﬁrms that in BW2 multipliers the
largest amount of power is consumed in the PPR and that the perturbation of the constant
coefﬁcients to values that result in a low percentage of non-zero partial-product bits can
be an effective way to reduce dynamic power consumption. For example, by choosing the
approximated value of –65 for the coefﬁcient operand instead of –64, over 40% of the dynamic
power can be saved.
When applying a similar analysis to the BR4 multiplier, the two architectural choices where the
x and y ports are connected to the constant coefﬁcient operand separately must be considered,
due to the asymmetric nature of the gate-level implementation. The two corresponding
normalized dynamic power consumptions per input operand are provided in Fig. 4.10(a) and
Fig. 4.10(b) for the x and y ports chosen as coefﬁcient operands, respectively. The results
show that, when choosing port x for the constant coefﬁcient operand, the potential for power
savings from approximations of this coefﬁcient is signiﬁcantly higher than when choosing
port y for the constant coefﬁcient operand. This behavior is due to the asymmetric nature
of the BR4 multiplier, as shown in Fig. 4.3. In particular, some recoded values of x can cause
a large number of the operands summed in the PPR to be equal to zero, which signiﬁcantly
reduces the power consumption since the PPR is one of the main contributors to the power
consumed by the entire multiplier. Furthermore, if x is constant, the Booth recoding logic
does not present any switching activity. On the other hand, when y is kept constant, little
power variation is observed. This is due to the fact that the logic that produces the multiples of
y does not consume a signiﬁcant amount of power and there are no speciﬁc values that ensure
low switching activity in either the Booth recoding logic or in the PPR4. Having identiﬁed
the input x as the port that enables the largest power savings, constant coefﬁcient operands
should be always assigned to this port. For example, whenever the proposed technique is
applied, the perturbation of the coefﬁcients assigned to the input x gives over 30% of dynamic
power savings approximating –33 with –32. Interestingly, it is noted that even if the proposed
technique is not applied, x is the preferred choice for the constant coefﬁcient as even the
average power consumption over all coefﬁcient choices is 5% below that of a design where y is
constant.
4 As expected, this property is not represented by the analysis on the switching activity of Section 4.3.2, since
only the non-zero partial-product bits provided to the PPR were considered. Therefore, for complex topologies,
such as the BR4 multiplier, more accurate power simulations are required for a proper evaluation of the possible
power savings.
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(b) Input operand y
Figure 4.11: Normalized dynamic power consumption per input operand for the 8×8-bit
multiplier provided by the synthesis software.
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Table 4.1: Propagation delays of the 8×8-bit multipliers
Multiplier Topology Delay from x [ns] Delay from y [ns]
Radix-2 Baugh-Wooley 1.151 1.152
Radix-4 Booth-Recoded 1.091 1.096
DesignWare Library 0.951 0.935
For completeness, the same type of analysis is also applied to the multiplier topology automati-
cally chosen during synthesis with stringent timing constraints from the Synopsys DesignWare
Building Block IP library 2013.12. The normalized dynamic power consumptions of this ref-
erence topology are plotted in Fig. 4.11(a) and Fig. 4.11(b) for the ports x and y chosen for
the constant coefﬁcient operand, respectively. While the exact topology or implementation
methodology chosen by the synthesis tool is not exposed to the user, the resulting power
proﬁles are similar to the ones shown in Fig. 4.10. Thus, we conclude that this topology is
most likely very similar to the considered custom implementation of a BR4 multiplier.
As the value of the constant coefﬁcient operand can signiﬁcantly reduce the dynamic power
consumption of the multiplier depending on the percentage of the produced non-zero partial-
product bits, it is worth considering whether the position of the partial products that are equal
to zero would impact the power consumption as well. The dynamic power consumption of
multipliers with a linear structure (e.g., with PPR implemented as a RCA) is actually affected
by the position of the non-zero partial-product bits as the switching activity of the lower
levels of the PPR highly depends on the switching activity of the logic that appears early in
the chain. However, in this thesis, the PPR of the considered BW2 and BR4 multipliers is
based on a carry-save adder with tree-structured (m,2) compressors where all partial products
enter the adder tree on the same level. For this reason, the impact on the switching activity is
almost equal for all partial products. In fact, for tree-structured multipliers, the number of
(subsequent) zero partial products has a larger impact on the dynamic power consumption
compared to their position since only subsequent zero partial products silence entire subtrees.
4.4.2 Timing Analysis
When considering the timing of a multiplier where one of the coefﬁcient operand is held
constant during data processing, only the delay paths from the data operand to the output
of the multiplier are relevant for the determination of the maximum operating frequency5.
Depending on the considered multiplier topology, timing asymmetry might exist, and there-
fore, the multiplier may be characterized by different delays depending on which input port is
connected to the constant coefﬁcient operand and which is connected to the data operand.
5 Note that proper timing measures must be taken to avoid timing violations when coefﬁcients are changing
during operation.
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Figure 4.12: Block diagram of a direct-form FIR ﬁlter with 16 taps.
Clearly, from a timing perspective, the port that contains the critical path of the multiplier
should be assigned to the constant coefﬁcient operand to reduce any speed limitation for the
data operand. However, as previously described, the potential for runtime power savings may
also depend on which port is assigned to the constant coefﬁcient operand. Hence, a timing
analysis is required to verify the presence of any timing asymmetry.
To carry out the suggested timing analysis on the considered multiplier topologies, synthesis
was performed with an over-constrained timing target to achieve the lowest possible propa-
gation delay from each of the inputs to the output. STA was used to extract the worst delays
through each multiplier and from each input. The extracted delays are provided in Table 4.1.
The results show very similar delays through operands x and y for each of the considered
multiplier topologies. This analysis was repeated while constraining the synthesis tool to
independently optimize the x and y inputs and for various (larger) bit-widths; however, sim-
ilar results were obtained. From this analysis it is possible to conclude that the port for the
constant coefﬁcient operand can be chosen based only on the maximum achievable power
savings.
4.5 Application to an FIR Filter
In the following, the observations from the previous sections are applied to the example of a
programmable FIR ﬁlter accelerator, where ﬁlter coefﬁcients usually remain constant over a
large number of cycles, while input data changes in each cycle. A direct-form FIR ﬁlter with
programmable coefﬁcients is considered and its block diagram is shown in Fig. 4.12. When
designing an FIR ﬁlter, several metrics and speciﬁcations are taken into account in order to
choose the optimal coefﬁcients. However, in most cases, the impact of the choice of the ﬁlter
coefﬁcients on power consumption is not considered. Since the coefﬁcients are set as constant
operands to the multipliers that are used to construct the ﬁlter, the power consumption of
the ﬁlter may strongly depend on the choice of these coefﬁcients. Fig. 4.13 plots the dynamic
power consumption of all the 8×8-bit multipliers contained in a reconﬁgurable 16-tap FIR
ﬁlter designed with different cutoff-frequency constraints and with windowing methods. This
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Figure 4.13: Dynamic power consumption of the 8×8-bit multipliers implemented in a recon-
ﬁgurable 16-taps FIR ﬁlter designedwith different cutoff-frequency constraints andwindowing
methods.
straightforward initial experiment illustrates how the dynamic power consumption signiﬁ-
cantly varies, even for small changes in the design constraints as well as even with the choice
of the design method (windowing) used to derive the ﬁlter coefﬁcients. This small experiment
suggests that proper power-aware approximation of coefﬁcients bares signiﬁcant potential for
runtime power savings.
The power-optimization technique proposed in the following, systematically utilizes the power
characterization of the multipliers to perturbate the coefﬁcients of a reference FIR ﬁlter to
trade-off reduced power consumption for quality. The presented approach does not require
any design overhead, since only the choice of runtime programmable coefﬁcients is modiﬁed
in a programmable FIR accelerator macro. It is worth mentioning that whenever the ﬁlter
coefﬁcients are not required to be programmable, they can be hardcoded and more area-
efﬁcient and more energy-efﬁcient implementations of the FIR ﬁlter can be realized. In such
scenarios that do not require any ﬂexibility, the multiplications can be performed efﬁciently
in a direct-form FIR ﬁlter by optimized shift-and-add multipliers [69]. The presented analysis
does not apply to this case as the synthesis tool would optimize the produced netlist according
to the hardcoded coefﬁcient, therefore providing different hardware implementations for
different sets of coefﬁcients. When still considering coefﬁcients that are not supposed to
change during runtime, the proposed power-optimization technique does neither apply to
iterative decomposed FIR ﬁlters which are implemented with one multiply-and-accumulate
(MAC) unit [69]. As the focus is on programmable FIR ﬁlters as generic accelerators for
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Figure 4.14: Flowchart of the conventional ﬂow and proposed technique for the design of the
ﬁlter.
various applications, the optimization algorithm of the proposed technique as well as the
simulations results given by its application on four programmable FIR ﬁlters are presented in
the subsections that follow.
4.5.1 Optimization Algorithm
To derive a set of coefﬁcients that are optimized for low power consumption, the algorithm
proposed in the ﬂowchart of Fig. 4.14 is used: all the design requirements, such as passband
ripple (Ap), stopband attenuation (As) and passband frequency edge (Fp) initially deﬁne
the coefﬁcient values of the reference ﬁlter. These initial coefﬁcients satisfy the baseline
speciﬁcations and provide an estimation of the power consumed by the multipliers using the
results provided in Section 4.4.
With the coefﬁcients of the reference ﬁlter as a starting point, the coefﬁcients are perturbed to
drive the multipliers towards lower power consumption. In particular, at each optimization
step, the algorithm considers a range of values around each of the coefﬁcients and the value
that results in the lowest power consumed by the multiplier is preferred. For the examples,
shown in this chapter, the considered range of values (±Δ) is deﬁned manually through
80
4.5. Application to an FIR Filter
Table 4.2: Speciﬁcations and power savings of the low-pass FIR ﬁlters
Aas [dB] F
a
t [π
rad
sample ] Multipliers Bit-Width Taps S
b
M [%] S
b
F [%]
-30 0.2 8×8 16 18.0 14.7
-40 0.2 10×10 16 24.2 19.5
-30 0.1 8×8 32 24.2 20.2
-40 0.1 10×10 32 14.6 11.7
a Design speciﬁcations of the baseline ﬁlter.
b Obtained when tolerating a 3dB error on the stopband attenuation.
experiments and it is kept constant for all optimization steps in the algorithm for the derivation
of the coefﬁcients. While the algorithm is rather insensitive to the choice of Δ, a sufﬁciently
large Δ value is only required to avoid local minima. However, as this minimum value highly
depends on the multiplier structure, their bitwidth, the number of taps in the ﬁlters as well as
on the baseline coefﬁcients, it cannot be easily deﬁned analytically, but it is simply derived
through manual experiments to show a lower bound on the achievable gains. When the
coefﬁcients are perturbed for lower power consumption, the frequency response of the ﬁlter
changes, and therefore, relaxed speciﬁcations should be deﬁned to accept only the coefﬁcients
that still provide sufﬁcient ﬁlter quality. Hence, the most power-efﬁcient coefﬁcients that
meet the relaxed speciﬁcations are chosen among the considered range of values at each
optimization step and this optimization is repeated until a local minimum for the power
consumption is found6. The obtained coefﬁcients are then programmed instead of the original
reference FIR coefﬁcients.
The proposed optimization technique yields a well-controlled quality degradation, since the
relaxed speciﬁcations are a-priori well deﬁned and are always met. In addition, both the
frequency responses of the ﬁlter, as well as the dynamic power consumptions can easily be
estimated during the ﬁlter optimization process without the need for time consuming power
simulations on the whole FIR ﬁlter, since the implemented multiplier topology (used as basic
building block) has been previously characterized.
4.5.2 Simulations Results
In order to evalute the efﬁciency of the proposed power-optimization technique, the design
of four low-pass ﬁlters with different speciﬁcations on different accelerators (with different
maximum ﬁlter lengths and wordlengths) is considered. In particular, two different stopband
attenuations, As, of −30dB and −40dB are achieved by implementing either 8×8 or 10×10-bit
6Note that more sophisticated algorithms are possible and may lead to potentially even better results.
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(c) 32-taps FIR low-pass ﬁlter with 8×8-bit multipliers
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Figure 4.15: Magnitude response of the initial and power-optimized FIR low-pass ﬁlters
implementing various radix-4 Booth-recoded multipliers.
multipliers, respectively. The cut-off frequency is equal to half of the Nyquist frequency and
the ﬁlters have been designed with either 16 or 32 taps to achieve 0.2 and 0.1π radsample transition
bands (Ft), respectively. BR4 multipliers have been used in all the FIR accelerators since
they provide the highest clock frequency among the two considered topologies. The design
speciﬁcations of the four ﬁlters and the employed accelerators are summarized in Table 4.2.
For each of the ﬁlters, the coefﬁcients that satisfy the baseline speciﬁcations were initially
derived and the post-layout power consumption of the ﬁlter was measured. The obtained
coefﬁcients were used as initial values for the application of the proposed power-optimization
technique where a 3dB error on the stopband attenuation is tolerated for the corresponding
relaxed speciﬁcations. The power consumption obtained with the perturbed coefﬁcients is
ﬁnally measured and compared to the power consumed by the baseline ﬁlter.
The magnitude responses of the baseline and the optimized ﬁlters are provided in Fig. 4.15
for all the design speciﬁcations. As expected, the perturbed coefﬁcients result in a degraded
ﬁlter response when compared with the baseline ﬁlters. However, they still satisfy the relaxed
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Figure 4.16: Magnitude response of various ﬁlters implemented with a 16-taps FIR accelerator
and 8×8-bit radix-4 Booth-recoded multipliers. For each ﬁlter type, both initial and power-
optimized version is provided.
speciﬁcation on the stopband attenuation. Since the ﬁlter performance is checked during
each optimization step, the quality degradation is always kept within the error bounds.
The resulting power savings given by the perturbation of the coefﬁcients in all the considered
ﬁlters are summarized in Table 4.2. Since the optimization algorithm considers the dynamic
power consumption of the multipliers only, both the estimated dynamic power savings on
the multipliers (SM) and the effective dynamic power savings on the entire FIR ﬁlters (SF)
are reported for comparison. For a 3dB error on the stopband attenuation, the reduction
in dynamic power consumption for the FIR ﬁlters ranges from 11.7% to 20.2%. The power
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Figure 4.17: Die micrograph of the FIR accelerators.
savings in the ﬁlters are slightly smaller than the expected power reduction in the multipliers,
since the power consumption of the registers, clock-distribution network, adders and buffers
is not affected by the proposed technique.
The efﬁciency of the proposed power-optimization technique has also been evaluated con-
sidering the design of both a high-pass and a band-pass ﬁlter. For the high-pass ﬁlter, the
design speciﬁcations are a stopband attenuation of −30dB, a 0.2π radsample transition band and
a cut-off frequency equal to 40% of the Nyquist frequency. The band-pass ﬁlter is centered
at half of the Nyquist frequency and it is designed to have a stopband attenuation of −30dB
and a 0.17π radsample transition band on both sides of the frequency response, as well as cut-off
frequencies equal to 46% and 54% of the Nyquist frequency. An FIR accelerator with 16 taps
and 8×8 BR4 multipliers has been used for both ﬁlters, as for one of the previously evaluated
low-pass ﬁlters. Accepting a worst-case 3dB error relative to the stopband attenuation speciﬁ-
cation, the proposed technique allows to reduce the dynamic power consumption by 32.9%
and 23.8% in the multipliers of the high-pass and the band-pass ﬁlter, respectively. The savings
on the total dynamic power consumption of the programmable FIR accelerator are 25.6% and
20.3% for the high-pass and of the band-pass ﬁlter, respectively. For both case studies, the
magnitude responses of the baseline and the optimized ﬁlters are shown in Fig. 4.16.
4.5.3 Test Chip and Measurements Results
Two reconﬁgurable FIR accelerators were fabricated as part of a 28nm FD-SOI test chip, occu-
pying an area of 0.132mm2. Since a low-power design space is considered, the accelerators are
operated at 20MHz at a near-threshold 0.6V supply voltage. The micrograph of the fabricated
circuits is shown in Fig. 4.17.
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Figure 4.18: Magnitude response of the initial and power-optimized ﬁlters implemented with
the 16-taps FIR accelerators of the test chip.
The fabricated FIR accelerators were implemented in a direct form, as shown in Fig. 4.12, with
16 taps and 16×16-bit multipliers to verify the power beneﬁts of the proposed technique on
silicon and with a reasonably wide bit-width for the multipliers. The two accelerators differ
by the topology used for the multipliers. The ﬁrst design is based on radix-2 Baugh-Wooley
multipliers and the second design on radix-4 Booth-recoded multipliers. An integrated serial
interface provides communication from the external pins of the chip to the accelerators and
it is used to conﬁgure the coefﬁcients as well as all the other settings of the chip (such as
the clock frequency). The data provided as input to the ﬁlters is generated by an integrated
Fibonacci linear-feedback shift register (LFSR). Each ﬁlter can be independently clock-gated
to separately measure their power consumption.
In order to apply the proposed technique to the fabricated accelerators, the power charac-
terization of each of the implemented 16×16-bit multiplier topologies is required. Ideally,
this characterization should be performed measuring the power consumption for each of the
possible 216 coefﬁcient operands. However, this procedure would result in a very long and
unpractical testing/characterization time. On the other hand, simulation results as well as the
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Table 4.3: Power measurements of the FIR accelerators in the test chip
Filter Type Multiplier Type Pbase [μW ] P
a
opt [μW ] S
a
F [%]
Low-Pass Radix-2 Baugh-Wooley 335.6 224.1 33.2
Low-Pass Radix-4 Booth-Recoded 328.7 218.2 33.6
High-Pass Radix-2 Baugh-Wooley 360.1 258.6 28.1
High-Pass Radix-4 Booth-Recoded 350.7 248.7 29.0
Band-Pass Radix-2 Baugh-Wooley 385.2 309.3 19.7
Band-Pass Radix-4 Booth-Recoded 374.1 297.3 20.5
a Obtained when tolerating a 3dB error on the stopband attenuation.
structure of the circuit show that some of these operands have similar power consumption,
therefore they can be divided into groups and the power consumption of only one coefﬁcient
operand per group will be measured to limit the characterization time. To this end, coefﬁ-
cient operands characterized by the same average number of non-zero partial-product bits
are grouped together. This count of partial-product bits is simply obtained from analytical
models, as the ones previously used to evaluate the non-zero partial-product bits for 8×8-bit
multipliers in Fig. 4.7 and Fig. 4.8, and therefore it can be obtained with a relatively short
computation time. Thus, the average number of non-zero partial-product bits for each coef-
ﬁcient operand has been derived for both the 16×16-bit BW2 and BR4 multipliers and their
coefﬁcient operands were divided into 32 and 9 groups, respectively. At this point, the power
consumption of only one operand per group is measured and the obtained power estimate
is assigned to all the other operands of the same group, allowing to dramatically reduce the
characterization time.
During the power characterization, the power consumption of the reference coefﬁcient of
each group is measured by assigning the considered operand to each of the 16 taps and by
continuosly operating the ﬁlter. Even though this measurement also includes the power
overhead of the registers and adders of the ﬁlter, it is dominated by the power consumption of
the multipliers7 and the results can be used in the optimization algorithm of the proposed
technique. A low-pass ﬁlter, a high-pass ﬁlter, and a band-pass ﬁlter are designed for each
of the fabricated FIR accelerators. After having obtained the power characterization of both
multipliers, the baseline coefﬁcients are perturbed with the proposed optimization algorithm,
tolerating a 3dB worst-case error on the original stopband attenuation speciﬁcation. The
magnitude responses of the baseline and the optimized ﬁlters are reported in Fig. 4.18 for
both FIR accelerators.
7 Note that based on differences in the layout and circuit details (such as driving strength and parasitics)
independent characterization of the individual multipliers may lead to even larger savings.
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The measurements conﬁrm the expected beneﬁts of the proposed technique on both fab-
ricated FIR accelerators. The power consumption of each of the accelerators with both the
baseline (Pbase) and optimized coefﬁcient operands (Popt) for each ﬁlter type as well as the
total power savings (SF) are summarized in Table 4.3. Considering the implementation of
the low-pass ﬁlter as an example, the proposed technique is able to reduce the power of the
baseline ﬁlter from 335.6μW to 224.1μW for the FIR accelerator with BW2 multipliers and
from 328.7μW to 218.2μW for the FIR accelerator with BR4 multipliers. Similar reductions
on the power consumption are also obtained for the other ﬁlter types, conﬁrming that the
presented technique can be applied succesfully for different ﬁlter characteristics. In summary,
the measurements conﬁrm the beneﬁts of the proposed power-optimization technique and
show that the measured power savings range from 19% to 33% for the considered ﬁlters when
the optimized coefﬁcients are used.
4.6 Conclusion
The application of VOS was shown to have many limitations: steep degradation of the QoS
when VOS is applied to timing-critical circuits, the circuits that gracefully degrade under VOS
are mainly slow circuits based on RCAs which highly limit the maximum operating frequency
of the system, and the prediction of the impact on quality degradation due to timing errors is
highly complex. Given these critical limitations of VOS, an approximate-computing technique
that reduces the switching activity in programmable hardware has been proposed to achieve
further power savings in addition to the application of conventional voltage scaling. The
proposed technique is based on the observation that the power consumption of multipliers
having one input port connected to a constant coefﬁcient operand can signiﬁcantly vary with
the value of that coefﬁcient. In programmable architectures where one coefﬁcient is constant
over many cycles, this can be exploited for power savings by approximating the original
coefﬁcient with a similar coefﬁcient that yields lower power consumption. This technique
can effectively be applied, for example, to reconﬁgurable FIR accelerators. A simple greedy
algorithm is used to modify the coefﬁcients of a baseline ﬁlter to derive a new set of coefﬁcients
that are optimized for low power consumption while allowing for some degradation of the
ﬁltering quality. By exploiting the ﬂexibility on the algorithm level, the proposed approximate
computing technique does not require any design overhead for a programmable accelerator.
At the same time, it ensures the quality of the baseline ﬁlter whenever it is required, while it
offers also the possibility of scaling the power consumption at runtime when energy is short
and reduced accuracy is tolerated. The presented technique has been demonstrated on two
FIR accelerators implemented in a 28nm FD-SOI process technology, showing dynamic power
savings of up to 33% for an accepted 3dB degradation on the stopband attenuation.
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5 Gain-Cell Embedded DRAMs: Model-
ing and Design-Space Exploration
The last decade of computing has been driven by data-intensive applications, which have
raised the need for large-capacity memories. As a result, the silicon area of many micropro-
cessors and system-on-chip (SoC) designs is dominated by embedded memories [70–73],
especially when conventional six-transistor (6T) static random-access memory (SRAM) is
used. Dynamic random-access memory (DRAM) offers a signiﬁcant advantage over SRAM
for large memory sizes, as it provides higher memory density by using only a one-transistor
one-capacitor (1T-1C) storage cell. Furthermore, even though DRAMs need a periodic refresh
to avoid loss of data, their leakage power is highly reduced as compared to SRAMs, due to the
absence of direct leakage paths between the supply voltage and ground.
Among the different DRAM topologies, gain-cell embedded DRAM (GC-eDRAM) [74] is a
fully logic-compatible embedded memory that does not require any dedicated process steps
during manufacturing. Given both its high-density and low-latency operation, GC-eDRAM
has proven to be a valid and low-power alternative to SRAM [75–80]. Accessing GC-eDRAMs is
faster than conventional 1T-1C-based DRAMs as active elements are used to implement the
read port of the gain cell (GC), which is the fundamental storage unit. Moreover, dual-port
operation is inherently provided by GC-eDRAMs as GCs include separate write and read ports.
Finally, as opposed to conventional DRAMs, the read is non-destructive in GC-eDRAMs, and
therefore, the overhead of writing back the data after read is avoided.
The design space of memories is highly complex due to the presence of a large number of
design variables, which have signiﬁcant effects on the memory performance metrics. In fact,
for GC-eDRAM the design space is even larger than the one of SRAM due to the large number
of bitcell topologies and complex tradeoffs, for example between retention time and access
time. For this reason, modeling tools for integrated memories are key for the rapid exploration
of this design space to facilitate the choice between several design options without the need for
many long and complex full design iterations. In fact, such modeling tools ﬁnd applications in
two main areas:
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• Memory design: modeling tools can assist designers by predicting the performance im-
pact of important design choices early in the development cycle, during the preliminary
stage of the design phase.
• System architecture: architectural optimization and design-space exploration of complex
SoCs heavily relies on accurate performance estimation of their embedded memories.
For this reason, high-level memory design and integration of memory modeling tools
with system simulators [81] is an integral part of the system development.
A number of modeling tools for conventional DRAMs have already been proposed in the
literature [81–84]. Even though each of these tools provides a certain degree of ﬂexibility,
none of them can be adapted to reﬂect the behavior of GC-eDRAM. This restriction is mainly
due to the fundamental differences in the bitcell between DRAM and GC-eDRAM and the
speciﬁc features of GC-eDRAM, such as the non-destructive read and two-port operation. To
overcome this limitation, GEMTOO is proposed in this chapter as the ﬁrst modeling tool for
GC-eDRAM, which enables both computer-aided design and modeling of future GC-eDRAMs,
as well as the evaluation of existing GC-eDRAMs in an extended design space (i.e., different
memory sizes or organizations).
Contributions The speciﬁc contributions of this chapter are summarized as follows:
• GEMTOO, the ﬁrst modeling tool for GC-eDRAMs, is described in this chapter.
• The proposed modeling tool is based on input parameters related to technology, circuits,
and memory organization of GC-eDRAMs, to allow for the exploration of a large design
space.
• The physical ﬂoorplan of the GC-eDRAM is considered in the estimation of memory
metrics, thereby accounting for the impact of the memory organization, as well as for
the load given by the interconnects.
• An accurate timing estimation is provided by modeling the effect of the deterioration of
the stored data (i.e., charge) in the GC.
• The tool is implemented in a modular structure to allow for the selection or the intro-
duction of different modeling strategies.
• The code of GEMTOO is open source and publicly available [85].
• The timing estimation of GEMTOO is validated against transistor-level simulations of
different GC-eDRAM implementations, which include both resistive and capacitive
parasitics from post-layout extraction, as well as against silicon measurements of a
GC-eDRAM fabricated in 28nm CMOS process technology.
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• Multiple case studies of design-space exploration are presented based on the proposed
modeling tool to ﬁnd the best design choices that fulﬁll the most critical memory re-
quirements, such as maximum operating frequency, highest availability and bandwidth,
as well as best memory density.
The rest of this chapter is organized as follows: Section 5.1 presents the related work regard-
ing DRAM modeling. A background on the design of GC-eDRAMs is provided in Section 5.2.
Section 5.3 presents the implemented model. GEMTOO is validated against post-layout simu-
lations and silicon measurements in Section 5.4. Section 5.5 presents multiple case studies of
design-space exploration based on GEMTOO modeling for different memory requirements.
Section 5.6 concludes this chapter.
5.1 Related Work
Modeling tools for memories are key for the rapid evaluation of their architectural tradeoffs in
a large design space. In this section, few modeling tools for DRAMs that have been proposed
in literature [81–84] are described, as they model memories that are the closest comparison to
GC-eDRAM.
CACTI-D [82] is probably the most well-known modeling tool for DRAM. It is based on
CACTI [86], which is a popular modeling tool for SRAM, and it estimates energy consumption
as well as some timing parameters. CACTI-D models the complete memory hierarchy from
the SRAMs that implement the lower-level caches to the DRAMs in the higher levels of the
memory hierarchy. Even though it is generally considered as the main modeling reference
for DRAMs, it has a number of limitations, such as the sole use of the H-tree structure, which
limits the types of memory organizations that can be evaluated, and it is not immediately
compatible with GCs as it can only model 1T-1Cs bitcells.
Vogelsang [83], presented a very detailed model for the energy consumption in DRAMs. The
current consumed by each operation within the memory is calculated considering the ﬂoor-
plan of the storage arrays as well as the location of the wires. However, this model does not
include any timing estimation and cannot model embedded DRAMs as it primarily targets
commodity DRAMs.
DArT [84] is a ﬂexible modeling tool for DRAMs as it is based on the deﬁnition of components
that are used to specify the memory structure. It also enhances the accuracy of a traditional
RC delay model by considering the effect of overlapping operations, input transition delays,
and velocity saturation, as well as by introducing a time-variant switch model. However, the
tool cannot model GC-eDRAMs as it targets 1T-1C DRAMs and, to the best of the author’s
knowledge, the tool is not publicly available.
DRAMSpec [81] is an open-source DRAM modeling tool, where the lowest abstraction level
is the DRAM storage cell that is represented only by equivalent resistance and capacitance
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Figure 5.1: Variety of GCs reported in the literature: (a) 2T PMOS-only GC [76], (b) 2T PMOS-
only GC with high-VT access transistor [77], (c) 2T GC with PMOS high-VT access transistor and
NMOS read transistor [88], (d) 3T PMOS-only GC [78], (e) 3T GC with PMOS access transistor
and NMOS read transistors [89], (f) 4T NMOS-only GC with internal feedback [79].
values. The timing and current parameters generated by DRAMSpec can be integrated into the
gem5 simulator [87] to evaluate the performance of the memory within a computing system.
Although the representation of the storage cell with only passive components reduces both
the complexity and the execution time of the tool, DRAMSpec does not consider some key
technology-related parameters such as the storage-cell retention time, which determines the
memory availability. Also, DRAMSpec primarily targets off-chip 1T-1C DRAMs and cannot be
used to model GC-eDRAMs.
Even though the described DRAM modeling tools provide some ﬂexibility in both the con-
sidered technology and memory organization, they are all not able to model GC-eDRAMs.
This is mainly due to the variety of GCs [74] that cannot be modeled as conventional 1T-1C
storage cells. In addition, GC-eDRAMs are characterized by speciﬁc features that are not
present in conventional DRAMs, such as the non-destructive read and the dual-port operation
which lead to signiﬁcant differenes in the peripheral circuits. For these reasons, a dedicated
tool that can accurately reproduce all the features of GC-eDRAMs with the same ﬂexibility of
state-of-the-art memory modeling tools is required.
5.2 Background on GC-eDRAM
The main building blocks, memory organization, and features of GC-eDRAMs are described in
this section. The GC is the fundamental storage component in GC-eDRAMs and it is discussed
ﬁrst, as its implementation has a signiﬁcant impact on many design aspects of the memory,
such as the maximum operating frequency, the memory availability, and the memory density.
Moreover, the memory organization of a GC-eDRAM is described and a set of architectural
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transformations are deﬁned. Speciﬁc features of GC-eDRAMs are also highlighted and a design
example of a processor that implements a GC-eDRAM as data memory is described.
5.2.1 Gain Cell
The gain cell is the fundamental storage component in GC-eDRAMs. A variety of GC topologies
have been proposed in the literature [74], and several examples are presented in Fig. 5.1. The
GC topologies primarily differ in their transistor count. For example, the most compact GC is
made of two transistors (2T), as shown in Fig. 5.1(a)–(c). GCs made of three transistors (3T)
have also been proposed to avoid the read-bit-line saturation problem [74] (Fig. 5.1(d) and
Fig. 5.1(e)), and even a 4T GC (Fig. 5.1(f)) was presented in [79,80] to increase the retention
time with internal feedback. Often, implementations with different transistor types are also
possible within the same GC topology. In fact, PMOS transistors and transistors with high
threshold voltages (VT) are usually preferred as access transistors due to their low OFF-current
while NMOS transistors are used as read ports as they can drive larger ON-currents to reduce
the read-access delay.
Even though many different GC topologies exist, they are generally composed of a write port,
a storage node (SN), and a read port. Moreover, as GCs are dual-port, they have a write
bit line (WBL), a read bit line (RBL), a write word line (WWL), and a read word line (RWL).
During a write operation, the WWL is enabled, the write port starts conducting, and the WBL
value is written into the SN. At the beginning of a read operation, the RBL is precharged
(or discharged) to a constant voltage and once the RWL is enabled, the RBL is conditionally
discharged (or charged) depending on the value stored on the SN. For a better understanding
of the design intricacies behind the write, storage, and read operations of GCs, a short recap of
three important aspects is provided in the following paragraphs.
VoltageBoosting for theWWL Thewrite port is generally implemented as a pass-transistor [40];
therefore the write of one of the logic values is degraded, since the access transistor is cut
off before the full logic level is transfered to the storage node. This is usually overcome by
overdriving the WWL to enable writing of a strong logic value into the SN. This technique is
applied to any modelled, simulated, or measured GC-eDRAM in this chapter. Nevertheless,
it is also worth mentioning that another solution is the implementation of the write port
with a transmission-gate [90], however this increases the GC transistor count and creates an
additional leakage path from the storage node (whose impact is discussed below).
Dynamic Storage As the GC is a dynamic storage cell, the stored value is degraded over
time due to leakage currents, thereby requiring a periodic refresh. The minimum refresh rate
primarily depends on the retention time of the GC, which is deﬁned as the maximum amount
of time between a write operation and a successful read operation. Higher leakage currents
decrease the retention time and requires higher refresh rates. In addition to the process
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(a) Monolithic GC-eDRAM (ra = 1 ,
ca = 1).
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(b) Hierarchical GC-eDRAM (ra = 2 , ca = 2).
Figure 5.2: Different memory organizations for a 32 kb GC-eDRAM.
technology, cell-to-cell variations, and temperature, the retention time highly depends on
many other design parameters, such as the type of write transistor, the stored data value, and
the WBL value. For example, when considering an NMOS as the write transistor, a stored logic-
1 degrades much faster than a logic-0 under worst-case biasing conditions on the WBL [79]. To
avoid being limited by the low retention time of the stored logic-1, the WBL can be precharged
to logic-1 whenever the GC array is not accessed for writing. This minimizes the leakage when
a logic-1 is stored and the retention time is determined by the much slower decaying logic-0.
More complex GC topologies have been proposed in the literature to increase the retention
time and limit the refresh rate. Among them, the 4T GC [79,80,91] presents a retention time
that is 30× longer than conventional GCs at the cost of an additional transistor.
Read-Delay Degradation GCs are generally implemented with minimum-sized transistors
to minimize the footprint of the storage cell and to maximize the memory density. This choice
limits the driving capability of the read transistor, which needs to discharge the relatively large
capacitance of the RBL. In addition, as the SN value is degraded over time, the voltage overdrive
of the read transistor is reduced, thus limiting its drive current even further. Considering the
sum of these effects, the amount of time required to discharge the RBL can be signiﬁcant and
typically limits the maximum operating frequency in GC-eDRAMs.
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5.2.2 Memory Organization in GC-eDRAMs
The organization of the different building blocks in a memory is key for both its timing and
area optimization. When considering the modeling and integration of a GC-eDRAM within a
design it is useful to deﬁne different levels of hierarchy from the lowest level to the highest
one:
Gain Cell The fundamental 1-bit storage cell.
GC Array Multiple GCs are arranged in an array, where each row shares the WWL and the
RWL and each column shares the WBL and the RBL. In this chapter, the number of rows and
the number of columns within a GC array are denotated as rb and cb, respectively.
GC-eDRAM GC arrays are complemented with peripheral circuits to form a complete GC-
eDRAM, in which the memory content can be addressed with write and read operations.
Depending on the number of implemented GC arrays, additional levels of hierarchy exist
within the GC-eDRAM. Thus, two cases are distinguished:
• Monolithic GC-eDRAM: the memory implements a single GC array together with the
logic to address the storage content, as shown in Fig. 5.2(a).
• Hierarchical GC-eDRAM: the memory content is distributed across several GC arrays,
which are organized in a grid, where the number of rows and columns is represented
by ra and ca, respectively. This memory organization introduces a two-level hierarchy,
where the bottom level is comprised of the GC array and the dedicated local logic, which
are replicated several times in the top level of the hierarchy, where the global logic is
shared across the whole memory. An example of a hierarchical GC-eDRAM is shown in
Fig. 5.2(b).
Register-Transfer Level (RTL) The components up to and including the hierarchical GC-
eDRAM are typically designed as full-custom blocks, which are then instantiated as macros at
the RTL together with the memory controller and the other blocks of the system. The memory
controller is a key component for the operation of the GC-eDRAMs, as it handles both the
memory refresh operation and the access scheduling; however, it is outside the scope of this
chapter.
Considering the above-described hierarchy, the memory organization deﬁnes how the storage
is distributed across multiple GC arrays within the GC-eDRAM as well as the number of rows
and columns of each GC array. The monolithic GC-eDRAM represents the simplest memory
organization, as shown in Fig. 5.2(a) for a 32 kb memory size with a 32-bit word size. A single
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Figure 5.3: Examples of architectural transformations cutting the BLs, showing their impact
on the memory organization of a 16 kb memory.
GC array is implemented together with logic that includes the registers and buffers to sample
the write data and drive the long WBLs of the GC array as well as the sense ampliﬁers to read
the data from the RBLs. As the GC-eDRAM is a dual-port memory, dedicated logic to sample,
decode, and drive the long WLs of the GC array is implemented for both the write and the read
address.
Even though the monolithic GC-eDRAM is a simple memory organization, it is not feasible for
large memory sizes (i.e., larger than hundreds of kb). This is due to several reasons, starting
with the the routing wires that would become very long and signiﬁcantly degrade the memory
speed. A large-size monolithic memory also leads to a very large aspect ratio, which might be
unpractical to integrate in a ﬂoorplan with other components. As a solution, the hierarchical
organization allows the implementation of large-size GC-eDRAMs by distributing the storage
cells across several GC arrays with local logic and drivers that are connected and arranged
in a ﬂoorplan to maximize speed [40], as shown in Fig. 5.2(b). Dividing the memory into GC
arrays of a limited individual size also avoids long wire lengths. Therefore, the hierarchical
organization improves the timing in large-size GC-eDRAMs and facilitates their physical
integration into a ﬂoorplan with other components. The hierarchical organization introduces
global logic and drivers that are shared across the entire GC-eDRAM and dedicated local logic
and drivers that are replicated for each individual GC array. In particular, considering the
example in Fig. 5.2(b), both the write and the read address are decoded by global row decoders
that output global one-hot encoded WL signals used to access one of the rb rows within the
targeted GC array. Local WL-enable logic is implemented for both write and read ports to
propagate the global one-hot WL signals to the GC array that is selected for access. Moreover,
a global RBL mux is added to select the correct output data word during read.
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5.2.3 Architectural Transformations in GC-eDRAMs
The implementation of a hierarchical GC-eDRAM is achieved by applying basic architectural
transformations to an initial GC-eDRAM conﬁguration with a monolithic GC array to divide
its memory content into multiple smaller GC arrays. To this end, two transformations are
deﬁned: partitioning and folding. Partitioning cuts either the BLs or the WLs of the GC
array into half, thereby dividing the GC array into two identical arrays. Folding consists of
partitioning and aligning the partitioned GC arrays along the direction of the cut. Examples
of these architectural transformations are shown in Fig. 5.3, where a monolithic memory is
taken as starting point.
Both of the deﬁned architectural transformations shorten the length of either the BLs or the
WLs, and thus, they reduce the internal memory delays that depend on the load associated
with these long wires. Besides the timing beneﬁts, folding also helps to reduce any imbalance
between the width and the height of the memory, which also facilitates its physical integra-
tion in a ﬂoorplan with other components. Moreover, the application of any architectural
transformation converts a monolithic GC-eDRAM into a hierarchical GC-eDRAM, as data is
distributed across multiple GC arrays. A global RBL mux, which selects the data word to be
read from one of the GC arrays, is also introduced as soon as any architectural transformation
that cuts the BLs is applied. Both partitioning and folding transformations can be applied
repeatedly on each GC array to further optimize both the timing and the aspect ratio of the
memory.
It is worth noting that when folding a GC array to shorten the BLs, the rows of the two resulting
smaller GC arrays could be merged together to obtain a single GC array, where each row stores
two data words instead of one. Even though this memory organization might provide less
overhead in the logic as compared to keeping the GC arrays separate, it requires that any write
access to a single word is preceded by a read of the entire GC-array row to modify the targeted
word and to write back the updated row. Thus, merging multiple GC arrays to store more than
one word within a GC-array row introduces a read-access overhead for each write operation.
As this chapter focuses on GC-eDRAMs that ensure a single-cycle access, only separate GC
arrays, each storing a single word per row, are considered as building blocks of hierarchical
GC-eDRAM that results from folding.
5.2.4 Features of GC-eDRAMs
While many of the concepts of memory organization can be applied to different memory types,
the GC-eDRAM exhibits speciﬁc features and allows for design choices that are not common
to conventional DRAMs. These are summarized as follows:
Dual-Port Memory As a GC has both a write and a read port, the GC-eDRAM is a dual-port
memory. Thus, it is typically equipped with dedicated address decoders for the write and read
address, respectively.
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Single-Cycle Refresh Given the dual-port capability, the refresh of the memory content in
a GC array can be performed by reading the content of the row at a generic address n while
writing back the previously-read content to the row of address n−1 within the same cycle.
Thus, a refresh of one row occupies only a single cycle on each of the two ports. Conventional
single-port DRAMs do not have this feature and require two cycles to perform the same refresh
operation.
WWL Voltage Boosting voltage boosting is applied to the WWLs to overcome the threshold
loss when writing to GCs implementing a pass-transistor as a write port. For this reason, level
shifters are commonly placed in between the write-address decoders and the WWL buffers.
WBL Biasing The retention time of a GC highly depends on the WBL biasing condition, as
previously described in Section 5.2.1. Thus, when not writing to the memory, the WBL buffers
are typically disabled and their outputs are set to high impedance, while small pull-up/down
transistors force the WBLs to one of the logic levels (depending on the WBL biasing condition
that maximizes the retention time of the implemented GC).
5.2.5 Computing with GC-eDRAMs: Application to a 32-bit Microprocessor
An application example of a GC-eDRAM used in a computing module is described in this
subsection. A 32-bit processor has been implemented with a GC-eDRAM as embedded data
memory using a 28nm FD-SOI process technology. The GC-eDRAM is part of a larger data-
memory subsystem that includes a memory controller and a memory buffer implemented as
a standard-cell memory (SCM) [92–97]. The described memory subsystem is a programmable
and ﬂexible module that can adapt to the needs of the application (i.e., the program that is
executed on the processor).
5.2.5.1 System Architecture
The architecture of the overall system is shown in Fig. 5.4. The central processing unit (CPU) is
a 32-bit, 6-stage, in-orderOpenRISC [47] core that supports both ﬁxed-point andﬂoating-point
arithmetic operations. The processor includes 2-way cache memories for both instruction
and data where the size of each cache memory is 16 kb. Any change on the critical path of
the processor is monitored by a tunable replica circuit (TRC) [41,46] and compensated by the
application of body biasing (BB) [98,99] on the standard cells that implement the CPU. The BB
voltages for the CPU domain are locally generated by a dedicated body-bias voltage generator.
Considering the embedded memories, instructions are stored in an SRAM of 256 kb. The data
memory is implemented as a GC-eDRAM of 1Mb and an SRAM of 32 kb. Furthermore, an
additional SRAM of 32 kb is included as part of the memory built-in self-test (BIST) module
for the GC-eDRAM.
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Figure 5.4: Architecture of the processor with GC-eDRAM as data memory.
A serial interface is provided to communicate with the chip through the input-output (I/O)
pins. Any programmable block is conﬁgured with a control module that is based on a memory-
mapped interface. A frequency-locked loop (FLL) [100] is used to internally generate a high-
frequency clock signal. All the modules are connected over a 32-bit bus interface.
5.2.5.2 GC-eDRAM Subsystem
The data memory is implemented as a GC-eDRAM subsystem with a memory capacity of
1Mb. At the circuit level, the implemented storage cell is a 3T GC with PMOS access transistor
and NMOS read transistors [89], previously shown in Fig. 5.1(e). This GC topology has been
selected as it is characterized by a small sub-threshold current through the write port and a
sufﬁciently large drive current at the read port. BB can be applied to the implemented GC as
the BB terminal of the PMOS access transistor is shared among all the GCs in the memory.
Thus, reverse body biasing (RBB) can be applied to every access transistor of the memory for a
further reduction on the leakage current of the write port. Similarly, the BB terminals of the
NMOS read transistors are shorted together at the GC level and are shared across all the GCs
in the memory. Thereby, the application of forward body biasing (FBB) on the read transistors
of every GC can increase the read-port drive current together with the maximum operating
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Figure 5.5: Layout ﬂoorplan of the processor with GC-eDRAM as data memory.
frequency of the memory. A dedicated body-bias voltage generator is integrated to locally
generate both BB voltages required by the GC-eDRAM.
The memory content of the GC-eDRAM is distributed across 32 equal GC arrays, as depicted
in Fig. 5.5. Each GC array has a memory size of 32 kb and is composed by 128 coloumns (cb)
for high memory density. In addition, each of the coloumns is terminated by a compact local
latch that samples the output of the RBL sense ampliﬁer. As the CPU handles data words of 32
bits, each row in a GC array stores four of them. Thus, any 32-bit write operation to a GC array
must always be anticipated by a read access to the corresponding 128-bit wide row to modify
the targeted 32-bit word and write the updated 128-bit content back to the array. The design
of the GC arrays as well as the local logic is custom to ensure a high memory density and a fast
operation, while the global logic of the GC-eDRAM has been designed at RTL and physically
integrated in between the arrays, as shown in Fig. 5.5.
The GC-eDRAM subsystem also contains a memory controller that directly communicates
with the GC-eDRAM. The primary role of the memory controller is to manage both read
and write accesses to the GC-eDRAM. The refresh operation is also handled by the memory
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controller and all the GC arrays are refreshed in parallel. In order to increase the read-access
throughput from the memory, the memory controller can trigger a read operation from one
to four subsequent GC arrays in parallel. In this scenario, the read data is stored in the local
latches at the output of each of the GC arrays, providing a fast access to the memory controller
without the need to iteratively retrieve the data from each of the slow memory arrays. The
number of GC arrays to be read in parallel is a programmable parameter that can be optimized
based on the memory-access pattern of the application. The memory controller also manages
the additional read access that is required when writing a 32-bit word to the 128-bit wide row
of a GC array.
It is worth noting that the same clock signal is used in both the CPU and the GC-eDRAM
domains, therefore the maximum operating frequency of the system might be limited by the
memory arrays that may have a longer access time than the critical path of the CPU. For this
reason, the memory controller allows for an arbitrary number of clock cycles for the access of
the memory to reduce any potential frequency degradation.
A row buffer is included within the memory subsystem, which is implemented as an SCM [92–
97]. The SCM buffer stores 128 bits, equal to the number of coloumns of a GC array. The
memory content of the SCM buffer is updated by the memory controller based on the access
pattern. When the requested data is found in the SCM buffer (i.e., similarly to a cache hit), the
system bus will directly access the buffer for either read or write operations, therefore avoiding
a slow and energy-costly accesses to the GC-eDRAM. Otherwise, when the system bus does
not ﬁnd the requested data in the SCM buffer (i.e., similarly to a cache miss), the memory
controller updates the GC-eDRAM content if the data currently stored in the buffer has been
previously modiﬁed and subsequently retrieves the requested data.
The main bottlenecks in the design of the described large memory subsystem are the opti-
mization of the hierarchy for the GC arrays as well as the custom design of the single array.
In fact, the design space of GC-eDRAMs is highly complex due to the presence of numerous
design variables that signiﬁcantly affect the memory performance metrics. Given this high
design complexity, a fast and accurate estimation of the main GC-eDRAM metrics is key for an
agile exploration of the large design space. Thus, a model that can estimate timing, bandwidth,
and silicon area of GC-eDRAMs is required for the performance scaling of already existing
memories as well as for the design of future GC-eDRAMs.
5.3 GEMTOO: GC-eDRAM Modeling Tool
The structure of GEMTOO, the proposed GC-eDRAM modeling tool, is shown in Fig. 5.6.
Several models are included in GEMTOO to estimate the different output performance metrics
based on the input parameters. These models are implemented as modular code, in which
each module is based on either analytical formulas, tabulated values, or both. Analytical
formulas are always preferred as they provide maximum ﬂexibility and avoid the generation of
technology/circuit speciﬁc look-up tables with time consuming simulations. Nevertheless,
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Figure 5.6: Structure of the GEMTOO modeling tool.
tabulated values based on either simulations or measurements are adopted when the accuracy
of simple analytical equations is not sufﬁcient. The modular structure of the code provides the
ﬂexibility to ﬁnd a balance between these representations, as different model representations
can be combined, depending on the sensitivity of the results to individual components and
the accuracy requirements of the user.
The input parameters are divided into three categories: technology, circuits, and architecture
parameters. The technology parameters only depend on the adopted process technology and
include, for example, the capacitive and resistive parasitics of the wires. Any information re-
lated to circuit design, such as the type of GC, the drive strength of the buffers, the propagation
delay of the sense ampliﬁer, and the physical dimensions of the GC and of the circuits imple-
mented in the logic, is speciﬁed in the circuits category. The architecture parameters describe
the memory organization and include the memory size, the word size, and the architectural
transformations.
The output memory performance metrics are also grouped into three main categories: timing,
memory availability/bandwidth, and area of the GC-eDRAM. The following sections elaborate
on how these metrics are derived.
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Figure 5.7: Delay modeling of the read path in a GC-eDRAM.
5.3.1 Timing
GEMTOO derives the delay of both write and read access, here deﬁned as twr and trd, re-
spectively, and determines which one limits the maximum operating frequency ( fmax). The
equation used to obtain twr is the following:
twr =max(twwl, twbl)+ twsn, (5.1)
where twwl is the time between the sampling of the write address and the arrival of the write
enable at the targeted GCs; twbl is the time between the sampling of the write data and the
point when the data has settled on the WBLs of the targeted GC array; twsn is the time required
to write data into the SN of a GC through its write port. Considering the read access, trd is
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derived by the following equation:
trd = trwl+ trbl, (5.2)
where trwl is the time between the sampling of the read address and the arrival of the read
enable at the targeted GCs; and trbl is the time from when a GC is enabled for read until the
read data is ready at the output of the memory. When a write access occurs, the WWL path and
the WBL path are excited in parallel; therefore, only the longest delay among the two paths
contributes to twr, as described in (5.1). During a read access, the RBL path is excited only
once the read address has propagated through the RWL path, and therefore, trd is equal to the
sum of both associated path delays, as described in (5.2). Further details about the timing
modeling of a GC-eDRAM are given below. To this end, the read path is used as an example
that illustrates the delays that contribute to trwl and trbl. Similar considerations are used for
the modeling of the write-path delay (twr).
The components contributing to the delay modeling of the read path in a GC-eDRAM are
shown in Fig. 5.7. The value of trwl is the sum of many contributors, starting from the propaga-
tion delay of the registers that sample the input read address. The sampled address is decoded
by the global address decoder, which provides the global one-hot RWL signals to the local
RWL-enable logic of every GC-array. A single layer of logic could be used for the design of this
address decoder, however, large fan-in gates would be required. This might be unpractical to
implement, as such gates would hardly ﬁt the WL pitch and their delay would be signiﬁcantly
degraded, especially at scaled voltages due to the need for many stacked transistors [40].
Hence, the common global one-hot address decoder is divided into multiple layers [40] to
ensure a maximum fan-in of 2 for each implemented gate. The delay of the gates used in the
decoder is tabulated as it can easily be estimated based on the characterization of available
standard cells. In addition, GEMTOO is able to account for any interconnect driver that might
be required within the decoder. In fact, the fan-out of the gates driving the next layer and the
length of the interconnects increase with the number of the layer; therefore, drivers might be
required to reduce the delay of signals propagating through these large loads. As an example,
the global address decoder, shown in Fig. 5.7, is implemented with three layers of logic (e.g.,
8-to-256 address decoder) and interconnect drivers are added between the second and third
layer to drive the large fan-out of the third layer together with the long interconnect.
Within GEMTOO, the delay of any path that includes long interconnects is evaluted us-
ing a distributed-RC delay model (DDM), which is more accurate than a lumped-RC delay
model [40]. The load of long wires is calculated taking into account the memory ﬂoorplan,
which is affected by parameters such as the GC dimensions and the architectural transforma-
tions. To further improve the accuracy of the interconnect delay, the routing parasitics are
speciﬁed as technology input parameters.
Large buffers drive the global RWLs, which reach every GC array of the memory. The delay
of the signals propagating through these long interconnects is estimated with a DDM, where
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both the routing parasitics as well as the capacitive loads of the GC-array RWL inputs are
included. Once the global RWLs have reached a GC array, they connect to the local RWL enable
logic, which propagates the global RWL to the local RWL drivers only if the GC array is selected.
As the local RWL-enable logic is implemented with a single layer of gates (e.g., AND gates), the
delay of the implemented standard cell is tabulated and simply added to trwl. The delay of the
local RWL drivers is the last contributor to trwl and is also estimated with a DDM due to the
the long RWL interconnects, where the load capacitances associated with the RWL port of the
GCs belonging to the selected word are also included.
It is worth noting that the precharge of RBL is always performed at the beginning of a read
access. As the RBL precharge happens in parallel with the read-address decoding and is
completed in a relatively short amount of time, trwl is not affected by the RBL-precharge
operation.
The ﬁrst contributor to trbl is the time required by a read-enabled GC to discharge the local RBL,
which is estimated by a DDM, where the capacitive loads of both the long RBL interconnect
and the RBL port of the GCs connected to the same RBL are included. When computing the
read-access time, the proposed tool also accounts for any degradation of the data stored in the
SN of the GC due to leakage currents, which reduces the overdrive voltage of the read-access
transistor and its output current. This results in an increased time required to discharge the
RBL. A higher refresh rate counteracts this phenomenon, as a reduction in the time between
two consequent refresh operations limits the maximum amount of degradation of the stored
data, here deﬁned as worst-case voltage degradation on SN (vd). The impact of the data
deterioration on timing can be evaluated by either specifying the refresh period (tr) or vd as
input parameters. When the worst-case data degradation is speciﬁed, the tool sets the refresh
rate accordingly. For example, when specifying a worst-case voltage degradation of either 20%
or 30% of the original data for the 4T GC proposed in [79], the tool sets the refresh period to
74μs and 156μs, respectively. The corresponding output ON-resistance values of the GC for
different values of data degradation are provided as inputs to the tool to account for this effect
in the read-access delay with a DDM. Besides improving the accuracy in the timing estimation,
this feature can be used to evaluate the impact of different refresh rates.
In the current model, a voltage-based sense ampliﬁer terminates the RBLs. Its switching
threshold can be deﬁned as an input parameter for an accurate delay estimation and its
propagation delay is tabulated and added to trbl. The last contributor to trbl is the the global
RBL mux, which can either be implemented with tri-state buffers or with a tree of NAND-based
muxes. Both models include the impact of the global RBL interconnects based on a DDM.
5.3.2 Memory Availability and Bandwidth
GC-eDRAM needs to be periodically refreshed in order to retain the stored data. However,
when the refresh operation is executed, the memory cannot be accessed, resulting in limited
availability. The memory availability is a key metric due to its impact on the memory band-
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Figure 5.8: Comparison of the simulated and estimated delays for the timing validation of the
GC-eDRAM modeling tool.
width and it depends on the amount of time required to refresh the memory content (ts) as
well as on the time between the start of two refresh periods (tr), which represents the refresh
rate. The operation to refresh the memory content consists of reading each memory word and
writing it back to the same address. Therefore, ts depends on fmax, which is estimated by the
timing engine of the model as well as on the number of words in the GC array (rb), as multiple
GC arrays implemented in a hierarchical GC-eDRAM can be refreshed in parallel. Given these
considerations, the memory availability (α) is derived as:
α= 1− ts
tr
= 1− rb
fmax tr
. (5.3)
The derived value of α can also be included in the equation of the memory bandwidth (b):
b =α fmax cb =
(
fmax− rb
tr
)
cb, (5.4)
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Table 5.1: Comparison between the simulated and the estimated fmax.
Type Folding Size [kb] f simmax [MHz] f
mod
max [MHz] Error [%]
Monolithic – 8 1240 1420 15
Monolithic – 32 780 830 6
Hierarchical x1 64 710 760 8
Hierarchical x2 64 950 920 4
where cb is the wordsize. Note that this chapter focuses on GC arrays storing a single word
per row, which ensure single-cycle access in GC-eDRAMs (see Section 5.2.3), and therefore, cb
represents both the number of columns within a GC array as well as the wordsize.
5.3.3 Area and Utilization
Memory density is one of the main optimization criteria for embedded memories. GEMTOO
includes the estimation of the memory area as well as of other related metrics that help to
identify bottlenecks and overheads. The area of the GC-eDRAM is calculated by reading the
physical dimensions of its basic components as input parameters, such as the dimensions of
the GC and either the width or the height of the surrounding peripheral circuits (e.g., intercon-
nect drivers, sense ampliﬁer, standard cells), which are considered to be pitch-matched to
the WLs and BLs of the GC array. Architectural transformations are also taken into account
during this process as they change the physical arrangement of the GC-eDRAM components
and introduce extra global/local logic.
In addition to the physical dimensions of the memory, GEMTOO provides other relevant
metrics that are key for the choice of the memory architecture. These are the memory density,
which is the ratio between the memory size and the area, and the area efﬁciency, which is
deﬁned as the ratio between the area of the GC arrays and the total memory area. The area
efﬁciency is a key metric for the optimization of the memory density as it quantiﬁes the area
overhead of the logic around the GCs.
5.4 Validation
The timing estimation of the proposed modeling tool is validated against transistor-level
simulations of both monolithic and hierarchical GC-eDRAMs. The considered GC-eDRAMs
are designed in a 28nm FD-SOI technology and their simulations account for both resistive
and capacitive parasitics taken from post-layout parasitic extractions. A typical supply voltage
of 0.9V and a boost voltage of 1.3V for the WWL overdrive are considered for this validation.
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Figure 5.9: Comparison between the measured fmax of [80] and the fmax estimated with the
modeling tool for different multiples of the standard deviation (nσ).
The timing validation is performed ﬁrst considering the propagation delays of each of the WL
and BL paths (i.e., twwl, trwl, twbl, and trbl), as they are the main contributors to twr, trd, and
therefore to the fmax of the GC-eDRAM. In the following analysis, twsn is not validated against
simulations as its contribution to twr, and therefore to fmax, is negligible. Nevertheless, when
the model estimates the overall fmax of the memory, twr is taken into account for completeness.
In Fig. 5.8(a), the simulated delays of monolithic GC-eDRAMs are compared with the timing
estimated by GEMTOO for two different memory sizes. The results show the timing accuracy
of the modeling tool as the loads of the interconnects scale according to the memory size. A
similar type of timing validation is also performed for the hierarchical GC-eDRAMs, as shown
in Fig. 5.8(b). In particular, a 64 kb memory is considered, where the folding transformation for
cutting the BLs is applied both once and twice. This folding transformation introduces both
global-address buffering and RBL muxing, and therefore validates all aspects of a hierarchical
memory. For the considered GC-eDRAMs, the estimation of the path delays provided by the
modeling tool shows an average and a maximum deviation from post-layout simulations of
9% and 23%, respectively.
The timing validation of the model is also performed considering the maximum operating fre-
quency of the GC-eDRAMs. Both the simulated and estimated fmax are reported in Table 5.1 as
f simmax and f
mod
max , respectively. Among the considered memories, results show that the maximum
deviation of the estimated fmax is limited to 15%.
The estimation of fmax is also validated with silicon measurements from a 4kb memory
GC-eDRAM, fabricated in a 28nm bulk technology [80]. This design is composed of 4T
internal-feedback GCs with mixed-VT transistors. As the comparison is made with a fabricated
GC-eDRAM, random process variations within the GC array are considered to derive the
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ON-resistance of the GC read transistor, which is an input parameter of GEMTOO. This is key
for an accurate validation, since GCs are highly affected by random process variations, the GC
array is composed of a large number of cells, and the read-access delay is limited by the GCs
with smallest ON-current for driving the RBL. The estimated fmax for different multiples of
the standard deviation (nσ) is reported in Fig. 5.9 and compared with the measured fmax. As
expected, when not considering any process variation (i.e., nσ equal to zero), the modeling
tool overestimates the fmax. However, the error on the estimated fmax is between +7% and -9%
when process variations are considered for an nσ equal to 4 and 6, respectively.
5.5 Design-Space Exploration
The use of GC-eDRAMs enables system architects to beneﬁt from many advantages: high
memory density, low-power operation, full logic compatibility, dual-port operation, and non-
destructive read. However, the impact of the design choices for a GC-eDRAM, such as the GC
topology or the memory organization, can be hard to estimate, especially in a limited amount
of time, making the design optimization a complex and difﬁcult process. By considering dif-
ferent memory requirements, such as the memory density, the maximum operating frequency,
and the memory availability, GEMTOO can be used to rapidly perform such a design-space
exploration to quickly investigate and understand different design choices. Different memory
requirements are considered separately in the following subsections, in which the impact of
the different design choices is considered for both monolithic and hierarchical memories and
best-practice design guidelines are derived.
5.5.1 Optimization for Operating Frequency
Increasing the maximum operating frequency of a memory requires the analysis of its critical-
path delay, which is either determined by twr or trd. The WWL and RWL paths have comparable
delays (twwl ∼ trwl), because of the similar building blocks used for their implementation, and
the twbl is small due the large drive strength of the WBL driver. For this reason, the read access
delay is usually more critical, as it is determined by the sum of trwl and trbl. Thus, improving
fmax generally corresponds to design choices that aim at the reduction of the read-access delay.
For effective delay optimization, the timing breakdown of the read-access delay is reported in
Fig. 5.10 for different memory sizes with a monolithic GC array. The results show that, for the
majority of the memory sizes, trbl generally represents the largest portion of the read delay, as
it is determined by the weak drive strength of the GC read transistor. In particular, the RBL
delay increases with the number of rows implemented in the GC array and reaches up to 80%
for the 64kb GC-eDRAM with 256 rows. Thus, the reduction of trbl can lead to an effective
optimization of fmax.
The deterioration of the data stored in the GC also results in a longer RBL delay since the
overdrive for the read-access transistor reduces. Increasing the memory refresh rate can be
an effective solution to counteract this phenomenon and to increase fmax. However, this
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Figure 5.10: Breakdown of read delay for memories of different sizes.
measure comes at the cost of reducing the memory availability. At the circuit level, the choice
of the GC topology can improve fmax. In the 3T GC, the RBL is discharged by two transistors
in series implemented in the read port of the gain cell, while in the 2T GC, the maximum
amount of current used to discharge the RBL is limited by the local buffer that drives the RWL
of every GC in a GC-array row. This difference is caused by the fact that in a 3T GC the RBL is
discharged directly to ground while in a 2T GC the current required to discharge the RBL is
supplied by the RWL port that is driven by a local buffer. In the worst-case scenario, where
every 2T GC belonging to a GC-array row is required to discharge the corresponding RBL, a
large current is expected to be supplied by the shared RWL buffer. As the drive strength of
the local RWL buffer is often limited by area constraints, the 2T GC is usually slower than the
3T GC in discharing the RBL. In addition, the implementation of the 2T GC is more complex
due to the RBL-saturation problem [74], which is eliminated by the 3T GC.
The impact on fmax for different memory sizes, when either the 2T GC or the 3T GC is used,
and for different refresh periods (tr) is illustrated in Fig. 5.11. For this analysis, the values of tr
are chosen based on the worst-case degradation of the stored data (vd) due to leakage deteri-
oration at 85◦C. The considered values of degradation are either 20% or 30% of the original
data, which correspond to refresh periods of 0.48μs and 3.98μs, respectively. Considering the
reported results, fmax is increased on average by 2× when opting for the 3T GC instead of the
2T topology. Furthermore, an average fmax increase of 29% is achieved by reducing the SN
voltage degradation limit from 30% to 20% at the cost of a more frequent refresh.
Besides the change of the physical aspect ratio, the improvement of fmax is one of the main
goals of architectural transformations. In fact, architectural transformations can have a
signiﬁcant impact on the internal delays of the memory, as illustrated in Fig. 5.12, where
the delay breakdown of each of the memory paths for an 8kb GC-eDRAM is shown. In
particular, the considered memory is implemented with either a monolithic GC array, shown
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Figure 5.11: Maximum operating frequency for different GC topologies and refresh rates.
in Fig. 5.12(a), or with a hierarchical organization, where a folding transformation cuts the BLs
once, as shown in Fig. 5.12(b).
The main timing beneﬁt of both folding and partitioning when cutting the BLs is the reduction
of the RBL length, which signiﬁcantly shortens the RBL delay, and therefore, the read access
delay. The WBL delay is also shortened as the WBLs are reduced in length. However, these
architectural transformations also result in some timing overhead due to the introduction of
global address buffers and RBL muxing, as shown for GWL and Mux in Fig. 5.12(b). Never-
theless, this timing overhead is limited and the large reduction of the RBL delay results in an
overall improvement of fmax as the read access delay is on the critical path. This is conﬁrmed
by the monolithic memory of Fig. 5.12(a) which achieves an fmax of 0.91GHz, while the folded
implementation of Fig. 5.12(b) can be operated up to 1.35GHz, showing an fmax improvement
of 47% when the RBLs are cut in half.
As the architectural transformations have a large impact on the timing of GC-eDRAMs, several
memory organizations have been explored for different large-size memories and the options
that maximize fmax are reported in Table 5.2. The considered design space is for GC-eDRAMs
with sizes of either 128 kb or 1Mb and a word size of either 64 or 256 bits. The presented results
have been ﬁltered to consider only memory footprints with a minimum area efﬁciency of 70%
and with width/height aspect ratio between 0.25 and 4 to avoid awkward dimensions which
are unpractical to integrate.
5.5.2 Optimization for Memory Availability and Bandwidth
Dynamic memories require periodic refresh, resulting in cycles in which the memory content
cannot be accessed. The memory availability impacts the memory bandwidth and depends
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Figure 5.12: Timing breakdown for each path of a 8 kb GC-eDRAM. The considered GC-
eDRAM is either implemented as monolithic or hierarchical memory. The blocks contributing
to the delay of each of the paths are: ﬂip-ﬂop (FF), global address decoder (Dec), level shifter
(LS), local WL-enable logic and WL buffer (LWL), WBL driver (DWB), GC read port (GC), sense
ampliﬁer (SA) and RBL mux (Mux).
on the refresh rate, on the fmax of the memory, and, as all the GC arrays within a hierarhical
GC-eDRAM are refreshed in parallel, on the number of rows in each GC array, as previously
described in (5.3). Even though it is clear on which parameters the memory availability
depends, its maximization is not trivial as all parameters depend on each other. Finding their
optimal combination is therefore a complex task. GEMTOO not only helps to understand
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Table 5.2: Memory organizations that maximize fmax.
Size [kb] Wordsize [bit] ra×ca rb×cb fmax [MHz]
128 64 2×8 256×32 480
128 256 8×8 256×8 1020
1024 64 4×64 256×16 620
1024 256 16×32 128×16 710
these dependencies, but it can also be used to perform a rapid exhaustive search across the
parameter space to optimize the memory availability.
For example, the memory availability of a GC-eDRAM designed with different folding factors is
shown in Fig. 5.13(a). The monolithic implementation has an fmax of 0.71GHz and a memory
availability of 25%, when a refresh period of 0.48μs is speciﬁed. Folding transformations
increase the memory availability as multiple GC arrays can be refreshed in parallel. The
corresponding estimated memory availabilities are 62% and 81% for a folding factor of 1×
and 2×, respectively, when the operating frequency remains unchanged. This assumption is
relevant in cases where the operating frequency limit is not determined by the memory but by
other system components.
However, folding transformations also cut the BLs of the GC array, which allows to operate
at higher frequencies. In the example of Fig. 5.13(a), the single-folded memory can oper-
ate up to 1.16GHz and the the 2× folded memory, up to 1.63GHz, which further increases
both the availability and the memory bandwidth as reported in Fig. 5.13(a) and Fig. 5.13(b),
respectively.
In addition to the application of folding transformations, the refresh rate can also be adjusted
to maximize the memory availability. However, the optimization of tr for a higher availability is
non-trivial because any change in the refresh rate has contradicting effects on the availability.
On the one hand, refreshing the memory more often might limit its availability. On the
other hand, an increase in the refresh rate allows for a higher fmax (due to less SN voltage
degradation) and a higher operating frequency, which has a positive impact on availability
and bandwidth. The proposed tool can be used to ﬁnd the best refresh rate that maximizes
the availability. Fig. 5.13(a) depicts the memory availability when specifying a refresh period
of either 0.48μs or 3.98μs for different GC-eDRAMs. Results show that the memory availability
is maximized when reducing the refresh rate, even if the memory is operated at a lower fmax.
However, the resulting fmax penalty still degrades the bandwidth, as shown in Fig. 5.13(b). In
fact, while the bandwidth of the monolithic GC-eDRAM beneﬁts from a reduced refresh rate,
refreshing the folded implementations less often leads to a reduced bandwidth as the fmax
penalty is larger than the gain in availability.
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Figure 5.13: Impact of folding, refresh rate and operating frequency on memory availability
and bandwidth.
At the circuit level, the choice of the GC topology is key when optimizing for a higher memory
availability as different GCs require different refresh rates. For example, the 4T GC [79] has a
longer retention time than the conventional 2T GC, and therefore, it allows for lower refresh
rates, which lead to higher memory availability. The effect of different GC topologies is shown
in Table 5.3, where the GC-eDRAMs based on the 4T GC show a memory availability always
greater than 99%. The highest bandwidth (1.6GB/s) is also achieved by the memory based
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Table 5.3: Memory availability (α) and bandwidth (b) for different GCs and refresh rates.
GC tr [μs] vd [%] fmax [MHz] α [%] b [GB/s]
2T 0.48 20 480 72.8 1.4
2T 3.98 30 390 95.9 1.5
2T 19.24 40 280 98.8 1.1
4T 74.6 20 420 99.7 1.6
4T 156.7 30 340 99.8 1.3
4T 397.9 40 240 99.9 0.9
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Figure 5.14: Area efﬁciency for single-array memories of different memory sizes.
on 4T GCs when the most frequent refresh is speciﬁed (74.6μs), as the bandwidth is more
inﬂuenced by the increase in fmax than by the overhead due to the more frequent refresh. It
is also worth noting that fmax is slightly lower when the 4T GC is preferred over the 2T GC as
the 4T GC has a 56% larger area, which results in longer BLs of the GC array and therefore in a
slower read access.
The analysis of the memory organization that maximizes the bandwidth is extended to differ-
ent memory sizes and GCs. Table 5.4 summarizes the results. As expected, larger memory sizes
result in lower bandwidth due to the slower access time. The 4T-based memories always show
a larger bandwidth than the memories implemented with 2T GCs. However, the difference in
bandwidth among the implementations with different GCs is reduced for larger memory sizes.
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Table 5.4: Memory organizations that maximize availability (α) and bandwidth (b).
Size [kb] GC ra×ca rb×cb fmax [GHz] α [%] b [GB/s]
128 2T 2×32 64×32 0.40 67.5 8.8
128 4T 8×8 64×32 0.38 99.7 12.2
1024 2T 16×32 64×32 0.38 65.6 8.0
1024 4T 32×16 64×32 0.34 99.7 10.8
Table 5.5: Impact of the GC topology on the area of monolithic memories.
Size [kb] Memory Area [μm2] Area Reduction [%]
4T 3T 2T 4T 3T 2T
1 552 474 418 – 14 24
4 1523 1267 1085 – 16 28
16 4910 3994 3352 – 18 31
64 17464 14019 11621 – 19 33
5.5.3 Optimization for Memory Density
One of the main drivers for GC-eDRAMs is the need for high memory density, which mostly
depends on the area efﬁciency, as previously described in Section 5.3.3. In fact, the area
efﬁciency shows which of the memory blocks should be optimized for an effective increase
in memory density. For this reason, the area efﬁciency for monolithic memories of different
sizes is reported in Fig. 5.14, The ﬁgure shows that the area occupied by the GC array increases
with the memory size, and in particular, the GCs use more than 50% of the total area when the
memory size is larger than 4kb. As the GC arrays, even in hierarchical memories, are most
often a few kb, the area optimization of the GC is usually the key to maximize memory density.
GCs are generally characterized by their transistor count, because of its impact on the overall
memory area. Considering that a 2T GC and a 3T GC are 35% and 20% smaller than a 4T GC in
28nm FD-SOI, respectively [79], the area of monolithic memories of different sizes is reported
in Table 5.5 to quantize the area savings based on the chosenGC topology. The results show the
impact of area efﬁciency, as well. In fact, when opting for the 2T GC instead of the 4T topology,
a 24% and 33% memory-area reduction is obtained for a size of 1 kb and 64kb, respectively,
where the 64 kb memory has the highest area efﬁciency. Even though the 2T GC provides the
highest memory density, it is important to remember that the 4T GC has a signiﬁcantly longer
retention time, which improves the memory availability.
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Table 5.6: Most area-efﬁcient memory organizations for hierarchical memories.
Size [kb] ra×ca rb×cb Memory Area [mm2] Reduction [%]
4T 3T 2T 4T 3T 2T
32 1×8 128×32 0.011 0.009 0.007 – 17 29
128 1×16 256×32 0.040 0.033 0.027 – 18 31
512 2×32 256×32 0.159 0.130 0.109 – 18 31
2048 4×64 256×32 0.632 0.514 0.432 – 18 31
8192 8×128 256×32 2.517 2.048 1.718 – 18 31
When focusing on monolithic memories, any architectural transformation that partitions
the memory results in an area overhead, as additional logic is required. However, these
transformations are mandatory for large-size memories to avoid long access times or awkard
aspect ratios. In this section, GEMTOO is used to determine the most area-efﬁcient memory
organizations. The area optimization is performed for different memory sizes and the results
are reported in Table 5.6. The presented results have been ﬁltered to consider only memory
ﬂoorplans with aspect ratios bounded between 0.25 and 4 to avoid very large dimension ratios,
which might be impractical to integrate. Also, the number of rows per GC array is set to be
less than 256, to avoid very long read access delays. The results show that distributing many
GC arrays per row by folding is generally preferred, as it results in a lower area overhead as
compared to partitioning. Nevertheless, partitions are also applied to increase the number of
arrays per column (ra), which fulﬁlls the requirement on the maximum number of rows per
GC array (rb), while keeping the dimension ratio within the given constraints.
5.6 Conclusion
The integration of compact and low-power embedded memories is key for the design of
energy-efﬁcient SoCs. Among the different types of memories, GC-eDRAM is a high-density,
low-leakage, and fully logic-compatible embedded memory that proved to be a valid low-
power alternative to conventional SRAM. To facilitate and speed up both the design and
the integration of GC-eDRAMs in computing systems, GEMTOO, the ﬁrst modeling tool of
GC-eDRAMs, was proposed in this chapter. The described tool enables fast scaling and
optimization of GC-eDRAMs despite the large and complex design space, whose exploration
typically requires several simulations as any memory metric relies on many interdependent
variables. A highly accurate estimation of timing, memory availability, bandwidth, and area of
GC-eDRAMs is achieved by modeling both the architecture and the device level of the memory.
In particular, GEMTOO accounts for the physical representation of the memory, the impact
of the memory organization, and the load of the interconnects as part of the model. At the
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device level, the described tool rigorously models GC-eDRAMs by considering the inﬂuence
of the chosen refresh rate on both memory availability and timing, as the deterioration of the
stored data signiﬁcantly impacts the read access delay. The validation of the tool shows that
the maximum operating frequency is estimated with a maximum deviation of 15% and 9% for
different simulated memory designs and for a fabricated GC-eDRAM in 28nm, respectively.
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Almost all design techniques for energy efﬁciency are ultimately limited by some form of
a more or less controlled degradation of the quality of service (QoS). Thus, a thorough un-
derstanding of the circuits behaviour when operated around the point of ﬁrst failure (PoFF),
which traditionally identiﬁes where an entire system stops working properly, is key for an
effective application of design methods for energy efﬁciency as well as for the development of
future low-energy techniques. A set of circuits, techniques and tools are proposed in this thesis
to lower the energy consumption in digital very-large-scale integration (VLSI) systems when
operated either in the safe and conventional exact region, close to the PoFF, or even in the
inexact region whenever a small degradation on the QoS can be tolerated. In this ﬁnal chapter,
conclusions are provided for each of the tools and approaches described in the previous
chapters. Furthermore, an outlook on future directions and possible improvements for the
presented work is provided.
Dual-Edge-Triggered Clocking for Low-Power Operation
This thesis presented the tradeoffs involved in the choice between single-edge-triggered (SET)
and dual-edge-triggered (DET) clocking for low power consumption and the power beneﬁts of
DET clocking were demonstrated on three case studies in a 40nm CMOS process technology,
showing power savings as high as 58% for a register-heavy design when compared to a corre-
sponding SET implementation. The power reduction in the clock distribution is enabled by
the proposed design ﬂow that automatically implements DET clocking in synchronous digital
designs. The key to the presented methodology is to initially design, test, and implement all
components as standard SET blocks, and subsequently replace the SET clocking elements with
equivalent DET gates after synthesis, before continuing to automated place-and-route (APR).
With implementations of both clocking schemes at hand, the power-area tradeoff can be
evaluated for each block and the best clocking strategy can be chosen for a mixed-integration
of SET and DET clocking within a single system. The described methodology is one of the
ﬁrst works to directly address the intricacies of the physical implementation of DET designs,
especially in the light of clock-gating insertion.
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A DET ﬂip-ﬂop (DET-FF) topology that solves the inherent clock-overlap risk of DET-FFs
implementing transmission gates as output multiplexer (MUX) has also been presented in
this thesis. The failure risk due to clock-overlap was demonstrated on a popular transmission-
gate latch-MUX (DET-TGLM) register, showing an unacceptable error-rate at near-threshold
voltages in a 40nm CMOS process technology. The proposed fully-static true-single-phase-
clock (TSPC) DET-FF was shown to be fully functional at a similar operating point, under local
and global process variations, and at a wide range of temperatures. In addition, the proposed
cell was found to provide the best CK-to-Q delay and power-delay product among popular
static DET-FFs.
Circuits and Techniques to Monitor and Trim Dynamic Timing Margins
As the critical path of a synchronous design might not always be excited, dynamic timing
margins exist and they can be exploited by dynamic clock adjustment (DCA). In this context,
a dynamically-adjustable clock generator (DCG) is proposed in this thesis to enable the
application of the DCA approach whose beneﬁts are demonstrated on a microprocessor
fabricated in 28nm FD-SOI, showing a maximum throughput increase of 41% or up to 15%
power savings when DCA is applied. Immediate and glitch-free changes on the frequency of
the clock signal generated by the DCG are ensured by internally double-sampling the input
delay setting and by a careful design and controlled layout of the cells involved in timing-
critical paths. The DCG has been characterized with measurements on a 28nm FD-SOI test
chip, showing an output-frequency range from 365MHz to 1906MHz with an average step
granularity of 34ps at 1.0V.
In order to monitor dynamic timing margins as well as potential timing violations, a timing-
monitoring sequential (TMS) capable of detecting transitions on either the high or the low
phase of the clock is described in this thesis. Controlling the duty-cycle of the clock, the pro-
posed circuit enables the detection of either timing violations or reductions on any available
positive timing slack while ensuring error-free operation. The desired timing-analysis mode
can be chosen at runtime and simulations show the TMS to operate at 0.9V with either a high
or a low clock phase as short as 90ps and 140ps, respectively. Both detection modes of the
proposed TMS were veriﬁed on a fabricated test chip in a 28nm FD-SOI process technology.
Silicon measurements demonstrated that the TMS is capable to measure the maximum fre-
quency of a digital multiplier at runtime, with an accuracy of 1%, and without incurring in any
timing violation.
Exploiting Hardware Properties at the Algorithm Level for Energy-Quality Scaling
Several limitations of voltage over-scaling (VOS) have been demonstrated in this thesis: the
tree structure of timing-critical circuits results in a steep degradation of the QoS as soon as
the ﬁrst timing errors occur, the best circuit candidates for VOS are mainly slow circuits based
on ripple-carry adders (RCAs) as fundamental arithmetic operators which can degrade the
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maximum operating frequency of the system, and the prediction of the impact on quality
degradation due to timing errors is highly complex. Given these critical limitations of VOS,
an approximate-computing technique that reduces the switching activity in programmable
hardware has been proposed to achieve further power savings in addition to the application
of conventional voltage scaling. The proposed method relies on the observation that the
power consumption of multipliers having one input port connected to a constant-coefﬁcient
operand can signiﬁcantly vary with the value of that ﬁxed operand. In architectures where
coefﬁcients are programmable but constant over many cycles, the described power property of
multipliers can be exploited by replacing the original coefﬁcients with similar coefﬁcients that
lead to lower power consumption. This technique can effectively be applied, as an example, to
reconﬁgurable ﬁnite impulse response (FIR) accelerators. A simple greedy algorithm is used to
modify the coefﬁcients of a baseline ﬁlter to derive a new set of coefﬁcients that are optimized
for low power consumption while allowing for some degradation of the ﬁltering quality. The
proposed approximate-computing technique does not require any design overhead for a
programmable accelerator as it exploits the ﬂexibility of the algorithm level. At the same
time, it ensures the quality of the baseline ﬁlter whenever it is required, while it offers also
the possibility of scaling the power consumption at runtime when only a little energy is
available and reduced accuracy is tolerated. The presented technique has been demonstrated
on both simulated and fabricated FIR accelerators implemented in a 28nm FD-SOI process
technology, showing dynamic power savings of up to 33% for an accepted 3dB degradation on
the stopband attenuation of a ﬁlter.
Gain-Cell Embedded DRAMs: Modeling and Design-Space Exploration
In the light of the growing demand for data-intensive applications, the integration of compact
and low-power embedded memories is key for the design of energy-efﬁcient system-on-chips
(SoCs). Among the different types of memories, gain-cell embedded DRAM (GC-eDRAM) is a
high-density, low-leakage, and fully logic-compatible embedded memory that proved to be a
valid low-power alternative to SRAM and to be faster than conventional DRAM. Furthermore,
additional energy savings can be traded for a small potential loss of data in GC-eDRAMs by
reducing the refresh rate below the pessimistic worst-case limit, as GC-eDRAMs gracefully
degrade when operated in the inexact region. In order to facilitate and speed up both the
design and the integration of GC-eDRAMs in computing systems, GEMTOO, the ﬁrst modeling
tool of GC-eDRAMs, was proposed in this thesis. The described tool enables fast scaling and
optimization of GC-eDRAMs despite the large and complex design space, whose exploration
typically requires several simulations as any memory metric relies on many interdependent
variables. A highly accurate estimation of timing, memory availability, bandwidth, and area of
GC-eDRAMs is achieved by modeling both the architecture and the device level of the memory.
In particular, GEMTOO accounts for the physical representation of the memory, the impact
of the memory organization, and the load of the interconnects as part of the model. At the
device level, the described tool rigorously models GC-eDRAMs by considering the inﬂuence
of the chosen refresh rate on both memory availability and timing, as the deterioration of the
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stored data signiﬁcantly impacts the read access delay. The validation of the tool shows that
the maximum operating frequency is estimated with a maximum deviation of 15% and 9% for
different simulated memory designs and for a fabricated GC-eDRAM in 28nm, respectively.
Outlook
A thorough knowledge of how circuits behave when operated at the boundary between the
exact and inexact regions, where the PoFF lies, is key for the development of effective design
methodologies for energy efﬁciency. To this end, this thesis proposed and described circuits,
techniques, and tools to support the implementation of designs where the energy budget is
limited. Possible improvements on the considered topics and an outlook on future design
techniques are suggested in the following paragraphs.
As described in Chapter 2, the insertion of DET clocking is often relegated to small and well-
conﬁned parts of a system, mainly for the perceived complexity of its integration in a conven-
tional design ﬂow. The development of dedicated DET standard-cell libraries and memories
as well as the integration of the DET-clocking design ﬂow in conventional electronic design
automation (EDA) tools could facilitate the adoption of such clocking scheme by a larger
population of designers, leading to further developments on the topic. Moreover, as the
leakage power is one of the main bottlenecks in DET clocking, circuit-level improvements in
the design of low-leakage DET ﬂip-ﬂops could improve the achievable power savings when
DET clocking is used.
The savings on both execution time and power consumption that are enabled by the DCA
approach have been described in Chapter 3 for an embedded processor. The investigation
of path-delay proﬁles should be extended to a larger population of circuit architectures (e.g.,
accelerators, digital signal processing (DSP) modules, memories, etc.) to potentially highlight
dynamic timing margins in other design candidates that could beneﬁt from the the application
of the DCA approach.
As the calibration of the frequency settings for the DCA approach is most likely to be performed
for only few operating points, the addition of guard bands is often required to ensure the
correct functionality of the design across any operating point. The amount of added guard
bands might be reduced by augmenting the programmable delay lines (PDLs) integrated in the
DCG with replica circuits [41], to adaptively compensate the generated set of clock frequencies
for dynamic variations.
The application of error-correction techniques often comes at the cost of a signiﬁcant loss
for the performance of the sytem (e.g., stalling of the pipeline). Thus, when considering
the application of the proposed TMS, the development of further techniques that rely on
the measurement of the available positive slack is key to ideally eliminate the need of error-
correction techniques. At the circuit level, design optimization of the TMS is also required to
reduce its large design overhead over traditional ﬂip-ﬂops.
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In Chapter 4, an energy-quality scaling technique based on the properties of the underly-
ing hardware has been proposed. A simple and greedy algorithm is used to modify the
coefﬁcients of a baseline ﬁlter to derive a new set of power-optimized coefﬁcients. Even
though this approach already provides signiﬁcant power savings, the development of more
advanced and application-tailored algorithms could further improve the energy savings. The
proposed energy-quality scaling technique could also be applied to other reconﬁgurable and
multiplication-intensive designs. For example, convolutional neural networks (CNNs) [101]
are potential good candidates as they often consume a relatively large amount of energy in
multiplying data by constant coefﬁcients (i.e., the weights of the network).
GEMTOO, the modeling tool proposed in Chapter 5, estimates timing, memory availability,
bandwidth, and area of GC-eDRAMs. Including the estimation of the energy consumption to
the provided performance metrics would be an important next step to further the exploration
of the memory design space. In addition, the memory availability and bandwidth of GC-
eDRAMs, can be increased by reducing the refresh rate below the critical limit, therefore
operating the memory in the inexact region. Thus, the estimation of these memory metrics
provided by GEMTOO could be used in a larger framework that evaluates with statistical
analysis how memory errors impact the quality of real-life embedded applications, for the
optimization of GC-eDRAMs operating in the inexact region. Research in this direction is
already ongoing.
To conclude, given the results of the work described in this thesis, two main research directions
are identiﬁed among the future and most promising techniques for energy efﬁciency. The
fundamental limit that differentiates the envisioned directions coincides with the choice on
the error tolerance.
Adaptive and Safe Techniques for Energy Efﬁciency Any excess in energy consumption
can potentially be eliminated by the dynamic adaption to the operating conditions of a system.
This approach typically requires to operate very close to the PoFF with a high risk of errors.
Even though the correct operation of the system can be ensured with error-correction mecha-
nisms, these techniques often come with undesirable and large overheads (e.g., throughput
loss due to pipeline stalling). As an alternative, while dynamically adapting to the operating
conditions, low-energy techniques for error-free systems should preferrably anticipate the po-
tential generation of errors, for example through slack monitoring rather than setup-violation
monitoring, to prevent any costly correction mechanism.
Stochastic Computing The traditional von Neumann approach relies on the fundamental
choice that both computational errors as well as any stochastic phenomenon at either the
circuit or the device level should be suppressed by deterministic computing platforms [102].
The elimination of such thorough and conservative control on the error can improve the state
of the art of energy-efﬁcient designs through the realization of statistical computing platforms
123
Chapter 6. Conclusions and Outlook
that rely on stochastic components. For example, GC-eDRAMs are potential good candidates
among stochastic storage components, due to their energy efﬁciency, low silicon footprint,
and graceful degradation when operated in the inexact region. As one of the main challenges,
an accurate prediction of the impact of errors is a complex task, even if this is only based on
statistics. In this context, a cross-layer analysis and optimization from the computational
algorithms to the fundamental storage devices of stochastic memories is key for an effective
reduction of the energy consumed per operation.
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A Power Tradeoffs in Dual-Edge-
Triggered Clocking
In general, DET clocking is more power efﬁcient than conventional SET clocking if the follow-
ing inequality is met:
D tot < Stot, (A.1)
where D tot and Stot are the total power consumptions of the same design implemented with
DET and SET clocking, respectively. Assuming a synchronous digital block compiled exclu-
sively of standard-cell based logic, the total power consumption can be written as:
Stot = Stottre +Stotreg+Stotlog, (A.2)
where Stottre, S
tot
reg, and S
tot
log are the power consumption of the clock tree, the registers, and the
logic gates, respectively. The total power consumption of these digital gates can be further
divided into two major categories: static (leakage) power consumption and dynamic power
consumption that depends on the switching frequency. Considering this distinction, (A.2) can
be reformulated as:
Stot = Slkgtre + fsetKtreEdyntre
+ Slkgreg + fsetKregEdynreg
+ Slkglog + fsetKlogE
dyn
log ,
(A.3)
where fset is the SET clock frequency while Ktre, Kreg, and Klog are the activity factors of the
clock tree, registers, and logic, respectively and they depend on the considered design, as
well as on the clock-gating efﬁciency. The remaining components are Slkgtre /S
lkg
reg/S
lkg
log and
Edyntre /E
dyn
reg /E
dyn
log which are the clock tree/registers/logic leakage power consumption and
dynamic energy of a single transition, respectively.
Since SET ﬂip-ﬂops (SET-FFs) will be replaced by DET-FFs, the internal power of the regis-
ters might signiﬁcantly vary depending on the transistor-level design of the implemented
DET sequentials, while the output load remains mostly unchanged. It is worth to explicitly
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distinguish the internal from the switching energy. To this end, Edynreg can be reformulated as:
Edynreg = E intreg+E swreg, (A.4)
where E intreg and E
sw
reg are the registers internal and switching energy of a single transition,
respectively. Substituting (A.4) into (A.3), we obtain:
Stot = Slkgtre + fsetKtreEdyntre
+ Slkgreg + fsetKreg (E intreg+E swreg)
+ Slkglog + fsetKlogE
dyn
log .
(A.5)
These equations are valid for any digital system, therefore they can be similary written to
deﬁne the total power consumption of a design implemented with DET clocking. For this case,
it is possible to deﬁne the DET total power consumption as the sum of contributors that are
proportional to each contribution to the sum in (A.5):
D tot = ΩtreSlkgtre + Φtre 12 fsetKtreE
dyn
tre
+ αregSlkgreg + fsetKreg (βregE intreg + γregE swreg)
+ ΩlogSlkglog + Φlog fsetKlogE
dyn
log ,
(A.6)
where the dynamic energy of clock buffers is multiplied by 12 to represent the impact of the
correspondingly reduced DET clock frequency. The scaling factorsΩtre andΩlog are used to
deﬁne the DET leakage power as as proportional quantity of the SET leakage power for the
clock tree and the logic, respectively. Similarly, Φtre and Φlog are the scaling factors of the
dynamic energy for the clock tree and the logic, respectively. Even if these scaling factors
depend on how the SET and DET designs are implemented through the standard digital design
ﬂow, in a ﬁrst approximation they can be considered to be equal to one since both the clock
tree and the logic are expected to be very similar in both designs. Considering the registers,
αreg is the scaling factor between the SET and the DET registers leakage power while the scaling
factors for the internal and the switching energy are βreg and γreg, respectively. While αreg and
βreg solely and highly depend on the power consumption of the implemented DET-FFs as
compared to the SET-FFs, γreg can also be approximated to one since, in a ﬁrst approximation,
we can assume that the fan-out of the registers will remain the same for both the SET and the
DET designs. The values of αreg and βreg are obtained considering the average performance of
the SET and DET registers with transistor-level simulations. In particular, βreg results from the
comparison between the internal energy consumed by the SET-FFs in a SET clock period (due
to both rising and falling edge on the clock port) and the average internal energy consumed by
the DET-FFs in the presence of either a rising or a falling clock edge.
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With the deﬁnitions of the total power consumption of both SET and DET implementations in
(A.5) and (A.6), respectively, it is possible to substitute their values in (A.1) to obtain:
f {(1− 12Φtre)KtreE
dyn
tre + [(1−βreg)E intreg+ (1−γreg)E swreg]Kreg+ (1−Φlog)KlogEdynlog }>
(Ωtre−1)S lkgtre + (αreg−1)S lkgreg+ (Ωlog−1)Slkglog,
(A.7)
where the dynamic power savings of DET clocking and the relative increase in leakage power
are expressed on the left and right sides of (A.7), respectively.
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