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We consider the interaction of a qubit with a single mode of the quantized electromagnetic field
and show that, in the ultrastrong coupling regime and when the qubit-field interaction is switched on
abruptly, the dynamical Casimir effect leads to the generation of a variety of exotic states of the field,
which cannot be simply described as squeezed states. Such effect also appears when initially both
the qubit and the field are in their ground state. The non-classicality of the obtained exotic states
is characterized by means of a parameter based on the volume of the negative part of the Wigner
function. A transition to non-classical states is observed by changing either the interaction strength
or the interaction time. The observed phenomena appear as a general feature of nonadiabatic
quantum gates, so that the dynamical Casimir effect can be the origin of a fundamental upper limit
to the maximum speed of quantum computation and communication protocols.
PACS numbers: 42.50.Ct, 42.50.Dv, 03.67.Lx, 03.67.-a
In 1948 Casimir [1] predicted that two uncharged con-
ducting parallel plates, experience an attractive force.
This phenomenon, known as (static) Casimir effect, is ex-
plained in terms of quantum mechanical vacuum fluctu-
ations of the electromagnetic field. Indeed the two plates
impose boundary conditions to the field such that the
density of electromagnetic modes between the plates de-
pends on their distance d. The plates affect the virtual
photons which constitute the field, thus generating a net
attractive force proportional to d−4. The static Casimir
effect, experimentally demonstrated for the first time by
Sparnay in 1958 [2], plays a very important role both
in fundamental physics investigations and in understand-
ing the basic limits of nanomechanical technologies, often
with surprising results [3–5]. A similar evolution can be
foreseen for the dynamical Casimir effect (DCE) [6, 7],
for quantum computation and communication protocols.
The DCE concerns the generation of real photons from
the vacuum due to time-dependent boundary conditions,
for instance when the distance d(t) between the two
plates changes in time. The DCE is closely related [8] to
other quantum vacuum amplification mechanisms such
as the Unruh effect [9] and the Hawking radiation [10].
The DCE has been recently demonstrated experimentally
in superconducting circuits [11, 12], in the framework of
circuit quantum electrodynamics (circuit-QED) [13, 14].
In the paradigmatic model of a qubit-oscillator sys-
tem, within the rotating wave approximation (RWA) the
ground state is the product of the qubit’s ground state
and the oscillator’s vacuum state. Starting from an ini-
tial state with both the qubit and the oscillator in their
ground states, within the RWA the state remains un-
changed even when the interaction is turned on. On
the other hand, the inclusion of the interaction terms
beyond RWA leads to squeezed or cat states containing
virtual photons [15–17], which can be released as real
photons under abrupt switching of the matter-field cou-
pling [15, 18]. The RWA is a good approximations for a
two-level atom (qubit) in a resonant cavity (oscillator),
where the ratio between the frequency Ω of the Rabi os-
cillations between the two relevant states of the atom
and the cavity frequency ω is typically 10−6 [19]. On
the other hand, terms beyond the RWA cannot be ne-
glected in circuit-QED experiments, where one can enter
the so-called ultrastrong coupling regime, in which the two
frequencies Ω and ω become comparable [20–22]. Such
regime is of great interest for quantum computation, as
high-speed operations are needed to perform a large num-
ber of quantum gates within the decoherence time scale,
as requested to operate fault tolerantly [23, 24].
In this paper we study the dynamics of a qubit-
oscillator system, in the nonadiabatic regime in which the
coupling is switched on and off suddenly. We find that, by
varying the interaction strength and the interaction time,
a great variety of exotic states of the field are generated,
both with and without measurement of the final state of
the qubit, even when in the initial state both the qubit
and the oscillator are in their ground state. The non-
classicality of such states is characterized by means of a
negativity parameter based on the volume of the negative
part of the Wigner function [25, 26]. We show that such
parameter indicates a transition to non-classical states by
varying either the interaction strength or the interaction
time.
We stress the important differences between the prob-
lem considered here and the standard QED: (i) we con-
sider a single mode rather than an infinite number of
modes; (ii) the quantization volume (i.e., the volume of
the cavity) is fixed and the limit of infinite volume is
not taken at the end of the computations; (iii) while in
2standard QED the interaction is usually switched on adi-
abatically to avoid transient phenomena, here we switch
on and off the interaction abruptly and focus exactly on
transient phenomena. Moreover, differently from cavity
QED, where the quantization volume is usually larger
than λ3, with λ wave length of the single mode, in cir-
cuit QED by means of microstrips one can achieve quan-
tization volumes much smaller than λ3. As a conse-
quence, the ultrastrong coupling regime is accessible and
the terms beyond the RWA cannot be neglected.
The interaction between a two-level system and a sin-
gle mode of the quantized electromagnetic field is de-
scribed by the time-dependent Hamiltonian (~ = 1) [27]
H(t) = H0 +HI(t),
H0 = −1
2
ωaσz + ω
(
a†a+
1
2
)
,
HI(t) = f(t) [ g σ+ (a
† + a),+g⋆σ− (a
† + a) ],
(1)
where σi (i = x, y, z) are the Pauli matrices, σ± =
1
2 (σx ∓ iσy) are the rising and lowering operators for
the two-level system: σ+|g〉 = |e〉, σ+|e〉 = 0, σ−|g〉 = 0,
σ−|e〉 = |g〉; the operators a† and a create and annihilate
a photon: a†|n〉 = √n+ 1|n + 1〉, a|n〉 = √n|n− 1〉, |n〉
being the Fock state with n photons. We assume sudden
switch on/off of the coupling: f(t) = 1 for 0 ≤ t ≤ τ ,
f(t) = 0 otherwise. For simplicity’s sake, we consider
the resonant case (ω = ωa) and the coupling strength
g ∈ R. The RWA is obtained when we neglect the term
σ+a
†, which simultaneously excites the two-level system
and creates a photon, and σ−a, which de-excites the two-
level system and annihilates a photon. In this limit,
Hamiltonian (1) reduces to the Jaynes-Cummings Hamil-
tonian [27], with a switchable coupling. We set ω = 1, so
that in the RWA the interaction time needed to transfer
an excitation from the qubit to the field or vice versa
(|e〉|0〉 ↔ |g〉|1〉) is τ = pi/2g.
We consider as initial condition the state |Ψ0〉 = |g〉|0〉,
i.e. the tensor product of the ground state of the two-
level system and of the oscillator vacuum, so that within
RWA such state is the ground state of the overall system
and therefore its dynamical evolution must be ascribed
to the terms beyond the RWA. We compute numerically
the qubit-field state after the interaction time: |Ψ(τ)〉 =
cg(τ)|g〉|φg(τ)〉+ ce(τ)|e〉|φe(τ)〉, where |φg〉 and |φe〉 are
normalized states of the field.
By changing the interaction strength g and the inter-
action time τ we can generate a great variety of states of
the field, both in the unconditional case and in the condi-
tional case in which the final qubit state is measured, for
instance in the {|g〉, |e〉} basis. In the first case, the field
state reads ρ = Trq|Ψ〉〈Ψ| = |cg|2|φg〉〈φg |+ |ce|2|φe〉〈φe|,
where Trq denotes the trace over the qubit subsystem; in
the latter case, we obtain the (pure) states ρg = |φg〉〈φg|
or ρe = |φe〉〈φe|. In Fig. 1 we show the Wigner function
W (x, p), with x and p position and momentum opera-
tors for the harmonic oscillator, at g = 0.5, g = 1, and
g = 1.5 and for different values of τ , both for the un-
conditional state ρ and for the conditional states ρg and
ρe. Note that in all these instances, even at g = 0.5
(first row of Fig. 1), the field is not simply in a squeezed
state, since there are negative components of the Wigner
function. At largest interaction strengths (g = 1.5 in the
second and g = 1 in the third and fourth rows of Fig. 1)
we obtain exotic states of the field, very different from
the squeezed states usually associated [8, 15] with the
dynamical Casimir effect.
In Fig. 2 we show the populations pi (ρ =
∑
i,j ρij |i〉〈j|,
and pi = ρii) of the states ρ, ρg and ρe for g = 0.5 and
g = 1.5, with τ = pi/2g. An interesting feature of these
plots is that for the conditional states ρg and ρe only the
states with respectively an even and an odd number of
photons are populated. This follows from the fact that
Hamiltonian (1) conserves the parity Π = σz(−1)a†a of
the excitations. Fig. 2 shows a significant population of
states with a rather large number of photons, demon-
strating the relevance of the DCE for the parameter val-
ues here considered.
The non-classicality of the generated field states is
characterized by the negativity parameter [25]
δ =
∫ ∫
[ |W (x, p)| −W (x, p) ] dx dp. (2)
Note that such parameter vanishes for positive-definite
Wigner functions, as it is the case for squeezed states.
Therefore, a non-zero negativity distinguishes the states
of Fig. 1 from the usual squeezed states generated by
parametric amplifiers [8]. As shown in Fig. 3, negativ-
ity can be increased by either increasing the coupling
strength g or the interaction time τ . An interesting fea-
ture of this figure is that negativity becomes significantly
different from zero only after a finite interaction time τ .
The stronger the coupling strength g, the smaller is the
interaction time requested to obtain non-classical states.
As shown in Fig. 4, there are signatures of a sharp
transition to non-classical states, δ > 0, i.e. with nega-
tive components of the Wigner function, for instance at
τ = τc ≈ 0.56pi for g = 0.4. A similar behavior is ob-
served also when the parameter δ is drawn as a function
of g for a given τ . Note that, by decreasing τ in Fig. 4,
the transition at τ = τc leads to a drop in the param-
eter δ down to a value smaller than 10−15. Hence, for
practical purposed at g = 0.4 the Wigner function can
be considered as non-negative for τ < τc, even though
we cannot exclude that other transitions to states with
negligible negativity occur at smaller values of τ .
The results of Figs. 3 and 4 can be interpreted by
means of the time-dependent perturbation theory, start-
ing from the initial state |g〉|0〉 with both the qubit and
the field in the ground state. The zeroth order of the
Dyson series is in agreement with the RWA result, that
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FIG. 1. Wigner function for different values of the coupling strength g and of the interaction time τ : g = 0.5, τ = pi/2g
(first row), g = 1.5, τ = pi/2g (second row), g = 1, τ = 0.75pi/2g (third row), and g = 1, τ = 1.5pi/2g (fourth row), for the
unconditional state ρ (first column) and the conditional states ρg (second column) and ρe (third column).
is no transitions occur to other states. The state |e〉|1〉
is coupled to |g〉|0〉 to first order. The Wigner function
of the single-photon state |1〉 exhibits strong negativity.
However, its weight in the Dyson series is not sufficient to
overcome the positivity of the vacuum state |0〉. To sec-
ond order, the state |g〉|2〉 is excited. Such states gener-
ates interference terms with |g〉|0〉, which are responsible
of the appearance of negative components in the Wigner
function. For g = 0.4, the second-order threshold to ob-
tain δ > 0 is τ = τ
(2)
c ≈ 0.60pi, while a fourth-order
calculation gives τ
(2)
c ≈ 0.58pi, in good agreement with
the exact numerically computed result τc = 0.56pi.
To summarize. we have shown that a sudden change of
the coupling constant in the ultrastrong coupling regime
leads to the emergence of exotic states of the electromag-
netic field, which cannot be described as squeezed or cat
states. Such states are a manifestation of the dynamical
Casimir effect, whose first detectable consequence is the
emission of real photons. As analyzed in this work, these
phenomena are present even if in the initial state both
the qubit and the field are in the ground state.
It might appear surprising that, with such initial con-
dition, one can measure final states with both the qubit
and the field in an excited state [28] (see the third row of
Fig. 2). The energy for such excitations comes from the
setup that allows for a fast switching of the interaction.
For instance, when a two-level atom enters a cavity, it
experiences a braking force and is slowed down [29]. The
missing part of the kinetic energy is used to generate
excited states of the atom and of the cavity.
Since a nonadiabatic variation of the coupling constant
40 1 2 3 4 5 6 7 8 9
n
0
0.2
0.4
0.6
p n
0 1 2 3 4 5 6 7 8 9
n
0
0.1
0.2
p n
0 1 2 3 4 5 6 7 8 9
n
0
0.2
0.4
0.6
0.8
p n
0 1 2 3 4 5 6 7 8 9
n
0
0.2
0.4
p n
0 1 2 3 4 5 6 7 8 9
n
0
0.2
0.4
0.6
0.8
p n
0 1 2 3 4 5 6 7 8 9
n
0
0.2
0.4
p n
FIG. 2. Populations of the final states ρ (first row), ρg (second
row), and ρe (third row) of the field, for τ = pi/2g, g = 0.5
(left column) and g = 1.5 (right column).
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FIG. 3. Non-classicality indicator δ as a function of the in-
teraction strength g and of the interaction time τ for the
unconditional field state ρ.
in the ultrastrong coupling regime is a necessary condi-
tion to perform fast quantum gates, the DCE appears as
a generic feature for high-speed quantum computation
and communication protocols. As a result, photons are
emitted and the fidelity of quantum gates [30, 31] or the
capacity of quantum communication channels [32] dete-
riorate. Therefore, the dynamical Casimir effect can be
the origin of a fundamental upper limit to the maximum
speed of quantum computation or communication proto-
cols.
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FIG. 4. Transition to non-classical states. Note the linear
scale in the main plot and the logarithmic scale in the inset
(over 12 orders of magnitude) for the non-classicality indicator
δ.
correlated systems to quantum simulators”.
[1] H. B. G. Casimir, Proc. K. Ned. Akad. Wet. 51, 793
(1948).
[2] M. J. Sparnaay, Physica (Utrecht) 24, 751 (1958).
[3] H. B. Chan, V. A. Aksyuk, R. N. Kleiman, D. J. Bishop,
and F. Capasso, Science 291, 1941 (2001).
[4] A. Lambrecht and S. Reynaud, Se´minaire Poincare´ 1, 79
(2002).
[5] S. K. Lamoreaux, Phys. Today 60, 40 (2007).
[6] G. T. Moore, J. Math. Phys. (N.Y.) 11, 2679 (1970).
[7] V. V. Dodonov, Phys. Scripta 82, 038105 (2010).
[8] P. D. Nation, J. R. Johansson, M. P. Blencowe, and F.
Nori, Rev. Mod. Phys. 84, 1 (2012).
[9] W. G. Unruh, Phys. Rev. Lett. 46, 1351 (1981).
[10] S. W. Hawking, Commun. Math. Phys. 25, 152 (1972).
[11] C. M. Wilson, G. Johansson, A. Pourkabirian, M.
Simoen, J. R. Johansson, T. Duty, F. Nori, and P. Dels-
ing, Nature (London) 479, 376 (2011).
[12] P. La¨hteenma¨ki, G. S. Paraoanu, J. Hassel, and P. J.
Hakonen, PNAS 110, 4234 (2013).
[13] A. Blais, R.-S. Huang, A. Wallraff, S. M. Girvin, and R.
J. Schoelkopf, Phys. Rev. A 69, 062320 (2004).
[14] A. Wallraff, D. I. Schuster, A. Blais, L. Frunzio, R.- S.
Huang, J. Majer, S. Kumar, S. M. Girvin, and R. J.
Schoelkopf, Nature 431, 162 (2004).
[15] C. Ciuti, G. Bastard, and I. Carusotto, Phys. Rev. B 72,
115303 (2005).
[16] S. Ashhab and F. Nori, Phys. Rev. A 81, 042311 (2010).
[17] J. Hausinger and M. Grifoni, Phys. Rev. A 82, 062320
(2010).
[18] G. Gu¨nter, A. A. Anappara, J. Hees, A. Sell, G. Biasiol,
L. Sorba, S. De Liberato, C. Ciuti, A. Tredicucci, A.
Leitenstorfer, and R. Huber, Nature 458, 178 (2009).
[19] J. M. Raimond, M. Brune, and S. Haroche Rev. Mod.
Phys. 73, 565 (2001).
5[20] J. Bourassa, J. M. Gambetta, A. A. Abdumalikov, Jr.,
O. Astafiev, Y. Nakamura, and A. Blais, Phys. Rev. A
80, 032109 (2009).
[21] T. Niemczyk, F. Deppe, H. Huebl, E. Menzel, F. Hocke,
M. J. Schwarz, J. J. Garc´ıa-Ripoll, D. Zueco, T. Hu¨mmer,
E. Solano, A. Marx, and R. Gross, Nature Phys. 6, 772
(2010).
[22] P. Forn-Dı´az, J. Lisenfeld, D. Marcos, J. J. Garc´ıa-Ripoll,
E. Solano, C. J. P. M. Harmans, and J. E. Mooij, Phys.
Rev. Lett. 105, 237001 (2010).
[23] G. Benenti, G. Casati, and G. Strini, Principles of Quan-
tum Computation and Information, Vol. I: Basic concepts
(World Scientific, Singapore, 2004); Vol. II: Basic tools
and special topics (World Scientific, Singapore, 2007).
[24] M. A. Nielsen and I. L. Chuang, Quantum computation
and quantum information (Cambridge University Press,
Cambridge, 2000).
[25] A. Kenfack and K. Z˙yczkowski, J. Opt. B: Quantum
Semiclass. Opt. 6, 396 (2004).
[26] M. G. Benedict and A. Czirja´k, Phys. Rev. A 60, 4034
(1999).
[27] P. Meystre and M. Sargent III, Elements of quantum op-
tics (4th Ed.) (Springer–Verlag, Berlin, 2007).
[28] A. Kurcz, A. Capolupo, A. Beige, E. Del Giudice, and
G. Vitiello, Phys. Rev. A A 81, 063821 (2010).
[29] C. Cohen-Tannoudji, J. Dupont-Roc, and G. Grynberg,
Photons and Atoms: Introduction to Quantum Electro-
dynamics (Wiley, New York, 1997).
[30] Y. M. Wang, D. Ballester, G. Romero, V. Scarani, and
E. Solano, Phys. Scr. T147. 014013 (2012).
[31] G. Benenti, S. Siccardi, and G. Strini, Phys. Rev. A 88,
033814 (2013).
[32] G. Benenti, A. D’Arrigo, S. Siccardi, and G. Strini, in
preparation.
