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Notationen
N natu¨rliche Zahlen {1, 2, . . .}
N0 N ∪ {0}
Z ganze Zahlen
R reelle Zahlen
R+ positive, reelle Zahlen
C komplexe Zahlen
1 Indikatorfunktion
P Wahrscheinlichkeitsmaß
E Erwartungswert
Var Varianz
Cov Kovarianz
µ ∗ ν Faltung zweier Maße µ und ν
f ∈ Lp(Ω,A, P ) =: Lp(P ) ∫
Ω
|f(x)|p dµ(x) <∞ fu¨r p > 1
f ∈ Lp(R) f ∈ Lp(R,B, λ) mit dem Lebesgue-Maß λ
Xn
f.s.−−→ X Xn konvergiert fast sicher gegen X
Xn
P−→ X Xn konvergiert stochastisch gegen X
Xn
D−→ X Xn konvergiert in Verteilung gegen X
Xn
Lp(P )−−−→ X Xn konvergiert im p-ten Mittel bzgl.
des Maßes P gegen X
Xn
Lp(R)−−−→ X Xn konvergiert im p-ten Mittel bzgl.
des Lebesgue-Maßes gegen X
P − lim
·→∞
stochastischer Limes bzgl.
des Wahrscheinlichkeitsmaßes P
f(x) = O(g(x)) fu¨r x→ x0 Es existiert ein C ≥ 0, sodass f(x)g(x) → C fu¨r x→ x0
f(x) = o(g(x)) fu¨r x→ x0 Es gilt f(x)g(x) → 0 fu¨r x→ x0
x ∧ y min(x, y)
v

Einleitung
Die Liberalisierung des deutschen Strommarktes zur Sta¨rkung des Wettbewerbs wur-
de a¨hnlich wie in anderen europa¨ischen La¨ndern erst im Jahre 1998 vollzogen. Dies fu¨hrte
zur Auflo¨sung monopolistischer Energieunternehmen, die durch regulatorische Maßnah-
men die Preise durch Anpassung an die eigenen Bedu¨rfnisse und Kosten steuern konnten,
sodass den Unsicherheiten in der Preisentwicklung keine große Bedeutung beizumessen
war. Nach der Liberalisierung traten neue Ha¨ndler und Unternehmen in die Ma¨rkte, Han-
delspla¨tze fu¨r Strom wurden gegru¨ndet und der Preisbildungsprozess reformiert. Seit die-
ser Zeit wird die Festlegung der Preise an den Strombo¨rsen durch einen Ausgleich von
Nachfrage und Angebot herbeigefu¨hrt. Die neuen Strukturen fu¨hrten dabei zu vielerlei
neuen Herausforderungen fu¨r die teilnehmenden Akteure, was insbesondere die Prognose
zuku¨nftiger Preise betrifft. Dabei ist die Preisentwicklung einer Reihe von Einflussfakto-
ren ausgesetzt. Ein wesentlicher Gesichtspunkt ist dabei die Restriktion der Einlagerung
von Strom: So besteht etwa in Deutschland bis heute nicht die Mo¨glichkeit, den erzeugten
oder erworbenen Strom in einem wirtschaftlich relevanten Rahmen zu speichern. Daher
erha¨lt der Ausgleich von Nachfrage und Angebot eine große Bedeutung. Beide Gro¨ßen
unterliegen derweil Schwankungen, die oft nicht vorherzusehen sind. Diese Unsicherheiten
werden dabei zusa¨tzlich durch die in Deutschland seit dem Jahr 2000 verabschiedeten
”
Erneuerbaren-Energien-Gesetze“ verscha¨rft, welche Subventionen und einen Einspeise-
vorrang fu¨r erneuerbare Energietra¨ger beinhalten. Gerade die potenzielle Produktions-
menge regenerativer Energien unterliegt jedoch etwa den Wind- und Sonnenverha¨ltnissen
des Tages und erschwert daher herko¨mmlichen Kraftwerken die Erstellung eines effizienten
und zuverla¨ssigen Einsatzplans. Von diesen Pla¨nen kann dabei aus technischen Gru¨nden
oft nicht oder allenfalls in Verbindung mit hohen Kosten abgewichen werden. Werden et-
wa die Wetterbedingungen eines Tages falsch eingescha¨tzt, ko¨nnen U¨berproduktionen zu
sehr niedrigen Preisen fu¨hren. Umgekehrt ko¨nnen auch u¨berraschende Unwetter und eine
damit verbundene ho¨here Nachfrage nach Strom den Einsatz eines zusa¨tzlichen Kraft-
werks erfordern und die Kosten der Produktion und folglich die Preise erho¨hen. Aus
solchen und vielerlei weiteren Gru¨nden zeigen die Preiskurven auf Stromma¨rkten daher
vii
viii EINLEITUNG
ein ausgesprochen volatiles Verhalten. Ein mo¨glicher Weg dem Wunsch eines verla¨sslichen
Prognoseverfahrens nachzukommen, fu¨hrt dabei zur Stochastik. Seither sind Konzepte
zur Modellierung von Spotpreis- und Forwardpreiskurven von Energiema¨rkten und deren
statistische Kalibrierung ein aktuelles Thema der finanzmathematischen Fachliteratur.
Hierbei steht die besondere Struktur der Ma¨rkte und der Eigenschaften der beobachteten
Preise im Fokus, welche im Vergleich zu
”
klassischen Finanzma¨rkten“ einige Unterschie-
de aufweisen und daher aus Sicht der Mathematik neue Herausforderungen bieten. Auf
weitere Details dieser typischen Charakteristiken von Stromma¨rkten werden wir im Laufe
der Arbeit na¨her eingehen. Im Folgenden richtet sich unser Interesse auf einen kleinen
Auszug der Artikel, die sich der finanzmathematischen Modellierung von Energiema¨rkten
widmen:
Strompreismodelle in der Literatur
Im Allgemeinen unterscheiden wir zwei Herangehensweisen der Modellbildung: Die
erste Mo¨glichkeit ist die
”
zeitdiskrete Modellierung“, die sich etwa den Ideen der Zeitrei-
hentheorie bedient. Exemplarisch nennen wir etwa den Artikel von Misiorek, Trueck und
Weron (2006). Hier werden ein sogenanntes
”
ARMA-Modell“, ein
”
GARCH-Modell“ so-
wie ein
”
Regime-Switching Modell“ zur Preisprognose von Strom eingefu¨hrt und deren
Gu¨te anhand historischer Daten verglichen. Hierbei werden die Begriffe ARMA-Modell
bzw. GARCH-Modell als Abku¨rzungen fu¨r ein
”
autoregressive Moving Average-Modell“
bzw ein
”
generalized autoregressive conditional heteroscedasticity-Modell“ verwendet. Ei-
ne weitere U¨bersicht und Zusammenfassung u¨ber zeitdiskrete Ansa¨tze liefert etwa Weron
(2014). In dieser Arbeit werden wir jedoch die Ideen nicht vertiefen, stattdessen die alter-
native Herangehensweise wa¨hlen und ein neues, zeitkontinuierliches Modell vorstellen.
Die Grundlage vieler zeitstetiger Strompreismodelle stellt dabei der Ornstein-Uhlenbeck
Prozess dar. Dieser ist in der
”
klassischen Form“ die Lo¨sung der stochastischen Differen-
tialgleichung
dXt = −λXt dt + dBt
fu¨r ein λ > 0 und einen zufa¨lligen Startwert X0 sowie einer Brownschen Bewegung B als
treibenden Prozess. Die explizite Lo¨sung der Gleichung ergibt sich durch
Xt = e
−λtX0 +
∫ t
0
e−λ(t−s)dBs.
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Solche Prozesse werden zur Modellierung von sogenannten
”
mean-reverting Effekten“ sta-
tiona¨rer Daten verwendet. Dieser Effekt beschreibt die Eigenschaft von Prozessen stets zu
einem durchschnittlichen Niveau zuru¨ckzukehren. Ersetzen wir die Brownsche Bewegung
durch einen Le´vy-Prozess L, so erhalten wir typische Charakteristiken des klassischen
Ornstein-Uhlenbeck-Prozesses und ko¨nnen zusa¨tzlich Spru¨nge modellieren. Die geschil-
derten Eigenschaften beobachtet man insbesondere bei der Analyse von Strompreisdaten.
Diese motivierten Schwartz (1997) zur Konstruktion eines geometrischen Spotpreismo-
dells (St)t≥0, welches die Gestalt St := exp(Pt) besitzt. Hierbei beschreibt (Pt)t≥0 einen
klassischen Ornstein-Uhlenbeck Prozess mit einer Brownschen Bewegung als treibenden
Prozess. Da Strompreise daru¨ber hinaus saisonale Effekte und Trends aufweisen, erwei-
terte beispielsweise Barlow (2002) das Modell mit Hilfe einer deterministischen Saisona-
lita¨ten-Funktion Λ und nahm an, dass der Spotpreis S von der Form St := exp(Λt + Pt)
ist. Um zusa¨tzlich die Spru¨nge in den beobachteten Daten abzubilden schlugen Geman
und Roncoroni (2006) das Spotpreismodell St = exp(Λt +Pt) mit einer deterministischen
Trend-Funktion Λ und dem Markov-Prozess (Pt)t≥ als Lo¨sung der Sprung-Diffusion
dPt = (µt − λPt) dt + σdBt + ht dJt
vor. Hierbei sind σ, λ > 0 und µt sowie ht deterministische Funktionen. Der Prozess (Jt)t≥0
beschreibt zudem einen zusammengesetzten Poisson-Prozess. Einen sehr großen U¨berblick
u¨ber weitere Modelle findet man etwa in dem Buch Stochastic Modeling Of Electricity And
Related Markets von Benth, Benth und Koekebakker (2008).
Interessiert man sich fu¨r explizite Formeln zur Bewertung von Derivaten auf Basis obiger
geometrischer Spotpreismodelle, treten bei der Berechnung oft mathematische Schwierig-
keiten auf. Eine Perspektive in dieser Hinsicht bieten arithmetische Modelle, in denen
eine Superposition von stochastischen Prozessen betrachtet wird. Eine Mo¨glichkeit hier-
zu wa¨re es etwa eine Summe Le´vy-getriebener Ornstein-Uhlenbeck Prozesse Y1, . . . , Yn
zur Modellierung zu nutzen. Eine umfangreiche Einfu¨hrung hierzu bietet der Artikel von
Barndorff-Nielsen und Shephard (2001). Von diesem inspiriert entwarfen Benth, Kallsen
und Meyer-Brandis (2007) das arithmetische Spotpreismodell S(t) = Λ(t) +
∑n
i=1 Yi, wo-
bei Λ abermals eine Trend-Funktion und Y1, . . . , Yn Le´vy-getriebene Ornstein-Uhlenbeck
Prozesse als Lo¨sung der stochastischen Differentialgleichungen
dYi = (µi − λiYi) dt + dLi(t)
beschreiben. Auf Grundlage dieses Modells zeigen die Autoren, dass sich explizite Preis-
formeln fu¨r zwei mo¨gliche Derivate auf Elektrizita¨tsma¨rkten herleiten lassen. Eine weitere
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Verallgemeinerung dieses Modells findet sich etwa in Barndorff-Nielsen, Benth und Ver-
aart (2010). In dem erwa¨hnten Artikel werden sogenannte
”
semistationa¨re Le´vy-Prozesse“
zur Modellbildung vorgeschlagen. Diese sind fu¨r ein µ ∈ R, die positiven deterministischen
Funktion g und q, einem Le´vy-Prozess L und den stochastischen Prozessen ωs und as von
der Form
St = µ+
∫ t
−∞
g(t− s)ωsdLs +
∫ t
−∞
q(t− s)asds.
Das Modell la¨sst dabei Freiheit bei der Wahl der Komponenten und impliziert auf diese
Weise eine Reihe obiger Modelle. Allerdings sind die stochastischen Prozesse im Allgemei-
nen nicht mehr stationa¨r, was insbesondere im Hinblick auf die statistische Kalibrierung
des Modells fu¨r Schwierigkeiten sorgen kann.
Ein weiterer Ansatz zur Modellierung der Preise stellt die zeitkontinuierliche Verallgemei-
nerung von ARMA-Prozessen dar, welche CARMA-Prozesse genannt werden. Diese Idee
wird etwa in Garcia, Klu¨ppelberg und Mu¨ller (2011) na¨her diskutiert. Ein Vorschlag zur
statistischen Anpassung eines Modells auf der Basis von CARMA-Prozessen findet man
derweil in Benth, Klu¨ppelberg, Mu¨ller und Vos (2014).
Motivation und Aufbau der Arbeit
In dieser Arbeit wird ein neues arithmetisches Spotpreismodell vorgestellt. Dabei
basiert unser Modell auf sogenannten oszillierenden Ornstein-Uhlenbeck Prozessen von
der Form
X(t) :=
∫ t
−∞
sin(a(t− s))e−λ(t−s) dAs und Y (t) :=
∫ t
−∞
cos(a(t− s))e−λ(t−s) dAs
mit λ, a > 0 und einem additiven Prozess A als Treiber. In unserem Modell verzichten
wir auf die Verwendung deterministischer Trend-Funktionen. Diese werden in den zuvor
vorgestellten Spotpreismodellen bereits vor der stochastischen Modellierung festgelegt.
Dabei gilt es zu beachten, dass diese maßgeblich auf die Beschaffenheit des Modells ein-
wirken, obgleich eine eindeutige Trennung von Trend- und stochastischen Einflu¨ssen in der
Praxis nicht mo¨glich ist. In dem hier vorgestellten Ansatz werden hingegen die Saisona-
lita¨ten direkt durch eine oszillierende Abha¨ngigkeitsstruktur, welche durch die Wahl der
Parameter gesteuert wird, implizit durch den verwendeten stochastischen Prozess model-
liert. Das oszillierende Verhalten wird dabei zu einer zufa¨lligen Komponente. Ein solcher
Versuch wurde in der Fachliteratur bisher nicht unternommen. Dennoch soll unser Mo-
dell wesentliche Eigenschaften wie etwa den
”
mean-reverting-Effekt“ erhalten, unendlich
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teilbare Randverteilungen aufweisen, aber auch das volatile Verhalten und Spru¨nge in
den Strompreisen abbilden ko¨nnen. Zweckma¨ßig ist zudem ein Spotpreismodell, welches
zur Bewertung von Derivaten und zur Nachbildung beobachteter Risikopra¨mien genutzt
werden kann. Um das Modell anhand von realen Daten etwa mit Hilfe der Momentenme-
thode kalibrieren zu ko¨nnen, wa¨ren zudem Stationarita¨t und Ergodizita¨t des entworfenen
Spotpreisprozesses wu¨nschenswerte Attribute. Zentrale Grenzwertsa¨tze fu¨r die Parame-
terscha¨tzer des Modells und eine Simulationsstudie sollen die Thematik abrunden.
Die Arbeit ist wie folgt aufgebaut: Im ersten Kapitel werden zuna¨chst grundlegende
Begriffe vorgestellt. Hierzu richtet sich das Augenmerk auf die zugrunde gelegten sto-
chastischen Prozesse sowie dem hier verwendeten Begriff des stochastischen Integrals.
Im Anschluss fokussieren wir uns schließlich auf die Einfu¨hrung oszillierender Ornstein-
Uhlenbeck Prozesse. Dabei stehen neben der Existenzfrage auch die Diskussion u¨ber die
Eigenschaften der Prozesse und die Betrachtung von Spezialfa¨llen im Blickpunkt. Wir wer-
den hierzu etwa die Momente und die Abha¨ngigkeitsstruktur der Prozesse untersuchen. Im
zweiten Kapitel stellen wir schließlich das neue Spotpreismodell fu¨r Elektrizita¨tsma¨rkte
vor. Anschließend wird der Frage nachgegangen inwieweit das eingefu¨hrte Modell die be-
obachteten Charakteristiken von Strompreisdaten abbildet. Nach dem Entwurf und der
kritischen Betrachtung des Modells richtet sich unser Interesse auf die Bewertung zweier
mo¨glicher Derivate, die auf Elektrizita¨tsma¨rkten gehandelt werden. Das letzte Kapitel
der Arbeit widmet sich der Modellkalibrierung. Hierzu verwenden wir schließlich eine
Momentenmethode zur Scha¨tzung der Parameter der verwendeten Prozesse. Zur Unter-
suchung der Gu¨te der entwickelten Parameterscha¨tzer wird anschließend ein zentraler
Grenzwertsatz hergeleitet. Abschließend blicken wir auf den treibenden Le´vy-Prozess. Ei-
ne spezielle Zuru¨ckgewinnungsstrategie des Le´vy-Prozesses auf Grundlage von Beobach-
tungen der Prozesse wird daraufhin in einem niederfrequenten als auch hochfrequenten
Beobachtungsschema analysiert. Den Schwerpunkt setzen wir dabei auf die Beschaffenheit
von kanonischen Scha¨tzern, um den Mittelwert und die Varianz des treibenden Prozesses
zu scha¨tzen. Der letzte Abschnitt bescha¨ftigt sich mit einer Simulation der Prozesse. Es
werden zwei mo¨gliche Algorithmen zur Simulation vorgestellt. Abschließend werden die
zuvor entwickelten Scha¨tzer in speziellen Modellsituationen getestet und die Ergebnisse
der Studie dargelegt.

KAPITEL 1
Verallgemeinerte oszillierende Ornstein-Uhlenbeck Prozesse
Zur Modellierung von Spotpreisen europa¨ischer Stromma¨rkte, richtet sich das Interes-
se in dieser Arbeit insbesondere auf die Klasse verallgemeinerter Moving-Average Prozesse
X := (X(t))t≥0 der Form
X(t) =
∫
R
f(t− s) dAs, (1.1)
welche durch einen sogenannten zweiseitig-additiven Prozess A := (At)t∈R ”
angetrieben“
werden. Oft betrachten wir lediglich einen Spezialfall und ersetzen A durch einen zwei-
seitigen Le´vy-Prozess L = (Lt)t∈R. Daher dient dieses Kapitel dazu, additive Prozesse,
Le´vy-Prozesse sowie das vorgestellte stochastische Integral X einzufu¨hren. Bevor daru¨ber
hinaus Eigenschaften solcher stochastischer Prozesse diskutiert und wichtige Spezialfa¨lle
na¨her untersucht werden, bescha¨ftigen wir uns jedoch vorab mit grundlegenden Begriffen
sowie Schreibweisen, von denen im Laufe dieser Arbeit Gebrauch gemacht wird.
Wir gehen zuna¨chst davon aus, dass den hier behandelten stochastischen Prozessen
stets ein geeigneter, filtrierter Wahrscheinlichkeitsraum (Ω,A, (Ft)t∈I , P ) zugrunde liegt.
Unter einem stochastischen Prozess verstehen wir eine Familie von Rd-wertigen Zufalls-
variablen X := (Xt(ω))t∈I , wobei ω aus dem Grundraum Ω stammt und die Indexmenge
I ⊆ R als Zeitbereich des Prozesses gedeutet werden kann. Den Messraum der Prozesse
versehen wir wie u¨blich mit der Borel-σ-Algebra B(Rd). Oft beschra¨nken wir uns auf den
Fall d = 1. Wenngleich der Prozess stets von ω abha¨ngt, verzichten wir im Verlauf der
Arbeit auf die Erwa¨hnung und schreiben X als (Xt)t∈I oder auch (X(t))t∈I . Gleicherma-
ßen verwenden wir die Notation Xt oder auch X(t) und meinen dabei den stochastischen
Prozess X zum Zeitpunkt t ∈ I. In dieser Arbeit wird im Wesentlichen mit den Zeitbe-
reichen I = [0,∞[ bzw. I = N oder auch I = R bzw. I = Z gearbeitet. Im dritten und
vierten Fall spricht man von einem zweiseitigen stochastischen Prozess. Daru¨ber hinaus
nennen wir die Abbildung
I → Rd, t 7→ Xt(ω)
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Pfad des Prozesses X zu einem ω ∈ Ω. Der Prozess wird als fast sicher stetig bezeichnet,
falls die Pfade von X fast sicher stetig sind. Analog sprechen wir von einem RCLL-Prozess
(
”
right continuous with left limits“), falls die Pfade fast sicher rechtsstetig sind und zudem
existierende Grenzwerte von links besitzen.
Bezeichnet das Maß µ speziell ein Wahrscheinlichkeitsmaß, so nennen wir die Funktion
ϕµ : R→ C, ϕµ(y) :=
∫
R
eiyx dµ(x)
charakteristische Funktion von µ. Ferner sprechen wir von der charakteristischen Funktion
ϕY einer Zufallsvariablen Y , wenn die charakteristische Funktion ϕPY der Verteilung PY
von Y gemeint ist. Ferner bezeichnet in diesem Sinne
ϕX(t, y) := ϕXt(y)
die charakteristische Funktion des Prozesses X in y ∈ R zum Zeitpunkt t ∈ I. Zur Vertie-
fung von stochastischen Prozessen und charakteristischen Funktionen empfiehlt sich etwa
das Buch von Bauer (2002).
1.1. Additive Prozesse und Le´vy-Prozesse
In diesem Abschnitt werden einige Ergebnisse aus dem Buch von Sato (1999, Chapter
2, Chapter 4) zusammengefasst. Wie angeku¨ndigt widmen wir uns der
Definition 1.1.1. (Le´vy - Prozesse und additive Prozesse).
Der stochastische Prozess L := (L(t))t≥0 wird Le´vy - Prozess genannt, falls
(i) der Prozess L unabha¨ngige Zuwa¨chse besitzt, das heißt fu¨r alle n ∈ N und
0 ≤ t0 < t1 < . . . < tn sind die Zufallsvariablen L(t0), L(t1) − L(t0), L(t2) −
L(t1), . . . , L(tn)− L(tn−1) unabha¨ngig,
(ii) L(0) = 0 fast sicher gilt,
(iii) der Prozess L stationa¨re Zuwa¨chse besitzt, das heißt die Verteilung von
L(s+ t)− L(s) ha¨ngt fu¨r 0 ≤ s < t nicht von s ab,
(iv) der Prozess L stetig in Wahrscheinlichkeit ist, das heißt fu¨r alle  > 0 und t ≥ 0
gilt
lim
s→t
P (|L(t)− L(s)| > ) = 0,
und
(v) der Prozess L ein RCLL-Prozess ist.
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Ein additiver Prozess A := (A(t))t≥0 ist ein stochastischer Prozess, welcher die Bedin-
gungen (i), (ii) sowie (iv) und (v) erfu¨llt. Verzichtet man bei einem Le´vy-Prozess bzw.
einem additiven Prozess auf Bedingung (v), so spricht man von einem Le´vy-Prozess in
Verteilung bzw. einem additiven Prozess in Verteilung. 
Die Konstruktion von Le´vy-Prozessen (in Verteilung) sowie additiven Prozessen (in
Verteilung), die auch zur Existenzaussage fu¨hrt, la¨sst sich in Sato (1999, Chapter 2) sowie
Sato (1999, Theorem 11.5) nachlesen.
Die Definition der Prozesse zeigt, dass jeder Le´vy-Prozess auch der Klasse additiver
Prozesse angeho¨rt. Wir wollen daher im Folgenden einige wichtige Resultate fu¨r addi-
tive Prozesse zusammenfassen und anschließend das Ergebnis fu¨r den Spezialfall eines
Le´vy-Prozesses ableiten: Eine Charakterisierung von additiven Prozessen mittels ihrer
charakteristischen Funktion liefert die sogenannte Le´vy-Khintchine-Formel :
Theorem 1.1.2.
(i) Es sei A ein additiver Prozess. Dann gibt es genau eine stetige Funktion γ : R+ →
R, eine sowohl stetige als auch monoton wachsende Funktion σ2 : R+ → R+ sowie
ein σ-endliches Maß ν auf der Borel-σ-Algebra von [0,∞)× R mit
ν (B × {0}) = 0, ν ({t} × R) = 0 und∫ ∞
0
∫
R
(1 ∧ y2) ν(dt, dy) <∞ fu¨r alle B ∈ B(R) und t ≥ 0, (1.2)
sodass sich die charakteristische Funktion ϕAt fu¨r alle t ≥ 0 durch
ϕA(t, y) = exp (ψA(t, y)) (1.3)
mit dem charakteristischen Exponenten
ψA(t, y) = iyγ(t)− 1
2
y2σ2(t) +
∫ t
0
∫
R
(
eiyz − 1− iyz1|z|≤1
)
ν(ds, dz)
ergibt.
(ii) Umgekehrt gilt: Es seien γ, σ2 Funktionen wie in (i) und ν ein Maß, welches
(1.2) erfu¨llt, dann existiert ein additiver Prozess (in Verteilung), dessen charak-
teristische Funktion ϕA(·, ·) von der Form (1.3) ist.
Beweis. Siehe Sato (1999, Theorem 9.8). 
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Bemerkungen 1.1.3. Statt der Funktion z 7→ 1|z|≤1 ko¨nnen auch andere, geeignete
Abschneidefunktionen gewa¨hlt werden. Abha¨ngig von der Wahl ergibt sich dadurch eine
andere Funktion γt und andere Darstellung von ψA. Fu¨r weitere Details verweisen wir
erneut auf Sato (1999). 
Fu¨r einen Le´vy-Prozess L besitzt die Le´vy-Khintchine-Formel die folgende Gestalt:
Theorem 1.1.4.
(i) Es sei L ein Le´vy-Prozess. Dann gibt es genau ein γ ∈ R, σ2 ≥ 0 sowie ein Maß
ν, welches die Bedingung
ν ({0}) = 0 und
∫
R
(
x2 ∧ 1) dν(x) <∞ (1.4)
erfu¨llt, sodass sich die charakteristische Funktion ϕLt fu¨r alle t ≥ 0 durch
ϕL(t, y) = exp (t · ψL(y)) (1.5)
mit dem sogenannten charakteristischen Exponenten
ψL(y) = iγy − 1
2
σ2y2 +
∫
R
(
eiyz − 1− iyz1|z|≤1
)
dν(z)
ergibt. Wir nennen daher (γ, σ2, ν) das charakteristische Triplet des Le´vy Pro-
zesses L.
(ii) Umgekehrt gilt: Es seien γ ∈ R, σ2 ≥ 0 und ν ein Maß, welches (1.4) erfu¨llt,
dann existiert ein Le´vy-Prozess (in Verteilung), dessen charakteristische Funktion
ϕL(·, ·) von der Form (1.5) ist.
Beweis. Siehe Sato (1999, Theorem 8.1). 
A¨hnlich wie bei Le´vy-Prozessen wird schließlich also auch ein additiver Prozess durch
die Funktionen γt := γ(t), σ
2
t := σ
2(t) und die eindeutigen Maße νt(B) := ν([0, t]×B) fu¨r
B ∈ B(R) und t ≥ 0 eindeutig identifiziert, weshalb man auch hier von dem charakteris-
tischen Triplet (γt, σ
2
t , νt) des Prozesses A spricht.
Im Gegensatz zu Le´vy-Prozessen sind die additiven Prozesse allerdings jedoch im All-
gemeinen keine Semimartingale. Ein Kriterium, welches additive Prozesse zusa¨tzlich der
Klasse der Semimartingale angeho¨ren la¨sst, findet sich in Sato (2004). Demnach ist ein
additiver Prozess genau dann ein Semimartingal, falls die Funktion γ in Theorem 1.1.2
von endlicher Variation ist. In diesem Sinne spricht man auch von natu¨rlichen additiven
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Prozessen (vgl. Sato, 2006). Im Folgenden nehmen wir fu¨r den Rest der Arbeit an, dass
γ diese Eigenschaft besitzt. Im Hinblick auf das Vorhaben, additive Prozesse zur Model-
lierung von Finanzmarktdaten zu verwenden, stellt dies keine Restriktion dar.
Zum Abschluss dieses Kapitels wird die sogenannte Le´vy-Itoˆ-Zerlegung sowohl fu¨r ad-
ditive Prozesse als auch Le´vy-Prozesse vorgestellt. Sie zeigt, dass sich die betrachteten
Prozesse in einen stetigen Prozess und einen Sprungprozess zerlegen lassen. Hierbei sind
die beiden Komponenten daru¨ber hinaus unabha¨ngig. Wir beginnen vorab mit der fol-
genden Definition: Hierzu sei H :=]0,∞[×R\{0}. Fu¨r At− := lims↑tAs definiert man zu
einem additiven Prozess A das Zufallsmaß
JA(ω,H) := #{s : (s, As(ω)− As−(ω)) ∈ H} (1.6)
fu¨r ein H ∈ B (H). In Sato (1999, Theorem 9.8) zeigt sich, dass durch JA ein sogenann-
tes Poissonsches Zufallsmaß auf dem Messraum (H,B (H)) definiert wird. Mit Hilfe des
Zufallsmaßes JA la¨sst sich schließlich die Le´vy-Itoˆ-Zerlegung formulieren:
Theorem 1.1.5.
(i) Es sei A ein additiver Prozess mit charakteristischem Triplet (γt, σ
2
t , νt) und JA
das Zufallsmaß wie in (1.6). Dann besitzt A fu¨r alle t ≥ 0 die Zerlegung
At = A
(1)
t + A
(2)
t + A
(3)
t .
Hierbei sind A
(1)
t , A
(2)
t und A
(3)
t unabha¨ngige, additive Prozesse. Diese ergeben
sich durch
A
(1)
t = γt und A
(2)
t = Mt,
wobei M := (Mt)t≥0 ein lokales L2-Martingal bezeichnet. Hierbei besitzt A
(1)
t
das charakteristischen Triplet (γt, 0, 0) sowie A
(2)
t das charakteristische Triplet
(0, σ2t , 0). Die Sprungkomponente ist der additive Prozess
A
(3)
t =
∫
(0,t]×{|x|≥1}
x JA(ds, dx) + lim
↓0
∫
(0,t]×{<|x|<1}
x (JA(ds, dx)− ν(ds, dx))
mit dem charakteristischen Triplet (0, 0, νt). Hierbei beschreibt ν das mit den
Maßen νt in Verbindung stehende Maß aus 1.1.2.
Nehmen wir zusa¨tzlich an, dass
∫ t
0
∫
|x|≤1 |x|ν(ds, dx) < ∞ fu¨r alle t ≥ 0 gilt, so
hat A(3) die Gestalt
A
(3)
t =
∫
(0,t]×R
x JA(ds, dx).
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In diesem Fall besitzt A(3) die charakteristische Funktion
ϕA(3)(t, y) = exp
(∫
(0,t]×R
(
eiyx − 1) ν(ds, dx)) .
(ii) Es sei L ein Le´vy-Prozess mit charakteristischem Triplet (γ, σ2, ν) wie in Theo-
rem 1.1.4. Dann vereinfacht sich obige Zerlegung zu
Lt =γt+ σBt +
∫
(0,t]×{|x|≥1}
x JL(ds, dx)
+ lim
↓0
∫
(0,t]×{<|x|<1}
x (JL(ds, dx)− ν(dx)ds) .
Hierbei beschreibt JL das Zufallsmaß (1.6) des Le´vy-Prozesses L sowie B =
(Bt)t≥0 eine Brownsche Bewegung.
Beweis. Siehe Sato (1999, Theorem 19.2 und Theorem 19.3). 
Ein wichtiges Beispiel dieser Arbeit ist der folgende Le´vy-Prozess:
Beispiel 1.1.6. [NIG - Prozess]
Fu¨r µ ∈ R, α > 0, β ∈ (−α, α), δ > 0 sowie γ := √α2 − β2 seien X und Y Zufallsvaria-
blen, sodass Y einer inversen Gauß-Verteilung IG(δ, γ) sowie die bedingte Zufallsvariable
X|(Y = y) einer NormalverteilungN (µ+βy, y) gehorche. Die resultierende Verteilung der
unbedingten Zufallsvariablen X mit dieser Eigenschaft wird derweil als Normal-Inverse-
Gauß-Verteilung (kurz: NIG(α, β, µ, δ)-Verteilung) bezeichnet (fu¨r mehr Details vgl. etwa
Barndorff-Nielsen, 1997a). Da sich mit Hilfe der Verteilung eine Faltungshalbgruppe der
Form (
µt := NIG(α, β, tµ, tδ)
)
t≥0
definieren la¨sst, kann diese zur Konstruktion eines Le´vy-Prozesses L, dem sogenannten
NIG-Prozess, genutzt werden. Neben der U¨bergangsdichte und der Momente lassen sich
fu¨r diesen auch das charakteristische Triplet (γ, 0, ν) explizit angeben. Dieses ist von der
Form
γ =
2
pi
δα
∫ 1
0
sinh(βx) · K1(αx) dx,
ν(dx) =
δα
pi
· |x|−1 · exp(βx) · K1(α|x|) dx.
Hierbei bezeichnet K1(·) eine modifizierte Bessel-Funktion dritter Ordnung mit
Index 1. Wa¨hrend durch den Parameter α das Tail-Verhalten der Verteilung gesteuert
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werden kann, wird mit Hilfe von β
”
die Schiefe“ kalibriert. Ferner wird die Verteilung
durch µ lokalisiert und δ skaliert. 
Ein spezieller additiver Prozess, der sogenannte zeitinhomogene Poisson-Prozess, wird
in Beispiel 1.3.4 beschrieben. Auf der Suche nach weiteren Beispielen solcher Prozesse wird
man etwa in den Bu¨chern von Benth, Benth und Koekebakker (2008) oder auch Cont und
Tankov (2004) fu¨ndig.
Der Fokus richtet sich nun auf die Konstruktion des stochastischen Integrals:
1.2. Verallgemeinerte Moving-Average Prozesse
Ein stochastischer Prozess der Form∫ t
0
f(s) dAs
mit einer deterministischen und zudem beschra¨nkten, stetigen Funktion f : R → R kann
als klassisches Itoˆ-Integral aufgefasst werden, wenn wir annehmen, dass A der Klasse der
Semimartingale angeho¨rt. Zur Einfu¨hrung des stochastischen Integrals der Form
X(t) =
∫
R
f(t− s) dAs, (1.7)
in dem A einen geeigneten additiven Prozess bezeichnet, kann durch obigen Integralbegriff
nicht beschrieben werden, sodass ein alternativer Weg beschritten werden muss. Dies liegt
etwa daran, dass wir u¨ber die reelle Achse integrieren mo¨chten.
Beschra¨nkt man sich in der Klasse der Integratoren auf spezielle Le´vy-Prozese mit einem
endlichen zweiten Moment sowie Funktionen f ∈ L2(R), so fu¨hrt ein mo¨glicher Weg der
Definition hierbei ebenso u¨ber die L2-Theorie stochastischer Integration. Eine Basis hier-
zu legte etwa Marquard (2006) durch den Nachweis einer geeigneten L2-Isometrie. Wir
fu¨hren das Integral (1.7) jedoch
”
direkt“ im Sinne von Rajput und Rosinski (1989) ein.
Ein großer Vorteil dieser Herangehensweise ist dabei, dass sich das stochastische Integral
fu¨r eine sehr breite Klasse von Funktionen f und additive Prozesse A definieren la¨sst. Zu-
dem bietet dieser Weg den Vorzug, dass die charakteristische Funktion ϕXt des Prozesses
(1.7) unmittelbar aus dem verwendeten Definition des Integrals abgeleitet werden kann.
Zur Konstruktion richtet sich daher unser Augenmerk auf einen Integralbegriff von
Rajput und Rosinski (1989) fu¨r eine deterministische Funktion als Integranden sowie ein
sogenanntes unendlich teilbares, unabha¨ngig gestreutes Zufallsmaß als Integrator, welches
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mit einem additiven Prozess (in Verteilung) assoziiert werden kann. Dieses Zufallsmaß
gilt es zuna¨chst zu definieren:
Definition 1.2.1. (Unendlich teilbares, unabha¨ngig gestreutes Zufallsmaß).
Es bezeichne Bb(R) den δ-Ring aller beschra¨nkten Mengen aus B(R). Eine Familie von R-
wertigen Zufallsvariablen {Λ(B) : B ∈ Bb(R)}, welche auf einem Wahrscheinlichkeitsraum
(Ω,A, P ) definiert seien, wird unendlich teilbares, unabha¨ngig gestreutes Zufallsmaß auf
(R,Bb(R)) genannt, falls
(i) fu¨r jedes B ∈ Bb(R) die Zufallsvariable Λ(B) unendlich teilbar ist,
(ii) fu¨r jedes n ∈ N und alle disjunkten Mengen B1, . . . , Bn ∈ Bb(R) die Zufallsvaria-
blen Λ(B1), . . . ,Λ(Bn) unabha¨ngig sind und
(iii) fu¨r eine Folge disjunkter Mengen (Bi)i∈N ⊂ Bb(R) mit
⋃∞
i=1Bi ∈ Bb(R) die Reihe∑∞
i=1 Λ(Bi) fast sicher konvergiert sowie die Identita¨t
∞∑
i=1
Λ(Bi) = Λ
( ∞⋃
i=1
Bi
)
fast sicher erfu¨llt. 
Da fu¨r B ∈ Bb(R) durch Λ(B) eine Zufallsvariable definiert wird, deren Verteilung
unendlich teilbar ist, kann die charakteristische Funktion von Λ(B) ermittelt werden.
Nach Rajput und Rosinski (1989) ist diese fu¨r B ∈ Bb(R) von der Form
ϕΛ(B)(y) = exp
(
iyν0(B)− 1
2
y2ν1(B) +
∫
B×R
(
eiyz − 1− iz1|z|<1
)
ν(ds, dz)
)
. (1.8)
Hierbei beschreiben ν0 : Bb(R)→ R ein endliches, signiertes Maß, ν1 : Bb(R)→ [0,∞[ ein
endliches Maß sowie ν ein Intensita¨tsmaß mit den Eigenschaften von (1.2). Nach Rajput
und Rosinski (1989, Proposition 2.1) werden diese Maße eindeutig durch Λ festgelegt. Fu¨r
B =]0, t] ∈ Bb(R) definieren wir zur Einordnung in den vorherigen Kontext die Funktionen
γ : R+ → R und σ2 : R+ → R+ mit Hilfe der endlichen Maße ν0 und ν1 durch
γ(t) :=ν0
(
]0, t]
)
und
σ2(t) :=ν1
(
]0, t]
) (1.9)
und erkennen auf diese Weise einen Zusammenhang zur Le´vy-Khintchine-Formel fu¨r ad-
ditive Prozesse 1.1.2. Diese Beziehung wird nun na¨her untersucht: Vorab richten wir den
Blick kurz zuru¨ck auf das Integral (1.1). Um eine Integration u¨ber die gesamte reelle Ach-
se zu ermo¨glichen, mu¨ssen additive Prozesse auf der reellen Zeitachse sinnvoll fortgesetzt
werden. Dies geschieht wie folgt:
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Definition 1.2.2. (Zweiseitig-additive Prozesse und zweitseitige Le´vy-Prozesse).
Es seien A(1) und A(2) zwei unabha¨ngigen Kopien eines additiven Prozesses A˜. Der
zweiseitig-additive Prozess A zum Zeitpunkt t ∈ R wird definiert durch
A(t) :=
 A(1)(t), falls t ≥ 0,−A(2)(−t-) falls t < 0.
Analog definiert man einen zweiseitigen Le´vy-Prozess. 
Der Prozess A wird gewissermaßen im Ursprung gespiegelt. Im weiteren Verlauf der
Arbeit wird A := (A(t))t∈R stets als zweiseitig-additiver Prozess beziehungsweise L =
(L(t))t∈R als zweiseitiger Le´vy-Prozess aufgefasst. Der Zusammenhang von (zweiseitig-)
additiven Prozessen mit unendlich teilbaren, unabha¨ngig gestreuten Zufallsmaßen zeigt
sich etwa in Sato (2004, Theorem 3.2). Demnach wird durch
Λ
(
]t1, t2]
)
:= A(t2)− A(t1) fu¨r t1, t2 ∈ R mit t1 < t2 (1.10)
ein unendlich teilbares, unabha¨ngig gestreutes Zufallsmaß definiert. Der Integralbegriff
von Rajput und Rosinski (1989) kann daher zur Definition von stochastischen Integralen
(1.1) genutzt werden. Im erwa¨hnten Artikel betrachten die Autoren fu¨r eine messbare
Funktion K(·, ·) : R+×R→ R und Z := (Z(t))t≥0 den stochastischen Prozess der Gestalt
Zt :=
∫
R
K(t, s) dAs, (1.11)
wobei A einen zweiseitig-additiven Prozess beschreibe, welcher auch treibender Prozess
genannt wird. Um als Grundlage einen Integralbegriff (1.11) fu¨r eine Kernfunktion K(·, ·)
zu erhalten, fu¨hren wir das Integral in dieser Form ein. Nach der Definition des Integrals
konstruieren wir mit Hilfe einer geeigneten Funktion f : R→ R eine spezielle Kernfunktion
K(·, ·) wie in (1.7) und reduzieren weitere U¨berlegungen auf diesen Spezialfall. Bevor wir
uns der Konstruktionsidee des stochastischen Integrals widmen, definieren wir vorab das
auf B(R) fortgesetzte, sogenannte Kontrollmaß
ρ : B(R)→ [0,∞[, ρ(B) = |ν0(B)|+ ν1(B) +
∫
B×R
(1 ∧ z2) ν(ds, dz),
wobei ν0, ν1 und ν die Maße aus (1.8) bezeichnen. Es zeigt sich, dass durch ρ ein σ-
endliches Maß definiert wird. Wird das Zufallsmaß Λ in (1.10) durch einen Le´vy-Prozess
definiert, so ist ρ ein skalares Vielfaches des Lebesgue-Maßes (siehe dazu etwa Basse und
Pedersen, 2009).
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Definition 1.2.3. (Konstruktion des stochastischen Integrals).
Es sei Z ein Prozess der Gestalt (1.11) und Λ das durch den treibenden Prozess A in
(1.10) definierte Zufallsmaß. Dann definiert man das stochastische Integral (1.11) durch∫
R
K(t, s) dAs :=
∫
R
K(t, s)Λ(ds),
wobei wir das zweite Integral wie folgt konstruieren:
(i) Fu¨r n ∈ N und die disjunkten Mengen B1, . . . , Bn ∈ Bb(R) sei K(t, ·) fu¨r ein
t ∈ R eine Treppenfunktion der Form
K(t, s) =
n∑
k=1
ck1Bk(s)
mit c1, . . . , cn ∈ R. In diesem Szenario definieren wir fu¨r B ∈ B(R) das Integral
durch ∫
B
K(t, s)Λ(ds) :=
n∑
k=1
ck Λ(Bk ∩B).
(ii) Fu¨r t ∈ R sei nun K(t, ·) eine messbare Funktion. Ferner nehmen wir an, dass
fu¨r t ∈ R eine Folge von Treppenfunktionen (Kn(t, ·))n∈N existiere, sodass
• die Folge (Kn(t, ·))n∈N fu¨r n→∞ fast u¨berall bezu¨glich des Kontrollmaßes
ρ auf (R,B(R)) gegen K(t, ·) konvergiere und
• fu¨r jedes B ∈ B(R) die Folge (∫RKn(t, s)Λ(ds))n∈N fu¨r n → ∞ in Wahr-
scheinlichkeit konvergiere.
Sind beide Bedingungen fu¨r K(t, ·) erfu¨llt, so nennen wir K(t, ·) Λ-integrierbar
und definieren:∫
R
K(t, s)dΛ(ds) := P − lim
n→∞
∫
R
Kn(t, s)Λ(ds).
Es gilt zu beachten, dass der Grenzwert nicht von der speziellen Wahl der appro-
ximierenden Folge (Kn(t, ·))n∈N abha¨ngt und daher wohldefiniert ist (vgl. Rajput
und Rosinski, 1989). 
In dieser Arbeit beschra¨nken wir uns ausschließlich auf den folgenden Spezialfall des
Integrals (1.11):
Definition 1.2.4. (Zeitstetige Moving-Average Prozesse).
Es sei f : R→ R eine messbare Funktion sowie
K(t, s) := f(t− s),
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die aus f konstruierte Funktion K(·, ·) : R+×R→ R. Existiert der resultierende Prozess
X = (Xt)t≥0 (1.1) der Form
Xt :=
∫
R
f(t− s) dAs
im Sinne obiger Konstruktion, so wird dieser als verallgemeinerter, zweiseitiger Moving-
Average Prozess bezeichnet. Ist A ein Le´vy-Prozess, so wird X Le´vy-getriebener, zwei-
seitiger Moving-Average Prozess genannt. Geht man zusa¨tzlich davon aus, dass f(x) = 0
fu¨r alle x < 0 gilt, so verzichtet man jeweils auf den Begriff
”
zweiseitig“. In diesem Fall
spricht man auch von einem
”
einseitigen“ Prozess. 
Eine direkte Konstruktion der approximierenden Treppenfunktionen ist in der Praxis
sehr aufwa¨ndig. Glu¨cklicherweise ist dies dank Theorem 2.7 in Rajput und Rosinski (1989)
nicht notwendig, in dem Bedingungen an die Kernfunktion f sowie das Triplet (γt, σ
2
t , νt)
des treibenden Prozesses A entwickelt werden, welche die Existenz des Integrals im obigen
Sinne garantieren. In unserer Sprechweise liefert das Theorem:
Satz 1.2.5 (Allgemeiner Existenzsatz). Es seien f : R → R und X := (Xt)t≥0 ein
stochastischer Prozess der Form
Xt :=
∫
R
f(t− s) dAs,
wobei A den sogenannten treibenden (natu¨rlichen, zweiseitig-) additiven Prozess A mit
charakteristischem Triplet (γt, σ
2
t , νt) beschreibe. Dann existiert das stochastische Integral
X genau dann, wenn die Bedingungen
(i)
∫
R
|f(t− s)| dγ(s) +
∫
R
∫
R
|f(t− s)z (1|zf(t−s)|≤1(z)− 1|z|≤1(z)) | ν(ds, dz) <∞,
(ii)
∫
R
|f(t− s)|2 dσ2(s) <∞,
(iii)
∫
R
∫
R
min
(|zf(t− s)|2, 1) ν(ds, dz) <∞
fu¨r t ∈ R erfu¨llt sind.
Beweis. Siehe Rajput und Rosinski (1989, Theorem 2.7). 
Man bemerke, dass die Integrale in (i) und (ii) bezu¨glich der Funktionen γ, wel-
che nach Voraussetzung von endlicher Variation ist, und der monotonen Funktion σ2 als
Stieltjes-Integrale aufgefasst werden ko¨nnen. Die Existenzbedingungen des stochastischen
Integrals ergeben sich dabei maßgeblich aus der Herleitung der charakteristischen Funk-
tion des Prozesses Z:
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Satz 1.2.6. Falls X := (Xt)t≥0 die Existenzbedingungen aus Satz 1.2.5 erfu¨llt, so
besitzt die charakteristische Funktion von X in Abha¨ngigkeit von der Zeit t ≥ 0 die Dar-
stellung
ϕX(t, y) = exp
(
ψX(t, y)
)
mit dem charakteristischen Exponenten:
ψX(t, y) =iy
∫
R
f(t− s)dγ(s)− 1
2
y2
∫
R
f(t− s)2dσ2(s)
+
∫
R
∫
R
(eiyzf(t−s) − 1− iyzf(t− s) · 1|z|≤1) ν(ds, dz).
Beweis. Siehe Rajput und Rosinski (1989). 
Bemerkung 1.2.7. Wird der Prozess X von einem Le´vy-Prozess mit charakteris-
tischem Triplet (γ, σ2, ν) angetrieben, so vereinfacht sich der charakteristische Exponent
von X zum Zeitpunkt t ≥ 0 zu:
ψX(t, y) = γ · iy
∫
R
f(t− s)ds− σ2 · 1
2
y2
∫
R
f(t− s)2ds
+
∫
R
∫
R
(eiyzf(t−s) − 1− iyzf(t− s) · 1|z|≤1) ν(dz)ds
=
∫
R
ψL (yf(t− s)) ds,
wobei ψL den charakteristischen Exponenten des Le´vy-Prozess L aus Theorem 1.1.4 be-
zeichnet. 
Hieraus ergibt sich, dass auch Xt fu¨r jedes t ≥ 0 eine unendlich teilbare Verteilung
mit den Charakteristiken (
γf (t), σ
2
f (t), ν
t
f
)
besitzt, wobei
γf (t) =
∫
R
f(t− s)dγ(s) +
∫
R
∫
R
|zf(t− s)(1|zf(t−s)|≤1(z)− 1|z|≤1(z)) ν(ds, dz),
σ2f (t) =
∫
R
f(t− s)2dσ2(s), (1.12)
νtf (B) = ν
({(s, z) ∈ R2 : zf(t− s) ∈ B \ {0}}) fu¨r t ≥ 0 und B ∈ B(R).
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In vielerlei Situationen, etwa zur Bestimmung der Dynamiken von verallgemeinerten
Moving-Average Prozessen, erweist sich das folgende Resultat als hilfreich:
Lemma 1.2.8. Fu¨r eine Funktion f : R→ R sei
Xt :=
∫ t
−∞
f(t− s) dAs
ein verallgemeinerter Moving-Average Prozess. Ferner sei |f(0)| <∞ und f absolut stetig,
das heißt zu f existiert eine Funktion f ′, sodass
f(t)− f(s) =
∫ t
s
f ′(u) du
gilt. Falls zusa¨tzlich ∫ t
−∞
f ′(t− s) dAs
existiert im Sinne von Satz 1.2.5 und f ′ quadratintegrierbar ist, so gilt
dXt =
(∫ t
−∞
f ′(t− s)dAs
)
dt + f(0)dA(t). (1.13)
Beweis. Der Prozess X(t) la¨sst sich zuna¨chst zerlegen in
X(t) =
∫ 0
−∞
f(t− s)dAs +
∫ t
0
f(t− s)dAs. (1.14)
Unter Verwendung der Absolutstetigkeit der Funktion erha¨lt man die Existenz einer Funk-
tion f ′, sodass
f(t− s)− f(−s) =
∫ t
0
f ′(u− s)du.
Mit dieser U¨berlegung besitzt das erste der beiden obigen Integrale in (1.14) sowie mit
Hilfe des Fubini-Theorems fu¨r stochastische Integrale wie in Barndorff-Nielsen und Basse-
O’Connor (2011, Theorem 3.1) die Gestalt∫ 0
−∞
f(t− s)dAs =
∫ 0
−∞
(∫ t
0
f ′(u− s) du
)
dAs +
∫ 0
−∞
f(−s)dAs
=
∫ t
0
(∫ 0
−∞
f ′(u− s)dAs
)
du+X(0).
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Fu¨r das zweite Integral in (1.14) fu¨hren die gleichen Argumente zu∫ t
0
f(t− s)dAs =
∫ t
0
(f(t− s)− f(s− s))dAs +
∫ t
0
f(0)dAs
=
∫ t
0
(∫ t
s
f ′(u− s)du
)
dAs + f(0)(A(t)− A(0))
=
∫ t
0
(∫ u
0
f ′(u− s)dAs
)
du+ f(0)A(t).
Daraus ergibt sich zusammen
X(t) = X(0) +
∫ t
0
(∫ u
−∞
f ′(u− s)dAs
)
du+ f(0)A(t) (1.15)
und schließlich obige Behauptung. 
Im Folgenden werden Le´vy-getriebene Moving-Average Prozesse na¨her untersucht.
Zuna¨chst ko¨nnen wir die folgende Beobachtung machen:
Lemma 1.2.9. Es sei X ein Le´vy-getriebener Moving-Avarage Prozess, dann ist X
ein stationa¨rer Prozess.
Beweis. Dies folgt unmittelbar aus der Gestalt der charakteristischen Funktion ϕX
in Bemerkung 1.2.7. 
Abschließend werfen wir einen Blick auf die Momente und die Abha¨ngigkeitsstruktur
von Le´vy-getriebenen Moving-Average Prozessen. Es wird sich dabei etwa zeigen, dass
die konstruierten Prozesse eine Abha¨ngigkeitsstruktur aufweisen, welche durch die Kern-
funktion f gesteuert werden kann.
Korollar 1.2.10 (Momente des Le´vy-getriebene Moving-Average Prozesses). Es sei
Xt :=
∫ t
−∞
f(t− s) dLs
ein Le´vy-getriebener Moving-Average Prozess mit f ∈ L1(R+)∩L2(R+). Ferner bezeichne
µk := E
(
Lk1
)
das k-te Moment und V := Var (L1) <∞ die Varianz von L. Dann gilt:
(i) Fu¨r die ersten beiden Momente ergibt sich
E (Xt) =µ1
∫ ∞
0
f(x) dx, (1.16)
E
(
X2t
)
=V
∫ ∞
0
f(x)2 dx+ E(Xt)
2 (1.17)
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und schließlich
Var(Xt) = V
∫ ∞
0
f(x)2dx. (1.18)
(ii) Es sei zusa¨tzlich µ3 <∞ sowie f ∈ L3(R+). Dann gilt
E
(
X3t
)
= η3
∫ ∞
0
f(x)3dx− 2E (Xt)3 + 3E (Xt) E
(
X2t
)
, (1.19)
wobei sich η3 durch
η3 =
∫
x3ν(dx) = µ3 − 3µ1µ2 − 4µ31
ergibt.
(iii) Es sei µ4 <∞ und zusa¨tzlich f ∈ L3(R+) ∩ L4(R+). Dann ergibt sich das vierte
Moment durch
E
(
X4t
)
= η4
∫ ∞
0
f(x)4dx+ 4E(Xt) · η3
∫ ∞
0
f(x)3dx− 2E (Xt)4 + E
(
X2t
)2
,
(1.20)
wobei sich η4 mittels
η4 =
∫
x4ν(dx) = µ4 − 4µ1µ3 + 6µ41 − 3µ22
berechnen la¨sst.
(iv) Es sei Yt :=
∫ t
−∞ g(t − s)dLs ein weiterer, durch den Le´vy-Prozess L getriebe-
ner Moving-Average Prozess mit g ∈ L1(R+) ∩ L2(R+). Dann ergibt sich die
Kovarianzstruktur der Prozesse X und Y fu¨r u ≥ t ≥ 0 durch
Cov(Xu, Yt) = V
∫ ∞
0
f(u− t+ x) g(x) dx (1.21)
und schließlich die Korrelation als
Corr(Xu, Yt) =
∫∞
0
f(u− t+ x)g(x) dx√∫∞
0
f(x)2dx
√∫∞
0
g(x)2dx
. (1.22)
Beweis. Unter den obigen Annahmen existiert der Prozess X, was sich im spa¨teren
Verlauf der Arbeit in Lemma 1.3.3 sowie 1.3.4 zeigt.
Die Momente des Prozesses X berechnet man mit Hilfe der charakteristischen Funktion
des Le´vy-Prozesses, welche nach 1.1.4 von der Form ϕL(1)(y) = exp
(
ψL(y)
)
mit dem
charakteristischen Exponenten
ψL(y) = iyγ − y
2
2
σ2 +
∫
R
(
eiyx − 1− iyx1|x|≤1
)
ν(dx) ist.
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Die charakteristische Funktion von Xt ergibt sich daraus unter Verwendung von Satz 1.2.6
zusammen mit Bemerkung 1.2.7 durch ϕX1(y) = exp(c(y)) mit
c(y) :=
∫
ψL(yf(t− s))ds. Fu¨r die ersten Momente verwenden wir
E(Xt) =
1
i
ϕ
(1)
X1
(0) =
1
i
(
c(1)(0)
)
und
E(X2t ) =− ϕ(2)X1(0) = −
(
c(2)(0) + (c(1)(0))2
)
.
Die bekannte Formel Var(Xt) = E(X
2
t ) − (E(Xt))2 liefert schließlich das gewu¨nschte
Resultat fu¨r die Varianz. Das dritte und vierte Momente ergibt sich mit Hilfe der Formeln
E(X3t ) = iϕ
(3)
X1
(0) = i
(
c(3)(0) + 3c(1)(0)c(2)(0) + (c(1)(0))3
)
sowie
E(X4t ) = ϕ
(4)
X1
(0) =
(
c(4)(0) + 4c(1)(0) · c(3)(0) + 3c(2)(0) + 6(c(1)(0))2 · c(2)(0) + c(1)(0)4) .
Hier bezeichnen ϕ
(j)
X1
bzw. c(j) die j-ten Ableitungen der Funktionen ϕX1 bzw. c. Die
Berechnung dieser und ein iteratives Auflo¨sen fu¨hren schließlich zu obigen Ergebnissen.
Zur Ermittlung der Kovarianz Cov(Xu, Yt) wird die Formel
Cov(Xu, Yt) =
1
2
(
E
[
X2u
]
+ E
[
Y 2t
]− E [(Xu − Yt)2])− E [Xu]E [Yt] (1.23)
benutzt. Hierzu wird der Zuwachs Xu − Yt als
Xu − Yt =
∫ u
−∞
(
f(u− s)− g(t− s)1]−∞,t](s)
)
dLs
dargestellt. Mit Hilfe von (1.17) beobachtet man
E[(Xu − Yt)2] =V
∫ u
−∞
(
f(u− s)− g(t− s)1]−∞,t](s)
)2
ds+ (E[Xu − Yt])2
=V ·
(∫ u
−∞
(f(u− s))2ds+
∫ t
−∞
(g(t− s))2ds− 2
∫ t
−∞
f(u− s)g(t− s)ds
)
+ (E[Xu − Yt])2
=− 2V
∫ t
−∞
f(u− s)g(t− s)ds+ Var(Xu) + Var(Yt) + (E[Xu − Yt])2 .
Setzt man dies in (1.23) ein, so erha¨lt man
Cov(Yu, Xt) = V
∫ t
−∞
f(u− s)g(t− s) ds.
Die Substitution x := t− s liefert die Behauptung. 
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1.3. Oszillierende Ornstein-Uhlenbeck Prozesse
Die in diesem Abschnitt vorgestellten Ergebnisse finden sich ebenso im Artikel
”
Os-
cillating Ornstein-Uhlenbeck processes and modelling of electricity prices“ von Kobe und
Woerner (2015). Das eingefu¨hrte stochastische Integral wird nun konkretisiert:
Definition 1.3.1. (Oszillierende Ornstein-Uhlenbeck Prozesse).
Es seien
X(t) :=
∫ t
−∞
sin (a(t− s)) e−λ(t−s)dAs,
Y (t) :=
∫ t
−∞
cos (a(t− s)) e−λ(t−s)dAs
mit a, t ≥ 0 und λ > 0 sowie einem zweiseitig-additiven Prozess A, sodass die obigen sto-
chastischen Integrale existieren. Die zeitstetigen Moving-Average Prozesse X := (Xt)t≥0
und Y := (Yt)t≥0 werden oszillierende Ornstein-Uhlenbeck Prozesse genannt. Dabei wird
X als Sinus-oszillierender-Ornstein-Uhlenbeck-Prozess (oder kurz:
”
Sinus-OOU-Prozess“)
bzw. Y als Kosinus-oszillierender-Ornstein-Uhlenbeck-Prozess (oder kurz:
”
Kosinus-OOU-Prozess“) bezeichnet. Die Kernfunktionen der beiden Prozesse X und Y
nennen wir f : R→ R und g : R→ R, wobei
f(x) := sin (ax) e−λx · 1[0,∞[(x) und
g(x) := cos (ax) e−λx · 1[0,∞[(x).

Die Namensgebung der oszillierenden Ornstein-Uhlenbeck-Prozesse ist dabei an einen
klassischen Ornstein-Uhlenbeck-Prozess (oder kurz:
”
OUP“) angelehnt, den wir wie folgt
auffassen:
Bemerkungen 1.3.2. Ein Ornstein-Uhlenbeck-Prozess Z := (Zt)t≥0 ist ein zeitste-
tiger Moving-Average Prozess von der Form
Z(t) :=
∫ t
−∞
e−λ(t−s)dAs
mit einem zweiseitig-additiven Prozess A und λ > 0, sodass obiges Integral existiert. Die
dort verwendete Kernfunktion h : R→ R besitzt folglich die Gestalt
h(x) := e−λx · 1[0,∞[(x).
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Im Folgenden verwenden wir weiterhin Z bzw. h und meinen damit den obigen Prozess
bzw. die obige Funktion. Es gilt dabei zu bemerken, dass Z ein Spezialfall des oszillieren-
den Ornstein-Uhlenbeck-Prozesses Y fu¨r a = 0 ist. 
Wa¨hrend die Existenz eines klassischen Ornstein-Uhlenbeck-Prozesses fu¨r einen trei-
benden Le´vy-Prozess gekla¨rt ist (vgl. etwa Schnurr und Woerner, 2011), gilt es sich nun
der Diskussion zu widmen, unter welchen Voraussetzungen die stochastischen Prozesse X
und Y existieren. Hierbei implizieren die folgenden U¨berlegungen ebenso die Existenz des
Ornstein-Uhlenbeck-Prozesses Z. Es wird sich schließlich herausstellen, dass die Beschaf-
fenheit des charakteristischen Triplets des zugrunde gelegten additiven Prozesses dabei
eine entscheidende Rolle spielt:
Lemma 1.3.3 (Existenz oszillierender Ornstein-Uhlenbeck Prozesse).
Es seien X der Sinus-OOU-Prozess mit der Kernfunktion f sowie Y der Kosinus-OOU-
Prozess mit der Kernfunktion g. Ferner sei der treibende Prozess A ein zweiseitig-additiver
Prozess mit dem charakteristischen Triplet (γt, σ
2
t , νt).
Der Prozess X existiert im Sinne von 1.2.5, falls die Bedingungen
(a)
∫ t
−∞
|f(t− s)| dγ(s) < ∞, (b)
∫ t
−∞
|f(t− s)|2 dσ2(s) < ∞
sowie
(c)
∫ t
−∞
∫
|z|>1
e−λ(t−s)|z| ν(ds, dz) < ∞
erfu¨llt sind. Dabei beschreibt ν das mit νt in Verbindung stehende Maß. Der Prozess Y
existiert, falls obige Bedingungen analog fu¨r die Kernfunktion g nachweisbar sind.
Beweis. Es gilt die Bedingungen (i)−(iii) aus dem Existenzsatz 1.2.5 zu u¨berpru¨fen.
Zu (i): Fu¨r X gilt∫ t
−∞
∫
R
|f(t− s)z (1|zf(t−s)|≤1(z)− 1|z|≤1(z)) | ν(ds, dz)
≤
∫ t
−∞
∫
R
e−λ(t−s)|z|(1|z sin(a(t−s)|≤exp(λ(t−s))(z)− 1|z|≤1(z))ν(ds, dz)
≤
∫ t
−∞
∫
|z|>1
e−λ(t−s)|z| ν(ds, dz) <∞.
Zusammen mit (a) folgt Bedingung (i). Der Nachweis fu¨r den Prozess Y funktioniert ana-
log.
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Zu (ii): Die nachzuweisende Bedingung stimmt mit (b) u¨berein.
Zu (iii): Die Bedingung wird fu¨r Xt + Yt nachgewiesen. Daraus la¨sst sich schließlich die
gewu¨nschte Existenz der einzelnen Integrale folgern. Hierzu beobachtet man∫ t
−∞
∫
R
min
(|zf(t− s)|2, 1) ν(ds, dz) + ∫ t
−∞
∫
R
min
(|zg(t− s)|2, 1) ν(ds, dz)
≤
∫ t
−∞
∫
R
min
(
|ze−λ(t−s)|2 (sin(a(t− s))2 + cos(a(t− s))2) , 2) ν(ds, dz) <∞.

Es stellt sich schließlich die Frage, in welchen Situationen obige Bedingungen nach-
weisbar sind. Dazu dienen die folgenden
Beispiele und Bemerkungen 1.3.4.
Es seien X der Sinus-OOU-Prozess mit der Kernfunktion f sowie Y der Kosinus-OOU-
Prozess mit der Kernfunktion g.
1. Es gilt f, g ∈ Ln(R) fu¨r alle n ∈ N, denn∫ ∞
−∞
|f(x)|n dx ≤
∫ ∞
0
e−λxn dx =
1
λn
<∞,∫ ∞
−∞
|g(x)|n dx ≤
∫ ∞
0
e−λxn dx =
1
λn
<∞.
2. Es sei A ein zweiseitig-additiver Prozess mit dem charakteristischen Triplet
(γt, σ
2
t , νt). Ferner seien γt und σ
2
t differenzierbar mit |γ′(t)| < C1 und |σ2
′
(t)| <
C2 fu¨r alle t ∈ R und C1, C2 > 0. Dann sind die Bedingungen (a) und (b) aus
Lemma 1.3.3 erfu¨llt, denn es gilt∫ t
−∞
|f(t− s)|dγ(s) ≤ C1
∫ ∞
0
| sin (ax) e−λx|dx <∞,∫ t
−∞
|f(t− s)|2dσ2(s) ≤ C2
∫ ∞
0
| sin (ax) e−λx|2dx <∞.
Eine analoge Vorgehensweise fu¨hrt zum Nachweis fu¨r den Prozess Y .
3. Es sei A ein Le´vy-Prozess L mit charakteristischem Triplet (γ, σ, ν). Das heißt in
obiger Sprechweise ist L ein additiver Prozess mit
γ(t) = tγ, σ2(t) = tσ2, ν˜(dt, dz) = ν(dz)dt.
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Dann lassen sich die Existenzbedingungen (i) und (ii) des Lemmas 1.3.3 fu¨r X
und Y direkt aus 1.3.4.2 folgern. Abschließend beobachtet man, dass Bedingung
(iii) fu¨r ν(dt, dz) = ν(dz)dt jener eines Le´vy-getriebenen Ornstein-Uhlenbeck-
Prozess gleicht. Diese ist nach Schnurr und Woerner (2011) erfu¨llt, falls das
Le´vy-Maß ν die Bedingung∫
|z|>1
log(|z|) ν(dz) <∞
erfu¨llt. Unter dieser Annahme sind Le´vy-getriebenen Prozesse X und Y folglich
wohldefiniert.
4. Ein wichtiges Beispiel eines additiven Prozesses sind die sogenannten zeitinho-
mogenen, zusammengesetzten Poisson-Prozesse
At :=
N(t)∑
i=1
ξi.
Hierbei sei (ξi)i∈N eine Folge unabha¨ngig identisch verteilter Zufallsvariablen mit
E(ξ1) < ∞, welche die Spru¨nge des Prozesses modellieren. Ferner sei N(t) ein
von der Zeit t ≥ 0 abha¨ngiger Poisson-Prozess. Die mit einem solchen Prozess
assoziierte
”
Intensita¨t“ ist eine beschra¨nkte Funktion ρ : R → R+. Das charak-
teristische Triplet des Prozesses At ergibt sich hier als (0, 0, ν) mit
ν(ds, dz) = ρ(s)Fξ1(dz)ds,
wobei Fξ1 die Verteilungsfunktion der Zufallsvariablen ξ1 bezeichne. In diesem
Szenario existieren die stochastischen Integrale Xt und Yt mit Integrator At fu¨r
jedes t ≥ 0, denn: Wa¨hrend die Bedingungen (i) und (ii) aus Lemmas 1.3.3
offenbar erfu¨llt sind, la¨sst sich die letzte Bedingung (iii) ebenso mit Hilfe der
U¨berlegung ∣∣∣∣ ∫ t−∞
∫
|z|≥1
e−λ(t−s)|z| ν(ds, dz)
∣∣∣∣
≤
∫ t
−∞
∫
|z|≥1
e−λ(t−s)|z| |ρ(s)|Fξ1(dz)ds
≤ sup
s∈R
|ρ(s)|
∫ t
−∞
e−λ(t−s) ds
∫
|z|≥1
|z|Fξ1(dz)︸ ︷︷ ︸
<∞, denn E(ξ1) < ∞
<∞
nachweisen. 
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Wie beim
”
klassischen Ornstein-Uhlenbeck Prozess“ ko¨nnen auch die Dynamiken des
Sinus-OOU-Prozesses X und des Kosinus-OOU-Prozesses Y bestimmt werden:
Lemma 1.3.5. Es seien
Xt =
∫ t
−∞
e−λ(t−s) sin(a(t− s)) dAs, Yt =
∫ t
−∞
e−λ(t−s) cos(a(t− s)) dAs
die oszillierenden Ornstein-Uhlenbeck Prozesse wie in Definition 1.3.1. Dann sind die Pro-
zesse X und Y die starken Lo¨sungen des Systems stochastischer Differentialgleichungen
der Form
dXt = (aYt − λXt)dt,
dYt = (−λYt − aXt)dt+ dAt.
Beweis. Fu¨r die Kernfunktionen f : R → R des Prozesses X und g : R → R des
Prozesses Y mit
f(x) := sin (ax) e−λx · 1[0,∞[(x),
g(x) := cos (ax) e−λx · 1[0,∞[(x)
beobachtet man
f ′(x) = ag(x)− λf(x),
g′(x) =−af(x)− λg(x).
fu¨r alle x ∈ R \ {0}. Aus Lemma 1.2.8 resultiert daraus unmittelbar die Behauptung. 
Ein Le´vy-getriebener Ornstein-Uhlenbeck Prozess Z := (Zt)t≥0 wird oft durch den
sogenannten
”
mean reversion-Effekt“ charakterisiert (vgl. Einleitung). Betrachten wir eine
etwas allgemeinere Version des Ornstein-Uhlenbeck Prozesses als in Bemerkung 1.3.2, so
ist dieser die starke Lo¨sung der stochastischen Differentialgleichung
dZt = λ (δ − Zt) dt + dLt (1.24)
mit δ ∈ R und λ > 0. In Bemerkung 1.3.2 wurde dabei δ = 0 gewa¨hlt, was im spa¨teren
Verlauf der Arbeit auch weiterhin angenommen wird. Trotzdem ermo¨glicht es fu¨r den Au-
genblick einen interessanten Vergleich der Dynamiken von Z mit jenen der oszillierenden
Ornstein-Uhlenbeck Prozesse X und Y :
Fu¨r die Driftfunktion in (1.24) beobachtet man, dass diese einen negativen Wert auf-
weist, wenn sich der Prozess Z oberhalb von δ aufha¨lt. Im umgekehrten Szenario folgt
der Prozess Z einem tendenziell steigenden Verlauf. Zusammen beobachtet man einen
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Trend zum durchschnittliche Niveau δ. Die Geschwindigkeit des beschriebenen Effekts
wird dabei durch den Parameter λ zusa¨tzlich geda¨mpft oder beschleunigt. Die oszillieren-
den Ornstein-Uhlenbeck Prozesse besitzen wie zuvor gesehen die Dynamiken
dXt = λ
(a
λ
Yt −Xt
)
dt
dYt = λ
(
−a
λ
Xt − Yt
)
dt+ dAt.
Folgt man obigen U¨berlegungen, kann auch hier der Parameter λ zur Steuerung einer
Geschwindigkeit zu einem durchschnittlichen Niveau genutzt werden, wa¨hrend dieses je-
doch etwa beim Sinus-OOU-Prozess X durch den Kosinus-OOU-Prozess Y beeinflusst
wird. Gleichermaßen verha¨lt es sich umgekehrt, sodass der Trend hier gewissermaßen als
”
zufa¨lliger, oszillierender Prozess“ interpretiert werden kann.
Bevor einige weitere Eigenschaften von oszillierenden Ornstein-Uhlenbeck Prozessen zu-
sammengefasst werden, beobachten wir die folgende Zerlegungen oszillierender Ornstein-
Uhlenbeck Prozesse:
Lemma 1.3.6. Es seien
Xt =
∫ t
−∞
e−λ(t−s) sin(a(t− s)) dAs, Yt =
∫ t
−∞
e−λ(t−s) cos(a(t− s)) dAs
die oszillierenden Ornstein-Uhlenbeck Prozesse wie in Definition 1.3.1. Dann gilt fu¨r alle
t ≥ 0:
Xt = sin(at)e
−λt · Y0 + cos(at)e−λt ·X0
+ cos(at)e−λt
∫ t
0
eλs sin(−as)dAs + sin(at)e−λt
∫ t
0
eλs cos(−as)dAs
=: sin(at)e−λt · Y0 + cos(at)e−λt ·X0 + cos(at)e−λt · It + sin(at)e−λt · Jt
sowie
Yt = cos(at)e
−λtY0 − sin(at)e−λtX0
+ cos(at)e−λt
∫ t
0
eλs cos(−as)dAs − sin(at)e−λt
∫ t
0
eλs sin(−as)dAs
=: cos(at)e−λt · Y0 − sin(at)e−λt ·X0 + cos(at)e−λt · Jt − sin(at)e−λt · It.
Beweis. Die Additionstheoreme fu¨r trigonometrische Funktionen liefern
cos(a(t− s)) = cos(at) cos(−as) − sin(at) sin(−as) und
sin(a(t− s)) = sin(at) cos(−as) + cos(at) sin(−as). (1.25)
Hieraus ergibt sich direkt die Behauptung. 
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Es sei nun
(Gt := σ(As : 0 ≤ s ≤ t))t≥0
die kanonische Filtration eines einseitigen additiven Prozesses. Modifizieren wir diese,
sodass die u¨blichen Bedingungen erfu¨llt sind, so nennen wir die entstandene Filtration
(FAt )t≥0. Mit Hilfe dieser legen wir nun unserem Wahrscheinlichkeitsraum die Filtration(Ft := σ(FAt , X0, Y0))t≥0 (1.26)
zugrunde. Es wird sich zeigen, dass oszillierende Ornstein-Uhlenbeck Prozesse (Ft)t≥0-
Semimartingale sind, was sich insbesondere im Hinblick auf finanzstochastische Anwen-
dungen als nu¨tzlich erweist. Wir fassen einige Eigenschaften der oszillierenden Ornstein-
Uhlenbeck Prozesse zusammen:
Lemma 1.3.7. Es seien
Xt =
∫ t
−∞
e−λ(t−s) sin(a(t− s)) dAs, Yt =
∫ t
−∞
e−λ(t−s) cos(a(t− s)) dAs
die oszillierenden Ornstein-Uhlenbeck Prozesse wie in Definition 1.3.1. Dann gilt:
(i) Die Prozesse X und Y sind (Ft)t≥0-Semimartingale im Sinne von Jacod und
Shiryaev (1987, Definition I.4.24), wobei (Ft)t≥0 die Filtration (1.26) beschreibe.
(ii) Der Sinus-OOU-Prozess X besitzt stetige Pfade, wa¨hrend der Kosinus-OOU-
Prozess das gleiche Sprungverhalten wie der treibende Prozess A aufweist.
(iii) Verwendet man einen Le´vy-Prozess L als treibenden Prozess, so sind X und Y
stationa¨re Prozesse.
Beweis.
Zu (i):
Da die treibenden, additiven ProzesseA nach Voraussetzungen (FAt )t≥0-Semimartingale
sind, ko¨nnen die Integrale It und Jt aus der Zerlegung 1.3.6 der Form∫ t
0
f(s) dAs (1.27)
mit einer beschra¨nkten, stetigen Funktion f : R+ → R als Itoˆ-Integrale aufgefasst wer-
den, welche mit den hier eingefu¨hrten Integralen u¨bereinstimmen. Nach Jacod und Shi-
ryaev (1987, Theorem I.4.34) sind damit die stochastischen Integrale It sowie Jt zuna¨chst
(FAt )t≥0-Semimartingale und schließlich damit auch (Ft)t≥0-Semimartingale (vgl. Protter,
2004, Theorem VI. 2). Mit Blick auf die Zerlegung 1.3.6 ergibt sich daraus, dass X und Y
Semimartingale bezu¨glich der Filtration (Ft)t≥0 im Sinne von Jacod und Shiryaev (1987,
24 1. VERALLGEMEINERTE OSZILLIERENDE ORNSTEIN-UHLENBECK PROZESSE
Definition I.4.24) sind.
Zu (ii): Die Spru¨nge eines R-wertigen stochastischen RCLL-Prozesses ξ zum Zeitpunkt
t ∈ I bezeichnen wir in diesem Beweis als ∆ξt, wobei wir diese mit Hilfe von
ξt− := lim
s↑t
ξs durch ∆ξt := ξt − ξt−
bestimmen.
Nach Jacod und Shiryaev (1987, Proposition I.4.36) ergeben sich die Spru¨nge der Itoˆ-
Integrale It und Jt in 1.3.6 fu¨r t ≥ 0 durch
∆It = e
λt sin(−at)∆At und ∆Jt = eλt cos(−at)∆At.
Hieraus berechnet man mit Hilfe der Additionstheoreme (1.25)
∆Xt = ∆At ·
(
cos(at) sin(−at) + sin(at) cos(−at)) = 0 und
∆Yt = ∆At ·
(
cos(at) cos(−at)− sin(at) sin(−at)) = ∆At.
Zu (iii): Die Stationarita¨t ergibt sich unmittelbar aus der Gestalt der verwendeten Kern-
funktionen f und g zusammen mit Lemma 1.2.9. 
Einige Kriterien zur U¨berpru¨fung der Semimartingaleigenschaft von Le´vy-getriebenen
Moving-Average Prozessen bezu¨glich der Filtration(FA,∞t := σ(As : −∞ < s ≤ t))t≥0
werden in Basse und Pedersen (2009) untersucht. Diese lassen sich jedoch fu¨r oszillierende
Ornstein-Uhlenbeck Prozesse nur mit einigen Restriktionen nachweisen, weshalb in dieser
Arbeit darauf verzichtet und der hier eingeschlagene Weg bevorzugt wurde.
Im Folgenden betrachten wir Le´vy-getriebene, oszillierende Ornstein-Uhlenbeck Pro-
zesse. Ein Blick auf das System stochastischer Differentialgleichung 1.3.5 la¨sst erahnen,
dass die X und Y keine Markov-Prozesse bezu¨glich ihrer natu¨rlichen Filtration sind (ge-
nauer in Benth, Kallsen und Meyer-Brandis, 2007). Betrachten wir jedoch den Vektorpro-
zess ξ := (X, Y )>, so la¨sst sich dieser einigen bekannten Prozessklassen zuordnen, welche
die Markov-Eigenschaft erfu¨llen:
Beispiel 1.3.8. Wir betrachten den zweidimensionalen Prozess (ξ(t) := (Xt, Yt)
>)t≥0
mit den Le´vy-getriebenen oszillierende Ornstein-Uhlenbeck Prozessen X und Y wie in
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Definition 1.3.1. Mit Hilfe der Additionstheoreme (1.25) bestimmen wir fu¨r ein h > 0 und
t ≥ 0 vorab die Zerlegungen
X(t+ h) = e−λh cos(ah) ·X(t) + e−λh sin(ah) · Y (t)
+
∫ t+h
t
sin (a (t+ h− s)) e−λ(t+h−s) dLs,
Y (t+ h) = e−λh cos(ah) · Y (t) − e−λh sin(ah) · Y (t)
+
∫ t+h
t
cos (a (t+ h− s)) e−λ(t+h−s) dLs.
(1.28)
Hiermit erha¨lt der Vektorprozess ξ die Darstellung
ξ(t+ h) =
(
e−λh cos(ah) e−λh sin(ah)
−e−λh sin(ah) e−λh cos(ah)
)
· ξ(t) +
(
1(t, h)
2(t, h)
)
=: A(h) · ξ(t) + (t, h)
mit
1(t, h) =
∫ t+h
t
sin (a (t+ h− s)) e−λ(t+h−s) dLs und
2(t, h) =
∫ t+h
t
cos (a (t+ h− s)) e−λ(t+h−s) dLs.
Die Matrix A kann dabei als
A(h) = e−B(h) mit der Matrix B(h) = h ·
(
λ −a
a λ
)
=: h ·Q
dargestellt werden. Es zeigt sich zudem, dass Q offenbar eine positiv definite Matrix ist.
Auch der Vektorprozess (t, h) kann mit Hilfe der Matrix Q dargestellt werden. Mit Hilfe
des zweidimensionalen Le´vy-Prozesses L˜t := (0, Lt)
>, wobei L den treibenden Prozess der
beiden Prozesse X und Y beschreibe, besitzt (t, h) die Darstellung
(t, h) =
∫ t+h
t
(
e−λ(t+h−s) cos(a(t+ h− s)) e−λ(t+h−s) sin(a(t+ h− s))
−e−λ(t+h−s) sin(a(t+ h− s)) e−λ(t+h−s) cos(a(t+ h− s))
)
dL˜s
=
∫ t+h
t
e−(t+h−s)·Q dL˜s.
Zusammen erha¨lt man
ξ(t+ h) = e−h·Q · ξ(t) +
∫ t+h
t
e−(t+h−s)·Q dL˜s.
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Ein Prozess dieser Form wird dabei in der Literatur als multidimensionaler,
Le´vy-getriebener Ornstein-Uhlenbeck Prozess bezeichnet. Ein solcher Prozess wurde von
Masuda (2004) eingefu¨hrt. In seinem Artikel zeigt sich etwa, dass ξ ein Markov-Prozess
bezu¨glich seiner natu¨rlichen Filtration ist. Ferner la¨sst sich der Prozess der Klasse der so-
genannten Le´vy-getriebenen, multivariaten, zeitstetigen, autoregressiven Moving-Average
Prozesse, kurz MCARMA(p, q, d)-Prozesse mit p = 1, q = 0 und Dimension d = 2, zu-
ordnen. CARMA(p,q)-Prozesse wurden von Brockwell (2001) eingefu¨hrt und fu¨r einen
mehrdimensionalen Fall von Schlemm und Stelzer (2012) verallgemeinert. Solche Pro-
zesse wurden in Garcia, Klu¨ppelberg und Mu¨ller (2011) etwa im Kontext von Elektri-
zita¨tspreismodellierung untersucht. 
Wir nehmen nun zusa¨tzlich an, dass der treibende Le´vy-Prozess L eine endliche Vari-
anz Var(L1) <∞ besitzt. Unter diesen Voraussetzungen lassen sich mit Hilfe von Korollar
1.2.10 die ersten Momente als auch Varianzen der Prozesse X, Y und Z bestimmen:
Lemma 1.3.9. Es seien X, Y Le´vy-getriebene oszillierende Ornstein-Uhlenbeck Pro-
zesse im Sinne von Definition 1.3.1 und Z ein Le´vy-getriebener Ornstein-Uhlenbeck Pro-
zess wie in Bemerkung 1.3.2. Ferner besitze der treibende Le´vy-Prozess L das erste Mo-
ment µ := E(L1) und eine endliche Varianz V := Var(L1). Dann gilt:
E(Xt) = µ · a
a2 + λ2
, E(Yt) = µ · λ
a2 + λ2
, E(Zt) =
µ
λ
,
Var(Xt) = V · a
2
4λ(λ2 + a2)
, Var(Yt) = V · 2λ
2 + a2
4λ(λ2 + a2)
, Var(Zt) =
V
2λ
.
(1.29)
Falls zusa¨tzlich µ = 0 und E(L31) <∞, so gilt:
E(X3t ) = η3 ·
2a3
3(a2 + λ2)(a2 + 9λ2)
, E(Y 3t ) = η3 ·
(7a2 + 9λ2)λ
3(a2 + λ2)(a2 + 9λ2)
, E(Z3t ) =
η3
3λ
.
Unter obiger Annahme ergibt sich η3 in (1.19) durch η3 = E(L
3
1).
Falls abermals µ = 0 und zusa¨tzlich E(L41) <∞, so gilt mit η4 wie in (1.20):
E(X4t ) = η4 ·
3a4
32λ(a2 + 4λ2)(a2 + λ2)
+ V 2 · a
4
16λ2(a2 + λ2)2
,
E(Y 4t ) = η4 ·
3a4 + 32a2λ2 + 32λ4
32λ(a2 + 4λ2)(a2 + λ2)
+ V 2 · a
4 + 4a2λ2 + 4λ4
16λ2(a2 + λ2)2
,
E(Z4t ) =
η4
4λ
+
V 2
4λ2
.
Beweis. Die Ergebnisse ergeben sich unmittelbar aus (1.16), (1.18) sowie (1.19) und
(1.20). 
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Wir nutzen nun die Formeln aus Korollar 1.2.10, um die Abha¨ngigkeitsstrukturen in
Form der Kovarianzen bzw. Autokovarianzen der Prozesse X, Y und Z untereinander zu
untersuchen:
Lemma 1.3.10. Es seien X, Y Le´vy-getriebene oszillierende Ornstein-Uhlenbeck Pro-
zesse im Sinne von Definition 1.3.1 und Z ein Le´vy-getriebener Ornstein-Uhlenbeck Pro-
zess wie in Bemerkung 1.3.2. Ferner besitze der treibende Le´vy-Prozess L das erste Mo-
ment µ := E(L1) und eine endlichen Varianz V = Var(L1). Dann gilt fu¨r u > t:
Cov(Xu, Zt)=V e
−λ(u−t)
(
2λ sin (a(u− t)) + a cos (a(u− t))
4λ2 + a2
)
,
Cov(Zu, Xt)=V e
−λ(u−t)
(
a
4λ2 + a2
)
,
Cov(Yu, Zt) =V e
−λ(u−t)
(
2λ cos (a(u− t))− a sin (a(u− t))
4λ2 + a2
)
,
Cov(Zu, Yt) =V e
−λ(u−t)
(
2λ
4λ2 + a2
)
.
Ferner ergibt sich
Cov(Yu, Xt) =V e
−λ(u−t)
(
aλ cos(a(u− t))− a2 sin(a(u− t))
4λ(λ2 + a2)
)
,
Cov(Xu, Yt) =V e
−λ(u−t)
(
aλ cos(a(u− t)) + (2λ2 + a2) sin(a(u− t))
4λ(λ2 + a2)
)
,
Cov(Xu, Xt)=V e
−λ(u−t)
(
a2 cos (a(u− t)) + aλ sin (a(u− t))
4λ(λ2 + a2)
)
,
Cov(Yu, Yt) =V e
−λ(u−t)
(
(2λ2 + a2) cos (a(u− t))− aλ sin (a(u− t))
4λ(λ2 + a2)
)
,
Cov(Zu, Zt) =V e
−λ(u−t) 1
2λ
.
Beweis. Die Kovarianzen ergeben sich aus der Verwendung der Formel in Korollar
1.2.10. 
Zwei mo¨gliche Pfade der oszillierenden Ornstein-Uhlenbeck Prozesse werden durch
Abbildung 1.1 illustriert. Hier zeigen sich einige typische Merkmale der Prozesse: Der
Kosinus-OOU-Prozess ist aktiver und scheint ein Sprungverhalten aufzuweisen, wa¨hrend
sich beim Sinus-OOU-Prozess lediglich Spikes beobachten lassen. Diese treten in der Re-
gel auf, nachdem der Kosinus-OOU-Prozess sehr hohe oder kleine Werte realisiert. Die
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Abbildung 1.1. Simulation des Sinus-OOU-Prozess (rot) und des
Kosinus-OOU-Prozess (blau) mit Hilfe des Euler-Algorithmus (vgl.
Kapitel 3.4). Hier wurden die Parameter a = 1, λ = 0.8 gewa¨hlt. Als
treibender Prozess wurde ein NIG-Prozess mit
α =
√
2, β = 1, µ = 0, δ = 1 genutzt. (siehe Beispiel 1.1.6).
Reaktion auf einen Sprung des treibenden Prozesses erfolgt offenbar bei dem Sinus-OOU-
Prozess zeitversetzt. Dennoch erkennt man, dass beide Prozesse dem gleichen oszillie-
renden Trend folgen. Hier zeigen sich der
”
mean-reverting-Effekt“ als auch die zuvor
beobachteten Abha¨ngigkeiten beider Prozesse.
KAPITEL 2
Spotpreismodellierung europa¨ischer Stromma¨rkte
In diesem Kapitel werden die Preisentwicklungen am deutschen Marktplatz fu¨r Elek-
trizita¨t in Leipzig, der European Energy Exchange AG (kurz auch
”
EEX“ genannt),
zuna¨chst untersucht und anschließend modelliert. An der EEX wird der Strom zwi-
schen deutschen Stromversorgern und Erzeugern am EPEX-Spotmarkt zu variierenden
stu¨ndlichen Preisen gehandelt wa¨hrend am EEX-Terminmarkt Gescha¨fte u¨ber eine Strom-
lieferung zu einem spa¨teren Zeitpunkt ausgehandelt werden. Der EPEX-Spotmarkt, der in
dieser Arbeit modelliert werden soll, la¨sst sich in zwei Handelspla¨tze unterteilen: Wa¨hrend
am Intraday-Markt, die Teilnehmer des Großhandels eine Stromlieferung am selbigen Tag
an- oder verkaufen ko¨nnen, werden Day-Ahead-Markt Lieferungsvertra¨ge fu¨r den folgen-
den Tag ausgehandelt. Einen U¨berblick u¨ber den Aufbau des Marktes verschafft Abbil-
dung 2.1.
Die Liberalisierung des deutschen Strommarktes wurde, geebnet durch das Energiewirt-
schaftsgesetz, a¨hnlich wie in anderen europa¨ischen La¨ndern erst im Jahre 1998 vollzo-
gen. Dabei sehen sich die neu entstandenen Stromanbieter im Vergleich zu vielen anderen
Ma¨rkten zusa¨tzlichen Schwierigkeiten gegenu¨bergestellt (siehe Benth, Kallsen und Meyer-
Brandis, 2007). So ist es etwa bis heute nicht mo¨glich, den erzeugten oder erworbenen
Strom in einem wirtschaftlich relevanten Rahmen einzulagern oder sogar in andere Regio-
nen bzw. La¨nder zu exportieren. Daru¨ber hinaus beobachten Stromha¨ndler starke Schwan-
kungen in der Nachfrage nach Strom, welche zum einen wa¨hrend eines Tages, einer Woche
oder auch jahreszeitlich auftreten. So ist etwa die Nachfrage im Winter deutlich ho¨her als
im Sommer. Aber auch Ereignisse wie ein plo¨tzliches Unwetter ko¨nnen die Nachfrage stark
beeinflussen. Diese Effekte beeintra¨chtigen aufgrund stark steigender Marginalkosten der
Stromproduktion maßgeblich die Preisentwicklungen auf den Stromma¨rkten. Die Fluk-
tuation der Marginalkosten wird dabei zusa¨tzlich durch die in Deutschland seit dem Jahr
2000 verabschiedeten
”
Erneuerbaren-Energien-Gesetze“ verscha¨rft, welche im Wesentlich
einen Einspeisevorrang fu¨r erneuerbare Energietra¨ger beinhalten. Der Verlauf aller Tages-
preiskurven aus dem Jahr 2010 wird in Abbildung 2.2 visualisiert. Hier zeigen sich bereits
typische Charakteristiken der Preisverla¨ufe.
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Abbildung 2.1. Stromma¨rkte in Deutschland.
Drei typische und aus den oben genannten Aspekten resultierende Merkmale der
Preise sind (vgl. Benth, Kallsen und Meyer-Brandis, 2007 oder Cartea und Figueroa
(2005) oder Lucia und Schwartz, 2002):
• Hohe Preisspru¨nge von einer zur na¨chsten Periode mit anschließender,
• schneller Ru¨ckkehr zu einem durchschnittlichen Preis (dem sogenannten
”
mean reversion-Effekt“) sowie
• saisonale, das heißt wiederkehrende Verhaltensmuster abha¨ngig von der betrach-
teten Stunde eines Handelstages, des Wochentages als auch der Jahreszeit.
2.1. Das Spotpreismodell
Im Folgenden werden die zuvor eingefu¨hrten verallgemeinerten oszillierenden Ornstein-
Uhlenbeck Prozesse aus Kapitel 1.3 wie in Kobe und Woerner (2015) dazu genutzt, die
Dynamiken von Spotpreisen auf den deutschen Elektrizita¨tsma¨rkten in Form eines soge-
nannten
”
arithmetischen Modells“ nachzubilden. Der Begriff beschreibt dabei die Her-
angehensweise den Preisprozess direkt durch eine Summe von stochastischen Prozessen
(einer sogenannten Superposition) zu modellieren anstatt etwa logarithmierte Renditen
abzubilden.
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Abbildung 2.2. Intraday-Preise aus dem Jahr 2010 auf Grundlage
Daten der EEX Leipzig.
Definition 2.1.1. (Spotpreisprozess).
Fu¨r i = 1, . . . , n sei zuna¨chst
S˜i(t) := ω
i
xXi(t) + ω
i
yYi(t) + ω
i
zZi(t) (2.1)
mit den durch ωix, ω
i
y, ω
i
z ≥ 0 gewichteten stochastischen Prozessen
Xi(t) =
∫ t
−∞
e−λi(t−s) sin(ai(t− s))dAi(s),
Yi(t) =
∫ t
−∞
e−λi(t−s) cos(ai(t− s))dAi(s) und
Zi(t) =
∫ t
−∞
e−λi(t−s)dAi(s)
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und den Konstanten ai, λi > 0. Die Prozesse Ai seien dabei fu¨r jedes i = 1, . . . , n
zweiseitig-additive Prozesse wie in Kapitel 1.2, die zusa¨tzlich stochastisch unabha¨ngig
seien. Der Spotpreisprozess S := (St)t≥0 wird nun definiert als
S(t) := St :=
n∑
i=1
ciS˜i(t) (2.2)
mit den Gewichten ci > 0 fu¨r i = 1, . . . , n. 
Bemerkung 2.1.2. Verwendet man ausschließlich Subordinatoren Ai als treibende
Prozesse und eine positive Kernfunktion, was hier etwa durch die Bedingung ωiz ≥ ωix+ωiy
fu¨r alle i = 1, . . . , n gewa¨hrleistet ist, so ist der resultierende Spotpreisprozess S fast
sicher positiv (vgl. Benth, Kallsen und Meyer-Brandis, 2007). Da sich auf europa¨ischen
Elektrizita¨tsma¨rkten mitunter, wenn auch selten, negative Preise beobachten lassen, ist
diese Restriktion nicht zwingend erforderlich. 
Unter Hinzunahme von zusa¨tzlichen Voraussetzungen ist es nun mo¨glich, statistische
Kennwerte der oszillierenden Ornstein Uhlenbeck Prozesse X, Y wie in Definition 1.3.1
und dem Ornstein-Uhlenbeck Prozess Z := (Zt)t≥0 mit
Zt :=
∫ t
−∞
e−λ(t−s)dLs
analytisch zu bestimmen und daraus schließlich jene Gro¨ßen auch fu¨r den Spotpreispro-
zess S abzuleiten. Eine Mo¨glichkeit, diese Idee zu verwirklichen, ist die Einschra¨nkung auf
einen Spezialfall im Modell: Bis zum Ende dieses Kapitels wird angenommen, dass die be-
trachteten stochastischen Integrale in Definition 1.3.1 durch unabha¨ngige Le´vy-Prozesse
Li fu¨r i = 1, . . . , n angetrieben werden.
Um die statistischen Kennwerte wie das erste Moment, die Varianz, die Autokova-
rianz und schließlich die Autokorrelation eines Le´vy-getriebenen Spotpreisprozesses S zu
bestimmen, mu¨ssen zuna¨chst einmal die Kennwerte und die Abha¨ngigkeitsstruktur der
einzelnen Prozesse S˜i untersucht werden. Dies lenkt schließlich das Interesse auf die Pro-
zesse X, Y und Z, deren statistische Kennwerte bereits in Lemma 1.3.9 sowie Lemma
1.3.10 untersucht wurden.
Lemma 2.1.3. Es sei L ein Le´vy-Prozess mit Var(L1) <∞ und S˜ := S˜i ein gewich-
teter Prozess der Form (2.1) fu¨r ein i ∈ {1, . . . , n}. Dann gilt
E
(
S˜t
)
= µ
(ωy + ωz)λ
2 + ωxaλ + ωza
2
λ(a2 + λ2)
. (2.3)
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Fu¨r h > 0 ist die Autokovarianzfunktion γS˜(h) := Cov(S˜0, S˜h) von der Form
γS˜(h) = V e
−λh (C1 sin(ah) + C2 cos(ah) + C3) (2.4)
mit
C1 :=
1
4(a2 + λ2)(a2 + 4λ2)
(
8ωx(ωy + ωz)λ
3 + 4(ω2x − ω2y − ωyωz)aλ2 + 2ωx(ωy + 4ωz)a2λ
+ (ω2x − ω2y − 4ωyωz)a3
)
,
C2 :=
1
4λ(a2 + λ2)(a2 + 4λ2)
(
8ωy(ωy + ωz)λ
4 + 8ωx(ωy +
1
2
ωz)aλ
3 + 4(ω2x +
3
2
ω2y + 2ωyωz)a
2λ2
+ 2ωx(ωy + 2ωz)a
3λ+ (ω2x + ω
2
y)a
4
)
,
C3 :=
1
2λ(a2 + 4λ2)
(
4ωz(ωy + ωz)λ
2 + 2ωxωzaλ+ ω
2
za
2
)
.
Zudem ergibt sich die Varianz von S˜ durch
Var
(
S˜t
)
=
V
4(a2 + λ2)(a2 + 4λ2)λ
(
8(ωy + ωz)
2λ4 + 8ωx(ωy + ωz)λ
3a
+ 4
(
ω2x +
3
2
ω2y + 4ωyωz +
5
2
ω2z
)
λ2a2 + 2ωx(ωy + 4ωz)λa
3 + (ω2x + ω
2
y + 2ω
2
z)a
4
)
.
(2.5)
Beweis. Mit Hilfe von Lemma 1.3.9 la¨sst sich das erste Moment von S˜ aufgrund der
Linearita¨t von Erwartungswerten direkt ablesen. Die Autokovarianz des Prozesses S˜ geht
nun aufgrund der Bilinearita¨t der Kovarianz aus der Summe der gewichteten Kovarianzen
der Prozesse X, Y und Z gema¨ß Lemma 1.3.10 hervor. Es gilt fu¨r u > t:
Cov(S˜u, S˜t) =ω
2
xCov(Xu, Xt) + ω
2
yCov(Yu, Yt) + ω
2
zCov(Zu, Zt)
+ ωxωy [Cov(Xu, Yt) + Cov(Yu, Xt)]
+ ωxωz [Cov(Xu, Zt) + Cov(Zu, Xt)]
+ ωyωz [Cov(Yu, Zt) + Cov(Zu, Yt)] .
Zusammen mit ergibt sich die Kovarianzfunktion
γS˜(h) = V e
−λh (C1 sin(ah) + C2 cos(ah) + C3)
mit C1, C2 und C3 wie gewu¨nscht. Hieraus la¨sst sich auch direkt die Varianz aus der
Beziehung Var
(
S˜t
)
= γS˜(0) berechnen. 
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Die erarbeiteten Resultate dienen nun unmittelbar zur Bestimmung des Erwartungs-
wertes, der Autokovarianzfunktion und schließlich der Autokorrelationsfunktion des Spot-
preisprozesses S.
Korollar 2.1.4. Fu¨r i = 1, . . . , n seien S˜i(u) und S wie in (2.1) und (2.2). Dann
kann der Erwartungswert von S durch die Erwartungswerte E(S˜i) gema¨ß (2.3) bestimmt
werden durch die Formel
E(S) =
n∑
i=1
ci E
(
S˜i
)
.
Die Autokovarianzfunktion von S ergibt sich wegen der Unabha¨ngigkeit der Le´vy-Prozesse
L1, . . . , Ln fu¨r u > t ≥ 0 durch
Cov(S(u), S(t)) =
n∑
i=1
c2i · Cov(S˜i(u), S˜i(t)),
sowie die Autokorrelation des Prozesses S fu¨r u > t als
Corr(Su, St) =
∑n
i=1 c
2
i · Cov(S˜i(u), S˜i(t))∑n
i=1 c
2
i · Var(S˜i(u))
,
wobei Cov(S˜i(u), S˜i(t)) bzw. Var(S˜i(u)) gema¨ß (2.4) und (2.5) berechnet werden.
Die oben aufgefu¨hrten Eigenschaften der Struktur der Spotpreise auf den Elektri-
zita¨tsma¨rkten ko¨nnen nun mit dem vorgestellten Modell (2.2) verglichen werden. Geht
man davon aus, dass die beobachteten Strompreise eine stationa¨re Zeitreihe bilden (wie
zum Beispiel in Klu¨ppelberg, Meyer-Brandis und Schmidt, 2010), zeigt sich, dass die
verwendeten Prozesse eine geeignete Dynamik vorweisen: Der
”
mean-reversion“-Effekt
wird durch den konventionellen Le´vy-getriebenen Ornstein-Uhlenbeck-Prozess Z vererbt
und kann zusa¨tzlich durch die zuvor geschilderte Ru¨ckkehr der Prozesse X und Y zu
einem
”
zufa¨lligen, oszillierenden Trend“ abgebildet werden. Das Sprungverhalten der
Spotpreise kann zum einen durch den Le´vy-getriebenen Ornstein-Uhlenbeck-Prozess Z,
aber auch durch den Prozess Y modelliert werden, welche das gleiche Sprungverhalten
wie der verwendete Le´vy-Prozess L aufweisen. Die empirische Autokorrelationsfunkti-
on der Intraday- sowie DayAhead-Preise der EEX zeigen ebenso wie die Autokorrela-
tionsfunktion von S aus Korollar 2.1.4 einen exponentiell abfallenden Verlauf. Ebenso
auffa¨llig sind die durch die Saisonalita¨ten verursachten periodischen Schwankungen in-
nerhalb der empirischen Autokorrelationsfunktionen. Auch diese lassen sich im Gegensatz
zu den bisher verwendeten Ornstein-Uhlenbeck-Modellen fu¨r die Spotpreismodellierung
europa¨ischer Elektrizita¨tsma¨rkte (wie zum Beispiel in Barndorff-Nielsen und Shephard,
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Abbildung 2.3. Autokorrelationsfunktionen: EEX - Day Ahead-Handel
2012 (blau) und angepasste analytische Funktion (rot) auf Grundlage der
Daten der EEX Leipzig. Hierzu wurden die Parameter der analytischen
Autokorrelationsfunktion mit Hilfe der Methode kleinster Quadrate an die
empirische Autokorrelationsfunktion angepasst. Zur Umsetzung wurde die
MATLAB-Funktion nlinfit.m benutzt. Die resultierenden Parameter
befinden sich im Anhang in Tabelle A.8 auf Seite 135. Ferner findet man
in Kobe und Woerner (2015) eine Anpassung an die empirische
Autokorrelationsfunktion eines anderen Jahres.
2001, Barndorff-Nielsen, Benth und Veraart, 2010, Benth, Kallsen und Meyer-Brandis,
2007 oder Klu¨ppelberg, Meyer-Brandis und Schmidt, 2010) durch den Spotpreisprozess
S abbilden. Eine Illustration dieser Mo¨glichkeit gewinnt man durch Abbildung 2.3. Hier
zeigt sich im Balkendiagramm der oszillierende Verlauf der empirischen Autokorrelations-
funktion der Intraday-Kurse aus dem Jahr 2012. Der rote Graph illustriert eine mit Hilfe
von Korollar 2.1.4 an die empirische Autokorrelationsfunktion angepasste Kurve. Hierzu
wurden vier Prozesse S˜i der Form (2.1) zur Modellanpassung verwendet. Auf diese Weise
gelingt es wie gewu¨nscht, die Modellierung der Saisonalita¨ten implizit in den stochasti-
schen Prozess einzubinden, sodass auf die Verwendung einer Trend-Funktion wie in den
zuvor genannten Quellen verzichtet werden kann. Eine U¨bersicht u¨ber die Modelleigen-
schaften bietet daru¨ber hinaus Tabelle 2.1 auf Seite 51.
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2.2. Bewertung von Derivaten auf Basis des Spotpreismodells
In diesem Kapitel widmen wir uns der Bewertung von Terminkontrakten und De-
rivaten, welche auf Stromma¨rkten gehandelt werden. Im ersten Schritt wird dabei die
Berechnung von Preiskurven fester Termingescha¨fte, sogenannter Forwards im Fokus ste-
hen. Diese werden im
”
over-the counter“-Handel angeboten und gehandelt. Ohne Ein-
schra¨nkung bescha¨ftigen wir uns in dieser Arbeit mit der Bewertung von Forwards. Eine
Bewertung von standardisierten und bo¨rsennotieren Futures funktioniert vollsta¨ndig ana-
log.
Der hier vorgestellte Ansatz unterscheidet sich grundlegend von der Herangehens-
weise, die Forwardkurven direkt (wie beispielsweise in Benth, Benth und Koekebakker,
2008), statt wie in dieser Arbeit auf Grundlage des Spotpreismodells zu bewerten. Bei der
direkten Modellierung einer Forwardkurve gestaltet sich die sinnvolle Bestimmung von
Spotpreisen aus vielerlei Gru¨nden als sehr schwierig (siehe Benth, Kallsen und Meyer-
Brandis, 2007). In dieser Arbeit wird es hingegen gelingen, die Forwards auf Basis des
Spotpreismodells zu bewerten. Daru¨ber hinaus sind Spotpreiskurven im Gegensatz zu
Forwardkurven deutlich volatiler, was den Handel auf diesen Ma¨rkten risikoreicher und
daher aus Sicht der Modellierung interessanter werden la¨sst. Dies rechtfertigt zusa¨tzlich
den hier gewa¨hlten Ansatz.
In Elektrizita¨tsma¨rkten erwirbt man durch den Kauf eines Forwards nicht eine be-
stimmte Menge Strom (etwa eine MWh) zu einem zuku¨nftigen Zeitpunkt, sondern in der
Regel das Anrecht auf eine Stromlieferung u¨ber einen la¨ngeren Zeitraum. Dieser kann sich
u¨ber ein ganzes Jahr erstrecken, was die Preiskurven gla¨ttet, sodass kurzfristige Schwan-
kungen wie bei Spotpreisen seltener auftreten. In den
”
over-the counter“-Ma¨rkten fu¨r
Strom werden feste Termingescha¨fte gehandelt, die eine Stromlieferung innerhalb eines
zuku¨nftigen Zeitraums [T1, T2] garantieren. Im Folgenden wird der Preis eines solchen
Forwards zum Zeitpunkt t fu¨r eine Lieferung einer bestimmten Menge Strom (etwa einer
MWh) innerhalb eines zuku¨nftigen Zeitraums [T1, T2] mit T2 ≥ T1 > t ≥ 0 als F (t, T1, T2)
bezeichnet. Analog zu Benth, Kallsen und Meyer-Brandis (2007) wird in diesem Kapitel
der Forwardkurs eines solchen Derivats auf Grundlagen des zeitstetigen Spotpreismodells
S wie in (2.2) mittels des bedingten Erwartungswertes
F (t, T1, T2) =
1
T2 − T1 EQ
[∫ T2
T1
S(u) du
∣∣∣∣Ft] (2.6)
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bestimmt. Die Formel kann dabei wie folgt gedeutet werden: Der Forwardpreis zum Zeit-
punkt t fu¨r eine Lieferung einer Menge Strom wa¨hrend des Zeitraums [T1, T2] ist der unter
dem risikoneutralen Maß Q erwartete, durchschnittliche Spotpreis innerhalb des Intervalls
[T1, T2], bedingt auf die Menge aller Informationen Ft, die einem zum Zeitpunkt t vorlie-
gen. Bei der Wahl des zu P a¨quivalentem und risikoneutralem Maßes Q wird dem Anwen-
der dabei im Zusammenhang mit Stromma¨rkten außergewo¨hnlich viel Freiheit gelassen.
Dies la¨sst sich wie folgt erkla¨ren: Zuna¨chst erga¨nzt man das betrachtete Marktmodell
mit dem Spotpreisprozess S wie u¨blich durch einen sogenannten Bond einer Bank, wel-
cher zu einem festen Zinssatz r ≥ 0 der deterministischen Dynamik exp(rt) fu¨r t ≥ 0
folgt. Wir werden diesen zu Zwecken der Bewertung von Derivaten nutzen. Unter einem
a¨quivalenten Martingalmaß Q versteht man in der Finanzstochastik ein Wahrscheinlich-
keitsmaß, bezu¨glich dem alle diskontierten Prozesse des Marktmodells Martingale sind,
sofern die zu den Prozessen assoziierte Anlageformen in ein Portfolio aufgenommen, ge-
halten und schließlich verkauft werden ko¨nnen. Da das Speichern von Strom in einem
volkswirtschaftlich relevanten Sinne nicht mo¨glich ist, kann der Spot selber nicht in ein
Portfolio aufgenommen und gehalten werden. Dies hat zur Folge, dass der Spotmarkt von
Spekulanten weitgehend nicht genutzt wird, da sie an einer physikalischen Lieferung des
Stroms nicht interessiert sind. Wegen der Einlagerungsrestriktion von Strom geho¨rt der
diskontierte Spotpreisprozess S unseres Marktmodells folglich aus der Sicht der klassi-
schen Finanzstochastik nicht zu den Anlageformen, welche unter dem neuen Maß Q eine
Martingaleigenschaft besitzen sollen. Dahingegen ist die zweite Anlageform des Modells,
der diskontierte Bond, unter jedem beliebigen a¨quivalenten Wahrscheinlichkeitsmaß ein
Q-Martingal, sodass jedes zu P a¨quivalente Maß Q fu¨r einen Maßwechsel in Frage kommt.
Hierzu geho¨rt mitunter auch das objektive Maß P . Obgleich ein Maßwechsel aus dem ge-
schilderten Grund nicht notwendig ist, zeigt sich, dass im Hinblick auf die Modellierung
von Risikopra¨mien die Wahl eines alternativen Bewertungsmaßes Q durchaus u¨blich und
sinnvoll ist (siehe etwa Barndorff-Nielsen, Benth und Veraart, 2010 oder Benth und Sgar-
ra, 2012). Auf diesen Punkt werden wir zu einem spa¨teren Zeitpunkt zuru¨ckkommen.
Der hier vorgeschlagene Maßwechsel zu einem zu P a¨quivalenten Maß Q beruht auf
der Esscher-Transformation (siehe dazu Barndorff-Nielsen, Benth und Veraart, 2010 oder
Benth und Sgarra, 2012). Diese ermo¨glicht den Wechsel zu einem Maß Q, unter wel-
chem der treibende additive Prozess weiterhin ein additiver Prozess bleibt und damit die
wesentlichen Eigenschaften des Modells erha¨lt.
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Satz 2.2.1. Es seien A ein additiver Prozess mit Triplet (γt, σ
2
t , νt). Ferner existiere
eine Konstante cT > 0, sodass∫ T
0
∫
|z|≥1
(ecz − 1) ν(dz, du) <∞
fu¨r alle T > 0 gilt. Es sei nun
Zθ(t) := exp
(∫ t
0
θ(u) dAu −Θ (t, θ(·))
)
(2.7)
ein Dichteprozess mit einer stetigen, beschra¨nkten Funktion θ : [0,∞[→ R, wobei
sup
t≤T
|θ(t)| < cT ,
sowie der logarithmierten, momenterzeugenden Funktion Θ (t, θ (·)) := ψA(t,−iθ(·)) mit
ψA(t, θ(·)) := i
∫ t
−∞
θ(s)dγ(s)− 1
2
∫ t
−∞
θ(s)2 dσ2(s)
+
∫ t
−∞
∫
R
(
eizθ(s) − 1− izθ(s)1|z|≤1
)
ν(ds, dz).
Wir definieren das neue Maß Q mittels
dQ
dP
∣∣∣∣
Ft
= Zθ(t). (2.8)
Dann ist A unter dem neuen Maß Q weiterhin ein additiver Prozess mit dem charakte-
ristischen Triplet (γ˜t, σ
2
t , ν˜t). Dieses ergibt sich durch
γ˜t = γt +
∫ t
0
∫
|z|<1
z(eθ(u)z − 1)ν(du, dz) +
∫ t
0
θ(u)dσ2(u) und
ν˜t = e
θ(t)zνt.
Beweis. Die Unabha¨ngigkeit der Zuwa¨chse des Prozesses A unter dem Maß Q folgt
aus Benth und Sgarra (2012). Die Verteilungseigenschaft kann wie folgt hergeleitet wer-
den: In Lemma 1.1.2 zeigt sich, dass sich die charakteristische Funktion des Prozesses
A(t)− A(s) fu¨r 0 ≤ s < t ∈ R als
ϕA(t)−A(s)(t, y) = exp
(
ψ(s, t, y)
)
mit dem charakteristischen Exponenten
ψ(s, t, y) := iy (γ(t)− γ(s))− 1
2
y2
(
σ2(t)− σ2(s))+ ∫ t
s
∫
R
(
eiyz − 1− iyz1|z|≤1
)
ν(du, dz)
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ergibt. Ferner definiert man fu¨r eine messbare Funktion θ : [0,∞[→ R
ψ(s, t, θ(·)) := i
∫ t
s
θ(s)dγ(s)− 1
2
∫ t
s
θ(s)2 dσ2(s)
+
∫ t
s
∫
R
(
eizθ(s) − 1− izθ(s)1|z|≤1
)
ν(ds, dz).
Fu¨r T > 0 sei nun [0, T ] ein Zeitintervall sowie P das objektive Maß und Q das zu P
a¨quivalente Maß definiert durch (2.8). Dann gilt nach der Bayes-Formel (vgl. Benth, Benth
und Koekebakker, 2008, Seite 38) unter Verwendung des Dichteprozesses Zθ in (2.7) fu¨r
t ≤ T :
EQ[X|Ft] = Z−1θ (t)EP [XZθ(T )|Ft].
Mit Hilfe dieser Beziehung zwischen den bedingten Erwartungswerten und der Unabha¨ngigkeit
der Zuwa¨chse des additiven Prozesses A (im Beweis durch (∗) gekennzeichnet) berechnet
man:
EQ [exp (iy(A(t)− A(s)))]
(∗)
= EQ [exp (iy(A(t)− A(s))) |Fs]
= EP
[
exp
(
iy(A(t)− A(s)))Zθ(t)
Zθ(s)
∣∣∣∣Fs]
= EP
[
exp
(
iy(A(t)− A(s)) +
∫ t
s
θ(u)dAu
) ∣∣∣∣Fs] exp (−ψ(s, t,−iθ(·)))
(∗)
= EP
[
exp
(
iy(A(t)− A(s)) + i
∫ t
s
(−iθ(u))dAu
)]
exp (−ψ(s, t,−iθ(·)))
= exp
(
ψ (s, t, y − iθ(·))− ψ(s, t,−iθ(·)))
= exp
(
i
∫ t
s
(y − iθ(u))dγ(u)− 1
2
∫ t
s
(y − iθ(u))2dσ2(u)
+
∫ t
s
∫
R
(
ei(y−iθ(u))z − 1− i(y − iθ(u))z1|z|≤1
)
ν(du, dz)
− (i∫ t
s
(−iθ(u))dγ(u)− 1
2
∫ t
s
(−iθ(u))2dσ2(u)
+
∫ t
s
∫
R
(
ei(−iθ(u))z − 1− i(−iθ(u))z1|z|≤1
)
ν(du, dz)
))
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Fasst man die gewonnene Darstellung weiter zusammen ergibt sich
EQ [exp (iy(A(t)− A(s)))]
= exp
(
iy(γ(t)− γ(s))− 1
2
∫ t
s
(
y2 − 2iyθ(u))dσ2(u)
+
∫ t
s
∫
R
(
eiyzeθ(u)z − eθ(u)z − iyz1|z|≤1
)
ν(du, dz)
)
= exp
(
iy
(
γ(t)− γ(s) +
∫ t
s
θ(u)dσ2(u) +
∫ t
s
∫
|z|≤1
z
(
eθ(u)z − 1) ν(du, dz))
− 1
2
y2
(
σ2(t)− σ2(s))+ ∫ t
s
∫
R
(
eiyz − 1− iyz1|z|≤1
)
eθ(u)zν(du, dz)
)
.

Es gilt zu beachten, dass obiger Maßwechsel, angewendet auf die hier betrachteten
zweiseitig-additiven Prozesse, das Maß lediglich fu¨r alle t ≥ 0 vera¨ndert. Dies hat in erster
Linie zur Folge, dass eine Berechnung der Risikopra¨mie fu¨r t < 0 nicht mo¨glich ist, was
sich in der Praxis jedoch nicht als Nachteil erweist. Schließlich ist es ohnehin mo¨glich, die
Risikopra¨mie der Vergangenheit zu beobachten.
Im Folgenden wird zuna¨chst die Klasse der verwendeten Integratoren A auf einen
Spezialfall eingeschra¨nkt. Die Prozesse Ai fu¨r i = 1, . . . n seien nun zweiseitig-additive
Sprungprozesse der Form
Ai(t) = γt +
∫ t
−∞
∫ ∞
−∞
z Ji(ds, dz) (2.9)
mit den Sprungmaßen Ji im Sinne von (1.6) und einer konstanten Drift γ ∈ R. Ferner
bezeichnet man
J˜i(ds, dz) := Ji(ds, dz)− ν˜i(ds, dz)
als das unter dem Maß Q im Sinne von Satz 2.2.1 kompensierte Sprungmaß. Die Prozesse
M˜i(t) :=
∫ t
−∞
∫ ∞
−∞
z J˜i(ds, dz) (2.10)
werden kompensierte Prozesse genannt und sind Q-Martingale (vgl. Cont und Tankov,
2004, Proposition 8.8). Die Forwardpreise F (t, T1, T2) auf Grundlage des Spotpreisprozes-
ses S ko¨nnen in dem vorgestellten Szenario bestimmt werden. In dieser Arbeit wird die
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explizite Preisformel fu¨r F (t, T1, T2) aus Benth, Kallsen und Meyer-Brandis (2007) einer-
seits fu¨r oszillierende Ornstein-Uhlenbeck Prozesse, andererseits fu¨r treibende Prozesses
der Form (2.9) mit zusa¨tzlicher Drift-Komponente verallgemeinert.
Satz 2.2.2 (Forwardpreisberechnung).
Es sei S der Spotpreisprozess (2.2) mit den Prozessen S˜i fu¨r i = 1, . . . , n wie in (2.1).
Ferner seien die Integratoren Ai der Form (2.9). Legt man ein risikoneutrales Maß Q
(etwa durch Satz 2.2.1) zugrunde, erha¨lt man den Forwardpreis zum Zeitpunkt t > 0 fu¨r
eine Lieferung einer MWh Strom innerhalb des Zeitraums [T1, T2] mit T2 > T1 > t ≥ 0
durch:
F (t, T1, T2) =
n∑
i=1
ciFi(t, T1, T2)
mit
Fi(t, T1, T2) =
1
T2 − T1
[
Xi(t)
(
ωixDi(t, T1, T2)− ωiyEi(t, T1, T2)
)
+ Yi(t)
(
ωixEi(t, T1, T2) + ω
i
yDi(t, T1, T2)
)
+ Zi(t)
(
ωizGi(t, T1, T2)
)
+ U(t, T1, T2, ω
i
x, ω
i
y, ω
i
z)
]
,
wobei
Di(t, T1, T2) :=
1
λ2i + a
2
i
(
e−λi(T2−t)
(
ai sin(ai(T2 − t))− λi cos(ai(T2 − t))
)
− e−λi(T1−t)(ai sin(ai(T1 − t))− λi cos(ai(T1 − t)))),
Ei(t, T1, T2) :=
1
λ2i + a
2
i
(
e−λi(T1−t)
(
ai cos(ai(T1 − t)) + λi sin(ai(T1 − t))
)
− e−λi(T2−t)(ai cos(ai(T2 − t)) + λi sin(ai(T2 − t))))
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sowie
Gi(t, T1, T2) :=
1
λi
(
e−λi(T1−t) − e−λi(T2−t)
)
,
U(t, T1, T2, ω
i
x, ω
i
y, ω
i
z) :=
∫ T2
T1
(∫ u
t
∫
R
zφi(u− r) ν˜i(dz, dr)
)
du
+ γ
∫ T2
T1
(∫ u
t
φi(u− r)dr
)
du
mit den Funktionen φi : R→ R, welche sich durch
φi(x) = e
−λix (ωix sin(aix) + ωiy cos(aix) + ωiz)1x≥0(x)
ergeben.
Beweis. Der Beweis folgt weitgehend Kobe und Woerner (2015, Theorem 5.2). Fu¨r
i = 1 widmet sich der Beweis dem Nachweis obiger Identita¨ten fu¨r den Prozess F1(t, T1, T2).
Die Aussage fu¨r i = 2, . . . , n folgt daraufhin aus analogen Rechnungen und schließlich der
Linearita¨t der bedingten Erwartung in (2.6).
Es sei nun X := X1, Y := Y1, Z := Z1, A := A1 sowie a := a1 und λ := λ1.
1. Schritt Im ersten Teil des Beweises richtet sich das Interesse auf die Bestimmung
des Integrals
1
T2 − T1
∫ T2
T1
EQ [X(u)|Ft] du. (2.11)
Dazu beobachtet man mit Hilfe der Additionstheoreme (1.25) fu¨r 0 ≤ t < u:
X(u) =
∫ t
−∞
sin(a(u− s))e−λ(u−s)dAs +
∫ u
t
sin(a(u− s))e−λ(u−s)dAs
=
∫ t
−∞
sin (a (t− s+ u− t)) e−λ(t−s+u−t)dAs +
∫ u
t
sin (a (u− s)) e−λ(u−s)dAs
= e−λ(u−t)
[
cos (a (u− t)) ·X(t) + sin (a (u− t)) · Y (t)
]
(∗)
+
∫ u
t
sin (a (u− s)) e−λ(u−s)dAs. (∗∗)
Wegen der gewonnenen Darstellungsweise des Prozesses X(u) = (∗) + (∗∗) kann (2.11)
mit Hilfe der Zerlegung
1
T2 − T1
∫ T2
T1
EQ [(∗)|Ft] du+ 1
T2 − T1
∫ T2
T1
EQ [(∗∗)|Ft] du
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bestimmt werden. Dazu berechnet man mit Hilfe der Ft-Messbarkeit von (∗):∫ T2
T1
EQ [(∗)|Ft] du
= X(t)
∫ T2
T1
cos (a (u− t)) e−λ(u−t) du+ Y (t)
∫ T2
T1
sin (a (u− t)) e−λ(u−t) du
= X(t) ·D1(t, T1, T2) + Y (t) · E1(t, T1, T2).
Fu¨r den zweiten Term gilt∫ T2
T1
EQ [(∗∗)|Ft] du
=
∫ T2
T1
EQ
[∫ u
t
sin (a (u− s)) e−λ(u−s)dAs|Ft
]
du
=
∫ T2
T1
(∫ u
t
∫
R
z sin (a (u− s)) e−λ(u−s) ν˜(dz, ds)
)
du
+
∫ T2
T1
(
EQ
[ ∫ u
t
sin (a (u− s)) e−λ(u−s)dM˜(s)∣∣Ft]) du (2.12)
+ γ
∫ T2
T1
(∫ u
t
sin (a (u− s)) e−λ(u−s)ds
)
du
=
∫ T2
T1
(∫ u
t
∫
R
z sin (a (u− s)) e−λ(u−s) ν˜(dz, ds)
)
du
+ γ
∫ T2
T1
(∫ u
t
sin (a (u− s)) e−λ(u−s)ds
)
du
=: U11 (t, T1, T2). (2.13)
Hierbei wurde ausgenutzt, dass der Term in (2.12) wegen der Martingaleigenschaft des
stochastischen Integrals im bedingten Erwartungswert verschwindet. Diese Eigenschaft
zeigt sich, da der Integrand eine beschra¨nkte, deterministische Funktion darstellt und M˜
ein L2-Martingal unter dem Maß Q ist (vgl. Cont und Tankov, 2004, Proposition 8.8).
Zusammen ergibt sich somit
1
T2 − T1
∫ T2
T1
EQ [X(u)|Ft] du
=
1
T2 − T1
(
X(t) ·D1(t, T1, T2) + Y (t) · E1(t, T1, T2) + U11 (t, T1, T2)
)
.
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2. Schritt: Wir richten unseren Blick auf den bedingten Erwartungswert
1
T2 − T1
∫ T2
T1
EQ [Y (u)|Ft] du. (2.14)
Auch hier wird Y eine neue Gestalt der Form
Y (u) =
∫ t
−∞
sin(a(u− s))e−λ(u−s)dAs +
∫ u
t
sin(a(u− s))e−λ(u−s)dAs
= e−λ(u−t)
[
cos (a (u− t)) · Y (t)− sin (a (u− t)) ·X(t)
]
(∗)
+
∫ u
t
cos (a (u− s)) e−λ(u−s)dAs. (∗∗)
verliehen. Die Verfolgung der gleichen Idee wie oben fu¨hrt nun zu∫ T2
T1
EQ [(∗)|Ft] du = Y (t) ·D1(t, T1, T2) − X(t) · E1(t, T1, T2)
sowie ∫ T2
T1
EQ [(∗∗)|Ft] du
=
∫ T2
T1
(∫ u
t
∫
R
z cos (a (u− s)) e−λ(u−s) ν˜(dz, ds)
)
du
+ γ
∫ T2
T1
(∫ u
t
cos (a (u− s)) e−λ(u−s)ds
)
du
=: U12 (t, T1, T2), (2.15)
und schließlich
1
T2 − T1
∫ T2
T1
EQ [Y (u)|Ft] du
=
1
T2 − T1
(
Y (t) ·D1(t, T1, T2) − X(t) · E1(t, T1, T2) + U12 (t, T1, T2)
)
.
(2.16)
3. Schritt: Im letzten Teil des Beweises verbleibt lediglich die Bestimmung des bedingten
Erwartungswertes
1
T2 − T1
∫ T2
T1
EQ [Z(u)|Ft] du,
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welcher als Spezialfall von (2.14) mit a = 0 und damit unmittelbar aus obiger Gleichung
(2.16) hervorgeht. Man folgert sofort
D1(t, T1, T2)|a=0 =
(
e−λ(T1−t) − e−λ(T2−t))/λ = G1(t, T1, T2),
E1(t, T1, T2)|a=0 = 0
U12 (t, T1, T2)|a=0 =: U13 (t, T1, T2) (2.17)
und damit
1
T2 − T1
∫ T2
T1
EQ [Z(u)|Ft] du = 1
T2 − T1
(
Z(t) ·G1(t, T1, T2) + U13 (t, T1, T2)
)
. (2.18)
Zusammen mit
ω1xU
1
1 (t, T1, T2) + ω
1
yU
1
2 (t, T1, T2) + ω
1
zU
1
3 (t, T1, T2) = U(t, T1, T2, ω
1
x, ω
1
y, ω
1
z)
folgt schließlich die Behauptung. 
Die hergeleitete Formel fu¨r F (t, T1, T2) ha¨ngt nur von deterministischen Funktionen
und den Prozessen X, Y und Z zum Zeitpunkt t ab, was eine explizite Bestimmung der
Preise nach einer Anpassung des Modells mo¨glich macht. Verwendet man im Prozess S
lediglich den verallgemeinerten Ornstein-Uhlenbeck-Prozess Z wie in Benth, Kallsen und
Meyer-Brandis (2007), genu¨gt es die Formel (2.18) herzuleiten. Diese entspricht auch der
Identita¨t fu¨r F (t, T1, T2) in Benth, Kallsen und Meyer-Brandis (2007).
Wie bereits vor Satz 2.2.1 erwa¨hnt, widmen wir uns nochmals der Motivation eines
Maßwechsels im Sinne obigen Satzes. Hierbei steht die sogenannte Risikopra¨mie
RP (t, T ) :=
1
T2 − T1
(
EQ
[∫ T2
T1
S(u) du
∣∣∣∣Ft]− EP [∫ T2
T1
S(u) du
∣∣∣∣Ft])
= F (t, T1, T2)− 1
T2 − T1EP
[∫ T2
T1
S(u) du
∣∣∣∣Ft]
im Blickpunkt (vgl. Benth und Sgarra, 2012). Wir hatten bereits festgestellt, dass aus
mathematischer Sicht ein Maßwechsel von dem objektivem Maß P hin zu einem
”
risiko-
neutralem Maß“ Q nicht notwendig ist. Diese Sichtweise wird etwa durch die
”
Theorie
rationaler Erwartungen“ aus der Makroo¨konomie unterstu¨tzt, in der davon ausgegangen
wird, dass die Erwartungen der Akteure des betrachteten Marktes nie systematisch zu
falschen Ergebnissen fu¨hren (vgl. Muth, 1961). Schon in dem Buch
”
A treatise on money“
von Keynes (1930) wurde diesem Ansatz widersprochen. In der Theorie zur
”
normalen
Backwardation“ ging Keynes davon aus, dass etwa ein Produzent durch den Verkauf von
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Forwards die eigenen Risiken
”
hedgen“ wolle und dadurch den Anlegern einen Preisnach-
lass gewa¨hre, sodass stets negative Risikopra¨mien zu beobachten seien. Doch dieser Effekt
tritt auf den Ma¨rkten auch mit umgekehrtem Vorzeichen auf und wird als
”
Contango“
bezeichnet: Bei sehr volatilen Preisen besteht auch ein Interesse der Ka¨ufer und Anleger,
sich gegen Risiko abzusichern, sodass Risikopra¨mien auch positiv sein ko¨nnen. Speziell bei
Elektrizita¨tsma¨rkten wie der EEX, zeigen sich in empirischen Studien sowohl positive als
auch negative Risikopra¨mien (vgl. Pavel, Lawford und Valerie, 2006). Wa¨hrend Forwards
mit einem Ausu¨bungszeitpunkt in ferner Zukunft im Regelfall der
”
normalen Backwarda-
tion“ folgen, treten bei kurzen Laufzeiten auch positive Risikopra¨mien auf, die durch das
volatile und sprunghafte Verhalten der Preiskurven erkla¨rt werden. Aus mathematischer
Sicht besteht daher ein Interesse, den beobachteten Vorzeichenwechsel der Risikopra¨mie
durch das verwendete Modell nachzubilden. Wir wollen anhand eines Beispiels illustrie-
ren, dass diesem Wunsch in unserem Spotpreismodell mit Hilfe von Satz 2.2.1 entsprochen
werden kann:
Beispiel 2.2.3. Es sei nun S der Spotpreisprozess gema¨ß Definition 2.1.1 unter Ver-
wendung einer Linearkombination der Prozesse X, Y und Z. Verwenden wir zusa¨tzlich die
Annahmen aus Bemerkung 2.1.2, so ist die Kernfunktion φ : R→ R des Spots S, welche
sich durch
φ(x) = e−λx (ωx sin(ax) + ωy cos(ax) + ωz)1x≥0(x)
ergibt, stets positiv. Verwenden wir einen Subordinator der Form
A(t) =
∫ t
−∞
∫ ∞
0
z Ji(ds, dz)
als treibenden Prozess mit Intensita¨tsmaß ν, so ergibt sich die Risikopra¨mie mit Hilfe von
Satz 2.2.1 und Satz 2.2.2 durch
RP (t, T ) =
1
T2 − T1
∫ T2
T1
(∫ u
t
∫ ∞
0
φ(u− s) · z · (eθ(s)z − 1) ν(ds, dz)
)
du.
Wegen der getroffenen Annahmen, zeigt sich, dass sich das Vorzeichen der Risikopra¨mie
durch die Funktion θ des Maßwechsels steuern la¨sst. Zur Veranschaulichung betrachten
wir zwei Fa¨lle: Fu¨r θ(s) ≡ θ > 0 beobachten wir, dass z(eθ(s)z − 1) positiv ist, wa¨hrend
fu¨r θ(s) ≡ θ < 0 der Ausdruck z(eθ(s)z − 1) ein negatives Vorzeichen aufweist. Der Vor-
zeichenwechsel la¨sst sich in diesem Szenario somit nachbilden. 
Mo¨chte man u¨ber den Forwardpreiskurven hinaus Derivate zu einer messbaren Aus-
zahlungsfunktion g ∈ L1(R) bewerten, muss eine weitere Darstellungsform der Forwards
hergeleitet werden. Auch im Folgenden werden die in Benth, Kallsen und Meyer-Brandis
2.2. BEWERTUNG VON DERIVATEN AUF BASIS DES SPOTPREISMODELLS 47
(2007) verwendeten Techniken fu¨r oszillierende Ornstein-Uhlenbeck Prozesse verallgemei-
nert.
Lemma 2.2.4 (Darstellungslemma fu¨r Forwards).
Es sei S der Spotpreisprozess (2.2) mit den Prozessen S˜i fu¨r i = 1, . . . , n wie in (2.1)
mit ai = bi. Ferner seien die Integratoren Li der Form (2.9). Legt man ein risikoneutra-
les Maß wie in Satz 2.2.2 zugrunde, dann gilt mit Hilfe der Formel (2.6) fu¨r den Preis
eines Forwards zum Zeitpunkt t > 0 fu¨r eine Lieferung einer MWh Strom innerhalb des
Zeitraums [T1, T2] mit T2 > T1 > t ≥ 0:
F (t, T1, T2) =
n∑
i=1
ci
(
U i(T1, T2) +
∫ t
−∞
Σi(s, T1, T2) dM˜i(s)
)
mit den kompensierten Sprungprozessen M˜i wie in (2.10) sowie
Σi(s, T1, T2) :=
1
T2 − T1
(
ωixEi(t, T1, T2) + ω
i
yDi(t, T1, T2) + ω
i
zGi(t, T1, T2)
)
und
U i(T1, T2) :=
1
T2 − T1
(
ωixU
i
1(T1, T2) + ω
i
yU
i
2(T1, T2) + ω
i
zU
i
2(T1, T2)
)
.
Die Funktionen Di(t, T1, T2), Ei(t, T1, T2) und Gi(t, T1, T2) kennt man bereits aus Satz
2.2.2. Die Terme in U i(T1, T2) gehen in der Weise
U ij(T1, T2) := U
i
j(−∞, T1, T2) fu¨r j = 1, 2, 3
aus (2.13),(2.15) sowie (2.17) hervor.
Beweis. Wie im Beweis von Satz 2.2.2 wird die Identita¨t fu¨r i = 1 gezeigt. Wegen
der Linearita¨t des bedingten Erwartungswertes kann daraus die Behauptung fu¨r eine von
Prozessen der Form S˜ geschlossen werden. Es ko¨nnen wie im erwa¨hnten Beweis zuna¨chst
die bedingten Erwartungswerte der Prozesse X := X1, Y := Y1 und Z := Z1 separat be-
stimmt und abermals wegen der Linearita¨t der Erwartungswerte zur Aussage des Lemmas
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zusammengefu¨hrt werden. Fu¨r den bedingten Erwartungswert (2.6) des Prozesses X gilt
1
T2 − T1
∫ T2
T1
EQ[X(u)|Ft] du
=
1
T2 − T1
∫ T2
T1
EQ
[∫ u
−∞
sin (a (u− s)) e−λ(u−s)dA(s)
∣∣∣∣Ft] du
=
1
T2 − T1
∫ T2
T1
(∫ u
−∞
∫ ∞
−∞
z sin (a (u− s)) e−λ(u−s) ν˜(dz, ds)
)
du
+
γ
T2 − T1
∫ T2
T1
(∫ u
−∞
sin (a (u− s)) e−λ(u−s)ds
)
du
+
1
T2 − T1
∫ T2
T1
EQ
[∫ u
−∞
sin (a (u− s)) e−λ(u−s)dM˜(s)
∣∣∣∣Ft] du
=
1
T2 − T1U1(T1, T2) +
1
T2 − T1
∫ T2
T1
∫ t
−∞
sin (a (u− s)) e−λ(u−s)dM˜(s) du
=
1
T2 − T1U1(T1, T2) +
∫ t
−∞
E1(s, T1, T2) dM˜(s).
Im letzten Schritt wurde das Fubini-Theorem fu¨r stochastische Integrale wie in Barndorff-
Nielsen und Basse-O’Connor (2011, Theorem 3.1) verwendet. Fu¨r die Prozesse Y und Z
fu¨hrt schließlich die analoge Vorgehensweise zur Behauptung. 
Wie im over-the-counter-Handel Optionen auf Forwards, werden auch im
EEX-Terminmarkt Optionen auf Futures gehandelt. Es kann nun eine Formel zur Bewer-
tung einer Put-Option auf Basis eines Forwards mit Auszahlungsfunktion g ∈ L1(R) zu
einem festen Ausu¨bungszeitpunkt T > 0 entwickelt werden. Betrachtet man den Preis
einer Put-Option p(t, T, T1, T2) zu einem solchen Ausu¨bungszeitpunkt T > 0 auf einen
Forward F (t, T1, T2) wie in (2.6) mit 0 ≤ t < T < T1 ≤ T2, so wird der Preis in dieser
Arbeit mit Hilfe der Formel
p(t, T, T1, T2) = e
−r(T−t) EQ [g(F (T, T1, T2))|Ft] (2.19)
ermittelt. Hierbei bezeichnet Q erneut ein riskoneutrales Maß, welches etwa durch Satz
2.2.1 gewonnen werden kann, sowie r > 0 den Zinssatz des zugrunde gelegten Bonds.
Die Preisformel (2.19) kann daher als der diskontierte, unter dem riskoneutralen Maß Q
erwartete Auszahlungsbetrag g (F (T, T1, T2)) interpretiert werden, wobei wir zur Berech-
nung des bedingten Erwartungswertes alle zum Zeitpunkt t ≥ 0 zur Verfu¨gung stehende
Informationen Ft verwenden.
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Es wird sich zeigen, dass der bedingte Erwartungswert (2.19) tatsa¨chlich eine explizi-
te Lo¨sung besitzt, die mittels numerischer Methoden bestimmt werden kann. Bevor man
sich dieser widmen kann, definiert man die sogenannte Kumulante einer deterministischen
Funktion θ(·) bezu¨glich des Maßes Q fu¨r 0 ≤ t < T als
Ψt,Ti (θ(·)) := ln
(
EQ
[
exp
(
i
∫ T
t
θ(s)dAi(s)
)])
. (2.20)
Fu¨r i = 1, . . . , n seien nun Ai additive Prozesse mit dem charakteristischen Triplet
(0, 0, νit), sodass ∫ t
0
∫
|x|≤1
|x| νi(ds, dx) < ∞ fu¨r alle t ≥ 0, (2.21)
erfu¨lle, wobei νi das mit νit in Verbindung stehende Maß bezeichne. Nach der Le´vy-Itoˆ-
Zerlegung 1.1.5 sind die Prozesse Ai dann von der Form
Ai(t) =
∫ t
−∞
∫ ∞
0
z Ji(ds, dz) (2.22)
mit den Sprungmaßen Ji im Sinne von (1.6), wobei wir zusa¨tzlich annehmen, dass das
Sprungmaß auf der positiven Achse konzentriert sei. Ferner bezeichne
J˜i(ds, dz) := Ji(ds, dz)− ν˜i(ds, dz)
als das unter dem Maß Q kompensierte Sprungmaß (2.9) und
A˜i(t) =
∫ t
−∞
∫ ∞
0
z J˜i(ds, dz) (2.23)
den kompensierten additiven Prozess. Dabei definieren wir das Maß Q durch 2.2.1. Die
Kumulante besitzt in dieser Situation die Gestalt
Ψt,Ti (θ(·)) =
∫ T
t
∫ ∞
0
(
eiθ(s)z − 1) ν˜i(ds, dz). (2.24)
Fu¨r einen solchen treibenden Prozess Ai kann nun eine Put-Option mit Basiswert eines
Forwards wie in Benth, Kallsen und Meyer-Brandis (2007) bewertet werden.
Satz 2.2.5 (Put-Optionsbewertung). Es sei F (t, T1, T2) ein Forward auf den Spot im
Sinne von (2.6). Ferner werde der assoziierte Spotpreisprozess S von additiven Prozess
Ai der Form (2.22) angetrieben. Dann gehorcht der Preis einer Put-Option mit einer
Auszahlungsfunktion g, sodass g(F (T, T1, T2)) ∈ L1(Q), fu¨r 0 ≤ t < T < T1 ≤ T2 der
Formel
p(t, T, T1, T2) = e
−r(T−t) (g ? Φt,T ) (F (t, T1, T2)) .
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Dabei bezeichnet ? die Faltung zweier Funktionen und Φt,T eine Funktion, welche implizit
durch die Fouriertransformation
Φ̂t,T (y) := exp
(
n∑
i=1
Ψt,Ti (y · ci · Σi (·, T1, T2))
)
mit der Funktion Σi aus Lemma 2.2.4 gegeben ist. Die Funktionen Ψ
t,T
i (·) sind die Ku-
mulanten gema¨ß der Definition (2.20), die sich in der hier vorliegenden Situation durch
(2.24) berechnen lassen.
Beweis. Wir gehen vor wie in Kobe und Woerner (2015, Theorem 5.4) und verallge-
meinern die Resulat von Benth, Kallsen und Meyer-Brandis (2007) fu¨r obiges Spotpreis-
modell. Zuna¨chst bemerken wir, dass eine Funktion g ∈ L1(R) aus der Inversionsformel
g(x) =
1
2pi
∫
ĝ(y)eiyx dy (2.25)
zuru¨ckgewonnen werden kann. Ferner besitzt die Preisformel eines Forwards nach Lemma
2.2.4 fu¨r γ = 0 und den kompensierten Prozessen M˜i = A˜i wie in (2.23) die Gestalt:
F (t, T1, T2) =
n∑
i=1
ci
(
U i(T1, T2) +
∫ t
−∞
Σi(s, T1, T2) dA˜i(s)
)
.
Mit Hilfe dieser Erkenntnis errechnet man:
EQ[g(F (T, T1, T2))|Ft]
=
1
2pi
∫
ĝ(y) EQ
[
eiyF (T,T1,T2)|Ft
]
dy
=
1
2pi
∫
ĝ(y) exp
(
iy
n∑
i=1
ciU
i(T1, T2)
)
· EQ
[
exp
(
iy
n∑
i=1
ci
∫ t
−∞
Σi(s, T1, T2)dA˜i(s)
)∣∣∣∣Ft
]
· EQ
[
exp
(
iy
n∑
i=1
ci
∫ T
t
Σi(s, T1, T2)dA˜i(s)
)∣∣∣∣Ft
]
dy
=
1
2pi
∫
ĝ(y) exp
(
iy
n∑
i=1
ci
(
U i(T1, T2) +
∫ t
−∞
Σi(s, T1, T2)dA˜i(s)
))
· EQ
[
exp
(
iy
n∑
i=1
ci
∫ T
t
Σi(s, T1, T2)dA˜i(s)
)∣∣∣∣Ft
]
dy
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Modelleigenschaft Verweis
Unendlich teilbare Randverteilungen Siehe Satz 1.2.6
Mean-Reverting Effekt Verwendung eines OU-Prozesses wie in Bemerkung
1.3.2 und zeigt sich zudem in Lemma 1.3.5
Stationarita¨t Siehe Lemma 1.3.7, (iii)
Spru¨nge Siehe Lemma 1.3.7, (ii)
Oszillierende Abha¨ngigkeitsstruktur Siehe Lemma 2.1.3, Korollar 2.1.4,
und oszillierender, zufa¨lliger Trend Abbildung 2.3 und Lemma 1.3.5
Semimartingaleigenschaft Siehe Lemma 1.3.7, (i)
Bewertung eines Forwards Siehe Satz 2.2.2
Bewertung einer Option Siehe Satz 2.2.5
Vorzeichenwechsel der Risikopra¨mie Siehe Beispiel 2.2.3
Tabelle 2.1. Eigenschaften des Spotpreismodells.
=
1
2pi
∫
ĝ(y) exp (iyF (t, T1, T2))
· EQ
[
exp
((
iy
n∑
i=1
ci
∫ T
t
Σi(s, T1, T2)dA˜i(s)
))∣∣∣∣Ft
]
dy.
Da die Prozesse A˜i unabha¨ngige Zuwa¨chse besitzen folgt daraus:
EQ[g(F (t, T1, T2))|Ft]
=
1
2pi
∫
ĝ(y)· exp (iy F (t, T1, T2))
· EQ
[
exp
(
iy
(
n∑
i=1
ci
∫ T
t
Σi(s, T1, T2)dA˜i(s)
))]
dy
=
1
2pi
∫
ĝ(y)· exp
(
iy F (t, T1, T2) +
n∑
i=1
Ψt,Ti (y · ci · Σi (·, T1, T2))
)
dy
=
1
2pi
∫
ĝ(y)· Φ̂t,T (y) · eiy F (t,T1,T2) dy.
Mit Hilfe von (2.25) folgt schließlich die Behauptung. 
Eine typische Auszahlungsfunktion ist die der europa¨ischen Put-Option
g(x) :=
max(K − x, 0), falls x ≥ 0,0, sonst,
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mit einem Ausu¨bungspreis K > 0. Offenbar liegt g in diesem Fall in L1(R). Dies gilt
jedoch nicht fu¨r die assoziierte Call Option, fu¨r welche obiger Satz somit nicht anwendbar
ist. Mit einem Ru¨ckgriff auf die Put-Call-Parita¨t bietet sich einem jedoch die Mo¨glichkeit,
auch den Preis eines solchen Calls zu bestimmen.
Eine Zusammenfassung der Modelleigenschaften findet man in Tabelle 2.1.
KAPITEL 3
Parameterscha¨tzung in oszillierenden
Ornstein-Uhlenbeck-Prozessen
Im ersten Abschnitt richtet sich der Blick auf das Scha¨tzen der Parameter der Kern-
funktion von oszillierenden Ornstein-Uhlenbeck Prozessen. Dabei gehen wir davon aus,
dass wir den Prozess zu diskreten Zeiten t ∈ N beobachten. Der zweite Teil des Kapitels
widmet sich einem zentralen Grenzwertsatz fu¨r die gescha¨tzten Parameter. Bevor im letz-
ten Abschnitt einige Simulationsergebnisse pra¨sentiert werden, parametrisieren wir den
treibenden Le´vy-Prozess und konstruieren Scha¨tzer fu¨r die unbekannten Parameter auf
Grundlage von niederfrequenten als auch hochfrequenten Beobachtungen des zugrunde
gelegten Prozesses.
3.1. Momentenmethode
Die sogenannte Momentenmethode ist ein bewa¨hrtes Verfahren zur Gewinnung von
Scha¨tzern fu¨r die unbekannten Komponenten θ = (θ1, . . . , θk) eines parametrisierten Mo-
dells. Sie beruht auf dem Vergleich der analytischen, theoretischen Momente mk einer
Verteilung mit den empirischen Momenten m̂k, welche basierend auf einer Stichprobe be-
rechnet werden. Dabei besteht oft die Hoffnung darin, dass die empirischen Momente m̂k
fu¨r einen großen Stichprobenumfang tatsa¨chlich eine gute Approximation fu¨r die theo-
retischen Momente liefern. Mathematisch ausgedru¨ckt wu¨nscht man sich beispielsweise
eine geeignete Konvergenz, etwa stochastische, fast sichere oder aber auch eine Konver-
genz im L1-Sinne der empirischen Momente gegen die tatsa¨chlichen, analytisch zuvor
berechneten Momente des Modells. Dabei erscheint zuna¨chst das klassische starke Ge-
setz der großen Zahlen ein geeignetes Resultat, eine solche Konvergenz der empirischen
Mittel nachzuweisen. Leider erweist sich das Gesetz in dem Kontext von oszillierenden
Ornstein-Uhlenbeck Prozessen als nicht hilfreich, da eine wichtige Voraussetzung fu¨r die
Anwendung des Satzes nicht erfu¨llt ist: Entnimmt man eine Stichprobe, etwa des Sinus-
OOU-Prozesses (Xt)t∈N0 , so ist die gewonnene Folge von Zufallsgro¨ßen wie das vorherige
Kapitel zeigt nicht unkorreliert oder gar unabha¨ngig. Jedoch wird sich zeigen, dass die
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beobachtete Stichprobe (Xt)t∈N0 eine langfristig betrachtet ”
hinreichend schnell abneh-
mende“ Abha¨ngigkeitsstruktur aufweist, die den Nachweis einer etwas schwa¨cheren Ei-
genschaft, der sogenannten Ergodizita¨t, ermo¨glicht. Aufgrund dieses Attributs wird es
gelingen, die gewu¨nschte Konvergenz der empirischen Momente gegen die tatsa¨chlichen
Momente des Modells zu gewa¨hrleisten. Der Schlu¨ssel liegt dabei im Birkhoff’schen Ergo-
densatz. Bevor dieser zitiert und fu¨r die hier benutzten Prozesse angewendet wird, werden
zuna¨chst einige grundlegende Begriffe der Ergodentheorie eingefu¨hrt. Wir werden die Er-
godizita¨t eines Prozesses (Xt)t∈N0 aus der sogenannten ”
starken Mischungseigenschaft“
des Prozesses (Xt)t≥0 schließen. Einen detaillierten U¨berblick zur verwendeten Theorie
findet man beispielsweise in Klenke (2008, Kapitel 20).
Definition 3.1.1.
Es sei (Ω,A, P ) ein Wahrscheinlichkeitsraum und T : Ω→ Ω eine messbare Abbildung.
(i) Die Abbildung T heißt P -maßerhaltend, falls
P
(
T−1(A)
)
= P (A) fu¨r alle A ∈ A.
(ii) Es sei nun T eine maßerhaltende Abbildung. Eine Menge A ∈ A heißt T -
invariant, falls T−1(A) = A. 
Die na¨chste Defintion bescha¨ftigt sich mit Ergodizita¨t und einer sogenannten Mi-
schungseigenschaft stationa¨rer stochastischer Prozesse:
Definition 3.1.2.
1. Es sei X = (Xn)n∈N0 ein R-wertiger, stationa¨rer stochastischer Prozess auf
(Ω˜, A˜, P˜ ) := (RN0 ,B(R)⊗N0 , PX). Ferner sei
T : RN0 → RN0 , T((xn)n∈N0) := (xn+1)n∈N0
der sogenannte Forward-Operator.
(i) Der Prozess X heißt ergodisch, falls
P˜ (A) ∈ {0, 1} fu¨r alle T -invarianten Mengen A ∈ A˜ gilt.
(ii) Der Prozess X heißt (stark) mischend, falls
lim
n→∞
P˜
(
A ∩ T−n(B)) = P˜ (A)P˜ (B) fu¨r alle A,B ∈ A˜ gilt.
2. Es sei X = (Xt)t∈R ein R-wertiger, stationa¨rer stochastischer Prozess auf dem
kanonischen Wahrscheinlichkeitsraum (Ω˜, A˜, P˜ ) = (RR,B(R)⊗R, PX). Ferner sei
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(T t)t∈R die Gruppe der Shift-Operatoren auf RR. Das heißt fu¨r t ∈ R ist
T t : RR → RR, T t((xs)s∈R) := (xs+t)s∈R.
Dann heißt X nach Rosinski und Zak (1997) oder Fuchs und Stelzer (2013)
(stark) mischend, falls
lim
t→∞
P˜
(
A ∩ T−t(B)) = P˜ (A ∩B) fu¨r alle A,B ∈ A˜ gilt. 
Die Mischungseigenschaft in (ii) la¨sst sich zudem zu
lim
t→∞
P ((Xs)s∈R ∈ A, (Xs+t)s∈R ∈ B) = P ((Xs)s∈R ∈ A) · P ((Xs)s∈R ∈ B)
fu¨r A,B ∈ A˜ umformulieren. Hierbei zeigt sich noch deutlicher, warum ein stationa¨rer,
mischender Prozess X auch als
”
asymptotisch unabha¨ngig“ bezeichnet wird. Zudem be-
obachtet man eine sehr nu¨tzliche Eigenschaft, die im Laufe des Kapitels noch benutzt
wird:
Lemma 3.1.3.
(i) Es sei X = (Xn)n∈N0 ein R-wertiger, stationa¨rer und stark mischender Prozess.
Dann ist X auch ergodisch.
(ii) Ist ein stationa¨rer, stochastischer Prozess X = (Xt)t∈R mischend, so ist auch
der in X eingebettete Prozess (Xn)n∈N0 stationa¨r und mischend im Sinne von
Definition 3.1.2.
(iii) Es sei X = (Xn)n∈N0 ein stationa¨rer und ergodischer Prozess und g : RN → RN
eine messbare Abbildung. Dann ist auch der Prozess Y = (Yn)n∈N0 mit Y := g(X)
stationa¨r und ergodisch.
Beweis. Um (i) einzusehen, wa¨hlt man eine T -invariante Menge A ∈ A und stellt
fest, dass
P˜ (A) = P˜ (A ∩ A) = P˜ (A ∩ T−n(A)) n→∞−→ P˜ (A)2
gilt. Die Behauptung in (ii) folgt aus dem Vergleich der beiden obigen Definitionen 3.1.2.
Die letzte Eigenschaft (iii) wird etwa in Kallenberg (2002) nachgewiesen. 
Ist ein stationa¨rer Prozess (Xn)n∈N0 ergodisch, so gilt fu¨r diesen unter gewissen Vor-
aussetzungen ein
”
starkes Gesetz der großen Zahlen“, auch wenn die Folge (Xn)n∈N0 nicht
unabha¨ngig ist. Dies folgt aus einem Spezialfall des Birkhoff’schen Ergodensatzes:
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Theorem 3.1.4 (Speziellfall des Birkhoff’schen Ergodensatzes).
Es sei X = (Xn)n∈N0 ein stationa¨rer, ergodischer Prozess mit X1 ∈ L1(Ω,A, P ). Dann
gilt
1
n
n−1∑
k=0
Xk −→ E(X1) fast sicher und im L1-Sinne fu¨r n→∞.
Beweis. Siehe etwa Billingsley (1986). 
Das Resultat motiviert dazu, die hier eingefu¨hrten, stationa¨ren Prozesse auf Ergodi-
zita¨t zu untersuchen:
Nach Kapitel 1.2 sind die Randverteilungen der Prozesses Z := (Zt)t≥ der Form
Zt :=
∫ t
−∞
f(t− s)dLs (3.1)
mit einer geeigneten Kernfunktion f : R → R wie die des treibenden Le´vy-Prozesses L
unendlich teilbar. Speziell ergibt sich hier die Charakteristik (γf , σ
2
f , νf ) in Abha¨ngigkeit
des charakteristischen Triplets (γ, σ2, ν) des Le´vy-Prozess L gema¨ß 1.12. Wie wir in Ka-
pitel 1.2 gesehen haben, ist Z ein stationa¨rer Prozess.
Wir fassen zuna¨chst einige Ergebnisse zusammen, wie sich stationa¨re, stochastische Pro-
zesse der Form Z auf die
”
starke Mischungseigenschaft“ und Ergodizita¨t im Sinne von
Definition 3.1.2 untersuchen lassen. Anschließend werden die Resultate in Theorem 3.1.9
fu¨r den Spotpreisprozess S genutzt:
Im Artikel
”
Infinitely divisible processes“ von Maruyama (1970) werden erstmals drei
hinreichende Bedingungen hergeleitet, welche gewa¨hrleisten, dass ein stationa¨rer Prozess
mit unendlich teilbaren Randverteilungen mischend im Sinne von Definition 3.1.2 (ii) ist:
Theorem 3.1.5. (Maruyama, 1970) Ein stationa¨rer, unendlich teilbarer Prozess Z
der Form (3.1) mit Charakteristik (γf , σ
2
f , νf ) ist mischend genau dann, wenn folgende
Bedingungen (C1) - (C3) erfu¨llt sind, wobei:
(C1) Die Kovarianzfunktion r(h) der Gaußschen Komponente des Le´vy-Prozesses ver-
schwindet fu¨r große h, das heißt r(h)→ 0 fu¨r h→∞.
(C2) limt→∞ ν
f
{0,t} (|xy| > δ) = 0 fu¨r alle δ > 0,
(C3) limt→∞
∫
0<x2+y2≤1 xy ν
f
{0,t}(dx, dy) = 0,
wobei νf{0,t} das gemeinsame Le´vy-Maß des Vektors (Z0, Zt)
> beschreibe.
Beweis. Siehe Maruyama (1970, Theorem 6). 
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Wa¨hrend der Nachweis der Bedingungen (C2) und (C3) fu¨r einige treibende Le´vy-
Prozesse erst durch eine Umformulierung gelingen wird, kann die Bedingung (C1) oft
sofort gezeigt werden. Dies zeigt sich spa¨ter auch fu¨r den Spotpreisprozess S.
Im Hinblick auf geeignete Umformulierungen der Bedingungen (C2) und (C3) werden
die von Eliazar und Klafter (2007) eingefu¨hrten
”
Korrelations-Kaskaden“ benutzt. In
dieser Arbeit verwenden wir die Definition fu¨r allgemeine Kernfunktionen von Weron
und Magdziarz (2010):
Definition 3.1.6. (Korrelations-Kaskaden).
Es sei Z ein zeitstetiger Moving-Average Prozess der Form (3.1) und ν das Le´vy-Maß
des treibenden Le´vy-Prozesses. Dann definiert man die Korrelations-Kaskade C`(t1, t2)
fu¨r 0 ≤ t1 < t2 <∞ und ` > 0 durch
C`(t1, t2) =
∫ t
−∞
Λ
(
`
min(|f(t1 − s)|, |f(t2 − s)|)
)
ds,
wobei
Λ(`) :=
∫
|x|>`
ν(dx)
als Tail-Funktion des Le´vy-Maßes ν bezeichnet wird. 
Die folgende Proposition beschreibt den Zusammenhang zwischen der Korrelations-
Kaskade C`(t1, t2) und dem gemeinsamen Le´vy Maß des Vektors (Zt1 , Zt2)
>:
Proposition 3.1.7. (Magdziarz, 2009) Es sei Z ein Prozess der Form (3.1) und
νf{t1,t2} das Le´vy Maß des Vektors (Zt1 , Zt2)
>. Dann gilt fu¨r ` > 0:
C`(t1, t2) = ν
f
{t1,t2} ({(x, y) : min(|x|, |y|) > `})
Beweis. Dies folgt aus Magdziarz (2009, Proposition 1) unter Verwendung der
Korrelations-Kaskade wie in Definition 3.1.6. 
Betrachtet man einen Prozess Z der Form (3.1) mit einem Le´vy-Prozess L ohne
Brownsche Komponente σ2, so wird die Abha¨ngigkeitsstruktur des Prozesses Z ausschließ-
lich durch das Le´vy-Maß des Prozesses charakterisiert: Falls σ2 = 0, so sind die Prozesse
Zt1 und Zt2 unabha¨ngig, genau dann wenn das gemeinsame Le´vy Maß ν
f
{t1,t2} des Vektors
(Zt1 , Zt2)
> der Zerlegung
νf{t1,t2}(dx, dy) = ν
f
{t1}(dx)⊗ δ0(dy) + δ0(dx)⊗ ν
f
{t2}(dy)
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genu¨gt (vgl. Magdziarz, 2009). Die Prozesse Zt1 und Zt2 sind folglich unabha¨ngig, wenn die
Masse des gemeinsamen Le´vy-Maßes ausschließlich auf den beiden Achsen konzentriert
ist. Dies ermo¨glicht eine Interpretation der Korrelations-Kaskaden: Da C`(t1, t2) nach
Proposition 3.1.7 gewissermaßen ein Maß dafu¨r angibt, wie viel Masse des Le´vy-Maßes
außerhalb der Achsen aufzufinden ist, beschreibt C`(t1, t2) daher im Wesentlichen ”
wie
abha¨ngig“ die beiden Komponenten Zt1 und Zt2 sind. Hierbei gilt es besonders zu betonen,
dass das Abha¨ngigkeitsmaß C`(t1, t2) keinerlei Anforderung an die Momente des Prozesses
stellt und daher Magdziarz (2009) zu einem neuen Korrelationsbegriff
ρ`(t1, t2) :=
C`(t1, t2)√
C`(t1, t1)C`(t2, t2)
motivierte. Wird etwa ein α-stabiler, treibender Prozesse Lα mit 0 < α < 2 fu¨r die Kon-
struktion des Prozess Z in (3.1) verwendet, so gibt ρ` ein Maß fu¨r die Abha¨ngigkeit des
Prozesses an, wa¨hrend die
”
klassische Korrelation“ in diesem Fall nicht existiert.
Denkt man zuru¨ck an die Interpretation der
”
starke Mischungseigenschaft“ als asym-
ptotische Unabha¨ngigkeit, so u¨berrascht das folgende Resultat vor dem Hintergrund der
Deutung der Korrelations-Kaskaden nicht:
Theorem 3.1.8. (Magdziarz, 2009)
Der stationa¨re Prozess Z = (Zt)t≥0 der Form (3.1) ist mischend im Sinne von Definition
3.1.2 (ii), falls die folgenden beiden Bedingungen erfu¨llt sind:
(B1) Die Kovarianzfunktion r(h) der Gaußschen Komponente des Prozesses verschwin-
det große h. Das heißt, dass r(h)→ 0 fu¨r h→∞.
(B2) Die Korrelations-Kaskade (siehe Definition 3.1.6) verschwindet langfristig, das
heißt
lim
t→∞
C`(0, t) = 0 fu¨r alle ` > 0 gilt.
Beweis. Dies folgt aus Magdziarz (2009, Theorem 1) unter Verwendung der
Korrelations-Kaskade wie in Definition 3.1.6. 
Der Vergleich von Theorem 3.1.5 und Theorem 3.1.8 zeigt, dass die Bedingungen
(C2) und (C3) an das gemeinsame Le´vy-Maß nun durch die neue Bedingung (B2) an die
Funktion C`(t1, t2) ersetzt werden kann.
Es wird nun mit Hilfe des obigen Theorems nachgewiesen, dass der Spotpreisprozess
S (2.2) in vielerlei Situationen ein mischender Prozess im Sinne von Definition 3.1.2 ist.
Wir gehen dabei zur Vereinfachung davon aus, dass wir nur einen Prozess S˜ fu¨r unser
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Spotpreismodell verwenden, das heißt wir wa¨hlen n = 1. Das Resultat fu¨r n ∈ N und
n > 1 kann daraus unmittelbar abgeleitet werden. Zum Nachweis fu¨r den Fall n = 1 wird
Gebrauch von Theorem 3.1.8 gemacht. Die Ausgangslage ist wie folgt:
Es seien a, λ > 0 und L ein zwei Le´vy-Prozess mit Triplet (γ, σ2, ν). Dazu betrachten wir
wie in den Kapiteln zuvor die Prozesse
X(t) =
∫ t
−∞
e−λ(t−s) sin(a(t− s))dLs,
Y (t) =
∫ t
−∞
e−λ(t−s) cos(a(t− s))dLs und
Z(t) =
∫ t
−∞
e−λ(t−s)dLs.
Wir definieren ferner die Kernfunktion φ : R→ R durch
φ(x) := e−λx (ωx sin(ax) + ωy cos(ax) + ωz)1x≥0(x).
mit ωx, ωy, ωz ≥ 0 und ωx + ωy + ωz > 0 sowie den zugeho¨rigen Spotpreisprozess S :=
(S(t))t≥0 durch
S(t) =
∫ t
−∞
φ(t− u)dLu. (3.2)
Das heißt, dass der Prozess S ebenso die Darstellung S(t) = ωxX(t) + ωyY (t) + ωzZ(t)
besitzt. Hierbei sei daran erinnert, dass alle verwendeten Prozesse stets existieren (siehe
1.3.4 (iii)). Das Augenmerk richtet sich nun auf den Nachweis der Mischungseigenschaft
des Spotpreisprozesses fu¨r eine Auswahl von mo¨glichen Modellsituationen:
Theorem 3.1.9.
Es sei S der Spotpreisprozess wie in (3.2) mit einem treibenden Le´vy-Prozess mit Triplet
(γ, σ2, ν). Dann ist S in den folgenden Modell-Situationen mischend im Sinne 3.1.2 (ii):
(i) Der Prozess L sei eine Brownsche Bewegung B mit Drift γ ≥ 0 und σ2 ≥ 0,
das heißt L hat die Bauart
Lt = γt+ σBt.
(ii) Es sei Lα ein α stabiler Le´vy Prozess mit 0 < α < 2, dann ist das Le´vy-Maß
ν fu¨r c1, c2 > 0 von der Form
ν(dx) = c1|x|−α−11x<0(x)dx+ c2x−α−11x≥0(x)dx.
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(iii) Es sei L ein temperierter α-stabiler Le´vy-Prozess mit c1, c2, λ > 0 und
0 < α < 2:
ν(dx) = c1 · |x|−α−1e−λ|x| · 1x<0(x) dx + c2 · x−α−1e−λx · 1x≥0(x) dx.
Dieses Modell impliziert den temperierten, α-stabilen Subordinator mit
ν(dx) = c1 ·
(
1
x
)α+1
· e−λx · 1x>0(x) dx.
(iv) Fu¨r c, α > 0 sei L der sogenannte Gamma Subordinator mit
ν(dx) = c · 1
x
e−αx · 1x>0(x).
(v) Es sei L ein Normal Inverse Gaussian Prozess (NIG(α, β, µ, δ)) mit µ ∈ R,
α > 0, β ∈ (−α, α) und δ > 0 und dem Le´vy-Maß
ν(dx) =
δα
pi
· |x|−1 · exp(βx) · K1(α|x|) dx,
wobei K1(x) die modifizierte Bessel-Funktion dritter Art mit Index 1 bezeichne
(vgl. Beispiel 1.1.6).
Es sei L eine sogenannte
”
Sprung-Diffusion“. Fu¨r eine Brownsche Bewegung B und
einen Poisson-Prozess N mit Intensita¨t δ > 0 hat L dann die Gestalt
Lt := γt+ σBt +
Nt∑
i=1
Xt,
wobei
(vi) im Kou - Modell das Le´vy-Maß fu¨r p ∈ [0, 1] und λ1, λ2 > 0 die Form
ν(dx) = δ
(
p · λ1 · e−λ1x · 1x≥0(x) dx + (1− p) · λ2 · e−λ2|x|1x<0(x)
)
dx
besitzt. Die zugrunde gelegte Verteilung des Prozesses X wird dabei als
”
Doppel-
Exponential-Verteilung“ bezeichnet;
(vii) im Merton - Modell fu¨r ρ2 > 0 und µ ∈ R das Le´vy-Maß die Gestalt
ν(dx) =
δ√
2piρ2
e
− x2
2ρ2 dx
besitzt.
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Beweis. Zum Nachweis verwenden wir Theorem 3.1.8:
Die Bedingung (B1) kann stets in allen Fa¨llen wie folgt nachgewiesen werden:
Die Funktion r : R+ → R ergibt sich nach Rosinski und Zak (1996, Theorem 4) durch
r(h) = σ2
∫ ∞
0
φ(x)φ(x+ h) dx.
Fu¨r einen treibenden Le´vy-Prozess ohne eine Gaußsche Komponente (σ2 = 0) ist r ≡ 0
und (B1) daher offensichtlich erfu¨llt.
Es sei nun σ2 > 0. Analog zu (2.4) erha¨lt man:
r(h) = σ2e−λh (C1 sin(ah) + C2 cos(ah) + C3)
mit
C1 :=
1
4(a2 + λ2)(a2 + 4λ2)
(
8ωx(ωy + ωz)λ
3 + 4(ω2x − ω2y − ωyωz)aλ2 + 2ωx(ωy + 4ωz)a2λ
+ (ω2x − ω2y − 4ωyωz)a3
)
,
C2 :=
1
4λ(a2 + λ2)(a2 + 4λ2)
(
8ωy(ωy + ωz)λ
4 + 8ωx(ωy +
1
2
ωz)aλ
3 + 4(ω2x +
3
2
ω2y + 2ωyωz)a
2λ2
+ 2ωx(ωy + 2ωz)a
3λ+ (ω2x + ω
2
y)a
4
)
,
C3 :=
1
2λ(a2 + 4λ2)
(
4ωz(ωy + ωz)λ
2 + 2ωxωzaλ+ ω
2
za
2
)
.
Offenbar resultiert somit
lim
h→∞
r(h) = 0.
Es verbleibt folglich der Nachweis von (B2) in den unterschiedlichen Modellsituationen.
Es ist hilfreich vorab festzustellen, dass sich die Kernfunktion φ des Spotpreisprozesses
mit Hilfe der Konstanten c := ωx + ωy + ωz in der Form
|φ(x)| ≤ c · exp(−λx) (3.3)
fu¨r alle x ∈ R abscha¨tzen la¨sst.
Zu (i): Hier ist ν das Nullmaß und (B2) unmittelbar erfu¨llt.
Zu (ii): Fu¨r ` > 0 ergibt sich die Tail-Funktion Λ des Le´vy-Maßes hier durch
Λ(`) =
∫
|x|>`
ν(dx)
= c1
[
− 1
α
(
1
x
)α]−`
−∞
+ c2
[
1
α
(
1
x
)α]∞
`
= c˜ · `−α mit c˜ = c1 + c2
α
.
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Demnach erha¨lt man C`(0, t) fu¨r ein ` > 0 und t ≥ 0 mittels
C`(0, t) = c˜ · `−α
∫ t
−∞
(
min{|φ(−x)|, |φ(t− x)|})α dx
= c˜ · `−α
∫ ∞
0
(
min{|φ(y − t)|, |φ(y)|})α dy
∗)
≤ c˜ · c · `−α
∫ ∞
t
(
min{e−λ(y−t), e−λy})α dy
= c˜ · c · `−α
∫ ∞
t
e−λαy dy,
wobei zur Abscha¨tzung (∗) neben (3.3) auch beru¨cksichtigt wurde, dass
φ(y − t) = 0 fu¨r 0 ≤ y ≤ t gilt.
Fu¨r die letzte Identita¨t obiger U¨berlegungen wurde zudem ausgenutzt, dass
y 7→ e−λy monoton fa¨llt fu¨r y > 0. Aus obiger Rechnung resultiert
lim
t→∞
C`(0, t) = lim
t→∞
c˜ · c · `−α · e
−λαt
λα
= 0.
Zu (iii): Die exponentielle Gla¨ttung des Le´vy-Maßes eines α-stabilen Le´vy-Prozesses durch
die Funktion e−λ|x| ≤ 1 im Vergleich zum Le´vy-Maß in (ii) ermo¨glicht unmittelbar die
Abscha¨tzung
Λ(`) ≤ c1 · c˜ · `−α
fu¨r eine geeignete Konstante c1 > 0 und alle ` > 0. Folglich erha¨lt man hier unter
Verwendung von (ii):
0 ≤ lim
t→∞
C`(0, t) ≤ lim
t→∞
c1 · c˜ · c · e
−λαt
λα
= 0.
Zu (iv) und (v): Die Beweise werden nach dem Nachweis von (vi) erbracht.
Zu (vi): Es sei ohne Einschra¨nkung δ = 1. Fu¨r die Tail-Funktion des Le´vy-Maßes ν ergibt
sich hier dann fu¨r ` > 0:
Λ(`) = (1− p) · e−λ2` + p · e−λ1`.
Ohne Einschra¨nkung sei p = 1. Fu¨r p ∈ [0, 1] verla¨uft nachfolgende U¨berlegung analog:
Zum Beweis beobachtet man vorab, dass die Funktion |φ(x)| unter gewissen Konstel-
lationen der Parameter in abza¨hlbar vielen Stellen den Wert null annehmen kann, so-
dass C`(0, t) nicht immer wohldefiniert ist. Um dieses Problem zu umgehen definiert man
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zuna¨chst fu¨r ein  > 0 die Hilfsfunktionen φ : R→ R und f : R→ R durch
φ(x) :=
 , falls |φ(x)| ≤ ,|φ(x)|, sonst,
sowie
f(x) :=
 , falls x < 0,c · e−λx, falls x ≥ 0,
mit c = ωx + ωy + ωz. Dann gilt:
(1.) Fu¨r alle x ∈ R und  > 0 ist |φ(x)| ≤ φ.
(2.) Fu¨r alle Folgen (k)k∈N mit k ↓ 0 fu¨r k →∞ gilt:
lim
k→∞
φk(x) = |φ(x)| punktweise fu¨r alle x ∈ R.
(3.) Fu¨r alle x ∈ R und  > 0 gilt: |φ(x)| ≤ f(x).
(4.) Wegen (3.) gilt fu¨r alle ` > 0, x ∈ R und t > 0:
`
min{|φ(x− t)|, |φ(x)|} ≥
`
min{|f(x− t)|, |f(x)|}
und daher fu¨r α > 0
exp
(
− α · `
min{|φ(x− t)|, |φ(x)|}
)
≤ exp
(
− α · `
min{|f(x− t)|, |f(x)|}
)
.
(5.) Zusammen mit der bekannten Ungleichung 1 + λx ≤ exp(λx) fu¨r λ > 0 und
x ≥ 0 sowie der Beobachtung, dass y 7→ exp(−αy) monoton fa¨llt fu¨r α > 0 zeigt
sich:
0 <
∫ ∞
0
exp
(
− α
c
· eλx
)
dx
≤
∫ ∞
0
exp
(
− α
c
· (1 + λx)
)
dx < ∞.
Folglich beobachtet man fu¨r die Funktion g : R→ R mit
g(x) := exp
(
− α
c
· (1 + λx)
)
,
dass
g ∈ L1(R+) (3.4)
gilt.
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Es sei nun (k)k∈N eine Folge positiver Zahlen, sodass k ↓ 0 fu¨r k →∞ hinreichend schnell
konvergiert. Diese Annahme kann in obigen U¨berlegungen stets getroffen werden. Dann
gilt fu¨r ` > 0:
C`(0, t) =
∫ ∞
0
lim
k→∞
exp
(
− α · ` · (min {φk(x− t), φk(x)})−1
)
dx (3.5)
= lim
k→∞
∫ ∞
0
exp
(
− α · ` · (min {φk(x− t), φk(x)})−1
)
dx (3.6)
≤ lim
k→∞
∫ ∞
0
exp
(
− α · ` · (min {fk(x− t), fk(x)})−1
)
dx (3.7)
= lim
k→∞
∫ t
0
exp
(
− α · `
k
)
dx +
∫ ∞
t
exp
(
− α · ` ·
(
eλx
c
))
dx
≤ lim
k→∞
(
t · exp
(
− α · `
k
))
+
∫ ∞
t
exp
(
− α · ` ·
(
1 + λx
c
))
dx. (3.8)
Die obigen Identita¨ten erkla¨ren sich dabei wie folgt: In (3.5) wird die Stetigkeit der
Minimum-Funktion, der Abbildung x 7→ 1
x
fu¨r x > 0 und der Exponentialfunktion ausge-
nutzt. Die Gleichheit innerhalb des Integrals gilt folglich nach obigen U¨berlegungen fast
u¨berall bezu¨glich des Lebesgue-Maßes. Anschließend wird in (3.6) der Satz der majori-
sierten Konvergenz angewendet, welcher wegen der U¨berlegungen (3.) und (5.) benutzt
werden kann. In (3.7) wird die Ungleichung in (4.) verwendet. Die beobachtete Unglei-
chung in (5.) ermo¨glicht die Abscha¨tzung in (3.8). Der Blick zuru¨ck auf den ersten Term
in (3.8) zeigt, dass das gewu¨nschte Grenzverhalten
lim
t→∞
lim
k→∞
(
t · exp
(
− α · `
k
))
= 0
vorliegt, sofern die Folge (k)k∈N mit k ↓ 0 fu¨r k → ∞ hinreichend schnell konvergiert.
Diese wurde oben angenommen. Zudem kommt man unter Verwendung von (3.4) sowie
mit Hilfe des Satzes von der majorisierten Konvergenz nun zu dem Schluss, dass fu¨r alle
` > 0 fu¨r den zweiten Term in (3.8)∫ ∞
0
lim
t→∞
1[t,∞[ · exp
(
− α · ` ·
(
1 + λx
c
))
dx = 0
resultiert. Beide Argumente zusammen liefern abschließend die Behauptung:
lim
t→∞
C`(0, t) = 0.
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Zu (iv): In diesem Fall ergibt sich fu¨r die Tail-Funktion des Le´vy-Maßes fu¨r alle ` > 0 die
Abscha¨tzung
Λ(`) = c˜
∫ ∞
`
1
x
· e−αx dx
≤ c˜
`
∫ ∞
`
e−αx dx =
c˜
`α
· e−α·`.
Es zeigt sich, dass wie in (vi) ein Problem im Hinblick auf die Wohldefiniertheit von C`(0, t)
auftritt, sodass abermals die Hilfsfunktionen φ und f verwendet werden. Daru¨ber hinaus
la¨sst sich verbunden mit (3.3) beobachten, dass fu¨r λ > 0, x ≥ 0 und t ≥ 0 die Ungleichung
min{|φ(x− t)|, |φ(x)|} = min{|φ(x− t)|, |φ(x)|} · 1[t,∞[(x)
≤ 1[t,∞[(x) · c · e−λx
fu¨r die Konstante c > 0 aus (3.3) genutzt werden kann. Daraus und wie im Beweis zum
Modell (iv) schließt man mit Hilfe einer Folge (k)k∈N positiver Zahlen, sodass k ↓ 0 fu¨r
k →∞ , dass sich die Korrelations-Kaskade C`(0, t) in diesem Modell durch
C`(0, t) (3.9)
≤ lim
k→∞
c˜
α`
∫ ∞
0
min{|φ(x− t)|, |φ(x)|} · exp
(
− α · ` · (min {φk(x− t), φk(x)})−1
)
dx.
≤ c · c˜
α`
∫ ∞
t
exp(−λx) · exp
(
− α · ` ·
(
1 + λx
c
))
dx (3.10)
≤ c · c˜
α`
· exp(−λ`)
∫ ∞
t
exp
(
− α · ` ·
(
1 + λx
c
))
dx
(3.11)
abscha¨tzen la¨sst. Man folgert wie in zum Nachweis in Modell (iv) fu¨r ` > 0:
lim
t→∞
C`(0, t) = 0.
Zu (v): Wir verwenden die Darstellung
K1(x) = x
∫ ∞
1
e−xy
√
y2 − 1 dy
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der Bessel-Funktion dritter Art mit Index 1 (vgl.Glasser et al., 2012, Theorem 3.1) und
nutzen anschließend die Abscha¨tzung
K1(α|x|) ≤ α|x|
∫ ∞
1
e−α|x|y · y dy
= α|x| ·
(
α|x|+ 1
α2x2
)
· e−α|x|.
Es sei c˜ := δα
pi
, κ1 = α−β und κ2 = α+β. Wir beobachten, dass wegen der Voraussetzungen
α > 0 und β ∈ (−α, α) die Konstanten κ1 und κ2 stets positiv sind. Mittels obiger
Ungleichung ergibt sich eine Abscha¨tzung der Tail-Funktion fu¨r alle ` > 0 durch:
Λ(`) ≤ c˜α
∫ −`
−∞
e(β+α)x ·
(
1− αx
α2x2
)
dx + c˜α
∫ ∞
`
e(β−α)x ·
(
1 + αx
α2x2
)
dx
≤ c˜
`2α
∫ −`
−∞
eκ2x · (1− αx) dx + c˜
`2α
∫ ∞
`
e−κ1x · (1 + αx) dx
=
(
c˜
` · κ2 +
(α + κ2)c˜
`2 · ακ2
)
e−κ2` +
(
c˜
` · κ1 +
(α + κ1)c˜
`2 · ακ1
)
e−κ1`. (3.12)
A¨hnlich wie im Nachweis (iv) la¨sst sich verbunden mit (3.3) beobachten, dass fu¨r λ > 0,
x ≥ 0 und t ≥ 0 neben der Ungleichung
min{|φ(x− t)|, |φ(x)|} = min{|φ(x− t)|, |φ(x)|} · 1[t,∞[(x)
≤ 1[t,∞[(x) · c · e−λx
auch die Abscha¨tzung
min{|φ(x− t)|, |φ(x)|}2 ≤ 1[t,∞[(x) · c2 · e−2λx
fu¨r die Konstante c > 0 aus (3.3) genutzt werden kann. Unter Verwendung beider Unglei-
chungen und selbiger U¨berlegung wie in (3.10) fu¨r die vier Summanden der Abscha¨tzung
von Λ(`) in (3.12), la¨sst sich auch hier die Behauptung folgern.
Zu (vii): Wir nehmen abermals ohne Einschra¨nkung an, dass δ = 1 sei. Wie in den Be-
weisen zuvor, wird auch im Merton-Modell die Tail-Funktion
Λ(`) =
1√
2piρ2
(∫ −`
−∞
e
− x2
2ρ2 dx +
∫ ∞
`
e
− x2
2ρ2 dx
)
zuna¨chst abgescha¨tzt. Bei dem zweiten Integral sorgt die Substitution
y :=
x
ρ
und resultierender neuer Grenze `1 =
`
ρ
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fu¨r etwas mehr U¨berblick. Anschließend wird das Integral mit Hilfe einer Konstanten
c1 > 0 abgescha¨tzt durch:∫ ∞
`
exp
(
− x
2
2ρ2
)
dx = c1
∫ ∞
`1
exp
(
− y
2
2
)
dy
≤ c1
∫ ∞
`1
exp
(
− `1y
2
)
dx =
2c1
`1
exp
(
− `
2
1
2
)
Wegen der Symmetrie der Funktion gilt schließlich ebenso∫ −`
−∞
exp
(
− x
2
2ρ2
)
dx ≤ 2c1
`1
exp
(
− `
2
1
2
)
und daher insgesamt
Λ(`) ≤ 4c1
`1
exp
(
− `
2
1
2
)
fu¨r alle ` = ρ · `1 > 0.
Es sei daher nun ohne Einschra¨nkung ρ = 1. Auch hier verwendet man die Hilfsfunktionen
φ und f und eine hinreichend schnell konvergierende Folge (k)k∈N positiver Zahlen,
sodass k ↓ 0 fu¨r k →∞ wie im Beweis in (iv) und erha¨lt
C`(0, t)
≤ lim
k→∞
4c1
`
∫ ∞
0
min{|φ(x− t)|, |φ(x)|} · exp
(
− ` · (min {φk(x− t), φk(x)})
−2
2
)
dx.
Analog zum Nachweis zum Modell (iv) kommt man hier zu dem gewu¨nschten Resultat
lim
t→∞
C`(0, t) = 0.

Damit ist gezeigt, dass der Spotpreisprozess S = (S(t))t≥0 unter Verwendung vieler-
lei Modelle fu¨r den treibenden Le´vy-Prozess ein mischender Prozess ist. Zusammen mit
Lemma 3.1.3 (i) und (ii) ist daher auch der eingebettete Prozess (Sk)k∈N ein mischender
und folglich ergodischer Prozess. Benutzt man daru¨ber hinaus Lemma 3.1.3 (iii) und den
Spezialfall des Birkhoff’schen Ergodensatzes 3.1.4, la¨sst sich die angestrebte Konvergenz
der empirischen Mittel und schließlich auch folgender Satz ableiten:
Satz 3.1.10. Es seien (Sk)k∈N diskrete Beobachtungen des Spotpreisprozesses S wie
in (3.2). Ferner sei L ein Le´vy-Prozess wie in Theorem 3.1.9 mit E (Ln1 ) <∞ fu¨r n ∈ N.
Dann gilt:
S
n
N :=
1
N
N∑
i=1
Sni −→ E(Sn1 ) fast sicher und im L1-Sinne fu¨r N →∞.
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Falls E(L21) <∞, so gilt daru¨ber hinaus unter Verwendung des Mittelwertscha¨tzers
SN := S
1
N :
σ̂2N :=
1
N
N∑
i=1
(Si − SN)2 −→ Var(S1) fast sicher und im L1-Sinne fu¨r N →∞
sowie
γ̂N(h) :=
1
N − h
N−h∑
i=1
(Si − SN)(Si+h − SN) −→ γS(h) fast sicher und im L1-Sinne
fu¨r N →∞ und h ∈ {1, . . . , N − 1}.
Beweis. Siehe etwa Billingsley (1986). 
Damit sind S
n
N , σ̂
2
n und γ̂N(h) stark konsistente Scha¨tzer fu¨r die Momente, die Varianz
und Autokovarianz von S. Stellt man nun die empirischen Scha¨tzer der analytischen
berechneten Kennwerten, etwa
E(St) =µ
(ωy + ωz)λ
2 + ωxaλ + ωza
2
λ(a2 + λ2)
,
Var(St) =V · (C2 + C3) ,
γS(h) =V · e−λh · (C1 sin(ah) + C2 cos(ah) + C3)
mit C1, C2 und C3 wie in (2.4) in einem Gleichungssystem gegenu¨ber, lassen sich durch
die Lo¨sung des Systems stark konsistente Scha¨tzer fu¨r die Parameter a und λ sowie einen
weiteren Parameter der Prozesse ableiten. Daru¨ber hinaus ko¨nnen zum Beispiel die em-
pirischen dritten und vierten Momente zur Scha¨tzung der Gewichte ωx, ωy und ωz unter
Verwendung der Formeln in Lemma 1.3.9 genutzt werden. Ein solches Vorgehen wird
als
”
Momentenmethode“ bezeichnet. Einige Scha¨tzer, die sich durch diese Idee in eini-
gen speziellen Situationen explizit ergeben, liefert das folgende Beispiel. In allgemeineren
Situationen ko¨nnen die Lo¨sungen der Gleichungen numerisch gena¨hert werden.
Beispiele 3.1.11. (Momentenmethode)
Es seien µ := E(L1) 6= 0 und V := Var(L1) < ∞ bekannt. Mit Hilfe von Satz 3.1.10
ergeben sich basierend auf den diskreten Beobachtungen (Sk)k∈N die folgenden stark kon-
sistenten Scha¨tzer fu¨r die Parameter a und λ:
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a) Es seien ωx = 1, ωy = 0, ωz = 0 und damit S(t) = X(t). Hieraus ergeben sich
schließlich die Scha¨tzer:
âN =
16µ3(σ̂2N)
2
XN(V 2X
2
N + 16µ
2(σ̂2N)
2)
, λ̂N =
4V µ2σ̂2N
V 2X
2
N + 16µ
2(σ̂2N)
2
.
b) Es sei ωx = 0, ωy = 1, ωz = 0, das heißt S(t) = Y (t). Dann folgt (soweit wohlde-
finiert)
âN =
µ
V Y N − 4µσ̂2N
√
4V µσ̂2N − 2V 2Y N
Y N
, λ̂N =
V µ
V Y N − 4µσ̂2N
.
c) Es sei ωx = a, ωy = λ, ωz = a, sodass S(t) = a (X(t) + Y (t)) + λZ(t) eine
Linearkombination aus den Prozessen X,Y und Z ist. Der Erwartungswert und
die Varianz sind in diesem Fall:
E(St) = µ · λ+ a
λ
und Var(St) = V · 3a
4 + 8a3λ+ 14a2λ2 + 16aλ3 + 8λ4
4λ(a2 + 4λ2)
.
Auch hier lassen sich durch das Lo¨sen des Gleichungssystems stark konsistente
Scha¨tzer fu¨r a und λ herleiten. Diese sind von der Form
âN =
4σ̂2N · µ · (SN − µ) · (5µ2 − 2µSN + S
2
N)
V ·
(
µ4 + 8µ2S
2
N − 4µS3N + 3S4N
) ,
λ̂N =
4σ̂2N · µ2 · (5µ2 − 2µSN + S
2
N)
V ·
(
µ4 + 8µ2S
2
N − 4µS3N + 3S4N
) .

3.2. Zentraler Grenzwertsatz
Um die Gu¨te der oben konstruierten Scha¨tzer (âN)N∈N und (λ̂N)N∈N zu u¨berpru¨fen,
sind zentrale Grenzwertsa¨tze der Form
√
N · (âN − a) D−→ N (0, va) fu¨r N →∞ (3.13)
sowie
√
N ·
(
λ̂N − λ
) D−→ N (0, vλ) fu¨r N →∞ (3.14)
mit geeigneten asymptotischen Varianzen va und vλ hilfreich, aus denen sich beispiels-
weise Konfidenzintervalle fu¨r die Parameter herleiten lassen. Um die gewu¨nschten Grenz-
wertsa¨tze zu beweisen, bedarf es noch einiger Vorbereitungen.
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Der Fokus richtet sich hierzu zuna¨chst auf die Konstruktion eines gemeinsamen zentra-
len Grenzwertsatzes fu¨r die Scha¨tzfolgen (SN)N∈N, (σ̂2N)N∈N sowie (γ̂N(h))N∈N nach dem
Vorbild des Artikels
”
A central limit theorem for the sample autocorrelations of a Le´vy
driven continuous time moving average process“ von Cohen und Lindner (2013) fu¨r einen
zweiseitigen, Le´vy-getriebenen Moving-Average Prozess
”
X“ (in diesem Abschnitt nicht
mit dem
”
Sinus-Ornstein-Uhlenbeck-Prozess“ zu verwechseln, vgl. Definition 1.2.4). Ein
solcher hat die Gestalt
X(t) :=
∫
R
f(t− s) dLs
mit einer geeigneten Kernfunktion f : R → R und einem Le´vy-Prozess L. Wenngleich
ein gemeinsamer Grenzwertsatz fu¨r (XN)N∈N und (σ̂2N)N∈N in obigen Beispielen fu¨r die
zentralen Grenzwertsa¨tze der Bauart (3.13) oder (3.14) bereits genu¨gen wu¨rde, wird im
Hinblick auf die mo¨gliche Verwendung von der empirischen Kovarianz γ̂N(h) bei einer
erweiterten Momentenmethode auch dieser Scha¨tzer beru¨cksichtigt.
Die beno¨tigten Voraussetzungen an die Kernfunktionen f und an den Le´vy-Prozess L fu¨r
den Beweis des zentralen Grenzwertsatzes werden vorab zusammengefasst. Am Ende des
Kapitels gilt es schließlich die Voraussetzungen fu¨r den Spotpreis-Prozess S nachzuweisen
und das gewu¨nschte Resultat abzuleiten.
Voraussetzungen 3.2.1. Wir betrachten den Prozess X(t) :=
∫∞
−∞ f(t − s) dLs
mit einem treibenden Le´vy-Prozess L, welcher ein endliches viertes Moment E(L41) < ∞
besitze sowie einer Kernfunktion f : R → R, welche fu¨r ein zuvor gewa¨hltes h > 0 und
h = 0 die folgenden Voraussetzungen erfu¨lle:
(i) f ∈ L1(R) ∩ L2(R) ∩ L3(R) ∩ L4(R),
(ii)
∫ 1
0
( ∞∑
k=−∞
|f(u+ k)|
)2
du <∞,
(iii)
∫ 1
0
( ∞∑
k=−∞
(f(u+ k))2
)2
du <∞,
(iv)
∞∑
k=−∞
(∫ ∞
−∞
|f(u)f(u+ k)| du
)2
<∞,
(v)
(∫ ∞
−∞
∞∑
j=−∞
|f(u)f(u+ k)f(u+ k + h)| du
)
<∞.

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Es gilt hierbei zu bemerken, dass der zweiseitige, Le´vy-getriebene Moving-Average
Prozess
X(t) =
∫ ∞
−∞
f(t− s)dLs
im Sinne des Satzes 1.2.5 existiert, falls E(L21) <∞ und f ∈ L1(R)∩L2(R), was unter obi-
gen Voraussetzungen gewa¨hrleistet ist (siehe etwa Beispiel 1.3.4). Bevor das Hauptresultat
formuliert wird, werden einige Notationen fu¨r den treibenden Le´vy-Prozess vorangestellt:
Definition 3.2.2.
Fu¨r einen Le´vy-Prozess L mit dem Le´vy-Maß ν mit endlichem 4. Moment E(L41) bei-
zeichne
µ = E(L1), V := Var (L1) ,
κ3 := E(L
3
1), η4 :=
∫
x4 ν(dx).

Theorem 3.2.3. Es seien X(t) :=
∫∞
−∞ f(t− s) dLs ein zeitstetiger Moving-Average
Prozess, welcher die Voraussetzungen 3.2.1 fu¨r ein zuvor gewa¨hltes h ∈ N erfu¨lle.
Dann gilt fu¨r dieses h ∈ N:
√
N ·
 XN − E(X1)σ̂2N − Var(X1)
γ̂N(h) − γX(h)
 D−→ N (0,Σh)
mit der symmetrischen Kovarianzmatrix
Σ := Σh =
Σ11 Σ12 Σ13Σ12 Σ22 Σ23
Σ13 Σ23 Σ33
 , (3.15)
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wobei sich die Eintra¨ge durch
Σ11 =V ·
∫ 1
0
( ∞∑
k=−∞
f(u+ k)
)2
du,
Σ22 =η4 ·
∫ 1
0
( ∞∑
k=−∞
f(u+ k)2
)2
du + 2
∞∑
k=−∞
(γX(k))
2,
Σ33 =η4 ·
∫ 1
0
( ∞∑
k=−∞
f(u+ k + h)2
)2
du + 2
∞∑
k=−∞
[(γX(k))
2 + γX(k − h)γX(k + h)],
Σ12 =κ3 ·
∞∑
k=1
∫ ∞
−∞
f(u)f(u+ k)2 du,
Σ13 =κ3 ·
∞∑
k=1
∫ ∞
−∞
f(u)f(u+ k)f(u+ k + h) du,
Σ23 =η4 ·
∫ 1
0
( ∞∑
k=−∞
f(u+ k)
)( ∞∑
k=−∞
f(u+ k + h)
)
du + 2
∞∑
k=−∞
[γX(k)γX(k + h)]
ergeben.
Die Kovarianzmatrix Σh ha¨ngt von dem zuvor gewa¨hlten h > 0 ab. Dennoch verzich-
ten im Folgenden auf die Erwa¨hnung und schreiben lediglich Σ.
Zwei a¨hnliche zentrale Grenzwertsa¨tze fu¨r einen zeitstetigen Moving-Average Prozess X
findet man in Cohen und Lindner (2013). Im diesem Artikel wird in Theorem 2.1 zum
einen ein zentraler Grenzwertsatz fu¨r das empirische Mittel XN
√
N · (XN − E(X1)) D−→ N (0, v) fu¨r N →∞
mit passender Varianz v > 0 hergeleitet, zum anderen liefert Cohen und Lindner (2013,
Theorem 3.5), dass unter obigen Voraussetzungen der zentrale Grenzwertsatz
√
N ·
γ̂N(0) − γX(0)... ... ...
γ̂N(h) − γX(h)
 D−→ N (0, V˜h) fu¨r N →∞
gilt, wobei V˜ eine geeignete Kovarianzmatrix beschreibt.
Ein Vergleich der beiden Aussagen mit dem vorliegenden Theorem 3.2.3 zeigt, dass neben
der Scha¨tzer σ̂2N = γ̂N(0) und γ̂N(h) zusa¨tzlich das empirische Mittel XN in den gemein-
samen Grenzwertsatz eingebunden wurde. Der Grund fu¨r die Erweiterung zeigt sich in der
Gestalt der Scha¨tzer fu¨r die Parameter a und λ in Beispiel 3.1.11. So beobachtet man, dass
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diese sowohl von dem empirische Mittel SN als auch dem empirischen Varianzscha¨tzer σ̂2N
abha¨ngen. Im Hinblick auf die Konstruktion der Grenzwertsa¨tze (3.13) und (3.14) ist die
Herleitung eines gemeinsamen Grenzwertsatzes fu¨r SN und σ̂2N daher erforderlich.
Wa¨hrend ein Teil des Beweises von Theorem 3.2.3 daher unmittelbar aus Cohen und
Lindner (2013, Theorem 2.1 und Theorem 3.5) abgeleitet werden kann, muss daru¨ber
hinaus gezeigt werden, dass der Grenzwertsatz trotz dieser Neuerung seine Gu¨ltigkeit
erha¨lt. Dazu wird in folgenden Beweisen Gebrauch von einigen Resultaten aus dem Buch
Time Series: Theory and Methods und von Brockwell und Davis (1986, Kapitel 6) und
Van der Vaart (1998) gemacht. Eine kleine Zusammenstellung der dort entnommenen
Ergebnisse liefert:
Lemma 3.2.4.
(i) Lemma von Slutsky:
Es seien a, b ∈ R und (an)n∈N, (bn)n∈N sowie (Xn)n∈N und X R-wertige Zufalls-
variablen mit
Xn
D−→ X, an P−→ a, bn P−→ b fu¨r n→∞.
Dann gilt:
anXn + bn
D−→ aX + b fu¨r n→∞.
(ii) Cramer - Wold - Theorem:
Fu¨r die Rk-wertige Zufallsvariablen (Xn)n∈N und X gilt fu¨r n→∞:
Xn
D−→ X, genau dann wenn v>Xn D−→ v>X fu¨r alle v ∈ Rk.
(iii) Es seien (Xn)n∈N, (Ynj)n,j∈N, (Yj)j∈N sowie Y R-wertige Zufallsvariablen mit
a) Ynj
D−→ Yj fu¨r n→∞,
b) Yj
D−→ Y fu¨r j →∞ und
c) lim
j→∞
lim sup
n→∞
P
(|Xn − Ynj| > ) = 0 fu¨r alle  > 0.
Dann gilt
Xn
D−→ Y fu¨r n→∞.
(iv) Zentraler Grenzwertsatz fu¨r stationa¨re, m-abha¨ngige Folgen:
Fu¨r m ∈ N heißt die Folge stationa¨rer Zufallsvariablen (Xn)n∈Z m-abha¨ngig, falls
(Xj)j≤t und (Xj)j≥t+m+1 fu¨r alle t ∈ Z unabha¨ngig sind.
Es sei (Xn)n∈N eine stationa¨re, m-abha¨ngige Folge von Zufallsvariablen mit
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E(X1) = 0, E(X
2
1 ) <∞ und Autokovarianzfunktion γ.
Dann gilt fu¨r den Grenzu¨bergang N →∞:
√
N ·XN D−→ N (0, vm), wobei vm = γ(0) + 2
m∑
j=1
γ(j) = lim
N→∞
N · Var(XN).
Beweis. Brockwell und Davis (1986, Proposition 6.3.1, Proposition 6.3.3, Propositi-
on 6.3.9 und Theorem 6.4.2) und Van der Vaart (1998, Lemma 2.8). 
Der Blick richtet sich nun auf die Bestimmungen der im Vergleich zum Resultat von
Cohen und Lindner (2013) mit dem hier vorliegenden Theorem 3.2.3
”
neuen“ asympto-
tischen Kovarianzen V12 und V13, die in der aktuellen Literatur noch nicht untersucht
wurden. Wa¨hrend die grundsa¨tzliche Vorgehensweise jener im Beweis von Proposition 3.1
in Cohen und Lindner (2013) a¨hnelt, werden in dem angesprochenen Artikel einige Er-
gebnisse aus Brockwell und Davis (1986) verwendet, welche fu¨r die hier zu untersuchende
Cov(XN , γ
∗
N(h)) noch nicht vorliegen und daher zuna¨chst hergeleitet werden.
Lemma 3.2.5. Es sei ein X ein zeitstetiger Moving-Average Prozess mit einem zen-
trierten, treibenden Le´vy-Prozess L, welcher die Voraussetzungen 3.2.1 fu¨r ein h ∈ N0
erfu¨lle. Ferner sei fu¨r das gewa¨hlte h ∈ N0
XN :=
1
N
N∑
t=1
Xt das empirische Mittel sowie γ
∗
N(h) :=
1
N
N∑
t=1
XtXt+h
die sogenannte modifizierte, empirische Kovarianz.
Dann gilt unter Verwendung von Definition 3.2.2 fu¨r das gewa¨hlte h ∈ N0:
lim
N→∞
N · Cov(XN , γ∗N(h)) = κ3
∞∑
k=−∞
∫ ∞
−∞
f(x)f(x+ k)f(x+ k + h) dx <∞.
Beweis. Der Beweis wird in drei Schritte unterteilt. Im ersten Schritt des Beweises
beginnen wir zuna¨chst mit der Bestimmung der noch unbekannten Cov(XN , γ
∗
N(h)) fu¨r
einen zeitdiskreten Moving-Average Prozess, der sich fu¨r eine spezielle Wahl der Funktion
f ergibt. Anschließend wird das Resultat fu¨r einen Prozess X verallgemeinert, um letzt-
lich im dritten Beweisschritt das Grenzwertverhalten abzuleiten.
1. Schritt: Fu¨r n ∈ N und T ∈ N sei
−T := t0 < t1 < . . . < tn := T
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eine a¨quidistante Zerlegung des Intervalls [−T, T ]. Ferner gelte fu¨r i = 1, . . . , n
|ti − ti−1| = ∆ fu¨r ein ∆ > 0, welches ∆−1 ∈ N erfu¨lle.
Zu der konstruierten Zerlegung betrachten wir die Treppenfunktion f = fT,∆(s) von der
Form
fT,∆(s) =
n∑
i=i
ψti · 1[ti−1,ti[(s) (3.16)
mit den Koeffizienten ψti ∈ R fu¨r i = 1, . . . , n. Zu der Treppenfunktion fT,∆(s) definiert
man den Prozess
X
(T,∆)
t :=
∫ ∞
−∞
fT,∆(t− s) dLs.
Dieser besitzt fu¨r ein t ∈ Z damit die Gestalt
X
(T,∆)
t =
n∑
i=1
ψti
∫ ∞
−∞
1]t−ti,t−ti−1](s) dLs
=
n∑
i=1
ψti(Lt−ti−1 − Lt−ti) (3.17)
=
n∑
i=1
ψti(Lt−ti+∆ − Lt−ti) =
n∑
i=1
ψtiZ
∆
t−ti (3.18)
wobei
Z∆t := Lt+∆ − Lt
einen ∆-Zuwachs des Le´vy-Prozesses bezeichne. Die Identita¨t (3.17) zeigt sich etwa durch
Integralkonstruktion 1.2.3 und mit Hilfe von (1.10). Betrachtet man die Folge (Z∆t )t∈I
mit I = {k · ∆ | k ∈ Z}, so ist diese per Definition zentriert, unabha¨ngig und identisch
verteilt. Mit Hilfe der Darstellung (3.18) erkennt man, dass sich der Prozess (X
(T,∆)
t )t∈Z
der Klasse der zeitdiskreten Moving-Average Prozessen zuordnen la¨sst (vgl. Brockwell und
Davis, 1986). Zudem folgt aus den oben genannten Eigenschaften der Folge (Zt)t∈I , dass
fu¨r beliebige t, s, u ∈ Z
E(Z∆t Z
∆
s Z
∆
u ) =
κ3∆, falls t = s = u,0, sonst (3.19)
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gilt, was sich etwa in Lemma 1.2.10 zeigt. Hieraus schließt man fu¨r t, s ∈ Z und das
gewa¨hlte h ∈ N0, dass sich der Erwartungswert als
E
(
X
(T,∆)
t X
(T,∆)
s X
(T,∆)
s+h
)
=
n∑
i=1
n∑
j=1
n∑
l=1
ψtiψtjψtlE
(
Z∆t−tiZ
∆
s−tjZ
∆
s+h−tl
)
= κ3∆
n∑
l=1
ψtiψti+s−tψti+s−t+h
= κ3∆
n∑
l=1
ψtiψti+kψti+k+h
ergibt. Die Gu¨ltigkeit obiger Identita¨ten erkennt man schließlich nach der Substitution
k := s− t und (3.19) sowie der U¨berlegung
t− ti = s− tj ⇔ tj = ti + k.
Zudem erfordert dies zusa¨tzlich die Definition der Koeffizienten ψi = 0 fu¨r alle i /∈
{t1, . . . , tn}. Andererseits beobachten wir fu¨r die Funktion f = fT,∆, dass fu¨r k ∈ Z
und h ∈ N0 das Integral die Darstellung∫ ∞
−∞
fT,∆(x)fT,∆(x+ k)fT,∆(x+ k + h) dx
=
n∑
i=1
n∑
j=1
n∑
l=1
ψtiψtjψtl
∫ ∞
−∞
1[ti−1,ti[ · 1[tj−1−k,tj−k[ · 1[tl−1−k−h,tl−k−h[(x) dx
(∗)
=
n∑
i=1
ψtiψti+kψti+k+h
∫ ∞
−∞
1]ti−1,ti[(x) dx
= ∆
n∑
i=1
ψtiψti+kψti+k+h
besitzt, wobei ψi = 0 ist, falls i /∈ {t1, . . . , tn}. Um die Identita¨t (∗) einzusehen, stellen
wir fest, dass sich etwa tj − k als
tj − k = t0 + j∆− k = ti + (j − i)∆− k
darstellen la¨sst. Unter Beru¨cksichtigung einer analogen Darstellungsweise fu¨r tl und dem
Voraussetzungen ∆−1 ∈ N, k ∈ Z sowie h ∈ N0, erkennt man mit Hilfe einer Koef-
fizientenverschiebung die Gu¨ltigkeit von (∗). Zusammen erhalten wir durch die obigen
Argumente
E
(
X
(T,∆)
t X
(T,∆)
s X
(T,∆)
s+h
)
= κ3
∫ ∞
−∞
fT,∆(x)fT,∆(x+ k)fT,∆(x+ k + h) dx <∞
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mit k := s − t. Unser Interesse richtet sich nun auf die gesuchte Kovarianz. Diese ergibt
sich fu¨r das empirische Mittel XN und die modifizierte, empirische Kovarianz γ
∗
N(h) des
Prozesses X(T,∆) unter Verwendung vorheriger Ergebnisse schließlich durch
Cov(XN , γ
∗
N(h)) =
1
N2
N∑
s=1
N∑
t=1
E
(
X
(T,∆)
t X
(T,∆)
s X
(T,∆)
s+h
)
=
1
N2
N−1∑
k=−N+1
(N − |k|) · ak,h (3.20)
mit
ak,h = κ3
∫ ∞
−∞
fT,∆(x)fT,∆(x+ k)fT,∆(x+ k + h) dx.
2. Schritt: Es sei nun f eine Kernfunktion wie in Voraussetzung 3.2.1 und der X der
zugeho¨rige Prozess. Da Treppenfunktionen dicht in Lp(R) fu¨r p > 1 liegen (vgl. Bogachev,
2006, Lemma 4.2.1) und wir eine Funktion f ∈ L3(R) betrachten, gibt es zu dieser eine
Treppenfunktion fT,∆ der Gestalt (3.16), sodass eine Folge (Tm,∆m)m∈N existiert mit
(fTm,∆m)m∈N
L3−→ f fu¨r m→∞. (3.21)
Daraus ergibt sich fu¨r die Treppenfunktionen
fm(u) := fTm,∆m(u), gm(u) := fTm,∆m(u+ k), hm(u) := fTm,∆m(u+ k + h),
mit k ∈ Z und h ∈ N0, dass
(fm · gm · hm)m∈N L
1−→ f · g · h fu¨r m→∞
gilt mit
g(u) := f(u+ k) und h(u) := f(u+ k + h).
Dies zeigt sich etwa mit Hilfe der verallgemeinerten Ho¨lder-Ungleichung (vgl. Elstrodt,
1996, Kapitel IV, 1.10) aus der sich
‖fmgmhm − fgh‖L1
= ‖(fm − f)gmhm − f(g − gm)h+ fgm(hm − h)‖L1 (3.22)
≤ ‖fm − f‖L3 ‖gm‖L3 ‖h‖L3 + ‖f‖L3 ‖g − gm‖L3 ‖h‖L3 + ‖f‖L3 ‖gm‖L3 ‖h− hm‖L3
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folgern la¨sst. Andererseits ergibt sich das vierte Moment des Prozesses X nach (1.20) fu¨r
einen zeitstetigen, Le´vy-getriebenen Moving-Average Prozess X mit E(L1) = 0 durch
E(X4t ) = η4
∫ ∞
−∞
f(x)4dx+
(
E(X2t )
)2
.
Daher gibt es eine positive Konstante c mit
‖X‖L4(P ) ≤ c · ‖f‖L4(R) , (3.23)
wobei P das zugrunde gelegte Wahrscheinlichkeitsmaß P bezeichnet. Da wir eine Funktion
f ∈ L4(R) betrachten, existiert wiederum eine Folge von Treppenfunktionen (fm)m∈N ∈
L4(R), sodass
(fm)m∈N
L4−→ f fu¨r m→∞.
Zusammen mit der Abscha¨tzung (3.23) kommt man zu dem Schluss, dass die Folge
(X
(Tm,∆m)
t )m∈N auch in L
4 (P ) und damit auch in L3 (P ) gegen Xt konvergiert. Wiederholt
man obige Argumentation (3.22), erha¨lt man insgesamt∥∥∥X(Tm,∆m)t X(Tm,∆m)s X(Tm,∆m)s+h −XtXsXs+h∥∥∥
L1(P )
−→ 0 fu¨r m→∞.
Damit gilt auch fu¨r den einen zeitstetigen Moving-Average Prozess X mit einer Kern-
funktion f , welche Voraussetzung 3.2.1 erfu¨llt, dass sich die gesuchte Kovarianz durch die
Formel
Cov(XN , γ
∗
N(h)) =
1
N
N−1∑
k=−N+1
(
1− |k|
N
)
· ak,h
mit
ak,h = κ3
∫ ∞
−∞
f(u)f(u+ k)f(u+ k + h) du
bestimmen la¨sst.
3. Schritt: Abschließend blicken wir auf das gesuchte Langzeitverhalten des Terms
N ·Cov(XN , γ∗N(h)). Hierzu stellt man zuna¨chst fest, dass wegen der getroffenen Voraus-
setzung
∞∑
k=−∞
|f(x)f(x+ k)f(x+ k + h)| ∈ L1(R)
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die Reihe
∑∞
k=−∞ |ak,h| endlich ist. Ferner beobachtet man fu¨r eine absolut summierbare
Reihe
∑∞
k=−∞ ak,h die Konvergenz
1
N
N−1∑
k=−N+1
(
1− |k|
N
)
· ak,h N→∞−−−→
∞∑
k=−∞
ak,h,
was sich etwa in Brockwell und Davis (1986, Kapitel 6) zeigt. In dem hier untersuchten
Szenario erha¨lt man somit
lim
N→∞
N · Cov(XN , γ∗N(h)) =
∞∑
k=−∞
ak,h
= κ3
∞∑
k=−∞
∫ ∞
−∞
f(x)f(x+ k)f(x+ k + h) dx.
Die Voraussetzung
∞∑
k=−∞
|f(x)f(x+ k)f(x+ k + h)| ∈ L1(R)
gewa¨hrleistet, dass der Grenzwert endlich ist. 
Die gewonnenen Ergebnisse ko¨nnen nun zum Beweis des zentralen Grenzwertsatzes
genutzt werden:
Beweis (Theorem 3.2.3). Es sei X ein zeitstetiger Moving-Average Prozess mit
Autokovarianzfunktion γX , welcher die Voraussetzungen 3.2.1 erfu¨lle. Zudem seien (Xt)t∈Z
Beobachtungen des Prozesses X.
Der Beweis wird abermals in mehrere Schritte unterteilt. Im ersten Schritt wird dabei ein
zentraler Grenzwertsatz fu¨r eine spezielle Kernfunktion gezeigt, dessen Beobachtungen
(Xt)t∈Z eine stationa¨re, 2m-abha¨ngige Folge bilden. Dieser kann wegen der Erweiterung
des Grenzwertsatzes nicht aus der Literatur u¨bernommen werden. Anschließend wird der
zentrale Grenzwertsatz in zwei Schritten verallgemeinert, in denen insbesondere die Un-
tersuchung der neuen Komponenten Σ12 und Σ13 im Fokus stehen.
1. Schritt: Zuna¨chst sei der treibende Le´vy-Prozess zentriert, das heißt µ = 0. Zu der
”
abgeschnittenen Version“ der Kernfunktion
fm : R→ R, fm(s) := f · 1[−m,m](s) (3.24)
fu¨r m ∈ N definieren wir den Prozess
X(m)(t) :=
∫ ∞
−∞
fm(t− s) dLs =
∫ t+m
t−m
f(t− s) dLs.
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Basierend auf den Beobachtungen (X
(m)
t )t∈Z und fu¨r
XN,(m) =
1
N
N∑
t=1
X
(m)
t , γ
∗
N,(m)(h) :=
1
N
N∑
t=1
X
(m)
t X
(m)
t+h , σ̂
2,∗
N,(m) :=
1
N
N∑
t=1
(
X
(m)
t
)2
,
wird in diesem Schritt die Verteilungskonvergenz
√
N

XN,(m) − E
(
X
(m)
1
)
σ̂2,∗N,(m) − Var
(
X
(m)
1
)
γ∗N,(m)(h) − γX(m)(h)
 D−→ N (0,Σ(m)) fu¨r N →∞ (3.25)
nachgewiesen. Hierbei beschreibt Σ(m) die 3×3 - Matrix, welche aus der Kovarianzmatrix
Σ aus Theorem 3.2.3 unter Verwendung der Funktion f = fm und der abgeschnitten Kern-
funktion fm wie in (3.24) hervorgeht. Offenbar ist (X
(m)
t )t∈Z per Definition 2m-abha¨ngig
im Sinne von Lemma 3.2.4 (iv). Konstruiert man das Tupel
Yt :=
 X
(m)
t
(X
(m)
t )
2
X
(m)
t X
(m)
t+h

so la¨sst sich beobachten, dass
1
N
N∑
t=1
Yt =
 XN,(m)σ̂2,∗N,(m)
γ∗N,(m)(h)

gilt. Ferner ist fu¨r alle x = (x1, x2, x3)
> ∈ R3 und h ∈ N der Prozess
(
Zt,x := x
> · Yt
)
t∈N
eine (2m + h)-abha¨ngige Folge von Zufallsvariablen. Nach dem zentralen Grenzwertsatz
fu¨r m-abha¨ngige Folgen (vgl. Lemma 3.2.4, (iii)) gilt somit fu¨r N →∞
√
N · ZN,x :=
√
N
(
1
N
N∑
t=1
x>Yt
)
D−→ N (0, vx), wobei vx = lim
N→∞
N · Var (ZN,x) .
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Weitere Umformungen liefern, dass
lim
N→∞
N ·Var (ZN,x) (3.26)
= lim
N→∞
N · Var
(
x1XN,(m) + x2σ̂
2,∗
N,(m) + x3γ
∗
N,(m)(h)
)
= lim
N→∞
N ·
(
x21Var(XN,(m)) + x
2
2Var(σ̂
2,∗
N,(m)) + x
2
3Var(γ
∗
N,(m)(h))
+ 2x1x2Cov(XN,(m), σ̂
2,∗
N,(m)) + 2x1x3Cov(XN,(m), γ
∗
N,(m)(h))
+ 2x2x3Cov(σ̂
2,∗
N,(m), γ
∗
N,(m)(h))
)
= Var
(
x> · Σ(m) · x) .
Hierbei beschreibt Σ(m) die gewu¨nschte 3× 3 - Matrix wie oben beschrieben, welche sich
zum einen mit Hilfe von Lemma 3.2.5 als auch Cohen und Lindner (2013, Proposition 3.1)
ergibt. Die Resultate du¨rfen angewendet werden, da alle getroffenen Voraussetzungen auch
fu¨r alle Funktionen fm mit m ∈ N erfu¨llt sind. Dies sieht man ein, da sich die Funktionen
fm(x) fu¨r alle m ∈ N und alle x ∈ R durch die Funktion f(x) in der Form
|fm(x)| ≤ |f(x)| (3.27)
abscha¨tzen lassen.
Da der Vektor x ∈ R3 beliebig gewa¨hlt wurde, folgt die Behauptung (3.25) mit Hilfe des
Cramer-Wold-Theorems (vgl. Lemma 3.2.4 (ii)) fu¨r den
”
abgeschnittenen Prozess“ X
(m)
t .
2. Schritt: Der treibende Le´vy-Prozess sei weiterhin zentriert. Wir verzichten jedoch in
diesem Teil auf die Restriktion einer abgeschnitten Funktion fm und betrachten stattdes-
sen den Prozess X mit Kernfunktion f , welche die geforderten Voraussetzungen erfu¨llt
und zeigen
√
N
 XN − E (X1)σ̂2,∗N − Var (X1)
γ∗N(h) − γX(h)
 D−→ N (0,Σ) fu¨r N →∞. (3.28)
Die Strategie ist es dabei, Lemma 3.2.4 (iii) zu verwenden. Wir beweisen daher zuna¨chst,
dass die in Cohen und Lindner (2013, Theorem 3.5) nicht nachgewiesenen Konvergenzen
Σ
(m)
12 −→ Σ12 fu¨r m→∞
Σ
(m)
13 −→ Σ13 fu¨r m→∞
82 3. PARAMETERSCHA¨TZUNG IN OSZILLIERENDEN ORNSTEIN-UHLENBECK-PROZESSEN
vorliegen. Hierzu stellt man zuna¨chst fest, dass wegen
∞∑
k=−∞
|f(x)f(x+ k)f(x+ k + h)| ∈ L1(R)
fu¨r das gewa¨hlte h ∈ N die Funktion x 7→∑∞k=−∞ |f(x)f(x+ k)f(x+ k + h)|fast u¨berall
endlich bezu¨glich des Lebesgue-Maßes ist (vgl. Bauer, 1992, Satz 13.6). Dies erlaubt es,
mittels (3.27) und des Satzes der majorisierten Konvergenz
∞∑
k=−∞
fm(x)fm(x+ k)fm(x+ k + h)
m→∞−−−→
∞∑
k=−∞
f(x)f(x+ k)f(x+ k + h) fast u¨berall
bezu¨glich des Lebesgue-Maßes zu folgern. Es verbleibt der Nachweis der beno¨tigten L1-
Konvergenz. Hierzu beobachten wir∣∣∣∣∣
∞∑
k=−∞
fm(x)fm(x+ k)fm(x+ k + h)
∣∣∣∣∣ ≤
∞∑
k=−∞
|f(x)f(x+ k)f(x+ k + h)| ∈ L1(R)
fu¨r alle x ∈ R und alle zu m ∈ N geho¨renden Kernfunktionen fm der Form (3.24), sodass
die erneute Anwendung der Satzes der majorisierten Konvergenz
∞∑
k=−∞
fm(x)fm(x+ k)fm(x+ k + h)
L1(R)−−−→
∞∑
k=−∞
f(x)f(x+ k)f(x+ k + h) fu¨r m→∞
liefert. Da obige Argumentation analog fu¨r h = 0 wie das gewa¨hlte h ∈ N funktioniert,
zeigt sich
Σ
(m)
12 −→ Σ12 und Σ(m)13 −→ Σ13 fu¨r m→∞.
Die restlichen Konvergenzen folgen unmittelbar aus Cohen und Lindner (2013, Theorem
2.1 und Theorem 3.5). Ebenso wird dort bereits
lim
m→∞
lim sup
N→∞
P
(|XN,(m) −XN | > ) = 0 fu¨r alle  > 0
und
lim
m→∞
lim sup
N→∞
P
(∣∣∣∣(σ̂2,∗N,(m) − Var(X(m)1 ))− (σ̂2,∗N − Var(X1))∣∣∣∣ > ) = 0 fu¨r alle  > 0
sowie
lim
m→∞
lim sup
N→∞
P
(∣∣(γ∗N,(m)(h)− γX(m)(h))− (γ∗N(h)− γX(h))∣∣ > ) = 0 fu¨r alle  > 0
gezeigt, woraus sich die Behauptung (3.28) mittels Lemma 3.2.4 (iii) ableiten la¨sst.
3. Schritt: Um abschließend den zentralen Grenzwertsatz in der Form von Theorem 3.2.3
zu beweisen, verwendet man zuerst Brockwell und Davis (1986, Proposition 7.3.4). Hier
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zeigt sich mit Hilfe des Lemmas von Slutsky (vgl. Lemma 3.2.4), dass sich an der Grenz-
verteilung im 2. Schritt nichts a¨ndert, wenn die Scha¨tzer
σ̂2N statt σ̂
2,∗
N und γ̂N(h) statt γ
∗
N(h)
benutzt werden.
Verzichtet man nun noch auf die Annahme eines zentrierten, treibenden Le´vy-Prozesses L,
das heißt µ = E(L1) 6= 0, so erha¨lt der hergeleitete Grenzwertsatz ebenso seine Gu¨ltigkeit.
Um dies einzusehen konstruiert man einen neuen Le´vy-Prozess durch
L˜(t) := L(t)− t · E(L1),
welcher Erwartungswert 0 und die gleiche Varianz wie L besitzt. Da f ∈ L1(R) ∩ L2(R)
kann nun X in der Form
Xt := µ
∫ ∞
−∞
f(s)ds+
∫ ∞
−∞
f(t− s)dL˜(s)
geschrieben werden (vgl. Cohen und Lindner, 2013, Remark 2.2). Obere Lemmata und
Beweisschritte ko¨nnen daraufhin fu¨r den Prozess(
X˜t := Xt − µ
∫ ∞
−∞
f(s)ds
)
t≥0
mit E(X˜t) = 0 und Var(X˜t) = Var(Xt) angewendet, durchgefu¨hrt und schließlich auch fu¨r
Xt gefolgert werden (siehe dazu auch Brockwell und Davis, 1986, 7.3 Remark 1). 
Wir zeigen nun, dass die Kernfunktion φ des Spotpreisprozesses S die Voraussetzun-
gen 3.2.1 erfu¨llt und damit Theorem 3.2.3 fu¨r diesen anwendbar ist, sofern der genutzte
treibende Le´vy-Prozess ein endliches viertes Moment besitzt.
Beispiel 3.2.6. Es sei φ : R→ R die Funktion
φ(x) := e−λx (ωx sin(ax) + ωy cos(ax) + ωz)1x≥0(x)
mit a, λ > 0 und ωx, ωy, ωz ≥ 0 mit ωx + ωy + ωz > 0. Es ist hilfreich vorab festzustellen,
dass sich durch c = ωx + ωy + ωz die Kernfunktion φ in der Form
|φ(x)| ≤ c · exp(−λx) (3.29)
abscha¨tzen la¨sst. Die Funktion φ erfu¨llt die Voraussetzungen 3.2.1, denn:
Zu (i): Es ergibt sich fu¨r n ∈ N∫ ∞
−∞
|φ(x)|n dx ≤
∫ ∞
0
ce−λnx dx =
c
λn
<∞
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und damit insbesondere
φ ∈ L1(R) ∩ L2(R) ∩ L3(R) ∩ L4(R).
Zu (ii) Nach (3.29) gilt
|φ(x+ k)| ≤ ce−λx · e−λk · 1[−x,∞[(k)
und damit
∞∑
k=−∞
|φ(x+ k)| ≤ ce−λx ·
 −1∑
k=−dxe
(e−λ)k +
∞∑
k=0
(e−λ)k

≤ ce−λx ·
(
dxe+ 1
1− e−λ
)
.
Hierbei wurden in beiden Summanden e−λ < 1 ausgenutzt. Wegen dxe = 1 fu¨r x ∈ (0, 1)
folgt ∫ 1
0
( ∞∑
k=−∞
|φ(x+ k)|
)2
dx ≤ c2 ·
(
1 +
1
1− e−λ
)2 ∫ 1
0
e−2λx dx
≤ c2 ·
(
(e−λ − 2)2 · (1− e−2λ)
2λ(1− e−λ)
)
<∞.
Zu (iii): Wie in (ii) ergibt sich mit (3.29)
∞∑
k=−∞
|φ(x+ k)|2 ≤ c2e−2λx ·
(
dxe+ 1
1− e−2λ
)
und analog∫ 1
0
( ∞∑
k=−∞
|φ(x+ k)|2
)2
dx ≤ c4 ·
(
(e−2λ − 2)2 · (1− e−4λ)
4λ(1− e−2λ)2
)
<∞.
Zu (iv): Es gilt abermals wegen (3.29):
|φ(x)φ(x+ k)| ≤
c2e−λ(2x+k) · 1[0,∞[(x), falls k ≥ 0,c2e−λ(2x+k) · 1[−k,∞[(x), falls k < 0.
Daraus erha¨lt man(∫ ∞
−∞
|φ(x)φ(x+ k)| dx
)2
≤ c
4
4λ2
(e−2λ)k · 1k≥0(k) + c
4
4λ2
(e2λ)k · 1k<0(k).
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und schließlich
∞∑
k=−∞
(∫ ∞
−∞
|φ(x)φ(x+ k)| dx
)2
≤ c
4
2λ2 · (1− e−2λ) <∞.
Zu (v): Wie oben gilt fu¨r h = 0 und analog h > 0 die Abscha¨tzung
|φ(x)φ(x+ k)φ(x+ k + h)| ≤ c3e−λ(3x+h) · 1[0,∞](x) ·
(
(e−2λ)k · 1[−x,∞](k)
)
und nutzen diese aus:
∞∑
k=−∞
|φ(x)φ(x+ k)φ(x+ k + h)| ≤ c3e−λ(3x+h) ·
(
dxe+ 1
1− e−2λ
)
· 1[0,∞](x).
Unter Verwendung der Ungleichung dxe ≤ x+ 1 fu¨r x ∈ R erha¨lt man insgesamt∫ ∞
−∞
∞∑
k=−∞
|φ(x)φ(x+ k)φ(x+ k + h)| dx ≤ c3e−λh ·
(
6λe2λ + e2λ − 3λ− 1
9λ2 · (e2λ − 1)
)
<∞.

Bemerkung 3.2.7. Das obige Beispiel zeigt, dass der zentrale Grenzwertsatz fu¨r den
Spotpreisprozess angewendet werden darf, falls der treibende Le´vy-Prozess ein viertes Mo-
ment E(L41) <∞ besitzt. Hieraus la¨sst sich daru¨ber hinaus eine schwache Konsistenz des
Mittelwertscha¨tzers XN , der empirischen Varianz σ̂2N sowie der empirischen Kovarianz
γ̂N(h) fu¨r die zugeho¨rigen Kennwerte ableiten. Unter den alternativen Voraussetzungen
von Theorem 3.1.9 zeigt sich im Vergleich zur schwachen Konsistenz der Scha¨tzer jedoch
durch Satz 3.1.10 daru¨ber hinaus eine starke Konsistenz (und eine L1-Konsistenz) fu¨r
obige Scha¨tzer. Zusa¨tzlich liefert Satz 3.1.10 die starke Konsistenz fu¨r alle empirischen
Momente, sodass der Nachweis der Mischungseigenschaft des Prozesses S in 3.1.9 sowohl
umfangreiche als auch
”
sta¨rkere“ Ergebnisse als der zentrale Grenzwertsatz 3.2.3 im Hin-
blick auf die Konsistenz der kanonischen Scha¨tzer liefert.
Verwendet man nun Theorem 3.2.3 fu¨r das empirische Mittel, die empirische Vari-
anz sowie die empirische Kovarianz des Spotpreisprozess S mit der Kernfunktion φ, so
ko¨nnen die gewonnenen Schranken aus obigem Beispiel 3.2.6 auch zur Abscha¨tzung der
auftretenden asymptotischen Varianzen und Kovarianzen in der Matrix Σ genutzt werden.
Ein wichtiges Instrument zur abschließenden Konstruktion der gewu¨nschten Grenz-
wertsa¨tze der Form (3.13) und (3.14) fu¨r die Folgen der Scha¨tzer (âN)N∈N und (λ̂N)N∈N
dient die
”
Delta-Methode“:
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Lemma 3.2.8 (Delta-Methode). Es seien (XN)N∈N eine Folge Rk-wertiger Zufallsva-
riablen sowie µ ∈ Rk, sodass
√
N · (XN − µ) D−→ N (0,Σ) fu¨r N →∞,
wobei Σ eine symmetrische, positiv-semidefinite Kovarianzmatrix beschreibe. Ferner sei
g : U → R eine Abbildung mit existierender, stetiger partieller Ableitung in U ⊂ Rk. Dann
gilt
√
N · (g(XN)− g(µ)) D−→ N
(
0, ∇g(µ)> · Σ · ∇g(µ)
)
fu¨r N →∞,
wobei ∇g(µ) den Gradienten von g im Punkt µ bezeichnet.
Beweis. Siehe etwa Bickel und Doksum (2001, Lemma 5.3.3). 
Liegen uns Scha¨tzer fu¨r die Parameter des Spotpreisprozesses S in Abha¨ngigkeit von
XN , σ̂2N oder γ
∗
N(h) vor, so wie etwa in Beispiel 3.1.11, ko¨nnen nun mit Hilfe von Theorem
3.2.3 und der Delta-Methode die gewu¨nschten Grenzwertsa¨tze hergeleitet werden. Dies soll
anhand des folgenden Beispiels verdeutlicht werden:
Beispiel 3.2.9. Es seien µ := E(L1) 6= 0 und V := Var(L1) <∞ bekannt,
ωx = 1, ωy = 0, ωz = 0, und somit S(t) = X(t). Ferner seien
âN =
16µ3(σ̂2N)
2
XN(V 2X
2
N + 16µ
2(σ̂2N)
2)
, λ̂N =
4V µ2(σ̂2N)
2
V 2X
2
N + 16µ
2(σ̂2N)
2
die stark konsistenten Scha¨tzer fu¨r die Parameter a und λ wie in Beispiel 3.1.11. Fu¨r
i = 1, 2 bezeichne nun gi : R3 \ {(0, 0, 0)} → R die stetig differenzierbaren Abbildungen
g1(x, y, z) :=
c1 · y2
x(dx2 + ey2)
, g2(x, y, z) :=
c2 · y2
dx2 + ey2
,
wobei
c1 := 16µ
3, c2 := 4V µ
2, d := V 2 und e := 16µ2.
Offenbar sind die Abbildungen gi so gewa¨hlt, dass
g1
(
XN , σ̂2N , 0
)
= âN , g1
(
E(X1),Var(X1), 0
)
= a,
g2
(
XN , σ̂2N , 0
)
= λ̂N , g2
(
E(X1),Var(X1), 0
)
= λ.
Aus der Definition ergeben sich die Gradienten der Funktionen gi durch
∇g1(x, y, z)> =
(
−c1y
2(3dx2 + ey2)
x2(dx2 + ey2)2
, − 2dc1xy
(dx2 + ey2)2
, 0
)
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sowie
∇g2(x, y, z)> =
(
− 2dc2xy
2
(dx2 + ey2)2
,
2dc2x
2y
(dx2 + ey2)2
, 0
)
.
Wa¨hlt man x := E(X1) und y := Var(S1) so lassen sich aus Theorem 3.2.3 zusammen mit
Beispiel 3.2.6 sowie der Delta-Methode 3.2.8 die zentralen Grenzwertsa¨tze
√
N · (âN − a) D−→ N (0, v1)
und √
N ·
(
λ̂N − λ
) D−→ N (0, v2)
fu¨r N →∞ ableiten. Die asymptotischen Varianzen ergeben sich nach obigen Resultaten
durch:
v1 := ∇g1(x, y, z)> · Σ · ∇g1(x, y, z) und v2 := ∇g2(x, y, z)> · Σ · ∇g2(x, y, z),
wobei Σ die Kovarianzmatrix in (3.15) beschreibt mit den Eintra¨gen (Σij)i,j=1,2,3, welche
sich durch die spezielle Kernfunktion
f(u) := sin(au) · e−λu · 1[0,∞[(u)
bestimmen la¨sst. Man erha¨lt schließlich
v1 =
c21y
2
x4(dx2 + ey2)4
·
((
9d2x4y2 + 6dex2y4 + e2y6
) · Σ11 + (4d2x6) · Σ22
− (12d2x5y + 4dex3y3) · Σ12)
und
v2 =
(2c2dxy)
2
(dx+ ey2)4
· (y2 · Σ11 + x2 · Σ22 − 2xy · Σ12) .
Es gilt zu beachten, dass die asymptotische Varianz gescha¨tzt werden kann, indem die
unbekannten Parameter E(X1), Var(X1), a und λ durch stark konsistente Scha¨tzer XN ,
σ̂2N , âN als auch λ̂N ersetzt werden (vgl. hierzu etwa Van der Vaart, 1998, Kapitel 3.1). 
3.3. Statistik fu¨r den treibenden Le´vy-Prozess
In diesem Kapitel gilt die Aufmerksamkeit dem treibenden Le´vy-Prozess L des Spot-
preisprozesses. Wie im vorherigen Abschnitt sieht man sich der folgenden Ausgangssitua-
tion gegenu¨ber gestellt:
Es seien a, λ > 0 und L ein Le´vy-Prozess mit E(L41) < ∞. Zudem betrachten wir den
88 3. PARAMETERSCHA¨TZUNG IN OSZILLIERENDEN ORNSTEIN-UHLENBECK-PROZESSEN
”
Sinus-OOU-Prozess“ X, den
”
Kosinus-OOU-Prozess“ Y und den Ornstein-Uhlenbeck-
Prozess Z wie in Definition 1.3.1 und Bemerkung 1.3.2, welche von obigem Le´vy-Prozess
L angetrieben werden. Ferner sei abermals φ : R→ R,
φ(x) := e−λx (ωx sin(ax) + ωy cos(ax) + ωz)1x≥0(x)
mit ωx, ωy, ωz ≥ 0 und ωy + ωz > 0 die Kernfunktion des zugeho¨rigen Spotpreisprozesses
S := (S(t))t≥0 mit
S(t) =
∫ t
−∞
φ(t− u)dLu (3.30)
bzw.
S(t) = ωxX(t) + ωyY (t) + ωzZ(t).
Daru¨ber hinaus gehen wir davon aus, dass der treibende Le´vy-Prozess einer parame-
trischen Klasse mit unbekannten Parametern angeho¨rt. Wir werden im Folgenden auf
Grundlage von Beobachtungen der Prozesse X, Y oder auch S den Le´vy-Prozess L
”
na¨herungsweise“ zuru¨ckgewinnen und anschließend wie im vorherigen Abschnitt mit Hil-
fe der Momentenmethode eine Scha¨tzung fu¨r die unbekannten Parameter ableiten. Lemma
1.2.8 kann dazu genutzt werden, um den treibenden Le´vy-Prozess des Spotpreisprozesses
S zu
”
recovern“:
Satz 3.3.1. (Zuru¨ckgewinnung des treibenden Le´vy-Prozesses)
Es sei S := (S(t))t≥0 der Spotpreisprozess wie in (3.30). Falls ωy +ωz 6= 0, la¨sst sich der
treibende Le´vy-Prozess L fu¨r alle t > 0 zuru¨ckgewinnen mittels:
L(t) =
1
ωy + ωz
(
S(t)− S(0) + λ
∫ t
0
S(u) du+ a
∫ t
0
(ωyX(u)− ωxY (u)) du
)
.
Beweis. Da offensichtlich alle Voraussetzungen von Lemma 1.2.8 erfu¨llt sind, ergibt
sich
S(t) = S(0) +
∫ t
0
(∫ u
−∞
φ′(u− s)dL(s)
)
du+ φ(0)L(t),
wobei φ′(t−s) die assoziierte Dichte gema¨ß 1.2.8 bezeichnet. Definiert man die Kernfunk-
tionen des
”
Sinus-OOU-Prozess“ X sowie des
”
Kosinus-OOU-Prozess“ Y durch
f(x) := sin(ax)e−λx · 1x≥0(x), g(x) := cos(ax)e−λx · 1x≥0(x)
so fu¨hrt schließlich die U¨berlegung
φ′(t− s) = a · (ωxg(t− s)− ωyf(t− s))− λ · φ(t− s)
zum Ziel. 
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Es ist folglich mo¨glich mittels zeitstetiger Beobachtungen des Prozesses S zusam-
men mit zeitstetigen Beobachtungen der Prozesse X und Y , den treibenden Le´vy-Prozess
vollsta¨ndig zuru¨ckzugewinnen. Verwendet man die Prozesse, etwa zur Modellierung von
Spotpreisprozessen auf Elektrizita¨tsma¨rkten, liegen solche Beobachtungen zur Modellan-
passung jedoch nicht vor. In diesen Fa¨llen muss der Le´vy-Prozess basierend auf einem
Beobachtungsschema zuerst gescha¨tzt werden. Damit bescha¨ftigen sich die na¨chsten bei-
den Abschnitte der Arbeit. Vorab sind die folgenden Anmerkungen hilfreich, wenn eine
speziellere Modellsituation fu¨r die Gewichte ω = (ωx, ωy, ωz) gewa¨hlt wird:
Bemerkungen 3.3.2. In einem Modell, in welchem man sich auf die Verwendung
des Ornstein-Uhlenbeck Prozesses Z bzw. den
”
Kosinus-OOU-Prozess“ Y beschra¨nkt,
kann mittels Satz 3.3.1 der Le´vy-Prozess LZ bzw. LY zuru¨ckgewonnen werden. In diesen
Situationen berechnet man sofort:
LZ(t) = Z(t)− Z(0) + λ
∫ t
0
Z(u) du,
LY (t) = Y (t)− Y (0) + λ
∫ t
0
Y (u) du+ a
∫ t
0
X(u) du.
Der Satz kann jedoch nicht angewendet werden, wenn das Modell ausschließlich aus einem
”
Sinus-OOU-Prozess“ X besteht. In diesem Fall gilt ωy + ωz = 0. 
3.3.1. Scha¨tzungen im niederfrequenten Beobachtungsschema. In diesem Teil
der Arbeit wird der Fall na¨her beleuchtet, in dem der Prozess S bzw. die Prozesse X und
Y zu den Zeitpunkten t ∈ {0, 1, . . . , N} fu¨r N ∈ N beobachtet werden ko¨nnen. Ferner
gehen wir davon aus, dass N erho¨ht werden kann und letztlich N →∞ konvergiert. Dabei
wird stets angenommen, dass die Gewichte ω = (ωx, ωy, ωz) mit ωy+ωz 6= 0 bekannt seien.
Das Augenmerk richtet sich dabei auf die Scha¨tzungen der Zuwa¨chse
∆Lk = L(k)− L(k − 1)
=
1
ωy + ωz
(
S(k)− S(k − 1) + λ
∫ k
k−1
S(u) du+ a
∫ k
k−1
(ωyX(u)− ωxY (u)) du
)
des Le´vy-Prozesses L. Der von Brockwell, Davis und Yang (2007) fu¨r den Fall eines Le´vy-
getriebenen Ornstein-Uhlenbeck Prozesses vorgeschlagene Scha¨tzer fu¨r die Zuwa¨chse des
treibenden Prozesses, wird in Abdelrazeq, Ivanoff und Kulik (2014) ausschließlich fu¨r den
Spezialfall LZ (siehe Bemerkung 3.3.2) untersucht. Die Ausgangssituation in dem hier
vorliegenden Gleichung ∆Lk ist dahingegen deutlich umfangreicher. Neben dem Prozess
S tauchen zusa¨tzlich die Prozesse X und Y auf. Wir werden zuna¨chst einen einfachen
Scha¨tzer ∆̂Lk,1 nach dem Vorbild von Brockwell, Davis und Yang (2007) konstruieren
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und untersuchen inwieweit sich die neuen, zusa¨tzlichen Komponenten der Gleichung auf
die Gu¨tekriterien der Scha¨tzer auswirken. Anschließend widmen wir uns einem weiteren,
hier auftretenden Problem, welches in der angesprochenen Literatur nicht vorliegt: Be-
obachtet man ausschließlich den Prozess S, so beinhaltet die Gleichung fu¨r ∆Lk einen
Prozess, den wir nicht beobachten ko¨nnen und zusa¨tzlich gescha¨tzt werden muss. Ab-
schließend verallgemeinern wir die Scha¨tzer abermals, indem wir davon ausgehen, dass
die Parameter a und λ unbekannt sind, jedoch konsistent gescha¨tzt werden ko¨nnen. Auch
eine Untersuchung von Scha¨tzern in einem solchen Szenario wurde in der aktuellen Lite-
ratur im hier vorliegenden Kontext nicht vorgenommen.
Wir konstruieren die folgenden Scha¨tzer in den geschilderten
Beobachtungssituationen 3.3.3.
1. Fall: Die Parameter a, λ > 0 seien bekannt.
1.1 Fall: Es liegen die Beobachtungen S1, . . . , SN des Prozesses S, sowie Beobachtungen
X1, . . . , XN des Prozesses X und Y1, . . . , YN des Prozesses Y vor. In diesem Fall nutzen
wir, inspiriert durch Brockwell, Davis und Yang (2007), die Trapezregel zur Na¨herung der
auftretenden Integrale. Wir scha¨tzen damit einen Zuwachs des Le´vy-Prozesses durch
∆̂Lk,1 =
1
ωy + ωz
(
Sk − Sk−1 + λ · Sk + Sk−1
2
+ a · ωy · Xk +Xk−1
2
− a · ωx · Yk + Yk−1
2
)
. (3.31)
1.2 Fall: Es liegen ausschließlich Beobachtungen S1, . . . , SN des Prozesses S vor. Vor die-
sem Hintergrund ist der in (3.31) eingebettete Prozess
U(k) :=
1
2
(a · ωy ·X(k)− a · ωx · Y (k)) (3.32)
nicht beobachtbar. Zusa¨tzlich wird die Annahme getroffen, dass die Erwartungswerte
E(U1) und E(S1) der Prozesse bekannt seien. Wenngleich sich diese Pra¨misse in der Praxis
mo¨glicherweise als nicht realisierbar erweist, motiviert sie zu der folgenden Idee:
Im Hinblick auf die untersuchten Abha¨ngigkeiten der Prozesse S mit X oder Y liegt ein
na¨herungsweise linearer Zusammenhang zwischen dem Prozess S und dem versteckten
Prozess U nahe. Wir scha¨tzen den Wert des Prozesses U zum Zeitpunkt k basierend auf
einer Beobachtung des Prozesses S daher durch
Ûk = β1 · Sk + β0 fu¨r k = 0, . . . , N .
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Benutzt man diese gewonnene Approximation in (3.31), so erha¨lt man in diesem Szenario
die gescha¨tzten Le´vy-Inkremente mittels:
∆̂Lk,2 =
1
ωy + ωz
(
Sk − Sk−1 +
(
λ
2
+ β1
)
· (Sk + Sk−1) + 2 · β0
)
. (3.33)
Fu¨r die beste lineare Vorhersage von U ergeben sich β0 und β1 im Sinne der Methode
kleinster Quadrate durch
(β0, β1) = arg min
β0,β1
E
(
(S1 − (β0 + β1U1)))2
)
.
Man erha¨lt schließlich
β1 =
Cov (S1, U1)
Var(S1)
und β0 = E (U1)− β1 · E (S1) .
Zur Bestimmung der gesuchten Kovarianz Cov(S1, U1) wird die Formel (vgl. Korollar
1.2.10)
Cov(S1, U1) =
∫ ∞
0
φ(x)u(x) dx
mit der Kernfunktion u : R→ R des Prozesses U
u(x) :=
a
2
· (ωy sin(ax)− ωx cos(ax)) e−λx · 1x≥0(x)
genutzt. Nach elementaren, jedoch sehr mu¨hsamen Rechnungen erha¨lt man
Cov (S1, U1) =− a
8(a2 + λ2)(a2 + 4λ2)
·
(
(ω2x − ωy(ωy + 4ωz))a3
+ 2ωx(ωy + 4ωz)a
2λ+ 4(ω2x − ωy(ωy + ωz))aλ2 + 8ωx(ωy + ωz)λ3
)
,
was zusammen mit (2.5) zu
β1 = −λ · a · B1
2B2
,
mit
B1 =(ω
2
x − ω2y − 4ωyωz)a3 + 2ωx(ωy + 4ωz)a2λ+ 4(ω2x − ω2y − ωyωz)aλ2
+ 8ωx(ωy + ωz)λ
3a,
B2 =8(ωx + ωz)
2λ4 + 8ωx(ωy + ωz)aλ
3 + 4
(
ω2x +
3
2
ω2y + 4ωyωz +
5
2
ω2z
)2
λ2
+ 2ωx(ωy + 4ωz)a
3λ+ (ω2x + ω
2
y + 2ω
2
z)a
4
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fu¨hrt. Abschließend kann β0 gema¨ß β0 = E (U1)− β1 · E (S1) mit Hilfe von
E(U1) = µ · a
2ωy − aλωx
2(a2 + λ2)
(3.34)
sowie (2.3) bestimmt werden.
1.3 Fall: Wie in Fall 1.2 liegen ausschließlich Beobachtungen S1, . . . , SN des Prozesses
S vor. Jedoch wird auf die Annahme verzichtet, dass wir Kenntnisse u¨ber die Erwar-
tungswerte E(U1) des nicht zu beobachtenden Prozesses U (3.32) und E(S1) ausnutzen
ko¨nnen. Es gilt dabei zu beachten, dass E(U1) nicht mittels von Beobachtungen gescha¨tzt
werden kann. In diesem Fall gehen wir wegen der Probleme der Identifizierbarkeit von β0
von einen proportionalen Zusammenhang von S und U der Form
Ûk = β1 · Sk fu¨r k = 0, . . . , N
aus und bestimmen β1 wie in Fall 1.2 zuvor etwa durch
β1 =
Cov (S1, U1)
Var(S1)
(mehr dazu findet man in anschließender Bemerkung 3.3.4).
Abschließend erha¨lt die Approximation der Zuwa¨chse ∆Lk des Le´vy-Prozesses die Gestalt
∆̂Lk,3 =
1
ωy + ωz
(
Sk − Sk−1 +
(
λ
2
+ β1
)
· (Sk + Sk−1)
)
. (3.35)
Wenngleich eine gewisse
”
Verzerrtheit“ des Scha¨tzers zu erwarten ist, erweist sich dieser
in der Praxis durchaus als hilfreich. Darauf werden wir im spa¨teren Verlauf der Arbeit
noch genauer eingehen.
2. Fall: Die Parameter a, λ > 0 seien zwar unbekannt, jedoch liegen stark konsistente
Folgen von Scha¨tzern (âN)N∈N und (λ̂N)N∈N vor, das heißt
âN → a fast sicher fu¨r N →∞ und
λ̂N → λ fast sicher fu¨r N →∞.
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In diesem Szenario ersetzen wir a und λ in den sich analog ergebenden Fa¨llen 1.1 bis 1.3
in (3.31), (3.33) und (3.35) durch die Scha¨tzer âN und λ̂N und erhalten schließlich
∆̂La,λk,1 :=
1
ωy + ωz
(
Sk − Sk−1 + λ̂k · Sk + Sk−1
2
+ âk · ωy · Xk +Xk−1
2
− âk · ωx · Yk + Yk−1
2
)
,
∆̂La,λk,2 :=
1
ωy + ωz
(
Sk − Sk−1 +
(
λ̂k
2
+ β̂1,k
)
· (Sk + Sk−1) + 2 · β̂0,k
)
,
(3.36)
∆̂La,λk,3 :=
1
ωy + ωz
(
Sk − Sk−1 +
(
λ̂k
2
+ β̂1,k
)
· (Sk + Sk−1)
)
,
wobei β̂0,k und β̂1,k die durch âk und λ̂k gescha¨tzten Parameter β0 und β1 bezeichnen. 
Bemerkung 3.3.4. Eine natu¨rliche Wahl der Konstanten β1 in Fall 1.3 wa¨re, etwa
inspiriert durch Fall 1.2, die beste lineare Vorhersage von Ut durch St in Sinne der Lo¨sung
des Minimierungsproblems
β1 = arg min
β1
E
(
(S1 − β1U1))2
)
,
welches zu dem Ergebnis
β1 =
E(S1U1)
E(S21)
fu¨hrt. In diesem Fall ha¨ngt β1 von dem unbekannten ersten Moment µ = E(L1) sowie
der mo¨glicherweise unbekannten V = Var(L1) des Le´vy-Prozesses ab. Aus diesem Grund
wurde im obigen Fall eine alternative Wahl von β1 vorgeschlagen. Die spezielle Wahl von
β1 ist jedoch keine Einschra¨nkung fu¨r die folgenden Ergebnisse und U¨berlegungen und
kann gegebenenfalls durch einen alternativen Scha¨tzer fu¨r β1 ersetzt werden. 
Es wird nun untersucht, inwieweit die sechs konstruierten Scha¨tzer der Le´vy-Inkremente
genutzt werden ko¨nnen. Ferner wird der Frage nachgegangen, welche
”
Gu¨tekriterien“ sie
erfu¨llen. Einen Einstieg dazu liefert:
Satz 3.3.5.
Es seien ∆̂Lk,1, ∆̂Lk,2 und ∆̂Lk,3 die Scha¨tzer (3.31),(3.33) und (3.35) fu¨r k ∈ N und
µ = E(L1) wie in Definition 3.2.2. Dann gilt:
(i) Die Prozesse (∆̂Lk,1)k∈N, (∆̂Lk,2)k∈N und (∆̂Lk,3)k∈N sind stationa¨r.
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(ii) Die Erwartungswerte ergeben sich durch
E
(
∆̂Lk,1
)
= µ, E
(
∆̂Lk,2
)
= µ,
E
(
∆̂Lk,3
)
=
(
λ+ 2β1
ωy + ωz
)
· E(S1)
=µ · (λ+ 2β1) ((ωy + ωz)λ
2 + ωxaλ+ ωza
2)
(ωy + ωz)λ(a2 + λ2)
.
Beweis. Die Stationarita¨t folgt unmittelbar aus der Stationarita¨t der Prozesse S, X
und Y (vgl. Lemma 1.3.7). Fu¨r die Berechnung der Erwartungswerte verwendet man
E(S1) = µ · (ωy + ωz)λ
2 + ωxaλ + ωza
2
λ(a2 + λ2)
,
E(X1) = µ · a
a2 + λ2
,
E(Y1) = µ · λ
a2 + λ2
.
Dann ergibt sich
E(∆̂Lk,1) =
1
ωy + ωz
· (λE(S1) + aωyE(X1)− aωxE(Y1)) = µ.
Zur Berechnung von E(∆̂Lk,2) beno¨tigt man den Erwartungswert des nicht beobachtbaren
Prozesses U (siehe 3.32). Man errechnet:
E(U1) = µ · a(ωya+ ωxλ)
2(a2 + λ2)
.
Daraus resultiert
E
(
∆̂Lk,2
)
=
1
ωy + ωz
·
((
λ+ 2β1
) · E(S1) + 2 · (E(U1)− β1E(S1)))
=
1
ωy + ωz
·
(
λE(S1) + 2E(U1)
)
= µ.
Zuletzt zeigt sich
E(∆̂Lk,3) =
1
ωy + ωz
·
((
λ+ 2β1
) · E(S1))
= µ · (λ+ 2β1) ((ωy + ωz)λ
2 + ωxaλ+ ωza
2)
(ωy + ωz)λ(a2 + λ2)
.

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Obige Resultate lassen sich im 2. Fall nicht mehr herleiten. Jedoch sind auch diese
Approximationen sinnvoll, etwa zur Konstruktion eines stark konsistenten Scha¨tzers fu¨r
den Erwartungswert µ des Le´vy-Prozesses L. Hierzu betrachtet man das empirische Mittel
der gewonnenen Scha¨tzungen der Le´vy-Inkremente:
Definition 3.3.6.
Zu den N Approximationen der Zuwa¨chse des treibenden Le´vy-Prozess
∆L1,i, . . . ,∆LN,i in Fall 1 fu¨r i = 1, 2, 3
und
∆La,λ1,i , . . . ,∆L
a,λ
N,i in Fall 2 fu¨r i = 1, 2, 3
definieren wir die empirischen Mittel
∆LN,i :=
1
N
N∑
k=1
∆̂Lk,i und ∆L
a,λ
N,i :=
1
N
N∑
k=1
∆̂La,λk,i fu¨r i = 1, 2, 3.

Die Eigenschaften der gewonnenen Scha¨tzer fu¨r das unbekannte Mittel µ werden im
Folgenden in Satz 3.3.7 fu¨r den 1. Fall und in Satz 3.3.8 fu¨r den 2. Fall zusammengefasst:
Satz 3.3.7 (Eigenschaften des empirischen Mittels in Fall 1).
Es seien
∆L1,i, . . . ,∆LN,i in Fall 1 fu¨r i = 1, 2, 3 und N ∈ N
Approximationen der Zuwa¨chse des treibenden Le´vy-Prozess L, welcher aus den Modell-
klassen (i)-(vii) wie in Theorem 3.1.9 stamme und V = Var(L1) <∞ erfu¨lle. Ferner sei
∆LN,i das empirische Mittel fu¨r i = 1, 2, 3 wie in Definition 3.3.6 sowie µ = E(L1) und
V = Var(L1). Dann gilt:
a) Die empirischen Mittel ∆LN,1 und ∆LN,2 sind erwartungstreue Scha¨tzungen fu¨r
den Erwartungswert µ des Le´vy-Prozess L, das heißt
E(∆LN,1) = µ und E(∆LN,2) = µ.
Falls λ 6= −2β1 (vgl. Fall 1.3), so ist daru¨ber hinaus das modifizierte empirische
Moment
c ·∆LN,3 mit c :=
(
ωy + ωz
λ+ 2β1
)
·
(
λ(a2 + λ2)
(ωy + ωz)λ2 + ωxaλ+ ωza2
)
ein erwartungstreuer Scha¨tzer fu¨r µ, das heißt:
E
(
c ·∆LN,3
)
= µ.
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b) Die Scha¨tzer ∆LN,1, ∆LN,2 sowie das modifizierte empirische Moment c ·∆LN,3
mit c wie in Teil a) sind stark konsistente Scha¨tzer fu¨r µ, das heißt
∆LN,1
N→∞−−−→ µ fast sicher,
∆LN,2
N→∞−−−→ µ fast sicher,
c ·∆LN,3 N→∞−−−→ µ fast sicher.
c) Es gelten die folgenden zentralen Grenzwertsa¨tze
√
N · (∆LN,1 − µ) D−→ N (0, v1) fu¨r N →∞,
√
N · (∆LN,2 − µ) D−→ N (0, v2) fu¨r N →∞,
√
N · (c ·∆LN,3 − µ) D−→ N (0, v3) fu¨r N →∞
mit den asymptotischen Varianzen
v1 = V ·
∫ 1
0
( ∞∑
k=−∞
φ˜(u+ k)
)2
du,
v2 = c˜1
2 · V ·
∫ 1
0
( ∞∑
k=−∞
φ(u+ k)
)2
du, (3.37)
v3 = c˜2
2 · V ·
∫ 1
0
( ∞∑
k=−∞
φ(u+ k)
)2
du.
Hierbei beschreibt φ die Kernfunktion des Spotpreisprozesses (3.30) sowie
φ˜ : R→ R eine modifizierte Kernfunktion der Form
φ˜(x) := e−λx (ω˜x sin(ax) + ω˜y cos(ax) + ω˜z)1x≥0(x),
mit den Gewichten
ω˜x =
λωx + aωy
ωy + ωz
, ω˜y =
λωy − aωx
ωy + ωz
, ω˜z =
λωz
ωy + ωz
. (3.38)
Die Konstanten c˜1 und c˜2 ergeben sich durch
c˜1 =
λ+ 2β1
ωy + ωz
sowie c˜2 =
λ(a2 + λ2)
(ωy + ωz)λ2 + ωxaλ+ ωza2
.
Beweis.
Zu a): Die Erwartungstreue der Scha¨tzer (das heißt die Teilaussage a) folgt unmittelbar
aus Satz 3.3.5.
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Zu b): Zum Nachweis der starken Konsistenz bestimmt man zuna¨chst
N∑
k=1
∆̂Lk,1 =
1
ωy + ωz
N∑
k=1
(
Sk − Sk−1 + λ · Sk + Sk−1
2
+a · ωy · Xk +Xk−1
2
− a · ωx · Yk + Yk−1
2
)
=
1
ωy + ωz
(
SN − S0 + λ
N∑
k=1
Sk − λ
2
· SN + λ
2
· S0
+aωy
N∑
k=1
Xk − aωy
2
·XN + aωy
2
·X0
−aωx
N∑
k=1
Yk +
aωx
2
· YN − aωx
2
· Y0
)
=
1
ωy + ωz
(
λ
N∑
k=1
Sk + aωy
N∑
k=1
Xk − aωx
N∑
k=1
Yk
+
(
1− λ
2
)
(SN − S0)− aωy
2
(XN −X0) + aωx
2
(YN − Y0)
)
(3.39)
=
N∑
k=1
S˜k +
1
ωy + ωz
((
1− λ
2
)
(SN − S0)− aωy
2
(XN −X0) + aωx
2
(YN − Y0)
)
(3.40)
mit S˜k = ω˜xXk + ω˜yYk + ω˜yZk, wobei sich die Gewichte wie in (3.38) ergeben. Da der
unbekannte Le´vy-Prozess L nach Voraussetzungen aus einer der Modellklasse in Theorem
3.1.9 stammt, folgt aus eben jenem Resultat die Ergodizita¨t des Prozesses S˜, woraus sich
1
N
N∑
k=1
S˜k
N→∞−−−→ E
(
S˜1
)
fast sicher
ableiten la¨sst. Der gesuchte Erwartungswert E
(
S˜1
)
kann mittels (2.3) bestimmt werden,
sodass sich
E
(
S˜1
)
= µ · (ω˜y + ω˜z)λ
2 + ω˜xaλ + ω˜za
2
λ(a2 + λ2)
= µ. (3.41)
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zeigt. Es verleibt der Nachweis von
SN − S0
N
N→∞−−−→ 0 fast sicher, (3.42)
XN −X0
N
N→∞−−−→ 0 fast sicher,
YN − Y0
N
N→∞−−−→ 0 fast sicher.
Wegen der Stationarita¨t von S gilt offenbar
E
(
SN − S0
N
)
= 0
fu¨r alle N ∈ N. Unter Verwendung der Tschebyscheff-Ungleichung gewinnt man die
Abscha¨tzung
P
(∣∣∣∣SN − S0N
∣∣∣∣ > ) ≤ Var(SN − S0)(N)2 = 2Var(S0)− 2Cov(SN , S0)(N)2 ≤ C1(N)2
fu¨r eine hinreichend große Konstante C1 > 0 und alle  > 0. Die Existenz einer solchen
Konstanten C1 zeigt sich mit Blick auf die Darstellung (2.4) von Cov(SN , S0). Aus der
gewonnenen Ungleichung resultiert
∞∑
N=1
P
(∣∣∣∣SN − S0N
∣∣∣∣ > ) ≤ C12
∞∑
N=1
1
N2
< ∞,
fu¨r alle  > 0, was zusammen mit dem Lemma von Borel-Cantelli die gewu¨nschte Konver-
genz (3.42) liefert. Die u¨brigen Konvergenzen folgen anschließend unmittelbar fu¨r spezielle
Wahlen der Gewichte ωx, ωy und ωz. Abschließend ko¨nnen alle soeben erarbeiteten Er-
gebnisse mit Hilfe von (3.40) zu
∆LN,1
N→∞−−−→ µ fast sicher
zusammengefasst werden.
Fu¨r die Konvergenz von ∆LN,2 berechnet mit Hilfe von (3.33), dass
N∑
k=1
∆̂Lk,2 =
1
ωy + ωz
(
SN − S0 + 2
(
λ
2
+ β1
) N∑
k=1
Sk −
(
λ
2
+ β
)
(SN − S0) + 2 ·N · β0
)
.
Daraus folgt
∆LN,2 =
1
ωy + ωz
(
(λ+ 2β1)
1
N
N∑
k=1
Sk + 2β0 +
(
1− λ
2
− β1
)(
SN − S0
N
))
. (3.43)
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Abermals unter der Verwendung der Ergodizita¨t von S, welche sich aus Theorem 3.1.9
ergibt sowie von
β0 = E (U1)− β1 · E (S1)
erha¨lt man fu¨r N →∞ schließlich
1
ωy + ωz
(
(λ+ 2β1)
1
N
N∑
k=1
Sk + 2β0
)
f.s.−→ 1
ωy + ωz
(
λE(S1) + 2E(U1)
)
= µ
wobei die letzte Identita¨t aus (2.3) und (3.34) resultiert. Aufgrund von (3.42) folgert man
auch hier
∆LN,2
N→∞−−−→ µ fast sicher.
Zuletzt richtet sich das Augenmerk auf das Langzeitverhalten von ∆LN,3. Eine analoge
Vorgehensweise zum Fall davor fu¨hrt zu
∆LN,3 =
c
ωy + ωz
(
(λ+ 2β1)
1
N
N∑
k=1
Sk +
(
1− λ
2
− β1
)(
SN − S0
N
))
. (3.44)
Da wiederum Theorem 3.1.9 angewendet werden darf, erha¨lt man auch hier nach Einsetzen
der Konstante c und unter Zuhilfenahme von (3.42)
∆LN,3
N→∞−−−→ µ fast sicher.
Zu c): Aus (3.40) und (3.41), das heißt E
(
S˜1
)
= µ, schließt man
√
N
(
∆LN,1 − µ
)
=
√
N ·
(
1
N
N∑
k=1
S˜k − E
(
S˜1
))
+
1
(ωy + ωz)
((
1− λ
2
)(
SN − S0√
N
)
− aωy
2
(
XN −X0√
N
)
+
aωx
2
(
YN − Y0√
N
))
.
Aus dem zentralen Grenzwertsatz 3.2.3, dessen Voraussetzungen fu¨r den Spotpreisprozess
S nach Beispiel 3.2.6 erfu¨llt sind, sowie der Delta-Methode 3.2.8 folgt
√
N ·
(
1
N
N∑
k=1
S˜k − E
(
S˜1
)) D−→ N (0, v1)
mit
v1 = V ·
∫ 1
0
( ∞∑
k=−∞
φ˜(u+ k)
)2
du,
wobei V := Var(L1) und
φ˜(x) := e−λx (ω˜x sin(ax) + ω˜y cos(ax) + ω˜z)1x≥0(x)
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die Kernfunktion φ˜ : R→ R mit den Gewichten wie in (3.38) beschreibt. A¨hnlich zu (3.42)
verbleibt hier der Nachweis von
SN − S0√
N
P−→ 0 fu¨r N →∞, (3.45)
XN −X0√
N
P−→ 0 fu¨r N →∞,
YN − Y0√
N
P−→ 0 fu¨r N →∞,
woraus mit Hilfe des Lemmas von Slutsky (siehe 3.2.4, (i)) die Behauptung erga¨be.
Die stochastischen Konvergenzen erha¨lt man nun abermals mittels der Tschebyscheff-
Ungleichung, welche die Abscha¨tzung fu¨r eine hinreichend große Konstante C1 > 0 sowie
das gewu¨nschte Grenzverhalten
P
(∣∣∣∣SN − S0√N
∣∣∣∣ > ) ≤ Var(SN − S0)N2 = 2Var(S1)− 2Cov(SN , S0)N2 ≤ C1N2 N→∞−−−→ 0
liefert. Alle weiteren Konvergenzen folgert man durch die spezielle Wahl der Gewichte.
Insgesamt resultiert
√
N
(
∆LN,1 − µ
) D−→ N (0, v1)
mit der asymptotischen Varianz v1 wie gewu¨nscht.
Fu¨r den zweiten zentralen Grenzwertsatz beobachtet man mit Hilfe von (3.43) zuerst
√
N
(
∆LN,2 − µ
)
=
√
N
(
1
ωy + ωz
(
(λ+ 2β1)
1
N
N∑
k=1
Sk + 2β0
)
− µ
)
+
1
ωy + ωz
(
1− λ
2
− β1
)(
SN − S0√
N
)
.
Wa¨hrend der zweite, untere Term wie zuvor wegen (3.45) vernachla¨ssigt werden kann,
fu¨hrt folgende Umformung des oberen Ausdrucks unter Verwendung von
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β0 = E(U1)− β1E(S1) zu:
√
N
(
1
ωy + ωz
(
(λ+ 2β1)
1
N
N∑
k=1
Sk + 2β0
)
− µ
)
=
√
N
(
1
ωy + ωz
(
(λ+ 2β1)
(
1
N
N∑
k=1
Sk − E(S1)
)
+ 2β0 + (λ+ 2β1) E(S1)
)
− µ
)
=
√
N
((
λ+ 2β1
ωy + ωz
)(
1
N
N∑
k=1
Sk − E(S1)
)
+
λE(S1) + 2E(U1)
ωy + ωz
− µ
)
=
√
N
((
λ+ 2β1
ωy + ωz
)(
1
N
N∑
k=1
Sk − E(S1)
))
.
Wie im Beweisschritt zuvor erha¨lt man den zentralen Grenzwertsatz fu¨r N →∞ zusam-
men mit Theorem 3.2.3, Beispiel 3.2.6 sowie der Delta-Methode (3.2.8) und es gilt:
√
N
((
λ+ 2β1
ωy + ωz
)(
1
N
N∑
k=1
Sk − E(S1)
))
D−→ N (0, v2).
Die asymptotische Varianz ergibt sich dabei als
v2 = c˜1
2 · V ·
∫ 1
0
( ∞∑
k=−∞
φ(u+ k)
)2
du
mit der Kernfunktion φ des Spotpreisprozesses (3.30), V = Var(L1) und
c˜1 =
λ+ 2β1
ωy + ωz
.
Den dritten zentralen Grenzwertsatz sieht man wie folgt ein: Abermals bestimmt man
zuna¨chst
√
N
(
∆LN,3 − µ
)
=
√
N
(
c
ωy + ωz
(
(λ+ 2β1)
1
N
N∑
k=1
Sk
)
− µ
)
+
1
ωy + ωz
(
1− λ
2
− β1
)(
SN − S0√
N
)
.
Der untere Term kann dank (3.45) wiederum vernachla¨ssigt werden. Der Schlu¨ssel zur
Umformung des oberen Ausdrucks liegt zuna¨chst in der Beobachtung
c · λ+ 2β1
ωy + ωz
· E(S1) = µ,
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woraus sich unmittelbar
√
N
(
c
ωy + ωz
(
(λ+ 2β1)
1
N
N∑
k=1
Sk
)
− µ
)
=
√
N
(
c · λ+ 2β1
ωy + ωz
(
1
N
N∑
k=1
Sk − E(S1)
))
ableiten la¨sst. Folglich gelangt man wieder mit Theorem 3.2.3, Beispiel 3.2.6 sowie der
Delta-Methode (3.2.8) fu¨r N →∞ zur Verteilungskonvergenz
√
N
(
c · λ+ 2β1
ωy + ωz
(
1
N
N∑
k=1
Sk − E(S1)
))
D−→ N (0, v3),
wobei sich die asymptotische Varianz durch
v3 = c˜2
2 · V ·
∫ 1
0
( ∞∑
k=−∞
φ(u+ k)
)2
du
mit der Kernfunktion φ des Spotpreisprozess (3.30) sowie
c˜2 = c · λ+ 2β1
ωy + ωz
=
λ(a2 + λ2)
(ωy + ωz)λ2 + ωxaλ+ ωza2
ergibt. 
Wir widmen uns dem 2. Fall, bei welchem die Parameter a und λ zuna¨chst gescha¨tzt
werden mu¨ssen.
Satz 3.3.8 (Eigenschaften des empirischen Mittels in Fall 2).
Es seien (âN)N∈N und (λ̂N)N∈N stark konsistente Scha¨tzer fu¨r die Parameter a und λ
sowie
∆La,λ1,i , . . . ,∆L
a,λ
N,i in Fall 2 (vgl. 3.3.3) fu¨r i = 1, 2, 3 und N ∈ N
Approximationen der Zuwa¨chse des treibenden Le´vy-Prozess L, welcher aus den Modell-
klassen (i)-(vii) wie in Theorem 3.1.9 stamme. Ferner sei V = Var(L1) und ∆L
a,λ
N,i das
empirische Mittel fu¨r i = 1, 2, 3 wie in Definition 3.3.6 sowie µ = E(L1). Dann gilt:
a) Die Scha¨tzer ∆La,λN,1, ∆L
a,λ
N,2 sowie das modifizierte empirische Moment ĉN ·∆La,λN,3
mit der der durch âN und λ̂N gescha¨tzten Modifikationskonstanten ĉN wie in Satz
3.3.7 sind stark konsistente Scha¨tzer fu¨r µ. Das heißt, es gilt:
∆La,λN,1
N→∞−−−→ µ fast sicher,
∆La,λN,2
N→∞−−−→ µ fast sicher,
ĉN ·∆La,λN,3 N→∞−−−→ µ fast sicher.
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b) Es gelten die folgenden zentralen Grenzwertsa¨tze:
√
N ·
(
∆La,λN,1 − µ
) D−→ N (0, v1) fu¨r N →∞,
√
N ·
(
ĉN ·∆La,λN,3 − µ
) D−→ N (0, v3) fu¨r N →∞.
mit den asymptotischen Varianzen wie in (3.37). Sind daru¨ber hinaus (âN)N∈N
und (λ̂N)N∈N Scha¨tzfolgen fu¨r die Parameter a und λ, sodass
√
N
(
β̂0,N − β0
) P−→ 0 (3.46)
fu¨r N →∞, so gilt auch
√
N ·
(
∆La,λN,2 − µ
) D−→ N (0, v2) fu¨r N →∞
mit den asymptotischen Varianz v3 wie in (3.37).
Beweis.
Zu a): Die Strategie ist der Nachweis der Konvergenzen(
∆La,λN,1 − ∆LN,1
)
N→∞−−−→ 0 fast sicher,(
∆La,λN,2 − ∆LN,2
)
N→∞−−−→ 0 fast sicher,(
∆La,λN,3 − ∆LN,3
)
N→∞−−−→ 0 fast sicher,
woraus sich zusammen mit Satz 3.3.7 die Behauptung folgern la¨sst. Das Augenmerk richtet
sich zuna¨chst auf die erste Grenzwertaussage. Nach (3.40) gilt
∆LN,1 =
1
N
N∑
k=1
S˜k
+
1
ωy + ωz
((
1− λ
2
)(
SN − S0
N
)
− aωy
2
(
XN −X0
N
)
+
aωx
2
(
YN − Y0
N
))
.
Die Gewichte des modifizierten Spotpreisprozesses S˜ ergaben sich dabei durch
ω˜x =
λωx + aωy
ωy + ωz
, ω˜y =
λωy − aωx
ωy + ωz
, ω˜z =
λωz
ωy + ωz
.
Fu¨r das empirische Mittel ∆La,λN,1 ersetzen wir die Parameter a und λ gema¨ß Definition
3.3.6 durch die Scha¨tzer âN und λ̂N . Fu¨r die Gewichte ω˜x, ω˜y und ω˜z erhalten wir dadurch
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die stark konsistenten Scha¨tzfolgen( ̂˜ωx,N)
N∈N
,
( ̂˜ωy,N)
N∈N
und
(̂˜ωz,N)
N∈N
.
Hieraus ergibt sich die Differenz(
∆La,λN,1 − ∆LN,1
)
=
( ̂˜ωx,N − ω˜x)( 1
N
N∑
k=1
Xk
)
+
( ̂˜ωy,N − ω˜y)( 1
N
N∑
k=1
Yk
)
+
(̂˜ωz,N − ω˜z)( 1
N
N∑
k=1
Zk
)
+
1
ωy + ωz
((
λ̂N − λ
2
)(
SN − S0
N
)
−
(
(âN − a)ωy
2
)(
XN −X0
N
)
+
(
(âN − a)ωx
2
)(
YN − Y0
N
))
.
Da S und daher insbesondere X, Y und Z nach Voraussetzungen die Annahmen von
Theorem 3.1.9 erfu¨llen, sind die Prozesse ergodisch und es folgt
1
N
N∑
k=1
Xk −→ E(X1) <∞ fast sicher,
1
N
N∑
k=1
Yk −→ E(Y1) <∞ fast sicher,
1
N
N∑
k=1
Zk −→ E(Z1) <∞ fast sicher
fu¨r N →∞. Daher resultiert offensichtlich mittels (3.42):(
∆La,λN,1 − ∆LN,1
)
N→∞−−−→ 0 fast sicher.
Ebenso bestimmt man mit Hilfe von (3.43)
(
∆La,λN,2 −∆LN,2
)
=
1
ωy + ωz
((
(λ̂N − λ) + 2(β̂1,N − β1)
)( 1
N
N∑
k=1
Sk
)
+ 2(β̂0,N − β0)−
(
(λ̂N − λ)
2
+ (β̂1,N − β1)
)(
SN − S0
N
))
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und (3.44)(
∆La,λN,3 −∆LN,3
)
=
(ĉN − c)
ωy + ωz
((
(λ̂N − λ) + 2(β̂1,N − β1)
)( 1
N
N∑
k=1
Sk
)
−
(
(λ̂N − λ)
2
+ (β̂1,N − β1)
)(
SN − S0
N
))
,
woraus sich wiederum analog wie im ersten Szenario und der zusa¨tzlichen Beobachtung
(ĉN − c) N→∞−−−→ 0 fast sicher
die Behauptung folgern la¨sst.
Zu b): Fu¨r die zentralen Grenzwertsa¨tze zeigt man
√
N
(
∆La,λN,1 − ∆LN,1
) P−→ 0 fu¨r N →∞,
√
N
(
∆La,λN,2 − ∆LN,2
) P−→ 0 fu¨r N →∞,
√
N
(
∆La,λN,3 − ∆LN,3
) P−→ 0 fu¨r N →∞.
und folgert die Behauptung mit Hilfe des Lemmas von Slutsky (vgl. Lemma 3.2.4). Nach
(3.39) gilt
√
N
(
∆La,λN,1 − ∆LN,1
)
=
√
N
ωy + ωz
·
((
λ̂N − λ
)( 1
N
N∑
k=1
Sk
)
+ (âN − a)ωy
(
1
N
N∑
k=1
Xk
)
− (âN − a)ωx
(
1
N
N∑
k=1
Yk
))
+
1
ωy + ωz
·
((
λ̂N − λ
2
)(
SN − S0√
N
)
−
(
(âN − a)ωy
2
)(
XN −X0√
N
)
+
(
(âN − a)ωx
2
)(
YN − Y0√
N
))
.
Der Blick richtet sich zuna¨chst auf(
λ̂N − λ
)√
N
(
1
N
N∑
k=1
Sk
)
.
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Unter den getroffenen Voraussetzungen gilt im Grenzwert fu¨r N →∞(
λ̂N − λ
) P−→ 0 und √N ( 1
N
N∑
k=1
Sk
)
D−→ N (µ˜, σ˜2)
mit geeignetem Erwartungswert µ˜ ∈ R und Varianz σ˜2 > 0. Fu¨r die Verteilungskonvergenz
wurde wie im Beweis zuvor Theorem 3.2.3, Beispiel 3.2.6 sowie die Delta-Methode 3.2.8
verwendet. Das Lemma von Slutsky 3.2.4 liefert daher(
λ̂N − λ
)√
N
(
1
N
N∑
k=1
Sk
)
D−→ δ0
fu¨r N →∞, wobei δ0 das Punktmaß in 0 beschreibt. Daraus resultiert wie gewu¨nscht(
λ̂N − λ
)√
N
(
1
N
N∑
k=1
Sk
)
P−→ 0 fu¨r N →∞.
Die gleiche Argumentationsweise fu¨hrt zu
(âN − a)
√
N
(
1
N
N∑
k=1
Xk
)
P−→ 0 und (âN − a)
√
N
(
1
N
N∑
k=1
Yk
)
P−→ 0
fu¨r N → ∞. Gemeinsam mit (3.45) und der speziellen Wahl von den Gewichten ωx, ωy
und ωz erha¨lt man
√
N
(
∆La,λN,1 − ∆LN,1
)
P−→ 0 fu¨r N →∞.
Daru¨ber hinaus berechnet man die Differenzen
√
N
(
∆La,λN,2 −∆LN,2
)
=
1
ωy + ωz
((
(λ̂N − λ) + 2(β̂1,N − β1)
)√
N
(
1
N
N∑
k=1
Sk
)
+ 2
√
N(β̂0,N − β0)−
(
(λ̂N − λ)
2
+ (β̂1,N − β1)
)(
SN − S0√
N
))
und
√
N
(
∆La,λN,3 −∆LN,3
)
=
ĉN − c
ωy + ωz
((
(λ̂N − λ) + 2(β̂1,N − β1)
)√
N
(
1
N
N∑
k=1
Sk
)
−
(
(λ̂N − λ)
2
+ (β̂1,N − β1)
)(
SN − S0√
N
))
und erha¨lt zusammen mit Voraussetzung (3.46) und der gleichen Strategie wie im Schritt
zuvor die Behauptung. 
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Es wurde somit gezeigt, dass auf Basis der gewonnenen Approximationen der Le´vy-
Inkremente ∆Lk Scha¨tzer in unterschiedlichen Beobachtungsschemata fu¨r das erste Mo-
ment µ des Le´vy-Prozesses konstruiert werden ko¨nnen. Hierbei bestand die essentielle
Beobachtung darin, dass die Approximationen ∆̂Lk,1 und ∆̂Lk,2 den Erwartungswert
µ des tatsa¨chlichen Zuwachses ∆Lk besitzen. Im Hinblick auf die Konstruktion weite-
rer Scha¨tzer, etwa fu¨r die Varianz des Le´vy-Prozesses, besteht die Hoffnung zuna¨chst
darin, dass sich Var
(
∆̂Lk,1
)
und V = Var(L1) ebenso gleichen. Folgendes Beispiel il-
lustriert jedoch, dass dies schon bei einfachen Parameterkonstellationen fu¨r die Gewichte
ω = (ωx, ωy, ωz) nicht mehr der Fall ist und zudem die Rechnungen sehr aufwa¨ndig werden.
Ebenso bescha¨ftigt sich das Beispiel mit den Kovarianzen der approximierten Zuwa¨chse.
Beispiele 3.3.9.
1. Es sei ω = (0, 1, 0) und somit S(t) = Y (t). In diesem Fall ergibt sich ein Zuwachs
∆Lk gema¨ß der Formel in Bemerkung 3.3.2. Basierend darauf wird der approxi-
mierte Zuwachs ∆̂Lk,1 in (3.31) des treibenden Le´vy-Prozesses L bestimmt durch
∆̂Lk,1 = Yk − Yk−1 + λYk + Yk−1
2
+ a
Xk +Xk−1
2
=
(
1 +
λ
2
)
Yk +
(
λ
2
− 1
)
Yk−1 +
a
2
(Xk +Xk−1)
= S1k + S
2
k−1,
wobei
S1t = ω
1
xX(t) + ω
1
yY (t) und S
2
t = ω
2
xX(t) + ω
2
yY (t)
als spezielle Spotpreisprozesse mit den Gewichten
ω1x =
a
2
, ω1y =
(
1 +
λ
2
)
und ω2x =
a
2
, ω2y =
(
λ
2
− 1
)
aufgefasst werden ko¨nnen. Hieraus la¨sst sich die Varianz der Prozesse mittels
Var
(
∆̂Lk,1
)
= Var(S1k) + Var(S
2
k−1) + 2 · Cov(S1k , S2k−1)
bestimmen. Zur Berechnung wird zum einen die Varianz des Spotpreises (2.5)
verwendet, zum anderen von der Formel fu¨r die Kovarianzen zweier zeitstetiger
Moving-Average Prozesse (1.21) Gebrauch gemacht. Man erha¨lt
Var(∆̂Lk,1) =
V
16λ(a2 + λ2)
· (A1 · sin(a) + A2 · cos(a) + A3)
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mit
A1 = e
−λ · (a ((λ− 4)a2 + λ(λ− 2)2))− eλ · (a (a2(4 + λ) + λ(2 + λ)2)) ,
A1 = e
−λ · ((a2 + 2λ2)(a2 + λ2 − 4)) + eλ · ((a2 + 2λ2)(a2 + λ2 − 4)) ,
A3 = 2 ·
(
(a2 + 2λ2)(a2 + λ2 + 4)
)
.
Im Allgemeinen gilt somit Var
(
∆̂Lk,1
)
6= V .
2. In Abdelrazeq, Ivanoff und Kulik (2014) wird die Kovarianz
Cov(∆̂L1,1, ∆̂Lh+1,1)
zweier approximierter Zuwa¨chse fu¨r h ∈ N0 im Fall eines Le´vy-getriebenen Ornstein-
Uhlenbeck-Prozesses bestimmt. Im obigen Kontext spiegelt dies den Fall ω =
(0, 0, 1) wider. Fu¨r die hier eingefu¨hrten Prozesse mit a, λ > 0 ergibt sich in dem
hier betrachteten Szenario:
Cov(∆̂L1,1, ∆̂Lh+1,1) =
V
8λ
· ((λ2 − 4) (e−λ(1+h) + e−λ(h−1))+ (2λ2 + 8) e−λh) .

Wa¨hrend aufgrund der unabha¨ngigen Zuwa¨chse des Le´vy-Prozesses
Cov(∆L1,∆Lh+1) = 0
fu¨r h ∈ N0 gilt, zeigt obiges Beispiel, dass sich aufgrund des Approximationsfehlers eine
Korrelation zwischen den Scha¨tzungen beobachten la¨sst, welche im diskreten Beobach-
tungsschema auch nicht verschwindet. Scha¨tzt man nun etwa die Kovarianzen durch
γ̂∆L1(h) :=
1
N − h
N−h∑
k=1
(
∆̂Lk+h,1 −∆LN,1
)(
∆̂Lk,1 −∆LN,1
)
fu¨r h ∈ {1, . . . , N − 1},
so ließe sich ein zentraler Grenzwertsatz der Form
√
N
(
γ̂∆L1(h)− Cov(∆̂L1,1, ∆̂Lh,1)
) D−→ N (0, vγ) fu¨r N →∞
mit geeigneter Varianz vγ zeigen. Fu¨r den Spezialfall wie in Beispiel 3.3.9 wird dieser in
Abdelrazeq, Ivanoff und Kulik (2014, Proposition 3.3) bewiesen. Mo¨chte man von dem
Satz im Hinblick auf die Konstruktion eines Tests auf die Modellannahme unkorrelierter
Zuwa¨chse des treibenden Prozesses Gebrauch machen, erweist sich jedoch ein solches
Resultat aufgrund des Approximationsfehlers als nicht hilfreich. Aus diesem Grund wird
auf den Beweis eines solchen zentralen Grenzwertsatzes verzichtet und stattdessen der Fall
hochfrequenter Beobachtungen des Prozesses S na¨her untersucht. Es wird sich schließlich
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zeigen, dass in diesem Szenario die in Beispiel 3.3.9 geschilderte Verzerrtheit der Varianz
sowie der Approximationsfehler der Kovarianzen beseitigt werden.
3.3.2. Scha¨tzungen im hochfrequenten Beobachtungsschema. In diesem Ab-
schnitt werden die folgenden Annahmen getroffen:
Voraussetzungen 3.3.10. Wir gehen davon, dass n ∈ N Beobachtungen der Pro-
zesse X, Y sowie des Spotpreisprozesses S (3.30) aus dem Zeitintervall [0, N ] mit N ∈ N
zu den a¨quidistanten Zeitpunkten
h < 2h < . . . < nh = N,
mit h > 0 und h−1 ∈ N vorliegen. Ferner nehmen wir an, dass sowohl der Zeithorizont
beliebig groß gewa¨hlt als auch die Abtastfrequenz beliebig verfeinert werden kann. Ma-
thematisch formuliert bedeutet dies, dass die Gro¨ßen N → ∞ und h → 0 konvergieren.
Wie im gesamten Abschnitt nehmen wir auch hier an, dass der unbekannte Le´vy-Prozess
L ein endliches viertes Moment besitzt. Ferner geho¨re der treibende Le´vy-Prozess aber-
mals einer bekannten Modellklasse mit unbekannten Parametern an. Jedoch treffen wir
die Annahme, dass alle Parameter der Kernfunktion φ bekannt sind. 
Im vorliegenden Beobachtungsszenario werden der unbekannte Le´vy-Prozess L sowie
die Zuwa¨chse ∆L des Prozesses wie folgt approximiert:
Definition 3.3.11.
Zu dem obigen Beobachtungsschema der Prozesse X, Y und S und dem treibenden
Le´vy-Prozess L definiere fu¨r k = 2, . . . , n :
1. den Zuwachs des Le´vy-Prozesses zwischen den Zeitpunkten (k− 1)h zu kh durch
∆L
(h)
k := L
(
kh
)− L((k − 1)h)
=
1
ωy + ωz
(
S(kh)− S ((k − 1)h) + λ
∫ kh
(k−1)h
S (u) du
+ aωy
∫ kh
(k−1)h
X (u) du− aωx
∫ kh
(k−1)h
Y (u) du
)
.
Die letzte Identita¨t ergibt sich dabei direkt aus Satz 3.3.1.
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2. den approximierten Zuwachs des Le´vy-Prozesses ∆̂L
(h)
k zwischen den Zeitpunkten
(k − 1)h zu kh durch
∆̂L
(h)
k :=
1
ωy + ωz
(
Skh − S(k−1)h + λh
2
· (Skh + S(k−1)h)
+
aωyh
2
· (Xkh +X(k−1)h)− aωxh
2
(
Ykh + Y(k−1)h
))
,
3. den approximierten Wert des Le´vy-Prozesses zum Zeitpunkt nh ∈ N durch
L̂h(nh) :=
n∑
k=1
∆̂L
(h)
k
4. den approximierten Wert eines Zuwachses des Le´vy-Prozesses der La¨nge 1 zwi-
schen den Zeitpunkten t− 1 und t fu¨r t ∈ {1, 2, . . . , N} durch
∆̂1Lht := L̂
h(t)− ̂Lh(t− 1). 
Offenbar sind wegen der Stationarita¨t der Prozesse X, Y sowie S auch die approxi-
mierten Zuwa¨chse (∆̂Lhk)k∈N sowie (∆̂1L
h
t )t∈N stationa¨re Prozesse (vgl. Lemma 1.3.7). Im
Folgenden werden die Ergebnisse fu¨r einen Le´vy-getriebenen Ornstein-Uhlenbeck Prozess
von Abdelrazeq, Ivanoff und Kulik (2014, Chapter 3) fu¨r oszillierende Ornstein-Uhlenbeck
Prozesse bzw. den Spotpreisprozess S verallgemeinert. Wa¨hrend im ersten Abschnitt 3.3.1
das Verhalten der Partialsummen der gewonnenen Approximationen untersucht wurde,
liegt der Schlu¨ssel folgender Ergebnisse in einer
”
L2-Abscha¨tzung“ des Fehlers, welcher
sich bei den vorgestellten Approximationen beobachten la¨sst. Das folgende Konvergenzre-
sultat beweisen Abdelrazeq, Ivanoff und Kulik (2014) ausschließlich fu¨r einen klassischen
Ornstein-Uhlenbeck Prozess. In dem hier betrachteten Kontext entspricht dies dem Spe-
zialfall (ωx, ωy, ωz) = (0, 0, 1). Dabei basiert der Beweis im Wesentlichen auf der speziellen
Gestalt der zuru¨ckgewonnen Gleichung des Le´vy-Prozesses L sowie der Form der Vari-
anz und Kovarianz eines klassischen Ornstein-Uhlenbeck Prozesses. Die hier betrachtete
Gleichung fu¨r L (vgl. Satz 3.3.1) als auch die Gestalt der Varianz und Kovarianz des
hier betrachteten Prozesses S (vgl. (2.5) und (2.4)) sind weitaus reichhaltiger, sodass eine
Verallgemeinerung des Resultats beno¨tigt wird. Dies liefert
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Theorem 3.3.12.
(i) Es sei Lh(nh) der approximierte Wert des Le´vy-Prozesses L zum Zeitpunkt nh ∈
N im Sinne von Definition 3.3.11. Dann gilt unter den Voraussetzungen 3.3.10:∥∥∥∥ 1√nh
(
L̂h(nh)− L(nh)
)∥∥∥∥
L2(P )
−→ 0 fu¨r n→∞ und h→ 0
mit nh→∞ und nh2 → 0.
(ii) Es sei ∆̂1Lht der approximierte Zuwachs von ∆Lt = L(t)−L(t−1) im Sinne von
Definition 3.3.11. Dann gilt fu¨r alle t ∈ {1, . . . , N} mit N = nh ∈ N unter den
Voraussetzungen 3.3.10:∥∥∥∆̂1Lht −∆Lt∥∥∥
L2(P )
−→ 0 fu¨r h→ 0.
Beweis.
Zu (i): Der Beweis wird in drei Schritte unterteilt.
1. Schritt: Nach Satz 3.3.1 und Definition 3.3.11 beobachtet man zuna¨chst∥∥∥∥ 1√nh
(
L̂h(nh)− L(nh)
)∥∥∥∥
L2(P )
=
1
(ωy + ωz)
√
nh
∥∥∥∥∥λh
n∑
k=1
Skh + aωyh
n∑
k=1
Xkh − aωxh
n∑
k=1
Ykh
+
(
1− λh
2
)
(Snh − S0) + aωyh
2
(Xnh −X0)− aωxh
2
(Ynh − Y0)
−
(
S(nh)− S(0) + λ
∫ nh
0
S(u) du+ a
∫ nh
0
(ωyX(u)− ωxY (u)) du
)∥∥∥∥∥
L2(P )
≤ 1
ωy + ωz
(
λ ·
∥∥∥∥∥ 1√nh
(∫ nh
0
S(u) du− h
n∑
k=1
Skh
)∥∥∥∥∥
L2(P )
(3.47)
+ aωy ·
∥∥∥∥∥ 1√nh
(∫ nh
0
X(u) du− h
n∑
k=1
Xkh
)∥∥∥∥∥
L2(P )
(3.48)
+ aωx ·
∥∥∥∥∥ 1√nh
(∫ nh
0
Y (u) du− h
n∑
k=1
Ykh
)∥∥∥∥∥
L2(P )
(3.49)
+
λh
2
√
nh
‖Snh − S0‖L2(P ) +
aωyh
2
√
nh
‖Xnh −X0‖L2(P ) (3.50)
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+
aωxh
2
√
nh
‖Ynh − Y0‖L2(P )
)
. (3.51)
2. Schritt: Wir widmen uns zuna¨chst der Ausdru¨cke (3.47) bis (3.49). Zuna¨chst benutzen
wir Abdelrazeq, Ivanoff und Kulik (2014, Lemma 3.5), um die Abscha¨tzung
∥∥∥∥∥ 1√nh
(∫ nh
0
S(u) du− h
n∑
k=1
Skh
)∥∥∥∥∥
2
L2(P )
≤ 2n
∫ h
0
(Var(S1)− γS (x)) dx
zu erhalten, wobei γS : R+ → R, γS(x) := Cov(S0, Sx) die Autokovarianzfunktion von S
bezeichne. Nach (2.4) ist die Autokovarianzfunktion γS(x) des Prozesses S von der Form
γS(x) = V · exp(−λx) · (C1 sin(ax) + C2 cos(ax) + C3) (3.52)
mit C1, C2 und C3 wie in Lemma 2.1.3 beschrieben. Wir stellen fest, dass die Konstanten
C2 und C3 nach den Voraussetzungen an die verwendeten Parameter stets positiv sind,
wa¨hrend das Vorzeichnen von C1 abha¨ngig von der Wahl der Parameter sowohl positiv
als auch negativ sein kann. Fu¨r ein x aus dem Intervall [0, h] und ein hinreichend kleines
h > 0 beobachtet man fu¨r a, λ > 0:
x 7→ sin(ax) ist mononton wachsend auf [0, h],
x 7→ cos(ax) ist mononton fallend auf [0, h],
x 7→ exp(−λx) ist mononton fallend auf [0, h].
Unter der Annahme, dass C1 positiv ist sowie fu¨r ein hinreichend kleines h > 0 dienen die
obigen Argumente zur Abscha¨tzung
γS(x) ≥ V · e−λh (C1 sin(0) + C2 cos (ah) + C3) (3.53)
= V · e−λh (C2 cos (ah) + C3) .
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fu¨r alle x ∈ [0, h] und h > 0 hinreichend klein. Zudem verwendet man Var(S1) = C2 +C3
und folgert zusammen mit der Taylorformel∥∥∥∥∥ 1√nh
(∫ nh
0
S(u) du− h
n∑
k=1
Skh
)∥∥∥∥∥
2
L2(P )
≤ 2n
∫ h
0
(Var(S1)− γS (x)) dx
≤ 2nh · V · (C2 + C3 − e−λh [C2 cos (ah) + C3])
= 2nh · V ·
(
C2 + C3 −
(
1− λh+ o(h)
)[
C2
(
1− a
2h2
2
+ o(h2)
)
+ C3
])
= O(nh2) −→ 0 fu¨r n→∞, h→ 0, sodass nh2 → 0.
Im Fall C1 < 0 behilft basierend auf obigen Beobachtungen die Abscha¨tzung
γS(x) ≥ V · e−λh (C1 sin (ah) + C2 cos (ah) + C3) .
fu¨r x ∈ [0, h] und h > 0 hinreichend klein. Auch hier resultiert mit den gleichen Argu-
menten sowie mit Hilfe der Taylorentwicklung
sin(ah) = ah− a
3h3
6
+ o(h3)
wie zuvor: ∥∥∥∥∥ 1√nh
(∫ nh
0
S(u) du− h
n∑
k=1
Skh
)∥∥∥∥∥
2
L2(P )
≤ 2nh · V · (C2 + C3 − e−λh (C1 sin (ah) + C2 cos (ah) + C3))
= O(nh2) −→ 0 fu¨r n→∞, h→ 0, sodass nh2 → 0.
Fu¨r die Terme (3.48) und (3.49) fu¨hrt die gleiche Argumentation fu¨r eine spezielle Wahl
der Gewichte zum Ziel.
3 Schritt: Der Blick richtet sich auf die Konvergenz der Terme (3.50) und (3.51). Man
benutzt hierzu
‖Snh − S0‖L2(P ) = E
[
(Snh − S0)2
] 1
2
=
(
E
(
S2nh
)− 2E (Snh · S0) + E (S20)) 12
= (2Var(S0)− 2γS(nh))
1
2 < C < ∞,
wobei γS(nh) wiederum die Autokovarianzfunktion von S und C eine von nh unabha¨ngige
Konstante beschreibe. Die Endlichkeit folgt unmittelbar aus den Voraussetzungen sowie
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Lemma 2.1.3. Hieraus resultiert schließlich wie verlangt
λh
2
√
nh
‖Snh − S0‖L2(P ) −→ 0,
aωyh
2
√
nh
‖Xnh −X0‖L2(P ) −→ 0,
aωxh
2
√
nh
‖Ynh − Y0‖L2(P ) −→ 0
fu¨r n → ∞, h → 0, sodass nh → ∞. Man schließt zusammen, dass sich die gewu¨nschte
Konvergenz fu¨r
n→∞ und h→ 0, sodass nh→∞ und nh2 → 0
ergibt.
Zu (ii): Fu¨r den Zuwachs
∆Lt = S(t)− S(t− 1) + λ
∫ t
t−1
S(u) du+ a
∫ t
t−1
(ωyX(u)− ωxY (u)) du
fu¨r t ∈ {1, 2, . . . , N} mit N = nh und Verwendung der Definition 3.3.11 erha¨lt man hier
analog zum Beweis von (i) die Abscha¨tzung∥∥∥∆̂1Lht −∆Lt∥∥∥
L2(P )
≤ 1
ωy + ωz
(
λ ·
∥∥∥∥∥
(∫ t
t−1
S(u) du− h
t/h∑
k=((t−1)/h)+1
Skh
)∥∥∥∥∥
L2(P )
(3.54)
+ aωy ·
∥∥∥∥∥
(∫ t
t−1
X(u) du− h
t/h∑
k=((t−1)/h)+1
Xkh
)∥∥∥∥∥
L2(P )
(3.55)
+ aωx ·
∥∥∥∥∥
(∫ t
t−1
Y (u) du− h
t/h∑
k=((t−1)/h)+1
Ykh
)∥∥∥∥∥
L2(P )
(3.56)
+
λh
2
‖St − St−1‖L2(P ) +
aωyh
2
‖Xt −Xt−1‖L2(P )
+
aωxh
2
‖Yt − Yt−1‖L2(P )
)
.
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Wiederholt man die Rechnung aus dem Beweis von (i) fu¨r ‖St − St−1‖L2(P ), so leitet man
abermals
λh
2
‖St − St−1‖L2(P ) −→ 0,
aωyh
2
‖Xt −Xt−1‖L2(P ) −→ 0,
aωxh
2
‖Yt − Yt−1‖L2(P ) −→ 0
fu¨r h → 0 ab und erha¨lt die gewu¨nschte Konvergenz. Ferner liefert Abdelrazeq, Ivanoff
und Kulik (2014, Lemma 3.9) fu¨r t ∈ {1, 2, . . . , N} die Abscha¨tzung∥∥∥∥∥∥
∫ t
t−1
S(u) du− h
t/h∑
k=((t−1)/h)+1
Skh
∥∥∥∥∥∥
2
L2(P )
≤ 2
h
∫ h
0
(Var(S1)− γS (x)) dx.
Falls C1 eine positive Konstante in (3.52) ist, behilft abermals die Abscha¨tzung (3.53)
und liefert fu¨r den Term (3.54):
2
h
∫ h
0
(Var(S1)− γS (x)) dx ≤ 2V ·
(
C2 + C3 − e−λh [C2 cos (ah) + C3]
) −→ 0
fu¨r h → 0. Die gleiche Argumentationsweise liefert die Behauptung fu¨r C1 < 0. Zudem
fu¨hrt die selbe Idee mit einer speziellen Wahl der Gewichte ebenso zu den gewu¨nschten
Konvergenzen der Ausdru¨cke (3.55) sowie (3.56).

Das Theorem 3.3.12 zeigt, dass die Approximationsfehler im hochfrequenten Beob-
achtungsschema in dem dort formulierten
”
L2-Sinne“ verschwinden, wenn neben der Ver-
gro¨ßerung der Beobachtungsla¨nge zudem die Beobachtungsfrequenz hinreichend schnell
verfeinert wird. Es gilt dabei zu beachten, dass die Fehler fu¨r ein festes h > 0 stets auf-
treten und nicht vermieden werden ko¨nnen. Die im Folgenden vorgestellten Ergebnisse
ko¨nnen somit im niederfrequenten Beobachtungsschema nicht benutzt werden.
Basierend auf Abdelrazeq, Ivanoff und Kulik (2014, Theorem 3.4 und Lemma 3.9)
beweisen Abdelrazeq, Ivanoff und Kulik (2014) eine Reihe weiterer nu¨tzlicher Konver-
genzaussagen, von denen im Hinblick auf die Konstruktion von Scha¨tzern fu¨r den un-
bekannten Mittelwert µ sowie die unbekannte Varianz V des Le´vy-Prozesses Gebrauch
gemacht werden kann. So zeigt sich etwa in Abdelrazeq, Ivanoff und Kulik (2014, Corolla-
ry 3.12), dass der approximierte Zuwachs ∆̂1Lht nicht nur den gleichen Erwartungswert wie
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∆Lt fu¨r ein t ∈ N besitzt, sondern zudem auch die zu beobachtenden Approximationsfehler
in der Varianz und Kovarianz verschwinden, wenn die Abtastfrequenz der Beobachtungen
erho¨ht wird. Die dort verfassten Ergebnisse werden nun kurz zusammengefasst, welche auf
Grundlage von dem hier hergeleiteten Theorem 3.3.12 weitgehend ohne weiteren Aufwand
wie im erwa¨hnten Artikel bewiesen werden ko¨nnen. Vorab widmen wir uns der Definition
einiger kanonischer Scha¨tzer:
Definition 3.3.13.
Es sei ∆̂1Lht der approximierte Zuwachs des Le´vy-Prozesses ∆Lt = L(t) − L(t − 1) fu¨r
ein t ∈ N im Sinne von Definition 3.3.11. Dann definieren wir fu¨r N = nh ∈ N mit Hilfe
der approximierten Zuwa¨chse ∆̂1Lh1 , ∆̂1L
h
2 . . . , ∆̂1L
h
nh:
(i) Das empirische Mittel ∆1Lhnh durch
∆1Lhnh :=
1
nh
nh∑
t=1
∆̂1Lht .
(ii) Den Varianzscha¨tzer V̂ hnh durch
V̂ hnh :=
1
nh
nh∑
t=1
(
∆̂1Lht −∆1Lhnh
)2
.
(iii) Den Kovarianzscha¨tzer γ̂∆1Lhnh(k) ”
zum Lag k“ durch
γ̂∆1Lhnh(k) :=
1
nh− k
nh−k∑
t=1
(
∆̂1Lht+k −∆1Lhnh
)(
∆̂1Lht −∆1Lhnh
)
fu¨r k ∈ {1, 2, . . . , N − 1} mit N = nh ∈ N. 
Das folgende Korollar fasst die Ergebnisse zusammen:
Korollar 3.3.14. Es seien µ = E(L1) und V = Var(L1) <∞ sowie ∆1Lhnh
und V̂ hnh und γ̂∆1Lhnh(h) die Scha¨tzer wie in Definition 3.3.13. Dann gilt unter den Vor-
aussetzungen 3.3.10:
(i) ∆1Lhnh
P−→ µ fu¨r n→∞, h→ 0, sodass nh→∞,
(ii)
√
nh
(
∆1Lhnh − µ
) D−→ N (0, V ) fu¨r n→∞, h→ 0, sodass nh→∞ und nh2 → 0.
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Ferner gilt nun auch fu¨r Scha¨tzer zweiter Ordnung:
(iii) V̂ hnh
P−→ V fu¨r n→∞, h→ 0, sodass nh→∞ und nh2 → 0
(iv) γ̂∆1Lhnh(k)
P−→ 0 fu¨r n→∞, h→ 0, sodass nh→∞,
(v)
√
nh · γ̂∆1Lhnh(k)
D−→ N (0, V 2) fu¨r n→∞, h→ 0, sodass nh→∞ und nh2 → 0
und alle k ≥ 1.
Beweis. Die Behauptung folgt aus Theorem 3.3.12 in Verbindung mit Abdelrazeq,
Ivanoff und Kulik (2014, Corollary 3.13 und Theorem 3.14). 
3.4. Simulationsergebnisse
Einige der konstruierten Scha¨tzer sollen nun anhand einer Simulation der Prozesse
getestet werden. Dazu wurden zwei Simulationsmethoden implementiert. Eine Mo¨glichkeit
der Simulation Le´vy-getriebener Moving-Average Prozesse der Form
Xt =
∫ t
−∞
f(t− s) dLs
mit einer geeigneten Kernfunktion f : R → R und einem Le´vy-Prozesses L findet sich
etwa in den Artikeln von Benth, Eyjolfsson und Veraart (2014) und Benth und Eyjolfsson
(2013). Diese bieten eine Alternative zu dem klassischen Euler-Verfahren, in dem die
Existenz einer Funktion δ : R+ → R vorausgesetzt wird, welche die Gleichung
Xt+h = δ(h)Xt +
∫ t+h
t
f(t− s)dLs. (3.57)
fu¨r h > 0 und t ≥ 0 erfu¨llt. Dabei gewa¨hrleistet die Identita¨t, die vorherigen Ergeb-
nisse Xt der Simulation direkt zur Simulation von Xt+h wiederverwenden zu ko¨nnen. In
der vorherigen Kapiteln zeigte sich bereits, dass eine solche Funktion bei oszillierenden
Ornstein-Uhlenbeck Prozessen
Xt =
∫ t
−∞
sin (a(t− s)) e−λ(t−s)dLs,
Yt =
∫ t
−∞
cos (a(t− s)) e−λ(t−s)dLs,
nicht existiert, sodass eine separate Simulation dieser Methode der Prozesse X bzw. Y
allenfalls durch eine Approximation der Funktion δ erfolgen kann. Ein mo¨glicher Weg
diesem Problem zu begegnen, liefern Benth, Eyjolfsson und Veraart (2014) mit Hilfe
einer Methode, welche auf der Fourier-Transformation basiert. Das Verfahren wird hier
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kurz vorgestellt. Zudem werden die beno¨tigten Rechnungen durchfu¨hren, um die Methode
zur Simulation von oszillierenden Ornstein-Uhlenbeck Prozessen anwenden zu ko¨nnen.
Hierzu definieren wir zu einer geeigneten Kernfunktion f zuna¨chst eine Funktion fα mit
fα(x) := f(x)e
αx,
sodass fα ∈ L1(R+) fu¨r ein geeignetes α > 0 erfu¨llt ist. Bei der Betrachtung oszillierender
Ornstein-Uhlenbeck Prozesse kann etwa α mit 0 < α < λ gewa¨hlt werden, sodass die
geforderte Bedingung erfu¨llt ist. Die Fourier-Transformation dieser Funktion bezeichnen
wir dann als
f̂α(y) =
∫
fα(x)e
−ixydx
und treffen die Annahme, dass
f̂α ∈ L1(R) (3.58)
gilt. Unter dieser Pra¨misse gewinnen wir die Funktion f selber durch die Identita¨t
f(x) =
1
2pi
∫
f̂α(y)e
(−α+iy)xdy
zuru¨ck. Unter Verwendung des Fubini-Theorems fu¨r stochastische Prozesse (vgl. Basse
und Pedersen, 2009, Lemma 4.9) erha¨lt man zudem fu¨r
X̂α(t, y) =
∫ t
−∞
e(−α+iy)(t−s)dLs
den Prozess X zuru¨ck durch die Formel
X(t) =
1
2pi
∫
f̂α(y)X̂α(t, y) dy. (3.59)
Zur Existenz von Le´vy-getriebenen Moving-Average Prozessen mit komplexwertigen Kern-
funktionen verweisen wir abermals auf Benth, Eyjolfsson und Veraart (2014).
Um den Prozess X̂α zu simulieren, existiert nun wie gewu¨nscht eine Funktion δ im Sinne
von (3.57) und man erha¨lt
X̂α(t+ h, y) = e
(iy−α)hX̂α(t, y) + e(iy−α)h
∫ t+h
t
e(iy−α)(t−s) dLs.
Das Simulationsverfahren von Benth und Eyjolfsson (2013) hat nun den folgenden Aufbau:
(i) Diskretisiere den Definitionsraum mittels geeigneter Punkte yi mit i = 1, . . . N
fu¨r N ∈ N.
(ii) Simuliere einen Zuwachs des verwendeten Le´vy-Prozesses L(t+ h)− L(t).
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(iii) Fu¨r alle i = 1, . . . , N simuliere X̂α(t + h, yi) mit Hilfe von X̂α(t, yi) und zur
Simulation von
∫ t+h
t
e(iy−α)(t−s) dLs verwende∫ t+h
t
e(iy−α)(t−s) dLs ≈ L(t+ h)− L(t).
(iv) Bestimme X(t) mit Hilfe der Inversionsformel (3.59).
Eine Analyse der Fehler des Verfahrens findet man ebenso im Artikel von Benth, Eyjolfsson
und Veraart (2014). Wollen wir das vorgestellte Verfahren fu¨r die Kernfunktionen f : R→
R und g : R→ R mit
f(x) := sin (ax) e−λx · 1[0,∞[(x) und
g(x) := cos (ax) e−λx · 1[0,∞[(x)
der oszillierenden Ornstein-Uhlenbeck Prozesse verwenden, stellen wir zuna¨chst fest, dass
die Bedingung (3.58) fu¨r die assoziierten Funktionen fα und gα verletzt sind.
Im Allgemeinen zeigt sich die folgende hinreichende Bedingung an eine Funktion h, damit
diese (3.58) erfu¨llt: Ist die Funktion h zweimal-stetig differenzierbar mit
h′, h′′ ∈ L1(R+),
derart, dass zusa¨tzlich die Funktionen h sowie h′, h′′ im Unendlichen verschwinden, so
erfu¨llt die Funktion h die Bedingung ĥ ∈ L1(R) (vgl. Folland, 1999). Die Idee ist nun die
Funktion fα bzw. gα auf der negativen Achse so zu einer Funktion f˜α bzw. g˜α zu modi-
fizieren, dass obige Bedingungen erfu¨llt sind (vgl. Benth und Eyjolfsson, 2013). Hierbei
gilt es zu bemerken, dass sich ein zeitstetiger Moving-Average Prozess der Form
Xt =
∫ t
−∞
f(t− s) dLs
selber nicht vera¨ndert, wenn die Kernfunktionen auf der negativen Achse abgea¨ndert
werden.
Hierzu definiere
f˜α(x) :=

fα(x) x > 0
pα(x) x ∈ [−M, 0]
0 x < −M
fu¨r M > 0 mit einem Polynom p(x) =
∑5
i=0 anx
n mit den Eigenschaften
pα(−M) = p′α(−M) = p′′α(−M) = 0
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und
pα(0) = fα(0), p
′
α(0) = f
′
α(0), p
′′
α(0) = f
′′
α(0)
sowie die Funktion g˜α in analoger Weise. Fu¨r den Sinus-OOU-Prozess X ergibt sich das
Polynom
∑5
i=0 bix
i mit den Koeffizieten
b0 = 0, b1 = a, b2 = a(α− λ), b3 = 3a(M(α− λ)− 2)
M2
,
b4 =
a(3M(α− λ)− 8)
M3
, b5 =
a(M(α− λ)− 3)
M4
.
Fu¨r den Kosinus-OOU-Prozess Y erha¨lt man die Koeffienten
b0 = 1, b1 = −λ, b2 = −1
2
a2 +
1
2
α2 − λα + 1
2
λ2,
b3 = − 3M
2(a2 − α2 + 2αλ− λ2) + 12M(α− λ)− 20
2M3
,
b4 = − 3M
2(a2 − α2 + 2αλ− λ2) + 16M(α− λ)− 30
2M4
,
b5 =− M
2(a2 − α2 + 2aλ− λ2) + 6M(α− λ)− 12
2M5
,
woraus sich fu¨r den Spezialfall a = 0 auch die Koeffizienten des Polynoms fu¨r den Ornstein-
Uhlenbeck Prozess Z ergeben.
Ein zweite Mo¨glichkeit der Simulation der Prozesse X und Y , welche ebenso dem
Problem einer fehlenden Funktion δ in (3.57) begegnet, beruht auf dem Beispiel 1.3.8.
Nach diesem geho¨rt der Vektorprozess (X, Y )> der Klasse zweidimensionaler Ornstein-
Uhlenbeck Prozesse an, sodass sich eine simultane Simulation der Prozesse X und Y
mit einem klassischen Euler-Verfahren anbietet. Wir berechnen wie in Beispiel 1.3.8 hier-
zu zuna¨chst die Zerlegung und anschließend die Approximation unter Zuhilfenahme der
Additionstheoreme (1.25):
Xt+h = f(h) · Yt + g(h) ·Xt + g(t+ h)
∫ t+h
t
f(−s) dLs + f(t+ h)
∫ t+h
t
g(−s)dLs
≈ f(h) · Yt + g(h) ·Xt +
(
g(t+ h)f(−t) + f(t+ h)g(−t)) ·∆Lt+h
= f(h) · Yt + g(h) ·Xt + f(h) ·∆Lt+h.
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Zur Na¨herung wurde dabei die Integralapproximation von Protter und Talay (1997) aus-
genutzt, welche im Artikel
”
The Euler scheme for Le´vy driven stochastic differential equa-
tions“ zusa¨tzlich eine Analyse des Fehlers liefern. Analog erha¨lt man
Yt+h ≈ g(h) · Yt − f(h) ·Xt + g(h) ·∆Lt+h.
Die Prozesse Xt+h und Yt+h ko¨nnen damit simultan mit Hilfe des Euler-Verfahrens auf
Grundlage einer Simulation des Le´vy-Zuwachses ∆Lt+h gena¨hert werden.
In der Praxis zeigt sich, dass die simulierten Pfade der OOU-Prozesse im Vergleich beider
Algorithmen ein nahezu deckungsgleiches Verhalten aufweisen, weshalb beide Verfahren
wahlweise verwendet wurden. Eine detaillierte Analyse zum Vergleich beider Verfahren,
bei denen nicht von der Existenz einer Funktion δ in (3.57) ausgegangen wird, findet sich
in Benth und Eyjolfsson (2013). Dieser Punkt wird an dieser Stelle daher nicht weiter
vertieft.
Im Hinblick auf die Simulation einer großen Anzahl von Pfaden bietet das
”
Euler-Verfahren“
jedoch in der Praxis den Vorteil deutlich ku¨rzerer Durchlaufzeiten. Die konstruierten
Scha¨tzer dieses Kapitels wurden in den folgenden Situation getestet:
Beispiele 3.4.1. (Simulationen)
Es seien µ := E(L1) und V := Var(L1). Wir betrachten in diesem Beispiel sechs unter-
schiedliche Fa¨lle bzw. Situationen. Anschließend werden die Ergebnisse der Simulation
kurz zusammengefasst.
1. In dem ersten Testproblem wurden die Parameter a und λ des Sinus-OOU-
Prozesses gescha¨tzt. Hierzu verwenden wir die Scha¨tzer aus Beispiel 3.1.11. Als
treibender Prozess wurde ein NIG-Prozess mit den Parametern α = 1, β =
0, µNIG = 1 und δ = 1 gewa¨hlt (vgl. Barndorff-Nielsen, 1997b bzw. Beispiel
1.1.6). Hierzu wurden jeweils N = 2500 Beobachtungen des Prozesses zu den
Zeitpunkten {1, 2, . . . , 2500} (das heißt mit einem Beobachtungsabstand h = 1)
fu¨r eine Scha¨tzung der Parameter a und λ der Kernfunktion genutzt. Zur Simu-
lation wa¨hlen wir a = 0.5 und λ = 0.014.
Insgesamt wurden 10000 Pfade simuliert und daraus jeweils Scha¨tzungen berech-
net, um aus diesen anschließend den empirischen Mittelwert (MW), den Median
(MED), die empirische Standardabweichung vom tatsa¨chlichen Wert (STD) so-
wie das beobachtete 90%- Konfidenzintervall (90% - Int) zu bestimmen.
Die berechneten Kennwerte findet man in der Tabelle A.1 auf Seite 133 sowie das
zugeho¨rige Histogramm in Abbildung 3.1.
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Abbildung 3.1. Histogramm der Scha¨tzungen aus Fall 1 mit a = 0.5
und λ = 0.014.
Abbildung 3.2. Histogramm der Scha¨tzungen aus Beispiel 2. (i) mit
a = 0.5 und λ = 0.014.
2. Im zweiten Beispiel wurden alle drei Scha¨tzer aus Beispiel 3.1.11 mit dem glei-
chen treibenden NIG-Prozess wie in Fall 1 getestet. In diesem Fall wurde die
Beobachtungsla¨nge jedoch auf N = 10000 erho¨ht.
(i) Fu¨r den Sinus-OOU-Prozess X wurden a = 0.5 und λ = 0.014 gewa¨hlt. Die
Ergebnisse findet man in der Tabelle A.2 auf Seite 133 sowie ein Histogramm
der Scha¨tzungen in Abbildung 3.2.
(ii) Fu¨r den Kosinus-OOU-Prozess Y wurden a = 1.5 und λ = 1 gewa¨hlt. Die
Ergebnisse findet man in der Tabelle A.3 auf Seite 133.
(iii) Fu¨r die Linearkombination S(t) = a (X(t) + Y (t)) + λZ(t) wurden a = 0.5
und λ = 0.5 gewa¨hlt. Die Ergebnisse findet man in der Tabelle A.4 auf Seite
134.
Die Bezeichnungen in den Ergebnistabellen sind wie in Fall 1.
3. Es wurde ein Pfad des Prozesses Y mit a = 1 und λ = 1 und einem treibenden
NIG-Prozess und den Parametern α = 1, β = 0, µNIG = 1 und δ = 1 simuliert.
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Abbildung 3.3. Empirische Dichten (blau) und tatsa¨chliche Dichte (rot)
in drei Fa¨llen (vgl. Beispiel 3.4.1).
Anschließend wurden auf der Grundlage von Beobachtungen des Prozesses Y zu
den Zeitpunkten {1, 2, . . . , 10000} die Scha¨tzer ∆̂Lk,1, ∆̂Lk,2 und ∆̂Lk,3 fu¨r k =
2, . . . , 10000 ausgewertet (vgl. 3.3.3). In diesem Fall ergeben sich die Parameter
β0 und β1 der besten linearen Approximation durch:
β1 =
a2λ
2(a2 + 2λ2)
, β0 = µ · a
2
2(a2 + λ2)
− β1 ·
(
µ · λ
a2 + λ2
)
.
Es gilt dabei zu beachten, dass wir in Fall 1.2 fu¨r die Scha¨tzung ∆̂Lk,2 in 3.3.3
davon ausgehen, dass wir β0 bestimmen ko¨nnen. Erst in Fall 1.3 zum Scha¨tzer
∆̂Lk,3 verzichten wir auf die Gro¨ße β0. Die Abbildung 3.3 zeigt jeweils die Dich-
te der zugeho¨rigen NIG-Verteilung (rot) zusammen mit der empirischen Dichte
(blau) der berechneten Scha¨tzwerte (links: ∆̂Lk,1, mittig: ∆̂Lk,2, rechts: ∆̂Lk,3).
4. Es wurden 10000 Scha¨tzungen der Mittelwerte ∆LN,1 und c · ∆LN,3 (vgl. De-
finition 3.3.6) auf Grundlage von 10000 simulierten Pfaden wie im dritten Fall
zuvor bestimmt. Allerdings wurde in diesem Fall ein treibender NIG-Prozess mit
den Parametern α = 4, β = 2, δ = 4 und µNIG = 1 verwendet. In diesem Fall
ergibt sich der Erwartungswert des Le´vy-Prozess durch µ = 3.309. Die Tabelle
A.5 auf Seite 134 zeigt die Kennwerte (mit den Bezeichnung wie im 1. Fall) der
berechneten Scha¨tzungen. Ferner findet man ein Histogramm der Ergebnisse in
Abbildung 3.4.
5. Im gleichen Szenario wie in Fall 4 wurde der Versuch unternommen, die Varianz
V = 1.5396 mit Hilfe des Scha¨tzers V̂ hnh zu bestimmen (vgl. Definition 3.3.13).
Hierzu wurde im Vergleich zum Fall 4 die
”
Beobachtungsgitter“ zu h = 0.1
verfeinert. Die Tabelle A.6 zeigt die Ergebnisse.
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Abbildung 3.4. Histogramm der Scha¨tzungen ∆LN,1 (links) und
c ·∆LN,3 (rechts) aus Beispiel 3.4.1, Fall 4.
6. In der letzten Simulation wurden die Scha¨tzer aus Beispiel 3.1.11 fu¨r die Parame-
ter a = 1 und λ = 1 der Kernfunktion eines Kosinus-Ornstein-Uhlenbeck Prozes-
ses Y und der Scha¨tzer ∆La,λN,3 aus Definition 3.3.6 fu¨r das erste Moment µ = 1 des
treibenden Le´vy-Prozesses kombiniert. Wir gehen ferner davon aus, dass die Vari-
anz V des treibenden NIG-Prozesses mit den Parametern α = 1, β = 0, µNIG = 1
und δ = 1 bekannt sei. Die Grundlage hierzu bieten abermals Beobachtungen
Y1, Y2, . . . , YN mit N = 10000 des Prozesses Y . Hierzu betrachten wir unter Ver-
wendung von Satz 3.1.10 und Definition 3.3.6 zuna¨chst die Scha¨tzer
YN =
1
N
N∑
i=1
Yi, σ̂2N =
1
N
N∑
i=1
(Yi − YN)2, ∆La,λN,3 =
1
N
N∑
k=1
∆̂La,λk,3 .
Anschließend lo¨sen wir gema¨ß Lemma 1.3.9 und (3.44) das Gleichungssystem
YN = µ
λ
a2 + λ2
,
σ̂2N = V
2λ2 + a2
4λ(λ2 + a2)
,
µ = c (λ+ 2β1)YN
mit den von a und λ abha¨ngigen Parametern
β1 =
a2λ
2(a2 + 2λ2)
und c =
(
1
λ+ 2β1
)(
a2 + λ2
λ
)
(vgl. Satz 3.3.7 und Fall 3)
numerisch. Auf diese Weise gewinnen wir eine Na¨herung der Scha¨tzwerte fu¨r die
Parameter a, λ sowie µ. Wegen des hohen Rechenaufwands wurden in diesem Fall
nur 5000 Scha¨tzungen bestimmt. Die Ergebnisse findet man in Tabelle A.7 (mit
den gleichen Bezeichnungen wie in Fall 1) auf Seite 134 sowie ein Histogramm in
Abbildung 3.5.
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Abbildung 3.5. Histogramm der Scha¨tzungen fu¨r a (links), λ mittig, µ
(rechts) aus Beispiel 3.4.1, Fall 6.
Abbildung 3.6. Scha¨tzfunktion λ̂ fu¨r λ = 0.014 in Abha¨ngigkeit des
Mittelwertscha¨tzers XN und des Varianzscha¨tzers σ̂2N aus Fall 1 (i) und
Fall 2.
Zum Abschluss werden die Ergebnisse kurz zusammengefasst:
Im ersten Fall zeigt sich, dass insbesondere der Parameter λ = 0.014 teilweise u¨berscha¨tzt
wird. Die gro¨ßeren Ausreißer erkennt man etwa im Histogramm der Abbildung 3.1. Das
Auftreten sehr großer Scha¨tzwerte fu¨r den Parameter λ erkla¨rt sich etwa mit einem Blick
auf die Abbildung 3.6. In dem vorgestellten Szenario ergeben sich der Mittelwert und die
Varianz des Sinus-OOU-Prozesses durch
E(X1) ≈ 0.056, Var(X1) ≈ 17.871
und fu¨hren durch Einsetzen in Beispiel 3.1.11 zum richtigen Scha¨tzergebnis λ = 0.014. Das
Bild zeigt, dass insbesondere eine unterscha¨tzte Varianz zusammen mit einem u¨berscha¨tzten
Mittelwert zu großen Vera¨nderungen des Scha¨tzwertes fu¨hrt, wa¨hrend in allen anderen
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Abbildung 3.7. Scha¨tzfunktion â fu¨r a = 0.5 in Abha¨ngigkeit des
Mittelwertscha¨tzers SN und des Varianzscha¨tzers σ̂2N aus Fall 2 (iii).
Situationen der Graph
”
flach“ verla¨uft und die Scha¨tzungen geringfu¨giger von dem rich-
tigen Wert λ = 0.014 abweichen. Dies erkla¨rt einige gro¨ßere Abweichungen rechts des
tatsa¨chlichen Wertes λ im Histogramm 3.1. Dieser Effekt scheint bei einer gro¨ßeren Be-
obachtungsla¨nge N = 10000 wie in Fall 2. (i) nicht mehr aufzutreten. Das Histogramm
3.2 zeigt bereits eine Gestalt, die einer Normalverteilungsdichte a¨hnelt.
In Fall 2 wurde daher N in allen drei Testproblemen auf 10000 erho¨ht. In den ers-
ten beiden Testproblemen von Beispiel 3.1.11 gelingt es daraufhin die Parameter a und
λ in einem kleinen Intervall um die tatsa¨chlichen Werte herum zu scha¨tzen. Einige Pro-
bleme treten dabei in Fall (iii) bei der Linearkombination des Spotpreisprozesses auf,
sodass hier der Mittelwert jeweils vom tatsa¨chlichen Wert minimal abweicht. Auch hier
liefert ein Blick auf die Scha¨tzungsfunktion von â fu¨r a = 0.5 in Abha¨ngigkeit des Mittel-
wertscha¨tzers SN und des Varianzscha¨tzers σ̂2N eine mo¨gliche Erkla¨rung (siehe Abbildung
3.7). In Fall 2 (iii) ergeben sich das tatsa¨chliche erste Moment und die Varianz des Modells
durch
E(S1) = 2 und Var(S1) = 1.225.
In Abbildung 3.7 zeigt sich, dass ein zu gering gescha¨tzter Mittelwert in allen Fa¨llen zu
einem stark unterscha¨tzten Parameter a fu¨hrt, sodass das Problem in der Praxis in die-
ser Hinsicht
”
schlecht konditioniert“ scheint. Im Fall 2 (i) zur Scha¨tzung des Parameter
des Sinus-OOU-Prozesses werden nun die besten Ergebnisse erzielt (vgl. Tabelle A.2 und
Abbildung 3.2). Den Problemen bei den Scha¨tzungen kann somit mit einer ho¨heren Be-
obachtungsanzahl begegnet werden.
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In Fall 3 richtet sich das Interesse auf die Scha¨tzer ∆̂Lk,1, ∆̂Lk,2 und ∆̂Lk,3 aus 3.3.3.
Dabei zeigen die empirischen Dichten der Scha¨tzungen in Abbildung 3.3 wie die Theorie
in Satz 3.3.7 zuvor, dass der dritte Scha¨tzer ∆̂Lk,3 systematisch von der tatsa¨chlichen
Dichte abzuweichen scheint, wa¨hrend die beiden anderen Scha¨tzer die tatsa¨chliche Dichte
sehr gut abbilden.
In Fall 4 bescha¨ftigten wir uns mit den Scha¨tzern ∆La,λN,1 und c · ∆La,λN,3, welche in
dem geschilderten Szenario sehr gute Ergebnisse erzielen (vgl. Tabelle A.5 und Abbildung
3.4). Insbesondere fa¨llt dabei auf, dass auch der modifizierte Scha¨tzer c ·∆La,λN,3 sehr gut
funktioniert und a¨hnliche gute Na¨herungen wie der natu¨rliche Scha¨tzer ∆La,λN,1 liefert. Die
Beobachtung auf Grundlage der Gleichung ∆̂Lk,3 statt ∆̂Lk,1 (und damit die Scha¨tzung
des nicht zu beobachtenden Prozesses) sowie die Modifikation des Scha¨tzers durch die
Konstante c scheint sich somit in der Praxis auszuzahlen.
In Fall 5 wurde der Varianzscha¨tzer V̂ hnh aus Definition 3.3.13 untersucht. Hierbei
zeigte sich in einem ersten Versuch, dass eine Verfeinerung des Beobachtungsabstandes
zu h = 0.1 beno¨tigt wurde, um gute Ergebnisse zu erzielen. Diese findet man in Tabelle
A.6. Es gilt bei der Begutachtung der Kennwerte zu beachten, dass hier der Ausdruck
nh2 = 1000 noch sehr groß gewa¨hlt wurde und der Scha¨tzer dennoch gute Scha¨tzwerte
liefert, obgleich der Nachweis der schwachen Konsistenz des Scha¨tzers erst fu¨r den Fall
nh2 → 0 gelungen ist (vgl. Korollar 3.3.14).
In Fall 6 wurden die Scha¨tzer auf Grundlage von Satz 3.1.10 fu¨r die Parameter a und
λ und der Scha¨tzer ∆La,λN,3 aus Definition 3.3.6 fu¨r das erste Moment µ des treibenden
Le´vy-Prozesses kombiniert. Da es nicht gelingt fu¨r das assoziierte Gleichungssystem eine
explizite Lo¨sungsformel herzuleiten, wurde das System numerisch gelo¨st. Dies bedeutet,
dass in der Praxis ein deutlich ho¨herer numerischen Aufwand in Kauf genommen werden
muss. Hierzu war es daru¨ber hinaus notwendig, fu¨r das numerische Verfahren einen Start-
vektor (a0, λ0, µ0) fu¨r den Algorithmus anzugeben. Dieser wurde fu¨r die drei Parameter
bei jeweils jeder Realisierung einer Scha¨tzung zufa¨llig aus dem Intervall [0, 2] gewa¨hlt.
Hierbei beobachtet man in der Praxis, dass
”
schlecht gewa¨hlte“ Startwerte das Verfahren
zum einen verlangsamen, zum anderen die Ergebnisse verschlechtern. Die Scha¨tzungen in
diesem Fall werden im Histogramm 3.5 illustriert. Hier zeigte sich ein bemerkenswert gutes
Ergebnis fu¨r die Scha¨tzungen des Parameters a, was unter Umsta¨nden auf das spezielle
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numerische Verfahren in Zusammenhang mit der betrachteten Gleichung zuru¨ckzufu¨hren
ist. Aber auch die Parameter λ und µ werden gut gescha¨tzt, wenngleich eine zu den an-
deren Fa¨llen gro¨ßere Streuung um den tatsa¨chlichen Werten zu beobachten ist.

KAPITEL 4
Zusammenfassung und Ausblick
Wir wollen die vorgestellten Ergebnisse kurz zusammenfassen. In dieser Arbeit wird
ein neues Spotpreismodell auf Basis oszillierender Ornstein-Uhlenbeck Prozesse fu¨r Elek-
trizita¨tsma¨rkte vorgestellt. Hierzu definieren wir zwei zeitstetige Moving-Average Prozes-
se: Einen sogenannten Sinus- sowie Kosinus-Ornstein-Uhlenbeck Prozess. Es zeigt sich,
dass die Prozesse im Sinne von Rajput und Rosinski (1989) existieren. Sie weisen un-
endlich teilbare Randverteilungen auf und sind unter den getroffenen Voraussetzungen
stets stationa¨r. Ferner sind die Prozesse Semimartingale, wenn sie von einem natu¨rlichen
additiven Prozess angetrieben werden.
Im zweiten Kapitel der Arbeit nutzen wir die erarbeiteten Eigenschaften der Pro-
zesse und konstruieren ein arithmetisches Spotpreismodell fu¨r Stromma¨rkte. Hierzu be-
trachten wir eine Linearkombination von oszillierenden Ornstein-Uhlenbeck Prozessen und
ermo¨glichen die Verwendung einer Superposition. Es zeigt sich, dass die typischen Cha-
rakteristiken der beobachteten Preiskurven in Elektrizita¨tsma¨rkten durch das entworfene
Modell nachgebildet werden ko¨nnen. So weisen die Preise ein sehr volatiles Verhalten
auf, welches sich etwa durch einige Spru¨nge in den Preisentwicklungen zeigt. Diese Eigen-
schaft wird etwa durch den verwendeten Kosinus-Ornstein Uhlenbeck Prozess abgebildet,
durch den Spru¨nge modelliert werden ko¨nnen. Ausgesprochen hohe oder niedrige Preise
treten auf den Spotma¨rkten oft nur sehr kurz auf. Die schnelle Ru¨ckkehr zu einem durch-
schnittlichen Niveau wird in der Fachliteratur als
”
mean reverting-Effekt“ bezeichnet. Bei
Elektrizita¨tspreisen tritt dieser Effekt insofern auf, dass die Preise schnell zu einem os-
zillierenden, saisonalen Trend zuru¨ckkehren. In der bisherigen Fachliteratur werden die
Preisdaten daher vor der stochastischen Modellierung durch eine deterministische Trend-
Funktion bereinigt. Ein Ziel dieser Arbeit war es, dem Problem der eindeutigen Identi-
fizierbarkeit dieser Trend-Funktion zu begegnen und auf die Verwendung einer solchen
zu verzichten. Die Dynamiken von oszillierenden Ornstein-Uhlenbeck Prozessen zeigen,
dass sich der gewu¨nschte
”
mean-reverting-Effekt“ modellieren la¨sst. So zeigt sich, dass
der
”
Trend“ in den Dynamiken eines klassischen Ornstein-Uhlenbeck Prozesses nun als
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zufa¨lliger, oszillierender Prozess interpretiert werden kann. Aber auch das periodische,
abklingende Verhalten der Abha¨ngigkeitsstruktur der Spotpreise in Form der empirischen
Autokorrelationsfunktion kann durch die analytische Autokorrelationsfunktion des Mo-
dells reproduziert werden. Zum Abschluss des Kapitels zeigen wir, dass sich fu¨r zwei
mo¨gliche Derivate eine explizite Preisformel zur Bewertung auf Basis des Modells herlei-
ten la¨sst. Auch der in empirischen Studien nachgewiesene Effekt eines Vorzeichenwechsels
in den Risikopra¨mien kann durch das vorgestellte Modell nachgebildet werden.
Im letzten Kapitel der Arbeit richtet sich unser Interesse auf die statistische Kali-
brierung von Modellen, in denen oszillierende Ornstein-Uhlenbeck Prozesse verwendet
werden. Um eine Momentenmethode zur Konstruktion von Scha¨tzern der Parameter
der Kernfunktion solcher Prozesse nutzen zu ko¨nnen, mu¨ssen wir zuna¨chst zeigen, dass
die stationa¨ren Prozesse ergodisch sind. Um den Nachweis zu erbringen, verwenden wir
sogenannte Korrelations-Kaskaden (vgl. Magdziarz, 2009). Die daraufhin konstruierten
Scha¨tzer motivieren uns daru¨ber hinaus zu einer Verallgemeinerung der zentralen Grenz-
wertsa¨tze von Cohen und Lindner (2013). Nach dem Beweis des neuen Grenzwertsatzes
sind wir im Stande, asymptotische Verteilungsaussagen zu den zuvor konstruierten Para-
meterscha¨tzern zu treffen. Anschließend approximieren wir auf Grundlage von Beobach-
tungen der Prozesse den treibenden Le´vy-Prozess. Hierzu betrachten wir unterschiedliche
Beobachtungssituationen und untersuchen jeweils einen Scha¨tzer fu¨r den Erwartungswert
des Le´vy-Prozesses. Es stellt sich heraus, dass dieser erwartungstreu, stark konsistent und
asymptotisch normal ist. Unter hochfrequenten Beobachtungen gelingt es daru¨ber hin-
aus, eine Approximation des Le´vy-Prozesses zu gewinnen, die in einem gewissen L2-Sinne
gegen den tatsa¨chlichen Le´vy-Prozess konvergiert, wenn das Beobachtungsintervall ver-
gro¨ßert und die Beobachtungsabsta¨nde verfeinert werden. Auf Grundlage des Resultats
la¨sst sich mit Hilfe von Abdelrazeq, Ivanoff und Kulik (2014) zeigen, dass auch die empi-
rische Varianz der Approximationen einen schwach konsistenten Scha¨tzer fu¨r die Varianz
des Le´vy-Prozesses darstellt. Abschließend zeigt eine Simulationsstudie, dass die vorge-
stellten Scha¨tzer in unterschiedlichen Situationen sehr gute Ergebnisse liefern.
In dieser Arbeit werden oszillierende Ornstein-Uhlenbeck Prozesse im Kontext der
Spotpreismodellierung von Elektrizita¨tsma¨rkten benutzt. Einige Erweiterungen des hier
vorgestellte Modells wa¨ren denkbar. So ko¨nnte etwa ein multivariates Modell zusa¨tzlich
Wetterprognosen oder auch Einflussgro¨ßen wie Kohle- und Gaspreise erfassen. Ebenso
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wa¨ren daru¨ber hinaus Prognosen fu¨r Kraftwerkseinsatzpla¨ne von Interesse, die auf Grund-
lage von Transparenzdaten von Strombo¨rsen erstellt werden ko¨nnten. Multivariate Ver-
allgemeinerung von einigen in der Einleitung erwa¨hnten Modelle finden sich bereits in der
Fachliteratur. Exemplarisch erwa¨hnen wir dazu einen Artikel von Veraart und Veraart aus
dem Buch Benth, Kholodnyi und Laurence (2013, Seite 157-187), in dem ein multivariates
Modell auf Basis von
”
semistationa¨ren Le´vy-Prozessen“ betrachtet wird. Aber auch eine
Anwendung oszillierender Ornstein-Uhlenbeck Prozesse zur Modellierung von stationa¨ren
Daten in anderen Bereichen mit a¨hnlichen, oszillierenden Strukturen sind vorstellbar.
Zur statistischen Kalibrierung des Spotpreismodells testen wir u¨ber diese Arbeit hinaus
”
Bayes-Methoden“. Hierzu kooperieren wir mit der Arbeitsgruppe von Gernot Mu¨ller von
der Universita¨t Augsburg. Die ersten Versuche lieferten bereits sehr vielversprechende
Ergebnisse.

ANHANG A
Testergebnisse
Parameter a = 0.5, N = 2500, h = 1
Kennwerte MW MED STD 90%-Int
Ergebnisse 0.50140 0.49927 0.03029 0.45559, 0.55501]
Parameter λ = 0.014, N = 2500, h = 1
Kennwerte MW MED STD 90%-Int
Ergebnisse 0.01917 0.01744 0.00888 [0.00806, 0.03589]
Tabelle A.1. Testergebnisse der Scha¨tzungen aus Beispiel 3.4.1 auf
Seite 121 im Fall 1: Der Sinus-OOU-Prozess.
Parameter a = 0.5, N = 10000, h = 1
Kennwerte MW MED STD 90%-Int
Ergebnisse 0.50079 0.50077 0.00508 [0.49236, 0.50919]
Parameter λ = 0.014, N = 10000, h = 1
Kennwerte MW MED STD 90%-Int
Ergebnisse 0.01416 0.01410 0.00122 [0.01223, 0.01628]
Tabelle A.2. Testergebnisse der Scha¨tzungen aus Beispiel 3.4.1 auf
Seite 121 im Fall 2.(i): Der Sinus-OOU-Prozess.
Parameter a = 1.5, N = 10000, h = 1
Kennwerte MW MED STD 90%-Int
Ergebnisse 1.49561 1.49476 0.04123 [1.42854, 1.56453]
Parameter λ = 1, N = 10000, h = 1
Kennwerte MW MED STD 90%-Int
Ergebnisse 1.01057 1.00417 0.09515 [0.86230, 1.17481]
Tabelle A.3. Testergebnisse der Scha¨tzungen aus Beispiel 3.4.1 auf
Seite 121 im Fall 2. (ii): Der Kosinus-OOU-Prozess.
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Parameter a = 0.5, , N = 10000, h = 1
Kennwerte MW MED STD 90%-Int
Ergebnisse 0.48465 0.48323 0.03818 [0.42426, 0.54934]
Parameter λ = 0.5, , N = 10000, h = 1
Kennwerte MW MED STD 90%-Int
Ergebnisse 0.51393 0.51993 0.05584 [0.42926, 0.61134]
Tabelle A.4. Testergebnisse der Scha¨tzungen aus Beispiel 3.4.1 auf
Seite 121 im Fall 2. (iii): Der Spotpreisprozess.
Parameter µ = 3.309, N = 10000, h = 1
Kennwerte MW MED STD 90%-Int
Ergebnisse 3.30363 3.30298 0.03721 [3.24254, 3.36501]
Parameter µ = 3.309, N = 10000, h = 1
Kennwerte MW MED STD 90%-Int
Ergebnisse 3.29822 3.29864 0.03698 [3.23796, 3.35921]
Tabelle A.5. Testergebnisse der Scha¨tzungen aus Beispiel 3.4.1 auf
Seite 121 im Fall 4: Die Mittelwerte ∆LN,1 (oben) und ∆LN,3 (unten).
Parameter V = 1.5396, N = 10000, h = 0.1
Kennwerte MW MED STD 90%-Int
Ergebnisse 1.53429 1.53417 0.03535 [1.47657, 1.59370]
Tabelle A.6. Testergebnisse der Scha¨tzungen aus Beispiel 3.4.1 auf
Seite 121 im Fall 5: Die Varianz V̂ .
Parameter a = 1, N = 5000, h = 1
Kennwerte MW MED STD 90%-Int
Ergebnisse 0.99959 0.99999 0.00264 [0.99566, 1.00073]
Parameter λ = 1, N = 5000, h = 1
Kennwerte MW MED STD 90%-Int
Ergebnisse 1.02786 1.02385 0.09938 [0.86616, 1.15307]
Parameter µ = 1, N = 5000, h = 1
Kennwerte MW MED STD 90%-Int
Ergebnisse 0.99569 0.99612 0.03175 [0.94180, 1.03512]
Tabelle A.7. Testergebnisse der Scha¨tzungen aus Beispiel 3.4.1 auf
Seite 121 im Fall 6: Simultane Scha¨tzung von a, λ und µ.
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Parameter ω1x ω
1
y ω
1
z a1 λ1
Werte 0.01184 1.1960 1.3245 10.5789 0.4317
Parameter ω2x ω
2
y ω
2
z a2 λ2
Werte 2.0729 1.9951 1.3252 12.5562 0.1267
Parameter ω3x ω
3
y ω
3
z a3 λ3
Werte 4.4888 1.5394 0.0514 6.2807 0.2257
Parameter ω4x ω
4
y ω
4
z a4 λ4
Werte 0.78012 2.9556 9.2179 18.5497 0.8429
Tabelle A.8. Wahl der Parameter zur Anpassung der analytischen
Autokorrelationsfunktion in Abbildung 2.3 auf Seite 35. Hierbei wurden
die Varianzen Vi des i-ten Le´vy-Prozess sowie die Gewichte ci in (2.2) des
Spotpreismodells fu¨r i = 1, 2, 3, 4 vorab 1 gesetzt.

ANHANG B
Matlab - Quellcode
Euler - Verfahren (vgl. Kapitel 3.4)
function [S] = SimEuler(a,lambda,wx,wy,wz,tMin,tMax,dt)
% Eingabeparameter:
% a, lambda, wx, wy, wz : Parameter der Kernfunktion
% tmin, tmax, dt : Intergrationsintervall und Schrittweite
% Ausgabeparameter:
% S : Simulierter Pfad des Spotpreisprozesses
t = tMin:dt:tMax; T = length(t);
% Kern - Funktionen
f=@(y) (sin(a.*y).*exp(-lambda.*y));
g=@(y) (cos(a.*y).*exp(-lambda.*y));
h=@(y) (exp(-lambda.*y));
% Treibender NIG - Prozess
alpha = 1; beta = 0; mu = 1; delta = 1;
dL = nigrnd(alpha,beta,mu*dt,delta*dt,1,T);
% Euler - Verfahren
X = zeros(1,T); Y = zeros(1,T); Z = zeros(1,T); S = zeros(1,T);
for j=2:T
X(j) = g(dt)*X(j-1) + f(dt)*Y(j-1) + f(dt)*dL(j-1);
Y(j) = g(dt)*Y(j-1) - f(dt)*X(j-1) + g(dt)*dL(j-1);
Z(j) = h(dt)*Z(j-1) + h(dt)*dL(j-1);
end
S = wx.*X + wy.*Y + wz.*Z;
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Fourier - Verfahren (vgl. Kapitel 3.4)
function[Prozess]=SimFourier(a,lambda,Fkt,tMax,dt)
% Algorithmus von F.E. Benth und H. Eyjolfsson (2011)
% angewendet zur Simulation oszillierende Ornstein-Uhlenbeck Prozesse
%
% Eingabeparameter:
% a, lambda : Parameter der Kernfunktion
% Fkt : Simulation des
% 1- Sinus - OOU - Prozesses
% 2- Kosinus - OOU - Prozesses
% 3- klassischer OU-Prozess
% tmin, tmax, dt : Intergrationsintervall und Schrittweite
%
% Ausgabeparameter:
% Prozess : Simulierter Pfad des Prozesses 1,2 oder 3
% Parameter fu¨r numerische Simulation
tMin = 0;
t = tMin:dt:tMax;
T = length(t);
alpha = 0.9*lambda;
i = sqrt(-1);
M = 25;
% Hilftskoeffizienten:
b = lambda - alpha;
c = M*(alpha - lambda);
d = (a^2-alpha^2+2*alpha*lambda-lambda^2);
e = (2*alpha*lambda-alpha^2-lambda^2);
% Koeffizienten der Polynome:
switch Fkt
case 1
% Sinus - OOU - Prozess
% Fourier Trafo von f_alpha
fF=@(y) a./(a^2+b^2-y.^2-2*i*b.*y);
% Polynom - Koeffizienten
a5= a*(c-3)/M^3; a4= a*(3*c-8)/M^3; a3= 3*a*(c-2)/M^2;
a2= a*(alpha-lambda); a1= a; a0= 0;
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case 2
% Kosinus - OOU - Prozess
% Fourier - Transformation von g_alpha
fF =@(y) (i.*y+b)./(a^2+b^2-y.^2-2*i*b.*y);
% Polynom - Koeffizienten
a5 = -(M^2*d+6*c-12)/(2*M^5); a4 = -(3*M^2*d +16*c-30)/(2*M^4);
a3 = -(3*M^2*d +12*c-20)/(2*M^3); a2 = -1/2*d^2;
a1 = -lambda; a0 = 1;
case 3
% Ornstein - Uhlenbeck - Prozess
% Fourier - Transformation von h_alpha
fF=@(y) 1./(i.*y+b);
% Polynom - Koeffizienten
a5 = -(M^2*e+6*c-12)/(2*M^5); a4 = -(3*M^2*e +16*c-30)/(2*M^4);
a3 = -(3*M^2*e +12*c-20)/(2*M^3); a2 = -1/2*e^2;
a1 = -lambda; a0 = 1;
end
% Ableitungen des Polynoms:
p = @(u) a0 + a1*u + a2*u.^2 + a3*u.^3 + a4*u.^4 + a5*u.^5;
p1 = @(u) a1 + 2*a2*u + 3*a3*u^.2 + 4*a4*u.^3 + 5*a5*u.^4;
p2 = @(u) 2*a2 + 6*a3*u + 12*a4*u.^2 + 20*a5*u.^3;
p3 = @(u) 6*a3 + 24*a4*u + 60*a5*u.^2;
p4 = @(u) 24*a4 + 120*a5*u;
p5 = @(u) 120*a5;
% Fourier - Transformation des Polynoms:
pF = @(y) (a0 - exp(-M*(alpha -i.*y)).*p(-M))./(alpha -i.*y)...
-(a1 - exp(-M*(alpha -i.*y)).*p1(-M))./(alpha -i.*y).^2 ...
+(2*a2 - exp(-M*(alpha -i.*y)).*p2(-M))./(alpha -i.*y).^3 ...
-(6*a3 - exp(-M*(alpha -i.*y)).*p3(-M))./(alpha -i.*y).^4 ...
+(24*a4 - exp(-M*(alpha -i.*y)).*p4(-M))./(alpha -i.*y).^5 ...
-(120*a5 - exp(-M*(alpha -i.*y)).*p5(-M))./(alpha -i.*y).^6;
% Gesamte Fourier - Transformation der Kernfunktion_alpha
% mit zugeho¨rigem Polynom
FktFourier = @(y) pF(y) + fF(y);
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% Treibender NIG - Prozess
alpha1 = 1; beta = 0; mu = 1; delta = 1;
dL = nigrnd(alpha1,beta,mu*dt,delta*dt,1,T);
% Fourier Definitionsbereich:
dy = 0.25;
y = -M:dy:M;
FktFourierWerte = FktFourier(y);
% Simulation:
XDach = zeros(length(y),T);
for j=2:T
XDach(:,j) = exp((i*y - alpha)*dt).*(XDach(:,j-1)’ + dL(j-1));
end
Prozess = real(1/(2*pi)*dy*FktFourierWerte*XDach);
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