INTRODUCTION
In classification, feature selection [1] is a very important technique used to avoid overfitting and reduce computational complexity [2] . There exist many feature selection algorithms used for machine learning [3] [4] , however, many of them can be used in all kinds of tasks and not specific for classification.
Some feature selection algorithms, such as Principal Components Analysis (PCA) [5] , t-test [6] , and kullbackLeibler divergence [7] , can be used for any machine learning models. But among these algorithms, Support Vector Machine Recursive Feature Elimination (SVM-RFE) [8] is specifically aimed to deal with classification tasks and it has better performance than other commonly used feature selection algorithms in many problems, especially for high-dimension problems. Furthermore, some related feature selection algorithms for classification has been proposed. Su and Hsiao [9] proposed a Multiclass Mahalanobis-Tanguchi system for feature selection and simultaneous multiclassification. Wang [10] studied a feature selection algorithm for big data problems. Liu [11] proposed a framework for multiclass sentiment classification. In addition, the study of classification model has made new progress over the last few years. Zhou and Zhang [12] proposed Large Margin Distribution Machine (LDM) algorithm, which has better classification performance than Support Vector Machine (SVM) [13] in the tested problems. LDM is based on the novel theory of optimizing the margin distribution, and it used the dual coordinate descent (DCD) [14] strategies and the averaged stochastic gradient descent (ASGD) [15] strategies to solve the optimization function.
Considering the above, in this research we propose a novel RFE algorithm for classification based on LDM, which we call Large Margin Distribution Machine Recursive Feature Elimination (LDM-RFE). The proposed LDM-RFE ranks problem features by their contributions to build the LDM model at each iteration and eliminates irrelevant features progressively. Our proposed LDM-RFE is compared with several commonly used feature selection algorithms, such as ttest, PCA, and SVM-RFE. The experimental results indicate that our proposed LDM-RFE leads to better performance than several other algorithms on five UCI [16] benchmark data sets.
II. BACKGROUND , and φ is the mapping function induced by a kernel K , i.e., ( , )
, which makes the data mapped to the feature space.
A. Large Margin Distribution Machine
Large Margin Distribution Machine (LDM) [12] [17] aim to optimize the margin distribution, that is, maximize the margin mean and minimize the margin variance at the same time to build the model of classification and improve the classification performance. Let X be a matrix whose element is ( 
is the label set. Thus, the margin mean has the following form:
and the margin variance has the following form: LDM provides two methods to solve (1) . When the scale of data sets is medium, LDM uses the dual coordinate descent (DCD) [18] method to solve (1) . And when the scale of data is large, LDM uses the average stochastic gradient descent (ASGD) [19] method to solve (1). In the DCD method, it usually selects one variable progressively to minimize while keeping other variables as constants. In the ASGD method, it computes a noisy unbiased estimate of the gradient and randomly samples a subset of the training instances rather than all data, so this method can decrease the computational complexity.
B. Recursive Feature Elimination
Recursive Feature Elimination (RFE) is an effective algorithm for feature selection, which depends on the specific learning model. Guyon et al. [20] proposed RFE which is applied in cancer classification by using SVM. RFE employs all features to build a SVM model, and then ranks the contribution of each feature in the SVM model which generates a ranked feature list, and finally eliminates irrelevant features meaning less contribution to the SVM model. In SVM [21] , w in the feature space can be written as , where i α is the Lagrange multiplier, i x is the i -th instance, and i y is the label of i -th instance. To obtain the rank of the features, the ranking criterion of the j -th feature can be calculated in the following form:
where ( ) ij x φ means the i -th instance of j -th feature vector.
Then the detailed steps of RFE are as follows: 
III. LARGE MARGIN DISTRIBUTION MACHINE RECURSIVE FEATURE ELINIMATION
In this section, we present LDM-RFE, which uses LDM in the procedure of RFE, and this provides an efficient way for feature selection.
When the number of features of data sets is too large, the computational complexity of a machine learning model will also increase very much. Therefore, to reduce the complexity of a machine learning model brought by a large number of features, feature selection algorithms usually select important or relevant feature subsets from all of features using a ranking criterion.
In fact, general feature selection algorithms may not lead to better performance than other feature selection algorithms which contain machine learning models because these general algorithms do not dependent on specific machine learning models. Therefore, some commonly used algorithms, which rely on specific learning models, have been implemented. RFE is a useful example of the algorithms containing a specific machine learning model, which evaluating the features using the learning performance of a machine learning model [22] . The RFE firstly evaluates the contributions of all features to construct a learning model, and then removes irrelevant or less important features progressively. In our research, we mainly consider classification, thus we use a good classification algorithm in our feature selection algorithm. It has been proved that LDM has been achieved better generalization performance than SVM [17] , therefore we decide to implement a more efficient RFE process with LDM for feature selection in classification.
In order to select the relevant features which are important for building a classifier, our LDM-RFE directly uses the weight vector of LDM to rank the contribution of each feature, and finally it generates a ranked feature list. Due to the generalization performance of LDM, our LDM-RFE also has a good ability to achieve good learning performance in classification. We usually consider the nonlinear cases in classification. In other words, all data can be mapped to a feature space in classification and we do not know the specific form of ( ) According to LDM, parameter α can be solved by the DCD method. Then we define a score function ( ) S j to calculate a concrete value for each feature after building a LDM model, and this score function can evaluate the contributions and importance of individual features to a LDM model with the ranking criterion 2 w . To estimate the contribution of the j -th feature, the score function ( ) S j for the j -th feature has the following form:
In the above,
stands for the kernel matrix. Then According to (3), we can see that the first part of ( )
S j
means the contribution of all features to a LDM model; the second part calculates the impact without the j -th feature from ( ) x φ . It can be seen that (3) evaluates the contribution of the j -th feature by calculating the difference of the two parts above. Because the first part of (3) does not change, we can only calculate the value of the second part of (3) which can obtain the same ranked feature list. Then, we get a simpler form of score function as follows:
A higher value of ( ) S j from (4) indicates the j -th feature is more important to the classifier, which means j -th feature will have high probability to rank the top in the ranked feature list. In addition, we eliminate all features simultaneously when they have the same value from (4).
The contribution of each candidate feature of original feature list for building the LDM model will be calculated using (4) at iteration of each. Because the whole procedure of LDM-RFE is recursive, which means that each subset of features should be evaluated by the ranking criterion 2 w until the original feature list is empty. It is one of the advantages of RFE process as it mainly considers the influence of the relationships between individual features instead of that of a simple feature.
To show the recursive process, we present the detailed steps of LDM-RFE in Fig. 1 . To better understand our proposed algorithm, we provide the whole procedure of LDM-RFE and present the detailed calculation process about the ranking criterion 2 w in Algorithm 1.
The parameters of Algorithm 1 have the following meaning: parameter h means the original feature list of all features of a data set; parameter q stands for the final ranked feature list after feature selection process; parameter d stands for the subset of features which have the same smallest value of ( ) S j at iteration of each.
Algorithm 1 LDM-RFE
Output: q ;
Initialization:
end for
end while
IV. EXPERIMENTS
In this section, we compare our LDM-RFE with other feature selection algorithms on five UCI benchmark data sets, and we present the experimental results to demonstrate whether our LDM-RFE has better performance.
A. Experimental Setup
In our experiment, we select all experimental data sets from UCI database, and the attribute of each data set is presented in Table I . Then we choose PCA, t-test, and SVM-RFE to compare with LDM-RFE. The selected features by these four algorithms are evaluated on SVM algorithm. To evaluate the performance of these feature selection algorithms, we decide to use accuracy of classification as the evaluation metric.
To reduce the influence of the difference led by the different ranges of features, we firstly normalize all features of the data sets into [0,1] before the feature selection process. Then, we divide each data set into the training set and the test set, that is, 2/3 of the data set is used as the training set for the feature selection process and the rest 1/3 of the data set is used as the test set for the evaluation process. For PCA, the cumulative contribution is set to 0.97. For SVM-RFE and LDM-RFE, we use RBF kernel function. For SVM-RFE, parameters C and δ of kernel function are both needed:
parameter C is fixed at 0.1, and parameter δ is fixed at 4 
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− . For LDM-RFE, parameters C , 1 λ , 2 λ , and δ of kernel function are needed: parameter C is set to 0.1, parameter δ is fixed to 4 
− , and parameter 1 λ is set to 1, and parameter 2 λ is set to 1. After feature selection, four ranked feature lists can be obtained by four algorithms. We finally evaluate these four ranked feature lists on SVM and present the result of accuracy for SVM on Fig. 2~6 . All experiments are implemented with MATLAB R2014a on a PC, which has a 2.50GHz CPU and 8GB memory.
B. Results and Discussion
Figs. 2~6 give the result of accuracy for SVM with four algorithms including PCA, t-test, SVM-RFE, and LDM-RFE on five benchmark data sets, and finally generates four ranked feature lists on each data set. In Figs. 2~6, the value of x -axis stands for the first n features in the feature list, and the value of y -axis means the accuracy for SVM algorithm. In addition, the ranked feature list generated by LDM-RFE is indicated by the red bold line; the list generated by SVM-RFE is indicated by the blue dashed line; the list obtained by PCA is indicated by the purple dash dot line; the list obtained by t-test is indicated by the black solid line.
It is obvious that our LDM-RFE presents much better results than other algorithms, because the red line generated by LDM-RFE is higher than other lines. We can also see from Figs. 2~6 that LDM-RFE always achieves better performance than SVM-RFE. With the number of features increasing to a certain extent, the accuracy of SVM no longer has significantly changes, and it even decreases in some cases (Fig. 3 and Fig.  5 ), which demonstrate the essentiality of feature selection. We thus can select the appropriate number of features for next classification according to Figs. 2~6. In fact, PCA can be regarded as the coordinate transformation, which can avoid the curse of dimensionality and decrease the complexity of the learning model. However, it does not achieve better performance than other algorithms because it changes the original characteristics of data. T-test mainly eliminates the irrelevant features considering the internal attributes or characteristics of the data sets, and it is used for many machine learning tasks for initial feature selection. When the dimension of the data sets are too large, it will need other more efficient algorithms to perform further feature selection. The better learning performance of LDM contributes to the performance of LDM-RFE, and the promising results of our experiments also demonstrate our LDM-RFE is highly competitive to SVM-RFE.
V. CONCLUSIONS
In this research, we propose a novel feature selection algorithm called LDM-RFE. It employs LDM to evaluate the contribution of all features to the classification model, and it eliminates irrelevant features progressively. Our LDM-RFE provides an efficient way for feature selection. The promising experimental results indicate that our LDM-RFE achieves better performance than several feature selection algorithms on five UCI benchmark data sets.
In the near future, we will apply LDM-RFE to other research fields or big data problems, such as bioinformatics.
