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Structure stability is one of the key issues that deserve attention
for both engineering and academic purposes. In particular, the sta-
bility of elastic structures has been abundantly investigated since
the 1960s, extending to nonconservative loading (Bolotin, 1963;
Ziegler, 1968; Nguyen, 2000). Inspired by the work in soil mechan-
ics, the inﬂuence of additional kinematic constraints on the stabil-
ity of nonconservative elastic systems constitutes a novel ﬁeld that
has been insufﬁciently considered until now (Challamel et al.,
2009, 2010). In soil mechanics, an equilibrium conﬁguration of a
given soil body subjected to a given external loading is stable if
an incremental displacement ﬁeld exists, associated with a strictly
positive value of the second time derivative of the kinetic energy.
Formally, the following basic equation holds: Ëc = B2 W2, where
B2 is a second-order boundary term involving both incremental
displacements and incremental external forces applied to the
boundary of the system, and W2 is referred to as the second-order
work involving both incremental stress and strain ﬁelds acting
within the soil body (Hill, 1958).ll rights reserved.
t).Existence of stress–strain incremental ﬁelds that ensure that
the quantity B2 W2 is strictly positive has been broadly discussed
in soil mechanics, especially when the boundary term is nil. This
has shed light on the basic role played by the second-order work
and leads to an investigation of the vanishing of the second-order
work (see for instance Bigoni and Hueckel, 1991; Petryk, 1993;
Bazˇant and Cedolin, 2003; Darve et al., 2004; Nicot and Darve,
2007; Nicot et al., 2007, 2009; Prunier et al., 2009a,b; Sibille
et al., 2007a,b). This approach was applied to a variety of engineer-
ing purposes, such as the analysis of landslides occurring along
very gentle slopes (Lignon et al., 2009).
This paper aims at extending this approach to the context of
structural systems with a ﬁnite number of freedoms, subjected to
nonconservative loadings. Application of a nonconservative load
makes the tangent stiffness matrix nonsymmetric, even though
the constitutive behavior of the structure is reversible (elastic).
As the second-order work is a quadratic form associated with the
tangent stiffness matrix, this matrix’s loss of symmetry was shown
to be a basic ingredient in the occurrence of instability in soil
mechanics (Nicot et al., 2011).
The second section of this manuscript develops a theoretical
framework to derive the general second-order relation Ëc = B2 
W2 in the context of structural systems. The incidence of the spec-
tral properties of the symmetric part of the tangent stiffness matrix
on the occurrence of instability is thoroughly considered. Then the
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of this approach. Finally, the case of a rigid plate (modeling an air-
craft wing) with aeroelastic effects is considered.
Throughout the paper, two-order tensors are denoted A,
whereas vectors are denoted X. The summation convention on
repeated indices will be employed. For any (one- or two-order)
tensor A,tA denotes the transpose tensor. The notation ~dY is used
in the variational principle, where virtual variations of the variable
Y are considered.
2. From a quasistatic to a dynamical regime
2.1. Existence of multiple equilibrium conﬁgurations
Let a material system be considered, subjected to an external
loading characterized by a distribution of M forces Fp, with
p = 1, . . . ,M. Any coordinate of Fp is denoted Fpq, with q = 1, . . . ,3.
In what follows, for the sake of simplicity, Fk will denote any term
Fpq, with k = 1, . . . ,3M. Any geometrical conﬁguration {x} of the sys-
tem is assumed to be described by a ﬁnite set of N kinematical
parameters xi, with i = 1, . . . ,N. Terms xi stand indifferently as posi-
tions or angles. By extension, x will denote the vector composed of
the N coordinates xi.
Equilibrium conﬁgurations are determined using the virtual
work theorem, according to the following variational equation:
~dWext  ~dWint ¼ 0 ð1Þ
which must be veriﬁed for any admissible variational ﬁeld ~dxi,
whereWint andWext denote, respectively, the internal and the exter-
nal work.
Let {x⁄} be an equilibrium conﬁguration composed of coordi-
nates xi . The question of the existence of other equilibrium conﬁg-
urations {x} in a neighboring {x⁄} may arise: k{x}  {x⁄}k  L,
where L is a characteristic length of the system.
Assuming an elastic behavior for the system considered yields:
~dWint  ~dUel ¼ 0 ð2Þ
where Ue xi
 
denotes the elastic energy of the system in the equi-
librium conﬁguration {x⁄}. From Eq. (2), it can be written:
~dWint ¼ @Uel
@xi
~dxi ¼ fiðxjÞ ~dxi ð3Þ
where fi is a function of the current geometrical conﬁguration {x}
and elastic stiffness parameters.
Denoting Dxi ¼ xi  xi and making use of a ﬁrst-order Taylor
expansion of fi(xj) around the equilibrium conﬁguration {x⁄}, gives:
~dWint ¼ fi xj
 
~dxi þ @fi
@xj
xj
 
Dxj ~dxi ð4Þ
It should be emphasized that the stiffness tensor F, of the general
term Fij ¼ @fi@xj xj
 
, is symmetric in cases of an elastic behavior: With
the Schwarz theorem, the Hessian matrix @
2Uel
@xi@xj
is symmetric, which
gives, according to Eq. (3), @fi
@xj
¼ @fj
@xi
. When constitutive irreversibility
develops (not considered in this paper), the tensor F is no longer
symmetric.
Similarly, the external work can be expressed as a function of
the geometrical conﬁguration and the external loading coordinates
Fk:
~dWext ¼ giðxj; FkÞ~dxi ¼ hi;kðxjÞ Fk ~dxi ð5Þ
where gi is a function of both the current geometrical conﬁguration
{x} and the external forces Fk, and hi,k is a function of the current
geometrical conﬁguration {x}.Likewise, making use of a ﬁrst-order Taylor expansion of hi,k (xj)
around the equilibrium conﬁguration {x⁄}, gives:
~dWext ¼ hi;k xj
 
Fk ~dxi þ @hi;k
@xj
xj
 
Fk Dxj ~dxi ð6Þ
By combining Eqs. (2), (4) and (6), it can be written:
hi;k xj
 
Fk  fi xj
  
~dxi þ @hi;k
@xj
xj
 
Fk  @fi
@xj
xj
  
Dxj ~dxi ¼ 0
ð7Þ
Eq. (7) holds for any admissible variational ﬁeld f~dxg.
Moreover, as {x⁄} is an equilibrium conﬁguration, then:
hi;k xj
 
Fk  fi xj
 
¼ 0 ð8Þ
Thus, combining Eqs. (7) and (8) shows that the existence of several
equilibrium conﬁgurations {x} in a neighborhood of {x⁄} is related to
the existence of a non trivial solution {Dx} for the algebraic system:
@hi;k
@xj
xj
 
Fk  @fi
@xj
xj
  
Dxj ¼ 0 with i ¼ 1; . . . ;3N ð9Þ
It is worth noting that Eq. (9) introduces the so-called stiffness ma-
trix K, with Kij ¼ @hi;k@xj xj
 
Fk  @fi@xj xj
 
, which depends explicitly on
the equilibrium conﬁguration {x⁄} and incorporates the external
forces required for this equilibrium conﬁguration to exist. Interest-
ingly, it must be noted that Kij is composed of two terms:
– A ﬁrst term @hi;k
@xj
xj
 
Fk accounts for the external loading. For
conservative loadings, hi,k is associated with a potential func-
tion, so that @hi;k
@xj
¼ @hj;k
@xi
. In the general case, where the loading
depends on the current geometrical conﬁguration (following
forces, for example), the term @hi;k
@xj
xj
 
Fk is nonsymmetric.
– A second term @fi
@xj
xj
 
is related to the constitutive behavior of
the system. For an elastic behavior, as considered in this paper,
this term is symmetric.
As a result, in the general case of a nonconservative system, the
stiffness matrix K is nonsymmetric.
Eq. (9) admits a nontrivial solution if and only if the matrix K is
singular, that is if K admits at least one nil eigenvalue. Thus, the
solution Dx is the related eigenvector, belonging to the kernel of,
whose norm can be chosen as small as possible. In this case, a basic
question is the following: starting from the initial equilibrium con-
ﬁguration {x⁄}, how does the system evolve toward another neigh-
boring equilibrium conﬁguration {x} satisfying Eq. (9)? Is the
transition irreversible? Is the equilibrium conﬁguration {x⁄}
stable?
2.2. Stability of equilibrium conﬁgurations
The notion of stability is intimately related to that of perturba-
tion. Thus, the perturbation class considered must be speciﬁed.
This issue is far from trivial, because of the large number of pertur-
bation classes. Basically, for a material system made up of an
assembly of rigid bodies, the perturbation can apply to the initial
positions, the initial velocities, the forces applied, or the mechani-
cal properties. Throughout this paper, the perturbation is assumed
to apply to the initial velocities.
Investigating the stability of an equilibrium conﬁguration {x⁄} of
the system requires analyzing how the kinetic energy of the sys-
tem can evolve from this equilibrium conﬁguration at a given time
t⁄. Taking advantage of the approach developed in the general con-
text of solid mechanics (Nicot and Darve, 2007; Nicot et al., 2007,
2009), it can be written:
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where _Ec represents the kinetic energy rate. It should be empha-
sized that Eq. (10) does not correspond to the virtual work theorem.
Let us assume that the system at a time tP t⁄ is in a conﬁgura-
tion {x}:x(t) = x⁄ + Dx(t) with kDxk  L. At time t⁄, Dx = 0 and
x(t⁄) = x⁄. In what follows, for the sake of readability and when
no confusion is possible, terms x(t) and Dx(t) will be denoted x
and Dx. Thus,
_WintðtÞ ¼ fiðxjÞ _xi ¼ fi xj
 
_xi þ @fi
@xj
xj
 
Dxj _xi ð11Þ
Likewise,
_WextðtÞ ¼ hi;kðxjÞFk _xi ¼ hi;k xj
 
Fk _xi þ @hi;k
@xj
xj
 
Fk Dxj _xi ð12Þ
Combining Eqs. (10)–(12) yields:
_EcðtÞ ¼ hi;k xj
 
Fk _xi þ @hi;k
@xj
xj
 
Fk Dxj _xi  fi xj
 
_xi
 @fi
@xj
xj
 
Dxj _xi ð13Þ
It must be noted that derivatives @fi
@xj
xj
 
and @hi;k
@xj
xj
 
, valuated at
points x⁄, do not vary over time. Thus, the time differentiation of
Eq. (13) produces:
€EcðtÞ ¼ hi;k xj
 
Fk €xi þ @hi;k
@xj
xj
 
Fk Dxj €xi  fi xj
 
€xi
 @fi
@xj
xj
 
Dxj €xi þ @hi;k
@xj
xj
 
Fk
dðDxjÞ
dt
_xi
 @fi
@xj
xj
  dðDxjÞ
dt
_xi þ hi;k xj
 
_Fk _xi þ @hi;k
@xj
_Fk Dxj _xi ð14Þ
Furthermore, it can be noted that:
_xj ¼
d xj þ Dxj
 
dt
¼ dðDxjÞ
dt
ð15Þ
After rearranging the terms, Eq. (14) can therefore be rewritten at
time t⁄ as:
€EcðtÞ ¼ hi;k xj
 
FkðtÞ  fi xj
  
€xiðtÞ
þ @hi;k
@xj
xj
 
FkðtÞ  @fi
@xj
xj
  
DxjðtÞ €xiðtÞ
þ @hi;k
@xj
xj
 
FkðtÞ  @fi
@xj
xj
  
_xiðtÞ _xjðtÞ
þ hi;k xj
 
þ @hi;k
@xj
xj
 
DxjðtÞ
 
_FkðtÞ _xiðtÞ ð16Þ
As {x⁄} is an equilibrium conﬁguration, Eq. (8) holds. A kinetic per-
turbation is envisaged, i.e., D _xðtÞ – 0. Moreover, Eq. (16) holds at
time t⁄. At that time, Dx(t⁄) = 0 and Eq. (16) can be expressed as:
€EcðtÞ ¼ hi;k xj
 
_FkðtÞ _xiðtÞ  Kij _xiðtÞ _xjðtÞ
¼ hi;k xj
 
_Fk _x

i  Kij _xi _xj ð17Þ
In Eq. (17), velocities _xi actually correspond to the disturbance ap-
plied to the equilibrium conﬁguration at time t⁄, responsible for the
initial kinetic energy Ec (t⁄) > 0.
In addition, the two-order Taylor expansion of kinetic energy
reads:
Ecðt þ DtÞ ¼ EcðtÞ þ Dt _EcðtÞ þ ðDtÞ
2
2
€EcðtÞ þ oðDtÞ3ð8 DtÞ ð18ÞSince the system is in an equilibrium state at time t⁄, _EcðtÞ ¼ 0. Eq.
(18) therefore reads:
€EcðtÞ ¼ 2 Ecðt
 þ DtÞ  EcðtÞ
ðDtÞ2
þ oðDtÞ ð19Þ
Ignoring o(Dt) terms, it follows that:
Ecðt þ DtÞ  EcðtÞ ¼ ðDtÞ
2
2
hi;k xj
 
_Fk _x

i  Kij _xi _xj
 
ð20Þ
Thus, Eq. (20) establishes that the evolution of the kinetic energy of
the system at the subsequent time t + Dt, and after a kinetic pertur-
bation, depends on the sign of the second-order quantity
hi;k xj
 
_Fk _x

i  Kij _xi _xj .
The term Kij _xi _x

j is the quadratic form associated with the
symmetric part Ks of the tensor K evaluated at time t⁄. It therefore
corresponds to the second-order work and will be denoted hereaf-
ter W2 (Nicot et al., 2009):
W2 ¼ Kij _xi _xj ð21Þ
A different conclusion would be reached after a kinematic perturba-
tion Dx(t⁄)– 0. The analogy should be noted between the expres-
sion of the second-order work given in Eq. (21) and that obtained
for the material point (Nicot et al., 2007), and for deformable mate-
rials in ﬁnite element analysis: W2 = KijDuiDuj, where K is the glo-
bal (assembled) tangent stiffness matrix and Du is the increment
of the global displacement vector (Prunier et al., 2009).
For nonconservative systems, K is nonsymmetric. Tensors Ks
and K are therefore different. However, it is useful to recall that
Kij _xi _xj ¼ Ksij _xi _xj.
Eq. (20) is the fundamental equation that relates the kinetic en-
ergy of the system to the second-order work. It should be empha-
sized that Eq. (20) holds only when the system is in an equilibrium
state at time t⁄. Eq. (20) shows that the difference in kinetic energy
between times t⁄ and t⁄ +Dt appears as the difference between an
external loading term, B2 ¼ hi;k xj
 
_Fk _x

i , involving the incremen-
tal external forces applied to the system, and the second-order
work W2 that takes mainly the system’s material and geometrical
properties into account:
Ecðt þ DtÞ  EcðtÞ ¼ ðDtÞ
2
2
ðB2 W2Þ ð22Þ
An interesting situation is obtained when external forces are main-
tained constant after time t⁄. In that case, B2 = 0 and Eq. (22) simpli-
ﬁes to:
Ecðt þ DtÞ  EcðtÞ ¼  ðDtÞ
2
2
W2 ð23Þ
If no velocity disturbance is applied to the equilibrium conﬁgura-
tion at time t⁄, i.e., for DxðtÞ ¼ D _xðtÞ ¼ 0, then the system does
not evolve and remains at rest: for any coordinate, _xi ¼ 0 and
Ec(t⁄ + Dt) = Ec(t⁄) = 0.
If a disturbance characterized by the velocity ﬁeld _x is applied
at time t⁄, then Ec(t⁄) > 0, and the immediate change in the kinetic
energy of the system is governed by Eq. (23).
Deﬁnition. The equilibrium conﬁguration is reputed locally stable
at time t⁄, if for any velocity disturbance Dt > 0 exists such that the
kinetic energy decreases over the small time range [t⁄, t⁄ + Dt].
Otherwise, the equilibrium conﬁguration is reputed locally unstable
at time t⁄.
Herein, the notion of local (temporal) stability at time t⁄
contrasts with that of Lyapunov stability or the notion of asymp-
totic stability, in that only the time range [t⁄, t⁄ + Dt] is considered
from an equilibrium conﬁguration.
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According to Eq. (23), the modiﬁcations in the system require
that a velocity ﬁelds _x exist ensuring that W2 is negative. In that
case, the equilibrium conﬁguration {x⁄} is reputed locally unstable.
On the contrary, if W2 is positive whatever the velocity ﬁeld _x is,
then the equilibrium conﬁguration {x⁄} is reputed stable with re-
spect to a velocity disturbance class.
The sign of the second-order work W2 is closely related to the
spectral properties of the symmetric part of the tangent stiffness
matrix Ks. If Ks is deﬁnitely positive, then for any velocity ﬁeld _x,
W2 is always positive. No increase in the system’s kinetic energy
is therefore possible from the equilibrium conﬁguration {x⁄}, under
dead loads, if velocity disturbances are applied. The equilibrium
conﬁguration {x⁄} is reputed locally stable. If the symmetric part
Ks of the stiffness matrix admits at least one strictly negative eigen-
value, then a velocity ﬁeld _x exists, which ensures that W2 is neg-
ative. In this case, the system’s kinetic energy may increase,
depending on a certain velocity disturbance. The equilibrium con-
ﬁguration {x⁄} is reputed locally unstable.
The transition between the two situations (locally stable or
unstable equilibrium states) corresponds to the existence of a nil
eigenvalue for Ks, all other eigenvalues being strictly positive. In
that case, for velocity ﬁelds _x belonging to the kernel of Ks, the sec-
ond-order work is nil, and the kinetic energy remains constant.
Coming back to Eq. (9), it was established that other equilib-
rium conﬁgurations {x} exist if the matrix K is singular, that is if
K admits at least one nil eigenvalue. Taking advantage of the Brom-
wich theorem (Ishaq, 1955; Iordache and Willam, 1998), stating
that the smallest eigenvalue of the symmetric part As of any square
matrix A is lower than any real part of the eigenvalues of A (the
inequality is strict when A is nonsymmetric), it follows that for
nonconservative systems the determinant of Ks always vanishes
before that of K. In that case, when the determinant of K is zero,
the equilibrium conﬁguration {x⁄} is not unique: all the positions
x = x⁄ + Dx, where Dx is the solution of Eq. (9), are equilibrium
states. Moreover, at least one eigenvalue of Ks is strictly negative.
The equilibrium conﬁgurations {x⁄ + Dx} are therefore locally
unstable.2.4. Kinematically constrained systems
In the previous section, the spectral properties of the matrix Ks
were shown to play a basic role in the status of equilibrium conﬁg-
uration {x⁄}. This conﬁguration is reputed locally unstable when a
velocity ﬁeld _x exists, such that Ksij _xi _xj < 0, which requires that K
s
admit at least one negative eigenvalue k. The set of the direction of
such vectors _x is denoted I. This set is not equipped with a vecto-
rial space structure. I can be regarded as a generalization of the
isotropic cone structure, associated with a nil value of the sec-
ond-order work. However, I contains vectorial subspaces. For
example, I contains the eigen subspace associated with the nega-
tive eigenvalue k:
A1i _x1 þ    þ ANi _xN ¼ 0 i ¼ 1; . . . ;p ð24Þ
where N  p denotes the dimension of the subspace (or, equiva-
lently, the multiplicity of the negative eigenvalue). If the multiplic-
ity of the eigenvalue is equal to 1, the eigen subspace associated is a
vector line described by p = N  1 equations like Eq. (24). The desta-
bilization of the system from an equilibrium conﬁguration requires
that the velocities _xi, acting as the disturbance, satisfy these
p = N  1 equations. It should be emphasized that the probability
of having a disturbance ð _x1; . . . ; _xNÞ such that the direction of _x be-
longs to I is very small, particularly if the dimension of the system
(N) is large.Kinematically constrained systems consist in systems subjected
to a set of p additional speciﬁc constraints, such as B1i x1 +    + B-
NixN = 0 (Nicot et al., 2011). The dimension of the system is then re-
duced to N  p. An interesting situation is obtained when the
coefﬁcients Bij are chosen equal to the coefﬁcients Aij. In that case,
for any velocity _x ¼ ð _x1; . . . ; _xNÞ, the constraint B1i _x1 þ    þ
BNi _xN ¼ 0 applies. Whatever velocity disturbance is applied, Eq.
(24) are met. The vector _x belongs to I, which ensures that
Ksij _xi _xj is strictly negative. In fact, contrary to what one could ﬁrst
intuit, the system may become more prone to destabilization if a
speciﬁc kinematical constraint is applied (Challamel et al., 2009).
Interestingly, the uniqueness of the solution of a system KX = 0
such as that given in Eq. (9) can be investigated for the case where
an additional constraint is prescribed (Challamel et al., 2010). This
leads to analyzing the uniqueness of an equilibrium conﬁguration
for the constrained system. More generally, a set of p independent
constraints is imposed, like Eq. (24).
In this case, the constrained system can be described by intro-
ducing a set of p Lagrangian parameters ki, depending on the time,
as follows:
K X þ A k ¼ 0 ð25aÞ
tA X ¼ 0 ð25bÞ
where A is a (n  p) matrix and k = (k1, . . . ,kp).
Eqs. (25a) and (25b) can be merged into a single matricial equa-
tion, as follows:
K A
tA 0
" #
X
k
 	
¼ 0 ð26Þ
where eK ¼ K AtA 0
 	
is a ((n + p)  (n + p)) block matrix.
For Eq. (26), the existence of another solution that is different
from the trivial solution (X = 0 and k = 0) requires that the determi-
nant of eK vanish. When this condition is met, the constrained prob-
lem admits different solutions that satisfy Eq. (26). It was shown
(Challamel et al., 2010; Nicot et al., 2011) that the vanishing of
the determinant of eK implies that the symmetric part Ks admits
two eigenvalues of opposite signs, the equation of the eigen sub-
space associated with the negative one corresponding to Eq. (25b).
As a consequence, as far as the constrained problem is con-
cerned, it should be emphasized that when the uniqueness of this
problem is lost, any related equilibrium conﬁguration is locally
unstable. In that case, at least one velocity disturbance exists that
entails an immediate increase in the system’s kinetic energy.
To illustrate this, a very simple two-degree-of-freedom oscilla-
tor is considered. Any geometrical conﬁguration of the system is
deﬁned by the variables x1 and x2, and it evolves according to the
dynamical equation:
M €X þ K X ¼ 0 ð27Þ
with X = (x1,x2). In addition, the following kinematical constraint is
prescribed to the system:
a1 x1 þ a2 x2 ¼ 0 ð28Þ
Both Eqs. (27) and (28) can be merged into the following system, by
introducing a Lagrangian parameter k:
M11 €x1 þ K11 x1 þ K12 x2 þ k a1 ¼ 0
M22 €x2 þ K21 x1 þ K22 x2 þ k a2 ¼ 0
a1 x1 þ a2 x2 ¼ 0
8><>: ð29Þ
Eliminating parameter k between the ﬁrst two Eq. (29) gives:
M11 a2 €x1 M22 a1 €x2 þ ðK11 a2 K21 a1Þx1 þ ðK12 a2 K22 a1Þx1 ¼ 0
ð30Þ
AB
C
F
2θ
1θ
2θα
y
Fig. 1. Generalized Ziegler model subjected to partial follower load.
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M11 a22 þM22 a21
 
€x1 þ K11 a22  ðK12 þ K21Þa1 a2 þ K22 a21
 
x1 ¼ 0
ð31Þ
Noting that:
M11 a22 þM22 a21 ¼ tða2; a1ÞMða2;a1Þ ð32Þ
and
K11 a22  ðK12 þ K21Þa1 a2 þ K22 a21 ¼ tða2;a1ÞKs ða2;a1Þ ð33Þ
ﬁnally yields:
tða2;a1Þ Mða2;a1Þ€x1 þ tða2;a1ÞKsða2;a1Þx1 ¼ 0
x2 ¼  a1a2 x1
(
ð34Þ
Eq. (34) stands as the system’s governing equation, describing how
the geometrical conﬁguration X = (x1,x2) evolves over time from the
initial state Xo = (x1o,x2o) = (0,0), when for example a velocity dis-
turbance _Xo ¼ ð _x1o; _x2oÞ is applied. In this case, it is worth noting that
the coordinates _x1o and _x2o have to meet the kinematic constraint
(28), so that both vector _Xo and A = (a2,a1) are collinear.
As the mass term t(a2,a1)M (a2,a1) is always strictly positive,
the nature of the dynamical response of the system depends only
on the sign of the quantity t(a2,a1)Ks(a2,a1).
If the two eigenvalues of Ks are strictly positive, t(a2,a1)Ks(a2,
 a1) is strictly positive as well, whatever kinematical constraint is
present (28). The evolution of the system is given by:
x1ðtÞ ¼ _x1ox sinðx tÞ
x2ðtÞ ¼ _x2ox sinðx tÞ
(
ð35Þ
where x ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t ða2 ;a1ÞKsða2 ;a1Þ
t ða2 ;a1ÞMða2 ;a1Þ
r
. The amplitude of the divergence of the
system from the initial position Xo remains bounded by the quantity
1
x
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
_x21o þ _x22o
q
¼ _x1ox
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ a1a2
 2r
, which tends toward zero when the
amplitude of the perturbation tends toward zero. The initial equilib-
rium position is therefore stable (stable in the Lyapunov sense). For
this linear system, stability does not depend on the initial condi-
tions, since stability holds in this case whatever perturbations are
considered.
If Ks admits one nil eigenvalue, and if the vector A = (a2,a1) (or
equivalently, if the perturbation _Xo ¼ ð _x1o; _x2oÞÞ is chosen within
the kernel of Ks, then the system diverges:
x1ðtÞ ¼ _x1o t
x2ðtÞ ¼ _x2o t

ð36Þ
The initial equilibrium position is therefore unstable regarding this
class of disturbance.
If Ks admits at least one negative eigenvalue, let I(Ks) denote
the set of vectors (x1,x2) ensuring that the quantity t(x1,x2)Ks(x1,x2)
is negative. If the vector A = (a2,a1) (or equivalently, if the pertur-
bation _Xo ¼ ð _x1o; _x2oÞÞ is chosen within I(Ks), then the evolution of
the system is given by:
x1ðtÞ ¼ _x1ox sinhðx tÞ
x2ðtÞ ¼ _x2ox sinhðx tÞ
(
ð37Þ
where x ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ

t ða2 ;a1ÞKsða2 ;a1Þ
t ða2 ;a1ÞMða2 ;a1Þ
r
. Given any e > 0 and any L > 0, the
amplitude
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x21 þ x22
q
of the system’s divergence from the initial po-
sition Xo exceeds L for any time higher than T ¼ 1x sinh
1 Lx
e
 
, whenthe amplitude _x1o
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ a1a2
 2r
of the disturbance is smaller than e.
The initial equilibrium state is therefore unstable.
The general conclusions previously drawn for the constrained
problem are therefore perfectly retrieved with this simple exam-
ple: if Ks admits at least one negative eigenvalue, and if the kine-
matic constraint is chosen such that the vector A = (a2,a1)
belongs to I (Ks), then the equilibrium position Xo is unstable for
the constrained problem, and a certain velocity disturbance exists
that provokes the divergence of the system.
In the next sections, the theoretical results derived in Section 2
are applied to a meaningful academic case (the generalized Ziegler
column problem in Section 3), and then to a practical case (aircraft
wings with aeroelastic effects in Section 4).
3. Application to the generalized Ziegler column problem
3.1. The generalized Ziegler column problem
An illustrating example is given with the nonconservative
generalized Ziegler column, loaded by a partial follower load
(Hermann and Bungay, 1964; Leipholz, 1987). The structure is
composed of two bars AB and BC of length L, articulated on extrem-
ities A and B with a torque bending k. A force F is imposed at
extremity C, with an angle ah2 with the vertical direction y. The
rotation of each bar is described with angles h1 and h2 (Fig. 1).
Henceforth, the range of a is restricted to [0,1].
Given a force F with an inclination ah2, the question of the exis-
tence of other geometrical conﬁgurations in the vicinity of the triv-
ial solution h1 = 0 and h2 = 0, corresponding to the structure
equilibrium, arises. This geometrical conﬁguration is deﬁned with
angles h1 and h2. Assuming that both angles h1 and h2 are small
with respect to 1, Eq. (9) yields:
2 p ap 1
1 1 ð1 aÞp
 
h1
h2
 
¼ 0
0
 
ð38Þ
where p ¼ FLk . K ¼
2 p ap 1
1 1 ð1 aÞp
 
is the stiffness matrix. The
existence of another solution h1; h

2
 
different from the trivial solu-
tion (0,0) requires that the determinant of K vanish, that is:
ð1 aÞp2  3ð1 aÞpþ 1 ¼ 0 ð39Þ
For a given value of a, Eq. (39) admits p-solutions if and only if a 6 59.
In that case, the two positive solutions p1 and p2 are:
p1 ¼
3
2

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
9
4
 1
1 a
r
and p2 ¼
3
2
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
9
4
 1
1 a
r
ð40Þ
If 59 < a < 1;detK never vanishes and is strictly positive.
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deﬁned by the relation:
ð2 pÞh1 þ ðap 1Þh2 ¼ 0 ð41Þ
where p 2 {p1,p2}. Only the ratio between angles h1 and h2 is
deﬁned, not h1 and h

2. According to the conclusions drawn in sub
Section 2.3, these conﬁgurations correspond to undifferentiated
equilibrium states, and whether the equilibrium conﬁguration
h1; h

2
 
is unstable will be investigated hereafter.
The stability analysis developed in Section 2 can be applied to
the generalized Ziegler column. At time t; h1ðtÞ ¼ h1 and h2ðtÞ ¼
h2. At any subsequent time t = t
⁄ + D t, assuming that jh1(t)j =
jh1j < < 1 and jh2(t)j = jh2j  1, external and internal work rates
are expressed as:
_WextðtÞ ¼ FLðh1 _h1 þ h2 _h2Þ  FLah2ð _h1 þ _h2Þ ð42Þ
_WintðtÞ ¼ kðh1  h2Þð _h1  _h2Þ þ kh1 _h1 ð43Þ
After differentiation of Eqs. (42) and (43), it follows that:
€EcðtÞ ¼ k€h1ð2h1 þ ph1 þ h2  pah2Þ þ k€h2ðh1  h2 þ ph2
 pah2Þ  kðð _h1Þ2ð2 pÞ þ ðpa 2Þ _h1 _h2 þ ð _h2Þ2ð1 p
þ paÞÞ þ _FLðh1 _h1 þ h2 _h2Þ  _FLah2ð _h1 þ _h2Þ ð44Þ
Eq. (44) reads, at time t⁄:
€EcðtÞ ¼ k€h1 2h1 þ ph1 þ h2  pah2
 
þ k€h2 h1  h2 þ ph2  pah2
 
 k _h1
 2
ð2 pÞ þ ðpa 2Þ _h1 _h2 þ _h2
 2
ð1 pþ paÞ
 
þ _FL h1 _h1 þ h2 _h2
 
 _FLah2 _h1 þ _h2
 
ð45Þ
As the conﬁguration considered at time t⁄ deﬁned with both angles
h1 and h

2 corresponds to an equilibrium state, Eq. (38) holds, so
that:
2h1 þ ph1 þ h2  pah2 ¼ 0 and h1  h2 þ ph2  pah2 ¼ 0 ð46Þ
Prescribing the loading parameter F to remain constant from time t⁄
leads to _F ¼ 0.
Moreover, the quadratic term _h1
 2
ð2 pÞ þ ðpa 2Þ _h1 _h2þ
_h2
 2
ð1 pþ paÞ is associated with the symmetric part Ks ¼
2 p ap22
ap2
2 1 ð1 aÞp
 !
of matrix K. Finally, taking Eq. (19) into
account, and ignoring o(Dt) terms, a kinetic perturbation would
generate an amount of kinetic energy calculated from Eq. (45) that
simpliﬁes to:
Ecðt þ DtÞ ¼  ðDtÞ
2
2
t _h1; _h

2
 
Ks _h1; _h

2
 
ð47Þ
The quadratic term t _h1; _h

2
 
Ks _h1; _h

2
 
corresponds to the second-
order work, deﬁned in Eqs. (21), and (47) corresponds to the general
Eq. (23) applied to the speciﬁc context of the Ziegler column.
When Ks admits negative eigenvalues, a velocity direction
_h1; _h

2
 
exists that leads to negative values of the quadratic term
t _h1; _h

2
 
Ks _h1; _h

2
 
, that is, to positive values of Ec(t + Dt). Assuming
that a 6 59, the vanishing of det K
s is obtained for the critical values
ps1 ¼ 3ð1aÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
10a214aþ5
p
2 1aa24
  and ps2 ¼ 3ð1aÞþ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ10a214aþ5p2 1aa24  (the subscript ‘s’
indicates that the term refers to Ks). When p < ps1, all eigenvaluesof Ks are positive; when ps1 < p < p
s
2;K
s admits one negative eigen-
value and one positive eigenvalue; when p > ps2, all eigenvalues of
Ks are negative. As shown in Fig. 2, both values p1 and p2 are be-
tween ps1 and p
s
2 (Challamel et al., 2009).
When p ¼ ps1;detKs ¼ 0, and undifferentiated equilibrium con-
ﬁgurations _h1; _h

2
 
exist that satisfy the relation:
ð2 pÞh1 þ
ap 2
2
h2 ¼ 0 ð48Þ
For p ranging between ps1 and p1, det K
s < 0. Ks admits one negative
eigenvalue k and one positive eigenvalue. A velocity disturbance
_h1; _h

2
 
exists that entails an increase in the kinetic energy of the
system:
ð2 p kÞ _h1 þ
ap 2
2
_h2 ¼ 0 ð49Þ
The unique equilibrium conﬁguration h1 ¼ 0; h2 ¼ 0
 
is thereby lo-
cally unstable.
When the load p is equal to p1, the equilibrium conﬁguration
ðh1 ¼ 0; h2 ¼ 0Þ is no longer unique. All the conﬁgurations h1; h2
 
with ð2 pÞh1 þ ðap 1Þh2 ¼ 0 are equilibrium conﬁgurations.
When the load p is higher than p1 and lower than p2, both K and
Ks admit one negative eigenvalue and one positive eigenvalue.
There is no loss of uniqueness of the equilibrium solution of the
static problem. The unique equilibrium solution h1 ¼ 0; h2 ¼ 0
 
is locally unstable. A certain velocity disturbance applied to h1
and h2 provokes an increase in the system’s kinetic energy.
When the load p is higher than p2 and lower than ps2, K admits
two negative eigenvalues, and Ks admits one negative eigenvalue
and one positive eigenvalue. As in the previous case, there is no
loss of uniqueness of the equilibrium solution of the static prob-
lem. The unique equilibrium solution h1 ¼ 0; h2 ¼ 0
 
is locally
unstable. A certain velocity disturbance applied to h1 and h2 pro-
vokes an increase in the kinetic energy of the system.
When the load p is higher than ps2, both K and K
s admit two neg-
ative eigenvalues. Whatever the vector x is, the quantity tx K x is
negative. The unique equilibrium solution h1 ¼ 0; h2 ¼ 0
 
is locally
unstable, and any velocity disturbance applied to h1 and h2 pro-
vokes an increase in the kinetic energy of the system.
The next subsection investigates the fundamental role played
by external constraints in the local destabilization of the system.
3.2. Instability with constraints
3.2.1. The isochoric condition
The generalized Ziegler column problem is considered by
henceforth preventing the lateral deviation of point C (Fig. 3). This
constraint reads:
h1 þ h2 ¼ 0 ð50Þ
Interestingly, Eq. (50) corresponds to a so-called isochoric condi-
tion, like that used in soil mechanics for the standard undrained tri-
axial test: an axial loading is applied to the soil specimen, while the
isochoric condition (the volume is maintained constant) _e1 þ 2 _e3 ¼
0 is prescribed ( _e2 ¼ _e3 for axisymmetric reasons).
Assume that the system is initially loaded so that p > ps1. The
equilibrium conﬁguration ðh1 ¼ 0; h2 ¼ 0Þ is locally unstable. The
destabilization of the system requires that a certain velocity distur-
bance _h1; _h

2
 
be applied, verifying t _h1; _h

2
 
Ks _h1; _h

2
 
< 0 (the vec-
tor x ¼ t _h1; _h2
 
belongs to I (Ks)).
The question that arises is whether the isochoric constraint gi-
ven in Eq. (50) can destabilize the system: does the vector
x = t(1,1) belong to I (Ks)?
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Fig. 2. Generalized Ziegler model. Critical loads in terms of a.
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Fig. 3. Isochoric constrained Ziegler column problem.
138 F. Nicot et al. / International Journal of Solids and Structures 49 (2012) 132–142As:
tð1;1ÞKsð1;1Þ ¼ K11 þ K22  ðK12 þ K21Þ ð51Þ
It follows that:
tð1;1ÞKsð1;1Þ ¼ 5 2p ð52Þ
Thus, for the p values greater than 52 ;
tð1;1ÞKsð1;1Þ 6 0, and the
vector x = t(1,1) belongs to I(Ks). However, as seen in Fig. 2,
ps1 <
5
2 6 ps2 for 0 6 a < 59 (ps2 ¼ 52 for a ¼ 25Þ. For a given a value, thedestabilization of the system may require a loading force much
higher than that related to the lowest critical value ps1. When such
a force is applied, any velocity perturbation provokes the destabili-
zation of the system.
The purpose of the next subsection is to generalize the isochoric
kinematical constraint given in Eq. (50), to investigate which con-
straints are the most critical for the Ziegler column, that is, which
constraints ensure the destabilization of the Ziegler column for a
given a value at the lowest loading force ps1.
3.2.2. Generalized kinematical constraint
Generalizing the so-called isochoric condition (Eq. (50)) consid-
ered above, the following constraint:
a1h1 þ a2h2 ¼ 0 ð53Þ
can be introduced. Hereafter, parameter a1 is assumed not to be nil,
so that Eq. (44) reads:
h1 þ ah2 ¼ 0 ð54Þ
with a ¼ a2a1. The technological device applying the constraint given
in Eq. (54) is described in Fig. 4. Ignoring the weight of the different
parts of the structure, the bar BC is supported by a beam (D), with a
length ideally inﬁnite. The lateral deviation of a given point D of the
beam along the axis (Ay) is prevented. Then the following holds:
h1 þ BDL h2 ¼ 0 ð55Þ
Fig. 5. Elastically supported rigid plate under aerodynamic forces.
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D
y
A
BC
F
2θ
1θ
2θα
Fig. 4. Generalized constrained Ziegler column problem.
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values, its absolute value being less or greater than 1, according
to the relative position of point D with respect to the segment [BC].
For the p values within the range ps1; p
s
2
 
, the set I gathering all
vectors x ensuring that the quantity tx Ksx is negative is not reduced
to the nil vector. The parameter a ¼ BDL must therefore be determined
so that each vector x ¼ tð _h1; _h2Þ, satisfying Eq. (55), also belongs to I.
This requirement is fulﬁlled when the vector t(a,1) belongs to I.
When p > ps2, the vector
t(a,1) belongs to I regardless the value
of a, because both eigenvalues of Ks are strictly negative.
Let the quadratic form vðaÞ ¼ tða;1ÞKsða;1Þ ¼ K11a2
ðK12 þ K21Þaþ K22 be considered. The sign of the quadratic form
v depends upon the sign of the discriminant, equal to 4 det Ks.
When p < ps1;detK
s > 0, and v(a) is of the sign of K11 = 2  p; as
p < ps1 < 2, it follows that v is positive, and whatever the value of a,
the vector t(a,1) does not belong to I.
When ps1 < p < p
s
2;detK
s < 0. As K11 = 2  p, then:
– If ps1 < p < 2, the vector
t(a,1) belongs to I for a 2 ]a1,a2]
– If 2 < p < ps2, the vector
t(a,1) belongs to I for
a 2 ] 1 ;a2] [ ]a1;+1]
with a1 ¼ K12þK212
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃdetKsp
2K11
and a2 ¼ K12þK21þ2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃdetKsp
2K11
.
It is worth noting that a1 !
p!2
1 and a1 !
p!2þ
þ1, whereas
a2 !
p!2
2K22
K12þK21 ¼ 2a1a1 .
When p > ps2;detK
s > 0; the discriminant of v(a) is therefore
negative, and v(a) is of the sign of K11 = 2  p. Recalling that
ps2 P 2, it follows that v is strictly negative. Whatever the value
of a, the vector t(a,1) belongs to I.
As a consequence, the value of a ensuring that the vector t(a,1)
belongs to I strongly depends on both parameters p and a. The
critical loading for the constrained Ziegler column corresponds to
the ﬁrst value vanishing det Ks, that is, to p ¼ ps1. Under the corre-
sponding loading force, the system is at a bifurcation point: the
state h1 ¼ 0; h2 ¼ 0
 
corresponds to an undifferentiated equilib-
rium, the transition between a stable state and a locally unstable
state. The related kinematical constraint is obtained for
a ¼ K12 þ K21
2K11
¼
ﬃﬃﬃﬃﬃﬃﬃ
K22
K11
s
¼ ap
s
1  2
2 2 ps1
  ;
with ps1 ¼
3ð1 aÞ  ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ10a2  14aþ 5p
2 1 a a24
  :4. Instability of rigid plates with aeroelastic effects
4.1. Physical system
Let the stability of a massive rigid plate of unit width and spe-
ciﬁc mass l per unit length be considered. The plate is suspendedon springs of stiffness C1 and C2 as shown in Fig. 5. Initially in a hor-
izontal position of static equilibrium, the plate is loaded by wind of
velocity v, characterized by the wind force resultant F = nv2h acting
at a distance a ahead of the downwind end of the plate. n is a con-
stant parameter and h is the rotation of the plate. The foregoing
deﬁnition of F is valid only for very slow oscillations. The location
of the resultant of the aerodynamic forces on the plate is called the
aerodynamic center in aeroelasticity. For two-dimensional incom-
pressible ﬂow, this center is located at a = 3b/4, while for super-
sonic ﬂow it is located at a = b/2 (Bazˇant and Cedolin, 2003).
Denoting the deﬂection from the static equilibrium position at
midpoint as w, the dynamics equations of vertical forces and mo-
ments around the center of the plate are written as:
M€xþ Kx ¼ 0 with x ¼ w
h
 
;M ¼
lb 0
0 lb
3
12
 !
and K ¼ k11 k12
k21 k22
 
ð56Þ
The stiffness matrix is detailed below:
k11 ¼ C1 þ C2
k12 ¼ b C1C22  nv2
k21 ¼ b C1C22
k22 ¼ b24 ðC1 þ C2Þ  nv2 a b2
 
8>>><>>: ð57Þ
Using a normalization procedure for the mass matrix, the differen-
tial equations can also be presented in an equivalent way:
1€xþ eKx¼ 0 with x¼ w
h
 
;1¼ 1 0
0 1
 
and eK ¼ ~k11 ~k12
~k21 ~k22
 !
ð58Þ
where the modiﬁed stiffness matrix is now given by:
~k11 ¼ C1þC2lb
~k12 ¼ C1C22l  nv
2
lb
~k21 ¼ 6 C1C2lb2
~k22 ¼ 3lb ðC1 þ C2Þ  12nv
2
lb3
a b2
 
8>>>><>>>>:
ð59Þ
The ﬂutter condition is written as:
ð~k11  ~k22Þ2 þ 4~k12~k21 ¼ 0 ð60Þ
whereas the divergence criterion det (K) = 0 is reduced to:
~k11~k22 ¼ ~k12~k21 ð61Þ
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and Cedolin, 2003).
4.2. Divergence instability of the free system
It is possible to express the stiffness matrix K in a dimensional
format, according to the equivalence equality:
Kx ¼ ðC1 þ C2Þk
w
bh
 
with
k ¼ 1
c
2 v
c
2
1
4 v ab 12
  ! and c ¼ C1C2C1þC2
v ¼ nv2bðC1þC2Þ
8<: ð62Þ
The dimensionless stiffness matrix k only depends on three dimen-
sionless parameters, namely the dimensionless loading parameter
v, the a/b ratio equal to 1/2 or 3/4 depending on the analysis con-
sidered, and the stiffness ratio parameter c. This last parameter c
measures the level of stiffness asymmetry in the mechanical sys-
tem. The parameter c is vanishing for symmetrical stiffness connec-
tions C1 = C2. The divergence criterion of the free system
corresponds to the vanishing of the dimensionless stiffness matrix,
det k = 0, which gives:
v ¼ c
2  1
2 c  2 abþ 1
  ð63Þ0
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Fig. 6. Divergence instability load versus dimensionless connection parameter for
the free system.
Fig. 7. Elastically supported rigid plate under aerFig. 6 shows the dimensionless buckling load parameter v versus
the dimensionless stiffness parameter c.4.3. The constrained system
Now the constrained system is shown in Fig. 7, where the two
kinematic parameters are linked by a mechanism parameterized
by a ﬁxed polar value x0. This mechanism models the connection
of the wing to the aircraft body.
As shown in Fig. 7, we have:
tan h ¼ w
x0 þ b=2 ð64Þ
leading to the linearized additional constraint for a ﬁxed value of
x0:
w h x0 þ b2
 
¼ 0 ð65Þ
More generally, let the general additional kinematic relationship be
considered:
a1wþ a2hb ¼ 0 ð66Þ
Comparing Eqs. (65) and (66), it follows that:
a ¼ a1
a2
 
¼ 1 12þ x0b
  ! ð67Þ
The symmetric part of the (dimensionless) tangent stiffness matrix
reads:
ks ¼ 1
1
2 ðc  vÞ
1
2 ðc  vÞ 14 v ab 12
  ! ð68Þ
The eigenvalues of ks are plotted in Fig. 8, for different values of the
parameter v, in the case where c = 0 and a/b = 1/2 or a/b = 3/4. The
eigenvalue k1 decreases from positive values to negative values,
when the loading parameter v increases.
Thus, the basic question is whether the kinematic constraint en-
sures that the vector (a2,a1) belongs to the negative isotropic
cone I(ks), when k1 takes negative values.
The negative isotropic cone I(ks) gathers all the vectors
x ¼ wbh
 
such that ksijxixj 6 0. As
ksijxixj
ðC1þC2Þb2h2
¼ wbh
 2 þ ðc  vÞ wbhþ
1
4 a 12
 
v
 
, the negative isotropic cone I (ks) can also be consid-
ered as a subset of R, with respect to the scalar w/bh. In this case,
I(ks) coincides with the segment [A,B], where:odynamic forces for the constrained system.
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The kinematic constraint belongs to the negative isotropic cone
I(ks) if a2 /a1 = 1/2 + x0/b belongs to the segment [A,B].
The evolution of A and B in terms of the loading parameter v is
given in Fig. 9, in the case in which a/b = 1/2, for vP 1 (k1 vanishes
for v = 1). It can be shown that A decreases from 0.5 (v = 1) to zero
(v tends toward +1) and B increases from 0.5 (v = 1) to +1 (v
tends toward +1). As a consequence, for any positive value of
a2/a1 = 1/2 + x0/b, a critical value vc exists such that for any value
v larger than vc, A < 1/2 + x0/b < B.
As a consequence, the equilibrium conﬁguration (w = 0,h = 0) is
unstable for the constrained problem under loading that veriﬁes
the condition v > vc. A certain velocity disturbance exists that pro-
vokes the divergence of the system.
It is worth noting that when xo = 0, the kinematic constraint en-
sures that the vector (a2,a1) belongs to the negative isotropic
cone I(ks) for any value vP 1.5. Concluding remarks
This paper has investigated the occurrence of instability for
structural systems subjected to nonconservative loadings. Extend-
ing the approach developed in soil mechanics, a general equation
relating both the second-order time derivative of the kinetic en-ergy and the second-order work was recovered. This equation
speciﬁes in which conditions, under a constant loading, the sys-
tem’s kinetic energy may increase under proper velocity distur-
bances. As in soil mechanics, the second-order work is shown to
play a basic role.
As a quadratic form, the spectral properties of the symmetric
part of the associated (tangent stiffness) matrix entirely determine
the existence of velocity disturbances directing a nil or negative va-
lue of the second-order work: when the symmetric part of the tan-
gent stiffness matrix admits at least one negative eigenvalue, then
velocity disturbances directing a nil or negative value of the sec-
ond-order work exist.
Then kinematically constrained structures were examined. The
structure is subjected to a set of constraints, as linear combinations
of the kinematic variables. As a result, these constraints reduce the
kinematic degrees of freedom. Each constraint is described by the
equation of a hyperplane. In cases where the symmetric part of the
tangent stiffness matrix admits one negative eigenvalue, it is
shown that the structure is more prone to destabilize when the
associated eigen subspace is included within the hyperplane
describing each constraint. The critical case is obtained when the
intersection of all the hyperplanes corresponds to the eigen sub-
space associated with a negative eigenvalue. Then any velocity dis-
turbance applied to the structure will entail an increase in the
kinetic energy of the structure.
These results were applied to the case of the generalized Ziegler
column, loaded by a partial follower force. It is shown how speciﬁc
kinematic constraints have to be chosen in order to minimize the
loading force leading to an instability situation.
Finally, the case of an aircraft wing with aeroelastic effects was
considered. It is shown that the introduction of speciﬁc kinematic
constraints (modeling the connection of the wing with the aircraft
body) can destabilize the unconstrained system.
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