This paper proposes an integrated system for the processing and the analysis of highly degraded ancient printed documents. Starting from a single image of the document, the background noise is reduced by using wavelet-based filtering, the text lines are detected, extracted, and segmented into characters by a simple and fast adaptive thresholding, and the various characters are recognized by a feed-forward back-propagation multilayer neural network. For each character, the probability to have a correct recognition is then used as a discriminant parameter determining the automatic activation of a feed-back process, leading back the system to a block for refining segmentation. This block acts only on the small portions of the text where the recognition was not trustable, and makes use of blind deconvolution and MRF-based segmentation techniques, whose high complexity is greatly reduced when applied to a few sub-images of small size. The experimental results highligh the good performance of the whole system in the analysis of even strongly degraded texts.
Introduction
Automatic recognition of printed characters through standard Optical Character Recognition (OCR) systems cannot be successfully applied to ancient texts, where aging of paper, diffusion of ink and other processes have strongly degraded the quality of the documents. Indeed, due to non-uniform reduction of the image contrast, non-uniform spacing of the characters, presence of broken, touching and merging characters, and strong background noise, the preliminary step of character segmentation is particularly difficult. Also Intelligent Character Recognition (ICR) systems, based on the use of neural networks [7] , although more robust in recognizing degraded characters, require the characters to be correctly segmented. Thus, the preprocessing of the documents through image enhancement/restoration methods becomes necessary. In most situations, it is reasonable to model the degradation as a space-variant blur filter plus additive noise, so that deconvolution methods are appropriate to recover the original image. Nevertheless, since the blur filter is unknown, blind deblurring and denoising techniques have to be adopted. These lead to highly underdetermined problems, that must be regularized by exploiting a priori information expressed through suitable image models. Markov Random Fields (MRF) have proven to be efficient and flexible in modeling images for both blind image restoration and image segmentation. In particular, their use allow for performing blind restoration and character segmentation jointly. Unfortunately, the computational complexity of these techniques is very high, thus preventing their application to large documents.
To overcome this difficulty, we propose to integrate the segmentation step and the recognition step, in such a way to use blind restoration coupled with MRF-based segmentation for refining segmentation only on those zones of the document where the recognition process fails. In this paper we thus define an integrated system that first applies a neural network classifier to a document page, pre-processed by simple and fast image enhancement and character segmentation techniques, and then, based on the recognition probability, automatically re-processes those small image portions where broken or touching characters have not been correctly recognized. When applied to small areas, blind restoration coupled with MRF segmentation is relatively cheap, allows for overcoming the further difficulty related to the space-variant nature of the degradation, and is very effective in producing properly segmented, and then recognizable, characters.
From the document to the characters segmented
The integrated system proposed here is constituted of various processing blocks that interact with each other as shown in Figure 1 . 
Denoising through wavelet
The first block is designed to perform denoising through wavelet-based filtering. Neglecting at this stage the blur effect, the NxM degraded image g can be expressed as:
where f is the ideal image and n is a noise process assumed white Gaussian, of standard deviation σ. The degraded image is first decomposed by using the discrete wavelet transform (DWT):
where s and p are the discrete scale and position parameters, respectively, C are the coefficients of the decomposition, and the Ψ is the mother wavelet (here the symlet function). In order to remove noise, the high frequency terms that are lower than the noise power are discarded according to a soft thresholding approach [2] , and the others are used to reconstruct the image. This method allows for preserving the boundaries of the characters, usually mapped by frequency terms higher than the noise power. The thresholded coefficients are given by:
The synthesis of the filtered image is based on filters that are complementary with respect to the ones used for the decomposition. This process amounts to a low pass adaptive filter [1, 2, 3] .
Extraction of the text lines
To identify and extract the single text lines, we adopted a Fourier-based approach. Since le lines are repeated in the page with an approximately fixed vertical distance, by computing the projection of the page on the vertical axis we get a periodic signal. The amplitude of the Fourier transform of this signal presents three peaks: one, at zero frequency, represents the mean value of the image, the two others, symmetric with respect to the origin, represent the frequency with which the text lines are repeated. Estimating this frequency allows us to compute the period of the signal and then, once known the position of the first line, to extract all them in sequence.
Segmentation of the characters through adaptive thresholding
In the next step of the procedure, each extracted text line is examined to segment and extract the blobs that should correspond to the characters contained in it. The image is first "binarized", i.e. converted into a two-level image, where the two levels, a<b, are chosen as the peaks of the bimodal hystogram, and correspond to the characters and the background, respectively. All pixels with value below a suitable threshold th are assigned with a and the remaining with b. The blobs corresponding to the characters will be then segmented by extracting the connected components at value a. The threshold th is selected as the one that minimizes the distance between the original gray level image and the corresponding binarized image. Since the quality of the image greatly varies from a zone to the other of the page, to further optimize the binarization process, the threshold is adaptively computed on small portions of the text line.
The neural network for character recognition
In the fourth block of the system, for each text line the identified blobs are individually and sequentially processed by a suitable neural network classifier. This produces as output the character recognized from the current blob and a percentage value related to the reliability of the recognition. The network we used is a multilayer feed-forward network, trained with a back-propagation algorithm [3] . The training set was constituted of characters selected from a page of the document, and previously binarized and segmented with the techniques described in the section above. The network structure consists of 180 neurons for the input layer, 250 neurons for the hidden layer, and as many output neurons as characters to be recognized. The activation function is a logarithmic sigmoid for all neurons. The back-propagation learning algorithm was chosen adaptive, i.e. changing the learning rate during the training [4, 5] . To avoid local minima of the error function, the batch gradient descent with momentum and variable learning rate [4] was used. From several experiments we found out that when the recognition percentage is above 90%, the recognition is correct and the corresponding segmentation is accurate. When the percentage is below this value, both the recognition and the segmentation are usually wrong. In these cases, the corresponding subimage is re-processed by techniques that perform segmentation by taking the degradation into account. The new segmentation is given again as input to the network. If the percentage is now higher than 90%, the recognition is accepted, otherwise the blob is classified as unrecognizable.
Segmentation refining through blind deconvolution and MRFs
The refining of the segmentation is performed by a fifth processing block, to which whose blobs that were not correctly recognized are back-forwarded. When two adjacent blobs recognized with low probabilities are each smaller than a minimum size, they are joined into a single blob. When the recognition probability is low and the blob is large it is likely that it corresponds to two characters joined for ink diffusion. This defect can be modeled as the convolution of the original image with an unknown blur mask. Thus, to split the characters, blind deconvolution must be performed [6, 9, 10] . This highly underdetermined problem requires the adoption of a priori information. This can be expressed through MRF image models [11] that can be designed to produce a solution in an already binarized form. An energy function is defined, which is constituted of two terms. The first term expresses coherence with the data, while the second is related to the MRF model chosen. It is:
where g and f are the lexicographically ordered notation for g and the two-level solution f, respectively, d is the blur mask, H(d) is the matrix performing 2D convolution as a matrix-vector product, and U(f) is the prior MRF energy. The two terms are weighted by a positive regularization parameter λ, expressing the relative confidence on the constraints and the data. U(f) is a sum of potentials, associated to cliques of pixels, and describing constraints on the geometry of their configurations. We adopted an extension of the Ising model [11] for a 3 th order neighborhood system. Our potentials enforce smoothness on pairs of adjacent pixels, and express the confidence degree on peculiar configurations of text pixels [12, 13] . The resulting energy function is nonconvex, and has mixed, continuous and discrete, variables. These inconveniences can be overcome by minimizing E(f,d) through the following iterative alternate scheme:
where, within a simulated annealing (SA) schedule governed by a decreasing temperature parameter [8] , (5a) is solved via least mean squares, and a Metropolis algorithm [8] is used to update f in (5b). The approach above is very efficient for refining the segmentation, thus improving the recognition as well. Its high computational complexity does not significantly affect the cost of the overall system, since its application is confined to a few, small areas of the document. Moreover, the backforward loop is governed by simple parameters, such as the minimum probability for accepting the recognition of a character, and the minimum and maximum extent allowed for the blobs.
Discussion of the experimental results
The integrated system described in the paper has been tested on some pages of the Opera Omnia by Girolamo Cardano. Here we provide the results of the analysis of one of the lines of the text. Figure  2 shows the line filtered by the wavelet-based denoising method described in Section 2.1, and then segmented into blobs through the simple adaptive thresholding algorithm described in Section 2.3. Fig. 2 -Segmentation superposed to the filtered gray level image Though satisfactory, the segmentation presents some errors: the two "n" are both broken into two separated blobs, and the adjacent "o" and "b" in the word are joined into a single blob. These errors are all detected by the neural network, that provides a percentage less than 90% for the recognition of the blobs. These are back-forwarded to the segmentation refining procedure described in Section 4. For the "n", it has been sufficient to connect the two blobs into a single one, based on their small extent. For the large blob "ob", we employed 15 iterations of scheme (5) (Figure 3 ). 
