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Zusammenfassung
Ausgangspunkt fu¨r die vorliegende Dissertation ist die Vorstellung, dass die Entste-
hung eines Ortsgeda¨chtnisses, welches komplexere Navigationsleistungen erst ermo¨glicht,
durch Kombination einfacher Navigationsstrategien erkla¨rbar ist. Komplexe Navigation-
sleistungen sind z.B. das Planen von Routen oder das Finden von Abku¨rzungen durch
unbekanntes Gebiet. Dabei wird angenommen, dass das Ortsgeda¨chtnis, bzw. die “kog-
nitive Karte” in Form eines Graphen organisiert ist.
Um die Plausibilita¨t dieser Annahmen zu u¨berpru¨fen werden autonome Agenten ver-
wendet, die, im Ergebnis, in der Lage sind unbekannte Umgebungen zu kartieren. Das
Explorationsverhalten baut dabei auf einfacheren Verhaltensweisen auf, zu denen die
Hindernisvermeidung, die visuelle Zielanfahrt und die Wegintegration za¨hlt.
Die visuelle Zielanfahrt basiert auf einem sehr einfachen Landmarkenmodel, welches
aus einem nur leicht vorverarbeiteten Panoramabild (“Schnappschuss”) besteht. Durch
Vergleich des aktuellen Bildes und des Bildes, das am Zielort aufgenommen wurde,
ist der Agent in der Lage bereits bekannte Orte wiederaufzufinden. Die wesentlichen
Eigenschaften des visuellen Heimfindens sind durch drei Gro¨ßen bestimmt. Erstens, der
Bereich um den Aufnahmeort, in dem eine erfolgreiche Zielanfahrt sicher gestellt ist
(“Fangbereich”, “Catchment Area”). Zweitens, die Genauigkeit mit der ein Ort wieder
angefahren werden kann und drittens, der Gu¨te mit der der Bildklassifikator entschei-
den kann ob sich der Agent in der Na¨he eines bekannten Ortes befindet. Diese Gro¨ßen
bestimmen im Wesentlichen die fu¨r eine sichere Navigation no¨tige Knotendichte, sowie
die maximale Gro¨ße der Umgebung die kartiert werden kann.
Eine zweite Mo¨glichkeit einen Ort in einer Umgebung zu definieren besteht darin ihm
eine Position in einem Koordinatensystem zuzuweisen. Die hierzu no¨tige metrische In-
formation wird in der Regel durch Wegintegration, d.h. durch kontinuierliche Integration
von Eigenbewegungsinformation, ermittelt. Um die Akkumulation von Messfehlern zu
beru¨cksichtigen, wird der Zustand des Wegintegrators (Position und Orientierung) durch
eine Wahrscheinlichkeitsverteilung abgescha¨tzt. Die Unsicherheit der Wegintegration ist
somit eine Funktion des Weges, und nicht wie bei der visuellen Zielanfahrt eine Funktion
des Ortes.
Das Ergebnis aus der Kombination von Wegintegration und visueller Zielanfahrt ist
ein Graphmodell, in dem jeder Ort durch einen Schnappschuss definiert ist. Der Graph
selbst ist in ein globales Koordinatensystem eingebettet. Der eingebettete Graph kann
als Modell einer kognitiven Karte gesehen werden (“embedded view graph model”),
welche topologisches Wissen, als auch U¨berblickswissen entha¨lt.
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Erreicht wird dieses Ergebnis in drei Schritten. Als Erstes wird ein robustes Heimfind-
everhalten definiert, bei dem Wegintegrationsfehler mittels visueller Landmarkeninfor-
mation korrigiert werden. In einem zweiten Schritt wird dann die Wegintegration zu
einem Optimierungsproblem verallgemeinert, welches aus lokalen metrischen Relatio-
nen global konsistente Positionsscha¨tzungen der Aufnahmeorte ermittelt. Der Unter-
schied zu den in der Robotik verwendeten Einbettungsmethoden besteht darin, dass
Positionsscha¨tzungen und Orientierungsscha¨tzungen getrennt optimiert werden. Die
beschriebene Optimierung wird mit Hilfe eines modifizierten Relaxationsalgorithmus
echtzeitfa¨hig, was eine der wesentlichen Voraussetzungen fu¨r die Exploration ist. Es wird
gezeigt, dass mit Hilfe der Optimierung Wegintegrationsfehler verbessert werden und das
das Problem mehrdeutiger Bildinformation gelo¨st wird. Die resultierende Karte deckt
dabei gro¨ßere Umgebungen vollsta¨ndig ab, wobei die notwendige Knotendichte variabel
gewa¨hlt werden kann. In einem dritten Schritt wird schließlich ein Explorationsalgorith-
mus vorgestellt. Dabei versucht der Agent die Umgebung mittels einer vorgegebenen
Struktur, z.B. einer Triangulierung, zu kartieren. Diese Struktur, d.h. Form und Dichte,
wird wa¨hrend der Exploration an die lokale Bildvera¨nderung und an die Unsicherheit
des Wegintegrators angepasst.
Abstract
This thesis is based on the opinion that the evolution of a spatial memory, which is
the basis for more complex navigation capabilites, could be explained by a combination
of simple navigation strategies. Complex navigation capabilites are e.g. route planing
or the ability of finding shortcuts over unknown areas. It is assumed, that the spatial
memory, or the “cognitive map”, is organized as a graph.
Autonomous agents are used in order to test the plausibility of these assumptions. As a
result the agent is able to map an unknown environment autonomously. The exploration
behavior is build upon three building blocks: obstacle avoidance, visual homing, and
path integration.
Visual homing is based on a simple landmark model, which consists of a slightly prepro-
cessed panoramic image, capturing the surrounding landmark configuration. Homing to
known places is possible by comparing the instantaneous image to the image recorded at
the home location. Performance of the homing algorithm is determined by three quan-
tities. First, the area where the success of a homing trial is guaranteed (“Catchment
Area”). Second, the spatial precession with which the home location could be reached.
And third, the performance of the image classifier, which is used to decide if the agent
is located near a known location. These quantities mainly determine the node density,
necessary for secure navigation and the maximal portion of the environment which could
be mapped.
A second possibility to define a place is to use a position in a coordinate system. Met-
ric information, which is necessary for this approach, is commonly achieved by path
integration, i.e. the continues integration of egomotion data. In order to account for
accumulating errors, the path integrator state (position and heading) is approximated
by a probability distribution. Therefore, uncertainty in the path integration process is
a function of the trajectory, and not, as is the case for the visual homing method, a
function of the location.
Combining path integration and visual homing leads to a graph model, where each place
is characterized by a snapshot. Additionally, the whole graph is embedded into a coordi-
nate system. The embedded graph could be seen as a cognitive map model (“embedded
view graph model”), which includes topological knowledge and survey knowledge.
The model is build in three steps. First, a robust homing scheme is defined, which is able
to compensate path integration errors using visual landmark information. Second, path
integration is generalized to an optimization problem, which calculates globally consis-
tent position estimates from local metric relations. Different to recent graph embedding
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methods for autonomous agents is the separation of position estimates and heading es-
timates. The proposed optimization method is calculated in real–time using a modified
relaxation algorithm. It will be shown that this method reduces path integration errors
and allows reliable image classification over large environments. Third, the exploration
algorithm is defined. During the exploration, the agent tries to map the environment
with a predefined node pattern, like e.g. a triangulation. The node pattern is locally
adapted to the image variation and the uncertainty of the path integrator.
1 Introduction and Overview
Navigation is an everyday experience that seems to work without effort, even if it some-
times fails. Introspection often leads to the illusion of an accurately represented envi-
ronment. Studies of biological examples suggest that navigation performance is not the
result of a precise and well determined environment model. It is more likely that spatial
knowledge is often fragmented, incomplete, and inconsistent. Therefore, robust naviga-
tion skills must depend on more than information stored in the spatial memory, like e.g.
adaptation of senses or simplifying assumptions about the environment.
The full complexity of navigation capabilities are best understood if one thinks about
building an artifical system with a navigation performance, that is comparable to biolog-
ical examples. Therefore, autonomous robots have become a popular tool for modelling
spatial behaviour. One way to model navigation skills is the determination of simple
building blocks which can be combined in order to generate more complex capabilities
(Mallot, 1999; Braitenberg, 1984). Such building blocks are local – or short range –
navigation strategies like path integration or visual guidance. The objective of combined
navigation strategies, which can e.g. be observed in the homing behaviour of desert ants,
is to increase the accessible area.
The final step to large scale environments is the development of a spatial memory (cogni-
tive map). Topological structures (graphs) are often suggested as cognitive map models
(e.g. Kuipers, 2000), where route knowledge is generalised to topological knowledge. Lo-
cal navigation strategies are used to traverse between adjacent places. Place recognition
can be based on many different features, like visual landmark information, geometrical
properties, coordinates and many more. The perceived richness of spatial knowledge is
more probably the result of the large variety of features used for place recognition than
the result of a densely sampled environment.
Path integration seems to play a prominent role in the establishment of spatial knowl-
edge. One reason might be the fact that path integration, based on idothetic information,
can generate assumptions about the instantaneous location independently from the en-
vironment. In technical systems, metric information is often the essential prerequisite
for map building. In this point technical approaches differ from cognitive map models.
In cognitive map models, metric knowledge is used to supplement other place represen-
tations in order to achieve survey knowledge, i.e. knowledge about the topview layout
of an environment.
The embedded view graph model is such a cognitive map model which integrates metric
place relations and visual landmark information. The embedded view graph model is
1
2the central issue of this thesis, with the focus on two research questions:
1. What are the minimal presuppositions for a cognitive map to support topological
and survey navigation ?
2. Is it possible to learn such a map upon a combination of local navigation strategies
?
Both questions will be answered by building an autonomous agent that is capable of
exploring and mapping an unknown environment, which in the technical literature is
often referred to as the problem of simultaneous localisation and mapping (SLAM).
The thesis is structured as follows:
Chapter 2 – Spatial cognition and cognitive robotics. A brief overview of the
building blocks of the navigation system is given. These building blocks will be
used to define the more complex ability of exploring unknown environments. Fur-
thermore, recent models of spatial representations for autonomous systems are
compared to biological models. The chapter closes with a justification of the em-
bedded view graph model as a hypothetical model evolving from simple navigation
strategies.
Chapter 3 – Navigation System. A brief outline of implementation details is given.
The main focus of this chapter is to justify the use of simulations by comparing
results from the simulation to results from the robot application. Later on, simu-
lations are used to examine the agents behaviour in environments which are too
large to be realized in hardware.
Chapter 4 – Autonomous map building. The pose relation network is introduced
as a generalisation of path integration. The network structure builds the basis for
the embedded view graph model. Metric relations between locations are established
either by active motion or passively by visual snapshot matching.
Comparable to the functionality of head direction cells, the pose relation network is
applied to the estimation of allocentric directions. It will be shown that positional
errors and directional errors are significantly reduced compared to path integration.
The agent described in this chapter is able to estimate its instantaneous global pose
together with uncertainties stored in the covariance matrix of the pose relation
network. It is further able to solve the spatial aliasing problem either by using
rotation invariant snapshots or by using position estimates.
Chapter 5 – Exploration. This chapter is divided into two parts. The first part con-
siders real–time constrains for the graph embedding method. Two algorithms are
introduced: a subgraph matching algorithm based on rigid body transformations
and a more flexible method which extends a linear relaxation method to the non–
linear model introduced in chapter 4. It will be shown that a rigid coupling of
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metric information and visual information during homing can lead to systematic
position errors when applied to the embedded view graph model. Therefore, a re-
laxation method is described, which takes the information content of local metric
relations into account.
The second part describes the exploration algorithm, which incorporates explicit
obstacle knowledge into the graph structure. The proposed algorithm is capable of
mapping large, open environments autonomously. This map is used by the agent
to plan reliable routes using shortcuts derived from the map. The chapter closes
with a proposal for an algorithm generating a hierarchical map which separates
open space from locations near obstacles.
Chapter 6 – Final remarks. Results of the thesis are summarised and some of the
weaknesses and general limitations of the proposed system will be discussed. Fi-
nally, some proposals for future projects will be given.
4
2 Spatial cognition and cognitive
robotics
Autonomous robots are a common method for building models of biological examples
(e.g. Holland and McFarland, 2001; Webb and Consi, 2001; Lambrinos et al., 1999;
Franz and Mallot, 2000). The concept of biomimetic robotics is based on the transfer of
biological models to technical systems. Different to approaches from classical AI is the
insight that robust navigation behaviour is not only the result of a complex,detailed,
and precise environment model.
One key idea which was put forward by Braitenberg (1984)1 is to describe complex
behaviour as the sum of several simple mechanisms, which in many cases do not even
need a memory or a planning instance. For the same reasons it is possible to argue
for navigation capabilities evolving in an evolutionary process, steadily increasing the
accessible range by combining simple navigation capabilities (Mallot, 1999).
2.1 Basic navigation capabilities
This section describes three basic navigation capabilities – obstacle avoidance, scene
based homing and path integration – which are the building blocks for more complex
navigation tasks. The strategies require a working memory, but not necessarily a full map
of the environment. These navigation strategies have been isolated in various navigation
studies with animals, insects and human subjects (Trullier et al., 1997).
2.1.1 Obstacle avoidance
Avoiding obstacles is part of the agents low level system. Obstacle avoidance in robotics
is most often based on proximity sensors, while navigating animals often use information
from optic flow. Depending on the agents task it is possible to distinguish between three
different strategies:
1. Hardwired. The coupling between the sensor signals and motor responses can be
hardwired following the design of a Braitenberg vehicle. This method is only useful
1The idea goes back to J. Loeb (Loeb, 1918), who described the idea of an artifical dog already in
1918. In 1951 G. Walter (Walter, 1953) build an analog tortoise, inspired by similar ideas.
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if the environment is known or other mechanisms are used to prevent the agent
from being trapped in deadlock situations. In our robotic system a simple lookup
table is used which should ensure that the agent faces into open space after an
obstacle has been detected. Deadlock situations are avoided by randomising the
number of avoidance steps.
2. Flexible. The hardwired method is often criticised since a priori knowledge of
the environment is required. Alternatives are adaptive methods like e.g. neural
networks (Nehmzow, 1994), reinforcement learning (Touzet, 1997), or the use of
evolutionary algorithms (Martin, 2001).
3. Goal dependent. Both preceeding methods could be summarised as reactive
methods, since the agent only tries to avoid obstacles irrespective of its current
task. These methods are no longer applicable if the agent tries to reach a specific
goal location. A possible solution to such problems are potential field methods
(Borenstein and Koren, 1991). The algorithm is based on metric knowledge, calcu-
lating the movement direction as a weighted sum of the goal direction, the driving
direction and the tangential vector of an obstacles potential field. The method can
fail depending on the environment, guiding the agent along detours or into blind
alleys. Another type of obstacle avoidance methods avoids collisions by adapting
the trajectory based on collision predictions (see e.g. Philippsen and Siegwart,
2003; Fox et al., 1997). Predictions are calculated from distance information and
a continuous kinematic model of the robot (”dynamic window approach”).
2.1.2 Path integration
Path integration or dead–reckoning is an active calculation process, which continously
updates a homing vector coding distance and direction relative to a starting point (Ben-
hamou and Se´guinot, 1995; Mittelstaedt and Mittelstaedt, 1980).
Path integration is a short range strategy since error accumulation prohibits reliable
access to larger areas. Especially insects which mainly rely on path integration evolved
specialised sensors to support path integration, e.g. the polarisation compass of desert
ants or honey bees (e.g. Collett and Baron, 1994). Compasses are also a widespread tool
in robotics, since calculation of path integration become linear (see Duckett et al. (2002)
or section 4.4.2).
The accuracy of the path integration process is affected by systematic and random errors,
showing characteristic variations between different species (Maurer and Se´guinot, 1995).
While sources for systematic errors in robotics are quite clear (Borenstein and Feng,
1996) it is still an unanswered question in biological navigation. Simulations (Wittmann
and Schwegler, 1995; Hartmann and Wehner, 1995; Kim and Hallam, 2000) have shown
that calculations necessary for path integration can be done with arbitrary precision
within neural networks.
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This leaves the question open why path integration has systematic errors. Wittmann
and Schwegler (1995) argue that an ant might try to reach the target location always in
a constant viewing angle in order to ease landmark recognition. Another reason might
be, that overestimating the turning angle ensures, that the homing trajectory always
crosses the outbound trajectory. Assuming route knowledge, this strategy allows a secure
completion of the homing task by visual information.
Human subjects are able to solve a triangle completion task based on optic flow (Pe´ruch
et al., 1997; Riecke et al., 2000) and without vision (Loomis et al., 1993). Especially
path integration based on idiothetic information is attractive for navigation tasks since
metric information can be acquired independently from the environment.
For the same reasons path integration, commonly based on odometry, is the basis for
many robotic systems. Here the application of path integration is extended beyond
a simple homing behaviour. It can although be used to predict sensor informations
or validate assumptions about the current location, which make path integration very
attractive to robotic applications.
Normally, path integration as applied in robotics is equivalent to the bi–component
model of Mittelstaedt and Mittelstaedt (1980). Nevertheless, path integration could also
be the result of a learning process. In ten Hagen et al. (1999) a non–linear robot con-
troller based on reinforcement learning is described. Their robot is able to reach a target
location, by controlling the speed of the wheels.
2.1.3 Scene based homing
Another class of navigation strategies is based on landmark information and can be
described as scene based homing. The capability of finding back to a place by visual
guidance has been proven for rats in the morris water–maze task (Morris, 1981). Similar
experiments have been done with insects (Collett, 1992) and human subjects (Jacobs
et al., 1997).
Path integration has been excluded in all these studies, in order to prove that homing
capabilities are based on landmark information. A possible explanation for the homing
behaviour of honey bees is given by the snapshot model (Cartwright and Collett, 1987).
A snapshot consists of sensor readings used to identify a place in an environment without
applying sophisticated image processing techniques.
A snapshot is not necessarily limited to visual information. Most generally it could
contain any information that is able to identify a place and that is further able to support
a guidance mechanism2. Snapshot based homing has been implemented in several robotic
systems, using visual information from panoramic images (Lambrinos et al., 1999; Franz
2Such a mechanism is normally based on a smooth gradient defined on a metric between the home
snapshot and the instantaneously perceived snapshot. The resulting behaviour can be defined as
gradient following or hill climbing.
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and Mallot, 2000; Gourichon et al.; Ro¨fer, 1997), using depth scans (Stu¨rzl, 2003) or
other geometrical features like e.g. corners (Argyros et al., 2001).
Our system uses the minimalistic snapshot model described in (Franz and Mallot, 2000).
A snapshot consists of 72 gray value pixels extracted from the horizon of a panoramic
image (see section 3.2.2 for more details). The robots movements at time t are determined
by the homing vector:
P ht = (ρt, dt, υt)
⊤ = argmin
ρ,d,υ
(Ih − Ic(ρ, d, υ))2 (2.1)
Function (2.1) minimises the image distance between the home snapshot (Ih) and an
expected snapshot (Ic). Ic is the expected snapshot at a location (ρ, d) measured in
egocentric polar coordinates. The additional rotation υt just turns the agent back to
the original recording direction. Expected snapshots are calculated on the assumption
that all landmarks have equal distance to the agent (equal–distance assumption) (Franz
et al., 1998b).
The minimum of equation (2.1) is determined for a set of predefined parameters
S = {(ρi, di)}, comparable to a matched filter approach. Finally, the agent moves into
the direction which reduces the image distance most. A full homing trial consists of a
sequence of homing vectors. A homing trial is aborted if the predicted distance (dt) falls
below a certain threshold, assuming that the agent has reached the original position.
The visual homing method is a local navigation strategy. Homing trials can only succeed
in a certain area around the recording position referred to as the catchment–area of a
snapshot. This limitation is clear from intuition, since images can not be predicted for
locations occluded by obstacles.
2.1.4 Coupling metric and visual information
Both of the former navigation strategies have their own limitations: they are local and
prone to different errors. Insects use combinations of both navigation strategies in order
to increase the accessible area and the duration of foraging trips.
When returning to their nest desert ants use such a combined homing scheme. They first
follow the path integration vector. If homing by path integration does not succeed they
move towards the location with the best landmark match. Finally, if everything else fails
they start moving in a specific search pattern. Visual input is not totally ignored during
the path integration phase, but path integration seems to be dominant (Wehner et al.,
1990, 1996).
The coupling of metric and visual information in insects is not fully stereotyped. Bees
and ants are able to return onto a familiar route when being passively displaced halfway
home. This shows, that path integration dominates, but visual information is always
available during homing. It further suggest the existence of route knowledge.
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2.2 Spatial representations for autonomous systems
Several methods of representing space have been proposed for robots capable of au-
tonomous exploration. Some of them have a more technical background with the focus
to algorithmic efficency and complexity. Other models which come from a more biologi-
cal background are intended to model the structure of cognitive maps and try to explain
navigation behaviour of biological examples.
The problems are the same in both cases. Among other issues these are uncertainty in the
sensor information or odometry, spatial aliasing, consistent integration of contradicting
information into a map, and considerations about complexity constraints of the used
algorithms. The following sections give a short overview of recent environment models
used in robotics, closing with a discussion about the relation between map models and
the three building blocks described in the previous section.
2.2.1 Evidence Grids
Early approaches used geometric models to represent the location of obstacle surfaces.
These systems had great difficulties in representing uncertain measurements. This prob-
lem was directly addressed by evidence or occupancy grids which were first introduced
by Moravec and Elfes (1985) and afterwards used in several other robotic systems (e.g.
Thrun et al., 2000). The environment is represented by a cartesian grid structure. The
grid cells contain values representing the probability of being occupied by an obstacle.
Updates of the map are based on depth scans, achieved from sonar values (Moravec and
Elfes, 1985), laser scans (Thrun et al., 2000) or stereo vision (Murray and Little, 2000;
Thrun et al., 1998). Good estimates about the recording poses of the depth scans are
required in order to assign the depth values correctly to appropriate cells.
This method bears several drawbacks. First, memory usage is huge, since the environ-
ment is sampled as precisely as possible, treating free space and occluded space equally.
Second, odometry and landmark information is tightly coupled, i.e. map updates are
impossible without precise pose estimates.
The map supports survey navigation since the grid structure is placed in a global coor-
dinate system. Planning efficient paths between two locations is still problematic due to
the huge search space and the lack of route–knowledge.
High level concepts, such as topological information, regions or places are not directly
represented in the map. Several approaches try to extract such information from the
map. These are quadtree decompositions (e.g. Chen et al., 1997; Poncela et al., 2002)
used to reduce the amount of memory usage and extraction of topological–features which
represent geometrical properties of the environment like e.g. doorways or junctions (see
e.g. Thrun, 1998).
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2.2.2 Outline Graphs
An improvement of grid maps are topological maps which overcome some of the prob-
lems originating from imposing a rigid structure to the environment. Outline graphs
also use depth scans as a landmark model. The environment is represented within a
graph structure G = (V,E). A node contains a depth scan together with the associated
recording pose.
Nodes are linked by edges building routes or more generally a pose relation network (see
section 4.3.1). Memory usage is reduced compared to evidence grids, since scans are only
stored at selected locations. Adjacent scans must have sufficient overlap, so that they can
be aligned consistently forming an ”outline–drawing” of the environment. This method
is used in the systems of Duckett et al. (2002); Bailey and Nebot (2001); Gutmann and
Konolige (1999); Lu and Milios (1997b), among others.
The graph structure contains both, survey and topological knowledge, since every scan
and therefore every node is labelled by the recording pose. In the first line, this reduces
path planning to efficient algorithms from graph theory like e.g. the Dijkstra algorithm
(West, 1996) or search heuristics like the A∗–algorithm (Go¨rz et al., 2000). But the tight
coupling between odometry and map building still remains.
2.2.3 View Graph
The view graph model (Franz et al., 1998a) was derived from psychophysical studies with
human subjects navigating in virtual environments (Gillner and Mallot, 1998). Subjects
perceived routes as sequences of views of certain places, proving that they were able
to perform topological navigation. Extensions of this study included the role of global
landmarks (Steck and Mallot, 1998) and geographical slant (Steck et al., 2003).
Ideas of the view graph model have been implemented on a robot (Franz et al., 1998a),
which was able to perform visual homing. A node contains a snapshot of the environment.
Routes are built as sequences of nodes, each connected to its predecessor. Routes are
extended to circuits by closing loops, using scene based homing. Each node must be
located in the catchment–area of its adjacent nodes in order to guaranty a successful
navigation. This restriction is comparable to the overlapping depth scan constrain in the
outline–graph.
The view graph does not provide survey knowledge. This limitation restricts the agents
movement decisions to already known routes. It further limits the area which can be
represented by the view graph due to the spatial aliasing problem (see section 4.1.1).
Although the view graph itself has no coordinates, it is possible to define a metric on
the node set by means of the geometrical dimension of the graph (Khuller et al., 1996).
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2.2.4 Embedded View Graph
Adding metric relations to the view graph model leads to the embedded view graph
model (Hu¨bner and Mallot, 2002). Metric relations between adjacent places are inte-
grated consistently into a global map yielding global pose estimates (see chapter 4)
similar to the method used for outline–graphs.
The resulting graph is embedded into a three dimensional space accounting for positions
and orientations. It supports topological navigation as well as survey navigation. There
is further no unavoidable coupling between odometry and landmark knowledge. If the
agent has a weak odometry the model falls back to the view graph still able of topological
navigation. Constraints for node locations are relaxed since the combined homing scheme
described in section 2.1.4 could be used to extend adjacent catchment areas.
2.2.5 Hierarchical and Qualitative Models
One class of hierarchical models iteratively reduce the map resolution defining a reso-
lution pyramid. Quadtree decomposition is a common method to adapt the resolution
of evidence grids to the environment. The resolution is reduced by iteratively merging
blocks of four cells with equal probability. For graph maps adjacent nodes are merged into
clusters. Clustering rules could be based on topological features (Mardia et al., 1982)
or for embedded graphs on metric features (Maio et al., 1996). The last approach is
based on the node density in order to optimise six fitness values defining desirable prop-
erties of a cluster. Applications for hierarchical graphs are mainly to increase efficiency
of complex graph problems. Frese and Duckett (2003) propose an improved relaxation
algorithm, based on a resolution hierarchy, speeding up the graph embedding problem
(see also sections 4.4 and 5.1).
A second type of hierarchy includes different – qualitative – levels of spatial knowledge.
A formalisation of this idea is given in the spatial semantic hierarchy (SSH) (Kuipers,
2000; Kuipers and Byun, 1991). The SSH consists of 5 levels. The sensory–level includes
the landmark model. The control–level includes motor programs. The causal–level ab-
stracts sensor–models and motor–commands into concepts like views and actions. The
topological–level stores concepts like places, paths, regions and connectivity. The metric–
level embeds known places into a global reference frame.
A similar approach is proposed by Yeap and Jefferies (1999). Single rooms in an office
environment are modelled as occupancy grids where every room is arranged in its own
local coordinate system, avoiding the problem of large path integration errors. Rooms
are arranged in a graph structure, where edges represent connections between possible
exits.
A different application of qualitative spatial knowledge is given in Freksa et al. (2000).
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Schematic maps3 are proposed as a method for robust localisation, route planning, and
communication with human operators. Qualitative routes, i.e. routes which contain no
metric relations, are derived from schematic maps. Since schematic maps do not neces-
sarily preserve metric relations, route execution has to be based on low level information.
Schematic maps are derived from depth scans by decomposing the environment into con-
vex regions. Convex regions have the special property, that they are fully observable,
assuming that a panoramic sensor is used.
2.2.6 Neural Network Models
The hippocampus is one brain area assumed to be responsible for acquiring spatial
knowledge. Electrophysiological studies have proven the existence of place cells, i.e. cells
which are tuned to a certain location in space referred to as place fields. Many studies
have examined how different spatial variables influence place field properties, especially
the role of landmarks and path integration. However, the hippocampus itself is neither
responsible for path integration nor the location of the spatial memory itself (Ho¨lscher,
2003).
Three classes of place cell models are distinguished in Redish (1999):
1. Local view models. These models propose that place field properties are deter-
mined solely by local views. Information contained in a local view are distances,
egocentric and allocentric bearing (see Redish, 1999, chapter 3). No explicit object
representation is involved.
2. Path integration models. These models propose that place field properties
are determined by local views and path integration, e.g. (Samsonovich and Mc-
Naughton, 1997). The contribution of path integration is mainly founded by the
fact that place fields stay stable in the dark.
3. Associative memory models. These models use internal network dynamics to
explain place field properties. Some of these models propose that the hippocampus
associates local views with movements and is therefore able to predict future views,
allowing path integration from view changes.
A place field represents one location in the environment but it does not contain informa-
tion about the overall structure of the spatial memory (cognitive map). The use of local
views is common to descriptive models and neural network models. Therefore, descrip-
tive models,while based on behavioural studies, could be seen as possible hypothesis for
the establishment of a cognitive map from local views.
3Schematic maps are scaled–down maps with the objective to make the map more readable, like e.g.
public transportation maps.
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In this sense, the view graph model is consistent with local view models, since place
recognition and place learning is based solely on snapshots.
Path integration models are consistent with evidence grids, outline graphs and the em-
bedded view graph. Further assumptions about plausibility can be made by considering
the coupling between map building and the role of metric information. Evidence grids
and outline graphs rely on odometry, i.e. map building is impossible without odometry.
The embedded view graph only extends a topological structure with metric knowledge,
i.e. navigation performance with a corrupted path integrator would become worse, but
not impossible.
Associative memory models are consistent with outline graphs and the embedded view
graph. First because, local views and path integration are used to establish place fields.
Second, because inconsistent spatial information is integrated consistently, e.g. by the
attractor properties of the network (Samsonovich and McNaughton, 1997),(Redish, 1999,
App. A). Another reason for the plausibility of the embedded view graph model, is the
property to predict views from movements, which is the essential prerequisite for a
homing behaviour.
2.3 Summary
This chapter described three local navigation capabilities. Local means, that they all
have a limited range in which they will succeed, and all of them do not need a spatial
memory.
Further, several spatial representations have been described, commonly used in au-
tonomous robots. They have been distinguished among several features, like the sup-
port of survey navigation and topological navigation, coupling of path integration and
landmark information, and the support of higher level concepts.
Spatial knowledge can include a large variety of features which have to be integrated
consistently into a cognitive model. The problem of cue integration, or in technical terms
sensor fusion, is a central issue which could be used to argue for the plausibility of a
cognitive model. Many robotic systems try to solve this problem directly after perception,
i.e. input signals will be transformed into a unique space code. This is true for grid maps
and outline graphs, using distance information as a common data structure.
Neural network models solve the cue integration problem more implicitly, since neural
activity is already a common ”data structure”, i.e. the connectivity of the network is re-
sponsible for the correct interpretation. Considering the place field layer in an attractor
map. Any incoming signal will be interpreted as a place code, irrespective of its source.
Integration of contradicting spatial information is implicitly done by the attractor prop-
erty of the network.
Cognitive map models, like the SSH and the embedded view graph are different from
other descriptive models, since the graph structure allows to store contradicting spatial
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information in the graph without interference. The graph itself does not provide a unique
data structure for the place code, since it just arranges spatial information according
to a neighbourhood relation. The place code is established by the classifier, which tries
to match instantaneous sensor images to stored information. Therefore, a common data
structure is needed for localisation, often modelled by merging probability distributions.
3 Navigation System
This chapter briefly describes technical aspects of the navigation system which has been
implemented in order to realize the concepts of spatial orientation described in the
preceeding chapter. The systems architecture follows a strict object oriented approach,
encapsulating hardware specific details behind an unique interface.
The interface builds the basis for higher level algorithms, such as the homing behavior
or the exploration algorithm. Therefore it becomes possible to apply these algorithms
to different agents acting in different environments without additional effort. It further
guarantees the portability of results from simulations to real robots and vice versa. This
chapter includes only a brief overview of the system architecture mainly focused on
details which directly influence the performance. Additional information, especially a
documented overview of the class hierarchy can be found in appendix B.
3.1 General framework
A full instance of the system consists of three major parts (see figure 3.1): the core system,
an action selection mechanism and the spatial memory module. The system timing is
organized in discrete time steps. The core system is the first part to be executed in a
time cycle. This includes updates of sensor readings and updates of the environment
state, e.g. tracking the agents pose. Afterwards the action selection module is executed,
including possible updates to the spatial memory part.
3.1.1 The core system
The core system consists of three parts: an environment, an agent and a collection of
sensors. The functionality of these modules is defined as follows:
1. The environment class serves as a control instance, used to observe and evaluate
the agents behavior, like tracking the robots pose in world coordinates. Running
the system as a simulation, the environment class contains functionalities which
provide the agent with appropriate sensor images.
2. The two components of an agent are its actuators (motors) and its sensors. The
actuators interface is simplified to translation– and rotation commands. They will
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Figure 3.1: Architecture of the navigation system. The system layout consists of three building
blocks: The core system, the action selection module and the spatial memory module. Black arrows
indicate containment relations between classes, as well as directions of information flow. Gray, dotted
arrows indicate relations which only become active in a simulation. Each block inside the core system
is designed as a base–class hiding a set of different hardware realizations. The action selection module
accesses the core system only through the agents interface, which allows an easy exchange of agents and
environments.
be mapped to the hardware specific commands by derived classes. The agent fur-
ther contains references to the action selection module and provides access to the
spatial memory module.
3. Sensors are roughly organized in three groups. Proximity sensors are commonly
used for obstacle avoidance. Responses are grouped into four categories: front,
back,left,right. On the abstract level each category gives simple binary responses
taking only one of two possible states: on,off. The odometry–class implements the
path integration capabilities of the agent. The return value on the interface level
is the assumed pose vector of the agent. The third group of sensors are used to
collect information about the environment. In combination with odometry, they
build the basis to define the landmark model used for place recognition.
3.1.2 Spatial memory
The spatial memory builds the basis for the orientation capabilities of the agent. It
consists of three components:
1. The landmark model1 contains information which is suitable to identify a place
in the environment. This may include the use of high level processing such as
object recognition as well as low level information as the snapshot model. Beside
1The landmark model is equal to the definition of local views in Redish (1999)
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place identification the landmark model should be suitable to define a guidance
mechanism allowing the agent to return to known places.
2. Associated with the landmark model is a classifier measuring the similarity between
two landmarks. The classifier for the snapshot model is described in the sections
4.4.6 and 4.5.1. If range scans are used similar correlation methods can be applied,
e.g. used in Gutmann and Konolige (1999).
3. Inconsistent landmark information is integrated within the embedded view graph.
A graph node contains one or several landmark instances identifying a place. Metric
relations are included by treating edges as vectors coding distances and orientations
between adjacent places. Global metric relations are included by embedding the
graph structure into a global coordinate system (see chapter 4).
3.1.3 Action selection
The third building block deals with the problem of selecting an appropriate behavior for
a situation - which is often referred to as the problem of action selection. The way how
different navigation strategies are organized mainly influences the overall performance.
If e.g. obstacle avoidance is active it can force the agent far away from its original course.
The action selection module is further responsible for synchronizing the use of exclusive
resources as motor or sensor control.
A common method for organizing behavior in robots is the subsumption architecture
(Brooks, 1986). Here the architecture is realized as an execution stack. Elements of
the stack are instances of behavior classes. As there is no direct connection between
single behavior instances they use the spatial– and the working memory of the agent
for communication. If one element in the stack claims motor or memory control the
execution of all other elements is blocked. A typical setup for an agent searching for a
known location is:
obstacle avoidance → search home → follow a search pattern
3.2 Instances of the navigation system
3.2.1 Khepera in toyhouse arena
The Khepera is a miniature table robot. It has a height of about 15 cm and a diameter
of about 5 cm (see figure 3.2). It is equipped with 8 IR–sensors measuring the distance
to near objects. The threshold for the IR–sensor responses is adjusted so that the on–
signal corresponds to a distance of approximately 1.5 cm to an obstacle. The propulsion
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Figure 3.2: Khepera in toyhouse–
arena. The “real world” for the robot
consists of an arena with a size of
140 × 120 cm2 containing toyhouses as
landmarks. The toyhouses are placed upon
white sockets (4) which can be detected by
the IR–sensors more easily. The robot itself
has a diameter of 5 cm and is equipped with
two LEDs (a red and a green one) on its top
(2). These LEDs are observed by a camera
used for tracking the robots movements. The
robots omnidirectional vision system (3)
consists of a conical mirror mounted above
a camera. Controlling and image processing
is done with a standard Linux–PC, which is
connected via a cable (1) with the robot.
1
2
3 4
consists of two separately controllable step motors. Wheel counters with a resolution of
0.008cm are used for odometry.
The vision system consists of a conical mirror mounted above a camera providing the
agent with an omnidirectional view. The full image is reduced to 72 gray value pixels
which were extracted from the horizon of the low pass filtered image (Franz et al., 1998a).
The environment is an arena with a size of 140× 120cm2 (see figure 3.2) containing toy-
houses as landmarks. The toyhouses are placed upon white sockets making the obstacle
avoidance more reliable. The arena wall is plain white, or in order to provide a richer
visual information, covered with a landscape texture.
A tracking camera is used to observe the arena from above. The Khepera has two LEDs
mounted on its top, a red one and a green one. They are used by the tracking system to
determine the robots pose in world coordinates. The spatial resolution of the tracking
system is approximately 2◦ in orientation and 1cm for positions.
Motor control and image processing is done with a standard Linux–PC. The PC is
connected with the robot through a cable. Some problems are caused by this connection
as the cable covers 15◦ from the panoramic view. Sometimes it is not possible to track
the agents pose, since the cable covers one of the LEDs. It further increases systematic
odometry errors since the robot needs extra force while moving near the arena wall.
3.2.2 Virtual toyhouse arena
The benefits of robotic simulations using virtual environments are almost obvious.
Among others, these are speedup in processing time and a fully controllable environment.
This includes e.g. changes in illumination and the amount of image noise. It is further
possible to create new environments of arbitrary size and with arbitrary landmark dis-
tributions. The simulation is used to study the scalability of the exploration method (see
chapter 5) to environments which exceed the limited size of the toyhouse–arena.
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Figure 3.3: Simulated toyhouse arena. (a) Normal front view of the environment. The grass texture
on the ground is only used for illustration purposes. It can not be seen from rays reflected by the mirror
when observed from underneath. The image shows an example with a textured arena wall. The same
texture has been printed and put onto the real arena wall. Right to the center of the image is the
simulated conical mirror consisting of 72 reflective polygons. (b) Panoramic view rendered as seen from
underneath the mirror. The dashed black line shows the horizon of the image, from where the snapshot
is extracted.
The virtual environment is created with the “Crystal Space” render engine2.An advan-
tage of this render engine is the possibility to generate reflecting polygons in real time
using so called ”portals” (see section 3.3.1). The conical mirror is approximated with
72 polygons, one for every pixel in a snapshot. Figure 3.3(a) shows a normal forward
view of the virtual environment. Figure 3.3(b) shows the omnidirectional view, rendered
from underneath the conical mirror. The virtual agent has the same dimensions as the
Khepera.
The simulation runs in parallel on a two processor system. One process handles the
graphics generation, the other process runs the navigation system. Both processes com-
municate via shared memory. The hardware frame grabber used in the robotic system
has been replaced by a method which fetches the rendered images directly from the
X–server. This setup makes it possible to use the same classes for image processing in
the robotic system and the simulation.
The main question is whether results obtained in the simulation can be compared to
the robotic system, especially as the simulation will be used later to investigate the
upscaling of algorithms to larger environments. The virtual toyhouse–arena is a realistic
copy of the real toyhouse arena. The front views of the toyhouses have been digitized
with a standard scanner and used as texture maps for the 3D–models. Metric relations
and dimensions as well as illumination are similar to normal conditions. Only the image
contrast is better compared to images recorded with the robots camera.
2The crystal space engine is an open source project, freely available under the GPL.
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Figure 3.4: Discrete sampled toyhouse en-
vironment. Snapshots have been recorded on
evenly spaced positions placed on a grid (blue
dots). For the toyhouse arena a grid distance
of 2.5cm has been used, resulting in an image
database containing 1250 snapshots together
with their recording poses. The figure shows a
topview of the toyhouse arena with each record-
ing position. Blank areas around the houses and
the arena wall could not be reached by the robot
due to activated obstacle avoidance or unreliable
measures from the tracking system. 0 20 40 60 80 100 120 1400
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A second test environment has been build. It just contains colored boxes without texture
maps. Four big black boxes have been placed in every corner. This increases the homing
capabilities of the agent, since these boxes ensure a unique view at each location. The
ideal properties of this environment can be used to determine the principal limitations
of the navigation system.
3.2.3 Discrete sampled environment
Both environments – the toyhouse–arena and the virtual–toyhouse–arena – have been
sampled discreetly in order to build two image databases. The databases are used to
verify the portability of simulation results (see section 3.3), for oﬄine calculations, and
as a basis for a fast simulation.
Snapshots have been recorded at positions placed on a grid raster (see figure 3.4). A
database contains the snapshots together with their recording poses. The grid space for
the real and the virtual–toyhouse arena was 2.5 cm. The resulting databases contain
1250 snapshots each.
Although the vr–simulation is already faster than the robot implementation and the
application of a two processor system further speeds up calculation time, the simulation
is still not suitably for long runs like e.g. the mapping of large environments. The com-
munication channel (shared memory) behaves like a bottle neck where image generation,
frame grabbing, and control of the navigation system has to be synchronized.
Therefore, another simulation has been built upon the databases. Views at arbitrary
poses are calculated by a two phase interpolation method. First a snapshot with respect
to the desired position is calculated. The four nearest snapshots were selected from the
database and rotated to a common orientation. The snapshot, according to the position,
is calculated from the four neighbor snapshots by bi–linear interpolation.
In a second step the interpolated snapshot is rotated to the desired orientation. This is
again done by interpolating between single pixels in order to achieve subpixel precision
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within a rotation. Artifacts, resulting from pixel interpolation are comparable to effects
occurring during rotations of the real robot, since each pixel of a snapshot results from
averaging over small areas in the input image. During rotation, smooth gray value shifts
can occur, especially if the robot changes its orientation between areas with high intensity
differences.
Together with the image database a topview map of the environment is stored. Obstacles
are represented as polygons (see figure 3.4). They are used to simulate a simple model
of the IR–sensors. Each sensor consists of a set of rays. The length of each ray decreases
with respect to the tuning direction of the sensor. The IR–sensors are adjusted to the
response of the Khepera, i.e. the threshold is exceeded if the agent gets closer than 1.5 cm
to an obstacle.
Calculation times for image generation are further speed up by applying a raytracing
algorithm, ignoring snapshots in the image database. Therefore, each side of an obstacle
has an assigned reflectance value, also stored in the topview map. This method is used
to build environments which are much larger than the toyhouse arena. One environment
generated with this method has a size of 9m2 and was used to test the agents performance
in larger environments (see chapter 5). Obstacle avoidance and odometry is equivalent
to the database or the robot implementation.
3.2.4 Graph environment
A much more abstract view of an environment is that of a roadmap, like e.g. used in
psychophysical experiments. Such an environment consists of streets and junctions. Sub-
jects can only perform forward translations along streets. Rotations are also determined
by the street layout, i.e. the agent has only the possibility to choose a new direction to
adjacent nodes.
A similar environment has been build for the robot. The environment is modeled as a
graph structure Ge = (Ve, Ee), equal to the spatial memory. It is assumed that each
place – once learned – can be uniquely recognized by the agent. The landmark–model
consists of lables uniquely describing a place together with a list of adjacent places, i.e.
the agent is able to perceive distant places along an edge. Metric relations are collected
while moving from one place to another by path integration.
Path integration errors in the graph environment are different to path integration in
freely moving agents. Normally the real world location differs from the assumed location,
since the agent is not able to move along the desired path. In the graph world the agent
moves exactly along the edges but it is not able to measure the metric relations properly.
3.3. Properties of the robot simulation 22
  
 
 
P
R
P’ α
hρ
d’
V
(a) Schematic frontview.
∆φ
R
Dr
d
ξ VP’ l
(b) Schematic topview.
Figure 3.5: Artifacts caused by the polygon mirror. These figures show schematic sections of the
conical mirror. The red circle is the real cone which is approximated by a set of triangles, appearing as
a polygon in the topview (b). The viewing frustum is defined by the virtual camera nodal point P
′
, the
cones opening angle (2ρ),the length of the generating surface (h) and the length of the top edge of a
polygon (l). The set of virtual camera nodal points for the whole cone are located on a circle (dashed
red circle). Artifacts are caused by the ”blind angle” (gray area), since the nodal point for the viewing
frustum (V) must be located in the center of the cone in order to render a full 360◦ view (Stu¨rzl et al.,
2001).
3.3 Properties of the robot simulation
The robot simulation should be able to make realistic predictions for hardware im-
plementations. In this section two features of the simulation are compared to results
obtained in the toyhouse–arena. The first one deals with artifacts generated by approx-
imating the cone mirror with reflecting polygons. The second one examines the size
of catchment–areas in both environments, since the simulation should not lead to over
realistic behavioral performances.
The major differences between the simulation and the hardware implementation can be
found in the properties of both systems. Properties of the real environment are:
• Lightning conditions during building the database can vary.
• Images have lower contrast compared to the simulation.
• The accuracy of pose estimates can vary due to the tracking system.
• The ”blind spot” caused by the communication cable has to be handled.
Properties of the virtual environment are:
23 3. Navigation System
(a) Liv–map of the toyhouse–arena (b) Liv–map of the virtual toyhouse–arena
Figure 3.6: Local image variation maps. Both figures show the local image variation (liv) maps
of the toyhouse–arena (a) and its virtual counterpart (b). The image variation increases near obstacles
and decreases in open space. The large difference in amplitude can be explained with the ”ideal” image
contrast of the artifical images (Stu¨rzl et al., 2001).
• The virtual toyhouses consist of flat surfaces, i.e. no shadows.
• Differences between the simulated mirror and the real cone.
3.3.1 Polygon mirror
Figure 3.5(b) shows a schematic drawing of a horizontal section through the conical
polygon mirror. In order to calculate the mirrored image the render engine defines a
viewing frustum from behind a polygon and renders the scene as seen through this
frustum. The resulting image is used as a texture map for the reflecting polygon. The
viewing frustum is defined by the virtual camera nodal point P
′
, the cones opening angle
(ρ),the length of the generating surface (h), and the length of the top edge of a polygon
l = 2R sin( π
N
) = 2R sin(∆φ
2
).
In order to achieve the same image as the real mirror cone would show, the virtual nodal
point (P
′
) must be located in the center of the cone, i.e. on the red axis in figure 3.5(a).
The only way to move P
′
onto the center axis is to reduce the distance between the
camera and the cone tip (d
′
). This is not possible, since the only way to bring P
′
on the
axis is to move P exactly to the cone tip, i.e. d
′ ≈ 0 and P ≈ P ′.
Increasing the the number of polygon faces could reduce artifacts but it is not possible
to remove them. This can be seen by looking at the angle relations: D tan ∆φ
2
= d tan ξ
2
and ∆φ = 2π
N
where N is the number of polygons. It follows:
lim
N→∞
tan
(
1
2
ξ(N)
)
tan
(
1
2
∆φ(N)
) = lim
N→∞
ξ(N)
∆φ(N)
= lim
N→∞
D
d
=
R
r +R
= const < 1 (3.1)
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(a) Real environment (b) Virtual environment.
Figure 3.7: Catchment area in simulated and real environment. Figures (a) and (b) show the
vector field and the catchment–area for the central point as a home location. Both catchment–areas
have comparable sizes and shapes. (Stu¨rzl et al., 2001)
It can be seen from equation (3.1) that the proportion only depends on the distances
of point P
′
and V from the viewing plane. It is therefore constant for any number of
polygons used. Increasing the number of polygons minimizes local errors in the images,
but the total summed error stays constant. Intuitively it seems a good compromise
between accuracy and speed to take as many polygons as pixels used for a snapshot.
3.3.2 Local image variation
The amount of image variation with respect to movements of the agent mainly deter-
mines the exploration algorithm especially the density of nodes (see chapter 5) and the
performance of the visual homing algorithm (see section 4.4.7). The image variation at
a location (x, y) is defined by:
liv2(x, y) = det ĝ(x, y) =
∣∣∣∣ I2x IxIyIxIy I2y
∣∣∣∣ with Ix = ∂I(x, y)∂x , Iy = ∂I(x, y)∂y (3.2)
Equation (3.2) has been evaluated for both image databases. Three neighbors are selected
for a given grid position (x,y) with ∆x = ∆y = 2.5cm. Figure 3.6(a) and 3.6(b) shows
the resulting liv–maps. Both maps have qualitatively equivalent properties. The image
variation increases near obstacles and decreases in open space. The large difference in
absolute values can be explained with the ”ideal” contrast of the artifical images, where
pixels values cover the whole range.
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3.3.3 Behavioral properties
Performance of the visual homing method is a crucial point for the map building capa-
bilities of the agent. One measure for the homing performance is the size of a catchment–
area. Figure 3.7(a) and 3.7(b) show the vector field and the catchment–area with the
central point as the home location. Again, calculations are done on the grid raster of
both databases. The catchment–area in the virtual environment is slightly larger. This
could again be explained with the optimal image properties. Nevertheless, size and shape
of a catchment–area is mainly determined by the landmark configuration since it is not
possible to make predictions about views which are occluded by obstacles. This explains
why the catchment area in the virtual world is not unproportional enlarged compared
to the real arena. Overall, the simulation is capable to predict results in the real–world
and vice versa.
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4 Autonomous map building
4.1 Handling uncertainty
Handling uncertain spatial information is a central issue for every autonomous naviga-
tion system. Solutions to the problem are often taken from biological examples. The
robust navigation skills of some animals are mainly a result of two factors. First, sev-
eral different navigation strategies are combined in order to manage a large variety of
situations. Second, navigation strategies and the morphology of sensors and actuators
are products of an adaptation process, fitting navigation skills to special environmen-
tal features (see e.g. Maes, 1995; Pfeifer, 2000; Floreano and Mondada, 1996). On the
other side, most of these highly specialised navigation skills may probably fail under
unfamiliar circumstances. Therefore, it seems quite intuitive, that it is not possible to
design an artifical system that can achieve spatial knowledge with absolute certainty
under arbitrary circumstances.
In the field of robotics two general strategies are used to cope with uncertain spatial
information. The first one is to keep measurement errors low, like e.g. by combining
independent sensor channels (sensor fusion), or by using sensor models which could be
adapted to the task. The second approach is to incorporate measures of uncertainty into
the spatial representation, like e.g. fuzzy graphs, probability distributions in occupancy
grids, or the co–variance matrix for the embedded view graph (see section 4.4.4). This
seems quite promising, as uncertainty can not be avoided totally. Further, minimising
uncertainty is an optimality criterion, guiding exploration. Explicit uncertainty measures
can e.g. be used to calculate the risk of getting lost along different routes or to choose
the most confidential of several different information channels.
Uncertainty affects the task of autonomous map building in three different ways: Spatial
aliasing, error accumulation during path integration, and unpredictable dynamics in the
environment. Each source of uncertainty needs its own solution. The following sections
outline the relation between uncertainty and the view graph model, as well as strategies
to overcome some of the problems.
4.1.1 Spatial aliasing
Spatial, or perceptual aliasing is the problem of similar sensor images occurring at dif-
ferent locations. Due to this problem, a place recognition system is able to determine the
27
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Figure 4.1: Image similarity below
threshold. Shown are three areas in which
the agent beliefs to be close enough to the
recording location (red dots) in order to start
the visual homing procedure. This area is de-
fined as the “homing range” of a snapshot.
The shape of the homing range is determined
through the image classifier. In some cases
(gray area) spatial aliasing breaks the hom-
ing range into several unconnected regions,
prohibiting a growth of the map or corrupt-
ing the neighbourhood relation.
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instantaneous location only up to a set of several plausible alternatives. This set could
be enclosed by generating expectations and matching them against the perceived sensor
image. Such a method is e.g. used in particle filter systems (Thrun et al., 2001, 2000;
Fox et al., 2001; Thrun et al., 2002b), which propagate a probability distribution over
the state space till a unique decision can be made.
The place recognition system is not only used to determine the similarity between two
snapshots. It is further responsible for the decision whether a known location is in vicin-
ity, and whether a homing trial may succeed. In other words, the main purpose of the
image classifier is to determine if the agent is located inside or outside the catchment
area of a possible home location. The area where the image classifier gives a positive
result is referred to as the ”homing range” of a snapshot.
The catchment area of a snapshot always forms a closed region, although size and shape
of different catchment areas can vary depending on the environment. On the other side, a
homing range is not guaranteed to cover a closed area, due to the spatial aliasing problem.
Figure 4.1 illustrates this problem for snapshots recorded at three different locations1.
It can be seen, that the homing ranges – especially the gray one – are not necessarily
connected nor spatially unique. Moreover, a homing range is also not guaranteed to be
a subset of the catchment area.
This has several implications on the navigation performance, especially on two frequently
occurring situations: self–localisation on an existing map and closing a loop during ex-
ploration. Assuming the agent is located inside the gray area in the upper right corner.
The place recognition system predicts to be at a location close to the original recording
position. A homing trial should guide the agent back inside the gray area in the upper
left corner.
Now two things can happen. First, the place recognition system signals a success mis-
leading the agent to a nearby local minima in the image space. The result is a false
1The areas are calculated using the image classifier described in section 4.5.1.
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localisation on the map, or a corrupted neighbourhood relation in the graph structure.
Second, the homing fails. In this case the agent tries to re–localise on its map in order
to extend the map into unknown areas. As a consequence the map cannot grow beyond
the upper right corner, as long as the environment is static and the behaviour of the
agent is deterministic. This is a major limitation of the view graph approach already
described in Franz et al. (1998a).
Spatial aliasing is not only caused by the low image resolution. The problem can not be
eliminated totally, as long as visual snapshots are the only information for place recogni-
tion. In principle, it is possible to lower this problem by combining several independent
information channels, or by increasing the image resolution.
A more natural way to extend the view graph is to supplement the snapshots with metric
relations. In this work two methods are used. First, panoramic snapshots become oriented
by labelling the snapshots with the global recording direction. This will lower the spatial
aliasing problem, as will be shown in the sections 4.5.1 and 4.6.2. And second, snapshots
will be labelled with their global recording positions. Depending on the certainty of
position estimates, this will remove the spatial aliasing problem (see section 4.4.6).
4.1.2 Error accumulation
Good position estimates can be the solution to the spatial aliasing problem. There are
several possibilities to derive metric relations, like e.g. matching depth scans (e.g. Lu
and Milios, 1997b), or optic flow methods (e.g. Dahmen et al., 1997; ten Hagen and
Kro¨se, 2002a). Nevertheless, the most popular method is odometry calculated directly
from wheel encoders. Although this method is very cheap and easy to implement, mea-
surement errors accumulate over the duration of movements.
Systematic and random odometry errors evolve for different reasons. Reasons for sys-
tematic errors can commonly be found in the mechanics of the robot. The Khepera
uses a two wheel drive, where odometry is calculated with the help of rotation counters.
Following the article of Borenstein and Feng (1996) systematic errors have three major
reasons: a poorly estimated wheel base, poorly estimated wheel radii, and unequal wheel
radii. Influences of these errors are reduced significantly by applying the proposed cali-
bration method2. The communication cable is further responsible for systematic errors,
since the robot needs extra force to move near the arena wall. As the calibration method
was able to remove systematic errors, they will not be considered further.
Random errors are caused by uncontrollable influences of the environment like e.g. bumps
or gaps in the floor. Modelling these uncertainties is equal to calculate a probability
distribution explicitly representing the amount of uncertainty about the instantaneous
position. Path integration is then extended to an error propagation method, like e.g.
the extended Kalman–filter (e.g. Schutter et al., 1999; Lefebvre et al., 2003; ten Hagen
2Details of the calibration method and results from the khepera odometry are given in appendix B.1
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and Kro¨se, 2002b). Nevertheless, error accumulation can only be avoided by regularly
recalibrating the path integrator.
One goal is to keep path integration errors as low as possible and to further represent the
remaining uncertainty explicitly in the spatial representation, i.e. to store the according
co–variance matrix for every position estimate. Overall, the amount of uncertainty about
a location is a key feature, which can be used e.g. to guide exploration (Whaite and
Ferrie, 1994) or path planning.
4.1.3 Dynamics in the environment
The toyhouse environment provides the Khepera with information that is stable over
time. Unexpected changes are only caused by noise. Compared to populated indoor
environments, or even worse, compared to natural outdoor scenes, the toyhouse–arena
is an idealised model, leaving out many constraints a natural environment will put onto
an autonomous navigation system.
The place recognition system has to deal with several dynamics in the environment,
listed here according to their duration of influence.
1. Short term. These are effects caused by sensor noise, modelled commonly as
gaussian noise, or, events occurring fast enough to generate only peaks (point noise)
in the sensor image. These effects can be compensated by applying appropriate
filters, e.g. temporal low pass filters. It is further possible to bridge short time
intervals by path integration like e.g. moving in the dark.
2. Mid term. These are effects caused e.g. by changes in illumination during daytime
or people occluding portions of the field of view. Changes in illumination can be
compensated by an appropriate landmark model, e.g. disparity maps (e.g. Porta
et al.) or combinations of depth scans and visual snapshots (Stu¨rzl, 2003). The
problem of populated environments has been addressed in several systems (e.g.
Fox et al., 1999, 1998; Thrun et al., 2000; Ha¨hnel et al., 2003; Schulz et al., 2003),
either relying on maps learned in unpopulated environments, or trying to actively
track persons, which move in vicinity of the robot.
3. Long term. These are effects caused by changes which could normally not be
observed directly by the agent, like e.g. changing or vanishing landmarks, e.g.
houses which have been pulled down.
Although these problems are not in the direct scope of this work, they are nevertheless
related to a robust mapping method. Path integration could also be used to solve this
problem, since many changes do not render a snapshot totally useless. In Zeil et al. (2003)
the catchment area of panoramic snapshot has been recorded over a day. Although the
absolute image similarity changes over the day, the recording location could still be
identified by a local minima. Therefore, path integration could be used to enclose the
area where a minimum is expected, ignoring the absolute value of an image match.
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4.2 Odometry
Uncertainty in a probabilistic framework defines the agents instantaneous state by a
probability distribution over the, normally continuous state space. A common method
to model changes in the state over time are Markov chains. Markov chains make the
assumption that the probability of the instantaneous state (Pt) depends only on the
previous state (Pt−1) and a transition function (Tt), i.e. p(Pt|Tt,Pt−1).
The state of the robots path integrator is defined by the pose vector Pt = (xt, yt, φt)
⊤
describing the robots position and heading at time t. One possibility to track the pose
vector over time is to apply an extended Kalman filter (EKF)(e.g. Schutter et al., 1999;
Lefebvre et al., 2003; ten Hagen and Kro¨se, 2002b). The EKF makes use of a linearised
transition function, imposing the assumption of small errors on the path integrator. A
more universal approach are particle filters3(e.g. Fox et al., 2001; Thrun et al., 2002b),
which sample the a posteriori distribution using monte carlo methods (Press et al., 1999).
At the cost of high computational complexity, particle filters are applicable to arbitrary
density functions.
The probability p(Pt|Tt,Pt−1) is commonly referred to as the motion model, because
state changes of a mobile robot are normally caused by motion. As the outcome of a
transition is non–deterministic and not accessible by the agent it is necessary to mea-
sure the a posteriori probability after a state change, i.e. to make an estimation about
p(P˜t|Pt), with P˜t to be the “belive–state”. Calculation of this probability is usually
called the measurement model. The following two sections describe definitions of the
motion model and the measurement model, which are used here to simulate special
characteristics of the Khepera robot.
4.2.1 Motion model
Movement commands the Khepera receives consist of two counter states, one for each
wheel. Each counter step corresponds to a wheel translation of ∆l = 0.008 cm. Hence,
a translation of lcm has to be carried out in n = l
∆l
steps; a rotation of ϕ◦ has to be
carried out in n = φd
2∆l
steps, where d is the wheel distance. If the robot is able to carry
out a command without interruption, it is assumed that it was able to reach the desired
target location. If it is interrupted, e.g. by hitting an obstacle, the instantaneous counter
states are used to update the path integrator.
The existence of systematic errors caused by a wrong wheel distance or badly estimated
wheel diameters have already been excluded in section 4.1.2. The motion model assumes
that the total error after a translation or rotation is the result of small errors, affecting
each of the unit steps. During a translation each unit step is disturbed by a small error
in orientation (∆ϕ) and a small error in the total length (∆η). During a rotation each
3Also often referred to as monte–carlo localisation methods (MCL).
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unit step is affected only by an orientation error (∆ζ), accounting for the robots ability
to turn almost perfectly on the spot, which is certainly true on the plain floor of the
toyhouse–arena.
The state of the path integrator at time step t is defined by a pose vector:
Pt = (xt, yt, φt)
⊤ (4.1)
together with the associated co–variance matrix Ct ∈ IR3×3, measuring the uncertainty.
State transition functions for a translation of l cm or a rotation of ϕ◦ are given by:
Pt+1 = Pt +R(φt)E
tr(l, ǫtr) or Pt+1 = Pt +R(φt)E
ro(ϕ, ǫro) (4.2)
R(φt) is a homogenous rotation matrix, forcing each translation vector into the instan-
taneous driving direction. Both transition functions are defined as:
Etr(l, ǫtr) = l+ǫtr =
 l0
0
+
ǫtrxǫtry
ǫtrφ
 and Er(ϕ, ǫro) = ϕ+ǫro =
00
ϕ
+
ǫroxǫroy
ǫroφ
 (4.3)
The vectors ǫtr and ǫro are random vectors, drawn from normal distributions with zero
mean. The according variances (σ2ϕ, σ
2
η , σ
2
ζ ) are the model parameters, which are further
assumed to be known by the agent4. At each time step a new random vector is chosen
independent from the previous one. Therefore, the motion model fulfils the Markov
condition.
The position part in the rotation vector (ǫrox and ǫ
ro
y ) is only mentioned here for com-
pleteness. These errors could be used to model small displacements during a rotation,
caused e.g. by an uneven floor. They are set to zero throughout the following work.
4.2.2 Measurement model
The purpose of the measurement model is to update the belief state, making an estima-
tion about the probability distribution generated by the motion model. Since the micro
step errors propagate through the duration of a translation or a rotation, one could
expect the total error to be proportional to the number of steps.
First order error propagation for a single translation of l cm, starting at P0, gives an
expectation value of 〈Pn〉 = (l, 0, 0)⊤ and a co–variance5 of:
Ctr(l) :=
1
∆l
 σ2ηl 23σ2δ l3 14σ2δ l22
3
σ2δ l
3 1
3
σ2δ l
3 1
2
σ2δ l
2
1
4
σ2δ l
2 1
2
σ2δ l
2 σ2δ l
 =
 τ 2x l τxyl2 τxφl2τxyl2 τ 2y l3 τyφl2
τxφl
2 τyφl
2 τ 2φ l
 (4.4)
4Generally these parameters have to be estimated by the agent. In Duckett et al. (2002) an algorithm
is described which calculates estimates of the uncertainty parameters after applying an optimisation
method similar to that described in section 4.4.1
5see Appendix A.3.3 for a detailed calculation.
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The expectation value after a rotation is 〈Pn〉 = (0, 0, ϕ)⊤ and the co–variance:
Cro(3, 3) = σ2ϕ =
d
2∆l
σ2ζϕ = ρφϕ and C
ro(i, j) = 0 i, j 6= 3 (4.5)
Arbitrary trajectories of the robot are approximated by a sequence of translations and
rotations: S = {l0, ϕ0, . . . , lt, ϕt}. The expectation value of the path integrator after the
sequence is:
〈xt〉 = x0+
t∑
i=1
li cos 〈φi〉 , 〈yt〉 = y0+
t∑
i=1
li sin 〈φi〉 and 〈φt〉 = φ0+
t∑
i=1
ϕi (4.6)
The co–variances are approximated iteratively over S:
Ct =MpCt−1M⊤p +MrC
tr/roM⊤r (4.7)
Mp is the Jacobian of the state transition function (4.2) with respect to the position
estimates. Mr is the Jacobian of (4.2) with respect to the random errors. A detailed
derivation of the measurement model is given in appendix A.3.
4.2.3 Is the gaussian assumption valid ?
The measurement model treats the belief state as a normal distribution. Although this
is true for the motion parameters, this is no longer valid for the propagated distribution
(see equation 4.6 and 4.7). A common argument to justify the use of normal distributions
is the ”central limit theorem”, saying that a sum of random variables converges towards
a normal distribution, although this may require infinite many iterations.
In order to clarify whether a normal distribution is an appropriate model for path in-
tegration the kurtosis value of several model parameters has been approximated with
a monte–carlo–method. The kurtosis value is a measure of non–gaussianity. The multi-
variate form (Mardia et al., 1982) of kurtosis is defined as:
γ =
1
n
n∑
i=1
[(xi − 〈x〉)⊤C−1(xi − 〈x〉)]2 − d(d+ 2) (4.8)
Equation (4.8) compares the fourth moment of a normal distribution to the sampled
distribution. The number of samples is given by n; d is the dimension of a sample
vector. As the heading problem is treated separately in section 4.5.2, d equals two. A
value of γ ≈ 0 indicates that the samples are normally distributed. Parameters for the
simulation are adjusted to the dimensions of the Khepera, after the robots odometry
was calibrated: ∆l = 0.008cm, ∆ϕ = 0.172◦.
Figures 4.2(a), 4.2(b), and 4.2(c) show results from a monte–carlo–simulation, sampling
the a posteriori distribution for different model values. The agent moved in sequences of
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a 25cm translation always followed by a 45◦ turn. Figure 4.2(d) shows results where the
agent made several translations and rotations. The parameters are equivalent to 4.2(c).
The kurtosis value has been halved from 4.2(c) to 4.2(d), as a consequence of several
translations and rotations.
Samples taken from a path integrator which has only a drift error, are located on a
circle segment. Hence a bad proportion between the heading and the translation errors
is responsible for violating the gauss assumption. Under normal conditions it can be
assumed that the gauss assumption is valid, especially if the trajectory consist of many
rotations.
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(a) ση= 0.0224, σϕ= 0.0, σζ= 0.0. Simulation of
an agent equipped with in ideal compass. The
distribution of the end location is gaussian
as can be seen from the low kurtosis value:
γ= 0.0648489
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(b) ση= 0.0224, σϕ= 0.01, σζ= 0.01. Simula-
tion of a path integrator with an appropriate
proportion of drift and length error, so the dis-
tribution is still gaussian: γ= 0.212639
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(c) ση= 0.0224, σϕ= 0.032, σζ= 0.032. Here
the proportion of heading and length error is
worse, which causes the distribution to deviate
significantly from a normal one: γ= 3.6131
−40 −20 0 20 40 60 80
−20
−10
0
10
20
30
40
50
60
70
80
(d) ση= 0.0224, σϕ= 0.032, σζ= 0.032. Two
more segments have been added to the path of
figure (c). Although the proportion of heading
and length error is bad, the kurtosis value im-
proves already after a few steps: γ= 1.36062
Figure 4.2: Monte–Carlo simulation of different motion parameters. The kurtosis value of
different parameter sets is estimated in order to test whether the resulting distribution is gaussian or
not. It can be seen that the gaussian shape of the distribution mainly depends on the proportion of
length (∆η) and heading (∆ϕ,∆ζ) errors. The kurtosis value is always calculated for the end point of
a trajectory. Error ellipses (red) are calculated from the estimation model. Green curves show example
trajectories, the blue curve shows the expectation value.
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4.3 Embedded view graph
In the view graph model each node characterises one place in the environment identified
by a snapshot, i.e. a one dimensional panoramic image capturing the surrounding land-
mark configuration. The view graph is embedded into the image space by a mapping
fv : V → IR72, determined by the exploration strategy. Self localisation is equivalent
to determination the inverse mapping f−1v : IR
72 → V . As the image space contains
singularities (Franz et al., 1998a) this mapping is not unique, i.e. the inverse is defined
only locally, which causes the already discussed problem of spatial aliasing (see section
4.1.1). Increasing the image resolution may however increase the local area where the
inverse can be calculated. Nevertheless, the mapping stays globally un–invertible.
A straight forward extension of the view graph model is to supplement visual information
with metric knowledge. The state space of the agent is extended to St = (It, xt, yt, φt, Ct)
with Ct ∈ IR3×3 to be the co–variance matrix measuring the poses uncertainty. The
graph is again embedded into the state space by the exploration strategy: fm : V → IR75.
Calculation of globally consistent position (xt, yt) and heading (φt) estimates are treated
separately in the following sections.
4.3.1 Pose relation network
Figure 4.3: Generalising from
path integration to pose rela-
tion networks. The agents path
integrator measures poses where
snapshots have been taken (blue dots)
and uncertainties (dashed ellipses)
along a trajectory (dashed curve).
Path integration is generalised to
a pose relation network by adding
additional links (dashed red lines),
i.e. to close loops between known
places. Estimated pose relations along
new edges (red arrows) may lead to
inconsistent pose estimates for several
nodes.
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During exploration the agent moves along arbitrary trajectories taking snapshots at
certain intervals. Path integration is used to determine the global recording pose of a
snapshot. If the agent is capable of closing loops between known places, it becomes
possible to generalise from path integration to a pose relation network (illustrated in
figure 4.3).
Graph edges flatten the curved trajectory to pose relations, i.e. to the relative pose
change between two nodes: ∆P(i,j)∈E = Pj − Pi. The pose of a target node (k) in the
reference frame of a start node (s) is calculated by vector summation taken over a route
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R = {s, r1, . . . , rn, k} connecting both nodes: Pk = ∆Ps,r1 + ∆Pr1,r2 + . . . + ∆Prn,k. In
this case errors accumulate equivalent to common path integration.
Inconsistencies, caused by graph circuits, occur if the global pose of a node should be
calculated. Each alternative route, leading from the reference node to the target node,
makes a different prediction of the target pose. These inconsistencies give the possibility
to apply an optimisation method in order to correct estimation errors.
Commonly, a special node is selected as the origin of an allocentric reference frame in
which all nodes should be arranged consistently. The physical location of the reference
node is arbitrary, so here it is set simply to: Ps = (0, 0, 0)
⊤. As the reference node is fixed
and arbitrary it has no uncertainty (Cs = 0), but it cannot be reached with arbitrary
accuracy. An alternative would be to choose a reference frame which is anchored in the
environment (geocentric) or to arrange the whole map according the instantaneous pose,
i.e. to apply an ego–centric coding.
A major difference between recent graph embedding approaches is the extraction of pose
relations from sensor images. Pose relations for this purpose can for example be inferred
from matching overlapping depth scans (Lu and Milios, 1997b) or directly from images
(ten Hagen and Kro¨se, 2002a). As these pose relations rely on external cues, with an
uncertainty mainly independent from the agents history, they are called “strong”. On
the opposite, pose relations based on odometry are called “weak”, since odometry needs
external information to be error bounded. The following sections introduce two types of
pose relations, both based on the agents homing ability.
4.3.2 Pose relations from active homing
Ps
Pk
d
d
α
φ
α+pi
Figure 4.4: Closing a loop with ac-
tive homing. The metric home vec-
tor (red arrow) is calculated from the
mean pose of the source node (Ps) and
the mean pose of the target node (Pk).
Since the agents real–world–location is
unknown the resulting trajectory (dashed
red vector) is different from the intended
homing vector. The gap between the end
location and the target place is covered by
the visual homing procedure(dashed blue
line).
A possible method to close a loop under uncertainty is to use the homing ability of
the agent. The metric homing vector hm(Ps,Pk) = (d(Ps,Pk), ρ(Ps,Pk)) can easily be
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calculated from the assumed pose of the target node Pt, the pose of the source node Ps,
and the instantaneous heading (φt):
ρ = π − arctan( ys − yt
xs − xt ) + φs and d =
√
(xs − xt)2 + (ys − yt)2 (4.9)
The homing vector is affected by three different types of uncertainty. First, uncertain-
ties of the pose estimates will propagate to the derived homing vector. The amount of
uncertainty is again approximated by first order error estimation:
Chome =
(
σ2ρ σρd
σρd σ
2
d
)
≈ (∇h)⊤C (∇h) (4.10)
where ∇h ∈ IR5×2 is the Jacobian of equation (4.9), and Ct ∈ IR5×5 is the co–variance
matrix for Pt and Ps. If the graph is a chain (or tree), and if further Pt and Ps are suffi-
ciently separated in terms of the graph distance they can be assumed to be independent.
Otherwise, the global co–variance for the whole map has to be determined (see section
4.4.4).
Further uncertainty results from the agents inability to follow precisely the calculated
homing vector. The resulting uncertainty from equation (4.10) has to be combined with
the measurement model described in equation (4.7). As the agents real location is only
known up to the probability distribution of the start node, as well as the real world
location of the target node is not known exactly, the metric homing scheme results in a
course which can deviate significantly from the desired one.
In order to compensate these shortcomings, the homing scheme consists of two parts.
After the agent has reached the location predicted by the metric homing vector the
perceived snapshot is compared to the stored home snapshot. If both images differ sig-
nificantly6 the visual homing procedure is activated, guiding the agent closer to the real
home location. If the homing trial succeeds, the relative pose change is measured again
by odometry, integrated over the visual and the metric homing trajectory.
This combined homing scheme is successful if the metric vector is precise enough to
guide the agent into the catchment area of the target location. Closing the gap by visual
homing introduces a third kind of uncertainty, since the visual homing scheme has a
limited spatial accuracy. The accuracy depends on the sampling method, the image
contrast, and the landmark distribution (see section 4.4.7). A second weakness lies in
the fact that odometry measurements over a curved trajectory are much worse than
moving along a straight line.
Desert ants seem to use a similar homing scheme in order to return to their nest. First,
they rely on path integration, mostly ignoring visual stimuli. Only after the metric
homing method has failed, they start with a visual homing trial. If this although fails,
they move in a random search pattern (Wehner et al., 1996; Wehner and Srinivasan,
6Calculation of the visual place recognition is described in section 4.5.1
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1981). The erroneous homing vector in figure 4.4 is parallel to the intended course only
in case the agent is able to determine its global orientation (φ) correctly.
Estimation of global uncertainties give a possible hint for the expected success of a hom-
ing trial. Closing a gap between two points which are already known quite well, will most
probably succeed. On the other side, the new measurement is less informative. There-
fore it seems more advantageous to close gaps with a higher uncertainty, although this
means to take the risk of getting lost. The new measurement contains more information,
minimising the global entropy faster than other links (Whaite and Ferrie, 1994).
4.3.3 Pose relations from passive homing
d a
odo
d a
odo
d a
odo
d ab
vis
d b
odo
d b
odo
ρ abvis
b
Figure 4.5: Inferring pose relations from
snapshot matching. The visual homing vector
P visa→b = (ρ
vis, dvis) is used as a first estimate of
the pose relation between node a and b without
actively moving. In order to scale odometry and
visual pose relations to the same order of magni-
tude, the typical landmark distance is adapted
to pose relations already measured by odometry
(dodoa , d
odo
b ).
Adding circuits based on the homing behaviour of the agent is a robust mechanism to
establish a pose relation network. However, a homing trial between two nodes can only
succeed if the catchment areas of both nodes have sufficient overlap, or if the metric
vector is precise enough to bridge the gap between the catchment areas. A possible
success of a homing trial is determined by the place recognition system, which can
guaranty a success only up to a certain probability. So, active homing always bears
the risk of getting lost during exploration. Further, the homing scheme needs several
iterations to reach the goal location, which is time consuming, especially if the homing
scheme guides the agent away from its original course.
It seems more advantageous to establish pose relations on the fly, i.e. without the need
of active motion. This property is implemented in the system of (Lu and Milios, 1997b),
where pose relations between distant places are calculated from matching laser range
scans. A similar method has already been established by the visual homing algorithm
(see section 2.1.3), where a displacement vector P vis = (ρvis, dvis) between two snapshots
is calculated by matching the target snapshot to several hypothetical distorted versions
of the source snapshot.
While the direction (ρvis) can be estimated quite well, it is not possible to determine the
distance (dvis) without knowledge about the landmark distribution. The visual homing
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method solves this problem by assuming that all landmarks are located on a circle
around the current position (”equal–distance–assumption”). The radius (R) of the circle
is treated as a constant for the whole environment. Hence, the measured metric distance
extracted from two snapshots is only proportional to the typical landmark distance:
dvis ∝ R⇒ dvis = λR.
For an active homing trial this causes minor problems, since the distance error decreases
iteratively while approaching the target location (Franz et al., 1998b). On the other side,
using the homing vector directly as a pose relation has two problems. First, the length
of visually estimated poses are more or less scaled by an unknown factor – consequently
scaling the resulting map. The other problem results from the equal distance assumption.
The error caused by the assumption depends on the local landmark distribution and is
therefore not homogeneously distributed over the environment. So, different parts of the
environment will be mapped with different scaling factors.
And finally, as visual pose relations and odometry measures have to be integrated in one
map they must be of the same magnitude. If the real length (dodo) of an edge is known,
e.g. measured by odometry, the typical landmark distance can be approximated by:
dodo
!≈ dvis = λR ⇒ R ≈ d
odo
λ
(4.11)
Under normal conditions there are several odometry measures available, as illustrated in
figure 4.5. In the example a link between node a and node b should be added. Each of the
neighbours of both nodes give a different prediction of the typical landmark distance.
Therefore R is estimated by averaging over the neighbourhood of both nodes:
dvisa→b = λab
1
n
n∑
i=1
Ri =
1
n
n∑
i=1
dodoi
λi
with n = |{c|(c, a) ∈ E ∨ (c, b) ∈ E}| (4.12)
An analytical derivation of uncertainties of the visual home vector can be found in Stu¨rzl
(2003). In principle, uncertainties resulting from the visual estimation will not cause
big problems. The “passive links” are used to establish a first pose estimation quickly,
speeding up the exploration process. While using the map, these links are verified by
odometry measures. So the total map, together with the uncertainties will approximate
the true values over time.
4.4 Globally consistent pose estimation
4.4.1 Bayesian pose estimation
Determining the global pose of a node from the pose relation network leads to the
problem of globally inconsistent pose estimates. The global pose of a node is calculated
by summing up the relative pose changes along a route, leading from the reference point
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(Ps) to the desired target node. Inconsistencies occur, as every possible route results in
a different global pose.
Commonly, consistent pose estimates are achieved by turning the path integration pro-
cess into an optimisation problem which can be solved e.g. by least–square–minimisation.
The optimisation problem can be described by applying the Bayes–formula to the pose
relation network G = (V,E) in the following way:
P (X|D) = P (D|X)P (X)
P (D)
⇒ X0 = argmax
X
P (X|D) (4.13)
X = {P0,P1, . . . ,P|V |} is the set of global poses, also often referred to as a (point) con-
figuration (Borg and Groenen, 1997). D = {∆P pj,i|(j, i) ∈ E} is the set of measurements,
i.e. the set of relative pose changes collected during exploration7. P (X|D) is the proba-
bility that a configuration X is the true underlying structure for the local measurements
D; thus, the problem to solve is a search over all possible configurations, finding the most
probable one. Neglecting the normalisation factor P (D), assuming that there exists no
prior8 for any configuration (∀X : P (X) = const), and assuming P (X|D) is normally
distributed yields:
P (X|D) = 1√
2π|Cs|
e−∆(D,X)
⊤C−1s ∆(D,X) ⇒ X0 = argmax
X
P (X|D) (4.14)
Cs is the sample co–variance matrix according to the measurement set D. The co–
variances of single measurements are derived from the measurement model described in
section 4.2.2. The function ∆(X,D) measures the dissimilarity between the samples and
the global point configuration. Assuming independence9 of Cs from X and D, maximi-
sation of (4.13),(4.14) is equivalent to a minimisation of the following potential function
(negative log–likelihood):
P (X|D) ∝ Q(X,D) = ∆(D,X)⊤C−1s ∆(D,X) ⇒ X0 = argmin
X
P (X|D) (4.15)
Under the assumption that all measurements are independent, (4.15) is reduced to:
Q(X,D) =
|D|∑
p=1
1
σ2p
∆(Pj,Pi,∆P
p
j,i)
2 (4.16)
In the point configuration (X0), which minimises (4.16), all local pose estimates are
integrated consistently into a global map. The resulting map is invariant against rigid
body transformations, i.e. rotation or translation of the whole map. This causes infinitely
many global minima. Therefore the reference pose is kept fixed during optimisation, i.e.
the global poses are directly estimated in a fixed reference frame.
7The index p refers to the recording time, i.e. the possibility to make different measurements along
the same edge.
8If, e.g. subjects prefer 90◦ turns, a prior for rectangular configurations could be added.
9This is normally not the case, since the sample variance also depends on the function ∆.
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Figure 4.6: (a) Orientation dependent pose relations. A dissimilarity sample includes two nodes
or one edge. The first node establishes a local reference frame (red axis) in which the position of the
second node is measured. In order to calculate node positions in a global reference frame (black axes),
knowledge about the global orientation of each edge is needed. Therefore, the heading must be integrated
globally. (b) Orientation independent pose relations. One sample includes three nodes, i.e. two
edges. The full pose of the second and third node is measured within the local reference frame of the
first node. The dissimilarity measure accounts for the length of both vectors, as well as the inner angle
of the triangle. The map could be reconstructed without integrating the heading globally.
If the agent has a quite accurate path integrator one could expect X0 to be located
near the real locations. Therefore X0 contains sufficient information for survey naviga-
tion. It is important to note that equation (4.16) makes an estimation about the most
probable consistent map and not about real–world–locations. If, on the other side, the
agents odometry is very poor, the point configuration could still be used to disambiguate
snapshots. For this purpose it is sufficient to achieve globally unique position estimates.
Therefore, this still guarantees a secure topological navigation.
4.4.2 Orientation dependent pose relations
The process of improving pose estimates in a network using a Bayes–estimator for a
mobile robot was first introduced in Lu and Milios (1997a). A major difference between
attempts in graph embedding is the choice of the dissimilarity measure and the way
pose relations are achieved. Figure 4.6(a) illustrates a common procedure (Lu and Mil-
ios, 1997a; Golfarelli et al., 1998; Gutmann and Konolige, 1999; Duckett et al., 2002) to
achieve dissimilarity samples. Dissimilarities along edges are treated as vectors defined
either by the relative change in the pose, or in polar coordinates defined by their ori-
entation and length. Hence, the resulting potential function (4.16) matches local vector
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changes to global poses:
Q(X,D) =
|D|∑
p=1
1
σ2∆Pij
(Pi ⊖ Pj −∆Pij)2 (4.17)
With the relative pose change along the edge (j, i) ∈ E:
∆P ij = Pj⊖Pi =
 (xj − xi) cosφi + (yj − yi) sinφi−(xj − xi) sinφi + (yj − yi) cosφi
φj − φi
 = R(φi)
xj − xiyj − yi
φj − φi
 (4.18)
As only one edge is involved, the full pose vector has to be included. Application of a
compass (Golfarelli et al., 1998; Duckett et al., 2002) turns the orientation dependent
parts in equation (4.17) into constants, reducing the problem to a linear equation sys-
tem. It is also possible to linearise the orientation depended parts (e.g. Lu and Milios,
1997b; Frese and Duckett, 2003), under the assumption that a reliable configuration X0
is already available. This assumption can cause problems if initial pose estimates are
extremely uncertain, which is normally the case after closing large loops. The idea of a
linearised path integration model could also not explain behavioural data from biological
examples (Fujita et al., 1990).
4.4.3 Orientation independent pose relations
Figure 4.6(b) illustrates an alternative method of achieving samples, without coding the
global orientation of an edge. A sample involves three nodes, i.e. two edges. The first
node (vj) establishes a local reference frame (xj = (0, 0)
⊤), within which the poses of
the two subsequent nodes (vi and vk) are measured. The dot product is used to extend
the dissimilarity measure to a triplet of nodes, accounting for distances and the angle
between the two vectors:
s(xj − xi,xk − xi) = (xj − xi) ◦ (xk − xi) = ‖xj − xi‖‖xi − xk‖ cosαjik (4.19)
The variance of the dot product is approximated by10:
σ2sjik ≈(2xi − xk)2σ2xi + x2iσ2xk + (2yi − yk)2σ2yi + y2i σ2yk+
+ 2(2xi − xk)(2yi − yk)σxiyi + 2xiyiσxkyk
(4.20)
The cross product is used as a second similarity measure, in order to make the inner
angle unique
d(xj − xi,xk − xi) = det(xj − xi,xk − xi) =
∣∣∣∣(xj − xi) (xk − xi)(yj − yi) (yk − yi)
∣∣∣∣ =
= ‖xj − xi‖‖xi − xk‖ sinαjik
(4.21)
10see Appendix A.1 for detailed description
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Again, the variance of the cross product is approximated by:
σ2djik ≈ y2kσ2xi + x2kσ2yi + y2i σ2xk + x2iσ2yk − 2xkykσxiyi − 2xiyiσxkyk (4.22)
Altogether the final objective function is defined as:
Qp(X,D) =
∑
{j,i,k}
|Djik|∑
m=1
1
σ2sm
jik
+ σ2
vposj
+ σ2
vposk
[
s(xj − xi,xk − xi)− s(∆xmj ,∆xmk )
]2
+
+
1
σ2dm
jik
+ σ2
vposj
+ σ2
vpos
k
[
d(xj − xi,xk − xi)− d(∆xmj ,∆xmk )
]2
(4.23)
{j, i, k} is the set of triplets, Dj,i,k is the set of all measurements taken along this triplet.
In contrast to oriented vectors, the dot product and the cross product are invariant to
rigid body transformations of the whole triangle, allowing local estimates of the heading.
Two types of measurements are included. These are first sight measurements, i.e. pure
odometry measures (σ2vpos = 0), establishing new links, and additional measurements,
taken during traversals of already existing edges. The last measurements are affected by
uncertainty from odometry as well as uncertainty caused by the limited spatial resolution
of the visual homing (σ2vpos 6= 0). In contrast to other robotic systems, the additional
measurements are more uncertain than first sight measurements.
4.4.4 Error propagation in the pose relation network
One desirable measure is the uncertainty left over after minimising (4.23). Representation
of the resulting co–variances is necessary, since uncertainties in the position estimates
can not be removed totally. Representing these (global) uncertainties explicitly in the
graph structure can build the basis for further algorithms, like e.g. a planning method
based on minimum risk routes.
A general method to estimate uncertainties together with optimisation methods is to
apply the “Theorem of implicit functions”. The optimal point configurationX0 is found
by a search for a minimum of equation (4.23), yielding a zero gradient: ∇Q(X0,D) = 0.
This defines implicitly an unknown mapping function f : D → X. Although, the
function f is unknown, it is still possible to calculate the gradient of f :
∇f = −
(
∂2Q
∂x∂x
)−1(
∂2Q
∂x∂d
)⊤
= −H−1|X0A⊤|X0 (4.24)
Knowing the derivation of f allows to estimate the co–variances for X0
11:
CX0 ≈ (−H−1|X0A⊤|X0)⊤Cd(−H−1|X0A⊤|X0) = (∇f)⊤Cd(∇f) (4.25)
11A derivation of first order error propagation together with the application of implicit functions is
given in appendix A.2
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This scheme is applicable to any optimisation method. In the case of a least square
optimisation things become a little bit easier. Estimation of the co–variance matrix is
reduced to simply inverting the hessian, so: CX0 = H
−1. This could be seen by ap-
proximating the objective function by its Taylor series (up to the quadric term) and
substituting the result into the exponent of the posterior (see equation 4.14). There-
fore the posteriori distribution is – for the most probable point configuration – locally
approximated by a normal distribution.
Since this calculation already involves the second derivative it seems advantages to use
it in the optimisation process. A commonly used algorithm, combining gradient descent
and linear hessian correction terms is the Levenberg–Marquardt Algorithm (Press et al.,
1999).
4.4.5 Multidimensional scaling and other analogies.
In the literature of graph embedding methods used for autonomous robots several analo-
gies are used to described the optimisation of (4.16). Golfarelli et al. (1998) used a me-
chanical model consisting of spring elements which could be stretched and bended. A
solution is found at a minimum energy state of the mechanical system. Global uncertain-
ties are represented within the stiffness matrix of the spring elements. In a similar way
E. Millios described the problem with methods originating from electrical engineering.
Another way to think of (4.16) are multidimensional scaling (MDS) methods (Mardia
et al., 1982; Borg and Groenen, 1997). One application of MDS methods in psychophysics
is the construction of a 2D–layout of subjects cognitive map, by letting the subject mea-
sure relative distances or bearings between familiar places. The uniqueness of the result-
ing map depends on the number of measurements available. If all 1
2
n(n − 1) distances
are available and the dissimilarity measure is linear a unique solution could be given
analytical (Mardia et al., 1982).
If the target space is a two dimensional plane, and the topology is at least a triangulation,
the map could although be reconstructed based only on distance measures. A possible
alternative would be to utilise additional angle information, as done in equation (4.23).
4.4.6 Snapshot disambiguation using position estimates
Solving the spatial aliasing problem is an important application of metric relations.
Deciding whether a perceived view is similar to a stored view is normally based on
image similarity12. The visual similarity measure can now be further validated using
position estimates.
12Calculation of the image similarity d(I1, I2) is described in section 4.5.1
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(a) Examples of zero vector areas (b) Zero vector map.
Figure 4.7: Zero vector area. The figure shows size and shape of zero–vector–regions (in cm2), i.e.
areas where the visual homing method could not proceed closer to the target location (i.e. dt ≈ 0). a)
The average distance between the true recording location (red dots) and the center of gravity (black
dots) is below 1cm. Therefore, zero–vector–regions are assumed to be symmetric. b) This figure shows
the size of zero–vector–regions (in cm2) over the whole environment.
Whether two position estimates (x1,x2) are distinguishable is determined by the dis-
tance between the mean values and the overlap of their confidence regions (error ellipses):
p(P1, C1,P2, C2) = GC1(x2)GC2(x1) (4.26)
Equation (4.26) calculates the probability of both nodes to be located inside the distri-
bution of the other node. This value could be used as a weighting factor for the image
similarity:
ds(S1,S2) = dI(I1, I2)p(P1, C1,P2, C2) = dI(I1, I2)GC1(x2)GC2(x1) (4.27)
In order to accept or reject a match, a threshold has to be determined. In the environ-
ments used here the repetitive frequencies of similar snapshots is very low, so equation
(4.27) is of more theoretical interest. In principal, a hard disambiguation problem only
occurs in environments where the repetion frequency exceeds the spatial resolution of
the path integrator, i.e. environments containing places with small catchment areas.
4.4.7 Spatial resolution of the visual homing
Uncertainties in equation (4.23) account for odometry errors (σ2sjik) and the limited
spatial resolution (σ2vpos) of the visual homing method. The spatial resolution of the visual
homing depends on the homing method itself and the sampling pattern. It is further
strongly related to the liv–value (Stu¨rzl, 2003). Here, the limited spatial resolution is
approximated by a constant uncertainty value used to separate first sight measurements
from subsequent measurements.
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If the predicted distance to a home location is below a certain threshold (i.e. dt ≈ 0)
it is assumed that the home location has been reached. Figure 4.7(a) shows size and
shape of regions (zero–vector–region) where the agent could not proceed closer to the
original recording location. The average distance between the real recording locations
(red dots) and the center of gravities of the zero–vector–regions (black dots) is below
1cm. Therefore, it could be assumed that zero–vector–regions usually have a symmetric
shape.
Figure 4.7(b) shows the size of the zero–vector–regions in a continues plot. In single
cases the size exceeds a radius of 7cm. The highest uncertainty is located in the lower
right part of the environment. This area contains the smallest landmarks, the lowest
liv–values and therefore the largest catchment–areas.
4.5 Heading estimates from allocentric reference
directions
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(a) Both snapshots have been recorded at the
same location. Although they differ in a shift
of 35◦ to the right, the match is accepted by
the classifier.
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(b) Both snapshots are recorded at different loca-
tions. This match is rejected by the weighted
classifier.
Figure 4.8: Image classification with known heading. Plot a) and b) show examples of classi-
fication results, both accepted by the classifier defined in equation (4.28). The green curve shows the
“normalised” image correlation; the blue dots are the 5◦ intervals used for evaluation. The blue curve
is the scaled gauss–function, used for weighting the image similarity (see equation 4.32). The red curve
is the response of equation (4.31). It can be seen that the threshold is different for both examples, and
that in case b) the wrong match is rejected successfully.
Precise knowledge about the global heading is essential for survey navigation, e.g. if
metric knowledge is used to calculate shortcuts. Already a small heading error can cause
a great deviation from the target location. Erroneous distance estimates are not so grave.
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As long as the direction is correct, the place recognition module is capable to determine
the target location as soon as the agent approaches it. It had been shown in section
4.3.2, that position deviations – inside the catchment area – can be compensated by the
visual homing method.
The next section examines the possibility to incorporate heading information in the
place recognition system, in order to speedup classification time and in order to solve
the spatial aliasing problem. Further, the optimisation method (see equations 4.14 and
4.15) used to calculate globally consistent position estimates is applied to determine
globally consistent direction estimates for the snapshots.
4.5.1 Place recognition
The similarity between two images can be calculated using the maximum cross–
correlation:
dI(I1, I2) = max
φs∈(0,2π)
(I1 ◦ I2(φs)) = max
φs∈(0,2π)
n∑
j=0
I1(j)I2([j + φs
n
2π
] mod n)
‖I1‖‖I2‖ (4.28)
A rotation of ∆φs shifts the panoramic image ∆φs
n
2π
pixels to the left or to the right;
n = dim(I) is the image resolution13. Ip(k) is the k’th pixel of the one dimensional image,
or if the argument is an angle, Ip(∆φ) defines the shifted image. Equation (4.28) treats
images as vectors, taking the dot product as a similarity measure and hence: dI ∈ [0, 1].
Thresholding the similarity measure gives the final boolean classification result.
Both orientations (φ1,φ2), together with their uncertainties (σ
2
φ1
,σ2φ2) can be applied to
narrow the search interval to the most probable orientations:
dcI(I1, φ1, σ
2
φ1
, I2, φ2, σ
2
φ2
) = max
φs∈(−φu,φu)
(I1(−φ1) ◦ I2(−φ2 + φs))
with φ2u = λ
2(σ2φ1 + σ
2
φ2
)
(4.29)
Equation (4.29) first shifts both images to a common orientation. The expected max-
imum match is at 0◦, if both images are identical. The shift operation is linear, and
hence the variance is just the sum of the single variances. Matches between different
orientations are calculated only within the interval defined by the scaled (λ) standard
deviation of the combined distribution.
Reducing the search interval also speeds up the classification time. This property is
crucial during exploration, since the agent compares the instantaneous view continously
to its memory. In the worst case, equation (4.29) has equal complexity as equation
(4.28). In the best case, equation (4.29) saves (n − 1) calculations of the dot product.
The general speedup from equation (4.28) to equation (4.29) is:
S(σφ1 , σφ2, n) =
n
1 + λ
√
σ2φ1 + σ
2
φ2
n
2π
with σφ1 , σφ2 ∈ [0, 2π) (4.30)
13Here the image resolution is 72 pixels, i.e. 5◦ per pixel.
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The scaling factor (λ) in equation (4.29) can be used to define a tradeoff between speedup
and accuracy. The main problem is that the fast image classification function calculates
matches only inside the search interval which makes the method susceptible to outliers.
Therefore, it is not robust in a strict technical sense.
Another problem is caused by the sharp border of the search interval. If the orientation
of the best match is near the border but outside the interval it is totally ignored. Al-
ternatively, the cross–correlation (dI) can be weighted by the joint distribution of both
image orientations. Again, the images are shifted to a common orientation, before the
image similarity is calculated:
dwI (I1, I2) = max
j∈{0,...,n}
[G
′
σφ1+σφ2
(φj, λ)(I1 ◦ I2(φj)−min
φ
dcI(φ))]
1
2 (4.31)
The function G
′
in equation (4.31) is a gauss–function, with a modified normalisation
factor:
G
′
σ(φ, λ) =
maxd−mind
maxg
Gλσ(φ) =
maxd−mind
maxg
√
2πλ2σ2
e−
φ2
2λ2σ2 = (max
d
−min
d
)e−
φ2
2λ2σ2 ,
max
g
= max
j∈{0,...,n}
Gσ(φj) = Gσ(0) , max
d
= max
j∈{0,...,n}
(I1 ◦ I2(φj))
and min
d
= min
j∈{0,...,n}
(I1 ◦ I2(φj))
(4.32)
A classification result, using equation (4.31), is again achieved by thresholding the sim-
ilarity value, i.e. it is tested if the following inequality is true or not:
dwI (I1, I2) ≤ κ(max
d
−min
d
) ,with κ ∈ [0, 1] (4.33)
The functionality of this classifier is shown in the figures 4.8(a) and 4.8(b). A home
snapshot has been recorded in the upper left corner of the arena (see figure 4.1). The
home snapshot is compared to a shifted version of itself – figure 4.8(a) – and to a
snapshot taken at the opposite corner of the arena – figure 4.8(b). Thresholding both
similarities result in a positive classification using equation (4.28). As can be seen from
the classification results (red curves), the snapshot from the opposite corner is suppressed
by the classifier.
Equation (4.31) includes some kind of range adjustment, as the range of the correlation
function is shifted to the interval [0,maxd−mind]. Therefore it is no longer possible to
apply a global threshold. The classification consists of two parts. First, equation (4.33)
is used to select candidates for possible matches. Then, equation (4.31) is used to reject
cases of spatial aliasing.
As this method uses two independent information channels, a false classification becomes
more improbable, but not impossible. It is possible to construct situations where this
classifier is still affected by spatial aliasing. The probability of failure depends mainly
on the accuracy with which the global heading can be estimated.
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4.5.2 Inferring global heading from landmark configuration
The place recognition method of the previous section and the shortcut behaviour de-
scribed in section 4.3.2 rely on good heading estimates. Many robotic systems use a
compass in order to obtain allocentric heading information. Alternatively, it is possible
to extract heading information from the perceived landmark configuration.
The visual homing procedure (see section 2.1.3) calculates a sequence of homing vectors
Pt(Ih, It) = (ρt, dt, υt)
⊤, guiding the agent to the target location. The home is assumed
to be reached if it is impossible to make further improvements, i.e. ρt ≈ 0 and dt ≈ 0. The
only movement left is a rotation of υt, which, in the ideal case, shifts the maximum of
the correlation function to the instantaneous heading. This makes it possible to measure
the difference between the angle during recording (φr) and the instantaneous heading
(φt) independent from path integration:
υt = (φt − φr) mod 2π = arg max
φs∈(0,2π)
(It ◦ Ih(φs)) (4.34)
Therefore, it is possible to achieve independent measurements of a common orientation
every time the agent returns to a place. Equation (4.34) allows to calculate either the
recording direction from the instantaneous heading, or the instantaneous heading from
the recording direction. The difference angle is used to calculate an estimate of the
recording direction after homing. This again leads to inconsistent estimates, which can
be solved with a similar method as applied to the position estimates, but independent
of them.
Reseting the heading part of the path integrator each time the agent leaves a node leads
to relative measurements of the heading change. After returning to a known place the
difference angle is added, as if the agent has turned into the original recording direction.
While moving from node j to node i the total heading change is given by:
∆ωji =
n∑
k=1
ϕk + υi = ∆φji + υi with (j, i) ∈ E (4.35)
If i is a new node to be added υi is zero as the agent already faces into the recording
direction. Adding υi leads to non–symmetric measurements, i.e. |∆φji| 6= |∆φij|; so the
graph becomes directed. Summation of heading changes along different routes leads to
inconsistent estimates. These inconsistencies can again be solved by applying the network
optimisation. So, the question again is, what is the best set of recording directions
Φr = {φr1, . . . , φrn} fitting into the set of relative measurements Ω.
Qr (Φ,Ω) =
∑
(i,j)∈E
|Ωij |∑
m=0
1
σ2∆ωmij
+ σ2
vroti
+ σ2
vrotj
[(
φrj − φri −∆ωmij
)
mod 2π
]2
(4.36)
The error function is not differentiable which can cause trouble applying a gradient
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method. Therefore, it is more convenient to use unit vectors:
Qr (Φ,Ω) =
∑
(i,j)∈E
|Ωij |∑
m=0
1
σ2∆ωmij + σ
2
vroti
+ σ2
vrotj
[
(
cos(φrj − φri)− cos(∆ωmij )
)2
+
+
(
sin(φrj − φri)− sin(∆ωmij )
)2
]
=
∑
(i,j)∈E
|Ωij |∑
m=0
1
σ2∆ωmij + σ
2
vroti
+ σ2
vrotj
[(
xij −∆xmij
)2
+
(
yij −∆ymij
)2]
=
∑
(i,j)∈E
|Ωij |∑
m=0
1
σ2∆ωmij + σ
2
vroti
+ σ2
vrotj
(‖xij −∆xmij‖)2
(4.37)
The weighting factor in equation (4.36) and (4.37) is taken from the motion model.
Beside odometry errors and image noise, determination of the difference angle is also
affected by a quantisation error and a localisation error (σ2vrot). Further, equation (4.25)
can also be applied to calculate the a posteriori distribution for equation (4.37).
4.5.3 Quantisation and localisation error
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Figure 4.9: Quantisation and localisation
error. This figure shows the heading error af-
ter 1200 simulated home runs in the toy house
arena. Localisation errors occur due to the limited
spatial resolution of the homing method, stop-
ping the agent at a certain distance from the
true home location. After a perfect homing trial
(i.e. the distance is zero), the error equals the
theoretical mean value of the quantisation error
〈|∆φ|〉 ≈ 1.25. The dashed red lines show the
standard deviation of the heading error used as
constants for the heading estimation of section
4.5.2
Estimation of the global heading using the pose relation network follows the same method
as applied to the position estimates. Equation (4.37) includes uncertainties about odom-
etry measurements (σ2∆ω) and uncertainties resulting from the visual homing procedure
(σ2vrot). The later error has two reasons: the limited image resolution and the limited
spatial resolution of the homing method.
The quantisation error depends only on the image resolution14 and can be described by
the modulo operator applied to the true heading. The expected quantisation error for
14In a strict sense this is only true for the ideal image used in the simulation.
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two snapshots, recorded approximately at the same location is given by:
〈|φr − φt|〉 ≈ 〈|φr mod 5◦|〉 = 1
5◦
∫ 5◦
2
− 5◦
2
|∆φ|d∆φ = 1.25 (4.38)
The localisation error (σ2vis) results from the spatial accuracy of the homing method.
It depends on the image variation which itself depends mainly on image noise, image
contrast and the distance to surrounding landmarks (see section 4.4.7). Uncertainty of
visual measures (σ2vrot) in equation (4.37) will be approximated by a constant.
The influence of both error types were examined in 1200 homing trials simulated on the
toyhouse–database. For every homing trial a home snapshot was recorded at a random
orientation. Afterwards the image displacement was calculated for a total of 105 snap-
shots also randomly oriented. One snapshot was recorded exactly at the original location.
The other snapshots were recorded in 1cm intervals, with a maximum distance of 12cm
from the home location. For each distance 8 locations – 45◦ apart – were considered.
If the image similarity was below a certain threshold, i.e. the homing would have been
aborted under real conditions, the relative heading was determined.
Figure 4.9 shows the results from this experiment. For distance 0, only the quantisation
error is relevant. As can be seen, it is equivalent to the theoretical value of 1.25◦. About
85% of all homing trials stopped less than 4cm away from the home location. Therefore,
the uncertainty for the heading estimation is approximated by: σ2vrot ≈ 2.25.
4.5.4 Merging position and heading estimates
In section 4.4.3 the dot product has been used to separate heading and position estimates.
In principle it is now possible to integrate heading estimates and position estimates in
order to match the full pose vector, as done in equation (4.17). The objective function
is then defined as:
Qf (X,D) =
∑
(i,j)∈E
|Dij |∑
m=0
(Pi ⊖Pj −∆Pmij )⊤(Codoij + Cvisij )−1(Pi ⊖Pj −∆Pmij ) (4.39)
Cvisij is the co–variance matrix combining quantisation and localisation errors for adja-
cent nodes. The global heading in the relative pose change from equation (4.18) is now
substituted by equation (4.35):
∆Pmij = R(φri + υ
m
i )
 xmj − xmiymj − ymi
(φrj + υ
m
j )− (φri + υmi )
 (4.40)
It is important to note that a full pose, as used in equation (4.39) contains the global
recording direction of a snapshot and not the instantaneous heading of the robot.
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4.6 Experiments and Results
4.6.1 Snapshot disambiguation based on reference directions
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(a) Average home range in the toyhouse–arena.
The scaling factor λ = 2 for both classifiers.
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(b) Average home range in an ideal arena. The
scaling factor λ = 2 for both classifiers.
Figure 4.10: Average home range using oriented snapshots. The home range was determined
by averaging over several homing decisions made by the image classifiers. The blue curve is the interval
method dcI ; the red curve is the weighted method d
w
I ; the dashed black line is the correlation match
dI using un–oriented snapshots. On the x–axis is the standard deviation of the joint probability σ =√
φ2
1
+ φ2
2
. On the y–axis is the distance between target and source location for positive classification
results.
In section 4.5.1 an example of two classification results were given, solving the spatial
aliasing problem by utilising the orientation together with the image correlation. This
example was taken from a simulated environment containing ambiguous landmark infor-
mation. It is quite clear that globally oriented snapshots are not a full and reliable solu-
tion to the spatial aliasing problem, especially as classification results strongly depend
on path integration. This section describes how far knowledge of the global orientation
may contribute to the solution of this problem.
The relation between a snapshot and the behaviour of the agent is characterised by
two measures. The catchment area is the area where a homing attempt will succeed.
Unfortunately, the catchment area is unknown to the agent. The homing range is the
area where the place recognition system signals a promising homing trial, i.e. where the
agent beliefs that a homing trial will succeed.
Therefore, homing decisions were evaluated. For each decision a home snapshot was
taken and compared to every snapshot in the database. Both snapshots were shifted
to a random orientation, according to the chosen noise level. If the classification result
was positive the snapshot belonged to the home range. Figure 4.10(a) shows the average
distance between the home snapshot and the instantaneous snapshot with respect to
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(a) Successful homing trials: The agent is lo-
cated inside the catchment–area, which is cor-
rectly determined by the classifier.
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(b) Rejected homing trials: The agent is lo-
cated outside the catchment–area, which is
correctly determined by the classifier.
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(c) Missed chances: The agent is located inside
the catchment–area, which could not be deter-
mined by the classifier.
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(d) Failed homing trials: The agent is located
outside the catchment–area, but the classifier
predicts a successful homing.
Figure 4.11: Performance of image classifiers. In order to determine the performance of the
image classifiers described in section 4.5.1, 7600 homing decisions have been simulated on the toyhouse
database. The threshold ǫ = 0.97 was equal for all three classifiers. The scaling factor (λ) was 2, and
the offset was κ = 0.1. The classification results were grouped into four categories: a) Successful homing
trials, b) rejected homing trials, c) missed chances and d) failed homing trials.Category d is the worst
case, because the agent might get lost while trying to home from outside the catchment area. As can
be seen, this risk is nearly halved by dwI .
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the noise level. It can be seen that both classifiers reject snapshots that are far away
from the home position. With an increasing noise level, both classifiers converge to the
normal correlation measure (dashed black line). The slope of this curve is controlled by
the λ– and the κ–factors.
Figure 4.10(b) shows results for the same experiment in a simulated environment where
every location is uniquely identified by the snapshot. A huge, black box has been placed
in every corner of the arena, in order to achieve this uniqueness. It can be seen that the
average homing distance is nearly independent of the noise level.
For practical applications, the average homing distance is not an accurate measure for
the success of a homing decision. The homing decisions for the toyhouse arena have
therefore been evaluated according to the following four situations:
1. Successful homing trials. The agent is located inside the catchment area which
is correctly predicted by the classifier. Increasing the positive success rate always
bears the risk of increasing false classifications (see point 4).
2. Rejected homing trials. The agent is located outside the catchment area which
is correctly predicted by the classifier.
3. Missed chances. The agent is located inside the catchment area, but the homing
trial is rejected by the classifier. In this situation, the agent must approach closer to
the goal location before it can start homing. This is a little more time consuming,
but it can be compensated by the combined homing strategy (see section 2.1.4).
4. Failed homing trials. The agent is located outside the catchment area, but the
classifier predicts a successful homing. This is the worst case, because homing
trials from outside the catchment area may guide the agent away from the target
location. In this situation the agent normally gets lost and hence it must try to
re–localise on its map.
The catchment area for each snapshot in the image database has been calculated, in
order to determine the membership of each decision to one of the four situations. Figures
4.11(a) – 4.11(d) show the total number of classification results for every category. A
total number of 7600 homing decisions has been evaluated.
The quality of a classifier depends on the application it is put to. The correlation method
uses more opportunities to start a homing trial (4.11(a)). On the other side, it makes
many more bad decisions (4.11(d)). The interval, and the weighted method are more
conservative, missing several chances for homing, for the benefit to be on the save side.
It can be seen that especially the amount of worst case decisions is reduced significantly
by both classifiers. Results from the weighted method are more stable over different noise
levels, compared to the interval method.
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(a) Heading error for path integration: c = 1.95
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(b) Heading error for a network: c = 0.79
Figure 4.12: Map consistency. These graphs compare path integration to network optimisation by
means of calculating directions between pairs of nodes. Blue dots indicate pairs which are linked together
in the network; red dots are directions between nodes which have to be calculated from the map, like
e.g. needed for taking shortcuts. Directional errors are reduced in the network optimisation. The black
curve shows the fitted proportionality relation between the length of the shortcut and the directional
error (calculations are explained in the text).
4.6.2 Path integration vs. Network Optimisation
The results from the previous section have already demonstrated that the number of
false decisions is related to the size of the environment. In contrast to oriented snap-
shots, position estimates are a stronger and globally more unique measure to solve the
spatial aliasing problem. Therefore, this section compares standard path integration with
network optimisation (as defined in equation 4.23).
In figure 4.13(a) the agent followed a trajectory recording snapshots at certain intervals15
and collecting local odometry measures. As the graph in this case is a chain (or more
generally a tree), the graph embedding method is equal to path integration. Especially
error propagation in the network (see equation 4.25) reveals uncertainties increasing
continously along the path. The point with the highest uncertainty (PHU) is at the end
of the chain.
Figure 4.13(b) is a step further to figure 4.13(a), closing the loop to the starting point.
Application of the network optimisation reduces uncertainty most strongly in the neigh-
bourhood of the start node. As the improved estimates are propagated backward through
the network, the PHU is shifted from the end node to a node somewhere inside the loop.
Compared to the chain, the amount of uncertainty of the PHU is significantly reduced.
Figure 4.13(c) shows further progress of the map building, adding more nodes, circuits
and measurements. In figure 4.13(d) the graph nearly covers the whole environment,
15Details of the exploration algorithm are described in section 5.2.
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missing only some links (e.g. upper left corner). Increasing the number of measurements
and the connectivity will further improve position estimates. Over time, nodes with
higher uncertainty will be pushed away from the reference point, towards the border of
the map.
Irregular increasing or decreasing uncertainties in some areas are a result of uncertain
measurements, recorded during detours the agent has to take in order to avoid obsta-
cles. Furthermore, they are a result of the trajectory taken during exploration and the
distribution of measurements over the edge set. They will vanish, while more and more
measurements are collected over time. Nevertheless, the true position of every node is
located inside the first standard deviation after optimisation.
The evolution of the resulting map shows clearly that the network optimisation is effec-
tive for reducing the influence of noise on the position estimates. Unfortunately, total
certainty can only be achieved by collecting infinitely many measurements. As the agent
is able to perform visual homing it would however be possible to close the loop without
applying the network optimisation. An alternative scheme would be to simply recalibrate
the path integrator state to the first sight pose already stored with the home snapshot.
Path integration, recalibration, and network optimisation only differ in the speed of error
accumulation and therefore in the size of the accessible area.
In order to extract shortcuts, the length d and the direction ρ between a target and a
source node is calculated from the position estimates. As the most uncertain points are
more probably located at the map border16, shortcuts over a large distance are expected
to be most imprecise. Considering the upper limit for position errors ( ‖∆x‖ ≤ ǫ)17 ,
one would expect the error in the direction ∆ρ to be proportionally to the path length
between the start position (xs) and the target position (xt)
18:
∆ρst ≤ arcsin
( ‖∆x‖
‖xt − xs‖
)
⇒ ∆ρst = cst 1
dst
∝ 1‖xt − xs‖ (4.41)
I.e., direction errors must decrease proportional to the distance. The average propor-
tionality constant c for the whole map, i.e. for all pairs of nodes, can be calculated
by:
argmin
c
∑
(i,j)
(∆ρij − cd−1ij )2 = (
∑
(i,j)
∆ρijd
−1
ij )(
∑
(i,j)∈E
d−2ij )
−1 (4.42)
This measure is used to compare path integration to network optimisation. Figures
4.12(a) and 4.12(b) show the relation between direction errors and the path length.
Blue dots indicate relations between adjacent nodes, i.e. relations directly measured by
odometry. Red dots are new relations extracted from the map. Figure 4.12(a) refers to a
16The reference point should lie in the center of the map, in order to cover a larger portion of the
environment
17∆x is the deviation between the estimated position and the real position.
18arcsin(x) ≈ x with x≪ 1
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chain of nodes. Figure 4.12(b) is a graph fully mapping the environment. It can be seen
directly from both constants that the network optimisation is quite effective to reduce
the total amount of noise.
Improved position estimates evolve for two reasons. First, taking more and more mea-
surements over time steadily improves global estimates. Second, the optimisation method
works like a filter, removing the effect of extreme outliers.
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Figure 4.13: Comparing path integration and network optimisation. Noise on simulated path
integrator: ση = 0.0008, σδ = 0.00008, and σφ = 0.000008. a) Along a route (chain) errors accumulate
equally in network optimisation and path integration. Each edge only contains one measurement. The
point with the highest uncertainty is the last node in the chain. b) After closing the loop the node
with the highest uncertainty is shifted inside the loop. Furthermore, the total amount of uncertainty
is reduced. Figures c) and d) show the development of the graph, which finally covers the whole
environment. Non–uniform increasing or decreasing uncertainties in figures c and d are a result of
detours the agent had to take in order to avoid obstacles.
4.6.3 Adaptation of the average landmark distance
As described in section 4.3.3 it is possible to set up a pose relation network without
the need of active motion. Pose relations were directly established from the visual home
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Figure 4.14: Trajectory reconstruction by pas-
sive homing. Starting from the center, the robot
moved on a spirally formed trajectory. At each node
(yellow dots) a snapshot was recorded and linked to
its predecessor. The task was to reconstruct the tra-
jectory by establishing a pose relation network. Pose
relations were measured by odometry, by the visual
homing vector (i.e. without motion) or with a com-
bination of both methods. The toyhouses were placed
in such a way that the equal distance assumption is
violated (Hu¨bner et al., 2003).
vector. The typical landmark distance has been adapted locally by odometry, making
it possible to integrate visual and odometry measures. The applicability of this method
will also be tested by comparing path integration to network optimisation.
The robot moved on a spirally formed trajectory and recorded snapshots at certain
intervals (see figure 4.14). The task was to reconstruct the trajectory, i.e. to calculate
the node positions. Odometry measurements were stored together with the snapshots.
The trajectory was then evaluated oﬄine19 under 6 different conditions, 3 with path
integration and 3 with network optimisation. In all conditions nodes were linked to their
predecessors by default.
The conditions differed only in the type of pose relations used:
1. Path integration based on visual links. Figure 4.15(a) shows results of the
first condition, where the graph is a chain. Pose relations were estimated solely on
visual vectors. The reconstructed trajectory shows mainly that distance estimates
are much worse than directions. The resulting map is further scaled down compared
to real dimensions, which is a result of the typical landmark distance. In this
experiment R was set to 15 cm.
2. Network optimisation based on visual links. Figure 4.15(b) shows results
using the network optimisation. All pose relations have been determined visually.
It can be seen that the metric relations are reproduced by the network optimisation
quite well, although the final map is still badly scaled.
3. Path integration based on perfect odometry and visual pose relations.
As directions could be estimated quite well, the pose relations used for figure
4.15(c) are a combination of visual estimates and perfect odometry. Directions are
measured visually, while distances are measured by the tracking system simulating
a perfect odometer. So, errors in the resulting map are only caused by the direction
19The oﬄine calculation was made in order ensure that all 6 conditions are based on the same mea-
surements.
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measurements. These errors are in fact small and they do not accumulate over the
trajectory.
4. Network optimisation based on perfect odometry and visual pose rela-
tions. Figure 4.15(d) shows the network extension to figure 4.15(c). Existing links,
were now extended by visual pose estimates, since a dissimilarity measure always
involves two edges. Therefore, the average landmark distance has to be adapted
by odometry values (see equation 4.12). The result is, compared to plot 3, a little
bit worse, because now, distances were also estimated by the visual method.
5. Path integration based on noisy odometry and visual pose relations. Fig-
ure 4.15(e) shows the case where distances are measured by odometry and angles
are determined visually. Additional noise has been added to the raw odometry
data of the Khepera robot. The resulting position estimates are fully affected by
the distance noise, although the directional error is bounded.
6. Network optimisation based on noisy odometry and visual pose rela-
tions. Again, figure 4.15(f) shows the network extension to 4.15(e). The good qual-
ity is mainly a result of two effects. Adaptation of the typical landmark distances
over all neighbours averages out the effect of outliers in the distance estimates. The
second effect again comes from the network optimisation which effectively removes
outliers from odometry.
The visual pose relation must be combined with one odometry relation, since a dissimi-
larity measure from equation (4.23) always involves two edges. Therefore, the odometry
measure to one neighbour of the source node is selected, in order to build a full measure.
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(a) Condition 1: Chain of visual links.
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(b) Condition 2: Network of visual links.
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(c) Condition 3: Chain, with distances
measured by perfect odometry and vi-
sually measured angles.
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(d) Condition 4: Network, with distances
measured by perfect odometry, visually
measured angles and additional links.
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(e) Condition 5: Chain, with distances
from noisy odometry and visually deter-
mined angles.
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(f) Condition 6: Network, with distances
from noisy odometry, visually measured
angles and additional links.
Figure 4.15: Results from the visual path integration experiment. Yellow dots indicate the
true node locations, green dots are the estimated locations. The trajectory reconstruction was tested in
6 different conditions, 3 with common path integration (a,c,e) and 3 with network optimisation (b,d,f).
Additional links in the network conditions were added based on the passive homing method. The plots
show, that the shape of the trajectory was reconstructed in all three conditions. Plots d,f further show
that by adapting the average landmark distance it becomes possible to integrate visual and odometry
measures on the same scale resulting in a correctly reconstructed trajectory (Hu¨bner et al., 2003).
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4.7 Summary
This chapter described the graph embedding method, which is used to consistently
integrate local metric relations into a global reference frame. It had been shown that
the pose relation network is able to successfully reduce the influence of noise on position
estimates20. Path integration, recalibration after homing, and network optimisation only
differ in the speed of error accumulation.
Pose relations have been derived in two different ways. First, by returning to a known
location using the homing ability of the agent. Therefore, pose relations are measured
only by odometry. Second, pose relations are directly inferred from snapshots, after
the average landmark distance has been adapted locally, also using information from
odometry. Therefore, all pose relations are “weak”, i.e. they depend on odometry. The
problem, that uncertainty of measurements is directly related to the agents history has
to be considered when defining an exploration algorithm, since the map quality is then
directly influenced by the agents behaviour. This is different to recent robotic systems,
where “strong” links are used, i.e. where the uncertainty of pose relations is related to
the applied sensor and the recording location.
Heading estimates and position estimates have been separated, by measuring pose re-
lations over two edges. The need to globally integrate the heading has been avoided by
using the dot product as a rotation invariant dissimilarity measure. Theoretically this
method could be generalised to routes larger than two edges. The first node of the route
always sets up the reference frame in which poses of subsequent nodes are measured.
The applicable length of a route is limited, since uncertainty of a pose relation increases
with the distance to the reference node (see also figure 4.13(a). Therefore, larger routes
increase the complexity of the optimisation problem, while the contribution of single
nodes decreases.
The question whether it is correct to handle position estimation and heading estimation
in two different optimisation methods depends on the agents odometry or, respectively,
on the parameters used for the motion model. Separation is possible if the co–variances
between position and heading are negligible, i.e. σ2xφ ≈ 0 and σ2yφ ≈ 0. Otherwise objec-
tive function (4.39) should be used.
Estimation of the global heading, using allocentric reference directions is equal to the be-
haviour of head directions cells (see Redish, 1999). Application of the reference direction
makes the use of a compass obsolete.
Global pose estimates have two major applications. First, pose estimates used to solve
the spatial aliasing problem. It had been shown that incorporating heading estimates
into the panoramic snapshots first, speeds up classification time and second, improves
classification results. Nevertheless, position estimates are needed for robust classification
results. Second, position estimates are used in the combined homing scheme in order to
20The effectiveness of the heading estimates will be shown in section 5.3.1.
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relax the overlapping catchment area of adjacent nodes. Or, in other words the size of a
catchment area could be extended. The amount of extension depends on the environment
and the accuracy of the path integrator.
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5 Exploration
The preceding chapters described single building blocks related to autonomous naviga-
tion. This chapter continues by integrating the single building blocks into one system
capable of autonomous map building. The problem of building maps without a priori
knowledge is often referred to as Simultaneous Localisation and Mapping (SLAM). This
notion describes the need for regularly localisation on a map, while the map changes
during exploration.
The first part of this chapter deals with real–time constraints, which are an essential issue
in SLAM systems. The second part of the chapter describes the exploration algorithm
used to learn the embedded view graph.
5.1 Iterative graph embedding
5.1.1 Simultaneous localisation and mapping
Real–time applicability, i.e. constant complexity for map updates, is one major constrain
for a SLAM–solution (Frese and Hirzinger, 2001). Equation (4.15) builds the basis for
many recent SLAM–systems. These systems can roughly be grouped into two categories.
First, systems which directly learn a pose relation network (see section 4.3.1). Second,
systems with an inherent topological structure, like EKF systems or the SEIF1 approach
(Thrun et al., 2002a; Liu and Thrun).
• Extended Kalman Filters. The state space of the system includes the robots in-
stantaneous pose and the position of included landmarks or places. The KF solution
is equivalent to least square optimisation for linear measurement functions. Therefore,
there is no real need to store all measurements, since the solution does not depend on
the order in which measurements are integrated.
This is no longer valid for non–linear measurement functions. A new state estimate
is calculated from the instantaneous state, the global co–variance matrix and a new
measurement. State estimation is based on a linearised measurement function. Therefore
linearisation errors propagate through the sequence of state estimates, especially as the
linearisation point is chosen according to the most recent state estimate, i.e. it could not
1Sparse extended information filter.
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be changed later2. As a consequence, different routes will result in different solutions.
An optimal exploration strategy, in terms of the EKF means to find a sequence of
measurements causing the least deviation from the true model.
Without active selection of measurements, the EKF solution may become worse after
closing large loops. Integration of a new measurement in the state estimate has quadric
complexity in the number of represented places. The amount of storage needed includes
the state vector and the global co–variance matrix, and is therefore also quadric. The
EKF solution contains an inherent topological structure, which can be made explicit by
inverting the global co–variance matrix (see next section).
• Sparse Extended Information Filters (SEIF). The complexity of the EKF equa-
tion mainly results from maintaining the complex structure of the global co–variance
matrix. An approximative method is based on the information form of the EKF equa-
tion (Thrun et al., 2002a; Liu and Thrun; Frese and Hirzinger, 2001). Similar to the
EKF, measurements are integrated iteratively in the state space. Different to EKF is
the use of the sparse information matrix (H) which could easily be updated in constant
time (see next section).
The problem of estimating the inverse still remains. In Thrun et al. (2002a) inversion
is formulated as an optimisation problem, which itself is again solved iteratively. The
problem of fixed linearisation points still remains, since EKF and SEIF are based on the
same, linearised measurement function.
• Relaxation. Both former methods avoid the storage of measurements, since mea-
surements are integrated into the state estimate. A different approach is to iteratively
approach the minimum of equation (4.23) with respect to all known measurements. The
most recent state estimate is still used for linearising the measurement function (Frese
and Duckett, 2003), but inclusion of all measurements prevent linearisation errors from
propagating to subsequent iteration steps.
Nevertheless, the exploration route (the order of measurements) still influences the fi-
nal state estimate, since measurements are used for intermediate state estimates which
themselves influence the exploration algorithm (see section 5.2). A possible iterative
method for solving linear equation systems is a relaxation method, like e.g. the Gauss–
Seidel algorithm (Press et al., 1999). A relaxation method has been applied in Duckett
et al. (2002); Frese and Duckett (2003) to the SLAM problem (see also section 5.1.3 and
5.1.4). The problem of iteratively approximating the global co–variance matrix (C−1)
still remains.
5.1.2 Local certainty vs global uncertainty
Learning topological relations between places involves directly an iterative update of
the information matrix. The information matrix is sparse, since it codes only relations
2A detailed description and performance evaluation of different Kalman–Filter methods is given in
Lefebvre et al. (2003)
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Figure 5.1: Structure of the hesse matrix for linear and non–linear models. The hessian has
non–zero entries only for edges and is therefore sparse. It codes certainty among known pose relations
in contrast to the global co–variance matrix which codes uncertainty among all pose relations, including
shortcuts.
among known routes and has zero entries elsewhere. For the objective function (4.23),
the information matrix is equal to the hessian (see section 4.4.4) and is therefore also
closely related to the adjacency matrix (A). Lets consider a linear model,
Qlin(X,D) =
∑
(j,i)∈E
∑
m
1
σ2ijm
(xj − xi −∆xmij )2 (5.1)
to illustrate this point. The global point configuration is coded again in the vector
X = {x0, x1, . . . , xn, y1, y2, . . . , yn}. An element in the gradient for a variable (xp) is
given by:
∂Qlin
∂xp
= 2
∑
(i,j)∈E
∑
m
1
σ2mij
(xj − xi −∆xmij )(δip − δjp) (5.2)
Derivation to the y–components is analog. Finally, the entries of the hessian are given
by:
∂2Qlin
∂xp∂xq
=
∂2Qlin
∂yp∂yq
=
{
0 ,for (p, q) /∈ E
2
∑
m σ
−2
mpq ,for (p, q) ∈ E
and
∂2Qlin
∂xp∂yq
= 0 (5.3)
Several things can be concluded from equation (5.3). First, the hessian has non–zero
entries only at nodes which are linked together making the hessian semi–positive definite
and further similar to the adjacency matrix (see figure 5.1(a)). High entries correspond
to links with a high certainty, since the inverse sampling variances for neighbouring
nodes are summed up.
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Second, the global position of a node is only influenced by the global position of its
neighbours. So, the hessian captures two features related to the certainty of a node: a
topological feature, i.e. the degree of a node and the certainty of local metric relations.
Similar conclusions can be made for the non–linear case. Entries of the hessian (H) for
the objective function (4.23) are defined by:
Hpq =
∂2Qmds
∂xp∂xq
= 2
∑
{j,i,k}
∑
m
1
σ2sm
jik
(
∂s
∂xq
∂s
∂xp
+
(
s(xj,xi,xk)−∆smjik
) ∂2s
∂xq∂xp
)
+
+
1
σ2dm
jik
(
∂d
∂xq
∂d
∂xp
+
(
d(xj,xi,xk)−∆dmjik
) ∂2d
∂xq∂xp
) (5.4)
The summation index is defined as: {(j, i, k)|(j, i) ∈ E ∧ (i, k) ∈ E}. Again the hessian
is related to the adjacency matrix of the graph, because:
∂2Qmds
∂xp∂xq
6= 0 iff (p, q) ∈ E or (p, q) ∈ E2 (5.5)
Again the hessian is related to the topological structure, having non–zero entries for every
triple of nodes connected by a path. The dependency between security and connectivity,
especially the amount of alternative paths between two nodes, is inherited to the second
derivative. The quadric terms in equation 5.4 may be ignored while minimising the
objective function (4.23) (see e.g. Press et al., 1999, page 683).
An iterative update rule for the hessian could directly be derived from equation (5.4),
since only the summation index m is increased by one.
5.1.3 Linear relaxation
Section 5.1.2 already introduced the structure of the first and second derivate of the
linear objective function (5.3). Looking at the gradient, the position of a node depends
only on the location of its neighbours and the number of measurements along the edges.
Therefore, the position of a node could be changed (relaxed) locally, while keeping the
position of neighbour nodes fixed. Due to the linear measurement function it is possible
to relax the x and y components in one step:
∂Qlin
∂xp
.
= 0,
∂Qlin
∂yp
.
= 0 ⇒ xp =
 ∑
(i,p)∈E
∑
m
1
σ2∆xmip
−1 ∑
(i,p)∈E
∑
m
1
σ2∆xmip
(
xi −∆xmpi
)
(5.6)
The above relaxation method was proposed in (Duckett et al., 2002; Frese and Duckett,
2003) as a solution to the SLAM–problem. The original measurement function (4.39)
was linearised in order to apply the linear relaxation method. Update of a position
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estimate is calculated as the weighted average of positions predicted from neighbour
nodes (xi − ∆xmpi). Convergence is guaranteed since each iteration step reduces the
residuum and – due to the linearity – only one minimum is available.
During exploration the graph model can change in two ways. A new node is linked to its
predecessor by default and is therefore always consistent with the map. Uncertainties for
the new node are inherited from the predecessor. Adding a new measurement, whether
by adding a new edge or by repeatedly moving along known edges, requires integration
of inconsistent information. It could be assumed that adding a new measurement only
affects locations of nodes near – in terms of graph distance – the updated node.
5.1.4 Non–linear relaxation
The idea of relaxation could be summarised as consistent integration of local model
predictions. The same method can be extended to the non–linear model (see equations
4.23,4.37,4.39). In this case, it is no longer possible to relax the x and y components of a
node independently. Instead of applying two separate relaxation steps, equation (4.23)
is turned into a local optimisation problem. The problem is now to search for the most
probable displacement of some selected nodes (Xv) with respect to a given reference
frame (Xf ):
Q(Xf , Xv, D) =
∑
(j,i,k)∈(Xf∪Xv)
∑
m
1
σ2smjik + σ
2
vposj
+ σ2
vpos
k
[
s(xj − xi,xk − xi)− s(∆xmj ,∆xmk )
]2
+
1
σ2dm
jik
+ σ2
vposj
+ σ2
vpos
k
[
d(xj − xi,xk − xi)− d(∆xmj ,∆xmk )
]2
(5.7)
Xv is a set of (variable) nodes which will be relaxed by equation (5.7). Xf is a set of
fixed points used as a reference frame to determine position updates for nodes in Xv. Xv
and Xf form a subgraph, i.e. they belong to a topological closed area. Therefore, Xf is
determined by the variable point set, i.e. all nodes are included which allow predictions
for variable points according to the measurement function (see equations 4.19,4.21).
According to equation (4.23), Xf includes all nodes which are at least two edges away
from nodes in Xv, i.e. Xf = {n ∈ V |(n, i) ∈ E2 ∧ i ∈ Xv}.
Both methods, the linear and the non–linear, minimise the global objective function
according to a locally selected subspace. Since all other variables are kept fixed in a
relaxation step, a line search occurs always in the direction of one of the search space
axis. Equation (5.7) is minimised using the conjugate gradient method3 as described in
Press et al. (1999). Therefore, several variables can be minimised, by defining a sequence
of non–interfering search directions (see Press et al., 1999, pages 420ff). Search directions
3Powels conjugate method in multi dimensions.
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(a) Systematic position errors. (b) Sampling the zero–vector–area.
Figure 5.2: Systematic errors caused by stereotyped homing. a) Systematic errors occur due
to the applied homing scheme, i.e. the fixed sequence of metric and visual homing. The metric homing
vector (red arrows) is calculated between the recent estimate of the source position (Ps) and the target
position (Pt). Trajectories ending inside the zero–vector–area (red ellipse) contain less information,
while end points outside the zero–vector–areas are only corrected (blue arrows) towards the border. b)
Alternative homing scheme, where the metric homing is aborted – indicated by small blue dots – before
the agent enters the zero–vector–area. Hence, a larger portion of the zero–vector–area is sampled (small
black dots).
are not necessarily restricted to unit vectors (axis). Although the sections title is non–
linear relaxation, it is necessary to mention that the conjugate gradient method itself
makes use of a linearised objective function.
If Xv includes one node, application of equation (5.7) is comparable to the linear case.
Changing the position of one node also influences the position of all its neighbours.
Therefore, a full map update (iteration cycle) includes the application of equation (5.7)
to several nodes. Fist, the current node and all its neighbours are updated. Second,
equation (5.7) is applied iteratively to the neighbours of each node which has been
moved significantly from its initial location, i.e. ‖xp − x′p‖ ≥ ǫ. This iteration cycle is
repeated for all neighbours, till the local optimisation condition is satisfied.
The amount of local inconsistencies determines the runtime behaviour of a relaxation
cycle. In the worst case, each node has to be updated, which could normally happen
only after closing very large loops4. In the best case the update time is constant, since
the graph is planar and the number of neighbours is limited.
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5.1.5 Systematic position errors
Figure 5.2(a) illustrates the problem, that applying a stereotyped homing scheme, i.e. a
fixed order of metric homing and visual homing (see section 4.3.2), may lead to systematic
position errors. Systematic errors occur, because the metric homing vector is calculated
between the instantaneous location and the most recent estimate of the target node. Only
trajectories with an end point outside a zero–vector–area will be corrected. Nevertheless,
usual position corrections occur only towards the border of the area and not towards the
center, which has been shown (see section 4.4.7) to be the expected recording location.
Measurements from trajectories with an end point inside the zero–vector–area vary only
according to odometry noise. Therefore, these measurements add minor information to
the system.
In case no visual correction occurs, one would expect the location of the optimal position
near the initial position estimate. This could lead to systematic deviations from the
real recording location. Therefore, it could further be expected that systematic errors
become more probable with an increasing distance to the starting point (map center) or
in regions with low liv–values. Further, nodes located near obstacles may also be affected
by systematic errors, since samples for theses nodes are concentrated in the area which
is not occluded by an obstacle.
An alternative homing scheme, which should ensure a homogenous sampling of the zero–
vector–area, is illustrated in figure 5.2(b). In two cases the agent switches from following
the metric home vector to visual homing. First, if the change (i.e. the derivative of image
similarity with respect to the moved distance) in image similarity between the target
snapshot and the instantaneous snapshot exceeds a certain threshold. Second, if at least
a fixed portion of the estimated (metric) distance has been moved5.
Measurements are now recorded in a larger part of the zero–vector–region. The final
sample distribution is mainly determined by the global location of the neighbour nodes
and the direction towards the target node.
Since the most recent position estimate of a node is used for recalibration of the path
integrator, systematic errors propagate to the next node. In the worst case, this could
lead to locally consistent parts of the map, i.e. nodes which are shifted homogeneously
into the same direction. Position estimates in these submaps can hardly be improved.
5.1.6 Convergence with sparse sample sets
Application of the previous homing scheme increases the variability of measurements
and is therefore comparable to an increased noise level. In this situation the relaxation
4Since our system explores open environments, the closure of large loops consisting only of a chain of
nodes is avoidable.
5For the following experiments the value was chosen between 75% and 90% of the original distance.
5.1. Iterative graph embedding 72
Figure 5.3: Structural fitness. This fig-
ure illustrates calculation of equation (5.9).
The recent position estimate is illustrated by
the red dot. Black dots are model predictions
from neighbour nodes. After convergence the
red dot should be located in the center of the
zero vector area (gray ellipse). The fitness
value is calculated according to the mismatch
between the shape of the instantaneous sam-
ple distribution (red ellipse) and the assumed
shape of the zero–vector–area (black circle).
It is important to note that the recent posi-
tion estimate need not necessarily be located
in the center of the prediction distribution.
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λ2
ǫ0
xj
∆xij
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xi
method may run into problems, since the minimum of equation (4.23) changes according
to the available sample set. The final (optimal) position of a node is determined only after
the sample set has become saturated, i.e. if new samples do not add further information
which is the case if all zero–vector-areas have been fully sampled.
A high noise level becomes crucial after closing a loop for the first time. In this situation
only two measurements for the node to be updated are available, the first sight mea-
surement (initial measurement) and a second measurement. The second measurement is
unreliable since it is determined by the (unknown) global uncertainty of the last node in
the chain. Applying equation (5.7) directly, may shift the position estimate further away
from the true recording location. Since the updated position is used for recalibration the
error propagates to newly added nodes.
Large displacements also influence the convergence of the relaxation method, since it is
prone to local minima. Avoiding unreliable large displacements includes to mistrust mea-
surements which are not consistent with the most recent model prediction. On one side
these measurements contain the most information (Whaite and Ferrie, 1994; MacKay,
1992). On the other side it is not guaranteed that this information is reliable, since
equation (5.7) does not consider the global uncertainty of the reference points.
Therefore, a weighting factor is introduced, which controls the speed of convergence.
Node displacements are delayed till a reliable sample distribution could be assumed.
The set of local model predictions (X
′
= {x′vij}) for a node (v),
x
′
vij =R(α)(xj +∆xij +∆xvi),
with α = arctan
(
yi − yj
xi − xj
)
∀(v, i) ∈ E ∧ (i, j) ∈ E, (5.8)
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is treated as a bi–variate normal distribution6. Since shape and orientation of the zero–
vector–area is unknown, an assumption about the average extension has to be made.
The simplified model assumes that the zero–vector–areas are circular shaped. The radius
(ǫ0) is equal for all areas.
The weighting factor for a node (v) is calculated as the deviation from this assumed shape
(see figure 5.3). Extension of X
′
is given by the length of the two principal components
(
√
λ1 and
√
λ2). The weighting factor is calculated using two sigmoid functions:
W(z,σ)(v,Xv, Dv) =
1
2
(
z
z + e−σ(
√
λ1−ǫ0) +
z
z + e−σ(
√
λ2−ǫ0)
)
(5.9)
The gain factor σ controls the function slope, while z defines the amount of weight in-
crease for an expanding sampling area. Equation (5.9) is used to weight position updates
according to equation (5.7):
xt+1i = x
t
i +
〈
W(z,σ)(vj, Xvj , Dvj )
〉
(xti − x
′
i) ,with (j, i) ∈ E2 (5.10)
Precise knowledge of ǫ0 is not necessary. A radius selected too large just slows down
position updates, while a radius selected too small speeds them up. In general, nodes
located near obstacles, i.e. nodes which could not be extended in every direction will
always receive a smaller weighting factor. The same thing is true for nodes with a high
position error. In this case, samples are concentrated on one side of the zero–vector–area
also receiving a small weighting factor.
This method ensures, that reliable position estimates are still available for recalibration,
while applying the relaxation method. One problem remains, since weighting the position
displacements generates maps which are not at a minimum state of equation (4.23).
5.1.7 Subgraph matching
This section describes a different approach to the iterative graph embedding problem
(Hu¨bner and Mallot, 2002). The algorithm embeds a small and trackable subgraph into
a coordinate system, spanned by only one reference point. A second step integrates the
subgraph into the global map applying a rigid body transformation.
The subgraph matching algorithm consists of four steps, executed each time a new
measurement is added:
1. A subgraph around the current location vc is selected. One possible selection mech-
anism is to include all nodes which are less than ǫ edges away from the current
node: G′ ⊆ G with V ′ = {v|d(v, vc) ≤ ǫ}. Another possibility would be to select
the smallest circuit containing vc, as circuits can be embedded consistently. The
effectiveness of a selection mechanism mainly depends on the graph topology. If
the graph is e.g. a triangulation, then there is no difference between the circuit
based method or the distance method.
6∆xij and ∆xvi are local metric relations as described in section 4.4.3.
5.1. Iterative graph embedding 74
2. Equation (4.23) is used to embed G
′
into a local coordinate system, resulting in
a point configuration X ′ for the subgraph. The reference frame is setup by the
instantaneous node ~xc
′ = (0, 0) as the origin and an arbitrary neighbor node of vc
to fix the orientation.
3. Global position updates are calculated from a rigid body transformation consisting
of a rotation R and a translation T . The transformation parameters are implicitly
defined by the correspondence relation between the old global and the new local
positions. They are calculated according to the following optimization problem:
Q(ω, tx, ty) =
∑
i
1
σ2i
[
R(ω)~xi + ~T − ~xi′
]2
=
∑
i
1
σ2i
(
xi cos(ω)− yi sin(ω) + tx − x′i
)2
+
1
σ2i
(
xi sin(ω) + yi cos(ω) + ty − y′i
)2
(5.11)
Equation (5.11) can be solved analytical. The resulting translation parameters are:
tx = x
′ − (x cos(ω)− y sin(ω))
ty = y
′ − (x sin(ω) + y cos(ω)) (5.12)
where x or y is defined as:
x = −
(∑
j
1
σ2j
)−1∑
i
1
σ2i
xi (5.13)
The resulting rotation angle is:
ω = arctan
(∑
i
1
σ2i
(
∆xi∆y
′
i −∆x′i∆yi
)∑
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1
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(
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′
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′
i
)) (5.14)
with ∆xi = x−xi. The weighting factor (σi = |Ci|) is taken from the uncertainty of
node i in the local map. Although the uncertainty measure is not really independent
of the positions, it is assumed to constant in order to simplify the calculations7.
4. Applying the rigid body transformation to the local graph results in a proposal of
new global positions for each node in the subgraph. Optionally the new positions
estimates are combined with the older ones using a simple time filter in order
to make the global map more stable. This becomes necessary especially as the
subgraph selection could break graph circuits. Since path integration already gives
a start solution for the map it seems practical to avoid large changes in one iteration
step.
7In Lu and Milios (1997b) a similar calculation is used to derive pose relations between adjacent depth
scans.
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An iteration cycle includes only application of the steps 1–4. There is no need to prop-
agate several iteration cycles through the graph, as done in the relaxation method. A
nice property of the algorithm is, that it generates locally consistent maps around the
instantaneous position which could be used for local survey navigation.
5.2 Learning view graphs
5.2.1 Generic exploration scheme
Start new graph
Record non-edge
Current view
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vertices ?
Move in exploration
direction
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Take snapshot, connect
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Vertex extendable ?
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Vertex found ?
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Choose random direction
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No
Yes
Yes
No
Yes
No
Figure 5.4: Generic exploration scheme. The exploration algorithm has been adapted partially
from Franz et al. (1998a). The algorithm consists of three main parts. Route learning is responsible for
extension of the graph into unknown areas. Route integration is responsible for closing large loops and
for local mesh refinement. Route following is used to coordinate single exploration goals over the full
map (details are explained in the text).
Figure 5.4 illustrates the generic scheme of the exploration algorithm. A similar scheme
has been used to build view graphs based solely on visual information (Franz et al.,
1998a). The original algorithm has been extended in several ways. Metric information
is used to overcome several limitations of the visual method (see section 4.1), e.g. the
spatial aliasing problem. Metric information is further used to increase the efficency
of the exploration algorithm. A global planning instance is used to coordinate local
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decision strategies. Details of single elements – local decision strategies and their global
coordination – are explained in the following sections.
5.2.2 Local decision strategies
The exploration algorithm is based on a collection of local decisions made to achieve
different goals. In a certain sense, achievement of these goals may be described as single
specialised behaviours. Figure 5.5 illustrates four typical situations which are handled
by the exploration algorithm. Things which have to be considered during exploration
are:
• Choosing the next exploration direction. A new node (see below) is linked to its
predecessor building a path (route). After recording a new node, the agent turns into
the direction where the exploration will continue. Three possible strategies for moving
into open space are implemented:
1. The agent always turns around a fixed angle. Small angles cause a fast extension
of the graph, while larger angles increase the probability to return to known places
more early. Avoiding unnecessary rotations in closed areas is not a bad strategy,
since errors in the path integrator are susceptible for rotation errors.
2. Since a priori knowledge is normally not available, it is advisable to use a strategy
which expands the graph into unknown areas at a moderate speed. Therefore,
the exploration direction is calculated towards a goal node. The selected goal node
should cause the least possible change to the recent heading. If the gap between the
target node and the last known location in the graph is too large, it is automatically
filled with additional nodes (see below).
3. Another possibility is to orient the agent always towards the map center, which also
avoids an unreliably fast expansion of the map and further guarantees regularly
recalibration.
These are only three decision examples. Nevertheless, an optimal decision strategy
mainly depends on the shape of the environment. The strategy is further constrained by
path integration noise and the convergence of the relaxation method. The main constrain
for the exploration strategy is to achieve a sufficient tradeoff between map expansion
and reliable localisation. Therefore, the aim of information gain is two folded, since in-
formation is gathered while expanding the graph and while recording new measurements
along known routes.
• Extending nodes into the largest open angle. A node is declared as extendable
as long as the largest angle between two (metrical) adjacent edges exceeds a threshold,
i.e. α = 1
2
max∆φji ≥ ǫ. Moving into the largest open angle ensures that the graph is
extended equally in all directions which is an essential presupposition for a homogeneous
sampling of zero–vector–areas.
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• Explicit representation of obstacles. A deadlock situation occurs if the largest
open angle guides the robot towards an obstacle. To avoid repeated obstacle avoidance
steps, the exploration direction is recorded as a ”virtual edge” in case the agent hits an
obstacle before recording a new node. Next time the agent tries to extend the same node,
the largest open angle guides the agent away from the old collision course. This further
guarantees that also nodes located near obstacles can be declared as not extendable in
case the largest open angle becomes too small.
• Adding new nodes. Snapshots should be recorded at locations which are most
distinguishable from all other locations. The distinctiveness of snapshots is guaranteed,
since position estimates could be used for snapshot disambiguation (see section 4.4.6).
Node locations are constrained by the path integration noise, i.e. the need for regular
recalibration. This becomes crucial if the agent has to navigate in small passages between
obstacles, especially because catchment areas are small near obstacles.
For these reasons the average edge length is kept inside an interval [dmin, dmax]. The
length of this recording interval has to be adapted to the path integrators uncertainty.
A new snapshot is recorded if the distance to the last node is larger than dmin and the
image dissimilarity exceeds a certain threshold. A new snapshot is always recorded if
the distance to the last node is larger than dmax.
If dissimilarity between nodes is based on visual information, the node density is cor-
related with the liv–factor (see section 3.3.2 and Franz et al. (1998a). The extended
homing scheme (see section 4.3.2) allows to separate the catchment–areas of neighbour-
ing places. This is useful in order to achieve a sparse represention with a homogeneous
node–distribution. The minimum distance (dmin) should be selected carefully in order
to allow navigation in small passages, which requires a greater node density than open
space. On the other side the maximum distance (dmax) ensures regular recordings irre-
spective of the instantaneous image contrast.
• Adding new edges. Adding a new edge to a connected graph always induces a new
circuit. Therefore it is necessary to search the memory for known places while moving in
unknown areas. The instantaneous state (pose and snapshot) is compared continuously
with every known location. Also this process has linear complexity in the number of
nodes, it is executed only at certain time intervals. If a known location is in vicinity,
the agent starts a homing trial. If it succeeds, the target node is linked to the starting
node and a new loop is closed. If it fails, a non–edge is recorded and the agent tries to
re–localise on the map (see below).
In order to avoid the spatial–aliasing problem and in order to speed up classification time,
the image correlation is calculated only for snapshots located inside a circle centred at
the instantaneous position. The search radius is increased according to the uncertainty
of the path integrator, i.e. it increases while the agent moves through unknown areas
and it is set to an initial value after recalibration.
• Mesh refinement. In order to further increase the certainty of position estimates,
the graph mesh can be refined, i.e. additional links are added. As known nodes attract
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the agent while moving between unlinked nodes, the graph usually stays planar. The
ideal topological structure is a triangulation, since this is the planar topology allowing
the highest connectivity.
The difference to adding new edges is that in a refinement step links are added into
already established circuits, while the task of the previous point is to establish these
circuits. Mesh refinement means to split existing circuits into smaller ones, achieving
the highest possible connectivity. Homing trials within a circuit are not critical, since
the instantaneous location is surrounded by known places, allowing a fast localisation in
case of a failure.
• Localisation on the map. This becomes necessary if the agent has lost track of its
position on the map, e.g. after a failed homing trial. The applied method is equal to
exploring unknown areas, i.e. the memory is continously searched for known locations.
In order to return to a known location as fast as possible a course to the map center is
calculated. If a known location comes into vicinity the agents tries to reach the target
node. If it succeeds the path integrator is recalibrated and the exploration cycle is started
again.
• Recording new metric relations. While moving along known edges new measure-
ments for metric relations are collected. This is essential for the relaxation method to
converge towards the desired minimum. Every time after a new measurement has been
recorded, several relaxation steps are executed in order to update the map. The agent
tries to traverse edges in both directions in order to achieve symmetric measurements.
• Verifying obstacle nodes. The relation between the exploration direction and the
orientation of obstacle surfaces is unknown. Therefore, the agent tries to expand already
existing obstacle nodes from time to time, until they become un–extendable.
• Verifying non–edges. If possible, the agent tries to traverse non–edges. Sometimes,
non–edges are recorded after the agent has hit obstacles only with its side sensors. If
a homing trial along a non–edge succeeds it is converted into an edge. During route
following, only the front sensors are evaluated since learned routes always represent
open space.
5.2.3 Global decision strategies
The local exploration goals described in the preceding section are coordinated by a
global planning instance. The planning instance has three major applications. First,
deadlock situations should be avoided. This is necessary since deadlocks are mainly
caused by unpredictable interactions with the environment and not by contradicting
motion commands. Therefore, they could hardly be modelled explicitly. Second, the
expansion rate of the graph should be controlled, by ensuring that measurements are
equally distributed over the edge set. Third, the efficency of the exploration is increased,
since the agent is guided directly to the appropriate locations.
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Figure 5.5: Planing goals during ex-
ploration. This figure shows a schematic
drawing of four typical situations which
are handled by the exploration algorithm.
1) ”Closing a loop” is the problem of
keeping the topological structure consis-
tent. 2) ”Extending the graph into un-
known space” mainly involves the se-
lection of a new exploration direction.
3) ”Verifying non–edges and obstacle–
nodes” involves the representation of ob-
stacles in the graph and 4) ”Mesh–
refinement” is the decision to increase the
connectivity. The agent is located at the
red node. One possible goal node is se-
lected randomly and routes with maximal
information gain (green edges) are calcu-
lated according to equation (5.15).
As could be seen from figure 5.4 the planning instance is invoked if the agent is located at
a node which is not expandable, e.g. if the largest open angle is too small. Therefore, one
of the possible goals (see figure 5.5) is selected according to a predefined probability. The
randomised goal selection is necessary in order to avoid deadlock situations. Adjusting
the selection probability may also be used to model the overall exploration characteristic
of the agent. If e.g. path integration noise is low, the probability to extend into open
space can be increased.
Path planning is done with the Dijkstra–algorithm (West, 1996) which usually uses edge
lengths to calculate shortest paths, or – more precisely – a minimal spanning tree. Here,
alternative edge weights are used in order to increase the information gain while following
known routes. The expected information gain for traversing an edge is defined as:
∆W jik(z,σ)(vk) =W(z,σ)(vk, Xvk , Dvk)−W(z,σ)(vk, Xvk , Dvk ∪ {∆xtji,∆xtik}) (5.15)
After a loop has been closed, the agent tries to consolidate position estimates of nearby
nodes. Therefore, it chooses randomly a target node, two or three edges away from the
current location and collects more local measurements along the route. This is necessary,
to settle position estimates locally, before trying to further expand the graph.
5.2.4 Saturation and Convergence
Saturation of subregions of the graph model (local area) is achieved in three different
ways:
• Number of nodes. The maximal possible number of nodes, i.e. the node density, is
controlled by the recording interval [dmin, dmax], and the similarity threshold ǫv. These
parameters have to be adjusted according to three different goals. First, regular recal-
ibration is guaranteed by recording a node always after a fixed distance dmax. Second,
5.3. Results 80
−150 −100 −50 0 50 100 150
−150
−100
−50
0
50
100
150
(a) Path integration
−150 −100 −50 0 50 100 150
−150
−100
−50
0
50
100
150
(b) Relaxation
Figure 5.6: Effectiveness of the relaxation method. Black lines show the true trajectory during
exploration. Red lines show the estimated trajectory by the agent. Left, trajectory is estimated by an
uncalibrated path integrator. Right, estimated trajectory applying the relaxation algorithm.
sparsity is achieved by defining a lower bound for the node density (dmin). And third,
secure navigation in small pathways is achieved by relating the node density to the lo-
cal image variation (ǫv). This is further necessary since catchment–areas near obstacles
are smaller than in open space. Hence, the effectiveness of correcting position errors is
reduced near obstacles.
• Number of edges. The graph usually stays planar. Therefore, the highest achievable
connectivity is a triangulation. The maximal connectivity of a node is controlled by the
minimum open angle (α) as defined in section 5.2.2.
• Number of samples. Also each new sample improves the certainty about a position
estimate (see equation 5.4), the information gain decreases with an increasing number of
samples. Therefore, recording of new samples could be aborted if the zero–vector–area
is sufficiently sampled, i.e. ∀j|(j, i) ∈ E : ∆W jik(z,σ)(vk) ≤ ǫ. In this case, the minimum of
equation (4.23) is determined uniquely and therefore convergence is guaranteed.
5.3 Results
This section shows results, illustrating the overall performance of the navigation sys-
tem. Throughout the experiments uncertainty parameters of the odometry model are
set to N = (0.3∆l, 0.04∆φ, 0.04∆φ)⊤ (see section 4.2.1). Examples of the probability
distributions are shown in appendix A.3.5.
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Figure 5.7: Heading estimates during explo-
ration. This plot shows recalibration of the head-
ing estimation while moving along the trajectory
shown in figure 5.6(b). The gray curve is the real
heading. The red curve shows the estimated head-
ing applying the optimization method described in
equation (4.37). Deviations during constant parts
of the red line result from drift errors which can
not be compensated by the optimization method.
5.3.1 Optimization and Recalibration
One of the major applications of the embedded view graph is to provide a reliable
method for regularly recalibrating the path integrator. Figures 5.6(a) and 5.6(b) show
examples of the recalibration performance. The black line is the true trajectory traversed
during exploration. Overlayed is the red curve, showing the path integrators state, with
optimization – figure 5.6(b) – and without optimization – figure 5.6(a).
Achieving reliable pose estimates is based on two features. First, the possibility of active
homing allows recalibration of the path integrator without optimization. Second, apply-
ing the optimization method slows down error accumulation. Therefore, the accessible
area is further increased.
The exploration performance is shown in figure 5.6. The used performance measure is
the agents trajectory. In contrast to the node positions, the trajectory includes all error
sources especially localization errors which may be larger than position errors of the
nodes alone. The black trajectory is the true one, the red trajectory is estimated by
the agent. The estimated trajectory in figure 5.6(a) is measured by a path integrator
without recalibration, while the agent explores the environment using the relaxation
method. With path integration alone it is not possible to map such a large portion of
the environment.
Heading estimates are achieved using the optimization method described in section 4.5.2.
Figure 5.7 shows the deviation from the real heading during exploration, which does not
exceed more than 10◦. Deviations during constant parts of the red line are a result of
drift errors during translations which could not be compensated by the optimization
method. Again, heading estimates are a result of recalibration and optimization.
5.3.2 Maps from sparse sample sets
This section shows results, illustrating the convergence behavior while applying the re-
laxation method (see equation 5.7) together with the convergence controll and extended
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Figure 5.8: Convergence behavior of the relaxation method. Shown are examples of two ex-
ploration trials which have been aborted after 600 iteration cycles. On the left side, a) and c), are
the resulting graphs. The true recording positions are marked with gray dots. Estimated positions are
marked with red dots. Shown on the right side, b) and d), the length of position updates in one it-
eration cycle. Negative numbers indicate updates, pushing the node away from the true location. Red
bars indicate the proposed displacement length, blue bars are the weighted displacement length. Figure
b) shows an example directly applying the relaxation method. Figure d) shows an example where only
first sight measurements and measurements resulting from a visual correction step are used. Optimiza-
tion is calculated using the weighted relaxation method (see equation 5.10) with z = 6, σ = 0.18 and
ǫ0 = 5.5cm.
Figure 5.8 shows results from two different exploration trials. Each trial has been aborted
after 600 iteration cycles. The map in figure 5.8(a) results from a direct application of
equation (5.7). The map in figure 5.8(c) results from a sparse sample set, which has been
achieved by ignoring all samples resulting from trajectories without a visual correction
step. The only exception are first sight measurements, i.e. measurements taken while
closing a loop for the first time.
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Figure 5.9: Final map and clustering. a) The final graph covering an environment of 9m2 with a
total of 191 nodes. Gray dots indicate the estimated node positions. Red dots indicate the true recording
locations. b) Subgraph (skeleton graph) consisting only of obstacle nodes. As can be seen, the original
graph is split into several unconnected clusters, concentrated around obstacles. This subgraph may serve
as a skeleton to define regions in the environment. The complement of the skeleton graph consists also
of unconnected cluster, which are concentrated in open space.
Equation (5.10) has been used in order to make position estimates stable over time for
the sparse sample set8. Figure 5.8(b) and 5.8(d) show the amount of node displacement
per iteration cycle. Negative numbers indicate displacements pushing the updated node
away from the true location. Red bars are the proposed displacements, blue bars are the
resulting weighted displacements.
It can be seen that information from measurements without visual correction steps is
indeed very low. Position changes with the weighted method are much higher, as has
been expected due to the extended sampling area. The graph in figure 5.8(c) covers a
larger portion of the environment, while the average position error is of the same order
in both maps.
5.3.3 Shortcuts and skeleton graphs
One major characteristic of survey navigation is the ability to find shortcuts over unex-
plored areas. This possibility has already been used in the exploration algorithm, e.g. in
the mesh refinement step or in order to close gaps. This section now illustrates a route
planning ability based on shortcuts calculated from learned maps.
Figure 5.9(a) shows a graph covering the whole environment with a size of 9m2. The
calculation of shortcuts over larger areas is problematic, because normally the embedded
view graph does not contain explicit information about the location of obstacles. The
8Parameters used for equation (5.10) are: z = 6, σ = 0.18 and ǫ0 = 5.5cm
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Figure 5.10: Route following and short-
cuts. This figure shows trajectories from the
route following behavior based on the ex-
tended skeleton graph (see text for the pro-
posed algorithm). Each route was started at
the origin. Routes were planned with the
Dijkstra–algorithm, while edges now corre-
spond to possible shortcuts. It can be seen
that the agent corrects errors during route
following. Further, small path ways can be
traversed using the extended skeleton graph.
The plot shows the true node positions.
Therefore, trajectories do not end exactly at
the target node.
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only guaranteed thing is that moving along an edge is most probable possible without
collision. Moving along an edge may fail, if e.g. the target node is located close to an
obstacle and the position estimate is worse.
The only information gathered about obstacles are the ”virtual edges” used to avoid
repeated obstacle avoidance steps during exploration (see section 5.2.2). Figure 5.9(b)
shows the induced subgraph with a node set reduced to these obstacle nodes. This
structure is proposed as a possible starting point for planning routes, since this subgraph
contains information usefull for navigation close to obstacles. The subgraph is therefore
referred to as the skeleton graph. The complement of the skeleton graph is again a
unconnected subgraph. The nodes of the complement graph are concentrated in open
space.
Figure 5.10 shows a possible extension of the skeleton graph. First, additional nodes
of the complement graph have been selected9. Second, isolated clusters are connected.
Shortcuts are represented by adding edges which are not included in the original graph.
The node density in the resulting graph is adapted to the environment, with few nodes
in open space and a high node density in small pathways.
A possible algorithm may include the following steps:
1. Generate skeleton graph. The skeleton graph is the induced subgraph with
a node set containing only the obstacle nodes. The result is a clustered graph
representing routes near obstacles (see figure 5.9(b)).
2. Connect skeleton clusters. The skeleton graph has to be made connected again,
e.g. by linking nearby nodes or by adding smallest routes between near clusters.
9Nodes which have been visited most often during exploration are selected. This mechanism is somehow
random, since this is only a proposal for an algorithm.
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Figure 5.11: Example trajectories. These figures show two example trajectories taken from figure
5.10. Blue dots indicate the original planned route. a) This example illustrates the ability of course
corrections by visual homing. b) This example shows the ability to replan routes (green nodes) after
active obstacle avoidance.
3. Determine open space. The complement of the skeleton graph is again a clus-
tered graph representing open space. Single cluster in the complement graph can
be collapsed into a super–node.
4. Connect reduced graph. Finally, isolated clusters in the reduced graph must be
connected. Edges in the new graph may now represent shortcuts as well as known
routes. Due to the construction of the new graph, it is guaranted that shortcuts
are located in open space.
Figure 5.10 further shows some sample trajectories from the route following behavior.
The start point of each trajectory is at the origin of the map. Routes are planned
using the Dijkstra–algorithm, where edges are now related to shortcuts. The homing
behavior along an edge as well as re–localization after obstacle avoidance is equal to the
exploration algorithm.
Figure 5.11 shows two extracted example trajectories from figure 5.10, illustrating cor-
rection and re–planning capabilities. Figure 5.11(a) shows an example where the agent
deviates from the planned route (blue nodes) according to odometry errors. It could be
seen that these errors are corrected by visual homing. Figure 5.11(b) shows an exam-
ple where the agent tries to move through a small pathway and hits an obstacle. After
avoiding the obstacle the agent re–localizes on the map and calculates an alternative
route (green nodes) to the home location.
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5.4 Summary
This chapter described the methods used to integrate the pose relation network of chapter
4 and the local navigation capabilities of section 2.1 into a system which is able to
autonomously explore unknown environments.
In the first part two algorithms have been described which allow consistent integration
of new measurements into the global map in real–time. A full update step is, compared
to the number of represented places, not neccessarily guaranteed to be of constant time.
The effective calculation time of an update cycle depends on the amount of inconsistency
the new measurement brings to the system. Therefore, the effective calculation time can
also be controlled by the agents behaviour, e.g. by closing clycles a soon as possible. In
the examples shown here, this is done by selecting a fixed turning angle which allows
the agent to return to known places as soon as possible.
These considerations have been included in the exploration algorithm, described in the
second part of the chapter. If exploration starts the agent uses a random pattern to select
new places. While more information is available the exploration becomes more directed.
Therefore, the exploration algorithm consists of two stages, a set of goals which could
be achieved locally and a global planning instance used to coordinate exploration.
Global pose estimates are used to disambiguate snapshots, to enlarge the catchment
areas, to determine the localtion of obstacles, and the exploration direction towards
open space. Local metric relations are further used to adapt the node density to the
clossness to obstacles. Finally, the resulting map had been used to plan shortcuts over
unexplored areas.
6 Final remarks and outlook
6.1 Summary
Throughout the thesis the architecture of an autonomous agent has been described,
which is able to navigate in unknown environments. The underlying structure of the
spatial memory is the embedded view graph model. The model extends the topological
relation of a graph with metric place relations, by embedding the graph nodes into a
three dimensional space, accounting for the position of the nodes and the orientation of
recorded snapshots. Therefore, the final model supports topological navigation as well
as survey navigation.
The complex task of mapping an unknown environment has been solved by combining
three local navigation strategies, visual homing, path integration, and obstacle avoid-
ance. Implementation of these navigation capabilities are inspired by models from insect
navigation. Since the homing behaviour of insects is mainly restricted to returning to
one location (nest), the spatial memory could be modelled as a tree. Therefore, the em-
bedded view graph model has been described as a hypothetical generalisation of homing
behaviour based on route knowledge to a cognitive map.
Visual homing has been characterised by three quantities. First, the area where the visual
homing method is guaranteed to succeed (catchment–area). Second, the area where the
place recognition system predicts a successful homing (homing–range). And third, the
region where the agent could not proceed closer to the home location by matching
snapshots (zero–vector–region).
The major quantity of path integration is the uncertainty, given by the co–variance
matrix of the path integrator state. In contrast to the visual homing method, uncertainty
about the home location depends on the agents behaviour, i.e. length and shape of the
trajectory.
The main characteristic of the embedded view graph is the loose coupling between
position estimates and visual landmark information (snapshots). Although, position es-
timates are necessary to solve the spatial aliasing problem, mapping and exploration is
still possible without or with weak odometry.
Globally consistent pose estimates have been derived from a pose relation network. The
major difference to recent robotic systems is the ability of active homing. Therefore,
all pose relations are ”weak” in the sense that they are measured by odometry. This
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shortcoming has been compensated by applying the active homing capability in two
ways. First, it is possible to repeatedly collect local measurements for one edge. Second,
the required accuracy of pose estimates could be relaxed, since the uncertainty of position
estimates could be extended to the size of the catchment area.
Estimation of positions and estimation of snapshot orientations have been separated.
This was done by applying path integration to route segments, where pose relations are
measured in a local reference frame. The locally embedded route fragments have been
integrated into a globally consistent map by applying an optimisation method, similar
to multidimensional scaling.
The graph embedding has been solved in real–time by applying a relaxation method
to the non–linear objective function. By controlling the convergence behaviour of the
relaxation method, it has become possible to extend the sampling area of a place while
keeping the most recent map estimate stable. It has been shown, that the resulting map
covers the whole environment. Further, pose estimates are accurate enough to support
shortcut behaviour over unexplored areas.
6.2 Things still to be done
As has been shown in the previous chapter, the system is able to explore an unknown
environment without external help. Graph embedding and heading estimation is possible
in real–time. Finally, the resulting map contains sufficient information for route and
shortcut planning. Nevertheless, there are several things which have been left undone:
• Estimating the global co–variance. Section 5.1.2 described the local update for-
mula for the hessian of the graph embedding method. In order to calculate the global
co–variance matrix it is still necessary to define an iterative inversion method, like e.g.
applying the Woodbury formula (Press et al., 1999) or e.g. defining the inversion method
itself as an optimisation problem. The global co–variance could e.g. be used to substitute
the weighting factor controlling node displacements in a relaxation step.
• Integration of passive links. Section 4.3.3 described a method to establish pose
relations without active motion by locally adapting the average landmark distance. In-
tegrating this ability into the exploration algorithm may have two advantages. First,
exploration is speed up. Second, it becomes possible to calculate exploration trajecto-
ries with minor odometry errors, e.g. trajectories which avoid rotations and unnecessary
returns.
• Adaptation of parameters. Throughout the thesis many parameters and thresholds
have been used in order to determine the agents behaviour (see also appendix B.2.11).
Some have minor importance, but several are crucial for the performance. Most of these
parameters are fixed for the whole environment. In many cases it is more advantages to
adapt them locally to the environment, which has e.g. be done for the node density.
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• Proportion of recalibration and optimisation. Estimation of the instantaneous
pose results from a combination of recalibration and improved estimates from the pose
relation network. In order to quantify the contribution of each effect a direct comparison
of both methods would be useful.
• Integration of route segments. In section 4.4.3 the dot product and the cross prod-
uct has been used as a rotation invariant dissimilarity measure for local pose relations,
involving two edges. Pose relations could be extended to routes including more than
two edges. In this case, it is necessary to find a tradeoff between information gain and
computational complexity, since the contribution of a pose relation to the optimisation
problem decreases with the distance to the reference node.
• Incorporation of distance information. The clustering method described in sec-
tion 5.3.3 mainly relies on knowledge about the location of obstacles. This information
has been achieved by evaluating signals from the IR–sensors. Incorporation of obstacle
knowledge in the graph structure could be improved using distance information based
on stereo–vision, using e.g. a panoramic stereo sensor as described in Stu¨rzl (2003).
• Relaxation with larger subspaces. The relaxation method described in section
5.1.4 allows the definition of an arbitrary reference frame, i.e. it is possible to use a
subspace which is larger than one node in a relaxation step. Whether this is useful or
effective has to be tested using numerical simulations.
• Application of the liv–value. The liv–value has been used in section 3.3.2 to com-
pare image properties of the simulation to the robot implementation. In Stu¨rzl (2003)
it had been shown that the liv–value is closely related to the spatial accuracy of the
visual homing method. Therefore, the liv–value could be used in equation (4.23) as an
estimate for the uncertainty (σ2vpos) of local metric relations obtained by visual homing.
• Enlarging the behavioural repertoire. The exploration algorithm described in
section 5.2 has been applied to open, cluttered environments. In order to apply this
schema to office environments or environments containing narrow passages additional
navigation behaviours have to be implemented. This could e.g. be a wall following be-
haviour used to circle around obstacles. Further, a mid line following behaviour would
be useful to avoid turns in small passages.
6.3 Proposals for future projects
The described system may be extended in several ways, including:
• Hierarchical maps. Section 5.3.3 described the possibility to define a clustering
method by adapting the node density to the closeness to obstacles. The resulting hier-
archy consists of two levels. Another application of hierarchical maps may include the
possibility to lower the computational burden of the optimisation method. Since position
errors increase relative to the reference point, a hierarchy may be defined by selecting
several reference points.
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In Maio et al. (1996) a clustering algorithm has been described, which builds a hierarchy
upon six optimality criteria. Following this idea it is possible to select the center and
the extend of a cluster according to the error accumulation in the pose relation network.
The center node is used as a reference frame for all nodes included in a cluster, i.e.
the map consists of several reference frames (multi–reference–map). The objective is to
achieve a clustering, where the largest uncertainties of pose estimates are homogeneously
distributed. Such a map would allow to plan reliable shortcuts within a cluster, while
region borders have to be crossed by visual homing, since this includes a change of the
reference frame.
• Extension to dynamic environments. Several properties of dynamic environments
have been described in section 4.1.3. Extending the system to dynamic environments
involves changes in the local navigation capabilites, while the exploration algorithm is
still applicable. Obstacle avoidance needs to become goal depended, e.g. applying some of
the methods proposed in Philippsen and Siegwart (2003). Path integration can be used to
enclose uncertain hypotheses about possible locations and to determine correspondences
between snapshots with slightly different appearance. The visual homing method has also
to be changed. Sampling of the zero–vector–region (see section 5.1.5) already results in
a set of snapshots related to the same location. A similar method may be used to collect
a set of slightly different snapshots, from which a prototypical snapshot may be derived.
The new snapshot should represent stable portions of the environment.
A Mathematical Methods
A.1 First order mean and variance estimation
Given a vector valued function:
y = f(x) with f : IRn → IRm (A.1)
and given Cx ∈ IRn×n the co–variance matrix of the input vector x. The Taylor series of
f , expanded at x0, is given as
1:
f(x) = f(x0) +∇f(x)|x0(x− x0) +O(‖(x− x0)‖2) (A.2)
Ignoring higher order terms gives:
f(x)− f(x0) ≈ ∇f(x)|x0(x− x0) (A.3)
The variance is estimated by squaring and averaging both sides〈
(f(x)− f(x0))2
〉 ≈ 〈[(∇f(x)|x0) (x− x0)]2〉 =
=
〈
(∇f(x)|x0) (x− x0)(x− x0)⊤ (∇f(x)|x0)⊤
〉
=
〈
(∇f(x)|x0)Cx (∇f(x)|x0)⊤
〉 (A.4)
which finally results in:
Cy ≈ (∇f)⊤Cx (∇f) (A.5)
The mean value is approximated by assuming that 〈y〉 ≈ f(〈x〉). If f is linear, the
approximation becomes an equality, since higher order derivatives are zero for linear
functions. The second approximation results from dropping higher order terms in the
Taylor series. Overall it is assumed that parameter variations can be described by a
normal distribution. If nothing is known about the input distributions, these assumptions
can be validated using monte–carlo methods.
This calculation is now applied to approximate the variance of the dissimilarity measures
used in the objective function (4.23). First, the dot product:
s(xj − xi,xk − xi) = (xj − xi) ◦ (xk − xi) = ‖xj − xi‖‖xi − xk‖ cosα (A.6)
1Since f is a valued vector function the gradient is a matrix: ∇f(x)|x0 ∈ IRn×m.
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Applying equation (A.5) to equation (A.6) yields:
σ2sjik ≈(2xi − xk)2σ2xi + x2iσ2xk + (2yi − yk)2σ2yi + y2i σ2yk+
+ 2(2xi − xk)(2yi − yk)σxiyi + 2xiyiσxkyk
(A.7)
The same method, applied to the cross–product
d(xj − xi,xk − xi) = det(xj − xi,xk − xi) =
∣∣∣∣(xj − xi) (xk − xi)(yj − yi) (yk − yi)
∣∣∣∣ =
= ‖xj − xi‖‖xi − xk‖ sinαjik
(A.8)
gives:
σ2djik ≈ y2kσ2xi + x2kσ2yi + y2i σ2xk + x2iσ2yk − 2xkykσxiyi − 2xiyiσxkyk (A.9)
A.2 Variance estimation of implicit functions
In many cases the mapping between two data sets are estimated applying an optimisation
method, like e.g. least–square–estimation:
E(x,y) =
n∑
i=0
g(y − xi)C−1g(y − xi)⊤ (A.10)
Finding the minimum (E(x,y)→ min) with respect to y yields:
E(x,y0)→ min ⇒ ∇|y0E(x,y) = 0 (A.11)
The implicit function theorem states that relation (A.11) establishes an implicit function
f and further that f is differentiable:
∇|y0E(x, f(x)) = 0 with y = f(x) (A.12)
Now, differentiating E with respect to x yields:
∂E
∂x
+
∂E
∂f
∂f
∂x
= 0 (A.13)
Resulting in:
∂f
∂x
= −
(
∂E
∂f
)−1(
∂E
∂x
)
= −
(
∂2E
∂y
)−1(
∂E
∂x
)
= −H−1A (A.14)
Together the variance after optimisation is given by:
Cy ≈
(
∂f
∂x
)⊤
Cx
(
∂f
∂x
)
= (−H−1A)⊤Cx(−H−1A) (A.15)
The matrix H in equation (A.15) is the hessian of the objective function. The above
method could be applied after minimising any objective function. If a least square opti-
misation is used equation (A.15) reduces simply to inverting the hessian, i.e. C = H−1.
A detailed calculation is given in Press et al. (1999).
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A.3 Derivation of the motion model
A.3.1 Error distribution after a translation
The robots motion commands are given in motor pulses, where each pulse causes a
small revolution of a wheel. The relation between wheel movements and motor pulses
is determined in a calibration process described in appendix B.1. A translation of l cm
is divided into n steps, so l = n∆l. It is assumed, i.e. implemented as an odometry
simulation, that each unit step is affected by a small perturbation in the length (ηi)
and a small perturbation in the heading (δi). Both error sources result from a normal
distribution with zero mean:
Pt(η) =
1√
2πσ2η
e
− η2
2σ2η and Pr(δ) =
1√
2πσ2δ
e
− δ2
2σ2
δ (A.16)
How do these small deviations propagate from the start P0 to the end of the motion Pn
? First, the true heading after a translation:
φn =
n∑
i=1
δi (A.17)
And the true positions:
xn =
n∑
i=1
(∆l + ηi) cosφi = ∆l
n∑
i=1
cosφi +
n∑
i=1
ηi cosφi
yn =
n∑
i=1
(∆l + ηi) sinφi = ∆l
n∑
i=1
cosφi +
n∑
i=1
ηi sinφi
(A.18)
The true pose vector is estimated by a mean pose vector and a co–variance matrix. First,
the mean values are estimated:
〈φn〉 =
n∑
i=1
〈δi〉 = 0 (A.19)
〈xn〉 = ∆l
n∑
i=1
〈cosφi〉+
n∑
i=1
〈ηi〉 〈cos φi〉 = ∆l
n∑
i=1
〈cosφi〉
≈ ∆l
n∑
i=1
〈1− 1
2
φ2i 〉 = n∆l −
∆l
2
n∑
i=1
〈φ2i 〉 = l −
∆l
2
n∑
i=1
kσ2δ
= l − 1
4
∆ln(n + 1)σ2δ ≈ l ,assuming that σ2δ ≪ 1
(A.20)
〈yn〉 = ∆l
n∑
i=1
〈sinφi〉+
n∑
i=1
〈ηi〉 〈sinφi〉 ≈ ∆l
n∑
i=1
0 = 0 (A.21)
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Second, estimating the variances after a translation gives:
σ2φ =
〈
ϕ2
〉− 〈ϕ〉2 = 〈ϕ2〉 = nσ2δ = l σ2δ∆l ∝ l (A.22)
σ2x = 〈x2〉 − 〈x〉2
=
n∑
i=1
n∑
j=1
〈(∆l + ηi)(∆l + ηj)〉〈cosϕi cosϕj〉 − 〈x〉2
= ∆l2
n∑
i=1
n∑
j=1
〈cosϕi cosϕj〉+ σ2η
n∑
j=1
〈cos2 ϕj〉 − 〈x〉2
≈ ∆l2
n∑
i=1
n∑
j=1
〈(1− 1
2
ϕ2i )(1−
1
2
ϕ2j)〉+ σ2η
n∑
i
〈1− 1
2
ϕ2i 〉 − 〈x〉2
≈ l2 + l
3σ2η
2∆l
+ l
σ2η
∆l
− (l − l
2σ2δ
4∆l
)2 ≈ l2 + l
3σ2η
2∆l
+ l
σ2η
∆l
− l2(1− lσ
2
δ
2∆l
)
= l
σ2η
∆l
∝ l
(A.23)
σ2y =
〈
y2
〉− 〈y〉2 = 〈y2〉
=
n∑
i
n∑
j
〈(∆l + ηi)(∆l + ηj)〉 〈sinϕi sinϕj〉
=
n∑
i
n∑
j
(∆l2 + σ2ηδij) 〈sinϕi sinϕj〉
≈ ∆l2
n∑
i
n∑
j
〈ϕiϕj〉+ σ2η
n∑
i
〈
ϕ2i
〉
≈ l2σ2δ
n
3
+
l2σ2ησ
2
δ
2∆l2
≈ l
3σ2δ
3∆l
∝ l3
(A.24)
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Third, estimating the co–variances after a translation gives:
σxy = 〈(x− 〈x〉)(y − 〈y〉)〉 = 〈xy〉
=
n∑
i=1
n∑
j=1
〈(∆l + ηi)(∆l + ηj)(cosφi sinφj)〉
=
n∑
i=1
n∑
j=1
〈
∆l2 + ηiηj
〉 〈(cosφi sin φj)〉
≈
n∑
i=1
n∑
j=1
(∆l2 +
〈
η2i
〉
δij)〈(1− 1
2
φi)φj〉
= −1
2
(∆l2 + σ2η)
n∑
i=1
n∑
j=1
〈φiφj〉
= −1
2
(∆l2 + σ2η)
n∑
i=1
〈φi
n∑
j=1
φj〉
= −1
2
(∆l2 + σ2η)
n∑
i=1
σ2δ (−
1
2
i2 − 1
2
(5 + n)i+ 1)
= −1
2
(∆l2 + σ2η)σ
2
δ (−
1
12
n(n + 1)(2n+ 1)− 5
4
n(n− 1)− 1
2
n2(n− 1) + n)
= −1
2
(∆l2 + σ2η)σ
2
δ (−
4
3
n3 − 3
2
n2 +
8
3
n)
≈ −1
2
∆l2σ2δ (−
4
3
n3 − 3
2
n2 +
8
3
n)
=
2l3σ2δ
3∆l
+
3
4
l2σ2δ −
4l2σ2δ
3n
≈ 2l
3σ2δ
3∆l
∝ l3
(A.25)
σxφ = 〈(x− 〈x〉)(φ− 〈φ〉)〉 = 〈xφ〉
= 〈
n∑
i=1
(∆l + ηi) cosφiφn〉
≈
n∑
i=1
〈(∆l + ηi)(1− 1
2
φi)φn〉
= −1
2
n∑
i=1
〈(∆l + ηi)(φiφn)〉 = −1
2
∆l
n∑
i=1
〈φiφn〉
= −1
2
∆lσ2δ
n
2
(n− 1) = − l
2σ2δ
4∆l
+
lσ2δ
4
≈ − l
2σ2δ
4∆l
∝ l2
(A.26)
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σ2yϕ = 〈(y − 〈y〉)(ϕ− 〈ϕ〉)〉 = 〈yϕ〉
= 〈
n∑
i
(∆l + ηi) sinϕi sinϕn〉
≈ ∆l
n∑
i
〈
ϕ2k
〉
= ∆l
n∑
i
iσ2δ =
1
2
∆lσ2δn(n− 1)
=
l2σ2δ
2∆l
− lσ
2
δ
2
≈ l
2σ2δ
2∆l
∝ l2
(A.27)
The following approximations and substitutions have been used:
sinφ ≈ φ and cos φ ≈ (1− 1
2
φ) (A.28)
n∑
i=1
〈φiφn〉 =
n∑
i=1
i〈δ2i 〉 = σ2δ
n∑
i=1
i =
1
2
σ2δn(n− 1) (A.29)
〈φi
n∑
j=1
φj〉 =
i−1∑
k=1
〈φ2k〉+ (n− (i− 1))〈φ2i 〉
=
i−1∑
k=1
kσ2δ + (n− (i− 1))iσ2δ
= σ2δ
(
(
i− 1
2
(i− 2)) + (n− (i− 1))i
)
= σ2δ
(
−1
2
i2 − 1
2
(5 + n)i+ 1
)
(A.30)
n∑
i=1
(
−1
2
i2 − 1
2
(5 + n)i+ 1
)
=
= − 1
12
n(n+ 1)(2n+ 1)− 5
4
n(n− 1)− 1
2
n2(n− 1) + n
= −4
3
n3 − 3
2
n2 +
8
3
n
(A.31)
A.3.2 Error distribution after a rotation
Now a similar calculation is done for a rotation of γ = n∆γ. It is assumed that the robot
can turn perfectly on the spot, which, in the absence of systematic errors is certainly
true. Each unit step is again disturbed by a normally distributed noise term: Pϑ =
(
√
2πσϑ)
−1e−ϑ
2/2σ2ϑ . Estimating the mean value gives:
〈γ〉 =
n∑
i
〈∆γ + ϑi〉 = n∆γ = γ (A.32)
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Estimating the variance gives:
σ2γ = 〈γ2〉 − 〈γ〉2 = 〈γ2〉 − γ2
=
n∑
i=1
n∑
j=1
〈(∆γ + ϑi)(∆γ + ϑj)〉 − γ2
=
n∑
i=1
n∑
j=1
〈∆γ2 +∆γϑi +∆γϑj + ϑiϑj〉 − γ2
=
n∑
i=1
n∑
j=1
〈∆γ2〉+ 〈ϑi〉δij − γ2
= γ2 + nσ2ϑ − γ2 = γ
σ2ϑ
∆γ
∝ γ
(A.33)
A.3.3 Path integration
This section introduces a simple model for the robot motion. The model consists of two
parts, the odometry simulation and the path integration part. The pose vector at time
t is given as:
Pt := (xt, yt, φt)
⊤ (A.34)
State transition functions for a translation of l cm or a rotation of ϕ◦ are given by:
Pt+n = Pt +R(φt)Et(l, ǫ
t, ξt) or Pt+n = Pt +R(φt)Er(ϕ, ǫ
r, ξr) (A.35)
The number of unit steps needed for a full rotation or translation is defined as n. R(φt)
is the homogenous rotation matrix:
R(φt) =
cos φt − sinφt 0sinφt cosφt 0
0 0 1
 (A.36)
Et(l) and Er(ϕ) are defined as:
Et(l, ǫ
t, ξt) = l + ǫt + ξt =
 ll
0
 +
ǫtxǫty
ǫtφ
 +
ξtxξty
ξtφ
 (A.37)
Er(ϕ, ǫ
r, ξr) = ϕ+ ǫr + ξr =
00
ϕ
+
ǫrxǫry
ǫrφ
+
ξrxξry
ξrφ
 (A.38)
The vectors ǫt and ǫr account for random errors. They are assumed to be normally
distributed with zero mean, i.e. 〈ǫt〉 = 0 and 〈ǫr〉 = 0. The vectors ξt and ξr are used
A.3. Derivation of the motion model 98
(a) PDF for position uncertainty.
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(b) PDF for heading uncertainty.
Figure A.1: Example distribution for the motion model. The agent moved in a sequence of two
15cm translations and a 90◦ rotation. Figure a) shows the first and second standard deviations of the
position errors. Figure b) shows the distribution for the heading error at the end point of the trajectory.
Parameters used for the motion model are . . ..
to model systematic errors. As the khepera shows no significant systematic deviations
after calibration these vectors are set to zero.
The co–variance matrices for ǫt and ǫr depend on the distance or the rotation angle.
Proportionality relations have already been derived in the sections A.3.1 and A.3.2:
Ct(l) :=
1
∆l
 σ2ηl 23σ2δ l3 14σ2δ l22
3
σ2δ l
3 1
3
σ2δ l
3 1
2
σ2δ l
2
1
4
σ2δ l
2 1
2
σ2δ l
2 σ2δ l
 and Cr(γ) := 1
∆γ
0 0 00 0 0
0 0 σ2ϑγ
 (A.39)
A.3.4 Error distribution after several steps
The robots movements are organised in a sequence S = {l0, ϕ0, . . . , lt, ϕt} consisting of
single rotations and translations. Any curved trajectory can be approximated by a long
sequence with small single steps. It is important to mention that the described approx-
imations are only valid for small errors and large single steps !! After a combination of
several such movements, the mean value of the state vector Pt = (φt, xt, yt)
⊤ is given by
(ignoring systematic errors):
〈xt〉 = x0+
t∑
i=0
li cos 〈φi〉 , 〈yt〉 = y0+
t∑
i=0
li sin 〈φi〉 and 〈φt〉 = φ0+
t∑
i=0
ϕi (A.40)
Variances are iterated through the sequence by applying the method described in section
A.1 to the state transition function (A.35):
Ct =MpCt−1M⊤p +MrCt/rM
⊤
r (A.41)
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Mp is a matrix containing the derivative of the state transition function with respect to
the position estimates; Mr is the derivative with respect to the random errors:
Mp(k, l) =
∂P (k)
∂l ∈ {xt−1, yt−1, φt−1} and Mr(k, l) =
∂P (k)
∂ǫ ∈ {ǫx, ǫy, ǫϕ} (A.42)
A.3.5 Distribution example
Uncertainty of the path integrator is controlled by three parameters N = (σ2η, σ
2
δ , σ
2
ϑ)
⊤.
The following noise values have been used for the simulated exploration in section 5:
N = (0.3∆l, 0.04∆φ, 0.04∆φ)⊤. The values ∆l = 0.008cm and ∆φ = 0.172◦ are the unit
steps which have been determined in the calibration process described in section B.1.
Figures A.1(a) and A.1(b) show an example of the probability density function for
these uncertainty values. The agent moved two sides of a triangle with a side length of
15cm, interrupted by a rotation of 90◦. Figure A.1(a) shows the density function for the
positions. Figure A.1(b) shows the density function for the heading at the end of the
trajectory.
The red circles show the first and second standard deviation, which have been calculated
using the estimation model described in equation A.42.
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B Technical Details
B.1 Odometry calibration
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Figure B.1: Bi–directional square path test.
The plot shows deviations from the starting point
after the khepera (see section 3.2.1) moved along a
square path with a side length of 25cm. The two
separated clusters evolve from the clockwise test
(red squares) and the counterclockwise test (blue
squares).
Systematic odometry errors have been excluded for the graph embedding method in
section 4.1.2. Following the article of Borenstein and Feng (1996), systematic odometry
errors originate from two major error sources. First, deviation from the nominal wheel
distance (d). It is assumed, that this only affects the heading after a rotation (type A
error). Second, deviations from the nominal wheel radii (rr, rl), causing deviations from
a straight line during a translation (type B error). Altogether, the real (unknown) values
are given by:
d
′
= d+∆d, r
′
l = rl +∆rl, r
′
r = rr +∆rr (B.1)
If the deviations from the nominal values (∆d,∆rl,∆rr) are known, it becomes possible
to correct motion commands so that the agent moves along the desired path. Alterna-
tively, it is also possible to adjust the estimation model in order to remove the bias.
First, position errors are measured with the tracking system, after the robot moved
along a square path with a side length of 25cm. Since both error types (type A and
type B) can cancel each other out in an uni–directional test1 measurements are taken
from five test runs in clockwise direction and five test runs in counterclockwise direction
(bi–directional test).
1Uni–directional means that the square is traversed either clockwise or counterclockwise. In the bi–
directional test both directions are taken into account.
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(a) Test run counterclockwise
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(b) Test run clockwise.
Figure B.2: Odometry calibration. These plots show the odometry accuracy of the Khepera. The
robot should move on a square with 25cm side length. Figure a) shows results from the counterclockwise
condition, figure b) from the clockwise condition. The red curve shows the real trajectory without
calibration, the blue curve is the trajectory after applying the calibration method. The path integrator
state in both conditions is the ideal square.
Figure B.1 shows results from the bi–directional square path test. End positions for
both conditions are located in two clearly separated clusters. The amount of systematic
errors is included in the center of gravity for both clusters (xcw,xccw). The amount of
random errors can be estimated from the extend of the clusters, which is, compared to
the simulated uncertainty of the last section very low.
Correction values can now be calculated from the bi–directional square path test. The
corrected wheel base is given by:
d′ =
90◦
90◦ − αd ,with α =
xcw + xccw
−4L
180◦
π
(B.2)
L is the side length of the square. During a translation it is assumed that the robot
moves on a circle. The radius of the circle (R) is calculated as follows:
R =
L
2
sin β
2
,with β =
xcw − xccw
−4L
180◦
π
(B.3)
From the measured radius it is possible to calculate corrected wheel radii:
r
′
l =
Da
Ed + 1
and r
′
r =
Da
E−1d + 1
,with Ed =
R+ b
′
2
R− b′
2
(B.4)
Da =
1
2
(rl + rr) is the average wheel radius, which is used as an additional constrain.
Due to equations B.2 and B.4 the nominal values of the khepera have been changed to
d
′
= 5.2257, rl = 0.5013, and rr = 0.4987. The effectiveness of the calibration method
is shown in the figures B.2(a) and B.2(b). The red curve shows the square path without
calibration. The blue curve shows the square path after applying the calibration method.
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QApplication
GuiEnvironment
<LandMark>
MetricGraph
<BaseBehave>
BaseRobot
VRDisRobot
Provides access to the
spatial memory, sensors,
and actuators. (sec. 3.1.1)
BaseCol
VRDisColImplements proximity
sensors (sec. 3.1.1)
BaseCam
VRDisCam Recording and processing
of landmarks (sec. 3.23)
NodeCon
Implements image
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Figure B.2.1 shows the containment relation between the most important classes in
the navigation system. In this example, derived classes are related to the simulation
described in section 3.2.3. Relations are the same for other instances, e.g. the toyhouse
implementation (see section 3.2.1), since only the derived classes in figure B.2.1 have to
be exchanged. The following list includes a brief description of the classes:
• QApplication. This is the main application, including the graphical user interface.
The GUI–classes are based on the Qt library, which is part of nearly every linux
distribution. Further, it is freely available for non–commercial use on the internet
(www.trolltech.com).
• GuiEnvironment. This class generates a graphical representation of the system
state. The complete system state is collected in the NavMon–class (see below).
• BaseEnv. This class defines the interface for all derived environment classes. The
main purpose of the class is to monitor and evaluate the agents behaviour. In a
simulation, derived classes are further responsible for generating appropriate sensor
images. The environment class in the toyhouse implementation mainly includes
code to control the tracking system (see section 3.2.1).
• BaseRobot. This class defines the interface for all derived agents. It defines functions
for motor control, handling timer events, and evaluating sensors. Many of these
functions have to be implemented in the derived class, since they are hardware
specific. Section B.2.3 describes details about how to build an own agent.
• BaseCol. This class defines the interface for proximity sensors which are mainly used
for obstacle avoidance. Sensor states are reduced to a set of discrete values, coding
the egocentric direction to obstacles. Details for defining an own sensor model is
described in section B.2.5.
• BaseCam. This class defines the interface for generating landmarks. The name ”cam-
era” should not lead to misinterpretations. The general purpose of derived classes
is the conversion from sensor readings to a landmark model. Several landmark
models could be used within one agent by adding several camera–instances (see
section B.2.5).
• NavMon. This class is used to monitor the overall state of the system. The only
instance of the class is stored in the BaseEnv class. From there, a reference is
copied to nearly every other class during initialisation of the system (see section
B.2.8). During a timer event each class copies its state change to the NavMon–class.
• NodeCon. This class is used to store the image database, internally handled as a
vector of landmark instances. Therefore, the image database is not restricted to one
landmark model, i.e. it is possible to store different landmark models for different
locations. The class is further responsible for calculating an interpolated snapshot
for a given pose (see section 3.2.3).
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• Landmark. This class integrates all implemented landmark models and provides a
unique interface for memory allocation and stream handling. Landmark models are
derived from the BaseMark–class. Details for defining new landmark models are
given in section B.2.4. Associated with a landmark instance is the Classifier–class,
which is used to calculate a similarity measure between two landmark instances.
• EnvMap. This class stores the topview layout of the environment. Each obstacle is
modelled as a polygon, surrounded by a bounding box. The bounding box is used
to calculate sensor responses for simulated proximity sensors. This class is further
used to calculate a snapshot using a ray–tracing algorithm. Therefore, each polygon
is labelled with with a reflectance value.
• MemManager. This class defines the interface to the spatial memory. The class is
responsible of keeping track of the instantaneous graph position and for calculating
the global position estimates. Further, instances of the optimisation methods –
heading estimation (OptHeading) and position estimation (IterMds) – and image
classification are included.
• IterMds. An instance of this class is stored in theMemManager–class. It implements
the relaxation method, used to calculate position estimates in real–time (see section
5.1.4).
• OptHeading. An instance of this class is stored in the MemManager–class. It is the
implementation of the heading estimation method (see section 4.5.2). This class
could further be used to simulate a compass.
• Execution. This class implements the subsumption architecture used as a struc-
ture to organise behaviour. The class implements a stack, storing instances of
classes defining the agents behaviour. Each behaviour class is derived from the
BaseBehave–class. The Execution–class is further responsible for keeping track of
the agents history and handling interruptions. Details on defining own behaviour
classes are given in section B.2.6.
• Odometry. This class implements the motion model which has been described in the
sections 4.2.1 and A.3. The interface mimics the interface of the Khepera. It is
further possible to simulate random and systematic odometry errors.
• PathInt. This class implements the measurement model for path integration which
has been described in the sections 4.2.2 and A.3.3. This class is used to calculate
a pose estimate together with the according co–variance matrix. It is further able
to compensate systematic odometry errors.
This list includes only the most important classes of the system. The system consists
of many more classes, which implement e.g. hardware control, frame grabbing, image
processing, or numerical calculations. The following sections give an overview of the
major classes described sofar and all steps which are necessary to extended the system.
Many of the classes left out in this brief documentation should be self–explanatory.
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B.2.2 Defining a new environment
All environment classes are derived from the BaseEnv–class, which defines the interface
for monitoring and evaluating the robots behaviour. It is defined as follows:
BaseEnv
Construction BaseEnv( unsigned int env id = ENV UNKNOWN );
The env id is used to declare a type of the instantiated class. Defines for this value
must be added in the header file of the base class.
Public Members unsigned int who ami( void );
This function returns the environment type.
NavMon *get mon ref( void );
Returns the reference to the NavMon-class. This class is used to collect in-
formation of the overall state of the system. During initialisation most of the
instantiated classes receive a reference to the monitor class, to which they copy
state changes during run time.
virtual void add robot( BaseRobot *robi ) = 0;
Adds the reference to a robot instance to the agent list, handled by this
environment. This function can be called several times in order to put different
agents into one environment. This function must be implemented by the derived
class, since hardware specific initialisations must be handled in this function.
If the NavMon–class is used to collect information, it is necessary to call the
set mon reference–function of the agent.
virtual BaseRobot* get robot( int hnd ) = 0;
Returns the reference to a robot identified by an id–number. The id–number is
stored in the robot–class and is uniquely set by adding the robot.
Derived Classes GraphEnv, VREnv, VRDisEnv, RealEnv, LegoEnv
B.2.3 Defining a new agent
All agent classes are derived from the BaseRobot–class. The following list contains all
functions which have to be implemented in the derived class:
BaseRobot – Derivation
Construction BaseRobot( ConfigFile& cfg, uint robo id = ROBOT UNKNOWN );
The robo id is used to declare a type of the instantiated class. Defines for this
value must be added in the header file of the base class. The ConfigFile contains
a list of parameter values (see section B.2.11), which have been read from a
configuration file.
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Public Members virtual void set motor command( unsigned int com );
The robot starts moving according to the given command. Movements
are separated into sequences of translations and rotations. Possible values
are: MOTOR STOP, MOTOR STRAIGHT, MOTOR ROTRIGHT, MO-
TOR ROTLEFT. These commands are not necessarily related to motor pulses.
The length of a translation or the rotation angle for one motion command is
defined in the derived class.
virtual void look( bool recflag = false );
Calculates the instantaneous view (see also sections B.2.4 and B.2.5). The
according landmark instance is returned by the get view( void ) member function.
If recflag is true, the landmark instance is automatically stored in a database.
virtual void timer event( void );
This function is called in regular intervals. It should include all timer related code
(see section B.2.8 for more details).
virtual NavPair get counter( void ) const;
This functions returns a pair of integer values coding the instantaneous state of
the wheel encoders.
virtual unsigned int check collision( void );
This function evaluates the proximity sensors. Possible return values are defined
in the header file of the BaseCol–class (see section B.2.5)
virtual int rotate( const NavAngle& phi, bool exec wait = false);
Rotates the agent around the angle phi. If exec wait is false, movements must
be handled by the timer event function, allowing sensor evaluations during
movements. Otherwise the system is blocked until the agent has reached the
desired target orientation.
virtual int move( float r, bool exec wait = false);
The agent makes a translation of r cm. If exec wait is false, movements must
be handled by the timer event function, allowing sensor evaluations during
movements. Otherwise the system is blocked until the agent has reached the
desired target position.
virtual bool is moving( void );
Returns true if the agent is moving, otherwise it returns false.
Private Members virtual void dump mon( void ) = 0;
This function is called during after a timer event. It is used to copy state changes
to the NavMon reference.
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virtual void init exec( void ) = 0;
This function is called during initialisation. It is used to setup the execution stack,
which defines the agents behaviour (see also section B.2.8).
Derived Classes SimRobot, KheperaKB, Koala, VRRobot, VRDisRobot, LegoBot
The following list includes functions which are handled by the base class:
BaseRobot – Application
Public Members void add camera( BaseCam *cam );
This function adds a reference to a sensor instance to the sensor list. From this
list the landmark model is evaluated after calling the look function. The resulting
landmark instance is returned by the get view function.
void add colsensors( BaseCol *col );
This function adds a reference to a proximity sensor to the sensor list. These
types of sensors are used for obstacle avoidance. If a proximity sensor should
be included in the landmark model, it has to be added with the add camera
function.
void set environment( BaseEnv *env );
This function sets a reference to the environment instance. This is only necessary
in a simulation.
bool do something( void );
This function is called during a timer event. First, it updates the robots view.
Second, it runs through the subsumption hierarchy (see also section B.2.6).
void set mon reference( NavMon *mon );
This function is called during initialisation of the system. The reference to the
NavMon instance is copied.
LandMark get view( void ) const;
Returns the most recent view. View updates are done in a timer event or by
calling the look function.
MemManager& get mem( void );
Returns the reference to the MemManager instance. This function gives access
to the spatial memory.
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void reset path integrator( void );
Sets both path integrators back to the initial state.
void save status( NavString& file );
The system state is written to a file.
void read status( NavString& file );
Reads an older state from a file and sets the system to that state.
The path integration model is already included in the base class, using two private
pointers path1 and path2 (see also section B.2.9). The use of two path integrators
simplifies the recording of local metric relations as described in section 4.4.3. Since
the parameters for the estimation model depend on the derived class it is necessary to
initialise them in the constructor. A possible constructor for an own agent (MyRobot)
may look like this:
1 MyRobot::MyRobot( ConfigFile& cfg )
2 : BaseRobot( cfg,ROBOT MY )
3 {
4 // ——– parameters for the estimation model ———–
5 const float l = 0.008;
6 // unit step per motor pulse
7
8 const float d = 5.2;
9 // nominal wheel distance
10
11 const float r = 0.5;
12 // nominal wheel radius
13
14 const NavAngle a( (l*360)/(2*M PI*r) );
15 // counter resolution in degree
16
17 // —– noise level for the estimation/motion model ————-
18 float lerr = pow( 40*(l/100.0),2.0 );
19 float derr = pow( 6*(0.172/100.0),2.0 );
20 float rerr = pow( 6*(0.172/100.0),2);
21 // ———————————————————–
22
23 odo = new Odometry( r,0.0,r,0.0,d,0.0,a );
24 odo ->set noise( lerr,derr,rerr );
25 // init. odometry simulation
26
27 path1 = new PathInt( r,0.0,r,0.0,d,0.0,a );
28 path1 ->set noise( lerr,derr,rerr );
29 path1 ->set trdiff( 0 );
30 // init. path integrator 1
31
32 path2 = new PathInt( r,0.0,r,0.0,d,0.0,a );
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33 path2 ->set noise( lerr,derr,rerr );
34 path2 ->set trdiff( 0 );
35 // init path integrator 2
36
37 mem .set pathref( path1 ,path2 );
38 // copy refrences to both path integrators to the MemManager
39 }
In this example MyRobot is a simulated agent. Therefore, in lines 23–25 an instance of
the motion model (see section B.2.9) is generated, which is used to simulate the agents
odometery. The define of the agent type, used in line 2 for the constructor of the base
class must be added to the BaseRobot header file.
B.2.4 Defining a new landmark model
All implementations of a landmark model are derived from the BaseMark–class. The
following functions are included in the base class:
BaseMark
Construction BaseMark( uint mark id );
The mark id is used to declare the type of the derived instance. Defines for this
value must be added to the header file of the base class.
BaseMark( const BaseMark& src );
Copies BaseMark properties during construction. This constructor has to used by
the copy constructor of the derived class.
Destruction virtual ∼BaseMark();
Depending on the landmark, destruction has to be handled by the derived class.
Public Members unsigned int who ami( void ) const;
Returns the landmark type.
void make valid( void );
Declares the stored recording pose as valid.
void make invalid( void );
Declares the stored recording pose as invalid. This is the default state after
construction. If the recording pose is set, the state is changed to valid.
bool is valid( void ) const;
Returns the validation state of the recording pose.
void set mid( int mid );
Sets a (unique) number to identify the landmark instance. This number is used
e.g. to reference the according node in the graph structure. This number is
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automatically set, if the landmark instance is added to the graph using the
MemManager–interface.
int get mid( void ) const;
Returns the current id number. If no number is set, -1 is returned.
bool get global info( NavPose& pose) const;
Copies the global recording pose into pose. If the recording pose is marked as
invalid, this function returns false, otherwise true is returned. Global pose means
that the pose has been determined by the tracking system.
void set global info( const NavPose& pose);
Sets the global recording pose.
bool get local info( NavPose& pose) const;
Copies the agents pose estimate into pose. If the recording pose is marked as
invalid, this function returns false, otherwise true is returned. Local pose means
that the pose has been determined by the agent.
void set local info( const NavPose& pose);
Sets the agents pose estimate.
Matrix<float> get covar( void ) const;
Returns the estimated co–variance matrix for the local pose. In case no matrix
has been set, this function returns the identity matrix.
void set covar( const Matrix<float>& covar );
Sets the estimated co–variance matrix for the local pose.
Derived Classes LabelMark, SnapMark, DistMark, StereoMark, DisparityMark, CombMark,
RawImageMark, LegoMark
Since the graph structure is in principal capable of storing different landmark models,
it becomes necessary to handle references to the bass class. The following functions are
used for memory allocation and stream handling. All of these functions must be extended
in order to implement an own landmark model.
Type conversion, stream handling and memory allocation.
Memory allocation BaseMark *alloc mem( BaseMark *ptr );
Implements mapping from the landmark type to the derived constructor. This
function implements internally a switch structure which has to be extended
in order to add a new landmark model.
BaseMark *alloc mem( BaseMark& ptr );
Same as above.
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void free mem( BaseMark *ptr );
Implements mapping of the landmark type to the derived destructor.
void copy mem( BaseMark *src, BaseMark *tar );
Implements mapping of the landmark type to the derived assignment operator.
Stream handling void write ostream( ostream& os, const BaseMark *src );
Maps landmark type to the derived out stream–operator.
void read istream( istream& is, BaseMark *tar );
Maps landmark type to the derived in stream–operator.
The LandMark–class is used to integrate different landmark models in one class. This
includes a unique interface for stream handling and memory allocation, which is based
on the functions described above.
LandMark
Construction LandMark( uint type );
Constructs an empty landmark from a given type. The type is equal to the type
used in the BaseMark constructor.
LandMark( BaseMark *src );
Constructs a landmark instance as a copy from a BaseMark instance.
LandMark( const LandMark& src );
Constructs a new landmark instance from an existing landmark instance.
Public Operators LandMark& operator=( const LandMark& src );
Assignment operator
friend ostream& operator<< ( ostream& os, const LandMark& src );
Outstream operator
friend istream& operator>> ( istream& is, LandMark& tar );
Instream operator
Public Members uint who ami( void ) const;
This function returns the landmark model type.
BaseMark *get ref( void ) const;
Returns the pointer to the contained landmark instance. This function generates
a core dump if no landmark is stored.
SnapMark *get snapmark( void );
Returns the reference to a SnapMark instance. If the landmark is of type
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CombMark, it is converted to a SnapMark. If the landmark is empty or of the
wrong type a core dump is generated.
CombMark *get combmark( void );
Returns the reference to a CombMark instance. If the landmark is empty or of
the wrong type a core dump is generated.
LabelMark *get labelmark( void );
Returns the reference to a LabelMark instance. If the landmark is empty or of
the wrong type a core dump is generated.
LegoMark *get legomark( void );
Returns the reference to a LegoMark instance. If the landmark is empty or of the
wrong type a core dump is generated.
B.2.5 Defining a new sensor
All sensor involved in calculating the landmark model are derived from the BaseCam–
class.
BaseCam
Construction BaseCam( uint cam id = CAM UNKNOWN );
The mark id is used to declare the type of the derived instance. Defines for this
value must be added to the header file of the base class.
Destruction ∼virtual BaseCam();
If necessary, destruction has to be handled by the derived class.
Public Members unsigned int who ami( void );
Returns the type of the derived instance.
void set mon reference( NavMon *mon );
Copies the reference to the NavMon instance. This function is called during
initialisation.
Derived Classes LabelCam, RingCam, VRDisCam, StereoConeCam, LinearCam, LegoCam
All sensor used for obstacle avoidance are derived from BaseCol.
BaseCol
Construction BaseCol( uint col id = COL UNKNOWN );
The mark id is used to declare the type of the derived instance. Defines for this
value must be added to the header file of the base class.
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Destruction ∼virtual BaseCol();
If neccessary, destruction has to be handled by the derived class.
Public Members unsigned int who ami();
Returns the type of the derived instance.
virtual unsigned int check collision( BaseEnv *env ) = 0;
This function has to be implemented by the derived class. The return value is
a bit string, including the values COL NOTHING, COL LEFT, COL RIGHT,
COL FRONT, COL BACK, COL SOMEWHERE.
Derived Classes VRCol,VRDisCol,KheperaCol
B.2.6 Defining a new behaviour
All behaviour classes are derived from the BaseBehave–class. Each derived class must
implement the execution–function which is called from the Execution–class if a timer
event is triggered.
BaseBehave
Construction BaseBehave( uint id = BEH UNKNOWN, char *name = NULL );
The behaviour–class is constructed by an id, used to identify the derived class
and a string containing a string describing the behaviour.
Destruction virtual ∼BaseBehave();
In certain cases destruction has to be handled by the derived class.
Public Members virtual uint execute( void ) = 0;
This function is called by the Execution–class during execution of the subsumption–
hierarchy. Possible return values are:
ALGO OK,ALGO FAIL,ALGO SUCC,AGLO BLOCK,ALGO INACTIVE.
unsigned int who ami( void ) const;
Returns the identification number of the behaviour.
void set robot ref( BaseRobot *robi );
Sets callback pointer to the agent instance during initialisation of the system. The
reference is necessary to have access to the MemManager and for controlling the
agent.
void set exec ref( Execution *exec );
Sets reference to the Execution–instance during initialisation of the system. The
reference is necessary to have access to the agents history.
void set mon ref( NavMon * );
Sets reference to the monitor instance during initialisation of the system. The
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reference is used to copy state changes.
NavString& get name( void );
Returns the string, containing the behaviour description.
bool check interrupt( void );
This function is used to check, if the behaviour has been blocked in previous time
cycles.
Derived Classes Escape, Cruise, RndCruise, Avoid, Tilt, Explore, TexHoming, DispHoming, Disp-
TexHoming, Aiming, FollowVec, GraphExplore, Avoid2, RndCruise2, GraphNav,
SquareMove, CircMove, MetricExplore, Shortcut
The return value of the execution–function is used to control the subsumption–hierarchy.
Return values are stored in the history of the Execution–class. Possible values are:
ALGO OK Signals that nothing of interest happened. Execution of the hier-
archy continues.
ALGO FAIL Signals the something has failed. Execution of the hierarchy is
aborted at this level.
ALGO SUCC Signals the success of this layer, e.g. if the home location has
been reached. Execution of subsequent layers are delayed until
the next time step.
AGLO BLOCK Execution of the hierarchy is aborted at this level.
ALGO INACTIVE This value signals that a level was inactive at this time step.
The interface of the Execution–class is defined as follows:
Execution
Construction Execution( BaseRobot *robi, int histo size = 2500 );
During construction, the reference to the agent is copied to all included behaviour–
instances. The size of the history buffer, i.e. the buffer storing the hierarchy state
is set to histo size time cycles.
Public Members void do something( void );
Is called during a timer event.
long long get stpnum( void );
Returns the number of the current time cycle.
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void set mon ref( NavMon *mon );
Copies reference to the monitor–instance. The instance is copied to all behaviour–
instances during initialisation.
void set stack( vector<NavString>& stack );
Initialises the stack. This function could be used to change the behaviour in the
running system.
unsigned int get status( long long t, unsigned char id );
Returns the state of the behaviour with name id in time cycle t.
bool check status( long long t1, long long t2, unsigned char id );
Return true if the behaviour with name id has not been block in the timer interval
[t1,t2]. Otherwise false is returned.
void print stat( long long t1, long long t2 );
Prints the execution states in the time interval [t1,t2] to the standard output
stream.
void set colfilter( int colfil );
Sets a new filter for collision detection. E.g. during route following the function is
used to disable all sensors, except of the front sensor.
int get colfilter( void );
Returns current state for proximity sensors.
Private Members void init( void );
This function handles class initialisation. This function must be extended if a new
behaviour is implemented.
Example construction of a behaviour class:
1 MyBehave::MyBehave( )
2 : BaseBehave( BEH MYBEHAVE,”MyBehave” )
3 {
4 // add code for initialisation here
5 }
The define BEH MYBEHAVE must be added to the header file of the BaseBehave–class.
Example execution–function of a behaviour class, checking for nearby obstacles:
1 uint
2 MyBehave::execute( void )
3 {
4 if( robi == NULL )
5 MAKE CORE(”missing callback reference.”);
6
7 int col = robi ->check collision();
117 B. Technical Details
8
9 if( col != COL NOTHING )
10 {
11 // add avoidance movements here ...
12 return ALGO BLOCK;
13 }
14
15 return ALGO OK;
16 }
After a execution class has been implemented it must be added to the Execution–class,
by extending the init–function in the following way:
1 void
2 Execution::init( void )
3 {
4 . . .
. MyBehave *mybehave = new MyBehave;
. algos .push back( (BaseBehave *)mybehave );
. . . .
. }
B.2.7 The main application
The following code fragment is an exemplary main application, e.g. used in the simulation
described in section 3.2.3.
1 int
2 main( int argc, char **argv )
3 {
4 ConfigFile cfg( “init.dat” );
5 // read configuration file
6
7 VRDisEnv *env = new VRDisEnv( cfg.map file,&cfg );
8 // initialise environment for use with a ray-tracer
9
10 VRDisRobot *robi = new VRDisRobot( cfg );
11 // setup simulated agent
12
13 VRDisCam *cam = new VRDisCam();
14 // setup camera model
15
16 robi.add camera( cam );
17 // put camera into robot
18
19 VRDisCol *col = new VRDisCol();
20 // setup collision detection
21
22 robi.add colsensors( col );
23 // put ir-sensors into robot
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24
25 env->add robot( robi );
26 // put robot to environment
27
28 QApplication a( argc,argv );
29 a.setStyle( new QPlatinumStyle );
30
31 GuiDisWalk gdi( robi,env );
32 // start graphical user interface
33
34 gdi.maximumSize();
35 a.setMainWidget( &gdi );
36 gdi.show();
37
38 return a.exec();
39 }
It is important to notice that only references of the camera, or proximity sensors are
stored in the agent. The GuiDisWalk–class (line 31) is a graphical user interface, build
with the Designer tool included in the Qt–package.
B.2.8 Initialisation and Event Handling
The main application of the previous section gives runtime control to the QApplication
(line 38) which is then responsible for handling events. In the constructor of the derived
widget (GuiDisWalk) a timer event2 is started which also triggers the progress of the
navigation system. A time cycle includes a call to the do something–function of the
BaseRobot–class, which itself calls the timer event–function of a derived robot and the
do something–function of the Execution–class.
The following code fragment shows the timer event of a simulated agent:
1 void
2 VRDisRobot::timer event( void )
3 {
4 look( false );
5 // evaluate landmark model
6
7 for( int n=0; n < 10; n++ )
8 odo ->timer event();
9 // evaluate odometry simulation
10
11 dump mon();
12 // copy state changes to the monitor information
13 }
During initialisation a reference to the NavMon instances, which is stored in the
BaseEnv–class is copied to most classes. During runtime each class copies its state
2For more details see also the Qt–Manual which is available online.
119 B. Technical Details
change to the NavMon–class, which is e.g. done in line 11 of the example code. Sec-
ond, the execution stack is initialised. This done during the first time cycle, by calling
the the init exec–function of the BaseRobot–class. If the behaviour of the agent should
be changed, this functions has to be adjusted.
B.2.9 The Motion Model and the Measurement Model
The motion model, simulating the Kheperas odometry, is implemented in the Odometry–
class.
Odometry
Construction Odometry( float r0l = 0.0, float drl = 0.0, float r0r = 0.0, float drr =
0.0, float d0 = 0.0, float dd = 0.0, NavAngle cu = 0.0 );
The vectors (r0l, drl)⊤ and (r0r, drr)⊤ describe the nominal left and right wheel
radius and the deviation from the nominal value. (d0, dd)⊤ is the nominal wheel
base and the deviation form the nominal value. The angle cu is the counter reso-
lution for the wheel encoders. These values are used to simulate systematic errors.
Public Members void set noise( float sig tr, float sig tro, float sig ro );
This function defines the variance parameters for random odometry errors. The
parameters are equivalent to the model parameters defined in section ??, i.e.
sig tr () and sig tro () define errors during a translation, sig ro () is the heading
error during a rotation.
void move( NavPair cnt );
This function sets the counter values which should be reached. Motor pulses are
triggered by calling the timer event function.
void stop( void );
Current movements are stopped.
bool reached( void ) const;
This function checks if the agent has already reached the desired counter state.
True is returned if the agent has reached the target position.
NavPair get counter( void ) const;
The function returns the instantaneous counter state.
bool timer event( void );
Simulates motor pulses. Each call results in one unit step, which is disturbed by
the noise parameters.
NavPose global pose( void );
Returns the real pose of the robot. Since the Environment–class receives a
reference to the robots odometry instances during initialisation, this function is
used to simulate the tracking system.
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void reset( void );
Resets the global pose state to zero.
void set( const NavPose& pose );
Sets the global pose state to new value. This function is used in simulation if the
agent has to displaced passively in the environment.
The estimation model is implemented in the PathInt–class. It principal this is the coun-
terpart of the Odometry-class. Since the Odometry–class is adapted to the Khepera, this
class implements the path integration interface for all agents.
PathInt
Construction PathInt( float r0l = 0.0, float drl = 0.0, float r0r = 0.0, float drr =
0.0, float d0 = 0.0, float dd = 0.0, NavAngle cu = NavAngle() );
The vectors (r0l, drl)⊤ and (r0r, drr)⊤ describe the nominal left and right
wheel radius and the deviation from the nominal value. (d0, dd)⊤ is the nominal
wheel base and the deviation form the nominal value. The angle cu is the
counter resolution for the wheel encoders. These values are used to compensate
systematic errors.
Public Members void set noise( float sig tr, float sig tro, float sig ro );
This function defines the variance parameters for random odometry errors. The
parameters are equivalent to the model parameters defined in section ??, i.e.
sig tr () and sig tro () define errors during a translation, sig ro () is the heading
error during a rotation.
NavPose get average( void ) const;
This function returns the instantaneous pose of the path integrator.
void init counter( const NavPair& cnt );
Used to initialise the counter state.
void set average( const NavPose& pose );
This function sets the pose state of the path integration. This function is e.g.
used after homing to recalibrate the path integrator.
Matrix<float> get covar( void ) const;
This function returns the co–variance matrix of the pose state.
void set covar( const Matrix<float>& cov );
This function sets the co–variance matrix. This function is e.g. used after homing
to recalibrate the path integrator.
Matrix<float> get xycovar( void ) const;
This function returns a 2× 2 submatrix, containing only position uncertainties.
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void reset( void );
Resets the pose state to zero and the co–variance matrix to the unit matrix.
NavPair trans2cnt( float lsoll );
Converts a distance to counter values.
float cnt2trans( const NavPair& cnt );
Converts counter values to a distance. Under some circumstances it is possible
that the left counter state deviates from the right counter state after a translation.
This function is used if it is certain that the agent has made a translation. The
resulting distance is calculated from the average of both counter values.
NavPair rot2cnt( NavAngle psoll );
Converts a rotation angle to counter values.
NavAngle cnt2rot( const NavPair& cnt );
Converts counter values to a rotation value.
void update counter( const NavPair& counter );
Updates path integrator state from counter values.
void update counter( float trans );
Updates path integrator state after a translation.
void update counter( NavAngle rot );
Updates path integrator state after a rotation.
void update covar( float lsoll );
Updates co–variance state after a translation.
void update covar( NavAngle psoll );
Updates co–variance state after a rotation.
void set trdiff( int trdiff );
Sets a difference threshold for counter values, used to discriminate between
translations and rotations. This threshold is used to avoid misinterpretations of
counter states, since counter states could differ slightly after translations.
B.2.10 Implementation of the spatial memory
The MemManager–class is responsible for handling the agents state values, including
the graph structure,the global pose estimate, the instantaneous location in the graph
structure, landmark classification, and application of the optimisation methods.
MemManager
B.2. Implementation Details 122
Construction MemManager();
Constructs an instance with an empty graph structure. By default the agents
start pose is P0 = (0, 0, 0)
⊤.
MemManager( ConfigFile& cfg, PathInt *p1 = NULL, PathInt *p2
= NULL );
Constructs an instance with an empty graph structure. Optionally references to
the agents path integrators can be set.
Public Operators friend ostream& operator<< ( ostream& os, const MemManager&
src)
Writes the complete state, including the graph structure, to an out stream.
LandMark& operator()( int idx );
Returns the reference to the landmark instance associated with node idx.
LandMark operator()( int idx ) const;
Returns a copy of the landmark instance associated with node idx.
Public Members int num nodes( void ) const;
Returns the number of stored landmark instances, which is equal to the number
of nodes in the graph structure.
void set pathref( PathInt *p1, PathInt *p2 );
Copies references to the agents path integrators. This function has to be called
during initialisation of the system.
void establish link( const LandMark& l1, const LandMark& l2 );
Adds a link to the graph between nodes identified by two landmark instances.
LandMark get current( void ) const;
Return a copy of the landmark instance associated with the last node the agent
was located for sure.
int current mid( void ) const;
Returns the number of the last node the agent was located for sure.
int last mid( void ) const;
Returns the number of the second last node the agent was located for sure. This
number is used for the dissimilarity measure described in section 4.4.3.
void init graph( LandMark& ll );
Initialises the graph structure and adds a first node identified by the landmark
instance. The pose estimate for the first node is located at P0 = (0, 0, 0)
⊤.
bool moved to( LandMark& ll, NavAngle alpha = NavAngle() );
This function is called every time the agent has successfully returned to a known
location, identified by a landmark instance. The optional angle is the image shift
described in section 4.5.2. This function prepares local metric measurements
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(see section 4.4.3) for storage in the graph structure. The flush buffer function
finally stores the measurements in the graph.
void switch pathints( void );
This function resets alternating one of the two path integrators. The two path
integrators are used to integrate pose relations over two edges.
MetricGraph& get graph( void );
Returns the reference to the graph structure.
MetricGraph* get graph ref( void );
Returns the reference to the graph structure.
void set mon ref( NavMon *ptr );
Copies the reference to the NavMon–instance. This function is called during
initialisation of the system.
void clear history( void );
This function is called in order to start recording a new local measurement.
void reset( void );
Sets the system back to the initial state.
void save status( const NavString& file );
Writes the current state to a file.
void read status( const NavString& file );
Sets the system to an older state, after reading it from a file.
NavPose get rel pose( int id );
Calculates the instantaneous pose, measured in the reference frame of a node.
NavPose get global pose( void );
Returns the instantaneous global pose. The estimate is calculate in the reference
frame of the last known node. Therefore, the path integrator is reseted after a
successful homing trial.
NavPose get local pose( void );
Returns the pose of the path integrator.
Matrix<float> get rel cov( int id );
Returns the co–variance matrix for the local pose.
void disable check metric( void );
Similarity of landmarks is calculated without metric information.
void enable check metric( void );
Similarity of landmarks is verified with metric information.
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void handle opti( bool use mds = true, bool use head = false,
NavAngle alpha = NavAngle() );
Pose estimates are calculated, using the relaxation method (see section 5.1.4) for
position estimates. The optional angle is the image shift described in section 4.5.2.
void update graph pose( NavAngle alpha );
Updates the global pose estimate. The optional angle is the image shift described
in section 4.5.2.
The MetricGraph–class defines the interface for the graph structure. This class only in-
cludes information about poses and topological relations. Landmark instances are han-
dled by the MemManager–class.
MetricGraph
Construction MetricGraph();
Constructs an empty graph.
MetricGraph( ConfigFile& cfg );
Constructs a graph from a parameter list.
MetricGraph( const MetricGraph& src );
Constructs a graph as a copy of an existing instance.
Public Operators MetricGraph& operator=( const MetricGraph& src );
Assignment operator.
friend ostream& operator<<( ostream& os, const MetricGraph& src
);
Writes graph to a stream.
friend istream& operator>>( istream& is, MetricGraph& tar );
Reads graph from a stream.
Public Members int size( void ) const;
Returns the number of stored nodes.
int num edges( void ) const;
Returns the number of stored edges.
vector<NavPair> get edges( void ) const;
Returns the edge set of the graph as a list of pairs of nodes.
vector<NavPair> get comp edges( void ) const;
Returns the complement edge set of the graph as a list of pairs of nodes.
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void build edge( int id1, int id2, bool none edge = true );
Adds a link between two nodes (id1 and id2). The optional flag is used to declare
the added edge as an non–edge (see section 5.2.1).
void build nonedge( int id1, int id2 );
Marks the edge linking nodes id1 and id2 as a non–edge.
void remove edge( int id1, int id2 );
Removes an existing edge between nodes id1 and id2.
void remove edges( void );
Removes all existing edges.
void inc edge counter( int id1, int id2 );
Increments the counter for the edge linking node id1 and node id2. This function
is used to count the number of traversals for a node during exploration.
int num moves( int id1, int id2 ) const;
Returns the number of traversals between node id1 and node id2.
int num samples( int id1, int id2 ) const;
Returns the number of measurements stored, which involve the nodes id1 and id2.
void add pose( int idb, int idl, int idc, const NavSample& sam );
Adds a pose relation (see section 4.4.3) involving the nodes idb,idl, and idc.
void set optpose( const vector< NavPose >& poses, const vector<
Matrix<float> > covs );
Overwrites the list with global pose estimates and their co–variance matrices.
The size of the vectors must be equal to the graph size.
void set optpose( int id, const NavPose& pose, const Matrix<float>&
c );
Sets the global pose estimate for the node id. If the node does not exist a
segmentation fault is generated.
NavPose get optpose( int id ) const;
Returns the global pose estimate for node id. If the node does not exist a
segmentation fault is generated.
Matrix<float> get optcov( int id ) const;
Returns the co–variance matrix for the global pose estimate of node id. If the
node does not exist a segmentation fault is generated.
bool exist optpose( int id ) const;
Returns true if a global pose estimate for node id exists.
void get samples( vector<NavTripple>& idx, vector<NavTripple>&
sam ) const;
Returns two lists containing indices to stored samples. An entry in the first
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list (idx) contains the index number of three nodes building one sample. The
second list contains the sample numbers associated with the entries of the fist list.
NavSample get sample( int id, int sam ) const;
Returns the sample sam for node id.
void set sample( int id, int sam, const NavSample& val );
Overwrites the sample sam for node id. If the sample or the node does not exist
a segmentation fault is generated.
bool is moveable( int id1, int id2 ) const;
Returns true if an edge between the two nodes (id1,id2) exists.
bool is visible( int id1, int id2 ) const;
Returns true if the two nodes (id1,id2) are linked by a non–edge.
bool is linked( int id1, int id2 ) const;
Returns true if two nodes (id1,id2) are linked by an edge or a non–edge.
MetricGraph calc subgraph( int idc, int num nbh, bool make local =
true );
Calculates an induced subgraph. The subgraph includes all nodes and edges
which are less than num nbh edges away from the node idc. If the flag make local
is true, global pose estimates of the subgraph are transformed to a local
coordinate system, with the node idc as the origin.
vector<int> get nbh( int id ) const;
Returns a list of all neighbours of node id which are linked by an edge or a
non–edge.
vector<int> get move nbh( int id );
Returns a list of all neighbours of node id which are linked by an edge, which is
indicates open space.
void local 2 global( MetricGraph& sub );
Calculates the rigid body transformation from the local subgraph to the global
map, as described in section 5.1.7. The result is stored in the pose estimates of
the subgraph.
vector<int> get tratab( void ) const;
Returns a node list containing corresponding node numbers between two graphs.
The list is automatically generated in calc subgraph.
vector<int>& get tratab( void );
Returns a reference to the correspondence list.
void write file( NavString& file );
Writes the graph structure to a file.
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void read file( NavString& file );
Reads the graph structure from a file
void rotate( NavAngle& ang );
Rotates global pose estimates around the origin of the graph.
void trans( NavPoint2D& vec );
Translates global pose estimates of the graph.
void add obnode( const ObNode& obn );
Adds a new node to the obstacle node list. Obstacle nodes are used to represent
obstacles in the graph structure (see section ??).
update obnode( const ObNode& obn );
Updates information of an existing obstacle node, i.e. the estimated directions
towards obstacles are merged.
ObNode& get obnode( int idx );
Returns an obstacle node, associated with the node idx. If the obstacle node
does not exist a segmentation fault is generated.
vector<ObNode> get obnodes( void ) const;
Returns a list with all existing obstacle nodes.
int exist obnode( const ObNode& ob );
Returns the index number of an obstacle node. If the obstacle node does not
exist -1 is returned.
Matrix<int> get adj( void ) const;
Returns the adjacency matrix of the graph. Non–edges are represented by -1.
void SetExtWeightMat( const Matrix<float>& weight );
Sets an external weight matrix which could be used to calculated shortest paths.
The weight matrix must be of the same size as the adjacency matrix.
vector< vector<int> > SpanTree( int ids, bool metric = true, bool
ext = false );
Calculates the minimum spanning tree according to a weight matrix, using the
Dijkstra algorithm. The node ids is the root of the tree. The optional parameters
are used to select the used weighting matrix. If metric is true edge distances
calculated from global pose estimates are used. If ext is true an external weighting
matrix is used (see above). A segmentation fault is generated if no external
weight matrix is set. The return value is a list containing a node sequence for
each node, coding the shortest path.
vector<int> ShortPath( int ids, int idt, bool metric = true, bool ext
= false );
Returns the shortest path between two nodes (ids,idt), using the Dijkstra
algorithm. Optional parameters are used to control the used weighting matrix
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(see above).
float calc node fit2( int node, float rad = 7.5, float sigma = 0.5 );
Calculates the structural fitness as defined in section 5.1.6.
float avg node fit2( int node, float rad = 7.5, float sigma = 0.5 );
Calculates the average structural fitness include the node and all of its neighbours.
The NavSample–class is a simple structure, storing pose estimates, the involved nodes,
and sample numbers3.
NavSample
Construction NavSample();
Constructs an empty sample.
NavSample( const NavSample& src );
Constructs a sample as a copy of an existing instance.
Public Operators friend ostream& operator<<( ostream& os, const NavSample& src );
Writes content to an outstream.
friend istream& operator>>( istream& is, NavSample& tar );
Reads content from an instream.
Public Members NavPose pose;
Stores local pose relation.
Matrix<float> cov;
Stores co–variance matrix for local pose relation.
int type;
Stores measurement type. Possible values are NAV ANGLE,NAV DIST.
int j,i,k;
Node indices related to the sample.
int node;
Node index at which the pose relation has been stored.
int sam;
Sample index for the stored pose relation. This is necessary, since several pose
relations are store for one node.
3The sample number is the index m in equation 4.23, while the node numbers are the indices j, i, k.
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int link;
This is the link number for the second pose relation, used for one sample.
long track;
This a “global” index, used to identify a sample in subgraphs.
The ObNode–class is used to implement the handling of obstacle nodes. Obstacle nodes
are used in section 5.2 to represent obstacles in the graph by calculating estimates about
the orientation of obstacle surfaces.
ObNode
Construction ObNode( int node = -1, NavAngle eps = NavAngle( 45 ) );
Constructs an obstacle node from an node index and an angle describing the
extend of one direction measurement.
ObNode( const ObNode& src );
Constructs an obstacle node by coping an existing instance.
Public Operators ObNode& operator=( const ObNode& src );
Assignment operator.
friend bool operator==( const ObNode& obn1, const ObNode& obn2
);
Checks if two instances have equal content.
friend ostream& operator<<( ostream& os, const ObNode& src );
Writes content to an outstream.
friend istream& operator>>( istream& is, ObNode& tar );
Reads content from an instream
Public Members void add dir( const NavAngle& dir );
Adds a new direction estimation to the direction list.
void merge( const ObNode& ob );
Merges the direction lists of both obstacle nodes.
vector<NavAngle> get dirs( void ) const;
Returns the direction list.
vector<NavAngle> get edge list( void ) const;
Returns the borders of the estimated directions. These directions are interpreted
as virtual edges used to calculate the maximal open angle during exploration
(see section 5.2).
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B.2.11 Variables
Throughout the thesis several thresholds and variables have been described which deter-
mine the agents performance. At startup these variables are read from a configuration
file and stored in the ConfigFile–class. A reference to this class is copied to each instance
(see e.g. line 4 in the example listing of section B.2.7). The following variables are known:
Variables
ENVIRONMENT MAP FILE Name of file containing the topview layout of the environment.
CONTAINER FILE Name of file containing the image database.
LOOKUP FILE Name of file containing a lookup table, used to speed up search for
snapshots in the data base. If it does not exist, this file is automatically
generated.
MAX HOMING TRIALS Maximum number of iterated steps for the visual homing procedure.
If this threshold is exceeded it is assumed that the agent did not reach
the goal location.
TIME 2 CHECK MEM Length of time interval to search the memory for known locations
during exploration.
TIME 2 CHECK NEW Time interval after which the instantaneous view is compared to the
last known view.
TIME 2 CHECK SNP Time interval to search the memory for known locations for self–
localisation.
TIME 2 DO NOTHING After a new snapshot has been recorded the agent moves into the next
exploration direction. During his time period, the agent ignores all
thresholds.
MAX LINKS Maximum number of desired neighbours. If this threshold is exceeded
a node is declared as unextendable.
THR HOME SELECT Threshold for image similarity used to select a known snapshot as a
possible home location.
THR NEW SNAPSHOT If the image similarity between the instantaneous snapshot and the
last known location in the graph exceeds this threshold a new node is
added to the graph.
THR FIND PLACE Threshold used to select a possible home location for self–localisation.
THR FAIL HOME If the image similarity after a homing trial is above this threshold it is
assumed that the agent was not able reach the goal location.
MAX HOMING DISTANCE A homing trial is nether started if the assumed metric distance is larger
than this threshold.
MIN METRIC DISTANCE A new node is nether recorded if the metric distance to the last node
is smaller than this value.
MAX METRIC DISTANCE A new node is always recorded if the metric distance to the last node
is larger than this value.
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METRIC HOME DISTANCE If the metric distance to a node is below this threshold a homing trial
is started.
MAX VIS HOME LENGTH The visual home vector could lead the agent far away from the real
home location, since the distance is measured in terms of the average
landmark distance. Therefore this values defines the maximum allowed
distance for one homing step.
EXPLORATION DIRECTION This values defines the fixed turning angle after a new node has been
added to the graph.
GAP DISTANCE If the distance between two nodes are below this threshold, it is as-
sumed, that they could be closed within one homing trial.
ABORT HOMING If the estimated distance between the agents estimated position and
the position of the target node is below this threshold it is assumed
that the target has been reached.
ABORT HOMING INC If one homing trial fails, the above threshold is incremented by this
value. Therefore subsequent homing trials have higher chance to suc-
ceed, even if the spatial accuracy becomes worse.
MIN OPEN ANGLE If the open angle to all neighbours fall below this threshold, the node
is declared as unextendable.
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