Ahstract-A hybrid differential evolution-binary particle swarm optimization (DE-BPSO) algorithm is proposed as a feature selection algorithm in the development of quantitative structure-activity relationship (QSAR) models. DE is used to evolve the velocities of the particle swarm from which a series of rules are used to determine the discrete values of the position vectors which form chemical descriptor subsets. These descriptor subsets are then used to develop models for QSAR analysis. DE BPSO was found to outperform the standalone BPSO algorithm.
I. INTRODUCTION
The human ilmnunodeficiency virus type 1 (HIV-l) is a retrovirus which is the causative agent for the acquired immun odeficiency syndrome (AIDS) disease. In 2009, an estimated 33 million people were infected with the virus and nearly 2 million deaths were due to AIDS [1] . To date, 25 anti-HIV-l drugs have been approved by the U.S. Food and Drug Admin istration (FDA) [2] . The majority of these drugs target two key enzymes in the HIV-l replication cycle, reverse transcriptase and protease. Combination of drugs which target these two enzymes are prescribed as a drug cocktail, called highly active anti-retroviral therapy (HAART). However, mutations arising in the HIV-l genome which confer resistances to existing anti HIV-1 inhibitors drive the need to develop new anti-HIV-l drugs with an acceptable mutation profile [3] . HIV-l integrase is a novel target in the design of new anti-HIV-l inhibitors. ,B-diketo acids represent one of the most promising classes of inhibitors towards HIV-l integrase, with S-1360, L-87081O, and raltegravir having gone through clinical trials [4] . In 2007, raltegravir was approved by the FDA as the first and currently only HIV-l integrase inhibitor for clinical use. Thus continued research on ,B-diketo acids is important for the development of novel inhibitors with greater inhibitory effects towards HIV-l U.S. Government work not protected by U.S. copyright integrase.
The success in the development of HIV-l reverse transcrip tase and protease inhibitors is due to the ease of crystallizing their target enzymes. However, researchers have not been able to produce a complete crystal structure of HIV-l integrase [5] . Crystal structures are important in understanding the binding mechanism and conformation of inhibitors. They also provide an understanding of how drug resistances affect the binding mechanism of these inhibitors. Despite these short comings, quantitative structure-activity relationship (QSAR) models have been used extensively in the drug design process of various anti-HIV-l inhibitors by providing an understanding of a drug molecule's binding mechanism in terms of their physiochemical properties [6] - [9] . We have used various com putational approaches to study HIV-l proteins to understand inhibitor-protein interactions [6] , [7] , [10] - [13] , including the application of various linear and non-linear machine learning approaches for descriptor optimization and QSAR modeling of HIV-l targets [10] - [12] . In the present study, we report a novel hybrid evolutionary computation algorithm for feature selection and QSAR modeling of HIV-l integrase inhibitors.
Molecular structures are represented quantitatively by their chemical descriptors which describes their physiochemical properties. Several hundreds to thousands of these descriptors can be computed for each structure, however only a small handful are used in a meaningful QSAR model, a relation ship which correlates chemical descriptors to the biological activity of these structures. Feature selection methods must be employed to effectively select these descriptors for QSAR modeling [14] . These methods include greedy algorithms based on statistical information, such as forward selection and backward elimination, and population based metaheuristic optimization methods such as evolutionary algorithms (EA).
EA use biologically inspired operators on a population of individuals to evaluate and produce the next generation of individuals. EA based on biologically inspired evolutionary features such as mutation, recombination, and selection opera tors to solve optimization problems include genetic algorithms (GA) and differential evolution (DE); EA based on the social behavior of organisms include particle swarm optimization (PSO) and ant colony optimization (ACO). EA are successful at solving optimization problems because they do not make assumptions on how to evaluate the fitness of a solution [15] . They only requires the user to develop a cost function to rank solutions which permits EA to solve problems in which com monly used optimization algorithms have difficulty in finding a solution [15] , [16] . However, an EA may fail to obtain an adequate solution due to convergence issues. In several studies involving the use of EA as a feature selection algorithm, binary PSO (BPSO) has been shown to converge towards a solution at a faster rate than GA, but was prone to being stuck in local minima [17] , [18] . Hybridization of EA have been proposed to combine the strengths of the hybridized algorithms to overcome the weaknesses of an individual algorithm which may improve the performance of the algorithm and the quality of the solutions [19] . Hybridization of GA and PSO have been shown to overcome the convergence issues of the individual algorithms [20] .
In continuous optimization benchmark problems, DE has been shown to outperform PSO and real-valued GA; DE is also more robust, producing consistent results over many simulations, whereas the solution of PSO is much more dependent on the randomized initialization of the individuals [21] . PSO is also more sensitive to its parameters than GA and DE. Hybridization of DE with PSO (DE-PSO) to solve unconstrained optimization problems have been developed. In several test problems, while both GA-PSO and DE-PSO achieved 100% success rate, DE-PSO solved the optimization problems with significantly fewer evaluation steps [21] . In a feature selection study involving DE and ACO, the hybridized DE-ACO algorithm resulted in improved solutions over the standalone ACO algorithm [22] .
In this paper, we present a hybridized differential evolution binary particle swarm optimization (DE-BPSO) feature se lection algorithm for developing QSAR models. The BPSO algorithm is first modified to include a positional bit mutation factor to allow the particles to search the chemical descriptor space more effectively. The DE algorithm is then used to evolve the velocities of the BPSO algorithm, which causes the search space to be explored by the particles with greater efficiency over the existing BPSO algorithm. Finally, DE BPSO is used to develop a QSAR model for the analysis of aryl iJ-diketo acids for the inhibition of HIV-l integrase. To the best of our knowledge, DE-BPSO has not been used to study protein-inhibitor interactions.
II. THEORY

A. Particle Swarm Optimization (PSO)
PSO, introduced by Kennedy and Eberhart, is an EA based on the concept of simulating the social behavior of animal life, such as the behavior of a flock of birds and a school of fish. PSO was designed to find an optimal solution in a multidimensional continuous space [23] . The algorithm iter atively searches a multidimensional space with each particle maintaining a memory of their locally best found position and the swarm maintaining a memory of the global best position discovered. In a D-dimensional space, the position of each particle i is represented as:
(1) Each particle's memory of its locally best position is repre sented as:
The global best position of the particle swarm is represented as:
The exploration of the multidimensional space is governed by the velocity of each individual particle, Vi, and the local (Pi) and global (P g ) positional memories of the swarm. The velocity and position vectors of the particle swarm are updated at each iteration by the following equations:
where Cl and C 2 represents the acceleration constants which govern the extent to which the particles are drawn towards the local and global best positions.
B. Binary Particle Swarm Optimization (BP SO)
To solve discretized problems, BPSO algorithms have been proposed, where each dimension in the position vector takes a value of 1 or 0 [18] , [24] . In QSAR, each dimension of the position vector of length equal to the number of chemical descriptors with a value of 1 would indicate selection of that specific descriptor. Agrafiotis and Cedeno proposed a BPSO algorithm for feature selection in QSAR modeling, where the position vector Xi acts as a probability chance of feature selection [24] . A roulette wheel selection is used to construct descriptor subsets for each particle i where each descriptor is assigned a portion of the roulette wheel based on its fractional probability P as determined by:
where a controls the selection pressure; a > 1 emphasizes the selection of highly fit descriptors, whereas a < 1 increases the chance of selecting less fit descriptors. To obtain the descriptor subset, the roulette wheel is spun k times, where k is the number of desired descriptors in the model. Shen et al. proposed a BPSO algorithm which does not require a priori knowledge of the optimal number of descrip tors for a model by being able to select a variable number of descriptors [18] . In their BPSO algorithm, the velocity of each individual particle Vi is a random number in the range of [0, 1] generated at each iteration from which the position vector Xi is updated according to a series of rules:
where ex is the static probability which plays a role in balancing global and local search. A large ex would penn it the search algorithm to overcome local optima, whereas a smaller ex would cause the algorithm to converge towards the prior local and global best positions. The implementation by Shen et al. was designed such that the algorithm searches on a global scale in the beginning and on a local scale towards the end of the search process; ex was initially set to 0.5 and gradually decreases to 0.33 by the termination generation [18] .
e. Differential Evolution (DE)
DE was introduced by Storn and Price as an EA with similar evolutionary operators as GA, such as crossover and selection, to solve real valued problems [25] . At each new iteration, DE first generates a new provisional offspring x� from an individual of the previous generation Xi by perturbing the existing solutions via a scaled difference of two randomly selected vectors from the population. This perturbation logic rule as defined by Storn and Price is known as the DE/rand/l rule: (8) where the provisional individual x� is determined by three mutually distinct individuals Xn xs, and Xt from the previous generation. The scaling factor F controls the length of the exploration vector (xr -xs) .
A crossover strategy is then employed to detennine the new individual Xi for the next iteration, where each dimension d of the individual vector has a chance of exchanging its value with the provisional offspring:
if rand(O, 1) < CR otherwise where C R is the crossover rate.
(9)
Empirical studies have been carried out in determining the optimal parameters for F and CR. While the optimal value of F and C R will vary depending on the problem domain, many studies agree that the upper bounds of F should always be less than 1 as larger values may lead to a significant decrease in explorative power; C R should also be less than 1 as larger values may reduce the number of possible offspring solutions [26] .
III. METHODS
A flowchart depicting the methodology adopted for feature selection and QSAR model development is shown in Fig. 1 . The optimal QSAR model is then used for the analysis of aryl ,B-diketo acids for the inhibition of HIV-l integrase.
A. Dataset
We analyzed a series of 37 aryl ,B-diketo acids with high experimental inhibitory activities, in terms of pIC50, towards the strand transfer reaction of HIV-l integrase to identify the physiochemical properties conducive for inhibition (Fig. 2) [27], [28] . The Kennard-Stone algorithm [29] was used to partition the dataset into a training, validation, and test set with 23, 7, and 7 compounds in each set respectively. The Kennard-Stone algorithm selects the most dissimilar com pounds according to Euclidean distance into the training set. The remainder compounds were sorted by their pIC50 values and distributed evenly to form the validation and test set, ensuring the range of biological activities is adequately tested. In theory, the validation and test set compounds would fall within the chemical space spanned by the training set [30] .
B. Descriptor Calculations
Each of the molecular structures were drawn in ChemBio Draw [31] and initially optimized at the MMI level using ChemBi03D [32] , followed by RMI optimization [33] using AMPAC [34] . The chemical descriptors of each structure were computed using CODESSA [35] . 396 constitutional, geometrical, topological, electrostatic, and quantum-chemical descriptors were considered for QSAR modeling (Fig. 3) . All descriptor values were rescaled to have a zero mean and a standard deviation of one.
Constitutional descriptors describe the non-geometrical molecular composition of the structure while geometrical descriptors describe the 3D representation of the molecule. Topological descriptors use graph theory to describe the atomic connectivity of a molecule. Electrostatic descriptors describe the charge distribution of the molecule. Quantum-chemical
Representative structures of Aryl /'i-diketo acid structures studied [27] , [28] .
• Constitutional descriptors use quantum mechanical theory to describe a molecules electronic and geometrical properties and their atomic interactions.
C. QSAR Modeling Using DE-BP SO Algorithm
QSAR models are generated according to the flowchart depicted in Fig. 1 . BPSO and DE-BPSO, discussed in detail in Section II, were used as feature selection methods to create the descriptor subsets which are then subsequently used to develop multiple linear regression (MLR) models for QSAR analysis. Although several machine learning methods can be used to develop QSAR models, we chose MLR because of its simplicity in terms of fast computational derivation, parameter less algorithm, and ease of mechanistic interpretation. The root mean square error of the training and validation sets is used to evaluate the fitness of the selected descriptors. To evaluate the MLR models for their predictive abilities, each model was internally validated using leave-one-out cross validation and externally validated with the test set.
1) Binary Particle Swarm Optimization (BP SO):
We first explored the use of BPSO according to Eq. 7 as a feature selection algorithm [18] . In the initial generation, the velocity and position vectors of the binary particle swarm are initialized according to the following rules: (10) (11) where A is the probability of selecting a descriptor. To keep the total number of selected descriptors low for each particle, we set A = 0.01.
A caveat to the BPSO rules in Eq. 7 is the algorithm was found to exhibit local optima convergence issues; to overcome this, Shen et al. had 10% of the particles search the space randomly [18] . Instead of a random particle search, we modified the set of rules to incorporate a positional bit mutation factor:
where (3 is the percent chance of flipping the position bits.
In this study, we varied (3 from 0 to 0.05 in increments of 0.001 to find its optimal value and compared it to the original BPSO algorithm in Eq. 7 with 10% of the particles randomly searching the descriptor space according to the initialization rules in Eqs. 10 and 11.
2) Hybridized Differential Evolution-Binary Particle Swarm Optimization (DE-BP SO): Next, we explored the hybridiza tion of DE with BPSO by evolving the velocities of the particle swarm using DE to obtain the position vector using the BPSO rules in Eq. 12. We applied the DE/randll rule from Eqs. 8 and 9 to compute the velocity vector Vi of each individual particle at each iteration. The values of the position vector Xi is then determined according to the set of rules in Eq. 12.
In this study, to determine the optimal DE parameters, F and C R were varied from 0.1 to 0.9 in increments of 0.2 using the optimal value of (3 from the BPSO algorithm in Eq. 12 found previously.
D. Fitness Evaluation
Depczynski et al. proposed a fitness function, j, using the root mean square error of the training (RMSEt) and validation (RMSEv) sets which is designed to reduce the effects of overfitting:
(mt -n -1)· RMSEt2 + mv' RMSEv 2 mt -n -1 + mv j= (13) where m refers to the number of samples in the training (t) and validation (v) sets, and n refers to the number of descriptors in the model [36] . However, the goal of an EA is to optimize the fitness function which can result in a model that overfits 
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to the training and validation set. To control overfitting and reduce the number of descriptors in the model, a parsimonious penalty, " is applied to the number of descriptors (n) in the denominator in Eq. 13:
The value of , helps control the balance between finding models which overfit and underfit and must be monitored to find a value suitable for a given dataset. For this dataset, by trial and error, we determined, = 3.3 to be appropriate for the EA to obtain predictive QSAR models. We used the fitness function in Eq. 14 to evaluate the MLR models generated from the descriptors selected by the EA.
IV. RESULTS AND DISCUSSION
A. Optimization of Feature Selection Parameters
In this study, to determine the optimal parameters for the BPSO and DE-BPSO feature selection algorithms on this dataset, we ran 500 simulations for each of the varying parameters and averaged the fitness over 2000 generations. The swarm size was set to 50 individuals and an initial position bit selection A = 1 % in Eq. 11.
In Fig. 4 , we see an improvement in applying the bit mutation factor (3 from Eq. 12 over the original BPSO rules with a 10% random particle search from Eq. 7; after 2000 gen erations, we find the optimal fitness occurring with (3 = 0.004. However, (3 ?: 0.008 performs poorly when compared to the original BPSO rules, which indicates (3 ?: 0.008 causes too many bits to flip which leads to suboptimal MLR models for this dataset. At (3 = 0.004 with 396 descriptors, an average of 1.58 bits are flipped at one time which means the descriptor space is searched more effectively by adding or deleting about 1 descriptor at a time.
We then applied DE to evolve the velocity of the individual particles with (3 = 0.004. In Table I parameters. We find that with the exception of low F and C R values, the performance of the F and C R parameters are very similar, with the minimum fitness occurring at F = 0.7
and CR = 0.7. In Fig. 5 , we observe the behavior of the various CR parameters at F = 0.7; at approximately generation 700, CR = 0.7 was observed to outperform all other parameters. In Fig. 6 , we compared the performance of the optimal BPSO parameter ((3 = 0.004) and DE-BPSO parameters ((3 = 0.004, F = 0.7, CR = 0.7) and find a significant improvement in the fitness behavior using DE BPSO over BPSO. 
B. Analysis of Aryl (3-Diketo Acids
To develop models for the analysis of aryl (3-diketo acids, we used the optimal parameters found in our simulations ((3 = 0.004, F = 0.7, CR = 0.7) (Figs. 4 and 5 , Table I) with a population size of 50 individuals in the particle swarm and 1000 generations for the DE-BPSO feature selection algorithm. MLR models with high correlation (R2 > 0.6), high predictive correlation with the validation (R; > 0.5) and test (R;est > 0.5) sets, and cross-validated quality of fit (Q2 > 0.5) were considered for analysis [37] . Eq. 15 is a QSAR model of aryl (3-diketo acids with 5 descriptors (Table II) and high correlation and predictive statistics (Fig. 7) . Based on the QSAR model in Eq. 15, the descriptors with the greatest influence on the biological activity of aryl ,B-diketo acids are the relative number of benzene rings and max partial charge for a H atom descriptors. Computational modeling studies have shown that the HIV-l integrase active site is hydrophobic in nature with a single Mg2+ ion available for chelation with a drug compound for enzymatic inhibition [38] . In the QSAR model shown in Eq. 15, the relative number of benzene rings descriptor captures the hydrophobic interaction between the inhibitor and the active site and the max positive charge for a H atom descriptor indicates the plausibility of polar interactions of the inhibitor with the binding site (such as hydrogen bonding). The positive coefficient of both descriptors indicates that a more hydrophobic inhibitor with a greater partial positive charge is conducive for inhibition.
V. CONCLUSION
In this study, we developed a hybridized EA based feature selection method for developing QSAR models using DE and BPSO. We find that the hybridized DE-BPSO algorithm improves upon the descriptor search performance over the existing BPSO algorithm. The DE-BPSO algorithm was then used to develop MLR based QSAR models for the analysis of aryl ,B-diketo acid compounds for the inhibition of HIV-l inte grase. The developed QSAR model used for analysis had high correlation and predictive statistics (R2 = 0.886, Q2 = 0.783, R� = 0.765, R;est = 0.722). Based on the QSAR model (Eq. 15), hydrophobicity of the compounds and partial positive charges on the hydrogen atoms on the molecular surface have the greatest significance in the biological activities of these molecules.
MLR is a popular modeling method for QSAR due to its ease of mechanistic interpretation; however, non-linear methods such as artificial neural networks and support vector machines may provide a greater predictive model. In our future work, we plan to apply the DE-BPSO algorithm to develop non-linear models for these aryl ,B-diketo acids which could be used as a predictive tool to identify novel compounds with greater inhibitory effects towards HIV-l integrase. We also plan to apply DE-BPSO on other HIV-l inhibitor datasets to study their physiochemical interactions with their HIV-l targets.
