Turbulence is one of the most important aspects in spark-ignition engines as it can significantly affect burn rates, heat transfer rates, and combustion stability, and thus the performance. Turbulence originates from a large-scale mean motion that occurs during the induction process, which mainly consists of tumble motion in modern spark-ignition engines with a pentroof cylinder head. Despite its significance, most 0D turbulence models rely on calibration factors when calculating the evolution of tumble motion and its conversion into turbulence. In this study, the 0D tumble model has been improved based on the physical phenomena, as an attempt to develop a comprehensive model that predicts flow dynamics inside the cylinder. The generation and decay rates of tumble motion are expressed with regards of the flow structure in a realistic combustion chamber geometry, while the effects of port geometry on both charging efficiency and tumble generation rate are reflected by supplementary steady CFD. The developed tumble model was integrated with the standard k-ε model, and the new turbulence model has been validated with engine experimental data for various changes in operating conditions including engine speed, load, valve timing, and engine geometry. The calculated results showed a reasonable correlation with the measured combustion duration, verifying this physics-based model can properly predict turbulence characteristics without any additional calibration process. This model can suggest greater insights on engine operation and is expected to assist the optimization process of engine design and operating strategies.
Introduction
As modern engines increasingly become diverse and complex in their configuration, component design, and manufacturing process for multiple purposes of high efficiency, low emission, and/or high power, it is accordingly being complicated to optimize their design as well as driving strategy. Thus, the predictive engine model will be an essential technology in the near future as it can alleviate such challenges the manufacturers confront during the engine development process. Since such model should cover a wide operating range, a 0D/1D model is more suitable for its fast computation speed compared to the 3D model. The speed of low-dimensional models is a benefit obtained from many assumption and simplification, which in return, compromises the accuracy. Excessive simplifications tend to increase the model's reliance on modeling constants, which can overlook some essential physics. Figure 2 shows an example of the mass flux field on a valve curtain area, and an apparent variation can be seen over the surface. This distribution is what eventually determines the structure of charge motion inside the cylinder. Stronger tumble, for instance, can be created when more intake flow is concentrated toward the exhaust side (or upper-side of the valve) rather than the wall-side (or lower-side) [16, 18, 19] . The major cause of such distribution is understood to be the flow separation at the intake port, which is sensitively affected by port geometry and valve lift. Therefore, in order for a 0D model to correctly predict the characteristics of valve flow, it is necessary to investigate the effects of port geometry and valve lift on flow distribution and apply them in the model. Furthermore, these detailed flow characteristics should be properly taken into account in the tumble calculations. 
Modeling Concept
In 0D tumble models found in previous researches [6, [13] [14] [15] , angular momentum is employed to represent tumble, with the typical expression of its generation rate similar to: Figure 2 shows an example of the mass flux field on a valve curtain area, and an apparent variation can be seen over the surface. This distribution is what eventually determines the structure of charge motion inside the cylinder. Stronger tumble, for instance, can be created when more intake flow is concentrated toward the exhaust side (or upper-side of the valve) rather than the wall-side (or lower-side) [16, 18, 19] . The major cause of such distribution is understood to be the flow separation at the intake port, which is sensitively affected by port geometry and valve lift. Therefore, in order for a 0D model to correctly predict the characteristics of valve flow, it is necessary to investigate the effects of port geometry and valve lift on flow distribution and apply them in the model. Furthermore, these detailed flow characteristics should be properly taken into account in the tumble calculations. Figure 2 shows an example of the mass flux field on a valve curtain area, and an apparent variation can be seen over the surface. This distribution is what eventually determines the structure of charge motion inside the cylinder. Stronger tumble, for instance, can be created when more intake flow is concentrated toward the exhaust side (or upper-side of the valve) rather than the wall-side (or lower-side) [16, 18, 19] . The major cause of such distribution is understood to be the flow separation at the intake port, which is sensitively affected by port geometry and valve lift. Therefore, in order for a 0D model to correctly predict the characteristics of valve flow, it is necessary to investigate the effects of port geometry and valve lift on flow distribution and apply them in the model. Furthermore, these detailed flow characteristics should be properly taken into account in the tumble calculations. 
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m, v in , and r denotes the tumble generation rate, mass flow rate, flow inlet velocity, and the tumble moment arm, respectively. Here, intake mass flow is assumed to be introduced at a single point in a single direction, and all inaccuracies from this assumption are practically compensated by a single coefficient C T .
In order to simulate the valve flow more closely to the actual physical phenomenon, our previous work [16] suggested dividing the valve curtain area into multiple divisions (each division representing flow in different directions) and treating them separately in the calculations. As it can consider the direction of the valve flow, this model can be considered as quasi-dimensional (QD) tumble model, and the somewhat ambiguous tumble coefficient can be eliminated from the expression of tumble generation rate:
where i is the division number, and . m i , v tum,i , and r i are the mass flow rate, the tumble-effective velocity and the moment arm of each division, respectively. Figure 3 shows the schematics of the two calculation approaches of tumble generation rate. As illustrated in Figure 3 (right), the unique flow inlet points are defined to be the center point of each division surface, in the new QD approach, and the moment arms are the perpendicular distance between tumble-effective velocity and the tumble center C, assumed to be at the midpoint of cylinder total height. 
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where is the division number, and , , , and are the mass flow rate, the tumble-effective velocity and the moment arm of each division, respectively. Figure 3 shows the schematics of the two calculation approaches of tumble generation rate. As illustrated in Figure 3 (right), the unique flow inlet points are defined to be the center point of each division surface, in the new QD approach, and the moment arms are the perpendicular distance between tumble-effective velocity and the tumble center C, assumed to be at the midpoint of cylinder total height. This method requires detailed information on valve flow across the curtain area, and a simple steady CFD calculation is utilized to obtain the resultant flow characteristics at certain port geometries and valve lifts. For each case of steady CFD, the intake flow is simulated until it reaches a steady-state and the detailed flow characteristics of each curtain division are evaluated. Figure 4 shows examples of qualitative mass flux field at five different valve lifts on the unrolled curtain area, to demonstrate the change in mass flow distribution with the valve lift increase. The divisions are consecutively numbered from 1 to 8 that the uppermost divisions being divisions 4 and 5. It can be observed that the mass flux is fairly uniform at lower lifts, but as the valve lift increases, the upperside remains highly concentrated (red) while the lower-side reveals some region of deficiency (blue). The result of steady CFD provides an intuition of detailed valve curtain flow being introduced into the cylinder, however, is yet too complex to be utilized in a QD model. Therefore, they need to be further processed into a form friendly to QD. The detailed explanations on each term in Equation 2 This method requires detailed information on valve flow across the curtain area, and a simple steady CFD calculation is utilized to obtain the resultant flow characteristics at certain port geometries and valve lifts. For each case of steady CFD, the intake flow is simulated until it reaches a steady-state and the detailed flow characteristics of each curtain division are evaluated. Figure 4 shows examples of qualitative mass flux field at five different valve lifts on the unrolled curtain area, to demonstrate the change in mass flow distribution with the valve lift increase. The divisions are consecutively numbered from 1 to 8 that the uppermost divisions being divisions 4 and 5. It can be observed that the mass flux is fairly uniform at lower lifts, but as the valve lift increases, the upper-side remains highly concentrated (red) while the lower-side reveals some region of deficiency (blue). The result of steady CFD provides an intuition of detailed valve curtain flow being introduced into the cylinder, however, is yet too complex to be utilized in a QD model. Therefore, they need to be further processed into a form friendly to QD. The detailed explanations on each term in Equation (2) are given in the following paragraphs. 
Head Characterization
From the steady CFD results, mass flow rates of each division can be computed simply by taking the surface-integral of mass flux from the steady CFD results, and the fractional distribution can be obtained by dividing them by their sum. This allows the mass flux field in Figure 4 to be reproduced into simple intuitive plot shown in Figure 5 , in which each dot represents for individual divisions at given valve lift. One noteworthy founding was that this distribution tends to be retained despite the alternation in pressure conditions, leaving the valve lift as the only variable affecting it [16] . Also, the fraction shows a nearly monotonic trend of increase or decrease within each division, which justifies the fraction value being interpolated for other valve lifts. These indicate that a single set of CFD simulation can cover any operating conditions with a certain cylinder head. Since the fractional distribution can serve its role only when the correct total mass flow rate is provided, the discharge coefficient is also a major factor of concern. As mentioned previously, a stronger tumble is attained when the lower-side flow is restricted [11] , implying the trade-off relationship between the tumble strength and flow coefficient [7] . Thus, when port geometry is altered to manipulate tumble, its impact on charging efficiency must be considered concurrently. Since this mass flow rates calculated from steady CFD results (before normalization) already reflect the effect of port geometry, the appropriate discharge coefficient curve can be obtained by dividing with the theoretical value from isentropic compressible flow model.
With the discharge coefficient and fractional distribution characterized, it is possible to predict 
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With the discharge coefficient and fractional distribution characterized, it is possible to predict the total and divisional mass flow rates within the engine cycle. The characterization results are Since the fractional distribution can serve its role only when the correct total mass flow rate is provided, the discharge coefficient is also a major factor of concern. As mentioned previously, a stronger tumble is attained when the lower-side flow is restricted [11] , implying the trade-off relationship between the tumble strength and flow coefficient [7] . Thus, when port geometry is altered to manipulate tumble, its impact on charging efficiency must be considered concurrently. Since this mass flow rates calculated from steady CFD results (before normalization) already reflect the effect of port geometry, Energies 2019, 12, 1898 6 of 24 the appropriate discharge coefficient curve can be obtained by dividing with the theoretical value from isentropic compressible flow model.
With the discharge coefficient and fractional distribution characterized, it is possible to predict the total and divisional mass flow rates within the engine cycle. The characterization results are integrated into the GT-Power, a commercial 1D software for engine simulation, and preliminary simulation is performed with a reference engine. Figure 6 depicts the results of mass flow rate calculated in GT-Power model, compared with the results of transient CFD performed with identical conditions. Except for some pulsation near the opening of intake valve, the total mass flow rate ( . m in ) in Figure 6 (left) showed very high agreement with the transient CFD, verifying the reliability of the discharge coefficient obtained by the head characterization process. By combining the fractional distribution in Figure 5 with the total mass flow rate, the divisional mass flow rates ( . m i ) can be obtained and they are illustrated in Figure 6 (right). One deficiency of GT-Power results is that the flow inversion occurs at the identical instant for all divisions, but other than that, it showed an excellent correspondence with the CFD. The similar level of predictabilities was observed in additional simulations implemented with varying engine speed, load, and port design, which confirms this QD model can respond to any change in head geometry and predict the detailed valve flow comparable to transient CFD, once characterization results are supplemented. Plus, it could also be concluded that a few runs of steady CFD (five, in this case) are sufficient to characterize a given cylinder head. simulation is performed with a reference engine. Figure 6 depicts the results of mass flow rate calculated in GT-Power model, compared with the results of transient CFD performed with identical conditions. Except for some pulsation near the opening of intake valve, the total mass flow rate ( ) in Figure 6 (left) showed very high agreement with the transient CFD, verifying the reliability of the discharge coefficient obtained by the head characterization process. By combining the fractional distribution in Figure 5 with the total mass flow rate, the divisional mass flow rates ( ) can be obtained and they are illustrated in Figure 6 (right). One deficiency of GT-Power results is that the flow inversion occurs at the identical instant for all divisions, but other than that, it showed an excellent correspondence with the CFD. The similar level of predictabilities was observed in additional simulations implemented with varying engine speed, load, and port design, which confirms this QD model can respond to any change in head geometry and predict the detailed valve flow comparable to transient CFD, once characterization results are supplemented. Plus, it could also be concluded that a few runs of steady CFD (five, in this case) are sufficient to characterize a given cylinder head. In addition to the fractional distribution and discharge coefficient, the average velocity is another parameter that can be extracted from steady CFD simulation. Knowing x-, y-and z-components of the average velocity, the representative flow angles θ and ϕ can be drawn for each flow division (the angle configuration shown in Figure 3 ). The angle ϕ is used to decompose the intake velocity into xy-and z-components, each of which constitutes tumble motion and non-tumble mean motion, respectively, while the angle θ is used to calculate tumble moment arms.
Prior to the decomposition, the intake velocity should be found. The velocity across each valve curtain division can simply be estimated for given mass flow rate as:
Since the curtain area is evenly divided, the area of each division ( ) is simply / , where , , and are intake valve diameter, intake valve lift, and the number of divisions, respectively. Compared to the mean velocity from the steady CFD simulation, it was shown that the representative velocity calculated by Equation 3 falls within a reasonable range despite the assumption of constant density (see Figure 7 ). The biggest error is observed in the lower side at high lift condition, and the major reason is the simultaneity of incoming and outgoing flow motion in these divisions. Since the net mass flow rate is used in the calculation, the representative velocities tend to be underestimated for divisions with such bidirectional flow, compared to the CFD results. However, since these velocities are multiplied by the relatively small mass flow rates in further calculations, this error will only have a minor impact on the final results. In addition to the fractional distribution and discharge coefficient, the average velocity is another parameter that can be extracted from steady CFD simulation. Knowing x-, y-and z-components of the average velocity, the representative flow angles θ and φ can be drawn for each flow division (the angle configuration shown in Figure 3 ). The angle φ is used to decompose the intake velocity into xy-and z-components, each of which constitutes tumble motion and non-tumble mean motion, respectively, while the angle θ is used to calculate tumble moment arms.
Since the curtain area is evenly divided, the area of each division (A i ) is simply πD IV L IV /n d , where D IV , L IV , and n d are intake valve diameter, intake valve lift, and the number of divisions, respectively. Compared to the mean velocity from the steady CFD simulation, it was shown that the representative velocity calculated by Equation (3) falls within a reasonable range despite the assumption of constant density (see Figure 7 ). The biggest error is observed in the lower side at high lift condition, and the Energies 2019, 12, 1898 7 of 24 major reason is the simultaneity of incoming and outgoing flow motion in these divisions. Since the net mass flow rate is used in the calculation, the representative velocities tend to be underestimated for divisions with such bidirectional flow, compared to the CFD results. However, since these velocities are multiplied by the relatively small mass flow rates in further calculations, this error will only have a minor impact on the final results. One thing to note is that these velocities at the valve opening do not wholly contribute to the tumble generation. The flow experiences an abrupt expansion of the flow path immediately after passing through the valve opening, thereby the velocity decreases. A coefficient (denoted here as ) is typically applied to the kinetic energy flux term ( ) to take account of such velocity loss:
Since this loss is due to the decrease of velocity, the effective velocity can be interpreted to be ( ) / . Therefore, the xy-component of effective velocity, which contributes to tumble generation, can be decomposed written as:
Similarly, the z-component can be obtained by multiplying sinϕ. Controlling of will be discussed in later sections along with other modeling coefficients.
Application of Pentroof Geometry
As mentioned earlier, the model is aimed to be also considerate of the effects of combustion chamber geometry because it can influence both the generation and decay of the tumble motion. In most 0D models, the combustion chamber is assumed to be a pancake shape, which could be misleading in some respects. For example, the postulated locations of representative inlet point for each division can be inadequate when pancake shape is assumed, resulting in the errors on the calculation of tumble generation. In addition, pancake shape with uniform cross-sectional area underestimates the combustion chamber height, especially near top dead center (TDC), and this significantly affects the flow field and corresponding tumble decay rate (further discussed in the later section). Therefore, a correct reflection of the pentroof geometry is strongly encouraged within the calculation process.
As the example shown in Figure 8 (left), the geometry of actual pentroof head is rather complicated for various reasons such as manufacturing process, cooling channels, slots for valves, spark plug, and/or injector, etc. In this model, a smooth, symmetrical pentroof was assumed for the sake of simplicity (illustrated in right schematic in Figure 8 ), and then it could be defined only by the pentroof angle (β), as shown in Figure 3 . One thing to note is that these velocities at the valve opening do not wholly contribute to the tumble generation. The flow experiences an abrupt expansion of the flow path immediately after passing through the valve opening, thereby the velocity decreases. A coefficient (denoted here as C KE ) is typically applied to the kinetic energy flux term ( . E in ) to take account of such velocity loss:
Since this loss is due to the decrease of velocity, the effective velocity can be interpreted to be (C KE ) 1/2 v. Therefore, the xy-component of effective velocity, which contributes to tumble generation, can be decomposed written as:
Similarly, the z-component can be obtained by multiplying sin φ. Controlling of C KE will be discussed in later sections along with other modeling coefficients.
As the example shown in Figure 8 (left), the geometry of actual pentroof head is rather complicated for various reasons such as manufacturing process, cooling channels, slots for valves, spark plug, and/or injector, etc. In this model, a smooth, symmetrical pentroof was assumed for the sake of To assess this simplified pentroof geometry, the moment of inertia, which is the quality that reflects the rotational characteristic in the three-dimensional space, has been chosen for comparison. For typical pancake-shaped combustion chamber, the moment of inertia ( ) about the z-axis with the origin at tumble center C is written as:
where and are cylinder bore and height, respectively. When the simplified pentroof geometry is applied, the volume integral becomes: where is the pentroof slope defined as − / . Also, note that the volume is no more equal to . The moment of inertia calculated for each geometric assumption are plotted in Figure 9 along with that calculated by the 3D CFD. For a sufficiently large cylinder volume, the assumption of pancake geometry provides a highly accurate moment of inertia, but a distinct error increase was observed as compression proceeds To assess this simplified pentroof geometry, the moment of inertia, which is the quality that reflects the rotational characteristic in the three-dimensional space, has been chosen for comparison. For typical pancake-shaped combustion chamber, the moment of inertia (I) about the z-axis with the origin at tumble center C is written as: (6) where B and H are cylinder bore and height, respectively. When the simplified pentroof geometry is applied, the volume integral becomes:
where a is the pentroof slope defined as −H pent /R. Also, note that the volume is no more equal to πR 2 H. The moment of inertia calculated for each geometric assumption are plotted in Figure 9 along with that calculated by the 3D CFD. To assess this simplified pentroof geometry, the moment of inertia, which is the quality that reflects the rotational characteristic in the three-dimensional space, has been chosen for comparison. For typical pancake-shaped combustion chamber, the moment of inertia ( ) about the z-axis with the origin at tumble center C is written as:
where and are cylinder bore and height, respectively. When the simplified pentroof geometry is applied, the volume integral becomes: where is the pentroof slope defined as − / . Also, note that the volume is no more equal to . The moment of inertia calculated for each geometric assumption are plotted in Figure 9 along with that calculated by the 3D CFD. For a sufficiently large cylinder volume, the assumption of pancake geometry provides a highly accurate moment of inertia, but a distinct error increase was observed as compression proceeds For a sufficiently large cylinder volume, the assumption of pancake geometry provides a highly accurate moment of inertia, but a distinct error increase was observed as compression proceeds toward TDC (~55% of error at TDC). Such overestimation in the moment of inertia can be a critical issue because Energies 2019, 12, 1898 9 of 24 a significant error in the calculation of tumble decay rate would follow. But the Equation (7) yields a result with the error considerably relieved (~70% reduction), from which the simplified pentroof head can be justified.
Decay of Tumble Motion

Modeling Concept
It is quite common to directly relate tumble ratio and combustion speed, but in fact, it is not the tumble itself that boosts flame propagation. Large-scale tumble motion should be converted into small-scale turbulent eddies to wrinkle the flame sheet and enhance flame propagation speed. Therefore, the decay of tumble motion into turbulent kinetic energy (TKE) is as important as its generation. Several different approaches to model tumble decay rate could be found in literature, but most of them require a calibration process corresponding to any change in engine geometry [14, 15] . This indicates that they are not fully-predictive with changes in engine designs, which is the major intent of this research, so a different, somewhat comprehensive approach is necessitated.
According to the energy cascade concept, larger scales of motion transform into smaller scales. By applying this concept to in-cylinder charge motion, the TKE production can be directly related to the decay of tumble rotational energy. Then, the decay rate of tumble angular momentum can be written as:
where P Ψ is the TKE production rate by internal shear, which is essentially determined by the flow structure. Typically, 0D models cannot take into account the flow structure, but if velocity field is defined within the combustion chamber, the local TKE production rate can be found by utilizing the expression suggested by Boussinesq's eddy viscosity hypothesis:
Flow Field Definition
In several previous researches on tumble modeling found in literature, a 2D linear velocity profile is assumed to represent the flow field inside the cylinder [5, 20, 21] . These studies postulated that boundary velocities at the top, bottom, and wall side are all equal regardless of the piston position, which the authors suspect to be inconsistent with the real situation. Seeing from the perspective of the continuity about rotation, the velocity of the shorter side should be greater than the longer side to allow the same mass flow rate. Hence, the velocity profile is modified so that the boundary velocities at top/bottom sides and wall side are related using the ratio between cylinder height and width [22] . The prescript of modified velocity is as below, and this is also illustrated in Figure 10 : 
Governing Equations
Having the velocity field defined, the overall angular momentum of in-cylinder charge can be calculated by taking volume integral as:
By solving Equation (11) for , the characteristic velocity can be expressed as a function of density, angular momentum and geometric dimensions only:
Similarly, overall TKE production within the cylinder is: 
By solving Equation (11) for U, the characteristic velocity can be expressed as a function of density, angular momentum and geometric dimensions only:
Similarly, overall TKE production within the cylinder is: Finally, by combining Equations (8) and (13), the corresponding tumble decay rate can be expressed in terms of angular momentum, characteristic velocity, turbulent viscosity, and geometric parameters:
3. New Turbulence Model
Integration into Turbulence Model
The developed tumble model is integrated into the k-ε model to complete the new turbulence model and Figure 11 describes the overall concept of energy flow. In this study, large-scale motions, generally classified as mean kinetic energy (MKE) in 0D turbulence model, are divided into the tumble and the non-tumble components. A certain amount of non-tumble component participates in instantaneous TKE production, and the rest creates minor mean motions. Loss of each quality occurs along with the outgoing flow, and the TKE is dissipated into internal energy at the rate of ε. (8) and (13), the corresponding tumble decay rate can be expressed in terms of angular momentum, characteristic velocity, turbulent viscosity, and geometric parameters:
New Turbulence Model
Integration into Turbulence Model
The developed tumble model is integrated into the -model to complete the new turbulence model and Figure 11 describes the overall concept of energy flow. In this study, large-scale motions, generally classified as mean kinetic energy (MKE) in 0D turbulence model, are divided into the tumble and the non-tumble components. A certain amount of non-tumble component participates in instantaneous TKE production, and the rest creates minor mean motions. Loss of each quality occurs along with the outgoing flow, and the TKE is dissipated into internal energy at the rate of . 
The non-tumble mean kinetic energy (MKE) is treated as typical MKE in -model [15, 23] , except the fact that it is limited to the kinetic energy by the non-tumble velocity component ( = ∑ , , ). The TKE production rate from non-tumble MKE and the corresponding term in equation are: The new turbulence model solves four differential equations of L, K, k, and ε, each representing the tumble, non-tumble mean kinetic energy, turbulent kinetic energy, and dissipation rate, respectively [16] :
The non-tumble mean kinetic energy (MKE) is treated as typical MKE in K-k model [15, 23] , except the fact that it is limited to the kinetic energy by the non-tumble velocity component (
). The TKE production rate from non-tumble MKE and the corresponding term in ε equation are:
Note that the coefficients in Equations (18) and (20) are from the standard value for unidirectional compression with reference to [24] .
Modeling Constants
Definition
As can be seen in Equations (15)- (20) , there exist some modeling constants in addition to C KE . The presence of any modeling constant involves calibration, any of which is not favored for a predictive engine model. Hence, it is sought to eliminate calibration process by either assigning physical meaning to the coefficients or using a comprehensive value. As the basis for such a predictive model, the coefficients are designed as follows:
• C KE is the coefficient to take into account the flow velocity decrease as it passes the valve opening. Since the cause is interpreted to be the change of flow area, it may be correlated to the ratio of the valve curtain area to the cylinder bore area, as in [23] . This coefficient must be less than 1 because the velocity cannot be increased after expansion. • C α is the split factor of non-tumble intake kinetic energy between non-tumble MKE and the instantaneous TKE. The instantaneous TKE is interpreted as a consequence of significant shearing of inflow at valve opening [14, 15] , so it seems plausible to express it as a function of valve diameter and/or lift. As a split factor, it should lie between 0 and 1, as well.
• C β is the coefficient for the cascade rate of non-tumble MKE into TKE. It basically controls the residence time of the minor mean motion and the corresponding TKE production period. As it only comprises of minor mean motions, the cascade is presumed to be rather quick. Plus, since the extent of non-tumble MKE is dependent on C α , the influence of C β diminishes with the increase of C α . Therefore, C β can be considered as a subsidiary coefficient. • C 3 is the coefficient of the dissipation rate corresponding to tumble-generated TKE, which is newly added in the epsilon equation in our proposed model. This is adopted for structural consistency with the other terms in the standard k-ε model, so it is expected to also be universal, once specified. The coefficient for the non-tumble MKE term is 2.88 (Equation (20)), and the reasonable range for C 3 is supposed to be a similar order of magnitude. • C out is the multiplier of loss term caused by outgoing flow (e.g., back-flow into the intake port). This is applied particularly to the angular momentum because of the flow structure inside the cylinder. In case of a high tumble engine, it is unquestionable that flow in the outer side has greater velocity, and the role of C out is to compensate for the fact that outgoing mass has relatively higher velocity compared to the mass-averaged value. It would be possibly related to the boundary velocity and/or chamber dimension, which may affect the velocity gradient. A rough range of 1 to 5 seemed to be reasonable for this coefficient. Figure 12 shows the results of tumble angular momentum (L) and turbulent intensity (u ) from individual sweeps of each modeling constant. Note that the turbulent intensity is an indicator of the TKE because u = √ 2k/3. A reasonable range has been set for each constant except for the C β , which is tested with extreme range to demonstrate its insensitivity.
Influence on Tumble and Turbulence
First, the effective flow velocity increases with greater C KE as inferred in Equation (5), which enhances the initial build-up rate of both angular momentum and turbulent intensity. The split factor C α also affects the initial build-up of turbulent intensity, although it does not have a direct impact on the angular momentum. However, the enhanced TKE leads to an increase of turbulent viscosity (= 0.09k 2 /ε), which in turn affects the tumble decay rate and reduces overall angular momentum level. In addition, an insufficient TKE build-up was observed with C α below 0.7. This sets the lower boundary of C α , and the instantaneous TKE is within similar order of magnitude with that reported in other researches [14, 15] in terms of the fraction of total intake kinetic energy (including tumble component).
Next, smaller C β value causes an increase of TKE level after the initial peak, but the effectiveness is relatively minor for the inputted value. It is also observed that C β exerts negligible impact above a certain level, and this is because all of non-tumble MKE is cascaded immediately after being introduced. Both C 3 and C out are related to TKE production from tumble decay, but C 3 adjusts the sensitivity of tumble decay, so it influences the TKE over the entire range where angular momentum exists. Meanwhile, C out controls the amount of tumble angular momentum itself, and the height of second TKE peak is decided proportionally to the remaining tumble at intake valve closing (IVC).
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Calibration of Modeling Constants
The five modeling constants were to be determined so that the developed model would correctly predict the tumble and turbulent intensity. The optimization of constants was carried out with the optimization target to minimize the error in angular momentum and turbulent intensity between calculation results of 0D turbulence model and 3D CFD. The optimizer provided in GT-Power is utilized, and the turbulent intensity near the end of the compression process was more weighted as it is the most important model results related to the combustion behavior. The CFD results reported in authors' previous modeling study [16] cover variations in intake port geometry, engine speed and load, which make them good reference data for model constant optimization.
From the optimization, the best set of modeling constants are found to be as listed in Table 1 . Figure 13 shows the temporal history of angular momentum, turbulent intensity of a sample case at 1600 rpm with an intake pressure of 85 kPa. In general, the predictions of the developed model were highly satisfactory, especially for the turbulent intensity near the end of compression. Given the physical meanings explained in Section 3.2.1, each constant is expected to be independent of changes in engine speed, load, and cam timing shift, and this is supported by the additional comparative results as shown in Figure 14 . Therefore, the optimized values in Table 1 are deemed as universal and used throughout the rest of this study. The five modeling constants were to be determined so that the developed model would correctly predict the tumble and turbulent intensity. The optimization of constants was carried out with the optimization target to minimize the error in angular momentum and turbulent intensity between calculation results of 0D turbulence model and 3D CFD. The optimizer provided in GT-Power is utilized, and the turbulent intensity near the end of the compression process was more weighted as it is the most important model results related to the combustion behavior. The CFD results reported in authors' previous modeling study [16] cover variations in intake port geometry, engine speed and load, which make them good reference data for model constant optimization.
From the optimization, the best set of modeling constants are found to be as listed in Table 1 . Figure 13 shows the temporal history of angular momentum, turbulent intensity of a sample case at 1600 rpm with an intake pressure of 85 kPa. In general, the predictions of the developed model were highly satisfactory, especially for the turbulent intensity near the end of compression. Given the physical meanings explained in section 3.2.1., each constant is expected to be independent of changes in engine speed, load, and cam timing shift, and this is supported by the additional comparative results as shown in Figure 14 . Therefore, the optimized values in Table 1 are deemed as universal and used throughout the rest of this study. The five modeling constants were to be determined so that the developed model would correctly predict the tumble and turbulent intensity. The optimization of constants was carried out with the optimization target to minimize the error in angular momentum and turbulent intensity between calculation results of 0D turbulence model and 3D CFD. The optimizer provided in GT-Power is utilized, and the turbulent intensity near the end of the compression process was more weighted as it is the most important model results related to the combustion behavior. The CFD results reported in authors' previous modeling study [16] cover variations in intake port geometry, engine speed and load, which make them good reference data for model constant optimization.
From the optimization, the best set of modeling constants are found to be as listed in Table 1 . Figure 13 shows the temporal history of angular momentum, turbulent intensity of a sample case at 1600 rpm with an intake pressure of 85 kPa. In general, the predictions of the developed model were highly satisfactory, especially for the turbulent intensity near the end of compression. Given the physical meanings explained in section 3.2.1., each constant is expected to be independent of changes in engine speed, load, and cam timing shift, and this is supported by the additional comparative results as shown in Figure 14 . Therefore, the optimized values in Table 1 are deemed as universal and used throughout the rest of this study. 
Model Validation
Experimental Data
A comparative analysis with the experimental data has been planned to validate the predictability of the developed model. The experimental data of Oh et al. was chosen for the validation because their experiments cover not only a variety of operating parameters including engine speed, load, and intake/exhaust valve timing, but also different port and chamber geometries [25] . The three engines used in this study have different stroke-to-bore ratios (SBR) while displacement volumes and compression ratio kept equivalent. In addition, the same cylinder head is shared for Engines B and C, while Engine A has different head (i.e., port) geometry than the others. More details on engine specifications and operating conditions are listed in Tables 2 and 3 . 
Validation Method
Using the developed model, the turbulent intensity can be predicted for any given engine geometry and operating condition. The characterization results and modeling constants in Table 1 are input into the GT-Power model, and simulation is carried out to reproduce the experimental results. Figure 15 shows the comparison of 50% burn duration calculated by the developed model with that measured from the experiment.
Although the model prediction appears to follow the right trend, the accuracy is not quite satisfactory, with an R-squared value of 0.6655. However, such poor correlation does not necessarily imply the model prediction was inaccurate. This study specifically aims to predict the flow dynamics during engine cycle rather than the consequent combustion behavior, thus, any further development and/or precise calibration of combustion model, other than the minimal calibration of the built-in combustion model of GT-Power, is deemed to be beyond the research scope. The inaccuracy of the combustion model possibly is the major cause of low agreement, and another validation approach was considered to validate the calculated turbulent intensity with no direct involvement of the combustion model. Greater turbulent intensity is interpreted to enhance wrinkling of the flame sheet, thus the flame propagation speed. Since the flame propagation speed is the flame travel distance divided by the burn duration, the measured burn duration and calculated turbulent intensity would possibly be correlated. The relationship between turbulent flame speed ( ) and turbulent intensity can be described with a general formula of:
In order to approximate the average turbulent flame speed for a span of interest, the corresponding flame travel distance and burn duration are necessary, but the flame travel distance ( ) is not easily measurable in practice. Therefore, a rough estimation was to be made to quantify the flame travel distance, and it is implemented by utilizing the flame radius calculated from GTPower. Figure 16 (left) depicts the temporal history of the relative flame radius ( / ) of each of all tested cases. As the operating conditions, including ignition timing, differ among the cases, the graph shows quite diverse flame radius profiles. But if the same relative radii are plotted over the fraction of burned mass (MFB), all profiles nearly collapse regardless of operating conditions as seen in Figure   Figure 15 . Measured and calculated duration between ignition and 50% burn angle (BD0050).
Greater turbulent intensity is interpreted to enhance wrinkling of the flame sheet, thus the flame propagation speed. Since the flame propagation speed is the flame travel distance divided by the burn duration, the measured burn duration and calculated turbulent intensity would possibly be correlated. The relationship between turbulent flame speed (S T ) and turbulent intensity can be described with a general formula of:
In order to approximate the average turbulent flame speed for a span of interest, the corresponding flame travel distance and burn duration are necessary, but the flame travel distance (R f ) is not easily measurable in practice. Therefore, a rough estimation was to be made to quantify the flame travel distance, and it is implemented by utilizing the flame radius calculated from GT-Power. Figure 16 Greater turbulent intensity is interpreted to enhance wrinkling of the flame sheet, thus the flame propagation speed. Since the flame propagation speed is the flame travel distance divided by the burn duration, the measured burn duration and calculated turbulent intensity would possibly be correlated. The relationship between turbulent flame speed ( ) and turbulent intensity can be described with a general formula of:
In order to approximate the average turbulent flame speed for a span of interest, the corresponding flame travel distance and burn duration are necessary, but the flame travel distance ( ) is not easily measurable in practice. Therefore, a rough estimation was to be made to quantify the flame travel distance, and it is implemented by utilizing the flame radius calculated from GTPower. Figure 16 As the operating conditions, including ignition timing, differ among the cases, the graph shows quite diverse flame radius profiles. But if the same relative radii are plotted over the fraction of burned mass (MFB), all profiles nearly collapse regardless of operating conditions as seen in Figure   Figure 16 . Development of flame radius.
As the operating conditions, including ignition timing, differ among the cases, the graph shows quite diverse flame radius profiles. But if the same relative radii are plotted over the fraction of burned mass (MFB), all profiles nearly collapse regardless of operating conditions as seen in Figure 16 (right). Taking the average suggests the flame radii at 10, 50, and 90 percent burn angles (CA10, CA50, and CA90) to be 0.538R, 0.876R, and 1.019R, respectively.
Next, a reasonable range for validation was needed to be determined. It is well-known that flame kernels initially show laminar-like development, and gradually reach to fully-developed turbulent flame over a certain time scale. This infers that the turbulence does not wholly participate during this early stage of the combustion process, and makes it inappropriate to be used for validation of turbulence prediction. In the later stage of combustion, the combustion can be disturbed by the expansion of cylinder volume, especially under high engine speed or slow-burn conditions. Therefore, the range for validation is somewhat arbitrarily chosen to be between 10 and 50 percent burn angles (CA10-50), and Equation (21) then becomes:
where the subscript 1050 indicates the average value of simulation result of over the same CA10-50 range. Then, the indirect validation according to Equation (22) was implemented to verify the correlation between calculated turbulent intensity and measured burn duration.
Correlation between Model Prediction and Experimental Data
The scatter plot of dimensionless turbulent flame speed (S T /S L ) and dimensionless turbulent intensity (u /S L ) in Figure 17 summarizes the validation results of Engines A, B, and C. All 194 data points could adequately be described by a single curve with the C and n of 8.983 and 0.6405, respectively, with a much stronger correlation (R-squared value of 0.8328) than the direct comparison of burn duration in Figure 15 . This verifies that the developed model with fixed modeling constants is fairly adaptive to changes in the chamber and head design as well as various types of engine operating conditions including engine speed, load, and valve actuation. 16 (right). Taking the average suggests the flame radii at 10, 50, and 90 percent burn angles (CA10, CA50, and CA90) to be 0.538R, 0.876R, and 1.019R, respectively. Next, a reasonable range for validation was needed to be determined. It is well-known that flame kernels initially show laminar-like development, and gradually reach to fully-developed turbulent flame over a certain time scale. This infers that the turbulence does not wholly participate during this early stage of the combustion process, and makes it inappropriate to be used for validation of turbulence prediction. In the later stage of combustion, the combustion can be disturbed by the expansion of cylinder volume, especially under high engine speed or slow-burn conditions. Therefore, the range for validation is somewhat arbitrarily chosen to be between 10 and 50 percent burn angles (CA10-50), and Equation (21) 
The scatter plot of dimensionless turbulent flame speed ( / ) and dimensionless turbulent intensity ( ′/ ) in Figure 17 summarizes the validation results of Engines A, B, and C. All 194 data points could adequately be described by a single curve with the and of 8.983 and 0.6405, respectively, with a much stronger correlation (R-squared value of 0.8328) than the direct comparison of burn duration in Figure 15 . This verifies that the developed model with fixed modeling constants is fairly adaptive to changes in the chamber and head design as well as various types of engine operating conditions including engine speed, load, and valve actuation. The improved correlation, on the other hand, evidences that the combustion model is erroneous. It should be noted that, despite the effort of the indirect comparison method, the overall validation results still are influenced by the combustion model because the combustion process is determinative to pressure, temperature, and consequently the laminar flame speed. Among others, the high RMF operation demonstrated the lowest accuracy in prediction. With no external exhaust gas recirculation (EGR) employed, the amount of burned gas in the cylinder at IVC is determined majorly by the valve overlap. In the simulation results, a combination of long overlap duration and low load condition caused excessive RMFs near 30%, which would have caused inaccurate laminar flame speed. The gray 'x' markers in Figure 18 indicates data points with RMF above 25%, and just by excluding these The improved correlation, on the other hand, evidences that the combustion model is erroneous. It should be noted that, despite the effort of the indirect comparison method, the overall validation results still are influenced by the combustion model because the combustion process is determinative to pressure, temperature, and consequently the laminar flame speed. Among others, the high RMF operation demonstrated the lowest accuracy in prediction. With no external exhaust gas recirculation (EGR) employed, the amount of burned gas in the cylinder at IVC is determined majorly by the valve overlap. In the simulation results, a combination of long overlap duration and low load condition caused excessive RMFs near 30%, which would have caused inaccurate laminar flame speed. The gray 'x' markers in Figure 18 indicates data points with RMF above 25%, and just by excluding these Figure 19 shows the results of intake valve timing sweep at 2000 rpm and 4.5 bar indicated mean effective pressure (IMEP). As seen in this figure, the advancement of intake valve timing increased the valve overlap duration and caused greater backflow of the burned gas from the exhaust manifold to the cylinder and intake manifold. This reverse flow caused a rapid increase of turbulent intensity during the valve overlap, however, the angular momentum is not much influenced due to the very small cylinder mass at this period. On the other hand, the advancement of intake valve timing also causes an earlier IVC. Such earlier IVC traps more the fresh mixture in the cylinder, hence the energy loss due to outgoing mass flow is reduced. Due to the breakdown of greater remaining tumble, the turbulent intensity rise near the firing TDC is greater in the case with advanced intake valve timing.
Detailed Analysis on Model Prediction
Effect of Intake Valve Timing Sweep
As illustrated in Figure 20 , the increased burned gas backflow caused a decrease in the average laminar flame speed, and the greater trapped tumble caused the increase in average turbulent intensity. Figure 21 shows these particular intake valve timing sweep cases from the scatter plot in Figure 17 , and it can be inferred that the valve strategies and the consequent gas exchange dynamics are included in the model prediction, which shows a high agreement with the measured burn durations. Figure 19 shows the results of intake valve timing sweep at 2000 rpm and 4.5 bar indicated mean effective pressure (IMEP). As seen in this figure, the advancement of intake valve timing increased the valve overlap duration and caused greater backflow of the burned gas from the exhaust manifold to the cylinder and intake manifold. This reverse flow caused a rapid increase of turbulent intensity during the valve overlap, however, the angular momentum is not much influenced due to the very small cylinder mass at this period. On the other hand, the advancement of intake valve timing also causes an earlier IVC. Such earlier IVC traps more the fresh mixture in the cylinder, hence the energy loss due to outgoing mass flow is reduced. Due to the breakdown of greater remaining tumble, the turbulent intensity rise near the firing TDC is greater in the case with advanced intake valve timing.
Detailed Analysis on Model Prediction
Effect of Intake Valve Timing Sweep
As illustrated in Figure 20 , the increased burned gas backflow caused a decrease in the average laminar flame speed, and the greater trapped tumble caused the increase in average turbulent intensity. Figure 21 shows these particular intake valve timing sweep cases from the scatter plot in Figure 17 , and it can be inferred that the valve strategies and the consequent gas exchange dynamics are included in the model prediction, which shows a high agreement with the measured burn durations. Figure 22 are the model prediction for Engines A, B, and C, at fixed engine speed, load, and valve timings. Here, it can be seen that the tumble build-up reveals some differences while the mass flow rate is nearly equivalent except for some pulsation effect. Higher SBR means the cylinder is narrower and longer, and this causes the tumble moment arm to be longer for upper side flow, and shorter for lower side flow. Consequently, the tumble generation rate is greatest for Engine C.
Effect of Engine Geometry
Another effect of SBR is tumble breakdown behavior. Due to its geometry, the engine with a higher SBR undergoes a less severe distortion as the piston compresses the cylinder volume. This yields a milder breakdown of the tumble for Engine C, and the angular momentum drop and turbulent intensity rise are observed to occur at later timing. Therefore, for moderate or late spark timings, the higher SBR engines show greater average turbulent intensity (as shown in Figure 23 ). Figure 22 are the model prediction for Engines A, B, and C, at fixed engine speed, load, and valve timings. Here, it can be seen that the tumble build-up reveals some differences while the mass flow rate is nearly equivalent except for some pulsation effect. Higher SBR means the cylinder is narrower and longer, and this causes the tumble moment arm to be longer for upper side flow, and shorter for lower side flow. Consequently, the tumble generation rate is greatest for Engine C. Another effect of SBR is tumble breakdown behavior. Due to its geometry, the engine with a higher SBR undergoes a less severe distortion as the piston compresses the cylinder volume. This yields a milder breakdown of the tumble for Engine C, and the angular momentum drop and turbulent intensity rise are observed to occur at later timing. Therefore, for moderate or late spark timings, the higher SBR engines show greater average turbulent intensity (as shown in Figure 23) . Although not as significant as in the intake valve timing sweep, some difference in the laminar flame speed is also witnessed. This is mainly because different intake manifold pressures were necessary for each engine design to match IMEP of 4.5 bar. Again, the model prediction with regards to engine geometry and the subsequent flow behavior showed a good agreement with the experimental data ( Figure 24 ). Although not as significant as in the intake valve timing sweep, some difference in the laminar flame speed is also witnessed. This is mainly because different intake manifold pressures were necessary for each engine design to match IMEP of 4.5 bar. Again, the model prediction with regards to engine geometry and the subsequent flow behavior showed a good agreement with the experimental data ( Figure 24 ). 
Conclusion
As an effort to develop a calibration-free predictive 0D turbulence model, the previous 0D tumble model has been advanced to reflect more realistic geometry and physical phenomena supposedly occurring inside it. In summary, this study:
• describes the port characterization methodology in detail, which is verified via comparing the model prediction with the transient CFD results. This port characterization facilitates 0D model to predict the detailed flow characteristics with accuracy comparable to 3D CFD regardless of operating condition, which is quite noteworthy for a 0D model.
• suggests a physics-based approach to calculate tumble generation and decay rates for given engine geometry, utilizing the pre-obtained detailed flow characteristics. This QD tumble model is integrated into the k-ε model to complete the new predictive turbulence model. 
Conclusions
• suggests a physics-based approach to calculate tumble generation and decay rates for given engine geometry, utilizing the pre-obtained detailed flow characteristics. This QD tumble model is integrated into the k-ε model to complete the new predictive turbulence model. • demonstrates the validation of the developed model with engine experiment results to verify whether the model correctly considers for port and cylinder geometry and whether it is applicable for various operating conditions. An adequate correlation between the model and experiment results has been observed with fixed modeling constants, implying that the developed model could sufficiently capture the core physics related to engine geometry and operating condition.
The final validation results support the predictability of the new turbulence model, thus its potential as a part of a virtual engine. Moreover, it could be glimpsed that the model reliability can possibly be improved with the further advancement of other elements such as combustion model. number of divisions P k , P ε TKE and dissipation production from non-tumble MKE R cylinder radius R f flame radius r moment arm length S T , S L turbulent and laminar flame speed U x , U y , U z axial velocities U characteristic velocity u turbulent intensity V volume v velocity
