Abstract. Tropospheric ammonia (NH 3 ) is a threat to the environment and human health and is mainly emitted 9 by agriculture. Ammonia volatilisation following application of nitrogen in the field accounts for more than 40% 10 of the total ammonia emissions in France. This hence represents a major loss of nitrogen use efficiency which 11 needs to be reduced by appropriate agricultural practices. In this study we evaluate a novel method to infer 12 ammonia volatilisation from small agronomic plots made of multiple treatments with repetition. The method is 13 based on the combination of a set of ammonia diffusion sensors exposed for durations of 3 hours to 1 week, and 14 a short-range atmospheric dispersion model, used to retrieve the emissions from each plot. The method is 15 evaluated by mimicking ammonia emissions from an ensemble of 9 plots with a resistance-analogue-16 compensation-point surface exchange scheme over a yearly meteorological database separated into 28-days 17 periods. A multi-factorial simulation scheme is used to test the effects of sensor number and heights, plot 18 dimensions, source strengths and background concentrations, on the quality of the inference method. We further 19 demonstrate by theoretical considerations in the case of an isolated plot that inferring emissions with diffusion 20 sensors integrating over daily periods will always lead to underestimations due to correlations between emissions 21 and atmospheric transfer. We evaluated these underestimations as -8% ± 6% of the emissions for a typical 22 western European climate. For multiple plots, we find that this method would lead to median underestimations of 23 -16% with an interquartile [-8% -22%] for two treatments differing by a factor of up to 20 and a control 24 treatment with no emissions. We further evaluate the methodology for varying background concentrations and 25
Introduction 33
Tropospheric ammonia (NH 3 ) is mainly emitted by agriculture and has great environmental impacts 34 (atmospheric pollution, eutrophication, reduction of biodiversity) which are increasingly taken into account in 35
European and international regulations (Council, 1996; Council, 2016; UNECE, 2012) . Ammonia losses also 36 have great agronomic and economic impacts for farmers, as it reduces nitrogen use efficiency. The varying 37 occupation, and environmental conditions (soil humidity, air temperature, wind speed, solar radiation) (Sommer 48 et al., 2003) . For instance, Sintermann et al. (2012) report NH 3 losses following cattle and pig slurry application 49 in the field ranging from a few percent to 50% over large fields and up to 100% over medium fields. Evaluating 50 ammonia losses from field fertilisation over a range of practices, soil and climatic conditions is therefore key in 51 evaluating the best application methods. 52
However, characterising these emissions at the field scale requires complex experimental design and most of the 53 time large fields (Ferrara et and Janzen, 1998). Among existing methods for measuring NH 3 emissions, the integrated horizontal flux method 60 (Wilson and Shum, 1992 ) is well adapted, but is a subject of debate in its practical application since it seem to be 61 systematically biased towards higher estimates (Häni et al., 2016; Sintermann et al., 2012) . Alternatively, 62 enclosure methods proved to be not representative for a sticky compound such as ammonia (Pacholski et al., 63 2006), but more concerning is the fact that ammonia fluxes result from an air-surface equilibrium which is 64 disturbed by the confined environment offered by the chamber. Inverse dispersion modelling approaches either 65 based on backward Lagrangian Stochastic models (Flesch et al., 1995) or Eulerian models (Kormann and 66 Meixner, 2001; Loubet et al., 2001 ), based on the Philip equation (Philip (1959) have been demonstrated to be 67 adapted for estimating NH 3 volatilization from intensive sources (Loubet et al., 2010; Sommer et al., 2005) . 68
These approaches are well adapted to small or medium fields (≤ 50×50 m 2 ) but typically require hourly 69
concentrations. Long term concentration measurements of NH 3 are now well handled by the use of short path 70 passive samplers developed by Sutton, et al. (2001) , or active denuders, which have both been used for 71 concentration monitoring for years (Tang et al., 2001; Tang et al., 2009 ). These active denuders can be adapted 72 for measuring fluxes based on conditional sampling like the conditional time averaged gradient method COTAG 73 (Famulari et al., 2010) , which is a useful method but only adapted for large fields (≥ 0.5 ha). The passive 74 samplers have also been shown to be adapted for inverse modelling estimations of NH 3 sources for large fields 75 (Carozzi et al., 2013b; Ferrara et al., 2014) . 76 are presented. The geometry of the sources and sensors and the meteorological data used are then shown, and 115 finally the real test case used for evaluating the method is detailed. 116
The theory of the source inference method 117
At first we will recall some important theoretical features of the "inverse dispersion modelling" approach which 118
is actually an inference method. 119
Case of a single area source and a single concentration sampler 120
We first consider the case of a single area source with a single concentration sampler (target). The source is 121 varying with time. The method is based upon the general superimposition principle (Thomson et al., 2007) , 122 which relates the concentration at a given location C(x,t) to the source strength S(t) and the background 123 concentration C bgd (t) using a transfer function D(x,t), which has the dimensions of a transfer resistance (s m -1 ). 124
(1) 126
127
Here x denotes the location of the sensor and t the time. The superimposition principle implies that the studied 128 tracer must be conservative, which is a reasonable hypothesis for NH 3 whose reaction time with acids in the 129 atmosphere is below the transport time for spatial scales below 1000 m (Nemitz et al., 2009 ). Moreover, in Eq. 130
(1), we assume a spatially homogeneous area source with strength S(t). The spatial homogeneity of the source is 131 less trivial for NH 3 as the source itself depends on the concentration at the surface. However (Loubet et al., 132 2010) have shown that the heterogeneity of the source can be neglected as long as the dimension of the source is 133 larger than 20 m. Hence, this study is limited to source areas with fetch larger than 20 m and a spread of the 134 concentration samplers over a domain smaller than 1000 m. Moreover, it is interesting to note that for infinitely 135 spread fields, the transfer resistance is linearly linked to the transfer matrix (See supplementary material S1) 136
Effect of time averaging sensors on source inference for a single source 137
Since we consider time averaging concentration samplers, we develop the time-averaged equation of Eq. (1) 138 over a time period  : 139 calculations, the first part of the right hand side of Eq. (2) is decomposed using the Reynolds decomposition of a 144 random variable (Kaimal and Finnigan, 1994) , giving: 145 is a known quantity, Eq. (3) can be easily manipulated to give an estimation of the averaged source strength S ̅ , 150 the quantity we want to infer: 151
In the right hand side of Eq. (4), (I) can be calculated from measured ̅̅̅̅̅̅ and ( ) ̅̅̅̅̅̅ and ( ) ̅̅̅̅̅̅̅ which is itself 155 calculated with dispersion models. On the contrary (II) is a priori unknown and depends on the correlation 156 between the source strength and the transfer function ( ) ′ S′ ̅̅̅̅̅̅̅̅̅̅ . Hence, if (II) is neglected, the inferred source S ̅ 157 is biased. The relative bias of the method is then: 158 If the number of targets is equal to the number of sources, the problem can be solved by inversion of a linear 182 system. If the number of targets is larger than the number of sources, the problem is a multiple linear regression 183 type with unknowns ̅ and ̅̅̅̅̅̅ . The third term on the right hand side of the Eq. (6b) is a bias which is a 184 priori unknown and which we will evaluate in this study. 185
Source inference methods 186
The inferred sources, ̅̅̅̅̅̅̅̅̅̅̅ , were derived from Eqns. (3) or (6) assuming the covariance term (last term on 187 right hand side) was null. The method used to infer the source was either a simple division (Eq. Since we wanted to evaluate the correlation between the transfer function D ij and the source strength S j , which is 259 the bias in the inference problem (Eq. 6), the NH 3 volatilisation was modelled as to reproduce the variety of 260 existing kinetics of NH 3 emissions from fields. In that prospect, three  patterns were simulated: 261 1. a constant  =  0 , which would mimic background NH 3 emissions from soils; 262 2. an exponentially decreasing  =  0 exp(-4.6 t /  0 ), which best represents NH 3 emissions following 263 slurry application; 264 3. a Gaussian  = N( 0 ,  ), which would represent the typical NH 3 emissions following urea application. 265
Here  0 is the maximum  during the period, t is the time in days,  0 is the duration of the emission in days. The 266 factor 4.6 was chosen so that when t =  0 ,  goes down to 1% of  0 . The duration of the emissions was chosen to 267 be four weeks,  0 = 28 days. While these  patterns gave the weekly trend of NH 3 emissions, the daily patterns 268 were produced by the thermodynamical and turbulence drivers of NH 3 emissions which were explicitly taken 269 into account through the compensation point (Eq. 10). To facilitate understanding, in most of the manuscript 270 only the constant  was considered, and the effect of modifying the source strength was evaluated in a sensitivity 271 study. 272
Spatial set up of the sources, concentration sensors 273
The sources (plots) were considered as squares with width x plot and aligned south-north. Two configurations were 274 considered: (1) a single source configuration and (2) a multiple-sources configuration which mimics typical 275 agronomic trials with 9 sources (plots) placed next to each other, with three treatments times three repetitions. simulation period. The ammonia background concentration, C bgd , was considered constant and equal to 1 ppb 289 except when studying the sensitivity of the inference method to the background concentration, where it was set 290 as unknown. Throughout this study, an "optimum" block configuration was considered (shown in Figure. 1c) , 291 which avoided trivial configurations like aligned blocks and maximised the mean distance between blocks.  292
Simulation details 293

Meteorological data and fertiliser application periods 294
A range of meteorological conditions were simulated based on the half-hourly meteorological data of the FR-Gri 295 ICOS site in 2008. In total 13 periods of 28 days were considered which spanned the whole year except the last 296 two days of the year. Each period consisted of 1344 half-hourly data. 297
Concentration sensor integration periods 298
In order to evaluate the influence of the concentration averaging period on the source inference, several 299 integration periods  were tested: 0.5h (no integration), 3h, 6h, 12h, 24h, 48h, 168h (7 days). In practice the 300 concentrations were computed at each sensor location using Eq. (6) over 0.5h: at that frequency, the covariance 301 term is assumed to be negligible. Then the averaged concentrations were computed for all integration periods. 302
Sensitivity to inferential methods hypotheses 303
Several hypotheses were considered and summarized in Table 1 : 304 1) the background concentration C ̅̅̅̅̅̅ was either supposed known and fixed to the prescribed values (C1-305
C4) or was inferred (C5-C7); 306
2) the three repetitions of each treatment were either supposed to have the same source strength (C2, C4, 307 C5, C6) or they were inferred independently (C1, C3, C7). In C2, C4, C5 and C6, S i = S m for all i and 308 m belonging to the same treatment. In practice a new dispersion matrix was calculated by averaging 309 together all columns belonging to the same treatment (matrix dimension N × 3). Three strength values 310 of S were inferred to be tested; 311
3) either one concentration sensor at each source location (z i ) was considered (C1, C2, C5) or two sensors 312 positioned at two heights were considered (C3, C4, C6, C7). All the measurement heights and their 313 combinations were considered. 314
315 
Statistical indicators 318
For each run the mean bias (BIAS), normalised mean bias (NBIAS), were calculated as:
, where is the number of the time averaged samples over each 28-day 320 period and S and S are the cumulated fluxes over the same period. The medians and interquartile of 321 these statistical indicators were then calculated over the 13 periods of 28-days for 2008. 322
Real experimental test case 323
In order to evaluate the feasibility of the method, we applied it to a real test case ( 
366
Example ammonia concentration dynamics modelled with the tuned FIDES model 367
The modelled ammonia concentrations reproduced typical patterns measured above field following nitrogen 368 application well, with maximum concentrations during the day and minimum concentrations at night (Figure 4) . 369
These patterns are a consequence of daily variations of the sources driven by surface temperature combined with 370 variations in the aerodynamic transfer function D ij , which behaves similarly as a transfer resistance (see 371 supplementary material S1). The integration periods are also shown in Figure 4 , which illustrates the progressive 372 loss of information of the pattern structure with integration periods. Particularly, it can be seen that the day-to-373 night variation is captured up to an integration period of 6h. Moreover, it should be noted that averaging also 374 means overestimating lower concentrations and underestimating higher concentrations. 375 . Over the entire 390 year, the maximum emission occurs during the hottest days and reaches up to 7.1 kg N ha -1 day -1 . Regarding the 391 inference method, it can be seen in that example that up to 24 hours the variability in emissions over the period is 392 captured quite well. 393
Page boundary layer height (Figure 6) . For large fields, the increase of the magnitude of the bias with lower sensor 417 height is expected as D decreases with height in absolute value. For small fields, the decrease of the bias 418 corresponds to a loss of information as D gets close to zero when the sensor gets closer to the field boundary 419 layer height. For heights above this limit, we observe a change in sign of the bias which can be explained by the 420 fact that the sensor concentration footprint is not in the source during stable conditions (at night) while it is in the 421 source under unstable conditions during the day. The inference method will hence not work if at least one sensor 422 is not below the plot boundary layer height. 423 
428
We also notice that for integration periods below 3h, the fractional bias is slightly positive, which can be 429 explained by the positive correlation between S and D at small time scales. This is because of the influence of u * 430 on T(z 0 ): for a given solar radiation and air temperature over small time scales (< 3h), an increase in u * leads to a 431 decrease in T(z 0 ), which leads to an exponential increase of the surface compensation point according to Eq. 432 (10). However, at the same time, R a (z) -1 decreases, but linearly with u * . The resulting ammonia emission 433 calculated with Eq. (9) nevertheless increases because the exponential effect of temperature overcomes the linear 434 effect of the exchange velocity (data not shown). This effect is more visible for large fields than small fields 435 because over small fields an additional effect is that when u * decreases, the footprint increases and the source 436 "seen" by the targets hence decreases because it incorporates a fraction of zero emission sources. 437
Overall, the median fractional bias for weekly integrated emissions over a 25 m field and sensor heights below 438 0.5 m was overall -8% with an interquartile (-14% to -2%). We can conclude that the bias of the NH 3 emissions 439 is reproducible within ± 6%. We can also conclude that it would be better to place the concentration sensor at a 440 low height to minimise the bias of the method. 
Effect of surface boundary layer turbulence on the inference method for a single source 444
The inference method depends on the turbulence at the site and especially on the main drivers of the dispersion 445 which are the friction velocity and the stability regime. Indeed Figure 7 shows that the relative root mean square 446 residual of the inferred source (RRMSR) decreases with increasing u * at long integration periods and is larger in 447 slightly stable than near-neutral or slightly unstable conditions. 
472
Multiple source case 473
In contrast to the single source case, with multiple sources (see Figure 1b) the inference method leads to biases 474 at small integration times as can be seen in the example reported in Figure 8 . In that specific case, the emissions 475 of treatments 2 and 3 are 10 times and 100 times larger than that of treatment 1, respectively. This leads to 476 concentrations over plots of treatment 1 (and to a lesser extent over those of treatment 2) being highly correlated 477 to emissions from plots of treatment 3 (and hence less with sub-plots of treatment 1). As a result, inferring 478 emissions of plots of treatment 1 becomes harder as soon as averaging periods become larger or equal to 3h. This 479 can be viewed as a progressive loss of information of the treatment 1 contribution to concentrations due to the 480 overweighing contribution of treatment 3 plots. However, we also see that treatments 2 and 3 seem quite 481 correctly inferred for integration times smaller than 48h. 
489
In the following we will first evaluate the influence of the length of integration periods, sensor heights and plots 490 dimensions on the fractional biases made when inferring the source. Each factor will be evaluated independently 491 of the others in order to understand the processes behind it. For these evaluations background concentration was 492 kept constant at 1 µg NH 3 m -3 . Strategy C1 was used except when testing sensor heights for which strategy C3, 493 which uses two targets, was also used. These two strategies assume that the background concentration is known 494 which avoids any compensating effects between source and background concentration inferences. Then the 495 sensitivity of the methodology to the (i) emission ratios between two of the three treatments and (ii) the 496 variability in the background concentration were evaluated. Finally, seven inversion strategies were compared to 497 determine which was the most robust ( Table 1) . 498 
Effect of integration periods on the bias 499
We first consider strategy C1, which is the simplest configuration, in which plots are independent, background 500 concentration is known and one target is used above each plot. Figure 9 shows that for the given treatment 501 range (~1-10-100 µg NH 3 m -2 s -1 ), the fractional mean bias is lower than 0.2 in magnitude for the treatment 502 emitting the most (treatment-3), lower than 0.4 for the intermediate treatment (treatment-2) and up to 8 for the 503 treatment emitting the least (treatment-1); here we considered the 0.25-0.75 quantiles. The bias of the highest 504 treatment (treatment -3) actually behaves similarly to a single source case (Figure 6) , with a median bias around 505 10% for 48h integration periods. This is expected because treatment-1 and treatment-2 have much smaller 506 emission strength and hence little influence on the concentration above the treatment-3 plots, which therefore 507 behaves in a similar manner to a single source. As a consequence, this bias in treatment-3 is mainly due to the 508 anti-correlation between D and S which increases with integration periods. The fractional bias is very large for 
529
Effect of plot size on the bias 530
Increasing the plot size from 25 to 200 m width reduces the bias of the two largest source treatments for which 531 the median bias reaches values around 10%, while the interquartiles remain stable (Figure 11) . On the contrary, 532 in treatment-1 (the lowest source), the bias increases. It is expected that the bias in a multiple-source 533 configuration never becomes smaller than the bias in a single source problem which is a limit linked to the time-534 integration (covariance between the source and the concentration, see Eqns. (3) and (6). It is also expected that 535 the biases remain higher than the single source case until the source size increases sufficiently so that the 536 concentration generated by a block on the neighbour fields become negligible compared to the concentration 537 generated by the source below. This is what we observe in treatment-2 and treatment-3, withtreatment-2 showing 538 a median bias of -13% (larger than in the single source case) for the 200 m large field, while the bias of the 539 highest source tends to be -10% [-17%, -1%], which is the range observed for a single source. A central question is the capability of the inference method to resolve small or large differences in emissions 546 from the nearby blocks. Indeed, we can speculate that small differences will be hard to resolve while large 547 differences will lead to large bias. In order to determine the resolution power of the method, we compared the 548 performance of the inference method with a set of three treatments: the first treatment had  = 0 to mimic a 549 reference field receiving no nitrogen. The second treatment had a constant  = 1000 corresponding to a small 550 emission (0.7 kg N ha -1 day ). In this section we consider that the background is known (sensitivity to the 552 background concentration will be evaluated in the next section). 553 , and a standard deviation of 572 0.1 µg NH 3 m -3 . This test was performed with a range of treatments in order to elucidate the correlations between 573 varying background and varying treatments. We see in Figure 13 that the concentration, which follows a 574 realistic pattern, is well retrieved, even over the longest period. However, we see that for the treatments with the 575 largest source contrast ( = 1000 and 10 5 ), the background concentration can be overestimated even for small 576 integration periods (6h). The median residual of the background concentration was smaller in magnitude than 577 0.05 µg m -3
, except for the case with very large differences between treatments (0, 1000, 10000), for which the 578 residual reached 0.1 and 0.5 for the 6h and 24h/168h integration periods. Furthermore, the background 579 concentrations were overestimated for the largest source ratios and underestimated for the lowest source ratios 580 and longer integration periods (24h and 168h). Finally to identify which strategy is the most suitable for retrieving the emissions, we compare all strategies on a 590 simulation with a variable background (set as in the previous section) and two sources ratios of 2 and 20 between 591 treatments 2 and 3 (treatment 1 being a zero source reference). We found, as expected, that strategies with 592 known backgrounds have low biases compared to strategies that calculate the background except for the strategy 593 C7 which provided biases similar to strategy C3 which is the strategy equivalent to C7 but with known 594 background (Figure 14) . We also see that incorporating some knowledge of the sources by assuming plots from 595 the same treatment have the same emissions, gave slightly better estimates when the background is known 596 (strategies C2 and C4 compared to C3). This is however not true when the background is unknown, in which 597 case the magnitude of the bias increases up to a median of 0.7 (strategies C5 and C6 compared to C7). It is due to 598 compensation between background concentration and source strength as we have seen in Figure 14, background concentration was overestimated in such cases. We also see, as expected, that the strategies with two 600 sensors placed at different heights above each plot lead to better evaluations of the emissions. Overall, the 601 strategy based on two sensors above each plot, which also assumes that sources are independent, seems to be the 602 most robust (strategy C7). This strategy does not assume the background is known, nor does it assume the plots 603 have similar emissions, which is more adapted to reality. Indeed, even though the same amount of nitrogen is 604 applied in each repetition plot, the emission may vary due to soil heterogeneity and advection. We finally get a 605 median bias for strategy C7 which is -16% with an interquartile [-8% -22%]. It is important to stress though that 606 the minimums and maximums are further away, which indicates that under some rarer circumstances, the method 607 may overestimate the sources by 12% or underestimate them by 40%. These cases correspond to integration 608 periods with very low wind speeds and stable conditions. 609 background (strategies C3 and C4), the inferred emissions are higher than when background is assumed 643 unknown. We should remind that we set the background concentration to the minimum concentration measured 644 on the 3 m height masts because these were located too close to the plots to be considered as real background 645 masts. This explains why strategies C3 and C4 lead to higher estimates compared to strategies C6 and C7, as the 646 background may have been underestimated. We also find that all methods consistently infer a deposition flux to 647 the blocks with no application, which is consistent with our knowledge of ammonia exchange between the 648 atmosphere and the ground (Flechard et al., 2013) . Indeed, the concentration in the atmosphere, which is 649 enriched by the nearby sources is expected to be higher than near the ground, due to a low soil pH (6.1), a low 650 nitrogen content in the soil surface (6-9.5 g N kg -1 DM), and a 20% humid soil surface, hence leading to a flux 651 from the air to the ground. 652 
657
From our theoretical study we know that strategy C7 should give a bias around -15 ± 8%. Therefore, we could 658 expect that the real flux is the one measured with C7 times (1.15 ±0.08), hence 3.7 ± 0.25 kg N ha -1 . This 659 corresponds to 10.1 ± 0.7 % of the N-NH 4 applied and 3.4 ± 0.2% of the total N applied. For the incorporated 660 slurry, the uncertainty would be much larger and is not evaluated here. We should bear in mind that the 661 theoretical study is based on the median of the simulations done with the 2008 dataset in Grignon which had 662 similar meteorological conditions to this trial. It would be much more relevant in future developments to 663 evaluate the bias based on the same method as developed here but based on the emissions and meteorological 664 conditions of the real case. 665
Comparison with previous work 666
Several studies have reported methodologies for evaluating multiple sources using dispersion models. These 667 were mostly based on Backward Lagrangian modelling (Crenna et 
