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INTRODUCTION 
Nous avons voulu construire un outil de mesure 
de performances pour le futur système S3 des Facultés Uni-
versitaires de Namur. Plus encore, nous avons voulu montrer 
une combinaison possible des techniques de la métrologie 
informatique avec des méthodes d'analyse statistique. 
Il va de soi quel 'élaboration d'un tel outil 
est une tâche complexe, et il nous a été impossible d'envi-
sager un travail comparable à celui réalisé par les équipes 
spécialisées de certains constructeurs. 
Néanmoins, en limitant d'avance notre travail, 
un tel but nous a semblé réalisable. 
4 
Nous nous sommes donc orientés vers la réalisa-
tion d'un outil de mesure et d'?nalyse de ce que nous appel-
lerons provisoirement le temps de réponse. Cet outil devait 
nous permettre de saisir la sensibilité du système par 
rapport à certains paramètres logiciels et, du reste, 
d'évaluer l'importance relative de ces paramètres. 
Notre étude s'est déroulée en plusieurs étapes. 
Tout d'abord, il nous fallait acquérir des notions de métro-
logie et d'analyse statistique appropriées à notre problème. 
Si, en ce qui concerne ces points, la littérature 
est abondante, elle se cantonne généralement dans des sujets 
spécialisés, . en relatant 1 'expérience propre des auteurs-
dans des cas particuliers. 
Nous avons donc dû en synthétiser des règles de 
comportement suffisamment générales pour nous permettre la 
réalisation de notre objectif. 
Les deux premiers chapitres de cet ouvrage sont 
destinés à procurer au lecteur ces notions de base générales. 
Parallèlement à cela, nous devions nous munir 
d'une bonne connaissance du système informatique S3. Il 
s'agit d'un ordinateur largement répandu dans les milieux 
universitaires, en l'occurrence d'un POP 11/45 de ,la firme 
Digital Equipment Corporation. 
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Le système d'exploitation est également un sujet 
d'étude et un outil pédagogique souvent rencontré dans les 
universités : il s'agit ici du système UNIX (1), réalisé 
dans sa version actuelle vers la fin des années '60 par 
Dennis M. RITCHIE et Ken D. THOMPSON, des Be l l Telephone 
Laboratories. Ce système est exploité sous licence de la 
Western Electric Company. 
Après un stage qui nous a permis une première 
prise de contact avec UNIX, nous avons été confrontés à de 
nombreux problèmes, tant matériels que logiciels, lors de 
la mise en route et de la maintenance de ce système. Cette 
situation nous a conduits à constamment approfondir nos con-
naissances, _ce qui, tout en exigeant une grande partie de 
notre temps, n'a pas été directement productif en ce qui 
concerne notre travail. 
Le chapitre trois du présent ouvrage est consa-
cré à ce système i n format i que . I l veut donner au l e c te u r 
intéressé une explication des mécanismes mis en oeuvre. 
Du reste, ces explications servent de toile de 
fond aux chapitres suivants, qui ne manquent pas de faire 
appel à ces notions. 
Ensuite, nous avons jugé utile de traiter en 
détail de la charge du système. Celle-ci est indispensable 
pour l 1exécution de mesures de performances. La difficulté 
a résidé dans le fait que la charge réelle du système 
informatique S3 n'est pas encore connue, S3 n'étant pas 
encore installé. 
(1) UNIX est une marque déposée par les Bell Laboratories. 
Les résultats que nous avons obtenus sont donc 
valables pour la charge que nous avons construite. Ils se-
ront sans doute à revoir une fois la charge réelle connue. 
Enfin, nous exposerons l'outil que nous avons 
réalisé et montreront à l'aide .d'un exemple,comment il peut 
s'utiliser. 
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Chapitre I 
LES MESURES DE PERFORMANCES 
Jean-Paul ADANS 
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Définir la métrologie des systèmes informatiques 
n'est pas une chose facile. Le champ d'application de cette 
technique est très vaste et comprend différents secteurs. 
Délimiter les mesures de performances quel 'on 
veut mettre en oeuvre demande plusieurs préliminaires : 
- Définir l'environnement des mesures. 
Il est en effet primordial de connaître ce que 
l'on veut mesurer. Cette définition doit pouvoir cerner ce 
qu'il est possible de capter : les mesures doivent s'appli-
quer à quelque chose, et qui dit mesure dit lecture, collecte 
d'une grandeur appréciable . 
- Définir le but des mesures. 
Pour pouvoir élaborer une méthode de mesure, il 
faut clairement cerner le but de ces mesures. Elles peuvent 
servir plusieurs objectifs et sans but précis, elles ' ne pro-
curent qu'une accumulation inutile de données. 
- Définir les possibilités. 
La métrologie des systèmes informatiques est 
souvent onéreuse. Soit qu'elle demande l'interruption du 
travail normal d'un centre de calcul, soit qu'elle nécessite 
l'élaboration de logiciels complexes ou l'acquisition de 
matériels très spécialisés. 
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I. 1 Objectif des mesures de performances. 
Lorsqu'on projette de réaliser . des mesures de 
performances, c'est que 1 'on a été amené à se poser certai-
nes questiqns. Afin de pouvoir y répondre par la métrologie, 
il faut que ces questions soient clairement exprimées et 
que les éléments du système qui deviennent intéressants 
pour cet objectff soient bien définis. 
L'objectif permettra de réduire la palette des 
mesures possibles à priori, et, de manière conséquente, l 'ou-
tillage qui en deviendra nécessaire; 
Une fois défini cet objectif, il faut pouvoir 
exprimer le cadre dans lequel on se place. Ceci se fera 
gr~ce à un modèle. 
Le modèle reflète la compréhension que l'on a de 
la réalité, c'est-à-dire qu'il tente d'exprimer les liens 
que l'on suppose exister entre ce que l'on veut étudier et 
certaines contraintes significatives pour ce comportement 
du système. 
I.1.1 Modèle métrologique. 
Le modèle, expression formalisée des liens de 
cause à effet, comprend plusieurs éléments : 
- variables de sorties, qui sont les variables que l'on 
veut mesurer et qui se présent~nt comme effet; 
- variables d'entrées, c'est-à-dire des grandeurs que 1 'on 
présume être à l'origine d'éventuelles variations des 
variables de sortie. 
De cela, il ressort que ces variables doivent 
être ou doivent pouvoir se représenter par des grandeurs 
significatives. De plus, si on veut étudier la variation 
des variables de sortie en fonction des paramètres d'entrée, 
ceux-ci doivent être influençables directement, leur valeur 
doit être connue et stable. 
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A ce modèle peuvent encore s'adjoindre des va-
riables structurelles, i.e. des grandeurs quel 'on estime 
importantes pour l'explication des phénomènes quel 'on 
étudie, sur lesquelles cependant on ne désire pas agir. 
Elles sont là en quelque sorte pour rappeler leur existence. 
Considérons par exemple une série de mesures que 
l'on envisage d'appliquer au taux d'activité del 'unité de 
transfert. Ce taux figurera comme variable de sortie du 
modèle. Afin de déterminer les variables d'entrée, il faut 
connaître les facteurs qui_ peuvent influencer la variable 
de sortie : taille et distribution sur support externe des 
fichiers, organisation de la mémoire paginée, etc ... 
Système à étudier 
variablesd'entrée---•-
___..variables de sortie 
variables structurellesj 
Fig. II.l Schématisation du modèle 
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I.1. 2 Buts de la métrologie. 
La métrologie des systèmes informatiques peut 
être mise en oeuvre dans plusieurs buts : amélioration d'une 
exploitation ou d'une application existante, définition des 
options de base d'une nouvelle application, ou élaboration 
des critères de choix pour une nouvelle installation. 
Il va de soi que les moyens à envisager sont 
très différents · selon le type de situation dans laquelle on 
se trouve. L'objectif détermine donc les limites de la 
métrologie. 
I. 2 L'objet des mesures. 
Lorsque la question à laquelle la métrologie 
doit répondre est formulée, il faut trouver ce que l Ion va 
effectivement mesurer. 
Dans certains cas, ce problème est rapidement 
résolu, en particulier lorsque la question est très précise. 
Dans d'autres cas cependant, si par exemple les 
désirs sont exprimés par le gérant du centre de calcul, 
l'ingénieur système chargé des mesures doit lui-même déter-
miner les grandeurs qui sont significatives par rapport 
au problème posé. 
I . 2. 1 Le système informatique comme ensemble de res-
sources. 
Quand on considère le fonctionnement d'un sys-
tème informatique, on voit qu'il procure certains services 
à ses utilisateurs. Ces services font appel à différents 
sous-ensembles d'éléments du système quel 'on qualifie 
généralement de ressources. 
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Ces ressources sont soit matérielles (unité 
centrale, mémoires centrale ou auxiliaire, lignes de commu-
nication), soit logicielles (moniteur, éditeur, compilateur) 
et sont toujours des éléments indispensables à _l 'avancement 
des travaux. Comme de plus elles existent en nombre restreint 
dans le systême ·, apparaissent des problêmes de concurrence 
lorsque plusieurs trava~x demandent la même ressource. 
Ce problême est absorbé par des dispositifs de 
partage de ressources. 
Conséquemment à la concurrence, on voit apparaî-
tre le concept de consommation. Celle-ci s'exprime en 
différentes unités, suivant le type de ressource à laquelle 
elle se rapporte. 
Pour l'unité centrale, on parlera de temps 
écoulé, tandis que pour la mémoire, on considérera le pro-
duit "espace occupé par temps d'occupation" (Bien que cette 
derniêre ressource soit une des plus délicates à étudier 
dans un environnement à mémoire paginée ou segmentée). 
Ce qui précêde nous permet de considérer déjà 
un premier type d'entités mesurables : les unités de consom-
mation de ressource. Ces unités sont três diversifiées et 
plusieurs tentatives pour ramener la consommation à une 
même unité apparaissent comme douteuses, et aucune standpr-
disation n'est à l'heure actuelle possible en ce domaine. 
I. 2. 2 Files d'attente et réseaux de files d'attente. 
La concurrence des travaux présents dans le sys-
tême (dans un environnement multiprogrammé), amêne à un 
second type d'entités mesurables. En effet, elle nécessite 
des dispositifs de gestion qui seront le plus souvent des 
files d'attente. 
La littérature est abondante sur ce sujet, et 
des modêles analytiques permettent l'étude de systêmes de 
files d'attente. Un réseau de files d'attente pourra être 
représentatif du comportement des travaux à l'égard des 
différentes ressources du système. 
I. 2. 3 Temps de réponse. 
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Lorsqu'on se place au niveau del 'utilisateur, 
on peut considérer le système dans son ensemble comme un 
poste de service. L'utilisateur ne s ' intéresse qu'à ses 
propres travaux. Suivant le cas, il considérera soit le 
temps écoulé entre la remise de son paquet de cartes perfo-
rées et la réception du listing d'exécution, soit le temps 
écoulé entre la fin de la frappe d'une ligne de commande 
au clavier de son terminal et le début de l'impression du 
message d'exécution sur son écran ou sa télétype. 
Ce temps sera appelé temps de réponse. Il s'agit 
ici de faire une distinction qui sera explicitée par la 
figure II . 4.a. En effet, on peut se placer à différents 
n i veaux pou r me su r e r de s temps pro p r es - à -c ette- s i tu a t i o n . 
Dans le chronogramme de la figure II.4, les ti 
représentent : 
t 1 début de la frappe de la commande 
t 2 : fin de la ligne de commande {éventuellement caractéri-
sée par un caractère spécial, <CR >), et début de 
transmission du message. 
t 3 fin de la transmission et début du traitement 
t 4 fin du traitement et début transmission de la réponse 
t 5 fin de la transmission et début del 'impression de la 
réponse 
t 6 : fin del 'impression du message. 
Ce cas général vaut pour une application en temps 
partagé, mais peut facilement se transposer pour une applica-
tion de type batch. 
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utilisateur ' 1 ' 
ligne 
ordinateur 
Fig. 11~4.a Chronogramme d'un échange de message entre 
terminal et ordinateur 
Suivant la situation, ce schéma est modifié par 
- 1 'intelligence des terminaux : 
si le terminal ne dispose pas de tampons, les 
temps t 1 et t 2 coïncident, de même que t 4 et 
t5; 
- le type des lignes utilisées (half, full duplex);: 
- le mode de transmission (synchrone, asynchrone); 
le type de messages envoyés : 
il est possible que le traitement continue 
pendant la transmission et l'impression du 
message de réponse; auquel cas il faut consi-
.d é r e r de s i n s ta nt s t 4 ° , t 5 ° , t 6 ° , pou r l 
I env o i 
du premier message et t 4 •, t 5 • et t 6
1 pour 
l I envoi du dernier message de réponse (fig. II. 
4. b) . 
utilisateur 
ligne 
ordinateur 
tl 
1 
Fig. II.4.b Chronogramme modifié 
Seule la connaissance précise d'une situation 
typique permet de décrire exactement ce phénomène. 
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On peut cependant dégager quelques constantes : 
la différence t 4°-t 2 est généralement appelée temps de 
réponse alors quel 'intervalle entre le début de la frappe 
d'un message par l'utilisateur et le début de la frappe du 
message suivant constitue le temps de cycle. 
Ce temps de cycle est donc constitué par le 
temps écoulé entre deux instants t 1 et t~ successifs aug-
menté d'un intervalle aléatoire, appelé temps de réflexion. 
Ce dernier représente le temps mis par 1 'utilisateur pour 
préparer son prochain message après réception du précédent. 
On peut schématiser ce processus par un chro-
nogramme tel que celui de la figure II.5. 
Dans la figure II.5, 1 'intervalle t~-t; repré-
sente un temps de réponse, tandis que 1 'intervalle t~-t~+l 
donne un temps de cycle. 
t 
réflexion--... 
f rappe/impressio 
système 
t I t I t I t Il 
1 2 3 0 
t Il t Ill. 
3 0 
Fig. II.5 Chronogramme du point de vue de l'utilisateur 
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Du point de vue externe ce sont ces grandeurs 
qui sont intéressantes pour l'utilisateur. Le gérant du 
centre devra s'efforcer de garder ces temps dans des limites 
acceptab l es. 
On considère parfois également la charge absor-
bable, i.e. pour un utilisateur au terminal, le nombre de 
travaux exécutables par unité de temps (ou le temps néces-
saire à l'exécution d'un nombre fixe de travaux). Cependant, 
cette dernière grandeur n'est pas utile en temps partagé, 
en raison du caractère aléatoire du temps de réflexion. Elle 
est la performance typique d'un système fonctionnant en mode 
batch~ i.e. ou les travaux sont introduits par lots au moyen 
de cartes perforées. 
I. 2. 4 Choix de l'objet des mesures. 
Dans les paragraphes précédents, nous avons 
énuméré ce que nous pensons être les différentes grandeurs 
mesurables dans un système informatique . 
Sans avoir voulu être exhaustifs, nous avons 
parlé de ce que nous appellerons les mesures internes, 
c'est-à-dire celles qui peuvent fournir à l'ingénieur sys-
tème des renseignements quant au fonctionnement du système . 
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Ce genre de mesures doit permettre d'agir sur certains fac-
teurs que 1 'on peut conclure décisifs. 
L'utilisateur banal ne s'intéresse qu'au dérou-
lement de ces travaux. Les critères qui lui sont importants 
peuvent également fourni~ des renseignements utiles au 
gérant. 
Le bon fonctionnement du centre de calcul et la 
satisfaction de ses utilisateurs sont des finalités que doit 
atteindre l'équipe chargée de sa gestion. 
Les exigences des utilisateurs peuvent fournir 
une ligne de conduite permettant de déterminer les perfor-
mances. D.ans d'autres cas où l'utilisateur n'est pas direc-
tement impliqué (ex. : choix d'une nouvelle installation), 
c'est sur base de 1 'expérience antérieure et de connaissan-
ces théoriques qu'il faut trouver ce quel 'on va mesurer. 
Dans tous les cas, seule l'approche formalïsée 
à 1 'aide du modèle métrologique permet de déterminer avec 
préci -sion l'ensemble des grandeurs qui sont significatives 
pour l'objectif fixé. 
I. 3 Les méthodes de mesure. 
Quand les variables à mesurersont déterminées, 
il faut trouver comment en saisir la valeur et la varia-
tion. 
Dans certains cas, la technique à utiliser 
devient rapidement évidente. Ce n'est pas toujours ainsi. 
Remarquons dès à présent qu'il est parfaitement 
inutile de savoir qu'à tel moment, telle variable avait 
telle valeur. Il faut plutôt pouvoir reconstituer l'évolu-
tion de la variable dans le temps. De plus, il faut pouvoir 
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situer cette évolution dans un contexte, sans quoi l'inter-
prétation deviendrait fastidieuse. 
Il est possible toutefois de considérer certai-
nes moyennes, comme par exemple le taux d'activité du proces-
seur central ou · des processeurs périphéri~ues. Cette 
information procure cependant un intérêt limité. 
On essayera dès lors de constituer des traces, 
i.e. une représentation del 'évolution dans le temps des 
entités mesurées. 
Rappelons qu'il s'agit ici de considérations 
générales qui doivent être adaptées à chaque cas particulier. 
I.3.1 Outils de mesures. 
Ces outils doivent pouvoir capter la valeur de 
certaines variables. 
D'une part, ces variables sont liées à des phé-
nomènes logiques. En grande partie, ceux-ci concernent le 
système d'exploitation. Par exemple, si on veut connaître 
le nombre de défauts de page, il faut considérer les passa-
ges par le sous-programme de pagination. 
Pour ce faire, il suffit d'inclure en un endroit 
bien choisi, une séquence d'instructions réalisant par 
exemple l 'incrémentation d'un compteur. 
De telles séquences d'instructions portent le nom de sondes 
logicielles et peuvent être incorporées au texte du système 
d'exploitation, soit au moment de la génération, soit par 
insertion dynamique. Le choix dépend ici des possibilités 
que l'on a. 
L'ensemble de ces sondes fournit des informa-
tions qui doivent être traitées par programme. Le rythme de 
ce traitement dépend de la vitesse d'acquisition des données 
et de la taille des compteurs utilisés. Une fois de plus, le 
pouvoir de résolution de l'outil dépendra de l'objectif assi-
gné. 
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Lorsque l'on combine les sondes et programmes 
de traitement avec des possibilités de mémorisation secon-
daires {bande magnétique), on obtient un moniteur logiciel. 
Généralement, ces moniteurs ne réalisent qu'un 
pré-traitement des données avant mémorisation, l'analyse 
complète se faisant en un autre moment. 
La figure II.6 donne le schéma de principe d'un 
moniteur logiciel. 
Sondes 
acquisition 
traitement 
intermédi-
aire 
/ 
Fig. II.6 Moniteur logiciel 
dépouillement 
D'une structure semblable, les moniteurs maté-
riels réalisent également une trace d'évolution, mais au 
départ de sondes captant des différences de potentiel du 
courant électrique. 
Ces capteurs sont placés directement sur les 
circuits imprimés del 'ordinateur, le plus souvent sur le 
panneau de connexion arrière. L'interprétation des signaux 
reçus est d'autant plus difficile que ce dispositif se 
trouve al 'extérieur et ne connaît donc pas le contexte. 
Idéalement, une interface d'échange réalise la 
synchronisation entre les phénomènes logiques au sein du 
système informatique et les événements physiques dans ses 
composantes. 
On comprend aisément qu'en règle générale, ces 
moniteurs, matériels ou logiciels, sont très spécialisés 
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et valables pour un nombre relativement restreint d'ordina-
teurs. 
I. 3. 2 Techniques de mesures. 
On distingue deux techniques de mesures. D'une 
part, la mesure sur événement ( 11 event driven 11 ) enregistre 
la situation de certaines variables au moment de 1 'occur-
rence de certains événements (ex. : défaut de page). 
D'autre part, on peut effectuer un ensemble de 
mesures à intervalles réguliers ( 11 snap shot"), à l'aide 
d'une source de synchronisation. 
De manière générale, le choix de la technique 
dépend del 'entité mesurée, ainsi que del 'objectif. 
Il faut cependant veiller à certains points 
communs : 
1) La collecte de données ne doit pas perturber, ou du 
moins le moins possible, le fonctionnement normal du 
système. Dans le cas d'une perturbation, celle-ci doit 
être quantifiable. 
2) Le dispositif de mesure doit être fidèle : il faut que 
tous les éléments nécessaires soient captés et aucune 
information ne doit être perdue. 
3) La distorsion doit être évitée au maximum : les vites-
ses différentes au niveau de 1 'acquisition et du trai-
tement de la mémorisation des données peuvent engendrer 
des décalages dont il faut tenir compte. 
4) L'accès aux variables à mesurer doit être garanti. La 
majorité de celles-ci sont en effet protégées à diffé-
rents · ni veaux. 
I. 3. 3 La charge. 
Pour que l'on puisse mesurer un système infor-
matique et pour que les résultats obtenus aient un sens, 
il faut que le système se tiouve dans une situation telle 
qu'il reçoive des demandes, que ses ressources soient 
sollicitées. 
L'ensemble des demandes aux ressources est 
appelée la charge. 
La charge est représentative de ce qui se fait 
avec l'ordinateur dans un site donné. Cette charge diffé-
rant suivant le type d'applicatirins a~xquelles le système 
est utilisé, les mesures différeront également par site. 
La construction de la chagre constitue donc 
un élément très important, que nous développerons au cours 
du chapitre V. 
I. 4 Résumé des étapes. 
Considérons ici uniquement les étapes de la 
mise en oeuvre de mesures de performances. 
L'organigramme de la figure II.7 ci~après, 
schématise le procédé. 
On voit que ce procédé doit être dynamique et 
permettre des retours en arrière : si le modèle ne peut 
être complété, il faut éventuellement approfondir la con-
naissance que l'on a du système ou reconsidérer la formu-
lation des questions posées. 
De même, si les mesures ne peuvent conduire à 
des résultats satisfaisants, il faut reprendre certaines 
étapes de la démarche. 
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Compréhension 
-
du -
- système -
Formulation et 
- analyse des 
questions ~ 
~-
Détermination 
-
du 
- modèle 
Choix des 
. variables à . 
1 
.. 
mesurer 
Choix outil/ 
- méthode de 
- mesure 
,k 
.. 
mesures satisfaisantes 
i 
1 • interprétation 
non satisfaisantes 
~ 
proposition 
de 
m o d i f i c a t i o n' s 
Fig. II.7 Etapes de la mise en oeuvre d'un outil métrologique 
C'est consciemment que nous avons omis ici de 
mentionner la construction · de la charge. Celle-ci se pose 
en quelque sorte en parallèle, car, pour des raisons qui 
apparaîtront plus tard, elle ne peut pas faire partie 
intégrante de cette démarche, même si elle peut intervenir 
implicitement dans les divers stades de définition du pro-
blème. 
I. 5 Définition des performances de S3. 
Nous avons décrit ce que nous avons appelé les 
performances externes du système informatique, en nous 
plaçant dans la situation d'un utilisateur à son terminal. 
En fait, c'est ce type de performances qui nous intéresse. 
Etant donné les facteurs humains qui entrent 
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en ligne de compte {fautesde frappe, temps de réflexion, 
commandes erronées), il ne nous paraît pas utile de mesurer 
la quantité de charge réalisable par l'utilisateur. 
Par contre, celui-ci sera fortement concerné 
par les variations de temps de réponse. Le gérant du centre 
de calcul s'efforcera en général de garantir la rapidité 
de réponse et ainsi la satisfaction del 'uti l isateur (bien 
que cela soit très subjectÎf). 
I . 5. 1 Définition des performances. 
Parmi les différents temps qu'il est possible 
de mesurer, il nous faut choisir celui qui nous paraît le 
plus apte à répondre à la question que nous nous posons. 
Comme critères de choix, il faut également 
tenir compte des possibilités. Parmi les différentes solu-
tions, certaines sont inacceptables car elles nécessitent 
des matériels ou des logiciels trop complexes. 
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Ainsi, pour mesurer le temps de réponse propre-
ment dit, il faudrait mettre en oeuvre soit une liaison 
avec des terminaux suffisamment intelligents (voire un 
second ordinateur : /28/ TURNER & LEVY), soit une équipe de 
chronométreurs. Ces deux solutions sont inacceptables dans 
le cadre de ce travail et c'est pourquoi nous nous sommes 
tournés vers une possibilité existante . 
Le systême d'exploitation UNIX permet en effet 
à l'utilisateur de connaître le temps d'exécution de ses 
programmes (Cf. V.2 : Le montieur de test). 
Lorsque l'on additionne ce temps d'exécution 
avec le temps de réflexion, on obtient le temps de cycle 
(Cf. ante). Ce dernier cependant est aléatoire. 
Afin de garantir une parfaite reproductibilité 
de la charge, nous avons choisi de ne pas y inclure de 
temps de réflexion et de ne mesurer, à l'aide des commandes 
de UNIX, que les temps d'exécution des travaux. 
I • 5 . 2- -- D é f i n i t i o n d u bu t . 
Il faut reconsidérer le but des mesures en 
fonction de la définition faite des performances. 
Il ne nous appartient pas de considérer des limites accep-
tables du temps de réponse. Ceci ne serait en effet d'au-
cune utilité. 
Dês lors, nous voulons mesurer et analyser les 
variations de la performance "temps de cycle restreint" en 
fonction de modifications planifiées de paramêtres de base 
du systême d'exploitation. 
La suite de cet exposé nous permettra de voir 
comment cette performance sera mise en rapport avec les 
paramêtres que nous considérerons. 
I. 5. 3 Définition de l'outil. 
L'outil de mesure que nous voulons construire 
devra donc nous permettre de collecter, au départ d'une 
charge donnée, les temps d'exécution des travaux qui la 
constituent. 
Ceci doit se faire de manière itérative pour 
les valeurs différentes des paramètres. 
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De plus, l'outil doit permettre la modification 
des valeurs des paramètres d'après un plan préétabli et la 
régénération du système d'exploitation en tenant compte 
des nouvelles valeurs. 
Enfin, les résultats des mesures doivent être 
traités et mis en forme afin d'év_iter l'accumulation de 
gros volumes de données et de permettre l'analyse ultérieure. 
Chapitre II 
ANALYSE DE VARIANCE 
Jean-Paul ADANS 
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Le problème qui nous préoccupe est d'étudier le 
comportement du système d'exploitation vis-à-vis de certai-
nes grandeurs soumises à des variations. La valeur de ces 
grandeurs est fixée extérieurement et reste invariable, 
jusqu'à la prochaine variation. 
Formellement, il s'agit de déterminer l'influence 
de certains paramètres - ou variables d'entrée - sur des 
entités mesurées - ou variables de sorties-. Ces dernières 
sont supposées à un certain point de vue, représentatives 
du comportement spécifique du système d'exploitation. 
Dàns le cas présent, deux éléments importants 
composent l'analyse statistique. D'une part, la planification 
des expériences, d'autre part, l'exploitation des résultats 
acquis au cours de ces expériences. 
Ces deux parties sont étroitement liées. En 
effet, l'analyse doit être en mesure de répondre aux ques-
tions qui sont posées. Cela revient à dire que la planifi-
cation doit produire les résultats nécessaires et suffisants. 
D'un autre côté, l'analyse doit pouvoir tirer un maximum de 
conclusions sur la base- des jnformatio~s _produites par les 
expériences. 
Les procédés que nous nous prpposons ici de 
décrire entrent dans le cadre des tests dits non séquentiels, 
c'est-à-dire des expériences dont l'analyse est effectuée 
après chaque expérience. 
Le but des différentes méthodes d'analyse de 
variance est de procurer un maximum de conclusions avec un 
minimum d'observations. Ceci parce que ces observations ne 
sont pas toujours faciles à obtenir, soit parce qu'elles dé-
coulent d'expériences dont la reproductibilité est réduite, 
ce qui est le cas par exemple en biologie, soit parce que 
ces expériences sont des tests de longue haleine et néces-
sitent un grand effort au point de vue temps et personnel. 
Dans la majorité des cas, ces expériences sont onéreuses et 
le budget alloué réduit à priori le nombre de tests possibles. 
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C'est dans ce but qu'il importe de considérer le 
lien étroit entre la planification des expériences et l'ana-
lyse proprement dite. 
Avant d'aborder ces deux points, il faut définir 
ou rappeler certaines notions de base et conventions de 
terminologie propres à ces techniques. 
II. 1 Notions de base. 
II.1.1 Modèle. 
L'élément primordial dans l'utilisation des 
techniques d'analyse de variance est le modèle. Il s'agit d'une 
expression mathématique permettant d'appréhender la structure 
des données que l'on envi sage d'étudier. 
La forme générale du modèle peut être exprimée 
comme suit 
Valeur observée= paramètres représentant des effets significatifs 
et variJbles aléatoiies . représentant. d~s -effets 
signif.icati{s_. 
et ( variables aléatoires représenta~t _des effets 
non significatifs (résidus)] 
Par effets significatifs, nous entendons des 
effets qui peuvent de manière démontrable découler de change-
ments dans les données. Les effets significatifs seront 
représentés par des FACTEURS. Par l'expérience, on sait que 
plus on augmente le nombre de facteurs représentant des ef-
fets significatifs, moins il y aura d'effets résiduels, bien 
que ces derniers ne disparaissent jamais. 
De manière générale, les effets résiduels peuvent 
être pris en compte en introduisant des effets significatifs 
supplémentaires. 
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On espère cependant que ces effets résiduels 
soient négligeables. L'analyse de variance permet une étude 
malgré la présence de ces effets résiduels, qu'elle qu'en 
soit la source. 
C~est le modèle qui permet de déterminer le type 
d'analyse qui convient, et qui n'est pas nécessairement 
unique. 
II.1.2 Facteurs et niveaux· . 
. Un facteur sera une qualité, une propriété vis-
à-vis de laquelle les observations pourront être classifiées. 
Chaque facteur présente différents NIVEAUX par 
rapport auxquels la classification peut être établie. 
La structure de l'expérience reflète la manière 
dont les niveaux des facteurs _sont combinés. 
Si on utilise des paramètres pour représenter 
les effets des niveaux des facteurs, le modèle est dit para-
métrique (ou fixe, ou est dit aléatoire (ou en composante 
de variance). 
Etant donné la nature des facteurs entrant en 
ligne de compte dans le problème qui nous intéresse, nous ne 
parlerons dorénavant que des modèles paramétriques. 
II.1.3 Variation résiduelle. 
Il est intéressant de voir comment cette variation 
peut être représentée dans le modèle. Il est plausible de 
penser à une variable aléatoire. L'analyse de variance est 
basée sur certaines suppositions relatives à cette variable 
aléatoire 
(1) La moyenne de chaque variable aléatoire résiduelle est 
nulle. 
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Cette supposition traduit simplement le fait que 
chaque effet significatif peut être assigné à· un paramètre 
ou à une variable aléatoire déterminée du modèle. 
(2) Les variables aléatoires résiduelles sont mutuellement 
indépendantes. 
Le sens de cette supposition est qu'il n'y a 
pas de lien entre différentes observations qui ne soit pris 
en compte par un effet significatif. 
(3) Les variables aléatoires résiduelles ont toutes le même 
écart-type. 
En fait, les techniques d'analyse de variance 
tentent de déterminer cet écart-type. 
(4) Les variables aléatoires résiduelles sont distribuées 
normalement. 
Ceci ne peut que constituer une approximation de 
la réalité. Dans certaines situations, elle est visiblement 
fausse. Mais cette supposition n'est pas indispensable à une 
grande partie de 1 'analyse de variance. 
On voit que ces suppositions sont assez restric-
tives. Cependant, il est possible de mener à bien une analyse 
de variance en évitant certaines parties où ces assertions 
sont des conditions sine qua non. Nous verrons plus loin 
comment éviter les inconvénients résultant de ces limitations. 
II. 2 Classifications. 
Nous avons vu que la classification était la 
façon dont les niveaux des différents paramètres étaient 
combinés entre eux. 
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Un premier exemple est celui de la classification 
simple. 
II.2.1 Classification unique. 
Dans 1 'exemple de la classification simple, on 
tente d'interpréter les observations en fonction des ni-
veaux d'un seul facteur. 
Sur une population de N individus, n1 reçoivent 
le traitement 1, n2 reçoivent le traitement 2, ... nk le 
traitement k. Nous définissons le facteur 11 TRAITEMENT 11 dont 
les niveaux sont 11 traitement numéro t 11 • A chaque niveau t 
est associé le groupe Gt, de cardinal nt, des individus 
ayant reçu le traitement t. 
On classe les obse~vations dans un tableau de la 
forme du tableau II.1 
Groupe Observations 
1 
~1, 1' ~1,2' ... X -1,n 1 
2 f2,1' X -2,n 2 
t ft,1 X 
-t,nt 
k fk, 1 X 
-k,nk 
Tableau II.1 Classification simple. 
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Les valeurs observées sont donc les xt . où 
- 'l 
l~t,k _et 1,i,nt. On observe de plus une variation résiduelle 
notée ~t,i' dont les indices ont les mêmes limites que les 
xt .. 
- 'l 
Les suppositions (1) à (4) du paragraphe II.1.3 
peuvent s'écrire : 
( 1 ) 
( 2) 
El kt ·1 = 0 Vt,Vi 
'l 
zt . 
- 'l 
sont mutuellement indépendantes 
(3) varl -~t,i 1 2 = a vt ,Vi 
( 4 ) zt . sont normalem~nt distribuées. 
- 'l 
Pour cette classification, le modèle s'écrit 
Valeur observée = (terme dû au niveau] 
soit 
ou encore 
xt . 
- 'l 
+ [résidu aléatoire] 
= Gt + · Zt. 
- ,, 
xt . = A + Bt + zt . 
- ,, - ,, 
où Gt = A + Bt représente l'effet dû au niveau t 
la moyenne, Bt la déviation au niveau t. 
A est 
Comme on dispose dans le modèle transformé des 
k+l paramètres A,B 1 , ... Bk pour représenter les k paramètres 
G1 , . .. Gk' on aura la contrainte 
Ce qui exprime 1 e fait que A est une moyenne 
des Gt. En fait 
-1 k A = N E ntGt 
t=l 
k 
où N = E nt 
t=l 
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1. Calculons la moyenne de chaque groupe 
~t ,il' 
de même 
d'après le modèle, 
2. Calculons 1 a moyenne 
~Il~ = N 
-1 
et 
-1 
~---
= N 
on aura 
X = A + 
-• ,,,. 
Puisque 
E 
nt 
E xt . 
i=l - ' 1 
zt . 
- ,, 
générale 
k 
t=l nt~t ,* 
k 
E nt 
-~t ,~ 
t=l 
I • ," 
3. Si on désire tester l'hypothèse Bt=O, on cal culera 
La moyenne de l'expression 
sera égale à Bt tandis que son écart-type sera proportion-
nel à cr. 
Pour estimer o, il est nécessaire de t enir 
compte de tous les paramètres en construisant une fonction 
des observations qui puisse être exprimée uniquement en 
termes des zt . . 
- '1 
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Dans ce cas, ceci peut se faire en calculant les 
différences 
xt · - xt "' = ~t, ,· - ~t ,.._ 
- ,, - ,,.. ... 
Notons que, puisque 
X • - X 
-t, l -1f.,;,.. 
En effet, le calcul montre que le double produit 
s'annule en raison de l'hypothèse d'indépendance. Dès lors 
Les deux sommes de carrés du membre de droite sont 
appelées respectivement S.C. des écarts entre groupes et S.C. 
des écarts dans les groupes ou somme de carrés résiduelle. 
Les sommes de carrés moyennes sont obtenues en 
divisant les S.C. par leur nombre de degrés de liberté. 
Le c a l c u l de l ' es p é r ~ n ce de ce s S . C . p e rm et 
d'évaluer la variation résiduelle. 
La table d'analyse de variance ou (T.A.V.) résume 
ces calculs 
Origine 
Variations 
entre 
groupes 
Variation 
résiduel-
1 e 
Tableau II.2 
S.C.M. 
k . 
(k -1)-l ~ n (x x ) 2 
L, t -t .. - -- " t= 1 '~ - ' 
k (N-k)-lE 
t=l 
nt 2 
E ( xt . - ~t *) 
i=l ' 1 ' 
Espérance 
k 
cr 2+(k-1)-lE n ·B 2 
. t=l t t 
2 
cr 
T.A.V. de la classification unique. 
On voit que pour interpréter cette T.A.V., il 
faut que l'assertion (3) soit valide. Cette supposition, que 
l'on nomme parfois homoscedasticité (cf /11/, JOHNSON & LEONE), 
est assez critique à ce niveau. 
35 
Si elle n'est pas garantie, les résultats obtenus 
par cette méthode seront vraisemblablement faux. Remarquons 
qu'il exite des procédés (tel le passage au logarithme ou à 
la racine carrée) qui permettent de mieux se rapprocher de 
cette restriction. 
Par contre, l 1hypothèse de normalité des varia-
bles aléatoires résiduelles peut être manipulée avec plus de 
souplesse. On peut démontrer qu'un certain écart à la nor-
malité peut être toléré sqns trop introduire de biais dans 
l I interprétation. 
On peut cependant calculer les sommes de carrés 
d'une autre manière. Nous utiliserons alors les épreuves 
d'hypothèse pour l'interprétation des résultats. 
soient 
Nous posons 
l le nombre de niveaux de facteur à étudier 
n le nombre d'observations par cellules 
(celui-ci peut être variable) 
somme de carrés totale 
l n 
L L xt . à l+n D.L. 
t=l i -=1 - ' 1 
somme de carrés due aux niveaux du facteur 
(somme de) 
aléatoires 
pectivement 
l 2 
L ~t,~ 
t=l 
carré par 
2 
~~f 
à n D.L. 
cellule 
à 1 D . L . 
Ces différentes expressions 
dont l a distribution est une 
l+n, n ' 1 degrés de liberté. 
sont des variables 
chi-carrée à res-
Nous verrons plus loin, comment peut se faire 
l 1interprétation à l'aide d 1un test F. 
36 
II.2.2 Classifications multiples. 
Lorsqu'on a deux ou plusieurs facteurs, il faut 
attacher de l'importance à la façon dont les niveaux des 
facteurs sont combinés. 
Généralement, on distingue deux types de rela-
tions. 
Dans la classification hiérarchique, à chaque 
niveau d'un facteur correspondent des sous-ensembles de ni-
veaux des autres facteurs. Le tableau II.3 schématise une 
classification hiérarchique pour deux facteurs . 
. 
Facteur 1 ' Facteur 2 Observations 
l 1 
1 xl,1 '1 
; xl,1 
'2 
-------------- ----------- - - --- - - --
Ll l 1 2 X 1 , 2, 1 ; xl , 2, 2 ; xl ,2,3 
--------- ---- ------------ --------
l 1 
3 -- -
l 2 
- --1 
L2 ~ - -- --------- ---------------------
l 2 
- --2 
l 3 
-- -1 
~----------- -- --------------- --------
L3 13 - - -2 1-------
------- ------- - -------
- - - ----
l 3 
-- -3 
L4 l 4 ---1 
Tableau II.3 Classification hiérarchique à 2 facteurs. 
37 
Dans la classification croisée, chaque niveau 
d'un facteur peut être combiné avec tout niveau des autres 
facteurs. Le tableau 11.4 donne un exemple de représentation 
d'une classification croisée à deux facteurs. 
Facteur 2 
2. 1 
2.2 
2.3 
2.4 
Facteur 1 
1.1 1.2 1.3 1.4 1.5 
Tableau 11.4 Classification croisée à deux facteurs. 
Nous avons choisi d'utiliser des classifications 
croisées pour notre étude. C'est en effet cette représenta-
tion qui s'adapte le mieux au problème des paramètres que 
nous nous sommes proposés d'étudier. 
On ùtilise souvent une représentation matricielle 
pour les classifications croisées. Cette technique est égale-
ment possible pour les classifications hiérarchiques mais 
conduit à des matrices creuses. La forme matricielle, si elle 
est facile à utiliser sur ordinateur, a cependant le désa-
vantage d'être assez peu visuelle. Nous verrons dans 
1 'exemple d'utilisation de la méthode comment nous avons 
visualisé les données. 
A la différence du modèle à 1 facteur, les modèles 
à plusieurs facteurs ne peuvent se contenter de prendre en compte 
les effets dus aux niveaux des facteurs mais doivent également 
considérer les interactions entre niveaux de différents fac-
teurs. Le nombre de termes dans l 1expression du modèle croît 
dès lors comme des coefficients du binôme de Newton avec le 
~ . - . .: 
nombre de facteurs. 
Nous ne proposerons pas ici les démonstrations 
complètes pour des modèles à plusieurs facteurs. A titre 
d'exemple nous donnerons ici la définition des sommes de 
carrés relatives à un modèle à trois facteurs. La démarche 
est semblable pour les autres modèles. 
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Soient les facteurs B,C,D. Chacun de ces facteurs 
pouvant intervenir à n8 ,nC,nD niveaux, le nombre total d'ob-
servations possibles est proportionnel au produit n8xncxn 0 , 
au nombre de répétitions près. 
Soit nR le nombre de répétitions par cellules. 
Le modèle complet s'écrit 
où 
avec les 
x .. k . = A + 
-1,J , , r B. + C. + Dk l J 
l~i~n 8 
1~ j~ ne 
1.~ k~ n0 
1~ r~ nR 
contrai nt~,s 
nB B. E = 
i = 1 l 
ne C . E = j=l J 
no 
Dk E = 
k=l 
nB BC .. E 
i=l l J 
nB 
BDik E 
i=l 
ne 
cojk E j=l 
0 
0 
0 
= 
= 
= 
+ BC. . + BD. k + CD . k 
' l,J 1, J, 
+ BCD . . k 
l 'J ; 
+ z. . k 
'"'l,J, ,r 
o,v j 
o,v k 
O,IJ k 
E 
ne 
j=l 
E 
no 
k=l 
E 
no 
k=l 
BC . . = 
, J 
BDik = 
CD j k = 
o,v i 
o,v i 
o,v j 
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On définira les sommes de carrés comme dans le cas 
du modèle à un facteur, c'est-à-dire en sommant les carrés 
des différentes moyennes qu'il est possible d'établir dans ce 
modèle. 
Remarque : il est important de connaître l 'influ-
ence du nombre de répétitions par cellule : si nR = 1, la 
valeur· que l'on calculera pour la somme des carrés à l 'inté-
rieur des cellules n'a pas de sens. Autrement dit, il ne 
serait pas possible d'estimer la variance résiduelle des 
observations par cellules. 
Dans ce cas, certaines interactions ne pourront pas 
être appréhendées. Dans la technique que nous avons choisie, 
c'est l'interaction de plus haut niveau qui ne pourra pas 
être évaluée. Pour l'exemple, l'effet dû à l I interaction de 
niveau 3, c'est-à-dire BCD .. k se confondra avec la variation 
1 'J ' 
résiduelle. 
Lorsqu'on estime que cet effet a beaucoup d'impor-
tance, on prendra soin d'exécuter les expériences en plusieurs 
exemplaires (nR=2,3, ... ) (Cf II.4 Interprétation del 'analyse 
de variance). 
Nous avons ainsi défini la manière de calculer 
les différentes sommes de carrés pour les différents modèles. 
En annexe, le lecteur trouvera l'expression des sommes de 
carrés pour des modèles paramétriques croisés de un à cinq 
facteurs. 
La table d'analyse de variance permet de fournir 
les résultats de l'analyse sous une forme visuelle. El1e 
reprend la définition des effets, c'est-à-dire à quel fac-
teur ou combinaison de facteurs tel effet peut être attribué. 
Elle donne la somme de carrés pour chaque effet 
ainsi que le nombre de degrés de liberté y afférant. La somme 
de carrés moyenne est obtenue en divisant la somme des carrés 
par le nombre de degrés de liberté. 
Dans un calcul manuel, on peut restreindre les 
opérations à l'évaluation de certaines sommes de carrés que 
l'on juge à priori intéressantes. Dans un calcul sur ordinateur, 
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on peut se permettre de calculer toutes les sommes de carrés 
et ainsi être sQr de pouvoir tester n'importe quelle hypo-
thèse. 
II. 3 Plans d'expériences. 
II.3.1 Plans complets. 
Comme nous l'avons vu, dans une classification 
croisée, tous les niveaux de chaq~e paramètres entrent en 
combinaison avec tous les niveaux des autres paramètres. 
Dès lors, le modèle reflète non seulement les effets dûs aux 
niveaux des facteurs, mais également les effets dûs aux 
différentes interactions. 
Les plans d'expérience pour des classifications 
de ce genre doivent donc tenir compte de toutes ces combi-
naisons et ~nt par conséquent, souvent très volumineux une 
fois quel 'on dépasse deux facteurs. Par exemple, si on 
considère quatre facteurs pouvant chacun intervenir à trois 
niveaux, il faut au minimum quatre-vingt une expériences. 
La planification de c~~ expériences est simple 
il suffit d'écrire toutes les combinaisons possibles de tous 
les niveaux de tous les facteurs. Ensuite, il convient d'in-
troduire un aléas en permutant au hasard ces combinaisons, 
si le sujet d'expérience risque de garder une rémanence 
d I une épreuve à l I autre. 
Dans notre cas, cet élément aléatoire n'a pas 
été nécessaire, étant donné que le système d'exploitation 
est ., régénéré avant chaque expérience (cf. Chap. VI). 
II.3.2 Plans incomplets. 
Nous l'avons dit, des plans croisés complets 
deviennent rapidement très volumineux avec l'accroissement 
du nombre de paramètres. 
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Deux alternatives sont possibles : si les expé : 
riences sont relativement courtes et peu coûteuses, il est 
possible jusqu'à un certain point d'exécuter des plans 
complets. Si par contre, elles sont longues, il faut renon-
cer à investiguer toutes les combinaisons possibles, soit 
en réduisant les nombres de niveaux à priori, soit en adop-
tant des techniques de planifications plus complexes. 
Ces techniques sont connues sous le nom de plans 
d'expérience incomplets. Comme le nom l'indique, elles réa-
lisent une planification où une partie seulement des combi-
naisons possibles est effectivement utilisée. 
Suivant le type de planification incomplète, 
elles réduisent le nombre des expériences d'un facteur 2,3 
ou plus. 
L'inconvénient majeur de ces techniques est 
évident. La réduction du nombre d'épreuves va de pair avec 
une diminution des informations produites -par 1 'analyse. 
Il faut être cdnscient de cette perte, et souvent ces tech-
niques nécessitent une connaissance à priori du phénomène à 
analyser, ce qui permet d'éliminer des informations quel 'on 
peut supposer d'avance être sans intérêt. Ceci présente bien 
sûr un certain danger et 1 'utilisation de telles méthodes 
doit se faire avec la plus grande circonspection. 
La littérature renseigne différentes techniques 
de planification, toutes plus ou moins adaptées à un certain 
type d'expérience. Ce domaine est surtout étudié à la deman-
de d'autres branches de la science, lorsque le besoin s'en . 
fait sentir. 
Citons en particulier la méthode des blocs aléa-
toires incomplets, où les expériences sont groupees en fane-
tion des disponibilités du sujet d'expérience (agronomie, 
biologie) et la méthode des plans fractionnaires. 
Cette dernière paraît le mieux adaptée au cas 
présent. A 1 1 ai de d'un facteur di scri minant choisi parmi 
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1 'ensemble des effets possibles, on définit deux sous-
ensembles d'effets. Seuls les effets de l'un des sous-en-
sembles peuvent être étudiés, ceux du second étant confondus 
avec ceux du premier. Ici encore, il faut être conscient de 
la perte d'informations et le facteur discriminant ne peut 
être choisi qu'en connaissance de cause. 
Le tableau V.4 donne un exemple de plan fractionnaire, où 
on a scindé les effets d'un plan complet à 5 facteurs 
ABCDE, chacun à deux niveaux, à l'aide du contraste définis-
sant Al B1 cl Dl El 
Effet 
Ao Bo Co Do Eo 
A1 B C D E 0 0 0 0 
A B1 C D E 0 0 0 0 
A B c1 D E 0 0 0 0 
Ao Bo Co Dl Eo 
Ao· Bo Co Do El 
Al Bl Co Do Eo 
Al Bo cl Do Eo 
Al Bo Co Dl Eo 
A1 B C D E1 0 0 0 
A B1 c1 D E 0 0 0 
A B1 C D1 E 0 0 0 
A B1 C D E1 0 0 0 
Ao Bo cl Dl Eo 
Ao Bo cl Do El 
A B C D1 E1 0 0 0 
Effet confondu 
Al Bl Cl Dl El 
Ao Bl cl Dl El 
Al Bo cl Dl El 
Al Bl Co Dl El 
Al Bl Cl Do El 
Al Bl cl Dl Eo 
Ao Bo cl Dl El 
Ao Bl Co Dl El 
Ao Bl Cl Do El 
Ao Bl cl Dl Eo 
Al Bo Co Dl El 
Al Bo Cl Do El 
Al Bo Cl Dl Eo 
Al Bl Co Do El 
Al Bl Co Dl Eo 
Al Bl C 1 Do Eo 
Tableau II : 4: Plan fractionnaire 25 
A1 B1 c1 D1 E1 pris comme effet discriminant. 
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On voit qu 1 on obtient les effets confondus en multipliant · 
modulo 2 les effets désirés par le contraste définissant. 
La taille du plan d'expérience est ainsi réduite de moitié. 
Plusieurs ouvrages donnent pour cette technique 
des tables déterminant les expériences qui sont à faire 
(par exemple, /11/ JOHNSON & LEONE). 
L'analyse de variance se réduit alors au calcul 
des sommes de carrés définies par ces tables. 
II. 4 Interprétation de l'analyse de variance. 
II.4.1 T.A.V. 
Nous avons décrit plus haut comment elle se 
construit. 
Moyennant l'acceptation de l'hypothèse de 
homoscedasticité, l'interprétation peut se faire par l'ex-
pression de 1 'espérance des sommes de carrés. 
Nous avons choisi d'utiliser des épreuves d'hy-
pothèse et c'est pourquoi nous avons redéfini les sommes 
de carrés. 
II.4.2 Test F. 
Lorsque l'on dispose de ces sommes de carrés, 
on peut tester certaines hypothèses, soit par rapport au 
modèle le plus général, soit par rapport à un autre modèle. 
Le modèle le plus général est celui qui admet 
que la classification est unique, c'est-à-dire qu'à chaque 
. ' .. . 
cellule peut être associé un niveau d'un seul facteur. 
quotient 
où 
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Pour réaliser une telle épreuve, on calculera le 
SCG - SCH / DLG - DLH 
~H = SCE / DLE 
SCG est la S.C. du modèle le plus général (ou 
celle du modèle par rapport auquel on veut 
tester). 
SCH la S.C. du modèle sous épreuve 
SCE la S.C. des écarts du modèle le plus général 
par rapport . à la S.C. totale 
DLG, DLH' OLE les nombres de degrés de liberté 
respectivement des S.C. citées 
Ce quotient est une variable aléatoire de loi 
de distribution F (de Snedecor) à {DLG-DLH) et OLE degrés de 
liberté. 
Il sera dès lors comparé au quantile de cette 
distribution pour le niveau d'incertitude voulu (en général, 
les tables donnent les valeurs pour 1% et 5% d'incertitude) 
Si le rapport excède la valeur du quantile, 
l'hypothèse sous épreuve devra être rejetée. Sinon elle ne 
peut être rejetée et doit être provisoirement admise. 
II.4.3. Cas particulier : une répétition. 
Nous avons signalé ce cas partic ulier. Le modèle 
le plus général ne pourra pas être utilisé comme référence. 
En effet, si une seule répétition a été faite, la S.C. de ce 
modèle sera égale à la S.C. totale, et le dénominateur du 
quotient rH sera égale à~! 
- 0 
Il faut alors utiliser un autre modèle. En géné-
ral, on utilisera le modèle additif, contenant tous les 
effets et toutes les interactions sauf celle du niveau le 
plus élevé. 
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On calcule la S.C. de ce modèle par une formule 
donnée en annexe. 
Chapitre III 
L'ENVIRONNEMENT EXPERIMENTAL 
J e an V ERCHEVAL 
I I I . 1 UNIX. 
UNIX est un système d'exploitation interactif, 
multiutilisateur pour les ordinateurs du haut de la gamme 
DEC POP 11 ainsi que pour le INDEROATA 8/32. 
Il offre des caractéristiques qui ne sont pas 
courantes même pour des systèmes plus importants, comme 
- une organisation hiérarchique des fichiers, permettant 
des volumes démontables; 
des pro~essus d'entrée/sortie compatibles; 
pour les fichiers, périphériques et entre processus; 
- la p~ssibilité d'initier des pro~essus asynchrones; 
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- le langage de commande (SHELL), sélectif par utilisateur; 
- plus de 100 sous-systèmes incluant une douzaine de lan-
gages; 
- une très grande portabilité. 
(tiré de /22/, RITCHIE & THOMPSON). 
UNIX est un système très répandu dans les milieux 
universitaires et de nombreux logiciels ont été développés 
par ces centres. Outre des compilateurs et interpréteurs 
pour une douzaine de langages (PASCAL, _SNOBOL, APL, ALGOL 68, 
M6, TMG, ... ) sont disponibles des logiciels très divers 
tel par exemple un assembleur pour microprocesseur (8080asm 
développé par U.C.L.A.) etc ... 
De plus, chaque université apporte des modifica-
tions au noyau de UNIX. Ainsi, il existe une version du 
système pour un microprocesseur DEC LSI-11 équipé de 20 
K-mots de mémoire centrale et de disques souples pour mémoire 
auxiliaire .• 
La version standard de UNIX, dont nous avons 
fait usage, comprend outre un compilateur C, un compilateur 
fortran, un assembleur, un interpréteur BASIC, des program-
mes de chargement et de diagnostic, ainsi que un macro-assem-
bleur. Elle permet la mise en forme de textes, la sortie 
graphique de dessins et de symboles mathématiques, et, avec 
le périphérique approprié, la préparation de négatifs pour 
l'impression offset. 
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Une particularité est également le traitement de 
grammaires formelles pour la réalisation de compilateur. 
(voir /27/, THOMPSON & RITCHIE). 
III.1.1 Le noyau. 
Le noyau du système UNIX est décrit dans le lan-
gage de programmation de haut niveau C. (à 95% : 5% sont 
écrits en assembleur). Nous ne décrirons pas en détail ce 
langage, mais disons qu'il permet la manipulation de struc-
tures de données, de bits et la définition de nouveaux types 
de variables. Il présente plusieurs formes de contrôle de 
boucle, ainsi que des facilités d'initialisation et de 
gestion de processus asynchrones. 
La taille du noyau est relativement petite (10.000 
lignes de code source) et son étude peut être poussée assez 
loin. 
Il est donc aisé d'apporter des modifications 
au système, puisque le code source est directement acces-
sible par fichier. --Il suffit de compiler le système pour le 
régénérer. Il est tout aussi facile d'ajouter des commandes 
au SHELL, qui sont des programmes banalisés. 
III.1.2 Les fichiers. 
Ceux-ci sont organisés de manière hiérarchique 
en directoires. 
Ils peuvent être munis de protectionsd'accès 
simples mais généralement suffisantes. 
Les fichiers se subdivisent en 
- directoires, qui fournissent des chemins d'accès aux 
fichiers qui y figurent; 
- fichiers spéciaux, représentant les périphériques; 
- fichiers, au sens classique du terme. 
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Les mêmes primitives permettent donc de traiter 
les périphériques et les fichiers normaux. 
En particulier, les terminaux sont facilement accessibles. 
Aucune structuration classiquen'est prévue par 
le système (méthodes d'accès séquentielle, séquentielle 
indexée, aléatoire, ... ). Un fichier est uniquement consi-
déré comme une suite de caractères, éventuellement découpée 
par des caractères de passage à la ligne pour les fichiers 
de texte. 
Il appartient à l'utilisateur de manipuler l'in-
formation contenue dans un fichier (au sens large), comme 
il l'entend. 
La structure de directoires permet , de définir 
un chemin d'accès aux fichiers. La racine de l'arborescence 
( 11 root 11 ) est notée 11 / 11 • Un fichier sera défini par sa posi-
t i o n r e l. a t i v e s o i t à l a r a c i n e ( ex : 11 / u s_ r / s y s / k e n /ma i n . c 11 ) 
soit au directoire 11 courant 11 (celui dans lequel l'utilisa-
teur se trouve. Par exemple, si le directoire courant est 
11 /usr/sys 11 , le même fichier sera référencé par 11 ken/main.c 11 ). 
Par convention, le caractère 11 • 11 dénote le di-
rectoire · courant. (si 11 /usr/sys 11 est le directoire courant, 
11 ken/ma_in.c 11 et 11 ./ken/main.c 11 ). Les caractères 11 •• 11 
représentent le directoire 11 parent 11 , c'est-à-dire celui 
. . 
directement supérieur dans l I arborescence ( si 11 • 11 est 
11 /usr/sys/ken 11 , 11 •• /conf/l .s 11 représente 11 /usr/sys/conf/l .s 11 ). 
Deux fichiers qui portent le même nom ne sont 
identiques que s'ils se trouvent dans le même directoire, 
ou si un lien ( 11 link 11 ) a été explicitement établi entre 
eux. Ainsi, 11 /usr/sys/tune.h 11 est différent de 11 /apm/tune.h 11 • 
Un postfixe est souvent ajouté au nom d'un 
fichier pour identifier son contenu 
XXXX.c 
XXXX.f 
XXXX.s 
représente un fichier contenant un programme 
source en C 
représente un programme source en Fortran 
représente un programme source en assembleur 
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XXXX.o 
XXXX.h 
représente un programme en version exécutable 
est souvent utilisé pour un fichier ne contenant 
que des déclarations pour un programme en C. 
Les périphériques sont représentés par des 
fichiers se trouvant dans le directoire 11 /dev". Ainsi 
11 /dev/11Jt 11 représente une unité à bande magnétique. 
Lorsqu'un support externe contient une organi-
sation de fichiers, on peut y accéder en 11 montant 11 le 
volume. 
Le système d'exploitation met à la disposition 
de 1 'utilisateur des primitives pour créer, ouvrir, lire, 
écrire, parcourir et -détruire un ficbier. Des protections 
d,'accès garantissent la sécurité tant au niveau des d1rec-
toires que des fichiers. Ces protections sont pour la lec-
ture, l'écriture, 1.'exécution et concernent le propriétaire 
du fichier, les utilisateurs du même groupe et les autres 
_utilisateurs. 
III.1.3 Utilisateurs. 
Ceux-ci sont organisés en groupes bénéficiant 
des mêmes possibilités. 
A chaque utilisateur est associé un directoire 
courant. Lorsqu'une identification est correcte, 1 'utilisa-
teur se trouve dans ce directoire. A son terminal est asso-
ciée une image (définie dans /22/ comme un environnement 
d'exécution) de 1 'interpréteur du langage le commande 
( Il SHELL Il). 
III.1.4 Processus. 
Un processus est l'exécution d'une image. A 
chaque terminal est associé un processus "SHELL". 
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Deux processus sont initiés au chargement du 
système. L'un réalisant la gestion des lignes, l'autre assu-
rant la gestion des processus (exécution du noyau du système 
d'exploitation). 
Lors del 'introduction d'une commande à un ter-
mi na l ac t i f , un nouveau processus est créé et l e ''S HEL L" a t-
t end la fin de son exécution. 
Lorsqu'une commande est suivie du caractère "&", 
le "SHELL" n'attend pas la fin de l'exécution de cette com-
mande et permet ainsi l'initiation de plusieurs processus 
asynchrones. 
III. 2 Le "SHELL". (1) 
Un "SHELL" est un programme qui interprète les 
commandes de UNIX. Quand un utilisateur est"connecté'.'. , il 
communique avec le système en tapant des commandes. Celles-
ci sont interprétées ligne par ligne, sont écrites dans un 
langage de commande destiné à exécuter des programmes exis-
tants, à communiquer avec d'autres, avec des fichiers, avec 
des supports physiques, et ce, en utilisant ij es constructions 
des fonctions primitives (cfr II.2.1 Les primitives). 
Le langage de commandes est interprété par le 
programme " s h" . Ce der n i e r e n vo i e l e caractère "% " su r l e 
terminal, ensuite il lit la commande écrite par l'utilisa-
teur, le décode en ses composants {le (s) nom (s) du (des) 
programmes (s) à exécuter et ses (leurs) arguments), rend 
possible toute facilité de communication ("pipe" - Cfr II. 
2.2 Les primitives) demandée entre les programmes de la com-
mande, exécute le(s) programmes(s). 
(1) Cfr /6/ COLOURIS G., /27/ THOMSON K.O. et RITCHIE D.M. 
Le 11 SHELL 11 n'est pas une primitive. Il traite 
tout son travail sans recourir à d'autres possibilités que 
le langage Cet les primitives accessibles à partir de 
programmes écrits en C. Une conséquence intéressante est 
que chaque utilisateur peut ri mplémenter son propre inter-
préteur de commande ou plus simplement ajouter ou modifier 
des commandes. C'est grâce à cette caractéristique que la 
commande 11 reboot 11 du chargement automatique, a pu être 
"aisément" implémentée. 
II.2.1 Les Primitives. 
A. Au niveau fichier. 
A chaque fichier sont associés, au minimum, un 
nom et un jeu de caractéristiques sur l'état du fichier: 
Il existe six primitives pour manipuler le nom et l'état 
du fichier. 
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11 creat 11 est employé pour. créer un nouveau fichier (ini-
tialement vide) 
11 chown 11 
11 chmod 11 
11 lin k 11 
11 unlink 11 
Il S ta t Il 
modifie le statut de possession du fichier 
modifie la {les) permission(s) read-write-execute 
donne un nom supplémentaire (un synonyme) au 
fichier 
élimine un nom -~e Ji chier (_pas le fichier sauf si 
on détruit son unique nom . 
donne 1 'état du fichier 
Il en existe cinq autres pour réaliser des 
transferts entre programmes fichiers et devices. Il s'agit 
de : "open 11 , 11 cl ose 11 , "read 11 , wri te 11 , 11 seek 11 • Leur emploi 
est évident : ouverture, écriture, d'un fichier. 
Cependant 1 ors de 1 'usage d'un "open", un nombre 
appelé "file descriptor 11 est communiqué au programme (si la 
demande est explicite). Ce nombre servira d'identificateur 
externe du fichier ainsi ouvert et sera nécessairement employé 
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d a n s l e s p r i m i t i v e s " r e a d " e t " w r i te 11 • Sa va l eu r e s t d e p e u 
d'importance, disons simplement qu'elle n'est pas intrinsè-
quement liée au fichier. Elle peut varier, pour un même 
fichier, d'un programme à l'autre. 
Les primitives "read" et "write" permettent à 
l'utilisateur de spécifier le nombre de caractères à lire ou 
à écrire. Il n'y a qu'une différence entre un programme qui 
lit un fichier caractère par caractère et un autre qui le 
fait par 1000 caractères : c'est la vitesse d 1 exécution. Son 
optimum tant en lecture qu'en écriture se situe au niveau 
des transferts de 512 caractères. 
B. Niveau_communication_-_"pipes". 
Une "pipe" est une primitive qui est utilisée 
pour transmettre des séquences de caractères entre des 
processus employant les primitives 11 read 11 et 11 write 11 comme 
pour des fichiers. 
L'opérateur 11 ... 11 employé avec des commandes crée 
une "pipe". 
Exemple a - b 
Exécute les progr~mmes a et ben concurrence, avec une 
11 pipe 11 reliant la sortie standard de a à l'entrée standard 
de b. 
N.B.: L'entrée standard est désignée par le "file descrip-
tor 0 11 qui en général est associé au clavier terminal. 
Quant à la sortie standard elle est désignée par 11 1 11 , 
en général associé au vidéo du terminal. 
C. Niveau __ processus. 
Définissons ici un processus comme étant un pro-
gramme en état d'être exécuté. Toute exécution de programme 
t 
---- - - - --- - - - -
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se fait par le 11 SHELL 11 • En effet une commande est un pro-
gramme a exécuter dont les arguments peuvent varier selon 
son écriture. Ainsi l'exécution d'un programme fortran ·ldoit 
être demandée par une commande bien précise mais ses argu-
ments di f f ère nt d I un programme fortran a l I autre . A l a l i mi -
te on peut dire que le programme chargé del 'exécution de 
programmes fortran a pour argument le programme fortran lui-
même. 
Chaque fois qu'un programme doit être exécuté, un 
nouveau processus est créé et existera jusqu•a la fin du 
programme. Cette création de processus se fait par l'emploi 
d'une primitive: 11 fork 11 • Elle a pour effet- de créer un 
nouveau processus semblable a celui qui l'a utilisée, avec 
toutes ses caractéristiques sauf aune :"fork()" renvoie un 
numéro d'identification (différent de Zéfo) pour le nouveau 
processus dans le processus appelant (le processus parent), 
et zéro dans le nouveau processus (le processus enfant). 
Cela revient a dire que si dans un programme on a : 
n = fork(); 
imprimer n; 
n vaudra o s'il s'agit de l'exécution d'un processus enfant 
et nio si c'est le processus parent qui s'exécute. On peut leur 
faire subir des traitements différents au sein du même code 
par l'emploi d'une instruction conditionnelle: 
if nlo then<instruction> 
Lorsque le nouveau processus est créé, il s'exé-
cutera en concurrence avec le parent (c'est-A-dire chacun 
indépendamment),a une vitesse déterminée par le gérant des 
processus. 
Une iutre primitive "exec" permet a un processus 
de changer son programme en chargeant un nouveau a partir 
d'un fichier. 
Ai n si l e II S HEL L II i nt e r p r è te une commande par un 
11 fork 11 • Un nouveau processus est ainsi créé. Pour la plupart 
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des commandes, suit un appel à 11 exèc 11 qui va transformer le 
processus afin de tenir compte des arguments de la commande. 
La primitive 11 exec 11 joue donc un rôle important dans le 
système puisqu'en fait c'est elle qui caractérise le pro-
cessus. 
Le 11 fork 11 crée toujours le même processus pour 
une commande et 11 exec" tient compte des arguments de la 
commande envoyée par un utilisateur. 
Cependant des commandes comme "chdir" sont 
traitées directement sans recourir à un "fork" et à ün "exec". 
D. Niveau_synchronisation. 
La communication entre programmesdemande souvent 
un degré de synchronisation. C'est le rôle des primitives 
"sleep" et "wait", "signal" et ".kill". 
"sleep" provoque l'interruption du processus pendant le temps 
spécifié. 
11 wait" est utilisé chaque fois qu'un processus ne doit pas 
être exécuté jusqu'à ce que ses processus enfants 
aient terminé. 
"kill 11 transmet un signal d'un processus à un autre dont · le 
numéro d'identification est connu du premier. Il 
existe 16 valeurs de signaux. Si le processus receveur 
n'a pas pris une action prioritaire pour recevoir le 
type particulier de signal envoyé, il est détruit aus-
sitôt le signal reçu. 
1.'Signal" est une primitive utilisée comme action · préparatoire 
avant un "kill". Elle permet à un programme de dési-
gner une procédure pour chaque type de signal. Ainsi 
chaque fois qu'un signal du type donné est reçu, la 
procédure es~ appelée aatomatiquement, quelque soit 
ce qui a été fait avant par le processus. 
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III.2.2 Quelques caractéristiques. 
-
Le langage de commande est assez étoffé et il 
n'est pas possible même simplement le survoler. Nous expli-
quons ici quelques commandes qui jouent un rôle dans la 
charge et dans le moniteur de test. 
-sh 
Il est possible d'exécuter toute une suite de 
commandes placées dans un fichier en employant "sh". 
sh nom-de-fichier 
exécute toutes les co~mandes contenues dans nom-de-fichier 
sauf si une de celles-ci ne peut être exécutée convenable-
ment pour une rai son ou l'autre. 
Exemple dans fichier 1, nous avons la succession de com-
·mandes (avec les résultats) : 
- compiler un programme (des erreurs apparaissent), 
- modifier le programme (pour qu'il soit compila-
ble sans erreur), 
c~mpiler a nouveau (plus d'erreur). 
Sans précaution particulière, lors du lancement de "sh fichier 
l", le déroul~ment des opérations est le suivant : 
compilation du programme, 
- des erreurs sont détectées, 
- 1 'exécution des autres commandes ne se fait pas. 
Pour contrer cet effet, on peut recourir a une deuxième com-
ma n de " s h " et a 2 fi ch i ers . Dan s fi c-h i e r 1 , on é cri t : 
- sh fichier 2, 
- modifier le programme, 
compiler a nouveau. 
Dans fichier 2, il n'y a que la commande 
- compiler le programme. 
On lance la commande "sh fichier l". Les effets produits sont 
- exécuter les commandes de fichier 2, c'est-a-
dire 
-& 
- compiler le programme, 
- des erreurs apparaissent, 
- l'exécution de 11 sh fichier 
211 se termine, 
- modifier le programme, 
compiler à nouveau, 
- fin de l'exécution de "sh fichier 1 11 car il 
n'y a plus d'autre commande. 
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Ce signe permet d'exécuter simultanément une .ou 
plusieurs commandes, et par extension un ou plusieurs fi-
chiers de commandes. 
<commande l> & <commande 2> 
- L'indirection. 
Elle permet de dévier les messages de retour de la 
· sortie standard - le terminal sur lequel on travaille - vers 
un fichier quelconque 
> indirection qui a pour effet d'enlever et de détruire 
tout ce qui se trouve initialement dans le fichier pour 
y mettre le message qu'elle désire; 
>> indirection qui ajoute au contenu du fichier le message 
dévié. 
N.B. UNIX généralise la notion de fichier au point que tout 
périphérique est considéré comme un fichier. 
- chdir 
Permet de changer de directoire pour y travailler 
avec les fichiers qu'il contient (cfr III.3.4.4 Directoires 
de fichier et fichiers de directoire). 
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- Time 
C'est une commande qui fournit trois temps pour 
une autre commande qui s'exécute: 
time <commande> 
donne les trois temps suivants : 
- sleep 
11 r e a l II t e m p s é c o u l é p e n d a n t l a c o mm a_ n d e , 
"user" temps passé dans le système, 
"sys" temps passé pour l'exécution de la 
commande. 
C'est une commande qui suspend l'exécution pen-
dans un certain temps: 
sleep N 
suspend l'exécution pendant N secondes. 
III. 3 Le système d'exploitation UNIX (1). 
Le but initial de cette partie était de résumer 
les principaux mécanismes et les propriétés les plus mar-
quantes de UNIX. Mais nous nous sommes aperçus que ce 
n'était possible sans rentrer dans de nombreux détails. 
Aussi, avons-nous limité nos ambitions à donner du mieux 
possible une introduction au système d'exploitation UNIX. 
Nous nous basons sur l'explication de dix para.,. 
mètres du système pour montrer certaines généralités. 
D'autres notions sont exposées pour faciliter 
l'interprétation de nos mesures. 
(1) Inspiré de /18/ LIONS J., /25/ ROWSON J, /9/ DIGITAL 
EQUIPMENT CORPORATION. 
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III.3.1 La mémoire. 
Les ordinateurs DEC POP 11/45 et POP 11/70 tour-
nent sur trois modes. Le mode utilisateur est utilisé quand 
le processus actif est celui d'un utilisateur, le mode noyau 
quand il est spécifique au système, le mode superviseur est 
utilisé pour gérer la multiprogrammation. Cependant nous ne 
faisons que mentionner ce dernier car UNIX ne l'emploie pas. 
Chaque mode peut avoir deux espaces. L'espace 
11 i 11 désigne les adresses utilisant le compteur ordinal ( 11 P-
count11) et l'espace 11 d 11 les autres adresses. 
Chaque espace possède son propre jeu de regis-
tres de segmentation, ce qui permet de doubler l'espace 
virtuel. 
P a r l a s u i t e , n o u s u t i l i s o n s l I e x p r e s s i o n e s· p a c e 
noyau(ou utilisateur) sans distinguer s'il s'agit de 
l 'espaée 11 i II ou 11 d 11 de ce mode par souci de clarté. De plus 
le fait de doubler l'espace virtuel ne peut jouer un rôle 
dans nos mesures de performance. 
Les programmes peuvent adresser jusqu'à 64 KBytes 
avec des adresses de 16 bits. On peut aller jusqu'à 256KBytes 
avec un mécanisme d'adresses virtuelles de 16 bits équiva-
lentes à des adresses physiques de 18 bits. Ce mécanisme se 
nomme "Memory Management Unit 11 (MMU). 
La mémoire est divisée en pages virtuelles de 
8 KBytes. Ces pages pnt la particularité de pouvoir comporter 
deux parties. Une de celles-ci est déclarée contenir les 
adresses virtuelles valides. T0ute tentative d'accès à l'au-
tre partie produit une interruption interne hardware ~ Cette 
découpe permet d'économiser de la mémoire. 
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II.3.1.1 Adressage. 
A. Conditions initiales. 
--------------------
Quand le système démarre, l'instruction .RESET a 
pour effet de réinitialiser tous les supports sur l 'UNIBUS, 
de mettre tous les registres de segmentation a iéro, de 
mettre le processeur en mode noyau. 
Les adresses virtuelles dans ce mode de O a 56 
KBytes sont identiques aux adresses physiques. Cependant les 
adresses virtuelles de la plus haute page sont translatées 
en les adresses phys·iques de la plus haute page c'est-a-dire 
la huitième page virtuelle équivaut a la dernière page phy-
sique soit les adresses virtuelles 56 KBytes a 64 KBytes en 
les adresses physiques 248Kbytes a 256 KBytes. 
Cette dernière page contient uniquement des 
registres spéciaux associés au processeur et aux supports 
périphériques. En sacrifiant une page, les constructeurs per-
mettent d'accéder a ces registres sans instruction spéciale. 
B. Construction_d!une_adresse_ehtsigue. 
L'outil de base est une paire de registres : les 
registres de segmentation. Un jeu comporte huit paires et il 
existe un jeu par espace 11 i 11 et un par espace 11 d 11 d'un même 
mode. 
Une paire se compose .d'un "Page Address Register" 
(PAR) et d'un "Page Descriptor Register" (PDR). 
Interprétation d'une adresse virtuelle. 
Une adresse virtuelle comporte 16 bits décrits 
comme suit 
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les bits O à 12 forment le 11 Displacement Field" (OF) qui 
contient une adresse relative au début de page. Il se dé-
compose en le 11 BlÔck Number 11 (BN) (bit 6 à 12) qui fournit 
le numéro de bloc à l I intérieur de la page courante et le 
11 Displacement In Block 11 (DIB) (bit O à 5) qui donne le 
déplacement à l I intérieur du bloc BN. 
- les bits 13 à 15 déterminent l 1 "Active Page Field" (APF) 
ou le registre PAR à utiliser pour la conversion. 
Interprétation du registre PAR. 
Ce registre contient 16 bits dont les 12 premiers 
donnent le "Page Address Field" (PAF) qui est l'adresse du 
début de la page mémoire que . le PAR spécifie. Cette adresse 
est donnée sous la forme d'un numéro de bloc dans la mémoire 
physique. Un bloc vaut 32 mots. 
Construction. 
On a l'adresse virtuelle suivante 
15 13 ·12 
!APF=i I 
donne le PAR n° i soit : 
15 11 
Ll/////ll/1 
BN 
PAF 
on calcule le 11 Physical Number 
Block 11 (PNB) 
PNB= PAF+ BN 
6 5 0 
! D I B ! 
0 
J 
Et on obtient l'adresse physique de 18 bits 
PNB 
ces 6 bits se 
placent à la 
suite du PNB 
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C'est le "Processor Status Word" qui indique le 
mode courant. Ainsi le processeur sait quel jeu de registres 
de segmentation prendre. De plus un registre d'état permet 
de sélectionner soit la mise hors usage de l'espace "d" pour 
translater toutes les références dans le "i", soit l'utili-
sation des deux espaces. Ainsi quand le processeur traite une 
adresse de type "d", il sait quel jeu utiliser. 
Chaque jeu couvre 8x8 KBytes soit 64 KBytes. 
Utiliser deux espaces double '. l'espace adressable virtuel. 
Cependant dans nos mesures, la mémoire physique 
est limitée à au plus 128 KBytes. Or l'espace "i" d'un mode 
couvre 64 KBytes. Les espaèes "i" des deux modes sont donc 
suffisants pour couvrir toute la mémoire physique. C'est 
pourquoi nous ne parlons plus, par la suite, des espaces "i" 
et "d" mais d'un espace par mode. 
Toute page virtuelle a un PAR et un PDR associés. 
Ces registres se nomment registres de segmentation ou "Active 
Page Regi ster" (APR). 
III.3.1.2 Les registres PAR du mode noyau. 
Les registres PAR O à 5 sont initialisés pour 
translater les adresses virtuelles du noyau O à 48 KBytes 
en les adresses physiques O à 48 KBytes, ce qui correspond 
aux six premières pages de la mémoire centrale où UNIX 
réside en permanence. C'est toujours vrai si la longueur 
combinée du code UNIX et des données est inférieure à 48 
KBytes ! 
Le . registre PAR7 translate les adresses vir-
tuelles 56 à 64 KBytes en les adresses physiques 248 à 256 
KBytes. 
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Le registre PAR6est le seul qui change dynamique-
ment. En général il pointe vers la part de la mémoire physi-
que qui contient le segment de données du processus courant 
en exécution (cfr III.2.1.1 Description des composants d'une 
image d'un processus). 
III.3.1.3 La page. 
Le système adresse la mémoire pr i ncipale par bloc 
de 32 mots. Cependant il utilise les registres de segmenta-
tion comme descripteurs de .page. CI est en quel que sorte des 
pages virtuelles. 
Une page s I étend sur 8 KBytes. Le PAR donne l I a-
dresse de début de f_, page. Le "Page Descripter Register 11 (PDR) 
contient les informations sur cette page. Il fournit des 
indications sur les accès permis (lecture, lecture et écri-
ture, ... ), sur les modifications éventuelles del 'état de la 
page (on a écrit, ... ). 
Une pag~ se découpe toujours en deux parties 
(dont une peut être nulle). La partie valable est celle 
pour laquelle les références à des adresses sont permises. 
Toute tentative pour adresser une zone del 'autre partie 
provoque une interruption interne. Les indications sur la 
grandeur des deux parties, sur les adresses valables se 
trouvent aussi dans le PDR. Elles se nomment partie haute 
et partie basse. 
partie haute (x blocs) 
partie valable partie basse ((128-x)blocs) 
Fig. III.1 Découpe d'une page 
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La partie valable doit comporter au moins un bloc 
et au plus 128 blocs. Il est possible de i' 1 agrandir (jus-
qu'à 128 blocs). 
L'utilité de cette découpe peut se montrer par 
l'exemple del 'adressage du segment de donnée d'un processus. 
En bref, ce segment se divise en deux éléments 
dont un est référencé par les registres de segmentation 6 
du mode noyau, l'autre par les registres du mode utilisateur. 
Le premier est toujours grand de 1024 Bytes, l'autre peut 
être de taille variable {cfr fig. III.2). 
1024 Bytes . éie 
1 'espace noyau 
Elément de l'espace 
utilisateur 
Fig. III.2 Le segment de donnée 
La page 6 de l'espace noyau a son adresse dans 
le PAR 6 du noyau. Seuls 1624 Bytes de cette page sont 
utiles. C'est pourquoi le PDR 6 du noyau fixe les adresses 
permises dans la partie basse de la page et lui donne une 
grandeur de 1024 Bytes (Cfr . fig. III.3) . 
partie basse 
(valable} 
0 1 KB 
partie haute 
8KB 
Fig. III.3 La page 6 de l'espace noyau 
Pour ne pas trop entrer dans les détails, disons 
que le deuxième élément prend 16 KB (soit 2 pages virtuelles). 
Mais il est référencé en mode utilisateur. Ses adresses sont 
( 1 ) 
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donc obtenues par les PAR du mode utilisateur. Supposons 
que ce soient les PAR 2 et 3 du mode utilisateur. Pour ne 
pas perdre de la place, le PAR 2 de l'utilisateur pointe 
juste après la partie basse de la page 6 del 'espace noyau. 
La partie valable de la page 2 del 'espace utilisateur prend 
toute la page. La page 3 utilisateur commence juste après la 
page 2 utilisateur et a aussi sa partie valable étendue sur 
toute la page. 
Finalement on obtient la description de la figure 
III.4. 
page 6 de l'espace noyauJ 
/ 
1 1 1 1 1 1 ,, 1 1 1 1 1 1 1 
1 
1 
1 
1 ( 2) 1 ( 3) 1 
1 
1 
1 
1 
page 2 de l'espace ut i 1 i sa te u~ page 3 de 1 'espace utilisateur 
Fig. III.4 Description par page du segment de donnée 
Légende . . 
( 1 ) partie valable de la page 6 de l'espace noyau 
( 2) partie valable de la page 2 de l'espace utilisateur 
. . ( 3 ) partie · valable de la page 3 de l'espace utilisateur 
Cet exemple montre comment cette propriété des 
pages virtuelles permet d'économiser de la mémoire. 
Il montre aussi pourquoi le premier élément du 
segment ne peut s'accroître. En effet s'il le fait, il 
occupe de la place du deuxième et détruit donc de ses infor-
mations {cfr III.3.2.1 Description des composants d'une 
image d'un processus) ·. 
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III.3.1.4 Allocation et désallocation. 
Quand il n'y a plus d'espace en suffisance en 
mémoire principale pour charger un processus, un autre doit 
être déchargé de la mémoire principale vers la mémoire 
auxiliaire se trouvant sur le disque. 
Cette mémoire auxiliaire sert purement à contenir 
temporairement des segments de processus. 
L'allocation, ainsi que la désallocation, des 
deux mémoires est gérée par la même routine. Cependant 
1 'unité mémoire accordée ou libérée est de 32 mots pour la 
principale et de 256 mots pour 1 'auxiliaire. 
Pour chacune, une liste des zones utilisables 
est contenue dans un tableau de dimension fixe qui est égale 
àCMAPSIZ (mémoire principale) ou à SMAPSIZ (mémoire auxiliai-
re). La description d'un trou en mémoire est donnée par deux 
éléments du tableau; le premier donne la grandeur, le second 
1 'adresse. Ce fait peut sembler étrange mais est dü à un 
raccourci dans les déclarations (cfr /18/ LIONS J., pour plus 
de détails). 
Les listes sont classées par adresse, de la plus 
petite vers la plus grande. Quand un processus a besoin d'un 
trou, il consulte la liste et prend le premier qui lui 
convient (algorithme ' du 11 first-fit 11 ). 
Lors de la désallocation, deux trous adjacents sont 
réunis en un seul. 
III.3.2 Les processus. 
Un processus peut être considéré comme une enti-
té inactive sur laquelle on agit par des entités actives 
comme le processeur. 
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RITCHIE et THOMSON parlent d'image de processus. 
L'image est l'état courant d'un pseudo-ordinateur c'est-à-
dire d'une structure de données abstraites qui peut être 
représentée dans une autre mémoire. Le processus n'est 
autre que l'exécution d'une image. 
Dans UNIX, un processus peut créer ou détruire 
un autre; il peut acquérir et posséder des ressources. Son 
existence est impliquée par l'existence d'une structure 
non vide dans le tableau 11 Proc 11 • Chaque processus possède une 
11 Per Process Data Area 11 dans laquelle se trouve une copie de 
la structure 11 User 11 • 
L'image d'un processus comporte deux ou trois 
zones mémoires physiquement distinctes : la structure 11 Proc 11 , 
le segment de données et le segment de texte . 
I I I . 3 .. 2 . 1 Description des composants d'une image d'un 
processus. 
A. La structure 11 Proc 11 • 
Elle est l'élément d'un tableau- nommé aussi 11 Proc 11 
qui a une dimension fixe égale à NPROC. Ce tableau réside en 
permanence dans la mémoire principale. Tout processus possède 
le long de sa vie un de ses éléments. 
. . 
Un élément sert de descripteur de processus. Il 
donne des indications sur l'état du processus (endormi, prêt 
à tourner, ... ), sur la fonction qui le manipule (chargement, 
... ), sur sa priorité; il contient aussi des pointeurs qui 
permettent de retrouver ses différents autres composants. 
On ne peut avoir plus de NPROC processus en 
concurrence. 
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B. Segment_de_texte. 
C'est une zone qui contient uniquement du texte 
pur et des données invariables. Elle ne fait l'objet d'aucune 
modification. 
Elle n'est présente que pour des processus qui 
utilisent du code réentrant . Elle peut donc être partagée 
par plusieurs processus. 
Quand un processus commence l'exécution d'un 
programme qui utilise du code réentrant , on regarde dans 
le tableau des segments de texte s'il existe déjà un proces-
sus utilisant ce programme. S'il n'y en a pas, on crée une 
copie du segment de texte dans la mémoire auxiliaire et une 
entrée inutilisée dans le tableau des segments de texte est 
rés e r v é e p o .u r référencer l a c o pi e . S ' i l en ex i.s te dé j à un 
qui util.ise le même segmént de texte, on lie Je processus 
à ce même segment. Le tableau des segments de texte a une 
dimension -fixée à NTEXT. Chaque élément donne des indica-
tions sur le segment de texte qu'il référence (adresse, 
longueur, ... ). 
C. Le_segment_de_donnée_ffig._III.5}. 
Il en existe un par processus dans le système. 
Il se compose de trois zones. Il est adressé en mode utili-
sateur. 
- La pile utilisateur. 
C'est une place réservée pour sauver les regis-
tres généraux r5 et r6 en mode utilisateur. 
Ces registres sont liés au processeur et sont 
toujours accessibles; r5 est appelé le pointeur d'environ-
nement et est utilisé pour donner la dernière activation de 
procédure enregistrée dans la pile courante; r6 ou le pointeur 
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de pile donne une zone de la pile où sont placées temporaire-
ment des variables. 
Lorsqu'à un nouveau processus on donne un segment 
de donnée, on lui attribue d'office une place de SSIZE x 32 
mots pour cette pile. Et s'il vient à en manquer par la suite, 
on l'agrandit de SINCR x 32 mots. 
- La zone de donnée. 
Elle contient du code non-réentrant, des données 
variables au cours du temps, etc ... 
- La "Per Process Data Area" (PPDA). 
C'est une zone del 'espace noyau virtuel. Elle 
correspond toujours aux1024 premiers Bytes de 1~ 7ème page 
virtuelle de cet espace. 
Les Bytes 300 à 1024 sont réservées à la pile 
noyau qui sert à sauver les registres r5 et r6 en mode noyau. 
Cette place de 724 Bytes ne peut être agrandie {cfr III.3.1.3 
La page). On croise les doigts pour que UNIX ne demande 
jamais plus d'espace que 724 Bytes pour la pile noyau !!! 
Les 300 premiers Bytes sont destinés à contenir 
une copie de la structure "User" qui réside en permanence en 
mémoire centrale. 
D. La structure "User". 
-------------------
L'original de cette structure ne sert qu'à être 
copiée dans la PPDA du nouveau processus. 
Elle contient des informations utiles lorsque le 
processus est courant, des zones de sauvetages lors d'un 
déchargement, des données sur les entrées/ sorties (E/S), 
les segments, les fichiers ouverts par le processus, des 
indications pour les registres de segmentation, etc ... 
Elle possède aussi un pointeur vers le descrip-
teur du processus correspondant. 
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Structure Pile de donnée Pile noyau zone utilisateur user 
PPDA 
Fig. III.5 Le segment de donnée 
III.3.2.2 Représentation des éléments d'un processus. 
(1) Mémoire prin-
cipale 
( 2) [I[[-
( 5) ( 3) 
(4) 
c) Mémoire prin-
cipale ou 
auxiliaire 
Fig. III.6 Composants de l'image d'un processus 
(1) Original de la structure 11 User 11 
(2) Tableau des structures 11 Proc 11 s~rvant de descripteur 
pour les processus 
(3) 11 Per Process Data Area 11 d'un certain processus. Elle 
contient une copie de la structure 11 user 11 
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(4) Le "segment de donnée 11 qui se compose de la "Per Process 
Data Area" et d'une autre zone pour des données et des 
piles 
(5) Le segment de texte (éventuel) 
(a) Pointeur de la structure 11 Proc 11 vers le segment de texte 
du processus 
(b) Pointeur de la structure 11 Proc 11 vers le segment de donnée 
du processus 
(c) Pointeur de la structure 11 User 11 de la 11 Per Process Data 
Area 11 vers la structure 11 Proc 11 correspondante 
III.3.2.3 Exécution d'un~ image. 
Un processus peut tourner en mode noyau quand le 
code UNIX tourne en son propre nom ou en mode utilisateur 
sinon. Par facilité on parle de processus noyau et de pro-
cessus utilisateur. 
Quand le gérant des processus en choisit un pour 
le processeur, il prend l'adresse du segment de donnée (dans 
le descripteur du processus) et positionne les registres de 
segmentation 6 du noyau pour qu'il pointe vers le PPDA du 
processus. 
Chaque activation d'un processus utilisateur est 
précédée et suivie par une activation du processus noyau cor-
respondant. 
- Exécution en mode noyau. 
Les registres de segmentation 6 du noyau sont 
destinés à adresser seulement le PPDA. Or celle-ci est cons-
tante et vaut 512 mots. 
Les adresses virtuelles que le code UNIX peut 
accéder sans causer d'interruption internes sont : 
0-48 KB (page O à 5 de l'espace noyau virtuel) 
48KB 48KB + 1024 Bytes (les 1024 premiers Bytes de la page 
6 du même espace) 
56KB - 64KB(page 7 du même espace). 
Les valeurs de r5 et r6 restent dans les Bytes 
300 à 1024 de la PPDA. 
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- Exécution en mode 11 utilisateur 11 • 
Quand un processus est en mode noyau, les regis-
tres de segmentation du mode "User" sont généralement bien 
positionnés pour ce processus. Cependant il ne réalisent la 
translation des adresses virtuelles en adresses physiques 
que pour 1 •espace utilisateur (c 1 est-à-dire en mode utili-
sateur). 
Les registres des deux modes sont proprement 
positionnés chaque fois . qu 1 un processus est en mode utili-
sateur. 
Les registres r5 et r6 pointent dans la pile 
utilisateur qui en cas de débordement peut s 1 agrandir (vers 
le bas de la page 7 de l 1 espace utilisateur virtuel). 
III.3.2.4 Gestion de processus (généralités). 
A. Commutation_de_processus. 
Une commutation se produit lorsqu 1 un processus 
actif se suspend lui-même et laisse le processeur dispo-
nible pour un autre processus. 
Il existe quatre moments où peuvent se faire 
ces commutations : 
- quand un processus se -b loque (E/S_, _attente d 1 une ressour-
ce, ... ) , 
quand un processus noyau est sur le point de revenir en 
mode utilisateur (exemple : après avoir exécuté un appel 
système ou une interruption), 
- quand un processus se termine, 
- quand un processus demande un accroissement dans son allo-
cation en mémoire principale, qui ne peut être accordée 
i mm éd i a te ment. 
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B. lnterru(?tion. 
Une interruption hardware ne provoque pas direc-
tement une commutation. Quand un processus utilisateur tour-
ne, le processeur se branche lui-mê~e automatiquement en 
mode noyau pour trouver quelle routine de service d'inter-
ruption doit s'exécuter. UNIX assure que de telles routines 
s'exécutent en mode noyau et tournent avec la plus haute 
priorité quel que soit le processus qui tournait lors de 
1 'interruption. 
Avant de se terminer, la routine regarde si on 
continue le processus interrompu ou si on commute. 
Si un processus noyau est interrompu, alors, 
après que 1 'interruption se soit terminée, 1 e processus noyau 
est toujours repris au point où il fut arrêté sans se soucier 
de savoir si un autre processus exécutable n'a pas une prio-
rité supérieure. Ensuite ou bien on revient en mode"user"pour 
exécuter le processus utilisateur interrompu, ou bien on 
passe à 1 'exécution d'un autre processus en mode noyau. 
III.3.3 Les tampons pour supports de type _ bloc. 
Il existe des supports de type bloc et de type 
caractère. Les premiers sont appelés ainsi parce qu'ils sont 
adressables par bloc de 512 Bytes. Les seconds envoient et 
reçoivent par caractère. 
Un tampon effectif pour bloc comprend un descrip-
teur et une zone mémoire de 514 caractères. 
Le descripteur se représente par une structure 
"buf". Elle est l'élément d'un tableau appelé aussi "buf", 
qui a la dimension fixe déterminée par le paramètre NBUF. 
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Elle contient des indicateurs sur l 1état du tampon 
(transmission réussie, lire quand E/S se produit, ... ), des 
pointeurs vers deux listes ( 11 b-list 11 et 11 av-list 11 ), des 
paramètres pour l'actuel transfert de données, un pointeur 
vers une zone. 
Cependant si à toute zone correspond un descrip-
teur, à tout descripteur ne correspond pas nécessaireme~t une 
zone de 514 caractères car un descripteur peut être utilisé 
purement comme place pour des arguments lors d'exécutions 
de routines d'E/S afin de les décrire. 
Les descripteurs peuvent être liés simultanément 
à deux listes. 
Il existe une 11 b-list 11 par support de type bloc, 
qui peut être vide éventuellement. 
L' 11 av_l i st 11 comporte des tampons qui peuvent être 
détachés de leur emploi courant et convertis à un double 
emploi. Ainsi l 1appel système 11 exec 11 fait appel à un tampon 
pour y placer temporairement des arguments. 
L'appartenance d'un tampon à une liste ou à une 
autre est donnée par des i .ndicateurs dans le descripteur. 
Les tampons ne sont accordés que pour de courts 
intervalles à un processus. 
L'information est laissée dans le tampon tant 
qu'il est nécessaire. 
C'est le système qui décide lorsqu'un tampon 
doit se vider, ce qui pour certains peut prendre un certain 
temps. C'est pourquoi un programme utilitaire oblige tous 
les tampons à se vider inconditionnellement deux fois par 
minute. 
C'est ce genre de tampon qui est utilisé pour le 
chargement et le déchargement de processus en mémoire princi-
pale. 
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III.3.4 Les fichiers. 
III.4.1 Système de fichier. 
Au point de vue logique, un fichier se trouve 
dans un système de fichiers. Celui-ci est une collection 
intégrée de fichiers avec un système hiérarchique de direc-
toir~s enregistré sur un simple bloc pour support de stockage. 
Un support d'accès est un mécanisme pour transférer · de ou 
vers un support de stockage. 
Au point de vue physique, un fichier se trouve 
sur un support de stockage. Celui-ci a pour définition de 
p o u v o i r s t o c k e ·r d e l ' i n f o r ma t i o n . I l e· s t a c c e pt a b l e comme 
volume de système de fichier si trois conditions sont respec-
tées. 
D'abord l'information est enregistrée sur le 
support en blocs adressables de 512 Bytes et qui indépendam-
ment peuvent être lus ou écrits. 
Ensuite le support doit obéir à quelques cri-
tères d'organisation. Le bloc 1 doit . être formé comme un 
super bloc. Les blocs 2 à (n+l) (oü n est contenu dans le 
super bloc) contiennent une table "Inode" qui référence tous 
les fichiers enregistrés sur le support et ne référence au-
cun autre fichier. 
Enfin les fichiers de directoires enregistrés 
sur le support référencent uniquement tous les fichiers qui 
sont sur ce support. 
Le super bloc contient des informations utilisées 
dans 1 'allocation de ressources : des adresses de blocs 
utilisables, des entrées dans la table "Inode" du volume . 
Un support de stockage est accessible si il est 
inséré dans un support d'accès. Un volume de système de fi-
chier est monté, c'est-à-dire est utilisable, si la présence 
du support de stockage dans un support d'accès a été formel-
lement reconnue par le système d'exploitation. 
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Tant que le volume est monté, une copie du super 
bloc se trouve dans un tampon de type bloc et y est mis à 
jour. Cette copie est transmise à intervalle régulier au 
support de stockage pour éviter des ennuis (cfr Les tampons 
pour supports de type bloc). 
Un volume monté possède une entrée dans le 
tableau "Mount". Celui-ci est de dimension fixe déterminée 
par TMOUNT. Un élément comporte un pointeur vers le tampon 
qui contient le super bloc du volume, un pointeur . vers sa 
table "Inode", des indications sur le support où se trouve le 
volume. 
III.3.4.2 Accès aux fichiers. 
Tout fichier référencé par un processus a une 
entrée dans le tableau "File" de dimension fixe donnée par 
le paramètre NFILE~ Un élément donne le nombre courant de 
processus qui 1 'utilise, des indications sur son usage 
(lecture, écriture, ... ), un pointeur vers le tableau "Inode" 
de la mémoire principale. 
Un pro ce s sus , p a r s a s t ru c tu r e i, U s e r 11 , p os s è de 
un pointeur vers chacun des éléments du tableau "file", 
qu'il s'est vu accordé. Pour que cette règle puisse s'appli-
quer à tout processus, il faut que NFILE soit suffisamment 
grand, c'est-à-dire 
NFILE > NOFILE x NPROC 
où NPROC est le nombre maximum de processus en concurrence. 
En · fait cette relation n'est pas tout à fait 
juste car les processus "enfants" héritent des pointeurs 
vers les éléments du tableau "File" du processus "parent" 
(cfr III.2.1 Les primitives). RITCHIE et THOMSON proposent 
NOFILE = 15, NPROC = 50 et NFILE = 100. 
1 
1 
1 
1 
1 
1 
1 
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III.3.4.3 Le Tableau "Inode". 
Il ne faut pas le confondre avec la table "Inode" 
qui se trouve dans tout volume de système de fichier. Ce ta-
bleau. réside dans la mémoire principale en permanence. Il 
est de dimension fixe donnée par NINODE. 
En tout temps, il existe une et une seule entrée 
pour chaque fichier qui peut être référencé pour des opéra-
tions, qui est exécuté, qui a été exécuté et sera prochaine-
nement r.éu.tilisé ou qui est le directoire de travail pour un 
processus. Plusieurs entrées du tableau "File" peuvent poin-
ter vers une entrée dans le tableau "Inode" mais jamais deux 
entrées de celui-ci ne correspondont à une entrée du pre-
mier. 
Un élément donne des informations sur le dernier 
bloc référencé du fichier, sur son mode, sur son directoire, 
sur son support, ... 
III.3.4.4 Directoires de fichier et fichiers de directoire. 
L'information relative à un fichier individuel 
se trouve dans les tables "Inodes" elles mêmes sur disque 
ou/et en mémoire centrale (dans le tableau "Inode"). 
Les noms des fichiers ne se trouvent pas dans les 
tables "Inodes". Ils sont stockés dans les fichiers de direc-
toire . Chaque nom définit un et un seul fichier. Un fichier 
possède un ou plusieurs noms. Ceux-ci ont la forme a/b/c; 
a/x et a/1 sont 2 fichiers reliés (ils peuvent appartenir au 
même utilisateur). 
Les utilisateurs font référence initialement au 
fichier en donnant le nom du fichier. Un fonction système se 
charge de décoder le nom dans l'entrée "Inode" correspondante. 
Pour ce, UNIX crée et maintient une structure de données de 
directoire : un graphe dirigé avec des noeuds nommés. Dans la 
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forme la plus pure c'est un arbre. Plus généralement dans 
UNIX, le graphe est un treillis qui peut être obtenu d'un 
arbre en fusionnant un ou plusieurs groupes de feuilles. 
Dans ce cas, bien qu'il y ait toujours un seul chemin entre 
un noeud intérieur et la racine, il peut y avoir plus d'un 
chemin entre la racine et une feuille. 
forme pure 
racine 
o noeudsintérieurs ou fichiers 
directoires 
• feuilles ou fichiers 11 nor-
maux,. 
forme plus utilisée 
racine 
a 
Fig. III.7 Structure des noms de fichiers 
Un fichier de directoire et un fichier qui ne 
c o nt i en t q u e des noms de fi ch i ers . Le nom d-' u I') __ ::. fl ch i e r e s t 
la succession des noms des noeuds rencontrés le long du che-
min allant de la racine au fichier en question. S'il y a 
plusieurs chemins, il existe plusieurs noms. 
Exemple a/b/c/d/e =. a/f/g/e 
Ces fichiers de directoire contiennent de l ' in-
formation nécessaire à la localisation d'autres fichiers, ce 
qui implique une grande protection et leur gestion est lais-
' 
sée uniquement au système d'exploitation. 
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Dans tout fichier l'information est stockée en un 
ou plusieurs blocs de 512 caractères. Chaque bloc d'un fichier 
de directoire est divisé en 32 éléments ! Chaque élément 
représente un nom de fichier. Il contient un pointeur vers 
une entrée de la table "lnode" du volume et le nom d'un noeud. 
III.3.4.5 Composants d'un fichier. 
En guise de récapitulation, un fichier existant 
mais non référencé occupe une entrée dans un fichier de 
directoires, une entrée dans la table "Inode 11 sur le support, 
zéro, un ou plusieurs blocs de stockage sur le support . 
S~il est référencé pour une raison ou une autre, 
il possède une entrée dans le tableau 11 lnode 11 de la mémoire 
principale. · 
Enfin si un processus a ouvert un fichier pour 
y lire ou y écrire, il occupe une entrée dans le tableau 
"File" et un pointeur vers celle-ci dans la structure "User" 
de la PPDA du processus. 
III. 4 La configuration. 
111.4.1 La configuration minimale. 
Le minimum de matériel nécessaire à l'utilisation 
de UNIX se compose de : 
- un processuer POP 11/34, 11/40, 11/45, 11/60 ou 11/70; 
- option "Memory Management"; 
- 48 Kmots de mémoire centrale; 
- 1 horl age temps réel; 
- 1 disque de 5 MBytes; 
- 1 terminal/console . 
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III.4.2 La configuration utilisée. 
Nous avons pu utiliser la configuration suivante 
processeur DEC-POP 11/45 avec 
- option "Memory Management", 
- option "Floating Point Processor 11 , 
- mémoire centrale de 128 KBytes, 
- 1 disque DEC-RP05 de 100 MBytes, 
- 1 dérouleur de bande DEC-TU16 (800/1600 bpi), 
- 1 imprimante DEC-LA 180 (180 cps), 
- 1 console DEC-LA 36, 
- 1 multiplexeur 16 lignes DEC-DHll. 
- processeur DEC-POP 11/70 avec 
- option "Memory Management", 
- option "Floating Point Processor", 
- mémoire centrale de 128 KBytes, 
- 1 disque DEC-RP05 pe 100 MBytes, 
- 2 dérouleurs de bandes compatibles (800/1600 bpi), 
- 1 imprimante rapide compatible (600 1pm), 
- 1 multiplexeur 16 lignes DEC-DHll, 
- 16 terminaux VOU, de type DEC-VT52 et compatibles. 
Etant donné notre problème, les mesures de perfor-
mances ont été effectuées sur l'ordinateur DEC-POP 11/45, 
alors que la mise au point des programmes s'est faite sur le 
POP 11/70. 
Chapitre IV 
THEORIE DE LA CHARGE 
Jean VERCHEVAL 
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Ce chapitre est destiné à décrire brièvement 
quelques notions théoriques liées à la charge principalement 
dans le cadre des mesures de performance sur S3 (cfr I.5 -
Définition de performances de S3, p.23). Il aborde certains 
problèmes qui se posent, avec, parfois, l'ébauche d'une 
solution. 
Il souligne aussi les multiples facettes que peut montrer .la 
construction d'une charge. 
IV. 1 Définitions. 
Définir une charge n'est pas aussi simple qu'il 
y paraît à priori. On peut considérer la charge d'un sys-
tème informatique comme étant le travail qui s'y exécute. 
Mais affirmer que la charge est un ensemble cohérent de 
courants de transactions appliquées aux différentes ressour-
ces d'un système, est tout aussi valable. 
Bien qu'apparemment semblables, ces deux défini-
tions se distinguent par le point de vue adopté. La première 
est plus orientée observateur extérieur qui voit entrer les 
travaux dans le système. La seconde est manifestement rap-
prochée d'un parti interne qui voit une succession de 
transactions qui passent d'un service à l'autre du système. 
IV. 2 La charge et les mesures. 
Un même système avec des charges aux caracté-
ristiques différentes, donne à un même test de mesures des 
résultats différents et difficilement comparables. Il suffit 
pour s'en convaincre de prendre les cas d'une charge 
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purement composée de programmes de calcul et d'une autre ne 
contenant que des programmes réalisant beaucoup d'entrées-
sorties. Quelle que soit la mesure effectuée, taux d'util i -
sation, temps de réponse, les résultats au test ne concor-
dent pas. La dépendance entre la charge et les mesures est 
très forte. Et si, pour une rai son ou l I autre, des mesures 
sont faites sur une charge non représentative de la réali t é 
sur laquelle on travaille, il ne reste plus à 1 'expérimen-
tateur qu'à tout recommencer ou à n'exposer qu'un modèle 
théorique imaginaire. 
Afin d'éviter une ·telle impasse, il existe trois 
façons de procéder : 
- On mesure directement sur la charge réelle. Mais dans ce 
cas un nombre · assez important de tests doit être fait afin 
que les résultats représentent bien un échantillon statis-
tiquement valable. Une telle mesure s'étale souvent sur 
une très longue période. 
- A partir d'une charge réelle, on construit un modèle su r 
lequel on teste. Des mesures sur la charge sont pratiquées 
pour l'analyser. Cette étude donne un modèle que 1 'on teste 
afin de s'assurer qu'il correspond bien à la charge réelle. 
Si ce n'est le cas, i 1 faut recommencer. Si non, 1 es mesures 
souhaitées sont entreprises dès lors sur le modèle. 
- La charge réelle n'existe pas encore. Dans ce cas, il 
faut établir des critères sur la charge future, en essayant 
de la comparer à des charges réelles déjà existantes, en 
analysant l'emploi futur du système. L'étude de ces données 
débouche sur la formation d'un modèle théorique de la 
future charge, sur lequel on teste. 
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IV.3 Représentation d'une charge. 
Des deux définitions de la char9e découlent 
deux façons possible d'aborder sa représentation. Soit on 
essaie d'établir des programmes dont le but est de simuler 
le taux d'occupation des différentes ressources du système, 
soit on tente de construire des programmes typiques de 
l 1utilisation de l 1ordinateur. 
Lorsqu'on ne dispose pas d'une charge réelle, 
il est difficile, voire impossible d'adopter la première 
solution. 
Dans le deuxième cas, il faut d'abord collecter 
toute une série d'informations pendant un certain temps; 
relever les différents travaux demandés et leur date de 
lancement, la manière dont ils sont introduits, leur fré-
quence, les fluctuations éventuelles des temps de réponse, 
... Ensui te, l I étude de ces données permet de rassembler 
les travaux par type (édition, compilation, ... ) avec leur 
fréquence d'application; elle fournit un scénario dans 
leur succession à 1 'exécution; elle donne une liste des 
singularités distinguées. Le fait de ne pas disposer d'une 
charge réelle dans ce cas, n'est pas trop gênant. En effet, 
définir une charge future est avant tout fournir les indi-
cations énoncées ci-avant. 
Une fois cette étude terminée, on écrit les 
programmes du modèle. Ceux-ci peuvent être classés en deux 
groupes : 
- Les programmes synthétiques qui représentent les types de 
travaux. 
- Les programmes singuliers qui exécutent certaines particu-
larités qui jouent un rôle assez important dans la charge 
réelle (ou future). 
Il reste à déterminer leur ordre de chargement 
et la manière de les lancer pour avoir terminé la construc-
tion d'une charge représentative. 
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IV.4 Reproduction d'une charge représentative. 
Un modèle clair et précis peut être obtenu sans 
qu'il soit possible de le mettre intégralement en pratique. 
Lors de l'emploi de l'interactif, il se peut 
qu'un utilisateur se trompe fréquemment dans la frappe des 
caractères, qu'un autre marque de longs temps de réflexion, 
qu'un autre encore écrive et . lance plus vite les commandes. 
Il se peut que l'importance de ces facteurs amène l'analyste 
a en tenir compte dans son modèle. A moins de le faire ma-
. . 
nuellement, il est difficile de simuler parfaitement le rôle 
de tels facteurs (cfr IV.5 Construction d'une charge inter-
active, représentative et reproductible). 
De même il se peut que le modèle soit tellement 
important en travaux que le temps réservé aux tests ne 
suffise pas pour fournir des conclusions valables. 
Un modèle qui fait appel a des fonctions inexis-
tantes sur le système testé, est tout a fait inutile. 
IV. 5 Construction d'une cha~ge interactive, représen-
tative et reproductible. 
On suppose que la construction de la charge 
représentative a fourni n scenarii pour les n terminaux de 
la configuration a tester. Plusieurs approches sont possi-
bles pour le reproduire. 
- Avec personnel. 
On demande An opérateu~de s'installer devant 
un terminal avec un scénario a exécuter. 
C'est cher et dangereux car 1 'erreur est humaine. 
- Avec des terminaux à cassette. 
On remplit une cassette d'un scénario et on la 
lance. Mais ainsi les commandes sont crachées à la suite 
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des autres; il faut pouvoir employer des "stops" avec des 
11 starts 11 • Mais on ne tient pas compte des temps de réflexion 
et le débit de frappe est plus rapide qu'avec un opérateur. 
C'est une solution viable mais il reste le 
problème du débit. Peut être qu'en diminuant le nombre de 
terminaux, il soit possible de le contrer 
- Avec 11 BIBO 11 (Batch in batch out). 
On simule à l I intérieur du système central les · · 
n terminaux avec leurs messages. 
On biaise le comportement des lignes mais on 
dispose d'une certaine souplesse au niveau du débit. 
- Avec un deuxième ordinateur. 
Il simule aisément les n terminaux avec leur 
scénarii. Il dispose d'une source de synchronisation pour 
régler les problèmes de débit. Il peut même servir d'outil 
de mesure. 
C'est idéal mais cher, complexe et encombrant. 1 
1. Pour plus de détails, cfr P. De .RIVET et C.A. ROSE. 
Chapitre V 
CONSTRUCTION ET LANCEMENT DE LA CHARGE 
Jean VERCHEVAL 
'---- - --- ------
Ce chapitre donne d'abord un aperçu des façons 
d'aborder les mesures de performance et le choix effectué 
pour notre mémoire. 
Ensuite, il montre la construction du modèle 
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de charge de S3 et les problèmes qui poussent à le réviser. 
Il décrit aussi quels types de mesure sont 
faits. 
Il fournit des indications sur l' 11 overhead 11 et 
la manière dont certains de ses éléments sont considérés. 
V. 1 Construction de la charge. 
V .1.1 La charge d'une université. 
L'utilisation d'un système informatique dans 
une université soulève plusieurs problèmes. Essentiellement, 
il s'agit de la grande diversité tant dans les catégories 
d'utilisateurs, que dans le type des travaux. 
En ce qui concerne les types de travaux, on 
peut distinguer : 
1. Travaux importants de recherche, utilisant beaucoup de 
ressources. 
2 . Mas se i m p o r tante de t ra i te ment s -µ a r - 1 o t s , con s t i tu a nt 
les travaux pratiques des étudiants pour les cours d'in-
formatique. 
3. Grande utilisation interactive faisant également inter-
venir des quantités élevées de ressources. 
4. Contrôle d'expériences en temps réel. 
5. Manipulation de bases de données . 
Un autre type de diversi .té existe dans la popu-
lation des utilisateurs, et plus particulièrement dans leur 
compétence, leur savoir-faire à l'égard de 1 'ordinateur. 
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Cela implique une relative souplesse du système 
d'exploitation dans la gestion des demandes résultant des 
différents types d'utilisation des ressources et des diffé-
rents types de travaux. 
Une autre difficulté dans la détermination de 
la charge provient de la distribution dans le temps des 
demandes. En effet, la charge est caractérisée par des fluc-
tuations dépendant de la période de 1 'année (par exemple, 
certains travaux pratiques ne seront organisés que certains 
semestres seulement). 
Ici encore, le système informatique doit pouvoir 
. faire face et s'adapter a la variation de la · charge. 
Afin d'étudier le comportement du système, il 
est nécessaire de diviser 1 'utilisation en les classes 
énoncées ci-avant. 
Cette classification permettra de . définir avec 
exactitude le type de charge auquel une certaine machine 
sera soumise. 
Dans le cas d'un ordinateur unique, il s'agit de 
déterminer la combinaison des différents - types de charges, 
et éventuellement la variation temporelle (qui peut être 
difficile a prévoir). 
Dans le cas de plusieurs machines, la tâche de 
1 'organisateur peut être simplifiée s'il est possible d'at-
tribuer une certaine charge spécifique a un ordinateur. 
Même alors, la variation temporelle reste un élément qui 
risque d'être incontrôlable. 
V . 1 . 2 La charge de S3. 
Le système informatique S3 des Facultés ne nous 
a pas été mis a disposition car il n'est pas encore installé. 
Du reste, sa configuration réelle ne nous est pas connue. 
Nous savons qu'il s'agit sûrement d'un ordinateur DEC POP 
11/45. 
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De plus, le type de travaux auquel il sera con-
sacré n'est pas encore clairement défini. 
Les seuls éléments sûrs pour construire la 
charge sont donc réduits à quelques caractéristiques fort 
générales : 
- la charge doit comporter un ensemble de petits travaux 
assez variés; 
ceux-ci correspondent à des applications d'étudiants ou 
de chercheurs; 
- elle doit pouvoir s'adapter à un moniteur de test don-
nant des temps de réponse (cfr I.2.4 - Choix de l 1objet 
de mesures); 
- il n'y a pas de charge réelle. 
Plutôt que d'élaborer directement une charge à 
partir d'indices aussi vagues, la préférence est donnée à 
une étude basée sur un modèle de charge construit pour une 
université. Or les 11 benchmarks 11 utilisés pour le choix du 
nouveau système informatique des Facultés N-D de la Paix, 
dont le nom de code est S12, rentre bien dans le cadre de 
cette aspiration. 
Le benchmark 810 est considéré comme le test 
d'acceptation de S12. Il doit donc contenir les éléments 
principaux d'une charge universitaire. C'est pourquoi nous 
le prenons comme point de départ. 
Des critiques sur ce choix peuvent être aisément 
trouvées S3 n'est pas S12, ils n'ont pas le même usage, 
... Mais faute de renseignements sur S3, il est à peu près 
impossible d'arriver à des conclusions nettes et précises 
sur sa charge future. 
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V .1. 3 UNIX et la charge. 
La construction de la charge doit tenir compte 
de la reproduction de celle-ci (cfr IV.4 - Reproductibilité 
de la charge). Ainsi la version standard de UNIX dont nous 
disposons, implique le respect d'un certain nombre de prin-
cipes. 
- Le modèle de charge ne doit pas comporter de programmes 
Algol, Cobol ou APL. UNIX ne possède pas de compilateurs 
pour ces langages. 
- UNIX dispose d'un dialecte BASIC assez limité et peu uti-
lisable pour des applications de quelque importance, ce · 
qui implique un emploi modéré du BASIC présenté par UNIX. 
- Il possède aussi un compilateur FORTRAN et un compilateur 
pour le langage C . L'emploi de ce dernier sur UNIX est 
tellement répandu qu'il occupe une place importante dans 
l'utilisation des différents langages. 
Il faut ajouter qu'intrinsèquement, UNIX est un 
système purement orienté interactif et n'est pas conçu pour 
l'exécution de très gros programmes de calcul (la tendance 
semble être de pénaliser fortement de tels programmes au 
point d'en décourager impitoyablement des utilisateurs 
éventuels). 
V .1. 4 Description de BlO. 
(tiré de /10/ FacultésUniversitairesde Namur). 
But du benchmark BlO. 
Il s'agit de tester si le niveau de performance 
exigé sera atteint, c'est-à-dire : 
- exécuter NB travaux batchs courts _(<30 sec. CPU siemens 
4004/151) en une heure, avec un temps de transit moyen du 
job TT~ 30 min; 
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simultanément, servir N5 sessions interactives, consacrées 
à del 'édition ou de la consultation de fichiers, avec un 
Temps de réponse TR moyen 
TR 
"' 
2 sec si NS ~ 0.66 Np 
TR ~ 5 sec si NS = Np 
où Np est le nombre de portes réservées aux terminaux 
interactifs; 
simultanément, assurer le service des NR lignes remote-
batc; 
- simultanément, assurer les autres travaux à montage. 
N8 nombre de travaux batch inférieurs à 30 sec par h 
NT nombre de terminaux alphanumériques ou graphiques 
installés 
NP nombre de portes réservées aux terminaux alphanu-
mériques ou graphiques 
NR nombre de portes rés~rvées aux terminaux lourds. 
1979 1981 
NB 10 12,5 
NT 35 46,0 
Np 25 32,0 
NR 7 7,0 
Composition du benchmark. 
A. Travaux batch. 
8 exécutions (PRl, PR2, PR4, PR5, PR6, PR?, PR8, PR9). 
2 compilations (compilation de PR3 et PRl0) interviennent 
dans le benchmark B10. 
PR3 et PRl0 sont compilés pendant l'exécution de B10. 
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PR7 est un programme batch effectuant de nombreuses entrées/ 
sorties. 
Le temps de transit de chaque batch doit être inférieur ou 
égal à 30 minutes. 
B. Interactif. 
La charge stimulant l'interactif consiste en une série de 
travaux interactifs décrits dans les séries 1 à 7. 
Charge interactive pour 1979. 
Le nombre de portes (c'est-à-dire nombre maximum 
de terminaux actifs simultanément) est de 25 (Np=25). 
Il faut que le temps de réponse {des commandes 
éditeurs ou de consultations de fichiers) soit : 
TR < 2 sec s i Ns < 0.66 Np 
-TR ~ 5 sec si NS = Np 
le Benchmark devra donc être effectué dans deux environne-
ments différents . 
- l'un avec 17 terminaux (N 5 = 17) : test 1 
- l'autre avec 25 terminaux (N 5 = 25) test 2 
Deux types de terminaux devront êt re connectés 
- vidéos (75 %); 
- téléimprimeurs (25 %). 
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Profil de la charge interactive. 
nombre de terminaux nombre de terminaux 
(test 1 ) (test 2) 
COBOL 3 4 
FORTRAN 9 12 
BASIC 1 2 
ALGOL 1 2 
EDITEUR DE TEXTE 3 5 
17 25 
numéro de série terminaux concernés terminaux concernés 
(test 1 ) (test 2) 
1 
.Il' T2, T3 .Il' T2, T3, TlB 
2 T4, T5, T6 T 4, T5, T6, T19 
3 T7, TB, T9 T7, TB, T9, T20 
4 Tlü T10,T21 
5 Tll Tll,T22 
6 Tl2, Tl3, T14 T12,T13,T14,T23 
7 T15, Tl6, T17 Tl5,Il.fi.,Tl7,T24,T25 
Total bombre de 17 dont 4 25 dont 6 
sessions (Ns) téléimQrimeurs téléimQrimeurs 
sur téléimprimeur (300 BPS) 
les autres : vidéos(2400 BPS) 
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C. Remote-Batch. 
Le nombre de Remote-Batch actifs simultanément est de 7. 
Toutes les 10 minutes, chacun d'eux enverra au système cen-
tral le programme PR8 (perforé préalablement sur cartes). 
L'ordinateur renverra 2 fois le fichier contenant ce pro-
gramme à l'imprimante locale toutes les 10 minutes. 
MESURES : 
Pour chaque Remote-Barch et envoi de cartes, 
on demande le temps entre le moment. où la dernière carte 
est lue et celui où la première ligne est imprimée. 
VITESSE DE LIGNE : 
600 caractères par seconde (4800 bps). 
D. Travaux_de_montage. 
Afin de voir l'influence des travaux de montage, il s'agit 
d'exécuter pendant une heure le programme de manipulation 
de bande suivant : (appelé PRll) 
DIMENSION IBUF (1000) 
DO 10 I = 1,1000,1 
10 IBUF(I) = I 
30 DO 20 J = 1,1000,1 
20 WRITE (1) IBUF 
REWIND 1 
GOTO 30 
STOP 
END 
Nous donner le nombre de REWIND effectués sur une heure. 
Pour plus de détails : cfr /10/ Facultés universitaires 
de Namur. 
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Description détaillée des sessions interactives. 
Les sessions sont des développements de program-
me ou de l'édition de fichiers et comportent une série de 
tâches à exécuter au terminal. 
Chaque étape est accompagnée d'un commentaire 
définissant des temps, etc ... 
Chaque session est à répéter sur le terminal 
cprrespondant autant de fois qu'il est nécessaire pendant 
une heure. 
Les sessions identiques sont groupées en série. 
V .1. 5 Transformation de la charge de B10. 
Les paragraphes précédents montrent que notre 
charge ne peut être tirée directement du benchmark B10. Il 
faut lui apporter certaines modifications. 
L'élimination du "batch" et du "remote-batch" 
est nécessaire car ils ne correspondent pas à la philoso-
phie de UNIX. 
La partie "travaux de montage" est aussi suppri-
mée car elle sera sûrement peu importante dans l'emploi 
futur de S3. 
Pour compenser un peu cette perte, le program-
me "batch" PR7 est placé dans la partie interactive. Il 
est choisi parce qu'il effectue beaucoup d'entrées/sorties, 
ce qui rentre assez bien dans le schéma global d'utilisation 
de UNIX. 
Les programmes de la partie interactive écrits 
en Algol et en Cobol sont traduits dans le langage C 
car ils ne peuvent tourner tels quels sur UNIX (cfr V.1.3. 
UNIX et la charge) et des programmes doivent être écrits . 
pour représenter l 'emploi du C . 
Le programme PR7 est aussi traduit en C pour 
renforcer l'importance de ce 1 angage. 
Nous obtenons ainsi une charge (ClOM) qui est 
comparée à la charge initiale (ClO) du test 1 dans le 
tableau V 1. 
Cependant ClOM est une charge qui se répartit 
sur 20 postes de travail. Il est presque certain que S3 
n'en supporte pas un tel nombre. De plus, il n'est prévu 
aucune téléimprimante. C'est pourquoi nous postulons six 
vidéos actifs connectés simultanément à S3. 
Mais une telle hypothèse entraîne une restruc-
turation du profil de la charge. 
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Si dans B10, se trouvent les différentes séries 
évoquées, c'est qu'elles sont représentatives de travaux 
typiques qui peuvent être demandés au système, c'est-à-dire 
en fait de la charge réelle que l'ordinateur aura à suppor-
ter. Le nombre de terminaux attribués à chaque série peut-
être considéré comme représentatif de la quantité de 
chaque travail typique par rapport aux autres. 
Si 1 'on veut garder cette représentation mais 
en imposant la restriction qu'il ne peut y avoir qu'un 
seul terminal, il faut qu'à partir de celui-ci, soit exé-
cutée la liste suivante de travaux dont l'ordre importe peu 
3 fois la série 1 
3 Il Il Il 2 
3 
1 
1 
3 
3 
3 
Il 
Il 
Il 
Il 
Il 
Il 
Il 
Il 
Il 
Il 
Il 
Il 
Il 
Il 
Il 
Il 
Il 
Il 
3 
4 
5 
6 
7 
8 
Evidemment de cette manière, il n'existe plus 
de concurrence entre les différentes sessions mais nous 
gagnons une meilleure représentation de ce qui peut être 
demandé dans le temps à partir d'un terminal. 
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. 
Cependant, nous recréons une concurrence en 
prenant un certain nombre de postes qui ont la même tâche 
que le premier à exécuter. Les principes sur la représen-
tativité de la charge sont toujours respectés. 
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Nous parvenons ainsi à nous ramener à six 
vidéos mais nous perdons le bénéfice du choix de la concur-
rence entre les différents postes pour une autre moins 
définissable dans le temps. 
Nous obtenons une charge qui reste représenta-
tive du contenu de la partie interactive de B10 et de la 
fréquence d'emploi de ses constituants. Elle est essentiel-
lement composée de programmes synthétiques (cfr IV.3 Repré-
~entation d'une charge). 
Nous l'avons baptisée CT (charge des tests). 
V .1. 6 Description de la charge CT (cfr Annexe A5). 
La charge CT est bien feprésentative de la 
charge future de S3. 
Chaque courant se compose d'une succession de 
petits travaux (séries) dont le temps maximum d'exécu~ion 
peut aller jusqu'à quinze minutes dans des conditions très 
défavorables. 
L~s programmes à compiler et à exécuter sont 
en général assez courts. Un seul comporte plusieurs routi-
nes. Leur ensemble se rapproche d'une utilisation par des 
. . 
étudiants avec quelques demandes de chercheurs. On y 
trouve des petits programmes pour de simples problèmes 
(calcul de moyenne), des programmes exécutant de nombreuses 
entrées/sorties, des programmes orientés calcul. 
. . 
De temps à autre s'exécute un programme basic 
afin de tenir compte de demandes particulières éventuelles. 
Les autres programmes sont écrits soit en fortran (travaux 
d'étudiants), soit en C (caractéristique d'UNIX). 
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Chaque série comporte une partie éditeur, ce qui 
correspond bien à l 'empl ai de l'interactif. 
Presque toutes les séries demandent une sortie 
sur imprimante comme c'est souvent le cas pour garder une 
trace matérielle des fichiers. 
La charge se base sur la "réalité" externe du 
système, en exécutant en parallèle des scenarii plausibles 
d'utilisation des terminaux. 
UNIX possède tout une série de commandes qui 
ne sont pas reprises dans CT. Mais leur emploi et leur 
fréquence ne peuvent être connus étant donné les doutes sur 
l'utilisation de S3. 
Cependant quelques caractéristiques d'UNIX se 
retrouvent dans le modèle complet de la charge, et ce, 
parce qu'elles jouent un double rôle. Elles font partie 
aussi bien du moniteur de test que de la charge elle-même 
(cfr V.2.4 "overhead"). 
En conclusion, c'est une charge qui respecte 
les conditions initiales (cfr la charge de S3), qui repré-
sente une ~éalité~ externe - plausible, et dont les éléments 
principaux sont issus d'une étude de charge universitaire. 
V .1. 7 Rédaction de la charge CT. 
Par commodités pour la suite, la masse de tra-
vail d'un terminal est appelée courant. Chaque courant 
comprend 1 'execution de vingt séries (cfr V.1.6 Transfor-
mation de la charge). 
Chaque courant se trouve dans un directoire 
particulier avec ses différents fichiers de travail , La 
description finale et détaillée d'un courant se trouve à 
1 'annexe A.5. Les autres sont simplement présentés car ils 
sont structurés de la même façon. 
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En général, ils sont la simple traduction des 
séries interactives de B10 dans le langage de commande . 
Cependant, certains petits détails sont 1 'objet de modifi-
cations. L'éditeur de UNIX ne travaille pas par colonne. 
L'emploi d'une méthode qui simule l'interactif, pour le 
déroulement de la charge (cfr V.2.1 Lancement de la charge), 
oblige à tenir compte de certaines particularités du langage 
de commande, notamment pour la commande "sh" du "SHELL" 
(cfr III.2.2 Quelques caractéristiques). 
V.2 Le moniteur de test. 
Le mot "moniteur" est employé ici dans le sens 
le plus large. Il ne s'agit pas ici d'une construction 
interne au système dont le but est de collecter une trace 
d'un événement particulier mais bien d'un outil de mesure 
qui utilise uniquement les propriétés du "SHELL" (cfr III.2 
L e S H E L L ) p o u r f o u r n i r u ne t ra ce d e s ré s_u 1 t a t s d e s 
me.sures. 
Une session est le temps mis - par le système pour 
1 'ensemble de la charge. 
V. 2. 1 Lancement de la charge. 
Le chapitre IV, Théorie de la charge, expose 
différentes méthodes employées pour simuler 1 'activité des 
terminaux en interactif. 
L'emploi de personnel est impossible dans notre 
cas, d'abord parce que nous ne sommes que deux, ensuite 
parce que tout doit se faire automatiquement. 
Il faut aussi rejeter 1 'emploi de terminaux à 
cassette car il n'y en a pas de disponibles. 
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Cependant, il est possible de travailler sur un 
POP 11/45 et un POP 11/70. Eventuellement la 11/45 peut être 
testée en lançant tout de la 11/70 qui, ensuite, collecte et 
traite les temps de réponse. Mais une tentative échoue. De 
plus, par la suite, nous remarquons que l'accroissement de 
la température dans la salle des machines, lorsque toutes 
deux travaillent, provoquent des pannes systèmes. 
La seule méthode qu'il nous reste est le "BIBO" -
- Batch in Batch out - Son utilisation dans notre cas, 
revient à simuler par un moniteur logiciel 1 'envoi et le 
retour de messages simultanément sur ·six vidéos. Le moniteur 
doit pouvoir s'adapter à la charge, collecter et stocker les 
mesures. 
Envoi des messages. 
Il est décidé que toute session se fait à partir 
de la console pour en conserver une trace écrite. C'est donc 
la console qui lance le début de la mise en marche de la 
charge. - Par une propriété d'UNIX, nous lançons en parallèle 
plusieurs commandes et par extension plusieurs ensembles 
de commandes (cfr II . 2.1 Quelques particularités). 
Dans six fichiers se troùvent les différents 
couranis et la console demande 1 'exécution simultanée de ces 
six fichiers par la"commande" : 
sh flow 1 & sh flow 2 & sh flow 3 & sh flow 4 &. ~ 
sh flow 5 & sh flow 6,où flow j représente le fichier conte-
nant le jme courant. 
Mais cette facilité cause une perte de travail 
au niveau du gérant des periphériques. La gestion de récep-
tion des messages envoyés des vidéos est réduite à sa plus 
simple expression. (La possibilité d'éviter cette perte 
en partie existe ~ai: provoqye un accroissemen! trop consi-
dérable de 1' "overhead" pour être mise en pratique). 
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Il est aussi évident que la commande de lancement 
n'implique pas la même gestion des différents courants que 
s'ils parviennent réellement des terminaux. Dans la réalité 
les commandes sont prises en main dans l'ordre dans lequel 
elles arrivent dans le système. Dans la simulation cet ordre 
dépend essentiellement de la manière dont sont gérés les 
travaux par le système. Mais plus loin il est montré que cet 
inconvénient est finalement négligeable (cfr V .2.3 Les 
mesures). 
Retour des messages. 
La plupart des commandes de la charge demandent 
une réponse. Stocker ces réponses dans un fichier "poubelle" 
force à réduire le rôle du gérant des périphériques à néant. 
Pour contrer cet inconvénient nous dirigeons les réponses 
vers les vidéos concernés. 
Grâce au signe d'indirection un message se dé-
route de sa sortie standard vers un fichier quelconque à 
déterminer. Or tout périphérique est considéré dans UNIX 
comme un fichier. 
La simulation ne provoque aucune modification 
du traitement des commandes. Elle se rapproche d'assez près 
de la réalité pour les retours de message mais elle ignore 
le rôle du gérant des périphériques dans la gest ,ion de récep-
tion des messages. 
Cependant, contraitement au "BIBO" qui simule 
totalement la présence de terminaux, la méthode décrite 
emploie des terminaux concrètement. 
Cette présence implique une initialisation des 
vidéos. Il faut les connecter au système. 
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Login guest. 
Afin que les réponses puissent apparaître conve-
nablement sur les vidéos, il faut qu'ils soient connectés. 
Le fait de les connecter en 11 guest 11 est dû au souci de les 
placer exactement dans les conditions d'emploi par un utilisa-
teur normal (cfr VI.3.3 Procédure Automatique). 
V • 2 • 2 Déroulement de la charge. 
Initialisation {cfr annexe A5). 
La commande de lancement des courants s'exécute 
dans le directoire 11 /apm 11 • Or le contenu des courants et de 
ses fichiers de travail se trouve dans d'autres directoires 
/apm/bench/tj : directoire pour le courant j. 
Aussi l'ordre de lancement est en fait, dans "/apm" . 
sh /apm/bench/tl/flow 1 & 
sh /apm/bench/t2/flow 2 & 
sh /apm/bench/t3/flow 3 & 
sh /apm/bench/t4/flow 4 & 
sh /apm/bench/t5/flow 5 & 
sh /apm/bench/t6/flow 6 & 
E t p o u.r q u e l e s c b u ra n t s p u i s s e n t s e d é r ou l e r s a n s p r o b l ème , 
ils doivent commencer par demander un changement de direc-
toire. Ainsi a-t-on dans flow j (l~j~6), la commande de 
début : 
chdir /apm/bench/tf {cfr III.2.2 Quelques parti-
cularités) . 
. Simulation_des_temQs_de_réflexion. 
Dans un scénario interactif, il est nécessaire 
de contrefaire les temps de réflexion que marquent un utili-
sateur. La seule possibilité offerte est 1 'emploi de la 
105 
commande : sleep <N secondes > 
Elle provoque une attente de N secondes avant de passer à 
la commande suivante. Cependant elle crée un processus qui 
reste actif pendant N secondes. Elle occupe donc certaines 
ressources alors qu'en réalité aucune ressource n'est occu-
pée pendant un temps de réflexion . 
. Correction_de_la_charge_~endant_l 'exécution. 
La répétition d'une même série dans un courant, 
implique qu'à chacune de ses exécutions, elle soit dans les 
conditions initiales adéquates. Si durant son développement 
elle modifie un fichier, il faut, lorsqu'elle se termine, 
remettre ce fichier en état pour la prochaine modification 
de ce fichier. 
Un exemple est la série afb2 qui modifie un 
fichier (afpi2.f), le compile puis l'exécute. Cette série 
est appelée trois fois dans chaque courant. Si à la fin de 
la première exécution de afb2, afpi2.f n'est pas remis à 
son état initial, à la deuxième, les modifications ne peu-
vent être faites et on sort de afb2 (cfr II.2.2 Quelques 
caractéristiques). C'est pourquoi à la fin de la série afb2 
se trouve une commande copiant dans afpi2.f le fichier 
initial dont une image existe sous un autre nom. 
N.B. Cette copie peut être évitée en dupliciant deux fois 
l'image de la série et de ses fichiers de -travail 
mais c'est perdre un point de contrôle pendant l 'exé-
cution du test (cfr V.2.6 Les tests). 
De plus lorsque la session se termine, il se 
peut quel 'arrêt se produise au milieu d'une (ou plusieurs) 
série(s), empêchant ainsi une mise à jour éventuelle de 
fichier. C'est pourquoi juste avant le lancement d'une 
autre session, une mise à jour de tous les fichiers se 
déroule par la commande · : 
sh majfb14 · (cfr annexe A5). 
. Particularité de la commande 11 sh 11 • 
--------------------------------
Cette commande permet d'exécuter toute une 
suite d'autres qui se trouvent dans un fichier. Mais dès 
qu'une de celles-ci échoue, elle ne poursuit pas l 'exécu-
tion des suivantes. Or certaines compilations doivent 
fournir un diagnostic d'erreurs pour respecter les 
scenarii de la charge. C'est pourquoi nous plaçons ces 
compilations dans des fichiers isolés que nous faisons 
exécuter dans les séries par l'emploi d'un nouveau "sh" 
(cfr III.2.2 Quelques particularités). 
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Si au ni veau de la charge, la logique est 
respectée, il y a un apport supplémentaire de travail au 
niveau système. En bref, à la place d'une commande (com-
piler un programme), il y en a deux (exécuter les commandes 
d'un fichier et compiler un programme). 
V. 2. 3. Les mesures. 
Il est décidé que les mesures à entreprendre 
sont celles de temps de réponse (cfr I.2.1 Choix del 'objet 
des mesures). 
UNIX possède une commande qui permet d'obtenir 
trois temps différents pour une autre commande qui s'exé-
cute. Il s'agit de la commande "Time" (cfr III.2.2 Quelques 
caractéristiques). 
Parmi les trois durées fournies seule la nommée 
"real" se rapproche d'une des définitions exposées dans 1.5 
Définitions des Performances de S3 . En effet, c'est le 
temps de cycle moins les temps de réflexion et de transmis-
sion utilisateur. Cependant, on peut tenir compte du temps 
de réflexion en comptant avec la commande "sleep". 
Soit la séquence : sleep 3 
time <commande> 
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Le temps "real II de "time" ajouté à 3 donne ce que nous appe-
lons le temps de cycle restreint. C'est ce temps que l'on 
mesure. 
Remarquons qu'une propriété d'UNIX permet de se 
passer d'un gonflage du moniteur de test et d'une forte aug-
mentation del 1 "overhead" car son existence implique un 
emploi dans l'utilisation normale d'UNIX. Bien sûr, par 
leur fréquence élevée, les "times" provoque un certain "over-
head" malgré tout. 
Une fois les temps de réponse collectés, il faut les 
stocker dans un fichier particulier. Cette opération se déroule 
sans problème en employant l'indirection 11 >> 11 (cfr 111.2.2 
Quelques caractéristiques). 
Mais faut-il pratiquer les mesures sur tous les 
courants ou sur un seul ? 
Tous les courants. 
On a l'avantage de disposer d'autant de mêmes 
mesures pour une session qu'il y a de courants mais on a 
aussi un moniteur de test donc un "overhead" plus important. 
De plus un problème technique apparaît. 
Supposons quatre courants - soit quatre vidéos ! 
Il faut que chacun se termine entièrement au moins une fois. 
La probabilité qu'ils se terminent tous au même moment est 
proche de zéro. Si lorsqu'un premier courant se finit, on 
ne le relance pas, la concurrence au niveau système se ré-
duit d'une charge-vidéo et les temps restant à collecter 
pour les · trois autres courants sont biaisés par rapport aux 
mêmes temps du premier. Il faut donc prévoir une boucle pour 
chaque courant. Et tous les courants s'arrêtent alors lorsque 
le dernier termine. Schématiquement : 
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Cl C2 C3 C4 
----------- ------------------------------------début de la 
fin 
2e ité-
ration 
fin 
fin 
2e i té-
rat ion 
session 
2e ité. f·n 
- - -· 
1 
-------------- fin de la 
session 
temps cj courant j 
Fig. II.1 Evolution temporelle des courants 
Mais on ignore à priori quel courant finit le dernier si 
bien que le moniteur de test doit vérifier à chaque fin de 
courant si les trois autres ont fini et dans ce cas, arrê-
ter la session sinon la laisser continuer. 
Un problème de synchronisation - les deux der-
niers courants finissent presque ensemble-, une modifica-
tion de la concurrence pendant la session - à chaque fin 
de courant le moniteur iniervient -, un accroissement 
inévitable de 1 1 11 overhead 11 conduisent à un prix fort élevé 
pour plusieurs séries de temps sur une même session . 
. Un seul courant. 
---------------
Tous les inconvénients du cas précédent dispa-
raissent. En effet, il suffit -de mesurer sur un seul courant 
et quand il finit, on arrêtela session. Les autres courants 
bouclent sans cesse sur eux-mêmes jusqu'à ce que le courant 
testé les arrête. Bien sûr on ne récolte qu'une série de 
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mesures, mais si l'expérimentateur en désire plus, il peut 
relancer ce même test autant de fois qu'il le souhaite. 
La façon dont le courant de test stoppe les 
autres est expliquée dans VI.3.3 Procédure Automatique . 
L'ordre des commandes lancées par les différents 
courants importe moins. En effet, en ne testant qu'un seul 
courant, on peut ne considérer que celui-là; les autres 
forment une charge quelconque. C'est comme si seule l 'uti-
lisation d'un vidéo est prise en compte alors que ce qui 
.. 
se passe sur les autres n'intéresse pas. Dès lors, on 
ne peut prévoir l'ordre de succession des commandes au ni-
veau système. Il peut être quelconque. Cependant on sait 
que la concurrence des autres courants suit les principes 
de la charge de S3. 
Il faut être sûr que le courant de test commence 
lorsque les autres sont déjà en cours afin que les premières 
mesures soient faites avec la concurrence des autres 
courants. On retarde un peu, dans ce but, l'envoi du courant 
de test par l'emploi de la commande 11 sleep 11 • 
V. 2. 4 L' 11 overhead 11 • 
L' 11 overhead 11 est le travail qu'impose le moni-
teur de test. C.A. ROSE écrit qu'une sélection raisonnable 
d'événements et la quantité de données à enregistrer pour 
des applications dans un modèle de réseau à files 
d'attente, devrait être obtenue par un moniteur 11 à événements" 
qui provoquerait un 11 overhead 11 compris approximativement 
entre 5 et 10% (cfr /24/ C.A. ROSE). 
Un moniteur "à événements" est, en gros, un moniteur soft-
ware qui, dès qu'un type d'événements se produit, en enregis-
tre sa trace. 
Bien . sûr, le but poursuivi ici n'est pas l'étude 
des files d'attentes et il ne s'agit pas d'un moniteur soft-
ware. Cependant, cette remarque rentre bien dans le cadre 
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des mesures sur S3. 
De plus, P. De RIVET estime qu'un 11 overhead 11 
proche de 10% donne de bonnes mesures (cfr /8/ P. De RIVET). 
Le gros du moniteur de test employé sur S3 com-
porte la collecte des mesures (commande 11 time 11 ) et stockage 
(signe 11 >> 11 ). 
Le reste est réservé à assurer un bon déroulement 
de .1 a charge - comma n d es II c h di r II et II c p 11 - ( cf r V ·. 2 . 1 . Dé r ou -
lement de la charge) et à simuler au mieux l'emploi des 
vidéos - commandes 11 sh 11 et 11 sleep 11 - (cfr V.2.1 Déroulement 
de la charge et III.2.2 Quelques caractéristiques). 
Finalement on s'aperçoi~ que le moniteur de 
test n'est constitué que de commandes UNIX. Le fait qu'elles 
existent implique un emploi par les utilisateurs. On peut 
donc dire qu'elles rentrent dans la charge CT en tant 
qu'éléments singuliers, sans constituer un véritable 11 over-
head11. Mais il ne faut pas oublier que leur fréquence est 
peut-être trop forte par rapport à la charge future surtout 
pour les commandes 11 time 11 , 11 >> 11 , 11 cp 11 et 11 sleep 11 . 
Dans le calcul del 1 11 overhead 11 , on peut éliminer 
les 11 sleep 11 (cfr V.2.5 Révision de la charge). 
En considérant tous les 11 time 11 , 11 >> 11 , 11 cp 11 com-
me l 'overhead, les autres caractéristiques faisant partie 
de la charge singulière, on arrive au résultat de+ 10 % 
d' 11 overhead 11 au point de vue temps d'exécution. 
Exemple. 
Si une session est le temps mis par le courant 
de tests pour se dérouler, alors une session comprenant 
quatre courants dont un seul sur lequel on mesure, prend 
50 1 04 11 avec NBUF, NEXEC et SSIZE=SINCR ayant respectivement 
les valeurs 30, 2, 10. 
Si une session est le temps que met le courant 
le plus lent pour se dérouler, une session sans mesure met 
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46'10", toujours avec les mêmes valeurs. Mais dans ce temps 
se trouve toujours les durées d'exécution des "cp". Dans 
la première expérience on a calculé qu'ils mettait en tout 
l' pour s'exécuter. Donc une session sans 11 time 11 , 11 >> 11 , 
"cp " prend environ 45'10". 
Il y a donc un écart de 4'54 11 qui correspond à 
9,5% du temps mis pour une session avec mesure. 
D'autres calculs sont présentés en annexe (An-
nexe A4) et permettent de constater que l' "overhead" en 
temps ne dépasse jamais 11%. 
Evidemment ces chiffres ne sont qu'indicatifs 
del 'i .mportance de l' "overhead" mais inclinent à penser que 
le moniteur de test est valable. 
Il ne faut pas oublier que l'on peut mettre une 
partie des "time", et des 11 >> 11 dans la charge singulière, 
ce qui entraîne une diminution de l' "overhead". 
V. 2. 5 Révision de la charge. 
Certaines conditions du déroulement des tests 
ne sont guère favorables. 11 faut rappeler que beaucoup de 
temps se passe à maîtriser toute une série de pannes pr in-
cipalement software - blocage du système - mais aussi hard-
ware - Floating Point Processor -,si bien que, lorsque tout 
est prêt pour les tests, il ne nous reste plus beaucoup de 
jours. 
Les premiers essais avec la charge construite 
sur six courants, montrent qu'un test met en moyenne deux 
heures pour s'exécuter entièrement. Une nouvelle série de 
pannes nous oblige à revoir la charge pour terminer dans 
les délais. 
Diminuer la charge d'un courant revient à revoir 
toute la construction de celle-c i . 
--------------- - ----
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Mais on peut restreindre le nombre de courants 
à quatre par exemple. Cependant, une perte de concurrence 
en résulte. 
Dans les courants restants se trouvent une lon-
gue succession de "sleep" qui simulent les temps de réflexion. 
Bien qu'ils entraînent la création de processus actifs, ils 
n'exigent pas énormément de travail de la part du système. 
En fait la concurrence qu'ils offrent est plus faible que 
celle d'autres commandes. En supprimant tous les 11 sleep 11 
nous compensons une certaine partie du travail perdu en 
d'assez nombreux instants de la session. 
Ainsi la· réalité décrite par la charge devient 
moins proche d'un scénario interactif - il n'y a plus de 
temps de réflexion - mais maintient un certain volume de 
travail en concurrence au sein du système. 
La pensée - toujours dans le but de gagner du 
temps - de tester la 11/70 à la place de la 11/45 est reje-
tée car l'expérience montre que le gain de temps pour un 
même test est de 4%. 
La suite des événements lors des tests n'a 
fait que renforcer notre conviction de recourir à un tel 
raccourci pour respecter les délais. 
Il reste que le temps de cycle restreint 
s'amoindrit du temps de réflexion. 
V.2.6 Les tests. 
Au cours des exper,ences, des opérations non 
prévues dans la charge se produisent - modification du 
mode d'un fichier-, que d'autres, prévues, ne s'effectuent 
pas - diagnostic : Command not found -. 
De tels événements rendent le déroulement du 
test biaisé par rapport à ceux qui se terminent sans problè-
mes; ils obligent à recommencer le test. 
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La conséquence est que nous devons surveiller 
chaque session et dès qu'une anomalie apparaît, l'arrêter, 
recontrôler les différents travaux de la charge, corriger 
éventuellement puis relancer. 
Après des essais préalables et réussis avec l 'ou-
til automatique, il apparaît que l'utiliser est s'exposer 
à le faire travailler inutilement pour toute une suite de 
tests biaisés et à tout recommencer. Le temps limité, inter-
dit un tel risque. Chaque test s'opèrè donc semi-automati-
quement et pendant leur déroulement des contrôles réguliers 
sont pratiqués : vérifier si tous les temps collectés sont 
bien stockés, regarder si aucun fichier de travail nJest 
altéré, etc ... 
Pendant une partie des tests, toute la boucle 
d'un test se fait sur la 11/45. Elle se compose des modules 
suivants (cfr VI.3.4 La boucle de contrôle) 
A - Modifier les paramètres 
- Compiler le nouveau système 
B - Charger le nouveau système 
C - Lancer la session de test 
Le semi-automatisme se décrit comme suit : 
- lancer manuellement l'exécution automatique 
de A et B 
Quand A et B sont finis, opérer certains 
contrôles 
Lancer manuellement la session de C 
Par la suite, la disponibilité de deux disques et de deux 
POP a conduit à raccourcir la boucle du temps. En effet, 
l'exécution du module A peut se faire indépendamment des 
modules B et C. 
Finalement la boucle se déroule de cette facon 
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initialisation charger un nouveau système sur le disque i 
sur 1 a 11/45 
~s: exécuter en parallèle 
sur 1 a 11/70 sur 1 a 11/45 
le module A sur 1 e disque les modules BetC sur 
j 1 e disque 
intervertir les disques . i _,. j . 
j ___. i 
si c'est 1 e dernier test, aller en fin 
sinon aller en corps 
fin exécuter 1 e dernier test sur 1 e 11/45 
V. 3 Conclusion. 
La charge construite, bien que modifiée, reste 
une charge représentative et reproductible. Toutes les mo-
difications sont considérées théoriquement. 
i 
L' 11 overhead 11 mesuré sur les temps de session a 
une importance d'environ 10%. 
Le fait de ne pas employer l I outi 1 automatique 
pour l'ensemble des tests n'est pas dû à son mauvais fonc-
tionnement - il est au point ! - mais à la nécessité de 
surveiller de près les sessions de test afin d'éviter des 
erreurs répétitives inopinées et de gagner du temps pour 
respecter les délais déjà allongés à leur extrême limite. 
Chapitre VI 
MISE EN OEUVRE DE MESURES DE PERFORMANCES DE UNIX 
Jean-Paul ADANS 
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Nous avons défini au chapitre I les performances 
que nous voulons mesurer. La charge est établie et avec 
elle, la technique de mesure proprement dite (commande 11 time 11 ). 
Nous allons maintenant décrire le schéma global dans lequel 
s'insèrent ces mesures, ainsi que la méthode utilisée. 
Nous parlerons brièvement des programmes que nous 
avons réalisés, et qui assurent le déroulement complet des 
mesures de manière automatique. 
En premier lieu, rappelons la modélisation. 
VI. l Modèle métrologique. 
VI. 1. 1 Les performances. 
Nous avons dit que ce qui nous intéresse, ç'est 
le temps _de cycle restreint ou temps d'exécution. Comme une 
session de mesures fournit 118 données, il faut réduire ces 
grandeurs à une seule, de manière à obtenir une performance 
unique pour l'ensemble de la session. 
Cette réduction ~st effectuée en calculant la 
moyenne arithmétiq~e des 118 temps. Nous appellerons dès 
lors la performance considérée "temps d'exécution moyen". 
On aurait pu considérer uniquement la somme des 
temps de réponse, mais la moyenne est tout aussi représen-
tative et procure l'avantage de manipuler des grandeurs 
numériquement plus petites. 
Le calcul de temps moyen d'exécution par classes 
de travaux ne se justifie que si notre but avait été la mesure 
des performances de certaines facilités de UNIX (compila-
teur, assembleur, éditeur, ... ). 
Ce n'est pas le cas et dès lors nous nous con-
tenterons del 'aperçu global fourni par le temps -d'exécution 
moyen. 
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VI.1.2 Choix des paramètres. 
La technique que nous avons mise au point et 
les programmes de contrôle qui la réalisent permettent · 
l'analyse en fonction de paramètres définis par remplacement 
littéral dans le code source de UNIX. Cette opération se 
fa i t a u m o y e n d e 1 a p s eu do i n s t ru c t i o n 11 -i!-d e fi ne II d u l a n g a -
ge de programmation C . 
. Grâce à cette instruction, toute occurrence 
d'une certaine chaîne de caractère est remplacée par le 
second argument, également considéré comme chaîne de carac-
tères. 
Par exemple,grâce à l'instruction 
#define NBUF 15 
toute occurrence de la chaîne 11 NBUF 11 sera remplacée dans le 
texte source par la chaîne 11 15 11 • 
Les paramètres qui seront à analyser doivent 
être définis de cette manière, c'est-à-dire qu'ils seront 
constants pour la durée de vie du système. De plus, ils 
doivent avoir une valeur numérique entière pour être accep-
tés par les programmes de contrôle. 
Ceci n'empêche cependant pas l'utilisation de 
paramètres qualitatifs (choix d'algorithme par exemple). 
Ceux-ci devront être combinés avec des instructions condi-
tionnelles dans le code du syst~me d'exploitation. 
Le texte source de UNIX est réparti sur plusieurs 
fichiers et est écrit pour 95 % dans le langage de program-
mation C. Certains fichiers ne contiennent que des déclara-
tions de variables et de constantes et sont reconnus par un 
nom se terminant par 11 .h". Les fichiers dont le nom se ter-
mine par ".c" contiennent le te)_(te des procédures formant 
le système d'exploitation. Lor~ de la compilation des fichiers 
11
.c", ceux-ci englobent les fichiers 11 .h" au moyen de la 
pseudoinstruction "#include" dont l'effet est 1 'insertion 
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VI.2 Définition du plan d'expérience. 
VI.2.1 Paramètres. 
Dans le paragraphe précédent, nous avons expli-
qué comment déterminer les paramètres. 
Remarquons ici simplement que ces paramètres 
doivent avoir une valeur numérique. 
VI.2.2 Valeurs. 
Pour pouvoir décrire le plan d'expérience , il 
faut déterminer les valeurs des niveaux des paramètres ou 
facteurs. 
Une bonne technique consiste à analyser les 
points où ces paramètres interviennent. Ceci peut conduire 
à déterminer la plage de variation de leur . valeur. 
Cela n'est pas toujours possible et il faut alors 
fixer arbitrairement les niveaux. 
Nous avons adopté la détermination d'une variation 
unitaire. Celle-ci est fixée dans un rapport raisonnable 
avec l'ordre de grandeur du paramètre : 
1 < paramètre 
- 10 < paramètre 
- 50 < paramètre 
- etc. 
< 10 
< 50 
<100 
variation unitaire= 1 
variation unitaire= 5 
variation unitaire= 10 
Rappelons que ce choix est arbitraire. Il peut 
être éventuellement affiné lorsque les résultats obtenus 
semblent en indiquer la nécessité. 
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VI.2.3 Plan d'expérience. 
Le plan que nous avons choisi d'utiliser est 
un plan complet croisé. Cela signifie (Cf II.3 Plans d'ex-
périence) que tous les niveaux de chaque facteur sont com-
binés avec tous les niveaux des autres facteurs. 
La définition du plan d'expérience se fait à 
l'aide du programme 11 mkbench.c 11 • Celui-ci questionne l'ex-
périmentateur sur les paramètres et leurs valeurs : 
- nombre de paramètres, 
- noms des paramètres, 
nombre de niveaux pour chaque paramètre, 
- valeur de chaque niveau. 
Le programme réalise alors le croisement complet 
en produisant un fichier de valeurs des paramètres(fichier 
11 va l u e s •~. C e f i c h i e r s e ra u t i l i s é u l té r i eu r e me n t p o u r l a 
modification automatique des valeurs. 
Ce programme réalise également un fichier de 
spécifications nécessaire pour la suite ( 11 params.c 11 ). 
VI. 3 Construction de l'outil de mesure. 
VI.3.1 Description. 
Nous avons dit comment les paramètres du systè-
me d'exploitation sont pris en compte. 
Ceci implique qu'après chaque modification des 
valeurs, il faut régénérer le système en le compilant à 
nouveau, en arrêtant la machine et en rechargeant la version 
ainsi obtenue. 
Etant donné d'une part, que la planification 
atteint rapidement une taille importante (3 facteurs à 3 ni~ 
veaux chacun::;:: 27 expériences multipliées par le nombre de 
121 
répétitions désirées; et, d'autre part, que le système UNIX 
est écrit en langage de haut niveau, il nous a semblé inté-
ressant d'automatiser la procédure. De cette manière, son 
déroulement ne nécessite pas la présence de 1 'expérimenta-
teur. 
L'outil de mesure revêt donc la forme générale 
donnée par l'organigramme de la figure VI.1. 
initialisation 
Exécution du benchmark 
avec 
mesure des temps 
Col lec.te ··· des d~nnées, 
traitement . 
intermédiaire 
Modification des 
valeurs 
des paramètres 
Régénération du 
système 
rechargement 
Analyse finale 
Fig. VI.1 Organigramme général de l'outil de mesure 
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Nous avons donc dü adapter le système d'exploita-
tion afin de réaliser cet automatisme. Avant de décrire les 
modifications, il nous faut voir comment les actions s'en-
chaînent de manière manuelle. 
VI.3.2 · Procédure manuelle. 
a. Chargement. 
La première phase consiste à charger le système 
d'exploitation. Cela signifie transférer la version de UNIX 
adéquate, du disque (oü elle constitue un fichier comme les 
autres), en mémoire centrale, et d'initialiser son exécution. 
Pour ce faire, on introduit, grâce aux clés du 
panneau frontal del 'ordinateur, une adresse dans le compteur 
ordinal. Cette adresse est celle d'un petit _programme de 
chargement (20 instructions), résidant en mémoire morte de la 
machine, capable d~ lire sur la périphérique. Il va de soi 
qu'il existe différents programmes pour les divers types de 
disques. 
Ensuite, une pression sur la touche START provo-
que : 
1) la mise à zéro des registres de segmentation et des 
registres de contrôle des périphériques, 
2) l'exécution de la séquence d'instructions débutant à 
1 'adresse contenue dans le compteur ordinal. 
Par exemple, pour la machine que nous avons uti-
lisée, le chargement débute par 
LOAD ADDRESS 01773320 
START 
Cette séquence dépend, nous l'avons dit, du 
type de périphérique mais aussi de la machine utilisée. 
. . . 
L'effet du programme ainsi exécuté est la lecture 
du premier bloc de 512 octets sur le disque, et la copie de 
celui-ci dans la mémoire centrale {à partir del 'adresse 
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zéro). Ce bloc est supposé contenir une séquence d'instruc-
tions exécutables et le contrôle est transféré à ce pro-
gramme. 
Celui-ci est ce que nous appellerons un chargeur 
programmé (en contradiction avec le chargeur fixe en mémoire 
morte), qui connaît la structure des fichiers résidant sur 
le disque. 
Lors del 'exécution de ce programme, celui-ci 
i m p ri me u n c a ra c t è r e 'l@' à l a c o n s o l e d e l ' o p é ra te u r e t 
attend de celui-ci l'introduction du nom d'un fichier, censé 
contenir le code exécutable de UNIX. 
Lorsque ce fichier est trouvé, il est transféré 
en mémoire centrale et exécuté. 
b. !Q9Î!!· 
UNIX effectue une série d~initialisations puis se 
subdivise en deux processus : l'un qui r éalisera la gestion 
des processus, l'autre chargé de la question des lignes de 
communication. 
Ce dernier envoie à tous les terminaux le message 
login : 
et attend l'introduction d'une identification d'utilisateur. 
Lorsque ceci se produit et si cette identification est correc-
te, l'exécution d'une instance du "SHELL" est provoquée et 
l'utilisateur peut dès lors travailler. , Le "SHELL" signale 
cette aptitude par le caractère 11 %11 ("If" pour le super-
utilisateur (1)). 
(1) voir aussi /27/ THOMPSON & RITCHIE; sec. VIII, boat 
procedures; sec. VIII, getty; sec. I, Login . 
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VI.3.3 Procédure automatique. 
On voit apparaître les points OÙ une adaptation 
est nécessaire 
- suppression de l a frappe d'un nom de fichier après 't@"; 
- suppression de la frappe d'une identification après 11 Login ': 11 ; 
- suppression de la frappe d'une commande après "%11. 
a. Chargement. 
Le premier point est escamoté par la modification 
du chargeur programmé. Celui-ci chargera toujours· le fichier 
11 tunix 11 • Il faut dès lors prendre soin à avoir la bonne 
version dans ce fichier. 
Ce point peut être contourné de deux manières. Il 
est possible de charger UNIX en mode 11 mono-user 11 , ce qui ne 
permet qu'à la console opérateur de travailler; le fonction-
nement des autres terminaux étant inhibé dans le sens termi-
nal (clavier) - ordinateur. 
Ceci ne nous a pas paru indiqué, puisqu'un termi-
nal non initialisé au moment du 11 login 11 ne permet pas l' i m-
pression lisible de textes . (Nous évitons ici des explica- · 
tians longues et fastidieuses pour le lecteur non intéressé. 
Pour plus de détails, nous renvoyons à /27/, THOMPSON & 
RITCHIE; sec. VIII, getty; sec. II, stty; et sec. I, login). 
Une autre possibilité a été de provoquer automa-
tiquement une identification en court-circuitant le 11 log i n 11 
(cf annexe, programme getty.c modifié) . 
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c. Commande. 
En ce qui concerne ce dernier point, nous avons 
pu mettre à profit une caractéristique de UNIX, qui permet 
au gérant de définir des utilisateurs n'ayant pas accès à 
toutes les commandes. Disons simplement qu'au lieu de l 'exé-
cution du 11 SHELL 11 après le 11 login 11 , un autre programme est 
invoqué. Il suffit alors d'indiquer un programme de contrôle 
tel la procédure "loop" expliquée au paragraphe suivant 
(voir aussi /27/, THOMPSON & RITCHIE, sec. V, /etc/passwd). 
VI. 3. 4 La boucle de contrôle. 
Le système est ainsi initialisé. Un terminal 
(nous avons choisi la console principale) est identifié avec 
un nom d'utilisateur provoquant l'exécution de la procédure 
de mesure. Les autres terminaux (dans notre cas 4) sont 
identifiés de manière à pouvoir recevoir les sorties des 
programmes constituants la charge. 
La procédure de mesure est décrite en annexe. 
Elle porte le nom 11 loop 11 • Elle reflète la structure générale 
de notre outil, et nous pouvons maintenant en donner 1 'orga-
nigramme exact (fig. VI.2). 
Deux points cependant sont à remarquer. Il s'agit 
des commandes "skil l II et 11 reboot 11 , que nous avons impl imentées 
au moyen de deux nouveaux appels au système. 
11 skill 11 organise la synchronisation des programmes 
de la charge, en arrêtant les courants exécutés en parallèle, 
avec le courant 1, sur lequel portent les mesures, après 
terminaison de celui-ci. 
"reboot 11 provoque le rechargement du système, en 
exécutant un 11 reset 11 (mise à zéro des registres de segmenta-
tion et de contrôle des périphériques) et un saut inconditionnel 
à l 1adresse du chargeur fixe. 
loop y 
initiation courants 2, 3, 4 
1 
exécution courant 1 mesuré 
1 
arrêt des courants 2,3,4 
,t 
collecte des mesures, calcul de 1 a 
moyenne des temps d'exécution 
r 
mise à jour des valeurs des para-
mètres et du fichier des valeurs 
t 
composition du nouveau système 
j 
rechargement du système 
(asynchrones avec la 
suite de 11 loop 11 ) 
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fin du courant ..mesuré -
11 skill 11 
programme tdc.c 
programmes alter.cet 
updval .c 
procédure newsys 
11 reboot 11 
Fig. VI.2 Organigramme de la boucle de contrôle 
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VI.3.5 Collecte des données. 
A la fin de l'exécution du courant 1, nous dis-
posons d'un fichier contenant des messages de temps. Ce 
fichier contient également, inévitablement, quelques messages 
d _• e r r e u r s . 
Le programme 11 tdc.c 11 réalise la lecture sélective 
de ce fichier et le calcul de la moyenne des temps d'exécution. 
Cette moyenne est ajoutée au fichier 11 means 11 , qui sera lu 
par le programme d'analyse final. 
VI.3.6 Mise à jour des valeurs des paramètres. 
A ce moment, la première ligne du fichier 11 values 11 
donne les valeurs des paramètres pour la génération courante 
du système. Le programme 11 updval .c" retire cette ligne du 
fichier. Si c'est la dernière, c'est-à-dire si le plan d'ex-
péri en ces est achevé, i 1 provoque 1 1 exécution d I une procédure 
d'arrêt de la boucle automatique, en réinstallant le système 
standard. 
Si ce n'est pas la dernière ligne, le programme 
11 alter.c 11 est exécuté. Celui-ci lit la première ligne du 
fichier restant en modifiant, en fonction des valeurs qu'il 
y a t r o u v é es , • 1-e fi c h i e r II tu n e . h 11 • 
Le système peut alors être compilé et chargé à 
nouveau, ce qui est réalisé par la procédure 11 newsys 11 • 
Les textes de ces programmes et procédures se 
trouvent en annexe. 
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VI.3.7 Traitement des résultats. 
Lorsque le processus de mesure est entièrement 
terminé, l'expérimentateur peut exécuter le programme 'd'ana-
lyse de variance "anova". Il s'agit en fait de plusieurs 
modules indépendants, enchaînés de manière à limiter au maxi-
mum la mémoire utilisée. Ceci est nécessaire car ces pro-
grammes mis ensemble risquent d'avoir une taille trop impor-
tante. 
Du reste, ce découpage en phases permet aisément 
un accroissement des possibilités. En effet, la version 
actuelle permet l'analyse de plans complets de 1 à' 5 fac-
teurs, chacun à au plus 3 niveaux. 
Pour augmenter le nombre de niveaux, il suffit de 
changer une valeur dans le fichier "spac.h". 
Ce programme produit en sortie un tableau repre-
nant 1 es observations è l as s é es par ni veaux ai, n si que l a ta b l e 
d'analyse de variance. 
VI.3.8 Sécurité de l'outil. 
Il va de soi que cet outil de mesure est composé 
d'un grand nombre de fichiers et de programmes. Le nombre 
des entrées-sorties effectuées au cours d'une session de · 
mesure est tr~s important et il se peut que des erreurs se 
produisent. 
Mises à part quelques sécurités assez classiques 
(copie des fichiers, protection d'accès), il semble que des 
programmes de vérifications devraient compléter l'outil si 
une exploitation régulière est envisagée. Dans notre cas, les 
copies et protections ont suffit à éviter des désastres 
(voir aussi V.2 Le montieur de test). 
Il serait intéressant, dans la mesure des possi-
bilités, de travailler avec un support secondaire, tel une 
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bande magnétique, pour enregistrer les précieux résultats des 
mesures. 
Afin de nous garantir contre le maximum d'erreurs 
possible, nous avons incorporé des commandes de maintenance 
prévues par UNIX, tel la vérification des disques. 
En effet, pour des raisons .que nous n'avons pu 
éclaircir, des erreurs se produisaient à intervalles irrégu-
liers sur les disques. 
Enfin, n'oublions pas de mentionner une procédure 
de mise à jour des fichiers de la charge, ceux-ci étant modi-
fiés au cours d'une session. 
VI. 4 Exemple complet. 
Nous avons utilisé notre outil de mesure pour un 
plan complet de 3 facteurs à 3 niveaux. 
VI.4.1 Choix des paramètres. 
Il existe à profusion des paramètres sur lesquels 
on peut se baser pour des mesures de performance. 
Ils se groupent en deux classes. Ceux dits quanti-
tatifs sont des variables du _système. Les qualitatifs repré-
sentent, concrètement, une partie du code. 
Nous écartons ces derniers pour ne pas fausser 
les expériences par des considérations initialement erronés, 
car, lorsqu'on aborde un système, et même plus tard, il 
n'est pas facile de cerner l'importance relative des algo-
rithmes et nous risquons de ne rien approter de neuf par 
l'étude de nos mesures. 
Parmi les paramètres quantitatifs qu'offrent 
UNIX, certains jouent un rôle central. Ils interviennent en 
général çe près dans l'existence des processus. 
Nous retenons essentiellement les paramètres 
suivants : 
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- SSIZE (cfr III.3.2 Description des composants d'une image 
d'un processus). 
Quand un nouveau processus se crée, le système 
lui accorde en général une zone de pile par l'appel système 
11 exec 11 • D'office on lui attribue 
SSIZE x 32 mots. 
- SINCR (cfr III.3.2.1 Description des composants d'une 
image d'un pro~eisus). 
C'est l'unité d'incrémentation de la pile. On 
l I augmente q u an t l e p o i n .te u r de pile ne s e trouve pl u s dan s 
la zone de pile. D'office on ajoute 
SINCR x 32 mots . 
. NPROC (cfr III.3.2.1 Description des composants d'une image 
d'un processus). 
C'est le nombre maximum de processus qui peuvent 
tourner simultanément. Si un (NPROC + l)me processus .arrive, 
il est rejeté. 
NOFILE (Cfr III.3.4.2 Accès aux fichiers). 
C'est le nombre maximum de fichiers qui peuvent 
être ouverts simultanément par un même processus. Un essai de 
dépassement de cette limite donne lieu à un rejet du proces-
sus. 
NFILE (Cfr III.3.4.2 Accès aux fichiers). 
C'est le nombre maximum de fichiers ouverts 
simultanément par tous les processus. Le processus qui tente 
de dépasser cette borne est rejeté. 
Si on a 
NFILE > NPROC x NOFILE 
il n'y aura jamais dépassement. 
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NTEXT (Cfr III.3.2.1 Description des composants d'une image 
d'un ~rocessu s). 
C'est le nombre maximum de segments de texte. 
Tout essai de dépassement bloque le système, il faut le 
relancer depuis le début. 
NEXEC (Cfr III.2.1 Les primitives). 
C'est le nombre maximum d' 11 exec 11 simultanés. Une 
demande supplémentaire provoque une attente. 
CMAPSIZ & SMAPSIZ (Cfr III.3.1.4 Allocation et Désallocation). 
C'est le nombre maximum de trous mémoires (en mé-
moire centrale et sur disque) disponibles pour y placer un 
processus. 
NINODE (Cfr III.3.4.3 Le tableau 11 Inode 11 ). 
C'est le nombre maximum d' 11 Inode 11 • Il en faut un 
par fichier actif, par fichier monté, par fichier de texte, 
par directoire courant, par 11 root 11 • Un essai de débordement 
provoque le rejet du processus demandeur. 
NMOUNT (Cfr III.3.4.1 Système de fichier). 
C'est le nombre maximum de fichiers pouvant être 
montés. Une tentative de dépassement provoque le rejet du 
processus demandeur. 
NBUF (Cfr III.3.3 Les tampons pour supports de type bloc). 
C'est le nombre maximum de tampons disponibles 
pour des supports orientés bloc (ils peuvent servir à d'au-
tres usages). Une demande supplémentaire provoque cette at-
tente. 
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Si dans une session d'expérience, une commande du 
courant de test ne s'exécute pas parce qu'elle tente de 
forcer la valeur de certains paramètres (NPROC, NOFILE, ... ) 
le temps de réponse collecté est nul, la série qui la contient 
risque de ne plus se poursuivre, les autres -exécutions de 
cette série peuvent être faussées et finalement le temps mis 
par le courant est biaisé par rapport aux temps des expérien-
ces exécutées parfaitement. 
Ces paramètres ne sont intéressants que pour con-
naître la limite inférieure au-delà de laquelle sont rejetés 
régulièrement des processus. Une telle recherche est secon-
daire dans nos mesures et nous n'avons pu la faire par manque 
de temps. 
D e p 1 u s , q u a n d ·. c e s p a r am è t r e s o n t u n e va 1 e u r s u f -
fisante pour qu'il n•y · ait pas de rejet, rien ne sert de les 
augmenter puisque l.a borne qu'il détermine n'est jamais 
franchie. Et ce n'est pas pour quelques unités au-dessus de 
leur limite inférieure, qui coûte en ressource au système. 
Elles font juste occuper quelques centaines de Bytes à des 
zones inutilisées de la mémoire principale. 
C'est pourquoi sont éliminés les paramètres 
NPROC, NFILE, NOFILE, NTEXT, NINODE, . NMOUNT. 
Quant à faire varier CMAPSIZ ou SMAPSIZ, ce n'est 
guère intéressant car quel directeur de centre leur donnerait 
une valeur tel q~'ils ne pourraient représenter tous les 
trous mémoires? Et pourquoi les augmenter si on est sûr que 
chaque trou sera pris en compte? Ce qui est l e cas quand 
SMAPSIZ, CMAPSIZ~.2-xNPROC (l'explication est fastidieuse elle 
ne peut être développée ici). 
Il reste donc SSIZE, SINCR, NBUF et NEXEC. Nous 
avons décidé de fusionner les deux premiers en un seul 
(SSIZE=SINCR) appelé incrément de pile pour pouvoir tenir 
compte des quatre, car le temps nous a forcé à ne considérer 
que trois paramètres. 
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Les autres paramètres sont laissés aux valeurs de 
la version standard de UNIX. On peut ainsi supposer que la 
place inutile qu'ils font occuper est assez minime par rapport 
à l'ensemble de la mémoire physique. 
II.4.2 Plan d'expériences. 
Les valeurs standards de ces paramètres sont don-
nées au tableau VI.1 
Paramètres Valeur 
NBUF 15 
NEX EC 3 
SSIZE/SINCR 20 
Tableau VI.1 Valeursstandardsdes paramètres. 
D'après le principe de la variation unitaire, 
nous avons déterminé pour chacun des paramètres trois niveaux. 
Une série d'expériences préalables portant uni~ 
quement sur le paramètre NBUF, nous a .. conduits à ne retenir 
pour celui-ci que les valeurs supérieures à 15. 
Le plan d'expériences se construit donc à l'aide 
du tableau VI.2 
Facteur Niveaux 
0 1 2 
NBUF 20 25 30 
NEX EC 2 3 4 
STACK 10 15 20 
Tableau VI.2 Niveaux des paramètres. 
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La planification est donc constituée par un croi-
sement de ces niveaux. 
Il convient d'attacher une importance particu-
lière au choix du nombre de répétitions. Dans notre cas, 
nous avons limité le plan à une seule répétition. Nous 
avons vu (II.4.3) que ceci revient à négliger d'office les 
interactions d'ordre le plus élevé (ici, les interactions 
d'ordre 3). 
Avec la charge telle que nous l'avons construite, 
une session de mesure avec préparation du nouveau système, 
c'est-à-dire une boucle complète, s'exécute en 75 à 90 minu-
tes. Etant donné une possibilité d'occupation de la macnine 
limitée, nous avons été contraints de réduire ainsi à priori 
le nombre d'expériences. 
L'extrait de protocole de la figure VI.3 montre 
l'exécution du programme 11 mkbench.c 11 déterminant ce plan 
d'expériences. 
t mkbench 
CROSSE!) DATA DESIGN: 
How much factors '? 3 
Factor' B • Name • NBUF • • 
How much levels ,~ 3 
Lev~?l 0 • Value • 
Lev<0l 1 • Value • 
Level 2 • Value • 
Factor C • Name • NEXEC • • 
How much levels ? 3 
Lev<-?l 0 • Value • 
Level 1 • Value • 
Level 2 • Value • 
Factor D • Name • STACK • • 
Hciw much levels ? 3 
Lev<-?l 0 Value 
Level 1 • Value • 
Level 2 • Val•Je • 
How much rePlications in this design ? 1 
27 exPeriences are necessar~ for this design 
mkbench done 
t 
? 20 
'? 25 
'? 30 
? 2 
? 3 
? 4 
? 10 
'? 15 
? 20 
Fig. VI.3 Exécution du programme 11 mkbench.c 11 
de définition du plan d ' expériences 
13 5 
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Le tableau VI.3 donne le contenu du fichier 11 va-
lues11, reflétant le plan d'expériences. 
NBUf NEXEC STACK 
20 2 10 
20 2 15 
20 2 20 
20 3 10 
20 3 15 
20 3 20 
20 4 10 
20 4 15 \. 
20 4 20 
25 2 10 
25 2 15 
25 2 20 
25 3 10 
25 3 15 
25 3 20 
25 4 10 
25 4 15 
25 4 20 
30 2 10 
30 2 15 
30 2 20 
30 3 10 
30 3 15 
30 3 20 
30 4 10 
30 4 15 
30 4 20 
Tableau VI.3 Plan complet. 
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VI.4.3 Résultats des mesures. 
Le tableau VI.4 donne une représentation des résul-
tats des mesures. 
numéro de valeur des paramètres temps total temps moyen 
l ' .expérience NBUF I NEXEC STACK ( en sec.) (en sec.) 
1 
1 1 1 
1 20 1 2 1 10 2925.00 24.788 1 1 
2 20 1 2 1 15 2987.00 25.314 1 1 
1 1 3 20 2 20 3086 . 00 3 6. 153 
4 20 3 10 28-7 5. 00 24.361 
5 20 3 15 2960.00 2 5. 08 5 
6 20 3 20 2904.00 24.610 
7 20 4 10 2969.00 25.161 
8 20 4 15 3141.00 26.619 
9 20 4 20 3132.00 26.542 
10 25 2 10 2587.00 21.924 
11 25 2 15 2729.00 23. 127 
12 25 1 2 20 2703.00 22.907 
13 25 . 3 10 2578.00 21.847 
14 25 3 15 2581.00 21.873 
15 25 3 20 2655.00 22.500 
16 25 4 10 2615.00 22.161 
17 25 4 15 2661.00 22.551 
18 25 4 20 2602.00 22.051 
19 30 2 10 2414.00 20.458 
20 30 2 15 2482.00 21.034 
21 30 2 1 20 2438.00 20.661 
22 30 3 10 2435.00 20. 63 6 
23 30 3 15 2433.00 20.619 
24 30 3 20 2490.00 21.102 
25 30 1 4 10 2428.00 20.576 1 
26 30 ' 4 15 2452.00 20.780 
' 
' 27 30 1 4 20 2470.00 20.932 
' 1 1 
Tableau VI.4 Résultats des mesures. 
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VI.4.4 Interprétation. 
Une représentation graphique des résultats est 
donnée par les figures VI.4 à VI.9. 
Légende des figures VI.4 à VI.9 
Le temps en ordonnée des figures VI. 4, VI. 6, V I.8 représen-
te 1 e temps global d 1 une session (en minutes) 
Le temps en ordonnée des figures VI . 5, VI. 7, VI. 9 représen-
te 1 e temps moyen d'une commande (en secondes) 
- Entre parenthèses sont indiqués les paramètres pris comme 
constante 
- En abscisse sont représentées les valeurs du paramètre en 
fonction desquelles sont portés les temps sur le graphique 
Fig. ·vr.4 
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Fig. VI.6 Temps global en fonction de NBUF 
(SSIZE=SINCR, NEXEC) 
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(10,4) 
(10,3) 
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La figure VI.11 -donne l'extrait du protocole de 
l'exécution du programme d'analyse de variance. 
=I: anova 
How manw factors? 3 
Anal~sis of a 3-waw crossed desisn: 
How much rePlications? 
Factor B: Name: 
How much levels'r 
Factor c: Name: 
How much 1 <·?Ve 1 s? 
Factor D: Name: 
How much 1 <-?Ve 1 s? 
1 
NBUF 
3 
NEXEC 
3 
STACI'\ 
3 
Tin which file are the datas? •• / •• /means1 
all values read in. startins comPutins 
ComPutins done. 
On which file do wou want output? out.an 
anova done. 
Fig. VI.11 Exécution de "anova.c" 
VI.4.4.1 Analyse de variance. 
Rappelons l'expression formelle du modèle 
utilisé 
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Facteurs B , C' D 
Indices 1 ~ m 4' M pour les niveaux de B 
1 <- l ~ L pour les niveaux de C 
1 
" 
k ~ K pour les niveaux de D 
1 ~ n <- N pour les répétitions 
Modèle X 
-m, 1 , k, n = A + Bm + c, + Dk 
+ BC m, 1 + BD m,k + CD 1 'k 
+ BCDm:l,k 
+ e: 
~, k ,n 
Avec 1 es contraintes 
LM B = 0 LL C = · 0 LK Dk = 0 m 1 = 1 l k=l m=l 
LM BC n , 1 = O,\l 1 
LL BC m, 1 = O,Vm 
m=l l=l 
L . 
~\l k K o,v 1 L CD 1 k = L CD l k = m=l ' k=l ' 
LM BD m,k = O,\l k L K BD · = O,Vm 
m=l k=l m,k 
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Rappelons également la définition des sommes de 
carrées calculées par 11 anova.c 11 (tableau VI.5). 
( 
Effet Somme de carrés Degrés de liberté 
LM LL LK LN 2 KxlxMxN Total X 
m=l l=l k=l n=l - m,l,k,n 
B 1 LM x2 M KxlxN m=l -m ,Jf ,.;.: ,~ 
C 1 LL x2 L MxkxN l = 1 -*,L,~,K 
D 1 LK x2 K MxLxN k=l - ;(,X,k,llC 
BC 1 LM LL 2 Mxl 
"Rxlî X 
m=l l = 1 - m, l ,K.)lc 
BD 1 LM LK 2 MxK IxN X m=l k=l-m,)l(,k,• 
CD 1 }:L LK x2 LxK MxN l=l k=l-,'llli, l ,k ,* 
BCD 1 LM LL LK 2 MxlxK N X m=l l = 1 k=l-m,l ,k,llC 
Cellules 1 2 1 Mx Lx Kx N X - w,1'(,1f'11f 
Tableau VI.5 Table d'analyse de variance modèle à 
3 facteurs. 
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Pour notre exemple, 
M=L=K=3 
Nous avons signalé que N = 1. Il est facile de 
voir que la S.C. Totale et la S.C. par cellules sont iden-
tiques. Nous définissons donc en outre la S.C. pour le 
modèle additif qui ne tient pas compte de 1 'interaction 
d'ordre 3 {Tableau VI.6). 
Effet Degrés de liberté 
Additif 1 LL LL x2 Mxl l<xN m=l 1=1-m,l ,~,* 
1 LM LK 2 + MxK + LxN X m=l k=l - m,JtE,k,* 
1 L K 2 
+ LxK + HxN L --- L X 1 = 1 k = 1-~, 1 , k ,JE 
1 EM x2 
- M - kxLxN 
- m=l-m ,lll:,>tE ,* 
1 ~ ~ x2 L - -MxKxN l=l - it<,l,*,* 
1 LK x2 K - MxLxN -k=l - 11(,*,k,'ll( 
+ 
1 x2 + 1 fvlxLx Rx N -lie , "",~, ~ 
Tableau VI.6 S.C. pour le modèle additif sans les inter-
actions d'ordre 3. 
149 
Le tableau VI.7 donne les résultats des calculs 
des S.C. ainsi définies : 
Effet Somme des carrés Degrés de liberté S. C. des erreurs 
Total 14179.339 27 0.000 
AOD 14178.025 19 1.314 
CELL 14070.947 1 108.392 
B 1417i.597 3 7.742 
C 14072.330 3 107.009 
BC 14175.160 9 4. 17 9 
D 14073.049 3 106.290 
BD 14174 . 152 9 5.187 
CD 14074.742 9 104.597 
BCD 14179.339 27 0.000 
Tableau VI.7 Table d'analyse de variance. 
Dans notre cas, les épreuves d'hypothèse se 
feront par rapport au modèle additif. 
Ainsi, si on veut éprouver l 1effet B, c'est-à-
dire le paramètre NBUF, on calculera 
_ ( 1 4 1 7 8-.-0 2 5- - · -l-4 1 7-1 • 5 9 7 ) / (1 9 - 3 ) !. - 1.314/8 - = 2 · 446 
Ce quotient est une variable aléatoire de dis-
tribution F .à 16 et 8 degrés de liberté. Les tables de cette 
distribution fournissent le quantile 
comme 
QF (0.99 ; 16,8) = 5.48 
f_ < QF (0.99 ; 16,8) 
on ne peut pas rejeter l'hypothèse sans épreuve et l'effet 
principal B doit être considéré comme significatif. 
150 
trouve 
On peut calculer les différents quotients et on 
Effets significatifs : B, BC, BD, 
les autres effets n'étant pas significatifs. 
On voit donc que le paramètre NBUF joue un rôle 
très important dans la variation du temps de réponse. Il en 
est de même pour les interactions d'ordre 2 de NBUF avec 
NEXEC et STACK. 
A ce niveau, on peut conclure en considérant 
NBUF comme responsable del 'amélioration des performances, 
puisque l'effet qu'il induit est significatif même s'il est 
combiné avec un des deux autres facteurs. 
Il reste à donner à cette conclusion une expli-
cation en considérant les mécanismes où ces facteurs inter-
viennent. 
VI.4.4.2 Conclusions des mesures. 
Lorsque des mesures de performance sont faites 
sur la base de variations de paramètres-systèmes, il faut, 
pour interpréter parfaitement les résultats, une connais-
sance remarquable de la signification de ces paramètres. 
L'acquérir c'est en général maîtriser toutes les notions, 
même les plus infimes, du système. 
Bien qu'ayant étudié UNIX, nous ne pouvons pré-
tendre en connaître tous les mécanismes. Aussi il se peut 
que nous omettions certains détails dans l'interprétation 
des résultats que nous présentons. 
D'abord nous montrons les relations entre des 
performances enregistrées 
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a. NBUF (Fig. VI.6, VI.7). 
Les tampons pour blocs, de par leur définition, 
occupent une place mémoire assez importance car leur fonc-
tion principale est d'assurer le transit des informations 
entre la mémoire principale et le disque (et vice-versa), en 
particulier lors du chargement ou du déchargement de program-
mes en mémoire. 
Leur nombre règle donc le débit des transferts 
d'informations entre ces deux ressources. L'augmenter revient 
à assurer un meilleur écoulement. 
Cependant ils ocèupent une place en mémoire prin-
cipale. Plus ils sont nombreux, moins ils y laissent de 
1 'espace pour d'autres usages. 
La nette amélioration constatée lorsqu'ils aug-
mentent, montre 1 'importance du débit entre le disque et la 
mémoire principale. Plus il est facilité, mieux c'est ! 
Cependant, les résultats s'améliorent plus lors-
qu'on passe de 20 à 25 tampons que lorsqu'on passe de 25 à 30. 
Il est pratiquement certain que si on continue à accroître 
leur nombre, la différence de performances deviendrait de 
plus en plus faible et finirait par montrer une dégradation 
de celles-ci. En effet de cette manière, la zone des tampons 
laisserait de moins en moins de place en mémoire centrale 
pour les autres usages, notamment pour l'exécution des 
processus. 
Cependant il est bon de noter que les tampons 
occupent une place dans le code UNIX et que ce code ne peut 
s'étaler sur plus de 48 KBytes en mémoire. 
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b) SS I ZE=SINCR (Fig. VI.8, VI.9). 
Dans la version standard de UNIX, l'unité de pile 
utilisateur est de 20 (x64 Bytes). Tout nouveau processus 
reçoit une zone de pile de 1 unité. Si cette place n'est 
utilisée au maximum qu'à 50%, il y a 640 Bytes de mémoire 
tantôt principale, tantôt auxiliaire (sur le disque), qui ·ne 
sont pas utilisés, et ce, pendant toute l'existence de ce 
processus. Par contre, si celui-ci a besoin à un certain 
moment de plus d'espace pour cette zone, il lui est accordé 
1 unité supplémentaire de pile. Le processus la conserve aussi 
jusqu ' à la fin de sa vie. La zone de pile peut augmenter mais 
ne diminue jamais. 
En calculant au plus juste la zone de pile, c'est-
à - d i r e e n am e n a n t l I u n i té .1 e p l u s p r è s p o s s i b l e d e l I e s p a c e 
occupé par la pile, on économise sûrement de la mémoire. 
Ce gain, pris pour tous les processus, peut con-
duire à stocker plus de segments de texte et de donnée en 
mémoire principale et à diminuer ainsi le nombre de trans-
ferts de la mémoire principale vers la mémoire auxiliaire (et 
vice versa). De plus, le temps même de transfert diminue 
puisqu'il n'y a presque plus de place inutile. 
D'un autre côté, une petite unité risque d'amener 
un nombre plus élevé de demandes d'accroissement de la zone 
de pi l e, c'est-à-dire, un travail supplémentaire et donc 
une perte de temps. 
Lorsque l'unité passe de 20 à 15, le résultat est 
mitigé. Parfois les temps de réponse diminuent, parfois ils 
augmentent. L'économie mémoire n'est sans doute pas suffisan-
te pour vraiment, en tout cas, surpasser ni même compenser le 
travail des demandes supplémentaires d'accroissement de pile. 
Mais lorsqu'elle passe de 20 à 10, l'indication 
est c l aire les performances en temps sont meilleures. Le 
gain mémoire est plu_s for.t que, le tra_vail supplémentaire. 
Ces explications conduisent à conclure que le tra-
vail d'un transfert est plus important que celui d'un 
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accroissement de pile. On arrive à la même conséquence par 
une étude du code de UNIX. 
Il est presque sûr qu'une unité supérieure à 20 
dégrade les performances. Mais il n'est pas évident qu'une 
unité inférieure à 10 les améliore car il n'y a peut-être 
plus de gain mêmoire à obtenir. 
c. NEXEC (Fig. VI.4, VI.5). 
Ce paramètre détermine le nombre maximum d'exé-
cutions simultanées de la primitive 11 exec 11 • Presque toutes 
les commandes y font appel. 
Il n'est guère aisé d'expliquer 11 exec 11 sans 
tomber dans une multitude de détails et de notions de UNIX. 
En bref, quand 11 exec 11 est -appelé, il sauve dans 
un tampon toute l'information nécessaire pour reconstruire 
le processus transformé {cfr III.2.1 Les primitives). 
Il libère la place mémoire occupée par le _segment de texte 
et les zones utilisateur de donnée et de pile du processus. 
Ensuite avec notamment le contenu du tampon, il recons-
truit les zones utilisateur de donnée et de pile pour le 
nouveau processus et il le lie à un nouveau segment de 
texte. Cependant lors de la reconstruction, s'il n'y a plus 
de mémoire principale en suffisance, le vieux processus est 
déchargé vers la mémoire auxiliaire en attendant la place 
nécessaire pour se reconstruire en le nouveau processus. 
Si on augmente NEXEC, plus de processus peuvent 
être traités simultanément et le temps d'attente pour un 
de ceux-ci ne peut que diminuer. Mais ainsi il y a plus de 
demandes de réservations de place en mémoire principale et 
le nombre de transfert, ainsi que le temps d'attente, en 
mémoire auxiliaire, est enclin à augmenter. 
La tendance générale des résultats montre qu'un 
accroissem~nt _de NEXEC de 3 à 4, fournit apparemment de moins 
bonnes performances,surtout avec NBUF=20. S~il y a plus de 
processus servis, ils mettent plus de temps à être traités 
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(il y a plus de transferts notamment). 
Diminuer NEXEC, c'est servir moins de processus 
mais aussi soulager la gestion de la mémoire. 
Le passage de 3 à 2 ne donne aucune indication 
générale. 
Les résultats semblent dépendre fortement des 
valeurs des autres paramètres. 
d. Intererétation_globale. 
On s'aperçoit que le facteur essentiel dans ces 
mesures est la mémoire. 
Plus elle est occupée, plus les transferts de la 
mémoire principale à la mémoire auxiliaire (et vice versa) 
sont importants. 
Lorsque ces transferts s'exécutent rapidement, 
l'encombrement de la mémoire principale n'est plus si impor-
tant. En effet, on peut la décharger puis la recharger sans 
perdre énormément de temps. 
Mais si le débit permis est faible, la gestion 
de la mémoire principale prend une certaine valeur qu'il ne 
faut pas négliger. 
La vitesse de transfert dépend de NBUF. L'allo-
cation de la mémoire par processus dépend de SSIZE=SINCE et 
de NEXEC. Cependant NEXEC intervient à d'autres endroits du 
système (modification du descripteur d'un processus, appel 
à des tampons, ... ). 
1 
Si on donne une valeur suffisante (30) à NBUF, 
les valeurs des autres paramètres importent peu (dans nos 
mesures). Par contre, si elle n'est pas assez grande, les 
autres paramètres jouent un certain rôle (principalement 
SSIZE=SINCE). 
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e. Conclusion. 
Nos mesures ont essentiellement porté sur lamé-
moire et tendent à montrer la haute valeur de la mémoire 
principale en tant que ressource. 
Si elle était plus importante ou si une meilleure gestion 
pouvait être trouvée, nous sommes convaincus que même le rôle 
de NBUF risque de diminuer dans nos mesures. 
CONCLUSION 
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Nous avons mis au point un procédé de mesure de 
performance pour le système d'exploitation UNIX. 
Par un exemple, nous avons montré que son utili-
sation est acceptable. 
Pour mener à bien ce travail, nous avons dO 
imposer certaines restrictions qui pourraient faire 1 'objet 
d'extensions futures. 
Tout d'abord, une étude fondamentale plus poussée 
pourrait amener un expérimentateur à définir d'autres algo-
rithmes que ceux utilisés dans · la version originale de UNIX. 
On pourrait dès lors envisager de quantifier 
des choix d'algorithmes et me~urer leur ~ mportance re~a+ ive. 
D'autre part, 1 •utilisation de plans d'expérien-
ces complets conduit, nous 1 'avons vu, à un nombre élevé 
de mesures. 
Il serait souhaita_ble d'étendre la procédure a 
des plans incomplets. Ceux-ci, bien que réduisant les conclu-
sions pos.sibles, peuvent, s'ils sont judicieusement utilisés, 
faire épargner beaucoup de temps. 
Les mesures que nous avons exécutées ont porté 
sur un modèle général de la future charge de S3. Elle serait 
éventuellement a revoir ou a détailler lorsque S3 sera 
installé et sa charge connue avec précision. 
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A N N E X E S 
Annexe A.l 
Définition des sommes de carrés relatives 
à des plans croisés complets 
de 1 à 5 facteurs 
Re 
l e 
ti 
A. 
Fa 
Mo 
Co 
Ta 
Ce 
-
. 
margue . Nous 
squels toutes 
ons, soit N. 
1.1 Plan à 1 
cteur B 
1 ~ 
dèle X 
-m,n 
ntrainte LM 
m=l 
ble d'analtse 
Effet 
Total 
B 
llules 
Al.1 
ne considérons i Ci que les modèles pour 
les cellules ont l e même nombre d'observa-
facteur 
m ~ M ; 1 ~ n ~ N 
= A + Bm + e: 
-m,n 
Bm = 0 
de variance 
Somme de carrés Degrés de liberté 
LM LN 2 MN X 
m=l n=l - m,n 
.!_ LM x 2 M N 1-m,ill m= 
1 2 1 MN ~*,* 
A.1.2 Plan à 2 facteurs 
Facteurs B,C 
1 < m < M 
Modèle X 
-m,l,n =A+ Bm + c1 + BCm,l 
Contraintes LM B 
m=l m 
= 0 
Al. 2 
+ E: 
-m, l , n 
L~ BC = 0 V l 
n=l m,l 
LL BC = 0 Vm 
, l=l m,l 
Table d'analyse de variance 
Effet Somme de carrés Degrés de liberté 
Total LM L N x2 MLN L L 
m=l l=l n=l -m, l , n 
B 1 M x2 M TI L 
n=l - m,-1<,~ 
C 1 L x2 L MN L *, l , ,1( l = 1 -
BC 1 M 2 ML N L X m=l l=l -m,l,i1 
Cellules 1 x2 1 ITT"N - 11',ik,.il< 
Additif SC.B + sc .c - SC.Cellules M+L+l 
A.1.3 Plan à 3 facteurs 
Facteurs 
Modèle 
Contraintes 
B,C,D 
1 ~ m ~ M 
X 
-m, l , k , n = 1 + Bm + Cl + D k 
+ BCm,l + BDm,k + CDl,k · 
+ BCD l k 
m' ' 
+ E: 
-m, l , k, n 
LM B = LL c, = E K D = 0 . m k= 1 k 
, 
m=l l = 1 
LM BC 
m, l = 0 \tl ; 
EL BC m, l = 0 
m=l l = 1 
LL BD k = 0 \t k . EK BD = 0 m, , m,k 
m=l k=l 
EL CD l , k = 0 \t k EK C D1 , k = 0 l = 1 k=l 
Al. 3 
Vm 
Vm 
V l . 
Al. 4 
Table d'analyse de variance 
Effet Somme de carrés Degrés de liberté 
Total M L K N x2 ML KN 
m=l 1 = 1 k=l n=l -m,l,k,n 
B 1 M x2 M [KN 
m=l - m,.11 , *," 
C 1 L x2 L 
"M"l<N 1 = 1 - w.,l ,Jf,* 
D 1 K 2 K M[N X k=l - -',llE,k,.lk 
BC 1 M L 2 ML KN X m=l 1 = 1 -m,1,.-,~ 
BD 1 M K 2 MK LN X m=l k=l - m,~,k,-"' 
CD 1 L K 2 LK MN X 1 = 1 k=l - ~,l ,k,31' 
' 
BCD 1 M L K x2 MLK N 
m=l 1 = 1 k=l - m,l ,k,'6 
Cellules 1 2 1 MLKN X 
- "",*,"',* 
•. 
Additif se.Be + SS.BD + SS.CD ML + MK + 
- SS.B - ss.c - SS.D - M - L 
+ SS.Cellules + 1 
A.1.4. ; plan à 4 facteurs 
Facteurs 
Mod èle 
Contraint e s 
LM Bm = LL 
n=l l=l 
B,C,D,E 
1 , m ~ M ; 1 ~ l ~ L 
1 ~ n ~ N 
x l k . = A + Bm + Cl + D k + EJ. 
-m,, ,J , n 
+ BC l + BD k + BE . + CD 1 k + CE 1 . m, m, m,J , ,J 
+ DEk . + BCD l k + BCE l . + BOE k . 
,J n, , m, ,J m, ,J 
+ CDE 1 k . + BCDE n,l,k,j + ~,l ,k,j,n 
' 'J 
c, = LK Dk = LJ E . = 0 k=l j=l J 
LM BC 
m, l = 0 lJ l ; LL BC m, l = 0 lJ m m=l l=l 
LM BD 
m,k = 0 V k 
LK BDm,k = 0 \Jm 
m=l k=l 
LM BE m,j = 0 lJ j . , LJ BE . = 0 \Jm 
m=l j=l m,J 
LL CD l , k = 0 V k . LK CD l , k = 0 V l , l=l k=l 
-
Al. 5 
LK 
K 
Al. 6 
EL CE l . = 0 \lj EJ C E1 . = 0 Vl l=l ,J j=l ,J 
EK DEk . = \lj EJ DE k . = 0 \lk 
k=l ,J j=l ' 'J 
EM BCD l k = 0 V l , k EM BOE 
m, k , j = 0 Vk,j ; n=l m' ' m=l 
EL BCO l k = 0 Vm,k ; EK BOE 
m,k,j = 0 \lm,J l=l m, , k=l 
EK BCD 
m, l , k = 0 Vm, l ; EJ B DE k . = 0 \lm , k k=l j=l m, , J 
EM BC E 
m, l , j = 0 V l , j EL CDE 1 k . = 0 Vk,j m=l l = 1 ' 'J 
EL BC E l . = 0 Vm,j EK CDE 1 k . = 0 V l , j l = 1 m' 'J k=l ' 'J 
EJ BC E l . = 0 Vm, l EJ COE 1 k . = 0 \11 , k . j=l m' 'J j=l ' 'J 
Al. 7 
Table d'analyse de variance 
Effet Somme de carrés Degrés de liberté 
Total M L . K J N 2 MLKJN X 
m=l l=l k=l j=l m=l -m,l,k,n 
B 1 M 2 M 
7<JN ·m=l X - m,~,;,r.,ll,JII 
C · l L: 2 L 
'fifKJ"N . X i=l ·- *,l ,~,Jl',* 
. 1 
D 
1 . K x2 K NITN k=l - ~,-iE,k,*,* 
E 1 J 2 J ITTKN X . j=l - ,r,it,lll,J ,* 
BC 1 M L x2 ML 
"RJN 
m=l l=l- m,l ,~,*,* 
BD 1 M K x 2 MK TTN m=l k=l- m,:.,k,*,>k' 
BE 1 M J 2 .MJ L KN X • 
m=l . 1- m,)l,lll,J,-lk J= 
CD 1 L K x2 LK H"JN l=l k=l- >l,l ,k,lk,>( 
CE 1 L L 2 LJ lvfR"N X l . l=l . 1- -K, ,>k ,J ,>' J= 
DE 1 K J 2 KJ MDr X *,*,k,j,>tt k=l j=l-
BCD 1 M L K X 2 MLK JN 
m=l l = 1 k=l- m,l,k,*,~ 
Al. 8 
BC E 1 M L J 2 MLJ KN X l . m=l l = 1 j=l - m, ,'>f,J,~ 
BOE 1 M K J x2 MKJ IN m=l k=l j=l - m ,.~ , k , J , ~ 
CDE 1 L K J x2 . L KJ MN l = 1 k=l j=l ·- >l',l ,k,J ,"' 
BCDE 1 M L K J 2 ML KJ N j=l~ m,l,k,j,>f m=l l=l k=l 
Cellule~ 1 2 1 M[ K:J~ X - ~,,..-,lf,t,* 
Additif SC.BCD + SS.BCE + SS.BOE MLK + MLJ + MKJ 
+ SS.CDE - SS.BC - SS.BD + L KJ - ML - Mk 
- SS.BE - SS.CD - SS.CE - MJ - LK - LJ 
- SS.DE + SS.B + ss.c - KJ + M + L 
+ SS.D + SS.E - SS.Cellules + K + J - 1 
Al. 9 
A.1.5 Plan à 5 facteurs 
Facteurs 
Modèle 
B,C,D,E,F 
1~1,L; 1~ k~K; l~j.;;J; 
1 , n ~ N. 
x l k . . = A + Bm + Cl + D k + EJ. + F 1. -rn,, ,J,1,n 
+ BC l + BD k + BE . + BF . m, m, m,J m,1 
+ co 1 ,k + CE 1 ,j + CF 1 ,i + DEk,j 
+ DFk . + EF .. 
, 1 J , 1 
+ BCD l k' + BCE l . + BCF l . m, , m, ,J m, ,, 
+ BOE k . + BOF k . + BEF .. m, ,J 111, ,, m,J ,, 
+ CDE 1 k . + CDF 1 k . + CEF 1 .. ' ,J ' ,, ,J,1 
+ DEFk •. 
'J ', 
+ BCDE l k . + BCDF l k . + BCEF l .. m, , ,J m, , ,, m, ,J ,, 
+ BDEF k .. + CDEF 1 k .. m, ,J,l , ,J,l 
+ BCDEF l k .. m, , ,J,l 
+ e: l k . . 
-m, , , J , , , n 
Contraintes 
= LL C 1 = 
l=l 
BC = 0 V 1 
m, 1 
LM BD k = 0 V k 
m=l m' 
BE . 
m, J 
= 0 Vj 
BF . = 0 Vi m,, 
l co,,k=OVk 
l=l 
l CE, . = 0 Vj 
1 = 1 'J 
LL CF l . = 0 V i 
1 = 1 ' 1 
LK DEk . = 0 Vj 
k= 1 'J 
LK DFk . = 0 \li 
k= 1 ' 1 
EF .. = 0 \li J , , 
E. = LI 
J i=l 
l BC = 0 Vm 
1=1 m,1 
LK BD = 0 Vm 
k=l m,k 
; LJ BE . = 0 Vm 
j=l m,J 
LI BF . = 0 Vm 
i=l m,, 
K 
; L co 1 k = 0 Vl ; k=l ' 
J ; L CE 1 . = 0 Vl j = 1 , J 
I ; L CF 1 . = 0 Vl i = 1 , , 
J L DEk . = 0 Vk ; j = 1 , J 
I L DFk . = 0 Vk ; 
. , , 
1=0 
; LI EF .. =0\lj 
i=O J,l 
F. = 0 ; , 
LM BCD l k 
n=l m, ' 
= 0 Vl ,k ; LL BCD l k = 0 Vm,k 
1=1 m, ' 
LK BCD l k = 0 Vm,1 
k= 1 m' ' 
LM BCE . = 0 Vl ,j ; 
m=l m,l ,J 
Al.10 
Al . 11 
EL BC E 
m, l , j = 0 \lm,j rJ BC E l . = 0 \lm , l l=l j=l m' 'J 
·M 
BCF l i 0 \l l , i EL BCF l . 0 \lm , i r = = m=l m' ' l = 1 m , , l 
rI BOF 
m, 1 , i = 0 \lm , l ; rM BOE m,k,j = 0 \l k 'j i=l m=l 
rK BOE 
m,k,j = 0 \lm' j rJ BOE m, k, j = 0 \lm, k k=l j=l 
rM BOF 
m, k, i = 0 V k , i rK BOF k . = 0 \lm , i ; m=l k=l m, , l 
I 
BOF k . 0 \lm, k rM BEF .. 0 \l j 'i r = = ; i=l m , , l m=l m, J , l 
r J BEF 
m, j , i = 0 \lm , i r I BEF m, j , i = 0 \lm' j ; j=l i=l 
l COE 1 k . = 0 \l k 'j rK COE 1 k . = 0 \l l 'j l=l ' 'J k=l ' 'J 
rJ CDE 1 k . = 0 \l l , k ; EL CDF 1 k . = 0 \l k , i j=l ' 'J l = 1 - ' ' l 
l C EF l . . = 0 \l j ' i rJ C EF l . . = 0 V l , i l = 1 'J 'l j = 1 'J 'l 
EI C EF l . . = 0 \l l 'j ; r K OEF k . . = 0 \l j 'i i=l 'J 'l k=l 'J 'l 
i OEF k . . = 0 V k , i . r I OEF k . . = 0 Vk, j 
'J 'l ' 
'J 'l j=l i = 1 
rM BCD E 
m,l,k,j = 0 \ll , k , j ; EL BCDE . = 0 \lm,k,j 
m=l l=l . ITJ,l,k,J 
l BCOE = 0 Vm,l,j ; EL BCOE . l k .· = 0 Vm,1,k k=l m,l,k,j l=l m' ' 'J 
Al.12 
LM BCDF 
m,l,k,i = 0 \Il ,k,i 
LL BCDF l k . = 0 Vm,k,i ; 
m=l 1 = 1 m , , , l 
LK BCDF 
m,1,k,i = 0 Vm,1,i 
LI BCDF 
m,1 ,k,i = 0 \lm,1,k ; k=l i=l 
LM BDEF 
m,k,j,i = 0 \lk,j,i LK BDEF m,k,j,i = 0 \lm,j,i M=l k=l 
LJ BD EF k . . = 0 \lm,k,i L I BDEF m,k,j ,i = 0 \lm,k,j j=l m, ,J,l i = 1 
LL CDEF 1 k .. = 0 \lk,j,i LK CDEF 1 k- .. = 0 \ll,j,i 1 = 1 ' , J , l k=l ' 'J 'l 
LJ CD EF l k . . = 0 Vl,k,i LI CDEF 1 k .. = 0 \ll,k,j . , j=l ' , J , l i=l , 'J 'l 
Al.13 
Table d'analyse de variance 
Effet Somme de carrés Degrés de liberté 
Total I M I L I K IJ I I IN 2 ML KJ IN X m,l,k,j,n 
n=l l = 1 k=l j=l i = 1 n=l -
B 1 IM 2 M L kJ IN X m-=l - m ,* ,,. ,lt ,* ,>t' 
C 1 IL 2 L M kJ 1 N X 1=1 - "', , ,*,",*,* 
D 1 IK 2 K MLJIN X k=l - *,*,k,3f,*,* 
E 1 IJ 2 J MLKIN X . j=l - >l','ll-,>t,J,•,* 
1 
F 1 I I 2 I MLKJN X . i=l - *,~,-,.,, ,.lK 
-
BC 1 IM IL 2 ML HJTN X m=l 1=1 - m,l ,*,*,i,.,,. 
BD 1 IM I K x2 MK LJTN m=l k=l - m,•,k,~,ll:,* 
BE 1 IM IJ 2 MJ [TIN X . 
m=l j=l - m,•,"',J,*,~ 
BF 1 IM I I x2 . MI I7<JN m=l i=l - m,>t,lk,Jl',l ,Il' 
CD 1 IL IK x2 LK HJTN - •,l ,k,*,*,~ l=l k=l 
Al.14 
CE 1 LL LJ 2 LJ MiITN X 1 . 1=1 j=l - ... , ,111,J,.t1,• 
CF 1 LL LI 2 LI m:m X 1 . 1=1 i=l - -., ,ill,Jtt,l ,* 
DE 1 LK LJ 2 KJ MITN X k=l j=l - Il ,Xr 'k , ~, lt 
OF 1 LK LI 2 KI NITN X k . k=l i = 1 - "',*, , .. ,, ,JI' 
EF 1 LJ LI 2 JI ML KN X •• j=l i=l - Ji: ,lt: ,>r-,J,, ,~ 
BCD 1 LM LL L K X 2 MLK JTir 
m=l 1=1 k=l- m,l ,k,*,*,* 
BCE 1 LM LL J 2 MLJ NIN L X l . 
m=l l = 1 j=l- m, ,Jt,J,*,* 
BCF 1 LM LL LI X 2 MLI l<JN 
m=l l = 1 i=l- m,l ,*,~,; ,-k' 
BOE 1 LM LK LJ X 
2 
. M KJ 
ITN m=l k=l j=l- m,it,k,J,)l!,:t 
BOF 1 LM LK LI X 2 . M KI I"JN 
m=l k=l i=l- m,*,k,iir,1 ,if 
BEF 1 LM LJ I 2 MJI TIN L X •• 
m=l j =l i=l- m,*,N,J ' 1 ,• 
CDE 1 LL LK LJ x 2 . L KJ MIN l = 1 k=l j=l- ~,l,k,J,'lf,* 
CDF 1 LL LK I 2 L KI fvfJ"N L x l k . l = 1 k=l i=l- 'Il', , ,*,l ,)t 
CEF 1 LL LJ LI X 2 . . LJI f;fjŒ l = 1 j =1 i=l- l<,l,~,J,1,* 
DEF 
BCDE 
BCDF 
BCEF 
BDEF 
CDEF 
Cellule 
Additif 
1 
MLN 
1 
TN 
1 
JN 
1 
KN 
1 
Œ 
1 
WN 
1 
EK EJ EI 2 X k . . 
k=l j =1 i=l ->1:,:k, ,J,l,il. 
EM EL EK EJ X 2 . 
m=l l=l k=l j=l- m,l ,k,J ,li',• 
EM EL EK I 2 E X l k . 
m=l l = 1 k=l ; = 1 - m , , ,,,. , , , * 
EM EL EJ I 2 E X l . . 
m=l l = 1 j=l ; = 1- m , ,>f, J , , , * 
EM EK EJ I 2 E x k . . 
m=l k=l j=l ; = 1- -m•,* , , J , , , ,ir 
"'L "'K "'J I 2 
L, L, L, EX lk .. 
l=l k=l j=l i=l- *, ' ,J ' 1 ,~ 
ML KJ IN 
2 
X 
- )!; ,.,,. , ... , ,,, ,)!; , * 
SC.NCDE + SC.NCDF + SC.BCEF 
+ SÇ.BDEF. ~ SC.CDEF 
- SC.BCD - SC~BCE - SC.BCF 
- SC.BOE - SC.BOF - SC.BEF 
- SC.CDE - SC.CDF - SC.CEF 
- SC.DEF 
Al.15 
KJ I 
ML KJ 
ML KI 
MLJI 
M KJ I 
L KJ I 
1 
MLKJ+MLKI+MLJI 
+ M KJ I + L KJ I 
- MLK-MLJ-MLI 
- MKJ-MKI-MJI 
- LKJ-LKI-LJI 
- KJ I 
+ SC.BC +SC.BD+ SC.BE+ SC.BF - ML+MK+MJ+MI 
+SC.CD+ SC.CE+ SC.CF+ SC.DE + LK+LJ+LI+KJ 
+SC.OF+ SC.EF + KI 
- SC.B - SC.C - SC.D - SC.E - SC.F - M-L-K-J-I 
+ SC.Cellules + 1 
Annexe A.2 
Modifications apportées au Système UNIX 
• 
A. 2. 1 Table des appels système 11 sysent.c" A 2. 1 
l t 
2 I* 
3 *I 
4 
5 I* 
6 
* 
This table is the switch U!.il.'d to t r ë,r,sfe r 
7 
* 
to the aPProPriilte routine for rrocessing a s y s tem call, 
8 
* 
Each row cor,tain!.i thl! number of or !! ument!i e :<rl!cted 
9 * and a ,-.oint e r to the ro•Jtine, 10 *I 
:L 1 int SYS e nt[J 
1 2 < 
13 0, &n•Jllsy s , I* 0 indir JI;/ 
14 0, &re :<i t, I* 1 e x it *I 
15 0, &fork, I* 2 fork *I 
16 2, &read, I* 3 read *I 
17 2, twrite, I* 4 write *I 
18 2, &o Pen, I* s o Pen *I 
19 0, &close, I* 6 close *I 
20 0, lwait, /t. 7 Wilit *I 
21 2, lereat, I* 8 C"l'Cilt *I 
22 2, &l ink, I* 9 link *I 
23 1, &unlink, I* 10 ur,link li:/ 
24 2, &exec, /'f(. 11 exec *I 
2S 1, &chdir, I* 12 chdir *I 
26 0, &!cltime, /t. 13 ti,i,e *I 
27 3, &11,kno,j, I* 14 mknod *I 
28 2, &ehn,od, /t. 15 chmod *I 
29 2, &chowr,, I* 16 chown *I 
30 1, &s breilk, /t. 17 break *I 
31 2, &s tat, I* 18 $ tat *I 
32 2, tseek, I* 19 seek *I 
33 0, &getPid, I* 20 !cletPid *I 
34 3, &sn,ourot, I* 21 mount *I 
35 1, &s•Jmount, I* 22 umour,t *I 
36 0, &s etuid, I* 23 setuid -,,.; 
37 0, &getuid, I* 24 getuid JI;/ 
38 0, &stin,e, I* 25 stiu,e *I 
39 3, &rtrace, I* 26 rtrace t.l 
40 0, lnosYs, I* 27 X -,,.; 
41 1, &fstat, I* 21'1 fstat *I 
42 0, &nosYs, I* 29 X li:/ 
43 1, &nullsYs, I* 30 smdatei inorerative *I 
44 1, &sttY, I* 31 sttY *I 
45 - 1 • &!clttY, I* 32 gt,t,y *I 
46 0, &nosys, I* 33 X li:/ 
47 0, &nice, I* 34 nictJ *I 
48 0, lssle,-., I* 35 ~lce» *I 
49 0, &sYnc, I* 36 !ivnc *I 
50 1, &kill, I* 37 l<.i ll *I 
51 0, &!cletswit, I* 38 switch t/ 
52 0, &nosYs, /t 39 X *I 
. 53 0, &nosYs, /'f(. 40 X t./ 
54 0, &,Jup, /t 41 du r> *I 
55 0, f. P i t> e, lt 42 rire *I 
56 1, &times, I* 43 times *I 
57 4, &Profil, I* 44 r rof *I 
58 0, &nosys, I* 45 t.iu *I 
59 O, &s etgid, /'f(. 46 -;;e tsid *I 
60 0, &!cletgid, I* 47 !Jetgid *I 
61 2, &ssig, /JI; 48 sig ~/ 
62 0, &reboot, /JI; 49 1·eboat, FUN NAMUR *I 
63 0, &nosYs, I* 50 = X *I 
64 0, &skill, I* 51 skill, FUN NAMUR *I 
65 0, &nosvs, /t 52 X *I 
66 0, &nosY!.i, I* 53 X *I 
67 0, tnosvs, I* S4 X *I 
68 0, &,·,os Ys, I* 55 X *I 
69 0, &noSYS, I* 56 X *I 
70 0, &nosys, I* 57 X *I 
71 0, &nOS',1S, I* 58 X -,,.; 
72 0, &nOS',JS • I* 59 X *I 
73 0, &nOS',1S, I* 60 X *I 
74 0, &nOS',1S, I* 61 X -,,.; 
7S 0, X:nos~s, I* 62 X *I 
76 0, &nOS',JS I* 63 X t/ 
77 }; 
78 
A. 2. 2 Appels système 11 reboot 11 et 11 ski 11 11 
261 
:~62 
263 
264 
265 
266 
267 
268 
269 
rebout () 
{ 
270 } 
271 
272 s k ill<> 
273 < 
•.JPdate(); 
SW i tch ( CPUt\lPl! 
} 
ca!ie 45 
CiJSl! 70 
dl!fault 
{ 
alooP4~()j brl!aki 
alooP70()j hrl!aki 
breaki 
274 I* sPecial kill s ystem call --- FUN NAMUR *I 
275 I* kill iJll Process1es attachte•J tu thte currer,t tt\l *' 
A.2.2 
276 I* b•.Jt thl! fi rs t one, wh i ch i s ass•.Jmed tl• be: lhte rur,roin~ slle 11 t/ 
277 /t and the one of the caller *I 
278 
279 register utruct Proc *Pi 
280 re~isll!r int actProc; 
281 register int acttt\l; 
282 int count i 
283 
284 P = u . u_r ru c,~; 
285 count = o ; 
286 actProc = p-)p_pidi 
287 acttt\l p-)p_tt\lPÎ 
288 
289 
290 
291 
292 
293 
294 
for( P &proc[OJi P < XP rocCNPROCJi r++> 
295 } 
296 
if(p-)r_ttYP == acttt~> { 
cour ,t++; 
} 
if( ( cou nt > 2) Xt (p- ) p_pid != actProc )) 
Psi~nal ( P , SIGKIL)i 
A. 2. 3 Ge st io n de s l ignes de commu nic ation 
1 * 
2 '* 3 * sett~ -- ;uJcJPt to termir,al ~P11ed on dic:luP, ar,d cc:11 lo~ir, 
4 *' 
'* 
5 
6 
7 * tt~ fl ass 
(3 
., 
10 
:11 
:12 
:l3 
:14 
:1. !:j 
:1.6 
:l7 
:18 
:19 
20 
21 
2 2 
23 
24 
25 
2 6 
2 7 
:rn 
:~9 
:30 
3 1 
32 
33 
:-54 
*' t -def iroe 
Jdefiroe 
Jdefir,e 
Jdefiroe 
Jdefiroe 
t -def i ne 
Jdefiroe 
ctdefine 
Jdefine 
'* 
* 
Dela~ 
*' Jdefine 
t-define 
Jdefiroe 
tdefine 
tdefine 
t-define 
Jdefiroe 
tdefine 
t ,d e f i ro e 
t-define 
t de firo e 
tde f i ro e 
HUF'CL ·01 
XTABS 02 
LCASE 04 
ECHO 010 
CRMOD 020 
RAW 040 
ODDP 0100 
EVENF' 0200 
ANYF· 0300 
al~urithms 
CRl 010000 
CR2 020000 
CR3 030000 
NU 000400 
Nl.2 001000 
NL3 001.1\00 
TAFll 002000 
TAB2 004000 
TAB3 006000 
FFl 040000 
ERA S E ' , t, 
I\ ILL '@' 
'. ' :.; 
'.3/J 
.37 
38 
39 
40 
41 
42 
43 
•l 4 
45 
46 
47 
48 
49 
~.iO 
5 1 
I* 
* SPC'Cd!:., 
il 
~defiroe BllO 
td efiroe fc150 
t·defir,e B300 
tdefiroe B2400 
tdefiroe B9600 
t-defiroe SIGIIH 
tdefir,e SIGOIT 
struct ~·. gtt\a! { 
char 
char 
i rot 
:'52 } tn,ode; 
~ii3 
5 4 struct tab { 
i nt 
ir,t 
irot 
irot 
int 
ir,t 
char 
} itab[J { 
3 
r. 
-· 7 
11 
13 
2 
3 
~-.~i!:-PÙ, c.i9 0SF-d; 
s~er~sc, s~tl(.ill; 
s!l fla !cl i 
tnan,l.•; 
r,name; 
ifla!l-:;i 
fflcg s ; 
isPeed; 
usr·eed; 
*n,essë.:ge; 
56 
:'57 
58 
59 
60 
61 
62 
63 
64 I* table '0'-1-2 300,150,110 t/ 
65 
66 ·o·, 1, 
/ 1 this table roarne t/ 
/t successo~ tcble ro a n e tl 
/t initial flags *I 
I* fir,al flags *I 
/1 iroPut sPeed *I 
I* output speed *I 
I* logir, noessa!èle *I 
6 7 ANYP+RAW+NL1+CR1, ANYP+ECHD+CR1, 
68 B300, B300, 
69 '\r,\r\033;\007lu~ iro! 
70 
71 1, 2, 
72 ANYP+Rl'IW+NU+C:Rl, EVENF'+ECHO+FF1+CR2+TAR1+1~U • 
73 B150, Bl50, 
74 °\ro\r \033!\006\006\017lo~iro! • 
75 
7 6 2 , ·o· , 
77 ANYF'+RAWtNLl+C:Rl, ANYF'tF.CHCHCRMODtXTABStLCASE+CRl, 
78 B110, B110, 
"7 9 "'\ri\rlo~in! •, 
8 0 
81 I* table •-• - - Console TTY 110 *I 
B2 '-', '-', 
133 ANYP+RAWtNL1+C:R1, l'\14YF'tF.CHOtCRMOI1tXTABS+LCASEtCR1, 
84 B110, B110, 
B5 '\n\rlogir,: . •, 
B6 
87 I* table 'l' -- 150 *I 
138 ' 1 ' , ' 1 ' , 
89 ANYF'+Rl'IW+NL1+CR1, EVENP+ECHO+FF1+CR ?+TAR 1+NL.1, 
90 B150, B150, 
91 '\n\r\033!\006\006\017logir,! • 
92 
93 I* table '2' -- 2400 *I 
94 '2 ', '2', 
95 ANYHRI\WtNL1+CR1, ANYHXTABS+ECHCHCRl✓.Oli+FF 1, 
96 B2400, B2400, 
97 
98 
'J9 
100 
101 
102 
:l03 
:1.04 
105 
:L06 
:l07 
:LOB 
109 
:l10 
l.11 
112 
1 13 
114 
115 
l.16 
117 
:L 1.8 
119 
'\n\r\033;lo~in: 
}j 
tdefiroe NI TAfc sizeof itab/sizeof itab[OJ 
char 
int 
int 
int 
nanoe[16J; 
crn,odi 
UPPer; 
lowed 
noain(argc, argv) 
char **ar!èlv; 
{ 
I* 
*I 
register st ruct tcb •tabP; 
register tname; 
si9na 1CSIGINT, l)i 
si9nal(SIGOIT, O); 
tr,anie- = '0' ; 
if (ar~c > 1) 
tr,anoe *èlrgv[1 Jj 
A2.3 
.1 ::o 
1:? 1 
1 :?2 
1 23 
124 
125 
126 
127 
12 8 
129 
:1.30 
131 
132 
133 
134 
135 
13{, 
137 
138 
139 
140 
141 
142 
1.43 
144 
145 
146 
147 
148 
149 
150 
151 
:J.52 
153 
154 
155 
156 
157 
158 
:159 
160 
:161 
:162 
} 
s w i t ch ( t 1, a n, L· ) { 
/ JI. 'user • auto l u!l e t 11 Cl bil•J'::J s • / c...: sc 
ca':.e 
case 
L'i1SC 
case 
c~~e 
CêJ5C? 
', \' 
'b ' 
'c, 
I rJ I 
'e, 
':-: ' 
, .,,, 
/ * • •J se r • .:, •J t o J P !J .:i t 3 0 0 t, a u o-:; JI / 
/ f ' usc,r ' auto l o!l at 2~00 b c uds t / 
/t ' guest ' auto l u~ .:.t 110 t-auds *I 
I* ' 9uc s t' a utulu~ zt 2400 b a ud -:; JI./ 
I* 'root' autolo9 e t 110 b a ud s *I 
/t 'root" zulo lu!:J et 2400 bauds *I 
a•Jlo l o !l ( tr, .:in,e) ; 
default: brea1,_ ; 
)-
for(;;) { 
for(labP = it a b; t a bP ( tilab[NITARJ; l.:ib P++l 
if(labp- ) lnarne == l nErne) 
} 
breald 
if(labP >= &ilab[NITABJ) 
labP 
tn1ode. s!::h ~r,,,:: 
·tn,ode. s!losF·d 
lrnodc,s!lfla!l 
t.mod ~· . s~ i sF·d 
ilab; 
1..ibF·- > isPeed; 
t. ~cir .. -> c, s F-e ed ; 
lal,r--- ) iflass; 
labp- > isr-ecd; 
tn,od ~ , s~osPd t abp- ) os~e ed ; 
sll~<O, f. -i. n,od e ); 
Puls(labp- ) messz~e ); 
sll~<O, tln,ode); 
if(gelnan,e()) { 
)-
tria me 
trnode,sserase = ERASE; 
lrnode,sskill = KILL; 
lrnode,s!lflz9 ~ labp- ) fflass; 
if(crmod) 
lmode,ssfla~ =: CRMQD; 
if(IJPPer) 
lmude,ssfla9 =! LCASE; 
if<lower) 
lrnode, sS fla!J = & •LCASE; 
slt.,,(0, &tn,ode); 
execl('/bin/lo!:Jin", 'lo~in', name, OH 
e:dt( 1); 
t .abF·->r,n a me; 
:163 selname() 
:L64 { 
1 65 resisler char *nP; 
166 resister c; 
:167 slalic es; 
168 
169 
170 
:171 
172 
:L73 
174 
175 
176 
177 
178 
179 
180 
1 81 
182 
183 
184 
185 
186 
187 
188 
189 
190 
191 
192 
193 
194 
195 
l96 
197 
:L98 
199 
crmod o; 
UPPer o; 
lower o; 
nP riame; 
do { 
if 
if 
(rezd(O, &es, 1) <= O> 
cxil(O); 
(( c = cs&0177) == 0) 
retu rn(O); 
wrile(l, l.c s , ' 1); 
if <c>=' ~' àt c <='z') 
lower++; 
else if <c >= 'A' && c <='Z' ) { 
IJ PPE: r++; 
c =+ 'a ' - 'A'; 
} else if (e =,,ERASE) { 
if (nP > name) 
nF·--; 
continue; 
)- else if (c==KILL> < 
} 
nf-t ~ në:n,e; 
cor,tinue; 
*nP • + -· C:; 
)- while (c!='\n' îî c! = '\r' && nP <= &name[16J); 
*--nP Oi 
if ( C == '\ r' ) { 
write(1, '\n', 1); 
crn,od++; 
} else 
write<1, '\r", 1>; 
200 relurn(1); 
20 1 } 
202 
A 2. 4 
:? 03 
:.' 04 
: ·0 5 
2 06 
:~07 
r- ut-:; ( ;i !:- > 
c ha r * a~ ; 
{ 
208 s = as; 
2 09 whil e (85) 
2 10 wr itc(l , s++ , Ili 
211 } 
212 autolo~<nn) 
:H3 int r,n; 
21 4 { 
215 
:~ 16 
2 17 
21.8 
219 
220 
221 
222 
::23 
:: 24 
225 
226 
227 
228 
229 
230 
231 
232 
233 
234 
235 
236 
237 
238 
239 
:.~40 
24 1 
2 42 
2 43 
244 
245 
246 
2 47 
248 
2.49 
250 
25 1 
252 
253 
254 
255 
256 
switch(nr,I{ 
} 
L"ë:SC I è.l' ! 
case 'd' : 
ca se ' :< ' ! 
tn,ode,ssis Pd 
lmodE•. s9o~r1 d 
tnoode,s9fla~ 
br·eëJk; 
ca se 'b ' ! 
tn,ode. s .!Ji ~r·d 
t111odc:a. !.•~os Pd 
tn,ode . s!iflë::~ 
break; 
case 'c:'! 
c a se 'e' : 
case ''.::I' ! 
tn,ode,s!ë:isF·d 
tu,ode, 590SPd = 
tn,udi;: , ssf las 
break; 
Bl lO; 
B110i 
ANYPtECHOt XTABS+CRl+CRMOD; 
B300i 
B3oo; 
ANYPtECHO+CRlt XTABS+CRMODI 
B2400; 
B2.i\00; 
ANYP+XT ARStE CHOtCRMODtFFl; 
tnoode,s!ë:erëlse ERASE; 
tnoode,ss ki ll = KILL ; 
stt"1CO, &ln.ode); 
switch (nn){ 
} 
cc:::~e 'a ' 
case 'b' 
case 'c' 
cc:::se ',J' 
Cë:SE' 'E.-' 
case ':<' 
case '~' 
write<l, '•J s er lo99ed ir,,\n', 16); 
e>:ecl('/bin/losi r,•, 'lu!iin', 'user ', 01 ; 
breë:k i 
write(l, • ~ue5 t lo99ed in,\r, ', 17); 
execl('/bin/losin', 'losin ', 'suest ', 01; 
b reak; 
write( 1, 't·oot lo~ ~ed in,\n', 16); 
e:<ecl('/bin/lo~ in', 'lo9ir, ', 'root' , OJ; 
break; 
257 Printf( '\n\nNO LOGGING POSSIBLE ! ! ! ! ! ! ! ! 1 ! 1 ! ! 1\n\n"J; 
258 exit(l); 
259 } 
260 
A2.5 
A.2.4 
:t 
2 
3 
4 
" ., 
6 
7 
8 
9 
10 
:1. 1 
l.2 
:1.3 
14 
15 
:L6 
:17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
:w 
29 
30 
31 
32 
~53 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
Programme de chargement du système, 11 hpuboot.s 11 
/ disk bout. pro!Jran, lu lu<1d .ir,d t.1· a1 ·,i;fL'r 
/ ta a urd,-; f:ilt.1 '..;'.lt.tlL•111 entr\:I 
/ mu s t be assernbled with ttY,~ snd 
/ aPPr • Priale disk driver 
I 
I 
I 
I 
thi~ i~ a ~Pe<.:i~l bout ,=,,y·o!Jr.:,m! 
i t ;,ulon,<1tiL'ill lv l o ,,,Jt. Uw sYsten, 
L'alled TUtHX ir, the rool 
di rect CJ rY 
/ entrY is made b~ Jur rc,1$0 
/ s o retu,·r, car, be rts PC 
core = 24, / fi rsl cure lue ( ir, l,W) r,ot used 
•• = [eoret2048,J-312, 
sta,·t: 
/ eoPY self tu 'core' - 512, byte~ 
/ striP of UNIX exeeute he.ider if Present 
1! 
I 
2: 
/ 
I 
I 
I 
I 
clear 
start 
start 
mov $ •• ,sP 
nrov sP, rl 
clr rO 
CRIP F-c,rl 
bhis 2f 
cm,=, (r0),$407 
bne lf 
fllO\I $20,rO 
mov (rO)t,(rl)t 
CfîlP rl,$coreli:2048, 
blo lb 
jm,=, (sP) 
ëJll of cure 
clr (rO>t 
CfilF' rO,sP 
blo 2b 
no ,=,romPt 
no Path naffie read in 
sYstern tunix to be loaded 
mov $lrvPct,r3 
n,ov Snames,r2 
mov· r2,rl 
movb $'t,(r1>+ 
movb ·$'u,(rl)+ 
movb $'n,(rl)t 
movb $'i,(rl)t 
movb $ ':{, ( 1· 1 >+ 
of Path name decoding 
with firs-L name and root 
HIOV $riames,r2 
mov $1,rO 
ino 
62 / get next inode 
63 
64 1: 
65 
66 
67 
68 
69 
clr 
Jsr 
tst 
beo 
bno 
Pc,iget 
(r2) 
lf 
70 / read next directorY lookin~ for next name 
71 
72 2: 
73 
74 
75 
76 
77 
78 
3: 
Jsr 
muv 
mov 
ITIOV 
pc,ru,blk 
br start 
$buf,r1 
r2,r3 
rl, r4 
A2.6 
79 
80 
8 1 
8::' 
B3 
84 
135 
86 
137 
88 
89 
90 
91 
92 
'i'3 
'14 
4: 
~-.,. 
ddd 
t s t 
beo 
cn,Pb 
bne 
cm,=,, 
blo 
n,ov 
add 
br 
C01f'• 
blo 
br· 
$ l 6, , r 1 
( r4 ) t 
5f 
(r3)t,(r4)t 
3f 
r4, rl 
4b 
-16 , (rl),rO 
$14 , ,r2 
lb 
rl, $l>uft:::i12, 
3t, 
2b 
95 / l ast ent r~ was four,d 
'i'6 / read into O, 
97 
98 1: 
99 
100 
101 
l02 
103 
l04 
105 
l06 
1.07 
:LOB 
109 
1 : 
2: 
clr 
mov 
mov 
cmp 
blo 
br 
r2 
r-c,rml>lk 
br c allu•Jt 
$1..l•Jf, rl 
( rl >+, ( r·2> + 
r 1, $l11Jft512, 
2l> 
lb 
:1. 10 / s;ubrout.ine will rfJild in i1·,ude 
111 / number SPe~ified in rO 
112 
113 
114 
:L15 
116 
117 
118 
119 
120 
i!:let: 
add 
mov 
ash 
jsr 
bic 
ash· 
add 
mov 
$31,,rO 
r0,r5 
$-4,,rO 
Pc,rblka 
$!17,r5 
$3,,r5 
$buf,r5 
$inod,r4 
121 1! 
122 
123 
124 
125 
126 
127 
128 
129 
130 
131 
132 
133 
134 
135 
1.36 
:L37 
138 
1.39 
140 
:l41 
142 
143 
144 
145 
146 
147 
148 
149 
150 
151 
152 
153 
154 
155 
156 
157 
158 
159 
160 
1 61 
162 
163 
mov 
cm,=, 
blo 
<r5>+,<r4>+ 
r4,$addrt16, 
lb 
rts rc 
/ routine to read in block 
/ number SPecified b~ bno 
/ after aPPl~ins file s~st.em 
/ maPPins alsorithm in inode, 
/ bno is incremented, success 
/ return is a skiP, errer (eof) 
/ is direct return. 
t·mblk: 
2: 
ëi dd 
mov 
inc 
bit 
bne 
ëisl 
muv 
bne 
$7.,(sp) 
bno,rO 
bno 
$LRG, mode . 
1f 
rO 
addr(rO>,rO 
rblka 
sub $2,( sp ) 
rt.s PC 
/ larse alsorithm 
/ huse alsorit.hm i s not. imPl~menied 
1: 
rblka : 
clr 
movb 
clrb 
swa b 
asl 
IIIOV 
bea 
jsr 
mov 
asl 
mov 
l>eo 
-(sp) 
rO,(sp) 
rO 
rO 
rO 
addrCrO),rO 
2b 
Pc,rblka 
(sp)t,rO 
rO 
buf ( r_0 ), rO 
2b 
mov rO,dska 
br rblk 
A2.7 
164 A2. 8 
165 t, cl : b•J f 
1 66 1,J C: -2J6 . 
167 , t.,ss 
168 er ,rj: 
169 inod •• - 102 4, 
170 mode inod 
:t71 addr inod+8. 
172 buf - inod+32, 
173 broc -· buf+514, 
174 d s ka = bno+2 
· 175 nan,es 
-· 
dsl<.a+2 
176 LRG = 10000 
177 , te:<t 
178 
Annexe A.3 
Procédures et Programmes de Contrôle 
A. 3. 1 Procédure de contrôle 11 start 11 
1 echo AUTOMATIC BENCHMARK SYSTEM INJTIALIZATIOH 
2 echo n,kbench ha!i to be runncd bt>fo re !i tarti r,!al thi !i ! 1 ! 
3 thi s she 11 t> rocedu re 111a~• onl '-' be exec:uted b'.I the rout u•Jr>e r-use r 
4 
5 set auto~atic lo!.1!.lin!.I on selected co~~and tt'.I 
6 : set ~uto111atic lo!.1!.lin~ on uelected receiver tt'.lu 
7 ed /etc/tt'.l!i 
13 /8/c · 
9 18a 
10 
11 Isle 
12 lse 
13 
14 /1/e 
15 lle 
16 
17 /noie 
:LB l111e 
19 
20 /n/c 
21 lne 
22 
23 /f/c 
24 lf!.1 
25 
26 /k/e 
27 lk.'.1 
28 
29 w 
30 a 
31 ed /etc/t>auswd 
32 a 
33 user!!lS!l!!/aP~!luuP 
34 
35 w 
36 a 
37 cc -0 alter.c 
38 n,v a.out alter 
39 
A.3.2 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
Procédure de contrôle . 11 loop 11 
echo 
date 
AUTOMATIC PERFORMANCE MEASUREMENT SYSTEM 
MAIN COIHROL l.Cl[lF" 
++++++++ l ou» e,·,tered 
echo ++++++++ initiatin!.I au'.lnehronous flow!> 
sh b~nch/t4/flow4 t 
sh bench/t3/flow3 t 
sh beneh/t.2/flow2 t 
echo ++++++++ initiatinY n,eauured flow 
date 
sh beneh/tl/flowl 
skill 
date 
echo 
echo 
tin,e sh 
echo 
date 
++++++++ n,eauured flow terminated 
++++++++ re!.leneratinY bcnc:ho,ark. ·fileu 
bench/n,ajf~14 
++++++++ all benchrn~rk fileu reYenerated 
rn, -f /usr/lpd/* 
rn, -f /tK,P/li< 
echo ++++++++ i--rei> .. •rins th~ r,ew s \Juteu, 
27 uPdval 
28 alter 
29 CP tur,e,h /usr/s\J s /t•Jr,e,h 
30 echo ++++++++ new »arameter value s are 
A3.l 
31 cal lur,e. Il 
32 tin,t> !Jh n~w~~s 
33 ec:ho + + + ·H +·H r,.,.,., !;s,s len, rcad\/ 
34 dale 
35 ccho ++++++++ c hccl~in!l lhtc- di sl<.!i 
36 icheck -s / dcv/h,-Oî 
37 echo ++++++++ b nnlin~ a~ain 
38 reboot 
39 
A. 3. 3 
1 
2 
3 
Procédure· de con t r ô 1 e "stop" 
4 ed /etc/tt~!i 
:1 /8/c 
6 18-
7 
13 /g/c 
9 1!12 
10 
11 /1/c 
12 112 
13 
14 /m/c 
15 1a,2 
16 
17 /n/c 
18 1n2 
19 
20 /f /c 
21 1f2 
22 
23 /Ide 
24 1 k.2 
25 •. 
26 w 
27 o 
28 . remove sPecial user, 
29 ed /e\c / Passwd 
30 /us~r/d 
31 w 
32 · o 
33 restore orisinal oPeratin~ ~~stem 
34 and reboot it, 
35 CP /unix450 /tunix 
36 reboot 
A.3.4 
.1 
2 
Procédure de contrôle "newsys 11 
3 con,Pile, archive and load the new oPeratin!J s~sten, 
4 
5 
6 
7 chdir /u~r/sys/k.e n 
8 CC -c -0 *•C 
9 arr ,,/libl *•o 
:LO rn, *•o 
11 chdir ,,/dmr 
12 CC -c -0 *•C 
13 ar r ,,/lib2 *•o 
14 ra, *•o 
15 chdir ,,/conf 
16 ld -x -r -d 145,o ru45.o c 450,o ,,/lib1 ,,/lib2 
17 nn, -us 
18 sysfi:< a,o•Jt /tw,i x 
A3.2 
A. 3. 5 
1 
2 
3 
4 
5 
6 
Procédure de contrôle majfbl4 
rc.>store all bL•r,<.:1111,éirk file!i 
7 chdi r bench 
B cP 2afPi25.f t2/afri25.f 
9 CP 3afPi25.f t3/afPi23,f 
10 cP 4afPi25,f t4/afri25.f 
11 CP afril,f t2/vfPi1,f 
12 CP afril.f t3/afPi1,f 
13 cP afPil,f t4/afri1,f 
14 CP 2afpi3,f t2/afPi3,f 
15 CP 3afri3,f t3/afri3,f 
16 CP 4afri3,f t4/afPi3,f 
17 CP afri5,c t2/afPi5,c 
18 CP afri5,c t3/afPi5,c 
19 cr afri5,c t4/afPi5,c 
20 cr 2afri6,c t2/afPi6,c 
21 CP 3afri6,c t3/afri6,c 
22 CP 4afPi6.c t4/afri6,c 
23 CP entrce71 t2/entree7 
24 CP entree71 t3/entree7 
25 CP entree71 t4/entree7 
26 cr 1afPi25,f t1/afri25,f 
27 cP afril,f tl/afril,f 
28 CP 1afri3,f t1/afri3,f 
29 CP afri5.c t1/afPi5,c 
30 CP lafPi6,c t1/afPi6,c 
31 CP entree71 t1/entr~e7 
32 ' chdir /arm 
A. 3. 6 
1 
2 
3 
4 
5 
f., 
· 7 
8 
Programme de planification 11 mkbench.c 11 
FUN79-AF·M 
n,k.bench Pro!1ram 
n,kbench ask.s t.he •-•~•Pr for thlc' d .. ,t. .. •s of the e:-:reriu,ental desi!ln 
he wlsh~c.:; to run. 
A3.3 
9 
10 
11 
12 
13 
14 · 
then, it r.011,P•JtPs the dlc' s i!.J n b~ cro~,sïns eou,rletel-,, evlc'rY lc~vPl 
of a faetor with each Jevel of the ot.hlc'rs, 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
the outrut of this program arlc' the file s "valuPs " and "rarams.c" 
"values.c" rerresents the exPerimPnt.al de~sign. e;;,ch line~ c-ont;;,ins 
the raramc.>ter values for one exreriPncP, if rerlications 
are desi red, t.hey are incorrorat.ed aut.omê>ti call-,,. 
"Paran,s,c" is a Part of a C-prosrê'Ho, containin!I onl-,, thé 
declarat.ion of t.he rnramPter name arraY, this file is for use 
of the Pro!lrê>o• alt.er,c, which has · to be recomriled after Production 
of •parems;c• 
Nota: inPut is intPrë>ctive. 
27 *' 28 tincludc "l ib ,c" 
29 
30 
31 
32 
33_ 
34 
tdefine HAXFACTS 
*define HAXLEVELS 
tdefine MAXREPLJCS 
5 
3 
:_:i: 
35 ~dcfine nuwlinc rrintf("\n") 
36 *define comma rrinlf(","); 
::\7 
:38 
:.w 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
'.50 
5 1 
52 
t :' c-
.. , .. , 
5 7 
5 8 
!5 9 
60 
61 
{,2 
63 
64 
65 
66 
67 
68 
69 
7 0 
71 
72 
73 
74 
75 
76 
77 
78 
79 
80 
81 
82 
133 
84 
85 
86 
87 
88 
89 
90 
91 
92 
93 
94 
<]5 
96 
97 
98 
99 
100 
101 
102 
:L03 
10.1\ 
105 
106 
:L07 
108 
109 
110 
:L11 
:t.12 
113 
114 
115 
116 
117 
118 
119 
120 
121 
l.22 
tij e firœ 
tdcfine 
tdcfine 
tdefine 
tdefin e 
tdefine 
tdefir,e 
tdcfine 
1-definc 
tdefir,e 
ch-,r 
c.:har 
char 
char 
char 
int 
i nt 
int 
int 
int 
int 
char 
int . 
main() 
-{ 
u 1Jole ,-.rintf("\ "") 
l ab r-rintf ( "\l") 
t•achf at'lo r V 
-
o; 
eachlPvl'lli lh c . o; 
eachlcvelC 1 o; 
eachlevt•lD I<. o; 
eachlevelE J o; 
eachlt>vE,l F i u o; 
eac.:hrePlie n o; 
eë1c.:h 1 t>ve 1 fl = o; 
• t,Jcfi IH! * str l 
*str2 
*str3 
•char *ni.111,p~(J 
. ) ; . ; 
*filel 
*fill.'2 
fdli 
fd2i 
fdstd; 
Ff'ICTS; 
REF'LICS; 
•pëtr &.imc_;.,~ •; 
•val•Jf!'!.i •; 
V 
"' 1 
k 
J 
i 
n 
< 
< 
< 
< 
< 
< 
< 
fl 
FAC TS ; v t+ 
l 1•v p] "[0J ; 11,++ 
lPv P h , [lJ; l++ 
l e v1•l !> C2J; k t+ 
l t> v,•h,[31; J++ 
ll.'Vt>l ~-[4Ji it+ 
REF'LlCSi n+t 
< leve] y [vll flt+ 
NFACTS 
{ . ; 
. ; 
levels[MAXFACTSJï 
name[MAXFACTSJ[l5J; 
value[HAXFACTSJ[MAXLEVELSJi 
re~ister int v, m, 11 
int i, j, k, n, fl; 
int EXF'ï 
Printf( "CR0SSED TIATA .Dl:SJGN: \n'\nHow 11,•Jch f ,, c.:tor s T\t'\t'\t'); 
/* 
* first read in tht> ntJmber of f ac tors, 
*I 
if(((FACTS = re~dintCO)) <= 0) : : CF ~CTS > 11 AX FACT 5) ){ 
Print.f( "F.:RRClR : bèld ntJn,bPr of factor~\n\n'); 
exit(>ï 
)-
1* 
* read in n,,me and l evel v ë1 lues for Pè'c.:h f<1ctor 
*I 
for(eachfact.or)-C 
Print.f('Fac.:t.or Zc :'\tNa 11oe ! '\l'\t'\t", v-0t ' B'); 
reè'd~tr(0, n~me[vJ); 
A3.4 
Print.f( ''\t.'\tHow m•.rt: h levcl~- T\t'); 
if((Clevels(vJ = re a dint.C0>> <,;, 0) :: (li,>vels(vJ > 111\XLEVELS)) -C 
printf( 'ERR0R : bad number of levels'\r,'\n'); 
exit<>; 
)-
for ( ea c h l eve l) { 
)-
/* 
)-
Printf('\t.'\t\tlevel Zd !'\tVa l ue ?\t', fl); 
v~lue(vJ[flJ = rPadint(0)i 
* now, r ead in ,,~,n,ber uf r eP lications 
*/ 
Printf(''\nHow -11,uch rer-lic.:ation c; in this desi!,ln ?'\t'); 
if(( <REF·LICS = readjnt(0)) < 0) : l (R fF'L-ICS > 11 AXREF'LI CS)){ 
Printf( 'ERR0R : bad r,un,ber of reP lic a tior,c;'\n\n'); 
e:<it(); 
)-
/ * 
* cre~te all files 
*/ 
clos e (creat(file1, 0666))j 
close (creat(fil e2 , 0666)); 
/* 
* write t.ht• file,.; 
~:/ 
fdstd = d•J,-.(l>ï 
close(l); 
fdl = o r-en(fi l e 1, 1); 
Printf ('Zc;Zd'\n ", st.rl, FACTS); 
l :'3 
l :' 4 
1 2S 
126 
:127 
7.28 
129 
130 
131 
132 
133 
134 
135 
136 
137 
138 
139 
140 
141 
142 
143 
144 
145 
146 
147 
148 
149 
150 
151 
152 
153 
154 
155 
156 
157 
158 
159 
160 
161 
162 
163 
164 
165 
166 
167 
168 
169 
170 
171 
172 
173 
174 
l75 
176 
177 
178 
179 
180 
. ....1fil 
182 
183 
184 
185 
186 
187 
188 
189 
190 
191 
192 
193 
:L94 
195 
196 
197 
198 
199 
200 
201 
202 
203 
204 
2 05 
206 
207 
2 08 } 
l · I 11,t.f ( • ï.~\ 1,• t !jt,·:?) ; 
for(t:'.icllf.ictur){ 
A3.5 
} 
tabî 
uuute; 
rrintf( " i!ti ", 11J 111L1 [vJ) ; 
QI.JOtl! 1 
if( v ! • FACTS-1) l'Ullillial 
nt!wlint!I 
rrintf("Zs\n•, ~tr3)1 
close(fdl)I 
fd2 = oPen(file2, 1)1 
switch<FACTS) { 
Cil~~ l : 
CilSI! 2 
casl! 3 
case 4 
ca!ie 5 
} 
close(fd2); 
d•.Jr(fdstd); 
close(fdstd)i 
/* 
for(eachlevel'fl) 
fur(eël c hn•1•l i c ) 
rrintf("Zd\n', value[0J[~J)i 
br1> ald 
for(eachlevPlI<) 
for( eachlevelC) 
for( e.•ehrei-li<: ) 
rrintf('Zd Zd\n', value[0 J[lliJ, v a lue [lJ[lJ)I 
brenld 
for(eachlevelB) 
for(eachleve]C) 
for ( eachl evuH1) 
for(eachrerlic) 
rrintf<"Zd Zd Zd\n", valuc[0J[lliJ, value[1J[lJ, 
v .. ,lue[2J [l~J); 
breald 
for(cachlev!a'lll) 
for(eachlevt>lC) 
for( e achlevelD) 
for(eachlevelE) 
for ( P,H:-hrt>P l ic) 
rr intf("Zd Zd Zd Zd\n•, v a lue[0J[ffi], 
value[lJ[lJ, value [2J[kJ, value [3J[JJ)i 
breaki 
for(eachlevelll) 
for(eachlevelC) 
for(pachlevelD) 
for(eachlevt>lE) 
for(P:.chl e ve}F) 
for ( Pèll'ht·t>i> l ic) 
rrintf("Zd Zd Zd Zd Zd\n", value[OJ[~J, 
value[lJ[lJ, valu~[2J[kJ, value[3J[JJ, 
valuP.[ ·1J[ i J >; 
* COffiPUte nulliher of exrerienccs o f tht> desisn, 
* rrint j t out for inforn,ation, 
*/ 
s witch(FACTS> -{ 
ca!ie l : 
ca4..ie 2 
case 3 
case 4 
case 5 
} 
EXP = level s[0J*REF~Ir.S; 
break; 
EXP = level s[1J* level s [0J 8REPLICSi 
break i 
EXP m level s [2J * levels[1J tlev els [0J*REPLICSi 
breaki 
EXP = levels[3J*levPls[2]*levels[1J*levels[0J 
*REF'L.ICSi 
brpa ld 
EXP ~ 1Pvels [4J*level s [3J*l e vel s[2 J * lt>vt>l s [lJ 
*levels[0J*REF'LICS; 
break ; 
rrintf( "'\n'\nZd P:<r•e rience~ are nPces~sc1r~ for this des isn\n" • EXF'); 
rrintf ("IDkbench done'\n"); 
A. 3. 7 
1 
., 
•. 
3 
4 
5 
Programme de mise à jour du fichier "values", 
11 updval .c 11 
1i 
6 FUN79-APM 
7 
B uPdval rrouraw 
'] 
10 
A3.6 
11 this r-ro!lr.,u, PPrforn,!i the ur•dat. in~ of the Pill' ù",eter Vë•lues fi le 
12 •values •, c-reaterJ h!J ml<. hl'n< ·h, 
13 
14 it rc;,d!i the firl;t line of th<' file, if it i!i a l so the ].,~,t nnPr 
· 15 it r eu,ovr~• t.he fi le and e:<Peute~ t.he t•hl'l l t>rt,c:edure ' $top•, 
16 
17 if it is not t.he la~,t line , it rl' ~torP~ the trur,eated file 
18 and e*its normall~, 
19 
20 *I 
21 
22 char *lcmp '/tmp/urdv'I 
23 char *file "values•; 
24 
25 
26 main() 
27 < 
28 
29 register int. tmPf, fdi 
30 re~ister char *br; 
31 char buffer[l00J; 
32 
33 
34 
35 
36 
37 
38 
39 
4_0 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
int count, linec, rdi 
bF- = buffpr; 
linec o; 
count = o; 
/* 
* c-reate tewPorary file. 
*I 
if((tmPf = creatCtemP, 0666)) == -1) < 
} 
I* 
PrintfC"Can't create tewr file\n"); 
sot.a stop ; 
* oPen •valups• file. 
*I 
if((fd oren(file, 0)) == -1) { 
PrintfC"Can't find values file\n"); 
Soto stop; 
52 } 
53 
54 inline 
55 
56 
57 
!58 
59 
60 
61 
62 
63 
64 
65 
,S6 
67 
,SB 
69 
70 
71 
--72-
73 
74 
75 
76 
77 
78 
79 
endline 
I* 
lt. read in, 
lt./ 
whileC<Crd -- read(fd, bP, 1)) !o: 
cuunt++; 
/'I(. 
0~ tl. < rd ! = -l) && (cuunt < 100)){ 
* if nPw line "•'S found, rrocess the old or,e, 
lt./ 
} 
if(*br ~ a '\r,') { linec++; ~uto Pndline; } 
b,,++; 
gate endfile i 
bP++I 
I* 
* if i,p Pasued t.he first. li.ne, COF-Y ëlll the followin!! oneu 
* into the t.ewPorar~ file, 
*I 
if(linec > l) < write(tmrf, buffer, eount);} 
count = o; . 
bi- = bufferi 
suto inlinei 
00 
131 e r, df i l c 
132 
03 
84 
85 
06 
87 
(38 
89 
90 
91 
92 
93 
94 
95 
96 
97 
98 
99 
100 
101 
102 
103 
104 
105 
stop 
106 ooJt 
107 
108 } 
if ( li r ol'C > 1 ) { 
} 
c luse(f,J); clos1•(t.u,1··f)I 
I* 
* re ~lore t.he t.runcaled •v~ lues ' f i l e , 
E'Xecl('/l•in/arov', 'u,v", t.eu,F-, file, O); 
rrintf('Can't. Uoove lenoP file,n')I 
!H1lo oulf 
close(fd); close<t~rf)I 
1•: 
* renoove 'value~• ~nd t.enoPorar!l file s , 
*I 
unlir,k(temr-); unlink(file); 
I* 
* trY unlil the end of the wor·ld lo e :< ec:ute slo1• s hell, 
*I 
for(;;) execl('/bin/sh', 'sh", 'stor-•, 0); 
A3.7 
A.3.8 Programme de mise à jour du fichier "tune.h", "alter.c" 
1 
2 
3 
4 
5 /* 
6 FLIN79-APM 
7 
8 alter rrudram 
<J 
10 
11 lhis rro!1ram r-erforn,~ t .he uPdalin!I of thP ~Y,; tem Pil r,rn,Pter 
12 declarations file •t.une,h', 
13 
14 it reads the files "valucs,c", the first line is SUF-Posed to 
T!:, conlain .the ridht values for the next exr-erier,ce, 
16 
17 then, it rewrites the file "lune,h' with . the new raranocter values, 18 
19 
20 this rrodru~ inc ludes, at his comrilation, the file "r-ar mms ,c", 
21 which hàs to c-ontain the deelarations of 'NFACTS", which is the 
22 nunober of r-a1·an,eters, and of the .:,rray 'r,anies •, with the r-;1rc111oct.Pr 
23 nanoes, this file is rroduccd bY ~he Uo k bench rro9rmn,; so "alter,c" 
24 has to be cotror·iled afte,· runnin!cl u,kbt- roch, 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
· "t./ 
tinclude 
since alter is not likcly to live in the sanoe dircc:tory as "tune ,h', 
that is, '/usr/sys •, it should worl~ on a c-op~, of this file, this 
COP~ car. thcin li e ,r,oved b ~ me ans o'f •cr• or " 11, v • commands. 
"Params• 
35 char *str 'tdefine•; 
36 char buffer[40J; 
37 char a~cii[10J; 
38 
39 n,ain<> 
40 { 
41 
42 
43 
44 
45 
46 
47 
48 
e x tern char *nan,es[J, u s ciiCJ, buffer[J; 
resister char **nr, *br, *vr-; 
char "t-stp; 
int fdl, fd2, ï; 
nan,es r 
ascii; 
49 
:;o 
Sl 
~j2 
53 
'.5 4 
l :° C'" 
..,., 
56 
~.) 7 
~)8 
5 9 
60 
·1,1 
62 
63 
l,4 
65 
{,6 
67 
fùl 
fd 2 
OJ 1 l!I ) < ' V ,t l IJl ''.J ', 0 >; 
Of• L' n ( • t.1J1, c • r l); 
for( i =-- 1; i <,: NFACT Si iH >< 
clearCbuffer, 40) ; 
cleilr(~s~ii, 10); 
detvil l ( fdl, v1•); 
bt> = bufferl 
5tr., n : ~ t,,-; 
stt·corY(ti'lP, hP, 7); 
bt> .,. + 101 
*br-·++ =-- '\t'I 
i;trcoPYC*nt>r b1•, 7) 1 
b1• ,... 4 101 
*hr•++ "" ''\t'; 
strco1>y(v1·, i,,.., l0); 
buffpr[39J -= ''\n' ; 
writ e (fd?, huff1•r, 40); 
r,1· ++; 
68 vP = uscii; 
69 } 
70 ) 
71 strcopw(sl, s2 , 1) 
72 char *sl, *s2; 
7 3 irot l; 
74 < 
7S irot il 
76 forci= o; i<ll i++> *s2++ r- * s l++; 
77 } 
78 setval(fd, lue) 
79 int fd; 
80 char *loci 
81 < 
132 
83 
84 
85 
86 
87 
88 
89 
90 
91 ) 
char *el 
*c = , 'i 
while( (li:c =a= ' ') : : <*c =a: '\t' )){ reild(fd, c, 1 );) 
while( <*c ! = ' ') tt C* c ! .: '\t')){ 
if( *~ == '\ro') ret.urro(0); 
*lac++ = *ci 
reildCfd, c, 1)1 
} 
ret•Jrn C 1 >; 
92 cleilr(s, 1) 
93 char s[ JI 
94 i nt l; 
9S < 
96 
97 
98 } 
99 
irot ii 
for<i = o; i<ll i++> s[iJ , , ; 
A.3.9 Programme de collecte des données 11 tdc.c 11 
1 
2 
3 
4 
" .. ,
6 
7 
8 
9 
10 
11 
12 
13 
I* FUH79-AF'l1 
t.dc pro!lram 
t.his is the Pro!clran, which rt>ads.:, file like l>tl, P roduced b~• 
the benchu,a ri~ cont rol P rocL•du r c, 
A3.8 
14 
lS 
the file mav ~ontain records l ikc thuse rroduced bw the 'tiu,e • 
con,mèlnd P ref i x , intero,i xe d wi 'i:. h l inet• of sa rbasc, 
16 
17 
18 
19 
2 0 
21 
22 
23 
tdc se lectivelv reads onlw the l ines st.il rtins with 'reil l', 
to catch the rea 1 execut i or, t i 11,es of the 
benchmark rro!lrams, 
the progran, converts the rePort.ed tiu,e strins into a floatin!l 
numbe r of t't->,conds. 
these n1J n,bcr t; ar~ s unin,a rizt;,d and t.h e n, ean is 
con,Puted, 
A3.9 
2 4 
25 thi s IIIL'd f1 i ti w r itt.L· r, al lh L• L• r,d o f th l' fill_. ' n,l.-'cJn~ •. 
2 6 tdc F- rir,t ,; o •Jl th"• t.oté:l l':<l' c •Jtio1, ti u,L• (which i i,; not th L• eL::r•!led 
27 tin,.,. of th L' ru,, of the wholl' b e 1, c hn,;, 1·k. r·r u c erJurL'! >, the 1·,un, lw r 
28 of ti111e r<>cord ,; fo•J11d in th 1c• fi le .. 11 ·,,J the con, r- utl'd n, eë, 11 
29 execution time, 
30 
31 the record!l in the file 'n,e.:m!l' ;,r.- written 0 1·,.,. rtc'r line, in Z,bf 
32 for~at, 
33 
34 
35 *' 36 int fdl 
37 float ttl 
38 float ~tl 
39 i nt count ;, 
40 
41 ' 
42 main() 
43 { 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
56 
5/ 
:58 
59 
60 
61 
62 
63 
64 
65 
int rd, inr; 
char filenu111e[20J; 
Printf('Time Data Collection.\n\n'); 
Printf('on which file a1·e the data!l ?\t"); 
rd= re~d( 0, filename, 20); 
filenamc[rd-1] = '\O'; 
inr = duF-(0); 
close(O); 
if((fd = oPen(filen~me, 0)) == -1) < 
Printf('ERROR! fill' not found,,n'); 
exit(); 
) 
Î r,p1Jt ( ) ; 
close(fd); 
duP<inr); 
closc(inr); 
file<>; 
Pr· intf( 'total time i!l \t Z,2f\n', tu; 
66 Printf( 'count i!l \t Zd\n', c-01J1,t); 
67 Prirotf( 'mean time is \t Z, 2 f\n', !tt); 
68 Printf( "tdc done\r,'); 
69 ) 
70 
71 
72 inPutC) 
73 < 
74 
75 
76 
77 
78 
79 
80 
81 
82 
83 
84 
85 
86 
87 
88 
89 
90 
91 
92 
93 
94 
95 
96 
97 
98 
99 
100 
101 
102 
103 
104 
105 
106 
int lP, outr; 
f'loat atot (); 
float ti1111ad 
char ti11,b1Jf[7J; 
char· c; 
count = o; 
tt · = o.o; 
out r· = du»< l) ; 
close(l); 
lP = OPen('/dev/lp", 1); 
fore;;){ 
if(read(fd, &C', 1) 
ifCc == 'r'){ 
read ( fd, te, 1 > ; 
if ( C = = 'e' ) -{ 
read(fd, &c, 1); 
0) break; 
if ( C = = 'a' ) -{ 
read(fd, &c, 1); 
if(c == 'l')-C 
seek.Cfd, 4, 1); 
if(read(fd, ti111buf, 7) = = 0)-{ 
} 
writeC2, 'ERROR! unl'xrected EOF\n', 21); 
exit(); 
time atot(timbuf)j 
tt =+ ti111ei 
cou11t =-+ 1; 
Printf('ZrJ\tZf\n', count, time); 
seek(fd, 2 3 , 1); 
107 
108 
109 
110 
111 
112 
113 
114 
:115 
116 
117 
:L1B 
119 
120 
17.1 
) 
) 
) 
closc(lr•H 
c.J•JF• ( UIJl t · ) 1 
clos <: (o•Jlr); 
) 
) 
if ( cour,l •=~ 0) { 
r· rintf( 'ERROR 
c; x it<>I 
) 
if(tt <~ 0,003){ 
Printf( '. ERROr, 
exit(); 
:L22 > 
123 !ilt "" tt / cour ,ti 
124 } 
125 
126 fi 1 e ( ) 
127 { 
128 int outr; 
129 int fdml 
130 int statb[18J; 
131 outr = duPCl); 
132 close (l)I · 
r,o t iu, e~ on fill.~\. r1•); 
~eru lolal time \n')I 
133 if(statc•~eanu", &statb) < O>< 
134 clo!.ôe(crei.lt( 'rroean!i' r 0666)); 
135 
136 
l.37 
138 
'139 
> 
fdn, 0Pen<•«1ea1)s•, 1>; 
seek(fdm, O, 2); 
Printf('Xf\n', st>I 
clo~e(fdrr,>; 
140 duP(outr); 
141 > 
142 
143 
144 atot(s) 
145 char s[JI 
146 -{ 
:l47 char v[2J; 
148 int min, sec, tenl 
:l49 float t,; 
150 v[OJ = s[OJi v[lJ s[lJI 
151 min= at.oi(v)I 
152 v[OJ = s[3JI v[lJ s[4JI 
153 sec atoi(v)I 
154 ten = atoi(s[6J)I 
:l55 
156 
157 
158 
159 
> 
t = min* 60,0 +sec* 1,0 + ten/10,01 
. return(t); 
A3.10 
A.3.10 
2 
3 
4 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
'* 
Programmes d'analyse de variance 
FUN79-AF'l1 
ëtr,ova P ro!J ra111s 
~nov~ is a ~el of r~o~ra111~ for t•erf,11·11,it) tl an analY~i~ of 
variance for a cowr~letl:'lY crossed Parùn,etriç dl:"!.ii!Jn of or.t..-
throu~h five factors, 
essentiallv, the anabJsis of var·iance is the cou,r-utin!l of 
sun,s of ~uuareu and deu1·ee~ of f1•pedo1h. 
A3 .11 
the seco1·,d ster of tht> anillvsis of Vilriëlnce id the inter1, retation 
of tho_!;e sun,s of suua res, whi ch can bt> dont> . b!J the F-tt>st, 
thi s second Part c-ould have beer, i 11,r l en,ented, but we thawlht i t 
was'nt worth it, 
this ar,alvsis of variance is in,r-lemented bv a set of r>r·oSrë:ms, 
it allows a 111odular concert.ion of rrosran,n,iros, ar,d the addition 
of some P~rts, such as one more factor, can be done ouite e~silv, 
the first . Pilrt is the main decision rrosram "anova.c" 
which asks for the roumber of factors and calls the corr·esrondinu 
anëllvsis module, there are five analvsis modules, one for each 
allowed desiun, these modules first read in the datas (rrocedure 
inr•Jt), other inPut is interactive. then thev cou,Pute the sums of 
so•Jëlres (we wouldn't describe here how this works, it's uuite easv to 
understand,) and the deurees of fr«.>edom, once this is . done, thev 
write a teu,r-orarv file and call the rrintout n,odule, 
this last module reads the temrorarv file ëlnd lists the table 
35 of observations ant the analvsis of variance table, 
36 
37 
38 
39 
40 *' 
a procédure de compilation 
1 cc -0 anuva.c 
2 RtV a,out anova 
3 cc -f -0 testl,c 
4 n,v ël, out testl 
!5 cc -f -0 test2,c 
6 n,v ëJ. QtJt. test2 
7 cc -f -0 test3,c 
8 mv a,out test3 
') cc -:-f -o test4,c 
10 nov a.out test4 
11 cc -f -0 test5,c 
12 mv a.out tests 
13 cc -f -0 rrintout,c 
14 n,v a,o•Jt rrintout 
15 echo run done 
b - fichier de spécifications "spec.h" 
l t 
2 
3 
4 
5 
6 
7 
8 
9 
10 
1l 
12 
I* su~ of Guuare~ 
************************** 
nefc'ded foi · 
13 *' 
V V 
A3.12 
5-.,a~ classifie. 
V V V 
4 '*______________________________________________ ~----------------------*/ 
15 float TSS o.o; '* 1 *' 
16 float SS_ADD O,O; I* 1 . *' 
17 float 5S_CELL O,O; I* *' 
18 '*--------------------------------------------------· -------------------*/ 
19 float SS_B O,o; I* *' 
20 '* ________ ·-------------------------------------------------------------*/ 
21 float ss_c o.o; '* *' 
22 float SS_BC O,o; /* *' 
23 lt----------------------------------------------------------------------*I 
24 float ss_r1 o.o; '* *' 
25 float 5S_BD O. 0; I* *' 
26 float ss.:.cn o,o; '* *' 
27 float SS_BCD O, 0; I* *I 
28 /*------------------------------ - ---------------------------------------*/ 
29 float SS_E o.o; I* *I 
30 fl oat SS_BE O, 0; /* */ 
31 float SS_CE O,O; I* *I 
32 float SS_DE O,o; I* *I 
33 floc:t ss_BCE o.o; '* *' 
34 float SS_BDE o.o; '* *' 
35 float ss_CDE o.o; I* *' 
36 fl oat SS_BCDE O, 0; I* *I 
37 '*-------------------------------.------------------------------ -------*/ 
38 floa't ss_F o.o; '* *' 
39 float SS_BF O,o; I* *' 
40 float · SS_CF O,O; I* 'k-1 
41 float. SS_DF O,o; I* *' 
42 float. •ss_EF O,O; /* *I 
43 float. SS_BCF O,O; /* *' 
44 float. SS_BDF o;o; /* *I 
45 float. SS_BEF o.o; '* *' 
46 float SS_C:DF O,o; I* *I 
47 float. ss_CEF o.o; '* *' 
48 fl oat SS_DEF O, 0; /* li:/ 
49 float SS_BCDF o.o; I* li:/ 
50 float SS_BCEF o.o; '* *' 
51 float. SS_BDEF O, 0; I* *I 
52 fl oat SS_CDEF O, 0; I* *I 
53 float S_BCDEF o,o; ''* *' 
54 /li:---------------------------------------------------------------------*/ 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
66 · 
67 
68 
69 
70 
71 
72 
73 
74 
75 
•define HAXFACTS 
~defin"' MAXLEVELS 
•define HAXREPLICS 
int. levels[5] 
H 
int REPLI CS 
int. FACTS 
5 
3 
3 
{ 
O, 
O, 
o, 
0, 
0 
Oi 
o; 
l*ma;<i H1UU1 Î1un,bet· of faL' tors, 
MAY NOT 'f<E CHAHGET1 ! 
*' l*u,a:<i 11,uu, nu111b P r Clf levelst./ 
l*ma x imun, numbl:r· of rerlications*/ 
l*.:,etual lcvel numbers: *' 
/*inde:< 0 !itands for factor B *' 
/*inde:-: 1 ~tands for factor C 
*' '* inde:< 2 stand~ for facto,, ri 
*' /*inde:< 3 stands for factor E 
*' /*inde:< 4 stand5 fo1· factor F 
*' 
float x[HAXLEVELSJ[HAXLEVELSJ[MAXLEVELSJ[MAXLEVELSJ[MAXLEVELSJ[HAXREPLICSJi 
t defiro1c· eachfactor V C o; V < fACTSi v++ 
t dc•f i r,e 1c·ach l ... velE< 
"' 
C o; ., < ll'velu[0J; n.+ + 
tde fin e eachlevl'lC l "' o; l < levelu(l)i l+t tdefir,e eachll'velI• k "' o; k < level!; [2J; Ht 
tdefine eachlevelE J o; j < ll'velu(3J; Jtt 
tdefinE< eachlevelF i o; i < levc·ls[4J; itt 
tdefine eachrer>lic n ,: o; n < rŒF'L I r.s; n++ 
tdefine xl x[OJ[OJ(OJ[OJ 
tdefine x2 xt0Jt0J[0J 
4-def'ine x3 x[0J(0J 
tdefine ><4 x[0J 
char factor[MAXFACTSJ[20JI 
76 
77 
78 
79 
80 
81 
82 
83 
84 
85· 
86 
87 
88 
89 
90 
91 char filename[20J; I* nanoe of irn•ut file *I 
c - module principal 11 main.c 11 
1 
2 
t 
3 tinclude " lib.c" 
4 main(> 
5 { 
re!liste1· int fi 
Printf( "How 1roanv facto r sT \t"); 
f =· readint C0); 
switch(f){ 
case o: PrintfC"You like Jukes I uee!\n'); break; 
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6 
7 
8 
'i 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
case 1: execl ( •testl • , 0); PrintfC "Can ' t find testl ,Brealci n!l\n"); 
break.; 
case 2: 
cas e 3: 
case "I! 
case s: 
default! 
} 
} 
execl("test2", 0); Printf( "f.an't find te•t2,E<reakin~\n"); 
breakl 
em~cl ( •test3•, 0); 1>rintf( •r.an't fir,d test3. E<realcin!t\n"); 
break; 
e:<ecl("test4", 0)1 PrintfC"Can't find test"l,E<realcir,!1\n")I 
breald 
execl C •tes t!:.i", 0); Printf( 'Can't find tEc-stS, E<rcalcin!t\n"); 
breal•, ; 
Printf'.( ";(d-w<Jv analYsis is'nt imPlenoented, \r,•, f); 
d module d'analyse, plan à un facteur, 11 testl.c 11 
1 
2 
3 
4 
5 
tinclude "lib,c" 
tinclude "sPec,h" 
tinclude " inPut,c• 
tinclude •out,c• 
6 n,ai n < > 
7 { 
8 FACTS = 11 
9 inPut(); 
10 oneway(); 
ll out(); 
12 
:13 
1-'I 
15 
16 
17 
} 
e xec l("Printout•, 0); 
Prir,tf( "Can't find f-rintout!\n'); 
18 or,e .., a~ ( ) 
19 { 
:w A3. 14 2 1 
22 
23 
24 
ri:" :Si ~ t~r i11t n, , ,-,; /li' i n tk :<eu *I 
25 
26 
27 
28 
29 
30 
:n 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 } 
flo a t. oat.; 
float. ct.l 
f l oat. t.en,P; 
oat. = 0.01 
for(eachlevelB) { 
et.= o.o; 
for(eachrePlic) { 
t.cmp "' xl[ru J [nJ; 
et. =-+ ten,P 1 
/li' ove r all lot.al~/ 
/li' cell lot.al *I 
TSS=+ ~uuare(leru~); 
} 
} 
SS_B =+ suuare(ct); 
oat :of ct.; 
SS_CELL = souare(oat) / (levels[0J * REPLICS); 
SS_B =/ REPLI CS; 
e - module d'analyse, plan à 2 facteurs, "test 2.c" 
1 
2 
3 
4 
5 
6 
.. 
tinelude •1iu.c• 
tinelude "spec.h" 
tinelude "inPut..e• 
t-inelude "out,e• 
7 n,air,() 
8 { 
9 FACTS =- 21 
10 in~utC)I 
11 t.wo..,a~(); 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
:36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
5 6 
} 
twowa!l() 
{ 
out.(); 
e xeel("Printout•, 0)1 
Print.f( "Can't find Prir,t.out.! \n"); 
resister int m, 1, ni 
float oat; 
float etl 
float febt; 
float fect[MAXLEVELSJ; 
float temr--1 
for(eaehlevelC) < 
feet.[l J 
} 
oat o.o; 
for(eachlevelB) < 
o.o 
febt = o.o; 
for(eachlevelC) ~ 
et= o.o; 
I* over-all total*' 
I* eell total *I 
I* for eaeh b total *I 
I* for each e tot.als *I 
I* teu,Porar!l *I 
for(eachrePlie) < 
} 
} 
temp = x2[1J[mJ[nJI 
TSS=+ souare(temp); 
et =+ temp; 
febt =+ et; 
feet[lJ =+ et; 
SS_BC =+ souare(ct ) ; 
} 
SS_B = + souare(febt ); 
oat =+ febt; 
for(eaehlevelC) < 
ss_c =+ souarc(fect[lJ); 
} 
SS _ CEll suuare(oat.) / (levels[0J * levels[lJ * REF'LICS ); 
::;7 
58 
59 
{,0 
61 } 
S S _~ ~1 (l e vel~(l J t R[fL l CS l i 
SS_C ~1 (level~(OJ * R[f·LlCS ll . 
SS_BC ~ I REPllCSf 
f - module d'analyse, plan à 3 facteurs, 11 test 3.c 11 
1 • 
2 
3 tinclude "lib,c' 
4 tinclude "sPee,h" 
5 tinelude "inPul,c" 
6 t i ne: 1 ude •out, c • 
7 
8 
9 n,ain<) 
10 < 
11 
12 FACTS ~ 3; 
13 inPut()J 
~ 4 lhreewa~()J 
15 out(); 
16 execl("rrintout', O); 
17 Printf("Can't find Printuut !\n"); 
18 } 
19 
20 
21 
22 
23 
24 
td~fine CELL _ TOTAL ~CkJ[ 1 JC11,J 
25 
26 lhreewa~ () 
27 < 
2 8 
29 
30 resi s ter int k, l, m; 
31 int n; 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
~54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
66 
67 
68 
69 
70 
71 
72 
73 
float temP, et, oat, tl, t.2; 
float ~[MAXLEVELSJ[MAXLEVELSJCMAXLEVELSJ; 
for(eaehlevelB>< 
t1 = o.o; 
} 
for(eaehleYelC>< 
} 
t.2 = o.o; 
for(eachleYelD)< 
} 
et = o.o; 
for(eachrePlic){ 
temP = x3[k][lJ[mJ(nJ; 
et =+ t emP ; 
TSS=+ ~ouare(temp); 
} 
o at =+ etl 
ss_BCD ~+ SGU~re(et); 
t2 =+ et; 
t1 =+ et, 
CELL_ TOTAL et; 
SS_BC =+ soua re(t2)j 
for(eaehleYelD>< 
t2 =- 0, 0; 
for(eachleYelC) t2 =+ CELL_TOTAL; 
SS_BD =+ suuare(t2)i 
} 
SS_B =+ suuare(ll), 
for(eachleYelC)< 
t1 ~ o.o; 
for(eachleYelD){ 
} 
t 2 = o.o; 
for(cachleYelB) < temP = CELL _TOTAL; 
t2 ~+ temr, ; 
tl ~+ te11,1·, ; 
} 
SS _ CD =+ suuare (t.2); 
A3 .15 
74 
75 
76 
77 
78 
79 
BO 
81 
82 
83 
84 
85 
86 
87 
88 
89 
90 
91 } 
SS_C 0 + suuare(tl>• 
) 
for ( each l evel[1) { 
tl =· 0,01 
} 
for(eaehlevelC) for(e~ehlevclB> tl =+ CELL _TOTALI 
SS_D •+ suuare<tl>I 
A3.16 
SS_CELL • 5uuare<oat> / (levelsCOJ*leveluC1J*levels[2J*REPLICS)i 
SS_B =/ (levelsC1J*levelu[2J*REPLICS)i 
SS_C •/ (level5[0J*levelu[2J*REPLICS)I 
SS_D • / (levels[OJ*levelu[1J*REPLICS>I 
SS_BC = / (levels[2J*RfPLICS)I 
SS_CD • / (levelu[OJ*REPLICS)I 
SS_BD ~1 (levels[1J*REPLICS)I 
ss_BCD = / REPLICS, 
g - module d'analyse, plan à 4 facteurs, "test 4.c" 
1 t 
2 
3 tinclude "lib,c" 
4 tinclude •s~ee,h" 
5 t-inelude "inrut,e• 
6 Jinelude •out,c• 
7 
B 
9 main() 
10 { 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
} 
21 t-
FACTS =- 4; 
inPut()I 
fourway()I 
out<>; 
exeel("Printout•, o>; 
Printf("Can't find Printout \n"); 
22 
23 
24 
t-define CELL_TOTAL y[jJ[kJClJ[mJ 
25 fourwaY() 
26 -C 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
int J, lt, 1, m, n; 
float temP, tl, t2, t3; 
float y[HAXLEVELSJCMAXLFVELSJCMAXLEVELSJCMAXLEVELSJ; I* eell totals ~/ 
float et, oat.l 
for(eaehlevelB){ 
tl = o.o; 
for(eachlevelC)-{ 
t2 = o.o;_ 
for(eachlevelD>< 
t3 = o.o; 
for(eaehlevelE){ 
} 
et= o.o; 
for(eaehrePlie){ 
temP = x4[jJ[kJ[ lJCmJ[nJ; 
et =+ teu,p; 
TSS =+ sauare(temP); 
} 
SS_Bcnr =+ sauare<et>; 
oat =-+ et; 
~[JJCkJClJCmJ =+ et; 
t3 =-+ et; 
t2 =+ c-t; 
tl =+ eti 
ss_BCD =+ 5GUare(t3)i 
} 
57 
SB 
59 
bO 
61 
62 
63 
<'>4 
65 
66 
67 
68 
69 
70 
71 
72 
73 
74 
7::; 
76 
77 
78 
79 
80 
81 
82 
133 
84 
85 
86 
87 
88 
B9 
90 
91 
92 
93 
·94 
95 
96 
97 
98 
99 
100 
101 
102 
103 
104 
105 
106 
107 
108 
109 
110 
111 
112 
113 
114 
115 
116 
117 
118 
119 
120 
121 
1 2 2 
123 
124 
125 
126 
127 
128 
129 
130 
131 
132 
133 
134 
135 
136 
137 
138 
139 
140 
} 
SS_l<C ~+ !.<>•J.irL•(l:'li 
for ( L'ad1 l L'11L' l[l{ 
l3 = 0.01 
fo r(e a c.:lllL'Yl-'llll t:r. =t CELL_T01AL; 
SS _~CE r f uuuarL'(l3l i 
} 
} 
SS_B ~+ •ouare(llll 
for(célc.:hlc11clI1){ 
t2 ~- o.o; 
for(eac.:hlevelE){ 
t3 "' o.o; 
for(cac.:hlevelC){ 
} 
tewr = CELL _ T TALI 
l3 "t tcu,1> ; 
t2 =·+ teu,1• ; 
SS_BDE =+ suuare(t3)1 
} 
SS_BD r t suuare(t2>1 
} 
for(eachle11clE){ 
t2 = o.o; 
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for(eac.:hlevel[1) fur(ea c.: hleve1C> t2 :-a t CELL_T0TALI 
SS_BE =+ suuare(t2)1 
} 
for(cachlevclC){ 
} 
t1 = o.o; 
for(cachlevelD){ 
t2 -= o.o; 
for(eachlevelE){ 
t3 "' o.o; 
for(eachlevelB){ 
} 
tewr ~ CELL_T0TALI 
t3 .=+ ctl 
t2 =+ ctl 
tl =+ et; 
SS_CDE =+ suuare(t3)1 
} 
ss_ cD =+ souare(t2ll 
} 
SS _ C =+ suuare(llll 
for( eac:h leve lE){ 
} 
t2 = o.o; 
for(eilchlevel[1) for( eac.:hlevelB) t 2 =+ CELL_ T0TALI 
ss_CE =+ suuare(t2)1 
for(eachlcvelD){ 
t1 = o.o; 
for(cachl c 11elE){ 
t 2 = o.o; 
for(eac.:hlevelC) 
for(c ac.:h levPl B) { 
} 
lew r = CELL _ T 0 TALi 
t2 =+ teu,1•; 
t3 =+ teu,1• ; 
SS_DE =+ suuare(t2ll 
} 
S S_D =+ suuare(ll)I 
} 
for(eac.:hlevelE){ 
} 
ss_ CELL 
SS_B 
ss_ c 
SS _D 
SS _E 
t1 = o.o; 
for(eachlevelD) 
for(eachlevelC) 
for(eac:hlevelB) tl =+ CELL_T0TALI 
SS_E =+ souare(tlll 
souare(oat) /(level s [0J*level s [lJ~levels[2J*levels[3J*REPl.ICS)I 
= / <levelsC 1J * l e v e l u[2 J*level u [3J*REPLICSli 
= / <level s [0J*l e v ~ l u [2J*levcl s C3J*REPLICSll 
= / <level s [0J*l e vels[1Jilevels[3J*REPLICS); 
= / (levels[0J*leve lu[1J *leve l s[2 J*REPLICSll 
141 
14 2 
143 
144 
145 
146 
147 
148 
149 
150 
151 
152 
153 > 
ss _I<c 
ss_1<1, 
ss_I<E 
ss_cr, 
ss_cE 
55_[1[ 
ss_i<c ro 
SS_BCE 
ss_BIIE 
ss_CDE 
ss_BCDE 
• / (levul s[2 )*l u ve l s [3J•REr·LJC S >; 
a / (luv u l ~[1 ) * l evu l u[3)1Rr1·L JC S ); 
= / (luvuls[1)*luve l s [2)*RfPLICS); 
• / (leve l s [0J*level u[3l*RrPLIC S J; 
= / Clevels[0l*levels[2l*REPLICS J; 
~1 Cleve ls[0J*level s[ lJ*REPLICSJ; 
• / Clevels[3J*REPLICS)I 
= / Clevelut2J*REPLICSJ; 
"'/ ClevelstlJ*REPlICSJI 
• / (levelst0J*REPLICS)I 
•/ REF·LICS 1 
h - module d'analyse, plan à 5 facteurs, 11 test5.c 11 
l f 
2 
3 tincludu 'lib,c" 
4 fi1,clude 'sf'ec,h" 
5 tinclude "inPut,c• 
6 tinclude "out,c• 
7 
8 
9 n,ain() 
10 { 
11 
12 
13 
14 
:t5 
16 
17 
18 
19 
20 
21 
22 
23 
> 
Ff'\CTS = ::;; 
inPut(); 
fivewa!a/(); 
out(); 
execl("rrintout•, 0); 
rrintf("Can't find Printout \n')I 
24 
25 
tdefine CELL_T0TAL Y t i J [ jJ [ k J t l J t n, J 
26 
27 fivewa~() 
28 { 
29 
30 float et, oat, tl, t2, t3, t4, tem,..; 
A3.18 
31 float y[MAXLEVELSJtMAXLEVELSJtMAXLEVELSJtMAXLEVELSJtMf'\XLEVELSJi 
32 l *cell totals*/ 
33 
34 resister int k, l, m; 
35 inti, j, n; 
36 
37 
38 
39 
40 
41 I* compute sum of suuares. when the deerest 'for ' 
42 is reached for the first ti~e, compute cell totals *' 
43 
44 
45 
46 
47 for(eachlevelB){ 
4B t1 = o.o; 
49 fçir(eaehlevelC){ 
so t2 = o,o; 
51 for(eaehlevelit){ 
52 t3 = o.o; 
53 for(eachlevelE>< 
54 t4 = o.o; 
55 for(ezehlevelF){ 
56 et = o.o; 
57 for(e a~h rerlic){ 
58 tem P ~ x(iJ(jJ[kJtlJtmJ[nJ; 
59 et =+ ten,F- ; 
60 TSS = + suuare(temr)i 
61 } 
62 
63 
64 
6J 
66 
67 
68 
69 
70 
71 
72 
73 
74 
75 
76 
77 
78 
79 
00 
81 
82 
83 
84 
85 
86 
87 
138 
89 
90 
91 
92 
93 
94 
95 
96 
97 
98 
'79 
100 
101 
102 
103 
104 
105 
106 
107 
108 
109 
110 
111 
112 
113 
114 
115 
116 
117 
118 
119 
120 
121 
122 
123 
124 
125 
126 
127 
128 
129 
130 
131 
132 
133 
134 
135 
136 
137 
138 
139 
140 
141 
:L42 
143 } 
144 
} 
S_}<C I 1r. r =-+ '..tU 1J.trt .. (ct); 
o.~t = i cti 
CFLL_TOTAI. u eu 
t4 = i cU 
t3 r. -f cti 
t2 ~-+ ct.i 
t1 "·-+ cU 
) 
ss_I<cr,E c.-f SUUiJrl.d t4 )1 
) 
SS_I<CD •+ suuar~Ct3)l 
forCeachll.'velFI{ 
} 
t4 = o.o; 
forCeac-l1le1,1elEI t4 "' CELL_ TOTALJ 
SS_I<CDF :f suuare(t4)i 
forCeachlevl.'lE){ 
t3 : o.o; 
furCeachlevelF>< 
t4 = o.o; 
fur< t>achlevl.'lII) { 
} 
tt>111P = CELL _T QTALl 
t4 =+ cU 
1.3 =+ cti 
SS_I<CEF =+ suuare(t4)l 
} 
ss_I<CE =+ suuareCt3)l 
} 
for(eachlevelFJ{ 
t3 = o.o;. 
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fur(eachlevelE) for(eachlevelD) t3 :f CELL_TOTAL; 
SS_BCF =+ suuare(t3)1 
} 
SS_BC =+ souare(t2); 
} 
forCeachlevelD){ 
t2 = o.o; 
for(eachlevelE>< 
t3 = o.o; 
forCeachlevelFI{ 
t4 = o,o; 
for(eachlevelCI{ 
} 
tt>111P: CELL _T OTALl 
t4 =+ tem»; 
t3 =+ teu,.,; 
t2 =+ tem»; 
tl =+ teu,»; 
SS_I<DEF =+ suuare<t4); 
} 
SS_BDE =+ suuorl.'(t3J; 
} 
for(eachlevelF){ 
t3 = o.o; 
} 
for(eachlt>velEJ for(l.'achlevelCI · t3 =+ -CEL .L_TOTALi 
SS_I<DF =+ suuare(t3)i 
SS_I<D ~-+ suuare(t2)i 
} 
fur(eachlevelEI{ 
t2: o.o; 
for(eachlevelF){ 
t3 = o.o; 
for(eachlevelD) for(eachlevelC){ 
temP = CELL_TOTAL; 
t3 =+ te11,P; 
t2 =+ te111P; 
} 
SS_I<EF =+ souur~Ct3Ji 
} 
SS_I<E =+ suuareCt2); 
} 
for(eachlevelF){ 
} 
t2 = o.o; 
for< eachl evelE) for ( each level[I) fur C eachl evel C) 
t2 =+ CELL_TOTAI.; 
SS_BF =+ suuareCt21; 
SS_I< =+ suuare(t1); 
fo, -(.,. ac hle vcl C ){ 
t.l "' 0, 0; 
for(ea c hlL'v e lI•>< 
t.2 r O,Oi 
fur(e,.11.:hl t.' velE){ 
t3 ,,. o.o; 
for(eachlevelf){ 
t.4 ... o.o; 
for(ea~hl~velB){ 
} 
t.~~P • CELL_TOTALI 
t.4 :cf te11,pJ 
1.3 cf telhP 1 
t.2 =f ten,P; 
t.1 =+ te111P; 
SS_CDEF mf ~uuare(t4)1 
} 
SS_CDE r f suuare<t.3>; 
} 
for(eochlevelf){ 
t.3 = o.o; 
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146 
147 
148 
149 
150 
151 
152 
153 
154 
155 
156 
157 
158 
159 
160 
161 
162 
163 
164 
165 
166 
167 
168 
169 
170 
171 
172 
173 
174 
175 
176 
177 
178 
179 
:L80 
181 
:L82 
183 
184 
185 
186 
187 
188 
189 
190 
191 
192 
193 
194 
195 
196 
197 
198 
199 
200 
201 
202 
203 
204 
205 
206 
207 
208 
for(eachlevelE) for(eachlevclB) t3 cf CELL_TOTAli 
SS_CDF =+ suuare<t3)i 
} 
} 
SS_CD =f souore(t2)1 
} 
forCeachlevelE){ 
1.2 = o.o; 
for(eachlevelf){ 
t3 "'o.o; 
for(eachlevelE) fllr(eachlevelB){ 
te111P r CELL_TOTALJ 
t.4 =f telflPÎ 
t.3 =f te11,1>; 
} 
SS_CEF • + suuare(te111P)i 
} 
ss_cE =+ suuare(t2)i 
} 
for(eachlevelf){ 
} 
1.2 = o.o; 
for(eachlevelE) fllr(eachlevelD) for(eachlevelB) 
t.2 =+ CELL_TOTALt 
SS_Cf =+ souare(t2)i 
SS_C =+ so.Jare<tl); 
for(eachlevelD){ 
1.1 = o.o; 
for(eachlevelE){ 
1.2 = o.o; 
for(eachlevelf){ 
t3 = o.o; 
for(eachlevelC) forCeochlevelB){ 
teffiP = CELL_TOTAli 
t3 =+ temPi 
t2 =+ teu,Pi 
tl ;f teu,,, ; 
}-
ss_DEF =f s ouare(t3); 
}-
ss_DE =+ souare<t2)1 
}-
209 for(eachlevelf){ 
210 1.2 = o.o; 
211 for(eachlevelE) for(eachl~velC) for(eachievelB) 
212 t2 =+ CELL_TOTALi 
213 ss_ DF =f souart.'Ct2)1 
214 . } 
215 SS_D =f SGUare(tl)t 
216 }-
217 
218 for(eachlevelE){ 
219 1.1 = o.o; 
220 for(eachlevelf){ 
221 1.2 = o.o; 
222 for(eachleve1I1) fu1: (ea chlevelC> for(eachlevelB){ 
223 temP = CELL_TOTALi 
224 t2 =+ temi>i 
225 tl =t teffiPI 
226 } 
227 SS_EF =+ sui.1a re ( t2) i 
228 } 
229 
230 } 
ss_ E ~+ suuare<t.l)i 
:B1 A3.21 
232 f or(eachh•ve lF){ 
233 tl ~ o.o; 
23 4 fur· < each l L'VL-1 E) fur ( t,ëlchl ~•vel (1) fur ( ~-.,chl l'Vla' l C) fur ( e.:ich l "'"e 11<) 
235 ll ~+ CELL_T0TALI 
236 SS_F ~+ suuare(ll)I 
2 37 ) 
238 
239 I* adJustir,g llw sum of souares *I 
240 
241 
242 SS_CELL = suuare(uat) /(levels[0J*levels[lJ*levels[2J*levelst3)* 
243 levels[4J*REPLICS>I 
244 (levels[1J*levels[2)*levels[3J*levelst4J*REPLICS)I 
245 ~levels[0J*levels[2J*levelst3J*levels[4J*REPLICS)I 
SS_Ic "'- / 
ss_c a, / 
246 (levels[0J*levels[lJ*levels[3J*levelst4J*REPLICS>I ss_r1 r: / 
247 (levels[0J*levelst1J*levclst2J*levelst4J*REPLICS)I SS_E = / 
248 (levclst0J*levelstlJ*levels[2J*levels[3J*RfPLICS)I 
249 (levels[2J*levels[3J*levels[4J*REPLICS)I 
SS_f c, / 
SS _ IcC =--1 
250 (levels[1J*levelst3J*levelst4J*REPLICS)I SS_Ic[I = / 
251 (levels[lJ*lcvelst2J*levelst4J*REPLICS>I ss_IcE c,/ 
252 ( l eveh, [ 1 J* l eve l s t 2)*1 evel s t 3 l*REF'L I C.S) ; SS_IcF = / 
253 (levels[0J*levels[3J*levelst4J*REPLICS)I SS_C[I = / 
254 (levels[0J*levels[2J*levelst4J*REPLICS>I SS_CE c / 
255 (levelsC0J*levels[2J*levelst3J*RfPLICS>I ss_cF c / 
256 (levelst0J*levels[lJ*levels[4J*REPLICS>I SS_DE "' I 
257 (levelst0J*levels[lJ*levelst3J*REPLICS>I SS_Ilf = / 
258 (levels[0J*levelst1J*levelst2J*REPLICS>I ss_EF -=/ 
259 ( levelst3J*levels[4J*REPLICS>I SS_IcC[I c / 
260 (levelst2J*levelst4J*REPLICS>I SS_IcCE = / 
261 (levelst2J*levelst3J*REPLICS)I SS_IcCF = / 
262 (levelstlJ*lev~lst4J*REPLICS)I ss_BDE =/ 
263 (levelst1J*levelst3J*REPLICS)I SS_IcIJF =/ 
264 (levelst1J*levelst2J*REPLICS)I SS_:E«EF :/ 
265 (levelst 0 J*levelst4J*REPLICS)I SS_CIJE = / 
266 Clevels[0J*levelst3J*REPLICS)I SS_C[IF :/ 
267 (levels[0J*levelst2J*REPLICS)I SS_CEF "'- / 
268 (levelst0J*levelstlJ*REPLICS)I SS_DEF ::, / 
269 ~levels[4J*REPLICS)I SS_IcCDE =/ 
270 (levels[3J*REPLICS)I · ss_:E«CDF =/ 
271 (levelst2J*REPLICS)l ·SS_IcCEF = / 
272 Clevelstl)*REPLICS>I SS_IcDEF = / 
273 (levels[0)*REPLICS)I SS_CDEF = / 
274 REPLICSI S_BCDEF = / 
275 
276 
277 ) 
i routines utilitaires, 11 lib.c 11 
1 float reddfloat (file) 
2 int file; 
3 < 
4 
5 char buf[20J; 
6 resister char *b• t.cl 
7 resister ir,l i; 
8 float atof(); 
9 b = bufl 
10 for( i ~ o; i < 201 i++> < 
11 if(read(file, c, 1) == -1) < rrinlf('EOF\r,">I exit();) 
12 if<*c =~ '\n') < buf[i) = '\0 ' ; 
13 r e turn(atof(b))I 
14 } 
15 
16 
17 } 
} 
18 readint(file) 
19 int filel 
20 < 
else buf[iJ 
21 
22 
23 
24 
25 
26 
27 
char buft5Jl 
regi s ter char *b, t.cl 
reg ister 
b = bufl 
for( i 
int il 
o; i < s ; ï++>< 
if(read(file, c, 1) 
-1 ){ rrintf("EDF\n')l exit l)l) 
-·--------
2 8 
29 
30 
31 
32 
33 
34 
35 
36 
} 
1f(h: 
) 
} 
37 float souare(exP) 
38 float exPI 
39 < 
, \n,) < 
40 return<exP * exp)f 
41 ) 
42 
t:,uf[iJ 0- ' \O 'i 
relurn(èlloi(b)); 
j module d'entrée des données, 11 input.c 11 
1 
2 
3 
4 
5 
6 
7 
8 
f np1Jt ( ) 
{ 
register int 1, ~, ni 
inl i, j, Id 
int fd, v, rdi 
Printf( "Aroal!,lsis of a %d-wë>!J crossed de.-~igr,!\r,•, FACTS); 
Printf("\nHow ruuch . rePlication5T\t\t\t")I 
A3.22 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
if<C<REPLICS = readirotC0)) <= 0) :: <REPLICS > HAXREPLICS)){ 
printf("ERR0R: bad number of rePlicatiuns\n"); exit() } 
for(eachfactor){ 
29 
printf("\nFactor Zc:\t Name:\t\t\t•, v-0+'B')i 
read(0, *factor[vJ,l0)i 
Printf("\n\t\l How ruuch levelsT \t")i 
ifCCClevels[vJ = readint<0>> <= 0) : : <levels[vJ > MAXLEVELS)) 
{ Printf("ERR0R: bad nuruber of leve~s\n"); exit();} 
} 
Printf("\n0n which file are the datëls '?\t\t")i 
rd =readC0, filena111e, :?.0)i 
filename[rd-1) = '\0'i 
if((fd = 0Pe~(filena111e, 0)) -1) 
< Printf<"ERR0R: file not fount\nr); exit();} 
swi tch C FACTS ){ 
30 case 1: for(eachlevelB) for(eachrePlic) 
31 if((xl[111J[n] = reèldfloat(fd)) == -1) 
32 
33 
34 
breal~; 
< Printf("ERR0R: bad scan in file\n"); exit();} 
35 case 2: for(eachlevelB) for(eë>chlevelC) for(eachrePlic) 
36 if(Cx2[1J[u,J[nJ = readfloat(fd)) == -1) 
37 { . Printf("ERR0R: bad scan in file\n")i exit();} 
38 breaki 
_39 
40 case 3! for(eachlevelB) for(eachlevelC) for(eachlevelD) 
41 
42 
43 
44 
45 
for(eachrePlic) 
if((x3[kJ[lJ[mJ[nJ = readfloat(fd)) == -1> 
{ Printf("ERR0R: bad scan in file\n"); exit();} 
breaki 
46 case 4: for(eachlevelB) for(eachlevelC) for(eachlevelD) 
47 for(eachlevelE) fur(eachrePlic) 
48 if((x4[jJ[kJ[lJ[mJ[nJ = readfluat(fd)) == -1) 
49 { Printf("ERR0R: bad scan in file\n"); e~it()i} 
50 break; 
51 
52 cases: for(eachlevelB) for(eachlevelC) for(eachlevelD) 
53 for(eachlevelE) for(eachlevelF) fur(eac:hrePlic) 
54 if((x[iJ[JJ[ k J[lJ[u,J[nJ readfloat(fd)) == -1) 
55 < pri ntf("ERR0R: bad ucan in file\n")i exil();} 
56 
57 
58 
59 
60 
61 
defë>ult 
} 
62 } 
break; 
r-rintf("ERR0R inrut not ru5sible\n")I e:<itC)i 
Prir,tf( "al 1 value s read in. u tart in!J cou,,-uting'); 
k - module de création du fichier temporaire, 11 out.c 11 
1 o•Jt. () 
2 { 
3 
4 
6 
7 
8 
9 
1.0 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
re~içt.er int. v, fd, fd&td; 
close(creat('/tffiP/av00', 0666)); 
fdstd "' d1Ji> < 1 > 1 
close(1)1 
fd • oPen('/tmr/~voo•, l>l 
Printf( 'Zd\n', FACTS) 1 
Printf('Zd\n", REPLICS); 
for(e~chfactor) { Printf('Zd\n", levels[vJ); 
Printf( '%&\r,•, f..tclur[vJ); } 
Printf('Zs\n', filen~ffie); 
Printf('Zf\n"r TSS); 
Printf('Zf\n", SS_ADD)l 
Printf('Zf\n', SS_CELL)l 
Printf('Zf\n', SS_B)l 
if(FACTS == 1) ~uto endo1Jt.; 
Printf( 'Zf\n" , - SS_C); 
Printf<°'Zf\n', SS_BC) 1 
24 if(FACTS == 2> goto endout; 
25 
26 Printf('Zf\n', SS_D)l 
27 Printf('Zf\n", ss_BD>; 
28 Printf("Zf\n", SS_CD)l 
29 Printf('Zf\n', SS_BCD)I 
30 
31 if(FACTS =~ 3) goto endo1Jt; 
32 
33 Printf('Zf\n', SS_E); 
34 Printf('Zf\n', SS_B[)I 
35 Printf('Zf\n", SS_CE)I 
36 Printf("Zf\n', SS_DE); 
37 Printf('Zf\n", SS_BCE)I 
38 Printf("Zf\n", SS_BDE)i 
· 39 Printf<'Zf\n', ss_CDE>; 
40 Printf('Zf\n", SS_BCDE); 
41 
42 if<FACTS == 4> goto endout; 
43 
44 Printf(~Zf\n", SS_F)I 
45 Printf("Zf\n~, ~S_BF)I 
46 Printf("Zf\n', SS_CF)J 
47 Prinlf('Zf\n", SS_DF)J 
48 Printf("Zf\n', SS_EF)~ 
49 Prinlf("Zf\n", SS_~CF)i 
50 Printf('Zf\n", · SS_BDFli 
51 Printf('Zf\n"r SS_BEF)i 
52 Printf('Zf\n", SS_CDF)i 
53 PrintfC'Zf\n", SS~CEF); 
54 PrintfC'Zf\n", SS_DEFli 
55 Printf("Zf\n', SS_BCDF); 
56 Printf<"Zf\n", SS_BCEF)i 
57 rrintfC'Zf\n", SS_BDEF) 
58 Printf('Zf\n', SS_CDEF) 
59 Print.f('Zf\n", S_BCDEF) 
60 
61 endout: 
62 
63 close(l); 
64 d1JP(fd5td); 
65 close(fdstd)I 
66 } 
A3.23 
module d'impression 11 printout.c 11 
l t 
2 
3 tinclude "lib.c" 
4 tincludc "uPcc.h" 
5 tinclude "inout.c• 
ô 
7 ••ain() 
13 { 
9 re~ister jnt v, fd; 
10 
11 if((fd OPen("/tIBPlav00", 0)) <~ 0) { 
12 Printf("Can't find teIBP filP, breakin~,\n'); 
13 exit()I 
14 } 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 . 
47 
49 · 
49 
50 
51 
52 
53 
54 
5s 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
66 
67 
FACTS ~ readint<fd); 
REPLICS c readint(fd)I 
for(eachfactor){ lev~ls[vJ = readint(fd)I 
readstr(fd, factor[vJ); } 
inout(fd); · 
TSS= readfloat(fd)I 
SS_ADD = readfloat(fd)I 
ss_CELL c readfloat(fd)I 
SS_B = readfloat(fd)I 
if(FACTS == 1) goto endinl 
ss_c = readfloat<fd)I 
SS _BC ~ readfloat<fd)i 
if<FnCTS == 2) goto endinl 
SS_D = readfloat(fd)I 
SS_BD = readfloat(fd)I 
SS_CD = readfloat(fd)I 
ss_BCD = readfloat<fd)I 
if(FACTS == 3) goto endinl 
SS_E = readfloat(fd)I 
SS_BE readfloat(fd)I 
SS_CE = readfloat(fd)I 
SS_DE = readfloat(fd)I 
SS_BCE readfloat(fd)I 
SS_BDE = readfloat(fd)I 
ss_CDE = readfloat<fd)I 
SS_BCDE = readfloat(fd)I 
if(FACTS == 4) goto endinl 
SS_F = readfloat(fd); 
SS _BF readfloat(fd); 
ss_cr readfloat<fd)I 
SS_DF readfloat(fd)I 
SS_EF readfloat(fd)I 
SS_BCF readfloat(fd)I 
SS_BDF readfloat<fd)I 
SS_BEF readfloat(fd)I 
SS_CDF ~ readfloat(fd)I 
SS_CEF readfloat<fd); 
SS_DEF readfloat(fd); 
SS_BCDF readfloat(fd); 
SS_BCEF readfloat(fd); 
SS_BDEF rcadfloat<fd)I 
SS_CDEF readfloat(fd); 
68 S_BCDEF readfloat<fd)I 
69 
70 endin: 
71 close(fd); 
72 
73 
74 
75 
76 
77 
78 
79 
80 } 
Do'nt reruove while testind the Prograru 
unlink('/trup/av00"); 
output(); 
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81 
82 
83 
84 
85 
86 
87 
OB 
89 
90 
91 
92 
93 
94 
9:5 
96 
97 
98 
99 
100 
101 
102 
103 
104 
105 
106 
107 
108 
109 
110 
111 
112 
tdefine 
tdefine 
tdefim, 
tdefine 
tdefine 
tdefine 
tdefine 
tdefine 
tdefine 
tdefine 
tdefine 
tdefine 
tdefine 
tdefine 
tdefine 
tdefine 
tdefine 
tdefine 
tdefine 
tdefine 
tdefine 
tdefine 
tdefine 
tdefine 
tdefine 
tdefine 
nt>wline 
tab 
star 
fullstar 
sl 
s2 
s3 
vl 
Plus 
fullinel 
fulline2 
s5 
s6 
s8 
s9 
.. inus 
en,PtYl 
en,F-tY2 
s12 
s14 
condvl 
FORMAT 
Afull 
s16 
s17 
AeftoPtY 
Printf( •\n") 
F-rintf( "\t• l 
r-rintf( •*•) 
{slis2;s3D 
for(cachfactor) PrintfC"********"> 
for(cachreF-lic)Printf('***t************"l 
star; newline 
rrintf("I") 
.. rintf("t") 
{star; s5; s6; st~rl) 
{sB; s9i "star; newlincl) 
for(eachfactor){ rrintf("-------•) 
if(v != FACTS-1) Plus;> 
for(eachrerlic){ rrintf("-------------- -") 
if( n!• REPLICS -1) rlu~; > 
rrintf('-') 
{star; tat,; s12; star;) 
{tab; tab; sl~; star; ncwline; > 
for( v = O; v < FACTS -1; vtt) { vli tabj) 
A3.25 
for(n • o; n < REPLICS -1; n++l < vl; tab; tab;) 
if( n ! • REPLICS -1) vl 
'* Z,3f\tt\tid\t* Z.3f\t*\n' 
{s16; sl7D 
rrintf('***t**************************"> 
Printf('****t********************t*\n") 
rrintf("t\tt\t\t*\t\t*\t\t*\n'); 
113 outPut() 
114 { 
115 
116 int rd, fd, fd!itd, v, i, j, k, 1, n,, n, TDF; 
117 char *fileout; 
118 
119 r ri nt f ( • \nCu111Put i r,!l dune. \n • ) ; 
120 asain! printf("On which file do YOIJ want uut1-ut,\t"); 
121 rd = read(O, fileout, 20); 
122 fileout[rd-1J = '\O'; 
123 fdstd = dup(l)j 
124 close(l); 
close(creat(fileout, 0666)); 
fd = oPen(fileout, l)i 
125 
126 
127 
120· 
129 
130 
131 
132 
133 
134 
135 
136 
137 
138 
139 
140 
:141 
142 
143 
144 
145 
146 
147 
148 
149 
150 
151 
152 
153 
154 
155 
156 
157 
158 
159 
160 
161 
162 
163 
164 
165 
166 
167 
168 
Printf('\n\n\n\tANALYSIS OF VARIANCE OF A Zd-WAY CLASSIFICATION",FACTS); 
newlinei 
if(FACTS > 1) rrintf('\n\t\tConorletelY crossed data desisn\n•); 
for(eachfactor){ 
rrintf('\nFACTOR\tZc\tNAME!\tzs•, v-Ot"B', factor[vJ); 
rrintf("\n\t\tLEVELS!\tZd\n", levels[vJ); 
} 
rrintfC"\nCOLLECTED RESULTS\n'); 
rrintf("\nLEVELS'); 
for(eachfactor) tab; 
rrintfC"REPLICATIONS\n•); 
ful l s tad 
en,rtYl; 
en1Pt~2; 
star; 
for(eachfactor){ rrintf(" Zc\t", v-O+'B'); 
ifCv != FACTS-1) vl; 
} 
star; 
for(eachrerlic) { rrintfC" RZd\t\t",n); 
if( n != ~EPLICS- 1) vl; 
} 
star; 
newlinei 
en,rtYl; 
en,rtY2i 
fullineH 
fulline2i 
enortylj 
· e11o r ty2; 
switchCFACTS> { 
ca s e 1: forCea c hlevelB> { 
star; 
rrintf(" Zd\t*"• no); 
for(e~chre Plic) < rrintrc• 
condvl; 
} 
sta ri 
newline; 
%.2f\t", x ltmJtroJ); 
169 
170 
171 
l.72 
173 
174 
17~ 
176 
177 
178 
179 
180 
181 
182 
183 
184 
185 
186 
187 
188 
189 
190 
191 
192 
193 
194 
195 
196 
197 
198 
199 
200 
201 
202 
203 
204 
205 
206 
207 
208 
209 
210 
211 
212 
213 
214 
215 
216 
217 
218 
219 
220 
221 
222 
223 
224 
?'>~ 
-~., 
226 } 
227 
228 
229 
230 
231 
232 
233 
234 
235 
236 
237 
238 
239 
240 
241 
242 
243 
244 
245 
246· 
247 
248 
249 
250 
251 
2~2 
253 
eu,t· l~l; 
E"IIIP· l '.:li' 2 t 
} 
ltreal,. I 
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case 2: for(eaehlevelli) fo1· (eaL·hleveJC) < 
star; 
} 
Prinlf(' Zd\t,: Zd\t,t • , ~• 11; 
for(eaehreF-lie) { F-rinlf(• Z.2f\t,•, x2(lJ[11,J[nJ)i 
condvl; 
} 
slarJ 
newline; 
Cll1Ptll 1; 
emPt'>l2; 
break.J 
case 3: for(eêlchlevelB) 1'or(eachlevelC) for(eachleve1I1) < 
case 4 
!ilar; 
Pri n tf(' Zd\t: Zd\t: 
for(eaehre •' lic) < r-rintf( • Zd\tit:•, "" Z.2f\t', 
} 
star; newline; 
e111Pllll; 
e111rtY2i 
} 
break; 
condvl; 
for(eachle velB) 1'or(eachlevelC) for(eachlevelD) 
for(eachlevelE) < 
st·ar; 
1, l:. H 
x3fkJflJ(mJ[nJ); 
Print1'(" ;.c:d\t: Zd\t: Zd\t: Zd\tit. • , 
"" 1, k, ..;1; 
for(eachrePlic){ Printf(" Z,2f\t ' , x~C..iJ[kJ[lJ[~J[nJ); 
} 
star; newline; 
eu,Pt!ll; 
emPt\12; 
} 
breald 
condvl; 
cases: for(eachlevelB) for(eachlevêlC) for(eachlevelD) 
for(eachlevelf) for(eachlevelF){ 
fullstari 
newline; 
switch( FACTSI < 
star; 
Printf( • ;.c:,J\t: Zd\t: 
"" 1, k, J, iH 
for(eachrePlic)< 
Zd\t: ;.c:d\t: Zd\t*"• 
Printf( • 
condvl; 
Z,2f\t•, x[iJ[JJ[k.J[lJ[mJ); 
} 
star; newline; 
emPt\11; 
emPt~2; 
} 
break.; 
case 1 : TDF = levels[OJ * REPLICS; 
break; · 
case 2 
case 3 
case ..,· 
cases: 
} 
TDF = levels[lJ * level s (OJ * REP~ICS; 
break.; 
TDF = levels(2J li: levels(1J * levels[OJ li: REPLICS; 
break.; 
TDF = levels(3J*levels(2J*levels[1J*levels(OJ*REPLICS; 
break.; 
TDF = Jevels(4J*levels[3J*levels[2]*levels(1J* 
levels(OJ*REPLICS; 
break.; 
Printf(•\n\n\tANOVA TABLE\n"); 
Aful l; Aeu, 1- t\l; 
rrintf<•*EFFECT *SUM OF SQUARES *DfG, OF FREEDOM~ERROR S, OF SQ,*•>; 
:!54 
255 
256 
257 
~58 
259 
260 
261 
262 
263 
264 
265 
266 
267 
268 
269 
270 
271 
272 
273 
274 
275 
276 
277 
278 
279 
280 
281 
282 
283 
284 
285 
286 
287 
288 
289 
290 
291 
292 
293 . 
294 
295 
296 
297 
298 
299 
300 
301 
302 
303 
304 
305 
306 
307 
~508 
309 
310 
311 
312 
313 
314 
315 
316 
317 
318 
319 
320 
321 
322 
323 
324 
325 
326 
327 
328 
329 
330 
331 
:332 
333 
334 
335 
336 
newline; A~~PlY; nfu}}; A~~r t y ; 
P rinlf("* TCHAI. ")i 
Prinlf(F0RHAT, TSS, TDF, 0)i 
Aen,ply; 
if(FACTS ! '-" 1) 
{ Prinlf("* ADD\l')I 
Prinlf(F0RHAT, 0, 0, 0); 
Aemr>lvl 
) 
Printf("* CELL ")f 
Printf(F0RMAT, SS_CELL, 1, (TSS - SS_CELL)); 
Ae1nplwl 
Printf( "* B\l") f 
Prinlf(F0RHAT, SS_B, levels[0J, (TSS - SS_B)); 
A~n,F-t\:I; 
if(FACTS e= 1) Soto end; 
- Prinlf("* C\t")i 
Prinlf(F0RHAT, SS_C, levels[1J, <TSS - SS_C)); 
Aen,PtYi 
P.rintf("* ~C\l"); 
Printf<F0RHAT, SS_BC, levels[0J*levels[1J, (TSS - SS_BC))I 
Aen,F-lY; 
if<FACTS ~= 2) ~oto endi 
Prinlf( "* D\t"); 
F-rinlf(F0RMAT, SS_D, levels[2J, (TSS - SS_D)); 
Aen,F-t':li 
Printf("* BD\t"); 
Printf(FORHAT, SS_BD, levels[0Jtlevels[2J, <TSS - SS_BD>)i 
Aen.Pt\l; 
Printf("* CD\t')I 
Printf(F0RMAT, ss_cD, lcvels[1)*levels[2J, (TSS - SS_CD)); 
Aen,PtYI 
Prinlf("* BCD\t")i 
A3.27 
Printf(F0RMAT, SS_BCD, lcvels[0J*lcvels[1J*levcls[2J, (TSS - SS_BCD)); 
if(FACTS ~~ 3) Soto cndi 
Prinlf('* E\t')i 
Printf(F0RMAT, SS_E, lcvels[3J, (TSS - SS_E)); 
Aen,PtY; 
Prinlf('* BE\t"); 
Printf(F0RHAT, SS _ BE, levcls[0J*levels[3J, (TSS - SS_BE))i 
Aen.pty; 
Printf('* CE\t")i 
Prinlf(FORMAT, SS_CE, levels[1J*levels[3J, <TSS - SS_CE>>; 
Aen,PtY; 
Printf("* DE\l")i 
Printf(F0RHAT, SS_DE, levels[2JSlevels[3J, (TSS - SS-DE)); 
Aea,PtYi 
Printf("* BCE\t"); 
Printf<FORHAT, SS_BCE, levels[0J*levels[l)*levels[3J, TSS - SS_BCE ); 
Aen,PtY; 
Printf('* BDE\t'); 
Printf(F0RHAT, SS_BDE, levels[0J*levels[2J*levels[3J, <TSS -SS_BDE)); 
Aeir,PtY i 
Printf("* CDE\t")i 
Printf(F0RHAT, SS_CDE, levels[1J*levcls[2l*levels[3J, TSS - SS_CDE>i 
Aen,,•ty; 
Printf("* BCDE\t"); 
Printf(F0RHAT, SS_BCDE, levels[0J*levels[1Jtlevels[2J*levels[3J, 
TSS - SS_BCDE); 
Aen,Pt>:1; 
if( FACTS 4) goto end; 
Printf("* F\t"); 
Printf<F0RHAT, SS_F, lev~ls[4J, TSS - SS_E)i 
Aen.F-tYi 
Printf("* BF\t')I 
PrintfCFORHAT, SS_BF, levels[0J*levels[4J, TSS - SS_BF); 
Aen.pty; 
PrintfC"* CF\t"); 
Printf(F0RHAT, ss_cF, levels[1)*levels[4J, TSS - SS _CF); 
Aen,P tY; 
PrintfC"* DF\t")i 
PrintfCF0RMAT, SS_DF, levels[2J*leve] s [4J, TSS - SS _DF); 
rrintf<"* EF\t'); 
Printf(F0RHAT, SS_EF, level s [3J*levels[4J, TSS - SS_EF>; 
Aen, PlY; 
Printf("* BCF\t'); 
PrintfCFORMAT, SS_BCF, levcls[0J*levels[1J*levels[4J, TSS - SS_BCF)i 
Aen.PtYi 
Printf("* BDF\t'); 
PrintfCF0RHAT, SS_BDF, levels[0J*levelst2J*levelst4J, TS~ - SS_BDF>i 
Aen,r ty; 
337 
33B 
339 
340 
341 
342 
343 
:;44 
345 
346 
347 
34B 
:349 
:350 
351 
352 
353 
354 
355 
356 
357 
35B 
359 
360 
361 
362 
363 
364 
365 
366 
367 
36B 
369 
370 
371 
372 
373 
374 
end: 
} 
A3.28 
Pri1,lf('t l<r.f\l')I 
Pr intf(F0RMAT, SS_l<[f , level~[0)t l ~vels[J)ll~vel~[4), 1 S5 - S S_ l<lf)I 
f\e• ,P l;,; 
Prinlf('t r.r,r\t')I 
,-.rinlf(f0RHAT, SS_ CDf, l ev~ls[ 1)llevcls[2)* 1evels[4J, TSS - SS_CDf)I 
Aen,1-l\J 1 
rrinlf('t CEF\l')I 
rrinlf(F0RHAT, SS _CEF, l~vel ~[ 1Jtlev~l s [J)tl~v~l s[ 4J, TSS - SS_CEF )I 
Aeu,r-l;, 1 
Prinlf('t IiEF\t')I 
rrintf(F0RMAT, SS_IiEF, l~v~ls[2Jtlevels[3Jtlevels[4J, TSS - SS _IiEF >I 
A~n,Pl\l 1 
Printf('t BCDF\t')I 
Printf<FDRHAT, SS _ BCiiF, levels[0)tlevcl s [1ltlevel s [ 2 Jtlevels[4J, 
TSS - SS_BCIJF)I 
Aen,pl;,; 
rrintf('* BCf.F\t')I 
rrintf(F0RHAT, SS_BCEF, leve ls[0J*levels[l)*level •C3 J*lev~ls[4J, 
TSS - SS_BCEF)I 
flen, p l;, 1 
rrintf('* BDEF\t")I 
rrintf(F0RhAT, SS_BDf.F, level s [0J*levels[2Jtleve l s[3J*levels[4J, 
TSS - SS_B[1EF >; 
AemPl\11 
rrintf('* CDEF\l')I 
rrintf(F0RMAT, SS_CiiEF, level s [l]*levels[2Jtlevcls[3)*levels[4J, 
TSS - ss_CIJEF)I 
AemPl'a#I 
rrintf('* BCIIEF '>I 
rrintf(F0RMAT, S_BCIIEF, levels[0J*levels[1J*levcls[2J*levels[3)*levels[4J, 
TSS - S_BCDEF > 1 
Aen,Pl'a#I 
Afulll 
clos e(fd)I 
du,-(fds td>I 
close (fdstd)I 
rrintr( "\n\n\nanova done,\n\n')I 
m - module de relecture du fichier temporaire, 
11 inout.c 11 
l 
2 
3 
-4 ino•Jt(inf) 
5 int ir,fl 
6 < 
7 re~ister int 1, lli, ni 
8 int i, j, Id 
'7 int fcJ, 11, rd; 
10 
:t 1 
12 
readstr(inf, filen~me)I 
A3.29 
13 
1-4 
15 if((fd = oPen(filenallie, 0)) ~~ -1) { Printf("ERR0R fill? net found\n")I 
16 switch(FACTS>< t1:dt( >1 ) 
17 
18 case 1: for(eaL•hlevelB) for(eachre P lic:) 
19 if((xl[mJ[nJ = readfloat(fd)) == -1){ 
20 Printf("ERR0R on inrut file\n")I 
21 exit(); 
22 
23 
24 
) 
break; 
25 case 2: for(eachlevelC) for(eachlevelB) for(eachrePlic) 
26 if( (x?.[lJ[ • ,J[nJ ,= readfloëlt(fd)) == -1) 
27 { Printf("ERR0R on inPut file\n")I 
28 exit(); ) 
29 breëikl 
30 
31 case· 3: for(eachlevelD) for(eachlevelC) for(eachlE.-velB) 
32 for(eachreP]ic) 
33 if((x3[kJ[lJ[mJ[nJ m readfloat(fd)) == -1) 
34 { Printf( 'ERR0R on in»ut file\r,•); 
35 exit()I ) 
36 break l 
37 
38 case 4! for(eachlevelE) ·for(eëlchl~velD) forteachlevelC) 
39 for(eachlevelB> for(eachrePlic) 
40 if((x4[JJ[kJ[lJ[~J[nJ = readfloat(fd)) == -1) 
-41 
-12 
43 
44 
breakl 
< Printf("ERR0R on input file\n"); 
exit();) 
45 case S! for(eachlevE.-lF) for(eachlevelE) for(eachlevelD) 
46 
47 for(eachlevelC) for(eachlevelB) for(eachrePlic) 
48 
49 
50 
51 
52 
53 
54 
default! 
) 
breakl 
if((x[iJ[jJ[kJ[lJ[~J[nJ = readfloat(fd)) -1) 
{ Printf("ERR0R on inPut file\n"); 
e x it()I ) 
Printf("ERR0R inrut not Poss ible\n")I exit()I 
55 ) 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
66 
67 
68 
69 
70 
71 
72 
73 
74 
readst.r(fild, Ptr) 
char *"'tri 
int<fild>I 
{ 
register 
register 
for( i 
int. il 
char *cl 
0; i < 20; i ++) { 
if(readCfild, c, 1) 
) 
-1) { F-rint.f( "E0F\r,•); 
exit(); 
if ( *c '\n') < Plr[iJ '\0'1 
r e turn(0); 
) 
else rt.r[iJ 
) 
) 
Annexe A.4 
L'Overhead 
A4.l 
Le calcul de l' "overhead" n'est pas réalisé 
pour tous les tests car les temps mis par les courants sans 
mesure pour s'exécuter n'ont pas tous été pris. 
Explication du tableau A4.l 
colonnes 1 à 3 
colonne 4 
colonnes 5 - 7 
colonne 8 
colonne 9 
valeurs des paramètres 
temps mis par le courant avec les tests 
temps mis par les autres courants (t 2 , 
t3,t4) 
temps moyen d'exécution des trois courants 
sans mesure (tm) 
importance de l 'overhead 
l l OO _ tm X 1001 % 
tl 
A4.2 
PARAMETRES tl t2 t3 t4 tm 11 overhead 11 
NBUF SSIZE NEX EC 
20 2 10 60 1 26 55 1 09 54 1 28 55 1 45 55 1 07 8,80 % 
20 2 15 61 1 05 57 1 04 56 1 18 56 1 26 56 1 36 7 ,34 % 
20 2 20 63 1 26 59 1 05 59 1 05 59 1 05 59 1 05 6,86 % 
20 3 10 60 1 19 57 1 07 55 1 09 57 1 02 56 1 42 6, 00 % . 
20 3 15 60 1 46 57 1 43 59 1 28 56 1 51 57 1 21 5,62 % 
20 4 10 60 1 33 55 1 27 55 1 40 55 1 22 55 1 30 8,29 % 
20 4 15 63 1 18 57 1 54 57 1 54 57 1 19 57 1 42 8,85 % 
20 4 20 63'40 59 1 40 59 1 31 59 1 31 59 1 3 5 6,41 % 
25 2 10 52 1 39 49 1 13 47 1 41 49 1 06 48 1 40 7,57 % 
25 3 10 53 1 14 44 1 28 48 1 24 49 1 13 49 1 02 8,00% 
25 3 15 54 1 20 47 1 48 44 1 08 44 1 04 48 1 40 10 1 43 % 
25 4 10 53 1 57 49 1 16 48 1 27 49 1 23 49 1 02 9, 11 % 
25 4 15 55 1 20 50 1 11 49 1 22 50 1 06 49 1 53 9,85% 
25 4 20 54 1 14 48 1 57 49 1 57 49 1 27 49 1 47 8,21 % 
30 2 10 50 1 04 45 1 26 46 1 46 46 1 20 46 1 10 7,79% 
30 2 15 51 1 24 47 1 06 46 1 09 47 1 $6 47 1 06 8,51 % 
30 2 20 50 1 21 4-5 1 18 45'43 46 1 28 4 6 1 10 8,31 % 
30 3 10 50 1 00 45 1 43 45 1 43 45 1 50 45-45 8,50% 
30 4 10 50 1 34 46 1 20 45 1 45 46'15 46'0fr 8,83 % 
30 4 15 50 1 54 46 1 31 46 1 25 46 1 49 46 1 35 . 8 ,48 % 
Tableau A4.l Calcul de l 1 11 overhead 11 par test. 
Annexe A.5 
Benchmarks 
A. 5 .1 
1 
2 
3 
4 
"' 
., 
ô 
7 
13 
9 
:10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
..,.,. 
.'._..., 
26 
Procédure de contrôle "loop" 
echo 
dale 
AUTOMATIC PERFnRHANCE HEASUREHENT SYSTEM 
HAIN COlflROL l.O(lf· 
++++++-++ l oo,, enlered 
eclio -++++++++ ini liillin!.l au\mdnonuus flo1,1s 
sh bench/t4/flo1,14 & 
sh bem:h/l3/flow3 t 
sh bench/l2/flo1,12 l. 
echu ++++++++ iniliillinY meauured flo1,1 
date 
sh ber,ch/tl/flo1,1l 
skill 
dale 
echo ++++++++ meilsured flo1,1 terminaled 
echo ++++++++ re!.leneratin!.l benchmark files 
tinie sh bench/n,ajfb14 
echo ++++++++ all benchn.ëirk fileu re!.lenerated 
date 
rn, -f /•Jst·/lpd/* 
rm -f /tu,r-/* 
echo ++++++++ PreP..-.rin!l lhe r,e1,1 s\Juleu, 
27 UPdva l 
28 aller 
29 CP tune,h /usr/sws/tur,e,h 
30 ech6 ++++++++ ne1,1 Parameter values are 
31 cal tune,h 
32 ~i~e stl new~Ys 
33 echo ++++++++ ne1,1 swsleni readw 
34 date 
35 echo ++++++++ checkin!l the disks 
36 icheck -s /dev/hPOT 
37 echo ++++++++ bootin!.l a!.lilin 
38 reboot 
A. 5. 2 Procédure "flowl" 
1 !/* COURANT DE TEST ( tl 
2 :I* 
3 !/* 
4 !/* 
5 !/* INITIALISATION 
6 !/* -chan!.lement de djrecloire de lravajl 
7 :/* -attendre 20 secondes ..-.vant de lance1· le courant de lest 
B !/t 
9 chdir bench/ll 
10 sleeP 20 
11 !/* sh afbi : e:œcut.ion de la serie i 
12 :1t 
· 13 !/* >> /apn./times/ht.l : mettre les leniPs collectes dans /apn,/tinies/btl 14 ! /'j, . ., ... 
15 
16 
17 
18 
1~ 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
sh afb6 >> /apn,/times/btl 
sh afbB >> /apn,/times/btl 
sh afbl >> /aPni/tinies/bll 
sh afb2 >> /ap~/times/btl 
sh afb3 >> /apn,/times/btl 
sh afb7 >> /apn,/times/btl 
sh afb2 >> /apn,/tim~s/btl , 
sh afbl >> /apm/times/bt1 
sh afb3 >> /apn,/times/btl 
sh afb8 >> /apn,/limes/bt.l 
sh afb4 >> /apm/times/hll 
sh afb7 >> /~pn,/limes/btl 
sh afbô >> /aPm/times/btl 
sh afb~ >> /aPm/times/btl 
sh afb2 >> /apni/tinies/btl 
sh afb3 >> /apm/times/btl 
sh ~fbB >> / apm/tjmes/htl 
sh afbô >> /apm/times/btl 
sh afhl >> /apm /times/btl 
sh afb7 >> /apn, /times/bll 
cal /nint2/apn,/screen > /dev/tlwk 
A 5 .1 
A. 5. 3 Procédure "afbl" A5.2 
: n,~su,·c d1J lPmP t• ,ui~ Par ] ;.- Cùn1n1ar,de 1 
2 
3 
4 
5 
6 
7 
u 
9 
10 
11 
12 
13 
14 
tin,e < c-on,n,ar,de > 
:/t > /dev/tt..,k 
lit 
envoy~ r l P. 111e~1,;a!l~ rl~t.our dt..' la cor,n,ë.Jnde vc ,-~ 1 e, v i deo k 
Il* 
:I* ift,Prt!ssion du fic:hier afPil.1' 
t i 11,e cat af Pi 1, f > /dP11/tt.~•k 
Il* executt:•r le fichier ofb11 
tin,e t:h llfb11 ) /dt-11/tl-a.rk 
:/t aPPt!l de l'edil~ur 
ed afF-11,1') /dev/tlYk 
6s/20w/20)w/ 
17~/orrnat/forrnal/ 
w 
/Il* on ouitte l'editrur 
15 o 
16 ti11,e sh afb11 > /dev/ttYk 
17 :I* mettre a,o~t dans afPi1,o , drtruire a.out 
18 tirne rnv a,out ofPi1,o 
19 :1t executer le fichier c-ornPile afPil,o 
20 tirne afPil,o > /dev/ttuk 
21 ed afPi1,1' > /dev/ttuk 
22 8s/10/9/ 
23 w 
24 a 
25 time sh afb11 > /dev/tlyk 
26 tirne rnv a.out afPil,o 
27 tirne afPil,o > /dev/ttwk 
28 :/* irnPrirner afPi1,f 
29 time Print afpil,f : oPr 
30 :l* . c-oPie du fichier image /~prn/bencl1/afPil,f dans C /aprn/bench/t1/)afPi1,f 
31 :/* afPil,f est de nouve .. uJ a l'etat initial Pour ur,e r,ouvelle execution de la 
32 . :/* serie 1 
33 tirne CP /aprn/bench/afpi1,f afPil,f 
A. 5. 4 Procédure "afbll" 
1 fc afPil,f 
A. 5. 5 P_rogramme "afil.f" 
1 C TRI IJ'lll~ TABLEAU 
2 dimer1!:;ion wClO) 
3 F- =2*3,14155926 
4 do 10 i=l,10 
5 X =- i 
6 10 w(i) = sin(p*(x/10>**2) 
7 writc(6,:?.0)w 
8 20 foru,at ( 17h ur,sorted wvi9hls,/,l0f6,3) 
9 do 30 jc:1,9 
10 jk =- j+l 
11 do 30 k~jk.,10 
12 if(w(j),le,w(k)) !'lot.o 30 
13 t = w(j) 
14 w(j) = w(k) 
15 w<k> = l 
:L6 30 continue 
17 writc<6,40)w 
18 40 fo ru,at ( 15h sorted wei9hls,/,10f6,6) 
19 stor 
20 end 
A. 5. 6 Procédure "afb2" 
1 tinoe cat afri2~.f > /dev/llvk 
2 ed afPi2~,f > /d~v/llvk 
:3 13s/35/3/ 
4 20s/345/45/ 
5 22s/210/10/ 
6 24s/899/99/ 
7 2Ss/616/16/ 
B 6s/6/1/ 
9 4d 
l 0 6, Bd 
11 w 
12 0 
13 tinoE' fc ilfF-i25,f afPi21,f ilfr-i2:;:>,f ëJfF'i23,f afl'i24,f ) /dcv/llvl<. 
14 tinoe nov a.out afPi2,o) /dev/ltvk 
15 tinoe afF-i2,o 
16 ti~e Print afPi25,f I oPr 
17 tin,e cr /apn,/pench/lilfPi2S,f ilft>i25,f 
A. 5. 7 
l 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
:l3 
14 
A.5.8 
1 
2 
3 
4 
6 
7 
8 
A. 5. 9 
1 
2 
3 
4 
5 
6 
7 
B 
') 
10 
Programme "afpi21.f" 
uubroutine Pil(e) 
doublePreciuiun t,tl,t2,v 
con,n,un t, t 1 , t2 
di111en!iion e(4) 
j =O 
1 e(l ) c. (e(J Ht•C2)te(3)-1,d4) >*t 
e(2)m(e(J)te(2)-e(3)teC4))*l 
e(3)=(e(l)-e(2)teC3)tr(3)>•t 
e(4)=(-e(l)te(2)te(3)t<.>(4))*l?. j=jtl . 
i f(j-6) 1,2,2 
2 continue 
return 
end 
Programme "afpi22.f" 
subroutine PO 
double rreciuior, t.,t.1 ,t2,el 
cunonoon t,tl,t.2,e1(4),j,k,l 
el(j) c: el(I<.) 
el(l<.> c: t•lCl) 
cl< l )c:pl(j) 
return 
end 
Programme "afpi23.f" 
subroutine r3(x ,v,z) 
double Preci!iion t,tl,t.2,xl,Yl,x,y,z 
conon,or, t,t.1,t.2 
xl=x 
Yl = y 
xl =l*<xltvl) 
Yl "' l*<:<ltvll 
z ~ <:< l+vl )/t.2 . 
rE'lurn 
end 
AS.3 
A. 5 .10 
l 
2 
3 
4 
6 
7 
A.5.11 
1 
2 
3 
"' 5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 . 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
,SS 
Programme "afpi24.f" 
1 
t.ubru1Jti1H!' P111Jt (n,j,1,. , :{1, }:2 ,:<3, x 4) 
cJu•Jbl-,• t• rl•t:i i; iun x1 ,:<? ,:<3, x 'I 
co111n,ur,/ i i N,,-./ i i 11tt" 
w ri te ( i i n,1• , 1 ) n, J, lux 1 , :<?., :<3, x 4 
fur ·n,at(lh ,3i7,4d12,4) 
ret•Jrn 
end 
Programme 11 afpi25.f 11 
c CALCUL F'UR 
990 
11 
18 
19 
21 
31 
38 
39 
41 
42 
'13 
44 
4::; 
do1Jble Preei!iior, x1 , x2 , x3,x4,x,!<, z ,t,t1 ,t2,e1 
co11111our, t,t1,t2,e1(4),j,k , 1 · 
COlflfflOll /j i111• .. /iim P 
i lec= ~ 
i i11,,, ~ 1 
call !ietfi l ( 1, • /;_,i,11,/bench/t1/surtie2") 
wri te( i in,t>, 990)n1, n2,n3 ,n4 ,n::i,n6,n7 
forN,at ( 7 i 10) 
i =3 
t=0,49997!:; 
tl =0,50023 
t.2 °0 2, 0 
nl=0 
n2'-"12*i 
n3=,14*i 
n4 =45*i 
n5=0 
n6 = 10*i 
n7=32*i 
n8=99*i 
n9 = 16*i 
n10=0 
n11=93*i 
n12=0 
x1 = 1,0 
x2=-1,0 
x3=-1,0 
x4=-1,0 
if(nl) 19,19,11 
do 18 j =1,n1,1 
x1=(xltx2tx3-x4)*t 
x2=(xl+x2-x3+x4)*t 
x3=(-x1tx2tx3tx4)~t 
continue 
contin1Je 
call Pout<nl,n1,nl,x1,x2,x3,x4) 
e1(1)=1,0 
e1(2> =-1,0 
e1<3>~-1.o 
e1(4)=- 1.0 
if(n2) 29,29,2l 
do 28 i = l,n2,1 
el(l) = (e1(1)te1(2)te1<3>-e1(4))*t 
. e1(2)=Ce1(1)+e1(2)-el(3)te1(4)>*t 
e1(3) ~ (e1(1)-e1(2)te1(3)tel(4))*t 
e1(4)=(-e1(1)te1(2)te1(3)tel(4))*t 
continue 
continue 
call Pout(n2,n3,n2,e1(1),e1(2),el(3),e1(4)) 
if(n3) 39,39,31 
do 38 i =l,n1,1 
call pa(el) 
continue 
call Pout(n3,n2 ,n2 ,e1(1),e1(2),e1C3),e1(4)) 
j=l 
if(r,'\) 49,49,41 
do 48 i ,,. 1,n4,1 
if(j-1) 43,42,43 
j = 2 
suto 44 
j =3 
if(j-2) 46,46,4 3 
j=0 
!joto 47 
A5. 4 
66 
67 
68 
69 
70 
71 
72 
73 
74 
75 
76 
77 
78 
79 
80 
81 
82 
83 
84 
135 
136 
87 
88 
89 
90 
91 
92 
93 
94 
95 
96 
97 
98 
99 
100 
101 
102 
103 
104 
105 
106 
107 
108 
109 
:L10 
111 
112 
113 
114 
115 
116 
117 
118 
119 
120 
l.21 
122 
123 
124 
125 
126 
127 
128 
129 
130 
131 
:132 
133 
134 
4 6 
4 7 
411 
41 2 
48 
49 
61 
68 
69 
71 
78 
79 
81 
88 
89 
91 
98 
99 
101 
108 
109 
111 
118 
119 
J ~ 1 
Jf(j-1) 411,412,41~ 
J as 1 
!loto 4 8 
J ,ao 
continut! 
continui, 
call rout(n4,J,J,x1, x2 , x3,x4) 
J = l 
l<."'2 
1 .. 3 
if(nbl 69,69,61 
do 68 i-=1,n6,1 
J =J*<l<.-J l*(l-kl 
k"-l*h.-(1-Jl*I<. 
l~Cl-kl*( k. tJ) 
el C 1-1) ,:. Jfkt l 
el Cl<.-1 l =J* k.*1 
continue 
cor,t i nui, 
call r~ut(n6,J,k, e 1(1),i,1(2),el(3),i,1(4)) 
X"'0,5 
w=- 0,S 
if<r,7> 79,79,71 
do 78 i = l,n7,1 
x=t*dat~n(t2*d5 in(xl*dcos(x)/(dcos(xtw)tdcos(x- w) - l,0)) 
w=t~datan(t2*d5in(v)*dcos(y)/(dcos<xtw)tdcos(x-y)-J,0)) 
continue 
continue 
call Pout(n7,J,k,x,x,w,w> 
x=l,O 
~=1,0 
z=l,0 
if'(n8) 89,89,81 
do 88 i = l,n8,l 
c-all r3(x,w,2) 
continue 
call pout(nS,J,k,x,w, z ,z) 
J = l 
k=2 
1 =3 
el<l> = l,0 
e l (2) =0:?,0 
e1(3)=3,0 
if(r,9) 99,99,91 
do 98 i =1,n9,1 
call PU 
continue 
call Pout(r,9,J,k.,el (1) ,el (2) rl'l (3) ,el (4)) 
J=2 
l<.=3 
if<nl0) 109,109,101 
do 108 Î "' l,nl0,1 
J =Jtk 
k~J+k 
J = J-1<. 
k=-k.-J-J 
continue 
continue 
call Pout(n10,J,k,x1,x2, x3, x 4) 
X=0,75 
if'(nll) 119,119,111 
du 118 i ,,,1,nll,1 
·x=d5ort(dexP(dlos(x)/tl)) 
continue 
call Pout(nll,J,k,x,x, x , x ) 
stoP · 
~r,d 
AS. 5 
A.5.12 Procédure "afb3" 
l ~ru afPi3,f ) /dcv/tl~k 2 1,,,, 
3 2i 
4 di•,ension u(5,~),b(5,3),r(5,~) 
6 
7 
8 
'I 
l.0 
:L 1 
12 
:L3 
14 
15 
16 
l.7 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
. 65 
66 
67 
68 
69 
70 
71 
72 
73 
74 
75 
lOi 
do 21 J ,=1 ,n:-: 
13s/d/c/ 
6s/6/2/ 
w 
0 
lime fc afPi3.f > /dev/ll~k 
lime ~v a,oul afri3.o 
em donnee3 > /dev/llYk 
1,$d 
a 
5 
3,56-189 
1,56491 
2,10987 
3,65103 
1,89402 
4,98063 
2,98756 
8,09834 
6.09876 
1.34S67 
9,76234 
1.11111 
2,22222 
3,33333 
4.~4444 
9,99999 
2.34345 
6.99767 
8.65645 
5,34S43 
2.34759 
3.45645 
4,76896 
1.56789 
2,34S67 
3,4567B 
4,56789 
5.67890 
6,78901 
7,89012 
8.98012 
8.90123 
9.01234 
0.12345 
5.09876 
6.6S432 
4,76768 
3.98787 
i.98762 
3.87659 
8,78697 
7,97806 
4.87690 
1,23454 
3.76589 
2.87694 
0,98765 
2.98675 
2.876S9 
3.97856 
w 
0 
lin,c afPi3,o 
lime cal /~pm/bench/l1/sorlie3 > /dev/llYk 
lime Prinl afPi3.f : oPr 
lime CP /apm/bench!1afri3.f afPi3.f 
A 5. 6 
A. 5 .13 Programme "afpi3.f" 
1 c HULTI PLlCATION DE DEUX MATRICES 
3 
4 
6 
7 
13 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
91 
21 
92 
doublt> """'ci-.:.ion a,b,c 
di1,t>n ç icm a(S,:D ,bC::ï,5) ,c<S,5) 
call st>tfil <• ,•/êlPni/bE-nch/t.1/donnt> t! 3') 
call st>t.fil <2,•/ap m/bench/t.1/~ortit!3•) 
ilt>c .,_ • 
iin,P = 2 
r te' ad ( i l t> c , 91 ) n x , ( ( ;_, ( i , J ) , i 0- 1 , 5 ) , J = 1 , 5 ) , ( ( b ( i , J ) , i = 1 , 3 ) , J " 1 , S ) 
format.Ci1,/,2::ï(f7,3,/),24(f7,3,/),f7,3) 
do 21 Ï'=1,nH 
do 21 J '-'" 1,n~: 
c(i,J) =0,00000 
do 21 w,= 1,r,x 
c<i,J) =c(i,J)fa(i,~)*b<~,J) 
u ri t.t> ( i i 11,p, 92) n x , ( ( c ( i , j) , j c 1 , n x ) , i = 1 , n:{ ) 
for~at(i1,/,24(f7,3,/),f7,5) 
stop 
end 
A.5.14 Procédure "afb4" 
1 sleeP •O 
2 tin,e slo bas4 > /dev/ttvk 
A. 5 .15 Programme "bas4" 
1 :I* CALCUL DU COEFFICIENT DE VARlATIOW DE DEUX VARIABLES 
2 b êls 
3 6 x= 1 
4 7 !ci= l 
5 8 n =5 
6 9 sl =s2=s3=s4 =s5~0 
7 10 for i=l 5 
8 11 sl =sltx 
9 12 s2=s2t!J 
10 13 s3=s3+x*!J 
11 14 s4=s4+x*x 
12 15 s5~s5t!J*!J 
13 16 x =x+4 
14 17 Y=!Jll:2 
15 18 nt> x t · 
16 19 a =n*s3-sl*s2 
17 20 b =sor((nll:s4-sl-2)t( n t s 5-s2-2)) 
18 21 a = int(a/b*l000t,5)/1000 
19 22 Print a 
20 run 
21 donE-
A.5.16 Procédure "afb5" 
1 tiffie cat afPi5,c > /de v/tt!Jk 
2 time sh afb51) /dev/tt.vk 
3 ed afPi5,c) /dev/tt!Jk 
4 6,16s/: = / =/ 
5 .., 
6 0 
7 t.i~ e sh afb51 > /dev/ttvk 
8 time mv a.out. afhS,o 
9 ed afPiS,c > /de v/tt~k 
10 2s/10/11/ 
11 w 
12 o 
13 time s h afl>Sl > /de v/ttvk 
14 time ~va.out. afPi5,o 
15 time afPiS,o > /de v/tt!Jk 
16 li me Print afPi3,c : 0Pr 
17 time CP /a Pn1/b e r,d1/af1•i3, c a friS,c 
A 5. 7 
--- - - - - - ----' - - - - - - - - - - - - - - - - - - - - - - ~ 
A. 5. 17 Procédure 11 afb15 11 
CC.' üfPi5,C 
A. 5 .18 Programme 11 afpi5.c 11 
1 /~ CALCUL DE MOYENNE 
2 n,ain( ){ 
3 int a[lll,ddv,ruo~; 
4 float ~un, ,H,eanf 
5 5un, = o; 
6 ruean o; 
7 a[0J 1; 
8 a[lJ 2;_ 
9 a[3J ~; 
10 a[2J 3; 
11 a[4J 51 
12 a[6J 23; 
13 a[7J 141 
14 a[5J 32; 
15 a[BJ 47; 
16 a[9J 58; 
17 a[l0J = 69; 
18 for(ddv=0iddY<lliddv++)~ 
19 suru = suru + ~[dduJ; 
20 } 
21 
22 
23 
24 
mean = su~ 1 11; 
Printf('ruean Zf\n',ruean)i 
for(dd~~0iddv<11iddv++>< 
if(a[ddv) < n.c an) 
25 ruos++; 
26 } 
27 Printf('serie6 Zd',ffios)i 
28 } 
A. 5 .19 Procédure 11 afb6 11 
1 time cat afPi6,c > /dev/ttvk 
2 time sh afb61 > /dev/ttYk 
3 ed afPi6,c > /dev/ttyk 
4 9s/fdl/fdr/ 
5 w 
6 0 
7 time sh ~fb61 > /d<.>v/tt~k 
8 tirue n,v a.out afPi6,o 
9 tin.e afPi6,o 
10 tin,e PT·ir,t é:fPi6,c : o » r 
11 tin,e CP /aPn,/bench/1afPi6,c afPi6,c 
A.5.20 Procédure 11 afb6l 11 
1 cc afPi6,c 
A. 5. 21 Programme 11 afpi6.c 11 
1 I* ECRIRE DANS UN FICHIER CE QUE LU DANS UN AUTRE 
2 tdefir,e bufsize 512 
3 main(){ 
4 int fdr,fdw,ni 
5 char b•Jf[buf~, i 2eJ; 
6 fdr ~ 0 Per,< • / ;_,o , 111/be r,ch/tl/"'nt1·<.>e6' ,0); 
7 fdw = or•en('/ar-n,/bench/t1/~surtie6",1H 
B while((n = r e ;,d(fdr· ,buf,buf~ i:ëe)) > 0) 
9 wr te(fdw,buf,n)i 
10 clo$e(fdr) 
11 clo$e(fdw) 
12 } 
A5. 8 
A.5.22 Procédure "afb7 11 
1 tin,.,. sh lc'dii71 ) hkv/ii\JI-. 
2 iin,1: cr• /ar-n,/1..,er,ch/er,ir·et?71 er,iret?7 
A.5.23 Procédure "edit71" 
:L : /li" eni 1·elc'7 EST UNf. COF' l E DES FI CHI ERS afr• i 2*, f 
2 ed er.iree7) /dev/iiwk 
3 1, ,,.. 
4 l0d 
~5 1 0d 
6 10s/i =35/ iJkl =2/ 
7 34~/x3/xxx3/ 
8 32,33d 
9 78,82 F-
10 78,79~/l /(/ 
11 81,825/!c'/fg/ 
l.2 47,48d 
:1.3 17,26s/i/ishf/ 
14 45s/e/eee/ 
15 94,95m47 
16 89i 
17 hJswtr lkJuio 
18 
19 94,95P 
2 0 94,95s/x/www/ 
21 94,95s/ww/tttt/ 
22 65i 
23 dfghJkl 
24 
25 150s/k/n,n/ 
26 152s/el/e2/ 
27 154s/en/rt/ 
28, 156s/do/us/ 
29 158s/x/oc/ 
30 69,75ml36 
31 125i 
~52 dfshJ 
33 
34 137, 150d 
35 34;67t100 
36 1, $p 
37 w 
38 a 
39 Print entree7 oPr 
A.5.24 Procédure 11 afb8 11 
1 ti n,e cc afF·iB,c > /dev/tbk 
2 tirr,e n,v a,out af1°i8, o 
3 tin,e afr-iB,o 
4 tin,e F-rint afF-iB,c ' C>Pr 
' 5 tin,e rn, er,t0 er,tBl t?nt82 ent.83 erot84 
---------------
A5.9 
-- ~ __j 
A.5.25 
l 
2 
Programme 11 afpi8.c 11 
n · CR E ATIO N , LECTllRr, ECRITU RE VE rICHIE R 
tdcfine buf~iz e 512 
:3 n, a i r, ( ) { 
4 double atlOJ,buf[buf~iz e J; 
5 int fd[5J,i,k; 
6 fd[OJ "· c-reat( • /,,,.11,/bench/tl/er,tO' ,06/,6); 
7 fd(lJ c-reat('/a1>111/b1mch/tl/er,t8l',Of.66)l 
B fd[2J creat('/a1·•11,/L• E· nch/tl/e1,t82 ",0b66); 
9 fd[3J c-reatC '/a i, n,/bencl, /tl/.,r,t83' ,01,66); 
10 fd[4J rreat( • /a1•n,/L,er,ch/tl/er,t8'1 • ,0666); 
11 for(i =O;i < lO;i++>< 
:1 2 a [ i J ,,. i ; 
13 b•JftiJ = a[iJi 
14 } 
15 for(i ~ O;i < lOOO;i+t) 
16 writ c(fd[OJ,buf,BO); 
17 for(i =O;i<200;i++>< 
:18 read(fd[OJ,buf,400); 
19 for(k = l;k<5;k++> 
20 writ e (fdt kJ,buf ,'100); 
21 } 
22 
23 
24 } 
for( i = O; i<5i i++) 
closc(fd[iJ); 
A 5 .10 
nr 
0 0 3 2 1 2 6 7 9 
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