* is a resource aware declarative approach for modeling and building safety-critical embedded systems. Recently, Priority-based FRP (P-FRP) was introduced as a formalism that guarantees real-time response. Due to the state-less nature of execution of functional programs, P-FRP implements a transactional nature of execution where preempted lower priority tasks are aborted. This makes the response time of a lower priority task completely dependent on the execution pattern of higher priority tasks. The feasibility interval in the classical preemptive model † of real-time systems is known and is dependent on the least common multiple (LCM) of task periods. However, since the abort nature of preemption can induce side-effects on the execution of lower priority tasks, it has been unknown to date if the feasibility in P-FRP is also dependent on the LCM. In this paper, we rigorously prove that these side-effects of preemption are bounded within the LCM and formally derive a value of the feasibility interval in P-FRP. This value of feasibility interval is vital for more robust schedulability analysis of the P-FRP execution model.
I. INTRODUCTION
Functional Reactive Programming (FRP) [22] is a declarative programming language for the modeling and implementation of safety-critical embedded systems. It has been used for a wide range of applications, notably, graphics [8] robotics [17] , and vision [18] . FRP elegantly captures continuous and discrete aspects of a hybrid system using the notions of behavior and event, respectively. Because this language is developed as an embedded language in Haskell [11] , it benefits from the wealth of abstractions provided in this language. Unfortunately, Haskell provides no real-time guarantees, and therefore, neither does FRP.
To address this limitation, resource-bounded variants of FRP were studied ( [20] , [21] , [22] ). Recently, it was shown that a variant called priority-based FRP (P-FRP) [12] combines both the semantic properties for FRP, guarantees resource boundedness, and supports assigning different priorities to different events. In P-FRP, higher priority events can preempt lower-priority ones.
However, to maintain guarantees of type-safety and state-less execution, the functional programming paradigm requires the execution of a function to continue uninterrupted. To comply * This work is supported in part by U.S. National Science Foundation under Award no. 0720856 † In this paper the classical preemptive model refers to a real-time system in which tasks can be preempted by higher priority tasks and can resume execution from the point they were preempted with this requirement, and allow preemption of lower priority events, P-FRP implements a transactional model of execution. Using only a copy of the state during event execution and atomically committing these changes at the end of the event handler, P-FRP ensures that handling an event is an "all or nothing" proposition. This preserves the easily understandable semantics of FRP and provides a programming model where response times to different events can be tweaked by the programmer, without ever affecting the semantic soundness of the program. Thus, a clear separation between the semantics of the program and the responsiveness of the implementation of each event handler (or task) is achieved.
A real-time system can run for an unbounded amount of time, and no task in the set should miss its deadline as long as the system is running (assuming all system parameters remain the same). Since it is not feasible to ascertain the schedulability for an unbounded period of time, a finite value to study schedulability is required. This finite amount of time for which the schedulability has to be analyzed, is termed as the feasibility interval in real-time studies.
In their seminal paper, Liu and Layland [15] have shown that the Worst-Case Response Time (WCRT) for any task in the preemptive model occurs when it is released synchronously (at the same time) as higher priority tasks. This is also known as the critical instant of release. For the synchronous release of tasks under the preemptive model, a common feasibility interval used is [0, L), where L represents the least common multiple (LCM) of all the task periods in the system. In the preemptive model, if the task set is schedulable in the period [0,L) it is guaranteed to be always schedulable, since the synchronous release is the worst-case release scenario.
In [4] , it has been shown that unlike the preemptive model, in P-FRP a synchronous release of tasks does not lead to the WCRT for all cases. In ( [4] , [5] ) a method to compute the response time of a P-FRP under a given release scenario has been given. This method is used to compute the WCRT of a P-FRP task, by analyzing the response time under all possible release scenarios of higher priority tasks. The highest response time computed in this way is the WCRT of the task. Hence, in P-FRP it is possible for an asynchronous (at different times) release of tasks to lead to WCRT, therefore derivation of feasible interval under such a release scenario is required. However, due to a different nature of execution in which preempted tasks are aborted, it is unknown if any of the results for the preemptive model can be applied to this execution model. Therefore a fresh approach in determining the feasibility interval in P-FRP is required, which has been provided in this paper.
A. Related Work
Important work on feasibility interval for asynchronous preemptive systems has been done by several authors ( [3] , [9] , [13] , [14] ). A detailed study was done by Leung and Whitehead [13] and extended by Goossens and Devillers [9] , who give detailed proof for deriving the feasibility interval under various scenarios. Audsley [1] has used Leung and Whitehead's feasibility interval for determining schedulability and optimal priority assignment with asynchronous release of tasks.
Work on real-time properties of other transactionoriented execution models like lock-free [1] , software transaction memory [10] and atomic critical section in Java [16] have also been presented. These studies however, derive basic schedulability conditions or provide response time analysis without consideration of the feasibility interval. Studies on response time analysis of P-FRP are also available ( [4] , [5] , [12] , [19] ). In [19] , a method based on Audsley's iterative approach [1] has been presented to derive the WCRT of a task while in [12] formal schedulability conditions for P-FRP have been presented. In ( [4] , [5] ) methods to compute actual response time of P-FRP under a known release scenario has been presented.
However so far, sufficient or exact schedulability tests for P-FRP and similar transaction based execution models have not been presented. To derive these schedulability tests and for developing more robust methods of response time analysis, a guaranteed value for the feasibility interval of a P-FRP task set has to be known.
B. Contributions
In this paper, we present the execution semantics of P-FRP and derive a feasibility interval for its execution model. After presenting the basic concepts and assumptions made in this study (Section 2), we present a necessary scheduling condition that characterizes an important relationship between periods and processing time of P-FRP tasks (Section 3). We then formally present the execution characteristics of tasks in a P-FRP system with 2 tasks (Section 4). The execution characteristics of this system is then applied to a general P-FRP task set with n tasks after which the feasibility interval in P-FRP is derived (Section 4). We finally conclude with a reflection on our results (Section 5).
II. BASIC CONCEPTS AND ASSUMPTIONS
In this section, we introduce the basic concepts and the notation used in this paper. In addition, we review the P-FRP execution model and assumptions made in this study. For formal description of the P-FRP language semantics, readers are advised to refer the original P-FRP paper [12] .
A. Basic Concepts
Essential concepts for P-FRP are tasks and their associated priority, their associated time period and the concept of arrival rate and their processing time; the concept of a time interval and task jobs therein. The notation and formal definitions for these concepts as well as a few others used in the paper are as follows:
• Let task set Γ n = {τ 1 , τ 2 ,…, τ n } be a set of n periodic tasks • τ i (k) represents the job of τ i which is released at time k • The priority of a task τ k ∈ Γ n is the positive integer k, where a higher number implies higher priority • T k is the time period between two successive jobs of τ k • C k is the worst-case execution time (WCET) for τ k • t copy (k) is the time taken to make a copy of the state before τ k starts execution • t restore (k) is the time taken to restore the state after τ k has completed execution (details provided in the following section) • P k is the processing time for τ k . Processing of a task includes execution as well as copy and restore operations. Hence, Interference on τ k is the action where the processing of τ k is interrupted by the release of a higher priority task
B. Execution Model and Assumptions
In this study, all tasks are assumed to run in a uniprocessor system. The task processing times, arrival periods and release times of the first jobs are assumed to be known a priori. When a job of a higher priority task is released, it can immediately preempt a lower priority task, and changes made by the lower priority task are rolled back. The lower priority task will be restarted after the higher priority task has completed processing. When some task is released, it enters a processing queue Q which is arranged by priority order such that all arriving jobs of higher priority tasks are moved to the head of the queue. The length of the queue is bounded, and no two jobs of the same task can be present in the queue at the same time. This requires a task to complete processing before the release of its next job. To maintain this requirement, we assume a hard real-time system with task processing deadline equal to the minimal necessary wait. Once a task τ i enters Q, two situations are possible. If a task of lower priority than i is being processed, it will be immediately preempted and τ i will start processing. If a task of higher priority then i is being processed then τ i will wait in Q and start processing only after the higher priority task being processed, has completed. An exception to the immediate preemption is made during copy and restore operations, explained in the following paragraph.
C. Copy and Restore Operations
In P-FRP, when a task starts processing it creates a 'scratch' state, which is a copy of the current state of the system. Changes made during the processing of this task are maintained inside such a state. When the task has completed, the 'scratch' state is restored into the final state in an atomic operation. Therefore, the restoration and copy operations are guarded such that the task being processed cannot be preempted by higher priority tasks. If the task is preempted after copy, but before the restore operation the scratch state is simply discarded. The time to discard the state of an aborted task is minimal and has been ignored in this study. The context-switch between tasks only involves a state copy operation for the task that will be commencing processing. The time taken for copy (t copy ) and restore (t restore ) operations of some task τ k is part of it's the processing time, P k .
III. A NECESSARY SCHEDULING CONDITION
In this section, we present a condition that has to be satisfied by every schedulable task set. This condition is required in the proofs used for deriving the feasibility interval. Lemma 1. Consider Γ 2 ={τ 1 , τ 2 }. For Γ 2 to be schedulable, the following conditions will always be satisfied:
Proof. There are two possible conditions based on the relationship between T 1 and T 2 .
If both tasks are released simultaneously then τ 2 will complete first. τ 1 will start processing when τ 2 has completed which is at time 0 + C 2 . The next job of τ 2 will be released at time T 2 . The time left for processing τ 1 is T 2 -C 2 . If τ 1 is unable to complete processing within this time, it will be aborted by the 2 nd job of τ 2 which is released at time T 2 . After the 2 nd job of τ 2 has completed, τ 1 will get another time period of length T 2 -C 2 to complete processing. The abort/restart cycle of τ 1 will continue for every job of τ 2 . If C 1 > T 2 -C 2 , τ 1 will never be able to complete processing and the task set will be unschedulable. Hence, if Γ 2 is schedulable τ 1 will be able to complete processing between successive jobs of τ 2 . Or,
If both tasks are released simultaneously, then τ 2 will complete first. τ 1 will start processing when τ 2 has completed which is at time 0 + C 2 . The next job of τ 1 will be released at time T 1 , before the 2 nd job of τ 2 is released. The time left for processing τ 1 is T 1 -C 2 . If τ 1 is unable to complete processing within this time it will miss its deadline. Hence, if Γ 2 is schedulable, then τ 1 will be able to complete processing between its two successive jobs after accounting for the processing of τ 2 . Therefore,
Eqs. (1.1), (1.2), (1.4) and (1.5) show that if a task set Γ 2 is schedulable, each task will be able to complete processing between jobs of the other task present in the set.
IV. DERIVING THE FEASIBILITY INTERVAL
We now formally present the derivation of the feasibility interval in P-FRP. We show that a task will be released at the same relative times in two consecutive intervals of length L (L represents the LCM of periods of all tasks present in Γ n ), and, subsequently that two consecutive intervals have the same processing pattern. We then derive the theorem for feasibility interval for both asynchronous and synchronous release of tasks. Due to space limitations, some proofs are provided in the expanded edition of this paper [6] . Proof. Let a job of τ 2 be released at time t (represented by τ 2 (t)), hence another job of τ 2 be released at time t+L (represented by τ 2 (t+L)). Since τ 2 has the higher priority, it cannot be preempted by any other task. Hence, τ 2 (t) will complete processing at time t+P 2 , while τ 2 (t+L) will complete at time t+P 2 +L. Hence, τ 2 (t) is processed in the time interval [t,t+P 2 ) while τ 2 (t+L) is processed in the time interval [t+L,t+P 2 +L). + 2·L). The processing of tasks in these time intervals can be represented by their respective tables. There are three possible cases depending on the values of Φ 1 and Φ 2 , and an analysis of these is given below. Examples that illustrate these cases are also provided.
Lemma 2(a)
From property 1, we know that for each job of τ 2 which starts processing at time t, there will be another job that will also start its processing at time t+L. The first job of τ 2 will start processing at time R max , hence the starting block (index 1) in both tables are marked with τ 2 . The first job will complete processing at times R max + P 2 and R max + L + P 2 respectively. We mark all the blocks from index 1 to P 2 in both the tables. This process is repeated for every job of τ 2 in the interval [R max , R max + L).
Next we start analyzing jobs of τ 1 . From lemmas 2(a) and (b) we know if a job of τ 1 starts processing at time t start and completes at time t complete , a job of τ 1 will also start at time t start +L and complete at time t complete + L. Hence, all unmarked blocks between t start and t complete should be marked in the table 1 with τ 1 , while the same blocks should be marked in table 2 (to represent processing of the job of τ 1 which starts and completes at times t start +L and t complete +L, respectively). This process is repeated for every job of τ 1 in the interval [R max , R max + L).
Note that if some job of τ 1 is aborted by the release of τ 2 at time R max , then the aborted job will complete at time R max + P 2 + P 1 . As per lemma 2(b), there will be another job of τ 1 that will complete at time R max + P 2 + P 1 + L. If there is no job of τ 1 executing at time R max , then this job will not be considered in the intervals [R max , R max + L) and [R max + L, R max + 2·L).
If a job of τ 2 is being processed at time R max , it will continue processing till it completes at time t (t > R max ). As per property 1, another job of τ 2 will complete at time t+L, hence the first R max -t blocks on the two tables are marked with τ 2 . Others blocks are also marked to account for the processing of jobs of τ 2 in the interval [R max , R max + L). After processing of τ 2 has been accounted for, blocks in the two tables are marked to account for all jobs of τ 1 based on lemmas 2(a) and (b).
If no job of τ 2 is being processed at time R max , then the initial blocks that represent the times at which τ 2 will not be processed is kept unmarked. Other blocks in the two tables that denote the processing of all jobs of τ 2 in the intervals [R max , R max + L) and [R max + L, R max + 2·L) are still marked first. Then the blocks are marked based on the processing of all jobs of τ 1 , with the first job starting at time R max .
In this case, τ 2 will execute first followed immediately by τ 1 . We first mark blocks in the two tables to represent the processing of jobs of τ 2 based on property 1. We then mark all the blocks to account for the processing of τ 1 based on lemmas 2(a) and 2(b).
For all the three cases, when blocks are marked this way each corresponding block in the two tables will have the same markings. This denotes that the processing pattern in intervals [R max , R max + L) and [R max + L, R max + 2·L) is the same.
Example. Consider the following 2-task set:
For this example, the time for copy and restore operation is considered 1. Or, t copy (1) = t copy (2)=1 and t restore (1) = t restore (2) = 1. The LCM of τ 1 and τ 2 is 18. Hence L = 18. Using this task set we will analyze all these 3-cases, based on different sample values of Φ 1 and Φ 2 .
Case 1:
In this case, R max = 1. First we mark blocks to account for the processing of all jobs of τ 2 in the interval [1, 19) (table 1), and [19, 37) (table 2) based on property 1. There are 3 jobs of τ 2 and the tables are represented in figs. 1(a) and (b) respectively. Next, the tables are marked to account for the processing of 3 jobs of τ 1 in interval [1, 19) and [19, 37) based on lemmas 2(a) and (b), and the results are shown in figs. 1(c) and 1(d) respectively. The processing pattern in the two tables representing the two intervals [1, 19) and [19, 37) match. Note that the 1 st of τ 1 which starts at time 0, is aborted by the release of the 1 st job of τ 2 at time 1. Also the start time of the 2 nd job of τ 1 is delayed by the processing of the 2 nd job of τ 2 .
Case 2: Φ 1 = 2, Φ 2 = 1 In this case, R max = 2. First we mark blocks to account for the processing of all jobs of τ 2 in the interval [2, 20) (table 1), and [20, 38) (table 2) based on property 1. There are 3 jobs of τ 2 and the tables are represented in figs. 1(e) and (f) respectively. Next, the tables are marked to account for the 2 jobs of τ 1 in interval [2, 20) and [20, 38) 
spectively. The processing pattern in the two tables representing the two intervals match. 
Consider the set Γ 2 = {τ n-1 , τ n }: Γ 2 ⊂ Γ n . From property 1, we know that each job of τ n that starts processing at time t will also start processing at time t + L. Since, Φ n , Φ n-1 ≤ R max , jobs of τ n-1 , τ n can be marked in both the tables. If some job of τ n starts processing at time t: R max < t ≤ R max + L, another job of τ n will start processing at time t + L. These jobs will complete processing at times t + P 2 and t + L + P 2 respectively. We mark all the blocks that represents the time interval [t,t+P 2 ) in table 1 and the interval [t+L, t+P 2 ) in table 2. This process is repeated for every job of τ n in the interval [R max , R max + L). Next we start analyzing jobs of τ n-1 , and mark the blocks in the two tables based on lemmas 2(a) and (b) which state that if job of τ n-1 starts processing at time t start and completes at time t complete , a job of τ n-1 will also start at time t start + L and complete at time t complete + L.
Next consider the set Γ 2 = {τ n-2 , τ n-1 }: Γ 2 ⊂ Γ n . Again, since, Φ n-1 , Φ n-2 ≤ R max , jobs of τ n-2 , τ n-1 can be marked in both the tables. The lower priority task τ n-2 can only be processed in the (n-1)-idle-periods remaining after accounting for the processing of {τ n-1 , τ n } in the intervals [R max , R max + L) and [R max + L, R max + 2·L). Since, the processing pattern in these two intervals, after accounting for the processing of τ n and τ n-1 will be the same as per lemma 3, the same number and size of (n-1)-idle-periods will be present in these two intervals. It is easy to see that lemmas 2(a) and 2(b) can also be applied to the task τ n-2 . Hence, for every job of τ n-2 that starts and completes by times t start and t complete respectively, there will be a job of τ n-2 that starts and completes at times t start + L and t complete + L. When blocks to denote the processing of all jobs of τ n-2 are marked, we consider the task set {τ n-3 , τ n-2 }: Γ 2 ⊂ Γ n and mark blocks to denote the processing of all jobs of τ n-3 . This way we continue marking blocks till processing of all jobs of τ 1 have been accounted for. The contents of each corresponding block in both the tables will be the same, denoting that the processing pattern in intervals [R max , R max + L) and [R max + L, R max + 2·L) is the same.
Example. We illustrate this lemma using a task set with 3 tasks. The details of this task set are given below:
Since, the LCM of τ 1 , τ 2 and τ 2 is 36, L = 36. Proof. Let t = R max + m·L + q, q: 0 ≤ q < L and m ≥ 0. For q=0, we know from lemma 5 that the processing pattern in the intervals [t, t+L) and [t+L, t+2·L) will be the same.
, the processing pattern in [t, R max + (m+1)·L) and [t + L, R max + (m+2)·L) will be the same. Now, [R max + (m+1)·L +1, R max + (m+1)·L +q) ⊂ [R max + (m+1)·L, R max + (m+2)·L) and [R max + (m+2)·L+1, R max + (m+2)·L+q) ⊂ [R max + (m+2)·L, R max + (m+3)·L). From lemma 5, we know that the processing pattern in [R max + (m+1)·L, R max + (m+2)·L) and [R max + (m+2)·L, R max + (m+3)·L) is same hence, the processing pattern in the intervals [R max + (m+1)·L +1, R max + (m+1)·L +q) and [R max + (m+2)·L+1, R max + (m+2)·L+q) will also be the same. This implies that the processing pattern in the interval [t, R max + (m+1)·L + q) and [t+L, R max + (m+2)·L + q) is also same.
Replacing R max + m·L + q with t, the processing pattern in [t,t+L) and [t+L, t+2·L) is the same for t ≥ R max . Proof. For a synchronous release R max = 0. Setting R max = 0 in the feasibility interval from corollary 7.1 ([R max , R max +L)) gives [0,L) as the feasibility interval.
V. CONCLUSIONS
We have formally derived the feasibility interval in P-FRP and have shown that the fundamental attribute in deriving the feasibility interval in P-FRP is the LCM of the arrival periods of tasks, as is also the case in the preemptive model. The feasibility interval for a synchronous release in P-FRP and the preemptive model is also the same. The feasibility interval we have derived for P-FRP's asynchronous release is an improvement over Leung and Whitehead's method and simpler to derive than that of Goossens and Devillers. However, we do not claim that P-FRP's feasibility interval for asynchronous release will also work for the preemptive model, which was the focus of these previous works.
In this work, we have focused on periodic tasks. An upper bound on the feasibility interval for sporadic tasks can also be derived by considering an LCM value based on maximum possible arrival period of tasks. In ongoing work, we are developing robust response time analysis models for P-FRP using the feasibility interval derived in this paper. An exact schedulability test using the game-board method [5] to compute the actual response time is also being developed. The game-board method efficiently computes the response time of a task under a given release scenario. By computing the response time of every job that is released in the feasibility interval, we can determine the schedulability of a P-FRP task for that release scenario. By evaluating the response time of every task in the set we can determine the schedulability of the system as long as it is in operation.
