Abstract: Optimal tracking is considered for a linear time-invariant plant in data space. The proposed control strategy does not employ any traditional mathematical model such as a transfer function or a state-space equation. Instead, the plant dynamics is represented as a set of basis vectors whose elements are inputoutput data of the plant. Using this system representation, an optimal tracking problem is solved, which is to find the control input which minimizes a quadratic performance index subject to achieving dead-beat tracking for arbitrary reference signals.
INTRODUCTION
Data driven control provides a simple control strategy based on observed time-series generated by a plant. In fact, we do not need any traditional mathematical model of the plant such as a transfer function, a state equation (Kalman, 1960) , or a kernel representation (Willems, 1991) if available information about the plant is its input-output data. The data themselves represent the plant dynamics. Thus, based on a sufficient number of the data, we can control the plant, without introducing any traditional mathematical model. Several independent ideas regarding data driven control have been proposed in the context of optimal control. See, for example, Chan (1996) , Furuta and Wongsaisuwan (1995) , Kawamura (1998) , and Skelton and Shi (1994) , where a mathematical model (e.g., a state equation or a difference equation) of the optimal controller is derived directly form the observed data. However, these papers focus on algorithms to find the controller, and dynamical system theory for data driven control is still underdeveloped.
In order to develop a comprehensive framework for data driven control, the authors have proposed a dynamical system theory in data space (Fujisaki, Duan, and Ikeda, 2004) , which is based on the idea proposed by Ikeda, Fujisaki, and Hayashi (2001) . This approach employs a system representation in data space instead of a transfer function or a state equation, and it provides a self-contained theory for data driven control. In fact, this approach requires neither the mathematical model of the plant nor that of the controller. In this sense, this approach realizes a purified version of the behavioral approach (Willems, 1991) , i.e., the plant is described by its behavior and the control input is also derived by the behavior.
In the framework provided by Fujisaki et al. (2004) , the plant dynamics is represented as a set of basis vectors whose elements are inputoutput data of the plant, which determines the data space of the plant. The structure of this space is investigated, where several subspaces, e.g., reachable data space and controllable data space are introduced. Based on these discussions, two optimal regulation problems are solved in data space. One is to find the control input which minimizes a quadratic performance index. The other is to find the control input which minimizes a quadratic performance index subject to achieving dead-beat regulation.
The present paper follows this line of research. The objective of this paper is to develop a control strategy in data space which achieves an optimal tracking for linear discrete time plant. The control problem is to find the control input which minimizes a quadratic performance index subject to achieving dead-beat tracking for a given reference signal. Unlike the previous paper (Fujisaki et al., 2004) regarding regulation, tracking problem requires a different subspace in data space, which is investigated extensively in this paper. The result suggests that we need suitable subspaces in data space in order to solve a particular control problem.
The outline of this paper is as follows. In Section 2, we give a system representation in data space, and investigate its subspaces which is suitable for dead-beat tracking. In Section 3, based on this structure of the data space, we derive a way to solve an optimal dead-beat tracking problem in data space. Algorithms for computation of bases of the subspaces are also provided. Section 4 presents a numerical example. In Section 5, we make some concluding remarks. The detailed proofs may be found in Appendix A.
SYSTEM REPRESENTATION IN DATA SPACE
In this paper, we consider a finite dimensional, linear, discrete time, shift invariant plant with single input and single output. This system can be represented as a difference equation
where u k ∈ R and y k ∈ R are the input and the output at time k respectively. Furthermore, n and r denote the MacMillan degree and the relative degree of the plant, and n ≥ r. The parameters α i ∈ R and β i ∈ R are constant which satisfy α 0 = 0 and β r = 0.
We suppose that the transfer function of the plant (1) is coprime, and n and r are known. On the other hand, we do not assume that α i and β i are known. Instead, we assume that a sufficient number of input-output data y k , u k generated by the plant are available. Then, we present a system representation and a control strategy based on the data themselves. Note that we need r in order to compute an input to achieve dead-beat tracking for arbitrary reference signals even if we take transfer function approach or state space approach.
Let us first introduce a data vector which consists of step outputs and − r step inputs from time k, i.e.,
where > n. We use the inputs not till k + − 1 but till k+ −r−1 because the inputs from k+ −r do not affect the outputs till k + − 1.
All admissible data vectors are constrained by the difference equation (1), thus z r generated by the plant belongs to a subspace in the vector space R 2 −r . We call this subspace the data space, which is denoted by Z r . Here we state the following theorem.
That is, any data vector z r can be represented as a linear combination of + n − r basis vectors of Z r . We therefore regard a basis of Z r as a system representation of the plant, which is itself a set of admissible data vectors. In the rest of this section, we investigate structures of Z r , which will be used for dead-beat tracking.
Let us define the initial series of the data vector (2) as its inputs and outputs in the first n steps. We consider a data vector whose initial series is 0, i.e.,
where > n + r. We call the set of all z rF generated by the plant the reachable data space, which is denoted by Z rF . Then, we obtain the following theorem.
From Theorems 1 and 2, we see that the data space Z r can be represented as a direct sum
where dim(Z rI ) = 2n. That is, any data vector z r has a unique decomposition z r = z rI + z rF where z rI ∈ Z rI whose initial series is identical to that of z r , and z rF ∈ Z rF .
Let us define the output terminal series of the data vector (2) as its outputs in the last s steps, where s ∈ N. The output terminal series represents an arbitrary reference signal in the context of deadbeat tracking, and its length s corresponds to the time interval such that the output of the plant is required to be identical to the reference signal.
Remark 3. In this paper, we introduce the output terminal series of (2) as its outputs in the last s steps, which will be used for a dead-beat tracking for arbitrary reference signals. On the other hand, in the authors' previous work (Fujisaki et al., 2004) , the terminal series of (2) is defined as its inputs and outputs in the last n steps, and a deadbeat regulation is considered for the steady state. Now, we consider a data vector whose output terminal series is 0, i.e.,
where > s. We call the set of all z rP y generated by the plant the output controllable data space, which is denoted by Z rP y . Then, we have the following theorem.
From Theorems 1 and 4, we see that the data space Z r can be represented as a direct sum
That is, any data vector z r has also a unique decomposition
where z rT y ∈ Z rT y whose output terminal series is identical to that of z r , and z rP y ∈ Z rP y .
Notice here that dead-beat tracking for arbitrary reference signals can be recast as a problem: Find a data vector which has a given initial series corresponding to the initial state of the plant and a specified output terminal series corresponding to the reference signal. In this context, Z r should contain all data vectors having arbitrary initial series and arbitrary output terminal series. A necessary condition to meet this requirement is
that is, ≥ n + r + s. Under the assumption ≥ n + r + s, we obtain the following theorem.
Thus, under the condition ≥ n + r + s,
holds. This means that
We rewrite the data space Z r with ≥ n + r + s as a direct sum
where Z rCy = Z rP y ∩ Z rF . Here, from Theorems 2, 4, and 5, the subspaces Z rT yF ⊆ Z rF and Z rIP y ⊆ Z rP y satisfy dim(Z rIP y ) = 2n, dim(Z rT yF ) = s.
The relation (11) means that any data vector z r has a unique decomposition
where z rIP y ∈ Z rIP y whose initial series is identical to that of z r and whose output terminal series is 0, z rT yF ∈ Z rT yF whose initial series is 0 and whose output terminal series is identical to that of z r , and z rCy ∈ Z rCy whose initial and output terminal series are both 0. Utilizing this fact, as we will see in Section 3, we can solve an optimal dead-beat tracking problem based on the system representation in data space.
OPTIMAL TRACKING IN DATA SPACE
In this section, based on the structures of the data space, we consider optimal dead-beat tracking for arbitrary reference signals as an optimal control with finite horizon. We use a performance index
where z r ∈ Z r is a data vector of the plant, z rR ∈ R 2 −r is a given reference data vector, and Q r ∈ R (2 −r)×(2 −r) is a given positive definite matrix.
Suppose that ≥ n + r + s. Suppose also that we start controlling the plant at time k + n, which implies that the data until this time are known and the initial series of z r is specified. Our objective is to find an input series to achieve a dead-beat tracking for a given arbitrary reference signal, i.e., control inputs such that the output is identical to the reference signal from k + − s till k + − 1. As we have seen in Section 2, z rIP y ∈ Z rIP y whose initial series is identical to that of z r and whose output terminal series is 0 and z rT yF ∈ Z rT yF whose initial series is 0 and whose output terminal series is identical to that of z r are uniquely determined. Thus, optimal dead-beat tracking control problem is formulated as follows.
Problem 6. For given z rR ∈ R 2 −r ,ẑ rIP y ∈ Z rIP y , andẑ rT yF ∈ Z rT yF , find the optimal data vector z ropt ∈ Z r which minimizes the performance index J r of (12) subject to z r =ẑ rIP y +ẑ rT yF + z rCy (13) where z rCy ∈ Z rCy is the decision variable.
Since the quadratic form x T Q r x can be regarded as a metric in the inner product space R 2 −r , the optimal data vector z rCyopt ∈ Z rCy which minimizes J r of (12) can be represented as
where P rCy is the Q r -orthogonal projection onto Z rCy in R 2 −r . It is given by
where H rCy is a matrix whose columns consist of a basis of Z rCy . Then, we obtain the following theorem.
Theorem 7. For given z rR ∈ R
2 −r ,ẑ rIP y ∈ Z rIP y , andẑ rT yF ∈ Z rT yF , there exists a unique z ropt ∈ Z r which minimizes J r of (12) subject to (13), and it is given by z ropt = (I − P rCy )(ẑ rIP y +ẑ rT yF ) + P rCy z rR .
In this way, we obtain z ropt . The elements of z ropt corresponding to u k+n , u k+n+1 , . . ., u k+ −r−1 are the optimal inputs to be applied at times k + n, k + n + 1, . . ., k + − r − 1.
In order to compute z ropt , we need bases of the subspaces Z rIP y , Z rT yF , and Z rCy . To this end, let us introduce a block Hankel matrix of y i and
When a sufficient number of data are available, Theorem 1 ensures that H contains + n − r independent column vectors. We denote H Z as a matrix whose columns consist of these vectors. Then, we have the following theorem.
Theorem 8. A column-equivalent matrix of H Z given by elementary column operations is represented as
where H rIP y , H rT yF , and H rCy are bases of Z rIP y , Z rT yF , and Z rCy , respectively. Here * represents appropriate matrices determined by the operations.
From this theorem, we can construct P rCy . Furthermore, we also constructẑ rIP y ∈ Z rIP y and z rT yF ∈ Z rT yF using the bases given in the above.
To show this fact, let us define an initial series vector as
T which consists of the data obtained by the initial time k + n. Then,ẑ rIP y ∈ Z rIP y whose initial series is identical to x I is given bŷ
Similarly, we define an output terminal series vector as
T which consists of the given reference signal. Then, z rT yF ∈ Z rT yF whose output terminal series is identical to x T y is given bŷ
In this way, we can determine P rCy ,ẑ rIP y ∈ Z rIP y , andẑ rT yF ∈ Z rT yF . Using these matrix and vectors together with the reference data vector z rR , we can compute z ropt following Theorem 7.
Remark 9. If = n + r + s, then Z rCy = ∅. In this case, z r of (13) is uniquely determined, and the minimum step dead-beat tracking is achieved. In our context, the algorithm proposed by Ikeda et al. (2001) can be expressed like the above. They set s = 1, i.e., = n+r+1, and compute the input in a sequential manner. Obviously, if we consider this kind of control with infinite horizon, the plant should be of minimum phase in order to obtain a bounded input series (Ikeda et al., 2001 ).
NUMERICAL EXAMPLE
In this section, we summarize the procedure proposed in the previous section through a numerical example. We consider a plant with the MacMillan degree n = 2 and the relative degree r = 1 of the form
We here assume that the parameters of the plant are unknown but a sufficient number of the inputoutput data generated by the plant are known. Then, we demonstrate that the procedure gives the optimal dead-beat tracking input directly from the data. In this example, we set = 7 and s = 2.
Suppose that an input series to the plant 
When we choose Q r in the performance index as
we can compute the Q r -orthogonal projection P rCy using (14), which is given in Appendix B.
We choose the reference data vector as
That is, we consider the control problem such that the output tracks a triangular wave. Since the data till time 14 are obtained, we use the data at times 13 and 14 as the initial series and start the optimal tracking at time 15, i.e.,
Furthermore, since = 7 and s = 2, the output terminal series vector can be taken form z rR as x T y = 0.5 0 T .
Using the above, from Theorem 7, we obtain the solution z ropt of the optimal dead-beat tracking as That is, the optimal inputs are given by u 15 = 0.24, u 16 = −0.19, u 17 = 0.32, u 18 = 0.50.
CONCLUDING REMARKS
In this paper, we have studied an optimal deadbeat tracking for arbitrary reference signals based on a system representation in data space. We have demonstrated that this control problem can be actually solved directly from the observed data, without employing any traditional mathematical model such as a transfer function or a state equation.
Note that we have assumed that both of the MacMillan degree and the relative degree of the plant are known. Then, we have introduced subspaces of the data space which are consistent with the a priori information. These subspaces were useful for realization of the optimal dead-beat tracking such that the output follows the given reference signal without tracking error in a finite number of steps. On the other hand, Fujisaki et al. (2004) assume that only the MacMillan degree of the plant is known. Then, different subspaces of the data space are provided and a dead-beat regulation is solved such that both of the input and the output reach a steady state in a finite number of steps. These results suggest that we may solve a particular control problem if we introduce suitable subspaces of the data space which are consistent with a priori information.
