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1. Introduction
The coupled nonlinear Schrödinger (CNLS) equations arise in a great variety of physical situations. In fiber communication
systems, such equations have been shown to govern pulse propagation along orthogonal polarization axes in nonlinear
optical fibers and in wavelength-division-multiplexed systems [1–3]. These equations also model beam propagation inside
crystals or photorefractives as well as water wave interactions. Solitary waves in these equations are often called vector
solitons in the literature as they generally contain two components. In all the above physical situations, collision of vector
solitons is an important issue. This system has been studied intensively in the past 10 years. It has been shown that, in
addition to passing-through collision, vector solitons can also bounce off each other or trap each other.
There are many studies on numerical studying of the nonlinear Schrödinger equation [4–21]. Recently, a growing
interest is on the numerical solution to the CNLS equations. In [22,23], a multi-symplectic method was constructed and the
solitons’ collision was simulated. In [24], a nonlinear implicit conservative scheme was proposed for the strong coupling of
Schrödinger equations and both the analytic and numerical solutionswere discussed. In [25–27] a Crank–Nicolson difference
scheme, a linearized implicit scheme and a compact difference scheme were presented and some numerical experiments
were given. In [28], Ismail discretized the space derivative by central difference formulas of fourth-order, then solved the
resulting ordinary differential system by the fourth-order explicit Runge–Kutta method. The linearly convergence of all of
the difference schemes in [25,27,26,28]was proved by vonNeumannmethod. In [29], theGalerkin finite elementmethodwas
proposed to solve the CNLS equation. In [30], Wang discussed the splitting spectral method for solving the CNLS equation.
In [31], by the discrete energy method [32], Wang et al. proved the unconditional stability and second-order convergence
in L2 norm of a linearized scheme. In [33], Wang et al. proposed and studied a nonlinear symplectic difference scheme. They
proved the existence, uniqueness and second order convergence in the L2 norm under some constraints on the stepsizes,
and proposed an iterative algorithm for solving the difference scheme. In [34], Wang et al. studied a nonlinear difference
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scheme proposed in [35,24,25]. They proved the existence, uniqueness and second order convergence in L2 norm, and
proposed an iterative algorithm for solving the nonlinear scheme. In [36], Sun and Zhao also studied the nonlinear difference
scheme proposed in [35,24,25]. They proved the existence, uniqueness and second order convergence in the L∞ norm, and
proposed another interesting iterative algorithm for solving the nonlinear scheme. The purpose of this paper is to estimate
the maximum norm error of the linearized difference scheme proposed in [26,37].
In this paper, we consider the following initial-boundary value problem of the CNLS system:
iut + kuxx + (|u|2 + β|v|2)u = 0, xL < x < xR, 0 < t ≤ T , (1.1)
ivt + kvxx + (|v|2 + β|u|2)v = 0, xL < x < xR, 0 < t ≤ T , (1.2)
u(x, 0) = u0(x), v(x, 0) = v0(x), xL ≤ x ≤ xR, (1.3)
u(xL, t) = u(xR, t) = 0, v(xL, t) = v(xR, t) = 0, 0 ≤ t ≤ T , (1.4)
where u(x, t) and v(x, t) are unknown complex-valued functions, k describes the dispersion in the optic fiber, β is defined
for the birefringent optic fiber coupling parameter, i2 = −1, u0(x) and v0(x) are prescribed smooth functions vanishing at
points x = xL and x = xR. For linearly birefringent fibers β = 2/3, and for elliptically birefringent fibers β can take other
positive values. When β = 0 this system becomes two decoupled nonlinear Schrödinger equations (NLS) and when β = 1,
the system is known asManakov equations. In both cases, the system is integrable. In particular, solitons of one polarization
should pass through pulses of the opposite polarization without creating shadows and so the collision is elastic. For other
values of β the system is nonintegrable, the collision may be nontrivial and various complex phenomena like reflection,
transmission, trapping and creation of new solitary waves can occur.
The system (1.1)–(1.4) has two kinds of standard conserved quantities: mass and energy, i.e.,
Q1(t) =
∫
Ω
|u(x, t)|2dx = Q1(0), (1.5)
Q2(t) =
∫
Ω
|v(x, t)|2dx = Q2(0), (1.6)
E(t) = k
∫
Ω
(|ux(x, t)|2 + |vx(x, t)|2)dx− 12
∫
Ω
(|u(x, t)|4 + |v(x, t)|4)dx− β
∫
Ω
|u(x, t)|2|v(x, t)|2dx = E(0), (1.7)
whereΩ = (xL, xR).
For any two positive integers N and J , denote h = (xR − xL)/J, τ = T/N,Ωh = {xj|xj = xL + jh, j = 0, 1, . . . , J},Ωτ =
{tn|tn = nτ , n = 0, 1, . . . ,N} andΩτh = Ωh × Ωτ . Suppose w = {wnj |j = 0, 1, . . . , J, n = 0, 1, . . . ,N} is a grid function
onΩτh , we introduce the following notations:
w
n+ 12
j =
wn+1j + wnj
2
, δtw
n+ 12
j =
wn+1j − wnj
τ
, δxw
n
j+ 12
= w
n
j+1 − wnj
h
,
δtˆw
n
j =
wn+1j − wn−1j
2τ
, δ2xw
n
j =
wnj+1 − 2wnj + wnj−1
h2
.
In this paper, we denote Unj ≡ u(xj, tn), V nj ≡ v(xj, tn), unj ≈ u(xj, tn), vnj ≈ v(xj, tn).
The authors [35,24,25] developed the following nonlinear implicit difference scheme for (1.1)–(1.4)
iδtu
n+ 12
j + kδ2xun+
1
2
j +
1
2
|un+1j |2 + |unj |2 + β |vn+1j |2 + |vnj |2 un+ 12j = 0, 1 ≤ j ≤ J − 1, 0 ≤ n ≤ N − 1, (1.8)
iδtv
n+ 12
j + kδ2xvn+
1
2
j +
1
2
|vn+1j |2 + |vnj |2 + β |un+1j |2 + |unj |2 vn+ 12j = 0, 1 ≤ j ≤ J − 1, 0 ≤ n ≤ N − 1, (1.9)
u0j = u0(xj), v0j = v0(xj), 0 ≤ j ≤ J, (1.10)
un0 = unJ = 0, vn0 = vnJ = 0, 0 ≤ n ≤ N. (1.11)
Wang et al. [34] proved the existence, uniqueness and second order convergence in L2 norm of the difference solution,
they also proposed an iterative algorithm for solving the nonlinear scheme. Sun and Zhao [36] also proved the existence,
uniqueness of the difference solution, moreover, got the second order convergence in L∞ norm and proposed another
interesting iterative algorithm for solving the nonlinear scheme.
In this paper, we study the following linearized scheme for (1.1)–(1.4)
iδtˆu
n
j +
k
2
δ2x (u
n−1
j + un+1j )+
1
2
(|unj |2 + β|vnj |2)(un−1j + un+1j ) = 0, 1 ≤ j ≤ J − 1, 1 ≤ n ≤ N − 1, (1.12)
iδtˆv
n
j +
k
2
δ2x (v
n−1
j + vn+1j )+
1
2
(|vnj |2 + β|unj |2)(vn−1j + vn+1j ) = 0, 1 ≤ j ≤ J − 1, 1 ≤ n ≤ N − 1, (1.13)
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iδtu
1
2
j + kδ2xu
1
2
j +
u0(xj)+ τ2 ∂u0∂t (xj)
2 + β v0(xj)+ τ2 ∂v0∂t (xj)
2

u
1
2
j = 0, 1 ≤ j ≤ J − 1, (1.14)
iδtv
1
2
j + kδ2xv
1
2
j +
v0(xj)+ τ2 ∂v0∂t (xj)
2 + β u0(xj)+ τ2 ∂u0∂t (xj)
2

v
1
2
j = 0, 1 ≤ j ≤ J − 1. (1.15)
u0j = u0(xj), v0j = v0(xj), 0 ≤ j ≤ J, (1.16)
un0 = unJ = 0, vn0 = vnJ = 0, 0 ≤ n ≤ N. (1.17)
In implementation, u0 and v0 are obtained by the initial conditions (1.16), and u1 and v1 are gotten by (1.14)–(1.15). If un and
vn (n = 0, 1, 2, . . .) are known, then un+1 and vn+1 can be independently and synchronously computed by (1.12)–(1.13).
The procedure is repeated until n+ 1 = N .
In [26,37], using the von Neumannmethod or the discrete energy method, the authors proved that the difference scheme
is second-order convergent in the L2 norm. In this paper, we prove the second order convergence of the difference solution
in the maximum norm.
Let Vh = {v|v = (v0, v1, . . . , vJ), v0 = vJ = 0} be the space of complex grid functions onΩh. Given any complex grid
functions u, v ∈ Vh, denote the discrete inner product
(u, v) = h
J−1
j=1
ujvj.
The discrete Lp-norm ‖ · ‖p, discrete H10 -norm | · |1 and discrete maximum norm ‖ · ‖∞ are defined, respectively, as follows
‖v‖p = p
h J−1
j=1
|vj|p, |v|1 =
h J−
j=1
δxvj− 12 2, ‖v‖∞ = max1≤j≤J−1 |vj|.
For simplicity, we write ‖v‖2 as ‖v‖.
2. Some useful lemmas and known results
Lemma 2.1 ([38]). For any discrete functions u, v ∈ Vh, there are
h
J−1
j=1
(δ2xuj)vj = −h
J−
j=1

δxuj− 12
 
δxvj− 12

, (2.1)
and
‖v‖ ≤ (xR − xL)‖v‖∞, ‖v‖∞ ≤ 12 (xR − xL)|v|1. (2.2)
Lemma 2.2 ([39]). For any discrete functions v ∈ Vh, there are
‖v‖p ≤ c(|v|α1‖v‖1−α + ‖v‖), (2.3)
with α = 12 − 1p and p ∈ [2,∞), where c is a constant independent of h.
Lemma 2.3 ([37]). The scheme (1.12)–(1.17) is conservative in the sense
Q n1 = Q 01 , 0 ≤ n ≤ N − 1, (2.4)
Q n2 = Q 02 , 0 ≤ n ≤ N − 1, (2.5)
En = E0, 0 ≤ n ≤ N − 1, (2.6)
where
Q n1 =
1
2
(‖un+1‖2 + ‖un‖2), (2.7)
Q n2 =
1
2
(‖vn+1‖2 + ‖vn‖2), (2.8)
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En = − k
2
(‖un+1x ‖2 + ‖unx‖2 + ‖vn+1x ‖2 + ‖vnx‖2)+
1
2
h
J−1
j=1
(|unj |2|un+1j |2 + |vnj |2|vn+1j |2)
+ β
2
h
J−1
j=1
(|vnj |2|un+1j |2 + |unj |2|vn+1j |2), (2.9)
are the called discrete masses and discrete energy, respectively.
Lemma 2.4 ([37]). The difference solution of scheme (1.12)–(1.17) is bounded in the maximum norm, i.e., there exists a positive
constant c1 such that
‖un‖∞ ≤ c1, ‖vn‖∞ ≤ c1, 0 ≤ n ≤ N. (2.10)
Lemma 2.5 (Gronwall’s Inequality). Suppose that the discrete function {wn|n = 0, 1, 2, . . . ,N;Nτ = T } satisfies the inequality
wn − wn−1 ≤ Aτwn + Bτwn−1 + Cnτ ,
where A, B and Cn(l = 0, 1, 2, . . . ,N) are nonnegative constants. Then
max
1≤n≤N
|wn| ≤

w0 + τ
N−
l=1
Cl

e2(A+B)T ,
where τ is sufficiently small, such that (A+ B)τ ≤ N−12N , (N > 1).
Lemma 2.6 (Gronwall’s Inequality). Suppose that the discrete function {wn|n = 0, 1, 2, . . . ,N;Nτ = T } satisfies the inequality
wn ≤ A+ τ
n−
l=1
Blwl,
where A and Bl(l = 0, 1, 2, . . . ,N) are nonnegative constants. Then
max
1≤n≤N
|wn| ≤ Ae2τ
N∑
l=1
Bl
,
where τ is sufficiently small, such that (max1≤l≤N Bl) · τ ≤ 12 .
Lemma 2.7 ([36]). For any complex functions U, V , u, v, one has |U|2V − |u|2v ≤ (max |U|, |V |, |u|, |v|)2 · (2|U − u| + |V − v|) . (2.11)
Lemma 2.8. For time sequencesw = {w1, . . . , wn} and g = {g0, g1, . . . , gn+1},4τ n−
l=1
wlδtˆg
l

≤ |g0|2 + |g1|2 + 2τ
n−1
l=2
|g l|2 + |gn|2 + |gn+1|2 + |w1|2 + |w2|2 + 2τ
n−1
l=2
|δtˆwl|2 + |wn−1|2 + |wn|2. (2.12)
Proof.
4τ
n−
l=1
wlδtˆg
l = 2[w1(g2 − g0)+ w2(g3 − g1)+ w3(g4 − g2)+ w4(g5 − g3)
+ · · · + wn−2(gn−1 − gn−3)+ wn−1(gn − gn−2)+ wn(gn+1 − gn−1)]
= 2

−w1g0 − w2g1 − 2τ
n−1
l=2
g lδtˆw
l + wn−1gn + wngn+1

≤ |g0|2 + |g1|2 + 2τ
n−1
l=2
|g l|2 + |gn|2 + |gn+1|2 + |w1|2 + |w2|2 + 2τ
n−1
l=2
|δtˆwl|2 + |wn−1|2 + |wn|2.
This completes the proof. 
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3. The convergence of the finite difference scheme
In this section, we prove the convergence of the difference solution in the maximum norm. Here we consider the
convergence in the case with k > 0 and β > 0. The case with k < 0 can be discussed by a similar method.
Theorem 3.1. Suppose that u0, v0 ∈ H1(Ω) and u(x, t) ∈ C4,3(Ω), then the solution {unj , vnj } of the difference scheme (1.12)–
(1.17) converges to the solution {u(xj, tn), v(xj, tn)} of the problem (1.1)–(1.4) in the maximum norm, the convergence order is
O(h2 + τ 2).
Proof. Denote
enj = Unj − unj , θnj = V nj − vnj , 0 ≤ j ≤ J, 0 ≤ n ≤ N.
Let
Pnj = iδtˆUnj +
k
2
δ2x (U
n−1
j + Un+1j )+
1
2
(|Unj |2 + β|V nj |2)(Un−1j + Un+1j ), 1 ≤ j ≤ J − 1, 1 ≤ n ≤ N − 1, (3.1)
Q nj = iδtˆV nj +
k
2
δ2x (V
n−1
j + V n+1j )+
1
2
(|V nj |2 + β|Unj |2)(V n−1j + V n+1j ), 1 ≤ j ≤ J − 1, 1 ≤ n ≤ N − 1, (3.2)
P0j = iδtU
1
2
j + kδ2xU
1
2
j +
u0(xj)+ τ2 ∂u0∂t (xj)
2 + β v0(xj)+ τ2 ∂v0∂t (xj)
2

U
1
2
j , 1 ≤ j ≤ J − 1, (3.3)
Q 0j = iδtV
1
2
j + kδ2xV
1
2
j +
v0(xj)+ τ2 ∂v0∂t (xj)
2 + β u0(xj)+ τ2 ∂u0∂t (xj)
2

V
1
2
j , 1 ≤ j ≤ J − 1. (3.4)
Then using Taylor ’s expansion, one can obtain
|Pnj | ≤ c2(h2 + τ 2), 1 ≤ j ≤ J − 1, 0 ≤ n ≤ N − 1, (3.5)
|Q nj | ≤ c2(h2 + τ 2), 1 ≤ j ≤ J − 1, 0 ≤ n ≤ N − 1, (3.6)
|δtˆPnj | ≤ c2(h2 + τ 2), 1 ≤ j ≤ J − 1, 0 ≤ n ≤ N − 1, (3.7)
|δtˆQ nj | ≤ c2(h2 + τ 2), 1 ≤ j ≤ J − 1, 0 ≤ n ≤ N − 1, (3.8)
where c2 is a positive constant independent of h and τ .
It follows from (3.1)–(1.3) and (3.2)–(1.4) that
iδtˆU
n
j +
k
2
δ2x (U
n−1
j + Un+1j )+
1
2
(|Unj |2 + β|V nj |2)(Un−1j + Un+1j ) = Pnj , 1 ≤ j ≤ J − 1, 1 ≤ n ≤ N − 1, (3.9)
iδtˆV
n
j +
k
2
δ2x (V
n−1
j + V n+1j )+
1
2
(|V nj |2 + β|Unj |2)(V n−1j + V n+1j ) = Q nj , 1 ≤ j ≤ J, 1 ≤ n ≤ N − 1, (3.10)
iδtU
1
2
j + kδ2xU
1
2
j +
u0(xj)+ τ2 ∂u0∂t (xj)
2 + β v0(xj)+ τ2 ∂v0∂t (xj)
2

U
1
2
j = P0j , 1 ≤ j ≤ J − 1, (3.11)
iδtV
1
2
j + kδ2xV
1
2
j +
v0(xj)+ τ2 ∂v0∂t (xj)
2 + β u0(xj)+ τ2 ∂u0∂t (xj)
2

V
1
2
j = Q 0j , 1 ≤ j ≤ J − 1. (3.12)
U0j = u0(xj), V 0j = v0(xj), 0 ≤ j ≤ J, (3.13)
Un0 = UnJ = 0, V n0 = V nJ = 0, 0 ≤ n ≤ N. (3.14)
Subtracting (1.12)–(1.17) from (3.9)–(3.14), respectively, yields the following error equations:
iδtˆe
n
j +
k
2
δ2x (e
n−1
j + en+1j )+
1
2
(G1)nj = Pnj , 1 ≤ j ≤ J − 1, 1 ≤ n ≤ N − 1, (3.15)
iδtˆθ
n
j +
k
2
δ2x (θ
n−1
j + θn+1j )+
1
2
(G2)nj = Q nj , 1 ≤ j ≤ J − 1, 1 ≤ n ≤ N − 1, (3.16)
iδte
1
2
j + kδ2x e
1
2
j + (g1)je
1
2
j = P0j , 1 ≤ j ≤ J − 1, (3.17)
iδtθ
1
2
j + kδ2x θ
1
2
j + (g2)jθ
1
2
j = Q 0j , 1 ≤ j ≤ J − 1, (3.18)
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e0j = 0, θ0j = 0, 0 ≤ j ≤ J, (3.19)
en0 = enJ = 0, θn0 = θnJ = 0, 0 ≤ n ≤ N (3.20)
where
(G1)nj = (|Unj |2 + β|V nj |2)(Un−1j + Un+1j )− (|unj |2 + β|vnj |2)(un−1j + un+1j ),
(G2)nj = (|V nj |2 + β|Unj |2)(V n−1j + V n+1j )− (|vnj |2 + β|unj |2)(vn−1j + vn+1j ),
(g1)j =
u0(xj)+ τ2 ∂u0∂t (xj)
2 + β v0(xj)+ τ2 ∂v0∂t (xj)
2 ,
(g2)j =
v0(xj)+ τ2 ∂v0∂t (xj)
2 + β u0(xj)+ τ2 ∂u0∂t (xj)
2 .
It can be gotten directly from (3.17)–(3.18) that
‖e1‖∞ ≤ c3(h2 + τ 2), ‖θ1‖∞ ≤ c3(h2 + τ 2), (3.21)
where c3 is a positive constant independent of h and τ . By virtue of Lemmas 2.4 and 2.7, we have
|(G1)nj | =
(|Unj |2 + β|V nj |2)(Un−1j + Un+1j )− (|unj |2 + β|vnj |2)(un−1j + un+1j )
≤  |Unj |2Un−1j − |unj |2un−1j +  |Unj |2Un+1j − |unj |2un+1j 
+β  |V nj |2Un−1j − |vnj |2un−1j + β  |V nj |2Un+1j − |vnj |2un+1j 
≤ max{|Unj |, |Un−1j |, |unj |, |un−1j |}|2 2|unj − Unj | + |un−1j − Un−1j |+ max{|Unj |, |Un+1j |, |unj |, |un+1j |}|2
× 2|unj − Unj | + |un+1j − Un+1j |+ max{|V nj |, |Un−1j |, |vnj |, |un−1j |}|2 2|vnj − V nj | + |un−1j − Un−1j |
+ max{|V nj |, |Un+1j |, |vnj |, |un+1j |}|2 2|vnj − V nj | + |un+1j − Un+1j |
≤ c4(|enj | + |en−1j | + |en+1j | + |θnj |), (3.22)
where c4 is a positive constant independent of h and τ . Noticing that
(G1)n0 = (G1)nJ = (G2)n0 = (G2)nJ = 0,
and then it follows from (3.22) that
‖(G1)n‖2 ≤ c5(‖en‖2 + ‖en+1‖2 + ‖en−1‖2 + ‖θn‖2), 1 ≤ n ≤ N − 1, (3.23)
where c5 is a positive constant independent of h and τ . Similarly one can obtain
‖(G2)n‖2 ≤ c5(‖θn‖2 + ‖θn+1‖2 + ‖θn−1‖2 + ‖en‖2), 1 ≤ n ≤ N − 1, (3.24)
|(G1)n|21 ≤ c5(‖en‖2 + ‖en+1‖2 + ‖en−1‖2 + ‖θn‖2 + |en|21 + |en+1|21 + |en−1|21 + |θn|21), 1 ≤ n ≤ N − 1, (3.25)
|(G2)n|21 ≤ c5(‖θn‖2 + ‖θn+1‖2 + ‖θn−1‖2 + ‖en‖2 + |θn|21 + |θn+1|21 + |θn−1|21 + |en|21), 1 ≤ n ≤ N − 1. (3.26)
Multiplying the Eq. (3.15) with 2h(en−1j + en+1j ), summing j from 1 to J − 1 and taking the imaginary part yields
‖en+1‖2 − ‖en−1‖2
τ
= Im

−h
J−1
j=1
(G1)nj (e
n−1
j + en+1j )

+ Im

2h
J−1
j=1
Pnj (e
n−1
j + en+1j )

≤ 1
2
‖(G1)n‖2 + ‖en−1 + en+1‖2+ ‖Pn‖2 + ‖en−1 + en+1‖2, (3.27)
where Lemma 2.1 is used. In the same way, one can obtain
‖θn+1‖2 − ‖θn−1‖2
τ
≤ 1
2
‖(G2)n‖2 + ‖θn−1 + θn+1‖2+ ‖Q n‖2 + ‖θn−1 + θn+1‖2. (3.28)
Adding (3.28) to (3.27) and using (3.5), (3.6), (3.23) and (3.24) yields
1
τ

(‖en‖2 + ‖en+1‖2 + ‖θn‖2 + ‖θn+1‖2)− (‖en−1‖2 + ‖en‖2 + ‖θn−1‖2 + ‖θn‖2)
= Im

−h
J−1
j=1
(G1)nj (e
n−1
j + en+1j )

+ Im

2h
J−1
j=1
Pnj (e
n−1
j + en+1j )

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≤ 1
2
‖(G1)n‖2 + ‖(G2)n‖2+ 32 ‖en−1 + en+1‖2 + ‖θn−1 + θn+1‖2+ ‖Pn‖2 + ‖Q n‖2
≤ c5
2
‖en‖2 + ‖en+1‖2 + ‖θn‖2 + ‖θn+1‖2 + ‖en−1‖2 + ‖en‖2 + ‖θn−1‖2 + ‖θn‖2
+ 3 ‖en−1‖2 + ‖en+1‖2 + ‖θn−1‖2 + ‖θn+1‖2+ 2[c2(h2 + τ 2)]2
≤

3+ c5
2
 ‖en‖2 + ‖en+1‖2 + ‖θn‖2 + ‖θn+1‖2 + ‖en−1‖2 + ‖en‖2 + ‖θn−1‖2 + ‖θn‖2
+ 2[c2(h2 + τ 2)]2. (3.29)
Denote
Bn = ‖en‖2 + ‖en+1‖2 + ‖θn‖2 + ‖θn+1‖2, 0 ≤ n ≤ N − 1, (3.30)
then Eq. (3.29) can be written as
Bn − Bn−1 ≤

3+ c5
2

τ

Bn + Bn−1+ 2τ [c2(h2 + τ 2)]2. (3.31)
By virtue of Lemma 2.5, one can obtain from (3.31) that
max
1≤n≤N−1
Bn ≤

B0 + 2τ
N−1−
l=1
[c2(h2 + τ 2)]2

e(12+2c4)T , (3.32)
if (6+ c5)τ ≤ N−12N . It follows from (2.2), (3.19), (3.21) and (3.31) that
B0 = ‖e0‖2 + ‖e1‖2 + ‖θ0‖2 + ‖θ1‖2 ≤ 2[c3(h2 + τ 2)]2, (3.33)
and then we obtain from (3.32) that
max
1≤n≤N−1
Bn ≤ c6(h2 + τ 2)2, (3.34)
where c6 = 2[T (c2)2 + (c3)2]e(12+2c4)T .
Multiplying the Eq. (3.15) with−hδtˆenj , summing j from 1 to J − 1 and taking the real part yields
− k
2
Re

h
J−1
j=1
δ2x (e
n−1
j + en−1j )δtˆenj

= 1
2
Re

h
J−1
j=1
(G1)nj δtˆe
n
j

− Re

h
J−1
j=1
Pnj δtˆe
n
j

. (3.35)
For the term on the left side of (3.35), by virtue of Lemma 2.1, one obtains
− k
2
Re

h
J−1
j=1
δ2x (e
n−1
j + en−1j )δtˆenj

= k
4τ
|en+1|21 − |en−1|21 . (3.36)
Now I estimate the first term on the right side of (3.35). Taking the conjugate of Eq. (3.15) yields
δtˆe
n
j = −
ik
2
δ2x (e
n−1
j + en+1j )−
i
2
(G1)nj + iPnj .
Consequently, one obtains
Re

h
J−1
j=1
(G1)nj δtˆe
n
j

= Re

h
J−1
j=1
(G1)nj
[
− ik
2
δ2x (e
n−1
j + en+1j )−
i
2
(G1)nj + iPnj
]
= k
2
Im

h
J−1
j=1
(G1)nj δ
2
x (e
n−1
j + en+1j )

− Im

h
J−1
j=1
(G1)nj P
n
j

≡ D1 + D2. (3.37)
Noticing (G1)n0 = (G1)nJ = 0, one obtains
|D1| ≤
 k2h
J−1
j=1
(G1)nj δ
2
x (e
n−1
j + en+1j )
 ≤ k4 |(G1)n|21 + |en−1 + en+1|21 ,
|D2| ≤
h J−1
j=1
(G1)nj P
n
j
 ≤ 12 ‖(G1)n‖2 + ‖Pn‖2 .
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Thus
1
2
Re

h
J−1
j=1
(G1)nj δtˆe
n
j

≤ k
8
|(G1)n|21 +
1
4
‖(G1)n‖2 + k8 |e
n−1 + en+1|21 +
1
4
‖Pn‖2. (3.38)
Noticing (3.23) and (3.25), one obtains from (3.38) that
1
2
Re

h
J−1
j=1
(G1)nj δtˆe
n
j

≤ k
8
c5(‖en‖2 + ‖en+1‖2 + ‖en−1‖2 + ‖θn‖2 + |en|21 + |en+1|21 + |en−1|21 + |θn|21)
+ 1
4
c5(‖en‖2 + ‖en+1‖2 + ‖en−1‖2 + ‖θn‖2)+ k8 |e
n−1 + en+1|21 +
1
4
‖Pn‖2. (3.39)
It follows from (3.35), (3.36) and (3.39) that
k
4τ

(|en|21 + |en+1|21)− (|en−1|21 + |en|21)

≤ k
8
c5(‖en‖2 + ‖en+1‖2 + ‖en−1‖2 + ‖θn‖2 + |en|21 + |en+1|21 + |en−1|21 + |θn|21)
+ 1
4
c5(‖en‖2 + ‖en+1‖2 + ‖en−1‖2 + ‖θn‖2)+ k8 |e
n−1 + en+1|21 +
1
4
‖Pn‖2 − Re

h
J−1
j=1
Pnj δtˆe
n
j

. (3.40)
Similarly, one can obtain
k
4τ

(|θn|21 + |θn+1|21)− (|θn−1|21 + |θn|21)
 ≤ k
8
c5(‖θn‖2 + ‖θn+1‖2 + ‖θn−1‖2 + ‖en‖2 + |θn|21
+ |θn+1|21 + |θn−1|21 + |en|21)+
1
4
c5(‖θn‖2 + ‖θn+1‖2 + ‖θn−1‖2 + ‖en‖2)
+ k
8
|θn−1 + θn+1|21 +
1
4
‖Q n‖2 − Re

h
J−1
j=1
Q nj δtˆθ
n
j

. (3.41)
Adding (3.41) to (3.40) yields
k
4τ

(|en|21 + |en+1|21 + |θn|21 + |θn+1|21)− (|en−1|21 + |en|21 + |θn−1|21 + |θn|21)

≤ k
4
c6c5(h2 + τ 2)2 + 12 c6c5(h
2 + τ 2)2 + 1
2
(c2)2(h2 + τ 2)2
+ k
8
c5(|en|21 + |en+1|21 + |θn|21 + |θn+1|21 + |en−1|21 + |en|21 + |θn−1|21 + |θn|21)
+ k
8
|en−1 + en+1|21 + |θn−1 + θn+1|21− Re

h
J−1
j=1
Pnj δtˆe
n
j

− Re

h
J−1
j=1
Q nj δtˆθ
n
j

. (3.42)
Summing up for the superscript n for 1 tom and then replacingm by n yields
k
4τ

(|en|21 + |en+1|21 + |θn|21 + |θn+1|21)− (|e0|21 + |e1|21 + |θ0|21 + |θ1|21)

≤ k
8
(c5 + 2)
n−
l=1
(|el|21 + |el+1|21 + |θ l|21 + |θ l+1|21 + |el−1|21 + |el|21 + |θ l−1|21 + |θ l|21)
+ 1
4
[(k+ 2)c6c5 + 2(c2)2]
n−
l=1
(h2 + τ 2)2 − Re

h
J−1
j=1
n−
l=1
P ljδtˆe
l
j

− Re

h
J−1
j=1
n−
l=1
Q lj δtˆθ
l
j

. (3.43)
By virtue of Lemma 2.8, one can obtain4τ n−
l=1
P ljδtˆe
l
j
 ≤ |e0|2 + |e1|2 + 2τ n−1
l=2
|el|2 + |en|2 + |en+1|2 + |P1|2 + |P2|2 + 2τ
n−1
l=2
|δtˆP l|2 + |Pn−1|2 + |Pn|2.
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Thus 4τh J−1
j=1
n−
l=1
P ljδtˆe
l
j
 ≤ ‖e0‖2 + ‖e1‖2 + 2τ n−1
l=2
‖el‖2 + ‖en‖2 + ‖en+1‖2 + ‖P1‖2
+‖P2‖2 + 2τ
n−1
l=2
‖δtˆP l‖2 + ‖Pn−1‖2 + ‖Pn‖2. (3.44)
Similarly, one obtains4τh J−1
j=1
n−
l=1
Q lj δtˆθ
l
j
 ≤ ‖θ0‖2 + ‖θ1‖2 + 2τ n−1
l=2
‖θ l‖2 + ‖θn‖2 + ‖θn+1‖2 + ‖Q 1‖2
+‖Q 2‖2 + 2τ
n−1
l=2
‖δtˆQ l‖2 + ‖Q n−1‖2 + ‖Q n‖2. (3.45)
Adding (3.45) to (3.44) and using (3.5)–(3.8), (3.21) and (3.34) yields4τh J−1
j=1
n−
l=1
P ljδtˆe
l
j
+
4τh J−1
j=1
n−
l=1
Q lj δtˆθ
l
j
 ≤ [T + 1+ 2(c3)2](h2 + τ 2)2 + 4(2+ T )(c2)2(h2 + τ 2)2. (3.46)
Substituting (3.46) into (3.43)
k

(|en|21 + |en+1|21 + |θn|21 + |θn+1|21)− (|e0|21 + |e1|21 + |θ0|21 + |θ1|21)

≤ k
2
(c5 + 2)τ
n−
l=1
(|el|21 + |el+1|21 + |θ l|21 + |θ l+1|21 + |el−1|21 + |el|21 + |θ l−1|21 + |θ l|21)
+ [(k+ 2)c6c5 + 2(c2)2]T (h2 + τ 2)2 + [T + 1+ 2(c3)2 + 4(2+ T )(c2)2](h2 + τ 2)2. (3.47)
Denote
Mn = (|en|21 + |en+1|21 + |θn|21 + |θn+1|21), (3.48)
c7 = [(k+ 2)c6c5 + 2(c2)2]T + [T + 1+ 2(c3)2 + 4(2+ T )(c2)2], (3.49)
then (3.47) can written as
Mn ≤ (c5 + 2)τ
n−
l=1
M l + [c7/k+ 2(c3)2](h2 + τ 2)2, 1 ≤ n ≤ N − 1, (3.50)
then by virtue of Lemma 2.6, one can obtain
max
1≤n≤N−1
Mn ≤ [c7/k+ 2(c3)2](h2 + τ 2)2e2(c5+2)T , 1 ≤ n ≤ N − 1, (3.51)
for sufficiently small τ such that (c5 + 2)τ ≤ 12 .
It follows from (3.51) and Lemma 2.2 that
‖en‖∞ + ‖θn‖∞ ≤ c8(h2 + τ 2), 1 ≤ n ≤ N, (3.52)
where c8 = xR−xL2
[c7/k+ 2(c3)2]e2(c5+2)T . 
4. Numerical results
Denote
‖Er(h)‖∞ = max
1≤n≤N
‖en(h)‖∞,
p = log
‖Er(h1)‖∞
‖Er(h2)‖∞

log

h1
h2

where en(h) denotes the maximum norm error at tn = nτ with the grid size h.
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Table 1
Maximum norm errors of u computed by the proposed scheme at t = 10 with h = τ .
h λ = τ
h2
‖Er(h, τ )‖∞ p
0.2 5 8.6086E−001 –
0.1 10 1.9455E−001 2.1456
0.05 20 4.6981E−002 2.0500
0.025 40 1.1655E−002 2.0111
0.0125 80 2.9058E−003 2.0039
In this section, we consider the following problems to highlight the properties of the proposed scheme.
4.1. Single soliton
Consider the following problem
iut + 12uxx + (|u|
2 + β|v|2)u = 0, −∞ < x <∞, 0 < t ≤ T , (4.1)
ivt + 12vxx + (|v|
2 + β|u|2)v = 0, −∞ < x <∞, 0 < t ≤ T , (4.2)
u(x, 0) =

2α
1+ β sech(
√
2αx) exp(iνx), 0 ≤ t ≤ T
v(x, 0) = −

2α
1+ β sech(
√
2αx) exp(iνx), 0 ≤ t ≤ T (4.3)
where α and ν are two known constants. The exact solution of the problem (4.1)–(4.3) is
u(x, t) =

2α
1+ β sech
√
2α(x− νt)

exp

iνx−

ν2
2
− α

t

, (4.4)
v(x, t) = −

2α
1+ β sech
√
2α(x− νt)

exp

iνx−

ν2
2
− α

t

. (4.5)
It is easy to see that u(x, t) decays to zero rapidly as |x| → ∞ for a fixed t, so numerically we can solve (4.1)–(4.3) in a finite
domainΩ = (xL, xR), where−xL, xR ≫ 1, i.e., we just only solve the following initial-boundary value problem:
iut + 12uxx + (|u|
2 + β|v|2)u = 0, xL < x < xR, 0 < t ≤ T , (4.6)
ivt + 12vxx + (|v|
2 + β|u|2)v = 0, xL < x < xR, 0 < t ≤ T , (4.7)
u(x, 0) =

2α
1+ β sech(
√
2αx) exp(iνx), xL < x < xR,
v(x, 0) = −

2α
1+ β sech(
√
2αx) exp(iνx), xL < x < xR, (4.8)
u(xL, t) = u(xR, t) = 0, v(xL, t) = v(xR, t) = 0, 0 ≤ t ≤ T . (4.9)
The following parameters are used in the test
xL = −20, xR = 60, α = 1, ν = 1, β = 2/3. (4.10)
The maximum norm errors and convergence order of the proposed scheme are listed in Table 1, it is easy to see that the
order of convergence in themaximum norm almost equals 2, as it supports the theoretical results. A perspective view of the
traveling soliton is presented in Fig. 1.
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Table 2
Discrete masses and energy computed by the proposed scheme with h = τ = 0.1.
tn Q n1 Q
n
2 E
n
0 1.69705627484771 1.69705627484771 −0.57401444655849
2 1.69705627484771 1.69705627484771 −0.57401444655849
4 1.69705627484772 1.69705627484772 −0.57401444655848
6 1.69705627484772 1.69705627484772 −0.57401444655849
8 1.69705627484771 1.69705627484771 −0.57401444655848
10 1.69705627484771 1.69705627484771 −0.57401444655848
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Fig. 1. Single soliton at different levels computed by the proposed scheme with h = τ = 0.1.
4.2. Collision of two solitons
Consider the following initial-boundary value problem
iut + uxx + (|u|2 + β|v|2)u = 0, (4.11)
ivt + vxx + (|v|2 + β|u|2)v = 0, (4.12)
u(x, 0) = u0(x), v(x, 0) = v0(x), (4.13)
u(xL, t) = u(xR, t) = 0, u(xL, t) = u(xR, t) = 0, (4.14)
where
u0(x) = r1 sech (r1x+ ξ10) eiν1x/4, (4.15)
v0(x) = r2 sech (r2x− ξ20) e−iν2x/4, (4.16)
and rj, ξj0, νj, (j = 1, 2) are the amplitudes, velocities and initial phase constants, respectively. We fix the amplitudes
r1 = r2 = 1 and ν1 = −ν2 = µ0. The choices for the initial phase ξ10 and ξ20 can be totally arbitrary. They cannot affect the
collision if ξ10 and−ξ20 are large enough. Inmy test, I fix ξ10 = −ξ20 = 10. The only free parameters left are the cross-phase
modulational coefficient β and the collision velocity v, which will be used as control parameters. In all calculations we take
h = τ = 0.1 (see Table 2 and Figs. 1–5).
The case with β = 1 is a Manakov model which is completely integrable and hence can be expected to be elastic, and
this is indeed so, see Fig. 2. It can be seen from the figure that the waves retain their shapes and velocity after interaction.
The second case corresponds to linearly birefringent fibers [3]. To test this case we choose r1 = 1.2, r2 = 1, β =
0.75, µ0 = 0.8. It can be observed that the velocity of the right moving soliton steadily decreases and become negative
when it emerges from the collision. This means that this soliton is reflected back by the collision. The same thing happens
to the other soliton, it initially moves to the left, but turn around after the collision. The amplitudes of the two solitons also
change after the collision, the larger soliton gets even larger, and the small one gets even smaller. The polarization of the two
solitons are also shifted. This means the energy inside a vector soliton has been partially transferred from one polarization
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Fig. 2. Collision of two solitons computed by the proposed scheme with β = 1, µ0 = 0.4.
0
10
20
30
40
50
60
0
0.5
1
1.5
2
|u|
 an
d |
v|
x
t
–40
–30
–20
–10
0
10
20
30
40
Fig. 3. Collision of two solitons computed by the proposed scheme with β = 0.75, µ0 = 0.8.
axis to the other due to the collision. This is called a daughter wave. These daughter waves are small pulses that split off
from a solitory wave and propagate along beside it but in the other mode. An example of this case is shown in Fig. 3.
Other kinds of cases are the fusion and creation of a new vector soliton which may occur as the value of β is far away
from 1. Fusion typically occurs if the value of β is small and the velocity is slow. One example with β = 0.3 and µ0 = 0.4
is shown in Fig. 4. Creation of new vector soliton may happen if the value of β is large and the velocity is moderate. One
example with β = 3 and µ0 = 1.2 is shown in Fig. 5.
5. Conclusion
In this paper, we use the discrete energy method and a technique to study the convergence of a linearized difference
scheme for solving the coupled nonlinear Schrödinger equations; the convergence is proved to be second order in the
maximum norm, which extends the result in [37] where they only proved the second order convergence in the L2 norm.
The error estimate is not valid in high dimensions. Because we cannot obtain the error bound in discrete H2-norm, but
only in the discrete H1-norm, we know from the embedding theory that it is not enough to get the error bound in the
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Fig. 4. Collision of two solitons computed by the proposed scheme with β = 0.3, µ0 = 0.4.
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Fig. 5. Collision of two solitons computed by the proposed scheme with β = 3, µ0 = 1.2.
maximum norm. The unconditional second-order convergence in discrete H1-norm of finite difference schemes for the
coupled nonlinear Schrödinger equations in 2-D and 3-D is under consideration; future work is to get the error bound in the
maximum norm.
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