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Resumo 
O objetivo deste trabalho é estudar as tecnologias de busca na Web, enfocando 
princ1palmente os algoritmos utilizados. Iniciamos com um breve sumário da evolução dos 
mecanismos de busca, seguido de uma descrição detalhada de seus principais componentes 
e algoritmos. Em particuJar, estudamos dois importantes algoritmos de anáJise de links: o 
PageRank(utilizado pelo mecanismo Google) e o HITS (utilizado pelo mecanismo Teorna). 
Estudamos também em detalhes um exemplo específico, o mecanismo de busca comercial 
Google. Por fim, relatamos um experimento, conduzido por nós, para avaljar o grau de 
cobertura da Web. alcançado pelo Goog)e. 
Vl 
Abstract 
The aim of this work is to study the Web searcb tecbnologi~ focusing mainly on 
algorithms used Firstly, we present a brief history of the search engines, followed by a 
detailed description of a search engine main components and algorithms. Parricularly, we 
studied two important link analysis algorithms: the PageRank (used by Google) and IDTS 
(used by Teoma). We also studied the details of real impJementation of the commercial 
sea.rch engine Google. FinaJJy, we describe an experience, performed by us, to check how 
much ofthe Web is indexed by Google. 
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Capítulo 1 - Introdução 
Com a popuJarização da World-Wrde Web, os mecanismos de busca se transformaram em 
importantes ferramentas de trabalho. Muitos usuános da Web iniciam sua ativtdade através 
de uma busca por pa.Javras~have em um mecanismo de busca, recebendo como resuJtado 
uma lista de sttes relevantes. 
Tradicionalmente, os mecanismos de busca de documentos utilizam técrúcas e algoritmos 
clássicos de Recuperação de Informação (RI) [9]. Porém, essas técnicas fonun 
desenvolvidas para coleções relativamente pequenas e coerentes. A Web, pelo contrário, 
possui um volume imenso de informações, altamente heterogêneo, com uma alta taxa de 
mudança, e distribuido geograficamente. Desta forma, tomou-se necessária a criação de 
novas técni~ ou extensão das técnicas tradicionaiS, para permitir a cole1a eficiente das 
mformações, a criação de índices escaláveis e a melhoria da precisão dos resuJtados de 
busca 
Além de apresentar uma grande taxa de crescimento, a Web se tomou. a partir da segunda 
metade da década de 90, cada vez mais comercial Ao mesmo tempo, muitas das pesquisas 
em tomo dos mecanismos de busca migraram do meio acadêmico para o meio comercial. 
Em conseqüência, o desenvoJvimento de novos mecanismos de busca tem sido realizado 
principalmente em empresas, que raramente publicam os detalhes técnicos [ J 0]. Desta 
forma, toma-se importante trazer as discussões em reJação às tecnologias de busca na Web 
para o meio acadêmico. 
O objetivo deste trabalho é estudar as tecnologias de busca na Web, enfocando 
principalmente os algoritmos utilizados. Como parte deste estudo, realizamos um 
experimento para avaliar o grau de cobertura da Web alcançado por wn mecanismo de 
busca comercial 
O capítulo 2 apresenta um pouco da história dos mecanismos de busca na Internet, 
destacando os principais acontecimentos até os dias atuais. No capítulo 3. é apresentada 
uma visão geral dos principais componentes de um mecanismo de busca e são discutidos 
aspectos algorittnicos relacionados a cada componente. O capítulo 4 aprofunda a discussão 
dos algoritmos de classificação por análise de /inks, detalhando dois algontmos unportantes 
(PageRank e HITS). No capítulo 5. é apresentada a arquitetura de wn mecanismo de busca 
comercial Já no capítulo 6. descrevemos nosso experimento para medir o grau de cobertura 
da Web pelo Google. 
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Capítulo 2 - Um pouco de história dos mecanismos de busca na 
Internet 
Neste capitulo será apresentada, em ordem cronológica. um pouco da história dos 
mecanismos de busca na Internet, destacando os principais acontecimentos até os dias 
atuais. Como seJá visto a seguir, os primeiros mecanismos de busca na Internet surgiram 
ainda antes da Web, através de serviços de busca para sites FfP. Mais tarde, com a 
popuJarização da Web, os mecanismos de busca alcançam a maturidade através de sistemas 
com grande poder de processamento e cobertura da Web, como por exemplo o Alta Vista. 
Por flm, devido a um certo nivelamento em relaçAo a poder de processamento e cobertura. 
entram em cena sistemas voltados a aumentar a relevância das respostas, como por exemplo 
o Google, e sistemas com serviços de busca adietonais, como o AllTheWeb. 
Adicionalmente, começam também a surgir mecanismos específicos voltados para um 
escopo limitado em tennos geográfico ou de assunto. 
2.1. Os primeiros mecanismos de busca 
O serviço de diretório Archie (1] foi o primeiro mecanismo de busca da Internet. Ele 
combinava um buscador de dados baseado em scripts para criar listagens do conteúdo de 
sites de FfP anônimo. usando expressões regulares para recuperar nomes de arquivo 
fornecidos pelo usuário. Ele entrou em operação em 1990 e em 1992 já era uma ferramenta 
popular na Internet 
O sucesso do Archie como mdexador de arquivos FfP inspirou a criação de um índice para 
os menus Gopher. que eram o meio de compartilhamento de arquivos texto pela Internet 
Um grupo de pesquisa na Universidade de Nevada desenvolveu o sistema Veronica [1] em 
1993. 
22. Os mecanismos de busca oa Web 
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O primeiro sistema de busca para a Web foi o .. World Wide Web Wanderer" [1]. 
Iructalmente, o sistema apenas contava o número de servidores Web oa Interne~ mas foi 
adicionado a eJe mais tarde um programa de busca chamado Wandex. 
Em outubro de 1993, foi desenvolvido um sistema de busca análogo ao Archie para buscas 
na Web, o Aliweb [1] (Archie-Ljke Indexing for the Web). O AJiweb exigia que cada 
servidor Web contruisse um índice das páginas de seu s11e e que se registrasse no Aliweb. O 
sistema fornecia um programa desenvolvido em Perl que realizava buscas nos indices 
fornecidos pelos autores dos sites. 
Em dezembro de 1993. mais três mecanismos de busca na Internet foram disponibilizados: 
o Jumpstation, o 'World Wjde Web Worm" e o RBSE (Repository-Based Software 
Enginnering) Spider [1]. O Jumpstation usava um robô Web, ou spider, para buscar 
informações sobre o título e os cabeçalhos das páginas Web e utiJjzava um mecanismo de 
busca simples para recuperar as páginas. O WWW Worm criava índices dos títulos e das 
URLs~ permitindo busca por expressão regular no índice invertido. Ambos os sistemas 
produziam uma listagem de documentos encontrados na ordem do banco de dados. sem 
nenhum tipo de classificação baseada na expressão de busca do usuário. Em contraste, o 
RBSE Spider e o WebCrawler (que entrou em operação em 20 de abril de 1994) foram os 
primeiros mecanismos de busca a jmplementarem as respostas baseadas em classificação de 
relevância, retomando primeiro os documentos mais relacionados a expressão de busca do 
usuário. 
2.3. Os mecanismos de busca alcançam a maturidade 
Em abril de 1994, dois estudantes da Universidade de Stanford, David Filo e Geny Yang 
cnaram uma coleção de páginas que se tomou bastante popular. Foi chamada «Yahoo" [2]. 
Enquanto o número de lmks crescia e suas páginas começavam a receber milhares de 
acessos por di~ foram criados meros de melhorar a organização dos dados. Para ajudar na 
pesqujsa de documentos, o "Yahoo" foi transfonnado em um diretório com capacidade de 
busca Como os links são adicionados e categorizados manualmente, o " Yaboo'' não era 
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considerado um mecanismo de busca, mas sim um serviço de diretório. Desde então o 
" Yahoo" automatizou alguns aspectos do processo de busca e classificação de informações, 
tomando mais dificil a distinção entre mecanismo de busca e diretório 
Em 20 de julho de 1994, o Lycos [J] entrou em operação com um catálogo de 54.000 
documentos. Entre suas características estava a classificação por relevância, computada 
através de parâmetros como a quantidade dos termos de busca presentes no documemo 
(para buscas de mais de uma palavra), quantidade de ocorrências repetidas do termo no 
mesmo documento, proximidade da ocorrência do termos (para buscas de mais de mna 
palavra) e posição da ocorrência no documento. Mas o grande diferencial foi o tamanho do 
catálogo. Em agosto de 1994 ele havia identificado 394.000 documentos; em Janeiro de 
1995 o catálogo havia alcançado 1,5 milhão de documentos; e em novembro de 1 996, o 
Lycos havia indexado mais de 60 milhões de docwnentos - mais que qualquer outro 
mecanismo de busca da época. 
No final de 1994 entra em operação o lnfoseek [2]. Inicialmente era apenas mais um 
mecanismo de busca que usava conceitos do "Yahoo!" e o Lycos. Mas, devido a uma boa 
inteiface com o usuário (oferecia um diretório de busca e serviços adicionais como canais 
de noticias) e um acordo com a Netscape em dezembro de 1995 ele se tomou um dos 
mecanismos de busca mais famosos. Por acordo, o lnfoseek se tomou o mecanismo de 
busca padrão do browser Netscape, acionado pelo botão "Net Search". Antes disso, o 
"Yahoo!" era o serviço padrão do Netscape. 
Em dezembro de 1995, a DEC (Digital Equipment Corporation) lança o mecanismo de 
busca AltaVista [2]. Ele possuía um conjunto de funcionalidades que rapidamente o 
levaram ao topo de popularidade. Além disso, possuía o poder de processamento das 
máquinas DEC Alpha que permitia o processamento de milhões de buscas por dia sem 
atraso significativo nas respostas. Suas novas funcionalidades tiveram grande impacto oa 
tecnologia de mecanismos de busca. O Alta Vista foi o primeiro a utilizar buscas em 
linguagem natural, o que significa que o usuário poderia buscar utihzando a sentença 
"What is the weather Jike in Tokyo?" e não receber milhões de pãginas com a palavra 
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"What". Além disso, foi o pnmeiro a permitir buscas avançadas. como por exemplo o uso 
de operadores booleanos (and. or. not) e de proximidade (near). 
Em mato de J 996, o mecanismo de busca HotBot [2] foi lançado pela empresa Inktomi. EJe 
foi rapidamente licenciado pela revista Wrred para ser utilizado em seu web site, o 
HotWired. Isso fez crescer rapidamente a popularidade do HotBot Na época ele era o mais 
poderoso dos mecanismos de busca, com capacidade para indexação de 1 O milhões de 
páginas por dia, podendo refazer sua base de dados inteira em dias o que contribuía para 
diminuir o número de respostas de busca desatualizadas. Além disso ele fazia uso intensivo 
da tecnologia de cookies para registrar preferências de busca dos usuários. 
2.4. Últimas novidades 
Em setembro de 1998, outros dois estudantes de pós-graduação da Universidade de 
Stanford, Larry Page e Sergei Brio. lançam em versão beta o mecarusmo de busca Google 
[3]. EJe ganha popularidade rapidamente e já em fevereiro de 1 999 processa cerca de 
500.000 buscas por dia Em setembro de 1999 passa de versão beta para a oficial e continua 
a ganhar popuJaridade até se tomar o principal mecanismo de busca da Web. Entre suas 
características estão a classificação por relevância baseada na análise dos lmks, cache de 
páginas e alta capacidade de indexação. Em agosto de 2003, o fndice do Google havia 
atingido 3.3 bilhões de documentos, o maior entre todos os mecanismos de busca [4]. 
Em agosto de 1999, a empresa norueguesa FAST Search lança o mecarusmo de busca All 
TheWeb [5]. Entre as sua características estão a grande capacidade de indexação, com o 
tamanho de seu índice da mesma ordem do índice do Google [4], e serviços adicionais de 
busca de notícias, un.agens, arquivos de áudio e arquivos de FfP Atualmente. é um dos 
pnncipais competJ.dores do Google no mercado de mecanismos de busca genéricos. 
Em abril de 2000, é lançado o mecanismo de busca Teoma [6]. Ao contrário de seus 
concorrentes como o Google e o AI1TheWeb, ele não possui o mesmo poder de indexação, 
mas tenta concentrar esforços no aumento da relevância das respostas de busca fornecidas. 
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Ao invés de fazer a análise de relevância pela quantidade de páginas que contém lmks para 
a página em questão - como feito pelo Google - ele criou o conceito de Popularidade 
Relacionada ao Tema (Sub;ect-Specific Popularity). que se baseia na quanndade de links 
orii.Dldos de páginas sobre o mesmo tema. 
2..5. Novu tendências 
Com a competição pelos mecanismos de busca genéricos dominada por grandes empresas 
como Google, AltaVista e "Yahoo". novas empresas têm tentado ganhar espaço criando 
mecanismos específicos. diminuindo o escopo em termos do tema ou localização 
geográfica e, desta forma, tentando ganhar um nicho de mercado. Como exemplo de 
mecanismo para um tema específico, pode-se citar o CiteSeer [7] que é especializado em 
artigos de hteratura c1entifica e é capaz de extrair índices de citações, encontrando artigos 
citados através da anáJise de texto do próprio artigo. Já em termos de JocaJização 
geográfi~ existem diversos s1tes especializados em buscas dentro de um país ou língua 
específica, como por ex.emplo o TodoBR [8], que cria seu índice através dos sites ".br" e é 
customizado para buscas em português. 
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Capítulo 3 - Arquitetura dos mecanismos de busca 
Neste capítulo, será apresentada uma visão geral, baseada no artigo de Arvind Arasu et al 
[9], dos principais componentes de um mecanismo de busca e serão discutidos aspectos 
algori.tmicos relacionados a cada componente. 
3.1. Visão geral 
A Figura 1 mostra um esquema genérico de um mecanismo de busca [9]. 






Texto Estrutura Utilitário 
Fee ac 
Figura 1 - Arq uitetura genérica de um mecanismo de busca 
Um mecanismo de busca geralmente possw um módulo coletor (também chamado crawier, 
robô ou sp ider) encarregado de obter as páginas a serem indexadas. Os coletores são 
programas que navegam pela Web coletando as páginas a partir de um conjunto de URLs. 
Eles extraem as URLs das páginas lidas e passam essa informação ao módulo de controle 
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de coleta. Este módulo detennina quais linlcs deverão ser visitados pelos coletores em 
seguida Os coletores também armazenam as páginas coletadas no repositório de páginas. 
O algontrno básico dos coletores pode ser modificado de várias maneiras para permitir 
diferentes estratégias baseadas em cobertma ou em tópicos específicos. Por exemplo. os 
coletores em wn determinado mecanismo de busca podem ser direcionados a visitarem o 
m.ator número possível de sites, detxando de lado as páginas mais periféricas em cada site. 
Já os coletores em um mecanismo de busca específico podem ser direcionados para um 
certo dominio. por exemplo páginas governamentais. O módulo de controle de coleta é o 
responsável por direcionar a operação dos coletores. 
Os coletores recebem as URLs a buscar do módulo de controle de coleta, que por sua vez 
otem essa informação como subproduto da formação dos indices. Esse módulo pode u1ilizar 
um grafo dos lmks para decidir quais /inb os coletores deverão buscar em seguJda O 
módulo de controle de coleta pode também se guiar por feedback extraido dos padrões de 
busca do usuârio para alimentar o processo de coleta (conexão entre "Módulo de Busca"' e 
"Controle de Coleta" na Figura 1 ). 
O módulo de indexação extrai todas as palavras de cada página e guarda a URL e a posição 
do texto onde cada palavra ocorreu. O resultado é geralmente uma tabela de busca bastante 
grande, o índice de texto. que pode fornecer todas as URLs que apontam para páginas onde 
uma certa palavra ocorreu. Essa indexação das páginas é uma tarefa difícil. devido ao 
tamanho e à taxa de mudança da base de pàginas indexadas. 
Em adição às dificuldades quantltattvas. há a necessidade de construção de índices 
espectalizados para representar a estrutura da Web. Por exemplo, pode-se construir um 
índice estrutural baseado nos lmlrs entre as páginas O módulo de análise da coleta é o 
responsável pela criação destes índices adicionais. 
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Outros indices utilitários podem ser criados pelo módulo de análise da coleta, por exemplo, 
para fornecer acesso a páginas de um determinado tamanho, Jláz:,omas de uma certa 
importâocia, ou págJnas que apresentem wna certa quantidade de imagens. 
Durante as fases de coleta de páginas e indexação, os mecanismos de busca devem guardar 
as páginas que recuperaram da Web nwn repositório de páginas. Este repositório pode ser 
mantido permanentemente, mesmo depois que a página foi indexada, para servir como um 
cache das páginas. Esse coche é um serviço adicional que ajuda a aumentar a satisfação do 
usuário, através do aumento de velocidade de fornecimento das páginas de resultado e da 
possibilidade de acesso a páginas que .. saíram do ar". 
O módulo de busca é o responsável por receber e processar os pedidos de busca dos 
usuários. Para isso, ele depende dos índices (para localizar as páginas) e do repositório de 
páginas (para mostrar o sumário das páginas). Devido ao tamanho da Web e ao fato de que 
os usuários nonnalmente fornecem wna ou duas palavras de busca, o conjtmto de pâginas 
de resposta tende a ser muito grande. O módulo de classificação tem a tarefa de classificar 
os resuttados de forma que as primeiras páginas apresentadas sejam aqueJes mais relevantes 
para o usuário. Este módulo é de interesse especial, porque as técnicas tradicionais de 
Recuperação de Informação (RI) têm se revelado inadequadas quando aplicadas sem 
modificação à busca na Web. A maioria das técnicas tradicionais de RI se baseiam na 
similaridade entre o texto da consulta do usuário e o texto das páginas. Porém devido ao 
volume de páginas da Web, essas técnicas não conseguem filtrar, de maneira satisfatória, os 
resultados irrelevantes. Como será detalhado adiante, hã algoritmos que fazem uso da 
análise de linkJ entre as páginas. Esses algoritmos, em conjunto com as técnicas 
tradicionais de RI melhoram sensivelmeme a precisão dos mecanismos de busca. 
3.2. Coletando páginas Web 
Como mostrado na Figura 1, o módulo coletor, junto com os módulos controle de coleta e 
indexador. são responsáveis pela obtenção das páginas da Web a serem indexadas. O 
módulo de coleta ttpicamente recebe um conjunto de URLs a serem coletadas, mantidas em 
lO 
uma fila e priorizadas. Desta fila, é retirada uma URL, página referenciada é copiada da 
Web e enviada ao indexador. Este extrai todas URL presentes na página coletada e as 
coloca na fila de URLs. Esse processo continua até que o coletor decida parar. Algumas 
questões importantes são levantadas: 
Quais páginas devem ser coletadas? Devido ao tamanho da Weh e à taxa de 
alteração, o coletor não é capaz de coletar todas as páginas existentes. Mesmo os 
mecanismos de busca com maior cobertura indexam apenas urna fração da Web. 
Desta forma, é importante que o coletor escolha cuidadosamente as páginas e visite 
primeiro as páginas mais importantes, de forma que a fração da Web coletada seja a 
mais significativa possível. 
Como o coletor deve atualizar as páginas? Depois da coleta de mn número 
significativo de páginas, o coletor deve começar a revisitar as páginas para detectar 
mudanças no conteúdo das mesmas. Em particular, o coletor deve ter wn 
mecanismo para detectar e remover as páginas obsoletas, já que o mecanismo de 
busca não é notificado quando uma página da Web é removida. Como as páginas 
Weh estão sendo atualizadas com freqüências diferentes, o coletor deve ser 
cuidadoso ao escolher qual página deve ser revisitada, já que essa decisão pode 
afetar o nível de atualização da coleção coletada Por exemplo, se urna página 
raramente é alterada, o coletor pode escolher revisitá-Ja com menos freqüência para 
dar prioridade às que são alteradas freqüentemente. 
Como a carga imposta aos sites visitados deve ser minimizada? Quando um coletor 
coleta as páginas na Web, ele consome recursos pertencentes a outras orgaruzações. 
Por eKemplo, quando o coletor coleta uma página de um si/e, o site deve recuperar a 
página em seu sistema de arquivos, consumindo recursos de disco e CPU. Após a 
página ser recuperada pelo site, ela deve ser transferida pela rede, que é outro 
recurso compartilhado por várias organizações. O coletor deve tentar minimizar os 
impactos sobre esses recursos. Caso contrário, os administradores dos s1tes ou de 
uma rede particular podem reclamar ou até mesmo bloquear o acesso do coletor. 
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Como o processo de coleta pode ser paralelizado? DeVldo ao tamanho da Web, os 
coletores normalmente são executados em múltiplas máquinas para coletarem 
páginas em paralelo. Esta paralelização é necessária para permitir que mna grande 
quantidade de páginas seja coletada em um tempo razoável F1ca claro que os 
coletores em paralelo devem ser coordenados para que diferentes coletores não 
visitem o mesmo si te repetidas vezes. 
Como Jidar com siles maliciosos (índex spammers, b/ack ho/es) e siles dinâmicos? 
O coletor deve ser capaz de identificar e descartar sites desse tipo, caso contrârio 
ficaria "preso" e impossibilitado de coletar páginas úteis. 
3.3. Armazeoameoto 
O repositório de páginas, mostrado na Figura 1, é um sistema de armazenamento escalável 
capaz de armazenar grandes coleções de páginas Web. Ele precisa fornecer duas 
funcionalidades básicas: uma interface para que o coletor armazene as páginas, e uma 
eficiente API (Appltcalion Programmmg Interface) de acesso para uso dos módulos 
indexador e análise de coletas. A seguir serão apresentadas algumas técnicas para este 
sistema de armazenamento. 
O repositório gerencia uma grande coleção de documentos, no caso, as páginas Web. Nesse 
sentido, ele é conceitualmente semelhante a outros sistemas que gerenciam dados, como 
sistemas de arquivo ou sistemas gerenciadores de banco de dados. Contudo, um repositório 
Web não precisa apresentar muitas das funcionalidades comuns a estes outros sistemas (por 
exemplo controle de transação, estrutura de diretório e Jog) e pode se concentrar nas 
seguintes questões: 
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- Escalabilidade: deve ser possível distribuir o repositório de maneira transparente 
através de vários clusters de computadores e discos, a fim de comportar coleções do 
tamanho da Web. 
- Modo duplo de acesso: o repositório deve suportar dois tipos distintos de acesso 
com a mesma eficiência. O acesso aleatório, que é usado para recuperar uma página 
especifica, dado um identificador da página E o acesso em fluxo (streaming) que é 
usado para receber ou devolver wna coleção inteira de páginas. O acesso aleatório é 
usado peJo módulo de busca para retomar as páginas ao usuário. Já o acesso em 
fluxo é utilizado pelo coletor (escrita) e pelos módulos de indexação e de análise 
(leitura). 
Atualização e recuperação de espaço: assim como a Web muda rapidamente, o 
repositório deve acomodar uma alta taxa de mudança. Assim que novas versões de 
páginas são recebidas do coletor, o espaço ocupado pelas versões antigas precisa ser 
disponibilizado através de compactação e reorganização. 
Sincronização: os conflitos entre os processos de atualização de págmas e os 
processos de leitura devem ser tratados. 
3.4. Indexação 
Os módulos de indexação e de análise de coleta, mostrados na Figura l , criam uma 
variedade de índices sobre as páginas coletadas. O módulo de indexação cria dois índices 
básicos: de texto (ou conteúdo) e de estrutura (ou de links). Usando esses dms índices e as 
páginas do repositório, o módulo de análise de coleta cria uma variedade de outros índices. 
Abaixo, será apresentada uma descrição de cada um desses indices, concentrando em sua 
estrutura e uso. 
Índice de ünks: para construir um índice de links, a porção coletada da Web é modelada 
como um grafo com nós e arestas. Cada nó no grafo é uma página Web, e uma aresta do nó 
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A para o nó B representa um lmk na página A apontando para a página B. Um índice da 
estrutura de lmk.s deve ser uma representação eficiente e escalável deste grafo. 
Normalmente, a informação estrutural mais utilizada pelos algoribnos de busca é a 
.. informação de vizinhança". Por exemplo, dada uma página P. recuperar as páginas 
apontadas por P e as páginas que apontam para P. 
Construir grafos com centenas ou até milhares de nós pode ser feito com estruturas de 
dados comuns. Porém, fazer o mesmo com estruturas de milhões de nós representa wn 
desafio. 
Índice de texto: ainda que as técnicas baseadas em análise de lmks sejam usadas para 
melhorar a qualidade dos resultados de busca, a pesquisa baseada em texto (por exemplo 
buscar páginas contendo certas palavras chave) continua a ser o método principal para 
identificar as páginas relevantes à uma determinada busca. Índices para suportar essa 
pesquisa baseada em texto podem ser implementados usando quaisquer dos métodos 
tradiCJonaJs para pesquisa de texto em coleções de documentos. Os índices invertidos têm 
sido a estrutura de índices trad.JcJonal dos mecanismos de busca Web. 
Um índice invertido de uma coleção de páginas Web consiste de um conjunto de listas 
invertida..(j, uma para cada palavra (ou termo do índice). A lista invertida para um termo é 
uma lista ordenada, contendo os locais onde o termo aparece na coleção. No caso mais 
simples, o locaJ será composto de um identificador de página e da posição do termo na 
página Contudo, alguns aJgontmos de busca nonnalmente fazem uso de informação 
adicional sobre a ocorrência dos termos na página Web. Por exemplo, termos ocorrendo em 
negnto (usando a tag <B>) ou em cabeçalhos (tags <Hl> ou <H2>) podem ser 
classificados com peso diferente em algoritmos de classificação. Para acomodar isso, um 
campo extra (payload) é achcionado nas entradas de locais. Esse campo extra recebe 
qualquer informação adicionaJ que precisa ser mantida sobre cada ocorrência do termo. 
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Índices utilitários: o número e o tlpo de índices utilitários construídos pelo módulo de 
análise de coleta dependem das funcionalidades do módulo de busca e do tipo de 
informação utilizada peJo módulo de classificação. Por exemplo, um módulo de busca que 
permite que a busca seja restrita a mn sile ou domínio específico se beneficiaria de um 
índice do sue que mapearia cada domínio a uma lista de páginas pertencentes aquele 
domínio. Da mesma forma, usando informação de vizinhança de um índice de lmlrs, um 
algoritmo iterativo pode computar um valor de classificação associado a cada página no 
repositório. Este índice poderia ser usado no momento de busca para ajudar na classificação 
dos resultados de busca. 
3.5. Classificação e análise de links 
Como mostrado na Figura 1, o módulo de busca recebe os termos de busca do usuário e 
busca as páginas relevantes. Há duas razões principais pelas quais as técnicas tladietonais 
de Recuperação de Informação (Rl) podem não ser efetivas na classificação dos resultados 
de busca 
Primerro. a Web é uma coleção muito grande, com muita variação na quantidade, qualidade 
e tipo de infonnação presente nas páginas. Desta fonna, muitas das páginas que contém os 
termos de busca podem ser de baixa qualidade ou não relevantes. 
Segundo, muitas páginas Web não são suficientemente auto descritivas, de modo que as 
técnicas de RI. que analisam apenas o conteúdo das páginas, podem não funcionar 
adequadamente. Um exemplo normalmente citado [12], é a questão de que as páginas de 
entrada de um mecanismo de busca normalmente não contém o texto "mecanismo de 
busca". Além disso, as páginas Web são freqüentemente manipuladas para adictonar termos 
espúrios de maneira que elas sejam classificadas pelo mecanismo de busca (spomming). 
Um exemplo clássico de spammmg é o de ~oinas pornográficas que inserem termos fora 
de seu domínio para serem classificadas em buscas não relacionadas a pornografia. Desta 
forma, as técnicas que se baseiam suas decisões apenas no conteúdo das páginas são fáceis 
de serem manipuladas. 
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A estrutura de linb da Web contém informações importantes que podem ajudar na 
ftltragem e classificação de págtnas. Em particular, um link. de uma página A para a uma 
página B pode ser considerado como uma recomendação da página B pelo autor da página 
A Alguns novos algoritmos têm sido propostos para explorar essa estrutura de /mies, não só 
para busca de termos, mas também para construir hierarquias de d1retório (tipo Yahoo) 
automaticamente ou identificar comwúdades na Web. Dois destes algoritmos serão 
discutidos no Capítulo 4. O desempenho qualitatJvo destes algoritmos é nonnaJmente 
melhor que o dos algoritmos de RI, já que eJes usam infonnação adicional além do 
conteúdo das páginas. Embora seja possível influenciar a estrutura de links da Web 
localmente, é bastante dificil fazer isto em nível global. Desta forma, os algoritmos de 
análise de links que trabalham a nível global tendem a ser robustos contra spammmg. 
3.6. Considerações fmais 
Neste capítuJo foi apresentada wna visão geral dos mecanismos de busca, discutindo seus 
pnncipajs componentes e questões algoritmicas relacionadas. Entre os principais desafios 
técrucos levantados, estão a coleta de páginas Web, o armazenamento, a mdexação e a 
classtficação dos documentos. 
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Capítulo 4 - Algoritmos de classificação por análise de links 
Como explicado na seção 3.5 do capitulo anterior, os algoritmos de classificação por 
análise de lznks VIeram complementar as técnicas tradicionais de RI para buscas na Web. 
Esses algoritmos consideram a estrutura de links da Web como um grafo dirigido G. Eles 
partem de suposições simples como: 
- Um /in/c de uma págma A para uma página B pode ser considerado como uma 
recomendação da página B pelo autor da página A:, 
- Se as páginas A e B estão conectadas por /inlcs, a probabilidade de que elas tratem 
de um mesmo assunto é maior do que se elas não estivessem conectadas. 
Em [15], os algontmos de classificação por análise de lm.ks estão separados em duas 
categorias: os algontmos mdependentes de busco onde uma pontuação é atnbuída a cada 
página independente da busca do usuário; e os algoritmos dependenles de busca onde as 
pontuações das páginas são calculadas dinamicamente a cada busca. 
Neste capítulo, serão discutidos em detalhes os dois algoritmos mais conhecidos de análise 
de links: o PageRank e o ffiTS, respectivamente classificados como independente de busca 
e dependente de busca 
4.1. Pagelbnk 
Em [11 ], Page e Brio definem um mecanismo de classificação global, chamado PageRank, 
que tenta capturar a noção de "importância" de uma página Por exemplo, a página de 
entrada do Yahoo pode ser intuitivamente considerada mais importante que uma página 
pessoal de wn aluno da Unicamp. A diferença está no número de páginas que apontam para 
essas duas páginas~ ou seja, mais páginas apontam para o Yahoo que para a página do aJtmo 
da Unicamp. O rank de uma página A poderia ser definido como o número de páginas na 
Web que apontam para A, e usado para classificar resultados de busca. O problema é que 
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este critério sunples (a classificação por citação) não funciona muito bem Um problema 
prático é o spammmg. que é a criação artificial de um grupo grande de páginas que 
apontam para uma certa página. 
O PageR.ank corrige o conceito de classificação por cttação levando em consideração 
também a qualidade das páginas que apontam para a página em questão. Desta forma, uma 
página recebe mais importância se o Y ahoo aponta para ela que se wna página 
desconhecida aponta para ela Note que a classificação por citação não faz distinção entre 
estes dois casos. 
4.1.1. PageRaok simplific.tdo 
A defmição do PageRank é recursiva, já que a importância de uma página depende de e. ao 
mesmo tempo, influencia a importância de outras páginas 
Mais precisamente, suponha que as páginas Web são numeradas 1,2, .. ,m. SeJa N(i} o 
número de links saindo de uma determinada página i e B(ij o conjunto de páginas que 
aponta para a página i . O vaJor do PageRank simplificado, representado por r(i), para uma 
págí na 1 é dado por: 
r(i) = L rU) I N(j) 
jEIJ(i) 
Note que a divisão por Nú) significa que o ranlc da página 1 é dividido e distnbuido, de 
maneira igual, pelas páginas apontadas por ela A Figura 2 mostra a propagação do ranlc 




Figun 2- Cáku1o do Pagdlauksimplificado 
4.1.2. Modelo do Surfasta com Comportamento Aleatório 
A defirução do PageRank Slmplificado admite wna interpretação baseada em caminho 
aleatório em grafos - o Modelo do Surfista com Comportamento Aleatório [ 11 ]. 
Considere uma pessoa que "surfa" pela Web, selecionando aleatoriamente um /ink em cada 
página visitada. Essa navegação aleatória é equivalente a um caminho aleatório em um 
grafo. O PageRank de uma pâgina pode ser interpretado como a probabilidade limite de que 
o surfista esteja visitando essa página ao final de um período tendendo a infinito. 
4.1.3. Cálculo do PageRank 
Como a equação é rec~iva, pode>se começar com um conjunto arb1trário de ranlcs e 
ca1cular de forma Iterativa até que haja convergêncja. A Figura 3 mostra uma solução 




Flg1ll'8 3 -Resultado estável de dleulo de PageRaok simpUfiudo 
Em (11], é mostrada também uma abordagem onde o PageRank pode ser modelado e 
computado através de cálculo de matrizes. 
4.1.4. PageRaok usado na prática 
Há várias dificuldades no cálculo do PageRank simplificado. Por exemplo. suponha que 
existem duas páginas A e B que apontam uma para outra e que não apontam para nenhuma 
outra página. Suponha que exista uma outra página C que aponta para a página A. O ciclo 
~ irá acumular rank infinitamente e nunca distribuini rank para as outras páginas. Esta 
formação é chamada de sorvedouro (ranf. sinA:) e é mostrada na Figura 4 Com o tempo, 
todo o PageR.ank: estará concentrado nas páginas do sorvedouro, (o que obviamente não 
reflete a importância das mesmas). 
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o 
Figura 4- Ciclo gerando um sorvedouro 
Outro problema no cálculo do PageRank simplificado e o das páginas que não possuem 
nenhum link para outras páginas, chamado de vazamenJo de ranlc (ranlc lealc). Qualquer 
ranlc for distribuido inicialmente a essas páginas ficará "preso" e não será distribuido para 
outras pãgtnas. 
Page e Brin [ 1 1] sugeriram duas fonnas para eliminar esses problemas. Primeiro, todos os 
vazamentos de ranlc são removidos do cômputo do PageRank. Segundo, para resolver o 
problema dos sorvedouros, foi introduzido um fator de correção d (O < d < 1) na definição 
do PageRank. Desta fonna, apenas wna fração d do ranlc de wna página é distribuída pelas 
páginas apontadas por ela. O resto do rank é distnbuído igualmente por todas as páginas 
Web. Desta fo~ o PageR.ank modificado fica: 
r(i) = d* L rU) I NU)+ (1- d) / m, 
jeB(/) 
onde m é o total de nós no grafo Note que o PageRank simplificado é um caso especiaJ 
onde d = 1. 
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Em termos do modelo do surfista com comportamento aleatório, a modificação modela a 
propabilidade de que o surfista fique "entediado" e pule para uma outra página aleatória, 
em lugar de simplesmente segwr um dos links da página corrente. Desta fonna, ele não 
ficaria encalhado eternamente caso entrasse em mn sorvedowo. 
4.1.5. Usando o PageRank para buscas de paJavras chave 
Page e Brin [10], descrevem wn protótipo de mecanismo de busca, desenvolvido na 
Universidade de Stanford, que fazia uso do PageRank. Esse protótipo se tomou mais tarde 
o mecanismo de busca Google. O Google combina o PageR.ank com técnicas tradicionais 
de Recuperação de Informação (RI) para classificar as páginas retomadas por uma busca 
4.2. BITS 
O algoritmo HITS (Hypertext lnduced Topzc Search) foi inicialmente proposto por 
.KJeinberg em [12]. Em contraste com o PageRank, que atribui um rank global e estático 
para cada página, o HITS cria o rank no contexto de cada busca. Além disso, ao invés de 
produzir somente um resultado de rank, ele produz dois. o rank de autondade a1 e o rank de 
diretório <Ii. 
Infonnalrnente, as páginas com mais autoridade são aquelas que têm mais chance de serem 
relevantes para uma determinada busca Por exemplo, a página da Unicamp é uma 
autoridade para a busca da "Universidade Estadual de Campinas". As págmas diretório, por 
outro lado, são aquelas que não são autoridades, mas apontam para várias autoridades. Por 
exemplo, a página da Capes provavelmente é uma página diretório para a pesquisa "cursos 
de pós-graduação" já que aponta para sues de vários cursos de pós-graduação. A razão para 
o interesse em se encontrar as págmas diretório é devido ao fato de que o algoritmo HITS 
as usa para encontrar as páginas de autoridade. 
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Em resumo, as páginas diretório são aquelas que apontam para várias autoridades. E uma 
página é uma boa autoridade, quando ela é apontada por vários diretórios. Ou seja, existe 
uma relação de indicação mútua entre os diretórios e autoridades Esta noção leva ao 
algoritmo HJTS 
A idéia básica do algoritmo IDTS é identificar um pequeno subgrafo da Web incluindo 
várias páginas possivelmente relevantes para a busca feita pelo usuário e aplicar a análise 
de links neste subgrafo para encontrar as autoridades e diretórios. A seleção de wn pequeno 
subgrafo (tipicamente alguns milhares de páginas) não apenas foca a anáHse de línks nas 
páginas mais relevantes, corno também reduz a quantidade ·de processamento para a 
próxima fase. Corno a seleção do subgrafo e sua análise é feita no tempo de busca do 
usuário, é importante que tennine rápido. 
4.2.1. lndentificando o subgrafo foaliudo 
O subgrafo focalizado é gerado formando mn grupo raiz R, que é composto por um grupo 
de páginas contendo os termos de busca, e expandindo este grupo raJZ com a inclusão das 
páginas que estão na VJzinhança de R, como mostrado na Figura 5. Um índ.Jce de texto 
comum pode ser utilizado para construir o grupo raiz. A partir daí, o algoritmo para 
calcular o subgrafo focaJizado é o seguinte: 
1. R +- conjunto de t páginas que contém os termos de busca. 
2. S+-R 
3. para cada página p e R 
a) Inclua em S todas as páginas apontadas por p 
b) Inclua (até wn máximo d) em Stodas as páglnas que apontam parap 
4. O grafo produzido por Sé o subgrafo focaJizado 
O algoritmo recebe como entrada os termos de busca e dois parâmetros 1 e d. O parâmetro t 
limita o tamanho do conjunto raiz, enquanto o d limita o número de páginas adicionadas ao 
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subgrafo focalizado. O parâmetro d também serve para liuutar a influêncta de uma página 
extremamente popular (por exemplo Y ahoo) caso ela esteja no grupo rcnz. O grupo 
expandido S deve ser rico em autoridades, já que é provável que uma autoridade seja 
apontada por pelo menos uma página do grupo raiz. Da mesma fo~ espera-se que um 
bom número de diretórios estejam em S. 
4.2.2. Análise de links 
COn.Junto 
exteodJdo 
Figun s- Ex-tendendo o CODjWltO rsa 
A fase de análise de /mies do algoritmo lllTS usa a propriedade de indicação mútua para 
identificar diretónos e autoridades a partir do conjunto extendido S Suponha que as 
páginas no sub grafo focalizado são indicadas por 1 )., ... .,n Suponha que B(i) representa o 
conjunto de páginas que aponta para uma página i e que F(i) representa o conjunto de 
páginas apontadas por uma página 1. O algoritmo de análise de links produz uma pontuação 
de autoridade a, e uma pontuação de diretório d; para cada página do conjunto S. Para 
começar, são atribuídos valores arbitrários para as pontuações de diretóno e autondade. O 
algoritmo é iterativo e, em cada passo, ele realiza duas operações distintas chamadas de 1 e 
O. Na operação I , a pontuação de autoridade de cada página é atualizada pela soma da 
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pontuação de diretório de todas as páginas apontando para ela Na operação O, a pontuação 
de diretório de cada página é atualizada levando em consideração a soma da pontuação de 
autoridade de todas as páginas apontadas por ela Ou seja: 
Passo/" Gi= I~· je8(1 ) 
Passo 0 : di= LGJ 
jeF(í) 
Os passos I e O capturam a intuição de que uma boa autoridade é apontada por vários bons 
diretónos e um bom diretório aponta para várias boas autoridades Note que algumas vezes 
uma página pode ser, ao mesmo tempo, um diretório e uma autondade. O algoritmo fDTS 
calcula as duas pontuações para cada página e repete iterativamente os passos I e O até que, 
com normalização, as pontuações de diretório e autoridade atinjam convergêncta· 
1. lnicialu:e a1, d, ( 1 s 1 ::; n) com valores arbitrános 
2. Repita até a convergência 
a) Aplique a operação I 
b) Aplique a operação O 
c) Normalize L, a/ "' 1 e L ;d/= 1 
3. Fim 
Note que a normalização a cada iteração é importante para evitar que a. e d, cresçam 
indefinidamente 
Assim como o PageRank, o IDTS também pode ser modelado e computado através de 
cálculo de matrizes. KJeinberg [12] mostra essa abordagem. 
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Uma resultado mteressante da aplicação do algoritmo HITS, é que ele consegue separar as 
páginas em temas. ou seJa grupos de páginas tais que há mwtas referências dentro de cada 
grupo, mas poucas entre os grupos. K.leinberg [ J 2] mostra um exemplo em que os 
resultados com ma.Js alta citação de uma busca por "java"' eram os srtes www.game/an_com 
eJava.szm.com, ao lado do s1te da ... ATTUJ.Zon Books». Os dois pnmetros srtes constituem um 
grupo (sues sobre a Jinguagem Java) fortemente conexo entre si, mas pouco conexo com o 
terceiro O algoritmo HITS consegue isolar apenas um dos grupos (atribuindo pontuação 





relacionada com alta 
citação 
Figura 6 - Conjunto de páginas e links, exemplificando diretórios e autoridades 
4.2.3. Uso do BITS em mecanismos de busca 
Os conceitos do algoritmo HITS foram utilizados na implementação do mecanismo de 
busca Teoma (www.teoma.com), lançado em abril de 2000. O Teoma unJiza o algoritmo 
IDTS para encontrar "comunidades" que compartilham o interesse pelo mesmo assunto e 
suas respectivas autoridades 
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4.3. Avaliação dos algoritmos 
Amento e Terveen [16] apresentam uma avaliação de vários algoritmos de classificação por 
análise de lmks, incluindo o PageR.ank e o IDTS. Os resultados indicaram que ambos 
algoritmos apresentam desempenho (relativo à prectsão das respostas) semelhantes, 
significativamente melhores que o apresentado por algontmos que se baseiam somente em 
busca textual. 
Um aspecto positivo do HITS, com sua classificação dinâmica no contexto de cada busca, é 
a separação de comunidades relacionadas pelo mesmo assunto, tomando-o mais robusto 
contra spamming, comparado a algoritmos estáticos como o PageRan.k. O exemplo a seguir, 
apresentado em [ 17], ilustra essa característica Foi feita uma busca pela paJavra "God", 
que apresentou como pruneJro resultado, no Google, um site de músicas MP3, como 
mostrado na Figw-a 7. 
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Figura 7- B11sca por "God" no Google 
Já o Teoma, implementando o algoritmo HITS foi capaz de separar o stte de MP3 de outras 
comunidades de sttes relig1osos. O resultado pode ser vtsto na F1gura 8. 
28 
ffe fdt ~ f«''lrtes lools ~ 
~ 8al:t - ... ~ a! ~ ~Sean:il 




......._. " w of Cod- Loolctng for the alos•ve w:ll of Cod Thts ptOCess can be stmplifil?d 
n t ;>.org 
< Results ~ntweb~ 
Showlng 1- 10 ofobout 24,660,000: 
ll'lê'JrJl.Oltl.llA ~~ r, r l.!l.Ji.!2LI.JL'f' 
The offictal homs paga for the General Councíl o f tha Assemblies 
o( C:od (USA). 
':>Q ')•'1 
("'ore RC:Sv ;, .pm www ag oro) 
CQG!C H:)!!!e o"..;! 
The Worfd Headq~J<~rters o f lhe. Church o f Cod in Chnst , Inc .... 
"CHURCH OF COO IN CHRJsr•? DOES WATER SAPTISM SA\IE 
VOU? 
'KVI'Y' eog;; .org/ 
(t'ort o .. ,;ylts (rom h14"" <:owc oro) 
fl "PSt dy Ofil' y,;11 ' JEr cur .;':.:.... -~r.\iotfl"': 
AdVIll'tiS8ment. How c.;m Cod sbll lov.a me whan r sàll contmue to 
SIN?? What is the "htdden manna" of R&velat10n 2? 1s CREMA TION 
Stbr!Cdt7 
www bWii stuo-, orpt 
[Mo· Re5y.ts fu.:m www !:ub9stuctv,cro) 
Am<>oqn B bl" SOÇ.E. 
Shaong Cod's Word w1th the wortd Search the 8ible Advanced 
Search ... Chddran •as partners wtth F'ood the Children to spread 
.,.- Refine 
~~'I to 1\aiTOW y<:JIS Wlrc:b 
Figut'll 8- Busca por "God" no Teoma 
Por outro lado, os algoritmos dmãmicos como o ffiTS possuem o problema da 
escalabiliclade. O HITS. por exemplo, tem que encontrar um meio-tenno entre wn conjunto 
raiz pequeno o suficiente para permitir a procura dos diretórios e autondades em tempo 
razoável para o usuário, e grande o suficiente para aumentar a chance de encontrar os 
diretónos e autondades mais s1gntficativos. 
4.4. Considerações Finais 
Neste capítulo foram estudados dots 1mportantes algontmos de classificação por análise de 
lmks. Esses algontmos podem ser usados em conJunto com as técnicas tradtcíona1s de RI, 
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para melhorar significativamente a precisão das respostas oferecidas pelos mecanismos de 
busca. Além disso, eles podem ser usados para resolver outros problemas como escolher a 




Capítulo 5 - Exemplo de arquitetura de um mecanismo de busca 
comercial 
Neste capítulo será apresentada a arquitetura do mecarusmo de busca comerctal Google, 
baseada em [10], um dos primeiros trabalhos acadêmicos a descrever detalhes de 
implementação de tais mecanismos. Através da arquitetura apresentada a seguir, poderemos 
verificar as soluções práticas para os problemas inerentes ã construção de um mecanismo 
de busca, apresentados no Capitulo 3, aJém de acompanhar o uso do aJgoritmo de 
classificação PageRank, descrito no Capitulo 4. 
O obJetivo dos mecanismos de busca é fornecer, de maneira eficiente, resultados de busca 
com qualidade. Muitos dos mecanismos de busca comercial atingiram grande progresso em 
tennos de eficiência O Google, por sua vez, deu enfoque a melhoria da quaJidade dos 
resultados de busca 
5.1. Visio geral da arquitetura do Google 
A Figura 9 apresenta uma visão geral do funcionamento do Google. 
Dois conceitos fundamentais utilizados no texto adiante são o identificador de documento 
(doc/d), que é um número único associado a cada UR.L absoluto e o identificador de 
palavra (wordld), outro número unicamente associado a cada palavra já encontrada. 
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Figura 9 - Arquitetura do Google 
Os pnncipais componentes do Google são: 
Estruturas de dados 
1. Repositório: annazeoa as páginas coletadas. 
2. Barris: armazena os índices de texto (direto e invertido). 
3. Arquivo de âncoras: guarda informações sobre as URLs encontradas nos 
documentos. 
4. Base de dados de Links: armazena os links entre os documentos. 
5. Índice de documentos: guarda informações sobre cada documento coletado. 
6. Dicionário: guarda um conjunto de palavras e seu respectivos wordlds 
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- Processos 
I. Coletor: coleta os documentos da Web. 
2. Servidor de URLs. distribui URLs para os coletores 
3. Semdor de armazenamento: gerenciao repositório de documentos. 
4. Indexador: extrai palavras dos documentos e constrói o índice direto 
5. Ordenador: constrói o índice invertido a partir do índice direto 
6. Verificador de URLs: converte URLs relativas em absolutas, atribut doclds 
a elas, e gera a base de dados de links. 
7. Gerador de PageRank.: associa um PageRank a cada documento. 
8. Buscador. recebe e processa consultas de usuários do Google. 
A coleta de págmas é feita através de vários coletores distribuídos. Há um servtdor de 
UR.Ls que envia listas de URLs a serem buscadas pelos coletores. As páginas são coletadas 
e enviadas a um servidor de armazenamento. Esse servtdor comprime e guarda as págmas 
em um repositorio As funções de indexação são realizadas pelo mdexador e peJo 
ordenador. O mdexador realiTA:l várias tarefas. EJe acessa o repos1tório, descomprime os 
documentos e os lê. Cada documento é convertido em um conjunto de ocorrências de 
palavras. Cada ocorrência contém a palavra identificadora. a posição no documento, o 
tamanho dos caracteres e a caixa (maiúscula/minúscula). O indexador distribui essas 
ocorrências em um conjunto de barris, criando um índice direto parcialmente ordenado. 
Outra importante função do indexador é ler os links presentes em cada página e guardar as 
informações relevantes (texto visível do lmk, URL da página onde o link está presente e 
URL da página apontada) no arquivo de âncoras. Desta forma, esse arquivo é capaz de 
identificar a origem e destino de um Imk e seu texto. 
O verificador de URLs lê o arquivo de âncoras, converte URLs relativas em URLs 
absolutas e finalmente em doclds. Ele adiciona ao indice direto o texto dos lmks (do 
arquivo de âncoras) associado com o docld apontado pelo link. Por fim. o verificador de 
URLs gera uma base de dados de links (representados por pares de doclds), que será 
utilizada para o cálculo do PageRank (algoritmo descrito na seção 4.1) para todos os 
docwnentos. 
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O ordenador acessa os barris, que são ordenados por docld e reordena-os segundo palavras 
( wordld) para gerar um índice invertido. O ordenador também cria uma lista de wordld.s e 
sua localização no índice invertido. Um programa chamado DumpLeXIcon faz uso dessa 
lista, juntamente com o dictonário produzido pelo indexador e cria um novo diciOnário, 
para ser utilizado pelo buscador. O buscador é executado a partir de um servidor Web e usa 
o dicJonáno criado peJo DumpLexicon junto com a lista invertida e o PageRan.k para 
responder às buscas de usuário. 
5.2. Principais estruturas de dados 
Embora as taxas de processamento (CPU) e leitura/escrita em bloco tenham crescido 
bastante durante os últimos anos, uma procUia em disco ainda requer cerca de 1 O ms. 
Portanto, as estruturas de dados foram escolhidas de forma a evitar, sempre que possível, 
buscas em disco. Isto teve impacto na escolha das estruturas de dados. 
Os arquivos maiores são gerenciados por um pacote especial que permite arquivos vutuais 
(B,gF1/es) que se extendem por múltipJos sistemas de arqwvos e são endereçados usando 
64 bits. A alocação dos múltiplos sistemas de arqwvos é tratada automaticamente. O pacote 
de implementação de arquivos grandes também trata a alocação e desalocação de 
descritores de arquivos e opções de compressão rudimentares. 
5.2.1. Repositório 
O repositório armazena o conteúdo HTML completo de cada página coletada. Cada página 
é comprimida utilizando zlib [13], que apresenta uma alta velocidade associada a uma taxa 
de compressão razoável. No repositório, os documentos são guardados um após outro e 
prefixados pelo docld, tamanho e URL. O repositóno não requer nenhuma outra estrutura 
de dados para ser utilizado. Isto permite que todas as outras estruturas de dados possam ser 
reconstruídas a partir apenas do repositório. 
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5.2.2. Índice de documentos 
O índice de documentos guarda informações sobre cada documento. Ele possui entradas de 
tamanho fixo, ordenadas pelo docld. As informações guardadas em cada ent:rada incluem o 
estado do documento, um ponterro para o repositório, o checksum do documento e várias 
estatísticas. A decisão de design foi guiada pelo desejo de se criar uma estrutura 
razoavelmente compacta, de forma que a leitura de uma entrada seja feita em apenas uma 
busca de disco. 
Adicionalmente, há um arquivo que é usado para converter URLs em doc/ds. É formado 
por uma lista de checksums das URLs com os correspondentes doclds, ordenada pelo 
checlcsum. Para encontrar o docld de uma determinada URL, o checksum da URL é 
computado e uma busca binária é feita no arquivo. As URLs podem ser convertidas em 
doclds através de processamento em lote. Esta técnica é utilizada peJo verificador de URLs 
para evitar uma busca em disco para cada link. 
5.2.3. Dicionário 
O dicionário contém cerca de 14 milhões de palavras e é implementado em duas partes: 
uma lista de palavras e uma tabela hash de ponteiros para o indice invertido. Uma mudança 
importante em relação aos sistemas anteriores é que o dicionário pode caber na memória 
prinCJpal (a lDlplementação atual cabe em 256MB de memória). 
5.2.4. Listas de ocorrência 
As hstas de ocorrência correspondem às ocorrências de uma detemunada palavra em um 
documento, incluindo a posição dentro do documento, o tamanho dos caracteres e caixa 
(Jetras maiúsculas ou mmúscuJas). As listas de ocorrência consomem a maioria do espaço 
usado nos índices diretos e invertidos. Desta form~ é importante representá-las da maneira 
mais eficiente posslvel. Foi escolhida uma codificação compacta, com 2 bytes para cada 
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ocorrência, onde os bits são alocados manualmente entre os campos, como mostrado na 
Figura 10. 







tam. fonte: 3 posição: 12 
tam. fonte = 111 tipo ocor. : 4 posição: 8 
tam. fonte = 111 tipo ocor. : 4 hash : 4 l posição : 4 
Figura 10- Estrutura das ocorrinc:ias 
São considerados dois tipos de ocorrências: as ocorrências simples e as especiais. As 
segundas incluem as ocorrências da palavra em URLs, título do documento ou texto de link. 
As simples, incluem todas as outras ocorrências. Uma ocorrência simples consiste em 1 bit 
de capitalização, 3 btts para tamanho da fonte (representada de forma relativa em relação ao 
resto do documento) e 12 bits para a posição da palavra no documento (todas as posições 
maiores que 4095 são representadas por 4096). As ocorrências especiais possuem 1 bit para 
capitalização, o tamanho da fonte representado por 111 (jlag que sinaliza ocorrência 
especial), 4 bits para sinalizar o tipo da ocorrência especial e 8 bits para a posição no 
documento. Para o caso das ocorrências em lmb (âncoras) os 8 bits de posição são 
divididos em 4 para a posição da palavra no texto do link e 4 para o código hash do doc!d 
apontado pelo /ink. 
O tamanho da lista de ocorrência é guardada antes das ocorrências. Para economizar 
espaço, o tamanho da lista é combinado com o wordld no índice direto e com o docld no 
índice invertido. 
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S.l.S. Ínclice direto 
O indice direto é criado parcialmente ordenado. Ele é guardado em um número de barris 
(são usados 64). Cada barril guarda um intervalo de wordlds. Se um documento possui 
palavras mapeadas em detennmado barril, o docld é guardado no barril, seguido da lista de 
wordlds e das listas de ocorrência. relativas às palavras mapeadas. Este esquema gasta um 
pouco mais de espaço de armazenamento, deVJdo a duplicação de doclds em diferentes 
barris, mas consegue diminuir o tempo de processamento do ordenador na fase final de 
processamento. 
Índice Direto: totaJ 43 GB 
I docld wordld: 24 num. ocor. : 8 ocor. ocor. ocor. ocor. I 
wordld: 24 num. ocor. : 8 ocor. ocor. ocor. I 
null wordld 
I docld wordld: 24 num. ocor. : 8 ocor. ocor. ocor. I 
wordld: 24 num. ocor. : 8 ocor. ocor. ocor. ocor. I 
wordld: 24 num. ocor. : 8 ocor. ocor. ocor. ocor. ocor. I 
null wordld 
Figun l1 - Estrutura do indice dinto 
5.2.6. Índice invertido 
O índice invertido consiste dos mesmos barris que o ind.ice dJreto, exceto pelo fato de que 
eles já foram processados pelo ordenador. Para cada wordld válida, o d.icionáno contém um 
apontador para o barril em que a wordld está armazenada. Esse apontador aponta para wna 
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lista de doclds e as listas de ocorrência correspondentes. Desta forma, a lista de documentos 
representa as ocorrências de uma detenninada palavra em todos os documentos. 
Dicionário: 293 MB Índice Invertido: 41GB 
word.Id númdocs .. 
.. 
word.Id: 24 nmn. ocor. : 8 ocor. ocor. ocor. ocor . 
word.Id númdocs wordld: 24 num. ocor. : 8 ocor. ocor. ocor. I 
' 
wordld númdocs 
\ ~ word.Id: 24 num. ocor. : 8 ocor. ocor. ocor. ocor. 
wordld: 24 num. ocor. : 8 ocor. ocor. I 
Figura 12 - Estrutura do dicionário e índice invertido 
Uma questão importante é como ordenar os doc!ds na lista de documentos de uma palavra. 
Uma solução simples é armazená-los ordenados por doc!d. Isso facilita a junção de listas de 
documentos para buscas de múltiplas palavras. Outra opção é em ordem decrescente da 
relevância das ocorrências da palavra. Isto toma as respostas às buscas de uma palavra só 
triviais, porém toma a junção das listas mais dificil. Além disso, exigiria que o índice fosse 
refeito a cada mudança na função de classificação. Foi escolhido um meio-termo entre as 
duas opções, guardando dois conjuntos de barris: um conjunto para as ocorrências especiais 
e outro conjunto para as ocorrências simples. Desta forma, pode-se pesquisar inicialmente 
no primeiro conjunto de barris e passar para o segundo conjunto somente se não forem 
encontrados resultados suficientes. 
5.3. Coletando páginas Web 
Colocar em operação um coletor de páginas Web é wna tarefa dificil. Há que considerar 




O coletor é a aplicação mais frágil do sistema, já que ele interage com milhares de 
servidores Web e servidores de nomes que estão fora do controle do sjstema. 
Para poder coletar milhões de páginas Web, o Google usa um sistema de coleta distribuído. 
Um servidor de URLs fornece uma lista de URLs para um certo número de coletores 
(tipicamente 3). Cada coletor mantém cerca de 300 conexões abertas, para poder ler as 
páginas em uma velocidade razoável O sistema chega a atingir picos de leitura (usando 4 
coletores) onde coleta 100 páginas Web por segundo, que equivale na média, a 600 Kb por 
segundo. Um ponto crítico para o desempenho é a busca de nomes em DNS (Domain Name 
Server). Para evitar uma busca no servidor a cada página coletada.. os coletores possuem um 
cache de DNS. Cada uma das centenas de conexões podem estar em diferentes estados: 
procurando no DNS, se conectando ao host, enviando requisições e recebendo respostas. Os 
coletores usam EIS assíncrona para gerenciar os eventos, e filas para mover as coletas de 
página de um estado para outro. 
Na prática, executar um coletor que se conecta a meio milhão de servidores gera uma 
grande quantidade de reclamações. Muitos administradores confundem o coletor com um 
usuário comum, outros gostariam que seus sztes não fossem indexados, mas tentam indicar 
isso incluindo textos de copyright, em lugar de usar o protocolo para exclusão de coletores 
(14]. Devido a imensa variação de conteúdo das páginas Web e dos servidores, é quase 
impossível testar um coletor sem executá-lo contra um "pedaço'' significativo da Internet. 
Existem inúmeros problemas obscuros que podem ocorrer, interrompendo a execução do 
coletor ou causando comportamento não esperado. Desta forma, o operador do serviço de 
coleta deve estar preparado para enfrentar esses problemas durante a execução dos 
coletores. 
5.4. Indexando páginas Web 
Cada página que é coletada precisa ser indexada Esta tarefa envolve os seguintes passos: 
análise, indexação e ordenação. 
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5.4.1. Análise 
A análise da página é feita com o objetivo de extrair da mesma o texto a mdexar e os linlcs 
de novas páginas a recuperar. No mínimo, o analisador deve ser capaz de lidar com as 
páginas IITML. O Google também indexa arquivos em outros formatos como PDF, 
PostScr~pt, MS Word, etc. Qualquer analisador destinado a analisar páginas arbitrárias da 
Web deve estar preparado para uma grande quantidade de erros possíveis, como caracteres 
não ASCll ou erros nas rags IITML. O analisador IITML do Google foi implementado 
através da ferramenta jlex. 
5.4.2. Indeuçlo 
Depois que cada documento é analisado, ele é codificado em diferentes barris. Cada palavra 
do texto extraído é convertida em wordld usando uma tabela hash em memóna primária (o 
dicionário). As adições ao dicionário são armazenadas em um arqwvo. Assun que as 
palavras são convertidas em wordld, as suas ocorrências no docwnento corrente são 
traduzidas em listas de ocorrência e são armazenadas nos índ.Jces diretos 
A maior dificuldade para a indexação em paralelo é atualizar o dicionário, pois eJe é 
compartilhado. Em lugar disso, a abordagem utilizada foi fornecer a cada processo 
indexador um dicionário fixo com 14 milhões de palavras. Os termos encontrados nesse 
dicionário são indexados imediatamente, os demais são repassados a um único process.o 
separado que usa mn dicionário mutável para atribuir a eles novos wordlds. Desta forma, 
múltiplos indexadores podem ser executados em paralelo. 
5.4.3. Ordeoaçio 
Para gerar um índice invertido, o ordenador deve processar cada barril contendo wn índice 
direto e ordená-lo por wordld para produzir um barril contendo o índice invertido 
correspondente. Note que as palavras (wordlds) são colocadas em dois barris: um para as 
ocorrências especiais e outro para as ocorrências simples. Esse processo é realizado com 
um barril por vez. necessitando, desta forma, de pouco espaço de armazenamento 
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temporário. Além djsso, a ordenação é feita em paralelo, com a execução de múltiplos 
ordenadores. 
5.5. Realizando buscas 
As buscas solicttadas pelos usuários consistem de um conjunto de palavras a buscar 
(possivelmente consecutivas). O resultado da busca é uma lista de páginas P1,P2, .•. Pb 
ordenada por urna pontuação S(Pi). 
O processo de busca do GoogJe está descrito a seguir: 
1. Leia a expressão de busca e separe as palavras. 
2. Converta as palavras em wordlds. 
3 Para cada palavra da expressão de busca, localize a lista de documentos do 
índice invertido que contém ocorrências especiais dessa palavra Processe 
essa lista de documentos coletando todos os documentos que contenham 
ocorrências de todas as palavras da expressão de busca. 
4. Repita o passo anterior utilizando as lista de documentos do índice invertido 
de ocorrências simples correspondentes as palavras procuradas. 
5. Calcule a pontuação S(Pi) para cada documento encontrado nos dois passos 
anteriores. 
6 Ordene (pela pontuação calculada em 5) todos os documentos encontrados 
nos passos 3 e 4 e retome um número máximo k para o usuário. 
5.5.1. CWsificaçio 
O Google mantém mrus informação sobre os documentos Web que os mecanismos de busca 
típicos. Como mostrado na seção 5.2, cada lista de ocorrência inclui a posição, o tamanho 
da fonte e informação de caixa. Todas essas informações afetam a pontuação S(Pi), que é 
usada para ordenar as páginas antes de apresentá-las ao usuário. Além disso, a pontuação 
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S{P,) leva em consideração, o tipo da ocorrência (texto comum. titulo do documento, URL 
ou texto de lmk) e o PageRank do documento. 
Combinar toda essa informação em uma classificação relevante para o usuário é dificil Foi 
tomado cuidado especial para que nenhum fator tenha influência demasiada na função de 
classificação. 
Primeiro, será analisado o caso mais simples - uma busca de apenas urna palavra. Seja 
C1,C2, .. . ,Ci a lista de ocorrências daquela palavra nesse documento. Para cada ocorrência, é 
atribuído um peso W(C,) relativo ao seu tipo. Os pesos são somados para formar o peso 
total W(Pi) daquela palavra no documento. Por ~ essa pontuação é combmada com a 
pontuação PageRank P(Pi) para dar a pontuação final S(P,) do documento. 
No caso de uma busca de múltiplas palavras, a situação é mais comphcada. Agora. várias 
listas de ocorrência devem ser verificadas para encontrar documentos em que todas as 
palavras ocorrem sunultaneamente. Além disso. as ocorrências C1,C2, ... ,C, dessas palavras 
num documento P, devem ser classificadas de forma que aquelas onde as palavras da lista 
estejam próximas tenham pontuação maior que as demais ocorrências (na busca por frase, 
aliás, é preciso que as palavras ocorram em posições consecutivas e na ordem 
especificada). Desta forma. são atribuídos pesos Wd(C,) diferentes para rúveis diferentes de 
distância (classificados desde ocorrências em sequência na frase até ocorrências distantes). 
Assim. para cada ocorrência, é atribuído um peso W~C) para seu tJpo e Wd(C) para sua 
proximidade (em relação a outras ocorrências). Esses pesos são somados para gerar um 
peso W(Pi), que, assim como no caso das ocorrênctas simples, é combinado com a 
pontuação PageRank P(P,) para dar a pontuação final S(P,) do documento. 
S.S.l. Sistema de realimentação 
A função que calcula S(P.) possui vários parâmetros. em particular os pesos relativos 
atnbuídos às ocorrências (tipo, proximidade, etc) e o PageR.ank. Calibrar esses parâmetros 
é uma tarefa complicada. Para isto. foi criado um mecanismo de realimentação (/eedback) 
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que permite customizar esses parâmetros. Um usuário especial pode avaliar os resultados 
retomados. O sistema irá salvar o feedback e usá-lo como base de comparação quando são 
realizadas mudanças na função de classificação. Desta forma, pode-se ter uma idéia de 
como as mudanças na função de classificação afetam os resultados de busca. 
5.6. Considerações finais 
Neste capítulo foi apresentada a descrição do mecanismo de busca comercial Google. A 
intenção foi mostrar como alguns dos desafios técnicos apresentados no Capitulo 3 foram 
resolvidos nessa implementação específica, além de ilustrar o uso do algoritmo PageRank 
descrito no Capítulo 4. 
Uma característica interessante nas soluções apresentadas é a preocupação com questões 
não funcionais, como desempenho, otimização de espaço em disco e memória, e 
escalabilidade. Pode-se entender essas preocupações tendo-se em vista o volume de 
informações a ser processado. É interessante ressaltar que, na época da divulgação da 
descrição feita em [10] (1998), o Google possuía uma base de dados de 24 milhões de 
páginas. Atualmente (Fevereiro de 2004 ), a base de dados conta com mais de 4 bilhões de 
páginas. Desta forma, a preocupação com os aspectos não funcionais apresentados 
anteriormente deve continuar presente e até ter aumentado. 
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Capítulo 6 - Estudo de caso: grau de cobertura da Web por um 
mecanismo de busca comercial 
Neste capítulo vamos tentar avaliar, de fonna emplrica, o grau de cobertura da Web por um 
mecanismo de busca comerc1al. Foi escolhido o Google, por ser atualmente o mecanismo 
com maior base de dados (cerca de 4,2 bilhões de páginas em Fevereiro de 2004), além de 
disponibilizar APls que pennitem a automatização de buscas, facilitando o experimento. 
6.1. Motivação 
Embora muitos dos mecanismos de busca divulguem o tamanho de sua base de dados, oão 
é possível ter uma 1déia clara se esse tamanho é suficiente para oferecer uma boa cobertura 
da Web. O tamanho da Web é uma grandeza que não tem muito sentido nem muita 
utilidade. Não tem muito sentido pois há um grande número de págJ.nas que podem ser 
acessadas apenas por meios não convencionais como forms, scr1pts, endereços privados, 
através de senhas, etc. Incluir tais páginas no cáJcuJo de cobertura seria no mínimo 
questionável. Uma pergunta mais útiJ nesse contexto é: "Dada uma página qualquer da Web 
procurada pelo usuário, qual é a probabilidade de que ela esteja na base de dados de um 
determinado mecanismo de busca?" 
Fonnalmente, seja D o conjunto de todas as URLs possíveJs, atnbuírnos um peso ou 
probabilidade p(i) para cada URL i, que significa a probabilidade da URL i ser escolhida 
numa consulta aleatória. Neste modelo, as páginas secretas e inacessíveis terão pesos muito 
menores que as páginas acessíveis por caminhos naturais. Podemos então definir mna 
"URL aleatóna" como sendo uma URL i escolhida com probabilidade P(i) Queremos 
então saber qual é a probabilidade de que uma "URL aleatória" tenha s1do indexada pelo 
serviço de busca (GoogJe). Se X é o conjunto de URLs indexadas, então queremos saber: 




A idéia básica do experimento é reunir uma amostra de URLs aleatórias e verificar qual 
fração delas foi coletada e indexada pelo mecanismo de busca em questão. Para isso, é 
necessário resolver os seguintes problemas: 
Escolha do modelo probabilístico: decidir o modelo de probabilidade "p" a ser usado 
para as URLs. 
Amostragem: conseguir uma lista S de URLs, onde cada URL i é escolhida com 
probabiJidade proporcional p(i), a ser verificada contra a base de dados do mecanismo 
de busca. 
Verificação. para cada página da listaS, verificar se ela se encontra na base de dados do 
mecanismo de busca. 
6.2.1. Escolha do modelo probabilístico 
Pelas mesmas razões discutidas aci~ não é nem possível nem interessante usar um 
modelo em que todas as URLs tenham a mesma probabilidade. Outra abordagem (que é a 
única factível) é usar p(i) proporcional à freqüência com que a URL é acessada 
normalmente (sem uso de lDll coletor/indexador). Esse valor poderia ser obtido por uso de 
Jogs da Web global ou estimado por modelos como o do "surfista aleatóno" (PageRank). 
A solução encontrada foi partir de um conjunto arbitrário de páginas e navegar pelos seus 
JmJcs, de forma semelhante ao "Modelo do Swfísta com Comportamento Aleatório", 
utilt.zado pelo PageRank. Após um certo número de tterações. podemos selecionar a página 
corrente e utilizá-la na fase de verificação. Desta forma, cada página i da Web serâ testada 
com probabilidade P(i), igual a seu PageRank. 
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6.2.2. Amostragem 
O ponto de partida para o conjunto inicial de páginas foi a base de dados do serviço de 
diretório dmoz [24] que contém cerca de 4 milhões de páginas. O seu catálogo ASCII de 
UR.Ls foi processado por um script que escolheu ao acaso 10000 URLs. O número de 
UR.Ls escolhidas representa um meio-termo entre conseguir uma amostra represen_tativa da 
Web e ser capaz de processar as páginas em tempo razoável. 
Para cada URL do conjunto é aplicado o algoritmo do surfista, e a página corrente é 
selecionada após 1 O iterações. 
Na tabela a seguir, é mostrado um conjunto de 25 páginas, com a página inicial escolhida 
do dmoz e a página alcançada após 1 O iterações. 
Página inicial do dmoz Página após 10 iterações 
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Acreditamos que este número de passos é suficiente para que a págma resultante esteja 
.. distante, da página original. Um número muito grande tornaria o processamento muito 
demorado, e um número muito pequeno faria com que a probabilidade de que cada página i 
esteja na amostra fosse muito influenciada pela amostra de partida. 
A seguir é mostrado um exemplo de 10 iterações, tendo a página www.tc.umcamp.br como 
ponto de partida. Como pode-se notar. a página resultante é "distante" da página inicial. A 
coleta foi realizada por script, executando o utilitário wget da GNU. 
--15:34 : 29-- http://www.~c.unicamp.br : 80/ 
•> 'output ' 
Connectinq to 146.250.159.233:3128 •.. connected! 
Proxy request sent, awaiting response . . . 200 OK 




Connecting to 146 . 250 . 159 . 233 : 3128 ... connected! 
Proxy request sent, awaiting response ... 301 Moved Perroanently 
Location: http://www.dcc . unicamp .br/ roata04/ [following] 
--15:34:35-- http : //www . dcc.un~camp.br : 80/mata04/ 
=> 'output 
Connecting to 146.250.159.233:3128 .. . connected! 
Proxy request sent, awa~t~ng response ... 200 OK 
Leogth: 5,185 [text/html] 
OK -> ..... 
--15:34:38-- http://www.sbc.org.br:80/ 
=> output 
Connecting to 146.250.159.233:3128 ... connected! 
Proxy request sent, awaiting response ... 200 OK 
Length: unspecif~ed (tex~/html) 
OK -> . . . . . . . . . . . ..... . 
--15:34:41-- http ://www . computerwor~d.com.br:80/AdPortalV3/ 
=> 'output 




Proxy request sent, awa~ting response ... 200 OK 
Length : 49,758 [text/html) 
OK -> . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. .. .. . . 
--15:34:46-- http://ave.ntura.terra.oom.br:80/ 
=> · output ' 
Connecting to 146 . 250 . 159.233 : 3128 ... connected! 
Proxy request sent, awaiting response . .. 301 Moved Permanently 
Location : http://360graus.terra.com.br [following] 
--15 : 34:48-- http://360graus.terra . com.br : 80/ 
=> ·output ' 
Connecting to 146 . 250 . 159.233:3128 . .. connected ! 
Proxy request sent , awaiting response ... 200 OK 
Length : 47,742 [text/html] 
OK -> . . . . . . . . . . . ...... .. . 
--15:34:52-- http://www.terra.com.br:80/sebastiaosalqado/ 
=> 'output' 
Connect1ng to 146.250.159.233 : 3128 ... connected! 
Proxy request sent, awaiting response . •. 200 OK 
Length : 541 [text/html} 
OK -> 
--15:34 : 55-- http:// www. exploratorium. edu:SO/ 
•> ·output ' 
Connecting to 146 . 250 . 159.233 : 3128 ..• connected! 
Proxy request sent , awa1ting response ... 200 OK 
Length : 23,108 [text/html) 
OK -> . . . . . . . . . . . ....•.... 
--15:35 :01-- http://www.exploratoriumstore . com:SO/ 
=> 'output' 
Connecting to 146.250 . 159.233 : 3128 ... connected! 
Proxy request sent, awaiting response ... 200 OK 
Length : unspecified (text/html] 






=> ·output ' 
Connect1ng to 146.250.159.233:3128 ... connected! 
Proxy request sent, awaiting response .. . 200 OK 
Length: unspec1fied (text/html] 
OK -> . .. . . ... . .. . . 
--15:35:08-- http://store.yahoo.com:80/explo/axstorin . html 
=> ·output ' 
Connecting to 146 . 250.159 . 233:3128 ... connected! 
Proxy request sent, awaiting response ... 200 OK 
Length: unspecified (text/html] 
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OK - > . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. .. . 
Vale lembrar que, neste caso, o conjunto resultante de páginas escolhldas será uma amostra 
da Web, amostrada com probabilidades proporcionais aos PageRanks. Ou seja, o PageRank 
de uma página, é a propabilidade de que ela faça parte do conjunto amostrado. 
6.2.3. Verificação 
De posse das pâginas selecionadas na fase de amostragem, deve-se verificar, para cada uma 
delas, se elas estão na base de dados do Google. Para isso, a abordagem escolhida foi 
montar, para cada página, uma expressão de busca que possa identificá-la o mais 
unicamente possível, e verificar as URLs dos resultados recebidos, para ver se pelo menos 
uma delas é equivalente ã URL da página em questão. 
Para a execução das buscas. foi utilizada uma API Java fornecida pelo Google [ 19], que 
possibilitou a automatização do experimento. A parte principal desta API é wna função 
que, dada wna cadeia de busca, efetua a consulta ao Google pela rede, e devolve uma lista 
das URLs encontradas (limitada em 1 O entradas). 
Como expressão de busca, foi escolhido o titulo da página (o trecho da mesma delimitado 
pelas chaves <title> e </title> ). Esse titulo é submetido à pesquisa do Google com a opção 
de "busca peJa frase exata", indicada colocando-se o título entre aspas("). 
Para cada consulta feita, utilizando o título da pâgina como frase de busca, as URLs 
encontradas pelo Google devem ser comparados com a URL inicial. A API uttlizada só 
retoma os 1 O primeiros resultados da busca. Ou seja, se a URL não esuver nos 10 primeiros 
resultados, a consulta é considerada "não conclusiva"'. De qualquer forma, como a 
expressão de busca utilizada (frase formada pelo título da pâgina) tende a identificar 
fortemente a página, verifica-se que a chance é pequena de que ela esteja na base de dados 
e não seja classificada entre as 1 O primeiras, fazendo com que a fração se consultas não 
conclusivas seja pequena. 
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6.3. Resultados 
A tabela segwnte tlustra os resultados encontrados para uma pesqutsa com base em 10000 
páginas: 
Páginas pesquisadas Páginas encontradas Páginas nio Consulta não 
na base do Google encontradas na base conclusiva 
do Google 
10000 5961 3731 308 
Foi verificado que em cerca de 3 % das buscas o número de resultados encontrados era 
maior que 10, e a URL não foi encontrada porque não estava nas lO primeiras respostas 
(consulta não conclustva). Portanto, na tabela de resultados. as porcentagens obtidas para 
páginas "encontmdas" e "não encontradas" são, respectivamente, entre 60 % 63 %, e entre 
37%e40%. 
Podemos notar que entre 60 % e 63 % das páginas testadas estão na base de dados do 
Google e somam entre de 60 % e 63% do PageRank de todas as páginas Web. Ou seja, 
dada uma página qualquer, escolhida com probabilidade proporcional ao PageRank, há uma 
probabilidade de 60% a 63% de que ela esteja na base de dados do OoogJe. 
Lembramos mais uma vez que essa percentagem refere-se a probabthdade (PageRank:) e 
não ao número de páginas. Nosso experimento não permite concluir qual a porcentagem 
das páginas da Web está presente na base do GoogJe, mas apenas a probabilidade de que 
uma página esteJa presente. 
6.3.1. Precisio dos resultados 
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A amostra de 10000 páginas utilizada pode parecer muito pequena, pois corresponde a 
cerca de 0,0001 % do tamanho divulgado da base de dados do Google (cerca de 4 bilhões 
de páginas). Porém, não seria possível aumentar muito essa amostra por limjtações de 
tempo e recursos. Em particular, o Google impõe um limite de uso para sua API de I 000 
buscas diárias por usuário. Por outro lado, a amostra não é tão pequena assim. A teoria 
mostra que em experimentos utilizando "'Simulação de Monte Carlo", como é o caso deste, 
o erro de amostragem na probabilidade calculada é proporcional a 1/ .fN, onde N é o 
número de amostras. Ou seja, estima-se que a percentagem calculada (60 %) tenha um erro 
da ordem de 1 %. 
6.4. Considerações finais 
Neste capitulo avaliamos o grau de cobertura da Web pelo mecanismo de busca Google. 
Apesar das limitações apresentadas, foi possível ter uma idéia de que há uma porção 
razoável da Web (cerca de 40 %, em termos de probabiJidade) que não é coletada pelo 
refendo mecanismo. Devido ã alta taxa de crescimento da Web, que dobra de tamanho a 
cada ano segundo [20], o problema pode se agravar. Dada a impossibilidade de se cobrir 
toda a Web, uma estratégia interessante pode ser tentar coletar as págmas maís 
"importantes". Isso aumentaria a probabilidade de que uma página procurada estivesse na 
base de dados, mesmo sem aumentar o número de páginas da mesma. Em [15], é 
mencionado que os algoritmos de análise de lmks podem ser usados para selecionar quais 
páginas devem ser coletadas primeiro. Desta fonna, os algoritmos de análise de linlcs 
poderiam, ajudar a minimizar os efeitos da baixa cobertura da Web, garantindo a coleta das 
páginas mais "importantes". 
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Capítulo 7- Conclusão 
Neste trabalho foi apresentada uma visão geral das tecnologJas de busca na Web, enfocando 
as técnicas e algoritmos utilizados pelos mf'X'.aDismos de busca. 
A partir da cronologia dos mecanismos de busca, apresentada no Capitulo 2, foi possível 
perceber a evolução gradual desses mecanismos, que foram ganhando novas 
funcionalidades e melhorando a qualidade de suas respostas à medida em que aumentava 
seu uso comercial. O desenvolvimento recente desses mecanismos indica um bom potencial 
para pesquisas futuras. 
A Vlsão geral dos mecarúsmos de busca, apresentada no Capítulo 3, serviu para apresentar e 
<liscutir seus principa1s componentes e questões algoritmicas relacionadas Foram 
levantadas várias questões técnicas, que devem ser alvo de estudos mais detalhados, como a 
coleta de páginas Web, o armazenamento, a indexação e a classificação dos documentos. 
Em especial, <liscutimos no Capítulo 4 o problema da classificação de documentos, 
utilizando os algontmos de análise de links. Esses algoritmos foram os principais 
responsáveis pela melhoria da qualidade das respostas dos mecanismos de busca recentes, 
como o Google. Foram detalhados os dois mais importantes algoritmos de classificação por 
análise de links, o PageRank e o HITS. 
A descrição detalhada da implementação do mecanismo de busca Google, realizada no 
Capítulo 5, mostrou os problemas práticos enfrentados na implementação, como por 
exemplo escaJabilidade, e serve como referência para a construção de futw-os mecanismos. 
AJém <lisso, foram mostradas soluções práticas para questões tratadas de fonna genérica no 
Capítulo 3, e fo1 possível também acompanhar a aplicação do algoritmo PageRank.. 
No Capítulo 6, foi fe1to wn experimento para se avaliar quanto da Web é coberta por um 
mecamsmo de busca comercial, no caso o Google que possui a maior base de dados 
atualmente. Pode-se perceber que mesmo esse mecanismo amda deixa um porção razoável 
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da Web descoberta. Aqui, novamente, os algoritmos de análise de linlcs podem ajudar a 
minunizar o problema garantindo a coleta das páginas mais importantes. 
Uma questão interessante lançada pelo experimento de cobertura da Web é sobre a 
possibilidade de os mecanismos de busca genéncos como o GoogJe contmuarem a ser 
capazes de oferecer uma boa cobertura da Web. tendo em vista o crescimento contínuo 
desta. O experimento poderia ser repetido regularmente para apontar tendências. Se a 
tendência mostrada for a redução da cobertura, é possível que uma solução seja a 
segmentação (geográfica ou de assunto) desses mecanismos. Aliás, essa segmentação 
parece ser uma tendência, como comentado no Capitulo 2. 
Entre as vánas áreas promissoras para pesquisas futuras, gostaria de apontar três· o suporte 
à buscas de conteúdo multimicha (como imagens e áudlo), a personalização das buscas por 
usuário e categorização automática de páginas por assuntos. 
Em relação às buscas de conteúdo multimídia, podemos notar que alguns mecarusmos (por 
exemplo o GoogJe e o AJITheWeb) estão começando a oferecer busca de imagens e áudio. 
O problema é que a indexação e classificação desses arqu.ivos é feita usando bastcamente 
indexação de texto, por exemplo indexando o próprio nome do arquivo ou da referência na 
tag IITML, que será comparado à expressão de busca do usuário. Os resultados 
apresentados nem sempre são satisfatórios, o que demanda novas técnicas além das de 
busca em texto. 
Outro desafio para os mecanismos de busca é personalizar as buscas de seus usuários, de 
acordo com seus perfis. Podemos identificar o inicto dessa preocupação quando os 
mecanismos começaram a utilizar cookies para guardar mformações sobre as buscas 
realizadas pelos usuários. Porém, essa personalização pode e deve ir bem além disso. Pode> 
se, por exemplo, descobrir os interesses dos usuários a partir de buscas passadas e utilizar 
essa informação para classificar os resultados das novas buscas. Um exemplo interessante é 
o do Google que recentemente adquiriu um site especializado em redes de relacionamento 
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social, o Orkut [25]. Especula-se que o Google planeja usar os perfis de usuário do Orkut 
para personaliVlr suas buscas [26]. 
A categorização automática de páginas por assunto representa outra área importante de 
pesquisa para os mecanismos de busca. Desde a origem dos primeiros mecanismos, houve 
uma separação entre os serviços de diretório que ofereciam listas de navegação por assunto, 
em geral catalogadas manualmente, e os mecanismos de busca propriamente ditos, que 
buscam uma expressão em um repositório de dados gerado de forma autônoma. A questão é 
que por mais que os mecanismos de busca tenham evoluído, é muitas vezes mais 
eficiente/confortável para o usuário realizar a busca navegando em uma lista de assuntos. 
Isso explica a grande popularidade de serviços de diretório como o Y ahoo. O problema 
aqui é que o crescimento da Web toma inviável a manutenção de diretórios catalogados 
manualmente. Uma possível solução tem sido apresentada por mecanismos como o 
Vivíssimo [27], que trabalham basicamente como wn mecanismo de busca normal, porém 
agrupam as respostas das buscas em categorias, oferecendo uma funcronalldade semelhante 
à dos serviços de dtretório. Isso é possível, através do uso de algoritmos de análise de links, 
como o HITS descrito no Capítulo 4, que permitem a separação de tóp1cos a partir de um 
conjunto de páginas. 
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