Abstract. We obtain an extension of the Christoffel-Darboux formula for matrix orthogonal polynomials with a generalized Hankel symmetry, including the Adler-van Moerbeke generalized orthogonal polynomials.
Introduction
In [2] Adler and van Moerbeke considered generalized orthogonal polynomials which depended on a band condition that we extended in [5] to a more general scenario: what we called multi-graded Hankel situation. This leads to a multicomponent extension of generalized orthogonal polynomials which in some cases can be described in terms of multiple orthogonal polynomials of mixed type with a type II normalization. The aim of this paper is to construct the Christoffel-Darboux formula in this context, using the the Gaussian (or LU ) factorization techniques.
One of the approaches to the classical integrable systems comes from the use of infinite dimensional Lie groups, that has its roots in the works of M. Sato [17] , M. Mulase [16] , and the profound analysis of the Toda integrable hierarchy made by K. Takasaki and K. Ueno [19] . Mark Adler and Pierre
To conclude we put all the pieces together in section 2 with a theorem that shows the application of the factorization techniques to the obtention of generalized Christoffel-Darboux formulas.
1.1. Remainder: The Gaussian factorization method for matrix bi-orthogonal polynomials. Let us consider a family of N × N matrix bi-orthogonal polynomials on the real line {p n ,p n } and a matrix weight ρ : R → C N × C N such that for n, n = 0, 1, . . . p n ,p n := R p n (x)ρ(x)p n (x) x . = δ n,n I N .
It follows from equation (1) that both families of polynomials satisfy orthogonality relations that can be written as p n , x j = R p n (x)ρ(x)x j x . = 0, (2)
Given a weight that determines a matrix orthogonality problem, it is possible to define what we call the moment matrix of the weight Definition 1. Given a matrix weight ρ we can define the moment matrix g as the following semiinfinite N × N block matrix
where χ is the monomial matrix sequence χ(x) := (I N , xI N , x 2 I N , . . . ) .
One method that has proved useful for studying recurrence relations, Christoffel-Darboux formulas and connection with Toda-type integrable hierarchies is the LU factorization method, or also called the Gaussian factorization method [5] and [6] . The factorization problem consists in finding two matrices S,S such that g = S −1S . The matrix S is a block lower triangular matrix with I N in the diagonal, whereas the matrixS must be block upper triangular as it is shown below
The coefficients of the matrices S,S are the coefficients of the polynomials {p n ,p n } as we are going to prove now. Definition 2. The semi-infinite block vectors p andp are given by
Both p = (p 0 , p 1 , . . . ) andp = (p 0 ,p 1 , . . . ) are sequences of matrix polynomials that, as we are going to see, are bi-orthogonal respect to the matrix weight ρ(x). Proposition 1. Given the elements p i andp j of the sequences p,p then p i , p j = 0.
Proof. It is a consequence of the definition of S,S 
The shift operator Λ is a block semi-infinite matrix given by Λ ij = I N δ i,j−1 .
The matrix representation for the shift operator Λ given in the definition has the following form
The so-called shift operator is useful not only for representing shifts on sequences, but also for characterizing the Hankel symmetry of the moment matrix g, as we will state in the following proposition that can be proved directly Proposition 2.
(1) The shift operator Λ and the sequence vector χ(x) have the following eigenvalue properties
(2) The moment matrix g is a block-Hankel matrix and satisfies Λg = gΛ .
As we are interested in slightly more general situations the ordinary Hankel symmetry can be generalized to what we will call multigraded-Hankel symmetry as we see in the following definition. Given a multi-index n = (n 1 , . . . , n N ) with n a non-negative integers we can define the following power
Definition 4. Given two multi-indices n and m we say that a block semi-infinite matrix g is a multigraded-Hankel type matrix ( n, m) if
If we consider that g ij is a block of g it is possible to extend the notation g ij = (g ij,ab ) 1≤a,b≤N . Using this notation the multigraded-Hankel condition can be written as g i+na j,ab = g i j+m b ,ab . It is possible to construct a family of matrices with this kind of symmetry using the following moment matrices
where the weights satisfy a general periodicity condition like
Given the weights ρ 0,ab , . . . , ρ m b −1,ab , the rest of them are given by (10) . This is a generalization of the moment problem studied by M. Adler and P. van Moerbeke in [2] for the particular case of one component (N = 1) and with n 1 = m 1 , what they refered as the band condition. The consideration of the recursion relations that arise from this generalized symmetry can be also found in [3] .
In this generalized case we have to define the adequate objects to preserve the similarities with the Hankel case.
Definition 5. In the multigraded-Hankel case we can define the following objects (1) The vector sequences χ 1 and χ 2
where the weights verify the periodicity condition (10). (2) The matrix moment defined by
The generalized families of matrix polynomials and matrix dual polynomials
The reader may notice that under this definition, the vector p is still a family of matrix polynomials, but the dual familyp is not a family of polynomials but a family of linear combinations of matrix weights with coefficients given inS −1 . We will call this objects " linear forms" or "generalized polynomials". As we will see in the next section 2 many of the formulas are valid in both cases.
The kind of equations that appear when we study this orthogonality problems suggest a connection with some kind of multiple orthogonality, as it is discussed in [5] . Now we are interested in the analogue of Christoffel-Darboux formulas that can be obtained if we adopt this generalized Hankel symmetry.
Christoffel-Darboux formulas for generalized Hankel symmetries
We will study some extensions of the classical Christoffel-Darboux formula for generalized Hankel symmetries. A known consequence of the Hankel symmetry that is present in the moment matrix associated to an orthogonality problem is the so called Chistoffel-Darboux formula. For a set {P n } of scalar orthogonal polynomials in the real line (under a weight w(x)) it is true that
Our objective in this section is to obtain a generalization of the classical formula (14) for the case of matrix polynomials and not standard Hankel symmetry.
Definition 6. Given a system of bi-orthogonal matrix polynomials {p l ,p l } we define the l-th ChristoffelDarboux Kernel as the following N × N -matrix
One of its interesting properties has to do with the representation of orthogonal projections. It is obvious that any semi-infinite vector v (with scalar or matrix components) can be written using a block notation as it is shown
where v [l] is the semi-infinite vector with the first l coefficients of v and v [≥l] the semi-infinite vector that contains the rest of the components. This decomposition induces the following structure for an arbitrary semi-infinite matrix.
.
ON THE CHRISTOFFEL-DARBOUX FORMULA FORGENERALIZED MATRIX ORTHOGONAL POLYNOMIALS OF MULTIGRAD
If we apply this to a LU factorizable matrix g, the block structure is preserved by the factorization, that is:
With this block structure it is natural to define the following C N ×N matrix polynomial spaces as the following
and its limit is the polynomial space
where l ∞ means that there are only a finite number of non zero terms. That space H has the following characterizations as well
We consider the following spaces
that have the following properties
and give meaning to the following decompositions
that induce the following projections
where π
Those projections are extensions of the orthogonal projection to the bi-orthogonal case. Now we make a comment on some remarkable and already known properties of the ChristoffelDarboux kernel.
Proposition 3.
(1) The Christoffel-Darboux kernel is the integral kernel of the following projections
(2) The kernel K [l] (x, y) verifies the known reproducing property.
is a sesquilinear form whose associated matrix is the inverse of the moment matrix (result known sometimes as Aitken-Berg-Collar theorem or ABC theorem [18] ).
Now it is necessary to make a difference between the situation where the symmetry is pure Hankel and the Hankel-like generalized symmetry. The matrix moment in the Hankel case has been constructed using a matrix weight ρ and the monomial sequence χ as g = R χ(x)ρ(x)χ(x) x . . In this case the two families p l andp l are both families of matrix orthogonal polynomials. If the existent symmetry is more general (multigraded-Hankel) we have written the matrix g as g = R χ 1 (x)χ 2 (x) x . . In this case the family p l (built using χ 1 ) it still a family of polynomials, but the dual familyp l (built using χ 2 ) is no longer a family of polynomials but a family of what we call linear forms (linear combinations of weights). As it was studied in [5] and later in [6] the set p l can be understood as a family of multiple orthogonal polynomials of type II and the familyp l can be understood as the set of the linear forms associated to the dual problem (that is a multiple orthogonal problem of type I). In this paper, the fact that p l andp l are in fact families of more general multiple orthogonal polynomials is not important and we will still use the "polynomial" language in a formal way.
The next step towards the obtention of the Christoffel-Darboux formula comes from this result Proposition 4. When the moment matrix g has the multigraded-Hankel symmetry
Proof. The multigraded Hankel symmetry can be written using the block notation as follows
The eigenvalue property that has the shift operator Λ can be extended to the multigraded case in the following manner. For the sequence of monomials χ 1 it holds as usual that Λχ 1 (x) = xχ 1 (x), but for the sequence χ 2 the component-like expression gives way to (Λ m b χ 2 (x)) j,ab = x na (χ 2 (x)) j,ab . This can be written in the following way using the following block expressions.
from where the result can be obtained using the ABC theorem, the eigenvalue property and the Hankel symmetry.
If we want to simplify the obtained expression it is necessary to introduce some new elements. First, the orthogonality relations are equations of a linear system that can be written using a matrix formalism.
Proposition 5. The family p l of orthogonal polynomials can be written using the following matrix notation
and the (generalized) dual polynomialsp l can be constructed using the following notatioñ
As a second step it is necessary to define new families of (generalized) polynomials that we will call associated polynomials Definition 7. We define the following associated polynomials
and the dual associated polynomials
where
From the formulas we can see that
It is also interesting to notice that the new polynomials satisfy modified orthogonality relations that can be easily expressed using the non-generalized polynomials. We summarize all those results in the following proposition.
Proposition 6.
(1) The polynomials p l,+j yp l,+j are monic polynomials of degree l+j that satisfy
and both p l,−j andp l,−j are matrix polynomials of degree l that satisfy generalized orthogonality relations
(2) The expressions that connect regular and associated polynomials are the following
associated dual polynomials satisfỹ p l,+j =S l+j,l+jp l+j +S l+j−1,l+jp l+j−1 + · · · +S l,l+jp l ,
Proof.
(1) Are a direct consequence of the definition. It is just necessary to multiply by the right by (χ [l] 2 ) (for the non-duals) or by the left by χ 1 (for the duals).
1 The space dimension is not explicitly written. That is a little abuse of notation.
(2) For the polynomials p l,+j the orthogonality relations that they verify make that p l,+j ∈ span{p l , p l+1 , . . . , p l+j } and we can thus write as a consequence p l,+j = a j p l+j + a j−1 p l+j−1 + · · · + a 0 p l . The coefficients also satisfy the following system of linear equations.
from where we obtain easily that p l,+j = p l+j + S −1
l+j,l p l . For the family of associated polynomials p l,−j , as p l,−j is a polynomial of degree l, we have that p l,−j ∈ span{p l , p l−1 , . . . , p 0 }. Using again the orthogonality relations that they satisfy we obtain thus the following formulas for the coefficients. We are now prepared to obtain the following theorem 
Proof. Using direct calculus it can be obtained that (Λ n ) [l,≥l] = n−1 j=0 e l−n+j e j for l ≥ n, so that making substitutions in the proposition 4 we have that for l ≥ max{| n|, | m|} If we use the definition 7 for the associated polynomials we obtain the formula that we were looking for. 
