We study the convergence properties for some inexact Newton-like methods including the inexact Newton methods for solving nonlinear operator equations on Banach spaces. A new type of residual control is presented. Under the assumption that the derivative of the operator satisfies the Hölder condition, the radius of convergence ball of the inexact Newton-like methods with the new type of residual control is estimated, and a linear and/or superlinear convergence property is proved, which extends the corresponding result of [B. Morini, Convergence behaviour of inexact Newton methods, Math. Comput. 68 (1999) [1605][1606][1607][1608][1609][1610][1611][1612][1613]. As an application, we show that the inexact Newton-like method presented in [R.H. Chan, H.L. Chung, S.F. Xu, The inexact Newton-like method for inverse eigenvalue problem, BIT Numer. Math. 43 (2003) 7-20] for solving inverse eigenvalue problems can be regarded equivalently as one of the inexact Newton-like methods considered in this paper. A numerical example is provided to illustrate the convergence performance of the algorithm.
Introduction
Let X and Y be Banach spaces, D ⊆ X be an open subset and let f : D ⊆ X → Y be a nonlinear operator with the continuous Fréchet derivative denoted by f . Finding solutions of the nonlinear operator equation
in Banach spaces is a very general subject which is widely considered in both theoretical and applied areas of mathematics. The most well-known method for solving (1.1) is Newton's method which takes the following form:
One of the famous results on Newton's method is the well-known Kantorovich theorem (cf. [11] ) which guarantees convergence of Newton's sequence to a solution under very mild conditions. Since Newton's method has a sound theoretical basis for many problems and its convergence is rapid, a large number of works in the literature have studied the convergence property of Newton's method (cf. [7, 11, 12] ). For recent progress on Newton's method the reader is referred to [16] [17] [18] . However, Newton's method has two disadvantages from the point of view of practical calculation: one is that it requires computing exactly Jacobian matrices, and the other is that it requires solving exactly the following linear equations:
In general, the costs of computing exactly Jacobian matrices and/or of solving exactly equations (1.3) are large, in particular in the case when the system is large. In order to overcome the first disadvantage of Newton's method, a number of Newton-like methods have been developed; see for example [1, 2, 20] . For the second disadvantage, a variant of Newton iterative methods (or inexact Newton methods) were proposed which use a linear iterative method to solve (1. 3) approximately instead of solving it exactly (cf. [5, 13, 21] ). Thus inexact Newton-like methods (cf. [13, 14] ) avoiding both disadvantages have been proposed for solving (1.1); they usually have the following unified form.
Algorithm A ((B k , r k ); x 0 ). For k = 0 and a given initial guess x 0 , until convergence do:
1. For the residual r k and the iteration x k , find the step s k satisfying B k s k = − f (x k ) + r k .
( 1.4) 2. x k+1 = x k + s k . 3. Set k = k + 1 and return to step 1.
Here {B k } is a sequence of invertible operators from X to Y while {r k } is a sequence of elements in Y (depending on {x k }).
In particular, taking B k = f (x k ) for each k, we obtain the inexact Newton method studied in [5] , where the local linear convergence result was established under the assumption that the residual r k satisfies r k ≤ η k f (x k ) for 0 ≤ η k < 1 and each k. In the case when B k = B(x k ) where B(·) is an approximation of f (·), Algorithm A [(B k , r k ); x 0 ] reduces to the inexact Newton-like method which was presented in [8, 13, 14] , where local linear convergence was analyzed.
Morini considered in [13] the following variation for the residual controls: 5) where {P k } is a sequence of invertible operators from Y to X and {θ k } is a positive-valued sequence. As pointed out by Morini in [13] , adopting the variation (1.5) rests on two reasons: one is that residual controls of this form are used in iterative methods if preconditioning is applied; the other is that it leads to a relaxation on the forcing terms. Moreover, the radius of the convergence ball was estimated in that paper.
In the present paper, we consider a new type of residual control:
, where 0 ≤ β ≤ 1. Under the assumption that f (x * ) −1 f satisfies the Hölder condition and that the residual controls satisfy (1.6), the radius of the convergence ball for Algorithm A [(B k , r k ); x 0 ] is estimated, and the linear and/or superlinear convergence property is proved. In particular, for the inexact Newton methods, our result extends the corresponding one in [13] . Furthermore, in the special case when β = 0, we will see that only the continuity rather than the Hölder condition of Frechét derivatives is required to ensure linear convergence. It should be noted that variation (1.6) for the residual controls is motivated by the inexact Newton-like method proposed in [3] for solving inverse eigenvalue problems, which have been studied extensively; see for example, [3, 4, 9, 15, 19] and references therein. In Section 3, we present a slight modification of the inexact Newton-like method of [3] for solving inverse eigenvalue problems and show that it can be regarded equivalently as Algorithm A [(B k , r k ); x 0 ] for some function f with suitable {B k } and {r k } satisfying (1.6), and therefore an application to inverse eigenvalue problems is provided. A numerical example is presented in the last section to illustrate the convergence performance of the algorithm.
Convergence analysis
Let X and Y be Banach spaces. Let B(x, R) stand for the open ball in X with center x and radius R > 0. Let D be an open subset of X and let f : D ⊂ X −→ Y be an operator with the continuous Fréchet derivative denoted by f . Throughout the whole paper we shall always assume that x * ∈ D such that the inverse f (x * ) −1 exists. Furthermore, let 0 ≤ β ≤ p ≤ 1 and assume that f (x * ) −1 f satisfies the Hölder condition in B(x * , R) with the Hölder constant L p :
Let R 0 > 0 be the maximum of all radii R > 0 such that
Then we have the following lemma, which can be proved using Banach's theorem with standard arguments as in [16] .
is invertible and satisfies that
Convergence analysis of inexact Newton-like methods is closely dependent on controls of the error E k := f (x k ) − B k and of the residual r k in step k. Let N denote the set of all nonnegative integers. Recall from (1.5) that {P k } is a sequence of invertible operators from Y to X . Throughout the whole section, we always assume that residual controls (1.6) are satisfied for some positive-valued sequence {θ k } and that {B k } satisfy
for some positive constant ω 1 . Moreover, we write
In the first theorem below, we will consider error controls for {E k } which are dependent on the solution x * of (1.1).
Theorem 2.1. Suppose that f (x * ) = 0 and that errors {E k } satisfy the following controls: (EC1) there exists a nonnegative constant ω 2 such that
Then, for each x 0 ∈ B(x * , R), the sequence {x k } generated by Algorithm A [(B k , r k ); x 0 ] converges to x * with convergence order β + 1. Moreover, for each k ∈ N, the following assertion holds:
Proof. Let x 0 ∈ B(x * , R). Since q x 0 − x * β < q R β ≤ 1 by (2.8), it suffices to verify that (2.9) holds for each k ∈ N. To this end, let k ∈ N. We claim that, if x k ∈ B(x * , R), then
In fact, writing
Since x k ∈ B(x * , R), (2.1), (2.4) and (2.5) imply that
Furthermore, by (2.1), 15) which together with (2.5) yields
Thus, by (1.6), we have
thanks to the definition of v in (2.6). On the other hand, it follows from (2.7) that
Combining (2.13), (2.14), (2.17) and (2.18), one sees that (2.11) holds. Consequently,
thanks to (2.8) and the assumption that x k ∈ B(x * , R). Hence (2.12) holds and the claim is proved. Below we will proceed by mathematical induction. Clearly, (2.9) holds for k = 0 by (2.11). Assume now that (2.9) holds for each k ≤ m − 1. Then, by (2.12),
and x m ∈ B(x * , R). Thus (2.11) can be applied to conclude that
By (2.20), we have that
Hence, (2.9) holds for k = m, which completes the proof.
Remark 2.1. Suppose that (2.8) is satisfied. Let x 0 ∈ B(x * , R) and m ∈ N. Then the following implication holds:
(This can be seen from the proof of Theorem 2.1.)
Note that error control EC1 for {E k } in Theorem 2.1 depends on the information at the solution x * , which makes the algorithm infeasible from the point of view of practical application because the solution x * is often unknown. In the next theorem, we will consider another error control for {E k }, which is independent of the solution x * .
Theorem 2.2. Suppose that f (x * ) = 0 and that errors {E k } satisfy the following controls: (EC2) there exists a nonnegative constantω 2 such that
Then, for each x 0 ∈ B(x * , R), the sequence {x k } generated by Algorithm A [(B k , r k ); x 0 ] converges to x * with convergence order β + 1. Moreover, for each k ∈ N, (2.9) holds for q defined by
To do this, recall that
Thus, by (2.23) and (2.27),
and (2.26) is proved. Note that x 0 ∈ B(x * , R). Thus, with help of Remark 2.1, on can easily use mathematical induction to verify that (2.26) holds for each k ∈ N. Consequently, Theorem 2.1 is applicable and the proof is complete.
In particular, for the case when B k = f (x k ) for each k ∈ N, one sees that (2.5) is satisfied with ω 1 = 1, while (2.7) and (2.23) coincide, and are satisfied with ω 2 =ω 2 = 0 for any 0 ≤ β ≤ p ≤ 1. Therefore, applying Theorem 2.2, we have the following corollary for the inexact Newton method, which includes the corresponding result of [13] (for p = 1 and β = 0) as a special case.
Then, for each x 0 ∈ B(x * , R), the sequence {x k } generated by the inexact Newton method with initial point x 0 converges to x * with convergence order β + 1, and, for each k ∈ N, (2.9) holds with q defined by
We conclude this section by restating separately some corollaries of Theorem 2.2 for the interesting case when p = β = 0 (this means that the Hölder condition is not necessary satisfied). Note that in this case (2.7) and (2.23) coincide with ω 2 =ω 2 .
Corollary 2.2. Suppose that f (x * ) = 0. Let p = β = 0 and set v = sup k≥0 θ k cond(P k B k ). Suppose that vω 1 < 1 and let 0 < R ≤ R 0 be such that
Then, for each x 0 ∈ B(x * , R), the sequence {x k } generated by the Algorithm A [(B k , r k ); x 0 ] converges linearly to x * and, for each k ∈ N, (2.9) holds with β = 0 and q defined by
. Suppose that v < 1 and let 0 < R ≤ R 0 be such that
Then, for each x 0 ∈ B(x * , R), the sequence {x k } generated by the inexact Newton method converges linearly to x * and, for each k ∈ N, (2.9) holds with β = 0 and q defined by
Application to inverse eigenvalue problems
This section is devoted to an application of the result of the previous section to the inverse eigenvalue problems. The inverse eigenvalue problems have been studied extensively (cf. [3, 4, 15] and references therein), and the setting is as follows. Let {A i } n i=1 be a sequence of real symmetric n × n matrices. Define
Let c = (c 1 , c 2 , . . . , c n ) T ∈ R n and let λ 1 (c) ≤ λ 2 (c) ≤ · · · ≤ λ n (c) denote the eigenvalues of the matrix A(c). Then the inverse eigenvalue problem (IEP) considered here is, for n given real numbers {λ * i } n i=1 with λ * 1 ≤ λ * 2 ≤ · · · ≤ λ * n , to find a vector c * ∈ R n such that
(such a vector c * is called a solution of IEP (3.1)). Define the function f :
Then, it is clear that c * is a solution of IEP (3.1) if and only if c * is a solution of the equation f (c) = 0. On the basis of this equivalence, many methods for solving IEP, such as Newton's method, the Newton-like method and the inexact Newton-like method, have been proposed and studied; see for example [3, 4, 6, 19] . Here we are especially interested in the inexact Newton-like method proposed in [3] . We use q 1 (c), q 2 (c), . . . , q n (c) to denote the normalized eigenvectors corresponding to
Then, by [3] , J (c) is the Jacobian of f at c and
For convenience, we use Q(c) to denote the orthogonal matrix defined by
The following algorithm is a slight modification of the inexact Newton-like method of [3] .
Algorithm 3.1. The inexact Newton-like method:
1. Given c 0 , compute the eigendecomposition of A(c 0 ) to form the Jacobian matrix via (3.3) and solve c 1 from the Jacobian equation:
2. For k = 1 until convergence do: (a) Solve v k i inexactly in the one-step inverse power method 
(c) Form the approximate Jacobian matrix J k using
for each i, j = 1, 2, . . . , n. where {η k } is a sequence of positive numbers satisfying
Clearly, if η k = 1 in (3.11) for each k, Algorithm 3.1 reduces to the inexact Newton-like method of [3] . Let
(3.13)
By [3] ,
Thus, (3.6) and (3.10) can be rewritten as a unified form:
Hence, the sequence {c k } generated by Algorithm 3.1 coincides with the sequence generated by Algorithm A [(B k , r k ); x 0 ] with P k = I for each k. Below we will show that, with suitable θ k , ω 1 and ω 2 , {r k }, {B k } and the corresponding {E k } satisfy (1.6), (2.5) and (2.7), respectively. Thus Theorem 2.1 can be applied to conclude that Algorithm 3.1 is locally convergent with convergence order β + 1. To this end, we require some lemmas below, the first of which is direct because the function f is analytic. In the remainder, we always assume that β ≥ 0 and c * is a solution of IEP (3.1). Moreover we adopt the Euclidean norm on R n . Lemma 3.2. Let {ω i } n i=1 ∈ R n be unit vectors. Let J ω be the matrix defined by [J ω ] i, j = (ω i ) T A j ω i for each i, j = 1, 2, . . . , n. Then
Proof. The proof is similar to that in [4] . Let 
Comparing the diagonal entries of the matrices in (3.22), we have
. . , n, it follows from (3.23) and the definition of A(c) that
Defining the vector z by
it follows from (3.4) that
Thus we only need to estimate z . To this end, we note that Q(c) is orthogonal. Hence, by (3.21),
Since {ω i } n i=1 are unit vectors, it follows that the main diagonal entries of W T W are ones. This means that the main diagonal entries of E + E T + E E T are zeros. Therefore,
one has by (3.25) that
where the second inequality holds because of (3.28). Noting that Q(c) is orthogonal, we have from (3.21) that
Thus, by definitions of Q(c) and W , 
where
and
The following lemma, the proof of which is in the spirit of the idea in [3] , shows that inequalities (1.6), (2.5) and (2.7) are satisfied with {θ k }, ω 1 and ω 2 defined above.
Lemma 3.3. Suppose that {λ * i } n i=1 are distinct and that the Jacobian J (c * ) is invertible. Let ω 1 , ω 2 and θ k be defined by (3.37) and (3.38), respectively. If c 0 ∈ B(c * , δ), then the inequalities (1.6), (2.5) and (2.7) are satisfied with θ k , ω 1 and ω 2 .
Proof. Let c 0 ∈ B(c * , δ). We have to show that for each k ∈ N,
By Lemma 3.1, we have for each pair (i, j) with 1 ≤ i, j ≤ n,
Let · F denote the Frobenius norm of matrices. Then
It follows from (3.35) that J (c 0 ) is invertible and
Recalling that B k and r k are defined by (3.13), (3.39) is seen to hold for k = 0. Moreover, for k ≥ 1, (3.39) holds if and only if
(3.44)
To show (3.44), let i = 1, 2, . . . , n. Since {q j (c k )} n j=1 is an orthonormal basis, p k−1 i + t k i can be expressed as
Hence, by (3.8), one has that
thanks to (a). Recall from (3.7) that
and that each q j (c k ) is an eigenvector of (A(
Consequently,
it follows from (3.46), (3.47) and (3.52) and Lemma 3.1 that
Recalling that p k i and q i (c k ) are normalized, one has
Since c k − c * ≤ δ, Lemma 3.1 is applicable and
This together with (3.55) completes the proof of (b). To verify (c), note by (3.56) that, for each pair (i, j) with 1 ≤ i, j ≤ n,
In view of the definition of H , one has
Hence, by (3.35), we know that J −1 k exists and J
On the other hand, by (3.11), (3.47) and (3.50), we obtain
Therefore, (c) holds and the implication (3.44) is proved. Below we shall show that condition (a) implies (3.43). To do this, suppose (a) holds. Then, (b) and (c) hold by (3.44). Note that, for each pair (i, j), with 1 ≤ i, j ≤ n,
thanks to (b) and Lemma 3.1. Hence
and consequently,
Therefore, the first two inequalities in (3.43) hold. Furthermore, by Lemmas 3.1 and 3.2, (b) and the assumption that
This together with Lemma 3.1 as well as condition (c) implies
Therefore, (3.43) is verified.
Thus to complete the proof of the lemma, it remains to verify (a) holds for each k ≥ 1. We will proceed by mathematical induction. By (3.4) and (3.6) and Lemma 3.2, one has that
Since c 0 ∈ B(c * , δ) and J (c 0 ) −1 ≤ ρ 1 by (3.42), it follows from (3.36) and (3.64) and Lemma 3.1 that
where the last inequality holds because (3.34) implies that
Let i = 1, 2, . . . , n and recall that p 0 i = q i (c 0 ). We have by (3.65) and Lemma 3.1 that It follows that c m+1 − c * ≤ δ. Consequently, Lemma 3.1 yields that Note that J is analytic and so Lipschitz continuous on B(c * , δ). Therefore we can use Theorem 2.1 to prove the following theorem, which includes the convergence result of [3] for the inexact Newton method with η k = 1 and β > 0 as a special case. Recall from (3.12) that sup k∈N η k ≤ η.
Theorem 3.1. Suppose that the given eigenvalues {λ * i } n i=1 are distinct and that the Jacobian J (c * ) is invertible. Suppose additionally that 4ρ 1 η J (c * ) < 1 in the case when β = 0. Then, there exists R > 0 such that, for each c 0 ∈ B(c * , R), the sequence {c k } generated by Algorithm 3.1 with initial point c 0 converges to c * with convergence order β + 1.
Since P k = I for each k, it follows from (3.38) and (3.69) and Remark 3.1 that
On the other hand, since J is Lipschitz continuous on B(c * , δ), (2.1) is satisfied with p = 1 and L p := l for some l. We claim that there exists a pair (R, δ) with 0 < R ≤ δ such that
Granting this and thanks to Lemma 3.3, Theorem 2.1 can be applied to conclude that, for each c 0 ∈ B(c * , R), the sequence {c k } generated by Algorithm 3.1 with initial point c 0 converges to c * with convergence order β + 1 and the proof is complete. Hence, it remains to show that there exists a pair (R, δ) with 0 < R ≤ δ such that (3.71) holds. It is clear in the case when β > 0. In the case when β = 0, define φ by
By (3.37) and (3.70), φ(0, 0) = 4ρ 1 η J (c * ) < 1. It follows there exists a pair (R, δ) with 0 < R ≤ δ such that φ(R, δ) ≤ 1, that is, (3.71) holds, because φ is continuous at (0,0). Hence the proof is complete.
We end this section with a numerical example for the inverse eigenvalue problem which illustrates the convergence performance of Algorithm 3.1. ∈ B(c * , R), the sequence {c k } generated by Algorithm 3.1 (for some proper η > 0 in the case when β = 0) with initial point c 0 converges to c * with convergence order β + 1. For different β and η, the convergence performances of Algorithm 3.1 are illustrated in Tables 1 and 2 respectively for c 0 = (1.2, 0.8, 1.2, 1.1, 0.9) T and c 0 = (1.2, 0.6, 1.5, 1.15, 2) T . Table 2 Values 
A numerical example
Consider the two-point boundary value problem
x + x 17 9 = 0, x(0) = x(1) = 0, (4.1)
which was studied in [10] . We divide the interval [0, 1] into m + 1 subintervals and we get h = Table 3 Values of α k := x k − x * ∞ for different β (m = 19) kθ k = 0.1θ k = 0.5 β = 0 β = 2/9 β = 5/9 β = 8/9 β = 0 β = 2/9 β = 5/9 β = 8/9 Table 4 Values of α k := x k − x * ∞ for different β (m = 29) k θ k = 0.1 θ k = 0.4 β = 0 β = 2/9 β = 5/9 β = 8/9 β = 0 β = 2/9 β = 5/9 β = 8/9 To get an approximation to the solution of (4.1), we need to solve the following nonlinear equation: 
