Abstract. It is well-known that the L p boundedness and weak (1, 1) estiamte (λ > 2) of the classical Littlewood-Paley g * λ -function were first studied by Stein, and the weak (p, p) (p > 1) estimate was later given by Fefferman for λ = 2/p. In this paper, we investigated the L p (µ) boundedness of the non-homogeneous Littlewood-Paley g * λ,µ -function with non-convolution type kernels and a power bounded measure µ: g * λ,µ (f )(x) = , x ∈ R n , λ > 1, where θ µ t f (y) = R n st(y, z)f (z)dµ(z), and st is a non-convolution type kernel. Based on a big piece prior boundedness, we first gave a sufficient condition for the L p (µ) boundedness of g * λ,µ . This was done by means of the non-homogeneous good lambda method. Then, using the methods of dyadic analysis, we demonstrated a big piece global T b theorem. Finally, we obtaind a sufficient and necessary condition for L p (µ) boundedness of g * λ,µ -function. It is worth noting that our testing conditions are weak (1, 1) type with respect to measures.
Introduction
Dyadic techniques play important roles in Harmonic analysis and other fields. They originated from martingale inequalities including dyadic maximal and square functions, which can be considered as the particular Doob's maximal function and Burkholder's square function. In recent decades, dyadic analysis has attracted renewed attentions because of the study on Haar shifts. In 2000, Petermichl [24] showed that the Hilbert transform can be expressed as an average of some dyadic shifts. Petermichl's shift operator relates the probabilistic-combinatorial fields with the analytic realms. In addition, it not only associates to discrete martingale transforms but also owns much simpler structure and stronger localization property, which lead to delicate applications in dealing with certain combinatorial considerations and weighted norm estimates [25] . In 2002, the authors [27] showed that the result in [24] was also true for Riesz transforms in R n . They simplified the previous method and utilized the product Haar system over cubes in R n . Almost simultaneously, by making use of the similar ideas as in [24] , Petermichl and Volberg [28] obtained a sharp weighted estimate of the Ahlfors-Beurling operator, where the corresponding dyadic model operator was martingale transform. In 2008, Petermichl [26] got the sharp weighted bound for the Riesz transforms. This was mainly done by using a modified product Haar system adapted to weighted situation and n-dimensional analog of the dyadic shift operators, Later, in 2012, Hytönen, who made full use of the advantages of dyadic techniques, demonstrated the dyadic representation theorem [6] and solved the celebrated A 2 conjecture. It , x ∈ R n , λ > 1, (1.1) where θ µ t f (y) = θ t (f µ)(y) = R n s t (y, z)f (z)dµ(z), and the non-convolution kernel s t satisfies the following Standard conditions:
Standard conditions. The kernel s t : R n × R n → C is assumed to satisfy the following estimates: for some α > 0
(1) Size condition :
|s t (x, y)| t α (t + |x − y|) m+α .
(2) Hölder condition : |s t (x, y) − s t (x, y ′ )| |y − y ′ | α (t + |x − y|) m+α , whenever |y − y ′ | < t/2;
Moreover, the non-homogeneous measure µ is a Borel measure on R n satisfying the power bounded condition: for some m > 0, µ(B(x, r)) r m , x ∈ R n , r > 0. Now, we introduce the notation g * λ,Q (ν), the localized version of the operators g * λ and g * λ,µ as follows: For a given cube Q, g * λ,Q (ν) is defined by , λ > 1, and g * λ,µ,Q (f )(x) = g * λ,Q (f µ)(x). Before stating our main results, we first need to give one more definition. Definition 1.1.
(1) Given a, b > 1, a cube Q ⊂ R n is called (a, b)-doubling for a given measure µ if µ(aQ) ≤ bµ(Q).
(2) Given C > 0 we say that a cube Q ⊂ R n has C-small boundary with respect to the measure µ if µ {x ∈ 2Q; dist(x, ∂Q) ≤ ξℓ(Q)} ≤ Cξµ(2Q), for every ξ > 0.
Based on a big piece prior boundedness, we first obtain a sufficient condition for the L p (µ) boundedness of g * λ,µ -function. Theorem 1.1. Let λ > 2, 0 < α ≤ m(λ − 2) and µ be a power bounded measure. Let β > 0 and C be a big enough number, depending only on the dimension n, and θ ∈ (0, 1). Suppose that for each (2, β)-doubling cube Q with C-small boundary, there exists a subset G Q ⊂ Q such that µ(G Q ) ≥ θµ(Q) and g * λ : M(R n ) → L 1,∞ (µ⌊G Q ) is bounded with a uniform constant independent of Q. Then g * λ,µ is bounded on L p (µ) for any p ∈ (1, ∞) with a constant depending on p and the preceding constants.
Another main result is the following big piece global T b theorem for g * λ -function. 
Then, there is a measurable set G Q satisfying G Q ⊂ Q \ H and the following properties:
Finally, we present the non-homogeneous local T b theorem with weak (1, 1) testing condition.
and µ be a power bounded measure and B 1 , B 2 < ∞, ǫ ∈ (0, 1) be given constants. Let β > 0, and C be large enough depending only on n.
Suppose that for every (2, β)-doubling cube Q ⊂ R n with C-small boundary, there exists a complex measure ν Q , such that 
If we take simply dµ(x) = dx and s t (y, z) = p t (y − z), where p is the classical Poisson kernel, then the above operator in (1.1) coincides with the g * λ -function defined and studied by Stein [29] in 1961 and later studied by Fefferman [5] in 1970, Muckenhoupt and Wheeden [20] in 1974, etc. It should be noted that even for this classical case, the results in this paper are also completely new. This paper contains some new ingredients as follows. First, by assuming that on a big piece g * λ is bounded from M(R n ) to L 1,∞ , we obtain the L p (µ) boundedness of g * λ,µ by using the nonhomogeneous good lambda method. Then, we made use of modern concepts and probabilistic methods including random dyadic grid and good/bad cubes, which were quite effective tools to reduce our initial estimates. As we see in [2] and [3] , it is important to get the reduction to good cubes. And so is it in this article. Additionally, the martingale difference operators here were associated with transit cubes and some function b. Last but not least, we combined the dyadic techniques with classical methods. Compared with the classical methods, the dyadic ones were more natural when splitting the summations or integral regions. In dyadic setting, we may boil corresponding analyses down into the inclusion or distance relationship among dyadic cubes. And fortunately, the geometric structure of dyadic cubes are not so complex. Together with the vanishing property of martingale difference operators, the calculations in dyadic case were much easier than that in classical case. Furthermore, in the case of g-function, one may use the maximal singular integral operators to control some particular terms. However, in the case of g * λ -function, we need to use different approach to overcome this difficulty.
We organize this paper as follows: In Section 2, we will give the proof of Theorem 1.1. Section 3 will be devoted to demonstrate the big piece T b theorem 1.2. In Section 4, the proof of non-homogeneous local T b theorem 1.3 will be presented. Finally, in Section 5 and Section 6, it is shown that the L 2 (µ) boundedness of g * λ,µ implies not only the
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Non-homogeneous good lambda method
To prove Theorem 1.1, we will utilize the non-homogeneous good lambda method given by Tolsa. However, the proof is nontrivial. The following good lambda inequality provides a foundation for our analysis, and the proof will be postponed to the end of this section.
Then, for any ǫ > 0, there exists δ = δ(ǫ) > 0 such that
for any ξ > 0 and every compactly supported and bounded f ∈ L p (µ).
Proof of Theorem 1.1. It is enough to show that g * λ,µ,t 0 is bounded on L p (µ) uniformly in t 0 . Without loss of generality, we assume that f ∈ L p (µ) is bounded and has a compact support. A priori assumption g * λ,µ,t 0 f L p (µ) < ∞ will be needed. The proof of it is contained in the proof of Claim 2.5 below.
By Lemma 2.1, it follows that (2.1)
Accordingly, by (2.1) and (2.2), it yields that
.
Taking ǫ > 0 such that
. This completes the proof of Theorem 1.1.
The following estimates will be used at certain key points in the proof of Lemma 2.1 and in the other parts later.
Lemma 2.2. For any x, x 0 ∈ R n and t > 0, we have the pointwise control
and
where
Using the size condition of the kernel, one may obtain that
Thus, it suffices to bound the following two parts:
For U t,1 (f ), it holds that |y − z| ≥ |x − z| − |x − y| |x − z|. Hence, it yields that
For U t,12 (f ), note that if 0 < α ≤ m(λ − 2)/2, one obtains
Combining with the Young inequality, it gives that
Therefore, it follows from (2.3) that
Lemma 2.3. Let B be a ball or a cube, and x, x ′ ∈ B. Then there holds that
Proof. First, we split the upper space R n+1 + into four pieces as follows :
Let T i be the operator T with the integration domain limited to D i . Then, we get
• Estimates of T 1 (f ), T 2 (f ) and T 3 (f ). We may further decompose the domain D 1 by :
We first consider the contribution of T 1,1 (f ). From the summation condition and size condition, it follows that t + |y − z| ≥ |x − y| + |y − z| ≥ |x − z| and
Thus, by the Minkowski inequality, we get
As for T 1,2 (f ), note that 2(t + |y − z|) ≥ t + |z − x| + t − |y − x| ≥ t + |z − x| and
Thereby, we obtain
Since T 2 (f ) is symmetric with T 3 (f ), we only need to give the estimate of T 2 (f ). Fortunately, similarly argument still works as in the case of T 1 (f ). In fact, for T 2 (f ), if t ≤ r(B), we may utilize t + |y − z| ≥ |y − x ′ | + |y − z| ≥ |z − x ′ | and the method that handles T 1,1 (f ) to obtain the desired estimate. If t > r(B), we can make use of the fact |y − x| ≃ |y − x ′ | and the way that deals with T 1,2 (f ) to get the desired conclusion.
• Estimate of T 4 (f ). Write
From the inequality (2.5), size condition and Minkowski's inequality, it follows that
, it is enough to show that
Indeed, by the trivial estimate (2.6)
where in the last step, we have used the condition mλ ≥ 2m + 2α.
Finally, we need to analyze J 2 (z). Denote the projection of
consequently, applying the inequalities (2.6) and (2.7), we deduce that
Thus, we finish the proof of Lemma 2.3.
In order to show Lemma 2.1, it is crucial to use the Whitney decomposition given in [18] .
then Ω can be decomposed as Ω = i∈I Q i where {Q i } i∈I are closed dyadic cubes with disjoint interiors such that for some constants ρ > 20 and ρ 0 ≥ 1 the following holds:
. Moreover, if µ is a positive Radon measure on R n and µ(Ω) < ∞, there is a family of cubes { Q j } j∈S , with S ⊂ I, so that Q j ⊂ Q j ⊂ 1.1Q j , satisfying the following:
(a) Each cube Q j , j ∈ S, is (9, 2ρ 0 )-doubling and has C-small boundary.
Proof of Lemma 2.1. Set
To apply the above Whitney decomposition, we need the following claim.
For the sake of descriptive integrality, we postpone the proof of the claim at the end of this section. Making use of Lemma 2.4, one can get a family of dyadic cubes {Q i } i∈I with disjoint interior such that Ω ξ = i∈I Q i and ρQ i ∩Ω c ξ = ∅. The collection { Q j } j∈S satisfies all properties of lemma 2.4. From the assumption in Theorem 1.1 and the fact that the cubes { Q j } j∈S have C-small boundary and are (9, 2ρ 0 )-doubling, it follows that there exists subset
, with norm bounded uniformly on j ∈ S. By the inequality (2.8), we have
In order to get the final estimate for F, we shall show that
) is obtained, we may deduce that
Hence, choosing δ = δ(ǫ) small enough, it yields that
We are left to prove (2.9). Set x ∈ Q j satisfying g *
we are reduced to demonstrating
, where we have used the notion N i as follows:
In addition, by Lemma 2.3, it is easy to see that
As for N 1 , we have
Furthermore, Lemma 2.2 gives that
Hence, one obtains
It only remains to dominate N 3 . By Lemma 2.2 again, we get
Collecting the above estimates, for small enough δ = δ(ǫ), we deduce that
Thus, this completes the proof of (2.11) and the proof of Lemma 2.1 is also finished.
Proof of Claim 2.5. We begin with showing Ω ξ = R n and µ(Ω ξ ) < ∞. Let r 0 > 0 such that supp f ⊂ B(0, r 0 ). By Lemma 2.2, it follows that for t ≥ t 0
where ε ∈ (0, m(1 − 1/p)). Then it yields that
Moreover, the above inequality implies that
In addition, the inequality (2.13) also indicates that lim |x|→∞ g * λ,µ,t 0 (f )(x) = 0. Thus, there exists a constant R 0 > 0 such that Ω ξ ⊂ B(0, R 0 ), which implies that Ω ξ = R n and µ(Ω ξ ) < ∞.
Next, we will show that Ω ξ is an open set. This follows essentially from the fact that x → g * λ,µ,t 0 (f )(x) is a continuous map. The triangle inequality gives that
Using 2.4, for any t ≥ t 0 , we get
, where the auxiliary number α 0 ∈ (0, 1). Therefore, we deduce that
, which implies the continuity of x → g * λ,µ,t 0 (f )(x). The proof of Claim 2.5 is thus finished.
Big piece T b theorem
In this section, our task is to demonstrate Theorem 1.2. We need some fundamental tools including random dyadic grid and good cube used in [19] , which essentially traces back to [22] . Definition 3.1. Given a cube Q ⊂ R n , we consider the following random dyadic grid. For convenience we may assume that c Q = 0. Let N ∈ Z be defined by the requirement 2 N −3 ≤ ℓ(Q) < 2 N −2 . Consider the random square
The set Ω is equipped with the normalised Lebesgue measure P N = P. We define the grid D w := D(Q * w ) (the local dyadic grid generated by the cube Q * w ). Notice that Q ⊂ ηQ * w for some η < 1, and ℓ(Q) ≃ ℓ(Q *
, we now introduce the notions G Q and P (x):
Then, we have
Therefore, it holds that
3.2. The Probabilistic Reduction. From now on, we will give the proof of (ii) in Theorem 1.2. Some reductions will be made, and we need to discard the bad cubes and consider the contributions of good cubes.
3.2.1. Discarding bad cubes. We may assume that
< ∞. Indeed, adopting the similar methods used in Proposition 3.1 [3] , we can obtain the priori assumption. Then
Next, we try to bound the summation over the bad cubes.
, where we used the fact (see [22] )
< ∞, we deduce that
where θ σ t f (y) = R n s t (y, z)f (z)dσ(z) and s t (y, z) = s t (y, z)1 R n \S 0 (x). It is easy to check that s t satisfies the Size condition (1) and Hölder conditions (2) .
From now on, w is fixed, simply denote D = D w and T = T w . It is enough to prove that (3.1)
Martingale difference operators.
To get further reduction, we introduce b-adapted martingales only in the transit cubes P ∈ D tr = D tr w , which is defined by D tr w := P ∈ D w ; σ(P ) = 0 and P ⊂ H ∪ T w . Without loss of generality, we may assume that supp b ⊂ Q and supp f ⊂ Q. We introduce the notations :
where P 0 = Q * w ∈ D tr . Then for any cube P ∈ D tr , the martingale difference operators ∆ P f are defined by:
For convenience, we set ∆ P 0 f to be ∆ P 0 f + E P 0 f at the largest level P 0 . Then there holds that (see Lemma 5.11 [30] )
Applying the above expansion of f , the inequality (3.1) turns into the following inequality (3.2)
Main estimates. In this section, we shall give the demonstration of the inequality (3.2).
For a fixed cube R ∈ D tr 0 ∩ D − good, we begin by splitting the transit cubes P ∈ D tr into four different cases:
• Less : ℓ(P ) < ℓ(R);
Thus, the left hand side of (3.2) is dominated by the correspondingly four pieces, which are denoted by Σ less ,Σ sep ,Σ near and Σ in . We will treat these four terms respectively. 3.3.1. Less part. Before starting the proof, we first present two key lemmas.
Lemma 3.1 ([30]). Denote
where D(Q, R) = ℓ(Q) + ℓ(R) + d(Q, R), Q ∈ D tr , R ∈ D tr 0 and α > 0. Then for every x Q ≥ 0, there holds that
Lemma 3.2. Let 0 < α ≤ m(λ − 2)/2. Suppose that ℓ(P ) < ℓ(R) and (x, t) ∈ W R . Then it holds that
Proof. Let z P be the center of P . Since ℓ(P ) < ℓ(R) ≤ ℓ(P 0 ), we get the vanishing property P ∆ P f dσ = 0. Thus, we have
For x ∈ R and z ∈ P , |x − z| ≥ d(P, R). We will consider two subcases.
First, we analyze the contribution of the subregion in which y : |y − x| ≤ 1 2 d(P, R). In this case, |y − z| ≥ |x − z| − |x − y| d(P, R) and ℓ(R) + d(P, R) ≃ D(P, R). Thus, it follows that
Therefore,
Secondly, we treat the contribution made by those y : |y − x| >
Accordingly, together with size condition and Young's inequality, we conclude that
where we have used the condition 0 < α ≤ m(λ − 2)/2. The proof of Lemma 3.2 is completed.
By the Hölder inequality, Lemma (3.2) and Lemma 3.1, it follows that
Separated part.
Similar to the proof in the preceding subsection, it is sufficient to establish the following lemma.
Proof. We begin by showing that
, we obtain
Next, we continue with the proof. Using the size condition, we get
A similar arguments as that in Lemma 3.2 may yield that
This shows that Lemma 3.3 is true.
3.3.3. Nearby part. In this case, it is trivial that D(P, R) ≃ ℓ(P ) ≃ ℓ(R). Hence, we have
This parallels with (3.3). A completely analogous calculation to that of the preceding section
3.3.4. Inside part. Let R (k) ∈ D be the unique cube for which ℓ(R (k) ) = 2 k ℓ(R) and R ⊂ R (k) . We call R (k) as the k generations older dyadic ancestor of R. In this case, since R is good, it must actually have R ⊂ P . That is, P is the ancestor of R. Then we can write
Note that on the largest level P 0 , the operator ∆ P 0 is defined by ∆ P 0 + E P 0 . Hence,
And hence, we obtain the decomposition
Observing that
Thus, Σ in is dominated
• Estimate of Σ ′ in . In this case, the key point is to gain a geometric decay in k by using the goodness of the cubes. First, we need the following lemma.
Lemma 3.4. Let 0 < α ≤ m(λ − 2)/2. Given a cube R ∈ D good and k ≥ r + 1, it holds that
Proof. We only need to show
We start with
Since k > r, by the goodness of R, one obtains
It is should be noted that R ⊂ B(x, d(R, ∂R (k−1) )/2) ⊂ H whenever r is large enough. Thus, by splitting the domain of integration into annuli and using the condition (b) in Theorem 1.2, it yields that
For K 1 , if z ∈ E 1 , then t + |y − z| > |x − z| − |x − y| ≥ |x − z|/2. Thus, we obtain
As for K 2 , by the Young inequality, we have the following estimate,
We are in the position of dominating Σ ′ in . By R (k−1) ⊂ T and the accretivity condition for b, it follows that
Therefore, the Minkowski inequality, together with Lemma 3.4 yields that
, where s = log 2 ℓ(P 0 ). Reindexing the above sum gives that
• Estimate of Σ ′′ in . The following lemma will be needed in the estimate of Σ ′′ in .
Proof. It suffices to prove that
Indeed, combining the techniques in Lemma 3.2 with the arguments in (3.3), we get the desired estimate immediately.
Proceeding as what we have done in the estimate of Σ
• Paraproduct estimate. Our aim here is to bounded the last term Σ ′′′ in . We begin by showing that {a P } P ∈D is a Carleson sequence, where
Actually, it holds that
Suppose that there exists s > 0 and a Borel set U Q ⊂ R n for which |ν|(
Then there is some subset
Proof of Theorem 1.3. By Proposition 4.1, for every (2, β)-doubling cube Q ⊂ R n with c 1 -small boundary satisfying the assumptions in Theorem 1.3, there exists a subset
for any f ∈ L 2 (µ) with supp f ⊂ G Q . Therefore, by Proposition 5.1 in next section, it follows that
Thus, the L p (µ) boundedness of g * λ,µ follows from 4.1 and Theorem 1.1.
The remainder of this section is devoted to give the proof of Proposition 4.1. In this step, the big piece T b Theorem 1.2 will be used.
Proof of Proposition 4.1. To apply Theorem 1.2, it is essential to construct the exceptional set H. Some ideas will be taken from [19] , which essentially goes back to [30, p.138] . For the sake of descriptive integrality, we give the details of the construction.
We may assume that supp µ ⊂ Q. Denote σ = |ν|. Using the decomposition theorem of complex measure, we find a Borel measurable function b such that dν = bdσ and |b(x)| ≡ 1.
where η = 1/(2B 1 ). The assumptions give that , r) ) and It is easy to see that the ball B r with σ(B r ) > p 0 r m satisfies B r ⊂ H 1 , and
Now, we introduce the notions F 1 and F 2 as follows:
, where δ = 1/(32B 1 ). Then we obtain that
In addition, we can further deduce that
By setting H 2 = R∈F 1 ∪F 2 R, we have σ(H 2 ) ≤ 2δσ(Q). Below, we will discuss what kinds of properties does H 2 enjoys. If x ∈ Q \ H 2 , then for each R ∈ D 0 contains x, we have
This implies that σ⌊(Q \ H 2 ) ≪ µ⌊(Q \ H 2 ). By Radon-Nikodym theorem, for all Borel sets
Then H enjoys the following properties : (4) For any ζ > 0, it holds that
on the support of h. From (4.2) with respect to f = h/ϕ, it follows that
Applying the size condition and the Hölder inequality, we obtain
Consequently, it yields that
Hence, for any h ∈ L 2 (µ) with supp h ⊂ G Q , we have
Additionally, there holds that
This finishes the proof of Proposition 4.1..
The following proposition has been used to demonstrate Theorem 1.3 in the above section. Here we present its proof.
Proposition 5.1. Let λ > 2, 0 < α ≤ m(λ − 2)/2 and µ be a power bound measure. Suppose
In particular, the L 2 (µ) boundedness of g * λ,µ implies its weak (1, 1) boundedness.
In order to prove that g * λ is bounded from M(R n ) to L 1,∞ (µ), we need a substitute for the Calderón-Zygmund decomposition of a measure [30] , suitable for non-doubling measures. 
and denote 
Proof of Proposition 5.1. For simplicity we may assume that ν has compact support and ξ > 2 n+1 ||ν||/||µ||. Applying Lemma 5.2, we have the decomposition ν = gµ + β, where
Then we have
For the first part I c , by (5.1) we have
For the good part I g , one obtains that
For the bad part I b , we may get
Note that we may bound I b,3 in the following way:
Therefore, in order to obtain the weak (1, 1) type bound, we only need to show
Thus, it is enough to prove that for each i it holds that (5.7)
and (5.8)
Therefore, we have
Finally, we consider the estimate for A 2 (x). It follows from Hölder condition that
This gives us that
• Estimating bad part I b,2 . In order to get the inequality(5.8), it is sufficient to prove the following estimate
Actually,
It is easy to see that
Moreover, there are no (6, 6 m+1 )-doubling cubes of the form 6 k Q i such that 6Q i 6 k Q i R i . Let N i := min{k; R i ⊂ 6 k · 6Q i }. Hence, µ(6 · 6 k Q i ) > 6 m+1 µ(6 k Q i ), k = 1, . . . , N i .
Then, µ(6
Therefore, the desired result can be obtained In this section, we further investigate what kind of boundedness we will obtain from L 2 (µ) boundedness of g * λ,µ . In addition, the classical techniques used in Section 2 will be utilized again. is bounded on L 2 (µ), then g * λ,µ is bounded from L ∞ (µ) to RBM O(µ). In order to prove that g * λ,µ is bounded from L ∞ (µ) to RBM O(µ), we need to check two conditions such that g * λ,µ (f ) belongs to RBM O(µ). The following lemma is essential to our proof.
Lemma 6.2. Suppose that f ∈ L ∞ (µ) with ||f || L ∞ (µ) ≤ 1. Then for fixed x 0 ∈ R n and r > 0, there holds that for any x ∈ B(x 0 , r) and large enough κ ≥ 1 |g * λ,µ (f 1 R n \B(x 0 ,κr) )(x) − g * λ,µ (f 1 R n \B(x 0 ,κr) )(x 0 )| 1.
Proof. Since |a − b| ≤ |a 2 − b 2 | 1/2 , it is enough to show |g * λ,µ (f 1 R n \B(x 0 ,κr) )(x) 2 − g * λ,µ (f 1 R n \B(x 0 ,κr) )(x 0 ) 2 | 1.
We split R n+1 + into five parts:
Θ 1 = (y, t); R n × (0, 2r] , Θ 2 = (y, t); |y − x| ≤ t < |y − x 0 |, 2r < t < ∞ , Θ 3 = (y, t); |y − x 0 | ≤ t < |y − x|, 2r < t < ∞ , Θ 4 = (y, t); min{|y − x 0 |, |y − x|} ≥ t, 2r < t < ∞ , Θ 5 = (y, t); max{|y − x 0 |, |y − x|} < t, 2r < t < ∞ .
Making use of the similar method as for A 1 , we get R n |θ µ t (f 1 R n \B(x 0 ,κr) )(y)| As for the remaining four terms, the proof is a routine application of the method of the proof of Lemma 2.1. We omit the details.
6.1. Verifying the first condition. We shall check that there exists some constant C, and any ball B, a constant G B , such that one has 1 µ(κB) B |g * λ,µ (f )(x) − G B | ≤ C.
For a given ball B = B(x 0 , r), we write G B = g * λ,µ (f 1 R n \B(x 0 ,κr) )(x 0 ), where κ is the same as in Lemma 6.2. By means of Lemma 6.2 and the L 2 (µ) boundedness of g * λ,µ , we deduce that Consequently, the inequality (6.1) will be yielded once one obtains (6.2) g * λ,µ (f 1 κB k+1 \κB k )(x 0 ) κB k+1 \κB k dµ(z) |y − x B | m .
