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Práce popisuje metody a postupy pouţívané k analýze a transformaci kódů. Obsahuje základní 
informace o vědním oboru reverzní inţenýrství a jeho uţití ve výpočetní technice i mimo ni. Hlavním 
cílem je vytvoření obecného zpětného překladače neboli dekompilátoru, tj. prostředku pro zpětný 
překlad z binární formy (případně jazyka symbolických instrukcí) do vyššího programovacího 
jazyka. Zmíněná činnost je silně závislá na konkrétní instrukční sadě a architektuře procesoru. Tento 
problém je řešen pomocí popisu sémantiky jednotlivých instrukcí jazykem navrţeným pro tento účel. 
Výstupem je program napsaný ve vyšším programovacím jazyku, funkčně ekvivalentní vstupu. 
Program je tedy schopen pracovat s jakoukoliv instrukční sadou a kód v ní napsaný pak převést 
do zvoleného vyššího programovacího jazyku. Tento návrh je v praxi implementován jako součást 
projektu Lissom. Obecný dekompilátor je zcela nový pojem a pro jeho vytvoření byly autorem 
navrţeny doposud nepublikované techniky z oblastí teorie překladačů a optimalizací. 
 
Abstract 
This paper describes methods and procedures used for code analysis and transformation. It contains 
basic information of a science discipline called reverse engineering and its use in information 
technologies. The primary objective is a construction of a generic reverse compiler or decompiler, 
i.e. tool that can recompile from binary form (optionally from symbolic machine code) to a high level 
language. This operation is highly dependent on the concrete instruction set and processor 
architecture. This problem is solved with description of semantic of each instruction by a special 
language designed for this use. The output is the high level language code and is functionally 
equivalent to the input. The program is therefore able to work with each instruction set and code 
written by it can be transformed into the chosen high level language. This proposal is implemented 
in practice as a part of project Lissom. Generic decompiler is completely new idea. The thesis 
contains entirely new techniques from theory of compilers and optimizations made by the author. 
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V teorii překladačů bylo napsáno jiţ mnoho o klasickém typu překladu, tedy o postupu vytváření 
spustitelného souboru ze zdrojového kódu napsaného v některém programovacím jazyku. Téma, 
které je však dosti opomíjeno, je reverzní překlad neboli dekompilace1. Při tomto postupu dochází 
k opačnému ději, kdy se binární spustitelný soubor transformuje do vyšší formy reprezentace. Touto 
formou můţe být jednak kód v jazyku symbolických instrukcí, pak se hovoří o disassemblování, 
případně kód ve vyšším programovacím jazyku, tedy proces zvaný dekompilování. Právě 
dekompilace je hlavní náplní této práce. 
Zpětný překlad můţe v budoucnu hrát významnou roli v softwarovém inţenýrství. Mezi hlavní 
vyuţití patří verifikace programů a překladačů, ladění optimalizovaného kódu, migrace programů 
na jiné architektury, hledání zranitelností a malware a mnoho dalších. Jde tedy o uplatnění v oblasti 
teoretické i praktické. 
V minulosti jiţ bylo několik zpětných překladačů vytvořeno, nejčastěji byly výsledkem 
disertačních prací svých autorů (např.: [Cif94] a [VE07]). Tyto zpětné překladače však vţdy 
pracovaly pouze s jedinou instrukční sadou a převáděly do jednoho konkrétního programovacího 
jazyka, nejčastěji jazyka C. To je neefektivní, protoţe znovupouţitelnost takových nástrojů je velice 
malá. V praxi by se mnohem lépe vyuţil nástroj, který by zvládal pracovat s binárními soubory 
různých druhů, vytvořených pro rozličné instrukční sady a architektury procesorů a který by dokázal 
tyto soubory transformovat do kódů napsaných v různých programovacích jazycích. To však 
doposud nebylo moţné. 
Cílem této diplomové práce je tvorba takovéhoto obecného dekompilátoru. Pro tento účel bude 
analyzována oblast reverzního inţenýrství a budou vyhodnoceny poznatky týkající se doposud 
vytvořených jednoúčelových zpětných překladačů. Ze získaných znalostí bude navrţena struktura 
obecného zpětného překladače. 
Práce vzniká jako součást výzkumného projektu Lissom probíhajícího na Fakultě informačních 
technologií v Brně. Projekt Lissom se zabývá vytvořením automatizovaných prostředků pro návrh 
hardwaru i softwaru aplikačně specifických procesorů. Obecný zpětný překladač zde bude slouţit 
jako jeden z automaticky generovaných nástrojů, které mají za cíl usnadnit uţivateli návrh a testování 
nových procesorů. Tvorba obecného zpětného překladače bude v projektu Lissom pokračovat 
i po dokončení této diplomové práce. Z toho důvodu je v této práci důraz kladen především 
na univerzálnost nástroje a moţnost jeho pozdější rozšiřitelnosti. Tomu odpovídá i větší zaměření 
na návrh struktury dekompilátoru a jeho snadné začlenění do projektu, neţ na samotnou 
implementaci. Dokončení implementace je plánováno jako součást navazujícího doktorského studia. 
                                                   
1
 Poznámka k pouţívání českého ekvivalentu pro pojem dekompilátor: Výraz dekompilátor pochází 
z anglického decompiler a označuje program provádějící opačnou operaci neţ překladač. Z toho plyne jeho 
další moţné pojmenování – zpětný překladač. V současné české literatuře není prakticky moţné tyto výrazy 
nalézt. Je tedy otázkou zda pouţívat delší a mírně zavádějící výraz zpětný překladač či počeštěný dekompilátor. 
Stejně tak se dříve dělo u slova kompilátor, které je nyní běţně pouţívaným synonymem překladače. 
V budoucnu lze očekávat podobný průběh i u dekompilátoru a zpětného překladače. V této práci budou proto 




V něm se bude mimo jiné navrţené řešení testovat na reálných i zcela nových typech procesorů. 
Následně by pak měl být dekompilátor pouţit při ladění optimalizovaného kódu pro tyto procesory. 
Tato diplomová práce navazuje na stejnojmenný semestrální projekt. Jeho náplní bylo 
především mapování dosavadního výzkumu v oblasti zpětných překladačů a získávání informací 
o jazycích pro popis architektur. Tyto poznatky jsou vyuţity v kapitolách dva a tři. 
První kapitola práce poslouţí k definování základních pojmů, které jsou nezbytné 
pro pochopení stěţejních částí tvorby zpětného překladače. 
Bliţší informace o dekompilaci, její historii a dosavadních poznatcích jsou zapsány 
v následující kapitole. Zde jsou také představeny některé základní pojmy reverzního inţenýrství 
v informačních technologiích, ale i mimo ně. Prezentovány budou dále pojmy jako zpětný překlad 
či zpětný assembler. Nastíněno bude rovněţ právní hledisko spojené s touto tématikou. 
Kapitola třetí je stěţejní. Vysvětluje pojmy spojené s tvorbou obecného zpětného překladače, 
problémy, které vyvstávají a jejich řešení. Mimo jiné jsou prezentovány a porovnávány nejčastější 
jazyky pro popis architektur procesorů, především pak jazyk ISAC, jenţ se pouţívá v projektu 
Lissom. Tento projekt je následně stručně popsán. 
V dalším oddílu je popis návrhu zpětného překladače včetně jeho jednotlivých částí. Jsou zde 
rozebrány etapy vývoje a úskalí, která během této doby nastala. Detailněji je pak vysvětlen samotný 
návrh, implementace a seznam pouţitých nástrojů. 
V závěrečné kapitole je diskutován budoucí vývoj tohoto dekompilátoru, stejně tak jeho další 




1 Teoretický základ 
V této kapitole jsou vysvětleny základní pojmy, které nám poslouţí při dalším výkladu tvorby 
obecného zpětného překladače. Jde jednak o definice výrazů z teoretické informatiky, matematiky, 
tak i pojmů souvisejících s návrhem architektur a instrukčních sad procesorů. 
1.1 Formální jazyky 
Obsah kapitoly tvoří pojmy související s teoretickou informatikou. Následující definice jsou citacemi 
ze zdrojů [Ces02], [ML08] a [Zam07]. 
 
Definice abecedy 
Abeceda je neprázdná konečná mnoţina elementů, které nazýváme symboly. 
 
Definice řetězce nad danou abecedou 
Nechť  je abeceda. 
1)   je řetězec nad abecedou  
2)  pokud x je řetězec nad abecedou  a a  , potom xa je řetězec nad abecedou  
 
Pozn.:  značí prázdný řetězec. 
 
Definice délky řetězce 
Nechť x je řetězec nad abecedou . Délka řetězce x, |x|, je definována: 
1)  pokud x = , pak |x| = 0 
2)  pokud x = a1…an, pak |x| = n pro n ≥ 1 a ai  , i: i = 1..n 
 
Definice konkatenace řetězců 
Nechť x a y jsou dva řetězce nad abecedou . Konkatenace x a y je řetězec xy. 
 
Definice permutace řetězce 
Nechť x je řetězec nad abecedou Σ. Pro kaţdé x  Σ*, pak perm(x) značí konečnou mnoţinu všech 
permutací řetězce x, kde:  
1)  pokud x = , pak perm(ε) = {ε}  
2)  pro všechny a  Σ, x  Σ*, perm(ax) = {qap: qp = z, z  perm(x)} 
 
Definice formálního jazyka 
Nechť * značí mnoţinu všech řetězců nad . Kaţdá podmnoţina L  * je jazyk nad .  
 
Definice gramatiky  




 N je konečná množina neterminálních symbolů  
 Σ je konečná množina terminálních symbolů, přičemţ N ∩ Σ =   
 P je konečná podmnoţina kartézského součinu: (N  Σ)* N (N  Σ)* × (N  Σ)* nazývaná 
množina přepisovacích pravidel, prvek (α, β)  P je přepisovací pravidlo a zapisuje 
se ve tvaru α → β  
 S je startovací neterminální symbol 
 
Definice derivace v gramatice 
Nechť G = (N, Σ, P, S) je gramatika a nechť ,   (N  Σ)*. Mezi ,  platí binární relace  zvaná 
přímá derivace, můţeme-li řetězce  a  vyjádřit ve tvaru:  = ,  = , kde ,   (N  Σ)* 
a     P. Pak píšeme   . Relace + označuje tranzitivní uzávěr relace . Relace * 
označuje tranzitivní a reflexivní uzávěr relace . 
 
Definice jazyka generovaného gramatikou 
Nechť G = (N, Σ, P, S) je gramatika. Potom jazyk generovaný gramatikou G, L(G), je definován:  
L(G) = {w: w  Σ*  S * w} 
 
Definice regulárního výrazu  
Nechť  je abeceda. Regulární výrazy nad abecedou Σ a jazyky, které značí, jsou definovány 
následovně:  
  je regulární výraz značící prázdnou mnoţinu (prázdný jazyk)  
 ε je regulární výraz značící jazyk {ε}  
 a, kde a  Σ, je regulární výraz značící jazyk {a}  
 Nechť r a s jsou regulární výrazy značící po řadě jazyky Lr a Ls, potom:  
a) (r.s) je regulární výraz značící jazyk L = Lr Ls 
b) (r+s) je regulární výraz značící jazyk L = Lr  Ls 
c) (r*) je regulární výraz značící jazyk L = Lr
* 
 
Definice regulárního jazyka  
Nechť L je jazyk. L je regulární jazyk, pokud existuje regulární výraz r, který tento jazyk značí. 
 
Definice konečného automatu  
Konečný automat je pětice M = (Q, Σ, R, s, F), kde:  
 Q je konečná množina stavů  
 Σ je konečná vstupní abeceda  
 R je konečná množina pravidel tvaru: pa → q, kde p, q  Q, a  Σ  {ε}  
 s  Q je startovací stav  







Definice konfigurace konečného automatu  
Nechť M = (Q, Σ, R, s, F) je konečný automat. Konfigurace konečného automatu M je řetězec 
χ  QΣ*.  
 
Definice přechodu konečného automatu  
Nechť pax a qx jsou dvě konfigurace konečného automatu M = (Q, Σ, R, s, F), kde p, q  Q, 
a  Σ  {ε}, x  Σ*. Nechť r = pa → q  R je pravidlo. Potom M můţe provést přechod z pax do qx 
za pouţití r, zapsáno pax |− qx [r] nebo zjednodušeně pax |− qx.  
 
Definice sekvence přechodů konečného automatu  
Nechť χ je konfigurace. M provede nula přechodů z χ do χ; zapisujeme: χ |− χ [ε] nebo zjednodušeně 
χ |−0 χ. 
Nechť χ0, χ1, …, χn je sekvence přechodů konfigurací pro n ≥ 1 a χi-1 |− χi [ri], ri  R pro všechna 
i  1, .., n, coţ znamená: χ0|− χ1 [r1] |− χ2 [r2] … |− χn [rn]. 
Pak M provede n-přechodů z χ0 do χn; zapisujeme: χ0 |− χn [r1…rn] nebo zjednodušeně χ0 |− χn.  
Pokud χ0 |−
n χn [ρ] pro nějaké n ≥ 1, pak χ0 |−
+ χn [ρ].  
Pokud χ0 |−
n χn [ρ] pro nějaké n ≥ 0, pak χ0 |−
* χn [ρ].  
 
Definice jazyka přijímaného konečným automatem 
Nechť M = (Q, Σ, R, s, F) je konečný automat. Jazyk přijímaný konečným automatem M, L(M) 
je definován: L(M)={w: w  Σ*, sw |−* f, f  F}. 
 
Definice líného konečného automatu  
Líný konečný automat je pětice M = (Q, Σ, R, s, F), kde:  
 Q je konečná množina stavů  
 Σ je vstupní abeceda  
 R je konečná množina pravidel tvaru: pa → q, kde p, q  Q, a  Σ* 
 s  Q je startovací stav 
 F  Q je množina koncových stavů 
 
Definice konfigurace líného konečného automatu 
Nechť M = (Q, Σ, R, s, F) je líný konečný automat. Pak konfigurací nazveme řetězec χ = px, 
kde p  Q, x  Σ*. 
 
Definice přechodu líného konečného automatu  
Nechť pax a qx jsou dvě konfigurace líného konečného automatu M = (Q, Σ, R, s, F), kde p, q  Q 
a a, x  Σ*. Nechť r = pa → q  R je pravidlo. Potom M můţe provést přechod z pax do qx za pouţití 







Definice sekvence přechodů líného konečného automatu  
Nechť χ je konfigurace líného konečného automatu M = (Q, Σ, R, s, F). M provede nula přechodů z χ 
do χ; zapisujeme: χ |−0 χ [ε] nebo zjednodušeně χ |−0 χ. 
Nechť χ0, χ1, …, χn je sekvence přechodů konfigurací pro n ≥ 1 a χi-1 |− χi [ri], ri  R pro všechna 
i  1, .., n, coţ znamená: χ0|− χ1 [r1] |− χ2 [r2] … |− χn [rn]. 
Pak M provede n-přechodů z χ0 do χn; zapisujeme: χ0 |− χn [r1…rn] nebo zjednodušeně χ0 |− χn.  
Pokud χ0 |−
n χn [ρ] pro nějaké n ≥ 1, pak χ0 |−
+ χn [ρ].  
Pokud χ0 |−
n χn [ρ] pro nějaké n ≥ 0, pak χ0 |−
* χn [ρ].  
 
Definice jazyka přijímaného líným konečným automatem 
Nechť M = (Q, Σ, R, s, F) je líný konečný automat. Jazyk přijímaný líným konečným automatem M, 
L(M) je definován: L(M)={w: w  Σ*, sw |−* f, f  F}. 
 
Definice párového konečného automatu  
Párový konečný automat je trojice Γ = (M1, M2, h), kde:  
 M1 = (Q1, Σ1, R1, s1, F1) a M2 = (Q2, Σ2, R2, s2, F2) jsou líné konečné automaty  
 h je bijektivní zobrazení z R1 do R2 
 
Nechť h* je zobrazení z R1
* do R1
* a je definováno takto:  
 h*(ε) ={ε}  
 pro r1, r2, …, rn  R1 je h
* (r1, r2, …, rn) = h(r1)(r2)…( rn), kde n ≥ 1. 
 
Definice překladu pomocí párového konečného automatu  
Nechť Γ = (M1, M2, h) je párový konečný automat, pak překlad automatu Γ, T(Γ) je definován takto:  
T(Γ) = {(w1,w2): w1  Σ1
*, w2  Σ2
*, s1w1 |−
* f1 [ρ1] v M1, s2w2 |−
* f2 [ρ2] v M2, f1  F1, f2  F2, 
ρ  perm(ρ1), ρ2 = h
*(ρ)}. 
1.2 Teorie grafů 
Tato podkapitola obsahuje základní definice z oblasti teorie grafů. Získané poznatky později 
vyuţijeme při analýze toku řízení a toku dat kódu programu. Jednotlivé definice jsou převzaty 
z [Sla08]. 
 
Definice obyčejného grafu 
Obyčejný graf je dvojice G = (U, H), kde U je konečná mnoţina uzlů (vrcholů) a H = {{u, v} : u, v  
U  u ≠ v} je konečná mnoţina hran. O hraně h = {u, v} říkáme, ţe je incidentní s uzly u a v. 
 
Definice orientovaného grafu 
Orientovaný graf je dvojice G = (U, H), kde U je konečná mnoţina uzlů (vrcholů) a H = {(u, v) : 





Definice obecného grafu 
Obecný graf je trojice G = (U, H, ε), kde U je konečná mnoţina uzlů (vrcholů), H je konečná 
mnoţina hran a ε je zobrazení, které přiřazuje kaţdé hraně dvojici různých uzlů, tedy 
ε : H → {{u, v} : u, v  U  u ≠ v}. Mezi jednou dvojicí uzlů tedy můţe být i několik hran. 
 
Definice sledu 
Je-li G = (U, H) obyčejný graf, definujeme sled mezi uzly u a v o délce n jako posloupnost (u = w0, 
h1, w1, h2, …, wn-1, hn, wn = v) takovou, ţe 
 w0, w1, …, wn  U 
 h0, h1, …, hn  H 
 hi = (wi-1, wi), 1 ≤ i ≤ n 
 
Definice tahu 
Je-li G = (U, H) obyčejný graf, potom tahem mezi uzly u a v o délce n rozumíme sled (u = w0, h1, w1, 
h2, …, wn-1, hn, wn = v) takový, ţe platí i ≠ j  hi ≠ hj, 1 ≤ i, j ≤ n. 
 
Definice cesty 
Je-li G = (U, H) obyčejný graf, potom cesta mezi uzly u a v o délce n je sled (u = w0, h1, w1, h2, …, 
wn-1, hn, wn = v) mezi uzly u a v takový, ţe platí i ≠ j  wi ≠ wj  hi ≠ hj, 0 ≤ i, j ≤ n. 
1.3 Další pojmy 
Při vyváření obecného zpětného překladače je třeba znát informace o architekturách procesorů 
a jejich instrukčních sadách. Pro vysvětlení těchto pojmů slouţí následující text, jenţ je převzat 
z [Kro07]. 
1.3.1 Architektura procesoru 
Pochopení architektury procesoru nám poskytuje znalosti o jeho vnitřní stavbě, o jeho funkci 
a uplatnění. Díky těmto poznatkům dokáţeme procesor vyuţít k vykonání našeho programu. 
Z pohledu reverzního inţenýrství zjišťujeme, jaké má procesor prostředky pro realizaci programu. 
Procesor (anglicky Central Processing Unit, zkráceně CPU) je integrovaný obvod s vysokým 
stupněm hustoty integrace, který funguje jako hlavní výpočetní prvek celého systému. Jeho funkcí je 
načítání instrukcí z paměti, jejich dekódování a provádění. Kaţdý typ procesoru pouţívá svůj vlastní 
jazyk, který se nazývá strojový kód. Tento jazyk se skládá z elementárních instrukcí. Strojový kód je 
pro procesory mnohonásobně snazší na pochopení neţ jakýkoliv vyšší programovací jazyk. 
Pro převod mezi vyšším jazykem a strojovým kódem se pouţívá překladač. 
První verze procesorů vznikly počátkem 50. let minulého století, kdy byly realizovány jako 
elektromechanické součástky. Od té doby se rychlost a sloţitost procesorů neustále zvyšuje, podle 
Moorova zákona dvojnásobně kaţdých osmnáct měsíců. Stejně tak se zvyšuje vyuţití procesorů 





Procesor se skládá z několika základních částí. Pomyslným mozkem procesoru je řadič. Ten 
se stará o načítání, dekódování a zpracování instrukcí. Dále procesor obsahuje sadu registrů, které 
slouţí pro uchovávání operandů a průběţných výsledků operací. Aritmeticko-logická jednotka (ALU) 
je další částí. Její vyuţití spočívá v provádění matematických výpočtů. Většina novějších procesorů 
obsahuje i takzvané koprocesory, které jsou pouţívány například pro operace v plovoucí řádové čárce 
(FPU). S rostoucí rychlostí procesorů roste i jejich vestavěná paměť, nazývaná cache. 
Základní členění architektur podle rozdělení paměti je následující: 
 Harvardská architektura – Tento design je charakterizován oddělením adresového 
prostoru pro instrukce a data. Osobní počítače tuto architekturu jiţ nepouţívají, 
mikroprocesory a vestavěné systémy však ano. U vestavěných systémů to splňuje záměr, 
kdy program je za běhu konstantní a mění se pouze data. To souvisí i s typem pamětí 
u těchto architektur (ROM pouze pro čtení a RAM pro čtení i zápis). Typickým 
představitelem je mikroprocesor 8051 firmy Intel. 
 Von Neumannovská architektura – Program i data se zde nacházejí ve stejném adresovém 
prostoru. Pouţívá se především u univerzálních procesorů, jako je PC. Instrukce i data jsou 
u tohoto přístupu proměnná a mohou být za běhu modifikována. Programátor (či operační 
systém) musí sám určovat, kam bude ukládat kód a kam data. Reprezentantem této skupiny 
jsou např. procesor i386 firmy Intel či mikroprocesor HC08 firmy Motorola. 
 
Rychlost a výkonnost procesorů se měří především podle pracovní frekvence délky cyklu. 
Pro porovnávání výkonností jednotlivých procesorů se pouţívají sady nezávislých testů (např. SPEC 
testy). 
1.3.2 Instrukční sada 
Instrukční sada je seznam všech instrukcí a jejich variant, které dokáţe procesor identifikovat 
a vykonat. Instrukční sady dvou procesorů se mohou někdy částečně či plně překrývat, potom 
se hovoří o míře kompatibility. Z důvodu optimalizace některé procesory mají instrukční sadu interní 
i externí (např. Pentium Pro vytvořený firmou Intel). 
Instrukce jsou tvořeny sekvencemi bitů a často se zapisují jako hexadecimální čísla. Vţdy 
se skládají z jednoznačného identifikátoru instrukce, kterému se říká operační kód (zkráceně opkód, 
či anglicky opcode) a většinou také z jednoho či více operandů. 
Podle operačního kódu procesor zjišťuje, o jakou instrukci se jedná a jak dlouhá instrukce je 
(platí pro instrukční sady typu CISC, viz dále). Opkód také určuje, do jaké kategorie instrukce patří, 
kupř. aritmetické, logické, instrukce pro přesun, vstupně-výstupní, atd. 
Operand funguje jako parametr instrukce. Operandem můţe být hodnota, registr, adresa 
paměti, případně konstanta. Ve většině instrukčních sad instrukce nepouţívají více jak čtyři 
operandy. Existují i instrukce, které nemají operand ţádný. 
Programování ve strojovém kódu je prakticky nemoţné. Instrukcí a jejich variant jsou 
pro kaţdý procesor stovky aţ tisíce a pamatovat si jejich číselné hodnoty není reálné. Proto 
se pouţívá jazyk symbolických instrukcí, kde se kaţdé číselné hodnotě přiřadí lidsky čitelné slovo 




kódu. Zkratky jsou pro kaţdou instrukční sadu jiné, ale ty nejobvyklejší zůstávají stejné, např. add 
(sčítání), sub (odčítání), mov (přesun) či jump (nepodmíněný skok). 
S instrukčními sadami souvisí i způsob ukládání dat v paměti (tzv. Little Endian a Big Endian) 
a adresové reţimy. Těmi základními jsou: 
 Vlastní (anglicky inherent) – Operandy jsou dány přímo operačním kódem instrukce. 
Procesor se tedy dozví umístění zdrojových dat a cílovou adresu přímo z opkódu. 
 Přímý operand (anglicky immediate) – Operand instrukce obsahuje konstantu, se kterou 
bude provedena stávající instrukce. Vhodné například pro aritmetické operace. 
 Indexované (anglicky indexed) – Jedním operandem je bázová adresa a druhým offset 
(index). Výsledná adresa je dána součtem báze a indexu. Pouţívá se pro instrukce přesunu 
a skoku. 
 Relativní (anglicky relative) – Operandem je adresa určitého návěští. Adresa je určovaná 
relativně, s ohledem na její umístění. Tento reţim adresování se vyuţívá především 
pro instrukce skoku či pro přenos celých datových bloků do jiných programových 
segmentů. 
 
Během vývoje počítačových architektur bylo vytvořeno několik různých druhů instrukčních 
sad, z nichţ kaţdá byla vytvořena pro určitý cíl. Pro zvýšení výkonu a rozšíření kompatibility 
se v posledních letech tyto druhy instrukčních sad kombinují. O tomto obsáhlém tématu pojednává 
publikace [MH99].  
 CISC (Complex Instruction Set Computer) – Tyto instrukční sady jsou známé rozsáhlým 
rejstříkem obsaţených instrukcí. Jedná se o původní koncept pro návrh instrukčních sad. 
Svůj název toto pojetí získalo aţ po vytvoření instrukčních sad typu RISC (bude 
vysvětleno později). Instrukcí je zde mnoho a kaţdá z nich má různou délku. Je to výhodné 
z programátorského hlediska, jelikoţ programátor má širokou nabídku instrukcí. Díky 
různorodosti se CISC také někdy nazývá jako ortogonální instrukční sada. Představiteli 
CISC jsou například procesory řady x86 firmy Intel. Nevýhodou je niţší rychlost 
vykonávání instrukcí z těchto sad a poměrně vysoká sloţitost tvorby překladačů, která je 
zapříčiněna vysokým počtem instrukcí. Výhodou je nízká cena těchto architektur. 
 RISC (Reduced Instruction Set Computer) – Tento návrh vznikl počátkem 70. let minulého 
století ve snaze o optimalizaci architektury CISC. Pomocí statistických testů bylo zjištěno, 
ţe 80% výpočtů provádí pouze 20% ze všech instrukcí (některé zdroje uvádějí 90% 
a 10%). Tyto vytěţované instrukce je dobré zoptimalizovat na co nejvyšší úroveň. Dalšími 
úpravami u tohoto konceptu jsou např. zjednodušení instrukcí, sníţení jejich počtu, 
jednotný čas na provedení kaţdé instrukce, délka instrukcí je konstantní a začíná 
se pouţívat zřetězení (anglicky pipelining). Příkladem této techniky je procesor PowerPC 
firmy IBM. Instrukční sady RISC jsou velmi rychlé, avšak poměrně finančně nákladné. 
 VLIW (Very Long Instruction Word) – Jedná se o instrukční sady určené pro paralelní 
výpočty. Jejich vývoj započal v roce 1980. Masivně se pouţívá techniky zřetězení 
(pipelining). Prvky této superskalární architektury můţeme spatřit například v procesoru 




 MISC (Minimal Instruction Set Computer) – Architektura s minimálním počtem instrukcí. 
Místo registrů tyto procesory pouţívají zásobníky. To celou architekturu značně 
zjednodušuje a urychluje. Nevýhodou je malý seznam instrukcí. Tyto procesory jsou 
pouţívány ve spojení s virtuálním strojem při kompilaci programů v jazyce Java. MISC 




2 Reverzní inženýrství 
Reverzní inženýrství2 je proces, jehoţ cílem je pochopení zkoumaného objektu, jeho vlastností, 
vnitřních vztahů, architektury a designu. Výsledkem tohoto procesu jsou informace, pomocí kterých 
můţeme objekt znovu zkonstruovat. Můţe se jednat například o plán stavby, zdrojový kód programu 
nebo třeba nákres stroje. 
Tato kapitola obsahuje poznatky získané předchozím výzkumem popsaným v [Kro07]. 
2.1 Reverzní inženýrství mimo informační 
technologie 
Přestoţe pojem reverzní inţenýrství je většinou chápán jako čistě softwarová záleţitost, můţeme 
nalézt mnoho oborů lidské činnosti, kde se pouţívají velmi podobné principy. Uvedeny budou 
alespoň některé z nich. 
2.1.1 Genetika 
Genetika je biologická věda, zabývající se geny a dědičností. Tento vědní obor je poměrně mladý, 
vznikl aţ během 19. století. Nejdříve byla genetika definována jako Věda o křížení a šlechtění rostlin 
(více viz [OD02]), později se definice rozšířila na zkoumání dědičnosti všech organismů.  
Základní jednotkou dědičnosti je gen, přičemţ genem se nazývá úsek DNA 
(deoxyribonukleová kyselina), který má schopnost vytvořit svojí identickou kopii, či přenést svoji 
informaci do další generace buňky. Dříve se uznávala teorie, ţe gen je úsek DNA, který kóduje 
protein (bílkovinu). Od tohoto názoru se však jiţ upouští. Zkoumání proteinů se tak stalo vlastní 
vědní disciplínou. Sekvence DNA si můţeme představit jako úseky instrukcí programovacího jazyka. 
Podle kombinací těchto instrukcí dostává buňka různé vlastnosti a schopnosti. 
Jako u ostatních vědních oborů i v genetice časem došlo k větvení do různých pod-oborů. 
Těmi nejznámějšími jsou: imunogenetika, populační genetika, klinická genetika a genetické 
inţenýrství. Z hlediska reverzního inţenýrství je pro nás nejzajímavější poslední z nich – genetické 
inţenýrství. Zkoumání dědičnosti se zde neděje klasickou metodou vertikálního přenosu DNA shora-
dolů, z generace na generaci, ale metodou horizontálního přenosu, v rámci jedné generace. Vědci 
jsou díky novým technologiím schopni přenášené úseky DNA modifikovat či vytvářet identické 
kopie. Příkladem můţe být třeba geneticky upravené obilí, které má díky modifikaci DNA lepší 
odolnost vůči škůdcům, nebo větší odolnost proti teplotním výkyvům. Další informace o genetickém 
inţenýrství jsou k nalezení na [WWW1]. 
Jedná se tedy o analýzu vlastností (genů) organismu, jejich pochopení (zjištění kombinací 
DNA) a transformaci sekvencí DNA do nové buňky. 
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 Slovní spojení reverzní inženýrství pochází z anglického reverse engineering, česky se překládá také jako 





Vojenství je oborem, který velmi často reverzní inţenýrství zneuţívá. Národy se pomocí něho snaţí 
dohnat technologickou vyspělost svého nepřítele. Zařízení, informace a zbraně jsou nejdříve 
získávány pomocí špionáţe nebo vojáky na bitevním poli. Následně pak v laboratořích vědci získané 
předměty zkoumají a pokoušejí se je sami znovu vytvořit. 
Tato technika byla pouţívána nejvíce za druhé světové války, později během studené války, 
ale děje se tak i dnes. Příkladem můţe být okopírování německého kanistru na benzín Brity 
(tzv. Jerrycan) během druhé světové války nebo vytvoření ruského bombardéru Tupolev Tu-4 podle 
amerického vzoru B-29 během studené války. [Obrázek 2.1] zachycuje porovnání těchto dvou 
letounů – B-29 (vlevo) a Tupolev Tu-4 (vpravo). 
 
 
Obrázek 2.1 – Příklad zneuţití reverzního inţenýrství ve válce 
 
Jako ochrana proti těmto praktikám se pouţívá implementace fatálních chyb do návrhů nových 
technologií. Do výrobních plánů se tak zakreslují chybné části, které při sestrojení výrobku někým 
nepovolaným způsobí minimálně nefunkčnost. Není bez zajímavosti, ţe podobné praktiky 
se v současnosti vyuţívají i jako logické bomby3 v softwaru, například v komerčních aplikacích 
jako součásti ochran proti kopírování apod. 
2.1.3 Architektura 
Další oblastí uplatnění jsou CAD (Computer-aided design), CAM (Computer-aided manufacturing) 
a CAE (Computer-aided engineering) systémy, které lze najít například v architektuře. Jedná 
se o převod vlastností fyzického objektu do trojrozměrného modelu reprezentovaného v počítači. 
Měřením fyzikálních vlastností objektů, jako jsou rozměry, hustota nebo váha, získáme data, která 
postačují k rekonstrukci do 3D modelu. Tento model je pak moţné různě modifikovat a pomocí 
speciálních 3D tiskáren opět transformovat do fyzické podoby. 
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 Logická bomba je označení pro část kódu, která je vloţena do jinak funkčního programu. Tento kód se 




Pro měření objektů se pouţívá například 3D skenování, tomografie nebo laserový skener. 
Naměřené hodnoty se pak musí přenést do počítače a zde vhodnou formou zobrazit. 
Nejpouţívanějšími metodami zobrazení jsou polygony, NURBS křivky či CAD modely. 
Následujícím stupněm jsou trojrozměrné tiskárny, které dokáţou počítačový model přetvořit 
na model hmatatelný. To se děje postupným nanášením velmi tenkých vrstev plastu. Vyuţití 
nalezneme například v lékařství při vytváření protéz či implantátů nebo při designování vzhledu 
nových zařízení. 
2.1.4 Další využití 
Mezi další obory patří takové, kde je nutné testovat vlastnosti finálního výrobku. Své uplatnění 
nalézá reverzní inţenýrství i v okamţiku kdy potřebujeme zjistit postup výroby díla, které jsme kdysi 
vytvořili, ale jiţ jsme ztratili výrobní postup. Totéţ se můţe hodit i ve firmě, která ztratí klíčového 
pracovníka, jenţ nezanechal podklady ke své práci. 
2.2 Reverzní inženýrství v informačních 
technologiích 
Snaha o zkoumání a poznávání neznámých věcí byla člověku vţdy vlastní. Proto není divu, ţe 
se lidská zvídavost rozšířila i v moderních vědních oborech výpočetní techniky. Pojem reverzní 
inţenýrství chápeme v informatice jako celou řadu disciplín, které vedou k úplnému pochopení 
vlastností a vazeb zkoumaného objektu a jejich přetvoření do jiné formy. Tento výklad si můţeme 
představit jako proces inverzní ke klasickému softwarovému inţenýrství. V obou případech 
nacházíme totoţné kroky (návrh, implementace, zdrojový kód, výsledný binární produkt, …), s tím 
rozdílem, ţe jsou chronologicky řazeny opačně. Více ukazuje [Obrázek 2.2]. 
Některé z metod reverzního inţenýrství jsou vysvětleny detailněji v následujícím textu, další 









Kryptografie je nauka o šifrách a utajování textů zpráv. Název pochází z řeckých slov kryptós a gráfo 
neboli tajně psaný. Kryptografie a kryptoanalýza (někdy téţ lámání hesel) jsou společně 
pojmenovány jako kryptologie (zkoumání tajů). První zmínky o kryptografii můţeme nalézt v Egyptě 
4500 let před naším letopočtem. V průběhu let se kryptografie dále vyvíjela a vznikaly nové a nové 
metody šifrování. 
Zpráva, která je pomocí některé kryptografické metody zašifrována, by měla být čitelná jen 
za znalosti principu či klíče potřebného k dešifrování. Jednotlivé metody šifrování můţeme rozdělit 
do několika kategorií: 
 Posuny písmen a aditivní šifry – Posun písmen ve zprávě pouţívala jiţ velmi stará 
a jednoduchá metoda římského Caesara. Kaţdý znak je posunut o zvolený počet pozic 
v abecedě. Na tuto metodu navazuje Vigenérova šifra. Kaţdé písmeno hesla zde udává 
abecední posun následujícího znaku šifrované zprávy. 
 Substituční šifry – Jsou zaloţeny na nahrazení určitých znaků nebo skupin znaků znaky 
jinými. Klíč k dešifrování spočívá ve znalosti substituce – čím jsou které znaky nahrazeny. 
 Transpoziční šifry – Původní zpráva je zapsána do tabulky o určitém počtu sloupců 
a řádků. Klíčem šifrování je záměna sloupců a (nebo) řádků v daném pořadí. 
 Šifrovací stroje – Byly hojně pouţívány začátkem 20. století a jejich vrcholem byl stroj 
Enigma během 2. světové války. Jednalo se o poměrně sloţitý stroj, které transformoval 
vstupní text na výstupní šifrovaný text podle určitého algoritmu. 
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 Symetrické šifry – Moderní pojetí šifrování za pomoci počítačů. Pro šifrování i dešifrování 
je pouţit jediný klíč. Jsou výpočetně nenáročné, ale vzniká problém s utajením klíče. 
Příkladem jsou např. šifry DES, AES a Blowfish. 
 Asymetrické šifry – Často se tyto metody pouţívají pro digitální podpis či utajení 
počítačové komunikace. Šifruje se pomocí dvojice klíčů, tajného a veřejného. Oproti 
symetrickým šifrám jsou výpočetně mnohonásobně pomalejší, ale zato poskytují mnohé 
výhody. Základem šifer jsou matematické metody jako faktorizace velkých čísel, eliptické 
křivky či diskrétní logaritmus. Příkladem jsou šifry ElGamal, RSA či DSS/DSA. 
 Další šifry – K nalezení v publikacích [MOV96] a [HS00]. 
 
Reverzní inţenýrství zde nachází uplatnění především v kryptoanalýze. Kryptoanalytici 
se zabývají převáţně úrovní bezpečnosti jednotlivých šifer. Pomocí různých metod se šifry snaţí 
prolomit (anglicky se kryptografii někdy téţ říká codebreaking) a tím demonstrovat jejich zastaralost. 
Takto znehodnocené šifry by se měly co nejdříve nahradit novými silnějšími šiframi. To je důleţité 
především v bankovnictví a ve vládní sféře. Příkladem této činnosti můţe být nedávné (rok 2006) 
prolomení hashovací funkce MD5 (Message Digest 5) skupinou kryptoanalytiků, v popředí s českým 
vědcem Vlastimilem Klímou [Kli05]. 
2.2.2 Architektury integrovaných obvodů 
I v hardwarovém odvětví výpočetní techniky jsou jasně patrné vlivy reverzního inţenýrství. Výrobci 
různých integrovaných obvodů vyuţívají výhod analýzy a transformace při tvorbě nových zařízení. 
Stává se, ţe jeden výrobce zkoumá vlastnosti cizího produktu a zjištěné výsledky pouţije při tvorbě 
produktu vlastního. Právní stránka této problematiky bude zkoumána později. Pro uţivatele 
a programátory je pozitivní fakt, ţe výrobky jsou navzájem kompatibilní. Jelikoţ jsou postaveny 
na velmi podobné technologii, bude způsob zacházení s nimi obdobný. 
Jako příklad nám můţe poslouţit konkurenční boj mezi výrobci procesorů pro stolní počítače. 
Tento trh začala ovládat firma Intel. Ostatní menší firmy za ní pomalu začaly technologicky 
zaostávat. Proto se při tvorbě svých procesorů uchýlily k pouţití technologií podobných těm, které 
vyvinula společnost Intel. Především se jednalo o formát instrukční sady 32bitového procesoru 
Pentium. Vývoj těchto technologií trval firmě Intel poměrně dlouhou dobu a konkurence si díky 
jejímu pouţití tento cyklus značně zkrátila. Po letech se však situace obrátila a byla to právě firma 
Intel, která vyuţila jiţ existující instrukční sadu konkurenčního 64bitového procesoru Opteron firmy 
AMD (Advanced Micro Devices) k tvorbě vlastního 64bitového procesoru. Více o tomto příkladu je 
k nalezení v [Hal04]. 
2.2.3 Vývoj softwaru 
Reverzní inţenýrství můţe být neuvěřitelně mocný nástroj pro softwarové vývojáře. Mohou pomocí 
něj například zjišťovat jak vyuţívat nedokumentovaný, případně jen částečně dokumentovaný 
software ve spojení s jejich vlastním. Dalším příkladem můţe být zkoumání kvalit kódů třetích stran, 




existuje mezi vývojáři softwaru snaha získat technologie pouţité v cizích produktech. Také 
v samotném ţivotním cyklu vytvořeného softwaru je několik etap, kdy se reverzní inţenýrství 
uplatňuje. 
Při odlaďování a testování programu se pouţívá speciální nástroj zvaný debugger. Programy 
jsou příliš sloţité na to, aby člověk pouze pohledem do zdrojového kódu dokázal nalézt chybu. 
Debugger je program, který umoţňuje programátorovi vidět, co jeho aplikace vykonává. Debugger 
dokáţe zobrazovat stav programu přímo za běhu pomocí hodnot a stavů proměnných, registrů 
procesoru, zásobníku a případně dalších. Děje se tak pomocí dvou základních metod – krokování 
a breakpointu (česky téţ někdy jako zaráţka). Krokování dává programátorovi moţnost pohybovat 
se programem instrukci za instrukcí a vidět aktuální tok programu. Instrukce mohou být buďto 
rovnou příkazy programovacího jazyka, ve kterém je program psán (např.: Pascal, C, …) nebo 
instrukce na nejniţší úrovni interpretačního prostředku (např.: bytecode v jazyce Java nebo assembler 
pro procesory u kompilovaných programů). Breakpoint je funkce, která při splnění určitých 
podmínek zastaví na zvoleném místě běh programu. Podmínkou můţe být například zpracovávání 
označené instrukce či hodnota některé proměnné v určitém místě programu. Debugger můţe být 
přímo implementován v programovacím prostředí (např.: Microsoft Visual Studio 2008) 
nebo existovat jako separátní aplikace (OllyDbg, Compuware DriverStudio, případně starší NuMega 
SoftICE).  
Mezi nejznámější debuggery patří: 
 GDB a DDD – GNU debugger a jeho grafická nadstavba. GDB samotné pracuje pouze 
v příkazové řádce, DDD přidává vstřícnější uţivatelské rozhraní. Otcem projektu je 
Richard Stallman. GDB pracuje s mnoha programovacími jazyky, např. C, C++, Ada, 
Fortran. Podporuje přes dvě desítky architektur procesorů. Jako první debugger 
podporoval vzdálené ladění (remote debugging). Na počátku roku 2007 se začalo pracovat 
na funkci zpětného ladění. Jedná se o moţnost zpětného zobrazení jiţ vykonaných 
instrukcí. 
 Microsoft Visual Studio Debugger – Tento debugger je součástí kaţdé verze vývojového 
prostředí Visual Studio .NET. Funkčně vychází z aplikace CodeView, coţ byl textový 
debugger v prostředí Microsoft Visual C++. Je stabilní, rychlý a jednoduchý na pouţití. 
Záporem je neschopnost ladit jaderné funkce operačního systému. 
 Turbo Debugger – Vyvinut firmou Borland pro ladění aplikací v prostředí MS-DOS. První 
verze tohoto produktu je z roku 1989, kdy byl součástí programového balíčku společně 
s programem Turbo Assembler. Později se pouţíval ve vývojových prostředích Borland 
Turbo C a Borland C++. V současnosti se tento debugger jiţ nevyuţívá. 
 WinDbg – Debugger od firmy Microsoft. Je určen pouze pro Microsoft Windows. Jedná se 
o víceúčelový nástroj, který je schopen mimo jiné i ladit ovladače či jaderné sluţby 
operačního systému. Vyuţívá se také při zkoumání pádů operačního systému (tzv. Blue 
Screen of Death). 
 SoftICE – Jde o velice mocný debugger, který pracuje na nejniţší vrstvě operačního 
systému. V roce 1987 vytvořila společnost Numera první verzi tohoto debuggeru, vyvíjen 
byl bezmála 20 let aţ do roku 2006, kdy byl jeho další vývoj pozastaven. Jako jeho 




pod operačním systémem Microsoft Windows (dříve také pod Microsoft MS-DOS). Tento 
debugger je určen především pro ladění ovladačů hardwarových zařízení, ale díky svým 
vlastnostem je pouţíván i pro ladění ostatních programů či pro tzv. software cracking. 
 OllyDbg – Velice zdařilý freeware debugger pro operační systém Microsoft Windows, 
jehoţ autorem je Oleh Yuschuk. Mnohdy se pouţívá jako alternativa k debuggeru SoftICE. 
Díky obrovské uţivatelské základně pro tento program existuje nepřeberné mnoţství 
rozšíření a vylepšení. V průběhu roku 2009 má být dokončena druhá verze tohoto 
programu, která má přinést mnoho revolučních metod do tohoto oboru reverzního 
inţenýrství. 
 Valgrind – Valgrind je zaměřen především na odhalování chyb spojených se špatnou prací 
s pamětí. Je stvořen pro operační systém Linux na architektuře Intel x86. Prostřednictvím 
dynamické analýzy debugger zjišťuje neţádoucí jevy typu špatná alokace či uvolnění 
paměti, práce s nedefinovanou hodnotou proměnné či paměťové úniky. Nezřídka 
se pouţívá i pro optimalizaci finálních verzí programů. 
 
Při auditu vytvořeného programu se zjišťuje mimo jiné i úroveň bezpečnosti. Pomocí řady 
monitorovacích aplikací se zkoumá jeho komunikace s okolním světem. Programy, které nedávají 
příliš najevo své vnitřní stavy a chyby, jsou hůře prolomitelné. Pomocí programů typu Ethereal 
či Wireshark se dá pozorovat i způsob síťové komunikace a simulovat případné útoky při absenci 
šifrování přenosu. 
2.2.4 Disassembler 
Toto téma bude ještě blíţe popsáno v souvislosti s pouţitím v rámci tvorby dekompilátoru. V této 
části budou vysvětleny základní vlastnosti a charakteristiky disassembleru nutné k pochopení dalšího 
textu. 
Disassembler je počítačový program, který překládá strojový kód do jazyka symbolických 
instrukcí. Tento nástroj je pouţívaný pro tzv. zpětný překlad a pracuje opačným způsobem 
neţ assembler. Výstupem bývá většinou lidsky čitelný kód, někdy téţ nazývaný mrtvý kód [Obrázek 
2.3]. Vyplývá to z jeho povahy, jelikoţ se po vytvoření jiţ nijak nemění. Disassembler je také 





Při překladu do strojového kódu překladače téměř vţdy odstraňují názvy proměnných, 
uţivatelské komentáře a jména návěští. Je to dáno snahou optimalizovat výsledný kód a také faktem, 
ţe procesor nepotřebuje znát tyto údaje pro vykonávání programu. Disassemblerem vytvořený kód je 
tak častokrát velice strohý a lidsky těţko čitelný. Některé disassemblery však tento nedostatek 
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Proces převodu ze strojového kódu do jazyka symbolických instrukcí je silně závislý 
na architektuře procesoru a na typu instrukční sady. Ty se od sebe dosti liší a je značně obtíţné 
vytvořit disassembler, který by umoţňoval práci s instrukčními sadami více procesorů. Samotný 
převod není triviální a při jeho provádění nastává řada problémů. Nejpalčivějším problémem je 
oddělení kódu od dat. Zejména ve von Neumannovských architekturách dochází k prolnutí datových 
a řídících částí programů, především kvůli nepřímým skokům, a jejich separace disassemblerem je 
ekvivalentní problému zastavení Turingova stroje (Halting Problem) [HM80]. Proto veškeré metody 
a algoritmy pouţité při tomto procesu mají za výsledek pouze přibliţnou podobu originálního 
programu. Naší snahou je maximalizovat jejich úspěšnost. 
Komerčních i volně šiřitelných disassemblerů je celá řada. Ty nejznámější zde budou uvedeny. 
Mnoho dalších lze nalézt na [WWW2]. 
 IDA Pro – Patrně nejpouţívanější disassembler, jehoţ autorem je Ilfak Guilfanov. 
Obsahuje celou řadu instrukčních sad a funkcí (automatické komentování, vestavěný 
debugger, rozšiřitelnost pomocí zásuvných modulů, atd.). Velkým kladem je 
multi-platformnost, tedy dostupnost programu na většině operačních systémů. Projekt je 
komerční. 
 BDASM – Poměrně nová alternativa k projektu IDA Pro, kterou vytvořil Manuel Jiménez. 
Stejně jako IDA Pro je i BDASM komerčně prodávaný produkt. Jednou z jeho výhod je 
schopnost pracovat s instrukčními sadami některých herních konzolí. 
 BORG – Freeware disassembler vytvořený Paulem Youngem. Disassembler je 
jednoduchý, ale velice rychlý a efektivní. Je zaměřen pouze na 32bitovou architekturu 
Intel x86. 
 Lida (Linux Interactive DisAssembler) – Projekt určený pro operační systém Linux. Mimo 
obvyklé vlastnosti vyniká v kryptoanalýze některých chráněných souborů (typu ELF). 
Volně šiřitelný včetně zdrojových kódů. 
 XDASM – Komerční disassembler schopný pracovat s instrukčními sadami mnoha 
8 či 16bitových procesorů. Obsahuje rovněţ rozhraní pro přidávání nových sad instrukcí. 
 Bastard – Volně šiřitelný, rychlý a výkonný. Je určený pro platformy Windows, Linux 
a FreeBSD. Zatím pracuje pouze s architekturou Intel x86, v budoucích verzích by měl ale 
být rozšířen o další architektury. 
 obj2asm – Program napsaný Robinem Hilliardem a šířený pod licencí GNU. Pracuje 
s formátem OBJ, který je někdy pouţíván pro šíření knihoven.  
 WDASM – Legenda v reverzním inţenýrství pro platformu Windows. Zavedla některé 
funkce, které se pouţívají aţ dodnes. První verze tohoto programu byla jiţ pro operační 
systém Windows 3.11. Jejím autorem je Eric Grass. Projekt byl komerční, ale posledních 
několik let se jiţ nevyvíjí. 
 GDA (Generic DisAssembler) – Tento obecný disassembler je vytvořený autorem této 
práce jako součást jeho bakalářského projektu. Program je moţné obohacovat o nové 
instrukční sady ve formě zásuvných modulů a tím uţivatelům poskytovat prostředek 
pro ladění a ověřování jejich nových procesorů. Další výhodou je multi-platformnost 




 Lissom disassembler – Nástroj vyvinutý jako součást aplikačního balíku v projektu 
Lissom. Je zaloţen na zcela odlišném přístupu, kdy je úzce svázán s assemblerem. Díky 
tomu je disassembler schopen provádět inverzní transformace vůči assembleru. Tento 
princip je pouţit v navrhovaném dekompilátoru a bude ještě později blíţe popsán. 
2.2.5 Dekompilace 
Dekompilace je programová transformace, která má za cíl ze vstupního programu vytvořit kód 
ve vyšším programovacím jazyku. Podle vstupu rozlišujeme čtyři způsoby dekompilace: 
 Dekompilace ze strojového kódu – Jde o nejčastější případ, kdy vstupem je binární 
spustitelná reprezentace programu. 
 Dekompilace z jazyka symbolických instrukcí – Postup pouţívaný v případě, ţe pro danou 
instrukční sadu existuje disassembler. Ten provede první zpětný překlad, na něj poté 
naváţe dekompilátor. 
 Dekompilace z virtuálního kódu (bytecode4) – Virtuální kód je pro dekompilaci výhodný 
díky velkému mnoţství informací, které jsou v něm uchovány. Jedná se například o jména 
proměnných, definice datových typů atd. 
 Dekompilace z objektového kódu – Objektovým kódem je myšlen přeloţený, ale dosud 
„neslinkovaný“ kód. Ten totiţ obsahuje mnohé uţitečné informace, jako jsou relokační 
údaje a symbolická jména. Tento způsob dekompilace je spíše výjimečný, protoţe 
dostupnost objektového kódu je spíše raritní. 
 









Neformálně se dá tato činnost přirovnat k získání stromu ze štosu papírů. Strom zde figuruje 
jako program sémanticky zapsaný pomocí vyššího programovacího jazyka. Drť, z níţ se vyrábí papír, 
vykonává funkci prostředníka mezi stromem a papírem a reprezentuje assembler. Papír je finálním 
produktem a symbolizuje strojový kód. Postup výroby papíru ze stromů je všeobecně známý 
a praktikuje se jiţ tisíciletí. Postup obrácený, tedy získání zdroje z produktu, však znám není a my 
nejsme schopni náš hypotetický strom zrekonstruovat. Stejně tak se často děje na poli výpočetní 
                                                   
4
 Bytecode je prostředek pro popis různých forem instrukčních sad vytvořených pro softwarovou interpretaci. 





(vyšší programovací jazyk) 
strojový kód (.exe) 
Dekompilátor 
bytecode (.bc, .java) 
objektový kód (.obj) 




techniky ve snaze získat zpět zdrojové soubory z vytvořených programů. Výjimky však existují, 
a kdyţ se proces dekompilace podaří, pak je velikým přínosem. 
2.2.5.1 Využití dekompilace 
Na tomto místě je dobré vysvětlit, proč se dekompilace vlastně vyuţívá a proč je velmi ţádaným 
nástrojem. V praxi se můţeme setkat se dvěma hlavními vyuţitími: získávání kódu a získávání 
znalostí [Obrázek 2.5]. První zmíněné vyuţití se hodí například pro obnovení nedostupného 
zdrojového souboru z jeho binární spustitelné reprezentace. Dále pak pro překlad programu do jazyka 
jiného neţ v jakém byl původně vytvořen, případně pro migraci softwaru na jinou platformu. 
U druhého typu vyuţití se pak jedná o snahu porozumět zkompilovanému programu z hlediska jeho 
funkčnosti. Tímto přístupem můţeme například zjistit, zda neobsahuje program zranitelná místa 
pro útok, zda neobsahuje chyby, nebo zda tento program není sám nějakým způsobem škodlivý (vir, 
červ, trojský kůň, …). Mimo to můţeme pomocí dekompilátoru i verifikovat správnost implementace 






Mohlo by se zdát, ţe pokud jsme schopni sestrojit disassembler pro určitou instrukční sadu 
a architekturu procesoru, tak jiţ dekompilátor není potřeba. Opak je pravdou. Dekompilátor nám 
dává kód ve vyšším programovacím jazyce. Nejčastěji v jazyce, ve kterém byl program původně 
napsán, tedy tak, jak to zamýšlel jeho autor. Při pouţití disassembleru dostáváme pouze kód 
na úrovni jazyka symbolických instrukcí, který kaţdou instrukci vyššího jazyka prezentuje jako 



























programátoři s tím mají velké problémy. Dalším argumentem proti disassembleru je nutnost naučit 
se soubor symbolických instrukcí a jejich význam. Tento problém se dále umocňuje s přenositelností 
programu na více architektur, kdy kaţdá z nich má vlastní instrukční sadu a programátor by se je 
musel naučit všechny. 
2.2.5.2 Proces dekompilace 
Proces dekompilace je sloţen z několika stěţejních fází: 
 Analýza formátu binárního souboru – Především se jedná o zjištění identifikační hlavičky 
souboru či jen jeho názvu. 
 Převod ze strojového kódu do jazyka symbolických instrukcí – Proces popsaný výše. 
 Sémantická analýza symbolických instrukcí – Pomocí pokročilých metod se zjišťují 
závislosti a vztahy mezi jednotlivými symbolickými instrukcemi. 
 Transformace do instrukcí vyššího jazyka – Symbolické instrukce se shlukují do instrukcí 
vyššího jazyka. Při transformaci se vyuţívají diagramy toku dat. 
 Kontrola celistvosti kódu – Závěrečná fáze transformace, která slouţí převáţně jako 
kontrola vygenerovaného kódu. 
 
Jak je z jednotlivých fází patrno, disassembler je jednou ze stěţejních částí dekompilátoru. 
Pokud uváţíme problémy spojené s tvorbou disassembleru, pak je tvorba stejně kvalitního 
dekompilátoru přibliţně kvadraticky sloţitější. To je hlavní důvod proč je dekompilátorů tak málo. 
Pokud jsou jiţ vytvořeny, tak pouze pro nejrozšířenější architektury a programovací jazyky. Tuto 
situaci trochu zmírňují nové postupy kompilací, které vytvářejí tzv. virtuální strojový kód.  
2.2.5.3 Historie dekompilátorů 
Zatímco první překladače byly vyvíjeny jiţ začátkem padesátých let minulého století, dekompilátory 
přišly na řadu aţ o dekádu později. S tím jak vznikaly nové a nové programovací jazyky, vznikaly 
i nové překladače a dekompilátory. Dekompilátory se většinou vyvíjely zcela od začátku, protoţe 
nebyly navrhovány z hlediska znuvupouţitelnosti. To mimochodem ukazuje, jak je neefektivní 
vytvářet dekompilátory pro jedno konkrétní zaměření (jeden konkrétní jazyk). 
Stručný přehled těch nejzajímavějších dekompilátorů je uveden níţe. Mnoho dalších informací 
z historie dekompilace lze nalézt v [Cif94] a [VE07]. 
 D-Neliac decompiler – Historicky první dekompilátor, který vznikl v roce 1960. Slouţil 
pro zpětný překlad programů napsaných v jazyce Donelly-Neliac, coţ byla modifikace 
jazyka Algol. Mimo to však autor ukázal i další moţné vyuţití jako je konverze programů 
přeloţených jiným neţ D-Neliac překladačem právě do tohoto jazyka a dále schopnost 
programu detekovat programátorské chyby. 
 The Inverse Compiler – Byl vyvíjen mezi roky 1972 aţ 1976 ve firmě UNIVAC 
pro umoţnění migrace programů napsaných v jazyce COBOL na novější počítače této 
firmy. Jako základní kostra programu byl pouţit dekompilátor D-Neliac. 
 Dekompilátor D. A. Workmana – Jde o jeden z prvních dekompilátorů (1978) mající 




projekt měl za účel převést programy napsané v jazyce symbolických instrukcí pro bojové 
letouny do vyššího programovacího jazyku, jehoţ návrh byl součástí projektu. 
 Decomp – Dekompilátor pro VAX BSD 4.2 vytvořený v roce 1985 Jimem Reuterem. Byl 
schopný dekompilovat objektové soubory (.o nebo .obj) zpět do jazyka podobného jazyku 
C. Tento výstup však nebyl s jazykem C kompatibilní a musel být dále ručně upravován. 
 FermaT – FormaT je formální způsob převodu programů v jazyce symbolických instrukcí 
do jazyků C a COBOL. Byl navrţen v roce 1989 Martinem Wardem v rámci jeho 
disertační práce. Původní návrh, jenţ pracoval pouze s instrukční sadou IBM-370 , byl 
poté rozšířen o další sady jako Intel 80186. Projekt je stále aktivní a přešel do komerční 
sféry pod jménem Software Migrations Limited. Zde slouţí pro migraci mezi 
programovacími jazyky. Další informace jsou k nalezení v [WWW3]. 
 exe2c – Jeden z prvních dekompilátorů zaměřujících se na personální počítače, konkrétně 
Intel 80286, a operační systém DOS začal vznikat v roce 1990 pod jménem exe2c. 
Ač nakonec nebyl zcela dokončen, ukázal moţnou cestu pro dekompilaci spustitelných 
souborů (.exe) do jazyka C. Binární soubor byl nejdříve disassemblován, poté převeden 
do vnitřní reprezentace a nakonec převeden do jazyka C. Rovněţ zde byla nastíněna 
potřeba dále se zabývat analýzou datových částí kódu, kvůli snaze obnovit datové 
struktury.  
 Decompiler compiler – Jedná se o nástroj, který má za vstup specifikaci kompilátoru 
a který vytváří dekompilátor, tedy jde o automatizovaný systém generování 
dekompilátorů, podobný principu jakým yacc5 generuje překladače. Tato revoluční 
myšlenka byla v praxi nerealizovatelná. Systém nebyl schopen pracovat s překladači jiţ 
existujícími, protoţe jejich tvůrci většinou nezveřejňovali popis implementace. A nebylo 
tedy moţné popsat jejich specifikaci. Navíc i při vytvoření nového překladače, pro který 
by byl systém schopen dekompilátor vytvořit, docházelo k velké limitaci tohoto překladače 
v důsledku omezených moţností systému dekompilátor-kompilátor. 
 8086 C Decompiling system – Další pokus o dekompilaci binárních programů 
pro architekturu Intel 8086 v operačním systému DOS byl navrţen přibliţně tři roky 
po dekompilátoru exe2c. Oproti němu se zaměřil na jeden konkrétní překladač jazyka C, 
jímţ byl Microsoft C verze 5.0. Struktura programu byla přibliţně stejná. U tohoto 
dekompilátoru byla poprvé implementována analýza datových struktur (jako jsou pole 
a záznamy) a jejich rekonstrukce. 
 DCC – Dekompilátor jazyka C určený pro operační systém MS-DOS a architekturu Intel 
80286. Vytvořen Cristinou Cifuentes, jako její disertační práce na Queensland University 
of Technology v Austrálii během let 1991–1994 [Cif94]. Vydáno pod licencí GPL. Více 
neţ jako program k běţnému vyuţití, slouţila tato práce k detailnímu popisu jednotlivých 
fází tvorby dekompilátoru, k popisu problémů a nástrojů, které jdou při tvorbě s výhodou 
vyuţít. Návrh je, bohuţel, koncipován pouze pro pouţití s jednou konkrétní architekturou 
a její instrukční sadou. Rovněţ analýza datových struktur v této publikaci zcela chybí. 
Ţe ale prezentovaný způsob tvorby dekompilátoru je správný, dokazuje několik 
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dekompilátorů zaloţených právě na DCC, které vznikaly po dobu následujících deseti let. 
Například se jednalo o Reverse Engineering Compiler z roku 1998, který původní návrh 
rozšířil v několika směrech, jako je podpora nových architektur (Intel 386, Motorola 68K), 
schopnost pracovat s novými binárními formáty (Linux ELF) a později i o grafické 
uţivatelské rozhraní (2005). Jako příklad dalšího rozšíření je moţno zmínit rok 2002, kdy 
André Janz obohatil návrh o schopnost dekompilovat 32bitové programy v operačním 
systému Windows a pomocí něho zkoumal malware. Teoretické i implementační poznatky 
z této práce doktorky Cristiny Cifuentes budou ještě dále zmíněny, jelikoţ tvorba 
obecného dekompilátoru je na nich zčásti zaloţena. 
 The University of Queensland Binary Translator (UQBT) – Pokračování práce Cristiny 
Cifuentes v letech 1997-2001. Spolu s výzkumným týmem a podporou firmy SUN 
se znovu snaţila vytvořit zpětný překladač do jazyka C. Důraz byl kladen především 
na optimalizaci výsledného kódu. Projekt však nebyl dokončen. 
 Boomerang – Velmi ambiciózní projekt, určený pro architektury Intel x86, Sparc-Solaris 
a PowerPC. Má za cíl dekompilaci binárních souborů, vytvořených jakýmkoliv 
procedurálním jazykem. Projekt započal v roce 2000 a měl velice dobré výsledky 
především s jazykem C. Byl vyvíjen s důrazem na vysokou modularitu a rozšiřitelnost. 
V roce 2006 se však na projektu přestalo dále pracovat. Je volně šiřitelný včetně 
zdrojových souborů a to pod licencí BSD. 
 Desquirr – Výsledek magisterské práce Davida Erikssona. Desquirr má spíše 
demonstrační charakter a je realizován jako zásuvný modul do disassembleru IDA Pro. 
Ukazuje vzájemnou provázanost mezi disassemblery a dekompilátory. 
 JDEC – Jeden z dekompilátorů pro jazyk Java. Java pouţívá vnitřní virtuální kód. To 
se ukázalo být velmi výhodné z hlediska dekompilace. Překladače Javy jsou velmi „šetrné“ 
na původní zdrojový kód a dekompilátory tak nemají problém ani obnovit původní názvy 
proměnných. 
 Lutz Roeder's .NET Reflector – Jak je jiţ z názvu patrné, jedná se o dekompilátor 
pro prostředí Microsoft .NET. I zde je pouţit bytecode. Umoţňuje snadné obnovení 
a dokonce modifikace původního kódu. 
 P32Dasm – Česko-slovenský freeware dekompilátor. Je určen pouze pro programy 
napsané v jazyku Visual Basic a zkompilované jako PCode, coţ je jakási náhrada 
nativního kódu. 
 Hex-Rays decompiler – Komerční dekompilátor z roku 2007 slouţící pro zpětný překlad 
32bitových programů v Microsoft Windows. Jeho autorem je Ilfak Guilfanov, tedy člověk 
stojící za disassemblerem IDA Pro. Jedná se o rozsáhlé rozšíření tohoto disassembleru, 
které umoţňuje disassemblovaný kód převést do jazyka C. Stejně jako u disassembleru 
IDA Pro i zde je moţné pouţít funkci vizualizace toku řízení programu. 
Pro zákazníky/vývojáře je připraven celý SDK balík. 
 Static Single Assignment for Decompilation – Mike Van Emmerik, dlouholetý 
spolupracovník Cristiny Cifuentes, ve své disertační práci z roku 2007 [VE07] navrhl 
způsob jak obejít mnoho palčivých problémů při dekompilaci pomocí vyuţití metody 




proměnným (tzv. L-value assignment), který se hodí především pro optimalizaci vnitřního 
kódu v překladačích. Autor však nastínil i další moţnosti pouţití, například při typové 
analýze či rozlišování datových a kódových úseků programu. Mike Van Emmerik je téţ 
spoluautorem dekompilátoru Boomerang (zmíněný výše) a výsledky své práce v něm 
přímo implementoval. První verze obecného dekompilátoru, vzniklého v rámci této 
diplomové práce, nápady pana Van Emmerika  zatím nevyuţívá. Rozhodně však tyto 
myšlenky budou brány v potaz při jeho dalším vývoji. 
 Jako poslední zde bude zmíněn dekompilátor nesoucí název The PILER Decompilation 
System. Datem svého vzniku (1974) se řadí mezi ty vůbec nejstarší dekompilátory. PILER 
System financovalo Office of Naval Research USA, vedoucí výzkumu byla Penny 
Barbeová. Projekt měl za cíl vytvořil obecný dekompilátor schopný navzájem 
transformovat dvojice vstupních a výstupních jazyků. Jednalo se tedy o skutečně revoluční 
myšlenku v oblasti překladačů. Program měl načítat strojový kód vytvořený pro některou 
instrukční sadu a generovat funkčně ekvivalentní výstup v libovolném programovacím 
jazyku. Implementačně byl překladač sloţen ze tří částí – interpretace, analýzy a konverze 
(v novodobém názvosloví se dá mluvit o front-endu, analyzátoru a back-endu). Kaţdá tato 
část byla samostatným programem, který mohl pracovat na jiném stroji neţ ostatní části, 
tedy jednalo se o návrh distribuovaného systému. 
Podle návrhu měl interpret zvládat načítat binární soubory různých strojových kódů, 
parsovat je a převádět do „3adresného mikrokódu“. Mikrokód je jednou z nejdůleţitějších 
myšlenek tohoto návrhu. Slouţí pro popis sémantiky jednotlivých instrukcí strojového 
kódu. Nachází se na nejniţší úrovni popisu, tedy ještě níţe neţ jazyk symbolických 
instrukcí. Příkladem mikrokódů jsou operace jako přiřazení, vyhodnocení jednoduché 
podmínky, větvení programu či základní aritmetické operace. Tedy kaţdé instrukci 
strojového kódu odpovídala sekvence několika instrukcí mikrokódu. Analyzátor celý 
program popsaný mikrokódem převáděl do své vnitřní  reprezentace nad kterou pak 
prováděl analýzu toku dat a řízení. Konvertor měl nakonec transformovat vnitřní kód 
do zvoleného programovacího jazyka. [Obrázek 2.6] znázorňuje celou struktura tohoto 
systému. 
Šíře vyuţití takovéhoto systému by byla téměř neomezená. Jak je však moţné 
domyslet, tento projekt se nikdy zcela nedokončil. Byl napsán pouze jeden druh interpretu 
(pro počítač GE/Honeywell 600) a jenom dva konvertory (pro jazyky Fortran a COBOL). 
[Bar74] a [VE03] 
Kromě dvou výše zmíněných vědeckých prací se projektu PILER System ţádné další 
dílo nevěnovalo. Stejně tak i autoři jiţ v této myšlence dále nepokračovali a tento velice 
ambiciózní projekt skončil ve fázi návrhu. 
To nám můţe být výstrahou, ţe tvorba obecného zpětného překladače můţe být, 







Obrázek 2.6 – Struktura PILER System (převzato z [VE03]) 
 
2.3 Právní hledisko 
Negativní příklad pouţití reverzního inţenýrství je plagiátorství. To je moţno nalézt v mnoha 
oborech lidské činnosti. Jedná se o snahu napodobit dílo někoho jiného a vydávat ho za svůj vlastní 
výtvor. Jméno pravého autora je zatajeno. Původní dílo je často, zvláště jedná-li se o komerční 
produkt, vydáváno bez postupu k jeho vytvoření (např. počítačový program bez zdrojových kódů, 




některé z technik reverzního inţenýrství k tomu, aby získal znalosti potřebné k modifikaci 
a opětovnému vytvoření díla.  
Dalším příkladem nekorektního chování je prolamování počítačových ochran (tzv. cracking) 
a počítačové pirátství obecně. Nejčastějšími druhy ochran jsou ochrany proti kopírování, ochrana 
sériovým číslem či hardwarový klíč. Cracking tyto ochrany odstraňuje, zneškodňuje či obchází. Tato 
aktivita je ve většině zemí také nelegální. 
Plagiátorství a prolamování ochran se snaţí zabránit autorský zákon a patentování. Autorský 
zákon má ve své legislativě ustanoveno mnoho států, přičemţ některé státy ho definují přísněji 
neţ jiné (kupř. USA oproti Švédsku). Vţdy se ale jedná o ochranu autorova díla před jeho odcizením 
a modifikováním. V české verzi tohoto zákona (zákon č. 121/2000 Sb.) je dílo definováno jako 
vnímatelné dílo, které je výsledkem jedinečné tvůrčí činnosti autora a také některé výjimky 
(počítačové programy nebo třeba fotografie). V zákoně jsou dále uvedeny případy, kdy se jedná 
o porušení autorských práv a kdy nikoliv. 
Patent je prostředek pro zákonnou ochranu vynálezů. Vlastníkovi patentu zaručuje výhradní 
právo k průmyslovému vyuţití vynálezu. Patenty udělují patentové úřady, které se nacházejí v mnoha 
státech. Oproti autorskému dílu se patentem nestávají autorské počiny automaticky, ale jen 
po schválení patentovou komisí. Ta za patent prohlásí pouze inovátorské vynálezy vyuţitelné 
v průmyslu. Pro zajímavost, patentem se nemohou stát počítačové programy, ale technologie 
v programech pouţité ano. Po úspěšném zaregistrování se patent na určitou dobu, maximálně 20 let, 
stává chráněným. 
Souhrnně lze tedy říci, ţe reverzní inţenýrství není nelegální. Nelegálním se stává pouze v tom 
případě, ţe je zneuţito v něčí prospěch při modifikaci a zkoumání cizího programu či myšlenky, 
a to především při obcházení ochran proti kopírování nebo schémat ochrany autorských práv. Tímto 
konáním se často porušuje licence pouţití tohoto programu. 
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3 Tvorba obecného dekompilátoru 
Jak jiţ bylo řečeno v úvodu, obecný dekompilátor je nástroj, který v současné době neexistuje. 
Jednou z příčin tohoto faktu je vysoká náročnost jeho vytvoření, druhou je absence prostředku, který 
by umoţnil vhodnou abstrakci popisu sémantiky instrukčních sad. Struktura obecného dekompilátoru 
se velmi odlišuje od struktury klasických dekompilátorů. Ty jsou totiţ tvořené pro jedinou instrukční 
sadu. V rámci instrukční sady kompilátory znají sémantiku jednotlivých instrukcí, počet operandů 
a závislosti mezi prvky architektury procesoru. Například mějme dekompilátor pracující s instrukční 
sadou Intel i80286. Ten bude vědět, ţe strojový kód začínající hodnotou 38h reprezentuje instrukci 
CMP, jenţ funguje jako porovnání hodnot dvou registrů. Kromě toho ale také ví, jak ovlivní výsledek 
operace ostatní prostředky procesoru (zde například změna registru příznaků). 
Obecný dekompilátor musí být schopen pracovat s jakoukoliv instrukční sadou. Tedy 
i s takovou, která bude s jeho pomocí teprve vyvíjena. To znamená, ţe dekompilátor nemůţe být 
vytvořen tak, aby znalost sémantiky jednotlivých instrukcí této sady byla přímo v něm obsaţena. Měl 
by být zkonstruován tak, aby měl prostředek, který mu za běhu umoţní zjistit, jak která instrukce 
funguje. Oním prostředkem je jazyk pro popis sémantiky instrukcí. Jedná se o popis podobný 
mikrokódu v projektu PILER System, viz [Obrázek 2.6]. Kaţdá instrukce v instrukční sadě tak bude 
popsána pomocí sekvence atomických instrukcí popisného jazyka, které popíší instrukci jako celek, 
tj. její chování, počet a typy operandů a změny vyvolané v prostředí procesoru. Díky tomuto jazyku 
pro popis sémantiky instrukcí budeme schopni vytvořit modulární obecný dekompilátor, který 
dokáţe pracovat s jakoukoliv instrukční sadou. 
Výstupem obecného dekompilátoru by měl být program v některém vyšším programovacím 
jazyku. S ohledem na univerzálnost tohoto nástroje by neměl být limitován jedním určitým 





Pro ilustraci rozdílu mezi klasickým a obecným dekompilátorem si můţeme představit 
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Obsahuje tak všechny instrukce starších verzí, navíc ale i nové instrukce s novými strojovými kódy. 
Pokud budou změny v nové generaci procesoru pouze minimální, pak by bylo moţné klasický 
dekompilátor modifikovat a dále ho pouţívat, například přidáním nového operačního kódu 
a souvisejících akcí. S tím jak by se změny zvětšovaly, případně by se měnila struktura celého 
procesoru, by se stával dekompilátor stále méně pouţitelný, aţ by nebylo dále moţné ho vyuţívat, 
např. přechod z 32 na 64bitovou architekturu. Klasický dekompilátor by v tomto případě byl 
bezradný – nezná informace o nových instrukcích, takţe není schopen vydedukovat, jak daná 
instrukce pracuje, jaké má operandy, ani jak ovlivní chování procesoru, navíc nezná ani nové registry 
a vůbec celou část architektury. Naopak obecný dekompilátor, který není závislý na jedné konkrétní 
instrukční sadě, je schopný si s tímto problémem poradit. Pomocí atomických instrukcí z jazyka 
pro popis sémantiky, definujeme chování nových instrukcí. Ty pak bude moci obecný dekompilátor 
zpracovat. 
Vyvíjený obecný dekompilátor vzniká jako součást projektu Lissom na Fakultě informačních 
technologií, VUT v Brně [WWW4]. Tento projekt se zabývá vytvořením jazyka pro popis instrukční 
sady a architektury a generováním softwarových nástrojů pro tyto sady. Jazyk pro popis sémantiky 
instrukcí bude tedy součástí jazyka pro popis architektury. Těmto jazykům se budou věnovat 
následující podkapitoly. 
Podle aktuálního stavu projektu Lissom byla vybrána varianta dekompilátoru, který bude 
na vstupu načítat strojové kódy, tj. binární spustitelné soubory vzniklé překladem zdrojových kódů 
programů. Vzhledem k tomu, ţe jiţ existuje obecný disassembler, bylo rozhodnuto jej vyuţít 
pro zefektivnění celé činnosti. Disassembler se tak tedy stává součástí dekompilátoru, který bude 
dále zpracovávat jeho výstup. Disassembler bude modifikován tak, aby ze strojového kódu vytvářel 
nikoliv jazyk symbolických instrukcí, ale sekvenci instrukcí jazyka pro popis sémantiky. Bliţší 
informace o tomto disassembleru budou dále popsány, stejně tak i návrh samotného jazyka pro popis 
sémantiky instrukcí. 
3.1 Jazyky pro popis architektury procesorů 
K tomu, abychom mohli vytvořit jazyk pro popis sémantiky instrukční sady některého procesoru, 
potřebujeme znát i ostatní vlastnosti tohoto procesoru. Těmi jsou například jeho struktura, velikost 
registrů atd. Pro jejich definování se pouţívají jazyky pro popis architektury6. 
Tyto jazyky nejčastěji slouţí při navrhování nových procesorů. Z časového hlediska je 
nepřijatelné, aby návrh nových procesorů probíhal vţdy od začátku. Pro urychlení vývoje se proto 
vyuţívají popisné jazyky. Ty obsahují knihovnu opakovaně pouţitelných stavebních prvků modelu – 
zdrojů. Případně zahrnují i specifikační formální jazyk, který umoţňuje rychlou definici instrukční 
sady. Z tohoto popisu se automaticky generuje assembler, disassembler a simulátor. Jde tedy 
o současný vývoj hardwaru i softwaru (anglicky hardware-software codesign). Díky nim tak 
například část překladače, mající na starost generování výsledného kódu (back-end), můţe pracovat 
s jednotným rozhraním popisu architektury. A to i v případě, kdy samotné architektury se od sebe 
dosti liší. Programátor se tak tedy nemusí učit jazyk symbolických instrukcí kaţdého typu procesoru, 
                                                   
6
 Architecture Description Languages – ADL. 
Tvorba obecného dekompilátoru 
 
 36 
který má v plánu vyuţít, ale můţe se soustředit na tvorbu programu ve vyšším programovacím 
jazyku. Tento program je pak přeloţen překladačem, který si vlastnosti cílových architektur sám 
zpracuje z popisného jazyka. Dalším důvodem pouţití těchto jazyků je schopnost hodnotit (díky 
simulátorům) efektivitu navrhovaných architektur a pomocí prohledávání stavového prostoru, najít 
optimální řešení. 
Jazyků pro popis architektury existuje celá řada. Můţeme je dělit na jazyky popisující 
strukturu procesorů, jazyky popisující behaviorální chování instrukční sady a na jazyky smíšené. 
Nejznámější zástupci těchto kategorií budou představeni níţe. Další informace jsou k nalezení 
v [SS02], [Mas06] a [Mas08].  
Pro úplnost je třeba doplnit, ţe existují i jazyky pro popis pouze hardwaru7. Typickým 
příkladem je jazyk VHDL. Pro popis architektury procesorů jsou však nevhodné, protoţe obsahují 
příliš mnoho zbytečných informací o hardwarových závislostech a naopak v nich scházejí například 
informace týkající se instrukční sady. 
3.1.1 Strukturální jazyky 
Velkým dilema při návrhu těchto jazyků je nalezení rovnováhy mezi mírou abstrakce a schopností 
popsat specifické charakteristiky procesorů. Většinou se volí kompromis ve formě popisu 
meziregistrovým přenosem8. Tato varianta je dostatečně univerzální pro modelování synchronní 
digitální logiky, ale zároveň dokáţe abstrahovat chování na úrovni hradel. Na základě hodinového 
signálu jsou modelovány přesuny dat a jejich transformace v registrech. Všechny události jsou při 
modelování označeny časovým razítkem a jsou tak tedy úplně uspořádané z chronologického 
pohledu. 
Zástupci této třídy jazyků jsou: 
 MIMOLA – Vytvořeno v University of Dortmund v Německu se zaměřením na popis 
mikroarchitektur. Tento popis dokáţe vytvořit sadu nástrojů pro syntetizaci hardwaru, 
simulaci a překlad programů. Vyuţívá RTL. MIMOLA se skládá ze dvou částí – z části 
specifikující zapojení hardwaru a z části určující funkcionalitu. První z nich je seznamem 
fyzického propojení hardwarových komponent, připomínající jazyk VHDL. Pomocí 
klíčových slov jsou označeny součástky důleţité pro generátor kódu a simulátor (např. 
programový čítač a instrukční paměť). Druhá část je definicí chování těchto komponent. 
Popis chování je realizován jazykem odvozeným z Pascalu. 
 UDL/I – Další jazyk zaloţený na RTL. Byl vyvinut na Kyushu University v Japonsku 
pro generování přenositelných překladačů. Pro tento konkrétní účel je UDL/I dobrým 
jazykem, ovšem v ostatních případech je nepouţitelný. RTL způsob popisu je například 
nevhodný pro popis instrukčních sad, kde se hlavní myšlenky ztrácí ve velkém mnoţství 
ostatních informací. Navíc superskalární a VLIW architektury nejsou podporovány.  
                                                   
7
  Hardware Description Languages – HDL. 
8
  Register Transfer Level – RTL. 
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3.1.2 Behaviorální jazyky 
Tyto jazyky se snaţí vyhnout sloţitému extrahování instrukčních sad z popisu architektur pomocí 
behaviorálních informací mikroarchitektur. Sémantika instrukcí je přímo specifikována ve formě 
seznamu meziregistrových přenosů (anglicky register transfer list, zkráceně RT-List) a jejich latencí. 
Detaily hardwarové struktury se ignorují. Často jsou tak tyto jazyky podobné referenčnímu manuálu 
instrukčních sad. Hlavním vyuţitím těchto jazyků je tvorba přenositelných překladačů. 
 nML – nML vzniklo na Technické univerzitě v Berlíně. Je to jednoduchý a elegantní 
formalismus modelování instrukčních sad. Je vyuţit v přenositelných generátorech kódu 
CBC a CHESS a instrukčních simulátorech SIGH/SIM a CHECKER. Při návrhu nML bylo 
zjištěno, ţe behaviorální popisy většiny instrukcí v reálných procesorech jsou do jisté míry 
redundantní, protoţe obsahují stejné vlastnosti. Sloučením těchto společných vlastností 
vznikla jednotná reprezentace zaloţená na hierarchickém schématu popisu instrukčních 
sad. Kaţdá instrukce je sloţena z několika „sub-instrukcí“, ty jsou vzájemně pospojované 
pomocí logických operací AND a OR. Instrukční sada je vyčíslována pomocí atributové 
gramatiky. Nevýhodou jazyka je neschopnost popsat architektury s pipeline jako je VLIW. 
Nejde také pouţívat simulátor zaloţený na cyklech a není moţné ani návrh syntetizovat. 
Později na tento projekt navázaly jazyky ISDL a TDL. 
 ISDL – Jde o modifikaci jazyka nML vytvořenou na Massachusetts Institute 
of Technology (MIT). Hlavním rozdílem je způsob modelování omezujících podmínek. 
U jazyka nML nebylo moţné například popsat stav, kdy jedna operace nesmí následovat 
přímo za jinou operací. Tento problém je u ISDL řešen pomocí explicitní specifikace 
zapsané booleovským výrazem. Není tedy potřeba specifikovat platné kombinace 
seskupení operací, ale je moţné specifikovat kombinace, které platné nejsou. Ostatní 
nedostatky nML však přetrvaly. 
 CSDL – Další varianta jazyka nML z University of Virginia. Rozšířením je zde jazyk 
pro specifikaci volacích konvencí CCL, specifikační jazyk pro kódování a dekódování 
SLED a formalizmus popisu syntaxe instrukcí jazyka symbolických instrukcí. CSDL je 
vhodné pro instrukční sady RISC a CISC, avšak ne pro VLIW. Nedostatky nML nejsou 
odstraněny ani zde. 
3.1.3 Smíšené jazyky 
Sloučením dvou předchozích skupin jazyků získáme jazyky smíšené. Důvodem vzniku je fakt, ţe ani 
jeden z předchozích jazyků nebyl schopen plně vyhovět všem poţadavkům na popis architektury. 
Dobrá specifikace instrukčních sad z behaviorálních jazyků se spojila s abstraktním popisem 
hardwarových prvků ze strukturálních jazyků. I zde je pouţita reprezentace meziregistrových přenosů 
RT-List. Tím získáme prostředky pro generování simulátorů a ostatních nástrojů z jediného popisu 
architektury.  
Příklady jazyků: 
 Maril – Maril byl pouţit pro přenositelný překladač Marion se zaměřením na procesory 
RISC. Je sloţen ze tří částí – deklarací (slouţící pro specifikaci struktury hardwaru jako 
jsou zřetězené linky a sběrnice), funkčního modelu (volací konvence a generování kódu) 
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a popisu instrukcí. Pouţití u procesorů VLIW není moţné, stejně tak chybí i moţnost 
vytvoření simulátoru. 
 HMDES – Specialitou tohoto jazyka je zavedení pre-procesoru podobného tomu z jazyka 
C, jenţ sice nezvyšuje sílu popisu, ale napomáhá kompaktnosti a čitelnosti modelu. 
 TDL – Smíšený jazyk určený k popisu přenositelného optimalizačního systému pro jazyk 
symbolických instrukcí, jenţ nese název PROPAN. V návrhu, bohuţel, chybí podpora 
časového modelu. 
 EXPRESSION – Tento jazyk je zaměřen na „cycle based“ popis procesorů. Příkladem 
pouţití je překladač EXPRESS a simulátor SIMPRESS. Architektura zřetězení je popsána 
jako uspořádání jednotek, které zahrnují jednotlivé jednotky zřetězení, a obsahuje popis 
časování jednotlivých jednotek. EXPRESSION popisuje vyváţeně jak strukturální část, 
tak i část popisující instrukční sadu. Obě tyto části jsou oddělené. Popis instrukční sady 
neobsahuje specifikaci syntaxe assembleru ani kódování instrukcí.  
 LISA (Language for Instruction Set Architecture) – Vytvořeno v Aachen University 
of Technology v Německu. Hlavní důraz byl v tomto projektu z počátku kladen 
na generování simulátorů z popisu procesoru. Později byla vyvinuta snaha o generování 
dalších nástrojů, jako jsou assembler a disassembler. Oproti ostatním jazykům lze jazyk 
LISA označit za imperativní programovací jazyk. LISA je dostatečně flexibilní 
pro popsání super-skalárních, VLIW i SIMD architektur. Přitom ale stále dokáţe popsat 
i specifické charakteristiky procesorů. Způsob popisu modelu instrukční sady je velice 
podobný tomu z jazyka nML. Model architektury má dvě části – zdroje procesoru 
(ResourceSection) a seznam operací a jejich chování (OPERATION). Pro kompletní popis 
instrukcí se pouţívá několik sekcí: DECLARE, CODING, SYNTAX, BEHAVIOR, 
EXPRESSION, ACTIVATION a někdy také SEMANTICS. Kromě ostatních kladů je 
jazyk LISA výborný v tom, ţe na rozdíl od ostatních jazyků dokáţe abstrahovat s různými 
stupni přesnosti z hlediska architektury i času. Na jazyk LISA přímo navazuje jazyk ISAC, 
ten je předmětem následující kapitoly. 
3.2 Projekt Lissom 
Cílem projektu je vytvořit integrované vývojové prostředí pro návrh nových procesorů. Tedy jde 
o návrh hardwarové architektury a současný vývoj softwarového vybavení. Popisným jazykem 
architektury je jazyk ISAC (viz dále). Návrh procesoru v tomto jazyku je překladačem převeden 
na XML soubor, specifikující celou architekturu. Z tohoto souboru jsou následně automaticky 
generovány nástroje – assembler, disassembler, linker, debugger a simulátor, viz [Obrázek 3.2]. 
Ve vývoji je dále rekonfigurovatelný překladač jazyka C a zde popisovaný dekompilátor. Všechny 
tyto automaticky generované nástroje slouţí k tomu, aby se co nejvíce urychlil celý návrh nových 
ASIP9 procesorů. To je umoţněno především díky nabízeným prostředkům pro analýzu vlastností 
procesorů. Výsledkem je zkrácení doby jednotlivých vývojových iterací, coţ zefektivní celý postup 
návrhu. 
                                                   
9
 ASIP – Procesory s aplikačně specifickou instrukční sadou. 







3.2.1 Jazyk ISAC 
Jazyk ISAC10 vychází z jazyka LISA a stejně jako on, klade velký důraz na automatické generování 
nástrojů [Hru04]. ISAC umoţňuje i automatické generování implementace architektury v hardwaru, 
které je moţné pomocí dalších nástrojů syntetizovat. Jde o smíšený jazyk, který dokáţe popsat jak 
architekturu procesoru, tak instrukční sadu. Je nadstavbou nad vyšším programovacím jazykem 
ANSI C. ISAC má dvě oddělené části, které mohou existovat samostatně: 
 Definici zdrojů „RessourceSection“ – Zde je popsána architektura procesoru, tedy prvky 
jako paměti, registry a jednotka zřetězeného zpracování (pipeline).  
 Operační část „OPERATION“ – Popis instrukcí se nalézá v této části. Jde o definování 
syntaxe, chování a kódování jednotlivých instrukcí. Kaţdá instrukce je zde popsána 
několika operacemi, jenţ modelují atomické děje v mikroarchitektuře. 
 
Část definice zdrojů pro nás z hlediska tvorby obecného dekompilátoru není příliš zajímavá, 
proto se budeme věnovat více operační části. Na nejvyšší úrovni tohoto popisu jsou dvě moţnosti 
deklarace – deklarace skupin a deklarace operací. Deklarace skupin sjednocuje operace s podobným 
významem, jde tedy o princip podobný tomu z jazyka nML. Deklarace operací se skládá ze jména 
a sekcí. Ukázka zápisu operace je na následujícím příkladu [Příklad 3.1]: 
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  ISAC je zkratkou pro Instruction Set Architecture C. 
ISAC model 
Překladač jazyka ISAC 
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Obrázek 3.2 – Projekt Lissom a jeho generované nástroje 





Charakteristika jednotlivých sekcí: 
 INSTANCE – INSTANCE vyjadřuje, ţe jmenované skupiny a operace budou součástí 
právě definované operace. Popisuje hrany v grafu hierarchické závislosti operací. Sekcí 
INSTANCE můţe být i několik. 
 ASSEMBLER – V této sekci je popsána textová reprezentace instrukce na úrovni jazyka 
symbolických instrukcí a její syntaxe. Pro kaţdou sekci ASSEMBLER musí existovat 
párová sekce CODING a naopak. Vyuţití těchto sekcí nalezneme u assembleru 
a disassembleru. 
 CODING – Zde se specifikuje způsob kódování operací do strojového kódu, tedy způsob 
vytváření binární reprezentace instrukčního slova. 
 BEHAVIOR a EXPRESSION – Obě tyto sekce mají podobný význam a to popsat chování 
operace. Popis je realizován sekvencí akcí v jazyku C. Sekce EXPRESSION se od sekce 
BEHAVIOR odlišuje pouze tím, ţe obsahuje návratovou hodnotu. Sekce BEHAVIOR 
se vyuţívá pro simulaci chování procesoru. 
 ACTIVATION – Sekce přidaná ve specifikaci jazyka ISAC 0.1. Umoţňuje popsat model 
časování seznamem operací, které se mají provést v následujícím kroku. Určuje tedy, 
co a kdy bude provedeno. 
 CODINGROOT – CODINGROOT provádí dekódování instance operace na základě 
instrukce uloţené ve zdroji. Uvádí tedy, co a kdy bude dekódováno. 
3.2.2 Disassembler projektu Lissom 
Jazyky symbolických instrukcí jsou regulárními jazyky. Díky tomu můţe být disassembler v projektu 
Lissom zaloţen na párových konečných automatech. Tato varianta je oproti dřívějšímu řešení 
(pomocí dvoucestných deterministických překladových párových gramatik) výrazně rychlejší. Této 
výhody se vyuţívá v generovaném assembleru, disassembleru a simulátoru. 
Pro kaţdý procesor popsaný v jazyku ISAC existuje párový konečný automat Γ takový, ţe 
dokáţe přeloţit zdrojový program ze strojového kódu do příslušného jazyku symbolických instrukcí. 
Důkaz: [Pri07]. 
Disassembler bude součástí navrhovaného obecného dekompilátoru, proto bude jeho funkce 
blíţe popsána na následujícím demonstračním příkladu. Příklad je převzat z [Pri07] a [Mas08]. 
Nechť Γ = (M1, M2, h) je párový konečný automat takový, ţe 
 M1 = (Q1, Σ1, R1, s1, F1) a M2 = (Q2, Σ2, R2, s2, F2) jsou líné konečné automaty, 
 h je bijektivní zobrazení z R1 do R2 
 
Příklad 3.1 – Příklad zápisu operace v jazyku ISAC 
OPERATION mov { 
 INSTANCE reg ALIAS { dst, src }; 
 ASSEMBLER { "mov" dst "," src }; 
 CODING { 0b0010 dst src}; 
 BEHAVIOR { printf("mov %d, %d\n", dst, src); }; 
} 
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 Při překladu pouţíváme první konečný automat M1 jako přijímací, tedy na vstupu přijímá 
strojový kód. Druhý automat M2 nepřijímá ţádný vstup a je pouţit pro generování příslušného 
programu v jazyku symbolických instrukcí. Automaty komunikují mezi sebou přes společně sdílené 
proměnné. 
Automat M1 funguje standardně, tedy provede přechod z jednoho stavu do druhého tehdy, je-li 
na vstupu sekvence terminálních symbolů, kterou vyţaduje dané pravidlo. Oproti tomu automat M2 
funguje inverzně. Podle pravidel se mezi stavy přechází bez čtení vstupu. Sekvence terminálních 
symbolů příslušných pravidel se generuje na výstup. V obou případech, tedy jak v automatu M1, 
tak v automatu M2, řadíme mezi terminální symboly i atributy. 
Je nutné provést implementační rozšíření oproti definici párového konečného automatu 
o sémantické akce. Sémantickou akcí myslíme úsek nedělitelného kódu, který je proveden 
po přechodu z jednoho stavu do druhého. Sémantická akce je tedy spojena s určitým pravidlem 
v automatu. Jelikoţ jsou automaty generovány jako nedeterministické, je nutné provést 
determinizaci. Přitom tento poţadavek je kladen pouze na přijímací automat. Determinizaci zajišťuje 
algoritmus, který je publikován v [LHK07]. U druhého automatu poţadavek na determinizmus není. 
Průchod druhým automatem je totiţ řízen proměnnými, resp. jejich hodnotami, které nastavil 
automat první při příjmu vstupního řetězce. 
V obou případech je nutné zajistit konverze formátů a typů atributů, které se vyskytují 
v terminálních sekvencích v pravidlech automatů. Jde o to, ţe hodnota atributu je ve strojovém kódu 
zastoupena binárním bitovým polem. První automat tedy musí obsahovat konverzní funkce, které tato 
pole převedou do desítkové soustavy a následně uloţí do proměnné celočíselného typu, která tento 
atribut reprezentuje. Tyto převody jsou přidány do sémantických akcí příslušejícímu pravidlu. Spolu 
s nastavováním switch proměnné u skupin se jedná o jediné sémantické akce, které se provádí 
při příjmu vstupu.  
OPERATION ax { 
 ASSEMBLER { "AX" } 
 CODING { 0b11 } 
} 
 
OPERATION bx { 
 ASSEMBLER { "BX" } 
 CODING { 0b00 } 
} 
 
GROUP register = ax, bx; 
 
OPERATION decode { 
 INSTANCE register ALIAS { reg }; 
 ASSEMBLER { reg }; 
 CODING { reg }; 
} 
Příklad 3.2 – Příklad překladu pomocí párových konečných automatů 
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Naopak při generování je nutné nastavené proměnné prvním automatem převést na řetězce, 
aby se mohl generovat textový výstup, tedy ekvivalentní program v jazyce symbolických instrukcí. 
Tyto konverze jsou opět přidány do příslušných sémantických akcí. Přitom platí, ţe uţivatelské 
sémantické akce se provádějí pouze v druhém automatu, tedy aţ při generování. 
Kromě atributů, které definuje uţivatel, je přidán do všech úvodních hran, které vznikají 
při zpracování skupin, jeden speciální atribut. Jde o rezervovaný atribut switch. Při přijímání vstupu 
první deterministický automat nastaví všechny proměnné tohoto typu na hodnoty, které reprezentují 
větve, kterými se překlad ubíral. Tedy pokud máme skupinu, která obsahuje 3 operace-skupiny, 
vznikne stav, ze kterého vedou tři hrany. Pak v proměnné switch hodnota 1 aţ 3 reprezentuje 
pravidlo, které jsme při přijímání řetězce pouţili. Toto nastavení pak reflektuje druhý automat 
při generování. Pokud totiţ generující automat narazí na větvení pomocí skupiny, podívá se, jaká 
hodnota je uloţena v příslušné switch proměnné, a dál provádí generování cestou, kterou určí tato 
proměnná. 
Z výše uvedeného je zřejmé, proč není potřeba mít i druhý automat deterministický. Kdykoli 
se totiţ narazí na potenciální nejednoznačnost, je informace o tom, jak dál pokračovat, uloţena 
v proměnné switch. Rozhodování ani generování výstupu není uloţeno v ţádných sémantických 
akcích, tyto operace jsou zpracovávány samostatným modulem. 
Vše je ilustrováno na následujícím příkladu. U automatu jsou barevně odlišeny hrany 
a sémantické akce, které vznikly při zpracování skupiny. Tento automat [Obrázek 3.3 vlevo], musí 
prodělat fázi determinizace. Je však nutné zachovat sémantické akce na správných hranách. Pokud by 
byla sémantická akce přiřazena k nesprávné hraně, mohlo by dojít v lepším případě k náhodnému 
chování, v horším pak k pádu aplikace. Výsledný deterministický automat je naznačen vpravo 
na stejném obrázku. 
Nechť je “11” vstupní věta, pak deterministický vstupní automat M1 po přijetí znaku “1” 
nastaví do proměnné switch_reg hodnotu 1 a skončí přijímání vstupu po přijetí znaku “1“. Nyní 
přijde na řadu generující automat. Ten jiţ vstup nebude brát ţádný. Automat M2 je naznačen 
na [Obrázek 3.4]. 
Generující automat pak generuje terminální symboly a hodnoty atributu, které jsou uloţené 
v proměnných na výstup. Pokud je mezi stavy jen jedna hrana, automat M2 nemá volbu a uţije tuto 
hranu. Pokud lze ze stavu jít více hranami, jde o větvení pomocí skupiny. Automat si pak zjistí 
hodnotu proměnné switch příslušející dané skupině a podle ní pokračuje dále v generování. V našem 
příkladě se tedy vygeneruje na výstup hodnota “AX”. 
 























switch_reg = 1 
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Obrázek 3.3 – Disassembler projektu Lissom – přijímající automat M1 
Obrázek 3.4 – Disassembler projektu Lissom – generující automat M2 
Tvorba obecného dekompilátoru 
 
 44 
3.3 Návrh jazyka pro popis sémantiky instrukcí 
Jednou ze stěţejních částí tvorby obecného dekompilátoru je návrh jazyku pro popis sémantiky 
instrukcí jazyka symbolických instrukcí. Cílem je sestavit mnoţinu atomických pseudo-instrukcí, 
které popíší kaţdou dílčí činnost instrukce. Tyto pseudo-instrukce musejí být jednoduché pro zápis, 
ale přitom dostatečně silné pro popis kaţdého druhu chování. Je třeba dodrţet, aby mnoţina těchto 
pseudo-instrukcí měla přiměřenou velikost. V opačném případě by postupně docházelo k jevu, kdy 
by pro kaţdou novou instrukci byla vytvořena jedna nová pseudo-instrukce. Právě z tohoto důvodu je 
nutné celý systém správně „vyváţit“.  
Pokud vycházíme z nejběţnějších instrukčních sad, pak můţeme instrukce rozdělit 
do následujících skupin (u kaţdé je uveden příklad z instrukční sady Intel x86): 
 Přiřazení (přenos) – MOV, XCHG, PUSH, POP 
 Binární aritmetika – ADD, SUB, MUL, DIV, INC, DEC, NEG, CMP 
 Předávání řízení – JMP, Jxx, CALL, RET, LOOP 
 Logické instrukce – AND, OR, XOR, NOT, TEST 
 Bitové operace – SAR, SHR, ROR, ROL 
 Další instrukce – NOP, MOVS, CPUID 
 
Téměř kaţdá z těchto instrukcí provádí více neţ jednu činnost. Kupříkladu instrukce 
ADD r1, r2. Ta slouţí jednak k provedení aritmetického součtu r1 = r1 + r2, za druhé k porovnání 
výsledku vůči maximální hodnotě a zároveň také k nastavení příznaků. 
Jako základ pro tvorbu jazyku pro popis sémantiky byla vybrána vnitřní reprezentace11, 
pouţívaná v překladačovém systému LLVM zvaná LLVM IR. Podstatná část gramatiky navrţeného 
jazyku je převzata právě z gramatiky systému LLVM IR verze 2.412. Ten je šířen pod licencí 
University of Illinois/NCSA Open Source License. Informace o této licenci jsou k dispozici 
v [LLV09]. 
Ve své podstatě jde o 3adresnou formu zápisu instrukcí. Kromě jiných vlastností má LLVM IR 
propracovaný systém datových typů a kvalitně popsanou syntaxi i sémantiku instrukcí [LLV08]. 
Systém je zaloţený na reprezentaci Static Single Assignment (viz práce Mika Van Emmerika popsaná 
výše). Tato reprezentace je obecným dekompilátorem dodrţovaná, avšak zatím není plně vyuţívána. 
Své uplatnění však jistě najde v dalších verzích programu. 
Rovněţ pouţitý typový systém je dobře navrţený. Umoţňuje pouţití nejčastějších datových 
typů, jako jsou: 
 Typy s plovoucí řádovou čárkou – float, double, extended (x87 FPU 80bit), … 
 Celočíselné typy – Vzhledem k různé bitové šířce tohoto typu na různých architekturách je 
umoţněna jeho explicitní definice. Zápis tohoto typu má tvar iN, kde N nabývá hodnot 
1 aţ 223-1. Tedy je moţno definovat celočíselný typ aţ do šířky 8 milionů bitů. 
                                                   
11
  Intermediate Representation – IR. 
12
 Implementace LLVM IR byla ve verzi 2.5 (březen 2009) oproti starším verzím podstatně změněna. 
Z původního typu gramatiky LALR(1) (generované nástrojem Bison) se přešlo na gramatiku typu LL 
realizovanou metodou Rekurzivního sestupu. 
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 Ostatní typy – Pouţít jdou také typy jako ukazatele, pole, funkce, vektory, struktury 
a další. 
 
Instrukční repertoár LLVM IR čítá (bez přidruţených doplňujících funkcí) 55 poloţek. Z nichţ 
bylo pro první verzi popisného jazyku vybráno 35 instrukcí. Některé z nich musely být upraveny, 
další přidány. Při pouţití výše zmíněných skupin pro dělení instrukcí, můţeme pro ukázku poloţky 
našeho jazyka popsat následovně: 
 Přiřazení (přenos) – load, store, getelementptr 
 Binární aritmetika – add, sub, mul, udiv, sdiv, fdiv, urem, frem, icmp, fcmp  
 Předávání řízení – br, br <podmínka>, call, ret 
 Logické instrukce – and, or, xor 
 Bitové operace – shl, lshr, ashr 
 Instrukce pro konverze – trunc, zext, sext, fptrunc, fpext, bitcast, uitofp, sitofp, fptoui, 
fptosi, inttoptr 
 Další instrukce – asm 
 
Pro ukázku syntaxe jazyka uveďme instrukci and z [Příklad 3.3]. Na první pohled je zřejmá 
podobnost s 3-adresnou formou zápisu. Levá strana výrazu (<result>) označuje globální či lokální 
proměnnou, do níţ bude přiřazen výsledek pravé strany výrazu. Na prvním místě na pravé straně 
výrazu nalezneme operační kód instrukce (and). Následuje specifikace datového typu operandů 





Tato forma zápisu je, aţ na výjimky, stejná pro všechny instrukce popisného jazyka. Vzhledem 
k obsáhlosti jazyka je jeho plná specifikace umístěna v příloze (příloha č. 1). 
Za zmínku však ještě stojí pseudo-instrukce asm. V mnoha vyšších programovacích jazycích je 
moţné zadávat do programu rovnou příkazy v jazyku symbolických instrukcí a to pomocí tzv. inline 
assembleru. Obsah takovéhoto příkazu je překladačem přímo přepsán do strojového kódu. V našem 
případě jde o postup obrácený. Pro popis specifických instrukcí, které nelze popsat jinými pseudo-
instrukcemi, je určena právě pseudo-instrukce asm. Do ní se zapíše název instrukce a v této podobě je 
dekompilátorem vloţena jako inline assembler do vygenerovaného kódu vyššího programovacího 
jazyku.  
Jako příklad si můţeme představit hypotetickou instrukční sadu, která obsahuje instrukci halt. 
Ta provede zastavení procesoru. Tato instrukce je sama o sobě atomická, ale pro její popis chybí 
v našem jazyku odpovídající pseudo-instrukce. Jednou z moţností by bylo mnoţinu pseudo-instrukcí 
o instrukci halt rozšířit. To však odporuje specifikaci našeho jazyku. Proto bude efektivnější instrukci 
halt popsat pomocí pseudo-instrukce asm. Více viz [Příklad 3.4]. 
 
<result> = and <ty> <op1>, <op2> 
Příklad 3.3 – Ukázka syntaxe instrukce v jazyku pro popis sémantiky 






Pro demonstraci popisu některé jednoduché instrukce poslouţí [Příklad 3.5]. Instrukce, která 
se vyskytuje téměř v kaţdém procesoru, je inkrementace hodnoty registru. Popis tohoto procesu 
sestává ze tří částí: načtení aktuální hodnoty registru, její inkrementace a zpětný zápis do registru. 
V popisu při této činnosti dochází k vytvoření dvou dočasných proměnných – %X a %Y. Jejich vznik 
plyne z faktu, ţe je zápis v SSA formě. Tedy kaţdé přiřazení musí být nedestruktivní a proto 





Stejným způsobem byly pro ověření návrhu popsány nejběţnější instrukce jednoduchých 
procesorů. Celý jazyk pro popis sémantiky bude však nutné dále pečlivě zkoumat a otestovat 
na reálných instrukčních sadách. Tím například můţeme zjistit, které instrukce se v procesorech 
často vyuţívají, ale pro něţ nemáme odpovídající sémantický popis. V takových případech bude 
vhodné náš jazyk rozšířit. 
3.4 Návrh sekce pro popis sémantiky instrukce 
Záměrem je vytvořit v rámci operační části jazyka ISAC novou sekci, ve které bude pomocí jazyka 
pro popis sémantiky moţno popsat jednotlivé atomické děje v mikroarchitektuře. Tato nová sekce 
nese název SEMANTIC a je volitelná. 





kde operation_id je identifikátor operace. Popis jednotlivých sekcí a konstrukcí v nich 
pouţívaných, je k nalezení v [Hru04]. Sekce SEMANTIC má tvar: 
%X = load i8* @ax 
%Y = add i8 %X, 1 
store i8 %Y, i8* @ax 
"OPERATION" operation_id "{" [instances ";"] 
     assembler ";" 
     coding ";" 
    [behavior ";"] 
    [expression ";"] 
    [semantic ";"]  
"}" 
Příklad 3.4 – Zápis instrukce „halt“ v jazyku pro popis sémantiky (nahoře) a v jazyce C (dole). 
call void asm "halt", ""() //LLVM IR 
 




Příklad 3.5 – Zápis instrukce „inc ax“ v jazyku pro popis sémantiky 
Příklad 3.6 – Struktura operační části jazyka ISAC 







Její obsah slouţí pro popsání operace z hlediska jejího chování. Tento popis je pouţit 
při dekompilaci. 
Při specifikaci popisu chování je často potřeba pouţívat pomocné (lokální) proměnné. 
Ty slouţí typicky k dočasnému uloţení mezivýsledku. Jejich hodnota nijak neovlivní chování 
procesoru. Zápis těchto temporálních proměnných má tvar #název_proměnné. V modelu se mohou 
jména proměnných opakovat, coţ je v rozporu se specifikací popisného jazyka. Proto dojde 
v průběhu dekompilace k transformaci této reprezentace do tvaru %unikátní_ název_proměnné, coţ 
je jiţ konstrukce specifikaci odpovídající. Proces převodu na unikátní názvy proměnných je zaloţen 
na konkatenaci názvu proměnné s aktuální globální adresou instrukce. Tento převod je uţivateli 





 #tmp0 "=" "load" "i8**" "@"#~dst 
 #tmp1 "=" "getelementptr" "i8*" #tmp0 "," "i32" "1" 
 "store" "i8*" #tmp1 "," "i8**" "@"#~dst 
}; 
 
Příklad 3.8 – Ukázka sekce SEMANTIC 
"SEMANTIC" "{" konstrukce z jazyka pro popis sémantiky operace "}" 




4 Implementace  
Jak jiţ bylo řečeno, navrhovaný obecný dekompilátor bude zaloţen na principu zpětného překladu 
strojového kódu do vyššího programovacího jazyku. V první verzi budeme implementovat překlad 
do programovacího jazyku C, později by však neměl být problém přidat moduly jiných 
programovacích jazyků. Vstupní strojový kód bude popsán ve specifikaci architektury procesoru 
pomocí jazyku ISAC. 
Při plánování struktury obecného zpětného překladače budeme vycházet ze struktury 
klasického překladače tak, jak je prezentován například v [Med08]. Tyto fáze budou transformovat 
vstupní kód na kód výstupní. Zavedeme si tři pojmy pro dělení částí překladače: přední, 





Přední část je vstupní částí překladače, která načítá binární soubory se strojovým kódem 
a převádí je na vnitřní reprezentaci. Tato část je parametrizovatelná modelem mikroprocesoru, který 
je uloţen ve vstupním souboru. Poté následuje část optimalizační, která provádí analýzu, 
transformace a optimalizace vnitřního kódu. Překladač se zde snaţí například eliminovat nepotřebné 
instrukce či v kódu vyhledávat řídící struktury vyšších jazyků, jako jsou konstrukce if-then-else apod. 
Stále je však tato část platformě i jazykově nezávislá. Výstupní část se skládá z několika modulů. 
Kaţdý modul slouţí pro generování kódu do vybraného vyššího programovacího jazyku. Výstup 
musí být funkčně ekvivalentní vstupnímu programu. Toto dělení je inspirováno zpětným 
překladačem navrţeným v [Cif94]. 
                                                   
13
 Stejným fázím překladače odpovídají anglickými termíny front-end, middle-end a back-end. Ty se často 
pouţívají i v češtině, jelikoţ se terminologie jiţ vţila. 
model architektury binární program 
HLL program 
Přední část (front-end) 










graf toku řízení 




V souladu s konceptem ostatních generovaných nástrojů v projektu Lissom bude obecný 
dekompilátor fungovat pouze v reţimu příkazové řádky. Nebude tedy obsahovat ţádné grafické 
uţivatelské rozhraní. To je výhodné zejména pro jeho multi-platformnost a spouštění na straně 
serveru. Dá se však předpokládat, ţe integrované vývojové prostředí projektu Lissom – Eclissom 
[WWW5], fungující v rámci programu Eclipse, bude rozšířeno o podporu dekompilace. Stejně je 
tomu například u simulátoru či zpětného assembleru. Eclissom bude plnit roli prostředníka, který 
předává uţivatelské příkazy dekompilátoru. Uţivatel tak bude moci dekompilátor ovládat 
z grafického prostředí bez toho, aby musel znát detaily související se spuštěním dekompilátoru 
z příkazové řádky. Rovněţ výsledky dekompilace budou pravděpodobně tímto integrovaným 
prostředím prezentovány lépe neţ by tomu bylo právě v příkazové řádce. Nová verze prostředí 
Eclissom jiţ s dekompilátorem spolupracuje. 
4.1 Přední část (front-end) 
Jde o počáteční bod dekompilátoru. Vstupem je popis modelu mikroprocesoru a strojový kód, 
výstupem je jeho reprezentace ve vnitřním kódu (3adresný kód) a v grafu toku řízení. Celou strukturu 





4.1.1 Převod binárního kódu na jeho sémantický popis 
Vstupní strojový kód je zpracován modifikovaným disassemblerem z projektu Lissom. Účelem 
modifikace je změna jeho výstupu – z původního jazyka symbolických instrukcí na sémantický popis 
vnitřní kód 
binární program 
Převod pomocí PKA 
– 












graf toku řízení 




programu. Tento kód je nezbytně nutný pro další fáze dekompilace. Samotná modifikace spočívá 
v tom, ţe disassembler začne prioritně vyuţívat novou volitelnou sekci jazyka ISAC nazvanou 
SEMANTIC (více o této sekci viz kapitola 3.4). 
To znamená, ţe pokud je tato sekce v popisu operace obsaţena, pak je disassemblerem 
na výstup generován její obsah. Pokud u operace není definovaná sekce SEMANTIC, pak je 
generován obsah sekce ASSEMBLER, tak jak je tomu u disassembleru běţně. To je výhodné z  toho 
důvodu, ţe mnohdy je obsah sekcí SEMANTIC a ASSEMBLER totoţný, tudíţ se tímto způsobem 
vyhneme redundanci. Další modifikací byla změna formátu výpisu výsledného kódu. 
Uvedeným postupem získáme sekvenci popisného mikrokódu. To však nestačí. Především 
u instrukcí větvení toku řízení dochází ke změně aktuální pozice ve strojovém kódu (typicky 
instrukce skoku a volání). K tomu je nutné znát lokace jednotlivých instrukcí a není tedy moţné 
pouţívat jedinou sekvenci kódu. Z toho důvodu byl přidán výpis adresy u kaţdé instrukce. Tato 
informace je zapsána ve formě návěští, stejně jako je tomu v jazyce symbolických instrukcí. Díky 
dobrému návrhu disassembleru je moţné adresy instrukcí generovat v absolutním adresovacím módu. 
To zjednodušuje dekompilaci, jelikoţ není potřeba přepočítávat relativní adresy instrukcí. [Příklad 
4.1] je ukázkou vyuţití adresace instrukcí. Takto modifikovaný disassembler dokáţe z binárního 











4.1.2 Načtení sémantického popisu a generování vnitřního 
kódu 
Tato podkapitola čerpá z poznatků popsaných v [TMM07a], [TMM07b] a [ML08]. Je třeba 
si uvědomit, ţe modifikovaný disassembler je samostatným programem. Tudíţ jeho výstup je nutné 
předat dekompilátoru. Bylo navrţeno rozhraní, kdy disassembler svůj výstup zapisuje do textového 
Zápis v jazyku symbolických instrukcí: 
start: 
     daxjnz ax, end           ;v jazyce C: if(--ax != 0) goto end 
     inc bx 
end: 
     halt 
 
 
Zápis v jazyku pro popis sémantiky: 
1:            ;daxjnz ax, 3 
   %a.1 = load i8* @ax 
   %b.1 = sub i8 %a.1, 1 
   %cond.1 = icmp ne i8 %b.1, 0 
  br i1 %cond.1, label %3, label %2 
2:            ;inc bx 
   ... 
3:            ;halt  
   ... 




souboru, který poté dekompilátor načítá. Načítání je uskutečněno pomocí nástrojů FLEX14 
a BISON15. Kromě toho se v této fázi vytvoří i vnitřní reprezentace načteného kódu. [Obrázek 4.3] 






Zdrojový program se sémantickým popisem je nejprve rozdělen na lexémy, které jsou pak 
převedeny na tokeny. Tento převod provádí lexikální analyzátor (scanner). Tokeny pak zpracovává 
syntaktický analyzátor (parser). Ten kontroluje, zda posloupnost tokenů odpovídá syntakticky 
správně zapsanému programu. Proces syntaktické analýzy je zaloţen na gramatických pravidlech. 
Nástroj FLEX je GNU obdobou UNIXového nástroje LEX. Slouţí pro řešení úlohy lexikální 
analýzy. Vstupem jsou mu pravidla v definičním souboru. Pravidla popisují jednotlivé lexémy 
a způsob jejich transformace na tokeny. Výstupem je zdrojový kód scanneru v jazyce C. Definiční 
soubor je sloţen ze tří částí (více viz [Příklad 4.2]): 
 Část s deklaracemi – Slouţí pro definici typů tokenů. Dále je zde moţné vytvářet regulární 
výrazy, jeţ budou pouţity v části s pravidly. 
 Část s překladovými pravidly – Pro rozpoznání lexémů slouţí v pravidlech regulární 
výrazy. Pro kaţdý lexém se definuje akce, určující způsob převodu na token. 
 Část s pomocnými procedurami – Zde jsou obsaţeny všechny podpůrné funkce, které jsou 
pouţívány v překladových pravidlech. Například se můţe jednat o funkci převodu řetězce 
na odpovídající numerickou hodnotu apod. 
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Fast Lexical Analyzer Generator. Domovská stránka projektu se nachází na adrese 
http://flex.sourceforge.net/. 
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@ax = i8* 






LOAD @1, 5 
ADD %2, @1 
CALL abc 
… 







Pro vytvoření syntaktického analyzátoru byl pouţit nástroj BISON, jenţ je svou funkčností 
velice podobný nástroji YACC. Vstupem je popis bezkontextové gramatiky v definičním souboru. 
Výstupem je pak zdrojový kód syntaktického analyzátoru pro tuto gramatiku v jazyce C. V našem 
případě se bude jednat o tzv. LALR(1)16 parser. Definiční soubor je opět sloţen ze tří částí, přičemţ 
jeho struktura je stejná jako u nástroje FLEX, viz [Příklad 4.2]: 
 Část s deklaracemi – Slouţí pro deklaraci tokenů a specifikaci precedencí a asociativit. 
 Část s překladovými pravidly – V této sekci se zapisují jednotlivá pravidla bezkontextové 
gramatiky. Jejich zápis je v Backus-Naurově formě (BNF). Pravidla mohou obsahovat 
sémantické akce, coţ jsou úseky kódu prováděné při pouţití pravidla. 
 Část s pomocnými procedurami – Zde jsou obsaţeny všechny podpůrné funkce, které jsou 
pouţívány v sémantických akcích. 
 
Jako celek se jedná o syntaxí řízený překladač, kdy syntaktický analyzátor řídí ostatní části 
překladače. Obě výše zmíněné části jsou tedy dosti provázané. Definiční soubory nástrojů FLEX 
i BISON pro naši gramatiku (popisující jazyk pro popis sémantiky) jsou obsaţeny v příloze. 
V průběhu zpracování vstupního souboru s popisem sémantiky programu dochází k vytváření 
odpovídajícího vnitřního 3adresného kódu. Formát vnitřního kódu je téměř totoţný s formátem 
pseudo-instrukcí z jazyka pro popis sémantiky instrukcí, v obou případech jsou to totiţ 3adresné 
kódy. Pro zjednodušení budeme v dalším textu předpokládat úplnou shodu jejich formátů. Navrţený 
jazyk má rovněţ tu výhodu, ţe tvorba vnitřního kódu můţe probíhat ihned při zpracování a to bez 
nutnosti vytvářet abstraktní syntaktický strom. Tato vlastnost má pozitivní vliv na celkový čas 
potřebný pro dekompilaci.  
4.1.3 Generování grafu toku řízení 
Poslední fází vstupní části překladače je generování grafu toku řízení17. Tento graf slouţí pro popis 
větvení programu. Pomocí něho je moţné sledovat vzájemné závislosti jednotlivých fragmentů 
programu. Graf toku řízení spolu s vnitřním kódem jsou následně zpracovány částí optimalizační. 
Pro vyjádření grafu toku řízení potřebujeme definovat pojem základní blok (anglicky basic 
block). Následný text volně cituje zdroj [ML08]. 
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  Lookahead LR parser – metoda pouţívaná při konstrukci LR tabulek při syntaktické analýze zdola nahoru. 
17
 Anglicky Control Flow Graph. 
část 1 - deklarace 
%% 
část 2 – překladová pravidla 
%% 
část 3 – pomocné procedury 




Základní blok je posloupnost instrukcí, jeţ jsou v tomto pořadí vţdy všechny provedeny 
a neexistuje tedy skok dovnitř ani naopak zevnitř této posloupnosti. Začátek kaţdého základního 
bloku tvoří některá z těchto moţností: 
 První instrukce programu 
 Programové návěští 
 Instrukce následující za instrukcí předávání řízení – tj. podmíněné a nepodmíněné skoky, 
návraty z procedur a jejich volání (v jazyku pro popis sémantiky jsou to instrukce br 
<podmínka>, br, ret, call) 
 
Grafem toku řízení je pak orientovaný graf, v němţ jsou uzly tvořeny základními bloky. 
Orientované hrany grafu jsou vytvářeny v závislosti na způsobu ukončení základního bloku. Podle 
počtu výstupních hran uzlu rozlišujeme tyto varianty (viz [Obrázek 4.4]): 
 1 výstupní hrana – Jedná se o základní blok ukončený instrukcí nepodmíněného skoku 
nebo programovým návěštím. V prvním případě předává instrukce skoku řízení na jinou 
lokaci. Ve druhém pak řízení programu pokračuje plynule na následující instrukci. Ta je 
však označena návěštím, které jí umoţní adresovat instrukcí větvení, a podle definice 
základního bloku musí být v novém bloku. 
 2 výstupní hrany – Představitelem této varianty je uzel základního bloku ukončeného 
nepodmíněným skokem. Obě hrany vedou na návěští jiných uzlů, přičemţ jedno z nich je 
přímým následníkem této instrukce skoku. Speciálním případem je instrukce volání 
podprogramu. V tomto případě je nutné ošetřit návrat z volaného podprogramu. 
 Více výstupních hran – Tento typ uzlu není v současné verzi zpětného překladače vyuţit, 
avšak v budoucnu své vyuţití jistě najde. Jde o uzel, jehoţ základní blok je zakončen 
instrukcí vícenásobného větvení. Takovouto instrukcí je například switch-case konstrukce 
v jazyku C. Cílová adresa skoku je dána hodnotou získanou z tzv. case-tabulky. 
 0 výstupních hran – Takovýto uzel je koncový pro kaţdý průchod grafem. Typicky jde 
o instrukci návratu z podprogramu (return), jenţ zakončuje základní blok uzlu. Druhou 







[Příklad 4.3] ukazuje zjednodušenou datovou strukturu pouţitou pro uloţení hodnot uzlů grafu 
toku řízení.  
 
1 2 n 0 






4.2 Optimalizační část (middle-end) 
V této části dekompilátoru se provádí hned několik transformací vnitřního kódu. Souhrnně lze tyto 
transformace pojmenovat jako analýza datového a řídícího toku. Nejprve se provádí optimalizace 






První částí je analýza toku dat. Při ní dochází k optimalizaci vnitřního kódu. Pouţito můţe být 
mnoho metod známých z oblasti překladačů, jako je například eliminace mrtvého kódu. Dále se tato 
část snaţí ze sekvencí vnitřního kódu rekonstruovat výrazy pouţité v původním vyšším 
programovacím jazyku. Z několika vnitřních instrukcí tak vzniká jeden sloţitější výraz.  
Analýza toku řízení má za cíl strukturovat vstupní graf toku řízení a vyhledat v něm řídící 
struktury pouţívané ve vyšších programovacích jazycích. Těmi jsou například konstrukce if-then-
else, while-do, for atd. Důleţité je, ţe se vyhledávání nesoustředí na ţádný konkrétní jazyk, nýbrţ 
pouze na  konstrukce, které jsou obecné ve většině programovacích jazyků. Konstrukce této části 
překladače je tedy jazykově nezávislá.  





Analýza toku dat 
Analýza toku řízení 






Obrázek 4.5 – Struktura optimalizační části zpětného překladače 
typedef struct _NODE { 
  unsigned int nInEdges; 
  unsigned int nOutEdges; 
  struct _NODE **InEdges; 
  struct _NODE **OutEdges; 
  //... 
} NODE; 
 




Tato kapitola čerpá z poznatků publikovaných v [Cif94] a [ML08]. 
4.2.1 Analýza toku dat 
Analýza toku dat18 je technikou pouţívanou ve většině překladačů. Jejím účelem je vylepšovat 
(optimalizovat) vstupní kód podle zvolených kritérií. Těmi jsou například rychlost běhu programu 
nebo jeho statická či dynamická velikost. Pro tyto účely analyzátor shromaţďuje informace 
o proměnných a o tom, jak a kde jsou pouţívány. K tomu se pouţívá graf toku řízení. Pomocí něho 
se zkoumají obsahy jednotlivých uzlů grafu – základní bloky kódu. 
Vyuţití při zpětném překladu je principielně totoţné, také jde totiţ o optimalizaci vnitřního 
kódu programu. Navíc se však při zpětném překladu překladač snaţí hledat ve vnitřním kódu 
sloţitější výrazy z vyšších programovacích jazyků a rekonstruovat je. Sloţitějším výrazem je míněn 
výraz s více neţ dvěma operandy. Takto budeme schopni vytvořit přibližnou podobu původního 
sloţitého výrazu, který se při překladu rozpadnul na několik jednoduchých výrazů (či pouhých 
přiřazení). V praxi často není moţné původní výraz zapsaný ve vyšším programovacím jazyku 
rekonstruovat. Nejčastějším důvodem jsou optimalizace aplikované při překladu. Například výraz 
obsahující aritmetickou operaci nad dvěma konstantami (x = 8 + 1) je při překladu optimalizován 
tak, ţe původní podoba výrazu se v binárním kódu neuchová (x = 9), a není tedy moţná ani její 
rekonstrukce při zpětném překladu. 
Technika této analýzy se můţe obecně skládat z libovolného počtu optimalizačních metod. 
U kaţdé metody je však potřeba dodrţovat následující doporučení: 
 Výstup optimalizace musí být funkčně ekvivalentní s jeho vstupem – To znamená, ţe jsou 
povoleny pouze takové nedestruktivní optimalizace, které nevedou ke změně chování 
programu. 
 Použití optimalizace musí mít význam – Kaţdá optimalizace potřebuje ke své práci čas. 
Ten je však omezený, a proto je třeba zváţit, zda je pouţití konkrétní optimalizace nutné, 
případně jak velké výhody její pouţití přinese. 
 
Budoucí pouţití dekompilátoru je plánováno především pro ladění kódu, které bude probíhat 
často a v krátkých intervalech. Z toho důvodu je nezbytné celý proces dekompilace urychlit. Proto 
budou pouţity pouze nezbytně nutné druhy optimalizací. Dodatečné optimalizace bude moci uţivatel 
explicitně povolit pomocí parametrů při spuštění dekompilátoru. 
Základními typy optimalizací jsou: 
 Eliminace nepotřebného kódu – Jde o nejvíce pouţívanou optimalizaci ve zpětném 
překladači. Dochází zde k odstranění částí kódu, které jsou sice prováděny, ale nemají 
ţádné vyuţití. Jazyk pro popis sémantiky instrukcí totiţ komplexně popisuje všechny 
atomické pseudo-instrukce v rámci kaţdé instrukce. Tím jsou však popisovány i části 
instrukce, které program ve skutečnosti nijak nevyuţívá. Tyto přebytečné pseudo-instrukce 
zpětně přeloţený program pouze zatemňují a ve výsledku zpomalují. Proto je nutné 
všechny nepotřebné pseudo-instrukce eliminovat. Jako příklad si můţeme představit 
instrukci dělení na většině běţných architektur. Při ní dochází jednak k výpočtu a uloţení 
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podílu, zbytku po dělení a dále k nastavení registru příznaků, viz [Příklad 4.4]. V případě, 
ţe program vyuţívá pouze výsledný podíl, jsou ostatní pseudo-instrukce zbytečné a je 
moţné je eliminovat [Příklad 4.5]. Jenom málokdy je třeba pouţít všechny součásti kaţdé 
instrukce. Obzvláště to platí právě u aritmetických instrukcí, kdy většina instrukcí 







 Kopírování příznaků – Po eliminaci přebytečného kódu je vhodné prověřit instrukce 
podmíněného skoku a jejich závislosti na registru příznaků. Často můţeme nalézt instrukci 
porovnání následovanou instrukcí podmíněného skoku. Výsledek porovnání je nejčastěji 
pouţit pouze jedenkrát, coţ je zajištěno předchozí aplikací metody eliminace nepotřebného 
kódu, a to právě v instrukci podmíněného skoku. Je proto výhodné sloučit obě instrukce 
do jedné a tím zrekonstruovat výraz známý z vyšších programovacích jazyků jako if-then. 
 Kopírování proměnných – Tato optimalizační metoda slouţí opět k eliminaci nepotřebných 
instrukcí. Tentokrát se však zaměřuje především na vyhledávání instrukcí načítání 
a ukládání hodnot z/do paměti a registrů a jejich nahrazením za jednodušší výrazy. Mějme 
následující úsek programu: [Příklad 4.6]. Jeho smyslem je odečíst hodnotu jednoho 
registru od hodnoty druhého registru. Tento jednoduchý výraz je v kódu zapsán zbytečně 
sloţitě. Po optimalizaci má kód podobu: [Příklad 4.7]. Výsledkem této metody je výraz 
ve formě podobné původnímu výrazu ve vyšším programovacím jazyku. Hovoříme pak 









@ax = udiv i16 @bx, @cx      ;podíl 
@dx = urem i16 @bx, @cx      ;zbytek 
%condition = icmp eq i16 %ax, 0 
br i1 %condition, label %1, label %2 
1: 
  @zero_flag = load i1 1 
  br label %3 
2: 




Příklad 4.4 – Eliminace nepotřebného kódu (1) 
Příklad 4.5 – Eliminace nepotřebného kódu (2) 
%tmp1 = load i16 @ax 
%tmp2 = load i16 @bx 
%tmp3 = sub i16 %tmp1, %tmp2 
store i16 %tmp3, i16 @ax 
... 







 Eliminace mrtvého kódu – Tato optimalizační metoda si klade za cíl odstranit kód, který 
není za ţádných podmínek dosaţitelný [Příklad 4.8], nebo který nevykonává ţádnou 







 Další optimalizační metody – Jelikoţ zpětný překladač je v mnoha ohledech stejný jako 
kterýkoliv jiný překladač, je i v něm moţné pouţít některé klasické optimalizační metody. 
Těmi jsou například: zabalení konstanty, šíření konstanty či rozbalení cyklu. Bliţší 
informace o těchto metodách jsou k nalezení v [ML08]. 
4.2.2 Analýza toku řízení 
Stejně jako analýza toku dat je i analýza toku řízení19 často pouţívanou metodou v optimalizačních 
částech překladačů. Obvykle se obě analýzy pouţívají společně a tvoří komplexní aparát 
pro optimalizování kódu. Příkladem je metoda eliminace mrtvého kódu, při které se s výhodou 
pouţívají obě analýzy. 
Ve zpětných překladačích se však častěji tato analýza pouţívá při strukturování grafu toku 
řízení a při vyhledávání řídících struktur v něm obsaţených. Ve výstupní části překladače, kdy 
dochází k transformaci vnitřního kódu na kód ve vyšším programovacím jazyku, totiţ potřebujeme 
znát nejenom samotný kód a graf toku řízení, ale i vzájemné provázání jednotlivých částí grafu. 
Prakticky u všech programovacích jazyků dochází k větvení programu (v jazyce C například pomocí 
příkazů for() a while(), v Pascalu repeat-until či if-else v Pythonu). Tato větvení 
se v grafu toku řízení projevují jako cykly orientovaných hran mezi uzly grafu. Podle tvaru těchto 
cyklů rozlišujeme několik typických řídících struktur, které jsou obecné pro většinu vyšších 
programovacích jazyků. Při analýze toku řízení tyto cykly v grafu vyhledáváme a snaţíme 
se identifikovat odpovídající řídící struktury. 
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 Anglicky Control-flow analysis. 
@ax = load i16 0 
%condition = icmp ne i16 %ax, 0 
br i1 %condition, label %not_zero, label %is_zero 
is_zero: 
  ... 
not_zero:             ;nedosažitelný kód 
  ... 
 
@ax = sub i16 @ax, @bx 
... 
Příklad 4.7 – Kopírování proměnných (2) 
Příklad 4.8 – Eliminace mrtvého kódu (1) 
@ax = load i16 @ax 




Vstupem této části překladače je optimalizovaný vnitřní kód a graf toku řízení. Výstupem je 
nemodifikovaný optimalizovaný vnitřní kód a strukturovaný graf toku řízení. Konkrétní změnou je 
vyznačení potenciálních řídících struktur v grafu toku řízení. Tyto informace bude vyuţívat výstupní 
část překladače při generování cílového kódu. 
Jak jiţ bylo řečeno, graf toku řízení je orientovaným grafem. Kaţdý uzel je jedním základním 
blokem vnitřního kódu (viz výše). Orientované hrany spojující tyto bloky jsou definovány 
instrukcemi větvení, tak jak byly pouţity v kódu. Podle definice popisného jazyka rozlišujeme 
větvení pouze pomocí instrukcí skoku (instrukce br) a volání (instrukce call). S těmito dvěma 
instrukcemi není moţné vystačit při generování výsledného kódu, protoţe škála příkazů pro větvení 
kódu je ve vyšších programovacích jazycích mnohem širší. Faktem ovšem je, ţe většina větvících 
příkazů z vyšších jazyků (jako je například if-then-else v Pascalu), jde pomocí instrukcí skoku 
a volání zkonstruovat. 
V grafu toku řízení se proto snaţíme tyto struktury vyhledávat, říkáme, ţe graf strukturujeme. 
Vyhledávány jsou ty nejběţnější a nejčastější struktury, a nikdy ne struktury týkající se jednoho 
konkrétního jazyka. Optimalizační část překladače je totiţ jazykově nezávislá a překladač v této fázi 
nemá informace o tom, jaký konkrétní výstupní modul bude pouţit pro generování kódu. Bylo by 
tedy scestné vyhledávat v grafu toku řízení například řídící struktury jazyka C a poté generovat kód 
v jazyce Pascal. Informace o strukturách, které jsou rozpoznány, jsou v grafu poznamenány. Stále 
však musí být význam grafu funkcionálně i sémanticky ekvivalentní s původním grafem. 
Ke strukturování se pouţívá strukturovací algoritmus. Jeho cílem je nalézt co největší počet 
řídících struktur uvnitř grafu toku řízení. K hledání se pouţívají vzory. Pokud se nepodaří v některém 
úseku kódu ţádnou strukturu nalézt, pak je ponechán příkaz skoku/volání. Tyto příkazy jsou sice 
ve strukturovaných programovacích jazycích zakázány, avšak v jazycích se přesto nacházejí. Příkazy 
GOTO a jim podobné jsou k nalezení ve většině programovacích jazyků, jako jsou C, Pascal, Perl 
či Basic. Stále však platí, ţe je to pouze nouzové řešení, kterému se snaţíme vyhnout. Pouţití 
instrukcí skoku vede k zatemňování významu kódu a je tedy neţádoucí. 
Vzory, které strukturovací algoritmus vyhledává, jsou následující [Obrázek 4.6] (volně podle 
[Cif94]): 
 Jednoduchá akce – Jde o nejjednodušší program, který je sloţen pouze z jednoho 
základního bloku. 
 Kompozice – U sloţitějších programů dochází ke skládání více základních bloků. K tomu 
slouţí výstupní orientované hrany. Nelze hovořit o řídící struktuře, jde pouze o sloučení 
několika příkazů do jednoho celku. 
 Nepodmíněný skok – Jedná se o řídící strukturu goto (či její obdobu), která přenáší řízení 
z jednoho základního bloku do bloku jiného. Pouţití této struktury je vţdy aţ poslední 
moţností, kdyţ selţou ostatní varianty. 
 Jednoduché větvení – Tímto způsobem je popsán nejjednodušší typ podmíněného větvení 
programu. Při splnění vstupní podmínky dochází k provedení akce (kódu základního 
bloku). Po jejím dokončení se řízení vrátí do stejného uzlu, který se za normálních 
okolností zpracovává při nesplnění vstupní podmínky. Příkladem je struktura 




 Podmínka – Oproti předchozímu vzoru je zde v závislosti na pravdivosti vstupní podmínky 
vţdy provedena právě jedna akce. Po jejím splnění se tok řízení v jednom uzlu opět 
spojuje. Příkladem je struktura if(podmínka) {příkazy1} else {příkazy2} 
z jazyka C. 
 Vícenásobné větvení – Tento vzor je velice podobný vzoru předcházejícímu s tím 
rozdílem, ţe nezávisí pouze na splnění/nesplnění vstupní podmínky, ale na její konkrétní 










 Nekonečný cyklus – V tomto případě program pracuje v nekonečné smyčce. Příkladem je 
konstrukce LOOP příkazy END z jazyka Modula-2. 
 Cyklus s testem na začátku – Typickým příkladem je konstrukce 
while(podmínka) {příkazy} z jazyka C. Provedení akce je závislé na splnění 
počáteční podmínky. V případě, ţe podmínka neplatí, nebude akce provedena a řízení 
přejde na základní blok následující za cyklem. U tohoto druhu cyklu nemusí dojít 
k provedení akce ani jednou. 
 Cyklus s testem na konci – Příkladem tohoto vzoru je struktura z jazyku Pascal: 
repeat příkazy until podmínka. Akce se zde provede vţdy minimálně jednou. 
O ukončení rozhoduje podmínka na konci celé struktury. Při jejím splnění se pokračuje 
v provádění akce. 
 
Výše uvedené obecné vzory se poté mapují ve výstupní části překladače na odpovídající 
obrazy v konkrétním jazyku. Pro ukázku zde uvedeme některé běţné programovací jazyky a jejich 
řídící struktury, více viz kapitola o výstupní části překladače:  
 Pascal – Jazyk Pascal obsahuje všechny zde zmíněné řídící struktury, včetně příkazu 
goto. Jde tedy o příkazy if-then[-else], case-of, while a repeat-until. 
Výjimkou je pouze vzor nekonečný cyklus, pro který neexistuje ţádný speciální příkaz. 
Tento fakt se však dá snadno obejít například takovouto konstrukcí: while(True) do. 
 C – V jazyce C můţeme opět najít ekvivalentní struktury ke všem vzorům: if[-else], 
switch-case, for, while, do-while a goto. Příkaz nekonečného cyklu 
se v jazyce C nahrazuje pomocí vhodného pouţití příkazu cyklu s podmínkou na začátku, 




 Fortran – Fortran opět povoluje všechny zmíněné vzory, včetně GOTO. Odlišností je pouze 
jeden druh cyklu – příkaz DO. Pomocí něho se musí modelovat jak nekonečný cyklus, tak 
cykly s podmínkou na začátku i na konci. 
 Python – Jazyk Python je co do řídících struktur chudší neţ výše zmíněné jazyky. 
Obsahuje struktury if[-else], while, for a try. Příkazy jako switch-case 



























          a) akce                                   b) kompozice                            c) nepodmíněný skok  
     d) jednoduché větvení                      e) podmínka                                 f) vícenásobné větvení 
   g) nekonečný cyklus         h) cyklus s testem na začátku           i) cyklus s testem na konci 




4.3 Výstupní část (back-end) 
Poslední fáze dekompilace vytváří z optimalizovaného vnitřního kódu a strukturovaného grafu toku 
řízení reprezentaci programu ve vyšším programovacím jazyku [Obrázek 4.7]. 
Návrh této části překladače počítá s její modularitou. V současnosti je v obecném 
dekompilátoru plánován pouze generátor kódu jazyka C, ovšem z hlediska budoucího moţného 
rozšíření je dobré vytvořit modulární prostředí, ve kterém by mohly vznikat i generátory dalších 

















Ve výstupní části překladače se transformují instrukce v základních blocích kódu 
na ekvivalentní příkazy ve vyšších programovacích jazycích. Pro tuto transformaci je nutné najít 
správné mapování vnitřních instrukcí na příkazy. S tímto problémem bylo počítáno jiţ při návrhu 
jazyka pro popis sémantiky instrukcí, kdy byly brány v potaz nejčastější příkazy programovacích 
jazyků. Kromě transformace obvyklých příkazů dochází i k překladu obecných řídících struktur 
nalezených v grafu toku řízení na specifické řídící struktury konkrétního programovacího jazyka. 
Při transformaci kódu je dále moţné vyhledávat i datové typy specifické pro zvolený jazyk, 
případně i uţivatelem definované datové typy. Vyhledávání těchto struktur však není triviální a je 
při něm potřeba vyuţít speciálních heuristických funkcí. Tato optimalizace není součástí aktuální 
verze zpětného překladače, ale je plánována jako jedno z rozšíření v budoucím vývoji projektu. 
4.3.1 Modul jazyka C 
Historie jazyka C sahá aţ do roku 1972, kdy ho vytvořil Dennis Ritchie v Bellových laboratořích pro 
potřeby operačního systému UNIX. Jde o imperativní, nízko-úrovňový, kompilovaný jazyk, který 
se často pouţívá pro psaní systémového softwaru. I přes své stáří jde stále o jeden 
z nejpouţívanějších programovacích jazyků. Existuje několik standardů jazyka C. Mezi 





















Vzhledem k poţadavku na vytvoření modulu jazyka C, byl jiţ od začátku návrhu zpětného 
překladače brán zřetel právě na tento jazyk. Pro tento účel byl i vhodně specifikován jazyk pro popis 
sémantiky, tak aby bylo zaručeno dokonalé mapování jeho instrukcí na příkazy (operátory) jazyka C. 
Mapování operátorů jazyka C na instrukce jazyka pro popis sémantiky je následující 
(podrobnější informace jsou k nalezení v příloze č. 1): 
 Aritmetické operátory: +, - (unární i součtové) , ++, --, +=, -=, *, *=, /, /=, %, %= – 
Zmíněné operátory jsou plně pokryty těmito instrukcemi z popisného jazyka: add, sub, 
mul, udiv, sdiv, fdiv, urem, srem a frem. 
 Komparační operátory: <, <=, >, >=, !=, ==, ?: – Pro komparaci jsou pouţity instrukce 
icmp a fcmp. Pro testování výsledku komparace na určitou vlastnost (shoda, neshoda, 
větší neţ atd.) slouţí příznaky eq, ne, slt, sgt, sle, sge, ult, gut, ule, uge, oeq, 
one, olt, ogt, ole, oge, ord, uno, ueq, une, true a false. 
 Logické operátory: !, &&, || – Tyto příkazy v jazyce C slouţí pro skládání sloţitějších 
podmínek z více výrazů. V jazyce pro popis sémantiky nemají tyto operátory svůj 
ekvivalent. Místo toho se sloţitější podmínky skládají pomocí instrukcí větvení call, 
ret a br. 
 Bitové operátory: <<, <<=, >>, >>=, ~, &, &=, |, |=, ^, ^= – Rovněţ tyto operátory mají 
své ekvivalenty v instrukcích shl, lshr, ashr, and a xor. 
 Ostatní operátory: =, (), [], *, &, ->, ., sizeof, (type), ,  – K pokrytí ostatních 
operátorů, jako jsou přiřazení, typové konverze, či přístup k prvkům struktur, slouţí tyto 
instrukce load, store, asm, getelementptr, trunc, zext, sext, fptrunc, 
fpext, bitcast, uitofp, sitofp, fptoui, fptosi a inttoptr.  
 
Kromě mapování příkazů vyššího programovacího jazyka je nutné pokrýt i jeho datové typy. 
Datovými typy v jazyce C jsou: char, int, float a double. U datových typů se rozlišují 
znaménkové a bezznaménkové varianty. Mezi další typy patří ukazatele, pole, funkce a uţivatelské 
datové typy. Všechny tyto moţnosti jsou pokryty datovými typy navrţenými v jazyce pro popis 
sémantiky. Blíţe se tomuto problému věnovala kapitola 3.3. 
Posledním krokem je provázání řídících struktur jazyka C se vzorovými strukturami 
popsanými v předchozí podkapitole: 
 Jednoduchá akce a kompozice – U těchto řídících struktur jde pouze o přiřazení 
konkrétního příkazu v jazyce C. U kompozice jde pak o sekvenci příkazů. 
 Nepodmíněný skok – V jazyce C se k tomuto účelu pouţívá příkaz goto. 
 Jednoduché větvení – Ekvivalentní řídící strukturou v jazyce C je konstrukce 
if(podmínka) {příkazy}. 
 Podmínka – Zde se struktura jednoduchého větvení rozšíří o příkaz else: 
if(podmínka) {příkazy1} else {příkazy2}. 














 Nekonečný cyklus – Pro nekonečný cyklus není v jazyce C definován ţádný konkrétní 
příkaz. Je proto třeba tento fakt obejít konstrukcemi for(;;), while(1) či podobnými. 
 Cyklus s testem na začátku – Tuto strukturu můţeme v jazyce C nalézt hned ve dvou 
podobách, a to while(podmínka) {příkazy} a for(inicializátor; 
podmínka; inkrement) {příkazy}. 
 Cyklus s testem na konci – Struktura do {příkazy} while(podmínka) je jedinou 






Cílem této diplomové práce bylo nastínit tématiku zpětného překladu kódů z binární formy 
do vyšších programovacích jazyků. Pro tento účel byla diskutována témata jako reverzní inţenýrství 
a jazyky pro popis architektury procesorů, především pak jazyk ISAC, který je vyuţit v projektu 
Lissom. Právě v rámci tohoto projektu vzniká praktická realizace navrţených postupů ve formě 
obecného zpětného překladače (obecného dekompilátoru). Ten bude v projektu Lissom slouţit 
především při ladění optimalizovaného kódu a při verifikaci překladače jazyka C. Obecný zpětný 
překladač však můţe být pouţit i v mnoha jiných oblastech. Můţe například slouţit pro verifikaci 
programů, opravu chyb a zranitelností, hledání škodlivého kódu, ale i pro migraci softwaru. Dalším 
vyuţitím by mohlo být zefektivnění některých procesů v softwarovém inţenýrství, především 
testování a verifikace. 
Dekompilátory jiţ existují bezmála 50 let, avšak doposud nebyl vytvořen ţádný 
rekonfigurovatelný dekompilátor, který by byl schopný pracovat s různými binárními formáty, 
architekturami procesorů a jejich instrukčními sadami. Rovněţ zatím nebylo moţné převádět v rámci 
jednoho dekompilátoru do více neţ jednoho vyššího programovacího jazyku. Tento fakt jenom 
podtrhuje celkovou sloţitost tohoto projektu. K úspěšnému vytvoření obecného zpětného překladače 
je nutné mít výborný přehled v oblastech architektury procesorů, tvorby překladačů a reverzního 
inţenýrství. Všechny tyto oblasti proto bylo nutné nejprve nastudovat. S výhodou byly uplatněny 
znalosti získané při předchozím výzkumu v rámci bakalářské práce [Kro07]. Dále bylo potřeba 
seznámit se s dosavadním výzkumem v projektu Lissom. 
Vzhledem k tomu, ţe obecný dekompilátor je zcela nová myšlenka, která doposud nebyla 
v praxi realizována, nelze očekávat plně funkční řešení během jednoho roku, tedy v čase určeném 
na tvorbu diplomové práce. S přihlédnutím k tomuto faktu a ke skutečnosti, ţe obecný zpětný 
překladač bude v projektu Lissom vyvíjen i v budoucnu, bylo rozhodnuto věnovat se v rámci 
diplomové práce hlavně kvalitnímu návrhu a integraci do existujícího prostředí. Naopak 
implementace a testování je plánováno na navazující doktorské studium. 
Jedním z nejdůleţitějších prvků celého systému byl vhodný návrh jazyka pro popis sémantiky 
instrukcí. Pomocí tohoto jazyka bude moţné v budoucnu jednotně popsat chování instrukcí 
v instrukčních sadách procesorů. Tím se vyřeší jeden z nejpalčivějších problémů obecného zpětného 
překladače a to abstrahování nad jednotlivými odlišnostmi instrukčních sad procesorů. Nebude tedy 
nutné implementovat přední část překladače ve formě samostatných modulů pro kaţdou konkrétní 
instrukční sadu. Přední část bude naopak rekonfigurovatelná, coţ plně odpovídá konceptu projektu 
Lissom. Návrháři nových procesorů tak nebudou muset implementovat ţádnou část zpětného 
překladače. Ten jim bude automaticky vygenerován, stejně jako ostatní nástroje. 
Dále byla navrţena struktura jednotlivých částí dekompilátoru. Ta se aţ na výjimky příliš 
neodlišuje od struktury klasického překladače. Implementována jiţ byla přední část dekompilátoru, 
která se zabývá načítáním a zpracováním sémantického popisu instrukcí. V návrhu je s výhodou 
pouţit jiţ existující obecný disassembler vytvořený v rámci projektu Lissom. Díky němu se výrazně 
zjednoduší fáze zpracování vstupních dat. Tento disassembler bylo třeba modifikovat, aby jeho 




navrţena modifikace operační části jazyka ISAC, která by umoţňovala začlenění jazyka pro popis 
sémantiky operací. Jako výstup překladu byl navrţen modul transformující kód do jazyka C. 
To odpovídá aktuálním cílům projektu Lissom, kde v současnosti vzniká překladač tohoto jazyka. 
Návrh obecného zpětného překladače však počítá i s budoucím rozšířením o moduly s ostatními 
programovacími jazyky. 
Následující práce na projektu bude mít charakter spíše implementační. Bude potřeba navrţené 
myšlenky převést do programové podoby a v praxi je ověřit. Vhodné bude také výsledný 
dekompilátor otestovat s překladačem jazyka C, který v projektu Lissom vzniká. Podoba zpětně 
přeloţeného programu by se měla co nejvíce blíţit vstupu překladače jazyka C. Zde je patrný 
verifikační způsob vyuţití dekompilátorů. K porovnání funkční ekvivalence výsledku dekompilace 
s původním kódem bude vhodné pouţít jiţ existující simulátory mikroprocesorů.  
Nad rámec diplomové práce je připravováno hned několik rozšíření obecného dekompilátoru. 
Modulární návrh celého systému k tomu přímo vybízí. Plánovány jsou další moduly výstupní části 
překladače, umoţňující převod do jazyků jako je Python či Pascal. Vylepšení by se měla dočkat 
heuristika vyhledání struktur operací vyšších programovacích jazyků a implementována by měla být 
i rekonstrukce datových typů. Právě rekonstrukce datových typů je v literatuře otevřeným tématem 
a její implementace bude výzvou. Rovněţ moţnosti optimalizace při tomto druhu překladu jsou 
četné. Rozpracována je v současnosti i modifikace jazyka ISAC, která by odstranila do jisté míry 
redundantní popis sémantiky instrukce a vyuţila by jiţ existující behaviorální popis pouţívaný 
u generovaných simulátorů. Tím by došlo k úplné automatizaci celého procesu zpětného překladu. 
Jak jiţ bylo několikrát řečeno, téma zpětného překladu je i přes své relativní stáří stále téměř 
neprozkoumané. Lze tedy předpokládat, ţe budoucí výzkum v této oblasti můţe poskytnout velmi 
zajímavé poznatky. Slibně se jiţ nyní jeví vyuţití v praxi. Kromě zde popsaného vyuţití v oblasti 
souběţného návrhu technického a programového vybavení (hardware/software co-design) 
se v současnosti objevuje vyuţití i při virové analýze. Zajímavé bude zejména vyuţití při analýze 
potencionálně nebezpečných programů ve vestavěných systémech, coţ je problém, se kterým 
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Příloha č. 1 – Specifikace jazyka pro popis 
sémantiky instrukcí verze 0.0 
Seznam klíčových slov jazyka pro propis sémantiky instrukcí verze 0.0: 
float  double  label  void zeroinitializer 
define  global  to   null common 
align  call  asm   ret  br 
add   sub   mul   udiv sdiv 
fdiv  urem  srem  frem and 
or   xor   shl   lshr ashr 
icmp  fcmp  eq   ne  slt 
sgt   sle   sge   ult  ugt 
ule   uge   oeq   one  olt 
ogt   ole   oge   ord  uno 
ueq   une   true  false  getelementptr  
load  store  trunc  zext sext 
fptrunc  fpext  bitcast  uitofp sitofp  
fptoui  fptosi  inttoptr  begin end 
 









Překladová pravidla pro rozpoznání lexémů a jejich převod na tokeny (opět ve formátu pro nástroj 
FLEX): 
"@"{ALPHASPECIAL}{ALPHANUMERICSPECIAL}*       //@abcde = globální proměnná 
"%"{AZSP}{AZ09SP}*                             //%abcde = lokální proměnná 
"%"{STRING}                                     //%"abcde" = lokální řetězec 
{STRING}                                              //"abcde" = řetězec 
\"[^\"]+\"":" |                              //abcde: nebo "abcde“: = návěští 
{AZ09SP}+":" 
i{DIGIT}+                                                  //typ integer 
{FLOAT}                                        //konstanta typu float či double 
[-]{DIGIT}+                                   //záporná konstanta typu integer 
{DIGIT}+                                       //kladná konstanta typu integer 
 
Pomocí těchto pravidel pro lexikální analýzu získáme terminální symboly. Ty budou dále pouţívány 
ve tvaru T_NAZEVTOKENU. Například terminál T_CALL představuje terminál vzniklý z lexému 
'call'. Popis syntaxe jazyka ve formě zápisu pro nástroj BISON je následovný: 
 




Module : DefinitionList 
       | /*empty*/; 
 
DefinitionList : Definition 
               | DefinitionList Definition; 
 
Definition : T_DEFINE Function  
           | OptGlobalAssign GVInternalLinkage GlobalType 
             ConstVal GlobalVarAttributes; 
 
 
FunctionHeaderH : ResultTypes GlobalName '(' ')' OptFuncAttrs; 
 
FunctionHeader : FunctionHeaderH T_BEGIN; 
 
Function : BasicBlockList T_END; 
 
ConstValueRef : T_ESINT64VAL 
              | T_EUINT64VAL 
              | T_FPVAL 
              | T_ASM T_STRINGCONSTANT ',' T_STRINGCONSTANT; 
 
SymbolicValueRef : LocalName 
                 | GlobalName; 
 
ValueRef : SymbolicValueRef | ConstValueRef; 
 
ResolvedVal : Types ValueRef; 
 
BasicBlockList : BasicBlockList BasicBlock 
               | FunctionHeader BasicBlock; 
 
BasicBlock : InstructionList OptLocalAssign BBTerminatorInst; 
 
InstructionList : /* empty */ 
                | InstructionList Inst 
                | T_LABELSTR; 
 
BBTerminatorInst : T_RET T_VOID 
                 | T_BR T_LABEL ValueRef 
                 | T_BR T_INTTYPE ValueRef ',' T_LABEL ValueRef 
                   ',' T_LABEL ValueRef; 
 
Inst : OptLocalAssign InstVal; 
 
IndexList : /*empty*/ 
          | IndexList ',' ResolvedVal; 
 
OptTailCall : T_CALL; 
 
Příloha č. 1 – Specifikace jazyka pro popis sémantiky instrukcí verze 0.0 
 
 72 
InstVal : ArithmeticOps Types ValueRef ',' ValueRef 
        | T_ICMP IPredicates Types ValueRef ',' ValueRef 
        | T_FCMP FPredicates Types ValueRef ',' ValueRef 
        | CastOps ResolvedVal T_TO Types 
        | OptTailCall ResultTypes ValueRef '(' ')' 
          OptFuncAttrs 
        | MemoryInst; 
 
MemoryInst : T_LOAD Types ValueRef OptCAlign 
           | T_STORE ResolvedVal ',' Types ValueRef OptCAlign 
 
GlobalType : T_GLOBAL; 
 
ConstVal : Types T_NULL 
         | Types T_ZEROINITIALIZER 
         | T_INTTYPE T_ESINT64VAL 
         | T_INTTYPE T_EUINT64VAL 
         | FPType T_FPVAL; 
 
ResultTypes : T_VOID; 
 
Types : PrimType 
      | Types '*' 
      | '[' T_EUINT64VAL 'x' Types ']'; 
 
GlobalVarAttribute : T_ALIGN T_EUINT64VAL; 
 
GlobalVarAttributes : /* empty */ 
                    | ',' GlobalVarAttribute GlobalVarAttributes; 
 
OptCAlign : /*empty*/ 
          | ',' T_ALIGN T_EUINT64VAL; 
 
OptFuncAttrs : /* empty */ 
             | OptFuncAttrs FuncAttr; 
 
FuncAttr : T_NOUNWIND; 
 
GVInternalLinkage : T_COMMON; 
 
GlobalAssign : GlobalName '='; 
 
OptGlobalAssign : /*empty*/  
                | GlobalAssign; 
 
GlobalName : T_GLOBALVAR  
           | T_ATSTRINGCONSTANT; 
 
OptLocalAssign : /*empty*/ 
               | LocalName '='; 
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FPType : T_FLOAT 
       | T_DOUBLE; 
 
PrimType : T_INTTYPE  
         | T_LABEL 
         | FPType; 
 
LocalName : T_LOCALVAR 
          | T_STRINGCONSTANT 
          | T_PCTSTRINGCONSTANT; 
 
IPredicates : T_EQ   | T_NE  | T_SLT | T_SGT | T_SLE | T_SGE 
            | T_ULT  | T_UGT | T_ULE | T_UGE; 
 
FPredicates : T_OEQ | T_ONE | T_OLT  | T_OGT   | T_OLE | T_OGE  
            | T_ORD | T_UNO | T_UEQ  | T_UNE   | T_ULT | T_UGT 
            | T_ULE | T_UGE | T_TRUE | T_FALSE; 
 
ArithmeticOps : T_ADD  | T_SUB  | T_MUL  | T_UDIV | T_SDIV  
              | T_FDIV | T_UREM | T_SREM | T_FREM; 
 
LogicalOps : T_SHL | T_LSHR | T_ASHR | T_AND | T_OR | T_XOR; 
 
CastOps : T_PTRTOINT | T_INTTOPTR | T_SEXT    | T_TRUNC  | T_ZEXT 
        | T_FPTRUNC  | T_FPEXT    | T_BITCAST | T_UITOFP 
        | T_SITOFP   | T_FPTOUI   | T_FPTOSI; 
 
Popis sémantiky jednotlivých instrukcí tohoto jazyka je k nalezení v [LLV08]. 
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Příloha č. 2 – Ukázka popisu jednoduchého 
procesoru v jazyce ISAC (simple.isac) 
// Simple model 
// Original author: Zdenek Prikryl (iprikryl@fit.vutbr.cz) 
 
RESOURCE { 
 PC REGISTER bit[8] pc;  
 CR REGISTER bit[8] cr;  
 REGISTER  bit[8] ax; 
 REGISTER  bit[8] bx; 
  
 RAM bit[8] program_mem {               
  ENDIANESS   (BIG); 
  BLOCKSIZE   (8, 8); 
  SIZE (255); 
  FLAGS (X); 
 };  
 RAM bit[8] data_mem {               
  ENDIANESS   (BIG); 
  BLOCKSIZE   (8, 8); 
  SIZE (255); 
  FLAGS (R,W); 
 }; 
 MEMORY_MAP defaultmap { 
  RANGE(0, 254)->program_mem [(7..0)]; 




OPERATION reset { 
 BEHAVIOR  { 
  pc = 0; 
  ax = 0; 
  bx = 0; 
 };  
} 
OPERATION ax { 
 ASSEMBLER { "ax" }; 
 CODING { 0b00 }; 
 EXPRESSION { 0; }; 
} 
OPERATION bx { 
 ASSEMBLER { "bx" }; 
 CODING { 0b11 }; 
 EXPRESSION { 1; }; 
} 
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GROUP reg = ax, bx; 
 
OPERATION inc { 
 INSTANCE reg ALIAS { dst }; 
 ASSEMBLER { "inc" dst }; 
 CODING { 0b000100 dst }; 
 BEHAVIOR { 
  if ( dst == 0 ) 
   ax += 1; 
  else if ( dst == 1 ) 
    bx += 1; 
   printf("inc\n"); 
 }; 
 SEMANTIC { 
  #tmp0 "=" "load" "i8**" "@"#~dst 
  #tmp1 "=" "getelementptr" "i8*" #tmp0 "," "i32" "1" 




OPERATION mov { 
 INSTANCE reg ALIAS { src, dst }; 
 ASSEMBLER { "mov" dst "," src }; 
 CODING { 0b0010 dst src }; 
 BEHAVIOR { 
  if ( dst == 0 ) { 
    if ( src == 0) 
     ax = ax; 
    else if (src == 1) 
    ax = bx; 
  } else if ( dst == 1 ) { 
    if (src == 0) 
     bx = ax; 
    else if (src == 1) 
     bx = bx; 
  } 
  printf("mov\n"); 
 }; 
 SEMANTIC { 
  #tmp0 "=" "load" "i8**" "@"#~src 




GROUP alu = inc, mov; 
 
OPERATION load { 
 INSTANCE reg ALIAS { dst, src }; 
 ASSEMBLER { "load" dst "," "@" src }; 
 CODING { 0b0011 dst src}; 
 BEHAVIOR { 
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  if ( dst == 0 ) { 
    if ( src == 0) 
     ax = defaultmap.read(ax+255); 
    else if (src == 1) 
     ax = defaultmap.read(bx+255); 
  } else if (dst == 1) { 
    if (src == 0) 
     bx = defaultmap.read(ax+255); 
    else if (src == 1) 
     bx = defaultmap.read(bx+255); 
  } 
  printf("load\n"); 
 }; 
 SEMANTIC { 
  #tmp0 "=" "load" "i8**" "@"#~src 
  #tmp1 "=" "load" "i8*" #tmp0 
  #tmp2 "=" "inttoptr" "i8" #tmp1 "to" "i8*" 




OPERATION save { 
 INSTANCE reg ALIAS { dst, src }; 
 ASSEMBLER { "save" "@" dst "," src }; 
 CODING { 0b0100 dst src}; 
 BEHAVIOR { 
  if ( dst == 0 ) { 
    if ( src == 0) 
     defaultmap.write(ax+255, ax); 
    else if (src == 1) 
     defaultmap.write(ax+255, bx); 
  } else if (dst == 1) { 
    if (src == 0) 
     defaultmap.write(bx+255, ax); 
   else if (src == 1) 
     defaultmap.write(bx+255, bx); 
  } 
  printf("save\n");  
 }; 
 SEMANTIC { 
  #tmp0 "=" "load" "i8**" "@"#~dst 
  #tmp1 "=" "load" "i8**" "@"#~src 
  #tmp2 "=" "ptrtoint" "i8*" #tmp1" "to" "i8" 




GROUP mem = load, save; 
 
OPERATION halt { 
 BEHAVIOR{ printf("halt"); }; 





OPERATION instrhalt { 
 INSTANCE halt ALIAS { halt }; 
 ASSEMBLER { "halt" }; 
 CODING { 0b01010000 }; 
 ACTIVATION { halt; }; 
 SEMANTIC { "call" "void" "asm" \""halt"\" "," \"\""()" }; 
} 
 
OPERATION nop { 
 ASSEMBLER { "nop" }; 
 CODING { 0b00000000 }; 
 BEHAVIOR { 
  ax = ax; 
  printf("nop\n"); 
 }; 
 SEMANTIC { "call" "void" "asm" \""nop"\" "," \"\""()" }; 
} 
 
GROUP control = instrhalt, nop; 
GROUP instr_set = alu, mem, control; 
 
OPERATION decode { 
 INSTANCE instr_set ALIAS { instr_set }; 
 CODINGROOT { { instr_set(defaultmap[pc]); } }; 
 BEHAVIOR { pc += 1; }; 
} 
 
OPERATION main { 
 INSTANCE decode ALIAS { decode }; 
 ACTIVATION { decode; }; 
}  
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Příloha č. 3 – Příklad programu pro 
jednoduchý procesor (simple.isac) 
Ukázkový program zapsaný v jazyce symbolických instrukcí pro procesor simple: 
 
;simple.asm 
main, $8, "x" 
 
init: 
 save @bx, ax 
 inc bx 
 inc ax 
 save @bx, ax 
 inc bx 
 inc ax 
 save @bx, ax 
 inc ax 
 mov bx, ax 




Pro úplnost stejný program po zkompilování do výstupního binárního formátu (pouţívaného 
v projektu Lissom): 
 
AgT62kG9y7 
8 0 2009.02.14:21:15:35 2 XS 1 0 0 4 main 0 1 T 12 0 12 20 0 32 
01001100 00010011 00010000 01001100 00010011 00010000 01001100  
00010000 00101100 00110011 00000000 01010000 
12 4 10 simple.asm 0 5 10 simple.asm 1 6 10 simple.asm 2 7 10 
simple.asm 3 8 10 simple.asm 4 9 10 simple.asm 5 10 10 simple.asm 6 
11 10 simple.asm 7 12 10 simple.asm 8 13 10 simple.asm 9 14 10 
simple.asm 10 15 10 simple.asm 11 
 
Výsledek první části dekompilace, kdy se binární forma programu transformuje do reprezentace 




@ax = common global i8* null 
@bx = common global i8* null 
 
define void @main() nounwind { 
0:       ;save @bx, ax  
   %tmp0.0 = load i8** @bx 
   %tmp1.0 = load i8** @ax 
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   %tmp2.0 = ptrtoint i8* %tmp1.0 to i8 
   store i8 %tmp2.0, i8* %tmp0.0  
1:       ;inc bx 
   %tmp0.1 = load i8** @bx 
   %tmp1.1 = getelementptr i8* %tmp0.1, i32 1 
   store i8* %tmp1.1, i8** @bx 
2:       ;inc ax 
   %tmp0.2 = load i8** @ax 
   %tmp1.2 = getelementptr i8* %tmp0.2, i32 1 
   store i8* %tmp1.2, i8** @ax 
3:       ;save @bx, ax 
   %tmp0.3 = load i8** @bx 
   %tmp1.3 = load i8** @ax 
   %tmp2.3 = ptrtoint i8* %tmp1.3 to i8 
   store i8 %tmp2.3, i8* %tmp0.3 
4:       ;inc bx 
   %tmp0.4 = load i8** @bx 
   %tmp1.4 = getelementptr i8* %tmp0.4, i32 1 
   store i8* %tmp1.4, i8** @bx 
5:       ;inc ax 
   %tmp0.5 = load i8** @ax 
   %tmp1.5 = getelementptr i8* %tmp0.5, i32 1 
   store i8* %tmp1.5, i8** @ax 
6:       ;save @bx, ax 
   %tmp0.6 = load i8** @bx 
   %tmp1.6 = load i8** @ax 
   %tmp2.6 = ptrtoint i8* %tmp1.6 to i8  
   store i8 %tmp2.6, i8* %tmp0.6 
7:       ;inc ax 
   %tmp0.7 = load i8** @ax 
   %tmp1.7 = getelementptr i8* %tmp0.7, i32 1 
   store i8* %tmp1.7, i8** @ax 
8:       ;mov bx, ax 
   %tmp0.8 = load i8** @ax 
   store i8* %tmp0.8, i8** @bx 
9:       ;load ax, @bx 
   %tmp0.9 = load i8** @bx 
   %tmp1.9 = load i8* %tmp0.9  
   %tmp2.9 = inttoptr i8 %tmp1.9 to i8* 
   store i8* %tmp2.9, i8** @ax 
10:       ;nop 
   call void asm "nop", ""() 
11:       ;halt 
   call void asm "halt", ""() 
 
   ret void 
} 
 
Konečná fáze dekompilace, kdy dochází k analýze sémantického popisu a jeho transformaci 
do vyššího programovacího jazyku, zde do jazyku C: 








unsigned char *ax, *bx = NULL; 
 
int main (int argc, char **argv) { 
 for (int i = 0; i < 2; i++){ 
*bx = (unsigned char)ax; 
bx++; 
     ax++; 
} 
*bx = (unsigned char)ax;  
ax++; 
bx = ax; 
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Příloha č. 4 – Obsah CD 
Adresář Obsah 
./readme.txt Obsah CD. 
./Bin/ Spustitelná verze programu. 
./Bin/Tests/ Ukázkové příklady. 
./Doc/ Elektronická verze této písemné zprávy. 
./Install/ Programy nutné k překladu programu. 
./Src/ Zdrojové soubory programu. 
 
