The aircraft is a complex system for which a variety of data are systematically being recorded: flight data from sensors, built-in test equipment data, and maintenance data. Without proper analytical and statistical tools, these data resources are of limited use to the operating organization. Focusing on data mining-based modeling, this paper investigates the use of readily available CF-18 data to support the development of prognostics and health management systems. A generic data mining methodology has been developed to build prognostic models from operational and maintenance data. This paper introduces the methodology and elaborates on challenges specific to the use of CF-18 data from the Canadian Forces. A number of key data mining tasks are examined including data gathering, information fusion, data preprocessing, model building, and model evaluation. The solutions developed to address these tasks are described. A software tool developed to automate the model development process is also presented. Finally, this paper discusses preliminary results on the creation of models to predict F404 no. 4 bearing and main fuel control failures on the CF-18.
Introduction
The CF-18 has been in service with the Canadian Forces ͑CF͒ since the early 1980s. The first aircraft was delivered in October 1982, and Canada's fleet logged more than 500,000 flying hours by 2002. At the time, the CF-18 was considered one of the most advanced platforms for diagnostics, and the CF further improved the data management capabilities over the years. Aircraft operating parameters such as altitude, engine exhaust temperature, shaft speeds, and airspeed are recorded throughout the flights, and some parameters such as vibrations and pressures are recorded during a diagnostic event generated by the onboard integrated engine condition monitoring system ͑IECMS͒ built-in test equipment ͑BITE͒ equipment. A diagnostic event signifies that further investigation is required by the maintenance staff to rectify the problem. Diagnostic events are generated either when one or more parameter thresholds are exceeded, failure of one or more components occurred, or the pilot manually triggered the recording. These operational data have been systematically archived by the CF and are available for diagnostic/prognostic purposes. In addition, a comprehensive database describing all maintenance actions performed by the personnel on the CF-18 is also available. GasTOPS ͑Ottawa, Ontario Canada͒, a control system and condition assessment company, and the Canadian Forces exploited some of these data to develop an advanced diagnostic/troubleshooting and performance monitoring tool ͓1͔. In this paper, the potential usefulness of the available operational and maintenance CF18 data for prognostics is investigated.
The CF-18 maintenance database tracks over 2300 components, and each could be modeled using a data mining approach for diagnostics/prognostics. An initial investigation was performed using data from the no. 4 bearing, and the resulting models showed potential for predicting component failure ͓2͔. This paper describes a further investigation that focuses on the main fuel control ͑MFC͒ on the F404. The MFC is the hydromechanical component for numerous, complex engine control functions. It is a critical component since its failure can result in degraded performance, delays, cancellation of missions, and even possible power loss of an engine or aircraft.
Prognostic models for the no. 4 bearing and MFC would enhance opportunistic and preventive maintenance procedures with anticipated impacts on availability and cost. The objective is to build on previous experience reported in Refs. ͓3,4͔ with the application of data mining techniques for prognostics and to determine if the available data could be used to build prognostic models for different components.
Section 2 offers a brief overview on the generic data miningbased approach used to develop models for prognostics and health management ͑PHM͒ systems and introduces a data mining tool being developed to automate and streamline the data mining process. The challenges specific to the development of prognostic models are described along with the details of the data mining experimentation performed. Preliminary results are presented for both the no. 4 bearing and the MFC along with the evaluation criteria and some discussions.
Generic Data Mining-Based Methodology
Data mining-based prognosis is an emerging application of databased modeling to real-world problems. The objective is to use data mining and machine learning techniques to build predictive models from readily available maintenance and operational databases. After validation, these models can be integrated into PHM systems to monitor equipment health and predict component failures before such events disrupt operations. Figure 1 illustrates the generic data mining methodology developed to build prognostic models for complex systems such as trains ͓5͔ and aircraft ͓4͔. This methodology consists of four steps: data gathering, data labeling ͑data transformation͒, modeling and evaluation, and model fusion.
Not only must a data set be selected but a subset of instances must also be selected to use in the analysis. The data sets are typically very large, so it is inefficient to build models using all instances. Simple solutions, such as random sampling, are also inappropriate. To build the desired predictive models, a much more focused approach was required. The analysis was based on data generated around each occurrence of failure ͑defined as component replace-ment͒. First, it was necessary to identify when the replacements occurred and then retrieve instances around the time of these occurrences. Once the date and the part identifier were known for each replacement of a component, the relevant instances from the selected sensor data sets were retrieved. For each data set and replacement, the data obtained between m operating hours prior to the replacement and n operating hours after were retrieved. The parameters m and n depended on the data set and the component.
Data Labeling.
In order to use supervised learning algorithms, a class attribute ͑or label͒ was added to the selected sensor data. An automated labeling approach was adopted. This approach is labeled "positive" ͑alerts͒ in all instances that fell in a predetermined target window before the occurrence of a component failure and "negative" ͑normal operation͒ in all other instances. This labeling scheme allowed a classifier to be built that generates an alert whenever the patterns in the data were similar to those observed near a failure. In practice, the length of the target window was defined by taking into account the optimal period for the end users to receive the alerts and the balance between positive and negative instances. In practice, the proportion of positive instances should be over 15%.
Modeling and Model Evaluation.
The modeling and model evaluation stage starts with a systematic investigation of data transformations that can be used to improve the initial, as measured, representation. This is done by augmenting the initial representation with new parameters or features created using methods from process physics, signal processing, time-series analysis, and constructive induction. Feature selection is also applied on the augmented data representation to automatically remove redundant or irrelevant features ͓6,7͔. After updating the initial data set with the class attribute and incorporating data representation enhancements, supervised learning algorithms were used to generate the prognostic models. Data from a subset of all failures were used for developing the models and keep the remaining data for testing. Any supervised learning algorithm can be used. In early experiments, simple algorithms such as decision trees and Naive-Bayes were preferred over more complex ones because of their efficiency and because they produced models that could be easily explained to the end users. The same algorithm was applied several times with varying attribute subsets and optimization of objective information. To compare the models ob-tained, a score-based approach ͓2,3͔ was applied that had been developed to evaluate models for prognostic systems.
Model Fusion.
Model fusion can be used for two reasons. First, when more than one data set is relevant for a given component, a model can be built for each data set and then model fusion is used to combine predictions from the various models. Second, model fusion can be applied for performance optimization regardless of the number of data sets selected. In this case, various models were learnt using various techniques or parameter settings and were combined to obtain better performance than using any single model. Bagging and boosting ͓8͔ are two popular techniques to combine models, but they are only applicable when there is a single data set and one kind of model ͑a single learning algorithm͒. For heterogeneous models or multiple data sets, methods based on a voting or stacking strategy were applied ͓9͔. These techniques are globally referred to as multiple classifier systems ͓10͔.
Automation of Data Mining Processes
In order to obtain accurate prognostic models, it is often necessary to iterate over many of the steps in the data mining-based methodology presented above. For instance, in most experiments, it was necessary to repeat the execution of the same software module with different configurations or input parameters. To facilitate the process, an automated data mining system named EBM3 ͑environment for building models for machinery mainte-nance͒ was developed. In addition to speeding up the execution, the EBM3 system allows the research team to maximize reuse of software components and experimental methodologies between applications.
EBM3 provides a simple user interface that the researchers use to define the overall data mining experiment that needs to be executed to build the desired prognostic models. As mentioned above, this involves a number of tasks such as data preprocessing, modeling, evaluation, and model fusion. For each of these tasks, the researcher specifies the input, output, task specific parameters, and the actual software component that will perform the required computation. These software components could be written in various languages including JAVA, PERL, SAS, R, C/Cϩϩ, PYTHON, JY-THON, JESS, and MATLAB. They can also be written for a specific operating system ͑Windows or Linux͒ or specified to run on a given computer. During the execution, the EBM3 system automatically launches the various software components. As needed, it automatically connects to the specified computers ͑using the provided computer IP and login information͒. The data are automatically transferred from one step to the following one, with transparent data format conversions as required. Specialized conversion programs were developed and integrated into EBM3. The output format from a process is compared with the input format for the next process. If the data formats are not the same, a conversion program is identified and executed to transform the output format into the input format. Mechanisms to monitor the execution and to handle run-time errors are also implemented within EBM3.
EBM3 supports the concept of iterations to allow a systematic exploration of parameter values, as well as repetitions for various data sets and learning algorithms. Iterations can be defined over a list of discrete values ͑e.g., algorithm and data set names͒ or with a numeric range with predetermined increments. This functionality is particularly useful when exploring the potential of various learning algorithms and data transformations. The EBM3 system stores the results for all iterations, which allows detailed analysis of the results.
Another important feature of EBM3 is its ability to automatically deploy to users the completed predictive models. After the desired model͑s͒ are developed, EBM3 encapsulates all the required software and configuration information into a package that is ready to be deployed within the JAVA 2 platform enterprise Transactions of the ASME edition ͑J2EE͒ infrastructure that is used to implement delivery of real-time PHM functionalities. This provides seamless integration between building and deploying models in developing PHM systems.
In sum, the EBM3 system provides a structured framework for the definition and execution of complex data mining processes where each step can be implemented independently with great flexibility in the choice of programming languages, tools, and computer environments. Advanced features allow efficient execution of repetitive tasks and deployment of the models built. As discussed throughout the paper, the EBM3 system has been used extensively to investigate the potential use of CF-18 sensor and maintenance data for prognostics.
Challenges
Some prognostics challenges are the same for both no. 4 bearing and MFC, and these challenges have been outlined in Ref. ͓2͔ . The challenges in implementing the generic data mining methodology for the CF-18 can be separated into two different groups. The first group of challenges is related to transforming the initial sensor measurements into a format that can be used for data mining. Specific difficulties include data selection, parameter creation, feature selection, handling of missing data, different recording frequencies, and conversion of the operational data to usable formats. Another group of challenges is related to implementing the generic data mining methodology. These challenges include algorithm selection, feature data set selection, evaluation criteria, and adaptation of these tools and processes into an automated EBM3 data mining environment. The optimal solution would implement a data mining model with very high precision and accuracy while minimizing errors. Since the current objective was not to find an optimal solution, only a limited number of approaches were considered in this initial investigation.
The CF-18 data made available for this research consist of 5 years of operational sensor data ͑from 1999 to 2004͒ and over 10 years of maintenance data. The sensor data were stored in over 25,000 binary flat files called aircraft data files ͑ADFs͒, while the maintenance data were in an ORACLE database format. An analysis of the maintenance database revealed 1280 cases of no. 4 bearing replacements and over 1700 cases of MFC replacements from 1999 to 2004. The maintenance database established that a bearing is no longer useful when its inventory status is set to be scrapped or no longer serviceable. The same strategy of determining if an MFC is no longer useful does not apply because this component can be rebuilt and recertified for service. This rebuilt and recertified component can be identified and tracked along with other major F404 components such as the high pressure turbine and fan. Therefore, the retrieval of relevant maintenance and operational data is different depending on the type of component. This paper only considers component replacements that occurred during the time for which operational data were available ͑1999-2004͒. Also, to remove some variability related to aircraft configuration, replacements that stayed on the same engine, same aircraft, and same position for all their life were retained. Forty two examples of no. 4 bearing replacements and six examples of MFC replacements that satisfied these restrictions were obtained. Future work might look at a less restrictive set.
The engine, aircraft, and engine position ͑left or right͒ information was not explicitly recorded in the maintenance database, but this information could be traced by joining related engine and aircraft maintenance actions to the bearing replacement. A special application was developed and integrated in EBM3 to perform this analysis as part of the data gathering task in the data mining experimentation described above. An example of this integration of maintenance information is described for MFC BECA0527 using date information and the next higher component information stored with each maintenance record. MFC BECA0527 was initially installed in April 2001 on engine 376045. This engine was installed on aircraft 719 on the right hand side on Jun. 2000. Since the MFC can be replaced without engine removal, the operational data recorded after the date of installation of the MFC ͑Apr. 2001͒ will be used in the data mining experiment. A similar verification is done for the removal of MFC BECA0527 to ensure the same configuration, engine, aircraft, and position was maintained.
The operational data collected on the CF-18 aircraft are organized into 65 different message groupings. Each of these message groupings focuses on a specific function of the aircraft such as armament, engine performance, and diagnostic information. Four of these were used to retrieve relevant sensor measurements and flight information because they were the most relevant to predicting component problems in the engine. One problem was establishing when a flight started and ended so that the information could be gathered. Another problem was the differences in recording frequencies between parameters; some parameters were recorded every second while others every five seconds during flight. Examples of such parameters are air speed, low pressure rotor speeds, and exhaust gas temperatures. Other parameters, such as oil pressures and broadband vibration, are recorded once per second for 15 s during a periodic thrust check. These parameters are also recorded once per second for 35 s after a diagnostic event is triggered by the BITE. These different sampling rates result in different amounts of data for each sensor during the flight, and many model building algorithms do not handle varying data set sizes for a single flight. It was important to summarize these differing operational data records into a single value to be used in model development because all of these parametric values will be considered in building prognostic models for the component. For instance, the parametric data for the flight can be summarized into statistical values such as an average, median, minimum, or maximum. Since there are many components and symptoms that could be modeled using the current data mining techniques, it is important to focus on components tracked in the maintenance data where the components could be replaced without engine removal to remove this source of performance variability. For these reasons, the MFC was selected as a feasible and important component for PHM. By building prognostic models for this component, it was hoped to predict failure/replacement of the MFC before it actually failed and caused an unexpected disruption and/or cost to the operator. If this impending failure/replacement can be predicted, this would allow the CF to perform more opportunistic maintenance, reduce secondary damage, and improve the overall CF-18 fleet readiness.
Prognostic Model Development
This section presents the experiments for developing prognostic models for no. 4 bearing and MFC replacements from the archived CF-18 operational and maintenance data. The experiments were conducted, following the generic methodology described, with the EBM3 system. This section describes the details for each of the different stages in the methodology and how the indicated challenges are addressed.
The data mining experimentation used the EBM3 functionality to implement the generic data mining methodology. EBM3 uses extensible markup language ͑XML͒ to design and store data mining experiments and integrates external applications. These external applications are called blackboxes, which are developed to execute an independent data mining task in a specific environment or platform. The CF-18 component experimentation used over 30 external applications or blackboxes from EBM3 to perform the different tasks required in each step of the generic data mining methodology. There were also over 85 XML experiment files created for each CF-18 component to separate and balance the computing load for building data sets and models. The experiment benefited from EBM3's ability to automate the iterations over different feature sets and machine learning algorithms. The other XML experimentation files processed the results from the evaluation stage by generating summary HTML files. The CF-18 no. 4 bearing and MFC experimentation used three of the four stages in the generic data mining methodology, and they are further explained below. In this work, no experimentation was conducted related to the last stage: model fusion.
Data Gathering.
The data gathering and labeling processes transform the initial sensor measurements into a format that a machine learning algorithm can use to build a data mining model. Figure 2 illustrates the processes involved in generating the data set files from the raw sensor data. The original format of the operational data was a binary flat file that was processed by a JAVA application into an ORACLE database, which allows for easy retrieval. In order to select appropriate operational data to build the models for the components of interest, the information about each occurrence of component replacements ͑e.g., date of installation, date of replacement, cause for removal, engine location, and engine serial number͒ was retrieved first. For the no. 4 bearing, this information was found by searching the maintenance database to identify when a bearing was initially installed and when it was removed with no further useful life remaining. For the MFC, a more complex method was required, which involves the analysis of all MFC installations and removals recorded in the maintenance database. A JAVA application was developed to automatically search the maintenance database to retrieve the information about all occurrences of replacements of interest. This JAVA application is also used to collect the operational data. It generates one flight data file with raw measurements for each component replacement. Accordingly, six flight data files were generated during this step to cover the six MFC removals. The amount of data in each of these data files ranged from 32 flights ͑61 h͒ to 343 flights ͑640 h͒. The next step for both no. 4 bearing and MFC data gathering involves 21 different JAVA applications to summarize the numerous data points for a single flight parameter into one statistical value for the flight parameter. In this experiment, traditional statistics including average, standard deviation, medians, and key quantiles were used. This process results in 21 different data sets with summarized CF-18 operational flight data for the different statistical measures. Some of the features in the CF-18 operational flight data sets must be filtered to remove noise or bias. An EBM3 experiment was created to filter out such attributes as flight number, date information, and aircraft configuration information. Finally, the same EBM3 experiment separates the CF-18 operational flight data sets into training and testing data sets. Due to the small number of MFC cases available, the leave one batch out ͑LOBO͒ cross-validation approach was implemented for the MFC experimentation. For the no. 4 bearing, a simple splitting of the data into training and testing was sufficient ͓2͔.
Each replacement is identified with a problem ID. This identifier is then used to associate each time-series generated through the data gathering process described above to a unique replacement case. The LOBO validation approach consists of an iterative process in which the number of iterations equals the number of replacement cases ͑i.e., six in the case of MFC͒.
The LOBO validation approach consists of an iterative process in which the number of iterations equals the number of replacement cases ͑i.e., six in the case of MFC͒. In each iteration, all the data associated with one of the replacements are kept for testing ͑evaluation͒, while the data from all other replacements are used for training ͑building the model͒. The process stops when all the data have been used for testing exactly once. The evaluation results collected over the various iterations are averaged to obtain a reliable estimate of the expected performance. In the case of the MFC experiment, this process was implemented by first identifying each replacement with a unique problem ID. This identifier was then used to associate each time-series generated through the data gathering process described above to a unique replacement case. The LOBO approach involved six iterations, each of them considering all the time-series from a given problem ID as testing and data from all other replacements as training. In terms of data size, each iteration had to process 126 data sets ͑21 features multiplied by six problem cases͒.
Data Labeling.
As described earlier, the data obtained from the data gathering step have to be labeled. Using an automated labeling technique, each observation in the target alerting period was labeled as positive and in the normal operation period as negative or normal operation. It is important to note that the labeling of the data for the MFC was different from the no. 4 bearing ͓2͔. For the MFC component, the target alerting period was determined as being the last 20 flights before the removal of the MFC. The normal operation period includes all flights that occur after the installation of the MFC up to the last 20 flights before the MFC was removed. For the no. 4 bearing, normal operation was defined to include flights that occurred after the initial installation of the no. 4 bearing, and the target alerting period was defined as the last 20 flights before the bearing was removed and scrapped.
Model
Building. EBM3 integrates the WEKA suite of machine learning algorithms, which contains many different machine learning algorithms for classification, regression, and clustering ͓11͔. The experiment described here relied on 17 classification Transactions of the ASME algorithms covering four categories of algorithms. As expected, not all algorithms were successful in creating data mining models. Table 1 lists the algorithms that were used and identifies which ones managed to generate a model for both the MFC and bearing no. 4 components. EBM3 experiments were developed to generate models from the 126 different training data sets from the four types of machine learning algorithms. Figure 3 outlines the EBM3 experiments and the models that were generated. A total of 2288 models were created after executing the EBM3 experimentation.
Model Evaluation.
There were many different processes involved in calculating and displaying the results of model evaluation. An EBM3 experiment was created to integrate these different processes and further automate the model evaluation phase. The first process calculates the different evaluation measures and creates a flat text file. This flat text file is used to create HTML pages and supporting graphics that display the results. These processes are described in Fig. 4. 6 Experimental Results 6.1 Evaluation Criteria. Two different types of evaluation criteria are used to evaluate the models built. First, precision and recall ͓12͔ are considered. Precision is calculated using Eq. ͑1͒ and corresponds to the total number of correct predictions over the total number of predictions. Recall is calculated as in Eq. ͑2͒ and corresponds to the number of correctly predicted replacement alerts over the total number of replacement alerts. A replacement alert identifies that the model predicts a component failure, and the component should be replaced at the discretion of the maintenance technician,
where n p is the number of correct prediction and N p is total number of prediction,
where r p is the number of correct replacement alert prediction and R p is total number of replacement alert prediction. In addition, two custom metrics were relied upon to take into account the timeliness of the alerts produced. The first metric, named the problem detection rate, indicates the proportion of problems ͑replacement events͒ that have been detected during the target detection period. The second metric, named score ͑sc i ͒, is tailored from related work on the application of the proposed data mining methodology to predict failures in the railway and commercial aerospace domains ͓3,4͔. The score metric uses a component-specific reward function that assigns a value to each prediction from the model based on the time span between the generation of the failure prediction and the actual failure. As shown in Fig. 5 , maximal rewards are obtained in the target detection period. In other words, the maximal score for true positive predictions in the target window will be 1, and the score for false positive predictions will be Ϫ1. The total score ͑SC͒ for a given model is obtained by Eq. ͑3͒, which sums the rewards associated with the alerts produced by this model while running it on the test data set, 
where sc i is the score of the ith replacement alert, which is computed from the reward function shown in Fig. 5 and N is the total number of the replacement alert predictions on the test data set. These four evaluation measures, i.e, recall, precision, SC, and problem detection rate, are applied to the predictions from the models generated for both the CF-18 no. 4 bearing and MFC replacement.
Evaluation and Results.
Since the MFC experimentation uses the LOBO approach, it was necessary to combine results from the various test data sets ͑various iterations of the crossvalidation procedure͒ to obtain the overall measure of model performance. Since each replacement time-series was used once for testing, there were six different prediction files generated for each statistical summary feature. In total, there were 2288 experimental runs. For each run, a result file was obtained. Therefore, there were 2288 different result files, one for each of the different algorithms, problem IDs, and feature sets. These flat files were combined and used to calculate the four different evaluation metrics for each of the statistical summary features. The total number of flights in the operational data was 798, the number of alert period labeled flights was 120, and normal operations were 678. The flight operational data set has an unequal number of normal and alerting situation examples, and this biased the generation of the prognostic models. Table 2 outlines the results of these calculations for the best performing algorithms and feature data sets for the no. 4 bearing experimentation. Three different algorithm results are presented in Table 2 ; they are conjunctive rule, nearest neighbor generalized exampler ͑NNge͒, and Naive-Bayes decision tree ͑NBTree͒. The feature data sets outlined in Tables 1 and  2 are ordered statistical values, and these values are calculated by ordering the raw data into a list of ascending values then identifying specific quantile values and positions such as 10th, 25th, 75th, and 90th quantiles. The interquantile average 10 90 feature data set is the average of values between the identified 10th and 90th quantiles. Similarly, the upper quantile average 75 is the average of the values greater than the 75th quantile.
The data mining-based models detected all the no. 4 bearing replacements except for the model created with the conjunctive rule algorithm on the interquantile average 10 90 data set. The best score obtained is 73 for NNge on the upper quantile average 75 data set where the best potential score is 675. NBTree and NNge have the highest precision ͑61%͒ on the interquantile average 10 90 data set. Finally, the conjunctive rule algorithm on the upper quantile average 75 data set outperformed the others with a recall of 87%. Similarly, Table 3 outlines the best performing algorithms and flight feature summary data sets for the MFC component. It may be noticed that the NNge models, which obtained very good performance on the no. 4 bearing, did not perform as well for the MFC component. Instead, this investigation suggests that the most promising combinations of feature sets and algorithms for the MFC are as follows. The Naive-Bayes algorithm using the interquantile average 25 75 feature set was able to detect all problems in the MFC data and yielded the best recall metric of 62%. The lower quantile average 10 and sequential minimal optimization ͑SMO͒ algorithm had the best score ͑15͒ and highest precision ͑85%͒. The lower quantile average 10 is the average of the values below the 10th quantile, and the interquantile average 25 75 is the average of values between the 25th and 75th quantiles.
Discussion
To summarize, desirable models could be selected from those that were developed from operational and maintenance data that offered the following encouraging performance: ͑a͒ no. 4 bearing: 61% precision-failure forecast and 87% of the alerts for predicting need for replacement ͑b͒ MFC: 85% precision-failure forecast and 62% of the alerts for predicting need for replacement
The experimentation results for the MFC and no. 4 bearing varied significantly among the models and data sets. Good results achieved in modeling the no. 4 bearing replacements using a certain modeling technique and a feature data set did not guarantee the same model performance when using the same modeling configuration for MFC replacement. This can be attributed to many different issues, which are briefly discussed below. These issues confirm that a multimodel approach must be taken to determine the viability of model fusion.
First, the quantity of the data available for the no. 4 bearing and the MFC components was quite different. The maintenance and operational data related to the no. 4 bearing had more examples of replacements ͑42͒ than the MFC ͑six͒. The small number of MFC replacement cases forced the use of a cross-validation approach to evaluate the expected performance while this was not required for the no. 4 bearing. A higher number of MFC replacement examples would be highly desirable from the modeling viewpoint. One possible solution would be to relax the constraints on replacement identification in the maintenance data. For example, it would be possible to include MFC components that may have been removed, but their installation happened before the time period for the operational data available. Another issue with the MFC data sets was that they did not have an equal number of normal operation and alert situation observations, which created an imbalanced learning problem. This has an effect on the quality of models built from the data mining process because the algorithms are sensitive to this imbalance. Some techniques that could be used are oversampling and undersampling. Oversampling is defined as adding additional observations from the smaller class population. Undersampling is defined as removing observations from the larger class population. Each of these techniques helps in balancing the data set, but they could also introduce new issues such as which observations to leave out or include.
Second, the data quality differs for the no. 4 bearing and MFC. The no. 4 bearing data set contains only the first 20 flights after the initial installation and the 20 flights before the final removal. The MFC data contained all the flight data from the installation to removal. This made the task of identifying problems more challenging, especially as the operational data reached the alerting period, but was still classified as a normal operation. Also, this resulted in different numbers of flights and amount of operational data for each MFC replacement. Finally, any erroneous flight data due to recording were filtered out for the MFC data set while the no. 4 bearing contained these erroneous data.
Third, some of the evaluation measures used were traditional machine learning metrics such as precision and recall. These may not be the best measures for assessing data mining-based model performance. Other custom evaluation measures were introduced to address this issue, but other evaluation metrics may need to be developed such as alert precision, latency, and assessment of false alerts. These new evaluation metrics may require additional data, and these data would need to be retrieved from the maintenance and operational data sources.
Also, the operational data generated by the aircraft have over 180 different parameters, and some of the parameters are likely not directly related to component failure or engine performance. For instance, aircraft navigational information may not be needed for building data mining-based prognostic models, and these parameters may hinder performance of the prognostic models through the introduction of noise in the data. Since some data mining algorithms are sensitive to noise in the data, it can be beneficial to filter out this extra information from the data sets used in learning prognostic models. One method of feature filtering is the use of domain expert knowledge to determine which operational parameters are influential in characterizing an impending failure. Another method could be the use of feature evaluation applications within WEKA to empirically evaluate each of the operational data and provide a ranking of the most influential parameters. This list of ranked parameters could be used to construct filtered operational data sets to be used in the training of data mining-based models.
Feature engineering can also be used to improve the performance of the data mining-based models through the introduction of new physics model-based features that would be derived from the aircraft's usual recorded parameters. For instance, it would be interesting to use temperature corrected rotor speeds, the ratio of engine rotor speeds, or the fuel ratio units ͑fuel flow/compressor pressure͒ as these correspond to MFC functions and control parameters. Other physics-based hybrid models may improve data mining model performance. The consequence of using engineering features is that some limited, additional preprocessing of the data would be needed in a real-time deployed prognostic system.
Finally, the data mining-based model building approach must handle the different aircraft component characteristics. For instance, the no. 4 bearing, when damaged, is not repairable as is the Interquantile average 10 90  NNge  Ϫ1276  67  54  20  NBTree  Ϫ1272  67  54  22  Lower quantile average 10  NaiveBayes  Ϫ910  83  63  23  SMO  15  33  85  5  Interquantile average 25 75  NaiveBayes  Ϫ2243  100  31  62  SMO Ϫ1178 83 57 28 case with the MFC. Also, each aircraft component has different failure modes and each failure mode has different probabilities of occurrence given the number of engine operating hours. This information can be obtained from the failure mode and effects analysis ͑FMEA͒ documentation. This information could be used to select parameters and to group the different component replacements into similar, common cause, or cascading failure modes. Such grouping could be used to build separate data mining-based models for predicting specific component failure modes. Alternatively, the FMEA documentation could be used to build other knowledge bases in other reasoning systems such as case-based reasoning ͓13͔, which could later be integrated with data mining to help improve the performance of the prognostic models.
Conclusion and Future Work
This paper describes a generic data mining methodology and how it is applied to predicting the replacement of the no. 4 bearing and MFC on the CF-18. The already available maintenance and operational data resources are used with the methodology to build and evaluate predictive data mining models, which can be used in a PHM system. The preliminary results show that the developed prognostic models are able to predict a significant proportion of no. 4 bearing failures using data resources readily available within the Canadian Forces. Other potential areas of future work could be feature selection, feature engineering, hybrid models, model fusion, and more accurate predictions of remaining useful life. These and other types of experimentation are ongoing and will be combined with improved evaluation criteria to ensure that the scoring metrics match the operator's needs. Finally, it is intended to implement a demonstration PHM system, with selected data mining models, to help further assess the potential benefits of PHM for the CF-18.
