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GRADIENT ESTIMATES FOR SOME f -HEAT EQUATIONS DRIVEN BY
LICHNEROWICZ’S EQUATION ON COMPLETE SMOOTH METRIC
MEASURE SPACES
NGUYEN THAC DUNG, NGUYEN NGOC KHANH, AND QU ´ˆOC ANH NGOˆ
ABSTRACT. Given a complete, smooth metric measure space (M,g, e−fdv) with the
Bakry–E´mery Ricci curvature bounded from below, various gradient estimates for solu-
tions of the following general f -heat equations
ut = ∆fu+ au log u+ bu+Au
p + Bu−q
and
ut = ∆fu+Ae
pu + Be−pu +D
are studied. As by-product, we obtain some Liouville-type theorems and Harnack-type
inequalities for positive solutions of several nonlinear equations including the Schro¨dinger
equation, the Yamabe equation, and Lichnerowicz-type equations as special cases.
1. INTRODUCTION
The motivation of the present work traces back to the seminal paper [LY86] by Li and
Yau thirty years ago. In that elegant paper, the authors introduced a global version of a
Harnack-type inequality for positive solutions of the following parabolic equation(
∆− q(x, t)− ∂
∂t
)
u(x, t) = 0 (1.1)
on complete Riemannian manifolds, where the potential q(x, t) is assumed to be C2 in the
first variable and C1 in the second variable. The main ingredient in their proof are gradient
estimates. Such a Harnack-type inequality is of importance because it allows the authors
to obtain an upper estimate for the heat kernel of (1.1) if the underlying manifolds have
non-negative Ricci curvature; in addition, such an upper bound is sharp. Interestingly, the
Harnack inequality they obtained also exhibits a physical phenomenon in that the tempera-
ture at a given point in spacetime is controlled from the above by the temperature at a later
time.
In 1993, Hamilton [Ham93] proved a different version of gradient estimates for heat
equations
∂
∂t
u(x, t) = ∆u(x, t) (1.2)
on compact Riemannian manifolds. Moreover, such a gradient estimate allows the author
to bound∆u from above. It is now known that the gradient estimates obtained by Hamil-
ton are useful for proving monotonicity formulas; see [GH96]. Owning certain physical
interpretation, Hamilton’s gradient estimates also show that if the temperature is bounded,
then one can compare the temperature of two different points at the same time.
Inspired by the work of Hamilton for the heat equation (1.2), Souplet and Zhang [SZ06]
proposed different gradient estimates and hence obtaining new Liouville-type theorems
for the heat equations on non-compact manifolds. Their result seems surprising because
it enables the comparison of temperature distribution instantaneously, without any lag in
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time, even for non-compact manifolds, regardless of the boundary behavior; see [SZ06]
for detailed discussion.
Taking the understanding of the Ricci flow introduced by Hamilton [Ham95] into ac-
count, Ma [Ma06] investigated the following equation
∆u+ au logu+ bu = 0 (1.3)
on complete non-compact Riemannian manifolds where a and b are constant with a < 0.
His finding for local gradient estimates for positive solutions of (1.3) on complete non-
compact Riemannian manifold is almost optimal if one considers Ricci solitons. Note that
a Riemannian manifold (M, g) is called gradient Ricci soliton if there is a smooth function
f onM and a constant λ ∈ R such that
Ric+Hess f = λg.
Given such a gradient Ricci soliton, if we set u = ef , then by a simple computation, we
can show that u solves
∆u+ 2λu logu+ (A0 + nλ)u = 0
for some constant A0; see [Ma06]. Raised by Ma, a natural question is that whether or not
we have local gradient estimates for positive solutions to following evolution equation
ut = ∆u+ au log u+ bu. (1.4)
Ma’s problem was generalized to the so-called smooth metric measure spaces. Recall
that a complete smooth metric measure space is a triple (M, g, e−fdv), where dv is the
volume element induced by the metric tensor g and e−fdv is the weighted measure. On
(M, g, e−fdv), the Bakry-E´mery curvatureRicf is related to the Ricci tensor by
Ricf := Ric+Hess f,
where Hess f is the Hessian matrix of f with respect to the metric tensor g. It is obvious
to see that gradient Ricci solitons are special smooth metric measure spaces. In [Rua07],
Ruan studied gradient estimates of Souplet–Zhang type for the evolution equation
ut = ∆fu+ hu
where h is a negative function defined on M × (0,+∞) which is C1 in the x-variable.
Here we denote
∆f · = ∆ ·+〈∇f,∇·〉.
He obtained a dimension-free elliptic-type gradient estimate which improves Souplet–
Zhang’s gradient estimate. Recently by considering smooth metric measure spaces with
Ricf bounded from below, Wu [Wu15], Dung–Khanh [DK15], and Huang–Ma [HM15]
obtained some gradient estimates of Hamilton’s and Souplet–Zhang’s type for the general
evolution equation
ut = ∆fu+ au log u+ bu (1.5)
where a, b are C1 functions in the x-variable defined onM× (0,+∞). We refer the reader
to [DK15, Wu15] for further references.
The present paper is also inspired by a work due to Bidaut-Ve´ron and Ve´ron [BVV91].
In [BVV91], for some constants b < 0 and p > 1 the authors considered the following
Yamabe-type equation
∆u+ bu+ up = 0
on compact manifolds. Under some additional conditions on the Ricci tensor, the dimen-
sion constant, and the ranges of b, p, they showed that the above Yamabe-type equation
has only trivial solution. When the underlying Riemannian manifold is complete, non-
compact, Brandolini et al. [BRS98] considered the Yamabe-type equation
∆u+ a(x)u +A(x)up = 0, (1.6)
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where a(x) and A(x) are continuous functions onM and p > 1. If A(x) < 0 everywhere,
they proved that (1.6) has no positive bounded solution satisfying some integrable condi-
tions. For further discussion on Yamabe’s problem, we refer the reader to [MRS12] and
the references therein.
In the literature, an analogue but more general form of Yamabe’s equation is the so-
called Einstein-scalar field Lichnerowicz equation. When the underlying manifoldM has
dimension n > 3, the Einstein-scalar field Lichnerowicz equation takes the following form
∆u+ bu+Aup +Bu−q = 0, (1.7)
where a,A,B are smooth functions and p = (n+2)/(n− 2) and q = −(3n− 2)/(n− 2)
while on 2-manifolds, the Einstein-scalar field Lichnerowicz equation is given as follows
∆u+Ae2u +Be−2u +D = 0; (1.8)
see [CBru09, Ngo16]. A Liouville-type result for positive solutions of a slightly general-
ization of (1.7) was obtained in [Ngo16, Section 8].
Recently, Zhao [Zha13, Zha14] and Song–Zhao [SZ10] considered the general Lich-
nerowicz equation
∆fu+ bu+Au
p +Bu−q = 0, (1.9)
where b, A,B are smooth functions on smooth metric measure spaces (m, g, e−fdv) and
p, q > 0. They derived some gradient estimates for positive solution u and proved some
Harnack type inequalities.
Taking (1.5), (1.7), (1.8), and (1.9) into accounts, in this paper, we investigate the fol-
lowing general f -heat equation on (M, g, e−fdv)
ut = ∆fu+ au log u+ bu+Au
p +Bu−q (1.10)
and
ut = ∆fu+Ae
2u +Be−2u +D (1.11)
where a, b, A, B, and D are constants and p, q are non-negative constants. The primary
aim of the paper is to obtain gradient estimates for positive, bounded solutions of (1.10)
and (1.11).
For positive, bounded solutions of (1.10), there exists some constant C > 0 such that
0 < u < C everywhere onM . Hence by the change of variable v = u/C, we know that v
also solves (1.10) with b replaced by b + a logC, A replaced by ACp−1, and B replaced
by BC−q−1. However, there holds 0 < v < 1 everywhere. Similarly, for each bounded
solution of (1.11), there exists some constant C > 0 such that −C < u < C everywhere
onM . Under the change of variable v = 2u+ 2C + 1, we easily verify that v also solves
(1.11) with A replaced by 2Ae−2C−1, B replaced by 2Be2C+1,D replaced by 2D, that is
vt = ∆fv +Ae
v +Be−v +D. (1.12)
Furthermore, we also have 1 < v < 4C +1 everywhere. Therefore, throughout this paper,
by the boundedness of a solution u of (1.10) we mean 0 < u < 1 and of (1.12) we mean
1 < u < C, for some positive constant C > 0.
We are now in position to state our results. The first set of results concerns gradient
estimates for bounded solutions of (1.10) and (1.12) on a complete smooth metric measure
space (M, g, e−fdv). In the first part, we provide several gradient estimates for bounded
solutions of (1.10) and (1.12). For bounded solutions of (1.10), we obtain the following
result.
Theorem 1.1. Let (M, g, e−fdv) be an n-dimensional complete smooth metric measure
space with
Ricf > −(n− 1)K
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for some constant K > 0 in B(x0, R), some fixed point x0 in M , and some fixed radius
R > 2. Let a, b, A, B, p, and q be constants with A 6 0, B > 0, p > 1, and q > 0.
Assume that u ∈ (0, 1] is a smooth solution to the general f -heat equation (1.10) in the
cylinder QR,T = B(x0, R)× [t0 − T, t0], where t0 ∈ R and T > 0, that is
ut = ∆fu+ au logu+ bu+Au
p +Bu−q.
Then there exists a constant c(n) such that
|∇u|
u
6 c(n)
(1 +√|α|R
R
+
1√
t− t0 + T
+
√
K +
√
H0
)
(1 − log u) (1.13)
in QR/2,T with t 6= t0 − T . Here we denote
H0 = max{a+ b, 0}
and
α := max
x∈B(x0,1)
∆f r(x),
where r(x) is the distance from x to x0.
Next, for bounded solutions of (1.12), we also obtain a similar result which can be stated
as follows.
Theorem 1.2. Let (Mn, g, e−fdv) be a smooth metric measure space with Ricf > −(n−
1)K . Suppose that u is a positive smooth solution to the Hamiltonian constrain type equa-
tion
ut = ∆fu+Ae
u +Be−u +D
on QR,T ⊂M × [0,∞). If 1 < u < C then there exists a constant c depending only on n
such that
|∇u|√
u
6 c(n)
√
C
(1 +√|α|R+√C
R
+
1√
t− t0 + T
+
√
K +
√
H2
)
(1.14)
in QR/2,T with t 6= t0 − T , where
H2 = max
QR,T
{
Aeu
2u− 1
2u
−Be−u 2u+ 1
2u
− D
2u
, 0
}
.
It is worth noticing that the left hand side of (1.13) and (1.14) are slightly different
by 1/
√
u. As far as we know, this is the first result of gradient estimates for parabolic
equations with exponential nonlinearities.
In the next part, our result concerns gradient estimates for bounded solutions of (1.10)
on manifolds evolving under the Ricci flow. In [BCP10], Bailesteanu et al. considered a
complete manifold (M, g) without boundary and solutions of the forward Ricci flow. They
obtained a local spacelike and spacetime gradient estimates for positive solutions of the
heat equation; see also [Liu09] and [Sun11] for further discussion. In [Zha06], Zhang in-
vestigated the heat equation of the conformal Laplacian under the backward Ricci flows.
He proved a qualitatively sharp, global Gaussian upper bound. Moreover, he also gave
a local and global gradient estimates of the log-temperature under the backward and for-
ward Ricci flow. In particular, Zhang considered on a complete compact manifold (M, g)
solutions of the backward Ricci flow
ut = ∆u
∂
∂t
g(x, t) = −2Ric(x, t)
with x ∈M and t ∈ [0, T ]. He proved a local and global space-only gradient estimates for
the bounded solution u.
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In this paper, we study a general backward Ricci flow and obtain the following gradient
estimates. To illustrate our approach, we only consider bounded solutions of (1.15) driven
by the Lichnerowicz equation when n > 3.
Theorem 1.3. Suppose thatM is a complete Riemannianwithout boundary and (M, g(x, t))
is a solution of the following backward Ricci flow
ut = ∆u+ au logu+ bu+Au
p +Bu−q
∂
∂t
g(x, t) = −2Ric(x, t)
(1.15)
with x ∈ M and t ∈ [0, T ]. Assume that |Ric(x, t)| 6 κ for some κ > 0 and for all
(x, t) ∈ Q˜R,T := B(x0, R) × [0, T ] for some fixed x0 ∈ M . Let u ∈ (0, 1] be a smooth
solution to the equation (1.15) with A 6 0, B > 0, p > 1, q > 0. Then there exists a
constant c(n) such that
|∇u|
u
6 c(n)
(1 +√|α|R
R
+
1√
t
+
√
κ+
√
H0
)
(1− log u) (1.16)
in Q˜R/2,T , whereH0 = max{a+ b, 0}.
Our final set of results concerns gradient estimates for bounded solutions of (1.10) and
(1.12) on compact manifolds with boundary.
Historically, gradient estimates for parabolic equations on compact Riemannian man-
ifolds with convex boundary was first investigated by Li and Yau in [LY86]. Then, in
[Kas82], Kasue studied function theoretic properties of a complete Riemannian manifold
and proved some Laplacian comparison theorems on Riemannian manifolds with bound-
ary. Later, following the Li–Yau method, Chen [Che90] and Wang [Wan97] considered
compact Riemannian manifolds with non-convex boundary satisfying an interior rolling
R-ball condition (see Definition 5.1). They estimated the first Neumann eigenvalue and
derived gradient estimates for global heat kernels. Recently, Wang [Wan10] used the re-
flecting diffusion process and a conformal change of metric to obtain Li–Yau type gradient
estimates and Harnack inequalities on compact manifolds with non-convex boundary.
Inspired by the explosion of the work related to Li–Yau type gradient estimates as well
as Souplet-Zhang type gradient estimates, we point out that gradient estimates of Souplet–
Zhang type can be obtained on such manifolds. To the best of our knowledge, this is the
first result of gradient estimates of Souplet–Zhang type for compact manifolds. That being
said, for bounded solutions of (1.10), we obtain the following result.
Theorem 1.4. Let M be a compact Riemannian manifold with boundary ∂M . Suppose
that ∂M satisfies the interior rolling R-ball condition. Let K and H be non-negative
constants such that the Ricci curvatureRicM ofM is bounded from below by−K and the
second fundamental form of ∂M is bounded from below by −H . By choosing R “small”,
any positive solution u(x, t) of
ut = ∆u+ au logu+ bu+Au
p +Bu−q
∂u
∂ν
∣∣∣
∂M
= 0
(1.17)
where a, b, A,B are constants and p, q are non-negative constants, if satisfies u 6 1, then
|∇u|
u
6 (1 +H)
(
4
√
24
√
C1(1 +H) +
4
√
2
1 +H√
t
+
√
C2
R
+
4
√
C3
R
)
(1− log u) (1.18)
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onM × (0,∞). Here
C1 =

K +max{a+ b, 0}+
sup
M×[0,∞)
{Ap,A(p− 1)u−1, Apu−1, 0}+
sup
M×[0,∞)
{(−q − 1)Bu−q−1, 0}

,
C2 = 2
√
24(1 +H)(n− 1)H(3H + 1),
C3 = 24
[
16H2 + (1 +H)H
]2
+ 864(1 +H)4H4.
For an explanation of the notation “small”, we refer the reader to Remark 5.2 for details.
For bounded solutions of (1.12), we obtain the following gradient estimates.
Theorem 1.5. Let M be a compact Riemannian manifold with boundary ∂M . Let ∂M
satisfy the interior rolling R-ball condition. Let K andH be non-negative constants such
that the Ricci curvature RicM ofM is bounded from below by −K and the second funda-
mental form elements of ∂M is bounded from below by −H . By choosingR “small”, any
solution 1 < u(x, t) < C of
ut = ∆u +Ae
u +Be−u +D
∂u
∂ν
∣∣∣
∂M
= 0
where A,B,D,C are constants and p is a non-negative constant satisfies the following
gradient estimate
|∇u|√
u
6 2(1 +H)
(
4
√
24
√
CC1(1 +H) +
4
√
2(1 +H)
√
C
t
+
√
C2
R
+
4
√
C3
R
)
(1.19)
onM × [0,+∞), where
C1 =
{
K + sup
M×[0,+∞)
{
Aeu
2u− 1
2u
−Be−u 2u+ 1
2u
− D
2u
, 0
}}
,
C2 = 2C
√
24(1 +H)(n− 1)H(3H + 1),
C3 = 24C
2
[
16H2 + (1 +H)H
]2
+ 864C4(1 +H)4H4.
As occurred once, it is worth reminding that the right hand side of (1.18) and (1.19) are
also different by 1/
√
u.
Finally, we would like to mention that the strategy of our proofs basically follows those
in [BCP10, Bri13, Che90, SZ06, Wan97, Wu15]. More precisely, first we estimate the
lower bound of the heat-operator acting on suitable functions in term of the heat solu-
tion. Then, we use an appropriate cut-off function and the maximum principle to ob-
tain the desired results. These methods are, loosely speaking, well-known and used in
many works; for instance, see [BCP10, Bri13, Che90, CS00, DK15, HM15, Rua07, SZ06,
Wan97, Wu15] and the references therein. However, we also would like to emphasize
that to obtain gradient estimates of the Einstein-scalar field Lichnerowicz equation, our
approach is slightly different from those used before. In fact, instead of introducing a new
function before using the Bochner techniques as in previous works, for example, log u,
u1/3, we directly apply the Bochner–Weitzenbo¨ck formula to a suitable function. Then we
make use of the maximum principle to prove our results.
The paper is organized as follows. In Section 2, we provide a proof of Theorem 1.1.
Several applications of Theorem 1.1 such that Harnack-type inequalities and Liouville-
type theorems for (1.10) are also considered in this section. In Section 3, we study gradient
estimates of (1.10) under the Ricci flow and give a proof of Theorem 1.3. In Section 4, we
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consider gradient estimates of (1.12) and prove Theorem 1.2. Gradient estimates for (1.10)
on compact Riemannian manifolds with non-convex boundary are given in Section 5.
2. GRADIENT ESTIMATES FOR (1.10): PROOF OF THEOREM 1.1
2.1. Basic lemmas. By now a standard routine, to prove Theorem 1.1 we need two basic
lemmas. First, we establish the following result.
Lemma 2.1. Let a, b, A,B, p, q be real numbers. Suppose that u is a positive solution to
the equation
ut = ∆u+ au logu+ bu+Au
p +Bu−q
on QR,T := B(x0, R)× [t0 − T, t0], where x0 ∈ M is a fixed point, R > 0, and t0 ∈ R.
Moreover, assume that u 6 1. Let h = log u and w = |∇ log(1 − h)|2, then the following
estimate
∆fw − wt > −2[(n− 1)K +H1]w + 2(1− h)w2 + 2h
1− h 〈∇w,∇h〉
holds onQR,T where
H1 :=

max{a+ b, 0}+
sup{Ap,A(p− 1)u−1, Apu−1, 0}+
sup{(−q − 1)Bu−q−1, 0}
 . (2.1)
Proof. Upon using h = log u, by a simple computation, Eq. (1.10) becomes
ht = ∆fh+ |∇h|2 + ah+ b+Aup−1 +Bu−q−1. (2.2)
By the Bochner–Weitzenbo¨ck formula, we have
∆f |∇ψ|2 > 2|∇2ψ|2 + 2Ricf (∇ψ,∇ψ) + 2 〈∇∆fψ∇ψ〉 .
for any function ψ. Therefore, under the assumption Ricf > −2(n− 1)K , after choosing
ψ = log(1− h), we deduce that
∆fw > −2K(n− 1)w + 2 〈∇∆f log(1− h),∇ log(1− h)〉 . (2.3)
Keep in mind that (∇h)/(1 − h) = −∇ log(1 − h) and u∇h = ∇u. To go further, we
need to estimate the right hand side of (2.3). Clearly, by the rule∆f · = ∆ ·+〈∇f,∇·〉 we
easily get
∆f log(1− h) = − ∆fh
1− h − w,
which, after using the equation satisfied by h, gives
∆f log(1 − h) = ah+ b+Au
p−1 +Bu−q−1
1− h + (log(1− h))t − hw.
Moreover,
∇
( ah
1− h
)
= −a∇ log(1 − h) + h
1− h∇ log(1− h),
∇
(Aup−1
1− h
)
= −A(p− 1)up−1∇ log(1− h) + Au
p−1
1− h ∇ log(1− h),
∇
(Bu−q−1
1− h
)
= B(−q − 1)u−q−1∇ log(1− h) + Bu
−q−1
1− h ∇ log(1 − h).
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Using this, we can estimate 〈∇∆f log(1 − h),∇ log(1− h)〉 as follows〈∇∆f log(1 − h),∇ log(1− h)〉
=− (a+A(p− 1)up−1 +B(−q − 1)u−q−1)w + wt
2
+ (1− h)w2
− ah+ b+Au
p−1 +Bu−q−1
1− h w +
h
1− h 〈∇w,∇h〉 .
(2.4)
Combining (2.3) and (2.4), we obtain
∆fw − wt > − 2

a+A(p− 1)up−1 +B(−q − 1)u−q−1+
ah+ b+Aup−1 +Bu−q−1
1− h
w
+ 2(1− h)w2 + 2h
1− h 〈∇w,∇h〉 − 2(n− 1)Kw
=2

− a+ b
1− h +
(
− p+ −h
1− h
)
Aup−1
+
(
q +
−h
1− h
)
Bu−q−1
w
+ 2(1− h)w2 + 2h
1− h 〈∇w,∇h〉 − 2(n− 1)Kw.
(2.5)
To conclude the proof, we observe that
− a+ b
1− h > −max{a+ b, 0},
that
(
− p+ −h
1− h
)
Aup−1 >

−Ap, if A > 0 and p− 1 > 0,
0, if A < 0 and p− 1 > 0,
−Apu−1, if A > 0 and p− 1 < 0,
−A(p− 1)u−1, if A < 0 and p− 1 < 0,
=− sup{Ap,A(p− 1)u−1, Apu−1, 0},
and that (
q +
−h
1− h
)
Bu−q−1 > − sup{B(−q − 1)u−q−1, 0}.
Putting these facts and (2.5) together, we obtain
∆fw − wt > −2[(n− 1)K +H1]w + 2(1− h)w2 + 2h
1− h 〈∇w,∇h〉 ,
which is the desired estimate. 
The next ingredient in the proof of Theorem 1.1 is the maximum principle. To apply
the maximum principle, the following cut-off function will be used in our arguments.
Lemma 2.2 (see [SZ06, Wu15]). Fix t0 ∈ R and T > 0. For any give τ ∈ (t0 −
T, t0], there exists a smooth function ψ¯ : [0,+∞)× [t0 − T, t0] → R satisfying following
properties
(i) 0 6 ψ¯(r, t) 6 1 in [0, R]× [t0 − T, t0] and ψ¯ is supported in a subset of [0, R]×
[t0 − T, t0];
(ii) ψ¯(r, t) = 1 and ψ¯r(r, t) = 0 in [0, R/2] × [τ, t0] and [0, R/2] × [t0 − T, t0],
respectively;
(iii) |ψ¯t| 6 C(τ − t0 + T )−1ψ¯1/2 in [0,+∞) × [t0 − T, t0] for some C > 0 and
ψ¯(r, t0 − T ) = 0 for all r ∈ [0,+∞);
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(iv) −Cǫψ¯ǫ/R 6 ψ¯r 6 0 and |ψ¯rr| 6 Cǫψ¯ǫ/R2 in [0,+∞)× [t0 − T, t0] for every
ǫ ∈ (0, 1] with some constant Cǫ depending on ǫ.
2.2. Proof of Theorem 1.1. Recall that u solves the following equation
ut = ∆fu+ au logu+ bu+Au
p +Bu−q.
Now, we prove Theorem 1.1. By Lemma 2.1, we have the estimate
∆fw − wt > −2[(n− 1)K +H0]w + 2(1− h)w2 + 2h
1− h 〈∇w,∇h〉 , (2.6)
where we denote h = log u and w = |∇ log(1 − h)|2. Notice that under the circumstance
A 6 0, B > 0, p > 1, and q > 0, we know that
H1 = H0 = max{0, a+ b}
where the constant H1 is already given in (2.1). Furthermore, the desired gradient esti-
mate |∇u|/u 6 C(n, α,R, t, t0,K,H0)(1 − log u) is equivalent to the estimate
√
w 6
C(n, α,R, t, t0,K,H0). Hence, to realize the theorem, it suffices to bound w
2 appropri-
ately from above.
With each fixed time τ ∈ (t0 − T, t0], we choose a cut-off function ψ¯(r, t) satisfying
all conditions in Lemma 2.2. To conclude the theorem, we will prove that the inequality
(1.13) holds at every point (x, t) in QR/2,T . To this purpose, we first transform the cut-off
function ψ to a new cut-off function attached with M . Indeed, let us define the function
ψ : M × [t0 − T, t0]→ R given by
ψ(x, t) = ψ¯(d(x, x0), t)
where x0 ∈ M is a fixed point given in the statement of the theorem. Let (x1, t1) be a
maximum point of ψw in the close set
{(x, t) ∈M × [t0 − T, τ ] : d(x, x0) 6 R}.
We may assume that (ψw)(x1, t1) > 0; otherwise, it follows from (ψw)(x1, t1) 6 0 that
(ψw)(x, τ) 6 0 for all x ∈ M such that d(x, x0) 6 R. However, by the definition of
ψ, we have ψ(x, τ) ≡ 1 for all x ∈ M satisfying d(x, x0) 6 R/2. This implies that
w(x, τ) 6 0 when d(x, x0) 6 R/2. Since τ is arbitrary, we conclude that (1.13) holds
on QR/2,T . Note that, according to the standard argument of Calabi [Cal57], we may also
assume that (ψw) is smooth at (x1, t1).
Obviously at (x1, t1), we have the following facts: ∇(ψw) = 0, ∆f (ψw) 6 0, and
(ψw)t > 0. Hence, still being at (x1, t1), we get
0 >
(
∆f − ∂
∂t
)
(ψw) −
〈 2h
1− h∇h+ 2
∇ψ
ψ
,∇(ψw)
〉
=ψ(∆fw − wt) + w(∆fψ − ψt) + 2〈∇ψ,∇w〉
− 2h
1− h 〈∇h,∇w〉ψ −
2h
1− h 〈∇h,∇ψ〉w − 2
|∇ψ|2
ψ
w − 2 〈∇ψ,∇w〉 .
Making use of (2.6), we further obtain
0 >− 2[(n− 1)K +H0](ψw) + 2ψ(1− h)w2
− 2h
1− h 〈∇ψ,∇h〉w + w∆fψ − wψt − 2
|∇ψ|2
ψ
w
at (x1, t1). In other words, we have just proved that
2ψ(1− h)w2 62[(n− 1)K +H0]ψw + 2h
1− h 〈∇ψ,∇h〉w
− w∆fψ + wψt + 2 |∇ψ|
2
ψ
w
(2.7)
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at (x1, t1). We have two possible cases.
Case 1. If x1 ∈ B(x0, R/2), then for each fixed τ ∈ (t0 − T, t0], there holds ψ(·, τ) ≡ 1
everywhere on the spacelike in B(x0, R/2) by the definition of ψ. By (2.7), we infer
2ψw2 6 2ψ(1− h)w2 6 2[(n− 1)K +H0]ψw + wψt
at (x1, t1). For arbitrary x ∈ B(x0, R/2), we observe that
w(x, τ) = (ψw)(x, τ) 6 (ψw)(x1, t1) 6 (ψ
1/2w)(x1, t1)
6 [(n− 1)K +H0]ψ1/2
∣∣
(x1,t1)
+
ψt
2ψ1/2
∣∣∣
(x1,t1)
6 [(n− 1)K +H0] + C(τ − t0 + T )−1,
thanks to Lemma 2.2(ii). Since τ can be arbitrarily chosen, we complete the proof of (1.13)
in this case.
Case 2. Suppose that x1 /∈ B(x0, R/2) where R > 2. From now on, we use c to denote
a constant depending only on n whose value may change from line to line. Since Ricf >
−(n − 1)K and r(x1, x0) > 1 in B(x0, R), we can apply the f -Laplacian comparison
theorem in [Bri13] to get
∆fr(x1) 6 α+ (n− 1)K(R− 1), (2.8)
where α := maxx∈B(x0,1) ∆fr(x). Using the f -Laplacian comparison theorem again and
thanks to Lemma 2.2, we first have
−w∆fψ =− w
[
ψr∆fr + ψrr|∇r|2
]
=w(−ψr)∆f r − wψrr
6− wψr
(
α+ (n− 1)K(R− 1))− wψrr
6wψ1/2
|ψrr|
ψ1/2
+ |α|ψ1/2w |ψr|
ψ1/2
+
(n− 1)K(R− 1)|ψr|
ψ1/2
ψ1/2w
6
1
8
ψw2 + c
[( |ψrr|
ψ1/2
)2
+
( |α||ψrw|
ψ1/2
)2
+
(K(R− 1)|ψr|
ψ1/2
)2]
6
1
8
ψw2 + c
( 1
R4
+
|α|2
R2
+K2
)
.
(2.9)
On the other hand, by the Young inequality, we have
2h
1− h 〈∇ψ,∇h〉w 62
[
ψ(1 − h)w2]3/4 |h||∇ψ|[
ψ(1 − h)]3/4
6ψ(1 − h)w2 + c (h|∇ψ|)
4[
ψ(1− h)]3
6ψ(1 − h)w2 + c h
4
R4(1− h)3 .
(2.10)
By using the Cauchy–Schwarz inequality several times, we easily obtain the following
estimates: first for ψw
2[(n− 1)K +H0]ψw 6 1
8
ψw2 + c(K2 +H20 ).
then for wψt as follows
wψt = ψ
1/2w
ψt
ψ1/2
6
1
8
ψw2 + c
( ψt
ψ1/2
)2
6
1
8
ψw2 +
c
(τ − t0 + T )2 .
GRADIENT ESTIMATES FOR f -HEAT EQUATIONS 11
and finally for |∇ψ|2w/ψ as the following
2
|∇ψ|2
ψ
w = 2ψ1/2w
|∇ψ|2
ψ3/2
6
1
8
ψw2 + c
( |∇ψ|2
ψ3/2
)2
6
1
8
ψw2 +
c
R4
.
Now, we combine (2.7)–(2.10) and all above three estimates to get
2ψ(1− h)w2 6ψ(1− h)w2 + c

h4
R4(1− h)3 +K
2 +H20 +
1
R4
+
α2
R2
+
1
(τ − t0 + T )2
+
1
2
ψw2.
Since 1− h > 1, this inequality implies
ψw2 6 c
( h4
R4(1− h)4 +K
2 +H20 +
1
R4
+
α2
R2
+
1
(τ − t0 + T )2
)
.
The finally, since ψ(·, τ) ≡ 1 in B(x0, R/2) and h4/(1− h)4 6 1, we obtain
w2(x, τ) 6 (ψw)2(x1, t1) 6 ψw
2(x1, t1) 6 c
( 1
R4
+
α2
R2
+
1
(τ − t0 + T )2 +K
2+H20
)
.
for all x ∈ B(x0, R/2). Since τ is arbitrary, this also completes the proof of (1.13) in this
case.
2.3. Some applications and remarks. This subsection is devoted for several applications
of Theorem 1.1. First, we obtain the following Harnack-type inequality for positive solu-
tions of (1.10)
Corollary 2.3 (Harnack-type inequality). Let (M, g, e−fdv) be an n-dimensional com-
plete smooth metric measure space with Ricf > −(n− 1)K for some constantK > 0 in
B(x0, R), fixed x0 inM andR > 2. Assume that u is a positive solution to equation (1.10)
with u 6 1 and a 6 0, b 6 0, A 6 0, B > 0, p > 1, q > 0. Suppose that ρ = ρ(x1, x2) is
the geodesic distance between x1 and x2 for all x1, x2 inM , we have
u(x2, t) 6 u(x1, t)
βe1−β
where β = exp(−c(n)ρ(t − t0 + T )−1/2 − c(n)
√
Kρ) and c(n) is a constant depending
only onn.
Proof. By the estimates (1.13), let R tends to infinity, we have
|∇u|
u(1− log u) 6 c(n)
( 1√
t− t0 + T
+
√
K
)
.
Let γ : [0, 1] → M be a minimal geodesic joining x1 and x2 satisfying γ(0) = x2 and
γ(1) = x1. Then
log
1− h(x1, t)
1− h(x2, t) =
∫ 1
0
d log(1 − h(γ(s), t))
ds
ds
6
∫ 1
0
|γ˙| |∇u|
u(1− log u)ds
6c(n)
( 1√
t− t0 + T
+
√
K
)
ρ.
Let β = exp
(− c(n)ρ(t− t0 + T )−1/2 − c(n)√Kρ), we have
1− h(x1, t)
1− h(x2, t) 6
1
β
.
Therefore, by some easy calculations, it is not hard to see that
u(x2, t) 6 u(x1, t)
βe1−β.
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The proof is complete. 
Using Theorem 1.1, we can also obtain an Liouville-type result for positive solutions of
Yamabe-type equations of the form (2.11) below.
Corollary 2.4 (Liouville-type result for Yamabe-type equations). Let (M, g, e−fdv) be an
n-dimensional complete smooth metric measure space with Ricf > 0. Suppose that b, A, p
are constants satisfying b 6 0, A 6 0, p > 1. Then any smooth, positive, bounded solution
u of
∆u+ bu+Aup = 0 (2.11)
must be constant.
Proof. By the assumption on a, A, and p, we have H0 = 0 in Theorem 1.1. Moreover,
since u does not depend on t, let t tends to∞, then letR→ +∞ in the estimates (1.13), we
obtain |∇u|/u 6 0. This implies that u is a constant function. The proof is complete. 
In the next application, we also obtain an Liouville-type result for positive solutions of
Lichnerowicz-type equations of the form (2.12) below.
Corollary 2.5 (Liouville-type result for Lichnerowicz-type equations). Let (M, g, e−fdv)
be an n-dimensional complete smooth metric measure space with Ricf > 0. Suppose that
u is a smooth solution to the Lichnerowicz equation
∆fu+ bu+Au
p +Bu−q = 0, (2.12)
where b, A,B, p, q are constants satisfying b 6 0, A 6 0, B > 0, p > 1, q > 0. If u is
bounded and positive, then u is constant.
Proof. We argue as the proof of Corollary 2.4, the assumption on b, A, B, p, and q implies
that H0 = 0. Moreover, since u does not depend on t, first we send t to +∞, then send
R to +∞ in the estimates (1.13), eventually, we arrive at the estimate |∇u|/u 6 0. This
implies that u is a constant function. The proof is complete. 
Similarly, suppose that p > 1, q > 0, A 6 0, B > 0 and a + b 6 0, we obtain the
following result which can be considered as a generalization of Theorem 1.2 in [SZ06].
We omit the detail of proof.
Corollary 2.6. Let (M, g, e−fdv) be a complete, non-compact smooth metric measure
space with non-negative Bakry–E´mery curvature. Let u be a strictly positive ancient so-
lution to the heat equation (1.10) in the sense that it is a solution defined in all space and
negative time. We assume in addition that u has the following asymptotic behavior
u(x, t) = exp(o(ρ(x) +
√
|t|))
near infinity, where ρ(x) is the distance from x to a fixed point x0 ∈ M . Then u is a
constant
3. GRADIENT ESTIMATES FOR (1.10) UNDER THE RICCI FLOW: PROOF OF THEOREM
1.3
In this section, we derive gradient estimates for solutions of the heat equation (1.10)
under the backward Ricci flow. Recall the system that u and g solve
ut = ∆u+ au logu+ bu+Au
p +Bu−q
∂
∂t
g(x, t) = −2Ric(x, t)
(3.1)
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with x ∈ M and t ∈ [0, T ]. To prove Theorem 1.3, we follow the procedure used in the
proof of Theorem 1.1. First, we start with a basic lemma in the same fashion of Lemma
2.1.
Lemma 3.1. Let (M, g(x, t))t∈[0,T ] be a complete solution to the Ricci flow
∂
∂t
g(x, t) = −2Ric(x, t)
and u be smooth positive solution to the heat equation
ut = ∆u+ au log u+ bu+Au
p +Bu−q.
Suppose that u 6 1 for all (x, t) ∈ QR,T := B(x0, R) × [0, T ]. Denote h = log u and
w = |∇ log(1− h)|2. Then on the cylinderQR,T , we have
∆w − wt > −2H1w + 2(1− h)w2 + 2h
1− h 〈∇w,∇h〉 , (3.2)
where
H1 :=
{
max{a+ b, 0}+ sup{Ap,A(p− 1)u−1, Apu−1, 0}
+ sup{(−q − 1)Bu−q−1, 0}
}
.
Proof. Since u is a solution to the heat equation
ut = ∆u+ au log u+ bu+Au
p +Bu−q,
the function h = log u satisfies
ht = ∆h+ |∇h|2 + ah+ b +Aup−1 +Bu−q−1. (3.3)
The Bochner–Weitzenbo¨ck formula applied to log(1 − h) gives
∆|∇(log(1− h))|2 = 2Hess2(log(1 − h)) + 2 〈∇∆ log(1− h),∇ log(1− h)〉
+ 2Ric(∇ log(1 − h),∇ log(1− h)).
Hence,
∆w > 2Ric(∇ log(1− h),∇ log(1− h)) + 2 〈∇∆ log(1− h),∇ log(1 − h)〉 . (3.4)
As routine, to estimate∆w, we first estimate 〈∇∆ log(1 − h),∇ log(1− h)〉. Clearly,
∆ log(1− h) = (1− h)w + ah+ b+Au
p−1 +Bu−q−1
1− h + (log(1− h))t − w
=
ah+ b+Aup−1 +Bu−q−1
1− h + (log(1− h))t − hw.
On the other hand, by the equation ∂tg(x, t) = −2Ric(x, t), we have
wt = 2〈∇ log(1− h),∇(log(1− h)t)〉+ 2Ric(∇ log(1− h),∇ log(1− h)).
Therefore,〈∇∆ log(1− h),∇ log(1− h)〉
=
〈
∇
(ah+ b+Aup−1 +Bu−q−1
1− h + (log(1− h))t − hw
)
,∇ log(1− h)
〉
=
(
a+A(p− 1)up−1 +B(−q − 1)u−q−1)w − ah+ b+Aup−1 +Bu−q−1
1− h w
+
wt
2
− Ric(∇ log(1− h),∇ log(1− h)) + (1 − h)w2 + h
1− h 〈∇w,∇h〉 .
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Thus, we can further estimate (3.4) as follows
∆w − wt >− 2

a+A(p− 1)up−1 +B(−q − 1)u−q−1
+
ah+ b+Aup−1 +Bu−q−1
1− h
w
+ 2(1− h)w2 + 2h
1− h〈∇w,∇h〉
=2

− a+ b
1− hw +
(
− p+ −h
1− h
)
Aup−1
+
(
q +
−h
1− h
)
Bu−q−1
w
+ 2(1− h)w2 + 2h
1− h 〈∇w,∇h〉 .
(3.5)
As in the proof of Lemma 1.3, we have that
− a+ b
1− h > −max{a+ b, 0},
that
(
− p+ −h
1− h
)
Aup−1 >

−Ap, if A > 0 and p− 1 > 0,
0, if A < 0 and p− 1 > 0,
−Apu−1, if A > 0 and p− 1 < 0,
−A(p− 1)u−1, if A < 0 and p− 1 < 0,
=− sup{Ap,A(p− 1)u−1, Apu−1, 0},
and that (
q +
−h
1− h
)
Bu−q−1 > − sup{B(−q − 1)u−q−1, 0}.
Combining (3.5) and above three estimates, we obtain
∆w − wt > −2H1w + 2(1− h)w2 + 2h
1− h 〈∇w∇h〉 .
The proof is complete. 
Let us recall the following cut-off function in [BCP10, SZ06, Zha06].
Lemma 3.2 (see [BCP10, SZ06, Zha06]). Given τ ∈ [0, T ], there exists a smooth cut-off
function ψ(r, t) supported in [0, R]× [0, T ] satisfying
(1) 0 6 ψ(r, t) 6 1 in [0, R]× [0, T ].
(2) ψ(r, t) = 1 in [0, R/2]× [τ, T ] and ∂rψ(r, t) = 0 in [0, R/2]× [0, T ].
(3) When 0 < α 6 1, there is a constant Cα such that
−Cαψ
α
R
6
∂ψ
∂r
6 0; and
∣∣∣∣∂2ψ∂r2
∣∣∣∣ 6 CαψαR2 .
(4) ψ(r, 0) = 0 for all r ∈ [0,∞) and |∂tψ| 6 C¯τ−1ψ1/2 on [0,∞)× [0, T ].
Now we are ready to prove Theorem 1.3.
Proof of Theorem 1.3. To prove Theorem 1.3, we follows the same procedure used previ-
ously to prove Theorem 1.1; hence in view of Lemma 3.1, it suffices to bound w2 appro-
priately from above. Define the cut-off function ψ : M × [t0 − T, t0]→ R such that
ψ(x, t) = ψ¯(d(x, x0), t)
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where x0 ∈ M is the fixed point mentioned in the statement of the theorem. Let (x1, t1)
be a maximum point for the function ψw in the close set
(x, t) ∈ Q˜R,T := B(x0, R)× [0, T ].
We may assume that (ψw)(x1, t1) > 0; otherwise, the condition (ψw)(x1 , t1) 6 0 implies
that (ψw)(x, τ) 6 0 for all x ∈ M such that d(x, x0) 6 R. However, by the definition
of ψ, we have ψ(x, τ) ≡ 1 for all x ∈ M satisfying d(x, x0) 6 R/2. This implies
that w(x, τ) 6 0 whenever d(x, x0) 6 R/2. Since τ is arbitrary, we conclude that the
inequality (1.16) holds on Q˜R/2,T as claimed. In addition to the sign convention, by a
standard argument of Calabi [Cal57], we may assume that ψw is smooth at (x1, t1).
As always, at (x1, t1), we have the following facts: ∇(ψw) = 0, ∆f (ψw) 6 0, and
(ψw)t > 0. Performing a similar argument as in the proof of Theorem 1.1, we easily
obtain
0 >
(
∆f − ∂
∂t
)
(ψw) −
〈 2h
1− h∇h+ 2
∇ψw
ψ
,∇(ψw)
〉
=ψ(∆fw − wt) + w(∆fψ − ψt) + 2〈∇ψ,∇w〉
− 2h
1− h 〈∇h,∇w〉ψ −
2h
1− h 〈∇h,∇ψ〉w − 2
|∇ψ|2
ψ
w − 2 〈∇ψ,∇w〉
at (x1, t1). Making use of (3.2), we further obtain
0 >− 2H0(ψw) + 2ψ(1− h)w2 − 2h
1− h 〈∇ψ,∇h〉w + w∆fψ − wψt − 2
|∇ψ|2
ψ
w
at (x1, t1). Equivalently, the preceding inequality can be rewritten as follows
2ψ(1− h)w2 6 2H0ψw + 2h
1− h 〈∇ψ,∇h〉w − w∆fψ + wψt + 2
|∇ψ|2
ψ
w. (3.6)
We now consider two possible cases.
Case 1. If x1 ∈ B(x0, R/2), then by the definition of ψ, we know that ψ(·, τ) is constant
on any spacelike in B(x0, R/2). Hence, it follows from (3.6) that
2ψw2 6 2ψ(1− h)w2 6 2H0ψw + wψt
at (x1, t1). For arbitrary x ∈ B(x0, R/2), we observe that
w(x, τ) = ψw(x, τ) 6 (ψ1/2w)(x1, t1)
6 H0ψ
1/2(x1, t1) +
ψt
2ψ1/2
(x1, t1)
6 H0 + C(τ),
thanks to Lemma 2.2. From this we obtain the desired estimate.
Case 2. Suppose that x1 /∈ B(x0, R/2) with R > 2. For simplicity, we denote by c a
generic constant whose value may change from line to line. Since Ricf > −(n− 1)κ and
r(x1, x0) > 1 in B(x0, R), we can apply the f -Laplacian comparison theorem [Bri13] to
obtain
∆fr(x1) 6 α+ (n− 1)κ(R− 1), (3.7)
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where α := maxx∈B(x0,1)∆f r(x). By similar computations as in the proof of Theorem
1.1, we arrive at
2h
1− h 〈∇ψ,∇h〉w 6 ψ(1− h)w
2 + c
h4
R4(1− h)3 ,
−w∆fψ 6 1
8
ψw2 + c
( 1
R4
+
|α|2
R2
+ κ2
)
,
2
|∇ψ|2
ψ
w 6
1
8
ψw2 +
c
R4
.
(3.8)
A direct calculation implies
(wψt)(x1, t1) =w(x1, t1)
∂ψ
∂t
(dist(x1, x0, t1), t1)
+ w(x1, t1)
∂ψ
∂r
(dist(x1, x0, t1), t1)
( ∂
∂t
dist(x1, x0, t1)
)
.
Note that under the assumption |Ric(x, t)| 6 κ, it was proved in [BCP10, Eq. (2.8)] that∣∣∣ ∂
∂t
dist(x1, x0, t)
∣∣∣ 6 κR.
Therefore,
(wψt)(x1, t1) 6 w(x1, t1)
∣∣∣∂ψ
∂t
(x1, t1)
∣∣∣+ κRw(x1, t1)∣∣∣∂ψ
∂r
(x1, t1)
∣∣∣
6
1
16
(ψw2)(x1, t1) + c
( 1
τ2
+ κwψ1/2
)
(x1, t1)
6
1
8
(ψw2)(x1, t1) + c
( 1
τ2
+ κ2
)
(x1, t1).
(3.9)
On the other hand, by the Cauchy–Schwarz inequality, we have
2H0ψw 6
1
8
ψw2 + cH20 . (3.10)
Combining (3.6)-(3.10), we conclude that
2ψ(1− h)w2 6 ψ(1− h)w2 + c

h4
R4(1− h)3 + κ
2 +H20
+
1
R4
+
α2
R2
+
1
τ2
+
1
2
ψw2.
Since 1− h > 1, we further obtain
ψw2 6 c
( h4
R4(1− h)4 + κ
2 +H20 +
1
R4
+
α2
R2
+
1
τ2
)
.
Finally, since ψ(x, τ) = 1 when x ∈ B(x0, R/2) and h4/(1− h)4 6 1, we obtain
w2(x, τ) 6 ψw2(x1, t1) 6 c
( 1
R4
+
α2
R2
+
1
τ2
+ κ2 +H20
)
.
for all x ∈ B(x0, R/2). From this we obtain the desired result. 
4. GRADIENT ESTIMATES FOR (1.12): PROOF OF THEOREM 1.2
4.1. A basic lemma. Now as a routine, to prove Theorem 1.2we need the following basic
lemma.
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Lemma 4.1. Let A,B be real numbers. Suppose that u is a solution to the equation
ut = ∆fu+Ae
u +Be−u +D
on QR,T := B(x0, R)× [t0 − T, t0], where x0 ∈ M is a fixed point, R > 0, and t0 ∈ R.
Moreover, assume that 1 < u < C. Let w = |∇u1/2|2, then the following estimate
∆fw − wt > −2[K(n− 1) +H ]w − 2
u1/2
〈∇w,∇u1/2〉+ 2w
2
u
(4.1)
holds onQR,T where
H = max
{
Aeu
2u− 1
2u
−Be−u 2u+ 1
2u
− D
2u
, 0
}
.
Proof. To prove Lemma 4.1, we introduce a new function
w = |∇u1/2|2.
By direct computations, we obtain
∆fu
1/2 =
1
2u1/2
∆fu− 1
4
u−3/2|∇u|2
=
1
2u1/2
(ut −Aeu −Be−u −D)− w
u1/2
.
Therefore, the Bochner–Weitzenbo¨ck formula implies
∆fw ≥− 2K(n− 1)w + 2〈∇∆fu1/2,∇u1/2〉
=− 2K(n− 1)w + 2
〈
∇
(
− w
u1/2
+
1
2u1/2
(ut −Aeu −Be−u −D)
)
,∇u1/2
〉
=− 2K(n− 1)w − 2 1
u1/2
〈∇w,∇u1/2〉+ 2w
2
u
+ wt
−
〈
∇
( 1
u1/2
(Aeu +Be−u +D)
)
,∇u1/2
〉
=− 2K(n− 1)w − 2 1
u1/2
〈∇w,∇u1/2〉+ 2w
2
u
+ wt
+
w
u
(Aeu + Be−u +D)− (Aeu −Be−u)
〈 ∇u
u1/2
,∇u1/2
〉
>− 2[K(n− 1) +H ]w − 2
u1/2
〈∇w,∇u1/2〉+ 2w
2
u
+ wt.
The proof is complete. 
Note that if we still use w = |∇ log(1 − h)|2, then a similar estimate from below
for ∆fw − wt is also available. Such an estimate also leads us to gradient estimates for
bounded solutions of (1.12). However, we hardly obtain Liouville-type results for bounded
solutions of (1.11) from these gradient estimates. This forces us to obtain suitable and new
gradient estimates.
4.2. Proof of Theorem 1.2. With each fixed time τ ∈ (t0 − T, t0], we choose a cut-off
function ψ¯(r, t) satisfying all conditions in Lemma 2.2. To conclude the theorem, we will
prove that the inequality (1.14) holds at every point (x, t) in QR/2,T . To this purpose, we
first transform the cut-off function ψ to a new cut-off function attached with M . Indeed,
let us define the function ψ : M × [t0 − T, t0]→ R given by
ψ(x, t) = ψ¯(d(x, x0), t)
where x0 ∈ M is a fixed point given in the statement of the theorem. Let (x1, t1) be a
maximum point of ψw in the close set
{(x, t) ∈M × [t0 − T, τ ] : d(x, x0) 6 R}.
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We may assume that (ψw)(x1, t1) > 0; otherwise, it follows from (ψw)(x1, t1) 6 0 that
(ψw)(x, τ) 6 0 for all x ∈ M such that d(x, x0) 6 R. However, by the definition of
ψ, we have ψ(x, τ) ≡ 1 for all x ∈ M satisfying d(x, x0) 6 R/2. This implies that
w(x, τ) 6 0 when d(x, x0) 6 R/2. Since τ is arbitrary, we conclude that (1.14) holds
on QR/2,T . Note that, according to the standard argument of Calabi [Cal57], we may also
assume that (ψw) is smooth at (x1, t1).
Obviously at (x1, t1), we have the following facts: ∇(ψw) = 0, ∆f (ψw) 6 0, and
(ψw)t > 0. Hence, still being at (x1, t1), we get
0 > ∆f (ψw) − (ψw)t = ψ(∆fw − wt) + w(∆fψ − ψt) + 2〈∇w,∇ψ〉
Making use of (4.1), we further obtain
0 >− 2[(n− 1)K +H ](ψw) + 2w
2
u
ψ
+
2
u1/2
〈∇ψ,∇u1/2〉w + w∆fψ − wψt − 2 |∇ψ|2
ψ
w
at (x1, t1). In other words, we have just proved that at (x1, t1),
2Pψw2 62[(n− 1)K +H ]ψw − 2
u1/2
〈∇ψ,∇u1/2〉w
− w∆fψ + wψt + 2 |∇ψ|
2
ψ
w
(4.2)
where
P = min
QR,T
1
u
=
1
C
.
We have two possible cases.
Case 1. If x1 ∈ B(x0, R/2), then for each fixed τ ∈ (t0 − T, t0], there holds ψ(·, τ) ≡ 1
everywhere on the spacelike in B(x0, R/2) by the definition of ψ. By (4.2), we yield
2Pψw2 6 2Pψ(1− h)w2 6 2[(n− 1)K +H ]ψw + wψt
at (x1, t1). For arbitrary x ∈ B(x0, R/2), we observe that
Pw(x, τ) = Pψw(x, τ) 6 P (ψ1/2w)(x1, t1)
6 [(n− 1)K +H ]ψ1/2
∣∣
(x1,t1)
+
ψt
2ψ1/2
∣∣∣
(x1,t1)
6 [(n− 1)K +H ] + c(τ − t0 + T )−1,
thanks to Lemma 2.2(ii). Since τ can be arbitrarily chosen, we complete the proof of (1.14)
in this case.
Case 2. Suppose that x1 /∈ B(x0, R/2) where R > 2. From now on, we use c to denote
a constant depending only on n whose value may change from line to line. Since Ricf >
−(n − 1)K and r(x1, x0) > 1 in B(x0, R), we can apply the f -Laplacian comparison
theorem in [Bri13] to get
∆fr(x1) 6 α+ (n− 1)K(R− 1), (4.3)
where α := maxx∈B(x0,1) ∆fr(x). Recall that as in the proof of (2.9), this f -Laplacian
comparison theorem and Lemma 2.2 implies
−w∆fψ 6P
8
ψw2 +
c
P
( 1
R4
+
|α|2
R2
+K2
)
. (4.4)
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Now, we want to estimate the second term in the right hand side of (4.2). By the Young
inequality, we have
− 2
u1/2
〈∇ψ,∇u1/2〉w 62[Pψw2]3/4 |∇ψ|
u1/2(Pψ)3/4
6Pψw2 +
c
P 3
|∇ψ|4
ψ3
6Pψw2 +
c
P 3R4
(4.5)
Here we used 1 6 u in the second inequality. To estimate the rest of the right hand side of
(4.2), we use the Cauchy–Schwarz inequality several times. First for ψw, we have
2[(n− 1)K +H ]ψw 6 P
8
ψw2 +
c
P
(K2 +H2).
then for wψt, we obtain
wψt = ψ
1/2w
ψt
ψ1/2
6
P
8
ψw2 +
c
P
( ψt
ψ1/2
)2
6
P
8
ψw2 +
c
P
1
(τ − t0 + T )2 .
and finally for |∇ψ|2w/ψ, we yield
2
|∇ψ|2
ψ
w = 2ψ1/2w
|∇ψ|2
ψ3/2
6
P
8
ψw2 +
c
P
( |∇ψ|2
ψ3/2
)2
6
P
8
ψw2 +
c
P
1
R4
.
Combining (4.2)–(4.5) and all above three estimates, we conclude that
2Pψw2 6Pψw2 +
c
P

1
R4
+
1
P 2R4
+K2 +H2
+
α2
R2
+
1
(τ − t0 + T )2
+
P
2
ψw2.
Hence, we get
ψw2 6
c
P 2
( 1
R4
+
1
P 2R4
+K2 +H2 +
α2
R2
+
1
(τ − t0 + T )2
)
.
Keep in mind that ψ(·, τ) ≡ 1 everywhere in B(x0, R/2), we infer
w2(x, τ) 6 ψw2(x1, t1) 6 cC
2
( 1
R4
+
C2
R4
+
α2
R2
+
1
(τ − t0 + T )2 +K
2 +H2
)
.
for all x ∈ B(x0, R/2). Since τ is arbitrary, this also completes the proof of (1.14) in this
case.
4.3. Applications and remarks. In this subsection, we make use of Theorem 1.2 to obtain
Liouville-type results for the Einstein-scalar field Lichnerowicz equation (1.11).
Corollary 4.2 (Liouville-type result). Let (M, g, e−fdv) be an n-dimensional complete
smooth metric measure space with Ricf > 0. Suppose that u is a smooth solution to the
Lichnerowicz equation (1.11), namely
∆fu+Ae
2u +Be−2u +D = 0,
where A,B,D are constants satisfying A 6 0, B > 0 andD > 0. If u is bounded, then u
is constant.
Proof. Let u solve (1.11) and suppose that −C < u < C for some C > 0. By a scaling
argument, the function v = 2u+ 2C + 1 solves (1.12), namely
∆fv +Ae
−v +Be−v +D = 0
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and 1 < v < 4C + 1 everywhere. Here A,B,D are constants which are different from
those in Corollary 4.2, but we still have that A 6 0, B > 0, D > 0. By Theorem 1.2, we
obtain the following gradient estimate
|∇v|√
v
6 c(n)
√
4C + 1
(1 +√|α|R+√4C + 1
R
+
1√
t− t0 + T
+
√
H2
)
,
where
H2 = max
M×(0,∞)
{
Aev
2v − 1
2v
−Be−v 2v + 1
2v
− D
2u
, 0
}
= 0.
Here we have used A 6 0, B > 0, D > 0. Since v does not depend on t, first let t tend to
infinity then let R approach to infinity to conclude that |∇v| = 0. Therefore, v is constant,
so is u. The proof is complete. 
Using the same argument as in the proof of Theorem 1.3, we can derive gradient esti-
mates for positive solutions of the Einstein-scalar field Lichnerowicz equation under the
Ricci flow. Moreover, repeating the proof of Corollary 2.3, one can obtain Harnack-type
inequality for bounded solution of (1.11). We leave them as exercises for interested read-
ers.
5. GRADIENT ESTIMATES ON MANIFOLDS WITH BOUNDARY: PROOF OF THEOREMS
1.4 AND 1.5
In this section, we assume thatM is an n-dimensional complete compact manifold with
non-empty boundary ∂M . Let ν be the outward pointing unit normal vector to ∂M and
let II stands for the second fundamental form of ∂M with respect to ν. In the paper
[LY86], Li–Yau proved that if M is a compact Riemannian manifolds with non-negative
Ricci curvature and the boundary ∂M is convex in the sense that II > 0, then any non-
negative solution u of the heat equation ∆u − ∂tu = 0 on M × (0,+∞) with Neumann
boundary condition ∂νu = 0 satisfies
|∇u|2
u2
− ut
u
6
n
2t
onM × (0,+∞).
Later, Li-Yau’s gradient estimates were generalized to manifoldswith non-convexbound-
ary by Chen [Che90] and Wang [Wan97]. In [BCP10], the author obtained gradient esti-
mates when the underlyingmanifold is compact with non-convex boundary evolving under
the Ricci flow. We would like to point out that there are some technique complication due
to the non-convexity of the boundary since estimates necessarily involve the second fun-
damental form of ∂M and a so-called interior rolling ball condition that we are going to
explain. The interior rolling ball condition is a geometric condition on the boundary ∂M
to ensure that the first Neumann eigenvalue is bounded away from zero, see [Che90], and
that the second fundamental form is bounded from above, see [CS00]. For clarity and
convenience, let us recall its definition.
Definition 5.1. Let ∂M be the boundary of a compact Riemannian manifoldM . Then ∂M
satisfies the interior rolling R-ball condition if for each point p ∈ ∂M there is a geodesic
ball Bq(R/2), centered at some q ∈M with radiusR/2, such that {p} = Bq(R/2)∩ ∂M
and Bq(R/2) ⊂M .
Now, we are going to prove Theorem 1.4. Our proof mainly follows arguments used in
[Che90], in [Bri13], and in [Wan97].
Proof of Theorem 1.4. To overcome the non-convexity of the boundary, we need to have
the auxiliary cut-off functionwhich was introduced in [Che90,Wan97]. Letψ : [0,+∞)→
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R be a non-negative C2-function such that ψ(r) 6 H if r ∈ [0, 1/2), ψ(r) = H if
r ∈ [1,+∞), ψ(0) = 0, 0 6 ψ′(r) 6 2H , ψ′(0) = H , and ψ′′ > −H . Then, we define
φ(x) = ψ
(r(x)
R
)
,
where r(x) denotes the distance from x to ∂M . Finally, we denote
χ(x) = (1 + φ(x))2.
As always, we suppose that 0 < u 6 1 is a bounded solution of (1.17). We let h = log u
and w = |∇(1− h)|2. For each fixed T < +∞, on the compact setM × [0, T ], we define
F (x, t) = tχ(x)w(x) = tχ(x)
|∇h|(x)2
(1− h(x))2 .
Since F (x, t) is a continuous function on the close set M × [0, T ], there exists some
(p, t0) ∈ M × [0, T ] such that F achieves its maximum value at (p, t0). If F (p, t0) = 0,
then F (x, t) ≡ 0 on M × [0, T ]. Consequently, this implies that the right hand side of
(1.18) vanishes everywhere inM × (0, T ]. Since T is arbitrary, the conclusion in Theorem
1.4 follows. Hence, it suffices to consider the case F (p, t0) > 0 and t0 > 0.
In the next stage of the proof, we claim that p ∈ M \ ∂M . Indeed, by way of con-
tradiction, we suppose that p ∈ ∂M . Then ∂νF (p, t0) > 0. Let {e1, e2, · · · , en} be an
orthonormal frame at p with a convention that en = ν. Clearly,
0 6
∂F
∂ν
(p, t0) = t0
(∂χ
∂ν
(p)
|∇h|2
(1 − h)2 + χ(p)
2〈∇h, (∇h)ν〉
(1− h)2 + χ(p)
2|∇h|2hν
(1 − h)3
)
.
Since hν = hn = ∂νu/u = 0 on ∂M and t0 > 0, on one hand we conclude that
0 6
∂χ
∂ν
(p)
1
χ(p)
+
2〈∇h, (∇h)ν〉
|∇h|2 =
∂χ
∂ν
(p)
1
χ(p)
+ 2|∇h|−2
n−1∑
α=1
hαhαν .
Here we used |∇h|(p, t0) 6= 0 since F (p, t0) > 0. However, on the other hand, in terms of
the second fundamental form II = (IIαβ), we easily obtain
hαν = −
n−1∑
β=1
IIαβhβ;
see [LY86, Che90, BCP10]. Therefore,
2〈∇h, (∇h)ν〉 = −2II(∇h,∇h) 6 2H |∇h|2.
Thus, if we choose R < 1 then
∂χ
∂ν
(p)
1
χ(p)
+
2〈∇h, (∇h)ν〉
|∇h|2 6 −
2H
R
+ 2H < 0,
which gives us a contradiction. Thus, p ∈M \ ∂M as claimed.
Since F obtains its maximum value at (p, t0), we have the following facts: ∇F = 0,
∂tF > 0, ∆F 6 0 at (p, t0). Since u satisfies (1.17) and by Lemma 2.1, the following
inequality
∆w − wt > −2C1w + 2(1− h)w2 + 2h
1− h 〈∇w,∇h〉
holds onM × [0, T ] for any fixed T > 0. Therefore,
0 >∆F − Ft = t0χ(∆w − wt) + t0w∆χ + 2t0〈∇χ,∇w〉 − χw
>t0χ
(
− 2C1w + 2(1− h)w2 + 2h
1− h〈∇w,∇h〉
)
+ t0w∆χ+ 2t0〈∇χ,∇w〉 − χw.
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We observe from 0 = ∇F = t0χ∇w + t0w∇χ that
〈∇χ,∇w〉 = −|∇χ|
2
χ
w > −16H
2
R2
w,
and that
〈∇w,∇h〉 = −
〈∇χ
χ
,∇h
〉
w.
This implies
0 >t0χ
(
− 2C1w + 2(1− h)w2 − 2h
1− h
〈∇χ
χ
,∇h
〉
w
)
+ t0w∆χ− 32t0wH
2
R2
− χw.
(5.1)
Denote
∂M(R) = {x ∈M |r(x) 6 R}.
By using an index comparison theorem in [War66], see also [Kas82, Wan10, Wan97], we
can estimate∆r from below as follows
∆r > −(n− 1)(3H + 1)
for x ∈ ∂M(R). Therefore,
∆φ =
1
R
ψ′∆r +
1
R2
ψ′′|∇r|2 > −2(n− 1)H(3H + 1)
R
− H
R2
.
Now the lower bound of∆φ implies that
∆χ = 2(1 + φ)∆φ + 2|∇φ|2 > 2(1 +H)
(
− 2(n− 1)H(3H + 1)
R
− H
R2
)
.
Plugging this inequality into (5.1), we obtain
0 >− 2t0w

(1 +H)2C1 +
2(1 +H)(n− 1)H(3H + 1)
R
+
16H2 + (1 +H)H
R2
+
χ
2t0

+ 2t0(1− h)w2 − 2ht0
1− h 〈∇χ,∇h〉w
=− 2
(
E +
χ
2t0
)
t0w + 2t0(1 − h)w2 − 2ht0
1− h 〈∇χ,∇h〉w,
(5.2)
where
E := (1 +H)2C1 + 2(1 +H)(n− 1)H(3H + 1)/R+
(
16H2 + (1 +H)H
)
R−2.
Now, we want to estimate both the first term and the third term in the right hand side of
(5.2). To control the first term, we use the Cauchy–Schwarz inequality to obtain
−2t0w
(
E +
χ
2t0
)
> −1
2
t0w
2 −
(
4t0E
2 +
(1 +H)4
t0
)
.
By the Young inequality, we estimate the third term by
2ht0
1− h 〈∇χ,∇h〉w 62t0|h||∇χ|w
3/2 = 2
[
t0(1− h)w2
]3/4 t1/40 |h||∇χ|(
1− h)3/4
6t0(1− h)w2 + 27
16
t0(h|∇χ|)4(
1− h)3
6t0(1− h)w2 + 432 h
4
(1− h)3
t0(1 +H)
4H4
R4
.
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Plugging the above two inequalities into (5.2), we know that
t0(1 − h)w2 6 1
2
t0w
2 + 4t0E
2 +
(1 +H)4
t0
+ 432
h4
(1 − h)3
t0(1 +H)
4H4
R4
at (p, t0). Since h/(1− h) 6 1 and 1/(1− h) 6 1, we have
t0w
2 6
1
2
t0w
2 + 4t0E
2 +
(1 +H)4
t0
+ 432t0
(1 +H)4H4
R4
.
Consequently, we can estimate w2 from above as follows
w2 624(1 +H)4C21 +
24[2(1 +H)(n− 1)H(3H + 1)]2
R2
2
(1 +H)4
t20
+
24[16H2 + (1 +H)H ]2 + 864(1 +H)4H4
R4
=24(1 +H)4C21 + 2
(1 +H)4
t20
+
C22
R2
+
C3
R4
.
Therefore, for any x ∈M , we get
Tw(x, T ) 6 T (1 + φ(x))2w(x, T )
6 t0(1 + φ(p))
2w(p, t0)
6 (1 +H)2
[√
24(1 +H)2t0C1 +
√
2(1 +H)2 + t0
(C2
R
+
√
C3
R2
)]
6 (1 +H)2
[√
24(1 +H)2TC1 +
√
2(1 +H)2 + T
(C2
R
+
√
C3
R2
)]
.
From this we deduce that
w(x, T ) 6 (1 +H)2
(√
24(1 +H)2C1 +
√
2
(1 +H)2
T
+
C2
R
+
√
C3
R2
)
.
Since T is arbitrary, the proof is complete. 
Remark 5.2. In our estimate above, the condition that R is “small” is understood in the
following sense: R is chosen to be a positive constant less than 1. Moreover, R is depen-
dent on the upper bound of the sectional curvature of the manifold near the boundary. The
upper bound of R is explicitly determined by√
KR tan
(
R
√
KR
)
6
H
2
+
1
2
and
H√
KR
tanR
√
KR 6
1
2
,
whereKR is the upper bound of the sectional curvature on the set ∂M(R); see [Che90].
Let us now consider one special case when ∂M is convex, namely, H ≡ 0 identically.
Using Theorem 1.4, we obtain the following corollary.
Corollary 5.3. Let M be a compact Riemannian manifold with convex boundary ∂M .
Suppose that ∂M satisfies the interior rolling R-ball condition. Let K be non-negative
constant such that the Ricci curvature RicM of M is bounded from below by −K . By
choosingR “small”, any positive solution u(x, t) of the following equation
ut = ∆u+ au logu+ bu+Au
p +Buq,
∂u
∂ν
∣∣∣
∂M
= 0,
(5.3)
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where a+ b 6 0, A 6 0, B > 0, p > 1, q > 0 are constants, if satisfies u 6 1, then
|∇u|
u
6
(
4
√
24
√
K +
4
√
2√
t
)
(1− log u) (5.4)
onM × (0,+∞).
It is worth mentioning that by using Corollary 5.3 we can obtain Liouville type the-
orems for Schro¨dinger-type equations, Yamabe-type equations, as well as Lichnerowicz-
type equations on compact manifolds with boundary as in Section 2. Due to the limit of
length, we do not mention further and leave the details for interested readers.
Note that if we use Lemma 4.1 and repeat the argument in the proof of Theorem 1.4,
then it easy to prove Theorem 1.5. Since the proof of Theorem 1.5 is similar to that of
Theorem 1.4, we omit the details and leave it to the reader.
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