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A numerical method to obtain the spectrum of smooth normal-superconductor junctions in
nanowires, able to host Majorana zero modes, is presented. Softness in the potential and supercon-
ductor interfaces yields opposite effects on the protection of Majorana modes. While a soft potential
is a hindrance for protection, a soft superconductor gap transition greatly favors it. Our method
also points out the possibility of extended Majorana states when propagating modes are active far
from the junction, although this requires equal incident fluxes in all open channels.
PACS numbers: 73.63.Nm,74.45.+c
I. INTRODUCTION
In 1936 Ettore Majorana theorized the existence of el-
ementary particles, now called Majorana Fermions, that
coincide with their own antiparticles.1 The implemen-
tation of quasiparticle excitations having a similar prop-
erty, called Majorana states, is currently attracting much
interest in condensed matter systems in general,2–12 and
in nanowires in particular.13–26 Interest has been fur-
ther fueled by recent experimental evidences of these
Majorana states in quantum wires.27–31 They are also
known as Majorana zero modes (MZM) and, in essence,
they are topological zero-energy states living close to the
system edges or interfaces. The existence of an energy
gap between the MZM and nearby excitations protects
the former from decoherence. These properties make
MZM’s interesting not only for their exotic fundamental
physics but also for their potential use in future topolog-
ical quantum-computing applications.32,33
Majorana modes can be implemented in a supercon-
ductor wire by the combined action of superconductivity,
Rashba spin-orbit coupling and Zeeman magnetic effect.
In a superconductor, nanowire electrons play the role of
particles, while holes of opposite charge and spin per-
form the role of antiparticles. Superconductivity leads
to a charge symmetry breaking and allows quasiparticles
without a good isospin number. On the other hand, the
Rashba effect is a direct result of an inversion asymmetry
caused by an electric field in a direction perpendicular to
the propagation while the Zeeman magnetic field breaks
the spin rotation symmetry of the system. The combined
action of both couplings can create effective spinless Ma-
jorana states.
It is known that in semiconductor nanowires having
a region of induced superconductivity Majorana edge
states are formed in the junction between the super-
conductor and the normal side of the nanowire. This
work addresses the physics of soft-edge junctions, where
both superconductivity and potential barrier characteriz-
ing the edge vary smoothly as one moves from the normal
to the superconductor side. Previous works on nanowire
Majorana physics assumed abrupt transitions, with the
exception of Ref. 34 that considered a linear potential
edge in a constant superconductivity. Our work general-
izes Ref. 34 by allowing also a diffuse superconductivity
edge placed either at the same or at different position of
the potential barrier. We find a strong influence of the su-
perconductivity smoothness on the finite-energy Andreev
states occurring inbetween potential and superconductiv-
ity edges. This is relevant for the protection of MZM’s
as it is affected in opposite ways by the smoothness in
potential and superconductivity: protection is hindered
by a smooth potential (also discussed in Ref. 34) and,
remarkably, it is favored by a smooth superconductivity.
This work is divided in six sections. In Sec. II the
physical system is introduced and in Sec. III the numer-
ical method is explained. Section IV contains different
results for bound and resonant states in different kinds
of junctions, in absence of any input flux. Section V
is devoted to an extension for junctions under an input
flux, demonstrating that in this case extended MZM’s
are possible, as opposed to the localized ones of preced-
ing sections. The conclusions are drawn in Sec. VI.
II. PHYSICAL SYSTEM
We consider a purely 1D nanowire model with spin or-
bit interaction inside an homogenous Zeeman magnetic
field as in Ref. 35. The system is described by a Hamil-
tonian of the Bogoliubov-deGennes kind,
HBdG =
(
p2x
2m
+ V (x)− µ
)
τz +∆B ~σ · nˆ
+ ∆(x) τx +
α
h
pxσyτz , (1)
where the Pauli operator for spin is represented by ~σ
while the operator for isospin (electron/hole charge) is
represented by ~τ . The successive energy contributions
in Eq. (1) are (in left to right order): kinetic, electric
2potential, chemical potential, Zeeman, superconduction
and Rashba term. The latter arises from the self inter-
action between an electron (or hole) spin with its own
motion due to the presence of a transverse electric field,
perceived as an effective magnetic field in the rest frame
of the quasiparticle. On the other hand, the Zeeman ef-
fect is the band splitting caused by the application of an
external magnetic field. Rashba spin orbit and Zeeman
effects depend on the parameters α and ∆B respectively.
Since we consider a nanowire made of an homogenous
material inside a constant magnetic field these parame-
ters are assumed homogenous. The magnetic field points
in the xˆ direction, parallel to the propagation direction
and perpendicular to the spin orbit effective magnetic
field direction yˆ. The superconduction term arises from
a mean field approximation over the phonon assisted at-
tractive interaction between electrons. This leads to the
coupling of the opposite states of charge of the base and
the creation of Cooper pairs whose breaking energy is the
energy gap ∆(x). The remaining terms in Eq. (1) are the
potential term V (x) created by the presence of a metallic
gate over the nanowire and the chemical potential term
µ.
The nanowire smooth junction is sketched in Fig. 1,
with left (x < xL) and right (x > xR) contacts cor-
responding to the normal and superconductive sides, re-
spectively. The normal contact is characterized by a bulk
potential V0 and the superconducting one by a gap ∆0.
Superconduction in a semiconductor nanowire region is
achieved by maintaining that region in contact with a
3D superconductor. In the junction region between the
two asymptotic behaviors, xL < x < xR, a smooth tran-
sition is described by the potential V (x) and gap ∆(x)
functions of the position x.
The transitions between bulk values in V (x) and ∆(x)
are modeled with two soft Fermi functions centered at
x1 and x2, respectively. Their softness is controlled with
parameters s1 and s2. A zero softness means a step in-
terface, while a high value implies a smooth one. These
two functions read
V (x) =
V0
1 + e(x−x1)/s1
, (2)
∆(x) = ∆0
(
1−
1
1 + e(x−x2)/s2
)
. (3)
III. NUMERICAL METHOD
The energy eigenstates fulfill the time independent
Schro¨dinger equation with the Bolgoliubov-deGennes
Hamiltonian,
(HBdG − E) Ψ(x, ησ, ητ ) = 0 , (4)
where the wave function variables are the spatial coordi-
nate x ∈ (−∞,∞), the spin ησ ∈ {↑, ↓} and the isospin
ητ ∈ {⇑,⇓}. The basis projection for spin and isospin
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FIG. 1. NS junction of an infinite nanowire. The black curve
is the potential V (x) created by a gate in contact with the
nanowire while the gray curve is the superconductor gap in-
duced by proximity with an s-wave superconductor. The nor-
mal contact (x < xL) is characterized by potential V0 and
the superconductor one (x > xR) by a gap ∆0. A smooth
variation of V (x) and ∆(x) occurs at transition points x1
and x2, respectively. A Zeeman magnetic field is applied ho-
mogenously along the entire nanowire pointing in x-direction
while the Rashba SOI effective magnetic field points perpen-
dicularly in y-direction. The numerical method uses a grid as
indicated schematically by the dots on the x axis.
is taken in zˆ orientation, with isospin up and down rep-
resenting electron and hole quasiparticles, respectively.
We expand next the wave function in spin and isospin
spinors
Ψ(x, ησ, ητ ) =
∑
sσsτ
Ψsσsτ (x)χsσ (ησ)χsτ (ητ ) , (5)
with the quantum numbers sσ = ± and sτ = ±. The
spin and isospin states fulfill
~σ · nˆ χsσ (ησ) = sσχsσ (ησ) , (6)
τz χsσ (ησ) = sτχsτ (ητ ) . (7)
We numerically obtain the wave function amplitudes
Ψsσsτ (x) on the set of N grid points, qualitatively
sketched in Fig. 1 (N is actually much larger than shown
in the figure). In our approach, the energy E is given
and we determine whether a physical solution exists or
not for that energy. In particular, MZM’s will be found
for values of E equal to zero. Using n-point finite dif-
ference formulas for the x-derivatives, Eq. (4) transforms
on the grid into a matrix linear equation of homogenous
type.
The solution must be compatible with the bulk bound-
ary conditions for grid points in the normal (x < xL)
and superconductor contacts (x > xR). In these asymp-
totic regions the solutions, at the desired energy E,
are given by a linear combination of bulk eigensolutions
Φ
(c)
k (x, ησ , ητ ), each one characterized by a wave number
3k and c = L,R being a generic label for the contact,
Ψ(x, ησ, ητ ) =
∑
k
C
(c)
k Φ
(c)
k (x, ησ , ητ ) . (8)
The bulk eigensolutions are expressed in terms of expo-
nentials
Φ
(c)
k (x, ησ , ητ ) =
∑
sσsτ
Φ
(c)
ksσsτ
eik(x−xc)χsσ (ησ)χsτ (ητ ) .
(9)
The set of wave numbers and state coefficients
{k,Φ
(c)
ksσsτ
} characterizing the solutions in contact c must
be known in advance in order to proceed with the numer-
ical calculations. These coefficients can be obtained for
the homogenous and infinite problem either analytically
or by means of additional numerical methods.14,35 Equa-
tion (8) must be fulfilled in replacement of Eq. (4) for
grid points in the asymptotic regions. Notice that they
are local relations in x and, therefore, do not involve wave
function amplitudes on points located further to the left
or right of the grid ends.
Due to symmetries, there are always four bulk wave
numbers per contact in outward direction. By outward
direction we mean either exponentially decaying from
the junction, in case of evanescent modes, or moving
away from it in case of propagating modes. Notice
that for propagating modes the flux direction is par-
allel and antiparallel to the corresponding real k for
quasiparticles of electron and hole type, respectively. A
closed linear system for the set of 4N + 4 + 4 unknowns
{Ψsσsτ (x), C
(L)
k , C
(R)
k } is easily obtained from Eqs. (4)
and (8). A final complication, however, is found in the
homogenous character of this linear system mathemati-
cally admitting the trivial solution of all unknowns equal
to zero.
We discard the trivial solution by introducing an ar-
bitrary matching point xm as well as a specific pair of
spin-isospin components (s, t). Assuming Ψst(xm) does
not identically vanish we can arbitrarily impose
Ψst(xm) = 1 , (10)(
d(L)
dx
−
d(R)
dx
)
Ψsσsτ (xm) = 0 , (sσ, sτ ) 6= (s, t) . (11)
Equations (10) and (11) are four equations that we re-
quire at xm in place of the Bogoliubov-deGennes one.
Thanks to Eq. (10) the resulting system is no longer ho-
mogenous. In Eq. (11), d(L)/dx and d(R)/dx indicate
grid derivatives using only left or right grid neighbors.
Crossing the matching point is actually avoided using
non centered finite difference formulas. With this substi-
tution of one equation the resulting linear system admits
a nontrivial solution, robust with respect to changes in
the arbitrary choices: xm, (s, t).
By means of Eq. (11) our algorithm ensures the con-
tinuity at the matching point of the first derivative for
all spin-isospin components, with the exception of the
arbitrarily chosen (s, t). This relaxation of one condi-
tion makes the algorithm numerically robust and free
from singularities. The mathematical solutions can be
discriminated by defining the physical measure
F =
∣∣∣∣
(
d(L)
dx
−
d(R)
dx
)
Ψst(xm)
∣∣∣∣
2
. (12)
Only those results with F = 0 are true physical solutions
but this can be tested afterwards, at the end of the algo-
rithm. Varying the energy E or the Hamiltonian parame-
ters the method allows the exploration of the topological
phases.
The resulting system of equation is solved with a
sparse-matrix linear algebra package.36 As in Refs. 14
and 35 the numerical algorithm works in adimensional
units, using the Rashba spin-orbit interaction (SOI) as
a reference. The corresponding length and energy units
read
Lso =
~
2
αm
, (13)
Eso =
α2m
~2
. (14)
IV. RESULTS WITHOUT INPUT FLUX
We study first the physics of the junction in absence of
any input fluxes. Physically, this situation occurs when
propagating modes in both contacts are either not active
or, at most, they carry flux only in outwards direction
from the junction. This behavior is expected in presence
of purely absorbing (reflectionless) contacts. It is well
known that in absence of propagating modes bounded
MZM’s may exist in some cases. The allowed asymptotic
wave numbers have an imaginary component causing the
wave functions to decay away from the junction. As a
consequence the main characteristic of these bounded
MZM’s is that they are confined in a particular region
of space. We will first check our method comparing with
the analytical limits of Klinovaja and Loss,23 extending
later the analysis to other results not obtainable analyt-
ically. These results range from the formation of Majo-
rana modes in soft edge junctions of different kinds, to
the influence of the edge on the MZM localization and
protection.
A. Comparison with analytical expressions
Reference 23 provides analytical expressions for
MZM’s in a sharp NS junction, in a semi-infinite sys-
tem. They are approximations valid deep into the topo-
logical phase ∆B ≫
√
∆2o + µ
2. The approximations are
done for both strong SOI (Eso >> ∆B) and weak SOI
(Eso << ∆B) regimes. In the strong SOI regime the
Rashba spin orbit effect is the dominating term while
the magnetic field and the superconductivity are treated
as small perturbations. On the other hand, in the weak
SOI regime the magnetic field term dominates. In Fig. 2
4FIG. 2. (Color online) Density distributions of MZM’s ob-
tained with our numerical method (dark gray or blue) and
with analytical approximations (light gray or green).23 a)
Strong SOI regime Eso >> ∆B : ∆B = 0.09Eso, ∆0 =
0.06Eso and L = 50Lso. b) Intermediate regime Eso = ∆B :
∆0 = 0.2Eso, L = 20Lso. In this case the analytical result is
not known. c) Weak SOI regime Eso << ∆B : ∆B = 10Eso,
∆0 = 4Eso and L = 5Lso.
density distributions for NS junctions in a semi-infinite
nanowire are shown for the strong and weak SOI regimes,
as well as for an intermediate situation. The strong
and weak regime numerical solutions (in dark-blue) are
compared with their analytical counterparts (in light-
green). The exclusion effect on the hard edge on the left
is achieved in the numerical method by putting a very
high sharp potential step at x = −L, while the sharp
superconductor interface is located at x = 0.
The strong SOI Majorana density function is char-
acterized by the combination of an oscillatory behavior
modulated by exponential bounds in the normal side of
the junction while, on the other hand, the weak SOI den-
sity is characterized by constant oscillations up to the
NS interface. Entering the superconductor contact both
densities decay, although in a more oscillatory way for
the weak SOI. Note also that the intermediate regime
Eso ≈ ∆B represents a sort of mixed situation with a
first density peak near the x = −L edge followed by
regular oscillations of constant amplitude up to the NS
FIG. 3. (Color online) MZM density (thick curve) in arbitrary
scale when the potential interface is located at x1 = 10Lso
with a softness parameter s1 = 0.2Lso and the supercon-
ductor gap interface is located at x2 = 30Lso with soft-
ness s2 = 0.2Lso. The rest of parameters are Vo = 2Eso,
∆o = 0.25Eso, ∆B = 0.4Eso and µ = 0.1Eso. The position
dependent potential and superconductor gap are shown by
the thin black and gray curves, respectively.
junction. The theoretical and numerical results agree
well in their corresponding regimes (but for some fine
effects). However, the analytical solutions are not appli-
cable out of their regimes of approximation. Therefore
a numerical approach is potentially very useful in order
to predict MZM’s density distributions in many realistic
physical realizations that can be out of the strong and
weak regimes in a varying degree.
B. Soft edge junction results
Assume now the normal side contains a soft potential
step characterized by a finite V0, allowing some penetra-
tion. As can be seen in Fig. 3, this implies the appearance
of a maximum in the density distribution near the po-
tential edge followed by regular oscillations of decreasing
amplitude. The density starts decaying exponentially in
the superconductor interface until it vanishes well inside
the superconductor side of the system.
The present method allows us to obtain the solutions
not only for E = 0 but for any arbitrary value of E. Fig-
ure 4 shows the location of the eigenstates in a ∆B-E
plane. They are signaled by the zeros of the function F
[cf. Eq. (12)], represented here in a color (gray scale) plot.
Black and white curves in Fig. 4 inform us on the pres-
ence of propagating modes in the superconductor and
normal sides, respectively. That is, for energies above
the curve propagating modes are possible in the super-
conductor (black) and normal (white) contacts. When
propagating modes become possible asymptotically, the
zeros of F no longer represent bounded states, but purely
outgoing resonances created by the junction. In this case
there is no violation of charge conservation since outgoing
electron and hole equal fluxes imply zero currents.
For Zeeman energies lower than the critical value
∆
(c)
B ≡
√
∆20 + µ
2 no MZM exists but, instead, finite
energy subgap fermions may be found. Only those at
5FIG. 4. (Color online) a) Junction spectrum for different
values of the magnetic field. The same parameters of Fig.
3 have been used. The colors represent the values of the
function F . Note that a solution exists when F = 0 (in
dark-blue). Above the black line propagating modes exist
in the superconductor side of the junction while above the
white line the propagating modes exist in the normal side. b)
Zoom of the spectrum showing the formation of the Majorana
zero mode when the magnetic field becomes high enough for
the system to perform a transition to the topological phase.
∆B = 0.27Eso is the topological critical value of the Zeeman
field.
positive energies are shown in Fig. 4, but the spectrum
is exactly symmetrical for negative energies. When the
magnetic field energy equals ∆
(c)
B the gap closes in the
superconductor side. This is hinted in Fig. 4 by the pres-
ence of propagating modes in the superconductor side of
the junction even at zero energies for this specific mag-
netic field. For higher fields the gap immediately reopens
in the supercoductor region and the junction enters the
topological phase with an E = 0 solution, a MZM. In
this phase finite energy resonant Andreev states can be
found as well. The energy difference between the MZM
and the finite energy states is a measure of the protec-
tion of the MZM. The greater the energy difference the
greater the protection of the Majorana. Increasing fur-
ther the magnetic field the MZM is finally destroyed due
to the closing of the gap in the normal side of the junc-
tion. This is signaled by the appearance of propagating
modes in this side of the junction even at zero energy.
When the state at zero energy becomes propagating the
bounded Majorana zero modes can not exist. All these
results are in agreement with the present knowledge on
MZM’s and represent a further check on our numerical
method.
FIG. 5. (Color online) a) Same as in Fig. 3 but with a softer
superconductivity interface s2 = Lso. b) Same as in Fig. 2
and a) but with an even softer, almost linear, superconduc-
tivity interface s2 = 5Lso.
C. Softness effects
This section is devoted to study the effects that
changes in the softness parameter of the potential and
superconductor interfaces cause on the Majorana den-
sity function and on the junction spectrum. In general,
the shape of the density function is robust to moderate
changes in the softness of the superconductor gap inter-
face (see Fig. 5a). If we replace the sharp superconductor
interface by a region of a gradually increasing supercon-
ductivity the Majorana wave function is not greatly af-
fected. However, if we assume a very soft (almost linear)
increase in superconductivity it is possible to see how the
density tail of the MZM adapts to the appearance of the
superconductivity (see Fig. 5b).
The MZM is also robust with changes of the potential
interface softness (see Fig. 6a). Again, only with an al-
most linear decrease of the junction potential a sizeable
reduction of the density tail towards the supercoductor
side can be seen with respect to the result for an abrupt
potential. We also notice a slight increase in the width of
the density peak as well as a change in the peak position
(see Fig. 6b). Combining the two effects, if the softness
of both potential and superconducting interfaces is high
enough a MZM with a well localized density peak is found
(see Fig. 8a).
A similar robustness against softness is found in the
junction energy spectrum. Figure 7a shows the spec-
trum of eigenenergies, containing the MZM at zero en-
ergy and its closest excited bound and resonant states at
finite energies. As before, the location of the eigenener-
gies is signaled by the zeros of the function F (in black).
6FIG. 6. (Color online) a) Same as in Fig. 3 but with a po-
tential softness parameter s1 = Lso while the superconductor
gap interface has a softness parameter s2 = 0.2Lso. b) Same
as a) but with a potential softness parameter s1 = 5Lso.
Note that although the function F is not symmetrical
with respect to E = 0, the position of the zeros indeed
is. The particular shape of F is actually irrelevant and
only the position of its zeros bears a physical meaning.
The blue staircase curve informs us about the number
of propagating modes in the superconductor side of the
junction. The protection of the MZM, proportional to
the energy gap with its nearby eigenenergies, does not
change significantly for moderate values of the softness
of the superconductor and potential interfaces. On the
other hand, for high enough values of the softness inter-
esting results arise.
For high values of the superconductor interface soft-
ness, shown in Fig. 7b, the protection of the MZM is
increased since its neighboring eigenenergies are repelled
from zero. In this case, the finite energy modes get closer
to the activation energy of the propagating modes, i.e.,
to the energy gap on the superconductor side of the junc-
tion. On the contrary, the increase of the potential soft-
ness introduces more excited states inside the supercon-
ductor energy gap, thus getting closer to the MZM energy
(see Fig. 7c). The appearance of low energy states in a
soft potential interface is in agreement with the results
of Ref. 34. The characteristic features of these low en-
ergy states in tunneling conductance experiments were
discussed in Ref. 37.
When both interfaces are made soft the two effects
on the spectrum we have just discussed compete. That
is, the higher softness of the potential introduces more
bound states inside the superconductor energy gap, while
the softness of the superconducting interface tries to push
them apart from the MZM. The result is that many ex-
FIG. 7. (Color online) a) Junction spectrum when the po-
tential interface is located at x1 = 10Lso while the super-
conductor gap interface is located at x2 = 30Lso both with
softness parameters s1 = s2 = 0.2Lso. The rest of parame-
ters are V0 = 2Eso, ∆o = 0.25Eso, ∆B = 0.4Eso and µ = 0.
The function F is shown in black while the number of prop-
agating modes in the superconductor side of the junction is
shown in blue-gray. Each step corresponds to the activation
of a propagating mode. The zeros of F indicate the existence
of a solution with the corresponding energy E. b) Same as a)
but with a superconductor gap interface softness s2 = 10Lso
while the potential softness is s1 = 0.2Lso. c) same as a) and
b) but this time with a potential interface softness s1 = 10Lso
and a superconductor gap interface softness s2 = 0.2Lso.
cited states get densely packed near the superconducting
gap energy (see Fig. 8b).
D. MZM’s in different kinds of junctions
Up to this point it has been assumed that the position
of the potential interface x1 and the superconduction in-
terface x2 are such that x1 < x2, i.e., they do not overlap.
In this subsection we consider a more general situation,
defining two kind of junctions: type I junctions without
overlapping region (x1 < x2) and type II junctions in the
opposite case (x1 > x2). Figure 9 shows a comparison
between both types, as well as the limiting intermediate
7FIG. 8. (Color online) a) MZM density when the potential
interface is located at x1 = 10Lso while the superconductor
interface is located at x2 = 30Lso, both with a softness param-
eter s1 = s2 = 10Lso. The rest of parameters are Vo = 2Eso,
∆o = 0.25Eso, ∆B = 0.4Eso and µ = 0.1Eso. b) Energy spec-
trum of the junction in a). As before the function F is shown
in black while the number of propagating modes in the super-
conductor side of the junction is shown in blue-gray. Zeros in
F indicate the existence of a solution with the corresponding
energy E.
situation. In type I junctions the MZM density behaves
as in previous sections, with a density peak localized on
the potential edge followed by regular oscillations and
a decaying behavior inside the superconductor region.
On the other hand, type II junctions just show an os-
cillatory density whose amplitude decays as the function
penetrates the superconductor region. The limiting case
x1 = x2 behaves similarly to the type II junction.
We also notice from Fig. 9 that the density peak is
always found close to the potential interface. That is,
the MZM is located on the potential step and not on
the superconductivity interface. Superconductivity is a
necessary ingredient for the formation of the MZM but,
in practice, its maximum probability can be located quite
far from the superconductor interface.
As shown in Fig. 7a, bounded states are found in type I
junctions at energies different from zero. We believe these
states are Andreev resonant states formed in the region
between the two interfaces. This statement is confirmed
by means of a change in the superconductor bulk value
∆0. As shown in Fig. 10, out of the topological regime
the MZM splits into two subgap Fermionic states but the
Andreev resonant states remain almost with the same
eigenenergies. Notice also that the number of Andreev
states is larger and their energies are closer to zero in
type I junctions with a large non overlapping region, i.e.,
FIG. 9. (Color online) Different kinds of soft NS junctions
in an infinite nanowire. The used parameters are Vo = 2Eso,
∆o = 0.25Eso, ∆B = 0.4Eso and µ = 0.1Eso. Panel a) is for
a type I junction, with non overlapping high potential and
superconductivity regions. Panel c), for a type II junction,
is just the opposite. Panel b) is the limiting case between
the two when the potential and superconductor interfaces are
located at the same point.
large d = x2 − x1 (see Fig. 11a). On the contrary, if
d is diminished the number of Andreev resonant states
diminishes an their energies fall apart from zero. In the
limiting case when d is zero the Andreev resonant states
disappear and the protection of the MZM is determined
by the amplitude of the gap on the superconductor side
of the junction as shown in Fig 11b. The same happens
for type II junctions with d < 0. Furthermore, in this
case (d ≤ 0) the junction spectrum is even more resilient
to changes in the softness of the interfaces, being almost
insensitive to them.
V. RESULTS WITH INPUT FLUX
Decreasing the potential V0, for a fixed ∆B, ∆0, and
zero energy, wave functions characterized by real wave
numbers arise in the bulk normal side of the junction.
When this occurs, bounded MZM’s no longer exist due
8FIG. 10. (Color online) Junction spectrum out of the topo-
logical phase. In this regime the MZM is split into two subgap
fermions. The used parameters are Vo = 2Eso, ∆o = 0.6Eso,
∆B = 0.4Eso and µ = 0.
FIG. 11. (Color online) Spectra for different kinds of junc-
tions. The used parameters are Vo = 2Eso, ∆o = 0.25Eso,
∆B = 0.4Eso and µ = 0. Panel a) is for a type I junction
with a long separation between potential and superconduc-
tor interfaces (d = 30Lso) while panel b) corresponds to the
limiting case between type I and type II junctions when both
interfaces are located on the same position (d = 0). Like in
preceding figures the zeros of F indicate the existence of a
solution with the corresponding energy E.
to their coupling with propagating modes. In the preced-
ing section we assumed that if propagating modes were
present they only carried outgoing flux. In this section
we explore the influence of incident fluxes on the junc-
tion. The same numerical method explained above can
be used here, disregarding the use of the matching point
and just fixing the coefficients Ck of the input modes as
this already yields a non homogenous linear system. We
only consider input modes from the normal side of the
junction, given by electron states of positive k and hole
states of negative k. Furthermore, it is also assumed that
all propagating input modes impinge on the junction with
FIG. 12. (Color online) a) Majorana bounded state found for
Vo = 0.69Eso, ∆o = 0.25Eso, ∆B = 0.4Eso and µ = 0.1Eso.
Potential and superconductor interfaces are located at x1 =
10Lso and x2 = 30Lso respectively and their softness param-
eters are s1 = s2 = 0.5Lso. b) Zero energy non Majorana
extended state. The figure is shown for the same parameters
as in a) but with V0 = 0.67Eso.
exactly the same flux.
Following the sequence from high to low values of V0,
the system evolves from no propagating modes at high
V0 to four input modes (with two different k’s) for mod-
erately low values of the potential V0. In this case, the
resulting zero mode density is characterized by a beating
pattern of a large wave length modulated by a smaller one
(see Fig. 12b). For ∆0 = 0.25Eso and ∆B = 0.4Eso this
regime ranges from V0 = 0.68Eso, where the propagating
modes arise, down to V0 = 0.50Eso. Above V0 = 0.68Eso
only evanescent modes are possible (see Fig. 12a). The
zero mode solution obtained in this range does not rep-
resent a MZM since its wave function components do not
fulfill the requirement
Ψsσsτ (x) = (−1)
sσ−sτ
2 Ψ∗
−sσ−sτ (x) . (15)
For V0 < 0.50Eso half of the normal side allowed wave
numbers become purely imaginary, thus leading to an
evanescent contribution to the boundary condition. As
a consequence, there are only two modes (with the same
k) and the resulting density has a single period of os-
cillation (see Fig. 13b). In this case the wave function
represents a MZM since it fulfills Eq. (15). This example
of extended MZM’s demonstrates that their existence is
not limited to bounded states. For these extended states
the assumption of equal incident flux in electron and hole
channels is crucial. If the input is prepared in a specific
electron or hole state of a given spin, the MZM condi-
tion Eq. (15) is lost for low values of the bulk potential.
9FIG. 13. (Color online) a) Non Majorana bounded state
found for V0 = 0.51Eso, ∆o = 0.25Eso, ∆B = 0.4Eso and
µ = 0.1Eso. Excluding V0 these are the same parameters as
in Figs. 12a and 12b. b) Density for a MZM extended state.
The figure is shown for the same parameters as in a) but with
V0 = 0.49Eso.
Therefore, propagating MZM’s are possible albeit for a
particular superposition of input states only.
VI. CONCLUSIONS
A numerical method to calculate the wave function
of MZM’s in presence of a soft normal-superconductor
junction has been developed. This method is able to de-
tect whether a particular energy E is an eigenenergy or
not of the junction and, when it is the case, obtain the
corresponding wave function. The junction is described
by smooth functions of position in a 1D nanowire with
Rashba spin orbit interaction, a Zeeman magnetic field
and superconductivity. It has been applied to a semi-
infinite abrupt nanowire junction in order to compare its
results with those obtained analytically, as well as to in-
finite soft junctions in order to study the dependence to
different parameters of the MZM density and its protec-
tion from energetically alike excited states.
We have proven the resilience of the MZM density to
the softness parameters and studied the dependence of its
localization with the potential interface position. This
latter feature hints the possibility of manipulating the
position of the Majorana modes in order to perform topo-
logical quantum operations. We have found the remark-
able result of an increase in the protection of the MZM
for high values of the softness of the superconductor gap
interface, while high values of the softness of the poten-
tial interface have an opposite effect. Finally, we have
shown the existence of extended MZM’s, albeit limited
to feed the junction with a particular set of propagating
input states. This result demonstrates that MZM’s are
not always restricted to bounded states.
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