Abstract. We investigate the behaviour of Bridgeland stability conditions under change of base field with particular focus on the case of finite Galois extensions. In particular, we prove that for a variety X over a field K and a finite Galois extension L/K the stability manifold of X embeds as a closed submanifold into the stability manifold of the base change variety.
Introduction
Stability conditions on triangulated categories were introduced by Bridgeland in [1] . He proved that under mild assumptions the set of stability conditions forms a (possibly infinitedimensional) complex manifold. If one considers so called numerical stability conditions on the bounded derived category of a smooth projective variety, then the stability manifold is always finite-dimensional. Therefore in this paper, apart from section five, only numerical stability conditions will be considered.
The stability manifold always lives over the complex numbers, even if one considers the bounded derived category of a smooth projective variety defined over a, say, finite field. Thus, considering a field extension L/K and a smooth projective variety X over K it is interesting to ask how the stability manifolds of X and its base change variety X L are related. The description of the topology on the manifolds suggests that Stab(X) and Stab(X L ) might be different if their numerical Grothendieck groups are. On the other hand one might expect that if the numerical Grothendieck group does not change under scalar extension, then neither does the stability manifold. In order to tackle these questions we will for the most part assume that the field extension is finite and Galois.
In the literature there are several examples of smooth projective varieties where the numerical stability manifold is at least partially known. The investigated cases include P 1 (see [9] ), curves (see [1, Thm. 9 .1] and [7] ) and varieties with complete exceptional collections, e.g. projective spaces (see [7] ). Although all results are formulated over the complex numbers, inspection of the arguments shows that the numerical stability manifold in fact does not depend on the ground field. An explanation for this phenomenon seems to be that in the above cases the structure of the derived category and/or the numerical Grothendieck group is particularly simple. Another prominent example is the case of K3 and abelian surfaces dealt with in [2] . Here the situation is more complicated and even the formulation of the results over other fields than C requires certain adjustments, e.g. the replacement of the integral cohomology groups by Chow groups (modulo numerical equivalence). Since in this example the numerical Grothendieck group can change under scalar extension, one can indeed expect the stability manifold to depend on the ground field.
In this note we try to provide some general insight into the behaviour of stability conditions under scalar extension. To do this we first have to recall the basics of the theory of stability conditions. We then investigate the naturally defined maps between the stability manifolds Stab(X) and Stab(X L ) and prove Main result 1 (Corollary 3.18) For any finite and separable field extension L/K the manifold Stab(X) is a closed submanifold of Stab(X L ).
It is a fundamental fact in the theory that a stability condition can be viewed in two different ways: Via slicings or via hearts of bounded t-structures. In all of the above the first point of view is used. In section four we consider the situation from the second point of view. Somewhat surprisingly it turns out that computations via this approach are fairly elusive.
In the last section we study the behaviour of the stability manifold under finite Galois extension if one assumes that the numerical Grothendieck group N (X) does not change. In particular, we apply the following statement to the case of K3 surfaces:
Main result 2 (Corollary 5.6) Let L/K be a finite Galois extension. If the map
induced by the pullback map is an isomorphism, Stab(X) is non-empty and Stab(X L ) is connected, then we have a homeomorphism Stab(X) ≃ Stab(X L ).
Acknowledgements. This paper is a part of my Ph.D. thesis supervised by Daniel Huybrechts whom I would like to thank for a lot of fruitful discussions. I am also grateful to Emanuele Macrì and Paolo Stellari for their comments on a preliminary version of this paper. Furthermore, I thank the referee for valuable suggestions.
Stability conditions
We recall basic definitions and properties of Bridgeland's framework. Throughout T will be an essentially small triangulated category (see [5] ) which is linear over a field K, that is, the morphisms of T have the structure of a vector space over K such that the composition law is bilinear. We will furthermore assume that T is of finite type, i.e. the K-vector space
is finite-dimensional for any pair of objects E, F in T . Definition 2.1. A stability condition σ = (Z, P) on T consists of a group homomorphism Z : K(T ) / / C, where K(T ) is the Grothendieck group of T , and a collection of full additive subcategories P(φ) ⊂ T for φ ∈ R, satisfying the following conditions:
(SC3) For φ 1 > φ 2 and E i ∈ P(φ i ) we have Hom(E 1 , E 2 ) = 0. (SC4) For any 0 = E ∈ T there exist finitely many real numbers φ 1 > . . . > φ n and a collection of triangles
A stability condition is called numerical, if Z factors over the numerical Grothendieck group N (T ), which by definition is the quotient of K(T ) by the nullspace of the Euler form χ(E, F ) =
The map Z is called the central charge, the collection P the slicing and an object in P(φ) semistable of phase φ. Given any interval I ⊂ R one defines P(I) to be the extension-closed subcategory of T generated by P(φ) for φ ∈ I. One can then prove that the category P(> t) defines a bounded t-structure on T for all t ∈ R and that for any t ∈ R the category P(t, t + 1] is the heart of this t-structure and hence abelian. As a matter of convention, one defines the heart of the slicing P to be the abelian category P(0, 1]. Note that one could also consider the bounded t-structure P(≥ t), which gives the heart P[t, t + 1). In fact, we will use a heart of the form P[0, 1) in section three.
The collection of triangles in (iv) is the Harder-Narasimhan filtration of E and the A i are the semistable factors. The HN-filtration is unique up to a unique isomorphism. Given an object E ∈ T one defines φ + σ (E) = φ 1 , φ − σ (E) = φ n and the mass of E to be the number
There is an equivalent way of giving a stability condition. To do this define a stability function on an abelian category A to be a group homomorphism Z : K(A)
/ / C such that for all 0 = E ∈ A the complex number Z(E) lies in the space H := {r exp(iπφ) | r > 0 and 0 < φ ≤ 1} ⊂ C. The phase of an object E ∈ A is then defined to be
Again, note that one could change the definition of a stability function so that the phase lies, for example, in the interval [0, 1). The phase allows one to order objects of A and it is thus possible to define semistable objects and HN-filtrations, generalising the classical case, where A is the category of coherent sheaves on a smooth projective curve and the ordering is done with respect to the slope µ = deg /rk.
A stability function Z is said to have the Harder-Narasimhan property if any object possesses a HN-filtration. In this case we will call Z a stability condition. The following proposition provides a nice criterion for checking the HN-property and will be used later on. 
Then A has the Harder-Narasimhan property.
The connection between the two concepts is given by Proposition 2.3. [1, Prop. 5.3] To give a stability condition on a triangulated category is equivalent to giving the heart A of a bounded t-structure and a stability function with HNproperty on A.
The proof is roughly as follows. Given σ = (Z, P) one sets A = P(0, 1] and verifies that Z defines a stability function on A. One then checks that the corresponding semistable objects are the nonzero objects of the categories P(φ) for 0 < φ ≤ 1. The decompositions of condition (SC4) in Definition 2.1 are Harder-Narasimhan filtrations.
In the other direction, given (Z, A) one defines P(φ) for φ ∈ (0, 1] to be the semistable objects of phase φ with respect to Z. Condition (SC2) then defines P(φ) for all φ ∈ R and (SC3) is easily checked. Filtrations as in (SC4) are obtained by combining the filtrations with respect to the t-structure with the Harder-Narasimhan filtrations given by Z.
Note that if one works with a stability function on A whose phase is e.g. in the interval [0, 1), it is of course necessary to slightly modify the argument.
In order to exclude fairly pathological examples one only considers locally finite stability conditions. By definition, σ = (Z, P) is locally finite if there exists some ǫ > 0 such that for all φ ∈ R the category P(φ − ǫ, φ + ǫ) is of finite length, i.e. Artinian and Noetherian. The same definition applies to the above presented point of view via hearts.
Convention:
From here on all stability conditions will be locally finite. The set of locally finite stability conditions will be denoted by Stab(T ).
Bridgeland introduces a generalised metric on Stab(T ) ([1, Prop. 8.1]):
and proves the In particular, if K(T )⊗C is finite-dimensional, then Stab(T ) is a finite-dimensional manifold. There are two groups acting on the stability manifold: The group of exact autoequivalences Aut(T ) and GL + (2, R), the universal cover of GL + (2, R). The former acts from the left by isometries as follows. For σ = (Z, P) and Φ ∈ Aut(T ) we set Φ(σ) = (Z • Φ −1 , P ′ ) with P ′ (t) = Φ(P(t)).
For the second action first recall that GL + (2, R) can be thought of as pairs (T, f ), where f : R / / R is an increasing map with f (φ + 1) = f (φ) + 1, and T : R 2 / / R 2 is an orientationpreserving linear automorphism, such that the induced maps on S 1 = R/2Z = R 2 /R >0 are the same. (Roughly, this can be seen as follows. It is easy to see that the projection map from C := (T, f ) |f : R / / R increasing map . . . to GL + (2, R) has fibres isomorphic to Z. Furthermore, we know that GL + (2, R) is homotopy equivalent to SO(2, R) (for example, because the latter is its maximal compact subgroup). It follows that C is simply connected and, therefore, indeed isomorphic to the universal covering.) Now, for a σ ∈ Stab(T ) and (T, f ) ∈ GL + (2, R) define a new stability condition σ ′ = (Z ′ , P ′ ) by setting Z ′ = T −1 • Z and P ′ (φ) = P(f (φ)). Convention: From here on, unless explicitly stated otherwise, we will only consider numerical stability conditions.
Base change via slicings
Consider an arbitrary field extension L/K, a smooth projective variety X over K, the base change scheme X L over L and the flat projection p : X L / / X which yields the exact faithful functor p * :
It is very easy to see that p * (σ) satisfies properties (SC1)-(SC3) of the definition of a stability condition. Unfortunately, the Harder-Narasimhan property need not hold: Looking at the definition of p * (σ) we see that an object E ∈ D b (X) has a HN-filtration with respect to p * (σ) if and only if the HN-filtration of p * (E) with respect to σ is defined over the smaller field. For a possible counter-example cf. Remark 3.3. Thus, this definition does not give a stability condition for arbitrary σ ∈ Stab(X L ) and, therefore, in general this naïve approach does not give a map Stab(X L ) / / Stab(X).
having the property that p * (σ) admits HN-filtrations. Thus we have a map
Lemma 3.2. The map p * is continuous and for
Proof. Remark 3.3. Consider a heart A of a bounded t-structure D ≤0 on D b (X L ) which is of finite length and such that D ≤0 does not descend to a t-structure on D b (X), i.e.
is not a t-structure on D b (X). We can define a stability condition on A by e.g. sending all simple objects to i. Thus, P(1/2) = A and P(φ) = 0 for all 1/2 = φ ∈ (0, 1]. The HN-filtration of an object p * (E) in this example is nothing than the filtration of p * (E) with respect to the cohomology functors defined by A. Since by assumption A does not descend, there exists an object E 0 ∈ D b (X) such that the HN-filtration of p * (E 0 ) is not defined over the smaller field. Hence in general the subset Stab(X L ) p will not be equal to Stab(X L ).
Remark 3.4. It is easy to see that p * is GL + (2, R)-equivariant. An easy consequence is the following. For any σ = (Z, P) ∈ Stab(X L ) p the stability condition σ :
Obviously one would like to to be able to say something about the structure of Stab(X L ) p , e.g. whether this set is always non-empty or connected. To tackle these questions we will further assume that the field extension is finite. We then also have the exact functor
Here, for a
An immediate consequence of this is that for any stability condition 
Remark 3.7. We can describe geometric analogues of the maps p * and p * : Let π : Y / / Z be a finite unramified covering of smooth projective varieties and consider µ-semistability of coherent sheaves on Z resp. on Y with respect to Note that the classical notion of semistability behaves well under field extensions, see [6, Thm. 1.3.7 and Cor. 1.3.8] . For example, the HN-filtration of p * (E), where E is a (pure) sheaf on X, is the pullback of the HN-filtration of E, a fact that will be used later on.
Recall that the group of automorphisms of X L acts on Stab(X L ). In particular, we have an action of G := Aut(L/K) on the stability manifold (note, however, that elements of G are only K-linear).
We can describe the image of p * by formulating the Proposition 3.8. Let L/K be a finite extension and let σ ′ be an element of Stab(X). Then p * (σ ′ ) is invariant under the action of the group G = Aut(L/K).
We conclude that g(σ) = σ as claimed.
Remark 3.9. Clearly the statement of the proposition is only interesting in the case when G is non-trivial, e.g. for a finite Galois extension.
Remark 3.10. In the case of a finite Galois extension of degree d one has p * p * (E) = E ⊕d for any E ∈ D b (X) and p * p * = g∈G g * , cf. e.g. [12] .
Lemma 3.11. If the field extension L/K is finite and Galois of degree d, then the composition
Clearly P ′ (φ) ⊂ P ′′ (φ). Let us prove the other inclusion. Assume F ∈ P ′′ (φ). Since σ ′ is a stability condition, F has a HN-filtration given by certain triangles
Since the direct sum of triangles is a triangle, we can take the d-fold direct sum of these and get a filtration of F ⊕d . But HN-filtrations are unique and by assumption F ⊕d ∈ P ′ (φ), so its HN-filtration is trivial. Therefore n = 1, φ 1 = φ and F ∈ P ′ (φ). Thus,
Corollary 3.12. For a finite Galois extension, the map p * • p * is a homeomorphism, thus p * is injective and p * surjective.
We will now investigate the domain of definition for the morphism p * . To do this we need the following / / T , which was proved to be an equivalence in [10] . We will use that it is fully faithful, but to make the paper more self-contained we will show the statement of the lemma (which is weaker than essential surjectivity) by induction on the number of cohomology objects. The case n = 1 is obvious. Let (E, λ) be a complex with n cohomology objects. We may assume H i (E) = 0 for i ≥ 2. Consider the triangle given by the standard t-structure on D b (Y ):
For any λ g we get, since truncation is a functor and commutes with g * for any g ∈ G, corresponding morphisms on E ′ and H 1 (E) and these morphisms define linearisations of these complexes. By induction E ′ ≃ Φ(F ) and
Since the morphisms in the triangle and the isomorphisms are compatible with the linearisations, the map
and hence a cone is in D G (Y ). This cone is isomorphic to E in D b (Y ). This concludes the proof.
Convention: From here on we assume that the order of the Galois group does not divide the characteristic of the ground field.
Remark 3.14. Note that our proof does not show Φ to be essentially surjective, since the isomorphism does not need to respect the linearisations of E resp. the cone.
One could try to generalise the above statement to arbitrary faithfully flat morphisms replacing linearisations of sheaves resp. complexes by descent data. Note that the fully faithfulness used above is satisfied in this situation.
We also need the following Lemma 3.15. Let L/K be finite and Galois and consider σ = (Z, P) ∈ Stab(X L ) p . Then p * • p * (σ) = ( Z, P), where
Proof. Using Remark 3.10 we immediately get the formula for Z and the first equality for P(φ). As to the second equality: "⊂" holds because the categories P(φ) are closed under direct summands and "⊃" holds because they are additive.
We can now prove the Proposition 3.16. For a finite Galois extension L/K with Galois group G a stability condition σ = (Z, P) is in Stab(X L ) p if and only if its slicing P is invariant under the action of the Galois group, i.e. E ∈ P(φ) implies g * (E) ∈ P(φ) for all g ∈ G. In particular, the subset of G-invariant stability conditions is contained in Stab(X L ) p .
Proof. If p * (σ) is a stability condition on D b (X), then we can consider σ = p * • p * (σ) ∈ Stab(X L ). Lemma 3.15 shows that the slicing P of σ is invariant under the action of the Galois group and that P(φ) ⊂ P(φ) for all φ ∈ R. In fact, we have an equality. To see this, consider φ ∈ R and E ∈ P(φ). We know that E has a HN-filtration with respect to σ, i.e. it can be filtered by objects in P ⊂ P. Since E is semistable with respect to σ, this filtration has to be trivial. Thus, E ∈ P(φ).
For the converse implication assume the slicing P of σ to be G-invariant. Consider the HN-filtration of an object p * (E), E ∈ D b (X). Applying an arbitrary element g ∈ G yields the HN-filtration of g * p * (E) = p * (E) with respect to σ, because the slicing is G-invariant. It follows that all the objects of the filtration are linearised objects of D b (X L ), because HN-filtrations are unique up to unique isomorphism. By Lemma 3.13 any such object is isomorphic to a complex of G-equivariant sheaves on X L . Using Galois descent we see that a complex of equivariant objects is defined over K, and hence the HN-filtration is defined over K.
Remark 3.17. The stability function of a stability condition σ ∈ Stab(X L ) p need not be Ginvariant, since we only assume that the phase is constant on the orbits of semistable objects under the action of G. For an unstable object E the numbers Z(E) and Z(g * (E)) (g ∈ G) will in general not even have the same phase.
Using Lemma 3.15 we see that the restriction of p * • p * to the subset of G-invariant stability conditions
In particular, the map p * : Stab(X) / / Stab(X L ) G is surjective. Hence, p * is a homeomorphism, since we already have seen that it is injective. Thus, we have
Using this and the fact that the subset Stab(X L ) G is a closed submanifold of Stab(X L ) (cf. [8, Lem. 2.15 ] where this result is formulated for the action of a finite group on a smooth projective complex variety but the proof does not use these assumptions) we immediately derive Corollary 3.18. For any finite and separable field extension L/K the map p * realizes Stab(X) as a closed submanifold of Stab(X L ).
Proof. The statement is clear for a finite Galois extension from the above discussion. The general case follows by considering the tower K ⊂ L ⊂ L n , where L n denotes the normal closure, the induced commutative diagram
Corollary 3.19. Let L/K be a finite and separable extension and L n the normal closure of L.
Consider the diagram
(where the notation is as in the proof of Corollary 3.18). Then for σ ∈ Stab(X L ) the following
Proof. If σ ∈ Stab(X L ) p , then applying Lemma 3.11 to the pair p * and p * and using Remark 3.4 we see that
The converse is proved similarly.
Until the end of this section we will work in the case of a finite Galois extension of degree d. We know from Proposition 3.16 that the G-invariant stability conditions Stab(X L ) G are contained in the set Stab(X L ) p . The next two results establish geometric connections between the two sets.
Proof. Recall that if i : S ⊂ T is a pair of topological spaces, then by definition S is called a retract of T if there exists a map
) and P ′ = P. It is fairly easy to show that σ ′ is a stability condition: Since by Proposition 3.16 the slicing of σ is G-invariant, the HN-filtrations of σ and σ ′ coincide. Furthermore, any object in P(φ) clearly still has phase φ, since Z(g * (E)) is of phase φ, for all g ∈ G.
Next, one has to verify that f is continuous: Let σ and τ be two stability conditions. The distance between f (σ) and f (τ ) is given by formula (2.1) and since the HN-filtrations do not change, neither do the first two numbers in the expression. As for the last one note that for any semistable object A and any g ∈ G one has Z(g * (A)) = δ g Z(A) for some δ g > 0 and hence
for an arbitrary object E and hence the supremum over all E of | log
G is equal to the identity map and we therefore have a retraction.
In fact, a stronger statement is true:
Proof. Recall that S ⊂ T is a deformation retract if there exists a homotopy H : T × [0, 1]
/ / T such that H(−, 0) = id T , H(−, 1) ⊂ S and H(s, 1) = s for any s ∈ S. For details see [4] .
The strategy of the proof is the following. Consider an element σ = (Z, P) in Stab(X L ) p . Since P is already G-invariant, it seems natural to only deform Z until it also becomes Ginvariant.
Assume for simplicity that d = 2, so G = {1, g}, and consider the map
sending (σ, t) to ( Z, P), where Z(E) = Z(E) + tZ(g * (E)) and P = P. Clearly H(σ, 0) = σ and
it is easy to write down a homotopy from H(−, 1) to the identity map on Stab(X L ) G . The more challenging issue is the continuity of H. Inspecting the proof of the previous lemma it is easy to see that
. Now fix a σ in Stab(X L ) p and consider for simplicity only the question of continuity in 0. Looking at the definition of the metric on Stab(X L ) (equation (2.1)), we see that the first two terms are zero, because the HN-filtrations of H(σ, 0) = σ and H(σ, ǫ) =: τ are the same. Therefore we only need to consider the last term. Take an arbitrary semistable object A ∈ P(φ) for some φ ∈ R. We know that g * (A) is again semistable of the same phase. Now, m σ (A) = |Z(A)| and m τ (A) = (1 + ǫ · λ A )|Z(A)|, where λ A = |Z(g * (A))|/|Z(A)|. Thus the quotient (m τ (A))/(m σ (A)) is (1 + ǫ · λ A ) and we need λ A to be bounded, if the last term in the metric is to remain small. Since the numerical Grothendieck group has finite rank and the linear operator (Z •g * )/Z on N (X L )⊗C ⊃ N (X L ) has bounded norm, the quotient |Z(g * (A))|/|Z(A)| is indeed bounded by some constant C. Thus for an arbitrary object E ∈ D b (X L ) we get
and thus | log(m τ (E)/m σ (E))| is small provided ǫ is small enough. We conclude that H is continuous. For d > 2 the proof is similar and left to the reader.
Remark 3.22. The proofs of all results in this chapter with the exception of Proposition 3.21 work for non-numerical locally finite stability conditions.
Base change via hearts
Recall that a stability condition σ = (Z, P) can also be viewed as a pair consisting of a heart D and a stability condition Z on it, cf. Proposition 2.3. Thus, the stability manifold of a triangulated category T is partitioned with respect to the hearts of bounded t-structures in T . Given a heart D in D b (X L ) we can try to understand whether a stability condition σ = (D, Z) descends to a stability condition on D b (X). One could apply a result like this to e.g. prove that Stab(X) is non-empty. In fact, this is precisely what we will do in the case of K3 surfaces at the end of the last section.
We start with the following Proposition 4.1. Let f : C / / D be an exact faithful functor between abelian categories. If Z is a stability condition on D, then composition with F induces a ( not necessarily numerical) stability condition Z ′ on C.
sends an object to its class, is clearly an additive function from C to C and hence by the universal property of the Grothendieck group we get a group homomorphism Z ′ : K(C) / / C. By Proposition 2.2 we have to check whether there exists an infinite chain of subobjects/subquotients with increasing phases. By definition of Z ′ we have φ(C) = φ(F (C)) for any C ∈ C. Assume, for example, that there exists an infinite chain of subobjects with increasing phases in C. Note that the faithfulness of F is equivalent to the condition ker(F ) = 0, where ker(F ) = {c ∈ C : F (c) ≃ 0}. Thus, using the triviality of the kernel and the exactness of F one gets an infinite chain in D with the same property. Since this is not possible, Z ′ has the Harder-Narasimhan property and thus is a stability condition.
Note that if one wants to prove a similar statement for numerical stability conditions it is necessary to assume that the functor F respects the nullspaces of the Euler forms, which is, for example, true if F admits a right adjoint. The last condition is of course satisfied for the pullback functor.
Consider a bounded t-structure with heart D on D b (X L ). It defines a t-structure with heart C on D b (X) if for any object E ∈ D b (X) the filtration with respect to cohomology objects given by D
x x
for all i, is defined over the smaller field. Equivalently, the t-structure D ≤0 in D b (X L ) descends if the full subcategory
defines a t-structure on D b (X).
Assume that a t-structure on D b (X L ) given by a heart D descends to a t-structure on D b (X), so in particular the category
is abelian. Denote the set of stability conditions on the abelian category C resp. D by Stab(C) resp. Stab(D). Proof. Since short exact sequences in C are nothing but distinguished triangles in D b (X), the pullback functor F := p * : C / / D is exact. Furthermore, F is faithful, since the stalk of an object p * (E) in a point y ∈ X L equals the stalk of E in p(y) tensorized with L. Proposition 4.1 then gives the result. 
is the decomposition of p * (E), where E ∈ D b (X), with respect to the t-structure (i.e. D 1 ∈ D ≤0 and D 2 ∈ D >0 ), then the objects D 1 and D 2 are Aut(L/K)-invariant. We cannot conclude this for objects not appearing in the decomposition of some p * (E).
The morphism α a priori does not correspond to the morphism p * of the previous section. Of course, the stability function Z ′ is defined in the same way and the pullback of a semistable object E of phase φ in C by definition has the same phase in D, but p * (E) is not necessarily semistable. Thus, the following definition is reasonable. 
/ / Stab(X) is continuous, the problem being that the pullback of the HN-filtration of an object E ∈ D b (X) is not necessarily the HN-filtration of p * (E). What one can say is that Stab(X L ) α is preserved by the action of Aut(L/K). One further property of Stab(X L ) α is described in Example 4.7.
Under some additional assumptions we can establish a connection between α and p * . If σ = (Z, P) ∈ Stab(X L ), we write D for the heart P(0, 1] . Proposition 4.6. Let L/K be a finite Galois extension and let σ = (D, Z) be a stability condition on D b (X L ) such that for any φ ∈ (0, 1] the subcategory of semistable objects in D of phase φ is invariant under the action of the Galois group. Then the heart D descends to D b (X) and α(Z) corresponds to p * (σ) = σ ′ . We therefore have an inclusion
and this gives a new heart C ′ . We therefore get a morphism Stab(D ′ ) / / Stab(C ′ ) and conclude that the subset Stab(X L ) α is closed under tilting with respect to Galois-invariant torsion pairs.
Explicit examples can be constructed as follows. Let D = Coh(X L ) be the heart of the standard t-structure on D b (X L ) which clearly descends. We know that Harder-Narasimhan filtrations are stable under base change (cf. [6, Thm. 1.3.7] ). Sometimes it is possible to define a torsion pair using the data from the HN-filtration and by the stability of the filtration the torsion pair is Galois-invariant. See the end of the next section for an appearance of this technique in the case of a complex K3 surface and the extension C/R.
Grothendieck groups
In this subsection we will return to the general case and consider non-numerical stability conditions as well. To maintain continuity we will keep the notation Stab(Y ) for the numerical stability manifold of a variety Y and we will write Stab * (Y ) for the manifold of all locally finite stability conditions. Theorem 2.4 tells us that the (numerical) stability manifold of a variety Y is locally homeomorphic to a subspace of Hom(K(Y ), C) (resp. Hom(N (Y ), C)). Thus, it is natural to ask what happens with the (numerical) stability manifold under scalar extension if we have an isomorphism
The next proposition gives a first answer under a slightly weaker assumption:
Proposition 5.1. Assume that L/K is a finite Galois extension and that the group homomorphism
We need to show that Z is constant on the orbits of the action of the Galois group G. Note that our assumption gives an isomorphism
We therefore can write
and any g ∈ G we then have
as claimed. The proof in the numerical case is similar. We will now apply the above results to the case of K3 surfaces. Recall that in [2] Bridgeland proved that the numerical stability manifold of a complex projective K3 surface X contains a connected component which is a covering space of a certain open subset in the vector space N (X) ⊗ C. Furthermore, he described the group of deck transformations of this covering via a subgroup of the group of autoequivalences Aut(D b (X)).
Assume now that the K3 surface S C is defined over the real numbers and that S possesses an R-rational point. Further assume that all line bundles on S C are also defined over R. This is, for example, the case if S C is generic, i.e. of Picard rank 1, since in this case the Galois group has to act as the identity on Z = Pic(S C ). These conditions ensure that (5.1) (or rather its numerical version) is an isomorphism.
There cannot exist any numerical stability conditions on the standard heart Coh(S C ). Bridgeland therefore uses the theory of tilting to produce new hearts on which stability conditions can indeed be constructed. The method works as follows. One takes R-divisors β and ω so that ω is in the ample cone. Any torsion free sheaf has a HN-filtration with respect to the slope-stability given by ω and truncating the filtrations at β · ω gives a torsion pair. It follows from this construction that the torsion pair does not depend on β, but only on ω and the product β · ω. If ω is an ample line bundle (and therefore by our assumption defined over R), the HN-filtration of a sheaf pulled back from S, is defined over R, cf. [6, Thm. 1.3.7] . The torsion pair therefore descends and so does the heart obtained by tilting with respect to it. Corollary 4.2 then implies that the stability manifold Stab(S) is non-empty. Ignoring other possible components and using the corollary above we thus see that the distinguished component described by Bridgeland is defined over R. We thus proved the following Proposition 5.7. Let S be a K3 surface over R and denote by S C the complex K3 surface obtained by base change. Furthermore, assume that S has an R-rational point and that Pic(S) = Pic(S C ). Then there exists a connected component Stab † (S) ⊂ Stab(S) such that there is a homeomorphism between Stab † (S) and Bridgeland's distinguished component Stab † (S C ) ⊂
Stab(S C
).
