Finite temperature SU͑3͒ gauge theory is studied on anisotropic lattices using the standard plaquette gauge action. The equation of state is calculated on 16 3 ϫ8, 20 3 ϫ10, and 24 3 ϫ12 lattices with the anisotropy ϵa s /a t ϭ2, where a s and a t are the spatial and temporal lattice spacings. Unlike the case of the isotropic lattice on which N t ϭ4 data deviate significantly from the leading scaling behavior, the pressure and energy density on an anisotropic lattice are found to satisfy well the leading 1/N t 2 scaling from our coarsest lattice N t /ϭ4. With three data points at N t /ϭ4, 5 and 6, we perform a well controlled continuum extrapolation of the equation of state. Our results in the continuum limit agree with a previous result from isotropic lattices using the same action, but have smaller and more reliable errors.
I. INTRODUCTION
The study of lattice QCD at finite temperatures is an important step toward clarification of the dynamics of the quark gluon plasma which is believed to have formed in the early Universe and is expected to be created in high energy heavy ion collisions ͓1͔. In order to extract predictions for the real world from results obtained on finite lattices, we have to extrapolate lattice data to the continuum limit of vanishing lattice spacings. Because of the large computational demands for full QCD simulations, continuum extrapolations of thermodynamic quantities have so far been attempted only in SU͑3͒ gauge theory, i.e., in the quenched approximation of QCD, where the influence of dynamical quarks is neglected. Two studies using the standard plaquette gauge action ͓2͔ and a renormalization group ͑RG͒ improved gauge action ͓3͔ have found the pressure and energy density consistent with each other in the continuum limit.
In full QCD with two flavors of dynamical quarks, thermodynamic quantities on coarse lattices have been found to show a large lattice spacing dependence ͓4 -6͔. For a reliable extrapolation to the continuum limit, data on finer lattices are required. With conventional isotropic lattices, this means an increase of the spatial lattice size to keep the physical volume close to the thermodynamic limit. Full QCD simulations on large lattices are still difficult with the current computer power. A more efficient method of calculation is desirable. Even in the quenched case, we note that continuum extrapolations of the equation of state have been made using only two lattice spacings ͓2,3͔. In order to reliably estimate systematic errors from the extrapolations, more data points are needed. Therefore, an efficient method is also called for in quenched QCD.
Recently, anisotropic lattices have been employed to study transport coefficients and temporal correlation functions in finite temperature QCD ͓7-9͔. In these studies, anisotropy was introduced to obtain more data points for temporal correlation functions.
In this paper, we show that anisotropic lattices also provide an efficient calculation method for thermodynamic quantities. The idea is as follows. Inspecting the free energy density of SU͑3͒ gauge theory in the high temperature Stephan-Boltzmann limit, the leading discretization error from the temporal direction is found to be much larger than that from each of the spatial directions. Hence, choosing ϭa s /a t larger than one, where a s and a t are the spatial and temporal lattice spacings, cutoff errors in thermodynamic quantities will be efficiently reduced without much increase in the computational cost. From a study of free energy density in the high temperature limit, we find that ϭ2 is an optimal choice for SU͑3͒ gauge theory. This improvement also makes it computationally easier to accumulate data for more values of temporal lattice sizes for the continuum extrapolation.
As a first test of the method, we study the equation of state ͑EOS͒ in SU͑3͒ gauge theory. On isotropic lattices, discretization errors in the EOS for the plaquette action are quite large at the temporal lattice size N t ϭ4. The data at this value of N t deviate significantly from the leading 1/N t 2 scaling behavior, F(T)͉ N t ϭF(T)͉ continuum ϩc F /N t 2 , where F is a thermodynamic quantity at a fixed temperature T. So far, continuum extrapolations of the EOS have been made using results at N t ϭ6 and 8. On anisotropic lattices with ϭ2, we find that the discretization errors in the pressure and energy density are much reduced relative to those from isotropic lattices with the same spatial lattice spacing. Furthermore, we find that the EOS at N t /ϭ4, 5, and 6 follow the leading 1/N t 2 scaling behavior remarkably well. Therefore, a continuum extrapolation can be reliably carried out. Since the total computational cost is still lower than that for an N t ϭ8 isotropic simulation, we can achieve higher statistics as well, resulting in smaller final errors.
In Sec. II, we study the high temperature limit of SU͑3͒ gauge theory on anisotropic lattices to see how appears in the leading discretization error for the EOS. From this study, we find that ϭ2 is an optimum choice for our purpose. We then perform a series of simulations on ϭ2 anisotropic lattices. Our lattice action and simulation parameters are described in Sec. III. Section IV is devoted to a calculation of the lattice scale through the string tension. The critical temperature is determined in Sec. V. Our main results are presented in Secs. VI and VII, where the pressure and energy density are calculated and their continuum extrapolations are carried out. A brief summary is given in Sec. VIII.
II. HIGH TEMPERATURE LIMIT
In the high temperature limit, the gauge coupling vanishes due to asymptotic freedom, and SU͑3͒ gauge theory turns into a free bosonic gas. In the integral method ͓10͔ which we apply in this study, the pressure p is related to the free energy density f by pϭϪ f for large homogeneous systems. Therefore, in the high temperature limit, the energy density ⑀ is given by ⑀ϭ3pϭϪ3 f . The value of f in the high temperature limit has been calculated in ͓11,12͔. Normalizing ⑀ by the Stephan-Boltzmann value in the continuum limit, we find
for spatially large lattices. Substituting ϭ1 in Eq. ͑1͒, we recover the previous results for isotropic lattices ͓13͔. When we alternatively adopt the derivative method ͑operator method͒ ͓11͔ to define the energy density, we obtain
͑2͒
In both formulas, the leading discretization error is proportional to 1/N t 2 . In the leading 1/N t 2 term of Eq. ͑1͒ ͓or Eq. ͑2͔͒, the term proportional to 2 represents the discretization error from finite lattice spacings a s in the three spatial directions. We find that the temporal cutoff a t leads to 5/8 ͑or 1/2͒ of the leading discretization error at ϭ1, while the spatial cutoff a s contributes only 1/8 ͑or 1/6͒ from each of the three spatial directions.
Since a reduction of the lattice spacing in each direction separately causes an increase of the computational cost by a similar magnitude, a reduction of a t is much more efficient than that of a s in suppressing lattice artifacts in thermodynamic quantities. Making the anisotropy ϭa s /a t too large is, however, again inefficient because the spatial discretization errors remain even in the limit of ϭϱ. A rough estimate for the optimum value of is given by equating the discretization errors from spatial and temporal directions, ϭͱ5Ϸ2.24 from Eq. ͑1͒, and ϭͱ3Ϸ1.73 from Eq. ͑2͒. More elaborate estimations considering the balance between the computational cost as a function of the lattice size and the magnitude of discretization errors including higher orders of 1/N t lead to similar values of .
Based on these considerations, we adopt ϭ2 for simulations of SU͑3͒ gauge theory in the present work. An even number for is also attractive for the vectorization/ parallelization of the simulation code, which is based on an even-odd algorithm, since we can study the case of odd N t / without modifying the program.
III. DETAILS OF SIMULATIONS

A. Action
We employ the plaquette gauge action for SU͑3͒ gauge theory given by
where 0 is the bare anisotropy, ␤ϭ6/g 0 2 with g 0 the bare gauge coupling constant, and
with P (n)ϭ 1 3 Re TrU (n) the plaquette in the (,) plane at site n. Anisotropy is introduced by choosing 0 1.
Due to quantum fluctuations, the actual anisotropy ϵa s /a t deviates from the bare value 0 . We define the renormalization factor (␤,) for by
The values of (␤,) 
͑7͒
B. Simulation parameters
The main runs of our simulations are carried out on ϭ2 anisotropic lattices with size N s 3 ϫN t ϭ16 3 ϫ8, 20 3 ϫ10 and 24 3 ϫ12. For N t ϭ8, we make additional runs on 12 3 ϫ8 and 24 3 ϫ8 lattices to examine finite size effects. The zero-temperature runs are made on N s 3 ϫN s lattices with ϭ2. The simulation parameters of these runs which cover the range T/T c ϳ0.9-5.0 are listed in Table I . To determine precise values for the critical coupling, longer runs around the critical points are made at the parameters compiled in Table II. For the main runs, the aspect ratio L s Tϭ(N s a s )/(N t a t ) is fixed to 4, where L s ϭN s a s is the spatial lattice size in physical units. This choice is based on a study of finite spatial volume effects presented in Sec. VI, where it is shown that, for the precision and the range of T/T c we study, finite spatial volume effects in the EOS are sufficiently small with L s Tу4.
Gauge configurations are generated by a five-hit pseudo heat bath update followed by four over-relaxation sweeps, which we call an iteration. As discussed in Sec. VI, the total number of iterations should be approximately proportional to N t 6 to keep EOS accurate. After thermalization, we perform 20 000-100 000 iterations on finite-temperature lattices and 5000-25 000 iterations on zero-temperature lattices, as compiled in Table I . At every iteration, we measure the spatial and temporal plaquettes: P ss and P st . Near the critical temperature, we also measure the Polyakov loop. The errors are estimated by a jack-knife method. The bin size for the jack-knife errors, listed in Table I , is determined from a study of bin size dependence as illustrated in Fig. 1 . The results for the plaquettes are summarized in Tables III-V. IV. SCALE
A. Static quark potential
We determine the physical scale of our lattices from the string tension, which is calculated from the static quarkantiquark potential at zero temperature. To calculate the static quark potential, we perform additional zerotemperature simulations listed in Table VI . The static quark potential V(R ) is defined through
where W(R ,T ) is the Wilson loop in a spatial-temporal plane with the size R a s ϫT a t . We measure Wilson loops at every 25 iterations after thermalization. In order to enhance the ground state signal in Eq. ͑8͒, we smear the spatial links of the Wilson loop ͓17,18͔. Details of the smearing method are the same as in Ref. ͓19͔. We determine the optimum smearing step N opt which maximizes the overlap function C(R ) under the condition C(R )р1. Following Ref. ͓18͔, we study a local effective potential defined by
which tends to V(R ) at sufficiently large T . The reason to adopt Eq. ͑9͒ instead of the fit result from Eq. ͑8͒ is to perform a correlated error analysis directly for the potential parameters. The optimum value of T , listed in Table VII , is obtained by inspecting the plateau of V eff (R ,T ) at each ␤.
We perform a correlated fit of V(R )ϭV eff (R ,T opt ) with the ansatz ͓20͔
Here, ͓1/R ͔ is the lattice Coulomb term from one gluon exchange,
which is introduced to approximately remove terms violating rotational invariance at short distances. The coefficient l is treated as a free parameter. The fit range ͓R min ,R max ͔ for R is determined by consulting the stability of the fit. Our choices for R min are given in Table VII . We confirm that the fits and the values of the string tension are stable under a variation of R min . The string tension is almost insensitive to a wide variation of R max . Hence R max is chosen as large as possible so far as the fit is stable and the signal is not lost in the noise. With this choice for the fit range, we obtain fit curves which reproduce the data well.
Our results for the potential parameters are summarized in Table VII . The error includes the jack-knife error with bin size one ͑25 iterations͒ and the systematic error from the choice of R min estimated through a difference under the change of R min by one. We confirm that increasing the bin size to two gives consistent results on 16 3 ϫ32 lattices, while, on 24 3 ϫ48 lattices, correlated fits with bin size two become unstable due to an insufficient number of jackknife ensembles.
B. String tension
We interpolate the string tension data using an ansatz proposed by Allton ͓21͔:
where f (␤) is the two-loop scaling function of SU͑3͒ gauge theory,
and â (␤)ϵ f (␤)/ f (␤ϭ6.0).
From Table VII , we find that the values for a s ͱ are insensitive to the spatial lattice volume to the present precision. Using data marked by an asterisk (*) in Table VII , we obtain the best fit at c 0 ϭ0.011 71͑41͒, c 2 ϭ0.285͑79͒, c 4 ϭ0.033͑30͒, ͑14͒ with 2 /N DF ϭ1.77. The string tension data and the resulting fit curve are shown in Fig. 2 , together with those from isotropic lattices ͓22͔.
V. CRITICAL TEMPERATURE
We define the critical gauge coupling ␤ c (N t ,N s ) from the location of the peak of the susceptibility rot for a Z(3)-rotated Polyakov loop. The simulation parameters for the study of ␤ c are compiled in Table II . The ␤ dependence of rot is calculated using the spectral density method ͓23͔. The results for ␤ c are compiled in Table VIII .
To estimate the critical temperature, we have to extrapolate ␤ c (N t ,N s ) to the thermodynamic limit and to the continuum limit. We perform the extrapolation to the thermodynamic limit using a finite-size scaling ansatz
for first order phase transitions. From the data for ␤ c on anisotropic 12 3 ϫ8, 16 3 ϫ8 and 24 3 ϫ8 lattices with ϭ2, we find hϭ0. 031(16) for N t /ϭ4, as shown in Fig. 3 . In a previous study on isotropic lattices, h was found to be approximately independent of N t for N t ϭ4 and 6 ͓24͔. We extract ␤ c (N t ,ϱ) adopting hϭ0. 031(16) for all N t .
The critical temperature in units of the string tension is given by
using the fit result for Eq. ͑12͒. The values of T c /ͱ are summarized in Fig. 4 and Table VIII. The dominant part of the errors in T c /ͱ is from the Allton fit for the string tension.
Finally we extrapolate the results to the continuum limit assuming the leading 1/N t 2 scaling ansatz 
with FϭT c /ͱ. The extrapolation is shown in Fig. 4 . In the continuum limit, we obtain
from the ϭ2 plaquette action.
In Fig. 4 , we also plot the results obtained on isotropic lattices using the plaquette action ͓25͔ and the RG-improved action ͓26,3͔. Our value of T c /ͱ in the continuum limit is consistent with these results within the error of about 2%. A more precise comparison would require the generation and analyses of potential data in a completely parallel manner, because, as discussed in ͓3͔, numerical values of T c /ͱ at a few percent level sensitively depend on the method used to determine the string tension. We leave this issue for future studies. 
VI. PRESSURE
A. Integral method
We use the integral method to calculate the pressure ͓10͔. This method is based on the relation pϭϪ f ϵ(T/V)log Z(T,V) satisfied for a large homogeneous system, where VϭL s 3 is the spatial volume of the system in physical units and Z is the partition function. Rewriting log Z ϭ͐d␤(1/Z)(‫ץ‬Z/‫,)␤ץ‬ the pressure is given by
For our anisotropic gauge action Eq. ͑3͒, the derivative of log Z is given by
We use symmetric N s 3 ϫN s lattices to calculate the Tϭ0 contribution. For a sufficiently small ␤ 0 , p(␤ 0 ) can be neglected.
In order to keep the same accuracy of ⌬S for the same physical lattice volume L s 3 in units of the temperature T, the statistics of simulations should increase in proportion to ((N t /) 4 ) 2 /(N s 3 N t )ϰN t 4 / 3 . Here, the first factor arises from (N t /) 4 in Eq. ͑20͒, and the second factor 1/(N s 3 N t ) from a suppression of fluctuations due to averaging over the lattice volume. Taking into account the autocorrelation time which is proportional to N t 2 , the number of iterations should increase as ϳN t 6 . Integrating ⌬S in ␤ using a cubic spline interpolation, we obtain the pressure. For the horizontal axis, we use the temperature in units of the critical temperature
The errors from numerical integration are estimated by a jack-knife method in the following way ͓3͔. Since simulations at different ␤ are statistically independent, we sum up all the contributions from ␤ i smaller than ␤ corresponding to the temperature T by the naive error-propagation rule, FIG. 7 . ⌬S on N t /ϭ4, 5, and 6 lattices with ϭ2. 
B. Finite spatial volume effects
We first study the effects of finite spatial volume on the EOS. In Fig. 5 , we show the results for ⌬S at N t /ϭ8/2 with the aspect ratio L s TϭN s /N t ϭ3, 4, and 6, which correspond to N s ϭ12, 16, and 24, respectively. Integrating ⌬S in ␤, we obtain Fig. 6 for the pressure. We find that the data at L s Tϭ3 are affected by sizable finite volume effects both at TϳT c and at high temperatures. On the other hand, for the range of T/T c we study, the pressure does not change when the aspect ratio is increased from L s Tϭ4 -6, indicating that the conventional choice L s Tϭ4 is safe with the present precision of data. Hence, we choose L s Tϭ4 for our studies of lattice spacing dependence. Results for ⌬S at L s Tϭ4 with various N t are given in Fig. 7 . Integrating the data using a cubic spline interpolation, as shown in the figures, we obtain the pressure plotted in Fig. 8 .
C. Continuum extrapolation
We now extrapolate the pressure to the continuum limit using the leading order ansatz of Eq. ͑17͒. Figure 9 shows the pressure at T/T c ϭ1.5, 2.5, and 3.5 as a function of (/N t ) 2 ͑filled circles͒. For comparison, results from isotropic lattices using the plaquette action ͓2͔ ͑open circles͒ and the RG-improved action ͓3͔ ͑open squares͒ are also plotted. For the ϭ1 plaquette data, we adopt the results of a reanalysis made in Ref. ͓3͔ to commonly apply the scale from the Allton fit of the string tension and also the same error estimation method.
The advantage of using anisotropic lattices is apparent from Fig. 9 . On the coarsest lattice N t /ϭ4, finite lattice spacing errors at ϭ2 are much smaller than those at ϭ1 with the same plaquette action. The pressure at Tϭ2.5T c , for example, on the isotropic 16 3 ϫ4 lattice is larger than its continuum limit by about 20%, while the deviation is only 5% on the corresponding 16 3 ϫ8 lattice with ϭ2. Furthermore, with the anisotropic ϭ2 data, the leading 1/N t 2 term describes the data well even at N t /ϭ4 ͑the rightmost point͒. Therefore, we can confidently perform an extrapolation to the continuum limit using three data points. In the case of the isotropic plaquette action, in contrast, the continuum extrapolation had to be made with only two data points at N t /ϭ6 and 8. In the continuum limit, our results for ϭ2 are slightly smaller than those from the isotropic plaquette action, but the results are consistent with each other within the error of about 5% for the results from the isotropic action. It is worth observing that the ϭ2 results have smaller and more reliable errors of 2% -3%.
In order to quantitatively evaluate the benefit of anisotropic lattices, we compare the computational cost to achieve comparable systematic and statistical errors on isotropic and ϭ2 anisotropic lattices. Choosing Tϭ2.5T c as a typical example, we find that the deviation of the pressure from the continuum limit ͑i.e., the magnitude of the systematic error due to finite lattice cutoffs͒ is comparable between the isotropic 32 3 ϫ8 ͓2͔ and our ϭ2 anisotropic 20 3 ϫ10 lattices, i.e., p/T 4 ϭ1.390(26) on a 32 3 ϫ8 lattice and p/T 4 ϭ1.381(13) on a 20 3 ϫ10 lattice, both lattices having the same spatial size N s a s ϭ1.6/T c . The number of configurations to achieve these statistical errors are 20 000-40 000 iterations for ϭ1 and 50 000 for ϭ2, respectively. Therefore, for the same statistical error, the relative computational cost for a ϭ2 lattice over that for ϭ1 is conservatively estimated as ((20 3 ϫ10)ϫ50 000)/((32 3 ϫ8)ϫ4ϫ20 000) Ϸ1/5, showing a factor of 5 gain in the computational cost for the anisotropic calculation in this example.
In Fig. 9 we also note that the results from the RGimproved action on isotropic lattices are higher by 7% -10% ͑about 2) than those from the present work in the continuum limit. A possible origin of this discrepancy is the use of the N t /ϭ4 data of the RG-improved action, which show a large ͑about 20%) deviation from the continuum value. For a detailed test of consistency, we need more data points, say at N t /ϭ6, from the RG-improved action.
Repeating the continuum extrapolation at other values of T/T c , we obtain Fig. 10 . Our results show a quite slow approach to the high temperature Stephan-Boltzmann limit, as reported also in previous studies on isotropic lattices ͓2,3͔.
VII. ENERGY DENSITY
We calculate the energy density ⑀ by combining the results of p/T 4 with those for the interaction measure defined by 
⌬S. ͑23͒
The QCD beta function on anisotropic lattice ‫‪a‬ץ/␤ץ‬ s ͉ is determined through the string tension studied in Sec. IV B, where the coefficients c i are given in Eq. ͑12͒. The error of the energy density is calculated by quadrature from the error of 3p and that for ⑀Ϫ3p, the latter being proportional to the error of ⌬S.
The results for the energy density are shown in Figs. 11 and 12. As in the case of the pressure the leading scaling behavior is well followed by our ϭ2 data from N t /ϭ4, which allows us to extrapolate to the continuum limit reliably. The results for the energy density in the continuum limit are compared with the previous results in Fig. 13 . Our ϭ2 plaquette action leads to an energy density which is slightly smaller than, but consistent with that from the ϭ1 plaquette action, but is about 7% -10% ͑about 2) smaller than that from the ϭ1 RG-improved action. More work is required to clarify the origin of the small discrepancy with the RG-improved action.
VIII. CONCLUSION
We have studied the continuum limit of the equation of state in SU͑3͒ gauge theory on anisotropic lattices with the anisotropy ϵa s /a t ϭ2, using the standard plaquette gauge action. Anisotropic lattices are shown to be more efficient in calculating thermodynamic quantities than isotropic lattices. We found that the cutoff errors in the pressure and energy density are much smaller than corresponding isotropic lattice results at small values of N t /. The computational cost for ϭ2 lattices is about 1/5 of that for ϭ1 lattices. We also found that the leading scaling behavior is well satisfied already from N t /ϭ4, which enabled us to perform continuum extrapolations with three data points at N t /ϭ4, 5, and 6. The equation of state in the continuum limit agrees with that obtained on the isotropic lattice using the same action, but has much smaller and better controlled errors. The benefit of anisotropic lattice demonstrated here will be indispensable for extraction of continuum predictions for the equation of state, when we include dynamical quarks.
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