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ABSTRACT 
      The aim of this research is to gain insight into hydrogen combustion as a prototype 
of complex chemistry via classical molecular dynamics (CMD) simulations given the 
presently available reactive force field, ReaxFF. We focus on developing computational 
and theoretical methods to analyze CMD simulations of hydrogen combustion and glean 
the details of chemistry to identify major sequential elementary reactions connecting 
reactants to products.  
      In Chapter 1 we explain the problem exists in understanding complex chemistry 
followed by a brief overview of currently popular methods used to study complex 
chemical processes with an emphasis on hydrogen combustion. Then, we propose our 
approach that is based on CMD simulations to tackle the problem and elaborate on the 
goals of the study.  
      In Chapter 2 we introduce an algorithm that identifies every elementary molecular 
event such as reactions and formation/dissociation of hydrogen-bond complexes in CMD 
simulations of hydrogen combustion. After validating the ReaxFF force field for the 
equation of state and interaction energy, we then present ReaxFF-based results of CMD 
simulations for the early chemistry of hydrogen combustion. The CMD simulations 
predict two major pathways for production of initial radicals; a termolecular elementary 
reaction 2O2 + H2 → 2HO2 and the widely-accepted bimolecular reaction O2 + H2 → H + 
HO2. Later in Chapter 2, we present and discuss the effects of density on the early 
chemistry of hydrogen combustion; which show that at elevated density and low 
temperature the termolecular reaction dominates the chemistry. We describe a method 
 xvi 
based on collision gas theory that can be used with CMD simulations to explain the 
observed trends. 
      In Chapter 3, we provide results for Nudged Elastic Band method (NEB) to 
characterize potential energy profiles for the bi- and ter-molecular reactions predicted by 
ReaxFF. Then, we use state-of-the-art electronic structure calculations to examine 
accuracy of the ReaxFF predictions for the energies and stationary points of the reactions. 
Later in Chapter 3 we discuss the effect of temperature on the occurrence probability of 
the ter- and bi-molecular reactions based on the electronic structure predictions of the 
energy barriers. Lastly, we identify the steric requirements predicted by ReaxFF for each 
reaction based on the CMD simulations. 
      In Chapter 4, we present a method based on Tolman’s interpretation of activation 
energy that can be applied to thermal and non-thermal chemical reactions in molecular 
dynamics simulations of bulk gases. We use Boyd’s assumption of local equilibrium 
thermodynamics to generalize Tolman’s concept for application to individual reaction 
clusters, which include all chemical species that participate in an isolated reaction, for 
which we define the reaction cluster local energy (RCLE). The RLCE is shown to be 
conserved during the course of a reaction. We identify the transition configuration (TC), 
which is the point where the local energy of the reactants crosses that of the products. 
The TC is a unique point that separates reactants and products and can be used as an 
estimation of the transition state in accordance with Marcus theory for proton transfer 
reactions. We demonstrate application of the method by computing activation energies of 
the several reactions in molecular dynamics simulations. 
   
 1 
1. INTRODUCTION 
1.1 DESCRIPTION OF THE PROBLEM 
Accurately characterizing the complexity of combustion chemistry is a challenging 
problem. The chemical complexity mainly originates from the fundamental nature of the 
electronic structure that results in an enormous number of elementary molecular reactions 
involving many transient intermediates, many with very short lifetimes. The chemistry 
usually evolves through a set of branching sequential reactions. The reactions are 
modeled via a set of coupled nonlinear differential equations whose solutions (obtained 
by using numerical integration techniques) may not be true to the real chemistry. These 
equations include temperature- and pressure-dependent parameters that are not always 
determinable over the thermodynamic conditions of the real chemistry. The variation of 
these temperature- and pressure-dependent parameters with thermodynamic conditions 
amplifies the complexity.   
To illustrate complexity of these mathematical models, we employ the non-isothermal 
cubic autocatalator chemical scheme introduced by Scott and co-workers
1-3
 as an 
example. The model can describe oscillatory behavior of chemically isolated systems. In 
this scheme, a reactant species R is converted to a product P through a set of irreversible 
elementary reactions involving intermediate species of A and B; that is, 
 
(R0)                                        R → A                   rate = k0(T)[R] 
(R1)                                        A → B                     rate = k1[A] 
(R2)                                        A + 2B → 3B           rate = k2[A][B]
2 
(R3)                                        B → P + heat         rate = k3[B]. 
 2 
 
In this chemical scheme, it is assumed that only the termination step (R3) involves 
heat change, and it is exothermic. Usually the rate determining reaction is the most 
temperature-sensitive process. In the non-isothermal cubic autocatalator model the 
initiation reaction (R0) is rate determining, has an Arrhenius temperature dependence; 
that is, 
 
. exp0 




 

RT
E
Ak a  (1) 
 
We may now construct a set of coupled nonlinear ordinary differential equations that 
can describe the behavior of this chemical scheme. This set may consist of rate equations 
for the species of our choice or/and balance equations for thermodynamic variables. For 
simplicity, let us consider the case where reactant concentration [R] remains unchanged–
referred to as the “pool chemical approximation”.3 Thus, the governing differential 
equations are the reaction rate equations for intermediates A and B,  
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and the heat-balance equation is 
 
 3 
 , B
d
d
3k
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T
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where   is the exothermicity of reaction (R3) at constant volume.  
      Therefore, even a simple chemical model as the one introduced here can 
mathematically be very complex to describe. This complexity would significantly 
increase if we were to consider rate equation for the reactant species R, the temperature- 
and pressure-dependences for all rate coefficients, or rate equations for the reversible 
processes. Thus, even for relatively simple processes like combustion of hydrogen with 
many chemical species and reactions involved, one should mathematically deal with a 
huge number of coupled differential equations that is far from simple to handle even 
numerically.   
There are several approaches to simplify the problem all of which lead to 
insufficiently accurate models. Mechanism reduction, characterization of the topologies 
of the potential energy surfaces, and molecular dynamics (MD) simulations methods are 
among the most studied approaches.   
 
1.2 MECHANISM REDUCTION 
The earliest systematic approach to describe chemical reaction complexity was to 
identify a set of elementary reactions, commonly referred to as overall reaction 
mechanism, responsible for transformation of reactants into products. These elementary 
reactions were mostly, but not exclusively, bimolecular. The foundations of this approach 
were constructed in late 18
th
 and early 19
th
 centuries by pioneers like Lavoisier, Wenzel, 
Berthollet, and Faraday.  
 4 
Among the common practical approaches to simplify the complexity of chemical 
mechanisms were quasi-steady-state assumption (QSSA) and partial equilibrium (PE) 
method. In the QSSA that was formally proposed in 1913 by Bodenstein,
4
 it is assumed 
that intermediate species react in a relatively short time scale and consumed immediately 
after they are formed. The QSSA yields to set rate equations of the intermediate species 
equal to zero, so that their equilibrium concentrations can be expressed in terms of 
concentrations of reactants and products. In the PE method, a mechanism is divided into 
fast and slow reactions, and it is assumed that fast reactions are always at equilibrium and 
slow reactions govern the rate. In particular, if a fast reaction is followed by a slow 
reaction, concentrations of the fast reaction products are not required to determine the 
overall rate.  
The QSSA and PE methods are useful tools for mathematical simplifications of 
smaller chemical models and have been widely used. However, for a complex process 
such as combustion where we must deal with many parameters, identifying QSSA 
species and PE reactions are not straightforward especially because the thermodynamic 
conditions in combustion constantly changes. Therefore, a sophisticated mathematical 
method to identify important elementary reactions to be included in an overall 
mechanism seems vital.             
In 1985 Vajda et al.
5
 presented a method to set up a basis for reduction of a detailed 
kinetic model including all potential elementary reactions that could occur in a system. 
The idea is to convert the correlated variables, such as species concentrations, into a set 
of linearly uncorrelated variables (the principal components), and elementary reactions 
with no significant contribution to the evolution of the principal components are 
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disregarded. This approach has been widely used for mechanism reduction of combustion 
processes.
6-8
 
The procedure involves a set of variables C = {C1, C2, C3, …, Cn} representing 
temperature and species concentrations. Since it is impossible to follow the values of set 
C as continuous functions of time, let us assume set C is determined via independent 
measurements at a series of times t = t1, t2, t3, …, tq. Also, let p denote the total number of 
elementary reactions in a mechanism that governs evolution of the set C. The rate of each 
elementary reaction is described by an Arrhenius expression. Thus, the vector k is the 
rate expression for the overall mechanism; that is, 
 

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RT
T aexp
E
Ak β , (5) 
 
where A, β, and Ea are vectors of pre-exponential constants, temperature exponents, and 
activation energies for the p reactions. Let k
0 
be the unperturbed vector of rate 
expressions calculated for arbitrary thermodynamic conditions. Therefore, Ci,j(k) stands 
for concentration of the i
th
 species at time tj when the overall rate expression for the 
overall mechanism is k. According to Lutz et al.
9
 a set of differential equations that 
describes the evolution of this system has the general form 
 
);,F(
d
d
kC
C
t
t
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Differentiating Eq. (6) with respect to rate constant of the l
th 
reaction kl gives 
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where wi,l are elements of the first-order sensitivity coefficient matrix, defined as 
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      In principal component analysis, we seek to quantify the variation of concentrations 
(in general, dependent variables) result from the variation (perturbation) of k from its 
unperturbed nominal value k
0
 by defining a response function as 
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      With α = ln(k) the classical Gauss approximation for the Taylor’s expansion of Q(k) 
about k
0
 gives 
 
 SSk TT)Q( , (10) 
 
where S is the matrix of sensitivity coefficients with n×q rows and p columns in form of 
 
 TSSSS q...21 , (11) 
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where Sj is an array of normalized sensitivities at time tj; that is, 
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In Eq. (12) w jliˆ ,, is the normalized first-order sensitivity coefficient matrix elements at 
time tj; that is, according to Eq. (8) 
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Eigenvalue-eigenvector decomposition of the matrix S
T
S yields  
 
TT
UUSS  , (14) 
 
where U is an orthogonal set of p eigenvectors associated with p reactions which 
represent the directions of principal variables, and λ is diagonal matrix of eigenvalues. 
Principal components are defined as  
 
kU
T , (15) 
 
which leads to the canonical form of the response function as 
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      Equation (16) shows that the effect on the response function by a change of one unit 
of a principal component l is equal to the corresponding eigenvalue λl. Vajda et al.
5
 
showed that elimination of components (reactions) with magnitudes less than 0.2 from 
the eigenvector of the largest eigenvalue results in no more than a 4% error. After 
elimination of reactions specified above, species which were not involved in any of the 
remaining reactions could be disregard. It should be noted that exclusion of an 
elementary reaction from a mechanism does not imply that the reaction does not occur, 
but merely indicates that the reaction is not significant or likely over the thermodynamic 
conditions studied. 
One of the disadvantages of principal component analysis is its sensitivity to 
parameters of kinetic models, activation energies and rate coefficients of elementary 
reactions. Different calculation/measurement methods lead to different magnitudes for 
the parameters. Another disadvantage of principal component analysis, and in general, 
any reduction techniques, is that they usually fail when applied to systems with a large 
number of degrees of freedom. Fast transient dynamics of the chemical species, the main 
characteristic of combustion, adds to the inaccuracies of these methods. Finally, as the 
principal component method mathematically represents a basic linearization procedure, 
some vital chemical information to describe the chemical complexity may be lost. This is 
mainly due to the fact that chemistry, in essence, evolves nonlinearly.  
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1.3 CHARACTERIZATION OF THE TOPOLOGIES OF THE 
POTENTIAL ENERGY SURFACES  
Characterization of the critical points on the potential energy surfaces (PESs) of 
reactions is fundamental to describing chemistry. Ab initio electronic structure theory can 
be used to accurately identify critical points and energy requirements for reactions with 
few degrees of freedom. However, for processes with a large number of degrees of 
freedom like combustion, employing ab initio electronic structure theory is very 
expensive in cpu time and thus is not practical. Therefore, for such complex systems it is 
not of interest (and even feasible) to characterize every critical point of the entire 
topology of the PESs. Instead, we are primarily interested in characterizing the critical 
points for the regions of the topology that are critically important from the point of view 
of dynamics and kinetics. Then one could use topological reconstruction techniques
10,11
 
to map out those regions to accurately describe the complexity of combustion. This is 
essentially an interpolation problem in which the goal is to find a function V(x) that 
smoothly connects a discrete set of ab initio energy values Vi calculated for a set of 
geometries {x1, x2, x3, …, xn}. The solution function V(x) must also predict the gradients 
at each geometry. In this perspective, we seek to develop methods based on theory of 
chemical dynamics to identify important regions of topology of the PESs, thus, we can 
characterize the critical points associated to those regions. This systematic approach to 
efficiently use ab initio electronic structure theory saves significant amount of time. 
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1.4 MOLECULAR DYNAMICS SIMULATIONS     
Molecular dynamics (MD) simulations is another approach to gain insight into the 
chemical complexity of combustion processes. In MD simulations one numerically solves 
the Newton’s equations of motion; that is, 
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where Fi is the net force imposed upon the i
th 
particle by other particles. This force is 
derived from a potential energy surface which is a function of Cartesian coordinates of N 
particles. Determination of a suitable potential energy function, that is, a force field, for a 
chemical system of interest is essentially the first step in MD simulations method. 
       Coulombic and van der Waals interactions are the main non-bonded contributions in 
a force field. These interactions are usually expressed as sum of 1-body, 2-body, 3-body, 
… terms; that is,    
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however, traditionally the 3-body (and higher order) terms are neglected, which is called 
the pairwise additive assumption; that is, u2 (xi, xj) = u2 (xij). 
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      The integration time step used in MD algorithms must be chosen such that the 
trajectories accurately predict the correct physics and conserve the main characteristics of 
Newton’s equations such as time reversibility and conservations of total energy, net 
angular momentum, and net linear momentum. While trajectories with short time steps 
are computationally expensive and cover only a small region of the phase space, too large 
time steps result in violation of energy conservation, and thus unstable simulations. In the 
former situation, conditions required by ergodic theorem may not be met since time 
averages are carried out over a short time. As a rule of thumb, it is recommended to pick 
a time step which is smaller than the fastest time scale in the system–that is associated to 
bond vibrations in classical MD–by an order of magnitude. However, every choice for a 
time step should be verified to ensure that the conservation laws are satisfied prior to use 
it for propagating trajectories. 
      The velocity-Verlet
12,13
 algorithm is a common integration algorithm. It avoids 
energy drift, thus long-term energy conservation; however, it gives enormous energy 
fluctuations from step to step. Given an integration time step of 2δt, the velocity-Verlet 
algorithm has 4 steps: (1) calculate atomic velocities at time t + δt based on the 
corresponding acting force at time t; (2) calculate atomic positions at time t + 2δt based 
on the corresponding atomic velocity at time t + δt; (3) evaluate the acting force on each 
atom at time t + 2δt based on the atomic positions at time t + 2δt; and (4) calculate atomic 
velocities at time t + 2δt based on the corresponding acting force at time t + 2δt.       
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      In addition to inaccuracies raised by fitting procedure to construct a reliable force 
field, the main disadvantage of MD simulations method is the classical approximation,
14
 
especially neglect of zero-point energy constraints, which can be acceptably accurate for 
many physical processes but may not accurately describe chemical reactions. Another 
disadvantage is the fact that the times required for overall reactions to complete far 
exceed those feasible in MD simulations. Therefore, practically size of a simulated 
system must be significantly reduced in MD simulations so that the chemistry of interest 
be within the feasible range simulation times. However, one needs to assess the statistical 
error to assign significance to results and to determine how well it corresponds to the 
macroscopic behavior.  
 Performing classical molecular chemical dynamics
15-17
 (CMD) simulations given a 
relatively accurate reactive force field can provide useful information on how the overall 
chemistry evolves from reactants to products over a wide range of thermodynamic 
conditions, assuming the classical approximation is acceptable. This information includes 
but is not limited to: detection of reactions, intermediates and chemical species; average 
lifetimes intermediates; reaction mechanisms; transition structures; and the dominant 
sequences of elementary reactions governing the evolution of the chemistry. However, 
due to the size and complexity of the data sets produced in the MD simulations the extant 
analysis methods are inadequate to glean all relevant details of the chemistry. The main 
challenge and the ultimate aim of this project is how to analyze the MD data sets so that 
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important details are captured to gain better insight into the complexity of the chemistry. 
We use the combustion of hydrogen (H2:O2) as the system for perusing our goal, that is, 
development of new methods to glean details from MD data sets. We seek to describe the 
behavior of hydrogen combustion, a prototypical complex chemical reaction, in various 
ranges of initial conditions via CMD simulations performed using a quantum-derived 
reactive force field. The benefit of employing such a force field in CMD simulations is 
that it produces complex chemistry, some of which may not be accurate but the overall 
model is realistic enough for the development of the methods of interest.  
 
1.5 OVERVIEW OF HYDROGEN COMBUSTION MECHANISMS     
      Perhaps, understanding the non-monotonic explosion limits of H2:O2 mixtures–as 
schematically illustrated in Figure 1–was the main motivation for development of earlier 
kinetic mechanisms for hydrogen combustion. It is widely accepted that the lower (first) 
limit is due to a competition between surface recombination reactions–which remove 
highly reactive radicals from the system–and formation of radicals which initiate chain 
reactions.
18-20
 The H, OH, and O destructions are the most important termination steps 
observed in the first explosion limit.
21
 Therefore, in the non-explosive region of lower 
limit, these radicals are destructed immediately after they are formed. As a consequence, 
chain branching reactions which are responsible for rapidly developing a radical pool do 
not propagate, and thus explosion will not occur. However, as pressure increases and 
molecular collisions overtake wall collisions, mixture becomes highly explosive even at 
relatively low temperatures. It is experimentally proved that the location of first 
explosion limit in P-T diagram depends on container size and inner surface coating 
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material.
21-24
 Reactions (R4) to (R7) are the main chain branching reactions that have 
been widely used in many mechanisms.
25-41
    
 
      (R4)                                          H + O2 → O + OH 
      (R5)                                          O + H2 → H + OH 
      (R6)                                          OH + H2 → H + H2O  
      (R7)                                          O + H2O → 2OH 
                    
      The second explosion limit is usually explained in term of a competition between 
chain branching reactions such as (R4) and a non-branching reaction which outruns the 
chain branching reactions under the thermodynamic conditions of the second limit. 
Reaction (R8) is a potential candidate for the competing non-branching reaction that has 
been widely employed in several mechanisms.
21,25,27
  
 
      (R8)                                          H + O2 + M → HO2 + M 
 
      Positive slope of the second explosion limit indicates that at constant temperature, 
pressure should favor the non-branching reaction, that is, the non-branching reaction is 
more pressure-sensitive than chain branching reactions. This is the reason that reaction 
(R8) is usually written as a termolecular reaction by adding a third body M. Existence of 
a third body also stabilizes produced HO2 radicals, and thus makes the mixture less 
reactive (explosive). 
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      The upper (third) explosion limit is due to conversion of relatively inert HO2 radicals 
produced by reaction (R8) to relatively unstable species such as H and OH which can be 
used up in the chain branching reactions ((R4) to (R7)). Reactions (R9) and (R10) are 
usually considered responsible for such conversions. These reactions are more effective 
at higher temperatures and lower pressures that agrees with negative slope of the third 
explosion limit. This explanation was first introduced by Willbourn and Hinshelwood.
42
  
 
      (R9)                                          HO2 + H2 → H2O2 + H 
      (R10)                                          H2O2 → 2OH 
 
      Although the pure chain branching explanation, that is, (R9) and (R10) can perfectly 
justify existence of the third limit, it has been suggested that thermal explosion is also 
effective in existence of the third explosion limit.
26,28
 In other words, highly exothermic 
reactions which consume HO2 radicals such as reactions (R11) and (R12) heat up the 
mixture and push it into the explosion regime. 
 
      (R11)                                          H + HO2 → 2OH                   ΔH = -162.2 kcal/mol    
      (R12)                                         2HO2 → H2O2 + O2                ΔH = -175.3 kcal/mol    
 
      Among the explosion limits, the second limit is critically important since it divides 
the P-T plane into detonation and non-detonation domains. This was first introduced by 
Belles.
43
 Later, Dove and Tribbeck
44
 showed that for characterizing the extended second 
limit (dashed line in Figure 1) reactions involving HO2 and H2O2 must be taken into 
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account. This was also suggested by Mueller et al.
33
 Extension of the second explosion 
limit was experimentally verified by glass vessel experiments.
45
 Reactions (R13) to (R18) 
are examples of these reactions through which HO2 and H2O2 are consumed by relatively 
unstable species.  
 
      (R13)                                          HO2 + H → H2O + O  
      (R14)                                          HO2 + O → O2 + OH  
      (R15)                                          HO2 + OH → H2O + O2  
      (R16)                                          H2O2 + OH → H2O + HO2  
      (R17)                                          H2O2 + H → H2O + OH  
      (R18)                                          H2O2 + H → HO2 + H2  
 
      As characterized by several three-step kinetics models of hydrogen combustion
46,47
 
(which include initiation, branching, and termination), at extended second explosion limit 
overall rate of the chain branching reactions ((R4) to (R7)) and non-branching reactions 
((R8) and (R13) to (R18)) are equal. Therefore, below the extended second limit, the 
chain-branching reactions dominate and the mixture is detonating. It should be noted that 
the exact locations of the explosion limits in P-T plane depend on several factors. Wang 
and Law,
24
 for instance, recently showed that the upper and lower limits get closer to 
each other for rich H2:O2 mixtures.  
      There have been too many kinetics schemes developed to model hydrogen 
combustion. The most well-known and comprehensive models for combustion in open 
systems with in- and out-flows involve up to 62 reactions with eight or more 
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species.
27,29,30,33
 However, the most recently developed chemical mechanisms involve 
networks of twenty or so reactions and cover broader ranges of thermodynamic 
conditions. Some examples are the models developed by Li et al.,
34
 Óconaire et al.,
35
 and 
Burke et al.
37 
The models involve large numbers of parameters, some of which cannot be 
directly determined, but to the extent possible are based on measurements of isolated gas 
phase reactions. These models have been constructed and parameterized to match 
measurements of properties such as flame speed, species and concentration profiles in 
flames, ignition delay times, and other macroscopic processes; all of which are highly 
averaged bulk processes. Varga et al.,
48
 for example, used the results of ignition 
measurements in shock tubes, rapid compression experiments, and flame velocity 
measurements to optimize the model developed by Kéromnès et al.
49
 However, these 
models have not been validated for extremely elevated pressures due to experimental 
limitations. Also, it should be noted that each of these models describes the kinetics of a 
specific range of thermodynamic conditions and may fail in reproducing experimental 
results outside that range. For example, models developed by Li et al.
34 
and Óconaire et 
al.
35
 are the best present models validated over a temperature range of 300-3,000 K and 
pressure range up to 33 atm according to Strohle and Myhrvold.
50
 On the other hand, the 
model proposed by Baldwain et al.
25
 is in an agreement with experimental data obtained 
for rich H2:O2 mixtures and thermodynamic conditions near to second limit. Therefore, 
despite the existence of multiple chemical mechanisms in the literature for hydrogen 
combustion, no comprehensive model exists to describe its complexity across all ranges 
of initial conditions. 
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It must be noted that in none of the above models and mechanisms effects of excited 
species (either vibrationally or electronically) have been studied. Neglect of this 
important aspect may significantly reduce the reliability of these models; especially at 
extremely high temperatures and pressures where vibrational or/and electronic excitations 
are likely. In the presence of vibrationally excited hydrogen molecules H2(υ), for 
instance, the main initial radical production source is (R19),
51
 while in absence of 
vibrationally excited species reaction (R20) has been widely suggested for the initiation 
reaction and reaction (R19) is excluded from the mechanism.
52,53
 The combustion of 
hydrogen in presence of O2(
1∆g) has been recently the subject of several experimental 
studies.
54-57
 These studies determined that adding just a small percentage of O2(
1∆g) 
molecules (even 1%) to the H2:O2 mixture results in noticeable enhancement of mixture 
burning, especially when lean fuels are used. In a recent study, Konnov
53
 proposed a 
comprehensive mechanism for hydrogen combustion including reactions of excited 
species O2(
1∆g) and OH(
2Σg
−).      
 
      (R19)                                          O2 + H2(υ) → 2OH  
      (R20)                                          O2 + H2 → H + HO2 
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Figure 1.1: A schematic illustration of P-T diagram of explosion limits for H2:O2 
mixtures. The extended second explosion limit is shown in dashed curve is dividing the 
diagram into strongly explosive and weakly explosive regimes. The exact locations of 
these limits depend on many factors such as chamber size and composition ratio of the 
mixture. 
  
1.6 ReaxFF REACTIVE FORCE FIELD 
      As an attempt to reproduce the complexity of hydrocarbon combustion in MD 
simulations (C/H/O systems), a quantum-derived reactive force field (ReaxFF) has been 
developed by van Duin and coworkers.
58-63
 ReaxFF can be applied to simulate dynamics 
of a reactive system of atoms by solving Newton’s equations of motion, that is, the 
classical treatment of reactive chemistry (popularly referred to as Classical Molecular 
Dynamics as discussed earlier). ReaxFF method uses a bond-order formalism to describe 
reactive interactions so that it can predict the formation/dissociation of a bond without 
requiring predefined reaction pathways and expensive quantum mechanics (QM) 
calculations. Bond order in ReaxFF method determines the connectivity between a pair of 
P
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Slow                  
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atoms and is empirically calculated based on the interatomic distance of the pair and 
updated at every integration time step. While bonded interaction energies are calculated 
using the bond-order formalism, non-bonded interactions such as van der Waals and 
Columbic interactions are calculated between all pair of atoms, regardless of 
connectivity. Full functional form of ReaxFF potential can be accessed through the 
supporting information of Chenoweth et al.
58
  
      In 2011, Agrawalla and van Duin
64
 parametrized the ReaxFF functions for hydrogen 
combustion (H/O systems). Specifically, they slightly modified the original ReaxFF lone 
pair potential function reported by Chenoweth et al.
58
 in order to account for the non-
bonded pair stabilization energy on a single oxygen atom. The force field parameters for 
H/O systems were optimized against QM data set consisting of transition states and 
reaction energies relevant to the key reactions of hydrogen combustions listed by Li et 
al.
34
 The ground-state energy of each bond was considered in the QM training data set. 
The QM calculations to obtain the training data set were performed using the B3LYP 
hybrid DFT (density functional theory) functional
65,66
 and the Pople 6-311G
**
 basis set.
67
  
      Although ReaxFF can, to some extent, reproduce the complexity of chemistry for 
bulk reactive systems (e.g., H/O systems), it is not, yet, a useful tool to accurately 
describe the chemistry. Inaccuracies of ReaxFF–and in general, any DFT-adapted force 
fields–mainly result from the uncertainties in defining comprehensive functional forms 
for energy which can accurately reproduce energy of a system for all configurations.  
      The major downside in development of ReaxFF for the H/O systems is that the QM 
training data set was obtained for reactions of the reduced mechanism of hydrogen 
combustion reported by Li et al.
34
 As explained in Section 1.2, reduction techniques, in 
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essence, are not usually reliable tools to completely describe complexity of the chemistry 
for combustion and bulk systems. Therefore, some chemically important information 
might not be caught using ReaxFF. However, ReaxFF is, to the best of our knowledge, 
the only reactive force field that can be used to simulate the chemistry of combustion for 
bulk systems in a great detail. Therefore, we have used ReaxFF all over this study to 
perform CMD simulations for an ensemble of sufficient size and time in order explore 
complexity of hydrogen combustion as a prototype of the hydrocarbon combustions, 
methane specifically.  
 
1.7 GOALS OF THIS STUDY 
      Despite existence of so many models for combustion of hydrogen, still we do not 
have solid theoretical methods to accurately characterize its complexity. Particularly, it is 
not very clear how a given set of reactants (H2 + O2) at defined initial conditions react via 
a sequence of reactions to produce specific products (H2O) at predictable final 
conditions–often called emergent behavior. The dynamics of this evolution from 
reactants to products is still ambiguous from the microscopic point of view though 
macroscopically its rate is determined. 
      While the currently existing methods require a priori developed mechanism as an 
input, we seek for a method based on atomic level simulations which does not rely on any 
mechanism. In fact, atomic level simulations output can be directly used to write down a 
set of master equations for hydrogen combustion to describe its complexity which 
ultimately leads to construct a more fundamental and comprehensive mechanism.  
 22 
      Due to prohibitive computational costs of quantum dynamics simulations, we will use 
CMD simulations to explore the complexity of combustion. We will develop tools and 
methods to analyze the “Big Data” created by MD simulations to glean the details of 
chemistry from them and gain a better understanding of the emergent behavior in 
hydrogen combustion. However, while accuracy is not a key for our purpose, we will be 
cautious about any results and/or predictions reported under classical approximation.   
      We seek for efficiently taking benefits from electronic structure theory by using the 
quantum-derived force field, ReaxFF, to perform our CMD simulations. Once the most 
important molecular events such as reactions are identified from analyzing CMD 
simulations, we will use electronic structure theory to accurately characterize their 
potential energy profiles.         
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2. EARLY CHEMISTRY OF HYDROGEN COMBUSTION
1
  
Combustion is the result of reactions of radicals, so that characterizing mechanisms of 
formation of the first radicals is critically important for understanding the overall 
chemistry. It is important to mention that, while determination of the actual initiation step 
is critically important to understand the dynamics governing evolution of a chemical 
system from reactants to products, it is effective in determining neither the explosion 
limits nor the final state of the products.
21
 In 2000 Michael et al.
52
 gave a good overview 
of the initial reactions in H2:O2 in their paper on shock tube experiments, ab initio 
calculations, and transition-state theory. They pointed out that at low pressures there are 
five reactions that can lead to radicals that initiate the chain branching chemistry: 
 
      (R1)                                          O2 + H2 → H + HO2 
      (R2)                                          O2 + H2 → 2OH 
      (R3)                                          O2 + H2 → O + H2O 
      (R4)                                          H2 + M → 2H + M 
      (R5)                                          O2 + M → 2O + M 
 
Reactions (R4) and (R5) can be readily dismissed as sources of early radicals because of 
the energies required relative to the other reactions. Reaction (R3) involves relatively 
complex bond changes, and although it is the most exothermic of these reactions it has a 
very high barrier.
52
 Reaction (R2) is generally Woodward-Hoffman
68
 forbidden and 
                                                        
1
 Parts of this Chapter were published as M. Monge-Palacios and H. Rafatijo, On the Role of the 
Termolecular Reactions 2O2 + H2 → 2HO2 and 2O2 + H2 → H + HO2 + O2 in Formation of the First 
Radicals in Hydrogen Combustion: ab initio Predictions of Energy Barriers, Phys. Chem. Chem. Phys. 19, 
2175 (2017).  
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cannot be a main source for formation of radicals. However, it should be noted that 
Woodward-Hoffman rules become less relevant if excited species exist in the 
mixture.
69,70
 Popov,
51
 for instance, postulated that in the presence of vibrationally excited 
hydrogen molecules, reaction (R2) becomes very important.  
      For the ground state species, the most likely sources of the initial radicals for the 
chain initiation are reactions (R1) and (R2). Michael et al.
52
 concluded that “only reaction 
(R1) initiates chain branching in the H2:O2 system.” Others, for example, Westbrook
71
 in 
1982, also suggested this, but Michael et al. provided a theoretical basis for it.  
      Karkach and Osherov
72
 proposed a mechanism involving the termolecular reaction 
 
(R6)                                         2O2 + H2 → 2HO2 → 2OH + O2 
 
to explain the discrepancies between their theoretical and the experimental rates for 
Reaction (R2).
73
 They postulated that very high pressures and reduced temperatures are 
needed for the reaction 
 
(R7)                                         2O2 + H2 → 2HO2 
 
to be important in the initiation mechanism of hydrogen combustion. 
Based on CMD simulations using the ReaxFF force field,
58-64
 Agrawalla and van 
Duin
64
 reported mechanisms for hydrogen combustion for various temperatures and 
pressures, finding that between 3,000 K and 4,000 K and pressures higher than 400 atm 
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the initial reaction is predominantly Reaction (R1); however, a third body plays an 
important role: 
 
      (R8)                                          O2 + H2 + M → H + HO2 + M. 
 
      Our aim in this Chapter is to identify possible initial elementary reactions in a mixture 
of H2 and O2 at the elevated pressures ~4,000 atm and ~5,000 atm using ReaxFF. 
Although the accuracy of the force field and the classical approximation
14
 may not be 
sufficient to allow definite conclusions about the relative importance of the reactions that 
produce the early radicals, they can provide qualitative insights into the variety of 
reactions that might occur in the early stages of the combustion. Thus, we have used the 
MD simulations to identify all critically important reactions occurring in hydrogen 
combustion; specifically, the initial reactions.  
 
2.1 REAXFF VALIDATION FOR INTERACTION ENERGIES AND 
EQUATIONS OF STATE 
      Since we intend to use ReaxFF for this study, we must be aware of sources of errors 
which are imposed upon us by ReaxFF and can potentially affect accuracy of the results. 
In addition, we need to know whether ReaxFF is a reliable tool to be used for our target 
thermodynamic conditions, that is, pressures ~4,000 atm and ~5,000 atm and 
temperatures 3,000 K to 5,000 K . Interaction energies are of the important criterion that 
can be used to validate ReaxFF accuracy. ReaxFF predictions for dimer interaction 
energy of H2∙∙∙H2 and O2∙∙∙O2 are compared against the results of high level 
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wavefunction-based ab initio method and the results are shown in panels of Figure 2.1, 
respectively.  
 
 
Figure 2.1: Top frame: Comparison of the intermolecular (dimer) potential energy for 
the linear configuration of two ground state oxygen molecules, that is, O2(
3Σg
−)-O2(
3Σg
−) 
dimer predicted by ReaxFF (black curve) and the three lowest multiplet spin states for the 
O2(
3Σg
−)-O2(
3Σg
−) dimer calculated using MRCI with SPACE-1 and B1 basis set reported 
by Bartolomei et al.
74
 Bottom frame: Comparison of H2∙∙∙H2 interaction energy predicted 
by ReaxFF (solid curves) and the results of CCSD(T)/cc-pVTZ (dashed curves) for linear 
(blue) and perpendicular (red) configurations. 
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      Figure 2.1 (the top panel) shows that not only does ReaxFF fail in prediction of PES 
splitting phenomena for two interacting ground state oxygen molecules, that has been the 
subject of many experimental and theoretical studies,
74-79
 but it also does not provide an 
accurate description of interaction energy for dimer systems as simple as H2∙∙∙H2 (bottom 
panel). The discrepancies between ReaxFF predictions for the intermolecular interaction 
energies and results of electronic structure ab initio calculations subsequently cause 
errors in predictions of collision frequencies.   
      We performed calculations in LAMMPS 2014
80,81
 to determine how well ReaxFF 
predicts the equations of state (EOS) for H2 and O2 as indirect evidence of the accuracy 
of the collision frequency predictions. We computed the pressure-density isotherms 
(P-ρ;T) for H2 and O2 by simulating the NVT ensemble with 2,500 molecules in cubic 
simulation boxes with volumes 55×55×55 Å
3
, 75×75×75 Å
3
, 85×85×85 Å
3
, 95×95×95 Å
3
 
and 105×105×105 Å
3
, and temperatures 300 K, 500 K and 1,000 K. For O2 simulations, 
three more temperatures of 2,000 K, 3,000 K, and 4,000 K were also considered.  
The temperature is controlled in the simulations by the Nosé-Hoover thermostat.
82,83
 
The temperature was always close to the target value; for example, at 1,000 K 
temperature fluctuates in the 950 K – 1050 K interval. These fluctuations are not large for 
the goals of this work. Pressure is computed in LAMMPS from the virial expansion
84
 
 
,
dVV
TN
P
N
i
ii 



rf
 (1) 
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where N is the number of atoms, κ is the Boltzmann constant, T is temperature, d is the 
dimensionality of the system (3 for a cubic simulation box), V is the volume, and fi is the 
force exerted on the i
th 
particle located at position ri. Then, the fluctuations of pressure 
are due not only to temperature, but also to changes in the configuration of the system 
through the atomic positions, ri, and forces, fi as appeared in Eq. (1). As a result, pressure 
fluctuation amplitudes are larger than that of the temperature. This is the reason we 
performed NVT simulations and expressed results in terms of density which is fixed 
during the simulations while pressure widely fluctuates around an average value. 
We examined ReaxFF prediction for EOS of hydrogen over the predictions of the 
truncated virial-type equation reported by Lemmon et al.,
85
 which are in a good 
agreement with the results in the NIST Standard Database.
86
 The EOS expression 
developed by Lemmon et al. is for the temperature interval 150 K to 1,000 K and 
pressure up to 200 MPa with an uncertainty of 0.15% at lower temperatures.
85 
The P-ρ 
isotherms computed using ReaxFF (solid curves) are compared with those computed 
using Lemmon et al.’s expression (dotted curves) in Figure 2.2 (top). The relative errors 
of ReaxFF predictions for EOS of hydrogen that is illustrated in Figure 2.2 (bottom) 
shows that ReaxFF generally underestimates the P-ρ isotherms for hydrogen over the 
density range of 8-50 kg∙m-3 and temperature range of 300-1,000 K. However, ReaxFF 
reproduces very well the thermodynamic data
85
 at lower densities, with the best 
agreement at lower densities and higher temperatures. For example, at 1,000 K the 
relative errors are in the range 0.7 % - 8.5 %.  
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Figure 2.2: Top frame: Comparison of the results for the EOS of H2 predicted by ReaxFF 
(solid curves) and the empirical equation reported by Lemmon et al. (dashed curves) at 
different temperatures: 300 K (red), 500 K (green) and 1,000 K (blue). Bottom frame: 
relative error in ReaxFF prediction of pressure for H2 at different temperatures of the top 
frame. 
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The ReaxFF-computed P-ρ isotherms (solid curves) for O2 are compared with results 
reported by Kuznetsov et al.
87
 (dotted curves) in Figure 2.3 (top frame). The Kuznetsov 
et al. empirical equation was derived from the thermodynamic data reported by Sychev et 
al.
88
 In contrast to the case for hydrogen, ReaxFF generally overestimates the P-ρ 
isotherms for oxygen over the density range of 130-330 kg∙m-3 and temperature range of 
300-4,000 K as shown in Figure 2.3 (bottom frame) for the relative errors. However as is 
the case for H2, the agreement is better at the lower densities and the higher temperatures. 
Based on these results we expect that at densities below 350 kg∙m-3 and temperatures 
3,000 K and higher ReaxFF will predict acceptably accurate O2 + O2, H2 + H2, and O2 + 
H2 collision frequencies.  
It is important to note that extreme thermodynamic conditions such as high densities 
intensify the inaccuracies of ReaxFF predictions for EOS (see Figs. 2.2 and 2.3). This is 
mainly due to the failure of ReaxFF assumption of pairwise additive for calculation of 
energy at high densities and pressures when many-body interaction energies become 
important. 
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Figure 2.3: Top frame: Comparison of the results for the EOS of O2 predicted by ReaxFF 
(solid curves) and the empirical equation reported by Kuznetsov et al. (dashed curves) at 
different temperatures. Light blue: 300 K, violet: 500 K, pink: 1,000 K, dark blue: 2,000 
K, green: 3,000 K and red: 4,000 K. Bottom frame: Relative error in ReaxFF prediction 
of pressure for O2 at different temperatures of previous frame. 
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2.2 COMPUTATIONAL METHODS 
2.2.1 SIMULATION DETAILS 
      Molecular dynamics simulations were performed using the 2014 version of the 
LAMMPS code with ReaxFF as the reactive force field parametrized for hydrogen 
combustion systems. The simulations were performed with canonical ensembles, that is, 
fixed number of atoms (N), fixed volume (V), and fixed temperature (T)–referred to as 
NVT. We simulated a total number of 100 molecules of H2 and O2 for composition ratios 
[H2]/[O2] = 0.25-2, the density range of 120.2-332.7 kg∙m
-3
, and temperature inputs of 
3,000 K, 4,000 K, and 5,000 K in a cubic cell with periodic boundary conditions (for 
composition ratios [H2]/[O2] = 1 and 2 only the density interval of 177.7-332.7 was 
studied). For each composition ratio, the size of the simulation box was varied to cover 
the density interval of 120.2 kg∙m-3 to 332.7 kg∙m-3. Therefore, 60 sets of initial 
conditions in the (composition, temperature, density) space were studied. For each set of 
initial conditions an ensemble of 50 trajectories was run to cover a large region of the 
phase space. In some cases an additional 20 trajectories were run to lower the margin of 
error.  
      We first began with running an equilibration simulation. Initial configuration of 
reactants for each simulation was generated using PACKMOL
89
 code that distributes all 
molecules homogenously in a box with periodic boundaries such that all non-bonding 
interatomic distances were at least 2.2 Å. These initial configurations were adjusted by 
using the Polak-Ribiere
90
 version of the conjugate gradient algorithm for energy 
minimization, until either the energy, 110-4 kcal/mol, or the force criterion, 110-6 
kcal/mol Å
-1
, was satisfied. This resulted in all H2 and O2 reactants covalent bond 
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distances being at their equilibrium lengths: 0.759 Å and 1.188 Å, respectively. Atomic 
velocities were selected from Gaussian distributions corresponding to the input 
temperatures of 3,000 K, 4,000 K, and 5,000 K. The temperature was controlled by a 
Nosé-Hoover thermostat
82,83
 with damping constant 500 fs. The trajectories were 
propagated using the velocity Verlet algorithm
12,13
 with time step 0.1 fs. The equilibration 
in the system was checked by calculation of the average kinetic temperatures of the 
molecules; that is, rotational, vibrational, and translational. While the rotational and 
translational kinetic temperatures rapidly merged to input thermodynamics temperature, it 
took up to 20 ps (10 ps) for the vibrational kinetic temperature to equilibrate at 3,000 K 
(5,000 K). If a reaction was occurred during equilibration, the simulation was abandoned. 
It must be noted that the time required for complete equilibration depends on both density 
and temperature, that is, at higher densities or/and temperatures equilibration was 
completed very fast; see the time scales given above for 3,000 K and 5,000 K. Figures 2.4 
and 2.5 show the time required for a complete equilibration in a typical simulation at 
3,000 K for H2 and O2, respectively. 
      The configurations of the system at the end of the equilibration simulations were used 
as the initial states to produce simulations (without minimization) which were run for 6 
ns to ensure observation of an initial reaction; however, at 4,000 K and 5,000 K, the 
initial reaction usually occurred within the 250 ps of the beginning of the simulation. 
Since those trajectories were initiated with different initial atomic velocities and 
configurations, a wide spectrum of the phase space was covered. The analysis of 
simulations was stopped after we observed the first reaction to prevent the NVT 
ensemble being affected by the thermochemistry.    
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Figure 2.4: The average translational (top frame), rotational (middle frames), and 
vibrational (bottom frames) kinetic temperatures of hydrogen molecules during the first 
100 ps of a typical simulation at thermodynamic temperature of 3,000 K, 276.3 kg∙m-3, 
and composition ratio of [H2]/[O2] = 1. For the rotational and vibrational parts, kinetic 
temperature was also plotted during the first 10 ps to show the completion of the 
equilibration (right frames). The target thermodynamic temperature is shown by a 
horizontal black line.     
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Figure 2.5: The average translational (top frame), rotational (middle frames), and 
vibrational (bottom frames) kinetic temperatures of oxygen molecules during the first 100 
ps of a typical simulation at thermodynamic temperature of 3,000 K, 276.3 kg∙m-3, and 
composition ratio of [H2]/[O2] = 1. For the rotational and vibrational parts, kinetic 
temperature was also plotted during the first 15 and 20 ps, respectively, to show the 
completion of the equilibration (right frames). The target thermodynamic temperature is 
shown by a horizontal black line. 
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2.2.2 REACTION IDENTIFICATION ALGORITHM  
      We developed an algorithm to identify reactions by monitoring the atom-atom 
distances. The first step to accurately identify a reaction and all involved chemical 
species is to determine the molecularity the reaction. A termolecular or higher 
molecularity collision is in essence a sequence of two or more bimolecular collisions that 
occur sufficiently close in time that the chemical changes can be considered to be a single 
event. A practical definition of molecularity can be based on arbitrary criteria of reactants 
being within covalent ranges. Thus, we monitored inter-atomic distances to identify 
groups of atoms, which we call clusters, that are involved in a reaction. In this definition 
an n-molecular collision results from a corresponding n-molecular doubly connected 
cluster
91,92 
in which connections between pairs are determined by an inter-atomic cutoff 
distance. In the cluster representation each molecule is represented by a point, and lines 
illustrate interactions (connections) between them. In a doubly connected cluster diagram 
there are at least two independent non-crossing paths between each pair of molecules; 
thus, a bimolecular collision cluster is a cluster in which two chemical species are within 
defined atom-atom cutoff distances and a termolecular collision cluster is one where three 
species are within the defined atom-atom cutoff distances. The initial conditions chosen 
for this study were such that the probability of collisions of molecularity greater than two 
is expected to be large enough for chemistry to begin on the timescale of the simulations. 
      Knowing composition of a system, we categorized covalent bonds into various groups 
based on: (1) bond elements (H-H, O-O, and O-H for our system); and (2) chemical 
species. O-H bond, for example, exists in various species such as H2O, HO2, OH, etc., 
each of which was considered as a different group. For each bond group, we defined a 
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cutoff interatomic distance beyond a bond was considered ruptured. These cutoff 
interatomic distances were set to be within 1 kcal/mol of the asymptotic limit of the bond 
dissociation energy curves (as predicted by ReaxFF), where the gradient of dissociation 
potential energy curves become zero. For example, the cutoff interatomic distance for a 
covalent O-O bond in O2 is 2.3 Å, and for an H-H bond in H2 is 1.5 Å; both obtained 
from the corresponding potential energy dissociation curves (see Figure 2 in Agrawalla 
and van Duin
64
). The initiation of a reaction was identified by the rupturing of a bond. 
Molecular bond lengths were checked every 0.5 fs, and when a bond length exceeded the 
corresponding cutoff interatomic distance, it was assumed that a reaction was underway. 
Then, all the molecules surrounding the two fragments of the rupturing bond were 
identified using critical cutoff values 3.0 Å, 1.8 Å, and 3.5 Å for the non-bonding atom-
atom distances
 for H∙∙∙H, H∙∙∙O, and O∙∙∙O, respectively. This identified the collision 
complex, and then the evolution of internuclear distances were analyzed for the collision 
complex beginning 210 fs before the time at which the bond rupture was detected. The 
cutoff values used to identify the collision clusters were selected as distances at which 
non-bonded atoms interact with energy greater than 1 kcal/mol, according to the H∙∙∙H, 
H∙∙∙O, and O∙∙∙O non-bonded interatomic potential energy curves. A new bond is 
considered as formed if atom-atom distance between its elements oscillates for at least 
two inner turning points of the motion near the equilibrium bond-length after the bond 
breaking was detected. Once a reaction completed and products became identifiable, the 
composition of the system was updated, and so was the bond group information.  
      There is an exception to the approach described above and that is when a reaction 
involves only bond forming events. This situation, usually, occurs when radicals are 
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reacting. To account for these reactions, non-bonding interatomic distances of each atom 
in a radical with all other atoms in the system were calculated every 0.5 fs and the 
evolutions were monitored. A bond was considered as formed between a radical atom and 
another atom if a non-bonding interatomic distance oscillated around the equilibrium 
bond-length of the presumptive bond group for duration of 15 fs. The schematic 
flowchart of the algorithm is presented in Figure 2.6.  
 
Figure 2.6: The reaction identification algorithm flowchart.  
 
2.3 INITIAL REACTIONS 
      Here, we made use of the reaction identification algorithm to identify the main 
reactions that produces initial radicals. The simulations showed that initial reactions 
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mainly began with breaking of an H-H bond. If two H-atoms of the broken H2 molecule 
were simultaneously within 1.8 Å to one of the oxygen atoms of two different O2 
molecules, and the resulting products are 2HO2, the reaction was identified as 2O2 + H2 
→ 2HO2. If only one hydrogen atom was within that cutoff distance, and the resulting 
products are H + HO2, the reaction was identified as O2 + H2  H + HO2. 
      The simulations predicted three reactions that produce radicals. In addition to the 
bimolecular reaction O2 + H2  H + HO2 two termolecular reactions were identified: O2 
+ H2 + M  H + HO2 + M (with M being either O2 or H2) and 2O2 + H2  2HO2. It 
must be noted that at 3,000 K, these reactions contribute 95% of initial reaction, and as 
temperature increases to 5,000 K, this contribution reduces to 80%. We identified four 
different pathways for 2O2 + H2  2HO2: (a) A synchronous pathway 2O2 + H2  
2HO2; (b) an asynchronous pathway 2O2 + H2  2HO2; (c) an indirect pathway 2O2 + H2 
 HO2···HO2 → H2O2 + O2; and (d) an indirect pathway 2O2 + H2  HO2···HO2 → 
2HO2. The interatomic distances as functions of time for typical trajectories resulting in 
these pathways are shown, respectively, in Figures 2.7, 2.8, 2.9, and 2.10. 
 
Figure 2.7: The evolution of interatomic distances for a typical trajectory of the 
bimolecular reaction O2 + H2  H + HO2. 
0
4
8
12
36.2 36.3 36.4 36.5 36.6
D
is
ta
n
c
e
 (
Å
)
Time (ps)
r H(1)-O(1)
r H(1)-O(2)
r H(1)-H(2)
r H(2)-O(1)
r H(2)-O(2)
r O(1)-O(2)
 40 
 
 
Figure 2.8: Top frame: The evolution of interatomic distances for a typical trajectory of 
the synchronous termolecular reaction 2O2 + H2  2HO2. Bottom frame: The evolution 
of interatomic distances for a typical trajectory of the asynchronous termolecular reaction 
2O2 + H2  2HO2. 
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Figure 2.9: Top frame: The evolution of interatomic distances for a typical trajectory of 
indirect termolecular reaction 2O2 + H2  HO2···HO2 → H2O2 + O2. Bottom frame: The 
evolution of interatomic distances for a typical trajectory of indirect termolecular reaction 
2O2 + H2  HO2···HO2 → 2H2O. 
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Figure 2.10: The evolution of interatomic distances for a typical trajectory of the 
termolecular reaction 2O2 + H2  H + HO2 + O2 in which one O2 molecule acts as a third 
body. 
 
Comparisons of the plots in top and bottom frames of Figure 2.8 clearly illustrate two 
distinct pathways that produce 2HO2. In the asynchronous pathway, bottom frame of 
Figure 2.8, there is a significant gap between the times of the formation of the two HO2 
radicals; one HO2 radical is formed with one H-atom and one of the O2 molecules, and 
the other H-atom subsequently reacts with the second oxygen molecule, forming the 
second HO2 radical. To distinguish between the two 2O2 + H2 → 2HO2 pathways we 
examined in the O–H and H–H bond distances as functions of time in the collision 
cluster. It can be seen in the top frame of Figure 2.8 for the synchronous pathway that at t 
≈ 21.85 ps two O–H bonds are formed (yellow and blue curves) as the H–H bond (black 
curve) is broken. In the asynchronous pathway, the bottom frame of Figure 2.8 the 
collision cluster is formed at t ≈ 18.57 ps, where the O–H bonds distances (yellow and 
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blue curves) are about 1.1 Å and 1.6 Å while the H–H bond length (green curve) is about 
1.3 Å. There is sequential formation of the two HO2 radicals, with the second being 
formed about 15 fs after the first.  
The asynchronous pathway is essentially a one-step process. The H–H bond is not 
completely broken before the second HO2 is formed, and the bond length of the O2 
(purple curve in the bottom frame of Figure 2.8) that will be part of the second HO2 
radical is significantly increased right after the formation of the first HO2 radical (blue 
curve). That is, it is a concerted termolecular process rather than a two-step mechanism as 
proposed by Cheng et al.,
93
 who concluded that the H + O2 → HO2 reaction occurs 
quickly following H2 + O2 → H + HO2. We also observed that sequence of reactions; 
however, this is not the case of the asynchronous pathway that we characterize as a single 
termolecular reaction rather than two bimolecular reactions.  
We have used distance criteria to distinguish between the asynchronous termolecular 
pathway and the two-step process described by Cheng et al.
93
 Based on what was 
previously discussed, we characterized a collision cluster as termolecular when the two 
H∙∙∙O intermolecular distances are simultaneously less than or equal to the cutoff distance 
of 1.8 Å, the ReaxFF distance criterion (see Figure 5 in Agrawalla and van Duin
64
); 
otherwise, it was identified as bimolecular.  
We observed an indirect reaction that takes place through the intermediate complex 
HO2···HO2 formed in the post-transition state region. The top frame of Figure 2.9 shows 
the evolution of the interatomic distances as functions of time for a typical trajectory of 
this pathway. The distances between the terminal oxygen atom of one of the HO2 radicals 
and the hydrogen atom of the other HO2 radical are shown by the pink and gray curves, 
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respectively. At about t ≈ 48.57 ps, two HO2 radicals are formed, but they remain 
together because of the formation of an O–H hydrogen bond (pink curve). The complex 
is formed at about t ≈ 48.60 ps by the bonding of the terminal O-atom of one of the HO2 
radicals with the H-atom of the other HO2 radical (pink curve). The interatomic 
separation immediately (within about 5.14 ps) shortens as the O–H bond (yellow curve) 
is broken at t ≈ 48.65 ps. The overall result is 2O2 + H2  HO2···HO2  H2O2 + O2. The 
self-reaction of HO2 to produce H2O2 + O2 has been reported by Kéromnès et al.
49
 as an 
inhibitor of reactivity under low-temperature and high-pressure conditions. Stockwell
94
 
has pointed out that it is an important source of H2O2 in atmospheric chemistry. Both 
termolecular reaction and the indirect pathway 2O2 + H2  HO2···HO2  H2O2 + O2, 
are likely important at high pressures.  
Zhou et al.
95
 reported CASPT2/CBS/aug-cc-pVTZ results that characterized the 
saddle point region of the triplet PES for HO2 + HO2  H2O2 + O2 reaction; which 
indicates an indirect mechanism through an intermediate complex with a doubly 
hydrogen-bonded ring structure similar to that predicted by ReaxFF as illustrated in the 
top panel of Figure 2.9. They found that there is no potential barrier to the formation of 
the complex, which they predict to be bound by 9.79 kcal/mol. This complex, which 
forms in the entry channel, is responsible for the shift of the activation energy from 
negative at low temperatures to positive at high temperatures that results in an Arrhenius 
curve for the HO2 + HO2  H2O2 + O2 reaction with a minimum at around 800 K. Zhou 
et al.
95
 pointed out an enhancement of the computed rate coefficient for HO2 + HO2 → 
H2O2 + O2 with increasing pressure, which is more significant at low temperatures. 
Kircher et al.
96
 observed enhancement of the rate constant with pressure in flash 
 45 
photolysis/UV absorption experiments. This is presumably due to the collisional 
stabilization of the HO2∙∙∙HO2 complex. If the complex is stabilized the indirect pathway 
2O2 + H2  HO2···HO2  H2O2 + O2 will be favored over dissociation to 2HO2. We 
observed the dissociation of the HO2∙∙∙HO2 complex in the simulations. A typical 
trajectory is illustrated in the bottom frame of Figure 2.9, where the pink and gray curves 
represent the two inter-radical O···H bonds as functions of time. The complex begins to 
dissociate at around 96.27 ps as one of the O···H bonds (purple curves) breaks. The 
overall reaction is 2O2 + H2 → HO2···HO2 → 2HO2. 
 
2.4 EFFECTS OF DENSITY  
      Plots of the probability of finding the reactions O2 + H2  H + HO2 (dashed lines) 
and 2O2 + H2 → 2HO2 (solid lines) occurring as initial reactions as functions of density 
for composition ratios (a) [H2]/[O2] = 0.25, (b) [H2]/[O2] = 0.5, (c) [H2]/[O2] = 1 and (d) 
[H2]/[O2] = 2 at 3,000 K (blue), 4,000 K (green), and 5,000 K (red) are shown in Figure 
2.11. The density changes were effected by varying the volume of the simulation box. 
The reaction O2 + H2  H + HO2 is the most prevalent initial reaction over a broad range 
of densities. However, at 3,000 K and ρ > 250.0 kg∙m-3 the reaction 2O2 + H2 → 2HO2 
becomes dominant. At 4,000 K and 5,000 K the probability of 2O2 + H2 → 2HO2 
increases with increasing density, although not to the extent that it does at 3,000 K. In 
fact, at 4,000 K and 5,000 K the termolecular reaction does not become the initiation 
reaction mechanism at any of the density values studied. We justified this competitive 
behavior between ter- and bi-molecular reactions, as shown in the panels of Figure 2.11, 
in context of collision theory of the gases.  
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Figure 2.11: Probabilities of the O2 + H2 + (M)  H + HO2 + (M) (dashed trend-lines) 
and 2O2 + H2 → 2HO2 (dotted trend-lines) reactions occurring as initial reactions as 
functions of density for composition ratios (top frame) [H2]/[O2] = 0.25, (middle frame) 
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[H2]/[O2] = 0.5, (bottom left) [H2]/[O2] = 1 and (bottom right) [H2]/[O2] = 2 at 3,000 K 
(blue), 4,000 K (green), and 5,000 K (red). The density changes were effected by varying 
the volume of the simulation box. The margins of error were calculated using 𝑒𝑟𝑟𝑜𝑟 =
𝑍√([𝑃(1 − 𝑃)]/𝑁), where Z is 1.645 to give 90% level of confidence, P is the reaction 
probability, and N is the number of trajectories run for a given set of initial conditions. In 
most cases ensembles of 50 trajectories were run, but in some cases an additional 20 
trajectories were run to lower the margin of error. The average of the error over all data 
points is ± 0.09. 
 
2.4.1 COLLISION FREQUENCY   
      We computed average collision frequency and average collision duration for the 
H2∙∙∙O2 and O2∙∙∙H2∙∙∙O2 collisions for the composition ratio of [H2]/[O2] = 0.25 and 
density range of 120.2 kg∙m-3 to 332.7 kg∙m-3 at 3,000 K and 4,000 K. For each set of 
initial conditions 70 target H2 molecules were randomly selected from seven different 
simulations run for that set of initial conditions. Therefore, a large region of the phase 
space was covered. We monitored atom-atom distances of each target H2 molecule and 
all O2 molecules over the first 50 ps of the simulations. For a target H2 molecule, a 
bimolecular collision O2∙∙∙H2 was reported when the O∙∙∙H atom-atom distance between 
the target H2 and only one O2 molecule became less than the cutoff value of 𝑟𝑂𝑖𝐻𝑗 ≤ 1.8 
Å. If O∙∙∙H atom-atom distances between hydrogen atoms of a target molecule and two 
oxygen molecules met this criterion, we considered a termolecular O2∙∙∙H2∙∙∙O2 collision. 
For each collision, collision duration was computed as the time interval during which the 
criterion 𝑟𝑂𝑖𝐻𝑗 ≤ 1.8 held true. 
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      Figure 2.12 shows the average collision frequency for H2∙∙∙O2 (yellow curves and 
circle points) and O2∙∙∙H2∙∙∙O2 (purple curves and square points) collisions at 3,000 K 
(dashed curves and blue points) and 4,000 K (solid curves and green points) as functions 
of density. The density change was effected by changing the volume of the simulation 
box at composition ratio of [H2]/[O2] = 0.25. The results in Figure 2.12 show that at both 
temperatures the termolecular collision O2∙∙∙H2∙∙∙O2 is much less probable than the 
bimolecular one; however, the former, with nonlinear growth is more dependent on 
density than the latter which shows linear growth.  
 
Figure 2.12: Average collision frequencies of the bimolecular O2∙∙∙H2 (yellow curves and 
circle points, left y-axis) and termolecular O2∙∙∙H2∙∙∙O2 (purple curves and square points, 
right y-axis) collisions as functions of density at 3,000 K (dashed curves and blue points) 
and 4,000 K (solid curves and green points). The density was varied by varying the 
volume of the simulation box for the composition ratio [H2]/[O2] = 0.25. 
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      To obtain an explicit expression for the density dependence of termolecular collision 
frequency, we made use of Bodenstein’s97 interpretation of a termolecular collision. 
According to Bodenstein, all termolecular collisions are indirect, that is, a transient pair 
[the word “transient” was not mentioned in Bodenstein’s original paper] is formed before 
arrival of a third body species. This picture is indeed incomplete since purely triple 
collisions (in which all three bodies enter the collision at the same time) are not 
considered. In fact, termolecular collisions must be defined for the range between the 
indirect termolecular collisions, as defined by Bodenstein, and purely triple collisions. 
Here, we only consider the indirect termolecular collisions due to their relatively high 
importance.  
      Generally, binary and ternary collision frequencies are expressed as: 
 
)[A][B];(fABAB TZ   (2)              
,)[A][B][C](fABCABC TZ   (3) 
  
where f’s account for temperature dependences. The frequency of triple collisions 
between species A, B, and C can be interpreted as the frequency of binary collisions 
between species A and pairs BC multiplied by concentrations of A species and BC pairs 
[Bodenstein, however, expressed the rate of ternary collisions slightly differently as the 
product of the rate of binary collisions between A and B, and the ratio of the 
concentration of BC pairs and free B species], that is, 
  
],BC[A][BCA,ABC ZZ   (4) 
 50 
where concentration of BC pairs can be expressed in terms of concentrations of B and C 
given an equilibrium constant KBC as 
    
[B][C].][BC BCK  (5) 
 
Substituting appropriate form of Eq. (2) for ZA,BC together with Eq. (5) for [BC] into Eq. 
(4) yields  
 
[A][B][C].)(f BCBCA,ABC KTZ   (6) 
 
Comparing right-hand sides of Eqs. (3) and (6), we have 
 
 .)(f)(f BCBCA,ABC KTT   (7) 
 
      Determination of the equilibrium constant KBC relies on accurately describing the 
forces between species B and C which is not always straightforward (at least in 
Bodenstein’s time). Therefore, Bodenstein picked up an alternative approach that can be 
usefully applied today. He reasonably estimated that the ratio between the concentrations 
of BC pairs and free B species as the ratio of average collision duration τBC and mean free 
time t for B’s between their collisions with C, that is, 
 
.
[B]
[BC] BC
t

  (8) 
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According to collision theory of gases, mean free time t is related to kinetic radius of BC 
pairs rBC, average relative velocity ,v  and the concentration of C by 
 
.
[C] 
1
2
BCvr
t

  (9) 
 
Substituting Eq. (9) for t in Eq. (8) and multiplying both side by [B], we have  
 
[C][B], [BC] BC
2
BC  vr  (10) 
 
so we find, comparing with Eq. (5),  
 
,)(f BCBCBC
2
BCBC  TvrK   (11) 
 
where the equilibrium constant KBC depends on temperature via the dependence of the 
average relative velocity on temperature. 
      Despite the integrity of the approach proposed by Bodenstein,
97
 he could not correctly 
estimate the average duration time appeared in Eqs. (8)–(11). He assumed that τBC is 
equal to the time needed for species B and C to physically impact when their initial 
relative distance and relative velocity are rBC and ,v  respectively. There are two main 
downsides to this assumption: (1) it takes no effect for repulsive forces which prevent 
two species entirely passing through the region r < rBC; and (2) the relative velocity is not 
constant within this region but affected by repulsive forces.  
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      Later, Tolman
98
 suggested that it is impossible for species B and C to penetrate into 
the region of r < rBC. He introduced a new length δr which is essentially smaller than rBC 
and defined the average collision duration as the time two species spend in the region of 
rBC < r < rBC + δr assuming the relative velocity is constant. However, introducing an 
unknown length δr adds further ambiguity to the problem rather than solving it.     
      Effects of molecular forces on determination of the equilibrium constant KBC (and the 
collision duration τBC) for BC pairs were first studied by Kassel.
99
 He reasonably 
assumed that repulsive forces cannot bring about ternary collisions, so that must not be 
considered for frequency calculations. This is mainly due to the fact that repulsive forces 
tend to shorten the collision duration. Therefore, it is less likely to find collisions where 
all three species interact concurrently when repulsive forces are dominant. As a 
consequence, under the influence of repulsive forces sequences of bimolecular collisions 
are predominant. Therefore, Kassel only accounted for attractive collisions to calculate 
the termolecular collision frequency between species A, B, and C. 
      The term “pair” is usually referred to two species whose separation distance is less 
than a cutoff value. This definition of a pair is in a complete agreement with the 
definition of a bimolecular cluster introduced earlier in this Chapter. Unlike repulsive 
forces, attractive forces tend to increase the time colliding pairs remain together. 
Depending on the total energy, there are three types of pairs that can be formed under the 
influence of attractive forces; permanently bound molecules, metastably bound 
molecules, and transient pairs. Figure 2.13 shows the conditions required for each type of 
the pairs to be formed. Kassel named the two former pairs as permanently stable pairs 
believing that these pairs are effective in producing ternary collisions.  
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Figure 2.13: A schematic illustration of effective pair potential. Pairs with E < 0 form 
permanently bound molecules. Pairs with 0 < E < E
*
 and r < r
*
 are referred to as 
metastably bound molecules trapped inside the centrifugal barrier. Pairs with E ≃ E* and 
r ≃ r* can dance around each other for a long time since the attractive part of the 
potential and the centrifugal repulsion part are balanced. These pairs are called transient 
pairs and are very effective in producing termolecular collisions.  
      
      Calculating the number of permanently stable pairs for a mixture of constant 
concentration, Kassel
99
 showed that the ternary collision frequency decreases with 
increasing temperature due to the reduction in number of permanently stable pairs. Kassel 
also proved that if concentration of one species becomes relatively high (that is either 
lean or rich mixtures) comparing to other species, the number of permanently stable pairs 
falls down significantly, and thus smaller number of termolecular collisions occurs.      
      Kassel suggested that transient pairs might become important to compute the 
frequency of triple collisions only at high temperatures; however, he could not express 
this in a systematic way.  Apparently Kassel overlooked the fact that attribute of collision 
duration to permanently stable pairs is meaningless. Since these pairs are referred to as 
E
n
e
rg
y
Distance
r = r*
E = E *
Veff(r)
E = 0 
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stable complexes, the term “lifetime” is more appropriate. Therefore, while there are 
some mechanisms of termolecular reactions initiated by the permanently stable pairs, it is 
the transient pairs that should be used in Bodenstein formalism to calculate the ternary 
collision frequency. In other words, the termolecular collision frequency is expected to 
increase with temperature due to the increase with temperature of the number of transient 
pairs. This is in contradiction with what Kassel proposed, but can justify the results 
shown in Figure 2.12. Seemingly, the importance of transient pairs was obvious to 
Smith,
100
 who disregarded the permanently stable pairs from his discussion of 
termolecular collisions. 
       Since given three species A, B, and C, there are three possible transient pairs AB, 
AC, and BC, there are three contributions to the termolecular collision frequency. 
Therefore, a more general expression than Eq. (6) for the termolecular collision 
frequency is 
 
  [A][B][C] )(f)(f)(f)(f)(f)(f BABAABC,CACAACB,BCBCBCA,ABC  TTTTTTZ   (12) 
             
where we substituted appropriate forms of Eq. (11) for the equilibrium constants KBC, 
KAC, and KAB. Equating the right-hand sides of Eqs. (3) and (12), we have 
 
BABAABC,CACAACB,BCBCBCA,ABC )(f)(f)(f)(f)(f)(ff  TTTTTT   (13) 
 
If we assume the hard sphere model for temperature dependences of binary collisions, 
that is,  
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

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then Eq. (13) can be rewritten as  
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3
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


 (15) 
where τ’s are the collision durations corresponding to A∙∙∙B, A∙∙∙C, and C∙∙∙B collisions, 
and r’s are the kinetic radii, and µ2 and µ3 are the bi- and ter-molecular reduced masses, 
respectively. Substituting Eqs. (14) and (15) into Eqs. (2) and (3), respectively, for the 
ratio of termolecular to bimolecular collision frequencies, we have 
 
           
 
]C[
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       In our study, species A and C are oxygen molecules and B is the hydrogen molecule. 
Equation (16) shows that the ratio of termolecular collision frequency to the bimolecular 
collision frequency is linear with respect to density (or [C]) if and only if the collision 
durations of τ are independent of density. We determined the collision durations τ for 
O2∙∙∙O2 and O2∙∙∙H2 transient pairs to be used in Eq. (16). To get the collision duration for 
O2∙∙∙O2 transient pairs, τAC, at each density input in the interval of 120-350 kg∙m
-3
, 70 
oxygen molecules equally distributed in seven different simulations were tracked for 50 
ps. Whenever a target oxygen molecule was within the interatomic cutoff distance of 3.5 
Å of only one oxygen molecule, we considered a transient pair of O2∙∙∙O2. We excluded 
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the cases where a hydrogen molecule or more than one oxygen molecule were interacting 
with the target oxygen molecules. Similarly, to get the collision duration for O2∙∙∙H2 
transient pairs, τAB = τBC, at each density input in the interval of 120-350 kg∙m
-3
, 70 
hydrogen molecules equally distributed in seven different simulations were tracked for 50 
ps. Whenever a target hydrogen molecule was within the interatomic cutoff distance of 
1.8 Å of only one oxygen molecule, we considered a transient pair of O2∙∙∙H2. We 
excluded the cases where another hydrogen molecule or more than one oxygen molecule 
were present. This procedure determines the transient pairs of O2∙∙∙O2 and O2∙∙∙H2, 
respectively. The duration of a collision for a transient pair was measured as the length of 
the time they were interacting within the cutoff distance and were not interrupted by a 
third molecule. Figure 2.14 shows that at T = 3,000 K (dashed curves and blue points) 
and 4,000 K (solid curves and green points) the average collision duration for O2∙∙∙O2 
transient pairs (yellow curves and circle points) linearly decreases with density. The 
similar trend was observed for O2∙∙∙H2 pairs (purple curves and square points). Finally, 
the linear dependence of collision durations to density shown in Figure 2.14 can be 
substituted into Eq. (16) to get the ratio of termolecular to bimolecular collision 
frequencies. It is straightforward to show that the collision frequency ratio of Eq. (16) is 
non-linearly dependent on density resulting from multiplying linear term for collision 
durations and a linear term for the explicit dependency on density ([C]). This ratio is 
plotted for the simulations in Figure 2.15.  
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Figure 2.14: Average durations of the O2∙∙∙O2 (yellow curves and circle points, left y-
axis) and O2∙∙∙H2 (purple curves and square points, right y-axis) collisions as functions of 
density at 3,000 K (dashed curves and blue points) and 4,000 K (solid curves and green 
points). The density was varied by varying the volume of the simulation box with 
[H2]/[O2] = 0.25. 
 
 
Figure 2.15: The ratios of the termolecular collision frequency to the bimolecular 
collision frequency computed using Eq. (16) at 3,000 K (blue) and 4,000 K (green). 
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      As Figure 2.14 predicts, while the average collision duration of O2∙∙∙O2 transient pairs 
decreases with temperature, the average collision duration of O2∙∙∙H2 transient pairs 
increases with temperature. However, the opposite effects of temperature on the average 
collision duration of O2∙∙∙O2 transient pairs and O2∙∙∙H2 transient pairs, seemingly, cancel 
each other out. To verify this, we defined the characteristic ratio of termolecular to 
bimolecular collision frequencies,
*
AB
ABC








Z
Z
, by dividing both sides of Eq. (16) by T ; 
that is, 
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      The characteristic ratio of termolecular to bimolecular collision frequencies, as 
expressed in Eq. (17), is plotted in Figure 2.16 for T = 3,000 K (blue) and 4,000 K 
(green), for the density interval 120.2 kg∙m-3 to 332.7 kg∙m-3 and composition ratio of 
[H2]/[O2] = 0.25. Figure 2.16 proves that for the termolecular and bimolecular collisions 
of this study, the characteristic ratio of 
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Z
Z
depends only on density (and not on 
temperature). This confirms the fact that the favorable effects of temperature on the 
average collision duration of O2--H2 transient pairs, are canceled by its negative effect on 
the average collision duration of O2--O2 transient pairs. Therefore, the ratio 






AB
ABC
Z
Z
 
increases by temperature only through a factor of T .         
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Figure 2.16: The characteristic ratio of the termolecular collision frequency to the 
bimolecular collision frequency computed using Eq. (17) at 3,000 K (blue) and 4,000 K 
(green). The characteristic ratio is independent of temperature. 
 
      At both temperatures, while the collision frequency of bimolecular collisions O2∙∙∙H2 
is multiplied by 2.10 when density increases from 120.2 kg∙m-3 to 332.7 kg∙m-3, that for 
termolecular collisions O2∙∙∙H2∙∙∙O2 is multiplied by 8.5 (See Figure 2.12). The significant 
increase in the collision frequency of termolecular collisions in the density range of 120.2 
kg∙m-3 to 332.7 kg∙m-3 (in form of a third degree polynomial function) suggests that the 
reaction 2O2 + H2 → 2HO2 becomes relatively more important than the reaction O2 + H2 
 H + HO2 with increasing density (and pressure). It must be noted that since the 
termolecular collision frequency is smaller than the bimolecular collision frequency by 
almost 30 factors (see Figure 2.12), bimolecular reaction O2 + H2  H + HO2 plays a 
more important role on the initiation mechanism than the termolecular reaction 2O2 + H2 
→ 2HO2 at almost any of the density regimes considered (except at densities greater than 
250 kg∙m-3 at 3,000 K) which justifies the trend observed in panels of Figure 2.11.  
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3. POTENTIAL ENERGY PROFILE AND ENERGY 
REQUIREMENT
2
 
      The ReaxFF simulations predict that the termolecular initial reactions 2O2 + H2 → 
2HO2 and 2O2 + H2  H + HO2 + O2 may play roles in the initial radical formation at 
sufficiently high pressures; however, the energy requirements of these reactions are 
important in determining their roles. In this Chapter we intend to characterize the 
energetics of the termolecular reaction 2O2 + H2 → 2HO2 and bimolecular reaction O2 + 
H2  H + HO2. Using accurate ab initio forces, we found the barrier heights for both 
reactions and could characterize the stationary points on the potential energy surface of 
each reaction. We also calculated the barrier height predicted by ReaxFF for each 
reaction and compared it to the one computed by the electronic structure theory. 
Characterization and comparison of both reactions from the energy point of view is 
essential to better understand the competition between the two reactions. 
 
3.1 COMPUTATIONAL METHODS 
3.1.1 NUDGED ELASTIC BAND METHOD 
      Nudged Elastic Band (NEB)
101-103
 method is a common approach to find the 
minimum energy path (MEP) connecting two stable configurations of cluster of atoms, 
that is, two local minima such as configuration of reactants and configuration of products. 
The NEB method is in essence a form of chain-of-states method
104-107
 in which a path is 
                                                        
2
 Parts of this Chapter were published as M. Monge-Palacios and H. Rafatijo, On the Role of the 
Termolecular Reactions 2O2 + H2 → 2HO2 and 2O2 + H2 → H + HO2 + O2 in Formation of the First 
Radicals in Hydrogen Combustion: ab initio Predictions of Energy Barriers, Phys. Chem. Chem. Phys. 19, 
2175 (2017). 
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assumed as a chain of several images (or ‘replicas’) of the system that are connected 
through zero-length springs. The images are selected along the reaction coordinate 
beginning with configuration of reactants and ending with configuration of products. In 
chain-of-states methods, the goal is to find the MEP via optimization of an energy 
objective function which represents the energy pathway. A typical form of the objective 
function can be expressed as 
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where Ri stands for state of the i
th
 replica and V(Ri) is the potential energy of the i
th
 
replica. There are total of (n + 1) replicas and k is the spring constant. The force on the i
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replica then is 
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where the term with k is the net spring force and the other term is the configurational 
force defined as the gradient of the potential energy of the i
th
 replica. 
      In the NEB method, optimization of the objective function of Eq. (1) is carried out 
where the component of configurational force parallel to the energy pathway and the 
component of net spring force perpendicular to the energy pathway are projected out 
from Eq. (2). The reason to neglect the former force term is that it causes non-uniformity 
in distribution of replicas along the reaction pathway, and the removal of the latter term 
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avoids a drift of the energy pathway which causes to miss the saddle point region in 
characterizing MEP.  
      In this study, a version of the NEB method
108
 as implemented in LAMMPS 2014 was 
used to identify the MEPs and optimize the saddle points predicted by ReaxFF for the 
termolecular reaction 2O2 + H2 → 2HO2 and bimolecular reaction O2 + H2  H + HO2. 
A minimum total number of 36 replicas initially distributed equidistantly along the 
reaction pathway were selected from actual simulations to perform the NEB study.  The 
value of the force constants was iteratively changed within the 1.010-5 Eh∙a0
-2 
to 1.010-1 
Eh∙a0
-2
 interval until the force criteria of 1.010-5 Eh∙a0 was met for the saddle points. 
 
3.1.2 ELECTRONIC STRUCTURE CALCULATIONS 
      Electronic structure calculations were performed using the Gaussian09 package
109
 
to optimize and characterize critical points on the potential energy surfaces of the initial 
reactions that were observed in CMD simulations of hydrogen combustion. The 
CCSD(T)=FULL/aug-cc-pVTZ//CCSD=FC/cc-pVTZ single-point ab initio level was 
used, based on the CCSD=FC and CCSD(T)=FULL coupled cluster methods
110,111
 and 
the cc-pVTZ and aug-cc-pVTZ basis sets.
112,113
 The lower CCSD(T)=FC/cc-
pVTZ//MP2/6-31G single-point level was also used, based on the second order Moller-
Plesset perturbational method MP2
114
 and the 6-31G basis set.
115
 In addition, the energies 
obtained at these two levels of theory were corrected by considering the basis set 
superposition error, calculated with the Boys and Bernardi counterpoise correction.
116
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      The spin contamination in the wave-functions was checked by analyzing the <S
2
> 
expectation value, verifying that it is negligible
3
 in the found stationary points. Another 
important aspect is the multi-reference character of the stationary points. This feature was 
addressed with the T1 diagnostic by Lee and Taylor
117
 and was checked to ensure that the 
coupled cluster methods are suitable for studying the found stationary points. We also 
performed CASSCF calculations including dynamic correlation, CASSCF MP2, as 
implemented in Gaussian09 to further validate the single-reference methods used in our 
calculations. 
 
3.2 OXYGEN DIMER  
      In the previous Chapter, we showed that one possible pathway for the termolecular 
reaction 2O2 + H2 → 2HO2 is a reactive collision between a hydrogen molecule and an 
O2-O2 dimer. Therefore, understanding the O2-O2 dimer potential energy surface is 
essential to perform any electronic structure calculations.  
      Accurately characterizing interaction of two ground state oxygen molecules, O2(
3Σg
−) 
is a difficult problem that has been target of many theoretical works.
74-79
 This difficulty is 
raised from the spin exchange interaction between two O2(
3Σg
−) molecules which leads to 
three different PESs: singlet, triplet and quintet. Such spin exchange interaction can be 
represented in form of a Heisenberg-Dirac Hamiltonian as 
 
,ˆˆ 2ˆ BAEX SS  JH  (3) 
 
                                                        
3
 Further studies are underway which indicate that the saddle points reported for the termolelar reactions are 
highly spin contaminated.  
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where J is the spin coupling constant between molecules A and B. The spin coupling 
constant, J, generally depends on both intermolecular distance of two oxygen molecules 
and their relative orientation.
79
 It has been proved that the most accurate ab initio 
methods such as CCSD(T) can be applied only for the quintet electronic state of O2(
3Σg
−) 
- O2(
3Σg
−) dimer. The reason for this limitation is the fact that single-reference CCSD(T) 
methods do not account for systems with strong static correlations such as spin exchange 
interaction.
118,119
 In contrast to the quintet state, characterization and description of the 
lower triplet and singlet states inevitably require multi-reference configuration interaction 
methods, MRCI.
120
 Gadzhiev et al.
120
 showed that CCSD(T) methods reproduce an 
excited triplet(singlet) electronic state for the mS = 1(0) of the dimer in which there 
is(are) one(two) singlet oxygen molecule(s), O2(
1∆g). According to Gadzhiev et al. the 
schematic representations of the molecular orbitals for the quintet, triplet, and singlet 
electronic states of the O2-O2 dimer as predicted by CCSD(T) are illustrated in Figure 
3.1.  
      In a recent study, Bartolomei et al.
77
 reported global ab initio PESs of three multiplet 
spin states for two interacting rigid O2(
3Σg
−) molecules. Hernández-Lamoneda et al.
76
 
showed that the energy splitting between these three spin states dies out for interatomic 
distances larger than 4.0 Å. As two interacting open-shell O2(
3Σg
−) molecules split into 
three different PESs, three possible scenarios may arise for the termolecular cluster of 
2O2(
3Σg
−) + H2: singlet, triplet, and quintet states. With regard to the reactions 2O2(
3Σg
−) + 
H2 → 2HO2 and 2O2(
3Σg
−) + H2  H + HO2 + O2, the quintet state cannot be involved 
because the interacting products cannot generate a quintet state. In the synchronous 
pathway, for instance, the quintet state cannot correlate with two doublet HO2 radicals. 
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Since the methods used to study these reactions were single-reference CCSD(T), we, 
unfortunately, could not confidently claim that the lowest triplet and the lowest singlet 
electronic states for these reactions were studied. Although suitability of the single-
reference CCSD(T) methods used in this study was checked by analyzing the T1 
diagnostic as well as performing CASSCF MP2 calculations, we present our results with 
caution since it is possible that single-reference CCSD(T) methods may not be useful to 
study the lowest triplet and the lowest singlet electronic states for these reactions as 
cautioned by Gadzhiev et al.
120
  
 
Figure 3.1: Schematic representations of the molecular orbitals for the O2-O2 dimer 
according to CCSD(T) calculations performed by Gadzhiev et al.: (a) quintet state; (b) 
triplet state; (c) singlet state. They postulated that for exploring the triplet and singlet 
PESs raised from two ground-state oxygen molecules, 2O2(
3Σg
−), CCSD(T) methods may 
not be useful.    
 
 
 
 66 
3.3 RESULTS AND DISCUSSION   
3.3.1 NEB RESULTS FOR ReaxFF FORCE FIELD 
The potential energy profile and geometry of the stationary points predicted by 
ReaxFF for the bimolecular reaction O2 + H2 → H + HO2 and the termolecular reaction 
2O2 + H2 → 2HO2 are shown in Figure 3.2, respectively, and the corresponding 
geometrical parameters are provided in Table 3.1. As inferred from Figure 3.2, the 
termolecular reaction 2O2 + H2  2HO2 through the synchronous pathway is 
energetically more favorable than the bimolecular reaction O2 + H2  H + HO2. It is 
important to note that the ReaxFF prediction for the barrier height of the bimolecular 
reaction is only 0.17 kcal/mol lower than the value reported by Michael et al.
52
 using the 
accurate CCSD(T)=FC/cc-pVQZ level of theory.
 
This proves that ReaxFF performance is 
really good regarding to the bimolecular reaction which is not far from our expectation 
since the bimolecular reaction O2 + H2  H + HO2 is one of the reactions listed in Li et 
al.
34
 mechanism, and thus used to obtain the QM training data set for development of 
ReaxFF force field for hydrogen combustion.
64
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Figure 3.2: ReaxFF potential energy profile obtained via NEB method with the energy 
(kcal/mol), with respect to the reactants of the termolecular 2O2 + H2  2HO2 (green 
lines) and bimolecular H2 + O2  H + HO2 (blue lines) reactions. Optimized geometry of 
the stationary points including the reactant complexes (RC) and the saddle points (SP) 
predicted by ReaxFF are included, as well. (Distances in angstroms) 
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Table 3.1: The ReaxFF predictions for the geometrical parameters of the stationary 
points of the potential energy surface for the ter- and bi-molecular reactions obtained by 
the NEB method.
a
 
 SP RC 
 
   
Termolecular    
r O'–H'  1.04 1.75 
r O–H 1.04 1.75 
r H–H' 1.34 0.88 
α O–H–H'–O' -170.49 156.46 
Bimolecular   
r O–H 1.01 1.96 
r H–H' 1.58 0.81 
α O–H–H' 146.59 95.60 
β O'–O–H–H' -136.86 180.00 
   
a 
Distances in angstroms, and angles in degrees.  
   
3.3.2 AB INITIO RESULTS 
      We began by exploring the triplet PES using ab initio electronic structure theory. The 
optimized geometries for the saddle points and complexes on the triplet PES of the 
termolecular reactions, including the eigenvector associated to the imaginary frequency 
are shown in Figure 3.3(a). The geometrical parameters, harmonic vibrational 
frequencies, and energies and enthalpies (relative to the reactants 2O2(
3Σg
−) + H2) are 
given in Table 3.2. The results obtained for the bimolecular reaction H2 + O2  H + HO2 
are also included for comparison in Table 3.2 and Figure 3.3(b).  
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Figure 3.3: Optimized geometries (distances in angstroms) at the CCSD=FC/cc-pVTZ 
ab initio level of the saddle points and intermediate complexes on the triplet PES of the 
(a) termolecular and (b) bimolecular reactions, 2O2 + H2  2HO2, 2O2 + H2  H + HO2 
+ O2 and H2 + O2  H + HO2 (SP2 and SP3 at the MP2/6-31G level). The eigenvectors 
associated to the imaginary frequencies of the saddle points of the termolecular reactions 
are also given 
 
Using the CCSD(T)=FULL/aug-cc-pVTZ//CCSD=FC/cc-pVTZ ab initio level we 
found for 2O2 + H2 → 2HO2 one saddle point, SP1, and two intermediate complexes 
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located in the product channel, Complex-1 and Complex-2 (see Table 2). Complex-1 is 
the same as the one reported by Zhou et al.,
95
 and corresponds to the ring structure 
observed in the indirect pathway in the simulations using ReaxFF.  
At the MP2/6-31G ab initio level we found two more saddle points, labeled SP2 and 
SP3 in Table 2. These saddle points might be saddle points for 2O2 + H2 → 2HO2 and 
2O2 + H2 → H + HO2 + O2, respectively. However, our attempts at optimization for these 
saddle points failed at the CCSD = FC/cc-pVTZ level, so they should be considered with 
caution as candidate but unverified saddle points of the studied termolecular reactions. 
The energies were refined using the CCSD(T) = FC/cc-pVTZ//MP2/6-31G single point 
ab initio level.  
The symmetric saddle point SP1 is characterized by an imaginary frequency 
associated with an eigenvector located on the two new O–H bonds (see SP1 in Figure 
3.3(a)). The asymmetric saddle point SP2 presents a larger difference between the O–H 
bond distances, with the eigenvector associated with the imaginary frequency located 
almost exclusively on the last-formed O–H bond (see SP2 in Figure 3.3(a)). The saddle 
point SP3, also on the triplet PES, has more asymmetric character than the saddle point 
SP2, with one O–H bond formed but with the other O2 molecule largely separated from 
the remaining hydrogen atom (see SP3 in Figure 3.3(a)). It is characterized by a very low 
imaginary frequency, mainly associated with a torsional motion, and indicating that this 
saddle point may be closely linked to the H + HO2 + O2 product channel.  
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Table 3.2: Ab initio calculated geometries, vibrational frequencies, saddle point and 
complex energies relative to reactants, ∆V, enthalpy changes, ∆H (0 K), and absolute 
energies.
a
 
 Geometry Frequencies 
 
∆V ∆H (0 K) Absolute 
 
 energy 
 
 
 
 
     energy 
SP1 (symmetric, C1)       
r O–H  1.52 2216, 1458, 1296,  49.8  52.1  -301.4314 
r O–H 1.52 1135, 1013, 967,  (44.9) (47.6) (-301.3245) 
r H–H' 0.83 672, 377, 136,     
α O–O–H–H' -4.69 50, 16, 621i    
SP2 (asymmetric, C1)   
   
r O–H  0.99 3498, 1537, 1435, 1361, (53.1) (56.8) (-301.3115) 
r O–H' 1.52 771, 151, 99, 57,    
r H–H' 2.31 40, 20, 9, 2096i     
SP3 (C1)      
r O–H  0.99 3511, 1431, 1359, 942, (48.1) (49.7) (-301.3195) 
r O–H' 3.40 118, 75, 26, 20,    
r H–H' 2.70 16, 6, 4, 5i    
Complex-1 (C1)
      
r O∙∙∙H b 1.84 3546, 3475, 1593, 1568,  -10.9 -1.0 -301.5283 
r O∙∙∙H' b 1.84 1210, 1203, 707, 561,     
α O–O–H–O 0.05 278, 255, 205, 106     
Complex-2 (C1)
      
r O∙∙∙H b  1.91 3716, 3649, 1542, 1475,  -5.2 3.6 -301.5191 
  1190, 1186, 535, 265,     
  191, 96, 53, 23     
SP (C1)
      
r O–H 1.06 1650, 1413, 1224, 58.9  57.9  -151.2479 
r H–H' 1.17 723, 357, 2077i (49.8) (49.5) (-151.2049) 
α O–H–H' 178.6     
β O–O–H–H' 180.0     
Complex-3 (C1)      
r(O∙∙∙H) b 2.93 4410, 1666, 136,  -0.1 0.3 -151.3420 
α(O–H–H') 171.5 133, 82, 2    
β(O–O–H–H') 23.3     
a 
Distances in angstroms, frequencies in cm
-1
, and relative energies and enthalpies in 
kcal/mol. The absolute energy is given in atomic units. All computed at the 
CCSD(T)=FULL/aug-cc-pVTZ//CCSD=FC/cc-pVTZ single point ab initio level except 
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for the SP2 and SP3 results (given in parentheses), which were calculated at the 
CCSD(T)=FC/cc-pVTZ//MP2/6-31G level. The basis set superposition error is 
considered. 
b
 r(O∙∙∙H) and r(O∙∙∙H') are the hydrogen bond lengths. 
 
We determined the saddle point SP1 at the CCSD(T)=FC/cc-pVTZ//MP2/6-31G level 
for comparison with SP2 and SP3, which we could not obtain at the CCSD=FC/cc-pVTZ 
level. The CCSD(T)=FC/cc-pVTZ//MP2/6-31G energy values are shown in parenthesis 
in Table 3.2. At this lower level, the classical energy barrier heights, ∆V, with respect to 
the reactants 2O2(
3Σg
−) + H2, for the saddle points SP1, SP2, and SP3 are, respectively, 
44.9 kcal/mol, 53.1 kcal/mol, and 48.1 kcal/mol. The reaction via SP3 is essentially a 
bimolecular reaction in which the second O2 acts as a third body: 2O2 + H2  H + HO2 + 
O2. The effect of the second (third-body) O2 is to reduce the energy barrier to H2 + O2  
H + HO2 by 1.7 kcal/mol (see Table 3.2).  
The intermediates Complex-1 and Complex-2 (-10.9 kcalmol-1 and -5.2 kcalmol-1 at 
the CCSD(T)=FULL/aug-cc-pVTZ//CCSD=FC/cc-pVTZ ab initio level, respectively, 
relative to the 2O2(
3Σg
−) + H2 reactants) are formed by the two incipient HO2 product 
radicals. Complex-1 is much more stable than Complex-2 because it forms two hydrogen 
bonds; Complex-2 is higher in energy than the reactants when the zero point energy is 
taken into account: ∆H(0 K) = 3.6 kcal/mol. ReaxFF also describes this indirect pathway 
involving the complex HO2∙∙∙HO2. Our ab initio results and MD simulations predict that 
these complexes may be formed via 2O2 + H2  SP1/SP2  Complex-1/Complex-2  
2HO2/H2O2 + O2. Although we did not observe indirect trajectories forming both 
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intermediate complexes, that is, Complex-1 converted into Complex-2 or vice versa, we 
cannot discard this kind of trajectory.  
In the saddle points SP1, SP2 and SP3 the two O2(
3Σg
−) molecules stand at long 
intermolecular distances (larger than 4.0 Å); this leads us to think that the splitting due to 
the interaction of the O2(
3Σg
−) molecules may not be significant according to Hernández-
Lamoneda et al.
76
 In order to explore whether or not there are other feasible PESs for 
these termolecular reactions, a stability test of the triplet wavefunction was done with 
Gaussian09 on the termolecular saddle points SP1, SP2 and SP3, not finding any 
evidence of the singlet and quintet electronic states. In addition, the quintet state cannot 
be involved in the reaction 2O2 + H2 → 2HO2 because that state cannot correlate with 
two doublet HO2 radicals.         
The saddle point along the H2 + O2 → H + HO2 reaction path, SP, on the bimolecular 
triplet PES is 58.9 kcal/mol with respect to H2 + O2(
3Σg
−) at the CCSD(T)=FULL/aug-cc-
pVTZ//CCSD=FC/cc-pVTZ level (see Table 3.2 and Figure 3.3(b)); 9.1 kcal/mol higher 
than the symmetric saddle point SP1 on the 2O2 + H2 → 2HO2 triplet PES. To allow for a 
direct comparison the saddle point SP was also optimized and characterized at the 
CCSD(T)=FC/cc-pVTZ//MP2/6-31G level; see the values in parenthesis in Table 3.2. At 
this level the classical ground-state barrier heights are 44.9 kcal/mol, 48.1 kcal/mol, 49.8 
kcal/mol, and 53.1 kcal/mol, respectively, for the symmetric termolecular SP1, 
termolecular SP3, bimolecular SP, and asymmetric termolecular SP2.  
A very weakly bound complex, Complex-3 (see Table 3.2 and Figure 3.3(b)), is 
formed on the bimolecular triplet PES in the entrance channel: H2 + O2 → Complex-3 → 
SP → H + HO2.  
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This is a weak van der Waals complex with very low vibrational frequencies 
corresponding to torsional modes (see Table 3.2). It is located at -0.1 kcal/mol relative to 
H2 + O2(
3Σg
−). When the zero point energy is taken into account, the complex is not 
stable; ∆H(0 K) = 0.3 kcal/mol.  
Michael et al.
52
 reported values for the classical energy barrier height to H2 + O2 → H 
+ HO2 using the CCSD(T)=FC ab initio method and the cc-pVDZ, cc-pVTZ and cc-
pVQZ basis sets, obtaining values of 60.2 kcal/mol, 58.3 kcal/mol, and 57.8 kcal/mol, 
respectively. The result at the CCSD(T)=FC/cc-pVQZ ab initio level, 57.8 kcal/mol, is in 
good agreement with that obtained in this work at the less computationally expensive 
CCSD(T)=FULL/aug-cc-pVTZ//CCSD=FC/cc-pVTZ single point level, 58.9 kcal/mol 
(SP in Table 3.2), differing only by 1.1 kcal/mol. Michael et al.
52
 also calculated 55.4 
kcal/mol for the enthalpy of reaction, ∆HR(0 K), at the CCSD(T)=FC/cc-pVQZ level; that 
is, 0.6 kcal/mol higher than the value of 54.8 kcal/mol
 
we obtained at the 
CCSD(T)=FULL/aug-cc-pVTZ//CCSD=FC/cc-pVTZ level. These values are in good 
agreement with the experimental value 55.7±0.8 kcal/mol reported by Litorja et al.
121
  
The connection between the localized stationary points was further investigated by 
performing IRC calculations using Gaussian09.
109
 Using the optimized saddle points SP1, 
SP2, and SP3 as starting points, we followed these reaction paths in both directions: the 
reactants or forward direction, and the products or backward direction. As for the 
backward direction, SP1 and SP2 lead to structures involving two HO2 radicals bonded 
by hydrogen bonds with O∙∙∙H distances 2.8 Å and 2.3 Å, respectively. Although the 
IRCs did not directly converge to the complexes Complex-1 and Complex-2, the 
abovementioned structures seem to connect with Complex-1 and Complex-2 by rotating 
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the HO2 fragments. In fact, we ran a further optimization of the structure reached along 
the backward IRC from SP2 and obtained Complex-1.  
      As for the forward direction, the IRC calculated for the saddle point SP1 leads to a 
structure formed by the 2O2 and H2 reactants with O∙∙∙H distances about 2.5 Å. This 
structure seems to be consistent with a van der Waals complex; however, all the attempts 
to optimize it as a minimum failed, obtaining low imaginary frequencies. Thus, we could 
not confirm the existence of a van der Waals complex formed by the reactant molecules 
in the entry channel.  
      The forward IRC of the asymmetric saddle point SP2 toward the reactants 2O2 + H2 
could not be calculated by following the direction of the eigenvector associated to its 
imaginary frequency. This eigenvector is located almost exclusively on the last-formed 
O–H bond (see SP2 in Figure 3.3(a)), and does not drive the IRC to the dissociation of 
the first-formed O–H bond. A similar situation was observed for the saddle point SP3, in 
which the eigenvector of its imaginary frequency mainly describes a torsional motion.  
Failure of CCSD = FC/cc-pVTZ level of theory at optimization of SP2 and SP3 as 
well as failure of IRC calculations in connecting them with reactants 2O2 + H2 prevent us 
from relating SP2 and SP3 to the studied termolecular reactions with certainty. Thus, we 
propose SP2 and SP3 as candidate saddle points for the reactions 2O2 + H2  2HO2  and 
2O2 + H2  H + HO2 + O2, respectively. With the information we obtained from the MD 
simulations and the electronic structure calculations no further insights can be inferred on 
the connection of these saddle points.  
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It is informative to look at the molecular orbitals, which are illustrated in Figure 3.4, 
to understand the relative energies of the various saddle points. The MOs in Figure 3.4 
show why the symmetric termolecular saddle point SP1 is lower in energy than the others 
saddle points. These MOs in SP1 are formed by the Πx and Πx
∗ orbitals of the O2 
molecules, i.e. the orbitals orthogonal to those forming the double bond. While the MO 
shown in Figure 3.4(a) is formed by the doubly occupied Πx orbitals of the O2 molecules, 
with a small contribution of the σ bond of the H2 molecule, the MO shown in Figure 
3.4(b) is formed by the singly occupied Πx
∗ orbitals, SOMOs orbital, also with a small 
contribution of the σ bond of the H2 molecule. These two molecular orbitals are 
responsible for the interaction of the three molecules involved in the reaction through the 
Πx–σ–Πx and Πx
∗–σ–Πx
∗ networks, being particularly stable and resulting in a highly 
symmetric saddle point not high in energy. This suggests that in the termolecular reaction 
2O2 + H2 → 2HO2 via the symmetric saddle point SP1, both O2 molecules actively take 
part, and are involved to the same extent in the breaking and making of the bonds. We 
did not observe the formation of such MOs promoting the Πx–σ–Πx and Πx
∗–σ–Πx
∗ 
interactions in the asymmetric saddle point SP2. The Πx (see Figures 3.5(a) and 3.5(b)) 
and Πx
∗ (see Figure s 3.5(c) and 3.5(d)) MOs of both O2 molecules and the σ MO of the 
H2 molecule do not overlap, resulting in a non-symmetric and higher energy saddle point. 
This is also the case for SP3. 
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Figure 3.4: Molecular orbitals at SP1, the symmetric saddle point on the 2O2 + H2 → 
2HO2 triplet PES, formed by the (a) Πx and (b) Πx
∗ orbitals of the O2(
3Σg
−) molecules. The 
Πx and Πx
∗ orbitals are orthogonal to the double bond. 
 
Figure 3.5: Molecular orbitals at SP2, the asymmetric saddle point on the 2O2 + H2 → 
2HO2 triplet PES, formed by the Πx, (a) and (b), and Πx
∗, (c) and (d), orbitals of the 
O2(
3Σg
−) molecules. The Πx and Πx
∗ orbitals are orthogonal to the double bond. 
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The CCSD(T) method describes well the dynamic correlation and long-range 
dispersion energies, considered as a method giving accurate results. However, for 
chemical problems in which the multi-reference character is important, this method may 
fail. The multi-reference character of the stationary points found in this work was 
estimated using the T1 diagnostic by Lee and Taylor,
117
 which assesses the importance of 
the static correlation.  
Values of T1 greater than 0.02 usually claim for multi-reference methods. However, it 
has been suggested that open-shell T1 values can be greater than those of closed-shell 
species, and values up to 0.04 are considered as acceptable for the former case.
122-124
 
Some examples are the HO2(
2
A'') and CN radicals, which show T1 values larger than 
0.03 and 0.04, respectively, at the CCSD/DZP and CCSD(T)/TZ2P levels,
123
 but are very 
well described by coupled cluster theory.
125-129
 Other recent examples are the saddle 
points for the reactions between methanimine (CH2NH) and the HO2 radical, with values 
up to 0.04.
124 
 
We believe this situation applies to the stationary points found for the reactions 
studied in this work; the saddle points show the largest T1 values: 0.02, 0.03 and 0.04 for 
the reactions 2O2 + H2  H + HO2 + O2, H2 + O2  H + HO2 and 2O2 + H2 → 2HO2, 
respectively. In spite of the large T1 value, Michael et al.
52
 proved that the saddle point of 
the reaction H2 + O2  H + HO2 is well characterized by the coupled cluster theory, 
reproducing the experimental rate constant, which is very sensitive to the barrier height. 
The validity of the single-reference methods used in our calculations was further 
checked by performing CASSCF calculations with dynamic correlation, that is, CASSCF 
MP2.
109
 The termolecular saddle points we report in this work turned out to be elusive 
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stationary points on the PESs: it was hard to find and optimize them and our attempts did 
not succeed with other methods and/or basis sets. We encountered the same troubles with 
the CASSCF MP2 calculations, and we were not able to optimize any of the saddle points 
with that method. Thus, we performed single point calculations at the CASSCF MP2/6-
31G//MP2/6-31G level.  
For the CASSCF MP2 calculations we only considered those molecular orbitals 
(MOs) with contributions of the orbitals 1s and/or 2p of the hydrogen and oxygen atoms, 
respectively; the energy of the reactants was obtained keeping the O2 and H2 reactants 
separated by 20 Å. The active space of the bimolecular saddle point SP consists of 8 
electrons and 10 orbitals (CASSCF(8,10)), resulting in a barrier height of 51.7 kcal/mol, 
that is, only 1.9 kcal/mol larger than that at the CCSD(T)=FC/cc-pVTZ//MP2/6-31 level. 
For the termolecular saddle points SP1, SP2, and SP3 we considered different active 
spaces. In the case of the symmetric saddle point SP1, the inclusion of the MOs formed 
by the Π and Π∗ orbitals of the O2 and the σ orbital of the H2 (Figure 3.4) turned out to be 
important for an accurate estimation of the energy. Thus, the active spaces of the saddle 
points SP1, SP2, and SP3 are (12,12), (10,12) and (8,10), respectively, resulting in barrier 
heights of 48.6 kcal/mol, 51.1 kcal/mol and 54.5 kcal/mol, respectively. While the 
CASSCF MP2/6-31G//MP2/6-31G results for the saddle points SP1 and SP2 are in good 
agreement with those reported at the CCSD(T)=FC/cc-pVTZ//MP2/6-31G and 
CCSD(T)=FULL/aug-cc-pVTZ//CCSD=FC/cc-pVTZ levels (see Table 3.2), the saddle 
point SP3 shows larger discrepancies in the barrier height (6.1 kcal/mol, see Table 3.2).  
To sum up, the CASSCF MP2/6-31G//MP2/6-31G level predicts the saddle point of 
the reaction 2O2 + H2 → H + HO2 + O2 (SP3) to be the most energetic, whereas the 
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CCSD(T)=FC/cc-pVTZ//MP2/6-31G and CCSD(T)=FULL/aug-cc-
pVTZ//CCSD=FC/cc-pVTZ levels predict that saddle point to be SP2, that is, the saddle 
point of the asynchronous pathway of the reaction 2O2 + H2 → 2HO2. However, the three 
ab initio levels predict the synchronous pathway of the termolecular reaction 2O2 + H2 → 
2HO2 to be the pathway with the lowest barrier height. The intermediate complexes 
found on the triplet PESs have lower T1 values than the saddle points, thus a good 
performance of the CCSD(T)=FC/cc-pVTZ//MP2/6-31G and CCSD(T)=FULL/aug-cc-
pVTZ//CCSD=FC/cc-pVTZ levels can be expected for them too. 
A kinetic study is beyond the goals of the current section; however, given the large 
differences between the barrier heights to H2 + O2  H + HO2 and the synchronous 
pathway of 2O2 + H2  2HO2 (9.1 kcal/mol at the CCSD(T)=FULL/aug-cc-
pVTZ//CCSD=FC/cc-pVTZ level), we can presume significantly larger rate constants for 
this termolecular pathway at sufficiently high pressures, when the termolecular collisions 
are frequent. These findings support what Karkach and Osherov
72
 postulated about the 
dominant role of the termolecular reaction 2O2 + H2 → 2HO2 at high pressures in the 
early chemistry of hydrogen combustion.  
ReaxFF was parameterized to account for the electronic ground-state of the H2 and O2 
species;
64
 however, it is our understanding (in fact, we verified this in Chapter 2, see 
Figure 2.1) that it was not parameterized to account for the manifold of PESs that arise 
when two ground-state O2(
3Σg
−) molecules interact. Therefore, a better performance of the 
force field can be expected for the O2(
3Σg
−)–O2(
3Σg
−) interactions when the O2(
3Σg
−) 
molecules are widely separated and the splitting is negligible. Despite the fact that this 
splitting may not be accurately described by ReaxFF, it does appear to be qualitatively 
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right in that the barriers to the termolecular reactions are lower than that for H2 + O2 → H 
+ HO2. However, while ReaxFF quantitatively predicts the barrier height for the 
bimolecular reaction H2 + O2 → H + HO2 nearly accurately (57.13 kcal/mol computed by 
the NEB method comparing to 58.9 kcal/mol calculated at CCSD(T)=FULL/aug-cc-
pVTZ//CCSD=FC/cc-pVTZ single point ab initio level of theory), it fails spectacularly to 
predict the barrier height for the termolecular reaction 2O2 + H2 → 2HO2 (13.66 kcal/mol 
computed by the NEB method comparing to 49.8 kcal/mol calculated at 
CCSD(T)=FULL/aug-cc-pVTZ//CCSD=FC/cc-pVTZ single point ab initio level of 
theory). This could be due to several reasons: (1) unlike reaction H2 + O2 → H + HO2, the 
termolecular reaction 2O2 + H2 → 2HO2 was not used to obtain the QM training data set 
for developing the force field; (2) ReaxFF fails in accurately characterizing the 
interaction between two ground-state oxygen molecules as well as predicting the splitting 
of the potential energy surface for their interaction; see top frame of Figure 2.1; and (3) 
ReaxFF was developed under the assumption of the pairwise additive potential, therefore, 
it is expected to fail in accurately prediction of termolecular reactions like 2O2 + H2 → 
2HO2 where reactants are a cluster of three species.  
The energetics of the two most prominent reactions identified in our simulations are 
summarized in Figure 3.6, which shows the classical potential energy diagram with the 
stationary points found at the CCSD(T)=FULL/aug-cc-pVTZ//CCSD=FC/cc-pVTZ ab 
initio level on the triplet PESs of  2O2 + H2 → 2HO2 (the top frame) and (b) H2 + O2 → H 
+ HO2 (the bottom frame) via the symmetric saddle point SP1 and the saddle point SP, 
respectively. These energies also include the basis set superposition error correction. The 
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termolecular reaction is also thermodynamically favored with reaction energy 0.26 
kcal/mol, much lower than the value obtained for the bimolecular reaction, 54.4 kcal/mol.  
The saddle point SP1 is located on the reaction path for the formation of the 2HO2 
products either via a direct mechanism or through the formation of different hydrogen-
bonded intermediate complexes located on the post-transition state region (also on the 
triplet PES). These complexes may be converted into each other by internal rotations of 
the HO2 fragments, and can be also stabilized by third body collisions, forming H2O2 + 
O2 instead of 2HO2 radicals. 
 
 
Figure 3.6: Classical potential energy profile with the energy (kcal/mol), with respect to 
the reactants, and optimized geometry, of the stationary points found on the triplet 
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potential energy surfaces of the termolecular 2O2 + H2  2HO2 (the top panel) and 
bimolecular H2 + O2  H + HO2 (the bottom panel) reactions at the 
CCSD(T)=FULL/aug-cc-pVTZ//CCSD=FC/cc-pVTZ ab initio level 
 
3.4 EFFECTS OF TEMPRATURE ON THE EARLY CHEMISTRY 
OF HYDROGEN COMBUSTION 
      The effect of density on the early chemistry of hydrogen combustion was addressed 
in Chapter 2.4. We showed that at constant temperature, the probability of finding the 
termolecular reaction 2O2 + H2 → 2HO2 as the initial reaction in hydrogen combustion 
increases with density. This increase was justified in term of the dependence of ter- and 
bi-molecular collision frequencies on density. We showed that while the bimolecular 
collision frequency is linearly dependent on density, the termolecular collision frequency 
manifests a nonlinear, more rapid growth with density which results in termolecular 
reaction becoming more likely at higher densities. However, as shown in panels of Figure 
2.11, at a constant density the termolecular reaction 2O2 + H2 → 2HO2 becomes less less 
probable relative to the bimolecular reaction H2 + O2 → H + HO2 as temperature 
increases from 3,000 K to 5,000 K. This is despite the fact that the ratio of termolecular 
collision frequency to bimolecular collision frequency increases by T  as given by Eq. 
(16) in Chapter 2. In other words, although the frequency of the termolecular collisions 
O2∙∙∙H2∙∙∙O2 is more favored than that of bimolecular collisions H2∙∙∙O2 by elevation of the 
temperature (see Figure 2.15), the occurrence probability of the termolecular reaction is 
decreasing.    
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The different effect of temperature on the occurrence probability of the bi- and ter-
molecular reactions can be explained in term of the difference in the barrier heights to 
both reactions. Due to its higher barrier height, the reaction O2 + H2  H + HO2, which 
is favored by the collision frequency (the termolecular collision frequency is smaller than 
that of the bimolecular by almost 30 factors), is more enhanced when temperature 
increases since the number of reactant molecules with enough energy to surmount the 
barrier height increases significantly. Therefore, the difference between the barrier 
heights to 2O2 + H2 → 2HO2 and O2 + H2  H + HO2 (about 9 kcal/mol at the 
CCSD(T)=FULL/aug-cc-pVTZ//CCSD=FC/cc-pVTZ ab initio level) becomes a less 
decisive factor in the competition between the reactions as temperature increases. The 
energy requirement to overcome the barrier height implies that sum of the internal 
energies and relative translational energy of the colliding molecules must exceed the 
barrier height, ∆V; that is 
 
VEE  rel
reactants
int  (4) 
 
where Eint and Erel are the internal energies (rotational plus vibrational) and relative 
translational energy of reactant species which reacts. For a diatomic molecule in the 
classical limit the average Eint is equal to 2RT according to equipartition theorem. 
Therefore, for the energy requirement to be satisfied, the relative translational energy of 
the colliders must exceed a minimum value of (Erel)
*
 which is equal to 
 
  NRTVE 2rel 

  (5) 
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where N is the molecularity of the collision; 2 for bi- and 3 for ter-molecular collisions. 
Note that we ignored the restriction might be imposed due to the conservation of the total 
angular momentum.   
The probability of finding an N-molecular collision fulfilling Eq. (4) can be calculated by 
integrating the generalized Boltzmann factor for the relative translational energy for 
energy values greater than (Erel)
*
; that is, 
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where P is the relative momentum vector and N is the N-molecular reduced mass. Here 
we used the barrier heights predicted by electronic structure theory at CCSD(T) = 
FULL/aug-cc-pVTZ//CCSD = FC/cc-pVTZ single point ab initio level (49.8 kcal/mol 
and 58.9 kcal/mol for ter- and bi-molecular reactions, respectively) to calculate the 
minimum relative translational energy in Eq. (5). The probability for a ter- and bi-
molecular collision satisfying the energy requirement of Eq. (4) was calculated using Eq. 
(6) and the results are given in Table 3.3. As it is inferred from Table 3.3, at 3,000 K, 
while about 58% of the termolecular collisions O2∙∙∙H2∙∙∙O2 fulfill the energy requirement 
of Eq. (4), only less than 1% of bimolecular collisions H2∙∙∙O2 meet the energy 
requirement. However, as temperature elevates, the probability of finding a bimolecular 
collision satisfying Eq. (4) increases more significantly (at 4,000 K, for instance, the 
increase is about 10 orders of magnitude for termolecular collisions while is only 2 orders 
of magnitude for bimolecular collisions) which by itself increases the probability of 
finding a bimolecular reaction initiating the early chemistry of hydrogen combustion.   
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Table 3.3: The probabilities of fulfillment of energy requirement of Eq. (4) for the ter- 
and bi-molecular reactions, respectively, at 3,000 K, 4,000 K, and 5,000 K. 
    
 3,000 K 4,000 K 
 
5,000 K 
Termolecular     

reactants
intE  35.76 47.68 59.61 
   
(Erel)
*
 14.04 2.12 0.0 
Probability 0.581 0.997 1 
Bimolecular    

reactants
intE  23.84 31.79 39.74 
   
(Erel)
*
 35.06 27.11 19.16 
Probability 0.008 0.078 0.277 
The average internal energy was calculated in accordance with the equipartition theorem: 2RT for a 
diatomic. (Erel)
*
 and probabilities were computed using Eqs. (5) and (6), respectively. All energy values are 
in kcal/mol. 
 
      Therefore, based on the results of Table 3.3, we can conclude that at lower 
temperatures, the termolecular reaction 2O2 + H2 → 2HO2 plays a more important role 
than the bimolecular reaction O2 + H2  H + HO2 in the early chemistry of hydrogen 
combustion. Our findings support the assumption made by Karkach and Osherov
72
 who 
postulated that the reaction 2O2 + H2 → 2HO2 may be important at elevated pressures 
and low temperatures. It should be noted that since the ReaxFF prediction of the barrier 
height to the termolecular reaction is lower than that of predicted by electronic structure 
calculations by about 35 kcal/mol, the occurrence probability of the termolecular reaction 
might be significantly overestimated.    
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3.5 STERIC EFFECTS 
      In the Section 3.4, we showed that at 3,000K, while 58% of the termolecular 
collisions 2O2 + H2 have enough energy to surmount the energy barrier for the reaction 
2O2 + H2 → 2HO2, less than 1% of the bimolecular collisions O2 + H2 satisfy the energy 
requirement for the reaction O2 + H2  H + HO2. However, at 3,000 K the occurrence 
probability of the termolecular reaction is still unexpectedly lower than that of the 
bimolecular reaction except at extremely high density; see Figure 2.11. In this section, we 
seek to address this matter by identifying the angular constraints, which is referred to as 
steric effects, for the termolecular and bimolecular reactions.       
      We closely studied 50 individual reaction clusters for each reaction at 3,000 K. 
During the interval between formation of each reaction cluster, that is when 𝑟O𝑖H𝑗 ≤ 1.8 
Å, and rupturing of the H-H bond, that is 𝑟H−H ≥ 1.5 Å, at every integration step we 
computed the bond angle(s) and the dihedral angle. Combining the results of 50 
individual reaction clusters, we obtained the distributions of the bond and dihedral angles 
for the termolecular and bimolecular reaction clusters; see Figure 3.7.    
 
Figure 3.7: The probability distribution of the bond angle(s) α O–O–H for the 
bimolecular (green) and termolecular (red and blue) reaction clusters. The probability 
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distributions are fitted to the beta distribution function and were obtained for the bond 
angles of 50 individual reaction clusters calculated during the interval between formation 
of each reaction cluster and rupturing of the H-H bond. 
  
      As shown in Figure 3.7, for 90% of the reaction clusters, the bond angles α ∠O–O–H 
fall in interval of (115, 155) with the maximum probability at 135
 
degrees. Although the 
bond angle distributions are same for both termolecular and bimolecular reaction clusters, 
the termolecular reaction clusters are constrained by two bond angle restrictions. In other 
words, for a termolecular collision to become reactive, two spatial requirements must be 
fulfilled which lowers the probability of reaction occurrence. As for the dihedral angle, 
we did not find any specific constraint for both reactions.  
      It must be noted that at elevated temperatures like those set for this study, T > 3,000 
K, collision encounters had enough kinetic energy to escape the potential well, and thus 
reactant complex did not form. For the termolecular reaction, for instance, despite the 
potential well of -12.46 kcal/mol, as predicted by ReaxFF, the average total kinetic 
energy of collision clusters 2O2 + H2 is ,2
21 RT 62.59 kcal/mol for T = 3,000 K, based 
on equipartitioning of the energy ( RT
2
7 for each diatomic). Therefore, the encounters 
almost never trap in the potential well and formation of reactant complex is very unlikely. 
In such elevated temperatures where encounters behave like hard spheres, the spatial 
constraints are satisfied randomly depending on the orientation of molecules as they enter 
a collision. In other words, since collisions do not lead to formation of reactant 
complexes, colliders do not have enough time for the intermolecular rearrangements to 
 89 
satisfy the spatial constraints for the bond angles beyond purely statistical expectations. 
This is what we observed in the simulations where the center of mass distance of the 
colliders reduces with time, passes through a minimum (moment of collision), and then 
increases monotonically. The length of collision duration, as Tolman
98
 suggested, is only 
an indication of largeness or smallness of the relative translational energy of the 
encounters. However, at low temperatures, termolecular encounters are more capable of 
getting trapped in the potential well to form a complex. Therefore, a termolecular 
collision at low temperatures more likely promotes a reaction since molecules have more 
time for the intermolecular rearrangements to meet the spatial requirements within a 
long-lived complex. This increases the occurrence probability of the termolecular 
reaction relative to that of bimolecular reaction.     
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4. GENERAL APPLICATION OF TOLMAN’S CONCEPT 
OF ACTIVATION ENERGY  
The Arrhenius activation energy Ea is an empirical parameter given by the slope of a 
plot of ln k(T) versus 1/T, where k(T) is the reaction rate coefficient at temperature T. 
When Ea is independent of T the Arrhenius equation is 
 
Ea = – d ln k(T)/d (1/T), (1)  
 
where  is Boltzmann’s constant. In 1920 Tolman130 presented an interpretation of the 
activation energy of an elementary gas-phase bimolecular reaction under thermal 
conditions as the difference in the average internal plus relative translational energy of 
reacting pairs reactE  and the average total energy of colliding pairs of reactants collidingE  
plus ½T; that is, 
 
.
2
1
collidingreacta TEEE   (2)  
 
The second term on the right-hand-side is the sum of the average relative translational 
energy of colliding pairs collidingrel )(E  and the average of the internal energies of the 
colliding pairs intE ; that is, 
 
;)( intcollidingrelcolliding EEE   (3)   
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where collidingrel )(E  is given by  
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and  (Erel,T) is the collision cross-section.  
Fowler and Guggenheim
131
 defined Ea as reactE   minus allE , the average internal plus 
relative translational energy of all pairs of reactants:   
 
,)( intallrelall EEE   (5) 
  
where allrel )(E  is the average relative translational energy of all pairs of reactants, 
.
2
3 κT The difference between the average energy of colliding pairs and average energy 
of all pairs is ½T, which appears explicitly in Eq. (2). This difference is due to the fact 
that colliding pairs more frequently involve reactants with larger Erel. Therefore, the 
average Erel for colliding pairs is greater than that of for all pairs. This can be verified for 
the hard-sphere model where the reaction cross section is independent of Erel. For the 
hard-sphere model, collidingrel )(E  given by equation (4) results in 2T that exceeds 
allrel )(E  by ½T.  Thus, the Fowler and Guggenheim expression is equivalent to the one 
by Tolman.  
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  A more general and rigorous derivation was given by Truhlar
132
 based on chemical 
dynamics. Truhlar’s derivation rests on the assumption of local equilibrium;133 that is, an 
equilibrium distribution of translational and internal energies of the reactants. The earlier 
versions were based on the assumption of global equilibrium. Truhlar’s general equation 
for the activation energy of a bimolecular gas-phase reaction A + B  products is  
 
   ; )( )( )( BintA int allrelreactintrela EEEEEE   (6)  
 
that is, the activation energy is the difference in the “average energy of the reacting pairs” 
(relative translational plus internal) and the “average energy of all pairs of reactants”. In 
Eq. (6) Aint )(E and Bint )(E are the average internal energies of reactants A and B, 
respectively.  
      The Tolman activation energy depends on the average relative translational energy of 
all pairs of reactants, allrel )(E , and the average internal energies of reactants, thus it has 
been applied to describe the temperature dependences of activation energies Ea(T) of 
reactions; that is, predicts the curvature of Arrhenius plots.
134-136 
Allison et al.
135 
used it to 
explain the curved Arrhenius plot they computed for the Cl + H2  HCl + H system. 
They explained the doubling in the activation energy over the experimental temperature 
range 200 K to 2500 K.
137-140 
Another example was reported by Haddadi et al.
136 
They 
observed an Arrhenius convex curve for Ti+ ion intramolecular exchange reaction 
between the two crown sides of the Calix[4]crown-6 ligand, which they attributed to the 
first term on the left-hand-side of Eq. (6). They showed that the average of energy of the 
reacting systems increases less rapidly than does the Boltzmann average energy. Inagaki 
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and Yamamoto
134 
showed that the activation energy of a deep hydrogen tunneling process 
is describable by Tolman’s interpretation. They explained that for a reaction dominated 
by tunneling the average energy of the reacting molecules is equivalent to the average 
tunneling energy; that is, the activation energy is the average tunneling energy minus the 
average energy of molecules.
 
Tolman’s concept has typically been applied to bimolecular reactions; however, it can 
be applied to reactions of any molecularity.
141,142
 Truhlar and Kohen,
141
 for instance, used 
it to explain the positive convexity of the Arrhenius plots of enzyme catalyzed 
reactions,
143-145
 specifically a thermal unimolecular dissociation. Their analysis shows 
that the convex Arrhenius plot is due to either the decreasing or less rapidly increasing of 
the average energy of dissociating molecules than the average energy of all molecules as 
the temperature increases.
141
 Gilbert and Ross
142
 proved that the activation energy of 
unimolecular reactions has the form of Tolman’s equation in the high-pressure limit. 
However, they showed that Tolman’s expression cannot accurately predict the activation 
energy of a unimolecular reaction in the low-pressure limit unless it is corrected to 
account for the depletion of the Boltzmann distribution by reactions. They also showed 
that the expression for the activation energy of a unimolecular reaction in the low-
pressure limit needs another correction factor to account for energy dependence of 
collisional vibrational excitation and de-excitation of the reactant molecules.
142  
Defining relative translation motion for three or more particles (ignoring internal 
degrees of freedom) is not straightforward. Smith
146,147
 generalized collision parameters 
such as relative translation motion to termolecular clusters by transformation to the 
center-of-mass coordinate system. The transformation reduces the configuration space of 
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three particles to three-dimensions. The classical canonical partition function for this 
reduced space is 
 
        (7)                                      
        = ,        (8) 
 
where  is the relative translational energy of three particles, P is the generalized 
vector of relative linear momentum, r is the generalized vector of relative position, and 𝜇 
is the reduced mass. Therefore, the Maxwell’s law for the relative motion of three 
particles is 
 
.                               (9) 
 
      To obtain the average relative translational energy of three particles we need to 
evaluate the momentum integral; that is, 
 
                                                   (10)                          
        (11) 
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where p is the magnitude of relative linear momentum and is equal to . 
Therefore, Eq. (11) becomes 
 
                                             (12) 
 
      In this Chapter, we present a generalization of Tolman’s concept of activation energy 
applicable to analysis of thermal and non-thermal reactions in molecular dynamics 
simulations of reactions in bulk gases. To illustrate the applicability of the method 
calculations were carried out to determine the activation energies of bimolecular reaction 
O2 + H2  H + HO2 and termolecular reaction 2O2 + H2  2HO2 from canonical MD 
simulation results for [H2/[O2] =1 at 3,000 K using the reactive force field ReaxFF. Later, 
in this Chapter, we apply the method to get the activation energies for the critical 
elementary reactions occurring in NVE simulations of thermal dissociation of 10 
hydrogen peroxide molecules equilibrated at initial temperature of 2,100 K and density of 
275.6 kg∙m-3.  
 
4.1 GENERALIZED TOLMAN ACTIVATION ENERGY 
The activation energy as given in Eq. (6) is an ensemble average over the activation 
energies of individual bimolecular gas-phase reactions. Since each reaction is local in the 
Boyd sense,
133
 a more general definition of Ea than Eq. (6) that includes reactions of any 
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molecularity is the difference between the average local energy of reactants that react 
 0
reactlocalE  and the average energy of all clusters of reactants; that is,  
 
   . )( )( )( BintA int allrel
0
reactlocala EEEEE    (13) 
   
Here we apply this approach to thermal reactions to demonstrate its applicability for 
determining the reaction requirements of reaction in simulations of bulk gases. Note that 
the quantities in the square brackets can be computed during the course of any simulation 
of bulk gases, including the reactions the non-thermal products of earlier reactions. This 
will be addressed later in this Chapter. 
It is necessary to identify those atoms in a bulk simulation that are involved in a given 
reaction, and to compute the Tolman (internal plus relative translational) energy of that 
cluster of atoms; which we refer to as the reaction cluster local energy (RCLE). The 
Tolman energy of a cluster of atoms depends on the chemical bonding. The Tolman 
energy is a part of the total energy (internal plus total translational) of a cluster of atoms 
that can influence an individual reaction. In other words, because we treat reaction 
clusters as conservative systems the difference between the total energy and the Tolman 
energy, which is the translational energy of the center-of-mass of the cluster, Etrans,CoM, 
does not contribute to the reaction.  
The change with time of the RCLE for an individual reaction can be defined in a 
Lagrangian reference frame (denoted by subscript L) as the sum of appropriate terms for 
the energy source or sink p(E) and for energy flow q(E); that is, 
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where p(E) is the rate of heat given off or used by a reaction due to formation or breaking 
of bonds and q(E) is rate of flow of energy into or out of the RCLE of the reaction to an 
external energy bath. Integrating the left-hand-side of Eq. (14) over the reaction duration 
τ results in 
 
     , )0()(d locallocal
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where t = 0 is a time before the reactants begin to interact and t = τ is the time at the end 
of the reaction. The local energy of an individual reaction is a dynamic quantity that 
evolves according to Eq. (14). The RCLE at the end of a reaction is    
 
    , ][][0reactintrellocal EQEPEEE 

 (16) 
 
where P(E) is the heat change due to chemistry in the cluster; that is, the change in the 
potential energy upon conversion of reactants to products at constant volume; and Q(E) is 
the change due to third-body effects, which are included in our definition of the cluster. 
Since the RCLE includes the potential energy of each species relative to separated atoms, 
P(E) is also accounted for. Thus, the local energy is conserved in each reaction cluster; 
that is, 
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      (17) 
 
Tolman’s concept applies to non-thermal reactants as long as Boyd’s local 
equilibrium assumption holds; that is, when the rate of relaxation of the translational 
energy is much faster than that of the internal modes, which is typically the case. For 
example, Dunbar
148
 showed, based on a local equilibrium assumption, that the activation 
energy of a low-pressure, laser-driven dissociation reaction has the form of Eq. (6) plus 
two correction terms to account for the dependence of the overall rate of dissociation on 
the rate of laser pumping. Dunbar assumed that the thermal distributions for the 
translational and internal energies do not change during the time that the dissociation 
reaction occurs as a first-order process; that is, when the concentration of reactants are 
considerably larger than the concentration of products.  
We illustrate the generalized Tolman activation energy (GTEa) method for 
determining the activation energies of reactions in molecular dynamic simulations of the 
NVT ensemble of mixtures of H2 and O2 and NVE ensemble of 10 H2O2 molecules. 
 
4.2 CANONICAL ENSEMBLE 
4.2.1 COMPUTATIONAL METHODS   
 The 2014 version of the LAMMPS80,81 code was used to perform MD simulations in 
the NVT ensemble with the ReaxFF
64
 force field. One hundred molecules with the 
equivalent ratio [H2]/[O2]=1 were simulated in a periodic box of dimensions 21×21×21 
Å
3
. The temperature of the system was maintained at 3,000 K using the Nose-Hoover
82,83 
thermostat with damping constant 0.5 ps. The initial configurations were generated by 
      .local
0
reactintrellocal

EEEE 
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using the PACKMOL
89
 code. The molecular internuclear distances, 0.75 Å and 1.18 Å 
for H2 and O2, respectively, were uniformly positioned in the simulation cell. The Polak-
Ribiere
90
 version of the conjugate-gradient algorithm was used to minimize the potential 
energy of the system; then atomic velocities were randomly selected from the Gaussian 
distribution for temperature T. The trajectories were propagated using the velocity 
Verlet
12,13
 integrator with time step 0.1 fs. The system was thermally equilibrated, which 
was confirmed by calculating the kinetic vibrational and rotational temperatures and 
comparing them to the target temperature. The equilibration was considered complete 
when the kinetic rotational and vibrational temperatures were equal to the target 
temperature. Complete equilibration required 15-25 ps. The bond distances were 
monitored during the equilibration to determine whether a reaction occurred. When a 
reaction did occur, the simulation was abandoned. The configurations of the system at the 
end of the equilibration simulations were used as the initial states for the production 
simulations, which were run for 2 ns.   
     Application of the GTEa concept requires that the reaction molecularity be determined 
which was delivered using the reaction identification algorithm prescribed in Chapter 2. 
Beginning 125 fs before the time at which the bond rupture was detected, center-of-mass 
velocity of each molecule in the cluster was obtained from the LAMMPS output file to 
calculate the relative translational energy of the reactants Erel; that is, 
 
      (18) 
 
where Etrans,i is the translational energy of the i
th 
species in the cluster, and Etrans,CoM is the 
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translational energy of the center-of-mass of the cluster, and N is the molecularity of the 
reaction cluster. The relative translational energy Erel was added to the sum of the 
vibrational and rotational energies of the species in the reaction cluster at every 
integration time step to give , which was averaged over the 125 fs 
interval to give the local energy for the NVT ensemble: 
 
                                            (19)  
 
Averages of the internal energies of the all the H2 and O2 molecules were computed at 
every integration step from the beginning of the simulation. Time averages of these 
quantities were used in Eq. (19) to compute the activation energies of reactions in the MD 
simulations; that is, 
 
                   (20) 
 
where is the average of Eq. (19) over an ensemble (as indicated by the 
overbar) of individual reactions.   
 We computed the local energies and the thermal energies for reactant and product 
arrangements of a reaction cluster beginning 125 fs before the time at which reaction was 
detected. We defined the local energy (LE) curve for an individual reaction as the curve 
of minimum value of the local energies of reactants and products as the reaction 
progresses. The LE is the curve that connects the local energy of reaction at t = 0 to t = τ, 
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that is it is the evolution of the RCLE, ; see Eq. (15). We used the LE to verify 
the conservation of the RCLE, and thus validate Eq. (17) for the main initial reactions 
occurring in the NVT ensemble at T = 3,000 K and ρ = 304.85 kg∙m-3 for [H2/[O2] =1. 
Similarly, we defined the thermal energy (TE) curve for an individual reaction as the 
minimum value of the thermal energies of reactants and products as the reaction 
proceeds. The TE of each (reactants and products) was computed relative to the bottom 
of the potential energy well of the reactants or products; that is, we subtracted energy of 
the bottom of the potential well (measured relative to separated atoms) from the LE to 
obtain the TE. 
There is a unique point on the LE curve for an individual reaction that separates 
reactants and products, which we call the transition configuration (TC). It is the point at 
which the local energy of the reactants is equal to that of the products. The TC is located 
at the maximum of the LE curve, and is a true measure of the energy requirement for the 
passage of reactants to products. Note that for a cluster of atoms the local kinetic energy, 
that is, sum of the relative translational energy and total kinetic internal energy, is 
independent of the arrangement of the atoms, and thus is the same for reactants and 
products, thus the TC is the point where the sum of the bonding potential energy of 
reactants is equal to that of products; that is, 
 
.        (21)        
     The TC characterized by Eq. (21) echoes the nonadiabatic transition determined by 
Landau
149
-Zener
150
 curve crossing formulation. Borgis and Hynes
151
 showed that for 
proton transfer reactions and in absence of quantum effects the location of crossing point 
)(local tE
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is where the effective potentials in the solvent coordinate for the reactant and product 
states become equal. The same idea applies to electron transfer in Marcus theory where 
the transition state can be determined as where the energy of the valance-bond state of 
reactant equals to that of the product. 
 
4.2.2 RESULTS AND DISCUSSION   
      We have calculated the Tolman activation energy, Eq. (20), using averages of 30 
individual TCs for O2 + H2  H + HO2 and for 2O2 + H2  2HO2 calculated from the 
results of MD simulations of the NVT ensemble. We calculated the local (LE) and 
thermal energies (TE) for individual reactions to verify energy conservation of the RCLE. 
The LE and TE curves are used to determine the transition configurations (TC) for the 
reactions. Since we have used an approximate force field, ReaxFF, it is important that we 
assess its accuracy to the extent that we can; thus, we compare the potential energy 
profiles predicted by ReaxFF to the TCs.  
     We first focused on calculation of the average relative translational plus internal 
energy over all clusters; that is,  in Eq. (20). The evolution 
of ensemble averages of vibrational and rotational energies for H2 and O2 molecules in a 
typical simulation at T = 3,000 K and ρ = 304.85 kg∙m-3 for a mixture of 50 H2 and 50 O2 
molecules was computed over the first 100 ps of the simulation. The time averages of 
these quantities are approximately equal to RT per mole (5.96 kcal/mol), as predicted by 
the equipartition theorem. We used Eq. (18) to find the relative translational energy of 
each H2-O2 pair every time step until a reaction was detected and averaged over all H2-O2 
pairs (2,500 pairs exist in a simulation cell); the time average of this quantity gives 
BintA int allrel )( )( )( EEE 
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; see Eq. (20). This corresponds to the analytical approach introduced by 
Truhlar
132
 and leads to the same result for  The simulation predicts 8.81 
kcal/mol for the average relative translational energy of H2-O2 pairs, which is about 
3
2⁄ RT per mole (8.94 kcal/mol).  Using Eq. (18), the relative translational energy of each 
2O2+H2 cluster was computed every time step until a reaction was detected and averaged 
over all 2O2+H2 clusters (61,250 clusters exist in a simulation cell); the evolution of the 
average relative translational energy of termolcular clusters, 2O2+H2, is plotted for a 
typical simulation is shown in Figure 4.1. The calculated  for the termolecular 
cluster of 2O2+H2 is equal to 17.92 kcal/mol, which is about 3𝑅𝑇 per mole (17.88 
kcal/mol) of termolecular clusters of 2O2+H2 under thermal conditions. Note that Eq. (18) 
predicts the same results as Eq. (12) does, which confirms the reliability of the 
computational approach prescribed by Eq. (18).  The average relative translational plus 
internal energy of all clusters, , Eq. (20), is determined by 
temperature.    
 
Figure 4.1: Average relative translational energy for all H2 + 2O2 groups as a function of 
time for a typical simulation. The time average of the quantity is 17.92 kal/mol that is 
about 3RT. 
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The RCLE for each individual reaction was calculated using Eq. (19), and the 
ensemble average of 30 individual reactions was used in Eq. (20) for . This 
gives values of Tolman’s activation energy 52.9 kcal/mol and 18.9 kcal/mol for O2 + H2 
 H + HO2 and 2O2 + H2  2HO2, respectively. The predicted activation energy of O2 + 
H2  H + HO2 can be compared to the Michael et al.
52
 results; they reported 
 
k = 1.228 × 10
-18
 T
2.4328
 exp (- 26926 K/T) cm
3∙molecule-1∙s-1                 (22) 
 
for the temperature range 400 K to 2,300 K. Assuming extrapolation of Eq. (22) to 3,000 
K is valid gives Ea = 68.01 kcal/mol, which differs with the Tolman activation energy by 
about 22%. The predicted Tolman activation energy value for 2O2 + H2  2HO2 at 3,000 
K is significantly larger than the reaction barrier height by 5.3 kcal/mol obtained by using 
NEB. To the best of our knowledge there is no reported value for the activation energy 
for 2O2 + H2  2HO2.  
The local energy curves of the reactants and products were calculated starting 125 fs 
before the time at which reaction was identified using  
 
      Elocal (t) = (Erel + Eint)t.                                                                                 (23)        
 
Panels (a) and (c) of Figure 4.2 show the local energy curves for a typical bi- and ter-
molecular reaction, respectively. Each local energy curve has three regions: pre-
transition, transition, and post-transition. Pre-transition is the region where time averages 
of local energy curves are usually constant values with local energy of the reactants being 
 NVT
MDlocalE
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lower than that of products. Immediately after formation of the reaction cluster the local 
energy curves are almost vertical; which is the transition region that includes the TC. 
Beyond the transition region the reactions proceed products, which we call the post-
transition region. As in the pre-transition region the local energy oscillates about constant 
values with the local energy of the products being lower than that of the reactants. It must 
be noted that in the pre-transition region and prior to formation of the reaction cluster, if 
any reactant species collided with other species present in the box, we observed an abrupt 
change in local energy curves due to energy transfer. However, once the reaction cluster 
formed, the local energy curves remained constant; see Figure 4.3. In addition to the 
abrupt change caused by collisions between components of a reaction cluster with other 
species prior to formation of the reaction cluster, the thermostat can also perturb the local 
energy due to rescaling the velocities. 
     The local energy shown in panels (b) and (d) of Figure 4.2 (in green) for typical bi- 
and ter-molecular reactions, respectively, was determined by the minimum between the 
local energy of the reactants (blue dashed curves) and that of the products (red dashed 
curves) every time step beginning 125 fs prior to detection of the reaction. As panels (b) 
and (d) of Figure 4.2 show the RCLE is conserved during a reaction. This is in agreement 
with Eq. (17) that for the NVT ensemble the RCLE at the beginning of a reaction and at 
the end of the reaction are equal. On the other hand, the thermal energy shown in panels 
(b) and (d) of Figure 4.2 (in purple) predicts that the thermal energy decreases for both of 
the typical individual reactions. According to the individual reactions of Figure 4.2, the 
reaction cluster loses 41.2 kcal/mol and 2.2 kcal/mol thermal energy for the bi- and ter-
molecular reactions, respectively. This means that the reaction clusters become 
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energetically cold after the reactions. Note that for the bimolecular reaction, LE starts 
deviating from its mean value at 44.4 ps (panel (b)). This rapid deviation is due to the 
hydrogen-atom product is highly unstable and leaves the reaction cluster immediately as 
it is produced, thus starts interacting with other species. We obtained the LE and TE 
pathways for each reaction by averaging over 30 individual LEs and TEs, respectively; 
see Figure 4.4. 
 
                              (a)                                                            (b) 
 
                               (c)                                                            (d) 
Figure 4.2: The local energy (LE) of the reactants (dashed blue curves) and products 
(dashed red curves), both calculated using Eq. (22) for (a) a typical H2 + O2  H + HO2 
reaction and (c) a typical H2 + 2O2  2HO2 reaction. The LE is the minimum of these 
local energy curves and plotted in green for (b) the bimolecular reaction and (d) the 
termolecular reaction. The transition configuration for each reaction is shown by an 
arrow. For each individual reaction, the thermal energy curves are shown by blue and red 
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dotted curves for the reactant and product arrangement of the reaction cluster, 
respectively. The thermal energy (TE) curves are shown in purple. The Tolman activation 
energy for these individual reactions is 39.8 kcal/mol and 26.3 kcal/mol for the bi- and 
ter-molecular reaction, respectively. 
 
 
 
Figure 4.3: The local energy curves for the reactant arrangement of two typical 
bimolecular reaction cluster H2 + O2  H + HO2. The time origin sets at 215 fs prior to 
detection of the reaction that is rupturing of the H2 molecule. For the reaction cluster 
shown in red, the local energy is constant in the interval prior to the time at which 
reaction was detected. However, the local energy shown by the blue curve abruptly 
increases about 75 fs prior to breaking of the H-H bond. This abrupt change is due to a H2 
molecule colliding with a collision complex previously formed by a H2 and an O2 
molecule. This collision occurs about 55 fs before the formation of the reaction cluster. 
       
      Each LE has a maximum located at the intersection of the local energy curves which 
lies in the transition region. The configuration of reaction cluster at the peak of the LE 
was taken as the TC for the reaction, as illustrated in Figure 4.5 for the typical reactions 
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of Figure 4.2. We computed TC for 30 individual reactions of each kind (30 termolecular 
and 30 bimolecular). Then we averaged the geometrical parameters over the individual 
TCs to obtain the average TC for the bi- and ter-molecular reactions. The geometrical 
parameters for the average TCs are listed in Table 4.1. It is important to note that while 
before TC the LE is determined by local energy of reactants, once a reaction passes TC 
the backward reaction has to be considered to get the LE. This is due to the fact that 
reaction proceeds along the product channel beyond TC. Thus, TC is a unique point on 
the LE which determines the time after which products becomes thermally more stable 
than reactants. 
 
 
Figure 4.4: The local energy (LE) path (green curves) and the thermal energy (TE) path 
(purple curves) were obtained by averaging over 30 individual reaction LEs and TEs, 
respectively, and shown for the bimolecular (top panel) and termolecular (bottom panel) 
reactions. The average local energy curves are plotted for reactants (blue) and products 
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(red). While near the time of the reaction, the average RCLE is conserved, the 
bimolecular and termolecular reaction clusters lose 42.1 kcal/mol and 4.0 kcal/mol 
thermal energy on average, respectively. The Tolman activation energy was computed as 
the average of 30 individual activation energies.   
 
      The ReaxFF saddle point (geometries are given in Table 4.1 and the potential energy 
profile was illustrated in Figure 3.2) for the bimolecular reaction shows that for the 
bimolecular reaction the saddle point resembles to the products. It is also true for the TC 
of the bimolecular reaction. As demonstrated in Figure 4.2(a), the crossing point of two 
curves is at the bottom of the transition region for the reverse reaction (red curve). Unlike 
the bimolecular reaction which saddle point is completely on the product side, the saddle 
point for the termolecular reaction has an intermediate structure that is slightly leaning to 
the products (dashed green line in Figure 3.2). It can also be inferred by looking at Figure 
4.2(c) where the TC is in the middle of the transition region for the reverse reaction (blue 
curve). 
Table 4.1:  Predicted transition configuration (TC) geometries determined by using 
Tolman’s approach and saddle point (SP) structures obtained using NEB method for bi- 
and ter-molecular reactions. The reported values are the average over an ensemble of 30 
individual TC. 
 NEB TC 
 
Termolecular    
r O'–H'  1.04 1.34 ± 0.15 
r O–H 1.04 1.43 ± 0.15 
r H–H' 1.34 1.16 ± 0.06 
β1 O–H–H' 170.66  
β2 O–H–H' 170.66  
α O–H–H'–O' -170.48  
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Bimolecular   
r O–H 1.01 1.26 ± 0.11 
r H–H' 1.58 1.25 ± 0.10 
β' O–H–H' 144.70  
α' O'–O–H–H' -161.33  
   
a Distances in angstroms. β1 and β2 are the bond angles and α is the dihedral angle for the 
termolecular saddle point. β' and α' are the bond and dihedral angles, respectively, for the 
bimolecular reaction.  
 
 
 
Figure 4.5: The reaction identification algorithm monitors the evolution of internuclear 
distances within the reaction cluster; the dashed green curve shows the local energy (LE) 
which maximum is associated to the energy of the presumptive TC. (a) A typical 
bimolecular reaction with the transition configuration (TC) geometry of r H-H = 1.22 
Å,  r O-H = 1.26 Å and r O-O = 1.26 Å, and (b) a typical termolecular reaction with the 
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TC geometry of r H-H = 1.15 Å, r O-H = 1.34 Å, r O-H=1.34 Å, r O-O = 1.29 Å and r O-
O = 1.23 Å. 
 
4.3 MICROCANONICAL ENSEMBLE 
4.3.1 COMPUTATIONAL METHODS   
      Using ReaxFF reactive force field, 50 simulations were performed with 
microcanonical ensembles, that is, fixed number of atoms (N), fixed volume (V), and 
fixed total energy (E)–referred to as NVE. We simulated 10 H2O2 molecules at the 
density of ρ = 275.6 kg∙m-3 in a cubic cell with periodic boundary conditions. The total 
energy of the simulations was set to the total energy of the equilibrated system at 2,100 
K.    
    We first began with running an equilibration simulation. Initial configuration of 
reactants for each simulation was generated using PACKMOL
89
 code that distributes all 
molecules in a box with periodic boundaries such that all non-bonding interatomic 
distances were at least 2.2 Å. These initial configurations were adjusted by using the 
Polak-Ribiere version of the conjugate gradient algorithm for energy minimization, until 
either the energy, 110-4, or the force criterion, 110-6 kcal∙mol-1 Å-1, was satisfied. This 
resulted in the H2O2 molecules being at the bottom of the potential well with O-H and O-
O bonds equal to their equilibrium bond length; 0.970 Å and 1.461 Å, respectively. 
Atomic velocities were selected from Gaussian distributions corresponding to the input 
temperatures of 2,100 K. The trajectories were propagated using the velocity Verlet 
algorithm with time step of 0.01 fs.  
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      The equilibration simulations were carried out using NVT ensemble for the input 
temperature of 2,100 K. The equilibration in the system was checked by calculation of 
the average kinetic translational and kinetic internal (rotational plus vibrational) 
temperatures of the molecules. If a reaction was occurred during the equilibration, the 
simulation was abandoned. State of the equilibrated system was used as input for 
production of NVE simulations which were run for 2 ns.  
 
4.3.2 ATOMIC REACTION SEQUENCE AND REACTION STREAM   
      We used the reaction identification algorithm previously described in Chapter 2 to 
detect all chemical molecular events in transition of the system from thermally 
equilibrated reactants to thermally equilibrated products in thermal dissociation of H2O2. 
Note that in the present study the most thermodynamically (from point of view of free 
energies) stable product is a mixture of 10 H2O and 5 O2; that is the overall reaction is 
 
       (R)                                          10H2O2 → 10H2O + 5O2 
 
The simulations predict two initiation reaction mechanisms for thermal dissociation of 
H2O2 as 
 
      (R1)                                          H2O2 + (H2O2) → 2OH + (H2O2)  
      (R2)                                          2H2O2 → HO2 + OH + H2O  
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with contribution of 62% and 38% to the initial radicals production, respectively. A 
complete list of all elementary reactions observed in the simulations is reported in 
Appendix I. 
      We define an atomic species sequence (ASS) for an atom as a sequence of species 
that connects thermally equilibrated reactants to thermally equilibrated products. For each 
simulation, we divided the time interval between time of occurrence of the initial reaction 
and the time at which the final products became thermally equilibrated into 10 regular 
sub-intervals. At the end of each sub-interval composition of the system was determined. 
The first composition determination was made immediately after the initial reaction was 
completed and its products were identifiable.  The last determination was made when the 
final products became thermally equilibrated. We obtained the ASS for each H atom and 
each O atom individually. A complete set of ASSs for all H and O atoms are illustrated in 
panels (a) and (b) of Figure 4.6, respectively. Removing the less frequent ASSs with 
occurrence probability < 1%, we obtained the dominant ASSs that are shown in Figure 
4.7. The simulations predict that the less frequent ASSs contribute by 20% to transition of 
the system from thermally equilibrated reactants to thermally equilibrated products in 
thermal dissociation of H2O2. This significant contribution indicates that rare ASSs which 
result from less probable elementary reactions can be treated as fluctuations and are 
deserved to be understood profoundly using methods like kinetic Monte Carlo.
152
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(a) 
 
 
 
 
 
 
 
 
 
 
(b) 
 
 
 
 
 
 
Figure 4.6: (a) All atomic species sequences (ASSs) found for (a) H atoms and (b) O 
atoms from analysis of 50 NVE simulations of 10 H2O2 molecules equilibrated at 2,100 
K and 275.6 kg∙m-3 
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(a) 
 
 
 
 
 
 
 
 
(b) 
 
 
 
 
 
Figure 4.7: The dominant atomic species sequences (ASSs) obtained by removing less 
frequent ASSs with occurrence probability < 1% from Figure 4.6 for (a) H atoms and (b) 
O atoms. 
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      We define the atomic reaction stream (ARS) for all atoms of same kind (that is, all H 
atoms or all O atoms) as a complete set of sequences of elementary reactions which 
connect two different chemical species among those appeared in the overall reaction 
equation (R), that is H2O, H2O2, and O2. For hydrogen atoms, for instance, ARS is the set 
of four groups of reaction sequences connect H2O2 to H2O, H2O2 to H2O2, H2O to H2O2, 
and H2O to H2O. Note that we also considered the situation where initial and final species 
in the sequences were not thermally equilibrated. For each group in an ARS set, less 
frequent sequences with occurrence probability < 1% were removed to obtain the 
dominant subset of the ARS. The dominant subset of the ARS for H atoms is listed in 
Table 4.2 and illustrated in Figure 4.8. The simulations predict that 85% of H atoms are 
involved in reaction sequences listed Table 4.2 in transition of the system from thermally 
equilibrated reactants to thermally equilibrated products. 
 
  
 
    
 
 
 
 
 
 
     
    
   
    
       
    
   
   
   
   
    
   
   
   
  
-  
   
  
-  
       
    
  
-  
  
-  
   
   
   
   
   
(a) (b) 
(c) (d) 
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
      
   
   
   
      
   
  
-  
  
-  
 117 
Figure 4.8: The dominant subset of atomic reaction stream (ARS) for H atoms obtained 
from analysis of 50 NVE simulations of 10 H2O2 molecules equilibrated at 2,100 K and 
275.6 kg∙m-3. Dominant reaction sequences which connect (a) a H2O2 molecule to a H2O 
molecule, (b) a H2O molecule to a H2O2 molecule, (c) a H2O2 molecule to a H2O2 
molecule, and (d) a H2O molecule to a H2O molecule. 
 
Table 4.2: The dominant subset of ARS for H atoms.
1
  
 Reaction Sequence Probability 
 
H2O2 to H2O   
 R3 27% 
 R1-R7 13% 
 R1-R3 11% 
 R6 6% 
 R3-R5 5% 
 R2 4% 
 R4-R3 3% 
 R3-R6 3% 
 R1-R5 2% 
 R4-R14 2% 
 R8-R9 2% 
 R2-R3 1% 
 R2-R5 1% 
H2O to H2O2   
 R7-R1
-1 
52% 
 R7-R4 26% 
 R7-R8-R8
-1 
12% 
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Continued Reaction Sequence Probability 
 H2O2 to H2O2   
 R4 33% 
 R3-R10 13% 
 R1-R4 9% 
 R8-R8
-1 
7% 
 R11 6% 
 R6-R4 5% 
 R4-R4 4% 
 R12-R8
-1 
3% 
 R3-R11 2% 
 R1-R1
-1 
2% 
 R4-R1
-1 
2% 
H2O to H2O   
 R7 54% 
 R7-R7       27% 
 R7-R5
 
8% 
 R7-R3 5% 
   
1
A complete list of identified reactions is available in Appendix I.   
  
4.3.3 NEB CALCULATIONS  
       In the previous section, we have determined the dominant subset of the ARS for 
hydrogen atoms in the thermal dissociation of H2O2. As inferred from Table 4.2, the most 
frequent reaction sequences include reactions involving highly unstable radicals such as 
OH and HO2. These reactions are 
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      (R1
-1
)                                      2OH → H2O2 
      (R3)                                        H2O2 + OH → HO2 + H2O  
      (R4)                                        H2O2 + OH’ → HOOH’ + OH  
      (R5)                                        HO2 + OH → O2 + H2O 
      (R7)                                        H’O’H’ + OH → HOH’ + O’H’ 
      (R10)                                       2HO2 → O2 + H2O2 
      (R15)                                       HO2 + OH → H2O3 
      (R31)                                       2OH → H2O + O 
 
     Since these reactions significantly contribute in the dominant subset of the ARS, it is 
important to know how accurate ReaxFF force field predicts the potential energy profile 
for them. Therefore, we performed nudged elastic band (NEB) calculations as 
implemented in LAMMPS 2014 to characterize the potential energy profile for these 
reactions as predicted by ReaxFF. A minimum number of 56 replicas distributed 
equidistantly along the reaction pathway were selected from actual simulations to 
perform the NEB studies.  We changed the force constants within 1.010-5 Eh∙a0
-2 
to 
1.010-1 Eh∙a0
-2
 interval until the force criteria of 1.010-5 Eh∙a0 was met for the saddle 
points. The potential energy profiles for these reactions are shown in Figure 4.9 which 
reveals that all of these reactions proceed via formation of a reactant complex in the entry 
channel.  
      Ginovska et al.
153
 performed ab initio calculations using DFT MPW1K/6-31+G** 
level of theory to characterize the potential energy profile for reaction (R3). Their 
calculations reveal that a reactant complex exists in the entry channel of the reaction 
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which is 6.1 kcal/mol lower in energy than the separated reactants. They predicted two 
saddle points for reaction (R3) which are 0.9 kcal/mol and 1.5 kcal/mol above the 
separated reactants. Comparing with Ginovska et al. results, we conclude that while 
ReaxFF predicts the energy of the reactant complex nearly accurately (ReaxFF prediction 
is only 0.57 kcal/mol lower than that of predicted by Ginovska et al.
153
 using DFT 
MPW1K/6-31+G** level of theory), it tremendously fails to predict the energy of the 
saddle points for reaction (R3); ReaxFF prediction for the saddle point of reaction (R3) is 
6.97 kcal/mol below the lowest energy saddle point predicted by Ginovska et al.    
 
                    
 
 
 
 
 
 
 
 
 
 
 
Figure 4.9: ReaxFF prediction for the potential energy profile of the dominant reactions 
in atomic reaction stream (ARS) of thermal dissociation of H2O2. Reactant complex 
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(RC), saddle point (SP), and product complex (PC) are energetically characterized for 
each reaction. Attempts to characterize the potential energy profile for reactions (R4) and 
(R7) failed. 
 
      Gonzalez et al.
154,155
 carried out ab initio calculations to characterize the potential 
energy profile for reaction (R5) on the triplet
155
 and singlet
154
 potential energy surfaces. 
Using MP4/6-31G** level of theory, they reported the barrier heights of 48.05 kcal/mol 
and 7.59 kcal/mol on the singlet and triplet surfaces, respectively, relative to the reactant 
complex formed in the entry channel. Their electronic structure calculations reveal that 
reaction (R5) predominantly proceeds on the triplet potential energy surface except at 
temperatures higher than 2,500 K where the reaction path on the singlet surface becomes 
competitive. Comparing with the results reported by Gonzalez et al., it is revealed that 
ReaxFF does not the accurately predict the potential energy profile which might be due to 
the fact that ReaxFF surface is a spinless surface.         
     It must be noted that in the present study, we used ReaxFF merely as a tool to develop 
methods to glean details of the chemistry from CMD simulations; the accuracy is not a 
key to our purpose. 
 
4.3.4 APPLICATION OF GENERALIZED TOLMAN ACTIVATION ENERGY 
TO NON-THERMAL REACTIONS 
      Earlier in this Chapter, we presented the generalized interpretation of the Tolman 
activation energy and applied it to the molecular dynamics (MD) simulations of reactions 
in bulk gases under thermal conditions. Here, we use the interpretation to treat non-
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thermal reactions; for example, in reactions occurring in bulk MD simulations of the 
NVE ensemble. 
     We defined the activation energy for an individual reaction A + B  Products 
occurring in MD simulations, as the average local energy (internal plus relative 
translational) of the reactant pair that react 
reactlocal
E  minus the average energy of all 
clusters of reactants; that is 
 
  allreactlocalindividuala EEE  ,       (24)    
 
where the 
reactlocal
E was computed by time averaging sum of the internal and relative 
translational energies of reactants that reacts. The time average was computed over a 
limited time interval prior to detection of the reaction during which the composition of 
the system remained unchanged. This time interval varied from one reaction to another. 
For the allE , we assumed thermal conditions, that is, the average relative translational 
energy and the average internal energies were set by T according to equipartitioning of 
the energy.  
     However, application of Eq. (24) to non-thermal reactions requires properly treatment 
of allE . Since for microcanonical ensemble temperature is not a fundamental variable, 
one cannot assume equipartitioning of the energy in its conventional form, which states 
the contribution of each degree of freedom to the total kinetic energy is ½ RT per mol. 
Recently, Uline et al.
156
 generalized the equipartition theorem to microcanonical 
ensemble showing that for NVE ensembles with small number of atoms, energy of 
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various degrees of freedom is proportional to a more fundamental bulk property than the 
temperature which is the time average total kinetic energy of the system; totKE .   
It is trivial that the totKE for a number of N particles is equal to the sum of the 
average kinetic energy of each particle, that is   


N
i i
i
m
KE
1
2
tot
2
p
 ,                                                                       (25)     
                                
where pi is the momentum vector of the i
th 
particle. Uline et al.
156
 showed that the average 
total kinetic energy acts as an energy bath for each particle and the average energy of 
each particle is expressed as 
 
 tot
2
)1(2
KE
NM
mM
m tot
itot
i
i



p
 .                                                                       (26) 
 
     Although Uline et al. only considered translational degrees of freedom to generalize 
the equipartition theorem, their approach can be extended to internal degrees of freedom 
as we do it in the current study. Here, we made use of the GTEa jointly with a more 
generalized version of the equipartition theorem than that of introduced by Uline et al. to 
compute the activation energy for the secondary reactions of (R3) predominantly 
observed in ARS of thermal dissociation of H2O2.   
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 4.3.5 THEORETICAL METHODS AND RESULTS  
There are N = 40 atoms in simulation cells which form Nt number of molecules 
(number of molecules varies in course of the overall reaction). It is important to note that 
the generality of Eq. (25) is not violated by assuming particles as molecules with the 
internal degrees of freedom. Subtracting sum of the average molecular center-of-mass 
translational energy from both sides of Eq. (25), we have for the time average total 
internal (rotational plus kinetic vibrational) kinetic energy 
         



40
1
2
red,
inttot,
2
N
i
i
i
m
KE
p
                           with i = H or O                                     (27) 
where pi,red is the internal (rotational plus kinetic vibrational) momentum of the i
th 
atom. 
Rewriting Eq. (26) for the average total internal kinetic energy, we have  
 
inttot,
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KE
NM
mM
m tot
itot
i
i


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p
          with i = H or O, and N = 40                          (28) 
 
for the average internal kinetic energy of each atom in the system. Equation (28) shows 
that while all similar atoms (all H atoms or all O atoms) contributes an identical amount 
to the total internal kinetic energy, different atoms do not contribute equally to the total 
internal kinetic energy due to the difference in masses. We can also write down a similar 
equation to Eq. (25) for the average total translational energy as 
 
  

t
1
2
CoM,
transtot,
2
N
i i
i
m
KE
p
,                                                                                  (29) 
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where the sum is over the total number of molecules, Nt, and  pi,CoM is the momentum of 
the center-of-mass of the i
th 
molecule. Therefore, the average translational energy of the 
i
th
 molecule is 
 
transtot,
t
2
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)1(2
KE
NM
mM
m tot
itot
i
i



p
 .                                                            (30) 
 
Equation (30) implies that the contribution of each molecule to the total translational 
energy is not the same for all molecules but depends on a factor related to the mass of the 
molecule. More specifically, the heavier molecules contribute less than the lighter 
molecules.  
We identified a number of 40 distinct occurrences of (R3) in seven NVE simulations. 
To get the activation energy for each individual reaction, we needed to compute the local 
energy of OHH2O2 reaction clusters. For each reaction cluster, we separately obtained 
the center-of-mass velocity of the OH and H2O2 involved in the reaction cluster from the 
LAMMPS output file beginning 125 fs prior to detection of a reaction. This gives the 
molecular translational energy for each species in the reaction cluster. Then, we 
subtracted the obtained molecular translational energies from the total kinetic energy of 
the reaction cluster which gives the total internal kinetic energy of the cluster. Then, we 
computed the relative translational energy for the cluster as sum of the molecular 
translational energies minus the translational energy of the center-of-mass of the 
OHH2O2 cluster. Then, the bonding potential energy for the involved OH and H2O2 
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was obtained directly from ReaxFF by running independent simulations with only one 
species in the box at each time (to avoid any intermolecular interaction). We read the 
potential energy predicted by ReaxFF for the geometry of reacting OH and H2O2. The 
geometries to run these independent simulations were taken from the LAMMPS output 
file beginning 125 fs prior to detection of the reaction. Finally, the average local energy 
for an OHH2O2 reaction cluster, that is, reactlocalE  in Eq. (24) was computed as the 
time average (125 fs time interval prior to detection of the reaction) of sum of the relative 
translational energy, internal kinetic energy, and bonding potential energy of the cluster. 
We used Eqs. (28) and (30) for the time interval between two sequential chemical 
events happening in the cell (with the second one being reaction (R3)) to compute the 
allE at the time of each individual reaction. The total kinetic energy of the system was 
computed using Eq. (25) from the LAMMPS output file. Then, we computed the center-
of-mass velocity every 0.5 fs for each molecule to get the molecular translational energy. 
The total translational energy was computed by adding all molecular translational 
energies and averaged over the time interval between two sequential reactions to get the 
average total translational energy. The average relative translational energy of a typical 
OHH2O2 cluster under the energy condition of the an individual reaction was computed 
as the average translational energy of a typical OH radical plus the average translational 
energy of a typical H2O2 molecule minus the average translational energy of the center-
of-mass of the OHH2O2 cluster; all three quantities were calculated using Eq. (30); that 
is 
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Note that since composition of the system was unchanged between two sequential 
reactions, Nt was fixed in Eq. (31) for each individual reaction. Equation (31) shows that 
the average relative translational energy for a typical bimolecular cluster is proportional 
to the average total translational energy regardless of the cluster mass. A similar approach 
can be applied to clusters with higher molecularity.   
According to Eq. (28), the average contributions of hydrogen and oxygen atoms to 
the total internal kinetic energy are  
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Therefore, the average internal kinetic energy of a cluster of OHH2O2 for the time 
interval between two sequential chemical events is  
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where the factor of 3 accounts for the fact that there are three O and three H atoms in 
each OHH2O2 cluster. The average total internal kinetic energy appeared in Eqs. (32)-
(34) was computed by subtracting the average total translational energy from the average 
total kinetic energy (computed using Eq. (25)).  
Finally, the total bonding potential energy, at each time step, was computed by adding 
up the ReaxFF predictions for the potential energy of each species.  We placed each 
species in an isolated simulation box and read its potential energy predicted by ReaxFF. 
The total bonding potential energy was averaged over the time interval between two 
sequential chemical events to get the average value at the moment of an individual 
reaction (R3). The total number of vibrational degrees of freedom was set by the 
composition of the system which is known in the time between two reactions. We 
assumed that the average total bonding potential energy is equally partitioned among all 
vibrational degrees of freedom, that is, all vibrational degrees of freedom on average 
contributes equally in amount of <PEvib>. Therefore, the average bonding potential 
energy of a typical OHH2O2 pair with four vibrational degrees of freedom is 4<PEvib>.  
Therefore, the allE for all OHH2O2 pairs at the time of each individual reaction was 
computed as the time average (over the time interval between two reactions) of sum of 
the average relative translational energy as computed by Eq. (31), average internal kinetic 
energy as computed by Eq. (34), and average potential vibrational energy of a typical 
OHH2O2 cluster; that is 2O2H---OHE . Essentially, we made the ergodic assumption 
that the time average is equal to the ensemble average; thus, Eq. (24) can be rewritten as 
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 
2O2H---OHreactlocalindividuala
EEE         (35) 
 
We computed the activation energy for 40 individual reactions of (R3), H2O2 + OH → 
HO2 + H2O, occurring in the non-equilibrium region of the NVE simulations using Eq. 
(35). Figure 4.10 shows the activation energy of each individual reaction in course of the 
simulation. Note that the zero of time was taken to be the time of the initial reaction. We 
observed negative activation energy for some of the individual reactions which is 
interpreted in Tolman’s sense as reactions between non-thermal (cold) species with the 
energy lower than the average. These reactions involve highly unstable radicals (OH in 
this case). However, the average over 40 individual activation energies reveals that the 
activation energy for reaction (R3) is on average 62.0a E  kcal/mol which indicates that 
ReaxFF predicts that reaction (R3) in general is barrierless under the thermodynamic 
conditions of this study. However, each individual reaction can have either negative or 
positive activation energy depending on the energetics of the reaction cluster.         
 
Figure 4.10: The Tolman activation energy for 40 individual secondary reactions of 
H2O2 + OH → HO2 + H2O in the simulation of the thermal dissociation of H2O2. 
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5. CONCLUSIONS 
      In this research, we used ReaxFF force field as a tool to perform classical molecular 
dynamics (CMD) simulations to gain insight into hydrogen combustion. We developed a 
reaction identification algorithm which can be used along CMD simulations to detect 
every elementary molecular event such as reactions, complex formations, and complex 
dissociations. The simulations showed that even the early chemistry of hydrogen 
combustion that is a relatively simple process has not been understood well. The CMD 
simulations showed that the termolecular reaction 2O2 + H2 → 2HO2 plays an important 
role in production of initial radicals at elevated density and low temperature. This is in 
contradiction with the mainstream thought in the combustion community that the 
bimolecular reaction O2 + H2 → H + HO2 is the initial reaction in hydrogen combustion.  
      As electronic structure calculations predicted, barrier height to the termolecular 
reaction 2O2 + H2 → 2HO2 is lower (~ 9 kcal/mol) than that of the bimolecular reaction. 
This finding indicates that many of the currently existing reduced mechanisms and 
kinetic models which are widely used to describe the chemistry of hydrogen combustion 
are indeed inaccurate. We believe one cannot accurately describe the complexity of 
hydrogen combustion, unless by developing models based on atomic level simulations. 
As quantum dynamics is computationally very expensive, CMD simulation is the only 
practical approach that can be used to explore dynamics of hydrogen combustion.  
      One area that should be taken seriously by the combustion community is development 
of more accurate force fields. The only present force field, ReaxFF, is not reliable and 
indeed cannot be used to accurately describe and/or predict the chemistry–as we showed 
ReaxFF tremendously failed at predicting the barrier height for the termolecular reaction. 
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We need better reactive force fields which can handle the spin-spin interactions as well as 
the complexity of changing electronic structures during the course of combustion. 
      In this context, the community still lacks methods to glean details of the chemistry 
such as activation energies and transition structures from CMD simulations. As a starting 
point, we developed a computational method based on the Tolman interpretation of 
activation energy to extract activation energies and transition structures for various 
reactions in course of simulations. This is just the start point which yet needs to be 
studied.                       
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6. APPENDIX I 
List of the reactions observed in 50 NVE simulations of thermal dissociation of 10 H2O2 
molecules at 2,100 K and ρ = 275.6 kg∙m-3. The red color is used for those reactions 
which backwards were also observed in simulations.  
 
R1                       H2O2 → 2OH 
R2                          2H2O2 → H2O + HO2+OH 
R3                          H2O2 + OH → H2O + HO2 
R4                          H2O2 + OH  → H2O2 + OH   
R5                          HO2 + OH  → H2O + O2 
R6                          H2O2 + HO2 → H2O + O2 +OH     
R7                          H2O + OH → H2O + OH   
R8                          OH + H2O2 → (OH)3 
R9                          (OH)3 → H2O + HO2 
R10                          2HO2 → H2O2 + O2 
R11                          HO2+ H2O2 → H2O2 + HO2                                     
R12                          2H2O2 → (OH)3 + OH 
R13                          HO2 + O2 → HO2 + O2 
R14                          HO2 → H + O2 
R15                          HO2 + OH → H2O3 
R16                          OH + O2 → HO3 
R17                          H2O2 + HO2 → H2O3 + OH    
R18                          H2O3 + OH → HO2 + H2O2    
R19                          HO2+OH → HO2+ OH   
R20                          O2 + H2O2 → HO3 +OH    
R21                          H2O3 + HO2 → H2O3 + HO2   
R22                          H2O3 + OH → H2O + HO3 
R23                          HO3 + OH → HO3 + OH 
R24                          HO3 + H2 → (OH)3    
R25                          (OH)3 + OH → H2O3 + H2O 
R26                          H + 2H2O2 → H2O + (OH)3    
R27                          H2 + OH → H2O + H 
R28                          H2O + HO2 → H + O2 + H2O 
R29                          H + H2O → H + H2O 
R30                          H + HO2 → 2OH 
R31                          2OH → H2O +O    
R32                          H2O2 + HO2 → H2 + O2 + HO2   
R33                          H2O2 + HO2 → H3O4                                  
R34                          HO3 + HO2 → H2O + 2O2   
R35                          2HO2 → 2OH + O2  
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R36                          H + HO3 → H2O3  
R37                          H + OH + H2O → 2 H2O   
R38                          (OH)3 + H2O2 → H2O + HO2 + H2O2    
R39                          H2+ OH → H3O 
R40                          H + H2O → H3O  
R41                          H + H2O2 → H2O + OH    
R42                          2H2O2 → H3O2 + HO2    
R43                          H3O2 → H2O + OH    
R44                           O3 → O2 + O  
R45                           H2O + O → (OH)2 
R46                           (OH)2 + O2 → O3 +H2O 
R47                           O + H2O2 → O2 + H2O 
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