In recent years, the image processing plays a major role in real world and that are utilized in many of the application domains. Besides the other, in the field of remote sensing the contribution of images is thunderstruck. Nowadays, a wide number of buildings are updated often; this can be updated in the cartographical database which is comprised of remote sensing images of buildings. Updating cartographic database is an important process in order to identify the new buildings and roads. In this work, the high resolution satellite images are utilized to identify the updated buildings. For this process, images of different time period is utilized and then the traits are identified; here the traits are building, road and vegetation. For this intention, the Artificial Neural Network (ANN) is designed separately for each of them. Once the traits are identified from both images of different time period, then the unique traits are identified. Prior to this process, with the aid of the ANFIS the each region wise traits are trained. Subsequently, the uniquely identified traits are evaluated in this ANFIS in order to identify whether the trait is building or not. Once the building is identified, then it is marked in the original image and then the image is utilized to update in the cartographical database.
INTRODUCTION
Over the last decade research towards the automatic extraction of buildings and other man-made objects from aerial and satellite imagery has gained considerable attention. Processing schemes and systems of the literature, curve propagation techniques like snakes, active contours, deformable models and more recently level sets have exposed capable results among various methods [6] . A significant new data source for building extraction is provided by the high-resolution satellite imagery [8] . From high spatial-resolution remote sensing images, automatic building detection has gained extensive attention for GIS (Geographic information system) data production [10] three-dimensional urban visualization, urban intra-structure analysis [11] , homeland security, disaster management and hazard damage evaluation [7] . This process is carried out particularly in many geospatial applications like urban city design and planning, military simulation, and site monitoring of a particular geographic location [19] [9] .
Unfortunately, to manually label buildings in a given aerial or satellite image for numerous reasons is tedious for a human expert. Initially, the buildings may be imaged from different viewpoints. They may not possess an exceptional representation. Second, with the environment like occlusion by trees the buildings may have compound interaction. In addition, they may occlude each other [13] . Third, to detect buildings consistently, the illumination and contrast in the image may not be adequate. Fourth, with many buildings in them these images may cover large geographic areas. Analyzing the image may take time. Finally, buildings do not comprise standard size and shape [17] . And a poor detection performance is exhibited by many existing building detection techniques that depend principally on color information [2] . Thus, on VHR aerial and satellite images, development of robust and fast building detection algorithms has become a inevitable [18] .
With resolution higher than 5 meters, building recognition requires high-resolution aerial photographs or satellite images, which can express buildings as objects instead of mixed pixels [1] [5] . Before performing building renovation, the majority of researches detect the locations of buildings while the ground plane is not accessible or the existing databases is the probable occurrence of errors as well as their potential lack of authenticity and incompleteness [4] . There are two main problems that needs to be solved in any buildings detection approach. From the background the interested objects need to be segmented, and the fragmented line segments of the interested objects should be grouped to human-made structures. [3] . To detect buildings according to the range measuring data many different methods are used [16] . For instance, the data fusion of CIR (colored infrared) imagery and Light Detection and Ranging (LiDAR) data for Classification technique can be used to separate buildings from other categories [12] [20] . With metric resolution in the field of building detection in urban areas, the huge amount of optical and SAR data, provided by current satellite sensors, offers today new perspectives and challenges [15] [14] .
RELATED RESEARCHES: A REVIEW
Sirmacek et al. [1] have proposed a method. This method is proposed based on local feature point extraction using Gabor filters. There may be some errors in the operation. Second, the urban area is dynamic. So, detection should be done occasionally since this is time consuming. An automated system is required to detect the urban area from aerial and satellite images to handle these shortcomings. To vote for the candidate urban areas they have used these local feature points. Then using an optimal decision-making approach on the vote distribution they have detected the urban area. At this point they have tested this method on a varied panchromatic aerial and Ikonos satellite image set. In practical applications, the test results specify the possibility of using this method.
Sırmacek et al. [2] have proposed a building detection method. This method was developed using local feature vectors and a probabilistic framework. Four different local feature vector extraction methods was initially introduced. Extracted local feature vectors serve as interpretation of the probability density function to be anticipated. In other words, as joint random variables they have represented building locations in the image. Using the modes of the estimated density, they have detected building locations in the image, in addition to other probabilistic properties, but introduced data and decision fusion methods. These are estimated based on probabilistic framework to identify the building locations. They have used pick certain crops of VHR panchromatic aerial and Ikonos satellite images to this method. Here they have assumed that these crops are detected using previous urban region detection method. By two different sensors the test images are acquired, and they have different spatial resolutions. Also, buildings in these images have varied characteristics. Hence, to automatically detect buildings in a robust and fast manner in Ikonos satellite and aerial images, wide-ranging tests indicated that the method can be used.
Theng [3] have discussed the growth of an active contour model initialization algorithm. To compute the snake contours, the prototype uses the existing improved snake energy function, but instead of radial casting algorithm it initializes the model with circular casting algorithm. Without analysis of accuracy and structure details they have used large detached buildings. From digital images are building detection and building reconstruction, the most important tasks in building extraction. To extract well-structured buildings a point process technique was developed.
Sirmacek et al. [4] have proposed a building detection method. This proposed method is developed using local feature vectors and a probabilistic framework. Initially they established four different local feature vector extraction methods. Extracted local feature vectors serve as observations of the probability density function to be estimated. In other words, in the image, as joint random variables they have represented building locations. They detect building locations in the image, using the modes of the estimated density, as well as other probabilistic properties. Based on their probabilistic framework to detect building locations they have also introduced data and decision fusion methods. To test their method they have picked certain crops of VHR panchromatic aerial and Ikonos satellite images. By two different sensors they have assumed that these crops are detected using their previous urban region detection method. Their test images are acquired, and they have different spatial resolutions. For that reason, on a diverse data set they have tested their methods. Extensive tests indicated that to automatically detect buildings in Ikonos satellite and aerial images their method can be used.
Sirmacek et al. [5] have proposed the use of scale invariant feature transform (SIFT) and graph theoretical tools. In detecting objects under various imaging conditions SIFT keypoints are powerful. However, for detecting urban areas and buildings alone SIFT is not sufficient. Therefore, in terms of graph theory they formalize the problem. They have represented each keypoint as a vertex of the graph, in forming the graph. Between these vertices like spatial distance and intensity values, the unary and binary relationships lead to the edges of the graph. They extracted the urban area using multiple subgraph matching method, based on this formalism. Then, using graph cut method they have extracted separate buildings in the urban area. Using panchromatic 1-mresolution Ikonos imagery they have formed a diverse and representative test set. They have reported very promising results on automatically detecting urban areas and buildings by extensive testings.
Xian-Zhang Pan [6] has proposed the article, building coverage ratio (BCR) and floor area ratio (FAR) values. These values are extracted from high resolution satellite images and were used to point out buildings' stretching on the surface and growth along the third dimension within areas of interest in Shanghai City, P.R. China. While the traditional commercial areas have higher FAR and BCR ratios the variation of FAR is higher than that of BCR in the inner circle, and that the newer commercial centers have higher FAR and lower BCR values which is proved from the results. The land resources are inefficiently used by that both older building areas and villa areas is also suggested by the results. Therefore for those fast economic growing regions, better planning and management of urban land are needed.
Awrangjeb et al. [7] have presented an automatic system. The system is developed for the recognition of buildings from LIDAR data and multispectral imagery that employs a threshold-free assessment system that does not engage any thresholds. Based on human choice the proposed system is modeled. A 'primary building mask' and a 'secondary building mask' are the two binary masks obtained from the LIDAR data. Using the normalized difference vegetation index derived from orthorectified multispectral images, line segments are extracted from around the primary building mask, the segments around trees being removed. Initial building positions are obtained based on the remaining line segments. The proposed threshold-free evaluation system makes one-to-one correspondences using nearest centre distances between detected and reference buildings. A total of 15 indices are used to indicate object-based, pixel-based and geometric accuracy of the detected buildings. It is experimentally shown that the proposed technique can successfully detect rectilinear buildings, when assessed in terms of these indices including completeness, correctness and quality.
PROPOSED WORK
Updating the building databases with the aid of high resolution SAR images is carried out in this work. For achieving this, these images are utilized in order to improve the cartographic database and here the proposed research is comprised of 3 phases that are traits identification, region wise feature training and the detection of new building. Initially, in the traits detection phase, the traits road, building and the vegetation spot is identified with the aid of 3 different ANN. Subsequently, the image is trained by utilizing its region wise measurements in order to identify the building and in the new building detection phase the new building is detected with the aid of the aforesaid phases. The upcoming sessions details the process.
Traits Identification
In this phase, the road, vegetation and the building in the image are the traits which are identified with the aid of 3 separate ANNs. Initially, the traits are identified manually and then some of the appropriate features are extracted from the image and then they are trained in the ANNs. In this work, we utilize two images of the identical spot in which the current version of the spot and also the previous version which is utilized to identify the updation of building in the satellite images. Let Networks are generated separately for identifying the road, building and the vegetation respectively. These three networks are generated with 7 inputs (identical for the 3 ANNs) and the outcome is different depends upon the traits (either road or building or vegetation).
Fig 1: Broad view of the Generated ANN for identifying the traits (road, building and Vegetation)
The generated ANN is common form to identify all these traits the difference between them is, in the road trait identifier, the roads are detected manually and the corresponding regions are extracted with the aforementioned 7 features and trained in the network and the output may set to as well as for the building and vegetation traits are also identified in the separate networks. The minimization of error is reduced by the back propagation algorithm. a) Initially, the weights are assigned to the hidden layer neurons. The input layer has a constant weight, whereas the weights for output layer neurons are chosen randomly. Then the bias function and the output layer activation function are computed by using the eqns (5) and (6) (10) Err is the BP error and  is the learning rate and it normally ranges from 0.2 to 0.5.
  
(4) After adjusting the weights, repeat steps (5) and (6) until the BP error gets minimized.
Normally, it is repeated till the criterion, Err < 0.1 is satisfied.
Once the error gets minimized to minimum value it is construed that the designed network is well trained for its further testing phase and the BP algorithm is terminated. Thus the 3 networks are trained for both 3. After that, the identified uncommon spots B 's region property area is computed which is the number of pixels in the area is computed and a thresholding is applied in order to eliminate the small spots.
4. Consequently, the morphological operation 'imclose' is applied which closes the image morphologically with the utilization of the structural element. 
Region wise Feature Training through ANFIS
In this phase, the updation of new building is identified and masked in the original current version of image. For this process, the manually identified regions such as road, building and the vegetation are utilized. The region properties are computed in order to train it in the ANFIS networks which are convex area, eccentricity, extent and orientation. They are detailed below.
Convex area cv -Number of pixels in the convex image Eccentricity ec -A value that specifies the eccentricity of the ellipse that has the same second-moments as the region. The eccentricity is the ratio of the distance between the foci of the ellipse and its major axis length.
Extent ex -the ratio of pixels in the region to pixels in the total bounding box. Computed as the Area divided by the area of the bounding box Orientation ot -the angle (in degrees ranging from -90 to 90 degrees) between the x-axis and the major axis of the ellipse that has the same second-moments as the region.
The aforementioned properties of the regions are utilized to train the ANFIS which is utilized to identify whether the identified uncommon spots are either building or road or vegetation. In this phase, the training of ANFIS is done with the utilization of different regions (building or road or vegetation). ANFIS is a class of adaptive networks that may acts as a fundamental framework for adaptive fuzzy inference systems [29] . For the sake of simplicity we suppose our 4 inputs are cv , ec , ex and ot . The output of the ANFIS network is single which is Y . Each input has two fuzzy sets A1, A2 and B1, B2 and C1, C2 and D1, D2. Each circle shows a fixed node, whereas every square indicates an adaptive node. So the rule base system has sixteen if-then rules of Takagi O where i specifies the neuron number of the next layer and l is the layer number. The performance of each layer is described in the following:
Layer1(Fuzzification Layer): Each node in this layer is an adaptive node and outputs of these nodes are given by: 
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Layer3 (Normalized Layer):
In this layer, every node is a circle node and computes the ratio of firing strength of each rule to the total number of rules to obtain the so-called normalized firing strength. The training efficiency is improved by employing a hybrid learning algorithm to justify the parameters of input and output membership functions. The two parameter sets in the ANFIS architecture that require tuning are the antecedent parameters (the parameters associated with the input membership functions) and the consequent parameters (the parameters associated with the output membership functions). The output of ANFIS will be a linear combination of the consequent parameters which is the premise parameters that can be assumed as fixed. So, the output can be written as:
By substituting (8) into (10), the output can be rearranged as follows,
So, the consequent parameters can be adjusted by the least square method. On the other hand, if consequent parameters are fixed, the premise parameters can be adjusted by the gradient descent method. ANFIS utilizes hybrid learning algorithm in which the least square method is used to identify the consequent parameters in the forward pass and the gradient descent method is applied to determine the premise parameters in the backward pass. Hence the ANFIS system is generated for the regions in order to identify the updated building
Detection of New Building
In this phase, the identified uncommon spots B is utilized to detect whether they are building or not. In this case, the uncommon spots B are extracted with the region properties convex area, eccentricity, extent and the orientation. Once the region properties are identified then they are given as input to the ANFIS for identifying whether the identified spot is new building or not. The value of the ANFIS is checked whether they are greater than the threshold 5 . 0 then the identified uncommon spot is the building which is updated newly rather than the current version. The identified new building is marked in the original current version image which indicates that, that is the building newly updated.
RESULTS AND DISCUSSION
Updating building database is the main process in order to identify the newly built buildings. Here we utilize 3 ANN in order to identify the traits here the road, vegetation and the building and the identified traits are trained the ANFIS for the further process. In the identification of building database which can be utilized in order to spot the newly updated buildings and the work has been implemented in the working platform (MATLAB 7.11). The obtained results are discussed in the upcoming sessions of this section. Table 1 details the performance of our work compared with the existing work [28] .
CONCLUSION
An effective identification for the updated building has been done with the aid of the ANN and ANFIS. Initially, the two different period building images have been taken which are belongs to same place. Both images are extracted with the traits road, building and the vegetation with the aid of 3 different trained ANNs. Once the traits are identified, then they have been verified in the region wise feature detector. Then the traits of the different periods are analyzed in order to identify the unique spot in the recent image. Once these processes have been completed, then the identified unique spot is analyzed whether it is building or not once identified then they have been marked in the original image. Hence the performance measure has been analyzed and compared with the existing work. The significance of the method can be seen from the results that the correctness of the image from proposed method is relatively higher than the existing method, whereas the mistreated results are relatively lesser than the existing method.
