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TOTALLY SKEW EMBEDDINGS OF MANIFOLDS
MOHAMMAD GHOMI AND SERGE TABACHNIKOV
Abstract. We obtain bounds on the least dimension of an affine space
that can contain an n-dimensional submanifold without any pairs of parallel
or intersecting tangent lines at distinct points. This problem is closely
related to the generalized vector field problem, non-singular bilinear maps,
and the immersion problem for real projective spaces.
1. Introduction
A pair of lines in Euclidean space RN are said to be skew if they are not
parallel and do not intersect. Accordingly, we say that a submanifold Mn of
RN is totally skew if every pair of tangent lines of M are skew, unless they are
tangent to M at the same point. The simplest example is the cubic curve
R ∋ x 7−→ (x, x2, x3) ∈ R3.
In this paper we construct other examples, while our main focus is the following
question: Given a manifold Mn, what is the smallest dimension N(Mn) such
that Mn admits a totally skew embedding in RN? For instance, the cubic
curve, together with the fact that there are no skew pairs of lines in R2, easily
yields thatN(R1) = 3. In Section 2 of this paper we start our investigations by
using some classical convexity arguments, together with Thom’s transversality
theorem, to establish the following basic bounds:
Theorem 1.1. For any manifold Mn,
2n+ 1 ≤ N(Mn) ≤ 4n + 1.
Indeed, generically any submanifold Mn ⊂ R4n+1 is totally skew. Further, if
Mn is closed, then N(Mn) ≥ 2n+ 2.
In particular, there exist no closed totally skew curves in R3, or, in other
words, every immersion of the circle S1 into the Euclidean 3-space will have
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a pair of parallel or intersecting tangent lines. On the other hand it is not
difficult to show by a direct computation that the curve given by
C ⊃ S1 ∋ z 7−→ (z, z2) ∈ C2 ≃ R4
is totally skew [14]. Thus N(S1) = 4. More generally, as we prove in Section
3, one may explicitly construct totally skew spheres in every dimension:
Theorem 1.2. Let B : Rn+1 × Rn+1 → Rm be a symmetric nonsingular
bilinear map. Then
Rn+1 ⊃ Sn ∋ x 7−→ (x,B(x, x)) ∈ Rn+1 ×Rm
is a totally skew embedding. In particular,
N (Sn) ≤ n+m(n) + 1,
where m(n) is the smallest dimension where a symmetric nonsingular bilinear
map Rn+1 ×Rn+1 7→ Rm exists.
By “symmetric” we mean that B(x, y) = B(y, x), and “nonsingular” means
that B(x, y) = 0 only if x = 0 or y = 0. Constructing explicit examples of
such bilinear maps in Section 3.3, we obtain
Corollary 1.3. N(Sn) ≤ 3n+ 2, and N (S2ℓ−1) ≤ 3(2ℓ− 1) + 1.
To obtain more bounds for N(Mn), note that, since Mn is locally homeo-
morphic to Rn, any totally skew embedding of Mn induces one also of Rn. In
other words,
N(Mn) ≥ N(n) := N(Rn).
A number of lower bounds for N(n) are provided by the following result and its
corollaries, which are proved in Sections 4 and 6 respectively. Here ξp denotes
the canonical line bundle over the real projective space RPN , and rξp is the
Whitney sum of r copies of ξp.
Theorem 1.4. If there exists a totally skew disk Dn ⊂ RN , then (N −n)ξn−1
admits n + 1 linearly independent sections. Thus
N(n) ≥ r(n) + n,
where r(n) is the smallest integer such that rξn−1 admits n + 1 linearly inde-
pendent sections.
Finding the number of linearly independent sections of rξp is known as the
generalized vector field problem. It has been thoroughly studied using various
topological methods [2, 6, 7, 8, 10, 23, 24]. In particular, [24] provides a table
of solutions for 1 ≤ p < r ≤ 32. Using these values we immediately obtain:
Corollary 1.5.
n = 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
N(n) ≥ 3 6 7 12 13 14 15 24 25 27 28 31 36 37 38 48 49 .

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Note that there are significant jumps in the lower bounds in the above table
whenever n is a power of 2. Further this table suggests that N(2p) ≥ 3(2p) for
all p. The next Corollary of Theorem 1.4, which is based on the vanishing of
Stiefel-Whitney classes of (n+ q)ξn−1 in dimensions q and higher, shows that
this is the case:
Corollary 1.6. Suppose that N(n) = 2n+ q, with q ≤ n, and n+ q = 2r +m
with 0 ≤ m < 2r. Then q > m, and hence 2r − q ≤ n ≤ 2r − 1. In particular,
N
(
2ℓ
) ≥ 3 (2ℓ) ,
since q = n when n = 2ℓ.
The last inequality in the above corollary together with the bound for
spheres in Corollary 1.3 yield that
6 ≤ N(2) ≤ N (S2) ≤ 8.
We show in Section 5 that, indeed, N(2) = 6. It is reasonable to expect that,
since S2 is a closed manifold, N(2) < N(S2), so one might conjecture that
N(S2) = 7 or 8. It would also be interesting to know how often N(n) is equal
to 2n + 1, its lowest possible value. It follows from [6] that this occurs very
rarely:
Corollary 1.7. N(n) ≥ 2n+ 2, unless n = 1, 3, or 7.
Recall that N(1) = 3. Thus excluding the case n = 1 in the above corollary
is not superfluous; however, we do not know whether excluding the other two
dimensions are necessary as well. In other words: Does there exist totally skew
disks D3 ⊂ R7 or D7 ⊂ R15?
The generalized vector field problem is closely related to the immersion
problem for real projective spaces, which has been extensively studied, and
a wealth of results is known; see [9, 22] for surveys. In particular, one may
use the relation between the immersion problem for real projective spaces and
nonsingular maps. Then the strong non-immersion theorem of Davis [8] yields:
Corollary 1.8. RPn−1 can be immersed in RN(n)−n−1. In particular,
N(2ℓ+ 1) ≥ 2(3ℓ− 2d− α(ℓ− d))+ 3,
where α(m) is the number of 1’s in the dyadic expansion of m, and d is the
smallest nonnegative integer such that α(ℓ− d) ≤ d+ 1.
In the Appendix we will also present a sharp result for the existence of totally
skew pairs of submanifolds in Euclidean space, which we will prove using two
different methods. Next we will mention a number of other related results and
motivations for this paper.
Totally skew submanifolds (TS-embeddings) are generalizations of skew loops
and skew branes [15, 27, 13] which are submanifolds in an affine space without
parallel tangent spaces (S-embeddings). Skew loops were first studied by B.
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Segre [26] and have connections to quadric surfaces. In particular, the first au-
thor and B. Solomon [15] showed that the absence of skew loops characterizes
quadric surfaces of positive curvature (including ellipsoids), while the second
author [27] ruled out the existence of skew branes on quadric hypersurfaces
in any dimension. Note, however, that skew loops are only affinely invariant,
whereas quadric surfaces are invariant under the more general class of projec-
tive transformations. Thus we were led to generalize the concept of skew loops
accordingly. This was the original motivation for our paper.
There is also another type of submanifolds, weaker than totally skew, which
are defined by requiring that there exist no pairs of intersecting tangent lines
at distinct points [14]. The main question of this paper may also be asked for
such submanifolds, which we call tangent bundle embeddings (T-embeddings),
as well as for skew submanifolds. These questions may be regarded as general-
izations of Whitney’s embedding problem [28] who proved that every manifold
Mn may be embedded in R2n. Of course, TS-embeddings can be viewed as
tangent bundle embeddings into real projective spaces.
Finally we mention a somewhat related notion of k-regular embeddings stud-
ied in [3, 4, 5, 17, 18, 19, 20]. A submanifold Mn ⊂ RN is called k-regular
if every k-tuple of its distinct points spans a k-dimensional vector subspace
(there is also an affine version of this notion). For example, it is proved in [5]
that there are no k-regular embeddings of R2 into R2k−α(k)−1 where, as before,
α(k) is the number of 1’s in the dyadic expansion of k; when k is a power of
2, this result is best possible.
2. Basic Bounds: Proof of Theorem 1.1
2.1. First we obtain the lower bounds. A pair of affine subspaces V ,W ⊂ RN
are skew provided that every pairs of lines ℓ1 ∈ V and ℓ2 ∈ W are skew. Let
AGn(N) denote the (affine Grassmanian) manifold of the n-dimensional affine
subspaces of RN , and Gn+1(N + 1) be the (Grassmanian) manifold of the
(n + 1)-dimensional (vector) subspaces of RN+1. There exists a canonical
embedding
(1) i : AGn(N)→ Gn+1(N + 1),
given by assigning to each point p ∈ RN the line ℓ(p) ⊂ Rn+1 which passes
through the origin and (p, 1). The following observation is immediate:
Lemma 2.1. Two affine subspaces V , W ⊂ RN are skew, if, and only if, the
corresponding subspaces i(V ), i(W ) ⊂ RN+1 have no nontrivial intersection,
that is, i(V ) ∩ i(W ) = 0. In particular, if V n, Wm ⊂ RN are skew affine
subspaces, then N ≥ m+ n + 1. 
In particular, no pairs of distinct tangent spaces to a submanifoldMn ⊂ R2n
are skew. So we conclude thatN(Mn) ≥ 2n+1. The next observation improves
this bound in the case whereM is closed, i.e., compact, connected, and without
boundary.
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Proposition 2.2. Let Mn be a compact manifold, and f : M → Rn+k be a
continuous map, where k ≥ 2. Then there exists a pair of distinct points p,
q ∈ M and a hyperplane H ⊂ Rn+k such that f(p), f(q) ∈ H, while f(M) lies
entirely on one side of H.
Proof. Let C be the convex hull of f(M). If C has no interior points, i.e.,
it lies in a hyperplane, then we are done. Otherwise ∂C is homeomorphic to
Sm, where m = n + k − 1 > n. Let X := f−1(∂C). If f |X is not one-to-one,
then we are done, because through each point of ∂C there passes a support
plane. Suppose then that f is one-to-one on X . Then since X is compact, and
∂C is Hausdorff, it follows that f(X) is homeomorphic to X . In particular,
f(X) 6= ∂C, because ∂C ≃ Sm, and dim(M) < m. So there exists a point
r ∈ ∂C such that r 6∈ f(M). It follows then from Caratheodory’s theorem
[25] that r must lie in the interior of a simplex S whose vertices are points of
f(M). Let H be a support plane of C at r. Then H also supports S, and
therefore S must lie in H because H contains an interior point of S. But if S
lies in H so do its vertices. So we obtain at least two points of M which lie in
H . 
Suppose that Mn ⊂ R2n+1 is a closed submanifold. Then, letting f be the
inclusion map, Proposition 2.2 implies that there exists a support hyperplane
H of M which intersects M at distinct points p and q. Since M has no
boundary, H must be tangent to M at these points. Thus M has a pair of
distinct tangent spaces TpM and TqN which both lie in H ≃ R2n. So it
follows from Lemma 2.1 that TpM and TqN must contain a pair of parallel
or intersecting tangent lines. We conclude, therefore, that N(Mn) ≥ 2n + 2,
when M is closed.
2.2. Now we derive the generic upper bound forN(Mn). Since every manifold
Mn may be easily embedded in R2n+1 [21], the following result yields that
N(Mn) ≤ 4n+ 1.
Proposition 2.3. Any C1-immersed submanifoldMn ⊂ R4n+1 becomes totally
skew after an arbitrary small perturbation.
Proof. For any C1 map f : M → RN , and pairs of points p, q ∈ M , the
corresponding 1-multijet of f is given by
j1[2]f(p, q) :=
(
p, q, f(p), f(q), dfp, dfq
)
,
where d is the differential map. The set of all such jets, ranging over mappings
f and pairs of points of M , is denoted by J1[2](M,R
N). Thus we may write
M ×M ∋ (p, q) j
1
[2]
f7−→ j1[2]f(p, q) ∈ J1[2]
(
M,RN
)
.
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Let A ⊂ J1[2](M,RN) be the set of those jets of immersions for which
dfp(TpM) and dfq(TqM) are not skew. In other words, by Lemma 2.1,
A :=
{
j1[2]f(p, q)
∣∣ i(dfp(TpM)) ∩ i(dfq(TqM)) 6= 0}.
Then f(M) is totally skew if and only if the jet extension of f is completely
disjoint from A:
j1[2]f(M ×M) ∩A = ∅.
By Thom’s transversality theorem [16, 11], if A is a stratified subset, then,
after a perturbation of f , we may assume that j1[2]f(M ×M) is transversal
to A. Thus once we check that A is stratified, then to establish the above
equality, for generic f , it would suffice to show that
dim
(
j1[2]f(M ×M)
)
+ dim(A) < dim
(
J1[2]
(
M,RN
) )
.
Since dim(M) = n, this is equivalent to
codim(A) := dim
(
J1[2]
(
M,RN
) )− dim(A) > 2n.
To establish the last inequality, note first that J1(M,RN) has the local
trivializationRn×L(Rn,RN) where L(Rn,RN) is the space of affine injections
Rn → RN . One also has a fibering π : L(Rn,RN) → AGn(N), assigning to
an affine map its image. Identifying dfp with i(dfp(TpM)), we obtain a local
projection
π × π : J1[2](M,RN)→ Gn+1(N + 1)×Gn+1(N + 1).
Let B ⊂ Gn+1(N + 1) × Gn+1(N + 1) consist of pairs of subspaces in RN+1
with a nontrivial intersection. Then A = (π × π)−1(B), and it follows that
codim(A) in J1[2](M,R
N) equals codim(B) in Gn+1(N + 1)×Gn+1(N + 1).
Fix an element of Gn+1(N+1), sayR
n+1. Then almost any V ∈ Gn+1(N+1)
is the graph of a linear transformation φ : Rn+1 → R(N+1)−(n+1). Note that
V1 ∩ V2 6= 0, if and only if, rank(φ1 − φ2) < n+ 1. Thus B is locally identified
with the set of pairs (φ1, φ2) of operators R
n+1 → RN−n with rank(φ1 −
φ2) < n + 1. Let C be the set of linear maps R
n+1 → RN−n whose rank
is less than n + 1. This is an algebraic variety and is therefore stratified.
Further, by the “corank formula” (see, e.g, [16]) , the codimension of C is
((N − n) − n)((n + 1) − n) = N − 2n. One has an obvious linear projection
B → C sending (φ1, φ2) to φ1 − φ2. This projection induces a stratification of
B, and one concludes that codim(B) in Gn+1(N + 1) × Gn+1(N + 1) is also
N−2n. Thus it follows that codim(A) = N−2n. In particular, if N ≥ 4n+1,
then codim(A) ≥ 2n + 1 > 2n, as desired. 
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3. Bilinear Maps:
Proof of Theorem 1.2 and Its Corollary
3.1. Let M ⊂ RN be a submanifold and p ∈ M . Then by TpM we denote
the tangent space of M at p, while T pM denotes the translation of TpM to
the origin, that is
TpM = p + T pM.
Lemma 3.1. Let B : Rn+1×Rn+1 → Rm be a symmetric bilinear map, X :=(
x,B(x, x)
)
, and M := {X | x ∈ Sn}. Then,
TXM =
{(
v, 2B(x, v)
) ∣∣ v ∈ Rn+1, and 〈v, x〉 = 0}
for every X ∈M .
Proof. First note that for any C1 curve c : (−ǫ, ǫ)→ Rn+1,
d
dt
B
(
c(t), c(t)
)∣∣∣
t=0
= lim
t→0
B
(
c(t), c(t)
)− B(c(0), c(0))
t
= lim
t→0
B
(
c(t)− c(0)
t
, c(t)
)
+ lim
t→0
B
(
c(0),
c(t)− c(0)
t
)
= 2B
(
c′(0), c(0)
)
.
Now suppose that ‖c(t)‖ = 1, and define γ : (−ǫ, ǫ)→M by
γ(t) :=
(
c(t), B
(
c(t), c(t)
))
.
Suppose c(0) = x, and set v := c′(0). Then γ(0) = X ,
TXM ∋ γ′(0) =
(
c′(0), 2B
(
c′(0), c(0)
))
=
(
v, 2B(v, x)
)
,
and it remains to note that, since ‖c(t)‖ = 1, 〈v, x〉 = 0. 
3.2. Suppose (towards a contradiction) that M is not totally skew. Then, for
some distinct X , Y ∈M , one of the following two conditions holds:
(i) TXM and TYM contain parallel lines,
(ii) TXM ∩ TYM 6= ∅.
The above conditions in turn respectively imply that
(i)′ TXM ∩ T YM 6= 0,
(ii)′ Y −X ∈ TXM + T YM .
The implication (i) =⇒ (i)′ is clear. To see (ii) =⇒ (ii)′, recall that TXM =
X + TXM , and TYM = Y + T YM . Thus (ii) implies that X + v = Y +w for
some v ∈ TXM and w ∈ T YM . Consequently, Y −X = v−w ∈ TXM+T YM .
First assume that (i)′ holds. Recall that, by definition of M ,
(2) X =
(
x,B(x, x)
)
, Y =
(
y, B(y, y)
)
,
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for some distinct x, y ∈ Sn. Thus, by Lemma 3.1, there exist non-zero vectors
u, v ∈ Rn such that (
v, 2B(x, v)
)
=
(
u, 2B(y, u)
)
.
So u = v, and B(x, v) = B(y, u). These imply that B(y − x, v) = 0. Since B
is non-singular and x 6= y, we conclude that v = 0, which is a contradiction.
Next assume that (ii)′ holds. Then, by (2) and Lemma 3.1, there exist
u, v ∈ Rn such that 〈v, x〉 = 0, 〈u, y〉 = 0, and
y − x = u+ v, B(y, y)− B(x, x) = 2B(x, v) + 2B(y, u).(3)
Substituting y = x+u+v into the second equation in (3) and collecting terms
we obtain: B(u, u) = B(v, v). It follows that B(u+ v, u− v) = 0. Thus, since
B is non-singular, either u = −v or u = v. If u + v = 0, then, by the first
equation in (3), y = x, which contradicts the assumption that x and y are
distinct. If u = v then v is orthogonal to x and y, and, by the first equation in
(3), y − x = 2v. Taking the inner-product of both sides of this equation with
v yields 0 = 2|v|2. Thus v = 0, which is again a contradiction. So we conclude
that M is totally skew.
3.3. Proof of Corollary 1.3. Note that
(4)
(
(x0, . . . , xn), (y0, . . . , yn)
)
7→
(∑
i+j=0
xi yj, . . . ,
∑
i+j=2n
xi yj
)
gives a nonsingular bilinear map Rn+1 ×Rn+1 7→ R2n+1. Thus, by Theorem
1.2, we have
N(Sn) ≤ n+ (2n+ 1) + 1 = 3n+ 2,
as had been claimed. Further, (4) may also be viewed as a complex mapping
Cn+1 × Cn+1 7→ C2n+1, which in turn yields a real nonsingular bilinear map
R2ℓ ×R2ℓ 7→ R4ℓ−2. Consequently,
N
(
S2ℓ−1
) ≤ (2ℓ− 1) + (4ℓ− 2) + 1 = 3(2ℓ− 1) + 1.

Note 3.2. The assumption in Theorem 1.2 that B be symmetric is essential.
For instance, the (nonsymmetric) nonsingular bilinear map R4 7→ R4 given by
quaternion multiplication fails to produce a totally skew embedding of S3 in
R8, in contrast to the totally skew embedding of S1 in R4 given by complex
multiplication.
Note 3.3. We do not know whether there exist symmetric bilinear non-
singular maps Rn+1 ×Rn+1 7→ Rn+q with q < n. Construction of such maps
would improve the upper bounds for N(Sn) obtained in this section. The
existence of a symmetric bilinear non-singular map Rn × Rn 7→ Rn+q also
implies that RPn−1 can be embedded in Rn+q−1, see [22]. Thus totally skew
submanifolds are related to embeddings of real projective spaces (in addition
to the immersion problem which will be discussed in Section 5.3).
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4. The Vector Field Problem:
Proof of Theorem 1.4
Let N := N(n). Then there exists a totally skew disc Dn ⊂ RN . Define the
(Gauss) map
D ∋ x f7−→ i(TxD) ∈ Gn+1(N + 1),
where i is as in (1). By Lemma 2.1, since D is totally skew,
f(x) ∩ f(y) = 0, for all x 6= y in D.
Replacing D by a smaller subset, we may assume that D is the graph of a
mapping φ : Un → RN−n, where U ⊂ Rn is an open disc centered at the
origin. Then, for every x ∈ D, f(x) is the graph of a uniquely determined
linear map A(x) : Rn+1 → RN−n.
Note that f(x) ∩ f(y) 6= 0, if, and only if, A(x)−A(y) has non-zero kernel.
Thus A(x) − A(y) : Rn+1 → RN−n is a linear injection for all x 6= y in D.
Such mappings may be identified with the (Stiefel) manifold Vn+1(N − n) of
(N−n)×(n+1) matrices with linearly independent columns. Hence we obtain
a map
(D ×D −∆D) ∋ (x, y) F7−→ A(x)−A(y) ∈ Vn+1(N − n),
where ∆D denotes the diagonal elements of D ×D. Note that F is antisym-
metric, that is,
(5) F (y, x) = −F (x, y).
After a dilation, we may assume that Sn−1 ⊂ U . Thus we may define a
mapping
Sn−1 ∋ u Φ7−→
((
u, φ(u)
)
,
(− u, φ(−u))) ∈ D ×D −∆D.
Now if we set G := F ◦ Φ, we obtain a mapping
Sn−1
G7−→ Vn+1(N − n).
Note that Φ(−u) is the transpose of Φ(u), that is, changing u to −u switches
the two components of Φ(u). This, together with (5), yields that G is odd:
(6) G(−u) = −G(u).
Next, let {e1, . . . , en+1} be the standard basis forRn+1 and, for 1 ≤ i ≤ n+1,
define the mappings σi by
RPn−1 := Sn−1/Z2 ∋ [u] σi7−→
[(
u,G(u) · ei
)] ∈ (Sn−1 ×RN−n)/Z2,
where [∗] := {∗,−∗}. Note that, using (6), we have
σi
(
[−u]) = [(−u,G(−u) ·ei)] = [−(u,G(u) ·ei)] = [(u,G(u) ·ei)] = σi([u]).
Thus σi is well-defined. Finally, it remains to note that(
Sn−1 ×RN−n
)/
Z2 ≃ (N − n)ξn−1.
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So σi is a section of (N − n)ξn−1 over RPn−1. Further, since {G(u) · ei} is the
set of columns of G(u), it is linearly independent by definition, and it follows
that {σi} is linearly independent. So we conclude that (N − n)ξn−1 admits
n+ 1 linearly independents sections.
5. A totally skew disk in R6
As we mentioned in the introduction, Theorem 1.4, which we just proved,
immediatly yields Corollary 1.5, and, in particular, the bound N(2) ≥ 6. In
other words, the smallest possible dimensions of an affine space which contains
a totally skew disk cannot be less than 6. On the other hand:
Proposition 5.1. The complex cubic curve given by
R2 ≃ C ∋ z 7−→ (z, z2, z3) ∈ C3 ≃ R6
is a totally skew embedding. In particular, N(2) ≤ 6.
Proof. First we show that the complex cubic curve is totally skew in the com-
plex sense, that is, it has neither intersecting nor parallel complex tangent
lines. Indeed, the tangent vector at point P (z) := (z, z2, z3) is (1, 2z, 3z2). If
two such vectors are parallel at points P (z) and P (z1) then z = z1. If the
tangent lines at P (z) and P (z1) intersect then(
z − z1, z2 − z21 , z3 − z31
)
= u
(
1, 2z, 3z2
)
+ v
(
1, 2z1, 3z
2
1
)
for some u, v ∈ C (cf. the proof of Theorem 1.2 above). Equating the first
components, we have z − z1 = u + v; equating the second yields z2 − z21 =
2uz+2vz1. Hence (u+v)(z+z1) = 2uz+2vz1, and therefore (u−v)(z−z1) = 0.
It follows that either z = z1 or u = v. In the later case equate the third
components to obtain z3 − z31 = 3u(z2 + z21), and since z − z1 = 2u, one has
2u(z2 + zz1 + z
2
1) = 3u(z
2 + z21). It follows that u(z − z1)2 = 0. Therefore
either z = z1 or u = 0, which again implies that z = z1.
Suppose now that the 2-dimensional disc is not totally skew. Then either the
real tangent lines at some distinct points P (z) and P (z1) are parallel or they
intersect. In the former case, let ξ and ξ1 be parallel tangent vectors. Then the
vectors Jξ and Jξ1 are also parallel where J is the complex structure in C
3,
the operator of multiplication by
√−1. It follows that the complex tangent
lines at P (z) and P (z1) are parallel. On the other hand, if the real tangent
lines at P (z) and P (z1) intersect, then so do the complex tangent lines as well.
In both cases we obtain a contradiction. 
So the above proposition together with Corollary 1.5 yield:
Corollary 5.2. N(2) = 6. 
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6. Proof of the Other Corollaries of Theorem 1.4
6.1. Proof of Corollary 1.6. The total Stiefel-Whitney class of (n+ q)ξn−1
is (1+x)n+q, where x is the generator of the homology group H1(RPn−1;Z2).
Since the Stiefel-Whitney classes vanish in dimensions q and higher,(
n + q
i
)
= 0 (mod 2) for i = q, . . . , n− 1.(7)
By assumption, 2r+1 > n + q = 2r +m and n ≥ q. These inequalities imply
that 2r+1 > 2q, and hence 2r > q. It follows that n −m = 2r − q > 0. Thus
m ≤ n− 1.
Suppose q ≤ m. Then m ∈ {q, . . . , n−1}. It is well known that the maximal
power of 2 dividing k! equals k − α(k). It follows that(
2r +m
m
)
= 1 (mod 2)
which contradicts (7). So we conclude that that q > m. 
6.2. Proof of Corollary 1.7. In [6], Davis estimated the maximal number
of linearly independent sections of the bundles kξp. In particular, if
(
k−1
p
)
is
odd then kξp has at most
s := k − p+ 2ν(k) + ǫ(ν(k), p)
independent sections; here ν(k) is the greatest power of 2 dividing k, and ǫ
depends on the mod 4 values of its arguments with
ǫ(0, 2) = ǫ(3, 2) = 0, ǫ(1, 2) = ǫ(2, 2) = −2.
Assume that N = 2n + 1, that is, q = 1. By Corollary 1.6, n = 2r − 1. So,
by Theorem 1.4, 2rξ2r−2 is a trivial bundle. Apply the theorem of Davis with
k = 2r and p = 2r − 2. Then ν(k) = r, p = 2 mod 4 and s = 2 + 2r for
r = 0, 3 mod 4 and s = 2r for r = 1, 2 mod 4. Since 2rξ2r−2 has 2
r sections,
one has: s ≥ 2r, and therefore 2 + 2r ≥ 2r, which is clearly impossible unless
r ≤ 3. 
6.3. Proof of Corollary 1.8. By Theorem 1.4, (N(n)−n)ξn−1 admits n+1
linearly independent sections. As we showed in Section 4.1, this implies that
there exists a Z2-equivariant map G : S
n−1 → Vn+1(N−n). Since Vn+1(N−n)
may be identified with the space of linear injections Rn+1 → RN−n, G induces
a mapping Sn−1 × Rn+1 7→ RN−n and, by homogeneous extension, a non-
singular map
g : Rn ×Rn+1 → RN−n.
That is, g(x, y) = 0 only if x = 0 or y = 0. Further, g is homogeneous of
degree 1 in each variable: g(sx, ty) = st g(x, y) for all s, t ∈ R. Equivalently,
one obtains an axial map
g¯ : RPn−1 ×RPn → RPN−n−1,
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where “axial” means that the restriction of g¯ on each factor is homotopic to
the inclusion. By restriction, one also has an axial map
h : RPn−1 ×RPn−1 → RPN−n−1.
The existence of such a map is equivalent to the existence of an immersion
RPn−1 → RN−n−1, see [9, 22]. The stated lower bound for N(n) now follows
from the immersion theorem of Davis [8]. 
Note 6.1. The relation between totally skew submanifolds and immersions of
projective spaces is rather unexpected. Another, seemingly unrelated problem
which turned out to be equivalent to the immersion problem for RPn concerns
the topological complexity of the motion planning problem on RPn [12].
Appendix: Totally Skew Pairs
We say that submanifolds M1, M2 ⊂ RN are a totally skew pair, if, for
every x ∈ M1, y ∈ M2, the tangent spaces TxM1 and TyM2 are skew. It
follows immediately from Lemma 2.1 that N ≥ n1 + n2 + 1. The following
result gives an improvement of this bound for closed submanifolds.
Theorem 6.2. If Mn11 , M
n2
2 ⊂ RN are a totally skew pair of closed subman-
ifolds, then N ≥ n1 + n2 + 2.
This lower bound is sharp, because there exists a totally skew pair in
Rn1+n2+2 = Rn1+1 ×Rn2+1, given by
M1 := S
n1 × {0}, and M2 := {0} × Sn2 .
We offer two proofs for Theorem 6.2.
Proof 1. Since M1 ∩M2 = ∅, the (Gauss) map
M1 ×M2 ∋ (x, y) f7−→ (x− y)‖x− y‖ ∈ S
N−1
is well-defined. Recall that the differential of f , evaluated at a tangent vector
(v, w) in T (x0,y0)(M1 ×M2), is given by
df(x0,y0)
(
(v, w)
)
:=
d
dt
f
(
x(t), y(t)
)∣∣∣
t=0
,
where t 7→ (x(t), y(t)) is a curve in M1 ×M2 with (x(0), y(0)) = (x0, y0) and
(x′(0), y′(0)) = (v, w). Further note that the definition of f yields
d
dt
f(x, y) =
(x′ − y′)‖x− y‖ − (x− y)〈x′ − y′, x− y〉/‖x− y‖
‖x− y‖2 .
Now suppose that df(x0,y0)((v, w)) = 0. Then the numerator of the above
fraction vanishes at t = 0, and we obtain
v − w = k(x0 − y0),
for some scalar k. If k 6= 0, then x0 − v/k = y0 − w/k, and hence Tx0M1
intersects Ty0M which is a contradiction. So k = 0, which yields v = w. Since
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M1 and M2 are a totally skew pair, this can happen only when (v, w) = (0, 0).
So we conclude that df is nonsingular everywhere. In particular, N − 1 ≥
n1+n2. Thus to complete the proof it remains to show that N − 1 6= n1+n2.
Suppose that N − 1 = n1 + n2. Then, since df is nonsingular, f is a local
homeomorphism. Thus, since M1 ×M2 is compact, it follows that f is onto,
and is therefore a covering map. But SN−1 is simply connected (assuming n1,
n2 6= 0), so it admits no nontrivial coverings. This means that f has to be one-
to-one, and hence a homeomorphism. Thus we obtain a contradiction, because,
by basic homology theory, a product of manifolds cannot be homeomorphic to
a sphere. 
The next argument is more elementary:
Proof 2. Let convM1 and convM2 denote the convex hulls of M1 and M2
respectively. First suppose that convM1 = convM2. Let p1 be a point of M1
in the boundary of convM1, and H ⊂ RN be a supporting hyperplane of M1
through p1. Then H also supports M2, and H ∩ conv(M2) 6= ∅; therefore,
H must intersect M2 at some point p2. Thus Tp1M1 and Tp2M2 both lie in
H ≃ RN−1, and Lemma 2.1 yields that N − 1 ≥ n1 + n2 + 1, as desired.
So it remains to consider the case when convM1 6= convM2. Then one
of our manifolds, say M1, must have a point, say p0, which lies outside the
convex hull of another. In particular, M2 must have a support hyperplane H
which separates M2 from p0. We may move H parallel to itself and away from
convM2 until it becomes tangent toM1, say at a point p1. Since dim(Tp1M1) <
dim(H), we may “rotate” H around Tp1M1 until it touches convM2 at some
point p2. So once again we obtain a support hyperplane for M1 ∪M2 which
intersects each submanifold, and we may invoke Lemma 2.1 to complete the
proof. 
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