In this article, a new approach is presented to survey the validity of the nonlinear and nonsmooth inequalities on a co mpact do main using optimization.
I. INTRODUCTION
There are some techniques that are frequently emp loyed in proving inequalit ies. A method to prove the inequalities is to start from one side of the inequality and apply a sequence of known inequalities to reach the other side, or we may start fro m both sides and try to reach a common point. In fact, few problems concerning inequalities can be proved by a d irect application of one of the most important and well-known inequalit ies. So, it is important to apply known inequalities suitably in order that the desired result can be obtained. Also, sometimes we deal with unapparent inequalities.
Several generalizat ions and proofs are given related to the inequalities, such as Jensen type inequalities [1] [2] [3] [4] , Hermite-Hadamard inequality [5] [6] [7] [8] [9] [10] , etc. But, it should always be remembered that there is no standard way of proof and there is no general rule in choosing techniques to be used. Specially, when we deal with inequalities including comp licated nonlinear or nonsmooth terms, the proof is very hard. Also, when the number of variables appeared in inequalities is great, we usually do not obtain the validity of inequalities and prove them.
In the recent decades, optimization techniques and methods are developed in many fields and problems, but we do not see a technique based on optimizat ion to prove the inequalities or to survey their valid ity. Hence, in this paper, an approach is presented to investigate the valid ity of the following general inequality using optimization:
where : n F    is a continuous function,  ( , ,...., ) n X X X X = and  is a co mpact subset of n . Here, we do not know the inequality (1) is valid or invalid and there is not any approach to determine the validity of the general inequality (1).
II. MAIN IDEA
We consider the follo wing p roblem co rresponding to the inequality (1):
We note that since function (.)
F is continuous and  is co mpact, the optimization problem (2) has an optimal solution on  .
Theore m 2.1:
Let * X be the optimal solution of the optimization problem (2) . The inequality (1) is valid when * ( ) 0 FX  .
Proof:
Since * X is the optimal solution of the optimization problem (2), for all X  , we have
FX  , and this means inequality (1) is invalid.
By considering the Theorem 2.1, fro m solving the optimization problem (2), we can recognize the inequality (1) is valid or invalid.
There are several well-known methods and algorith ms for solving optimizat ion problem (2) , such as line search method, gradient method, Quasi-Newton Method, linearization method, steepest descent method, BFGS Method, etc. In the following, a good linearizat ion method is given to solve the problem (2) in two cases: the function (.)
F is smooth (continuously differentiable) or nonsmooth (nondifferentiable). By this method, we can obtain an approximate global optimal solution for smooth or nonsmooth optimization problem (2) .
A. Linearization approach in order to solve the smooth optimization problem
On (2) can be converted to the following minimization:
where m is a sufficiently big nu mber and function (.) F is defined by (5) . Thus, by solving nonlinear programming (NLP) problem (6), we can reach to an approximate optimal solution for (2). In below, is shown that by solving some linear programming (LP) prob lem, we can obtain the optimal solution of NLP problem (6) .
be the optimal solution of the following linear programming (LP) problem:
where 12 ( , ,..., ) Then , p X * is a global optimal solution for the NLP problem (6) .
Proof: Let X  be an optimal solution for the NLP problem (6), , to obtain the optimal solution of the NLP problem (6) . We note that, for sufficiently number m , the optimal solution of the NLP problem (6) is an appro ximate optimal solution for the NLP problem (2) . Moreover, by Theorem 2.1, the optimal solution of the optimizat ion problem (2) shows that smooth inequality (1) is valid or invalid.
B.
Linearization approach in order to solve the nonsmooth optimization problem
We suppose that function (.) F is continuous but nonsmooth (or nondifferentiable) on W . Hence, the problem (2) is a nonsmooth optimization. In this paper, the practical generalized derivatives (GDs) and generalized first order Tay lor expansion (FOTE) of nonsmooth functions proposed by Noori Skandari et.al.
(see [11, 12] ) is used to solve the nonsmooth optimizat ion problem (2) . A similar approach is g iven [13] to solve the nonsmooth optimizat ion problems. Also, some other types of GDs are presented in [14, 15] .
As the following, the GDs and generalized FOTE are introduced at first, and then they are utilized to solve the nonsmooth optimization problems (1) . Assume (see [6, 7] ). Here, by assumption (where M is a sufficiently big number), the infinite dimensional nonsmooth optimization problem (11) can be approximated to the follo wing finite d imensional smooth problem (see [12] ): (12) Further, in [11, 12] is showed that this smooth problem can be approximated to a LP p roblem. Hence, the GD of nonsmooth function (.) (for all k and j ) is the optimal solution of the linear optimization problem (12) . In [12] is showed that the best linear appro ximation of the continuous nonsmooth function (.) F , in passing of point int( ) i S  , is as follows:
On Then , p X * is the global optimal solution of the NLP problem (15) .
Proof:
The proof is similar to the proof of Theorem 2.2. Remark 2.2: By above theorem, we solve the LP problem (16), for  , ,.... im = , to obtain the optimal solution of the NLP problem (15) , and then obtain an approximate optimal solution for the nonsmooth optimization problem (2) to determine the validity of nonsmooth inequality (1).
III. SIMULATION RESULTS
In this section, the results and efficiency of presented approach be simulated in some examples. (.) F defined by (21). For this goal, we d iscrete the corresponding continuous optimization problem (12) the same as works [11, 12] . After this discretizat ion, we reach to a LP problem and by solving of wh ich we obtain GD of (.) (25) where it is illustrated in Figure 3 . By discretizat ion the corresponding continuous optimizat ion problem (16), we reach to the some LP problems and obtain the GD of (.) The nonlinear and nonsmooth inequalities can be proved or rejected by applying a s mooth or nonsmooth optimization problems. In fact, we can solve an optimization problem and receive to the validity of inequality. Th is optimizat ion problem can be solved by optimization techniques such as linearization approach, approximately and globally.
