We present here the design and applications of an arousal-based model controlling the behavior of a Sony AIBO robot during the exploration of a novel environment: a children's play mat. When the robot experiences too many new perceptions, the increase of arousal triggers calls for attention towards its human caregiver. The caregiver can choose to either calm the robot down by providing it with comfort, or to leave the robot coping with the situation on its own. When the arousal of the robot has decreased, the robot moves on to further explore the play mat. We gathered results from two experiments using this arousal-driven control architecture. In the first setting, we show that such a robotic architecture allows the human caregiver to influence greatly the learning outcomes of the exploration episode, with some similarities to a primary caregiver during early childhood. In a second experiment, we tested how human adults behaved in a similar setup with two different robots: one "needy", often demanding attention, and one more independent, requesting far less care or assistance. Our results show that human adults recognise each profile of the robot for what they have been designed, and behave accordingly to what would be expected, caring more for the needy robot than for the other. Additionally, the subjects exhibited a preference and more positive affect whilst interacting and rating the robot we designed as needy. This experiment leads us to the conclusion that our architecture and setup succeeded in eliciting positive and caregiving behavior from adults of different age groups and technological background. Finally, the consistency and reactivity of the robot during this dyadic interaction appeared crucial for the enjoyment and engagement of the human partner. 
INTRODUCTION
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In the remainder of this article, we present research that takes steps to bridge the gap between the field of developmental robotics and attachment theory, which besides a thought experiment [Kaplan 2001 ] and a fairly remote use of the theory [Arkin 1998 ], has largely remained an unexplored area of research. Our main goal is to address how a robotic platform could use the properties of this bond to actively take part in its cognitive and affective development, as posited by dyadic models of emotional development [Tronick 1989] . To this end, we present a body of related work that we took inspiration from, then describe what properties of attachment that we used and why they are relevant to the design of robotic architectures. We finally present the results of two experiments that bring together our findings, and assess to what extent we improved the state-of-the-art of the field concerned with developing robots and improving human-robot interactions.
BACKGROUND AND RELATED WORK

Attachment in Infants
Psychological evidence suggests that caregiver-infant attachment bonds are vital to the cognitive and emotional development of infants [Cassidy and Shaver 2008] , especially during the first years of life. Indeed, as John Bowlby [1969] discovered during his observations of mother-infant interactions, that the primary caregiver, usually the mother, is utilized by the infant as a secure base in his/her early life, especially during stressful and/or unusual episodes [Sroufe 1996 ]. Furthermore, as stressed in Schore [2001] , if caregivers are not being sensitive and responsive enough to the infant's needs, the mental development of the child can be impaired, leading to emotional and cognitive disorders.
Therefore, identifying the factors that are particularly relevant during these interactions, as well as their dynamics, is important to understand how the development of a child can lead to many different and uneven outcomes.
Psychologists developed a procedure to assess how attachment developed between the child and its primary caregiver [Ainsworth et al. 1978] , the strange situation test. During this procedure, the child would be alternately separated from her primary caregiver (usually the mother), exposed to the presence of a stranger, then reunited with her mother. The reaction at the moment of the reunions would then be observed and analysed, in order to be classified into the following categories: secure attachment, anxiousresistant insecure attachment, anxious-avoidant attachment, and disorganized attachment. This procedure has been the most often used to assess attachment in children. However, we believe that the classification in this framework is slightly rigid for us to take inspiration from, and leaves aside other potentially important variables, such as the temperament of the infant [Keller et al. 2005; van IJzendoorn et al. 2009 ] and the cultural background of the dyad. Moreover, from a robotics design point of view, modeling into a robotic architecture such notions as separation distress, fear of strangers, and attachment security, does not appear to be necessary in order to study the influence that the behavior of the human adult exerts on the learning experience of the robot. We have thus selected what we consider the relevant characteristics of the secure base paradigm that could be of use to our modeling effort. We can summarize a by stating that within a secure attachment relationship, the presence and interventions of the attachment figure have the effect of alleviating negative emotions, and inducing positive affect in the infant. Additionally, the positive and negative displays of the infant guide and "direct" the behavior of the adult, therefore actively contributing to regulate the interaction. We have therefore looked into other studies, focusing on the role and interplay of mutual, dyadic regulation, and positive affect within the mother-infant dyad.
In De Wolf and van IJzendoorn [1997] , the availability of the mother is emphasised as playing a key role in the development of organized and disorganized attachment. The mothers' sensitivity (a compound of availability and responsivity) is a key factor in the individual differences of organized attachment. This measure seems more suitable for us to evaluate a human's reactions to different behaviors emerging from different organized attachment profiles. On the other hand, as expressed in Tronick [2007] , the dyadic interactions seem to evolve in order for both parties, the caregiver and the infant, to achieve mutual delight [Tronick 1989 ]. This suggests that the dyad is working together towards increasing and maintaining each other's positive emotions such as joy and pleasure, in a mutually regulated process. Therefore, the interaction has to bring to both the infant and the caregiver some amount of pleasure, be that by empathy or a sense of purpose. From the perspective of the infant, this could stem from the satisfaction of learning and verifying newly discovered skills. Moreover, when the dyad is not interacting towards mutual delight, as described in the still face paradigm [Nadel et al. 2005] , where mothers are behaving as depressed mothers, a significant decrease in the infant's positive emotional response is observed.
In the remainder of this article, we describe our efforts to apply the properties and try to reproduce a similar phenomenology to the mutual delight paradigm and the importance of the sensitivity of the primary caregiver. We aim for our robotic system to provoke helpful responses from a human partner, that would help its learning experience. The focus is maintained on the interplay between the frequency of caregiving interventions and the learning outcomes for the robot. Additionally, the goal is to address how to obtain such behavior from nonexpert adults (not deeply acquainted with robots), without any particular training or constraints.
Developmental Robotics
As mentioned in Section 1, interesting research has been carried out investigating how a robot could use a drive to motivate its exploration and push it towards learning more complex skills [Oudeyer and Kaplan 2004; Oudeyer et al. 2007] . In these contributions, the robot evaluates its learning progress, the opposite of the derivative of the prediction error of the next sensorimotor state, in order to choose what new action to perform and predict efficiently the consequences of these actions in a particular sensorimotor context. This architecture explicitly used the notion of betterment of the learnt skill-set to choose what and where to explore, implicitly attributing pleasure to newly discovered correlations, and a negative affect to either well-known ones, or truly unpredictable ones.
Another aspect of interest within the field is the notion of synchrony and rhythm within the interaction. Inspired by Andry et al. [2001] , and developed and tested with adults in Hiolle et al. [2010] , the rhythm of the interaction was used in a simple mirroring interaction game with a humanoid Nao robot. The principle follows the hypothesis stating that a steady rhythm reflects a positive ongoing interaction, therefore reinforcing the current behavior of the robot. A break or sudden variation in the rhythm was a negative response. The study showed that human adults implicitly used the rhythm as a reward when they were convinced the robot had child-like preverbal capabilities (ability to recognize facial expressions and the speech prosody of the voice). They behaved in a manner closer to what could be observed whilst interacting with children, implicitly timing their responses according to the success of the game, allowing the robot to learn the correct behavior to perform. This demonstrates that for humans to behave naturally with a robot, they need a strong belief in the capabilities and limitations of the robot, in order to avoid having to scan to discover the reactions and thinking too much about how they should behave. Additionally, other contributions have addressed the impact of the interventions of a human partner during sensorimotor exploration and learning. In Blanchard and Cañamero [2006] , the question as to how a robot can use the human's influence to memorize "desired perceptions" depending on specific time horizons is investigated, showing how a simple system can learn and recall sensorimotor associations related to a particular human intervention. Furthermore, whilst implicit, in , the influence of the behavior of the human partner in an imprinting paradigm is investigated, showing how crucial the issues of timing and synchrony are, even in a simple sensorimotor learning task whereby a robot is able to acquire a following behavior.
Towards an Attachment Model for Robots
In order to advance closer to our goal to understand and utilize the attachment bond paradigm towards developing robots, we have to select and discard, as previously mentioned, several components of the psychological findings, and focus on the potential root of the hypothesized benefit of the paradigm. Therefore, we chose to base our work, and the following architecture, on a main variable, of which the robot would try and maintain the stability. This internal variable need not be related to any artificial physiological needs tied to some resources. It is based on what a developing robot starting with almost no prior knowledge at all should be concerned about: accumulating stable learning experiences to build on. This essential variable is akin to the notion of excitement as defined in Sroufe [1996] , which, in the early months of life, is neither a positive nor a negative emotion or affect, but refers to the level of internal activity and external stimulations experienced by the infant. A high and sustained level is too demanding and challenging, and a low level is not interesting or fruitful at all, therefore it follows that maintaining homeostasis of this variable would be optimal. This internal variable is close to the concept of arousal [Berlyne 1960 ], within the theory of optimal arousal, and its inverted U-shape hypothesis [Anderson 1990 ], where higher living mammals try to maintain on average their arousal at a middle level, where their physiology is optimal. Moreover, in our investigation of infant development, the notion of arousal appears even more suited as it is used by psychologist studying newborns in order to assess their emotional development [Brazelton and Nugent 1995] . However, arousal is often used as a dimension of the two-or three-dimensional circumflex model of emotions [Russel 1980 ], as has been done for instance in Breazeal and Scassellati [2002] . In these models, the arousal is an orthogonal dimension to the valence of percepts and behaviors, and the model offers a one-to-one mapping from a two-dimensional vector from the arousal/valence space to a predefined emotion. In the remainder of this contribution, we do not use the notion of arousal in any way as was done in these models. We use the arousal as a variable of the internal activity, in terms of learning experience, which is implicitly tied to the external perceptions, some being more stimulating than other, according to their familiarity and complexity.
AN AROUSAL-DRIVEN ARCHITECTURE FOR DEVELOPING ROBOTS
As introduced in the previous section, we took inspiration from developmental psychology and existing work in robotics to design a simplified model based on arousal, associating the learning experience of the robot, and how stimulating or familiar the experienced environment is. To that end, we designed a model assessing whether the current percepts are being correctly memorized and recalled, and the performances in these two tasks directly influences the arousal level of the robot. Indeed, the arousal only increases as a result of the changes of the synaptic weights and output activity within the learning system of the robot; the only goal of the robot is to learn and discover new percepts and features of its environment. The robot does not have explicit drives or motivations, but its behavior is regulated by the arousal level. To include the human partner and his influence as a regulator of emotions, the arousal can be decreased by providing comfort to the robot, via direct contact or visual presence. This dynamical system is composed of the essential elements to reflect and test the hypothesis concerning the attachment bond and caregiving behavior: unfamiliar events and stimuli increase the arousal which induces a state of overexcitement, and the attachment figure can then alter this overstimulated state with his presence and physical comfort. Whenever the arousal is low, the robot keeps exploring its environment as long as there are unknown features, in order to further its learning experience.
We want the robot to learn incrementally and have its behavior reflect the current situation in terms of learning experience. To that end, we have divided the architecture in three main components: the learning system, the arousal system, and the action selection system.
Learning System and its Inputs
The learning system is using two well-known, off-the-shelf neural network algorithms that learn and recall inputs provided by the sensors of the robot. The two learning structures we chose are a Hopfield-like associative memory [Hopfield 1982; Sudo et al. 2007 ] and a Kohonen map [Kohonen 1997 ]. These neural networks provide us with two main characteristics: incremental convergence relative to the closeness and the number of occurrences of the inputs (as opposed to one-shot learning), and a capacity to measure their performance based on the variations of the synaptic weights and the accuracy of the recall. Moreover, these networks demonstrate two main abilities involved in learning: classification for the Kohonen map, and recall of a complete pattern for the associative memory.
The input to these two neural networks is a 10x10 binary matrix containing all discretized sensor values as described in Figure 1 .
The model used for the associative memory is a modification of the standard Hopfield network, based on models of associative memory described in Davey and Adams [2004] and Calcraft et al. [2007] . The network is a two-dimensional grid of N neurons, with a state or output S i . Every neuron is locally connected to its four nearest neighbors and randomly connected to four other units of the network with a symmetric connection matrix of weights w ij . The connectivity is a blend of the two configurations represented in Figure 2 . In our network, we use asynchronous random-order updates. Then, to learn the presented binary input pattern matrix, we use a modified version of the procedure from Davey and Adams [2004] , described in Algorithm 1.
One point in which our algorithm differs from the original [Davey and Adams 2004] is the repetitions until all local fields are correct. During our experiments, the number of steps used to learn the current pattern is fixed (10 steps in the current settings). Therefore, the pattern is learnt correctly and completely if the robot stays in its current position, in front of the sensory input pattern; if all the local fields are correct before ten time steps, the learning stops.
The Kohonen map algorithm is a traditional implementation of the original one and is described in the Algorithm 2. We used a two-dimensional map of size 10×10.
The Arousal Model
To calculate the arousal of the robot we use two different contributions coming from the neural networks reflecting their real-time performances. First, we calculate the discrepancy between the current pattern of stimuli and the output of the associative memory, a value we call surprise Sur(t), since it decreases as a function of the familiarity of the current pattern. Since the associative memory has a fixed number of time steps to learn the pattern, more than one presentation is needed. When a pattern is familiar enough, the network converges fast and the surprise value is close to zero. We calculate this variable as described in Eq. (1), with X i being the current perceptual input from Figure 1 , S i the output activity of the associative memory.
We also use Cat adj , a value we call Categorization adjustment, which is the sum of the variations of the weight of the Kohonen map. Since the weight variations are proportional to the distance between the perceptual input vector, this internal variable correlates with the difficulty of the categorization of the new inputs. Cat adj is calculated as shown in Eq. (2), with a Kohonen map of N units and an input vector of M dimensions.
At each time step, the arousal of the robot is computed as 
w ij S j Updating all units activity y i of the map;
Modifying synaptic weights between units; end end else end n ← n + 1 end A(t) is then used to compute a smoothed value of the arousal that we call instantaneous arousal, as follows.
Here, τ a = 30 is the time window on which the instantaneous arousal is calculated, as an exponential average of A(t). The intervention of the human partner is summarized in the following variable T Care .
where B s (t) = 0.5 if robot is being stroked and V f (t) = 0.5 when a face is detected in the visual field. Both these values are equal to 0 otherwise. Here, 0 < β < 1 is the decay rate of T Care (t), accounting for the duration of the effect of the intervention of the caregiver to diminish the excitement of the robot. This value allows us to modify the duration of the relief the robot. A(t) and T care (t) are used to calculate an average of this arousal, called sustained arousal. τ sus = 10 is the time window on which the sustained arousal is calculated, as an exponential average of the instantaneous arousal. α is the decay rate of the sustained arousal when the caregiver is providing comfort (α = 0.2). Using exponential averages for the instantaneous and the sustained arousal presents two advantages. An isolated insignificant peak in A(t), either due to noise or a really fast change in the input value, would not be altering the behavior unless repeated or lasting. Moreover, the cumulative effect of this type of equation allows for a controlled exponential decay following a peak, showing a lasting effect even if the original stimuli has disappeared. This ensures that the threshold-based system we use does not switch behaviors too fast which would not appear natural, and could cause problems for the robot.
Action Selection System and Entire Algorithm
The actions the robot takes are based on the levels of both instantaneous A inst and sustained arousal A sus . The robot can turn to the right to look for new stimuli when the sustained arousal A sus is low and the robot is not stimulated enough. The robot only turns in one direction for the following reasons. First, both the Kohonen map and the associative memory function better when the sequence of presentations of the input patterns remains constant. Secondly, this ensures that the robot will not leave the experimental setup, as could be the case with a random walk. Additionally, when comparing two experimental runs we can assure that the variable assessed is not the trajectory of the exploration of the robot, but the behavior of the human partner.
If the sustained arousal A sus is neither low nor high, the robot remains still and tries to learn the current pattern of stimuli it is perceiving. If the instantaneous arousal A inst level peaks, the robot barks to communicate that it found something new. If the sustained arousal A sus is high, the robot will look for the caregiver by moving its head from top to bottom and left to right, trying to attract the caregiver closer. 
w ij · X j Updating all units activity y i of the map; end k ← getWinner() Selecting the unit with the highest activity;
← Euclidean distance between winner k and neuron i;
shows the actions taken based on the two levels of arousal. The overall algorithm is described in Algorithm 3. During the entire experiment, the LEDs situated on the head of the robot were flashing as a sinusoidal wave proportionally to the sustained arousal level (which we use to modulate the frequency), slowly when not stimulated, faster when stimulated, and then flashing fast when overexcited. 
EXPERIMENTS
Effects of the Behavior of the Human Partner
In order to assess if the behavior of a human partner changes the learning experience of the robot, we designed a first experiment where an experimenter would behave in two prototypically opposite ways towards the robot. Since the robot becomes aroused and overwhelmed when having been exposed to too many new features in the environment, in one set of the experiment, the experimenter behaves as a dedicated caregiver and responds to every single call for attention from the robot. In the other set of the experiment, the experimenter would simply give the robot a few strokes at the beginning, as it is the most exciting time of the experiment (every single perception is new to the learning systems of the robot), then leave the robot on its own to cope with the situation. Our hypothesis is that the robot being cared for will learn faster and in a more consolidated way. As we can observe in Figure 5 , we used a Sony AIBO robot on a children's play mat. We chose an AIBO robot because the quality and reliability of the robot itself is ideal for these type of interactions "in the wild", since we want to conduct experiments that can be moved to and performed in different locations, as it will later allow us to let nonexpert human subjects use the setup without having to train them or restrict their behavior. In addition, this robot has been widely used and people interact with it very comfortably in a very natural way. We put colorful objects and toys on the play mat for the robot to observe and learn.
We ran the experiment ten times for each stereotypical style of caregiving of the experimenter. Every run lasted ten minutes. We recorded the data concerning the arousal levels of the robot, and the two values we described previously named categorization adjustment and surprise, reflecting the convergence and stability of the neural networks. We can read in Table I the means and standard deviations of the surprise and categorization adjustment for each different style of care from the experimenter. It is clear that the behavior of the experimenter had a significant impact on the learning experience of the robot. Indeed, the values presented in Table I are the average of all the runs of the mean of the surprise and categorization adjustment, therefore a higher value demonstrates that the network converged and recalled less successfully. We can therefore say that the robot which was cared for learnt the play mat and its features better than the other robot. This can be explained by the fact that the robot tends to lose focus whilst calling for attention often, and in turn does not allow its learning structures to converge and stabilize as needed. Moreover, as the robot actually stays and searches for a caregiver when the sustained arousal peaks over the predefined threshold, the features of the mat are not presented to the neural networks as often as they are in the other condition. This consistency in the presentation order and frequency is crucial for the networks to form base memories and coherent categories. Furthermore, as was observed in a pilot of this experiment where this feature was not yet implemented, even if the robot does not search for the caretaker by looking away from the mat, the effect observed on the learning outcomes is similar. It would appear that by only giving a regular rhythm and therefore duration to the presentation of the patterns, the neural networks do prefer several alternating patterns' presentation than a longer presentation time. This also suggests that an optimal trade-off might exists between the duration of the presentation and the number of presentations of the patterns.
A Human Robot Experiment In-the-Wild
Now that we have an architecture that has shown to lead a robot to different learning outcomes depending on the behavior and attention of a human caregiver, we wish to assess whether such a robot would actually elicit appropriate caregiving responses from human adults. Therefore, we designed two different profiles for the robots. One would exhibit the same dynamics and reactions as in the previous experiment. It would emit a call for attention and look for a human face when its arousal levels are high.
In the remainder of this article, we will call this profile "needy". The other profile requires assistance far less often and will be called "independent". This was achieved by changing the arousal dynamics relaxation parameters in order to have the arousal increase more slowly, and the effect of the comfort provided lasting longer (β = 0.995 and α = 0.95 for the "independent" robot, and β = 0.95 and α = 0.995 for the "needy" robot). Indeed, as the arousal level controls the behavior of the robot, even if the Sur and Cat adj are high, the arousal will peak far later than in the "needy" case. Therefore, the robot with the "independent" profile will appear not to need attention. Moreover, as the comfort T care reduces the arousal of the robot for a longer time than in the "needy" case, even a low frequency of contact would lead to a robot with a sustained arousal always below the lower threshold, therefore looking for new stimuli by turning even with a constant variation of the inputs to its sensors. Our hypothesis is that the "needy" profile would elicit more frequent caregiving-like behavior from the human subjects, as well as being more engaging and stimulating.
4.2.1. Experiment Protocol. We carried the experiments over 3 days at the London Science Museum. We successfully recruited subjects with different ages, gender, and familiarity with robots, to interact with the robot "in the wild", outside of a closed environment like a laboratory.
The subjects were given the following text as introduction to the experiment and instructions.
A baby Aibo robot is learning to explore its environment with the help of its caregiver. The Aibo robot will be placed on a children's play mat containing toys, and it will explore the objects in this new environment. As in the case of children, encountering new objects can trigger at the same time curiosity, enjoyment, and provoke an overaroused state. When the robot is overexcited by this novelty, it will express this by barking and looking around for a human caregiver, to get attention and support. The caregiver can decrease the excitement of the robot via visual or tactile contact, for example by showing it its "comfort" toys and other objects, carrying it to a different area in the play mat, or by patting it on top of the head or on the back.
The directives given to the subjects concerning the capabilities of the robots were the following:
-the LEDs on the head of the robot flash as a function of its stimulation level to provide the human subjects with a visual feedback; -the robot reacts to visual cues, distances of objects, and contact on its pressure sensors; -when the robot is overexcited, the LEDs will flash fast, the robot barks, and its head moves from side to side to look for a human face; -overexcitement can be alleviated by stroking the back of the robot or by showing a human face in front of the robot camera; -the robot only moves by turning to the right when its stimulation level is low; -the robot can be picked up and manipulated in any ways the subject wants (within reason); -the robot does not react to any auditory stimuli.
After this briefing, the experiment started with one of the two profiles of the robot. The robot was standing on the play mat as in Figure 5 . The subject interacted with the robot for 3 minutes, then filled in a questionnaire about the robot, then interacted for another 3 minutes with the robot with the other profile, and filled in the questionnaire about the last robot.
Half of the subjects interacted with the "needy" robot first and then with the other robot. Half of the subjects interacted with the "independent" robot first. The subjects were not told the difference between the two profiles of the robot.
Questionnaire.
After interacting with each robot type, we asked the human subjects to answer the following questions using a five-point Likert scale.
(Q.1) How did you enjoy the interaction? The purpose of this question is to obtain a subjective rating of the human partner's enjoyment of the interaction. We hypothesized that the subjects would enjoy the "needy" robot significantly more for two main reasons. First, the robot reacts quicker to newly presented stimuli, which provides a more consistent feedback to the subjects' invitations to interact. Secondly, the robot, even if not explicitly stimulated by the human subject, will ask for attention more often, which in turn stimulates the human to engage in the interaction. Finally, this last property of the robot's behavior could trigger more positive affect in the human, as the robot seemingly needs their participation and attention.
(Q.2) How would you rate the reactivity of the robot? This question is meant to provide us with a subjective rating from the human subjects of the consistency of the timing of the robot. The scale ranges from "not reactive at all" to "extremely reactive". We obviously hypothesized that the "needy" robot would get a higher rating than the other profile, due to the fact that the time constants of the profile were far smaller than the ones of the "independent" profile.
(Q.3) How predictable did you find the robot? This question is meant to provide us with a subjective rating from the human subjects of the predictability of the robot. The ideal rating would have been in the middle, where the robot is rated as not too predictable, therefore easy and interesting to interact with. We hypothesized that the "independent" robot would get a higher rating, as it does not react often to stimuli, and takes a longer time have a new behavior triggered.
(Q.4) How would you rate your willingness to assist the robot? This question is meant to provide us with a subjective rating of the feeling of "need" the human subject felt. As we are trying to assess if the architecture and the setup are sufficient enough to trigger caregiving reactions from the human partners, their inclination to provide assistance to the robot would provide us with a rating of how "needy" they felt the robot was, and in turn how consciously they thought they should take care of it. We hypothesized that the "needy" robot would get a higher rating on this question.
(Q.5) How would you rate your ease to interact with the robot? This question is meant to provide us with a rating of how easy the subjects felt the interaction with the robot was. It also offers us an insight about any feeling arising if they did not know what to do during the interaction. We hypothesized that the "needy" robot would get a higher rating with this question since its reaction time and consistency to new stimuli and change during the interaction would provide a timely feedback to the human subjects' actions, therefore avoiding any unsure or hesitant feeling.
(Q.6) How would you rate how autonomous the robot was? This question is meant to provide us with an explicit rating of the autonomy of the robot, which should reflect the opposite of the "needy" quality of the profile of the robot. This question is complementary to the one asking about their willingness to assist, in order to assess if the subjects noticed the difference between the two robot profiles in term of neediness and independence. Naturally, we hypothesized that the "independent" robot would get a much higher rating than the other robot.
RESULTS OF THE EXPERIMENT AT THE MUSEUM
The experiments were carried out in the London Science Museum during a special exhibition dedicated to robots. The experiment was set up in a corner of the main hall in order to limit the interferences from the crowd passing by. It is to be noted that the downsides of this location were the loud noise and the public watching, which may hinder the freedom of the participants who may be conscious of other people watching while interacting with the robot. The subjects were sitting on the play mat, on which toys and colorful objects had been placed, then briefed as previously described. We carried out the experiment with 21 adult subjects (5 males and 16 females), who ranged from 19 to 60 years of age (10 were aged less than 30 years old, 11 were aged 30 and above). We video recorded the interactions and recorded the real-time values of the stimulation (surprise and categorization adjustment) the robot experienced, and the comfort provided to it during the interaction.
General Qualitative Observations
The following observations were made by the experimenter and give a broad view of what can be witnessed during such interactions. First, all the subjects interacted for 3 minutes with the robots, without wanting to stop the interaction or looking out The mean and standard deviation (in parentheses) for the subjective ratings are presented for each robot profile along with the F-score F and partial η 2 effect size statistics. We displayed the significance next to the name of the rating (* for p < 0.05, ** for p < 0.01, and *** for p < 0.001).
of place. Secondly, the subjects expressed and exhibited more positivity and engagement during and after interacting with the "needy" robot. This observation is in accordance with our hypothesis that the "needy" profile would be easier to interact with, more enjoyable, and could trigger more positive affect. During the interaction, several strategies were observed. Most subjects would first observe the robot for the first ten to twenty seconds, then increasingly try to interact with it. First, they would pat the robot to see the effect, and then showing the robot a toy and waiting for a reaction. It was noted that males were more inclined to move the robot to new unexplored spots of the mat, and females more often patted the robot, and offered more physical comfort.
Results of the Questionnaire
The analysis of the experimental conditions was carried out using repeated measures ANOVA. These results are summarised in Table II , and visually presented in Figure 6 and Figure 7 . Additionally, we analysed two values collected from the robot, touch, the sum over the whole interaction of what has been registered by the contact sensors of the robot, and stimulation, which is the sum of the Cat adj and Sur (which are the main contributions to the arousal A(t)) as they appear in Section 3.2, reflecting the variations of the stability of the neural networks. Both these quantities are then divided by the number of time steps the interaction lasted. Stimulation gives us an indication of the variability in the input patterns fed to the neural systems. We first report that the presentation order of the two profiles of the robot did not produce any significant effect on any of the measures. The repeated measures ANOVA did not reflect any confound between subjects having interacted first with the "needy" robot or with the "independent" one. We can note that the subjective ratings show that the subjects reported a high level of enjoyment overall. However, there was a significant difference in enjoyment between the two profiles (F(1, 20) = 22.3, p < 0.001); participants rated the "needy" robot as more enjoyable. Moreover, the analysis clearly shows that overall, subjects rated the "needy" robot as less autonomous than the "independent" one (F(1, 20) = 4.5, p < 0.05), which is in accordance with our hypothesis. This result is supported as well by the significant difference found in the ratings of the willingness to assist (F(1, 20) = 4.2, p < 0.05). This measure was designed as a complimentary measurement of the autonomy or independence of the robot. The reported ease to interact demonstrated a similarly strong difference between the two profiles of the robot (F(1, 20) = 20.3, p < 0.001), with a rating below average (here 2.09) for the "independent" robot. The same difference was observed when considering the reactivity rating (F(1, 20) = 18.6, p < 0.001), which strongly supports our hypothesis that the "needy" robot would be scored higher. The only rating for which a significant difference was not found is the predictability.
The analysis of the data gathered directly from the architecture shows that the subjects did not significantly provide more physical contact (as measured by the sensors on the back of the robot with the variable touch), although the designed profiles would have suggested a stronger value for the "needy" robot. On the other hand, a significant difference was found on the stimulation measure (the compound of surprise and category adjustment). The measure is much higher for the "independent" robot, whose neural systems had to cope with more perceptual information.
Results per Subjects Group
Since we observed different behaviors and dynamics during the interactions with the robot, we investigated if the subjective ratings would vary depending on factors like the age group (10 were aged less than 30 years old, 11 were aged 30 and above), and parenthood (7 of the subjects declared being parents). The repeated measures (ANOVA) showed a significant interaction between the age group and the rating of autonomy (F(1, 19) = 16.1, p = 0.001, partial η 2 = 0.50). The subjects 30 years old or more rated both robot profiles similarly (F(1, 10) = 0, 40, p = 0.55,partial η 2 = 0.05), in contradiction with the ratings of the younger subjects (F(1, 9) = 46.58, p < 0.001, partial η 2 = 0.85) with the general result shown in Table II . Moreover, subjects having declared being parents did not show a significant difference in their rating of autonomy (F(1, 19) = 16.0, p = 0.022, partial η 2 = 0.28). Nevertheless, there was no other significant interactions observed with the other measures presented in the general results. independent ease to interact ease to interact independent will to assist will to assist independent reactivity reactivity 4.00 3.00 2.00 1.00
0.00
Means of the Reactivity, Will to assist, and Ease to Interact ratings Fig. 7 . Summary of the answers of the human subjects to the questions of reactivity, will to assist, and ease of interaction (the error bars represent the standard error).
Coding of the Videos
In addition to the analysis of the questionnaire, the video recordings of the experiments were coded, in order to observe any objective features in the behavior of the subjects. We asked an independent coder to code the videos using the measures described shortly. The coder had no knowledge of the functioning of the architecture or the research hypotheses. Indeed, as we are interested in finding out if the profile of the robot influences the engagement and the positive affect of the human partner, we looked for actions and behaviors demonstrating a positive or a negative attitude towards the robot. As for the condition of the video recordings, it has to be noted that only 100 seconds of them were coded as this was the average duration where both the robot and the human subjects were visible. This is the reason why we did not try and code the facial expressions. We coded the videos and looked for the following specific behaviors. These behaviors have been separated between positive and engaged gestures, and negative or restricting movements.
Affective gestures. These gestures represent playful, gentle, or supportive movement of the hand, head, or body, for example, playful waving the hands like when greeting a child, gesturing with the hands to "come here", or hitting the hands on the floor like when inviting a dog to play.
Affective touch. The human partner strokes the robot. The event starts with a hand moving towards the robot and ends when the hand goes back again. These gestures are the ones showing some kindness and attention as would an adult with an infant or a young puppy. Restricting touch: This gesture happens when the subject holds the robot in order to limit its movements or covers the head or body. Examples of these behaviors include repeatedly moving the robot back and picking it up in order to see it when the robot continuously moves away or is facing the other direction. The event starts with hands moving toward robot and ends with drawing them back.
Aggressive handling. This happens when the subject picks up or handles the robot roughly (e.g., turning it upside down, hitting it). This event starts with the hand moving towards the robot and ends when the hand goes back again.
It has to be mentioned that the emotion-relevant behaviors do not include behaviors that are primarily mechanically based, such as picking the robot up to to inspect it while turning it around, or to touching the robot with the fingertip in order to test if it moves.
After carrying out a repeated measures analysis (ANOVA) on all the coded behaviors, no significant difference was observed. However, when the coded behaviors were grouped in either positive or negative ones (i.e., affective gestures with affective touch, and restricting touch with aggressive handling), a significant difference was found on the number of negative behaviors exhibited (F(1, 20) = 5.7, p < 0.05, partial η 2 = 0.241). Indeed, as we can observe in Figure 8 , more negative behaviors were noted when subjects interacted with the "independent" robot. Moreover, we can remark a trend appearing showing that subjects also displayed more positive behaviors whilst interacting with the "needy" robot (F(1, 20) = 3.56, p = 0.07, partial η 2 = 0.165).
Potential Effects of the Experimental Setup
In human-robot interaction, the experimental setup can have unwanted effects that could bias the results. It is therefore worth discussing the potential effects that our experimental setup could have had on our results, in particular some of its most distinctive features: the choice of the platform and the context of the tests. It might be suspected that the choice of robotic platform could have been responsible for some biases in the results and overall behavior of the subjects.
First, the AIBO robot, marketed by Sony as an entertainment robot for the adult population, is known to be appealing to many adults, potentially biasing the interest and engagement of subjects positively towards the interaction. It is also known that repeated exposure or habituation to the robot decreases such interest. If that would be the case, a possible decrease in the rating of enjoyment could have been observed between the two phases of the experiment. We did not observe such a decrease in the data.
Second, the type of robot chosen always biases the type of interaction that humans can have with it due to various computational and embodiment-related factors, and the experimental protocol usually sets additional constraints on the interaction. Concerning the data collected following the coding procedures of the video recorded, the range of behaviors that an adult can exhibit with our AIBO robot was limited to moving the robot, stroking it, or touching its head, and presenting objects to it. Demonstrating skills like stacking or manipulating objects, which could have lead to a richer interaction and more natural behavior from the subjects, was not possible. Yet the results of the coding show a significant effect of the "needy" robot profile in terms of a reduction in negative behaviors. This result is most likely due to the dynamics of the behavior of the robot, having been designed as more reactive, and consequently rated as such by the subjects.
Testing robots that interact with humans "in the wild" is very likely to bring about a mindset and expectations on the part of the human that are different from those found in laboratory testing conditions. Our data were gathered in a particular setting, a museum dedicated to science. It is therefore likely that visitors were already keen to discover and try out new technologies. Nonetheless, with this caveat in mind, our observations in terms of engagement, positive and affective and social behaviors during the interaction reflect the display of caregiving-like responses from adult subjects regardless of their technological and social background; such behaviors were not necessary, nor expected to be displayed, if the subjects were simply trying to understand how the technology works, which makes a convincing argument for the use of our model and architecture in the context of human-robot interaction.
CONCLUSIONS AND IMPLICATIONS OF OUR WORK
Conclusions
We have presented two experiments describing and demonstrating how attachment theory can be used to investigate important issues in developmental robotics, concerning both the dynamics of human-robot interaction (how autonomous robots can trigger different caregiving-like responses from adults during exploration and learning episodes) and the cognitive-emotional development of the robot (how different dynamics impacts the learning of the robot and its coping with novelty).
In a first experiment conducted in the laboratory, we have shown that our architecture produced two different learning outcomes for the robot depending on the different type of interventions of a human partner: an "attentive" caregiver or a "neglecting" one. These results are the direct consequence of the number of presentations, and of the attentional focus of the robot and the time spent observing the various perceptual states available to it. Indeed, the architecture of the robot pushes it to stay in front of a perceptual scene until its learning structures converge to a satisfying level. This effect is only warranted by the slow convergence of the two structures that we are using, namely, a Kohonen map and an associative memory, both of which are well known for their stability in cases where the patterns are repeatedly presented and can form solid categories and base memories. Our architecture would not produce the same results if we were using one-shot learning or other fast-adapting algorithms.
In a second experiment, conducted "in the wild" for 3 days at the London Science Museum, we invited adult visitors to the museum to interact robots endowed with the same architecture but showing two different interaction profiles in the face of noveltytriggered arousal: a "needy" robot that solicits attention visibly and frequently, and an "independent" robot that does not solicit attention but deals with the situation on its own. The results show that subjects were significantly engaged in the interaction with both robot profiles, and that a significant preference was shown towards the "needy" robot as reflected in the subjective ratings of enjoyment collected using questionnaires. Moreover, subjects rated correctly the profiles of the robot, with two distinct measures: autonomy and willingness to assist. These two results support our approach in designing robotic architectures susceptible to induce positive emotions and caregiving behavior in order to facilitate the learning experience of a developing robot. For subjects who were parents and aged 30 years and above, the autonomy rating was not significantly different between the two conditions, which leads us to believe that either the term itself is too unfamiliar to this population, or the notion of autonomy within this context is interpreted differently.
We believe that our model and results have important implications for different branches of the robotics community as well as for interdisciplinary research on emotional and cognitive development.
One could raise the question to what extent the arousal-driven model we developed could serve as a first step towards modeling or understanding attachment behaviors in biological systems. It is indeed important to assess the relevance of the models against the phenomenology that inspired them. In the study presented here, we can argue that we modeled the behavior of the robot with two phenomena in mind. First, during an exploratory episode, the amount of new information an infant (human or nonhuman primates) discovers has an effect on the behavior and the learning outcome. A low amount drives further exploration, and high amount can be overwhelming. Secondly, the primary attachment figure, or caregiver, plays a crucial role in these episodes, and can influence the development of the emotion regulation skills of the infant, as well as her learning process. The interplay of these two phenomena leads to link the behavior of the caregiver to the learning efficiency of an infant during a short exploration episode. If we solely compare our model and the behaviors it produces to the phenomena presented, we can argue for the relevance of our model in the sense described in Webb [2001] . Indeed, we do obtain different learning outcomes depending on the human behavior. However, this synthetic model uses an abstraction of the underlying physiology responsible for these phenomena. For instance, arousal itself is a measure reflecting the effect of various endogenous and exogenous perturbations. We therefore do not advocate for a close biological model in terms of realism (using Webb's terminology). Our aim is not to produce in robots complex models closely reproducing or "copying" phenomena observed in nature (bio-mimetic models) but rather to produce simple bio-inspired models that permit to test the key parameters of the theory under investigation in a highly controlled way and that can shed light to the various disciplines involved.
Implications for the Robotics Community
We believe that our model and results have important implications for human-robot interaction and more generally the robotics community, as well as for interdisciplinary research on emotional and cognitive development. Next we mention some of them.
First, as put forward by Cañamero et al. [2006] , developmental robotics is a very promising avenue towards building social, companion, and service robots that are better tailored to humans by learning from them in daily interaction. Moreover, the establishment and development of affective bonds is an important element to bootstrap and guide the integration of robots in the human environment in a way that fosters such learning and adaptation to take place naturally . The work reported here takes concrete steps in this direction.
The use of arousal to guide the behavior of the robot and give feedback to the human provides observable signals that we can understand easily and to which we respond naturally, and is therefore very well suited to human-robot interaction. Its understandability and its dynamics provides timely and natural feedback to the human, which is a key factor to foster engagement and successful interaction and still a challenge in many areas of robotics.
The profiles used in our second experiment, "needy" and "independent", also teach us some lessons relevant to human-robot interaction and the design of social robots. Regarding the design of such profiles, it is noteworthy how a simple variation in the degree of expressiveness of the robot gives rise to the perception of very different "personality profiles" and elicits different behavioral patterns and interaction experience in the human. We believe that the degree of expressiveness is an important factor to take into account in HRI to produce behavior and interaction better tailored to the human partner.
Beyond HRI, our results are relevant to cognitive robotics as they show how the interaction dynamics created in the human-robot loop influences the cognitive system (in this case learning) of the robot. Finally, our model and experiments, issued from interdisciplinary collaboration, also provide valuable feedback to both developmental robotics and developmental psychology and more generally the affective sciences as they permit to make and test concrete operational models of specific aspects of attachment [Cañamero 2005 ]. This is very important in developmental robotics since one of its goals is to provide feedback to other (developmental) sciences.
Future Work
The work presented here can be extended in many ways. Here we mention some research topics of particular interest for human-robot affective interaction.
In order to further validate our hypothesis that the profile of the robot and its inherent dynamics are responsible for triggering caregiving-like behaviors, and the positive affect and emotions associated with them, we would like to test, in a similar setting, a robot with an exploratory behavior that would respond to a random draw rather than to its arousal levels. This would ensure that the dynamics and the consistency of the behavior of the robot is key to the response and behaviors observed with the subjects.
Moreover, in order to further validate that this kind of architecture, influenced by psychological theories about mother-infant relationships, clearly helps robots to learn in more coherent and efficient ways, we would like to allow our robot to learn slightly more complex skills, and allow it to build on them in order to learn new ones. Indeed, observing such interactions with human adults, actively teaching robots reusable skills would help us identify which properties of the behaviors of the human partner are vital in order to accelerate and consolidate the skills of a robot. This theme is deeply related to Vygotsky's zone of proximal development [Vygotsky 1967 ], which was defined as the gap between what an individual learner has mastered and what can be achieved with the educational support of the human partner. In our case, for humans to be efficient in teaching reusable and interdependent skills, they would have to understand this concept of proximal development, and therefore demonstrate and teach skills and behaviors that are within the reach of the robot, and far enough from what the robot knows as not to be redundant. However, there are tremendous challenges to overcome in order to successfully design such an experiment, such as the duration of the experiment (in order to keep the human partner engaged in a long-term interaction) and what kind of skills and tasks to propose to a developing robot.
Finally, we believe that taking inspiration from the caregiver-infant bond and its properties opens up a promising avenue in order to achieve such long-term interaction. Indeed, we suppose that if a human teaches skills and behaviors to a robot, the robot could reflect this particular manner of performing a task or behaving in a particular context. The robot would behave and respond to stimuli and situations in an adapted manner, and personalized to this particular human, as happens with children and their caregivers. In some ways, although behaving differently and singularly, children do behave like their parents, and react to emotional and nonemotional situations as a consequence of these dyadic episodes. This does not seem to be a product of direct imitation learning, but a gradual process by which behaviors that most children exhibit were slowly tailored as a product of what they observed in their caregivers' behavior, and what they have been directly taught by them. This phenomenon, though loosely defined here, seems to trigger positive emotions in parents and could be a key to keeping the human-robot dyad engaged in long-term interactions, and having the robot grow and develop successfully. Of course, in order for this objective to be reached, much progress is needed in the real-time perception of emotional and nonemotional cues in human behaviors, and the correct identification of the intents and purposes of such behaviors.
