, are presented in Algina (1994) and Keselman and Algina (1996) . A SAS/IML (SAS Institute, 1989) program is also available for computing this test in any repeated measures design (see Algina, 1997) .
WJ. Since the effects of testing mean equality in repeated measures designs with heterogeneous data is similar to the results reported for independent groups designs, one solution to the problem parallels those found in the context of completely randomized designs. The Johansen (1980) approach, a multivariate extension of the Welch (1951) and James (1951) procedures for completely randomized designs, involves the computation of a statistic that does not pool across heterogeneous sources of variation and estimates error df from sample data. (This is in contrast to the Huynh (1978) approach which, by use of the conventional univariate F statistics, does pool across heterogeneous sources of variance. The Huynh approach adjusts the critical value to take account of the pooling.)
Suppose that we wish to test the hypothesis: . C matrix of dimension r JK. Then an approximate df multivariate Welch (Welch, 1947 (Welch, , ‚ 1951 )-James (James, 1951 (James, , 1954 )-type statistic according to Johansen (1980) and Keselman et al. (1993) is product. The contrast matrix for a test of the interaction effect is . Lix C C C oe OE
and Keselman (1995) present a SAS/IML (SAS Institute, 1989) program that can be used to compute the WJ test for any repeated measures design that does not contain quantitative covariates nor has missing values.
Robust Estimation
While a wide range of robust estimators have been proposed in the literature (see Gross, 1976) , the trimmed mean and Winsorized (co)variance are intuitively appealing because of their computational simplicity and good theoretical properties (Wilcox, 1995a (Wilcox, , 1998 Now, for every j there is a K K Winsorized covariance matrix that must be ‚ estimated. The estimated Winsorized covariance between the th and th levels of the m l within-subjects factor is, for fixed j, estimated with s 476 oe Accordingly, the WJ statistic is
Bootstrapping
Rather than approximate the null distribution of IGA and T with an F > > WJ distribution, a percentile-t bootstrap estimate of the critical value can be used instead.
That is, Westfall and Young's (1993) Combinations of five factors were investigated which included: (a) equal and unequal covariance structures, (b) equal and unequal group sizes, (c) pairings of covariance matrices and group sizes, (d) the value of the sphericity parameter, and (e) normal and nonnormal data.
Equal as well as unequal between-subjects covariance matrices were investigated.
When unequal, the matrices were multiples of one another, namely , and
oe oe oe or , and . These degrees and type of covariance " heterogeneity were selected because Keselman and Keselman (1990) found that, of the conditions they investigated, they resulted in the greatest discrepancies between the empirical and nominal rates of Type I error and, therefore, were conditions under which the effects of covariance heterogeneity could readily be examined.
The test statistics were investigated when the number of observations across groups were equal or unequal. Total sample size was based on the recommendations provided by Wilcox (1995b), Keselman et al. (1993) , and Algina and Keselman (1997).
First, Wilcox recommends that groups should contain at least 20 observations when data are to be trimmed. Second, according to Keselman et al. and Algina and Keselman, in order to obtain a robust WJ test, the ratio of the smallest group size [n ] to the number
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of repeated measurements minus one [(K 1)] should be approximately 2 (4 or 5) to one  when testing the main effect, depending on whether data are normally (nonnormally) distributed or 3 or 4 (7 or 8) to one, for the test of the interaction. Based on these recommendations we initially chose to investigate the following cases: (a) (20, 20, 20) , (16, 20, 24) and (12, 20, 28) (N 60) for K and (b) (35, 35, 35) , (28, 35, 42) , and oe oe% (21, 35, 49) (N 105) for K 8. Note that for each value of N, both a moderate and oe oe substantial degree of group size inequality were investigated. The moderately unbalanced group sizes had a coefficient of sample size variation (C) equal to .16, while for the ¶ more disparate cases C .33, where C is defined as ( (n n ) /J) / n , and n is the
average group size. For these initial sample sizes, it is important to note, the above recommendations were not quite satisfied. However, we decided to start at this point and increase sample size if trimming and/or bootstrapping did not improve the Type I error rates for the WJ test, which according to recommendations, could be liberal for these sample sizes when data are nonnormal.
Six pairings of covariance matrices and group sizes were investigated: (a) equal n ; equal , (b) equal n ; unequal , (c/c ) unequal n ; unequal (positively paired), Another issue considered in the current investigation was nonsphericity. In our investigation the sphericity index was set at 0.75 or 0.57. When 1.0, sphericity is % % oe oe satisfied and for the J K design the lower bound of 1/(K 1). The covariance ‚ oe  % matrices for each value of investigated are contained in Table 1 respectively. The procedure for generating the multivariate lognormal data is based on
Johnson, Ramberg, and Wang (1982) and is presented in Algina and Oshima (1994) . This particular type of nonnormal distribution was selected since applied data, particularly in the behavioral sciences, typically have skewed distributions (Micceri, 1989; Wilcox, 1994b) . Furthermore, Sawilowsky and Blair (1992) found in their Monte Carlo investigation of the two independent sample t test that only distributions with extreme degrees of skewness (e.g., 1.64) affected Type I error control. In addition, Algina # 1 oe and Oshima (1995) found that tests for mean equality are affected when distributions are lognormal and homogeneity assumptions are not satisfied. Thus, we felt that our approach to modeling skewed data would adequately reflect conditions in which the tests might not perform optimally.
Type I error rates were estimated with 3,000 replications per investigated condition.
Results
To evaluate the particular conditions under which a test was insensitive to assumption violations, Bradley's (1978) liberal criterion of robustness was employed.
According to this criterion, in order for a test to be considered robust, its empirical rate of Type I error ( ) must be contained in the interval 0.5 1. and Winsorized variances and covariances) and when critical values used for assessing statistical significance were obtained through bootstrap or usual methods. The empirical rates of error were compiled when data were either normal/lognormal, covariance matrices were either equal/unequal, group sizes were either equal/unequal, sphericity was either moderately/severely violated, covariance matrices were either moderately/severely unequal, and when these conditions occurred in various combinations.
We found that when data were obtained from normally distributed populations both procedures were generally able to provide very effective Type I error control when they were based on least squares estimators of central tendency and variability. Utilizing robust estimators or obtaining critical values through a bootstrap method did not generally result in substantially different rates of Type I error.
When data were nonnormal in shape (i.e., lognormal), the IGA procedure based on least squares estimators and its usual critical value continued to effectively control its rates of Type I error while the rates for the WJ test, also based on least squares estimators and its usual critical value, often were liberal (i.e., 7.50%). On the other hand, both  procedures when based on robust estimators and their usual critical values resulted in well behaved rates of Type I error over the conditions examined in our investigation.
Obtaining critical values through a bootstrap method did not offer any additional improvement in Type I error control. In fact, rates of Type I error were frequently very conservative (i.e., 2.5%) when the bootstrap was employed.  Based on our findings and those reported elsewhere we offer the following recommendations. When one is interested in testing main and interaction effect hypotheses pertaining to the usual population means we then recommend that researchers adopt the Welch-James procedure as long as sample sizes meet the prescriptions set forth by Keselman et al. (1993) and Algina and Keselman (1998) . When sample sizes meet these prescriptions the WJ procedure will typically provide a robust test of the null hypothesis under most conditions of nonsphericity, covariance heterogeneity, nonnormality, and, as well, will typically be more powerful to detect treatment effects than the IGA test due to Huynh (1978) . We make this recommendation even though in our study, rates of Type I error for WJ were often liberal. However, the reader should remember that our sample sizes did not meet the prescribed recommended sizes; we used smaller than recommended sizes because we wanted to see if these smaller sizes would nonetheless provide robust tests when robust estimators were adopted. When sample sizes are smaller than those prescribed, the IGA test involving least squares estimators should be adopted because it is very robust to assumption violations. Specifically, our cases of covariance heterogeneity, nonsphericity and sample size equality/inequality cover a range of values that we believe are sufficiently broad that they should include most data sets that conceivably could be obtained in behavioural science research. That is, covariance matrices whose elemental values differ by a factor of 3:1 and 5:1 or 5:1 and 9:1 were disparate enough to sufficiently represent the effects of covariance heterogeneity for any likely real data set. Likewise, our cases of nonsphericity ( .75 and .57) were sufficiently broad over the range of values that sphericity can % oe assume. With regard to sample size, we chose our cases according to the results reported by Keselman et al. (1998) . According to their survey of statistical practices of behavioural science researchers, unbalanced designs are more prevelant than balanced designs and typical sample size is 60 subjects for between by within repeated measures designs. Another point to consider, with regard to sample size, is that it was not necessary to compare the tests based on robust estimators (i.e., WJ with robust estimators) to their least squares counterparts (WJ-LS) for larger sample size cases because published findings indicate that the WJ-LS procedure will be prone to inflated rates of Type I error in large designs (i.e., K 8) unless sample sizes are very large ( (Algina & oe e.g., > 300) Keselman, 1997) . Accordingly, because these sizes are typically not available to researchers (see Keselman et al., 1998) , we sought a solution that would be viable with typical sizes. Finally, with respect to the possible effects of nonnormaility on rates of Type I error, our choice of distribution was based on the results reported by Sawilowsky and Blair (1992) who indicated that it is the of skewness that affects rates of Type degree I error for tests of mean equality and that in their investigation when skewness equalled 1.64 the tests were adversely affected. This conclusion generalizes to repeated measures designs (see e.g., Keselman & Lix, 1997) .
When researchers feel that they are dealing with populations that are nonnormal in form [Tukey (1960) suggests that most populations are skewed and/or contain outliers] and thus subscribe to the position that inferences pertaining to robust parameters are more valid than inferences pertaining to the least squares parameters, then either usual the IGA or WJ procedures, based on robust estimators, can be adopted. Our results certainly suggest that these procedures will provide valid tests of the repeated measures main and interaction effect hypotheses (of trimmed population means) when data are non-normal, nonspherical, and heterogeneous.
Finally, it should be noted that although we have not compared the WJ test with trimmed means and Winsorized variances with the WJ test based on least squares estimators with regard to power, theory and prior work indicates that this was not necessary. That is, theory tells us that procedures based on sample means result in poor power because the standard error of the mean is inflated when distributions have heavy tails; however, this is less of a problem when working with trimmed means (see Tukey, 1960; Wilcox, 1995b) . This phenomenon is illustrated in a number of sources. For example, Wilcox (1994b Wilcox ( , 1995b has presented results indicating that in the two sample and one-way problem, tests (i.e., and ) based on the usual least squares estimators lose t F power when data contain outliers and/or are heavy tailed. Specifically, in the two sample problem, Wilcox (1994b) compared the Welch (1938) and Yuen (1974) procedures and found that when data were obtained from contaminated normal distributions (distributions that have thicker tails compared to the normal) the power of Welch's test was considerably diminished compared to its sensitivity to detect nonnull effects when data were normally distributed and, as well, was less sensitive than Yuen's test. Indeed, the power of Welch's test to detect nonnull effects went from .931 when distributions were normally distributed to .278 and .162 for the two contaminated normal distributions that were investigated; the corresponding power values for Yuen's test were .890, .784, and .602, respectively. Wilcox (1995b) presented similar results for four independent groups.
Footnotes "Þ Other than the first two authors, the order of authorship was determined alphabetically.
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2. , A choice for the amount of trimming, must be made. Efficiency (achieving a # relatively small standard error) is one approach to this problem. If is too small, # efficiency can be poor when sampling from a heavy-tailed distribution. If is too large, # efficiency is poor when sampling from a normal distribution. A good compromise is # oe .2 because efficiency is good when sampling from a normal distribution and little power is lost as compared with using means ( 0) (e.g., Rosenberger & Gasko, 1983; # oe Wilcox, 1997b). In terms of computing confidence intervals and controlling Type I error probabilities, theory tells us that problems associated with means decrease as the amount of trimming increases (Wilcox, 1994a (Wilcox, , 1994b 
