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a b s t r a c t
The p-primary v1-periodic homotopy groups of a topological space X , denoted by
v−11 π∗(X)(p), are roughly the parts of the homotopy groups of X localized at a prime pwhich
are detected by K -theory. We will use combinatorial number theory to determine, for p an
odd prime, the values of n for which
v−11 π2(n−1)(SU(n))(p) ∼= Z/pn−1+νp

n
p

!

.
As a corollary, we obtain new bounds for the p-exponent of π∗(SU(n)).
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
For a prime number p, the homotopy p-exponent of a space X , denoted by expp(X), is the largest e ∈ {0, 1, 2, . . .} such
that some homotopy group πi(X) has an element of order pe. A famous result of Cohen, Moore and Neisendorfer, in [2],
states that if p ≠ 2, then expp(S2n+1) = n. Much progress has also been made in the study of expp(SU(n)), and that is the
focus of this work.
In [6], Davis and Sun proved a strong lower bound for the homotopy p-exponent of SU(n). Let νp(n) denote the largest
power of p that divides n.
Theorem 1.1 (Davis and Sun, 2007). For any prime p and n ∈ {2, 3, 4, . . .}, some homotopy group πi(SU(n)) contains an
element of order pn−1+νp

n
p

!

,
i.e., expp(SU(n)) ≥ n− 1+ νp

n
p

!

.
We will study the extent to which this bound might be sharp.
In [5], Davis and Mahowald defined, for any prime p, the p-primary v1-periodic homotopy groups of a topological space
X , denoted by v−11 π∗(X)(p). These are a first approximation to the p-primary homotopy groups, π∗(X)(p). Each v
−1
1 πi(X)(p)
group is a direct summand of some homotopy group πj(X). We will use these groups and tools from number theory, in
particular, Stirling numbers of the second kind, to find out more about p-divisibility of homotopy groups of SU(n).
For n, k ∈ Nwith n+k ∈ Z+, the Stirling number of the second kind, S(n, k), is the number of ways to partition n objects
into k nonempty subsets, where S(0, 0) := 1. These numbers satisfy the condition S(k, j)j! = (−1)jji=0(−1)ijiik. For p
prime and any integer k, we define the partial Stirling numbers,
ap(k, j) =

i≢0(p)
(−1)i

j
i

ik.
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From these, we define
ep(k, n) = min(νp(ap(k, j)) : j ≥ n).
In [4], Davis showed that ep(k, n)provides significant information about the groupsv−11 π2k(SU(n))(p) andv
−1
1 π2k−1(SU(n))(p).
Theorem 1.2 (Davis, 1991). If p or n is odd, then
v−11 π2k(SU(n))(p) ∼= Z/pep(k,n),
and v−11 π2k−1(SU(n))(p) is an abelian group of the same order, but not necessarily cyclic.
Thus, for any k, ep(k, n) gives a lower bound for expp(SU(n)). We would like to know the largest value of ep(k, n) over
all possible k. For many n, ep(n− 1, n) gives the largest v1-periodic homotopy group of SU(n), or close to it, as discussed in
[3]. So this value is of significant interest. Davis and Sun provided a lower bound for ep(n− 1, n) in the following theorem,
which was proved in [6], and clearly implies Theorem 1.1.
Theorem 1.3 (Davis and Sun, 2007). Let p be a prime number. Then
ep(n− 1, n) ≥ n− 1+ νp

n
p

!

.
Wewould like to know when equality is obtained in this theorem. In [3], Davis gave a condition that tells when equality
is obtained for the primes 2 and 3, giving the groups v−11 π2(n−1)(SU(n))(2) and v
−1
1 π2(n−1)(SU(n))(3) for those values of n for
which we have equality. The following theorem provides a generalization to all odd primes of Davis’ result for p = 3.
Let sp(n) denote n− 1+ νp

n
p

!

.
Theorem 1.4. Let p be an odd prime and n ∈ {1, 2, 3, . . .}, with n = · · · d2d1d0 in base-p expansion. Then ep(n− 1, n) = sp(n)
if and only if the following condition holds.
1. If d0 = 0, then d1 = 1 and di+1 + di < p for i ≥ 2.
2. If d0 ≠ 0, then d1 + d0 ≤ p and di+1 + di < p for i ≥ 1.
Wewill prove this theorem by showing that, for each n, there is an N ≥ n such that νp(ap(n− 1,N)) = sp(n) if and only
if the condition holds.
Corollary 1.5. If n satisfies the condition of Theorem 1.4, then
v−11 π2(n−1)(SU(n))(p) ∼= Z/psp(n).
If n does not satisfy the condition, then expp(SU(n)) > sp(n).
2. Proof of Theorem 1.4
In the remainder of this paper we will use Lucas’ Theorem to reduce binomial coefficients mod p. This gives, mod p,
n
k

≡
m
i=1

ai
bi

,
where n =mi=0 aipi and k =mi=0 bipi in base-p expansion.
Let Bn(N) = 1 n
p

!

k≥1(−1)k
N
pk

kn−1. In [3], Davis showed that, forN ≥ n, Bn(N) can be used to determine exactly when
νp(ap(n− 1,N)) = sp(n).
Proposition 2.1 (Davis, 2008). For N ≥ n, νp(ap(n− 1,N)) = sp(n) if and only if Bn(N) ≢ 0mod p.
Thus we would like to know whether Bn(N) ≢ 0 mod p for some N ≥ n. However, we need not check every possible
value of N in order to determine this. In [6], Davis and Sun proved that
νp

k
(−1)k

m
pk

kl

≥ νp

m
p

!

for all integersm and l. So,
νp
 1
n
p

!

k
(−1)k

N
pk

kn−1
 ≥ νp Np

!

− νp

n
p

!

.
Hence, νp

1
n
p

!

k(−1)k
N
pk

kn−1

> 0 unless νp

N
p

!

= νp

n
p

!

. Since νp(m!) = i≥1 mpi , this means that we
only need to check N such that

N
p2

=

n
p2

.
From the following lemma,wewill see thatwe can use Stirling numbers of the second kind to determinewhen Bn(N) ≢ 0
mod p.
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Lemma 2.2. We have, mod p,
Bn(N) ≡ u · S(n− 1, ⌊N/p⌋),
for some u ∈ {1, 2, . . . , p− 1}.
The proof of this lemma usesmethods due to Sun in [7].Wewill also use the identity ik =l S(k, l)l!il. Let Cpx+r,l denote
i(−1)i
px+r
pi
i
l

.
Proof. Let n = px + t and N = p(x + h) + r , with 0 ≤ t, r ≤ p − 1 and 0 ≤ h ≤ p − x¯, where x¯ denotes the residue of x
mod p. We will prove
Bpx+t(p(x+ h)+ r) ≡ u · S(px+ t − 1, x+ h). (1)
for some u ∈ {1, 2, . . . , p− 1}.
We will use the inequality proved by Sun and Davis in [8, Theorem 1.1], which says that νp(l!Cp(x+h)+r,l) ≥ νp((x+h)!)+
x+ h− l. This implies that νp

l!Cp(x+h)+r,l
x!

> 0 for l < x+ h.
We have, mod p,
Bn(N) = Bpx+t(p(x+ h)+ r)
= 1
x!

i
(−1)i

p(x+ h)+ r
pi

ipx+t−1
= 1
x!

i
(−1)i

p(x+ h)+ r
pi

l
S(px+ t − 1, l)l!

i
l

= 1
x!

l

i
(−1)i

p(x+ h)+ r
pi

i
l

l!S(px+ t − 1, l)
= 1
x!

l≤x+h
Cp(x+h)+r,ll!S(px+ t − 1, l)
= (x+ h)!
x! Cp(x+h)+r,x+hS(px+ t − 1, x+ h)+
1
x!

l<x+h
Cp(x+h)+r,ll!S(px+ t − 1, l)
≡ (x+ h)(x+ h− 1) · · · (x+ 1)Cp(x+h)+r,x+hS(px+ t − 1, x+ h).
Now since Cp(x+h)+r,x+h = (−1)x+h
p(x+h)+r
p(x+h)
 ≡ (−1)x+h mod p, we see that
Cp(x+h)+r,x+hS(px+ t − 1, x+ h) ≡ (−1)x+hS(px+ t − 1, x+ h)
mod p. Also, for 1 ≤ h < p− x¯, (x+ h)(x+ h− 1) · · · (x+ 1) ≢ 0 mod p, and so
Bpx+t(p(x+ h)+ r) ≡ u · S(px+ t − 1, x+ h)
mod p, for some u ∈ {1, 2, . . . , p− 1}, as desired. 
Therefore, we would like to know the mod p values of S(px+ t − 1, x+ h). Let p be prime and 1 ≤ r ≤ p. Let
qr(x) =
p
j=r+1
(1− jx) =
p−2
k=0
bk,rxk ∈ Z/p[X]. (2)
Note that b0,r = 1 and
bk,r = 0 if k > p− 1− r. (3)
Proposition 2.3. Let p be prime and x = pa+∆, where 1 ≤ ∆ ≤ p. Let 0 ≤ h ≤ p− 1− ∆¯. If h ≤ t − 1, then, mod p,
S(px+ t − 1, x+ h) ≡

bt−1−h,∆+h

(p+1)x
x

if∆ < p or h = 0,
bt−1−h,h

(p+1)x
x

if∆ = p and h > 0.
If h ≥ t, then, mod p,
S(px+ t − 1, x+ h) ≡

bp−2+t−h,∆+h

(p+1)x−p
x

if∆ < p or h = 0,
bp−2+t−h,h

(p+1)x−p
x

if∆ = p and h > 0,
where ∆¯ denotes the residue of∆mod p.
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In order to prove the proposition, we will first prove the following lemma, which provides formulas for S(pa+ r + (p−
1)i + k, pa + r), where 1 ≤ r ≤ p and 0 ≤ k ≤ p − 2. The methods used to prove the lemma are similar to those used in
[1]. We will also use the following identity. For a fixed k ≥ 0, we have
n≥0
S(n, k)xn =
k
i=1
x
1− ix . (4)
Lemma 2.4. Let p be prime, a and i nonnegative integers, and 1 ≤ r ≤ p. Then S(pa + r + (p − 1)i + k, pa + r) ≡ bk,r
a+i
a

mod p, for 0 ≤ k ≤ p− 2.
Proof. Using (2) and (4) and the binomial formula, we have, mod p,
n≥0
S(n, pa+ r)xn ≡ xpa+r · qr(x)
(1− xp−1)a+1
= xpa+r

p−2
k=0
bk,rxk

i≥0
(−1)ix(p−1)i
−a− 1
i

= xpa+r

p−2
k=0
bk,rxk

i≥0
x(p−1)i

a+ i
a

.
Matching coefficients of powers of x on either side of the equation finishes the proof of the lemma. 
Proof of Proposition 2.3. Let 0 ≤ h ≤ p− 1− ∆¯. First suppose that h ≤ t − 1. Then, mod p,
S(px+ t − 1, x+ h) = S(p(pa+∆)+ t − 1, pa+∆+ h)
= S(pa+∆+ h+ (p− 1)(pa+∆)+ t − 1− h, pa+∆+ h)
≡

bt−1−h,∆+h

(p+1)a+∆
a

if∆ < p or h = 0,
bt−1−h,h

(p+1)(a+1)
a+1

if∆ = p and h > 0,
≡

bt−1−h,∆+h

(p+1)pa+p∆+∆
pa+∆

if∆ < p or h = 0,
bt−1−h,h

(p+1)p(a+1)
p(a+1)

if∆ = p and h > 0,
≡

bt−1−h,∆+h

(p+1)x
x

if∆ < p or h = 0,
bt−1−h,h

(p+1)x
x

if∆ = p and h > 0.
Similarly we have, when h ≥ t , mod p,
S(px+ t − 1, x+ h) = S(p(pa+∆)+ t − 1, pa+∆+ h)
= S(pa+∆+ h+ (p− 1)(pa+∆− 1)+ p− 2+ t − h, pa+∆+ h)
≡

bp−2+t−h,∆+h

(p+1)a+∆−1
a

if∆ < p or h = 0,
bp−2+t−h,h

(p+1)(a+1)−1
a+1

if∆ = p and h > 0,
≡

bp−2+t−h,∆+h

(p+1)pa+p∆−p+∆
pa+∆

if∆ < p or h = 0,
bp−2+t−h,h

(p+1)p(a+1)−p
p(a+1)

if∆ = p and h > 0,
≡

bp−2+t−h,∆+h

(p+1)x−p
x

if∆ < p or h = 0,
bp−2+t−h,h

(p+1)x−p
x

if∆ = p and h > 0. 
The following lemma will also be used in the proof of Theorem 1.4.
Lemma 2.5. Let a be a natural number. Then

(p+1)a−1
a
 ≡ 0mod p.
Proof. Let a = pq+ t , 1 ≤ t ≤ p− 1. We have, mod p,
(p+ 1)(pq+ t)− 1
pq+ t

=

p(p+ 1)q+ pt + (t − 1)
pq+ t

≡

(p+ 1)q+ t
q

t − 1
t

≡ 0.
So

(p+1)a−1
a
 ≡ 0 mod p for a ≢ 0 mod p.
Let r be a natural number such that r ≢ 0 mod p and let a = plr , l ≥ 1. We will proceed by induction on l to show that
(p+1)a−1
a
 ≡ 0 mod p.
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Base case: l = 1. So a = pr . We have, mod p,
(p+ 1)a− 1
a

=

p(pr)+ p(r − 1)+ p− 1
pr

≡

pr + r − 1
r

=

(p+ 1)r − 1
r

≡ 0.
Now assume that

(p+1)plr−1
plr
 ≡ 0 mod p for l > 1. Then, mod p,
(p+ 1)pl+1r − 1
pl+1r

=

p(pl+1r)+ pl+1r − 1
pl+1r

=

p(pl+1r)+ p · pl(r − 1)+ p(pl − 1)+ p− 1
p(plr)

≡

pl+1r + pl(r − 1)+ pl − 1
plr

=

p · plr + plr − 1
plr

=

(p+ 1)plr − 1
plr

≡ 0,
by the induction hypothesis. 
From Proposition 2.1, (1) and Proposition 2.3, we see that for n = px + t and N = p(x + h) + r , with 0 ≤ t, r ≤ p − 1,
0 ≤ h ≤ p−1− x¯ and∆ defined as in Proposition 2.3, we have νp(ap(n−1,N)) = sp(n) if and only if the following condition
holds: for h ≤ t − 1, bt−1−h,∆+h

(p+1)x
x
 ≢ 0 mod p or bt−1−h,h(p+1)xx  ≢ 0 mod p, and, for h ≥ t , bp−2+t−h,∆+h(p+1)x−px  ≢ 0
mod p or bp−2+t−h,h

(p+1)x−p
x
 ≢ 0 mod p. We will use this to find the conditions on n for which ep(n− 1, n) = sp(n).
Proof of Theorem 1.4. Let n = px+ t and N = p(x+ h)+ r , as above. Let t = 0. Then h ≥ t , and νp(ap(n− 1,N)) = sp(n)
if and only if

(p+1)x−p
x
 ≢ 0 mod p and, for ∆ < p or h = 0, bp−2−h,∆+h ≠ 0, while for ∆ = p and h > 0, bp−2−h,h ≠ 0. If
∆ = p and h > 0, then, mod p,
(p+ 1)x− p
x

≡

(p+ 1)(a+ 1)− 1
a+ 1

≡ 0,
by Lemma 2.5. If 1 ≤ ∆ ≤ p− 1 or h = 0, by (3), the coefficient bp−2−h,∆+h = 0 if∆ ≥ 2. So bp−2−h,∆+h = 0 unless∆ = 1.
Let N = n. Then h = 0, and we have bp−2−h,1 = bp−2,1 = 1, by Wilson’s Theorem. Thus, νp(ap(n − 1, n)) = sp(n) if and
only if

(p+1)x−p
x
 ≢ 0 mod p and ∆ = 1, where ∆ = d1. Additionally, since bp−2,1 ≠ 0, if νp(ap(n − 1, n)) > sp(n), then
νp(ap(n− 1,N)) > sp(n) for all N ≥ n. Thus, this requirement also gives the condition on n for which ep(n− 1, n) = sp(n).
Note that

(p+1)x−p
x
 ≢ 0 mod p if and only if, when n is written in base-p expansion, the sum of any two consecutive digits,
except perhaps the sums involving the last three digits, is less than p. For if n = · · · d2d1d0 in base-p expansion, then, mod p,
(p+ 1)x− p
x

=
· · · + (d3 + d2)p2 + (d2 + d1 − 1)p+ d1
· · · + d3p2 + d2p+ d1

≢ 0
if and only if di+1+di < p for i ≥ 2, d2+d1 ≤ p and d1 ≠ 0. So if n = · · · d2d10 in base-p expansion, then ep(n−1, n) = sp(n)
if and only if d1 = 1 and di+1 + di < p for i ≥ 2.
Now let t = 1. If h = 0, then bt−1−h,∆+h = b0,∆ = 1. So νp(ap(n − 1, n)) = sp(n) if and only if

(p+1)x
x
 ≢ 0 mod p.
For h > 0 and ∆ = p, we have h ≥ t , and (p+1)x−px  ≡ 0 mod p, by Lemma 2.5, as above. For h > 0 and ∆ < p, we have
bp−2+t−h,∆+h = bp−1−h,∆+h, which is 0, by (3), when ∆ ≥ 1, which is always true. Thus, if νp(ap(n − 1, n)) > sp(n), then
νp(ap(n− 1,N)) > sp(n) for N ≥ n. Hence, ep(n− 1, n) = sp(n) if and only if

(p+1)x
x
 ≢ 0 mod p. As noted by Davis in [3],
for n = · · · d2d1d0 in base-p expansion, we have, mod p,
(p+ 1)x
x

=
· · · + (d3 + d2)p2 + (d2 + d1)p+ d1
· · · + d3p2 + d2p+ d1

≢ 0
if and only if di+1 + di < p for i ≥ 1. Therefore, if n = · · · d2d11 in base-p expansion, then ep(n − 1, n) = sp(n) if and only
if di+1 + di < p for i ≥ 1.
Finally, let 2 ≤ t ≤ p− 1. If h ≤ t − 1, then νp(ap(n− 1,N)) = sp(n) if and only if bt−1−h,∆+h ≠ 0 or bt−1−h,h ≠ 0 and
(p+1)x
x
 ≢ 0 mod p. Note that, for ∆ < p or h = 0, we have bt−1−h,∆+h = 0 if t + ∆ ≥ p + 1, by (3). For t + ∆ ≤ p, or for
∆ = p and h > 0, consider h = t − 1. This gives bt−1−h,∆+h = b0,∆+h = 1 and bt−1−h,h = b0,h = 1. So for N = p(x+ t − 1),
we have νp(ap(n− 1,N)) = sp(n) if and only if

(p+1)x
x
 ≢ 0 mod p and t + ∆¯ ≤ p, where t = d0 and ∆¯ = d1.
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For h ≥ t , when ∆ = p and h > 0, the binomial coefficient (p+1)x−px  ≡ 0 mod p by Lemma 2.5, as seen earlier. For
∆ < p or h = 0, the coefficient bp−2+t−h,∆+h = 0 if 2 − t ≤ ∆, by (3), which is true since ∆ ≥ 1 and t ≥ 2. Thus,
νp(ap(n − 1,N)) > sp(n) when h ≥ t . So if νp(ap(n − 1,N)) > sp(n) for N = p(x + t − 1), then νp(ap(n − 1,N)) > sp(n)
for all N ≥ n. Hence, ep(n− 1, n) = sp(n) if and only if

(p+1)x
x
 ≢ 0 mod p and t + ∆¯ ≤ p. As we saw before, this condition
is equivalent to requiring that if n = · · · d2d1d0 in base-p expansion, then di+1 + di < p for i ≥ 1 and d1 + d0 ≤ p. 
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