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Abstract
We have a ring homomorphism Θ from the cohomology of the extended Morava stabilizer group
Gn with coefficients in F[w±1] to the cohomology of Gn+1 with coefficients in the graded field
F((un))[u±1]. In this note we study the behavior of Θ on H 1. Then it is shown that Θ is injective
on H 1 for n 1 and for all primes p.
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1. Introduction
Complex oriented cohomology theories are intimately related to the theory of formal
group laws (cf. [1,13]). This relation gives a filtration on the stable homotopy category,
which is an analogue of the height filtration on the moduli space of formal group laws
(cf. [14]). Devinatz et al. [3], and Hopkins and Smith [7] have shown that this filtration is
related to general properties of the stable homotopy category of finite spectra. The layers
of the filtration are equivalent to the K(n)-local categories, where K(n) is the nth Morava
K-theory. There is an algebraic approximation of the K(n)-local category, which is given
by the category of twisted En∗-Gn-modules through Adams–Novikov type spectral se-
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34 T. Torii / Topology and its Applications 150 (2005) 33–57quence [9]. To recover the whole stable homotopy category it would be necessary to solve
the extension defined by the filtration. So we would like to understand the relation between
the K(n)-local category and the K(n+ 1)-local category.
Let Sn be the nth Morava stabilizer group which is the automorphism group of the
Honda formal group law Hn of height n over a sufficiently large finite field F. Then Sn is
isomorphic to the unit group of the maximal order of the central division algebra over the
p-adic number field Qp with invariant 1/n. Let Fn be a universal deformation of Hn over
En,0 =W(F)[[u1, . . . , un−1]], where W(F) is the ring of Witt vectors with coefficients in F.
Lubin and Tate [8] have shown that the action of Sn on Hn extends to the action on Fn. In
particular, we obtain an action of Sn on En,0 and its graded extension En,∗ = En,0[u±1].
So we can consider an En,∗-module with compatible action of Gn = Γ  Gal(F/Fp),
where Γ is the Galois group Gal(F/Fp). Let E∗n(−) be the Morava E-theory which is
a complex oriented cohomology theory with Fn as the associated degree 0 formal group
law. By applying the Morava E-homology for a finite spectrum X, we obtain a twisted
En∗-Gn-module En∗(X). Conversely, there is a spectral sequence of Adams–Novikov type
converging to the homotopy group of LK(n)X:
H ∗c
(
Gn;En∗(X)
) ⇒ π∗(LK(n)X),
where the left-hand side is the continuous cohomology of Gn with coefficients in En∗(X)
and LK(n)(−) is the Bousfield localization with respect to K(n).
Suppose that F contains Fpn and Fpn+1 . Let V = En+1,0/(p,u1, . . . , un−1) = F[[un]]
be the formal power series ring over F and V [u±1] = F[[un]][u±1] the associated graded
ring, where the degree of u is −2. Since the ideal (p,u1, . . . , un−1) is invariant under the
action of Gn+1, we have an induced action of Gn+1 on V [u±1]. We set K = F((un)) the
fraction field of V . Then the action of Gn+1 on V [u±1] induces the action of Gn+1 on
K[u±1]. By base change we may regard Fn+1 as a formal group law over K ; then the
height is n. Hence there is an isomorphism over the separable closure Ksep of K between
Fn+1 and the Honda group law Hn of height n. Let L be the extension field of K ob-
tained by adjoining all the coefficients of an isomorphism between Fn+1 and Hn. In [16],
by considering the monodromy representation π1(K) = Gal(Ksep/K) → Aut(Hn) ∼= Sn,
we have shown that the profinite group Γ  (Sn+1 × Sn) acts on the formal group laws
(Fn+1,L) ∼= (Hn,L) which is compatible with the action of Γ  Sn+1 on (Fn+1,K) and
the action of Γ Sn on (Hn,F). This fact induces two inflation maps H ∗c (Gn;F [w±1])→
H ∗c (Γ  (Sn × Sn+1);L[u±1]) and H ∗c (Gn+1;K[u±1])→H ∗c (Sn × Sn+1;L[u±1]). Here
we consider that w is a −(pn − 1)th root of vn and u is a −(pn+1 − 1)th root of vn+1.
So we have w−(pn−1) = vn and u−(pn+1−1) = vn+1. Then we see that the second homo-
morphism is an isomorphism from the fact that L/K is a Galois extension with Galois
group Sn. Hence we have constructed a ring homomorphism:
Θ :H ∗c
(
Gn;F
[
w±1
])→H ∗c (Gn+1;K[u±1]).
Explicitly, the homomorphism Θ on H 1 is described as follows (see Section 3.2 for more
details). Let c be a (continuous) 1-cocycle which represents a cohomology class [c] ∈
H 1c (Gn;F[w±1]). From the fact that L is a Galois extension over K with Galois group
Sn, if we regard c as a 1-cocycle of Sn in L[u±1], then there is Y(c) ∈ L[u±1] such that
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f → Y(c)− Y(c)f ∈K[u±1] for f ∈Gn+1.
In [16, §7] we have discussed a relationship between Θ and the Hopkins’ chromatic
splitting conjecture. By using the ring spectrum structure of BP, we can construct a cochain
complex of spectra:
∗ → S0 → BP d→ BP∧2 d→ BP∧3 d→ ·· · ,
where BP∧s is the smash product of s copies of BP. This is a BP-resolution of S0 in
the sense of [5] and then we obtain a BP-Adams resolution of S0. In the K(n + 1)-local
category, the similar construction gives a cochain complex of spectra:
∗ → LK(n+1)S0 →En+1 d→E∧2n+1 d→E∧3n+1 d→ ·· · ,
where E∧sn+1 = LK(n+1)(En+1 ∧ · · · ∧En+1). Then we obtain a En+1-Adams resolution of
LK(n+1)S0. The canonical ring spectrum map BP →En+1 gives a chain map of the above
chain complexes and a morphism of the Adams resolutions. By smashing with X = LnZ
for some finite spectrum Z of type n and then taking homotopy groups, we obtain two
exact couples and a morphism between them. Hence we obtain two spectral sequences and
a morphism between them. The associated spectral sequence with the first exact couple
converges to π∗(LnZ) and its E2-term is Ext∗∗BP∗BP(BP∗,BP∗(LnZ)). Since BP∗(Z) is In-
nilpotent and BP∗(LnZ)∼= BP∗(Z)[v−1n ], the E2-term is isomorphic to H ∗∗c (Gn;En∗(Z))
by the change of rings theorem (cf. [13]). The associated spectral sequence with the second
exact couple converges to π∗(LK(n+1)S0 ∧ LnZ) = π∗(LnLK(n+1)Z). By using the iso-
morphism En+1,∗(LnZ)∼=En+1,∗(Z)[v−1n ], we can show that its E2-term is isomorphic to
H ∗∗c (Gn+1;En+1,∗(Z))[v−1n ]. The morphism of spectral sequences is a lift of π∗(LnZ)→
π∗(LnLK(n+1)Z), which is induced by the canonical map LnZ → LnLK(n+1)Z. Now sup-
pose that a Smith–Toda spectrum Z = V (n− 1) exists. Then we have H ∗c (Gn;En∗(Z))∼=
H ∗c (Gn;F[w±1]) and H ∗c (Gn+1,En+1,∗(Z))[v−1n ] ∼= H ∗c (Gn+1;K[u±1]). By [16, Corol-
lary 7.5], it was shown that the morphism on E2-term coincides with Θ . The natural map
LnZ → LnLK(n+1)Z for a type n finite spectrum Z is related to the chromatic splitting
conjecture. The weak form of the conjecture says that it is a split monomorphism. In this
note we study the behavior of the homomorphism Θ on H 1 and show that Θ is injective
on H 1 for n 1 and for all primes p.
The basic properties of Θ have been studied in [16]. It was shown that Θ on H 0 is an
isomorphism, and identified with Fp[v±1n ]:
Θ :H 0c
(
Gn;F
[
w±1
]) ∼=→H 0c (Gn+1;K[u±1])∼= Fp[v±1n ].
Hence we can regard Θ as a homomorphism of Fp[v±1n ]-algebras. There are ring homo-
morphisms
l :H ∗c
(
Gn+1;V
[
u±1
])→H ∗c (Gn+1;K[u±1]),
r :H ∗c
(
Gn+1;V
[
u±1
])→H ∗c (Gn+1;F[u±1]),
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we have the following diagram:
H ∗c (Gn+1;V [u±1])
l
r
H ∗c (Gn+1;F[u±1])
H ∗c (Gn;F[w±1]) Θ H ∗c (Gn+1;K[u±1])
It was shown that l is the localization inverting the invariant element vn ∈ H 0c (Gn+1;
V [u±1]). Let T be the kernel of l, which is the vn-torsion submodule of H 0c (Gn+1;V [u±1]).
Then we can introduce a filtration on H ∗c (Gn;F[w±1]) by the vn-divisibility of the image
of Θ . That is, x ∈ F sH ∗c (Gn;F[w±1]) if v−sn ·Θ(x) ∈ Im l. Then we have constructed the
following homomorphism of Bockstein type:
Ξ : GrH ∗c
(
Gn;F
[
w±1
])→H ∗c (Gn+1;F[u±1])/r(T )
by Ξ([x])= r(y) where l(y)= v−sn Θ(x) when x ∈ F s − F s+1.
Since H ∗c (Gn;F[w±1]) ∼= Ext∗(v−1n BP∗/In) by the change of rings theorem (cf. [13]),
the structure of H 1c (Gn;F[w±1]) is well known that it is a vector space over the graded
field Fp[v±1n ] with basis ζ1 if n = 1 and p is an odd prime, h0, h1, . . . , hn−1, ζn if n > 1
and p is odd, ζ1, ρ1 if n = 1 and p = 2, h0, . . . , hn−1, ζn, ρn if n > 1 and p = 2 (cf.
[6,13]). In [16] we have shown that Θ(hi) ∈ F 0 and Ξ(hi) = hi for 0  i < n. We put
q(a, b)=∑bi=a pi for 0 a  b. The main theorem of this note is as follows.
Theorem 1.1 (Theorem 7.4). The homomorphism Θ :H 1c (Gn;F[w±1]) → H 1c (Gn+1;
K[u±1]) is injective for n 1 and for all primes p. Furthermore, we have ζn ∈ F−q(0,n−1)
and ρn ∈ F−(22n+2n−1−1). Then we have Ξ(ζn) = (−1)n−1vq(0,n−2)n+1 hn−1 and Ξ(ρn) =
v2
2n−1−1
n+1 hn−1.
Note that the main theorem is consistent with Moreira’s work. Moreira [10] constructed
a lift of vq(0,n−1)n ζn in Ext1(BP∗/In). Furthermore, he showed that it coincides with
(−1)n+1vq(0,n−2)n+1 hn−1 in Ext1(BP∗/In+1). In the case p = 2 Moreira [11,12] claimed
that he constructed a lift of v22n+2n−1−1n ρn in Ext1(BP∗/In) and it gave v2
2n−1−1
n+1 hn−1 in
Ext1(BP∗/In+1).
The organization of this note is as follows. In Section 2 we fix some notation in this note.
In Section 3 we review some results in [16]. In particular, in Section 3.1 we recall the main
theorem of [16]. This theorem gives two commutative diagrams encoding the action of the
stabilizer groups on the extended field L. In Section 3.2 we recall the construction of Θ and
give an explanation that a 1-cocycle representing Θ([c]) is given by f → Y(c)f − Y(c)
for a 1-cocycle c.
In Section 4 we recall the reduced norm map of the Morava stabilizer group and the
cohomology classes ζn and ρn. We give a description of the 1-cocycles representing ζn and
ρn in terms of coefficients of g ∈ Sn. The proof is deferred to Section 8. In Section 5 we
calculate Θ(ζn). In Section 5.1 we explicitly construct Y(ζn) such that ζn(g) = Y(ζn)g −
Y(ζn) for any g ∈ Sn. Then we explicitly calculate Θ(ζn), which is represented by f →
Y(ζn)− Y(ζn)f for f ∈Gn+1 in Section 5.2.
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calculate Θ([c]) from the explicit expression of the 1-cocycle c. This procedure is the same
as the process to calculate Θ(ζn) in Section 5. Hence we can explicitly calculate a 1-co-
cycle representing Θ(ρn). But it is too complicated to write it down. So, in Section 6 we
study the leading coefficient of a 1-cocycle representing Θ(ρn). It is sufficient to calculate
Ξ(ρn) and to show the injectivity of Θ on H 1. In Section 7 we prove the main theorem by
using the results in the previous two sections.
In Section 8 we prove the descriptions of ζn and ρn given in Section 4. In Section 9 we
give some auxiliary formulae, which is necessary for calculations. In Section 9.1 we state
a well-known lemma on the Galois theory, which is necessary to simplify the calculation
of Y(c). In Section 9.2 the formula on the Honda group law is given. This is a preliminary
for next four subsections. In Section 9.3 formulae for the coefficients of the inverse of the
isomorphism Φ are given. In Section 9.4 formulae for pnth powers of the coefficients of Φ
are given. In Sections 9.5 and 9.6 descriptions of the actions of Sn and Sn+1 on L are given
in terms of the coefficients of Φ . We have a fixed basis of L over K which contains 1. The
projection κ from L to the subspace generated by 1 with respect to this basis is necessary
to simplify the expression of Θ([c]). In Section 9.7 we shows the vanishing of κ for some
elements. In Section 9.8 we calculate the normalized valuation of L for some elements.
2. Notation
Let n be a positive integer and p a prime number. For 0 i  j , we set
q(i, j)= pi + pi+1 + · · · + pj .
In this note we fix a finite field F containing Fpn and Fpn+1 . We denote by Γ the Galois
group Gal(F/Fp). Let V be the ring of formal power series F[[un]] and K its field of
fractions F((un)).
If a group G acts on a ring R from the right, then we denote by rg the action of g ∈G on
r ∈ R. For a power series α(X) =∑αiXi ∈ R[[X]], we set αg(X) =∑αgi Xi for g ∈ G.
For a ∈R, we abbreviate the pi th power of a to a[i]:
a[i] = api .
For a sequence a1, a2, . . . in R, we set
Si(a)=
∑
j1+···+jr=i
(−1)raj1a[j1]j2 a
[j1+j2]
j3
· · ·a[j1+···+jr−1]jr .
In particular, S1(a) = −a1, S2(a) = −a2 + a1a[1]1 , S3(a) = −a3 + a2a[2]1 + a1a[1]2 −
a1a
[1]
1 a
[2]
1 . Then we can verify that Si(a) (i > 0) satisfy the following recursive formu-
lae: For i > 0,∑
0ji
Sj (a)a
[j ]
i−j = 0,
∑
0ji
aj Si−j (a)[j ] ≡ 0 mod (p),
where a0 = 1 and S0(a)= 1.
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formal group laws from (F,R) to (G,S) in the generalized sense is a pair (f,α), where
α :S → R is a ring homomorphism and f :F → Gα is a homomorphism of formal group
laws in the usual sense, where Gα is the base change of G by α.
3. Review of the construction of Θ
In this section we recall some results in [16]. In particular, we review the construction
of the ring homomorphism
Θ :H ∗c
(
Sn;F
[
w±1
])Γ →H ∗c (Sn+1;K[u±1])Γ .
The behavior of Θ on H 1 is the object we study in this note.
3.1. Degeneration of formal groups
Let En+1,∗ be the coefficient ring of a variant of Morava E-theory En+1:
En+1,∗ =W(F)[[u1, . . . , un]]
[
u±1
]
,
where W(F) is the ring of Witt vectors with coefficients in F. The degree is given by
|ui | = 0 for 1 i  n and |u| = −2. Then the associated degree 0 formal group law Fn+1 is
a universal deformation of the Honda group law Hn+1 of height n+1 over F. The extended
Morava stabilizer group Gn+1 = Γ  Sn+1 is the automorphism group of (Fn+1,En+1,0)
in the generalized sense (cf. [15,16]). The nth Morava stabilizer group Sn+1 is the auto-
morphism group of Hn+1 in the usual sense.
It is well known that g ∈ Sn+1 has the following expression:
g = g0 + g1S + g2S2 + · · · ,
where gi ∈ W(Fpn+1) such that gp
n+1
i = gi , that is, gi are the Teichmüller elements, and
g0 
= 0. Let π :W(Fpn+1) → Fpn+1 be the reduction to the residue field. Then g ∈ Sn+1
corresponds to the following automorphism of Hn+1:
h(g)(X)=
∑
i0
Hn+1π(gi)X
pi .
There is a unique lifting of h(g) to an automorphism of (Fn+1,En+1,0) in the generalized
sense. That is, there is a continuous ring automorphism g on En+1,0, and an isomorphism
t (g) :Fn+1 → Fgn+1
of formal group laws. This implies that the profinite group Gn+1 acts on En+1,∗ contin-
uously. Since the ideal In = (p,u1, . . . , un−1) is stable under the action, Gn+1 also acts
on the quotient ring En+1,∗/In = F[[un]][u±1] continuously. Furthermore, we can show
that ugn = unt0(g)−(pn−1) and ug = t0(g)−1u in En+1,∗/In for g ∈ Sn+1 (see the proof
of Lemma 5.9 of [16]), where t0(g) is the leading coefficient of t (g)(X). In particular,
vn = unu−(pn−1) is an invariant element in En+1,∗/In under the action of Sn+1.
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change. This situation is a kind of degeneration and a fundamental technique to study a
degeneration is to investigate the monodromy representation. Let K = F((un)) be the field
of fractions of F[[un]] and Ksep its separable closure. Then the height of Fn+1 on K is n.
Hence the fibre of Fn+1 over Ksep is isomorphic to Hn since the isomorphism classes of
formal group laws over a separably closed field are classified by their height. Let Φ be an
isomorphism over Ksep between Fn+1 and Hn: Φ(Fn+1(X,Y )) = Hn(Φ(X),Φ(Y )). The
monodromy representation of Fn+1 around the closed point gives the following homomor-
phism:
Gal
(
Ksep/K
)= π1(K)→ Aut(Hn)= Sn. (1)
This homomorphism was studied by Gross in [4].
Geometrically speaking, the formal power series ring F[[un]] looks like a disc and the
field of Laurent series F((un)) looks like a punctured disc obtained by removing the centre.
There is a family of formal groups Fn+1 on the disc. Take a base point in the punctured
disc. Then the fibre on the base point is isomorphic to Hn. Take a path in the punctured
disc from the base point to itself and move the fibre along this path. Then we obtain an
automorphism of Hn. This gives a homomorphism π1(K)→ Aut(Hn)= Sn. Actually, g ∈
Gal(Ksep/K)= π1(K) gives a translation from Fn+1 to Fgn+1. The difference is measured
by the string of isomorphisms:
Hn
Φ−1→ Fn+1 =→ Fgn+1
Φg→Hgn =Hn.
This gives the monodromy representation (1).
Let L be a separable algebraic extension of K obtained by adjoining all the coefficients
of Φ(X). Then the above homomorphism Gal(Ksep/K) → Sn induces an isomorphism
Gal(L/K)
∼=→ Sn, and this extends to an isomorphism Gal(L/Fp((un))) ∼= Gn. Let G be
the following semi-direct product:
G = Γ  (Sn × Sn+1).
Then G is a profinite group, and contains Gn and Gn+1 as closed subgroups.
The following theorem is a main point of [16].
Theorem 3.1 (cf. [16, §2.4]). The group G acts on the formal group law (Fn+1,L) in
the generalized sense. The action of the subgroup Gn+1 is an extension of the action on
(Fn+1,F[[un]]). The action of the subgroup Gn on (Fn+1,L) is the action of Galois group
on L and the identity isomorphism on Fn+1. Under the isomorphism Φ :Fn+1
∼=→ Hn, the
induced action of G on (Hn,L) is encoded as the following two commutative diagrams.
For g ∈Gn+1, there is a commutative diagram:
Fn+1
Φ
t(g)
F
g
n+1
Φg
Hn
=
H
g
(2)n
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is a commutative diagram:
Fn+1
Φ
= Fgn+1
Φg
Hn
h(g)
H
g
n
(3)
where h(g) is the automorphism of Hn corresponding to g.
In particular, the profinite group G acts on the graded field L∗ = L[u±1] continuously
with respect to the valuation topology on L.
3.2. Construction of Θ
Let F[w±1] be the graded field with |w| = −2. The profinite group Gn acts on F[w±1]
from the right as follows. We recall that we have an expression of g ∈ Sn as g = g0 +
g1S + g2S2 + · · · where gi ∈ W(Fpn), gp
n
i = gi and g0 
= 0. The subgroup Sn of Gn acts
on F[w±1] as F-algebra automorphisms by
wg = π(g0)−1w, g ∈ Sn. (4)
The subgroup Γ acts on F[w±1] by(
awn
)σ = aσwn, for σ ∈ Γ, a ∈ F, n ∈ Z. (5)
Then we obtain an action of Gn on F[w±1] compatible with the above actions of the
subgroups Sn and Γ .
Let S(0)n = Sn and for i  1 we let
S(i)n = {g ∈ Sn | g0 = 1, g1 = · · · = gi−1 = 0}.
Then S(i+1)n is a normal subgroup of Sn and the quotient group Sn(i) = Sn/S(i+1)n is finite
of order (pn − 1)pni for i  0. The canonical homomorphism Sn → lim←− Sn(i) is an iso-
morphism. We denote by Gn(i) the quotient group Gn/S(i+1)n for i  −1. The action of
Gn on F[w±1] factors through Gn(i) for all i  0. Hence the continuous cohomology of
profinite group Gn is given by
H ∗c
(
Gn;F
[
w±1
])= lim−→
i
H ∗
(
Gn(i);F
[
w±1
])
.
Recall that Φ is an isomorphism from Fn+1 to Hn over the separable closure Ksep
and L is an extension of K obtained by adjoining all the coefficients of Φ . Since Φ is a
homomorphism between p-typical formal group laws, we may write
Φ(X)=
∑
i0
HnΦiX
pi .
We set L−1 =K and define a subfield Li of L to be an extension of K obtained by adjoin-
ing Φ0,Φ1, . . . ,Φi :
Li =K(Φ0,Φ1, . . . ,Φi).
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Lemma 3.2 [4,16]. The extension Li/K is Galois of degree pni(pn − 1) for i  0. We can
take Φm00 Φ
m1
1 · · ·Φmii for 0 m0 < pn − 1,0 mj < pn (j = 1, . . . , i) as a basis of Li
over K . The isomorphisms Sn ∼= Gal(L/K) and Gn ∼= Gal(L/Fp((un))) induce isomor-
phisms Sn(i)∼= Gal(Li/K) and Gn(i)∼= Gal(Li/Fp((un))), respectively.
Let
G(i)= Γ  (Sn(i)× Sn+1)
for i  −1. In particular, G(−1) = Gn+1. The action of G on L[u±1] induces the action
of the quotient group G(i) on the subfield Li[u±1]. We identify F[w±1] as the subfield of
L[u±1] by the relation
w =Φ−10 u.
Since Φ is an isomorphism from Fn+1 to Hn, Φ([p]Fn+1(X)) = [p]Hn(Φ(X)). By com-
paring the leading coefficients, we see that Φ0un = Φp
n
0 . This implies that w
−(pn−1) =
unu
−(pn−1) = vn.
By [16, Lemma 3.7], F[w±1] is stable under the action of G, the subgroup Sn+1 of G
acts trivially on F[w±1], and the action of the subgroup Gn of G coincides with the action
defined in (4) and (5). Hence we see that the inclusion F[w±1] ↪→ Li[u±1] is compatible
with the projection map G(i)→Gn(i) for all i  0, and we get an inflation map
H ∗c
(
Gn(i);F
[
w±1
])→H ∗c (G(i);Li[u±1]).
We consider the following homomorphism of systems
· · · H ∗c (Gn(i − 1);F[w±1]) H ∗c (Gn(i);F[w±1]) · · ·
· · · H ∗c (G(i − 1);Li−1[u±1]) H ∗c (G(i);Li[u±1]) · · ·
From the facts that there is an exact sequence 1 → S(i)n /S(i+1)n → G(i)→ G(i−1)→ 1 and
Gal(Li/Li−1) is isomorphic to S(i)n /S(i+1)n , the homomorphisms in the bottom sequence
are all isomorphisms (cf. [16, §3.2]). Hence we have a compatible isomorphism
H ∗c
(
Gn;K
[
u±1
]) ∼=→H ∗c (G(i);Li[u±1])
for all i  0. By passing to the direct limits of the systems, we obtain a ring homomorphism
Θ :H ∗c
(
Gn;F
[
w±1
])→H ∗c (Gn+1;K[u±1]). (6)
Remark 1. There are isomorphisms
H ∗c
(
Gn;F
[
w±1
])∼=H ∗c (Sn;F[w±1])Γ ,
H ∗c
(
Gn+1;K
[
u±1
])∼=H ∗c (Sn+1;K[u±1])Γ .
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is represented by a 1-cocycle c :Sn → F[w±1] such that c(gσ )= c(g)σ for any g ∈ Sn and
σ ∈ Γ . A corresponding 1-cocycle c˜ of Gn is given by c˜(σ, g)= c(g).
If a 1-cocycle c :G → L[u±1] is restricted to Sn, then there is Y(c) ∈ L[u±1] such that
c(g)= Y(c)g − Y(c) for any g ∈ Sn, since L is a Galois extension of K with Galois group
Sn and u is fixed by the action of Sn. Then the 1-cocycle of G given by h → c(h) −
(Y (c)h − Y) factors through the quotient group Gn+1. Under the isomorphism of inflation
map H 1c (Gn+1;L[u±1])
∼=→H 1c (G;L[u±1]), the corresponding 1-cocycle of Gn+1 is given
by d(f ) = c(f )− (Y (c)f − Y(c)) for f ∈ Gn+1. Since d can be extended to a 1-cocycle
of G, d(f )= d(fg)= d(f )g + d(g)= d(f )g for f ∈Gn+1 and g ∈ Sn. This implies that
d(f ) ∈ K[u±1] for any f ∈ Gn+1. Furthermore, if c is obtained through the projection
G → Gn from a 1-cocycle c of Sn such that c(gσ ) = c(g)σ for g ∈ Sn and σ ∈ Γ , then
d(f )= c(f )− (Y (c)f − Y(c))= Y(c)− Y(c)f for f ∈Gn+1.
Remark 2. Actually, L is a Galois extension of Fp((un)) with Galois group Gn. Hence
we can take Y(c) ∈ L[u±1] such that c(σ, g) = Y(c)σg − Y(c) for all (σ, g) ∈ Gn. If c is
obtained by a 1-cocycle of Sn such that c(gσ ) = c(g)σ , then we see that Y(c)σ = Y(c)
for all σ ∈ Γ . Then d(σ,f )= Y(c)− Y(c)σf = Y(c)− Y(c)f = d(f ) for f ∈ Sn+1. This
implies that d(f σ )= d(σf σ )= d(f σ)= d(f )σ + d(σ )= d(f )σ . Hence we can regard d
as a 1-cocycle of Sn+1 such that d(f σ )= d(f )σ .
4. The cohomology classes ζn and ρn
In this section we recall the reduced norm map of the Morava stabilizer group Sn and the
cohomology classes ζn, ρn in H 1c (Sn;F[w±1])Γ . We write 1-cocycles representing ζn, ρn
in terms of the coefficients of g ∈ Sn.
Let Sn be the nth Morava stabilizer group which is isomorphic to the unit group of
the maximal order of the central division algebra D over the p-adic number field Qp
with invariant 1/n. Let W(Fpn) be the ring of Witt vectors with coefficients in the finite
field Fpn . Then g ∈ Sn can be written as a (non-commutative) power series with coefficients
in W(Fpn) as follows:
g = g0 + g1S + g2S2 + · · · , gi ∈W(Fpn), gp
n
i = gi (i  0), g0 
= 0,
where Sn = p and Sgi = gpi S for i  0. Let F be the field of fractions of W(Fpn). Then the
central division algebra D splits over F . Hence there is a degree n natural representation
of D over F through D →D ⊗ F ∼=Mn(F). This defines a degree n representation of Sn
over F . Set
Gi,j (g)= g[i−1]j−i + g[i−1]n+j−ip + g[i−1]2n+j−ip2 + · · · (1 i, j  n),
where gi = 0 if i < 0. Then the matrix of the representation D → Mn(F) is given by
(Gi,j (g)). The reduced norm RN(g) is defined to be the determinant of (Gi,j (g)): RN(g)=
det(Gi,j (g)). It is known that RN is a homomorphism from Sn to Z×p .
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The 1-cocycle ζn is defined to be
ζn :Sn
RN−→ Z×p ∼=
{
Z/(p − 1)× Zp p2→ Zp π→ Z/p if p is odd,
Z/2 × Z2 p1→ Z/2 if p = 2,
where pi (i = 1,2) is the ith projection and π is the reduction map. If p = 2, then the
1-cocycle ρn is defined to be
ρn :Sn
RN−→ Z×2 ∼= Z/2 × Z2
p2→ Z2 π→ Z/2.
Let I be the set of all (non-empty) sequences (i1, . . . , ir ) of integers such that 0 i1 <
· · ·< ir < n:
I = {(i1, . . . , ir ) | r  1, i1, . . . , ir ∈ Z, 0 i1 < · · ·< ir < n}.
For i ∈ I , we denote by |i| the length of i. Let π :W(Fpn) → Fpn be the reduction to the
residue field. Set ki = π(g−10 gi) for i  0 and
k(i)= k[i1]j1 k
[i2]
j2
· · ·k[ir ]jr ,
kˆ(i, t)= k[i1]j1 · · ·k
[it−1]
jt−1 k
[it ]
jt+nk
[it+1]
jt+1 · · ·k
[ir ]
jr
,
kˆ(i)=
∑
1t|i|
kˆ(i, t),
where j1 = i2 − i1, j2 = i3 − i2, . . . , jr = ir+1 − ir and ir+1 = i1 + n. For i, i′ ∈ I , we set
k(i, i′)= k[i1]j1 · · ·k
[ir ]
jr
k
[i′1]
j ′1
· · ·k[i′s ]
j ′s
,
where r = |i|, s = |i′|, j1 = i2 − i1, . . . , jr = ir+1 − ir , j ′1 = i′2 − i′1, . . . , j ′s = i′s+1 − i′s and
ir+1 = i′1 + n, i′s+1 = i1 + n.
For the purpose of showing the injectivity of Θ , it is necessary to estimate the divisibility
of Θ(ζn) and Θ(ρn) by vn. Hence we have to have a description of ζn and ρn as in the
following proposition. The proof is given in Section 8.
Proposition 4.1. The 1-cocycles ζn and ρn are written as follows:
ζn(g)=
∑
i∈I
(−1)|i|−1k(i),
ρn(g)=
∑
i∈I
kˆ(i)+W,
where W is a sum of the form k(i, i′) with i1  i′s , i′1  ir , k(i)k(i′) and k(i).
For n= 1, ζ1 = k1 and ρ1 = k1 + k2. For n= 2, ζ2 = k2 + k[1]2 − k1k[1]1 and
ρ2 = k4 + k[1]4 + k1k[1]3 + k3k[1]1 + k[1]1 k1k[1]2 + k2k1k[1]1 + k2 + k[1]2 .
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By definition, ζn is a (continuous) homomorphism from Sn to the additive group Fp
such that ζn(gσ ) = ζn(g) for all g ∈ Sn and σ ∈ Γ . Hence ζn ∈ H 1c (Sn;F)Γ ∼= H 1c (Gn;F)
and the corresponding 1-cocycle of Gn is given by (σ, g) → ζn(g). If we suppose that
ζn has its value in L, then ζn is a coboundary for some Y(ζn) ∈ L such that Y(ζn)σ =
Y(ζn) for all σ ∈ Γ since L is a Galois extension of Fp((un)) with Galois group Gn.
Then Θ(ζn) ∈H 1c (Gn+1;K) is represented by f → Y(ζn)−Y(ζn)f for f ∈Gn+1. In this
section we explicitly describe Y(ζn) and Θ(ζn) in terms of the coefficients of Φ(X).
5.1. Construction of Y(ζn)
By Proposition 4.1, we have
ζn(g)=
∑
0i1<···<ir<n
(−1)r−1k[i1]j1 · · · k
[ir ]
jr
, (7)
where j1 = i2 − i1, . . . , jr = ir+1 − ir and ir+1 = i1 + n. There is an isomorphism Φ of
formal group laws from Fn+1 to Hn over the field L, which can be written as follows:
Φ(X)=
∑
i0
HnΦiX
pi .
We write the inverse of Φ as follows:
Φ−1(X)= Ψ (X)=
∑
i0
Fn+1ΨiX
pi .
It is convenient to set
Φ−10 Φi = ϕi, Φ[i]0 Ψi =ψi.
For 1 i  n, by Lemma 9.4, ϕi = Si(ψ) and hence ψi = Si(ϕ). By Lemma 9.7,
ki =Φ[0]−[i]0
∑
0ji
ϕ
g
j ψ
[j ]
i−j for 0 i  n. (8)
Note that Φ[n]−[0]0 = un by Lemma 9.5.
Proposition 5.1. We have ζn(g)= Y(ζn)g −Y(ζn) for all g ∈ Sn, where Y(ζn) ∈ L is given
by
Y(ζn)= −
∑
0ij<n
Φ
[i]
j−iΨ
[j ]
n+i−j .
Furthermore, Y(ζn)σ = Y(ζn) for all σ ∈ Γ .
Proof. By (7) and (8), ζn(g) is∑
(−1)r−1u−[i1]n
(
ϕ
[i1]′ · · ·ϕ[ir ]i′
)g
ψ
[i1+i′1]′ · · ·ψ [ir+i
′
r ]
j −i′ ,i1 r j1−i1 r r
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Note that ϕ[i1]
i′1
· · ·ϕ[ir ]
i′r
= Φm0 Φ[i1]i′1 · · ·Φ
[ir ]
i′r
for some m. By Lemma 3.2, we see that
{ϕ[i1]
i′1
· · ·ϕ[ir ]
i′r
} is part of a basis of Ln over K . By Lemma 9.1, ζn(g) = Y(ζn)g − Y(ζn)
for
Y(ζn)=
∑
0i1<···<ir<n
(−1)ru−[i1]n ψ [i1]j1 · · ·ψ
[ir ]
jr
.
Since Si(ψ) = ϕi for 1  i  n, we obtain that Y(ζn) = −∑u−[i]n ϕ[i]j−iψ [j ]n+i−j =
−∑Φ[i]j−iΨ [j ]n+i−j . It is clear that Y(ζn)σ = Y(ζn) for all σ ∈ Γ from the form of
Y(ζn). 
5.2. Calculation of Θ(ζn)
For f ∈ Sn+1, there is a unique lift t (f ) :Fn+1 → Ffn+1 of h(f ) :Hn+1 → Hn+1. We
put
t (f )(X)=
∑
i0
F
f
n+1 ti (f )X
pi
and its inverse
s(f )(X)= t (f )−1(X)=
∑
i0
Fn+1si(f )X
pi .
By Lemmas 9.8 and 9.9,
Φ
f
i =
∑
0ji
Φj si−j (f )[j ], (9)
Ψ
f
i =
∑
0ji
tj (f )Ψ
[j ]
i−j (10)
for 0 i  n. By (9), (10) and Proposition 5.1, Y(ζn)− Y(ζn)f for f ∈ Sn+1 is∑
Φ
[i]
i′−i s
[i′]
j−i′ t
[j ]
j ′−jΨ
[j ′]
n+i−j ′ −
∑
0ij<n
Φ
[i]
j−iΨ
[j ]
n+i−j , (11)
where the first sum is taken over 0 i  j < n and i  i′  j, j  j ′  n+ i. But, a priori,
we know that Y(ζn)−Y(ζn)f ∈K for all f ∈ Sn+1. Hence the expression (11) is simplified
considerably as in the following theorem.
Theorem 5.2. The cohomology class Θ(ζn) ∈ H 1c (Gn+1;K) is represented by the 1-co-
cycle: ∑
0ijk<n
(−1)i+j u−q(i,j)n s[j ]k−j t [k]n+i−k.
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as a fixed basis of Ln over K by Lemma 3.2. Let κ :L → K be the projection to the sub-
space generated by 1 =Φ00Φ01 · · ·Φ0n with respect to this basis. Since κ(Y (ζn)−Y(ζn)f )=
Y(ζn) − Y(ζn)f , we consider the image of (11) under the map κ . By Lemma 9.10,
κ(Φ
[i]
j−iΨ
[j ]
n+i−j ) = 0 and κ(Φ[i]i′−i s[i
′]
j−i′ t
[j ]
j ′−jΨ
[j ′]
n+i−j ′) = 0 if j ′ < n. Hence it is sufficient
to consider terms of the form Φ[i]
i′−i s
[i′]
j−i′ t
[j ]
j ′−jΨ
[j ′]
n+i−j ′ for j
′  n. By Lemma 9.6,
Φ
[i]
i′−i s
[i′]
j−i′ t
[j ]
j ′−jΨ
[j ′]
n+i−j ′
=
n+i−j ′∑
r=0
Φ
[i]
i′−i s
[i′]
j−i′ t
[j ]
j ′−j
(
(−1)ru−q(0,r)n Ψ [r]n+i−j ′−r
)[j ′−n]
. (12)
By Lemma 9.10 again, the image of each term in the right-hand side of (12) under κ is zero
unless i = i′ and r = n+ i − j ′. In this case
Φ
[i]
0 s
[i]
j−i t
[j ]
j ′−j (−1)n+i−j
′
u
−q(j ′−n,i)
n Ψ
[i]
0 = (−1)α+βu−q(α,β)n s[β]γ−βt [γ ]n+α−γ ,
where α = j ′ − n,β = i, γ = j . Hence Y(ζn) − Y(ζn)f is obtained by summing up the
right-hand side over 0 α  β  γ < n. 
Recall that there is a localization map
l :H ∗c
(
Gn+1;V
[
u±1
])→H ∗c (Gn+1;K[u±1]),
which is obtained by inverting vn ∈H 0c (Gn+1;V [u±1]), and a reduction map
r :H ∗c
(
Gn+1;V
[
u±1
])→H ∗c (Gn+1;F[u±1]).
We have hj ∈ H 1c (Gn+1;F[u±1]) for j = 0,1, . . . , n, which is given by hj (f ) =
(u−(p−1)f−10 f1)[j ] for f = f0 + f1S + · · · ∈ Sn+1.
Corollary 5.3. Let zn be the 1-cocycle of Gn+1 given in Theorem 5.2. Then vq(0,n−1)n zn
is a 1-cocycle in V [u±1]. Hence vq(0,n−1)n Θ(ζn) ∈ Im l. The reduction map gives
r(v
q(0,n−1)
n zn)= (−1)n−1vq(0,n−2)n+1 hn−1 in H 1c (Gn+1;F[u±1]).
Proof. Since vn = unu−(pn−1) and vn+1 = u−(pn+1−1), we see that vq(0,n−1)n zn is congru-
ent to (−1)n−1vq(0,n−2)n+1 (u−(p−1)s0t1)[n−1] mod (un). Using s0(f ) ≡ f−10 and t1(f ) ≡ f1
for f = f0 + f1S + · · · ∈ Sn+1, we obtain that vq(0,n−1)n zn ≡ (−1)n−1vq(0,n−2)n+1 hn−1. 
6. The cohomology class Θ(ρn)
In the same way as ζn, we can explicitly construct Y(ρn) ∈ L such that ρn(g) =
Y(ρn)
g − Y(ρn) for g ∈ Sn and Y(ρn)σ = Y(ρn) for σ ∈ Γ . Then we can explicitly cal-
culate the 1-cocycle f → Y(ρn) − Y(ρn)f for f ∈ Gn+1, which represents Θ(ρn). But
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coefficient of Θ(ρn), which is enough to show the injectivity of Θ on H 1.
6.1. General procedure to calculate Θ(c)
For [c] ∈H 1c (Gn;F[w±1]), the general procedure to calculate Θ(c) is given as follows.
Procedure to calculate Y(c).
Step (1). Write a cocycle c representing [c] in terms of π(gi)’s (or ki ’s) as in Lemma 4.1.
Step (2). Substitute the formulae in Lemma 9.7 into the formula in Step (1). Then we
obtain a description of c in terms of Φgi ’s, Φi ’s and Ψi ’s (or ϕgi ’s, ϕi ’s and ψi ’s).
Step (3). By using Lemma 9.5, c can be written as in the form∑
a(m0, . . . ,mr)
(
Φ
m0
0 Φ
m1
1 · · ·Φmrr
)g
,
where a(m0, . . . ,mr) ∈ L and {Φm00 · · ·Φmrr } is part of a basis of L. Then we obtain
Y(c) as the coefficient of 1 =Φ00Φ01 · · ·Φ0r by Lemma 9.1.
Procedure to calculate Θ(c).
Step (4). The cohomology class Θ([c]) is represented by f → Y(c)−Y(c)f for f ∈ Sn+1.
By substituting the formulae in Lemma 9.8 into Y(c) − Y(c)f (f ∈ Sn+1), obtain a
description of Y(c)− Y(c)f in terms of si ’s, ti ’s and Φi ’s.
Step (5). By using Lemma 9.5, write Y(c)− Y(c)f in the form∑
b(m0, . . . ,mr)Φ
m0
0 Φ
m1
1 · · ·Φmrr ,
where b(m0, . . . ,mr) :Sn+1 → K[u±1] and {Φm00 · · ·Φmrr } is part of a basis of L.
A priori, Y(c) − Y(c)f ∈ K[u±1] for all f ∈ Sn+1. Hence the description of Y(c) −
Y(c)f in step (4) is simplified by taking the coefficient of 1 =Φ00Φ01 · · ·Φ0r .
6.2. Calculation of Θ(ρn)
In this subsection we suppose p = 2. Since L is an algebraic extension of the discrete
valuation field K , there is a unique valuation V on L which is an extension of the normal-
ized valuation on K . Note that V(un)= 1.
By Lemma 4.1, we have a description of ρn (step (1)). By steps (2) and (3) with the help
of Lemma 9.12, we obtain the following proposition.
Proposition 6.1. There is Y(ρn) ∈ L such that ρn(g) = Y(ρn)g − Y(ρn) for any g ∈ Sn,
and Y(ρn)σ = Y(ρn) for any σ ∈ Γ . We can take
Y(ρn)=
∑
u
−[i1]−[it+1]
n ψ
[i1]
j1
· · ·ψ [it−1]jt−1 ψ
[it ]
jt+nψ
[it+1]
jt+1 · · ·ψ
[ir ]
jr
+U
with V(U) > −22n. The sum is taken over 0  i1 < · · · < ir < n and 1  t  r . Here
j1 = i2 − i1, . . . , jr = ir+1 − ir and ir+1 = i1 + n.
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Lemma 9.4, ψ2n ≡ ϕ1ϕ[1]1 · · ·ϕ[2n−1]1 modulo terms of higher valuation. Then ψ [n−1]2n ≡
ϕ
[n−1]
1 · · ·ϕ[3n−2]1 ≡ u−q(0,2n−2)n ϕ[n−1]1 by Lemma 9.5. Then we can verify the following
corollary.
Corollary 6.2. Let m= 22n +2n−1 −1. Then Y(ρn)= u−mn ϕ[n−1]1 +U ′ with V(U ′) >−m.
Recall there are ring homomorphisms
l :H ∗c
(
Gn+1;V
[
u±1
])→H ∗c (Gn+1;K[u±1]),
r :H ∗c
(
Gn+1;V
[
u±1
])→H ∗c (Gn+1;F[u±1]).
By steps (4) and (5), we can calculate Y(ρn)− Y(ρn)f for f ∈ Sn+1.
Theorem 6.3. Let m = 22n + 2n−1 − 1 and let rn be the cocycle given by f → Y(ρn) −
Y(ρn)
f for f ∈ Sn+1. Then vmn rn is a 1-cocycle in V [u±1]. Hence vmn Θ(ρn) ∈ Im l. The
reduction r(vmn rn) is v
22n−1−1
n+1 hn−1 in H 1c (Gn+1;F[u±1]).
Proof. We see that rn ≡ (u−mn + (ufn )−m)ϕ[n−1]1 + (ufn )−m(s−10 s1)[n−1] modulo terms of
higher valuation by Corollary 6.2 and Lemma 9.8. By step (5), rn ≡ (ufn )−m(s−10 s1)[n−1].
Hence vmn rn has its value in V [u±1]. From the facts that ufn = unsq(0,n−1)0 and vn =
unu
−q(0,n−1)
, vmn rn ≡ u−q(0,n−1)r sq(0,n−1)r0 (s−10 s1)[n−1] mod (un). Using s0 ≡ f−10 , s1 ≡
f
−(2+1)
0 f1 and f
[n+1]
0 = f0 for f = f0 + f1S + · · · ∈ Sn+1, we obtain that vmn rn ≡
us · u−[n−1]f−[n−1]0 f [n−1]1 , where s = −(2n+1 − 1)(22n−1 − 1). Then the last part follows
from the facts that vn+1 = u−q(0,n) and hn−1 = (u−1f−10 f1)[n−1]. 
7. Injectivity of Θ on H 1
In this section we prove the main theorem (Theorem 7.4) showing that the homomor-
phism Θ is injective on H 1 for n 1 and for all primes p.
First, we recall the behavior of Θ on H 0. In K[u±1] we have vn = unu−(pn−1) and
vn+1 = u−(pn+1−1). The field F[w±1] is regarded as a subfield of K[u±1] by the identifica-
tion w =Φ−10 u. By Lemma 9.5, Φ0un =Φ[n]0 . Hence w−(p
n−1) = unu−(pn−1) = vn.
Lemma 7.1 [16, Lemma 3.9 and Corollary 5.10]. By w =Φ−10 u, we suppose that F[w±1]
is a subfield of K[u±1]. Then we have H 0c (Gn;F[w±1])= Fp [v±1n ] =H 0c (Gn+1;K[u±1]),
and Θ is identity on H 0. Hence Θ is a homomorphism of Fp [v±1n ]-algebras.
Since H ∗c (Gn;F[w±1]) ∼= Ext∗(v−1n BP∗/In) by the change of rings theorem, the struc-
ture of H 1c (Gn;F[w±1]) is given as follows.
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over the graded field Fp [v±1n ], the following elements
ζ1, if n= 1, p 
= 2,
ζ1, ρ1, if n= 1, p = 2,
hj (0 j < n), ζn, if n > 1, p 
= 2,
hj (0 j < n), ζn, ρn, if n > 1, p = 2.
Recall there are ring homomorphisms
l :H ∗c
(
Gn+1;V
[
u±1
])→H ∗c (Gn+1;K[u±1]),
r :H ∗c
(
Gn+1;V
[
u±1
])→H ∗c (Gn+1;F[u±1]),
where l is induced by the inclusion V → K and r is induced by the reduction V → F. So
we have a diagram
H ∗c (Gn+1;V [u±1])
l
r
H ∗c (Gn+1;F[u±1])
H ∗c (Gn;F[w±1]) Θ H ∗c (Gn+1;K[u±1])
Note that vn ∈H 0c (Gn+1;V [u±1]) is an invariant element and l is the localization inverting
vn by [16, Lemma 5.9]. We define a filtration on H ∗c (Gn;F[w±1]) by
F s = F sH ∗c
(
Gn;F
[
w±1
])= {x | v−sn ·Θ(x) ∈ Im l}.
Let T be the vn-torsion submodule of H ∗c (Gn;V [u±1]). In [16, §5.4] we have defined a
homomorphism
Ξ : GrH ∗c
(
Gn;F
[
w±1
])→H ∗c (Gn+1;F[u±1])/r(T )
by Ξ([x])= r(y) where l(y)= v−sn Θ(x) when x ∈ F s − F s+1.
In [16, Proposition 6.4] we have shown that (−s−p0 s1u−(p−1))[j ] represents Θ(hj ) for
0 j < n. Note that notation is different from that of [16]. Then (−s−p0 s1u−(p−1))[j ] has
its value in V [u±1]. From s0 ≡ π(g0)−1 and s1 ≡ −π(g0)−(p+1)π(g1) mod (un), we see
that r(−s−p0 s1u−(p−1))[j ] = hj . Hence hj ∈ F 0 and Ξ(hj )= hj .
Let A be a subset of H ∗c (Gn;F[w±1]), and B the subset of GrH ∗c (Gn;F[w±1]) which
is determined by A. Then we have the following criterion for linearly independence of
Θ(A) by [16, Corollary 5.15].
Lemma 7.3. If Ξ(B) is linearly independent in H ∗c (Gn+1;F[u±1])/r(T ) over Fp , then
Θ(A) is linearly independent over Fp[v±1n ].
The following is our main theorem.
Theorem 7.4. The homomorphism Θ :H 1c (Gn;F[w±1]) → H 1c (Gn+1;K[u±1]) is injec-
tive for n  1 and for all primes p. Furthermore, vq(0,n−1)n Θ(ζn) and v22n+2n−1−1n Θ(ρn)
are in the image of l. We have Ξ(ζn)= (−1)n−1vq(0,n−2)hn−1 and Ξ(ρn)= v22n−1−1hn−1.n+1 n+1
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p. So we assume that n  2. The subgroup r(T ) ⊂ H 1c (Gn+1;F[u±1]) is obtained by
[16, Lemmas 5.8 and 5.13] and [6, (5.18)]. By Corollary 5.3, Θ(vq(0,n−1)n ζn) ∈ Im l
and Ξ(vq(0,n−1)n ζn) = (−1)n−1vq(0,n−2)n+1 hn−1. If p is odd, we let A = {h0, h1, . . . , hn−1,
v
q(0,n−1)
n ζn}. Then Ξ(A) is linearly independent over Fp by [6, (5.18)]. Hence Θ(A)
is linearly independent by Lemma 7.3. If p = 2 and n  2, Θ(vmn ρn) ∈ Im l and
Ξ(vmn ρn) = v2
2n−1−1
n+1 hn−1 by Theorem 6.3, where m = 22n + 2n−1 − 1. Set A = {h0,
h1, . . . , hn−1, vq(0,n−1)n ζn, vmn ρn}. Then Ξ(A) is also linearly independent over F2 by [6,
(5.18)]. Hence Θ(A) is linearly independent by Lemma 7.3. This shows that Θ is injective
on H 1 for all primes p. 
Remark 3. Theorem 7.4 is consistent with Moreira’s work. Moreira [10] constructed
a lift of vq(0,n−1)n ζn in Ext1(BP∗/In). Furthermore, he showed that it coincides with
(−1)n+1vq(0,n−2)n+1 hn−1 in Ext1(BP∗/In+1). In the case p = 2 Moreira [11,12] claimed
that he constructed a lift of v22n+2n−1−1n ρn in Ext1(BP∗/In) and it gave v2
2n−1−1
n+1 hn−1 in
Ext1(BP∗/In+1).
Remark 4. In [16, §6] we calculated the homomorphism Θ for n= 1. In the case n= 1 and
p > 2 we have H ∗c (G1;F[w±1])=Λ(ζ1)⊗ Fp[v±11 ] and H ∗c (G2;K[u±1])=Λ(ζ2, s0)⊗
Fp [v±11 ]. The homomorphism Θ is given by Θ(ζ1) = v−11 s0. Hence Θ ⊗ Λ(ζ2) gives an
isomorphism from H ∗c (G1;F[w±1])⊗Λ(ζ2) to H ∗c (G2;K[u±1]).
In the case n = 1 and p = 2 we have H ∗c (G1;F[w±1]) = F2[ζ1] ⊗ Λ(ρ1) ⊗ F2[v±11 ].
Then Θ(ζ1) = v−11 s0 and Θ(ρ1) is represented by the cocycle t−10 t1u−41 + t−10 t2u−31 +
t−10 t1u
−1
1 [16, Lemma 6.13]. Then we obtain that H 1c (G2;K[u±1]) = F2[v±11 ]{ζ2, ρ2,
Θ(ζ1),Θ(ρ1)}.
8. Proof of Proposition 4.1
In this section we prove Proposition 4.1, which gives a description of ζn and ρn.
Let Σn be the symmetric group of n letters. For σ ∈ Σn, we denote by Nσ the number
of i such that σ(i) < i.
Lemma 8.1. If Nσ = 0, then σ is the identity. If Nσ = 1, then σ is a cyclic permutation
(α1, . . . , αs) with α1 < · · ·< αs . If Nσ = 2, then σ is a product of two cyclic permutations
(α1, . . . , αs)(β1, . . . , βt ) with α1 < · · · < αs,β1 < · · · < βt and {αi}si=1 ∩ {βj }tj=1 = ∅,
or a cyclic permutation (α1, . . . , αs, β1, . . . , βt ) with α1 < · · · < αs,β1 < · · · < βt , αs >
β1, βt > α1 and {αi}si=1 ∩ {βj }tj=1 = ∅.
Proof. We may uniquely decompose σ into a product of cyclic permutations without in-
tersections and if σ = σ1 · · ·σr is such a decomposition, then Nσ = Nσ1 + · · · +Nσr . For
a non-trivial cyclic permutation σ , Nσ  1 and the equality holds if and only if σ has the
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σ is not a product of two cyclic permutations, then σ is a cyclic permutation and it is easy
to get the last assertion. 
Recall that the reduced norm RN(g) for g ∈ Sn is the determinant of the matrix
(Gi,j (g)), where Gi,j (g)=∑∞m=1 g[i−1]mn+j−i . Hence
RN(g)=
∑
σ∈Σn
sgn(σ )G1,σ (1)(g)G2,σ (2)(g) · · ·Gn,σ(n)(g).
We set gσ,m = gm1n+σ(1)−1g[1]m2n+σ(2)−2 · · ·g
[n−1]
mnn+σ(n)−n for σ ∈Σn and m = (m1, . . . ,mn)∈ Nn0, and di =
∑
σ∈Σn
∑
‖m‖=i sgn(σ )gσ,m for i  0, where N0 is the set of all non-
negative integers and ‖m‖ = m1 + · · · + mn. Then RN(g) =∑i0 dipi . It is easy to see
that d0 = g(p
n−1)/(p−1)
0 . Note that di ∈ Zp for all i  0 since di is invariant under the action
of the Galois group Gal(F/Qp).
Lemma 8.2. d−10 d1 =
∑
I(−1)|i|−1k(i).
Proof. Set kσ,m = d−10 gσ,m. Then d−10 di =
∑
σ,‖m‖=i sgn(σ )kσ,m. If ‖m‖ = 1 and
kσ,m 
= 0, then Nσ = 0 or 1. For σ = (α1, . . . , αs) with α1 < · · · < αs , if ‖m‖ = 1
and kσ,m 
= 0, then kσ,m = k(iσ ) where iσ = (α1 − 1, . . . , αs − 1). Hence d−10 d1 =∑
‖m‖=1 kid,m +
∑
|i|>1(−1)|i|−1k(i)=
∑
I(−1)|i|−1k(i). 
Note the d0 = g2n−10 = 1 if p = 2.
Lemma 8.3. If p = 2, then d2 ≡∑I kˆ(i) + W ′ mod (2), where W ′ is a sum of the form
k(i, i′) and of the form k(i)k(i′).
Proof. Let 2i be the sequence with 2 in the ith place and 0 in the others. If kσ,2i 
= 0,
then Nσ = 0 or 1. Hence ∑σ,i kσ,2i =∑i k[i−1]2n +∑|i|>1 kˆ(i, |i|)=∑I kˆ(i, |i|). Let i,j
be the sequence with 1 in the ith and j th place (i < j ), and 0 in the others. If kσ,i,j 
= 0,
then Nσ = 0,1 or 2. If σ is the identity, then kσ,i,j = k[i−1]n k[j−1]n . For σ = (α1, . . . , αs)
with α1 < · · ·< αs , we let iσ = (α1 −1, . . . , αs −1). If Nσ = 1 and σ(i) < i, then kσ,i,j =
k(iσ )k[j−1]n with αs = i < j . If Nσ = 1, σ(j) < j and σ(i) 
= i, then kσ,i,j = kˆ(iσ , t)
where αt = i < j = αs . If Nσ = 1, σ(j) < j and σ(i) = i, then kσ,i,j = k[i−1]n k(iσ ) with
i < j = αs . Hence the sum of kσ,‖m‖ over ‖m‖ = 2,Nσ  1 is ∑I kˆ(i).
If Nσ = 2 and σ = (α1, . . . , αs)(β1, . . . , βt ), then kσ,i,j = k(i)k(i′) where i =
(α1 − 1, . . . , αs − 1), αs = i and i′ = (β1 − 1, . . . , βt − 1), βt = j . If Nσ = 2 and
σ = (α1, . . . , αs, β1, . . . , βt ), then kσ,i,j = k(i, i′) where i = (α1 − 1, . . . , αs − 1), i′ =
(β1 − 1, . . . , βt − 1). 
In the case p = 2, for RN(g) = 1 + d12 + d2s2 + d323 + · · · ∈ Z2, di ∈ Z2, set d1 =
e0 + e12 + · · · , d2 = f0 + f12 + · · · where ei, fi = 0 or 1. Since d2 ≡ e0 mod (4), we1
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(d21 + d1)/2 + d2 mod (2).
Proof of Proposition 4.1. Since ζn ≡ d−10 d1 mod (p), the case ζn follows from Lem-
ma 8.2. If p = 2, then ρn ≡ (d21 + d1)/2 + d2 mod (2). Hence the case ρn follows from
Lemmas 8.2 and 8.3. 
9. Some formulae
In this section we give some formulae which is necessary to calculate Θ(ζn) and Θ(ρn).
In particular, we describe the actions of Sn and Sn+1 on the field L, respectively.
9.1. Remarks from Galois theory
Let E be a finite Galois extension over a field F with Galois group G. Let {ei}mi=1
be a basis of E over F , and let G = {g1, g2, . . . , gm}. It is well known that the matrix
(e
gj
i )i,j is non-singular. Hence for l1, . . . , lm ∈ E, if
∑m
i=1 lie
gj
i = 0 for j = 1,2, . . . ,m,
then l1 = l2 = · · · = lm = 0. Let c :G → E be a 1-cocycle. Since H 1(G;E) = 0, there
exists Y(c) ∈E such that c(g)= Y(c)g − Y(c) for all g ∈G. Then the following lemma is
easily obtained.
Lemma 9.1. Let E/F be a finite Galois extension with Galois group G, and let {ei}mi=1 be
a basis of E over F with e1 = 1. If a 1-cocycle c :G → E is written in the form c(g) =∑m
i=1 lie
g
i for all g ∈G, where li ∈E for 1 i m, then c(g)= l1 − lg1 for all g ∈G.
9.2. The Honda group law Hn
Let log(X)=∑i0 Xpni/pi and H˜n(X,Y )= log−1(log(X)+ log(Y )). Then H˜n(X,Y )
is a formal group law over Z and the Honda group law Hn is obtained from H˜n by reduction
modulo p.
Lemma 9.2. Let a1, . . . , ar be indeterminates. Then
a1X +Hn · · · +Hn arX =
∑
i0
HnCi(a1, . . . , ar )X
pni ,
where Ci(a1, . . . , ar ) is a homogeneous polynomial of degree pni . In particular, C0(a1, . . . ,
ar )= a1 + · · · + ar and C1(a1, . . . , ar )= (a[n]1 + · · · + a[n]r − (a1 + · · · + ar)[n])/p.
Proof. We can uniquely write a1X +H˜n · · · +H˜n arX =
∑
i>0
H˜nD˜i(a1, . . . , ar )Xi , where
D˜i is a homogeneous polynomial of degree i over Z. By taking log of both sides, we see
that D˜i = 0 unless i = pnk for some k. 
Remark 5. If p = 2, then C1(a1, . . . , ar )= (∑i<j aiaj )[n−1].
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i,j0
Hnai,jX
pi+j =
∑
i0
HnbiX
pi .
Then b0 = a0,0 and for 1 k  n,
bk =
∑
i+j=k
ai,j ,
bn+k =
∑
i+j=n+k
ai,j +C1(ai,j )i+j=k.
Proof. By Lemma 9.2, we have∑
i,j0
Hai,jX
[i+j ] = a0,0X +H
∑
k1
H
∑
l0
HCl(ai,j )i+j=kX[nl+k].
By applying Lemma 9.2 again,
∑
H
i,j0ai,jX
[i+j ] is congruent to a0,0X +H∑H
1kn C0(ai,k−i )X[k] +H
∑H
n<k2n(C0(ai,k−i ) + C1(ai,k−n−i ))X[k] modulo degree
p2n + 1. This completes the proof. 
9.3. The inverse Ψ (X)
Let Ψ :Hn → Fn+1 be the inverse of Φ . Put Ψ (X) =∑Fn+1i0 ΨiXpi . From the fact that
Φ ◦Ψ (X)=X, we have∑
i,j0
HnΦiΨ
[i]
j X
pi+j =X. (13)
Lemma 9.4. For 1 i  n, we have
ψi = Si(ϕ),
ψn+i = Sn+i (ϕ)+
i−1∑
j=0
u
[j ]
n Sj (ϕ)C1
(
ϕkψ
[k]
l
)[j ]
(k + l = i − j).
Proof. By (13), Lemma 9.3 and ϕj =Φ−10 Φj ,ψj =Φ[j ]0 Ψj , we have
0 =
i∑
j=0
ϕjψ
[j ]
i−j ,
0 =
n+i∑
j=0
ϕjψ
[j ]
n+i−j + unC1
(
ϕkψ
[k]
l
)
k+l=i .
Then the lemma follows by induction on i. 
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We have Φ ◦ [p]F (X) = [p]H ◦ Φ(X) since Φ :Fn+1 → Hn is a homomorphism of
formal group laws. Hence∑
i0
HnΦiu
[i]
n X
pn+i +Hn
∑
i0
HnΦiX
pn+i+1 =
∑
i0
HnΦ
[n]
i X
pn+i .
This implies the following lemma.
Lemma 9.5. Φ0un =Φ[n]0 . Hence Φ[n]−[0]0 = un. For 1 i  n, we have
ϕ
[n]
i = u[i]−[0]n ϕi + u−[0]n ϕi−1,
ϕ
[n]
n+i = u[n+i]−[0]n ϕn+i + u−[0]n ϕn+i−1 + u[n+i−1]n ϕ[n−1]i ϕ[n−1]i−1 .
Lemma 9.6. Ψ [n]i =
∑i
r=0(−1)ru−q(r+1)n Ψ [r]i−r for 0 i  n.
Proof. Since Ψ is a homomorphism of formal group laws from Fn+1 to Hn, we have
Ψ ◦ [p]F (X)= [p]H ◦Ψ (X). Hence∑
i0
Fn+1ΨiX
[n+i] =
∑
i0
Fn+1unΨ
[n]
i X
pn+i +Fn+1
∑
i0
Fn+1Ψ [n+1]i X
pn+i+1 .
∑
FΨiX
pn+i =∑F unΨ [n]i Xpn+i +F ∑FΨ [n+1]i Xpn+i+1 . This implies that Ψ0 = unΨ [n]0
and Ψi = unΨ [n]i +Ψ [n+1]i−1 for 1 i  n. Then the lemma follows by induction on i. 
9.5. The action of Sn on L
By the diagram (3) and the fact that Ψ (X)=Φ−1(X), h(g)=Φg ◦Ψ for g ∈ Sn. Hence∑
i0
Hnπ(gi)X
pi =
∑
i,j0
HnΦ
g
i Ψ
[i]
j X
pi+j . (14)
Lemma 9.7. For 1 i  n and g ∈ Sn,
Φ[i]−[0]ki =
i∑
j=0
ϕ
g
j ψ
[j ]
i−j ,
Φ[n+i]−[0]kn+i =
n+i∑
j=0
ϕ
g
j ψ
[j ]
n+i−j + unC1
(
ϕ
g
j ψ
[j ]
i−j
)
0ji , if p = 2.
Proof. The lemma follows from (14) and Lemma 9.3. 
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By the diagram (2) and the fact that s(f )(X) = t (f )−1(X), Φf = Φ ◦ s(f ) for f ∈
Sn+1. Hence∑
i0
HnΦ
f
i X
pi =
∑
i,j0
HnΦis
[i]
j X
pi+j . (15)
Then we obtain the following lemma.
Lemma 9.8. For f ∈ Sn+1, Φf0 =Φ0s0(f ). In particular, ufn = s[n]−[0]0 un. For 1 i  n,
Φ
f
i =
i∑
j=0
Φjsi−j (f )[i],
Φ
f
n+i =
n+i∑
j=0
Φjsn+i−j (f )[j ] +C1
(
Φjsi−j (f )[j ]
)
0ji , if p = 2.
Proof. The lemma follows from (15) and Lemma 9.3. 
Lemma 9.9. For 0 i  n and f ∈ Sn+1,
Ψ
f
i =
∑
0ji
tj (f )Ψ
[j ]
i−j .
Proof. By the diagram (2), Ψ f = t (f ) ◦Ψ . Hence∑
i0
F
f
n+1Ψ fi X
pi =
∑
i,j0
F
f
n+1 ti (f )Ψ
[i]
j X
pi+j .
Since Fn+1(X,Y ) ≡ X + Y mod (X,Y )pn , the lemma follows by the same way as in the
proof of Lemma 9.3. 
9.7. The projection κ
By Lemma 3.2, we have {Φm00 Φm11 · · ·Φmnn } for 0  m0 < pn − 1,0  mj < pn (j =
1, . . . , n) as a fixed basis of Ln over K . We denote by κ :L → K the projection to the
subspace generated by 1 =Φ00Φ01 · · ·Φ0n with respect to this basis.
Lemma 9.10. Suppose 0  j  i′ − i,0  j ′  n + i − i′ and 0  i < i′ < n. Then
κ(Φ
[i]
j Ψ
[i′]
j ′ )= κ(Ψ [i]j Φ[i
′]
j ′ )= 0 unless j = j ′ = 0.
Proof. We prove κ(Φ[i]j Ψ
[i′]
j ′ ) = 0. The other case can be proven similarly. Using ψj ′ =
Sj ′(ϕ) and Lemma 9.5, Φ[i]j Ψ
[i′]
j ′ is a linear combination of the form Φ
m
0 Φ
[i′′1 ]′′ · · ·Φ[i
′′
r ]
j ′′ Φ
[i]
j ·j1 r
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[i′1]
j ′1
· · ·Φ[i′s ]
j ′s
with 0  i′′1 < · · · < i′′r < i′′r + j ′′r  i < i′ = i′1 < · · · < i′s < n. Unless j =
j ′ = 0, then j > 0 or j ′1 > 0. Hence 1 does not appear in this linear combination. Hence
κ(Φ
[i]
j Ψ
[i′]
j ′ )= 0. 
9.8. Valuation on L
Since L is an algebraic extension of the discrete valuation field K , there is a unique
valuation V on L which is an extension of the normalized valuation on K . Hence V(un)= 1
and V(Φ0)= 1/(pn −1) since Φp
n−1
0 = un. Recall that Li for i  1 is obtained from Li−1
by adjoining Φi , and the minimal polynomial of Φi is an Eisenstein polynomial of degree
pn with constant term Φi−1 modulo square of the maximal ideal of the integer ring of
Li−1. Hence we see that V(Φi)= 1/pni(pn −1) and V(ϕi)= −(pni −1)/pni(pn −1) for
i  0.
By direct calculation, V(ϕi) > V(ϕjϕ[j ]j−i ) for 0 < j < i. Hence we obtain the following
lemma.
Lemma 9.11. V(Si(ϕ))= V(ϕ1ϕ[1]1 · · ·ϕ[i−1]1 )= − p
i−1
pn(p−1) .
By Lemma 9.4, ψn+i = Sn+i (ϕ)+∑u[j ]n Sj (ϕ)C1(ϕkψ [k]l )[j ] with k+ l = i− j . By di-
rect calculation, V(u[j ]n Sj (ϕ)C1(ϕkψ [k]l )[j ]) > V(Sn+i (ϕ)). Hence we obtain the following
lemma.
Lemma 9.12. For 0 i  2n, we have
V(ψi)= V
(
Si(ϕ)
)= V(ϕ1ϕ[1]1 · · ·ϕ[n+i−1]1 )= − pi − 1pn(p − 1) .
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