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Periodic Solutions of Autonomous Equations* 
SHUI-NEE CHO\V AND JACK K. HALE 
I. INTRODUCTION 
For autonomous ordinary differenrial equations, the classical method for 
showing the existence of periodic solutions consists of first constructing an 
appropriate torus m rr-dunensional space which is invariant under the flow 
defined hy the equation. ‘I’he next step is to show that a cross section of the torus 
is mapped into itself under the How and the fixed points of this map are periodic 
solutions of the equation (see, for esample, Rauch [14]). For functional dif- 
ferential equations, this construction is very difficult since the flow is in an 
infinite-dimensional space (see Pew116 [ 121). 
In a fundamental paper, Jones [8] introduced the idea of finding a cone 
which maps into itself under the flow rather than finding a cross section of a 
torus. The cone is easier to construct than a torus but some other complications 
arise because most problems have zero as an equilibrium point. Therefore, one is 
interested in finding nonzero tised points of a mapping of a cone into itself 
knowing that zero is a fixed point. This problem has been the motivation for a 
number of interesting fixed point theorems for cone mappings (see [4, 9]), 
as well as mappings of a convex set into itself with an cjective fixed point as an 
extreme point of the convex set (see Browder [I]). 
One of the purposes of this paper is to use the results of Browdet [I] and 
Nussbaum [lo] to obtain the e.xistence of periodic solutions of functional 
differential equations. Our objective is to exploit the local theor)- of functional 
differential equations and to present the hypotheses in such a way that their 
verification is reduced to a standard argument. 
\\.r alsu discuss the period of the periodic solutions as a function of parameters 
in the equation by using Hopf bifurcation and arguments similar to Rabinowitz 
[I.31 (see, also. Nussbaum [I I]). 
* This research was supported in pnrt by the National Science Foundation under 
GP-2892157, and in part by the Liniced States .\mly under D.\-.\RO-D-31-121-73-G- 
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2. FISE~ POINT THEOREM> 
Suppose S is a Banach space and C.-C .I-. C;i\-en a map .4: (’ --t -1.. J point 
.Y E C.r is said to be an eject& fixed point of -4 if .4x = .I and there is an open wt 
G C .\‘ such that for &erv ;q E G n I?‘. J = s, there is an integer 111 = Mu . - 
such that -4801~ $ G n (‘. For any dl : 0, WC let &‘;i,,, = ).v E .V: 1 .s i = .11;. 
B,,, = {x E .I-: / .v 1 I.__ .Ii(. 
Suppose K is a closed bounded conves set in S, .4: K 4 A and is compktel! 
continuous. Let K,,C I; be any compact conwz set containing co -4(K) and p 
be any retract of X onto & . If (’ is any open set. then .i p: pm’( c n K,,) ----t I;,, 
is a compact mapping and one can define the Leray-Schauder degree, 
deg(l - -4 p. p-‘( (‘i n K,,), 0) if .4 1, p h as no iised points on the boundary of 
p-1( r n K,). One can show that this number is independent of the retract p 
and it is denoted ind(.4, A). If sU E K,, is an isolated tised point of -4, then one 
can define ind(.4, x0) to be ind(.l, B,(s,) n K) t ‘or c sufficiently small where 
23,(x,) is the ball of radius E with center x0 . 
Using the ideas of Browder [I], the following results have been pro\-ed bl 
Nussbaum [IO]. 
THEOREM 2.1. If K is a closed bounded conves infinite-dimensional set in 
X, -4: R + Ii7 is completely continuous, x0 E A’ is an ejective fised point of -4. and l.’ 
is an open neighborhood of s,, such that -4s - s for .v E [L'; - :'+,)I n K, then 
ind(.l, K - r n K) = I and ind(,-l, x0) = 0. In particular, there is u fixed point 
of .4 in K - r? n K. Jf K is finite-dimensional and s,, is an extreme point of A-, 
then the same conclusion holds. 
THEOREM 2.2. If K is a ClOSeti co?weS Set in S, -4: K + fi is completely 
continuous, 0 E K is an ejectivefixed point of -4 and there is an ill > 0 such that 
As = Xx, s E K n S,\, implies X < 1, then =I has a fixed point in K n B,,, - (0) 
if either K is it$nite-dimensional OY 0 is an extreme point of K. -41~0, ind(d, 0) = 0. 
Remark 2.1. Theorems 2.1 and 2.2 are also \-alid for the case when -4 is a 
k-set contraction, k < I (see [IO]). Al so, one need only assume -4 is defined on 
K - {X”), -4: EC - ~.vo;~ + A-, and s,, is an ejective point of =1 (see [IO]). This 
is important in the applications. 
3. SUFFIUENT CONDITIONS FOR EJECTWITY FOR DIFFERENTIAL EQUATIONS 
Let Y c:-- 0, C = C([-Y, 01, Rn) be the space of continuous functions from 
[-Y, 0] to R” with the uniform norm. Consider the functional differential 
equations 
i(1) = Lx, + f(X[), (3.1) 
j(t) = LJ,, (3.2) 
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where L: C - R” is linear and continuous, f: C 4 R” is completely continuous 
together with a continuous derivative f’ and f(0) = 0, f’(0) = 0 and xt , yl 
are the usual restrictions of .t and ~1 to [t - Y, t]. 
The characteristic equation for (3.2) is 
det 3(X) = 0, L!(A) = AZ - L(e”z). (3.3) 
For any A satisfying (3.3), there is a decomposition of C as C = P,, iz)Q,, , 
where P,, and 0, are invariant under the solution operator TL(t) of (3.2), 
TJI)+ = Jam, 4 e C. Let the projection operators defined hy the above 
decomposition of C be rr,, , I - n,, with the range of T,~ equal to P,, (see [5]). Note 
that the spectrum of TL(t) restricted to P,, is the set (A:. 
THEoREM 3.1. suppose the folkwing conditions are fu!filled: 
(i) there is a root A of (3.3) satisfving Re A :- 0, 
(ii) flrere is a closed convex set R C C, 0 E K. and 6 ;> 0, such that 
,‘=~‘(8)‘~~inf(lrr,rpi,(GEI;,IrbI =61 .~O, 
(iii) there is a complete!\, continuous function T: K - ;O) --f [,I. ‘x) 0 ST a 
such that the map defined 6) 
(3.4) 
takes K into h- and is complete!v continuous. Then 0 is an ejertivefised point ?f -4. 
Proof. The proof of this theorem follows the same type of reasoning as in 
the proof of [5, Theorem 28.11. Let ajA = +1,, ,..., ad,,) be a hasis for P, , ~,,a = 
@b; b = b(4) E R* is a continuous d-vector linear functional on R” and we take 
the norm of b to be Euclidean norm. For any continuous I-: C + R. let 
r’(4) = lim inf,,,, (I/t) [1:-(x,(4)) - l-((s)]. \\‘e n&d the following. 
LEnrn1.i 3.1. There is a positive dejinite quadratic form I-($) =- b’Bb with the 
propertv that, for an! p Y 0, there is a 6, ‘3, 0 such that, for q’ 8, 0 < 8 ST 6, ~ 
r’-(4) ‘:> 0 (f r-($) ;: pw, a E BG 
Proof. Let xt = @J(t). where st = x,(4) is the solution of (3.1) with x0 = (b. 
From [S, Theorem 23. I] there is a d x n constant matrix C and a d ?/: d constant 
matris B with the spectrum of B equal to A such that 
y(t) = By(t) + Cf(x,). 
Suppose D is a d :.: d positive definite matris satisfying B’.4 + dB = I and 
define I’(Q) = b’Db where rr,,4 = @b. If g(d) = Cf($), then 
l’(4) = 6’6 + 2g’ Db. 
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Let p’ = min{b’Db: I b 1 = I}, y = masjb’Db: / b ) = I]. Suppose 7: [O. ~8) - R 
is a continuous nondecreasing function such that 1 g(a)1 51 r](S) I (b / for 4 / 2.1: 6
and choose S, so that 4y I D I 7(&J -1 pp. Th en, as long as 1 Q I r.. 6, 0 ~1 S :< S,, . 
I,‘(+) .:. pW3 we have 
r’-(,$j -- (l/y) l’(4) - 2 I D I 7(S) p-l I VI ‘:‘(+) 
5 I -(a) [(l/y) - (2 I D ) 7(6)/f@)] : ’ 4 J -($) Y 0. 
This proves the lemma. 
Proof of Theorem 3. I. Let us first observe that condition (ii) implies that 
13 =de[inf~l~(~):aEk-,I~I = I) ~0 since there is an Lo,, > 0 such that 
( n-,4 I <.: cs, / b 1” ::.: +~‘l@). 
Fix p < vr and choose 6, as in Lemma 3. I. Since 7 is a completely continuous 
mapping and xl(+) is continuous at 4 = 0, there is a 6, > 0 such that I$ / < 6, 
implies 1 d-14 I < 6,. Lemma 3.1 implies that I-(x,(+)) is increasing in t as long as 
I’(s,(y5)) ;: pzS2 and 1 X,(4)1 < 6, 0 < 6 < 6, . If 
G = {+ E C: 14 I < 6, , I-(+) < P’S,~), 
then G is an open set, 0 E G. 
If $ E K n G, then 1 --&I < 6,. Also, if 14 1 = c, then the fact that p < v, 
implies 
Consequently, Lemma 3.1 implies that b’($) is increasing along the solutions 
of (3. I) for 14 ( .< 6, ,+ E K - (0). Therefore, for anv 4 E G n K, y5 F 0, there 
is a 1, = tr(d) such that ~~(4) $ G for t, < t < t, + i(d), the latter half of this 
inequality being true because 4 E K n G implies 1 -44 1 < 6, . This proves that 
0 is an ejective fixed point of -4. 
Remark 3. I . A version of Theorem 3.1 remains valid for the neutral func- 
tional differential equation 
(&it) Dx, = Lx, + f (xl), (3.5) 
where L and f are as before, D: C + En is a continuous linear operator, atomic 
at zero and stable. For esample, any D of the form 
04 =4(O) - i .M(--lph 
P=l 
0 -=c II c>; r2 :..; ‘.’ r.. TN , where the solutions of the equation 
Du, = 0, 4) = $4 
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satisfy 1 ul(#)[ < Kexp(-at) 1 # 1 , t 3 0, for some constants K, 01 > 0 will 
meet the above hypotheses. 
It is shown [q that the solution operator T,,j ot (3.5) is a R(t)-set con- 
traction, k(t) < I, t > 0, if {T,,,(s) B, 0 < s <I t> is bounded when B is 
bounded in C. The projection operator nA can thus be defined as before for 
the linear equation 
(d/df) Dyt = Ly, (3.6) 
and the associated characteristic equation 
det[D(e”‘l) - L.(eA’Z)] = 0. (3.7) 
Theorem 3.1 remains valid with hypotheses (i), (ii), and (iii)‘; there is a com- 
pletely continuous map T: K - (01 + [u, w), 0 < a such that the map --I4 in 
(3.4) with x a solution of (3.5) IS a K-set contraction with k < 1 and A: K -+ K. 
Remark 3.2. A version of Theorem 3.1 also remains valid for equations 
with infinite delays 
i(t) = Lx, +f(xJ, (3.8) 
where ~~(8) = r(t + e), -mm < 0 < 0, and .v[ is required to lie in the Banach 
space L@ of functions taking (- 3~. 0] into R” with I$ ( , + E 2?‘, defined by 
I4 I = I 4Ml + lo P(e) I WI do 
*--+r (3.9) 
where p(d) > 0, -,x < 0 .< 0, is continuous and 
y(t) = sup (P(S - VP(s)) 
-Z <SC0 
(3.10) 
satisfies y(t) < I for t > 0. As before, L is linear and f(0) = 0, f’(0) = 0. It is 
shown [7] that the solution operator T,(t) of (3.8) is a y(t)-set contraction for 
each t if {T,(S) B: 0 < s < t) is bounded for each bounded set B C J. Theorem 
3.1 remains valid with hypotheses (i), (ii), and (iii)‘. 
Remark 3.3. In applications, the map T: K - {O) + [a, 53) is in general not 
defined for 4 = 0 and may not be extended continuously to K. For example, 
consider a system of equations whose Aow is linear in some neighborhood of 
zero and has the structure depicted in Fig. I. The linearity of the flow implies 
~(a+) = ~(4) for any real (Y sufficiently small. But, we note that the complete 
continuity and boundedness of 7 on K - (0) are sufficient in many applications 
to guarantee the complete continuity of .d on K. 
Remark 3.4. If the map T: K - (0} 4 (0, “cm) is not bounded, then the 
map A in (3.4) may not be continuous at zero and 0 may not be an ejective point 
FIGURE 1 
of .-I. In fact, one can give a simple counteresample in two dimensions. The flow 
could be as in Fig. 2 
P,, , Q,, as indicated. 
with IC being the rav depicted in the positive quadrant and 
Remark 3.5. In the applications, when T is not hounded, one uses some 
specific property of the nonlinearityf to conclude that 0 is an ejective point of .-1. 
In Section 6, an esample of such j‘ is given. 
K 
FIGURE 2 
PERIODIC SOLUTIONS OF AUTONOhIOL~S EQUATIONS 501 
4. ESTIMATES ON THE PERIOD 
In this section, we consider the system 
i(t) = L(ml. \.,) + f(r. s,) (4.1) 
where a E R, L(s, d), f(a. 4) are continuous together with their first derivatkes 
with respect to iy, (4, .L.(.x, 4) is linear in &f(,~, 0) = O,f+(x, 0) = 0. 
\\‘e also suppose there is an interval I,,, containing a”, a function A(a), and a 
continuously differentiable n-wctor function +), 1 (I( = I. for a E II, such 
that 
[X(a) I - L(,Y, e”“‘.r)] +) = 0 (4.2) 
Re A(x,,) = 0. Im A(+) 1 0, Re .\‘(~a) G 0. (4.3) 
It is also assumed that ,4(.x0) is a simple characteristic value. Since (4.1) is a real 
system, the comples conjugate G) of ,\(a,,) ‘: * 1 14 J so a characteristic I-alue and the 
real and imaginary parts of e fil’~)~~(I~V) give a basis for the periodic solutions of 
period ~a = der an,‘1111 .\(.I~,) of the eigenspace generated by A(+), X(.Y,). \i’e 
suppose there is no periodic solution of the linear equation 
j(f) = L(.x,, ) J-t) (4.3) 
of period T,) which is linearly independent of the above mentioned ones. 
If we let s(f) = ~a(/), E = 0 in (4.1 j9 then 
where ~(a, do, E) is continuously differentiahle in 8, z,!J, c for 3 G R. Z/J E C E E R 
with g(a, 0, c) = 0, ~Js, 0, c) = 0, g(ti, $,O) = 0. 
\\‘e say a HopJ bifurcation of (4.1) esists at lx = ‘x0 if there is an interval 
t-c 0, E,,) and continuously differentiahle functions o;(r), T(C) and an T(G)- 
periodic solution a(c) of (4.5) 11’ IC h’ h . IS continuously ditferentiable in c, a(c) = 0, 
E 2 0 for E E (-E,, , Q) such that a(O) = ,I,~, r(O) 2 T,, . 
Using the implicit function theorem, Chow and RIallet-Par-et [I] have proved 
THEOREM 4. I. Under tfre abwe IlJpotfreses, a Hopf bifurcation of (3.1) exists 
nt (Y = cq) . 
For definiteness, let us suppose Re h’(a,) > 0. Suppose that the hypotheses (ii) 
and (iii) of Theorem 3.1 are satisfied independent of A = A(X), ~1 E [.~a - 7, co), 
where 77 is some positive constant. The maps .I and T (iii) depend on Q, .-I = .-l(a), 
T = T(X, d), A(a) (b = s,(,*J$, LY) where .I($, $1) is the solution of (4.1) with 
x&4, ,a) = cp. 
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Let 91 = {(,I,$): .4((l) $ = 6,. d = 0. (f E K-. A E [,I~, , z,):, and let 
*T = 41 U (2” , 0). Let PI,, be the masimal closed connected set in \x which con- 
tains (.+, , 0). It is shown h!- Nussbaum [I I] that S,, is either unbounded or 
(q , 0) E ?I, for some ,3t T ,x0, ,\r corresponding to a value of x for which the 
characteristic equation of (4.4) has a pair of purely imaginary roots. 
This result is used to obtain an idea ahout the period ~(a, 4) of a periodic 
solution of (4.1) in the following manner. The set K in Theorem 3.2 is often a 
cone or a truncated cone or a conves set for \vhich it is easy to \-erify that no 
(a1 , 0) E ?I, of the type described above. Therefore, ‘!I, is unbounded. Also, it is 
usually easy to show that +, $) is continuous in (,l. a) for (,I. 4) = (,I~, 0). 
However, it is difficult to show that ~(~1, d) is continuous at (,I~ , Oj. On the other 
hand, if the conditions of Theorem 4.1 are satisfied, then a Hopf bifurcation 
exists at (‘Ye, 0) and r@, Q) is continuous at (#x0 . 0). Thus. .(,I. d) is continuous 
on d[, . Since !X, is connected, it follows that r(‘!I,,) is an interval and so ever! 
period in ~(91,) can be obtained by varying LY over [N,) , ,x). Consequently, if we 
know that T(,Y, 4) - T~, as a - 8% and if 7,) = Zx,/Im A(&,), then 7X 1.. r,, implies 
[T (r, T=) C @I,). In general, the existence and computation of T, are not easy. 
5. EXAMPLES 
Let us now give some examples to show how the theorems of the previous 
sections simplify the discussion of periodic solutions of equations considered 
previously in the literature. Following Nussbaum [IO], consider the equation 
f(t) = -j(x(t - I)) (5.1) 
where f is continuously differentiable and sf(s) >, 0 for s F 0, and j”(O) . I. 
Let KC C([- I, 01) be the cone consisting of the closure of the monotone 
nondecreasing functions 4 such that +(-I) = 0. Very elementary arguments 
[lo] show that for any 4 E K, the solution ~(4) of (5. I) has infinitely many zeros 
and the second zero ~~(4) is a completely continuous mapping with a range in 
[I, mxj). Also x(4) (I) is monotone nondecreasing for t E [a,(d), ~~(4) + I]. Also, 
if -44 = ~+)+r(4), A!:, = 0, then .J is a completely continuous mapping of K 
into K (see [IO, Lemma 2.41). 
If CT =f’(O) > r/2, then the equation A + EP’ = 0 has a complex root X 
such that Re X 5, 0, 0 .< Im A <: TT ([5, L emma 29.41). [5, Lemma 29.51 shows 
that Theorem 2 condition (ii) is satisfied. Therefore, Theorem 2 implies that 0 
is an ejective fixed point of -4. These arguments replace [IO, Lemmas 2.6 and 
2.81. 
Therefore, to obtain a fixed point of .-I (and thus a periodic solution of (5.1)) 
one need only impose additional conditions on f so that either the conditions of 
Theorems 2.1 or 2.2 are satisfied. Nussbaum accomplishes this in the elementaq 
Lemma 2.2 [IO] which states that if there is a fi :‘:, 0 such that either (a)f(.v) > 
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-p for all .Y or (b) 1 f(s)] < ,!? if 1 x 1 < 8, then ( -44 / < /3 for all $ E K n BB . 
Consequently, Theorem 2.1 may be applied to the set K n & to obtain 
THEOREhl 5.1. If f is continuously d$jerentiable, sf (x) > 0 for x + 0, 
f ‘(0) > 7r/2 and there is a p > 0 such that either (a) J(X) >a -? for all .Y or 
(b) of\ ::. ,9 ij 1 s / :.;l p, then there is II nonztvo periodic solution of (5.1). 
Now consider the equation ,i.(t) = -+f(x(t - I)) where (Y E [a0 - q, ,w), 
7) > 0, cq, = (n/2) [f’(O)]-‘. 
In a later paper, Nussbaum [I I] p roves that the esistence of 0 < a =der 
lim,,,,f(.\f), -b =def Iim,+-mf(J), b > 0. imply 7r, = a + ab-1 + ba-I, 
where T, is defined in Section 4. For this example, it is easy to see that the 
conditions of Theorem 4. I are satisfied and, thus, [TV , 7,) E ~(91,). Theorem 4.1 
replaces [I 1, Lemma 2.81. 
6. VAN DER POL'S EQUATION 
Consider the Van der Pol’s equation with time lag r ‘> 0, 
x’(t) = y(t) + Q(t) - (.qt)/3)], 
y’(t) = -x(t - r). 
(6. i J 
For R > 0 sufficiently large, the zero solution is unstable (see [5]). Let 
K = ((4, a): a >, 0; I$(@ >, 0, d( -r) = 0, 4 is nondecreasing]. 
For (4, a) E K - CO}, it is known that there esists a first time u” > 0 such that 
y(z) < 0, .~(a) = 0. Moreover, if 7 = u” + r, then .4(4, a) =der (-x7 , -J(T)) 
satisfies A: K - (0) -+ K - (0). It is also known that T is continuous.Further- 
more, if k < 0, then T is completely continuous and bounded near zero and one 
can estend the definition of .-I to K in a continuous manner by defining 
A(0, 0) = (0,O). Theorem 3.1 shows that (0,O) is an ejective fised point of .-I. 
However, if k > 0, one can show that the range of T is unbounded in some small 
neighborhood of zero. By examining (6.1) and the curve 
?’ = -k(x - (s3/3)), k ..> 0 
in the .uq’-plane (see Fig. 3), one easily shows that 
-y(z) > 2k,‘3. 
Thus (0,O) E K is an ejective point of .-l even though Theorem 3.1 is not 
applicable. Using this remark, [5, Lemma 3 I .3], Theorem 2.2, and Remark 2. I, 
one obtains the existence of a nonzero periodic solution for k > -k,,(r) where 
k,(r) is given [5, Lemma 31.41. 
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y--k(x-$) 
It is not difficult to see that a Hopf bifurcation takes place via Theorem 4.1 
at k = -k,(r). As noted before, this is important for estimating the range of 
periods of the periodic solutions. 
7. ESAMPLE 
In this section, we present an esample in which the cone K may not be the 
cone of monotone functions. Consider the scalar equation 
i(t) = -&[I + .x(f)] 1' B(B).r(t + 8)dti (7.1) 
1 
where iy > 0 and B(U) 0 is smooth and “close” to the dirac delta function 
(see Fig. 4). For definiteness, let 
B(tr) c 0. - $ ..:: P 1 0, 
j“; B(v)d6 = I. 
B(8! 
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Let K denote the set of functions 4: [- 1, O] -+ R satisfying the following 
$4(e) > 0, -1 < P < 0, 
4(-l) 2: 0, 
+(8) is nondecreasing on [- 1, - 41 
i $@)I 2 (1 - (c,‘4)) I#J I 1 c = I&. 
It is clear that K is a closed conves cone. For any 4 E K, there exists a unique 
time z such that 
3 = min{f: t > 0, s(f#~) (t is a relative maximum’~. 
Let c + 5 = 7 and 
-4(N = d#J) a + 0 
=o 5, = 0. 
Then -4: K- R is completely continuous. A simple calculation yields the 
existence of a pair of simple eigenvalue A, A such that Re A > 0, Im h + 0. The 
hypotheses in Theorem 3.1 may be verified. \\‘e thus obtain a nonconstant 
periodic solution of (7.1) 
Remark (7.1) is a generalization of the equation: 
A?(t) = -a[l + x(t)] .r(t - 1). 
In [3], Eq. (7.1) is discussed as a growth model. In fact, Dunkel [3] proved the 
existence of a nonconstant periodic solution of (7.1). However, there appear to 
be some errors in his proof. 
The constant 
is so chosen that Theorem 3.1 condition (ii) is satisfied. 
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