We consider a more generalized spiked covariance matrix Σ, which is a general non-definite matrix with the spiked eigenvalues scattered into a few bulks and the largest ones allowed to tend to infinity. By relaxing the matching of the 4th moment to a tail probability decay, a Generalized Four Moment Theorem (G4MT) is proposed to show the universality of the asymptotic law for the local spectral statistics of generalized spiked covariance matrices, which implies the limiting distribution of the spiked eigenvalues of the generalized spiked covariance matrix is independent of the actual distributions of the samples satisfying our relaxed assumptions. Moreover, by applying it to the Central Limit Theorem (CLT) for the spiked eigenvalues of the generalized spiked covariance matrix, we also extend the result of Bai and Yao (2012) to a general form of the population covariance matrix, where the 4th moment is not necessarily required to exist and the spiked eigenvalues are allowed to be dependent on the non-spiked ones, thus meeting the actual cases better.
Introduction
The study on the universality conjecture for the local spectral statistics of random matrices, which is motivated by similar phenomena in physics, has been one of the key topics in random matrix theory. It not only plays an important role in the local field of statistics but has also been widely used in many other fields, such as mathematical physics, combinatorics and computing science. As is well known, universality has been conjectured by many statisticians since the 1960s, including Wigner (1958) , Dyson (1970) , and Mehta (1967) ; it states that local statistics are universal, implying that the conclusions hold not only for the Gaussian Unitary Ensemble (GUE) but also the general Wigner random matrix. It provides new ideas and techniques for the research of random matrix theory, which implies that to prove one result suitable for Non-Gaussian case, it is sufficient to show the same result under the Gaussian assumption if the universality is true. However, a rigorous result has emerged in Soshnikov (1999) , which proved that the universality of the joint distribution of the largest k eigenvalues (for any fixed k) hold under the atom distribution with its symmetric property as an additional assumption.
The similar universality phenomena of the bulk of the spectrum has been also investigated in many studies. For example, Johansson (2001) , Ben and Péché (2005) focused on the Gauss divisible, which is a strong regularity assumption on the atom distribution. Further, Erdős, et al. (2010a) relaxed the above regularity assumption to a distribution family with a explicit form.
Since it is necessary to avoid heavy reliance on the specific joint distribution of the eigenvalues when establishing universality for general matrix ensembles, there are still many works on the universality for a bulk of the spectrum using other approaches. For instance, Soshnikov (1999) improved it by using the trace method instead of an explicit distribution, which is powerful for studying the edge but not the spacing distribution in the bulk of the spectrum. Another result without explicit formulas is Erdős, et al. (2010b) , which relies on analysis of the Dyson Brownian motion instead but still requires a high degree of regularity on the atom distribution. Most recently, Tao and Vu (2015) showed the universality of the asymptotic law for the local spectral statistics of the Wigner matrix by the Four Moment Theorem, which is based on the Lindeberg strategy in Lindeberg (1922) of replacing non-Gaussian random variables with Gaussian ones. This method assumes that the moments of the entries match that of the complex standardized Gaussian ensemble up to the 4th order and requires the C 0 condition to hold, which states that the independent distributed entries have zero mean and identity variance and satisfy the uniform exponential decay, with the form P (|x ij | ≥ t C ) ≤ e −t for all t ≥ C ′ and 1 ≤ i, j ≤ n, C and C ′ are some constants. Although they asserted that the fine spacing statistics of a random Hermitian matrix in the bulk of the spectrum are only sensitive to the first four moments of the entries, they also conjectured that it may be possible to reduce the number of matching moments in their theorem.
Based on the our previous work experience in limiting spectral analysis, we found that the condition of matching the 4th moment can always be replaced by the tail probability condition in Assumption B. Then, it is automatic to propose a Generalized Four Moment Theorem (G4MT), which keeps the assumption of matching first and second moments and relaxes the matching 4th moment constraint to a tail probability in Assumption B. It shows that the limiting distribution of the spiked eigenvalues of a generalized spiked covariance matrix is independent of the actual distributions of the samples satisfying our relaxed assumptions. Moreover, the C 0 condition in Tao and Vu (2015) is also not required; instead, only the tail probability is needed, which is a regular and necessary condition in the weak convergence of the largest eigenvalue. Furthermore, by applying it to the Central Limit Theorem (CLT) for the spiked eigenvalues of the generalized spiked covariance matrix, we also extend the result of Bai and Yao (2012) to a wider usage, where the 4th moment is not necessarily required to exist and the sample spiked eigenvalues are allowed to be dependent on the non-spiked ones, thus meeting the actual cases better.
The spiked model in the high-dimensional setting is inspired by the common phenomenon of large or even huge dimensionality p compared to the sample size n, occurring in many modern scientific fields, such as wireless communication, gene expression and climate studies. It was first proposed by Johnstone (2001) under the assumptions of high dimensionality and an identity population covariance matrix with fixed and relatively small spikes. Since the study of spiked covariance matrices has a close relationship with Principal Component Analysis (PCA) or Factor Analysis (FA), which are important and powerful tools in dimension reduction, data visualization and feature extraction, it has inspired great interest on the part of researchers in the limiting behaviors of the eigenvalues and eigenvectors of such high-dimensional spiked sample covariance.
Within this context, many impressive works are based on the simple assumptions of bounded spiked eigenvalues independent of non-spiked ones all being equal to 1. If there is a small perturbation of the identity covariance matrix, i.e. the simplified spiked population covariance matrix , then Baik, et al. (2005) investigated the exact scaling rates of the asymptotic distributions of the empirical eigenvalues in both cases of below and above the related threshold. Baik and Silverstein (2006) provided the almost sure limits of the sample eigenvalues in the simplified spiked model for a general class of samples when both population size and sample size tend to infinity with a finite ratio. Paul (2007) showed the asymptotic structure of the sample eigenvalues and eigenvectors with bounded spikes in the setting of p/n → c 0 ∈ (0, 1) as n → ∞. Bai and Yao (2008) derived the phase transition and the CLT of the spiked eigenvalues when the entries of the samples are independent and identically distributed (i.i.d.). To improve the simplified assumptions, Bai and Yao (2012) contributed to deal with a more general spiked covariance matrix, which assumed the block independence and finite 4th moment condition.
Efforts have also been devoted to PCA or FA as a different way to improve the work on the spiked population model. For example, Bai and Ng (2002) focused on the determination of the number of factors and first established the convergence rate for the factor estimates that will allow for consistent estimation. However, it resolved the independence of the components and the existence of the 8th moment. Hoyle and Rattray (2004) used the replica method to evaluate the expected eigenvalue distribution as the p/n → c, a fixed constant. The work is considered in the case of a number of symmetry-breaking directions. Onatski (2009) derived accurate approximations to the finite sample distribution of the principal components estimator in the large factor model with weakly influential factors.
There are also some works on the principal component or factor structure with sparsity. For example, Jung and Marron (2009) investigated the asymptotic behavior of the principal component directions in the case of High Dimension, Low Sample Size (HDLSS) by increasing relevance. Fan, et al. (2013) introduced the Principal Orthogonal complEment Thresholding (POET) method to explore such an approximate factor structure with sparsity. Shen, et al. (2013) studied the asymptotic properties of these sparse principal component directions for scenarios with fixed sample size and increasing dimension. Berthet and Rigollet (2013) performed a finite sample analysis of the detection levels for sparse principal components of a high-dimensional covariance matrix from a minimax optimal view. Birnbaum, et al. (2013) estimated the leading eigenvectors of a high-dimensional population covariance matrix based on independent Gaussian observations under various models of sparsity.
The more generalized works are the recent contributions from Cai, et al. (2017) and Fan and Wang (2015) . However, their results only have one threshold, which means it is the same as the case of block independence indeed. Furthermore, the condition p/(nα k ) → 0, with α 1 , · · · , α K being the spikes is required, so that it limits the relationship between the dimensionality and the spikes. More importantly, both of their main theorems are involved with the difference between the ratio λ i /α i and 1, with λ i being the corresponding sample eigenvalue, which is given as an unspecified "O" term. The main cause of this unspecified term is the use of the population spiked eigenvalue in the ratio, but not its phase transition, so that we consider using the phase transition of the spiked eigenvalues instead and then give the explicit CLT for the spiked eigenvalues of large-dimensional generalized covariance matrices.
In this paper, we consider a more general spiked covariance matrix Σ, which is a general non-definite matrix with the spectrum formed as
in descending order and
respectively, where j ′ k s are arbitrary ranks in the array (1.1). Then, α 1 , · · · , α K with multiplicity m k , k = 1, · · · , K, respectively, satisfying m 1 + · · · + m K = M , a fixed integer, are the spiked eigenvalues of Σ lined arbitrarily in groups among all the eigenvalues. It permits the spiked eigenvalues to be scattered into a few bulks, any of which are larger than their related right-threshold or smaller than their related left-threshold. Due to the arbitrariness of a nondefinite covariance matrix, the spiked eigenvalues and the non-spiked ones may be dependent on each other. Thus, the focused work is extended to a generalized case with a few pairs of thresholds, which is obviously different from the above works. Furthermore, the spiked eigenvalues and the population 4th moments are not necessarily required to be bounded in our work. Under these relaxing constraints, a G4MT is proposed, which shows the universality of the asymptotic law for the local eigenvalues of generalized spiked covariance matrices. Then, by applying the G4MT, the CLT for the spiked eigenvalues of generalized spiked covariance matrix with relaxed 4th moments assumptions is also provided for a wider usage.
The rest of our paper is arranged as follows: In Section 2, the problem is described in a generalized setting, and the phase transition of the generalized spiked covariance matrix is also presented. Section 3 gives the main results of the G4MT and applies it to the CLT for spiked eigenvalues of large-dimensional covariance matrices with relaxed assumptions. Then, we draw a conclusion in the Section 4. Important proofs are all provided in the appendix.
Problem Description and Preliminaries
Consider the random samples T p X, where
and T p is a p × p deterministic matrix. Then, T p T * p = Σ is the population covariance matrix, which can be seen as a general non-definite matrix with the spectrum arranged in descending order in (1.1). As mentioned above, the population spiked eigenvalues of Σ, α 1 , · · · , α K with multiplicities m k , k = 1, · · · , K, are lined arbitrarily in groups among all the eigenvalues, where
Define the corresponding sample covariance matrix of the observations T p X as
and then the sample covariance matrix S is the so-called generalized spiked sample covariance matrix. Define the singular value decomposition of T p as
where U and V are unitary matrices, D 1 is a diagonal matrix of the M spiked eigenvalues and D 2 is the diagonal matrix of the non-spiked eigenvalues with bounded components. Since the investigation on the limiting distribution of the spiked eigenvalues of the sample covariance matrix depends on the basic equation |λI − S| = 0, it is obvious that it only involves the right singular vector matrix U but not the left one. Let J k be the set of ranks of α k with multiplicity m k among all the eigenvalues of Σ, i.e.
Denote by {l j (A)} the eigenvalues of a p × p matrix A. Then, the sample eigenvalues of the generalized spiked sample covariance matrix S are sorted in descending order as
To consider the limiting distribution of the spiked eigenvalues of a generalized sample covariance matrix S, it is necessary to determine the following assumptions:
variables with mean 0 and variance 1. Furthermore, Ex 2 ij = 0 for the complex case (when both x's and T p are complex).
, where the 4th moments may unnecessarily exist. Assumption [C ] The p × p matrix Σ = T p T * p forms the sequence {Σ p }, which is bounded in the spectral norm. Moreover, denote the empirical spectral distribution (ESD) of Σ excluding the spiked eigenvalues as H n , which tends to a proper probability measure H as p → ∞.
where U 1 = u ts t=1,··· ,p;s=1,··· ,M is the first M columns of matrix U defined in (2.2).
Remark 2.1. In the proof of the main theorems, this assumption is actually used as max
where η n → 0 with a slow rate. In fact, because of Assumption B, the condition (2.3) remains the same as
provided | log η| < 1/4 log n. 
at most, since the 4th moment of the truncated variables is o(log n) by Lemma A.1.
For example, assume that the random variable X follows the population distribution with the density
where a 0 is a scaling number; then,
Then, the condition (2.3) can be reduced to a weaker one, i.e.
Assumption [E ] Assuming that p/n = c n → c > 0 and both n and p go to infinity simultaneously, the spiked eigenvalues of the matrix Σ,
is detailed in the following Proposition 2.1.
Phase Transition of Generalized Spiked Covariance Matrix
Following some more specific and simpler assumptions, like the existing 4th moment and independence between the spikes and non-spikes, the phase transitions for the spiked eigenvalues of the sample covariance matrix are established in existing works, such as Yao (2008, 2012) . Based on these works, an improved version of the phase transition for each spiked eigenvalue of a generalized sample covariance matrix is detailed with our relaxed assumptions. That is, for each spiked eigenvalue α k with m k , k = 1, · · · , K associated with sample eigenvalues {l j (S), j ∈ J k } is given in the following proposition according to the conclusions in Yao (2008, 2012) , which is Proposition 2.1. For the spiked sample covariance matrix S given in (2.1), assume that p/n = c n → c > 0 and both the dimensionality p and the sample size n grow to infinity simultaneously. For any spiked eigenvalue
Then, it holds that for all j ∈ J k , {l j /ρ k − 1} almost surely converges to 0.
Remark 2.3. Since the convergence of c n → c and H n → H may be very slow, the difference √ n(l j − φ k ) may not have a limiting distribution. Furthermore, from a view of statistical inference, H n can be treated as the subject population, and c n can be regarded as the ratio of dimension to sample size for the subject sample. So, we usually use
instead of φ k in ρ k , in particular during the process of CLT. Then, we only require c n = p/n, and both the dimensionality p and the sample size n grow to infinity simultaneously, but not necessarily in proportion. Moreover, the approximation that {l j /ρ k − 1} almost surely converges to 0 still holds for all j ∈ J k .
Note that the conclusion of improved version with the relaxed conditions is the same as the one in Bai and Yao (2012) , but it relates to a general case, which assumes that the covariance matrix Σ is an arbitrary symmetric nonnegative definite matrix without block independence, and the spiked eigenvalues and the population 4th moment are not necessarily required to be bounded. The proof of improvement can be easily obtained based on the G4MT, which is presented in the next section and shows that two samples, X and Y, from different populations satisfying Assumptions A ∼ E will lead to the same limiting distribution of the spiked eigenvalues of a generalized spiked covariance matrix. By the G4MT, it is reasonable to assume the Gaussian entries from X; then, Proposition 2.1 is proved by the almost sure convergence and the exact separation of eigenvalues in Bai and Silverstein (1999) .
In addition, by applying the G4MT to the CLT for the spiked eigenvalues of the generalized spiked covariance matrix, it is found that the CLT for spiked eigenvalues of generalized spiked covariance matrix S are also similar to that in Bai and Yao (2012) under the assumptions A ∼ E, which can be equivalently obtained by
Actually, many readers have asked the same question after reading Bai and Yao (2012) , that is, whether the diagonalizing assumption
is necessary. Does the result of Bai and Yao (2012) hold for a more general form of an arbitrary nonnegative definite matrix? Through our work, one can find that they are clever to make such an assumption, for otherwise, the limiting distribution of the normalized spiked eigenvalues would be independent of the 4th moment of the atom variables if the condition (2.3) is satisfied.
Main Results
We can illustrate that it is equivalent to replacing the entries of X with the truncated and centralized ones by Assumption B. Details of the proof are presented in Appendix A.1, and the convergence rates of arbitrary moments ofx ij are depicted.
Therefore, we only need to consider the limiting distribution of the spiked eigenvalues ofS, which is generated from the entries truncated at η n √ n, centralized and renormalized. For simplicity, it is equivalent to assume that |x ij | < η n √ n, Ex ij = 0, E|x 2 ij | = 1, and Assumption B is satisfied for the real case. But, it cannot meet the requirement of Ex 2 ij = 0 for the complex case; instead, only Ex 2 ij = o(n −1 ) can be guaranteed.
Generalized Four Moment Theorem and Its Applications
As seen from the Proposition 2.1, there is a packet of m k consecutive sample eigenvalues {l j (S), j ∈ J k } converging to a limit ρ k laying outside the support of the limiting spectral distribution (LSD), F c,H , of S. Recall the CLT for the
given in Bai and Yao (2012) ; we find that their result can be extended to a wider usage by applying the G4MT, which is described later to make the CLT more readable. Because the spiked eigenvalues may be allowed to tend to infinity in our work, and the difference between l j (S) and φ(α k ) make convergence very slow as mentioned in Remark 2.3, we consider the renormalized random vector
The CLT for (3.1) is detailed in the following theorem, therein demonstrating several advantages in the scope of application. First, the 4th moment constraint is relaxed to a generalized one in Assumption B, which is a necessary condition for the weak convergence of the largest eigenvalue and allows the 4th moment not necessarily to exist. Moreover, the original setting of Σ expressed as (2.5) in their work is replaced by an arbitrary symmetric nonnegative definite matrix, which means the spiked signals are not necessarily required to be independent of the non-spiked ones with more reasonable applications.
Theorem 3.1. Suppose that the assumptions A ∼ E hold. For each distant generalized spiked eigenvalue, the m k -dimensional real vector
converges weakly to the joint distribution of the m k eigenvalues of Gaussian random matrix
Proof. First, for the generalized spiked sample covariance matrix S, let S x = 1 n XX * be the standard sample covariance with sample size n, and for the p × p covariance matrix Σ = T p T * p , the corresponding sample covariance matrix is S = T p S x T * p . By singular value decomposition of T p , we have
where U and V are unitary matrices, D 1 is a diagonal matrix of the M spiked eigenvalues and D 2 is the diagonal matrix of the non-spiked eigenvalues. By the eigenequation
set Q = U * S x U , and partition it in the same way as the form
If we only consider the spiked eigenvalues,
By the identity
for non-zero spiked eigenvalues, we have
and
(3.3) To complete the proof of Theorem 3.1, the G4MT is needed in deriving the limiting distributions of φ n,k Ω M (φ n,k , X), which shows that the limiting distribution of the spiked eigenvalues of a generalized spiked covariance matrix is independent of the actual distributions of the samples provided to satisfy the Assumptions A ∼ E. That is, we shall establish the following theorem:
Theorem 3.2 (G4MT). Assuming that X and Y are two sets of double arrays satisfying Assumptions A ∼ E, then it holds that φ n,k Ω M (φ n,k , X) and φ n,k Ω M (φ n,k , Y) have the same limiting distribution, provided one of them has.
The proof of Theorem 3.2 will be postponed to Appendix A.3 for the consistency of reading. By Theorem 3.2, we may assume that X consists of entries of i.i.d. standard random variables in deriving the limiting distribution of φ n,k Ω M (φ n,k , X). Namely, we have the following Corollary.
Corollary 3.1. If X satisfies the Assumptions A ∼ E, φ n,k Ω M (φ n,k , X) tends to a limiting distribution of an M ×M Hermitian matrix Ω φ k , where
is Gaussian Orthogonal Ensemble (GOE) for the real case, with the entries above the diagonal being i.i.d.N (0, 1) and the entries on the diagonal being i.i.d.N (0, 2). For the complex case, the
with F (x) and F (x) being LSDs of the matrix 1 n Γ 1/2 XX * Γ 1/2 and 1 n X * ΓX, and m(·), m(·) representing the corresponding stieltjes transforms, respectively, and
The proof of Corollary 3.1 is also detailed in Appendix A.4. Now, we continue to the previous proof of Theorem 3.1. For every sample spiked eigenvalue, l j , j ∈ J i , i = 1, · · · , K and non-zero population spiked eigenvalues, it follows from equation (3.2) that
where
with m 2 (φ n,k ) defined in (3.4), and
Furthermore, as denoted in Corollary 3.1, m(λ) is the Stieltjes transform of the matrix 1 n X * ΓX, which is the solution to
Define the analogue m n with H substituted by the ESD H n and c by c n , satisfying the equation
Then, by the proof of Theorem 1.1 in Bai and Silverstein (2004) , it is found that
Combine the equations (3.5), (3.6), (3.7) and (3.8), for non-zero spiked eigen-values and φ n,k ; it is obvious that
By the G4MT, we can derive the limiting distribution of φ n,k Ω M (φ n,k , X) under the assumption of Gaussian entries. Details of the proof for the limiting distribution of φ n,k Ω M (φ n,k , X) is provided in Appendix A.4. Therefore, applying Skorokhod strong representation theorem (see Skorokhod (1956) , Hu and Bai (2014) ), we may assume that the convergence of φ n,k Ω M (φ n,k , X) and (3.9) are in this sense almost surely by choosing an appropriate probability space.
To be specific, it yields
For the population eigenvalues α u in the u-th diagonal block of
k + m n (φ n,k ) = 0 by definition. Then, multiplying n 1 4 to the kth block row and kth block column of the above equation, by Lemma 4.1 in Bai, et al. (1991) , it follows that
where [ · ] kk is the kth diagonal block of a matrix corresponding to the indices {i, j ∈ J k } Obviously, γ j,k asymptotically satisfies the following equation
This shows that γ jk tends to the limit of the eigenvalue of the matrix −
and Ω φ k is defined in Corollary 3.1. Because limiting behavior keeps orders of the variables, we claim that the m k ordered variables tend to the m k ordered eigenvalues of the matrix −
[Ω φ k ] kk . By the Strong representation theorem, we conclude that the m k -dimensional real vector (γ j,k , j ∈ J k ) converges weakly to the joint distribution of the m k eigenvalues of the Gaussian random matrix
for each distant generalized spiked eigenvalue. Then, the CLT for each distant spiked eigenvalue of a generalized covariance matrix is obtained.
From the above theorems and their proof process, the following result is automatically obtained. Although it is not used in this article, it may be useful somewhere else. The corollary is presented as follows.
Corollary 3.2. Following the above notations, for the spiked sample eigenvalues, {l j , j ∈ J k , k = 1, · · · , K} of any p × p generalized spiked covariance matrix Σ, let δ 0 > 1 2 , we have
Proof. By the proof of Theorem 3.1 and the Proposition 2.1, the conclusion can be easily obtained by the fact that for any δ 0 > 1 2 and bounded ǫ > 0, we have
where N is a zero-mean Gaussian variable. Then, the conclusion is proved.
Conclusion
In this paper, we propose a G4MT for a generalized spiked covariance matrix, which shows the universality of the asymptotic law for its spiked eigenvalues. Through the concrete example of the CLT of normalized spiked eigenvalues, we illustrate the basic idea and procedures of the G4MT to show the universality of a limiting result related to the large dimensional random matrices. Unlike Tao and Vu (2015), we avoid the estimates of high-order partial derivatives of an implicit function to the entries of the random matrix, and thus, the strong condition C 0 of sub-exponential property is avoided. Moreover, the required 4th moment condition is reduced to a tail probability in Assumption B, which is necessary for the existence of the largest eigenvalue limit. Without the constraint of the existence of the 4th moment, we only need a more regular and minor condition (2.3) on the elements of U 1 . On the one hand, our result has much wider applications than Yao (2008, 2012) ; on the other hand, the result of Bai and Yao (2012) shows the necessity of the condition (2.3).
Appendix A: Derivations and Proofs.
A.1. Truncation and Centralization
By the Assumption B, let τ = η √ n → ∞; for every fixed η > 0, we obtain that
The limiting behavior still performs well by removing the fixed η 4 , that is,
Because of the arbitrariness of η in (A.1), it is proved by Lemma 15 in Li, et al. (2016) that there exist a sequence of positive numbers η = η n → 0 such that
The convergence rate of the constants η n can be selected arbitrarily slowly, and hence, we may assume that η n n 1/5 → ∞. Then, consider the truncated samplesx ij = x ij I(x ij < η n √ n), set
where T p T * p = Σ. Consequently, the generalized spiked sample covariance S is expressed as
Define the matrix with truncated entries aŝ
Therefore, according to the property (A.2), we have
Next, define the truncated and centralized sample covariance matrix as
by Theorem A.46 of Bai and Silverstein (2010) , we have
where we have used the fact that there exists a finite constant C 0 such that
Thus, it is concluded that the procedure of centralization does not have an effect on the limiting distribution of the spiked eigenvalues because of
A.2. Lemmas
Some useful lemmas are provided in this part. First, we investigate the arbitrary moments ofx ij and depict their convergence rates in the following lemma.
Lemma A.1. For the entries {x ij } truncated at η n √ n, centralized and renormalized, it follows that
Proof. We only estimate the inequalities above withx ij replaced byx ij because the centralization only involves the third estimate with α = 1. For any integer α < 4, we have
For the case of α = 4, we have
For any integer α > 4,
Second, before proceeding with the proof of the G4MT numbered as Theorem 3.2, we begin with some preliminary lemmas used during the process.
Lemma A.2. Let X = (x 1 , · · · , x n ) and Y = (y 1 , · · · , y n ) be two independent random matrices satisfying Assumptions A ∼ E, and set
Then, it is obtained that
where m(λ) is the Stieltjes transform of the LSD of the matrix 1 n X * k0 ΓX k0 .
Proof. Denote m(λ, X k0 ) and m(λ, X k0 ) as the Stieltjes transforms of the LSDs of the matrix n −1 Γ 1/2 X k0 X * k0 Γ 1/2 and 1 n X * k0 ΓX k0 , respectively. If no confusion, we still use the notations m(λ) and m(λ) for simplicity.
By (3.11), (3.13) and the limitation above (3.14) in Bai and Zhou (2008) , we have
and it follows that
due to the relationship m(λ) = − 1 − c λ + cm(λ). The second conclusion ε k = β k − β k0 → 0 is an easy consequence of the third, E|ε k | 2 → 0. By the formula (1.15) of Bai and Silverstein (2004) , we have
, and the eigenvalues of Γ are non-spiked eigenvalues and bounded. Then, the third conclusion is proved.
Furthermore, for the conditional moments of ε k , we have
which is automatically obtained by equation (A.3) . Finally,
Lemma A.3. Let u 1i , i = 1, 2, · · · , N be a column vector of U 1 , u 2i be a unit p-vector orthogonal to U 1 , and Γ be an nnd p × p matrix of bounded spectral norm, where N = O(n). Then, there is a constant δ ∈ (0, 1/4) such that
Proof. Note that
where X k1,k2 is identical to X excluding the k 1 th and k 2 th columns. Define notations
and events
2 and B + are large constants.
Referring to the selection of λ and checking the proofs of Bai and Silverstein (1998) , one may find that
for any given t > 0. Employing Lemma 9.1 of Bai and Silverstein (2010) , one can prove that
Hence, we have
We next prove that max
for some constant δ ∈ (0, 1/4). In fact,
where K 0 is an absolute constant independent of i, and may take different values at different appearances. Here, we remind the reader that the first term in (A.7) is zero by the assumption that u * 1i u 2i = 0 and the probability of E is O(n −1 ) by (A.5).
Next, we have
β 3 k1k2 β k1;k2
;k2 + ε k1;k2 ε k2;k1 + ε 2 k2;k1 ) β 2 k1k2 β k1;k2 β k2;k1
β k1;k2 β k2;k1 (β k1;k2 β k2;k1 − β 2 k1k2 )
By elementary calculation, we have
because EJ 21i = 0, which follows from U * 2 u 1i = 0, and hence
by using
Applying the Cauchy-Schwarz inequality, one can easily show that for l = 3, 4, ≤ K 0 n −1/4 log n Furthermore, by the Holder inequality, we have
Summing the inequalities above, our assertion (A.6) is proved. Next, we shall show that
To this end, we will employ the traditional approach of the martingale decomposition: Let E k denote the conditional expectation given vectors x 1 , · · · , x k . Then, we have
By the inverse matrix formula, we have
By the Burkholder inequality, we have
k1k2 ≤ B + + δ with an exception of probability of O(n −t ) for any given t; thus, we have
and one can similarly prove that
Therefore,
which is summable when l( 1 2 − δ) > 1. Finally, one finds that R ik is bounded when E c 1k and E c 2k happen. Thus, we have
which is summable. Combining (A.9) and (A.10), we complete the proof of (A.8). Then, the lemma follows from (A.6), (A.8) and the fact that I(E) → 0, a.s.
A.3. Proof of Theorem 3.2
Following the notations in Lemma A.2, we still use X = (x 1 , · · · , x n ) and Y = (y 1 , · · · , y n ) to be two independent random matrices satisfying Assumptions A ∼ E and denote X k = (x 1 , · · · , x k , y k+1 , · · · , y n ) with convention X = X n and Y = X 0 . X k0 = (x 1 · · · , x k−1 , y k+1 · · · y n ) is the overlapping part between X and Y, and Ω M = Ω M (X) is defined in (3.3). Note that the difference between X k and X k0 lies in the kth column, that is, x k in X k , and the difference between X k−1 and X k0 is also in the kth column, that is, y k in X k−1 .
By applying the inverse matrix formula, we have
where Γ = U 2 D 2 U * 2 , and β k , β k0 , ε k are defined in Lemma A.2.
Then, we have
Similarly, we have
where β ky , τ ky and ε ky are similarly defined as β k , τ k nand ε k with x k replaced by y k . A proposition about E(trWτ k ) 2 is formulated in the following Lemma, which is used in the process of proof for the G4MT.
Lemma A.4. Under the Assumptions A ∼ E, for τ k defined in (A.11) and any M × M symmetric matrix W, we have
where ∆ is defined in (A.14).
Proof. By the definition (A.11), let
and then we have
(A.13) Then, by the equation (1.15) in Bai and Silverstein (2004) , we have
where h 2,ts 's the (t, s) element of the matrix H 2 . Let
where ∆ ts 's the (t, s) element of the matrix ∆. By the Assumption D and Lemma A.3, we have
where e t is a p-dimensional unit vector with the t-th element equal to 1 and others equal to 0. By similar techniques , we also obtain
Now, we are in position to complete the proof of the G4MT. To this end, we only need to show that the difference in the characteristic functions tends to zero. For any M × M symmetric matrix W, Ee iλtrWΩ(X) − Ee iλtrWΩ(Y) → 0 is proved in the following part. Using the notations we introduced above, we have where E k = E(·|X k0 ). By the Lemma A.2, it follows that β k0 → − 1 λm(λ) = 0 and ε k → 0, and we conclude that the last two terms are o(1). As an example,
where we have used the facts from Lemma A.2 that
in Lemma A.2 with K 0 being a suitable constant. Here, δ k should not be too small, like the half of the non-zero limit of β k0 ; then, we have |β k | ≥ |β k0 | − |ε k | and moreover |β k | ≥ 1/2|β k0 |, which is bounded from below. Thus, we give the partition as (A.15), and use the Chebyshev's inequality when |ε k | ≥ δ k and then apply the Taylor expansion and Cauchy-Schwartz inequality to the case of |ε k | < δ k . Similarly, we can show the other term is o(1). Therefore, we have Ω φ k is GUE, whose entries are all i.i.d.N (0, 1). For other cases of (i, j, i ′ , j ′ ), it can be easily obtained that
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