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Abstract
The rst problem discussed in this thesis studied the theory of
using a software system for decision aiding in decision problems with
multiple criteria. Two such problem types were considered, namely
classication and sorting problems. A second problem in this thesis
studied a method to allow a human preference model as a basis for a
real-world decision aiding problem. A problem number three looked
at the possibilites of improving decision making in the oil and gas
industry.
Three experiments was performed to test the three problems in this
thesis. For the rst problem, an implementation of a decision aiding
system utilizing a decision rule approach, namely classical rough set
theory and dominance rough set approach, was done. The system was
able to make decisions in classication and sorting problems. For the
second problem, fuzzy logic was combined into the implementation.
The results showed that combining a decision rule approach with fuzzy
logic made it possible to use a human preference model as a basis for
real-world decision aiding problems. For the third problems, it was
found that in a real-world decision making problem from the oil and
gas industry, utilization of an autonomous decision aiding system can
improve the quality of the results.
Lastly, the implemented decision aiding system was compared to
an articial neural network, and the results showed that the system
had some advantages over the neural network.
Keywords: Decision aiding, classical rough set theory, dominance rough set
approach, fuzzy logic, decision rules, decision maker.
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1 Introduction
In this study, two decision rule approaches, namely the classical rough set
theory and dominance rough set approach, are utilized to build a decision
aiding system. The system has the ability to make decisions in classication
and sorting problems. The study also proposes to combine the decision rule
approach techniques with fuzzy logic, and thus use the decision rule approach
in the process of constructing a fuzzy logic controller, while taking advantage
of the decision making capabilities of the fuzzy controller to further extend
the system's area of application.
The rest of this chapter gives a brief overview of the work carried out in
this thesis. Firstly, a short statement of the issue of the work is given. Then,
the problem statement is pinpointed. Lastly, a short outline of the contents
of the thesis is given.
1.1 The issue
The nature of the decision problems that humans in general face are of mul-
tiple criteria [1]. According to the autors of [2], when people make decisions
they search for rules which provide good justication of their choices. The
process of making such decisions can vary greatly in accordance to several
factors. One such factor includes human preferences, or for example in the
oil and gas industry, the quality of decision making may vary persuant to the
experience of the drilling sta. The idea behind a decision aiding system is
to automate the process of decision making, and thus improve the quality of
the decision making results.
1.2 Problem statement
Three main problems are discussed in this thesis:
1. The rst step with this work is to propose the design and implementa-
tion of a decision aiding system that has the ability to assist a decision
maker by recommending decisions in classication and sorting prob-
lems. The basis of the recommendations that the system gives, stem
from example decisions originating from historical data or from the
preferences of the decision maker.
2. For the second step with this work, two assumptions are made:
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• Firstly, it is assumed that people prefer to make qualitative ex-
amples of how they make their decisions, thus example decisions
thart stem from people have a qualitative form
• Second, it is assumed that the nature of most of the multiple
criteria decision problems in the real world is quantitative.
In the light of these assumptions, already existing decision aiding sys-
tems [ref] assumes that qualitative example decisions can only be used
as a basis in decision problems with a qualitative characteristic, mak-
ing them not suitable for using a qualitative human preference model
as a basis for recommending decisions in quantitative real-world deci-
sion problems. The second step with this work is therefore to propose
a solution to the problem of decision making in real-world quantita-
tive problems on the basis of qualitative decision examples provided by
people.
3. Step three of this work is to nd out study if such a decision aiding
system could be used to improve decision making problems in the oil
and gas industry by employing the it in a real-world decision making
problem.
These problems will be examined by using example case studies for each
problem. In addition, for problems 1 and 2, the proposal of the design of a
decision aiding system will be presented, and thus how the system can tackle
the problems mentioned in this section.
1.3 Thesis overview
Chapter 2, Background will give an introduction to multiple criteria de-
cision analysis, and describe concepts within the domain of this thesis.
Chapter 3, Theory will introduce the relevant theory used in the thesis.
Chapter 4, System setup will describe the high-level design and imple-
mentation of the decision aiding system. The chapter also incudes one
section that describes the training process of the system, an the two last
sections are dedicated to two decision making processes in the system.
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Chapter 5, Results introduces three case studies that approaches and
solves the problems discussed in this thesis. The chapter also reviews
a case study comparison of articial neural networks and the decision
aiding system.
Chapter 6, Conclusions summarizes the thesis and points to possible fu-
ture work
10
2 Background
This chapter will describe some well known concepts used in this thesis. . The
rst section briey introduces multiple criteria decision analysis. Then the
second section describes the purpose of a decision aiding system. The third
section introduces information matrices. The explanation of decision rule
approach is introduced fth, before the related systems section is discussed
last.
2.1 Multiple criteria decision analysis
Many complex real-world problems are characterized as decision making with
multiple, conicting and non commensurate objectives. The nature of deci-
sion problems that a decision maker, and humans in general, usually faces are
based on multiple attributes [2]. When making decisions in such problems,
it is necessary to take into consideration several points of view, for example
human preferences. The points of view can be represented in an information
matrix that can be used as a basis for making a decision. The characteristic
of the points of view in such information matrices may be either quantitative
or qualitative, and the corresponding value set describing a point of view
might have a nominal or an ordinal scale. Multiple criteria decision analysis
[1] is a research eld that provides logical and well structured theories and
techniques for dealing with such complex decision problems. The basis of
the problems are simple however. They consist of one nite or innite set
of alternatives, and at least two criteria, and at least one decision maker is
involved.
Two such complex problems are looked at in this thesis, namely classica-
tion and sorting problems [3]. Those problems deal with making decisions by
the assignment of objects to one class of a set of predened decision classes,
on the basis of points of view regarding the decision.
2.1.1 Classication problems
Classication problems [3] are multiple attribute decision problems, meaning
that objects in classication problems are described by a set of regular at-
tributes, and the value set of the regular attributes constitutes a description
of the object. The nal aim of classication problems is to assign the objects
11
to exactly one predened decision class based on the object's description.
Classication problems are also known as nominal classication problems.
2.1.2 Sorting problems
Sorting problems [3] are closely related to classication problems, however,
in distinction, the nal aim of sorting problems is to sort objects from best to
worse, or vice versa. This implies that a preference relationship among the
decision classes must be considered. For this reason, objects in sorting prob-
lems are described by a set of criteria, not regular attributes, and the value
on the object's criteria constitutes the description of the object. Criteria are
special attributes where preference relationship is taken into consideration.
Due to the preference ordering on the criteria, improvement on the values
that describe the object should not worsen the sorting rank of the object.
Sorting problems are also known as ordinal classication problems.
2.2 Decision aiding system
Decision aiding can be dened as being the activity of the person who,
through the use of explicit but not necessarily completely formalized models,
helps obtain elements of responses to the questions posed by a stakeholder
in a decision process. These elements work towards clarifying a decision
and usually towards recommending, or simply favoring, a behavior that will
increase the consistency between the evolution of the process and this stake-
holder's objectives and value system [2].
Based on the description of an object, decision aiding systems thereby
can be used in classication problems to recommend the assignment of an
object to exactly one decision class from a set of predened decision classes,
where the basis of the recommendation is based on already existing examples.
In a sorting problem, the system has the ability to recommend the sorting
of an object to exactly one preference ordered decision class from a set of
predened preference ordered decision classes, where the basis of the sorting
is based on already existing examples.
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2.3 Real-world decision aiding in accordance to human
preferences
Real-world decision aiding in accordance to a human preference model means
that the basis of the assignment of an object to a decision class, made in for
example a real-world decision making problem, stem from a human prefer-
ence model. This indicates that a human preference model must be provided
beforehand of the decision aiding process. One way of understanding the
human preference model is to request a set of examples of how they prefer to
make their decisions. The examples provided can be analyzed, thus resulting
in a knowledge base that can be used as the basis of the recommendation of
decisions in real world decision making problems. Further, an assumption is
made regarding the characteristic of the examples provided: It is assumed
that people prefer to provide qualitative examples of how they make their de-
cisions. This assumption corresponds well to the fact that preference models
are formal representations of comparison of objects established through the
use of a formal and abstract language [4]. Another assumption is made with
respect to real-world decision making problems: It is assumed that real-world
classication problems usually have a numerical character. This assumption
makes real-world decision aiding in accordance to a human preference model
a challenge in a decision aiding system, because linguistic examples have to
be transformed into numerical numbers.
Example This example shows in Table 1 a human preference model of two
electrical cars. The cars are described on two criteria, namely Range
and Top speed, and thus based on the value on the criteria, assigned to
a decision class stating the Price of the two cars.
Car Range Top speed Price
1 good high high
2 low low low
Table 1: Electrical cars described by a human preference model
Table 2 presents the a real-world version of the the two electrical cars.
They are described by numerical value sets on the condition attributes,
and the decision attribute Price is also numerical.
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Car Range Top speed Price
1 160 km 120 km/h 300.000
2 40 km 80 km/h 120.000
Table 2: Electrical cars described by a real-world model
Real-world decision aiding in accordance to human preferences means
taking a real-world object described by numerical attributes as in Table
2 as input, and then assign the object to a predened numerical decision
class, based on the information in a human preference model as in Table
1.
2.4 Information matrix
Problems within the multiple criteria decision analysis domain are usually
structured within information matrices. The separate rows of the informa-
tion matrix refer to distinct objects, where every object store some associ-
ated information. Simply stated, the information matrix is an i × j ma-
trix, where the rows corresponds to objects, and columns corresponds to
attributes. More formally as presented in [5], an information matrix can be
dened as a 4-tuple S =< U,Q, V, f >, where each tuple has the meaning:
• U is the nite set of objects, alternatives or actions, also called Universe,
of interest.
• Q = {q1, q2, ..., qi} is a nite set of i attributes. The set Q is further
divided into two disjoint classes, C andD, called condition and decision
attributes.. Bot sets C and D are not empty, C 6= Ø, D 6= Ø, and
both sets are unique, C ∩ D=Ø, hence C ∪ D = Q. Furthermore,
condition attributes are those used to describe the characteristics of
the objects. The decision attributes dene a partition of the objects
into groups according to the condition attributes. The distinction of
the sets is made with the aim of explaining the evaluations on D using
the evaluations on C.
• Vq is the domain of the attribute q ∈ Q and V = ∪q∈QVq.
• The function f : U × Q → V is such that f(x, q) ∈ Vq, where q ∈ Q
and x ∈ U . The function f is called informal function.
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2.5 Decision rule approach
A technique within multiple criteria decision analysis for dealing with clas-
sication and sorting problems, is the decision rule approach [5]. A decision
rule approach analyzes existing exemplary decisions and computes a set of
logical decision rules on the form if-then. The left hand side of a decision rule
is called the condition part, and the right hand side of the rule is called the
decision part. The left hand side of the rule may have several conditions. The
conditions of a decision rule are dened as f(x) relation to constant, where
relationto is a relational operator from the set {=,≤,≥}, and the constant
being a value of attribute f(x). An example decision rule with two conditions
can be as follows:
If A = 2 and B is ≥ 2 then Product ≥ 4.
An induction of decision rules from a universe of decision examples can
be compared to articial intelligence, dened in [6] as being the study of
intelligent behavior. Thereby, the resulting set of decision rules constructs
a knowledge base that can be utilized by a decision aiding system to make
intelligent decisions. The decision rules induced from examples covers the
whole set of objects in the example set, and are able to assign all of the
example objects, and never before seen objects, to their decision class based
on only the description of the object. This is done by matching the condition
of a rule to the description of an object, thus if it is a match, the decision
part of the rule holds for the object. The process of matching rules to objects
is described more thorough in chapter 4.
2.6 Related systems
Two related decision aiding systems implementing a decision rule approach
to classication and sorting problems is ROSE [7, 8] and jMAF [9]. Both
systems takes information matrices as input and use it as a basis for deci-
sion making problems. Firstly, ROSE is a software written in C++ imple-
menting basic elements of the classical rough set theory and rule discovery
techniques. The system contains several tools for rough set based knowledge
discovery. Among these are the ability to induce sets of decision rules from
rough approximations of decision classes, and use the sets of decision rules
as classiers.
jMAF is a multiple-criteria and attribute analysis framework written in
the Java language. The system implements methods of analysis provided by
15
the dominance rough set approach. The system has the ability to resolve
multiple criteria sorting problems.
None of these software systems are open source material, hence it was
necessary to make own implementations of the techniques that these systems
oer to be able to perform the necessary experiments.
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3 Theory
This chapter describes the fundamental theories used in this thesis, namely
classical rough set theory, dominance rough set approach, and fuzzy logic.
3.1 Classical rough set theory
The classical rough set theory (CRST) [10, 11, 12] was developed by Zdzislaw
Pawlak in 1982. The theory deals with describing the dependencies between
attributes, the signicance of attributes, as well as inconsistent data. The
theory was chosen in this thesis because it has the ability to support nominal
classication problems.
3.1.1 Indiscernibility relation
The indiscernibility relation is a mathematical basis concept of the rough set
theory. Given an informationmatrix S =< U,Q, V, f >, two objects x, y ∈ U
are said to be indiscernible (similar) if and only if they are described by the
same information, hence they represent redundant data. More formally, the
function f(x, q) = f(y, q) for every q ∈ P ⊆ Q. Any subset P ofQ determines
a binary relation Ip on U . This relation is called an indiscernibility relation
and is dened as (x, y) ∈ Ip. Ip is an equivalence relation for any P.
Any set of all indiscernible objects is called an elementary set, and it
constitutes a basic granule of knowledge about the data in the universe.
Equivalence classes of the relation Ip are referred to as P-elementary sets in
S, and Ip(x) denotes the P-elementary set containing object x ∈ U .
3.1.2 Lower and upper approximation of decision classes
The principle of rough approximation of decision classes in classical rough
set theory is allowing to take inconsistency into the data analysis process by
using the introduced indiscernibility relation. For each decision class, two
rough approximations, namely the lower approximation and upper approx-
imation, are calculated. The aim is to include in the lower approximation
only those objects which are consistent, meaning that they certainly belongs
to the decision class, and in the upper approximations objects that possibly
belong to the decision class. The dierence between the lower and upper
approximations of decision classes denes a region of objects that cannot be
certainly classied into one decision class.
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More formally, if P ⊆ Q and Y ⊆ U , then the P-lower approximation
and P-upper approximation of Y can be dened as:
• PY = {x ∈ Y : Ip(x) ∈ Y }
• PY =
⋃
x∈Y Ip(x)
The P-boundary, which means the doubtful region of Y, is dened as follows
• Bnp(Y ) = PY − PY
The accuracy of a rough set Y , denoted αy(Y ), can be estimated by calculat-
ing the ratio of the number of objects belonging to the lower approximation
to the number of objects belonging to the upper approximation:
• αy(Y ) =
|PY |
|PY |
The subsequent steps of the analysis of the approximation of rough sets in-
volve the development of a set of rules for the classication of the alternatives
into the groups that they actually belong.
3.1.3 Decision rules
The lower and upper approximation of decision classes are sets that can be
used in decision rule algorithms. Certain decision rules are induced from
the lower approximations, and possible rules are induced from the upper
approximations. One strategy to generating the decision rules, is to generate
the minimal set of decision rules that satisfy the correct classication of
example objects from an information matrix. Minimal means that no rule
covers a subset of objects of another rule using weaker or the same strength
on conditions, given that they both cover the same approximation. For
extracting the decision rules from the information matrix, an algorithm called
Modlem [13] is used. The procedure of the algorithm is shown in Algorithm
3.
3.2 Dominance rough set approach
Dominance rough set approach (DRSA) was proposed by the authors of [5] as
an extension of classical rough set theory. The theory has the ability to deal
with preference order in the value sets that describe objects, in comparison
to classical rough set theory that cannot. From this, dominance rough set
theory was chosen in this thesis to support ordinal classication problems.
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3.2.1 Decision class unions
Given an information matrix S =< U,Q, V, f >, decision attributes D makes
a partition of U into a nite number of classes Cl = {Clt, t ∈ T}, with
T = {1, ..., n} and Clt = {x ∈ U : f(x, d) = t}, with x ∈ U belonging to
one and only one class Clt ∈ Cl. The classes from Cl are preference ordered
according to increasing order of class indices, i.e. for all r, s ∈ T , such that
r > s, each object from Clr are preferred to the objects from Cls. Given this
denition, two sets used in dominance rough set approach for approximation
of the unions Cl≥t and Cl
≤
t can be dened:
• Upward unions of classes, dened Cl≥t = ∪s≥tCls.
An object x ∈ Cl≥t means that x belongs to class Clt or better.
• Downward unions of classes, dened Cl≤t = ∪s≤tCls.
An object x ∈ Cl≤t means that x belongs to class Clt or worse.
3.2.2 Dominance principle
Using the denitions from the previous section with respect to criteria from
set C, sets of objects dominating or dominated by a particular object can
be dened. This denition is the dominance principle. It is said that object
x P-dominates object y, if and only if x q y for all q ∈ P (denotation
xDpy ⇔ x q y, ∀q ∈ P ), where P ⊆ C, then object x should have a
comprehensive description at least as good as object y.
• P-dominating set:
D+p (x) = {y ∈ U : yDpx}
Representing the set of objects that outrank x.
• P-dominated set:
D−p (x) = {y ∈ U : xDpy}
Representing the set of objects that x outranks.
The dominance principle hence requires that an object x dominating object
y on all attributes (x q y), also dominate the decision of object y. These
objects are called consistent, and those objects not satisfying the dominance
principle are called inconsistent. Because there might be inconsistent objects
in an information matrix, the concept of rough approximations is dened.
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3.2.3 Rough Approximations
The concept of rough approximations in DRSA deals with inconsistencies
with respect to the dominance principle. The formal expression of rough
approximations is stated:
• P-lower approximation of Upward union:
P (Cl≥t ) = {x ∈ U : D
+
p (x) ⊆ Cl
≥
t }.
This denition means that an object x certainly belongs to Clt or bet-
ter, if there is no object belonging to Clt−1 that P-dominate x.
• P-upper approximation of Upward union:
P (Cl≥t ) = {x ∈ U : D
−
p (x) ∩ Cl
≥
t 6= Ø}.
This denition means that an object x possibly belongs to Clt or better,
if there exist an object that belongs to Clt−1 or better, and that x P-
dominates.
• P-lower approximation of Downward union:
P (Cl≥t ) = {x ∈ U : D
−
p (x) ⊆ Cl
≤
t }.
This denition means that an object x certainly belongs to Clt or worse,
if all the objects that x P-dominates also belong to Clt or worse.
• P-upper approximation of Downward union:
P (Cl≥t ) = {x ∈ U : D
+
p (x) ∩ Cl
≤
t 6= Ø}.
This denition means that an object x possibly belongs to Clt or worse,
if there exist an object that belongs to Clt−1 or worse, that P-dominates
x.
In the case of inconsistencies, the boundaries between the upper and lower
approximations Bnp(Cl
≥
t ) and Bnp(Cl
≤
t ) are dened. Inconsistency means
that the examples cannot be certainly classied (also called doubtful regions).
The denotion of the boundaries are:
• P-boundary of Upward union:
Bnp(Cl
≥
t ) = P (Cl
≥
t )− P (Cl
≥
t ).
• P-boundary of Downward union:
Bnp(Cl
≤
t ) = P (Cl
≤
t )− P (Cl
≤
t ).
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3.2.4 Decision rules
The lower and upper approximations of decision classes are sets that can be
used to extract knowledge in terms of decision rules. Certain decision rules
are induced from the lower approximations, and possible rules are induced
from the upper approximations. In this thesis, the minimal set of decision
rules that satisfy the correct classication of example objects from an infor-
mation matrix are extracted using a popular algorithm called Domlem [14].
The general scheme of the algorithm is presented in Algorithm 1. Generally,
the main procedure of the algorithm is repeated for a rough approximation
set, generating a minimal set of decision rules.
3.3 Fuzzy Logic
Reasoning in fuzzy logic [15, 16? ] is a a matter of generalizing the fa-
miliar two-valued logic statement that is either true or false, but not both.
However, in fuzzy logic, a proposition may be either true or false, or have
an intermediate truth-value, such as maybe true. Consider the question: Is
Friday a weekend day? If the number 1 is a numerical value for yes, and 0 is
for no, using fuzzy logic it is possible to answer the question by a value of for
example 0.8, meaning that Friday is a weekend day for the most part, but not
completely. From this, fuzzy logic is a method appropriate to make decisions
where the boundaries of the basis of the decisions are not clearly identied.
These properties of fuzzy logic makes it possible to use linguistic terms as
the basis of a numerical decision, and thus the main reason why the fuzzy
logic theory was chosen in this thesis. Also, since the fuzzy logic controller
processes user-dened decision rules for making decisions, combining it with
a decision rule approaches such as classical rough set theory or dominance
rough set theory seems natural and straight forward.
3.3.1 Fuzzy membership functions
Fuzzy membership functions [16] are used to generalize the value of the de-
gree of truth in fuzzy logic. The function itself can be an arbitrary curve
whose shape can be dene as a function that suits us from the point of view
of simplicity, convenience, speed, and eciency. The simplest membership
functions are formed using straight lines, and the only condition a member-
ship function must really satisfy is that it must vary between 0 and 1. The
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degree of truth in fuzzy logic represents membership in fuzzy sets. A fuzzy
set is an extension of a classical set. If X is the universe of discourse and
its elements are denoted by x, then a fuzzy set A in X is dened as a set of
ordered pairs. More formally:
A = {x, µA(x) | x X},
where µA(x) is called the membership function of x in A. The membership
function maps each element of X to a membership value between 0 and 1.
Consider again the question from the previous chapter; Is Friday a weekend
day? Fuzzy membership functions are used to model to which degree Friday
is a weekend day.
There are many ways to assign membership functions to fuzzy variables
[13]. This thesis relies on human intuition, which is simply derived from
the capacity of humans to develop membership functions through their own
innate intelligence and understanding. Intuition involves contextual and se-
mantic knowledge about an issue, these curves are then a function of context
and the analyst developing them. For example, considering a temperature
scale, if the temperatures are referred to the range of human comfort, one
set of curves is present, and if they are referred to the range of safe operating
temperatures for a steam turbine, another set will be present. However, the
important character of these curves for purposes of use in fuzzy operations
is the fact that they overlap.
3.3.2 Fuzzy rules
Decisions in fuzzy logic are based on matching the decription of objects to
every rule in the fuzzy knowledge base. The knowledge base in fuzzy logic
is a set of fuzzy rules [16] that assumes the form If x is A then y is B, or
possibly with multiple inputs as follows: If x is A and z is C then y is B.
On the left hand side of the rule, A and B are fuzzy sets included in the
condition part of the rule, while x and y are both numerical inputs to the
rule. On the right hand side of the rule, C is the fuzzy set of the decision part
of the rule, while z is the overall conclusion of the rule. Fuzzy membership
functions are used to determine if an input x belongs to the fuzzy set A, and
thus the conclusion part z of belongs to the fuzzy set C by the same degree.
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4 System setup and how it works
The rst step with this work is to build a decision aiding system that has the
ability to make decisions in classication and sorting problems. The second
step with this work is to build the decision aiding system such that is has the
ability to approach the problem of decision making in real-world problems
on the basis of human preferences.
This rst part of this chapter presents the technologies that is used in the
system. The second part describes the logical design and implementation
details, and then the third part of the chapter focus on how the system
is trained, and the forth on how is it used. The last part of the chapter
presents how the system approaches the problem of real-world decision aiding
in accordance to a human preference model.
4.1 Technologies and Logical design
The decision aiding system uses two decision-rule approach techniques, namely
the classical rough set theory and dominance rough set approach for creat-
ing a knowledge base. Then, to approach the problem introduced in section
2.3, the thesis proposes that the system takes advantage of combining the
decision rule approach with fuzzy logic.
The implementation of the decision aiding system is meant to be used as
a proof of concept, thus, the emphasize on the graphical user interface is on
the functional and informative side, rather than being a well thought-through
human machine interface. Dominance rough set approach functionality, the
fuzzy logic controller, and the decision rule matcher have been implemented
in Microsoft language C#. The fuzzy logic implementation used is from an
open source library called s [17]. The classical rough set theory functionality
used in the system stem from a software called Rose2 [7, 8]. The logical
design of the system can be seen in Figure 1.
4.2 Training process
First of all, the decision aiding system needs training in order to learn how
to make decisions. During the training process, the system rst takes an
information matrix as input and performs a decision rule analysis that results
in the knowledge base of the system in terms of decision rules on the form
if-then. Figure 2 presents a graphical presentation of the process.
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Figure 1: Logical design of decision aiding system
Figure 2: Training process
The knowledge base is the basis of the decision making capabilities of the
system, and it represents the minimal set of rules possible to cover the set of
exemplary objects in the information matrix. According to [17], minimal sets
of decision rules represent the most concise and non-redundant knowledge
representations.
From the role of the user of the system, minimal eort is required and thus
simplied to present to the system the information matrix with exemplary
decisions. By minimal eort, it is meant that the user does not have to get
familiar with with theory basis of used analysis model in order to present the
information matrix.
4.2.1 Algorithm for induction of decision rules
Two algorithms for induction of decision rules are used. The main procedure
of the two algorithms is iteratively repeated over sets of lower or upper ap-
proximation of decision classes. For each loop, a best condition, or possibly
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several conditions, that cover only objects from the input set is found, which
becomes the condition part of a decision rule.
Algorithm 1 [14] demonstrates the procedure used to induce decision rules
in sorting problems. In the algorithm, P ⊆ C and E denotes a complex
(conjunction of elementary conditions e) being a candidate for a condition
part of the rule. Moreover, [E] denotes a set of objects matching the complex
E. Complex E is accepted as a condition part of the rule if and only if
Ø 6= [E] = ∩e∈E [e] ⊆ B , where B is the considered approximation.
Algorithm 1 Rule induction procedure sotring problems
1: Procedure DOMLEM
2: (input : Lupp - a family of lower approximations of upward unions of
decision classes : {P (Cl≥t , P (Cl
≥
t−1, ..., P (Cl
≥
2 )} ; output : R≥ set of - a
set of D≥-decision rules) ;
3: begin
4: R≥ := Ø ;
5: for each decision rule B ∈ Lupp do
6: begin
7: E :=nd_rules(B) ;
8: for each rule E ∈ E do
9: if E is a minimal rule then R≥ := R≥ ∪ E ;
10: end
11: end.
25
Algorithm 2 Function nd rules as a part of rule induction procedure
1: Function nd_rules
2: (input : a set B ; output : a set of rules E covering set B
3: begin
4: G := B ; {a set of objects from the given approximation}
5: E:= Ø ;
6: while G 6= Ø do
7: begin
8: E := Ø ; {starting complex}
9: S := G ; {set of objects currently covered by E}
10: while E 6= Ø or not (E ⊆ B) do
11: begin
12: best := Ø ; {best candidate for elementary condition}
13: for each criterion qi ∈ P do begin
14: Cond := {(f(x, qi) ≥ rqi) : ∃x ∈ S (f(x, qi) = rqi)} ;
15: {for each positive object from S create an elementary condition}
16: for each elem ∈ Cond do
17: if evaluate({elem} ∪ E) is_better_than evaluate({best} ∪ E)
18: then best := elem ;
19: end ; {for}
20: E := E ∪ {best} ; {add the best condition to the complex}
21: S := S ∩ [best] ;
22: end ; {while not (E ⊆ B)}
23: for each elementary condition e ∈ E do
24: if [E − {e}] ⊆ B then E := E − {e} ;
25: create a rule on the basis of E ;
26: E:=E∪{E} ; {add the induced rule}
27: G := B − ∪E∈E[E]; {remove examples covered by the rule}
28: end ; {while G 6= Ø}
29: end ; {function}
In function evaluate(E), the complex E with the highest ratio | [E]∩G |
/ | [E] | is chosen. The complex E with the highest value of | [E] ∩ G | is
chosen in case of a tie.
Algorithm 3 [13] demonstrates the procedure for induction of rules in
classication problems.
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Algorithm 3 Rule induction procedure classication problems
1: Procedure MODLEM
2: (input : B - a family of lower or upper approximations ; output : P -
single local covering of B)
3: begin
4: G := B ; {examples not covered by conjunction from P}
5: P:= Ø ;
6: while G 6= Ø do
7: begin
8: P := Ø ; {starting complex} {candidate for condition part of the
rule}
9: S := U ; {set of objects currently covered by P}
10: while P = Ø or not ([P ] ⊆ B) do
11: begin
12: best := Ø ; {candidate for elementary condition}
13: for each attribute a ∈ C do begin
14: new_p := Find_best_condition(a, S) ;
15: if Better(new_p, best, criterion) then best := new_p ;
16: {evaluate if new condition new_p is better than previous best}
17: end ;
18: P := P ∪ {best} ; {add the best condition to the condition part}
19: S := S ∩ [best] ;
20: end ; {while not (P ⊆ B)}
21: for each elementary condition best ∈ P do
22: if [E − {best}] ⊆ B then P := P − {best} ; {test minimality of
the rule}
23: P:=P∪{P} ; {add P to the local covering}
24: G := B − ∪P∈P [P ]; {remove examples covered by the rule}
25: end ; {while G 6= Ø}
26: for each P ∈ P do
27: if ∪P ′∈P−P [P
′] = B; then P := P - P
28: end ; {procedure}
4.3 Decision making process
The decision making process is the subsequent step after the training process.
From the user of the system's perspective, an object is sent as input to
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the system, resulting in the system autonomously assigning it to exactly
one predened decision class. From the internal workings of the system's
perspective, an input object is matched to each of the decision rules in the
knowledge base in order to assign it to exactly one decision class. Algorithm 4
is used to match the input object to the decision rule set. The algorithm loops
through each decision rule, and compares the description of the in object to
the condition part of the rules. If there is a match, the rule supports the
object, and the decision part of the rule states the recommending of the
decision class of the object.
Algorithm 4 Matching decision rules to object description
1: Function match_object_to_rules
2: (input : z - an object, D - nite set of decision rules ; output : R - a
set of decision rules that matches the description of object z)
3: begin
4: R := Ø ;
5: for each decision rule Rule ∈ D do
6: for each condition of Rule do
7: if (all conditions match description of object z) ;
8: then R := R ∪Rule ;
9: end ; {for}
10: end ; {for}
11: end ; {function}
From the procedure of Algorithm 1 and 2, Let Covz be the set of decision
rules covering a given object z. Three situations can occur when matching
the description of object z to the set of decision rules:
1. no rule covers object z, Covz = Ø
2. one rule covers object z, Covz = 1
3. several rules cover object z, Covz > 1
The rst situation means that the decision aiding system is not able to assign
the object to a predened decision class, because there are no decision rule
to justify the decision. The object therefore may be assigned to any decision
class. For the second and third situation, classication and sorting problems
tackle them dierently:
28
1. For classication problems;
(a) The second situation for classication problems is straight for-
ward. The object is assigned to the decision class that is recom-
mended by the one rule that covers the object.
(b) The third situation where several rules, indicating dierent clas-
sications, matches an object, the rule with the highest strength
is considered as the conclusive decision. The strength of the rule
is a quotient of the support to all objects in the training set.
2. For sorting problems, situation 2 and 3 are tackled by using a method
proposed in [18] that takes into account the strength of the rules sug-
gesting an assignment to a class Clt as arguments in favor of Clt , and
all other covering rules as arguments against Clt as following:
(a) For the second situation, a score value, Scorer(Clt, z), is calcu-
lated for each decision class to determine the most certain decision
class Clt from Cl according to the followinig formula:
Scorep(Clt, z) =
|Condp∩Clt|2
|Condp||Clt|
.
From the formula, Condr denotes the set of objects that the rule r
supports, and |Condr|, |Clt| and |Condr∩Clt| denote cardinalities
of the corresponding sets: the set of objects verifying Condr, the
set of objects belonging to class Clt and the set of objects verify-
ing Condr and belonging to class Clt. From this the denition of
Scorer(Clt, z) can be interpreted as a product of credibility CRr
and relative strength RSr of rule r:
CRr =
|Condr∩Clt|2
|Condp|
,
RSr =
|Condr∩Clt|
|Clt|
.
A new object will be assigned to the class Clt for which the value
of Scorer(Clt, z) is the greatest.
(b) The third situation is tackled similarly to situation two. A score
value is calculated for each decision class to determine the most
certain Clt from Cl.
ScoreR(Clt, z) = Score
+
R(Clt, z)− Score
−
R(Clt, z).
Score+R(Clt, z) includes the decision rules that agrees with the as-
signment of the new object to class Clt. The following formula is
dened:
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Score+R(Clt, z) =
|(Condpl∩Clt)∪...∪(Condpk∩Clt)|
2
|Condpl∪...∪Condpk||Clt|
,
where Condpl, ..., Condpk are the objects that the given rules sup-
port, and is analogus to Scorer(Clt, z) for situation 2. Forther-
more, the following formula is dened:
Score−R(Clt, z) =
|(Condpk+1∩Cl
≥
pk+1
)∪...∪(Condpl∩Cl
≥
pl
)∪(Condpl+1∩Cl
≤
pl+1
)∪...∪(Condpk∩Cl
≤
pk
)|2
|Condpk+1∪...∪Condpl∪Condpl+1∪...∪Condpk||Cl
≥
pk+1
∪...∪Cl≥
pl
∪Cl≤
pl+1
∪...∪Cl≤
pk
|
,
where Cl≥pk+1, ..., Cl
≥
pl and Cl
≤
pl+1 ∪ ... ∪ Cl
≤
pk are all the upward
and downward unions of decision classes that the rules that do
not support the new object has suggested for assignment. Sim-
ply stated, Score−R(Clt, z) is a product of credibility and relative
strength of the rules that suggest that the decision class should
not be Clt.
Similarly to situation 2, the greatest score value will determine
the nal decision class of the new object.
The decision aiding process can be used to measure how well the decision
aiding system can perform. By presenting it to all the objects from the
training set, and then compare the original decision class of the object to the
decision class of the object recommended by the system.
4.4 Decision making process in real-world decision prob-
lems in accordance to human preferences
The decision aiding system approaches the type of problems explained in
section 2.3 by taking advantage of the decision making capabilities of a fuzzy
logic controller. The fuzzy logic controller has the ability to make numerial
decisions from a knowledge base with a linguistic character.
Figure 3 shows a graphical presentation of the ow of two decision making
processes. From top to bottom, the rst process is discussed in this section,
while the other process was discussed in the previous section.
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Figure 3: Decision making process
4.4.1 Fuzzy knowledge base
The rst step in the set up process of the fuzzy logic controller for the system
is to deal with induction of a knowledge base required by the fuzzy controller
[15]. The main disadvantage of fuzzy logic systems is the possible diculty
in preparing the knowledge base for the system [16]. The knowledge base in
a fuzzy logic controller usually consists of a set of human determined fuzzy
rules, which can be complex to determine in case of many rules. However,
for the fuzzy controller used in the decision aiding system in this thesis, the
knowledge base is formed by taking advantage of the decision rule approach
used during training of the system. That means using the set of linguistic
decision rules resulting from the training process as the knowledge base in
the fuzzy controller.
4.4.2 Fuzzy membership functions
The next step in the setup of the fuzzy controller after dening the knowledge
base is to include fuzzy membership functions. This is a role that the user
of the decision aiding system must act upon. In addition to providing a
human preference model as a basis of the decision making process, the fuzzy
membership functions required by the fuzzy logic controller must be provided.
Figure 4 shows how the fuzzy membership functions presented to the system
during the training process.
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Figure 4: Presenting the fuzzy membership functions to the system
This means that the user constructs the membership functions for the
linguistic terms used in the preference model accoring to his human intuition.
The membership functions are then used in the fuzzy logic controller.
Consider two linguistic terms, A and B, used in the example fuzzy rule:
If A is High then B ∈ Medium.
A typical form of for the membership function for the proposition A is High
is presented in Figure 5. The same gure also shows the forms for the propo-
sitions A is Medium and A is Bad.
Figure 5: Membership functions for A
From the membership funtions of A in Figure 5, the x-axis shows that A
is high to some degree if the numerical value of A corresponds to a value in
the range of approximately [6, 10]. The membership function of the term B
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used on the right hand side of the example decision rule is shown in Figure
6.
Figure 6: Membership functions for B
4.4.3 Fuzzy inference process
The decision making process in a fuzzy logic controller requires four steps of
the fuzzy controller, called the fuzzy inference process [16]. The input to the
fuzzy inference process is an object that has been given a numerical descrip-
tion. The result of the process is a crisp output number that corresponds
to the decision class of the object. The basis of the knowledge used in the
inference process is a linguistic human preference model.
Step 1: Fuzzication
Firstly, the numerical values that describe the input object are fuzzi-
ed. The fuzzifying process transforms the values into a number that
represents to which degree they belong to a corresponding linguistic
set, resulting in a number between 0 and 1.
Consider again the fuzzy rule If A is High then B is High. If an object
was described by the linguistic term A with a value corresponding to
the numerical value of 8, then the membership function in Figure 7
indicates that the proposition on the left hand side of the rule is partly
true in accrodance to the description of the object. This can be seen
in Figure 5, which presents the result of the fuzzication process, cor-
responding to a value of 0.7. The value indicates that proposition of
the rule supports the object to a degree of 0.7.
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Figure 7: Fuzzication
If a rule has several conditions, such as If A is High and B is Bad then
C is Medium, the fuzzication process applies a logical operator cor-
responding to the logical AND-operand, and as a result, the condition
that has the lowest degree of support is used.
Step 2: Implication method
The implication method is performed for each rule in the knowledge
base. This means reecting the results from the fuzzication step on
the output for each rule. The implication method used in the decision
aiding system is a method that truncates the output fuzzy set.
Consider again the fuzzy rule used in the fuzzication step, in which
supported an object to a degree of 0.7. The shaded area of Figure 8
demonstrates how the implication method truncates the output fuzzy
set B in accordance to the fuzzication result.
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Figure 8: Implication
Step 3: Aggregation
The aggrecation step is used to derive an overall conclusion regarding
the membership of an object into the fuzzy set based on the description
of the object. According to the description of an object, several rules
may support the object, resulting in several fuzzy sets as a result of
the implication method. Simply stated, the aggregation step combines
all these sets into one single fuzzy set by joining the maximum of each
set.
Step 4: Defuzzication
Lastly, the defuzzication step transforms the single fuzzy set from the
aggregation step into a single crisp value. This is done by applying a
method called the center of gravity method. There are several defuzzi-
cation methods, however the center of gravity method is the most
prevalent defuzzication method [16]. The center of gravity can be
found using the following formula:
Center of gravity =
´
µB(z)×zdz´
µB(z)×dz
,
where
´
µB(z) denotes the integral of every resulting fuzzy set, and z
is the corrersponding x-axis value. Simply stated, if an area of a plate
is considered as equal density, then the centre of gravity is the point
along the x axis about which this shape would balance. Figure 9 shows
35
a red cricle representing the ceter of gravity of the shaded area. The
shaded area is the result of the aggregation step in Figure 6.
Figure 9: Aggregation and defuzzication
From Figure 9, the center of gravity indicates that the result of the fuzzy
inference process is a numerical value of 9. Thereby, using a linguistic
preference model in terms of the decision rules as a knowledge base
in a fuzzy logic controller, makes the system able to make numerical
decisions.
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5 Results
This chapter present the results of the case studies performed in this thesis.
The rst part of the chapter presents a case study about making decisions
in accordance to human preferences. The next part presents a case study
where a human preference model is used as a basis of a real-world problem.
Then, a case study from the oil and gas industry is presented. Lastly, the a
case study on related systems are described.
5.1 Example of decision making based on human pref-
erences
This example introduces a case study where the value of a residential prop-
erty is to be estimated without knowing the exact numerical details of the
property. The role of the user in this case study is therefore to provide a
preference model describling example values that constitutes the basis of the
problem. It is assumed that a specialist in the domain of the real estate
market has provided his preference model of the value of 10 exemplary res-
idential properties described by multiple criteria. The preference model can
be seen in Table 3.
Location Size Standard Build year Value
1 urban big good recently high
2 urban small good old medium
3 urban medium bad old medium
4 suburban medium excellent recently high
5 suburban big bad recently medium
6 urban big bad new high
7 urban big excellent new high
8 suburban small good old low
9 countryside small good old low
10 suburban medium Bad old medium
Table 3: Human preference model describing residential properties
More formally, the preference model in represented in an information
matrix inculding a nite set of 10 objects U, described by the set of criteria
Q:
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• Q = {Location, Size, Standard, V iew, V alue}
The set Q is further divided into a set C of condition criteria, and a set D
of decision criteria:
• C = {Location, Size, Standard, V iew}
• D = {V alue}.
Every object in U is assigned to a preference ordered and predened decision
class belonging to the domain of set D, according to the evaluation on the
condition classes in set C. The domain of the classes in condition set C and
the decision class in set D is as follows:
• VLocation = {countryside, suburban, urban}
• VSize = {small, medium, big}
• VStandard = {bad, good, excellent}
• VAge = {old, average, new}
• VV alue = {low, medium, high}
There are monotonic relationships between the criteria meaning that for ex-
ample a residential property in an urban area should have at least the same
or a higher value than that of a residential property in a subruban area, hence
it follows that preference order is from left to right.
Training process The rst step that is performed during training of the
system is empolying a decision rule approach to analyse the information
matrix, or more precisely dominance rough set approach. The analysis pro-
cess denotes knowledge discovery by using the decision attribute V alue =
{Low,Medium,High}. From this set, three classes can be identied: Cl1 =
{Low}, Cl2 = {Medium} and Cl3 = {High}. Furthermore, four unions of
classes denoted Cl≤1 , Cl
≤
2 , Cl
≥
2 and Cl
≥
3 are introduced. From the basis of
the four unions of classes, the lower approximations of every union can be
found:
• P (Cl≤1 ) = {2, 8, 9}
• P (Cl≤2 ) = {2, 3, 5, 8, 9, 10}
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• P (Cl≥2 ) = {1, 3, 4, 5, 6, 7, 10}
• P (Cl≥3 ) = {1, 4, 6, 7}
The lower approxiamtions of classes are input to the algorithm from (x),
resulting in a minimal set of decision rules. The decision rules can be seen
in the following list, with the objects number that the corresponding rule
supports stated in parenthesis:
If Build year ≤ Old then Value ≤ Medium
If Location ≤ Suburban and Standard ≤ Bad then Value ≤ Medium
If Size ≥ Medium then Value ≥ Medium
If Location ≥ Urban then Value ≥ Medium
If Size ≤ Small and Location ≤ Suburban then Value ≤ Low
If Standard ≥ Excellent then Value ≥ High
If Built ≥ New then Value ≥ High
If Location ≥ Urban and Size ≥ Big then Value ≥ High
As already stated, such rules corresponds to how people try to justify
their decisions, hence they can be used to make decisions according to human
preferences.
Using the system After training of the decision support system, resulting
in the set of induced decision rules, it is possible to infer the value of a new
residential properties based on the linguistic description of the property by
using the decision rules. Following, a new residential property as can be seen
in Table 4 is presented to the decision aiding system. It is of interest to
know the value of the property according to the specialist in the real estate
marked's preferences.
Location Size Standard Build year Price
1 suburban medium good recently
Table 4: Description of a residential property without value
The object is input to the decision aiding system. The description of the
object is then matched to the set of decision rules, resulting in one rule that
matches the object's description:
1. If Size ≥ medium then Value ≥ medium
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The right hand side of the decision rule claims that the object should have
a value of at least medium. From this claim, it is also possible to infer that
the object could have a value of high. A classication scheme is applied to
examine which value is the most suitable for the object. The Scorep(Clt, z)
is calculated for is calculated for each of the decision class low, medium and
high:
Scorep(Clt, z) =
|Condp∩Clt|2
|Condp||Clt|
.
Scorep(medium, z) =
|1,3,4,5,6,7,10∩2,3,5,10|2
|1,3,4,5,6,7,10||2,3,5,10|
= |3,5,10|
2
|7||4|
= 0.32.
Scorep(high, z) =
|1,3,4,5,6,7,10∩1,4,6,7|2
|1,3,4,5,6,7,10||1,4,6,7|
= |1,4,6,7|
2
|7||4|
= 0.57
The method compares a ratio between objects verifying and objects not ver-
ifying the left hand side of the decision rule. The result of the classication
scheme is interpretted as a degree of certainty of the assignment of the object
to the value [Ref] indicating that the value of the new residential property is
medium by a certainty of 0.32, and high by a certainty of 0.57. The value of
the new property is therefore chosen to be high, as can be seen in Table 5.
Location Size Standard Build year Value
1 suburban medium good recently high
Table 5: Description of a residential property with a value
5.2 Example of real-world decision aiding in accordance
to human preferences
This case study is a continuance of the example in the previous section. The
decision system from the previous example uses a human preference model
to assign residential properties a vaule of either low, medium or high. The
study in this section will use the same human preference model as a basis
to give a residential property a value, when a numerical description of the
property is known. The role of the user is simplied to preparation of the
preference model, in addition to providing fuzzy membership functions.
Training The training process follows the same scheme as in with the
previous example. This is because the same preference model is used as a
basis in this example, and thus resulting in the same 8 decision rules, which
constitutes the fuzzy knowledge base:
40
If Build year ≤ Old then Value ≤ Medium
If Location ≤ Suburban and Standard ≤ Bad then Value ≤ Medium
If Size ≥ Medium then Value ≥ Medium
If Location ≥ Urban then Value ≥ Medium
If Size ≤ Small and Location ≤ Suburban then Value ≤ Low
If Standard ≥ Excellent then Value ≥ High
If Built ≥ New then Value ≥ High
If Location ≥ Urban and Size ≥ Big then Value ≥ High
Using the system After training the system, the object in Table 6 is the
input to the fuzzy inference process. The object is a numerical description
of a residential property that is located 7 km from the city centre, has a size
of 90m2, has a standard of 7/10, and is built in 2010. On the basis of the
linguistinc human preferences in Table 3 given by the expert, the decision
aiding system is to nd the numerical value of the property based on its
numerical description.
Location Size Standard Build year Value
1 7 km 90m2 7 2010
Table 6: Numerical description of a residential property without a value
The fuzzy membership functions are used in the process to fuzzify the
numerical values that describe the object. Figures 10 to 13 shows the mem-
bership functions for each criteria in Table 6, as well as an annotation de-
scribing to which degree an input number corrresponds to a fuzzy set. In the
Figures, the linguistic traslation of the inequatilies ≥ and ≤ is At least and
At most.
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Figure 10: Membership functions for Location
Figure 11: Membership functions for Size
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Figure 12: Membership functions for Standard
Figure 13: Membership function for Build year
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Figure 14: Membership function for Value
The fuzzy knowledge base is then used to analyze which decision rule
that supports the object. The left hand side of the decision rules implies
that the object belongs to a fuzzy set included in the rule by some degree.
The following rules supports the new object:
1. If Build year ≥ New then Value ≥ High. The object belongs to the
fuzzy set At least New by a degree of 1.0. This means that the rule
supports the object by a degree of 1.0.
2. If Location ≥ Urban then Value ≥ Medium. The object belongs to the
fuzzy set At least Urban by a degree of 0.3. This means that the rule
supports the object by a degree of 0.3.
3. If Location ≥ Urban and Size ≥ Big then Value ≥ High. The object
belongs to the fuzzy set At least Urban by a degree of 0.3, and the fuzzy
set At least Big by a degree of 0.0. The implication method combines
the two conditions in this rule, meaning that this rule supports the
object by a degree of 0.0.
Two rules, rule number 1 and 2, aect the outcome of the valued of the
object. Rule number one states that the value is At least High by a degree of
1.0. Rule number two states that the value of the object is At least Medium
by a degree of 0.3. These statements are aggregated. The result is projected
on the output value as can be seen in the shaded area of Figure 15
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Figure 15: Graphical representation of the participation of each input re-
ected on the output
The center of gravity method is then applied to the output, nding the
point where the center of the mass resides marked by a red circle. This point
corresponds to 4.9 million, as can be seen in Figure 16.
Figure 16: Defuzzication applied on the resulting output
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5.3 Example of decision making in the oil and gas in-
dustry
With this case study, a decision making problem from the oil and gas in-
dustry is studied [19]. The problem occurs during drilling opertion. Abnor-
mal surface torque and hook load values are symptoms of downhole drilling
condition deterioration which can result in unexpected situations. Usually,
friction tests are performed at regular intervals and rig personnel uses these
measurements to monitor trend variations in order to detect possible risk of
poor hole cleaning or increased borehole tortuosity, and thereby decect any
problems. The quality of the detection can vary greatly in function of the
work load and experience of the drilling sta. The availability of real-time
measurements through data servers makes it possible to automate and sys-
temize the monitoring process, and therefore trigger alarms before drilling
problems really occurs. The task a decision aiding system has in this case is
to indicate unexpected measurements several hours before a pack-o prob-
lem occur and therefore help the drilling sta in detecting the worsening of
downhole drilling conditions.
Training process To demonstrates the data that is used for training the
decision aiding system, Table 7 contains a selection of 5 examples out of 1130
examples recorded from former drilling operations. Of these 1130 examples,
912 are used to train the system, while 218 examples are left for measuring
the performance of the system after the training process. As can be seen from
Table 7, every object is described by 7 regular attributes with a numerical
domain; BD = Bit Dept, FR = Flow rate, HL = Hook load, SPP = Stand
pipe preassure, ST = Surface torque, ToS V = ToS Velocity, and S RPM =
Surface RPM, and then assigned to one of two predened decision classes,
A or NA according to its description values. An example assigned to class
A means that its description values indicates an acceptable friction level,
while an example assigned to class NA means that its description values
indicates a friction level that is not satisfactory. The 912 decision examples
are presented to the decision aiding system for training. During the training
phase, the 912 example decisions are analysed by utililizing classical rough
set approach. The result of this process is the following set of 21 decision
rules that supports every of the 912 objects in the example decisions. The
rules can be seen in Appendix B.
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BD FR HL SPP ST ToS V S RPM F
a 2684.3 0.0036 91543.6 676841.6 31.7 99.98 0.001 A
b 2970.1 0.0048 106162.2 923353.5 24.1 100.06 0.001 NA
c 3342.1 0.0496 84165.2 19412569.3 48.4 99.97 0.002 A
d 5314.9 0.0534 103088.5 24973968.6 53.1 100.02 0.002 NA
e 3007.8 0.0308 102439.1 8946768.6 24.1 99.98 0.003 NA
Table 7: Samples adapted from actual drilling operations
Using the system The last step is a performance test for measuring how
well the system is performing. This is done by rst presenting it to the same
912 objects already used during training, however the decision class is not
present. Then, 218 objects never before seen by the decision aiding system
is presented.
The rst 912 objects were all classied according to their original decision
classes, hence the decision rules covers all the objects in the training set.
Further, 3 out of 218 never before seen examples could not be classied using
the rough set approach, analogus to 98,68% correct classication. One of
those three could not be classied because it was not covered by any rule.
The other two was recommended the assigment of both decision classes,
meaning that several rules stating dierent decisions classied the examples.
The result is a system that makes over 98% correct decsisions according
to presented data.
5.4 Articial neural networks
This section is intended to present work that that is related to and carries
out the same decision aiding functions as the system presented in this thesis.
An Articial neural network (ANN), or simply neural network (NN), was
assumed to possibly match the range of application. To test this assumption,
two problems presented in the next sections will be solved using an ANN. The
results will then be compared to the results from solving the same problems
using the classical rough set theory as used in the decision aiding system. To
be able to accurately compare the two results, the case studies are identical
with respect to data for both theories. The ANN was created using a Neural
Network Toolbox provided with the Matlab software [20].
According to [21], ANN are procient classiers and are particularly well
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suited for non-linear classication problems. They consist of units called
neurons, connected together forming a network. The network is layered, ac-
commodating at least one input layer and one output layer. Also, there might
be one or two occurences of a layer called the hidden layer. The number of
hidden layers are determined by the complexity of the problem the network
comes across. One of the most common ANN architectures are the feed-
forward backpropagation neural network. This architecture is very popular
because it can be applied to many dierent tasks. Also, a study in [22] showed
that such an ANN provided the best classication performance compared to
other neural networks. In the feedforward articial neural network, every
neuron is connected forward to the next layer. The input layer is connected
to the hidden layer, which then connects to the output layer. Backpropaga-
tion is the way the network is trained, which is a way of supervised training.
Supervised training means using both a sample output data and anticipated
output data that together measure the performance of the network during
training. The anticipated output are compared to the actual output, and the
backpropagation training algorithm then takes a calculated error and adjusts
the the interconnection of the various layers backwards from the output layer
to the input layer [Ref]. The articial neural network is trained as long as the
calculated error is decreasing, meaning its performance is improving. After
training the network, real world data can be presented and computed.
5.4.1 Expectations
Since ANN is such a vast used technology [20] and a common research topic
[Ref], the expectations of it performing well is high. Before starting the
study of the articial neural network model for the purpose of this section,
the impression of a neural network was that it works like kind of a black box,
where it is presented to some input data, performing its algorithm, and then
presenting the outcome without showing how it was reasoned. Also, since
the subject is very extensive, the construction process was expected to take
some time in order to get the network working.
5.4.2 Case Study
The case study in this section examines two problems that will be solved by
using a feedforward backpropagation ANN. The network consist of one input
layer with one neuron for each input attribute, connected to one hidden layer.
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Figure 17: Articial neural network training performance
The hidden layer will have 20 neurons, but since the number of neurons used
in the hidden layer is somehow arbitrary [Ref], the network performance will
be tested by using considerable numbers of neurons in this layer. The hidden
layer is then connected to one output layer with one neuron, corresponding
to the classication result.
Moreover, the data presented to the articial neural network, is divided
further into three sets: Training, validation and testing. Training takes
up 60% of the data, Validation takes up 20%, while the Testing set is the
reminding 20% of the data. The ANN is then trained using both the Training
set and the Validation set. The Validation set is constantly used during
training to determine how error prone the network is, and to determine if
the performance is improving. The training of the network continues as long
as the network's error on validation is decreasing, meaning the performance
is improving. The training of the network with 20 neurons in the hidden layer
is presented by Matlab as a graph shown in Figure 17. The green line levels
out when the network is performing at its best, thus training terminates.
After training, the network is ready and can be tested using the Testing data
samples. The test will show how well the network performs on data from the
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real world.
Case study 1: For case study 1, the example from the case study in
section 5.3 is adopted, thus the results from that study are used in this
section.
Case study 2: This problem is adopted from [21]. The problem studies
using an ANN to identify the sex of crabs from physical measurements of the
crab. Six physical characteristics of a crab are considered: Species, Frontallip,
Rearwidth, Length, Width and Depth. The problem on hand is to identify
the Gender of a crab given the observed values for each of these six physical
characeristics. Table 8 includes two crabs for demonstation purpose.
Crab Species Frontallip Rearwidth Length Width Weight Gender
1 0 20.6 14.4 42.8 46.5 19.6 male
2 1 19.9 16.6 39.4 43.9 17.9 female
Table 8: Crab data example
For the sake of simplicity, a set of 160 out of the 200 examples will be
picked and used for the training purpose, whereas the remaining 40 examples
then will be used as a key book to measure the correctness of the classica-
tions.
5.4.3 Results
The results gathered from the study is summarized in Table 9 and 10.
Theory Test samples Train samples Classication
Articial neural network 228 912 95,18%
Rough set approach 228 912 98,68%
Table 9: Comparison margin of error case 1
From case study 1, 3 out of 228 testing examples could not be classied
using a classical rough set approach, analogus to 98,68% correct classication.
One of those three could not be classied because it was not covered by any
rule. The other two was classied as both classes, meaning that decision rules
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stating dierent decisions classied the examples. For the artical neural
network, 11 out of 228 testing examples was not classied correctly.
Theory Test samples Train samples Classication
Articial neural network 40 160 95%*
Rough set approach 40 160 100%
Table 10: Comparison margin of error case 2
From case study 2, all testing examples was correctly classied using the
classical rough set theory, analogus to 100% correct classication. With the
ANN 2 out of 40 testing examples were not classied correctly. From these
results, it tured out that classifying the data using classical rough set theory
proved to be more ecient than that of an ANN. The deviation of the results
are not gigantesque, however it seemed to reveal a drawback with neural
network models. Using decision rules as with classical rough set theory, one
can easily make something out of the cause of the classication error, because
decision rules are understandable for humans. Either the classication error
is because no rule matches, or several rules matches and indicated dierent
classication. With ANN models, the reason of classication error does not
seem so obvious. For example, adding an error example to the training data
could lead the network to classify other examples dierently. Also, the only
really possibility to improve performance with the ANN was to tweek the
number of neurons in the hidden layer, or even change the number of hidden
layers. Thus, none of these methods resulted in better performance from the
artical neural network, as can be seen in section 5.4.5.
5.4.4 Comments on expectations
From early on, it was clear that the neural network would perform well, as
expected. Since using Matlab for constructing the ANN, some time was spent
on getting familiar with the software, but the Neural Network Toolbox had
a very good documentation, making it pleasant to work with, and less time
consuming than expected. Lastly, the expectation of the black box feel to
the ANN was present, as errors on the output was detected, but not very
easily corrected.
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5.4.5 Number of neurons in the hidden layer
The performance of an ANN is said to vary according to the number of
neurons in the hidden layer. In [23], an empirical approach to nd the most
suitable number of neurons in the hidden layer is suggested. A test was done
during training of the ANN for case study 1 to compare performance of the
network measured using from 1 to 20 neurons in the hidden layer. A strict
selection of the result is shown in Table 11. From Table 11, 12 neurons in
the hidden layer resulted in the best performance.
Hidden neurons Performance (Correct classication)
10 90,35%
12 95,18%
14 92,10%
20 93,42%
22 90,35%
24 94,29%
26 89,91%
28 93,42%
Table 11: Hidden layer neurons
The same test was applied to within case study 2, however with no per-
formance improvement within 10 to 28 neurons.
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6 Conclusions
6.1 Summary
To summarise the main points of the work in this thesis, the three problems
from the problem statement section is brought back:
1. The rst step with this work is to propose the design of a decision
aiding system that has the ability to assist a decision maker by rec-
ommending decisions in classication and sorting problems. The basis
of the recommendations stem from example decisions originating from
historical data or from the preferences of the decision maker.
2. The second step with this work is to propose a solution to the problem
of decision making in real-world quantitative problems, on the basis of
human preferences.
3. Step three of this work is to nd out how such a decision aiding system
could be used to improve decision making problems in the oil and gas
industry, by employing the it in a real-world decision making problem.
With this work, a decision aiding system utilizing a decision rule approach
was implemented. The system has the ability to assist a decision maker by
recommending decisions in classication and sorting problems. The basis of
the recommendations stem from example decisions originating from historical
data or from the preferences of the decision maker.
The work in this thesis also proposed a method combining a decision
rule approach with fuzzy logic. The proposed method had two advantages:
First, by constituting a fuzzy logic knowledge base from a decision rule ap-
proach, it was possible to solve the problem of decision making in real-world
quantitative problems on the basis of qualitative decision examples. Second,
the design of a fuzzy knowledge base is a dicult step in the creation of a
fuzzy logic system [15], and a decision rule approach may be a good tool to
use also for creating the knowledge base for standalone fuzzy logic systems.
An experimantal case study was demonstrated in section 5.2, showing that
the proposed method can nd an exact price of a house from the basis of a
linguistic human preference model.
A real-world example case study was used in this work to demonstrate
that a decision aiding system using a decision rule approach can improve the
decision making process in the oil and gas industry. This example was also
53
solved by using an ANN. The results were compared and discussed. Firstly,
the decision rule approach had a better margin or error than the ANN. Sec-
ond, errors in systems that use a decision rule approach seems to be easier
for people to understand, because they make their decisions using rule syn-
tax, which is understandable for humans. Lastly, training and constructing
the ANN seemed to be more strenous than using the classical rough set the-
ory, because it required application of an empirical method, which is time
consuming. However, since the area of neural networks is extensive and com-
plex, spending more time with it, making a more comprehensive study could
improve the overall performance.
Comments on problem statement 2 For a validation of the proposed
method for problem statement 2, an actual decision problem from the real-
world was required. The presentation in Appendix A was given at the Inter-
national Research Institute of Stavanger, with the purpose being a real-world
case study suitable for applying of the method. As a result of the presen-
tation, the problem provided in section 5.3 was proposed. This problem
corresponds to the assumptions made about real-world decision problems,
namely that most such problems have a quantitative charateristic. However,
there was no preference order considered within the data presented in that
problem, meaning that it was impossible to use a human preference model
as a basis of decisions in that problem. Also, representing the data in the
presented problem linguistically would be too complex for people. This lead
to a conclusion that real-world case studies for problems as described in sec-
tion 2.3 needs more studying. In theory, such problems seems easy to come
by, however in real-world such problems seemes insignicant.
Traditionally, problems exist before its soultion, however in this case,
the soulution to a problem was proposed before the problem existed, and a
real-world problem that could validate the method was not found.
6.2 Future work
Problem statement 2 The following steps after this work is at rst, to
do more research on problems with characteristics as mentioned in section
2.3. The work in this thesis proposes a method on how to approach such
problems. However, a real-world case study that discovers a quantitative
decision problem and thus making decisions in such problems according to
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human preferences, needs to be present in further work. Thus, the three
requirements for such problems must be fullled:
• A human preference model must be present.
• A corresponding real-world decision problem must exist.
• Preference relationship must be taken into consideration.
The results of such further work can be used for validation of the proposed
method. Thereby, a benchmark study on the combination of a decision rule
approach and fuzzy logic could be performed to verify the correctness of the
numerical decisions that the system makes from regarding linguistic infor-
mation.
Problem statement 3 As a natural course of the result presented in sec-
tion 5.3, further work could involve deploying the decision aiding system in
a real-world environment. Thereby, a more thorough study could be done
showing the impact that the system may have over a longer period of time.
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Appendix A - Presentation given at IRIS
This presentation was given at the International Research Institute of Sta-
vanger beforhand of the work with this thesis.
Figure 18: IRIS presentation slide 1
Figure 19: IRIS presentation slide 2
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Figure 20: IRIS presentation slide 3
Figure 21: IRIS presentation slide 4
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Figure 22: IRIS presentation slide 5
Figure 23: IRIS presentation slide 6
60
Figure 24: IRIS presentation slide 7
Figure 25: IRIS presentation slide 8
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Figure 26: IRIS presentation slide 9
Figure 27: IRIS presentation slide 10
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Figure 28: IRIS presentation slide 11
Figure 29: IRIS presentation slide 12
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Appendix B - Induced decision rules from sec-
tion 5.3
1. If Hook load >= 102079 and Surface torque < 50,2218 and Top of
string Velocity < 100,01 then Friction is NA
2. If Flow rate < 0,0565267 and Hook load < 104169 and Top of string
Velocity >= 99,9899 then Friction is NA
3. If Flow rate >= 0,0496416 and Hook load >= 87828,8 and Hook load
<= 114529 and Top of string Velocity < 100,01 then Friction is NA
4. If Bit depth >= 2627,94 and Flow rate < 0,00496823 and Hook load
>= 104216 and Hook load <= 111187 and SPP >= 184640 and Surface
torque < 12245,8 then Friction is NA
5. If Hook load >= 100363 and Surface torque >= 52,0395 and Top of
string Velocity < 100,01 and Surface RPM < 0,212717 then Friction is
NA
6. If Bit depth >= 3459,92 and Hook load >= 98440,9 and Hook load
<= 112910 and SPP < 291090 then Friction is NA
7. If Bit depth >= 3933,02 and Top of string Velocity >= 100,017 and
Hook load <= 100,019 then Friction is NA
8. If Flow rate >= 0,0502192 and Flow rate <= 0,0502215 then Friction
is NA
9. If Hook load >= 102079 and Hook load <= 113859 and Surface torque
< 27,2778 then Friction is NA
10. If Hook load >= 112910 and Top of string Velocity >= 100,018 then
Friction is Accepted
11. If Flow rate < 0,0497812 and Hook load < 102079 and Surface torque <
24268,9 and Top of string Velocity < 99,9892 then Friction is Accepted
12. If Bit depth < 3874,3 and Hook load >= 111187 and Top of string
Velocity >= 100,01 and Top of string Velocity <= 100,035 then Friction
is Accepted
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13. If Bit depth >= 3114,73 and Hook load < 87828,8 and Top of string
Velocity < 99,9899 then Friction is Accepted
14. If Bit depth < 3130,62 and Hook load >= 106218 and SPP < 777460
and Top of string Velocity >= 100,01 then Friction is Accepted
15. If Flow rate >= 0,00694186 and Hook load >= 106218 and Top of
string Velocity >= 100,01 then Friction is Accepted
16. If Bit depth < 3459,92 and Hook load >= 111187 and Top of string
Velocity >= 100,012 then Friction is Accepted
17. If Hook load >= 119120 and Top of string Velocity >= 100,012 then
Friction is Accepted
18. If Bit depth < 2773,95 and Flow rate >= 0,0565267 then Friction is
Accepted
19. If Bit depth >= 2631,82 and Flow rate < 0,0499071 and Surface torque
>= 42,8162 and Surface RPM < 0,000903488 then Friction is Accepted
20. If Flow rate >= 0,0591413 then Friction is Accepted
21. If Bit depth >= 2771,54 and Bit depth <= 2773,95 then Friction is
Accepted
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