The paper deals with the numerical treatment of optimal control problems with bounded distributed controls and elliptic state equations by a wider class of barrier-penalty methods. If the constraints are treated by barrier-penalty techniques then the necessary and sufficient optimality condition forms a coupled system of nonlinear equations which contain not only the usual adjoint and the state equation, but also an approximate projection by means of barrier-penalty terms. Under the made assumptions from the last one the control can be eliminated. This reduced optimality system which does not contain explicitly the controls, but the more regular states and adjoints only, is studied in detail.
Problem and Optimality Characterization
In this paper we study the numerical treatment of optimal control problems with bounded distributed controls and elliptic state equations by barrier-penalty methods. Let Ω ⊂ R 2 be some bounded convex domain and let be given q, b, d ∈ L ∞ (Ω). Further, we abbreviate U := L 2 (Ω). Considered is the following optimal control problem J(y, u) := 1 2
y + ∂y ∂n = 0 on Γ := ∂Ω, u ∈ U ad , where α > 0 denotes a regularization parameter and the set of admissible controls U ad is defined by U ad := {u ∈ U : u ≤ b a.e. in Ω} (2) or in case of additional state constraints by U ad := {u ∈ U : u ≤ b, y ≤ d a.e. in Ω} .
The consideration of only one-sided bounds for the controls as well as for the states serves to simplify the presentation, but does not principally restrict the considered class of problems.
Throughout this paper let us make the general assumption that U ad = ∅ . The numerical treatment of optimal control problems with elliptic state equations and constraints upon controls and partially also upon states have been extensively studied in the literature within the last years. The most popular techniques are semismooth Newton methods (see e.g. [11, 12, 24] ), active set strategies (see [17] ) and interior and penalty methods (see e.g. [20, 25] ). An comprehensive discussion about the properties of control problems of the considered type can be found in [23] .
In the present papers we widely concentrate upon the convergence properties of the certain barrier-penalty methods for the continuous problem. In particular, rate of convergence estimates for the considered methods are derived. Finite element discretizations are only briefly mentioned. The interaction between parameter selection rules for the embedding and the discretization step size in case of certain barrier methods has been recently analyzed in [16] .
The state equations of the given problem (1) 
Then for any u ∈ U ad the state equation possesses a unique weak solution, i.e. there exists a unique y ∈ V such that a(y, v) = (u, v) ∀v ∈ V.
Here (·, ·) denotes the L 2 -inner product. With the continuous embedding V → L 2 (Ω) by Su := y this also defines a continuous linear mapping S : L 2 (Ω) → L 2 (Ω) and problem (1) can be reduced to its equivalent form
Theorem 1 The abstract optimization problem (6) possesses a unique optimal solutionū and (Sū,ū) ∈ V × U ad is the related unique optimal solution of (1). The variational inequality
forms a necessary and sufficient condition forū ∈ U ad to solve (1) . Further, in case of control constraints only, i.e. if (2) holds, this is equivalent to the coupled system
Proof: Since U ad is nonempty, closed and convex andĴ is continuous and strongly convex immediately the existence and uniqueness of the optimal solution follows (c.f. [3] , [23] ). With the differentiability ofĴ and the convexity of U ad we obtain (7) . Under the made assumptions the state equation as well as the adjoint equation possess unique solutions which together provide a saddle point of the Lagrangian related to (1), (2) which is characterized by (8) .
We notice that the occurring inequality in (8) is equivalent tō
for any σ > 0, where P denotes the L 2 (Ω)-orthogonal-projection onto U ad . With the particular choice σ = 1/α this enables to eliminateū from the remaining system (see e.g. [11] , [15] , [24] , [23] ). This approach has the advantage that onlyȳ,v occur that are much smoother thanū. This fact is important for the discretization and leads to optimal convergence rates as shown in [15] .
Two Penalties of a General Class Applied to Control Problems
The well know idea of barrier-penalty methods is to augment the objective by some term that penalizes either the closeness to the boundary of U ad in case of interior point methods (for the logarithmic barrier see e.g. Weiser/Gänzler/Schiela [26] ) or the violation of constraints that defined U ad in case of pure penalties. Let Φ(·, s) : U → R denote such a parametric barrier-penalty functional, where s > 0 is the embedding parameter that has to tend to zero. In our case we apply convex and continuous functionals with the property
and obtain for fixed s > 0 the augmented control problems
which are unconstrained. In accordance with the structure of U ad we define Φ via Nemitskij operators either by
Here φ : R → R denotes some barrier-penalty function that satisfies
with an appropriate function ψ : R → R. For finite dimensional optimization problems a rather general barrier-penalty class has been discussed in Grossmann/Zadlo [8] . In the present paper we apply apply the concept to the considered infinite dimensional problem, but we restrict us to the specific functions ψ(t) := max{0, t} and
which correspond to
respectively. In the second type the parameter δ > 0 denotes some appropriately chosen constant (compare Theorem 3). While the first type of barrier-penalty functions represents just the standard quadratic loss penalty the second type forms a certain smoothed version of the exact penalty. It has been originally proposed and studied by Kaplan (compare [6] ). Another type of a smoothed exact penalty for control problems has been recently studied in [9] . The two types of barrier-penalty techniques considered in our paper show some principle differences in its convergence analysis as will be seen later. Additional properties of the embeddings (14) and (15) are derived in [18] and [19] , respectively.
A common property of both barrier-penalty types that follows from the Carathéodory conditions (cf. [27] ) is Lemma 1 For both of the considered types of barrier-penalty embeddings for any s > 0 the related functional Φ(·, s) is well defined on U .
For a detailed discussion of the general assumption upon ψ as well as for further types of barrier-penalty functions we refer to Grossmann/Zadlo [8] .
Lemma 2 For any s > 0 the penalty problem
possesses a unique solution u(s). The point u(s) ∈ U forms a solution of the unconstrained problem (16) if and only if
holds. In case of control restrictions only, i.e. if U ad is given by (2), the variational equality (17) is equivalent to
while in case of control and state constraints, i.e. if U ad is given by (3), the variational equality (17) is equivalent to
Here and in (18) denote y(s) ∈ V and v(s) ∈ V the related optimal state and adjoint state, respectively. Further for both cases of constraints holds
Proof: First we notice that for arbitrary s > 0 the augmented objectiveJ(·, s) is well defined for any u ∈ U since the considered functions φ(·, s) satisfy the appropriate Carathéodory conditions (c.f. [27] ). With the continuity and strong convexity standard arguments imply (c.f. [7] , [23] ) that a unique minimizerū(s) ∈ U exists. Further, convexity and differentiability ofJ(·, s) yields the condition (17) . Finally, the usual representation ofJ(·, s) via adjoints leads to the equivalent conditions (18) and (19), respectively. It remains to prove (20) . By assumption U ad = ∅. Letũ ∈ U ad be some arbitrary, but fixed element then with the non-negativity of the functionalJ we obtain
Now, property (10) implies that (20) holds.
Theorem 2 In case of the quadratic loss penalty functional defined via ψ(t) = max{0, t} we have lim
Further, in case of control constraints only, i.e. U ad defined by (2), holds
and with the structure of the auxiliary objectiveJ(·, s) and of the reduced objectiveĴ we obtain
Hence, {u(s)} s>0 ⊂ U is a bounded family in the Hilbert space U . Let {s k } denote an arbitrary sequence with
. . is weakly compact. As a consequence it contains some convergent subsequence. Without loss of generality we may assume that {u k } itself is weakly convergent to someũ ∈ U . Due to Lemma 2 the exists a c > 0 with
i.e. we have
Here i.e. we haveũ ∈ U ad . Further, the lower semi-continuity ofĴ as a consequence of its convexity and continuity together with (21) implies thatũ is optimal for the original control problem (1) . Its solution is unique, namelyū. Because {u(s)} s>0 is bounded and the selection of any weakly convergent subsequence tends toū we have u(s) ū for s → 0 + . Now, we turn to the strong convergence in L 2 (Ω). From (21) and from the weakly lower semi-continuity ofĴ we obtain
Hence, lim
Further, since Su(s) ∈ V = H 1 (Ω) the compact embedding
With (23) Next, we prove the stated order of convergence in case of control constraints only, i.e. if U ad is defined by (2) . Under the made assumptions a regular Lagrange multiplierλ ∈ L ∞ (Ω),λ ≥ 0 exists such that
Here, due to the occurring regularity the Lagrangian L(·, ·) that handles the control bound u ≤ b can be represented by
As already used, for the minimizer u(s) of the auxiliary problem holds
Thus, together with the right part of the saddle point inequality (24) and with the complementarity λ ,ū − b = 0 we havê
With the right part of the saddle point inequality (24) , withλ ≥ 0 and with Cauchy's inequality follows
Further, we know that with the L 2 -projector Π :
Together with (26) this yields
The structure of the objectiveĴ and the optimality criterion (7) leads tô
Thus, withĴ(u(s)) ≤Ĵ(ū) we havê 
Remark 1
The second part of Theorem 2 cannot be extended to the case of state constraints due to the lack of regularity of the multipliers. The multipliers related to state constraints as a rule are measures only (compare [1] , [2] ). Investigations of penalty type methods for problems with reduced multiplier regularity can be found in [13] , [14] . In these papers, in particular, the treatment of state constraints with quadratic loss function methods combined with augmented Lagrangian have been studied. However, the convergence result given in Theorem 2 differs from the mentioned investigations. Especially the proof for the rate of convergence is original.
Barrier methods for state constraints are discussed in [22] and an appropriate discretization of state constraints can be found in [4] .
Remark 2 Theorem 2 provides a convergence estimate of order O(s 1/2 ) which in practical experiments is exceeded. Here we obtained u h (s) −ū h = O(s) for the solutions u h (s) and u h of the auxiliary discrete problem and the discrete problem, respectively. This is quite natural since this has been shown for finite dimensional problems (compare [8] ). But this way the discrete estimates would depend upon the dimension. In the computational experiments, however we observed mesh independence of the rate of convergence and related constants. Further studies are on the way to prove this property analytically. Now we turn to the convergence analysis of the smoothed exact penalty type of barrierpenalty embedding. 
Proof: First we notice that the made assumptions q, b ∈ L ∞ (Ω) and the convexity of Ω implyλ ∈ L ∞ (Ω). The optimality of u(s) for the auxiliary problem and the properties
Further, from the saddle point inequality we obtain
In particular with u = u(s) and withλ ≥ 0,λ ∈ L ∞ (Ω) followŝ
Thus, we have
The convexity and lower semi-continuity of the integral functional at the left hand side, now provides
for any weak accumulation pointũ of the family {u(s)} for s → 0+. Hence, as a consequence of the made assumption δ >
with the weakly lower semi-continuity ofĴ yieldŝ
for any weak accumulation pointũ of {u(s)} for s → 0+. Since, {u(s)} s>0 is weakly compact and the optimal solutionū is unique the whole family converges weakly toū. Further, (29) leads to (compare the proof of Theorem 2) Next, we show thatλ =λ, i.e. λ(s) converges to the optimal Lagrange multiplier. First, we notice that λ(s) ≥ 0 a.e. in Ω, ∀ s > 0.
This impliesλ ≥ 0 a.e. in Ω.
Further, we have 
This leads to
Thus,λ forms an optimal multiplier for the original problem related to the control constraint u ≤ b. The structure of the constraints imply the uniqueness of the Lagrangian multiplier. This leads toλ =λ. Now, we turn to the proof of finite feasibility of the method. By definition we have
and consequently
With the shown convergence lim s→0+ λ(s) −λ ∞ = 0 and with the assumption δ > λ ∞ this guarantees that some s 0 > 0 exists with ess sup
Thus, we have u(s) < b a.e. in Ω, ∀ s ∈ (0, s 0 ]
Since only upper bounds for the constraints are considered this proves the stated property u(s) ∈ U ad for any s ∈ (0, s 0 ]. Finally, we show the rate of convergence. With the optimality of u(s) for the auxiliary problems we obtain
Since u(s) ∈ U ad for s ∈ (0, s 0 ] the optimality ofū for the original problem guarantees
Thus, (34) leads to
This completes the proof of the theorem.
Remark 3
The method of smoothed exact penalties has been proposed originally by A.A.Kaplan (compare [6] ). Theorem 3 provides for this technique a convergence estimate of order O(s 1/2 ) which in practical experiments is exceeded. Here as earlier for the quadratic loss penalty we obtained again u h (s) −ū h = O(s) for the solutions u h (s) andū h of the auxiliary problem and the discrete problem, respectively. In case of discretized problems this is a consequence of convergence results for finite dimensional problems (compare [8] ). But, as already mentioned, the discrete estimates would depend upon the dimension. In the computational experiments, however we also observed mesh independence of the rate of convergence and related constants. Further studies are on the way to prove this property analytically. The smoothed exact penalty method requires quite regular Lagrangian multipliers. This restricts its application to the treatment of control constraints. For continuous problems with state constraints it can be combined with other penalty types like the quadratic loss. In the discrete case the smoothed exact penalty can be applied, but then instead of a fixed parameter δ as described above some function should be used to adapt the method better to the local behavior of the multipliers.
An essential advantage of the smoothed exact penalty is that the auxiliary objective is defined on the whole L 2 (Ω), but still guarantees feasibility already for certain positive s. So it really combines properties of interior point methods like logarithmic barriers with penalty methods.
Control Reduction and Discretization
The treatment of the restrictions by the augmented problem (11) leads to the necessary and sufficient optimality conditions (18) and (19) in case of bound on controls only and in case of additional restrictions upon states, respectively. For any s > 0 these system possesses unique solutions (ȳ(s),v(s),ū(s)) ∈ V × V × U . The structure of the considered functions ψ guarantee that from the last equation, i.e. from
in both cases the optimal controlū can be determined in dependence of v(s). Due to the regularity v(s) ∈ H 2 (Ω) → C(Ω) of the adjoint this can be done by pointwise elimination. Let us denote this by u(s) = g(v(s), s). Thus, (18) and (19) Since the optimal state y(s) as well as the optimal adjoint state v(s) possess a higher regularity than the optimal control u(s) problem (35) as well as (36) allows a more efficient treatment by discretization techniques, e.g. by finite elements, than the full system. However, it has to be noticed that in case of state constraints the limit properties of barrier-penalty functions asymptotically lead to ill-conditioned problems for s → 0+.
The control reduction via the mapping g requires its efficient evaluation. As already mentioned, due to the regularity of the adjoint states v(s) this can be done pointwise. In the case of the quadratic loss penalty the piecewise linear structure of the function Ψ allows an explicit evaluation of g while in the case of the smoothed exact penalty an additional iteration process to evaluate g is needed. For this purpose Newton's method has been applied with an appropriate choice of the initial iterates.
Conforming finite element discretizations V h ⊂ V (cf. [7] ) can be applied to the control reduced systems (35) and (36). This leads to the finite dimensional system of nonlinear equations
and
in case of (2) and (3), respectively. Like in the continuous case system (35) defines uniquely the solution (y h (s), v h (s)) ∈ V h × V h . Further, we obtain u h (s) = g(v h (s), s) which unlike in full discretization does not use an a-priori discretization of the space U . The convergence theory for control reduced finite element discretizations as developed in [15] , [20] , [21] , [26] can be carried over to the system (37) and partially also to (38).
Numerical Examples
Finally we report on some numerical experiments that show the applicability of the proposed barrier-penalty embeddings. As already noticed, the experimental rate of convergence exceeds the estimate O(s 1/2 ) and further research is on the way to prove this also by a sharper analysis. We consider piecewise linear conforming finite elements V h ⊂ V with a criss-cross triangulation applied to the control reduced systems (35) and (36), respectively. Similar results are obtained by means of the smoothed exact penalty generated by
Unlike in the quadratic loss penalty case here feasibility is obtained for sufficiently small s > 0. optimal controlū optimal stateȳ adjoint statev
Further, we have applied the long step path following concept to the proposed barrierpenalty techniques. In this technique only one Newton iteration is been performed at each parameter level s. We reduced the embedding parameter by the linear reduction rule s k+1 = ρ · s k with some ρ ∈ (0, 1). The obtained experimental order of convergence of this long-step path following method for ρ = 0.5 applied to the considered Example 1 is given below. s EOC 0 (y) EOC 1 (y) EOC 0 (u) Here ECO 0 and ECO 1 denote the experimental order of convergence in the L 2 -norm and in the H 1 -norm, respectively. These orders in case of the states are defined via the obtained solutions y(s) and y(s) for different parameters s > 0 ands > 0, respectively, by optimal control u multiplier for the state constraint
