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1 Introduction.
Consider the sequence of the random processes
Xn(x) =
V (snx)
an
− xbn, x ∈ [0, 1], n ∈ IN (1)
where sn → ∞ as n → ∞, V = V (x), x ∈ [0,∞) is a Levy process and an, bn ∈ IR. In
this paper we solve the question of approximation α-stable processes by Levy processes of
type (1).
In Section 2 we prove the criterion of convergence of sequence Levy processes Vn
in distribution in the Skorohod space D[0, 1] (Theorem 1). As a corollary we obtain a
theorem of the convergence in distribution of compound Poisson processes. This corollary
can be used from approximation the Levy process by random sums with the Poisson index
summation.
In Section 3 we introduce conditions for the process V under which the sequence Xn
converges in distribution in D[0, 1] to a α-stable Levy process Yα, 0 < α < 2 (Theorem
2) and conditions for process V under which Xn converges in distribution in D[0, 1] to a
Wiener random process W (Theorem 4). In particular we consider an = n
1/α and specify
conditions for the process V under which Xn converges in distribution to Yα, 0 < α < 2
(Theorem 3).
In Section 4 it proved almost sure versions of the limit theorems from Section 3. We
describe the sequences (sn) such that the sequence of measures
Qn(ω) =
1
lnn
n∑
k=1
1
k
δXk(t)(ω), n ∈ IN (2)
where δx denotes the measure of unit mass, concentrated in the point x, converges weakly
to a distribution of Yα or W in D[0, 1] for almost all ω ∈ Ω.
The proofs of our results are based on the criterion for integral type almost sure version
of a limit theorem which was obtained in Chuprunov and Fazekas [4].
1
2 Functional limit theorems.
We will denote by
d
→ the convergence in distribution, by
d
= the equality in distribution,
by φξ the characteristic function of the random variable ξ. We will suppose
∑
i∈∅ ai = 0.
Recall, that V (t), t ≥ 0 is a Levy process if V (0) = 0 and V is a homogeneous stochas-
tically continuous random process with independent increments, such that it’s trajectories
belong to the Skorohod space. In the paper we will denote by the same symbols the
random process and the random element corresponding to this random process.
Using the Levy’s representation (see [5], sect. 18) we can assume that the characteristic
function of the Levy process V = V (γ, σ, L,R) is
ϕV (t)(x) = IE
(
eixV (t)
)
= ψ (t, x, L(y), R(y), σ, γ) = exp [itxγ−
−
σ2x2t
2
+ t


0∫
−∞
(
eixy − 1−
ixy
1 + y2
)
dL(y) +
∞∫
0
(
eixy − 1−
ixy
1 + y2
)
dR(y)



 ,
x ∈ IR
Here L(y) is (left-continuous and) non-decreasing on (−∞, 0) with L(−∞) = 0 and
R(y) is (right-continuous and) non-decreasing on (0,∞) with R(∞) = 0 and
∫ 0
−ε
y2dL(y) +
∫ ε
0
y2dR(y) < +∞ for all ε > 0. (3)
Not bounded the community, we can assume γ = 0 and we will denote V (σ,L,R) =
V (0, σ, L,R).
The main result of the section is the following theorem.
Theorem 1. Let Vn = Vn(σn, Ln, Rn), V = V (σ,L,R) be Levy processes. Then
Vn
d
→ V as n→∞ (4)
in D[0, 1] if and only if
Vn(1)
d
→ V (1) as n→∞. (5)
Proof. The proof of the necessity is evident. We will prove the sufficiency. By
Theorem 2, sect.19 in [5], (5) implies
Ln(y)→ L(y), Rn(y)→ R(y), as n→∞
and
lim
ε→0
lim
n→∞
{∫ 0
−ε
u2dLn(u) + σ
2
n +
∫ ε
0
u2dRn(u)
}
=
lim
ε→0
lim
n→∞
{∫ 0
−ε
u2dLn(u) + σ
2
n +
∫ ε
0
u2dRn(u)
}
= σ2.
Therefore by Theorem 2 of sect. 19 in [5] Vn(t)
d
→ V (t) as n→∞ for all t ∈ [0, 1].
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Let 0 ≤ t0 < t1 < ... < tn ≤ 1. Introduce the notation ∆Vni = Vn(ti) − Vn(ti−1) and
∆Vi = V (ti) − V (ti−1). Since ∆Vni, 1 ≤ i ≤ k are independent random variables and
∆Vni
d
→ ∆Vi as n→∞, we have:
(∆Vn1, ...,∆Vnk)
d
→ (∆V1, ...,∆Vk) as n→∞.
Consequently, the finite dimensional distributions of Vn converge to the finite dimensional
distributions of V .
By Theorem 1 in [11] (p. 229), it’s sufficiently to demonstrate that for all ε > 0
lim
h→∞
lim
n→∞
sup
|t′−t′′|≤h
P{|Vn(t
′)− Vn(t
′′)| > ε}. (6)
By Theorem 4 in [12] the set of measures in D[0, 1], corresponding to the processes Vn
is relatively compact. Then by Theorem 1 in [12] we obtain (6). Proof is completed.
Let ξni, ξi i ∈ N, be independent identically distributed random variables for all n ∈ IN,
pi(t) is a Poisson random process with the intensity 1, ξni and pi(t) are independent. We
will consider the Levy processes
V ′n(t) =
pi(t)∑
i=1
ξni, t ∈ [0, 1] (7)
and
V ′(t) =
pi(t)∑
i=1
ξi, t ∈ [0, 1]. (8)
Such processes are called the compound processes.
Corollary 1. Let V ′n and V
′ be defined by (7), (8). Suppose that
ξni
d
→ ξi as n→∞. (9)
Then we have
V ′n
d
→ V ′ as n→∞ (10)
in D[0, 1].
Proof. Observe that (9) implies
φξn1(x)→ φξ1(x) as n→∞ for all x ∈ IR.
Since
φV ′n(1)(x) = exp {φξn1(x)− 1}, x ∈ IR
and
φV ′(1)(x) = exp {φξ(x)− 1}, x ∈ IR,
we have
φV ′n(1)(x)→ φV ′(1)(x) as n→∞ for all x ∈ IR.
Consequantly,
V ′n(1)
d
→ V ′(1) as n→∞
and we can apply Theorem 1. Proof is completed.
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Consider now the random processes
V ′′n (t) =
pi(knt)∑
i=1
ξni, t ∈ [0, 1], kn ∈ N, n ∈ IN. (11)
Corollary 2. Let V ′′n be defined by (11). Suppose that
kn∑
i=1
ξni
d
→ γ as n→∞, (12)
where γ is an infinitely divisible random variable. Then one has
V ′′n
d
→ V ′′ as n→∞ (13)
in D[0, 1], where V ′′(t), t > 0 is a Levy process such that V ′′(1)
d
= γ.
Proof. The convergence (12) implies, that for all x ∈ IR
φ∑kn
i=1
ξni
(x)→ φγ(x) as n→∞.
The characteristic function of V ′′n (1) is
φV ′′n (1)(x) = exp {kn(φξn1(x)− 1)}, x ∈ IR.
Observe, that
kn lnφξni(x) = kn ln(1− (1− φξni(x))) = (φξni(x)− 1)kn + kno(φξni(x)− 1).
Therefore
φV ′′n (1)(x)→ φV ′′(1)(x) as n→∞ for all x ∈ IR.
Consequantly,
V ′′n (1)
d
→ V ′′(1) as n→∞
and we can apply Theorem 1. Proof is completed.
3 The convergence to α-stable processes.
Let 0 < α < 2.
Consider the conditions:
L(−y)/|R(y)| → c1/c2, as y →∞ , (14)
L(−y) + |R(y)|
L(−yx) + |R(yx)|
→ xα, as y →∞ , (15)
where c1, c2 ≥ 0, c1 + c2 > 0 are valid.
By Theorem 2, sect.35 in [5], the conditions (14), (15) imply that an infinitely divisible
random variable with functions L(y) and R(y) in Levy’s representation of it’s charac-
teristic function belongs to the domain of attraction of the α-stable law having Levy’s
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representation Lα(y) =
c1
|y|α , Rα(y) =
c2
−yα . Than it exists an, sn such that sn, an → ∞
as n→∞ and
for all y < 0 snL(any)→
c1
|y|α
, as n→∞, for all y > 0 snR(any)→
c2
−yα
as n→∞.
(16)
Consider the sequence of the random processes
Xn(t) =
V (snt)
an
− tbn, t ∈ [0, 1], n ∈ IN, (17)
where sn, an ∈ IR are defined by conditions (16) and
bn =
∫ 0
−∞
z3(1− a2n)
(1 + z2)(1 + a2nz
2)
dsnL(anz) +
∫ +∞
0
z3(1− a2n)
(1 + z2)(1 + a2nz
2)
dsnR(anz). (18)
Denote Yα = V (0,
c1
|y|α ,
c2
−yα ). Then Yα is a α-stable process (0 < α < 2). Now we can
formulate the next theorem of convergence to a α-stable Levy processes.
Theorem 2. Let (14) and (15) be valid, sn and an be satisfy (16), Xn be defined by
(17), bn be defined in (18) and σ = 0. Then we have
Xn
d
→ Yα, as n→∞
in D[0, 1].
Proof. The characteristic function of Xn is
ϕXn(t)(x) =
= exp

t


0∫
−∞
(
eixy − 1−
ixy
1 + y2
)
d(snL(any)) +
∞∫
0
(
eixy − 1−
ixy
1 + y2
)
d(snR(any))



 .
Then
Xn(1)
d
→ Yα(1)
as n→∞, and by Theorem 1 we obtain the affirmation of theorem. Proof is completed.
Consider the functions
L(x) = (c1 + α1(x))
1
|x|α
, x < 0, (19)
R(x) = (c2 + α2(x))
1
−xα
, x > 0, (20)
where α1(x) and α2(x) are the functions such that
lim
x→−∞
α1(x) = lim
x→+∞
α2(x) = 0. (21)
By Theorem 5, sect. 35 in [5], the infinity divisible random variable γ belongs to the
domain of normal attraction of the α-stable low if and only if the functions L(x) and R(x)
in Levy representation of its characteristic function are (19) and (20), relatively.
Then
for all x < 0 nL(n1/αx)→
c1
|x|α
, for all x > 0 nR(n1/αx)→
c2
−xα
as n→∞. (22)
5
Consider the sequence of the random processes
X ′n(x) =
V (nt)
n1/α
− tb′n, x ∈ [0, 1], n ∈ IN, (23)
where
b′n =
∫ 0
−∞
z3(1 − n2/α)
(1 + z2)(1 + n2/αz2)
dnL(n1/αz)+
∫ +∞
0
z3(1− n2/α)
(1 + z2)(1 + n2/αz2)
dnR(n1/αz). (24)
Then the next theorem is valid
Theorem 3. Let X ′n be defined by (23), bn be defined by (24) and σ = 0. Then the
conditions (19), (20), (21) imply the convergence
X ′n
d
→ Yα, as n→∞ (25)
in D[0, 1].
Proof. The characteristic function of X ′n is
ϕX′n(t)(x) =
= exp

t


0∫
−∞
(
eixy − 1−
ixy
1 + y2
)
dnL(n1/αy) +
∞∫
0
(
eixy − 1−
ixy
1 + y2
)
dnR(n1/αy)



 .
Then
X ′n(1)
d
→ Yα(1)
as n→∞, and by Theorem 1 we obtain (25). Proof is completed.
Let now α = 2. Consider the condition
x2
(∫ −x
−∞ dL(y) +
∫+∞
x dR(y)
)
∫ 0
−x y
2dL(y) +
∫ x
0 y
2dR(y)
→ 0 as x→∞. (26)
By Theorem 1, sect. 35 in [5], the condition (26) is valid if and only if an infinitely
divisible random variable γ with functions L(y) and R(y) in Levy’s representation of it
characteristic function belongs to the domain of attraction of Gaussian law having Levy’s
representation ψ(t, x, 0, 0, σW ). Then exists an, sn such that sn, an →∞ as n→∞ and
for all y < 0 snL(any)→ 0, for all y > 0 snR(any)→ 0, (27)
lim
ε→0
lim
n→∞
{∫ 0
−ε
u2dsnL(anu) +
σ2
a2n
sn +
∫ ε
0
u2dsnR(anu)
}
=
lim
ε→0
lim
n→∞
{∫ 0
−ε
u2dsnL(anu) +
σ2
a2n
sn +
∫ ε
0
u2dsnR(anu)
}
= σ2W . (28)
Consider the sequence of the random processes
Xn(t) =
V (snt)
an
− tbn, t ∈ [0, 1], n ∈ IN, (29)
where sn, an ∈ IR are defined by conditions (27), (28) and
bn =
∫ 0
−∞
z3(1− a2n)
(1 + z2)(1 + a2nz
2)
dsnL(anz) +
∫ +∞
0
z3(1− a2n)
(1 + z2)(1 + a2nz
2)
dsnR(anz)−
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− i lim
ε→0


0∫
−ε
z2dsnL(anz) +
ε∫
0
z2dsnR(anz)

 . (30)
Theorem 4. Let an, sn be satisfied (27),(28) and Xn be defined by (29), bn be defined
by (30). Then the condition (26) implies
Xn
d
→ σWW, as n→∞,
in D[0, 1] .
Proof. The characteristic function of Xn(t) is:
ϕXn(t)(x) = exp
[
−snt
σ2
2a2n
x2 +
+t


0∫
−∞
(eixy − 1−
ixy
1 + y2
)dsnL(any) +
∞∫
0
(eixy − 1−
ixy
1 + y2
)dsnR(any)



 .
Then
Xn(1)
d
→ σWW (1)
as n→∞. Then by Theorem 1
Xn
d
→ σWW.
Proof is completed.
Consider the random processes
Xt(x) =
V (tx)
f(t)
− xg(t), x ∈ [0, 1], t ∈ (0,∞), (31)
g(t) =
0∫
−∞
v3(f(t)2 − 1)
f(t)(1 + v2)(f(t)2 + v2)
dtL(f(t)v) +
∞∫
0
v3(f(t)2 − 1)
f(t)(1 + v2)(f(t)2 + v2)
dtR(f(t)v)
(32)
4 Almost sure versions.
Now we will consider the sequence of measures Qn(ω), defined in (2) and connected with
the random processes Xn, defined in (1) with the condition for sequence sn:
(A) for some β > 0 the sequence
(
sn
nβ
)
is increasing as n→∞.
Let Yα is a α-stable random process (0 < α ≤ 2). We will denote by
w
→ the weak
convergence of measures, by µα the distribution of the random element Yα and by ρ(x, y)
the usual metric in D[0, 1], with which D[0, 1] is a separable complete space.
Let ξni are independent identically distributed random variables. Consider the sums
Sn =
∑kn
i=1 ξni. Below we will used the next lemma:
Lemma 1. Let S be an infinitely divisible random variable such that
Sn
d
→ S as n→∞. (33)
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Then for all C > 0 the next conditions are valid:
C1 = sup
n∈N
knP{|ξn1| ≥ C} < +∞,
C2 = sup
n∈N
knE(ξn1I{|ξ1|<C}) < +∞,
C3 = sup
n∈N
knD(ξn1I{|ξn1|<C}) < +∞,
Proof. By Theorem 1, sect. 23 in [5], the convergence (33) implies that
sup
n∈N
knE
ξ2n1
1 + ξ2n1
< +∞.
Observe, that
sup
n∈N
knP{|ξn1| ≥ C} = sup
n∈N
knEI{|ξn1|≥C} = sup
n∈N
kn
C2 + 1
C2
E
(
C2
1 + C2
I{|ξn1|≥C}
)
≤
≤ sup
n∈N
kn
C2 + 1
C2
E
(
ξ2n1
1 + ξ2n1
)
< +∞;
By Theorem 2 in [13] (p. 373),
sup
n∈N
knE(ξn1I{|ξn1|<C}) < +∞;
sup
n∈N
knD
(
ξn1I{|ξn1|<C}
)
≤ sup
n∈N
knEξ
2
n1I{|ξn1|<C} =
= sup
n∈IN
kn(1 + C
2)E
(
ξ2n1
1 + C2
I{|ξn1|<C}
)
≤ sup
n∈N
kn(1 + C
2)E
(
ξ2n1
1 + ξ2n1
)
< +∞.
The proof is completed.
Theorem 5. Let (A) be valid and Xn
d
→ Yα as n→∞. Then it holds
Qn(ω)
w
→ µα (34)
as n→∞ for almost all ω ∈ Ω in D[0, 1].
Proof. Let 0 < l < k and
Xlk(t) =
{
bkt 0 ≤ t ≤
sl
sk
Xk(t)−
V (sl)
ak
sl
sk
≤ t ≤ 1
Then Xlk and Xl are independent random processes.
It’s clear, that D[0, 1] is a complete separable space in the metric
ρ0(x, y) =
ρ(x, y)
1 + ρ(x, y)
, x, y ∈ D[0, 1].
We will consider the metric
ρ1(x, y) = min{ sup
0≤t≤1
|x(t)− y(t)|, 1}.
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Observe, that
ρ1(x, y) ≥ ρ0(x, y), x, y ∈ D[0, 1].
We will show that
Eρ1(Xk,Xkl) ≤ C
(
l
k
)β
2
. (35)
Since V (t) is a random process with independent increments,
V (sl) =
nl∑
i=1
ξi,
where ξi = V
(
sli
nl
)
−V
(
sl(i−1)
nl
)
are independent identically distributed random variables.
Let nk ∈ N such that
nl
nk
≤ slsk and it exists λ ∈ [0, 1] such that
V (λ) =
nk∑
i=1
ξi.
We have
Emin
{
1
ak
nl∑
i=1
|ξiI{|ξi|≥ak}|, 1
}
≤ nlEmin{
1
ak
|ξi|I{|ξi|≥ak}, 1} ≤ nlP{|ξ1| ≥ ak} =
=
nl
nk
nkP{|ξ1| ≥ ak} ≤ C1
(
l
k
)β
≤ C1
(
l
k
)β
2
,
and
Emin
{
1
ak
∣∣∣∣∣
nl∑
i=1
ξiI{|ξi|<ak}
∣∣∣∣∣ , 1
}
=
Emin{
1
ak
|
nl∑
i=1
ξiI{|ξi|<ak} − EξiI{|ξi|<ak} +EξiI{|ξi|<ak}|, 1} ≤
sl
sk
√
nkD(
1
ak
ξ1I{|ξ1|<ak}) +
sl
sk
nkE(
1
ak
ξ1I{|ξ1|<ak}) ≤ (C2 +
√
C3)
(
l
k
)β
2
,
where C1, C2, C3 are defined in Lemma 1.
Then, using the moment inequality from [8], sect. 5, p. 231 we obtain
Eρ1(Xk,Xlk) = Emin{ sup
0≤t≤1
|Xk −Xlk|, 1} = Emin

 sup0≤t≤ sl
sk
|
V (tsk)
ak
|, 1

 ≤
4Emin
{∣∣∣∣V (sl)ak
∣∣∣∣ , 1
}
= 4Emin{
1
ak
|
nl∑
i=1
ξi|, 1} ≤
4Emin{
1
ak
|
nl∑
i=1
ξiI{|ξi|<ak}|, 1}+4Emin{
1
ak
|
nl∑
i=1
ξiI{|ξi|≥ak}|, 1} ≤ 4(C1+C2+
√
C3)
(
l
k
)β
2
.
Then by Lemma 1 from [2], this and Theorems 2-4 imply the convergence (34). The
proof is completed.
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