Introduction
In classical cohomology theory the best known place where one encounters twisted coefficients is the Poincaré duality theorem, which, for a compact oriented n-dimensional manifold X, relates to the pairing between cohomology classes in complementary dimensions given by multiplication followed by integration over X:
If X is not orientable there is a local coefficient system ω on X whose fibre ω x at each point x is non-canonically Z, and the duality pairing is
The difference between elements of H n (X; Z) and of H n (X; ω) is the difference between n-forms and densities.
In K-theory the Poincaré pairing involves twisting even when X is oriented. Let us, for simplicity, take X even dimensional and Riemannian. Then the analogue of the local system ω is the bundle C of finite dimensional algebras on X whose fibre C x at x is the complex Clifford algebra of the cotangent space T * x at x. Alongside the usual K-group K 0 (X) formed from the complex vector bundles on X there is the group K 0 C (X) formed from C-modules, i.e. finite dimensional complex vector bundles E on X such that each fibre E x has an action of the algebra C x . On the sections of such a C-module E there is a Dirac operator (defined by choosing a connection in E; here D i is covariant differentiation in the i th coordinate direction, and γ i is Clifford multiplication by the dual covector). In fact the module E automatically has a decomposition E = E + ⊕ E − , and D E maps the space of sections Γ(E + ) to Γ(E − ), and vice versa. Each component
is Fredholm, and associating to E the index of D + E defines a homomorphism
which is the K-theory analogue of the integration map
Tensoring C-modules with ordinary vector bundles then defines the Poincaré pairing
We can define a twisted K-group K
0
A for any bundle A of finite dimensional algebras on X. The interesting case is when each fibre A x is a full complex matrix algebra: equivalence classes of such bundles A correspond, as we shall see, to the torsion elements in H 3 (X; Z). The class of the bundle C of Clifford algebras of an even-dimensional orientable real vector bundle E is the integral third Stiefel-Whitney class W 3 (E) ∈ H 3 (X; Z), the image of w 2 (E) ∈ H 2 (X; Z/2) by the Bockstein homomorphism. In this paper we shall consider a somewhat more general class of twistings parametrized by elements of H 3 (X; Z) which need not be of finite order. From one viewpoint the new twistings correspond to bundles of infinite dimensional algebras on X.
In fact the bundle C of Clifford algebras on a manifold X is a mod 2 graded algebra, and the definition of K 0 C should take the grading into account. When this is done the pairing (1.1) expresses Poincaré duality even when X is not orientable.
The existence of the twisted K-groups has been well-known to experts since the early days of K-theory (cf. Donovan-Karoubi [DK] , Rosenberg [R] ), but, having until recently no apparent role in geometry, they attracted little attention. The rise of string theory has changed this. In string theory spacetime is modelled by a new kind of mathematical structure whose "classical limit" is not just a Riemannian manifold, but rather one equipped with a so-called B-field [S4] . A B-field β on a manifold X is precisely what is needed to define a twisted K-group K 0 β (X), and the elements of this group represent geometric features of the stringy space-time. If the field β is realized by a bundle A of algebras on X then K 0 β (X) is the K-theory of the noncommutative algebra of sections of A, and it is reasonable to think of the stringy space-time as the "non-commutative space" -in the sense of Connes [C] -defined by this algebra.
A purely mathematical reason for being interested in twisted K-theory is the beautiful theorem proved recently by Freed, Hopkins, and Teleman which expresses the Verlinde ring of projective representations of the loop group LG of a compact Lie group G -a ring under the subtle operation of "fusion" -as a twisted equivariant K-group of the space G. Here the twisting corresponds to the "level", or projective cocycle, of the representations being considered.
In this paper we shall set out the basic facts about twisted K-theory simply but carefully. There are at least two ways of defining the groups, one in terms of families of Fredholm operators, and the other as the algebraic Ktheory of a non-commutative algebra. We shall adopt the former, but shall sketch the latter too. The equivariant version of the theory is of considerable interest, but it has seemed clearest to present the non-equivariant theory first, using arguments designed to generalize, and only afterwards to explain the special features of the equivariant case.
The plan of the paper is as follows.
Section 2 discusses the main properties of bundles of infinite dimensional projective spaces, which are the "local systems" which we shall use to define twisted K-theory. Section 3 gives the definition of the twisted K-theory of a space X equipped with a bundle P of projective spaces, first as the group of homotopy classes of sections of a bundle on X whose fibre at x is the space of Fredholm operators in the fibre P x of P , then as the algebraic K-theory of a C * -algebra associated to X and P . The twistings by bundles of projective spaces are not the most general ones suggested by algebraic topology, and at the end of this section we mention the general case.
Section 4 outlines the algebraic-topological properties of twisted K-theory.
Section 5 describes some interesting examples of projective bundles and families of Fredholm operators in them, related to the ones occurring in the work of Freed, Hopkins, and Teleman [FHT] . In fact these are naturally equivariant examples.
Section 6 turns to the equivariant theory, explaining the parts which are not just routine extensions of the non-equivariant discussion.
Apart from that there are three technical appendices concerned with points of functional analysis with which we did not want to hold up the main text. The third is an equivariant version of Kuiper's proof of the contractibility of the general linear group of Hilbert space with the norm topology.
Bundles of projective spaces
The "local systems" which we shall use to define twisted K-theory are bundles of infinite dimensional complex projective spaces. This section treats their basic properties.
We shall consider locally trivial bundles P → X whose fibres P x are of the form P(H), the projective space of a separable complex Hilbert space H which will usually, but not invariably, be infinite dimensional (we shall at least require that it has dimension ≥ 1, so that P(H) is non-empty). We shall assume that our base-spaces X are metrizable, though this could easily be avoided by working in the category of compactly generated spaces. The projective-Hilbert structure of the fibres is supposed to be given. This means that P is a fibre bundle whose structural group is the projective unitary group P U(H) with the compact-open topology.
* The significance of this topology is that a map X → P U(H) is the same thing as a bundle isomorphism
* An account of the compact-open topology can be found in Appendix 1.
In fact, essentially by the Banach-Steinhaus theorem, the same is true if P U(H) has the slightly coarser topology of pointwise convergence, which is called the "strong operator topology" by functional analysts.
Let us stress that we do not want to assume that the structural group of our bundles is P U(H) with the norm topology, i.e. that there is a preferred class of local trivializations between which the transition functions are normcontinuous, for doing so would exclude most naturally arising bundles. For example, if Y → X is a smooth fibre bundle with compact fibres Y x then the Hilbert space bundle E on X whose fibre E x is the space of L 2 half-densities on Y x does not admit U(H) with the norm topology as structure group, for the same reason that if H = L 2 (G) is the regular representation of a group G the action map G → U(H) is not norm-continuous, even if G is compact. Nevertheless, it follows from Proposition 2.1(ii) below that for many purposes we lose nothing by working with norm-continuous projective bundles, and it is simpler to do so.
When we have a bundle P → X of projective spaces we can construct another bundle End(P ) on X whose fibre at x is the vector space End(H x ) of endomorphisms of a Hilbert space H x such that P x = P(H x ). For, although H x is not determined canonically by the projective space P x , if we make another choiceH x with P(H x ) = P(H x ) then End(H x ) is canonically isomorphic to End(H x ), and it makes sense to define
This observation will play a basic role for us, and we shall use several variants of it, replacing End(H x ) by, for example, the subspaces of compact, Fredholm, Hilbert-Schmidt, or unitary operators in End(H x ). We must beware, however, that if the structural group of P does not have the norm topology we must use the compact-open topology on the fibres of End(P),Fred(P ), or U(P ). In the case of the compact or Hilbert-Schmidt operators there is no problem of this kind, for, as is proved in Appendix 1, the group U(H) with the compact-open topology acts continuously on the Banach space K(H) of compact operators and the Hilbert space H * ⊗ H of Hilbert-Schmidt operators.
Each bundle P → X of projective spaces has a class η P ∈ H 3 (X; Z) defined as follows. Locally P arises from a bundle of Hilbert spaces on X, so we can choose an open covering {X α } of X and isomorphisms P |X α ∼ = P(E α ), where E α is a Hilbert space bundle on X α . If the covering {X α } is chosen sufficiently fine * the transition functions between these "charts" can be realized by isomorphims
where X αβ = X α ∩ X β , which are projectively coherent, so that over each triple intersection X αβγ = X α ∩ X β ∩ X γ the composite
is multiplication by a circle-valued function f αβγ : X αβγ → T. These functions {f αβγ } constitute a cocycle defining an elementη P of theČech cohomology group H 2 (X; sh(T)), where sh(T) denotes the sheaf of continuous T-valued functions on X. Using the exact sequence
we can define η P as the image ofη P under the coboundary homomorphism
(which is an isomorphism because H i (X; sh(R)) = 0 for i > 0 by the existence of partitions of unity).
Before stating the main result of this section let us notice that bundles of projective Hilbert spaces can be tensored: the fibre (P 1 ⊗ P 2 ) x is the Hilbert space tensor product P 1,x ⊗ P 2,x , i.e. the space of Hilbert-Schmidt operators P * 1,x → P 2,x . Furthermore, for any bundle P the bundle P * ⊗ P comes from a vector bundle. In fact P * ⊗ P = P(E), where E is the bundle of Hilbert-Schmidt endomorphisms of P . (This is a first application of the observation above that the vector space End(H) is functorially associated to the projective space P(H), even though H itself is not.) Proposition 2.1 (i) We have η P = 0 if and only if the bundle P of projective spaces comes from a vector bundle E on X.
(ii) Each element of H 3 (X; Z) arises from a bundle P , even from one whose structure group is P U(H) with the norm topology.
(iii) If the fibres of P are infinite dimensional and separable then P is determined up to isomorphism by η P .
(iv) If P has finite dimensional fibres P(C n ) then nη P = 0.
(v) Every torsion element of H 3 (X; Z) arises from a finite dimensional bundle P , though a class of order n need not arise from a bundle with fibre P(C n ).
(vi) If P 0 → P is a tame embedding of projective bundles, in the sense explained below, then η P 0 = η P . In particular, if P has a continuous section then η P = 0, and if P is a fixed projective space then
(viii) We have η P * = −η P .
In (vi) above, a tame embedding means one which is locally isomorphic (on X) to the inclusion of X × P(H 0 ) in X × P(H), where H 0 is a closed subspace of H. A typical example of a non-tame embedding is the following. Let H be the standard Hilbert space L 2 (0, 1). Then in the trivial bundle X × H on the closed interval X = [0, ] the subbundle whose fibre at x is L 2 (x, 1) is not tame.
Proposition (2.1), whose proof is given below, tells us that the group of isomorphism classes of projective bundles (with infinite dimensional separable fibres) under the tensor product is precisely H 3 (X; Z). We also need to know about the automorphism groups of these bundles. An automorphism α : P → P defines a complex line bundle L α on X: the non-zero elements of the fibre of L α at x are the linear isomorphisms E x → E x which induce α|P x , where P x = P(E x ). (We have already pointed out that the choice of E x is irrelevant.) Proposition 2.2 For a projective bundle P with infinite dimensional separable fibres the assignment α → L α identifies the group of connected components of the automorphism group of P with the group H 2 (X; Z) of isomorphism classes of complex line bundles on X.
The proof will be given presently.
In fact the natural objects that can be used to twist K-theory are not simply bundles P → X of projective spaces, but rather are bundles of projective spaces in which a unitary involution is given in each fibre P x . An involution in a projective space P expresses it as the join of two disjoint closed projective subspaces P + and P − which, despite the notation, are not ordered. We shall always assume that P + x and P − x fit together locally to form tame subbundles of P . Thus the involution defines a double covering of X, and hence a class ξ P ∈ H 1 (X; Z/2). Let Proj ± (X) denote the group of isomorphism classes of infinite dimensional projective Hilbert space bundles with involution on X, under the operation of graded tensor product.
Proposition 2.3 As sets we have
canonically, but the tensor product of bundles induces the product
on the cohomology classes, where ξ 1 ξ 2 ∈ H 2 (X; Z/2) is the cup-product, and
is the Bockstein homomorphism.
In other words, we have an exact sequence
which is split, but not canonically split. The Bockstein cocycle describing the extension expresses the extent to which the forgetful functor from projective spaces with involution to projective spaces does not respect the tensor product. The proof of (2.3) is very simple. We can think of elements of H 1 (X; Z/2) as real line bundles on X, and can define a map
by taking a line bundle L to P(S L ⊗ H), where S L is an irreducible graded module for the bundle of Clifford algebras C(L), and H is a fixed Hilbert space. Now
where everything is understood in the graded sense. But
which is the assertion of (2.3).
Proof of Proposition (2.1)
(i) This is immediate because the vanishing of theČech cohomology class η P ∈ H 2 (X; sh(T)) defined by transition functions {g αβ } is precisely the condition that the g αβ can be multiplied by functions λ αβ : X αβ → T to make them exactly coherent.
(ii) Because the unitary group U(H) of an infinite dimensional Hilbert space is contractible -with either the norm topology, or the compact-open topology (see Appendix 2) -the projective group P U(H) has the homotopy type of an Eilenberg-Maclane space K(Z, 2), and its classifying space BP U(H) is accordingly a K(Z, 3). Thus any element of H 3 (X; Z) corresponds to a map f : X → BP U(H), and hence to the bundle of projective spaces pulled back by f from the universal bundle on BP U(H).
(iii) Any bundle can be pulled back from the universal bundle, and homotopic maps pull back isomorphic bundles.
(iv) The commutative diagram of exact sequences
where µ n is the group of n th roots of unity, and the right-hand vertical map is the identity, shows that the invariantη P ∈ H 2 (X; sh(T)), when P has structural group P U n , comes from H 2 (X; sh(µ n )), and hence has order dividing n.
(v) (The following argument is due to Serre, see [G] .) If l divides msay m = lr -we have an inclusion P U l → P U m given by tensoring with C r . By Bott periodicity the homotopy groups π i (BP U l ) for i < 2l − 1 are given by
The inclusion P U l → P U m induces multiplication by r = m/l on all homotopy groups, so we have
Thus BP U ∞ can be constructed from the Eilenberg-Maclane space K(Q/Z, 2) by successively forming fibrations over it with fibres K(Q, 2j). A fibration with fibre K(Q, 2j) on a base-space Y is determined by an element of H 2j+1 (Y ; Q). Now K(Q/Z, 2) has the rational cohomology of a point, while the other Eilenberg-Maclane spaces involved have rational cohomology only in even dimensions. So
This means that every element η
′ of H 2 (X; Q/Z) can be realized by a BP U ∞ -bundle P whose invariant η P is the image of η ′ in H 3 (X; Z). But from the Bockstein sequence for 0 → Z → Q → Q/Z → 0 the torsion elements of H 3 (X; Z) are precisely the image of H 2 (X; Q/Z). There is, however, no reason to expect that when nη = 0 we can represent the class of η by a bundle with fibre P(C n ). We have seen, for example, that the class of the bundle Cliff(E) of Clifford algebras of a 2k-dimensional real vector bundle E -or, equivalently, of the projective bundle of spinors of E -is W 3 (E) ∈ H 3 (X; Z), which is of order 2, while the projective bundle of spinors has dimension 2 k − 1, and there is no reason to expect its class to be represented by a bundle of lower dimension. But to have a concrete counterexample we can reason as follows. The invariant of a bundle with fibre P (C 2 ) is given by a map
If every invariant of order 2 came from a P U 2 -bundle then the map
and taking loops would give
which is impossible because the Bockstein map K(Z, 1) → K(Z, 2) (i.e. RP ∞ ֒→ CP ∞ ) clearly does not factorize through a finite dimensional space.
(vi) This follows by the argument of case (iv) from the diagram
(vii) Here we consider
where the left-hand vertical map is composition in T.
(viii) This follows from (vii).
Proof of Proposition (2.2) An automorphism of P is a section of a bundle on X whose fibre is P U(H). This bundle, however, comes from one with fibre U(H), and so it is trivial. The group of automorphisms can therefore be identified with the maps from X to P U(H), which is an Eilenberg-Maclane space K(Z, 2).
The definition
It is well known (see [A] Appendix) that the space Fred(H) of Fredholm operators in an infinite dimensional Hilbert space H, with the norm topology, is a representing space for K-theory, i.e. that
for any space X, where [ ; ] denotes the set of homotopy classes of continuous maps. The basic observation for twisting K-theory is that when P is a bundle on X with fibre P(H) there is an associated bundle Fred(P ) with fibre Fred(H), and we can define K 0 P (X) as the set of homotopy classes of sections of Fred (P ) .
If the bundle P admits the projective unitary group P U(H) norm with the norm topology as its structure group this is straightforward, as P U(H) norm acts on Fred(H) by conjugation. But, as we have explained, we want to avoid that assumption. (To be quite clear, for any given projective bundle P we could, by 2.1(ii), choose a reduction of the structure group to P U(H) norm , but we could not then expect a natural family of Fredholm operators in P to define a continuous section of Fred (P ) .) We can, of course, in any case construct a bundle whose fibre is Fred(H) c.o. with the compact-open topology, but Fred(H) c.o. does not represent K-theory: it is a contractible space (see Appendix 2), and the index is not a continuous function on it.
We can deal with this problem in various ways. The simplest is to replace Fred(H) by another representing space for K-theory on which P U(H) c.o. does act continuously. One such space is the restricted Grassmannian Gr res (H) described in Chap. 7 of [PS] . In practical applications of the theory, however, K-theory elements are more often represented by families of Fredholm operators -usually elliptic differential operators -than by maps into Grassmannians. We therefore stay with Fredholm operators, and we can do this by defining a modified space of operators, bearing in mind that a continuously varying Fredholm operator usually has a natural continuously varying parametrix. An operator A : H → H is Fredholm if and only if it is invertible modulo compact operators, i.e. if there exists a "parametrix" B : H → H such that AB − 1 and BA − 1 are compact. Let us therefore consider the set Fred ′ (H) of pairs (A, B) of Fredholm operators related in this way. Ignoring topology for the moment, notice that the projection (A, B) → A makes Fred ′ (H) a bundle of affine spaces over Fred(H) whose fibres are isomorphic to the vector space K of compact operators. We shall give Fred ′ (H) the topology induced by the embedding A proof of the following proposition is implicit in [S3] , where a more general situation is treated. But for clarity we have included a direct proof of 3.1(i) in Appendix 2, while 3.1(ii) is proved in Appendix 1.
Proposition 3.1 (i) Fred
′ (H) is a representing space for K-theory.
(ii) The group PGL(H) with the compact-open topology acts continuously on Fred ′ (H) by conjugation.
If P → X is an infinite dimensional bundle of projective spaces Proposition (3.1) allows us to define the associated bundle Fred ′ (P ), and we can define K 0 P (X) as the group of homotopy classes of its actions. To deal with the multiplicativity properties of K-theory, however, it is convenient, following [AS] , to introduce the mod 2 graded spaceĤ = H ⊕ H = H ⊗ C 2 and to replace Fred ′ (H) by Fred ′′ (Ĥ), the bundle whose fibres are the pairs (Â,B) of self-adjoint degree 1 operators inĤ such thatÂB andBÂ differ from the identity by compact operators. The space Fred ′′ (Ĥ) is, of course, homeomorphic to Fred ′ (H), but it allows us to use a slightly larger class of twistings. For if H = H + ⊕ H − has a mod 2 grading we can giveĤ = H ⊗ C 2 the usual tensor product grading. As the space Fred ′′ (Ĥ) of self-adjoint degree 1 operators inĤ does not change if the grading of H is reversed, the bundle Fred ′′ (P ) associated to a projective bundle P with involution is well-defined. It will be technically more convenient, however, to modify the fibre Fred ′′ (Ĥ) still further, without changing its homotopy type. Let us recall that for any bounded operator A there is a unique positive self-adjoint operator |A| such that
are self-adjoint degree 1 Fredholm operators which are inverse modulo compact operators thenÃ
is another operator of the same type, but with the property thatÃ 2 differs from the identity by a compact operator. It can be connected toÂ in Fred ′′ (H) by the path {Ã t } t∈[0,1] wherẽ
Definition 3.2 IfĤ is a mod 2 graded Hilbert space, let Fred (0) (Ĥ) denote the space of self-adjoint degree 1 Fredholm operatorsÃ inĤ such thatÃ 2 differs from the identity by a compact operator, with the topology coming from its embeddingÃ → (Ã,Ã 2 − 1) in B × K.
Of course Fred (0) (Ĥ) is a representing space for K-theory, and whenever we have a projective Hilbert bundle P with involution we can define an associated bundle Fred (0) (P ).
Definition 3.3 For a projective Hilbert bundle P with involution, we write K 0 P (X) for the space of homotopy classes of sections of Fred (0) (P ), wherê P = P ⊗ P(Ĥ), whereĤ is a fixed standard mod 2 graded Hilbert space such that bothĤ + andĤ − are infinite dimensional.
is defined by the operation of fibrewise direct sum, so that the sum of two elements naturally lies in K 0 P ⊗P(C 2 ) (X), which is canonically isomorphic to K 0 P (X) (see below). Of course in Fred ′ (H) we can define the sum "internally" simply by composition of operators, but nothing real is gained by that as one needs to pass to H ⊕ H to see that composition is homotopy-commutative.
Remarks
(i) If P admits a norm-topology structure then Definition 3.3 agrees with the "naive" definition in terms of sections of Fred(P ) norm , for the map of bundles
is a fibre-homotopy equivalence (see [D] ).
(ii) The group K 0 P (X) is functorially associated to the pair (X, P ), and an isomorphism θ : P → P ′ of projective bundles induces an isomorphism
The choice of a definite bundle P representing a class in H 3 (X; Z) is analogous to the choice of a base-point x 0 in defining the homotopy group π i (X, x 0 ), when a path γ from x 0 to x 1 induces
and π 1 (X, x 0 ) acts on π i (X, x 0 ). If we give only the class of P in H 3 (X; Z) then the twisted K-group is defined only up to the action of H 2 (X; Z). Note, however, that to identify K 0 P ⊗P(C 2 ) with K 0 P above we have only to choose an isomorphism betweenĤ ⊗ C 2 andĤ, and the space of these isomorphisms is contractible.
(iii) The standard proof that Fred(H) is a representing space for K-theory (see Appendix 2 or the appendix to [A] ) proceeds by showing that a family of Fredholm operators parametrized by a space X can be deformed to a family for which the kernels and cokernels of the operators have locally constant dimension. These finite dimensional spaces then form vector bundles on X, and their difference is the element of K 0 (X) corresponding to the family. In the twisted case, however, such a deformation is never possible if the class of the bundle P in H 3 (X; Z) is not of finite order, for if it were possible then the kernels would define a finite dimensional sub-projective-bundle P 0 of P , and by Proposition (2.1) (iv) and (vi) the class [P ] = [P 0 ] would have finite order.
(iv) A related point when the class [P ] does not have finite order is that though the fibres of Fred(P ) have, like Fred(H), connected components indexed by the integers (the integer being the index of the Fredholm operator), any section of Fred (P ) takes values in the index 0 component of each fibre. The reason is that the components of the fibres fit together to form fibre bundles Fred k (P ) on X, for k ∈ Z. If Fred k (P ) has a section then the map
must be injective, while its kernel contains any element transgressed from H 2 of the fibre. It is not hard to see -and we shall give the proof in the second part of this paper -that the universal first Chern class c 1 transgresses to k[P ] ∈ H 3 (X; Z), so that [P ] must have order k for a section to exist.
Algebraic K-theory
We shall now explain how the twisted K-theory of a compact space can be defined as the algebraic K-theory of a Banach algebra, just as the usual group K 0 (X) is the algebraic K-theory of the algebra C(X) of continuous complex-valued functions on X. We shall content ourselves with the basic case of twisting by a projective bundle ignoring bundles with involution.
A bundle P of projective spaces on X gives us a bundle End(P ) of algebras, and we might guess that K 0 P (X) is the algebraic K-theory of the algebra Γ End(P ) of sections of End (P ) . This is wrong, however -even ignoring the problem of topology we encountered in defining Fred(H) -unless P is finite dimensional. If X is an infinite dimensional Hilbert space then
as left-modules over End(H), and so the algebraic K-theory of End(H) is trivially zero. Instead of End(H) we need the Banach algebra K = End cpt (H) of compact operators in H, with the norm topology, which is an algebra without a 1. The K-theory of such a non-unital algebra K is defined by
whereK = C ⊕ K is the algebra obtained by adjoining a unit to K. The unital algebraK has two obvious finitely generated projective modules:K itself, and also H. In fact (see [HR] )
with these two generators, and
With this in mind, we associate to the projective space bundle P the bundle K P of non-unital algebras whose fibre at x is End cpt (P x ). This makes sense because U(H) c.o. acts continuously on K (see Appendix 1).
Definition 3.4 The group K 0 P (X) is canonically isomorphic to the algebraic K-theory of the Banach algebra Γ(K P ) of sections of K P .
Proof. There does not seem to be an obvious map between the two groups, so we shall proceed indirectly, using Bott periodicity ( [W] , [C] , [HR] ) for the Banach algebraΓ formed by adjoining a unit to Γ = Γ(K P ). ForΓ, periodicity asserts that
is the infinite general linear group. We readily deduce
where GL n (Γ) denotes the group of invertible n × n matrices of the form 1 + A, where A has entries in Γ. Now GL n (Γ) is the group of sections of the bundle on X associated to P with fibre GL n (K). Furthermore GL 1 (K) is isomorphic to GL n (K), and the inclusion
is a homotopy equivalence. Finally, GL 1 (K) is known [P] to have the homotopy type of the infinite unitary group lim → U n , so that its loop-space is Z × BU. Putting everything together we find that K 0 (Γ) is the homotopy classes of sections of the bundle associated to P with fibre Z × BU, and this is precisely
Remark. The fact that elements of K 0 P (X) cannot be represented by families of Fredholm operators with kernels and cokernels of locally constant dimension corresponds to the existence of two kinds of projective module for K -"big" modules likeK and "small" modules like H. Elements of K 0 (K) can be described using only "small" modules, but, when we have a twisted family, elements of K 0 (ΓK P ) cannot.
More general twistings
From the point of view of generalized cohomology theories the twistings of K-theory which we consider are not the most general possible. A cohomology theory h * is represented by a spectrum
where [ , ] denotes homotopy classes of maps, and {h q } is a sequence of spaces with base-point equipped with homotopy equivalences h q → Ωh q+1 . (Here Ω denotes the based loop-space.) Any theory possesses a topological group G h of automorphisms which is well-defined up to homotopy. (In principle an automorphism is a sequence of maps T q : h q → h q which commute with the structural maps; but the details of the theory of spectra need great care.) In any event, the homotopy groups of G h are unproblematic: π i (G h ) is the group of transformations of cohomology theories h * → h * which lower degree by i. Thus if h * is classical cohomology with integer coefficients G h is (up to homotopy) the discrete group {±1} of units of Z, for there are no degreelowering operations. On the other hand, if h * is complex K-theory then G h is much larger.
Whenever we have a principal G h -bundle P on X we can form the associated bundle of spectra, and can define twisted cohomology groups h * P (X). But for a multiplicative theory h * -such as K-theory -it may be natural to restrict to module-like twistings, i.e. those such that h * P (X) is a module over h * (X). These correspond to a subgroup
It is twistings of this kind with which we are concerned here. We can think of G mod K as the "group" Fred ±1 of Fredholm operators of index ±1 under tensor product: it fits into an exact sequence
The group Fred 1 is a product
and the twistings of this paper are those coming from (±1) × P ∞ C . We do not know any equally geometrical approach to the more general ones.
Of course we could be more general still. One can define classical cohomology with coefficients in any local system of abelian groups. This would correspond to considering arbitrary module-spectra over the ring-spectrum representing K-theory. Another class of twistings coming from G h are those which are themselves multiplicative theories rather than K * -modules: various versions of real K-theory are of this type (see [AH] ).
Basic properties of twisted K-theory
One advantage of using the mod 2 graded version Fred (0) (P ) of the bundle of Fredholm operators associated to a projective bundle P is that it gives us at once a multiplication
coming from the map
defined on the spaces of degree 1 self-adjoint Fredholm operators. (The operator on the right squares to 1 modulo compact operators, as A ⊗ 1 and 1 ⊗ A ′ anticommute, by the usual conventions of graded algebra.) In particular, each group K 0 P (X) is a module over the untwisted group K 0 (X): this action extends the action of the Picard group Aut(P ) = H 2 (X; Z), which is a multiplicative subgroup of K 0 (X). The bilinearity, associativity, and commutativity of the multiplications (4.1) are proved just as for untwisted K-theory.
The next task is to define groups K i P (X) for all i ∈ Z, and to check that they form a cohomology theory on the category of spaces equipped with a projective bundle.
The bundle Fred (0) (P ) has a base-point in each fibre, represented by a chosen fibrewise identificationP
We can therefore form the fibrewise iterated loop-space Ω n X Fred (0) (P ) , whose fibre at x is Ω n Fred (0) (P x ). The homotopy-classes of sections of this bundle will be denoted K −n P (X). Just as in ordinary K-theory these groups are periodic in n with period 2, and we can use this periodicity to define them for all n ∈ Z. We have only to be careful to use a proof of periodicity which works fibrewise, i.e. we need a homotopy equivalence
which is equivariant with respect to U(H) c.o. . The easiest choice is the method of [AS] . For any n we consider the complexified Clifford algebra C n of the vector space R n with its usual inner product. This is a mod 2 graded algebra, for which we choose an irreducible graded module S n . Then S n ⊗ H is also a graded module for C n , and we define Fred (n) (H) as the subspace of Fred (0) (S n ⊗H) consisting operators which commute with the action of C n , in the graded sense. In [AS] there is defined an explicit homotopy equivalence
On the other hand, when n is even, say n = 2m, the algebra C n is simply the full matrix algebra of endomorphisms of the vector space S n ∼ = C 2 m , and so tensoring with S n is an isomorphism
The maps (4.2) and (4.3) are completely natural in H, and make sense fibrewise in Fred (0) (P ). To be a cohomology theory on spaces with a projective bundle means that K * P must be homotopy-invariant and must possess the Mayer-Vietoris property that if X is the union of two subsets X 1 and X 2 whose interiors cover X, and P is a projective bundle on X, there is an exact sequence
where X 12 = X 1 ∩ X 2 . The proof of this is completely standard, and we shall say no more about it than that the definition of the boundary map d is as follows. One chooses ϕ : X → [0, 1] such that ϕ|X 1 = 0 and ϕ|X 2 = 1. Then if s is a section of Ω X Fred (0) (P ) defined over X 12 we define the section ds of Fred (0) (P ) to be the base-point outside X 12 , and at x ∈ X 12 to be the evaluation of the loop s(x) at time ϕ(x).
The spectral sequence
Once we have a cohomology theory we automatically have a spectral sequence defined for any space X with a projective bundle P , relating K * P (X) to classical cohomology. More precisely, Proposition 4.1 There is a spectral sequence whose abutment is K *
The coefficients here are twisted by the class ξ P of P in H 1 (X; Z/2). The first non-zero differential is
where βSq 2 : H p (X; Z) → H p+3 (X; Z) is the usual differential arising in the spectral sequence for untwisted K-theory, and η P denotes multiplication by the class η P of P in H 3 (X; Z).
Remark. The class η 2 P need not vanish, but must be of order 2 by anticom-
Proof. The spectral sequence is constructed exactly as in the untwisted case, e.g. by the method of [S1] . The only new point is the identification of d 3 . This is a natural transformation
defined for all spaces X equipped with a projective bundle P , or, equivalently, with a map X → K(Z, 3). Thus it is a transformation
is the value of d 3 in the untwisted case, and is known to be the unique non-zero element βSq 2 . Finally,
generated by the product of the fundamental classes in H i (K(Z, i); Z) for i = 3, p. From this we conclude that
for some integer k. We can show that k = 1 by calculating K * P (S 3 ) when the class of P is a generator of H 3 (S 3 ). The spectral sequence gives us K 1 P (S 3 ) = Z/kZ, while if we write S 3 as the union of two discs D 3 ± intersecting in S 2 the Mayer-Vietoris sequence is
Here the two restriction maps from the discs D 3 ± to K 0 (S 2 ) differ by the automorphism of K 0 (S 2 ) which corresponds to the attaching map S 2 → PU(H) by which the bundle P on S 3 is constructed, which we have chosen to be the generator of π 2 (PU(H)). So the image of
where L is the Hopf bundle. Thus K 1 P (S 3 ) = 0, and so k = 1.
Examples
An important source of projective spaces which do not have canonically defined underlying vector spaces is the fermionic Fock space construction, due originally to Dirac. If H is a Hilbert space with an orthonormal basis {e n } n∈Z one can consider the Hilbert space F (H) spanned by an orthonormal basis consisting of the formal symbols e n 1 ∧ e n 2 ∧ e n 3 ∧ . . .
where n 1 > n 2 > n 3 > . . . and n k+1 = n k − 1 for all large k. We can think of F (H) as a "renormalized" version of the exterior algebra of H. The important thing for our purposes is that the projective space PF (H) of F (H) depends only weakly on the choice of the orthonormal basis {e n }. Because
it clearly depends only on the decomposition H = H + ⊕ H − , where H + is spanned by {e n } n≥0 ; but, less obviously, it depends only on the polarization of H, i.e. on the class of the decomposition in a sense explained in [PS] Chap. 7. The case of interest here is when H = H E is the space of sections of a smooth complex vector bundle E on an oriented circle S. If we choose a parametrization θ : S → R/2πZ and a trivialization E ∼ = S × C m then the class of the splitting for which H + is spanned by v k e inθ for n ≥ 0, where {v k } is the basis of C m , is independent of both the parametrization θ and the trivialization, so that the projective space
We can apply this as follows. For each element u of the unitary group U m let E u be the vector bundle on S 1 = R/2πZ with holonomy u. (In other words, E u is obtained from R × C n by identifying (x + 2π, ξ) with (x, uξ).) Then the spaces P E u form a projective bundle on the group U m . We shall denote this bundle again by P E : we hope the notation will not prove confusing. The bundle P E on U m is equivariant with respect to the action of U m on itself by conjugation: an element g ∈ U m defines an isomorphism E u → E gug −1 , and hence an isomorphism P E u → P E gug −1 . We shall return to this aspect of the bundle in §6. We can also regard P E as a projective bundle with involution, for multiplication by {±1} on H induces a projective action of the group {±1} on F (H).
Proposition 5.1 The class of the projective bundle P E on U m is a generator of H 3 (U m ; Z) ∼ = Z, and as a bundle with involution its class is the non-zero element of H 2 (U m ; Z/2) ∼ = Z/2.
Before justifying this assertion we shall mention a similar example, which is actually the one used by Freed, Hopkins, and Teleman. For a finite dimensional complex vector space W with an inner product the projective space of the exterior algebra Λ(W ) is independent of the complex structure on W , as it is canonically isomorphic to the projective space of the spin module ∆(V ) of the real vector space V underlying W . Another way of saying this is that if we start with an even-dimensional real vector space V then there is a canonical factorization of complex projective spaces
where V C is the complexification of V . There is an infinite dimensional analogue of this phenomenon, explained in Chapter 12 of [PS] . If H is a real Hilbert space a complex polarization of H will mean a preferred class of complex structures -equivalently, a class of decompositions H C = H + ⊕ H − with H + and H − complex conjugate -then we can define a projective spin module P(∆(H)), and
Before applying this to bundles on the circle we need a little more discussion. The first point is that the isomorphisms (5.2) and (5.3) are functorial in the category of projective spaces with involution. This is important because an orientation-reversing automorphism of V interchanges the components of ∆(V ). Next, if we have an odd-dimensional real vector space V we define ∆(V ) = ∆(V ⊕ R), but we must think of it as having an additional action of the Clifford algebra C 1 on one generator (commuting in the graded sense with the action of the Clifford algebra C(V ) which ∆(V ) possesses in all cases). For odd dimensional V the isomorphism (5.2) is replaced by
as projective spaces with involution, where, on the left, the space S 2 ∼ = C 2 is the irreducible module for the Clifford algebra C 2 ∼ = C 1 ⊗ C 1 . There is exactly the same distinction between "odd" and "even" dimensionality for polarized real Hilbert spaces H, according as H or H ⊕ R has a preferred class of complex structures. Now let us consider the real Hilbert space H E of sections of a smooth real vector bundle E on the circle S 1 . The Fourier decomposition gives either H E or H E ⊕ R a class of complex structures: in fact H E is "even-dimensional" if E is even-dimensional and orientable, or if E is odd-dimensional and nonorientable, and H E is "odd-dimensional" otherwise. We shall write P spin E for the projective Hilbert space P∆(H E ). As before, we can consider the family of m-dimensional real bundles E u on S 1 parametrized by elements u of the orthogonal group O m . The corresponding projective spaces
Proposition 5.4 The class of the bundle
, where ε restricts to the non-trivial element, and η to a generator, on each connected component of O m .
To prove Propositions (5.1) and (5.4), let us take a slightly different point of view on the preceding constructions. If G is a compact connected Lie group, let LG denote the group of smooth loops S 1 = R/2πZ → G, and let PG be the space of smooth maps f :
is constant. Then LG acts freely on PG by right multiplication, and the map PG → G given by f → f (2π)f (0) −1 makes PG a principal LG-bundle over G. Thus for any projective representation P of LG we have an associated projective bundle PG × LG P on G -in fact a G-equivariant bundle, when G acts on itself by conjugation, in view of the action of G on PG by left multiplication. The invariant of PG × LG P in H 3 (G; Z) is clearly represented by the composite
where the first map is the classifying map for PG and the second is induced by the representation LG → P U(H). This implies that the transgression
LG; Z) takes the invariant to the class of the circle bundle on LG which is the central extension defined by P. The bundle P E on U m which we described above is obtained from PU m by what is called the basic representation of LU m . (To see this, think of an element of PU m over u ∈ U m as defining a trivialization of the bundle E u .) Because the maps
are isomorphisms, we need only ask which central extension of LSU m acts on the basic representation, and we know from [PS] that we get a generator of H 2 (LSU m ; Z). The other part of (5.1), concerning the class in H 1 (U m ; Z/2) is much easier, as all we need to know is that an element of LU m of winding number 1 acts on the Fock space F (L 2 (S 1 ; C n )) by an operator which raises degree by 1. Proposition (5.4) follows easily from (5.1). First, one may as well assume m is even. Then the bundle P spin E on O 2k restricts to P E on U k , while the maps
are isomorphisms; this deals with the invariants on the identity component of O 2k . The other component can be treated by embedding U k−1 in it by adding a fixed non-orientable bundle and using the multiplicativity of the Fock space construction.
Let us now describe some families of Fredholm operators in the projective bundles we have just constructed. In the representation theory of a loop group LG one usually studies projective representations H which are of positive energy and finite type. This means that the circle T of rotations of the loops acts unitarily on H, compatibly with its action on LG, and decomposes H into finite dimensional eigenspaces
H n , where T acts on H n by the character e iθ → e inθ . (One calls H n the part of "energy" n.) The infinitesimal generator L 0 of the circle action is an unbounded positive self-adjoint operator in H which is obviously Fredholm. When we consider the family P × LG P(H) on G the group R acts on P by translation, compatibly with the action of T = R/2πZ on LG and P(H). So R acts fibrewise on the bundle. If we identify the fibre P g at g ∈ G with P(H) by choosing f ∈ P such that f (θ +2π)f (θ)
where f −1 f ′ , which is periodic, is regarded as an element of the Lie algebra of LG. In fact we can choose f to be a 1-parameter subgroup of G generated by an element ξ ∈ g = Lie(G) such that exp(2πξ) = g, and then
As ξ commutes with L 0 it acts separately in each energy level H n . In fact we know from [PS] that if V λ is an irreducible representation of G with highest weight λ contained in H n then λ 2 is bounded by a multiple of n. On the other hand the eigenvalues of ξ in V λ are bounded by a multiple of λ , so there can be at most finitely many n such that ξ can have the eigenvalue −n in H n . This shows that L (g) 0 is always Fredholm, and even that it is invertible for generic g ∈ G.
The family {L (g) 0 }, being positive, is not directly interesting in K-theory, so we need something more sophisticated. The fermionic Fock space F (H) of a polarized Hilbert space H is a version of the exterior algebra Λ(H). In fact F (H) is clearly a module over Λ(H), and also a module over Λ(H * ), when elements ξ of the dual space H * act by inner-product derivations i ξ . (The two actions fit together to define an action of the Clifford algebra C(H ⊕ H * ).) If H = L * C is the complexified dual of the Lie algebra L of a group G we can think of F (L * C ) as a space of "left-invariant forms of semi-infinite degree" on G 1 and we can ask whether there is an operator
corresponding to exterior differentiation -this question makes sense even though F (L * C ) itself is defined only up to a scalar multiplier. If G is a loop group -or, more generally, a twisted loop group, i.e. the group of automorphisms of a bundle on the circle -it turns out [FGZ] that once we choose representatives L ξ for the projective action of the Lie algebra L on F (L * C ) (i.e. we choose a linear splitting of the central extension of L which acts on F (L * C )) there is a unique choice of d with the properties
, and
for ξ ∈ L. An important difference from the usual situation, however, is that d 2 is not zero, but rather is multiplication by the element ω ∈ Λ 2 (L * C ) which is the cocycle of the central extension of L which acts on F (L * C ). In other words, d behaves like the exterior derivative on forms with coefficients in a line bundle with curvature form ω.
More generally, if H is a positive energy projective representation of G we can define a differential d H in H ⊗ F (L * C ) -thought of as semi-infinite forms with values in H -and we find 
, andω * is its adjoint. Notice thatω +ω * commutes with L 0 . It is a "lower order term" in the sense that its eigenvalues at energy-level n grow no faster than n 1/2 . Thus, essentially, the Dirac operator D H is a square-root of the energy operator L 0 , which we have already seen to be Fredholm.
We are now very close to the situation studied in the remarkable work of Freed, Hopkins, and Teleman. For a positive energy representation H of a loop group LG they consider the projective bundle P(H) G = PG × LG P(H) on G which we have already described. Its fibre at g ∈ G is a representation of the twisted loop group L g G whose Lie algebra is the space of sections of the real vector bundle E g on S 1 with fibre g and holonomy g. They tensor P(H) G with the spinor bundle P spin E . There is then a Dirac operator D H acting fibrewise in P(H) G ⊗ P spin E , exactly analogous to the operator d H + d * H on P(H) G ⊗ P E C which we have described. It is, of course, an unbounded Fredholm operator, but we can cut off its large eigenvalues by replacing it by, say, tanhD H . The assignment H → tanhD H maps the projective representations of LG to the twisted K-theory of G -in fact to the equivariant twisted K-theory. This is the map which Freed-Hopkins-Teleman prove to be an isomorphism. (If G is odd-dimensional, so is, as we have seen, the polarized Lie algebra Lg, and then the additional C 1 -action on P spin E
gives us an odd-dimensional K-theory class.)
The equivariant case
When a compact group G acts on a space X we can define equivariant K- 
, then any G-vectorbundle on a compact base-space X can be embedded as a G-subbundle of X × H G , and so can be pulled back from the Grassmannian Gr(H G ) of all finite dimensional vector subspaces of H G . Stabilizing in a familiar way gives us a natural candidate for K 0 G . (A convenient choice of the stabilization is the restricted Grassmannian Gr res (H G ) mentioned in §3.
The space Fred(H G ) of Fredholm operators in H G , with the norm topology, might seem another natural choice for K 0 G , but unfortunately the action of G on Fred(H G ) is very far from continuous. This can be dealt with in two ways. One is to replace FredH G ) by the G-continuous subspace
which is closed in Fred(H G ), and is a representing space for K 0 G , as is proved in Appendix 3. The other way is to pass to the more sophisticated space
To twist equivariant K-theory we need a bundle P of projective spaces on which G acts, mapping P x to P gx by a projective isomorphism. We shall call P stable if P ∼ = P ⊗ L 2 (G) . As before, we must decide whether or not to require that the structural group of P is U(H) with the norm topology. Either way, we must be more careful than in the non-equivariant case. If P has structural group U(H) norm when the G-action is ignored it is impossible for G to act continuously on the associated principal bundle of P (unless G acts almost freely on X). Instead, we must require that (i) each point x ∈ X with isotropy group G x has a G x -invariant neighbourhood U x such that there is an isomorphism of bundles with G x -action
for some projective space P(H x ) with G x -action, and
(ii) the transitions between these trivializations are given by maps
which are continuous in the norm topology.
When P satisfies these conditions we can associate to it the bundle Fred(P ), defined without using the G-action of P , and with the norm topology in each fibre. Although the natural action of G on Fred(P ) is not continuous, it makes sense to define K 0 G,P (X) as the group of homotopy classes of G-equivariant continuous sections of Fred (P ) .
As in the non-equivariant case, however, we prefer to avoid the norm topology. For any locally trivial projective bundle P with G-action the group G acts continuously on the associated bundle Fred (0) (P ) . Even using Fred (0) (P ), however, it seems essential to require the bundle P to satisfy condition (i): otherwise we do not, for example, see how to show that Fred (0) (P ) is equivariantly trivial when P = P(E) comes from a stable equivariant bundle E of Hilbert spaces on X (cf. the action of G = (±1) on
where
If condition (i) holds then we can trivialize E over a compact base X by constructing a G-equivariant section of the bundle on X with fibre Isom(H G ; E x ) at x. This can be done by induction on the number of sets in a covering of X by G-invariant open sets of the form G.S i , where S i is a G x i -invariant "slice" (see [Bor] Chap.8, and [S] page ?) at a point x i ∈ X, and E|S i is G x i -equivariantly trivial.
Definition 6.1 For stable projective bundles P which satisfy condition (i) above we define K 0 G,P (X) as the group of homotopy classes of equivariant sections of Fred (0) (P ).
The passage from twisted K-theory to the equivariant twisted theory is now quite unproblematical, at any rate for those accustomed to ordinary equivariant K-theory [S2] . There seems no point in spelling it out. The most interesting thing to discuss is the classification of stable G-projectivebundles P , i.e. the analogue of Propositions (2.1) and (2.2). A G-projective bundle has an invariant η P in the equivariant cohomology group H 3 G (X; Z). This group can be defined by means of the "Borel construction", i.e. the functor which takes a G-space X to X G = (X × EG)/G, where EG is a fixed contractible space on which G acts freely.
In particular, H * G (point; Z) = H * (BG; Z), where BG is the classifying space EG/G.
Let us write Pic G (X) for the group of isomorphism classes of complex Gline-bundles on X (or, equivalently, of principal T-bundles with G-action), and Proj G (X) for the group of stable G-projective-bundles satisfying condition (i). Applying the Borel construction to line bundles and projective bundles gives us homomorphisms
, which we shall show are bijective.
Remark A mod 2 graded projective bundle, in the sense of §2, is a projective bundle with Z/2-action on a base X with trivial Z/2-action. If G = Z/2 acts trivially on X then
This agrees set-theoretically with 2.3, but the tensor product of G-spaces is not the same as the graded tensor product.
, the group of central extensions
, and this remains true if we replace the lefthand side by the group of stable G-projective bundles with norm-topology structural groups.
Of course the assertions (i) and (ii) here follow from (iii) and (iv), but they are easier to prove, and seem worth making explicit. Because P G = P(H G ) is a classifying space for G-line-bundles when H G is an ample G-Hilbert-space, (iii) is simply the fact that P G represents the functor H 2 G ( ; Z), which can be proved quite easily in a variety of ways. The method we follow is chosen for its wider applications.
Before giving the proof of 6.3, let us review the bundles of Fock spaces on a group G which were described in §5. These bundles are G-equivariant when G acts on the base-space by conjugation. They satisfy the equivariant local triviality conditiion (i) because the principal fibration PG → G has the corresponding property. They are not the most general possible equivariant bundles, as the action of the isotropy group on each fibre extends (noncanonically) to an action of G. They do not, however, have a natural normcontinuous structure, for the natural identifications of the fibre P g at g with P 1 differ among themselves by the action of elements of LG on P 1 , and so the natural transition maps between local trivializations will factorize through LG, which sits as a discrete subspace in U(H) norm .
These equivariant projective bundles are determined by their classes in H 3 G (G conj ; Z). The Borel construction EG × G G conj is simply the free loop space LBG, which for connected G is the same as BLG. In the connected case this is most clearly seen by writing
as G\P can be identified with the affine space of connections in the trivial G-bundle on the circle, so that EG × G P is a contractible space on which LG acts freely. From this point of view it is clear that the class of the bundle on G conj coming from a projective representation H of LG is simply the topological class of the bundle BT → BLG → BLG with fibre BT ≃ P ∞ C , whereLG is the central extension of LG which acts on H.
If G is connected and simply connected the Serre spectral sequence for H * G gives us an exact sequence
where the inclusion of Ext(G; T) is split by restriction to 1 ∈ G. Thus the class of an equivariant projective bundle -or of a representation of LG -is determined by its non-equivariant class together with its class as a projective representation of G, and the examples of §5 show us that when G = SO m any class in H 3 (G; Z) can arise. When G = U m , on the other hand, the spectral sequence gives us an exact sequence
When m = 1 this tells us that H 3 U 1 (U 1 ; Z) ∼ = Z, the invariant being the flow of the grading of a Z-graded projective bundle around the base circle. In general we have
To prove (6.3) it is helpful to introduce groups H * G (X; A) defined for any topological abelian group A. These are the hypercohomology groups of a simplicial space X whose "realization" is the space X G (see [S1] ). Whenever a group G acts on a space X we have a topological category whose space of objects is X and whose space of morphisms from x 0 to x 1 is {g ∈ G : gx 0 = x 1 }. (Thus the complete space of morphisms is G × X.) A topological category can be regarded as a simplicial space X whose space X p of p-simplexes is the space of composable p-tuples of morphisms in the category: in our case X p = G p × X. For any simplicial space X and any topological abelian group A we can define the hypercohomology H * (X ; sh(A)) with coefficients in the sheaf of continuous A-valued functions. It is the cohomology of a double complex C .. , where, for each p ≥ 0, the cochain complex C p. calculates H * (X p ; sh(A)).
If A is discrete, the hypercohomology is just a way of calculating the cohomology of the realization X G of X , so the new definition of H * G (X; A) agrees with the old one. In any case, the groups H * G (X; A) are the abutment of a spectral sequence with
for any p > 0.
Proof Because of the exact sequence
it is enough to show that H p G (X ; R) = 0 for p > 0. As E pq 1 = 0 for q > 0 in the specctral sequence when A = R, we see that H * G (X; R) is simply the cohomology of the cochain complex of continuous real-valued functions on the simplicial space X , which is easily recognized as the complex of continuous Eilenberg-Maclane cochains of the group G with values in the topological vector space Map(X; R) of continuous real-valued functions on X. This complex is well-known to be acyclic in degrees > 0 when G is compact. (It is the G-invariant part of the contractible complex of so-called "homogeneous cochains", and taking the G-invariants is an exact functor, simply because cochains can be averaged over G.)
Proof of (6.3) (i) When X is a point we have E (ii) In this case the spectral sequence gives us an exact sequence G) , and E 11 2 is the subgroup of primitive elements, i.e. of circle bundlesG on G such that
where pr 1 , pr 2 , m : G×G → G are the obvious maps. Equivalently, Pic(G) prim consists of circle bundlesG on G equipped with bundle mapsm :G ×G →G covering the multiplication in G. It is easy to see that the composite
takes an extension to its class as a circle bundle. On the other hand H 2 c.c. (G; T) is plainly the group of extensions T →G → G which as circle bundles admit a continuous section, so its image in Ext(G; T) is precisely the kernel of (6.6). It remains only to show that the image of Ext(G; T) in Pic (G) prim is the kernel of Pic(G) prim → H 3 c.c. (G; T) . This map, however, associates to a bundleG with a bundle mapm as above precisely the obstruction to changingm by a bundle map G × G → T to make it an associative product onG.
(iii) The spectral sequence gives
Now E 01 2 = P ic (X), and E 01 2 is the subgroup of circle bundles S → X which admit a bundle mapm : G × S → S covering the G-action on X. As before,m can be made into a G-action on S if and only if an obstruction in H 2 cc (G; Map(X; T)) vanishes. Finally, the kernel of Pic G (X) → Pic(X) is the group of G-actions on X × T, and this is just E 10 2 = H 1 cc (G; Map(X; T) ).
(iv) This is the essential statement for us, and is distinctly harder to prove than the other three. If we know a priori that the functor X → Proj G (X) was representable by a G-space the argument would be much simpler; but we do not see a simple proof of representability. Instead we shall prove by the preceding methods that the map Proj G (X) → H 3 G (X; Z) is injective, and then we shall construct a G-space P with a natural G-projective-bundle on it, and shall show that the composite map
is an isomorphism.
To prove the injectivity of Proj
where Proj (1) consists of the stable projective bundles which are trivial when the G-action is forgotten, i.e. those that can be described by cocycles
and Proj (0) consists of those such that α lifts to
for some c :
We shall compare the filtration of Proj G (X) with the filtration
defined by the spectral sequence. By definition H (1) is the kernel of
and the composite
is clearly the map which forgets the G-action. Thus Proj G (X)/Proj (1) maps injectively to
Now let us consider the map
The subgroup H (0) is the kernel of H (1) → E 11 2 , while E 11 1 = Pic(G × X). We readily check that an element of Proj (1) defined by the cocycle
maps to the element of Pic(G ×X) which is the pull-back of the circle bundle U(H) → P U(H), and can conclude that α maps to zero in E 11 2 if and only if it defines an element of Proj (0) . Thus Proj (1) /Proj (0) injects into
2 . Finally, assigning to an element α of Proj (0) the class in
As the classifying space functor B commutes with taking Hinvariants, the space P H , being a space of H-fixed-points, has a natural action of W H . We shall give each group P U(H) the norm topology: there is then a natural projective bundle on P H with fibres P(H) which satisfies both conditions (i) and (ii) from the beginning of this section.
There is now a standard procedure -unappealingly abstract -for cobbling together a G-space P so that for each subgroup H of G we have P H ≃ P H . We introduce the topological category O of G-orbits (i.e. transitive G-spaces) and G-maps. Any G-space Y gives a contravariant functor from O to spaces by
Conversely, suppose that F is a contravariant functor from O to spaces. Let O F denote the topological category whose objects are triples (S, s, y), where S is an orbit, s ∈ S, and y ∈ F (S). A morphism (S 0 , s 0 , y 0 ) → (S 1 , s 1 , y 1 ) is a map θ : S 0 → S 1 in O such that θ(s 0 ) = s 1 and θ x (y 1 ) = y 0 . The group G acts on the category O F by g.(S, s, y) = (S, gs, y), and so the "realization" |O F | (in the sense of [S1] ) is a G-space, and the fixed-point set |O F | H plainly contains F (G/H). If each space F (S) is an ANR then |O F | is a G-ANR.
H is a homotopy-equivalence.
We shall omit the proof, which is quite elementary. We apply it to the functor F defined by F (G/H) = P H . There is no trouble in seeing that P = |O F | carries a tautological G-projective-bundle, so that we have a Gmap P → Map(EG; BP U(H)) (6.9)
into the space which represents the functor X → H 3 G (X; Z). To see that (6.9) induces an isomorphism
it is enough (by the result of [JS] ) to check the cases X = (G/H) × S i , when S i is an i-sphere; but this reduces to the isomorphism
which we have already pointed out.
Appendix 1: The compact-open topology
The compact-open topology on the space Map(X; Y ) of continuous maps from a space X to a metric space Y is the topology of uniform convergence on all compact subsets of X. (In fact there is no need for Y to be metrizable, for the compact-open topology can also be defined as the coarsest topology for which the subsets
are open whenever C is compact in X and U open in Y .) With this topology it is clear that a map Z → Map(X; Y ) is continuous if and only if the adjoint map Z × X → Y is continuous on all subsets of the form Z × C, where C is compact in X. If Z and X are metrizable this is simply saying that Z × X → Y is continuous. On the space Hom(H 0 ; H 1 ) of continuous linear maps between two Hilbert spaces the compact-open topology is only very slightly finer than the topology of pointwise convergence, which is called "the strong operator topology" by functional analysts. The Banach-Steinhaus theorem * tells us that exactly the same subsets are compact in these two topologies; and on compact subsets the topologies must of course coincide. In particular, if Z is a metrizable space the continuous maps Z → Hom(H 0 ; H 1 ) are the same for both topologies.
For a Hilbert space H the groups GL(H) and U(H) are subsets of End(H), but when we speak of the compact-open topology on these groups we mean their subspace topology not in End(H) but in End(H)× End(H), in which they are embedded by g → (g, g −1 ). The reason is that on the subset G of invertible elements of End(H) the map G → End(H) given by inversion is not continuous. (For example, let g n be the diagonal transformation of the standard Hilbert space l 2 of sequences defined by
then g n ξ → ξ as n → ∞ for every ξ ∈ l 2 . But if ξ ∈ l 2 is the vector with
* Strictly, the Banach-Steinhaus theorem ( [T] Thm 33.1, [B] , which holds whenever H 0 is Fréchet and H 1 is locally convex, asserts that a set of maps which is compact for the topology of pointwise convergence is equicontinuous. But it is easy to see ( [T] 32.5) that on equicontinuous subsets the compact-open and pointwise topologies coincide.
as n → ∞, so g −1 n ξ → ξ.) Even when we define the compact-open topology so as to make inversion continuous, however, neither GL(H) and U(H) are not quite topological groups, for the multiplication map is continuous only on compact subsets. One can say that they are "groups in the category of compactly generated spaces". (Functional analysts use the word hypocontinuous for bilinear maps which are continuous on compact subsets: the tensor product of distributions is a well-known example.) In any case, for any metrizable space Z the space of continuous maps into GL(H) or U(H) forms a group, and that is quite enough for our purposes.
We should also point out that the involution End(H) → End(H) given by A → A * is not continuous for the compact-open topology. For example let A n = e 0 ⊗ e * n be the operator of rank 1 in l 2 which takes ξ = (ξ k ) to A n ξ = (ξ n , 0, 0, 0, ...). Clearly A n → 0 pointwise as n → ∞. But A * n = e n ⊗e * 0 takes the unit basis vector
the unit vector e n , and so A * n e 0 → 0.
The most important positive result for our purposes is Proof. (i) We must show that for each unitary operator u 0 , each compact operator k 0 , and each ε > 0, we can find a compact subset C of H, and a δ > 0 such that if k − k 0 < δ and u(ξ) − u 0 (ξ) < δ for all ξ ∈ C then
where in the last line we have used A * = A . Because k 0 and k * 0 are both compact operators we can find a compact subset C of H which contains k 0 ξ and k * 0 ξ for all unit vectors ξ, and we get the desired inequality by taking δ = ε/3.
(ii) If k and k 0 are Hilbert-Schmidt operators, the preceding calculation remains true if the operator norms are replaced by the Hilbert-Schmidt norm HS , given by
where {e n } is an orthonormal basis of H. It is therefore enough to show that for any Hilbert-Schmidt k 0 we have
which is < ε/2 for suitable N, and we can make
That essentially completes our discussion of the compact-open topology, but we shall briefly mention a few other points.
Because a compact subset of End(H) is equicontinuous, it is bounded in the operator norm (even though the example of the sequence {e 0 ⊗ e * n } above shows that the norm is not itself a continuous function). This implies that A → A * A is continuous on compact sets, though A → A * is not. Polynomial maps A → p(A) are also continuous on compact sets, and hence -as a continuous function on the spectrum can be uniformly approximated by polynomials -so is the retraction map A → (A * A) t used on the space of Fredholm operators in §3.
From the point of view of homotopy theory the one really bad feature of the compact-open topology is that the subspaces GL(H) and Fred(H) are neither open nor closed in the vector space End(H), and so are not ANRs. In other words, if X 0 is a closed subspace of a space X then a continuous map X 0 → GL(H) need not be extendable to a neighbourhood of X 0 in X. The essential point is that we can identify H with the standard Hilbert space L 2 ([0, 1]) of complex-valued functions on the unit interval, and that then the projection operator P t which projects on to the first factor in
depends continuously on t ∈ [0, 1] on the compact-open topology. (For it is obviously continuous in the topology of pointwise convergence.) Let us factorize P t as i t R t , where
is the restriction and i t is the inclusion of
, and when 0 < t ≤ 1 let us write
for the isometric isomorphism given by
Then we define h t : End(H) → End(H) by
when t ∈ (0, 1], and h 0 (a) = 1. Because
is continuous in t and → 0 as t → 0, while
t A = A , the homotopy h t from h 1 = (identity) to h 0 = (constant) is continuous as claimed, and it preserves the subsets GL(H), U(H), and Fred(H).
Lemma A2.5 There is a subspace H 1 of finite codimension in H such that p • A x is surjective for all x ∈ X, where p is orthogonal projection H → H 1 .
Proof. By lemma A2.3 we can achieve this for x in a neighbourhood of a chosen point of X. But X can be covered by a finite number of such neighbourhoods, and we can take the intersection of the corresponding subspaces H 1 .
Proof of Proposition A2.2. To each Fredholm family (A, b) we can now associate the element
, where p is as in the preceding lemma. The only choice made was of H 1 , but replacing H 1 by a smaller subspace adds the same trivial bundle to both ker(p•A) and X× ker(p), so the K-theory class χ A,B , for a homotopy gives us an element of K 0 (X × [0, 1]) ∼ = K 0 (X). Finally, we must show that if χ A,B = 0 then (A, B) is homotopic to a constant map. But if χ A,B = 0 we can assume (by making H 1 smaller) that the bundle {ker(p•A x )} is trivial, and isomorphic to X× ker(p). We can then add a finite rank family {F x } to {A x } so thatÃ x = A x +F x is an isomorphism for all x; and (Ã, B) is still a map into Fred ′ (H), and is homotopic to (A, B) . Because GL(H) is contractible in the compact-open topology, we can deform (Ã, B) to (1,Ã −1 B), whereÃ −1 B is of the form 1+ (compact), and then we can deform this family linearly to (1,1).
Appendix 3: Equivariant contractibility of the unitary group of Hilbert space in the norm topology
The results in this appendix are not, strictly speaking, needed in the paper, except to show that for a projective bundle with norm-continuous structure the two possible definitions of twisted equivariant K-theory coincide. We have included them partly for their intrinsic interest, and partly to correct a number of misstatements by the second author and others which have often been repeated in the literature.
Let H be a stable G-Hilbert-space, and U(H) the unitary group with the norm topology. We have pointed out that the G-action on H does not induce a continuous action of G on U(H). The G-continuous elements U G−cts (H) = {u ∈ U(H) : g → gug −1 is continuous} do, however, form a closed subgroup of U(H), in fact a sub-Banach-Lie-group. It is the intersection of U(H) with the closed linear subspace End G−cts (H) of End(H). To get a feeling for this subspace, notice that if H = L 2 (G) then multiplication by an L ∞ function f on G is a G-continuous operator if and only if f is continuous. If G is the circle group T then a T-action on H defines a grading H = ⊕H k , and any continuous linear map A : H → H can be represented by a block matrix (A kl The corollary follows from the proposition by exactly the same argument used in the non-equivariant case in Appendix 2, and we shall say no more about it.
One can think of the results in the following way. Although G does not act continuously on U(H) or Fred(H) it does make sense to say that a continuous map from a G-space X to these spaces is G-equivariant. Then A3.1 says that any two G-maps X → U(H) are homotopic, while A3.2 says that K 0 G (X) is the set of homotopy classes of G-maps X → Fred(H). In this sense the misstatements referred to are innocuous.
Proof of (A3.1)
Because U = U G−cts (H) is a G-ANR (see [JS] ) it is enough to show that any G-map f : X → U from a compact G-space X can be deformed to the constant map at the identity. By a well-known "Eilenberg swindle" argument it is enough to show that f can be deformed into the subgroup of elements of the form u 0 0 1 with respect to an orthogonal decomposition H = H 1 ⊕ H 2 of H into stable G-Hilbert-spaces. (For there is a canonical path from u ⊕ u −1 to the identity, and hence from u ⊕ 1 = u ⊕ (1 ⊕ 1) ⊕ (1 ⊕ 1) ⊕ . . .
and hence to the identity.) It is also enough if we perform the deformation in the larger group GL = GL G−ctr (H), for GL can be equivariantly retracted to U by the usual polar decomposition.
The essential step in Kuiper's proof is the Lemma A3.3 For any ε > 0 there is an orthogonal decomposition
into stable G-Hilbert-spaces wuch that f (x)(H 1 ) is ε-orthogonal to H 3 for every x ∈ X. (We say that subspaces P and Q are ε-orthogonal if | p, q | < ε p q for all p ∈ P and q ∈ Q.) Granting the lemma, the proof of (A.1) is as follows. For each x ∈ X we have an ε-orthogonal decomposition
where H x = H ⊖ (f (x)H 1 ⊕ H 3 ), and the projections on to each summand depend continuously on x (in the norm topology). Choose a fixed isomorphism T : H 1 → H 2 . Then the nearly unitary transformation ϕ x of H which, in terms of the decomposition (A3.4), takes
belongs to GL, and is connected to the identity by the path obtained by conjugating the unitary rotation from ξ ⊕ η ⊕ ζ to (−ζ) ⊕ η ⊕ ξ in H 1 ⊕ H 2 ⊕ H 1 by f (x) ⊕ 1 ⊕ T . This path depends continuously on x. The original map f is therefore G-homotopic in GL to f 1 , where f 1 (x) = ϕ −1
x f (x). Now f 1 (x)|H 1 is simply the fixed map T : H 1 → H 3 ⊂ H, so we can perform a rotation interchanging H 1 and H 3 to deform f 1 to a map f 2 such that f 2 (x)|H 1 is the identity for all x ∈ X.
Proof of Lemma (A3.3)
Thinking of f : X → U G−ctr (H) as a map into the Banach space End(H) we can find, because X is compact, a mapf arbitrarily close to f such that f (X) is contained in a finite dimensional subspace V of End(H). In fact, because vectors ξ ∈ H with finite dimensional G-orbits are dense in H (cf. [CMS] p. ), we can suppose V is a G-subspace of H, and, by averaging over G, thatf is a G-map, the image is automatically in GL.
Now suppose that we have found three orthogonal finite dimensional Gsubspaces P 1 , P 2 , P 3 of H such that P 1 ∼ = P 3 and α(P 1 ) ⊂ P 1 ⊕ P 2 for all α ∈ V . Let Q 1 be an arbitrary irreducible G-subspace of H orthogonal to P 1 ⊕ P 2 ⊕ P 3 . We can clearly find two other finite dimensional subspaces Q 2 and Q 3 , orthogonal both to each other and to P 1 ⊕ P 2 ⊕ P 3 ⊕ Q 1 so that Q 1 ∼ = Q 3 and α(Q 1 ) ⊂ P 1 ⊕ Q 1 ⊕ P 2 ⊕ Q 3 for all α ∈ V . Now define P
(1) i = P i ⊕ Q i for i = 1, 2, 3. We have α(P Repeating the process we find increasing sequences of subspaces
are mutually orthogonal for all k, while
Finally we define H 1 as the closure of the union of the subspaces P (k) 1 for k = 1, 2, ..., and H 3 as the closure of the union of the P (k) 3 . Then H 2 is defined so that H = H 1 ⊕ H 2 ⊕ H 3 .
It is obvious that we can make the choices so that all three subspaces H i are stable. We have now finished, forf (x)(H 1 ) is orthogonal to H 3 for all x ∈ X, and so f (x)(H 1 ) is ε-orthogonal to H 3 as f (x) −f (x) < ε.
