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RUNCE-KUTTA METHODS FOR DISSIPATIVE AND GRADIENT
DYNAMICAL SYSTEMS*
A. R. HUMPHRIES AND A. M. STUART$
Abstract. The numerical approximation of dissipative initial value problems by fixed time-
stepping Runge-Kutta methods is considered and the asymptotic features of the numerical and exact
solutions are compared. A general class of ordinary differential equations, for which dissipativity is
induced through an inner product, is studied throughout. This class arises naturally in many finite
dimensional applications (such as the Lorenz equations) and also from the spatial discretization of a
variety of partial differential equations arising in applied mathematics.
It is shown that the numerical solution defined by an algebraically stable method has an absorbing
set and is hence dissipative for any fixed step-size h > 0. The numerical solution is shown to define
a dynamical system on the absorbing set if h is sufficiently small and hence a global attractor ‘4h
exists; upper-semicontinuity of ‘4h at h 0 is established, which shows that, for h small, every point
on the numerical attractor is close to a point on the true global attractor ‘4. Under the additional
assumption that the problem is globally Lipschitz, it is shown that if h is sufficiently small any
method with positive weights defines a dissipative dynamical system on the whole space and upper
semicontinuity of ‘4h at h 0 is again established.
For gradient systems with globally Lipschitz vector fields it is shown that any Runge-Kutta
method preserves the gradient structure for h sufficiently small. For general dissipative gradient
systems it is shown that algebraically stable methods preserve the gradient structure within the
absorbing set for h sufficiently small. Convergence of the numerical attractor is studied and, for a
dissipative gradient system with hyperbolic equilibria, lower semicontinuity at h 0 is established.
Thus, for such a system, ‘4h converges to .4 in the Hausdorff metric as h 0.
Key words. Runge-Kutta methods, dynamical systems, dissipativity, gradient systems, attrac-
tors
AMS subject classifications. 34C35, 34D05, 65L07, 65L20
1. Introduction. Many interesting problems in physics and engineering are
modeled by dissipative dynamical systems. These systems are characterized by the
property of possessing a bounded absorbing set which all trajectories enter in a finite
time and thereafter remain inside. In the study of dissipative systems it is often the
asymptotic behaviour of the system that is of interest, and so it is highly desirable to
have numerical methods that retain the dissipativity of the underlying system.
We consider the numerical approximation by fixed time-stepping Runge-Kutta
methods of dynamical systems defined by
(1.1) dydt f(Y)’ t > O and y(0)-y0,
where y(t) E R and f: R R is assumed to be locally Lipschitz.
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R-K METHODS FOR DISSIPATIVE AND GRADIENT SYSTEMS 1453
We make the additional structural assumption on f that
(1.2) <f(y), y> < c llyll 2
for some a > 0 and > 0 and some inner product on IRm. The system (1.1)-(1.2) has
an absorbing set B that can be any ball of radius larger than x/--/. Except where
explicitly stated, the norm in this paper is the norm defined by the inner product
used in assumption (1.2). Dissipativity is defined precisely in 2, where we show that
(1.1)-(1.2) defines a dissipative dynamical system.
Systems of the form (1.1)-(1.2) arise in many applications and indeed the class
defined by (1.1)-(1.2) contains many well-known problems. The Cahn-Hilliard equa-
tion that models the process of coarsening in solid phase separation, the Navier-
Stokes equations in two dimensions, the complex Ginzburg-Landau equation, and the
Kuramoto-Sivashinsky equation all satisfy an infinite dimensional analogue of (1.2)
[26]. Under suitable spatial discretization they generate systems of the form (1.1)-
(1.2). In Appendix A it is shown that the Lorenz equations also define a dissipative
system of the form (1.1)-(1.2).
We approximate the solution of (1.1)-(1.2) numerically using a fixed time-stepping
Runge-Kutta method. A general s-stage Runge-Kutta method may be written as
(1.3) Yi Yn zt- h ai,jf(Yj), 1,..., s,
j--1
(1.4) Y+, Yn + h bf(Y).
i--1
Here Yn approximates the exact solution at t nh, where h > 0 is the fixed step size.
The method is often represented using the Butcher Tableau notation
Cl
C2
al,1 al,2 al,s
a2,1 42,2 a2,s
as,1 as,2 as,s
bl b2 bs
where cj ’lS=_l aj,t, j 1,...,s. We will always assume that the method is
consistent, which implies that =1 bi 1, and that for an implicit method the
defining equations (1.3) are solved exactly.
We will assume throughout that the Runge-Kutta method (1.3)-(1.4) is DJ irre-
ducible.
DEFINITION 1.1. A Runge-Kutta method is said to be DJ reducible, if for some
nonempty index set T C {1,...,s},
bj -0 for j E T
and
aij O forinT, jET,
and is said to be DJ irreducible otherwise.
For a DJ-reducible method, the stages for which j T do not affect the solution,
and so deleting these stages gives an equivalent Runge-Kutta method with fewer
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1454 A.R. HUMPHRIES AND A. M. STUART
stages. For this reason DJ-reducible methods are not used in practice, and there is
no loss of generality in considering only DJ-irreducible methods.
We will require two s s matrices B and M associated with the Runge-Kutta
method (1.3)-(1.4), defined by
(1.5) B diag(bl, b2,..., b),
(1.6) M BA + ATB bbT.
We will denote the entries of M by
(1.7) mij {M}ij.
Many authors have made systematic studies of the numerical solution of (1.1)
under structural assumptions on f different from (1.2). Dahlquist [6] first studied the
linear stability problem
(1.8) dy y, fort > 0,dt
where y(t) E C and () < 0. A numerical method that satisfies yn
--
0 as n oo
for any h > 0 and any such that ll() < 0 is said to be A stable. The study of
A-stable numerical methods provides insight into the behaviour of numerical methods
for both the linear problem (1.8) and, in certain cases, the general nonlinear problem
(1.1).
Later Dahlquist [7] generalized (1.8), and considered the solution of (1.1) for
nonlinear f satisfying
(1.9) (f(u) f(v), u- v) O.
If u(t) and v(t) are two solutions of (1.1), (1.9) with different initial conditions then
ddllu(t v(t)ll = < o.
It is natural to ask which numerical methods retain this contractivity property. Such
methods are often referred to as dissipative in the numerical analysis literature, but
this conflicts with the dynamical systems terminology and we will only use the term
"dissipative" in its dynamical systems context, made precise by Definition 2.3.
Dahlquist [7] considered linear multistep methods in their one-leg formulation and
defined such a method to be G stable if a certain norm associated with the difference
of two solution sequences of the method applied to (1.1), (1.9) is nonincreasing. Re-
markably Dahlquist [8] proved that for one-leg methods A-stability and G-stability
are equivalent.
Butcher [4] first considered the solution of (1.1), (1.9) by Runge-Kutta methods,
and Burrage and Butcher [2] introduced the concept of algebraic stability.
DEFINITION 1.2. A Runge-Kutta method is said to be algebraically stable if the
matrices B and M defined by (1.5)-(1.6) are both positive semidefinite.
Burrage and Butcher showed that if {Un}_0 and {vn}__0 are two solution se-
quences of an algebraically stable Runge-Kutta method applied to (1.1), (1.9) then
[[u- v[I is nonincreasing. Unlike the analogous situation for one-leg methods,
A-stability and algebraic stability are not equivalent for Runge-Kutta methods and
nonautonomous problems need to be studied to provide a link [9]. Algebraic stability
will play a crucial role in our study of dissipative problems.
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R-K METHODS FOR DISSIPATIVE AND GRADIENT SYSTEMS 1455
Although great insight into the behaviour of numerical methods was gained by
studying (1.8) and (1.1), (1.9), it should be emphasised that the practical applications
of either class of systems is very limited. The linear system (1.8) clearly has a unique
stable fixed point at the origin which attracts all trajectories, whilst for (1.1), (1.9)
it is shown in Stuart and Humphries [25] that the fixed points of the system define a
convex set and that, if a fixed point is unique, then it is globally attracting. Such a
limited range of dynamical behaviour clearly precludes most applications.
One way of broadening the class of problems to which the theory applies is to
generalize (1.9) and consider systems of the form (1.1) that satisfy the so-cMled one-
sided Lipschitz condition
(1.10)
for some c > 0. It is easy to show that for two solutions u(t) and v(t) of (1.1), (1.10)
with different initial conditions
ld lit(t) v(t)ll cllu(t) v(t)ll 22 dt
Thus the condition (1.10) allows some divergence of solutions to occur. It is a natural
condition to apply to stiff systems and the solvability of the Runge-Kutta equations
(1.3)-(1.4) and the behaviour of solution sequences has been widely studied in this
context; the material is well presented in Dekker and Verwer [9] and Hairer and
Wanner [15].
However, dissipative systems need not satisfy a one-sided Lipschitz condition, and
so we will not assume a condition of the form (1.10) when studying (1.1)-(1.2). To
illustrate this we show in Appendix A that after translation of the origin, the Lorenz
equations are dissipative in the sense of (1.1)-(1.2), but do not satisfy a one-sided
Lipschitz condition (1.10). Nonetheless, the theory of solvability of Runge-Kutta
equations developed for (1.1), (1.10) will be of use to us in developing a related
theory for (1.1)-(1.2).
We emphasise that problems satisfying (1.1)-(1.2) can exhibit a variety of interest-
ing dynamical features ranging from multiple competing equilibria (the Cahn-Hilliard
equation) through periodic and quasi-periodic behaviour (the complex Ginzburg-
Landau equations) to chaos (the Lorenz equations and the Kuramoto-Sivashinsky
equation). Thus many applications are possible in this context.
In the next section we review the background theory of dissipative dynamical
systems required in later sections. We also show that if f is locally Lipschitz then
(1.1)-(1.2) defines a dissipative dynamical system. When considering discretizations
of (1.1)-(1.2) we find that the numerical method does not necessarily define a dynam-
ical system, since the solution sequence may not be unique, and so we generalize the
concept of dissipativity to deal with this case.
In 3 we consider the numerical approximation of (1.1)-(1.2). We study the
solubility of (1.3) and show in particular that for a DJ-irreducible algebraically stable
method [15] with invertible A a solution sequence always exists using a combination of
techniques from [9], [12], and [13]. To show that solution sequences need not be unique,
we construct an example where the backward Euler method has multiple solutions for
h arbitrarily small when applied to a problem satisfying (1.2) (see Appendix B).
The existence of an absorbing set often requires step-size bounds that are de-
pendent on initial data; however, Foias et al. [12] have constructed absorbing sets
with step-size bounds independent of initial data for certain discretizations of the
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1456 A.R. HUMPHRIES AND A. M. STUART
Kuramoto-Sivashinsky equations, and Elliott and Stuart [11] have derived similar re-
sults for reaction-diffusion equations. The main result in 3 is to employ techniques
similar to [11] and [12] to show that DJ-irreducible, algebraically stable methods ap-
plied to (1.1)-(1.2) have an absorbing set B for arbitrary initial data and for arbitrarily
large step sizes. Thus a DJ-irreducible algebraically stable method is dissipative for
any fixed step-size h > 0. We then show that if h is sufficiently small the numerical
method defines a dynamical system on B. In addition we show that if f is globally
Lipschitz then any Runge-Kutta method with positive weights defines a dissipative
dynamical system on 1’ for h sufficiently small. The bound on h is again independent
of initial data.
The dissipativity of the map defined by applying the numerical method to (1.1)-
(1.2) enables us to prove existence of a global attractor Jib. The convergence of the
numerical attractor 4h to the attractor .4 of (1.1)-(1.2) is also considered in 3 and
we show that dist(4h, j[)
-
0 as h
--
0, where dist(-, .) is defined in Definition 2.5.
This is referred to as upper semicontinuity at h 0. A number of results of this
nature have already appeared in the literature. Hale [16], [17] and Temam [26] both
give upper semicontinuity results for perturbations of an evolution operator on a
Banach space and our approach is to follow their method of proof. Kloeden and
Lorenz [23] derive related results for one-step discretizations of ordinary differential
equations by considering the weaker concept of asymptotically stable sets. Our upper
semicontinuity result is closely related to the result of Kloeden and Lorenz; however,
we obtain the result without assuming global boundedness of if and obtain global
attraction of 4 by restricting our attention to algebraically stable Runge-Kutta
methods and to problems of the form (1.1)-(1.2). This approach provides the kind of
global bounds required to apply the results of [23].
In 4 we consider gradient systems. We show that if if is globally Lipschitz then
any Runge-Kutta method preserves the gradient structure for h sufficiently small.
This result allows us to show that if (1.1)--(1.2) is in gradient form then for h suffiJ
ciently small the numerical solution preserves the gradient structure on any positively
invariant set. Under the assumption that the fixed points of the system are all hyper-
bolic it is proved that dist(4, 4h)
-
0 as h 0. Such lower semicontinuity results
have been given previously by Hale [16] and Hale and Raugel [18] for perturbations
of gradient systems with hyperbolic equilibria on Banach spaces and again we employ
their method of proof.
2. Dissipative dynamical systems. In this section we review the concepts
and definitions relating to dissipative dynamical systems that we will need in later
sections. We conclude the section by generalizing the concept of dissipativity to cover
multivalued maps.
Before we can define a dissipative dynamical system, we must define what we
mean by a dynamical system and its evolution semigroup.
DEFINITION 2.1. The equation (1.1) is said to define a dynamical system on
an open set U c_ m if for any Yo E U there exists a unique solution of (1.1) with
y(t) V for all t > O. We define the evolution semigroup S(t)" U
--
U for the
dynamical system to be the operator such that y(t) S(t)y(O). This operator has the
properties that
(i) y(t + t’) S(t)y(t’) S(t’)y(t) S(t + t’)y(O) for all t, t’ > O,
(ii) S(O)- I, the identity operator.
The semigroup S(t) is merely a convenient notation for advancing a solution
through t time units. For any set E C_ U the action of the evolution semigroup is
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R-K METHODS FOR DISSIPATIVE AND GRADIENT SYSTEMS 1457
defined by
S(t)E- U S(t)Uo.
YoEE
DEFINITION 2.2. A dynamical system is said to be continuous with respect to
initial data (or simply referred to as a continuous dynamical system) if given any Yo E
U, any T > O, and any c > 0 there exists 5 5(yo, T, ) with IIS(t)yo S(t)yll <
for 0 < t T and all y V such that IlY- Yoll < 5.
Our assumption that f is locally Lipschitz ensures that (1.1) is always continuous
with respect to initial data. We can now define a dissipative dynamical system; see
Hale [16].
DEFINITION 2.3. A dynamical system is dissipative if there is a bounded set B
with the property that, for any bounded set E C_ U, there exists t*(E) ) 0 such that
S(t)E c_ B for t > t*. The set B is called an absorbing set.
Remark. Hale [16] notes that for a continuous dynamical system on a locally
compact space (like Rm) to show dissipativity it is sufficient to show that for any
initial condition Y0 U there exists t*(yo) ) 0 such that S(t)yo B for t > t*.
A dissipative dynamical system possesses a global attractor. To enable us to
study attractors we must first define w-limit sets and a distance function for sets.
DEFINITION 2.4. For any Yo U the w-limit set of Yo is defined by
N U
TOtT
For a bounded set E C_ U we define the w-limit set of E by
> O >
The sets w(yo) and w(E) are positively invariant under S(t) and are also closed (as
an intersection of closed sets). Note that, in general,
(2.1) U w(x)C w(E)
with the inclusion being sharp. This is because w(E) includes heteroclinic and ho-
moclinic connections between the limit sets of individual trajectories originating in
E.
DEFINITION 2.5. Given a set B C R and a point x m we define
dist(x, B) inf yll.
yB
For two sets A, B C I we define
dist(A, B) sup dist(x, B).
Given a set A we also define the -neighbourhood of A by
N(A,)- {x: dist(x, A) < }.
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1458 A.R. HUMPHRIES AND A. M. STUART
Remark. Note that in general dist(A,B) # dist(B,A). If dist(A,B) 0 then
A c_ B and if dist(A,B) dist(B,A) 0 then A B. We now define the global
attractor for a continuous dynamical system.
DEFINITION 2.6. For a continuous dynamical system a set A is said to attract
a set B under S(t) if for any > 0 there exists t* t*(, A, B) such that
S(t)B c_ N(A,) V t > t*.
.4 is said to be a local attractor if it is a compact invariant set that attracts an open
neighbourhood of itself..A is said to be a global attractor if it is a compact invariant
set that attracts all bounded subsets of U.
For a dissipative system the global attractor 4 can be constructed as
where B is any absorbing set of the system and it follows that 4 is compact and
invariant under S(t). By virtue of (2.1) it is not sufficient to study limit sets of indi-
vidual trajectories to construct 4. We now show that (1.1)-(1.2) defines a dissipative
dynamical system.
THEOREM 2.7. Suppose y(t) is a solution of (1.1) where f satisfies (1.2). Then
(1.1)-(1.2) defines a dynamical system on R and for any > 0 there exists t
t*(yo, such that for all t > t*
Hence the dynamical system is dissipative, the open ball B B(0, v/-// + ) is an
absorbing set for any > O, and the system possesses a global attractor .A defined by
A-w(B).
Proof. First we establish an a priori bound on the solution y(t). Note that
ld
Ilyll (u, I(u))2 dt
Now integration shows that
(2.3)
Thus it follows that
(max Ilyoll,
for t > 0. Hence the solution of (1.1)-(1.2) cannot blow up and since f is locally
Lipschitz the standard theory of ordinary differential equations implies that (1.1)
defines a dynamical system on Rm.
The bound (2.2) follows from (2.3) and this implies that (1.1)-(1.2) is dissipative,
with B an absorbing set and a global attractor 4 defined by
Next we define a dynamical system for mappings. We suppose that Oh defines
a family of maps parameterized by h. When we come to consider the numerical
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R-K METHODS FOR DISSIPATIVE AND GRADIENT SYSTEMS 1459
approximation of (1.1)-(1.2) by a Runge-Kutta method (1.3)-(1.4) the parameter h
will be the step-size of the method.
DEFINITION 2.8. If Oh: U
--
U is uniquely defined on U c_ N then for any
Yo E U the sequence {Yn}n__O is uniquely defined in U by Yn+l Oh(y,), and (Oh
is said to define a dynamical system on U. The evolution semigroup S" U U is
defined to be the operator such that Yn SYo"
Note that, in this definition, S. is simply an n-fold composition of Oh(.).
We define continuity, dissipativity, w-limit sets, and attractors for discrete dy-
namical systems in the natural way by replacing S(t) with S in Definitions 2.2-2.4
and 2.6 with n playing the role of t for integer n. Whilst continuity with respect to
initial data is automatic for (1.1)-(1.2) with Lipschitz if we need to show continuity
for dynamical systems generated by a numerical discretization of (1.1)-(1.2).
When modeling a dissipative problem numerically it is natural in many circum-
stances to require that the numerical method preserve the dissipativity. In the next
section we investigate this issue for the numerical solution of (1.1)-(1.2) using a fixed
time-stepping Runge-Kutta method; when it is dissipative we compare the absorbing
sets and global attractors of the two systems.
In previous works many authors have assumed that numerical methods define
continuously differentiable dynamical systems. However, when implicit methods are
applied to (1.1), the numerical method does not even necessarily define a dynamical
system since solutions of the Runge-Kutta defining equation (1.3) need not exist or
may not be unique for a given Yn Nm and h > 0. Instead of restricting our attention
to the case where the numerical method does define a dynamical system, which would
exclude the Runge-Kutta methods with the best stability properties, we will define a
generalized evolution operator, which allows us to prove results regardless of whether
or not the numerical method defines a dynamical system.
For an implicit method rewrite the Runge-Kutta equations (1.3)-(1.4) as
(2.4)
8Yi Yn h
-j=l ai,jf(Yj) O,
Yn+l Yn h=l bif(Y) 0
i=l,...,s
and consider the Y’s to be functions of Yn"
map
Then we may think of (2.4) as an implicit
(2.5) "Fh(Yn, Yn+l) 0.
The generalized evolution map is then defined as follows.
DEFINITION 2.9. Consider an implicit Runge-Kutta method defined by an im-
plicit map (2.5). The generalized evolution map Gr for Th is defined by
a (u) 0},
a (E) [_j
uEE
and inductively by
a (u)
a (E) [.j
uEE
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1460 A.R. HUMPHRIES AND A. M. STUART
The generalized evolution map G is the natural extension of the evolution map
S to multivalued maps. If Th defines a dynamical system then S and G agree. In
general, however, the evolution map Glh(yn) returns all the possible values of Yn+l
for the implicit map and should be thought of as a set-valued function on subsets
of ]1m rather than a map from ]Im to itself. Note that if (2.5) is insoluble for some
initial condition Yn then G(Yn) O, and we also define G(0) 0.
It should be noted that our definition of the generalized evolution operator is
analogous to the usual definition of negative orbits for discrete dynamical systems.
Since the map defining a discrete dynamical system need not be one-to-one, negative
orbits need not be unique, and it is usual to define the negative orbit of a point to be
the union of all possible such orbits (see, for example, Hale [16]).
The generalized evolution map allows us to extend the concept of dissipativity to
cover multivalued maps in a natural way by replacing S by G in the definition of
dissipativity. We will use this generalized concept in the next section, which will allow
us to consider the approximation of dissipative systems by both explicit and implicit
numerical maps without making any assumption as to whether or not the numerical
method defines a unique solution sequence.
3. Runge-Kutta methods for dissipative systems. In this section we will
discuss the dynamics of solution sequences of Runge-Kutta methods applied to (1.1)-
(1.2). First we will establish that for certain implicit methods a solution sequence
always exists.
The use of implicit Runge-Kutta methods was first proposed by Butcher [3], and
he proved the following existence and uniqueness result for solutions of the Runge-
Kutta equations (1.3)-(1.4) in the case where f is assumed to be globally Lipschitz.
THEOREM 3.1 [3]. If f is globally Lipschitz with Lipschitz constant L and
1(3.1) h< La
where
(3.2) a maxE laijl + max laijl,
j----1 j--i
then the equations (1.3)-(1.4) are uniquely soluble. Furthermore, this solution can be
found by iteration. Set yo Yn for all 1,..., s then iterate
(3.3) y/N+1 Yn + hEaJf(Y+1) + h ajf(Y).
j--1 j--i
Then Y limN_ yN exists and defines the solution of (1.3).
We now consider the existence of solutions to (1.3) in the general case where f is
locally Lipschitz and satisfies (1.2). Recall Definition 1.2 from the introduction. We
will show that for a DJ-irreducible [15] algebraically stable Runge-Kutta method with
A invertible, the defining equations (1.3) are soluble for any h > 0 and any value of
Yn, and hence a solution sequence always exists. We will require the function D(A),
which is defined below as in Dekker and Verwer [9].
DEFINITION 3.2. Let D be a positive diagonal s s matrix, so di > 0 for all i,
and A an arbitrary s s matrix. Then the function D(A) is defined by
qD(A)- inf (DA,)
o (D,-"
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R-K METHODS FOR DISSIPATIVE AND GRADIENT SYSTEMS 1461
Now let 7) be the set of positive diagonal s s matrices and define o(A) by
(3.5) 0(A)- sup D(A).
The following lemma will be needed in the proof of the existence of solutions to (1.3).
To prove the lemma we need the fact that for a DJ-irreducible algebraically stable
Runge-Kutta method, bi > 0 for all i, so that B is positive definite (see [9], [15]).
LEMMA 3.3. For a DJ-irreducible algebraically stable Runge-Kutta method with
invertible A both B(A-1) > 0 and 0(A-1) > 0.
Proof. Observe that
(BA, ) CTBA
T(BA
1 1 )2
-TM + -(bT(
> 0,
since M is positive semidefinite. Now since (B( (> s 2i=b > 0 for 0
it follows that B(A) > O. Dekker and Verwer [9] show that if A is invertible
and B(A) > 0 then B(A-) > 0, and since 0(A-1) > B(A-1) the result
follows.
We will require the following notation in our proof of the existence of solutions
to (1.3). Define Y E ms by
and if D is an s x s positive definite diagonal matrix define an inner product on ]lms
by
(X,Y}D--XT(D@Im)Y
and the corresponding norm on Rms by
yT(D (R) Im)Y dllYll 2IIYII (Y,Y)D
i=1
where (D (R) Im) denotes the tensor product of D and Im the m-dimensional unit
matrix, and II" denotes the usual norm on Rm induced by the inner product used
in (1.2). Since B is positive definite for a DJ-irreducible algebraically stable Runge-
Kutta method, in this case we can define
i=1
The idea for the proof of the following proposition comes from Foias et al. [12],
who used a similar technique to show the existence of solutions to an implicit method
for the Kuramoto-Sivashinsky equation; see also French and Jensen [13]. The proof
also uses ideas from the study of existence of solutions to (1.3) when f satisfies a
one-sided Lipschitz condition (1.10) (see [9]).
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1462 A.R. HUMPHRIES AND A. M. STUART
PROPOSITION 3.4. If f satisfies (1.2) and A is invertible with
(3.6) 0(A-i) + h/ > 0,
where Vo(d) is defined by (3.5), then the Runge-gutta equations (1.3) are soluble.
Proof. Define y ms and F(Y) m by
y [ynT T T T,Yn,’",Yn]
F(Y) [/(y1)T, f(y2)T,. f(ys)T] T
and let
(3.7) "(Y) (A
-
(R) Im)(Y y h(A (R) Im)F(Y))
Equation (3.6) implies that there exists > 0 such that
I,o(A-1) + h/ >
and the definition of 0(A-1) then implies the existence of a positive definite diagonal
matrix D such that
D(A-) + h > O.
Using this D we have that
yT(DA-1 Im)Y- yT -1(Y, "(Y)>D (R) (DA (R) Im)y
(3.8) hyT(D (R) Im)F(Y).
Consider the terms on the right-hand side of (3.8) individually. For the first term it
is known that
(3.9) yT(DA- (R) Im)Y > D(A-1)IIYII2D
see for example Dekker and Verwer [9] or Hairer and Wanner [15]. To deal with the
second term consider
yT(DA-1 (R) Im)y- (Y, (A-1 (R) Im)Y}D
(3.10) < [[Y[ID I[(A-1 (R) Im)Y[ID"
Finally, we bound the last term by using the dissipativity of the system. By scaling
we can assume without loss of generality that
-i=l di 1. Then using (1.2) we have
yT(D (R) Im)F(Y) (Y,F(Y))D
d(Y, f(Y))
i-----1
i=1 i=1
Substituting all these inequalities into (3.8) implies that
(Y, O(Y))D > (PD(A-1) +/h] IIYll -]lYliD II(A-1 (R) Im)YlID\ /
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R-K METHODS FOR DISSIPATIVE AND GRADIENT SYSTEMS 1463
Now note that by assumption the coefficient of IIYII is positive so that for R suffi-
ciently large we have that
(3.11) (Y, "(Y))D > 0
for all Y e OB where B is the ball of radius R in (Rms, II.IlD). Now from Girault
and Raviart [14, p. 279] or Constantin and Foils [5, p. 58] it follows that there exists
Y E B such that (I)(Y) 0. Thus for this value of Y
Y y h(A (R) Im)F(Y) 0,
which is equivalent to
Yi Yn hai,jf(Yj) -0
j=l
for all 1,..., s and hence a solution of (1.3). [
Remark. Notice that (3.11) holds for IIYIID > R. Hence (I)(Y) 0 for IIYIID > R
and any solution of (1.3) must satisfy IIYIID < R.
Recall that by Lemma 3.3 a DJ-irreducible algebraically stable Runge-Kutta
method with invertible A satisfies B(A-1) > O. Hence the following theorem follows
trivially from Proposition 3.4.
THEOREM 3.5. If the Runge-Kutta method (1.3)-(1.4) is DJ-irreducible and
algebraically stable with A invertible and f satisfies (1.2), then the defining equations
(1.3) are soluble for any step-size h > 0 and any Yn lm"
Remark. For a general Runge-Kutta method suppose that A is invertible but
that 0(A-1) < 0. In this case Proposition 3.4 implies that if
h > -0(A
-
then there exists a solution of the Runge-Kutta equations (1.3). The existence of
solutions for h sufficiently large is a rather curious result, contrary to intuition. It
may be true that under the assumption (1.2) the Runge-Kutta equations (1.3) are
soluble for any method with A invertible and any step-size h > 0, but our theory is
not sufficient to show this.
It should be noted that there exist Runge-Kutta methods of arbitrary high order
that satisfy the conditions of Theorem 3.5. The simplest example is the backward
Euler scheme. The Butcher Gauss-Legendre methods [3] are DJ-irreducible and alge-
braically stable with A invertible and have order 2s where s is the number of stages.
The methods based on Radau quadrature are also DJ irreducible and algebraically
stable with A invertible.
Having shown the existence of solutions to the Runge-Kutta equations (1.3) for
the dissipative systems defined by (1.1)-(1.2) we would like to also show uniqueness.
This is not possible, however, and in Appendix B we give an example of a system
of the form (1.1)-(1.2) for which the backward Euler method has multiple solutions
with h arbitrarily small. However, it is possible to establish a local uniqueness result
for solutions of (1.3); this is done in Proposition 3.9.
We now consider whether the numerical solution defined by a Runge-Kutta
method is dissipative. We begin with an example which shows that a numerical dis-
cretization of (1.1)-(1.2) need not in general inherit the dissipativity of that system.
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1464 A.R. HUMPHRIES AND A. M. STUART
Example 3.6. Consider the class of linear scalar systems (1.8) with A real and
negative. Note that this system is dissipative and satisfies (1.2) with
Solving numerically with the forward Euler method we obtain the numerical solution
Yn (1 + h/)nyo,
which is dissipative for h < 2/(-). If h > 2/(-) the numerical solution will be-
come unbounded. Thus to ensure numerical dissipativity for linear problems we must
impose an upper boundon the step size. By generalizing this example to arbitrary
linear systems of the form
dy Aydt
where (Ay, y) < -IIyll 2 and A is diagonalizable, it is possible to show that A-stability
is a necessary condition for a Runge-Kutta method to be dissipative for all h > 0.
For nonlinear problems the situation is worse; consider the numerical solution of
(3.12) dy _y3
using the forward Euler method. Note that (f(y), y) 1 y2 so that (3.12) defines
a dissipative system of the form (1.1)-(1.2). The numerical solution has the property
that if lY01 < then lYnl- 0 as n --* cx, whereas if lY01 > X/ then lYn+ll >
[yn[ and lYn[ OC. Hence the forward Euler is not dissipative for any h > 0.
Thus whenever a non-A-stable method is used to solve (1.1)-(1.2), a restriction
must be imposed on the step size used to ensure dissipativity for linear problems.
However, for nonlinear problems there is no obvious analogue of , and hence no sim-
ple bound to apply to the step size. To obtain robust numerical schemes, we must seek
methods that are dissipative for any fixed step-size h > 0, and Example 3.6 implies
that only A-stable methods should be considered. In fact, when seeking a class of
methods for which the numerical approximation to the nonlinear problem (1.1)-(1.2)
is dissipative, it is natural to restrict attention further and consider numerical ap-
proximation by algebraically stable methods, as is desirable for contractive nonlinear
problems. This is what we now do. We wish to show that the map defined by the
numerical method is dissipative, but as we have seen the numerical method need not
define a unique map and (1.3) may have none, one, or many solutions. This forces us
to use the generalized concept of dissipativity for multivalued maps from the previous
section. Before we state our main result we give a preliminary lemma.
LEMMA 3.7. Any solution of the Runge-Kutta defining equations (1.3)-(1.4)
applied to (1.1) satisfies
(3.13)
i=1 i,j=l
Proof. By (1.4)
(3.14) IlYn+l II  ll / 2h / bibj(f(Yi),
i--1 i,j--1
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R-K METHODS FOR DISSIPATIVE AND GRADIENT SYSTEMS 1465
Now (1.3) implies
Yn Y h a,jf(Yj),
j=l
hence
(y,, f(Y)) (Y, f(Y)} h a,j(f(Yj), f(Y)),
j=l
and substituting for (Yn, f(Yi)} in (3.14) implies the required result. q
We now show that when a DJ-irreducible, algebraically stable Runge-Kutta
method is applied to (1.1)-(1.2) the numerical solution retains the dissipativity of
the underlying system.
THEOREM 3.8. Suppose (1.1)-(1.2) is approximated numerically using a DJ-
irreducible, algebraically stable Runge-Kutta method. Then for any fixed step-size h >
0 the map generated by the numerical method is dissipative (in the generalized sense
of 2) and the open ball B(0, R) is an absorbing set for any R > v/a// + hC(0, h)
where C is defined in (3.20).
Proof. Algebraic stability and (3.13) imply
(3.15) IlY+1112 < I[Ynll 2 + 2h b(Y, f(Y)).
i=1
Now since (1.2) holds it follows that
(3.16)
I[yn/l 2 IlYnll 2 + 2h b [ -/IIYII 2]
i--1
Hence, given any e > 0 it follows that either
(3.17)
or, by (3.16),
Suppose that (3.18) holds and subtract (1.3) from (1.4) to yield
Yn+l Y + h ejf(Yj),
j=l
where eij bj -aij, and take norms of both sides to give
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1466 A.R. HUMPHRIES AND A. M. STUART
Recalling that E=I bi 1, multiply both sides by bi and sum over to obtain
2
(3.19 < ? + e + 2h bieij(Yi, f(Yj)> + h
2 bi eijf(Yj)
i--1 j--1 i--1 j--1
Now let E be the s s matrix with {E}ij eij and note that
2 bieij(Yi, f(Yj))
i=l j=i
2
Define
(3.20) C(, h) sup [2XT(BE (R) Im)F(X) + hll(E (R) Im)F(X)ll2B
IlXll</+
2YT(BE (R) Im)F(Y) + hll(E (R) Im)F(Y)II B"
and note that C(, h) is a nonnegative continuous increasing function in both h and
. Now (3.19) implies that
(3.21) []Yn+lll 2 < + e + hC(,h).
Hence either (3.17) or (3.21) holds at each step and it follows trivially that the
multivalued map generated by the numerical method is dissipative in the generalized
sense of the previous section and that B(0, V/a// + + hC(, h)) is an absorbing set.
Since is arbitrary the result follows, r]
Remarks. (i) The DJ-irreducibility of the method is used in the definition of C.
If bi 0 for some then II’IIB is a semi-norm and the supremum in (3.20) may be
unbounded. However, the solution sequence from a DJ-reducible method is equivalent
to that from a DJ-irreducible method and hence all the results in this paper are easily
extended to remove the DJ-irreducibility. However, most standard methods are DJ-
irreducible and so we have not pursued this further.
(ii) Under the conditions of Theorem 3.8 a solution sequence {Yn}n=0 to (1.31-
(1.4) need not exist, but if such a sequence does exist then for n sufficiently large it
enters, and then remains in, the absorbing set. If we assume in addition that A is
invertible then Theorem 3.5 ensures that a solution sequence exists. Note also that
Proposition 3.4 together with Theorem 3.5 imply an upper bound on IIY[[ for the
solution of (1.31 at each step. We can also derive a bound on the solution at each step
when A is not invertible. Since [[Yn+l[[ 2 > 0, it follows from (3.16) that if a solution
to (1.3) exists then that solution satisfies
a 1(3.22) IIYII < + 2--h--llnll 2.
(iii) From the proof of Theorem 3.8, by setting 0 we deduce that for any
h > 0 the ball
(3.23) B(0, V/a// + hC(0, h)),
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R-K METHODS FOR DISSIPATIVE AND GRADIENT SYSTEMS 1467
where C is defined by (3.20), is positively invariant for the numerical method. By this
we mean that if Yn e B(O, V/o/ + hC(O, h)) then Yn+I e B(O, V/a/ + hC(O, h)).
Note however that the corresponding stage values Y need not be contained in the
positively invariant set.
(iv) Notice that hC(O,h) 0 as h 0, hence given any e > 0 there exists
H(e) > 0 such that for h < H(e) the ball B(0, v/--// + e) is an absorbing set.
Although we cannot derive a global uniqueness result, and to prove global exis-
tence we needed to assume that A is invertible, we can prove a local existence and
uniqueness result for (1.3) which will enable us to prove that the numerical method
defines a dynamical system on the absorbing set.
In the following proposition, reproduced from Humphries [22], N(B,e) is the
epsilon neighbourhood of B as defined in Definition 2.5.
PROPOSITION 3.9. Suppose f is Lipschitz on N(B, ) where B is some subset of
]m and that M is finite where
(3.24) M= sup
yeN(B,e)
aM’ La
where L is the Lipschitz constant and a is as defined by (3.2), then for any Yn E B
there exists a unique solution of (1.3) such that
and hence Y B(yn, ) c_ N(B, ) for all and the iteration (3.3) converges to this
solution.
Remark. Proposition 3.9 is only a local result. For an implicit method it is
possible that there exist additional solutions to (1.3) such that Y N(B,) for
some or all i.
In Proposition 3.9 no use is made of the dissipativity of f induced by (1.2). It
would be desirable to use (1.2) to show that when B is some appropriate neigh-
bourhood of the absorbing set then there can be no solutions of (1.3) with any
Y N(B,). However, the nature of the bound given by (3.22) does not allow
us to do this. If we fix h > 0 then (3.22) defines a set in which all solutions of (1.3)
must lie. To ensure that there is a unique such solution we must also ensure that
(3.25) is satisfied, but in general we cannot do this, since reducing h to satisfy (3.25)
will enlarge the set defined by (3.22), which will in turn require a smaller h to satisfy
(3.25), and so on.
By Theorem 3.8, if (1.1)-(1.2) is approximated numerically using a DJ-irreduc-
ible, algebraically stable Runge-Kutta method, then the numerical solution possesses
an absorbing set. If we now consider the numerical method within this set, then by
applying Proposition 3.9 we can prove that the numerical method defines a dynamical
system for h sufficiently small.
THEOREM 3.10. Suppose (1.1)-(1.2) is approximated numerically using a DJ-
irreducible, algebraically stable Runge-Kutta method. Then for any B B(0, R),
where R > x//, and any neighbourhood N N(B, e) ofB there exists H(B, N) > 0
such that for h (0, H), B is an absorbing set for the numerical solution. If the
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1468 A.R. HUMPHRIES AND A. M. STUART
solution of (1.3) constructed in Proposition 3.9 is used then the numerical method
defines a continuous dynamical system on B so that if Yo E B then Yn B for all
n > O, and, furthermore, the stage values Y N at each step.
Proof. Given a set B as above, then by Theorem 3.8 B is absorbing for h < H1 (R)
for some HI (/) 0. Now, to show that the numerical solution defines a dynamical
system on B, first note that by Theorem 3.8, remark (iii), if Yn B then Yn+ B.
Now by Proposition 3.9, there exists H2(B, N) > 0 such that if h < H2(B, N) and
Yn B then (1.3) possesses a unique solution with Yi E N for all i. This defines a
unique value of Yn+l B and thus the numerical method defines a discrete dynamical
system on B.
To establish continuity of this dynamical system on B, let
Z zn + h ajJ’(Zj),
j=l
i=l,...,s
and
Zn+ 2;n
--
h bf(Z).
i--1
Then
Yi Z (Yn Zn) + h aj[f(Yj) f(Zj)],
j=l
and letting
M- max IIY zlll<j<
and
(3.26) A max laliE1,...,s j--1
we obtain
(3.27)
IIY Zll < IlYn Znll + hA max IIf(Y) f(z)lll<j<s
But (3.27) holds for all and hence if h < H3 1/LA it follows that
M < IlYn zll + LAhM
1
< 1 Zh IlYn
Furthermore, letting
(3.28)
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R-K METHODS FOR DISSIPATIVE AND GRADIENT SYSTEMS 1469
it follows that
IlYn+l Zn+lll IlYn Znll + h IblllY(Y)-
j--1
1 + Lh(l- &)
which proves continuity with respect to initial data. Thus the theorem holds with
H min(H, H2, H3).
Remark. (i) Since B is bounded the dynamical system defined on B in Theorem
3.10 is trivially dissipative, and its globM attractor Ah is given by Ah w(B). Since
the numerical method is dissipative on m (in the generalized sense of 2) and all
trajectories enter B, Ah is Mso the globM attractor for the numerical method on the
full space m.
(ii) If (1.3) is solved using the iteration (3.3) then by Proposition 3.9 this iteration
converges to the solution of (1.3) that defines the discrete dynamicM system in The-
orem 3.10. If a different scheme is used to solve (1.3) then this scheme may converge
to a different solution. However, since B is an absorbing set for the method, for n
sufficiently large we expect to find a solution of (1.3) with Y in a neighbourhood of
B for all i, and we have proved that there exists a unique solution with this property;
thus we may consider any other solution of (1.3) to be "wrong." In practice we expect
all sensible schemes for solving (1.3) to converge to the solution defined by (3.3) and
thus the conclusions of Theorem 3.10 will hold for any reasonable implementation of
(1.3)-(1.4).
We now prove upper semicontinuity of the global attractor for the numerical ap-
proximation to the dissipative system (1.1)-(1.2). The basic idea for the proof of
Theorem 3.11 can be found in both Hale, Lin, and Raugel [17] and Temam [26]. In
both of those works upper semicontinuity was proved for certain perturbations Sx (t)
of an infinite dimensional evolution operator Sxo (t). In addition to straightforward
perturbations of the infinite dimensional system, the theory in [17], [26] covers the case
where Sx(t) represents a finite dimensional spatial discretization of a partial differ-
ential equation, under certain conditions. We consider the case where the perturbed
systems represent discrete maps generated by temporal discretization of an ordinary
differential equation and show that the numerical attractor Nh of an algebraically
stable Runge-Kutta method is upper semicontinuous at h 0. Roughly this says
that every point on the numerical attractor is close to a point on the true attractor
of (1.1)-(1.2). Note that due to the asymmetry of the distance function the converse
need not be true, but in the next section we will prove such a converse result for
dissipative gradient systems.
THEOREM 3.11. Suppose (1.1)-(1.2) is approximated numerically using a DJ-
irreducible, algebraically stable Runge-Kutta method. Then there exists H > 0 such
that for h < H the numerical solution possesses a global attractor that satisfies
(3.29) dist(e4h, jl)
-
0 as h 0
where .4 is the global attractor of (1.1)-(1.2).
Proof. By Theorem 3.10 there exists H1 > 0 such that if h < H1 then B
B(0, X// + e) is absorbing for the numerical method and hence 4h w(B). Here
we also assume that H1 is sufficiently small so that the numerical method defines a
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1470 A.R. HUMPHRIES AND A. M. STUART
dynamical system on B. We denote the evolution operator for this dynamical system
by
It remains to establish (3.29) only, which we will do by showing that, given any
e > 0, there exists H(e) > 0 such that if h E (O,H(e)) then dist(Ah,A) < e. To do
this, note that if Ah C_ N(A, e) then dist(Ah, A) < e, and so it is sufficient to show
that 4h E N(A, e) for all h sufficiently small.
Consider the underlying system (1.1)-(1.2). Since A attracts B under S(t) there
exists to > 0 such that S(t)B
_
N(A,e/2) for all t > to. Also notice that Theorem
2.7 implies that A
_
B(0, X/) and hence it follows that N(A, e)
_
B.
By the classical convergence theorem for consistent numerical methods, for any
Y0 B there exists H2(Y0) > 0 such that for any h < H2(yo)
(3.30) IlYn y(nh)ll < e/2 if nh < 2t0.
Such an error bound is proved for Lipschitz J’ in [21]. Since B is compact and the
dynamical system (1.1)-(1.2) is continuous, there exists a uniform bound H > 0
such that if h < H then (3.30) holds for any Y0 G B. Hence if h < min(H1, H) and
integer n satisfies to < nh < 2t0 then for any Y0 B
dist(y gl)- inf IIn-
xEA
< IlYn y(nh)I] 2t- dist(y(nh), A)
Thus SB c_ N(A, e) for all n such that to < nh < 2t0. We will establish by induction
that SB C_ N(jI,) for all integer n" nh > to. Suppose the result holds for integer
n to < nh < kto with k > 2 and consider integer n such that kto < nh < (k + 1)t0.
Choose m and p such that n m + p, to < mh < 2t0, and p the smallest integer
such that ph > (k- 1)t0; thus ph < kto. Then S’B SSB and by the inductive
hypothesis SB c_ N(.4,) C B. Thus SB C_ SB and since to < mh < 2t0 it
follows that S’B c_ N(jI,) and the induction argument is complete.
Finally recall that
Us z.
m>/ O n)m
Since SB C_ N(A,e) for all n ) no, where no is the smallest integersuch that
noh > to, it follows that
U S;B c
n> no
and hence Ah c_ N(A, e) as required. S
Remark. An alternative proof of this result, under the hypothesis that f
CI(U, IRm), can be obtained by applying the result of Kloeden and Lorenz [23] as
follows: they show that, for any uniformly asymptotically stable set (u.a.s.) A there
is an approximating set Ah satisfying
max(dist(Ah, A),dist(A, Ah)) 0 ash
-
0.
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R-K METHODS FOR DISSIPATIVE AND GRADIENT SYSTEMS 1471
In our application the global attractor A is a u.a.s, and so we may take A A. The
set Ah constructed in [23] is locally absorbing and hence for our problem, under the
conditions of Theorem 3.11, globally absorbing. Thus .A.h W(Ah) C_ Ah so that
dist(Ah, A) < dist(Ah, A) dist(Ah, A)
and upper semicontinuity follows. Note that it is not necessary to assume global
boundedness of f and its derivatives as in [23] since the a priori estimate provided by
the absorbing set B avoids this.
Finally in this section we consider (1.1)-(1.2) under the additional assumption
that f is globally Lipschitz. We can then prove that any Runge-Kutta method with
positive weights is dissipative. We state all of the results for f globally Lipschitz in
one theorem.
THEOREM 3.12. If f is globally Lipschitz with Lipschitz constant L and (1.1)-
(1.2) is approximated numerically by a Runge-Kutta method with bi > 0 for all
then
(i) if
2Z(3.31) h < H1 p2L21,
where p- maxi 1/bi and MI- -,j= Imijl, then the numerical solution is dissipative
in the generalized sense of 2;
(ii) if
1(3.32) h < H2 La
then the numerical solution defines a dynamical system on Rm;
(iii) for h < min (H, He) the numerical solution defines a dissipative dynamical
system on m and possesses a global attractor 4h that satisfies
dist(4h, A)
--
0 as h 0
where .4 is the global attractor of (1.1)-(1.2).
Proof. To show dissipativity choose e > 0 and let k 1 + (e/ea) so that
Recall Lemma 3.7 and apply (1.2) to obtain
(3.33)
Ilynll 2 + 2hbi[ IIYII 2] h2 mj(f(Y),f(Yj)}
i----1 i,j=l
i,j=l
hell miy(f(Yi), I(Yy))II.
i,j=l
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1472 A.R. HUMPHRIES AND A. M. STUART
The underlying system (1.1)-(1.2) has a fixed point x such that IIxll < v/// (see,
for example, Constantin and Foias [5, Lem. 7.2]). Thus by Lipschitz continuity
IIf(O)ll < LV/-//3 and letting c- LV/--//3 implies
< PLIIYII + c.
Thus
(< pLllgllB+c
and (3.33) implies
(3.34) [lYn+x
(1) (2h 1-- IIYII2B + h2NI pLIIYIIB + c)2.
Now assuming N[ 0 (otherwise the method is irreducible and algebraically stable
and the previous theory applies) let
213(1
 )llXll B
min (IlXll>/+z NI oL[[XII / c
and notice that the minimum is achieved with [tXll /+ and that H is strictly
positive. Suppose h < H, then by (3.34) and definition of H either
(3.35)
or
(3.36)
Suppose (3.35) holds and that
Ily+lll 2 > tIynll2-
then by (3.35)
-+e.
Hence we have deduced that for h < H eitherD
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R-K METHODS FOR DISSIPATIVE AND GRADIENT SYSTEMS 1473
or (3.36) holds. Now follow the proof of Theorem 3.8 to deduce that (3.36) im-
plies (3.21) holds and hence that the numerical solution is dissipative and that
B(O, V/a/ + + hC(, h)) is an absorbing set.
Finally, notice that as IIXIIB De
and as e
-
oe
2/(1-
 )llXll 2/(1- )
2(1 )
--//1.p2L2M
Hence, given any h < H1, for sufficiently large h < H and the numerical solution is
dissipative.
By Theorem 3.1 if (3.32) holds the numerical method defines a dynamical system
on ]1 and continuity may be established as in the proof of Theorem 3.10. From (i)
and (ii) for h < min(H1,H2) the numerical solution defines a dissipative dynamical
system and possesses a global attractor Ah. Convergence of the attractor follows from
the proof of Theorem 3.11.
4. Gradient systems. In this section we consider the special case where the dis-
sipative initial value problem (1.1)-(1.2) is in gradient form. We will assume through-
out that f CI(U,Im).
DEFINITION 4.1. If (1.1) defines a dynamical system on U c_ m then (1.1) is
said to define a gradient system if there exists F: U
--
l satisfying
(i) F(y) > 0 for all y U,
(ii) F(y)
--
cx as Ilyll
(iii) for a solution of (1.1) F(S(t)Yo) is nonincreasing in t, and
(iv) /f F(S(t)yo) F(yo) for t > 0 then y(O) is an equilibrium point.
F is called a Lyapunov functional.
This definition can be generalized, in a natural way, to dynamical systems gener-
ated by maps of the form
(4.1) Yn+l Oh(Yn)
by replacing S(t) with S and t with n in Definition 4.1. Throughout we assume that
(I)h is Lipschitz for mappings of the form (4.1).
Henceforth we consider the particular case where f is a gradient vector field, so
that
(4.2) f(y) -VF(y).
It is straightforward to show [19] that if (4.2) holds for some F then (iii) and (iv) of
Definition 4.1 follow automatically, and hence that if F satisfies (i) and (ii) then (1.1),
(4.2) define a gradient system. The following theorem shows that the dynamics of a
gradient system must be relatively simple. Let E {y: f(y) 0}. Then we have the
following theorem.
THEOREM 4.2 [19]. If (1.1) is a gradient system then w(y(O)) c_ E. Furthermore,
if the zeros of f are isolated then w(y(O)) x for some x E.
Let Eh {y: h(Y) Y}. An analogous result to Theorem 4.2 holds for gradient
mappings; related results may be found in [10] and [13].
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1474 A.R. HUMPHRIES AND A. M. STUART
THEOREM 4.3. If (4.1) defines a gradient system with Oh Lipschitz on any
bounded subset of U, then w(yo) c_ Eh. Furthermore, if the fixed points of Oh are
isolated then w(yo) x for some x E Eh.
Proof. Note that the dynamical system is continuous since Oh is a Lipschitz
function. Property (iii) in Definition 4.1 implies that F(yn) F(Yo) for all n, and
then property (ii) implies that Un>o Syo is bounded. Thus Un>o Syo is compact
and hence, by Lemma 2.1.2 in [16], it follows that w(yo) is nonempty, compact, and
invariant. If Xl, x2 E w(yo) then it is clear that F(xi) E(x2), otherwise we obtain
a contradiction to (iii) of Definition 4.1. Since w(yo) is invariant it follows that
F(Sx) F(x) for any x w(Yo). Thus x Eh by Definition 4.1(iv).
Now assume that the fixed points of Oh are isolated. Since w(yo) is compact
it follows that w(yo) contains a finite number of equilibria, say xj,j 1,..., J. Let
Bj B(xj, 5), B+ [Jj=l,...,j Bj, and B- B\B+ and assume that 5 is sufficiently
small that dist(x, Bk) > A > 0 forallx Bj,j k. Note that w(Yo) is nonempty;
assume for the purposes of contradiction that xl w(yo) and that it is not the
unique member of w(yo). Then for all 5 > 0 there exists a sequence ni
-
c such that
Syo B1 and Syo
--
X as ni
--
cx. Since X is not the unique limit point there
is an infinite sequence of integers mj such that Ym B1 and Ym+l B1. Let L be
the Lipschitz constant for Oh on B1, then since Xl is a fixed point, we deduce that
Hence, if L5 < A we deduce that Ym+ B- for each j. But B- is compact and hence
the infinite sequence {Ym+l }?--I must have a limit point; such a limit point cannot
be contained in Eh by definition of B- and hence we have obtained a contradiction.
This completes the proof. [3
Before we consider the dissipative gradient system (1.1)-(1.2), (4.2) we will con-
sider the gradient system (1.1), (4.2) under the assumption that f is globally Lipschitz.
For this system we will be able to show that every Runge-Kutta method preserves
the underlying gradient structure for h sufficiently small. Whilst this result is not
surprising, it will allow us to show that in the case of a gradient system where (1.2) is
also satisfied then a dissipative numerical method preserves the gradient structure on
the absorbing set. We can then show that the numerical attractor 4h is both upper
and lower semicontinuous at h 0. We begin with two lemmas needed to prove that
the numerical method preserves the gradient structure.
LEMMA 4.4. Suppose (1.1), (4.2) defines a gradient system on a convex set U c_
Nm and f is Lipschitz on U with Lipschitz constant L. Then
(4.3) F(u) F(v) < (f(v), v u) + LIIv- nil 2
for all u, v U.
Proof. Let G(x)" [0, 1]
--
N be defined by
G(x) F(v + x[u- v]).
Then we have
a’(x) (VE(v + v]), u-
<f(v + v]), v
Now by the mean value theorem G(1)- G(0) G’(x) for some x e (0, 1). Hence
writing v + x[u- v] implies that
E(v) v
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R-K METHODS FOR DISSIPATIVE AND GRADIENT SYSTEMS 1475
and since
it follows that
(4.4)
V--U
F(u) F(v) IIv- llliv 11 <f(t:),,,
Now since f is globally Lipschitz and E U by convexity, use of the Cauchy-Schwarz
inequality gives
< LII- vii,
and hence
<f(), v 5> < (f(v), v > + Lily ll 2.
Now applying this to (4.4) implies
() () < I1 11 (() . ) + LII 11.11 ull
< I1 ul__t ((), ) + LII ull
(f(v), v u> + LIIv ull 2,
as required.
LEMMA 4.5.
Yn U, Yi U for all and
1(4.5) h < H1 LA(1 + )
where A and are defined by (3.26) and (3.28), respectively.
solution defined by (1.3)-(1.4) satisfies
Suppose f is Lipschitz on U c_ R with Lipschitz constant L,
Then the numerical
LAB(4.6) I[f(Yn)- bf(Y)ll < 1 LAb(1 + )IlYn+l Ynll"i--1
Proof. In Lemma 2.4 of [22] it is shown that under the conditions of Lemma 4.5
the solution of (1.3)-(1.4) satisfies
LAh(4.7) [[f(Yn) f(Yi)l[ < 1 LAh IIf(Yn)[I Vi 1,..., 8.
Recalling that i=1 bi 1 and applying (4.7), we obtain
< max Ilf(yn)
LhA(4.8) < 1 LhA
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1476 A.R. HUMPHRIES AND A. M. STUART
Note also that
i=l
and hence by (4.8)
1 1 LhA(1 +(4.9)
Now the result follows on combining (4.8) and (4.9). [q
THEOREM 4.6. If f is globally Lipschitz with Lipschitz constant L and the gra-
dient system (1.1), (4.2) is approximated numerically by an arbitrary Runge-Kutta
method (1.3)-(1.4) then there exists H > 0 such that for h < H the method defines
a discrete gradient dynamical system on I which has the same fixed points and the
same Lyapunov functional as (1.1), (4.2).
Proof. We establish (i)-(iv)of Definition 4.1. For the Lyapunov function we
take F(.) and so (i) and (ii) follow automatically from the assumptions about the
differential equation. With A and 1 defined by (3.26) and (3.28), suppose that h
satisfies (4.5). Note that by consistency 1 > 1 and the bound on the step size given
by (4.5) is at least as restrictive as the bound in Theorem 3.1, and hence the numerical
solution defines a dynamical system on Rm if h < HI. Now from (4.3)
F(Yn+I) F(Yn) < (f(Yn), Yn Yn+l} + LIIYn+I yll
1) 1Ily+-yll2 + (f(y)+ -(Yn--Yn+l), Yn--Yn+l}"
Notice that
1
Yn)- f(Yn) bf(Y)- f(y,)
i--1
i--1
and hence
L
1
F(Yn+l) F(yn) IlYn+l YI[ 2 + [lYn+ YII" f(Y’) bf(Y)ll
Since f is globally Lipschitz we can apply Lemma 4.5 with U R and thus (4.6)
implies that
1 LAB
F(y.+) F(y.) < L + 1 LhA(1 + I1 [[Yn--t-1 Yn[[
2
[-1 + hi1 + LA(1 + 2I)]- h2[LA(1 +< h Lh2A(1 +
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R-K METHODS FOR DISSIPATIVE AND GRADIENT SYSTEMS 1477
Now if h < H2 where ? is the smallest positive root of the quadratric equation
g(x) 0 where
g(x) -1 + [1 + LA(1 + 2N)]x -[LA(1 + l)]x2,
then -1 + hi1 + LA(1 + 2)]- h2[LA(1 + )] < 0 and noting that (4.5) implies
1 hLA(1 + ) > 0, it follows that F(Yn+l) < F(Yn) unless Yn is a fixed point of
the Runge-Kutta method. This establishes (iii) and (iv), and hence that numerical
solution defines a discrete gradient system.
Finally note that by Theorem 2.5 of Humphries [22], if (4.5) holds then y is a
fixed point of the Runge-Kutta method if and only if f(y) 0, so y is also a fixed
point of the continuous system. This establishes (iv) and thus the result holds with
H min(H1, H2). S
Remark. If the weights bi of the method (1.3)-(1.4) are nonnegative then 1
and H2 1/L(1 + A). If we also assume that A < 1 then H2 < HI and the theorem
holds with H 1/L(1 + A).
Now consider the dissipative gradient system (1.1)-(1.2), (4.2). Since the gradient
system is dissipative we can apply Theorem 3.8 to show that for any algebraically
stable Runge-Kutta method the numerical solution is dissipative for any h > 0.
Moreover, we can also apply Theorem 3.10 to show that for h sufficiently small the
method defines a discrete dynamical system on the absorbing set B, and the proof
of Theorem 4.6 shows that this is in fact a gradient dynamical system with the same
Lyapunov functional and fixed points as (1.1)-(1.2), (4.2). Applying Theorem 4.3 we
thus obtain the following corollary.
COROLLARY 4.7. Suppose that (1.1)-(1.2), (4.2) is approximated numerically
using a DJ-irreducible, algebraically stable Runge-Kutta method. Then there exists
H > 0 such that for h < H the fixed points of the numerical method are the same
as those of the underlying differential equation and w(yo) C_ E for every Yo E Im.
Furthermore, if each member of E is isolated then w(yo) x for some x E.
By Theorem 3.11 for h sufficiently small the numerical approximation to (1.1)-
(1.2), (4.2) possesses a global attractor ,4h and dist(Jih,4)
--
0 as h -+ 0. In the
case where the fixed points of the gradient system are all hyperbolic we now derive
the complimentary lower semicontinuity result; dist(A, Ah)
-
0 as h
--
0. We must
first consider the form of the global attractor ,4 of the gradient system (1.1)-(1.2),
(4.2), and to do this we need the concept of unstable manifolds.
DEFINITION 4.8. If Xo is a hyperbolic fixed point of (1.1) then the unstable
manifold of Xo is defined by
W(xo) {y: S(t)y exists for t < 0 and S(t)y
--
Xo as t -x}.
For some 5 > 0 we define the local unstable manifold of Xo by
W’5(Xo) {y e W(xo):S(t)y e (x0, 5) Vt < 0}.
The unstable manifold of a set B is defined naturally by requiring that
dist(S(t)y,B) --, 0 as t
-
-c. For a discrete dynamical system parameterized
by h similar definitions can be made and we denote the unstable manifold of a fixed
point x0 by W(xo) and the local unstable manifold by W’5 (x0).
For a dissipative gradient system the global attractor is known (see Hale [16]) to
be of the form
.4 W(E).
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1478 A.R. HUMPHRIES AND A. M. STUART
Since the system is dissipative E is bounded, and so if the fixed points are isolated
then E is finite and it follows that
(4.10) A- U W(x)"
xE
Beyn [1] considers the numerical approximation of the local stable and unstable
manifolds in the neighbourhood of a hyperbolic fixed point. He shows that for both
one-step and linear multistep methods, the numerical local stable and unstable man-
ifolds converge to the local stable and unstable manifolds of the underlying system as
h -, 0. The following lemma shows that near to the fixed point we can obtain nu-
merical approximations to the unstable manifold of arbitrary accuracy. It is a special
case of a result of Beyn, see [1] for the full generality.
LEMMA 4.9 [1]. If x U is a hyperbolic equilibrium of (1.1), where f ca(u, U)
and (1.1) defines a dynamical system on U, then for any Runge-Kutta method (1.3)-
(1.4), where the solution of (1.3) constructed in Proposition a.9 is used, there exists
A > 0 such that for 0 < < A and any > 0 there exists H(5, ) > 0 such that
(4.11) dist(W’5(x), W’5(x)) <
ifh<U.
We will now prove that the numerical approximation to ,4 is lower semicontinuous
at h 0. The basic idea for the proof comes from Hale [16], [18], where the result is
proved for certain perturbations of a gradient system with hyperbolic equilibria on a
Banach space. In the sequel we will make use of the following Morse decomposition
of 4 as in Hale [16]. Let the set of fixed points of the system be E {x1,..., XM}.
Let Vl > v2 > > VN be the distinct points of {F(Xl),... ,F(xM)} and let B be
an absorbing set for the gradient system, then define
(4.12) Ek {x e E: F(x) vk},
(4.13) Uk {x B: F(x) < vk},
(4.14) Wt:
-U{W(x)’x e E},
N
(4.15) Ak U Wk"
j--k
Notice that 41 4 while AN EN since the unstable manifold of a point in EN is
the point itself. We will also require the fact that jik attracts all compact subsets of
Uk- (see Hale [16, Thm. 3.8.7]). Definitions analogous to (4.12)-(4.15) can be made
for a dynamical system defined by a mapping provided that it defines a dynamical
system on B. For this case we will use the same notation with a subscript h. Notice
that since the global attractor must include the union of all unstable manifolds of fixed
points, 4 4h for each k, and this is the only property required of the j[. We now
use the decomposition to prove lower semicontinuity for the numerical method.
THEOREM 4.10. Suppose the fixed points of the dissipative gradient system (1.1)-
(1.2), (4.2) are all hyperbolic and that the system is approximated numerically using
a DJ-irreducible algebraically stable Runge-Kutta method. Then there exists H > 0
such that for h < H the numerical solution possesses a global attractor Ah which
satisfies
max(dist(Ah,A), dist(A,4h) --, 0 as h
-
O.\ ]
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R-K METHODS FOR DISSIPATIVE AND GRADIENT SYSTEMS 1479
Proof. By Theorem 3.11 dist(Ah, 4) 0 as h 0 and thus it remains to prove
that dist(A, Ah)
-
0 as h
--
0. It is sufficient to prove that given any c > 0 there
exists H(c) such that if h < H(s) then dist(A, Ah) < .
First note that hyperbolicity of the fixed points implies that the fixed points are
isolated and hence that E is finite, since E c_ B and B is bounded. Thus we can find
5 > 0 such that B(xi, 5) N B(xj, 5) for xi, xj E E with x xj. Furthermore,
by Lemma 4.9, we can pick 5 so that given any e > 0 there exists H > 0 such that
for h < H the bound (4.11) holds for all x E E. Choose such a 5 and also choose an
arbitrary hN > O.
Recall the notation and decomposition of 4 defined before the statement of the
theorem and note that AN EN E flt, since by Corollary 4.7 the numerical
method has the same fixed points as the differential equation and since the unsta-
ble manifold of x G Ev reduces to the points of EhN itself. Thus it follows that
dist(4N,jiv) 0. Now we prove the result by induction. Suppose dist(4k,j[) <
/2k for h < hk. We will show that there exists hk-1 such that if h < hk-1 then
dist(c4k-l,4-l) c/2k-1. Notice that since 4k-1 Wk-1 U 4k it is sufficient to
show that dist(Wk-l,A-1) < /2k-1 as dist(Ak, A-1) < dist(Ak, A) /2k and
dist(Ak- A-1) max(dist(Wk-,A-), dist(Ak,A-1)).
Let
(W,(x) OB(x, ))
Then Fk- is compact and
"--1 U {Wu’5(x)} U U (t)Fk-1
xEEk-1 tO
To establish that dist(Wk-l,j[-1) /2k- we consider three separate cases for
dif ferent subsets of Wk-
(a) Since Fk-1 C Uk-1 and 4k attracts all compact subsets of Uk-1 there ex-
ists tk- such that dist(S(t)Fk-l,j[k) < /2k for t > tk-. But by the inductive
hypothesis dist(4k, jikh) < /2k and hence
dist( U S(t)Fk-l,J[-l) <distt)tk-1
(b) Given tk- and hk by Lemma 4.9, we may choose h(k_ such that for h <
u(4.16) dist(W’5(x), Wh’5(X)) < 2keL(t_l+hk < 2k_l
for all x Ek-l, where L is the Lipschitz constant for f on B. So
dist(W’(x),4-1) <
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1480 A.R. HUMPHRIES AND A. M. STUART
since W*’5(a:) C_ Ah-1.
Now it remains to show that dist(S(t)Pk-l,A-1) < e/2k-1 for
Notice first that by Lipschitz continuity on any absorbing set B
ddll(S(t)m- S(t)m’ll 2 2LIS(t)x- S(t)x’ll 2
and hence
(4.17)
We can also choose h(k2_ h(k2_ and any Yo E B0 such that for h <
(4.18) IISyo S(nh)yol <
-g for nh < tk-1 + hk.
h(k2)_ hk). Suppose h < hk-1 and that x S(t)Pk- forLet hk-1 min(h(l) 1, 1,
t [0, tk-1]. Then there exists Yo -(x*,5)qWU(x*) for some x* Ek-1 such that
S(nh)yo x and nh e [0, t_ + hk]. By (4.16) there exists y) e W*(m*) such that
(4.19) IlYo Yoll < 2keL(tT_l+hk
Now
lira- [IS(nh)yo
Applying (4.17) and (4.19) to the first term on the right-hand side and (4.18) to the
second term implies
and thus since ,n_,hUO .A-I it follows that dist(x, Akh-1) < el2k-1
arbitrary point in Ute[o,tk_ll S(t)I’-, hence
But x is an
t[O,tk--1]
Facts (a), (b), and (c) establish that dist(Wk-,lkh-) -<. /2k-1 and complete
the proof of the inductive step. Hence, if dist(glk, glkh) < /2k for h < hk then there
exists hk- such that if h < hk- then dist(Ak-l,Ah-1) < /2k-1. Since the result
is true for k- N the induction holds and setting k- 1 we deduce that
dist(A1,A) < e for h hi.
Since A A and Alh C_ Ah we have shown that, given any
for h sufficiently small, as required.
Remark. The assumption that the system is in gradient form is not necessary to
the proof that dist(gl, Ah) -+ 0 as h -+ 0. The proof of Theorem 4.10 explicitly uses
the Morse decomposition of A induced by the gradient structure. However, a new
method of proof of lower semicontinuity is presented in [20], which does not require
that the system is in gradient form, but for which it is sufficient for the attractor to
have the form
.4- U
xEE
where E is the set of hyperbolic equilibria of the system.
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Appendix A. Consider the well known Lorenz system of ordinary differential
equations in R3 defined by
(A.1)
a(y-x),
rx-y-xz,
xy bz,
where x(t), y(t), and z(t) are to be found for t > 0 and a, r, and b are positive
parameters. This system was first introduced by Lorenz [24] and arises as a finite-
dimensional spectral truncation of equations governing Rayleigh-B(nard convection.
If we write y (x, y, z)T and f(y) (a(y x), rx y xz, xy bz)T then we see
that this system is of the form (1.1) with if E C(R3, R3) and hence locally Lipschitz.
To show that the Lorenz equations define a dissipative system we translate the origin
by z H z- r- a, obtaining
(A.2) i -ax- y- xz,
xy-bz-b(r+a).
Now defining y as above and f by f(y) (a(y-x),-ax-y-xz, xy-bz-b(r+a))T
and using the Euclidean inner product we obtain
(A.3) (f(y), y} _ax2 y2 bz2 bz(r + a).
Temam [26] shows that if b > 1 then (A.3) implies that
(A.4) (f(y),y} < _ax2 y2 z2 + b2(r + a)
2
4(b- 1)
and hence
(A.5) (f(y), y} < a -/llyll,
where
b2(r + a)2(A.6) a 4(b- 1)
(A.7) / min(1, a).
Hence the translated Lorenz equations (A.2) define a system of the form (1.1)-(1.2).
Next we show that the Lorenz equations do not satisfy a one-sided Lipschitz con-
dition (1.10) for any c, and hence that the existence and uniqueness theory developed
for Runge-Kutta methods applied to (1.1), (1.10) cannot be applied when solving the
Lorenz equations numerically.
THEOREM A.1. The Lorenz equations (A.1) do not satisfy (1.10) for any c > 0
for the Euclidean inner product on 3.
Proof. Let u (x, y, z)T and v (x’, y’, z’)T. Then
x)
f(u)- rx-y-xz
xy bz
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1482 A.R. HUMPHRIES AND A. M. STUART
and f(v) is defined similarly. Now
x’t] iz-z, /
+ ( ’)[(x x’) + (’- ) + (x’z’- xz)]
=-(x x’) ( ’) b(z z’)
+ (x x’)[(’z ’) + ( + )( ’)].
Now suppose that (1.10) holds. Let
[Z, , Z] [, Z, ],
where we will specify the constants c and below in order to obtain a contradiction.
Notice that
Ilu vii 2 3(Z c)2
and observe that
(f(u)- f(v), u-v>--(a + 1 + b)(/ )2 + (/ ,)[(2_(2) +
-[( + ,)- (r + 2a + 1 + b)] (/- ()2
1[g ( + c) (r + 2o- + 1 + b) I1 vii .
Now choose a and such that/ + a > 3c + r + 2a + 1 + b to contradict (1.10).
It is easy to show that a translation of (1.1) satisfies a one-sided Lipschitz condi-
tion if and only if (1.1) satisfies a one-sided Lipschitz condition, and hence it follows
that no translation of the Lorenz equations satisfies a one-sided Lipschitz condition.
In [21] general inner products on R3 are considered and an extension of the proof
of Theorem A.1 is used to show that the Lorenz equations (A.1) do not satisfy a
one-sided Lipschitz condition (1.10) for any inner product on R3.
Appendix B. We will show that there is no general global uniqueness result for
the solution of (1.3) by an algebraically stable method when f satisfies (1.2). To do
this we will consider the backward Euler method in one dimension and will exhibit an
f which satisfies (1.2) but for which the backward Euler method can have multiple
solutions for h arbitrarily small. In one dimension the backward Euler method is
defined by
(n.1) Yn+i Yn + hf(Yn+i).
For a given Yn if h 0 then it is trivial that (B.1) is uniquely soluble with Y,+I Yn.
We can use the implicit function theorem to continue this solution for h > 0. Define
(B.2) G(y, h) y hf(y) Yn,
then Yn+I Y is a solution of (B.1) if and only if G(y, h) O. We know G(yn, O) 0
and by the implicit function theorem we can continue this solution in h provided
cOG/Oy :/: O. Now since
OG
l h dfOy dy(y)
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R-K METHODS FOR DISSIPATIVE AND GRADIENT SYSTEMS 1483
we can extend the solution branch provided h(df/dy) % 1. If we were to suppose a
global bound on df/dy, say
(B.3) df (y) < c,dy
for all y E R then the implicit function theorem gives the existence of a locally unique
solution for h < 1/c. In fact the solution branch thus defined must be globally unique
since two such branches would have to coincide at h 0, contradicting the local
uniqueness.
When restricted to one dimension the one-sided Lipschitz condition (1.10) is
equivalent to (B.3) and so existence and uniqueness of solutions for the backward
Euler method follow in this case.
Equation (1.2) does not imply an upper bound on df/dy, however, and this allows
us to construct an example of a system of the form (1.1)-(1.2) for which the backward
Euler method admits multiple solutions for any h > 0. Suppose
(B.4) f(y) -2y + 2 sin(y2),
then
(Y, f(Y)) -2y2 + 2y sin(y2)
< _2y2 + y2 + sin(y2)
< 1-y2,
so f defined by (B.4) satisfies (1.2). We will show the existence of multiple solutions
of the backward Euler method for arbitrarily small h for this f. Note that
(B.5) dr(y) 4y cos(y2) 2.dy
Let y- v/k for k- 1, 2, 3, Then
df(2v’-) 42/-r- 2dy
and since 4v/- 2
--
c as k --, cx there is no upper bound on df/dy. We construct
multiple solutions graphically. Define g(y) by
(B.6)
for m > 0 and some positive integer k. Plot f(y) and g(y) against y. In Fig. 1 this
is done for k- 2. By construction the two lines intersect at (x/-, f(x/-)). If we
also assume that
then the two lines must also intersect at two other points. Now define Yn by g(Yn) 0
and let h- 1/m. Then (B.6) can be rewritten as
1 (u
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2.5 3 3.5 4 4.5
FIG. 1. Graph of f(y) and g(y) against y with multiple solutions indicated.
or
Y Yn
-
hg(y).
Hence the three intersections of this line with the graph of f(y) define three solutions
of the backward Euler method for this h and this Yn. Since h 1/m we can do this
for
which implies
hyy(2/k--) > 1,
1
Since k is an arbitrary positive integer, given any h > 0 we can construct multiple
solutions for this step size by choosing k sufficiently large; however, note that the Yn
resulting in multiple solutions satisfy lYnl
-
OC aS h
-
O.
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