The dynamics of a population expanding into unoccupied habitat has been primarily studied for situations in which growth and dispersal parameters are uniform in space or vary in one dimension. Here we study the influence of finite-sized individual inhomogeneities and their collective effect on front speed if randomly placed in a two-dimensional habitat. An individual-based model allows us to investigate the front behaviour for one or a small number of regions in which dispersal or growth of individuals is reduced to zero (obstacles) or increased above the background (hotspots), respectively. In a regime in which front dynamics is determined by a local front speed, irrespective of the microscopic origin, we (i) describe the effect of multiple inhomogeneities in the light of an event-based solution, (ii) find a slow-down due to obstacles that is dominated by the number density and width of obstacles, but not by their precise shape, and (iii) characterize a speedup and its dependence on hotspot strength and density. Our findings emphasise the importance of taking the dimensionality of the environment into account. A simulation-driven description of the effect of individual spatial inhomogeities on genetic diversity of the population front provides an outlook into further research.
Populations spread into yet-unoccupied habitats on a wide range of length and time scales. Prominent examples are the spread of invasive plants on large spatial scales and the growth of microbial populations on small spatial scales. Despite being so different in nature, all these population expansions are driven by two processes, population growth and active or passive dispersal [1, 2] . While the former drives overall growth of the population, i.e., the number of individuals, the latter is necessary for the population to spread into new habitat.
The environment encountered by these populations is often heterogeneous, i.e., the growth or dispersal processes vary locally. An example is displayed in Fig. 1A : A population of a bacterial virus is expanding in a heterogeneous environment consisting of two types of bacteria. A region of bacteria which supports growth of the virus population (indicated in yellow, by use of yellow fluorescent proteins inside bacteria) is interspersed with regions of bacteria that do not support growth of the phage population (indicated in red) [3] . * These two authors contributed equally.
Much work has focused on heterogeneous onedimensional environments such as depicted in Fig. 1B , where yellow and red indicate two different kinds of patches with specified population growth and dispersal, see, e.g., Ref. [4] . For example, considering linear periodic habitats, Shigesada et al. [5] studied invasion conditions of migrating species and the resulting periodic travelling waves. Limiting oneself to one-dimensional space not only simplifies the theoretical treatment, but also describes expansions in linear habitats such as coastlines and serves as a null model for experiments focusing on one-dimensional environments.
Care has to be taken when generalizing the results from studies of one-dimensional environments to higher dimensions because results from linear habitats generally cannot be easily transferred: Consider Fig. 1B with a scenario where the red patches slow down an invasion so it almost comes to a halt. Due to the alternating position of red and yellow patches, these isolated red patches thus have a dramatic influence on the overall invasion process. The situation is different in two dimensions if the red patches are of finite size, yet isolated, as in Fig. 1C . In this case, as we will show, they affect the overall invasion process only marginally for low to intermediate den-ii sities, because invading populations can envelope finitesized obstacles. Two-dimensional habitats are realised at the surfaces of solid substrates or liquids. Accordingly, our findings may find applications in landscape ecology of invasive spread [6] . In addition, effectively two-dimensional populations can be found embedded in other environments, such as thin phytoplankton layers in the ocean [7] .
Building on recent studies that considered isolated obstacles to two-dimensional population expansions [3] and expansions over curved surfaces [8] , we here consider different types of inhomogeneities. These features may be associated with a population growth rate that is different to that of the embedding envrionment or may be regions within which dispersal of individuals differs. Note that locally varying dispersal does not necessarily mean that individuals move differently. Under certain circumstances, i.e., slow reaction or small-scale turbulence (thickness of the front much broader than the scale of turbulent eddies), the effect of turbulent background flows can also be described by an effective total diffusivity [9] . Thus, the example of turbulent patches with a position-dependent effective diffusivity broadens the scenarios we consider.
In addition, we study the whole range of environments from those with isolated inhomogeneities to environments where features are so abundant that they almost fill up the two-dimensional space. The features considered are of finite size and randomly distributed, complementary to recent work focusing on two-dimensional periodic and fractal-based environments [10, 11] .
We find that significant progress can be made in a regime where the locally varying growth and dispersal properties result in a well-defined locally varying front speed, a regime which has its analogy in geometrical optics where the refractive index and thus the speed of light vary locally. Similar considerations suggest that our findings relate to processes beyond population expansions such as invasive brain tumours for which it is essential to differentiate tumour cell motility in white and grey matter [12] , to the propagation of flame fronts [13, 14] , and to autocatalytic reactions in porous media [15] .
INDIVIDUAL-BASED SIMULATIONS
An expanding population can be described at different levels of detail or coarsening. We first consider an individual-based scheme which allows us to take discreteness and random fluctuations into account directly. Individuals in the population are represented as individuals that can undergo growth and dispersal [16] , whereby the growth process includes both birth and death of individuals.
Birth is a duplication of an existing individual without change of position that occurs at rate µ. Death is disappearence of an individual through competition and is dependent on the amount of neighbouring individuals: The two-dimensional domain is subdivided into fixed square interaction cells of size δ 2 . An individual disappears at rate λ·n when n other individuals are present in the same lattice cell. Thereby, λ is a rate independent of n. The birth and death processes can be described by the binary interactions sketched in Fig. 2A and can be summarized as
This choice of rules is also known as birth-coagulation process as disappearance occurs through coagulation [17] . In addition to birth and death, individuals are subject to dispersal in the form of a random walk, i.e., they diffuse in a two-dimensional continuous habitat with diffusion coefficient D, as depicted in Fig. 2A . This diffusive motion, together with the birth-death process, allows one to interpret the individual-based scheme as a discretised reaction-diffusion scheme (Appendix S1).
All individual-based simulations are performed with a domain size of 1000 × 1000, an interaction range of δ = 1, a diffusion coefficient of D = 1 and birth-and death rates of µ = 1 and λ = 1, respectively, unless specified otherwise. For this set of parameters we find a steady state population size of about one particle per cell of size
When a band of individuals is set as initial condition, the system evolves towards its carrying capacity locally, while invading the empty space. This process leads to a fluctuating front propagating at an average constant (left) and a hotspot (right). The green line is one example for a path of least time from point P 2 back to the initial condition, which is reached at point P 1 . The other gray lines respresent paths of virtual markers traveling from left to right in the same amount of time.
(C) Results of the individual-based simulation with an obstacle (white circle) with radius R = 50 and D 2 = 0. Grey dots indicate individuals in one realisation. The average front obtained from multiple realisations is shown in black (outside the obstacle), the solution of the least-time consideration is shown in red. This least-time solution converges to the two radial waves far away from the feature, shown by the dashed green lines (Ref. [3] ). (D) Similar to panel (C), but the obstacle is replaced by a hotspot with radius R = 50 and D 2 = 2.5D.
speed controlled by the microscopic parameters and the associated level of demographic noise, which is larger for smaller density [17, 18] .
SINGLE CIRCULAR OBSTACLES AND HOTSPOTS
Inhomogeneities within which the microscopic parameters differ from their values outside are expected to shape the dynamics of the front. We refer to a patch that slows down or blocks the front as an 'obstacle' and to a region that can be invaded faster than the surroundings as a 'hotspot'.
First, we study the effect of one single circular impermeable obstacle, realized by a locally vanishing diffusion coefficient, D 2 = 0. Fig. 2C shows a time series of a single realisation of an individual-based simulation as well as the average front obtained from many realisations (see Appendix S1 on how the front is determined). We observe that right after the front has passed the obstacle, a part of the front lags behind, resulting in a kink that then heals. This behaviour is in qualitative agreement with the observations of Ref. [3] , where the authors used a 'constant speed model' to describe front shape when a population front encounters an obstacle. In this model the front results from a collection of points that have the same distance to the initial front when taking into account the impermeability of the obstacle as sketched in Fig. 2B . The green line gives one example of a shortest path or 'path of least time' between a point at the front and any point at the initial condition. The total front is constructed by finding all points that have the same distance to the initial front, see Ref. [3] for details. In Fig. 2C we show this least-time front for a complete propagation around an obstacle. We observe that this construction recovers the average shape of the front from the simulations, including the kink, very well. The individual front is slightly lagging behind however [3] . Far away from the obstacle the solution of the front converges to the envelope of two radial waves, initiated from the two vertical extremes of the obstacle and travelling with constant speed as will be discussed below.
The reverse situation of a 'hotspot' can be achieved by setting the diffusion coefficient of individuals larger inside the inhomogeneity than in its surrounding. Fig. 2D shows the results of simulations where the diffusion coefficient inside the circular patch, D 2 , is 2.5 times larger than outside, see Appendix S1 for details. The population expands faster within the hotspot, and a bulge forms to the right of the hotspot. The front dynamics can be described using a least-time consideration that assumes two different propagation speeds, v 2 and v 1 < v 2 , inside and outside the hotspot, respectively, see Fig. 2B . The front consists of the set of points whose paths back to initial condition are traversed in the same amount of minimal time (compared to alternative paths), compare to 'Fermat's principle of least time' from classical optics iv [19] . Using Snell's law, which can be derived from 'Fermat's principle of least time', the resulting front dynamics can be obtained analytically (Appendix S2). With v 2 ≈ 1.8v 1 (estimated from simulations of homogeneous systems), the resulting solution approximately captures the shape observed in the individual simulations ( Fig. 2D , red line). A combination of the planar front and a radial wave, emitted from the centre of the hotspot (Fig. S2 , green dashed line) describes front shape well far away from the hotspot, as will be explored below.
Overall, we find that a least-time description of front dynamics allows us to describe the dynamics of a population front encountering a single obstacle, within which diffusivity vanishes, or a single hotspot, a region where diffusivity is increased. Completely analogous observations are made when a population wave encounters a region with vanishing or increased birth rate (instead of diffusivity), see Fig. S3 .
APPLICABILITY OF THE LEAST-TIME PRINCIPLE
Before applying the least-time approach to more complex shapes and heterogeneous environments, we briefly outline its range of validity. The validity of the leasttime description relies on the possibility of replacing the dynamics of the whole population by an interface propagating orthogonal to itself with a locally-defined speed.
Population fronts are generally characterised by an intrinsic profile and width that depend on dispersal and growth parameters. For the coarsened, least-time approach to be a good description of the full dynamics, widths of traveling fronts need to be very small compared to the typical size of obstacles and hotspots. In the case of hotspots, the width of the front inside the obstacle needs to also fulfill this condition. Furthermore, transient regimes are expected when a population encounters a hotspot or leaves it behind. These associated times are required to be negligible with respect to the time the front takes to pass through the hotspot. Above conditions are met when the heterogeneous feature is large compared to the front width. In addition, local front curvature is expected to have an effect on front speed in the underlying microscopic model [20] not reflected in the coarsened model where front speed is a purely local parameter. This effect can be important at the corner of an obstacle [3] , at the entrance of a hotspot, or at the kinks of perturbed fronts. Although the least-time approach does not capture these subtleties, their relative effect is expected to be small for large features.
We stress that individual-based models are particularly suitable to the case of heterogeneous media, since the presence of a natural cut-off (due to the discreteness of the individuals) leads to a unique and stable front speed [21] . This cut-off allows for a constant-speed approach and reduces the effect of transient regimes.
Finally, individual-based models are characterised by a natural roughness due to the stochastic nature of the growth process [22] . In this paper we consider situations in which the size of the feature and the perturbation to the front by an obstacle or a hotspot are large compared to the typical scale of the roughness. For hotspots, this criterion depends not only on its size but also on its strength.
OBSTACLE WIDTH AND HOTSPOT LENGTH SHAPE FRONT AT LARGE DISTANCES
The least-time considerations can be used to uncover which aspects of an obstacle's or hotspot's shape dictate front shape far away from the feature. Fig. 2B shows the front after it has passed a circular obstacle together with the paths which are the shortest path back to the initial front (compare also Ref. [3] ). The front in the shadow of the obstacle is associated with paths originating from an area around the obstacle's maximum width. Fig. S2A depicts the front further downstream, highlighting this observation. This suggests that (i) the exact shape of the obstacle does not matter for the front shape far downstream from the obstacle and that (ii) two radial fronts, each originating from the widest part of the obstacle, describe the solution for general obstacle shapes at large distances downstream.
To test these arguments, we determined the fronts numerically for more general obstacle shapes. We employed the fact that the least-time consideration is equivalent to the Eikonal equation,
which connects the arrival time T ( x) to the local front speed v( x). Front shapes at different times are given by contours in the arrival time T ( x), which can be numerically obtained using the Fast Marching Method [23, 24] . We chose two different elliptical obstacles with the same width, but different lengths, and computed the front numerically as depicted in Fig. 3A . Indeed, we observe that obstacles with the same width perturb the front equally far away from the obstacle. Two half circles constituting the long-distance solution in the shadow of the obstacle are indicated and match the numerical solution very well. To illustrate that the effect is not limited to convex shapes, we repeated the computation for a tulip-shaped obstacle, see Fig. S4 , and again observe very good agreement with the long-distance solution given by two half circles.
The healing of the kink induced by the obstacle can be quantified by the opening angle θ and the indent size v indicated in Fig. 2B . For large distances traveled since the obstacle was encountered we obtain:
where w is the half-width of the obstacle (equal to radius for circular obstacle) and d is the distance traveled since v the front has passed the point of maximum width. The size k of the perturbation decays with the distance d from the obstacle. See Appendix S1 of Ref. [3] for a derivation.
Similar reasoning applies to the case of hotspots. Fig. 2B and Fig. S2B display the front behind a circular hotspot, together with the paths back to the initial front. Most paths from the bulge to the initial front pass through the central region of the hotspot, implying that the hotspot length is important for front shape far behind the hotspot. Numerically, we find that two ellipses with equal length, but different width, result in very similar bulges of the front as shown in Fig. 3B .
We find the bulge to be heuristically well described by a radial wave originating at the hotspot's centre and whose radius is given by
where d is the distance between the unperturbed front and the center of the hotspot and l is the half-length of the hotspot (equal to radius for a circular hotspot). v 1 and v 2 are the front speeds surrounding and within the hotspot, respectively. This heuristic solution describes the bulge originating from a circular hotspot ( Fig. 2D ), elliptical hotspots (Fig. 3B ), and even a tulip-shaped hotspot ( Fig. S4B ) reasonably well. At its tip, the bulge proceeds the otherwise planar front by k defined above corresponding to the advance a virtual marker gains by passing through the hotspot along the axis of symmetry. Note that k does not depend on d, the distance traveled since the hotspot was encountered.
In the following we will refer to the approximate solutions far away from the obstacle (the two emitted radial waves from the extreme borders) and hotspot (the emitted radial wave from the centre of the hotspot) as 'fardistance' solutions keeping in mind the heuristic nature for the case of hotspots.
Using the Eikonal equation (2), and the equations characterising the long-distance solutions (3) and (4), one can illustrate an additional important property of least-time description. If the environment including the obstacle or hotspot is stretched by a factor while front speed is kept constant, the arrival time is increased by the same factor, giving rise to a similarity solution of the front shape.
Taken together, we have seen how a least-time description of front propagation can predict the front computed with an individual-based simulation. This perspective allows us to characterise the perturbations induced by obstacles and hotspots, in particular the description as a superposition of the initial front with one or two radial waves, anticipated in Fig. 2C&D (dashed green lines). In the following, we will use these findings to investigate the effect of multiple obstacles and hotspots. 
MULTIPLE OBSTACLES AND HOTSPOTS -A SCATTERING PROCESS
How are the perturbations by single obstacles and hotspots affected by other features downstream? Or, conversely, how is the effect of a feature influenced by perturbations upstream? To answer these questions, we will first consider a dilute regime employing the findings for individual obstacles and hotspots before investigating the regime of a dense pattern of features. Fig. 4A displays four obstacles encountered by a planar front. The purple region indicates the 'shadow' of the obstacle, i.e., the area influenced by the first obstacle encountered. Only the obstacle overlapping with this region, shown in red, interacts with the perturbation created upstream, causing a more complex perturbation, because the red obstacle is reached by a nonplanar front. For rhombus-shaped obstacles considered here, the front in their shadow is completely described by the radial waves discussed above, i.e., each corner of a rhombus acts as a 'scattering point', from which a radial wave originates. Front propagation in an environment with rhombus-shaped obstacles reduces to repeated scattering at the corners of rhombuses resulting in an 'eventbased solution'. The front is then constituted by the maximum (or envelope) of all radial waves (and the unperturbed planar front) which are not blocked by obstacles. event-based solution after a few rhombuses have been encountered by the front. While for rhombuses, this scattering algorithm is exact, smooth curved boundaries would be associated with an infinite number of scattering events making this approach computationally unfeasible. The perturbations induced by hotspots accumulate differently. The effect of a hotspot is not only felt in its geometrical shadow, but in a widening region as is evident from Fig. 3B . Using the heuristic approximation described above, the interaction region can be obtained by equating the distance d a planar front would travel after passing the hotspot's centre with a radial wave of radius d + k with k defined in Eq. (4). The result is a sideways parabola,
in the x − y reference system with origin at the centre of the hotspot. In Fig. 4C , the red hotspot, located within the parabola, will further accelerate the front, while hotspots indicated in dark grey are expected to advance the front independently. The effect of several hotspots can be pictured as a succession of activation events: Each hotspot encountered by the front is 'activated' and a radial wave originates from its centre with initial radius advances with speed v 2 inside and speed v 1 outside the hotspot, respectively, see Appendix S1 for a detailed description. The planar wave and all radial waves can activate hotspots. The front is given by the envelope of all these individual circular waves and the initial planar front (see Appendix S1). Fig. 4D illustrates this approach and shows good agreement with the front determined from the individualbased simulation. Since the event-based algorithm for hotspots uses the heuristic solution for large distances, we expect the resulting front to generally deviate from the exact solution.
This deviation can be quantified by comparing with the exact solution obtained by solving the Eikonal equation numerically, introduced above and described in Appendix S1. Fig. 4E displays the effective front speed in the presence of random hotspot configurations at variable area fractions φ, i.e., different fractions of area covered by hotspots. Front speed derived from the event-based solution appears in good agreement with that from solving the Eikonal equation for small hotspot area fractions of up to φ ≈ 0.3. For intermediate area fractions of φ ≈ 0.6, front speeds obtained with both approaches deviate from each other significantly. At very high area fractions, both approaches result in an effective speed close to the speed expected in an environment fully covered with hotspots (ν = 4 for v 2 /v 1 = 4). In general, the event-based approach underestimates front speed because in the eventbased solution only paths through hotspot centres are considered even though shorter paths may exist (inset to Fig. 4E ). This effect plays a minor role in the dilute regime and in the regime of very dense hotspots. In the former case, we expect the heuristic solution to describe the front well. In the latter case many, potentially vii aligned, hotspots exist.
In order to explore the front dynamics for different shapes of obstacles and hotspots and for a wide range of feature densities, we will use the numerical solution of the Eikonal equation in the following.
FRONT SPEED AS FUNCTION OF OBSTACLE DENSITY AND SHAPE
The picture of individual obstacles inducing scattering events leads to a number of predictions. (i) Several obstacles located in each others' shadows perturb the front repeatedly and, if occurring at all parts of the front simultaneously, lead to an overall slow-down of the front. (ii) Since perturbations originating from single obstacles heal with increasing distance from the obstacle, the cumulative effect of perturbations becomes stronger if obstacles are closer, i.e., in a denser configuration. (iii) Since the front at large distances from obstacles is determined by obstacles' width b and since front speed should depend on number density ρ, we expect the relevant dimensionless parameter characterising front speed in the dilute regime to be ρ b 2 .
We numerically solved the Eikonal equation using the Fast Marching Method for elliptical obstacles in a system as large as computationally feasible. We chose the spatial scale of obstacles to be of order 1 and a lattice constant of 1/15, each obstacle is therefore represented by hundreds of lattice sites. The width of the channel with periodic boundary conditions is set to 50 and the length to 1300, see Appendix S1 for more details. We computed the front dynamics for a random placement of obstacles at a given number density ρ and obtained the front speed by linear fits of front position vs. time as described in Appendix S1. Fig. 5A displays relative front speed ν as a function of the dimensionless parameter ρb 2 for four different ellipses which differ in length and width. Indeed, the front speed decreases with increasing number density and is determined by ρb 2 up to about a value of 0.3. Above that value, the front is slower for larger length to width ratios (i.e., for 'longer' ellipses). This is to be expected since larger length implies that a larger fraction of the area is covered by obstacles increasing the path length. As expected, for circular obstacles (purple and cyan symbols), front speed does not depend on the radius because the obstacle and front shape can be scaled with the same factor, as discussed above.
The number density ρ of obstacles is related to the area fraction φ via φ = 1 − exp(−ρπR a R b ) with R a and R b the semi-major and semi-minor axes of the ellipse, respectively. A plot of the same data for front speed as function of area fraction φ in the inset of Fig. 5A leads to compatible observations. Area fraction is not alone determining the reduction in front speed. At equal area fraction and equal aspect ratio R a /R b (green and yellow symbols) front speed is more reduced if the long axis is parallel to the front, in agreement with our finding that FIG. 5: Effect of many randomly placed obstacles on the front speed, obtained numerically using the Fast Marching Method. (A) Slow-down of the front, quantified by front speed relative to speed in the absence of obstacles, ν, as a function of ρb 2 , with ρ the number density of obstacles and b the obstacle width, for different ellipse-shaped obstacles with aspect ratio 1 (purple, blue), 3/2 (green) and 2/3 (orange). For small values of ρb 2 the data collapse onto a master curve. The black line indicates the analytical lower limit for rods (Appendix S2). The inset displays the same data but with ν plotted as function of the area fraction, φ. (B) A sketch of the shortest path between the two rods or ellipses of width b, distance x, and overlap y. The relative increase in path length is given by x 2 + y 2 /x. (C) A sketch of possible paths through a geometry with randomly distributed parallel rods. The dashed arrow shows the absolute shortest path, the solid arrows show the path constructed from the shortest path between consecutive obstacles.
obstacle width is the determining factor for front perturbations. However, this observation also implies that for a given environment, with aligned obstacles, front speed can depend on the angle of incidence and the environment can therefore be anisotropic with respect to front propagation.
As we have shown, obstacle width determines front viii shape far away from an isolated obstacle and front speed at low obstacle densities. Of all obstacles with same width b, the arguably simplest obstacle shape is a thin rod aligned perpendicular to the propagation direction, as illustrated in Fig. 5B . Taken together, the front speed for a collection of rods can provide an approximate solution for the front speed of extended obstacles at low densities. When the projections of rods in the direction of front propagation overlap, the propagation path will take course along the corners of the rods (similar to the 'scattering description' we employed above). The slowdown of the front is then given by the increase in path length, relative to the straight path in the propagation direction, as shown in Fig. 5B . The path grazing the corners of all rods is however not always the shortest path as evident in the exemplary configuration in Fig. 5C . The shortest path directly connects the first and the last rod (dashed line), while considering nearest neighbours (solid arrows, motivated by Fig. 5B ) constructs a longer path that connects all rods in between. The speed resulting from this nearest-neighbour approach can be computed analytically by integrating over all possible overlapping rod pairs (see Appendix S2). It represents a lower limit for the complete rod solution. The black line in Fig. 5A originates from this calculation and is indeed a lower limit to the speed in the presence of ellipses at low densities. So far, we considered relatively dilute systems of obstacles, described well by the parameter ρb 2 , even though the ellipses considered have a finite aspect ratio and can potentially overlap. With increasing density, the shape of the obstacles becomes important and obstacles may overlap more often. Since the front cannot propagate inside obstacles, the front will stop when so many obstacles overlap in transversal direction that no unobstructed path exists. Such blockages can arise in finite domains even at a filling fraction smaller than the critical percolation threshold, which is for circular obstacles in a infinite system given by φ ≈ 0.68 [25, 26] . We have limited our analysis to significantly lower area fractions, for which statistics on the front speed can still be easily acquired. We expect the front to slow down dramatically close to or above the percolation threshold. This slow-down has been addressed recently in lattice-based growth models [27, 28] .
FRONT SPEED AS FUNCTION OF HOTSPOT DENSITY, SHAPE, AND INTENSITY
A single hotspot leads to a transient increase in local front speed, resulting in a bulge with constant size in the direction of front movement and sideways spreading along the front (Fig. 3B ). We therefore expect multiple hotspots to result in an overall speed-up of the population front. We first consider the case of circular hotspots with intensity γ = v 2 /v 1 and area fraction φ. a variable that varies between 0 and 1 for any γ and any φ between 0 and 1. The shape of the speed up ν(φ) depends on hotspot strength γ. While for small γ, it resembles a concave function, we observe a sigmoidal shape for large γ with the point of inflection at an intermediate area fraction below the percolation threshold (φ ≈ 0.68 for an infinite system). We hypothesise that the larger slope at intermediate φ is due to a change in how the front is sped up when increasing φ. While for a dilute system, the front is locally accelerated by individual hotspots, for large area fractions the hotspots constitute a connected path and the effective front speed depends on the length of this percolating path. In a finite domain percolation can occur below or above the percolation threshold in the thermodynamic limit, depending on the actual hotspot ix configuration. We expect this fact to be reflected in a larger variance in the measured speed, (ν − ν ) 2 , close to the critical area fraction.
In a simple linear habitat, as sketched in Fig. 1B , the front speed along this linear path does not depend on the arrangement of hotspots, but solely on the area fraction φ. The relative front speed, ν, is given by the weighted harmonic mean,
. This result is a lower bound for the front speed-up in two dimensional systems, since in the latter many more paths with possibly shorter travel times exist, in addition to a straight path mimicking a linear habitat. Fig. S5 underlines this statement and shows that (ν − 1)/(ν h − 1) is largest around the percolation threshold and for large hotspot strength.
For γ ≈ 1, i.e., very weak hotspots, the results from scaling [29] , numerical [30] , and mathematical analysis [31] of the speed up of a Huygens front in isotropic random media apply to our system. In particular, we expect the speed up minus the relative spatial average of local front speed, ν m = φγ + (1 − φ), to scale with the strength of the perturbation, γ − 1, as
Fig. 6B is consistent with this prediction for φ = 0.5. So far, we have considered circular hotspots and addressed the dependence of the speed up on their intensity and area fraction. As discussed above, the length of an individual hotspot determines much of the front shape downstream. In particular, ellipses with equal length but different aspect ratio result in very similar front shapes ( Fig. 3B ). Conversely, we expect that ensembles of longer hotspots speed up the front more than ensembles of wider hotspots at equal area fraction. Numerical solution confirms these predictions, see Fig. 6C for weak hotspots and Fig. S6 for strong hotspots of varying aspect ratio.
DISCUSSION
The effect of inhomogeneities on population fronts depends on the type of inhomogeneities perturbing the front. Both classes of features considered here, obstacles and hotspots, perturb the population front, but in their own distinct way: The kink caused by an obstacle is transient and limited to the obstacle's width. Hotspots create a permanent perturbance that spreads sidewards along the front. Both effects can readily be understood by least-time arguments and analogies to geometrical optics at sufficiently large scales. Far from the inhomogeneity, the front can be described as a combination of radial waves induced from the outer corners of an obstacle or from the centre of a hotspot, respectively. The effect of many inhomogeneities can qualitatively be understood as the front originating from a number of scattering events at obstacles' corners and hotspots' centres. On the quantitative side, the front speed can be obtained numerically using the Fast Marching Method, i.e., by solving FIG. 7: 'Refraction' of a front at an interface between a region with dense (ρ = 0.150) and dilute hotspots (ρ = 0.015) hotspots of strength γ = 2.0, tilted at 45 • relative to the initial front. Upon encountering the interface, the front changes overall direction, manifesting in a tilt in the snapshots. The tilt angle is in agreement with the prediction based on the measured front speed at the area fractions of hotspots to the left and right and Snell's law [19] (v left = 1.75, v right = 1.15, ∆y/∆x = tan π/4 + arcsin v right /( √ 2 v left ) . We attribute deviations to boundary effects at the top and bottom of the channel.
the Eikonal equation. The numerical solutions can be used to test predictions on how front speed depends on environment's parameters such as area fraction of the features' shape. We limited ourselves to random ensembles of potentially overlapping features of equal shape and orientation. It would be interesting to extend the findings to environments generated from fractals [11] and explore an anticipated duality between an environment of a dilute set of hotspots and a dense set of obstacles. The least-time description and the Eikonal equation employed here also arise in geometrical optics. Intuition gained from studying optics carries over to a large extent. To push the analogy further onto larger length scales, let us consider a scenario where two areas with different hotspot density are placed next to each other, with the interface tilted by 45 degrees with respect to the initial front direction as illustrated in Fig. 7 . From Fig. 6A we expect the front to propagate faster at high than at low hotspot density -and thus refraction of the front at the interface. Indeed, Fig. 7 illustrates that as the front transitions from the region with dense hotspots to the region with dilute hotspots, it changes overall direction. The refraction angle predicted from Snell's law x with propagation speeds measured in analogous homogeoneous systems matches the observed tilt of the front.
However, the analogy with optical phenomena is limited. For example, constructive and destructive interference will not occur in systems described by non-linear population expansion equations. Reflection, which can be derived from Fermat's principle of least time [19] , cannot be observed, because populations always expand into empty domains.
A large body of literature has investigated the effects of heterogeneities in one-dimensional, in particular periodic, habitats, see, e.g., [4, 5] . Our study highlights that the results for linear habitats are generally not transferable to higher dimensions and thus not to many scenarios in nature. In the case of obstacles, stagnation of front propagation can only occur when the area fraction is around or above the percolation threshold and there is no 'free path' available to propagate further. In the case of hotspots, propagation is faster than in a corresponding linear habitat since many more paths are available. Thus, two-dimensionality suppresses the effect of obstacles and intensifies the effect of hotspots. These general effects are strongly influenced by the structure of the environment. For example, we have shown that aspect ratio and thus orientation of features influences front speed. In addition, if obstacles are placed such that open channels exist within with the front can propagate undisturbed, front speed is not affected. We believe the intuition gained from geometrical arguments can be used to understand even those environments which do not fulfill the requirement of a local front speed. More research is necessary to investigate more thoroughly twodimensional heterogeneous environments and their effect on population fronts.
The least-time considerations and the Eikonal equation used here are fully deterministic and cannot capture fluctuations present in a single realization of an expansion of a population of discrete individuals such as illustrated in Fig. 1 . However, when focusing on the average of many realizations, fluctuations average out and front dynamics can be described by the least-time consideration as we illustrated. Overall, we believe that least-time considerations are a useful approach to describe population fronts in complex environments.
Deterministic dynamics of the population front does not imply deterministic evolution of the expanding populations. Even if the population expands it range mostly deterministically, a small population size at the front and the associated large genetic drift lead to gene surfing and gene segregation [32, 33] . The shape and dynamics of the front, e.g., radial growth, does, however, affect the evolutionary dynamics [33, 34] . The genetic consequences of isolated inhomogeneities can, at large scales, be predicted and understood using the dynamics of front shape [3, 8] . To illustrate this for the obstacles and hotspots considered here, we tracked birth events in the individual-based simulations forwards and backwards in simulation time, resulting in sets of descendents and ancestors. In Fig. 8 , the fate of an individual present in the original population is visualised by colour-labelling all descendents. The ancestry of a selected number of individuals is represented by the locations of preceding birth events, tracing out lineages. As Fig. 8 illustrates, individuals initially right in front of the obstacles do not have descendents at the downstream population front [3] . Individuals entering a hotspot spread in a way reminiscent to the effect of a diverging lens and occupy a larger part of the downstream front. We expect the lineages to overall reflect the shortest path used to construct the front in the analytical solution (compare Fig. 2B and Fig. 8 ) [8] . This suggests that our findings might help understand the collective effect of many large obstacles or hotspots on the genetic composition of the invading population complementing recent work that characterized lineages in disordered environments without spatial correlation [28] .
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The population model used is based on a birth process (duplication of individuals), a death process (disappearance of an individual), and dispersal of individuals through diffusion as explained in the main text. Starting with a small population at the simulation's domain boundary, we simulate propagation of the population front into the empty domain. The discrete nature of the model results in the presence of a natural cut-off in the resulting concentration field, fluctuations in overall number of individuals, and fluctuations of the front.
Without loss of generality, we choose the front to propagate in x-direction. We impose periodic boundary conditions along y-direction and infinitely unfavourable conditions outside the domain along x-direction, i.e., individuals disappear from the system if passing the domain boundaries. Due to this loss of particles from the domain, persistence of a population in a finite-sized domain is not guaranteed. The conditions for persistence of the population have been studied in continuous and discrete systems [S1, S2]. In our simulations, the initial domain occupied by the population is large enough so that the population always expands into the empty domain and persists for the duration of the simulation.
The same discretisation of the domain into squares of size δ 2 used to determine the disappearance of particles is used to determine the front. For each window of size δ in y-direction specified by y i , the front is defined by the particle furthest along the x-direction, resulting in a set of points x i (y i ). To obtain the average front, we average over multiple realisations at a given simulation time and obtain x i (y i ), which is either reported or used to obtain front speed.
For the set of reaction rules used, a macroscopic continuum equation for the concentration of individuals can be derived, as described in Ref. [S3] and [S4] . The level of noise in the model is determined by 1/n e , n e = √ N D/µ, where N is the typical individual density, so that n e is the size of the actual interacting population in one generation time. It can be shown that the deterministic FKPP equation is recovered in the no-noise limit, n e → ∞, where the propagation speed equals to v FKPP = 2 √ Dµ. An expression for the speed of the front is known both in the weak n e 1 and strong n e 1 noise limit [S5] . However, for the regime of intermediate level of noise no analytical expression is known. To estimate local front speed (e.g., within hotspots), we determine front speed in a homogeneous system for the given set of parameters as outlined above.
Unless otherwise noted, we chose the following parameters: birth or duplication rate µ = 1; death or disappearance rate λ = 1 (to be multiplied by number of other particles within region of size δ 2 ); diffusion coefficient D = 1. The edge length of square lattice cells is set to δ = 1. The size of the domain is 1000 × 1000 with boundary conditions as described above. The population is initially placed on a sharp band of width 10. Either an individual feature is located in the centre of the domain or, in the case of multiple feature, the centres are positioned randomly.
B. Event-based Solution
Far downstream from an individual hotspot or obstacle encountered by a planar population front, the front can be described as a combination of the original front and a set of radially expanding fronts as explained in the main text. For rhombus-shaped obstacles these radial population waves are emitted from the corners on the side, while for circular hotspots the centre of the wave coincides with the centre of the hotspot. These waves are initiated as soon as their centres are reached by the original front. We can therefore regard the accumulation of these wave-like perturbations as an on-going scattering process. This results in an event-based solution for the front shape illustrated in Fig. 4B ,D of the main text. The details depend on whether obstacles or hotspots are considered as detailed below. For clarity, we describe a continuous-time algorithm below, the algorithm implemented uses discrete time steps.
We consider rhombus-shaped obstacles, such that radial waves are emitted only from the four corners of the rhombus. We start our analysis from a linear unperturbed front that propagates through the domain with speed v 1 . As soon as this front encounters one of the corners of an obstacle, a radial wave is emitted from this corner. All following scattering points can be activated either by the planar front or by waves emitted from active scattering points. The requirement for such activation event is that the scattering point can be reached by the planar front or the radial wave, i.e., that no obstacles are blocking the path towards the scattering point. At a given time, the front is given by the envelope of all emitted waves and the unperturbed planar front given they are not blocked by obstacles.
The hotspots we consider are circular regions with radius R and within which the front propagates with speed v 2 larger than outside, where propagation occurs with speed v 1 . Scattering occurs at the centres of the hotspots. Upon activation, a radial wave originates from the hotspots centre and advances with speed v 2 inside and speed v 1 outside the hotspot. Scattering points are activated when they are encountered either by the planar front or by a radial wave emitted from an already active scattering point. We thereby need to take into account that the wave propagates with speed v 2 inside hotspots to be activated and thus distinguish three different scenarios: (i) The scattering point is activated by the planar front. Here we have to take into account that the planar front propagates faster inside the hotspot, i.e., the hotspots is activated when the planar front has travelled a distance of R v2 v 1 inside the hotspot. (ii) A scattering point is activated by the radial wave of an active scattering point whose centre is at least a distance 2R away. In this case, we take into account that the radial wave travel faster inside the two hotspots. (iii) Activation can occur by a radial wave originating from a hotspot overlapping with the hotspots of interest. In this case the distance between the scattering points is smaller than 2R and the complete path is travelled with speed v 2 . The front at a given time is now the envelope of the planar front and the waves of all activated scattering points.
C. Solving the Eikonal equation using the Fast Marching Method
To numerically determine a front whose time evolution is governed by the principle of least time we numerically solve the Eikonal equation |∇T ( x)| = 1/v( x), which connects the (spatially varying) speed v( x) to the arrival time T ( x). The front at time t is given by contour lines of T ( x), i.e., the front consists of all x with T ( x) = t. For numerical reasons we chose a slightly different definition of the front as described below.
The Eikonal equation can be numerically solved using the Fast Marching Method [S6] , implemented in the Python module scikit-fmm [S7]. In the following, we describe the parameters used to determine front speeds (Figs. 4, 5, and 6 of the main text as well as Figs. S5 and S6) . Without loss of generality, we chose the size of obstacles and hotspots to be on the order of 1. Any other size and appropriate scaling of the remaining parameters would lead to the same solution of the Eikonal equation. The lattice constant for the numerics was set to 1/15, i.e., each obstacle or hotspot is represented by a few hundered lattice sites. This choice reflects a trade-off of computational feasibility and accuracy. The front propagates along a channel of length 1300 and width 50 with periodic boundary conditions in the latter direction. Obstacles or hotspots were placed randomly with size and shape as specified in the main text and figures. We used the relationship φ = 1 − exp(−ρπR a R b ) relating number density ρ and area fraction φ with R a and R b the semi-major and semi-minor axes of the ellipse in the thermodynamics limit. To avoid overlap of the initial front with either obstacles or hotspots, we extended the channel to one side by length 50 and placed the initial front at the far side. This region was also used to 'roughen' the front through a set of hotspots before entering a region with very weak hotspots investigated in Fig. 6B .
Different parameters were used to illustrate the effect of 'refraction' at the scale of the environment in Fig. 7 of the main text. Channel length was set to 500 and channel width to 150 (no periodic boundary conditions).
For Fig. 3 of the main text, we set the semimajor axis of the ellipses to 1. The tulip of Fig. S4 has a length of 2 and a width of 1. Due to the much smaller domain size, we were able to set the lattice constant to 1/100.
D. Determining front shape and front speed in event-based solutions and solutions of the Eikonal equation
The front dynamics is fully described by the time T at which position (x, y) is reached. The points constituting the front between times t and t + δt are given by all (x, y) for which t ≤ T (x, y) ≤ t + δt. While this is conceptually straightforward, it can be numerically challenging. This is in particular true for perfect obstacles which have a final arrival time at their boundary, but whose interior can never be reached by the front. We therefore defined the front as h(y, t)| T = max T (x,y)≤t
x .
(S1)
Note that the two ways to infer the front may result in different front shapes and thus different mean front positions h(t) and front roughness w(t),h
where L is the width of the channel the front is propagating in. The front speed, the main observable in this work, is unaffected once front dynamics has reached a steady state. Since the Fast Marching Method is lattice-based, the integrals in Eq. S3 were replaced by the appropriate sums. In the case of the event-based solution, a continuous curve is in principle accessible, but the front was discretized to apply the same analysis procedure as for the solutions of the Eikonal equation.
For analysis, we obtainedh(t) and w(t) for different realizations of the environment with the same parameter, but different configurations of randomly placed obstacles and hotspots. To obtain front speed we fitted a line to eachh(t) in the range 850 ≤h(t) ≤ 1050 with slope indicating front speed. From that ensemble of front speeds we computed the mean and standard error of the mean for 64 trajectories.
At the beginning, when the originally flat fronts encounters the obstacles or hotspots, there is a transition period within which the instantaneous speed and front width transition to the steady-state values. When determinining the fitting range stated above, we used a plot of width and front speed as a function of how far the front had progressed to identify the range used to determine front speed. To facilitate this transition from a flat to a steady-state rough front, we inserted a number of stronger hotspots in front of the channel with very weak hotspots investigated in Fig.  6B .
S2. APPENDIX: ANALYTICAL RESULTS

A. Front shape for circular hotspots
To compute front shape of a planar front encountering a circular hotspot we need to find the set of points which are reached at a given time t total . To obtain this set of points analytically, we use that fact that shortest paths are composed of linear stretches outside and inside the hotspot, respectively. Deflection (refraction) occurs at the hotspot-background interface, which can be described by Snell's law. It relates the angle of incidence, θ 1 , and the angle of refraction, θ 2 , through the propagation speeds v 1 and v 2 as
The planar front encountering the hotspot can be regarded as originating from a point that is positioned infinitely far away. We will first consider a point source at a finite distance and then take this limit to infinity. Consider the hotspot with radiud R to be located at the origin (0, 0), and the point source Q to be positioned at (−q, 0). One path of least time, connecting the front to point Q is sketched in Fig. S1 . In analogy to geometrical optics, we consider this path as a single ray, emitted under an angle α from the point source Q. Refraction occurs both when this ray enters and when it leaves the hotspot. The ray consists of the following three parts: (1) The ray travels a distance a from the source Q to point A, located at the perimeter of the hotspot, with speed v 1 . (2) Following refraction at point A, the ray travels a distance b inside the hotspot, with speed v 2 , until it reaches point B. (3) At point B, the ray is refracted again and travels a distance c with speed v 1 outside the hotspot. At time t = t total , it reaches the front at point C. Note that this description assumes |α| < arcsin(R/q) since for larger |α| the ray originating in Q does not encounter the hotspot.
The coordinates of point A are given by
The length of the segment between Q and A is given by a = q cos(α)− R 2 − (q sin(α)) 2 as can be seen by considering this line segment as part of the cathetus of a right triangle with hypothenuse from Q to the origin.
To obtain the coordinates of point B, we first compute the angle of incidence ζ. From Fig. S1 we get ζ = α + β, with β = arcsin(a sin(α)/R). With Snell's law (equation (S3) ), the angle of refraction δ is obtained as 
The length of the line segment from B to C is given as
The final point C is located at the front and reached at time t total . Its coordinates depend on t total , which determines the length c of the third line segment, from B to C, as t total = a/v 1 + b/v 2 + c/v 1 . It is convenient to use the distance d traveled by the planar part of the front as parameter for how far the front has propagated, instead of t total . At time t total , the planar part of the front (not having encountered the hotspot) has traveled a distance q + d = v 1 t total . Thus, c = q + d − a − bv 1 /v 2 . The angle of refraction at point B is identical to the angle of incidence, zeta at point A. We obtain the coordinates for point C as:
In summary, the positions of points A, B, and, importantly, the point C, forming part of the front, can be expressed analytically as a function of the distance of the source to the hotspot, q, and the angle α given the speed v 1 and v 2 .
These results are easily modified to capture the case that the front is still inside the hotspot.
In a second step, we are taking the limit q → ∞, representing a point source for a radial wave at infinity, corresponding to a planar wave encountering the hotspot. For q → ∞ the maximum |α| approaches 0 because of |α| < arcsin(R/q). It is therefore useful to replace α by a parameter x to parametrize the opening angle using α = x arcsin(R/q). In principle, the limit q → ∞ can be taken for the expressions above with x being finite and parametrising the position along the initial front. Limits can be taken in a consecutive manner resulting in: 
From the definition of x and the condition |α| < arcsin(R/q) follows |x| < 1. However, the requirement that δ < π/2 ("total reflection") restricts |x| further to |x| < v 1 /v 2 . Last, but not least, only those points at the front just computed are of interest that are ahead of the planar front, i.e., C x > d which restricts |x| even further. Unfortunately, this inequality cannot be solved analytically.
B. Shortest path in presence of multiple consecutive rods
We compute the front speed in a configuration of consecutive multiple rods. The slow-down of the front is determined by the increase in path length, relative to the straight path. We compute here the slow-down expected if the path takes course along the corners of consecutive rods, keeping in mind that shorter paths may exist, as illustrated in Fig. 5B of the main text. We therefore expect the resulting solution to represent a lower limit for front speed in the presence of many rods.
We first compute the slow-down from one rod to another and then average over all possible configurations to capture the effect of a very large number of randomly oriented rods. Let us consider a path that originates at the right side of a given rod of width b, as in Fig. 5B in the main text. The path could pass the right or left corner of the following rod, depending on how much the projections of the two rods of width b overlap. If this overlap is smaller than b/2, the shortest path grazes the left corner and vice versa.
We are now interested in the probability of encountering the next rod at a distance x away with overlap y. First, we recognize that the rods are randomly distributed in the direction of overall front propagation. The density of rods on a straight line is given by ρ · b, with ρ the number density of the rods. As a result the probability of encountering the next rod at a distance x is exponentially distributed as q(x) = ρb exp (−ρbx). The probability that the overlap is y is given by p(y) = 2 b . Here, we restricted y to be smaller than b/2, but included a factor 2 to take into account that the path can encounter either a left or a right corner as discussed above. We can now compute the average path length between two consecutive rods as a function of b and ρ: (S10)
Consider a front that travels either with speed v 1 in the background environment or with speed v 2 inside the patches, which occupy a fraction φ of the environment; see Fig. 1B of the main text. Let L be a distance large enough to incorporates a large number of patches. To travel that distance, the time L/v eff = L(1 − φ)/v 1 + Lφ/v 2 is needed. Thus, the effective speed is given by
which is the (weighted) harmonic mean of the two front speeds. Note that the effective speed is independent of the size of the patches.
A travelling wave is established in favourable regions.
Consider a traveling population wave of speed v 1 . Inside obstacles of size d, the population wave cannot be sustained, but individuals can diffuse. These obstacles occupy a fraction φ of the environment. The time to travel across a large distance L that includes N obs large obstacles can be estimated as
Note that we consider scales large enough to neglect the times to establish the traveling population wave.
The front can be 'arbitrarily' slowed down by increasing d. In contrast to the case where both types of environments support a travelling wave, the size of the obstacles does matter here -but not the size of the complement, the favourable patches. 
