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RESUMEN 
En este artículo se resuelve una integral impropia usando el teorema de los 
residuos y la transformada de Fourier.  Esta integral  resulta de la utilización del 
método de Melnikov en un sistema dinámico no lineal.  
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ABSTRACT 
In this article an improper integral is solved using the residue theorem and the 
Fourier transform. This integral result by the  Melnikov´s method utilization in a 
nonlinear dynamical system.  
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1. INTRODUCCIÓN 
 
Algunos métodos empleados en el estudio de los sistemas 
dinámicos, especialmente los sistemas dinámicos no 
lineales, requieren la solución de integrales para las 
cuales un curso básico de cálculo integral no es 
suficiente, haciéndose necesaria la utilización de otras 
herramientas que faciliten dicha solución. Muestra esto 
entonces la importancia de la comunicación entre los 
diferentes cursos de matemáticas, que no son islas 
perdidas en un inmenso océano de conocimiento, sino 
poblaciones vecinas que vale la pena conocer, volver a 
visitar o redescubrir, para subir a una colina desde donde 
se puedan ver todas como una sola localidad funcional y 
útil. Sirviendo así de ejemplo para el futuro profesional 
de la importancia de la capacidad de integración de los 
conceptos para su posterior utilización.  
 
 
2. CONTENIDO 
 
Pretendemos entonces obtener una solución para la 
siguiente integral impropia, planteada por Guckenheimer 
y Holmes en [1]: 
 
  
 sech  tanh  cos  +  .       1 
 
Sabemos que:   = cos  –  sen   = cos  −  sen  
 
Así:  =   =  cos  –  sen !cos  −  sen   
 = cos  cos  − sen  sen  − cos  sen  + sen  cos  
 
tomando la parte real, tenemos: 
 ℜ#$ = cos  +  
 
gracias a esto podemos escribir: 
 
 sech  tanh  cos  +  =   sech  tanh   
simplificando un poco el problema. 
 
2.1  Transformada de Fourier 
 
La transformada de Fourier de una función  %, es: 
 
ℱ#%$ = ( =  %  
 
donde la condición para que  ( exista generalmente 
está dada por 
 |%|  <  ∞, 
siendo esta una condición suficiente pero no necesaria.[2] 
 
Así, la integral que pretendemos solucionar será el 
resultado de hallar la transformada de Fourier para la 
función  sech  tanh , esto es: 
 
ℱ#sech  tanh $ = ( =  sech  tanh   
 
Será de gran ayuda recordar que: 
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  sech  = − sech  tanh  
de esta forma, ℱ#sech  tanh $ = −ℱ ,  sech - 
 
Recordemos además, que la diferenciación en el dominio 
del tiempo corresponde a la multiplicación de la 
transformada de Fourier por  ,  dado que  % → 0, 
cuando  → ±∞. [2] 
 ℱ#%´$ =  (∗ =  ℱ#%$ 
donde 
(∗ =  % , 
Así, 
 ℱ#sech  tanh $ = − (∗= −  sech  ,      2 
donde, 
(∗ =  cosh  .  
 
Hasta este punto hemos mostrado que para poder conocer 
la transformada de Fourier  ( de la función  sech  tanh , basta con conocer la transformada de  
Fourier (∗ de la función  sech   y multiplicarla por  −.  Para esto usaremos el teorema de los residuos. 
 
 
2.2  Teorema de los residuos 
 
Se establece que sea C un contorno cerrado simple dentro 
y sobre el cual una función  f  es analítica excepto para un 
número finito de puntos singulares  67, 68, … , 6:  interiores a C.  Si   ;7 , ;8, … , ;:   denota los 
residuos de  f  en esos puntos, se cumple 
 
 %66 = 2<;7 + ;8 + ⋯ + ;:>  
 
donde C está descrito en sentido positivo. [3] 
 
Este teorema nos dice que el valor de la integral de  f  
alrededor de  C es 2< veces la suma de los residuos 
asociados con esos puntos singulares. 
 
Sea entonces: 
%6 = ?6@6 = Acosh 6 
 
Según [3], la función  f  tiene un polo simple en  6 si, al 
igual que las condiciones ahí,  @6 = 0  y  @´6 ≠ 0.  
El residuo de  f en el polo simple  6 está dado por la 
fórmula: 
;7 = ?6@´6. 
Si,  
%6 = ?6@6 = Acosh 6 
 
entonces tendremos un polo simple en  6 = C8 . 
 
Así, ?6 = A;      ?6 = C8  @6 = cosh 6 ;    @6 = 0 @´6 = senh 6;    @´6 = . 
 
 nuestro residuo será: 
 
;7 = ?6@´6 = 
C8 . 
 
Ahora, la región sobre la cual integraremos será un 
rectángulo cuya base comprende el intervalo [-R, R] y 
vértices superiores en (-R, -R+ <), (R, R+ <). Así el 
único polo de la función en esta región es  6 = C8 . 
 
 
 %66 =>  
cosh EE +  
F CGHcoshR +  <H7+  Ccosh + <EE+   F CGHcosh−R +  <H7  
 
 
Como J → ∞, las integrales  K LMNOPQ RNSTGUVWXF CG7   y  K LMNOMPQ RNSTGUVWXF CG7   tienden a cero, por lo tanto: 
 
 
 %66 =>  
cosh EE +  
Ccosh + <EE=  cosh EE −  
Ccosh + <EE=  cosh EE −  
Ccosh + <EE  
 
 
Donde 
cosh + < = C + C2 = − cosh . 
 
Usando el teorema de los residuos tendremos: 
 
 %66 =>  
cosh EE + C  
cosh EE = 2<;7 
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= 1 + C  cosh EE = 2<;7 
 
= 1 + C  cosh EE = 2< Y
C8 Z 
 
=  cosh EE = 2< 
C81 + C 
ahora, 
 
 cosh  = limE→  
cosh EE = 2< 
C81 + C 
 
sabemos que: 
 2 C81 + C = 2C8  +  C8  =
1cosh ^<2  _. 
Así, 
 cosh  = 2< 
C81 + C = <cosh ^<2  _. 
 
Por lo tanto hemos hallado la transformada de Fourier 
para la función  sech ,  esto es: 
 
 
(∗ =  cosh  =  <cosh ^<2  _ 
 
Ahora, retomando la ecuación (2): 
 ℱ#sech  tanh $ = − (∗
= −  sech  = − <cosh ^<2  _ 
 
ℱ#sech  tanh $ =  sech  tanh  = − <cosh ^<2  _ 
 
Multiplicando por el factor    ,  tendremos: 
 
 
  sech  tanh   = −
<cosh ^<2  _= −cos  −  sen  <cosh ^<2  _ 
 
Tomando la parte real tendremos la solución para la 
integral impropia (1): 
 
 
 sech  tanh  cos  +   = −< sen cosh ^<2  _  .       
 
 
3.  CONCLUSIONES 
 
Aunque el título de este documento puede causar temores 
de todo tipo al referirse a temas tan amplios en el estudio 
de las matemáticas, nuestro interés no ha sido 
desmotivar, al contrario;  pretendemos mostrar la 
importancia de tener claridad sobre dichos temas y 
motivar a su posterior utilización en conjunto, pues la 
alianza que proponemos nos permite salir bien librados 
de una integral impropia que por otros métodos sería 
difícil de abordar.  
 
Sin desconocer el valor del resultado que hemos 
obtenido, queremos hacer énfasis en el camino recorrido 
para llegar a dicho resultado; la utilización de las 
herramientas adecuadas en el momento necesario: el 
cálculo diferencial, el cálculo integral, la transformada de 
Fourier, el teorema de los residuos, además del uso de 
propiedades e identidades sin las cuales no habría sido 
posible dicha solución. 
 
Este resultado que hemos obtenido es ampliamente usado 
en diferentes artículos y libros  relacionados con la 
utilización del método de Melnikov en sistemas 
dinámicos no lineales, pretendiendo evidenciar tendencia 
hacia comportamientos caóticos de los mismos. Algunas 
de estas publicaciones son: [1],[4],[5],[6],[7]. 
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