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ABSTRACT  
Pressures on water resources in much of England are set to rise owing to factors such as 
climate change and population growth. This is particularly the case in south-east UK, with its 
high population density, relatively low number of reservoirs and heavy reliance on 
groundwater supplies. Investigating the sustainability of water supply in this region requires a 
better understanding the rainfall distribution both temporally and spatially. Statistical 
downscaling methods were commonly adopted to simulate rainfall including under climate 
change scenarios. When projecting the downscaling model into future, it is often assumed that 
the statistical relationships observed in the historical fitting period remain stationary under the 
climate scenarios. However, this assumption is questionable as many downscaling models are 
trained on only around 30 years of data. The objectives of the thesis are therefore to 1) 
develop long-term statistical downscaling rainfall models to characterise the spatial and 
temporal distribution of rainfall for south-east UK; 2) identify the non-stationarity in 
statistical downscaling models; and 3) project the rainfall under climate change scenarios and 
assess the uncertainties in rainfall projections.  
To address these challenges, regression models of monthly rainfall for south-east UK were 
developed. Conditioned on 50 gauged sites, the model infilled and simulated the historic 
record from 1855-2011 in both space and time. The long record length allows more insight 
into the variability of rainfall and potentially a stronger basis for risk assessment than is 
generally possible. It is shown that, although localised biases exist in both space and time, the 
model results are generally consistent with the observed record including for a range of inter-
annual droughts and spatial statistics. The non-stationarity was then assessed using two 
approaches, including visualising the non-stationarity by plotting the time series of regression 
coefficient estimates derived by using a moving window of 30 years, and testing whether the 
decadal scale change in the coefficient values is statistically significant. The results illustrate 
the existence of significant non-stationarity in the model, which could not be removed by 
adding additional available input variables to the regression. The models fitted from five 30-
year control periods and climate data from five GCMs were used to generate rainfall 
projections in 2021-2050. Both the uncertainty introduced by non-stationarity and the GCMs 
was visualised. The results show that in some months the source of uncertainty introduced by 
non-stationarity can lead to significant uncertainty in the projections. The uncertainties in 
projections were then estimated using ensembles. 
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CHAPTER 1 
Introduction 
In this chapter, the background to this research is described first, followed by discussion of 
the research problems. The objectives of this work are then defined based on the research 
problems, with corresponding methodology established. Finally, the structure of the thesis is 
summarised to provide a clear overview of this research.  
1.1 Background  
1.1.1 Rainfall in south-east UK 
The sustainability of water supply in much of Europe is a major concern for economic and 
environmental planning (Mechler and Kundzewicz, 2010). One region of particular concern is 
south-east UK, which has high and increasing population, relatively low rainfall and high 
evaporation (Arnell and Delaney, 2006, Marsh et al., 2007). A large proportion of the supply 
in this region is from the Chalk aquifer, which is under stress in places from over-abstraction 
and agricultural contamination (Smith et al., 2010). Defra (2008) have classified the south-
east region of the UK as ‘seriously water stressed’. To relieve the stress on water resources, 
options for desalination, bulk imports and inter-basin transfers from the Thames and Severn 
basins have been considered (Arnell and Delaney, 2006, Rodda, 2008). And towards more 
optimal sharing of water resources during drought periods, there have been efforts to optimise 
water transfer schemes within the south-east (von Lany et al., 2008). Based on the 
optimization analysis, an integrated water resources plan for this region is currently under 
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development, which will include new water transfers between water resources zones and 
between water companies (von Lany et al., 2013, Critchley and Marshallsay, 2013).  
In south-east UK it is generally perceived that three dry winters in succession would cause 
severe regional water supply deficits (the winter season, with it higher rainfall and lower 
potential evaporation, being the primary source of effective rainfall and recharge to the 
aquifers) (von Lany et al., 2008); and should the most extreme historic droughts recur (see 
Marsh et al., 2007) it seems unlikely that an acceptable level of service could be maintained 
(McIntyre et al., 2003). Of particular concern to water managers is the possible recurrence of 
the long term droughts of 1887-1910, which included a series of five unusually dry winters, 
and shorter inter-annual droughts of 1920-1922, 1933-1934, 1975-1976, 1990-1992 and 1995-
1997 (Subak, 2000, Marsh, 1996, Marsh et al., 2007).  
As well as drought duration, the spatial aspect of drought is also of interest (Zaidman et al., 
2002, Burke and Brown, 2010). The spatial properties of drought have particular practical 
relevance in south-east UK, where extending the water network within and beyond the region 
is potentially viable (von Lany et al., 2008). Assessing the scope for such transfers requires a 
good understanding of the spatial characteristics of water availability over the relevant scales. 
Hence there is considerable motivation for developing data sets and tools which deliver a 
capability for characterising both the temporal and spatial characteristics of rainfall patterns. 
1.1.2 Statistical downscaling of rainfall 
General circulation models (GCMs) have been developed to provide possible future climate 
scenarios. GCMs are mathematical models which simulate the large-scale global circulation 
of the atmosphere and ocean (Xu, 1999a, Barry and Chorley, 2003, Bader et al., 2008), 
through representing the complex physical processes of the climate system in the models. 
They use a three dimensional grid to describe the climate, normally with a horizontal 
resolution of between 150 and 600 km, vertical layers of 10-20 in the atmosphere and up to 30 
layers in the oceans (IPCC, 2007b). GCMs show the capability for representing some of the 
large-scale features, even for rainfall, with some accuracy (Xu, 1999a, IPCC, 2007b, Murphy 
et al., 2009, Johnson and Sharma, 2009). However, in spite of the efforts in improvement of 
the GCMs, the small-scale features, particularly for rainfall, are often not able to be captured 
by the models. This might be because that the rainfall patterns are closely associated with the 
evaporation, condensation and transport processes. There is no reliable estimation of the 
global scale evaporation, and the sub-grid scale convective processes which drive the 
condensation and vertical water vapour transport are not easy to simulate (Bader et al., 2008). 
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Downscaling approaches have subsequently been developed as a technique to bridge the gap 
between the large-scale outputs from climate models and regional and local scale processes 
(Xu, 1999b, Fowler et al., 2007). This technique can be used to downscale the GCM rainfall 
to the spatial scale useful for impact assessments (e.g. Kigobe et al., 2011, Kenabatho et al., 
2011). In general, downscaling methods can be categorized into two fundamental approaches, 
dynamical and statistical downscaling. Dynamical downscaling is to embed a higher 
resolution climate model within a GCM. Statistical downscaling is to establish empirical 
relationships between large-scale atmospheric predictor variables and fine-scale 
meteorological series. This PhD research focuses on statistical downscaling, which is widely 
used to infill and simulate rainfall series and to predict rainfall under a changing climate (Xu, 
1999a, Fowler et al., 2007). Generally, the statistical downscaling techniques can be classified 
into three groups: regression methods, weather typing schemes and weather generators (Wilby 
and Wigley, 1997, Xu, 1999b, Fowler et al., 2007), which will be reviewed in chapter 2.  
If a suitable relationship can be established between large-scale climate variables from GCMs 
and local rainfall patterns then it is possible to investigate the climate change impacts on 
rainfall. However, when projecting the statistical downscaling model to future conditions, a 
common assumption that lies in all the three statistical downscaling methods is that the 
downscaling relationship derived in historic period remains unchanged in future climate. As 
many downscaling models are fitted on a relatively short period of data, whether this 
stationarity assumption holds in a changed climate is unclear and difficult to test. This PhD 
work therefore focuses on investigation of uncertainties in statistical downscaling of rainfall, 
especially the uncertainty due to non-stationarity, with the specific research problems 
described in the following section.  
1.2 Research problems  
The section outlines the principal research problems that need to be addressed in this study. 
1.2.1 Rainfall modelling 
Pressure on water resources in south-east UK as described above requires a better 
understanding of rainfall distribution both temporally and spatially. This calls for suitable 
modelling tools to be developed. However, while much work has been done on developing 
statistical models to reproduce rainfall based on large-scale climate variables, most of which 
were based on relatively short-term climatic data, such as McGregor and Phillips (2004), 
Yang et al. (2005) and Chun et al. (2009). These models are empirical and their reliability for 
projection to new extremes has not been well tested. Also the short-term downscaling model 
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does not provide a good test-bed to allow the downscaling uncertainty, especially the 
uncertainty introduced by non-stationarity, to be investigated. To address these problems, a 
long-term rainfall model is required to simulate spatial and temporal distribution of rainfall 
and provide a modelling framework for non-stationarity analysis and downscaling uncertainty 
analysis under climate change conditions.  
1.2.2 Non-stationarity in statistical downscaling 
Statistical downscaling involves developing a statistical relationship between large scale 
predictors and small scale predictands. This predictor-predictand relationship can then be 
applied to hindcast the predictand assuming suitable historic estimates for all the predictors 
exist, or to generate plausible future time series of the predictand assuming that the predictors 
can be well approximated, in the climate change context, by GCM or RCM outputs. In almost 
all studies to date the downscaling relationship used for such predictions has been assumed to 
be stationary, in other words neither the terms in the equations nor their coefficient values 
change in time. This assumption would be justifiable if there was a strong physical basis to 
assume stationarity, or where the hypothesis of stationarity was tested by suitable split sample 
validation tests. However, neither applies (Huth, 1997, Slonosky et al., 2001, Schmith, 2008). 
Furthermore, it is usual that the uncertainty in coefficients, including that introduced by the 
possibility of non-stationarity, is neglected (e.g. Haylock et al., 2006, Chun et al., 2009, 
Maraun et al., 2010). To address this problem, this non-stationarity assumption is assessed in 
this PhD research using long-term records of south-east UK with appropriate statistical tests, 
and possible reasons for non-stationarity are investigated.  
1.2.3 Uncertainties in rainfall simulation under climate change scenarios 
When projecting the downscaling model to future climate change scenarios, the uncertainties 
in downscaled rainfall are often introduced by the GCM configuration, the emission scenario, 
the natural variability and the downscaling model. The uncertainties due to GCMs and 
emission scenarios are often considered and incorporated into future simulations by using 
model ensembles (i.e. combining simulations from different GCMs and under different 
emission scenarios). The natural variability in future simulations can be represented by the 
stochastic part of the statistical downscaling models. The uncertainty introduced by the non-
stationarity in the statistical downscaling model is, however, often neglected. There are very 
few studies where this source of uncertainty is examined. This calls for the need to investigate 
whether the uncertainty due to non-stationarity can add significant uncertainty to future 
simulations.  
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1.3 Research objectives and methodology 
Based on the research problems listed above, the main objective of this work is to investigate 
the uncertainties in statistical downscaling of rainfall using a long-term rainfall model. The 
specific objectives of this research are:  
 Develop long-term statistical downscaling rainfall models to characterise the spatial 
and temporal distribution of rainfall for south-east UK. 
 Assess the non-stationarity in statistical downscaling models and explore possible 
reasons for non-stationarity.  
 Project the rainfall under climate change scenarios and identify and incorporate the 
uncertainties in rainfall projections.  
In order to achieve these objectives, the methodology of this research is proposed as below: 
 Rainfall modelling: A regression method is applied to develop a long-term (1855-
2011) monthly rainfall model for south-east UK, which includes a deterministic part 
to predict expected monthly rainfall over the region, and a stochastic part to describe 
variability around the expected values; the model is verified against various tests.  
 Non-stationarity analysis: The non-stationarity in the downscaling relationship is 
assessd using two approaches, including visualising the non-stationarity by plotting 
the time series of regression coefficient estimates derived by using a moving 
window of 30 years, and testing whether decadal scale changes in five independent 
coefficient estimates in successive 30-year periods are significant; Reasons for the 
non-stationarity are investigated using weather types. 
 Uncertainty analysis: Rainfall projections for the period 2021-2050 are generated 
using five downscaling models fitted on different 30-year historical periods and data 
from five GCMs; different sources of uncertainty in the rainfall projections are 
visualised and discussed; these uncertainties are incorporated by generating super-
ensembles.  
1.4 Thesis outline  
In this chapter, the background of this research has been given first which described the 
rainfall situation in south-east UK and the statistical downscaling approach used to produce 
fine-scale rainfall data for hydrological studies. The research problems have then been raised, 
including the need of a long-term rainfall downscaling model, the need of assessment of non-
stationarity in the model and investigation of whether the uncertainty due to non-stationarity 
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can lead to significant uncertainty in future rainfall projections. The research objectives have 
been specified according to the research problems, and the methodology has also been 
proposed. Based on this methodology, the thesis is structured as follows. 
Chapter 2 is a literature review on the mechanisms driving rainfall and statistical downscaling 
of rainfall to guide the development of a rainfall model for south-east UK. The rainfall types 
of south-east UK and the large-scale climate physics (e.g. sea level pressure, surface 
temperature, North Atlantic Oscillation) affecting rainfall in this region are reviewed to help 
select climate drivers of the rainfall model. The three statistical downscaling techniques are 
also reviewed, including discussing their strengths and limitations, to allow appropriate 
modeling approaches for the case study to be selected. Literature reviews on non-stationarity 
analysis and downscaling uncertainty analysis are given separately in their corresponding 
chapters.  
In Chapter 3, a new statistical rainfall model is created using the case study of south-east UK. 
A description of regression method in the context of rainfall analysis is presented. The case 
study area, the data sets using in the modelling, including the rainfall data and climate data, 
are then described. A regression rainfall model, which consists of a deterministic component 
and a stochastic component, is developed and used to infill and simulate historic rainfall. The 
deterministic predictors that significantly affect the variation of rainfall are discussed. The 
model performance is assessed by various error analysis and comparison of infilled and 
simulated rainfall series and statistics.  
Chapter 4 focuses on analysis of non-stationarity in statistical downscaling models. A 
literature review of non-stationarity analysis is provided. Non-stationarity is tested using two 
approaches. The first approach visualises the non-stationarity by plotting the variation of 
regression coefficients calculated from 30-year moving windows; the second approach tests 
decadal scale changes in the coefficients using five independent 30-year windows. The causes 
for the non-stationarity are then investigated by checking the modelling data homogeneity and 
by linking the coefficient values to weather types. The effect of the record length on model 
non-stationarity is then assessed. Finally, as the existence of non-stationarity implies the 
incompleteness of the model, how the linear and physically incomplete model can predict 
future rainfall is tested using RCM data.   
Chapter 5 investigates the uncertainties in rainfall simulations under climate change scenarios. 
A literature review on rainfall simulation for the future is presented first. This is followed by a 
description of how the GCM data are manipulated to provide predictors to the downscaling 
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models. Rainfall projections for a future period 2021-2050 are then produced using five 
downscaling models fitted on five independent 30-year control periods and data from five 
GCMs. This allows different sources of uncertainty to be visualised and discussed. A super-
ensemble is generated to incorporate these uncertainties, and the usefulness of weighting the 
members of the super-ensemble is evaluated.  
Finally, Chapter 6 summarises the main conclusions and contributions of this work and makes 
recommendations for further investigation based on this research.  
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CHAPTER 2  
Literature Review 
This chapter of literature review aims to study the mechanisms driving rainfall and the 
background of statistical downscaling of rainfall to guide the development of a rainfall model 
for south-east UK. Rainfall types and the large-scale climate physics affecting rainfall in 
south-east UK are described in Section 2.1 and Section 2.2. This is followed by a review of 
three statistical downscaling approaches in Section 2.3 and a summary of this chapter in 
Section 2.4. A review of the non-stationarity studies and the uncertainties in downscaled 
rainfall are provided in Chapter 4 and Chapter 5 separately.  
2.1 Rainfall types in south-east UK 
The general process of rainfall formation is always the same. When air rises, its pressure 
decreases, it then expands and cools down. As cool air cannot hold as much water vapour as 
warm air, the air becomes saturated and condensation occurs. Clouds are formed which 
eventually produce rainfall. However, the reason that causes the air to rise in the first place 
can be different. Therefore, according to the primary mode of uplift of the air, rainfall is 
categorised into three main types – convective, cyclonic and orographic rainfall (Barry and 
Chorley, 2003). 
2.1.1 Convective rainfall 
Convective rainfall (or showery rainfall) forms due to strong heating of the air at ground level 
by the sun, leading to significant upward movement of the air. When the ground is heated 
intensely by the hot sun, the air close to the ground becomes warmer and lighter and begins to 
Chapter 2   Literature Review 
10 
rise. It then cools down and water vapour condenses into water droplets. Convective clouds 
(e.g. cumulonimbus and cumulus congestus) are formed, eventually leading to rain. It falls as 
rain showers with intensity changing rapidly. As the horizontal extent of the convective clouds 
is limited, convective rainfall that falls is over a certain region for a short duration. 
Convective rain does not just happen in the tropics; it is also common in mid-latitudes like 
Europe in summer. In the UK, convective rain is common in the south part of the country in 
summer.  
2.1.2 Cyclonic rainfall 
Cyclonic or frontal rainfall occurs when a warm air mass and a cold air mass meet and form 
frontal systems surrounding a low pressure centre. These areas of low pressures are known as 
depressions, which are associated with a warm and a cold front. Figure 2.1 illustrates the 
patterns of wind flow, surface pressure, fronts and zones of rainfall associated with cyclonic 
rainfall in the Northern Hemisphere. Around the low pressure (L), wind blows in a 
counterclockwise direction and inwards. A front is an imaginary line which separates two 
contrasting air masses as can be seen in Figure 2.1. A cold front is formed by the cold air from 
the north and northwest and extends from the low pressure centre to the southwest; a warm 
front is created by the warm air travelling from the subtropics. When the two air masses meet, 
they do not mix readily because of difference in temperature, humidity and density. The warm 
air is forced to lift, and then condense, causing rainfall at the low pressure centre and along 
the cold and warm fronts. At the cold front, the forward moving cold heavier air forces the 
warm lighter air uplift aggressively, causing the air quickly condense and form cumulonimbus 
clouds. Cumulonimbus clouds produce heavy rainfall that falls for a relatively short period. At 
the warm front, the warm air is being uplifted gently over the cold air. The rising warm air 
gradually cools down and condenses to produce clouds (altostratus). Rainfall is less intense 
along the warm front and of extended duration in forms of light rain and drizzle (Barry and 
Chorley, 2003). When the warm front is overtaken by the faster moving cold front, an 
occluded front can be formed. A variety of weather conditions can be associated with an 
occluded front, e.g. thunderstorms.  
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Figure 2.1 Patterns of wind flow, surface pressure, fronts and zones of rainfall 
(http://www.physicalgeography.net/fundamentals/7s.html) 
As the UK lies on the boundary between cool air from Arctic and warm air from the humid 
tropics, frontal rain is very common all over Britain especially in the winter. Fronts occur 
where these two contrasting air masses meet and are not able to mix. The depression moves 
from west to east towards the UK. When the depression moves over the UK, two bands of 
rain form along the cold and warm fronts, which usually take one or three days to pass over 
and the UK is affected by around a hundred of them every year (Barry and Chorley, 2003). 
2.1.3 Orographic rainfall 
Orographic rainfall is caused when air masses pushed by wind are lifted when they move over 
mountains or hills. The warm air is picked up by wind and moves away from the sea towards 
the mountains. On the windward slope of the mountains, when the air travels over the 
mountains, it cools and water vapour condenses, forming clouds, and ultimately producing 
rainfall. However, on the leeward side of the mountains, these conditions are very different. 
Rainfall is usually low on the leeward side as the moisture is removed by orographic lift. 
Drier air is left on the leeward side and the area is called as a rain shadow. In the mid-
latitudes, orographic rainfall happens where mountains standing on the way of westerly wind. 
It is a quite common type of rainfall in Britain especially in the highland areas (Barry and 
Chorley, 2003).   
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2.2 The large-scale climate physics affecting rainfall in south-east UK  
This section discusses how large-scale climate variables and indices physically affect rainfall 
in south-east UK, including sea level pressure, local surface temperature, sea surface 
temperature, North Atlantic Oscillation, and blocking index. 
2.2.1 Jet stream and climate 
To help understand the large-scale climate physics that affect rainfall in the south-east UK, the 
concept of jet streams is discussed first as they are crucial in shaping the climate of the British 
Isles. This section introduces the definition of “jet streams”, the formation of jet streams, how 
jet streams govern the midlatitude cyclone and also give rise to blocking events, and 
prediction of changes in the behaviour of jet streams by GCMs.  
“Jet streams are relatively narrow bands of fast moving air in the upper levels of the 
atmosphere. Typically a jet stream is a few hundred kilometers wide, thousands of kilometers 
long, and only a few kilometers thick. The winds travel from west to east in jet streams but the 
flow often moves to the north and south.” as described in Barry and Chorley (2003). Figure 
2.2 shows a configuration of the polar and subtropical jet streams. The jet streams are pushed 
alternately north and south by Rossby waves (powerful spinning wind currents). The main jet 
streams are near the tropopause (ranging in height from an average of 9km at the poles to 7km 
at the equator) (Hoinka, 1999).  
 
Figure 2.2 General configuration of the polar and subtropical jet streams 
(http://www.srh.noaa.gov/jetstream//global/jet.htm)  
Generally, jet streams are caused by a combination of the earth’s rotation and atmospheric 
heating by solar radiation. The Coriolis effect describes how the air rotates fastest at the 
equator while it does not move at all at the poles. If two air masses of significant temperature 
difference meet, such as in the regions with latitudes around 30° N, 30° S, 50°-60° N and 50°-
60° S, the resulting pressure difference is high within the transition zone, and the wind in the 
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upper atmosphere is also strong. Rather than flowing from the hot to the cold area, the wind 
deflected by the Coriolis effect travels along the boundary of the two air masses (Hulme and 
Barrow, 1997).  
The regions around 30° N, 30° S, 50°-60° N and 50°-60° S are where the subtropical jets and 
polar jets are located. Figure 2.3 shows the cross section of the subtropical and polar jet 
streams in the Northern Hemisphere. Compared to the subtropical jet streams, the northern 
polar jet stream is much stronger and located at a much lower altitude and covers many 
countries in the Northern Hemisphere, including the UK.  
 
Figure 2.3  Cross section of the subtropical and polar jet streams by latitude 
(http://www.srh.noaa.gov/jetstream//global/jet.htm) 
The polar jet stream forms as a result of the strong temperature gradient near the polar front, 
where the relatively cold tropospheric air masses of high latitudes meet the relatively warm 
air masses of subtropical latitudes. The latitudes where the polar front occurs are the latitudes 
of travelling cyclones and anticyclones. These synoptic systems are significant in maintaining 
the atmospheric general circulation and in forming the climate of the British Isles. “Troughs 
and ridges are the upper level counterparts of surface cyclones and anticyclones. The upper 
level jet streams move around the atmosphere as a pattern of ridges and troughs and steer the 
lower level synoptic systems” (Hulme and Barrow, 1997).  
The jet stream shifts north during the warm season and moves south during the cold season. 
During the autumn and winter months the jet stream travels towards the UK, bringing the wet 
and windy weather. During the summer months, however, the jet stream usually shifts 
northwards, steering the depressions away from the UK. This northward shift also allows the 
Azores High (an area of high pressure) to expand northward and bring warm and settled 
weather to the UK (Barry and Chorley, 2003).  
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However, sometimes the jet stream patterns change and produce unusual weather. Stationary 
patterns in the jet streams are called blocking events. This are caused by strong Rossby waves, 
which travel westward against the moving of the jet streams. If the Rossby waves are strong 
enough, the jet stream can get stuck, leading to the conditions for extreme weather. A static jet 
stream stops or slows down the migration of troughs and ridges, therefore one place may 
experience flooding as rain continues for weeks or months, while another place may suffer 
from drought as the weather stays warm and dry for an extended period.  
An analysis of historical trends of jet stream behaviour shows that for the period of 1979 to 
2001, the jet streams have risen in altitude and moved poleward in both hemisphere (Archer 
and Caldeira, 2008). Kidston and Gerber (2010) found that future climate predictions by the 
global circulation models in the Coupled Model Intercomparison Project Phase 3 (CMIP3) 
denote that the recent poleward shift of jet streams will continue throughout the 21st century. 
However, regarding the strength of the trend, substantial disagreement exists between the 
climate models. As the position and strength of jet streams have a strong influence on the 
formation and evolution of storms in the mid-latitudes, investigation of the changes in jet 
streams will help understand future changes in the climate of mid-latitudes (IPCC, 2007b, 
Archer and Caldeira, 2008, Kidston and Gerber, 2010).   
2.2.2  Sea level pressure 
Generally, there is a relationship between rainfall and air pressure. To help understand the 
physical reasons behind this relationship, the concept of pressure systems needs to be 
clarified. “A pressure system is a region of atmosphere where air pressure is usually high or 
low.” as described in Barry and Chorley (2003). In areas of low pressure, the weather system 
formed is called a cyclone. In Europe, a recurring low pressure weather system is typically 
known as a depression, which is associated with a warm and a cold front as discussed in 
Section 2.1.2. Low-pressure systems are associated with rising air. When air rises it cools 
down, and the moisture it contains condenses as clouds, which eventually produce rainfall. In 
contrast, in regions of high pressure, the resulting weather system is called an anticyclone. It 
is also known as a blocking anticyclone or blocking high. It is a high pressure air mass that 
remains steadily in one place, preventing air masses from travelling into the region and thus 
also preventing rainfall. High-pressure systems are associated with descending air, stable 
atmosphere, clear skies, and rare rainfall. These high pressures can cause long dry spells, and 
eventually droughts (Hulme and Barrow, 1997, Barry and Chorley, 2003). 
Over the North Atlantic, the principal two pressure systems are the Icelandic Low and the 
Azores High. The Icelandic Low is a centre of low atmospheric pressure located between 
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Iceland and southern Greenland. The Azores High is a large subtropical centre of high 
atmospheric pressure located near the Azores in the Atlantic Ocean. These two pressure 
systems are present at all seasons, although their location and relative intensity vary 
considerably. In winter, frontal low-pressure systems dominate over the UK (as the jet stream 
is directed towards the UK) and rainfall tends to be higher at this time of year. During the 
warmer seasons, subtropical high-pressure systems sometimes extend northward (as the jet 
stream shifts north) and bring hot and dry weather. Consequently, rainfall is somewhat lower, 
and most is convective rainfall, resulting from the uplift of air by strong solar heating and 
generating heavy showers and thunderstorms of short duration. In addition, pressure gradients 
are stronger in winter and, as a result, the atmospheric circulation is more vigorous. The 
strength of the mid-latitude westerlies in summer is half of that in winter. In other words, 
winter flow over the Atlantic and into the British Isles is much stronger than summer flow, 
thus bringing more rainfall (Hulme and Barrow, 1997, Barry and Chorley, 2003). 
Lavers et al. (2010) identified strong negative correlations between mean sea level pressure 
and rainfall and discharge for a British river basin, Stour, which is in south-east UK. This was 
conducted by doing correlation analysis between gridded ERA-40 atmospheric variables and 
basin rainfall and river flow for individual months. It was found that the grid square with 
strongest correlation exhibits a southward shift, moving from central Britain in winter to the 
south of Britain in summer. Lavers et al. (2013) further investigated the relationship between 
European rainfall and the large-scale mean sea level pressure fields, and revealed strong 
negative correlation near Iceland and strong positive correlation near the Azores for rainfall in 
northwest Europe. The same type of correlations between mean sea level pressure and rainfall 
were also demonstrated by Hanssen-Bauer and Førland (1998), Murphy and Washington 
(2001), Wilby et al. (2002) and Uvo (2003).  
Since the two centres of action, the Icelandic Low and the Azores High, dominate the pattern 
of surface pressure over the eastern Atlantic, a useful index has been developed which 
characterises changes in the strengths of the Azores High and the Icelandic Low, and thus 
describes part of the annual variation in surface pressure over the Atlantic. This index is 
known as North Atlantic Oscillation (NAO) (Barry and Chorley, 2003) which will be 
discussed in the Section 2.2.4. 
2.2.3 Surface temperature  
Local surface temperature 
South-east UK is well-known for often having the highest summer day temperatures in the 
British Isles. This might be explained by the location of the region. This region is located 
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relatively close to the mean position of subtropical anticyclones and relatively away from the 
mean position of mid-latitude depressions, hence the tropical air masses often affects this 
region first and brings hot and dry weather for an extended period. The location of this region 
also means that it is influenced by weather of the European landmass (Wheeler and Mayes, 
1997).  
Correlation analysis between the local mean surface temperature and rainfall and discharge 
for the River Stour (in the south-east of England) was conducted by Lavers et al. (2010). The 
results generally show a positive and negative correlation during winter and summer 
respectively. The same types of correlation were found in surface temperature-rainfall 
relationship studies by Madden and Williams (1978), Isaac and Stuart (1992) and Trenberth 
and Shea (2005). In winter, warm moist air associated with Atlantic depressions is likely to be 
linked with warmer temperature, and thus increases rainfall. In summer, higher temperatures 
which might be related to more settled anticyclonic conditions normally give rise to lower 
rainfall and river flow (Lavers et al., 2010).   
Sea surface temperature 
Sea surface temperature (SST) is another variable that can be linked to rainfall in south-east 
UK. The location of the British Isles determines that it experiences the combined influences 
of the mid-latitude westerly winds and the North Atlantic Drift which comprises warm water 
originating from the tropics. There is evidence that SST patterns in the western part of the 
North Atlantic influence the British weather on time-scales of months (Phillips and Mcgregor, 
2002). Warm SST anomalies in this part of the ocean tend to be associated with the cyclonic 
circulations over the British Isles in the following months, bringing more rainfall. On the 
contrary, cold SST anomalies are frequently followed by months with more anticyclonic 
weather, which leads to less than normal amounts of rainfall (Hulme and Barrow, 1997). “The 
precise linking mechanism between the ocean and the atmosphere appears to be related to the 
shift in the position of the maximum sea surface temperature gradient, affecting the formation 
and path of cyclone waves” described by Hulme and Barrow (1997). Over time-scales of 
several years to decades, there are indications that the SST anomalies are playing an important 
role in forcing the circulation of the overlying atmosphere, and in influencing the climate of 
Europe (Hulme and Barrow, 1997).  
Phillips and Mcgregor (2002) demonstrated the existence of significant associations between 
concurrent gridded North Atlantic and European sea surface temperature anomalies (SSTA) 
and a regional index for south-west England rainfall (SWER). Both monthly and seasonal 
SSTA : SWER correlation fields were derived. At both time scales, an area to the west of the 
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British Isles is found to emerge the most temporally consistent signal: below (above) average 
SSTs are correlated with the above (below) average rainfall over south-west England. In 
addition, possible relationships between SSTs in the Mediterranean and south-west England 
rainfall for the late winter and spring months have also been revealed. For the summer and 
early autumn months, the significant positive SSTA : SWER associations found at high 
latitudes (south and west of Greenland). Field significance tests revealed that the SSTA : 
SWER associations are statistically more robust at the seasonal than the monthly time scale 
(Phillips and Mcgregor, 2002).  
Wilby et al. (2002) explored the relationships between three weather generator parameters and 
SST anomalies at sites across the British Isles. The correlation between wet day probabilities 
and SST anomalies was found strongly negative in autumn across central and southern part of 
England; the correlation with dry day probabilities was positive in southern and south-west 
regions in spring and summer, then reached maximum strength and coverage in autumn; the 
correlation with mean wet-day amount was found to be significant for clusters of sites in 
south-east UK in spring and autumn (Wilby et al., 2002). 
“A long period (about 60-90 years) variability in the sea surface temperature of the North 
Atlantic Ocean is called Atlantic Multidecadal Oscillation (AMO)” (Knight et al., 2006). It is 
a potential driver for decadal climate variability in the study region. Knight et al. (2006) 
found that AMO is linked to European summer climate. Regressions of the AMO index with 
mean sea level pressure and precipitation were conducted respectively for the four seasons. It 
has been found that positive AMO conditions are related to increased extratropical cyclonicity 
and rainfall over the Atlantic and Europe for all seasons, with the most widespread impact in 
summer (Knight et al., 2006).  
2.2.4 North Atlantic Oscillation 
Two major pressure systems over the North Atlantic have been introduced in Section 2.2.2, 
which are Icelandic Low and Azores High. An oscillation in these two pressure fields is 
known as North Atlantic Oscillation (NAO), which is one of the primary modes of variability 
of the Northern Hemisphere atmosphere. It is traditionally defined as the difference of 
normalized pressure between a station on the Azores and one on Iceland. When the Azores 
High is more intense (higher pressure), the Icelandic Low also tends to be more intense (lower 
pressure), and NAO indices are positive. Negative indices represent the opposite situation 
(Jones et al., 1997, Uvo, 2003). The positive and negative phases of NAO indices explain 
much of the variability of weather in the North Atlantic region, especially during the winter 
months (Jones and Conway, 1997). The physical basis behind this is explained as follows. 
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The NAO governs the direction and strength of storm tracks and westerly winds across the 
North Atlantic. A positive NAO pushes storms further into Northern Europe, accompanied by 
higher temperatures than usual during winter. Stronger westerlies increase the atmospheric 
transport of moisture into northern Europe which leads to heavier rainfall. Consequently, a 
positive NAO index is associated with  higher than normal temperatures and rainfall across 
Northern Europe during winter (Hulme and Barrow, 1997, Uvo, 2003).  
In contrast, if the NAO index is negative, the normal south-to-north pressure gradient is 
reversed. A negative NAO suppresses the westerlies, and the storms track moves southerly 
toward the Mediterranean Sea. This reflects a strong pattern of blocking and leads to flow 
with an easterly component over the North Atlantic Europe sector, which is north-west 
Europe, including the UK. Therefore, a negative NAO index is associated with lower than 
normal temperatures and rainfall levels across northern Europe during winter. In 1963 one of 
the lowest values of the NAO index occurred and that winter was one of the coldest in the last 
250 years in the British Isles, with the temperature in parts of England below 0°C for three 
months. This is due to the persistent easterly flow from the cold European mainland. In 1996 
the temperature of the first three months were also fairly low, as a result of blocking highs in 
the Scandinavia to east North Atlantic region, leading to persistent easterly or northerly flow 
over the British Isles (Hulme and Barrow, 1997).  
The NAO displays a significant oscillation between positive and negative phases on an 
interannual scale that has an influence on climate patterns in most of the Northern 
Hemisphere, mostly during the winter. Winter is also the season that exhibits the strongest 
interdecadal variability. Jones et al. (1997) calculated the normalised sea level pressure 
difference between Gibraltar and Southwest Iceland as a useful index to represent the strength 
of the NAO. Below is time series of this NAO index of winter period.  
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Figure 2.4 Winter NAO index (difference between normalised monthly SLP at 
Gibraltar and Iceland, averaged over December-March) (Jones et al., 1997). Bars: 
individual winter values; thick curve: 10-year low-pass filter. Updated to the winter of 
2009/2010 (http://www.cru.uea.ac.uk/~timo/datapages/naoi.htm)  
It can be seen from Figure 2.4 that a positive phase of NAO dominates from the beginning of 
the series in 1823 until about 1950. It then reverses its sign from the early 1960s to early 
1970s. During the past 40 years, positive NAO values were observed. The strongest positive 
phase period occurred between 1988/1989 and 1994/1995. Also of note is that the winter 
2009/2010 has the most negative NAO index during the almost 190-year record. 
However, although the prime control on the British climate comes from the atmospheric 
circulation over the Atlantic, only part of this control can be represented by the simple NAO 
index. There are several possible reasons for this. First, it is questionable whether the Azores 
and Iceland centres of action of the NAO are optimal for explaining variance in UK rainfall 
(Barnston and Livezey, 1987, Murphy and Washington, 2001, Yang et al., 2005). Second, 
NAO index is the difference of anomalous pressure between two pressure systems, the 
Icelandic Low and the Azores High. If other pressure systems (e.g. the Scandinavia High) 
steer the depression and affect the rainfall in the UK, the influence of NAO index will be less 
noticeable (Hulme and Barrow, 1997). Third, the local topography and regional circulation are 
also responsible for the variations of climate (Barry and Chorley, 2003).  
Several studies have attempted to explain the relationship between NAO and climate of 
Europe. Uvo (2003) analysed the relationship between the NAO and winter temperature and 
rainfall over northern Europe using cluster analysis, empirical orthogonal function analysis 
and simple correlation. The results showed that rainfall in most of the region studied is 
effected by the NAO, although with varying degrees of intensity. The NAO strongly 
influences winter rainfall along the Norwegian coast, in northern Sweden and southern 
Finland (Uvo, 2003). 
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Chandler and Wheater (2002) investigated the impact of NAO on changing rainfall patterns in 
the south Galway region of western Ireland in addition to other explanatory climate variables. 
It is found that an enhanced NAO has an effect on increasing rainfall amounts substantially 
throughout the autumn and winter periods, with little effect in the summer. This is in line with 
the general understanding of the NAO as a phenomenon that mainly influences the winter 
weather of the Northern Hemisphere (Chandler and Wheater, 2002).  
Yang et al. (2005) fitted a generalised linear model to rain gauge data from southern England 
including terms to represent the effect of the NAO. The fitted model involves significant 
interactions between the NAO index and terms representing seasonal variability; it is found 
that the NAO is more strongly associated with UK rainfall in winter than in summer. 
Although the NAO contributes to both occurrence and amounts model, it explains only a 
fraction of the variance in the daily rainfall sequences. However, at a seasonal scale the effect 
is much more apparent (Yang et al., 2005).  
Murphy and Washington (2001) examined the relationship between UK and Ireland monthly 
rainfall and the North Atlantic sea-level pressure field. Strong positive correlations were 
confirmed between the NAO and rainfall in the northwest of the UK and Ireland, especially in 
winter months, whereas only a weak relationship can be found in the south-east of the UK and 
Ireland throughout the year.  
Wilby et al. (2002) analysed the correlation between three weather generator parameters and 
concurrent NAO index. The results showed that wet-day probabilities are strongly linked with 
the NAO index in northwest Scotland during winter and spring; a weak positive correlation 
can be found in southern England during autumn and winter. Dry-day probabilities are most 
negatively correlated with the NAO index during all seasons except summer in the same 
Northwest Scotland regions; a positive correlation can be observed in southern England 
during winter. Mean wet-day amount is most strongly positively correlated over northwest 
regions in winter and spring; weak positive and negative relationships are shown over 
southern regions in winter and spring, respectively.  
2.2.5 Blocking index 
Berrisford et al. (2007) termed ‘Blocking’ as ‘an atmospheric phenomenon in which a large, 
quasi-stationary anticyclone develops in the midlatitudes and persists for several days or 
longer, blocking the ambient westerly winds and weather systems’. Pelly and Hoskins (2003) 
pointed out that ‘the term blocking is usually used when the region of the anomalous 
anticyclone or that of the easterly winds has only small longitudinal movement and has a 
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longitudinal extent and a persistence in time that are greater than normally associated with 
synoptic systems’. During the winter, blocking can cause extremely cold weather, while 
during the summer blocking is sometimes linked to severe droughts and heat waves (Tyrlis 
and Hoskins, 2008). This is what caused the drought in 1976, when a blocking high 
dominated the UK weather for much of the summer.  
To quantify the blocking, a dynamical blocking index has been developed by Pelly and 
Hoskins (2003). Figure 2.5 shows a schematic representation of the parameters used for 
defining this blocking index. The blocking index B at a given longitude λ0 is defined as “the 
difference in the average potential temperatures (θ, the temperature an air parcel would have 
if compressed or expanded adiabatically to a standard reference pressure of 1000 millibars) 
in the northern and southern boxes” (represented by the two shaded rectangles in Figure 2.5). 
The longitude λ0 could be defined to be blocked if B>0, showing that the potential 
temperature is high to the north and low to the south.   
 
Figure 2.5 A schematic representation of the relevant parameters for calculating the 
Blocking index B at a given longitude λ0. The thick line is a representative potential 
temperature θ on a potential vorticity =2 contour during a blocking event centred at λ0 
in this case (Pelly and Hoskins, 2003).  
Woollings et al. (2008) extended the Pelly and Hoskins (2003) 1D blocking index to a 2D 
blocking index. Rather than just at the latitude of maximum transient eddy kinetic energy as 
used by Pelly and Hoskins (2003), the 2D index is applied at all latitudes from 25° to 73°N, as 
in Berrisford et al. (2007). The way to compute the 2D index is introduced by Berrisford et al. 
(2007): ‘The daily average of the difference is taken between the average potential 
temperature in two regions of dimensions 15° latitude by 5° longitude. The first region is 
immediately poleward of a certain latitude, called the central wave-breaking latitude, and the 
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second is immediately equatorward of it. The calculation is repeated at 4° to the north and 
south of the central wave-breaking latitude and the highest value is chosen as the blocking 
index value. The index is evaluated at 5° longitude intervals’. 
2.3 Statistical analysis of large-scale climate controls on rainfall  
This section reviews the three types of statistical downscaling methods and discusses their 
relative strengths and weaknesses in order to select appropriate approaches for the case study.  
2.3.1 Regression methods 
2.3.1.1 Multiple linear regression 
“Regression analysis is a statistical method for investigating the relationship between two or 
more variables” (Draper and Smith, 1998). A simple form of regression methods, multiple 
linear regression has been used in several studies to link large-scale atmospheric variables to 
local climate. For example, Hanssen-Bauer and Førland (1998) used multiple linear 
regression to model relationships between monthly averaged geostrophic wind components 
and mean sea level pressure (predictors) and monthly mean temperature and monthly rainfall 
(predictands) in the Norwegian Arctic. It is found that from 1912 to 1993, 30 to 45 % of the 
variance in the seasonal mean temperatures is explained by the temperature model and 15 to 
35% of the variance in seasonal rainfall totals is accounted for by the rainfall model. Another 
example is by Hellström et al. (2001) who developed a multiple regression model linking 
monthly rainfall at 42 Swedish stations and large-scale atmospheric circulation indices of 2 
geostrophic wind components – total vorticity and  large-scale humidity at 850 hPa over 
Northern Europe. It is found that that the regression-based downscaling model better 
reproduced the seasonal rainfall cycle than the driving GCMs.   
As multiple linear regression models are built from a potentially large number of predictor 
variables, it is possible to include redundant variables that affect the investigation of 
significant effects. Stepwise regression can then be used as a systematic method for adding 
and removing terms. “The common stepwise approach is to start off by choosing an equation 
containing the single best explanatory variable and subsequently add variables one at a time 
as long as these additions are worthwhile” as described by Draper and Smith (1998). This 
method is applied by a number of studies in order to investigate the relative importance of the 
predictors. An example of this is that Murphy and Washington (2001) applied a stepwise 
linear regression model to simulate UK and Ireland gridded rainfall 1900-1994 as a function 
of the concurrent NAO index and two newly constructed sea-level pressure indices. The 
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purpose of the stepwise analysis was to determine which index or indices should be included 
in the regression models at each site and in each month. Another example of this method is by 
Phillips and Mcgregor (2002) who also adopted stepwise regression models to derive 
equations that describe the variations in monthly and seasonal rainfall index over south-west 
England using only the most significant set of concurrent gridded sea-surface temperature 
anomalies.   
Other more complex regression techniques include using the principal components of 
pressure fields or geopotential heights. For instance, Hanssen-Bauer et al. (2003) developed a 
multiple linear regression model using local standardised temperature series and the 6 leading 
empirical orthogonal functions from the sea-level pressure field as predictors to downscale 
rainfall for a number of regions across Norway. The result shows that 30-85% of variance in 
monthly rainfall is accounted for by the model. The model generally explains more variability 
of rainfall in autumn and winter than in summer and spring.  
A number of innovations have been developed to improve the flexibility of regression 
downscaling method. For example, Chandler and Wheater (2002) applied Generalised linear 
models (GLMs) to simulate daily rainfall for several sites in the west of Ireland. Yang et al. 
(2005) extended this GLM methodology to generate daily rainfall sequences at a network of 
sites from Southern England. This methodology will be discussed in next section. 
2.3.1.2 Generalised linear models 
GLMs are an extension of the classical linear regression model to relax the distributional 
assumption of linear regression (i.e. normality is not required) and add a non-linear function 
to the body of linear functions (Draper and Smith, 1998). The theory of GLMs was developed 
by Nelder and Wedderburn (1972) and reviewed thoroughly by McCullagh and Nelder 
(1989). This approach was first used for rainfall modelling by Coe and Stern (1982) and Stern 
and Coe (1984). Chandler and Wheater (2002) applied the GLM-based framework to the 
analysis of daily rainfall sequences and test for changing rainfall patterns in the western 
Ireland. The following descriptions of the application of GLMs to rainfall modelling relates to 
the work of Chandler and Wheater (2002) and subsequent applications of Yang et al. (2005) 
and Chun et al. (2009). However, within the GLM framework it should be noted that 
variations of this are possible.  
A two-stage approach has been broadly adopted which consists of an occurrence model and 
an amount model. The occurrence model (Equation 2.1) takes the form of a logistic regression 
to model the pattern of wet and dry days.  
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Equation 2.1 
where pi is the probability of rain for the ith case in the dataset; xi is a predictor vector and β is 
a coefficient vector. 
The amount model (Equation 2.2) takes the form of gamma distribution to model the amount 
of rain on wet days.
            
 
       
  
         
Equation 2.2 
Where µi is the mean amount of rain for the ith wet day, conditional on a predictor vector ξi, 
and γ is a coefficient vector (denotes transpose). 
Possible predictors that could be included in the GLM are elevation, eastings and northings, 
previous day’s rainfall occurrence and amounts etc. Seasonality can be represented using sine 
and cosine functions. The interaction between the predictors can be incorporated within the 
overall framework by adding an extra predictor to the model, whose value is the product of 
the interacting predictors. External covariates such as temperature, MSLP and NAO can also 
be incorporated to the model to test the relationships between rainfall and large-scale climate 
variables. Some nonlinear transformation of the predictors might be necessary, such as using 
monotonic transformation in the form of Legendre polynomials to represent effects such as 
the increase of rainfall with altitude. However, care is needed to ensure that the final models 
are not overfitted (Chandler and Wheater, 2002). 
Fitting a GLM involves selecting an appropriate set of predictors and estimating the 
corresponding parameter vectors. The maximum likelihood estimates of parameters can be 
obtained via iterative weighted least squares which comes from work of Nelder and 
Wedderburn (1972). Models are fitted with ‘obvious’ predictors first and sequentially 
introducing extra predictors and interactions. The significance of individual predictors can be 
assessed by standard techniques such as likelihood ratio tests (Chandler and Wheater, 2002, 
Yang et al., 2005). Throughout the modelling process, several simple diagnostics can be used 
to check models, e.g. Pearson residual (to check the fit of either the occurrence or amount 
model) and Anscombe residual (to check the assumption of gamma distribution for the 
amount model) (Chandler and Wheater, 2002). 
Yang et al. (2005) applied this GLM framework to simulate multisite sequences of daily 
rainfall. The technique is to fit a GLM to raingauge data with an appropriate spatial 
dependence structure to simulate realistic daily rainfall sequences at a network of sites. The 
joint distributions for both occurrence and amount model have been developed. The potential 
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of GLMs to generate various properties realistically over a range of different spatial scales, 
such as means, variances, proportions of wet days, autocorrelation structure as well as 
extremes, were investigated. The theory was applied to a rainfall data set from a network of 
34 gauges in southern England to evaluate the performance of GLM. It is illustrated that GLM 
framework is able to replicate a variety of properties of interest at a range of spatial scales.  
The potential of GLMs to estimate rainfall under climate change scenarios and possible 
changes in streamflow in response to climate variation has been investigated by Chun et al. 
(2009) for six UK catchments. The GLM methodology was adopted to generate rainfall time 
series using various climate model outputs. Potential evaporation series are produced by a 
temperature-based method. Both rainfall and potential evaporation estimated are used as 
inputs to a hydrological model to simulate streamflow. Results show that projected future 
streamflows vary significantly between different catchments and very large variability exist 
between different climate models. However, in general, the proposed GLM approach is 
argued to provide a flexible alternative way to reproduce streamflows using outputs from 
several GCMs and RCMs (Chun et al., 2009).  
Although the GLM approach has proved its value in many applications, it does have certain 
limitations. Firstly, a potential problem with the model is that rainfall amounts and occurrence 
are simulated independently, thus it is possible that large rainfall amounts are generated close 
to dry sites (Yang et al., 2005). Secondly, there is a major concern for GLMs (as any statistical 
approach) about projecting empirically fitted models to future climate. The relationships 
between climate variables and rainfall are assumed to be applicable to future scenarios. There 
is no assessment of possible changes in the coefficient values and interactions under future 
climate change conditions (Chun et al., 2009). Thirdly, the results of the model may depend 
highly on how the model has been fitted as there is a large number of potential predictors 
which could be incorporated into the model. Finally, another weakness is that GLMs typically 
assume that one model fits all weather types that may occur within the region of study. 
2.3.2 Weather typing methods 
Another statistical downscaling method is known as weather typing. This method was first 
proposed by Bardossy and Plate (1992). Weather typing or classification schemes link the 
occurrence of particular weather types to local climate (Xu, 1999a, Fowler et al., 2007). 
Weather types can be classified based on different criteria. As summarized in Fowler et al. 
(2007): “They may be classified synoptically, typically using empirical orthogonal functions 
from pressure data (Goodess and Palutikof, 1998), by indices from sea level pressure data 
(Conway et al., 1996), or by applying cluster analysis (Fowler et al., 2000, Fowler et al., 
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2005) or fuzzy rules (Özelkan et al., 1998, Bardossy et al., 2005) to atmospheric pressure 
fields.” 
As described in Xu (1999a), the general procedure of the weather typing approach is to first 
define weather types by categorising atmospheric circulation patterns into a limited number of 
groups. Stochastic models are then used to simulate weather types before relating weather 
type to the likelihood of rainfall occurring, using conditional probabilities. Rainfall and/or 
other variables could then be simulated using weather types. Using this method, it is possible 
to produce daily rainfall series at a point scale for any days of interest based on limited 
historic data sets (Xu, 1999a). 
In the applications of weather typing method for downscaling and synthesis of local climate in 
the British Isles, Lamb weather types (Lamb, 1972, Lamb, 1991) were applied in a number of 
studies (e.g. Conway and Jones, 1998, Fowler et al., 2000, Fowler et al., 2005). Hence, it is 
necessary to briefly introduce Lamb weather types here. Hubert Lamb subjectively classified 
daily scale weather types over the UK from 1861 to February 1997 (Wilby, 1994, Hulme and 
Barrow, 1997). This classification is based on the daily weather maps for the British Isles 
sector (50°-60°N, 2°E-10°W) according to the airflow direction or isobaric pattern. However, 
this subjective Lamb scheme ceased in 1997; instead an objective version of the Lamb series 
was introduced (Hulme and Barrow, 1997, Barry and Chorley, 2003).   
The objective scheme to classify daily weather type based on Lamb’s weather type was 
developed by Jenkinson and Collison (1977). This objective Lamb scheme is based on daily 
grid-point mean sea level pressure data and contains a complete classification of daily 
atmospheric flow over the British Isles from 1880, and continues to be updated. Jones et al. 
(1993) compared the objective and the original subjective Lamb scheme and found they are 
highly correlated.  
The Lamb weather types classification contains eight directional types, north (denoted N), 
north-east (NE), east (E), south-east (SE), south (S), south-west (SW), west (W) and north-
west (NW) and two non-directional types, anticyclonic (A) and cyclonic (C). The directional 
and non-directional types can be combined to form more complex hybrid types, for example 
the cyclonic westerly (CW). In addition, an unclassifiable (U) type is provided. This gives 27 
possible weather types (Hulme and Barrow, 1997, Fowler et al., 2000) as listed in Table 2.1. 
Among these weather types, the seven most fundamental circulation types and the general 
weather conditions and air masses that are likely to be associated with each circulation type 
are summarized in Table 2.2 (Barry and Chorley, 2003).  
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Table 2.1 27 Lamb Weather Types (http://www.cru.uea.ac.uk/cru/data/lwt/) 
Lamb Types – Number coding 
–1    U –9    non–existent day 
  0    A  20    C 
  1    ANE 11    NE 21    CNE 
  2    AE 12    E 22    CE 
  3    ASE 13    SE 23    CSE 
  4    AS 14    S 24    CS 
  5    ASW 15    SW 25    CSW 
  6    AW 16    W 26    CW 
  7    ANW 17    NW 27    CNW 
  8    AN 18    N 28    CN 
 
Table 2.2 General weather characteristics and air masses associated with Lamb’s 
‘Airflow Types’ over the British Isles (Barry and Chorley, 2003) 
Type Weather conditions 
Westerly Unsettled weather with variable wind directions as depressions across the 
country. Mild and stormy in winter, generally cool and cloudy in summer 
North-
westerly 
Cool, changeable conditions. Strong winds and showers affect windward 
coasts especially, but the southern part of Britain may have dry, bright 
weather 
Northerly Cold weather at all seasons, often associated with polar lows. Snow and 
sleet showers in winter, especially in the north and east 
Easterly Cold in the winter half-year, sometimes very severe weather in the south 
and east with snow or sleet 
Southerly Warm and thundery in summer. In winter, it may be associated with a low 
in the Atlantic, giving mild damp weather especially in the south-west, or 
with a high over central Europe, in which case it is cold and dry 
Cyclonic Rainy, unsettled conditions, often accompanied by gales and 
thunderstorms. This type may refer either to the rapid passage of 
depressions across the country or to the persistence of a deep depression 
Anticycl/onic Warm and dry in summer, occasional thunderstorms. Cold and frosty in 
winter with fog, especially in autumn. 
 
Fowler et al. (2000) developed a stochastic model for simulation of daily rainfall using 
weather types for the region of Yorkshire, UK. Daily rainfall statistics were linked to the 
objective Lamb weather types and used to divide this region into three different rainfall sub-
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regions. The 27 Lamb weather types were classified into three groups for both summer and 
winter using a variance minimisation algorithm. A semi-Markov chain model was developed 
to generate long series of daily weather states, which was then combined with the Neyman-
Scott Rectangular Pulses (NSRP) model fitted for each weather state for each site to produce 
simulations of historic statistics. It was found that the combined model usefully reproduced 
the historic rainfall statistics at the hourly level. Using this methodology, future changes in 
weather type persistence or frequency can be generated and investigated. Additionally, the 
variation in the rainfall statistics (e.g. increased intensity or proportion of dry days) associated 
with an individual weather group can be simulated by varying the rainfall model statistics 
(Fowler et al., 2000).  
Fowler et al. (2005) further developed the stochastic rainfall model that is conditioned by 
weather types for the Yorkshire region that allows multi-site rainfall series to be synthesised 
for climate change impact assessment. Monte-Carlo simulation was combined with sampling 
techniques to retain spatial cross-correlation properties between two sub-regional NSRP 
rainfall models. The semi-Markov chain model introduced in Fowler et al. (2000) were 
applied to generate long sequences of weather states for climate impact assessment in 
Yorkshire. The modelling methodology was used to construct a climate change scenario for 
2021-2050. Future changes in rainfall properties were assumed to link with changes in airflow 
patterns and rainfall statistics associated with these airflow types. This methodology therefore 
allows the investigation of the impact of changes in weather type persistence or frequency as 
well as the associated rainfall statistics such as proportion of dry days or increased intensity 
(Fowler et al., 2005).    
The weather typing approach has also been used by Fowler and Kilsby (2002) to analyse 
drought events, extend drought series and revise drought return periods estimates in 
Yorkshire. Two drought severity indices based on 3- and 6-monthly cumulative rainfall 
anomalies were used to examine the 14 severe drought events in Yorkshire since 1900. The 14 
severe droughts were then reanalysed using two weather-type cluster classification 
approaches based on rainfall amount and direction of source to allow the characterisation of 
the three types of drought (the eastern drought, western drought and regional drought) in 
Yorkshire. Apart from this, the drought severity in Yorkshire was assessed by developing a 
weather type-based classification system. This analysis was employed from 1881 to 1998 and 
clearly shows a large number of severe drought events during the 1880s and 1890s. However, 
drought events of the 1880s and 1890s have not generally been taken into account when 
computing return periods for recent drought events because of lack of daily rainfall data prior 
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to the 1900s. Hence, this calls in question the estimates of return period for recent droughts 
(Fowler and Kilsby, 2002).  
Apart from Lamb weather types, air flow indices can also be used to classify daily circulation 
patterns. For example, Conway and Jones (1998) used three air flow indices (derived from the 
daily sea level pressure grids) in the weather-typing approach for generating daily rainfall 
series. “These indices are: total shear vorticity (a measure of the degree of cyclonicity), 
strength of the resultant flow and overall direction of flow” (Conway and Jones, 1998). The 
wet and dry sequences were created using different magnitudes of vorticity. Each category of 
vorticity requires a different distribution to determine the rainfall amount on wet days. The 
results show that this method produces reasonable simulations of mean monthly rainfall, 
persistence and interannual rainfall variability during a validation period (Conway and Jones, 
1998). Kilsby et al. (1998) used four atmospheric circulation variables: mean sea level 
pressure, total shear vorticity, and the zonal and meridional components of geostrophic 
airflow. These circulation variables, along with other geographical variables, were used as the 
explanatory variables of regression models for simulating daily rainfall statistics.  
Although these studies showed the applicability of the weather typing method, the limitations 
of this approach are also clear from the literature. Firstly, due to the dynamic nature of the 
atmospheric circulation, it is arbitrary to determine daily weather types using certain criteria. 
“Even objective classification techniques contain a degree of subjectivity as the results are 
sensitive to internal parameters such as grid-size or number of different classes.” as stated in 
Fowler et al. (2000). Secondly, the Lamb classification and the air flow indices represent the 
circulation over a very wide area, thus the local weather, which may vary substantially across 
the British Isles on a day, is difficult to be represented by the information in the weather type 
classifications (Mayes, 1991, Wheeler and Mayes, 1997). Finally, a non-stationary 
relationship may exist between weather type and its associated meteorological properties. For 
example, Wilby (1994) found decadal variations in both mean wet day rainfall amount and 
probability of rainfall associated with the three dominate Lamb weather type classes of A, C 
and W.  
2.3.3 Weather generators 
As defined by IPCC (2007b): “A stochastic weather generator produces synthetic time series 
of weather data of unlimited length for a location based on the statistical characteristics of 
observed weather at that location”. Weather generators are needed because they can be used 
to generate high spatial and temporal resolution series which are required in many climate 
change impact studies. Conventionally models for generating stochastic weather data are 
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developed in two steps (Fowler et al., 2007, Jones et al., 2009). The first step is to model daily 
rainfall sequences and the second step is to model other weather variables of interest, such as 
daily humidity, solar radiation, maximum and minimum temperature and wind speed 
conditional on rainfall occurrence. The simplest form of weather generator uses a first-order 
Markov chain model (Richardson, 1981) for simulating rainfall occurrence, and a gamma 
distribution for rainfall amounts on wet days. However, more complex models, such as 
second-order and third-order Markov chain models (e.g. Manson, 2004, Dubrovský et al., 
2004), are recognised to better reproduce the rainfall occurrence (Jones et al., 2009).  
A range of automated weather generators have been developed to produce climate data at a 
single site, e.g. the LARS-WG (Semenov and Barrow, 1997), EARWIG (Kilsby et al., 2007), 
and the UKCP09 weather generator (Jones et al., 2009). The UKCP09 weather generator was 
described here as an example. UKCP09 used a weather generator to generate projections of 
future daily climate for the UK. It provides high resolution sequences of climate variables on 
a 5 by 5 km grid square. The NSRP model, a more complex clustered point process rainfall 
model, was used in the UKCP09 weather generator, which was shown to improve the Markov 
chain models (Kilsby et al., 2007). Once the rainfall series has been generated, other climate 
variables can be generated, maintaining the observed cross-correlations between the variables. 
Different model parameters are generally required for each month of the year, to represent 
seasonal variations in the values of the variables as well as in their cross-correlations. A 
change factor approach was adopted to generate climate variables under climate change 
scenarios (Jones et al., 2009).  
The weather generators described above are not able to represent spatially consistent rainfall 
because they are designed on a point-based process; this restricts its application to regional 
rainfall analysis. To help spatially extend the single site weather generators, Burton et al. 
(2013) developed models to provide spatial cross-correlation of daily rainfall for any two 
locations in the UK. These cross-correlation models will be useful for developing automated 
spatial weather generators. Another approach to generate multisite rainfall is GLMs. It should 
be noted that although the GLMs are reviewed in Section 2.3.1.2 as an extension of regression 
models, they are in fact generally classified as weather generators in the literature (Maraun et 
al., 2010). Applications of the GLM framework for simulation of multisite rainfall is 
described in Yang et al. (2005).  
The major limitations of the weather generators include: first, they are developed using local 
climate relationships and thus might not be suitable to other climates (Fowler et al., 2007); 
second, the long-term variability on inter-annual and inter-decadal timescales is often 
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underestimated (Jones et al., 2009). This might be solved by incorporating terms governing 
the low frequency variability of the local weather into the weather generator. For example, 
GLMs incorporate predictors such as large-scale atmospheric circulation, seasonality terms 
and interaction terms to represent the low frequency variability (Maraun et al., 2010).  
Serinaldi and Kilsby (2012) developed a modular class of multisite monthly rainfall 
generators. The modelling framework consists of two modules, the nonparametric bootstrap 
resampling and the parametric Generalized Additive Models for Location, Scale and Shape 
(GAMLSS). A merit of this framework is that the nonparametric and parametric techniques 
can be used together so that the more suitable can be applied to each month. This makes the 
model flexible for the application of different water resources management problems, such as 
low and high extreme rainfall analysis. The model was applied to simulate monthly rainfall 
for six sites in England and Wales. To keep the model simple, the bootstrap module was used 
to simulate spring, summer and autumn rainfall, and the GAMLSS was applied to the winter. 
The results show that the model allows the reproduction of the characteristics of the monthly 
rainfall and the simulation of rainfall scenarios more extreme than the observed (Serinaldi and 
Kilsby, 2012).   
Kleiber et al. (2012) proposed a daily stochastic precipitation generator for simulating 
spatially consistent precipitation occurrence and intensity. The method adopts a latent 
Gaussian process to model precipitation occurrence and a transformed Gaussian process to 
simulate intensity. At individual sites, the occurrence model reduces to a Markov chain model 
and the intensity model becomes a gamma distribution. Seasonal variation of occurrence and 
intensity is captured through a generalized linear model. The varying spatial correlation is 
modelled by the spatial Gaussian processes (i.e. the latent and transformed Gaussian 
processes), allowing the model parameters to be generated for any location of interest, and the 
parameter uncertainties to be quantified at all locations (Kleiber et al., 2012).                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                           
2.4 Summary 
A literature review has been done to identify and study the definitions, concepts and 
background related to statistical downscaling of large scale climate to guide the rainfall model 
development in this PhD research. The literature review consists of three parts: rainfall types 
in south-east UK, large-sale climate physics that affect rainfall and statistical modelling of 
rainfall.  
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In the first part, three rainfall types, convective, cyclonic and orographic rainfall, have been 
described. The second part started with introducing jet streams which are crucial in shaping 
the climate of the UK, and then discussed the physical relationships between the large-scale 
climate variables and indices and south-east UK rainfall. The large-scale climate variables and 
indices studied include mean sea level pressure, local surface temperature, sea surface 
temperature, North Atlantic Oscillation index, and blocking index. This part of literature 
review is to help determine the climatic drivers of rainfall which will be used in forming the 
statistical downscaling rainfall models.  
The downscaling approaches that can be used to identify statistical relationships between 
climate and rainfall have been reviewed, including commenting on their relative strengths and 
weaknesses. This aims to allow suitable approaches to be chosen for the case study and their 
limitations recognised. Regression analysis is a statistical method for investigating the 
relationship between two or more variables (Draper and Smith, 1998, Kottegoda and Rosso, 
2008). Multiple linear regression, the main method used in the case study (described in 
Chapter 3), was first reviewed. The alternative of Generalised linear models (Chandler and 
Wheater, 2002, Yang et al., 2005), a development of the regression method, was also 
reviewed. With regards to the weather typing method, the subjective and objective Lamb 
weather types, the general procedure of implementing a weather typing method and several 
applications (Fowler et al., 2000, Fowler et al., 2005, Conway and Jones, 1998) of this 
method have been reviewed. The weather types were applied to attempt to explain the non-
stationarity in the statistical downscaling models in Chapter 4. Weather generator, which can 
be used to generate high spatial and temporal resolution series, was also reviewed.  
A common limitation in the three statistical downscaling approaches is that it is assumed the 
relationship derived in the historic period remain valid under future changing climate. 
However, this assumption is questionable, especially when many downscaling models are 
fitted using data for a relatively short period. This calls for the need to develop a long-term 
statistical downscaling model (Chapter 3), which can provide a framework to allow the 
investigation of non-stationarity in statistical downscaling models (Chapter 4) and the 
resulting uncertainties in future projections (Chapter 5). 
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CHAPTER 3  
A Rainfall Model for South-East UK 
3.1 Introduction 
The concern about water stress in England, Europe and beyond calls for suitable data sets and 
tools to support regional water resources management (Thyer et al., 2002). This includes 
generating long sequences of spatially distributed rainfall over space and time. This chapter 
aims to address this challenge by developing new statistical rainfall models using a case study 
of south-east UK. This new statistical rainfall model will provide a modelling framework to 
support the non-stationarity analysis in Chapter 4, and the downscaling uncertainty analysis 
under climate change scenarios in Chapter 5. Therefore, the main objectives of this chapter 
include: 
 Compilation of available long-term rainfall records covering south-east UK (Kent, 
Sussex, Hampshire, Surrey, Isle of Wight, east Wiltshire, south Berkshire and south 
London). 
 Identification of large-scale climatic drivers of rainfall and regional variability to 
give a deterministic model to predict expected rainfall over the region, and 
identification of a stochastic model to describe variability around the expected 
values. 
 Infilling of missing data to provide continuous monthly sequences of rainfall dating 
back to 1855, including uncertainty estimates. 
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 Assessment of the ability of the model to reproduce the historic rainfall variability 
and the extreme droughts, in particular the severe droughts of 1887-1910, 1920-
1922 and 1975-1976. 
To fulfill these objectives, methods are proposed and the chapter is structured as below: 
 Describe the regression method for rainfall analysis (see Section 3.2). 
 Describe the case study area, and the rainfall data and climate data used in 
modelling (see Section 3.3).  
 Develop a rainfall model for south-east UK using regression, including a 
deterministic model to predict expected rainfall over the region, and a stochastic 
model to describe variability around the expected values; propose tests for model 
verification (see Section 3.4). 
 Report results of rainfall modelling, including the deterministic predictors of the 
mean rainfall, an error analysis, and results of model verification showing infilled 
and simulated rainfall data and a number of rainfall statistics (see Section 3.5).  
 Summarise the analysis and comment on the limitations of the methods (see Section 
3.6). 
3.2 Rainfall analysis using regression 
Statistical modelling has commonly been employed to infill partial historical rainfall 
sequences and to downscale climate model projections (Xu, 1999a, Fowler et al., 2007): 
regression is one such approach (Hanssen-Bauer and Førland, 1998, Murphy and Washington, 
2001, Phillips and Mcgregor, 2002). Multiple linear regression may be described by, 
eθXY  T         Equation 3.1 
Where Y is a n  1 vector of observations, X is a m  n matrix containing n values of m 
observed input variables,  is a m  1 vector of constant regression coefficients, and e is an n 
 1 vector of errors.  is generally estimated by minimising the sum of the squared errors 
given the set of observations, Y and X. With the assumption that the errors in vector e are 
independent of each other, and are identically and normally distributed, the least squares 
estimate of   is equivalent to the maximum likelihood estimate. This assumption also allows 
the covariance matrix of the regression coefficients to be estimated using standard linear 
methods (Kottegoda and Rosso, 2008). The input variables to include in X are generally 
identified by trial and error, aiming to produce a model which explains much of the variability 
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in Y (generally measured using the R
2
 statistic), and also, ideally, to produce a  with low 
covariance. Stepwise regression (Draper and Smith, 1998) is a set of procedures which assists 
with the identification of the optimal X variables (from a set of pre-specified candidates).  
The identification of a suitable probability density function to describe e means that Equation 
3.1 may be employed as a stochastic model, from which random realisations of Y can be 
simulated. This potentially provides a model for stochastic simulation of rainfall variability 
and extremes. Consistent with the general statistical assumptions behind least squares 
regression, it is common to assume a normal distribution of errors. Towards achieving such a 
normal distribution, the skewness generally observed in rainfall data can be managed by 
transforming the rainfall prior to the regression, for example using a logarithmic or Box-Cox 
transformation (Kottegoda and Rosso, 2008). When the errors are not independent of each 
other (as in the case study below), a multivariate normal distribution is required. Where the 
rainfall sample contains a significant number of zeros, as would be the case using daily or 
sub-daily data in the UK, the random variability cannot conveniently be described by a single 
continuous distribution function. Furthermore, at these time-scales there is significant serial 
dependence. These challenges have led to the use of GLM methods for rainfall modelling 
which are more flexible than simple regression (Chandler and Wheater, 2002, Segond et al., 
2006). However, in this study, the use of monthly rainfall data sufficiently simplifies the 
problem so that a stochastic model of the form of Equation 3.1 (including suitable Box-Cox 
transformations of the data and suitable models of inter-site dependence) is proposed as 
sufficient.  
3.3 Description of study area and data sets 
3.3.1 Definition of “south-east UK” 
The “south-east UK” is defined here as the region illustrated in Figure 3.1, bounded to the 
south and east by the coast, to the west by (using the UK national grid coordinate system) 
easting 410000 m and to the north by 180000 m. This spatial coverage was governed by: 1) 
the wish to cover a large part of south and south-east UK, 2) the increased difficulty of 
achieving a satisfactory spatial model if extending the region further north and/or west, and 3) 
the computational demands of stochastic modelling, which inhibit the inclusion of many more 
sites. Therefore, no particular climatic, geographical, political or water company boundaries 
were used to define the coverage. 
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Figure 3.1 Gauge sites with outline of South-East UK. Projection system is UK 
National Grid.  
3.3.2 The climate of south-east UK 
South-west frontal systems dominate the rainfall of south-east UK, hence rainfall generally 
reduces towards the east and north. As over the UK in general, significant correlations 
between rainfall and the North Atlantic Oscillation, and other variables and indices related to 
the Atlantic low pressure systems, are observed particularly in the winter months (Murphy 
and Washington, 2001, Wilby et al., 2004, Yang et al., 2005, Lavers et al., 2010). Other 
climate indices reported to have some influence on rainfall in this region include the East 
Atlantic pattern (Barnston and Livezey, 1987) and storm track blocking indices (Pelly and 
Hoskins, 2003). The south-east is hotter and more humid in the summer than the rest of the 
UK, and convective type rainfall is significant. The average annual rainfall over the case 
study region is 730 mm, ranging from 524 mm in the dry north of Kent (site 6762 in Figure 
3.1) to 982 mm in the relatively high altitude coastal South Downs (site 7504 in Figure 3.1). 
Considering regional-average annual rainfall (based on the infilled data set presented later in 
the chapter), the standard deviation during the period 1855-2011 was 105 mm, the minimum 
was 430 mm (1921) and the maximum was 1017 mm (1960). The UKCP09 analysis (Jenkins 
et al., 2008) did not find a significant trend (95 % level) in either summer or winter rainfall in 
the south-east over the period 1914-2006 (their analysis included the whole of the Thames 
basin). Significant droughts in the south-east have included the long droughts from 1887 to 
1910, and the shorter but more severe 1920-22, 1975-1976 and 2004-2006 droughts (Marsh et 
al., 2007). 
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3.3.3  Data sets 
The rainfall data used in this study originate from the UK Met Office MIDAS database. 
Details of the rain gauge network and recording practices can be found on the MIDAS 
website (see Table 3.1). 28 of the rain gauges provide long-term data (defined here as more 
than 80 years), and almost all gauges have considerable periods of missing data. In this study, 
the 28 long-term gauges, supplemented by 22 shorter-term gauges to provide a spatially 
representative set, were used to fit the rainfall model. The gauge numbers and locations are 
shown in Figure 3.1, and the extent and continuity of data are shown in Figure 3.2. The data 
period used was from March 1855 (the earliest record available, at the Southampton East Park 
gauge) to December 2011. The daily data were aggregated to monthly; any month which 
contained one or more missing days was considered to be a missing month (to be infilled by 
the model). The monthly time-series were checked for inconsistencies and, for each gauge, 
any months with clearly perceived quality problems were removed (44 values of monthly 
rainfall in total). A trend analysis was performed to test for changes in the long-term monthly 
time-series using the Mann-Kendall test (Fatichi et al., 2009, Guerreiro et al., 2014). As most 
gauges have considerable missing data, only a few individual gauges (gauge 719, 855, 782, 
7033 and 6866, see Table 3.1) with most complete long-term records were selected for this 
trend test. Results of the Mann-Kendall test are show in Table 3.2 where the values of Mann-
Kendall test statistic S and p-value (0.05 significance level) are given. It can be found that a 
positive trend (S>0) in rainfall was found in at least 8 out of the 12 months for each gauge 
(whether significant at 95% level or not), particularly in the winter months; and a negative 
trend (S<0) was identified mainly in summer months (July and August). These results are 
consistent with the results of detecting trend by inserting a trend term in the regression model 
as described in Section 3.5.1. Comparing to the literature, Jones and Conway (1997) found 
that winter rainfall for the whole England and Wales from 1766 to 1995 exhibits an increasing 
trend, whereas a slight declining trend in rainfall is obvious during summer. The UKCP09 
analysis (Jenkins et al., 2008), however, found that winter rainfall of southeast England (the 
whole Thames basin were included in the analysis) reduced 6% and summer rainfall 
decreased 15% during 1914-2006, but these were not considered significant at 95% level.  
The trends in the period of 1961-2006 showed a stronger increasing winter rainfall (23%) and 
decreasing summer rainfall (13%), but were also not significant at 95% level (Jenkins et al., 
2008). 
The inter-site correlation of the rainfall data is shown in Figure 3.3. The correlation shows a 
quicker decrease in summer months (April-September) than winter months (October-March), 
revealing the more localised, convective nature of the summer rainfall events.   
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Table 3.1  Properties of rain gauges 
Gauge 
No. 
Region 
  
Elev 
(m) 
North 
(km) 
East 
(km) 
Start 
year 
End 
year 
No of 
months 
AAR 
(mm) 
6524 Surrey 189 515 150 1891 1972 727 875 
6515 Surrey 98 525 150 1888 1980 1058 752 
719 Surrey 38 506 158 1908 2006 1123 660 
855 Hampshire 34 447 123 1892 2009 1402 806 
849 Hampshire 20 442 112 1855 1970 1359 814 
6075 Hampshire 78 471 163 1961 1977 194 689 
7504 Hampshire 169 475 118 1906 1975 717 982 
7830 Hampshire 13 415 101 1961 2009 572 856 
868 Hampshire 115 480 143 1962 2009 563 815 
863 Hampshire 4 472 99 1961 2009 571 690 
7647 Hampshire 43 431 134 1963 2009 459 797 
7622 Hampshire 98 438 153 1967 2009 499 839 
808 East Sussex 10 561 98 1886 2009 1267 787 
7268 East Sussex 51 524 108 1900 2001 1191 818 
7107 East Sussex 74 581 110 1903 1990 1023 762 
7179 East Sussex 18 547 102 1908 1998 1065 780 
7162 East Sussex 61 554 119 1969 2009 344 840 
7182 East Sussex 142 529 131 1910 1999 1074 889 
782 West Sussex 7 493 99 1898 2009 1331 721 
7366 West Sussex 24 502 127 1963 2000 360 800 
6996 Kent 5 617 160 1890 2007 1393 663 
7033 Kent 65 621 138 1868 2009 1687 771 
7031 Kent 61 632 142 1892 2009 1392 750 
7037 Kent 79 614 137 1900 2008 1226 798 
6866 Kent 76 569 135 1862 2009 1640 754 
6805 Kent 110 547 143 1896 1998 1200 811 
6721 Kent 107 548 158 1896 1980 989 815 
7027 Kent 34 636 151 1897 1987 987 698 
6926 Kent 27 578 166 1961 1983 264 635 
6717 Kent 174 543 156 1908 2003 1084 832 
6898 Kent 75 574 155 1903 1996 1051 673 
6912 Kent 15 576 156 1904 1995 1068 666 
6762 Kent 4 555 177 1961 1994 332 524 
6889 Kent 34 583 147 1961 2008 558 666 
7085 Kent 40 593 123 1962 2009 512 712 
7733 Isle of Wight 49 449 95 1913 2009 1109 817 
7731 Isle of Wight 1 434 87 1961 2009 565 786 
7703 Isle of Wight 0 449 84 1961 2005 490 890 
878 Isle of Wight 55 458 81 1947 2009 722 885 
6612 London 65 531 161 1905 1989 968 754 
6753 London 9 546 165 1908 1991 948 715 
711 London 12 513 169 1954 2009 630 596 
6593 London 15 524 170 1887 1979 940 620 
6598 London 56 523 174 1907 1985 942 621 
721 London 5 517 176 1857 1980 1488 609 
5999 Berkshire 145 438 165 1961 2006 516 827 
6190 Berkshire 21 498 175 1961 2009 449 624 
7801 Wiltshire 45 415 129 1911 1964 644 776 
891 Wiltshire 129 418 169 1875 1996 926 796 
5990 Wiltshire 138 426 176 1961 2009 569 795 
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Table 3.2  Statistics of Mann-Kendall test 
Gauge No. 719 855 782 7033 6866 
Statistics S p S p S p S p S p 
JAN 37 0.90 1000 0.02 194 0.46 1052 0.05 1958 0.00 
FEB 113 0.71 240 0.25 -301 0.35 399 0.51 876 0.10 
MAR -42 0.90 498 0.24 486 0.16 259 0.61 631 0.17 
APR -132 0.67 286 0.38 53 0.89 399 0.50 785 0.18 
MAY 314 0.39 637 0.00 -54 0.87 753 0.09 801 0.14 
JUN 256 0.18 326 0.34 -43 0.85 519 0.43 105 0.85 
JUL -713 0.04 -148 0.76 15 0.97 154 0.79 -234 0.66 
AUG 4 0.99 -327 0.36 -313 0.46 298 0.45 -182 0.81 
SEP 153 0.70 438 0.25 526 0.15 117 0.84 506 0.23 
OCT 149 0.56 89 0.80 32 0.94 -127 0.67 331 0.46 
NOV 74 0.80 640 0.16 6 0.99 413 0.43 797 0.18 
DEC -139 0.64 312 0.35 251 0.45 -19 0.96 1652 0.00 
 
 
 
Figure 3.2 Record continuity at each gauge (The black bars indicate months with 
data). 
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Figure 3.3 Correlogram describing rainfall. Spatial correlation as a function of distance 
between sites 
Monthly climate data used as inputs to the model were selected according to the availability 
of long-term records and according to indications from the literature about their possible 
importance (Hulme and Barrow, 1997, Barry and Chorley, 2003). These climate variables are: 
the North Atlantic Oscillation index (NAO), Central England Temperature (CET), Mean Sea 
Level Pressure (MSLP). The MSLP value for the 5 degree area centred at 50°N and 0° which 
covered the south-east UK was chosen. Central England Air Temperature (as opposed to more 
local air temperature) is used because it spans the rainfall time period of 1855-2011 and at a 
monthly scale it is almost perfectly correlated with the south-east regional average 
temperature during the period 1914-2006 (correlation coefficient = 0.99). The spatial inputs 
are: northing and easting on the UK national grid coordinate system in units of m, and altitude 
in units of m above sea level. The definitions, origins and time periods covered by the data 
sets are listed in Table 3.3. 
As well as the climate variables described above, atmospheric CO2 was used in an attempt to 
explain the model residuals (see Table 3.3 and Section 3.5.1). A blocking index (Pelly and 
Hoskins, 2003) was also used but was limited by its relatively short length of record (see 
Table 3.3 and Section 3.5.1). The blocking data used are averaged values from four grids 
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(0°49°N, 0°53°N, 5°W49°N, and 5°W53°N). In order to know whether the sub-monthly 
variability in the predictors contributes to explaining the variation of rainfall, the standard 
deviation of the daily values of MSLP and CET were calculated for each month and tested.  
The correlation coefficients between pairs of climate variables were calculated and presented 
in Table 3.4. It is necessary to check the correlation between climate variables because, for 
example, if a climate variable A is strongly correlated with another climate variable B then the 
effects of the climate variable A can be replaced by the climate variable B in the regression 
model. It can be seen from Table 3.4 that no evident correlation was identified between CET 
and MSLP except July and August, where the correlation coefficient was around 0.45. Strong 
positive linear relationships (correlation coefficient >0.5) were found between CET and the 
NAO index from November to March. This is in agreement with the literature that in winter, 
high/low NAO indices are often accompanied by higher/lower than usual temperatures 
(Hulme and Barrow, 1997, Uvo, 2003). A weak positive relationship between CET and CO2 
and between MSLP and NAO index can be observed for each month. No apparent 
relationships were found between MSLP and CO2 and between NAO and CO2. Blocking 
index is generally not highly correlated with the NAO index, but a weak negative correlation 
can still be found in some months (such as March-July, November and December). Strong 
positive relationships between blocking index and MSLP were observed in most of months, 
which is consistent with the fact that blocking is a high pressure field that remains steadily in 
one place for several days or even weeks. Weak negative relationships between blocking 
index and CET were found in winter months (January, March, November and December), 
while weak positive relationships in summer months (June, July and August). This is in line 
with that, during the winter, blocking can bring spells of extremely cold weather, while during 
the summer blocking is sometimes related to severe droughts and heat waves (Tyrlis and 
Hoskins, 2008).  
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Table 3.3  Definitions and sources of predictor variables 
Data Definition Units Period 
available 
Data source Websit
e 
Mean Sea 
Level 
Pressure 
(MSLP)  
The Met Office Hadley Centre’s 
mean sea level pressure data set, 
HadSLP2r, on a 5 degree latitude-
longitude grid  
mbar 1850-2011 Met Office 
Hadley 
Centre 
observations 
datasets  
http://
www.
hadobs
.org/ 
Central 
England 
Temperature 
(CET)  
Representative of a roughly 
triangular area of the UK enclosed 
by Bristol, Lancashire and London  
o
C 1659-2011 Met Office 
Hadley 
Centre 
observations 
datasets  
http://
www.
hadobs
.org/ 
North 
Atlantic 
Oscillation 
(NAO)  
Normalised pressure difference 
between Gibraltar and Reykjavik, 
Iceland 
- 1821-2011 University of 
East Anglia 
Climatic 
Research 
Unit  
http://
www.c
ru.uea.
ac.uk/c
ru/data
/nao/ 
Blocking 
index 
A monthly version that represents 
the fraction of days in each month 
that had blocking, covering 
latitudes from 25° to 73°N on a grid 
of spacing 4° and all longitudes on 
a grid of spacing 5° 
- 1957-2001 University of 
Reading 
Department 
of 
Meteorology   
- 
Atmospheric 
CO2 
From 1958-2008, the Mauna Loa 
air intakes; from 1855-1957 from a 
spline of the Law Dome DE08 and 
DE08-2 ice cores 
PPM 1832-1978/ 
1958-2010 
The Carbon 
Dioxide 
Information 
Analysis 
Center  
http://c
diac.or
nl.gov/ 
Trend A linear trend Year
s 
- - - 
Elevation Above UK Ordnance Datum 
(Newlyn) 
m - British 
Atmospheric 
Data Centre 
http://
badc.n
erc.ac.
uk/ 
Northing UK National Grid reference  m - British 
Atmospheric 
Data Centre 
http://
badc.n
erc.ac.
uk/ 
Easting UK National Grid reference  m - British 
Atmospheric 
Data Centre 
http://
badc.n
erc.ac.
uk/ 
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Table 3.4  Correlation coefficients for pairs of climate variables for the 12 months. 
Significant correlations are marked in bold.  
 CET-
MSLP 
CET-
NAO 
CET-
CO2 
MSLP-
NAO 
MSLP-
CO2 
NAO-
CO2 
Bindex-
CET 
Bindex-
MSLP 
Bindex-
NAO 
Bindex-
CO2 
JAN 0.09 0.74 0.21 0.25 0.07 -0.03 -0.05 0.73 -0.02 0.26 
FEB 0.11 0.78 0.09 0.17 0.05 0.02 0.02 0.74 0.00 -0.19 
MAR 0.37 0.69 0.32 0.33 0.08 0.15 -0.16 0.29 -0.35 -0.13 
APR 0.30 0.42 0.16 0.09 0.00 -0.15 -0.09 0.60 -0.27 -0.12 
MAY 0.23 0.28 0.26 0.21 0.01 0.03 0.03 0.22 -0.21 0.23 
JUN 0.28 0.08 0.12 0.36 0.00 -0.09 0.26 0.10 -0.25 0.07 
JUL 0.46 0.14 0.24 0.28 0.03 -0.02 0.11 -0.11 -0.24 -0.08 
AUG 0.44 0.11 0.31 0.23 0.06 -0.18 0.53 0.54 -0.07 0.11 
SEP 0.10 0.25 0.30 0.06 0.02 -0.20 0.01 0.41 -0.01 -0.02 
OCT 0.17 0.38 0.36 0.23 0.05 0.01 0.07 0.61 0.06 -0.14 
NOV 0.00 0.59 0.37 0.03 0.04 0.07 -0.15 0.35 -0.20 -0.29 
DEC 0.17 0.69 0.19 0.25 0.13 -0.06 -0.10 0.58 -0.26 -0.13 
 
3.4 A monthly rainfall model for south-east UK 
3.4.1 Deterministic component of the model 
The aim of the regression is to identify a model which characterises the space and time 
variability of rainfall, and allows simulation. This includes a deterministic component (which 
estimates the expected rainfall given the input variable values for any month for any location) 
and a stochastic component (to estimate variability around the expected value including inter-
site dependence). The analysis methods are essentially empirical, although any models found 
to be inconsistent with known physical relationships would be rejected. All modelling was 
done using Matlab version R2010b. 
In the study presented here the general regression model in Equation 3.1 is applied where Y is 
the vector of rainfall observations including all 50 sites, and X is the corresponding values of 
the predictor variables in Table 3.3. To keep the models uniform, the same X variables were 
used for each of the 12 months. Histograms of Y (Figure 3.4) show the skewed nature of the 
original rainfall data. In pursuit of a normal distribution of regression errors, a one-parameter 
Box-Cox transformation (Kottegoda and Rosso, 2008, p 366) is applied to the monthly 
rainfall data before the regression model is fitted: 

 1

r
y         Equation 3.2 
where y is the transformed rainfall sample (i.e. a sample from the Y vector ), r is the 
corresponding untransformed value (in mm/month) and  is the Box-Cox parameter which is 
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optimised to minimise skewness of the error distribution. After the model is applied, y is 
transformed back into r using the inverse of Equation 3.2. Each of the input variables in X 
was normalised so that its sample had zero mean and unit variance. This transformation 
allows the magnitudes of the optimised regression coefficients to be interpreted as relative 
sensitivity measures (Tabachnik and Fidell, 1996, Draper and Smith, 1998). 
 
Figure 3.4 Histograms of the rainfall data 
 
An independent regression model is developed for each of the 12 months. In other words, all 
157 years of January data were included in one model, all 157 years of February data in 
another independent model, etc. While this divides the data set into 12 and hence restricts the 
number of data points available per model, this month-by-month approach has the advantage 
that it allows the seasonal variability of the rainfall to be characterised by the model 
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coefficients rather than imposing an approximate seasonal structure. Despite splitting of the 
data set into 12, the long-term data and multiple sites ensure that there are sufficient data to 
identify statistically significant models.  
Within this regression framework, the model may be fitted either to a single site, where the 
matrix Y contains transformed rainfall data from only one rain gauge and matrix X contains 
no spatial information; or to multiple sites, where Y contains data from multiple gauges and X 
contains spatial input variables (in this case, northing, easting and elevation) which aim to 
explain the variation in expected rainfall between gauges. Only the multi-site analysis results 
are presented in this chapter, although some single site models are introduced in later chapters 
where thought helpful.  
3.4.2 Stochastic component of the model 
The deterministic regression of transformed rainfall allows identification and analysis of 
significant input variables; and infilling expected values of monthly rainfall at gauged and 
ungauged sites. However, to represent variability around the expected value a stochastic error 
model is also required. This allows the uncertainty in reconstructing partially observed events 
such as those in 1897-1910 to be modelled, and is essential for the simulation of possible but 
yet unobserved extreme droughts. The Box-Cox transformation allows the errors to be 
approximately normally distributed with zero mean, hence the error model for any one month 
for a single site is straightforward. However, two types of error-to-error dependency 
potentially exist: dependency between errors from one month to another, and dependency 
between errors from one site to another. The former turns out to be insignificant (as confirmed 
in the results reported below); the inter-site dependency, as should be expected using monthly 
data from sites within one region, is crucial.  
When infilling missing data at any one of the 50 gauged sites, the inter-site dependency of 
errors is treated in the following manner. The stochastic component of (Box-Cox transformed) 
rainfall at any site can be estimated conditional on the errors observed at the other sites using 
the standard procedure of generating samples from a multivariate normal distribution. This 
procedure is described in Searle (1971) and summarised here. Given a vector of errors 
observed at s sites over all the years for any month (es=Y-X
T) and the covariance matrix 
describing the dependencies between the errors at these s sites (Css) and the vector of 
covariance values between these s sites and another site i for which data are missing (Csi), 
then the expected value of the error at site i is: 
  sss
T
siie eCC
1

       Equation 3.3 
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And given an estimate of the variance of the unconditional error at the unobserved site (i.e. 
the variance of the error at site i irrespective of the other sites) (Cii) the variance of the 
conditional error ei is, 
  isss
T
isiii C CCC
12       Equation 3.4 
For the set of 50 gauged sites, all of which have periods of overlapping data (Figure 3.2), the 
covariances can be estimated, so that Csi, Css and Cii are known for any s set of sites and any 
site i. A missing month of data at site i is then simulated as, 
 2, iiii eNyy        Equation 3.5 
where iy  is the expected value from the deterministic component of the model and 
 2, iieN  signifies a random sample drawn from a normal distribution with mean ie  and 
variance 
2
i .  
In principle, this method can be used to synthesise data for missing periods in 
the data record while approximating the observed spatial dependence structure. This would 
result (as far as the underlying model assumptions allow) in a spatially and temporally 
consistent historical time series. Furthermore, the stochastic nature of Equation 3.5 means that 
multiple realisations can be generated to represent the uncertainty associated with the 
infilling. For example, periods with few operating gauges will have relatively high uncertainty 
in regional rainfall, and sites at large distances from the nearest gauged sites will have 
relatively high uncertainty.  
In practice, the direct use of the observed covariances in Equations 3.3 and 3.4 was 
problematic using the case study data, because Css was not positive-definite (Horn and 
Johnson, 1985), an indication that the sampled covariance is not consistent with a multivariate 
normal distribution. This is assumed to arise because the overlapping periods used to estimate 
Css were not the same for all pairs of sites, and so the sample used to calculate Css is not 
necessarily from a unique multivariate distribution. A potential solution is to form Css using 
only the sites nearest to site i. However, when tested, this only consistently resolved the 
problem when data from fewer than five sites were included, which is unlikely to produce an 
acceptable level of spatial consistency over the region. Instead, the problem of obtaining a 
real solution to Equations 3.3 and 3.4 was resolved by smoothing out the unwanted variability 
within Css by fitting a model of inter-site covariance, specified below, rather than directly 
using the sampled observations. 
A model of inter-site covariance is obtained by identifying a correlogram model, where 
correlation between each pair of sites c is estimated as a continuous function of the distance 
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between the two sites D. After testing various models, the following two-parameter equation 
was preferred,  
  Dc  exp
      Equation 3.6 
Also considering the difference in elevation between pairs of sites did not significantly 
improve upon this model. Parameters  and   were optimised using non-linear least squares 
using the observed inter-site correlations. Only pairs of sites with more than 50 years of 
overlapping data were used in this optimisation to reduce influence of less reliable estimates 
of correlation. For any two gauged sites, multiplying the correlation by the observed standard 
deviation of errors at both sites gives an estimate of the covariance. Hence a smoothed version 
of the observed Css is obtained, which leads to a consistently real solution to Equations 3.3 
and 3.4.  
The error model described above can be modified to allow extension (as opposed to infilling) 
of the historical record in space and time. Extension only in time requires generation of sets of 
errors over the 50 sites for months when no rainfall observations exist. In this case there are 
no observations at all for this month; es in Equation 3.3 can be randomly generated from a 
multivariate normal distribution considering covariance. Extension only in space means 
generating rainfall within the record period for hypothetical sites, for example to produce 
gridded rainfall. In this case (because i represents an ungauged site) rather than using an 
observed error variance in Cii and Csi, a model is needed. This is approached by assessing 
whether and how error variance changes across the 50 gauged sites, and interpolating to the 
synthesised sites. Extending the record in both space and time combines these two 
modifications. 
3.4.3  Model verification 
The aim of model verification is, first, to test to what degree the statistical properties of the 
errors conform to the assumptions which have been made in model estimation. The specific 
tests carried out were: 
 Bias in errors over space and time. 
 Deviation of errors from a normal distribution. 
 Dependence of errors on input variables. 
 Stationarity of variance in errors over space and time. 
 Autocorrelation of errors between months. 
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Recognising that the properties of the errors will not exactly conform to the assumptions (no 
model is perfect), the second stage of verification is to test if this non-conformity affects the 
model’s ability to simulate relevant observed rainfall statistics. Multiple realisations of rainfall 
are simulated for the gauged time period and sites, not conditional on the observed historical 
rainfall, while still being conditional on the historical input variables X. This simulation 
represents the range of possible rainfall time-series which could have occurred (according to 
the model) given the historic climate variability. If the model is adequate, the observed 
rainfall data will appear to be one realisation from the simulated distribution of rainfall 
(Chandler and Wheater, 2002, Yang et al., 2005). Because the observed rainfall statistics have 
some uncertainty themselves due to the missing data, this stage of verification is preceded by 
using the model for infilling the historical record, in this case from 1855 to 2011. While the 
infilled data are dependent on the model itself, and thus not a perfect test-bed, the infilling 
uncertainty proves to be low in the case study; moreover, explicitly estimating the uncertainty 
in the historical rainfall in this way is considered an improvement upon the common practice 
of neglecting observation uncertainty associated with filling gaps in the record. The specific 
comparisons of simulated and infilled rainfall used were: 
 Time-series of annual site-averaged rainfall, winter (October to March) site-average 
rainfall, and summer (May to September) site-averaged rainfall. These averages do 
not include any weighting to represent the area represented by each site. 
 Statistics of inter-annual variability of site-averaged rainfall for each of the 12 
months: average, standard deviation, skewness and selected percentiles. 
 Annual average rainfall at each site. 
 Variance, skewness and correlation of annual average rainfall over sites. 
 Two-year, five-year and ten-year running averages of annual and winter rainfall, to 
assess the ability of the model to represent persistence. 
Split-sample validation was not applied, where some data are omitted from model fitting and 
used solely for verification, in order to maximise data available for model fitting. However, 
the analysis of model residuals provides information about model bias over time and space 
that is similar to split-sample testing, and the testing of the model on various statistics not 
used in the model fitting is the typical approach to verification of stochastic rainfall models 
(Chandler and Wheater, 2002, Yang et al., 2005).  
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3.5 Results 
3.5.1 Deterministic predictors of mean rainfall 
Fitting the model on all 50 sites over the period 1855-2011, the input climate variables found 
to significantly affect the time variation of rainfall in at least some months are: Central 
England Temperature, Mean Sea Level Pressure and the North Atlantic Oscillation index. For 
most months, a positive linear trend (acting to increase rainfall) was also present. This trend 
term by itself does not necessarily mean increasing rainfall because it is the combined effect 
of all the input variables that dictates that; however repeating the regression using only a trend 
term also illustrates a general increase in rainfall. Easting and northing coordinates and 
altitude were significant in explaining the regional variability. The coefficient estimates over 
the 12 months are shown in Figure 3.5(a-i), together with the 95 % significance level. The 
analytical solution to calculate the 95% confidence intervals of the regression coefficients that 
accounts for the inter-site dependencies is described in Appendix B. There is interaction 
between the effects of coefficients due to the co-linearity between input variables. This is 
most notable for the coefficients for Central England Temperature and North Atlantic 
Oscillation (e.g., in January, their correlation was -0.79), and for the coefficients for Central 
England Temperature and trend (e.g., in January, their correlation was -0.39). This leads to 
relatively high variance in these coefficient estimates and hence wide significance intervals in 
Figure 3.5. Nevertheless, Figure 3.5 illustrates that all the input variables have significant 
independent effects in at least some months. The second order effect of variables (e.g., 
whether the North Atlantic Oscillation has greater influence for the more southerly gauges) 
was tested by using combinations of variables as inputs to the regression. The only significant 
second order effect was the combined effect of Mean Sea Level Pressure and the North 
Atlantic Oscillation: in February, May, June, October and November, pressure had a greater 
influence when the oscillation was strong (Figure 3.5i). The magnitude of the coefficient 
values are measures of relative sensitivity of the rainfall to the inputs showing the dominant 
roles of Mean Sea Level Pressure, North Atlantic Oscillation, Northing and Altitude (Figure 
3.5c, d, g and h). 
The linear trend term is significant at the 95 % level in only three months – January, March 
and December. However, it is above zero for all months except July, and for this to occur due 
to random variability is extremely improbable. Hence it is concluded that the trend over the 
period 1855-2011 is significant in all seasons except summer. For the purpose of explaining 
the rainfall variability and providing the potential for projecting the model, the trend would 
ideally be explained by physical phenomena. Various attempts were made to introduce 
explanatory variables to explain this trend, including non-linear transforms of Central 
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England Temperature, Mean Sea Level Pressure and the North Atlantic Oscillation index and 
their interactions, but these were not helpful. If time-series of atmospheric CO2 concentrations 
(constructed from the Hawaii measurements of Keeling et al. (1995) and the Antarctic ice-
cores of Etheridge et al. (1996)) are used as inputs then the linear trend term becomes less 
consistently positive (Figure 3.6) and the R
2
 values are slightly increased (Table 3.5). While 
the statistical explanation for this is simple – the CO2 data increase over time hence replacing 
the trend term – there is no clear physical explanation of why CO2 should explain rainfall 
variability when the climate variables do not and hence the CO2 input was not adopted. The 
attraction of this model, however, is noted again in next section when considering its effect on 
the structure of errors. 
 
Figure 3.5 Regression coefficients for each month, 1855-2011. Dashed lines 
represent the 95 % significance level. 
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Figure 3.6 Regression coefficients (including CO2) for each month, 1855-2011. 
Dashed lines represent the 95 % significance level. 
 
Table 3.5  R
2
 values for the 12 months 
R
2
 Model
[1] 
1855-
2011 
Model 
with 
CO2 
1855-
2011 
Model 
with std. 
dev. of 
CET 
1855-
2011 
Model 
1855-
2003 
Model 
with std. 
dev. of 
MSLP 
1855-
2003 
Model 
1958-
2000 
Model 
with 
blocking 
index 
1958-
2000 
JAN 0.666 0.671 0.678 0.669 0.688 0.749 0.749 
FEB 0.660 0.660 0.663 0.671 0.679 0.686 0.688 
MAR 0.608 0.608 0.621 0.620 0.622 0.619 0.620 
APR 0.568 0.571 0.571 0.569 0.587 0.610 0.611 
MAY 0.410 0.410 0.416 0.414 0.437 0.476 0.476 
JUN 0.396 0.396 0.396 0.392 0.403 0.424 0.471 
JUL 0.381 0.381 0.382 0.379 0.386 0.317 0.317 
AUG 0.486 0.488 0.488 0.494 0.506 0.472 0.498 
SEP 0.545 0.546 0.555 0.560 0.567 0.634 0.664 
OCT 0.556 0.564 0.556 0.572 0.616 0.662 0.679 
NOV 0.604 0.604 0.614 0.616 0.679 0.683 0.683 
DEC 0.591 0.605 0.599 0.608 0.620 0.643 0.643 
[1]
 Model fitted using CET, MSLP, NAO, trend, elevation, easting, northing and MSLP×NAO 
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The standard deviation of the daily Central England Temperature and Mean Sea Level 
Pressure for each month, calculated using daily data, was introduced to the model to assess 
the impacts of the sub-monthly variability in the predictors on the variation of rainfall. The 
sub-monthly variability in Central England Temperature is found to have significant effects in 
January, March, September, November and December (Figure 3.7) but only slightly increases 
the R
2
 values (Table 3.5) and does not help remove the trend (Figure 3.7). The standard 
deviation of the daily Mean Sea Level Pressure for 1855-2003 (due to the availability of the 
daily Mean Sea Level Pressure data) was added to the model and the results were compared to 
the model fitted in the same period. Figure 3.8 shows that the sub-monthly variability in Mean 
Sea Level Pressure has significant effects in all months, and the R
2
 values are also found to 
increase in all months as can be seen from Table 3.5. It generally shows a high standard 
deviation in daily Mean Sea Level Pressure is associated with a high monthly rainfall. 
However, both the standard deviation of the daily Central England Temperature and Mean Sea 
Level Pressure were not included in the regression models in the subsequent analysis because 
they only slightly increase the R
2
 values and the length of the standard deviation of the daily 
Mean Sea Level Pressure is shorter than other predictors.  
The effects of the blocking index was also investigated by fitting regression models with and 
without the blocking index included over 1958-2000. Figure 3.9 and Figure 3.10 show the 
regression coefficients with and without blocking index, respectively. It can be seen that the 
coefficient for the blocking index is significantly different from zero in June, August, 
September and October. However, the R
2
 values do not increase much. Therefore, the 
blocking index was not adopted in the model in the following analysis.  
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Figure 3.7 Regression coefficients (including standard deviation of daily CET) for 
each month, 1855-2011. Dashed lines represent the 95 % significance level. 
 
Figure 3.8 Regression coefficients (including standard deviation of daily MSLP) for 
each month, 1855-2003. Dashed lines represent the 95 % significance level. 
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Figure 3.9 Regression coefficients for each month, 1958-2000. Dashed lines 
represent the 95 % significance level. 
 
Figure 3.10 Regression coefficients (including blocking index) for each month, 1958-
2000. Dashed lines represent the 95 % significance level. 
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3.5.2 Error analysis 
The regression model summarised in Figure 3.5 used the same Box-Cox transformation for all 
12 months and all 50 sites with optimised  of 0.41. The use of a constant  for all 12 
regression models was necessary to make meaningful comparisons of coefficients between 
months (the Box-Cox transformation rescales the data, so that use of 12 different coefficients 
would result in coefficients which were not comparable over months as they are in Figure 
3.5). The use of constant , however, causes undesirable skewness in the errors for several 
months (in July, for example, the skewness coefficient was 0.39) and reduces applicability of 
the error model specified in Equations 3.3, 3.4 and 3.5. For further analysis, therefore,  is 
optimised for each month individually, which produced near-normal distributions of errors for 
each of the 12 models. Optimising  individually for all 50 sites for each month is possible, 
but likely to lead to non-unique solutions and, in any case, using a spatially uniform value 
produced satisfactory error distributions. 
 
The time series of errors for some example sites (the sites in Kent) are presented in Figure 
3.11. However, it is not discernible from Figure 3.11 whether there is any structure in the 
errors worth pursuing. Instead plots for statistics of errors as shown in Figure 3.12 to Figure 
3.20 are discussed. When averaged over sites, the errors showed little apparent structure. This 
included no discernible relationships between errors and input variables (Figure 3.12), the 
error histograms had no visible deviation from a zero-mean normal distribution (Figure 3.13), 
and there were no significant autocorrelations of errors from one month to the next. The latter 
result is illustrated in Figure 3.14, in which the error autocorrelations for the gauges in Kent 
are plotted. Although there is significant month-to-month correlation in the actual rainfall 
time series, this is represented by the deterministic part of the model, leaving the month-to-
month dependency between errors insignificant. This supports the view that a continuous time 
series can be simulated using an independent model for each month. There was a tendency for 
the model to underestimate rainfall in the early years of the record, introducing a visible bias 
in the errors in the period 1855-1875 (this is illustrated in Figure 3.15, and this will also be 
seen in the verification results described later and shown in Figure 3.21 and Figure 3.22). This 
apparent bias occurs because the linear trend term describing the general increase in winter 
rainfall is applied over the whole series, whereas closer inspection reveals that there was a 
much weaker trend between 1855 and 1900. Again, it is tempting to use the atmospheric CO2 
concentrations instead of the linear trend: this substantially reduces the bias because CO2 
concentrations rose more slowly in the pre-1900 period. However, as previously noted, there 
is no clear physical justification. Also, the small number of gauges operational during these 
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problematic early years (Figure 3.2) means that there would be relatively low confidence in 
such a model. 
 
Figure 3.11 Time series of errors (in transformed rainfall) for the gauges in Kent for 
all months 
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Figure 3.12 Errors (in transformed rainfall) plotted agsinst input variables 
(transformed) for July 
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Figure 3.13 Plot of residuals (in transformed rainfall) to test for normality  
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Figure 3.14 Autocorrelation of errors (in transformed rainfall) for the gauges in Kent 
at lags 0-12 months. Dashed lines represent the interval which is not different from zero 
at the 95 % significance level. 
-0.3
0
0.3
C
o
rr
e
la
ti
o
n
a) 6996 b) 7033 c) 7031 d) 7037
-0.3
0
0.3
C
o
rr
e
la
ti
o
n
e) 6866 f) 6805 g) 6721 h) 7027
-0.3
0
0.3
C
o
rr
e
la
ti
o
n
i) 6926 j) 6717 k) 6898
01 23 45 6 78 9101112
lag
l) 6912
01 2 34 5 67 8 9101112
-0.3
0
0.3
C
o
rr
e
la
ti
o
n
lag
m) 6762
01 23 45 6 78 9101112
lag
n) 6889
01 2 34 5 67 8 9101112
lag
o) 7085
Chapter 3    A Rainfall Model for South-East UK 
60 
 
Figure 3.15 Plot of site-average residuals (in transformed rainfall) over years per 
month 
The spatial error analysis also illustrated potential minor flaws in the model. This is seen in 
Figure 3.16 and Figure 3.17, which plot the mean monthly errors (average over all months) 
for the 50 sites and variation of the mean errors over the sites. It is apparent that the mean 
errors for a number of sites are significantly different from zero. Figure 3.18, as an example, 
plots the mean monthly errors (average over each of the 12 months) for the 15 sites in Kent. 
While the statistical significance of many of these errors is indicated by them outlying the 
estimated 95 % significance intervals, their physical significance is questionable. This is 
because the bias may be explained by measurement error, for example Rodda and Smith 
(1986) present 5 % as the typical under-catch associated with gauges not installed at ground 
level, and they found that in some cases the measurement error was much larger than that. 
From our model, the maximum observed relative error, out of all sites, was 5 % (at the driest 
site in the region, Figure 3.18m). Nevertheless, an improved spatial model should be 
considered in future model development.  
For each month, there was no evident spatial structure in the error variance estimates. This is 
illustrated Figure 3.19 which shows the sample standard deviation of errors for the sites in 
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solution described by Kottegoda and Rosso, 2008, p 244). For comparison, superimposed 
upon those results as a horizontal line, Figure 3.19 also shows the sample standard deviation 
of errors when all 50 sites are considered together, illustrating that, with very few exceptions, 
this regionally lumped value is a fair estimate for each individual site. Hence the assumption 
is made that variance of errors is uniform over the whole region within any one month. The 
correlation of errors between sites, on the other hand, displays a strong spatial structure, with 
correlation decreasing with distance as described by Equation 3.6. The fitted correlogram 
models are illustrated in Figure 3.20. Similar to Figure 3.3 (which showed inter-site 
correlations between the original rainfall data, rather than between the errors), the models are 
relatively consistent over the months, with a faster decline in correlation with distance from 
April to September compared to October to March, reflecting the increasing role of more 
localised, convective events in summer.  
 
 
Figure 3.16 Illustration of bias: errors (in transformed rainfall) averaged over all 
months for each gauge. Dashed lines are estimated 95 % confidence intervals around 
zero. 
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Figure 3.17 Illustration of bias: variation of errors (in transformed rainfall, averaged 
over all months) over the sites. The mean errors for each gauge are proportional to the 
bubble diameter. Projection system is UK National Grid.  
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Figure 3.18 Illustration of bias: errors (in transformed rainfall) averaged over all 
years for the gauges in Kent. Dashed lines are estimated 95 % confidence intervals 
around zero. 
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Figure 3.19 Standard deviation of errors (in transformed rainfall) for each site in 
Kent. Dashed lines are approximate 95 % confidence intervals. Horizontal line is the 
estimate assuming that variance is uniform over all 50 sites in the south-east region. 
Note: months cannot be inter-compared in this plot because a different Box-Cox 
transformation is used for each month. 
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Figure 3.20 Correlogram describing error (in transformed rainfall) spatial 
correlation as a function of distance between sites
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3.5.3 Model verification  
First, the historical data from 1855-2011 were infilled using the model. For each month/site 
with missing data, 200 samples of the time-series of errors were used to represent the 
stochastic variability. The 200 time-series of infilled annual, summer and winter site-average 
rainfall are shown in Figure 3.21. Notably, uncertainty in the infilled data is highest during the 
earlier years when there were fewer active gauges. Nevertheless, the uncertainty is not over-
riding in terms of the regional rainfall estimate, because: 1) much of the rainfall variability is 
predictable by the regression equation; 2) the relatively high inter-site correlations evident in 
Figure 3.20 mean that the long-term sites provide much of the necessary information about 
residual variability; and 3) averaging over sites, and over years or seasons (as in this plot) 
reduces the variance. If considering sub-regions, the uncertainty in the earlier years would 
become higher especially when moving further from the long-term gauges; and if considering 
rainfall in individual months then the uncertainty is also higher.  
Second, 200 time-series of rainfall (not conditioned upon the observations) were simulated 
with the model to represent statistically plausible ranges of rainfall. The 95 % confidence 
intervals derived from the ensemble of site-average rainfall are shown in Figure 3.21, as well 
as the maximum and minimum values from the ensemble. Comparing the infilled and 
simulated distributions in Figure 3.21, it appears that the infilled data are a sample from the 
simulated rainfall, supporting the view that the model usefully represents the historic 
variability. The rainfall during the extreme winter drought of 1975-1976 and the extreme 
summer drought of 1921 are only just encompassed by the simulation bounds, implying that 
these drought events were extreme given the large scale climatic conditions at the time. The 
long-drought of 1887-1910 also appears from Figure 3.21 to be captured by the simulations, 
as are the dry winters in 1879-1880 and 1897-1898, and the pairs of dry winters in 1995-1997 
and 2004-2006.  
Figure 3.21, however, does not allow inter-annual drought persistency to be properly 
evaluated. To do so, 2-year, 5-year and 10-year running averages are presented in Figure 3.22. 
This illustrates that the series of droughts from 1887-1910 are captured. It is pertinent to note 
that, according to Figure 3.22, the most severe 2-year drought on record (1920-1922) could 
recur; indeed the model implies that the south-east region was fortunate in 2004-2006 not to 
have suffered a similar episode given the general climatic conditions at that time. As 
previously discussed, a feature of Figure 3.22 is the model’s tendency to underestimate multi-
year rainfall in the period 1855-1875.  
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Figure 3.21 Infilled and simulated site-average rainfall: annual, winter (October to March) and summer (April to September) periods. 95 
% intervals of ensemble are shaded; outer blue lines are bounds of ensemble; black lines are ensembles of infilled data 
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Figure 3.22  Infilled and simulated 2-year, 5-year and 10-year running means. 95 % intervals of ensemble are shaded; outer blue lines are 
bounds of ensemble; black lines are ensembles of infilled data
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As well as illustrating the temporal sequences of the simulated and infilled rainfall data in 
Figure 3.21 and Figure 3.22, the spatial variations of the simulated and infilled data are 
shown. For example, the infilled 2-year mean rainfall during the 1920-1921 drought for the 50 
sites are displayed in Figure 3.23 where the sites with more missing data show higher 
uncertainty, and among the sites with missing data, the sites at large distances from the nearest 
gauged sites will have relatively high uncertainty. Figure 3.24 (a number of artificial sites 
were used to generate this figure) presents maps of 2-year mean infilled rainfall for three dry 
periods (1920-21, 1975-76 and 1990-91), three average periods (1941-42, 1970-71 and 1985-
86), and three wet periods (1927-28, 1950-51 and 2000-01), in which the spatial variation of 
rainfall during different weather conditions can be observed.  
 
Figure 3.23 Ensemble of infilled 2-year mean rainfall in the 1920-1921 drought for the 
50 sites 
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Figure 3.24 2-year mean infilled rainfall for three dry periods (1920-21, 1975-76 and 
1990-91), three average periods (1941-42, 1970-71 and 1985-86), and three wet periods 
(1927-28, 1950-51 and 2000-01). Bold black lines represent the coastline of south-east 
UK. Color bar shows the rainfall depth in units of mm. Projection system is UK National 
Grid.  
Figure 3.25 shows a number of temporal and spatial statistics of the infilled and simulated 
data. Generally, this further supports the view that the model is approximating the properties 
of the observed rainfall. Some statistics - the minimum, maximum, standard deviation and 
skewness over time – are persistently towards the lower bound of the simulated distribution, 
which is expected due to skewed nature of the rainfall distribution. Figure 3.25c shows, 
however, a clear tendency to over-estimate the maximum July and October rainfalls: this is 
associated with errors in representing the distribution of transformed rainfall in these months 
using a normal distribution. Another interesting result in Figure 3.25 is the model’s tendency 
to overestimate the spatial skewness of average monthly rainfall in October, November and 
December. While the model projects insignificant spatial skewness in these months, the 
infilled data imply that there are a few sites with much lower monthly averages than the norm, 
producing significant negative skewness. This is due to the overestimation of rainfall at some 
of the driest sites in the region, in northern Kent. This was seen in the negative residuals at 
sites 6762 and 6898 in Figure 3.18. As previously discussed, this may be resolved by using a 
more sophisticated spatial model (e.g. quadratic terms for east and north coordinates), 
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however arguably this would be over-fitting as the biases at these sites are within possible 
measurement errors. 
 
Figure 3.25 Selected statistics of the infilled and simulated rainfall. 95 % intervals of 
ensemble are shaded; outer blue lines are bounds of ensemble; black lines are ensembles 
of infilled data. 
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3.6 Summary 
This chapter described a set of regression models for characterising rainfall variability, and 
infilling and simulating monthly rainfall for south-east UK. The models include a 
deterministic component that models expected monthly rainfall under specified large-scale 
climatic conditions, and also a stochastic component that simulates the random variability 
around the expected value. Using the case study of south-east UK, 50 long-term rain gauges 
with records spanning from 1855-2011 were used to identify and assess the models. The 
large–scale variables found to affect rainfall are generally consistent with the findings of 
previous research on UK rainfall: air pressure, air temperature and North Atlantic Oscillation. 
A positive linear trend term was identified throughout the 20
th
 century in all seasons except 
summer. However, the trend is weak compared to the other effects and the random 
component, and does not preclude recurrence of the severe inter-annual droughts observed in 
the record.  
The model assessment illustrates the potential value of relatively simple rainfall models for 
generating realistic monthly rainfall patterns. Performance in terms of error diagnosis and 
comparison of infilled and simulated statistics was considered to be good, although there were 
two main issues which might benefit from further investigation. Firstly, spatial biases arose 
from the use of a simple spatial model, causing apparent over-estimation of rainfall at some of 
the driest sites in Kent. These biases might be explained by rainfall measurement errors, 
although their particular prevalence in north Kent makes this seems unlikely. Secondly, 
temporal biases arose in the period 1855-1875 because the linear trend was weaker in this 
early period. Using atmospheric CO2 as an input helped to explain the non-stationarity in the 
trend. It may be speculated that CO2 has influenced global climate patterns, and hence south-
east UK rainfall, in a manner that cannot be represented by the combinations of pressure, 
temperature and NAO and their interactions investigated in this study. This deserves some 
further investigation. In terms of the model’s ability to simulate inter-annual drought, indices 
of the long droughts within 1887-1910 were within the range of simulations, as were indices 
of the extreme two-year droughts of 1920-1922, 1933-1934 and 1975-1976. According to the 
model, the recent droughts of 2004-2006 could have been much more severe given the 
climatic conditions at the time – potentially more severe than the 1920-1922 event. 
Perhaps the primary limitation of the model described here is that for some applications daily 
rainfall would be preferred. Development to simulate daily rainfall would require the wet-dry 
day distribution to be modelled independently of the rainfall depth distribution (Mehrotra and 
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Sharma, 2010). This would naturally lead to the more generalised linear modelling techniques 
used, for example, by Yang et al. (2005). However, for regional analysis of inter-annual 
droughts in systems with large storage capacity such as south-east UK, monthly scale analysis 
is likely to be sufficient.  
Another limitation is that the method proposed in the study used fixed (observed) series of 
predictor variables, and the stochastic component of simulated rainfall does not allow for any 
variability of the predictor variables beyond the observed series. Other studies have allowed 
the predictor series themselves to be stochastically generated (for the purpose of simulation), 
for example, by other models or by resampling (e.g. Serinaldi and Kilsby, 2012, Ledbetter et 
al., 2012). This provides a much larger and more variable data set potentially containing 
bigger events not observed before.  
Another potential extension to the analysis would be alternative metrics for evaluating the 
rainfall time series generated in this method. For example the ability of the model to simulate 
drought periods could be evaluated using the Drought Severity Index (Bryant et al., 1992, 
Fowler and Kilsby, 2002, Blenkinsop and Fowler, 2007) and Standardised Precipitation Index 
(McKee et al., 1993, Lloyd-Hughes and Saunders, 2002). Another potential extension would 
be extending records even further back in time by including paleo data as predictors (Henley 
et al., 2011).  
The ability of the model to simulate rainfall as a function of large-scale climate variables and 
indices makes it tempting to employ the model for downscaling Global Climate Model 
outputs for climate change impacts assessment. However, projecting the historic signals to 
future climate in this manner, although common practice (e.g. Haylock et al., 2006, Chun et 
al., 2009, Maraun et al., 2010), is not recommended unless it can be shown that the signals are 
expected to be stationary under a changed climate. Using the regression models developed in 
this chapter as a framework, next chapter will focus on characterising the non-stationarity in 
the statistical downscaling model and how it might be resolved in the model. 
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CHAPTER 4 
Non-Stationarity in the Statistical 
Downscaling Method 
4.1 Introduction 
Non-stationarity, in the context of statistical downscaling models, can be either caused by 
changes in the model predictors or changes in the predictor-predictand relationship. This 
study assumes the model predictors remain unchanged over time, thus this chapter focuses on 
identifying changes in the relationship between the predictors and predictands (i.e. changes in 
the model coefficients). As the fundamental physics of the system will not have changed over 
time, the apparent non-stationarity will probably be due to 1) drift in the accuracy of the 
observed modelling data (Schmith, 2008) - this possibility should always be investigated as 
far as practicable, and 2) the model being incomplete. The model incompleteness could be 
either because the model building stage has not yet been thorough enough, or because the 
necessary input variables are not available to make it complete, or because newly introduced 
data have exposed a previously negligible or inactive aspect of the system. One approach to 
identifying incompleteness of a regression model is to look for systematic changes in 
coefficient values. For example, in the simple case that the regression constant is found to be 
a linear function of a variable Y not yet included in the model then this implies that variable Y 
should be a predictor in the model; and in the case that the value of the coefficient for variable 
X is found to be a linear function of variable Y this implies that both Y and the interaction XY 
should be predictors (Schmith, 2008). It is possible that apparent changes in coefficient values 
are due to noise but suitable statistical significance tests can reduce the risk of that becoming 
a problem. It is worth improving the model (e.g. adding non-linearity terms) in an attempt to 
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remove the non-stationarity in coeffcients. If changes in coefficient values cannot be 
explained using available data and improved model, the next issue is to decide whether the 
incompleteness can sufficiently be treated as random error (e.g. whether fluctuations in 
coefficients be included in the error model).  
Regression is used in this study as an illustration, however the issues investigated are relevant 
to the more complex methods of statistical downscaling too.  The objectives of this chapter 
are: 
 To identify uncertainty in the regression coefficients, and test the hypothesis that 
significant non-stationarity in coefficients exists. 
 To formulate and test hypotheses about the physical reasons for any significant non-
stationarity. 
In order to achieve these objectives, the methods of the analysis are as follows: 
 Review literatures on non-stationarity analysis (see Section 4.2) 
 Assess the non-stationarity using two approaches, including visualising the non-
stationarity by plotting the time series of regression coefficient estimates derived by 
using a moving window of 30 years, and testing whether decadal scale changes in 
five independent coefficient estimates in successive 30-year periods are significant 
(see Section 4.3) 
 Investigate causes of the non-stationarity using weather types (see Section 4.4) 
 Detect whether the linear regression model can capture the non-linearity between 
rainfall and climate variables using RCM data (see Section 4.6)  
 Summarise the analysis and comment on the limitations of the methods (see Section 
4.7) 
4.2 Reviews of non-stationarity analysis  
Only a few studies have investigated the non-stationarity in statistical downscaling and have 
attempted to remove or incorporate non-stationarity within downscaling models. Huth (1997) 
found that the links between large-scale air circulation (described by 500hPa geopotential 
heights) and surface weather variables (such as rainfall and temperature), expressed by 
multiple linear regression, varied considerably at intra- and interdecadal time scales during 
the period 1949-1980. This was examined by plotting the variations of correlations between 
observed weather variables and their values simulated by linear regression models. Wilby 
(1997) identified non-stationaity in the relationships between daily circulation patterns and 
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rainfall at two UK sites, Durham and Kempsford, each with records back to 1881. Slonosky et 
al. (2001) revealed significant non-staionarities in the relationship between atmospheric 
circulation and surface temperture in Europe on decadal time scales from the 18
th
 century to 
1995 by calculating running correlations between the circulation indices and temperature 
series. 
Schmith (2008) demonstrated the presence of non-stationarity over the training period of a 
statistical downscaling model. This was investigated by using a simple multiple linear 
regression downscaling model relating European rainfall and surface temperature anomalies 
(predictands) to geopotential height at different levels (predictors) over the period 1948-1999. 
The trends in model residuals and the changes in the regression constants were tested as 
indicators of violation of the stationarity assumption. The causes of the non-stationarity were 
analysed. Potential causes were considered to be non-homogeneities in either predictors or 
predictands (such as errors in observations, changes in instrumentation or site characteristics), 
or missing data, or some physical reasons. The first two causes were ruled out by a thorough 
investigation of the predictands and predictors. By adding relative humidity as an additional 
predictor, the non-stationarity was removed. This suggests that careful selection of predictors 
is needed to avoid non-stationarity.  
To incorporate uncertainty due to non-stationarity in statistical downscaling, Raje and 
Mujumdar (2010) introduced a novel uncertainty-modelling framework for regional 
hydrological impacts of climate change. In addition to GCM and emission scenario 
uncertainty, uncertainty in the nature of the downscaling relationship was taken into account 
by linking downscaling with changes in frequencies of natural clusters (the natural clusters 
were determined by k-means clustering to the first four principal components of the monthly 
mean 500hPa geopotential height). Changes in the downscaling relationship in the future were 
incorporated by developing a downscaling model separately for each natural cluster. The 
regional hydrological variable (e.g. streamflow) was then simulated based on the changes in 
frequencies of these clusters. Weights for clusters, scenarios and GCMs were calculated based 
on cluster frequencies and frequency scaling. The projections were then combined from 
different downscaling relationships, scenarios and GCMs based on the weights to incorporate 
uncertainties at all levels. This methodology was tested for predicting future hydrological 
drought from monsoon monthly streamflows of the Mahanadi River at Hirakud Reservoir in 
Orissa, India. The results show the uncertainties are effectively constrained.  
To conclude, the assumption of non-stationarity in statistical downscaling has been assessed 
by a few studies by calculating running correlations between predictor and predictand. 
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However, changes in predictor-predictand correlation coefficient are not necessarily indicators 
of non-stationarity because same correlation coefficient does not guarantee same predictor-
predictand relationship. Moreover, a lot of climate projections have been based on statistical 
downscaling models fitted to relatively short periods of data and therefore may be sensitive to 
non-stationarity. To test non-stationarity in the observed records, it is better to use long-term 
records or validate model on a period with different climate (Charles et al., 2004). This 
chapter will test non-stationarity using long-term records of south-east UK with appropriate 
statistical tests and attempt to explore the reasons for non-stationarity.  
4.3 Assessing non-stationarity in statistical downscaling models 
4.3.1 Methods 
The non-stationarity of the predictor-predictand relationship is investigated using multiple 
linear regression models of monthly rainfall for 50 sites in south-east UK. The details of the 
multiple linear regression models are described in Chapter 3. As mentioned previously, a 
check was carried out to the rainfall data for 50 sites in south-east UK, and measurements 
thought to be dubious were removed from the data set before the model fitting. However, it is 
noted that some measurement biases might still exist, for instance due to local wind and tree-
shadow effects (Rodda and Smith, 1986). It is possible that this bias has changed over time, 
and therefore contributed to the model non-stationarity. However, it is difficult to quantify this 
kind of bias, thus one assumption made here is that this bias remains unchanged over time.  
The monthly climate data selected as model predictors were introduced, and the reasons why 
the monthly time-scale was chosen were discussed in Section 3.4.1. Although monthly rainfall 
is less useful for many practical applications, it is sufficient for an initial exploration of non-
stationarity. To assess the non-stationarity in the model two approaches are used. The non-
stationarity in the coefficients is visualised by plotting the time-series of coefficient estimates 
derived by using a running window of 30 years and calculating the coefficient each time the 
window is moved forward by one year. The next approach is to test whether decadal scale 
change in the coefficient values is statistically significant, using five independent 30-year 
windows (1859-1888, 1889-1918, 1919-1948, 1949-1978 and 1979-2008). 30 years is the 
typical length of period used to fit statistical downscaling models and is the length of the 
period (1960-1990) recommended by the WMO as a baseline climate period (IPCC, 2007a). 
A statistical test is applied to check if there is a significant difference between coefficient 
estimates from one time interval to the next. Supposing the coefficient estimate for the first 
30-year window is            
   and for the second 30-year window is            
  , the 
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difference between the two estimates is                   
    
  . The hypothesis β2 = 
β1 will be rejected at the 95% confidence level if Z>1.96 or Z<-1.96 where  
  
               
   
    
 
      Equation 4.1 
This test is applied to each pair of successive windows.  For example, if it is found that the 
regression constant changes significantly over time, this is equivalent to finding that rainfall 
(having taken out the effects of the predictors) is tending to increase or decrease with time; 
and if the regression coefficients associated with the climate variables have a significant trend 
then this indicates non-stationarity in the relationship between these large scale climate 
variables and site rainfall.  
The model non-stationarity was assessed for each of the 12 months independently. This has 
the advantage that seasonal differences in non-stationarity can easily be assessed. As well as 
using all 50 sites together, the regression model (excluding the spatial terms) was applied to a 
sample of single sites to look at the consistency of results between sites. Eight sites that 
provide long and complete datasets were selected (Table 4.1).  
Table 4.1 Summary of rainfall data provided by the Environment Agency for the 
south-east of England 
Station Name 
Station 
No. 
Record Period 
Years 
in 
record 
% 
monthly 
missing 
data 
Elevation 
(m) 
Bognor 782 01/02/1898 - 31/01/2006 108 0.0 7 
Canterbury 6996 01/02/1890 - 31/01/2006 116 1.1 5 
Cherry Gardens 7033 01/02/1868 - 01/02/2006 138 0.2 66 
Dover 7031 01/02/1892 - 01/02/2006 114 0.7 61 
Eastbourne 808 01/02/1886 - 01/02/2006 120 14.2 7 
Otterbourne 855 01/02/1892 - 31/12/2005 113 0.2 34 
Sandling Park 7037 02/01/1900 - 31/01/2006 106 5.4 79 
Scotney Castle 6866 31/01/1862 - 31/12/2005 143 5.8 64 
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A limitation of the analysis described above is that it does not allow analysis of non-
stationarity in the combined effects of climate variables. As CET, MSLP and NAO are 
correlated with each other, it is expected that the particular linear combinations may affect the 
rainfall more strongly than any of their independent effects. Principal component analysis 
(PCA) was applied to address this problem. This method is used to convert a set of correlated 
variables into an equally sized set of ‘principal components’, each principal component being 
composed of linear combinations of the original variables (equivalent to adding interaction 
terms between predictors), and each principal component being independent of the other 
principal components (Kottegoda and Rosso, 2008). The eigenvectors define the linear 
combinations of variables within each principal component. More detailed theory of PCA is 
described in Appendix C. In this study, the principal components of the three climate variables 
(MSLP, CET and NAO) combined with the spatial variables were used as inputs to the 
regression model to check if they provide additional insight into presence of and reasons for 
non-stationarity.  
4.3.2 Results 
Although the non-stationarity analysis covered every regression coefficient for every month, 
the results are only illustrated for one summer month (July) and one winter month (October). 
In Figure 4.1 and Figure 4.2, the non-stationarity can be visualised by plotting the coefficients 
using the running window method. These two plots show the variation of the model 
coefficients for July and October when all 50 sites were used in the regression. The five points 
highlighted using asterisks in Figure 4.1 and Figure 4.2 are the five independent samples used 
for statistical analysis. The statistically significant changes (where the test statistic Z is greater 
than 1.96 or less than -1.96) in successive windows are highlighted by bold lines. In Table 4.2, 
the significant changes are quantified as percentages of the average coefficient value over the 
154 years, with increases in value represented by positive percentages and decreases by 
negative percentages.  
The regression constant exhibits significant changes only from the third to the fourth window 
in July (Figure 4.1), demonstrating a significant decrease of rainfall in these successive 30 
year periods after removing the effect of the predictors. The upward and downward 
fluctuations of the pressure and NAO coefficients indicate non-stationary relationships. The 
plot shows that pressure has more influence on rainfall in the 30-year windows centered on 
1875 and 1935 than those centered on 1905, 1965 and 1995. A notable result is the strong 
negative correlation of NAO with rainfall in the first 30-year window while other windows 
show insignificant or positive correlation. According to the literatures (Jones et al., 1997, 
Chandler and Wheater, 2002, Uvo, 2003, Yang et al., 2005) and the results in Chapter 3, NAO 
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is not shown to have a strong impact on summer rainfall. Although the five independent 
samples do not show the temperature coefficient to have changed signficantly, Figure 4.1 
shows this would not have been the case for other definitions (start and stop years) of  the 
independent windows, illustrating the value of these plots as a complement to Table 4.2. In 
October (Figure 4.2), temperature exhibits a significantly negative relationship with rainfall in 
the first and the fourth window. Pressure influences rainfall more in the third and the fourth 
window. The impact of NAO on rainfall has a significant change from the first to the second 
window.  
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Figure 4.1 Variation of coefficients of constant and climate variables for a running 
window of 30 years in July during 1859-2008 for the spatial model; ‘*’ represents 
coefficient values for the five independent 30-year windows (1859-1888, 1889-1918, 1919-
1948, 1949-1978 and 1979-2008); dashed lines represent the 95% confidence intervals of 
the coefficients; bold lines represent significant changes in coefficients in successive 30-
year; horizontal lines represent coefficient values when using all 154 years.  
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Figure 4.2 Variation of coefficients of constant and climate variables for a running 
window of 30 years in October during 1859-2008 for the spatial model; ‘*’, dashed lines, 
bold lines and horizontal lines represent the same as in Figure 4.1
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Table 4.2 Summary of significant changes of coefficients of constant and climate 
variables in successive independent 30 years (1st: 1859-1888, 2nd: 1889-1918, 3rd: 1919-
1948, 4th: 1949-1978 and 5th: 1979-2008) 
    1st-2nd 2nd-3rd 3rd-4th 4th-5th 
JAN 
constant [1] 18%[2]     
CET coeff         
MSLP coeff         
NAO coeff         
FEB 
constant         
CET coeff         
MSLP coeff -35%     29% 
NAO coeff         
MAR 
constant         
CET coeff         
MSLP coeff         
NAO coeff         
APR 
constant         
CET coeff -281%       
MSLP coeff         
NAO coeff         
MAY 
constant         
CET coeff         
MSLP coeff 58%     -68% 
NAO coeff -187% 187% -204% 183% 
JUN 
constant   -12% 10%   
CET coeff         
MSLP coeff   -53% 63% -74% 
NAO coeff   267% -261% 213% 
JUL 
constant     -11%   
CET coeff         
MSLP coeff 54% -27% 36%   
NAO coeff 212% 112%   -157% 
AUG 
constant         
CET coeff -206%       
MSLP coeff         
NAO coeff         
SEP 
constant -19%   11% -11% 
CET coeff -120%       
MSLP coeff     -53%   
NAO coeff -247%       
OCT 
constant   -12% -7% 19% 
CET coeff 159%   -158%   
MSLP coeff   -23%   35% 
NAO coeff -147%       
NOV 
constant         
CET coeff -275%       
MSLP coeff         
NAO coeff         
DEC 
constant 14%       
CET coeff         
MSLP coeff 23% 
 
    
NAO coeff         
[1] Blank boxes mean that there was no a significant change at the 95% confidence level.  
[2] Expressed as percentage of the mean estimated value over the 154 year period. 
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To explain the changes in coefficients, time series of the modelling predictand (transformed 
rainfall) and preditors (transformed CET, MSLP and NAO) for the five independent 30 years 
for July and October are presented in Figure 4.3 and Figure 4.4 (the modelling predictand, 
which is a vector of rainfall obervations including all 50 sites, were plotted per site), and the 
relationships between the predictand and predictors are plotted in Figure 4.5 and Figure 4.6. 
Although in the first 30-year period 1859-1888, the amount of data used for modelling is 
much less than the other 30-year periods due to the large number of missing data in the early 
period, the statistical test should account for this (i.e. the sigma value in Equation 4.1 will 
tend to be larger for the first 30 years). Thus the significant changes of coefficients from the 
first to the second 30-year window might be attributed to another reason, e.g. the predictors 
being inhomogeneous (This is discussed in Section 4.4.1). The changes in coefficients for the 
other successive 30 years can also be explained by Figure 4.3 to Figure 4.6. For instance, the 
significant change in MSLP coefficient from the third to the fourth window in July can be 
observed in Figure 4.5. This can also be observed from Figure 4.3, the highest MSLP in the 
fourth window is found in year 1969 when CET and NAO were also high. It can be seen that 
in the fourth window there are some months when high MSLP corresponds to usually high 
rainfall. These values might be outliers because in summer it is expected that the Azores High 
can expand northward and bring hot and dry weather to the southern UK. Another example is 
that, in October, the negative correlation between CET and rainfall does not exhibit in the 
second and third windows. This is surprising because in October, the relationship between 
CET and rainfall normally exibits a summer behaviour, i.e. low CET correponds to high 
rainfall. The reason why the negative relationship is not shown in the second and third 
window might also be attributed to the outliers in the record which exhibits a typically winter 
behaviour, i.e. low CET relates to low rainfall. For example, in Figure 4.4, the low CET in 
year 1919 correponds to low rainfall.  
The results for July and October are broadly representative for the months April to October. 
Although the details are different, all these months saw large and/or numerous shifts in at 
least one of the coefficient values. In November to March, the coefficients were much more 
stable (Table 4.2). This is potentially a significant observation, with rainfall events in the 
winter months being more dominated by frontal systems that are expected to be more 
consistently related to monthly average climate. Whatsmore the coefficients in these months 
tend to have lower variance (indicated by Figure 3.5) so relatively small fluctuations between 
periods would have been considered significant, but were not. 
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Figure 4.3 Time series of modelling predictand (transformed rainfall) and predictors (transformed CET, MSLP and NAO) for July for the five 
independent 30-year periods 
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Figure 4.4 Time series of modelling predictand (transformed rainfall) and predictors (transformed CET, MSLP and NAO) for October for the 
five independent 30-year periods
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Figure 4.5 Modelling predictors (transformed CET, MSLP and NAO) plotted 
against predictand (transformed rainfall) for July for the five independent 30-year 
periods.  
 
Figure 4.6 Modelling predictors (transformed CET, MSLP and NAO) plotted 
against predictand (transformed rainfall) for October for the five independent 30-year 
periods.  
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The results of the PCA are presented in Table 4.3 and Table 4.4. Table 4.3 shows that for 
every month the first two principal components explain more than 75% of the total variance 
of the predictors, and more in the winter months. Table 4.4 lists the coefficients of the linear 
combinations of the climate variables (the eigenvectors). The largest coefficients in the first 
column of Table 4.4 (first principal component) correspond to CET and NAO for most of the 
months except June-August. This indicates that in winter months most of the variance of the 
climate variables can be explained by a linear combination of CET and NAO due to the high 
correlation between these variables. The largest coefficient in the second column (second 
principal component) corresponds to MSLP except June – August, showing that MSLP 
accounts for most of the remaining variance of the original variables in winter months. The 
variation of regression coefficients were plotted in Figure 4.7 and Figure 4.8 for comparison 
with Figure 4.1 and Figure 4.2. In July, PC2 is mainly made up of NAO, the variation of the 
PC2 coefficient in Figure 4.7 thus generally follows the trend of NAO coefficient in Figure 
4.1. Similarly, in October, the trend of the PC2 coefficient in Figure 4.8 and the MSLP 
coefficient in Figure 4.2 resembles each other. Using the principal components as predictors 
in the regression with rainfall, new non-stationarities were identified. As shown in Table 4.5, 
in February, July and September, significant changes of PC1 coefficient are found which 
indicates the non-stationarity in the relationship between combination of climate variables and 
rainfall. Taking July as an example, Table 4.4 shows that PC1 in July is a linear combination 
of the three climate variables (0.60×CET+0.66×MSLP+0.45×NAO), and Figure 4.7 shows 
that PC1 is negatively correlated with rainfall for all 30-year windows. This indicates that in 
July a high combination of CET, MSLP and NAO corresponds to a low rainfall. High CET, 
MSLP and NAO can be linked to a blocking event which normally brings hot and dry 
weather, and low CET, MSLP and NAO can be associated with the moving depressions in the 
Northern Hemisphere which brings frontal rainfall.  
Figure 4.9 shows the results of the non-stationarity analysis for the eight single sites, showing 
only the regression constant. The regression constant was found to be non-stationary over all 
gauges, most remarkably, in January, April and October. The non-stationarity of the 
coefficient estimates for the three climate variables are also consistent over the gauges and 
generally the same as that for the spatial model. In summary, looking at individual sites 
confirms the multi-site analysis.  
Having identified the non-stationarity in statistical downscaling models, an investigation of 
causes of the non-stationarity will be described in next section. 
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Table 4.3 Percentage of variance of the predictor data explained by the principal 
components for each month 
percent JAN FEB MAR APR MAY JUN JUL AUG SEP OCT NOV DEC 
PC1 61 61 64 52 51 49 52 52 41 52 52 58 
PC2 32 33 26 30 25 31 31 31 33 30 33 31 
PC3 7 7 9 18 24 20 17 17 25 18 14 11 
Table 4.4 Eigenvectors of the principal components 
    PC1 PC2 PC3     PC1 PC2 PC3 
JAN 
CET 0.66 -0.30 -0.68 
JUL 
CET 0.60 -0.49 -0.63 
MSLP 0.28 0.95 -0.14 MSLP 0.66 -0.13 0.74 
NAO 0.69 -0.10 0.72 NAO 0.45 0.86 -0.25 
FEB 
CET 0.69 -0.16 -0.70 
AUG 
CET 0.62 -0.45 -0.64 
MSLP 0.17 0.98 -0.06 MSLP 0.67 -0.12 0.73 
NAO 0.70 -0.08 0.71 NAO 0.41 0.88 -0.23 
MAR 
CET 0.63 -0.29 0.72 
SEP 
CET 0.68 -0.11 0.72 
MSLP 0.46 0.89 -0.05 MSLP 0.34 0.92 -0.18 
NAO 0.62 -0.36 -0.69 NAO 0.65 -0.37 -0.67 
APR 
CET 0.67 -0.06 0.74 
OCT 
CET 0.61 -0.44 -0.66 
MSLP 0.46 0.82 -0.35 MSLP 0.46 0.87 -0.15 
NAO 0.58 -0.58 -0.58 NAO 0.64 -0.21 0.74 
MAY 
CET 0.60 -0.32 0.73 
NOV 
CET 0.70 -0.08 -0.71 
MSLP 0.53 0.84 -0.07 MSLP 0.07 1.00 -0.04 
NAO 0.59 -0.44 -0.68 NAO 0.71 -0.02 0.71 
JUN 
CET 0.47 0.81 -0.35 
DEC 
CET 0.66 -0.31 -0.69 
MSLP 0.67 -0.07 0.74 MSLP 0.33 0.94 -0.10 
NAO 0.57 -0.59 -0.57 NAO 0.68 -0.16 0.72 
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Table 4.5 Summary of changes of coefficients of principal components in 
successive independent 30 years  
 
  1st-2nd 2nd-3rd 3rd-4th 4th-5th 
JAN 
PC1 coeff         
PC2 coeff         
PC3 coeff         
FEB 
PC1 coeff -88%   
 
-145% 
PC2 coeff -35%     27% 
PC3 coeff         
MAR 
PC1 coeff         
PC2 coeff -62%       
PC3 coeff         
APR 
PC1 coeff          
PC2 coeff         
PC3 coeff         
MAY 
PC1 coeff         
PC2 coeff 133% -55%   -73% 
PC3 coeff   -182%     
JUN 
PC1 coeff         
PC2 coeff   -221%     
PC3 coeff   -134% 181% -112% 
JUL 
PC1 coeff 76%     -35% 
PC2 coeff 62% 58%   -67% 
PC3 coeff     147%   
AUG 
PC1 coeff         
PC2 coeff         
PC3 coeff         
SEP 
PC1 coeff -92%       
PC2 coeff     -51%   
PC3 coeff       -225% 
OCT 
PC1 coeff         
PC2 coeff -21%     26% 
PC3 coeff -124%       
NOV 
PC1 coeff         
PC2 coeff         
PC3 coeff 169%       
DEC 
PC1 coeff         
PC2 coeff   
 
37%   
PC3 coeff         
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Figure 4.7 Variation of coefficients of constant and principal components for a 
running window of 30 years in July during 1859-2008 for the spatial model; ‘*’, dashed 
lines, bold lines and horizontal lines represent the same as in Figure 4.1 
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Figure 4.8 Variation of coefficients of constant and principal components for a 
running window of 30 years in October during 1859-2008 for the spatial model; ‘*’, 
dashed lines, bold lines and horizontal lines represent the same as in Figure 4.1 
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Figure 4.9 Variation of constant coefficient for a running window of 30 years during 
1889-2008 for the eight sites; asterisks represent coefficient values for the four 
independent 30-year windows (1889-1918, 1919-1948, 1949-1978 and 1979-2008); ‘*’ and 
bold lines represent the same as in Figure 4.1 
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Figure 4.9 continued 
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4.4 Investigating causes of non-stationarity 
As mentioned in Schmith (2008), the non-stationarity in the downscaling model may be 
attributed to the predictand or predictors being inhomogeneous. In this section, this issue was 
investigated by, as rigorously as possible, checking the data used in modelling. The physical 
reasons that might be contributed to the non-stationarity were also explored and discussed in 
the section by attempting to link the coefficient values to weather types.  
4.4.1 Homogeneity of the modelling data 
‘Homogeneity’ here means that it may be assumed that all data in a series represent the same 
variable without anomalies introduced by measurement errors, changes in instrumentation, 
changes in site or site surroundings, etc. The homogeneity of the modelling data, and 
adjustments that have been made to achieve homogeneity, can be partly assessed from the 
documentation that supports the data sets. The temperature data used is monthly mean CET. 
These data consist of three parts: 1) monthly average CET for 1659-1973 published by 
Manley (1953) and Manley (1974); 2) monthly mean CET for 1974-1991 produced by Parker 
et al. (1992); 3) up-to-date monthly mean series produced by Hadley Centre, Met Office. The 
1974-1991 monthly data were made consistent with Manley’s monthly mean values by Parker 
et al. (1992). In order to make this long-term data homogenous, adjustments were made by 
Parker et al. (1992) to allow for changes in instrumentation and exposure, changes of site, 
changes of observing time, and since 1974 recent urban warming effects were evaluated to 
correct the data series.  
The pressure data used is a Hadley Centre’s MSLP data set, HadSLP2r, which is an update of 
HadSLP2 to give near real-time data (Allan and Ansell, 2006). HadSLP2 combined globally-
complete fields of monthly marine and land pressure observations on a 5 latitude-longitude 
grid from 1850 to 2004. The land observations (from 2228 stations around the globe) were 
assessed with dubious data corrected or deleted and then reconstructed using an interpolation 
method. The marine observations were quality controlled and then gridded. These processed 
land and marine MSLP data were blended to create a spatially-complete data set (Allan and 
Ansell, 2006). HadSLP2r is an updated form using monthly NCEP/NCAR reanalysis data 
fields (adjusted to take into account the differences between the HadSLP2 and NCEP/NCAR 
products), providing a near real-time data series. It should be noted that the HadSLP2r 
updates (from 2005) and the 1850-2004 series are not homogeneous. The two series are 
homogeneous in the mean, but the variance in the HadSLP2r is higher than that of HadSLP2. 
Therefore, a version of HadSLP2r with variance reduced to be consistent with that of 
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HadSLP2 was produced (http://www.metoffice.gov.uk/hadobs/hadslp2/). This version of 
HadSLP2r with reduced variance was used in this study.    
The NAO index used was derived by Jones et al. from 1821 to 1999 (Jones et al., 1997) and 
then updated to present by Osborn (Osborn, 2004, Osborn, 2006, Osborn, 2011) using the 
same manner as used by Jones et al. (1997). Jones et al. (1997) extended the index back to 
1821 using early instrumental data for Gibraltar and a composite of sites in south-west Iceland 
to. Two sets of pressure records in Gibraltar, data from the Gibraltar Chronicle 1821-1865 and 
the World Weather Records data 1852-1995, were combined and corrections were made to 
produce a homogeneous data from 1821 to 1995. Of note is that prior to 1852 there is no 
original record for Gibraltar, so the pressure series used were readings published in the 
newspaper. The post-1864 record was corrected by comparing with two other sites in the 
region, Lisbon and San Fernando. In south-west Iceland, the pressure series before 1853 were 
from the Reykjavik area but there is little information on corrections used to the original 
observations; the series after 1853 is a composite one, including the Reykjavik series as a 
basis, adjusted Stykkisholmur data mainly for pre-1920 period, and the corrected average 
value of Akureyi and Vestmannaeyjar when Stykkisholmur values are in error. Although 
efforts have been made to homogenize these pressure series, the data might still be somewhat 
inhomogeneous due to lack of information in the early records and uncertainties in the 
corrections made to the data in general (Jones et al., 1997).  
The rainfall data used from the UK Met Office MIDAS database includes 28 long-term 
gauges and 22 shorter-term gauges. The rainfall data were quality controlled by the Met 
Office to check whether the data are correct and consistent with the surrounding data points. 
Ordinary raingauge, tipping bucket raingauge and tilting siphon raingauge were used to 
record rainfall, and the recording practices vary from station to station. However, little 
information can be found on the Centre’s website regarding the instrument and observing 
system used for each raingauge and any corrections made to adjust the rainfall data. 
Therefore, since there are not enough documents showing the rainfall data are 
inhomogeneous, and the monthly rainfall data used for modelling were checked for quality 
and inconsistencies, in this study the rainfall data are assumed homogeneous.  
To summarise, the climate predictors, monthly mean MSLP and CET, are assumed 
homogeneous because as reanalysis data great efforts were made to adjust changes in the data 
due to various effects, including changes of stations, changes in instrumentation, in observing 
sites and sites surroundings, etc. The NAO index might not be homogeneous due to the 
uncertainties in the data used to calculate this index. This might be a reason for significant 
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changes of regression coefficients associated with NAO. The predictands, monthly mean 
rainfall data for 50 sites, are assumed homogeneous. 
4.4.2 Weather types 
One hypothesis is that weather types (Lamb, 1972, Jenkinson and Collison, 1977) contain 
fundamentally different relationships between rainfall, NAO, CET and MSLP and therefore 
may help explain the non-stationarity. The weather types were defined on a daily basis either 
according to daily weather maps of British Isles (Lamb, 1972, Lamb, 1991, Hulme and 
Barrow, 1997) or according to daily mean sea level pressure data (Jenkinson and Collison, 
1977).  
Lamb (1972) subjectively classified daily scale weather types over the UK from 1861 to 
February 1997 into 27 types (Wilby, 1994, Hulme and Barrow, 1997) as listed in Table 2.1. 
This was formalised into an objective weather type classification by Jenkinson and Collison 
(1977), data for which are available from 1880 to 2007. The objective and the original Lamb 
scheme have been compared by Jones et al. (1993) and found to be highly correlated. A 
detailed introduction of weather types can be found in Section 2.3.2. In order to cover as long 
a period as possible for the non-stationarity analysis, for the purpose of our analysis, the 
objective data from 1861 to 1879 and subjective data from 1880 to 2007 were combined to 
generate a daily weather type series from 1861 to 2007. The combined weather type 
sequences were used in the following analysis.  
Figure 4.10 presents the dominant weather type for each of the 12 months from 1861 to 2007 
(147 years). For example, in the first subplot of Figure 4.10, near 50 years of January are 
dominated by Anticyclone (code 0). Generally, it can be seen that Anticyclone (code 0) is the 
dominant weather type in the majority of months, especially in summer. Cyclone (code 20) 
and Westerly (code 16) are the second and third most common dominant weather types. Other 
weather types, such as S, SW and N, dominate in just a few months.  
Fowler and Kilsby (2002) re-classified the 28 Lamb weather types into three categories: A-
type, E-type and W-type, as shown in Table 4.6. Respectively, these correspond to 
‘anticyclonic’, ‘easterly’ and ‘westerly’ behaviours of British climate. The following analysis 
is based on this classification of weather types.  
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Figure 4.10 Histogram of dominant weather type for each of the 12 months 
Table 4.6 Classification of weather types by Fowler and Kilsby (2002) 
Weather state Objective Lamb weather types 
Anticyclonic (A) A, AE, ASE, AS, ASW 
Easterly (E) AN, ANE, N, NE, CN, CNE, E, SE, CE, CSE 
Westerly (W) AW, ANW, S, SW, W, NW, C, CS, CSW, CW, CNW 
 
Testing linkages between weather types and regression coefficient estimates 
The proportion of days corresponding to each of the three weather types (A-type, E-type and 
W-type) in each 30-year moving window during 1859-2008 was recorded and each compared 
to the variation of regression coefficient estimates to see whether there are linkages between 
them. For example, if the coefficient estimate of a climate variable is a linear function of the 
proportion of days of a weather type, then the weather type days’ proportion and its 
interaction with the climate variable should also be predictors. Figure 4.11(left) shows the 
proportion of days in July in which each of the three weather types applied, plotted as the 
average value over a 30-year running window, for the purpose of comparison with Figure 4.1. 
0 2 4 6 8 10121416182022242628
0
50
100
F
re
q
u
e
n
c
y
Jan
0 2 4 6 8 10121416182022242628
0
50
100
Feb
0 2 4 6 8 10121416182022242628
0
50
100
Mar
0 2 4 6 8 10121416182022242628
0
50
100
F
re
q
u
e
n
c
y
Apr
0 2 4 6 8 10121416182022242628
0
50
100
May
0 2 4 6 8 10121416182022242628
0
50
100
Jun
0 2 4 6 8 10121416182022242628
0
50
100
F
re
q
u
e
n
c
y
Jul
0 2 4 6 8 10121416182022242628
0
50
100
Aug
0 2 4 6 8 10121416182022242628
0
50
100
Sep
0 2 4 6 8 10121416182022242628
0
50
100
Weather types
F
re
q
u
e
n
c
y
Oct
0 2 4 6 8 10121416182022242628
0
50
100
Weather types
Nov
0 2 4 6 8 10121416182022242628
0
50
100
Weather types
Dec
Chapter 4   Non-Stationarity in the Statistical Downscaling Method 
100 
Figure 4.11(right) shows the same for October for comparison with Figure 4.2. Alternatively, 
the weather type proportions were plotted against the regression coefficients for the five 
independent samples, for example as shown in Figure 4.12 and Figure 4.13 for July and 
October. It is found that no statistically significant relationships exist. However, weak linear 
relationships can be observed in some plots and tentative explanations proposed. For example, 
in the 30-years around 1905, pressure tends to have a less impact (coefficient values are 
nearer to zero) on July rainfall, which corresponds to a high proportion of A-type days and a 
low proportion of W-type days (Figure 4.11). This may be because the steady anticyclone 
developed in the mid-latitudes associated with A-type days blocks the ambient moist westerly 
winds and the moving low pressure system. In October, the higher impact of pressure (larger 
negative coefficient values) in the third and the fourth windows (centered on 1935 and 1965) 
can be associated with a low proportion of E-type days (Figure 4.11).  
These possible linkages between weather types and coefficient estimates, however, are based 
on interpreting single points and are not corroborated by the general relationships from Figure 
4.12 and Figure 4.13. Plots equivalent to Figure 4.12 and Figure 4.13 but using data from 10-
year independent windows also did not show significant relationships. This method of testing 
linkages between weather types and coefficient estimates is somewhat limited by sample size, 
and any relationship detected may highly depend on how the samples have been selected. 
Therefore, to further identify whether the weather types can help explain the variation of 
rainfall that has not been accounted for by the three climate variables in the model, another 
relatively objective method, a residual test, was then adopted.   
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Figure 4.11 Variation of proportion of days for the three weather type classifications 
(A-type, E-type and W-type) for a running window of 30 years in July (left) and October 
(right) during 1859-2008 
 
Figure 4.12 Regression coefficients plotted against proportion of days for the three 
weather types using five independent 30-year windows (July) 
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Figure 4.13 Regression coefficients plotted against proportion of days for three 
weather types using five independent 30-year windows (October) 
 
Residual test 
A residual test was applied here to examine whether the weather types help explain the 
regression residuals. The single site regression model was considered to be sufficient for this 
analysis and the site with the most complete record was used. For each of the 12 months, the 
regression residuals were split into three groups (A-type, E-type and W-type) according to the 
dominant weather type of each month. In Figure 4.14 to Figure 4.16, histograms for the three 
groups of residuals for the 12 months are plotted to test if the residuals for the three 
classifications are from the same distribution. If different groups of residuals show different 
distributions, this will imply that the weather types help interpret the model residuals. The 
sample size, mean and standard deviation of residuals for the three groups are listed in Table 
4.7. As it is difficult to tell whether the residuals are from the same population by qualitative 
analysis of the plots (Figure 4.14 to Figure 4.16) and the table (Table 4.7), some statistical 
tests are needed. Three statistical tests are applied here, including testing the difference 
between means, testing the difference between variances and a Kolmogorov-Smirnov test.   
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Figure 4.14 Histograms of regression residuals for A-type 
 
Figure 4.15 Histograms of regression residuals for E-type 
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Figure 4.16 Histograms of regression residuals for W-type 
Table 4.7 Mean and standard deviation of residuals for the three weather type 
classifications 
  Sample size Mean Standard deviation 
  
A-
type 
E-
type 
W-
type 
A-
type 
E-
type 
W-
type 
A-
type 
E-
type 
W-
type 
JAN 40 21 64 -0.22 0.17 -0.18 1.91 2.08 1.80 
FEB 43 26 57 -0.02 -0.41 -0.28 1.78 1.69 1.79 
MAR 53 27 46 0.04 -0.19 -0.18 2.02 2.19 1.74 
APR 62 30 38 0.01 -0.10 -0.09 2.01 1.53 1.58 
MAY 65 29 33 -0.06 0.34 0.20 2.33 1.45 2.04 
JUN 77 23 25 0.05 -0.20 -0.21 2.12 1.66 2.16 
JUL 61 27 45 -0.22 0.92 0.50 2.27 2.52 2.27 
AUG 58 27 48 0.10 -0.19 0.01 2.42 1.84 1.83 
SEP 59 21 47 -0.19 0.21 0.20 2.32 2.09 2.07 
OCT 46 26 57 0.36 0.08 -0.08 1.88 2.06 2.64 
NOV 45 27 61 0.00 0.41 -0.21 2.39 2.11 2.03 
DEC 39 25 65 -0.06 0.18 -0.45 1.82 2.10 1.82 
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Testing the difference between two means 
First, the means of the residuals for all pairs of weather type classifications were tested to see 
whether they are statistically different from each other. The population means and standard 
deviations of these two residual groups are denoted as µ1, µ2, σ1, σ2. The test statistic is 
  
                 
      
      Equation 4.2 
where            
  
 
  
 
  
 
  
 
is the standard deviation of the difference between the sample means. The null hypothesis of 
the test is that the mean of the residuals are not statistically different (i.e. μ1 = μ2, thus the term 
μ1 – μ2 is cancelled out in Equation 4.2). Assuming the level of significance is 0.05, the null 
hypothesis would be rejected at 95% confidence level if Z>1.96 or Z<-1.96. The test statistics 
are shown in Table 4.8 where we can find that the null hypothesis cannot be rejected in all 
months except A-E group in July (highlighted in Table 4.8). This, however, can be due to the 
single outlier in July in E-type as seen in Figure 4.15. 
Table 4.8 Test the differences in mean values of regression residuals when 
variances are known 
  Test statistic 
  A-E A-W E-W 
JAN -0.714 -0.079 0.684 
FEB 0.900 0.582 -0.293 
MAR 0.458 0.506 -0.026 
APR 0.300 0.263 -0.036 
MAY -1.023 -0.535 0.354 
JUN 0.603 0.504 0.007 
JUL -2.021 -1.377 0.773 
AUG 0.600 0.176 -0.472 
SEP -0.729 -0.701 0.033 
OCT 0.566 0.743 0.267 
NOV -0.771 0.393 1.245 
DEC -0.471 0.848 1.284 
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Testing the difference between two variances 
Second, the difference between variances was also tested. The test statistic is: 
  
          
   
   
       
          
   
   
       
          Equation 4.3 
where n1 and n2 are degrees of freedom. The null hypothesis is that the variances of the two 
groups of residuals are not statistically different. Setting the level of significance as 0.05, the 
critical value of F for n1 and n2 degrees of freedom can be checked, and the null hypothesis 
would be rejected at 95% confidence level if F>critical value. The results are provided in  
Table 4.9, where the test statistics and critical values of the test are given. The results show 
that the null hypothesis cannot be rejected at 95% confidence level for all months except A-E 
group in May and A-W group in August (highlighted in Table 4.9).  
Table 4.9 Test the differences in variance of regression residuals when means are 
known 
  Test statistic Critical value 
  A-E A-W E-W A-E A-W E-W 
JAN 0.842 1.129 1.340 1.96 1.580 1.720 
FEB 1.108 0.994 0.897 1.85 1.570 1.700 
MAR 0.847 1.354 1.598 1.81 1.630 1.740 
APR 1.725 1.619 0.939 1.74 1.640 1.750 
MAY 2.580 1.297 0.503 1.75 1.670 1.810 
JUN 1.631 0.960 0.589 1.84 1.800 1.970 
JUL 0.812 1.000 1.232 1.79 1.610 1.740 
AUG 1.740 1.750 1.005 1.79 1.58 1.720 
SEP 1.236 1.256 1.016 1.92 1.600 1.780 
OCT 0.837 0.506 0.604 1.84 1.590 1.690 
NOV 1.275 1.387 1.088 1.82 1.570 1.670 
DEC 0.750 1.002 1.336 1.88 1.580 1.670 
 
Kolmogorov-Smirnov Two Sample Test 
Other than testing the mean and variance of the residuals, a Kolmogorov-Smirnov two-sample 
test was also adopted to test whether two groups of residuals come from the same distribution 
(Kottegoda and Rosso, 2008). The theory of the test is described in Appendix D. The null 
hypothesis is that the residuals for every two weather types are from the same continuous 
distribution. The test statistic is defined as 
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,m n
mn
D
m n
        Equation 4.4 
where m and n are sizes of the two samples, Dm,n represents the maximum absolute difference 
between two empirical distribution functions. The table of critical values of the Kolmogorov-
Smirnov two-sample test can be found in Harter and Owen (1988). For large sample size (the 
sample size of residuals in this study can be regarded as large), the approximate critical value 
is given, 
,Pr 1.3581 0.95m n
mn
D
m n
 
  
 
    Equation 4.5
 
Table 4.10 lists the test statistics of Kolmogorov-Smirnov two-sample test for residuals of 
each pair of weather types. As all test statistics are less than the critical value of 1.36 for the 
level of significance 0.05, the null hypothesis cannot be rejected with 95% confidence, 
supporting the conclusion that available weather type data do not improve the explanatory 
power of the regression model. Moreover, initial test of linkages between weather types and 
regression coefficients has not shown significant relationships. Therefore, weather types do 
not help interpret the physical causes of the non-stationarity.  
The limitations of using weather types should be recognized and are summarised here. First, 
the weather types represent the circulation over the whole British Isles, thus it might not be 
representative of the local weather conditions of south-east UK. Second, it is arbitrary to 
define the weather of a particular month using the dominate weather type. For instance, for a 
month with A as dominant weather type, if in this month there is a W day with considerably 
heavy rainfall which contributes to most of rainfall of this month, this information will not be 
reflected by the dominant weather type. Third, the weather types were classified into three 
weather states (A-type, E-type and W-type) according to Fowler and Kilsby (2002), 
nevertheless, this might not be the best way to classify weather types. Better approaches 
towards weather type classification may help explain and reveal the physical reasons of the 
non-stationarity.
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Table 4.10 Results of the Kolmogorov-Smirnov two-sample test 
  Test statistic 
  A-E A-W E-W 
JAN 0.76 0.56 0.83 
FEB 0.83 0.88 0.34 
MAR 0.48 0.60 0.51 
APR 0.79 0.60 0.27 
MAY 0.81 0.62 0.39 
JUN 0.67 0.48 0.39 
JUL 1.32 1.10 0.49 
AUG 0.90 0.82 0.48 
SEP 0.72 0.69 0.39 
OCT 0.80 1.03 0.51 
NOV 0.55 0.58 0.60 
DEC 0.63 0.68 0.67 
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4.5 Effect of record length on robustness and performance 
The non-stationarity analysis above only considered one record length that is 30 years. 
However, the record length may have an impact on the model non-stationarity. This will be 
discussed in this section. 
There is expected to be a trade off between robustness in model coefficients from model 
calibration using longer record lengths (i.e. reducing non-stationarity) and model performance 
(i.e. higher R
2
) using shorter records. The sensitivity of the model performance to record 
length was tested by calibrating models using periods of 10, 20, 30, 50, 100 and 150 years and 
calculating the R
2
 values for each period. For example, for period of 10 years, 15×10 years’ 
models were calibrated and the average R
2
 values for the 15 models were calculated. Results 
are shown in Table 4.11, where the R
2
 values for shorter periods are generally higher than the 
values for longer periods. 
The sensitivity of the robustness in model coefficients (i.e. the effects of existence of non-
stationarity) can be measured by the transferability of the model coefficients. For example, 
using the existing 5×30 years model, whether the model coefficients from one 30-year period 
can be used in the other 30-year period was tested and R
2
 values assessed. Failure to transfer 
the coefficients (i.e. a significant reduction in R
2
) is equivalent to non-stationarity in the 
model. Here models were calibrated using periods of 10, 20, 30, 50 and 70 years and the 
transferability of the model coefficients were tested respectively. For each period, only two or 
three models were assessed. In Table 4.12, the R
2
 values of the original models and models 
using coefficients from other periods are given for 10, 20, 30, 50 and 70 years. Taking the 10-
year period as an example, the coefficients from the 2nd 10-year period were used in the 1st 
period, the coefficients from the 8th period used in the 7th period, and the coefficients from 
the 15th period used in the 14th period. It is apparent from Table 4.12 that, for every record 
length, transferring coefficients between periods reduces the explanatory ability of the 
regression models, indicating the non-stationarity of the model. It is also not difficult to find 
that the transferability of the model coefficients generally falls off with the record length, with 
the R
2
 values showing the greatest reduction in 10-year period and smallest reduction in 70-
year period. This corroborates that using longer record length reduces non-stationarity in the 
model.  
The results of the analysis above suggest that the length of record has an impact on the model 
robustness and performance, that is, using longer record generally reduces the model 
performance but improves the transferability of the model coefficients. However, closer 
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inspection of the results reveals that in some cases there is not a trade off. For example, from 
the 30-year to 50-year record, no obvious decrease in R2 values and no significant 
improvement in the coefficient transferability was observed. Therefore, when developing 
statistical downscaling models, the effect of record length on robustness and performance 
should be accounted for but an optimum trade off might be difficult to be identified. The 
results also imply that, in cases of limited data supply, the non-stationarity in the model 
should be considered when estimating uncertainties.  
Table 4.11 R
2
 values for models of 10, 20, 30, 50, 100 and 150 years 
R
2
 10-year 20-year 30-year 50-year 100-year 150-year 
JAN 0.70 0.66 0.66 0.63 0.66 0.65 
FEB 0.65 0.63 0.62 0.63 0.66 0.65 
MAR 0.66 0.63 0.61 0.63 0.60 0.60 
APR 0.55 0.53 0.51 0.54 0.59 0.56 
MAY 0.54 0.49 0.45 0.44 0.38 0.39 
JUN 0.52 0.44 0.42 0.40 0.41 0.38 
JUL 0.53 0.45 0.43 0.39 0.39 0.38 
AUG 0.55 0.52 0.50 0.49 0.49 0.48 
SEP 0.58 0.54 0.52 0.50 0.56 0.54 
OCT 0.64 0.57 0.53 0.55 0.55 0.55 
NOV 0.64 0.57 0.58 0.58 0.57 0.57 
DEC 0.67 0.61 0.61 0.59 0.58 0.58 
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Table 4.12 R
2
 values of the original models and models using coefficients from other periods for 10, 20, 30, 50 and 70 years 
R
2 10-year   20-year    
 
1st 2nd-1st 7th 8th-7th 14th 15th-14th 1st 2nd-1st 3rd 4th-3rd 6th 7th-6th 
JAN 0.80 0.66 0.42 0 0.86 0.78 0.76 0.09 0.54 0.21 0.70 0.59 
FEB 0.65 0.12 0.67 0.33 0.81 0.63 0.31 0 0.67 0.61 0.77 0.64 
MAR 0.56 0.24 0.47 0 0.51 0.21 0.57 0.32 0.72 0.32 0.60 0.53 
APR 0.39 0 0.36 0 0.81 0.67 0.42 0.32 0.48 0.15 0.50 0.38 
MAY 0.34 0 0.66 0.52 0.61 0 0.63 0.22 0.27 0 0.36 0 
JUN 0.88 0.45 0.70 0 0.67 0.48 0.57 0.37 0.37 0 0.33 0.14 
JUL 0.50 0 0.66 0.32 0.27 0 0.54 0.32 0.29 0.15 0.24 0 
AUG 0.33 0 0.43 0 0.57 0.08 0.52 0.33 0.71 0.55 0.50 0.31 
SEP 0.90 0.54 0.60 0.14 0.74 0.65 0.56 0.36 0.50 0.39 0.66 0.61 
OCT 0.79 0.20 0.78 0.51 0.35 0 0.57 0 0.57 0.31 0.67 0.19 
NOV 0.50 0.09 0.57 0 0.53 0 0.43 0.39 0.59 0.47 0.66 0.47 
DEC 0.87 0.46 0.73 0.36 0.60 0.53 0.65 0.41 0.61 0.57 0.69 0.65 
 
30-year 50-year 70-year 
 
1st  2nd-1st 3rd 4th-3rd 4th  5th-4th 1st 2nd-1st 2nd 3rd-2nd 1st 2nd-1st 
JAN 0.71 0.52 0.62 0.48 0.66 0.57 0.57 0.44 0.59 0.54 0.53 0.47 
FEB 0.46 0.30 0.66 0.64 0.73 0.66 0.58 0.47 0.67 0.62 0.63 0.58 
MAR 0.52 0.38 0.61 0.53 0.60 0.52 0.65 0.44 0.63 0.55 0.61 0.51 
APR 0.28 0.14 0.56 0.37 0.56 0.51 0.42 0.26 0.59 0.52 0.45 0.38 
MAY 0.62 0.39 0.43 0.27 0.34 0.01 0.57 0.40 0.31 0.27 0.41 0.39 
JUN 0.42 0.32 0.49 0.20 0.32 0.20 0.31 0 0.51 0.40 0.44 0.38 
JUL 0.63 0.46 0.43 0.28 0.34 0.24 0.45 0.33 0.43 0.24 0.43 0.34 
AUG 0.41 0.21 0.50 0.46 0.51 0.37 0.48 0.41 0.54 0.48 0.52 0.48 
SEP 0.43 0 0.45 0.16 0.59 0.50 0.40 0.29 0.46 0.20 0.52 0.46 
OCT 0.46 0.30 0.62 0.55 0.52 0.19 0.57 0.51 0.48 0.37 0.63 0.48 
NOV 0.55 0.45 0.53 0.46 0.62 0.52 0.58 0.48 0.51 0.50 0.52 0.37 
DEC 0.64 0.50 0.65 0.60 0.59 0.53 0.57 0.37 0.59 0.58 0.62 0.59 
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4.6 RCM analysis 
In previous analyses, the linear regression models were used to capture the non-linear 
relationships between rainfall and climate variables, and the models will then be applied to 
simulate future rainfall. However, the question is how well the models can represent this non-
linearity. In order to investigate this, Regional Climate Models (RCMs) are used here because 
they are formulated to represent the non-linearity of the relationships between rainfall and 
climate variables. RCMs provide rainfall data for future climate change conditions which 
allow us to evaluate the ability of the linear regression models to simulate future rainfall 
variability. The RCMs themselves have error, so the analysis evaluates the implications of 
linearising a non-linear physics-based model of the system rather than the real system. In the 
following analysis, linear regression models were developed using RCM produced rainfall 
and climate data, and future rainfall projections were then generated with the regression 
models and the statistics compared with the corresponding RCM prediction statistics.  
Regional climate models (RCMs) represents the atmospheric dynamical and physical 
processes in the same way as global climate model (GCMs). RCMs have a higher resolution 
(50km or less) than GCMs, and are driven by GCMs outputs or reanalysis data which can 
include greenhouse gas and aerosol forcing. Due to the higher spatial resolution, RCMs give a 
better representation of orography, land use etc., providing more detailed climate simulations 
for a small, local area of interest (Maraun et al., 2010). Many different RCMs have been 
developed for various regions. There have been many projects recently on quantifying 
uncertainties in prediction of regional climate change by using an array of RCMs and 
comparing their performance, such as the Prediction of Regional scenarios and Uncertainties 
for Defining EuropeaN Climate change risks and Effects (PRUDENCE) project (Christensen 
et al., 2007), ENSEMBLES project (Hewitt, 2005, van der Linden and Mitchell, 2009), the 
North American Regional Climate Change Assessment project (NARCCAP) (Mearns et al., 
2009), and the recent Coordinated Regional Climate Downscaling Experiment (CORDEX) 
project (http://wcrp-cordex.ipsl.jussieu.fr/).  
In this study, the Hadley Centre model HadRM3 data accessed from the PRUDENCE website 
(http://prudence.dmi.dk/) were used. The data are monthly from 1951-2100 with a grid 
resolution of 25km. To be used as model predictors, grid-squares of rainfall, pressure and 
temperature data covering the study region (approximately 50.625N-51.625N and 1.875W-
1.625E) were averaged, and NAO index values were derived by calculating the normalised 
pressure difference between Gibraltar and Reykjavik, Iceland as described in Jones et al. 
(1997) using RCM data. The relationships between rainfall and climate data for the RCM data 
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and observed data were plotted in Figure 4.17 to Figure 4.19 for comparison. The purpose of 
these plots is to identify whether the rainfall-climate data relationships in the observed data 
are captured by the RCM data, if not, the RCM analysis will be less meaningful. It can be 
seen from the plots that the relationships all look fairly similar except the MSLP-rainfall 
relationship in June, July, August and September where the RCM pressure data (the red dots) 
is apparently lower than the observed pressure data (the blue dots). Therefore, in general, the 
rainfall-climate data relationships have no clearly visible difference between the RCM data 
and the observed data. 
 
Figure 4.17 RCM rainfall plotted against RCM MSLP (red); Observed rainfall 
plotted against observed MSLP (blue) 
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Figure 4.18 RCM rainfall plotted against RCM temperature (red); Observed rainfall 
plotted against observed temperature (blue) 
0 10 20
0
100
200
R
a
in
fa
ll 
(m
m
)
Jan
0 10 20
0
100
200
Feb
0 10 20
0
100
200
Mar
0 10 20
0
100
200
R
a
in
fa
ll 
(m
m
)
Apr
0 10 20
0
100
200
May
0 10 20
0
100
200
Jun
0 10 20
0
100
200
R
a
in
fa
ll 
(m
m
)
Jul
0 10 20
0
100
200
Aug
0 10 20
0
100
200
Sep
0 10 20
0
100
200
Temperature (degC)
R
a
in
fa
ll 
(m
m
)
Oct
0 10 20
0
100
200
Temperature (degC)
Nov
0 10 20
0
100
200
Temperature (degC)
Dec
Chapter 4   Non-Stationarity in the Statistical Downscaling Method 
115 
 
Figure 4.19 RCM rainfall plotted against RCM NAO (red); Observed rainfall plotted 
against observed NAO (blue) 
Regression models were fit using the RCM produced rainfall and climate data, assuming the 
same dynamic predictors as previously used in Chapter 3. No spatial predictors were used 
here because the rainfall data used are averaged values. The R
2
 values vary from 0.45 in 
November to 0.68 in December as shown in Figure 4.20. The regression coefficients with the 
95% confidence bounds over the 12 months are exhibited in Figure 4.21. Pressure is found to 
significantly affect the rainfall in all months. Temperature plays an important role in 
November-March and July-September, and NAO effect is significant in November, January-
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April and July. Comparison with previous plot of regression coefficients (Figure 3.5) 
generally shows similar results, which supports the findings in Figure 4.17 to Figure 4.19. 
Error statistics are also plotted as displayed in Figure 4.22 to Figure 4.24 to check whether 
there is obvious structure in errors. It can be found that errors show little apparent structure in 
the graphical diagnostics. No discernible relationships between errors and predictors can be 
observed in Figure 4.22; errors are generally normally distributed as shown in Figure 4.23; 
and no significant autocorrelation in errors from one month to the next was perceived in 
Figure 4.24. Therefore the error analysis provided no evidence that the regression method is 
unsuitable for modelling the RCM data.  
 
Figure 4.20  R
2
 values for the 12 months 
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Figure 4.21 Regression coefficients for each month. Dashed lines represent the 95% 
confidence interval of the coefficients. 
 
Figure 4.22 Errors plotted against input variables for July 
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Figure 4.23 Plot of residuals to test for normality 
 
Figure 4.24 Autocorrelation of errors (all months together) at lags 0-12 months. 
Dashed lines represent the interval which is not different from zero at the 95% 
significance level.  
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The results of the regression modelling using RCM data from 1951-2010 are displayed in 
Figure 4.25 to Figure 4.27. To represent the possible ranges of rainfall, 200 time-series of 
rainfall were simulated using the model. In Figure 4.25, the 95% confidence bounds and the 
maximum and minimum values of the ensemble rainfall are shown. The figure shows no 
obvious evidence that the RCM rainfall are not a sample from the simulated rainfall 
distribution. In addition, 2-year, 5-year and 10-year running averages of RCM and simulated 
rainfall are presented in Figure 4.26. This illustrates that the inter-annual variability in RCM 
rainfall is broadly captured by the simulated ensemble, although some extreme rainfall are out 
of the simulation bounds, e.g. the low rainfall value in 1980-1981 in Figure 4.26a. Figure 4.27 
shows a number of statistics of the RCM and simulated data. This further corroborates that the 
model is capable of representing the properties of the RCM rainfall.  
 
Figure 4.25 RCM rainfall and simulated rainfall: annual, winter (October to March) 
and summer (April to September) periods from 1951-2010. 95% intervals of ensemble 
are shaded; outer blue lines are bounds of ensemble; black lines are RCM rainfall data 
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Figure 4.26 RCM and simulated 2-year, 5-year and 10-year running means from 
1951-2010. 95% significance intervals of ensemble are shaded; outer blue lines are 
bounds of ensemble; black lines are RCM rainfall data 
 
Figure 4.27 Selected statistics of the RCM and simulated rainfall. 95% significance 
intervals of ensemble are shaded; outer blue lines are bounds of ensemble; black lines 
are RCM data 
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The 60-year regression models were then used to simulate future rainfall. Prior to applying 
the 1951-2010 model to simulate rainfall for 2021-2080, the rainfall-climate data relationships 
for 1951-2010 and 2021-2080 were plotted and compared as shown in Figure 4.28 to Figure 
4.30. No obvious difference was detected in Figure 4.28 and Figure 4.30; in Figure 4.29, the 
temperature data for 2021-2080 are visibly higher than the 1951-2010 temperature, consistent 
with the emission scenario used. The 2021-2080 rainfall values were simulated with the 
regression model, the results of which are exhibited in Figure 4.31 to Figure 4.33. 200 time-
series of rainfall simulations were generated and plotted as before. It can be found in Figure 
4.31 (annual, winter and summer RCM and simulated rainfall) and Figure 4.32 (2-year, 5-year 
and 10-year running means of RCM and simulated rainfall) that the RCM rainfall are 
generally encompassed by the simulated rainfall, although there are some biases in the 
simulation. Comparison of the simulated rainfall statistics with the corresponding RCM 
prediction statistics (Figure 4.33) shows that the rainfall statistics are generally captured by 
the RCM data except that the mean rainfall is out of the simulation bounds in July, August and 
September.  
The biases in the projection of the mean rainfall might be considered important. For example, 
for an application where the August rainfall is important (for tourism, irrigation, etc), the 
regression model is incapable of giving a useful projection arguably. Therefore the conclusion 
from the RCM analysis is that there is an indication of the dangers of statistical projection of 
the regression model.  
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Figure 4.28 RCM rainfall plotted against RCM MSLP for 1951-2010 (blue) and 
2021-2080 (red) 
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Figure 4.29 RCM rainfall plotted against RCM temperature for 1951-2010 (blue) 
and 2021-2080 (red) 
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Figure 4.30 RCM rainfall plotted against RCM NAO for 1951-2010 (blue) and 2021-
2080 (red) 
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Figure 4.31 RCM rainfall and simulated rainfall: annual, winter (October to March) 
and summer (April to September) periods from 2021-2080. 95% intervals of ensemble 
are shaded; outer blue lines are bounds of ensemble; black lines are RCM rainfall data 
 
Figure 4.32 RCM and simulated 2-year, 5-year and 10-year running means from 
2021-2080. 95% significance intervals of ensemble are shaded; outer blue lines are 
bounds of ensemble; black lines are RCM rainfall data 
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Figure 4.33 Selected statistics of the RCM and simulated rainfall. 95% significance 
intervals of ensemble are shaded; outer blue lines are bounds of ensemble; black lines 
are RCM data 
4.7 Summary  
In this chapter, a brief literature review of the non-stationarity analysis was firstly given 
which discussed the non-stationarity analysis conducted by other studies and stated the need 
of testing the non-stationarity using long-term records with appropriate tests. The south-east 
UK is fortunate to have long-term data which enables the non-stationarity analysis to be 
conducted. The non-stationarity in coefficients of the previously defined regression models 
were then assessed using two approaches: visualising the fluctuation of the coefficient 
estimates using a running window method, and testing whether the changes in coefficient 
estimates in successive independent windows are statistically significant. This is followed by 
an investigation of causes of the non-stationarity. The homogeneity of the predictors and 
predictands was examined. To explore the possible physical reason for the non-stationarity, 
the coefficient estimates were related to the weather types. The effect of record length on 
model non-stationarity was also assessed. Finally, a RCM analysis was carried out to test 
whether the linear regression model can capture the non-linearity between rainfall and climate 
variables. The main conclusions of this chapter are: 
 The non-stationarity in coefficients was identified in almost all months for at least one 
coefficient. In general, the coefficients are more variable in summer months than 
winter months, which is as expected because winter rainfall is more consistently 
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related to the monthly average climate. Using PCA, the non-stationarities in the 
relationships between rainfall and combinations of climate variables were identified. 
The single site analysis generally shows consistent results with the multi-site analysis 
which further confirms the results of the multi-site analysis. 
 To investigate the reasons for the non-stationarity, the homogeneity of the modelling 
data was examined by checking the relevant literature. It was found that the NAO 
index might not be homogeneous owing to the uncertainties in the pressure data used 
to derive this index. This might be responsible for the non-stationarity inspected in 
the coefficients associated with NAO. Potential physical reasons for the non-
stationarity were investigated using weather types. However, testing linkages between 
prevalence of weather types and regression coefficients did not show significant 
relationships. Further, residual tests also did not reveal any improvement of the 
explanatory ability of the model by using weather types. It is suggested that better 
approaches to define monthly weather type and classify the weather type groups 
might help interpret the physical causes of the non-stationarity. 
 The record length showed an impact on the model non-stationarity. The transferability 
of the model coefficients increases with record length, that is, longer record reduces 
non-stationarity. The model performance (the R
2
 values) is found to be comparatively 
lower using longer record. However, it might be difficult to find an optimum trade off 
between the robustness in model coefficients and model performance because in some 
cases there is not a trade off.  
 As RCMs provide both historic and future rainfall data, the main objective of the 
RCM analysis is to test the ability of the linear regression model to emulate the 
behavior of modelled non-linear relationship, in particular its biases in projecting into 
the future. The results show the biases in the regression model’s projections of mean 
rainfall in July, August and September relative to the non-linear model. This 
illustrates the risk of projecting the model to simulate future rainfall.  
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CHAPTER 5 
Rainfall Simulation under Climate Change 
Scenarios 
5.1 Introduction 
Non-stationarity in the statistical downscaling models has been identified in Chapter 4. This 
chapter will focus on incorporating the uncertainty introduced by this non-stationarity in 
future rainfall simulation. In climate impacts studies that use statistical downscaling, it is 
common practice to consider the uncertainty introduced by the global climate models (called 
climate model uncertainty hereafter) by using model ensembles. Also, statistical downscaling 
models are used to simulate uncertainty due to random variations in climate (called natural 
variability hereafter). It is very uncommon, however, to consider the uncertainty introduced 
by the non-stationarity in the statistical downscaling model (called downscaling uncertainty 
hereafter). This chapter addresses this limitation in current statistical downscaling practice, 
with the following objectives: 
 To simulate multi-site monthly rainfall in south-east UK under climate change 
scenarios using a simple regression downscaling method. 
 To identify the three different uncertainties – the downscaling uncertainty, the 
climate model uncertainty and the natural variability in rainfall simulations, and 
conclude on their relative importance. 
 To include these uncertainties in projections by using ensemble and attempt to 
weight members of the ensemble. 
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 In order to achieve these objectives, the methods of the analysis are: 
 Review relevant literature on rainfall simulation under future changing climate (see 
Section 5.2). 
 Manipulate the GCM variables in order to provide climate predictors for the 
downscaling models (see Section 5.3). 
 Define the error models for the downscaling models and generate rainfall 
projections for the period 2021-2050 using five downscaling models fitted on 
different 30-year historical periods and five GCMs’ data; visualise and discuss the 
three different uncertainties in the rainfall projections; investigate the impacts of the 
Box-Cox transformation on the rainfall projections (see Section 5.4). 
 Generate super-ensembles to incorporate these uncertainties, and evaluate the 
usefulness of weighting the members of the super-ensemble (see Section 5.5). 
 Summarise the analysis and comment on the limitations of the methods (see Section 
5.6). 
5.2  Reviews of rainfall simulation for the future 
5.2.1  General Circulation Models 
There are around 20 GCMs used to generate climate change scenarios in the Fourth 
Assessment Report (AR4) of the Intergovernmental Panel on Climate Change (IPCC, 2007b). 
In this study, monthly outputs from five GCMs developed by different institutions were used 
to generate rainfall projections for south-east UK. The details of the five GCMs will be 
described in Section 5.3. These five GCMs are chosen because they are the most widely used 
GCMs in the climate change impacts studies.  
Modelling future climate change with GCMs is based upon estimation of future levels of 
greenhouse gases emissions. Thus ‘emission scenarios’ are defined by IPCC (2007b) as 
“plausible representations of the future development of emissions of substances. These 
representations are based on a set of assumptions about determining factors, such as 
demographic and socio-economic change and technological change”. In the IPCC Special 
Report on Emissions Scenarios (SRES), six families of scenarios (A1FI, A1B, A1T, A2, B1, 
and B2) are summarised as shown in Table 5.1 (Nakicenovic et al., 2000). Other than the 
SRES scenarios, there are also some non-SRES scenarios used in IPCC Assessment Reports 
as summarised in Table 5.2. The CO2 emissions per year and the predicted temperature 
changes for each scenario are displayed in Figure 5.1 and Figure 5.2. 
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The choice of different emission scenarios can give rise to different results in a climate impact 
study. Emission scenario uncertainty is different from other uncertainties and can be 
incorporated by making projections using different emission scenarios. In this study, only one 
emission scenario was used in order to focus more on model uncertainty. The A1B emission 
scenario was selected because it provides a good medium scenario for CO2 emissions. As seen 
in Figure 5.1, the CO2 emissions for the A1B scenario increase until around 2050 and then 
decrease. This leads to a global temperature increase by 2-3.5C by 2100 for the A1B scenario 
(Figure 5.2). More details of the A1B emission scenario are described in Nakicenovic et al. 
(2000). The 20C3M scenario, which simulates the climate of the 20th century based on the 
greenhouse gasses emission observed through the 20th century, was used to standardise the 
GCMs’ data and weight model projections as will be described in Section 5.3. 
In order to use the GCMs’ outputs for simulation of rainfall in south-east UK, knowing the 
accuracy of the climate variables simulated by these models is important. A number of studies 
have been carried out to evaluate the GCM outputs. It has been found that the broad-scale 
mean sea level pressure and surface temperature can be reasonably captured by the GCMs 
(IPCC, 2007b, Bader et al., 2008, Murphy et al., 2009). 
Table 5.1 Six SRES scenario families (Nakicenovic et al., 2000) 
Scenario families More economic focus More environmental focus 
Globalisation 
(homogeneous world) 
A1                                 
rapid economic growth 
(groups: A1T; A1B; A1Fl) 
B1                                
global environmental 
sustainability 
Regionalisation 
(heterogeneous world) 
A2                          
regionally oriented economic 
development 
B2                                   
local environmental 
sustainability 
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Table 5.2 Non-SRES scenarios (IPCC, 2007b) 
Non-SRES 
scenarios 
Description 
PIC TL Experiments run with constant pre-industrial levels of greenhouse gasses 
20C3M Experiments run with greenhouse gasses increasing as observed through 
the 20th century 
COMMIT An idealised scenario in which the atmospheric burdens of long-lived 
greenhouse gasses are held fixed at AD2000 levels 
1PTO2X Experiments run with greenhouse gasses increasing from pre-industrial 
levels at a rate of 1% per year until the concentration has doubled and 
held constant thereafter 
1PTO4X Experiments run with greenhouse gasses increasing from pre-industrial 
levels at a rate of 1% per year until the concentration has quadrupled and 
held constant thereafter 
 
 
Figure 5.1 CO2 emissions per year for the SRES scenarios (IPCC, 2007b)  
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Figure 5.2 Predicted temperature change for each SRES scenario (IPCC, 2007b) 
5.2.2 Uncertainties in downscaled rainfall  
The uncertainties in building future rainfall scenarios can be introduced by the configuration 
of the GCM (i.e. GCM formulation and parameterization), the emission scenario, the natural 
variability and the downscaling method. The relative importance of the different sources of 
uncertainties was investigated by a number of studies. One important aspect of UKCP09 
(Murphy et al., 2009) is to estimate uncertainties in future climate projections, including 
climate model uncertainty, natural climate variability, and emissions uncertainty. The climate 
model uncertainty was quantified by using a perturbed physics ensemble, which alters the 
climate model parameters within plausible ranges to generate multiple model runs. The 
natural variability was caused by both internal and external factors on the climate system. The 
effects of the internal factors (due to the chaotic nature of the climate system) were accounted 
for also by varying climate model parameters. Changes to the external factors (due to, e.g., 
solar forcing and volcanic eruptions) in future climate were not considered in UKCP09. The 
emissions uncertainty was incorporated by using three emission scenarios: low (IPCC SRES: 
B1), medium (IPCC SRES: A1B), and high (IPCC SRES: A1FI). It was found that generally 
all sources of uncertainty contribute and no single source dominates.  
Wilby and Harris (2006) assessed different sources of uncertainty in impacts of climate 
change on low flows in River Thames, UK using four GCMs, two emission scenarios, two 
statistical downscaling approaches, two hydrological model structures and two hydrological 
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model parameter sets. Probabilistic projections of low flows were produced with GCMs, 
hydrological models and parameter sets weighted and emission scenarios and downscaling 
methods unweighted. The projections were found most sensitive to uncertainties introduced 
by the choice of GCM. Vidal and Wade (2008) explored these uncertainties in projections of 
rainfall for three UK catchments using six different GCMs, two emission scenarios (A2 and 
B2) and four downscaling methods (including statistical and dynamical downscaling). The 
results show that the GCM configuration is the main source of uncertainty in rainfall 
projections. The uncertainty due to the downscaling method also appears to be significant for 
one catchment in summer. Maraun et al. (2010) argued that in general the main sources of 
uncertainty in the downscaled results are GCM formulation and parameterisation, uncertainty 
in emission scenario, and natural variability, and found that the relative importance of 
different sources of uncertainty depends upon the time scales of interest. It was suggested that 
the natural variability dominates the most of the uncertainty on decadal time scales because 
the climate change signal is small compared to the natural variability on this time scale, while 
GCM formulation becomes the main contributor of uncertainty on prediction on longer time 
scales when the climate change signal is evident. However, none of these studies examined 
the influence of downscaling uncertainty due to model non-stationarity.  
5.2.3 Multi-model ensemble   
As the GCM configuration has been identified as the main contributor of uncertainty by 
several studies (Prudhomme, 2006, Vidal and Wade, 2008), to incorporate this source of 
uncertainty in future projections, a multimodel ensemble is developed by combining 
projections from different GCMs. This is believed to give more robust rainfall projections 
than that of any individual GCM (Lambert and Boer, 2001, Phillips and Gleckler, 2006, IPCC, 
2007b).  
There are different ways to assign weights to the GCM ensemble members, generally using 
two criteria: (1) model performance criterion, based on the capability of a model to reproduce 
the observed climate and (2) model convergence criterion, based on how the model 
projections are consistent with the multimodel ensemble mean projections (Giorgi and 
Mearns, 2002, Dessai et al., 2005, IPCC, 2007b, Johnson and Sharma, 2009). It has been 
shown by Giorgi and Mearns (2003) that the model convergence criterion artificially makes 
the uncertainty smaller, therefore most of studies focus on using the model performance 
criterion to weight various GCM projections. For example, Perkins et al. (2007) evaluated 
daily rainfall and minimum and maximum temperature over 12 regions in Australia generated 
by climate model. This was conducted by developing a quantitative measure to test how the 
data produced by climate model match the probability density functions of observed data for 
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each variable. Vidal and Wade (2008) used three GCM weighting approaches based upon the 
ability of a GCM to reproduce monthly rainfall means, monthly rainfall distribution and mean 
rainfall regime (amplitude and pattern of observed rainfall). They found that the three GCM 
weighting schemes generally give similar results.  
5.2.4 Summary 
This literature review briefly covered a discussion of uncertainties in downscaling of GCM 
outputs and the use of multi-model ensembles to address GCM uncertainties. However, 
among those studies that analysed various sources of uncertainty, there are very few studies 
(e.g. Schmith, 2008, Raje and Mujumdar, 2010) where uncertainty due to the non-stationarity 
in the downscaling model is investigated. This calls for the need to examine whether this non-
stationarity can lead to significant uncertainty in future rainfall projections, which is the focus 
of this chapter.  
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5.3 Preparing the predictors from the GCM data 
The GCM data were obtained from IPCC Data Distribution Centre (http://www.ipcc-
data.org/). The five selected GCMs are summarised in Table 5.3.  
Table 5.3 Details of climate models 
Model 
Type 
Institution  Model name  Grid 20C3M 
years 
A1B years Reference 
GCM Commonwealth 
Scientific and 
Industrial 
Research 
Organisation  
CSIROMK3 approx. 
1.875° 
latitude   × 
1.875° 
longitude 
1871 – 2000 2001 – 
2200  
Collier, 
2005 
GCM Canadian Centre 
for Climate 
Modelling and 
Analysis 
CGCM3 approx. 
2.8° 
latitude   × 
2.8° 
longitude 
1850 – 2000  2001 – 
2300  
Flato, 
2005 
GCM Centre National 
de Recherches 
Meteorologiques  
CNRMCM3 approx. 
2.8° 
latitude   × 
2.8° 
longitude 
1860 – 1999  2000 – 
2209  
Salas, 
2005 
GCM Max-Planck-
Institute 
ECHAM5 approx. 
1.875° 
latitude   × 
1.875° 
longitude 
1860 – 2100 2001 – 
2200  
Roeckner, 
2005 
GCM Hadley Centre HADCM3 2.5° 
latitude   × 
3.75° 
longitude 
1860 – 1999 2000 – 
2199  
Lowe, 
2005 
 
The atmospheric data from the five GCMs for the period 2021-2050 under the A1B emission 
scenario were used. One assumption made here is that the predictors will not change in the 
future (i.e. the predictors identified from historical analysis in Chapter 3 will be used to 
generate future rainfall projections). In order to provide climate predictors for the 
downscaling model, these climate data from GCMs were selected and manipulated as 
described below. 
Pressure data. The historical pressure data used previously to fit the downscaling model is a 
5-degree latitude-longitude grid covering the study area. To regrid the GCM pressure data to 
represent the same grid, the GCM grid-squares overlapping with the grid-square of the 
historic data were extracted and weighted according to the overlapping area.    
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Temperature data. Central England Temperature that is used to calibrate the model represents 
a roughly triangular area enclosed by Bristol, Lancashire and London. The grid-squares of the 
GCM temperature data that cover the triangular area were selected and weighted based on the 
overlapping area with the triangular area of the historic data.  
NAO data. The NAO index for future scenarios was calculated as the normalised pressure 
difference between Gibraltar and Reykjavik, Iceland as introduced in Jones et al. (1997). The 
grid-squares of GCM pressure data covering Gibraltar and Reykjavik were used. This 
assumes the centres of action used in the calculation of NAO index remain unchanged in the 
future. As shown in Equation 5.1, the pressure data of the two regions were normalised using 
mean and standard deviation of the GCM 20th century data from 1951-1980, the same period 
of data as used in Jones et al. (1997). It is noteworthy that Jones et al. (1997) developed the 
historic NAO index using instrumental data for Gibraltar and a composite of sites in south-
west Iceland, thus there is a scale issue here as the GCM grid-squares are larger than the the 
scale of the instrumental data. In this case, the signal of the future NAO index might be 
smoothed out.  
   x x x x
NAO Gibraltar Reykjavik
 
       
    
      
  Equation 5.1 
where x  – observed monthly mean sea level pressure (hPa) 
           x  – mean monthly sea level pressure 1951-1980 (hPa) 
            – monthly standard deviation 1951-1980 
To be used as inputs to the previously identified downscaling models, the GCM data were 
standardised by month with respect to the monthly means and standard deviations for the 
control period. In addition to making the inputs consistent with those used for model fitting, 
another purpose of the standardisation is to remove the bias of the climate model. This is 
explained in Leith (2005) and the method is summarised here. Let    
  be an observed 
monthly value of a climate variable in year y and month m, and    
  and   
  be the sample 
mean and standard deviation for month m in the control period. Similarly, let    
  be the 
GCM simulated monthly value for the climate variable in year y and month m, and    
  and 
  
  be the GCM simulated sample mean and standard deviation for month m in the control 
period. The values of    
  are only available for control periods; the values of    
  are 
available for both control and future periods. In order to account for the bias, one important 
assumption made here is that the GCM simulated value is linearly biased. This means 
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assuming that there are some coefficients  ,   for which       
  has the same distribution 
as    
 . By standardising, this means that, 
    
     
     
   ~         
        
      
    Equation 5.2 
where ~ represents equality of distribution. Obviously,  
       
        
      
   =      
     
     
    Equation 5.3 
and so 
    
     
     
   ~      
     
     
       Equation 5.4 
Therefore, when using the GCM output to simulate rainfall, the fitted downscaling models are 
conditional on     
     
     
 . In this section, the GCM simulated monthly climate data 
were standardised by month with respect to the monthly means and standard deviations for 
the five 30-year control periods respectively, as shown in the equation below.  
   
   =         
           
           
     Equation 5.5 
where       
  is the GCM simulated monthly mean value of a climate variable in month m 
under the A1B scenario,          
  and          
  are the sample mean and standard deviation 
in month m under the 20C3M scenario computed for the five 30-year control periods 
separately. These standardised GCM simulated atmospheric variables will then be used to 
generate future rainfall simulations.        
The correlation structures of the standardised pressure, temperature and NAO data for the five 
historical control periods and the five GCMs were compared. If significant differences in the 
linear relationships between the standardised climate variables are identified between the 
historical data and the GCMs’ series, the downscaling models fitted using the historical data 
are less likely to be suitable to simulate future rainfall. This is because the regression models 
are conditional on the linear relationships between the input variables. Bivariate plots for each 
pair of standardised climate variables were generated to test any change in the linear 
relationships. The bivariate plots for April are shown as an example in Figure 5.3 to Figure 
5.5. Plots for the historical five 30 years are displayed in the upper row, and plots for the five 
GCMs for the future 30-year 2021-2050 are exhibited in the lower row. Some differences in 
the relationships can be observed. The linear relationship between the transformed CET and 
MSLP is much greater in ECHAM5 than in the five control period (Figure 5.3); the 
transformed CET and NAO show a positive linear relationship in historical periods whereas 
no obvious relationship was observed in the future except for HADCM3 (Figure 5.4); the 
transformed NAO and MSLP show a positive linear relationship in the future in HADCM3, 
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ECHAM5 and CSIROMK3 but do not display any apparent linear relationship in the control 
periods (Figure 5.5). A possible explanation for the differences might be due to the scale issue 
of the GCMs’ data as mentioned before. The identified differences between the historical and 
future standardised input variables show the risk that the conditions attached to the regression 
models are not applicable to generate future rainfall projections in some cases. 
 
Figure 5.3 Bivariate plot of transformed CET and MSLP for April for the five 30-
year periods and for the five GCMs 
 
 
Figure 5.4 Bivariate plot of transformed CET and NAO for April for the five 30-
year periods and for the five GCMs 
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Figure 5.5 Bivariate plot of transformed NAO and MSLP for April for the five 30-
year periods and for the five GCMs 
5.4 Estimating uncertainties in future rainfall simulation 
5.4.1 Methods 
The previously defined five 30-year downscaling models were applied to simulate rainfall for 
the future period 2021-2050 conditional on the standardised GCM outputs. The expected 
future rainfall is estimated by the deterministic component of the fitted model. The stochastic 
part of the fitted model allows multiple realisations of errors to be generated to represent 
variability around the expected value including inter-site dependence. As mentioned in 
Chapter 3, multiple realisations of errors can be randomly sampled from a multivariate normal 
distribution. This sampling procedure requires the error covariance matrix which describes the 
inter-site dependencies. For any two gauged sites (for example s1 and s2), an estimate of the 
covariance can be calculated by multiplying the correlation by the observed standard 
deviation of errors at both sites as Equation: 
                                            Equation 5.6 
where simcov is simulated covariance of s1 and s2, simcor is simulated correlation of s1 and 
s2, and std is standard deviation. The correlations between any two sites are computed using 
the correlogram model, where the correlation is estimated as a continuous function of the 
distance between the two sites. 
In this part of the analysis, the error models (for the Box-Cox transformed rainfall) used for 
the five 30-year downscaling models are the same. The reason for using the same error 
models is that due to the missing rainfall data, especially the large amount of missing data in 
the first 30-year period, the correlogram model cannot be fitted with confidence for each 30-
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year period. Hence, the correlogram and the standard deviation calculated using the whole 
150-year observed data were used and assumed to be constant for the five 30-year 
downscaling models. Thus the uncertainty in the Box-Cox transformed rainfall introduced by 
the random error component will be the same for the five models. This is a limitation of the 
analysis because the sensitivity of the downscaled rainfall to the fitting period may be 
underestimated by assuming a constant error model.  
Another important assumption made here is that the stochastic part of the model is assumed 
not to change from the historic to future climate. This arises from the assumption in the 
regression that the standard deviation for each month was constant and not a function of the 
climate inputs (this was demonstrated by plotting errors against all the input variables as 
shown in Figure 3.12 in Chapter 3). It is also assumed that the correlation of errors between 
sites and the standard deviation of errors remain unchanged in the future. However, it should 
be borne in mind that while the Box-Cox transformed error variance is constant, the 
untransformed variance may be variable. Other studies of statistical downscaling, for 
example, the weather generator used in UKCP09 calculated the ratio of variance of daily 
rainfall from a future period and a control-run period (using UKCP09 probabilistic 
projections) as one of the change factors to simulate future daily rainfall. Thus the variance 
changes in the future in this method (Jones et al., 2009). In the Generalised Linear Models 
framework, GLIMCLIM (Chandler and Wheater, 2002, Yang et al., 2005, Chun et al., 2009), 
the variance is typically a function of the mean, hence the variance does change in the future. 
It is expected that, like the GLIMCLIM use of a one-parameter Gamma distribution, the Box-
Cox transformation in this study means that if the mean values changes in the future, so will 
the variance (this is examined in Section 5.4.3).  
5.4.2 Results 
For each month, the five downscaling models and the climate data from the five GCMs were 
used to project rainfall for 2021-2050. There are in total 25 downscaling model/GCM 
combinations; and 100 realisations were generated for each combination. To visualise the 
three different uncertainties – the natural variability, the downscaling uncertainty and the 
climate model uncertainty, box-plots of mean annual, mean summer and mean winter rainfall 
obtained using the 25 downscaling model/GCM combinations are displayed in Figure 5.6. 
The natural variability is represented by the range of each box-plot and is expected to be 
similar (not exactly the same due to the Box-Cox re-transform) for the 25 combinations. The 
average rainfall values projected using a full 150-year (1859-2008) calibrated model is plotted 
as the dashed lines; these values were averaged over the 50 sites, the 30 years and the 100 
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realisations. The historical 150-year (1859-2008) average rainfall is plotted as the black bold 
lines in Figure 5.6 for comparison; this average rainfall was calculated by averaging over the 
50 sites, the 150 years and the 100 realisations (see section 3.5.3). 
Figure 5.6 shows a clear difference in results between the five downscaling models for all 
GCMs. The difference between using the five GCMs is also apparent for all five downscaling 
models. When comparing the rainfall projection to the historical rainfall, different conclusions 
can be drawn from different model combinations. For example, for the first GCM in Figure 
5.6a, the annual rainfall is shown to increase when using the 4th downscaling model (x-axis 
model 4), but decrease in the others (x-axis models 1, 2, 3 and 5). However, generally, the 
models project that the annual, summer and winter rainfall are going to decrease in the period 
2021-2050. The decreasing rainfall was also projected using the full 150-year calibrated 
model (the dashed lines).  Closer inspection of Figure 5.6 reveals that the 1889-1918 model 
(x-axis models 2, 7, 12, 17 and 22) and the 1919-1948 model (x-axis models 3, 8, 13, 18 and 
23) generally give higher reductions in annual and summer mean rainfalls than the other three 
models. 
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Figure 5.6 Box-plots of mean annual, summer and winter site-average projected 
rainfall for the 25 combinations of GCM/downscaling model. In the x-axis, models 1-5, 
6-10, 11-15, 16-20, 21-25 represent HADCM3, ECHAM5, CSIROMK3, CGCM3, 
CNRMCM3, respectively. For each GCM, rainfall is simulated by five downscaling 
models. The dashed lines are the mean projected values using a 150-year model. The 
black bold lines represent the historical 150-year average value. In each box, the central 
red mark is the median of the 100 realisations; the edges of the box are 25th and 75th 
percentiles; the whiskers extend to 1.5 times the interquartile range; ‘+’ represents 
outliers. 
To further investigate the difference in the rainfall projections using the 25 model 
combinations, a number of temporal and spatial statistics of the rainfall projections are 
presented. In Figure 5.7, mean monthly site-average rainfall (calculated over each 30-year 
realisation, so there are 100 samples of standard deviation per model) for the 25 combinations 
was plotted. Both the downscaling uncertainty and the climate model uncertainty are evident 
in all the 12 months. For instance, in June, the 1889-1918 downscaling model (x-axis models 
2, 7, 12, 17 and 22) always gives the highest rainfall simulation, and 1919-1948 model (x-axis 
models 3, 8, 13, 18 and 23) always projects the lowest rainfall; in January, it is obvious that 
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CGCM3 and CNRMCM3 (x-axis models 16-20 and 21-25) provide higher rainfall simulation 
than HADCM3, ECHAM5 and CSIROMK3 (x-axis models 1-5, 6-10 and 11-15). From these 
plots of monthly rainfall simulations, it can be found that the exceptionally high annual 
rainfall simulation from the 11th model combination as seen in Figure 5.6a is due to the high 
rainfall simulation from this model combination from April to August in Figure 5.7. 
Furthermore, comparing the mean monthly rainfall simulation with the historical mean 
monthly rainfall reveals that from March to October most of the model combinations project 
decreasing rainfall. In January, February, November and December, half of the model 
combinations give decreasing rainfall, while the other half show increasing rainfall. The 
results are the same as the UKCP09 for the summer rainfall, but not the same for the winter 
rainfall. The UKCP09 results show that the summer rainfall is projected to decrease in south-
east UK in 2080s under the Medium emission scenario, and the winter rainfall increases 
(Jenkins et al., 2009).  
The reasons for the variability of the rainfall projections among the 25 models were explored 
here. First, it should be noted that the natural variability (i.e. the range of each box-plot) of the 
mean monthly site-average rainfall (Figure 5.7) has no visible difference for the 25 models 
due to the assumption of a stationary and uniform (transformed rainfall) error distribution. 
Hence, the variability of the rainfall projections among the 25 models is mainly explained by 
the differences in the deterministic part of the 25 models. In Figure 5.8 and Figure 5.9 the 
GCM data and the downscaling model coefficients, which were used to calculate the rainfall 
projections, were plotted. Figure 5.8 shows the MSLP (transformed) data averaged over the 
30 years and the MSLP coefficients used for the 25 models. MSLP in particular is shown 
because MSLP is mainly responsible for explaining the rainfall variability. It is easy to find 
the linkage between Figure 5.7 and Figure 5.8. Taking July as an example, the relatively low 
mean monthly rainfall in models 16-20 and 21-25 in Figure 5.7 relates to the relatively high 
MSLP in these models in Figure 5.8. This can also be found in Figure 5.10 where the time 
series of the transformed MSLP for July for the 25 models are presented. The highest rainfall 
in July projected by model 11 can partly be explained by the relatively low MSLP data 
(Figure 5.8) and the high MSLP coefficient (Figure 5.8, high in absolute value) in the first 
downscaling model. The low temperature in model 11 (Figure 5.9) may also contribute to the 
high rainfall because in summer the low temperature might be linked with cool moist air 
brought by Atlantic depressions, which increases rainfall. These findings raise the issue of 
dependency between downscaling models and climate conditions, i.e. some downscaling 
models produce greater sensitivity to pressure, and this becomes important when using GCMs 
which produce more extreme values of pressure.  
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Figure 5.7 Box-plots of mean monthly site-average projected rainfall for the 25 
combinations of GCM/downscaling model. All the symbols represent the same as those 
in Figure 5.6 
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Figure 5.7 continued.  
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Figure 5.8 Mean 30-year (2021-2050) transformed MSLP values (blue circles) and the MSLP coefficients (green asterisks) for the 25 model 
combinations for the 12 months.  
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Figure 5.9 Mean 30-year (2021-2050) transformed CET values (blue circles) and the CET coefficients (green asterisks) for the 25 model 
combinations for the 12 months. 
0 5 10 15 20 25
-2
-1
0
1
2
C
E
T
 (
tr
a
n
s
fo
rm
e
d
) Jan
8
9
10
11
12
C
E
T
 c
o
e
ff
0 5 10 15 20 25
-2
-1
0
1
2
C
E
T
 (
tr
a
n
s
fo
rm
e
d
) Feb
8
8.5
9
9.5
10
C
E
T
 c
o
e
ff
0 5 10 15 20 25
0
0.5
1
1.5
2
C
E
T
 (
tr
a
n
s
fo
rm
e
d
) Mar
8
8.5
9
9.5
10
C
E
T
 c
o
e
ff
0 5 10 15 20 25
-2
0
2
C
E
T
 (
tr
a
n
s
fo
rm
e
d
) Apr
8.5
9
9.5
C
E
T
 c
o
e
ff
0 5 10 15 20 25
0
1
2
C
E
T
 (
tr
a
n
s
fo
rm
e
d
) May
8.5
9
9.5
C
E
T
 c
o
e
ff
0 5 10 15 20 25
-5
0
5
C
E
T
 (
tr
a
n
s
fo
rm
e
d
) Jun
8
9
10
C
E
T
 c
o
e
ff
0 5 10 15 20 25
0
1
2
3
4
C
E
T
 (
tr
a
n
s
fo
rm
e
d
) Jul
8
9
10
11
12
C
E
T
 c
o
e
ff
0 5 10 15 20 25
0
1
2
3
4
C
E
T
 (
tr
a
n
s
fo
rm
e
d
) Aug
9
9.5
10
10.5
11
C
E
T
 c
o
e
ff
0 5 10 15 20 25
0
1
2
3
4
C
E
T
 (
tr
a
n
s
fo
rm
e
d
) Sep
8
9
10
11
12
C
E
T
 c
o
e
ff
0 5 10 15 20 25
0
0.5
1
1.5
2
C
E
T
 (
tr
a
n
s
fo
rm
e
d
) Oct
10
11
12
13
14
C
E
T
 c
o
e
ff
0 5 10 15 20 25
0
0.5
1
1.5
2
C
E
T
 (
tr
a
n
s
fo
rm
e
d
)
Model
Nov
10
11
12
13
14
C
E
T
 c
o
e
ff
0 5 10 15 20 25
0
0.5
1
1.5
2
C
E
T
 (
tr
a
n
s
fo
rm
e
d
)
Model
Dec
10
10.5
11
11.5
12
C
E
T
 c
o
e
ff
Chapter 5   Rainfall Simulation under Climate Change Scenarios 
148 
 
Figure 5.10 Transformed MSLP time series for July for the 25 model combinations, 
2021-2050. The legends on the right show the model number.  
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Figure 5.11 Transformed CET time series for July for the 25 model combinations, 
2021-2050. The legends on the right show the model number.  
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Figure 5.12 and Figure 5.13 show the simulation of minimum and maximum monthly site-
average rainfall (minimum and maximum over the 30 years for each of the 25 models). The 
black bold lines are the 150-year site-average minimum and maximum values. One point that 
should be noted when comparing the projected minima and maxima with the 150-year 
average values is that the baseline is based on 150 years, whereas the projection is only 30 
years per model. The more samples, the more likely it is to get a smaller/bigger value. 
Generally the minimum rainfall is shown to rise in ten out of the twelve months (except 
January and July). In January and July, more than half models show the projected minimum 
rainfall is lower than the 150-year average. However, it should be noted that these changes 
might just be random. Moreover, it is easy to observe the difference in the minimum and 
maximum rainfall values when using different downscaling models and climate models. As 
the error model was assumed constant for the 25 models, it is the deterministic part of the 
model which makes the projected minimum rainfall different between the 25 models. Thus, 
some indicators of an extreme event from the time series of the transformed MSLP and CET 
(Figure 5.10 and Figure 5.11) might be useful to explain the decreasing minimum rainfall in 
models 1-5 in July. The high pressure in year 2044 as shown in Figure 5.10a is an indicator 
because this high pressure might be associated with a blocking event which normally brings 
severe drought and heat waves (see the high temperature in year 2044 in Figure 5.11a) in 
summer (Tyrlis and Hoskins, 2008).  
The standard deviations of the monthly site-average rainfall over time and time-averaged 
rainfall over space are displayed in Figure 5.14 and Figure 5.15. The discrepancy in the 
temporal standard deviation for different model combinations is visible, but not as prominent 
as that exhibited by the spatial standard deviation. In Figure 5.15, the most striking result is 
that in January, February, July and August, the spatial standard deviation obtained from the 
1859-1888 model (x-axis models 1, 6, 11, 16 and 21) is significantly larger than the values 
calculated from other downscaling models and the 150-year average value. The skewness 
coefficient over sites plotted in Figure 5.16 also shows that the 1859-1888 model provides 
significant positive spatial skewness in January, February, July, October and December, 
implying that there are a few sites with much higher rainfall than the norm. As the spatial 
error structure was assumed uniform over all five periods, the high spatial standard deviation 
and skewness are due to the spatial coefficients in the deterministic model in this early period 
being different from those in the other periods. This is because in 1859-1888 only 6 rain 
gauges were active, and the deterministic model fitted using 6 rain gauges’ data overestimates 
the spatial standard deviation for 50 gauges. Another notable result in Figure 5.16 is that in 
October, November and December all the 25 models project insignificant or positive spatial 
skewness, while the 150-year historical averages show significant negative skewness. This is 
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due to the model’s tendency to overestimate the spatial skewness of the average monthly 
rainfall in October, November and December, as can be seen from the results of the model 
verification in the historic period (Chapter 3, Figure 3.25). This might be resolved by using a 
more sophisticated spatial model.  
As an example of inter-site correlations, Figure 5.17 presents the correlation of the average 
monthly rainfall between sites 849 and 6598. It can be found from the figures that the 
projected inter-site correlations are generally not significantly different from the 150-year 
average, which is expected because the correlation is assumed not to change in the future. The 
minor changes between the 25 models are also to do with the spatial coefficients in the 
deterministic part of the model.  
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Figure 5.12 Box-plots of minimum monthly site-average projected rainfall for the 25 
combinations of GCM/downscaling model. All the symbols represent the same as those 
in Figure 5.6 
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Figure 5.12 Continued.  
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Figure 5.13 Box-plots of maximum monthly site-average projected rainfall for the 25 
combinations of GCM/downscaling model. All the symbols represent the same as those 
in Figure 5.6 
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Figure 5.13 Continued.  
 
 
 
50
100
150
200
250
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25M
a
x
 r
a
in
fa
ll 
(m
m
) Jul
50
100
150
200
250
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25M
a
x
 r
a
in
fa
ll 
(m
m
) Aug
200
400
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25M
a
x
 r
a
in
fa
ll 
(m
m
) Sep
100
200
300
400
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25M
a
x
 r
a
in
fa
ll 
(m
m
) Oct
200
400
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25M
a
x
 r
a
in
fa
ll 
(m
m
) Nov
100
200
300
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
Model
M
a
x
 r
a
in
fa
ll 
(m
m
) Dec
Chapter 5   Rainfall Simulation under Climate Change Scenarios 
156 
 
 
Figure 5.14 Box-plots of rainfall standard deviation over time for the 25 
combinations of GCM/downscaling model. All the symbols represent the same as those 
in Figure 5.6 
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Figure 5.14 Continued.  
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Figure 5.15 Box-plots of rainfall standard deviation over sites for the 25 
combinations of GCM/downscaling model. All the symbols represent the same as those 
in Figure 5.6 
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Figure 5.15 Continued.  
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Figure 5.16 Box-plots of rainfall skewness over sites for the 25 combinations of 
GCM/downscaling model. All the symbols represent the same as those in Figure 5.6 
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Figure 5.16 Continued.  
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Figure 5.17 Box-plots of rainfall correlation between sites 849 and 6598 for the 25 
combinations of GCM/downscaling model. All the symbols represent the same as those 
in Figure 5.6 
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Figure 5.17 Continued.  
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5.4.3 Impacts of the Box-Cox transformation on interpretation of the projections 
During the model building stage, the Box-Cox transformation was applied to achieve a 
normal distribution of the rainfall data, and the rainfall projections were then re-transformed 
by an inverse Box-Cox transformation. However, this Box-Cox re-transform may complicate 
the interpretation of the projections because of the non-linear relationship between the 
transformed rainfall and the re-transformed rainfall. In particular, it may be expected that the 
projected changes in the mean transformed rainfall affect the higher moments of the re-
transformed rainfall in a potentially unsatisfactory way. As mentioned before, the standard 
deviation of the transformed rainfall is constant, but the standard deviation of the re-
transformed rainfall might be variable and a function of the climate inputs. Therefore it is 
necessary to examine the nature of the Box-Cox transformation and how the projected mean 
links to the projected error properties. Figure 5.18 to Figure 5.20 were then generated to show 
how the mean, standard deviation and skewness (averaged over the 100 realisations) of the re-
transformed monthly site-average rainfall changes with the mean (averaged over the 100 
realisations) of the transformed monthly site-average rainfall for the 12 months. It can be 
found that the re-transformed mean is approximately linearly linked to the transformed mean 
(Figure 5.18), the re-transformed standard deviation is positively correlated with the 
transformed mean (Figure 5.19), and the re-transformed skewness is negatively correlated 
with the transformed mean (Figure 5.20). This confirms the fact that the higher moments of 
the re-transformed rainfall vary with the mean transformed rainfall. The box-plots of the 
transformed mean monthly site-average rainfall for the 25 models are plotted as presented in 
Figure 5.21. The relationship between the re-transformed standard deviation and the 
transformed mean is further corroborated by identifying linkages between Figure 5.14 and 
Figure 5.21. It can be found that generally if the transformed mean increases, so will the re-
transformed standard deviation.  
The box-plots of the transformed rainfall temporal standard deviation for the 25 models are 
provided in Figure 5.22. The impacts of the Box-Cox re-transform on explaining the projected 
rainfall can be seen by comparing Figure 5.22 and Figure 5.14 in two respects: uncertainty in 
both downscaling models and climate models, and changes to the historic 150-year average. 
The comparison reveals the differences in the results. In Figure 5.22, the downscaling 
uncertainty and the climate model uncertainty are still apparent in all months. However, it can 
be seen that the changes in the projections with respect to the historic average are slightly 
different from Figure 5.14 for at least a few model combinations in every month. For 
example, in March, the 1919-1948 model (x-axis models 3, 8, 13, 18 and 23) projects greater 
increase in the temporal standard deviation.  
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The dependence of the standard deviation on the mean is not a problem that is specific to the 
model developed in this study. As mentioned previously, in many applications of the GLM 
framework to rainfall modelling, the standard deviation is also a function of the mean. The 
decision to use the Box-Cox transformation was not arbitrary, but caution is needed when 
interpreting the results of the rainfall projections. 
 
Figure 5.18 Mean (averaged over the 100 realisations) of the transformed monthly 
site-average rainfall plotted against mean (averaged over the 100 realisations) of the re-
transformed monthly site-average rainfall 
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Figure 5.19 Mean (averaged over the 100 realisations) of the transformed monthly 
site-average rainfall plotted against standard deviation (averaged over the 100 
realisations) of the re-transformed monthly site-average rainfall 
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Figure 5.20 Mean (averaged over the 100 realisations) of the transformed monthly 
site-average rainfall plotted against skewness (averaged over the 100 realisations) of the 
re-transformed monthly site-average rainfall 
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Figure 5.21 Box-plots of mean monthly site-average transformed rainfall for the 25 
combinations of GCM/downscaling model. All the symbols represent the same as those 
in Figure 5.6 
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Figure 5.21 Continued.  
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Figure 5.22 Box-plots of standard deviation over time for transformed rainfall for 
the 25 combinations of GCM/downscaling model. All the symbols represent the same as 
those in Figure 5.6 
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Figure 5.22 Continued. 
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5.5 Rainfall simulation ensemble 
To take into account the natural variability, the downscaling model uncertainty and the 
climate model uncertainty, the 100 rainfall realisations generated from each of the 25 
downscaling model/GCM combinations were gathered to create a super-ensemble of 2500 
rainfall simulations. Figure 5.23 shows the super-ensemble site-average annual, summer 
(April-September) and winter (October-March) rainfall for 2021-2050. These box-plots allow 
the visualisation of the range of future rainfall projection with the highest annual rainfall 
reaching to 1300 mm and the lowest annual rainfall being 250 mm.  
 
Figure 5.23 Box-plots of the super-ensemble rainfall projections for 2021-2050. In 
each box, the central red mark is the median of the 2500 realisations; the edges of the 
box are 25th and 75th percentiles; the whiskers extend to 1.5 times the interquartile 
range; ‘+’ represents outliers.  
Weighting the members of the super-ensemble includes weighting the five downscaling 
models and the five GCMs. To weight the five downscaling models, one option is to use the 
R
2
 values obtained in the fitting period. That is, linking the probabilities of the rainfall 
realisations to the R
2
 values of the downscaling models, so that more weight is assigned to the 
model with higher R
2
 value. However, this method of adding weights is considered not 
appropriate because for periods with large amount of missing data, the model is likely to be 
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less representative, but the R
2
 value can still be high. Other criteria to weight the downscaling 
model members include: more historically remote periods might be considered to be less 
likely to represent the future, therefore less weight may be given to them; periods of less or 
poorer quality data lead to less representative models, so less weight could given to them. 
However, these two criteria might be arbitrary, and it is difficult to assign weights to the 
downscaling models using these criteria. Therefore, this part assumes the five downscaling 
models have equal weight and focuses on weighting the GCM members of the super-
ensemble. The assumption here is that the GCMs that provide better estimates of historic 
rainfall, via the downscaling models, should be given greater weight (Vidal and Wade, 2008, 
Johnson and Sharma, 2009, Murphy et al., 2009, Tebaldi and Knutti, 2007). The GCM outputs 
for 1859-2008 were split into five 30-year periods to calculate historic rainfall for each 30-
year window. For each month, 100 rainfall realisations were generated for each of the five 30-
year models, which were then combined to create 150-year rainfall simulations. This enables 
the five GCMs to be weighted by comparing the simulated 150-year rainfall with the 
observations. For this purpose, the two-sample Kolmogorov-Smirnov (K-S) test (Kottegoda 
and Rosso, 2008) was applied to test whether the simulations and observations are from the 
same distribution by comparing the cumulative distribution functions of the two samples. The 
weight is given to the GCMs based on the statistics of the K-S test. The smaller the test 
statistic, the better the two samples match each other. Thus, for each month, the five weights 
for GCMs were computed as 1 minus the K-S test statistic (Vidal and Wade, 2008). One of the 
five weights is assigned to each of the 2500 realisations used in the 2021-2050 projections, 
instead of using equal probability. For each month, the probability of each realisation is 
proportional to 1 minus the K-S test statistic. The realisations of rainfall values in each month 
were then sorted from smallest to largest with the probabilities sorted accordingly. By 
calculating the cumulative probability, a new probability distribution of rainfall simulation for 
each month of the 2021-2050 projection was obtained. For comparison, all five downscaling 
models and all five GCMs were assumed to have equal weight to generate a probability 
distribution of rainfall simulation for 2021-2050.  
The weights for the five GCMs for the 12 months are shown in Table 5.4. The distribution of 
the rainfall projections with and without weights was generated. As can be seen in Figure 
5.24, there are no significant differences between the two distributions. Hence, weighting the 
GCM members of the super-ensemble is not considered worthwhile in this case. 
. 
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Table 5.4 Weights for the five GCMs for the 12 months 
 
HADCM3 ECHAM5 CSIROMK3 CGCM3 CNRMCM3 
JAN 0.2030 0.2009 0.2009 0.1965 0.1987 
FEB 0.1988 0.2008 0.2008 0.2008 0.1988 
MAR 0.2017 0.1996 0.1996 0.1974 0.2017 
APR 0.2000 0.1979 0.2021 0.2021 0.1979 
MAY 0.2012 0.1992 0.2012 0.1992 0.1992 
JUN 0.1996 0.1996 0.1996 0.2016 0.1996 
JUL 0.2004 0.2004 0.1984 0.2004 0.2004 
AUG 0.1988 0.2008 0.2008 0.1988 0.2008 
SEP 0.1988 0.2008 0.2008 0.2008 0.1988 
OCT 0.2000 0.2000 0.2000 0.2000 0.2000 
NOV 0.2030 0.1987 0.2009 0.1987 0.1987 
DEC 0.2056 0.1991 0.1991 0.1971 0.1991 
 
 
Figure 5.24 Simulated distributions of mean monthly rainfall over 2021-2050 by 
putting together the realisations for five fitted models and five GCMs. (a) Original 
distributions of mean rainfall; (b) Weighted distributions of mean rainfall. The lines 
correspond to the 5th, 10th, 25th, 50th, 75th, 90th and 95th percentiles. 
5.6 Summary 
In this chapter, a brief literature review on simulation of rainfall under future climate change 
conditions was firstly given. This was followed by an introduction to the GCMs’ data which 
were used to simulate future rainfall. The uncertainties in the rainfall projections from the 25 
downscaling model/GCM combinations were then discussed, and the method to build model 
2 4 6 8 10 12
0
20
40
60
80
100
120
140
R
a
in
fa
ll 
(m
m
)
Month
(a)
2 4 6 8 10 12
0
20
40
60
80
100
120
140
R
a
in
fa
ll 
(m
m
)
Month
(b)
Chapter 5   Rainfall Simulation under Climate Change Scenarios 
175 
simulation ensemble to address the uncertainties was described. The main conclusions of this 
chapter are: 
 The three uncertainties investigated in this chapter are natural variability, climate 
model uncertainty and downscaling uncertainty caused by the non-stationarity in the 
downscaling relationship. The latter is the emphasis of this work as few studies have 
investigated this source of uncertainty before. Instead of using one control period as 
is usual in practice, this study used five independent control periods. Rainfall 
simulations for 2021-2050 were produced by using the five downscaling models 
corresponding to the five control periods, and also data from five GCMs. The three 
different uncertainties were visualised by plotting the mean annual, summer and 
winter rainfall projections and a number of temporal and spatial statistics of the 
rainfall projections. The results show that the downscaling uncertainty can add 
significant uncertainty to the future rainfall projections.  
 The impacts of the Box-Cox transformation on interpretation of the projections were 
assessed. It was found that the higher moments of the re-transformed rainfall are 
linked with the mean of the transformed rainfall, while higher moments of the 
transformed rainfall are independent of the transformed mean. Thus when looking at 
changes in the higher moment statistics of the rainfall projections with respect to the 
corresponding historic values, the results show differences for the transformed and 
re-transformed rainfall.  
 In order to incorporate the three sources of uncertainties, a super-ensemble of 
rainfall projections was developed by combining the rainfall projections generated 
from the 25 downscaling model/GCM combinations. Attempts were made to weight 
the GCM members of the super-ensemble by comparing the GCM simulations of 
the historic rainfall and the observations using the K-S test. Result shows that 
weighting the GCM members using this method showed no significant impacts on 
the rainfall distribution.  
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CHAPTER 6  
Conclusions and Recommendations 
6.1 Introduction 
This PhD research is motivated by the need to investigate uncertainty in statistical 
downscaling of rainfall using appropriate models and approaches. The three main objectives 
of this research identified in the first chapter were to: 1) develop long-term statistical 
downscaling rainfall models to characterise the spatial and temporal distribution of rainfall for 
south-east UK; 2) assess the non-stationarity in statistical downscaling models and explore 
possible causes of the non-stationarity; and 3) project the rainfall under climate change 
scenarios and assess and incorporate the uncertainties in rainfall projections. Using the south-
east UK as a case study, these objectives were addressed in the three main chapters (Chapter 
3, 4 and 5). In this chapter, the methodologies adopted are summarised and the main findings 
from the preceding chapters are presented (Section 6.2). New insights and contributions of 
this thesis are stated (Section 6.3). Practical relevance of this research and potential 
applications are described (Section 6.4). The limitations of the study are then discussed 
leading to recommendations for possible further research (Section 6.5). Finally, some 
concluding statements about the research are provided (Section 6.6).  
6.2 Summary 
6.2.1 Rainfall modelling  
Pressures on water resources in south-east UK requires a better understanding of the rainfall 
distribution of this region under current and future climate. This calls for spatially and 
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temporally complete, long-term rainfall records to support regional drought management. 
Although great effort has previously been made to develop statistical downscaling models to 
simulate rainfall, most of which were based on using relatively short-term data sets (e.g. 
McGregor and Phillips, 2004, Yang et al., 2005, Jones et al., 2009, Chun, 2011). Thus the 
ability of these models to projecte to new extremes is questioned. The use of short-term 
records also limits ability to explore the non-stationarity in the models. Chapter 3 addresses 
these problems by developing a long-term monthly rainfall model to simulate spatial and 
temporal distribution of rainfall in south-east UK and to provide a modelling framework for 
investigation of non-stationarity in statistical downscaling models. 50 long-term rain gauges 
in south-east UK with records spanning from 1855-2011 and a number of large-scale climate 
variables were used to identify and assess the model. This monthly rainfall model includes a 
deterministic part to predict expected monthly rainfall over the region, and a stochastic part to 
describe variability around the expected values. The model was verified against various tests. 
The main findings of the rainfall modelling are:  
 The large-scale climate variables found to affect rainfall are air pressure, air 
temperature and North Atlantic Oscillation. A positive linear trend term was 
identified over the period 1855-2011 in all seasons except summer, indicating a 
general increase in rainfall (considering the combined effect of all the input 
variables). The trend is, however, weak compared to the other effects and the 
random component. The combined effect of Mean Sea Level Pressure and the North 
Atlantic Oscillation was found to have a significant second order effect.  
 The model assessment in terms of error analysis was considered to be good, 
although some biases exist in both time and space. There is a visible bias in the 
errors in the early years of the record. Spatial biases in the errors caused apparent 
over-estimation of rainfall at some dry sites in Kent.  
 Comparison of infilled and simulated rainfall sequences shows the ability of the 
model to represent the historic rainfall variability. Comparing a number of spatial 
and temporal rainfall statistics of the infilled and simulated data further supports the 
claim that the model is capable of representing the properties of the observed 
rainfall.  
6.2.2 Non-stationarity analysis 
The statistical downscaling method has a major assumption that the downscaling relationship 
derived in the historic control period will be stationary in the future. Only a few studies (e.g. 
Huth, 1997, Slonosky et al., 2001, Schmith, 2008) have investigated non-stationarity in 
Chapter 6   Conclusions and Recommendations 
178 
statistical downscaling models, thus further case studies are needed. Chapter 4 addresses this 
issue by testing the non-stationarity in the long-term rainfall downscaling models with two 
approaches: visualising the variation of model coefficients using a running window method, 
and testing changes of coefficients in successive independent windows using appropriate 
statistical tests. Possible reasons for the non-stationarity were explored. The non-stationarity 
in the model may be attributed to the modelling predictors or predictand being 
inhomogeneous and/or the model being incomplete. The first issue was investigated by 
checking the data used in the modelling, and the second issue was explored by linking the 
coefficient values to Lamb weather types (Lamb, 1972, Jenkinson and Collison, 1977) with 
expectation that the weather types might improve the explanatory power of the regression 
model. The main findings of the non-stationarity analysis are: 
 Non-stationarity in the model coefficients was observed in almost all months. In 
general, more significant changes in coefficients were found in summer months than 
in winter months. Using principal components of the climate variables as predictors 
of rainfall, new non-stationarities were identified. The non-stationarity analysis for 
the eight single sites shows consistency over the gauges and the results are generally 
the same as that for the spatial model, which further confirms the results of the 
spatial model.  
 The causes of the non-stationarity were investigated. The significant changes of 
regression coefficients associated with NAO might have been caused by the NAO 
index being inhomogeneous due to changes in the data sources over the years. The 
potential physical reasons for the non-stationarity were explored by relating the 
model coefficients to weather types, but this did not help explain the non-
stationarity. Further residual tests using weather types also showed that the weather 
types do not enhance the explanatory ability of the regression model.  
 The effect of record length on the model non-stationarity was assessed. Generally, 
using a longer record provides higher robustness in the model coefficients (i.e. 
reduces the non-stationarity in the model), but reduces the model performance 
(assessed by R
2
). However, in some cases there is not a trade off. Thus the impact of 
record length on the model robustness and performance should be considered when 
developing statistical downscaling models but finding an optimum trade off might 
be difficult. For models established using limited length of data, the non-stationarity 
in the model is a source of uncertainty that cannot be neglected.  
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 The chapter also examined the hypothesis that the linear regression models used 
here are basically not able to capture the non-linearity between rainfall and climate 
variables and thus have errors in future predictions. Using RCM data as surrogate 
observations of historic (fitting period) and future (projection period) rainfall the 
regression was re-applied. The analysis showed biases in the projections of mean 
rainfall due to the linearisation of relationships used in the downscaling model that 
might be considered important.  
6.2.3 Rainfall simulation under climate change scenarios  
When projecting the model to calculate future rainfall projections, it is common to consider 
the uncertainty introduced by the GCM configuration, emission scenario, and natural 
variability. However, the uncertainty due to the non-stationarity in the downscaling model is 
normally neglected. Chapter 5 addresses this problem by simulating future rainfall (2021-
2050) using five downscaling models fitted in five control periods and data from five GCMs. 
This enables different sources of uncertainty, particularly the uncertainty introduced by the 
non-stationarity, to be assessed. To incorporate these uncertainties, a super-ensemble was 
generated by combining the rainfall projections from all models. The main findings of rainfall 
simulation under future climate are: 
 The three different uncertainties – natural variability, climate model uncertainty and 
downscaling model uncertainty introduced by the non-stationarity were visualised 
by plotting the mean annual, summer and winter rainfall projections and a number 
of temporal and spatial statistics of the rainfall projections. The downscaling 
uncertainty due to the non-stationarity was found to lead to significant uncertainty to 
the future rainfall projections relative to the other two sources of uncertainty 
included.  
 The Box-Cox transformation has affected the interpretation of the rainfall 
projections due to the non-linear relationship between the transformed rainfall and 
the re-transformed rainfall. It was found that although the higher moments of the 
transformed rainfall are independent of the mean transformed rainfall, the higher 
moments of the re-transformed rainfall vary with the mean transformed rainfall. 
This leads to the difference in the projected changes in the higher moments of the 
re-transformed rainfall and transformed rainfall.  
 A super-ensemble of rainfall projections was developed to incorporate the three 
sources of uncertainty. Weighting the GCM members of the super-ensemble was 
attempted by comparing the GCM simulations of the historic rainfall and the rainfall 
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observations using the K-S test, but no significant changes in the rainfall distribution 
were perceived using this weighting method.  
6.3 New insights and contributions 
The new contributions of this thesis are summarised as follows: 
 New regression models for characterising rainfall variability, and infilling and 
simulating monthly rainfall for south-east UK were developed. The ability of the 
model to represent the historic rainfall variability demonstrates the potential value of 
relatively simple rainfall models, using Box-Cox transformations and simple inter-
site correlation models, to facilitate multivariate Gaussian error models, for 
generating realistic monthly rainfall patterns.  
 Identification of non-stationarity in statistical downscaling models adds to 
knowledge about the risk of assuming a stationary model based on relatively short 
(e.g. 30 years) control periods to project future rainfall. 
 The RCM analysis showed biases in projecting the linear regression model to the 
future. This is additional evidence of the dangers of projecting statistical 
downscaling models to future climate. 
 Investigation of uncertainties in downscaled future rainfall found that the 
downscaling uncertainty due to the non-stationarity could lead to significant 
uncertainty to the future rainfall projections. This shows the potential importance of 
incorporating this source of uncertainty when creating projection ensembles in order 
to provide more reliable future projections.    
6.4 Practical relevance and potential applications 
A major challenge in water resource planning is the hindcasting of hydrological data to ensure 
that possible extreme droughts, including inter-annual sequences of droughts, are adequately 
considered. A second challenge, important when considering options for intra and inter-
regional water transfers, is spatially consistent characterisation of droughts. These challenges 
are especially relevant in the water-stressed south-east UK. Currently available climate 
modeling tools and data sets, such as UKCP09, are not by themselves designed to meet these 
challenges. This study describes and tests a statistical model that infills and extends historical 
rainfall observations to allow improved consideration of extreme and inter-annual droughts in 
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the south-east of UK, with potential applicability to other regions where similar problems 
exist. 
The non-stationarity in the statistical downscaling model has been found to lead to significant 
uncertainty in future projections. This study provides an approach that incorporates the 
uncertainty introduced by the model non-stationarity when creating ensemble of future 
rainfall projections, in addition to other sources of uncertainty. This is potentially applicable 
to other regions where there are long-term records of data available. In the regions with 
limited data supply, when using the fitted model to generate future projections, the uncertainty 
introduced by the model non-stationarity is an important source of uncertainty that cannot be 
neglected. This should be bore in mind when explaining the future projections.   
6.5 Further work  
This thesis provides new insights into the uncertainty in statistical downscaling of rainfall. 
However, the limitations of this study should be acknowledged and some recommendations 
for further work can be given for further research.  
The rainfall model developed in Chapter 3 is based on monthly scale data, which is 
considered to be sufficient for the regional analysis of inter-annual droughts in south-east UK 
and exploration of non-stationarity. However, for some applications daily rainfall would be 
preferred. Simulation of daily rainfall would require the modelling of the rainfall occurrence 
(i.e. the wet-dry day sequences) independently of the rainfall amount (Mehrotra and Sharma, 
2010). This would lead to the use of weather generators, e.g. spatially extended EARWIG 
(Kilsby et al., 2007) and UKCP09 (Jones et al., 2009) weather generators (Burton et al., 
2013), and generalised linear models (Yang et al., 2005, Kenabatho et al., 2011). Another 
limitation of the rainfall modelling is that this study only used one case study area, south-east 
UK. The applicability of the rainfall model to other regions with similar water-stressed 
conditions can be further investigated. 
The newly developed rainfall downscaling models show temporal biases in the early period of 
the record. Rainfall was underestimated in the period 1855-1875 because the trend of general 
increase in winter rainfall was weaker in the early period. Using atmospheric CO2 
concentrations instead of the linear trend substantially reduces the bias, however the physical 
explanation for this is unclear. Further investigation is needed towards investigating why CO2 
influences the rainfall variability in a way that cannot be represented by the combinations of 
the climate variables and their interactions. Assessment of the rainfall models also shows the 
existence of spatial biases. This is due to the use of a simple spatial model, leading to evident 
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over-estimation of rainfall at some dry sites. This might be resolved by applying a more 
sophisticated and complex spatial model, however care is needed to avoid over-fitting of the 
model.  
This modelling method uses fixed (observed) time series of predictor variables thus does not 
allow the variability of the predictor series themselves to be considered. This could be 
addressed by generating the predictor variables stochastically using other stochastic models or 
resampling methods (e.g. Serinaldi and Kilsby, 2012, Ledbetter et al., 2012). For the purpose 
of simulating extreme events, incorporating the variability of the predictor variables would 
allow a much wider ensemble of data set to be generated which might contain more extreme 
events not observed before. This study also does not use alternative metrics to evaluate the 
modelled rainfall time series. Some suitable validation metrics for extremes (e.g. Drought 
Severity Index or Standardised Precipitation Index) could be used to evaluate the ability of the 
model to simulate drought characteristics (Bryant et al., 1992, Fowler and Kilsby, 2002, 
Blenkinsop and Fowler, 2007).  
The non-stationarity analysis in Chapter 4 identified the non-stationarity in the statistical 
downscaling models. A limitation of this study is, despite having long records than usually 
available, only five independent time intervals were used, with only 30 data samples in each. 
A possible way to markedly increase the number of intervals and/or samples would be to 
analyse all months using one model, by including suitable seasonality terms (e.g. Chandler 
and Wheater, 2002, Yang et al., 2005). The variation of the coefficient values over the months 
suggests that it might be able to use some sine and cosine terms to represent the seasonality. 
This deserves some further investigation.  
Exploration of the physical causes of the non-stationarity in the downscaling model is 
constrained by the data sets available because there are limited climate data sets with records 
as long as 150 years. In this study, Lamb Weather Types (Lamb, 1972, Jenkinson and 
Collison, 1977, Jones et al., 1993) with records from 1861 to 2007 were applied to interpret 
the physical causes of the non-stationarity, but were found not to help. The limitations of 
using weather types are: 1) using the dominant weather type to represent the weather of a 
particular month is arbitrary; 2) the weather types were classified into three weather states (A-
type, E-type and W-type) according to Fowler and Kilsby (2002), nevertheless, this might not 
be the best way to classify the weather types. Further research might investigate better 
approaches towards monthly weather type representation and weather type classification 
which might help reveal the physical reasons of the non-stationarity. Apart from weather 
types, air flow indices (Conway and Jones, 1998, Kilsby et al., 1998), as another indices to 
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classify daily circulation patterns, can also be tested to investigate whether they can help 
explain the physical reseans of the non-stationarity.  
The rainfall simulation under climate change scenarios in Chapter 5 accounted for three 
sources of uncertainty, the uncertainty from the GCM configuration, natural variability and 
the downscaling uncertainty due to the non-stationarity. Other sources of uncertainty 
neglected in this study are: the estimation uncertainty in the downscaling model coefficients 
(i.e. within each 30-year period, represented as confidence intervals in Figure 4.1 and Figure 
4.2), and the uncertainty introduced by emission scenario. The model coefficient uncertainty 
might be considered by sampling using their covariance matrix and generate multiple model 
runs to quantify this uncertainty. The emission scenario uncertainty could be incorporated by 
generating future rainfall projections under different emission scenarios (Murphy et al., 2009).  
Simulation of future rainfall was based on a number of assumptions. The error models (for the 
Box-Cox transformed rainfall) used for the five downscaling models are assumed to be 
stationary over the years (note they were varied between months) and uniform over the sites. 
This may lead to the underestimation of the sensitivity of the downscaled rainfall to the fitting 
period. Using different error models requires fitting a correlogram model to each control 
period, which is constrained by the missing rainfall data in the record. Another important 
assumption is that the same predictors as used in the historic period will be equally relevant in 
the future. Further work is needed to investigate whether this assumption holds under climate 
change conditions, in other words, whether other climate variables not included in the model 
will play an important role in explaining future rainfall variation, or some predictors used in 
the model will have a different impact on rainfall in the future. This may be difficult to 
achieve until more reliable rainfall estimates from dynamical downscaling (RCMs) can be 
used as a model of future rainfall (Fowler et al., 2007, Maraun et al., 2010). 
The Box-Cox transformation was found to affect the interpretation of the rainfall projections 
due to the dependence of the higher moments of the rainfall on the mean rainfall. It requires 
further investigation of how higher moments of rainfall depend on large-scale predictors and 
how this could be included in projections. Ideally some sensitivity analysis to the Box-Cox 
transformation used can be conducted, or avoiding the Box-Cox transformation by fitting a 
two-parameter Gamma distribution to the data. This deserves some further investigation.  
This study only used one criterion to weight the GCM members of the super-ensemble of 
rainfall projections, i.e. the ability of the GCM outputs to reproduce the monthly rainfall 
distributions. It was found that this weighting method does not have significant impacts on the 
rainfall distribution. There are various techniques to weight GCM members as described in 
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Tebaldi and Knutti (2007), Vidal and Wade (2008), Johnson and Sharma (2009) and Murphy 
et al. (2009). Further investigation is needed to test whether different GCM weighting 
schemes can affect the future rainfall distribution. In addition, appropriate methods for 
weighting the alternative downscaling methods also deserve further study.  
6.6 Concluding statements 
This PhD research developed and tested a long-term statistical downscaling rainfall model 
which improves the understanding of the spatial and temporal distribution of rainfall in south-
east UK. Assessment of the model showed the ability of a relatively simple rainfall model to 
reproduce historical rainfall variation. Using this rainfall model as a framework, this study 
identified the existence of the non-stationarity in the model coefficients, which shows the 
dangers of projecting a relatively short-term statistical downscaling model to the future based 
on the assumption of stationarity in the downscaling relationships. Investigation of 
uncertainties in statistical downscaling of future rainfall revealed that the uncertainty 
introduced by the non-stationairity in statistical downscaling model can add significant 
uncertainty to future rainfall projections. This suggests that the uncertainty due to the non-
stationarity needs to be incorporated when generating ensembles of projections. This may lead 
to more reliable estimates of future climate.   
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APPENDIX A 
Multiple Linear Regression  
Multiple linear regression involves using mathematical functions to model and investigate the 
dependence of response variable, say, Y on one or more other explanatory variables, say, X. 
The regression methods start with prior knowledge of the possibly significant X variables and 
the form of X-Y relationships based on knowledge of the processes involved, and then 
formulate, fit, evaluate and validate the regression relationship (Draper and Smith, 1998, 
Kottegoda and Rosso, 2008). Among the regression methods, a simple form is multiple linear 
regression. The general procedure of doing a multiple linear regression is presented as 
follows: 
Formulation of the model 
A multiple linear regression model takes the form 
Y = β0 + β1x1 + β2x2 + ··· + βp-1xp-1 + ε  Equation A.1 
Where Y is the response variable (predictand) and there are p-1 explanatory variables 
(predictors) x1, x2, …, xp-1,  with p coefficients β0, β1, β2, …, βp-1. The error term ε represents 
the difference between Y and the deterministic component, β0 + β1x1 + β2x2 + ··· + βp-1xp-1. To 
give unbiased coefficient estimates, this requires that the errors are independently and 
identically distributed with a mean value of 0. Furthermore, to implement standard methods 
for hypothesis testing (e.g. testing whether the coefficient values significantly different from 
zero using the t-test, or testing for independence of residuals by calculating correlation, 
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Kottegoda and Rosso, 2008) and the setting of confidence limits, it is also assumed that ε is 
normally distributed.  
Estimation of coefficients 
Least square method is adopted to estimate the p unknown coefficients. The coefficients β are 
represented by a (p ×1) vector. The random errors ε and the response variables Y are 
represented by (n ×1) vectors. The observations xij are contained in the (n ×p) matrix: 
   
    
    
         
         
  
    
   
         
   Equation A.2 
The multiple regression model is written as 
Y = Xβ + ε  Equation A.3  
The least squares solution is obtained by minimizing 
      
                            
  
   
 
    Equation A.4 
with respect to the unknown coefficients  β0, …, βp-1. Therefore, the coefficient estimates are 
calculated by partially differentiating the sum of squared errors with respect to each of the 
unknown coefficients and equating to zero. The least squares solution to the unknown 
coefficients is  
             
   
   Equation A.5 
where T denotes transpose, y is a (n ×1) vector of observed Y values and X
T
X is a (p × p) 
matrix and can be inverted.  
Model testing 
After estimating the coefficients of the model, significance tests are applied to the multiple 
regression model and to each regression coefficient. For the initial significance test, the model 
with a chosen number of explanatory variables is tested for the overall fit.  
The hypotheses are 
Null hypothesis H0: βi = 0, for all i, i = 1, 2, …, p – 1  
and alternate hypothesis H1:βi ≠ 0, for one or more i,  i = 1, 2, …, p – 1  
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The total sum of squares of the observations of the response variable is the sum of squared 
deviations from the mean: 
            
  
       Equation A.6  
This can be split into two parts, SST = SSR + SSE which are the sum of squares due to 
regression and the sum of squares due to errors, respectively.  
             
  
         Equation A.7  
             
  
      Equation A.8 
Under the null hypotheses,        
   
  , where σ2 is the common variance of the errors and 
p – 1 is the number of explanatory variables; also,         
   
 . From the F distribution, 
  
         
         
           Equation A.9  
where p-1 and n-p are degrees of freedom of SSR and SSE, and α is probability of exceedance. 
The null hypothesis is rejected if F > Fp-1,n-p,α. 
It is also necessary to make hypothesis test on each of the regression coefficients. This 
enables elimination of one or more of the chosen explanatory variables that do not 
significantly contribute to the regression sum of squares.   
The hypotheses are 
Null hypothesis H0: βi = 0, for each i, i = 1, 2, …, p – 1  
and Alternate hypothesis H1:βi ≠ 0, for each i,  i = 1, 2, …, p – 1  
Under the null hypothesis, the test statistics are 
   
   
    
  
         
           Equation A.10 
   
       
  
          
          Equation A.11 
where c
’
ii, i = 0, 1, …, p – 1, are the diagonal elements of the (X
T
X)
-1
 matrix. The null 
hypothesis is rejected if  
             Equation A.12 
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                Equation A.13 
Equations A.12 and A.13 are a F test and a t test, respectively. According to the null 
hypothesis, these two tests are equivalent here. It should be noted that these tests are partial 
tests on the coefficient itself because the estimate of the coefficient depends on all the 
explanatory variables used in the model.  
Model adequacy 
The model adequacy can be measured by the statistic 
   
   
   
     Equation A.14  
This is the ratio of the sum of squares due to regression to the total sum of squares. It is called 
coefficient of determination. It gives the proportion of the variability of the response variable 
that is accounted by the explanatory variables.  
Residual analysis 
The formation of the regression model and the significance tests of hypotheses rely on the 
assumptions made. In the regression methods the error term ε is assumed to be independently, 
identically, and normally distributed. To examine the model errors, a practical way is to use 
the residuals represented by ei = Yi - Ŷi, where Ŷi is the corresponding fitted value obtained by 
use of the fitted regression equation. Hence, residual plots are used to examine whether the 
assumptions (homoscedasticity, independency and normality) are violated.  
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APPENDIX B 
Analytical Method of Calculating 
Confidence Limits of Regression 
Coefficients 
This section describes the analytical solution to calculate the confidence limits of the 
regression coefficients.  
The covariance matrix of the regression coefficients is as follow: 
C =  
 
 
 
 
    
                 
                    
               
               
  
                          
  
            
 
 
 
 
  Equation B.1  
where   ,   ,…,      are the regression coefficients. By definition (see Kottegoda and 
Rosso, 2008, p346), C =                 . From the equation of calculating regression 
coefficients   =           , and because         is symmetric, 
C =  [                                  ]  Equation B.2 
If the errors represented by   =        are assumed to have a zero mean and a common 
variance   , and assumed mutually independent, 
 [                 ] =   I   Equation B.3 
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which is a matrix with the diagonal elements equal to    and the off-disgonal elements equal 
to zero as below: 
 
   
   
  
  
  
  
  
   
                                                                                        
However, in the multi-site regression model, two types of error dependencies exist: temporal 
dependence and spatial dependence. The temporal dependence can be assumed to be zero 
(this is illustrated in Figure 3.14), but the spatial dependence is significant and cannot be 
neglected. Hence,  [                 ] should be expressed as a matrix, 
 
 
 
 
 
 
 
 
 
 
 
  
  
   
 
  
  
  
  
  
   
 
     
     
  
  
   
   
  
    
 
 
 
 
    
    
  
  
  
  
  
  
    
  
  
   
   
  
    
 
  
  
  
   
   
  
   
 
 
 
 
 
 
           
 
 
 
 
 
 
 
 
 
 
          
where   
 ,   
    represent the error variance of each site, and       represent the error 
covariance between two different sites. In this block matrix, the diagonal matrixes have the 
error variance as the diagonal values and zero as the off-diagonal values; the rest of the 
matrixes have the error covariance as the diagonal and zero as the off-diagonal values. As   
 , 
  
 ,…, and    , … can all be calculated, the matrix  [                
 ] can be 
obtained. By taking Equation B.2 as, 
C =                                        Equation B.4 
the matrix C can be calculated. The diagonal elements of the matrix C are the variances of the 
regression coefficients; they can then be used for setting the confidence intervals of the 
coefficients.  
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APPENDIX C 
Theory of Principal Component Analysis 
Principal Component Analysis is a statistical technique to investigate the covariance structure 
of a set of variables. This technique transforms a set of correlated variables into an equal 
number of uncorrelated (orthogonal) variables called principal components. “This 
transformation is defined in a way that the first principal component accounts for as much of 
the variance of the original variables as possible, and each succeeding component in turn 
explains as much of the remaining variance as possible and is orthogonal to the preceding 
components” (Kottegoda and Rosso, 2008). The aim is to reduce the dimensionality of a data 
set without much loss of information (Kottegoda and Rosso, 2008, p 373).  
The procedure of Principal Component Analysis is illustrated here using a data set of 3 
correlated X variables, with 4 measurements in each of the X variables 
   
      
      
   
   
      
      
   
   
  
Standardising the data 
When the variance of the columns is substantial or when the variables are in different units, it 
is preferable to make all the variables in the same units. Each column of X values is initially 
standardised to a zero mean and a unit standard deviation by subtracting the respective means 
and dividing by the respective standard deviations. This is to make the principal components 
independent of the units of the X variables. 
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Calculating the covariance matrix 
The covariance matrix C is  
   
      
      
   
   
         
  
The diagonal elements are the variances of the 3 X variables, and the other elements are 
covariances  between pairs of X variables.  
Calculating the eigenvectors and eigenvalues of the covariance matrix 
The eigenvectors and eigenvalues of the covariance matrix can then be calculated. These are 
important because they provide information about the patterns in the data. “The procedure is 
equivalent to finding the axis system defined by the principal directions of variance. The 
eigenvector with the largest eigenvalue is the direction of highest variation, the one with the 
second largest eigenvalue is the (orthogonal) direction with the next highest variation and so 
on” (Kottegoda and Rosso, 2008).  
The eigenvalues are defined as the roots of  
             Equation C.1 
where I is a 3×3 identity matrix, and λ are eigenvalues of the matrix C. The eigenvalues are 
shown to be the estimated variances of the respective principal components.  
For each eigenvalue of C, there exists a corresponding vector ai such that 
                 for i = 1, 2, 3.  Equation C.2 
The vector ai is an eigenvector of C associated with the eigenvalue λi. The Equation C.2 is 
equivalent to  
                    for i = 1, 2, 3.  Equation C.3 
where the eigenvector ai can be calculated. Of note is that there is no unique solution for ai 
because it is a direction vector and can be scaled to any magnitude. Thus in order to make all 
eigenvectors have the same length, an eigenvector is usually scaled to have a length of one, 
that is, ai
T
ai = 1.  
Deriving the principal components 
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The 3 principal components can be obtained by  
                for i = 1, 2, 3.  Equation C.4 
Each principal component is a linear combination of the original variables. For example, the 
first principal component is calculated as below 
    
   
   
   
   
   
      
      
   
   
      
      
   
   
  
   
   
   
   
                    
                    
                    
                    
  
In general, the principal components are related to the X variables through the vectors of 
coefficients as follows 
 
      
      
   
   
      
      
   
   
   
      
      
   
   
      
      
   
   
  
      
      
   
   
         
    Equation C.5  
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APPENDIX D 
Kolmogorov-Smirnov Test 
This section introduces the Kolmogorov-Smirnov goodness-of-fit test which tests the 
goodness-of-fit of a sample distribution to the theoretical distribution, and the Kolmogorov-
Smirnov two-sample test which evaluates whether two samples come from the same 
distribution.  
The Kolmogorov-Smirnov Goodness-of-Fit Test 
 
The Kolmogorov-Smirnov goodness-of-fit test is non-parametric. Rather than using the pdf, 
this test considers the cdf of a continuous variable. The test statistic is the largest maximum 
absolute difference (i.e. the largest vertical distance) between empirical and theoretical cdfs.  
Considering a continuous variable X of a sample size n ordered from the smallest to the 
largest as {x(1), x(2), …, x(n)}, the empirical cdf Fn(x) is a step function, which gives the fraction 
of values not exceeding x as defined below 
Fn(x) = 0              if x < x(1) 
         = k/n           if x(k) ≤ x ≤ x(k+1)      for 1 ≤ k ≤ n 
         = 1              if x(n) ≤ x 
The null hypothesis H0 is that the empirical cdf Fn(x) is the same the theoretical cdf F0(x). 
That is 
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The test statistics defined as the maximum absolute difference beween Fn(x) and F0(x) is then 
                      
For large values of n, the limiting distribution of      is given as 
   
   
             
   
 
              
  
   
 
 
   
 
The critical values Dn,α for large samples are 
                       for α = 0.05 
                       for α = 0.01 
The null hypothesis H0 is rejected if Dn > Dn,α. 
The Kolmogorov-Smirnov two-sample test  
 
The Kolmogorov-Smirnov two-sample test extends the idea of the Kolmogorov-Smirnov 
goodness-of-fit test to examine whether two samples come from the same distribution. In this 
case, the cdf of the theoretical distribution is replaced by the empirical cdf of another sample. 
Assuming two samples of sizes m and n, and their empirical cdfs are Fm(x) and Gn(x) 
respectively, the null hypothesis H0 is that the empirical cdf Fm(x) is the same as the empirical 
cdf Gn(x). That is 
   
   
                  
The test statistic is 
                       
An example of the test statistics is illustrated in Figure D1. For large values of m and n, 
   
    
    
  
   
         
   
 
              
  
   
 
 
   
 
The critical values Dn,α for large samples are 
             
  
   
          for α = 0.05 
             
  
   
          for α = 0.01 
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The null hypothesis H0 is rejected if Dm,n > Dm,n,α. 
 
Figure D1. Illustration of the two-sample Kolmogorov-Smirnov statistic. Solid and dashed 
lines each represent an empirical cdf. Red vertical line (denoted as D) is the two-sample 
Kolmogorov-Smirnov statistic. (http://www.physics.csbsju.edu/stats/KS-test.html) 
 
 
 
 
