Minimization of damage from the rising trend of global warming would warrant two kinds of action for a country like India: a) abatement of greenhouse gas emissions and b) adaptation to climate change so as to reduce climate change related vulnerability of the people. The target of low carbon economic growth of India in terms of declining energy and carbon intensity of GDP assumes, therefore, a special significance in such context. Of the different options for lowering carbon intensity of GDP, the option of energy conservation through reduced energy intensity of output happens to be cheaper in most cases than the carbon free energy supply technology options. As the industrial sector has the largest sectoral share of final energy consumption in India this paper focuses on the assessment of energy savings potential in seven highly energy consuming industries. The paper estimates the energy savings potential for each of these industries using unit level Annual Survey of Industries data for 2007-08. The paper further develops an econometric model admitting substitutability among energy and other non-energy inputs as well as that among fuels using translog cost function for the selected industries and also for the manufacturing sector as a whole to study the behavioural response of the industries to changes in factor prices or fuel prices. The model uses time series data at the aggregate level of the concerned industry for the period 1991-92 to 2008-09. The results of the model point mostly to the significant response of energy consumption to own price increases and to the insignificance of the responsiveness of the corresponding capital requirement to effect such energy conservation. Besides, a large part of the growth of factor productivity as estimated by the model has been found to be induced by energy price changes, the price neutral component of technical change being negligible. All these have important policy significance in respect of the relevance and direction of fiscal, monetary or other policy instruments for energy conservation in India for abating global warming.
Introduction
India is faced with the challenge of sustaining its rapid economic growth while dealing with the threat of global climate change. Minimization of damage from the rising trend of global warming would warrant two kinds of action for a country like India: a) abatement of greenhouse gas emissions and b) adaptation to climate change by way of infrastructural and other developments to reduce climate change related vulnerability of the people. The National Action Plan on Climate change released in 2008 recognises this need to maintain high growth rate for raising the living standards of the vast majority of its people since higher income and higher level of infrastructural development can only reduce vulnerability of the people to adverse impacts of climate change. India"s development agenda thus focuses on the need for high and inclusive economic growth for eradicating poverty and improving standards of living and reducing climate change related vulnerability of its people. In such a context the target of low carbon economic growth in terms of declining carbon and energy intensity of GDP, therefore, assumes special significance.
Of the different options for lowering carbon intensity of GDP, the option of energy conservation through reduced energy intensity of output (or value added) happens to be cheaper in most cases than the carbon free energy supply technology options. As the industrial sector has the largest sectoral share of final energy consumption in India accounting for about 47.6 percent of the total commercial energy consumption in the country in 2007-08, the paper focuses on the assessment of energy savings potential in this sector. More specifically the focus is on the seven major energy consuming industries namely, iron and steel, aluminium, paper and pulp, textiles, chlor-alkali, fertilizer, and cement. These industries are also the ones covered under the National Mission for Enhanced Energy Efficiency as part of the national initiative for addressing the problem of global climate change. These seven industries together account for about 46.5 percent of the final energy (measured in oil equivalent units, kgoe) and 58.1 percent of electricity (measured in kwh) consumed by the industrial sector, while their share in the industrial sector"s output and gross value addition is respectively 22.4 percent and 27.6 percent in 2007-08. Energy savings potential for each of these seven industries is estimated using firm level data from the Annual Survey of Industries (ASI) for the latest year available i.e., 2007-08. Such an exercise involves methodologically the use of (energy) efficiency benchmark of some of the best performing units within the concerned industry.
Demand for inputs by industry is essentially a derived demand. A firm"s demand for inputs is derived from its output. Since the firms prefer to choose input quantities which minimize their total cost of producing a given level of output, the derived demand for inputs depend upon the substitution possibilities among inputs allowed by the technology, and the relative prices of all inputs. Since there is wide variation in energy consumption of individual industries caused partly by differences in the level of output and partly by differences in energy intensity which reflect variation in underlying technology, it is reasonable to assume that due to the difference in technologies in industries their response to changes in prices would be different. The paper develops an econometric model admitting substitutability among energy and other non-energy inputs as well as that among fuels using translog cost function for each of the seven selected industries and also for the manufacturing sector as a whole to study the behavioural response of industries to changes in factor prices. The model uses time series data at the aggregate level of the concerned industry for the period 1991-92 to 2008-09. The estimates of the model have important policy significance in respect of the relevance and direction of fiscal, monetary or other policy instruments for energy conservation in India for abating global warming.
The remainder of this paper is organised as follows: Section 2 provides a review of literature on the behavioural response of industries to changes in factor prices based on the derived demand functions for factor inputs. Section 3 provides an assessment of energy savings potential in the seven selected industries in India for 2007-08, while section 4 presents the econometric model for inter-factor and inter-fuel substitution for these industries. Results of the econometric model are presented in section 5. Section 6 concludes by providing policy prescription for energy conservation in the Indian manufacturing sector.
Review of Literature
A large body of literature exists that have analyzed the role of energy in the structure of production. They provide estimates of derived demand elasticities for factor inputs using translog cost/production functions. Most have either used time series data for a single country's manufacturing sector or time series data pooled by country or manufacturing sub-sectors both in the developed and developing country context. Some of these studies have attempted to estimate the input demand functions for the manufacturing sectors of different countries by fitting aggregate translog cost function with three or four inputs namely capital (K), labour (L), energy (E), and materials (M) while others have attempted to estimate more disaggregated models with energy input disaggregated into different fuels or with fixed and working capital as separate capital inputs. Studies which have used energy as a single aggregate input include those by Berndt and Wood (1975) , Hudson and Jorgenson (1974) , Griffin and Gregory (1976) , Magnus (1979) , Ozatalay and Grubaugh (1979) , Field and Grebenstien (1980) . Studies by Fuss (1977) , Griffin (1977) , Halvorsen (1977) and Pindyck (1979) on the other hand have used energy in a disaggregated form and provide estimates of derived demand for aggregate energy input as well as for its different fuel constituents. All these studies were undertaken for developed countries. Absence of reliable data precluded similar type of analysis for the developing countries. Some of the studies for the developing country are by Pitt (1985) which uses firm-level cross-section data of manufacturing firms for Indonesia and Roy et al. (2006) which uses pooled data for US and three developing countries South Korea, Brazil, and India to estimate long-run substitution and price elasticities using factor inputs (KLEM) for selected industries.
In the Indian context also a large number of studies have quantified the energy demand function and have estimated energy price responsiveness. Studies that have estimated input demand function using translog functions for Indian manufacturing sector include among others by Uri (1979) , Williams and Laumas (1981) , Apte (1983) , Murty (1986) , Kar and Chakraborty (1986) , Roy (1992) , Jha et al (1993) , Saha (1997) . Although there are many studies for India on inter-fuel and inter-factor substitution, not many have examined the bias in technical change towards energy or other non-energy factor inputs. Jha et al (1993) is one of the first studies for India that examines technical change bias in the Indian manufacturing sector. Other studies that have examined technical change bias with respect to energy input in the Indian context are by Saha (1997) and Roy et al (1999) .
These studies were all carried out in response to the global oil crisis of 1973 and dealt with the possibilities of substitution of high cost fuel by relatively low cost fuel, substitution of energy with non-energy inputs for a given technological knowhow, and conservation of specific energy types through efficient utilization. Beyond oil crisis and in the phase of growing concern over climate change due to growing carbon emissions from increased energy use, inter-fuel and inter-input substitution with the objective of energy conservation and lowering carbon intensity of GDP are finding renewed attention among policy makers globally. The present paper adds to the existing literature and addresses the issue of conservation of energy in the manufacturing sector in India. Its main focus is on the development of policy instruments -fiscal, monetary and others which would result in an overall improvement in energy efficiency in the manufacturing sector in India thereby conserving energy. Such improvement in energy efficiency will not only result in a reduction of energy intensity of the economy but would also contribute towards lowering carbon intensity of not only the manufacturing sector but also of the entire economy thereby addressing the issue of abatement of global climate change. None of the existing studies which have analysed the role of energy in the structure of production in Indian manufacturing sector have covered the period beyond 1993-94. It is well known that India initiated the process of economic reforms in 1991-92 during which the economy had undergone considerable changes. This process of economic reforms in India was also accompanied by reforms in the energy sector. The present study is probably the only study for India which explores the role of energy in the production structure in the post economic reforms period using time series data for the period 1991-92 to 2008-09. The paper also estimates the rate of technical progress in each of the selected industries so as to explore the prospects of reduction in energy use in the industrial sector brought about by such technical progress.
Energy Savings Potential
As a first step, we estimate the energy savings potential for each of the seven selected industries. Methodologically such an exercise involves use of (energy) efficiency benchmark of some of the best performing units within the concerned industry. Energy efficiency benchmarking for an industry is a process by which energy performance of an individual firm/unit within the industry or a sector comprising of similar units are compared against a common metric which represents a "standard". It may entail, comparing for a sector or industry, energy performance of a number of units against each other in any given year or comparing the performance of an individual unit or industry over time or comparing its performance if it were using the best available or state of the art technology or comparing its performance vis-à-vis units/sectors in other countries and so on. As benchmarking is used as a tool for comparison it should have an important characteristic that the metric used should be independent of unit size. In the present study the metric used for benchmark analysis is energy intensity.
For the manufacturing sector in India the only available data source for carrying out such analysis is the unit level ASI data. We use the data for the latest year available i.e., 2007-08. There are, however, certain limitations of ASI data which delimit the scope of application of benchmark analysis discussed above. As the ASI data does not reveal information relating to the identity of different firms within an industry, it cannot be used for analysing the performance of individual firms over time. However, one can compare the performance of different units within an industry vis-a-vis certain benchmark value. We use this information to estimate the energy savings potential for the concerned industries.
There are a large number of units/firms of varying sizes within an industry. Comparing energy intensity of a small unit with that of a large one may not be meaningful because of the scale of operation. In order to overcome the problem of comparing dissimilar units, units within an industry are grouped/classified into different groups on the basis of a) share in final energy consumption (measured in kgoe), b) share in electricity consumption (measured in Kwh), and c) total output (measured in rupees), so that units within a group are all similar. Energy savings potential is then calculated for each group within the industry.
Having classified the units within an industry into different groups, units within a group are ranked in order of their energy intensities. Energy intensity of a unit is defined as total final energy consumed for generating one unit of output. Since the output is measured in monetary units, energy intensity is defined as energy consumed for generating Re. 1 worth of output. Two measures of energy intensity has been used depending on the way in which the units are grouped. These are
Unit of energy intensity
Definition of Energy Intensity 1 Classification based on Share of total energy consumption a) Kgoe/Re ( ) ( ) 2 Classification based on Share of total electricity consumption
After having arranged the units within a group in order of their energy intensities, 10 percent units that have the lowest energy intensity are selected and average energy intensity of these units is calculated. This average energy intensity of the top 10 percent energy efficient units (i.e., the mean of the first decile of the energy intensity distribution within a group) is taken as the benchmark to which all the units within the group having energy intensity higher than the average were to achieve within a given period. Units which have energy intensity lower than the average continue to operate at their existing energy intensities. Energy consumption of all units having intensity higher than the benchmark is worked out using the benchmark energy intensity. However, for units which have energy intensity lower than the benchmark, their current energy consumption is considered. By adding the energy consumption of the two modified overall energy consumption of the group is obtained. For a group the difference between its actual energy consumption and modified energy consumption worked out as discussed above is obtained. The ratio of this difference in energy consumption and the actual energy consumption of a group gives its energy savings potential. Energy savings potential of different groups within the industry is calculated in a similar manner. Aggregating the energy savings potential of different groups within an industry we get the overall energy savings potential for the concerned industry. Similar exercise is carried out i) by taking the lowest 25 percent units as per energy intensity criteria within a group and taking their average intensity (i.e., the mean of the first quartile of the energy intensity distribution) as the benchmark and ii) by taking the average intensity of units having energy intensity lower than the median energy intensity of the group (i.e., mean of the median of the energy intensity distribution) as the benchmark. Energy savings potential for each group is calculated and aggregating it across all groups gives the savings potential for the concerned industry. 1 One can see that there exists considerable potential for energy savings in each of these industries. However, what is important is the extent to which the derived energy savings potential can be achieved in reality. Attaining the benchmark level of intensity may not be technologically feasible or economically viable for all units within an industry as this may involve considerable investments thereby raising the unit costs at the given current prices and interest rates. Nonetheless, efforts must be made to improve energy intensity of all units within the industry so that improvement in overall energy intensity of the industry can be achieved. It is essential to look into the cost as well as gains from energy savings by adopting more energy-efficient technologies. Will the gains from improving energy efficiency outweigh the costs of steps taken for improvement in energy intensity? What fiscal and monetary measures need to be adopted that would incentivize the industry to improve its energy efficiency both in the short and long run. These are some of the issues that need to be addressed in order to find out the level of energy savings which can be attained in reality.
Behaviour of Energy Savings in the Non-Energy Sector
We estimate demand functions for energy and non-energy inputs for the Indian manufacturing sector using a methodology similar to that used by Fuss (1977) and Pindyck (1979) . Information relating to substitution possibilities between different energy inputs and between energy and non-energy input would be helpful in designing policy instruments for promoting energy efficiency in Indian manufacturing sector.
We assume that there exists for each industry in Indian manufacturing sector a twice differentiable aggregate production function of the form
where, Y represents total output, L is labour input, K is capital input. E i is i th energy input.
Energy input comprises of 3 fuels -electricity purchased from the grid (e), coal (c), and oil (o). M represents all other intermediate material inputs and t is the time variable.
Inclusion of time variable (t) as an argument in the production function implies the production relationship to change over time. We assume that the production function embodies constant returns to scale and is weakly separable in major categories of capital, labour, material and energy. This assumption implies that the marginal rate of substitution between individual fuels is independent of the quantities of capital, labour and material inputs. It is further assumed that capital, labour, material and energy aggregates are homothetic in their components. In particular we assume that the energy aggregate is homothetic in its electricity, oil and coal inputs. The last two assumptions are together referred to as homothetic separability assumption.
2
Using the assumptions of homothetic separability, the production function (1) can be written as
where, E is a homothetic function of the three fuels electricity, coal, and oil.
If factor prices and output levels are exogenously determined, the theory of duality between the cost and production implies that, given the cost minimizing behavior, production characteristics implied by equation (2) can be uniquely represented by a cost function which is also weakly separable. The cost function can be represented as
where, C is the total cost, P L is the price of labour, P K is price of capital, P M price of material inputs, P Ei is the price of i th fuel. P E is the aggregate price of energy input. It is a function that aggregates all individual fuels prices. The aggregator function is homothetic and does not include total quantity of energy as one of its arguments.
Homogeneity of degree one of the production function imply existence of a dual unit cost function giving output price as a function of input prices. Equation (3) can be written as
The unit cost function in (4) can be characterized and estimated in stages. In the first step we represent the price of energy, which is the unit cost of energy to a producer choosing fuel inputs which would minimize the total cost of energy, by a homothetic translog cost function with constant returns to scale. Estimation of the fuel share equations implied by this cost function gives the own and cross partial price elasticities for the three fuels considered, and the cost function itself provides an instrumental variable for the price of aggregate energy. In the next step we represent the cost of industrial output by a non-homothetic translog cost function. Estimation of the factor share equations implied by this cost function gives the price elasticity of demand and elasticity of factor substitution among the four inputs capital, labor, material and energy (see Pindyck, 1979 and Fuss, 1977) .
We adopt a translog functional form for the unit cost function (4) as given below
where, i , j = K , L , E , M and .
For the cost function to be well behaved over the price range covered in the sample, it must satisfy the properties of monotonicity, concavity and homogeneity. Linear homogeneity in input prices imply the following parametric restrictions
The factor share equations can be derived from the unit cost function (5). We make use of the Shephard"s lemma which implies (7) Since C = cY, we can write equation (7) as Now consider
Substituting , equation (8) can be written as
, the cost share of the i th input and the input demand function, in terms of cost shares can be written as
The time variable t in the production function represents the way in which output is affected by time. Following Hogan and Jorgenson (1991) and Sanstad et al (2006) the rate of technical change is defined as ( ) , assuming all prices to remain unchanged (10) i.e., the rate of technical change for each sector can be expressed as the negative of rate growth of unit cost or price of sectoral output with respect to time holding input prices constant. Using the unit cost function we can write equation (10) as
Symmetry of share equations and biases of productivity growth imply further restrictions and (12) Estimation of equations (9) and (11) requires them to be embedded within a stochastic framework. This is done by adding a disturbance term in each of the four share equations along with the technological change equation. Since the value shares sum to unity, the random disturbances in the four share equations for factor inputs are not independently distributed. However, from cross equation restrictions, we observe that any three value share equations, along with technological change equation, together yield estimates for all parameters. Since value shares sum to unity, the sum of disturbances across the four equations is zero at all observations. In order to avoid singularity of the covariance matrix any one of the share equations can be dropped and the remaining three can be estimated. The fourth share equation will be determined automatically. We drop capital share equation and the share equations represented by (9) are jointly estimated with the technical change equation (11), subject to the parametric restrictions in equations (12) and (6). Estimates are obtained by using the iterative Zellner-efficient estimation procedure. This estimation procedure is equivalent to full information maximum likelihood estimation (Pindyck, 1979) .
The substitutability of inputs is captured by the Allen-Uzawa partial elasticities of substitution (AES). From the parameter estimates of the model AES can be derived as and (13) AES can further be used to derive own and cross price elasticities of factor demand as and (14) We now present the energy sub-model. Consider the unit cost function given by c = G[P L , P K , P M , P E (P Ee , P Ec , P Eo ), t] where, P E is the aggregator price index of the three energy inputs electricity, coal and oil. The aggregator function is homothetic and does not include total quantity of energy as one of its arguments. Linear homogeneity in aggregate energy function implies that the cost shares of the three fuels are independent of the total expenditure on aggregate energy.
We adopt a homothetic translog functional form so the aggregate energy price function can be represented as
where, i , j = electricity, coal, oil and .
Using Shephard"s lemma, the fuel share equations can be derived from aggregate energy function (15) as ∑
The fuel share equations are estimated subject to the following parametric restrictions
Just as in case of factor model, in the fuel model also a random disturbance term is appended to each of the fuel share equations. In order to avoid singularity of the covariance matrix we drop the share equation for coal. The remaining two value share equations are jointly estimated subject to the parametric restrictions specified by (17). Estimates were obtained using the iterative Zellner-efficient estimation procedure.
Substitutability of different fuels is captured by Allen-Uzawa partial elasticities of substitution (AES) which is derived from the parameter estimates of the above model as and i, j = electricity, coal, oil (18) Own and cross price elasticities of demand can be derives from AES as and (19) However, these price elasticities are partial price elasticities when applied to fuels. They account only for substitution between fuels, under the constraint that total quantity of energy consumed remains constant. However, the expenditure on energy will not remain constant. In fact, if the price of a particular fuel increases, its demand will decrease for two reasons, a) inter-fuel substitution resulting from changing relative fuel prices, and b) a decreased use of all energy resulting from an increase in the aggregate price of energy. The total own price elasticity for each fuel accounts for both inter-fuel substitution and the effect of a change in the price of the fuel on total consumption of energy. Thus, the total own and cross price elasticity of demand for each of the fuel is given by and (20) The unit cost function is estimated in two stages. First, energy cost is minimised in the choice of fuels (i.e., the inter-fuel model). Second, the total cost is minimized in the choice of factor inputs (i.e., the inter-factor model). The inter-fuel model provides estimates of price of aggregate energy input ( ̂E ) which is used as an instrumental variable for the price of energy in the estimation of the inter-factor model. Thus, we first estimate the homothetic translog fuel cost share equation (16) under the assumption of constant returns to scale subject to the parametric restrictions in equation (17). Parameters estimates of equation (16) are then used to compute the estimated energy cost ( ̂E ) using equation (15). The estimated value of the parameter in equation (15) is obtained under the assumption that for each industry under consideration P E = 1 in 1991-92 and the relative price index is calculated for all the years separately for different industries. This estimated fuel cost or the unit price of aggregate energy ̂E is used as an instrumental variable for the aggregate price of energy (P E ) while deriving estimates for the factor cost function given by equation (9).
The econometric analysis is carried out for the seven large energy consuming industries in India using ASI unit level data. Analysis has also been carried out by considering the entire manufacturing sector as a single category. The period of study is 18 years from 1991-92 to 2008-09. 3 The initial year of the study, 1991-92, is significant as India embarked on the path of economic reforms in this year. The period of coverage of the study is thus the post economic reforms period during which the Indian economy had undergone considerable changes.
The price of the factor input labour (P L ) required for the econometric model is calculated as the ratio of wages and salaries including employers" contribution to total number of persons engaged as given by ASI. The price of material inputs (P M ) is calculated using the input-output tables for the year 2003-04 and the wholesale prices indices (at 1993-94 prices) of different inputs used in the production by the concerned industry. From the input-output tables we get for the concerned industry the shares of different non-energy intermediate inputs that are consumed by the industry and using these shares as weights and the wholesale price indices of the non-energy intermediate inputs as prices we get the price of the intermediate materials as the weighted average of wholesale price indices of different non-energy material inputs consumed by the industry.
Price of capital (P K ) is calculated as P K = [(α*r)+{(1-α)*(r+d)}]
where, P K is the price of capital, ( ), r is the rate of interest paid and is calculated as the ratio of total interest paid to outstanding loan, d is the rate of depreciation and is the ratio of total depreciation to fixed capital. The data on working capital, fixed capital, depreciation, outstanding loans, interest paid is from the ASI.
ASI provides data on consumption of coal and electricity in both physical and monetary units. Consumption of coal and electricity is converted from their respective physical units into oil equivalent units by using fuel specific conversion factors. For electricity the conversion to oil equivalent units is in final energy terms. For each fuel dividing its consumption in oil equivalent terms by its consumption in value terms gives its price per oil equivalent unit of consumption. The information relating to consumption of different petroleum products is not adequate in ASI. It provides information on consumption of different petroleum products both monetary and physical units till 1996-97. For later years however, it only provides information on the consumption of petroleum products as a group in monetary units only. We used the information provided by the Bureau of Energy Efficiency (BEE) on physical consumption of different petroleum products to derive for each industry the ratio in which different petroleum products are consumed by different industries. Using these ratios along with the price information relating to different petroleum products from the Indian Petroleum and Natural Gas Statistics and the fuel specific conversion factors for different distillates of oil we derive price per oil equivalent unit of petrol and petroleum products consumed by different industries.
Results
The parameter estimates of the fuel model are given in Note: e = electricity; o = oil; c = coal ***, **, * represent level of significance at 1, 5 and 10 percent respectively. Note: l = labour; k = capital, m = intermediate material input; e = energy; t = time ***, **, * represent level of significance at 1, 5 and 10 percent respectively
Having estimated the parameters of the fuel model AES between different fuels (σ ii and σ ij ) is calculated using equation (18). We also calculate partial own and cross price elasticities of demand between different fuels (η ii , and η ij ) at the mean values of the shares of different fuels in respective industries using equation (19) . The estimates of AES and partial own and cross price elasticities of demand are reported in appendix tables A1 and A2. The estimates of total own and cross price elasticities of demand for different fuels (η* ii , and η* ij ) are derived from partial price elasticities using equation (20) at the mean values of the shares of different fuels in respective industries and are shown in table 5. Positive cross price elasticity indicates substitutability among fuels, while negative value implies complementarity. Table 6 shows the relationship between the different energy inputs based on the estimates of total price elasticities. One can see that for chlor-alkali and overall manufacturing sector the three fuels -electricity, coal and oil are complements with each other. A rise in the price of one would result in a decrease in the demand for other. However, in iron and steel industry the three fuels are substitutes implying that an increase in price of one would be associated with an increased demand for the other and vice-versa. Similarly from the parameter estimates of the factor model we derive the Allen elasticity of substitution 5 and own and cross price elasticities. All elasticities are calculated at the mean of each factor share. These elasticities are partial price elasticities. From table 7, which shows the estimates of price elasticities, one can see, the own price elasticity estimates are all negative as expected with the exception of own price elasticity of capital in cement industry and that of labour in all manufacturing sector. The price elasticities are in most cases inelastic. The own price elasticity of aggregate energy is not only negative for the industries selected but is also significant with the exception of iron and steel industry where although negative, it is not significant. Negative own price elasticity estimates for energy input have far reaching implications as far as carbon emissions are concerned. The estimate of the parameter b ee is positive in paper and pulp, fertilizer, iron and steel and textile industries (refer table 4). The positive estimates of b ee for these four industries indicate that with rising energy prices the cost share of energy would increase. This coupled with negative own price elasticity of energy input in these industries indicate that although the share of energy cost in the total cost will increase due to an increase in the price of energy, there would be reduction in energy consumption in physical terms. This implies that energy price increase would reduce carbon emissions depending on the quantity of reduction in carbonous energy use in these four industries. However, for the remaining industries namely, cement, aluminium, chlor-alkali and all manufacturing for which b ee is negative, the energy cost share would decrease with an increase in energy prices. For these industries as the own price elasticity of energy also is negative, any increase in energy price will not only result in a decline in energy consumption in physical terms but the share of aggregate energy cost in the total cost will also fall. Thus energy price rise would not only reduce energy consumption in physical terms thereby reducing the associated carbon emission, the energy bill in the total cost of the industry will also register a decline.
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The estimates of own and cross price elasticities calculated from industries" derived demand for different factor inputs can be used to analyse the behaviour of industries and their response to changes in factor prices. These are important from the point of view of designing policies to meet various economic objectives. We use the estimates of own and cross price elasticities obtained for different industries to examine their response to changes in factor prices and suggest policy measures for achieving the desired goal of energy conservation envisaged in the National Mission for Enhanced Energy Efficiency under the National Action Plan on Climate Change.
Consider the impact of a 10 percent increase in the price of aggregate energy on its own demand and also its impact on the demand for other factor inputs -capital, labour and materials. The results are reported in table 9. An increase in energy prices by 10 percent will result in a reduction in energy demand in all the industries considered and this effect is statistically significant in all except iron and steel where the effect though not significant is in the right direction. Thus, energy price rise would result in energy conservation in these industries. The impact of a rise in energy prices on the demand for capital, however, is ambiguous. In some of the industries the demand for capital would increase due to a rise in price of energy while in others it is expected to decline. The results are significant in only three industries, cement, chlor-alkali and all manufacturing. In cement and all manufacturing sector demand for capital would decline as energy prices rise (i.e., energy and capital are complements) while in chlor-alkali more capital would be needed with the rise in energy prices as capital and energy are substitutes. Increase in energy prices would result in more of labour input being demanded in most industries and these results are all significant. 6 For intermediate material inputs also, their demand would increase with an increase in energy prices and the results are significant in six out of eight industries considered. From these results one can conclude that an increase in the price of energy would result in a decline in the demand for energy, material, and labour inputs. However, its impact on the demand for capital is somewhat ambiguous. Thus, any policy measure which raises the price of aggregate energy input in these industries would result in energy conservation. The required change in energy prices for targeted 10 percent energy conservation is shown in table 10. Energy prices will increase in the range of 8.14 to 33.46 percent and for all manufacturing sector the required increase would be around 10.13 percent. We now consider the likely impact of changes in prices of different factor inputs on their own demand and also on the demand for other inputs. Since the focus of the present study is on energy conservation the analysis is restricted to analysing the impact of changes in prices of different factor inputs on energy demand.
7 Table 11 shows the percentage change in derived demand for capital and consequent changes in the demand for energy input for a 10 percent Increase in the price of capital. A rise in the price of capital is associated with a fall in its own demand in all industries except cement where more demand for capital would increase as its price increases. These results are found to be significant in all industries except aluminium. The impact of a rise in price of capital on the demand for energy is ambiguous. The impact is significant only in three industries, chlor-alkali, cement, and all manufacturing. In chlor-alkali energy demand will increase with the rise in the price of capital, while in cement and all manufacturing sector the demand for aggregate energy input will decrease as the price of capital increases. If one were to conserve energy, price of capital should decrease for chlor-alkali, while it should rise for cement and all manufacturing sector. Thus, there is no clear cut policy prescription for conserving energy through the capital price route. Provision of loans to industries at rates lower that the market rates which would lower their cost of capital so as to encourage them to invest in energy saving technology may not result in energy conservation and may therefore not be a good policy option. Table 12, derived from table 11 , shows the percentage change in the price of capital required for a 10 percent reduction in energy demand in each of the selected industries. For the three industries for which the results are significant, price of capital should decline by 24.72 percent in chlor-alkali. However, for cement and all manufacturing sector, conservation of energy by 10 percent would require the price of capital to increase by 24.32 and 22.75 percent respectively. The impact of a 10 percent increase in the real wages (i.e., price of labour) on its own demand and the demand for aggregate energy input is shown in table 13. A rise in the price of labour results in a decrease in its own demand in the selected industries except all manufacturing sector where more of labour input would be required. However, the result is not significant. Increase in real wages will lead to an increase in the demand for aggregate energy in six out of eight industries considered and the results are significant. From this one can infer that in order to conserve energy real wages should decline. In other words if the goal is to reduce energy consumption, it can be achieved by lowering the price of labour or the real wages. Required reduction in real wages for 10 percent energy conservation target would be in the range of 30.89 -116.78 percent (table  14) and for all manufacturing sector the required reduction would be around 45.6 percent. Conserving energy by a reduction in real wages will not be politically acceptable and is, therefore, not a desirable policy option. Thus, achieving energy conservation through changes in the price of labour input is ruled out. A 10 percent increase in intermediate material input prices will be associated with a decrease in the demand for material input in the industries considered and the results are significant in most cases, with the exception of aluminium (see table 15 ). The increase in prices of material inputs will be accompanied by a reduction in demand for aggregate energy in all industries and the results are significant in most cases. In industries where the results are not significant, the direction of change is in the desired direction. Hence if energy use is to be reduced, prices of intermediate material inputs will have to be reigned in if not reduced. In other words a policy of general deflation which would lower material input prices will give the desired outcome. Table 16 shows the changes in material prices required for 10 percent energy conservation. In order to achieve the desired objective material prices has to decline and rate of decline ranges between 6.72 and 40.40 percent in the selected industries. Material inputs as defined in the study comprises of all non-energy intermediate inputs that goes into the production process and is calculated using the input-output tables. A reduction in the material input prices would therefore imply a reduction in the overall prices prevailing in the economy. This may not be possible given that in an open economy domestic prices are greatly influenced by the behavior of world commodity prices and hence is beyond the control of any government. Thus regulating intermediate material input prices is not possible. Thus, conserving energy through changes in the price of material input is ruled out From the above discussion one can infer that energy conservation in Indian industries can unambiguously be achieved either by raising the price of aggregate energy input or by lowering the industrial wage rate prevailing in the country or by reducing the prices of material inputs or by a combination of all or some of these measures. The latter two options are not possible as any policy instrument which results in a lower wage rates will not be accepted and intermediate material input prices cannot be controlled as they are greatly influence by global commodity prices and India is a price taker in a globalised world. As regards price of capital, its impact on the demand for energy is ambiguous and may not necessarily result in the desired policy outcome. Thus the only option one is left with is the price of aggregate energy input. Any policy instrument which raises energy prices would result in efficient utilization of energy in the manufacturing sector in India thereby conserving energy.
Energy (i.e., final energy) used as an input in the industrial production process, comprises of electricity purchased from the grid, coal used for energy purposes, 8 and oil and its various distillates used as energy. The demand for aggregate energy and its price depends upon the demand and prices of the three fuels. From the above discussion we inferred that any policy measure which raises the price of energy would result in energy conservation. What does this mean in terms of prices and demand for the different fuels and its implications for energy conservation? We present below results of the fuel model. Table 17 shows the change in the demand for electricity for a 10 percent increase in its price. As electricity prices increase, its demand declines in the selected industries and the results are all significant. The decline in electricity demand for a 10 percent increase in its price would range between 1.47 and 8.93 percent and for all manufacturing sector the decline in electricity demand would be around 3.20 percent. The impact of a rise in electricity price on the demand for coal and oil would depend upon whether they are substitutes or complements. For all manufacturing sector, coal and oil are complements with electricity as their demand declines with the increase in electricity prices. Demand for coal in all manufacturing sector declines by 11.24 percent while the demand for oil declines by about 1.43 percent. For a targeted 10 percent electricity conservation, the required increase in electricity prices would be in the range of 11.20 to 67.94 percent and for all manufacturing sector it would be around 31.23 percent (table 18). Note: Positive changes indicate increase while negative changes indicate decrease ***; **; and * refers to significance at 1%, 5%, and 10% respectively Impact of a 10 percent increase in coal price on its own demand is shown in table 19. As coal prices increase there will be a decline in its demand by industries and the results are all significant. However, one can see that in case of overall manufacturing sector the impact of an increase in coal prices is in the opposite direction, i.e., requirement of coal increases as its prices go up. This is an unusual result which needs further probing. One of the uses of coal in the industrial sector is to generate electricity (i.e., coal is used for captive generation). It may so happen that the supply side constraints of grid electricity may coincide with the shortage in the supply coal resulting in an increase in the prices of coal. As the supply of electricity from the grid is constrained by the availability of coal, the dependence of overall manufacturing sector on the grid electricity will decrease. In order to meet its electricity requirement overall manufacturing sector will have to fall back upon coal for captive generation resulting in an increase in demand for coal despite an increase in its prices. The impact of an increase in coal prices of the demand on electricity, however, would depend upon whether the two are substitutes or complements. If coal and electricity are substitutes, increase in coal prices would result in more electricity being purchased from the grid. If they are complements the demand for electricity will decline with the increase in coal prices. From the table we see that an increase in coal prices results in a decrease in overall manufacturing sector"s demand for grid electricity, thereby implying complementarity between coal and grid electricity. As regards the impact on oil requirement, we see that higher prices of coal results in an increase in the demand for oil in six out of eight industries and the results are significant for four. Thus coal and oil are substitutes. If one were to target a 10 percent reduction in coal consumption, the required increase in its price would be in the range of 5.66 to 11.73 percent and in case of overall manufacturing sector the required increase in coal prices would be around 57.79 percent (see table 20). Just as in case of electricity and coal, increase in the prices of oil also results in a decline in its demand (table 21) . The decrease in the demand for oil by industries is in the range of 4.20 to 9.40 percent for a 10 percent increase in oil prices and these results are all found to be significant. If the objective of the government is to conserve oil consumption in the industrial sector, the prices of oil should increase. The price increase required for a 10 percent reduction in oil consumption would be in the range of 10.64 to 23.82 percent and for the all manufacturing sector the required increase would be 12.14 percent (table 22) . So far we looked at the impact of changes in prices of different fuels on their respective demands and the demand for other fuels. But what is important from the point of view of energy conservation is the impact of changes in prices of different fuels on the demand for aggregate energy. If the price of electricity changes, not only will its own demand will change, but the demand for the other two fuels coal and oil will also change thereby effecting the demand for aggregate energy. It is therefore, important to study the impact on the aggregate energy demand due to changes in prices of individual fuels. Table 23 shows the impact on the demand for aggregate energy due to a 10 percent increase in the prices of different fuels. A 10 percent increase in electricity prices would result in a decline in the demand for aggregate energy in the selected industries. The aggregate energy requirement would decline the least in iron and steel industry (around 1 percent). The highest decline is observed in chlor-alkali industry (around 5.23 percent). All manufacturing sector"s demand for energy will decline by around 3.84 percent. Similarly increase in coal and oil prices by 10 percent will also lead to a decline in aggregate energy requirement in the selected industries. For a 10 percent increase in coal prices the decline in aggregate energy demand would be in the range of 0.26 percent (in iron and steel industry) to 6.82 percent (in cement industry) and the energy demand in all manufacturing sector will decline of about 2.09 percent. For oil, a 10 percent increase in its price would result in a decline in aggregate energy demand in the range of 0.79 (in cement industry) to 4.69 percent (in chlor-alkali industry) and for all manufacturing sector the decline in aggregate energy demand would be around 3.94 percent. For a targeted 10 percent reduction in aggregate energy consumption in each of the industries table 24 shows the required change in prices of different fuels. Based on the industries" derived demand for aggregate energy and different fuels, energy conservation will be associated with the rise in fuel and therefore aggregate energy prices. For 10 percent energy conservation, the required increase in electricity prices would be in the range of 19.11 and 100.34 percent in different industries. The associated increase in coal prices for the targeted energy conservation of 10 percent would range between 14.67 and 383.30 percent while the increase in oil prices would be in the range of 21.54 and 125.97 percent in different industries. 4 ). For industries for which b et was negative, the estimates were significant in all except textile industry. However, for the three industries for which the value of the parameter was positive, the estimates were not significant. Negative value of b et indicates energy saving bias in the technical change while positive values indicate energy using bias. In case of energy savings bias, with constant relative input prices, the value shares ofenergy would decrease over time. In other words energy savings will increase due to technological change induced by rising energy prices. If productivity growth due to technical change is considered as an indicator for welfare gain, the results of the model show that energy price increase would result in such energy saving technical change that there will be an increase in the overall factor productivity in the selected industries (except fertilizer, iron and steel and chlor-alkali) and thereby result in welfare gain. As regards other factor inputs, technical change has been found to be labour saving for all industries except aluminium and capital saving for fertilizer, chloralkali and all manufacturing sector. Such technical change taking place over time has had material using bias in all industries considered in the study (see table 25 ). The annual rate of acceleration of technical change is represented by the parameter b tt in the model. The value of b tt was negative for cement, iron and steel, chloralkali and all manufacturing sector (table 4) implying that for these four industries the annual rate of growth of productivity due to pure technical change is positive. However, for the remaining industries it is negative implying adverse effect on total factor productivity. However, for none of the selected industries the parameter b tt has been found to be significant. Energy intensity of the selected industries and also of the overall manufacturing sector registered a decline during the period 1991-92 to 2008-09. Did the energy intensity decline due to changes in factor prices (i.e., due to rise in energy prices), or was it the result of energy saving technical progress? In order to answer these questions, following Sanstad et al. (2006) , we define the autonomous efficiency trend for the i th factor as ( ) and relate it to two familiar measures of technical change, namely, (i) θ it = i th factor price bias, defined as , and
(ii) v t = rate of sectoral productivity, defined as -
As suggested by Jorgenson and Hogan (1990) and Sanstad et al (2006) one can express the changes in sectoral productivity (v t ) into two types of change (a) price neutral technical change ( ) and (b) factor price induced technical change ( ) as (21) From table 26 which shows the estimates of these changes derived using parameter estimates of the factor model we see that the changes in factor productivity is mainly price induced (i.e., induced by increase in energy prices) and the results are all significant. The impact of changes which are price neutral can be in either direction and are not that important and are significant for some industries only. Thus we can infer that the changes in productivity in the selected industries in induced mainly by changes in factor (here energy) prices. 
Policy Conclusion
There exists considerable potential for energy savings in each of the seven selected industries. However, the extent to which the energy savings potential can actually be achieved will depend on the existing technology of different units and economic viability of investments made to exploit such potential. In other words, will the gains from improving energy efficiency outweigh the costs of measures adopted to improve the energy efficiency? Nonetheless, efforts must be made to improve energy efficiency of all units within the industry so that improvement in the overall energy intensity of the industry can be achieved.
From the behavioural response of energy to changes in prices of inputs one can conclude that reduction in energy consumption in the industrial sector can be achieved by raising the price of aggregate energy input. For a target 10 percent reduction in energy consumption the required increase in energy prices would be in the range of 8.14 to 33.46 percent. Any policy or economic instrument which raises the price of energy input would result in energy conservation by improving the energy efficiency of the industrial sector. A tax on the consumption of energy is one such instrument which would yield the desired outcome. Aggregate energy consumed by the industries comprises of three fuels, electricity purchased from the grid, coal used as energy, and oil and oil products used as energy. The results of the model indicate that an increase in price of these fuels would not only result in a decline in their own consumption but also in the consumption of aggregate energy. Thus, energy conservation in the industrial sector can be achieved by raising the prices of individual fuels.
A tax, either specific or ad valorem, levied by the government on the consumption of different fuels would raise the price of fuels consumed by the industrial sector. This will raise the cost of production of the industrial sector thereby affecting the quantity of inputs including energy inputs consumed. The demand for energy inputs will decline as the industry will be forced to move towards efficient utilization of energy. Thus, a tax levied by the central government on individual would result in energy conservation. However, the proposed tax should conform to the norms of the present tax system in the country.
India has introduced the value added tax (VAT) and is in the process of moving towards a comprehensive system of value added tax under the name of Goods and Services Tax (GST). In near future as GST will be implemented, any new tax proposed should conform to the norms of GST. Any tax levied by the central government on the consumption of different fuels would have the desired effect of energy conservation provided the user of energy in the production chain cannot pass on the burden to the consumer of the products without facing any rise in the cost of production. In a VAT or GST regime, producers earn input tax credit on the taxes on different inputs paid by them. The net tax liability of a producer would be the difference between his/her total tax liability and the taxes paid by him/her on the inputs used in the production process. In such a case imposing a tax on fuels which are used as inputs will not yield desired results as the taxes paid on energy inputs by the producers would be credited back to them and would not therefore, be reflected in their cost of production. In order to overcome this problem it is proposed that the Central Government levy a non-rebatable excise duty on fuels and energy over and above the normal GST. Such an excise duty can be in the form of a specific duty or an ad valorem duty on the consumption of different fuels. This non-rebatable excise duty should also have a countervailing component for fuel inputs which are imported. Such non-rebatable excise duty on energy inputs like electricity, coal and oil would work through the production structure and affect the prices of goods that use the energy inputs thereby affecting the competitiveness of the manufacturing units. Units which consume more energy per unit of output will have a relatively higher cost of production as their tax liability on account of higher energy consumption will be higher vis-à-vis units which have relatively lower energy intensity. This would adversely affect the profitability and competitiveness of these units thereby forcing them to either utilise energy efficiently or undergo technological restructuring through modernization for switching to an altogether new and more energy efficient production process. Note: ***, **, * represent level of significance at 1, 5 and 10 percent respectively; All elasticities are calculated at the mean of each fuel"s share in total energy; e = electricity; o = oil; c = coal Note: ***, **, * represent level of significance at 1, 5 and 10 percent respectively; All elasticities are calculated at the mean of each fuel"s share in total energy; e = electricity; o = oil; c = coal -0.2079 *** -0.2011 -0.5422 *** -0.2559 *** Note: 1) ***, **, * represent level of significance at 1, 5 and 10 percent respectively; 2) All elasticities are calculated at the mean of each factor share; 3) l = labour; e = energy; k = capital; m = intermediate material input
