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ABSTRACT
Integrated Computational Materials Engineering (ICME) approaches are gaining
popularity in various industries, such as electronics, automobile, and aerospace, due
to their focus on multiscale simulation-based design and analysis. The multiscale ap-
proach is especially useful for fatigue modeling of advanced materials that have differ-
ent local structure-property relationships at different length scales. Broadly, fatigue
crack growth is classified into the following categories: crack initiation (atomic-scale),
microstructurally short crack growth (micro-scale), physically short crack growth
(meso-scale), and long crack growth (macro-scale).
In this dissertation, we develop numerical and analytical models to primarily pre-
dict microstructural effects on fatigue crack growth and subsequent long crack growth
behavior. In the macro-scale, the new contribution is a variational multiscale cohe-
sive method (VMCM) to determine the fatigue crack growth rates in the long crack
growth regime. The calibration of the macro-scale VMCM cohesive parameters, which
represent the crack tip mechanics, is addressed with the development of a linear elas-
tic fracture mechanics (LEFM)-based irreversible cohesive model. The LEFM-based
irreversible cohesive model is validated with macro-scale experiments. The model
also provides a way to link the cohesive parameters with micro-scale experiments.
In the micro-scale, we develop a VMCM approach that incorporates local micros-
tuctural information, such as grain orientations and slip systems, and predicts the
microstructurally short crack growth paths through slip planes that are in multiple
grains and across grain boundaries. We employ dislocation theories to calibrate the
microstructural cohesive parameters. This dislocation theory-based cohesive model
xiv
efficiently predicts the microstructurally short fatigue crack growth rates through
multiple grains. The calibration of this model is done with micro-scale experiments
on a single crystal and on a polycrystalline modification of a Ni-based CMSX-4 alloy.
For a microstructurally short crack, the local microstructure plays an important
role in the fatigue behavior of the material. Thus, for accurate representation of
the mechanisms happening at the crack front, microstructural barriers such as grain
boundaries have to be taken into consideration. This mechanism of crack plane-grain
boundary interaction is addressed next with the development of a phenomenologi-
cal grain boundary interaction model. This model takes into account the coupling
between the tilt and twist misorientations (located between the crack plane and a
favorable plane in the next grain and calculated at a grain boundary), the Schmid
factor, and the critical crack transmission stress, which is a form of a microscopic stress
intensity factor. However, these two-dimensional models can only give information
about the surface crack growth rates. The last chapter extends a three-dimensional
microstructurally short fatigue crack growth model in order to better understand the
sub-surface crack interactions with multiple grain boundaries. This method is utilized
to model two cases of microstructurally short fatigue crack-grain boundary interac-
tions in a magnesium WE43 alloy: the interaction of a crack front growing towards a
grain boundary with the grain boundary and the interaction of a crack front spanning
across multiple grains with the grain boundary it crosses. Thus, the tools developed
in this dissertation aid in improving our understanding of the interaction between the
microstructurally short fatigue crack growth and the local microstructure.
xv
CHAPTER I
Introduction
The increase in the demand for lightweight high strength materials in aerospace,
automobiles, electronics, and other industries has led to an increased rate of material
discovery. This has increased the demand for closely linked experiments and numerical
methods to model the behavior of these advanced materials. In recent years, this has
resulted in an entirely new field that closely integrates materials science experiments
with computational models at multiple length scales called Integrated Computational
Materials Engineering (ICME). Horstemeyer [2] describes ICME as a new simulation-
based tool that employs hierarchical multiscale methodology for the optimization of
load-bearing structures.
1In the mid-1980’s to early 1990’s, multiscale methodology was born out of effort
from the United States Department of Energy national labs to reduce and eliminate
the need for underground nuclear tests. After the Comprehensive Test Ban Treaty
of 1996, the large-scale system level tests were discarded completely and replaced
with simulation-based design and analysis tools. Thus, parallel computing and mul-
tiscale modeling were brought into main-stream research focus. Multiscale modeling
approaches also shifted experimental paradigms from large-scale tests to multiscale
1Reproduced from Mark F Horstemeyer. Integrated Computational Materials Engineering
(ICME) for metals: using multiscale modeling to invigorate engineering design with science. John
Wiley & Sons, 2012
1
tests that provide material models at different length scales. If the modeling and sim-
ulations were physically based and less empirical, then a predictive capability could
be realized for other conditions.
In the case of the modeling of materials, depending on the industrial application,
the multiscale modeling approaches have been called by different names, such as
“Atoms to Auto” [2] and “Atoms to Airplanes” [3]. Generally, multiscale modeling is
divided into following length scales: macro-scale (101 to 10´3 m), micro-scale (10´3
to 10´6 m), nano-scale (10´6 to 10´9 m), and sub-atomic scale (ă 10´9 m). Thus,
multiscale modeling approaches deal with the individual length scale models and the
information transfer that happens between the length scales.
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Figure 1.1: Multiscale modeling framework for fatigue response
In this dissertation, we develop analytical and numerical models that address
mechanisms happening at some of these length scales and the linkages between them.
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Before we proceed with the introduction to each chapter, we present in Figure 1.1 a
graphical representation of the connections between the chapters.
In the case of fatigue, there are different length scales of interest, such as the
length scale of local inclusions or defects, which induce local stress concentrations
that eventually give rise to fatigue cracks, and the short crack length scale, in which
grain boundaries can cause short crack growth to retard or even arrest. This difference
in length scales due to fatigue crack initiation, short crack growth, and long crack
growth was first addressed by Lankford et al. [5, 6]. Further research into the short
crack growth length scale led to its classification into two separate regimes [7, 8]: mi-
crostructurally short cracks and physically short cracks. The microstructurally short
crack regime covers the crack growth from crack initiation to a few microstructural
dimensions (e.g. grain diameters). Thus, in this regime, the crack growth is strongly
influenced by microstructural features, such as grain boundaries, inclusions, and pre-
cipitates. After this, the crack growth enters the physically short crack growth regime,
which covers crack growth until the length of the crack is smaller than the smallest
specimen dimension.
Traditionally, for the long crack growth regime, linear elastic fracture mechanics
(LEFM) has been used to predict material failure. The LEFM approach is based
on Griffith’s [9] energy-based and Irwin’s [10] stress intensity factor-based theories of
failure, among others. In LEFM, the crack tip stress singularities resulting from linear
elasticity theory are assumed to lie in a small region in front of the crack tip. These
stress singularities are theoretically linked to the actual finite stresses that occur in
the physical material through a fracture parameter called the stress intensity factor.
The basis of LEFM is the assumption that this small region in front of the crack tip
contains the crack tip nonlinearities and produces little effect on the global energy
or stresses. The LEFM approach has been very successful in predicting the strength
of engineering structures. For failure due to cyclic loading, Paris et al. [11, 12] in
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their pioneering work suggested a relationship between Irwin’s stress intensity factor
(∆K) and the rate of crack growth per cycle. This relationship is written as
da
dN
“ Cp∆Kqm (1.0.1)
where C is the intercept of the curve and m is the slope. The above equation (Eq.
1.0.1), called the Paris Law, is a phenomenological relationship between LEFM-based
local notch parameters and the fatigue life. In the long crack growth regime, the Paris
Law can quantify experimental fatigue crack growth rates under idealized conditions
of small scale yielding and constant amplitude loading [13]. In the years since the
introduction of the Paris Law, it has undergone a number of modifications to make
it applicable to a wide range of conditions, such as crack closure [14], variable ampli-
tude loading and overloads [15], and small cracks [16]. Most of these modifications
are based on LEFM; thus, they are not able to capture the physical mechanisms
happening at the crack tip. To overcome some of the limitations of LEFM, Dugdale
[17] in 1960 and Barenblatt [18] in 1962 independently proposed nonlinear cohesive
theories that have become the foundation of cohesive zone models (CZM). Dugdale’s
model assumes that all the plastic deformation is localized inside a zero-width zone in
front of the crack tip called the strip yield zone. Inside this zone, the upper and lower
surfaces of the strip are held together by a constant stress equal to the yield stress of
the material. Barenblatt’s model, however, assumes a small cohesive zone behind the
crack tip in which the upper and lower surfaces are held together by a cohesive trac-
tion with a magnitude on the order of the theoretical strength of the material. In an
asymptotic sense, Willis [19] has shown the equivalence between Barenblatt’s modulus
of cohesion and Griffith’s surface energy. In Dugdale’s model, the strip yield zone can
be treated as a cohesive zone with a constant surface traction. Generally speaking,
in cohesive zone models, the fracture process is represented in a phenomenological
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form by the relationship between the surface traction and the displacement between
the two surfaces. This relationship is called the traction-separation law. Hillerborg et
al. [20] utilized the cohesive zone modeling approach in a computational framework
to predict crack formation, growth, and failure in concrete. Their work led to the
utilization of cohesive zone models in tackling more complicated problems using com-
puters. There is an enormous body of research focused on developing cohesive zone
models for computational fracture mechanics; some of these efforts can be found in
[21, 22, 23, 24, 25]. For monotonic failure, Zin and Sun [26] used LEFM to derive a co-
hesive relationship from a first order approximation of necking in metals. They show
that, if energy dissipation at the cohesive tip is not allowed, the cohesive zone model
cannot assume a linear hardening law with a cohesive traction that is initially zero.
On the other hand, energy dissipation at the cohesive tip can happen due to a variety
of physical phenomena, such as cracking in brittle matrix composites’ reinforcement
[27] and unbroken ligaments during cleavage cracking [28]. The latter models are
classified as crack bridging models. Budiansky et al. [27] applied LEFM to the crack
bridging problem to determine the relationship between the fracture toughness and
the bridge length of a ceramic composite at fracture. A good review of these two
models and an extension of crack bridging models to fatigue is given in [29]. In the
case of fatigue, there have also been numerous applications of cohesive zone models
in metals [30, 31, 32], adhesive interfaces [33], and quasi-brittle materials [34]. One of
the main features present in recent fatigue cohesive zone models is the hysteresis be-
tween the loading and the unloading parts of the traction-separation law [32, 34, 33].
This hysteresis represents dissipative mechanisms, such as crystallographic slip [35]
and frictional wear at bridge/matrix boundaries [36], and prevents elastic shake-down
[32].
In Chapter II, we use a two-parameter phenomenological irreversible cohesive
model by Maiti and Geubelle [37] with LEFM in order to develop an LEFM-based
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fatigue cohesive model, which enables the progressive degradation of the cohesive
zone strength during reloading events while the unloading is assumed to be elastic.
The advantages of this model are simplicity, fast calibration, and good predictive
capability under ideal small-scale yielding conditions. This framework allows us to
quickly calibrate the fatigue cohesive parameters from macro-scale experiments.
In the context of the finite element method (FEM), the framework of the Galerkin-
based traditional FEMs are not particularly suited to solve a boundary value problem
with a crack or multiple cracks inside the domain. This is due to limitations such
as spurious mesh-related length scales [38, 39] and the requirement that the mesh be
aligned relative to the strain localization band [40, 41], which has kinematics similar
to those of the crack boundaries. In recent years, however, a whole new class of
finite element methods has emerged that can solve the problem of new boundaries
emerging inside a domain without experiencing any of the limitations of traditional
FEMs. Depending upon how these new boundaries are embedded in the finite element
framework, these methods are broadly classified into two families: node enrichment
FEM (e.g. X-FEM) and elemental enrichment FEM (e.g. E-FEM). Between these
two families, Oliver et al. [42] showed that, under similar conditions, X-FEM is
more computationally expensive. Therefore, E-FEM would be a favorable option for
problems requiring more computational time. One such problem is fatigue failure,
in which crack growth can occur over millions of cycles, so computational solutions
are very expensive (in terms of computing time). In addition, these methods need to
include microstructural information through either homogenization methods [43, 44]
or through concurrent multiscaling [45].
In Chapter III, we use a type of E-FEM introduced by Hughes [46] and referred to
as the Variational Multiscale Method (VMM) by Garikipati [47]. VMM uses a multi-
scale interpolation scheme to embed cracks into the continuum domain (representing
discontinuities using a Heaviside function). The main advantage of the multiscale
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interpolation scheme over the partition of unity interpolation scheme that is used in
X-FEM is the local-to-element nature of the discontinuous displacement field. This
means that the additional degree of freedom needed to represent the discontinuity
will be condensed out at the elemental level, thereby leaving the sparsity pattern
of the global problem untouched. This is why the computational cost of multiscale
interpolation-based VMM (E-FEM) is less than the partition of unity interpolation-
based X-FEM and why the former is more suitable for fatigue problems. To model
the correct physical representation of the mechanics of the crack tip, we again use
the two-parameter irreversible cohesive model developed by Maiti and Geubelle [37].
The coupling of a cohesive zone model with the VMM has been demonstrated by
Rudraraju et al. [48]; they used a simple linear CZM inside the framework of the
VMM to successfully demonstrate crack propagation in laminated fiber reinforced
composites and showed experimental comparisons. However, the VMM has not yet
been utilized in problems involving cyclic loading. Maiti and Geubelle used their cyclic
irreversible cohesive model in the framework of the standard finite element method.
However, the use of zero-volume elements or interface elements in the standard finite
element framework makes this method dependent on the numerical discretization
scheme. To solve this issue, we combine the fatigue cohesive model with the VMM
to model fatigue crack growth behavior in the macro- length scale. VMM with an
embedded cohesive zone model can also be used to model microstructurally short
crack growth. In this chapter, we have shown an approach in which microstructural
information, such as grain orientations and slip system traces on the surface of the
specimen, are included in the finite element model. This approach produces a correct
distribution of microstructurally short crack growth across crystallographic and grain
boundary planes. However, using cohesive theory to accurately predict any failure
process requires proper calibration of the cohesive model parameters. One approach
is to fit the cohesive parameters to one or more experiment(s) and then use those fit-
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ted parameters in a numerical simulation to predict other experimental results. Using
this approach, uniaxial tensile tests can be used to determine the cohesive parameters
for mode I fracture [49]. Another approach is to determine these parameters from a
lower-scale calculation [50, 51]. In the next chapter, this latter approach is followed
to determine the cohesive parameters for predicting microstructurally short fatigue
crack growth rates.
In the case of microstructurally short fatigue crack growth, there are various mod-
els that have been proposed in recent years, such as Newman’s crack closure model
[52, 8] and models based on the explicit incorporation of microstructural features,
such as grain boundaries and precipitates, and their interactions with the crack tip.
Christ et al. [53] have classified these latter type of models into three categories:
(1) empirically-based models that are informed and driven by experiments [54], (2)
mechanism-based models, such as the Bilby-Cottrell-Swinden (BCS) model [55], the
Taira-Tanaka-Nakai model [56, 57], and the Navarro-Rios model [58, 59, 60, 61], and
(3) models based on discrete dislocations [62]. The mechanism-based models find
their origin in the work of Bilby et al. [55]. The BCS model follows on the work of
Head and Louat [63] and approximates the crack and the associated plastic zone by
a continuous distribution of dislocations. In the BCS model, Bilby et al. [55] derived
the plastic zone length for a macroscopic crack in an infinite domain and showed
that their plastic zone expression is similar to the expression used in the cohesive
zone models of Dugdale [17] and Barenblatt [18]. Cohesive zone models have also
been used to study failure processes in other materials, such as ceramics [24], poly-
mers [64, 65], and ductile metals [21]. A good overview of the application of cohesive
zone models to the materials previously mentioned is given by Elices et al. [66]. As
described before, in cohesive zone models, the fracture process is represented as a
gradual process of separation between two material surfaces [67]. This process is sim-
ilar to a softening process that occurs at the front of a crack tip. On the other hand,
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Weertman [68] has modified the BCS model to include the effect of work hardening
at the fatigue crack tip by relating the average stress in the plastic zone in front of
the crack tip to the crack tip displacement. He assumed this relationship to be a
power law with two parameters. In the Taira-Tanaka-Nakai model, the BCS model
is applied to the case of slip bands emanating from a crack tip inside a grain; Taira
et al. [56] recognized that, when a plastic tip reaches a grain boundary, the dislo-
cations pile up against the grain boundary. Using Muskhelishvili’s inversion formula
[69], they solved a two-dimensional dislocation density equation with the plastic tip
blocked by a grain boundary by assuming that, mathematically, dislocation density
becomes infinite at a grain boundary. They refer to this as an unbounded solution;
conversely, the original BCS model employs a bounded solution. Tanaka et al. [57]
have extended the Taira-Tanaka-Nakai model by including the crack closure for stage
II cracks and calculating the fatigue crack growth rates across stage I and stage II.
Later, Navarro and De Los Rios (N-R) [58, 59, 60, 61] combined both the bounded
and unbounded solutions into a general expression for the dislocation distribution.
In addition, they applied a critical grain boundary strength parameter that a crack
needs to overcome in order to propagate into the next grain. To examine the statistics
of the short fatigue crack growth in textured FCC polycrystals, Wilkinson [70, 71]
used the N-R model within the Monte Carlo framework.
In Chapter IV, we present a new method for the integration of a cohesive zone
model (such as [18, 17]) within the BCS [55] and the Taira-Tanaka-Nakai [56] mod-
els to simulate microstructurally short fatigue crack growth through multiple grains.
The BCS and Taira-Tanaka-Nakai models assume that the friction stress opposing
the dislocation motion is the local yield stress of the material. Similarly, for a macro-
scopic crack, Dugdale’s model assumes that the cohesive stress opposing the opening
of a mode I crack tip is the yield stress of the material. However, molecular dynam-
ics (MD) simulations have shown that the cohesive strength varies with the crack
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opening displacement [72], and, in the shear mode, it is closely approximated by an
exponential relationship [73]. In this chapter, we assume that the friction stress op-
posing the dislocation motion is a function of the crack displacement, as is shown by
MD simulations. Incorporating this assumption in the BCS and Taira-Tanaka-Nakai
models, we derive an expression for the bounded and unbounded solutions to the
dislocation density distribution equations. These expressions are solved numerically
to get the crack displacement and the crack tip stress field. This allows cohesive
zone models (obtainable from a lower scale simulation, such as molecular dynamics)
to be integrated into a dislocation theory-based model, for the first time, to predict
microstructurally short fatigue crack growth. The details of this new formulation are
shown for the two cases: the crack and the associated plastic zone inside a grain, and
the crack and the associated plastic zone tip at the grain boundary. The main fea-
tures of this new model are discussed along with an experimental comparison to the
case of microstructurally short fatigue crack growth across two grains in a Ni-based
CMSX-4 alloy.
In recent years, with carefully targeted experiments, the above mentioned mechanism-
based models have produced good microstructurally short fatigue crack growth pre-
dictions in many structural alloys [59, 74, 75, 76]. However, these models utilize the
assumption that the crack growth happens on a straight slip plane [55], and they don’t
take into account the effects of the three-dimensional (3D) crack-grain boundary in-
teractions [77]. To overcome some of these limitations, Schick [78] has developed a
boundary element method based on dislocation dipoles and has used this method to
solve a two-dimensional (2D) microstructurally short fatigue crack growth problem.
This boundary element method has been extended to simulate the crack transition
from the stage I crack growth phase (in which the crack propagates along a single slip
plane) to the stage II crack growth phase (in which there are more than one slip plane
activated on the crack tip) [79, 80]. However, the 3D aspects of the crack plane, slip
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plane, and grain boundary plane interactions have not been considered. Some of the
aspects of these interactions, such as tilt and twist misorientations between the crack
plane and the slip plane in the next grain calculated at a grain boundary, have been
considered through phenomenological relationships between the various interactions
[59, 81, 82].
In Chapter V, we present an improved phenomenological grain boundary model to
simulate the effect of a grain boundary on microstructurally short fatigue crack growth
along crystallographic planes. This model combines various geometrical features of
the interaction between the crack plane and the grain boundary plane. The tilt and
twist misorientations, calculated at a grain boundary between a crack plane and a
favorable plane in the next grain, are incorporated into this model, as are the Schmid
factor and a critical crack transmission stress.
In recent years, new experiments using innovative experimental techniques [83, 84]
have improved our understanding of the 3D interactions between the crack plane, pre-
cipitates, and grain boundaries. Recently, Ko¨ster et al. [85] have used the distributed
dislocation technique developed by Hills et al. [86] to extend the 2D microstructurally
short fatigue crack growth models described above and in [78, 79] to 3D to model
some of these 3D interactions. The distributed dislocation technique is based on the
concept of equivalent eigenstrains [87] or transformation strains [88]. In general, the
three-dimensional (3D) crack problem is converted to a set of two-dimensional (2D)
hyper-singular integral equations and solved for either the crack displacements or the
strains. In the past, this technique has been used to solve these hyper-singular in-
tegral equations for the following problems: two dissimilar semi-elliptical interacting
cracks under tension and bending [89], a 3D crack terminating at bimaterial interface
[90], the partial closure and frictional slip of a 3D crack [91], two interacting cracks in
an elastic half-space [92], and a 3D crack with a constant yield plastic zone in front of
the crack [93]. These 3D dislocation models have been used to investigate the effect of
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crack depth on the interaction of a microstructurally short fatigue crack with a grain
boundary [85]. Recently, these models have been used to investigate the effect of tilt
and twist misorientations on microstructurally short fatigue crack growth rates at a
grain boundary in a virtual microstructure [94]. Recent experiments involving mi-
crostructurally short cracks have included using scanning electron microscopy-based
fractography to measure 3D microstructurally short fatigue crack growth evolution,
X-ray computed tomography to provide high resolution 3D crack surface morphology,
and X-ray diffraction microscopy to provide 3D grain geometry and orientations [77].
These experiments have expanded our understanding of the mechanisms surrounding
microstructurally short fatigue crack growth. Using ultrasonic fatigue and scanning
electron microscopy (UF-SEM) [95], Adams et al. [96] have performed experiments
on a magnesium WE43 alloy to allow in situ observation of damage accumulation and
fatigue crack growth on the microstructural scale. Fractographic investigation of the
crack surfaces to examine micro-beach marks on the fracture surfaces has provided
greater insights into crack initiation and microstructurally short fatigue crack growth
in this alloy.
In Chapter VI, we use the distributed dislocation technique developed by Hills et
al. [86] to investigate microstructurally short fatigue crack growth in a magnesium
WE43 alloy using the experimental micro-beach marks provided by Adams et al. [97].
The micro-beach marks on the magnesium WE43 alloy’s fracture surfaces are first
converted into crack geometries and then approximated by a many-sided polygon
with a triangular mesh. The resulting finite domain problem is solved for crack
displacements and stress intensity factors. We use this method to model two cases
of microstructurally short fatigue crack-grain boundary interactions in a magnesium
WE43 alloy: the interaction of a crack front growing towards a grain boundary with
the grain boundary and the interaction of a crack front spanning across multiple
grains with the grain boundary it crosses.
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Finally, in the last chapter we conclude with a summary of the key contributions
of the dissertation and a list of areas for future research.
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CHAPTER II
A Fracture Mechanics-Based Irreversible Cohesive
Model
In this chapter, we present a linear elastic fracture mechanics (LEFM)-based two-
parameter irreversible cohesive model for predicting fatigue crack growth rates within
the long crack growth regime. The main feature of this cohesive model is the hysteresis
between the reloading and unloading paths. This hysteresis represents the energy
dissipation due to various physical phenomena. This irreversible cohesive zone model,
which represents the crack tip mechanics, is combined with linear elastic fracture
mechanics to predict fatigue crack growth rates in metal alloys. The advantages of this
method compared to a finite element-based method are simplicity, fast calibration,
and good predictive capability under ideal small-scale yielding conditions.
This chapter is divided into the following sections. Section 2.1 gives a brief
overview of the fracture mechanics equations that are used to calibrate the cohesive
model. Section 2.2 describes the modified two-parameter irreversible cohesive model
for both the zero applied stress ratio and the positive applied stress ratio conditions.
In Section 2.3, we describe the numerical scheme utilized to solve the Fredholm in-
tegral equations that arise from embedding a cohesive zone in front of the crack tip.
Section 2.4 explains the rationale for the determination of the cohesive zone length
and the fatigue crack growth rates. In Section 2.5, a sensitivity study is performed
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to show the impact of the cohesive zone length on the fatigue crack growth rate. To
test the accuracy of this LEFM-cohesive model, fatigue crack growth rate curves for
aluminum 7075-T6 and steel 4340 alloys are compared with experimental results.
2.1 Overview of fracture mechanics
In this section, we give a brief overview of the two-dimensional center crack prob-
lem and solve it using the complex function potential method [69]. In the complex
function potential method, stresses and displacements are represented in terms of
analytic functions of complex variables. Then, the Westergaard approach [98] is used
to convert this solution to that of the equivalent mode I problem.
The biharmonic equation ∇4Φ “ 0 is solved by expressing the Airy stress function
Φ in terms of two functions φ and ψ as shown below:
2Φ “ Rerz¯φpzq ` ψpzqs (2.1.1)
The Airy stress function Φ is defined through
σxx “ BΦ
2
By2 , σxy “ ´
BΦ2
BxBy , σyy “
BΦ2
Bx2
The two functions, φ and ψ, are analytic functions of z “ x` iy, where i “ ?´1.
In the case of mode I fracture, if the external loads are symmetric with respect to
the x-axis, then σxy “ 0 along y “ 0. Using this symmetry, the Westergaard approach
[98] is used in Eq. (2.1.1) by setting ψ2 “ ´zφ2. The resulting stresses are
σxx “ Reφ1 ´ yImφ2
σyy “ Reφ1 ` yImφ2
σxy “ ´yReφ2
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and the displacements are
2µux “ κ´ 1
2
Reφ´ yImφ1
2µuy “ κ` 1
2
Imφ´ yReφ1
(2.1.2)
where κ “ 3´4ν for plane strain and κ “ 3´ν
1`ν for plane stress, ν is the Poisson’s ratio,
φ2 is the second derivative with respect to z, φ1 is the first derivative with respect
to z, Re is the real part, and Im is the imaginary part. The general solution for φ1
when a crack in an infinite plate is subjected to a traction T ptq in the y-direction on
the top surface and equal and opposite tractions on the bottom surface is
φ1 “ 1
pi
?
z2 ´ c2
ż ´c
c
T ptq
?
c2 ´ t2
z ´ t dt (2.1.3)
σ0
σ0
´c c´a a
x
y
σ0
σ0
x
y
σ0
σ0
x
y
´c c´a a
T pxq T pxq
Figure 2.1: A finite crack in an infinite plate subjected to tensile loading is considered
by superposing a uniform stress field with no crack and a constant pressure σ0 acting
on the crack faces (´c ď x ď c) and cohesive stresses T pxq acting on the cohesive
zone at the crack tip (a ď |x| ď c).
Now, consider an infinite plate containing a finite crack of length 2c (lying along
y=0 as shown in Figure 2.1) with a cohesive zone on the crack tip of half length c´a
and a far field uniform stress σyy “ σ0, σxx “ 0, and σxy “ 0 applied in tension. This
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problem can be solved by superposing two conditions: (1) a uniform stress field with
no crack and (2) a constant pressure σ0 acting on the crack faces (´c ď x ď c) and
cohesive stresses T pxq acting on the cohesive zone at the crack tip (a ď |x| ď c). As
shown in Figure 2.1, for the infinite plate with no crack, a tensile stress σyy “ σ0 acts
along y “ 0, and, for the infinite plate with a crack and a cohesive zone, a compressive
stress σ0 is applied on the crack faces to make them traction free. For ´c ă x ă c
and considering only the contribution from σ0, Eq. (2.1.3) gives
φ1 “ σ0z?
z2 ´ c2 ´ σ0
φ “ σ0
?
z2 ´ c2 ´ σ0z ` constant
(2.1.4)
Using Eqs. (2.1.2) and (2.1.4) and noting that Rep σx?
x2´c2 q “ 0 along ´c ď x ď c
and y “ 0, the crack opening displacement δ0pxq due to σ0 is
δ0pxq “ σ0c 4
E1
a
1´ x2{c2 (2.1.5)
where E1 “ E for plane stress, E1 “ Ep1´ν2q for plane strain, and E is the Young’s
modulus.
Similarly, the crack opening displacement due to the presence of the cohesive
stresses T pxq in the region a ď |x| ď c and y “ 0 can be obtained by integrating Eq.
(2.1.3) and substituting the result into Eq. (2.1.2). The final equation becomes
δcpxq “ 4
piE1
ż c
a
Gpx, x1qT px1qdx1 (2.1.6)
where
Gpx, x1q “ ln
ˇˇˇˇ
ˇ
a
1´ x2{c2 `a1´ x12{c2a
1´ x2{c2 ´a1´ x12{c2
ˇˇˇˇ
ˇ
Eq. (2.1.6) represents the crack opening displacement due to the compressive
stress that acts on the cohesive zone (a ď |x| ď c). Physically, this equation represents
17
the gradual formation of a surface at the crack tip. Thus, the total crack opening
displacement due to the presence of a crack and the associated cohesive zone is given
by
δpxq “ 4cσ0
E1
a
1´ x2{c2 ´ 4
piE1
ż c
a
Gpx, x1qT px1qdx1, a ď |x| ď c (2.1.7)
2.2 A two-parameter irreversible cohesive model
In the previous section, the expression for the crack opening displacement along
the cohesive zone (Eq. (2.1.7)) was discussed. In this section, a phenomenological
relationship between the crack surface traction and the crack opening displacement,
called the traction-separation law [21], is described. The traction-separation law used
in this chapter is a modification of the model proposed by Maiti and Geubelle [37]. As
shown in Figure 2.2, the cohesive model (corresponding to an applied stress ratio of
R “ σmin{σmax “ 0) exhibits a hysteresis between the reloading and unloading paths.
This hysteresis represents the energy dissipation caused by the cycling loading process.
In the first cycle, the cohesive traction T during loading follows the monotonic failure
curve. The equation of this curve is
T “ σf ´ hnδ (2.2.1)
where hn is the slope of the monotonic failure line and δ is the normal component of
the displacement discontinuity on the crack face.
During unloading, the crack surfaces elastically unload; thus, there is no energy
dissipation. Therefore, the equation for the slope of the unloading path is
k1 “ T
1
δ1
(2.2.2)
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Figure 2.2: Subcritical vs. critical failure. σf and δc are the Mode I failure stress and
critical crack opening displacement, respectively [99].
After the first cycle, the following reloading curves have progressively degrading
cohesive tractions. The instantaneous slope hn of this curve is
hn “ dT
dδ
“ k1 ´ γNT (2.2.3)
where
γN “ 1
α
N´β,
k1 is the slope of the first unloading path, and N denotes the number of cycles
experienced by a material point since the onset of failure. In the above equation, a
two-parameter power law relationship is used to model the rate of decay of the cohesive
stiffness hn. α and β are the cohesive parameters that degrade the cohesive strength
during reloading. The cohesive parameter α has dimensions of length, while β denotes
the history dependence of the failure process. Both of these parameters account for
the reloading-unloading hysteresis. As discussed in the introduction section, this
hysteresis may, in the phenomenological sense, account for the dissipative mechanism
arising either from reverse yielding upon unloading [100] or as a result of the repeated
rubbing of asperities.
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2.2.1 Irreversible cohesive model with the condition R “ 0
In this subsection, we show the cohesive model equations for the zero applied
stress ratio condition. The cohesive traction for reloading in the Nth cycle is derived
by integrating Eq. (2.2.3). The result is
TNmax “ k
N´1
γN
´
1´ e´γN δNmax
¯
(2.2.4)
where kN´1 “ TN´1max
δN´1max
. In Figure 2.3, this equation is plotted along with Eq. (2.2.1).
T
δ
k1
k2
δ1max, T
1
max
δ2max, T
2
max
σ0
time
σmax
Figure 2.3: Traction-separation curve for the condition R “ 0
The crack opening displacement for the loading in the first cycle is calculated by
putting Eq. (2.2.1) into Eq. (2.1.7). The resulting equation is
δ1maxpxq “ 4piE1
˜
σ0pic
a
1´ x2{c2 ´ σf
ż c
a
Gpx, x1qdx1
¸
` 4hn
piE1
ż c
a
Gpx, x1qδ1maxpx1qdx1,
a ď |x| ď c
(2.2.5)
Eq. (2.2.5) is a linear Fredholm integral equation of the second kind with a weakly
singular kernel. Similarly, the crack opening displacement for the loading in the Nth
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cycle is calculated by putting Eq. (2.2.4) into Eq. (2.1.7). The resulting equation is
δNmaxpxq “4cσ0E1
a
1´ x2{c2 ´ 4k
N´1
piE1γN
ż c
a
Gpx, x1q`1´ e´γN δNmaxpx1q˘dx1,
a ď |x| ď c
(2.2.6)
Eq. (2.2.6) is a nonlinear Fredholm integral equation of the second kind with a weakly
singular kernel. These two equations (Eqs. (2.2.5) and (2.2.6)) are numerically solved
using the Newton-Raphson scheme with a piecewise polynomial collocation method
[101]. The discretization and solution procedure is described in Section 2.3.
2.2.2 Irreversible cohesive model with the condition R ą 0
The cohesive traction equation for the loading in the first cycle is given by Eq.
(2.2.1). For the reloading in the Nth cycle, the maximum cohesive traction TNmax
corresponding to the maximum applied stress σmax is
TNmax “ TN´1min ` k
N´1
γN
´
1´ e´γN
`
δNmax´δN´1min
˘¯
(2.2.7)
As discussed in the previous section, the unloading path of the cohesive model is
assumed to be elastic; therefore, no material degradation occurs during unloading.
Thus, the minimum cohesive traction Tmin corresponding to the minimum applied
stress σmin can be written as
TN´1min “ kN´1δN´1min (2.2.8)
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Figure 2.4: Traction-separation curve for the condition R ą 0
In Figure 2.4, Eqs. (2.2.7) and (2.2.8) are plotted for a positive R. The crack
opening displacement equation for the loading in the first cycle is given by Eq. (2.2.5).
For the loading in the Nth cycle, the crack opening displacements δmax and δmin are
obtained by putting Eqs. (2.2.7) and (2.2.8), respectively, into Eq. (2.1.7). The
resulting equations are
δN´1min pxq “ 4cσ0E1
a
1´ x2{c2 ´ 4k
N´1
piE1
ż c
a
Gpx, x1qδN´1min px1qdx1, a ď |x| ď c (2.2.9)
and
δNmaxpxq “ 4piE1
˜
σ0pic
a
1´ x2{c2 ´
ˆ
TN´1min ` k
N´1
γN
˙ż c
a
Gpx, x1qdx1
¸
` 4k
N´1
piE1γN
ż c
a
Gpx, x1qe´γN
`
δNmaxpx1q´δN´1min px1q
˘
dx1,
a ď |x| ď c
(2.2.10)
Again, these two equations (Eqs. (2.2.9) and (2.2.10)) are Fredholm integral
equations of the second kind with weakly singular kernels. The solution procedure
for solving these equations is shown in Section 2.3.
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2.3 Numerical scheme for solving a Fredholm integral equa-
tion of the second kind with a weakly singular kernel
The Fredholm integral equations (Eqs. (2.2.5), (2.2.6), (2.2.9), and (2.2.10)) are
discretized using a piecewise polynomial collocation method [101]. The discretization
procedure is briefly described in this section.
In these equations, the kernel Gpx, x1q is singular when x “ x1, x “ c, or x1 “ c.
As discussed in [101], we make use of polynomial splines with a graded mesh and
split the domain (a ă |x| ă c) in half. The partition points for the first half are
a “ x0 ă x1 ă ... ă xn “ c`a2 , while the points for the second half of the domain
(xn`1, ..., x2n) are obtained by reflecting the partition points of the first half about
xn “ c`a2 . The graded mesh nodes for the first half of the domain are calculated by
xj “ a`
ˆ
j
n
˙r
c´ a
2
, j “ 0, 1, 2, ..., n (2.3.1)
where r determines the distribution of the grid points. For r “ 1, the grid points
are evenly spaced, and, for r ą 1, the grid points are close to zero in the domain
(0, pc` aq{2). The points for the second half of the domain are calculated by
xj`n “ c` a´ xn´j, j “ 1, 2, ..., n (2.3.2)
For every subinterval rxj, xj`1s for j “ 1, 2, ..., 2n, we use two collocation points.
These points are given by
ξji “ xj ` ηi ` 1
2
`
xj`1 ´ xj
˘
, where η1 “ 1?
3
, η2 “ ´ 1?
3
(2.3.3)
The continuous function δpxq that represents the crack opening displacement is
replaced by an interpolation function that is independently defined on each subinterval
23
rxj, xj`1s for j “ 1, 2, ..., 2n. This interpolation function may be discontinuous at the
interior grid points x “ xj for j “ 1, 2, ..., 2n´1. Thus, within the interval rxj, xj`1s,
for j “ 1, 2, ..., 2n, the function is
δpxq “ sj1 ξj2 ´ x
ξj2 ´ ξj1 ` sj2
x´ ξj1
ξj2 ´ ξj1 , xj´1 ď x ď xj (2.3.4)
Eq. (2.3.4) is put into Eqs. (2.2.5), (2.2.6), (2.2.9), and (2.2.10), and the resulting
equations are solved using the Newton-Raphson scheme.
2.4 Determination of the Cohesive zone length and fatigue
crack growth rates
For monotonic failure, the cohesive zone length c´a is calculated from the assump-
tion of zero energy dissipation at the cohesive tip [26, 102]. Using this assumption, the
applied stress intensity factor at the cohesive tip K0 is equal to that of the cohesive
traction Kcoh. This is written as
Ktip “ K0 ´Kcoh “ 0 (2.4.1)
where Ktip is the net stress intensity factor at the cohesive tip and K0 “ σ0?pic.
Eq. (2.4.1) represents a single nonlinear damage mechanism in the cohesive zone.
In a single nonlinear damage mechanism, the crack growth process is the same as
the crack opening process. This is true for the original Dugdale’s [17] cohesive zone
model of yielding in metals. In this original cohesive model, the assumption was that
the crack growth happens when the cohesive tip yields, and the same yield stress
was used for the cohesive traction. However, in many materials, the stress required
for crack growth at the cohesive tip and the stress in the cohesive zone are different.
Near the cohesive tip, the crack growth process consists of breaking strong material
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elements at small strains, while smaller tractions are needed for the crack to open
within the cohesive zone immediately behind the cohesive tip. Thus, in Eq. (2.4.1),
Ktip ‰ 0, and the equation becomes
Ktip “ K0 ´Kcoh “ Kc (2.4.2)
where Kc is the critical stress intensity factor required for the crack to grow. However,
in fatigue failure, Eq. (2.4.2) does not hold, as failure can happen at stresses that are
lower than the monotonic failure stress.
To determine the length of the cohesive zone for fatigue crack growth, we make use
of the elementary material block of size ρ proposed by Noroozi et al. [103]. Noroozi
et al. calculated the value of ρ from the Creager-Paris solution. We assume that the
cohesive zone spreads across the elementary material block; therefore, c´ a “ ρ. We
follow the approach outlined by Noroozi et al. to calculate the average fatigue crack
growth rates. Thus, the relationship is
da
dN
“ ρ
N˚
(2.4.3)
The only unknown parameter in the above equation is N˚. This parameter is
the number of cycles to failure of the elementary material block of size ρ. N˚ is
calculated by solving Eqs. (2.2.5) and (2.2.6) for R “ 0 and Eqs. (2.2.9) and (2.2.10)
for R ą 0. These calculations are repeated for each cycle until the cohesive traction
T pxq at the crack tip x “ a reaches a zero value, at which N˚ “ N . For each cycle,
the range of the applied stress intensity factor ∆K required to calculate the Paris
curve is calculated from the expressions provided in Tada et al. [104].
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2.5 Results and discussion
In this section, we show the capability of our LEFM-based irreversible cohesive
model to predict fatigue crack growth rates in metal alloys. Towards this end, we
first perform a sensitivity study of the impact of the cohesive zone length on the
fatigue crack growth rates. Next, we use the model to predict fatigue crack growth
rates for two metal alloys by calibrating the model using experiments with R “ 0
and predicting fatigue crack growth rates for different applied stress ratios. The two
metal alloys are aluminum 7075-T6 [105] and steel 4340 [106] alloys. For all the results
presented in this section, the numerical parameters used in the model are shown in
Table 2.1.
Variable Value
n 16
r 3.2
Table 2.1: Numerical parameters
2.5.1 A sensitivity study of the cohesive zone length
A sensitivity study is carried out to show the impact of the cohesive zone length
on the average fatigue crack growth rates. In this study, the numerator ρ in Eq.
(2.4.3) is assumed to be constant. The denominator is nonlinearly dependent on the
cohesive zone length through Eqs. (2.2.5) and (2.2.6) for R “ 0 and Eqs. (2.2.9) and
(2.2.10) for R ą 0. Thus, the main objective of this study is to quantify the effect of
this nonlinear dependence. For this analysis, we fixed all the parameters and varied
only the cohesive zone length as some fraction of ρ. The parameters used in this
analysis are shown in Table 2.2.
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Variable Value Unit
E 71 GPa
ν 0.32
σf 780 MPa
GIC 9.80 N{m
ρ 4.03ˆ 10´6 m
α 0.7 µm
β 0.7
Table 2.2: Parameters used in sensitivity study
Figure 2.5: Impact of the variation of the cohesive zone length on fatigue crack growth
rates
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Figure 2.6: Impact of the variation of the cohesive zone length on the number of
cycles to failure
In Figure 2.5, the impact of the variation of the cohesive zone length on the fatigue
crack growth rates is shown. We have also plotted the impact of the variation of the
cohesive zone length on the number of cycles to failure (Figure 2.6). For the same
range of applied stress intensity factors, increasing the cohesive zone length reduces
the number of cycles to failure and increases the fatigue crack growth rates. This is
consistent with literature, such as [75], in which it is shown that the length of the cyclic
cohesive zone is smaller than the length of the monotonic cohesive zone. In addition,
at higher values of the range of applied stress intensity factors, the assumption of a
constant cohesive zone length does not hold. Thus, to maintain the same slope of the
Paris curve (Figure 2.5), the cohesive zone length should increase with the range of
the applied stress intensity factors. However, in this chapter, we have assumed that
the length of the cyclic cohesive zone is constant. This assumption is valid for a small
range of applied stress intensity factors. However, care must be taken in using the
correct value of the cohesive zone length.
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2.5.2 Validation of the LEFM-based cohesive model using experimental
fatigue crack growth rates
In this part, we show the validation of the LEFM-based cohesive model using
experimental fatigue crack growth rates in aluminum 7075-T6 (Al 7075-T6) [105] and
steel 4340 (St 4340) [106]. The materials properties for Al 7075-T6 are given in Table
2.3.
Variable Value Unit Reference
E 71 GPa [105]
ν 0.32 [105]
σf 780 MPa [103]
GIC 9.80 N{m [107]
ρ 4.03ˆ 10´6 m [103]
Table 2.3: Material properties of Al 7075-T6 alloy
The only unknown parameters in Eqs. (2.2.5), (2.2.6), and (2.4.3) are α and β.
These two parameters control the slope m and the intercept C of the Paris curve
[37, 99]. Increasing the value of α reduces the slope and increases the intercept
of the Paris curve, while increasing the value of β increases the slope and reduces
the intercept. Thus, to calibrate these two parameters, numerous simulations were
performed with different values of cohesive parameters α and β.
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Figure 2.7: Calibration of cohesive parameters using Paris fit of Al 7075-T6 with
R “ 0 and model prediction for R “ 0.5
In Figure 2.7, using Eqs. (2.2.5) and (2.2.6), the cohesive model parameters are
calibrated with a Paris fit of Al 7075-T6 with R “ 0. Paris fits of Al 7075-T6
with R “ 0 and 0.5 are used in the above figure due to a large scatter within the
experimental data. The calibrated parameters are α “ 0.7 µm, β “ 0.7. These
calibrated cohesive parameters are then used in Eqs. (2.2.5), (2.2.9), and (2.2.10)
to predict the Paris curve with R “ 0.5. The numerical fatigue crack growth rates
shown in Figure 2.7 match quite well with the Paris fit of the experimental data.
Variable Value Unit Reference
E 200 GPa [106]
ν 0.30 [106]
σf 1897 MPa [103]
GIC 81.72 N{m [106]
ρ 1.1ˆ 10´5 m [103]
Table 2.4: Material properties of St 4340 alloy
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A similar procedure is employed to predict fatigue crack growth rates within St
4340. The material properties for this alloy are listed in Table 2.4.
Figure 2.8: Calibration of cohesive parameters using fatigue crack growth rates within
St 4340 with R “ 0 and model predictions for R “ 0.5, 0.7.
In Figure 2.8, the cohesive parameters in Eqs. (2.2.5) and (2.2.6) are calibrated
using experimental fatigue crack growth rates with R “ 0. The calibrated parameters
are α “ 1.5 µm, β “ 0.95. Also plotted in the same figure are the experimental and
numerical fatigue crack growth rates for R “ 0.5 and R “ 0.7. The model predictions
correlate well with experimental fatigue crack growth rates for R “ 0.5 and R “ 0.7.
Thus, the LEFM-based cohesive model is well suited to predict fatigue crack growth
rates within the long crack growth regime.
2.6 Conclusion
This chapter outlines the main features of a new linear elastic fracture mechanics-
based irreversible cohesive model. The irreversible cohesive model is combined with
fracture mechanics to predict high cycle fatigue crack growth rates within the long
crack growth regime. The key contribution of this chapter is the ability to quickly
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calibrate the cohesive parameters based on one Paris curve as well as to predict high
cycle fatigue crack growth rates for various stress ratios. To test the accuracy of
this new formulation, we first perform a sensitivity study of the cohesive zone length.
The new formulation is then used to predict high cycle fatigue crack growth rates in
two metal alloys. The advantage of this new formulation over finite element-based
formulations is that, using this method, the cohesive parameters are easily calibrated
to experimental high cycle fatigue crack growth rates. The numerical results show
good correlation with aluminum 7075-T6 and steel 4340 experimental fatigue crack
growth rates.
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CHAPTER III
Modeling Fatigue Failure using the Variational
Multiscale Method
1In this chapter, we study fatigue failure using the variational multiscale method
(VMM). In the VMM, displacement jumps are represented using finite elements with
specially constructed discontinuous shape functions. These elements are progressively
added along the crack path during fatigue failure. The stiffness of these elements
changes non–linearly in response to the accumulation of damage during cyclic loading.
The evolution law for stiffness is represented as a function of traction and the number
of loading cycles since the initial onset of failure. Numerical examples illustrate the
use of this new methodology for modeling macroscopic crack growth under mode I
loading as well as microscopic crack growth under mixed mode loading within the
elastic regime. We find that the discontinuous elements can consistently predict
the mode I stress intensity factor (SIF) and the microstructurally short crack growth
paths, and that the computed Paris law for steady crack growth is controlled primarily
by two parameters in the decohesion law.
The objectives of this chapter are: (1) to successfully demonstrate the coupling
of the fatigue cohesive model with the variational multiscale method, (2) to correctly
1Reproduced from Shardul Panwar, Shang Sun, and Veera Sundararaghavan. Modeling fatigue
failure using the variational multiscale method. Engineering Fracture Mechanics, 162:290–308, 2016
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predict the macro-scale mode I stress intensity factor, (3) to correlate the experimen-
tal microstructurally short crack path with the VMM crack path, (4) to introduce an
approach for calibrating the fatigue cohesive law parameters from the macro experi-
ments, and (5) to show that different steady-state crack growth rates (or Paris laws)
can be simulated by different cohesive parameters that control the loading stiffness
of the fatigue CZM.
This chapter is divided into three sections. Section 3.1 gives a brief description of
the Variational Multiscale Method. Section 3.2 describes the cohesive model used for
modeling fatigue failure. In Section 3.3, we present our numerical results for fatigue
failure using different representative two-dimensional problems.
3.1 The Variational Multi-Scale Method (VMM)
The presence of cracks in a continuum domain necessitates a discontinuous rep-
resentation of the displacement field. A numerical treatment of such discontinuities
and the resultant singular strain field was done in the work of Temam and Strang
[108], which was on the space BD(Ω) (of functions of bounded deformation). This
idea was later used to develop a numerical framework for the problem of strong dis-
continuities due to strain localization by Simo et al. [109], Simo and Oliver [110], and
Armero and Garikipati [38]. Later, this approach was adopted by Garikipati [47] to
embed micro-mechanical surface laws into a macroscopic continuum formulation in a
multiscale setting. The mathematical model of this variational multiscale method is
briefly described in Section 3.1.1.
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3.1.1 A mathematical model of the Variational Multiscale Method
vuw Γc
Ω
Figure 3.1: 2Dimensional representation of a crack openingvuw and the crack surface
Γc
The crack surface (Γc) in a continuous domain (Ω) is shown in Figure 3.1. The
standard weak form of the balance of linear momentum over the domain (Ω) is given
by ż
Ω
∇sw : σ dV “
ż
Ω
w ¨ f dV `
ż
BΩt
w ¨ T dS (3.1.1)
where σ is the stress, w is an admissible displacement variation,∇sw is the symmet-
ric gradient of the variation, T is the external traction and f is the body force. The
displacement fields (u and variation w) can be decomposed into continuous coarse-
scale (u¯, w¯) and discontinuous fine-scale (u1, w1) components. Such a decomposition
is possible because of the requirement that the fine-scale fields u1 and w1 must vanish
outside the fine-scale subdomain Ω1. In crack propagation problems, the fine-scale
field (u1) represents the discontinuity.
u “ u¯ ` u1 (3.1.2)
w “ w¯ ` w1 (3.1.3)
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u¯ P S¯ “ tv|v “ g on BΩuu
w¯ P ν¯ “ tv|v “ 0 on BΩuu
u1 P S1 “ tv|v “ 0 onΩzintpΩ1qu
w1 P ν1 “ tv|v “ 0 onΩzintpΩ1qu
where S Ă BDpΩq, ν Ă H1pΩq, S “ S¯ ‘ S1,
and ν “ ν¯ ‘ ν1. ν¯ and ν1 are chosen to be linearly independent. More concisely, the
choice of space S¯ at the elemental level can be represented using linear polynomials,
while space S1 contains non-nodal supported functions (e.g. discontinuities) that are
independent from S¯.
Using this additive decomposition, the weak form (Eq. (3.1.1)) can be separated
into two equations, one involving only the coarse-scale variation w¯, and another
involving only the fine-scale variation w1.
ż
Ω
∇sw¯ : σ dV “
ż
Ω
w¯ ¨ f dV `
ż
Γh
w¯ ¨ T dS (3.1.4)
ż
Ω
∇sw1 : σ dV “
ż
Ω
w1 ¨ f dV `
ż
Γh
w1 ¨ T dS (3.1.5)
Eq. (3.1.5) can be simplified by using integration by parts and variational arguments
to [47]: ż
Γc
w1σ ¨ n dS “
ż
Γc
w1 ¨ T c dS (3.1.6)
where T c is the external traction on the crack faces.
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Ω1
Γc
Ω
T c
n
m
Figure 3.2: Microstructural domain Ω1 and crack surface Γc, along with crack direc-
tions normal n and tangent m
3.1.2 The Micro-Mechanical Surface Law
The micromechanics of crack growth (Figure 3.2) can be explained by a traction-
separation law. This traction-separation law is inserted into the continuum formula-
tion through Eq. (3.1.6). The traction T c is decomposed into two components (for
2D problems), one normal to the crack face (T cn) and another tangent to the crack
face (T cm).
T c “ T cn n` T cmm (3.1.7)
The fine scale-field u1, which is composed of a displacement discontinuity vuw, can be
similarly decomposed into its components vunw (opening) and vumw (shear) along the
n and m directions respectively.
vuw “ vunwn` vumwm (3.1.8)
Using the above two equations (Eqs. (3.1.7) and (3.1.8)), the micro-mechanical cohe-
sive law (discussed in Section 4) can be utilized by specifying the relationship between
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traction components and discontinuous displacement components in both the normal
and tangential directions. For the case of monotonic loading, a simple surface traction
law is used, given by [111]:
T cn “ T cn0 ´ Hnvunw, T cm “ T cm0 ´ Hmvumw (3.1.9)
where T cn0 and Hn are the mode I critical opening traction and mode I softening
modulus, respectively, and T cm0 and Hm are the mode II critical opening traction
and mode II softening modulus, respectively. In Section 3.2, we modify the surface
traction law to account for cyclic irreversibility.
3.1.3 Finite-Dimensional Formulation (2Dimensional)
In a finite-dimensional setting, the domain Ω can be divided into a number of
connected non-overlapping elements such that Ω “ Ynel1 Ωhe , where nel represents
the number of elements in the finite domain. The fine-scale displacement u1 can be
written in terms of local interpolation functions as:
u1e “MT c vuwe (3.1.10)
where vuwe is the elemental value of the fine-scale displacement discontinuity. MT c
is a multiscale shape function given by
MT c “ N ´HT c (3.1.11)
where N is the usual linear shape function for triangular elements, and HT c is the
Heaviside function, which is used to introduce a discontinuity within the sub domain
Γc. This construction ensures that MT c “ 0 on ΩzintpΩ1q. The construction of this
multiscale shape function MT c in two-dimensions is shown in Figure 3.3. In the weak
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form, MT c comes into the system of equation as ∇MT c through the expression for
∇u1.
∇u1 “ ∇MT c vuw (3.1.12)
where
vuw “
»—– vuwx
vuwy
fiffifl , ∇MT c “ 1
hi
G´ δΓcH ,
G “
»—————–
nix 0
0 niy
niy n
i
x
fiffiffiffiffiffifl , and H “
»—————–
nx 0
0 ny
ny nx
fiffiffiffiffiffifl
G and H are the matrix representations of a crack element’s out-normal and a crack
face’s normal directions, respectively. hi is the element length.
T c
ni
N
vuw
n
HΓc
vuw
MΓc
vuw
Figure 3.3: Construction of discontinuous multiscale shape function in 2D. ni is the
element out-normal and n is the normal direction of the crack face.
The expressions for strain and stress are given by [48],
ε “ Bd ` pG ´ δT cHq vuw (3.1.13)
σ “ C :
´
Bd ` G vuw
¯
(3.1.14)
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where B is the standard matrix form of the shape function gradient, d is the nodal
value of the coarse-scale displacement, and C is the elastic stiffness matrix. Substi-
tuting these expressions into the weak form equations (Eqs. (3.1.4) and (3.1.6)), the
resulting coarse-scale and fine-scale equations are respectively given by
ż
Ω
BTC : pBd `Gvuwq dV “
ż
Ω
Nf dV `
ż
Γh
NT dS (3.1.15)
HTC : pBd `Gvuwq “ T c (3.1.16)
The resulting system of equation is solved using an iterative procedure [48] resulting
in a coarse-scale residual (r¯) and a fine-scale residual (r1).
r¯ “
ż
Ω
BTC : pBd `Gvuwq dV ´
ż
Ω
Nf dV ´
ż
Γh
NT dS (3.1.17)
r1 “HTC : pBd `Gvuwq ´ T c (3.1.18)
Linearization of the residual equations about d and vuw gives the following system
of equations in δd, δvuw.
»—– Ku¯u¯ Ku¯u1
Ku1u¯ Ku1u1
fiffifl
»—– δd
δvuw
fiffifl “
»—– ´r¯
´r1
fiffifl (3.1.19)
where
Ku¯u¯ “
ż
Ω
BTCB dV (3.1.20)
Ku¯u1 “
ż
Ω
BTCG dV (3.1.21)
Ku1u¯ “ HTCB (3.1.22)
Ku1u1 “ HTCG ` Hnn b n ` Hmm b m (3.1.23)
The above finite element equations are solved using the static condensation method
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[48].
3.2 Cohesive Model for Fatigue
An important requirement for any phenomenologically based fatigue model is that
it should be able to represent material degradation over time. The law we have used
to represent this degradation is a modified form of the fatigue cohesive law developed
by Maiti and Geubelle [37]. As shown in Figure 3.4, for monotonic failure, the law
is linear, whereas the law represents nonlinear behavior during cyclic loading. The
main feature of this fatigue cohesive model is the difference between the loading
and unloading paths in the traction-separation curve. This characteristic promotes
sub-critical crack growth under cyclic loading due to progressive degradation of the
cohesive properties, i.e. the slope of the traction-separation law.
vunw
vuncw
T cn
T cn0
1
0 1
loa
din
g
un
lo
ad
in
g
monotonic failure
Figure 3.4: Subcritical vs. critical failure. T cn0 and vuncw are mode I critical opening
traction and displacement, respectively.
The instantaneous mode I cohesive stiffness Hn during reloading can be expressed
as a nonlinear function of cohesive traction T cn and number of fatigue cycles as
Hn “ dT
c
n
dvunw “ fpT
c
n, Nf q (3.2.1)
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where Nf denotes the number of loading cycles experienced by a material point since
the onset of failure, T cn denotes the normal component of traction on the crack face
and vunw is the normal component of the displacement discontinuity on the crack face.
A similar expression can be written for mode II failure. A two-parameter power law
relationship can be used to model the rate of decay of the cohesive stiffness Hn.
Hn “ fpT cn, Nf q “ ´γpNf qT cn (3.2.2)
where
γ “ 1
α
N´βf (3.2.3)
Here α and β are cohesive parameters that are related to the degradation of the
cohesive strength. The cohesive parameter α has the dimension of length while β de-
notes the history dependence of the failure process. Both of these parameters account
for the unloading-reloading hysteresis. The inclusion of this hysteresis may, in the
phenomenological sense, account for the dissipative mechanism arising from reverse
yielding upon unloading. Reverse yielding upon unloading may occur when the crack
growth happens as a result of alternating crystallographic slip [100]. This dissipative
mechanism can also be caused as a result of repeated rubbing of asperities, which may
cause steady weakening of the cohesive surfaces. A simple phenomenological model
that incorporates this assumption has been built by relating the cohesive stiffness to
the number of loading cycles through a power law relationship (Eq. (3.2.2)). The
above evolution law can be expressed in terms of the rate of change of the cohesive
stiffness Hn as
9Hn “
$’’&’’%
´ 1
α
N´βf Hn 9vunw 9vunw ě 0
0 9vunw ă 0
(3.2.4)
The second equation states that there is no change in cohesive stiffness during
unloading cycle. Eq. (3.2.4) can be converted from the temporal to the spatial
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domain and, using a 1st order finite difference approximation, can be written as
H pi`1qn “ H piqn
!
1´ 1
α
N´βf
`vunwpi`1q ´ vunwpiq˘) (3.2.5)
for 9vunw ě 0,
superscripts (i+1) and (i) denote the adjacent load steps in a loading cycle. Thus,
the traction-separation curve slope (Hn) is progressively degraded as the number of
loading cycles increases.
There are four independent fatigue cohesive model parameters that have to be
calibrated. Fracture strength (T cn0), area under the traction-separation curve, and
critical displacement (vuncw) are three monotonic cohesive model parameters, of which
only two are independent. For fatigue fracture, material parameters α and β are the
additional two parameters that have to be calibrated. We can calibrate the first two
monotonic cohesive model parameters by setting T cn0 equal to the fracture strength
of the elastic material and the area under the traction-separation curve equal to the
mode I fracture toughness GcI of the elastic material. The cohesive parameters α and
β are calibrated from macro-scale experiments. The procedure for calibrating these
two parameters is described in next section.
3.3 Results and Discussions
In this section, examples are shown using this combined method (the VMM with
the CZM) called the Variational Multiscale Cohesive Method (VMCM). These exam-
ples cover different concepts within fracture mechanics and are presented to show the
capability of this method. Results are provided for the macroscopic stress intensity
factor, the microstructurally short crack path, and fatigue crack growth. The later
example is used to show that, by varying parameters α and β, fatigue crack growth
curves of different materials can be predicted and inversely cohesive parameters α
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and β can also be calibrated from macro experiments. These examples demonstrate
the capability of this method to model failure in materials at the macro-level as well
as at the micro-level.
The objectivity of this method with respect to numerical discretization has already
been demonstrated by Rudraraju et al. [48]. Unless otherwise noted, the material
used is an epoxy [37] with E “ 3.9 GPa, ν “ 0.4, and mode I fracture toughness
GIc “ 88.97 J{m2. The mode I critical opening traction T cn0 is taken to be 50 MPa,
while the material parameters α and β are taken to be 5 µm and 0.5, respectively.
In all numerical simulations, the length of the elements in front of the crack tip is
defined to be smaller than pi
8
E
p1´ν2q
GIc
σavg
[37] so that the fracture process is accurately
captured in this region. Here, σavg (T
c
n0{2) is the average stress in the cohesive zone.
To concentrate more on the accuracy and benefits of this method, we present only
the local mode I simulation. Mode II and mixed-mode simulation can quite easily be
carried out using this method. An in-house C++ based code has been developed to
produce data for all the examples presented in this section. To solve the nonlinear
equations that arise from the finite element formulations, a Newton-Raphson iterative
scheme is used.
3.3.1 Comparison of the Linear Elastic Stress Intensity Factor and the
J-Integral Stress Intensity Factor
A comparison between the theoretical stress intensity factor and the numerical
stress intensity factor is important to determine the accuracy of the stress field sur-
rounding the crack using the VMM approach. This serves as a basic verification of the
numerical method. The theoretical mode I stress intensity factor (SIF) is calculated
from a linear elastic fracture mechanics (LEFM) solution, while the numerical SIF
is calculated using the J-integral method [112]. The SIF from linear elastic fracture
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mechanics is given by [113]
KI “ σ?pi a
 
1.12´ 0.23 a{b` 10.6 pa{bq2
´21.7 pa{bq3 ` 30.4 pa{bq4( (3.3.1)
where σ is the applied stress, b is the height of the specimen and a is the crack length.
The J-integral SIF is calculated along the contour Γ surrounding the boundary of a
cohesive zone as shown in Figure 3.5; this is given by Eq. (3.3.2).
x
y
σσ Γ
T
dsρ
2h
b
Figure 3.5: J-integral path taken around the cohesive zone, b “ 1mm (Cohesive zone
length ρ « 0.08mm)
J “
ż
Γ
´
W dy ´ TiBuiBx ds
¯
(3.3.2)
where W is the strain energy density, Ti is the ith component of the traction
vector perpendicular to Γ in the outward direction, ui is the ith component of the
displacement vector, and ds is an arc length element along contour Γ. For plane
strain conditions, the following relation is given by Rice [112]
KI “
” JE
p1´ ν2q
ı1{2
(3.3.3)
The LEFM requirement of small scale yielding imposes the condition that the
cohesive zone size should be much less than the crack length (ρ ă a) in order for the
stress field outside the cohesive zone to be nearly the same as the K-dominant stress
field. Thus, the cohesive zone size maintains a constant value of ρ « 0.08mm, which
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is smaller than the initial crack length a “ 0.1 mm.
KI ´ LEFM
KI ´ Jintegral
Figure 3.6: Comparison between LEFM SIF and J-integral SIF
The simulation parameters for calculating the J-integral from the FEM domain
are the same as those used in the previous section.
As can be seen in Figure 3.6, the numerically computed values for the SIF using
the J-integral method are close to the SIF values predicted by LEFM. The small
discrepancy between the two results can be attributed to the size of the cohesive
zone, since the LEFM solution is valid only for small-scale yielding. Thus, using the
VMCM, we can accurately capture the stress field surrounding the crack.
3.3.2 Microstructurally Short Surface Crack Propagation
The subject of microstructurally short crack growth is used to show the ability
of the VMCM to model two-dimensional microstructural failure. Microstructurally
short crack growth refers to crack growth inside a grain (called trans-granular fracture)
or at the grain boundaries (called inter-granular fracture). In this section, we show
numerical simulation of crack growth across multiple grains where the crack could be
a mixture of inter-granular and trans-granular fracture. In trans-granular fracture,
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the crack can follow either the slip planes or a plane lying in-between the slip planes.
The material model we use in our simulation is a hexagonal closed packed (HCP)
Mg alloy, WE43, with five elastic constants and two lattice constants, as shown below:
C11 “ 58 GPa,C12 “ 25 GPa,C13 “ 20.8 GPa,
C33 “ 61.2 GPa,C55 “ 16.6 GPa.
c “ 5.21A˚, a “ 3.21A˚
The material orientation data for individual grains are obtained from electron
backscatter diffraction (EBSD) mapping (see Figure 3.7), and the crack growth path
image is obtained from scanning electron microscopy(SEM) of the WE43 surface [114].
Using the grain orientations (Euler-Bunge angles), elastic constants for individual
grains are transformed from the crystal frame to the global simulation frame. These
transformed 3D elastic constants are converted to 2D using plane stress assumptions.
This way, the VMM is combined with 2D crystal elasticity to model microstructurally
short crack growth. The mathematical formulations are similar to those described in
Section 3.1, where the microstructural domain contains the grain boundaries and C
in Eq. (3.1.13) is the transformed 2D elastic anisotropic stiffness matrix.
The HCP Mg has, in total, 18 slip systems, 3 basal ă a ą , 3 prismatic ă a ą, 6
pyramidal ă a ą, and 6 pyramidal ă c` a ą slip systems. In pure Mg, the primary
slip plane is the basal plane, but when Mg is alloyed with other elements, other slip
planes become active. In the case of WE43, the crack growth mostly occurs along the
basal and the pyramidal ă a ą planes [114]. To model a surface crack propagation
problem using plane stress assumptions we use slip lines inside the grains. The slip
lines are the intersections of the slip planes (basal and pyramidal ă a ą) and the
simulation plane. For our simulation, we use 1 basal slip line and 3 pyramidală a ą
slip lines for simplicity. The crystal parameters for these 2 slip lines are taken from
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Choi et al. [115] and are shown below:
T basalcrss “ 25 MPa, T pyramidalcrss “ 68 MPa
T gbc “ 83 MPa, T gb crossc “ 100 MPa
Tcrss above corresponds to the critical resolved shear stress or the fracture strength
of the slip plane, T gbc represents the grain boundary strength, and T
gb cross
c is the in-
creased grain boundary strength. The grain boundaries act as microstructural barri-
ers to short crack propagation, the strength of which varies with the crystallographic
orientation relationship. The higher the tilt and twist mis-orientation angles be-
tween adjacent slip bands the more effective the grain boundaries are as barriers to
the transmission of slip into the adjacent grains. This also holds true for the crack
growth from one grain to another grain across a grain boundary, and this increased
grain boundary strength is labeled here as T gb crossc . A constant value of T
gb cross
c is
used to concentrate more on the varied applications of the VMCM. The crack growth
along the slip lines is characterized as mode II fracture, while the crack growth along
the grain boundary is mode I fracture.
Micro-notch
400 µm
0 0 0 1
1 0 1¯ 0
2 1¯ 1¯ 0
Figure 3.7: EBSD image with orientation data of a Mg WE43 experimental specimen
[114]
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In this simulation, there are six cohesive traction-separation laws to account for
1 basal slip crack (mode II), 3 pyramidal slips crack (mode II), 1 grain boundary
cracking (mode I), and 1 grain boundary crossing. For all these laws, we assume a
critical sliding/opening displacement value of 0.1 µm.
For a tension test, in a elastic material, the crack on the macroscopic level will
grow perpendicular to the direction of the maximum principal stress. However, at the
microscopic level, the cracks can only grow along certain planes within a grain. These
planes are the slip planes, and for a Mg WE43 alloy, the crack grows predominantly
along the basal plane and the pyramidal plane [114]. Thus, to model this crack path,
we developed a crack tracking algorithm that takes into account all of these paths. At
the crack tip, the algorithm searches through all the favorable lines (i.e. 1 basal and
3 pyramidal planes within a grain or 1 basal, 3 pyramidal, and 1 grain boundary at
the grain boundary) that meet the fracture criteria and selects the line whose normal
is closest to the maximum principal stress direction. This way, the crack grows along
the slip lines and/or along the grain boundaries.
The finite element mesh for this model is created using a real microstructural
image. The model domain consists of 82 grains with different orientations as shown in
the color plot (Figure 3.7). The grain edges of this real microstructure are generated
using ImageJ [116], and then the OOF [117] program is used to generate a finite
element mesh from these edges. The steps outlined above are shown in Figure 3.8.
The size of the micro-notch in Figure 3.8(c) is similar to the size of experimental
micro-notch.
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(a)
(b)
(c)
(RD)
(TD)
Figure 3.8: FE mesh generated from a real microstructure image, RD - Rolled direc-
tion, TD - Transverse direction. (a) EBSD image [114] (b) Grains edges generated
from ImageJ [116] (c) FE mesh generated from OOF [117] with colors shown only for
distinguishing different grains
The boundary conditions for this simulation are applied so as to match the exper-
imental boundary conditions. In the experiment, the specimen is loaded in tension
along the RD direction [114]. To produce similar loads on our model boundaries,
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we apply tensile loads on the left and right boundaries of Figure 3.8(c), while loads
from Poisson’s effect (ν “ 0.27) are applied on the top and bottom boundaries. The
loading is applied until the microstructural crack reaches the domain boundary.
(a)
(b)
400 µm
Figure 3.9: Comparison of experimental crack path and numerical crack path. (a)
Experimental crack image - SEM crack image superimposed on EBSD image [114]
(b) VMCM crack path (shown in dark red) superimposed on EBSD image with basal
slip lines shown in each grain
In Figure 3.9, we show the comparison between the experimental crack path and
our numerical crack path. Figure 3.9(b) is a superposition of the EBSD image with
the numerical crack path. This figure also contains basal slip lines to show that the
crack growth inside a grain closely follows these slip lines. On comparing these two
figures (Figure 3.9(a) and (b)), we see that the crack path predicted using the VMCM
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method is close to the experimental crack path even when using a coarse mesh. The
differences between these two crack paths maybe due to our assumptions of constant
grain boundary strength (T gbc ) and plane stress and due to the use of a constant
T gb crossc value for all grain boundaries. These parameters need to be more carefully
calibrated for the alloy from lower-scale simulations and/or experiments so that the
crack path can be better reproduced. The short fatigue crack growth can also be
modeled using the VMCM. However, for each cohesive law, there are two additional
parameters α and β that have to be calibrated, along with the above-mentioned
parameters. The fatigue parameters α and β are linked to each slip system. Thus,
experimental fatigue crack growth rates for each individual slip system are needed to
calibrate these two parameters. The crack growth rates for each slip system can be
measured through method, such as beachmarking [118] or striations.
3.3.3 ‘Local’ mode I Fatigue Crack Growth
For fatigue crack growth, we have again considered the SENT specimen (Figure
3.5). The crack evolution is considered to be ‘local’ mode I, which implies that, in the
direction of crack path, there is no shear stress, and the mode II fracture toughness
is zero. In Figure 3.5, the left boundary of the specimen has no displacement in the
x-direction, and the bottom left corner of the specimen has zero displacement in the
y-direction. Fatigue tests of specimens are carried out under displacement-controlled
tension loading (Figure 3.10). The shape of the applied displacement does not affect
the fatigue behavior, as the rate dependence of the material is ignored. The maximum
displacement ∆max is taken to be 0.009b, the initial crack length is a0 “ 0.1b, and the
amplitude ratio R (σmax
σmin
) is 0.
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∆max
time (t)
∆
Figure 3.10: Variation of applied displacement ∆ with time
vunw
vuncw
T cn
T cn0
1
0 1
Figure 3.11: Evolution of traction-separation curve for a point on the cohesive zone
Figure 3.11 shows the evolution of traction-separation for a point on the cohesive
zone. In the finite element model, this is the third element in the crack path. We
can clearly see the dissipation between the loading-unloading cycles in this element.
The dotted line in this figure is the monotonic failure line and is shown to indicate
the sub-critical nature of the fatigue cracks. The nonlinear nature of the maximum
crack opening traction per cycle can also be clearly seen in this figure.
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(a)
(b)
Figure 3.12: σxx stress (MPa) distribution for ‘local’ mode I fatigue crack growth.
(a) Stress distribution at the end of the first cycle (b) Stress distribution at the end
of 2200 cycles (cracked elements have been removed from the plot)
Figure 3.13: Fatigue crack growth in SENT specimen versus the number of loading
cycles
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Figure 3.14: Paris curve, α “ 5µm and β “ 0.5
Figure 3.12 shows σxx distribution snapshots taken at different cycles. The crack
has propagated « 0.3 times the total width of the specimen after 2200 cycles. After
this cycle,
KI “ 22MPa?mm p« KIc “ 22.21MPa?mmq (3.3.4)
and the crack propagates rapidly, indicating the final failure (KIc is monotonic frac-
ture toughness) is as predicted by the LEFM solution.
As can be inferred from the above statement, the curve of the crack path versus
the number of loading cycles (Figure 3.13) should be asymptotic. This is the expected
behavior of the fatigue crack growth in the case of a SENT specimen. To get the Paris
curve, we need the applied stress intensity factor. The applied stress intensity factor
(KI) is calculated using the J-integral method [112]. The details of KI calculation are
given in Section 3.3.1. By differentiating the crack length with respect to the number
of loading cycles (Figure 3.13), we can calculate the crack growth rate (da/dN) and
plot it versus the change in stress intensity factor (∆KI). This curve represents the
steady state crack growth rate (Figure 3.14). The curve captures the final failure quite
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well as indicated by Eq. (3.3.4). The slope of this curve (Figure 3.14) is m “ 2.5 and
the intercept C « 10´07 mm{cycle.
3.3.4 Effect of Parameters α and β on the Paris Curve
In this section, we do a parametric study on the effect of cohesive parameters
α and β on the crack growth rate and the Paris curve. Figure 3.15 plots crack tip
advancement versus the number of loading cycles for three different values of α, while
β “ 0.2 is kept constant. As can be seen in this figure, the crack growth rate decreases
as α increases. For α “ 2 µm, the crack advances nearly 0.4 times the width of the
specimen in 80 cycles, whereas, for α “ 5 µm, the crack takes around 240 cycles
to advance the same distance. Differentiating the crack length with respect to the
number of cycles, we can plot (Figure 3.16) the crack growth rate (da/dN) versus the
change in stress intensity factor (∆KI). Thus, for different values of α, we get Paris
curves with different intercepts (C “ 1ˆ10´06 to 3ˆ10´06 mm{cycle). Thus, for the
same stress intensity factor we can get different crack growth rates and by changing
α we can change these rates.
α “ 2µm
α “ 3.5µm
α “ 5µm
Figure 3.15: Effect of α parameter on crack propagation (β “ 0.2)
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α “ 2µm
α “ 3.5µm
α “ 5µm
Figure 3.16: Paris curves for different values of α (β = 0.2)
β “ 0.1
β “ 0.3
β “ 0.5
Figure 3.17: Effect of β parameter on crack propagation (α “ 5µm)
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β “ 0.1
β “ 0.3
β “ 0.5
Figure 3.18: Paris curves for different values of β (α = 5 µm)
In Figure 3.17, the plot of crack length versus number of cycles for different β-
values is shown. For different values of β (0.1, 0.3, and 0.5), the crack growth rate
changes, and by differentiating these curves we get different Paris curves (Figure 3.18)
with different slopes (m “ 2.5 to 3.3 , C « 10´07 mm{cycle). Thus, by changing these
two parameters, one can obtain Paris curves for different materials.
This procedure is followed with Polystyrene [119], which has E = 3.1 GPa, ν “
0.35, and mode I fracture toughness GIc “ 1164.52 J{m2. The mode I critical opening
traction T cn0 is taken to be equal to the craze stress, 38 MPa [119]. The parameters
α and β are calibrated from the experimental data [120], and the parameters are
found to be in the range of 0.03´ 0.05 mm and 0.5, respectively (Figure 3.19). The
simulations were run on 150 mm x 50 mm x 3 mm SENT specimens with an initial
crack length of a0 “ 20 mm [119].
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α “ 0.03 mm,β “ 0.5α “ 0.05 mm,β “ 0.5
Experiment [120]
Figure 3.19: α and β parameters calibrated for Polystyrene [120]
3.4 Conclusion
Modeling fatigue failure is valuable for predictive modeling of component life and
ensuring structural integrity in aerospace structures. In this chapter, the variational
multiscale method (VMM) is used to model fatigue crack propagation for the first
time. In this approach, a discontinuous displacement field is added to elements that
exceed the critical values of normal or tangential traction during loading. This ad-
ditional degree of freedom is represented within the cracked element using a special
discontinuous shape function, which ensures that the displacement jump is localized
to that particular element. The finite element formulation and code implementation
details are presented. Compared to traditional cohesive zone modeling approaches,
this method does not require the use of any special interface elements in the mi-
crostructure. This method is shown to produce accurate stress field near the crack
tip. A microstructurally short crack growth simulation is performed along with an
experimental comparison to demonstrate the accuracy of this method in predicting
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microscopic crack paths and mixed-mode failure. A two-parameter phenomenological
fatigue cohesive law is incorporated into the VMM via a traction continuity equation.
The relationship between the phenomenological model parameters and the slope and
intercept of the Paris curve are shown. We have shown that different Paris curves
can be simulated by varying the parameters in the cohesive law. As an example, we
have performed a comparison between our fatigue model and published experimental
data. In Chapter IV, we focus on developing a micro-mechanical interpretation of
these parameters and their calibration with experimental data.
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CHAPTER IV
Dislocation Theory-Based Cohesive Model for
Microstructurally Short Fatigue Crack Growth
1 In this chapter, a continuous representation of dislocations is used to repre-
sent a mode II crack and the associated plastic zone. In the original formulation of
dislocation theory, the friction stress that opposes the motion of the dislocations is
represented by a constant stress (BCS model [55]). Both the BCS model and the
model proposed by Taira et al., for crack and associated plastic zone blocked by a
grain boundary (Taira-Tanaka-Nakai model [56]), assume that the friction stress op-
posing the dislocation motion is the local yield stress of the material. In our new
formulation, we embed a cohesive zone in the plastic region in front of a crack tip by
representing the friction stress as a function of the crack displacement. This allows
cohesive zone models (obtainable from a lower scale simulation, such as molecular
dynamics) to be integrated into a dislocation theory-based model, for the first time,
to predict short crack growth. The details of this new formulation are shown for the
two cases: the crack and the associated plastic zone inside a grain, and the crack
and the associated plastic zone tip at the grain boundary. The main features of this
new model are discussed along with an experimental comparison to the case of mi-
1Reproduced from Shardul Panwar and Veera Sundararaghavan. Dislocation theory-based cohe-
sive model for microstructurally short fatigue crack growth. Materials Science and Engineering: A,
708:395–404, 2017
61
crostructurally short fatigue crack growth across two grains in a Ni-based CMSX-4
alloy.
This chapter has been divided into four sections. Section 4.1 gives an introduction
of the BCS and Taira-Tanaka-Nakai formulations. Section 4.2 details our new formu-
lation that combines the cohesive zone model with first the BCS model and then the
Taira-Tanaka-Nakai model. We call this new formulation the Cohesive-BCS model.
As has been done in Taira et al. [56], this new formulation is extended to fatigue
in Section 4.3. In Section 4.4, the new features of this model are compared to those
of the BCS and Taira-Tanaka-Nakai models. Finally, the new formulation is utilized
in the prediction of microstructurally short fatigue crack growth rates in a Ni-based
CMSX-4 specimen and results are compared to experiments [121].
4.1 The BCS and Taira-Tanaka-Nakai models
Based on the theory of continuously distributed dislocations [63], Bilby et al.
[55] have derived the dislocation density expression for a uniformly stressed solid
containing a notch with a plastic zone in the front. This is called a bounded solution,
since the dislocation density is bounded at the plastic tip. Taira et al. [56] have
derived the dislocation density expression for a slip band that is blocked at a grain
boundary and is emanating from a crack tip. This solution is referred to as an
unbounded solution, since the dislocation density is unbounded at the plastic tip due
to the dislocation pile up. Both of these solutions are employed to calculate the
microstructurally short fatigue crack growth rate across multiple grains by assuming
that the crack growth rate is proportional to the crack tip displacement [61]. Using
this assumption, the bounded solution gives the crack growth rate when the crack
and the associated plastic zone are inside a grain (Figure 4.1), while the unbounded
solution gives the crack growth rate when the plastic zone is blocked by a grain
boundary (Figure 4.2).
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This section is structured in two parts: Part I describes the important expressions
for the bounded solution of the dislocation density, and Part II shows the dislocation
distribution expression for the unbounded solution and the expression for the stress
distribution in front of the plastic tip blocked by a grain boundary.
4.1.1 Part I: The bounded solution from the BCS model
In the BCS model, the plastic zone in front of the crack tip is simplified by
assuming that it is in the same plane as the crack plane (Figure 4.1). Within the
plastic zone, the friction stress τf pxq that resists the dislocation motion is assumed to
be equal to the yield stress. The crack faces are considered to be traction free. The
crack tip in this chapter is always at x “ ˘a, y “ 0, while the plastic tip is always
at x “ ˘c, y “ 0.
The dislocation distribution that exists on the traction free crack plane (´a ă
x ă a) has a stress associated with it. This stress τpxq should be in equilibrium with
the applied stress. Thus,
τpxq ` τA “ 0
τpxq “ ´τA
(4.1.1)
Moreover, the stress τpxq produced by the dislocation distribution inside the plastic
zone (a ă |x| ă c) is resisted by the friction stress τf pxq. This resistance should be
in equilibrium with the applied stress τA. Thus,
τf pxq ´ τpxq “ τA
τpxq “ τf pxq ´ τA
(4.1.2)
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-a-c a c x
x1
y
τA
τpxq
grain
Figure 4.1: Dislocation distribution under an applied shear stress τA
In Figure 4.1, the shear stress at x due to the presence of a dislocation at x1 is
given by
τpxq “ G
2piα
ż c
´c
Bpx1q
x´ x1dx
1, ´c ă x ă c (4.1.3)
The above expression (Eq. (4.1.3)) is solved for the dislocation density Bpxq by
Muskhelishvili’s inversion formula [69]. The final expression is
Bpxq “ ´2α
?
c2 ´ x2
piG
ż c
´c
τpx1q
px´ x1q?c2 ´ x12dx
1, ´c ă x ă c (4.1.4)
and the condition for the dislocation density Bpxq to be bounded at x “ ˘c is given
by ż c
´c
τpxq?
c2 ´ x2dx “ 0 (4.1.5)
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In the above expressions (Eqs. (4.1.4) and (4.1.5)), c represents the half length of
the crack and the associated plastic zone, G is the shear modulus, α “ 1 for screw
dislocation, α “ 1´ ν for edge dislocation, and ν is the Poisson’s ratio. In general, c
must also satisfy another condition [122], given by
ż c
´c
xτpxq?
c2 ´ x2dx “
GbT
2α
(4.1.6)
Here, bT “ bR ` bL is the net Burgers vector of all the dislocations, bR is the net
Burgers vector of the dislocations in the positive x direction, 0 ă x ă 8, and bL is
the net Burgers vector of the dislocations in the negative x direction, ´8 ă x ă 0.
If τpxq is a symmetric function of x, then bT “ 0 and Eq. (4.1.6) is satisfied by
symmetry, regardless of the value of c.
Eq. (4.1.4) contains a singular kernel and is solved in the Cauchy principal value
sense. Eq. (4.1.5) is called the existence condition, and it determines the length of
the plastic zone (c´ a).
4.1.2 Part II: The unbounded solution from the Taira-Tanaka-Nakai model
Taira et al. [56] found that the BCS model can be used in the analysis of crys-
tallographic slip bands emanating from the crack tip. They showed that, when these
slip bands are on the order of the grain size, they can be influenced by a grain bound-
ary (Figure 4.2). To incorporate the interaction of the grain boundary with the
dislocations, Eq. (4.1.3) is solved considering the dislocation density function to be
unbounded at the plastic tip [69]. This adds an additional term to Eq. (4.1.4), and
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the final equation becomes
Bpxq “ ´ 2α
?
c2 ´ x2
piG
ż c
´c
τpx1q
px´ x1q?c2 ´ x12dx
1 ´ 2α
piG
x?
c2 ´ x2
ż c
´c
τpx1q?
c2 ´ x12dx
1
,´c ă x ă c
(4.1.7)
Here,
τpx1q “ ´τA, |x1| ă a
τpx1q “ τf px1q ´ τA, a ă |x1| ă c
The additional term in Eq. (4.1.7) is a delta-type function; a repulsive stress field,
rising suddenly from zero to infinity, locks the leading dislocation. The integrand is
the same as in the existence condition, Eq. (4.1.5), while the coefficient x?
c2´x2 makes
the dislocation density infinite at the grain boundary, x “ ˘c. The length of the
plastic zone is calculated from the grain size.
A stress (Spr0q) at a point that is at a distance r0 away from the grain boundary
on the grain 2 slip plane (Figure 4.2) is given in [63] by
Spr0q “ Gb
2piα
ż c
´c
Bpxq
x1 ´ xdx` τA, x
1 “ c` r0, |x1| ą c (4.1.8)
where b is the burgers vector.
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x1
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τA
τpxq
grain 1 grain 2
Figure 4.2: The tip of the crack and the associated plastic zone is at the grain
boundary. r0 is the distance from the grain boundary to a slip system in grain 2.
For both the models, the dislocation density Bpxq is related to the crack sliding
displacement Dpxq by
Bpxq “ ´dDpxq
dx
(4.1.9)
4.2 Dislocation-based cohesive model (Cohesive-BCS model)
4.2.1 Cohesive model
The central theme of the cohesive theory of fracture is the representation of the
fracture process as a gradual separation of the fracture surfaces. This is achieved
through the use of numerous functional relationships between the fracture surface
traction and the surface displacement. These relationships are called traction-separation
laws. In literature, most of the traction-separation laws that have been developed are
phenomenological [67]. In this chapter, we also utilize an exponential relationship
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(Figure 4.3) between the surface traction and the crack surface displacement [73].
τfail
τf pxq
Dpxq
Figure 4.3: Shear exponential traction-separation law
τf pxq “ τfail expp´hs|Dpxq|q, hs ą 0 (4.2.1)
hs in the above equation is a fitting parameter with units of L
´1. For monotonic
failure, τfail is the slip system critical resolved shear stress. For fatigue failure, the
value of τfail is lower than the critical resolved shear stress value, and this value is
calibrated from experiments. Thus, the area under this curve (Figure 4.3) represents
the fracture energy of the slip system.
Putting Eq. (4.2.1) into Eq. (4.1.9) and integrating both sides from c to x gives
lnpτfailq ´ lnpτf pxqq “ hs
ż c
x
Bpxqdx, a ă |x| ă c (4.2.2)
The assumption used in the above equation is that the value of the stress at the
plastic tip is equal to the critical resolved shear stress τfail of that slip system.
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4.2.2 Bounded solution with a cohesive zone
The bounded solution of Eq. (4.1.4) is modified using Eq. (4.2.2), resulting in
lnpτfailq ´ lnpτf pxqq “ hs
ż c
x
˜
´ 2α
?
c2 ´ x2
piG
ż c
´c
τpx1q
px´ x1q?c2 ´ x12dx
1
¸
dx,
a ă |x| ă c
(4.2.3)
This equation is a nonlinear Fredholm integro-differential equation of the second
kind with a weakly singular kernel. The above expression is simplified using Eqs.
(4.1.5) and (4.1.6). The procedure is described in detail in A. The final forms of Eq.
(4.2.3) and Eq. (4.1.5) are shown below:
lnpτf pxqq “ 2hsα
piG
˜ż c
a
τf px1qIbdx1
¸
` lnpτfailq, a ă |x| ă c
(4.2.4)
ż c
a
τf pxq?
c2 ´ x2dx “
piτA
2
(4.2.5)
Here,
Ib “ ln
ˇˇˇˇ
x
?
c2 ´ x12 ` x1?c2 ´ x2
x
?
c2 ´ x12 ´ x1?c2 ´ x2
ˇˇˇˇ
` ln
ˇˇˇˇ?
c2 ´ x12 `?c2 ´ x2?
c2 ´ x12 ´?c2 ´ x2
ˇˇˇˇ
´ 2
?
c2 ´ x2?
c2 ´ x12
These coupled equations (Eqs. (4.2.4) and (4.2.5)) are numerically solved for τf pxq
and c using the Newton-Raphson scheme with a piecewise polynomial collocation
method [101]. The latter method is described in detail in C.
4.2.3 Unbounded solution with a cohesive zone
Putting Eq. (4.1.7) into Eq. (4.2.2) again gives a nonlinear Fredholm integro-
differential equation of the second kind. This expression is simplified using the sym-
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metry of the stress function (τpxq). The final expression becomes
lnpτf pxqq “ 2hsα
piG
˜ż c
a
τf px1qIudx1
¸
´ 2hsατA
G
?
c2 ´ x2 ` lnpτfailq,
a ă |x| ă c
(4.2.6)
Here, Iu is given by
Iu “ ln
ˇˇˇˇ
x
?
c2 ´ x12 ` x1?c2 ´ x2
x
?
c2 ´ x12 ´ x1?c2 ´ x2
ˇˇˇˇ
` ln
ˇˇˇˇ?
c2 ´ x12 `?c2 ´ x2?
c2 ´ x12 ´?c2 ´ x2
ˇˇˇˇ
´ 2
ˆ
pi
2
´ arcsin x
c
˙
x1?
c2 ´ x12
The details of the above simplification is given in B.
There is no analytical method for calculating τf pxq from Eq. (4.2.6) or Spr0q
from Eq. (4.1.8). Thus, we again employ a set of numerical schemes to solve these
equations. These numerical schemes are described in C. Once τf pxq is found, the
crack sliding displacement Dpxq is calculated from Eq. (4.2.1) and Spr0q is calculated
from Eq. (4.1.8). The crack sliding displacement at the crack tip is the crack tip
sliding displacement Dpaq.
4.3 Fatigue crack growth
Under cyclic loading, the applied resolved shear stress τA varies between a max-
imum value τmax and a minimum value τmin. Assuming there is no crack exten-
sion between each complete cycle and no crack closure, the monotonic quantities in
Eqs.(4.2.4), (4.2.5), and (4.2.6) are converted to cyclic quantities through the follow-
ing transposition [56, 68, 70]:
τA Ñ ∆τA “ τmax ´ τmin “ p1´Rqτmax
τf pxq Ñ 2τf pxq
(4.3.1)
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Here, R is the load ratio. For a polycrystalline specimen under a far field unaxial
cyclic stress ∆σ (shown in Figure 4.4) , the local resolved cyclic shear stress ∆τ iA on
a slip plane i with the Schmid factor mi is calculated using the Schmid single slip
model to be
∆τ iA “ mi∆σ “ mip1´Rqσmax (4.3.2)
where mi is the local Schmid factor of an active slip system and σmax is the maximum
value of the applied stress. The crack growth rate is calculated by assuming that it is
proportional to the crack tip sliding displacement. Thus, an equation similar to the
Paris law is obtained.
da
dN
“ λDpaqn (4.3.3)
This assumption has been used in numerous analytical fatigue crack growth models
[57, 61, 60, 68, 70]. The parameter λ is interpreted as a slip irreversibility factor
with values between 0 (completely reversible) and 1 (completely irreversible). The
parameter n describes the contributions from different crack displacement modes (I,
II, III) on the crack tip sliding displacement Dpaq.
∆σ
∆σ
∆τA
Figure 4.4: Applied cyclic stress ∆σ resolved to a single slip shear stress ∆τA
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4.4 Discussion
In this section, we highlight the differences between our Cohesive-BCS model and
the BCS and Taira-Tanaka-Nakai models. The first part of the discussion section
shows the effect of the cohesive parameter hs on the dislocation stress and the crack
sliding displacement. In the second part of the discussion section, we calibrate our
model with data from experiments on Ni-based CMSX-4 alloy. This calibrated model
is then used to predict microstructurally short fatigue crack growth across multiple
grains in this alloy.
4.4.1 Comparison of the Cohesive-BCS model with the BCS and Taira-
Tanaka-Nakai models
In this subsection, we study the impact of the cohesive parameter hs on the
dislocation stress and the crack sliding displacement. Using the values mentioned in
Table 4.1, we solve for both the bounded and unbounded solutions of the Cohesive-
BCS model (Section 4.2) for different values of parameter hs. The BCS and Taira-
Tanaka-Nakai solutions are also plotted in each figure to highlight the differences.
Variable Values Units
G
2pip1´νq 3776 GPa
σ 85 GPa
τfail 55 GPa
ms 0.45
Table 4.1: Material properties for a sensitivity study
In Figure 4.5, we plot the normalized dislocation stress (τpxq{τfail) inside of and
in front of the plastic zone. The dislocation stress at the tip of the crack (x{a “ 1)
reduces as we increase hs. This is expected, as increasing hs reduces the area under
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the traction-separation curve (Figure 4.3), which reduces the fracture energy required
to create a crack. This causes a higher number of dislocations to be emitted by the
crack tip. Therefore, increasing hs reduces the dislocation stress. The friction stress
at the crack tip (τf paq) reduces as hs increases, which results in the increased mobility
of the dislocations. This increased dislocation mobility causes the length of the plastic
zone (c-a) to increase. In Figure 4.5, the half length of the crack and the associated
plastic zone c is shown to increase from 2.17a for hs “ 1 ˆ 102 mm´1 to 2.53a for
hs “ 12 ˆ 102 mm´1. As we reduce hs, the solution given by our model eventually
converges to the BCS solution, since the exponential term in Eq. (4.2.1) goes to zero.
Figure 4.5: The effect of hs on the dislocation stress when the crack and the associated
plastic zone are inside a grain.
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Figure 4.6: The effect of hs on the crack sliding displacement when the crack and the
associated plastic zone are inside a grain.
In Figure 4.6, we plot the normalized crack sliding displacement against the dis-
tance from the crack tip (x “ a) to the plastic tip (x “ c). As previously stated,
increasing hs increases the number of dislocations that are emitted by the crack tip.
This increased dislocation density at the crack tip increases the crack tip sliding dis-
placement (Dpaq). However, the increase in the number of dislocations also increases
the length of the plastic zone (c´a). The overall effect of increasing hs is distributed
between the crack sliding displacement and the plastic zone length; therefore, the
change in each of these quantities appears less significant than the increase in hs.
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Figure 4.7: The effect of hs on the dislocation stress when the tip of the crack and
the associated plastic zone is at the grain boundary. Dg is the grain size.
In Figure 4.7, the normalized dislocation stress (Spxq´ τA) at the grain boundary
(x “ c “ Dg
2
) is plotted against the distance from the grain boundary in the adjacent
grain (see Figure 4.2). The dislocation stress increases as hs increases. This is due to
the increase in the number of dislocations emitted by the crack tip. These increased
dislocations pile up at the grain boundary, causing the stress at the grain boundary
to increase. Therefore, through the cohesive parameter hs, we can also control the
interaction between the crack plane and the grain boundary.
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Figure 4.8: The effect of hs on the crack sliding displacement when the tip of the
crack and the associated plastic zone is at the grain boundary
In Figure 4.8, the value of c is constant and is equal to half of the grain size (Dg
2
).
As previously stated, increasing hs increases the number of dislocations emitted by
the crack tip. However, as compared to the case of the plastic zone being within the
grain, the impact of increasing hs is more prominent on the crack sliding displacement.
4.4.2 Microstructurally short fatigue cracks in a Ni-based CMSX-4 alloy
In this subsection, we utilize our Cohesive-BCS model to predict the growth of
microstructurally short fatigue cracks in a Ni-based CMSX-4 alloy. To achieve this, we
use the experiments performed by Marx et al. [121, 76] and the equations described
in Sections 4.2 and 4.3.
Marx et at. performed experiments on a single crystal and polycrystalline modi-
fication of a Ni-based CMSX-4 alloy [121]. The material properties of this alloy are
given in Table 4.2.
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Variable Value Unit Reference
G 72.27 GPa [123]
ν 0.39
α 1´ ν
τcrss 363 MPa [123]
σmax 545 MPa [121]
R ´0.1 [121]
Table 4.2: Ni-based CMSX-4 alloy material properties
To predict the microstructurally short fatigue crack growth behavior of this alloy,
we calibrate the unknown slip system parameters (τfail and hs) and the crack growth
rate parameter (n) with the experiments. The main difference between our new
Cohesive-BCS model (described in Section 4.2) and the BCS model utilized in Marx
et al. [76] is the elimination of the slip irreversibility parameter λ. The value of this
parameter determines the reversibility of the dislocation emission process at the crack
tip [76]. By embedding a cohesive zone in front of the crack tip we can control how
many dislocations are emitted from the crack tip. The result of this procedure can
be seen in Figures 4.6 and 4.8; at the crack tip (x{a “ 1), the value of the normalized
crack tip sliding displacement (Dpaq{a) changes with different values of the cohesive
parameter hs.
To calibrate the slip system parameters τfail and hs to the experimental results,
we use the plastic zone lengths measured from the Marx et al. experiments [121].
The preferred slip system for this FCC alloy is t111u ă 110 ą.
In Figure 4.9, the crack and the associated plastic zone lengths were measured
for cracks that were sufficiently far from the grain boundary. Here, we utilize Eqs.
(4.2.4), (4.2.5), (4.3.1), and (4.3.2) and the material properties mentioned in Table 4.2
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to calculate the values of c corresponding to various crack lengths (a). We minimize
the error between the experimentally calculated values and the numerically calculated
values of c to calibrate the cohesive parameters. Thus, the calibrated values are
τfail “ 261.4 MPa
hs “ 10 mm´1
The τfail value is similar to the BCS model τf value (263 MPa) mentioned in
Marx et al. [76].
[121]
Figure 4.9: Calibration of the cohesive parameters τfail and hs from the experiments
[121].
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[121]
Figure 4.10: Determining the relationship between the crack growth rate and the
crack tip sliding displacement (Dpaq).
The next step in the calibration process is to determine the microstructurally
short fatigue crack growth parameter n. This parameter is used to determine the
relationship between the crack growth rate and the crack tip sliding displacement.
We again solve the equations discussed in Sections 4.2.2 and 4.3 to determine the
values of the crack tip sliding displacement (Dpx “ aq) corresponding to each crack
length (a). In Figure 4.10, the experimental crack growth rates are plotted against the
numerically determined crack tip sliding displacements. The nonlinear least square
function in MATLAB [124] is then used to determine the value of the parameter n;
n “ 1.411 is the value that gives the best fit.
All the parameters, τfail, hs, and n, have now been determined. We now utilize
these parameters to predict the microstructurally short fatigue crack growth rates
across multiple grains. The effect of a grain boundary on the crack has to be taken into
account in order to understand the crack growth across multiple grains. The presence
of a grain boundary can have a significant effect on crack growth. For example, the
grain boundary can cause the crack growth rate to reduce or the crack growth to
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stop, depending on its features. However, in this chapter, we have not modeled all
the features of the grain boundary. As in [121], we use just one parameter, called the
grain boundary critical stress intensity factor (∆Kgb), the value of which is mentioned
in Table 4.3, to model the effect of the grain boundary. This critical stress intensity
factor is the minimum value that the stress in front of the plastic tip has to reach in
order to initiate a crack in the adjacent grain.
According to Marx et al. [121], there is only one class of slip system that is
active in this FCC alloy (t111u ă 110 ą). Thus, the friction stress (τfail) should be
constant for this class of slip system. The applied stress changes from one slip system
to another depending on the Schmid factor values. However, as in [121], instead of
changing the applied stress across the grains, we use a stress transformation (Eq.
(4.4.1)) to change the friction stress value from one grain to another.
τ 2fail “ 12σp1´Rq
`
m1 ´m2
˘` τfail (4.4.1)
Here, τ 2fail is the friction stress in the second grain, which is adjacent to the notched
grain.
Variable Value Unit Reference
m1 0.485 [76]
m2 0.031 [76]
∆Kgb 3.4 MPa
?
m [76]
Table 4.3: Schmid factors of the slip planes in the first and second grains for experi-
mental dataset 1.
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Grain 1 Grain 2
Grain boundary
[121]
Figure 4.11: Microstructurally short fatigue crack growth across a grain boundary for
dataset 1 slip planes as listed in Table 4.3.
In Figure 4.11, we use the calibrated parameters (τfail, hs, and n) and the equa-
tions mentioned in Sections 4.2 and 4.3 to predict the microstructurally short fatigue
crack growth across two grains. The crack initiates at a notch that is 30 µm from the
grain boundary. Initially, in Grain 1, the equations derived in Section 4.2.2 are solved
to calculate the crack tip sliding displacement. When the plastic zone in front of the
crack tip reaches the grain boundary, we use the equations derived in Section 4.2.3 to
calculate the crack tip sliding displacement. In Grain 1, when the crack growth rate
is at a maximum, the plastic zone has reached the grain boundary. At this point, the
crack stress at the plastic tip is lower than the critical stress required to cross the grain
boundary. This causes the crack tip sliding displacement to reduce. This is shown in
Figure 4.11 by the decline in the crack growth rate as the crack approaches the grain
boundary. As the crack tip approaches the grain boundary, the crack stress in front
of the plastic tip is increasing due to the increase in the number of the dislocations
that are piling up; at some point, it becomes greater than the value of the critical
stress determined from the grain boundary critical stress intensity factor (∆Kgb).
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This causes the most favorable slip system in Grain 2 to activate and the plastic zone
to spread within the grain. In Figure 4.11, we have plotted the results from both the
BCS and Taira-Tanaka-Nakai models as well as our Cohesive-BCS model. The values
of the parameters used in the BCS and Taira-Tanaka-Nakai models (τf , λ, and n) are
mentioned in Marx et al. [121].
Variable Value Unit Reference
m1 0.5 [76]
m2 0.11 [76]
∆Kgb 3.4 MPa
?
m [76]
Table 4.4: Schmid factors of the slip planes in the first and second grains for experi-
mental dataset 2.
To show that our model is predictive, we use another set of single crystal Ni-based
CMSX-4 alloy experimental data (Table 4.4). We use the same values of the calibrated
Cohesive-BCS model parameters (τfail, hs, and n). As shown in Figure 4.12, the
prediction from our Cohesive-BCS model compares well with the experiments.
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Grain 1 Grain 2
Grain boundary
[121]
Figure 4.12: Microstructurally short fatigue crack growth across a grain boundary for
dataset 2 slip planes as listed in Table 4.4.
Thus, as seen in Figures 4.11 and 4.12, we have replaced the slip irreversibil-
ity parameter λ associated with the BCS and Taira-Tanaka-Nakai models with our
Cohesive-BCS model parameter hs and produced similar results for the microstruc-
turally short fatigue crack growth across two grains. The parameter λ (Eq. (4.3.3))
cannot be determined from a lower scale simulation; rather, it is fitted to experi-
mental data obtained from prior works [76]. However, the cohesive parameter hs can
be found from a lower scale simulation. Thus, it can be used to replace the fitting
parameter λ from the formulation (Figures 4.11 and 4.12). We would like to empha-
size that the exponential cohesive law (Figure 4.3) used in the present model is fully
reversible; however, our formulation can also be used in conjunction with irreversible
cohesive laws [125, 37]. The addition of the variable λ would improve our fit, but it
is not pursued in order to emphasize the effect of the cohesive parameter hs.
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4.5 Conclusion
This chapter outlines the main features of a new dislocation theory-based cohesive
model. We have combined the original Bilby-Cottrell-Swinden theory with cohesive
theory to simulate microstructurally short fatigue crack growth. The key contribution
of this chapter is the ability to incorporate cohesive parameters that are obtainable
from lower scale simulations (such as MD) into a higher length scale model based on
dislocation interaction with microstructural features. To test the accuracy of our new
formulation, we have compared our model with the original formulation and shown
that our formulation reduces to the original formulation under a certain condition. We
have also utilized our new formulation to predict microstructurally short fatigue crack
growth across two grains in a Ni-based CMSX-4 alloy. The advantage of our method
over the original formulation is that we have replaced one of the fatigue calibration
parameters used in the original formulation with an energy-based cohesive parameter.
The computational results show good correlation between the CMSX-4 experimental
data and our model. We have also compared the Bilby-Cottrell-Swinden theory results
with those of our formulation. Combining the Cohesive-BCS formulation with the
variational multiscale method developed in Chapter III should be one of the main
priorities for future work in this area.
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CHAPTER V
A Phenomenological Crack - Grain Boundary
Interaction Model
In this chapter, we present a phenomenological model for simulating the effect of a
grain boundary on crack growth along crystallographic planes. This model combines
various geometrical features of the interaction between the crack plane and the grain
boundary plane. The coupling between the tilt and twist misorientations (which are
located between the crack plane and a favorable plane in the next grain, calculated
at a grain boundary), the Schmid factor, and the critical crack transmission stress,
which is a form of a microscopic stress intensity factor, are incorporated into this
model. In Figure 5.1, the loading axis is along the global X direction and the crack
grows from slip plane 1 to slip plane 2 across a grain boundary. As shown in the
figure, two parameters define the misorientations between the slip plane 1 and slip
plane 2. The first parameter is called the tilt misorientation, which is the acute angle
between the traces of the slip planes on the sample surface. The second parameter is
the twist misorientation, which is the angle between the traces of the slip planes on
the GB plane. Thus, the twist misorientation is also dependent on the GB orientation
(its tilt and rotation). This model is combined with the Navarro-De Los Rios (N-
R) [58] model to predict the crack growth retardation or arrest when the plastic
zone is impinging on a grain boundary, while the BCS model [55] is used to predict
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crack growth when the plastic zone in front of the crack tip is completely inside a
grain. An experimental technique [96] that introduces short fatigue cracks oriented
on basal planes in grains with GB misorientations of interest is used to compare the
short crack growth rate retardation and arrest predictions from the proposed GB
interaction model to the observed experimental data.
Figure 5.1: Crystallographic mechanism for crack growth from Slip Plane 1 to Slip
Plane 2
5.1 Review of existing grain boundary interaction models
Zhai et al. [81] (Figure 5.1) conducted micro-scale experiments to show the effects
of the tilt (β) and twist (α) misorientations between the crack plane (Slip Plane 1)
and the adjacent grain slip plane (Slip Plane 2) on short fatigue crack growth. They
found that the microstructurally short crack growth rate appeared to be influenced
by tilt misorientation, twist misorientation, Schmid factors, and other GBs that are
interacting with the crack. Wen and Zhai [126] introduced a model that assumes that
the resistance offered by the GB due to the twist misorientation is in the form of a
Weibull-type function.
Luster and Morris [127] investigated slip transfer across GBs using a geometric
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compatibility factor m1, defined as
m1 “ cosκ cosφ (5.1.1)
where κ is defined as the angle between the slip vectors of two adjacent grains and φ
is the angle between the slip plane normal to those grains. A low value of m1 indicates
an increased difficulty of slip transfer. The geometric compatibility factor allows for
quick investigation of the resistance of the GB; however, it fails to take into account
the effect of the GB orientation on the GB barrier strength.
Wilkinson’s model [70, 71] incorporates the effects of the adjacent grain orientation
and the twist misorientation. The adjacent grain orientation effect is considered using
the ratio of the Sachs factor of Slip Plane 1 (mcurrent) to the Sachs factor of Slip Plane
2 (mnext). The critical stress, Spr0q, is the stress required for a crack to cross a GB.
To prevent stress singularities, it is determined at a distance r0 from the GB in the
adjacent grain. It is given by
Spr0q “ mnext
mcurrent
„
1` α
α0

Sctpr0q
2
(5.1.2)
where Sct is the critical stress required for crack transmission (ct) across a grain
boundary without a change in the direction of the crack path, and α0 is a calibration
parameter.
5.2 Proposed combined GB interaction model
Our proposed combined GB interaction model consists of some features of existing
GB interaction models with modifications that help us to accurately predict short
crack growth retardation and arrest at a GB. Experiments [81] reveal that both the
tilt and twist misorientations play a role in slip transmission; thus, we incorporate
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features of both the Wilkinson Model (Eq. (5.1.2)) and the Wen and Zhai Model
[126]. We assume that the ratio of the Schmid factor of the current grain and that of
the next grain, the tilt and twist misorientations, and the critical crack transmission
stress directly affect the short crack growth rates. Thus, the critical stress S (the
stress required for a crack to cross a GB) at a distance r0 from the GB is given by,
Spr0q ě fpMqfpα, βqfpSctq (5.2.1)
where fpMq “ Mcurrent{Mnext and M is the Schmid factor. The form of the tilt and
twist misorientation function is more involved since the twist misorientation has a
larger effect on crack growth than the tilt misorientation. This effect can be simulated
with an exponential distribution as shown:
fpα, βq “
„
1´ exp `´ p1´cosβ
α1
` sinα
sinα2
q˘
1´ exp `´ p 1
α1
q˘

(5.2.2)
The numerator of this function is similar to Wen and Zhai Model [126], except
that the tilt and twist misorientations are now coupled and a weighting parameter α1
is applied to scale the effect of twist misorientation in relation to tilt misorientation.
The normalization of this function is based on half the maximum value of the tilt
misorientation (900) and the minimum value of the twist misorientation (00). This is
the case for a crack path that is changing from intergranular to transgranular. Krupp
et al. [80] have shown a way to calculate the value of fpSctq:
fpSctq “ kl
Mcurrent
?
r0
(5.2.3)
Here, kl is a locking parameter from the Hall-Petch relationship for tensile yield
strength. The term r0 is included to prevent a stress singularity, and value between
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0.1 and 1 µm is typically used [128]. Thus, Eq. (5.2.1) becomes:
Spr0q ě kl
Mnext
?
r0
„
1´ exp `´ p1´cosβ
α1
` sinα
sinα2
q˘
1´ exp `´ p 1
α1
q˘

(5.2.4)
Eq. (5.2.4) is combined with the BCS [55] and the N-R [58] models to predict short
crack growth. In these models, the crack growth rate is assumed to be proportional
to the crack tip sliding displacement (Φpaq).
da
dN
“ λΦpaqm (5.2.5)
This assumption has been used in numerous analytical short fatigue crack growth
models [129, 57, 70, 80]. In our combined GB interaction model, for simplicity, m “ 1
and λ is calibrated for each material condition. The value of the parameter λ lies
between zero and one, which correspond to completely reversible slip and completely
irreversible slip, respectively. No attempt has been made to model the crack growth
itself; rather, the effectiveness of the proposed combined GB interaction model in
capturing crack growth retardation and crack arrest at a GB is presented.
5.3 Details on the experimental procedure
Adams et al. [96] used a wrought rare-earth-containing magnesium alloy, WE43,
for the fatigue crack growth experiments. They machined micro-notches that were
100 µm wide and 40 µm deep parallel to basal planes in selected grains to produce
crack growth along known crystallographic planes, and to allow for the calculation of
tilt and twist misorientations. They selected the locations of micro-notches based on
a variety of microstructural factors characterized using EBSD maps of the specimen
gage flats. They performed crack growth tests at a frequency of 20 kHz and at
a stress ratio of R “ ´1 at room temperature in laboratory air, with a constant
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maximum stress of 85 MPa. Dog-bone-shaped thin foil specimens with a nominal
thickness of 300 µm were fabricated from underaged WE43 in order to reduce the
effect of subsurface microstructure on the interaction between the short fatigue crack
growth and the GB. The foil specimens were flat coupons 30.5 mm in total length
with a 1.6 mm long and 2 mm wide gage section. An edge notch perpendicular to
the tensile axis was produced at the longitudinal center of the gage section of each
fatigue specimen by FIB machining. In the foil specimens, the effect of GBs on the
crack growth rate was investigated through characterization of both the surface and
subsurface microstructures. Further details regarding the experimental techniques
can be found in [96, 130].
Figure 5.2: Twist misorientation from 3D quantitative fractography [97]
For some GBs, a combination of quantitative fractography and free-surface ob-
servation enabled the identification of GB orientation in three dimensions (Figure
5.2). However, in Figure 5.3(b), only surface observation techniques were used to
calculate the twist misorientations. In this calculation, rudimentary assumption of
GB plane perpendicular to the specimen free surface is used. The accuracy of this
assumption is dependent on microstructural features that vary with material, but it
is necessary when using a two-dimensional characterization of a three-dimensional
process. In Figure 5.4(a), using three-dimensional GB orientation, Adams et al. [96]
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calculated twist misorientations, and they found them to be minimally different than
those calculated using the perpendicular boundary assumption. Details on two spe-
cific cases of fatigue crack growth in cylindrical and thin foil specimens, along with a
discussion of the efficacy of the proposed model in describing the observed behavior,
are discussed further in the results and discussion section.
5.4 Results and discussion
In this section, the three crack-GB interaction models, described in the previous
sections, are compared using the experimental fatigue crack growth rates determined
from testing of cylindrical and thin foil specimens. In both types of specimens, the
crack growth was predominantly crystallographic in nature. The most significant
difference between the thin foil specimens and the cylindrical specimens was a sig-
nificant reduction in noncrystallographic transgranular crack growth in the thin foil
specimens. In the next few paragraphs, the fatigue crack growth rates of two cylindri-
cal specimens are shown along with the combined GB model and Wilkinson’s model.
Only the experimental crack growth along the basal slip system is selected for the
comparison due to large variations in the values of the critical resolved shear stresses
for different slip systems in magnesium. In order to make a fair comparison between
the three crack-GB interaction models, we use a retardation factor in the last part
of this section to show the effect of GBs on the crack growth rate. The retardation
factor is evaluated by dividing the lowest crack growth rate observed as the crack
approaches the GB (da{dNGB) by the approximate steady state crack growth rate in
the grain (da{dNss). The value of this retardation factor ranges from 0 to 1, with 0
indicating permanent crack arrest and 1 indicating no observed effect of the GB on
the crack growth rate.
The material properties and model parameters of WE43 alloy used in this section
are shown in Table 5.1
91
µ ν b α2 (basal) λ r0 kl τf (basal)
GPa pA˚q p0q cycle´1 µm MPa?mm MPa
17.32 0.27 3.21 45 [126] 0.004 0.1 6.96 [131] 55 [132]
Table 5.1: Magnesium alloy WE43 properties and interaction model parameters
Figure 5.3: GB interaction models (Eqs. (5.1.2), and (5.2.4)) and experimental [96,
130] fatigue crack growth data for an arresting crack on both sides of the notch. (a)
Calibration curves representing the crack growth to the left of the notch. (b) SEM
image of notch and fatigue crack with tilt (β), twist (α) misorientations, and Schmid
factor (SF) values. The grain boundaries are assumed perpendicular to the surface
(c) Prediction curves of different GB interaction models representing the crack growth
arrest to the right of the notch
In Figure 5.3(b), the notch was placed in a grain with a basal Schmid factor of
0.5. The left end of the notch was located 64 µm, measured along the surface basal
trace, from GB 1. The right end of the notch was located 59 µm, measured along
the surface basal trace, from GB 2. In Figure 5.3(a), crack growth arrests at GB 1
due to the large twist misorientation, while, in Figure 5.3(c), both the tilt and twist
misorientations cause the crack growth to arrest. In Figure 5.3(a), the combined GB
interaction model is calibrated by varying α1 to get the desired fit, resulting in a value
of 1.41. This is the minimum value of α1 that produces crack arrest. The same figure
is used to calibrate Wilkinson’s model by varying α0 to get the best fit value of 30
0. In
Figure 5.3(c), using these calibrated parameters, the combined GB interaction model
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(Eq. (5.2.4)) and Wilkinson’s model (Eq. (5.1.2)) predict the crack growth arrest
event.
Figure 5.4: Crack growth retardation predictions. (a) SEM image showing crack pass-
ing through two GBs with tilt (β), twist (α) misorientations, and Schmid factor (SF)
values. The grain boundary angles are calculated by 3D quantitative fractography
(Figure 5.2) (b) Crack growth rate predictions with crack deaccelerating at GB 1 and
GB 2. (c) Zoomed-in view of crack deacceleration near GB 1. (d) Zoomed-in view
near GB 2
In Figure 5.4(a), the notch was placed in a grain with a basal Schmid factor of
0.35. The left edge of the notch was located 111 µm, measured along the surface
basal trace, from GB 1. GB 2 was located 95 µm from GB 1. The right edge of the
notch was located near a series of finer grains not characterized for misorientation.
At GB 1, the crack growth rate slows due to the 190 tilt misorientation, as shown
in Figure 5.4(b). The current GB interaction model includes this tilt misorientation
and it closely captures the location of this deacceleration, as shown in Figure 5.4(c).
Wilkinson’s model over-predicts this location.
In Table 5.2, the retardation factors for the cylindrical experiments [130], RF
(Exp), are compared with the retardation factors for the combined GB model, RF
(Combined GB), and for Wilkinson’s model, RF (Wilkinson).
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No. Tilt Twist SF1 SF2 D1 D2 m1 RF RF RF
(˝) (˝) (µm) (µm) (C-GB) (W) (E)
1 17 82 0.5 0.48 260 120 0.12 0 0 0
1 90 49 0.5 0.42 260 80 0.04 0 0 0
2 19 4 0.35 0.29 340 95 0.88 0.82 0.8 0.78
2 23 17 0.35 0.5 95 200 0.85 0.9 0.81 1
Table 5.2: Comparison between the different crack-GB interaction models using cylin-
drical specimens
In Table 5.3, the retardation factors from the thin foil experiments are compared
with those determined from the combined GB model and Wilkinson’s model. Looking
at Table 5.2, the RF values from the three crack-GB models (the combined GB model,
Wilkinson’s model, and the m1 model) predict the general crack growth retardation
trend observed in the experiments. This general crack growth retardation trend is also
consistent with the trend of the twist misorientation, with higher twist corresponding
to a lower crack growth rate. However, when we look at the thin foil data in Table
5.3, the difference in the crack growth retardation predictions from the three mod-
els become clear. If we consider the tilt and twist misorientations separately, their
individual effect on crack growth retardation is not clear; however, as compared to
the tilt misorientaton, the twist misorientation does has a greater effect on the crack
growth retardation. Thus, we might consider the prospect of some unequal coupling
between the tilt and twist misorientations. This unequal coupling is representation
by our combined GB model. As shown in both tables, there does not appear to be
a clear link between the m1 parameter and the crack growth retardation. Further, if
we consider the unequal coupling between the tilt and twist misorientations, then the
m1 parameter becomes an inaccurate predictor of the crack retardation and arrest.
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No. Tilt Twist SF1 SF2 D1 D2 m1 RF RF RF
(˝) (˝) (µm) (µm) (C-GB) (W) (E)
1 86 36 0.5 0.49 191 108 0 0.55 0.46 0.67
1 54 51 0.49 0.15 108 359 0.53 0.00 0.00 0.15
2 78 46 0.5 0.28 181 100 0.02 0.10 0.00 0.47
Table 5.3: Comparison between the different crack-GB interaction models using thin
foil specimens
Figure 5.5: Comparison between the different crack-GB interaction models using
cylindrical and thin foil specimens
In Figure 5.5, all of the data presented in this paper are plotted with respect
to tilt and twist misorientations. Solid points in the figure indicate that the crack
growth was blocked at the GB and empty points indicate that the crack growth was
either retarded or unaffected by the presence of the GB. The points highlighted in
red show the mismatch between the models’ prediction and the experiments. The
Schmid factors of the second grain for each of the data shown in the tables are also
plotted. Few points to be made here are: (1) all models work at low twist and
tilt misorientations, where crack is transmitted, (2) m1 parameter fails at high twist
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misorientation where we expect the crack to get blocked, (3) Wilkinson’s model fails
at one of the high tilt misorientation cases, and (4) both Wilkinson’s model and the
present model failed at a midway point of moderate tilt misorientation and moderate
twist misorientation where we think the models requires more refinement.
The assumption employed in most of the crack-GB interaction phenomenological
models is that all the grains experience the same state of stress. Hence, we restricted
our analysis to the use of the Schmid factor to describe the local stress state. Also,
we have not taken into account the contributions from the neighboring grains. These
neighboring grains may have a strong influence on the local stress state in the cracked
grain. In addition, due to the single slip description of our model, we have only
compared the basal crack growth retardation and arrest in each of the three models.
These are some limitations of our model. However, the main point we would like to
convey is that there is a complex coupling between the different crack-GB interaction
parameters and that they should all be considered in the prediction of crack growth
retardation and arrest.
5.5 Conclusion
In summary, we present a phenomenological model for simulating short fatigue
crack growth retardation and arrest at grain boundaries. Unique features of this model
include the incorporation of the combined effect of the tilt and twist misorientations
into a single exponential function, the use of a Schmid factor to account for loading
in the neighboring grain, and the effect of the crack transmission stress. Parameters
are calibrated through micro-scale fatigue crack growth experiments from notched
samples.
Crack growth experiments in WE43 magnesium exhibit a strong interaction be-
tween fatigue cracks and grain boundaries. At grain boundaries with lower values
of tilt and twist misorientations, fatigue crack growth rates measured on the sur-
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face undergo slight retardation or remain unaffected, while, at grain boundaries with
higher twist misorientations, fatigue cracks were arrested. These retardations and
arrests can be accounted for using this combined GB interaction model and provide
a reasonable basis for extension to 3D crack - grain boundary interactions. These
3D crack - grain boundary interactions are addressed in Chapter VI for a crack front
approaching a grain boundary and for a crack front growing through multiple grains.
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CHAPTER VI
Dislocation Theory-Based Three-Dimensional
Microstructurally Short Fatigue Crack Growth
Model
This chapter utilizes the distributed dislocation technique developed by Hills et
al. [86] for investigating microstructurally short fatigue crack growth in a magnesium
WE43 alloy using micro-beach marks [96]. This technique is based on the concept
of equivalent eigenstrains [87] or transformation strains [88]. In general, the three-
dimensional (3D) crack problem is converted to a set of two-dimensional (2D) hyper-
singular integral equations and solved for either the crack displacements or the strains.
Using ultrasonic fatigue and scanning electron microscopy (UF-SEM) [95], Adams
et al. [96] have performed experiments on a magnesium WE43 alloy to allow in situ
observation of damage accumulation and fatigue crack growth on the microstruc-
tural scale. Fractographic investigation of the crack surfaces to examine micro-beach
marks on the fracture surfaces has provided greater insights into crack initiation and
microstructurally short fatigue crack growth in this alloy. In this chapter, the micro-
beach marks on the magnesium WE43 alloy’s fracture surfaces are first converted into
crack geometries and then approximated by a many-sided polygon with a triangular
mesh. The resulting finite domain problem is solved for crack displacements and
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stress intensity factors.
This chapter is divided into the following sections. Section 6.1 gives background on
representing the crack surface using infinitesimal dislocation loops. In this section, the
equations for a planar crack in a half-space and two non-planar cracks in a half-space
are developed. In Section 6.2, a numerical scheme to solve the resulting hyper-singular
integrals is shown. Section 6.3 provides validation of the model using numerical and
analytical results available in literature. Finally, in Section 6.4, we use this method to
model two cases of microstructurally short fatigue crack-grain boundary interactions
in a magnesium WE43 alloy: the interaction of a crack front growing towards a grain
boundary with the grain boundary and the interaction of a crack front spanning across
multiple grains with the grain boundary it crosses.
6.1 Background on the distributed dislocation technique
Most of the mechanism-based models described in Chapters 3 and 4 and in
[68, 56, 59, 75, 76, 74] are derived from the continuum theory of dislocations by
Bilby et al. [55]. Although these 2D models give a good approximation of the mi-
crostructurally short crack growth mechanism, most cracks in engineering materials
are 3D in character. Thus, in this chapter, we use the distributed dislocation tech-
nique developed by Hills et al. [86] based on the concept of strain nuclei to model
these cracks. In 3D, this strain nuclei is an infinitesimal dislocation loop containing
either a Volterra dislocation [133] or a Somigliana dislocation [134]. As per Eshelby
[135], a Volterra dislocation in an elastic body can be constructed as follows 1: “make
a cut over a surface S, which is surrounded by an open or closed curve C (Figure 6.1),
and give the upper and lower faces of the cut (S` and S´) a small constant slip or
relative displacement, removing material where there would be interpenetration. Fill
1Taken from David Anthony Hills, PA Kelly, DN Dai, and AM Korsunsky. Solution of crack
problems: the distributed dislocation technique, volume 44. Springer Science & Business Media, 2013
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in any gaps between the two faces and weld the material together again. The relative
displacement vector ~b across the surface S is called Burgers vector and the curve C is
the dislocation line. If the Burgers vector is not constant, but varies with position on
the surface, a Somigliana dislocation is obtained. If the curve C is an infinite straight
line then the 2D models based on Bilby et al. continuum theory of dislocations are
obtained. The closed curve C forms a dislocation loop and when the area of this loop
becomes infinitely small then it becomes infinitesimal dislocation loop”.
~n
0
S
C
~n
0`
0´
S´
S`
~b
Figure 6.1: A geometrical description of a Volterra dislocation [86]
6.1.1 The distributed dislocation technique applied to a planar crack
As shown in Figure 6.2, the displacement field uipxq due to an infinitesimal dislo-
cation loop of area δS with a Burgers vector b “ pb1, b2, b3q on a plane with a normal
n “ p0, 0, 1q at a point px1, x2, x3q is
uipxq “ Dijpx,yqbjpyqδS, where i, j “ 1, 2, 3 (6.1.1)
The matrix Dijpx,yq is a tensor function, and, for an infinite domain with a crack in
the X ´ Y plane, it is
Dijpx,yq “ 1
8pip1´ νqr3
ˆ
p1´ 2νqpδijr3 ` δ3irj ´ δ3jriq ` 3rirjr3
r2
˙
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where ri “ xi ´ yi, r2 “ riri is the distance from the field point x to the center y of
the dislocation loop, and δij is the Kronecker delta.
For an isotropic material, the stress field is determined by differentiating Eq.
(6.1.1) to get the strain field and applying Hooke’s law as shown below:
σijpxq “ Cijkl BukpxqBxl
“ Cijkl BDkmpx,yqBxl bmpyqδS
where C is the 4th order elastic tensor.
Y
X
Z
b
δS
δC
py1, y2, y3q
px1, x2, x3qx
y
r
Figure 6.2: An infinitesimal dislocation loop with an arbitrary Burgers vector [86]
The crack plane shown in Figure 6.2 is along the X ´ Y plane; thus, r3 “ 0
and σ3ipxq are the only stress components on this crack plane. The stress equation
becomes
σ3ipxq “ Ksijpx,yqbjpyqδS (6.1.2)
where Ksijpx,yq is a kernel function that physically represents the tractions induced
on the crack plane in an infinite domain due to an infinitesimal dislocation loop of
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unit strength and is called fundamental dislocation solution. For an arbitrary oriented
plane, the stress equation becomes
σijpxq “ Ksijkpx,yqbkpyqδS (6.1.3)
x1
x2
x3
b
y
x
dS
r
C
S
σ8
σ8
Figure 6.3: A planar crack S modeled by a continuous distribution of infinitesimal
dislocation loops with arbitrary Burgers vectors b [86, 94]
In Figure 6.3, an arbitrarily oriented crack plane S is represented by a continuous
distribution of infinitesimal dislocation loops, each of area dS and Burgers vector
b “ pb1, b2, b3q, to model the three relative displacements of the crack faces. The
stress at a point x on the crack surface due to the dislocation distribution is obtained
by integrating Eq. (6.1.3) over the crack faces and applying the far field stress σ8 as
shown below:
σijpxq “ σS, disij pxq ` σ8ij , (6.1.4)
where
σS, disij pxq “
ż
S
Ksijkpx,yqbkpyqdS
and σ8ij is the applied stress σ8 resolved on the crack surface. For a freely slipping
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crack, the boundary condition on the crack surface S becomes
σ3jpxq “ 0 @ x P S (6.1.5)
In the presence of a plastically yielded region Sp in the front of the crack tip, the
above boundary condition changes to
σ3jpxq “ 0 @ x P S (6.1.6)
σ3jpxq “ σy @ x P Sp (6.1.7)
where σy is the local yield stress of the material.
Generally, the kernel function is obtained by solving either the governing equations
of elasticity theory with the appropriate boundary conditions or the corresponding
Green’s function. The solution from the Green’s function is shown below:
Ksijkpx,yq “ CijplC3kmnB
2Gmppx,yq
BxlByn “ C3kmn
BTijmpx,yq
Byn (6.1.8)
where Gmppx,yq is the Green’s function for the geometry under consideration, repre-
senting the displacement in the k direction at a point x due to a unit force in the m
direction at a point y, and Tijmpx,yq is the associated stress tensor. For an isotropic
material, Eq. (6.1.8) becomes
Ksijkpx,yq “ µ
„BTijkpx,yq
By3 `
BTij3px,yq
Byk `
2ν
1´ 2ν
BTijmpx,yq
Bym δ3k

(6.1.9)
where µ is the shear modulus. To account for the presence of finite boundaries, an
additional term Kcijkpx,yq is added, and the kernel function becomes
Kijkpx,yq “ Ksijkpx,yq `Kcijkpx,yq (6.1.10)
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In the above equation (Eq. (6.1.10)), Ksijkpx,yq is the infinite domain hyper-singular
kernel obtained using the full-space Green’s function in Eq. (6.1.8), and Kcijkpx,yq is
the half-space correction kernel obtained using the half-space Green’s function in Eq.
(6.1.8). Explicit expressions for both kernels are given in Appendix D.
6.1.2 The distributed dislocation technique applied to a kinked crack
The problem of a microstructurally short crack crossing a grain boundary and
propagating into an arbitrarily oriented slip plane is important. The orientation dif-
ference between the crack plane and the slip plane in the next grain can be represented
with two misorientations, tilt and twist [81]. The tilt and twist misorientations are
calculated at the grain boundary between the crack plane and the favorable slip plane
in the next grain. In the previous subsection, the problem of a planar crack was de-
scribed. In this subsection, we extend the method to model a kinked crack in 3D,
therefore only modeling the tilt misorientation.
In Figure 6.4, a crack extending over two surfaces, S1 and S2, inclined at an angle
to each other, is shown, along with the local coordinate system of the two surfaces.
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XY
Z
S2
S1 x11
x12x
1
3
x21
x22
x23
β1β2
σ8
Figure 6.4: A crack extending over two planes inclined with respect to the global
X-axis. The free surface is located on the X ´ Z plane and the Y-axis is pointing
inward toward the half-space [94].
The boundary conditions for the two surfaces, S1 and S2, in their local coordinate
system, are
σ
p1q
3j pxq “ 0 @ x P S1 (6.1.11)
σ
p2q
3j pxq “ 0 @ x P S2 (6.1.12)
Now, consider a point x on S1. The total stress at this point consists of the
contributions from the dislocation stress in S1, the dislocation stress in S2, and the
external stress σ8. Thus,
σ
p1q
3j pxq “ σp1q, dis3j pxq ` ap2,1q3i ap2,1qjk σp2q, disik pxq ` σp1q, 83j pxq (6.1.13)
where σ
p1q, dis
3j pxq is the dislocation stress described in Eq. (6.1.4), ap2,1qjk is the 3D
transformation matrix that rotates the stress from S2 to S1, and σ
p1q, 8
3j pxq is the
external stress resolved on S1. A similar equation can be written for the total stress
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at a point on S2. Putting Eq. (6.1.4) into Eq. (6.1.13), we get
σ
p1q
3j pxq “
ż
S1
K
p1q
3jkpx,yqbp1qk pyqdS1 ` ap2,1q3i ap2,1qjk
ż
S2
K
p2q
ikl px,yqbp2ql pyqdS2 ` σp1q, 83j pxq
(6.1.14)
σ
p2q
3j pxq “
ż
S2
K
p2q
3jkpx,yqbp2qk pyqdS2 ` ap1,2q3i ap1,2qjk
ż
S1
K
p1q
ikl px,yqbp1ql pyqdS1 ` σp2q, 83j pxq
(6.1.15)
The above equations are coupled and are solved for unknown displacement vectors
bp1q and bp2q, which are in their local coordinate system, by applying the boundary
conditions (Eq. (6.1.12)) on S1 and S2.
6.1.3 Analytical expressions for the hyper-singular kernel Ks
The kernel function Ks described in the previous subsection is singular with r´3
singularity, and the integral exists in Hadamard’s finite part (F.P.) sense [136]. Dai et
al. [137] have provided expressions for solving these integrals by writing the integral
in Eq. (6.1.4) as
ż
S
Ks3jkpx,yqbkpyqdS “
ż
S
Ks3jkpx,yq
“
bkpyq ´ bkpxq ´ bk,γpxqpyγ ´ xγq
‰
dS
` bkpxq
ż
S
Ks3jkpx,yqdS ` bk,γpxq
ż
S
Ks3jkpx,yqpyγ ´ xγqdS
(6.1.16)
If the relative displacement components bj at a singular point x are C
1,α p0 ă
α ď 1q, then the first integral on the right side of Eq. (6.1.16) is at most weakly
singular. This singularity is removable, and the integral is evaluated using Gaussian
quadrature. The second integral has the same hyper-singular character as the original
integral but with unit displacements, and the third integral has a singularity of order
r´2. For an isotropic material, using F.P., the second and third integrals are converted
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into regular contour integrals [137] as shown below:
F.P.
ż
S
Ks3jkpx,yqdS “ µ4pip1´ νq
"
rp1´2νqδjk`2νδ3jδ3ksL`3νδjαδkβLαβ
*
(6.1.17)
and
F.P.
ż
S
Ks3jkpx,yqpyγ´xγqdS “ µ4pip1´ νq
"
rp1´2νqδjk`2νδ3jδ3ksMγ`3νδjαδkβMαβγ
*
(6.1.18)
where L, Lαβ, Mγ, and Mαβγ are regular integrals defined over the boundary C of
the integration domain S such that
L “ ´
ż 2pi
0
1
rpθqdθ (6.1.19)
Lαβ “ ´
ż 2pi
0
ψαψβ
rpθq dθ (6.1.20)
Mγ “
ż 2pi
0
ψγ ln r dθ (6.1.21)
Mαβγ “
ż 2pi
0
ψαψβψγ ln r dθ (6.1.22)
Here, ψα “ pyα ´ xαq{r and r is the distance from the singular point px1, x2q to the
boundary C of the domain S.
Eqs. (6.1.17) and (6.1.18) hold true for any subdomain of S as long as the singular
point x is located within the subdomain rather than on its boundary. The closed form
expressions for Eqs. (6.1.19) – (6.1.22) are given in Appendix E.
6.2 Numerical scheme for solving hyper-singular integral equa-
tions
The numerical scheme shown in this section is reproduced from Hills et al. [86].
A non-conforming element is used to represent the discretized domain due to the
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following requirements: (1) the derivatives of the relative displacements bj are contin-
uous at the collocation points (Figure 6.5), and (2) the collocation points are located
within the element rather than on the sides so that Eqs. (6.1.17) and (6.1.18) can be
employed at the elemental level. We use a piecewise linear approximation to represent
the displacements bpx, yq within each element.
ξ
η
1{6
2{3
2{3
collocation point
Figure 6.5: A non-conformal triangular element [86]
The crack plane is divided into triangular elements, and the coordinates of an
arbitrary point within each element are represented by
x1 “
ndÿ
q“1
Lqpξ, ηqxq1
x2 “
ndÿ
q“1
Lqpξ, ηqxq2
(6.2.1)
where nd is the number of nodes associated with an element, pxq1, xq2q are the coor-
dinates of the qth node of the element, and Lq is the shape function defined in the
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ξ ´ η coordinate system as
L1pξ, ηq “ 1´ ξ ´ η
L2pξ, ηq “ ξ
L3pξ, ηq “ η
where 0 ď ξ ď 1 and 0 ď η ď 1. The displacement bpx1, x2q within each element is
represented by a linear interpolation of the shape functions as shown below:
bpx1, x2q “
ncÿ
q“1
Nqpξ, ηqbeq (6.2.2)
where nc “ 3 is the number of collocation points within the triangular element, beq is
the values of the displacement at these collocation points, and Nqpξ, ηq is
N1pξ, ηq “ 1
3
p5´ 6ξ ´ 6ηq
N2pξ, ηq “ 1
3
p6ξ ´ 1q
N3pξ, ηq “ 1
3
p6η ´ 1q
As shown in Figure 6.5, the collocation points are located within the triangular
element. Thus, the displacement field can be discontinuous across the elemental inter-
faces. In order to capture the r´0.5 singularity of the stress field near the crack front,
we use a general form of the crack displacement weight function [138] for elements
adjacent to the crack front. The general form of this function is
wpx1, x2q “
a
2a0dpx1, x2q ´ d2px1, x2q (6.2.3)
where a0 is a characteristic crack length, which is equal to half the largest distance
between any two points on the crack front, and dpx1, x2q is the minimum distance
from a general integration point px1, x2q to the crack front.
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Using Eqs. (6.2.1), (6.2.2), and (6.1.5), we can replace the integral in Eq. (6.1.4)
with the following discretized set of equations:
neÿ
n“1
ncÿ
q“1
ż
Sn
K3ijpx,yq Nqpyq dSn btpn,qqj “ ´σ83ipxq (6.2.4)
where ne is the total number of elements, t “ tpn, qq is the global point number of the
qth collocation point within the nth element, bt is the value of the displacement at the
associated collocation point, and, depending on the problem, K3ij is the full-space or
half-space kernel function. Thus, by enforcing Eq. (6.2.4) at the collocation points
instead of the whole domain, the discretized set of equations becomes
ntÿ
t“1
Kst3ij b
t
j “ ´σ83ipxsq, ps, t “ 1, 2, ..., ntq, pi, j “ 1, 2, 3q (6.2.5)
where nt is the total number of collocation points in the domain, s “ spm, pq is the
global point number of the pth collocation point within the mth element, σ83ipxsq is
the value of the bulk stress at the collocation point xs, and Kst3ij is given by
Kst3ij “
ż
Sn
K3ijpxs,yq Nqpyq dSn (6.2.6)
Depending on whether the location of the collocation point xs is inside or outside
the element under consideration, the matrix elements in Eq. (6.2.6) are calculated
using one of two cases. These two cases are addressed in the following subsections.
6.2.1 Case of m ‰ n
In this case, the integral in Eq. (6.2.6) is regular, as the collocation point xs is
outside the element under consideration. Thus, we can use 2D Gaussian quadrature
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to evaluate the integral as shown below:
Kstij “ ∆n
ngÿ
k“1
Kijpxs,ykq WkNqpykq (6.2.7)
where ∆n is the area of the triangular element Sn, ng is the total number of Gaussian
points, yk is the triangular coordinate corresponding to the kth Gaussian point, and
Wk is the associated Gaussian weighting factor. For the numerical results to converge
fast, the distance between xs collocation point and the element Sn center must be
larger than β
?
∆n, where β “ 5 [138]. If this condition is not met, then the triangle
Sn is subdivided into four subtriangles and Eq. (6.2.7) is applied to each one. The
sum of the results from each subtriangle gives the K matrix for element Sn.
6.2.2 Case of m “ n
In this case, the kernel Ks in Eq. (6.2.6) is hyper-singular, as the collocation
point xs is inside the element under consideration. When applied to a half-space,
Eq. (6.1.10) is used in Eq. (6.2.6). Kernel Kc in the resulting equation is a regular
function and is evaluated using Gaussian quadrature as described in Subsection 6.2.1.
Using Eq. (6.1.16), the hyper-singular integral Ks in Eq. (6.2.6) is split into two parts
as shown below:
Kstij “ Kst,1ij `Kst,2ij (6.2.8)
Comparing Eq. (6.1.16) with Eq. (6.2.8), the first part in Eq. (6.2.8) is
Kst,1ij “
ż
Sn
Ksijpxs,yq N1q pyq dSn (6.2.9)
where
N1q pyq “ Nqpyq ´Nqpxsq ´ pyγ ´ xsγqBNqByγ
∣∣∣∣
xs
(6.2.10)
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and the second part in Eq. (6.2.8) is
Kst,2ij “Nqpxsq F.P.
ż
Sn
Ksijpxs,yq dSn`
` BNqByγ
∣∣∣∣
xs
F.P.
ż
Sn
Ksijpxs,yqpyγ ´ xsγqdSn
(6.2.11)
As shown in Section 6.1.3, the integrals in Eq. (6.2.11) have closed form expressions,
and these expressions are given in Appendix E. Nqpxsq in the above equations is the
value of the shape function at the collocation point xs.
The integral in Eq. (6.2.9) is weakly singular, and this singularity is removable
using a coordinate transformation. Two kinds of coordinate transformation can be
employed: a polar coordinate transform or a degenerate coordinate transform. In
this chapter, we have used a polar coordinate transformation, because it can produce
accurate results even when the shape of the triangular element is distorted such that
the collocation point is very close to the side of the element. Thus, we introduce a
polar coordinate system with the origin at the collocation point xs. Eq. (6.2.9) then
becomes
Kst,1ij “
ż 2pi
0
ż Rpθq
0
Ksijpxs,yq N¯1q pr, θq rpθq dr dθ (6.2.12)
where
N¯1q pr, θq “ N1q py1, y2q
y1 “ xs1 ` r cos θ
y2 “ xs2 ` r sin θ
and Rpθq is the distance from the origin to the boundary of the element. The radial
integral in the above equation is calculated using one-dimensional Gaussian quadra-
ture, and the circumferential integral is calculated using a simple trapezoidal formula.
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Thus, Eq. (6.2.12) becomes
Kst,1ij “ 2pimr
mr´1ÿ
k“0
ng1ÿ
l“1
WlRpθkqKsijpxs,yq N¯1q pξl, θkqrpξl, θkq (6.2.13)
where mr is the number of integration points for the circumferential integral, θk “
2pik{mr is the angular coordinate of the kth integration point, ng1 is the number of
Gaussian integration points, pξl, θkq and Wl are the coordinates of the Gaussian point
and its associated weighting factor, respectively, and rpξl, θkq is the distance from the
origin to the integration point ξl in the direction of angle θk.
6.2.3 Determination of relative displacements and stress intensity factors
The relative crack displacements bi within each crack front element are given by
bi “ 4pip1´ νq
µ
wpx, yq
ncÿ
q“1
Nqpξ, ηqb¯qi (6.2.14)
where b¯qi are the relative displacements, normalized with respect to the material con-
stant µ{4pip1´νq, found from Eq. (6.2.4), and wpx, yq is the crack front weight factor
from Eq. (6.2.3). The stress intensity factors corresponding to mode I, mode II, and
mode III are
KI
σ0
?
pia0
“ 2pi
ncÿ
q“1
Nqpξ, 1qb¯qz
KII
τ 0
?
pia0
“ 2pi
ncÿ
q“1
Nqpξ, 1qpb¯qx cos θ ` b¯qy sin θq
KIII
τ 0
?
pia0
“ 2pip1´ νq
ncÿ
q“1
Nqpξ, 1qp´b¯qx sin θ ` b¯qy cos θq
(6.2.15)
respectively, where cos θ and sin θ are the components of the crack front in-plane
normal vector on the side of the element where η “ 1, and σ0 and τ 0 are the normal
and shear stresses, respectively, acting on the crack plane.
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6.3 Validation of the numerical method
In this section, we validate the numerical method with results from literature. In
Table 6.1, we list the values of the numerical parameters that are used to generate
the results for this section.
Variable m ng1 ng β nc
Value 100 4 5 5 3
Table 6.1: Numerical parameters
We first present a mesh convergence analysis of a penny-shaped crack in an infinite
elastic body subjected to a uniform stress σ0 perpendicular to the crack plane. Four
different meshes used for this analysis are shown in Figure 6.6.
24 elements 36 elements
62 elements 100 elements
Figure 6.6: Four different meshes for a penny-shaped crack
In Table 6.2, we show the average non-dimensionalized values of mode I stress
intensity factors corresponding to each mesh size and the exact analytical value. It can
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be seen in this table that the numerical value approaches the exact value as the mesh
is refined. For a mesh with 62 elements, the results match accurately with the exact
value due to the accurate representation of the displacement field (Eq. (6.2.3)) and
the utilization of the closed-form expressions for some of the hyper-singular integrals.
Elements 24 36 62 100 Exact
KI{pσ0?pia0q 0.5927 0.6226 0.6319 0.6360 0.6366
Table 6.2: Non-dimensionalized values of mode I stress intensity factor
In the second example, we consider an elliptical crack in an infinite body subjected
to a remote uniform tensile stress σ0 normal to the crack plane and a uniform shear
stress τ0 parallel to the minor axis. This problem has a known analytical solution
[139]. In Table 6.3, we show the values of the stress intensity factors for all three
modes at the semi-major axis (a) and semi-minor axis (b) of the elliptical crack.
These values match closely with the analytical solution.
location
KI{pσ0
?
pibq KII{pτ 0
?
pibq KIII{pτ 0
?
pibq
Present [139] Present [139] Present [139]
a 0.622 0.618 0 0 0.457 0.476
b 0.763 0.756 0.876 0.869 0 0
Table 6.3: Stress intensity factors for an elliptical crack (a{b “ 1.5) in an infinite
elastic domain
For our third example, we consider a semi-circular crack in an semi-infinite domain
inclined at an angle β to the X3 axis and subjected to a uniform tensile loading along
the X2 axis (Figure 6.7). This problem has been addressed by many researchers and
results are available for different values of inclination angle β. For our case, we use
the results published by Murakami et. al. [140] using the body-force method and
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Hills et al. [86] using the distributed dislocation technique. In Table 6.4, we show
the results for the non-dimensional stress intensity factors at the deepest point on
the crack front (θ “ 900) produced by our simulations and those from literature. As
can be seen in the table, the results are in agreement with the literature results for
β “ 00, 150, 300, and 450.
X2
X1, x1
X3
σ0
σ0
x2
x3
θ
β
Figure 6.7: An inclined crack plane in an semi-infinite domain (X3 ą 0)
βp0q KIpθq{pσ0?pia0q KIIpθq{pτ 0?pia0q
Present [140] [86] Present [140] [86]
0 0.653 0.666 0.665 0 0 0
15 0.617 0.626 0.631 0.141 0.147 0.145
30 0.527 0.533 0.537 0.247 0.259 0.255
45 0.400 0.406 0.407 0.294 0.311 0.302
Table 6.4: Stress intensity factors for an inclined semi-circular crack in an elastic
half-space (θ “ 900)
Thus, we have successfully validated our model using analytical and numerical
results available in literature. In the next section, we will apply our model to under-
stand the effect of grain boundaries on microstructurally short fatigue crack growth.
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6.4 Modeling microstructurally short fatigue cracks in mag-
nesium WE43 alloys from micro-beach marks
In this section, we use our numerical method to understand the effect of grain
boundaries (GBs) on microstructurally short fatigue crack growth in magnesium
WE43 alloys. To aid us in this process, we use the experiments performed by Adams
et al. [97]. Adams et al. [96] used different heat treatments on wrought magne-
sium WE43 alloys to produce three different representative microstructures (T5, T6,
and underaged). During their ultrasonic fatigue experiments, they found that, for
tests conducted in air, regions of the fatigue fracture surfaces were often marked with
microscopic indicators of crack advancement that they termed micro-beach marks.
These micro-beach marks correlated directly with the cyclic loading history of the
tests, where the distance between markings was proportional to the number of cy-
cles in a given block of the load history. Thus, the local crack growth rates can be
calculated based on the assumption that each ultrasonic pulse (4000 cycles) directly
corresponds to one micro-beach mark. Additional details on micro-beach marks and
representative microstructures are given in [96].
We use the experimental results from T6 specimens (average grain size of 112 ˘
55 µm) and underaged specimens (average grain size of 114˘ 58 µm) for our model.
The material properties and the loading condition used in this section are given in
Table 6.5.
Variable µ ν σmax σy (basal) R “ σminσmax
Value 17 GPa 0.27 85 MPa 55 MPa ´1
Table 6.5: Material properties of magnesium WE43 alloys [132] and ultrasonic fatigue
loading condition [96]
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Figure 6.8: Microscopic progression marks (micro-beach marks) on T6 fracture facet 1
as a result of ultrasonic fatigue loading [97]
Figure 6.8 shows a scanning electron micrograph containing a natural crack ini-
tiation site on T6 fracture facet 1. The micro-beach marks emanating from this site
to the grain boundary (black curve) can also be seen. The local crack growth rates
on this facet are obtained from the micro-beach marks. For our study, we extract
all the micro-beach marks between and including the two red marks. We used these
micro-beach marks to construct the crack plane geometries using NIH’s ImageJ [116]
code. In some places, these micro-beach marks were not visible and an extrapolation
method was used to connect the missing region of the curve. The crack geometries
extracted from this code are rotated to get the correct crack plane orientation with
respect to the experimental frame (X, Y, Z).
In Table 6.6, the orientation of fracture facet 1’s normal and the angle that the
normal makes with the basal slip plane are shown.
Facet nX nY nZ Angle with basal slip plane
1 0.3107 0.2013 0.9289 12.20
Table 6.6: Orientation of fracture facet 1 on a T6 specimen [97]
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Figure 6.9: Crack plane extracted from one of the micro-beach marks and rotated to
represent the correct plane orientation with respect to the experimental frame
In Figure 6.9, a crack geometry extracted from one of the micro-beach marks is
shown with the correct orientation with respect to the specimen axes. The loading on
the crack surface is along the Z-axis. Thus, in our analysis, we consider both mode I
and mode II fatigue failure modes. For all the plots presented next, each crack front
increment, which represents 4000 loading cycles, is represented by a set of 60 points,
and the color distribution of these points represents the value of that parameter in
that increment.
119
da/dN
(m/cycle)
ax1 pµmq
a
x
2
pµ
m
q
Figure 6.10: Crack growth rates along the crack front as it moves toward the grain
boundary
In Figure 6.10, the in-plane crack growth rates are plotted as a function of the crack
length a. In the figure, ax1 and ax2 are the components of a in the local coordinate
system (x1, x2, x3) of the crack. The micrograph of the specimen is underlaid to
show the location of the grain boundary, and it is not a correct representation of the
orientation of the fracture facet. The crack growth rates are shown with respect to the
first crack front increment. As expected, initially, the crack growth rate increases for
the entirety of the crack front increment; then, it slows down for the points that are
nearing the grain boundary, while it keeps increasing for the points located further
away from the grain boundary. To quantify this trend, we first use the analytical
expression of the macro-scale mode I stress intensity factor.
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Figure 6.11: Range of the mode I stress intensity factors (∆KI2D) along the crack
front as it moves toward the grain boundary
In Figure 6.11, we show the distribution of the range of the macro-scale mode I
stress intensity factor along the crack front as it grows toward the grain boundary. The
stress intensity factor values are non-dimensionalized by the mode I stress intensity
factor for the infinite plate (σmax
?
pia0). For each crack front increment, the infinite
plate stress intensity factor has a characteristic crack length a0, and this length is
equal to half the largest distance between any two points on that increment. As
shown in the figure, the stress intensity factor increases with an increase in the crack
length. However, as shown in Figure 6.10, the crack growth rate trend is much more
complex due to the presence of the grain boundary.
For a microstructurally short crack, the local microstructure plays an important
role in the fatigue behavior of the material. Thus, for the correct representation of
the mechanisms happening at the crack front, microstructural barriers, such as grain
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boundaries and precipitates, have to be taken into consideration. In the rest of this
section, we show two approaches to model the effect of the grain boundary on the
fatigue crack growth rates.
In the first approach, the crack tip displacement is used to quantify the trend
of the crack growth rate. Before implementing the model, we make the following
assumptions: (1) all the grains in the microstructure experience the same state of
stress, (2) for all the extracted crack front increments, the plastic zone extends to the
grain boundary, (3) the local yield stress of the material in this plane is the same as
that of the basal slip plane, and (4) all three failure modes experience the same local
yield stress. Utilizing the first assumption, we determine the external stress acting on
the crack plane by a simple stress transformation. Using the second assumption, we
model the profile of the plastic zone in front of the crack tip using the grain geometry
(shown with a black outline in Figure 6.8). The third and fourth assumptions allow
us to use Eq. (6.1.4) with boundary conditions described by Eq. (6.1.7) to determine
the crack displacements (the crack tip opening displacement and the crack tip sliding
displacement).
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Figure 6.12: Range of the crack tip opening displacements (∆bz) along the crack front
as it moves toward the grain boundary
In Figure 6.12, we show the range of the crack tip opening displacement along
the crack front as it moves toward the grain boundary. The displacement values are
normalized by the material constant µ{p4pip1 ´ νqq and non-dimensionalized by half
of the value of the grain size Dg. For each of the crack front increments, the plastic
zone in the front of the crack tip extends to the grain boundary. Thus, we are able
to capture the effect of the grain boundary on the crack tip opening displacement.
Initially, when the crack front grows, the value of the crack tip opening displacement
increases for all the points along the crack front. However, after the third crack
front increment, the crack tip opening displacements of the points closer to the grain
boundary starts to reduce. For the points farther away from the grain boundary, the
crack tip opening displacements show an increasing trend as the crack front grows.
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This trend is consistent with the general trend of the crack growth rates from Figure
6.10. A similar trend is seen in a plot of the range of the crack tip sliding displacement
(Figure 6.13).
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Figure 6.13: Range of the crack tip sliding displacements (∆bs) along the crack front
as it moves toward the grain boundary
For the second approach, we use the micro-beach marks from the scanning electron
micrograph of an underaged specimen [97]. As shown in Figure 6.14, these micro-
beach marks span across two fracture facets (labeled 1 and 2 in the figure) that are
arbitrarily oriented in the microstructure. For our simulation, we use all the micro-
beach marks between and including the two red marks shown in the figure.
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Figure 6.14: Microscopic progression marks (micro-beach marks) on two fracture
facets (1 and 2) as a result of ultrasonic fatigue loading on an underaged specimen
[97]
In Table 6.7, the orientations of these two fracture facets are shown. Looking at
the table, these facets have very similar values of nX . Thus, we can assume that only
a tilt misorientation exists between the two facets at the grain boundary. This allows
us to use the equations described in Subsection 6.1.2 for modeling the growth of the
kinked crack across a grain boundary.
Facet nX nY nZ
1 ´0.2533 ´0.0685 0.9650
2 ´0.2468 ´0.1490 0.9575
Table 6.7: Orientations of the two fracture facets on an underaged specimen [97]
125
Facet 1
coordinate
system
Experimental
coordinate
system
σ0
Z
XY
z
y
x
z
y
x
Figure 6.15: Facets 1 and 2 are plotted with respect to the coordinate system of facet
1 (x, y, z). The experimental coordinate system (X, Y, Z) is also shown with the
loading σ0 applied along the Z-axis.
In Figure 6.15, we plot the two facets with respect to the facet 1 local coordinate
system to show the orientation of the facets with respect to each other. Also visible
in the same plot is the experimental coordinate system (X, Y, Z). The loading σ0
is applied along the experimental Z-axis. Thus, the facets will experience all three
failure modes.
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Figure 6.16: Crack growth rates along the crack front increments calculated from
micro-beach marks in an underaged specimen
In Figure 6.16, we plot the in-plane crack growth rates across the two facets. Thus,
the crack growth rates on facet 1 are plotted as a function of the crack length along
the first facet, and the crack growth rates on facet 2 are plotted as a function of the
crack length along the second facet. In the figure, ax11 and ax12 are the components
of the crack length in the facet 1 local coordinate system, and ax21 and ax22 are the
components of the crack length in the facet 2 local coordinate system. Both of the
local coordinate systems have the same origin. Again, we underlay the micrograph
to show the location of the grain boundary. We select four locations labelled A, B,
C, and D on the micrograph to compare trends in the crack growth rates and other
parameters introduced later. These locations are shown in Figure 6.16. Near location
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A, the crack growth rate reduces as the crack front grows towards this location. This
retardation may be due to the proximity of the crack front to the grain boundary;
the crack front increments at this location are within 10 µm of the grain boundary.
Near location B, we can clearly see the retardation in the crack growth rates as the
crack front crosses the grain boundary. Near location C, the average crack growth
rate over the entire portion of the crack front appears to increase as the crack front
advances toward the grain boundary, and, near location D, the crack growth rates
over the last three crack front increments are either constant or decreasing.
To incorporate the effect of the grain boundary into our model, we use a function
fg as shown below:
fgpxq “ 1´ Pgb1 expp´dpxq
Pgb2
q (6.4.1)
where Pgb1 and Pgb2 are the calibration parameters ,and dpxq is the minimum distance
of the point x from the nearest grain boundary. The applied stresses in Eqs. (6.1.14)
and (6.1.15) are multiplied by this function to simulate the retardation effect of the
grain boundary on the microstructurally short fatigue crack growth. The parameters
Pgb1 and Pgb2 are chosen as 0.8 and 10 µm, respectively. The first parameter allows
us to model the retardation effect of the grain boundary; therefore, when the crack
front reaches the grain boundary, the applied stress reduces to 20% of its value. The
second parameter identifies a region of 10 µm on both sides of the grain boundary in
which the grain boundary retardation effect is strong.
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Figure 6.17: Range of the mode I stress intensity factors (∆KI) along the crack front
increments
In Figure 6.17, we show the plot of the range of the mode I stress intensity factor
along the crack front increments as the crack front grows on two facets. Again, the
values are normalized by the mode I stress intensity factors of the infinite plate. The
mode I stress intensity factor values near location A show a general decreasing trend,
similar to the one seen in the crack growth rates (Figure 6.16). Near location B, we
can clearly see the grain boundary retardation effect as the crack front crosses the
grain boundary. Thus, assuming the Paris Law is applicable, the function described
in Eq. (6.4.1) is able to model the retardation effect of the grain boundary on the
crack growth rate. However, near location C, the values of the stress intensity factor
over the crack front increments show a complex trend that may or may not match
the crack growth rate trend. Near location D, we can see the retardation effect of the
129
grain boundary, similar to the trend seen in the crack growth rate plot.
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Figure 6.18: Range of the mode II stress intensity factors along the crack front incre-
ments when the crack front crosses the grain boundary
We can see a similar trend in the mode II stress intensity factor plot to that in
the plot of the mode I stress intensity factors. Thus, we are able to simulate the
retardation effect of the grain boundary on the microstructurally short fatigue crack
growth rates using a simple exponential function. The parameters of this function
are chosen based on the observed trends of the crack growth rates near the grain
boundary. Thus, these parameters have to be studied in detail in order to use the
range of the stress intensity factors as a parameter to predict the microstructurally
short fatigue crack growth rates.
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6.5 Conclusion
This chapter presents the background of the distributed dislocation technique
developed by Hills et al. [86]. Recently, this technique has been used to model
microstructurally short fatigue crack growth across multiple grains. In this chapter,
we first validated the model against known numerical and analytical results present
in literature. We then showed two approaches to incorporate the effect of the grain
boundary on the microstructurally short fatigue crack growth rates. Both approaches
have some limitations; however, they are able to capture the general trends of the
microstructurally short fatigue crack growth rates as the crack front crosses the grain
boundary. The first approach utilizes the crack tip displacements to predict the trends
in the microstructurally short fatigue crack growth rates. In literature, crack tip
displacements have been used by various authors in elastic-plastic fracture mechanics
as well as in the microstructurally short crack growth regime to quantify the fatigue
crack growth rates. Thus, using the crack tip displacement, we are able to predict
the trends in the microstructurally short fatigue crack growth rates inside a grain. In
the second approach, we assume that the applied stress is a function of the minimum
distance of each crack front increment from the nearest grain boundary. This allows
us to artificially reduce the applied stress as the crack front approaches the grain
boundary. We apply this approach to crack growth across two facets that are inclined
at an angle to each other. We are able to show correlation between the mode I stress
intensity factor produced by this approach and the microstructurally short fatigue
crack growth rates. However, further experimental and numerical studies are required
to investigate the nature of the crack front interactions with the grain boundaries
when the crack front spans more than one grain.
131
CHAPTER VII
Conclusion and Future Research
7.1 Summary of key contributions of the dissertation
In Chapter II, we combine linear elastic fracture mechanics with an irreversible
cohesive model [37], which represents the crack tip mechanics, to predict fatigue
crack growth rates in metal alloys. The main feature of this cohesive model is the
hysteresis between the reloading and unloading paths. This hysteresis represents the
energy dissipation due to various physical phenomena. The LEFM-cohesive model
is applied to aluminum 7075-T6 and steel 4340 alloys by calibrating the cohesive
parameters against zero applied stress ratio experimental fatigue crack growth rate
curves and predicting fatigue crack growth rates for positive applied stress ratios.
This novel method provides a tool for the quick calibration of cohesive parameters
from macro-scale experiments or from lower scale simulations.
Chapter III contains two main contributions to the field of multiscale modeling of
fatigue. First, we combine a finite element-based novel variational multiscale method
[47] with an irreversible cohesive model [37] to predict macro-scale fatigue failure. As
opposed to traditional cohesive zone modeling approaches, this variational multiscale
cohesive method (VMCM) does not require the use of any special interface elements.
Thus, we have demonstrated that different Paris curves can be obtained for different
cohesive parameters. This method, combined with the properly calibrated LEFM-
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based cohesive model described in Chapter II, can predict the macro-scale fatigue re-
sponse, thereby eliminating the need for a computationally expensive cohesive model
calibration procedure. The second contribution of this chapter is the development of
the VMCM applied to microstructurally short crack growth. This micro-scale VMCM
accurately predicts microscopic crack paths and mixed-mode failure. The calibration
of the cohesive parameters used in the micro-scale VMCM is addressed in the next
chapter.
In Chapter IV, we develop a micro-mechanical interpretation of the irreversible
cohesive model by combining continuum dislocation theory [55] with an exponential
cohesive model. This model, called Cohesive-BCS, is a new contribution to the field
of microstructurally short fatigue crack growth. The Cohesive-BCS model accurately
predicts microstructurally short fatigue crack growth across multiple grains in a Ni
CMSX-4 alloy microstructure.
In Chapter V, we address the mechanism of microstructurally short fatigue crack
growth retardation and arrest at a grain boundary. We develop a phenomenological
grain boundary model that incorporates the geometric features of the interaction
between the crack plane, the slip plane in the next grain, and the grain boundary
plane. The model contains the following terms: coupling between the tilt and twist
misorientations (located between the crack plane and a favorable plane in the next
grain and calculated at a grain boundary), the Schmid factor, and the critical crack
transmission stress, which is a form of a microscopic stress intensity factor. The model
provides greater insight into the effect of grain boundary retardation and blocking on
a short crack.
In Chapter VI, we extend the modeling approach described in Chapter IV to three
dimensions to model the sub-surface growth of a microstructurally short fatigue crack.
The new contributions are as follows: a model of the interaction of the short crack
plane with a grain boundary and a model of the short crack growth on two planes that
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span across a grain boundary. The method predicts the grain boundary retardation
effect on a crack front as it approaches and passes through a grain boundary. This
is consistent with observations of experimental micro-beach marks. Thus, using this
method, a full three-dimensional understanding of the microstructurally short fatigue
crack growth across multiple grains can be accomplished.
7.2 Suggestions for future research
We have listed some areas for future research that will help in the completion of
the multiscale modeling framework for fatigue response shown in Figure 7.1.
Chapter II
LEFM-based
cohesive model
Chapter IV
Dislocations-based
cohesive model
Chapter V
Crack-GB
interaction model
Chapter III
Variational multiscale
2D macro-crack model
Chapter III
Variational multiscale
2D micro-crack model
Chapter VI
Dislocations-based
3D micro-crack model
Macro-scale
experiments Micro-scale
experiments
Atomistic
simulation
Structure
F35 [4]
Macro-scale Micro-scale Nano-scale
Figure 7.1: Multiscale modeling framework for fatigue response
In Figure 7.1, areas for future research are shown by red arrows. We now briefly
describe some approaches to address them.
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• The multiscale link between the VMM macro-crack and micro-crack models,
described in Chapter III, has been accomplished by Shang et al. [111, 141]
for monotonic failure. Thus, the extension to fatigue failure can be completed.
The link between the LEFM-based irreversible cohesive model (Chapter II) and
the VMM macro-crack model (Chapter III) is identified as a critical area for
future research. Linking these two will provide fast calibration of the irreversible
cohesive model parameters and macro-scale high cycle fatigue failure simulation.
• In the micro-scale, the incorporation of a wide variety of crystal plasticity meth-
ods developed in our research group [142, 143, 144, 145, 146, 147, 148, 149] in a
variational multiscale cohesive framework will provide new simulation tools for
the analysis of cracks and low cycle fatigue. Some work in this direction has
been performed by Shang et al. [111, 141] for 2D problems. In three dimen-
sions, Regueiro [150] has implemented the VMM to model strong discontinuities
in rocks. Thus, this implementation can be combined with the irreversible cohe-
sive model to model polycrystalline fatigue failure in three dimensions. Alterna-
tive 3D microstructure crack modeling methods such as smeared crack methods
and graph cut based methods [151] could also be explored.
• In Chapter IV, we utilized a reversible exponential cohesive model with the
theory of continuous distribution of dislocations developed by Bilby et al. [55]
to predict microstructurally short fatigue crack growth. Future research in this
area could utilize an irreversible cohesive model, such as the one described by
Maiti and Geubelle [37], with the theory of continuous distribution of dislo-
cations to capture the dissipation that occurs at the crack tip during cyclic
loading.
• For the three-dimensional microstructurally short fatigue crack growth model
described in Chapter VI, there are various areas for future research. The three-
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dimensional fractographic information available from high-resolution X-ray to-
mography and 3D X-ray diffraction microscopy [77] can be used to model crack
front increments spanning across multiple arbitrarily oriented grains. Thus, tilt
and twist misorientations at each crack plane-grain boundary intersection can
be explicitly incorporated by modeling the planes formed from these two misori-
entations (see [94]). Another area for future research could be the development
of a numerical scheme for calculating the plastic zone size in front of the crack
tip (see [93]). This would enable the model to incorporate the propagation of
the plastic zone with the crack front. This will result in a more accurate repre-
sentation of the plastic zone-grain boundary interaction when the plastic zone
first touches the grain boundary. Another direction for future research could be
the incorporation of an irreversible cohesive model to represent the local yield
stress in the plastic zone as a function of the crack displacement. This will allow
for the model to be calibrated from a lower-scale simulation.
• Life prediction is a critical step that will save costs by allowing less aggres-
sive maintenance and replacement schedules of critical components. The ulti-
mate objective of an integrated computational materials engineering (ICME)
approach in fatigue analysis, however, is to custom design the fatigue behav-
ior of advanced alloys using tailored microstructures. Future work should in-
vestigate optimization techniques that can be used to identify: (1) optimal
microstructural features, such as crystallographic texture selection using opti-
mization methods [152, 153] and statistical learning [154, 155, 156, 157, 158]
and (2) microstructural design through carefully optimized thermomechanical
processing sequences [159, 143, 160]) that can preferentially block cracks and
enhance service lives of components.
• While this dissertation has provided a promising path towards a physics-based
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prediction capability for fatigue crack propagation, one needs to recognize the
inherently stochastic nature of cracking behavior. Random presence of manu-
facturing defects, material impurities, and environmental effects [161] can act
as triggers for cracks, while intrinsic variability in the microstructure, such as
grain sizes and grain neighborhoods [144, 162, 146]), can affect crack trajecto-
ries. Physics-based models cannot take into account all such underlying material
variability. Thus, uncertainty quantification and probabilistic modeling is an es-
sential tool for maintaining the robustness of numerical results and accounting
for sensitivity to both extrinsic and intrinsic parameters [163, 164, 165, 166].
Such methods will be studied in the future in order to establish bounds for
material parameters, such as cohesive strengths and energies.
The incorporation of these methods into the multiscale modeling framework for
fatigue response will help in its completion. This framework will provide fast multi-
scale simulations for the fatigue response of advanced materials and help engineers
fully utilize the capabilities of these materials in advanced applications.
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APPENDIX A
Bounded solution with a cohesive zone
1The cohesive zone equation is given by Eq. (4.2.2):
lnpτfailq ´ lnpτf pxqq “ hs
ż c
x
Bpxqdx, a ă |x| ă c (A.1)
The dislocation density equation for the bounded case is
Bpxq “ ´2α
?
c2 ´ x2
piG
ż c
´c
τpx1q
px´ x1q?c2 ´ x12dx
1, ´c ă x ă c (A.2)
where the plastic zone size is calculated from the bounded condition for the dislocation
density, which is given by Eq. (4.1.5):
ż c
´c
τpxq?
c2 ´ x2dx “ 0 (A.3)
The second condition on c (Eq. (4.1.6)) is satisfied by the symmetry of the stress
field, τpxq.
1Reproduced from Shardul Panwar and Veera Sundararaghavan. Dislocation theory-based cohe-
sive model for microstructurally short fatigue crack growth. Materials Science and Engineering: A,
708:395–404, 2017
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The stress function is
τpxq “
$’’&’’%
τf pxq ´ τA, a ă |x| ă c
´τA, |x| ă a
(A.4)
Putting the above stress function, τpxq, into Eq. (A.3) gives
ż c
a
τpxq?
c2 ´ x2dx “
piτA
2
(A.5)
Eq. (A.2) is put into the cohesive equation, Eq. (A.1), and the result is
lnpτf pxqq´lnpτfailq “ 2αhs
piG
ż c
´c
τpx1q?
c2 ´ x12
˜ż c
x
?
c2 ´ x2
px´ x1q dx
¸
looooooooooomooooooooooon
I1px,x1q
dx1, a ă |x| ă c (A.6)
I1px, x1q in the above equation can be simplified as
I1px, x1q “
ż c
x
?
c2 ´ x2
px´ x1q dx
“
ż c
x
c2x1 ` c2x´ x1x´ x3
px2 ´ x12q?c2 ´ x2 dx
“
?
c2 ´ x12
2
ln
∣∣∣∣x?c2 ´ x12 ` x1?c2 ´ x2x?c2 ´ x12 ´ x1?c2 ´ x2
∣∣∣∣
`
?
c2 ´ x12
2
ln
∣∣∣∣?c2 ´ x12 `?c2 ´ x2?c2 ´ x12 ´?c2 ´ x2
∣∣∣∣
´?c2 ´ x2 ´ x1
ˆ
pi
2
´ arcsin x
c
˙
(A.7)
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Putting the simplified expression back for I1px, x1q into Eq. (A.6) gives
lnpτf pxqq ´ lnpτfailq “ 2αhs
piG
ż c
´c
«
ln
∣∣∣∣x?c2 ´ x12 ` x1?c2 ´ x2x?c2 ´ x12 ´ x1?c2 ´ x2
∣∣∣∣
`
?
c2 ´ x12
2
ln
∣∣∣∣?c2 ´ x12 `?c2 ´ x2?c2 ´ x12 ´?c2 ´ x2
∣∣∣∣
´?c2 ´ x2 ´ x1
ˆ
pi
2
´ arcsin x
c
˙ff
τpx1qdx1
(A.8)
Utilizing the symmetry of the stress field (Eq. (4.1.6)) and Eqs. (A.4) and (A.5)
in the above equation simplifies the above expression to
lnpτf pxqq “ 2hsα
piG
˜ż c
a
τf px1qIbpx, x1qdx1
¸
` lnpτfailq, a ă |x| ă c (A.9)
Here,
Ibpx, x1q “ ln
ˇˇˇˇ
x
?
c2 ´ x12 ` x1?c2 ´ x2
x
?
c2 ´ x12 ´ x1?c2 ´ x2
ˇˇˇˇ
` ln
ˇˇˇˇ?
c2 ´ x12 `?c2 ´ x2?
c2 ´ x12 ´?c2 ´ x2
ˇˇˇˇ
´ 2
?
c2 ´ x2?
c2 ´ x12
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APPENDIX B
Unbounded solution with a cohesive zone
1Again, the cohesive zone equation is given by Eq. (4.2.2):
lnpτfailq ´ lnpτf pxqq “ hs
ż c
x
Bpxqdx, a ă |x| ă c (B.1)
The dislocation density equation for the unbounded case is
Bpxq “ ´ 2α
?
c2 ´ x2
piG
ż c
´c
τpx1q
px´ x1q?c2 ´ x12dx
1 ´ 2α
piG
x?
c2 ´ x2
ż c
´c
τpx1q?
c2 ´ x12dx
1 ,
´ c ă x ă c
(B.2)
The stress function is
τpxq “
$’’&’’%
τf pxq ´ τA, a ă |x| ă c
´τA, |x| ă a
(B.3)
The dislocation density equation (Eq. (B.2)) is put into the cohesive zone equation
1Reproduced from Shardul Panwar and Veera Sundararaghavan. Dislocation theory-based cohe-
sive model for microstructurally short fatigue crack growth. Materials Science and Engineering: A,
708:395–404, 2017
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(Eq. (B.1)), resulting in
lnpτf pxqq ´ lnpτfailq “2αhs
piG
ż c
´c
τpx1q?
c2 ´ x12
˜ż c
x
?
c2 ´ x2
px´ x1q dx
¸
looooooooooomooooooooooon
I1px,x1q
dx1
` 2αhs
piG
?
c2 ´ x2
ż c
´c
τpx1q?
c2 ´ x12dx
1, a ă |x| ă c
(B.4)
We can use I1px, x1q (Eq. (A.7)) from Appendix A in Eq. (B.4) to get
lnpτf pxqq ´ lnpτfailq “2αhs
piG
ż c
´c
τpx1q
«
ln
∣∣∣∣x?c2 ´ x12 ` x1?c2 ´ x2x?c2 ´ x12 ´ x1?c2 ´ x2
∣∣∣∣
` ln
∣∣∣∣?c2 ´ x12 `?c2 ´ x2?c2 ´ x12 ´?c2 ´ x2
∣∣∣∣
ff
dx1
´ 2αhs
piG
ż c
´c
ˆ
pi
2
´ arcsin x
c
˙
x1τpx1q?
c2 ´ x12dx
1, a ă |x| ă c
(B.5)
Finally, we can use the stress function (Eq. (B.3)) in the above expression to get
lnpτf pxqq “2hsα
piG
˜ż c
a
τf px1qIupx, x1qdx1
¸
´ 2hsατA
G
?
c2 ´ x2 ` lnpτfailq ,
a ă |x| ă c
(B.6)
Here, Iupx, x1q is given by
Iupx, x1q “ ln
ˇˇˇˇ
x
?
c2 ´ x12 ` x1?c2 ´ x2
x
?
c2 ´ x12 ´ x1?c2 ´ x2
ˇˇˇˇ
` ln
ˇˇˇˇ?
c2 ´ x12 `?c2 ´ x2?
c2 ´ x12 ´?c2 ´ x2
ˇˇˇˇ
´ 2
ˆ
pi
2
´ arcsin x
c
˙
x1?
c2 ´ x12
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APPENDIX C
A piecewise polynomial collocation method
1The kernels of the integrands of Eqs. (A.6) and (B.6) are singular when x “ x1 as
well as at the domain boundaries (x, x1 “ a, c). Thus, to solve these types of weakly
singular Fredholm equations, we make use of polynomial splines with a graded mesh
[101].
Using the method described in Brunner et al. [101], we split our domain (a ă
|x| ă c) in half. Let a “ x0 ă x1 ă .... ă xN “ c`a2 be the partition points for
the first half of the domain. The partition points for the second half of the domain
(xN`1, ....., x2N) are obtained by reflecting the partition points of the first half about
xN “ c`a2 . The mesh nodes for the first half of the domain are determined by
xj “ a`
ˆ
j
N
˙rˆ
c´ a
2
˙
, j “ 0, 1, 2, ...., N
and the points of the second half are calculated by
xj`N “ c` a´ xN´j, j “ 1, 2, 3, ...., N
1Reproduced from Shardul Panwar and Veera Sundararaghavan. Dislocation theory-based cohe-
sive model for microstructurally short fatigue crack growth. Materials Science and Engineering: A,
708:395–404, 2017
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For every subinterval (rxj, xj`1s, j “ 1, 2, ...., 2N), we choose m “ 2 collocation
points, which are given by
ξji “ xj ` ηi ` 1
2
`
xj`1 ´ xj
˘
, i “ 1, 2 (C.1)
Here, η1 and η2 are the gauss quadrature points that satisfy the following condition:
´1 ď η1 ď η2 ď `1
In this paper, we use η1 “ ´ 1?3 and η2 “ 1?3 .
We assume that the piecewise polynomial interpolation τfN : ra, cs can be used
instead of a continuous function τf in the weakly singular equations. On every subin-
terval rxj´1, xjs, pj “ 1, ..., 2Nq, τfN is a polynomial of degree 1 and interpolates τf
at the points ξj1 and ξj2.
τfNpξjiq “ τf pξjiq, i “ 1, 2; j “ 1, ...., 2N
Thus, this interpolation function is independently defined on each subinterval
rxj´1, xjs, pj “ 1, ..., 2Nq and may be discontinuous at the interior grid points x “
xj, pj “ 1, ..., 2N ´ 1q. The interpolation function τfN in the interval rxj´1, xjs, pj “
1, ..., 2Nq is represented as
τfNpxq “
2ÿ
i“1
sjiφjipxq, x P rxj´1, xjs
where φjipxq, x P rxj´1, xjs is a polynomial of degree m´ 1, such that
φjipξjkq “
$’’&’’%
1, if k “ i
0, if k ‰ i
, k “ 1, ....,m
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In this paper, the approximate solution τfN within the interval rxj´1, xjs, pj “
1, ..., 2Nq is represented as
τfNpxq “ sj1 ξj2 ´ x
ξj2 ´ ξj1 ` sj2
x´ ξj1
ξj2 ´ ξj1 , xj´1 ď x ď xj (C.2)
Here, ξj1 and ξj2 are determined from Eq. (C.1), and the coefficients sj1 and sj2
are the unknown variables.
Thus, for the condition in which the crack and the associated plastic zone are
completely inside a grain, Eqs. (A.5) and (A.9) are discretized as
2Nÿ
j“1
2ÿ
i“1
«
lnpsjiq ´ lnpτfailq “ 2hsα
piG
" 2Nÿ
l“1
ż xl
xl´1
ˆ
sl1
ξl2 ´ x1
ξl2 ´ ξl1
` sl2 x
1 ´ ξl1
ξl2 ´ ξl1
˙
Ibpx, x1qdx1
*ff (C.3)
2Nÿ
l“1
ż x1l
x1l´1
ˆ
sl1
ξl2 ´ x1
ξl2 ´ ξl1 ` sl2
x1 ´ ξl1
ξl2 ´ ξl1
˙
1?
c2 ´ x2dx “
piτA
2
(C.4)
These are coupled nonlinear equations with unknown variables sji, j “ 1, ..., 2N, i “
1, 2 and c.
Similarly, for the condition in which the plastic zone in front of the crack tip has
reached a grain boundary, Eq. (B.6) is discretized as
2Nÿ
j“1
2ÿ
i“1
«
lnpsjiq ´ lnpτfailq ` 2hsατA
G
?
c2 ´ x2 “
2hsα
piG
" 2Nÿ
l“1
ż xl
xl´1
ˆ
sl1
ξl2 ´ x1
ξl2 ´ ξl1 ` sl2
x1 ´ ξl1
ξl2 ´ ξl1
˙
Iupx, x1qdx1
*ff
(C.5)
These equations (Eqs. (C.3) and (C.5)) are solved for the unknown variables using
the Newton-Raphson numerical scheme.
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After solving Eq. (C.5), the unbounded dislocation density is determined from
Eq. (B.2). The unbounded dislocation density is then used in Eq. (4.1.8) to find the
stress in the adjacent grain at a distance r0 from the grain boundary (Spr0q), which
is produced by the dislocations piling up at the grain boundary.
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APPENDIX D
Explicit expressions for kernel functions Ksijk and
Kcijk
In this appendix, the expressions for the infinite space kernel functions Ksijk and
Kcijk are taken from [167, 86]. The expression for K
s
ijk can be derived from Kelvin’s
solution [168] using Eq. (6.1.8). The final expression is
Ksijk “ µ4pip1´ νqr3
„
´ p1´ 4νqδjiδk3 ` p1´ 2νqpδjkδi3 ` δj3δikq ´ 15rirjrkr3
r4
` 3ν δjkrir3 ` δj3rirk ` δikrjr3 ` δi3rjrk
r2
` 3p1´ 2νqδijrkr3 ` δk3rirj
r2
 (D.1)
where µ is the shear modulus, ri “ xi ´ yi, and r “ ?riri.
The expression for the half-space kernel function Kcijk is derived from Mindlin’s
solution [169]. Mindlin’s solution was expressed in a coordinate set OX1X2X3, in
which the X3 axis is perpendicular to the free surface and is pointing towards the
half-space. The coordinate system used for the crack plane is ox1x2x3, in which the
crack surface is in the x1 ´ x2 plane. Thus, Kcijk is found by a tensor transformation
as shown below:
Kcijk “ aipajqa3raksHpqrspXpxq,Ypyqq (D.2)
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where a is the transformation tensor from the coordinate system OX1X2X3 to the
crack surface coordinate system ox1x2x3. Hpqrs is a 4th order tensor defined as
Hpqrs “ µ
„BT cpqrpX,Yq
BYs `
BT cpqspX,Yq
BYr `
2ν
1´ 2ν
BT cpqipX,Yq
BYi δrs

(D.3)
where T cpqr is Mindlin’s non-singular stress influence function for a half-space.
Hpqrs tensor has only 36 independent components because of symmetry of stress
and strain fields.
Hpqrs “ Hqprs “ Hpqsr
The remaining components on this tensor are derived from Eq. (D.3). 1They are
Hαααα “ Kh
"
´ p1´ 2νqp5´ 4νq
R3
ˆ
1´ 3 r
2
α
R2
˙
` 3p3´ 4νqr
2
α
R5
ˆ
3´ 5 r
2
α
R2
˙
´ 12νY3R3
R5
ˆ
1´ 5 r
2
α
R2
˙
` 6X3Y3
R5
ˆ
3´ 30 r
2
α
R2
` 35 r
4
α
R4
˙
` 12p1´ νqp1´ 2νq
RpR `R3q2
„
1´ 2r
2
αp3R `R3q
R2pR `R3q `
r4αp5R2 ` 4RR3 `R23q
R4pR `R3q2

` hα
*
Hββαα “ Kh
"
´ p1´ 2νqp3´ 4νq
R3
ˆ
1´ 3 r
2
α
R2
˙
` 3p3´ 4νqr
2
β
R5
ˆ
1´ 5 r
2
α
R2
˙
´ 12νY3R3
R5
ˆ
1´ 5 r
2
α
R2
˙
` 6X3Y3
R5
ˆ
1´ 5r
2
α ` r2β
R2
` 35r
2
αr
2
β
R4
˙
` 4p1´ νqp1´ 2νq
RpR `R3q2
„
1´ pr
2
α ` r2βqp3R `R3q
R2pR `R3q ` 3
r2αr
2
βp5R2 ` 4RR3 `R23q
R4pR `R3q2

` hβ
*
pα ‰ βq
H12αα “ Kh
"
3p7´ 10νq
R5
´ 15p3´ 4νqr
2
α
R7
´ 30X3Y3
R7
ˆ
3´ 7 r
2
α
R2
˙
´ 12p1´ νqp1´ 2νq
R3pR `R3q2
„
3R `R3
R `R3 ´
r2αp5R2 ` 4RR3 `R23q
R2pR `R3q2

` h3
*
r3´αrα
1Taken with corrections from David Anthony Hills, PA Kelly, DN Dai, and AM Korsunsky.
Solution of crack problems: the distributed dislocation technique, volume 44. Springer Science &
Business Media, 2013
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H3ααα “ Kh
"
3
p3´ 4νqX3 ` Y3
R5
ˆ
3´ 5 r
2
α
R2
˙
´ 30X3Y3R3
R7
ˆ
3´ 7 r
2
α
R2
˙
´ 6R3
R5
´ 12νX3
R5
ˆ
1´ 5R
2
3
R2
˙*
rα
H3βαα “ Kh
"
3
p3´ 4νqX3 ` Y3
R5
ˆ
1´ 5 r
2
α
R2
˙
´ 30X3Y3R3
R7
ˆ
1´ 7 r
2
α
R2
˙
´ 6νR3
R5
´ 12νX3
R5
ˆ
1´ 5R
2
3
R2
˙*
rβ pα ‰ βq
H33αα “ Kh
"p1´ 2νq
R3
ˆ
1´ 3 r
2
α
R2
˙
` 3p3´ 4νqX3R3 ` Y3r3
R5
ˆ
1´ 5 r
2
α
R2
˙
´ 30X3Y3R
2
3
R7
ˆ
1´ 7 r
2
α
R2
˙
´ 2ν
R3
ˆ
1´ 3R
2
3
R2
˙
´ 12νX3R3
R5
ˆ
3´ 5R
2
3
R2
˙*
Hαα12 “ Kh
"
3p7´ 16ν ` 8ν2q
R5
´ 15p3´ 4νqr
2
α ´ 4νY3R3
R7
´ 30X3Y3
R7
ˆ
3´ 7 r
2
α
R2
˙
´ 12p1´ νqp1´ 2νq
R3pR `R3q2
„
3R `R3
R `R3 ´
r2αp5R2 ` 4RR3 `R23q
R2pR `R3q2
*
r1r2
H1212 “ Kh
"
´ 1´ 2ν
R3
` 3p2´ 3νqpr
2
1 ` r22q
R5
´ 15p3´ 4νqr
2
1r
2
2
R7
` 6X3Y3
R5
ˆ
1´ 5r
2
1 ` r22
R2
` 35r
2
1r
2
2
R4
˙
` 4p1´ νqp1´ 2νq
RpR `R3q2
„
1´ pr
2
1 ` r22qp3R `R3q
R2pR `R3q ` 3
r21r
2
2p5R2 ` 4RR3 `R23q
R4pR `R3q2
*
Hα312 “ Kh
"
´ 3p1´ νqR3
R5
` 3p3´ 4νqX3 ` Y3
R5
ˆ
1´ 5 r
2
α
R2
˙
´ 30X3Y3R3
R7
ˆ
1´ 7 r
2
α
R2
˙*
r3´α
H3312 “ Kh
"
´ 3p1´ 2νq
R5
´ 15p3´ 4νqX3 ´ Y3
R7
R3 ´ 30X3Y3
R7
ˆ
1´ 7R
2
3
R2
˙*
r1r2
Hααα3 “ Kh
"
6R3
R5
´ 3X3 ` p3´ 4νqY3
R5
ˆ
3´ 5 r
2
α
R2
˙
` 30X3Y3R3
R7
ˆ
3´ 7 r
2
α
R2
˙
` 12νY3
R5
ˆ
1´ 5R
2
3
R2
˙*
rα
Hααβ3 “ Kh
"
6νR3
R5
´ 3X3 ` p3´ 4νqY3
R5
ˆ
1´ 5 r
2
α
R2
˙
` 30X3Y3R3
R7
ˆ
1´ 7 r
2
α
R2
˙
` 12νY3
R5
ˆ
1´ 5R
2
3
R2
˙*
rβ pα ‰ βq
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H12α3 “ Kh
"
3p1´ νqR3
R5
´ 3X3 ` p3´ 4νqY3
R5
ˆ
1´ 5 r
2
α
R2
˙
` 30X3Y3R3
R7
ˆ
1´ 7 r
2
α
R2
˙*
r3´α
Hα3α3 “ Kh
"
´ 1
R3
„
p1´ 2νq ` 3ν r
2
α `R23
R2
´ 15r
2
αR
2
3
R4

´ 6X3Y3
R5
„
1´ 5r
2
α `R23
R2
` 35r
2
αR
2
3
R4
*
Hα3β3 “ Kh
"
3p1´ νq
R5
´ 3
R5
ˆ
1´ 5R
2
3
R2
˙
` 30X3Y3
R7
ˆ
1´ 7R
2
3
R2
˙*
rαrβ pα ‰ βq
H33α3 “ Kh
"
´ 3r3
R5
ˆ
1´ 5R
2
3
R2
˙
` 30X3Y3R3
R7
ˆ
3´ 7R
2
3
R2
˙*
rα
Hαα33 “ Kh
"
´ p1´ 2νqp3` 4νq
R3
ˆ
1´ 3R
2
3
R2
˙
´ 12νY3R3
R5
ˆ
3´ 5R
2
3
R2
˙
` 3p3´ 4νqr
2
α
R5
ˆ
1´ 5R
2
3
R2
˙
´ 12p1´ 2νqX3R3
R5
ˆ
1´ 5 r
2
α
R2
˙
` 6X3Y3
R5
ˆ
1´ 5r
2
α `R23
R2
` 35R
2
3r
2
α
R4
˙
` 4p1´ νqp1´ 2νq
R3
ˆ
1´ 3 r
2
α
R2
˙
` hα
*
H1233 “ Kh
"
´ 12p1´ νqp1´ 2νq
R5
` 3p3´ 4νq
R5
ˆ
1´ 5R
2
3
R2
˙
` 60p1´ 2νqX3R3
R7
´ 30X3Y3
R7
ˆ
1´ 7R
2
3
R2
˙
` h3
*
r1r2
Hα333 “ Kh
"
´ 3r3
R5
ˆ
1´ 5R
2
3
R2
˙
´ 30X3Y3R3
R7
ˆ
3´ 7R
2
3
R2
˙*
rα
H3333 “ Kh
"
´ 1
R3
ˆ
1` 6R
2
3
R2
´ 15R
4
3
R4
˙
` 6X3Y3
R5
ˆ
3´ 30R
2
3
R2
` 35R
4
3
R4
˙*
where ri “ Xi´ Yi, R3 “ X3` Y3, R2 “ rαrα`R23, Kh “ µ{
“
4pip1´ νq‰ is a material
constant, and α, β “ 1 to 2 and no summation is implied by a repeated index.
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hα and h3 are given by
hα “ 2ν
R3
„
p1´ 2νq
ˆ
1´ 3 r
2
α
R2
˙
´ 6X3R3
R2
ˆ
1´ 5 r
2
α
R2
˙
´ 4ν
ˆ
1´ 3R
2
3
R2
˙
` 4νp1´ νq
RpR `R3q2
„
4´ p7r
2
α ` r23´αqp3R `R3q
R2pR `R3q ` 3
r2αpr2α ` r23´αqp5R2 ` 4RR3 `R23q
R4pR `R3q2

h3 “ ´ 6ν
R5
„
p1´ 2νq ´ 10X3R3
R2

´ 12νp1´ νq
R3pR `R3q2
„
2p3R `R3q
R `R3 ´
pr21 ` r22qp5R2 ` 4RR3 `R23q
R2pR `R3q2

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APPENDIX E
Explicit expressions for regular contour integrals
L, Lαβ, Mγ, Mαβγ
For linear triangular and linear quadrilateral elements, the closed form of contour
integrals L, Lαβ, Mγ, Mαβγ are shown below
1:
L “
nÿ
i“1
1
ai
“
cos θi`1 ´ cos θi ` kipsin θi`1 ´ sin θiq
‰
(E.1)
L11 “
nÿ
i“1
1
3ai
“
cos3 θi`1 ´ cos3 θi ` kip3 sin θi`1 ´ 3 sin θi ´ sin3 θi`1 ` sin3 θiq
‰
(E.2)
L12 “
nÿ
i“1
1
3ai
“´ sin3 θi`1 ` sin3 θi ` kip´ cos3 θi`1 ` cos3 θiq‰ (E.3)
M1 “
nÿ
i“1
´ kiap1` k2i qIi (E.4)
M2 “
nÿ
i“1
1ap1` k2i qIi (E.5)
1Taken with a correction from DN Dai, DA Hills, and D Nowell. Formulation and implementation
of the eigenstrain method employing higher order elements. International journal of solids and
structures, 33(3):331–342, 1996
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M121 “
nÿ
i“1
1
3p1` k2i q
„
´ cos θi`1 ` cos θi ` kipsin θi`1 ´ sin θiq ` 1ap1` k2i qIi

(E.6)
M122 “
nÿ
i“1
ki
3p1` k2i q
„
´ cos θi`1 ` cos θi ` kipsin θi`1 ´ sin θiq ´ k
2
iap1` k2i qIi

(E.7)
L21 “ L12
Mαβγ “Mβαγ “Mγαβ
L22 “ L´ L11
Mααα “Mα ´Mαββ pα ‰ βq
In the above equations, n is the number of sides of the element and ai, ki, θi, and
Ii are
ai “ xi2 ´ x02 ´ kipxi1 ´ x01q
ki “ x
i`1
2 ´ xi2
xi`11 ´ xi1
θi “ tan´1 x
i
2 ´ x02
xi1 ´ x01
Ii “ ln pcos θi`1 ` ki sin θi`1 `
ap1` k2i q qri`1
pcos θi ` ki sin θi `
ap1` k2i q qri
where ri is the distance from collocation point px01, x02q to the ith node pxi1, xi2q and
xn`1α “ x1α.
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