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Abstract In this paper, we present a new data hiding
scheme (1,7,4) for grayscale images, where 7 is the num-
ber of pixels in each block of the image, 4 is the number of
secret bits which can be hidden in each block with restric-
tion that at most one pixel is changed, and the gray value is
changed at most 3 from the original one. As shown in the
paper, this reaches the theoretical limit MSDR1 of hidden
bits in each 7-block of images. A hiding scheme (2,14,8) is
obtained as a direct consequence, and one application of this
scheme is given to solve the problem of searching in hidden
texts in stego-images. To solve this problem, finite automata
technique with fuzzy approach is introduced.
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1 Introduction
Data hiding [1–19] is interested in several authors because
data hiding can be used for copyright, secret communication,
military fields, and hospital, etc. Data hiding is referred to as
a process to hide data (representing some information) into
cover media. It is possible to conceal hiding data in an image
because the human visual system has low sensitivity to small
changes and the digital media is high flexibility, and one
can easily change LSB of an image with low perceptibility
[1]. For this reason, many researchers created various data
hiding schemes for a lot of interesting applications in various
fields. Conceptually, data hiding is similar to watermarking,
but watermarking is based on in frequency domain and it is
very complex and takes more time and makes more changes
in the cover image. The merit of watermarking is a strong
various digital attack such as changing format and cutting an
image [2].
On the other hand, data hiding is based mainly on spa-
tial domain instead of the frequency domain. Therefore, this
scheme does not appropriate to hide copyright in an image
since the spatial domain is originally very fragile. Machado
proposed EzStego [3] schemes for palette-based images in
1997. In this method, palette is first sorted by luminance to
minimize the perceptual distance between consecutive col-
ors. For embedding data, this method is based on the distance
of luminances.
Palette modification scheme proposed by Fridrich [4]
can iteratively embed one message bit into each pixel in a
palette-based image. S-Tools [5] does not drastically change
the color value of an image as the number of colors are
reduced from 256 to 32 while maintaining the image qual-
ity. S-Tools manipulates the palette to produce colors that
have a difference of one bit. Bit Plane Complexity Seg-
mentation (BCPS) [6] was based on the simple idea that
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the higher bit planes could also be used for embedding
information.
In 2006, Mielikainen proposed LSB matching revisited
technique [7], which is hiding two secret bits in a pair of
cover pixels, only one cover pixel needs to bemodified. EMD
scheme [8] is possible to embed secret digit bymodifying one
pixel in a (2n + 1)—ary notational system [9]. Chang et al.
[10] and Zhang et al. [11] proposed (7,4) Hamming code for
data hiding, which improves on the Hamming+1 scheme.
The majority of steganographic utilities for the camou-
flage of confidential communication suffers from fundamen-
tal weaknesses. On the way to more secure steganographic
algorithms, the development of attacks is essential to assess
security. In [5], the visual attacks presented here exemplify
that at least EzStego v2.0b3, Jsteg v4, Steganos v1.5, and
S-Tools v4.0 suffer from the misassumption that least signif-
icant bits of image data have uncorrelated noise.
We present a new good (1,7,4) hiding scheme in which
N = 7 is the number of pixels in each block and 4 is the
number of hidden bits which can be embedded in each block
by changing at most one pixel, the changed gray value is not
larger than 3. Therefore, our proposed scheme is safe from
the attacks, because the ratio of changed pixel for data hid-
ing is less than 1/7. This scheme (1,7,4) is directly extended
to a (2,14,8) hiding scheme which in its turn shows advan-
tages to resolve the problem matching in hidden secret text
in stego-images without a secure environment for end-users.
For this purpose,we are using amodification of textmatching
technique by automata theory.
The relationship between module and covering code tech-
nique in data hiding area is considered in [12–14]. The
hiding scheme (2,14,8) provides us a suited way to build an
algorithm for searching hidden text by automata technique
which now exists in several sources [15–18]. In this scheme,
we introduce a fuzzy approach to searching hidden text by
automata and introduce a hidden text searching technique in
stego-images without revealing extracted text using our hid-
ing scheme (2,14,8). The rest of this paper is organized as
follows. In Sect. 2, we review MSDR and hiding schemes
using Zq -modules. In Sect. 3, we propose (1,7,4) scheme
for 8-bit grayscale images. In Sect. 4, we propose how to
search in hidden text with fuzzy automata approach. In Sect.
5, we explain the experimental results. Section 6 presents our
conclusions.
2 MSDR and hiding schemes using Zq-modules
with small q
2.1 Theoretical limit MSDR for hiding schemes
In this section, given an image G, we only concentrate on a
fixed block F = (F1, F2, . . . , FN ) of N pixels ofG, and F is
considered as a vector of dimension N ). In F , each entry Fi
can be understood as a pixel whenever the index i is referred.
In binary images, q = 2. In the general case q ≥ 2 for color
images or grayscale images.
When secret bits can be embedded in each block F by
changing at most k entries where k = [1,2], it call a k-hiding
scheme. Each new block F after changing pixels of F is
called a configuration. The k-Maximal Secret Data Ratio (in
theoretical limit) presents the upper bound number of embed-
ded bits in each block F of N pixels by changing colors of
at most k pixels in F .
In the case k = 1, we change at most one element in F ,
with N elements, 1 + (q − 1)N ways can be taken. This
means that for any 1-hiding scheme, we can hide at most
MSDR1 = log2(1+ (q − 1) ·C(N , 1)) secret bits in each
block F .
In the cases k = 2, we have MSDR2 = log2(1 + (q −
1) ·C(N , 1)+ (q − 1)2 ·C(N , 2)). For example, with N =
7, q = 4, MSDR1 = log2(1+3·7) = 4. That meansmost
4 secret bits can be hidden in F by theoretical limit. This is
reached by our scheme (1,7,4) which is introduced below.
2.2 Module method
First, let us recall some properties and notions. Each (right)
module M over the ring Zq is an additive abelian group M
with an elementm·t in M so that someproperties are satisfied.
Let Zq = {0, 1, . . . , q − 1}. This scheme requires following
basic properties.
(P1) m · 0 = 0. m · 1 = m.
(P2) m + n = n + m for all m, n in M.
(P3) m · (t + l) = m.t + m.l for all m in M, t, l in Zq .
Definition 1 Given a natural number v > 0, a subset U ⊆
M−{0}, we callU a v-base of M if for any x ∈ M−{0}, x can
be presented by a linear combination of at most v elements
in U . That means there exist n elements u1, u2, . . . , un in
U , n < v, together with t1, t2, . . . , tn in Zq such that x =
u1 · t1 + u2 · t2 + · · · + un · tn .
It is obvious that U = M − {0} is the unique 1-base.
In this part, the main interest is the case v = 1 for binary
images (according to the characteristic q = 2 and M =
Zn2 = Z2 × Z2 × · · · × Z2 is the n-fold cartesian product of
Z2, which can be seen as a (right) Z2-module. The addition
in Z2 can be seen as the operation XOR (exclusive—OR)
on bits. Each element x = (x1, x2, . . . , xn) in M can be
presented as an n-bit string x = x1x2 . . . xn , with operations
defined as follows:
(D1) x + y = z1z2 . . . zn where zi = xi ⊕ yi , i = 1, . . . , n,
For x = x1x2 . . . xn, y = y1 . . . yn in M , k in Z2,
(D2) x · k = z1z2 . . . zn where zi = xi · k = xi AND k.
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Given a binary image G, we set CG = Z2 = {0, 1} as the
set of two colors of G. The color changing function Next:
Z2 → Z2 is given by: c′ = c + 1 = Next (c), for all c
in Z2 and changing a color c means that c is replaced by
c′ = Next (c).
2.2.1 Application of 1-bases for 1-hiding schemes in binary
images
Let U = M − {0} be the 1-base of the Z2 module
M = Zn2 , |U | = 2n − 1. Consider any binary block
F = (F1, F2, . . . , Fs) of a given binary image G, and
binary secret key K = (K1, K2, . . . , Ks), Fi , Ki ∈ Z2,
i = 1, . . . , N . Suppose s ≥ 2n − 1. Then, we can assign
a surjective function h : {1, 2, . . . , N } → U as a weight
function of elements in F where h(i) ∈ U is considered as
the weight of Fi . We show that for any secret element d ∈ M
where d can be embedded in F by changing colors of at most
1 element in F as the following 1-hiding scheme.
A. Hiding a secret element d
Step (0) Given a secret key as a binary vector K =
(k0, k1, . . . , kN ), ki ∈ Z2.
Compute T = (t0, . . . , tN ) by taking Ti = Fi + ki
(in Z2) for all i .
Denote T = F ⊕ K ;
Step (1) Calculate m = S[F, T ] where S[F, T ] is the sum
⊕1≤i≤Nh(i) · Ti , by taking operations on the Z2
module M .
Step (2) Compare m and d:
– Case m = d: keep F intact;
– Case d = m: then find d − m = a, for some
a ∈ M − {0}.
Since h is surjective, there exists Fq in F , such that
h(q) = a = d − m. Then, change the color Fq to
new color Fq = Next (Fq) = Fq + 1.
B. Extracting the secret element embedded in F
Step (1) Calculate u = S[F, K ];
Step (2) Return u as the secret element d embedded in S
(that is u = d).
Correctness of the method is shown by.
Theorem 1 [13] The element u extracted in step 1 of the
extracting stage A is exactly the secret element d hidden into
S in the hiding stage B above.
Example 1 We can build a hiding scheme (1,7,3) for each
7-pixel block F = {p1, . . . , p7} of any binary image G as
following:
– Set U = 001, 010, 100, 100, . . . , 111 is a 1-base con-
taining 7 elements of the module M = Z32, in U these
elements can be considered as binary presentation of
the natural numbers 1, 2, . . . , 7, simply we write U =
{1, 2, . . . , 7}.
– We can assign U as the weight set of each 7-pixel block
F = {p1, . . . , p7}, each j in U is the weight of the pixel
p j . Therefore, we can use it to hide any 3 secret bits
which is considered as an element of Z32 by changing at
most 1 pixel.
Remark 1 The F5 hiding scheme introduced in [20] is noth-
ing but an 1-hiding scheme using the Z2-module Vn = Zn2 =
Z2 × · · · × Z2.
3 (1,7,4) schemes for 8-bit grayscale images
3.1 Hiding scheme (1,7,4)
For a given 8-bit grayscale image G, at first, we split its
pixels into several disjoint 7-block of pixels. In each block,
say F = (p1, p2, . . . , p7), at first we set VF = (v1, . . . , v7)
the binary vector of LSB bits v1, . . . , v7 of these elements,
that is vi = pi mod 2 which is considered as an element of
Z2, for i = 1, . . . , 7.
Using VF as a 7-block of 7 binary pixels, we can apply the
method mentioned in Example 1 to embed any 3-bit string
d = d3d2d1 in VF by changing at most one place, say pk in
VF . For such a case, we replace the pixel pk in F by some
ways, pk + 1 or pk − 1or pk + 3 or pk − 3 so that in the new
vector VF the new LSB vk of pk is flipped. In the case VF
is not changed, we can remain F or change any pixel pk by
the new pk + 2 or pk − 2 so that VF is not changed. By this
ways, any given 3-bit string d can be embedded in F(new)
since from VF we can extract d by the method given above.
The complicated situation of choosing which changes, pk by
pk + 1 or pk − 1, pk + 3, pk − 3, pk + 2, pk − 2, is taken
carefully so that we can embed one more bit d4 in F , for any
free bit d4. Concretely, we extend the scheme (1,7,3) to the
hiding scheme (1,7,4) to hide 4 bits in F by changing at most
1 pixel of F as follows.
3.1.1 Hiding phase c into F
Given a secret key assigned to F as a binary vector K =
(k1, . . . , k7), ki ∈ Z2.
Step (1) CalculateVF = (v1, . . . , v7)where vi = pi mod 2,
for i = 1, . . . , 7.
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Step (2) Calculate T = VF ⊕ K by taking ti = vi ⊕ ki
(addition in Z2).
Step (3) Compute m = S[VF , T ] = ⊕1≤i≤N i · ti (a sum in
Z2-module M = V3);
Step (4) Calculate the bit x = (1≤i≤7pi/2) mod 2;
Step (5) Compare m and d:
(5.1) Case m = d and x = d4: keep F intact;
(5.2) Case m = d and x = d4: choose any one
pixel pk in F and replace pk to p′k (we should
choose pk = 0,255 if it exists) so that x ′ =
(1≤i =k≤7pi/2 + p′k/2) mod 2 = x ⊕
1 = d4 by:
(5.2.1) if pk ≤ 1or pk is even and pk < 254:
put p′k = pk + 2;
(5.2.2) if pk ≥ 254 or pk is odd and pk > 1:
put p′k = pk − 2;
(5.3) Case d = m and x = d4: choose one pixel
pk in F so that vk = d ⊕ m and replace
pk to p′k so that x ′ = (1≤i =k≤7pi/2 +
p′k/2) mod 2 = x = d4 by:
(5.3.1) if pk is even: put p′k = pk + 1;
(5.3.2) if pk is odd: put p′k = pk − 1;
(5.4) Case d = m and x = d4: choose one pixel
pk in F so that vk = d ⊕ m and replace
pk to p′k so that x ′ = (1≤i =k≤7pi/2 +
p′k/2) mod 2 = x ⊕ 1 = d4 by:
(5.4.1) if pk is even: put p′k = pk + 1;
(5.4.2) if pk is odd: put p′k = pk − 1;
(5.4.3) pk = 0: put p′k = pk + 3 = 3;
(5.4.4) pk = 255: put p′k = pk − 3 = 252;




Then, F(new) contains c as 4 embedded bits which can be
extracted in the following phase.
3.1.2 Extracting phase to get the secret element c
embedded
Step (1) CalculateVF = {v1, . . . , v7}where vi = pi mod 2,
for i = 1, . . . , 7.
Step (2) Calculate T = VF ⊕ K by taking ti = vi ⊕ ki .
Step (3) Compute m = S[VF , T ] = ⊕1≤i≤N i · ti (sum in
Z2-module M = V3) as a 3-bit string; Present m =
d3d2d1;
Step (4) Calculate x = (1≤i≤7pi/2)mod 2 andputd4 =
x , c = m + 8x(=d4d3d2d1);
Step (5) Return(c);
The correctness of this scheme is given by
Theorem 1 In the extracting phase 3.1.2, the return value is
the exact 4-bit string c proceeded to hide in the new F block
of 7 pixels after taking the hiding phase 3.1.1.
Proof It is easily seen that:
After the steps 5.1 and 5.2, the values vi in VF are not
changed, hence it remains m = d, but the value x after the
step 4 always equals to the bit d4. After the cases 5.3 and
5.4, the new values vi in VF are changed so that m = d
in extracting phase, and the value x after the step 4 always
equals to the bit d4, hence, c = m + 8x = d4d3d2d1 as
claimed. unionsq
Remark 2 (i) In the above scheme, in hiding phase, each
pixel in F is changed with at most 3 other values and
the differences of these values to original value do not
exceed 3, hence applying MSDR1 = log2(1 + (q −
1) · C(N , 1)) with q = 4 and N = 7 provides us
MSDR1 = 4, it is exactly the bit number of c. There-
fore, the performance of hiding scheme (1,7,4) attains
limit MSDR1 of data hiding ratio of 1-hiding scheme.
(ii) By the hiding scheme (1,7,4), we obtain directly the
hiding scheme (2,14,8) by applying a couple of two
consecutive 7-pixel blocks as a 14-pixel block and we
can change at most two pixels, each pixel in each sub-
block, by the way above to hide 8 bits, each 4 bits hide
into one sub-block of 7 pixels. With this scheme, we
have MSDR2 = log2(1+ 3 · 14+ 32 · 13 · 14/2) =
log2862 = 9 as the theoretical limit of the number
of bits which can be hidden in each 14-block. Here,
we gain 8 hidden bits, smaller than the limit one bit. A
question arisen naturally: whether or not there exists a
hiding scheme (2,14,9).
(iii) In application, to prevent from brute-force attacks, it
is dangerous if we use only one binary key vector of
7 values. Instead of this, we can use a long binary of
7× 20 = 140 bits and use this as 20 binary key vectors
of 7 bits: Ki = (ki1, ki2, . . . , ki7)with i = 1, 2, . . . , 20
and use consecutively these to assign with consecutive
7 blocks of pixels of a given image G.
Example 2 Let F = (p1, . . . , p7) with p1 = 12, p2 =
8, p3 = 0, p4 = 25, p5 = 84, p6 = 255, p7 = 45, K =
(0, 1, 1, 0, 0, 1, 0) is the binary vector key assigned with
F . In the hiding phase, VF = (v1, . . . , v7) with v1 =
0, v2 = 0, v3 = 0, v4 = 1, v5 = 0, v6 = 1, v7 = 1. Then,
T = VF ⊕ K = (0, 1, 1, 1, 0, 0, 1) and m = S[VF , T ] =
⊕1≤i≤N i · ti = 2 ⊕ 3 ⊕ 4 ⊕ 7 or in binary presentation
m = 010⊕ 011⊕ 100⊕111 = 010; x = (12/2+8/2+
0/2 + 25/2 + 84/2 + 255/2 + 45/2) mod 2 =
(6+4+0+12+42+127+22) mod 2 = 1; Consider some
typical cases of c - the 4-bit string needed to embed into F :
(a) c = 1010: in hiding phase, d4 = c div 8 = 1; d =
c AN D 111 = 010 = m and x = d4. In this case, F
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is kept intact. In the exacting phase, c = m + x · 8 =
010 + 1000 = 1010 is recovered.
(b) c = 1001: then d4 = 1 = x and d = 001 = m,
set u = d ⊕ m = 011 = 3 then we need to change
p3 so that its parity property is changed by the step
5.3.1) in hiding phase, we choose pu = p3 = 0 and
then change it to p′3 = 0 + 1 = 1. In the extract-
ing phase, with the new F = (12, 8, 1, 25, 84, 255, 45),
K = (0, 1, 1, 0, 0, 1, 0) and VF = (0, 0, 1, 1, 0, 1, 1),
we get T new = VF ⊕ K = (0, 1, 0, 1, 0, 0, 1) and
therefore m = 010 ⊕ 100 ⊕ 111 = 001 = d; x =
(12/2+8/2+1/2+25/2+84/2+255/2+
45/2) mod 2 = (6 + 4 + 0 + 12 + 42 + 127 +
22) mod 2 = 1 = d4. Then, c = m + x · 8 = 1001
is the recovered value we need.
(c) c = 0010: then d4 = 0 = x and d = 010 =
m, we choose one pixel pk , such as p7 = 45 and
change p7 to p7 − 2 = 43, by the step 5.2.2) in hid-
ing phase. In the extracting phase, with the newF =
(12, 8, 0, 25, 84, 255, 43), VF = (0, 0, 0, 1, 0, 1, 1), we
get T new = VF ⊕ K = (0, 1, 1, 1, 0, 0, 1) and there-
fore m = 010 ⊕ 011 ⊕ 100 ⊕ 111 = 010 = d;
x = (12/2 + 8/2 + 1/2 + 25/2 + 84/2 +
255/2 + 43/2) mod 2 = (6 + 4 + 0 + 12 + 42 +
127+21) mod 2 = 0 = d4. Then, c = m+x ·8 = 0010
is the recovered value we need.
(d) c = 0100: then d4 = 0 = x and d = 100 = m,
set u = d ⊕ m = 110 = 6, we need to change
p6 = 255 by 255 − 3 = 252 so that its parity property
is changed by the steps) in hiding phase. In the extract-
ing phase, with the new F = (12, 8, 0, 25, 84, 252, 45),
VF = (0, 0, 0, 1, 0, 0, 1), we get T new = VF ⊕ K =
(0, 1, 1, 1, 0, 1, 1) and therefore m = 010 ⊕ 011 ⊕
100 ⊕ 110 ⊕ 111 = 100 = d; x = (12/2 + 8/2 +
1/2 + 25/2 + 84/2 + 253/2 + 45/2) mod 2
= (6+4+0+12+42+126+22)mod 2 = 0 = d4. Then,
c = m + x · 8 = 0100 is the recovered value we need.
4 Searching in hidden text with fuzzy automata
approach
In this section, we present an application of the hiding
scheme (2,14,8) for searching patterns in embedded text in
stego-images of 256 gray levels. In some special cases or
applications, one need to verify whether secret string or not,
without revealing extracted hidden text in the images.
In Sect. 4.1, we recall one of our approach to application of
finite automata technique in text searching area. In Sect. 4.2,
we explain the way to apply automata technique to assign an
algorithm for searching hidden texts in stego-images without
revealing extracted texts in caches in insecurity environ-
ments.
4.1 Searching text with finite automata by fuzzy
approach
Applications of finite automata and fuzzy automata have been
given in the literature by many authors. Some of them can
be seen in [15] for finite automata and [16–18] for fuzzy
automata and fuzzy languages. In pattern matching problem,
there are well-known algorithms: KMP and BM, where for
given pattern text P and tagged text S, one reads the text S
from left to right to verify and calculate the time that P is
appeared in S. In KMP one, each letter S[i] of S is read in
each step, i = 1, . . . , n and using this letter the automaton
AP assigned with P takes at least one state transition. The
number of letters used inKMPalgorithm is exactn, the length
of S.
In BM algorithm, some time we can bypass some letters
and therefore in real applications, BM algorithm runs faster
than KMP (about 1, 7 in speed by our experiment results).
For hidden text searching problem, we use the hiding scheme
(2,14,8), for a stego-image G of 256 gray levels where this
hidden text S is embedded. After getting step by step each
letter S[i] from each 14-block of pixels from G, one let-
ter in each time, S[i] is presented as a byte (8 bits), one
immediately permute S[i] to S[i]′ = f (S[i]) by a random
permutation f and use this letter S[i] for a suited automaton
so that after reading n letters S[i]′, i = 1, . . . , n, one can
obtain the number of appearances of P in S, without saving
any letter S[i] in caches where unknown attackers are waiting
for.
To obtain such an automaton, say AP , at first we explain
the principle to the actions of this AP by a fuzzy approach
via a concrete example for P , S, at first in transitional case,
and then show the structure of A′P which is built from AP by
taking a secret permutation in detail.
For example, P = abaca, S = gbaabacabacabha. We
assign a finite automaton AP , each time AP reads one let-
ter S[i], i = 1, 2, . . . , 15 and taking one state transition, at
the same time it updates the fuzziness of appearance of the
pattern text P in S. The fuzziness of appearance of P in S
at the point S[i] can be considered as the longest prefix of P
appeared from S[i] by backwards direction to S[1] and they
are shown in the Table 1, they ranged from 0 to 5 = |P| (the
length of P), here we need not normalize the fuzziness to
[0; 1] since taking this calculation implies that the speed of
the matching process has to slow down.
In Table 1, at each time i, i = 1, . . . , n, if the automaton
gains the fuzziness as 5, thismeans that at this point P appears
in S one more time.
Toobtain the automaton AP , we show its structure inFig. 1
and its state transitions in Table 2. For general case of P and
S, the AP can be obtained by automata technique in some
similar way [15] to get automata for KMP algorithm, which
we ignore for the restriction of our framework (Fig. 2).
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Table 1 Fuzziness of P at each
time i
i 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
S[i] g b a a b a c a b a c a b h a
Fuzziness of P 0 0 1 1 2 3 4 5 2 3 4 5 2 0 1
Fig. 1 Structure of AP to
calculate fuzziness of P in
matching process where #
stands for any letter not in P
Table 2 Transition law of the
automaton Ap where # stands
for any letter not in P
State Read letter
a b c c
0 1 0 0 0
1 1 2 0 0
2 3 0 0 0
3 2 0 4 0
4 5 2 0 0
5 1 2 0 0
4.2 Searching in hidden text embedded in stego-images
In this section, we use the above example to explain our idea,
which is easy to generalize after and give a direct algorithm
for matching in hidden texts. Suppose that after obtaining
P = abaca − a pattern text as the input, we generate ran-
domly a permutation f to permute letters in the alphabet of
texts. Suppose f (a) = g, f (b) = d, f (c) = u.. then we can
reconstruct the A′P from AP by applying f to transition in
AP . The A′P is given by Fig. 3.
Using this automaton A′P , each time we extract a letter
S[i] from the stego-image G, by immediately taking S′[i] =
f (S[i]), one by one we get the encoded letters of the form
#d g g d g u g d g u g d# g which are processed via the A′P
with the fuzziness of P given by exact steps as in Table 3.
Hence, the number of appearances of P in S is also calculated
exactly as before.
Let us remark that each time a letter S[i] is read, only
the letter S′[i] is saved in a memory variable which is
always changed in each step, and each time reading a let-
ter, the automaton A′P takes only one state transition, not
the same KMP one, therefore the speed of the whole match-
ing process is faster than the KMP one, in case we do not
care of extracting operations but only matching operations.
In the comparative results between our algorithm with the
KMP one, to obtain the runtime of matching phase for our
method, we need to save S′[1] · · · S′[n] in a string buffer
first and then calculate the runtime of the whole match-
ing process. The experimental results show that the runtime
is the same as the runtime of the BM algorithm, and they
run faster than the KMP one with the ratio of about 1/7 in
speed.
5 Experimental results
We proposed the (1,7,4) scheme for data hiding. To prove our
proposed scheme is correct, we performed an experiment
to verify that it ensures the hidden image can be restored.
In addition, our method is feasible for making good-quality
stego-images from the original grayscale image. Thus, our
proposed scheme has an ability to resist histogram detection
algorithm from attackers. According to data hiding schemes,
some schemes have many flipping LSB to conceal secret
bits, the other have a few flipping to conceal the same
bits.
Fridrich and her group presented a steganalytic method
that does detect images with F5 content. They estimated the
cover-image histogram from the stego-image and compared
statistics from the estimated histogram against the actual
histogram. As a result, they found it possible to get a modi-
fication rate β that indicates if F5 modified an image.
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Fig. 2 Automaton A′P after
taking permutation on labels of
AP
Fig. 3 Original image for
experiments
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Table 3 Fuzziness of P at each
time I using automaton A′p
i 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
S[i] # d g g d g u g d g u G d # g
Fuzziness of P 0 0 1 1 2 3 4 5 2 3 4 5 2 0 1
Fig. 4 The setgo-image after hiding data by scheme (2,14,8)
To carry out our experiment, 512× 512 grayscale images
were used as cover images. Fig. 3 shows cover images for
experiment to verify our proposed scheme. In our experi-
ments, the qualities of the stego-images are measured by
the peak-signal-to-noise ratio (PSNR) [9]. The PSNR is
the most popular criterion for measuring distortion between
the original image and shadow images. It is defined as
follows:




where MSE is the mean square error between the original









(xi j − x ′i j )2 (2)
The symbols xi j and x ′i j represent the pixel values of the orig-
inal grayscale image and the stego-image at position (i, j),
respectively; M and N are thewidth and height of the original
image, respectively.
p = |δ|
m × n (bpp) (3)
In Eq. (3), p denotes bits-per-pixel (bpp) where m and n are
the width and height of the original image, respectively, and
Eq. (3) is an embedding payload.
Our experiment compares how many secret bits can be
carried by a cover pixel. δ is the number of bits of a secret
message δ. There is a tradeoff between a payload and quality
of an image. To increase the embedding rate, it is too obvious
to require a sacrifice of image quality. We apply the hiding
scheme (2,14,8) for 256 gray level image “Lena” 512× 512
pixels. In Figs. 3 and 4, the original and setgo-images “Lena”
are shown. After experiment of (2,14,8) scheme, PSNR is
56.066 dB and embedded bytes are 18,720 bytes. As a result,
the hidden ratio is about 1/14, so our proposed (2,14,8)
scheme proved that it is very strong to resist detection from
stego images.
Table 4 Payloads for scheme
and improving scheme (1,7,4)
Images Matrix coding [21] Hamming+1 [10] (1,7,4) scheme
(Proposed)
PSNR p PSNR p PSNR p
Baboon 56.44 0.43 53.71 0.499 50.87 0.57
Barbara 54.65 0.43 48.60 0.499 50.48 0.57
Boats 54.75 0.43 49.37 0.499 50.51 0.57
Goldhill 57.02 0.43 53.73 0.499 50.49 0.57
Airplane 55.84 0.43 51.61 0.499 50.48 0.57
Lena 56.05 0.43 52.43 0.499 50.91 0.57
Pepper 54.01 0.43 47.26 0.499 50.50 0.57
Tiffany 53.98 0.43 47.46 0.499 50.53 0.57
Zelda 56.40 0.43 54.04 0.499 50.47 0.57
Average 56.44 0.43 50.91 0.499 50.58 0.57
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Table 4 shows the visual quality of the stego-images cre-
ated by the matrix encoding, “Hamming+1”, and “(1,7,4)
scheme”. Our proposed “(1,7,4) scheme” shows 0.57 bpp
with a good visual quality (i.e., the PSNR value is higher
than 50.58 dB). From Table 4, for the visual quality factor,
the “(1,7,4) scheme” shows a higher visual quality outcome.
For embedding payload comparison, the proposed “(1,7,4)
scheme” as a high embedding payload outcome. In this
experiment, we verified that “(1,7,4) scheme” is worth the
steganography method, because our scheme shows reason-
able embedding rate and quality as a data hiding scheme.
As the PSNR of our scheme is over 50.58 dB, it is not eas-
ily detectable by attackers. Therefore, our scheme is highly
suitable for various fields of steganography.
6 Conclusion
In this paper, in the first problem of hiding secret data in
image, from a hiding scheme (1,7,3) built on Z2-module,
we extend to a new good hiding scheme (1,7,4) for 8-bit
grayscale images which permits us to reach the theoreti-
cal limit MSDR1 and one can use it in real applications.
Directly, a hiding scheme (2,14,8) for 8-bit grayscale images
is obtained. This scheme is suited to solve the second problem
for searching pattern text in hidden text which is embedded
in an 8-bit grayscale image. The matching method is based
on automata technique with fuzzy approach which permits
us to establish a matching text algorithm in practical hav-
ing the runtime approximated to the runtime of well-known
BM-matching text algorithm.
An interesting question is remained open: whether there
exists a hiding scheme (2,14,9) for 8-bit grayscale images in
which the differences of changed gray values to the original
ones do not exceed 3.
Acknowledgments This research was supported by Basic Science
Research Program Through the National Research Foundation of
Korea (NRF) by the Ministry of Education, Science and Technology
(20120192). We are grateful to Dr. Phan Trung Huy for supporting this
research. He was a good researcher and best professor at HUST.
OpenAccess This article is distributed under the terms of theCreative
Commons Attribution 4.0 International License (http://creativecomm
ons.org/licenses/by/4.0/), which permits unrestricted use, distribution,
and reproduction in any medium, provided you give appropriate credit
to the original author(s) and the source, provide a link to the Creative
Commons license, and indicate if changes were made.
References
1. Anderson, R.J., Petitcolas, F.A.P.: On the limits of steganography.
IEEE J. Sel. Areas Commun. 16(4), 474–481 (1998)
2. Kim, C., Yang, C.-N.: Watermark with DSA signature using pre-
dictive coding. Multimed. Tools Appl. 1–15 (2013). doi:10.1007/
s11042-013-1667-6
3. Machado, R.: EzStego. http://www.stego.com
4. Fridrich, J.: A new steganographic method for palette-based
images. In: Proceedings of the Conference on Image Processing.
Image Quality and Image Capture Systems (PICS-99), Savannah,
Georgia, USA, 25–28 April 1999, 285–289
5. Westfield, A., Pfitzmann, A.: Attacks on steganographic systems
breaking the steganography utilities EzStego, Jsteg, Steganos and
S-Tools and some lessons learned. Third International Workshop,
IH’99 Dresden Germany, Computer. Science. 1768, 61–76 (1999)
6. Kawaguchi, E., Eason, R.: Principle and applications of BPCS-
Steganography. In: Proceedings ofSPIE3528,MultimediaSystems
and Applications, 464. 3528, (1998)
7. Mielikainen, J.: LSBmatching revisited. IEEESignal Process. Lett.
13(5), 285–287 (2006)
8. Zhang, X., Wang, S.: Efficient steganographic embedding by
exploiting modification direction. IEEE Commun. Lett. 10(11),
781–783 (2006)
9. Kim,C.: Data hiding by an improved exploitingmodification direc-
tion. Multimed. Tools Appl. 69(3), 569–584 (2014)
10. Chang, C.C., Kieu, T.D., Chou, Y.C.: A high payload stegano-
graphic scheme based on (7, 4) Hamming code for digital images.
International Symposium on Electronic Commerce and Security,
16–21 (2008)
11. Zhang, W., Wang, S., Zhang, X.: Improving hiding efficiency of
covering codes for applications in steganography. IEEE Commun.
Lett. 11(8), 680–682 (2007)
12. Huy, P.T., Thanh, N.H.: On the maximality of secret data ratio in
CPTE schemes. Lect. Notes Comput. Sci. 6591, 88–99 (2011)
13. Huy, P.T., Thanh, N.H., Kim, C.: Relationship between correcting
code and module technique in hiding secret data. Netw. Parallel
Comput. Lect. Notes Comput. Sci. 7513, 297–307 (2012)
14. Huy, P.T., Kim, C., Anh, L.T., Hoa, L.Q., Yang, C.N.: Data hid-
ing based on palette images using weak bases of Z2-modules. In:
Grid and Pervasive Computing (GPC). Lecture Notes in Computer
Science, 7861, 649–658 (2013)
15. Knuth, D.E., Morris, J.H., Pratt, V.R.: Fast pattern matching in
strings. SIAM J. Comput. 6(2), 323–350 (1977)
16. Lee, E.T.: Application of fuzzy languages to pattern recognition.
Kybernetes. 6(3), 167–173 (1977)
17. Mordeson, J.N., Malik, D.S.: Fuzzy Automata and Lan-
guages: Theory and Application. Chapman and Hall/CRC (2002)
(ISBN:978-1584882251)
18. Peter, R.J.: A bibliography on fuzzy automata, grammars and lan-
guages. Int. J. Comput. Math. INF-95-46, 1–10 (1995)
19. Tseng, Y.-C., Chen, Y.-Y., Pan, H.-K.: A secure data hiding scheme
for binary images. IEEE Trans. Commun. 50(80), 1227–1231
(2002)
20. Westfeld, A.: High capacity despite better steganalysis (F5-A
Steganographic Algorithm). Information Hiding, 4th International
Workshop, Lecture Notes Computer. Science. 2137, 289–302
(2001)
21. Westfeld, A.: F5: a steganographic algorithm. In: Proceedings
of 4th International Workshop Information Hiding 2001, Lecture
Notes in Computer Science, 2137(1), 289–302 (2001)
123
