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We present an equation of motion coupled cluster approach for calculating and understanding intrinsic inelastic losses
in core level x-ray absorption spectra (XAS). The method is based on a factorization of the transition amplitude in the
time-domain, which leads to a convolution of an effective one-body spectrum and the core-hole spectral function. The
spectral function characterizes these losses in terms of shake-up excitations and satellites, and is calculated using a
cumulant representation of the core-hole Green’s function that includes non-linear corrections. The one-body spectrum
also includes orthogonality corrections that enhance the XAS at the edge.
I. INTRODUCTION
Calculations of x-ray absorption spectra (XAS) µ(ω) from
a deep core level of a many-electron system typically begin
with Fermi’s golden rule
µ(ω) =∑
F
|〈Ψ|D|ΨF〉|2δ (EF −E0− h¯ω), (1)
where |Ψ〉 is the ground state with energy E0, D = Σidi is
the (dipole) interaction with the x-ray field of frequency ω ,
and the sum is over the eigenstates |ΨF〉 of the many-body
Hamiltonian H with energies EF . While full calculations are
generally intractable, the problem can be simplified in vari-
ous ways. For example, in the determinantal ∆SCF approach,
where the initial and final many-body states are restricted to
single-Slater determinants, the final states can be classified
in terms of successive single-, double-, and higher n-tuple
excitations.1,2 Alternatively with Green’s function methods,
the summation over final states is implicit.3–5 For molecular
systems, for example, coupled-cluster (CC) Green’s function
approaches have been developed both in energy-space,6,7 and
in real time.8–17 While these developments generally focus
on accurate calculations, relatively less attention has been de-
voted to the analysis and understanding of many-body effects
in the spectra.
Our aim here is to to address this shortcoming. To this end
we introduce a real-time equation of motion coupled-cluster
(EOM-CC) approach together with a cumulant representation
of the core-hole Green’s function. Cumulant techniques have
been used increasingly to understand correlation effects and
exited states.18,19 The approach provides an efficient method
for calculations of inelastic losses which simplifies their anal-
ysis and can be systematically improved. A key step in our
approach is a factorization of the XAS transition amplitude
µ(t) = 〈Ψ|D(0)D(t)|Ψ〉= L(t)Gc(t) (2)
into an effective one-body transition amplitude L(t) and the
core-hole Green’s function Gc(t). This strategy is similar
to that in the time-correlation approach of Nozieres and de
Dominicis20 and Nozieres and Combescot (NC),21 for the
edge-singularity problem. As a consequence the XAS is given
by a convolution of a one-electron cross-section µ1(ω) and the
core-hole spectral function Ac(ω) obtained from the Fourier
transforms of L(t) and Gc(t) respectively,
µ(ω) =
∫
dω ′µ1(ω−ω ′)Ac(ω ′). (3)
The intrinsic inelastic losses due to the sudden creation of
the core hole lead to shake-up effects characterized by satel-
lite structure in the spectral function Ac(ω), and are directly
related to x-ray photoemission spectra (XPS). The one-body
spectrum µ1(ω) accounts for edge-enhancement orthogonal-
ity corrections, analogous to the prediction of Mahan.22 How-
ever, the present approach ignores extrinsic losses and inter-
ference which may likely decrease these effects.
In the remainder of this paper Sec. II describes the EOM-
CC approach and Sec. III the application to XAS. Finally,
Secs. IV and V present prototypical results for a diatomic
system and a brief summary, respectively.
II. EOM-CC THEORY
Intrinsic inelastic losses in XAS are implicit in the core-
hole Green’s function Gc(t)
Gc(t) =−i〈Ψc|ei(H−E0)t |Ψc〉θ(t). (4)
Here |Ψc〉 = cc|Ψ〉 is the state of the system at t = 0+ with
a core-hole in a deep level |c〉. H is the many-body Hamilto-
nian in the Hartree-Fock approximation, and E0 is the ground
state energy. Our approach for calculating Gc(t) is based on
the EOM-CC ansatz introduced by Schönhammer and Gun-
narsson (SG),23 where |Ψ〉 and |Ψc〉 are taken to be single
Slater determinants. The evolution of |Ψc(t)〉 is done by trans-
forming to an initial value problem, and propagating accord-
ing to the Schrodinger EOM i∂ |Ψc(t)〉/∂ t =H|Ψc(t)〉, where
|Ψc(0)〉 = cc|Ψ〉. The time-evolved state |Ψc(t)〉 can be de-
fined for any t according to a CC ansatz
|Ψc(t)〉 ≡ Nc(t)eTc(t)|Ψc〉. (5)
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For a non-interacting Hamiltonian, the CC ansatz for single-
excitations is justified by the Thouless theorem.24 Here Nc(t)
is a normalization factor and the time-dependent CC opera-
tor Tc(t) is defined in terms of single, double, etc., excitation
creation operators a†n, i.e.,
Tc(t) =∑
n
tn(t)a†n. (6)
For example, for the singles n = (i,a) and a†n = c
†
aci; for the
doubles n = i, j,a,b and a†n = c
†
ac
†
bc jci; etc. Following the CC
convention, the indices i, j refer to occupied, and a,b, . . . to
unoccupied levels of the independent particle ground state.
Next by applying the Schrodinger EOM, left multiplying
by e−Tc(t), and dividing by N(t) yields the coupled EOM[
i∂ lnN(t)
∂ t
+
i∂ Tc(t)
∂ t
]
|Ψc〉= H¯(t)|Ψc〉, (7)
where H¯(t) = e−Tc(t)H(t)eTc(t) is the similarity transformed
Hamiltonian. On applying successive commutation relations,
the expansion of H¯(t) terminates after two (four) terms for
single-particle (two-particle) operators. Then left multiplying
by 〈Ψ| or 〈n|= 〈Ψ|an separates the EOM as
i∂ lnNc(t)/∂ t = 〈Ψc|H¯(t)|Ψc〉, (8)
i∂ tn(t)/∂ t = 〈n|H¯(t)|Ψc〉. (9)
As a result the core-hole Green’s function is given by the time-
dependent normalization factor
Gc(t)=−iNc(t)〈Ψc|eTc(t)|Ψc〉e−iE0tθ(t)=−iNc(t)e−iE0tθ(t).
(10)
Moreover, Eq. (8) implies that Nc(t) is a pure exponential, so
that Gc(t) has a cumulant representation Gc(t) = G0c(t)e
C(t),
where G0c(t) =−ie−iεctθ(t), and
C(t) =−i
∫ t
0
dt ′ 〈Ψc|(H¯(t ′)−E ′0)|Ψc〉, (11)
where E ′0 = E0− εc. C(t) can also be represented in Landau
form,25 which simplifies the interpretation,
C(t) =
∫
dω
β (ω)
ω2
[eiωt − iωt−1], (12)
β (ω) =
1
pi
Re
∫ ∞
0
dt e−iωt
d
dt
〈Ψc|H¯(t)|Ψc〉. (13)
The cumulant kernel β (ω) accounts for the transfer of oscil-
lator strength from the main peak to excitations at frequencies
ω , and the initial conditions C(0) = C′(0) = 0 guarantee its
normalization and an invariant centroid. Next we evaluate the
cumulant in Eq. (11). Our calculations are based on an ap-
proximate Hartree-Fock Hamiltonian for core-level XAS that
assumes a single core-level localized at an atomic site,26
H = εcc†ccc+∑
p
εpc†pcp+∑
pq
vccpqccc
†
cc
†
pcq. (14)
Here εp are eigenstates of the initial state one particle hamil-
tonian h= Σpεpc†pcp and h′ = h+v is that for the final state in
the presence of a core-hole potential v, and c†p and cp are elec-
tron creation and annihilation operators, respectively. In or-
der to illustrate the approach here we restrict the CC operator
Tc(t) to single-excitations Tc(t) = Σa,itai(t)c†aci. On applying
the comutation relations for [H,T ] with Fermion anticommu-
tation properties, one obtains
〈Ψc|(H¯(t)−E ′0)|Ψc〉=∑
ia
viatai(t). (15)
From Eq. (9), the coefficients tai(t) obey a first order non-
linear differential equation23
i
∂ tai
∂ t
= 〈ai|H¯(t)|Ψc〉= vai+∑
b
vabtbi(t)
−∑
j
ta j(t)v ji−∑
b j
ta j(t)v jbtbi(t). (16)
This expression can be interpreted perturbatively as a suc-
cession of first order, second order, and third order terms in
the off-diagonal matrix elements of h′. The leading term in
the cumulant viat1ia(t) corresponds to linear response, and is
second-order in the core-hole potential v. The leading ampli-
tude t1ia(t) can be evaluated analytically to first order, yielding
t1ia(t) = i(vai/ωai)[eiωait − 1], where ωai = εa− εi. Inserting
this result into Eq. (11), we obtain an expression for C(t) valid
to second order in v,
β (ω) =∑
ia
|via|2δ (ω−ωia). (17)
Higher order terms can be calculated systematically and yield
non-linear (NL) corrections to the cumulant.27,28 For exam-
ple, the third order term can be obtained by inserting the 2nd
order result above for t1 above, and so on. For comparison we
note that the core-hole spectral function can also be obtained
from a determinantal approach where Gc(t) = detui j(t), i, j =
1,2 · · ·N, and ui j(t) = 〈φi|φ j(t)〉e−iεit = 〈i|ei(h′−εi)t | j〉 are
time-dependent overlap integrals.21
III. X-RAY SPECTRA
The contribution to the XAS from a deep core level |c〉 is
obtained using the time-correlation function with the factor-
ization µ(t) = L(t)Gc(t) in Eq. (2). The core-hole Green’s
function Gc is obtained from Eq. (10-13). Calculations of L(t)
can be done in various ways. One is based on coupled EOM
or equivalent integral equations.26,29,30 Another uses the time-
evolution of one particle states,21 with the overlap integrals
ui j(t) defined above. Here we use a strategy similar to that of
NC, except for the replacement of the sums over k with those
for the complete set of eigenstates κ of h′. Thus, defining the
interaction operator for core transitions as D = ΣκMcκc†κcc,
where Mcκ = 〈c|d|κ〉, the one-body transition amplitude be-
comes
L(t) = ∑
κ,κ ′
M∗cκMcκ ′Lκ,κ ′(t), (18)
Lκ,κ ′(t) = e
iεκ t [uκ,κ ′(t)−
occ
∑
i j
uκi(t)u−1i j (t)u jκ ′(t)]. (19)
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The contribution to Lκ,κ ′(t) from the first term on the right
of Eq. (19) leads to the independent particle transition am-
plitude calculated in the presence of a core-hole L0(t) =
Σκ |Mcκ |2 exp(iεκ t), and is consistent with the final-state
rule.31 The diagonal contributions κ = κ ′ of the second term
in (19) contains the analog of a theta function θ(kF − k) that
suppresses transitions to the occupied subspace κ < kF . The
off-diagonal contributions to Lκ,κ ′(t) are dominated by κ (or
κ ′) > kF and κ ′ (or κ) < kF , respectively. The net result can
be approximated by the compact expression
L(t)≈∑
κ
|M˜cκ |2eiεκ t , (20)
which is equivalent to that derived by Friedel,32 and preserves
the XAS sum-rule
∫
dωµ(ω) = L(0). Here M˜cκ = 〈c|dP¯|κ〉,
where P¯ = 1− ΣNi=1|i〉〈i| is the projection operator onto the
unoccupied valence levels of the ground state. This approxi-
mation greatly simplifies the calculation of the XAS, and we
have verified that it agrees well with that using Eq. (19). The
additional terms −Σi〈c|d|i〉〈i|κ〉 from P¯ are called replace-
ment transitions. Physically, they serve to cancel transitions
to the occupied levels of the initial system. To first order in
perturbation theory the overlap 〈i|κ〉 ≈ −vik/ωik is negative
for an attractive core-hole potential and κ > i. Thus they yield
an intrinsic edge enhancement factor (1+ χκ) for each level
κ in the XAS where χκ ≈ −2ΣNi=1(Mci/Mcκ)〈i|κ〉. While
non-singular in molecular systems, this edge-enhancement ef-
fect leads to the Mahan power-law singularity in metals22
µ1 ∼ |(ε − εF)/εF |−2δl/pi . Finally the XAS in Eq. (3) is ob-
tained by convolving µ1(ω) with Ac(ω). For convenience we
have shifted both µ1(ω) and Ac(ω) by the core level energy
εc, i.e. with ω = ε− εc, so that in the absence of interactions
µ1(ω) agrees with the independent particle XAS. Formally
the spectral function represents the spectrum of shake-up ex-
citations
Ac(ε− εc) =∑
n
|Sn|2δ (ε+ εn), (21)
where Sn = 〈Ψc|Ψ′n〉 is an N − 1 body overlap integral and
εn = E ′n − E0 is the net shake-up energy. The behavior of
Ac(ω) leads to a significant reduction in the magnitude of the
XAS near the edge. In metals it leads to an Anderson power-
law singularity20 [(ε − εF)/εF)]α . This effect is opposite in
sign, and thus competes with the enhancement from µ1(ω).
IV. CALCULATIONS
As an example, we present calculations for a simple di-
atomic molecule MgO with bond distance 1.749Å.33 We use
the cc-pVDZ basis set,34 and the parameters and associated
one-particle states are obtained using a single-determinant
Hartree-Fock reference. Results for the cumulant kernel β (ω)
and the spectral function Ac(ω) are shown in Fig. 1. Note that
the peaks in β (ω) correspond to the inelastic losses in the
spectral function, and for MgO are dominated by shake-up
excitations just below the bare core hole energy peak. These
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FIG. 1. Cumulant kernel β (ω) (dashed lines) compared to the the
core spectral function Ac(ω) (full lines) for the MgO molecule plot-
ted vs energy relative to the bare core hole energy εc =−1334.7 eV.
Both Ac(ω) and β (ω) were calculated with either the linear (L) or
non-linear (NL) approximations for C(t); the ∆SCF calculation was
obtained from the relation Gc(t) = detui j(t) (see text). Note that the
non-linear terms introduce a small shift of about -0.5 eV and reduce
the satellite intensities.
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FIG. 2. XAS µ(ω) for MgO from the convolution in Eq. (3)
compared to the effective one-electron XAS L(ε) = µ1(ω); the in-
dependent particle XAS L0(ε) = µ0(ω) from the first term in Eq.
(19), and from the independent electron code StoBe with a half-core-
hole approximation. Also shown is the edge enhancement factor
χ = L(ε)/L0(ε)− 1. All spectra are shown relative to the highest
occupied molecular orbital (HOMO) energy εHOMO =-8.4 eV.
losses correspond to satellites visible in the XPS. Remark-
ably these results show that the non-linear terms in the cu-
mulant are not large, so that the CC expansion converges
rapidly and linear response is a good approximation. Con-
sequently significant improvements in efficiency are possi-
ble with the CC-EOM approach. From the Landau form of
the cumulant, the strength of the main peak is given by the
renormalization constant Z = exp(−a) = 0.85 (0.88) for the
L (NL) cases, consistent with direct integration over the main
peak. Here a =
∫
dω β (ω)/ω2 = 0.16 (0.12) is the net satel-
lite strength. The quantity exp(−a) is also responsible for
the amplitude reduction factor S20 observed in the XAS fine
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structure.35 We have checked that our results for Z agree with
those calculated using the energy-space CC Green’s function
approach.6,7 Calculations of the XAS using the cc-pVDZ ba-
sis set are also shown in Fig. 2. For comparison, we also in-
clude the XAS computed using the half core-hole approach
in StoBe-deMon,36 with a BE88PD86 exchange-correlation
functional37,38 and the same basis set. Note that the StoBe-
deMon results agree well with the independent particle XAS
L0. The corrections to the independent particle XAS in both
L(ε) and Ac(ε) are substantial for MgO, but opposite in sign
and dominated by the edge enhancement factor 1+χ . This ef-
fect can be traced to the magnitude of the core-valence matrix
elements Mci in χκ . Although χ exceeds unity for the bound-
bound peaks near the edge, this is likely an overestimate due to
the neglect of extrinsic and interference effects. On the other
hand, satellite effects in the XAS are only weakly visible, e.g.,
in the extra peaks between about 20 and 35 eV.
V. SUMMARY AND CONCLUSIONS
We have presented a real-time, EOM approach for calcu-
lations of XAS including intrinsic losses, based on the CC
ansatz and a cumulant Green’s function representation of the
core-hole spectral function. Although additional correlation is
possible, for simplicity we have limited our treatment here to
single-determinant wave-functions and the Hartree-Fock ap-
proximation. The cumulant representation facilitates both cal-
culations and the interpretation of intrinsic losses in the spec-
tra. A key step in our approach is a time-domain factoriza-
tion leading to a convolution formula for the XAS in Eq. (2),
in terms of the core-hole spectral function and an effective
one-particle spectrum. These quantities account for inelas-
tic losses due to shake up excitations, and edge enhancement
corrections due to orthogonality, respectively. Though non-
singular in molecular systems, both substantially affect the
XAS amplitude near threshold. While extrinsic losses and in-
terference terms due to the coupling of the photo-electron to
the core-hole are ignored in this treatment, these effects are
opposite in sign and tend to cancel. Remarkably the calcu-
lation of the cumulant converges rapidly, yielding good re-
sults even for the second-order or linear-response approxima-
tion. The nature of the CC-EOM cumulant is analogous to
that encountered in other theoretical treatments, e.g., using the
linked-cluster theorem, field-theoretic methods, or the quasi-
boson approximation.18,20,39 In condensed matter the cumu-
lant kernel β (ω) is directly related to the loss function, and
characterizes excitations such as density fluctuations due to
the suddence appearance of the core-hole.39,40 Many exten-
sions of the methodology introduced here are possible. For
example, the treatment of emission spectra is directly analo-
gous to that for XAS.21 A more extensive treatment including
the extension to higher order CCSD excitations will be pre-
sented elsewhere.41
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