Abstract. Stochastic programming problems arise in many practical situations. In general, the deterministic equivalents of these problems can be very large and may not be solvable directly by general-purpose optimization approaches. For the particular case of two-stage stochastic programs, we consider decomposition approaches akin to a regularized L-shaped method that can handle inexactness in the subproblem solution. From a nonsmooth optimization perspective, these variants amount to applying a proximal bundle method to an oracle that gives inaccurate values for the objective function and a subgradient. Rather than forcing early termination of the subproblems optimization to define inexact oracles, we select a small subset of scenarios for which the subproblem solution is exact, and replace the information for the remaining scenarios by a fast procedure that does not involve solving an optimization problem. The inaccurate oracle information creates inexact cuts in the master program, that are well handled by the recently introduced inexact bundle methods. The proposed approaches are validated by encouraging numerical results on several two-stage stochastic linear programs found in the literature.
Introduction
Solving real-life optimization problems often requires a trade-off between modeling and numerical tractability: the more details are brought into the model, the harder becomes the optimization problem. This is particularly true when modeling uncertainty, a crucial matter for decision makers wanting to hedge risk. When adopting a scenario representation for uncertainty, it is desirable to use as many scenarios as possible, to ensure an accurate representation of the underlying stochastic process. But having many scenarios leads to a combinatorial explosion, especially in the multistage case. For this reason, often a choice has to be made between two bad options: either uncertainty is represented roughly and the optimization problem is solved exactly; or a fine discretization is used for the stochastic process and the optimal solution is coarse.
In this work we focus on decomposition strategies for two-stage stochastic programs yielding a good compromise between accuracy in the uncertainty representation and resolvability. Frequently, one needs to solve large problems with block-diagonal structure, suitable for decomposition techniques such as Dantzig-Wolfe or Benders decomposition, [BGLS06, Ch. 11 .1]. The L-shaped method [SW69] , in particular, can be seen as a Benders decomposition of two-stage stochastic linear programs. To derive our decomposition approach we adopt 1 a nonsmooth optimization point of view and revisit the L-shaped method. In this setting, the L-shaped master program is nothing but one iteration of the cutting-plane method for minimizing a nonsmooth convex function f , obtained by summing the first-stage objective and the recourse functions. Usually, the recourse function is difficult to evaluate, because it involves computing a multidimensional integral, and, hence, many second-stage optimization subproblems need to be solved.
The cutting-plane algorithm, introduced by [Kel60] , [CG59] , defines new iterates on the basis of knowing, for each given point x, the function value f (x) and a subgradient g(x) ∈ ∂f (x). We refer to this knowledge as black-box or oracle information; see [BGLS06, Ch. 9 .3]. Although more reliable than a subgradient algorithm, the cutting-plane method has two known drawbacks. First, it suffers from a tailing-off effect that makes calculations unstable as the iteration process progresses. Second, since there is no theoretical background allowing the removal of cuts, the optimization problem giving a new iterate has more and more constraints and, hence, gets more and more ill-conditioned and difficult to solve. These two handicaps are addressed by bundle methods, [HUL93, vol . II], which can be seen as stabilized variants of the cutting-plane algorithm that remain convergent even after dropping cuts.
The regularized decomposition [Rus86] exploits bundle-method ideas in a stochastic programming setting. Our method differs from the above in one important point: instead of basing iterations in exact cuts, that is, in linearizations of the form f (x k ) + (· − x k ) ⊤ g(x k ), we consider inexact cuts of the form f k
The values f k x and g k x are provided by an inexact oracle, estimating the exact function and subgradient evaluation with an accuracy ǫ > 0, possibly unknown, but bounded. The inexact proximal bundle method introduced in [Kiw06] asymptotically finds points that are ǫ-optimal with a mechanism close to classical bundle methods, except for a noise attenuation step, detecting when the inaccuracy in the cuts becomes too cumbersome.
The interest of using a method capable of handling inexact oracles in stochastic programming lies in the possibility of reducing the time spent in solving the second-stage subproblems that define the recourse function. This feature was already exploited in [ZPR00] for Benders decomposition; but, being a cutting-plane method, the approach exhibits all the drawbacks mentioned above. In addition, the inexact oracle in [ZPR00] is defined by terminating the solution of the subproblems before optimality. A similar strategy was considered in [FS07] in the framework of a "level decomposition". This is a bundle-like method that estimates the recourse function (see (5) below) by clustering scenarios into a smaller group of barycenters. Instead, we define oracles that are inexact because only a (small) subset of subproblems is solved. The missing oracle information is replaced by a fast procedure that does not involve an optimization problem and satisfies natural conditions, given in (8) below, required for convergence of the inexact proximal bundle method.
Inexact oracles have also been explored by the stochastic decomposition methods [HS96] . In [AHS94] inexact subgradient methods are considered, while the regularized stochastic decomposition [HS94] , [Yak94] is a bundle-like algorithm using randomly generated observations to construct cuts. From the perspective considered in this paper, the regularized stochastic decomposition can be interpreted as a "randomized" bundle method using an inexact oracle that randomly selects one scenario for exact subproblem solution. Because randomization is the basis of stochastic decomposition, inexact cuts satisfy statistical estimates that, with probability one, epi-converge to the function f for a subsequence of certain incumbent points.
Although incumbent points are the serious iterates in bundle methods (cf. Section 3 below), our proposal differs from the regularized stochastic decomposition from its very conception. Namely, rather than drawing scenarios from an infinite set, we consider that uncertainty has a large, but finite, support, and study different alternatives to build inexact cuts in a manner that inaccuracy in the solution can be kept controlled. Instead of randomly choosing scenarios for which subproblems will be solved exactly, we select them by means of some proximity criterion that allows us to group similar scenarios in a manner consistent with the convergence assumptions of the inexact bundle method. Since such assumptions are rather mild, many grouping strategies are possible. In Section 4.1, a collinearity selection, specifically tailored for second-stage linear programs, is presented. Another strategy, of scenario selection (related to [DGKR03] ; see also [HR09] , [MPCC09] ), suitable for convex second-stage subproblems, is given in Section 4.2.
The remainder of the paper is organized as follows. Section 2 gives the two-stage stochastic linear programming setting considered throughout and fixes the notation and main assumptions (the approach can be applied to convex two-stage stochastic problems, we take a linear setting for simplicity). Section 3 lays the background of the proximal inexact bundle method used for solving the master program, including convergence results. Section 4, with the inexact oracles, describes the collinearity and scenario selection strategies, as well as their respective ways of replacing the missing oracle information. Section 5 reports some encouraging preliminary numerical results, obtained by running the algorithm on a collection of different stochastic programs found in the literature. The final section contains some concluding remarks.
General Setting
We follow the notation in [SDR09] , mainly Section 2.1 therein, devoted to two-stage stochastic linear programming problems. More precisely, given an m 1 × n 1 matrix A and an m 1 -dimensional vector b, there is a first-stage problem
The expectation in the objective function is taken with respect to the probability distribution of random second-stage data over the optimal values of the second-stage problem (2) Q(x; ξ) = min y∈ℜ n 2 q ⊤ y s.t.
T x + W y = h , y ≥ 0 , depending on given x and on the random data ξ, which is shortened by ξ := (q, T, W, h) ∈ ℜ n ξ .
In the second-stage feasible set, matrices T and W are m 2 × n 1 and m 2 × n 2 , respectively, while h is an m 2 -dimensional vector. The second-stage problem (2) is a linear program, with dual problem given by
The value Q(x; ξ) is finite and can be computed either by solving (2) or (3), if both the primal and dual feasible sets are nonempty. Similarly, the second-level function Q is measurable and, by [SDR09, Prop. 2.1], for any given ξ the convex function Q(·; ξ) is polyhedral if the primal and dual feasible sets (in (2) and (3) respectively) are nonempty. It is also shown in [SDR09, Prop. 2.2] that, for any given x 0 and ξ such that Q(x 0 ; ξ) is finite, the function Q(·; ξ) is subdifferentiable at x 0 , with
is the set of solutions to the dual problem (3). The probability distribution of the random vector ξ can be either continuous or discrete. In the former case a discrete approximation is needed, we suppose that there are finitely many realizations ξ i , each one with probability p i for i = 1, . . . , N . Thus, the expectation in (1) has the expression
Since each scenario ξ i corresponds to some (q i , T i , W i , h i ), the recourse function above is separable along scenarios:
As a result, to compute the expected recourse function Q(x) for a given x ∈ X, it is necessary to solve N linear programs, which may become too time consuming for large N . The expected recourse function Q is convex and has a finite value at a given x if for each i = 1, . . . , N the problems above have nonempty primal and dual feasible sets. As a result, whenever dom Q is nonempty, the function is polyhedral and subdifferentiable, with ∂Q(
Together with (4), a solutionx to (1)-(2) is characterized by the inclusion
where we used the short notation D i (x) = D(x; ξ i ) for the set of dual solutions defined in (4) and where N X (x) is the normal cone of Convex Analysis. As shown by Example 2.5 in [SDR09] , discretizing the support of the random variable ξ into a finite number of scenarios may lead to instability and ill-posedness if the recourse matrix W is random. For this reason, we focus on problems with fixed recourse, i.e., such that for any ξ i , the recourse matrix is fixed: W i = W . In addition, we suppose that the property of relatively complete recourse is satisfied: for all x ∈ X the second-stage feasible sets in (2) are nonempty with probability 1. These properties ensure that, for each x feasible for (1), Q(x; ξ) < +∞ almost everywhere. Furthermore, when W i = W the relatively complete recourse property is equivalent to Q(x; ξ) < +∞ for all ξ defined in its support set Ξ, [SDR09, Section 2.1.3]. If, in addition, each component of the random vector ξ has finite variance, by Proposition 2.7 in [SDR09] , the expected recourse function Q(x) is well defined, proper, convex, lower semicontinuous and Lipschitz continuous on its domain with Q(x) > −∞ for all x ∈ ℜ n 1 .
In view of the above, in order to avoid dealing with feasibility cuts, duality gaps, and/or infinite values, throughout we assume that: Assumption 1.
-the feasible set of the first-stage problem (1) is nonempty; -the two-stage problem (1)-(2) has fixed recourse; -the recourse is relatively complete; and -the random vector ξ = (q, T, h) has finite variance.
The first-stage problem (1) has a nonsmooth convex objective function, and affine constraints. In this setting, an algorithm dealing with noncontinuous derivatives should be applied. This is the subject of the next section.
Inexact bundle methods
Bundle methods are well-known by their robustness and reliability for solving nonsmooth convex problems, on the basis of an oracle that, for each given point x, computes the value of the function and one subgradient. For the case of interest, the nonsmooth objective function in (1) is
Therefore, the oracle computations need solving for each i = 1, . . . , N the linear program in (5) (or its dual problem) to obtain each value function Q i (x) and subgradient −T ⊤ i u i with
the oracle gives the function
Since we are interested in considering a large number of scenarios, the number of terms in the summations above is large and, hence, many linear programs need to be solved. In order to save computational time, for some scenarios one can either solve (5) only approximately (as in [ZPR00] and [FS07] ), or just skip the solution of (5), replacing the missing information by some sound value. From a nonsmooth point of view, these modifications amount to having an inexact evaluation of the function and the subgradient. Essentially, instead of (7), the available information can be inaccurate, in the sense that (8) the oracle gives a function estimate
and where the errors ǫ f ≥ 0 and ǫ g ≥ 0 are unknown, but bounded .
The method in [ZPR00] stops the optimization process solving the linear programs (5) when some accuracy, say ǫ acc , is reached. In this case, f x ≤ f (x), and (8) holds with ǫ f = ǫ acc and ǫ g = 0. This is not the only alternative, we will see in Section 4 different inexact oracles, obtained by exploiting structural properties of problems (5), for which (8) holds with ǫ g > 0.
We now give the main elements of a bundle method capable of handling inaccuracies, introduced in [Kiw06] , for the unconstrained minimization of the function f + i X , where the second term is the indicator function of the set X.
The method generates a sequence of trial points {z k } ⊂ X and uses the information given by an inexact oracle satisfying (8) to build approximate linearizations of the form
and define at iteration k a polyhedral cutting-plane model of f :
The cutting-plane model, together with the serious-point x k , corresponding to some "good" past iterate, is used to define the next trial point:
Since the set X is polyhedral, (10) is a quadratic programming problem, easy to solve. 
Due to the fact f is convex, such behaviour can only come from the oracle inexactness, and the method checks (11) to detect when inaccuracy is becoming cumbersome. In this case, increasing the stepsize t k makes the next trial point get closer to the serious-point x k and, eventually, decreases the value of φ k (z k+1 ). The stepsize is increased until obtaining f k x − φ k (z k+1 ) ≥ 0, after which the iteration proceeds as in a standard bundle method. This procedure is called noise attenuation.
A trial point is declared a serious-point (x k+1 := z k+1 ) when
Otherwise, the iteration is declared null.
The cardinality of sets J k , defining the bundle size, can be kept bounded, as follows. At every iteration, the trial point oracle information enters the bundle: J k+1 ⊃ {k + 1}. In addition, by the optimality condition for (10),
The simplicial multiplier ν k satisfies the relations
and can be used to save storage without impairing convergence. More precisely, indices corresponding to inactive linearizations (ν k j = 0) can be dropped: J k+1 ⊃ {j ∈ J k : ν k j = 0}. Finally, by (9), the aggregate subgradient and the aggregate linearization error
give an optimality estimate:
is an optimality measure.
As a result, when the optimality measure V k is equal to zero, x k can be considered 2ε-optimal. More precisely, if f * := inf X f is the optimal value in (1), then f (
Algorithm 1 (Inexact Bundle Method).
Step 0 (initialization). Select x 1 ∈ X, a stopping tolerance ǫ V ≥ 0, a descent parameter κ ∈ (0, 1), a stepsize bound τ 1 > 0, and a stepsize t 1 ∈ (0, τ 1 ). Set
will denote the iteration of the lth descent step).
Step 1 (trial point finding). Find z k+1 solving (10) and let ν k denote the corresponding optimal simplicial multiplier. Compute V k , v k , and α k .
Step 2 (stopping criterion).
Step 3 (inaccuracy detection).
= k and loop back to step 1; else set τ k+1 = τ k .
Step 4 (oracle call and descent test)
Call the inexact oracle (8) to compute f k+1 z and g k+1 . If the descent test
holds, then declare a descent step: set
Step 6 (stepsize updating and loop). If the step was declared of descent, select t k+1 ∈ [t k , τ k+1 ]. If the step was declared null, either set
. In all cases increase k by 1 and go to Step 1.
The inaccuracy detection inequality v k < −α k at Step 3 implies (11). This can be seen by (12) and (13) together with the definitions of the predicted descent v k .
For Algorithm 1 to be convergent, the boundedness assumption of the oracle inaccuracy is crucial, as shown by the result below.
Lemma 3.1 (Consequences of bounded inaccuracy in the oracle). For an inexact oracle (8) and the definitions above, the following holds:
(i) At each iteration the linearization error is bounded below by the inaccuracy:
(ii) For each iteration k detecting noise at Step 3, the optimality measure satisfies
Proof. To show item (i), first note that, for the current serious-point x k and the iterate z k+1 given by (12),
and, together with (8) and (9), we see that
as desired. To show the second item, notice that each iteration k detecting noise at Step 3 satisfies v k < −α k . Since, by (13), v k ≥ α k , we conclude that α k ≤ 0. Together with (13), (14) and item (i), the result follows.
When the tolerance ǫ V is set to zero, either the algorithm terminates having found an approximate minimizer (because V k = 0), or it loops forever. If at some iteration k an infinite loop occurs between Steps 1-3 to cope with inaccuracy, then x k is already 2ε-optimal. More precisely, since an infinite loop between Steps 1 and 3 drives both τ k and t k to infinity, when ε is bounded, we have that V k → 0 by item (ii) in Lemma 3.1.
The remaining case refers to Algorithm 1 generating infinitely many oracle values f k+1 z , g k+1 in Step 4 (i.e., infinitely many serious and/or null iterates) and it is dealt with by the following result.
If Algorithm 1 generates infinitely many serious and/or null points, then
This convergence result does not show existence of cluster points. When there is a last serious-point followed by infinitely many null-points, the sequence {x k } is finite and, hence, bounded. If there are infinitely many serious-points, one can suppose the feasible set X is bounded to guarantee the existence of cluster points, or that the function f is coercive. For more details on the algorithm, we refer to [Kiw06] , see also [Kiw09] , [ES10] .
Defining inexact oracles
We now consider three different inexact oracles, satisfying (8), devised according to the following strategy:
-By some suitable criterion, a subset of scenarios I lp , with cardinality |I lp |, is selected. For each i ∈ I lp a linear programming problem related to (5) is solved.
-For the N − |I lp | remaining scenarios, the missing oracle information is replaced by a fast procedure satisfying (8), without solving an optimization problem.
Each iteration in Algorithm 1 calls the inexact oracle at Step 4. For this reason, the set I lp above may vary with k. In particular, if |I k lp | → N as k → ∞, the inexact oracle would become asymptotically exact.
4.1. Collinearity selection. Instead of (5), we consider the dual form (3) and denote by u i an optimal solution, recalling that
, for the inexact oracle to provide approximate function and subgradient values, it is enough to define an estimate, say ϑ j , for each dual solution u j that is not computed.
We distinguish two cases, depending on whether the primal cost is fixed (q i = q for all i ≤ N ) or uncertain.
4.1.1. Second-stage linear problem with fixed cost. When the primal cost is deterministic, q i = q, and the feasible sets in (15) are identical for all scenarios. In these circumstances, the oracle for two scenarios i and j will be identical if the corresponding dual cost vectors in (15), h i − T i x and h j − T j x, are collinear. Indeed, whenever the angle between these vectors satisfies
both problems (15), written respectively for i and j, have the same optimal solution:
The inexact oracle proceeds as follows, detecting pairs of vectors that are approximately collinear.
Inexact Oracle 1 (Collinearity strategy, fixed primal cost).
Step 0 (initialization). Let ǫ cos ∈ (0, 1) be a collinearity parameter. For a fixed x, select a nonempty set I lp ⊆ {1, . . . , N } such that i, l ∈ I lp ⇒ cos θ il ≤ 1 − ǫ cos .
Step 1 (exact calculations). Define D LP = ∅. For each i ∈ I lp find u i solving (15) and add u i to D LP .
Step 2 (collinearity detection and estimates). For each j ∈ I lp : compute ϑ j := arg max
Instead of (7), the Inexact Oracle 1 provides the estimates:
To show that the inaccuracy of the Inexact Oracle 1 is bounded, we first give a general bound on the functions estimates, that will be useful in the sequel.
Lemma 4.1. Given the nonempty convex polyhedron Π(q) := {u :
There exists a constant K = K(q, W ) such that, for every basic feasible point v ∈ Π(q), the relations
Proof. The domain of the support function is Π • , the cone polar to Π(0); see for example [SDR09, . For d ∈ Π • , the rightmost inequality trivially holds, because v ∈ Π(q). Let u d ∈ Π(q) be an optimal basic feasible solution, so that
Since both v and u d are basic feasible points, there exist primal feasible bases B v and B u of the convex polyhedron Π(q) such that v = B −1 v q and u d = B −1 u q. Since the set Π(q) is nonempty, there is a finite number of such bases and the result follows.
We now show that the inaccuracy of the Inexact Oracle 1 satisfies (8).
Proposition 4.2. Let (1)-(2) be such that the cost q is fixed for all scenarios and Assumption 1 holds. Suppose that the linear programming solver used in Step 1 of the Inexact Oracle 1 finds basic optimal solutions.
If X is bounded, so is the inaccuracy and the inexact oracle satisfies (8) with ǫ g = 0.
Proof. Let x ∈ X and j ∈ {1, . . . , N }\I lp be given. Since the recourse is relatively complete, the functional value Q j (x) = s q (h j −T j x) is finite. The assumption on the linear programming solver implies that v = ϑ j is a basic feasible point in Π(q). Therefore, letting d = h j − T j x in Lemma 4.1, we have that
The assumption of fixed recourse implies that K = K(W, q) does not depend on j and the finite variance condition in Assumption 1 gives a uniform bound for h j − T j x . Since N is finite and X is bounded, ǫ j ≤ ǫ f for some constant ǫ f . To show that g x ∈ ∂ ǫ f f (x) and that (8) holds with ǫ g = 0, consider problem (15) written with x replaced by z ∈ X, and let u ′ j be an optimal solution of this problem. Since both the recourse and the cost of the second-stage problem are fixed, we obtain that
, as desired. Finally, the algebraic manipulations below
, and the proof is complete.
4.1.2. Second-stage linear problem with uncertain cost. When the vector q is also random, the feasible set in (15) varies with each scenario i. In order to save computational time, no exact calculation is done. Instead, for each i ∈ I lp , we group almost collinear cost vectors h j − T j x in a set J i and consider a common feasible set, defined by replacing q j by the average over the set J i . Since i ∈ J i , we solve a linear programming problem with cost vector h i −T i x over the average set and use the corresponding solution as a proxy for the remaining scenarios in the group.
Inexact Oracle 2 (Collinearity strategy, uncertain primal cost).
Step 0 (initialization). Let ǫ cos ∈ (0, 1) be a collinearity parameter.
For a fixed x, select a set I lp ⊆ {1, . . . , N } such that i, l ∈ I lp ⇒ cos θ il ≤ 1 − ǫ cos .
Step 1 (collinearity grouping). For each i ∈ I lp , set
Step 2 (estimates). For each i ∈ I lp :
For each j ∈ J i , set ϑ j =ū i .
The Inexact Oracle 2 provides the estimates:
When the costs are deterministic (q = q i ), the estimates above for i ∈ I lp are exact and coincide with the solutions computed in
Step 2 of the Inexact Oracle 1. Such is not the case for j ∈ I lp , because there is no search in the set of previously computed vertices D LP . For this reason, even when q = q i , this inexact oracle does not subsume the Inexact Oracle 1. We now show that (8) is satisfied.
Proposition 4.3. Let (1)-(2) satisfy Assumption 1 and suppose the Inexact Oracle 2 is employed. Suppose that the linear programming solver used at
Step 2 of the Inexact Oracle 2 finds basic optimal solutions. If X is bounded, so is the inaccuracy and (8) holds with ǫ f = ǫ g > 0.
Proof. In a manner similar to Lemma 4.1, we bound the difference between the value functions Q j (x) and their estimates. More precisely, letting
, the inaccuracy in the function estimate is given by
Since the recourse is relatively complete, the terms above are all finite. By [MS87, Thm. 2.4], the feasible set of a linear program is Lipschitzian with respect to right hand side perturbations, so there is a constant L(d j , W ) such that
When j ∈ I lp , j ∈ J i , we start by writing
To bound the term ∆ 2 , note that d j ∈ Π • because the recourse is relatively complete, and that u i ∈ Π(q i ) is a vertex, by assumption. As a result, applying Lemma 4.1 together with (16), written with (
By boundedness of X and finiteness of both N and the variance of ξ = (q, T, h), there are uniform bounds L , K, and
, and d j , respectively. Letting M q be a bound for q j −q j and q j −q i , the result follows, by taking
The collinearity strategy presented in this section preserves the initial probability distribution of the uncertainty. This is not the case for the two strategies below, based on scenario selection techniques.
4.2. Scenario selection. We consider two strategies based on the Scenario Optimal Reduction technique developed in [DGKR03] . In one variant, the corresponding inexact oracles are progressively more and more accurate, as the inexact bundle method progresses along iterations.
The Scenario Optimal Reduction (SOR) technique makes use of the Fortet-Mourier distance between two probability measures. These measures correspond, respectively, to all the N scenarios and to the fewer scenarios in the set I lp , for which oracle calculations will be exact. Namely, reducing the size of the scenario tree entails redistributing the initial set of probabilities P := {p i , i = 1, . . . , N } to a reduced set
The best redistribution from P toP is determined by, first, fixing the cardinality desired for I lp , say n lp , and then solving an optimization problem for finding the best set with such cardinality. Using linear programming duality arguments, [DGKR03, Thm. 2] shows that given a pseudonorm d(·, ·) and a set I ⊆ {1, . . . , N }, the Monge-Kantorovich functional
is an upper bound for the distance between P and the new probability measureP : 
As a result, smaller values of c(I) correspond to better sets I. The best set is the one minimizing the function c(·), over all the subsets of {1, . . . , N } with cardinality n lp . But this is a combinatorial (set-covering) problem, so instead we determine I lp by a heuristic method from [HR03, Alg. Inexact Oracle 3 (Scenario selection strategy).
Step 0 (initialization). A point x is given, a well as a working set I w ⊆ {1, . . . , N }, a parameter ǫ mk ≥ 0 (or alternatively n LP ≤ N ), and a pseudo-norm d(·, ·). If I w = ∅, compute the pseudo-distances d jl = d(ξ j , ξ l ), for j, l ∈ {1, . . . , N }. Set z lm = +∞.
Step 1 (fast forward selection). While z lm > ǫ mk (or alternatively |I w | < n LP ):
For each l ∈ I w compute z l = j ∈Iw,j =l
Step 2 (best set determination and exact calculations). Set I lp := I w . For each i ∈ I lp find u i solving (15).
Step 3 (redistribution and new distances)
Compute the new probabilities from (18) written with I therein replaced by I lp .
Since N is finite, the best set I lp is always found after a finite number of inner iterations in Step 1. The Inexact Oracle 3 provides the estimates:
We now show that relation (19) ensures satisfaction of (8) for this oracle. Proof. Let u i be an solution for the problem (3), for ξ = ξ i . Given the Assumption 1, for all x ∈ X and i ∈ I lp the value
, first note that, by definition,
Since W ⊤ u i ≤ q i , from (15) written with x replaced by z, we see that u
Relations (19) written with x = z, implies that the right hand side is bounded above by f (z) + c(I lp ) and the desired relation follows, because f x ≥ f (x) − c(I lp ).
We comment on two alternatives employed in the numerical results. The oracle call enters the inexact bundle method at Step 4 of Algorithm 1 to compute estimates at the point z k+1 . Accordingly, we let the Inexact Oracle 3 parameters vary with the iterate index k. In particular, the stopping tolerance ǫ k+1 mk is kept constant at null-points, and strictly decreases after a serious-point, knowing that ǫ 1 mk is set at the initialization Step 0. As for the working set, we let I 1 w = I 1 lp = ∅ at Step 0 of Algorithm 1 and consider two variants:
(20)
With the variant (20), the cardinality of the working sets and, hence, of I k lp , increases as k → ∞. Since, in addition, ǫ k f = ǫ k g := c(I k lp ) ≤ ǫ k M K strictly decreases at serious-points, when Algorithm 1 makes an infinite number of serious-points, it is asymptotically exact and can be seen as an incremental bundle method, [ES10] . Concerning variant (21), it is sound to let the pseudonorm d(·, ·) incorporate additional information along iterations, as explained below.
Choosing the pseudonorm. The pseudonorm d(ξ i , ξ j ) somehow measures the distance between the scenarios ξ i and ξ j . A first, natural, choice sets d(ξ i , ξ j ) := ξ i − ξ j for some norm · . Another possibility takes d(ξ i , ξ j ) := g(ξ i , ξ j ) ξ i − ξ j , where g is a nonnegative problemdependent function. For instance, in [OSP + 10], g depends on a scaling factor that estimates the ratio between the theoretical and sample variance of scenarios (of certain generalized periodic autoregressive model). With this choice, the variance is not reduced after discarding scenarios, allowing extreme events to be sufficiently represented in the smaller subset I lp .
In our runs, we consider a more general form for d(·, ·), inspired from [MPCC09] , where proximity between scenarios is measured through their impact in the value functions Q(x; ·) from (5). More precisely, in [MPCC09] , the authors use the values Q(x 1 ; ξ i ), i = 1, . . . , N to discard scenarios that appear as "close" (x 1 ∈ X is an initial point chosen carefully, and the scenario selection is done once for starting the optimization process). However, since different scenarios may have the same value function, the function from [MPCC09] is not a pseudonorm, and the theory from [DGKR03] no longer holds. To overcome this handicap, we consider the following modification:
for an estimate Q i of Q(x; ξ i ) with i = 1, . . . , N , and a threshold λ ∈ (0, 1]. When λ = 1, the classical norm ξ i − ξ j is used; when λ < 1, the computation of the values Q i involves the following modification in the Inexact Oracle 3:
Step 0, compute
Step 3' (redistribution and pseudonorm estimates) For each i ∈ I lp compute the new probabilities:
if l ∈ I lp where i ∈ I lp is such that l ∈ J i .
When λ = 0, the Inexact Oracle 3 estimates coincide with those of the Inexact Oracle 1, if the second-stage problems have deterministic cost. However, unlike the Inexact Oracles 1 and 2, the scenario selection strategy above can be applied to convex two-stage stochastic programs (keeping in mind that if λ < 1, when l ∈ I lp , suitable proxies Q l for Q(x; ξ l ) have to be defined).
Numerical assessment
In this section we report some results obtained for different two-stage stochastic linear programing programs. The battery comprises 10 families of problems, with uncertainty dimension ranging from 2 to 200. For each family, 11 instances, corresponding to N = {100, 200, 300, 500, 800, 1000, 1200, 1500, 1800, 2000, 2500} scenarios, were considered to benchmark 5 different solvers. Comparisons are done in terms of accuracy and CPU time, as well as solution quality of primal and dual variables. All the tests were ran using Matlab 7.8.0 (R2009a), on an AMD Athlon II X2 240 computer with 2800 MHz, 2 GB RAM, with Ubuntu OS, using MOSEK's 1 optimization toolbox for Matlab.
Main features of the benchmark.
5.1.1. Solvers. In addition to the inexact bundle method combined with the three inexact oracles in Section 4, we consider a somewhat opposite approach. More precisely, we first select a reduced set of n LP scenarios using the pseudonorm d λ and then solve the resulting optimization problem by applying a cutting-plane or bundle method using exact oracles. The mnemonic for the solvers is: For IBM-d 1 , we applied the rule (20), and for IBM-d λ , we used (21). We sometimes refer to the first two solvers as "static" ones, in opposition to the last three, that are "dynamic", in the sense that they change the considered scenarios along iterations. In particular, note that, even if IBM-cos used a fixed tolerance ǫ cos ∈ (0, 1), the sets I lp would change along iterations, because the values cos θ ij depend on each iterate z k . In order to define the set I lp in our numerical experiments, we employed the following procedure:
Inexact Oracle 1, Step 0
Given z k ∈ X and ǫcos ∈ (0, 1), define I lp := {1 . . . , N } 
END IF END IF END FOR END IF END FOR
For the Inexact Oracle 3, the set I lp was built by applying the SOR procedure given in [DGKR03] , as explained in Step 1 of the Inexact Oracle 3. We refer to [FS07] for more numerical experiments on two-stage stochastic programs, where the level decomposition was applied.
Stopping tolerance and nonsmooth parameters.
Recalling that p k ∈ ℜ n 1 , as proposed in [Kiw09] , both inexact and exact bundle algorithms stop when p k ≤ 5 · 10 −4 √ n 1 and either
For declaring a seriouspoint, we fixed κ = 10 −1 , and the initial prox-parameter was set to t 1 = min{ g 1 −1 , τ 1 }, for τ 1 = 10. The cutting-plane method stops when the difference of the functional value and its model at the current iterate (f (z k+1 ) −f k (z k+1 )) is below the tolerance 10 −5 .
Errors.
For comparing the quality of the ǫ−solutions obtained by the different solvers we use the relative error
, and x ǫ N is the approximate solution found by the solver. To define x * N , we use the equivalent deterministic formulation "EquiDet", or, if the complexity of the problem does not make EquiDet directly solvable, the problem is decomposed and solved by the proximal bundle method, denoted by "EBM". Similarly, CP U % measures the relative decrease in computational time, when compared to the reference time. For this measure, we do not take absolute values, so a negative value for CP U % should be understood as a reduction of CPU time. 
Results for SH10.
The first numerical test is an artificial problem presented in [SH98] with the right-hand side constraint h independently and normally distributed with support Ξ ⊂ ℜ 10 . It is denoted by SH10, and its formulation is presented in [SH98] ; see also [Dea06] for two misprint corrections. Table 1 gives some parameters for the solvers, where n k LP stands for the maximum cardinality allowed for the working sets I w , when applying Fast Forward Selection at Step 1 of the Inexact Oracle 3. 
The optimal values and CPU time (seconds) used for reference for each tested instance are reported in Table 2 . The two rightmost columns in the table contain the number of variables and constraints of the Equivalent Deterministic formulation. Table 2 . Optimal value and CPU time for SH10. Table 3 reports the results of the 5 solvers for the 11 instances. We observe a good quality of the ǫ−solutions with important reductions in CPU time. As expected, as the scenario number N increases, the variant IBM-d λ slows down, due to the complexity of the scenario selection process. Such is not the case of IBM-cos, which remains fast for large N . Table 3 . Solution quality and CPU time for SH10. By solving 20 independent instances, each one with 200 scenarios, and applying the technique presented in [SDR09, Sec. 5.1.2], we computed a lower bound L = 15.12496 (with confidence of 95%) for SH10. To compute an upper bound, we use x ǫ 2500 , a solution obtained with the inexact methods for an instance with N = 2500 scenarios:
2 . Table 4 gives the bounds obtained using x * 2500 (a solution obtained with EBM for an instance with N = 2500 scenarios) and x ǫ 2500 for the different solvers and the bounds obtained using the three different approximate solutions given in [Dea06, Tab. 3]. We observe a good fitness for all solvers, with a slight advantage of the dynamic methods over the static ones. The upper Table 4 . Optimal value bounds for SH10. bounds found with the approximate solutions are very close to the one obtained with x * 2500 . A similar behaviour is observed in Figure 1 with the primal variables. More precisely, Figure  1 shows the 10 components of the first-stage approximate solution, with a confidence interval from [SH98] . Since in some applications the dual second-stage variables are important, due their economical interpretation as shadow prices, we report in Table 5 the corresponding expected values. 5.3. Results for risk averse problems. The introduction of a risk measure akin to the one given in [Sha09] makes the recourse matrix W random, when the second-stage cost q is also random, an interesting feature to test the Inexact Oracle 2. Since in this case the collinearity strategy computes an average feasible set, IBM-cos is expected to perform less well. We consider problem InvestmentRisk, derived from [MR09] , with 200 normally distributed variables (h, q ∈ ℜ 100 ). In order to fit our framework, the risk measure needs to appear only at the second-stage. Accordingly, we replaced the risk measure in [MR09] by the one in [Sha09] . We note that the risk measure makes the recourse matrix W random, somewhat escaping our initial setting (the second item in Assumption 1 is not satisfied).
We also introduced in SH10 the risk measure given in [Sha09] , to create problem SH10Risk (for this problem q is fixed). Except for ǫ cos = 10 −3 , the solvers parameters coincide with those in Table 1 . Tables 6 and 7 report the results obtained for the two problems, with all the solvers. In both cases we observe a good performance in CPU times for IBM-cos, with a slight reduction in accuracy for the family InvestmentRisk. Table 6 . Solution quality and CPU time for InvestmentRisk. As the input data of this routine must be positive, we added the values 1 to the percentage error e%, and 100 to the CPU reduction. Table 7 . Solution quality and CPU time for SH10Risk. In this manner, higher values in the performance profile always indicate a better performance of the solver. In addition to SH10, SH10Risk, and InvestmentRisk, we consider the problems:
-SH31 -based in SH10, multiplying by 10 the standard-deviation, and with each non-zero element of the technology matrix T random, with independent normal distribution with mean T (i, j) and variance (T (i, j)/10) 2 , yielding 31 random variables;
-SH25 -based in SH10. This version considers independent normal costs with mean q (given in [SH98, Sec. 6.3]) and variance q/2, so that there are 25 random variables;
-AirCraft -the aircraft allocation problem in [EW88, with the following modifications: each one of the five components of h (passengers demand) is independently and normally distributed with mean and variance computed using the data given in [EW88] .
-ProductMix -the product mix problem given in [EW88, . It has 10 random variables, T is uniformly distributed and h ∈ ℜ 2 is normally distributed;
-ProjectSchedule -a project scheduling problem also given in [EW88, . The time for completion of each one of 25 projects was modified from [EW88] , considering an integer uniform distribution in the interval [2, 25];
-ExpTerm3 -an expansion thermal power capacity problem based in [BL97, Sec. 1.3], with 10 power plants. The demand for electricity h ∈ ℜ 3 is normally distributed; -ExpTerm23 -based on ExpTerm3, but with random generation costs, yielding 23 random variables.
For each one of the 10 problems above, we solve all 11 instances (corresponding to different scenario numbers) using the parameters given in the Table 8 . The tolerance ǫ cos is problemdependent, with values ranging in the interval [0.0001, 0.2]. Table 9 reports the average (over the 11 instances) in both accuracy and CPU time reduction, obtained for each problem and solver. In this table, the symbol † is used to indicate that Table 8 . Solvers parameters
the second-stage cost q is deterministic for the corresponding family. We note that IBM-cos is the more accurate technique for such problems. Table 9 . Average solution quality and CPU time for the 10 problems (over 11 instances). Table 9 reports the average in the iteration number. Both IBM-d λ and IBM-d 1 exhibit the lowest number of iterations to converge. Table 10 . Average iteration's number for the 10 problems (over 11 instances). We conclude our analysis with performance profiles, given in Figures 2 and 3 . Each line in a performance profile can be understood as a cumulative probability distribution of a resource of interest (accuracy, number of iterations, CPU time). We compared 3 different resources: accuracy, CPU time reduction, and a measure combining accuracy and CPU time, which can be thought of compromise between accuracy and computational work.
In Figure 2 the top left and right graphs give, respectively, the profile for accuracy and CPU time reduction. In terms of accuracy, d λ -EBM and d λ -ECP have identical profiles (the red and pink lines in the top left graph coincide), with IBM-cos being the most accurate solver in 63% of the runs (the highest value at θ = 1). The second best solvers in terms of accuracy are d λ -EBM and d λ -ECP, which can be considered comparable within a factor 1.1 to the most accurate technique, IBM-cos (such factor is given by the abscissa of intersection between the green, red, and pink lines). Nevertheless, since 1 − φ(θ) is the fraction of problems that a solver cannot solve within a factor θ of the best solver, looking at the difference between the red/pink lines and the green line at the abscissa 2 in the top left graph, we see that IBM-cos could not solve 8% of the cases with half the accuracy obtained by either d λ -ECP or d λ -EBM (this percentage roughly corresponds to problems with variable second-stage cost.)
In terms of CPU time, d λ -ECP is systematically slower than d λ -EBM, a known fact in nonsmooth optimization, due to cutting-planes methods suffering from tailing-off phenomena. Since in the top right graph, φ(4) = 0.99 for d λ -ECP, the cutting-plane static solver failed to solve 1% of the problems in less than 4 times the CPU time needed by the fastest solver IBM-d 1 to solve all the problems. As for CPU time reduction, IBM-d 1 (resp. IBM-d λ ) is the fastest solver in 37% (resp. 22%) of the cases, but the left picture shows that IBM-d 1 (resp. IBM-d λ ) was the most accurate solver for 12% (resp. 4.5%) of cases only.
Finally, the bottom graph in Figure 2 shows the combined measure, with weight 0.5 for both accuracy and time reduction. The best solver combining accuracy and speed is IBM-cos, followed by IBM-d 1 . Both ECP-d λ and EBM-d λ are comparable to the best technique, within a factor of 1.2 in about 70-80% of the cases.
In the three graphs in Figure 2 , at the abscissa value equal to 4 all solvers reached a value close to 1. In this sense, if we chose being within a factor of 4 of the best solver as the scope of our interest, then any solver would suffice. But the performance profiles show that the probability that IBM-cos can solve a job within a factor 4 of the most accurate (respectively fastest) solver is about 63% (resp. 40%). In view of these figures, to determine the impact on IBM-cos performances for problems with uncertain second-stage cost (q i ) and variable recourse (W i ), we made a new set of graphs, given in Figure 3 , excluding from the battery the 3 families with variable recourse and/or uncertain second-stage cost: InvestmentRisk, SH25, and ExpTerm23. The situation changes dramatically, with IBM-cos being as accurate as the static solvers, with an impressive advantage in CPU times. This feature is consistent with the fact that, to save computational time, IBM-cos makes no exact calculation for problems with random second-stage cost. On the basis of our numerical experience, the collinearity oracle appears as the best strategy in terms of both accuracy and speed. If CPU time is not a serious concern, the static variant using an exact bundle method could be a good option (keeping in mind that it was systematically slower than the collinearity oracle). If a static variant is to be used, then the method of choice should be the exact bundle method, over the L-shaped (cutting-plane) method. A similar experiment using a level decomposition was presented in [FS07] , for problems with only h random.
We give in Figure 4 the performance profile of number of iterations, noting that the lower is the line, the higher is the number of iterations. We note that IBM-cos gives a similar number For the Inexact Oracle 3, IBM converges in less iterations that IBM-cos because of how accuracy is handled. When the noise attenuation process at Step 3 of the Algorithm 1 is accessed often, the measure V k is driven to zero, triggering an early iteration process with an approximate solution (see comments after Lemma 3.1). Differently from [FS07] , which explicitly controls the oracle inaccuracy, for our inexact bundle method a rough approximation does not necessarily increase the number of iterations. However, a too coarse solution can be produced, as illustrated by Figure 5 .
For testing the impact of the collinearity parameter ǫ cos on the computational effort, Figure  5 reports on results obtained for the IBM-cos with the Inexact Oracle 1, when applied to problem SHRisk for N = 200 scenarios. The problem was solved one hundred times for values of ǫ cos ranging between 0 and 0.1.
For 0 ≤ ǫ cos ≤ 0.025, the CPU time required for solving SHRisk is the highest. This is due the complexity for computing cos θ by the Inexact Oracle 1, and the growth of iterations Our conclusions are parameter-dependent, and should be taken as an indication, rather than as affirmation of superiority of IBM-cos over the other techniques. Clearly, setting n LP = min{0.5N, 200} for IBM-d 1 and IBM-d λ , would increase the accuracy of these techniques. But without doubt, they would also become the slowest ones, because the selection scenario strategy applied at each serious-point of the inexact bundle method would substantially increase the computational effort too.
Concluding remarks
Our new decomposition approach can be considered as a variant of the regularized decomposition [Rus86] that is capable of handling inexact cuts. Inexact cuts can be defined not only by forcing early termination of the subproblems optimization, but also by incorporating scenario selection techniques. This versatility is an important feature of our method, because it makes it possible to fully exploit structural properties of the problem. In particular, incremental methods, with asymptotically vanishing errors for serious iterates, [ES10] , [Kiw09] , could also be employed.
The approach naturally applies to convex two-stage programs, as in [Rus86] , introducing feasibility cuts if the recourse is not relatively complete. Also, extending our work to deal with multi-cuts is straightforward. We note that, contrary to [Rus86] , the stepsize in (12) is allowed to vary along iterations, a crucial matter for computational efficiency.
Finally, somewhat similarly to [ZPR00] , since Benders and Dantzig-Wolfe decompositions are dual to each other, it should be possible to mimic our proposal from a Dantzig-Wolfe perspective.
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