Abstract. The study of CET4 and CET6 is the important part of English learning, and it is helpful for the comprehensive application of English and the work after graduation, so the learning methods of CET4 and CET6 have got more and more attention of teachers and students. This paper was based on double weighted neural network, and it used the new algorithm of continuous speech recognition to construct the model of continuous speech recognition, in this way it can avoid the influence of speech's misidentification on the listening of CET4 and CET6. It was on the basis of fuzzy neural network to put forward the fast learning algorithm of choosing nearest location. This algorithm can improve the learning efficiency, and it is helpful for the study of reading comprehension of CET4 and CET6. Finally this paper put forward the methods of learning CET4 and CET6, and it provided the theoretical basis for the control and decision of CET4 and CET6.
Introduction
The learning of CET4 and CET6 is the significant part of English learning. The listening of CET4 and CET6 is the weak part of many students, and the low scores of listening made them not pass the exams of CET4 and CET6 [1, 2] . Many people think that listening is difficult, therefore they usually give up the opportunity to improve listening [3] . At the same time they want to improve the scores from other aspects, and this is a big misunderstanding. Reading comprehension is really hard to be improved, and the improvement of reading comprehension is not as easy as people's ideas [4, 5] . So this article was based on double weighted neural network, and it used the new algorithm of continuous speech recognition to construct the model of continuous speech recognition, in this way it can avoid the speech's misidentification and improve the achievements of listening of CET4 and CET6 [6] . According to the reading comprehension, this paper was on the basis of fuzzy neural network to put forward the fast learning algorithm of choosing nearest location, and it can improve the learning efficiency of reading comprehension.
Basic structural theory of neural network
A. Artificial neural model Artificial neurons also can be called as neurons, and it is the basic unit of ANN. A neuron has j different inputs, and the number of same output nonlinear units is k. As shown in Figure 1 , netj is the first j neurons, αj is the threshold of the first j neuron, and Bj is the first j neuron output information. A1,…,Ai,…,An are respectively the transferred information from the net1，…neti，…netn to the first j neuron. Cij is the connection weight from neuron neti to netj. Obviously it has the following formula [7] :
The p is the transfer function, and the common transfer functions are:
(1) Threshold type of transfer function [8] Neural network B. Artificial neural structure Neural network model includes single layer and multiple layers, and the earliest neural network models were generally single layer or two layers. The interconnection of every neuron is the single layer; all the neurons have mutual connection and single layer has local interconnection; the neurons in the same layer do not have connection; the neurons between the two layers have interconnection; the output layer and input layer have the feedback connection. In the neural network model, the structure of multilayer neural network is a typical form [10] . As shown in Figure 2 , the weighted input signals of neurons are sent to the activity function through the accumulation to determine neurons' output. The neural network has the ability of learning, at the same time it has the structure of parallel processing. Multilayer model
Control and decision of speech recognition neural network of CET4 and CET6
The basic calculation formula of double weighted neural network is:
B is the output of neuron, and f is the neurons incentive function. j C is threshold value of the neuron, ′ j C is the first j core weights, and s is the method's parameter that can decide the plus or minus of the single item. Final statistical results of recognition system From the Table 1 we can know that the words' error rate of our recognition system finally reaches to 15.38%, and the words' correct rate is 84.62%.The whole sentence is limited by the grammar, so we can use the method of keywords recognition. It only needs to identify keywords in the whole sentence, and this can be thought that it identifies the sentence [11] . In our recognition system, the correct rate of entire sentences' speech recognition is 93.50%. So in the listening of CET4 and CET6, we can't only pay attention to the whole sentence, and we should extract the keywords. The content of the keywords can infer the whole sentence, and this can enhance the correct rate of the listening recognition.
Neural network's control and decision of fast learning methods of CET4 and CET6
Reading comprehension is the key of CET4 and CET6, and the reading speed determines the efficiency [12] . We can use the learning method of choosing nearest location, and this method can be used to study the ways of improving the reading speed. We can use the following fuzzy statement to express the fuzzy model: 
When the values of x and y are inputted, and any combination of P (x) and P (y) is:
are respectively the membership grades of the first i and the first j fuzzy sets in the theory field of x and y, and T is the modal operator of T.
Research of learning algorithm is an important direction of the neural network, and rapidity is an important indicator to measure the learning algorithm. According to characteristics of DIFNN, fuzzy neural network and fuzzy relation model, this paper was based on the conclusion of the fuzzy sets' operation to put forward a kind of fast learning algorithm [13] . The algorithm of choosing nearest location has its unique aspects, and it only has to learn the training once, so its efficiency is very high. In the algorithm, we also introduce the concept of confidence to improve the reliability of the study results. The practice shows that the algorithm of choosing nearest location is especially applicable to capture, express structure information of many variables. So in the tests of CET4 and CET6, we can use it as a method to answer the questions of reading comprehension, and it can greatly improve the efficiency of reading comprehension.
Learning method of CET4 and CET6
Poor listening mainly has several reasons.
(1) The aspect of pronunciation The pronunciation is unqualified, and many people don't memory the pronunciation to remember the words. When they answer the listening questions, they don't know the words that they have heard, and their scores are naturally low. And some students don't have standard pronunciation, and this causes no reaction to the words in the listening section. So the students should pay attention to correct their pronunciation.
(2) The students don't adapt to the listening environment The students can't adapt to the listening environment, this is the second reason of students' poor listening ability. In fact listening contents of CET4 and CET6 are frequent dialogues in the life and campus [14] . The students don't have to understand every word in the listening tests, and they can use the method of speech recognition to identify keywords in the sentences. According to the formula(4), we find the key point of information output to determine the important content of the listening tests.
(3) The cultural background and listening The students are not familiar with the cultural background and common phrases, this is the third reason, and this causes the barriers of understanding the content of listening. A lot of colloquial vocabularies of oral English are not the relevant contents in the books, but they often appear in the listening tests.
Reading comprehension usually has two types: main idea questions and specific questions. The difficulty of the main idea questions is not big, and in the process of training the main ideas of the texts can be grasped. Generally speaking the first paragraph and the first sentence of each paragraph of the paper have implied more information of the main idea, so we don't need to pay attention to the details in the process of consideration, and we can generally make the correct answers after careful analysis [15] . The range of specific questions is very wide, some questions investigate the words or the meaning of sentences, and some questions investigate the detail aspects and the inferences. The error rate of inference questions is higher, but in fact the inferences need the most direct and the simplest vocabularies, and the meaning of sentence should combine the content of context, at the same it has certain requirements for the mastery of the vocabulary and sentences. The best way of reading is to go through the article and understand the main ideas of the text. We should understand the meaning of each paragraph, and then read all the questions. The specific questions can be positioned to the original article, and they are based on the analyses of the relevant statements to find out the answers. The environment needs to improve efficiency, according to the formula (7), We can use the fast learning algorithm of choosing nearest location. This can greatly improve the efficiency of reading comprehension and save a lot of time, and it provides the safeguard for the high scores of CET4 and CET6.
Conclusion
This paper was based on the theoretical method of double weighted neural network, and it used the new algorithm to construct the continuous speech recognition model. According to the researches, it is known that the identification of key words can replace the recognition of the full sentences in the listening of CET4 and CET6, and this can improve the accuracy of the listening. On the basis of fuzzy neural network, this paper put forward the fast learning algorithm of choosing nearest location. This method can improve the learning efficiency, and it is helpful for the reading comprehension of CET4 and CET6. Finally this paper put forward the learning method of CET4 and CET6, and it provided the theoretical basis for the control and decision of CET4 and CET6. The continuous speech segmentation is difficult, and it directly affects the recognition rate of speech recognition. The experiments can improve that if the errors are separated and modified in the earlier stage, the words' error rate of the system at least can be reduced by 11.7%. This paper changed the traditional speech recognition, and it used the dynamic search algorithm to realize the speech recognition without segmentation. It started from the double weights complicated geometry and gave the learning algorithm of double weighted neural network in the speech recognition. In the future this algorithm can be applied to the speech recognition of the listening of CET4 and CET6. This paper also introduced the algorithm of choosing nearest location, it is especially applicable to capture, express the structure information of many variables. In the tests of CET4 and CET6, we can use it as a method to answer the questions of reading comprehension, and it can greatly improve the efficiency of reading comprehension.
