We present a quantitative method of image analysis that automatically corrects for system drift in comparisons of images before and after an event under study. The method utilizes 2-dimensional correlations followed by automatic z-scaling, shifting, and the calculation of a difference image from the before and after images. Optical reflectance near-field scanning optical microscope (NSOM) images that show the effects of oxygen electromigration are used as an example system. The tunnel current that induces the atomic motion is provided by the metallic NSOM aperture in a scanning tunneling microscope (STM) mode. The analyzed (difference) image clearly shows the effects that are otherwise obscured by native oxygen concentration variations, demonstrating the utility of the method. The related issues of false positive/negative probabilities for given noise levels and thresholds are also discussed.
quantifying changes due to time or processing. Data analysis to quantify a change requires comparison of the before and after images. We present here a correlation-based automatic method for accurately identifying relative image positions and then comparing the images. Since accurate relative positioning of images is used primarily to test for a change between the images, we present a discussion of the statistics of detecting such changes.
The inherent drift in scanning probe microscopy makes the comparison of sequential images difficult. Drift is the gradual system movement over time primarily due to changes in temperature. Most microscopes are covered and many are insulated to reduce drift to ~100 nm/hr. The microscope system may be placed in a temperaturecontrolled environment if more stability is required, but this is expensive and difficult. Therefore, to be able to compare images, the drift must be calculated and one image shifted with respect to the other so that the area of overlap is compared. Processing of the sample can involve a significant amount of time that allows drift to become important.
For example, electromigration of oxygen in Yttrium barium cuprate (YBa 2 Cu 3 O 7-δ or YBCO) by injection of tunnel electrons can take more than 30 minutes. [11, 12] Studies of surface diffusion at high resolution are also sensitive to drift due to the small length scales. To eliminate possible bias, one would prefer the method for calculating drift to not require tweaking by an operator. We present such a quantitative method of image analysis that corrects for system drift, allowing automatic comparison of the before and after images. A related topic that usually arises when comparing before and after images is whether or not there is an effect at all. We discuss this in relation to the method and scanning proximal probe data.
Methods
The analysis of the images can be broken down into several major tasks: (1) identification of the shift between the before and after images. When the proximal probe produces both a topographic and another image such as an optical (NSOM), phase (tapping AFM), or other contrast mode image, the drift can be measured on the topographic image. This is especially useful if the image that changes is the non-topographic image, as it permits an independent verification that the topography did not change. Such verifications can eliminate artifacts due to, e.g., tip damage during the sample modification. (2) adjustment of the z-scaling of the before and after images due to calibration changes or tip wear. Laser drift in NSOM, or preamplifier drift in almost any of the microscopes contributes to the need for this step. The 2-dimensional correlation function is used to identify shifts between the before and after images. This statistical technique involves shifting one image with respect to another, multiplying, and adding. It works best when the data vary reasonable rapidly about zero throughout the image, so that the positive and negative values tend to cancel to give zero except when the images are properly aligned (no relative drift). We have found that topographic images of granular materials meet this requirement well. It often helps to subtract a least-squares fit plane from the data to bring the average value towards zero, but we do not find it necessary in general. For weak optical data [11, 12] or scanning Hall probe data, [13] [14] [15] we have found that scan-line noise can be problematic. The scan-line noise is due to 'switching' noise in the detector background or gain (or defects changing state in the sub-micron Hall probe) with a time constant similar to or longer than the time to scan one line. The switching noise dominates the 1/f noise in these systems. It appears as abrupt shifts in the signal level. Its statistical nature implies that it will not correlate from image to image. We have used two methods that can control the noise when the 1/f noise cannot be eliminated by experimental schemes: (1) z-scaling each line of the image so that all the line sums are identical, or (2) stretching the image data into a one-dimensional array versus time, finding the jumps in the data due to switching noise, and removing them by offsetting the data after the switch. The former is popular in commercial instruments and works well for images with several regions of contrast throughout the image. It can produce artifacts such as adding contrast to an otherwise flat background when these assumptions are not met, for example, it will add contrast to the background if the true image were a flat background with a large bright region in the center of the image. The latter requires that the steps up and down of the switching noise are all of nearly equal height (met in many cases), and also requires that the sample contrast not have sharp features that could be removed inadvertently. The appropriate method will vary with the application. Our advice is to use the topography, which usually does not suffer from such problems, and take other data in such a way as to minimize the scan-line noise (do not run at too high a PMT gain, watch detector bias, etc.).
The correlation is computed using the fast Fourier transform. [16] This assumes a periodic function, which we do not have, so the image is zero-padded to double the number of points in each direction. The fast Fourier transform (FFT) of the before F before and after F after images are multiplied, and the inverse transform computed c(x,y) = F As noted above, the before image is scaled in the z-or optical-direction and shifted in the x and y directions before being subtracted from the after image to form a difference image. The z-scale is usually chosen to minimize the sum of {(the after image) -zscale*(the shifted before image)} 2 over the points in the overlapping region of the images, utilizing the calculated shift values. We have also used a z-scale factor given by the ratio of the center values of the image color scales when the z-scale ranges are set to be identical while the z-scales are offset with respect to each other until the images look similar. This latter method works very well, but requires operator intervention. The zscale is set to 1 in the topographic difference image shown in Fig. 1 since there is no reason for the topography to become uncalibrated, but our optical data frequently needs a small, few percent, correction.
The method was programmed in c and inserted into a code interface node (CIN) of the LabView programming environment.
Examples
As an example of the method for analyzing optical data from a NSOM microscope, we
show data relating to studies of oxygen electromigration in YBCO. Two figures show data from two samples prepared by different growth techniques, [12] and electromigrated with the NSOM-based system. White corresponds to higher topography or larger local oxygen content in the images. Even though the topographic images have a different qualitative structure, they both produce correlations with well-defined, single peaks, that represent an image shift of (dx, dy) = (-55, 56) pixels (of 256 square) in Fig. 1(c) , and (dx, dy) = (-3, 4) pixels (of 128 square) in Fig. 2(c) . The analysis of the changes due to topography. This is shown in Fig. 3 . The nearly circular contours indicate the grain in which the oxygen content increased. It is not obvious where the oxygen came from to fill the grain shown in Fig. 1(f),3 . Presumably it came from the bulk of the film, below the depth-sensitivity of the instrument, or uniformly around the grain such that the change in contrast at any one point is below the noise level. This is not the case in the data of Fig. 2. An obvious region of oxygen content decrease is also seen in the figure. We found that the electrons enhance diffusion, so the source of oxygen is expected to vary strongly with the oxygen distribution before the experiment. When it is visible, it often is connected to the EIM region via a grain boundary, indicating that oxygen easily diffuses along (but not necessarily through) grain boundaries. Another example of the image processing technique is shown in Fig. 4 . In this case, we were checking whether or not the laser light used to image the oxygen concentration could induce oxygen motion. In this case, a shift (dx, dy) = (-2, 4) pixels (of 128 square) and a z-scaling of the initial image by a factor 1.19 was required for the shift-scale-subtraction. The regions of nonoverlap are set to zero, and can be seen as thin gray regions along two sides of the image.
As expected, no obvious changes are observed. This indicates that the electrons are required for the effect.
False Positive/Negative Analysis
When analyzing the output of the shift/scale subtract, it is important to know when there is and when this is not a real effect. We consider two approaches to this problem. The first uses a threshold. A positive is assumed when N contiguous points exceed the threshold value y th . The second method compares the mean value of the region of suspected effect before and after the experiment. The former has the advantage of simplicity and ease of implementation in a scanning probe microscope environment. The latter can make use of the readily available student's t-test, and can work well when an effect is observed, but is hard to implement to determine a negative result unless the size of the effect is known a-priori.
When using the threshold method, we can estimate the probability of missing an effect (false negative) or of a false positive. This will be determined by the signal to noise ratio, the number of points in the region of the possible effect, N, and the threshold, y th , used to identify an effect. We can measure the noise level from a difference image taken where and when no effect should be observed. The standard deviation of any single data point σ perpt is given by the square root of the calculated variance. [17] We assume in the analysis that the noise has a Gaussian distribution. The threshold and N (lateral size of the effect) can be determined by extrapolation from other data when the effects are obvious. The threshold is then selected with consideration of the noise in conjunction with the expected signal levels (also extrapolated from data with strong effects or modeling). For a noise level (per point) characterized by a standard deviation σ perpt , the probability that all the points in a region of size N exceed the threshold (a false positive in a particular place) is given by the integral of the tail of a Gaussian with standard deviation σ = σ perpt / N, from (y th -y ave ) to ∞, the complementary error function
[18] where we have assumed a positive signal. The background signal level is y ave , and the N scaling of the standard deviation assumes that the noise is independent. To insure independent samples, the time constants of the image acquisition must be faster than the scan rate. The probability of a false negative when the effect is of size N and the signal level is y sig (assume positive) is 1 2 erfc ⎝ ⎜ ⎛ ⎠ ⎟ ⎞ y sig -y th 2 σ , which is 50% if y sig = y th , approaches zero as y sig increases, and approaches 1 as y sig decreases.
For our examples, we measure the noise from the histograms of the background regions.
Some of these are shown in Fig. 5 . These background histograms resemble Gaussians. in the Fig. 1(f) data, which corresponds to a value 4 single-point standard deviations, σ perpt = σ * N, above the background average y ave , we find that there are ~500 contiguous points above the threshold, so the threshold is 4* 500 σ's above threshold. The probability of a false negative in the Fig. 1 data, Eqn. 1, is essentially zero (<10 -1000 ), primarily due to the large number of points. If we use a threshold value of y th = 0.1 a.u.
in the Fig. 2(f) data, which corresponds to a value 1.67 single point standard deviations above the background average y ave , we find that there are ~1500 contiguous points above the threshold. The probability of a false negative in the Fig. 1 data is also ~0. An estimate of the probability of a false negative for a known region of modest size N=100 points in a known location for the Fig. 4 data will be presented next. If we choose a threshold y th = 0.1, note that y ave = 0.06 for the data in Fig. 4 , and assume the signal value for a positive here would be 0.12, then y sig -y th = 0.02/0.07* 100*σ, and the probability of a false negative is 0.5*erfc( 2 / .7) = 0.0021.
The alternative method to test for a change in the image is to abandon the use of a threshold to signal a change, but instead compare the means in the region where an effect is expected. This is done using the student's t-test [Press, 1986 #734] . The output of the t-test is A(t, ν) = 1 -(the probability that the means would be this different by chance),
given the number of degrees of freedom ν and the t-value t. If we compare the mean <y> of the region of the image containing N points before and after stressing the sample, and assume that the noise level remains fixed (with standard deviation σ, as we have observed to be the case), then t = N 2 <y> after -<y> before σ and ν = 2(N-1). The factor multiplying the difference of the means is the inverse of the standard error of the two measurements. Now A(t, ν) = 1 -Iν /( ν +t2) (ν/2, 0.5), with I the incomplete beta function, is roughly the probability that the means are different. We now proceed to re-analyze the data in figures 1, 2, and 4. For Fig, 1 , we find that <y> after = 19.2, <y> before = 14.3 and σ = 0.44 for before and after, from histograms of the N = ~500 point region. This gives A(t,
, similar to what we found above. If just the center of the region is used, with 100 points, then A(t, ν) = 1 -2 x 10 -157 , which shows that the large number of points is what makes the effect so obvious. For the Fig, 2 data, <y> after = 2.54, <y> before = 2.37
and σ = 0.06 both before and after, in the N = ~1500 point region. This gives A(t, ν) = 1.
There is no obvious effect for Fig. 4 . Thus we do not know the number of points to compare. This shows the benefit of the threshold approach. What one can say in general, however, is that if the difference in the means is one-half a standard deviation and the number of points that we compare is 100, then the function A(t, ν) = 1 -5 x 10 -4 . We see that the results of this analysis are comparable to those given above -the qualitative meaning and order of magnitude is similar although the exact meaning of the calculated quantities differs.
There are some non-statistical effects that deserve comment. In the image analysis with which we are concerned here, the primary sources are (1) improper z-scaling, (2) improper shifting of the before image, (3) resolution changes, and (4) scan-line noise.
The last source requires better data, or can be treated as statistical noise if there are enough data points in the expected affected region. Sources (2) and (3) those where an effect is anticipated. Since these can cause false positives, use of the maximum in those regions for y ave will provide the most conservative estimate of the false positive probability. We also note that this analysis has assumed that the affected region is known, as it would be when the tip is used to cause an effect. In some cases, this may not be true, or may be only approximately true. Then, one must multiply the above results by the number of possible configurations of points of the given N in the region of possible effect, with appropriate constraints. Since this number can be quite large (resulting in part from a factorial or binomial coefficients), the probabilities for false results is much larger than for those noted above.
Conclusions
A 2-d correlation between sequential scanned probed images can be used to determine the systematic drift. The drift then can be used to compare the images for changes due to some effect being studied. This proved useful for the extraction of oxygen electromigration information from NSOM images that were dominated by native oxygen concentration variations. A statistical analysis of the difference data was given to determine if the observed effect is significant. b.
