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Introduction
Confocal laser scanning microscopy (CLSM) enables the optical sectioning of three-dimensionally conserved cell nuclei with a preserved physical structure, and is used as an indispensable tool for the in situ analysis of the threedimensional (3D) topology of the cell nucleus and its compartments. The relationship between the 3D topology and function of the nucleus is a major point of discussion in cell biology. The analysis of digital images recorded by CLSM contributed substantially to new biological concepts of the mammalian cell nucleus (Fox et al., 1991; Cremer et al., 1993; Eils et al., 1996) . In this context, not only whole chromosome territories and chromosome arm territories are of interest Rinke et al., 1995; Dietzel et al., unpublished results) , but also smaller substructures in the chromosomes, e.g. R-band domains and G-or C-band domains Zink et al., 1997) and subdomains like the Prader-Willi/Angelman syndrome region on chromosome 15 (Knoll et al., 1994; LaSalle & Lalande, 1996) .
A topological analysis of these structures implies the use of digital image processing. To extract useful information such as the volume of objects, their overlap with other compartments in the cell nucleus or their distances to other features of interest, a segmentation of the structures is necessary. For the 3D segmentation of point-like structures where no volume differences are detectable, algorithms have already been developed which enable the localization of spots with subpixel accuracy (Manders et al., 1996a) , the analysis of their distribution inside the nucleus and the determination of their overlap with differentially labelled other structures (Manders et al., 1993) . The question remains as to how precise an analysis can be given the imperfections of a real optical imaging system.
Images of small nuclear structures like R-and G-band domains often show different sizes of the fluorescent targets, depending on the labelling procedure. Their volumes frequently overlap with the observation volume of the microscope. The apparent size of the target is therefore strongly influenced by the 3D microscopic point spread function (PSF) . This has to be taken into account when a volume-conserving segmentation of small objects is needed.
The PSF of a CLSM in an optically mismatched medium can be calculated numerically (Hell et al., 1993) . Nevertheless, the imperfections of the imaging system suggest that it is best to measure the PSF directly by means of fluorescent microparticles (Hiraoka et al., 1990; Shaw & Rawlins, 1991; Bradl et al., 1995) . For the fluorochromes used in the experiments described here, the PSF was measured using conditions closely matching those present in biological experiments.
An algorithm was developed which enabled the 3D segmentation of objects with volumes down to the range of the observation volume or even lower (the observation volume can be identified with the volume of half maximum (VHM) of the microscopic PSF, which can be approximated by an ellipsoid: VHM ¼ 4p/3 FWHM 2 lateral . FWHM axial , where FWHM lateral and FWHM axial are the full width half maxima of the lateral and axial PSF, respectively (Lindek et al., 1996) . The algorithm first found local maxima in the image volume. Subsequently, an iterative region-growing process allowed growth of each fluorescent target ('spot'), assigning an individual threshold to each spot. The correct segmentation threshold for a spot depended on its 'true' volume (its volume in the probe). The function relating threshold value to spot volume was determined from model calculations, assuming a constant fluorochrome distribution inside the spot. The justification of this simplifying assumption depends on the labelling scheme used: it is more likely to hold true for the replication labelling of nascent DNA or for the visualization of protein complexes than for in situ hybridization, where probe fragments of different lengths have different probabilities of binding to a partner. However, it is likely that probe concentrations do not differ strongly in a local environment << 1 mm 3 . In each iteration loop of the region-growing process, the threshold value was adapted according to the thresholdvolume function found by the model calculations. Eventually, the algorithm gave the number of spots in the image, the spot centroids and volumes.
To exploit the results of the segmentation algorithm in full, the influence of the signal-to-noise ratio (SNR) on the accuracy of volume and distance measurements was evaluated. The SNR is a crucial point in confocal microscopy, since all known fluorochromes show bleaching effects. Furthermore, not all fluorochrome molecules bind to the biological structures and thus enhance the noise. The problem of an SNR sufficient for the topological analysis of biological structures will gain even higher importance with the advent of in vivo fluorescence imaging for DNA studies (Robinett et al., 1996) , as fluorochromes in larger quantities show toxic effects on cells. Thus, their number per cell should be kept as low as possible. This paper presents a detailed analysis of the precision of distance measurements with the confocal microscope, depending on the SNR. The method used for 3D calibration of the microscope does not depend on the specific labelling procedure used. Hence, it can be applied universally. The analysis was extended to distance measurements between fluorescent targets of different spectral signature, which can provide a means of overcoming the diffraction resolution limit in far-field fluorescence microscopy.
Volume-conserving segmentation and calibration measurements

Determination of the microscopic PSF
The PSFs of the three different spectral ranges of the fluorochromes investigated were measured by recording images of fluorescent latex microspheres ('beads') which were first dried onto a 170-mm coverslip and immediately mounted in a solution of 90% Vectashield (Vector; refractive index n ¼ 1·458) and 10% 1× phosphatebuffered saline (PBS) (n Ӎ 1·33). This mixture was used to match as closely as possible the refractive index of the cells investigated in biological applications where cells had been grown on coverslips (Zink et al., unpublished results) . These cells were embedded in 100% Vectashield. However, because of the preparation procedure used, a small amount of PBS (Ϸ10%) was assumed to have remained. In most cases, cells are grown on object slides and embedded in a layer of mounting medium. This depth between cover slips and biological targets alters the shape of the PSF. However, Hell et al. (1993) showed that for glycerol (n ¼ 1·47) used as mounting medium and for a numerical aperture of 1·3, both the lateral and axial PSF FWHMs do not change substantially for a depth < 15 mm. Thus, the conditions used here are also applicable to most cell types on object slides mounted in a thin layer of medium.
For the FITC-like spectrum, beads of 103 nm diameter (Polysciences, Inc., excitation (ex.) at 488 nm, emission maximum (em.) at 525 nm) were used. The TRITC PSF was measured using beads of 93 nm diameter (Molecular Probes, Inc., ex. 568 nm, em. 605 nm), and for the Cy5 PSF, beads 93 nm in diameter were recorded (Molecular Probes, Inc., ex. 647 nm, em. 690 nm). All images were acquired with a two-channel Leica TCS 4D CLSM using an oil apochromate objective (63×, NA ¼ 1·32) and Zeiss 518C immersion oil (n ¼ 1·518, T ¼ 23 ЊC). A sampling rate of 40 nm in the lateral direction and 100 nm in the axial direction was chosen for the PSF images. The field of view and the total depth scanned comprised 10 mm laterally, and 3 mm on average in the axial direction. In order to reduce ᭧ 1998 The Royal Microscopical Society, Journal of Microscopy, 189, [118] [119] [120] [121] [122] [123] [124] [125] [126] [127] [128] [129] [130] [131] [132] [133] [134] [135] [136] noise effects, the 3D images of 14-16 beads were averaged to obtain the 3D PSF. Before averaging, the voxels with the highest intensities were aligned. Beads were only accepted if these voxels coincided with the gravity centres of a small volume around the highest intensity (3 × 3 × 3 voxels). Thus, misalignment was prevented.
For all model images analysed, as well as for the images of microspheres, the sampling rate was chosen according to the Nyquist theorem of spatial sampling: a voxel size of 80 nm in the lateral direction and of 250 nm in the axial direction was chosen. The slight oversampling is intended, as biological objects represent nonperiodic data and should be sampled with at least 2·3× the highest frequency (Pawley, 1995) .
Model images for a 'realistic' simulation of the imaging process and for the calculation of the volume-intensity function
In Fig. 1(a) and (b), the intensity distribution of two model spots of different size is shown in one lateral plane before and after the simulation of the microscopic imaging process ('virtual microscopy', see below). Considering the threshold relative to the maximum intensity value, it is apparent that different thresholds have to be taken for the volumeconserving segmentation of the two spots. A spot which is smaller than the microscopic VHM is segmented correctly by a much higher threshold than a spot with a larger volume.
The simulation of 3D microscopic images was performed using a model system. It consisted of a cell volume that contained randomly distributed ellipsoids of varying intensity and size (cf. Table 1 ). The images were convoluted with the measured PSFs for FITC, TRITC and Cy5, respectively, and Gaussian noise was added. Both multiplicative and additive noise were used in order to take readout/amplifier noise and photon shot noise into account. As the measured grey value at a given voxel was assumed to be proportional to the number of photons, the SNR could be described as
where I denotes grey value levels (I ʦ [0,255] ). In case of a grey value level I >> j add 2 , Eq. (1) can be simplified to
In this case of negligible background signal, the SNR relative to a given value is given by the square root of the relative photon count rates (Sheppard et al., 1995) . Assuming that each detected photon yields a similar signal in the photomultiplier tube, the effective number of detected An xy-section in the centre of the spots was chosen for the plot. The original intensity distribution is shown on the left. The right-hand side depicts the spots after 3D convolution with the measured microscopic FITC PSF, addition of noise and application of a 3 × 3 × 3 median kernel. The intensity distributions show a strong dependence on the original spot volumes. For the spot in (a) with a volume of 6 voxels (only 5 voxels lie in the xy-section shown), a threshold of 82% of the maximum intensity value must be applied to retain the original volume. The 42-voxel spot in (b) is segmented by a threshold of 61% of its maximum intensity. (c) Relative threshold needed for volume-conserving segmentation vs. the original spot volume (abscissa) in voxels for three different fluorochromes. The data points are taken from simulated images of model spots in ellipsoidal nuclear volumes. An earlier version of the plot, using only two fluorochromes, was published in Bornfleth et al. (1996a) . The volume-intensity functions were fitted using three parameters. The segmentation thresholds are approximately constant above a volume of 5·5× the VHM. Noise and the ellipsoidal shape of spots cause a scattering of the data points.
photons per voxel is
For the simulation of images of fluorescently labelled targets in human cell nuclei, an additive noise component j 2 add ¼ (grey values) 2 was obtained by a Gaussian fit to the background histograms in 3D confocal images of Cy5-labelled R-band domains and FITC-labelled G-band domains in human interphase chromosome territories ; image data were kindly provided by Drs D. Zink and T. Cremer) . The effective number of photons per voxel was estimated from the same images in 3D subvolumes where a constant fluorochrome distribution was assumed, again by a Gaussian fit to the histogram. This resulted in n g ¼ 42 Ϯ 8 for the voxel of maximum intensity of a brightly stained target. From Fig. 1(b) , this was equivalent to the parameter j mul ¼ 2·1 with average maximum voxel intensities of 186 grey values. These parameters were used in the simulations. All fits were performed by means of the LevenbergMarquardt algorithm (Press et al., 1992) .
The function I rel (V) relating threshold value to true spot volume was determined using spots from model images, since the inclusion of ellipsoidal spot shapes and the intensity contributions of neighbouring spots enabled a more realistic determination of the function than a mere theoretical calculation. The result is shown in Fig. 1(c) . An earlier calculation of the function for only two fluorochromes was presented by Bornfleth et al. (1996a) .
The iterative segmentation algorithm
The function I rel (V) was modelled by means of a second degree polynomial fit (cf. Fig. 1d ). If the spot volume was far greater than the VHM (Ϸ14 voxels for FITC and TRITC detection, and Ϸ20 voxels for Cy5 detection), the threshold relative to the maximum intensity needed for volumeconserving segmentation was constant. This meant that for large volumes, the function was constant as well. For smaller volumes, using the parametric fitting function
the fitting parameters emerged as shown in Table 2 , using the Levenberg-Marquardt algorithm for three-parameter fitting.
The resulting images were noise-filtered with a 3 × 3 × 3 median filter, and subsequently, the mean intensity value was subtracted as background. For images of cell nuclei, this was a good approximation since the labelled volume inside the nuclei usually comprised less than 5% of the image volume. The segmentation of an image was performed in two steps. 1 Local maxima in the image were determined by means of a top-hat filter designed in a shape that approached filter isotropy (cf. Fig. 2a) , similar to the one described by Russ Table 1 . Parameters of the model images used for the performance test of the algorithm for volume-conserving segmentation. Parameter variation (i.e. of the intensity or of the spot radius) is given by the Gaussian probability distribution,
) where x 0 denotes the mean intensity or mean radius, respectively. The spots were distributed in a 'nuclear' volume of 230 000 voxels (an ellipsoid with radii of 65, 65 and 13 voxels Х 5·2, 5·2 and 3·25 mm) by a random number generator. (1995) for two dimensions. The filter was designed to match the criteria which were chosen when sampling the image: owing to the slight oversampling and additional noise filtering, real maxima had to be separated by at least two voxels in xyz-direction. Maxima with only one voxel in between were most likely due to noise. The maximum intensity in the inner region (lightly shaded area) was compared with the maximum intensity of the surrounding region (darker area) which followed a 26-connectivity rule (for a comparison of connectivities, cf. Baumann et al., 1992) . The advantage over a 5 × 5 × 5 cube-shaped maximum filter was the ability to detect maxima which were situated relatively close to one another.
For the detection of plateau-like maxima, which were not found by the top-hat filter, a 5 × 5 × 5 maximum filter as described by Manders et al. (1996a) was used as well, and the results were combined. 2 All spots were assigned an initial threshold of 82% of their maximum intensity value, corresponding to the initial assumption of point-like spots, which need a high threshold for segmentation. The spots were allowed to grow in shells around the spot centre. A voxel was labelled as belonging to a spot if the following conditions were fulfilled: (i) the intensity of the voxel was greater than or equal to the threshold value (threshold condition); (ii) the next voxel along a straight line towards the spot centre already belonged to the spot (connectivity condition); (iii) the intensity of the next voxel in the direction towards the spot centre was greater than or equal to the voxel's own The maximum intensity inside the inner region (light grey) is compared with the maximum of the surrounding outer region (dark grey) in order to detect local maxima. The outer region satisfies a 26-connectivity condition towards the voxels of the inner region. To approach filter isotropy, the edges of the 5 × 5 × 5 cube (white) are not evaluated. (b)-(e) The steps of the segmentation process illustrated by two fluorescent microspheres 170 nm and 526 nm in diameter. (b) Assignment of the spot centres after detection of the local maxima. (c) After one iteration step, the threshold for segmentation is reassigned to each spot individually according to the function I rel (V): the spot volume V that a spot has acquired in the initial step determines the new threshold. A spot that has already shown substantial growth is assigned a lower threshold than one that has remained small. (d) After two iteration steps, the 170-nm sphere has attained its final volume, whereas the 526-nm particle remains in the growth process. (e) The final result shows that the 170-nm particle is represented by an area of 160 × 160 nm, whereas the 526-nm microsphere is segmented by an area 480 nm in diameter. (c) after segmentation. The objects are shown as spheres with the volume that was found by the segmentation algorithm. The divisions on the axes denote 800 nm. (e) Side view of the same segmented image. It is apparent that RITC cores are situated deeper in the medium than FITC cores. This is due to their smaller overall size. Both types of spheres are attached to the object slide. (f ) The simulation data set A used for the analysis of the precision of spotspot distance measurements between spectrally different labels. 500 FITC spots and 500 Cy5 spots were randomly distributed in a simulated nuclear volume with radii of 5·2 mm (xy) and 3·1 mm (z). (g) Simulation data set B. 250 FITC spots and 250 Cy5 spots were distributed in a nuclear volume with radii of 9·6 mm (xy) and 1·0 mm (z).
intensity (fall-set condition); (iv) the voxel had not been labelled by another spot in the same colour channel (volume exclusion condition).
After the classification of all voxels, each spot had acquired a volume V i . A new threshold was then assigned for each spot individually according to the function I rel (V):
where I max,i ¼ maximum intensity value of spot #i and N spots ¼ number of spots found in the image.
The volume of a spot grew until the threshold that segmented the spot correctly according to the model was found. Figures 2(b)-(e) show the different segmentation stages of two microspheres of 170 nm and 526 nm diameter. For example, a first threshold of 82% of the maximum intensity gave a volume of 14 voxels for the 526-nm micro-sphere. If this volume was the true volume of the microsphere, that corresponded to a threshold of 69%. Application of this threshold led to a new volume of 35 voxels. After several iterations, a fixed point on the curve I rel (V) was obtained.
To calculate the spot gravity centres, intensity values in the original image were taken after noise filtering and background subtraction. For each spot, only the intensities of voxels which were labelled in the segmentation process were used for the calculation.
Calibration of the lateral stepwidth
In order to test the performance of the algorithm with experimental data, a careful calibration of the microscopic scanning stepwidth was necessary, as small deviations in spot radii enter the volume measurement accuracy with the third power. The lateral stepwidth was calibrated using a resolution test target (Ealing Corporation). It was found to be 77·5 Ϯ 1·6 nm in the x-direction and 82·0 Ϯ 1·9 nm in the y-direction.
Calibration of the axial stepwidth
The stepwidth in axial direction was calibrated using colloidal quartz glass spheres (kindly provided by Dr van Blaaderen). The spheres consisted of a fluorescent core 400 nm in diameter and a quartz glass shell (refractive index n ¼ 1·45). The fluorochrome concentration was small and did not change the refractive index in the core (van Blaaderen & Vrij, 1992) . The total mean diameter was given to be 1052 nm, with a polydispersity of 1·8% (van Blaaderen & Vrij, 1992; van Blaaderen & Wiltzius, 1995) . The spheres were dried on a cover glass slip and then mounted in Vectashield mounting medium (n ¼ 1·458). The spheres aggregated in the drying process. Because of the 652 nm spacing between the edges of the fluorescent cores of two adjacent spheres, they could easily be resolved in the CLSM both laterally and axially. The refractive index of the quartz glass shell and the mounting medium were closely matched, and corresponded roughly to the refractive index present when imaging biological data. According to the kind of aggregation, two kinds of images were recorded. 1 2D-clusters: fields of aggregated spheres which lay in the lateral xy-plane were imaged (cf. Fig. 3a) . In this case, the two-dimensional projections of the distances of spot centroids into the lateral plane were equal to the threedimensional distances. Figure 3 (b) presents the same image after segmentation with the algorithm described above, showing that all spheres are located in one image plane. 2 3D-clusters: the second kind of images comprised fields of aggregated spheres which formed a three-dimensional cluster. The true three-dimensional Euclidean distance d between two spot centroids (see Fig. 4 ) was given by
and the unknown calibration factor f, by which the measured distance in the axial direction d z is multiplied to obtain the true distance; f is the ratio of the true distance between two image slices to the expected distance between them. A single measurement of a distance may vary as a result of statistical errors, but the expectation value of d 2 is a . The VHM can be described by an ellipsoid with rotational symmetry with respect to the z axis. The distance between the two black spots in units of effective FWHMs is given by the distance d, divided by the share of the distance 2e that lies within the VHM of the two spots. Owing to the rotational symmetry, the problem is reduced to 2D.
stable value for a given noise statistic:
The expectation value of d 2 is unknown for the 3D cluster of spheres, but can be determined from the results of the 2D cluster. In this way, the true z scanning stepwidth can be determined. Table 3 shows the results obtained for the different noise statistics used.
Calibration of the chromatic shift
Polychromatic latex microspheres (526 nm diameter, Polysciences, Inc.) were used to determine the chromatic shift of the objective between the FITC and TRITC channels. The microspheres were dried on a cover slip and mounted in a solution consisting of 90% Vectashield and 10% PBS (see above). The FITC images were obtained by excitation with the 488-nm line of the ArKr laser and detection via an FITC band pass filter. For the acquisition of the TRITC images, the same microspheres were excited with the 568-nm line of the same laser and detected via a TRITC band pass filter. To avoid mechanical stage shifts in the time between acquiring the FITC and the TRITC images, both channels were recorded sequentially for a lateral image plane, alternating between the excitation lines, before the stage moved to the next image plane. The bleedthrough between the FITC and TRITC detectors was measured independently in twochannel images of quartz glass microspheres (see below) and found to be < 1% (into the TRITC channel) and Ϸ6% (into the FITC channel). After segmentation with the algorithm described above, the difference between the centroid positions of the FITC channel and the TRITC channel of the same microspheres gave the apparent chromatic shift Dc. The centroids of 40 spheres were registered at randomly chosen sites in the scanning window (see below) and in different experiments. The axial chromatic shift was found to be Dc z ¼ 230 nm; the standard deviation was 60 nm. A thorough analysis of chromatic shifts in multicolour confocal microscopy was described by Manders (1997) .
The shift between the TRITC and Cy5 channels was determined using a mirror under a cover slip and the same mounting solution. No significant shift between TRITC and Cy5 was observed (8 nm, SD ¼ 29 nm).
In the lateral direction, magnification errors cannot be neglected when images are recorded in the outer regions of the scanning field (Bornfleth et al., 1996b) . Since most images were acquired in a region near the centre of the scanning field, and the scanning window was only 20 × 20 mm, the effect was relatively small. From the results of the images of polychromatic microspheres, a lateral chromatic shift Dc xy < 20 nm between FITC and TRITC was estimated.
Results
Performance tests of the segmentation algorithm with simulated data sets
The algorithm was tested using simulated data sets. These consisted of the model spot images which are characterized in Table 1 . In these images, an overlap of spots was allowed for a realistic simulation of experimental data obtained in biological measurements (e.g. of R-and G-band domains). The images used to determine the accuracy of localization and of spot-spot distances were created with an additional constraint which prevented the merging of spots (Mü nkel et al., 1995) . The segmentation process converged after 5-10 iterations. The evaluation time was between 3 and 10 min on a Silicon Graphics IRIS INDIGO, CPU R4400, 200 MHz, 96 MB RAM.
(a) The mean volumes of model spots and of whole images are determined correctly down to half the size of the VHM. The total volumes of model spots in whole simulated cell nuclei were segmented accurately. In all tested nuclei, the deviation between the ratio of the segmented volume and the original volume (before convolution of the simulated data set with the PSF) was Յ 11% for all fluorochromes (cf. Fig. 5a ). Table 4 . (c) The radii of the same spots calculated from the volumes. The absolute deviations indicate errors of Ϸ 52 nm for FITC and TRITC, and 63 nm for Cy5, regardless of the spot size; this corresponds roughly to the localization accuracy of the spot centroids (cf. Fig. 6a ). The linear regression lines were obtained as in (b) . Spots down to a radius of 150 nm can still be segmented with a high degree of accuracy. For smaller spots, the segmented radius was found to be systematically higher than the original radius. (d), (e) The same data sets as in (b), (c) were segmented using the fixed threshold for all spots which was only used for large volumes in (a) and (b). The volumes found are systematically shifted towards values which are too high.
mean. The mean absolute deviation was chosen because the fact that an overlap between spots was permitted in the model data sets led to a few cases with strong outliers in the segmented data sets, which were not representative for the overall performance.
The mean values come close to the original values even in groups with volumes smaller than the VHM (after noise filtering, the VHM comprised 14 voxels for FITC and TRITC, and 20 voxels for Cy5). Only the first three data points with mean original volumes of 1, 3 and 4 voxels show a systematically raised volume after segmentation. Nevertheless, the deviations found are large. They suggest a dependence on the fluorochrome used: Cy5 showed somewhat higher deviations than FITC and TRITC. Figure 5(c) shows the radii of the same groups as in Fig. 5(b) in the simulated data sets. The smallest group corresponds to a radius of 73 nm. The mean absolute deviations, indicated by the vertical bars, show almost no dependence on the true spot radius. They amount to Ϯ 52 nm for FITC, Ϯ 52 nm for TRITC and Ϯ 63 nm for Cy5. To compare the adaptive thresholding to a segmentation with a constant threshold, the same data sets were segmented using the fixed threshold given for large volumes in Table 2 . The volumes and corresponding radii after segmentation are then systematically shifted towards volumes which are too large, as is shown in Fig. 5(d) and (e). Table 4 shows the parameters of the linear fits through the data points for both segmentation procedures. It is obvious that the iterative approach yields far better results than the approach using a constant threshold.
An experimental test of the program consisted of segmenting real images of microspheres of varying sizes in the FITC and TRITC channels (data not shown). The volumes of microspheres with radii of 200 nm and 263 nm could be segmented accurately (mean radii ¼ 192 nm and 280 nm, respectively, mean absolute deviations of the mean ¼ 31 nm and 33 nm, respectively). In agreement with the simulation results, the volumes determined for microspheres with radii < 100 nm were systematically shifted towards higher volumes.
(b) Localization and determination of distances with two different photon statistics: 3D localization depends on the fluorochrome used and on the signal-to-noise ratio. The mean absolute deviations of segmented sphere radii corresponded closely to the localization errors found in images of simulated nonoverlapping spheres. In the simulated image configuration used for this test, model spheres were allowed to touch, but not to overlap; the sphere radius was 230 nm. Following convolution with the FITC and TRITC PSFs, and segmentation of the model images, the number of spots found was 91·8% (FITC) and 95·5% (TRITC) of the original number of spots (cf. Table 5 ). The photon statistics used had been estimated from images of biological specimen (n g ¼ 42, see section on calibration measurements). Increasing the number of effective photons led to an improved result of 94% (FITC) and 96·5% (TRITC). In Cy5 simulations, a slightly lower percentage of spots was found, owing to the significantly larger VHM (90·6% and 91·2%).
Figure 6(a) shows the median absolute deviations of the centroids of model spots determined by the algorithm from the original spot centroids for two different photon statistics. The median deviations after a first-order bias correction (see below) are also given. They are 3-8 nm lower than the uncorrected ones. Taking the different contributions of fluorochrome PSFs into account, these distances were evaluated in terms of PSF FWHMs. The PSF FWHMs were modelled from Gaussian fits to experimental data obtained using fluorescent latex microspheres (cf. section on calibration measurements). The PSFs were represented by ellipsoids, where the radii were given by the fit results. The distance d FWHM to a neighbouring spot in units of effective FWHMs ('reduction units', cf. Fig. 4 ) was then obtained by scaling the lateral coordinates of the distance vector with the lateral PSF half width FWHM lateral , and scaling the axial coordinates with the axial PSF half width FWHM axial . d FWHM ¼ 1·3 was the resolution limit for the spot geometry used in the simulation data set. Figure 6(b) shows the frequency of nearest-neighbour distances in this data set in units of d FWHM .
If spots are situated close to one another, the determination of their centroids is influenced by a mutual signal contribution, resulting in a bias in the measurement of nearest-neighbour distances: two neighbouring spots move closer to each other (Manders et al., 1996a) . The bias in the determination of nearest-neighbour distances was evaluated ᭧ 1998 The Royal Microscopical Society, Journal of Microscopy, 189, 118-136 Table 4 . Parameters of the linear regression fits in Fig. 5 . The function is given by f(x) ¼ ax þ b, where x is the true volume or true radius, and f(x) is the segmented volume or radius. The first three data points in Fig. 5 were not used for the fitting procedure. R 2 is the correlation coefficient. The bias was partially removed in a first-order correction. First, the bias function was approximated using the simplest approach -a polynomial fit: 
The nearest-neighbour distances in the simulation data set after this first-order correction procedure are shown in Fig. 6(d) . As a result of this correction, the systematic shift is significantly reduced in the interval [1·3, 1·9] FWHMs. All results concerning distance measurements, both in simulation data sets and in real images of microspheres, were corrected in this way. Note that relatively large shifts obtained for effective FWHMs > 3·1 are due to fluctuations in the evaluation of very few spots (cf. Fig. 6b) . Using a high number of spots (e.g. 41 for d FWHM ¼ 2·1 with FITC simulation) a median shift of only 0·01 FWHMs was determined.
(c) Determination of distances using differentially labelled targets is possible with subvoxel accuracy. Objects with different spectral signatures allow a separate registration and evaluation of the spectrally discriminated images. Thus, the geometrical image sites of two point-like objects can be determined independently using the respective diffraction patterns. If the chromatic shift between the two images is known (monochromatic aberrations are neglected here), the distance measurement between two object points of different spectral signature is not subject to the Abbe limit of spatial resolution. After a careful calibration of the chromatic shift in lateral and axial direction, their distances can be determined down to complete colocalization, without their intensity distribution disturbing the mutual position of the centroid, if bleedthrough between channels is negligible. However, the errors of the chromatic shift correction add to the inaccuracies discussed earlier. Figure 3(f) shows a pseudo-3D visualization of a test data set (data set A) containing 500 model spots of each of two different spectral signatures (represented by two colours). Here, FITC and Cy5 labelling was simulated. The model spots with a radius of 230 nm were randomly distributed in an ellipsoidal volume under the same simulation conditions as described above. The overlap amounted to 3·2% of the overall labelled volume in the original data set, and to 2·9% and 2·6% after segmentation with n g ¼ 42 and n g ¼ 168, respectively. Figure 3 (g) shows a second test data set (data set B) containing 250 model spots of each of FITC and Cy5 signature. Here, the model spots were distributed randomly, with an additional constraint: the distance to the nearest neighbour in the same channel lay in the interval [980 nm, 1055 nm] . This allowed all spots to be found by the segmentation algorithm. Figure 7(a) shows the standard deviation from the original model spot distance to the nearest neighbour in the other colour channel for data set A. Again, two photon statistics were used. The standard deviation of the distances found was 56·5 nm with n g ¼ 42, and 42·0 nm with n g ¼ 168. In a simulation, it is possible to correct for the chromatic shifts Dc between colour channels with full accuracy. In real data sets, these shifts can only be found with a certain standard deviation j(Dc). The effect of inaccurate correction for the chromatic shifts, due to focal shifts and magnification errors, was taken into account by a Gaussian error progression (right columns) in Fig. 7(a) . In the lateral direction, 30 nm was measured as an average value of j(Dc xy ). In the axial direction, 60 nm was measured. Since these values already included the lateral and axial localization errors of the microspheres in each Fig. 7. (a) The standard deviation of nearest-neighbour distances (FITC to Cy5) determined for data set A (shown in Fig. 3f ) from the true distances. The columns on the left show the errors in distance determination after the simulated imaging process. The right-hand columns also take account of magnification errors and the inability to correct exactly for chromatic shifts. (b) The distribution of nearest-neighbour distances between FITC and Cy5 in data set A. The systematic shift towards distances which are too high is due to the imperfect segmentation of spots which are closer than 1·3 FWHMs to their neighbours in the same channel (cf. Fig. 6d ). (c) Standard deviations of nearest-neigbour distances (FITC to Cy5) determined for data set B (cf. Fig. 3g ) from the true distances. Since all spots were found by the algorithm, the standard deviations give a true account of the accuracies possible in lateral and axial direction. (d) The nearest-neighbour distance distribution of data set B (cf. Fig. 3g) . A systematic shift is not detectable. colour channel, the shares of j(Dc z ) and j(Dc xy ) were estimated to be 40 nm and 20 nm for this calculation. This resulted in a resolution equivalent of 75 nm for n g ¼ 42, and 65 nm for n g ¼ 168. These values provide typical estimates for work with cells containing many spots, where signal overlap makes it impossible to segment each spot correctly.
The distribution of the nearest-neighbour distances in simulation data set A is shown in Fig. 7(b) . The systematic shift (45-50 nm on average) towards distances which are too high is due to the fact that not all spots could be segmented accurately (see above).
The standard deviations of nearest-neighbour distances in data set B were far smaller, since all spots were detected by the algorithm. The theoretical errors of distance measurements in the lateral and axial directions were determined from the data. They amounted to 20 nm in the lateral direction and 44 nm in the axial direction (n g ¼ 38) . Increasing the number of photons led only to a small improvement. After the Gaussian error progression to allow for the inaccuracies of chromatic shift correction, the analysis yielded 28 nm and 58 nm for the the lateral and axial directions, respectively. The results are shown in Fig.  7 (c). It is evident from Fig. 7(d) that there is no systematic shift in the determination of distances to neighbours in the second colour channel for data set B.
Precision of distance measurements in one and two channels with experimental data
Distance measurements using a microscopic imaging system contain errors due not only to monochromatic and chromatic aberrations, photon-shot and detector noise, but also due to inaccurate positioning of the scanner, and fluorochrome bleaching during the scanning process. The precision of the spot distance measurements was evaluated experimentally for five different photon statistics. The different photon statistics were obtained by averaging the scanlines twice for the lowest value, and 32 times for the best value. If no significant bleaching occurred, the photon count rate and thus n g was expected to be proportional to the number of scanlines averaged. This was verified by measuring n g in the images of 2D clusters of quartz glass spheres. To perform the measurement, three steps were necessary. 1 The grey values of the central voxels and the integrated fluorescence intensities (IFIs) of all segmented spheres were collected. The IFI of a sphere provided a stable estimate of its brightness. 2 Each grey value was corrected for the deviation of the IFI of its sphere from the mean IFI. For example, the mean IFI for an image that was recorded with 8× averaging was 14 014 grey values. The grey value from a central voxel of a sphere with an IFI of 13 635 was multiplied by the factor 14 014/13 635. 3 The variance of the distribution of the sampled corrected grey values was computed. A second correction was necessary: not all central voxels colocalized exactly with the centroid. A simulation image containing 200 spheres was used to compute the variance that was due simply to the sampling of the spheres. The variance of a histogram of central voxel values without noise was calculated from the simulation (0·57 I) and used for the second correction. Since the final corrected sample provided a histogram of values from a constant fluorochrome distribution, n g was directly obtained from the variance j 2 as
n g was roughly proportional to the number of scanlines averaged. An exception was when each scanline was averaged 32 times: here, bleaching effects were not negligible (cf. abscissa in Fig. 8b ). n g varies over a spatially extended object. The spheres used here covered 19 voxels on average with a grey value range of 130-190. For n g ¼ 45 (corresponding to a value estimated for experimental biological data, see above), for example, the number of effective photons per voxel in a typical sphere was in the interval [31, 45] according to Eqs. (1b, 5) . The precision of distance measurements was evaluated by the nearest-neighbour method. Spheres inside an ideal 2D cluster have six touching neighbours, whereas spheres on the outside of the cluster only have two or three touching neighbours. As it was difficult to decide how many touching neighbours a given spot had, the nearest-neighbour method was preferred to averaging over several spheres which were possibly touching neighbours. For each sphere centroid, the distance to the nearest neighbour was computed. Owing to imperfect imaging conditions, the distances formed a distribution which resembled a Gaussian. Figure 8(a) shows the xy distance distributions between adjacent quartz glass spheres observed in 2D clusters for one of the photon statistics used.
The standard deviation of positioning accuracy ('error') in the lateral plane was determined by a Gaussian fit to the data. The central value shifts towards smaller distances as n g decreases, since the nearest neighbour generally moves closer when the measured centroid value departs further from the real value. The expectation values <d> of the distance distributions are shown in Table 3 .
In the 3D case, the axial positioning inaccuracy added to the lateral positioning error. The way in which it affected the final 3D standard deviation depended on the angle between lateral and axial projection of the distance vector. The abscissa denotes the effective number of detected photons in the voxel of maximum intensity (n g ). The leftmost value corresponds to 2× averaging, the rightmost value to 32× averaging. The bleaching effects during the 32× averaging led only to a small increase of n g compared with 16× averaging. The black arrow marks n g ¼ 42, which was obtained from biological images. The range of n g estimated from the biological data is indicated by the grey shaded area. For the distance statistics in three dimensions, 1335 spheres were evaluated. In the axial direction, the error is largely determined by apparative constraints such as the axial positioning accuracy of the scanner. It is thus higher than values derived from a simulation. In the lateral direction, the error is determined mostly by the noise statistics and can become as small as 15 nm. (c) The errors (standard deviations) of distance measurements between targets of different spectral signature (RITC and FITC fluorescent cores) in the lateral and axial direction. 57 distances were evaluated (except for the rightmost two data points where 20 distances were recorded). n g was taken as the mean value of the FITC and RITC channels. The errors are slightly higher than in (b) as a result of additional chromatic aberrations.
In a Gaussian error progression,
where the angle a is defined as in Fig. 4 . j 3D,exp was obtained from a Gaussian fit to the 3D distance distribution. The parameters of the experiments are summarized in Table  3 . Figure 8 (b) shows the lateral (xy) and axial (z) standard deviations (errors) of the nearest-neighbour distances as a function of n g , as well as the 3D error j 3D for isotropic distance distributions. Even under the 'worst' conditions (averaging each scanline only twice in standard scanning mode, n g ¼ 7), a 3D positioning precision of Ϸ 80 nm was achieved with the standard confocal microscope used. The best result was obtained for n g ¼ 45 (j z ¼ 50 nm, j 3D ¼ 53 nm). These values are slightly higher than what was expected from a simulation (j z,sim ¼ 34 nm for n g ¼ 42). The deviation is probably due to positioning errors of the microscope stage. If the objects were located in the lateral image plane, the precision was 31 nm in the 'worst case', and the precision increased to 15 nm with an optimized photon count. The precision that can be obtained using objects with different spectral signature was evaluated experimentally by using a combination of the spheres described above and a second type of sphere with a fluorescent rhodamine isothyiocyane (RITC) core. The second type of sphere had a core diameter of 200 nm and an overall diameter of 416 Ϯ 14 nm (Verhaegh & van Blaaderen, 1994) determined by static and dynamic light scattering. The size variation was given to be 5·5%. A mixture of both types of sphere was dried on both 170-mm cover slips and object slides. This resulted in 3D clusters with frequently touching RITC-and FITC-spheres. The images were recorded as described in the section on chromatic shift measurements. Figure 3(c) shows an xy section through a cluster attached to the object slide. Figures 3(d) and (e) show 3D reconstructions after chromatic shift correction and image segmentation, displaying the segmented objects as spheres with the individual volumes which were determined by the algorithm. Figure 3 (e) shows a side view, where it is apparent that RITC sphere cores are closer to the object slide than FITC cores. This is due simply to the smaller sphere size. For touching FITC and RITC spheres which were both attached to the object slide, an angle a of 25·7Њ was expected between distance vector and lateral plane. The measured mean angle was 22Њ, enabling true 3D distance measurements between touching spheres. The same steps of data analysis as described above for one-channel measurements were performed. The number of effective photons was obtained as the mean of the RITC-and FITC-images.
Figure 8(c) shows the accuracy of lateral and axial distance measurements between two different spectral signatures. An overall maximum 3D accuracy of j 3D ¼ 68 nm was obtained (the lower value for n g ¼ 32 was regarded as an outlier). Again, this is slightly higher than what was expected from simulation results. It is likely that mechanical stage shifts were responsible for the higher value.
Discussion
The ability to visualize smaller and smaller details of human chromosome territories or other compartments of the cell nucleus has given rise to the question as to what extent an accurate 3D analysis of these structures is still possible using light microscopy. This has been investigated for confocal fluorescence microscopy, taking account of the limitations that the imaging process imposes on image quality. Here, it was shown that the accuracy of analysis stretches well beyond the limits set by the confocal PSF.
In order to meet the need for precise analysis of small objects imaged by the confocal microscope, a segmentation algorithm was developed which uses thresholding, but takes the influence of the microscopic PSF into account. The algorithm consists of an iterative region-growing process, assigning individual thresholds to spots which have been identified by a 3D search for local maxima.
Volume measurements in the VHM regime
The performance of the algorithm was evaluated using both simulated and experimental data. All analyses were performed separately for three spectral ranges (for FITC, TRITC and Cy5, which are the most commonly used fluorochrome ranges in present fluorescence microscopy). The mean volumes of individual spots were determined accurately for spot sizes down to approximately half the size of the VHM of the PSF used. If the volume of a spot was smaller than half the VHM, the volume after segmentation was found to be systematically higher than the original volume, but differences in volume were still detectable.
Precision of analysis of distances between simulated targets of the same spectral signature
A second point of investigation was determining the precision with which distances between fluorescence signals could be measured. The localization of spots and the accuracy of distance measurements was tested with two different photon statistics, in order to obtain an insight into the influence of the effective number of photons per voxel (n g ) on the precision. The fluorochrome used had an influence on the localization accuracy of spots, as well as on the number of spots which were found by the segmentation algorithm. The percentage of spots found in the test configuration, which consisted of 500 randomly distributed spots in an ellipsoid representing the nuclear volume, ranged from 91% (Cy5) to 96% (TRITC) for n g ¼ 42. Here, the detection of local maxima via an octahedral top-hat filter proved to be an improvement on earlier procedures which used cube-shaped filters (our unpublished results). No spots which were simply caused by noise were detected. The spots which were not found were closer than 1·3 effective FWHMs to the nearest neighbour, causing their intensity profiles to merge, since the spots themselves had a radius of 230 nm. In addition, the simulations showed that mutual intensity contributions of closely neighboured spots lead to systematic shifts (bias effect, cf. Manders et al., 1996a) in nearest-neighbour distances in the range of [1·3, 1·9] effective FWHMs. The bias effect could be partially removed using a first-order correction.
Nevertheless, a systematic shift remained. The intensity contributions of closely neighboured spots could also lead to errors in volume measurements, if too many or too few signals were present in an image. Algorithms to improve further the accuracy of spot localization and of segmentation are currently being developed in our laboratory. First results are given in Bornfleth et al. (1997) .
Precision of analysis of distances between simulated targets of different spectral signature
To determine distances between targets of different spectral signature, there is in principle no limit to the minimum distance that can still be detected. Here, the 'resolution equivalent' is only limited by the localization error of the two targets involved in the distance measurement process. A simulated nuclear volume that contained 2 × 500 randomly distributed objects (radius 230 nm each) with either an FITC or Cy5 fluorescent signature was used to evaluate this limit. Assuming an error in the determination of the chromatic shift of 20 nm laterally and 40 nm axially, a resolution equivalent of 75 nm (n g ¼ 42) was obtained using the algorithm described. Using a data set of 2 × 250 objects which could all be resolved individually, the 3D resolution equivalent was found to be 66 nm (n g ¼ 38).
Experimental precision of distance measurements
The influence of the photon statistics on the precision of distance measurements with the confocal microscope was studied using clusters of monodisperse quartz glass spheres.
It was shown that distance measurements with a precision of up to 15 nm were possible using a confocal microscope if both signals were located in the lateral plane and bleaching was negligible. The situation changed if the signals were located in different image planes. In this case, the focal shift has to be taken into consideration as a major source of error (cf. Hell et al., 1993) . The quartz glass spheres with a refractive index of n ¼ 1·45 provided the possibility for precise calibration in a medium with a refractive index which was well matched to the optical conditions present when imaging biological objects. Assuming a uniform distribution of spot-spot distance vectors over 3D space, a maximum precision of 3D distance measurement of 55 nm was achieved with the Leica TCS 4D used. The estimation of n g from experimental biological data (early and late replicating chromatin domains) suggested values of 22 nm and 58 nm for the 2D and 3D cases, respectively. These results demonstrate that using a commercial confocal microscope, 3D distances can be determined experimentally with a precision far better than the PSF half width. As the quartz glass spheres displayed a variation >1% in size (van Blaaderen & Vrij, 1992) , the measured values are an upper limit to the true precision. Using two different types of quartz glass spheres, the accuracy of 3D distance measurements between different colour channels was found to be 73 nm for n g ¼ 42, slightly higher than the simulation results. These data correspond closely to recent measurements of chromatic shifts in multicolour confocal microscopy (Manders, 1997) . The author stated that for the analysis of DNA-replication domains in the cell nucleus (Manders et al., 1996b) , 'the accuracy of measurement was 80 nm whereas the diameter of the replication domains was of the order 0·5-2 mm'.
If precision measurements between few signals are required, the method of attaching the objects to a quartz glass capillary or a quartz glass fibre to tilt the signals into the same image plane (Bradl et al., 1995) can significantly improve the precision .
Perspectives for subresolution measurements and conclusion
For more refined studies of the 3D topology of the genome in 3D-conserved nuclei using far-field fluorescence microscopy, it will be of utmost importance to perform distance measurements between defined targets beyond the Abbe limit of resolution. To achieve this goal, PSF engineered microscopes are being developed (Hell & Wichmann, 1994; Stelzer & Lindek, 1994; Hänninen et al., 1995; Hell & Kroug, 1995) in which the effective FWHMs of the PSF are lowered. The high precision of chromatic shift measurements made possible by appropriate multicolour confocal microscopy and image analysis (Manders, 1997) indicates that with conventional microscopic equipment, the restriction imposed on distance measurements by the FWHM of the PSF can be overcome by using targets of different spectral signature . This can be achieved via fluorochromes with different emission spectra combined with suitable laser excitation (e.g. FITC, TRITC, Cy5, Cy7) Schröck et al., 1996) , via different fluorescence lifetimes (Brakenhoff et al., 1994; Sanders et al., 1995) or by a combination of both (Carlsson & Liljeborg, 1997) . From the image files obtained, target centres can be determined independently of each other using algorithms which enable subvoxel accuracy of localization. The object coordinates in the different spectral images must be carefully corrected for chromatic shifts, as well as for monochromatic aberrations. In this case, the distances between the barycentres of intensity of the spectrally discriminated targets can be measured with a precision << l.
In conclusion, it is possible in biological applications to determine 3D distances between targets of the same spectral signature with an accuracy < 60 nm, and of different spectral signature with an accuracy < 75 nm. Whilst in the first case (same spectral signature), the smallest detectable distance is limited by the effective FWHM, the latter case does not impose a principle limit on the smallest distance detectable. This means that the Abbe limit of resolution can be overcome by the use of spectral information in a carefully calibrated system. It is anticipated that the combination of spectral information with quantitative standing wave field microscopy (Schneider et al., 1997) will make a further substantial improvement of the 3D resolution equivalent possible.
