[1] Recent works show that multichannel seismic (MCS) systems are able to provide detailed information on the oceans' fine structure. The aim of this paper is to analyze whether 1-D full waveform inversion algorithms are suitable to recover the extremely weak acoustic impedance contrasts associated to the oceans' fine structure, as well as their potential to image meso-scale objects such as meddies. We limited our analysis to synthetic, noise-free data, in order to identify some methodological issues related to this approach under idealistic conditions (e.g., 1-D wave propagation, noise-free data, known source wavelet). We first discuss the influence of the starting model in the context of the multi-scale strategy that we have implemented. Then we show that it is possible to retrieve not only sound speed but also salinity and temperature contrasts within reasonable bounds from the seismic data using Neural Network relationships trained with regional oceanographic data sets. Potentially, the vertical resolution of the obtained models, which depends on the maximum frequency inverted, is of the order of 5-10 m, whereas the root mean square error of the inverted properties is shown to be ∼0.5 m/s for sound speed, 0.1°C for temperature, and 0.06 for salinity. To conclude this study, we have inverted synthetic data simulated along an oceanographic transect acquired during the EU-funded Geophysical Oceanography (GO) project. The results demonstrate the applicability of the method for synthetic data, as well as its potential to define oceanographic features along 2-D transects at full ocean depth with excellent lateral resolution.
Introduction
[2] Seismic oceanography (SO) consists in the exploration of the internal structure and physical properties of the ocean using multichannel seismic reflection (MCS) systems. In MCS, the acoustic waves generated by an active source (i.e. an air gun array) propagate through the medium (in our case the water column), being transmitted through or reflected at the boundaries between water masses. The amount of energy that is reflected and transmitted depends on the acoustic impedance contrasts between neighboring water masses, which means that the scattered wavefield is more sensitive to variations of the acoustic properties than to the acoustic properties themselves. Given that the water boundaries are characterized by property gradients instead of sharp contrasts, the reflection amplitude is also frequency dependent [Vsemirnova et al., 2009] . Thus, the reflected wavefield is finally recorded at the surface by a streamer of hydrophones and successively processed and stacked to build sections that are high-resolution images of the acoustic reflectivity of the water column. The impedance contrasts correspond to the fine structure generated by the interaction between water masses with different sound speed (c) and density (r) and hence temperature (T) and salinity (S), by means of watermixing phenomena happening at different spatio-temporal scales that lead to a heterogeneous distribution of the mechanical properties within the water column. Therefore, the scattered acoustic wavefield contains indirect information on the thermohaline variations within the water column. In conventional MCS systems, the nominal horizontal sampling on the processed seismic image is typically 6.25 m, determined as half of the distance between the hydrophone groups in the raw data, and 1.5 m in the vertical direction assuming a sampling interval of 2 ms and a water sound speed of 1500 m/s. This gives a theoretical maximum horizontal spatial wavelength that can be resolved after processing of 1 12.5 m. The vertical resolution is higher, and for the example above, would be 3 m before aliasing occurs [Widess, 1973] . This combination of high spatial resolution and sensitivity to contrasts makes SO an excellent tool to image, or delineate, the geometry of thermohaline fine structures of the ocean, as well as meso-scale features such as fronts [e.g., Holbrook et al., 2003] , meddies [e.g., Biescas et al., 2008] or currents [e.g., Buffett et al., 2009] . However, a recognized drawback of this technique is that it does not allow to infer directly the water's physical properties such as temperature (T) and salinity (S), which must be related to the water's acoustic properties through some ad hoc laws .
[3] During the last three years, several authors have addressed the problem of estimating the water layer's sound speed and other related properties from SO experiments based on either forward or inverse techniques. Thus, Wood et al. [2008] applied the Full Waveform Inversion theory (FWI) to SO problems for the first time. In their paper the authors present some results of 1-D FWI; they show that the ocean temperature profiles can be recovered up to approximately 800 m depth, with reasonably accuracy, by applying FWI to both synthetic and real data. More recently, Papenberg et al. [2010] obtained the first high-resolution maps of T and S of the Mediterranean Outflow Water from real seismic oceanographic data. Their method consists on a stochastic deconvolution to calculate the reflectivity model in high frequencies, deduce the variation in sound speed and then add it to a low frequency sound speed model calculated from the XBTs, and T and S are derived using depth dependent relationship calibrated using CTDs data.
[4] In this work we focus on the inverse, FWI technique. We first present some theoretical basics of the method and we then propose possible strategies for inverting the physical properties of the water mass based on synthetic seismic data inversion. The fundamentals of the FWI theory were formulated by A. Tarantola in the mid 80's [Tarantola, 1984 [Tarantola, , 1987 . FWI is an iterative tool that improves the model by directly comparing synthetic traces obtained using an initial model (which can be poor in high-frequency content) with the real trace recorded experimentally, hereafter referred to as "data", by means of a misfit function. The adjoint method [Tarantola, 1984; Pratt, 1999; Fichtner et al., 2006] is the center piece of FWI, as it provides the means to obtain the gradient of the misfit function in the current model so that an optimization problem can be set in order to find the model that generates the smallest misfit between synthetics and data, i.e. the final inverted sound speed model. As we mentioned above, the main drawback of FWI is its high computational cost but, nevertheless, its enhanced resolution compared to other seismic inversion schemes are starting to make FWI an attractive inversion tool in seismic exploration and seismology [e.g., Canales, 2010; Fichtner et al., 2010; Sears et al., 2010; Tape et al., 2010] .
[5] This paper presents the first part of a comprehensive acoustic study devoted to analyze the possible application of 1-D FWI to SO experiments in order to retrieve the physical properties of the water column along oceanographic transects with the seismic resolution. Our objective is to explore the potential of the method (assuming that ocean is static) and to figure out if it could be applied to such low-energy reflected wavefield and, moreover, to establish an inversion strategy for SO experiments, a fundamental issue for the success of further applications of FWI to real data. To isolate and identify the main methodological issues, we have centered our study on synthetic data, so that the real sound speed model and source wavelet are known beforehand and there is no noise in the data. These issues related to real data inversion are outside the scope of this paper.
[6] The paper is structured as follows: In section 1, we describe the FWI algorithm that we have developed together with our inversion strategy. Section 2 presents the results of our inversion scheme applied to 1-D synthetic data to retrieve a sound speed profile up to 2000 m depth. Then we describe a procedure to infer T (temperature) and S (salinity) from sound speed. We do this by combining an empirical relationship of sound speed as a function of T, S, and P (pressure), together with a Neural Network algorithm with two predictors [Bishop, 1995] : T and z (depth). Furthermore, we test and discuss the influence of starting models in the inversion results. Finally, in order to demonstrate the capability of the method and illustrate our inversion strategy, we present the results of the inversion of 1-D synthetic data generated along a 17.6 km-long segment of the LR10 oceanographic transect acquired during the EU-funded Geophysical Oceanography (GO) survey that took place in April 2007 in the Gulf of Cadiz [Hobbs, 2007] .
Inversion Algorithm and Strategy
[7] The objective of inversion, in the SO framework, is to retrieve physical properties, e.g. the sound speed, of the water column from the seismic data and an initial model based on a priori estimates. Seismic inversion, in particular, aims at correcting our initial estimates of the model by reducing the mismatch between the traces recorded and those generated synthetically. FWI is a type of seismic inversion where the mismatch is computed by comparing whole waveforms of data and synthetics, for a certain time and frequency window. This mismatch is usually quantified with a number called the misfit of the synthetic traces. In summary, FWI is in general sensitive to both phase and amplitude discrepancies for the whole range of windowed wave types. The benefit of FWI, namely its sensitivity to any kind of measurement in our traces, might well turn into a drawback due to the fact that any phase or phenomenon not accounted for in the synthetics but present in the data trace will turn into a gradient zone in the model, i.e. will lead to correcting the model in order to get close to the synthetic. Furthermore, two different mismatching wiggles in the traces might lead to contradictory model corrections in the same area of the model, because the problem FWI tries to solve is highly non-linear. As can be expected, many such mismatches are present in any trace taken "as is" and hence the problem can become ill-conditioned and diverge. Hence careful data selection (filtering, tapering,…), reasonable initial models and correct modeling of the synthetic waves are crucial issues for the success of FWI. An important characteristic of FWI is that the vertical resolution of the model is determined by the wavelengths of the data used, rather than model-space cell size. In the following we describe the fundamental details of FWI, focusing on the particular problem of SO.
Inversion Problem
[8] Figure 1 shows the general scheme of the 1-D FWI algorithm that we have developed. It is a time-domain inversion that is based in that proposed by Tarantola [1984] . The algorithm can be separated in three parts: the quantification of the misfit, the computation of the gradient direction and the optimization problem.
[9] The first part is the calculation of the misfit function M(u 0 , u; m), where u 0 and u are the real and synthetic data respectively, and m defines one of the admissible models of the sound speed profile. In our case, u represents the pressure variations around the local equilibrium value and m the value of the synthetic sound speed model. In this study the leastsquare criterion (or L 2 norm) is chosen which is given by
where N is the number of discrete temporal sample points of the observed and synthetic data. Some other norms have been developed in order get better behavior when dealing with noisy data or outliers [Tarantola, 1987; Crase et al., 1990; Fichtner et al., 2008; Virieux and Operto, 2009; Brossier et al., 2010] , but as we are considering noise-free data we will only work with the L2 criterion in the following.
[10] The next step is the computation of the gradient of the misfit function with respect to the parameters of the system, r m M, i.e. the gradient direction for the optimization problem. To that goal we use the adjoint method [Tarantola, 1984; Fichtner et al., 2006] . This method obtains the gradient by cross-correlating the forward wave field with an "adjoint" wave field [e.g., Pratt, 1999] . The gradient direction is obtained from two simulations without computing the partial derivatives explicitly. In this work, the gradient used is the one presented by Fichtner et al. [2006] which has the expression
where K is the bulk modulus, t the time, t 0 the final measurement time, u the acoustic pressure and u a the adjoint pressure field.
[11] The last part of the inversion is the optimization problem. In our case we employ a non-linear Conjugated Gradient method (CG). The main advantage of this method is that it does not require the storage of a large number of matrices and besides, it converges faster than steepest descent methods [Nocedal and Wright, 1999] . In CG, the gradient of the misfit function is used to calculate the search direction, p, i.e. the direction in the model space in which the value of the misfit function locally decrease. The search direction for kth iteration is given by
The Polak-Ribière criteria is used for calculating the parameter b k [Nocedal and Wright, 1999] . Finally, the optimization problem is reduced to finding the optimal step, a k that satisfies
where m k are the model parameters at iteration k. To solve equation (4) we generate two test steps and compute analytically the minimum value with a polynomial approximation. Finally, the model that minimizes the misfit function along the search direction is updated with the following expression
We consider the FWI procedure finished after a fixed number of iterations. This number has been chosen after trials on XBT profiles inversion and leads to very similar error drops for all shots and frequencies, except for the lowest (under 1 Hz), which have lower convergence rates. [12] In the previous section the basic steps of FWI algorithm have been described. However, the problem is highly non-linear, so that a large amount of local minima will be present in the misfit function as we explore the model space. In order to linearize it we perform external iterations of the FWI algorithm as proposed by several authors [e.g., Bunks et al., 1995; Ravaut et al., 2004; Sirgue and Pratt, 2004] . We solve a number of times a FWI problem for different wave number of our model sequentially, using the results of the previous FWI run as starting model for the next. In particular, the data is partitioned by band-pass filtering, so that we solve different frequency bands of the same data at each external iteration. In the present study, the frequency selection in each external iteration is done with a Wiener low-pass filter [Boonyasiriwat, 2009] defined by
Inversion Strategy
where F Wiener is the Wiener filter in the frequency domain, W original is the Fourier transform of the wavelet of the original source, W target is the Fourier transform of the lowfrequency target wavelet, w is the angular frequency, and " is a regularization parameter set to 10 −20 . [13] The misfit function at low frequencies is less nonlinear than at high frequencies, so that the smaller wave number components of the sound speed model are inverted first, using the filter of equation (6). In the subsequent iterations the filters are relaxed in order to invert higher wave number components in the model. However, in some cases, incorporating a lower frequency step at a later stage proves to be useful for improving our final model, as will be shown in the applications below.
[14] Figure 2a presents the power spectrum for several central frequencies of the Ricker wavelet. In Figure 2b we present the corresponding power spectra of the synthetic trace of one CTD (p350_036) for the same frequencies. Note that for the 75 Hz Ricker wavelet at 0.5 Hz the amplitude of the power spectrum is approximately 30 dB less than its maximum.
Forward Problem
[15] A central piece of FWI is the usage of an accurate and efficient forward solver to compute the forward and adjoint wave fields. We model the 1-D acoustic wave propagation through the water column assuming density as constant with a time-domain finite-difference scheme of 6th order in space and 2nd order in time [Kormann et al., 2009 [Kormann et al., , 2010 defined by
where z is the depth, t the time, and c the sound wave speed. The forward propagation is combined with complex frequency shifted-perfectly matched layers (CFS-PML) in order to get a reflection-free boundary condition at the bottom [Roden and Gedney, 2000; Komatitsch and Martin, 2007; Kormann et al., 2009] and we set u(0, t) = 0 at surface. The forward modeling is applied in two main steps of the inversion scheme: (1) to obtain the synthetic "data" to be inverted from the known sound speed model (i.e. the acoustic pressure variation u 0 (z r , t), from the receptor located at z r ) and (2) to calculate the forward and adjoint propagation within the full waveform inversion scheme.
[16] In the following sections, we show a series of applications of the inversion algorithm described above to synthetic data corresponding to SO experiments. In all the applications, the space increment is set to Dd = 2.5 m, and the time increment is conditioned with the CourantFriedrichs-Lewy condition. Source and receiver are 10 m and 20 m deep respectively.
Inversion of Synthetic Seismic Oceanography Data

FWI Inversion of Sound Speed From Synthetic Acoustic Data
[17] In this section we present the 1-D full waveform inversion of two synthetic shots generated with the sound speed profile corresponding to two real ConductivityTemperature-Depth (CTD) profiles acquired during the GO survey. The objective is to identify some methodological issues and limits of the application of 1-D FWI to retrieve sound speed profiles from stacked seismic data. With this goal, we have first applied the multi-scale FWI scheme presented in the previous section, starting from a smooth initial model and then retrieved T and S from the inverted sound speed by using different empirical relationships. The obtained models of physical properties are then compared with the reference CTD data used to generate the synthetic shots.
[18] Two out of the 48 CTDs acquired during the GO survey were selected to perform the synthetic tests: (1) p350_002 (namely CTD1), which sampled the lateral boundary of a meddy and the staircase thermohaline structure at the bottom of the Mediterranean Undercurrent; and (2) p350_036 (namely CTD2), which sampled the core of the meddy. The sound speed profiles measured by these CTDs (Figures 3a and 3c ) are then used to generate two 1-D synthetic shots (Figures 3b and 3d ) with a 75 Hz Ricker source, using the forward modeling described in section 2.3. The maximum time of propagation is 5 s.
[19] Next, the FWI described above (Figure 1 ) is applied to recover the sound speed profile from the synthetic acoustic data following a multi-scale strategy similar to that proposed in Solid Earth applications [e.g., Bunks et al., 1995; Sirgue and Pratt, 2004] . Several tests showed that the best strategy, in terms of quality of the results and time consumption, consists in the following sequential inversion steps (frequency iterations): 0. Figure 4a ) and 1510 m/s for CTD2 (gray line in Figure 5a ). These results show how the inverted model improves as we add higher frequencies in the subsequent iterations. Remarkably accurate sound speed models are recovered at the end of the whole procedure (at 75 Hz). Note that the root-mean-square (r.m.s.) of the obtained models decreases from 0.75 Hz to 24 Hz inversions and then it increases again due to a shift in the lowest frequency. This is the reason to perform a second inversion at 0.75 Hz in the final step. Since the initial models are constant velocities it is necessary that the data have frequency content at the lowest frequency/wave number that characterizes the target model (0.75-1.0 Hz in this case) to be able to recover the entire spectrum of the sound speed profile. Detailed zooms of the inverted models in Figures 6 and 7 show the improvement at the inversions of the highest frequency components. In order to investigate the highest frequency that is possible to invert, Figures 6 and 7 include also a 100 Hz inversion. These results show that the step in 100 Hz does not improve the model, due to the spatial sampling of the forward modeling.
Determination of Temperature and Salinity From a Sound Speed Profile
[20] Once the sound speed has been inverted, the T and S profiles can also be inferred from the inverted sound speed provided there is a local relationship between T, S, and z available. Our approach to calculate T and S is the following one: we start with the inverted sound speed values obtained at each depth, c(z), and we want to calculate the corresponding temperature and salinity pair at this particular depth (z, T, S). Since we have two unknown parameters (T, S) and a single observation (c (z)), we need two functions relating them to resolve the problem. For this we have chosen the following empirical expressions:
[21] 1. The sound speed formula proposed by Chen and Millero [1976] as modified by Millero et al. [1980] , which expresses c as a function of T, S, and z through an empirical polynomial regression.
[22] 2. A neural network (NN) T-S relationship. The NN is a non-linear regression model for S i , which uses, in our case, two predictors z i and T i . The NN model was adapted from the one presented by Ballabrera-Poy et al. [2009] . This NN has a single hidden layer with 50 neurons and a hyperbolic tangent function as activation function. The output layer has one neuron and uses the identify function as activation function. The perturbations in the salinity are determined with the NN and then added to the mean salinity profile. Therefore the expression for S using this NN is
where i = 1,2 are the predictors, j = 1,…,50 are the neurons of the hidden layer, and the superscripts 1 and 2 correspond to the hidden (1) and output (2) layer. The empirical coefficients b i 2 , b j 1 , w 1j 2 and w ji 1 are calculated by minimizing an error function, which in our case is defined by the mean square error between the salinity calculated by the NN and those of the empirical dataset.
[23] The iterative optimization process is implemented in the Neural Network Toolbox of Matlab, and the results are shown in Figure 8 . In this example, the T, S background used to calculated the NN is constituted by 46 CTD collected in the area during the GO survey, this is all except the two CTDs used for the inversion (CTD1 and CTD2), which did not contribute to the neural network calculation.
[24] The solution of this system of two unknowns and two equations is found following a grid search-type approach. At each depth, we vary T from 1 to 20°C in steps of 0.01°C and calculate the corresponding S using expression 2 and then the corresponding c using expression 1. The T, S pair that gives the c value closest to the inverted one is chosen. Finally, the inverted sound speed, temperature and salinity profiles are compared to the ones provided by the CTDs (see Figures 8 and 9 ). These comparisons show rms of ∼0.5 m/s for sound speed, 0.1°C for temperature, and 0.06 for salinity. The largest discrepancies between real and inverted data are found below 1400 m depth in the case of CTD1: 1 m/s for velocity, 0.2°C for temperature and 0.1 for salinity. The inversion of the CTD2, with the same strategy, provides even more accurate results. Therefore, we can conclude that the combination of FWI with NN for SO studies provides the methodological means to recover profiles of the physical properties of the ocean.
[25] The T and S profiles showed in Figure 9 were calculated using a NN trained with a dataset acquired next to CTD1 and CTD2 and during consecutive days, this fact enhances the effectiveness of the NN calculations. However, in cases where we lack simultaneous and collocated data, the results are also acceptable as we will show in the following example, employing a second NN trained with a set of 180 CTDs collected in the same geographical area (i.e., the Gulf of Cadiz) but in a completely different period of time: the Thalassa Leg2 Cruise, done in September 1997. Figures 9 and 10 show the T and S models obtained with the inverted sound speed profiles for CTD1 and CTD2 respectively, when we use a NN trained with the GO dataset (Figures 10a and 10c ) or when we use another NN trained with the Thalassa dataset (Figures 10b and 10d) . The r.m.s. in temperature is similar but, in the case of salinity, the r.m.s. is three-fold larger (0.02 vs. 0.06 for CTD2, the one in the center of the meddy). However, for CTD1, which is less anomalous than CTD2 in terms of T and S, neither the r.m.s. in temperature or in salinity change significantly. This result confirms the adequateness of the method proposed, despite using independent and non-simultaneous datasets.
Influence of the Background Model in FWI Inversion of SO Data
[26] As explained in section 3.1, in a multi-scale approach, the inversion's quality depends heavily on how well the lowest frequencies are recovered. Thus a crucial issue is to accurately recover these lowest wave numbers. In this section, we present two synthetic tests to illustrate the influence of the starting model depending on the frequency content of the data to be inverted.
[27] In the first example, the reference model to be recovered is the sound speed profile of CTD-2. A multiscale strategy (section 2.2) is used and the following frequencies are successively inverted: 0.5, 1.0, 2.0, 4.0, 8.0, 16.0, 32.0, and 0.5 Hz. For each frequency, 25 iterations are performed. As in the case shown in section 3.1, the first frequency is repeated in order to correct phase errors in the inverted model due to bandwidth overlap issues of this frequency.
[28] Figure 11 shows the inversion of CTD-2 using three different homogeneous starting models. The first is set to 1509 m/s (Figure 11a) , the second to 1510 m/s, which is the mean sound speed of CTD-2 (Figure 11b) , and the third is set to 1511 m/s (see Figure 11c) . From Figure 11 we can conclude that the model is better recovered for the second case. The mean sound speed model can be interpreted as the "zero" wave number of the real model, so it seems reasonable that an inversion that uses the exact zero-wave number as the starting model results in the best inversion, as it is clearly shown in Figure 11 . When a perturbation is added to the initial model, it becomes more difficult to retrieve the real model through FWI because the zero-wave number information is lacking in the data so there is a gap in the multi-scale approach.
[29] The second numerical experiment illustrates the importance of both strategy and starting model in FWI. For this purpose, only the 0.5 Hz inversion is needed. Deviations of 6 m/s and 2 m/s were added to the mean sound speed respectively to produce two new starting models. The simulating parameters are those described for the previous example. The problem we want to address here is if FWI is able to correct constant error from the starting model. For this purpose we simulate a 7 s-long seismic trace. We need to increase the trace length to enhance the spectral resolution of the data and to correct in turn errors from the lowest wave numbers. Figure 12 shows the resulting inverted models after 100 iterations for the initial models including deviations (Figures 12a and 12b ) and 25 iterations for the model with the initial model without deviations (Figure 12c ). It can be seen that for both Figures 12a and 12b the low-wave number component is accurately recovered by the algorithm independently of the constant error added to the mean model. Once again it illustrates the importance of recovering reasonably the first frequency of the model as well as the strategy inversion.
[30] It is therefore essential to choose correctly the lowest frequency to start the inversion, which must overlap with the lowest wave number that is present in the target model. This information can be extracted from collocated oceanographic data, especially XBT/CTD profiles. The oceanographic information can be also used to parameterize the algorithm, this is, to select the most appropriate simulation parameters, and to figure out the most suitable frequency to start the inversion.
Inversion of Synthetic Data Along the GO-LR 10 Line
[31] In this section the results of FWI applied to synthetic data generated with the FDTD algorithm presented in section 2.1, along the GO-LR10 line acquired during the GO project, are presented. This transect is characterized by a thermohaline intrusion in the upper part (down to 300 m) and shows a prominent meso-scale feature identified as a meddy in the depth range of 800 m to 1500 m. The model contains therefore zones, such as the core of the meddy, where acoustic impedance contrasts and, in turn, acoustic reflectivity, should be weak; and others, such as the boundaries between neighboring water masses, where impedance contrasts and reflectivity should be stronger. This seismic line has been chosen to analyze the performance of the algorithm depending on the model's low-frequency lateral variations.
[32] The target model is the high-resolution sound speed map from Kormann et al. [2010] obtained with the method of Papenberg et al. [2010] along line GO-LR10. For each 1-D sound speed profile the acoustic trace is simulated, and then inverted by using a smooth version of the reference profile as starting model (see Figure 13b ). This reference model has been obtained from lineal interpolation of only 3 equally spaced XBTs probes along the profile, with a separation of 8.8 km between them. Note that this is a realistic starting model with the approximate lateral resolution of conventional oceanographic exploration.
[33] The multi-scale FWI strategy presented in the last section is applied here to each seismic trace along the whole profile with the following parameters: 20 iterations have been performed, starting from 2 Hz, which is the minimum frequency that could be potentially reached with modern, deeply-towed, optimally-tuned air gun array systems [e.g., Ziolkowski et al., 2003] , and successively doubling the frequency until 32 Hz. The first 10 m are fixed in the model, which greatly fastens the convergence of the method. The final model is achieved after performing the 2 Hz inversion once more, thus correcting the small phase and amplitude errors.
[34] Figure 13 presents the reference or target model (a), the starting or initial model (b), and the result of the acoustic inversion (c). By comparing Figures 13a and 13c it can be seen that the algorithm has been able to recover accurately the fine structures; the mean relative error with respect to the original model is of the order of 10 −4 . Above the meddy the structure is well recovered, due to the small lateral variations of the sound speed; nevertheless, into the meddy some discrepancies can be observed, for example at a distance of 3.5 km along the profile and 1000 m deep or at 10 km along profile and 1300 m deep. This is because we did not perform FWI for frequencies lower than 2 Hz because of the low spectral resolution. Nevertheless, it is clear that the algorithm is able to retrieve accurately all structures with the seismic lateral resolution of the seismic data.
[35] To conclude this section, we present the T, S and density maps inferred following the approach described in section 3.2. The obtained models are shown in Figure 14 . The depth axes range from 200 to 1700 m in order to enhance the low temperature and salinity contrasts through the meddy. It can be seen that both temperature and salinity fine and large structures are highly correlated with those from the inverted sound speed map. Checking the single density profiles we observe some inversions, less than 10 m thick, within the shallowest 100 meters. However, the rest of the data shows the stability of the density profile, which underpins the results of the inversion.
[36] From the point of view of the resources, most of the computational effort is spent on the acoustic inversion, compared to the NN calculation. It takes 4 days to perform all the 1-D acoustic inversion of the GO-LR10 line (2800 sound speed profiles), using multi-core programming on 4 cores of a workstation with 8 GB of RAM memory.
Conclusions
[37] A high-resolution 1-D acoustic full waveform inversion of sound speed using synthetic seismic data simulating a stacked MCS section, together with the determination of temperature and salinity from the sound speed profiles, employing well-trained neural networks, have been presented in this work. Based on the results of several numerical experiments we show that the proposed method allows to potentially retrieve sound speed, temperature and salinity maps from the seismic traces, with an accuracy up to 0.5 m/s for sound speed, 0.1°C for temperature, and 0.06 for salinity. As it has been demonstrated in section 3, the main advantage of this method is its ability to reconstruct both low-and high-wave number components of the model thanks to a multi-scale inversion strategy that inverts progressively higher frequency bands. For low-frequency inversion, it has been shown that, in the seismic oceanography context and when data are noise-free, the method's performance is not limited by the starting model, and that we are able to reconstruct the low wave number components of the model even when moderate deviations are introduced in the starting model, provided the inverted data cover the corresponding low-frequency band. As noted in section 3.3, this means that if neither (1) the low-wave number components of the sound speed profile are missing from the starting model, and (2) the data to be inverted do not contain the frequencies overlapping with these low wave numbers, the proposed method will fail to recover the missing part of the spectra and we will never be able to obtain a reasonable model. All these problems, related with real data applications, have been dismissed from the present study in order to focus on the purely methodological aspects and will be the object of our future work. Despite these difficulties, we have shown that FWI appears to be fundamentally capable of accurately recovering the original model with only limited low-frequency information. Another advantage is that the conventional oceanographic datasets can be useful to parameterize the inversion algorithm and strategy in terms of initial model and frequencies needed to recover. Moreover, the method is highly parallelizable, and as such has a potential for efficient large-scale computations. Thus, despite the above-mentioned difficulties and other issues that will arise from real data applications, we believe that FWI could become a powerful method in the context of SO experiments.
