In this article, we derive an explicit formula for computing confidence interval for the mean of bounded random variables. In additional to its simplicity, the formula is very tight in comparison with existing results in literature.
Introduction
Interval estimation for the mean of bounded random variables is frequently encountered in many areas of science and engineering. Conventional technique for constructing confidence interval relies on the Central Limit Theorem. However, for small and moderate sample size, using normal approximation can lead to serious under-coverage of the mean. In the case of bounded random variables, even the sample size is very large, the error can also be untolerable when the parent distribution is highly skewed toward extremes. Significant contribution to this problem has been made by Fishman in 1990 . Based on the work of Hoeffding 1963, Fishman has developed a rigorous approach for confidence interval construction for the mean of bounded random variables. Such an approach eliminates the error of approximation entirely at the expense of a larger interval width.
In this article, by applying an inequality obtained by Massart 1990 and Hoeffding's probability inequality, we have derived an explicit formula for interval estimation of the mean in the bounded case. The formula is extremely simple. Moreover, the width of confidence interval constructed by this formula is very close to the width of confidence interval resulted from Fishman's method. of random variable Z on interval [0, 1] (i.e., Pr{0 ≤ Z ≤ 1} = 1) and employ transformation X = (b − a)Z + a to obtain an estimation for the mean of X. The following Theorem 1 provides an easy method for constructing confidence interval for the mean of Z.
where n is the sample size and
To prove Theorem 1, we need some preliminary lemmas.
with respect to ǫ.
Proof. Let q = t + ǫ 3 where ǫ satisfies equation (1) . Then q satisfies equation exp −
. Making use of the relation between ǫ and q, we find the roots of equation (1) 
. It can be verified that |α(1 − 2t)| 2 ≤ α 2 + 4αt(1 − t), which leads to ǫ(t) = ǫ 1 ≥ 0 and ǫ 2 ≤ 0.
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is a concave function with respect to t.
Proof. By equation (2), we have 0 < t < q < 1 and )(1−2q) q−t(2q−1) . Invoking inequality 0 < t < q < 1, we can show that q − t(2q − 1) > 0, which leads to equivalent relations . Making use of the relation between p and t, we find the solution of equation z − t = ǫ(t) with respect to t
and t 2 = z +
. It can be shown that |β(1 − 2z)| 2 ≤ β 2 + 4βz(1 − z), which leads to t 1 ≥ z and t 2 ≤ z. So the proof is completed by noting that t(z) = t 2 .
Proof. Let t(z) ≥ µ > 0. By Lemma 3, we have z − t(z) ≥ 0 and thus z − µ ≥ z − t(z) ≥ 0. We claim that z − µ > 0. If this is not true, then z = µ and t(z) ≥ z > 0. By Lemma 3, we have t(z) = z > 0. On the other hand, t(z) = z results in z = 0. Thus we arrive at contradiction 0 > 0. So we have shown z − µ > 0 and it follows that 0 ≤ z−t(z) z−µ ≤ 1. We next show that z − µ ≥ ǫ(µ). Suppose for the purpose of contradiction that z − µ < ǫ(µ). Then
By Lemma 2, ǫ(t) is concave with respect to t, hence ǫ(µ)
, which yields z − t(z) < ǫ(t(z)). Recall Lemma 3, z − t(z) = ǫ(t(z)). It follows that ǫ(t(z)) < ǫ(t(z)), which is a contradiction.
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We are now in the position to prove Theorem 1. By Theorem 1 of Hoeffding 1963,
By Lemma 1 of Massart 1990,
It follows from (3) and (4) that
By the definition of t(.), we can verify that L Z = t(Z). Thus Pr{L Z ≥ µ} = Pr{t(Z) ≥ µ}. Applying Lemma 4, we have Pr{t(Z) ≥ µ} ≤ Pr{Z − µ ≥ ǫ(µ)}. Hence by (5) and Lemma 1,
Since Pr{L Z ≥ µ} ≤ δ 2 has been shown, we can apply this conclusion to random variable
Finally, by applying Bonferrnoni's inequality, we have
Numerical Experiments
We have conducted numerical experiments for a comparison of confidence limits computed by Theorem 1 and Fishman's method. In Figures 1 and 2 , confidence limits are plotted with respect to sample mean Z = P n i=1 Z i n for both methods. It can be seen that the plots of confidence limits obtained by Theorem 1 almost coincides with the plots of confidence limits resulted from Fishman's method. The numerical experiments demonstrate that the proposed formula in Theorem 1 is almost as tight as Fishman's method, although it is simple enough for hand calculation. 
