Introduction
The classical results concerning a limit behaviour of extreme order statistics and point processes of exceedances in one-dimensional mixing stationary sequences can be found in Leadbetter et al. [6] . The multivariante i.i.d. case was discussed by a lot of authors (see for instance Wisniewski [11] ). Hsing [4] and Hiisler [5] investigated weak convergence of the maximum vectors under stationarity and mixing conditions. Extremes and exceedances of high boundaries by stationary and nonstationary multivariate random sequences in the rare events context were presented by Falk et al. [2] . The purpose of this paper is to extend results of Wisniewski [11] and some of results of Hsing [4] and Hiisler [5] to the stationary case of multidimensional extreme order statistics and multivariate point processes of exceedances. Identical with Hiisler's [5] assumptions are used, apart from the condition which is a slightly stronger version of the long range dependence condition D^ (see Section 3). Especially, the condition D' is assumed which guarantees that the clustering of extreme values does not occur. In the second Section we set up notation and compiles some basic facts of the theory of Point Processes. In Section 3 we provide a detailed exposition of assumptions. Section 4 is devoted to the study of the weak convergence of point processes. The obtained limit distributions are just the same as in the i.i.d. case. Hence the extremal index function (see Nandagopalan [9] or Perfekt [10] ) is constant and equal to 1. It is worth pointing out that, as opposed to the univariate case, the limit distributions do not have to be Poisson type (compare with Falk et al. [2] , Section 10.6). This eifect result only from an allowable dependence between the various components of the multivariate observations. On account of Nandagopalan et al. [8] it is obvious that the obtained limit point processes have Compound Poisson distributions. The dependence structure among the components of the multivariate distributions is an important aspect in the multivariate analysis. In this Section we will look more closely at independence and complete dependence of the components of the limit processes. Also the relation between max-infinite divisibility and infinite divisibility of the limit point processes of exceedances are established. In Section 5 we deal with the limit extreme order statistics and their dependence structure. The last Section contains lemmas.
Notation
Let K(p) denote the set {1,2,.. .,p} for an arbitrary p G K. Fix d G K. Let us assume that £ = {X n : n G N} is a stationary sequence of d-dimensional random vectors X n = (X n { : i G N(d)) with a common distribution function F. For any G C K(d) we use the symbol Fq to denote the distribution function of the vector X n a = (X n i : i G G). Let M n denote for k G N(n), n G K the vector of k-th extreme order statistic (defined comk ponentwise). We also define by M nG (A) the k-th extreme order statistic in the sequence
The imain question deals with the convergence of the distribution of M n under a suitable normalization (1)
where u n -u n (x) = a n x+b n ,x G and a n ,b n are sequences in a n with positive components. (Arithmetical operations are meant componentwise).
Let {5'" : n G K} denote the sequence of the d-variate point processes of exceedances obtained on the base £ and previously considered normalization (see Wisniewski [11, 12] and the one-dimensional case in Leadbetter et al. [6] ). This means that
where Si are Borel subsets of (0,1] and 1 a denotes the characteristic function of the set A. The marginal point processes of the process S n are defined in the following way
For any point process rj we can define the avoidance function F^ (see Daley et al. [1] ). We have 
for all 1 < p ^ q < d and x such that H^{xp) > H^{xq).
In order to get asymptotic results, it is necessary to strengthen the condition Dd in the following way:
Condition D^(un) holds if condition Dd(un) holds with (3) replaced by Bli = {Xki < uni} or Bli = Q, where fl denotes the sure event.
Although is stronger than Dd it is easily seen that strong mixing condition implies D J. Furthermore Dj is still weaker than mixing conditions defined as the A-condition (see Hsing et al. [3] ).
On weak convergence of multivariate point processes of exceedances THEOREM 4.1. Let a stationary sequence £ satisfy (3) and D%(un(x)), D'd{un{x)), for all x € Djj. Then

Sn{%) S(x), for all x £ Dhi n-•co
S(x) is a simple point process with Poisson marginals and the avoidance function of the form (2).
Proof. The main idea of the proof is adopted from the proof of Theorem 5.2.1 in Leadbetter et al. [6] . This theorem shows that
Sni(xi)
Sj ( where SI are finite sums of subintervals of (0,1]. Since (J 6* g x G = A and 6* Gl n 8* G2 = 0 for G x ± G 2
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we see that
It is easy to check that for any
Thus we get
•-Ger
The sets 6 G are disjoint and consist of finite sums of disjoint subintervals of (0, 
S(x) have independent components SI(XI).
The proof is completed by using Corollaries 2 and 6 of Wisniewski [11] and Theorem 2.4 of Hiisler [5] . 
. = Sd(z) a.s. for all z € R).
It is sufficient to use Corollaries 3 and 6 of Wisniewski [11] together with Theorem 3.6 of Hiisler [5] .
Since a multivariate simple point process is Poisson process if and only if its marginals are independent Poisson point processes (see Corollary 1. of Wisniewski [11] ), Corollary 5.3 asserts that limit point processes of exceedances are not always those of Poisson. It results from Corollaries 5 and 6 of Wisniewski [11] .
On weak convergence of multivariate extreme order statistics
A weak convergence of point processes implies a weak convergence of their finite dimensional distributions (see Lemma 9.1.IV in Daley et al. [1] ). According to the above remark and (5) we can use the results of the last section to obtain the similar ones for extreme order statistics. 
It is important point to note here that H k are the same as suitable limit distributions in the i.i.d. case. Indeed, the obtained avoidance function of the limit point process of exceedances is identical to the suitable one in the i.i. Without loss of generality we can assume that ai < ... < a p for Oj G . For i G n G N, let the intervals A { , A? be given by:
and #{j G K : Thanks to Lemma 6.1 it is sufficient to show that Si(n) = o(n), Siin) o(n), S3(n) = o(n) as n -oo. The sets 
