Abstract. We investigate a relationship between Ozsváth and Szabó's bordered theory [OS16] and the algebras and bimodules constructed by Khovanov and Seidel in [KS02]. Specifically we show that (a variant of) a special case of Ozsváth-Szabó's algebras has a quotient which is isomorphic to the Khovanov-Seidel quiver algebra with coefficients in Z/2Z. Furthermore, we show that after induction and restriction of scalars, the dg bimodule over quiver algebras associated to a crossing by Khovanov-Seidel is homotopy equivalent to Ozsváth-Szabó's DA bimodule for the crossing in this special case.
Introduction
In [OS16] , Ozsváth and Szabó introduce a family of differential graded algebras B(m, k, S), where 0 ≤ k ≤ m and S ⊂ {1, . . . , m}. They also define Type D structures, DA bimodules, and Type A structures over these algebras (for a review of this terminology from bordered Heegaard Floer homology, see [LOT15] ). These algebraic constructions may be used to efficiently compute the knot Floer homology of a knot ( [OS04, Ras03] ), given a planar projection.
When S = ∅, B(m, k, S) is concentrated in homological degree zero and has no differential. Thus, it may be viewed as an ordinary (noncommutative) algebra with an intrinsic grading by Q m called the multi-Alexander grading. In this paper we will be concerned with the special case S = ∅ and k = 1. We will also refine the multi-Alexander grading to a grading by Q 2m ; see Section 4. It will be more natural to consider a subalgebra C l (m, k, S) of B(m, k, S), as defined below.
In [KS02] , Khovanov and Seidel introduce graded rings A m , m ≥ 2, and dg bimodules R i over these rings. (Similar rings and bimodules were defined independently in [RZ03] .) The goal of this paper is to relate A m−1 ⊗Z/2Z, and the corresponding dg bimodules, with a Z-graded version C bot.gr. l (m, 1, ∅) of C l (m, 1, ∅) and the corresponding Type DA bimodules (the notation is an abbreviation for "bottom gradings").
For the algebras, we have the following theorem: To a positive generator σ i of the braid group on m strands, Khovanov and Seidel associate a dg bimodule R i over (A m−1 , A m−1 ). In Section 3, we define a DA bimodule R i with trivial higher actions, whose associated dg bimodule is R i with the homological grading reversed.
Similarly, to a negative braid generator σ −1 i , Khovanov and Seidel associate a dg bimodule R ′ i , and we will define a DA bimodule R ′ i whose associated dg bimodule is R ′ i with the homological grading reversed. To a positive braid generator σ i , Ozsváth and Szabó associate a DA bimodule P i over (B(m, 1, ∅), B(m, 1, ∅)); we will work with an idempotent-truncated version P i l over (C l (m, 1, ∅), C l (m, 1, ∅)), defined below in Figure 6 .
Similarly, to a negative braid generator σ −1 i , Ozsváth and Szabó associate a DA bimodule N i over (B(m, 1, ∅), B(m, 1, ∅)). We will work instead with the truncated version N i l , defined below in Figure 7 . The gradings we define on P (m, 1, ∅)).
1.1.
Motivation. An interesting problem in knot theory is to find relationships between the knot homologies defined by Khovanov [Kho00] and Khovanov-Rozansky [KR08a, KR08b] and Heegaard Floer invariants, including knot Floer homology and the Heegaard Floer homology of the branched double cover. Ozsváth and Szabó [OS05] found the first such relationship in the form of a spectral sequence for a link L in S 3 with E 2 page given by the reduced Khovanov homology of L and E ∞ page given by HF (Σ(m(L))), where Σ(m(L)) is the double cover of S 3 branched along the mirror m(L) of L. Rasmussen [Ras05] conjectured that for a knot K, a spectral sequence exists whose E 2 page is the reduced Khovanov homology of K and whose E ∞ page is HF K(S 3 , K). Dunfield-Gukov-Rasmussen [DGR06] and Rasmussen [Ras15] formulated a similar conjecture involving Khovanov-Rozansky's HOMFLY-PT homology ( [KR08b] ); the E 2 page should be HOMFLY-PT homology, and the E ∞ page should be HF K. There has been recent progress on both conjectures; see [BLS15, Man14, Gil15, Dow15a, Dow15b] .
Roberts [Rob13] generalized Ozsváth-Szabó's spectral sequence in the setting of a link L embedded in a thickened annulus with "axis" B (an unknot in S 3 linking the standard thickened annulus once i . They also obtain a "local" version of the branched-double-cover spectral sequence; see [AGW14] too.
The Khovanov-Seidel quiver algebras A m−1 and dg bimodules are the special case k = 1 of graded algebras A k,m−k and dg (A k,m−k , A k,m−k )-bimodules. These algebras and bimodules were defined explicitly by Stroppel [Str09] (in the case m = 2k, but see Remark 5.8.2 of [Str09] ) and Brundan-Stroppel [BS11, BS10] . They were defined independently by Chen-Khovanov [CK14] . The authors of [AGW15] conjectured that the rest of the summands of SKh(L) are isomorphic to the Hochschild homology of the appropriate dg bimodules over (A k,m−k , A k,m−k ); this conjecture has recently been proved in [BPW16] .
Whereas the relationship between bimodules over (A k,m−k , A k,m−k ) and sutured annular Khovanov homology is relatively new, the relationship with the usual Khovanov homology has been established since the definition of these algebras and bimodules and was an important motivation for their introduction; see [CK14, Str09] . Rather than taking Hochschild homology, one introduces additional dg bimodules for local maxima and minima of a link projection. The tensor product of all dg bimodules for a closed link is a chain complex whose homology is Khovanov homology (up to mirroring conventions which we will ignore).
The sum of the algebras A k,m−k , for 0 ≤ k ≤ m, can be viewed as a categorification of the representation V ⊗m of U q (sl(2)), where V is the fundamental representation. Each individual algebra A k,m−k categorifies a different weight space of V ⊗m . The existence of dg bimodules for each local piece of a link projection, such that the tensor product over all pieces of a closed link computes Khovanov homology, is a categorification of the existence of a ribbon structure on the ⊗-subcategory of U q (sl(2))-representations generated by V which encodes the Jones polynomial. (The whole category of finite-dimensional representations of U q (sl(2)) also has a ribbon structure, which encodes the colored Jones polynomials for sl(2).)
From the above, it is clear that the Khovanov-Seidel quiver algebras and dg bimodules are closely related to Khovanov homology, as well as to related variants like the sutured annular theory. Using the framework of the Ozsváth-Szabó spectral sequence, the algebras and bimodules have also been shown to be related to Heegaard-Floer invariants of the branched double cover in [AGW15, AGW14] . The current paper explores yet another appearance of Khovanov-Seidel's construction, this time in connection with a theory that computes knot Floer homology.
Whereas the Jones polynomial can be interpreted using representations of U q (sl(2)), the Alexander polynomial can be interpreted using representations of U q (gl(1|1)) (see [RS92, Res92, KS91] as well as [Vir06, Sar15] for more modern treatments). It is natural to ask, then, whether Ozsváth-Szabó's theory in [OS16] for knot Floer homology can be viewed as categorifying some U q (gl(1|1))-representation setup. This is indeed the case and will be addressed in [Man16] .
Sartori [Sar16] has a categorification of the representation V ⊗m of U q (gl(1|1)), where V is the fundamental representation, as well as a categorification of the action of braid group generators on V ⊗m . It is hoped that a suitable generalization of Sartori's theory will be shown to compute knot Floer homology. The Khovanov-Seidel quiver algebras and dg bimodules appear as the restriction of Sartori's categorification to one particular weight space of V ⊗m . The appearance of Khovanov-Seidel quiver algebras in categorifications of both U q (sl(2))-representations and U q (gl(1|1))-representations is an interesting coincidence. On the decategorified level, it can be explained as follows: indecomposable projective modules over the categorification algebras correspond to certain canonical or dualcanonical basis elements for V ⊗m . The decomposition of V ⊗m into weight spaces is the same whether V ⊗m is regarded as a U q (sl(2))-module or a U q (gl(1|1))-module, but the canonical bases are different. However, the bases do agree (with suitable conventions) on one particular weight space, and this weight space is the one categorified by the Khovanov-Seidel quiver algebras.
The braid group action on this particular weight space of V ⊗m may be identified with the Burau representation of the braid group. This representation has a natural topological definition. Its relationship with the Alexander polynomial is classical; the connection with U q (gl(1|1))-representations was introduced in [KS91] . The relationship with the Jones polynomial appears already in Jones' paper [Jon85] .
Generalizing the result of this paper to find a spectral sequence between Khovanov homology and knot Floer homology seems difficult, since the coincidence discussed above does not hold for most of the weight spaces of V ⊗m . One possible way forward would be to find categorifications of V ⊗m as a module over U q (sl(2)) and U q (gl(1|1)) such that the indecomposable projective modules over the categorification algebras are in bijection with standard tensor-product basis elements of V ⊗m , rather than canonical basis elements. This tensor product basis does not depend on the structure of V ⊗m as a representation. On the U q (gl(1|1)) side, Tian [Tia14] categorifies the tensor product basis of V ⊗m , although he works in a modified setting. For both U q (sl(2)) and U q (gl(1|1)), unpublished work of Rouquier provides a promising candidate for the tensor-product-basis categorification. The hope is that this construction, applied to U q (gl(1|1)), can be shown to compute knot Floer homology, and that viewing the U q (gl(1|1)) categorification as a deformation of the U q (sl(2)) categorification will yield a spectral sequence from Khovanov homology to knot Floer homology. 
Remark 2.2. In [KS02] , Khovanov and Seidel write composition in a quiver algebra left-to-right rather than right-to-left; thus, for example, the algebra element (i|i + 1) is an arrow from vertex (i) to vertex (i + 1), not the other way around. We choose to follow this convention throughout the paper. 
where {·} denotes upward shift in the intrinsic grading (following the conventions of [KS02] ). These morphisms are defined by 
The intrinsic grading on R i is inherited from P i ⊗ i P and A m−1 . A m−1 is placed in homological degree 0, and P i ⊗ i P is placed in homological degree −1.
Define R ′ i to be the complex of A m−1 -modules 0 → A m−1
A m−1 is placed in homological degree 0, and P i ⊗ Z i P {−1} is placed in homological degree 1.
Reformulation with DA bimodules
Ozsváth and Szabó assign Type DA bimodules to crossings in Section 5 of [OS16] . Thus, it will be useful to view Khovanov-Seidel's dg bimodules R i in this context.
Let A, A ′ be dg algebras over idempotent rings I, I ′ (the idempotent rings should be finite direct products of copies of Z/2Z). A DA bimodule
satisfying certain compatibility conditions. The shift [·] is an upward shift in the homological grading. For a complete definition and some basic properties of DA bimodules, see Section 2.2.4 of [LOT15] . The dg algebras we consider all have a homological grading by Z as well as an intrinsic grading by Z, Q m , Q 2m , or a similar group. Our DA bimodules will also have a homological grading by Z and an intrinsic grading by a grading group G, together with homomorphisms from the grading groups of the two algebras into G. For the DA bimodules considered here, G will be the same as the grading groups of the two algebras, but the homomorphisms will not necessarily be the identity.
If X is a DA bimodule over (A, A ′ ) with δ 1 j = 0 for j ≥ 3, then we have an honest dg bimodule A⊠X over (A, A ′ ), graded by Z⊕G (see [LOT15] for the definition of ⊠; in this case, A ⊠ X := A ⊗ I X). Left multiplication by A is defined as multiplication in the A-factor of A ⊠ X. Right multiplication by A ′ is defined using the DA operation δ 1 2 , and the differential is defined using δ 1 1 . The DA compatibility conditions ensure that A ⊠ X is a well-defined dg bimodule. Since δ 1 1 preserves gradings, the differential on A ⊠ X decreases homological grading by 1. Definition 3.1. As a bimodule over the idempotent ring I l (m), the DA bimodule
with intrinsic Z-grading inherited from
is placed in intrinsic degree 0. The DA operations are given by
. We use angle brackets · around DA bimodule generators here to avoid confusion. All higher DA operations are zero. The homological degree of I l (m) is defined to be 0. The homological degree of ((i) ⊗ Z/2Z i P ) is defined to be 1. Definition 3.2. As a bimodule over I l (m), the DA bimodule
I l (m) is placed in intrinsic degree 0. The DA operations are given by
. All higher DA operations are zero. The homological degree of I l (m) is defined to be 0. The homological degree of ((i) ⊗ Z/2Z i P ){−1} is defined to be −1.
Remark 3.3. With Khovanov-Seidel's conventions, differentials increase homological grading by 1. Thus, to relate Khovanov-Seidel's and Ozsváth-Szabó's constructions, we will need to reverse the homological gradings on one side or the other. We choose the degree (−1) differentials for DA bimodules, following [LOT15] ; thus, the homological grading on R i and R ′ i is the negative of the homological grading on R i and R ′ i .
Proposition 3.4. R i ⊗ Z/2Z is isomorphic to the dg bimodule
associated to R i , via an isomorphism which preserves intrinsic degrees and multiplies homological degrees by −1. Similarly,
via an isomorphism which preserves intrinsic degrees and reverses homological degrees.
2) In Figure 1 , we depict the DA bimodule R i (for 1 ≤ i < m − 1) in the notation of Figure 5 .4 of [OS16] . Generators are shown in rectangles; the lower left and upper right subscripts indicate which idempotents can multiply these generators nontrivially on the left and right. A dotted arrow from a generator x to another generator y, labeled by an algebra element a, indicates that a ⊗ y is a nonzero term of δ 1 1 (x). A solid arrow from x to y, labeled by an expression a ⊗ b, indicates that a ⊗ y is a nonzero term of δ 2) Finally, for each generator x, there should be a solid arrow from x to x labeled by 1 ⊗ 1. To save space, we omit these arrows from the diagrams. Figure 2 shows R ′ i in the same notation.
In Figure 3 , we depict the special case R m−1 . It is obtained by omitting some generators and the adjacent arrows from the generic diagram for R i in Figure 1 2) m 
Ozsváth-Szabó's construction
Now we review definitions from [OS16] with a grading refinement. We discuss gradings first. Ozsváth-Szabó's multi-Alexander grading on B(m, 1, ∅) takes values in Q m :
Definition 4.1. Ozsváth and Szabó's multi-Alexander grading set is Q e 1 , . . . , e m ∼ = Q m ,
where the e i are names for basis vectors.
The coefficient of e i counts the "weight" of an algebra element on strand i. We may actually define a grading by Q 2m which counts the weight on the top and bottom of each strand. This refined grading is natural when thinking of algebra elements as determining limiting behavior of holomorphic curves for the appropriate Heegaard diagram.
Definition 4.2. Let the refined multi-Alexander grading set be
where the τ i and β i are names for basis vectors.
In Section 2, β i had an unrelated meaning, but since we will be working with the DA version R i of R i , we will not need the earlier β i again. There is yet another conflict of notation: in [OS16] , τ gr i refers to a homomorphism of grading groups. These conflicts are minor, and hopefully no confusion will arise.
One should think of τ i as having weight 1 on the top of strand i, and weight 0 elsewhere. Similarly, β i has weight 1 on the bottom of strand i and weight 0 elsewhere.
From the refined multi-Alexander grading, we can extract Ozsváth-Szabó's multiAlexander gradings, as well as a single Z-grading which will correspond to the grading on A m−1 : 
with deg R i = The element U i only multiplies nontrivially with the idempotents I (i−1) and I (i) (compare with relation (3.5) in Section 3.2 of [OS16] ). The U i are central, and
Thus, B(m, 1, ∅) is infinite-dimensional over Z/2Z. The refined multi-Alexander degree of U i is 1 2 (τ i + β i ). We will be more interested in an idempotent-truncated version of B(m, 1, ∅): Proof. We have
Since each of the m terms in this last sum have distinct left (and right) idempotents, we may multiply by each of these idempotents in turn to see that
Thus,
(1)
Each generator of the ideal on the right is in the kernel of φ. Conversely, suppose a ∈ C bot.gr. l (m, 1, ∅) is in the kernel of φ. By adding an element of the ideal generated by L m−1 R m−1 + U m , we may assume a is a sum of products of generators L i and R i , with all instances of U m removed. In this case a is a sum of paths in the Khovanov-Seidel quiver which can be expressed as a sum of multiples of (i − 1|i|i + 1), (i + 1|i|i − 1), (i|i + 1|i) + (i|i − 1|i), and (0|1|0) for 1 ≤ i ≤ m − 2. Comparing with the relations defining C bot.gr. l (m, 1, ∅), we see that a is in the ideal on the right side of Equation 1.
Remark 4.9. Note that A m−1 ⊗ Z/2Z is finite-dimensional. Thus, the powers of U i which make C bot.gr. l (m, 1, ∅) infinite-dimensional must eventually be sent to zero under φ. Indeed, for each i, U 2 i is already in the ideal U 1 + · · · + U m . 4.2. DA bimodules. Now we review Ozsváth and Szabó's DA bimodules P i and N i associated to positive and negative crossings between strands i and i + 1. Actually, we will focus on truncated versions P i l and N i l , and we will only consider the case relevant to this paper (k = 1, S = ∅).
Furthermore, we will define a refined multi-Alexander grading on P homological grading on R i and R ′ i . For a positive crossing, the modified homological grading is the usual grading plus one; for a negative crossing, the modified homological grading is the usual grading minus one.
The grading structure of P i l or N i l also includes homomorphisms from the grading groups of the "input" and "output" algebras C l (m, 1, ∅) to the grading group of P i l or N i l . For the output algebra, this homomorphism is the identity map on Q 2m . For the input algebra, the homomorphism from Q 2m → Q 2m sends
and is the identity on all other τ j and β j . Ozsváth-Szabó's multi-Alexander grading structure may be phrased as follows: P i and N i are graded by Q m , and the homomorphism Q m → Q m for the output algebra is the identity. The homomorphism Q m → Q m for the input algebra sends e i to e i+1 and vice-versa, and is the identity on all other e j (this is the homomorphism denoted τ gr i in [OS16] ; see Equation (5.1) in particular). The squares involving these homomorphisms of grading groups and the map η are commutative; thus, the refined grading structure is compatible with Ozsváth-Szabó's grading structure. Figure 5 . We allow all k ≥ 0, except when the resulting label is 1 ⊗ 1 (each generator should have one self-arrow with this label which we omit from the diagram).
A homotopy equivalence.
Here we show that Rest φ R i and φ Induct P Proof. We use Lemma 2.12 of [OS16] . The DA bimodule Rest φ R i is strictly unital, because δ 1 2 (·, 1) = id and there are no δ 1 j actions for j > 2. As a Type D structure, Rest φ R i may be described by forgetting the solid arrows in Figure 9 , resulting in a greatly simplified diagram. The Type D structure Z in Ozsváth-Szabó's Lemma 2.12 is obtained by discarding the generators (i) ⊗ (i) and (i) in Figure 9 (as in Section 3, we use angle brackets for DA bimodule generators to differentiate them from algebra elements). The homomorphism g in Lemma 2.12 is the projection from Rest φ R i onto the remaining generators.
The homomorphism f is the inclusion into Rest φ R i on all generators of Z except (i) ⊗ (i|i − 1|i) . We define Then f is a valid homomorphism of Type D structures and preserves the bigradings. We have g • f = id Z . Also, f • g = id Rest φ R i +dT , where
sends (i) to (i) ⊗ (i) and sends all other generators to zero. Since T 2 = 0, all conditions of Lemma 2.12 are satisfied.
We conclude that Rest φ R i is homotopy equivalent, as a DA bimodule, to a DA structure on Z which is described explicitly in the proof of Lemma 2.12 of [OS16] . In 2)
(
terms of the graphical representation, we look for patterns of arrows
etc. in Figure 9 (only these two patterns actually occur). We require α 1 and α 2 to be solid arrows representing δ 
(1) (1) (0) 
The map T sends (i) ⊗ (i|i − 1|i) to (i) and sends all other generators to zero. The rest of the proof is the same as for Lemma 5.1, except that g (rather than f ) has the "extra" term.
Again, a similar statement holds when i = m − 1. Below, we will need to work with homomorphisms of DA bimodules explicitly. Let X and Y be DA bimodules over dg algebras (A, A ′ ). We recall (see Definition 2.2.43
of [LOT15] ) that a homomorphism f : X → Y of DA bimodules consists of maps 2) Proof. We will assume i < m − 1 (the case i = m − 1 is similar enough that we omit it for brevity). By Lemma 5.1, it suffices to show that the DA bimodules shown in Figures 11 and 13 are homotopy equivalent; in fact, we will show they are isomorphic. Let Z denote the DA bimodule of Figure 13. 2)
( 1) L2 R2 
Note that h and h ′ have the desired properties with respect to the homological and intrinsic gradings (recall that φ Induct P i l is given the "bottom gradings"). We first check that ι + h is a valid DA bimodule homomorphism using Lemma 5.4. We have (ι + h) 1 = ι and (ι + h) 2 = h 2 .
The relation on the first row of Figure 15 holds because the dotted arrows are the same in Figures 11 and 13 . The relation on the second row of Figure 15 can be checked by comparing the solid arrows representing δ 1 2 actions in Figures 11 and 13 . The differences between these arrows in the two figures (there are 6 such differences) are accounted for using h 2 and the dotted arrows.
The relation on the third row of Figure 15 can be checked by, first, comparing the solid arrows representing δ 1 3 actions in Figures 11 and 13. The differences (there are 4 this time) are accounted for using terms of the rightmost type on row three of Figure 15 ("multiplication terms"). These terms arise because we can write the algebra inputs of h 2 and h
All multiplication terms except those from R i U i = U i ·R i and L i+1 U i+1 = U i+1 ·L i+1 cancel with terms of the leftmost or second-leftmost type on row three of Figure 15 . The remaining two multiplication terms cancel with terms of the third-or secondrightmost type on this row. Inspection of the diagrams shows that these are all the nontrivial relations from the third row of Figure 15 .
Finally, the relation on the bottom row of Figure 15 holds because both of its terms are zero individually. Analogous reasoning shows that ι ′ + h ′ is also a DA bimodule homomorphism.
The composition of DA bimodule morphisms is defined, along with the differential, in Figure 2 of [LOT15] . We may expand out the composition (ι
Similarly, (ι + h)
One can check that h ′ • ι = ι ′ • h and h • ι ′ = ι • h ′ , as well as h ′ • h = 0 and h • h ′ = 0. Thus, ι + h and ι ′ + h ′ are inverses. 
