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 Sys-ID usage: machine learning, adaptive control, . . .
 Present study:
















k0, k0   1, k0   2, . . . , kf
(
N: discrete sampling time
 θ P Rrθ, rθ PN : unknown, ideal, constant parameter vector



















































































 θˆpkq P Rrθ: estimate of θ updated via adaptation law








 θ is not computable






































1 equation with rθ unknowns
from (1) and (3)








rθ or θˆ k Ñ θ, causing q k Ñ 0, as k Ñ 8
Motivation




Ñ 0, leads to improved estimation performance
 Literature: traditional approximation methods guarantee PI provided
persistency of excitation (very restrictive)
 Present study:
 Develop an adaptive estimator with PI guarantees
 Relax persistency of excitation requirement
Normalized Gradient (NG) Descent
 NG: traditional approach to approximation
































 η ¡ 0: step size or learning rate or gain
mpkq: normalization signal ensuring ψpxpkqq 
φpxpkqq
mpkq





bounded for all k if 0   η   ηNG











Concurrent Learning (CL) Preliminaries
 CL: first introduced in continuous-time framework
 Use of memory:
Record past data: for k0 ¤ τj   k, with j  1, 2, . . . , cZ

























 Less restrictive than persistency of excitation
Gradient-Based CL in DT



























































































 Lyapunov stability analysis: granted CL condition is met,Ω  ZZJ




Ñ 0 exponentially (PI) if
0   η   ηCL
Numerical Simulations
 Here, f  f1 is approximated
 x is varied from xL  2pi at k0 to xH  3pi at kf uniformly









































CL, cZ = 2
(a) Uncertainty f1


















CL, cZ = rθ = 2
(b) Parameter estimation
Figure 1: On-line appproximation


















CL, cZ = rθ = 2




 CL achieves better identification of f1
N.B.: See pushibed paper for expressions of ηNG and ηCL
Future Work
 How will CL fare with unstructured uncertainties?
 Apply CL adaptation law within a control loop
