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RÉSUMÉ ET MOTS CLÉS
RÉSUMÉ
Ce mémoire présente la construction, faite par John Horion Conway en 1968, de trois
groupes simples sporadiques. Tout le matériel est basé sur l’article original de Conway
(voir [Conway]).
Tout commence avec le réseau de Leech. Ce réseau, qu’on dénote par A, se situe dans
24 On s’intéresse au groupe de symétrie de A qui fixe F origine. Ce groupe sera dé
noté par .0. On donne d’abord une définition de A différente de celle donnée par Leech
(Chapitre 3). Cette définition nécessite l’existence d’un système de Steiner de type
8(5,8,24) (Chapitre 1). Le groupe d’automorphismes de ce système est le groupe de
Mathieu M24 (Chapitre 2). Les propriétés de 8(5,8,24) et de son groupe d’automor
phismes nous aiderons à calculer l’ordre de 0 (Chapitre 4).
Avec cet ordre, ainsi qu’avec la connaissance de deux éléments explicites de M24, on
peut démontrer la simplicité de trois groupes reliés à 0: le quotient de 0 par son centre,
le stabilisateur dans .0 d’un vecteur de A à distance 4fi de l’origine et le stabilisateur
dans 0 d’un vecteur de A à distance 4/ de l’origine (Chapitre 5).
MOTS CLÉS
Systèmes de Steiner de type 8(5,8.24), Groupes de Mathieu, Réseau de Leech, Groupes
de Conway. Groupes simples sporadiques.
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ABSTRACT AND KEY WORDS
ABSTRACT
This memoirpresent the discovery. b)’ John Horton Conway in 1968, of three sporadic
simple groups. Ail the material is based on the article of Conway (sec [Conwayj).
This story begins with the Leech lattice. This lattice, that we denote by A, lives in R24
We will be interested by the symmetry group of A that fixes the ohgin. This group
will be denoted by .0. We first give a definition of A , different from the one given by
Leech (Chapter 3). This definition requires the existence of a Steiner system of type
S(5, 8,24) (Chapter 1). The automorphism group of this system ïs the Mathieu group
M24 (Chapter 2). The properties ofS(58,24) and ofits automorphism group will help
us to compute the order of .0 (Chapter 4).
With this order, and with the knowledge of two special elements of M24, we can show
the simp]icity of tliree groups related to 0 the quotient of .0 by its center, the stabilizer
in O of a vector in A which lias distance 4’J to the origin and the stabilizer in 0 of a
vector in A which has distance 4/ to the origin (Chapter 5).
KEY WORDS
Steiner System of type S(5, 8 24), Mathieu groups, Leech lattice, Conway groups, spo
radic simple groups.
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INTRODUCTION
Un des plus gros accomplissements des mathématiques, lors du xxe siècle, est sans nul
doute la classification des groupes simples finis. Ce théorème s’énonce comme suit
Soit G un groupe simple fini (un groupe ne possédant aucun sous-
groupe normal propre). Alors G est isomorphe à un des groupes sui
vants:
i) un groupe cyclique d’ordre premier ou un groupe alterné avec n
5;
ii) un groupe de type de Lie;
iii) un des 26 groupes sporadiques (qui ne font pas parti des groupes
en i) et ii)).
Pour arriver à énoncer ce théorème, il a d’abord fallu découvrir tous les groupes simples
finis. Ce périple débuta en 1861 lorsqu’Émile Mathieu découvrit cinq groupes simples
sporadiques. À cette époque, on connaissait déja, grâce à Galois, la simplicité de A
pour n 5. Dans la première moitié du XXe, on découvrit toutes les familles infinies de
groupes simples (A pour n 5 est un exemple de famille infinie de groupe simples).
Entre les années 1965 et 1981, on découvrit un total de 21 groupes simples sporadiques.
On conjectura par la suite qu’il n’existait pas d’autre groupes simples que ceux qui
avaient été trouvés. Cette conjecture est devenu le théorème de la classification des
groupes simples finis. En 1985, on annonça que le Théorème avait été démontré. Ce
pendant, on s’aperçu par après que la preuve n’était pas complète. L’ouvrage récent de
M. Aschbacher et S.D. Smith devrait la compléter.
En comptant tous les écrits relatifs à cet édifice des mathématiques, on obtient environ
10 000 pages d’articles, de livres. etc!
Ce mémoire présente une incursion dans cette gigantesque oeuvre en expliquant la
construction des groupes simples de John H. Conway en 196$. Tout commenca avec
John Leech qui s’intéressa au problème d’empilement de sphères en plusieurs dimen
sions. Ce problème consiste à placer des boules de même dimension dans R, avec au
plus un point d’intersection entre deux boules données, qui occupent le plus d’espace
possible. Il découvra. en 1965, un réseau dans R24. Lorsqu’on placait une boule, de
rayon approprié, centrée en chaque point de ce réseau, cela donnait un empilement qui
occupait une grande proportion de R24. Conway s’intéressa au groupe de symétrie de
ce réseau. Il calcula son ordre et démontra grâce à ceci la simplicité de trois nouveaux
groupes sporadiques.
On trouve une vaste littérature concernant les groupes de Conway. Plusieurs de ces
écrits utilisent des outils avancés en théorie des groupes. Cet ouvrage, par contre. ne
fait appel qu’à des méthodes élémentaires. Ce mémoire donne la totalité des arguments
trouvés dans l’article original de Conway (voir [Conway]).
Le premier chapitre présente une généralisation des plans projectifs, les systèmes de
Steiner. Une attention particulière est accordée au système S(5, 8,24). Celui-ci permet
tra, d’abord, de donner une définition plus pratique du réseau de Leech et ensuite aidera
à calculer l’ordre de son groupe de symétrie.
Le chapitre deux porte sur les groupes de Mathieu, plus précisément sur le groupe
M24. Deux propriétés importantes de celui-ci sont démontrées : sa 5-transitivité ainsi
que le fait qu’il est isomorphe au groupe d’automorphismes du système de Steiner
S(5, 8.24). Cette dernière information est nécessaire pour le calcul de l’ordre du groupe
de symétrie du réseau de Leech.
Le chapitre trois expose la définition du réseau de Leech en utilisant les résultats sur
le système de Steiner 8(5,8,24). Le but principal, ici, est de trouver un ensemble de
générateurs facilitant le travail avec le réseau de Leech.
3Le quatrième chapitre utilise tous ce quï précède pour calculer l’ordre de •O, le groupe
de symétrie du réseau de Leech.
Notons que ces quatre premiers chapitres servent presque qu’exclusivement au calcul
de l’ordre de •O.
Enfin, le dernier chapitre utilise l’ordre de •O, ainsi que la présence de deux éléments




Les systèmes se Steiner sont des généralisations des plans projectifs (on peut voir
[Doyen]). Dans la première section, on expose les définitions de base. Les sections
suivantes seront allouées au système de Steiner 5(5,8,24). Les propriétés de ce sys
tème seront essentielles pour le reste de cet ouvrage.
§2. DÉFINITIoNs
Pour ce chapitre, ainsi que pour le reste de l’ouvrage, l’ensemble 2 {oo, O. 1 22}
sera vue comme la droite projective du corps ‘‘23. On veffa, au Chapitre 2, la raison de
ce choix. Soit X un ensemble. Un q-ensemble de X désignera un sous-ensemble de X
de cardinalité q . De plus, XCI représentera l’ensemble des q-ensembles de X.
Définition 1.1. Soient p < q < r des entiers positifs. Un système de Steiner de type
S(p,q,r) est une paire ordonnée (X,), où X est un ensemble de cardinatité r et
C Xq est tel que chaque p-ensemble de X est inclus dans un unique élément de .
Exemple 1.2. Les plans projecttfs sont des exemples de système de Steiner En effet,
chaque paire de points doit être incluse dans une unique ligne. Tous les plans projectif
sont des systèmes de Steiner de type 5(2, t + 1, t2 + t + 1) pour t 2.
Exemple 1.3. Les systèmes de Steiner de t,pe S(l,q, r) sont, en fait, des partitions
de l’ensemble X en ensembles de cardinalité q. Les systèmes de ce type existent si et
seulement si cj divise r. Si on prend X — {1,2. 6}, aÏonv {{1,2}{34jj5,6}} et
{ {l,2,3}, {4,5,6}} sont respectivement des systèmes de type 3(1,2,6) et 8(1,3,6).
5Remarque 1.4. Le dernier exempte soulève la problématique de l’existence d ‘un sys
tème de ixpe 5(1. q, r). En général, on ne connaît pas toits les paramètres (p. q, r) pour
Ïescjuels des systèmes de Steiner de ixpe S(p, q, r) existent.
On termine cette section avec une définition qui sera nécessaire pour le prochain cha
pitre.
Définition 1.5. Soit (X.) et (Y. ) deux systèmes de Steine,: Un isomorphisme de
système de Steiner est une btjection f X ‘ Y telle que A f(A) E . Si
(X, r/) = (Y, ) alors f est appelé un autoniorphisme.
§3. LE SYSTÈME S(5,$,24)
Dans cette section, on fait ressortir plusieurs propriétés propres à un système (Q.)
de type S(5,8,24) . Ces propriétés vont nous permettre de trouver un ensemble de
générateurs du réseau de Leech et d’établir des résultats fondamentaux de son groupe
de symétrie (chapitre 3 et 4).
§3.1. Le triangle des octades
On sait par définition que chaque 5-ensemble de Q est inclus dans un unique élément
de . Qu’en est-il pour un k-ensemble où k 5 ? La réponse à cette question suit ainsi
qu’une généralisation.
Pour simplifier la notation, les constituants de % seront appelés des octades.






PREUVE. (Si A = k 5) Le nombre de 5-ensembles de Q contenant A est donné par





(Si AI k > 5) L’ensemble A ne peut pas être inclus dans deux octades différentes
par définition de système de Steiner. Donc O ou Ï.
D
6Remarque 1.7. Si on impose que A doit être inclus dans au moins une octade, alors
NA ne dépend que de ta carcÏinalité de A. Par exemple, un 6-ensemble A de Q n ‘est pas
nécessairement inclus dans un e octade.
Définition 1.8. SoitA C B, alors on définit NBA := {O e OnB = A}.
On aimerait construire une table formée des entrées NBA pour O < B < 8, 0 < lAI <
BI, où les NB,A ne dépendent que de la cardinalité de B et de A.
Proposition 1.9. Soit A C B C Q, on définit
B’ = BU {v}, oùy E Q \B et A’ = AU {x}, où x B’ \A.
Alors
i) x = y = NB.A NB’,A ± NB’.A’
ii) NB,A = (1)IS’\AN5
ACSCB
et si B est inclus dans une octade alors NB.A ne dépend que de la cardinalité de B et de
A et donc le cas J s ‘applique même si x
PREUVE. i) En prenant la cardinalité des deux côtés de F équation suivante:
{OeIOflB=A} = {OOflB=A,xEO}LJ{OEOflB=A, xO}
= {OeIonB’=A’}Ù{oelonB’=A}
on obtient la conclusion.
ii) Posons x = y. On va procéder par induction sur IB\AI. Si IB\AI = O alors B =
A et NB.A = N8.3 N8 = (—1)\3IN3. Supposons que «est vrai pour IB\AI et
montrons pour IB’\Aj. D’après la construction de B’ et A’, on a IB\AI = jB’\A’j
et donc
E (l)\AIN5 = E (—1)1841N5± E (1)”tN5
ACSCB’ ACSCB A’ÇSCB’
E (y)S\AN E (l)S\A’I_lN5
ACSCB A’CSCB’
= NB,A —NB’A’ par l’hypothèse d’induction
= “13’,A par le cas 1
Si B est inclus dans une octade, alors chaque S est aussi dans une octade et donc, par la
remarque 1.7, chaque N3 ne dépend que de la cardinalité de S. Avec la formule trouvée
7en 2, on trouve directement que NBA ne dépend que de la cardinalité de B etA et ainsi
1 s’applique même si x y.
À la position (i, J) de la table suivante, on retrouve la valeur de NBA où B = i, A j
et où on suppose que B est inclus dans une octade. Les nombres NA.A NA sont à la
position (j,j). Ils ont été calculés à la Proposition 1.6 et, grâce à la Proposition 1.9,
sont suffisants pour construire la table.
Triangle des octades
0 1 2H H 6H $
0 759
1 506 253
2 330 176 77
3 210 120 56 21
4 130 $0 40 16 5
5 78 52 28 12 4 1
6 46 32 20 $ 4 0 Ï
7 30 16 16 4 4 0 0 Ï
8130 0 16 0 400 01
Pour la suite, nous utiliserons la notation pour faire référence à l’entrée en position
(j, j) et N pour l’entrée en position (j, i).
§3.2. Le sous-espace
On peut munir P(2) (tous les sous-ensembles de ) d’une somme
A+B:= (A\B)U(3\A)
qu’on appelle la différence symétrique. L’intersection est distributive sur cette somme.
Avec cette opération P(Q) devient un groupe abélien et ainsi on peut le voir comme
un espace vectoriel sur le corps à deux éléments i’2. Dans cet espace, on s’intéresse au
sous-espace =< > . Ce dernier servira à définir le réseau de Leech.
On aura besoin, au Chapitre 4, de connaître la cardinalité de . Pour ce faire, on
démontre que sa dimension sur le corps ‘2 est 12, auquel cas = 212.
8Proposition 1.10. est de dimension au ptus 12.
PREUVE. Considérons la forme bilinéaire suivante sur P(Q)
P(Q)xP(Q) —÷ F2
(A.B) ‘— AnB mod(2)
Cette fonne est symétrique et non dégénérée.
On sait du triangle des octades que Vo1 O2 lOi fl021 Omod(2) (la 8e ligne nous
dit que deux octades s’intersectent en 0, 2, 4 ou 8 points). Donc, comme engendre
on obtient Vxy X n O mod(2), c’est-à-dire
C = {X E P(Q)IVy XnYI Omod(2)}.
Or, d’après l’annexe C:
dim(P(Q)) = dim() +dïrn(’)
et on a dim(P(Q)) 24. Posons dim(’) k. Comme C , il découle
dim() dim() k 24—k k 12.
D
Définition 1.11. Une dodécade est un 12-ensemble de Q dans . On dénote par
l’ensemble de toutes les dodécades.
Proposition 1.12. Il y a au moins 2576 dodécades.
PREUVE. Soit
1={DE oQ’ED= O+O’}et={(O,d) E xIIOnO’I =2}.
Tout d’abord, on obtient du triangle des octades que d et sont non vides puisque
N87 = 16 et, qu’ainsi, i] existe au moins deux octades O. 0’ qui s’intersecterit en deux




9est suijective, mais pas ïnjective. On veut trouver une borne inférieure sur le nombre
d’éléments de c! et donc de . Pour ce faire, trouvons d’abord le nombre d’éléments
de . Soit {(Oi, 02) e 0i = 0}. Alors d’après le triangle des octades, on a
IIo759 () N8,759 () 16.
À chaque fois que l’on a une décomposition D = Oi ± 02, alors D n O est un 6-
ensemble de D inclus dans O. Ce 6-ensemble contient six 5-ensembles de D. On a






Définition 1.13. Un 16-ensemble de 2 clans est appelé une Itexaclécade.
Théorème 1.14. dim() = 12 et ‘ est constitué de l’ensemble vicie, de 759 octades,
de 2576 dodécades, de 759 hexadécades et de t ‘ensemble 2. De plus, si un ensemble
est dans ‘, alors son complément l’est aussi.
PREUVE. Soit k = dim(ce), alors = 2k• Or ‘‘ contient au moins 2576 dodécades,
d’où 2k 2576>2048 = 211. Donc, d’après la Proposition 1.10, k = 12.
Comme dim() = 12, dimQ’) = dim(P()) — dimQ) = 24 — 12 = 12. Mais dans
la preuve de la Proposition 1.10, on a montré que f’ C donc = L’élément
Q de P(Q) est orthogonal à tous les ensembles de cardinalité paire, donc en particulier
Qe-- cé.
contient donc 0. Q, au moins 759 octades, au moins 2576 dodécades et au moins
759 hexadécades (les complémentaires des octades). La somme de ces bornes donne
4096 = 212 et donc ces bornes sont les valeurs exactes. D
10
Remarque 1.15. Une conséquence de ce théorème est que tous les 8-ensembles de Q
dans sont des octades. On écrira maintenant , et 6 pour dénotei; respecti
vement, t ‘ensemble des octades, des dodécades et des hexadécades.
Remarque 1.16. Dans la preuve de Ici Proposition L12, on o montré que
=2576
Oron sait maintenant, grâce au Théorème 1.14, que I12 = 2576 et puisque W C 12’
= 2576. On o donc = 2576, d’où f-1(D) = 132 pour chaque D E
‘12. Autrement dit chaque clodécade s ‘écrit de 132 façons différentes comme somme
ordonnée de deux octades.
§3.3. Le triangle des dodécades
On s’intéresse ici à la même question que dans la section du triangle des octades,
mais avec des dodécades. C’est-à-dire on veut déterminer le nombre de dodécades qui
intersectent un ensemble B en A.
Définition 1.17. Soit A C B, alors on définit MBA {D E ‘i2ID B = A} et MA te
nombre de dodécades qui contiennent t ‘ensemble A.
Proposition 1.18. Soit A un k-ensemble de Q inclus dans une octade. Alors MA ne
dépend que de k et on dénote ce nombre par Mk. Les nombres Mk pour 0 k 8 sont
M0 = 2576 M3 = 280 M6 = 16
M1 = 1288 M4 = 120 M7 = 0
M2=616M5=4$M8=0.
PREUVE. Pour démontrer cette proposition, nous allons calculer MA pour A = 0, 1,2
et 3 en utilisant uniquement la cardinalité de A ainsi que l’hypothèse que A est inclus
dans une octade. Les autres cas sont semblables. Tout d’abord, le nombre M0 repré
sente en fait le nombre de dodécades dans I2, c’est-à-dire 2576. Pour A = 1,2 et 3,
on compte le nombre de couples ordonné d’octades qui s’intersectent en deux points
n’appartenant pas àA. Pour avoir le nombre de dodécades, H suffira de diviser par 132
(voir la Remarque 1.16).
11
(Si AI 1) Posons A = {x}. Pour trouver MA, on compte le nombre de paires U’ octades
(00’) telle que 0+0’ e 12 et 0 contient x. D’après le triangle des
octades il y a N1 253 octades qui contiennent x. Toujours d’après le
triangle des octades il y a N82 = 16 octades qui intersectent O en 2 points.
Il y a enfin () façons de choisir les deux points d’intersection entre O et
0’ de telle sorte quex n’y fasse pas partie. On obtient le calcul suivant:
1 t7N
M4=-.[2.N1- (2) .N8,2]= 1288.
(Si AI =2) PosonsA ={x,v}. Soit (0,0’) unepaired’octadestelleque 0+0’ contient
A. Il y a deux cas à considérer: soit A C O ou soit x E 0. y e 0’. Dans le
premier cas, le raisonnement est similaire au cas AI = 1 et le nombre de
dodécade contenant A est donc:
.{2.N2. (6) .N82]
Dans le deuxième cas, on a 176 octades contenant x, mais pas y.
Comme dans le cas lAI 1, on a () façons de choisir les deux points
d’intersection. Supposons que les deux points d’intersection soient z et w.
Il reste à calculer le nombre d’octades contenant x qui intersectent O en
{z,w}. Pour ce faire, on calcule le nombre d’octades qui intersectent l’en
semble {x,y,z,w} en {y,z.w}. Ce nombre est N43 16.11 faut retrancher
de cette quantité le nombre d’octades qui intersectent O en plus de deux
points. Soit 0” une telle octade. 0” doit intersecter O en exactement 4
points, c’est-à-dire en {z,w} et deux points de 0\ {x,z,w}, disons u et
r. Mais 0” contient également le point y et alors 0” est l’unique octade
contenant l’ensemble {y,z,w,u,v}. Le nombre d’octades qui intersectent
O en plus de deux points est donc égal au nombre de paires de points
de 0\{x.z.w}, c’est-à-dire (). Le nombre d’octades contenant x qui
intersectent O en {z,w} est donc N43
—
(g). Dans ce cas, le nombre de





(Si tA ::3) Le calcul est similaire au deux cas précédents
MA=•{2.N. () •N82+2. () 32 () .(N- ())]=28o.
On obtient tous les autres MA de la même façon. Dans tous les cas la cardinalité de A
est sttffisante pour trouver MA.
La Proposition 1.9 demeuîe vraie si on remplace NB.A par MB.A. Dans la dernière pro
position, on a calculé les nombres MA.A MA avec l’hypothèse que A était inclus dans
une octade. Ces nombres sont suffisants pour construire la table suivante où on retrouve
la valeur de MBA avec = j, A = j à la position (i,f) et où B est inclus dans une
octade.
Triangle des dodécades
0 1 2 3[4 5 67$%:ZZ
2 616 672 616
3 280 336 336 280
4 120 160 176 160 120
5 42 72 88 8$ 72 48
6 16 32 40 4$ 40 32 16
7 0 16 16 24 24 161 16 0
8 0 0 16 0 24 o]16 00
§3.4. Les hexades
La notion d’liexades reviendra à quelques reprises dans les prochains chapitres. On la
développe une première fois ici et on référera à cette section lorsqu’on l’utilisera.
Définition 1.19. Soit T un 4-ensemble de Q. D’après le triangle des octades, T est
contenu cÏcms exactement cinq octacÏes différentes. Deux octades différentes ize peuvent
13
s ‘intersecter qu ‘en 0, 2 ou 4 éléments. Donc si 0f,. , O sont les cinq octades conte
nant T, alors les ensembles
T1 :=0i\T,...,T5:=05\T
sont deux à cieux disjoints (sinon O fl Oj > 4 pour une paire j, j). L’ensemble
P(T)={T,T1,...,T5}
est appelé une hexade. On constate que P() forme une partition de en 4-ensembles.
Proposition 1.20. Soit P(To) {To, T1,..., T} une hexade, alors
Vj T±Tj e .
PREUVE. Par définition on a
To + T1= T0 + O\To = Oe
et donc
T1+7 (Ti± To) + (To + 7) e
‘“-, \___
Comme T1 ± Tj = $ et que les seuls 8-ensemble de sont les octades, on obtient
§3.5. Réalisation d’un système de type S(5,8,24)
Jusqu’à présent, on a établi les propriétés d’un système de Steiner (2,) de type
8(5,8.24) ainsi que les propriétés du sous-espace engendré par ce système. Mais, on
ne sait toujours pas si un tel système existe.
Pour démontrer ceci, on construit un sous-espace de dimension 12 de (Q) sur le corps
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Dans [Thompson], on suggère de considérer l’espace ligne de la matrice suivante.
011111010110011001010000
00111110 10110011001010 00
O 00 111110 10 1100110010 100
00 00 11111010 11001100 10 10





00010100 00 111110 10 I 10011
010010 10 0 0011 1 1101011001














On velTa dans le prochain chapitre, que l’ensemble des vecteurs formés de huit “1”dans
l’espace ligne de C est un système de Steiner de type 8(5,8,24). On montre d’abord
que la dimension de l’espace ligne de C est 12.
En indexant les colonnes de C avec 2 (la première colonne est associée àoo, la deuxième
à O, la troisième à Ï, etc), on peut voir chaque ligne comme un sous-ensemble de 2.
En effet, le O représente l’absence de l’élément du sous-ensemble et le 1 la présence de
l’élément. La première ligne de C correspond à l’ensemble
Qo {O,1,2,3,4,6$,9,12,13.16,18}
{O, 2° mod(23), 2’ mod(23),. .. , rnod(23)}
Pour simplifier Fécriture, on citilisera la notation
{(q+i) mod(23)q E Q}
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et ce pour chaque j E 2\{oo}. Avec cette notation, laie ligne de C. où j = 0,1,... ,22,
correspond à l’ensemble Q tandis que la 24e ligne de C, elle. colTespond à
O :=Q+00.
On dénotera par L(C) le sous-espace de T() engendré par ces ensembles.
Montrons que la dimension de L(C) est 12. Les 11 ensembles suivants
Qo + Q2 + Q20 + Q21
Qi +Q3+Q21 +Q22
Q2 + Q4 + Q22 + Qo
+ Q + Qo +




Q1O+Q12+Q7+Q8 {10, 11, 12,13,14, 17,20,22}
ainsi que Q sont linéairement indépendants (il suffit de former la matrice associée à
ces 12 ensembles pour s’en rendre compte). L(C) est donc de dimension au moins 12.
Supposons qu’il existe 13 Q qui sont linéairement indépendants. En appliquant l’al




l14 i,i5 •.. 11,24
2,14 2.15 •.. (12.24
(13,14 3,15 13,24
O ... 1 2i3,14 13,15
en effectuant les permutations de colonnes appropriées. Considérons les vecteurs r =
(a14,...,a24) pouri= 1,2,...,13.
Tous les Q ont un nombre pair de “1”. De plus, pour i j, Q + Q a un nombre pair
de “1”. Puisque l’on travaille sur 1F2. l’algorithme de Gauss ne fait intervenir que des
sommes et des permutations de lignes. Donc la parité du nombre de “1” est conservée










V,,j ï rj S1 (. représente le produit scalaire usuel)
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d’où les r sont linéairement indépendants et foi-ment donc un sous-espace de dimen





Les groupes de Mathieu ont été découvert par Émue Mathieu dans les années 1861
et 1873 (voir [Mathieul] et [Mathieu2]). Ces groupes, au nombre de cinq, sont les
premiers exemples connus de groupes simples sporadiques, c’est-à-dire ne faisant parti
d’aucune des familles infinies de groupes simples (voir Annexe B pour les familles
infinies).
Cependant, ce n’est pas cette propriété qui attira l’attention de Mathieu, mais bien leur
haute transitivité. Mathieu travaillait sur les fonctions transitives et reçu, en 1859, un
doctorat honorifique pour ses travaux. Deux années plus tard, il trouva quatre groupes
de permutations hautement transitifs, qu’on dénote aujourd’hui par M11, Mi2, M22 et
M23, et compléta sa découverte en 1873 avec le groupe M24.
C’est ce dernier groupe qui nous intéressera. On démontrera deux propriétés impor
tantes de celui-ci sa 5-transitivité ainsi que le fait qu’il est isomorphe au groupe d’au
tomorphismes du système de Steiner
§2. DÉFINITIoNs
La définition suivante mettra en évidence le fait que le groupe PSL2(23) se retrouve,
de façon isomorphe, dans le groupe de Mathieu M24. En plus d’expliquer le choix de 2
comme ensemble dans le Chapitre 1, cette information sera essentielle pour le Chapitre
5.
1$
Définition 2.1. L’ensemble des matrices inversibles sitr le corps à 23 éléments, ‘23. est
dénoté par GL2(23). Le sous-grottpe des matrices de détel7nincmt] est noté SL2(3).
Le centre de ce sous-groupe est en genciré par la matrice d’ordre deux
(_1 o
-1•
On définit enfin PSL2(23) 3L2(23)/K
(_i o))
Proposition 2.2. SL2(23) est engendré par les matrices.
(i i ,(o i et (is o
o i i o) \o 9)
PREUVE. Regardons le sous-groupe G engendré par les matrices a et y.
La présence de (i i dans G donne la présence des matrices de la forme
(i * dans
\\O 1/ \O 1]
G. De plus, en utilisant le calcul suivant
(i i(o i(i i(o _i(i o
\\O 1) \\‘ O) \\O 1) \\1 O j \—‘ 1
on montre queG contient toutes les matrices de la forme Q o)
Soit A
= Q h) e 8L2(23).
j) Si e = O, alors en utilisant le fait que det(A) a• d = 1, on trouve
A=ta b(1 o(i i_a1 (i o(i a’(d±b)—d
\o d) \—1 1) \O 1 ) \\a 1) \,O
c’est-à-dire que A e G.
ii) Si e O, on considère les cas a = O et a O séparément:
—
si a = O, on applique le cas i) la matrice
(e d (Ob
I=yI
\\O —b) \c cl
— si o O on applique la cas i) la matrice
te d
\ / 1 O\ ta b
I 1=1 Ly•I
O adc1 —b ac1 1 e ci
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et dans ces deux cas A e G.
E
Remarque 2.3. Dans la dernière proposition, on a intmcÏuit l’élément f3, même s’il
n ‘était pas nécessaire pour cette preuve, car on en aura besoin pour ce chapitre ainsi
qit ‘au Chapitre 5, où t ‘on verra que le normalisateur de a. est engendré par Œ et f3.
On veut maintenant définir le groupe de Mathieu M24 en représentant les matrices Œ,
f3 et y comme permutations d’un ensemble à 24 éléments (l’ensemble 2 rencontré lors
du Chapitre 1). Pour ce faire, on fait agir le groupe SL2(23) sur la droite projective du
corps F23. La droite projective de F23 est définie comme suit.
Définition 2.4. Soit la relation d’équivalence suivante sur l’ensemble F23 X F23 \
{(O,O)}:
(x,y) (x’,y’) si QXçW(.X=r’ etÀ.y=y’).
Les classes d’équivalences sont dénotées par:
co := {(1, 0), (2, 0),. . ., (22, 0)}
1 :={(1,1),(2,2),...,(22.22)}
2:={(2,1),(4,2),...,(21,22)}
22 := {(22, 1), (21, 2),., (1, 22)}.
On peut voir chacune de ces classes d’équivalences connue le quotient de la première
coordonnée sur la deuxième. L’ensemble
2:{co,0,1,2, 22}
est appelé la droite projective de F23.
Pour (a b) 3L2(23) et pour (x,v) e F23 x F23 \ {(O,O)}, on définit l’action:
(a b’ (N (cL±bV
c ci) cx+cJ)’
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Remarquons que cette action est bien définie sur Q. C’est-à-dire que si (x.v) (x”,y’)
alors
(o (x - (o b (‘
d) - d)
Les matrices Œ, f3 et y induisent une permutation des éléments de Q. Sous forme de
cycle ces permutations sont:
(0, 1, 2, .. , 22)
(1,2,4,8, 16,9, 18, 13,3,6, 12)(5, 10,20. 17, 11.22.21, 19, 15.7, 14)
(0,oo)(I,22)(2, 11)(3, 15)(4, 17)(5,9)(6, 19)(7, 13)(8,20)(10, 16)(12,21)(14, 1$).
Remarquons que la permutation f3 est en fait la fonction qui envoie 1 sur 21 mod (23)
et fixe oo. La permutation Œ, elle, est tout simplement la fonction qui envoie 1 sur (j + 1)
mod (23) et fixe
Le groupe de Mathieu M24 est le sous-groupe de Sp (le groupe des permutations de Q)
engendré par et, f3 et une troisième permutation &






est dénoté par M24 et est appelé le premier groupe de MatÏzieu.
Définition 2.6. Le groupe M24 contient deux autres groupes simples quifont partie des
groupes découverts par Mathieu:
M23 := StabM14(x) x Q
M22 := StabM23C) y Q\{x}
Reinctrquons que comme ces cleitx groupes sont transitifs sur Q, la définition ne dépend
pas de x et de y.
Remarque 2.7. On peut voir [Rotman] pot.tr ta définition des deux derniers groupes
de Mathieu, M11 et M;2. On ne démontrera pas ta simplicité des groupes de MatÏneu,
mais on peut voir [Suzuki] ou [Rotrnan] pour ceci.
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§3. TRANSITIvITÉ DES GROUPES DE MATHIEU
Comme il a été mentionné plus haut, c’est la haute transitivité de ces groupes qui attira
l’attentïon d’Émile Mathieu. En effet, M11, M17, M22, M23 et M24 sont respectivement
4, 5, 3, 4 et 5-transitifs. Les groupes M12 et M24 sont les seuls groupes 5-transitifs à part
S et A,,. En supposant démontré la classification des groupes simples finis, [Cameroj
montre qu’aucun groupe autre que S,, et A,, n’est 6-transitif.
On démontre ici la 5-transitivité du groupe M24. Cette propriété de M24 joue un rôle
primordial dans le calcul de l’ordre du groupe de symétrie du réseau de Leech (voir
Chapitre 4) ainsi que pour la dernière section de ce chapitre.
Théorème 2.8. M24 est 5-transitif
PREUVE. Pour faire cette preuve, on va montrer successivement que M24 est 1-transitif,
2-transitif. 3-transitif, 4-transitif et 5-transitif.
1-transitif - La présence de Œ dans M24 nous donne la transitivité sur Q\{co}. L’élé
ment y contient le 2-cycle (co, O) ce qui nous donne la transivité sur Q.
2-transitif- On remarque que StabAi24(œ) contient l’élément Œ et donc StabM24(oc) est
transitif sur Q\{oo}. La transitivité de M74 sur Q nous donne
Q2M24 StabM24 (x) — . StabM24 (oo) . — 1
Donc StabAl,, (x) est transitif sur Q\ {x}, pour chaque x E Q. Montrons que
M24 est 2-transitif sur Q. Soit (a,b), (c,d) e Q x Q, par la transitivité de
M24 on peut trouver un élément r de M24 tel que r(a) = c. La transitivité
de StabM14(c) nous donne l’existence de Xf E M24 tel que qiQr(5)) = d et
donc
xiJ(r(a,b)) = ((cxii(r(b))) = (c,d).
3-transitif - En procédant de la même façon que dans le cas précédent, il suffit de
montrer que pour un certain (x,v) E Q x Q. x y, Stabjj24(c.y) est transitif
sur Q\{x,y}. Le stabilisateur de O et oc contient l’élément f3 et l’élément
= (21, 15,1,22,3)(2, 1$, 17, 7.4)(5. 13. 10.6.9)($A6. 19. 11. 14).
Ce dernier élément permet de passer d’un des 11-cycles de f3 à l’autre d’où
la transitivité de Stab1124(O.oo) et donc la 3-transitivité de M24 sur Q.
4-transitif - Regardons le stabilisateur des points oo, 0 et 3. Il contient 6 et l’élément
G=Œ26Œ4=(7,17,1$,1211.13,9)(2O,1686,5,iO,15)(19.214,14,2,22,1).
Le cycle (5,21,20,10,7) de 6 permet de passer du premier 7-cycle de
au deuxième et du deuxième au troisième ce qui nous donne la transitivité
du StabM,4(oo,0,3) sur2\{oo,O,3}.
5-transitif- Enfin StabM,4(0,o°,3, 15) contient 6 et l’élément
(6. Œ) (6,9)(12,22)(21, 1)(4, 10)(7, 11)(13,2)(16, 17)(19,5).
Ce dernier élément permet de passer d’un 5-cycle de 6 à n’importe quel
autre 5-cycle de 6. C’est-à-dire que Stab1,4(0,o°,3, 15) est transitif sur
\{Qo,0,3, 151 et donc M24 est 5-transitif.
D
§4. M24 STABILISE (Q,’8)
On montre maintenant que M24 est isomorphe au groupe d’automorphismes du système
de Steiner (2,) de type 8(5, 8,24).
Pour faire cette preuve, on aura besoin de la réalisation du sous-espace de la section
§3.5 du Chapitre 1. On montrera, par la suite, que L(C) contient un système de Steiner
de type 8(5,8,24) (voir Proposition 2.10).
Lemme 2.9. M24 Aut(L(C)) où L(C) est le sotts-espace construit à la section §3.5
du Chapitre 1.
PREUVE. L’action de ‘n e M24 sur D e L(C) est définie de façon naturelle par 7t(D)
{‘n(d)jd e D} et on obtient donc que ft(A+3) = ft(A) +ft(B) pourA,B e L(C).
Ona
y=(62.y)5 , 6=(6.j) et
d’où 11474 =< Œ,62y>.
Pour montrer que M24 préserve L(C), il est alors suffisant de montrer que
V a(O) e L(C) et 62y(O) e L(C).
Les ensembles Q ont été définis à la section §3.5 du Chapitre 1.
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j) On a d’abord pour chaque i \{oo,22}




ii) Il reste à montrer que 2y(Q) E L(C). On trouve directement que
2y(O) Q0 et 2y(O) = Qo
et également que
Q2+Ql1 +Q20 E L(C) et = Q+Qj +Q2o+Q22 L(C)




= {(q) + (i)cj E Qo}
= {q+2imod(23)q E Qo}, car Qo
= Q2imod(23) E L(C)
On utilise ces deux calculs pour trouver les valeurs de 2y(Q) lorsque i °°, 1,22}.
—





= Q41.2mod(23) ± 4t. 11 mod(23) + Q4[2ornod(23) E L(C)
—




Q+Q4k1mod(23) ±Q4k2Omod(23) +O4k22mod(23) E ±(C)
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On a donc montré que M24 préserve L(C). De plus, comme chaque élément
de M24 laisse la cardinalité de chaque ensemble fixe, il découle qu’il préserve
S(5,8,24) (puisqu’il envoie les octades sur des 8-ensembles de L(C) c’est-à-
dire des octades).
La prochaine proposition complète la section §3.5 du Chapitre 1.
Proposition 2.10. L’ensemble des éléments de L(C) de cardinalité 8fo mie ttn système
de Steiner de type S(5, 8,24).
PREUVE. L(C) contient l’ensemble OO—-O2+O2O±O2y = {0. 1.2.3.4.7.10, 12} (voir
§3.5 au Chapitre 1). Donc par la 5-transitivité de M24 chaque 5-ensemble de Q est in
clus dans au moins un 8-ensemble de Q dans L(C).
Montrons que si D L(C), alors DI 8. Posons DI = k 0.
j) Si k 5, alors par la 5-transitivité de M24 sur Q. tous les k-ensembles de Q sont
dans L(C). Soit D’ un k-ensemble de Q qui ne diffère de D que par un seul élément.
Al1-kjOf5
D+D’Lt et jD+D’=2
et la 5-transitivité de M24 implique que tous les 2-ensembles de Q sont dans L(C),
d’où dim(L(C)) 23. Ceci est une contradiction car dim(L(C)) = 12.
ii) Si k = 6 ou 7, alors on peut trouver un 8-ensemble 0 de Q dans L(C) qui contient
au moins 5 éléments de D. L’ensemble D + 0 est dans L(C) et 2 ID ± 01 5.
En appliquant le cas i) sur D + 0, on obtient une contradiction.
Pour montrer que les 8-ensembles de Q dans L(C) forment un système de Steiner
de type S(5,8,24), il reste à montrer que chaque 5-ensemble de Q est inclus dans un
unique 8-ensemble de Q dans L(C). Soit O et O’ deux tels 8-ensembles contenant un
5-ensemble. Si O O’ alors 2 O+O’I 6, ce qui est une contradiction. D
Pour la suite, on dénotera par g l’ensemble des éléments de cardinalité 8 dans L(C).
Pour démontrer que M24 A;tt((Q,)) =: M, on détermine la cardinalité de M24 et
on montre ensuite que 1M24 I = IMI.
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Lemme 2.11. M24 agit transitivement sur tes octades.
PREUVE. Soit O, O’ deux octades et X C O, X’ C O’ deux 5-ensembles. Alors par 5-
transitivité de M24, il existe rt e M24 tel que 7t(X) X’. Mais par le Lemme 2.9, ‘it(O)
est une octade. Cette octade contient l’ensemble X’ et donc, par définition de système
de Steiner, égale à O’. D
Lemme 2.12. Soit K on définit
: {ft e M24VkK n(k) — k}
Alors PK est transitif sur Q\K.
PREUVE. On trouve dans M24 la permutation
p.:(&5)4(0.20)(2,9)(3,19)(5.17)(6,21)(7714)(8,22)(16,l8)
qui fixe les éléments d’un ensemble K = {al,a2,. . ,as} := {1,4, 10,11,12,13, 15,oo}.
Supposons que K n’est pas une octade. Soit A l’unique octade qui contient l’ensemble
{a1,.. . a5}. Étant donné que p. est dans M24 et comme 11/124 stabilise (2, g), p.(A)
(voir Lemme 2.9). Mais p.{a1.....a} {al.....a5} et deux octades différentes ne
peuvent s’intersecter en 5 points d’où jc(A) A. Il faut alors que A contienne un
point de K (disons 06), car sinon il faudrait que p. stabilise un sous-ensemble de Q\K
de taille 3 ce qui est impossible. Les deux points restant de A doivent se retrouvés dans
un même 2-cycle de p., disons (a9,alo). On a donc A = {a,. . . ,a, a9,alo}.
Soit maintenant B l’octade qui contient le 5-ensemble {a3 a}, alors, comme pré
cédemment, B doit contenir un point supplémentaire de K. Ce ne peut être ni ai, ni
02 car sinon B intersecterait A en 5 points. Donc le
6e point que l’on cherche est a.
Pour que B soit stabilisé par p., il doit contenir les deux points d’un 2-cycle de p., disons
ail et 012. On a ainsi B = {a3,. . . ,a$,a1l,a12}. À ce moment on est dans la situation
suivante:
où C représente l’octade qui contient l’ensemble {a2,.. . ,a5.a$}. Or, C doit contenir
un autre point de K. Ce point ne peut être 06 ou 07. car sinon C intersecterait B en 5
points. Il ne peut être a1 non plus, car sinon C intersecterait A en 5 points. D’où une
contradiction et K est une octade.
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C — —— —
Il découle de ce qui précède que
VM,4 fixe l’octade 71(K) point par point.
Par la 5-transitivité de Mi4, on peut envoyer (à l’aide de 71) 5 points fixés par p. sur
n’importe quel autre 5 points (fixés cette fois-ci par t• p.• rJ). Puisque chaque 5
ensemble est inclus dans une unique octade, ceci revient à dire que
rt. p.. rt fixe L, point par point.
Il est donc suffisant de montrer que K est transitif sur 2\K (où K = {ctl, 02,. , as}
{1,4. 10,11,12,13. 15,oo}). Le groupe M24 contient la permutation
‘1.(O117161612191O181531459)(21722)(41320.2l.8).
On peut trouver cp e M24 tel que les éléments du 5-cycle de O = cp• (&‘ - sont
dans K. L’ensemble 0(K) est une octade (car M24 préserve (Q,)), qui contient 5
points de K, c’est-à-dire que 0(K) = K et donc que les éléments du 3-cycle de 8 sont
dans K.
Considérons les permutations
elles sont toutes dans PK et sont formées de huit 2-cycles, donc d’ordre deux. Soit (19
le seul élément fixé par 8 et soit (09.010) le 2-cycle de p. contenant 09. Comme les
éléments du 3-cycle et du 5-cycle de 0 sont dans K et comme O fixe 09, ao est dans le
15-cycle de 0. Chaque p.j contient donc un seul des 2-cycles suivants
(a9,alO). ((19,011),..., (09,024),
et deux p.j différents ne contiennent pas le même 2-cycle. Ces quinze 2-cycles, avec
l’identité nous donne la transitivité de PK sur 2\K. D
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Théorème 2.13. M4=244 $23 040=210.33.5.7.11.23.
PREUVE. L’idée globale de cette preuve est de construire deux sous-groupes:
H<F<M24
et de calculer [M?4 : f], [f : H] et JH d’où
M24 [11424: f]. [f: H]. H.
Soit F le sous-groupe des éléments de M24 qui stabilise
K= [ft1,02,...,08} :={1,4,10,11,12,13,15,oo}(voïrpreuveprécédente)
et H le sous-groupe qui, en plus, fixe l’élément 09.
—
D’après la Proposition 2.11, [11424: F] = = 759.
—
Daprès le Lemme 2.12, on a [PK : H] 16 or PK <F et alors f est transitif sur
Q\Ket ainsi [f: H] 16
— H = 20 160. En premier lieu, on montre que H GL4(2) et ensuite que jA8
H. La conclusion suivra du fait que
A8j= =20160= (2g— 1)(24_21)(24_22)(24_23) = GL4(2)j.
i) H GL4(2)I D’après le triangle des octades, 30 octades sont disjointes de
K = {al,. . . , as}. Soit Oi une de ces octades, alors II existe 0 une autre octade
telle que OiÙO’1 = En effet, comme K e Q\K C et puisque
0’ + (2\K) = $ 0 + (Q\K) e ,
il suffit de poser 0 = O, + (Q\K). Ces 30 octades viennent donc par paires
0,, 0, 02, 0,... . ,0, 0. où 0CJ0 = 2\K. La moitié de ces octades contiennent
le point a9 et l’autre moitié ne le contiennent pas. Soit O, 02,. . ., O les octades
ne contenant pas 09. Montrons que
V 0fl0j =4. (2.1)
On sait que 01 n Oj = 0, 2 ou 4. Si 01 n Oj = O alors ?\K = 01Ù0 ce
qui est impossible puisque ni 01, ni 0 ne contiennent le point ac de 2\K. Si
01 fl Oj = 2, alors 0 doit contenir 6 points de 0 ce qui est impssiNe car
2$
0’ et 0 sont deux octades différentes. Donc 2.1 est vraie et alors pour i j,
01 + O E Q8 fl , c’est-à-dire que O ± O est une octade. L’ensemble
‘Y7 = {Ø, Oi,• ., 0}
est donc un sous-espace vectoriel de l’ de dimension 4.
Puisque H stabilise K, fixe a et préserve , chacun de ses éléments permute
les constituants de ‘Y et donc H agit sur ‘Y. De plus, comme tous les éléments de
M24 agissent de façon linéaire sur ‘, il existe un homomorphisme de groupe:
x : H —*Aut(’Y) GL4(2).
Pour montrer que IHI IGL4(2)i, il suffit de montrer que X est injective. Pour
ce faire, on démontre que le seul élément h E H qui agit trivialement sur ‘Y est
l’identité de H (ou l’identité de M24 puisque H <M24).
Construisons des éléments de ‘Y de telle sorte que si h H fixe ces derniers alors
h fixe chacun des éléments de Q (et donc est l’identité de M24). Soit P(T) =
{T, T1,..., T5} une hexade (voir §3.4 Chapitre 1) tel que T U T5 = K. Alors
T1, ï, T3 et T4 sont des sous-ensembles de Q\K. L’un de ces quatre ensembles,
disons T1, contient le point ag. Alors les ensembles V1 7 + T4, V2 T2 + T4
et V3 = T2 + T3 sont des octades ne contenant pas le point a9, c’est-à dire qu’ils
sont dans ci”. Il découle de 2.1 que tout élément de ‘Y\{Vi,V2,V3} intersecte
chacun des ensembles T2, T3 et T4 en exactement deux points. En renommant les
éléments de Q\(KU{a9}), on peut illustrer un tel élément, que nous appelerons
V4. Dans la figure suivante, les octades V5, V6 et V-j sont respectivement V3 +174,
V2 + 174 et V1 + V4:
T T2 T3 T4
09 alO au al2 0131 014! 015 016 017 018 019 020 021 022! û23 (121
V1 I - ——— — —____
V2 j — — — — — —
V3 J
¼ I — — — — — —
V5 — — — j — — —
y — — — I — T — I —
y7_ — — — — — — — - — —
Vs —
—
I — — — — — —
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et Vs représente une octade de / différente de V1, ... , V7. Il est à noter qu’en
renommant les éléments de 2\K. on est assuré d’avoir une telle octade.
Étant donné que h(V1) = V, il faut que h(Tj) (Zfl. Mais alors comme V4 E
V, il faut que h préserve les ensembles {ag,alo}. {a11aI2},. ., La
présence de V8 dans V force h à fixer les éléments . . ,a74. De plus, on
sait que les éléments de H fixent (19 d’où h fixe rn aussi. On a donc montré que
h fixe 2\K point par point.
Supposons maintenant que h ne fixe pas K. Soit h(ai) (15 et soit
L= {aI, a2, a3, a4, a9, ao, au.
1’ octade contenant le 5-ensemble {ai , a, a3, (14, (19 }, alors
Ïz(L) = {a5,a6,a7,as,a9,alo,all,a;2},
car Iz(L) et que h(aj) = a implique que L Ïi. L’élément h ne fixe donc
aucun des membres de K. D’après le triangle des octades, il existe 16 octades
qui intersectent K en exactement {aI .a2}. Prenons J une de ces octades. Puisque
J contient six points de 2\K et que h fixe 2\K point par point, h(J) J. Mais
ceci est impossible car h({ai a2}) fl {ai , a2} 0, d’où h fixe chaque point de K.
ii) AsI H Considérons l’élément O construit dans la preuve du Lemme 2.12. Cet
élément stabilise K et par la 5-transitivité de M24, on a K5 WEM24
O ur’ possède (xi, x2 , x3) comme 3-cycle et X4, X5 se retrouvent dans le 5-cycle.
L’ensemble xlI• O iir(K) intersecte alors K en 5 points et est donc égal à celui
ci.
Remarquons que le n’est peut-être pas unique. C’est donc dire qu’il y a peut-
être plusieurs transformations ayant (xl,x2,x3) comme 3-cycle. Dé
notons par l’une de ces transformations.
D’après le Lemme 2.12, 31EPK O(X1,X2,X3) . tZ1 fixe l’élément (19 auquel cas
l’élément




est formé du 3-cycle (Xi .x2,x3), d’un 5-cycle et d’un
15-cycle et donc
rx’
lui, est formé du même 3-cycle, d’un 15-cycle, mais
d’aucun 5-cycle.




et donc A8 Im(p) H.
On peut maintenant déterminer l’ordre de M24
M24 =[M24 :f].[F:H]•jH=759. 1620160=244S23040.
D
Corollaire 2.14. M24 Aut (2, )
PREUVE. Parle Lemme 2.9, M24 <Aut(. ) et en réappliquant la preuve précédente
surAut(Q,), on obtient Aut(Q,é’,g)j 244 $23 040. D
Une conséquence de ce corollaire est que le groupe M24 se retrouve, de façon iso
morphe, dans le groupe de symétrie du réseau de Leech. Au Chapitre 4, on déterminera




La saga des groupes de Conway commenca avec la découverte du réseau de Leech.
Dans les années 60, John Leech s’intéressa au problème d’empilements de sphères
dans W pour n 3. Ce problème consiste à placer des boules de même dimension,
avec au plus un point d’intersection entre deux boules quelconques, de telle sorte que
le volume occupé par les boules est le plus grand possible.
Leech découvra, en 1964, un réseau qui donnait un empilement très efficace dans R24
(voir [Leechl]). Trois années plus tard, soit en 1967, Leech présenta un deuxième ré
seau encore plus efficace que le premier (voir [Leech2j). C’est ce réseau qu’on appelle
maintenant le réseau de Leech.
Leech suspectait la présence d’un nouveau groupe simple dans le groupe de symétrie de
son réseau. Il exposa le problème à la communauté mathématique et environ une année
plus tard, John Conway découvra trois nouveaux groupes simples relié à ce groupe de
symétrie (voir [Conwayj).
On expose ici la définition du réseau de Leech présentée par John Conway, plutôt que
celle de Leech. Cette définition utilise le sous-espace (voir §3.2).
§2. DÉFINITION
Soit, S C 2 et ni , on définit
{S,m] {x x 4m, x mmod(4) si ï S, x (m+2) mod(4) si j S}
lEu
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Ici Z représente Ïe.s applications de Q dans et x1 x(i). La première composante
d’un vecteur est associée à co, la deuxième à O, la troisième à 1 et ainsi de suite.
Soit maintenant P C ¶P(Q) et M C Z alors on définit
[P,M]:= U [Q,m]
QP,iiEM
Le réseau de Leech est défini comme étant
A [,Z]
où =< >, (voir Chapitre 1).
Pour un ensemble T C Q, on utilisera la notation eT pour représenter le vecteur e.
iC T
Exemple 3.1. Le vecteur w e — 4e = (—3, 1,1,. ., 1) E A. En effet,
w=—3+23=2O=45E4Z et VtEQwIl5mod(4)
clone w E [0,5] C A.
Remarque 3.2. Dans le dernier exemple, on reinarqite que toutes les coordonnées de
—
4e sont impaires. En général les coordonnées d’un vecteur de A sont soit toutes
paires, soit toutes impaires. Pour voir ceci prenons x E [C, ni] C A, alors
f in mod(4) si C
xi S
m+2rnod(4) siEC
et puisque ni (in + 2) mod(2) x ni inod(2).
Définition 3.3 (Réseau). Soit E C R”. E est appelé un réseau s’il existe fi, f2,... , fm E




On verra dans la prochaine section que A est bel et bien un réseau. La proposition qui
suit sera utile pour démontrer ceci.
Proposïtion 3.4. Soient [C. in], [D, n] E A. Alors
VkIEZ k. [C, ni] + Ï [D, n] = A, k ni +1 n]
oùA est l’ensemble à la position (k mod (4).Ï mod (4)) dans te tableau suivant.
0 1 [2_3
00 D D D
1 CC±D CC±D
2C D O D
3CC+D CC+D
PREUVE. Nous allons faire le cas k 2 moU (4), 1 1 moU (4). Les autres cas seront
semblables. On veut donc montrer que
k [Cm] —i—Ï {D,n] = [D,km±l.n].





(2 . in) mod(4)
2• (ni + 4) mod(4)
mod (4)
(Ï.n)mod(4) si iD
t (n +2) mod(4) si j E D
n mod(4) si ï D
(n+2)mod(4) si iED
d’où
J (2m + n) mod(4) si j D
(2in+n+2)mod(4) si iD
et ainsi z E [D,k.m+Ï.n].
ii) (D) Pour faire cette direction, il suffit de démontrer que




si i E C
si i C
si ï E C
2m
k. i’ + Ï . w
On retombe alors dans le cas ï).
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§3. ENSEMBLE DE GÉNÉRATEURS POUR LE RÉSEAU DE LEECH
Comme on vient de voir, la définition du réseau de Leech est intimement relié au sous-
espace et donc, par la même occasion, au système (2,é’8) de type $(5, 8,24). Pour
simplifier la manipulation du réseau de Leech, on aimerait pouvoir utiliser les prophé
tés de (Q,) développées lors du Chapitre 1. La prochaine proposition permettra de
faire ceci et démontrera en même temps que A est un réseau de R24.
Proposition 3.5. A < {2eKK E } U {w} > où w est un vecteur de A à coordon
nées lmpatres (un tel vecteur existe d’après l’exemple 3.]).
Pour démontrer cette proposition, on construit d’abord trois sous-réseaux de A:
—




Z < {4e — 4ejji, j e } >.
Les sous-réseaux Y et Z serviront à démontrer que X engendre tous les vecteurs de A
dont les coordonnées sont des multiples de 4. En ajoutant un vecteur à coordonnées
impaires de A, on obtiendra A au complet.
Lemme 3.6. Z C Y C X C A
PREUVE. — (Z c Y) Il suffit de remarquer que
4e — 4e = 4e{j,a,b,c} — 4e{j,a,b.c} où {i, i} n {a, b, c} =
D’où {4e—4eji,j e 2} c< {4eTT E Q4} >.
—
(Y C X) Soit P(T) une hexade (voir §3.4) et soit T U,V E P(T). Alors
Y 4eT = 2e+2etj+2er+2ev—2eu—2ei.’
= 2eTu+2eT±v—2eu±v EX,
car T±U, T +V et U +V sont des octades par définition d’hexade.
—
(X C A) Il suffit de constater que pour chaque K e g, 2eK e [K, 4] C [ , = A
D
Lemme 3.7. i) Z = [0,0]
ii) Y [0,4Z]
iii) X = [4]
PREuvE. On vérifie aisément les inclusions Z C [001, Y C [0,4Z] et X C [,4Z].
i) (Z D [0,0]) Soit y e [0,0] alors = O et v Omod(4). Chaque compo
iE2
sante est donc un multiple de 4:
L.k0 k,EE y = (4k,4ko 4k22) et Ïq = 0.
it2
Cette dernière égalité nous donne k22 = — k et alors:
rt2\{22}
= Zp\{22}(4k)eÉ -I— 4k-’e,
iQ\{22} (4k)e — iQ\{22} 4ke22
iE2\{22} k(4e — 4e22).
Étant donné que V1 4e — 4e22 Z, on obtient l’inclusion désirée.
ii) (Y D [0,4Z] ) Soit y e [0,4Z],
Em = 4(4m) et Vjç v O mod(4)
iE2
Soit T e Q4, alors 4e e Y n [0,4] et par conséquent in- 4eT Y n [0,4m]. On
construit maintenant le vecteur y = y — in 4er. Ce vecteur est dans [0,0] car
=
iQ iQ iQ
= 4(4m) — m(4 .4)
=0
et y — in- (4eT) 0—0 0 mod(4)
Donc y e [0,0] = Z C Y et le fait que 4er Y implique y = y + m er E Y.
iii) (X D [.4] ) Montrons tout d’abord que
VKE [K,4] CX
Soit y e [K,4]. Alors, par définition,
f Omod(4) siiK
y1 = 44 et r1









(2eK) V v — (2eK)I O mod(4)
2mod(4) si jE K
Mais comme [0.01 = Z C Y C X et 2e E X, y E X. On a donc montré que
VKE [K.4]CX
et puisque Y [0,4Z] C X, on a d’après le Proposition 3.4:
[K,4Z] (0,4Z] + [K,4] CX (3.1)
Enfin, prenons [D,4Z] C [,4Z]. Comme engendre (voir Chapitre 1),
Krg D = [D,4Z] = [K47]
Enfin par 3.1, on trouve pour chaque ï que [K,4Z} C X, d’où [,4] C X.
D
On vient maintenant de démontrer que X engendre bel et bien les vecteurs de A dont
les coordonnées sont des multiples de 4. On peut donc démontrer la proposition:
Proposition 3.5. A :ii< {2eKIK e s} U {w} >z=< XU {w} > où w est un vecteur
de A à coordonnées impaires.
PREUVE. (A D< XU {w} >) Ceci est clair d’après la construction de X et le choix
de w.
(A C< XU{w} >z) Soit y A, alors il existe Ce et ni E Z tels que V E [C,m]. Si
in Omod(4), alors V EX C< XU{w} >.
Supposons donc que in Omod(4). Comme w E A on a w E [D,n] C A pour un
certain D E et où n 1 ou 3 mod(4). Regardons maintenant le vecteur
z = y — mn w
D’après la Proposition 3.4, on a
i) Si ni 2rnod(4) alors z E [C+D,m —m.n2] c [C+D,4Z] C X;
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ii) si ii 2mod(4) alors z e [C, in — ni ii2] C [C.4Z] c X.
Et, donc, dans les deux cas v=z+nm•wE<XU{w} >
E
Pour fixer les idées, nous allons choisir w = — 4e. On a vu dans l’exemple 3.1
que ce vecteur est dans A et que toutes ses coordonnées sont impaires. On prend donc
W {2e-{K }U{eQ —4e} comme ensemble de générateurs de A.
§4. POLYTOPE DE LEECH
Ce qui nous intéresse dans le réseau de Leech est l’ensemble des transformations qui
le stabilisent et qui fixent l’origine. On va voir que l’ensemble des générateurs de A,
trouvés à la section précédente, fait parti des vecteurs les plus près de l’origine. Les
symétries de A qui fixent l’origine seront donc en bijection avec les symétries qui
stabilisent les vecteurs les plus près de l’origine.
On veut identifier et caractériser les vecteurs les plus près de l’origine. Poui’ ce faire,
il est naturel d’étudier la valeur de x x quand x e A (• représente le produit scalaire
usuel). Le réseau de Leech est engendré par W et pour chaque w e W, w w E 32Z. De
plus, on a
VV,WEW V ‘W E 8Z.
En effet, si V = 2e’ etw = 2e, où KK’ e , alors
v.w = (2eK)(2eK’)
= 4•KflK
Omod(8) carVKK’E8 KnK’ Omod(2)





Sachant ceci, on peut maintenant généraliser à tous les vecteurs de A:
VXAX•XE 16Z.
3$
Comme W engendre A, X = OEjWi + + ŒrWr et en calculant le
cané de la norme on trouve:
x X w) + E jj(w 11)])
i1 jr4j




À l’aide de cette propriété des vecteurs, on partitionne A en classes de distance:
1)x.x= 16ii
2) x1 = 4m
A,:={xEAx.x=16.n}= xEZ m
3)VjE x m mod(2)
4)VPE{012,3} {i E pmod(4)} E
À l’aide de cette partition des vecteurs on va montrer que A1 est vide et que A2 n’est pas
vide d’où les vecteurs les plus près de l’origine sont ceux de A2. Nous aurons besoin
de la notation suivante pour caractériser les vecteurs de A2. Le vecteur ((±4)2,022)





A1 = O. Soit x E [C, n] C A, tel que x x 16 Si les coordonnées de x sont impaires
alors x x 24, ce qui est une contradiction. Si les coordonnées de x sont paires et
C 0. alors
xx 4. C 32, carC E et donc C 8 (voirThéorème 1.14).
Si C = O. alors x doit être constitué d’un seul ±4 comme coordonnée non nulle. Ceci
contredit la propriété 3 car = ±4 1 et x O 1 mod(2).
—
A2 n’est pas vide puisqu’il contient les vecteurs 2eK, où K e . Ces vecteurs de A
sont les plus près de l’origine (car A0 = {0} et A1 = 0). Décrivons tous ls éléments
de A2. Tout d’abord, x E A2 x.x 32 V <4v < 6. Soit xj la plus grande
coordonnée de x en valeur absolue.
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— Si lxii = 5, on doit avoir 32 — 25 = 7 ce qui oblige x à avoir une compo
sante nulle. Mais alors x A2 puisque qu’il possède une coordonnée paire et une
coordonnée impaire (voir remarque 3.2).
‘
,‘.‘ 4 19
— Si L.i{ = 4, alors x = ((+4),0) ou x = (±4. (+2) ,0 ) sont les seuls vecteurs
possibles avec toutes les coordonnées paires. Dans le premier cas, x A2 parce
que pour tout j j, 4e — e [0,0] et 4e1 + 4e e [0, 2].Dans le deuxième cas, la
position des +2 forme un 4-ensemble dans Q. Or, ‘ ne contient pas de 4-ensemble
d’où la propriété 4) n’est pas satisfaite, c’est-à-dire que x A.
—
Si lxii 3 alors x (+3, (+1)23). Ce x satisfait toutes les conditions excepté la
4e. Pour que x soit dans A2, il faut que la position des coordonnées de x congrues
à 1 modulo 4 forme un ‘-ensemble.
—
Si lxii = 2 alors x = ((+2)8,016). Tout d’abord, d’après la condition 4, les +2
doivent être à la position d’un ï-ensemble (une octadeL Maïs x doit également
satisfaire les conditions 2 et 3
m 4-in et x1 mmod(2)
Comme x Omod(2), in Omod(2). Soitkle nombre de “-2” dan.s x. En recal




et alors in =4—k —k kmod(2). Bref, x = ((+2)8,016) e A2 implique qu’il y
a un nombre pair de —2 (k est pair) et les ±2 sont en position d’un -ensemb1e.
—
Si x= 1, x x1 < 24 < 32, d’où A2.
En résumé, les points de A2 sont
A4 ._ ft/A2 22
—
‘ 2 1_LJ J
—
A := {(+3, (+1)23)1 la position des coordonnées congrues à 1 moduio 4 forme
un -ensemb1e }
— M :={((+2)8,016)l les +2 sont en position d’une octade et il y a un nombre pair
de —2}
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On peut maintenant vérifier que les générateurs de A sont dans L2. Les vecteurs de
la forme 2eK où K E sont dans M, tandis que le vecteur w = eç — 4e E A.
Le groupe de symétrie du réseau de Leech pourra donc être vu comme le groupe de
symétrie de A2 (les symétries qui fixent l’origine).
La cardinalité de A2 sera une information essentielle pour les prochains chapitres.
Pour la trouver, on calcule la cardinalité de chacun des M. On a donc
—
AJ = (position des deux +4). (les signes des 4) = () .22 = 1104
—
A = (position du +3).(les coordonnées congrues à 1 modulo 4 sont en position
d’un -ensemble)= 24. 22 = 98304
— IAI = (les +2 sont en position d’une octade). (les signes des +2) = 759 . 2 =
97 152
D’où A2j = AI+A +Mj = 1104+98304+97152=196560= 57•13.
—
De façon similaire, on trouve que A3 est formé des orbites A ,A, A, A où
—
A := {((+2)’2,0’2)les +2 sont en position d’une dodécade et il y a un nombre
pair de —2}
—
A := {((+3), (+1)21)les coordonnées congrues à 1 modulo 4 sont en position
d’un -ensemble}
—
P4 := {((+4), (+2)8, 0’5)les +2 sont en position d’une octade et il y a un nombre
impair de —2}
— P4 := {(+5, (+ 1)23)les coordonnées congrues à 1 modulo 4 sont en position d’un
?-ensemble }
et leur cardinaÏité est
—
A=2576•211





La cardinalité de A2 et de A3 est nécessaire car dans le Chapitre 5 on fera agir 1, le
groupe de symétrie du réseau de Leech quotienté par son centre, sur ces ensembles et
on aura besoin de la cardinalité du stabilisateur d’un point.
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L’ensemble de générateurs W sera utile dans le prochain chapitre où on tentera de
déterminer la cardinalité du groupe de symétrie du réseau de Leech.
Chapitre 4
GROUPE DE SYMÉTRIE DU RÉSEAU DE LEECH
§1. INTRODUCTION
Ce chapitre utilise toutes les notions principales des trois premiers chapitres dans le but
de calculer la cardinalité du groupe de symétrie du réseau de Leech. Cette information
est nécessaire dans le prochain chapitre pour démontrer la simplicité des trois groupes
simples reliés au groupe de symétrie du réseau de Leech.
§2. DÉFINITION
Définition 4.1. On dénote par .0 te sous-groupe de toutes tes transformations ortho
gonales (E 024(Q)) qui stabilisent A. Autrement dit
•0 {X E 024(Q)(A) C A}
§3. LE SOUS-GROUPE N
Le but ultime de ce chapitre est de calculer la cardinalité de .0. Il n’est pas nécessaire
de connaître toute la structure de .0 pour y arriver. Par contre, on aimerait connaître
un sous-groupe explicite de •0. Dans cette section, on construira un sous-groupe de 0,
qu’on dénotera par N, qui sera relié au sous-espace (voir Section §3.2 au Chapitre
1) ainsi qu’au groupe de Mathieu M24 (voir Chapitre 2). On pourra ainsi utiliser les
propriétés de ces derniers pour travailler avec les éléments de N.
On verra à la Section §5 que N est maximal et grâce à ceci, on pourra trouver la casdi
n alité de 0.
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Définition 42. — Soit n E S. On définit l’application suivante de 024(Q):
m: Q1 Q
eg ‘—4 e,0
- Soft ma ntenwztTçf4, on défmit une nouvelle application de 0.4(Q):





= (3,1,—1,1,1,1,...,1) et m(œa)(w)= (1,1,1,-3,1,1,...,1).
On se rqpele que la première coordonnée est associée àoc la deuxième à O, etc.
ProposItion 4.4. Q m,, E •0 *n(Y) = Y, c’est-à-dire nprésene (Q, Yè). On dénote
l’ensemble de toutes ces trwzsfomwtionspar:
M := {n¼In(Y) = Y} = {rn2In E M24} Mp
Donc IMI = IM24I.
ii) CrEO*TEYet
L’isomorphisme découle dufait que 8T Es = ET+5 et donc lEI = = 212.
PREUVE, j)
mEO Vpçjjmg(v)EA
VKE% (mn(2exc) 2e,x) EA) et (m(eQ—4e.)=eQ—4%..) EA)
VKt’jm(2eg)EA,c&eQ—4e,..)E4pourtoutnESQ





ii) On utilise la même astuce qu’en i)
Ci E .0 VvEA ET(1’) e A
VKE (ET(2eK) e A) et (Ei(e —4e) e A)
VKce8 (le nombre de “-2” dans ET(2eK) est pair) et (T E ‘, car
les coordonnées congrues à 3 mod(4) sont en position de T et
la propriété 4 (voir la définition de A, à la page 38) donne
donc T E )
v’KEce$(ITflK O mod(2)) et (T E )
T E (voir preuve du Théorème 1.19) et T E
D
Définition 4.5. À partir de ces deux sous-groupes, on construit l’ensemble N E M
La prochaine proposition nous assure que iV est un sous-groupe de •0.
Proposition 4.6. V,nM E iii E.
PREUVE. Soit E E E. Pour chaque i E Q on a
in’ (et) = 1n in—i (es)
= Jfl
. ET(e-i()
1n(—e1()) si ‘(i) E T
—







= Etr1(ei) E E
D
§4. PROPRIÉTÉS DE N
On énumère ici toutes les propriétés de N qui seront nécessaires pour la prochaine
section.
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Théorème 4.7. Soit À O. Si ijE À(e1) = +e alors À E N.
PREUVE. On remarque d’abord que Vjj À(ek) I ej (toujours par rapport au produit
scalaire usuel). En effet, si j k
O eiek À(e).À(ek)carÀE•O<O74(]R)
= +ejÀtek)
Ensuite, on sait que si j k, 4e + 4ek E A2 et, donc, comme À e O,
A2 3 Z t= À(4e1 ±4ek) 4À(e) +4À(ek) = +4e +4À(ek)
Or, e étant perpendiculaire à À(ek), on obtient l’existence d’au moins une coordonnée
égale à +4 dans z. La classification de A2 (voir Section §4, Chapitre 3) oblige z à être
dans et ainsi À(ek) lei pour Ï e 2, chaque k donnant des valeurs de t différentes.
La transformation À est en fait une permutation et un changement de signe des éléments
de la base. Symboliquement, on obtient
À r7-. m, pour T C Qrt e
Pour montrer que À e N, il reste à montrer que T E et n e M24.
—
(n e M24) Puisque À e •O, VKE’8 À(2eK) e A. Mais les coordonnées non nulles
des vecteurs À(2eK) sont en position n(K). Pour que À(2eK) e A, il faut donc que
n(K) e , et ce pour tout K e D’où n E M24.
—
(T ) Enfin on regarde le vecteur en — 4e dans A. Toutes les coordonnées de ce
vecteur sont congrues à 1 modulo 4. Si on applique À à en — 4e, les coordonnées
aux positions de T changent de signe et deviennent alors congrues à 3 modulo 4.
Donc pour que À(e — 4e) soit dans A, il faut que T soit dans .
n
N étant un sous-groupe de •O, il agit sur A2. La proposition qui suit donne les orbites
de cette action.
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Proposition 4.8. N agit sttr A2 avec les trois orbites M A et A (voir §4 dans le
Chapitre 3).
PREUVE. Réécrivons d’abord ces ensembles sous la forme:
= {T(2eK)T,KE }
= {ET(eQ—4e1) T E Ï E Q}
= {i(4e+4e)i,j E Q.i j.T E }
Soit
j) x= ETt2eK) ety ET’(2eK’) dans A ou
ii) X E(e — 4e1) et y Ert (c — 4et’) dans A ou
iii) X = Er(4e+4e) ety ET’(4e1’ +4e’) dans A.
Par la 5-transitivité de M24 sur Q, il existe 71 tel que soit
i) rt(K) = K’, voir le lemme 2.11 dans le Chapitre 2 ou
ii) 71(Ï) Ï’ ou
iii) rt(i,j) = (i’,j’).
La transformation ET/(T) m11 est dans N, car ‘rr(T) E étant donné que M24
Aitt() et T’ ± r(T) est donc également dans . Cette transformation envoie x sur




Les autres cas sont semblables. Les orbites A sont disjointes car les éléments de N
préservent le nombre de coordonnées non nulles.
Théorème 4.9. Soit À E .0, si ord(À) est premier alors ord(Â) 23.
PREUVE. Soit A la matrice qui représente À, un élément d’ordre p E IP dans .0, dans
la base standard. Les entrées de la matrice A sont rationnelles car À préserve A. Soit
maintenant T(x) le polynôme minimal de A sur Q. Puisque À est d’ordre p, la matrice
A est une racine du polynôme
x—l=(x—1).(x1+x2±...±x+1)
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et donc T(x) divise xP1 +x”2 +.. . +x+ 1. Ce dernier polynôme est irréductible sur
Q et alors T(x) x’ ±x—2 +... ±x + Ï. Enfin le Théorème de Cayley-Harnilton
stipule que T(x) divise le polynôme caractéristique de A qui est de degré au plus 24. Il
faut donc que p — Ï 24, ce qui laisse p 23 carp est premier. D
Théorème 4.10. Soit À e O. Si À(A) C A alors À E N.
PREUVE. Soit H, le sous-groupe constitué des transformations de .0 qui stabilisent P4,
et soit x = 4e +4ej.
La 5-transitivité de M?4 sur donne la 5-transitivité de N sur {eji e 2}.
Regardons l’action de N (ici A1 := StabN(x)) sur A(x) (A(x) représente l’ensemble
des vecteurs de P4 perpendiculaires à x). Cette action possède les deux orbites sui
vantes:
Orbite 1 {±(4e — 4e)} contenant 2 éléments
Orbite 2 {+4e12 +4ekh.k,i,jdistincts} car la 5-transitivité de N suries coordonnées
nous assure, pour tout (Ï,in). l’existence d’une transformation qui fixe j et j
(donc dans IV) et envoie (h, k) sur (t, in) . Cette orbite contient (j .22 = 924
éléments.
Par la Proposition 4.2, N stabilise P4 et ainsi N C H, d’où Nr C H. Les orbites de H
sur P4(x) doivent alors être une union de ceux de N sur A(x).
Si A (x) possédait une seule orbite sur R, elle contiendrait 924+2 = 926 éléments et
alors
Orbj-j.,(y) . Rj 926. = 2•463 .
représente les éléments de H qui stabilise x et y. Or comme 463 est premier, le
Théorème de Cauchy (qui stipule que pour chaque premier p qui divise l’ordre d’un
groctpe G, il existe un élément de G d’ordre p) nous donne l’existence d’un élément
d’ordre 463 dans H et ceci contredit le Théorème 4.9. HT possède ainsi deux orbites
sur P4(x) et si À E J1 alors À(4e1+4e) = 4e+4e et
(À(4e — 4e1) = 4e1 — 4ej À(e) e) ou (À(4e — 4e) = 4e1 — 4e À(e1) = ej).
4$
D’après le Théorème 4.7, ? E N et donc N1 = H. On sait, d’après la Proposition 4.8,
que N agit transitivement sur M et donc H aussi agit transitivement sur M. On a alors
Nt = A• tNI = tAL tHi
d’oùH=N. D
§5. MAxIMALITÉ DE N ET CARDINALITÉ DE .0
Pour démontrer la maximalité de N, on prend un sous-groupe H de .0 qui le contient
strictement. On démontre qu’ alors H est transitif sur A2 et que, pour chaque x E A2, H
est transitif sur A2 (X) (l’ensemble des vecteurs de A2 perpendiculaires àx). À l’aide de
ces deux faits, on obtient l’égalité
Ht = A2t. A2(x)I• lHx.vt OÙ)’ E A2.
En choisissant x et y convenablement, il est possible de calculer la cardinalité de H,
d’où nécessairement N est maximal.
Pour pouvoir choisir un H contenant N strictement, on doit d’abord s’assurer que N
•0.
Théorème 4.11. N est un sous-groupe propre de -0.
PREUVE. Pour prouver ceci, nous allons construire une transformation dans -0\N. Soit
P(T) une hexade (voir §3.4 dans le Chapitre 1). On définit l’application
:Q
—Q
e e—eu Si iE U EP(T)
La transformation voulue est
-
:= i. Cette transformation n’est pas dans N puis
qu’elle envoie e, qui ne possède qu’une seule coordonnée non nulle, sur un vecteur
qui en possède quatre. Or, toutes les transformations de N sont une permutation suivie
d’un changement de signes des éléments de la base d’où le nombre de coordonnées
non nulles demeure invariant.
Il reste à vérifier que Çr E -0. Pour ce faire, il est suffisant, d’après le Chapitre 3, de
montrer que
VJ< Çr(2ei) C A et T(w) E A où w est un vecteur à coordonnées impaires.
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Posons, tout d’abord, P(T) {U,V,W,X,Y,Z}. Alors, pour tout K on a un des
trois cas suivants (en renommant les éléments de P(T), on se réduit à un de ces trois




Remarquons que, d’après le triangle des octades (voir Chapitre 1), chaque cas est réa
lisable. Regardons l’effet de e sur 2ej. dans chacune de ces situations:
j) Ez.fl(2eK) EzTj(2eu+2ev)




ii) e i’ (2eK) = 11 (2eKnu + 2eflv + 2ejw + 2eKflX)
Ez(2eKnu — 2eu ± 2eKflV — 2ev + 2eKnw — 2ew -F 2e1(nx — 2ex)
Ez(—2eu\K — 2ez\K — 2e47\K — 2ex\K)
= ez(—2eu\K+v\K+w\K÷x\K)
= Ez(—2eK+u+v+w±x)
= —2eK±u÷vw+x E A,
iii) Ez .Tl(2eK) 6z(2eK — 3ez — eu±fwx+y)
Ez(2eK\z + 2eKz — 3ez — e\z)
= 2eK\z 2eKnz + 3e — ep\z
= 2eK\z — 2efl + 4ez — (ez + eQ\z)
= EK(—2eK\z + 2eKnz + 4eZ\K — 4eznK + 2e — e)
= EK(4ez\K — eQ) E A, car EK E .0 et (4ez\K — eç) E A.




Pour montrer que Ç’1 e .0= il reste à démontrer que r() e A, où w est un vecteur à
coordonnées impaires. En utilisant le fait que = id, il découle du cas iii) que
A 2eK = T(T(2eK)) = Çr(ET+z EK(4ez\K —efl)).
Ceci termine la preuve puisque les coordonnées de (rT÷z EK(4ez\K — eç)) sont +1 et
+3, donc impaires. H
La proposition nous permet de choisir N H < 0. Ce H sera fixé pour le reste de la
section.
Théorème 4.12. H est transitifsur A2.
PREUVE. D’après le Théorème 4.8, N possède trois orbites sur A2 : M,M et A (voir
§4, chapitre 3). N étant inclus dans H, les orbites de H sur A2 sont des unions des
orbites de N sur A7. Considérons l’orbite de H contenant A. Par le Théorème 4.10,
cette orbite ne peut être A. De plus,
jAUM =2323•89 et
et puisque 29 et 109 sont premiers, le Théorème 4.9 et le Théorème de Cauchy excluent
A UM et A uM comme possibilités. L’orbite qui contient A est donc M UA U A
A2. H
Théorème 4.13. VxEA7 I] est transitif sur A2 (x). On rappele que A2 (x) représente
tous tes vecteurs de A2 perpendiculaires à x.
PREUVE. Regardons d’abord ce qui se passe pourx = e —4e e A. On sait du Cha
pitre 2 que M24 contient l’élément OE (0, 1,2 21,22) et donc N contient l’élément
m. Cet élément fixe le vecteur e. et ainsi appartient à IV C H. L’élément mu est
d’ordre 23 dans N et ne fixe aucun élément de A2(x) (il suffit d’utiliser la classification
de A2 à la page 39). En utilisant le même principe, on trouve que
n e {1,.. . ,22} (m)’ man ne fixe aucun élément de A2(x). (4.1)
Il découle de ceci que toutes les orbites de <mu> sur A2(x) ont exactement 23 élé
ments. Or comme < in > < H et comme les orbites de H sur A7(x) sont des unions
des orbites de < mu > sur A7(x), la cardinalité de chaque orbite de R sur A2(x) est
divisible par 23.
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Soit y un point quelconque de A. Puisque H est transitif sur A, on trouve l’existence
de À e A tel que À’ . À H. Étant donné que la conjugaison conserve l’ordre des
éléments et la propriété 4.1, tout ce qui a été décrit précédemment pour le point x est
vrai pour y aussi. Prenons donc y 4e + 4e (pour faciliter les calculs) et trouvons les
orbites de N sur A2 (y)
{±(4ei-4ej)}
A2 := {+4e,+4eiII{k.Ï.i.i} =4
{ET(2eK){i,j}flK=O,T E
A2 {ET(2eK){i,j} C K,T e , {i,j}flT 1}
:={Ei(ep—4e)jze\{i.j},I{i.j}nTl=1.Te}
Soit X une orbite de H sur A2(y). Étant donné que N <liv, X est une union de ces
dernières orbites. La cardinalité de X est donc une somme de la cardinalité des orbites
qui le constituent.






(nombre d’octades qui n’intersectent pas {i, i}) (toutes les façons d’avoir
unnombrepairde’—2’)=330.27=28.3.5.11
—
(nombre d’octades contenant {i,j}) . (toutes les façons d’avoir un nombre
pair de ‘ —2’ et un seul ‘—2’ en position i ou j) = 77•2 2 26.7. 11
— =(nombre de -ensemble qui intersectent {i,j} en un seul point)•(les positions
possibles du ±3, c’est-à-dire n’importe quelle position sauf j etj) = 2(nombre d’oc
tades qui intersectent {ij} en i + nombre de dodécades qui intersectent {i. i} en i
± nombre d’hexadécades qui intersectent {Lj} en i )(I2\{i. j}) = 2(176+672+
176).22= 212.11
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Comme 1X1 doit être divisible par 23, regardons chacun des nombres qui viennent
d’être calculé modulo 23.
ll 2 2mod(23)
I’2l =22.3.7.11 4mod(23)
= 28.3 511 l2mod(23)
=26.7.11 6modc3)
= 212.11 22mod(23)
Le seul moyen d’additionner ces nombres pour obtenir 0 modulo 23 est de tous les
additionner, c’est-à-dire que X = A2(y), d’où la conclusion. D
Lemme 4.14. Soient les vecteurs x = 4e ± 4e1 et)’ = 4e1 — 4ej, alors
N.5 = . StabM,4(x,y)
et N,, est de cardinaÏité
210. StabM94(x,y)I = 2’° M241/t24 .23).
PREUVE. Soit 2 = ET m Pour que À fixe x et y, il faut d’abord que i, j T.
De plus, pour que n fixe x, it doit soit contenir le deux-cycle (ï, j) ou soit fixer j et j.
Mais, dans le premier cas, m7t ne fixe pas y, d’où it doit fixer I et j. Alors
= EX,) StabM24 (x, y).
Trouvons la cardinalité de E et de Stab1w24 (x, y).
La cardinalité de EX,y co;Tespond au nombre de ‘e-ensembles ne contenant pas les
points i et j. À l’aide du triangle des octades et des dodécades, on trouve
= 1±330+616+77=1024=210.
La 5-transitivité de M4, nous donne l’équation suivante
1M241 = lH 51abM24(x)l = - 2\ {x}L StabM24(r,y) = 24- 23• Stabjj24(x,y)l
et donc jStab1w4(x.y) = M241/(24-23). D
Théorème 4.15. N est un sous-groupe maximal de -0 et
ord(.0) = 222.39. .72. 11- 13-23.
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PREUVE. On a vu àla Section §4 du Chapitre 3 que jA2 = 196560 et en additionnant
les orbites dans la preuve du Théorème 4.13, on trouve VrA, 1A2(x)J 93150. Prenons
x 4e +4e. L’orbite de H sur ce point est, d’après le Théorème 4.12, A2 et ainsi
= OrbH(x) = A2 196 560• H.
On fait maintenant agir R sur A2 (x). On prend y = 4e — 4e A2 (x) et grâce au
Théorème 4.13, on trouve:
= . H = A2(x)L Hj = 93150W
Enfin, on remarque que R = IV, car si 2 fixe x et y, alors il fixe e et, par le Théorème
4.7, À Or d’après le Lemme 4.14, jN. = 2’. 1M241/(24.23). On obtient donc
H=196560.93150.210.jM24/(24.23)=22239.54.72.1113.23
pour chaque H qui satisfait N H < •0. Le sous-groupe H doit donc être égal à .0. D
La seule information de ce chapitre qui sera nécessaire pour le prochain chapitre est la




Ce chapitre est l’aboutissement de cet ouvrage. On y définit les groupes de Conway et
on démontre leur simplicité.
§2. DÉFINITIoNs ET CARDINALITÉS DES GROUPES DE C0NwAY
On définit les groupes de Conway comme étant:
:= .0/ < —I>,
•2 : où y A2 et
:= •1, où w e A3.
C’est ici que la cardinalité de •0 prend toute son importance. On l’utilise pour calculer
la cardinalité de 2 et 3. En effet, on montre préalablement que ces groupes agissent,
respectivement, de façon transitive sur A2 et A3 et ainsi
j.0A2H.2 et .0A3H.3.
Lemme 5.1. 0 agit transitivement sur A2 et A3.
PREuvE. (.0 agit transitivement sur A2) Le théorème 4.12 donne la conclusion.
(.0 agit transitivement sur A3) On remarque, d’abord, que A et A sont deux orbites
disjointes lorsque N agit sur A3.
Or, lorsque .0 agit sur A3, l’orbite qui contient A contient également A (voir Section
§4 du Chapitre 3). En effet, il suffit de prendre l’élément T e •0 (voir preuve du Théo
rème 4.11) avec T qui correspond au quatre premières coordonnées de w (5, 1,..., 1),
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c’est-à-dire T = {øo,0, 1,2}, pour se rendre compte que
T(W) = (1,—3,—3,—3,—1,...,—1) EA.
Donc, tous les vecteurs à coordonnées impaires de A3 (A UA) se retrouvent dans la
même orbite sur O.
Soit. maintenant, ‘y e A UA et soit T 24, formé de la position des coordonnées +2,
+2, ±2 el 0. Alors (y) est à coordonnées impaires et donc 0 agit sur A3 avec une
seule orbite. D
Remarque 5.2. Grâce à ce lemme, les groupes •2 et 3 sont bien définis.
Corollaire 5.3.
.1=I.0!/2=221.39.54.72.11.13.23
L 2j = 2’ .36. 3 •711•23
!3!=2’°35.71123
PREUVE. De la façon dont •1 a été défini, il est clair que j. lj = I . Oj/2. En utilisant le
dernier lemme. on trouve que:
j.2j= .Oj/jA2j
.3j = j.Oj/jA3j
Or, dans le chapitre sur le réseau de Leech, on avait trouvé que
jA2j=196560=24.33.5.7.13
1A31=16773120=212.32.5.7.13
Pour terminer la preuve, II suffit de déterminer la cardinalité de 0, ce qui a été fait au
Théorème 4.15. D
§3 •1 EST SIMPLE
Pour démontrer la simplicité de .1, on aura besoin de la cardinalité de 0 ainsi que les
résultats qui suivent.
Lemme 5.4. Soient OE, f3 les éléments définis dans le chapitre 2. Alors
Co(m) =< —1 > . <ma> etN.o(< fl1>) < —1 > . >,
où C.o(ma) est le centralisateur de ma dans •0 et Ao(< ma >) le nom7nallsateur de
< m > clans .0.
56
PREUVE.
— (C.o(mo) C< —1 >. <ma >) Montrons que si X E C.o(ma) alors X E N.
Grâce au Théorème 4.7, il est suffisant de montrer qu’il existe ï et j tels que X(e;) =
+e. Pour ce faire nous allons montrer que X(e0) +e.
Supposons que X(e) = y = (v0,v0,. . . ,v22). On doit avoir X. ma = ma. X et en
particulier
(Voo,Yi 22 vo) = ma(v) = ni(X(e,)) = X(ma(e)) = X(e) = y.
Donc. y = (a, b. b. b) où a v et b o ... v22. On sait, par définition,
que .0 < 024(Q), d’où
7 ., 7 , 7 51 = = = a±23b.
Cette dernière équation n’a que (a,b) = (+1,0) comme solution rationnelle. Or,
X E 024(Q), d’où X(e) = y E QQ et ainsi y +e.
Donc, X = ET• m pour T C et7t E M24. Montrons qu’alors T = O ou T = 2 et que
u’ pour un certain i dans {0, 1,2, 22}. Il y a deux possibilités à considérer:
X(eo) = ±e, ou X(eo) = —es.
—
Si X(eo) = e;, alors
X(ey) = X(m(eo)) = mç1(X(eo)) = nza(ei) = ej+1
et. similairement, on peut montrer que pour tout j o, X(ej) = ejjmod(23). De
plus, on doit avoir
—
3e) = X(eQ\{}) — 3X(e) = eQ\{} 3 . +e C
car X E .0 et eQ\{} — 3e eQ — 4e E M. Or. la seule possibilité est que X) =
e.. et alors T = O ce qui revient à dire que ET = ici.
—
Si X(0) = —e; alors on obtient T = 2 et s1 = —id.
On sait maintenant que X = m ou X = —m71. Enfin, les seuls éléments de S qui
commutent avec u sont les puissances de u, d’où la conclusion.
—
(No(< 11I>) =< —1 > <n1a,m >) Comme au cas précédent. on obtient que, si
X E N.o(< >), alors X E N. On peut également montrer qu’il existe rc E M24 tel
que X = m ou X = —m7.
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Pour terminer la preuve, il reste à montrer que ni7 E< >. Ceci revient à
démontrer que
NM74( Œ>) < OE,>.
—




(C) Soit e Œ >). On doit avoir E< >. c’est-à-dire
Œ (Xk
pourke{1,...,22}.
Si ?(oo) = j °o alors
i7(oa) .Œ(oo) Œ t)Œkti) (i+k)mod(23)
qui n’est vraie que si k O, d’où une contradiction. Donc ?(oo) = c• Si 2(O) = j,
alors la transformation := 2 est dans NM24(< Œ >). Elle fixe et envoie O
sur O.
Si i c= cx’ .i pourÏ e {1,...,22} alors
n(1) = n Œ(O) cx’’ .i(O) = cx’’(O) = lmod(23)
n(2) = • a2(O) a21 n(O) = a2’(O) 2.Ïmod(23)
n(h) = n Œh(O) = M n(O) = ŒM(O) = h tmod(23)
—
Si I = 2lzmod(23), alors = f3fl et
& ‘? E< cx,
—
Si I n’est pas une puissance de 2 modulo 23, alors on peut trouver in. tel que
Ï = 5 2”. L’élément “ n NM14(< cx>) et “ .n(1) = 5, d’où
“n=(O,5,1O,15,2O,2,7,12,17,22,4,9,I4,19,1,6,1L16,21,3,$,13,1$)=Œ’4
et ainsi À = cxi. “l• cx14 e< cx.
E
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Lemme 5.5 (Argument de Frattini). Soit G, un groupe fini, et soit H, un sous-groupe
nol7naÏ de celui-ci. Pottr tout SyÏow sous-groupe P de H on a
G=HNG(P).
De plus, sip est un diviseurpremierde G, alors p divise H ou
PREUVE. Soit g G, comme HiG. on a gPg’ C H et puisque gPg1 a la même
cardinalité que P, gPg1 Syi(H). Donc, par le Théorème de Sylow, il existe h e H
tel que gPg’ hPÏz1, d’où (Ïz1g)P(h1g)1 = P. Autrement dit 1z1g ENG(P) et,
aïnsi, il suffit de prendre g = h(h1g) comme décomposition.
Supposons que p %O(H), alors pj[G H). Par le Deuxième Théorème d’Isomorphie
G/H=(H.NG(P))/HoNQ(P)/(HflNG(P)),
d’où p O(G(P)/HflNGt)) O(NG(P)). D
(232 1).(232_73)
Lemme5.6. SL2(23)j= =23I1•23.
PREUVE. On sait que la cardinalité de GL2(23) est (232 — 1) . (232 — 23). Pour avoir
la conclusion, il suffit de remarquer que les ensembles
{A GL2(23)det(A) = k}
sont tous en bijections. D
Proposition 5.7. Le groupe PSL2(23) est simple.
PREUvE. Soit K (‘ °)) <H <SL2(23). Montrons qu’alors H = ( °)) ou
H = SL2(23).
—
Si 23 divise H, alors il existe un 23-Syiow sous-groupe P de H. D’après la cardina
lité de SL2(23) (voir lemme précédent), P est également un 23-Sylow sous-groupe
de 5L2 (23). L’élément Œ
= Q ‘) de SL2(23) est d’ordre 23 et donc K (1 i) est un
23-Sylow sous-groupe de SL2(23). Par le Théorème de Sylow, il existe g E SL2(23)
tel que g• P. g1 K Q ‘)).La normalité de H implique que K Q ‘)) <H et que
l’élément
.(1 1. i( i(i i(o -iri o
o 1) -i o) o i) i o)-i i
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d’où H = SL2(23) (voir Proposition 2.2).
— Si 23 ne divise pas jH, soit p un diviseur premier de H et P un p-Sylow sous-
groupe de H. Alors, d’après l’argument de Frattini, 23HN$L2(23)(P). Soit B un élé
ment d’ordre 23 dans NSL,(73)(F). Il découle du Lemme 5.4 que
(1 iN /t-i o\ 1/1 1
CsL(2)(I 1)EE (I j ).(
\\O 1) \\\O _1)/ \\\O lj




3g. pour un certain i {1,2,...,22}
\\O 1]





i) Si p 2, alors le seul élément de P qui est dans CSL2(73) (B) est l’identité. En
effet, d’après ce qui précède cSL,(23) (B) = 2 23. Or P n’est ni divisible par
2, ni divisible par 23. Le sous-groupe <B> agit donc par conjugaison sur P
avec des orbites de longueur 23, sauf l’orbite de l’identité qui, elle, contient 1
élément. Grâce à ceci, on obtient la condition suivante sur Pj
1 mod(23).
En regardant la cardinalité de SL2(23), on s’aperçoit que cette équation n’est
jamais satisfaite.
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ii) Si p = 2, alors on peut supposer que P = H. En effet, dès qu’un nombre premier
différent de 2 divise l’ordre de H. on retombe dans le cas i). Comme P H,
CSL1(231(B) contient maintenant deux éléments de P: l’identité et F inverse addi
tif de l’identité. On obtient alors la condition suivante sur Pj (= IH):
= P 2 mod(23),






Proposition 5.8. Le groupe 1 est simple.
PREUVE. Soit H0 tel que < —1 >c H. Nous allons montrer qu’aloi-s H =< —1>
ou H = 0. Pour ce faire, on va séparer la preuve en deux parties.
a) (Si 23 divise H.) Alors H contient un 23-Syiow sous-groupe P. Comme . 0 n’est
pas divisible par 232, P E Sy123(.0) et, donc, il existe g E G tel que gPg’ =< mc>.
Par la normalité de H, on obtient <mcx >< H et alors <m >E 8yt23(H). En
utilisant le Lemme 5.5, on trouve
.0 =H.N.o(< ma >).
D’après le Lemme 5.4 et le fait que cx, 13 E PSL7(23), on a
N.o(< mcx>) < —1 >. <mcx rn>« —i,PSL2(23)>
Considérons le sous-groupe suivant de PSL2(23)
L =< gmg’g E PSL2(23)>
Ce sous-groupe, non trivial, est normal dans PSL2(23) et est donc égal à celui-ci,
d’après le Lemme 5.7. Or, puisque ma E H et H .0, H contient tout les conjugués
de 01a et donc
PSL2(23) = L C H.
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Enfin, comme —1 H, on trouve
N.o(< in>) c< —LPSL(23) >C H
d’où.O=H.N.o(<Œ>)=H.
b) (Si 23 ne divise pas IHL) Soit p un nombre premier qui divise l’ordre de H et soit
P Syl(H). Alors, par le Lemme 5.5, 23 divise l’ordre de N.o(P) et donc N.O(P)
contient un élément in’ d’ordre 23. En utilisant le Lemme 5.4 et le fait que <ni’ >
est conjugué à < ni > (car ce sont deux 23 Sylow sous-groupes), on trouve:
<m’>=h<m>h’rn’=hmh’,iO
et alors
C.o(m’) h C.o(rn) .
h Co(ta) h’, car C.o(ma) Co(m.) pour j O
h(< —i > <iii >)J—1
= <—1•<m’>.
i) (Si p 2) On remarque, d’abord, que l’ordre de C.o(nz’) est 2•23 et par consé
quent tous les éléments de P, autre que l’identité, ne peuvent être dans C.o(m’).
Il découle de ceci, et du fait que in’ E N.o(P) que le groupe < in’ > agit par
conjugaison sur P avec des orbites possédant 23 éléments excepté l’orbite
contenant l’identité P. Pour que cette dernière propriété soit vraie, P doit satis
faire
1 mod(23).
ce qui est impossible, étant donné la cardinalité de O.
ii) (Si p = 2) Dès qu’un nombre premier différent de 2 divise l’ordre de H on se
retrouve dans le cas précédent. Alors ici on suppose que le seul nombre premier
qui divise l’ordre de H est 2, auquel cas P = H. En répétant le raisonnement du
cas j), on se rend compte que < in’ > agit cette fois-ci sur P (= H) avec deux
points fixes: 1 et —1 (—1 E H par définition). D’où
Pj 2 rnod(23)
p . .qui laissent Hf = 2 oct Hi = 2 - comme seules possibibtes.
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Supposons que H = 212. Regardons le sous-groupe
C.o(H) := {g e OIV/tH gh hg}.
Si C.o(H) = -O alors H <C.o(m”) ce qui est impossible puisque 212 ne divise
pas 2- 23. On remarque de plus que C.o(H) est un sous-groupe normal de O
qui contient —1. En appliquant j) et ii) sur ce celui-ci, on conclut qu’il est de
cardinalité 2’.
Montrons maintenant que ceci est impossible. Soit p un élément d’ordre 13
dans -O. Posons C’H(p) 2 comme —1 e H, 1 u 12. La normalité de H
dans -O implique que le sous-groupe < p> agit sur H par conjugaison avec des
orbites de longueur 13, en laissant exactement 2a points fixes. En équation ceci
nous donne:
212
= iH 2a mod(13)
qui n’a comme solution que u 12 ou O. Cette dernière solution es à rejeter
car —1 E H. Donc u = 12 et (H(p) H d’où p e Co(H) ce qui contredit le fait
que C.o(H) est un groupe de cardinalité 2’.
IH = 2 et alors H =< —1>.
D
§4. •2 ET .3 SONT SIMPLES
Étant donné que l’ordre des groupes -2 et -3 est plus petit que l’ordre de -1, la preuve de
leur simplicité s’avère plus simple. L’idée demeure la même que celle employée pour
la simplicité de -1 et de PSL2(23).
Lemme 5.9. Soit p un nombre premier et G un groipe abélien de cardinalité
pfl• Si
Ï ‘exposant dit groupe est p, aÏors
et G peut être vu comme un espace vectoriel sur de dimension n. De plus, les homo—
moiphismes de G sont isomorphes avec tes applications linéaires de G. En particutier
Aut (G) Aut (G) GL, (p).
ç,-)
03
PREuvE. Soientx1 ,X2... . ,x1 des éléments d’ordres p dans G tels que xi ‘< xl,x2. ..., Xï_1>.
La commutativité de G implique que pour chaque ï, <x1 > G. Il est immédiat que
poir i j, <x > fl <xJ >= {1}. Enfin le sous-groupe <xi ,x2 > est d’ordre
p’ et est donc égale à G. Mais <x1,x2, . . . ,x, >=< x1 > <x2> ....• <x,> et ainsi
GrZ.
Le reste du théorème découle directement des définitions. D
Proposition 5.10. Les groupes 2 et 3 sont simples.
PREuvE. Posons G •2 ou 3. On sait du Chapitre 2 que
<Œ, ><PSL2(23) <G.
L’élément —1 de O ne fixe aucun élément de A2 et de A3 d’où -1 G et
NG< flZ > < 1fl, !fl>.
Soit H un sous-groupe normal de G. Encore une fois, nous allons séparer la preuve en
deux parties.
—
(Si 23 divise HI) Il suffit de refaire le cas a) de la preuve du Théorème 5.8 pour
trouver H = G.
—
(Si 23 ne divise pas IHI) Soit p un diviseur premier de HI et soit P E Syl(H). On
applique le cas b) de la preuve du Théorème 5.8 mais cette fois comme —1 H, on
a
IPI Ïmod(23)
pour les deux cas p 2 et p 2.
—
(Si G = .2) La seule possibilité qui satisfait cette égalité est HI 211.
Regardons le sous-groupe C2(H). Tout d’abord, on a C.2(H) .2 et C.2(H) <
•2 comme dans la preuve du Théorème 5.8. Les seules possibilités qui restent
pour IC.2(H)I et pour IC.2(H) nHI sont 1 et 2h. Or, le centre d’un p-groupe est
non trivial (il suffit de faire agir H sur lui-même par conjugaison et d’utiliser
l’équation des classes), d’où IC.2(H)I = 2’ et IC.2(H) flHI 211. C’est donc dire
que C.2(H) = H et que H est abélien.
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Montrons que tous les éléments de H sont d’ordre deux. Par le Théorème de Cau
chy, H contient un élément ,5 d’ordre deux. Considérons le sous-groupe
K=< gg’g e 2>.
K est non trivial, est un sous-groupe de H et est un sous-groupe normal de 2. La
cardinalité de K est alors 211 et ceci implique K = H. Or tous les générateurs de
K sont d’ordres deux et commutent entre eux d’où chaque élément de K = H est
d’ordre deux. D’après le Lemme 5.9, on a donc Aut(H) GL2(11). On peut faire









et ceci est impossible car 53 divise l’ordre de •2/H et ne divise pas l’ordre de
GL2(11).
—
(Si G = .3) La cardinalité de 3 suffit pour montrer qu’il n’existe pas de tel P.
D
On sait donc maintenant que les groupes .1, .2 et 3 sont simples. Pour démontrer leur
sporadicité, il resterait à démontrer que ces groupes ne peuvent faire parti d’aucune
famille infinie de groupes simples (voir Annexe B). Pour réussir à démontrer ceci,
il est suffisant de regarder l’ordre des groupes de Conway et de démontrer qu’il ne
correspond à l’ordre d’aucun des groupes faisant parti des familles infinies.
Par exemple, les groupes de Conway ne peuvent être des groupes de type G2(cj). Un
groupe de ce type est de cardinalité
6 6 7q (q -1).(q1)
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où q p’1. p est premier. Supposons que la cardinalité d’un des groupes de Conway,
appelons le G, est égale à 6n. (p611 — 1). (p2)? — 1). Le nombre premier p doit alors se
retrouver au moins 6 fois dans la décompositïon en nombre premier de l’ordre de G.
Ceci ne laisse que q 222,23 ou 3 comme possibilités. Si q = 2,22 ou 3, alors
jG >q6.(q6—1).(q2—1)
d’où on peut rejeter ces possibilités. Si q = 2 alors G ne peut être égal à .3. car •3 n’est
pas divisible par 218. On a alors
6 6G>q (q -Ï).(q-1)
si G .3. Donc les groupes de Conway ne font pas partis de la famille G2(q).
La procédure est semblable pour les autres familles.
CONCLUSION
II est intéressant de constater que les Chapitres 1 à 4 ont comme but principal le cal
cul de l’ordre de •0. Avec cette donnée, on trouve la cardinalité des trois groupes de
Conway. La simplicité de ceux-ci découle de leur cardinalité et du Lemme 5.4, une
propriété propre au groupe .0.
Lorsque John Conway, en 1967, travailla sur le groupe de symétrie du réseau de Leech,
il recourra à l’aide de John Thompson. L’anecdote suivante traduit bien le fait que la
cardinalité est une information essentielle.
Conway appeila Thompson et lui donna la cardinalité de •0. Quelques
minutes plus tard, Thompson rappela Conway en affirmant que •0 conte-
riait trois groupes simples. On blaguait à ce sujet en disant que si vous
aviez un entier, il suffisait d’appeler Thompson pour savoir s’il y avait
un groupe simple de cet ordre.1
Ce mémoire est donc un bel exemple qu’une des richesses de la théorie des groupes est
le lien qui existe entre celle-ci et l’arithmétique.
Voir [Thompson] pour plus de détails.
Annexe A
INDEX DES NOTATIONS
On retrouve dans cet index les pages où chaque symbole a été défini.
A ± B somme d’ensembles, 7 Œ,f3.y, 18
C.o(rn), 55 2,3,54
E,43 ET,43
f(x) où F est un ss-esp de W, 47 Z, 32
GL2(23), 18 L(C), 15
G où G un groupe, 47 (Q), 7









NA, 5 hexadécades, 9
NBA, 6







S, 20 A,A,i’4, 39
[S,n, 32 A ,A, A, A, 40
257
A7, 3$
‘3,1’2 etd’16 ,Ï0 £2.4
Annexe B
LISTE DES GROUPES SIMPLES FINIS




GRouPEs DE TYPE DE LIE
Soit q une puissance d’un nombre premier.
[ Groupe Ordre
11
A,,(q) , n 1 qn(n±l)/2 fl(qi±l — 1)
i=1
n
2i3,7(q),iz 2 qn2fl(q —1)
i=1
n
C’,, (q), n 3 qfl2 fl(q2i — 1)
i=
n— Ï
D,,(q), n 4 qfl(11_’) (qfl — 1) fl (q2 — 1)
1=1
G2(q) q6(q6— 1)(q2— 1)
V,
F4(cj) q24(q—1)(q8—1)(q6—1)(q2—1)
E6(q) J q36 (q12 — 1)(q9 — 1)(q8 — 1)(q6 — 1)(q5 — 1)(q2 —1)
E7(q)






















































































































































































































































































Ces tables sont tirées de [Atlas].
Annexe C
THÉORÈME SUR LES DIMENSIONS
On donne ici la preuve que pour chaque espace vectoriel E de dimension finie et pour
chaque sous-espace f de E
dimE = dirnF +dimF’.
où F’ représente les vecteurs orthogonaux à F par rapport à n’importe quelle forme
bilinéaire non dégénérée et symétrique sur E.
Lemme C.1. Soit E un espace vectoriel de dimension fini sur K et F un sous-espace
de E. On définit l’espace dual de E comme étant t’espace
E* {Ï $ E — Kl est tinéaire}
et l’annulateur du sous-espace F comme étant l’espace
F° := {f e EVF f(v) = O}.
Alors
dimE = dimF+dimF°
PREUVE. Soit {bi,... ,br,...,bn} une base de E telle que {b1,. ..,br} soit une hase
de F. Considérons maintenant la base {fj,.. .,j} de Et définie par Vi fi(b) = jj.
Montrons que {1-±i,.. . ,} est une base de F°. On remarque d’abord que
Viri,jr fi(b) = = O
et donc que fr--i, fi s’annulent sui {bï. br} donc surf, c’est-à-dire qu’ils sont
dans F°.
On obtient l’indépendance linéaire des éléments fr±i,. . f d’après leur construction.
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Il reste à montrer que fr+t,.. . ,J engendrent f°. Soit f E f°, comme {fi.. . ,f,} est
une base de E, on peut trouver Œ1,Œ2, .. . ,Œ, E K telles que
fŒyf1+...+Œ,1
Mais
f E F° Vi<p O = f(b) = a1(b) +. . . +fi(b) + ... +u,7f7(b) = =
d’oùŒ1 Œ2 = - =Œr =Oet, alors,f=Œr+ifri+.. L’ensemble {fr+i,. ..
engendre donc F° et
dimF° = n — r = dimE — dimf
n
Théorème C.2. Soit E un espace vectoriel de dimension finie sur K Soit p uitefornte
bilinéaire non dégénérée (VXEE p(c,y) = O y O) et syinétricjue sur E. On définit
pourA C E
A1 := {x E EVaeA (x,a) = O}.
Il est a noter que A1 est toujours un sous-espace de E, même si A n ‘en est pas un. On
u alors pour Chaque sous-espace F C E
VF<f dimE dimF + dimF1.
PREUVE. Regardons l’application linéaire
e ‘ .e)
En identifiant E** à E de la façon suivante•
z: E — E*
e F—4 Xe
où
Xe E* - K
f I” f(e)
on a
(Im(WjF))° {v E E*V;eI,ll(wIF) x(f) = O}
= {v E E%,,(wIF) f(v) O}
= {v E EVf p(v.w) = O}
D’après le lemme C.1,
dimE = dim(Im(jJF))°+dim(Im(Jf))
= dimF1 ±dim(Im(p))
Or, on a dimf = dim(Iin(p)) + dim(ker(isf)) et
ker(p) = {eEFRP(.,e)=O}
= {e E FVXEE p(x,e) = O}
= {O}, car p est non dégénérée.
Donc, dimF = dim(Im.(fjf)) et, ainsi, dimE = dimF + dimF.
D
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