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Chapter 1
Introduction
As the global community has become more environmentally conscious due
to the increased knowledge on how human influence is contributing to global
warming and other environmental problems, a major global trend in process
industry during the past decade has been increasing effectiveness and reduc-
ing the pollution. Other driving factor in increasing process efficiency has
been an increase in global competition. These global trends have culminated
in European Unions (EU) case in the 2020 package, which is a set of bind-
ing legislations requiring requiring 20% cuts in greenhouse gases and 20%
increase in energy efficiency by the year 2020. Other large economies have
published similiar plans. (Ge et al., 2017)
To achieve these goals of increased efficiency and reduced pollution, pro-
cesses have become much more complex, and the amount of monitoring and
instrumentation in all process industries has increased a lot. This, in combi-
nation with the continuously decreasing price of sensors, storage space, etc.
has lead to more data being collected. (Ge et al., 2017; Harding et al., 2006)
Most of this process data goes to a history database without any detailed
analysis ever being done with it. The data is mostly used to make real time
decisions about process operation. With current methods, the value gained
from these huge amounts of raw data has diminishing returns and lots of
potential is being lost. To gain more value from high volume datasets, new
data mining methods must be adopted. (Ge et al., 2017; Harding et al., 2006)
In the past few years, machine learning has seen increase as a popular
data processing technique. It is seen as a potentially very powerful tool to
unlock hidden potential from the large amounts of being gathered. Pro-
cess industry has noticed potential for applying machine learning in process
monitoring, soft sensors, fault diagnosis and other important applications.
Machine learning is a wide set of methods that can automatically detect pat-
terns in datasets, and produce models which can generate predictions about
1
future data, without being explicitly programmed to understand the data.
(Murphy, 2012; Ge et al., 2017)
The objective of this thesis is to define a systematic framework for utiliz-
ing machine learning in process industries. The structure of the thesis is as
follows: The literature part gives an overview of machine learning, including
history and description of mathematical methods. This survey of state of
the art of machine learning in process industry applications is used to define
requirements for a machine learning framework for process industries. The
experimental part of the thesis will focuses on implementing the requirements
defined in the literature part in a demo framework of machine learning for
OPC UA process data using an existing machine learning software imple-
mentation. The framework was tested using a industrial dynamic process
simulator.
2
Chapter 2
Description of mathematical meth-
ods in machine learning
Machine learning enables computers to model systems independently by uti-
lizing large volumes of data. Machine learning algorithms can spot patterns
from complex datasets and in some cases create models that are more effec-
tive than ones programmed by humans.
Machine learning is a subset of Artificial Intelligence (AI) research. At
first expert systems with knowledge-based approaches came to dominate AI
research. The current form of data-driven machine learning began to gain
shape in the 1980s and flourished in 1990s after it started to get applied to
smaller, more manageable problems instead of general artificial intelligence.
Machine learning is a vast area of study that covers linear regression mod-
els with least squares to complicated multilayer artificial neural networks.
Machine learning contains many branches of science, including mathematics,
statistical analysis and computer science. (Hastie et al., 2009)
First, this chapter will describe the standard procedure for creating a
machine learning model, then different types of machine learning methods
are presented.
2.1 Machine learning model development pro-
cess
Machine learning model development consists of three steps: Data prepara-
tion, pre-processing and model training.
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2.1.1 Data preparation
Data preparation is the initial step in machine learning model development.
The aim of the data preparation step is to get an overview of the data. It
contains the extraction of the dataset from historical database, decisions of
sample and variable selection. (Ge et al., 2017)
2.1.2 Data Pre-processing
After preparation, the data often requires some pre-processing before it is
ready for model training.
Removing outliers and obvious errors from the training dataset improves
the model performance. Missing values should then be handled by missing
value estimation or by completely removing the sample. (Ge et al., 2017)
Differences in variable scales need to be addressed. The absolute scale
of variables can vary a lot, even depending on the unit of measurement
(for example, kPa vs Pa). For Principal Component Analysis (PCA), the
variables must all transformed to zero mean and unit variance which makes
the different variables equal in scale. Data transformations step must be
carefully decided, as it depends significantly on the model being trained.
(Ge et al., 2017)
2.1.3 Model selection and training
The next step is to select the appropriate model for training. This is not an
easy task, and there are no standard methods for selecting the model. (Ge
et al., 2017)
The first factor to be considered is the model complexity. A linear model
should be used if possible, but if the data is highly nonlinear, more complex
models such as Artificial Neural Networks or Support Vector Machines must
be used. (Ge et al., 2017)
After the model has been selected, it must be trained with a learning
algorithm that is depended on the mode being used. Often models also
contain so called hyperparameters that can not be learned from training
data, but must be manually tuned.
Before the model is ready for deployment, it’s performance must be vali-
dated. Many methods for model validation are available. The simplest way is
to remove a part of the training dataset, and use it to check how the trained
models performs on data it has not been learning from. In K-Fold Cross
Validation, the whole dataset is separated into k subsets, and each is used
as validation set while the rest is used as training data. This gives a better
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indicator on how well the model will perform, because it removes the effect
of what separation was chosen. (Ge et al., 2017)
2.1.4 Deployment
After training and validation, the model is ready for offline or online deploy-
ment. In case of any chances to the environment being modeled, the model
might require maintenance. This can be performed offline by repeating the
steps defined earlier, or online by some algorithms. (Ge et al., 2017)
2.2 Machine learning methods
This section looks at common machine learning methods and explains how
they work and what they can be used for. The methods have been roughly di-
vided under supervised learning, unsupervised learning, reinforcement learn-
ing and ensemble learning.
2.2.1 Supervised learning
In supervised machine learning, during the training process, the model is
supplied with labeled training examples, pairs of input objects (most often
vectors) and expected output values. The machine learning algorithm then
infers a function from the training data that can map new inputs to output
values. Mathematically this can be expressed as giving a set of training
examples of the form {(xi, yi), . . . , (xn, yn)} where xi is a vector of inputs
and yi is the expected value, then training a model so that it can create
function that can map any x→ y. (Murphy, 2012; Hastie et al., 2009)
Figure 2.1 shows the basic workflow for supervised machine learning work-
flow. Training set is split into training- and test data. Training data is used
to tune the model parameters, and test data is used after training to validate
the performance of the trained model.
5
Figure 2.1: Supervised machine learning workflow (Landset et al., 2015)
In supervised learning it is especially important that the training and test
dataset is large and representative of the phenomenon we wish to model. If
the training set is too narrow, the resulting model will only be accurate for
the training set, and will probably produce bad predictions for inputs outside
the area where the model was trained.(Murphy, 2012)
Broadly speaking, supervised machine learning problems can be divided
into regression and classification. Regression means the predicted value will
be a continuous numeric value. For time series data, this usually means
forecasting into the future or predicting a value that is difficult to measure in
real time. In classification, the output is in two or more discrete categories.
2.2.1.1 Multiple regression linear models
Linear regression models are one of the most widely used models for re-
gression. In linear regression, output response is assumed to be a linear
combination of the inputs. (Murphy, 2012)
Linear regression models are simple, but often provide good fits for the
given data. They were mostly developed in the precomputer era. (Hastie
et al., 2009)
The general form of an linear regression model is show in 2.1, input vector
X1...p and coefficients β0...p (Hastie et al., 2009):
f(X) = β0 +
p∑
j=1
Xjβj (2.1)
The coefficients β0...p are estimated from training data. The most common
way to estimate them is the least squares method, where the coefficients are
selected to minimize the residual sum of the squares (2.2). (Hastie et al.,
2009):
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RSS(β) =
N∑
i=1
(yi − f(xi))2 (2.2)
Other methods for estimating the coefficients for the linear model are for
example Ridge regression and Lasso. They are called regularization methods,
and their aim is to prevent overfitting to the data. Generally they yield much
better models than regular least squares, especially for high dimensional data
or low amount of samples. (Hastie et al., 2009)
2.2.1.2 Partial least squares regression
Partial Least Squares (PLS) is a method for creating linear regression mod-
els. PLS is very common in many machine learning tasks, especially in soft
sensors and process monitoring. (Ge et al., 2017; Bishop, 2006)
In regular multiple linear regression, the variables are assumed not to be
collinear. In many cases, this assumption doesn’t hold very well, especially
when the number of input variables grows. PLS is best used when there are
many highly collinear input variables. Even though the number of process
variables can be very large, the amount of underlying factors that determine
the output might be small. PLS aims to extract these factors, and use them
in creating the model. (Ge et al., 2017; Bishop, 2006)
2.2.1.3 k-nearest neighbors
k-nearest neighbors is one of the simplest machine learning algorithms. It
can be used in both classification and regression. In the former, objects are
classified by the majority of its k-nearest neighbors, where k is a positive
integer. In the latter, the objects value is an average of its nearest neighbors.
Adding weighing to the neighbors based on how far they are is a simple way
to improve the algorithm. (Bishop, 2006; Murphy, 2012; Hastie et al., 2009)
Computing the k-nearest neighbors algorithm requires the whole training
data set to be stored in memory, which can be challenging with sufficiently
large data sets (Bishop, 2006).
Using Dynamic Time Warping (DTW) as distance measure with k-nearest
neighbors classification with time series data can produce very good results
(Wang et al., 2013).
2.2.1.4 Artificial neural networks
Artificial neural network (ANN) is a computational system inspired by the
human brain. ANNs comprise of artificial neurons and weighted links be-
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tween them. ANNs have been used for many tasks that are difficult to ex-
press via traditional rule-based programming, such as computer vision and
speech recognition. (Murphy, 2012; Hastie et al., 2009)
ANNs have their beginnings in 1943 when McCulloch and Pitts (1943)
released their paper ”A logical calculus of the ideas immanent in nervous
activity”. It presented a model of an artificial neuron whose output depends
on the weighted sum of its inputs, plus a threshold value which had to be
exceeded in order to activate the output. Research for modern ANNs with
hidden layers started to gain traction in the late 1980’s when backpropagation
algorithm (Rumelhart et al., 1986) for fitting neuron parameters for ANNs
with hidden layers became popular. (Murphy, 2012; Hastie et al., 2009)
ANNs can perform very complicated tasks, but can be challenging to set
up. The network architecture must first be determined (number of layers
and neurons, and the connections between them). After this the network is
specialized (trained) to a given problem by varying the connection weights.
Sometimes the network architecture simply does not work for the specific
problem and no amount of learning will fix it. In addition, ANN training
suffers from the existence of local minima. (Nielsen, 2015)
One of the simplest forms of ANNs is the feedforward network, where
data flows from the input layer through hidden layer(s) towards the output
layer. Figure 2.2 shows a simple feed forward ANN.
Input #1
Input #2
Input #3
Input #4
Output
Hidden
layer
Input
layer
Output
layer
Figure 2.2: A simple feed forward neural network with a single hidden layer
and a single output. (Fauske, 2006)
ANNs are universal, that is they can approximate any function to arbi-
trary precision. That is, for any function f(x) there exists a neural network
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whose output given the input x is a close approximation of f(x). This state-
ment is true for functions with many inputs, and works even with single
hidden layer networks. The approximation can be made arbitrarily close
to the original function just by adding neurons to the hidden layer. This
property of universality combined with training algorithms make ANNs very
attractive. (Nielsen, 2015)
Perhaps more interesting for time series machine learning purposes is a
type of network where connections between neurons form loops. This gives
the network a form of state, which enables them to process dynamic temporal
behavior. The network presented in Figure 2.3 is almost the same as the feed
forward network in Figure 2.2 except for the loop-backs in the hidden layer,
shown here in bold.
Input #1
Input #2
Input #3
Input #4
Output
Hidden
layer
Input
layer
Output
layer
Figure 2.3: A recurrent neural network.
Long Short-Term Memory (LSTM) is a special Recurrent Neural Network
(RNN) architecture presented by Hochreiter and Schmidhuber (1997). It has
been shown to produce state-of-the-art results in applications with sequential
data. LSTM networks are good at handling long term temporal relations in
data. (Che et al., 2016)
2.2.1.5 Deep neural networks
A Deep Neural Network (DNN) contains multiple hidden layers between the
input and output layers. In theory, DNNs have existed for as long as ANNs,
but they suffered from lack of good training algorithms and slow computer
hardware. In 2006, computers had become faster and Hinton et al. (2006)
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published a breakthrough paper describing how DNNs could be trained effec-
tively. Since 2006, Deep Learning and DNNs have become extremely popular
in machine learning. (Schmidhuber, 2015)
Figure 2.4 shows a fully connected feedforward DNN with four hidden
layers and five neurons each, but the number of layers and neurons can be
substantially higher (Schmidhuber, 2015).
Input #1
Input #2
Input #3
Input #4
Output
Hidden
layers
Input
layer
Output
layer
Figure 2.4: A feedforward Deep Neural Network.
DNNs are good at learning representation of high dimensional data. DNNs
have showed extremely good performance in many important applications,
easily outperforming other machine learning methods. DNNs have even out-
performed humans in pattern recognition tasks on a limited set. (Schmidhu-
ber, 2015)
2.2.1.6 Tree based methods
Decision trees are a class of machine learning methods that recursively par-
tition the input data space to purer output. Decision trees can be thought
of as a sequence of if-then-else statements. Decision trees power is that they
can fit almost any data distribution, but this can result in overfitting of the
data, but this means that they can be prone to overfitting. (Aldrich and
Auret, 2013)
Figure 2.5 shows a simple decision tree which can classify two dimensional
data into five categories.
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(a) Decision tree (b) Partitioned space
Figure 2.5: A simple classification decision tree (Bishop, 2006).
Random forest or random decision forest is an ensemble learning method
using multiple decision trees. Random forests are created by training different
decision trees from randomly chosen subset of input variables and data cases.
(Murphy, 2012)
In a technique called bootstrap aggregating (bagging), when random for-
est method is used to predict something from input, the individual decision
trees in the random forest vote on the output value, as shown in equation
2.3, where fm(x) is m’th decision trees output (Murphy, 2012):
f(x) =
M∑
m=1
1
M
fm(x) (2.3)
Random forests are good at preventing overfitting to the training data,
which can be a problem using individual decision trees.
2.2.1.7 Kernel based methods
Kernel methods are a class of machine learning methods. Kernel methods get
their name from the kernel functions they use. A kernel function is a similar-
ity function, it takes two inputs and returns how similar they are. There are
many kinds of kernels that can be used (linear, polynomial, many specialized
kernels), the choice of the kernel can be very specific to the problem being
studied. (Murphy, 2012)
Support Vector Machine (SVM) is one of the most important kernel based
methods in use today. Original SVM algorithm dates back to a paper by
Vladimir Vapnik in 1963, but the current standard method is based on a
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paper by Cortes and Vapnik (1995). SVMs can be used for supervised clas-
sification, regression and unsupervised clustering.
In clustering, SVMs generate maximum margin hyperplanes for the data.
Figure 2.6 shows a maximum margin hyperplane generated from a trained
two class SVM with linearly separable data. Samples that lie exactly on the
margin, are called support vectors.
Figure 2.6: Maximum margin hyperplane between two classes generated by
an SVM used for classification (Anonymous, 2008)
If the data is not linearly separable, which is often the case, SVMs aim
to map the data to higher dimension to gain linear separability. Figure 2.7
shows an example with non linearly separable data.
Figure 2.7: Mapping (Φ) of non linearly separable data to a higher dimension
to make the it linearly separable (Anonymous, 2016).
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The ’kernel trick’ allows for usage of very high dimensional kernels without
requiring to do the computationally expensive transformation. These kernels
must allow for expressing the similarity score directly using the features in
the original mapping. (Bishop, 2006)
The advantages of SVMs are the high versatility achievable by choosing
specific kernels, it is a convex optimization problem (the training can’t get
stuck on a local minimum). The disadvantages are also related to the ver-
satility of the kernel functions. Achieving good generalization performance
requires lots of knowledge of the data being modeled and specifics on how the
different kernels perform and their hyperparameters. (Bishop, 2006; Murphy,
2012)
SVMs can also be extended for use in regression tasks by choosing the
optimization restrictions differently. This is often called Support Vector Re-
gression (SVR). SVR retains most of the advantages and disadvantages of
SVMs. (Bishop, 2006)
SVMs can be applied for machine learning with time series data by choos-
ing correct kernel methods. Gudmundsson et al. (2008) used dynamic time
warping based kernel for speech recognition with promising results.
2.2.2 Unsupervised learning
Unsupervised learning is a machine learning task used for drawing inferences
from the unlabeled data containing only inputs without any desired output
values. The need for unsupervised learning methods is caused by the massive
amounts of unlabeled data compared to labeled data. (Murphy, 2012; Hastie
et al., 2009)
The most common unsupervised learning method is clustering, where
the unlabeled data is assigned into separate ”natural” clusters, hoping that
these clusters will tell us something about the data contained in them. Prin-
cipal Component Analysis (PCA) is another common unsupervised learning
method, often used in conjunction with supervised learning methods for fea-
ture extraction. (Murphy, 2012; Hastie et al., 2009)
Unsupervised learning applications in process industries are dimension-
ality reduction, outlier detection, process monitoring and data visualization
(dimensionality reduction).
Unlike in supervised learning, in unsupervised learning the accuracy of
the models cannot be automatically evaluated against labeled data.
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2.2.2.1 Principal Component Analysis
Principal Component Analysis (PCA) is a statistical procedure used for di-
mensionality reduction.
The goal of PCA is to reduce the amount of dimensions in the data. It
does this by finding the directions in the data which cause the largest and
smallest variations. Figure 2.8 shows a graphical example in two dimen-
sions, but PCA can be applied to data with any amount of dimensions. In
higher dimensions, multiple principal components can be found, under the
constraint that the nth principal component is orthogonal to all principal
components before it. (Aldrich and Auret, 2013; Ge et al., 2017)
Figure 2.8: Largest and smallest principal components of some data points.
(Hastie et al., 2009)
Due to the nature of how PCA works, the principal components generated
will be completely uncorrelated, which greatly aids in data analysis. (Ge
et al., 2017)
PCA is useful with data that contains high-dimensional correlated data.
High-dimensional data is difficult to work with, but PCA can compress higher
dimensional data to fever dimensions by finding linear combinations between
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variables while preserving large fraction of the original data content. (Aldrich
and Auret, 2013; Ge et al., 2017)
Many variations have been made to PCA to improve performance in com-
plex applications, including nonlinear PCA, dynamic PCA, adaptive PCA
and mixture PCA. (Ge et al., 2017)
2.2.2.2 K-Means clustering
k-means clustering is a simple clustering algorithm where the goal is to par-
tition observations into k different clusters. Algorithm 1 shows the standard
k-means algorithm. (Bishop, 2006)
Algorithm 1 K-means algorithm (Hastie et al., 2009)
1: give initial (random) values for cluster centers
2: repeat
3: Assign each observations to cluster whose center is closest (euclidean
distance)
4: Update each cluster center location
5: until converged (assignments no longer change)
Figure 2.9 shows a visualization of how k-means clustering works itera-
tively.
Figure 2.9: k-means iterations with 50 data points and 3 random initial
cluster centers. (Johnson, 2017)
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This direct implementation can be rather slow, as the number of euclidean
distance calculations done in each iteration of the loop is rather large. Many
proposals to speed up the algorithm have been made, such as precomputed
data structures which map nearby point to same subtree, and mathematical
tricks like triangle inequality which eliminate unnecessary distance calcula-
tions. (Bishop, 2006)
Unlike k-nearest neighbors algorithm, we do not have to keep the whole
training dataset in memory after the model has been trained.
While k-means is easy to use and relatively simple to understand and
implement, it has some caveats and limitations that need to be taken into
account:
The amount of clusters hyperparameter, k, needs to be set manually, and
as the initial cluster centers are set randomly, sometimes the clustering is not
optimal. Due to these two factors k-means often requires more than one try
to get a useful clustering result.
Euclidean distance is not a very useful measure of similarity with really
high dimensional data, referred often to as the ”curse of dimensionality”.
The standard k-means clustering algorithm only uses straight lines to divide
the data, which can be insufficient for some datasets.
2.2.2.3 Self-organizing map
A self-organizing map (SOM) is a type of ANN that can be used for un-
supervised learning. SOMs (sometimes called Kohonen Maps) learn data
mapping from high-dimensional data to low-dimensional (typically two) rep-
resentation. (Kohonen, 1997; Kadlec et al., 2009).
SOMs are trained with competetive training algorithms, which differ from
the error correcting algorithms used in supervised learning process (backprop-
agation).
2.2.2.4 Gaussian mixture model
Gaussian mixture model is a probabilistic model which gives a probability of
a sample belonging in subpopulation. It does not require labeling of subpop-
ulations, and can learn them automatically. Mixture models are especially
useful for characterization of processes with multiple operating points and
product grades. (Bishop, 2006; Ge et al., 2017)
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2.2.3 Reinforcement learning
In reinforcement learning, the machine learning algorithms output influences
the environment it is acting in, and the algorithm receives feedback on how
it is performing. The goal in reinforcement learning is to find a policy that
maximizes the cumulative rewards (positive feedback). (Spielberg et al.,
2017)
Figure 2.10 shows the essence of reinforcement learning, how the agents
actions interact with the state of the environment, which produces new state
and reward feedback. (Sutton and Barto, 1998)
Agent
Environment
Action atNew state st+1 Reward rt+1
Figure 2.10: Basic reinforcement learning scheme. (Bacon, 2013)
Storing the raw policy might be impractical, especially with high dimen-
sional state-action data. Instead, ANNs and other function approximators
are used with reinforcement learning. (Spielberg et al., 2017)
One important challenge that affects reinforcement learning but does not
arise at all in supervised learning problems is exploitation versus exploration.
To gain positive feedback (succeed in the task it has been given), the rein-
forcement learning algorithm must exploit what it knows already, but to make
better decisions in the future, it must also explore its environment to learn
how to make better decisions in the future to gain higher rewards. Neither
aspect can be ignored, or the algorithm will fail at the task. (Sutton and
Barto, 1998)
Reinforcement learning combined with Deep Learning has proven to be
extremely promising approach for complicated tasks such as playing strategy
games such as go, chess and shogi. DeepMind, a company owned by Google,
developed a general reinforcement learning algorithm that could teach itself
to play these strategy games at a superhuman level, beating other state of
the art game engines after just a couple of hours of playing against itself,
with no external input other than the rules of these games. (Silver et al.,
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2017)
2.2.4 Ensemble learning
In ensemble learning, multiple base models are used to improve the perfor-
mance (prediction, classification, etc.). The main goal of ensemble learning is
to reduce the possibility of an inaccurate model being used, that happens to
accurately model the test data, because of model misconfiguration. (Murphy,
2012; Polikar, 2006)
There are multiple reasons to use ensemble learning systems. Sometimes
good performance in training data does not imply good generalization per-
formance, and different machine learning algorithms generalize differently
from the same training data. Large amounts of data might be infeasible to
process for a single algorithm, and combining multiple algorithms is usually
more efficient. Ensemble systems have also been used for the exact opposite
problem, too little data.(Polikar, 2006)
The chapter on tree based methods (2.2.1.6) will take a look at Ran-
dom Forest method which is an ensemble learning system based on multiple
decision trees.
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Chapter 3
Description of machine learning
software libraries and solutions
Having seen the demand for machine learning, many solutions have appeared
on the market. This chapter presents available open-source, proprietary and
service based machine learning software. Machine learning method offering
and maturity, and ease of integration with OPC UA data are evaluated.
3.1 Open source software
In open source software the source code is fully available. It is generally free
and can be used within commercial products without any fees or obligations,
though this may depend on the license. Some licenses may oblige you to
share any modifications you made, example of such a license is the GNU
General Public License (GPL) (Anonymous, 2007a).
There are three different kinds of open source machine learning software
solutions, general machine learning, neural network focused, and distributed
focused. This means there is no single best library to choose from.
3.1.1 scikit-learn
Scikit-learn is a machine learning library for the Python programming lan-
guage. It is designed to be as simple as possible to install and use, and fea-
tures a large library of regression, classification and clustering algorithms. It
is not designed with massive datasets and cluster computing in mind. scikit-
learn depends on NumPy (numerical operations library) and SciPy (scientific
library). scikit-learn has a very healthy community with lots of users, and
new versions are being released periodically with new features and bug fixes.
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(Pedregosa et al., 2011)
scikit-learn has one of the largest set of machine learning tools for a
single library. Most important supervised learning algorithms include Neural
Networks, Support Vector Machines, Nearest Neighbors and Decision Trees.
scikit-learn also has tools for data preprocessing, feature selection and
model evaluation built in. Data preprocessing tools include transformations
like standardization and normalization, binarization and imputating missing
values.(Buitinck et al., 2013)
scikit-learn is licensed under the BSD license, which gives the user al-
most unlimited freedom as long as the BSD copyright and license notice are
included. (Pedregosa et al., 2011)
3.1.2 TensorFlow
TensorFlow is a machine learning library primarily designed for deep learning,
developed by Google Brain. It is based on Google Brains research project in
very-large-scale deep learning which started in 2011. TensorFlow itself was
released in 2015. Currently, TensorFlow has a large community of developers
and users behind it and it is being used in production environments at Google
and other companies. (Abadi et al., 2015; Anonymous, 2017k)
TensorFlow is written in Python, C++ and CUDA. Official Application
programming interfaces (API) are provided for Python, C++ and Java. The
community has developed bindings for many other programming languages,
including C#, Rust and Scala. TensorFlow can run on multiple CPUs and
GPUs to vastly increase the speed at which model training happens. (Abadi
et al., 2015; Anonymous, 2017k)
TensorFlow gets its name from tensors, which in this case mean n-dimensional
matrices. Models in TensorFlow are based on computational graphs, which
consists of nodes of operations, which can be simple as adding or multiplying
two constants or tensors, or more complicated functions. These computa-
tional graphs are then run in parallel. TensorFlow’s main purpose is to
provide an interface for expressing complicated machine learning algorithms
and then running them on any level of system, ranging from mobile devices to
very-large-scale distributed server farms with hundreds of Central Processing
Units (CPU) and Graphics processing units (GPU). (Abadi et al., 2015)
While TensorFlow is primarily used for deep learning with neural net-
works, TensorFlows API allows for implementation of general machine learn-
ing algorithms. TensorFlow ships with a module that implements some pop-
ular algorithms:
• K-means clustering
20
• Random Forests
• Support Vector Machines
• Gaussian Mixture Models
• Linear/Logistic regression
TensorFlow is licensed under Apache 2.0 which permits commercial use.
(Abadi et al., 2015)
3.1.3 R Programming Language
R is a language and environment for statistical computation and graphics. On
top of containing the most common elements of any programming language
(conditionals, loops, functions, I/O facilities) it contains data preprocessing
tools, and large library of statistical data analysis tools.(Anonymous, 2017j)
ANNs can be implemented using R. Single-hidden-layer neural networks
are implemented in a package called nnet, which is shipped with base R.
Recurrent neural network and some deep learning flavors of neural network
packages also exist for R.(Hothorn, 2017)
The base R language is licensed under GNU General Public License
(GPL). GPL permits commercial use of the software. Most packages are
licensed under GPL or similiar license, but some have a noncommercial
clause.(Anonymous, 2017j, 2007a)
3.1.4 Apache Spark / MLLib
Apache MLLib is a machine learning library for Apache Spark. Spark is
a popular open source general-purpose cluster computing system for large
amounts of data, which provides an interface for programming clusters of
computers with parallelism and fault-tolerance. MLLib provides a complete
machine learning pipeline with data pre-processing tools, multiple machine
learning models and deployment tools. Spark has APIs for Java, Python,
Scala and R languages. (Meng et al., 2016)
MLLib has a large library of algorithms for basic statistics, classification,
regression and feature extraction and selection. Supervised and unsupervised
algorithms are presented in Table 3.1.
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Table 3.1: List of machine learning algorithms supported by Apache MLLib.
Supervised Deep Neural Networks, Random Forests,
Generalized Ldinear Model, Gradient Boost-
ing Machine, Na¨ıve Bayes Classifier, Stacked
Ensembles
Unsupervised Generalized Low Rank Models, K-Means
clustering, Principal Component Analysis
Landset et al. (2015) performed a survey of open source hadoop based
machine learning tools, according to which MLLib provided the most well
rounded algorithm library. Distributed machine learning generally have a
smaller algorithm library compared to non-distributed system due to how
many machine learning algorithms cannot be distributed. (Landset et al.,
2015)
3.1.5 H2O
H2O is an open source machine learning platform/library written in Java. It
aims to provide a complete system for distributed machine learning, including
data handling, distributing model training tasks and deploying the models.
(Anonymous, 2017e)
H2O has a decently large list of supported algorithms. A list of algorithms
is presented in Table 3.2.
Table 3.2: List of machine learning algorithms supported by H2O.
Supervised Deep Neural Networks, Random Forests,
Generalized Linear Model, Gradient Boost-
ing Machine, Na¨ıve Bayes Classifier, Stacked
Ensembles
Unsupervised Generalized Low Rank Models, K-Means
clustering, Principal Component Analysis
The native deep learning in H2O is based on multi-layer feedforward
ANN. Other types of deep neural networks such as Convolutional Neural
Networks and Recurrent Neural Networks are supported by H2O Deep Water
project, which integrates other deep learning libraries (TensorFlow, Caffe).
(Anonymous, 2017e)
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H2O provides multiple ways to control it. It has a built-in web-based in-
terface called Flow which allows H2O to be controlled without any program-
ming experience. Python, R and Java have native APIs to programmatically
control H2O. A REST API is also provided, which can be used from almost
any programming language. (Anonymous, 2017e)
Getting data into H2O can be done in many ways. Table 3.3 shows
supported data types and data sources. (Anonymous, 2017e)
Table 3.3: Data types and sources accepted by H2O system.
Data types CSV, ORC, SVMLight, ARFF, XLS, XLSX,
Avro, Parquet
Data sources Local, Remote File, Amazon S3, HDFS,
JDBC
H2O is licensed under Apache-2.0, which is very permissive. It allows for
H2O to be used commercially. (Anonymous, 2017e, 2004)
According to Landset et al. (2015), H2O and Apaches’ MLLib are quite
similar. Where H2O trumps the other frameworks are deep learning capa-
bilities.
3.2 Proprietary software
Proprietary software costs money and the source code is usually not avail-
able to the customer. Vendors who sell proprietary software often provide
incentives such as customer support on top of the software to help sell them.
3.2.1 MATLAB
MATLAB (from the words matrix laboratory) is a proprietary numerical
computing programming language and environment continuously developed
by MathWorks since 1984.
MATLAB offers large amount of ready made tools for supervised and un-
supervised machine learning purposes. For regression, regular linear models
including PLS, decision trees, k-nearest neighbors and neural networks are
supported. For classification, SVM, logistic regression, discriminant analysis
and neural networks are supported. For clustering, k-means, GMMs, SOMs
and hidden Markov models are supported. This list is not exhaustive. As
MATLAB is also an complete programming environment with a large toolset,
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implementing ones own models is possible and made easier by the available
tools. (Anonymous, 2017g)
Applications / Algorithms written in MATLAB can be compiled as stand-
alone executables, C/C++ libraries, .NET components, Java classes and
Excel Add-ins. This helps with model deployment, as buying MATLAB to
run the developed model is not necessary.
OPC UA support can be added to MATLAB using OPC Toolbox. It sup-
ports namespace browsing, reading and writing, and historical data reading.
A single user commercial base MATLAB license costs 2000e with tool-
boxes ranging from 1000e to 2000e (Statistics and Machine Learning Tool-
box is 1000e, OPC Toolbox is 1150e). MathWorks does not make clear how
much multiple licenses would cost and how freely applications developed in
MATLAB can be distributed.
3.2.2 Wolfram Mathematica
Wolfram Mathematica is a technical computing environment developed by
Wolfram Research. Originally it was developed for symbolic mathematical
calculation, but now it is used in many areas of science and engineering
computation.
Often the most difficult part in solving a machine learning problem is
choosing a right algorithm. Mathematica tries to mitigate this by automating
the process.
Mathematica has experimental but advanced support for ANNs. Arbi-
trary networks can be created and trained through supervised and unsuper-
vised learning. Recurrent neural networks, including LSTM, are supported
with built-in functions. The neural network package has some built-in func-
tionality for time series analysis. Both CPU and GPU can be used for training
and using the models. (Anonymous, 2017l)
Programs written in Wolfram Language can be deployed in many ways,
including but not limited to: cloud hosted web API, embedded programs,
linkable library.
Pricing for Mathematica depends on what license level you buy. For a
standard desktop individual professional license, Mathematica costs 3345e
(excluding VAT).
3.3 Machine Learning as a Service
Machine Learning as a Service (MLaaS) is a new system where everything
from training the models and deploying them in end application is managed
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by the provider. Usually they run proprietary algorithms, but they can also
be just hosting providers for running open source implementations.
3.3.1 Azure Machine Learning
Azure Machine Learning is a Machine Learning as a Service (MLaaS) pro-
vided by Microsoft. It provides a framework for creating and running pre-
dictive machine learning models in the cloud.
Azure ML is a fully managed service, where Microsoft provides all the
servers infrastructure required for training and running the models. Models
are created in Azure Machine Learning Studio, which can be accessed using
a web browser. Some of the distinguishing features of Azure Machine Learn-
ing are collaboration capabilities, automatic versioning and visual workflow.
(Anonymous, 2017c)
Figure 3.1 shows the basic workflow in Azure ML.
Figure 3.1: Azure machine learning workflow. (Anonymous, 2017c)
Azure ML studio supports data input from the following sources (Anony-
mous, 2017c):
• A Web URL using HTTP
• Hadoop using HiveQL
• Azure blob storage
• Azure table
• Azure SQL database or SQL Server on Azure VM
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• On-premises SQL Server database
• A data feed provider, OData currently
Azure ML has a large set of algorithms to choose from. In addition to the
built in data manipulation and machine learning blocks, Azure ML Studio
also supports using Python and R programming languages for processing the
data.
After the mode has been created and trained using Azure ML Studio,
it can be deployed as a web service. These web services can be queued in
real-time or batches of 1000 predictions.
Azure ML doesn’t currently have straightforward integration with OPC
UA, but Microsoft’s other product, Azure IoT Suite, recently received OPC
UA support (George, 2016).
3.3.2 Amazon Machine Learning
Amazon Machine Learning is a fully managed MLaaS provided by Amazon.
It provides a framework for creating and running predictive machine learning
models online.(Anonymous, 2017b)
As of writing this, the Amazon ML only supports input as comma sepa-
rated values (csv) files from Amazon S3 service or from Amazon Redshift, a
managed data storage service.
Amazon Machine Learning uses the pay for use model, with no minimum
fees or upfront costs. Cost is determined by how much computing time is used
to train the models and how many predictions are generated.(Anonymous,
2017b)
3.3.3 Google Cloud Machine Learning
3.3.4 BigML
BigML is a fully managed MLaaS. It provides end-to-end solutions for most
machine learning tasks.
BigML offers some generic machine learning algorithms, such as those dis-
cussed in Chapter 2, but they are mostly focused on their proprietary models
and algorithms. For regression and classification tasks, BigML offers their
proprietary tree based algorithms. For clustering they offer their proprietary
implementation of K-Means. No research was found on the performance and
maturity of their proprietary machine learning models. (Anonymous, 2017d)
BigML supports many types of remote data sources, but data formats
supported are limited to CSV, JSON, and ARFF.
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What sets BigML apart from other MLaaS providers like Microsoft’s
AzureML, is that they provide totally private deployments for customers.
This enables the companies to have more confidence in their data security,
as the data will never have to leave their own server rooms, unlike when using
cloud based machine learning services where your data is sent to the cloud.
BigML can also be hosted on the customers choice of cloud hosting, such as
Azure or Amazong AWS. (Anonymous, 2017d)
Hosted BigML pricing is tiered, starting from free and going up to $10,000
per month. The highest tier provides unlimited storage, 64 GB max dataset
size and 64 parallel tasks. Private cloud or on-premises deployment starts
from $45,000 per year for 1 server / 8 cores and goes up to $2,250,000 per
year for unlimited servers. (Anonymous, 2017d)
3.3.5 IBM Watson Machine Learning
IBM offers MLaaS solutions under the Watson Machine Learning brand. It
is focused on providing a set of REST APIs for managing machine learning
model deployments. It does not offer advanced tools for data analysis or
model training, and training models requires writing your own programs in
Python or Scala. (Anonymous, 2017f)
Watson Machine Learning supports deploying of models created in Apache
Spark MLLib, scikit-learn and IBMs proprietary SPSS Modeler. (Anony-
mous, 2017f)
The service is priced in three tiers: Free, Standard and Professional. Free
plan includes 5000 predictions and 5 compute hours, Standard plan costs
$0.50 / 1000 predictions and $0.45 / hour of computer hours. (Anonymous,
2017f)
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Chapter 4
State of the art in machine learn-
ing in process industries
This chapter describes the state of the art in machine learning in process
industries, including soft sensors, process monitoring, fault detection and
predictive maintenance.
4.1 Soft sensors
In industrial processes, some variables will always be difficult to measure
directly. Some of these difficult to measure variables are also closely related
to the final product quality. Examples of difficult to measure variables in oil
refining are distillation end points and fuel cold properties (freeze and cloud
points).
Soft sensors (sometimes smart or virtual sensors) are software sensors that
instead of measuring a variable directly, use predictive models, either white-
box models based on the underlying physical and chemical principles, or
data-driven black-box models, to calculate desired variables from a process.
Models based on first principles are difficult to develop for massive scale oil
refining operations, which gives motivation for data-driven approaches. In
this section we will take a look at machine learning methods for soft sensors.
(Kadlec et al., 2009)
Soft sensor development process closely follows the procedure described
in section 2.1. Figure 4.1 shows a general picture of how data-driven soft
sensors are developed. Data collection is important, and the data used to
train the machine learning model should cover a large amount of probable
operating conditions. In variable selection, we wish to reduce the amount of
variables used in the soft sensor to avoid the ”curse of dimensionality”. The
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variable selection usually involves both preliminary expert knowledge of the
process with some trial and error.
Figure 4.1: Soft sensor development and maintenance workflow (Haimi et al.,
2011)
The original and still most important use of soft sensors in process in-
dustries is to predict process variables that can only be determined at low
sampling rates or through off-line analysis only. As these variables are often
related to the product quality, having them available is very beneficial for
process control. (Kadlec et al., 2009)
First generation data-driven soft sensors were built with the traditional
offline machine learning approach, where historical data is used to train a
model for the soft sensor and then they were only used online. Complex
processes where operating conditions are changing constantly require online
adaptive soft sensor modeling for optimal performance. (Kadlec et al., 2011;
Ge and Song, 2010)
Changes in processes can include process input (raw material) change,
equipment wear and catalyst deactivation. The earliest adaptive mechanisms
were based on moving window with a maintenance mechanism that depended
on laboratory results. (Kadlec et al., 2011)
Many machine learning methods have been applied to smart sensors. Ac-
cording to Kadlec et al. (2009), PCA, partial least squares, various forms of
ANNs, and SVMs are popular.
Gonzaga et al. (2009) used a simple feed forward ANN to provide on-line
estimates of polyethylene terephthalate viscosity.
Shang et al. (2014) introduce a novel semi-supervised deep learning tech-
nique for data-driven soft sensors. Their method is applied to estimate the
heavy diesel 95% cut point of a crude distillation unit. Their method was
much more accurate when compared to traditional one hidden layer ANN,
29
SVM or PLS. Training the deep learning model takes longer than other mod-
els, but was still completely reasonable at less than 5 minutes on a modern
consumer computer. Prediction computation time with the neural network
stays constant after the architecture has been decide, whereas the complex-
ity of SVM model increases as more training data is used and eventually
becomes too slow for real time prediction.
Yan et al. (2017) present a deep learning denoising autoencoder neural
network (DAE-NN) approach for soft sensors. Denoising autoencoders goal
is to be able to reconstruct the original input data from corrupted (noisy)
input data. The neural network was applied in a case study to predict oxy-
gen content in flue gases of a coal-fired power plant. Twenty two variables
were used as inputs to the neural network, 7420 process datasets were used
in training and 3710 in testing. Their approach proved to be more accurate
than currently much used SVM regression and simpler neural network archi-
tectures, even with PCA pre-treatment for the data. The downside for their
DAE-NN was the highest computational time used for training.
Pani et al. (2016) used a PCA and an ANN to develop a soft sensor for
measuring butane concentration from a debutanizer column bottom product,
which is the same process and estimated variable that will be explored in the
experimental part of this thesis.
4.2 Process monitoring and fault detection
Process monitoring is important for successful operation of a process. Process
upsets, equipment failures and events that might affect product quality must
be detected early. (Aldrich and Auret, 2013)
Both supervised and unsupervised machine learning methods are used in
process monitoring and fault detection problems. (Ge et al., 2017)
The most used machine learning methods in data driven process monitor-
ing applications have historically been PCA and other nonlinear dimension-
ality reduction algorithms, such as nonlinear PCA and kernel PCA (Aldrich
and Auret, 2013). The linear features extracted by PCA are then used with
statistical methods, usually Hotelling’s T 2 and Q-statistic to detect abnormal
behavior. (Qin, 2012)
Soft sensors are also employed in process monitoring, as they can be used
to predict the product quality. If the predicted product quality falls below
certain limits, the process is considered to be abnormal. (Qin, 2012)
Figure 4.2 shows a diagram of how PCA and soft sensors (PLS in this
case) are utilized in process monitoring.
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Figure 4.2: Process and product quality are monitored using PCA and PLS
soft sensor (Qin, 2012).
If abnormal conditions in a process are detected, it is desirable to know
what caused the fault. Fault identification is the process in which after ab-
normal process conditions are detected, the cause of the fault (faulty sensor,
actuator, or other) is identified. (Qin, 2012)
4.2.1 Predictive maintenance
Unscheduled shutdowns of manufacturing processes are very expensive and
potentially dangerous. The most common method of maintenance for im-
portant systems is conventional preventive maintenance based on a schedule
determined on technicians experience or statistics on how often the system
failed in the past. Most systems that must be depended on are serviced on
a schedule that is usually more frequent than would strictly be necessary, to
make sure that the system does not fail. This over eager maintenance results
in wasted resources. (Aldrich and Auret, 2013)
Predictive maintenance refers to a maintenance scheme where mainte-
nance is performed based on the actual level of wear in the equipment, instead
of statistically determined schedule. Machine learning enables the identifica-
tion of failure signatures from historical data, providing a way to determine
level of wear. Predictive maintenance aims to give insight on what is the
probability of equipment failure in the near future, and what is the remain-
ing lifetime of the equipment before failure. For predictive maintenance to
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work, sufficient amount of historical data which shows previous failure modes
is required to support prediction. (Aldrich and Auret, 2013)
4.3 Reinforcement learning for process con-
trol
Designing good process control systems is a time consuming and difficult
task. It requires careful analysis of the process and detailed mathematical
modeling. (Spielberg et al., 2017)
Reinforcement learning in general was discussed in section 2.2.3. Spiel-
berg et al. (2017) presents how reinforcement learning could be applied in
process control applications. Their method doesn’t require time consuming
modeling and automation design process, instead the model would learn the
behavior of the process directly by interacting with it. This means the model
can be applied to many different kinds of processes with minimal work, and
the model could automatically learn new control policies after changes to the
process.
Chen and Wang (2014) showed how reinforcement learning can be used
to optimize operation conditions for cost on a CO2 capture process using
combined information from simulation and real process data. Simulations
are easier and cheaper to perform than experiments with real equipment,
and give access to process variables that would be inaccessible in the real
process.
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Chapter 5
Machine learning framework re-
quirements for process industries
To fully utilize machine learning in production, many subsystems (data gath-
ering, preprocessing, model training, and deployment) are required to work
together. A framework combines all of these subsystems in a larger single
system that makes developing machine learning solutions easier. Defining
requirements for such a system gives software developers a clear goal to work
towards. (Hastie et al., 2009)
This chapter will discuss the requirements for an (OPC UA) based ma-
chine learning framework for process industries. OPC UA and its useful
features for the framework are presented. Algorithms and software discussed
in the earlier chapters are evaluated with process industry use in mind.
5.1 Process data acquisition and storage
The first requirement for any machine learning is acquiring training data.
This section will take a look at how OPC UA can be used for gathering
measurement data, accessing historical data and reading and writing mea-
surements in real time.
5.1.1 OPC Unified Architecture
OPC UA is a platform-independent communication standard for all industrial
domains. It was created to replace the original OPC specification, which
was locked to Microsoft Windows platform. The main goal of OPC UA
was to provide interoperability between systems of different manufacturers,
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rich information modeling capabilities, reliable communication and Internet
access, which necessitates strong security.
5.1.1.1 Historical data access
To accurately train machine learning models to predict most possible cases,
lots of data from the process is needed. In some cases over very long time
period, even years. The OPC UA standard defines historical data access for
gathering and accessing OPC UA data. (Anonymous, 2015)
The OPC UA standard defines methods for easy access to historical data
over any time range that data has been historized in the OPC UA server.
For a standard following client and server, the user need not know any im-
plementation details but only call history read functions, which should be
implemented by the client. (Anonymous, 2015)
5.1.1.2 Real-time access
In some applications such as soft-sensors, near real-time access to process
measurements and operator display systems are needed. With OPC UA,
implementing a soft sensor which reads process measurements from the OPC
UA server as soon as they are updated, calculates the predicted value, then
sends the value to OPC UA server is fairly simple using subscriptions and
publishing. (Anonymous, 2017h)
5.2 Data preprocessing
Raw process data contains noise, outliers, missing values and wildly varying
scales between different measurements. Data quality is important factor to
success of machine learning projects. It can have a significant result on the
performance of the machine learning algorithm, and poor performance of a
machine learning model can often be improved with better data preprocess-
ing. (Kotsiantis et al., 2006).
Data transformations tools such as standardization and normalization
are a major part of preprocessing, as a common requirement for many algo-
rithms is for the data to look like standard normally distributed data with
zero mean and unit variance. Other sometimes useful data transformations
are discretization and binarization of data, which help reduce the possible
values of continuous features which speeds up machine learning with massive
datasets. (Pedregosa et al., 2011; Kotsiantis et al., 2006).
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5.3 Machine learning methods for process in-
dustry applications
Process industry is a very diverse field with many possible applications for
machine learning. The methods range from the simple least squares data
fitting for linear models (Opfell and Sage, 1958) to deep learning for soft
sensors measuring product quality (Yan et al., 2017).
Linear models with LS or PLS are still useful, and should be considered
before nonlinear models (Souza et al., 2016; Opfell and Sage, 1958).
PCA is a popular method for dimensionality reduction to avoid the curse
of dimensionality. Many processes easily contain tens of measurements, and
using PCA for preprocessing the data has been shown to increase the ac-
curacy of the resulting machine learning model. (Aldrich and Auret, 2013;
Bishop, 2006; Kadlec et al., 2009)
ANNs have become very popular for all machine learning applications,
and the same holds for process industry applications. Simple ANNs with
PCA have been used for soft sensors (Kadlec et al., 2009), though in the
past few years, deep learning methods have been at the forefront of data-
driven soft-sensor research. (Shang et al., 2014; Yan et al., 2017). Studies
have also shown potential for usage with fault detection & diagnosis (Aldrich
and Auret, 2013) and process control with reinforcement learning (Hoskins
and Himmelblau, 1992).
Scikit-learn implements most of the methods discussed in this section,
but lacks in deep learning capabilities (Pedregosa et al., 2011). TensorFlow
and Pytorch are more specialized towards deep neural networks, but don’t
implement any other machine learning methods. (Abadi et al., 2015)
In conclusion, almost all the popular machine learning methods have uses
in process industries, and a framework should implement as many of them
as possible to make testing different methods for a particular problem easier.
5.4 Model training
Depending on the machine learning model and amount of data used for train-
ing, model training might be fast and straightforward and require very little
computing resources, or it might take days on a very powerful supercomputer.
Some companies have developed dedicated machine learning hardware.
Google developed an ASIC (Application-specific integrated-circuit) called
Tensor Processing Unit (TPU) (Sato et al., 2017). ASICs are integrated
circuits designed for very specific use, which usually makes them much more
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efficient than a generic CPU at that specific task. The second generation of
TPUs, called Cloud TPUs, are also capable of ANN training and prediction.
(Smith, 1997; Sato et al., 2017)
Machine learning with massive datasets which cant fit into the main mem-
ory of a single computer (Typically 8 GB for lower end machines, up to 64 GB
for powerful desktop PCs and the largest amount of memory offered by AWS
for a single computer instance is 2 TB (Anonymous, 2017a)) require spe-
cialized distributed algorithms (Leskovec et al., 2014). In Chapter 3 Apache
Spark and H2O were the only software packages that provided distributed
machine learning algorithms. Dataset sizes in process industries can vary
from fairly small to extremely large.
MLaaS providers remove the need for worrying about the hardware re-
quirements of machine learning. (Anonymous, 2017c,b).
5.5 Model deployment
Generally machine learning model deployment is much easier than model
training. Generating predictions with a trained machine learning model usu-
ally only requires a couple of simple calculations which almost any modern
device can perform in real time with no problems.
Most programming languages offer serialization interfaces that allows the
developer to export objects in some easily storable / transportable format
(byte stream, text) and later recreate the original object from the serialized
data. Scikit-learn and H2O advocate usage of object serialization for model
persistence and deployment. (Pedregosa et al., 2011; Anonymous, 2017e)
In the case of ANNs, model deployment is much easier than training. A
trained ANN model is just a map of neurons, their connections and weights,
which can be easily implemented in any programming language. Graphical
processing units (GPU) are much better at parallel operations than Central
processing units (CPU), which allows them to quickly execute operations
required in ANNs, but programming for GPUs is more difficult, and not all
neural network implementations support GPU acceleration. For most simple
ANN models, CPU based implementations are fast enough for real time
deployments, but for sufficiently complicated Deep Neural Networks, even
deployment might require specialized hardware for real-time applications.
(Jang et al., 2008)
In MLaaS solution, deployment is often done via a web service that is
hosted by the service provider. This allows for very easy deployment to many
products that have Internet connectivity, but rules out offline applications.
OPC UA can be made to work with web based machine learning deployments
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with software that communicates with both the service and OPC UA server,
if some latency is acceptable. (Anonymous, 2017c,b).
Especially for soft sensors in process industries, automatic comparison
between laboratory data and soft sensor output could help detect problems
in the models.
5.6 User interaface
A simple to use User Interface (UI) greatly benefits the usability of a frame-
work. There are many kinds of possible UI designs, ease of use, configuration
options and development time have to be considered.
Model training and model deployment are two separate tasks and should
be done in two different applications. Training requires a lot of functional-
ity that is unnecessary during deployment. Trained models are most easily
transferred as serialized objects, (eg. Pythons pickle module), but human
readable model representations would be advantageous in some situations.
Data visualization is critical for any machine learning task. It is the
easiest and fastest way to spot problems in data, decide what variables to
use for prediction, and other data shape related tasks. During this thesis,
I used NAPCON Information Manager for visualizing historized time-series
data directly from the OPC UA server.
5.6.1 Model Training UI
A very powerful but difficult to use UI is to programmatically use the APIs
of the machine learning and OPC UA libraries. This allows for the greatest
control of what is happening with the data, but is very time consuming
and error prone. It also has the greatest barrier for use, as programming
knowledge is required. No UI development is necessary.
A minimal UI would be a configuration file that lets the user customize
some parts of the process, such as input and output variables, the model
used and its parameters. A configuration file might be sufficient for some
specialized tasks, but not for a more complete software solution, as having
a configuration file that allows for all the possible settings that should be
controllable would be large and complicated to navigate. Configuration files
are easy to implement and most programming languages have built in support
for some format. Figure 5.1 shows what a configuration file supported by
the Python programming language for a machine learning soft-sensor model
training task might look like.
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[ Server ]
address = opc . tcp :// l o c a l h o s t :51312/
[ Inputs ]
node ids = i =1234 , i =1235 , i =1236
[ Pred ic ted value ]
nodeid = i =1237
[ Train ing data ]
begin = 2000−01−05 0 0 : 0 0 : 0 0 . 0 0 0 0
end = 2000−01−05 1 0 : 3 6 : 0 0 . 0 0 0
[ Test data ]
begin = 2000−01−05 1 0 : 3 6 : 0 0 . 0 0 0
end = 2000−01−06 1 5 : 0 0 : 0 0 . 0 0 0
[ Model ]
#Supported models l i n e a r . r idge , l i n e a r . l s , MLPRegressor
model = l i n e a r . r i dg e
[ Model params ]
alpha = 0 .5
Figure 5.1: A configuration file in the Python format
Having a graphical user interface (GUI) for the framework would greatly
benefit usability and decrease machine learning task design time. Most peo-
ple are used to GUIs, and in general, they provide the user with the most
information and allow for fast development. GUI development is very costly,
but will probably pay itself back with usability improvements over the alter-
natives.
Out of the MLaaS providers discussed previously in this thesis, Microsoft
Azure Machine Learning Studio offers the most graphically advanced UI.
Other MLaaS providers like Amazon, BigML and IBM focus more on pro-
viding APIs for programmatically controlling the machine learning services,
and maybe simple form based tools for creating models and data visualiza-
tion. Azure ML Studio offers a powerful visualization that shows all the steps
in the model training process in a small footprint and easy to understand
way. Figure 5.2 shows a sample case where data is preprocessed and split
into training and test set, and two different clustering algorithms are trained.
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Figure 5.2: Azure Machine Learning Studio UI shows how the data flows
through preprocessing, model training and model validation
Machine learning model blocks, like the K-Means Clustering block, have
easy to use settings, shown in Figure 5.3. Appendix B shows data visualiza-
tion tools.
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Figure 5.3: Changing model parameters in Azure Machine Learning studio
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Chapter 6
Implementation of an OPC UA
enabled machine learning frame-
work
The main focus of the experimental part is building a general machine learn-
ing framework for OPC UA data based on the requirements discussed in the
earlier chapter. The most important topics related to the experimental part
of the thesis from the literature review are Soft Sensors in Chapter 4.1 and
process data acquisition and storage in Chapter 5.1.
The framework will be tested with Neste Engineering Solutions’ NAP-
CON Informer OPC UA server and the data for machine learning is gathered
using NAPCON Simulator. The evaluation will be based on how well the
framework meets the requirements discussed in Chapter 5 and how well the
models perform.
6.1 Choosing a machine learning library
The choice of what machine learning library to use depends a lot on the
intended application. As this was to be a small demo rather than a large
scale deployment, libraries intended for large scale distributed computing
systems such as Apache Spark and H2O were left out.
Deep Learning focused libraries are usually quite complicated to use,
especially without prior knowledge of neural networks. Providing an easy
to use UI that also allows for the finesse of control allowed and even required
by these deep learning libraries would be complicated.
Proprietary software (MATLAB, Wolfram Mathematica) will not be used,
due to cost and academic reasons.
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Scikit-learn was chosen for this demo because of many reasons. It is
a mature project that has been in development for over 10 years, and still
receives regular updates. It has a large library of machine learning algorithms
with a well designed and simple API, which allows for simple UI that can be
used without a lot of prior machine learning and programming. Almost all
models in scikit-learn implement fit, predict and score methods which makes
it easy to quickly prototype with different models.
Scikit-learn has been used by many large IT companies and institutions in
production environments, including but not limited to Spotify, Booking.com
and Inria. User testimonials of software libraries for industry use are much
harder to find in general, for any. The author has prior knowledge in the
Python programming language, which is used with scikit-learn.
6.2 Architecture of machine learning frame-
work
After scikit-learn was chosen as the machine learning library, the architec-
ture around it had to be designed to allow for interfacing with OPC UA
server to read process data and write predictions and giving the user some
kind of interface to choose process variables and machine learning model and
parameters.
Early on the decision was made to develop two separate programs, the
model training program and and model deployment program. The model
training program is used to rapidly prototype different machine learning
models with data input from OPC UA server, while the model deployment
program is used to generate predictions in real time with live OPC UA data.
This separation allows for easier development of the system, and errors in
the model training program are less likely to influence the more critical de-
ployment program. Figure 6.1 shows an overview of the whole architecture.
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Figure 6.1: General architecture of the machine learning framework showing
the separation of training and deployment.
Transferring the trained models between the two programs is handled via
object serialization. Object serialization (named pickling in Python) is the
process of transforming objects in program memory to a format that can be
stored, for example in a file. Deserialization (unpickling in Python) is the
opposite process, where objects can be created from a file, as they were at
the time of serialization. (Anonymous, 2017i)
When the model training program is successfully executed, it serializes
the trained model and saves it to a file which can then be deserialized in
the deployment program and generate predictions. Information about the
trained model, such as creation date, type of machine learning model and
model parameters, is saved in a separate text file.
6.2.1 OPC UA connection
The OPC UA connection must be handled in both model training and de-
ployment programs. Implementing the OPC UA protocol from scratch is a
large task, and not necessarily required, as many open source implementa-
tions exist. In contrast to the quantity and quality of open source machine
learning libraries, not quite as many open source OPC UA libraries exist,
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and their quality in general is not as high. This can possibly be explained
by the generally more in-house approach of process industry companies, and
how new the OPC UA standard is.
For the purposes of this thesis, a Python based open source OPC UA
implementation FreeOpcUa was chosen. The simplest reason was because
scikit-learn, the machine learning library used for this thesis, only supports
Python API officially. Working with only one language simplifies the system
considerably. FreeOpcUa is also licensed under LGPL (GNU Lesser General
Public License), which permits commercial usage of the library and doesn’t
require publishing your own source code (Anonymous, 2007b).
The important OPC UA features used in the framework are reading the
historical process data in model training, and subscribing to nodes and pub-
lishing generated predictions in the model deployment.
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6.2.2 Model training
The model training program contains a few key parts that will be separately
discussed in this section. Figure 6.2 shows a general overview of the program.
Figure 6.2: General architecture of the model training program.
ConfigReader handles reading the configuration file, which contains all
the user configurable parameters. It is simple and internally uses Pythons’
built-in configparser which can easily read human editable configuration files.
Section 6.2.4 explains what the configuration contains.
DataWrapper class is the most important part of the system, as it handles
moving the data between OPC UA client and machine learning library. Raw
OPC UA data contains a lot of variables (timestamp, measurement unit,
etc.) which are not compatible with scikit-learn, but must still be tracked. It
provides methods (using DataManipulation class) for getting the training and
testing datasets as scikit-learn-compatible NumPy arrays. The timestamps
units are later used for plotting.
DataManipulation class is a helper for DataWrapper, which provides
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DataWrapper the data preprocessing tools for manipulating the data to fit
scikit-learn and also performs data normalization and inverse normalization
if so specified by the user.
The task of the OPC UA Client class in model training is to retrieve
historical node value data. For machine learning purposes, we want the
same number of samples from all measurements. Some tricks have to be
performed to get same number of measurements at specific timestamps.
The OPC UA standard specifies ReadAtTimeDetails functionality for
reading a node values at specific time stamps, interpolating between two
measurements if necassary (Anonymous, 2015). ReadAtTime is provided
because OPC UA performs compression of data by not storing new values
constantly if the difference between samples wasn’t large enough. However,
FreeOPCUA and Informer do not seem to support this feature together. In-
stead, ReadRaw functionality will be used. It returns all historical values of
a node between specified startTime and endTime. ReadAtTime equivalent
functionality was implemented manually by first using ReadRaw and then
writing the code for linear interpolation.
After the specified model training and verification data has been retrieved
from the OPC UA Server, it transferred to scikit-learn for model training.
Parameters for model training are read from configuration file. The trained
model is saved to a file, and Matplotlib is used for plotting the results.
6.2.3 Model deployment
As discussed in the general architecture, the model deployment program was
implemented as a separate entity from the model training program. After
a suitable model has been developed with the model training program, the
serialized model is transferred to a server that should continuously run the
soft sensor. Figure 6.3 shows the general architecture of the deployment
program.
The model training program reads the serialized soft sensor model con-
taining the actual fitted machine learning model, plus possible scalers which
are used to transform the data prior to using the models (Data transforma-
tions were discussed in Chapter 2.1). Config file contains information about
which OPC UA nodes to use for inputs and output. The order of process
variables must match with model training step, but node id’s do not have
to match, the reason is that the trained model can be used in a different
environment from where it was trained.
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Figure 6.3: General architecture of the model deployment program.
To acquire real time data from the OPC UA server, the implementation
uses the subscription service which is defined in the OPC UA Services spec-
ification. This way the programmer doesn’t have to poll the values continu-
ously. When a new value is received, a new thread is launched for calculating
the soft sensor output and writing it to the OPC UA server.
6.2.4 User Interface
The user interface is text based with no graphical user interface, other than
plotting provided by Matplotlib. All user input is read from a configuration
file, and the program is executed without any user interaction.
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[ Server ]
address = opc . tcp :// l o c a l h o s t :51312/UA/OPCUA Server
[ Inputs ]
node ids = ns =3; i =568780 , ns =3; i =270288 ,
ns =3; i =483112 , ns =3; i =331607 ,
ns =3; i =571684 , ns =3; i =542644 ,
ns =3; i =490372 , ns =3; i =331019
[ Pred ic ted value ]
nodeid = ns =3; i =705642
[ Train ing data ]
begin = 2000−01−05 0 0 : 3 0 : 0 0 . 0 0 0
end = 2000−01−06 0 0 : 3 0 : 0 0 . 0 0 0
[ Test data ]
begin = 2000−01−06 1 3 : 3 0 : 0 0 . 0 0 0
end = 2000−01−07 0 3 : 0 0 : 0 0 . 0 0 0
[ Model ]
#example i s from
#http :// s c i k i t − l e a rn . org / s t a b l e /modules/ generated /
#sk l e a rn . neura l network . MLPRegressor . html
model module = neura l network
model name = MLPRegressor
model params = h i d d e n l a y e r s i z e s = 16 ,
a c t i v a t i o n = ’ tanh ’
Figure 6.4: A configuration file in the Python format
The configuration file is very self explanatory. In the Server block, address
points to the OPC UA server which is to be used. In the Inputs block,
nodeids is a list of nodes (measurements) that are to be used as the inputs
for training the machine learning model.
The implementation supports all regression supervised learning algorithms
in scikit-learn. For example, the linear model module has many regression
algorithms available, and they can be found in the API Reference (Anony-
mous, 2017m).
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6.3 Process description
The debutanizer is part of a hydrodesulfurization (HDS) process for straight-
run gasoline, known as BERP3 at the Porvoo refinery. In the process, the
straight-run gasoline goes through the debutanizer, through preheating to
the actual HDS reactor. After the HDS reactor the almost sulphur free
gasoline flows to the fractionation unit, where the gasoline is separated into
heavy naphta, hexane, n-pentane, isopentane and unstabilized C3 / C4 frac-
tion. Figure 6.5 shows a flowsheet of the HDS process.
Figure 6.5: Hydrodesulfurization process including the debutanizer column
The task of the debutanizer is to remove butane and lighter hydrocarbon
compounds from the feed. The debutanizer column contains 40 trays. The
feed enters at tray 17.
A multivariate controller is used to control the top and bottom product
quality of the debutanizer column. Currently, pressure compensated temper-
ature of tray 36 is used to control the concentration of butane in the bottom
product. A small amount of butane should be allowed to enter the bottom
product so that harmful substances such as dimethyl sulfide (DMS) would
not enter the distillate. Pressure compensated temperature of tray 10 is used
to control the concentration of pentane in the distillate.
The concentration of butane in the bottom product of the column is
proportional to the pressure compensated temperature of tray 36. The tem-
perature should be low enough to minimize the concentration of DMS in
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the distillate, but high enough to contain a buffer for changing feed quality.
The concentration of pentane and DMS in the distillate is proportional to the
pressure compensated temperature of tray 10. In order to minimize the DMS
concentration, the temperature should be as low as possible. The optimal
temperatures for the trays were determined in test done on the real unit.
6.4 Gathering training and test data
Instead of using real process data to train the machine learning model, data
from a simulator is used. Using a simulator gives the possibility of easily
running the process in different conditions, and the simulator always knows
the butane concentration in all streams in real time, unlike in the real process
where butane concentration is measured with a considerable delay.
Simulations were carried out in NAPCON ProsDS dynamic process sim-
ulator, proprietary of Neste Engineering Solutions. ProsDS is a dynamic
simulation software intended for rigorous simulation of process and automa-
tion models.
In real world, the butane content would have to come from laboratory
results. This obviously gives a much lower sampling rate and less data to
use for training, but over time, depending on how often samples are taken,
the number of measured samples would grow to be sufficient. The laboratory
sample information model in OPC UA should contain a timestamp to when
the sample was taken.
6.4.1 ProsDS process model
The process model used is large and contains the whole hydrodesulfurization
plant. Its intended use is as a large scale operator training simulator.
The debutanizer column is modeled as a normal distillation column. Dis-
tillation columns in ProsDS are modeled with stirred tanks for each tray.
Appendix A shows a screenshot of the model inside ProsDS.
The original model was modified by adding an chemical composition an-
alyzer to the bottom product line, which would measure the weight-% of
butane and send it to the OPC UA server. This does not exist in the actual
process unit.
A list of process variables that were gathered from the simulator are
shown in Table 6.1. They were chosen with the help from an operator of the
actual unit.
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Table 6.1: List of process variables in the debutanizer column (anonymized)
Tag Description
FC10 Feed flow rate t/h
FC11 Top return flow rate t/h
TC10 Tray 10 pressure compensated temperature ◦C
TC11 Tray 36 pressure compensated temperature ◦C
TC12 Feed temperature ◦C
TI10 Bottom product temperature ◦C
PC10 Top pressure kPa
6.4.2 Test run
Test runs were performed by programming the simulator to make very small
changes to the setpoints of feed temperature, column top pressure, and tray
36 temperature in order to gather data at different operating conditions.
As the process took very long time to settle between even small setpoint
changes, and the simulator could only be run at approximately 1.5 times
faster than real-time, test runs has to be performed over weekends. The
simulator machine was also used for other development purposes during the
week. Some overnight / weekend test run results were ruined by misconfig-
uration of the simulator system (not historizing important variables, histor-
izing only 2 hours of data before overwriting), others by too drastic process
changes which completely destabilized the simulator. Eventually, a test run
containing mostly acceptable data was managed. Figure 6.6 shows the bu-
tane concentration of the debutanizer on a logarithmic scale from start to
finish of the simulation.
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Figure 6.6: Debutanizer column output butane concentration on a logarith-
mic scale.
Some data between days 01/04 and 01/05 (SourceTimestamp) was unus-
able due to how much the butane concentration fluctuated. This can be seen
more easily in Figure 6.7 if the butane concentration is plotted on a linear
scale.
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Figure 6.7: Debutanizer column output butane concentration on a linear
scale.
In the end, the simulation produced approximately 55-60 hours of usable
data for machine learning purposes.
The OPC UA server state including all history was saved and imported
for use in the experimental parts of this thesis.
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Chapter 7
Results and Discussion
A proof-of-concept framework was implemented in Chapter 6. The results
will be evaluated in two ways, mainly on how well the requirements specified
in Chapter 5 were met, and how well the machine learning models produced
perform.
7.1 Framework requirements results
This section compares the implementation from Chapter 6 to the require-
ments and goals laid out in Chapter 5.
7.1.1 Process data acquisition and storage
Process data acquisition and storage were handled by NAPCON Informer
OPC UA server. The model training and deployment programs communicate
with the OPC UA server using OPC UA protocol, which means they should
technically work with all standard conforming OPC UA servers.
Some problems with standard OPC UA features ReadAtTime and Read-
Raw were discovered and had to be manually patched. Data acquisition from
the OPC UA server for model training was slow, taking over a minute to fetch
three days worth of process data (around 17000 samples). The slowness was
most probably caused by bad programming on the client side and not the
server side, as NAPCON Informer has been used and proved to function in
applications requiring much higher data throughput.
7.1.2 Data preprocessing
Scikit-learn implements a lot of data preprocessing tools, but only standard-
ization and normalization were implemented for usage through the configura-
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tion file. Other scikit-learn features, such as feature binarization, categorial
encoding and custom transformations can be easily configured with some
programming knowledge.
7.1.3 Algorithms
All supervised learning regression algorithms available in scikit-learn can be
used with the model training program. Large portion of the algorithms dis-
cussed in the requirements chapter are built-in to scikit-learn. All supported
methods can be found in scikit-learn supervised learning API reference. Sup-
port for ones own machine learning algorithms could be added, they just need
to follow the same API as scikit-learn. (Anonymous, 2017m).
7.1.4 Model Deployment
The model deployment program provides bare minimum command line im-
plementation. None of the ”extra” features discussed for model deployment,
such as version control or automatic checks against older models or labora-
tory data.
The implementation had problems with relatively slow generation of pre-
dictions. We could not determine the reason for this, but it probably has
something to do with writing to OPC UA server and threading, because pre-
dictions were generated much faster in the model training program for model
validation. The slow prediction, combined with generating predictions every
time a measurement changes, would definitely lead to problems with more
measurements and fast updating of process variables.
7.1.5 User Interface
The developed used interface is crude but contains a decent amount of func-
tionality for training machine learning soft sensor models. It succeeds in
having a simple but powerful UI. The used model can be changed very fast,
but choosing process variables and what data points are used for training
(start and end times) is cumbersome.
What caused the most problems with the user interface was that the
model training program had to be restarted every time the user wants to make
changes to the machine learning model configuration. With large amounts of
data and slow history read times, this often meant waiting around for the data
to load. This could be fixed by allowing the user to change the configuration
while the program is running and the data is already in memory.
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7.2 Model performance evaluation
Machine learning model performance relies on many factors, but most im-
portantly on algorithm choice, and the quality and quantity of training data.
Performance evaluation is very important for delivering the best possible
machine learning model. Model evaluation is used for determination of gen-
eralization performance, tweaking of model hyperparameters and comparing
different machine learning algorithms.
Machine learning models are scored on a test dataset, which is totally
separate from the training dataset and ideally represents the real world use
case of the model well. Several mathematical methods are available in scikit-
learn for model evaluation.
All estimators (trained machine learning models) in scikit-learn define a
score method which calculates a default evaluation criteria for that specific
model. For most supervised learning regressions models this is coefficient of
determination R2. There are multiple definitions for R2. The version used in
scikit-learn is shown in 7.1 and it is generally accepted as valid for evaluating
model performance on a test dataset (Alexander et al., 2015).
R2 = 1− SSres
SStot
(7.1)
where SSres is the residual sum of squares:
SSres =
∑
i
(yi − fi)2 =
∑
i
ei2 (7.2)
and SStot is the total sum of squares:
SStot =
∑
i
(yi − y)2 (7.3)
where y is the mean of data. R2 is a statistical tool which gives indication
on how well the model fits the data. Care should be taken when using R2
with nonlinear models, as most nonlinear models can be made to follow
training data arbitrarily close, producing R2 values as close to 1 as wanted
(overfitting).
7.3 Model performance
This section presents how the models trained with the framework performed
depending on which algorithm was chosen and how much training data was
used.
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Generally model performance ranged from mediocre to bad. With non-
linear models (Neural Networks, SVMs) training scores were often quite close
to one but validation scores were never very good. Linear models often pro-
duced worse training scores, but better validation scores, which could be
explained by overfitting of the nonlinear models.
A common problem encountered with nonlinear models in scikit-learn was
offset from the validation data. Figure 7.1 shows how a neural network with
a single hidden layer with 100 neurons follows the shape of the test data
accurately, but has an almost constant offset, which causes the validation
score to be poor. Similar effects can be seen with non-linear Support Vector
Regression in Figure 7.2
Figure 7.1: An MLPRegressor (Neural Network) trained with approximately
24 hours worth of simulation data.
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Figure 7.2: An SVR (Regression Support Vector Machine) trained with ap-
proximately 24 hours worth of simulation data.
On the other hand, linear models generally showed better performance
with both following the data and smaller offsets with validation data, example
shown in Figure 7.3 using scikit-learns HuberRegressor which is a form of
robust linear regression, designed to control the effects of outliers.
58
Figure 7.3:
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Chapter 8
Conclusions and future work
The aim of the study was to research how machine learning methods could
be used to gain added value from the growing amount of measurement data
gathered in the process industries. The open source scikit-learn machine
learning library for Python was used to create an user-configurable applica-
tion which can generate data driven soft sensors from data stored in an OPC
UA server. The application provides an interface for specifying the soft sen-
sor input and output variables, model type and configuration parameters for
the model. For testing the application, a dynamic process simulator was used
to gather data from a debutanizer column with multiple operating conditions
over a 60 hour period.
The results suggest that the OPC UA specification provides a good in-
terface for both gathering data for offline training of models and publishing
model predictions in real time. The soft sensor performance varies a lot de-
pending on the type of model, model parameters and the quality of training
data used.
The amount of machine learning methods is vast and their optimal use
cases can vary a lot depending on the dynamics of the process being studied
and the type of data available from the process. Scikit-learn provides a large
set of easy to use tools that can be integrated with relatively little work,
but more specialized tools and methods can provide better results in their
optimal use cases.
Many free for commercial use open source libraries with large community
and company support behind them exist that make implementing machine
learning models much easier. The choice between them is not straightforward
and depends a lot on the intended use case and skills of the user. Many of the
projects are young but have proved themselves in many applications. The
landscape of machine learning changes very quickly compared to that of the
process industries.
60
Future work related to the proof-of-concept framework presented in this
thesis can be divided to few different categories which better fit under many
branches of science. Most important category regarding process control is
studying model performance with quantitative methods and real world pro-
cess data. Understanding the Big Data capabilities of the OPC UA protocol
is important for many machine learning tasks, especially deep learning, which
has shown promising results in many applications.
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