Abstract-Cardiotocography is a measurement technique used for fetal health status assessment in antepartum and intrapartum monitoring. A typical cardiotocogram recording consists of two simultaneously acquired signals, namely the fetal hearth rate (FHR) and the uterine activity (UA). Unfortunately, the FHR recordings suffer from frequent invalid or missing samples, due to artifacts or sensors misfunctions. In literature, this problem is typically solved by simplistic linear interpolations or sophisticated algorithms, whose computational complexity prevents from an on-line implementation. In this paper, we propose five regression techniques which rely exclusively on a reduced set of past samples, i.e. compliant with on-line implementation. We characterize their performances in terms of regression error, as well as specific clinical indices which account for the capability not to distort the original information content of the acquired signal.
I. INTRODUCTION
Cardiotocography is a measurement technique commonly adopted in medicine for antepartum and intrapartum surveillance of fetal health conditions. In more detail, a cardiotocogram (CTG) consists in two signals, corresponding respectively to the continuous recording of the instantaneous fetal heart rate (FHR) and uterine activity (UA) [1] , [2] .
On the basis of the guidlines provided by the International Federation of Gynecology and Obstetrics (FIGO), the FHR signal is monitored by clinicians during the critical period of labor to assess fetal condition, usually by eye-inspection. Nevertheless, the effectiveness of this monitoring technique is quite controversial due to the significant intra-and interobserver variability in data interpretation [3] , [4] . A very challenging objective consists indeed in developing automatic tools for the extraction of meaningful features from FHR recordings that could be reliably used to point out possible fetal and neonatal pathologic conditions. Some promising solutions have been recently proposed in literature at the purpose, even though still in a proposal stage (see [5] - [8] ).
Data interpretation ambiguity depends also on the quality of the measured data. FHR is obtained by Doppler ultrasound measurements or directly from the fetal electrocardiogram via scalp electrodes. Artifacts due to fetal movements, displacements of the transducer and sometimes interferences with the maternal heart rate usually affect the acquired signal, especially during the final stage of labor which represents
The research leading to the results described in this paper is supported by the PostDoc Research Grant CPDR158391 at the University of Padova. a very stressful period. The presence of these artifacts may give rise to missing samples in the FHR recording. This is particularly critical during the labor stage since fetal condition may suddenly change and there is no way of repeating the acquisition as usually done in antepartum stage. For this reason a forecast of the possible FHR value in periods characterized by a large quantity of missing samples can help in evaluating fetal condition.
The reconstruction of possible FHR values in correspondence of missing samples, which represents the main goal of this paper, has a twofold purpose: improving trace readability when used for eye-inspection and providing a meaningful uniformly sampled signal that could be used by automatic feature extraction tools. It is important to note that techniques already proposed in literature [9] refer to off-line removal of missing data and are based on the use of both past and future samples, while this paper has been focused on the evaluation of on-line methods, based only on past samples.
In this context, we have proposed and hence quantitative compared five regression techniques, characterized by reduced computational requirements and reasonably compliant with online implementation on acquisition systems operating at 4 Hz. In this preliminary stage of the research, the analysis has been mainly focused on FHR time-series. A plausible operating scenario has been furthermore reproduced by considering really acquired time-series, where heart rate information is not yet severely distorted, and numerically simulating several examples of missing data segments.
The paper is organized as follows. In Section II we describe the measurement dataset that provides the reference value for this analysis. Besides, in Section III, we introduce a numerical method to simulate missing data phenomena and characterize its effect on the original signal properties. In Section IV, we briefly describe the proposed regression techniques, whose performances are thoroughly characterized in Section V. Finally, in Section VI we provide some closing remarks and indicate the future development of the research.
II. CARDIOTOCOGRAM MEASUREMENT DATASET
In this paper, we consider CTG recordings from the CTU-UHB Intrapartum Cardiotocography Database, an open-access repository for non-commercial purposes provided by the Czech Technical University (CTU) in Prague and the University Hospital (UHB) in Brno [10] , [11] . More precisely, the database consists of 552 intrapartum CTG recordings, starting approximatively 90 minutes before delivery time. In each CTG, the clinical data includes the instantaneous FHR and UA timeseries, sampled at 4 Hz, as well as additional parameters about maternal, fetal and delivery conditions (further details in [10] ).
It is worth noticing that FHR time-series provide useful information about fetal well being during delivery, and if properly interpretated, could be used to promptly detect ongoing fetal hypoxia. Unfortunately, the challenging operating conditions, combined with spurious injections and artifacts due to electrodes' movement or misfunction, produce an high rate of missing or invalid samples (i.e. whose value is not consistent with anatomical or physical constraints).
Generally, the missing segments are totally removed or replaced by a linear interpolation between the valid samples at the boundaries of the segment. However, since many postprocessing approaches rely on the statistical properties of the acquired signal, such simplistic regression risks to introduce serious distortions and prevent from a reliable outcome of the classification process. In literature, more reliable regression techniques have been proposed [2] , though the computational complexity and the necessity for processing large number of samples dissuade from on-line applications.
Within the CTU-UHB database, we have selected the entry #1167, whose FHR time-series is not affected by significant artifacts or missing data segments. Looking at the additional parameters, this specific entry is related to optimal clinical conditions (e.g. maternal age of 32 years, 40 weeks of gestation, no fetus diseases). Thus, it is reasonable to assume that the acquired time-series represents a typical fetal heart rate trend. A brief analysis of this trace has been reported for completeness here below.
As shown in Fig. 1 , the FHR exhibits an average value ranging between 125 and 140 beats per minute [bpm], but is subject to rapid decelerations and accelerations corresponding to uterine contractions. It should be noticed that this analysis considers only the first 60 minutes of the acquisition, since the remaining 10 minutes are characterized by much more frequent contractions as the actual birth time is approaching.
III. CONTROLLED SIMULATION OF MISSING SAMPLES
Missing data have been simulated by means of a discrete Markov chain approach. In the acquisition process model, we define two possible states. In the first one, the measurement is available, whereas the second one corresponds to a missing or invalid measurement. At each sampling step, the model generates an output which depends on the immediately preceeding state. More precisely, we define p and q as the probability to keep in first and second state, respectively. As a consequence, the probability of a transition between first and second state or viceversa is given by 1 − p and 1 − q, respectively. We adopt this probabilistic approach in order to reproduce missing data segments which do not exhibit any periodicity or correlation with the FHR time-series.
In particular, we reproduce two missing data patterns, representative of a rather comprehensive scenario of challenges and issues for the regression techniques. In Pattern 1, p and q are set to 99.7 and 95.0%, respectively, whereas Pattern 2 is characterized by a larger q value, namely 99.5%. As shown in Fig. 2 , Pattern 1 produces frequent but short missing data segments, conversely, in Pattern 2 the segment duration increases (see Fig. 3 ). This graphical inspection is confirmed by a more quantitative analysis. In Table I we provide a thorough characterization of missing data segments in terms of number of occurrences, mean, maximum and minimum duration. As expected, Pattern 2 is characterized by fewer but much longer segments.
FHR statistical distribution for both cases are provided in Fig. 4 and Fig. 5 respectively. On the other side, Table II accounts for the effect of missing data in terms of statistical properties distortion.
IV. ON-LINE REGRESSION TECHNIQUES
In this Section, we briefly describe the regression technique for replacing the missing data segments in FHR time-series. All the considered regression techniques operate only in the presence of missing samples, if a valid sample is acquired no further action is carried out. The regression process is not intended to regularize or de-noise the acquired measurements, but only to fill the gaps caused by artifacts and misfunctions:
• Gaussian variable: as shown in Section II, the acquired time-series can be well approximated by a Gaussian distribution, particularly if no significant decelerations are involved. Thus, given a missing data segment, we replace the invalid samples by a normal random variable, whose mean and standard deviation are estimated on the preceeding 5 s of acquisition;
• Savitzky-Golay filter: we employ a Savitzky-Golay filter of third order. The filter length is set equal to 39 samples, i.e. nearly 10 s, in order to efficiently cope with both missing data Pattern 1 and 2. It's worth noting, since the sampling step is fixed and uniform, this corresponds to a moving average FIR filter whose coefficients can be computed in closed form;
• Smoothing Spline interpolation: we predict the missing sample value by means of a smoothing spline interpolation, whose second order polynomials' parameters are fitted on the preceeding 20 samples, i.e. the last 5 s of acquisition. Though capable of smoother regressions, cubic splines are here neglected, since they risk to diverge in the presence of longer segments;
• Kalman Filter prediction: we replace the missing data with the prediction of two different Kalman filters. In the first implementation, the filter relies on a single state variable, namely the fetal heart rate. In the second one, the filter considers also its first derivative, i.e. it takes into account also the trend the FHR was exhibiting in the last samples.
In the context of CTG monitoring, most of the classification approaches rely on the extraction of statistical features, like short-term and long-term variability. In the presence of missing samples, a segment of FHR time-series cannot be appropriately classified. Evidently, the regression techniques are not capable of recovering the exact FHR trend, but they are required to replace the missing samples with a plausible trend, i.e. characterized by the same statistical features. In this way, the classification process is feasible and would provide an outcome compliant with the information conveyed by the actual acquired samples.
From the medical point of view, it is important to provide a reasonable real-time estimation of the FHR trend. In this way, the FHR value could be compared and integrated with the information coming from concurrent analysis and other instrumentation. In this peculiar operating context, any reasonable guess could prove to be more useful than a missing sample.
The behavior of these different regression techniques has been illustrated in Fig. 6 . Some features of the proposed regression techniques are noticeable in all the considered test conditions. The Gaussian and Savitzky-Golay solution tend to mantain the signal in the same variability range. The Smoothing Spline follows the curvature of the preceeding samples but tends to diverge as the segment duration increases. The Kalman Filter-based solutions shows a nearly linear trend, since the implemented signal model cannot reproduce the inherent FHR variability.
More specifically, the first case shown in Fig. 6(a) involves the analysis of a missing data interval in Pattern 1. The segment lasts nearly 6 s and contains a reduced FHR oscillation. Conversely, Fig. 6(b) and (c) relate to Pattern 2 with segment durations ranging from 30 to 90 s. These three examples have been considered because of their significance: the cases (a) and (c) refer to situations in which samples are lost during stationary periods of the signal, while in the case (b) samples are lost in periods characterized by sudden variations of the signal, due to accelerations or decelerations. In this regard, case (b) should not be misleading. In this peculiar situation, the missing data segment may contain a complete deceleration and acceleration cycle, but no regression technique could be capable of reproducing such trend without any specific a priori information. From a regression point of view, it is more reasonable to keep unaltered the signal statistical properties, rather than to blindly guess a plausible FHR trend. An unjustified distortion of FHR distribution might also affect the results of many post-processing classification approaches which rely on both statistical and morphological features.
V. COMPARED ANALYSIS IN REALISTIC SCENARIO
In this Section, we compare the performances of the proposed regression techniques in some significant cases as illustrated in the previous Section.In order to provide a quantitative evaluation of the regression performances, we firstly compare the root mean square error (RMSE) and the maximum absolute error (MAE), which are well-known metrics typical used in data analysis. Results obtained by considering the whole trace, in both situations denoted as Pattern 1 and Pattern 2, have been reported inn Table III. In this case the best performances are provided by the Savitzky-Golay approach.
The situation related to the three different situations, indicated respectively as (a), (b) and (c), have been analyzed in Table IV . As it can be noted, the reconstruction method based on a Savitzky-Golay filter provides the better results for the case (a), while a Kalman filter with a two-variables state space In the analysis of FHR signals, specific metrics have been introduced both in the time and frequency domain. In the timedomain, for instance, it's common practice to evaluate the FHR variability throughout three indices [6] : Short Term Variability (STV), Long Term Variability (LTV) and Interval Index (INT). The first index is defined as follows:
where sF HR(i) is the fetal heart rate subsampled at 0.4 Hz, i.e. with a period of 2.5 s.
The LTV index is defined as the interquartile [25 ÷ 75%] range of the follwing distribution:
Finally, the INT index can be computed as:
In Table V , we compute these indices for each regression technique in both Pattern 1 and 2, and compare the resulting values with the ones obtained on the original recording. As expected, higher deviations are noticeable in Pattern 2. Nevertheless, the Savitzky-Golay approach proves to be the most reliable solution, since it provides the best approximation of the original variability, according all the three indices.
In the frequency domain, typical features are related instead to the energy content of some significant bands [3] because of their physiological meaning. For instance, the very-low 
In Fig. 7 , we represent the energy level in VLF band as function of the regression techniques, in both Pattern 1 and 2. It's worth noticing, Pattern 1 does not introduce significant distortion, whereas in Pattern 2 only Savitzky-Golay and Kalman Filter (with one state variable) solutions achieve an energy level comparable with the original value. Similarly, Fig. 8 shows the autonomic balance ratio (4) as function of the regression techniques. Once more, Savitzky-Golay and Kalman Filter (with one state variable) provide optimal performances, nearly independent from the missing data pattern. 
VI. CONCLUSION
In this paper, we address the problem of on-line regression of missing samples in intrapartum fetal heart rate measurements. In this context, the regression technique is required to operate on-line and not to distort the statistical distribution of the original signal. In fact, the acquired time-series is typically processed by feature extraction routines to infer possible fetal or neonatal pathological conditions. For this purpose, we propose five regression technique which rely exclusively on a reduced set of past samples, i.e. compliant with on-line implementation. Also the limited computational complexity guarantees optimal performances in a measurement acquisition system operating at 4 Hz. In order to quantitatively assess the performance of the proposed techniques, we adopt an experimentally acquired time-series and numerically introduce some missing data samples through a statistically independent process based on a Markov chain. The proposed techniques are characterized in terms of regression error (both RMSE and MAE), as well as in terms of some features typical of FHR post-processing evaluation. The obtained results show that the proposed Savitzky-Golay approach provides optimal performances in all the considered conditions and guarantees reduced distortion of the original signal features.
