Abstract. Let C be the cusp {(x,y):x > 0, -xP < y < x?} where ß > 1. Set dCx = {(x,y):x >0,y = -x?} and dC2 = {(x,y):x > 0, y = xP} . We study the existence and uniqueness in law of reflecting Brownian motion in C . The angle of reflection at dCj\{0} (relative to the inward unit normal) is a constant 6¡ £ (-?, |), and is positive iff the direction of reflection has a negative first component in all sufficiently small neighborhoods of 0. When 6X +62 < 0 , existence and uniqueness in law hold. When dx + 82 > 0 , existence fails. We also obtain results for a large class of asymmetric cusps. We make essential use of results of Warschawski on the differentiability at the boundary of conformai maps.
Introduction and outline of main results
In recent years there has been considerable interest in reflecting Brownian motion, abbreviated as RBM, in 2 dimensions. This interest was precipitated by the work of Varadhan and Williams [8] in which they consider an RBM in D = {z = rew eC:r>0, 0 < 0 < £} , ie(0,2jr), with constant oblique angle of reflection on each side of D. They gave simple necessary and sufficient conditions for existence and uniqueness. Rogers [3, 4] and Burdzy and Marshall [2] also consider RMB in D but with variable direction of reflection. All of the above mentioned authors explored the conditions under which RBM can reach the origin. Also at issue was extending the process beyond the first time it hits {0} . All the conditions are of a geometric nature.
Here we study the existence and uniqueness of reflecting Brownian motion in the cusp (1.1) C = {(x, y):x>0, -xß <y <xß}, ß>l, with constant direction of reflection on each of the sides, relative to the inward normals. Because <9C\{0} is smooth, standard results give existence and uniqueness when the process starts away from 0, up to the first hitting time of 0.
Thus the problem reduces to deciding whether or not RBM in C starting away from 0 ever hits 0, and once there can it escape in a unique manner. Hence, in studying existence and uniqueness, the focus of attention should be on the behavior near zero. Roughly speaking, RBM behaves like Brownian motion inside of C, reflects instantly in an oblique direction off the sides and spends zero time at the origin. More precisely, we pose the problem as a question of existence and uniqueness of a solution to a submartingale problem in the style of Stroock and Varadhan [7] . Let Qc be the set of continuous functions from [0, oo) into C. For / > 0 let JZt be the rj-algebra of subsets of Qc generated by the coordinate maps Zs(co) = co(s) for 0 < 5 < /. We use ^# to denote o{Zt: 0 < t < oc}. Let Cl(C) be the set of real-valued continuous functions that are defined and twice continuously differentiable on some domain containing C and that together with their first and second partial derivatives are bounded on C.
Let dCx = {(x,y) e C: x > 0, y = -xß} and dC2 = {(x,y) e C:x > 0, y = xP}. For / = 1, 2, let 0, e (- §, f ), for z e dC¡\{0} let n¡(z) be the inward unit normal to dC, and let v¡(z) make constant angle 0, with n¡(z). We take 0, > 0 iff the first component of v¡(z) is negative in small neighborhoods of the origin. We also make the normalizations v¡(z)'n¡(z) = 1, z e dd\{0}.
The Laplacian and gradient will be denoted by A and V as usual. A solution to the submartingale problem on C starting from z eC is a probability measure Pz on (Çlç, ÂZ) such that A family {Pz: z e C} is a solution of the submartingale problem on C if for each z eC ,PZ is a solution to the submartingale problem on C starting from z. In this case, we say Z(-) together with {Pz: z e C} is an RBM in C. The process Z under Pz is an RBM in C starting from z. Any continuous process having the same law as Z under Pz is also called an RBM in C starting from z.
Let us briefly describe our method. Let S = {(x, y): y >0} be the upper half plane, dSx the positive x-axis, dS2 the negative x-axis, and let {(/(/): t > 0} be RBM in S with constant angles of reflection 8X and 82 on dSx and dS2 respectively. Here 0i,02£(-f,f).
The sign convention in this case is distinct from that described for C : now the angle of reflection is measured from the inward unit normal and is positive if and only if the associated direction points toward the origin. The process G is shown to exist for all values of 8X and 82 in Varadhan and Williams [8] . We will be more precise later. Let y : S -► C be one-to-one, onto, continuous, and conformai on S\{0} with J?"(0) = 0. It is reasonable to conjecture that if (1.5) A(t)= [ \^'(GU)\21(Gu¿ 0) du <oo a.s. Jo then Z(.) = 3r(G(A-x(.))) ought to have the law of an RBM in C with the desired reflection angles. Hence existence of RBM in C basically comes down to verifying (1.5). Our main result is the following theorem.
Theorem 1.1. There is a unique solution of the submartingale problem on C if 01 + 02 < 0. If 8X + 82 > 0, there is no solution of the submartingale problem on C starting from any z e C.
The reason for nonexistence is that for 8X + 82 > 0, the origin is hit with positive probability and then the process is forced to absorb there, contradicting (1.4) . When 8X + 82 < 0, C7(-) started away from 0 will never hit 0, and hence once Z(-) is away from 0 it never hits it again. As a by-product of our method we obtain a similar theorem for a large class of asymmetric cusps. The question of existence and uniqueness is still open for the case ô e (ß, 2ß -1]. Unfortunately our method fails in this case. Indeed, it is possible to show that in this case the crucial Theorem 6.2 below is false, by the results of Warschawski [9] .
The paper is organized as follows. In §2 we introduce the conformai transformation y and various properties are given with the proofs deferred to §6. In §3 we develop some preliminaries. Section 4 considers the existence and uniqueness when 8X + 82 < 0 and in §5 we prove nonexistence for 8X + 82 > 0. Section 7 is devoted to proving Theorem 6.2, a key technical result used in §6.
We prove Theorems 1.1 and 1.2 simultaneously. Hence for the rest of this paper we will assume C = {(x,y):x>0, -xs <y <xß}, ß>l,o = ßoxa>2ß-l, dCx = {(x,y):x>0,y = -x3}, dC2 = {(x, y): x > 0, y = x*}.
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Properties of the conformal transformation
Since <9C\{0} is smooth, it suffices to construct an RBM in C starting at 0 up to the first time it leaves a small neighborhood of 0 in C . Thus we only really care about C in a neighborhood of 0. Hence rather than map S onto C, we map a neighborhood of 0 in S onto a neighborhood of 0 in C. The next theorem describes properties of a particular choice of such a map. We defer the proof to §6.
For any e > 0 and x eM.2 let Be(x) = {y e K2 : \x -y\ < e}. For Be E2 and n > 0 an integer, let C"(B) denote the set of real-valued continuous functions that are defined and n times continuously differentiable on some domain containing B.
Theorem 2.1. There exists an e e (0, 1), a closed set H ç Bx(0) n C and a homeomorphism Z?~: S n Be(0) -> H that is conformai on S n 5£(0)\{0} and has inverse F that is conformai on H\{0} such that for some finite constant Kx,
Moreover, the components of ZF are in C2(S n 5E(0)\{0}).
Preliminaries
Let Pz be a solution of the submartingale problem on C starting from z and let Z be the canonical process on Qc • For 0 < s < e, define Proof. Define Vj(0) = lim^o Vj(Q along dCj\{0} , j = 1,2. The angle vx(Q makes with the positive x-axis (the angle measured as positive when taken in the counterclockwise sense) decreases continuously from f + 8X towards 8X as C moves from {0} outward along dCx. Similarly, the angle v2(Q makes with the positive x-axis increases continuously from -(% + d2) towards -82 as Ç moves from {0} outward along dC2. Next consider 0i-t-02 >0. Then the smallest angle between vx(0) and ^(0) is strictly less than n. Let v be the unit vector bisecting the angle between vx(0) and t>2(0). Then v • Vj(0) > 0 for j = 1, 2. By continuity, for some neighborhood N of 0 in R2 we have v-vj(C) > 0 for C e NndCj, j = 1,2.
Hence we can choose ôx e (0, e] so small that (3.3) v.Vj(Q>0, Ce{w:\F(w)\<ôx}ndCj, j = 1,2.
This is possible because ZF is a homeomorphism. Now we modify the proof of Lemma 2.1 on p. 411 of Varadhan and Williams [8] as follows. Since <9C\{0} is smooth, for z ^ 0 the process Z(« A oq) has a decomposition under Pz : 
Hence for a < 0 we get Thus sPz(ps < pSi) + <j3(1 -Pz(ps < ps3)) = ¥(z), which yields
For z satisfying 0 <\F(z)\ < ô2 we have Pz(po A ps¡ < 00) > Pz(oq Aoô<oo) = l by (3.6) and Lemma 3.1. Then by path continuity,
Hence upon letting s J. 0 in (3.9) we get
But for such z , by (3.7) and that a > 0, *¥(z) < \F(z)\a < r52a < ¿f53. Hence inf{Pz(;«o<^3):0<|JF(z)|<i52}>i.
To finish, just observe for 0 < \F(z)\ < 62 we have by (3.6) Pz(OQ < <TSl) > Pz(P0 < PS,)-O 4. Existence and uniqueness for 8x + 82 < 0
Recall ß > 1 and S = ßoxo>2ß-l. Throughout this section we assume 0i + 02 < 0. By Theorem 3.2 it suffices to consider an RBM in C starting from 0. As in the introduction, let S = {(x, y): y > 0} be the closed upper half-plane. Set dSx = {(x, 0): x > 0} and dS2 = {(x, 0): x < 0}. Let Nj be the unit inward normal to dSj , and let V¡ make angle 8¡ e (-f , f ) with Nj, j = 1,2. Here Vj points toward 0 iff 8¡ > 0. We take Vj • Nj = 1.
Let {C7(/) : t > 0} be a realization of a reflecting Brownian motion (RBM) in S starting at 0 e S with directions of reflection Vx, V2 on dSi\{0} , 952\{0}, respectively. More precisely, on some filtered space (il, Z?, {Z7[}, Q) there is defined a continuous {¿^}-adapted process G such that (i) Q(GU e S Vu > 0) = 1 = Q(Gq = 0) ;
(ii) for every f e cf(S) satisfying Vj.Vf>0 on dSj and /= constant near 0, ZG(t) = ¥(G(aG(t A AG(nE)))), for t > 0.
We will sometimes drop the superscript G in the notation.
Recall that we need only construct an RBM starting from 0 until it leaves a small neighborhood of 0 in C. Thus for existence we need only verify (1.2)-(1.4) for the law of ZG on (Çlc, J?) with t replaced by iAcr£ where oe(oe) = oE = inf{t > 0: \F(oe,)\ = e}.
If this is true, we say ZG(.) is an RBM in C, stopped at time oE, starting at 0. We will usually not include the statement "starting at 0". Also, for C -F(z) and f(Z) the Jacobian of & at Ç,
Thus for C e (dSj\{f)}) n 5£(0), we have z = ^"(f ) e (3C,\{0}) n // and VA(C) • ^ = (VA(f))'F; (as matrices)
is a submartingale. G
We can reverse the preceding procedure. Indeed, given a realization Z(>) of RBM in C stopped at time at(Z) starting from 0, since 8X + 82 < 0, Lemma 3.1 and Theorem 3.2 imply oE(Z) < oo a.s. Set Gz(t) = F(Z(vz(tAVz(oE(Z))))), t>0.
Similar to Proposition 4.1, Gz is an RBM in S stopped at Vz(oE(Z)). We now use the above to show existence and uniqueness of RBM in C stopped at at(Z). Proof. Assuming (4.6) holds, then by Theorem 2.1 (iv), AG(r\t(G)) < oo . Hence existence follows from Proposition 4.1. We only prove (4.8), the proof of (4.9) being similar. Observe first that (4.10) A^z\Vz(t)) = t, t<oE(Z).
Indeed, for such t, Vz(t) < Vz(oE(Z)) = nE(Gz) (by (4.7)) so the left side is well defined and by Applying this, by (4.7),
giving the first part of (4.8).
For the latter part, by (4.10), vz(a{GZ)(t)) = t for t < aE(Z) and so Z(°z)(t) = 9-(Gz{a°z(t A A°z(nE(Gz)))}) by (4. Jo Jo Then kn e C2(R), k" vanishes in a neighborhood of 0 and \kn(t) -t V 0| < ¿ for some constant A > 0. Moreover, 0 < k'" < 1, k'Z > 0 and as n -+ oo, k'n(t)^I{Qt00)(t). _ With A as above, it follows that kn o h e C£(S n BE(0)). Now k" o A can be extended outside of SnBE(0) so that it is in C%(S) and satisfies Vj-V(knoh) > 0 on dSj, j = 1,2. Such extensions are made in Varadhan and Williams [8] . as desired.
Remark. If 8X + 82 < 0 then by Lemma 3.1 and Theorem 3.2 an RBM in C starting away from 0 never hits 0. Of course, the preceding calculations show the process can be started from 0.
RBM IN C DOES NOT EXIST if 8X + 82 > 0
Throughout this section we take 8X + 82 > 0.
Theorem 5.1. Suppose 8X + 82 > 0. Then for any z e C, there is no solution to the submartingale problem on C starting from z.
First we prove the following special case.
Theorem 5.2. Suppose 8X + 82 > 0. Then there exists no solution to the submartingale problem on C starting from 0. Proof. Suppose there exists a process Z with law Pq on (fíe. *#) satisfying (1.2) and (1.3). We will show below that (1.4) cannot also hold for this process and therefore an RBM in C starting from 0 does not exist when 8X +82 > 0. Let a, <P(r, 0) and *P(Z) be defined as in the proof of Theorem 3.2. Let e be as in Theorem 2.1 and set c = cos 8X A cos 02 ; note c > 0. Define K = c(e/2)a and let pK = inf{t>0:V(Zt) = K}. We will prove below that Our plan of action is to define a function F explicitly enough to prove it has the properties stated in Theorem 2.1. In essence we do the following. Open the cusp via a conformai mapping to locally flatten the boundary near 0 so that the tangent is well defined there. Then conformally map to the unit disc; from there map conformally to the upper half-space S. This seems convoluted because Warschawski [9] does have results on conformai maps from a cusp to the unit disc. The trouble is, the results are too coarse for our purpose. On the other hand, he has results on conformai maps from domains with continuously turning tangents to the unit disc and they are good enough for us. Remark. When S > ß and S <2ß -1, using results of Warschawski [9] it is possible to show Theorem 6.2 is not true.
In view of Theorem 6.2, if ô = ß or ô > 2ß -1, (6.8) \gâ-x(0\<c\Q, íeD, (6.9) \gg(w)\<c\w\, weRg.
Next, map D\{(2, 0)} onto S = {Z: lmZ > 0} by the confounal mapping Pi0 = TTC' CeD\{(2,0)}.
Also, P-lW = Z^Ï2> ^S> is also conformai and we can choose e > 0 such that fs-xog-xop-x(dSnB¡W))cdC; then (6.10) (/r1)' is bounded on Be(0) n S ; (6.11) ^\Z\<\p-l(Z)\<c\Z\ foxZeBE(0)nS; (6.12) p' is bounded on p~x (BE(0) n S).
At last we can define H and F . Set
Then F is conformai from //\{0} into ß£(0)n5\{0} with conformai inverse ZF = fjx o g~x op~x and parts (i)-(iii) of Theorem 2.1 clearly hold.
By (6.9) and (6.11) (6.13) \gs-xop-x(Z)\>c\Z\, ZzBMnS.
Hence for Z e BE(0) n S, by (6.7), Theorem 6.2 and (6.10)
.
is decreasing for x small and positive, by (6.13) we get^'
This gives (iv) in Theorem 2. Here too we are using that the neighborhood N is chosen small enough so that 0 = argz is sufficiently small that cos((/? -1)0) > c' > 0 in (6.4). D 7 . Proof of Theorem 6.2
We need the following result of Warschawski [10] . Proof. Since dRg\{0} is C°° , we need only consider dRg in a neighborhood of 0. Near 0, dRg consists of two arcs, call them YX(S) and Y2(ô), separated by 0. We parametrize as follows. Let 
Then
( wx(t) = px(-t)e'^-'K te (-¿i,0), (7.3) w(t) = I w2(t) = p2(ty^, te(0,Sx), 10, t = 0, is a continuous parametric representation of dRg near 0. We need the following expansions. Proof. Since tan x z is analytic on \z\ < 1 and sinz is entire, sin(ytan_1z) has a power series on |z| < 1 in odd powers of z . Thus for y > 0 and a > 0, oo (7.4) (l + u2)'asin(ytan-xu) = u^2am(a,y)u2m, -1 < u < 1 w=0 where (7.5) a0(a,y) = y, ax(a,y)<0.
Hence by (7.1) and (6.5) 9ßirxit)e'W) = -^rtf-V"1 f) a« (^ > 0 -l) tlm(ô-X) Similarly,
The formulas (7.6), (7.7), (7.10) and (7.11) yield the desired representation of tp'iPilp'i ,i = l,2. D
We continue with the proof of Theorem 7.2. Write xk(t) = Repk(t)e'^ , yk(t) = lmp^e^'l Then (7.12)
By Lemma 7.3, as t -> 0+ , 
These show that the tangents to w(t) in (7.3) for / ^ 0 turn continuously to a vertical line as t -► 0. Thus dRg has a continuously turning tangent. Writing tan x a -tan x b = ¡a (1 + x2) ' dx for a, b both positive or both negative, we have
Then to prove (7.16), it suffices to show (7.17) jr. x. < *(J'Jm )2+y'i(u)2du) , 0<tx<t2<ox.
For typographical clarity in the next few lines we drop the / subscript. By (7.12) for
By the formulas after (7.12), |A| is bounded below away from 0 for Sx small and l + <p'(tx)tp'(t2)p(tx)p(t2)/p'(tx)p'(t2) is bounded. Therefore Then k(u) is increasing and satisfies (7.15). We need the following lemma to examine the right side of (7.17). Consider the function (7.21) kx (x) l-x-o 1 < x < 2. UM) RHS(7.24) -Lh where q > 0 and C is independent of tx and t2. Finally, we prove (7"26) ^LHSa^)01 * C f°r ° -tx < t2> h SmalL Similar arguments prove similar bounds for \cpx(t2)-cpx(tx)\ replaced by the left hand parts in the 3 remaining equations in (7.19 ). Then together with (7.18) we see that (7.17) holds with k replaced by Ck and we will be done. So on to (7.26). (by (7.25))
where we have used (7.28) and (7.25) to bound the second summation. The last term on the RHS is bounded for Í2 small by (7.27 ). If ô > ß then 2m(ô -1) + (ô -ß) -(1 + r)(ß -1) > S -(2ß -1) -r(ß -1) > Ó by choice of r. When ô = ß then since üq = 0 we are only concerned with m e {1,2,..., M} in the first summation and then 2m(ö -1) + (S -ß) -(1 + r)(ß -1) > 0 by choice of r. In any event the first summation is also bounded for t2 small. This gives (7.26) and we are done. D
